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Abstract

The paper addresses one-dimensional transport in a Goupillaud medium (a layered medium in which the layer thickness is proportional to the propagation speed), as a prototypical case of wave propagation in random media. Suitable stochastic assumptions and limiting procedures lead to characteristic curves that are Lévy processes. Solutions corresponding to the discretely layered medium are shown to converge to limits as the thickness of the layers goes to zero. The probability distribution of the limiting characteristic curves is explicitly computed and exemplified when the underlying Lévy process is an inverse Gaussian process.

1 Introduction

The study of wave propagation in random media has a long history and a wealth of applications in the material sciences, geotechnics, and seismology (Fouque et al. 2007). It is common practice to model the stochastic properties of such media by means of random fields (Ghanem & Spanos 1991). The present paper focuses on singular stochastic limits of one-dimensional layered media. A prototypical case is given by Goupillaud media, which are characterized by the property that the travel time of a wave through each layer is constant. This type of media has been introduced by (Goupillaud 1961) to study seismic wave propagation. The theme has been pursued over the past decades, mainly focusing on describing transmission and reflection of waves (Velo & Gazonas 2019). Random Goupillaud media generated from Markov chains as well as their limiting behavior as the layer thickness goes to zero have also been studied (Burridge et al. 1988). It seems to be less known that in unidirectional wave propagation (transport equations), stochastic Goupillaud media can be constructed possessing an extremely rough stochastic structure, of a spatially much higher irregularity than e.g. in (Flandoli 2011).

This paper will clarify the case of one-dimensional transport under assumptions that will lead to characteristic curves given by an increasing Lévy process.

One-dimensional transport is described by the equation

\[ \partial_t u(t, x) + c(x) \partial_x u(t, x) = 0 \]  \hspace{1cm} (1)
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with initial data $u(0, x) = u_0(x)$. If the transport velocity $c(x)$ and the initial data are sufficiently regular, the solution is given by

$$u(t, x) = u_0(\gamma(x, t; 0))$$  \hfill (2)

where $\gamma(x, t; 0)$ is the point of intersection of the characteristic curve through $(x, t)$ with the $x$-axis. The characteristic curves are obtained as solutions to the ordinary differential equation (derivative with respect to $\tau$)

$$\dot{\gamma}(x, t; \tau) = c(\gamma(x, t; \tau)), \quad \gamma(x, t; t) = x.$$

The material properties of the medium are encoded in the transport speed $c(x)$. The Goupillaud assumption is that $c(x)$ has the constant value $c_k$ in the $k$th layer; the thickness and the travel time are related through $\Delta x_k = c_k \Delta t$.

Further, the propagation speeds $c_k$ (and hence the $\Delta x_k$) will be given by independent, identically distributed random variables. At this stage, various choices of the type of random variables as well as scalings are possible. For the wave equation, such scalings leading to fairly regular limiting processes have been introduced in (Burridge et al. 1988) and studied in (Fouque et al. 2007, Nair & White 1991). Setting $\Delta t = 2^{-N}$, it is assumed here that the $(N + 1)$st layering is a dyadic refinement of the $N$th layering and that, at each stage $N$, the $c_k^{(N)}$ (and hence the $\Delta x_k^{(N)}$) are positive, independent and identically distributed random variables.

The procedure of dyadic refinements on the time axis leads to infinitely divisible, positive random variables, which can be constructed as increments of a strictly increasing Lévy process, which in turn defines the limiting characteristic curve of Equation 1 through the origin as $N \to \infty$.

The following results will be presented: The characteristic curves converge to translates of the path of the said Lévy process with probability one and at almost all $x$ and $t$. In addition, the piecewise solutions $u^{(N)}(t, x)$, obtained by solving the transport equation for the Goupillaud medium at stage $N$, converge to a limiting stochastic process almost surely and in the $p$th mean; the distribution of the limiting characteristic curves can be explicitly computed. The calculations will be made explicit when the underlying Lévy process is an inverse Gaussian process. The slightly more complicated calculations for a Poisson process with positive drift can be found in (Schwarz 2019).

The limiting solution process $u(t, x)$ is constant along the limiting characteristic curves, as in the case of classical transport. However, the limiting characteristics may possibly have infinitely many jumps on each interval. Due to this high degree of irregularity, one cannot give a meaning to the limiting process $u(t, x)$ as a solution to Equation 1; it is just a limit of piecewise classical solutions. This situation is quite common in the theory of singular stochastic partial differential equations, see e.g. (Hairer 2014).

The plan of the paper is as follows: In Section 2, the stochastic Goupillaud medium is set up and analyzed. Section 3 is devoted to the limiting behavior of the characteristic curves and the solutions. In Section 4, it is shown how the probability distribution of the limiting characteristic curves can be computed, and explicit formulas in the inverse Gaussian case are given. The final section contains the conclusions.

Detailed proofs of the results of Sections 2 and 3 have been presented in (Baumgartner et al. 2017). Section 4 is based on the PhD thesis of the second author (Schwarz 2019), where also the case of a Poisson process can be found.
Notation: In the sequel, $\mathbb{Z}$, $\mathbb{N}$, $\mathbb{R}$ denote the sets of integers, nonnegative integers, and real numbers, respectively.

## 2 The Goupillaud medium

If the transport velocity $c$ in Equation 1 is constant the characteristic curves are simply given by $\gamma(x,t;\tau) = x + c(\tau - t)$. In the case of a layered medium, $c(x)$ is piecewise constant, and the characteristic curves are polygons. Assuming continuity across interfaces, the solution (Formula 2) is given as a continuous, piecewise differentiable function, which solves Equation 1 in the weak sense.

### 2.1 Dyadic deterministic structure

The discrete, deterministic Goupillaud medium is set up as follows. Choose a time step $\Delta t$, producing a sequence $t_j = j\Delta t$, $j = 0, 1, 2, \ldots$ of points in time. The layers are defined through a strictly increasing sequence $(x_k)_{k \in \mathbb{Z}}$ with $x_0 = 0$ and $x_k \to \pm\infty$ as $k \to \pm\infty$. Let $\Delta x_k = x_k - x_{k-1}$. The coefficient $c(x)$ is obtained as $c(x) = \Delta x_k / \Delta t$ for $x_{k-1} < x < x_k$, and $k$ running from $-\infty$ to $\infty$. In other words, the time for passing a layer $\Delta x_k$ is constant, namely $\Delta t$. Call $c_k$ the value of $c(x)$ in the $k$th layer, that is, for $x_{k-1} < x < x_k$. Then the Goupillaud relation $\Delta x_k = c_k\Delta t$ holds for all $k$, with constant $\Delta t$. The structure of the Goupillaud medium makes computing the values of the characteristic curves $\gamma(x,t;\tau)$ in the grid points very simple. In fact,

$$\gamma(x_k,t_l;t_j) = x_j + k - l$$

for all integers $j, k, l$. Since every point $(t,x)$ is just a convex combination of the neighboring grid points, the values $\gamma(x,t;\tau)$ can be easily obtained anywhere.

The next step is to set up a dyadic refinement of the initial grid. Define

$$\Delta x_k^{(N)} = 2^{-N}, \quad t_j^{(N)} = j2^{-N}$$

and let $x_k^{(N)} \in \mathbb{R}$, $k \in \mathbb{Z}$, be a strictly increasing sequence of spatial points (or equivalently, a sequence of propagation speeds $c_k^{(N)} > 0$ satisfying $\Delta x_k^{(N)} = c_k^{(N)} \Delta t^{(N)}$). The requirement that each resulting grid is a dyadic refinement of the previous one means that

$$\left(t_{2j}^{(N+1)}, x_{2k}^{(N+1)}\right) = \left(t_j^{(N)}, x_k^{(N)}\right).$$

This condition implies

$$\Delta x_k^{(N)} = \Delta x_{2k-1}^{(N+1)} + \Delta x_{2k}^{(N+1)}.$$

A random realization of the initial grid and the first step of the dyadic refinement can be seen in Figure 1, together with the corresponding broken characteristic curves starting at $(0,0)$.
Figure 1: Illustration of Goupillaud medium and dyadic refinement. Shown are some layers of the random initial grid with constant time steps $\Delta t^{(1)}$ (dashed horizontal and vertical lines) and initial broken characteristic curve $x = \gamma^{(1)}(0,0,t)$ starting at the origin (dashed). Replacing $\Delta t^{(1)}$ by $\Delta t^{(1)}/2$ results in the second layering (dotted horizontal and vertical lines) and the characteristic curve $x = \gamma^{(2)}(0,0,t)$ (solid broken line), which passes through the old and new grid points.

Inductively, one obtains

$$\Delta x_k^{(N)} = \sum_{i=1}^{2^M} \Delta x_{(k-1)2^M+i}^{(N+M)}$$

for all $N,M \in \mathbb{N}, k \in \mathbb{Z}$. The value of the characteristic curve $\gamma^{(N)}$ in the grid points is readily obtained according to (5). For whatever integers $N,j,k,l$ it holds that

$$\gamma^{(N)}(x^{(N)}_k,t^{(N)}_l) = x^{(N)}_{j+k-l},$$

For any $N \in \mathbb{N}$ and $\tau \in [t^{(N)}_{k-1}, t^{(N)}_k)$, the characteristic curve through the origin $\xi^{(N)}(\tau) = \gamma^{(N)}(0,0;\tau)$ can be represented as

$$\xi^{(N)}(\tau) = \alpha^{(N)}(\tau)\xi^{(N)}(t^{(N)}_{k-1}) + (1 - \alpha^{(N)}(\tau))\xi^{(N)}(t^{(N)}_k),$$

where $\alpha^{(N)}(\tau) = (t^{(N)}_k - \tau)2^N$ and $\xi^{(N)}(t^{(N)}_k) = x^{(N)}_k$ by Formula 6.

In other words, $\xi^{(N)}$ is an increasing polygon through $(t^{(N)}_k, x^{(N)}_k)$, $k \in \mathbb{Z}$. For $(t,x) \in \mathbb{R}^2$ one obtains the characteristic curve through $(t,x)$ by

$$\gamma^{(N)}(x,t;\tau) = \xi^{(N)}(\tau + (\xi^{(N)})^{-1}(x) - t),$$

i.e., by shifting $\xi^{(N)}$ in time direction such that it passes through $(x,t)$. 
2.2 The stochastic model

This subsection is devoted to formulating the stochastic assumptions underlying the proposed model of a randomly layered medium, in which $\Delta x_k^{(N)}$ is random. The decisive assumption is that for each $N \in \mathbb{N}$, the increments are positive, independent and identically distributed random variables $\Delta x_k^{(N)}$, $k \in \mathbb{Z}$.

Together with the previous consistency assumption (Formula 4), this implies that $\Delta x_k^{(N)}$ is infinitely divisible for every $k \in \mathbb{Z}$ and $N \in \mathbb{N}$. Let $\mu = P \circ (\Delta x_1^{(0)})^{-1}$ be the distribution of $\Delta x_1^{(0)}$. It follows from standard probabilistic arguments (Sato 1999, Section 7) that $\Delta x_k^{(N)} \sim \mu^{*1/2^N}$, $k \in \mathbb{N}$, the $2^N$th unique root of $\mu$, and that there exists a Lévy process $L = (L(t))_{t \in \mathbb{R}}$ on a probability space $(\Omega, \mathcal{F}, P)$, with $P \circ L(1)^{-1} = \mu$, that is, $\Delta x_1^{(0)}$ has the same distribution as $L(1)$. These conditions are met by Poisson or Gamma processes with positive drift, as well as by the inverse Gaussian process, for example.

In other words, the condition of independent and identically distributed random variables, together with the dyadic structure, leads to a limiting Lévy process. Conversely, given a Lévy process, its dyadic increments produce sequences of independent identically distributed random variables. Thus one may equivalently use a given Lévy process as starting point for defining the stochastic Goupillaud medium.

Indeed, take a Lévy process $L$, let $t_k^{(N)} = k 2^{-N}$ be as in Subsection 2.1 and define

$$
\Delta x_k^{(N)}(\omega) = L(\omega, t_k^{(N)}) - L(\omega, t_{k-1}^{(N)}),
$$

$$
x_k^{(N)}(\omega) = \sum_{i=1}^{k} \Delta x_i^{(N)}(\omega) = L(\omega, t_k^{(N)})
$$

for $k > 0$ and similarly for $k \leq 0$. The consistency condition (Formula 4) is clearly satisfied. Let furthermore $L^{(N)}(\omega, \cdot)$ be the piecewise affine interpolation of $L(\omega, \cdot)$ through the grid points $(t_k^{(N)}, x_k^{(N)}(\omega))$ as in Equation 6. This construction is carried out pathwise for fixed $\omega \in \Omega$.

3 Limits as the time step goes to zero

The main result of this section is that the characteristic curves of the discrete Goupillaud medium converge to limiting curves (almost surely almost everywhere). This will imply that the solutions to the transport equation converge to a limit as well (in a sense to be made precise). The crucial observation is that the paths of a Lévy process are càdlàg (continue à droite, limite à gauche) almost surely, i.e., they are continuous from the right and have left-hand limits.

3.1 Convergence of characteristic curves

Fix an increasing Lévy process $L$ as considered in Subsection 2.2 and let $L^{(N)}(\omega, t)$ be the piecewise affine interpolations of its paths. At level $N$, the Lévy process defines a discrete Goupillaud medium. The corresponding characteristic curves are given by inserting $L$ in place of $\xi$ in the formulas at the end of Subsection 2.1.
namely \( \gamma^{(N)}(\omega; x, t; \tau) = L^{(N)}(\omega; \tau + (L^{(N)}(\omega))^{-1}(x) - t) \). It will be shown that these curves converge, as \( N \to \infty \), to

\[
\gamma(\omega; x, t; \tau) = L(\omega; \tau + L(\omega)^*(x) - t)
\]

where \( L(\omega)^* \) is defined through

\[
L(\omega)^*(x) = \inf \{ t \in \mathbb{R} : L(\omega, t) \geq x \}.
\]

For almost all \( \omega \in \Omega \), the map \( t \to L(\omega, t) \) is an increasing càdlàg function. Using this property, one can derive that, at fixed \((x, t) \in \mathbb{R}^2\),

\[
\lim_{N \to \infty} \gamma^{(N)}(\omega; x, t; \tau_0) = \gamma(\omega; x, t; \tau_0)
\]

whenever the function \( \tau \to \gamma(\omega; x, t; \tau) \) does not have a jump at \( \tau_0 \). Next, one shows that at fixed \( \tau_0 \geq 0 \), the set of points \((x, t) \in \mathbb{R}^2\) such that \( \gamma(\omega; x, t; \tau) \) has a jump at \( \tau_0 \) has Lebesgue measure zero. Specializing to \( \tau_0 = 0 \), one can show in addition that the set of all \((\omega, x, t)\) such that \( \gamma(\omega; x, t; \tau) \) has a jump at \( \tau = 0 \) is jointly measurable, and it has measure zero (as a subset of \( \Omega \times \mathbb{R}^2 \)).

Taking these observations together one obtains the desired result:

Convergence of characteristic curves. For \( \mathbb{P} \)-almost all \( \omega \in \Omega \) and Lebesgue almost all \((x, t) \in \mathbb{R}^2\),

\[
\lim_{N \to \infty} \gamma^{(N)}(\omega; x, t; 0) = \gamma(\omega; x, t; 0).
\]

Details of the proof can be found in (Baumgartner et al. 2017).

### 3.2 Convergence of approximate solutions

At level \( N \), the propagation velocity of the discrete stochastic Goupillaud medium is given by the random field \( c^{(N)}(\omega; x) \), where

\[
c^{(N)}(\omega; x) = \Delta x_k^{(N)}(\omega) / \Delta t^{(N)}
\]

in each random layer \( x_k^{(N)}(\omega) \leq x < x_{k+1}^{(N)}(\omega) \) with \( x_k^{(N)}(\omega) = L(\omega; t_k^{(N)}) \) as defined in Subsection 2.2. At level \( N \), the transport equation (Equation 1) reads

\[
\partial_t u^{(N)}(\omega; t, x) + c^{(N)}(\omega; x) \partial_x u^{(N)}(\omega; t, x) = 0
\]

with initial data \( u^{(N)}(\omega; t, x) = u_0(x) \). If \( u_0 \) is a continuously differentiable function (or more generally, a locally integrable function with locally integrable weak first derivative), then

\[
u^{(N)}(\omega; t, x) = u_0(\gamma^{(N)}(\omega; x, t; 0))
\]

is a weak solution at each fixed \( \omega \). Indeed, at fixed \( \omega \), the transport coefficient \( c^{(N)}(\omega; x) \) is a piecewise constant function, and the characteristic curves \( \gamma^{(N)}(\omega; x, t; \tau) \) are piecewise linear, continuous functions. Thus \( u^{(N)}(\omega; ·, ·) \) is a continuous function, and it satisfies the transport equation in each layer. Define

\[
u(\omega; t, x) = u_0(\gamma(\omega; x, t; 0)).
\]
The results from Subsection 3.1 lead to the convergence of \( u^N \) to \( u \) in the following sense:

Convergence of approximate solutions. Let \( u_0 \) be as described above. Then

\[
\lim_{N \to \infty} u^N(\omega; t, x) = u(\omega; t, x)
\]

for \( \mathbb{P} \)-almost all \( \omega \) and Lebesgue almost all \( (x, t) \), and

\[
\lim_{N \to \infty} \mathbb{E}^\mathbb{P} \left\| u^N - u \right\|_{L^p(K)} = 0
\]

whenever \( K \) is a compact subset of \( \mathbb{R} \) and \( 1 \leq p < \infty \). Here

\[
\|u\|_{L^p(K)} = \left( \int_K |u(t, x)|^p \, dt \, dx \right)^{1/p}
\]

Indeed, the almost sure convergence follows from the continuity of \( u_0 \) and Equation 9. From there, the convergence in mean of the local \( p \)th integrals follows from Lebesgue’s dominated convergence theorem.

Note that a priori there is no meaning for \( u \) to be a solution of the transport equation (Equation 1) other than being a limit of approximate solutions.

For the sake of illustration, the somewhat rough behavior of realizations of the limiting solutions are shown in Figure 2. The initial value \( u_0 \) is taken as a triangular function, the realizations of \( u \) are shown at times \( t = 1, 2, 3 \). Two different Lévy processes as drivers \( L \) (cf. Subsection 2.2) are used, namely a Gamma process and a Poisson process, both with positive drift. The solutions have constant parts, which are created whenever the Lévy process jumps at this point.

4 Distribution of the characteristic curves

Motivated by the results in the previous sections one may ask if it is possible to compute the statistical properties of the limit of the characteristic curves. Recall from Equations 7 and 8 that

\[
\gamma(x, t; 0) = L(L^*(x) - t),
\]

where \( L \) is a strictly increasing Lévy process on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) and \( L^*(x) = \inf \{ t \in \mathbb{R}, L(t) \geq x \} \). (To shorten notation, the random element \( \omega \) will be omitted in the following.) Since \( \gamma(x, t; \tau) \) is just a translate of \( \gamma(x, t; 0) \), it suffices to compute the probability distribution of the latter.

For simplicity, only the case \( t > 0 \) will be presented; for negative times one can do similar computations. In Subsection 4.2 the explicit probability distribution of \( L(L^*(x) - t) \) for the inverse Gaussian process will be elaborated. All the results are part of the work of the second author (Schwarz 2019), where detailed proof of the results of this section can be found.

4.1 Results valid for any Lévy process

The considerations in this subsection are valid for any strictly increasing two-sided Lévy process \( L \) such that \( L(0) = 0 \) almost surely. For convenience of
Figure 2: Figure 2. Trajectories of the solution $u(x,t)$ at several time points. Top: The generating Lévy process $L$ is Gamma distributed with scale parameter $k = 1$, shape parameter $\theta = 1$ and drift $d = 1$. Bottom: The generating Lévy process $L$ is Poisson distributed with jump size 1, intensity $c = 1$ and drift $d = 1$.

presentation, the notation of image measures will be used in this section. The image measure of $P$ under a random variable $X$ will be denoted by $P_X$. In case of the random variable $L(L^*(x) - t)$ it reads

$$P(L(L^*(x) - t) \in A) = P_{L(L^*(x) - t)}(A)$$

where $A$ is any Borel measurable subset of $\mathbb{R}$. The distribution of $L(L^*(x) - t)$ can be explicitly computed if one knows when the Lévy process hits $x$ (i.e., the hitting time $L^*(x)$) and where it was right before (i.e., the undershoot $L(L^*(x) - ) = \lim_{t \to L^*(x)} L(t)$). By the law of total probability, the following decomposition holds:

$$P_{L(L^*(x) - t)}(A) = \int \int_{\mathbb{R}^2} P_{L(L^*(x) - t) \mid L^*(x) = s, L(L^*(x) - ) = y}(A)P_{L^*(x), L(L^*(x) - )}(ds, dy)$$

$$= \int \int_{\mathbb{R}^2} P_{L(s-t) \mid L^*(x) = s, L(L^*(x) - ) = y}(A)P_{L^*(x), L(L^*(x) - )}(ds, dy),$$

where

$$P_{L(s-t) \mid L^*(x) = s, L(L^*(x) - ) = y}(A) = \mathbb{P}(L(s-t) \in A \mid L^*(x) = s, L(L^*(x) - ) = y).$$

So in order to obtain the distribution of $L(L^*(x) - t)$ one has to compute the joint probability distribution of the hitting time $L^*(x)$, the undershoot $L(L^*(x) - )$, as
well as the distribution of $L(s-t)$ for a given undershoot and hitting time. Detailed formulas for all possible locations of $x, y, s, t$ are collected in the following summary.

Summary of general formulas. Let $L$ be a strictly increasing Lévy process on $\mathbb{R}$ and $L^*(x) = \inf \{ t \in \mathbb{R} : L(t) \geq x \}$ be its hitting time. Let $P_{L^*(x), L(L^*(x)^-)}$ be the image measure of the joint probability distribution of the hitting time and the undershoot. Furthermore, let $t > 0$ and let $A$ be a Borel measurable subset of $\mathbb{R}$.

(1) For $x \in \mathbb{R}$ it generally holds that
$$P(L(L^*(x) - t) \in A) = \int_{\mathbb{R}^2} P_{L(s-t)}|L^*(x)=s,L(L^*(x)^-)=y(A)P_{L^*(x), L(L^*(x)^-)}(ds,dy).$$

(2) If $x > 0$, $0 \leq s$ and $0 \leq y \leq x$, then
$$P_{L(s-t)}|L^*(x)=s,L(L^*(x)^-)=y(A) = P_{L^*(s-t)}|L(s)=y$$
is the distribution of the so called Lévy bridge, constructed by means of an independent copy $L'$ from $L$, that is, $L'(r)L'|L(s)=y$ is the process which starts at 0 and reaches $y$ at time $s$, evaluated at time $r$.

(3) For $x \geq 0$, $0 \leq s < t$ and $0 \leq y \leq x$ one has
$$P_{L(s-t)}|L^*(x)=s,L(L^*(x)^-)=y(A) = P_{L^*(t-s)}(A),$$
which is the probability distribution of an independent copy $L'$ of $L$.

(4) For $x < 0$, $s < 0$ and $y \leq x$ it holds that
$$P_{L(s-t)}|L^*(x)=s,L(L^*(x)^-)=y(A) = P_{y-L'(t)}(A),$$
which is the probability distribution of $(y-L'(t))$, where $L'$ is an independent copy of $L$.

Here are some indications how one may arrive at these results. Item (1) was deduced from the law of total probability above.

The main difficulty in proving Item (2) is to show that
$$P_{L(r)|L(s)=y} = P_{L(r)|L(s)^-=y}$$
for $r < s$, which means that the probability distribution does not change whether the undershoot $L(s)^-$ or the actual value of $L(s)$ is given. This can be proven by using the fact that a Lévy process is, by definition, continuous in distribution.

In Case (3) one has that $t > s$ and thus $s-t < 0$, which results in a Lévy process going into negative time direction and starting at zero.

Case (4) is the same, but with a Lévy process starting at the undershoot point $y$ and moving into negative time direction. The regions addressed in Cases (2)–(4) are visualized in Figure 3.

4.2 The inverse Gaussian process

This subsection is devoted to computing the explicit distribution of the characteristic curves in case of the inverse Gaussian process. The inverse Gaussian
Figure 3: Figure 3. Regions corresponding to Cases (2)–(4). The plotted line is a trajectory of the Lévy process $L$. In region (I), $x > 0$ and $L^*(x) > t$ and hence this is Case (2). In region (II) $L^*(x) < t, x > 0$, which corresponds to Case (3). Region (III) corresponds to Case (4).

The process can be constructed as follows: Let $(W^1(x))_{x \in [0, \infty)}, (W^2(x))_{x \in [0, \infty)}$ be standard Brownian motions in space direction. Running maxima are defined by

$$M^1(x) = \max \{W^1(y), y \in [0, x]\}$$
$$M^2(x) = \min \{-W^2(y), y \in [0, -x]\}$$

The two sided running maximum is given by

$$M(x) = \begin{cases} M^1(x) & \text{if } x \geq 0 \\ M^2(x) & \text{if } x < 0 \end{cases}$$

An illustration can be found in Figure 4. Then the inverse Gaussian process is defined by the hitting time of $M$:

$$I(t) = \inf \{x \in \mathbb{R} : M(x) > t\}.$$  

The probability density function of the inverse Gaussian process for $t \neq 0$ can be found, e.g., in (Seshadri 1999) and is given by

$$f_{I(t)}(x) = \begin{cases} g(x, t) & \text{if } t > 0 \\ h(x, t) & \text{if } t < 0 \end{cases}$$  \hspace{1cm} (11)

where

$$g(x, t) = \mathbb{1}_{x>0} \frac{t}{2\sqrt{\pi}} e^{-3/2} e^{-t^2/(4x)}$$
$$h(x, t) = \mathbb{1}_{x<0} \frac{|t|}{2\sqrt{\pi}} |x|^{-3/2} e^{-t^2/(4|x|)}.$$  

Here and in the sequel $\mathbb{1}_A$ denotes the characteristic function of an event $A$, that is, $\mathbb{1}_A = 1$ if $A$ occurs and $\mathbb{1}_A = 0$ otherwise. In the following, the probability distribution components listed in the summary in Subsection 4.1 will be computed. Due to the fact that the inverse Gaussian process has a probability density, all the components will be given by probability density functions, too.
Figure 4: Illustration of running maxima. Dashed line: Brownian motion. Solid line: The two sided running maximum $M(x)$.

Note that the distribution of $I(I^*(x)^-)$ is the same as $-I(I^*(-x))$, which means that the undershoot of $x$ is the negative overshoot of $-x$. So, in order to compute the undershoot for $x < 0$ is suffices to know the distribution of the overshoot for $-x$. Three preliminary steps are required.

The joint probability density of the hitting time, the undershoot, and the overshoot. Let $x \geq 0$ and $I$ be an inverse Gaussian process for positive times and let $I^*(x)$ denote the hitting time of the process. The joint probability density of the hitting time, the undershoot, and the overshoot is

$$f_{I^*(x), I(I^*(x)^-), I(I^*(x))}(s, a, b) = \mathbb{I}_{(s \geq 0, 0 \leq a \leq b)} \frac{s}{2\pi \sqrt{a^3(b-a)^3}} \exp \left( -\frac{s^2}{2a} \right).$$

Indeed, it follows from the definition of the inverse Gaussian process that

$I^*(x) = M(x)$,
$I(I^*(x)^-) = \inf \{ a \leq x : W(a) = M(x) \}$,
$I(I^*(x)) = \inf \{ b \geq x : W(b) > M(x) \}$.

The following explicit formula for the joint probability density of $W$, $M$, and the undershoot is taken from (Karatzas 1988, Section 2.8, Proposition 8.15 and Remark 8.16):

$$f_{W(x), M(x), I(I^*(x)^-)}(r, s, a) = \mathbb{I}_{(s \geq r, s \geq 0, x \geq a \geq 0)} \frac{s(s-r)}{\pi \sqrt{a^3(x-a)^3}} \exp \left( -\frac{s^2}{2a} - \frac{(s-r)^2}{2(x-a)} \right).$$

Using the reflection principle (Karatzas 1988, Section 2.6 A) this can be extended to

$$f_{W(x), M(x), I(I^*(x)^-), I(I^*(x))}(r, s, a, b) = f_{W(x), M(x), I(I^*(x)^-)}(r, s, a) \mathbb{I}_{(a \geq b \geq x)} \frac{s-r}{\sqrt{2\pi (b-x)^3}} \exp \left( -\frac{(s-r)^2}{2(b-x)} \right).$$

Finally, integrating over $r$ proves the desired result.
This result can now be used for providing the joint probability density of the hitting time and the undershoot.

The joint probability density of the undershoot and the overshoot. Let $I$ be a two-sided inverse Gaussian process. Then:

(1) For $x > 0$, $0 \leq s$ and $0 \leq y \leq x$ one has

$$f_{I^*(x), I^*(y)}(s, y) = \frac{s}{\pi \sqrt{y^2(x - y)}} \exp \left( - \frac{s^2}{2y} \right).$$

(12)

(2) For $x < 0$, $s < 0$ and $y \leq x$ one has

$$f_{I^*(x), I^*(y)}(s, y) = \int_x^0 \frac{-s}{2\pi \sqrt{a^2(y - a)^2}} \exp \left( \frac{s^2}{2a} \right) da.$$

(13)

(3) In all other cases $f_{I^*(x), I^*(y)}(s, y) = 0$.

Indeed, for $x > 0$ one starts from the formula

$$f_{I^*(x), I^*(y)}(s, y) = \int_x^\infty f_{I^*(x), I^*(y)}(s, y, b) db.$$ 

For $x < 0$ one may use the fact that

$$f_{I^*(x), I^*(y)}(s, y) = f_{I^*(-x), I^*(-y)}(s, -y),$$

which has been noted before. Again, integrating out the overshoot one obtains the desired results.

The next task is to compute the probability density of the inverse Gaussian bridge at time $r$, which starts at 0 and reaches $y$ at time $s$.

The probability density of the inverse Gaussian bridge. Let $I$ be an inverse Gaussian process. Furthermore, let $s > r > 0$, $y > 0$ and let $f_{I(r)}(z)$ be the probability density of $I(r)$. Then

$$f_{I(r)|I(s)=y}(z) = \frac{f_{I(r)}(z) f_{I(s)-r}(y-z)}{f_{I(s)}(y)}.$$ 

(14)

Indeed, using the definition of conditional probabilities one has that $f_{I(r)|I(s)=y}(z)$ equals

$$\frac{f_{I(r), I(s)}(z, y)}{f_{I(s)}(y)} = \frac{f_{I(r), I(s)-I(r)}(z, y-z)}{f_{I(s)}(y)}.$$ 

Observing that $I(s) - I(r)$ is independent of $I(r)$, the term above is seen to be equal to

$$\frac{f_{I(r)}(z) f_{I(s)-I(r)}(y-z)}{f_{I(s)}(y)} = \frac{f_{I(r)}(z) f_{I(s)-r}(y-z)}{f_{I(s)}(y)}$$

where the last equality holds because $I$ is a Lévy process and so $I(s) - I(r)$ has the same probability distribution as $I(s - r)$.

These results can now be collected, yielding the main result of this subsection. Recall from Equation [10] that $\gamma(x, t; 0)$ is given by $I(I^*(x) - t)$ when $L = I$ is an inverse Gaussian process.
The probability density of the characteristic curve through the origin, inverse Gaussian process case. Let $I$ be an inverse Gaussian process,

$$f_{I(t)}(z) = \mathbb{I}_{(z \geq 0)} \left( \frac{t}{2\sqrt{\pi}} \right) z^{-3/2} e^{-t^2/(2z)}$$

and let $I'$ be an independent copy of $I$ and $t > 0$. Then

(1) the probability density $f_{I(I^* - t)(z)}$ is given by

$$f_{I(I^* - t)(z)}(z) = \int_0^\infty \int_{-\infty}^{\infty} f_{I(s-t)}(z) f_{I'((I^* - t)(s), I'(I^*) - y)}(z) dy ds,$$

where $f_{I'(I^*) - y}(s, y)$ is given in Equations 12 and 13

is given in Equations 14 and 11.

(2) For $x \geq y > 0$ and $s > t \geq 0$,

$$f_{I(s-t)}(I^* = s, I'(I^* - y) = y)(z) = f_{I'(s)}(I'(s) = y)(z).$$

(3) For $x \geq 0$ and $t > s > 0$,

$$f_{I(s-t)}(I^* = s, I'(I^* - y) = y)(A) = f_{I(s-t)}(-z).$$

(4) For $x < 0$ and $s < 0$,

$$f_{I(s-t)}(I^* = s, I'(I^* - y) = y)(z) = f_{I(t)}(-y - z).$$

Example. Recall that $\gamma(x_0, t_0; 0) = I(I^* - t_0)$ is the base point (intersection with the x-axis) of the characteristic curve that passes through $x_0$ at time $t_0$. Figure 5 shows the probability density $f_{I(I^* - t_0)}(y)$ of these base points when $x_0 = 8$ and $t_0 = 1$. The black curve is the analytical probability density computed by the presented method. The grey bars represent a histogram of a Monte Carlo simulation of 1000 inverse Gaussian processes and evaluated at $I^*(x_0) - t_0$. One sees that the probability density is zero for $y > 8$ and that there is a concentration at $y = 0$.

5 Conclusion

A Goupillaud medium is a piecewise constant layered medium such that the thickness of each layer is proportional to the corresponding propagation speed. A set-up has been developed for a specific stochastic Goupillaud medium in which the propagation speeds (or equivalently the thickness of the layers) are given by infinitely divisible random variables. Using a dyadic refinement, these random variables could be constructed as increments of a strictly increasing
Levy process. It was shown that the one-dimensional transport equation can be solved in such a medium, and that the characteristic curves converge to shifted trajectories of the underlying Levy process as the time step goes to zero. If the initial data are sufficiently regular, the corresponding solutions converge pathwise and in the $p$th mean to a limiting function. It was shown how the probability distribution of the characteristic curves can be computed, explicitly calculated in the inverse Gaussian case. Modelling transport in discontinuities media by introducing random layers has a long tradition in applications. The paper shows that, through the proposed limiting procedure, transport in random media can be analyzed in media with a much higher degree of irregularity than previously available in the literature.
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