Brightness as an Augmentation Technique for Image Classification
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Abstract
Augmentation techniques are crucial for accurately training convolution neural networks (CNNs). Therefore, these techniques have become the preprocessing methods. However, not every augmentation technique can be beneficial, especially those that change the image’s underlying structure, such as color augmentation techniques. In this study, the effect of eight brightness scales was investigated in the task of classifying a large histopathology dataset. Four state-of-the-art CNNs were used to assess each scale’s performance. The use of brightness was not beneficial in all the experiments. Among the different brightness scales, the [0.75–1.00] scale, which closely resembles the original brightness of the images, resulted in the best performance. The use of geometric augmentation yielded better performance than any brightness scale. Moreover, the results indicate that training the CNN without applying any augmentation techniques led to better results than considering brightness augmentation. Therefore, experimental results support the hypothesis that brightness augmentation techniques are not beneficial for image classification using deep-learning models and do not yield any performance gain. Furthermore, brightness augmentation techniques can significantly degrade the model’s performance when they are applied with extreme values.

1- Introduction

With the global increase in cancer prevalence [1], the workload has increased extensively for pathologists, as timely and accurate classification of histopathological slides is necessary. However, the workforce has not increased in the last few years; rather, it has started to decrease rapidly [2–4]. An accurate and automatic classification method will decrease the time needed for and increase the accuracy of classification by pathologists [5–7]. Automatic classification has undergone significant progress since 2012, when deep-learning methods became de facto in the computer vision domain [8]. Many studies have already demonstrated the ability of deep-learning methods to classify histopathology slides [9-11]. One of the main strengths of deep-learning models is that they can be incorporated into the classification process either in addition to the electronic microscope itself or as stand-alone software. However, several challenges still limit the progress of deep-learning methods in the histopathology domain [12]. The models are usually trained on thousands of images, which are insufficient to train a deep-learning model accurately. In contrast, deep-learning models typically require millions of images, which are very scarce in the medical field and the histopathology domain.

One way to tackle the problem of the datasets’ size is through augmentation techniques [13]. Image augmentation is a robust technique that has proved its effectiveness in computer vision models. However, not all augmentation techniques can produce a favorable result, and sometimes they can degrade the model’s performance significantly. Augmentation techniques are not only used to increase a dataset’s size but also as a starting point of the algorithm, i.e.,
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they can be used to train the deep-learning models differently than the standard method, or “the supervised method,” such as self-supervised learning [14]. In self-supervised learning, the augmentation techniques will create several versions of the same image to construct a positive pair and then create other versions of the images to construct a negative pair. Then, the model will be trained to differentiate between these two classes. Self-supervised learning is essential in problems characterized by the scarcity of large datasets [14, 15]. Many augmentation techniques have emerged in recent years, which can be classified into two main categories: geometric augmentations and synthetic augmentations. Geometric augmentations are a class of techniques involving the cropping, zooming, and shifting of original images. Synthetic augmentations are techniques that introduce artificially made changes to the original images. One of the main methods in this category is generative adversarial networks (GANs).

Brightness is an augmentation method that cannot be easily assigned to the previous categories because it is neither a geometric nor a synthetic transformation. Brightness changes in the images will modify their underlying structure. Sometimes, when used with extreme values, they can change the images entirely, i.e., setting brightness to very low will make the image black, and it will no longer represent the original content. Due to its ease of use and its logical explanation, many authors have used it when training deep-learning models, in which brightness has been used in a supervised manner and recently in a self-supervised manner. The use of brightness augmentation in the self-supervised algorithm can have a more severe effect on the classification because the entire algorithm will be based on the representations the brightness augmentation provides.

This paper, in which the aim is to understand the effect of brightness as an augmentation technique in the training process of deep-learning networks, complements existing research efforts dedicated to the analysis of color distortion techniques, geometric augmentation, the relevance of noise, and image quality in the context of deep-learning architectures. In more detail, many color distortion techniques have been studied in the literature as a means of augmentation. Chen [16] investigated the effect of five image enhancement algorithms on image classification performance. The enhancement techniques used were SMQT, CLAHE, Gamma, wavelet, and Laplace. The author used two datasets to conduct the experiments, a black and white X-ray images dataset, and a colored CatsVsDogs dataset. In addition, the author used a LeNet convolutional neural network (CNN). The results showed that these five image enhancement techniques had similar performance across the two datasets. Sometimes, the techniques would produce a poorer performance than the baseline model. It is worth noting that the performance with the colored dataset was similar to that with the black and white dataset. Rodríguez et al. [17] studied the effects of five noise distortions on images using two brightness ranges: the original brightness and 0.5 brightness (half the brightness of each image). The authors used the following noise sources: Poisson, Gaussian, salt and pepper, speckle, and uniform. The authors considered six CNNs to conduct their experiments: ResNet, DenseNet, InceptionV3, MobileNet, NASNet, and WideResNet. They selected 1000 images from the ILSRVC 2012 dataset and stated that the noise degraded all the CNNs' performance. Another important observation was that the performance with the 0.5 brightness level was always less than that with the original brightness level.

Taylor and Nitschke [18] compared the performance of six augmentation techniques, lipping, rotating, cropping, color jittering, edge enhancement, and fancy PCA. The authors used a custom-made CNN that was inspired by Dodge & Karam [19] and considered the Caltech101 dataset for their experiments. The best augmentation technique was the cropping technique, which increased the model’s performance by 14% compared to the baseline. Additionally, the color jittering technique had a similar performance as the baseline without a noticeable difference. Dodge & Karam [19] and Nazaré et al. [20] studied noise’s impact on the image classification process. Dodge & Karam [19] studied the effect of five noise types: blur, noise, JPEG, contrast, and JPEG2000. They used four CNNs, and they showed that CNNs are very prone to noise and that any noise presence can degrade the classification process’s performance. Nazaré et al. [20] reached a similar conclusion, suggesting that noisy images can degrade CNNs’ performance and that the images’ quality is crucial. Haque et al. [21] trained an InceptionV3 model to classify maize crop leaves to detect healthy leaves. They noticed that the brightness in the dataset was not uniform because the dataset was taken with on-file and not in-lab-controlled settings. The authors trained the model using four brightness ranges [1.25, 1.5, 1.75, 2.0], and they reported that the model trained using brightness augmentation achieved slightly better performance than the model trained using rotation and color distortion, with a loss score of 0.1787 compared to 0.1861.

As noted in the literature, brightness is very popular due to its ease of implementation and logical explanation. However, the use of brightness can change an image’s underlying structure, thereby negatively affecting the CNN models' ability to classify images. This study investigated the brightness technique in detail and compared it to geometric techniques and training without any augmentation. Eight brightness scales were used and their effects were analyzed. The scales range from complete darkness [0-0.25] to double the initial brightness [1.75-2.0]. A large colored histopathology image dataset with more than 250,000 images was used to train, validate, and test the considered models and to investigate the effects of brightness augmentation fully. To quantify the effect of brightness scales better, four state-of-the-art CNNs were considered: two inception-based CNNs, InceptionV3 and Xception networks, and two residual connection-based CNNs, ResNet50 and DenseNet121 networks. Four evaluation metrics were used to evaluate
the obtained results: accuracy, kappa, AUC, and recall. Each experiment was repeated 30 times to calculate the confidence interval and examine each setting’s stability and consistency.

The rest of the paper is organized as follows: Section 2 discusses the methodology used. Section 3 presents the experimental settings and the results achieved. Section 4 discusses the results and compares them to various state-of-the-art results. Finally, Section 5 concludes the paper and suggests future research directions.

2- Research Methodology

2-1- CNN Architectures

CNNs were introduced to address the problem of the spatial nature of images [22-24]. They successfully addressed various computer vision problems, such as segmentation, detection, and classification. CNNs have been used in various domains, such as agriculture, industry, and medicine. The main idea of using CNNs is to apply a convolution filter to each image and extract various features in a cascading manner that will be used to classify the images. The convolution operation can be formally defined as in Equation 1.

\[ O[i,j] = F(u,v) \ast I(i,j) = \sum_u \sum_v \sum_{c \in [R,G,B]} F_c(u,v) \odot I_c(i+u,j+v) \]  

where \( I(\cdot) \) is the input image, \( c \) is the color channels, \( F(\cdot) \) is the kernel, and \( O(i,j) \) is the output pixel in the \( (i,j) \) position.

Multiple architectures were introduced to address various problems in computer vision. One of the first designs was the block design introduced by [23, 24], in which multiple convolution layers are stacked to create a convolution block. A pooling layer and a normalization layer separate the blocks. Szegedy et al. [25] designed a new Inception network with multiple convolution layers connected in parallel to address various aspect ratios in the same image. Chollet [26] introduced a novel architecture called Xception, inspired by the Inception network with some changes, such as the use of point-wise convolution. He et al. [27] introduced a novel architecture called ResNet, in which the author stated that after a certain depth, the CNN would experience the problem of vanishing gradients. To solve this problem, the authors introduced the residual connection, in which a connection will be made from later layers to proceeding layers to solve the problem of vanishing gradients. Finally, Huang et al. [28] introduced a novel architecture inspired by ResNet architecture, in which residual connections to all the layers are used. In this study, four CNNs were used: the InceptionV3, its update of the Xception network, the ResNet network, and its update of the DenseNet network. Using these four architectures, the objective is to study brightness's effect on various designs to generalize its effect. Below is a brief description of each network used in this study.

2-1-1- Inception Block

InceptionV3 architecture [25] was introduced to address the problem of sparse structure in CNNs. First, the author [25] introduced a novel connection between convolution layers, which is called the inception module. The convolution layers are connected in a parallel manner; then these layers' output is concatenated together to form a single convolution block. The following kernels were used in each inception block: two 1 \( \times \) 1 kernels, one 3 \( \times \) 3 kernel, and one 5 \( \times \) 5 kernel. To reduce the computational power and increase the network’s efficiency, a 1 \( \times \) 1 kernel was used before the 3 \( \times \) 3 kernel and the 5 \( \times \) 5 kernel. Next, Chollet introduced the Xception architecture [26]. He modified the inception module, in which a point-wise convolution and separable convolutions follow a depth-wise convolution. Also, he noted that the intermediate activation function would degrade the network’s performance, so he removed it. For more details, the reader is referred to the corresponding papers [25, 26].

2-1-2- Residual Connection

ResNet architecture [27] was introduced to address the problem of vanishing gradients faced when increasing a CNN's depth. The authors noted that adding a residual connection (skip connection) can prevent gradients from going to minimal values, or “vanishing.” The idea of the residual connection, which was named the identity shortcut connection, is that by skipping some layers, the gradients will not follow the usual route during the backpropagation. To mitigate some drawbacks that occurred due to the ResNet network’s identity shortcut connection, the DenseNet architecture [28] was introduced to update the ResNet network. One of the main differences between ResNet and DenseNet is that in the DenseNet network, the use of concatenation instead of the summation operation, as in the ResNet, can protect the features [29]. Another difference is the connection in DenseNet of each layer to its subsequent layers so that every layer will have an input of all the previous layers to maximize parameter reusability. In other words, any
important features learned by any layer are shared with all the networks through dense connections. For more details, the reader is referred to the corresponding studies [27, 28].

2-2- Brightness Range

Image augmentation techniques are usually used to increase the efficiency of the feature extraction operation. Image augmentation entails providing various iterations of the exact image to the classifier, $C_i$, as Equation 2 shows.

$$ C \left( \sum_{j=1}^{n} x_{ij} \right) = \tilde{x}_i \tag{2} $$

where $n$ refers to the number of augmentation iterations used. Many forms of augmentation have been introduced in the literature, including geometric augmentation methods, such as transformation, zooming, and brightness. The most commonly used augmentation technique is geometric transformation. Many authors have stated that geometric augmentation can provide very accurate features from the image. As Figures 1 and 2 show, the histogram of the geometric augmentation techniques was approximately similar to the original histogram; however, with the use of the brightness augmentation technique, the histogram is very different from that of the original image, which may indicate that using brightness can confuse the classifier, $C_i$, and that features from the images will therefore be extracted incorrectly. To better quantify and measure the effectiveness of the brightness on the images, eight ranges were constructed, ranging from 0 (complete darkness) to 2 (twice the brightness of the original image), and including 1 (the original brightness). The variable $\gamma$ is the brightness factor, which usually ranges from $[0, 2]$, where 0 indicates complete blackness, 1 indicates the original brightness, and 2 indicates double the original brightness. The variable $\gamma$ was randomly selected from a range in Keras and TensorFlow, calculated using Equation 3. In our study, the augmented image, based on the brightness, was calculated using Equation 4. Figures 1 and 2 present brightness’s effects.

$$ \gamma_{Selected} = \text{Rand}(\gamma_{min}, \gamma_{max}) \tag{3} $$

$$ \tilde{x}_i = \gamma \cdot \sum_{R=1}^{n} \sum_{G=1}^{n} \sum_{B=1}^{n} (x_i) \tag{4} $$

where $x_i$ is the original image, $R$ is the image’s red channel, $G$ is the image’s green channel, $B$ is the image’s blue channel, $\gamma$ is the brightness factor, $\tilde{x}_i$ is the augmented image, and $n$ is the number of pixels on the image $x_i$.
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Figure 1. Geometric augmentation’s effect on the image representation: (a) the original image without any changes and the RGB histogram and the overall histogram of the image, (b) the geometric augmentation’s effect on the same image.
This study considers an invasive ductal carcinoma dataset [30, 31]. The dataset contains 277,524 images with a size of 50 × 50 pixels. However, the original images were too small to be used for the CNN, so the images were rescaled to 75 × 75 pixels. The images were extracted from 162 whole-slide images scanned at 40 × zoom. The dataset consists of 71% negative-class and 29% positive-class images. Figure 3 presents a sample of the dataset.
2-4- Evaluation Metrics

Evaluation of CNNs is crucial to estimate their performance with future and unseen datasets. Therefore, four metrics are considered for the purpose of comparison. Each one has its strength, and this process allows us to give a holistic overview of each network's performance. Below is a brief description of each metric used.

2-4-1- Accuracy

Accuracy is the classifier's overall performance. It can describe the classifier's ability to distinguish true labels. However, one main drawback of using accuracy occurs in cases of imbalance, in which the positive and negative classes are not equally represented. Equation 5 formally defines the accuracy.

\[
\text{Accuracy} = \frac{TP+TN}{TP+FP+TN+FN}
\]

where \(TP\) is the number of true positive labels being truly classified, \(TN\) is the number of true negative labels being truly classified, \(FP\) is the number of falsely positive labels, and \(FN\) is the number of falsely negative labels.

2-4-2- Kappa

Cohen’s kappa [32] can be beneficial in evaluating imbalanced datasets. It measures the agreement/disagreement between the ground truth labels and the CNN’s prediction. Kappa ranges in \([-1, +1\] where \(-1\) indicates random choice and \(+1\) indicates a perfect classifier. \(Kappa\) is defined as reported in Equation 6.

\[
\text{Kappa} = \frac{\text{Agreement}_{\text{Observed}} - \text{Agreement}_{\text{Expected}}}{1 - \text{Agreement}_{\text{Expected}}}
\]

\[
\text{Agreement}_{\text{Observed}} = \frac{TP+TN}{TP+FP+TN+FN}
\]

\[
\text{Agreement}_{\text{Expected}} = \left(\frac{TP+FP}{N}\right) * \left(\frac{TP+FN}{N}\right) + \left(\frac{TN+FP}{N}\right) * \left(\frac{TN+FN}{N}\right)
\]

2-4-3- AUC of the ROC curve

The ROC curve is very robust in avoiding false classification. The area under the ROC curve (AUC) is usually used instead of visually plotting the ROC curve. The AUC can be used to summarize each classifier’s performance. AUC ranges from \([0.5-1]\), where 0 indicates a random choice and 1 indicates a perfect classifier. The ROC is formally defined in Equation 7.

\[
\text{ROC} = \frac{1}{2} \left(\frac{TP}{TP+FN} + \frac{TN}{TN+FP}\right)
\]

where \(TP\) is the number of true positive labels being truly classified, \(TN\) is the number of true negative labels being truly classified, \(FP\) is the number of falsely positive labels, and \(FN\) is the number of falsely negative labels.

2-4-4- Recall

The recall metric can accurately describe the classifier’s ability to classify positive classes. The recall metric is formally defined in Equation 8.

\[
\text{Recall} = \frac{TP}{TP+FN}
\]

where, \(TP\) is the number of true positive labels being truly classified and \(FN\) is the number of falsely negative labels.

3- Results and Discussion

The performance of three techniques has been compared. The first technique consists of training the network without any augmentation techniques to form a baseline. The second technique consists of training the network using four geometric augmentation techniques: right rotation, left rotation, shifting, and zooming. Finally, the third technique consists of training the network eight times using eight brightness techniques ranging from 0 to 2. The value of 0 brightness indicates complete darkness, 1 indicates original brightness, and 2 indicates double the brightness. Figure 2 shows the eight brightness techniques used. Figure 4 shows a flowchart of the experiments.
The dataset was divided into 80%/10%/10% for training/validation/testing. The hyperparameters used in this paper are as follows: the optimizer is the Adam optimizer [33], the batch size was equal to 32, and due to the dataset's size and the computational power available, an early stopping criterion of 10 epochs was considered. The image size was 75 × 75 pixels. Instead of training the networks from scratch, the weights of the ImageNet dataset [34] were used to fine-tune the networks. The Keras package [35] with TensorFlow [36] as a backend was selected to train the models, and three Nvidia GPUs [37] were used for training: two NVIDIA Titan and one Quadro GV100. Due to the CNN’s stochastic nature, every experiment was repeated 30 times and then the average performance was calculated. Finally, the confidence interval with a 95% error rate was computed. A total of 1200 experiments have been performed (30 iterations × 10 techniques × 4 CNNs), and the total running time of all the experiments presented in this study was approximately 2400 hours.

In the first sets of experiments, the ResNet50 network was considered and four main evaluation metrics were used to measure each technique's performance. Table 2 shows the ResNet50 CNN’s results. The results indicate that using brightness decreased the CNN’s performance. The highest score any brightness technique achieved was the one with the brightness range of [0.75-1], where 1 indicates the original brightness. The lowest score was achieved using the brightness range of [0.25-0.5], where the brightness of 0 indicates black (complete darkness). Training the ResNet50 network without any augmentation technique led to better results than any brightness range. The highest score was achieved by training the network with geometric augmentation. This performance was better than that of any brightness range and higher than that of training the network without augmentation. Comparing brightness ranges, the performance of the three ranges between 0.5 and 1.25 was the best, which indicates that the ranges between the original brightness were the best, and the higher the distortion, the more confusing the network gets. The accuracy, kappa, and AUC metrics were consistent with each other, but for the recall metric, the score achieved with the brightness range of [0.5-0.75] was higher than that achieved with [0.75-1.00], by a close margin.

The confidence intervals (CI) can be used to measure the stability and consistency of each network's results, where high values indicate larger discrepancies between the results and low values indicate similar results each time the network provided a close-by performance. The kappa metric and the recall metric reveal the largest discrepancies between the results. For the Kappa metric, the lowest brightness range [0-0.25] provided the highest CI, with a value of ±9.61% compared to only ±0.35% in the brightness range [0.75-1], which indicates that the lowest brightness range made the network very unstable, providing a different result each time. Comparing the recall metric to other metrics used, one can notice that the recall metric shows similar behavior. In particular, the lowest brightness range [0-0.25] is characterized by a CI of ±18.03%, and the brightness range [0.75-1] has a CI of only ±0.71%. Overall, for the ResNet50 network trained with geometric augmentation, the best results are characterized by the lowest CI, showing the training process’s robustness. Table 1 shows the ResNet50 network's results.

Table 1 shows the ResNet50 network’s results.

Figure 4. Flowchart of the experiments executed in this study
In the second set of experiments, the DenseNet121 network was used. Comparing brightness ranges, the highest value was achieved with the brightness range of [0.50-0.75] and the lowest value with the brightness range of [1.75-2], keeping in mind that a brightness of 0 indicates complete darkness and 1 indicates the original brightness. Training the DenseNet121 network without augmentation produced better results than any brightness range. Also, in this set of experiments, the highest score was achieved by training the network with geometric augmentation. When comparing brightness ranges, the three ranges between 0.25 and 1 produced the best performance compared to other ranges. For the DenseNet121 network, the score of brightness range [0.50-0.75] led to better results than the ranges in which 1 is present, which indicates that slightly dimming the image led to better results; however, the use of brightness led to poorer results than training the network without it.

The accuracy and kappa metrics gave consistent results; however, the AUC and recall metrics were inconsistent. The highest AUC score was achieved by training the network with the brightness range [0.75-1.00], close to [0.50-0.75]. For the Kappa metric, the CI values of the highest brightness ranges were higher than those of the lowest brightness ranges, and the CI of the brightness range [0.50-0.75] was lower than the geometric augmentation, by a small margin. For the other metrics, the CI values of the highest brightness ranges were higher than those of the lowest brightness ranges. Overall, in the DenseNet121 network, training the network with geometric augmentation led to the best results and better consistency. Table 2 shows the results of the DenseNet121 network.

### Table 1. Results of ResNet50 network. (± 95% confidence interval over repeated trials)

| Technique                  | Accuracy | Kappa    | AUC       | Recall   |
|----------------------------|----------|----------|-----------|----------|
| Without Augmentation       | 88.58% ±0.13% | 0.7155 ±0.38% | 85.24% ±0.32% | 81.54% ±0.55% |
| With Geometric Augmentation| 90.75% ±0.08% | 0.7690 ±0.28% | 87.81% ±0.32% | 85.79% ±0.53% |
| Brightness Range [0.00-0.25]| 75.91% ±0.18% | 0.2336 ±0.61% | 59.38% ±3.99% | 70.55% ±18.03% |
| Brightness Range [0.25-0.50]| 84.46% ±0.49% | 0.5996 ±1.30% | 78.56% ±0.77% | 77.07% ±1.68% |
| Brightness Range [0.50-0.75]| 87.02% ±0.14% | 0.6752 ±0.40% | 83.11% ±0.36% | 79.12% ±0.73% |
| Brightness Range [0.75-1.00]| 87.36% ±0.12% | 0.6881 ±0.35% | 84.23% ±0.36% | 78.33% ±0.71% |
| Brightness Range [1.00-1.25]| 86.48% ±0.14% | 0.6629 ±0.46% | 82.62% ±0.36% | 77.73% ±0.33% |
| Brightness Range [1.25-1.50]| 83.79% ±0.37% | 0.5752 ±1.45% | 76.95% ±1.02% | 77.41% ±1.14% |
| Brightness Range [1.50-1.75]| 78.82% ±0.97% | 0.4122 ±3.37% | 68.27% ±1.73% | 70.76% ±2.08% |
| Brightness Range [1.75-2.00]| 74.83% ±0.95% | 0.2594 ±5.12% | 60.98% ±2.48% | 62.64% ±2.53% |

### Table 2. Results of DenseNet121 network. (± 95% confidence interval over repeated trials)

| Technique                  | Accuracy | Kappa    | AUC       | Recall   |
|----------------------------|----------|----------|-----------|----------|
| Without Augmentation       | 89.06% ±0.06% | 0.7280 ±0.14% | 85.92% ±0.12% | 82.23% ±0.36% |
| With Geometric Augmentation| 91.06% ±0.13% | 0.7781 ±0.40% | 88.48% ±0.37% | 85.61% ±0.52% |
| Brightness Range [0.00-0.25]| 85.26% ±0.19% | 0.6184 ±0.80% | 79.32% ±0.64% | 79.21% ±0.81% |
| Brightness Range [0.25-0.50]| 87.02% ±0.16% | 0.6710 ±0.41% | 82.49% ±0.34% | 80.47% ±0.84% |
| Brightness Range [0.50-0.75]| 88.40% ±0.06% | 0.7115 ±0.26% | 85.10% ±0.35% | 81.05% ±0.77% |
| Brightness Range [0.75-1.00]| 88.11% ±0.12% | 0.7104 ±0.23% | 85.80% ±0.25% | 78.43% ±0.72% |
| Brightness Range [1.00-1.25]| 86.98% ±0.10% | 0.6683 ±0.44% | 82.20% ±0.47% | 80.95% ±0.87% |
| Brightness Range [1.25-1.50]| 83.66% ±0.55% | 0.5640 ±2.11% | 75.98% ±1.36% | 79.08% ±0.94% |
| Brightness Range [1.50-1.75]| 81.96% ±0.69% | 0.5220 ±2.87% | 74.28% ±1.91% | 74.48% ±2.19% |
| Brightness Range [1.75-2.00]| 79.95% ±0.72% | 0.4671 ±2.60% | 71.64% ±1.74% | 70.37% ±3.12% |

In the third and fourth sets of experiments, the InceptionV3 and Xception networks were used, which both had similar performance. When comparing the brightness ranges of these two networks, the highest value was achieved using the brightness range of [0.75-1], and the lowest value was obtained with the brightness range of [0-0.25]. Training the two networks, InceptionV3 and Xception, without any augmentation technique led to better results than any brightness range. Consistently, concerning the previously considered networks, the highest score was obtained by training the networks with geometric augmentation. Comparing brightness ranges to each other, the performance of the three ranges between 0.5 and 1.25 led to the best results among the brightness ranges.

The three evaluation metrics, accuracy, kappa, and AUC, behaved similarly. Recall was different in that the highest performance among the brightness ranges was achieved in the range of [0.25-0.50], which was slightly higher than the [0.75-1] range; however, the score of the geometric augmentation was similar to that of the other metrics in that it was the highest score. For the CI, the highest value was obtained with the range [0-0.25], which means that this range
produced the most inconsistent results, and the lowest CI value was obtained with the InceptionV3 and Xception networks, which were trained without any augmentation, followed by the geometric augmentation and the [0.75-1] range, which indicates the results’ consistency with these settings. Overall, for the InceptionV3 and Xception networks, training the networks with geometric augmentation led to the best results with better consistency. Tables 3 and 4 show the InceptionV3 and Xception networks’ results.

### Table 3. Results of InceptionV3 network (± 95% confidence interval over repeated trials)

| Technique                    | Accuracy | Kappa     | AUC      | Recall   |
|------------------------------|----------|-----------|----------|----------|
| Without Augmentation         | 88.65% ±0.09% | 0.7167 ±0.21% | 85.22% ±0.23% | 81.93% ±0.67% |
| With Geometric Augmentation  | 90.40% ±0.09% | **0.7594 ±0.27%** | 87.19% ±0.25% | 85.61% ±0.48% |
| Brightness Range [0.00-0.25] | 75.93% ±2.88% | 0.2341 ±15.06% | 60.11% ±6.67% | 53.31% ±26.38% |
| Brightness Range [0.25-0.50] | 81.73% ±1.55% | 0.4875 ±6.07% | 71.63% ±3.36% | 79.82% ±0.93% |
| Brightness Range [0.50-0.75] | 86.10% ±0.36% | 0.6492 ±1.19% | 81.59% ±0.89% | 78.22% ±0.86% |
| Brightness Range [0.75-1.00] | 87.54% ±0.09% | **0.6968 ±0.26%** | 85.14% ±0.25% | 77.36% ±0.43% |
| Brightness Range [1.00-1.25] | 86.68% ±0.10% | 0.6673 ±0.36% | 82.78% ±0.34% | 78.30% ±0.57% |
| Brightness Range [1.25-1.50] | 82.78% ±0.40% | 0.5764 ±1.42% | 78.79% ±1.10% | 69.94% ±0.93% |
| Brightness Range [1.50-1.75] | 77.81% ±1.08% | 0.4447 ±3.35% | 71.89% ±2.02% | 61.85% ±2.09% |
| Brightness Range [1.75-2.00] | 74.13% ±1.54% | 0.3024 ±4.47% | 63.81% ±2.19% | 56.69% ±3.76% |

### Table 4. Results of Xception network (± 95% confidence interval over repeated trials)

| Technique                    | Accuracy | Kappa     | AUC      | Recall   |
|------------------------------|----------|-----------|----------|----------|
| Without Augmentation         | 89.07% ±0.06% | 0.7290 ±0.11% | 86.06% ±0.18% | 82.00% ±0.56% |
| With Geometric Augmentation  | 91.06% ±0.06% | **0.7763 ±0.16%** | 88.08% ±0.17% | 86.62% ±0.45% |
| Brightness Range [0.00-0.25] | 74.93% ±1.38% | 0.2112 ±7.48% | 58.49% ±3.13% | 70.10% ±6.50% |
| Brightness Range [0.25-0.50] | 84.04% ±0.81% | 0.5770 ±2.77% | 76.79% ±1.69% | 79.11% ±1.48% |
| Brightness Range [0.50-0.75] | 86.59% ±0.40% | 0.6628 ±1.28% | 82.36% ±0.91% | 78.79% ±0.78% |
| Brightness Range [0.75-1.00] | 88.05% ±0.08% | **0.7098 ±0.21%** | 85.86% ±0.24% | 87.07% ±0.50% |
| Brightness Range [1.00-1.25] | 87.15% ±0.18% | 0.6840 ±0.37% | 84.13% ±0.44% | 77.73% ±1.12% |
| Brightness Range [1.25-1.50] | 82.57% ±0.83% | 0.5418 ±2.85% | 75.38% ±1.77% | 74.83% ±1.66% |
| Brightness Range [1.50-1.75] | 76.92% ±0.94% | 0.3438 ±3.37% | 64.88% ±1.63% | 67.54% ±2.98% |
| Brightness Range [1.75-2.00] | 75.00% ±1.13% | 0.2814 ±5.91% | 62.23% ±2.82% | 61.05% ±2.93% |

Conducting 30 repeated trials was computationally expensive. However, it provided a clear indication of the performance in each experiment. A result consistent with the literature [13] was obtained by using geometric augmentation techniques without brightness. This provided better results than training the network without data augmentation. However, it is not easy to compare the results obtained in this paper to the ones published in the existing literature because the authors usually use brightness, among other techniques, without analyzing its effect. For example, in Choi et al. [38], the authors used the brightness range ±10% without stating its effect. Therefore, it is unclear whether modifying the brightness is beneficial for the task considered. Similarly, Hermansen et al. [39], Kitamura et al. [40], and Berral-Soler [41] used brightness, among other color noise augmentation techniques. However, the authors did not compare the results without the use of these techniques, which could have been higher than the stated results. Moreover, they did not analyze each augmentation technique’s effects, thus making it impossible to determine whether brightness provides a solution to the problem in the images they studied. Perez et al. [42] compared augmentation techniques, including brightness; however, they did not separate the brightness but combined it with saturation and contrast or saturation, contrast, and hue. The authors stated that these two groups performed severely worse than other geometric techniques, which coincided with our findings. Therefore, it is possible to state that brightness augmentation techniques are not beneficial for deep-learning models and will not produce any performance gain. Based on experimental evidence, brightness augmentation can significantly degrade a model’s performance. Therefore, researchers should be very careful when using brightness augmentation techniques and should test the model with and without them to ensure they will not degrade the model’s performance. Additionally, researchers are encouraged to publish the results achieved by using only the brightness to determine its effect. Haque et al. [21] compared a model that was trained on rotation, distortion, and flipping to a model that was trained on brightness. The authors reported that the brightness-augmented model achieved slightly better results. However, when comparing these two models, they did not present brightness’s effects, as the original model was trained on color distortion. Therefore, in this case as well, it is not possible to conclude that brightness is beneficial for deep-learning models because the authors did not discuss the baseline model’s performance.
4- Conclusion

The use of augmentation transcends the need to enhance CNNs’ performance. Today, augmentation techniques are used for self-supervised learning as the primary method to create data sources. Therefore, the study of augmentation techniques is now crucial. In fact, if the data source is biased, the models trained on such data will also be biased. Although image brightness has been frequently mentioned in the literature, it has not been studied thoroughly to assess its effectiveness and understand its effects on the performance of models trained using images produced with such an augmentation method. In this study, brightness's effect on CNNs’ performance in classifying histopathologic images was investigated. In more detail, a colored histopathology image dataset with more than 250,000 images was considered to train, validate, and test our models. Four state-of-the-art CNNs were used (ResNet50, DenseNet, InceptionV3, and Xception), and three main experiments were performed. In the first experiment, the four CNNs were trained without any image augmentation techniques. In the second experiment, the CNNs were trained by only using geometric augmentation techniques, including horizontal shifting, vertical shifting, and zooming. Finally, in the third experiment, the CNNs were trained by considering eight brightness methods. Experimental results demonstrated that the ResNet network's classification performance was sensitive to small changes in brightness up to the point of non-convergence, as happened in the range of [0-0.25]. The DenseNet network produced superior performance compared to the ResNet network, and the Xception network was superior to the InceptionV3 network. However, the best performance was achieved by all the considered architectures without relying on brightness augmentation techniques. Additionally, experimental results suggest that across the considered brightness scales, the best results were obtained when the level of brightness was close to that of the original images. Therefore, there is clear empirical evidence suggesting that considering brightness modification among the augmentation methods is detrimental to deep-learning architectures' performance. These findings are relevant, and they highlight the need to analyze the effect of brightness augmentation separately before considering its use. This is an important suggestion, especially considering the existing literature in which brightness augmentation is used and analyzed in conjunction with other augmentation methods. Our results show that brightness augmentation techniques are not beneficial for image classification using deep-learning models and will not produce any performance gain. Furthermore, they can significantly degrade a model’s performance when set to extreme values.
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