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ABSTRACT
Recently, the C III] and C IV emission lines have been observed in galaxies in the early Universe ($z > 5$), providing new ways to measure their redshift and study their stellar populations and active galactic nuclei (AGN). We explore the first blind C II], C III] and C IV survey ($z \sim 0.68$, 1.05, 1.53, respectively) presented in Stroe et al. (2017). We derive luminosity functions (LF) and study properties of C II], C III] and C IV line emitters through comparisons to the LFs of H$\alpha$ and Ly$\alpha$ emitters, UV selected star-forming (SF) galaxies and quasars at similar redshifts. The C II] LF at $z \sim 0.68$ is equally well described by a Schechter or a power-law LF, characteristic of a mixture of SF and AGN activity. The C III] LF ($z \sim 1.05$) is consistent to a scaled down version of the Schechter H$\alpha$ and Ly$\alpha$ LF at their redshift, indicating a SF origin. In stark contrast, the C IV LF at $z \sim 1.53$ is well fit by a power-law, quasar-like LF. We find that the brightest UV sources ($M_{UV} < -22$) will universally have C III] and C IV emission. However, on average, C III] and C IV are not as abundant as H$\alpha$ or Ly$\alpha$ emitters at the same redshift, with cosmic average ratios of $\sim 0.02$–$0.06$ to H$\alpha$ and $\sim 0.01$–$0.1$ to intrinsic Ly$\alpha$. We predict that the C III] and C IV lines can only be truly competitive in confirming high-redshift candidates when the hosts are intrinsically bright and the effective Ly$\alpha$ escape fraction is below 1 per cent. While C III] and C IV were proposed as good tracers of young, relatively low-metallicity galaxies typical of the early Universe, we find that, at least at $z \sim 1.5$, C IV is exclusively hosted by AGN/quasars, especially at large line equivalent widths.
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1 INTRODUCTION
The star formation (SF) rate density of the Universe grows significantly from $z \sim 0$, reaching a peak at $z \sim 2–3$, but is then measured to decline steeply into the epoch of reionization (e.g. Lilly et al. 1996; Madau et al. 1996; Hopkins & Beacom 2006; Bouwens et al. 2011; Khostovan et al. 2015). Quasars undergo a similar number density evolution: the density of quasars increases up to $z \sim 1–3$, only to plummet at higher redshifts (e.g. Dunlop & Peacock 1990; Warren, Hewett & Osmer 1994; Richards et al. 2006; McGregor et al. 2013).

To track the evolution of galaxies across cosmic time, ideally one would use a single tracer of SF activity. Intrinsically the brightest emission line in H II regions, the Ly$\alpha$ line has been traditionally associated with SF activity and has a high excitation (13.6 eV, Veilleux 2002). However, Ly$\alpha$ is scattered by neutral hydrogen, making it easily absorbed by dust and difficult to escape the host galaxy (for a review see Hayes 2015; Matthee et al. 2016; Sobral et al. 2017). While Ly$\alpha$ emitters are typically thought to be low-mass, blue, star-forming galaxies, active galactic nuclei (AGN) can also be powerful Ly$\alpha$ sources. Indeed, there is mounting evidence that a large fraction of luminous Ly$\alpha$ emitters are powered by AGN, especially at $z < 3$ (Ouchi et al. 2008; Nilsson et al. 2009; Cowie, Barger & Hu 2010; Matthee et al. 2017).

Across redshifts, Ly$\alpha$ line has been widely used to select both SF galaxies and AGN. Ly$\alpha$ has also been the prime way to spectroscopically confirm high-redshift candidates (e.g. Ono et al. 2012; Sobral et al. 2015; Zitrin et al. 2015) and is used to obtain large samples through the narrow band (NB) technique (e.g. Ouchi et al. 2008; Konno et al. 2014; Matthee et al. 2015; Trinier et al. 2015; Konno et al. 2016; Santos, Sobral & Matthee 2016). However, only a fraction of the emitter population selected through the NB technique are actual Ly$\alpha$ at high redshift, while the remaining line emitters can be...
low-z contaminants. Historically, [O iii] and [O ii] were considered the most important contaminants for Ly α surveys at $z > 3$ (e.g. Ouchi et al. 2008; Matthee et al. 2014), because they can have high (observed) equivalent widths (EW). However, this is much less of an issue for Ly α surveys at $z \sim 2$–3, because the volume for e.g. [O ii] is very small. The most notable contaminants for $z \sim 2$–3 Ly α searches instead are C II ($\lambda$3933 (from now on C ii)), C III ($\lambda$1907, 1909 (from now on C iii)) and C IV ($\lambda$s1550,1551 (from now on C iv)) emitters (Sobral et al. 2017). Additionally, interpreting Ly α-selected samples and studying their properties can be challenging because of Ly α resonant scattering. It is therefore difficult to obtain physical characteristics of galaxies from Ly α, such as correlating Ly α luminosity with a SF rate (SFR) or BH accretion rate (e.g. Matthee et al. 2016, Calhau et al. in preparation).

The Ly α escape fraction at fixed radius drops sharply towards the highest redshifts (over the $z \sim 6$–7 range, e.g. Tilvi et al. 2016), which is explained by scattering through a partially neutral intergalactic medium (e.g. Treu et al. 2013; Dijkstra 2014), making Ly α emission much more extended (Santos et al. 2016). The scattering of Ly α at the very highest redshifts effectively means Ly α slit spectroscopy might not be the best choice for confirming $z > 6$ candidates selected with the Lyman-break technique. For example, Vanzella et al. (2014) invested >50 h of Very Large Telescope time on a single ‘normal’ Lyman-break galaxy without any detection of Ly α. Most high-redshift candidates are selected from deep, but small area fields, and are not bright enough in emission lines to be followed up efficiently with spectroscopy.

After being detected in a handful of high-redshift sources (up to $z \sim 6$–8, all of which were also Ly α emitters), C iii (ionization potential of 24.4 eV; Veilleux 2002) and C iv (47.9 eV) were proposed by Stark et al. (2015a) as an alternative way to identify galaxies at the highest redshifts ($z > 6$) with upcoming telescopes such as the James Webb Space Telescope. Therefore, even though C iii and C iv lines are on average weaker than Ly α, they seem to be sufficiently prominent in young, sub-solar metallicity (0.3 $Z_\odot$) galaxies expected at high redshift and will not suffer from scattering by neutral hydrogen at $z > 6$, thus boosting the observed C iii/Ly α and C iv/Ly α ratios (for single-star, ‘normal’ stellar populations at solar metallicity).

Theory predicts that carbon emission lines, such as C ii, C iii and C iv, should mainly be produced in the broad line region of AGN (Osterbrock & Ferland 2006). However, more recent work suggests a different origin for these lines. Models and observations show that C iii and C iv are the brightest UV lines after Ly α in SF galaxies at redshift $z \gtrsim 1$ (Shapley et al. 2003; Stark et al. 2014; Gutkin, Charlot & Bruzual 2016; Feltre, Charlot & Gutkin 2016). While C iii is mainly fostered in lower metallicity, lower mass SF galaxies or starbursts (Bayliss et al. 2014; Rigby et al. 2015; Jaskot & Ravindranath 2016; Du et al. 2017), C iv can in principle be produced by massive stars in a very young SF galaxy (Stark et al. 2014; Mainali et al. 2017; Schmidt et al. 2017).

However, our knowledge of the statistical properties of C ii, C iii and C iv emitters is still very limited since observations mostly targeted either lensed sources, spectroscopically selected sources or sources whose redshift was already known from Ly α. Furthermore, no sources have been found at high redshift using just the C iii or C iv line emission. If the C iii and C iv lines are to be used in the future to select high-redshift galaxies, we should also aim to understand what they actually trace and how strong we can expect them to be. It is thus crucial to unveil their luminosity functions (LF) and cosmic evolution of these emitters.

We have embarked on a project to survey C ii, C iii and C iv emitters in a blind, uniform way, over the COSMOS and UDS field. In Stroe et al. (2017), we study the properties of individual C ii, C iii and C iv sources and characterize their nature. We find that C ii emission at $z \sim 0.68$ is produced in disky, SF galaxies at fainter fluxes, while at larger fluxes C ii is triggered in Seyfert-like galaxies, with a stellar disc and AGN core. Our work unveils that C iii emitters have SF morphologies and have UV and optical colours consistent with a general SF population, while C iv emitters are all young, blue, actively accreting quasars.

After presenting our sample in Stroe et al. (2017) and discussing its reliability and source properties, in this paper (Paper II), we focus on the other statistical properties of C ii, C iii and C iv emitters. We present the first LFs, which enable us to compare the number densities of C ii, C iii and C iv emitters with the distribution of Hα and Ly α emitters, UV-selected galaxies and quasars. We also discuss the implications of these high ionization lines at high redshift and provide cosmic average ratios.

Our paper is structured in the following way: in Sections 2, 3 and 4, we present the sample of C ii, C iii and C iv emitters, while in Section 5 we study the LFs and compare them to the Hα, Ly α, galaxy and quasar LFs. In Section 6, we discuss the implications of our statistical results for C ii, C iii and C iv detections. Our conclusions can be found in Section 7.

We use a flat Λ cold dark matter cosmology with $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_M = 0.3$ and $\Omega_\Lambda = 0.7$. Magnitudes are in the AB system.

## 2 PARENT SAMPLE

The sample of C ii, C iii and C iv emitters is drawn from the CALYMHA survey, which was designed to mainly study Ly α emitters at $z \sim 2.23$ (Matthee et al. 2016; Sobral et al. 2017). The data we are using comes from a NB filter (NB932, central wavelength $\lambda_C = 3918 \AA$ and width $\Delta \lambda = 52 \AA$) mounted on Wide Field Camera on the Isaac Newton Telescope$^1$ to survey an area of $\sim 1.4$ deg$^2$ across the COSMOS and UDS fields. CALYMHA captured many lines at lower redshift apart from the target Ly α, down to a limiting $3\sigma$ flux of $\sim 4 \times 10^{-17}$ erg s$^{-1}$ cm$^{-2}$ and a limiting observed EW limit of 16 Å. As was also noted in Sobral et al. (2017), in Stroe et al. (2017), we demonstrated that a good fraction of the emitters selected through the NB survey are actually C ii, C iii and C iv emitters. Apart from Ly α, C ii, C iii and C iv, the sample also contains emitters such as [O ii] ($z \sim 0.05$), Mg i and Mg ii ($z \sim 0.4$) in lower numbers (for details see Sobral et al. 2017).

## 3 SELECTING C ii, C iii AND C iv EMITTERS

In Stroe et al. (2017), we selected C ii, C iii and C iv emitters using spectroscopic and photometric redshifts (see Table 1; Ilbert et al. 2009; Cirasolo et al. 2010). It is important to note that our selection was favouring purity of the sample, rather than completeness. We therefore had conservative photometric redshift ranges and removed any sources that were chosen through colour–colour selections as Ly α by Sobral et al. (2017).

Our final sample includes 16 C ii, 34 C iii and 17 C iv emitters chosen based on $z_{spec}$ or $z_{phot}$. The nature of sources without spectroscopic or photometric redshifts is uncertain (a total of 171 sources). Photometric redshifts are not available, for example, for sources

---

$^1$ http://www.ing.iac.es/Astronomy/telescopes/int/
might be C II, C III or C IV emitters. We therefore derive fractions to these fractions are employed when adding sources to luminosity functions and almost constant C III fraction with increasing line flux. By using the photometric and spectroscopic redshifts, we study how the fraction of emitters which are C II, C III and C IV depends on the observed line flux, in a similar fashion to the statistical method of Stroe et al. (2014). The fraction of a particular C emitter is calculated as the number of this particular emitter type in a flux bin divided by the total number of emitters including all lines. For example, for C II emitters in a particular bin, this is calculated as \( N_{\text{C II}} / (N_{\text{C II}} + N_{\text{C III}} + N_{\text{C IV}} + N_{\text{Ly}\alpha} + N_{\text{others}}) \). At the brightest fluxes we are close to spectroscopic completeness (\( F_{\text{line}} \gtrsim 10^{15.5} \text{ erg s}^{-1} \text{ cm}^{-2} \)), while at the fainter fluxes a large fraction of sources has photometric or spectroscopic redshifts (see Fig. 1). This investigation is most relevant for faint sources, to attain a higher completeness in LFs at faint fluxes and avoid selection incompleteness.

We separate the emitter population into secure C II, C III and C IV and group the other emitters together. We note that some of the ‘other’ emitters could still be C emitters, given our conservative redshift cuts. We focus on the fluxes below ~10^{-15} \text{ erg s}^{-1} \text{ cm}^{-2}, where the number statistics in each flux bin are good enough to derive reliable fractions (Fig. 2). At large fluxes of > 10^{-15.5} \text{ erg s}^{-1} \text{ cm}^{-2}, carbon species represent 40–50 per cent of the population (see also Sobral et al. 2017). There is a trend of increasing C II and C IV fractions and almost constant C III fraction with increasing line flux. We extrapolate the fractions for the few sources without redshifts at fluxes > 10^{-15.2} \text{ erg s}^{-1} \text{ cm}^{-2}.

Fractions are only valid for studying statistical, average properties such as LFs, and cannot be used to describe properties of individual sources. Our results depend little on the way we extrapolate the results to higher luminosities or if we vary the fractions within the error bars. We tested a few ways of extrapolating at bright luminosities: we applied a function fit to the available bins, we used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply calculated as the number of this particular emitter type in a flux bin. For the purpose of building reliable LFs, in addition to our secure sources with photometric redshifts, we use the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply calculated as the number of this particular emitter type in a flux bin divided by the total number of emitters including all lines. For example, for C II emitters in a particular bin, this is calculated as \( N_{\text{C II}} / (N_{\text{C II}} + N_{\text{C III}} + N_{\text{C IV}} + N_{\text{Ly}\alpha} + N_{\text{others}}) \). At the brightest fluxes we are close to spectroscopic completeness (\( F_{\text{line}} \gtrsim 10^{15.5} \text{ erg s}^{-1} \text{ cm}^{-2} \)), while at the fainter fluxes a large fraction of sources has photometric or spectroscopic redshifts (see Fig. 1). This investigation is most relevant for faint sources, to attain a higher completeness in LFs at faint fluxes and avoid selection incompleteness.

We separate the emitter population into secure C II, C III and C IV and group the other emitters together. We note that some of the ‘other’ emitters could still be C emitters, given our conservative redshift cuts. We focus on the fluxes below ~10^{-15} \text{ erg s}^{-1} \text{ cm}^{-2}, where the number statistics in each flux bin are good enough to derive reliable fractions (Fig. 2). At large fluxes of > 10^{-15.5} \text{ erg s}^{-1} \text{ cm}^{-2}, carbon species represent 40–50 per cent of the population (see also Sobral et al. 2017). There is a trend of increasing C II and C IV fractions and almost constant C III fraction with increasing line flux. We extrapolate the fractions for the few sources without redshifts at fluxes > 10^{-15.2} \text{ erg s}^{-1} \text{ cm}^{-2}.

Fractions are only valid for studying statistical, average properties such as LFs, and cannot be used to describe properties of individual sources. Our results depend little on the way we extrapolate the results to higher luminosities or if we vary the fractions within the error bars. We tested a few ways of extrapolating at bright luminosities: we applied a function fit to the available bins, we used the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all the values in the bins directly and for the bright luminosities simply used the value in the brightest bin and also applied fractions to all
the UDS emitters, given their less reliable photometric redshifts in classifying the emitters (see also Section 3). We found that this did not significantly affect the results and use the function fit to the fractions when deriving LFs.

4 METHODS

We derive the line luminosity for the C II], C III] and C IV sources from the line flux:

\[ L_{\text{line}} = 4\pi D_l^2 (\text{line}) F_{\text{line}}, \]  

(1)

where line is C II], C III] or C IV and \( D_l (\text{line}) \) is the luminosity distance at the redshift of each line of interest (see Table 1). We note that some of our emitters have large EWs possibly caused by offsets between the main line emitting regions and the underlying stellar light (Stroe et al. 2017). However, one of the main aims of this work is to study LFs and our samples are ideal for this purpose, since they are flux/luminosity selected, irrespective of the continuum. Therefore, the measurement of fluxes and luminosities is a more reliable measurement compared to EW, as it does not depend on geometrical effects in the same way the EW estimates do (see discussion in Stroe et al. 2017).

For the purpose of building LFs, we bin the emitters based on their luminosity. For the sources with either photometric or spectroscopic redshifts, we add them to the bin with a weight of 1. For the other emitters, the sources were added with a weight according to the fractions from Fig. 2. The total number of line emitters, obtained by adding the number of secure C II], C III] and C IV emitters as well as the number obtained through the fractions, is listed in Table 1.

We derive LFs for the C II], C III] and C IV emitters down to 30 per cent completeness. We correct the LF for incompleteness using the completeness curves as function of line flux from Sobral et al. (2017), as well as correct the volumes for the real shape of the filter profile, using the method described in Sobral et al. (2012) and Sobral et al. (2017).

We obtain number density values by dividing the binned numbers of sources by the correct cosmic volume at the emitter redshift (see Table 1). To test the effects of the binning choice, we also resample the data with random choices of bin centres and widths. We settle on the binning choice which best reproduces the average shape of the individual binning choices. The final choice of bin width for all three emitter types is \( \log L = 0.4 \), given the low number statistics. The number densities in each bin can be found in Table B1.

We use a Schechter (1976) function to fit the number densities using a least-squares approach. The errors are Poissonian, with 20 per cent added to account for imperfect fractions and for completeness and filter profile correction errors.

\[ \phi(L) dL = \phi^* \left( \frac{L}{L^*} \right)^\alpha e^{-\frac{L}{L^*}} dL, \]

(2)

where \( \alpha \) is the faint end slope of the LF, \( \phi^* \) is the characteristic number density of the emitters and \( L^* \) is the characteristic emitter luminosity. Given the depth of our data, we also fix the faint end slope of the fit \( \alpha \) to \(-1.75\). A steep faint end slope of \( \sim -1.7 \) was found appropriate for the Ly \( \alpha \) LF throughout redshifts since \( z \sim 3 \) as well as the H \( \alpha \) LF at \( z \gtrsim 0.7 \) (e.g. Cowie et al. 2010; Sobral et al. 2013; Gómez-Guijarro et al. 2016; Konno et al. 2016; Sobral et al. 2017).

We also fit with a power law, when the data enables it:

\[ \log N(L) = \gamma \log L + \log L_{\text{int}}, \]

(3)

Table 2. Schechter LF parameters as resulting from fits. The faint end slope is fixed to a value of \(-1.75\) for the Schechter fit. For C II] emitters we do not sample the bright end very well. C III] densities are well described by a Schechter function. We were not able to get a converging Schechter fit for the C IV data, as there is an infinitely large number of Schechter fits with \( L^* \) higher than what we can probe that fit the data well, and that are thus indistinguishable from a power law.

| Line | \( z \) | \( \alpha \) | \( \log \phi^* \) | \( \log L^* \) |
|------|--------|--------|----------------|----------------|
| C II] | 0.673–0.696 | -1.75 | -5.19 \(^{+0.21}_{-0.40} \) | 42.79 \(^{+0.58}_{-0.27} \) |
| C III] | 1.039–1.066 | -1.75 | -3.60 \(^{+0.12}_{-0.12} \) | 41.95 \(^{+0.06}_{-0.06} \)

Table 3. Power-law LF parameters, according to the fit described in equation (3). C II] emitters are well by either a Schechter function or a power law. This is in line with the interpretation that C II] emitters are mainly powered by SF at lower fluxes and AGN the bright end. C IV has a distinct power-law shape, characteristic of quasars.

| Line | \( z \) | \( \gamma \) | \( \log L_{\text{int}} \) |
|------|--------|--------|----------------|
| C II] | 0.673–0.696 | -0.92 \( \pm 0.17 \) | 34.15 \( \pm 6.96 \) |
| C IV | 1.513–1.546 | -0.30 \( \pm 0.06 \) | 8.41 \( \pm 2.49 \) |

where \( \gamma \) is the slope of the power law and \( L_{\text{int}} \) is the intercept at 0 number density.

Note that a power-law fit to the fainter luminosity bins should be consistent with the faint end slope of the Schechter fit. Because of the different definitions of the two functions the relationship between the two slopes is \( \alpha = \gamma - 1 \).

As mentioned before (Section 3.1), we tested a few ways to set the weights for the sources with fractions (direct values, interpolation, fitting a curve) and found no significant influence on the LF: the fit parameters for all the choices were within error bars. We also produced LFs using only the COSMOS data (which has a volume about seven times than UDS) and found that removing the UDS data does not affect the results.

Table 2 contains the best-fitting Schechter LF parameters and Table 3 the power-law fit parameters for the C II], C III] and C IV emitters.

5 LUMINOSITY FUNCTIONS

Here, we present the C II], C III] and C IV LFs and compare them with the H \( \alpha \), Ly \( \alpha \), galaxy and quasar UV LFs. We use such comparisons to further investigate the nature of the sources as a whole.

5.1 C II] luminosity function

We fit our C II] LF with a Schechter function (reduced \( \chi^2_{\text{red}} = 0.3 \), see Fig. 3), however we cannot constrain the bright end very well, as the usual Schechter number density drop might be located beyond luminosities where we can directly probe \( (L_{\text{C II]} > 10^{42.45} \text{ erg s}^{-1}) \). Note the low number statistics in these bright regimes: we have an equivalent of \( \sim 3-4 \) sources between \( 10^{42} \) and \( 10^{42.7} \) erg s\(^{-1}\). Sources added through fractions cannot be responsible for the high densities at these bright luminosities, as 2 sources are spectroscopically confirmed and 1 has a photometric redshift. The bright end behaviour therefore does not change if we only consider the secure sources (see Fig. 3). Given the shape of the number density distribution, the
Cowie et al. 2010; Barger, Cowie & Wold 2012; Konno et al. 2016; Sobral et al. 2015 and Sobral et al. (2013) to the redshift we trace for C II emitters, which does not result in significantly different fits. The bins fraction (10–15 per cent) of C III] emitters compared to the entire population of 34 confirmed sources and the low overall expected density (10 lower than Ly α). Our Ly α luminosity function is well described by a power law with β = 0.3 (χ^2 = 0.1, see Fig. 5), similarly to the LF of quasars which are also power-law like (see also Section 5.6). Using the slope of the power-law fit as input for the faint end slope of the Schechter function, we get a fit of similar χ^2 to the power law fit, however with an L* > 10^{44} erg s^{-1}, which is beyond the range we can probe. Over the range of luminosities we measure, families of best-fitting Schechter functions are indistinguishable from a power law, while there is a single, well determined solution for a power law. Hence, a power law is a simpler fit to the data.

We note that not including unclassified sources through fractions slightly changes the values of the density bins. The most affected sources are those fainter in the BB. As discussed in Section 3, it is not surprising that fainter C IV sources might not have photometric redshifts. At the bright end however, most sources are spectroscopically confirmed. The flat power law fit (β = −0.30 ± 0.06) might suggest the existence of C IV sources beyond L*; C II] number densities are a factor of ~10 lower than Ly α and a factor of ~100 lower than Hα.

C II] bins are also well fit by a power law with slope −0.94 ± 0.21 with χ^2_red = 0.4. For most binning choices we explored, the χ^2_red for the power law and the Schechter fit were within 10 per cent of each other.

5.2 C III] luminosity function

The C III] LF is well fit by a Schechter function (χ^2_red = 0.4, see Table 2 and Fig. 4). Given the large number densities and smaller Poissonian errors, the C III] Schechter fit is the most secure out of all three carbon emitters types, having the smaller errors on the LF parameters. The robustness of the bright sources above L_CIII] ~ 10^{42.5} erg s^{-1} is confirmed through spectroscopy or photometric redshifts. Note the high zspec and zphot completeness of C III] emitters with 34 confirmed sources and the low overall expected fraction (10−15 per cent) of C III] emitters compared to the entire emitter population selected with the CALYMHA NB survey. Because of this, including or excluding the uncertain sources through fractions does not significantly affect the results.

For completeness, we also fit a power-law function to the C III] data which for most of the binning choices does not converge and in all other cases the χ^2 is a factor of a few worse than the Schechter fit.

5.3 C IV luminosity function

A Schechter function with α fixed to −1.75 fits poorly the C IV data at z ~ 1.5. Due to the lack of a drop in number density at bright luminosities attempting to fit Schechter function resulted in a completely unconstrained characteristic L* and density φ*. Our minimization did not converge and we were not able to find a χ^2 minimum over the wide parameter space we probed (from log φ* of −6 to 2 and log L* in the 40–46 range).

The LF is well described by a power law with β = 0.3 (χ^2 = 0.1, see Fig. 5), similarly to the LF of quasars which are also power-law like (see also Section 5.6). Using the slope of the power-law fit as input for the faint end slope of the Schechter function, we get a fit of similar χ^2 to the power law fit, however with an L* > 10^{44} erg s^{-1}, which is beyond the range we can probe. Over the range of luminosities we measure, families of best-fitting Schechter functions are indistinguishable from a power law, while there is a single, well determined solution for a power law. Hence, a power law is a simpler fit to the data.

We note that not including unclassified sources through fractions slightly changes the values of the density bins. The most affected sources are those fainter in the BB. As discussed in Section 3, it is not surprising that fainter C IV sources might not have photometric redshifts. At the bright end however, most sources are spectroscopically confirmed. The flat power law fit (β = −0.30 ± 0.06) might suggest the existence of C IV sources beyond L*; C II] number densities are a factor of ~10 lower than Ly α and a factor of ~100 lower than Hα.

C II] bins are also well fit by a power law with slope −0.94 ± 0.21 with χ^2_red = 0.4. For most binning choices we explored, the χ^2_red for the power law and the Schechter fit were within 10 per cent of each other.

5.4 Comparison with Hα and Ly α

We interpolate between the Hα LFs at z = 0.2 from Stroe & Sobral (2015) and z = 0.84, 1.47, 2.23 from Sobral et al. (2013) to the redshifts of our C II], C III] and C IV emitters. We leave out the z = 0.4 data point from Sobral et al. (2013), since the volume was small, resulting in a larger L* uncertainty. Gómez-Guijarro et al. (2016) present a sample of faint Hα emitters at a very similar redshift to our C II] sample (z = 0.68 versus 0.62). The authors constrain the faint end slope of the Hα LF at z ~ 0.62 to −1.41 which is between the values at z ~ 0.2 measured by Shioya et al. (2008) and that at 0.8 measured by Sobral et al. (2013) and close to the value we derive through interpolation (−1.46 versus −1.51). Note that these LFs are corrected for intrinsic dust extinction of the Hα line, as well as for all incompleteness.

For Ly α, we interpolate to our reference redshifts, using the results at z ~ 0.3 from Cowie et al. (2010), 0.9 (Barger et al. 2012), ~2.2 from Konno et al. (2016) and Sobral et al. (2017, 3.1 and 3.7 from Ouchi et al. (2008). We corrected the z ~ 0.9 to fall on the expected evolution of φ* and L* as shown in Konno et al. (2016). We note that our Ly α LFs are observed quantities. The effect of the escape fraction of Ly α is further discussed in Section 5.5. Note that we do not show the Ly α power law component at high luminosities (Konno et al. 2016; Matthee et al. 2017; Sobral et al. 2017), but we do include it in the luminosity densities in the next section. The interpolated Hα and Ly α LF parameters can be found in Table A1.

At fluxes corresponding to L_CIII], the number densities of C II] emitters are consistent with the Schechter component of Ly α emitters at the same redshift, but significantly below those of Hα. If the power-law nature of the LF is valid for luminosities beyond those we can probe with our data, that would imply that bright C II] emitters could be just as numerous as Hα and Ly α, which also have strong power-law components. This however is quite surprising and physically hard to explain. It is thus likely that a Schechter function would provide a better fit at the brightest luminosities which
we cannot probe with our current data. Assuming that Hα and Lyα at this redshift are mostly produced in SF galaxies, the prevalence of bright C ii] could indicate a different origin, that of AGN powering.

At $z \sim 1$, our $L^*$ C iii] emitters have 20 per cent of the number density of Lyα and only about 3 per cent that of Hα emitters. This could indicate that C iii] emission originates in SF galaxies such as those producing Lyα and Hα, but affected by typical line ratios expected from SF galaxies of a few per cent in relation to e.g. Hα.

At the brightest luminosities, given the very flat LF, C iv number densities exceed those predicted by the Schechter component of the Hα and Lyα, further suggesting a quasar origin for the emission. At $z \gtrsim 1$, the Lyα and Hα LF have a power-law distribution beyond $L^*$, similar to the C iv distribution (e.g. Sobral et al. 2016; Matthee et al. 2017). This is consistent with the typical joint detections of Lyα, Hα and C iv tracing AGN at bright luminosities.

5.5 Observed cosmic average line ratios to Hα and Lyα

We integrate the LFs to obtain cosmic average ratios with respect to Hα and Lyα. These are useful for estimating the average relative emission line ratios of C ii], C iii] and C iv emitters to Hα and Lyα and to compare with theoretical predictions from AGN, SF models and with observations of individual sources.

The Lyα LF has been shown to have a power-law bright end tail which for simplicity we did not include in our LFs (Konno et al. 2016; Matthee et al. 2017; Sobral et al. 2017). However, for the purpose of luminosity densities and cosmic ratios, this contribution is important. We therefore use the results at $z \sim 2.2$ from Sobral et al. (2017), to estimate as function of limiting integration luminosity, how much the power-law component contributes to the total luminosity density of Lyα. We use these values to correct our Schechter $\rho_{Ly\alpha}$.

Lyα is scattered by neutral hydrogen and/or easily absorbed by dust and thus only a fraction escapes the galaxies. Sobral et al. (2017) computed the cosmic average Lyα escape fraction of $\sim 5$ per cent at $z \sim 2.2$ for the 3 arcsec apertures we are using in this paper (see also e.g. Hayes et al. 2010). This was achieved by comparing the ratios of the Lyα and Hα luminosity densities versus the case B recombination value of 8.7. Since the escape fraction has been shown to evolve with redshift, we use the same method as Sobral et al. (2017) to estimate the Lyα escape fraction at our redshifts of interest using the interpolated LFs and find values of 1–2 per cent. These are in line with the redshift dependent parametrization of the Lyα escape fraction that Hayes et al. (2011) derived using UV and emission line luminosity functions. We use our derived escape fractions to correct the observed luminosity densities of Lyα to intrinsic ones. We therefore also obtained line ratios between C ii], C iii] and C iv to intrinsic values of Lyα.

We list the luminosity densities in Table 4, where we integrate the LFs fully and also within ranges probed directly by our data.

Note that the cosmic ratio values are quite uncertain, because of the unknowns in deriving the LF parameters as well as the interpolation performed for Hα and Lyα to obtain LFs at our redshifts of interest. For the Schechter fits, we derive errors as ranges in allowed by the error bars of the luminosity densities $\rho$. Note that we assume that the Hα and Lyα densities are perfectly known, so the errors reported for the cosmic ratios are underestimated.

We find a typical ratio between C ii] and Hα of $\sim 0.02$, while the observed C ii] to Lyα ratio is higher at $\sim 0.1$. This latter value is higher than the average for quasars which is 0.002 (Vanden Berk et al. 2001). C ii] is therefore very weak in quasars compared to Lyα, indicating our C ii] are not quasars, but probably slightly less active AGN.

The average C iii] line is weak compared to Hα (ratio of 0.02–0.05), in line with expectations for SF and well below AGN predictions from CLOUDY (v 13.03) photoionization modelling (Alegre et al. in preparation). However, C iii] is non-negligible compared to observed Lyα with a ratio of $\sim 0.1$–0.2. The observed cosmic average line ratio of C iii] to Lyα is consistent with the average for quasars (0.16; Vanden Berk et al. 2001) and a bit lower compared to results from $z \sim 2$–3 and $z \sim 6$–7 studies (Erb et al. 2010; Stark et al. 2015b, 2017). See however our discussion in Section 6, where we show that once we take into account the Lyα escape fraction the values are consistent. Especially at the bright end where the quasar ratios are measured, C iii] might therefore be produced in AGN, however at the faint end, another powering source, such as SF, would be necessary to maintain such a high cosmic ratio to Lyα.
densities are known precisely. Therefore, errors on the ratios are underestimated. 

with those measured for quasars (0.25; Vanden Berk et al. 2001). The range of 0.1–1, depending on the range for integration, but consistent preparation). Our average ratios to Ly\( \alpha \)amics as obtain from departing the C II\( \alpha \) and C III\( \alpha \) densities limits, so we restrict the estimation to the range where we have directly measured the LF. Given the uncertainties in the LF fits and the estimation of the H\( \alpha \) and Ly\( \alpha \) LFs interpolated at our redshifts of interest, it is difficult to estimate the errors on the cosmic ratios. For the Schechter fits, we therefore report the cosmic ratio errors as obtained by departing the C II\( \alpha \) and C III\( \alpha \) densities \( \rho \) within its errors. For estimating errors, we assume that the H\( \alpha \) and Ly\( \alpha \) luminosity densities are known precisely. Therefore, errors on the ratios are underestimated.

| Line | \( z \) | Fit type | \( \log \rho \) | L range | Cosmic line ratio |
|------|-------|----------|----------------|---------|-----------------|
| C II\( \alpha \) | 0.673–0.696 | Schechter | 38.16\( ^{+0.62}_{-0.44} \) | Full | \( \frac{C}{H\alpha} \) (observed) | \( \frac{C}{H\alpha} \) (intricin) |
| C II\( \alpha \) | 1.039–1.066 | Schechter | 38.91\( ^{+0.13}_{-0.13} \) | Full | \( \frac{C}{H\alpha} \) (observed) | \( \frac{C}{H\alpha} \) (intricin) |
| C IV | 1.513–1.546 | Schechter | 38.80 | Full | \( \frac{C}{H\alpha} \) (observed) | \( \frac{C}{H\alpha} \) (intricin) |
| C IV | 1.513–1.546 | Schechter | 38.79 | Full | \( \frac{C}{H\alpha} \) (observed) | \( \frac{C}{H\alpha} \) (intricin) |

\( ^{a} \)Given the very flat power-law fit to the C IV LF, we decided, for the purposes of calculating cosmic densities, to also fit a Schechter fit. This avoids overestimating the luminosity density through the contribution of rare sources in a luminosity regime we are not directly probing.
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**Figure 6.** Rest-frame 1500 Å LF for C II\( \alpha \) emitters. We also show the bins obtained by using only secure sources, slightly shifted to the right for clarity. For comparison, we show the density of quasars as function of magnitude from Richards et al. (2006) and the galaxy UV LF from Alavi et al. (2016). About 2 per cent of faint galaxies with \( M_{UV} \) in the \( -18 \) to \( -20 \) range will be C II\( \alpha \) emitters, while UV bright galaxies and quasars with \( M_{IV} \geq -22 \) will have C IV emission. Note that the characteristic UV luminosity \( \rho_{UV} \) at these redshifts is \( \sim -20 \), so these galaxies with C IV emission are bright and rare.

C IV at \( z \sim 1.5 \) is weak compared to H\( \alpha \) (ratios of \( <0.1 \)). Our C IV/H\( \alpha \) ratios are much higher than those implied for SF from CLOUDY modelling (with expected values of 0.003; Alegre et al. in preparation). Our average ratios to Ly\( \alpha \) are relatively large, in the range of 0.1–1, depending on the range for integration, but consistent with those measured for quasars (0.25; Vanden Berk et al. 2001). This further supports a scenario where C IV is mainly powered by AGN. If the high number densities of bright C IV compared to Ly\( \alpha \) are maintained at high redshift, large area surveys of C IV could find suitable bright candidates for spectroscopic follow up.

5.6 Comparison with the quasar and galaxy UV luminosity functions

Motivated by the distinct quasar-like properties unveiled for our C IV and possible AGN nature of bright C IV emitters, we further investigate their nature by comparing their UV magnitudes to other galaxy/AGN populations.

We build a C II\( \alpha \) and C IV rest-frame UV LF, using the method described in Section 4. We use \( U \) band (equivalent to about 1500 Å rest-frame wavelength) as all our emitters have a measured magnitude in this band. We apply our line flux completeness curve and restrict the LF to the range where the \( U \) detections are 100 per cent complete, i.e. apparent magnitudes brighter than 25. The resulting C II\( \alpha \) LF can be seen in Fig. 6 and the C IV LF in Fig. 7. The number densities in each bin can be found in Table B2.

For comparison, we use the binned quasar values from Richards et al. (2006) at \( z \sim 1.25 \) and \( z \sim 1.63 \) for C II\( \alpha \) and C IV, respectively, transformed into the rest-frame 1500 Å magnitude using the relation

\[ M_{UV}(\text{rest-frame}) = M_{IV}(\text{observed}) + 15 \]

\[ M_{UV}(\text{rest-frame}) = M_{UV}(\text{observed}) + 15 \]
provided in the paper (equation 3). We also compare to the single power-law fit from Richards et al. (2006) and the broken power law fits from Croom et al. (2004) and Richards et al. (2005), which assume a pure luminosity evolution (PLE). Over the range probed by the data from Richards et al. (2006), all three models fit well, as their predictions differ mostly at the faint end. We also overplot the UV galaxy LF at $z \sim 1.3$ from Alavi et al. (2016) and at $z \sim 1.65$ from Mehta et al. (2017).

In the case of C III, including the sources added through fractions does not significantly affect the results. Note however that since we used observed U-band data for C III, this translates to a slightly redder rest-frame magnitude than the data we use for comparison. Our C III UV LF is slightly below the PLE fit to quasar densities (Richards et al., 2006), but probes a much fainter regime characteristic of SF galaxies. At magnitudes below $M_{UV} \sim -21.5$, the fraction of SF galaxies that have C III above our EW threshold drops from 100 per cent at $M_{UV} = -21.6$, down sharply to about 2 per cent at $-19.5$ mag. This means that UV sources which are intrinsically bright, with UV luminosities brighter than $M_{UV} = -22$ will also be C III emitters. These results could further support the scenario emerging from the optical, X-ray and FIR data presented in Stroe et al. (2017) that C III is consistent with SF, but the brightest emitters are powered by AGN.

When compared to the quasar luminosity densities inferred from the large, but shallow SDSS survey from Richards et al. (2006), our C IV data match well, but cover fainter rest-frame UV magnitudes. Our C IV data points best match a broken power law PLE LF. Not including the sources with uncertain C IV nature, which are added through fractions, affects the density values. This leads to a flattening at the faint magnitudes, further supporting our supposition in Section 5 that the sources without photometric redshifts are preferentially those which are faint in the continuum. Some of our fainter (UV luminosities $M_{UV}$ from $-19$ to $-22$) C IV emitters are in the galaxy regime probed by Alavi et al. (2016), but have much lower number densities (at least 2 orders of magnitude lower at magnitudes fainter than $M_{UV} \sim -20$). The typical ratios to the UV galaxy densities at magnitudes fainter than $M_{UV} \sim -21$ are of the order of 0.1–0.5 per cent. This means that C IV will only be produced in a very small fraction of faint galaxies at $z \sim 1.5$. At faint magnitudes, C IV might therefore be produced in SF but in very small fractions. This is in line with theory which suggests massive stars can contribute modestly to C IV production (e.g. Feltre et al. 2016). The difference between the C IV and Lyman break, UV selected LF further suggests C IV is not a common occurrence in all galaxies and is not produced in large quantities in normal, SF galaxies at least at $z \sim 1.53$. The bright magnitude distribution however, indicates that C IV traces a very similar population to quasars.

6 DISCUSSION

After unveiling the nature of C II, C III and C IV emitters from the point of view of individual multiwavelength properties in Stroe et al. (2017), here we investigate their abundance by comparing to similar measurements for better studied emission lines, along with the galaxy and quasar UV luminosity functions.

6.1 C II emitters at $z \sim 0.68$

The C II LF can be fit with either a Schechter-like LF or a power-law fit, which might suggest that C II emitters may be a mix of a SF population and AGN activity (Fig. 3). Especially at the bright end, a power-law shape of an LF has been shown to describe the data better in the case of mixed population of SF at fainter fluxes and AGN at bright fluxes as in the case of high-redshift Lyα and Hα emitters (e.g. z ~ 1–3; Konno et al. 2016; Sobral et al. 2016, 2017; Matthee et al. 2017). As we discussed in Stroe et al. (2017), C II emitters at fainter fluxes are most likely dominated by SF, given their UV and optical colours and morphologies, while the bright C II emitters have Seyfert-like optical morphologies, with a disc and a bright nucleus and also have X-ray detections, which clearly indicate they host an AGN. Therefore, the mixed population nature of C II emitters at $z \sim 0.68$ is not only supported by individual properties, but is also revealed in the relative numbers of emitters found at each luminosity range.
The number densities of C II sources are much smaller than Ly α and Hα (Fig. 3). The cosmic average line ratio of C II is only about 1–2 per cent of Hα and about 2 per cent of the intrinsic Ly α (Table 4, Fig. 3). At higher redshifts a power-law tail is indeed observed in the distribution of bright Hα and Ly α emitters and can be associated with AGN. However, this effect has not yet been seen at lower redshifts with large surveys designed to capture the bright end well (e.g. Hα LF at z ∼ 0.2 and 0.8; Stroe & Sobral 2015; Sobral et al. 2013). This might indicate that at these moderate redshifts, C II can be significantly triggered in the shocks around more evolved, ‘maintenance-mode’ galaxies which are accreting at smaller rates (e.g. such as active galaxies with radio jets De Breuck et al. 2000). This is also supported by the very high ratio of C II to Ly α, which is high when compared to averages for quasars. This again might suggest that C II is not triggered in the quasar phase. We could interpret as a delayed effect of AGN activity: C II might respond much at a phase where the nucleus is not actively accreting, but is in a maintenance mode. A large, shallow NB survey capturing the brightest, rarest C II emitters and spectroscopic follow-up will allow significant progress.

6.2 C III] emitters at z ∼ 1.05

In Stroe et al. (2017) we showed that the vast majority of sources selected through their C III] emission trace a similar population to Hα selected SF galaxies with a range of properties (potentially including both low dust and dust-obscured sources). In this work, we find that a Schechter function fits the number densities of C II] emitters well (Fig. 4). This suggests a SF nature for these sources and reinforces our results from Stroe et al. (2017).

The LF is close to a scaled down version of the Hα (by a factor of ∼0.05) and Ly α (by a factor of ∼0.3) LFs at z ∼ 1.05, which might indicate that C III] emission is produced in the same type of SF galaxies, but at a lower level (Fig. 4, Table 2, Table A1), in line with photoionization models (e.g. Gutkin et al. 2016). C III] line emission is only about 5 per cent of Hα and ∼20 per cent of Ly α (Table 4). Assuming C III] traces SF galaxies in a similar fashion to Hα or Ly α, this indicates that down to the same flux limit, a C III] survey will be incomplete compared to these other two lines. To be able to obtain a similar number of emitters, a survey targeting C III] would therefore have to be deeper by a factor of a few to be able to detect as many galaxies as an Hα or Ly α survey.

There is mild evidence at the bright end, that C III] can be produced at similar levels at Hα and Ly α, which leads us to suggest that bright SF galaxies will universally have C III] emission (Figs 4 and 6). This is in good agreement with the follow-up of some of the brightest high-redshift UV selected galaxies, that have revealed C III] detections (Stark et al. 2014, 2015a).

Our average intrinsic C III]/Ly α cosmic line ratio is 0.6 per cent (Table 4). It is likely that because our measurements are cosmic averages, they will be lower than measurements of individual galaxies. In order to compare to the literature (Erb et al. 2010; Stark et al. 2015b, 2017), we transform the observed C III] to Ly α ratios into intrinsic values by estimating the escape fraction. We do this by using the relationship between Ly α and EW (which the papers list) and its escape fraction as derived in Sobral et al. (2017). We find that in these single galaxies at z ∼ 2.2, 6–7.0 the intrinsic C III]/Ly α ratio is in the 1–5 per cent range, but these are the few detections, and thus they represent the highest values over the galaxy population, meaning the majority of other galaxies have lower ratios. Our value is therefore lower than literature samples, however the differences can be explained once we take into account the numerous non-detections of C III] in Ly α detected galaxies (e.g. Stark et al. 2017).

Note that many of the C III] upper limits were in galaxies with Ly α just as strong as in those with C III] detections. Once accounting for the lower C III] to Ly α fractions of these galaxies undetected in C III], our results are in agreement with the literature.

The ratio of C III] to observed Ly α in our SF galaxies is similar to that of quasars. We have to keep in mind however, as discussed in the introduction, that Ly α escape fraction is expected to be very high in quasars, which are young, dust-free objects with a blue UV continuum (e.g. Bajtlik, Duncan & Ostriker 1988; Haiman & Rees 2001). The intrinsic ratio of C III] to Ly α in our galaxies is therefore probably smaller than in quasars. These perceived inconsistencies between cosmic ratios further reveal the stringent need for estimates of the Ly α escape fraction (as discussed in Section 1), as observed ratio to Ly α cannot be interpreted directly without knowledge of the host galaxy type, powering sources of Ly α, amount of dust etc.

6.3 C IV emitters at z ∼ 1.53

The power-law shape of the LF, similar to quasars (Fig. 5), is consistent with the individual properties of the galaxies in the sample with point-like optical morphologies and high X-ray luminosities (Stroe et al. 2017). The power-law fit to the C IV number densities has a slope which is flatter than the quasar UV LF function at bright UV luminosities (MUV ∼ −24), which has a very steep slope of ∼−3 (Croom et al. 2004; Richards et al. 2005, 2006). However, it has been shown that the quasar LF is better described by a broken power law with a shallower faint end. For example, Richards et al. (2005) found a faint end slope of ∼−1.8, while Croom et al. (2004) find ∼−1.1. These two values bracket very well our power-law C IV slope (−0.35 which translates to −1.35 in the definition in these papers).

Our LFs indicate that, at bright fluxes, C IV emitters are more preponderant than Ly α and Hα. For the fainter luminosities, C IV is weak compared to Hα and produced in only a fraction of UV selected SF galaxies, however a high fraction of C IV emitters are located in the quasar range of UV luminosities (Figs 5 and 7). Therefore, C IV will be produced in a vast majority of bright quasars, but conversely C IV is unlikely in normal SF galaxies.

The cosmic average ratio of C IV to the observed Ly α fluxes at z ∼ 1.5 is just below 1 (Table 4, with values close to those measured for quasars. Given that all the results point towards a scenario where C IV host are quasars, then not only the cosmic average ratio to observed Ly α will be similar to quasars, but also the intrinsic ones.

Therefore, from the point of view of properties and distribution, our data lends greater support to an actively accreting, young AGN powering source for C IV. As theoretically predicted (Osterbrock & Ferland 2006), C IV is most probably triggered in the broad line region of young AGN. At least some of the fainter C IV emitters are located in the ‘galaxy’ regime (Fig. 7), which in line with more recent work, could be excited in strong ionizing field in young galaxies (Feltre et al. 2016).

6.4 Prospects for observations at higher redshift

C III] and C IV have been suggested as a possible alternative for spectroscopically confirming high-redshift galaxies. Our results, however, indicate that C III] and C IV are intrinsically very weak compared to Ly α. In the epoch of reionization, C III] and C IV could be an avenue to pursue only in the case of extremely low Ly α fractions. For example, even for a 1–2 per cent Ly α escape fraction
as assumed in this paper, C III] still has a cosmic ratio of only 0.2 compared to Ly α. A rough calculation indicates that only in the case of escape fractions $\lesssim 1$ per cent, would C III] and C IV become more efficient than Ly α. However, in spite of the low effective Ly α escape fractions expected at high redshift, a source would still need to be intrinsically bright to have strong C III] emission such that it can be spectroscopically followed up.

Another point to consider is the population that C III] and C IV trace. A number of studies proposed that C III] and C IV can be used to trace low-mass, young, metal-free galaxies at high redshifts (e.g. Stark et al. 2014, 2015a,b; Mainali et al. 2017; Schmidt et al. 2017). However, our results indicate that while C III] emission indeed traces a general population of SF galaxies, C IV at $z \sim 1.5$ seems to be almost universally produced in quasars, not SF galaxies. We speculate that the galaxies detect in C III] or C IV at high redshift might be the ones with lower Ly α escape fraction (e.g. the ones with relatively low Ly α EWs).

It is therefore crucial to perform a blind survey similar to the one in this paper, but at high redshift to assess the redshift evolution of the distribution and nature of C II], C III] and C IV.

7 Conclusions

The brightest rest-frame UV lines after Ly α, C III] and C IV have been proposed as a promising way to spectroscopically confirm and study high-redshift galaxies in the epoch of reionization, where Ly α is expected to become harder to observe. However, to date, no comprehensive survey has been performed to identify the nature and abundance of hard ionization lines such as C II], C III] and C IV.

Using the uniformly selected samples from Stroe et al. (2017), we estimate the statistical properties of C II], C III] and C IV emitters for the first time. By studying lower redshift emitters, C II] at $z \sim 0.68$, C III] at $z \sim 1.05$ and C IV at $z \sim 1.53$, we can obtain accurate photometric redshifts to distinguish from Ly α emitters and study their properties in greater details than possible at high redshift. Our results are as follows:

(i) The C III] LF is well by either a Schechter or a power law (Fig. 3), consistent with a mixed population of SF at fainter fluxes and AGN at brighter fluxes in line with properties of individual sources from Stroe et al. (2017). The C III] line emission is on average weaker than H α and Ly α, with a cosmic average line ratio of $\sim 0.015$ and 0.1, respectively.

(ii) The C III] LF is well described by a Schechter function with parameters $\log \phi^* = -3.60 \pm 0.12$ and $\log L^* = 41.95 \pm 0.06$, when the faint end slope is fixed to $\alpha = -1.75$ (Fig. 4). While tracing a similar population of SF galaxies, C III] emitters at $z \sim 1.05$ are relatively rare compared to typical Ly α and H α emitting sources. While, the average line ratio of C III] to H α is 0.05, the ratio to Ly α is about 0.25. Our results indicate that all bright UV selected galaxies as well as bright quasars will have C III] emission ($M_{\text{UV}} < -22$, Fig. 6).

(iii) By contrast, the C IV LF is best described by a single, quasar-like power law (Fig. 5). As revealed by our data, C IV is produced in only a small fraction of UV selected, H α and Ly α SF galaxies, but is pervasive in quasars (Figs 5 and 7). As expected from simulations, the cosmic average ratio of C IV to Ly α is relatively large (0.1–1), with the highest ratios for the most luminous sources.

To conclude, a consistent picture about the nature and powering source of C II], C III] and C IV emission is emerging from the individual properties unveiled in Stroe et al. (2017) and the statistical behaviour studied here. As shown in Stroe et al. (2017), C III] emitters at $z \sim 0.68$ have morphologies and colours consistent with SF at lower luminosities, while bright sources X-ray detections reveal relatively active central black holes. The statistical properties of the sample, including the shape of the LF and the ratios to lines such as H α and Ly α, confirm the scenario of a mixed population. At $z \sim 1.05$, C III] emitters have optical morphologies and colours characteristic of either isolated or interacting SF galaxies Stroe et al. (2017). In many cases, the peak of the line emission is offset from the main UV region, which can explain the large EWs these emitters have. Interactions could for example be responsible for triggering C III] emission away from the main stellar disc. In this work, we find that indeed C III] emitters have a luminosity distribution consistent with a SF origin and they probably trace a similar population with H α emission. However, C III] has a relatively low ratio to H α. Through their relatively flat, power-law luminosity density distributions, point-like optical morphologies, blue colours, steep UV slopes and strong X-ray detections indicative of high black hole accretion, C IV emitters at $z \sim 1.53$ in our sample are quasars almost in entirety.

Our statistical study indicates that, while C II], C III] and C IV are indeed not uncommon occurrences at $z \sim 0.7–1.5$, they are much rarer than Ly α or H α emitters for a fixed flux limit. C III] and C IV lines might prove to be a suitable avenue for spectroscopic confirmation of the highest redshift galaxies only if Ly α is heavily attenuated and less than 1 per cent escapes within the slit aperture. Other concerns are raised regarding the population traced by C III] and C IV. While a C III] selected sample might trace a part of the SF population, C IV will most likely be biased towards quasars. Unless the properties of C III] emitters evolve strongly with redshift, our prospects for C III] and C IV detections of typical SF galaxies at the highest redshifts are less optimistic compared to the small number statistics studies performed through lensed sources at $z \sim 7$ by Stark et al. (2015a) and simulations by Shimizu et al. (2016).
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Table A1. The interpolated H\(\alpha\) and observed Ly\(\alpha\) Schechter LF parameters at the redshifts of the C\[\]n, C\[\]m and C\[\]iv emitters. We used the results from Sobral et al. (2013) and Stroe & Sobral (2015) for H\(\alpha\) and a range of papers for Ly\(\alpha\) (Ouchi et al. 2008; Cowie et al. 2010; Barger et al. 2012; Konno et al. 2016; Sobral et al. 2017).

\[
\begin{array}{ccc}
 z & \alpha & \log \phi^* \\
 & & (\text{Mpc}^{-3}) \\
 0.68 & -1.54 & -2.56 \\
 1.05 & -1.60 & -2.52 \\
 1.53 & -1.60 & -2.62 \\
 \end{array}
\]

Interpolated H\(\alpha\)

\[
\begin{array}{ccc}
 z & \alpha & \log L^* \\
 & & (\text{erg s}^{-1}) \\
 0.68 & -1.80 & 42.11 \\
 1.05 & -1.79 & 42.30 \\
 1.53 & -1.78 & 42.42 \\
 \end{array}
\]

Interpolated Ly\(\alpha\)

APPENDIX B: NUMBER DENSITIES AND NUMBER OF SOURCES FOR THE LF FITS

Table B1. The number densities in each bin for the C\[\]n, C\[\]m and C\[\]iv UV magnitude LFs. We also list the number of sources in each bin, which we correct for incompleteness and including fractions added for the sources with uncertain nature. The data points can be also visualized in Figs 6 and 7.

\[
\begin{array}{ccc}
 M_{\text{UV}} & \log \phi & N_{\text{sources}} \\
 & & \\
 \text{C\[\]n} & & \\
 41.21 & -3.61^{+0.12}_{-0.18} & 9 \\
 41.60 & -4.06^{+0.15}_{-0.23} & 6 \\
 41.99 & -4.25^{+0.17}_{-0.30} & 4 \\
 42.38 & -4.72^{+0.28}_{-1.13} & 1 \\
 42.77 & -5.17^{+0.42}_{-\text{inf}} & 1 \\
 \text{C\[\]m} & & \\
 41.52 & -3.08^{+0.14}_{-0.20} & 8 \\
 41.91 & -3.59^{+0.08}_{-0.09} & 30 \\
 42.30 & -4.61^{+0.20}_{-0.40} & 3 \\
 42.69 & -5.94^{+0.62}_{-\text{inf}} & 1 \\
 \text{C\[\]iv} & & \\
 42.20 & -4.3^{+0.14}_{-0.20} & 7 \\
 42.58 & -4.46^{+0.14}_{-0.21} & 7 \\
 42.96 & -4.54^{+0.15}_{-0.24} & 6 \\
 43.34 & -4.76^{+0.21}_{-0.41} & 4 \\
 43.72 & -4.83^{+0.22}_{-0.45} & 3 \\
 \end{array}
\]

Table B2. The number densities in each bin for the C\[\]n and C\[\]iv UV magnitude LFs. We also list the number of sources in each bin, which we correct for incompleteness and source fractions added for the sources with uncertain nature. The data points can be also visualized in Figs 6 and 7.

\[
\begin{array}{ccc}
 M_{\text{UV}} & \log \phi & N_{\text{sources}} \\
 & & \\
 \text{C\[\]m} & & \\
 -22.4 & -5.63^{+0.28}_{-1.10} & 1 \\
 -20.9 & -5.35^{+0.22}_{-0.49} & 2 \\
 -19.4 & -4.48^{+0.10}_{-0.13} & 17 \\
 -17.9 & -4.25^{+0.08}_{-0.10} & 28 \\
 \text{C\[\]iv} & & \\
 -24.0 & -5.55^{+0.22}_{-0.48} & 2 \\
 -22.5 & -5.10^{+0.15}_{-0.22} & 6 \\
 -21.0 & -5.03^{+0.14}_{-0.20} & 7 \\
 -19.5 & -5.11^{+0.15}_{-0.23} & 6 \\
 -18.0 & -5.23^{+0.17}_{-0.29} & 5 \\
 \end{array}
\]