Assessment of Arrow-of-Time Metrics for the Characterization of Underwater Explosions
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Abstract: Anthropogenic impulsive sound sources with high intensity are a threat to marine life and it is crucial to keep them under control to preserve the biodiversity of marine ecosystems. Underwater explosions are one of the representatives of these impulsive sound sources, and existing detection techniques are generally based on monitoring the pressure level as well as some frequency-related features. In this paper, we propose a complementary approach to the underwater explosion detection problem through assessing the arrow of time. The arrow of time of the pressure waves coming from underwater explosions conveys information about the complex characteristics of the nonlinear physical processes taking place as a consequence of the explosion to some extent. We present a thorough review of the characterization of arrows of time in time-series, and then provide specific details regarding their applications in passive acoustic monitoring. Visibility graph-based metrics, specifically the direct horizontal visibility graph of the instantaneous phase, have the best performance when assessing the arrow of time in real explosions compared to similar acoustic events of different kinds. The proposed technique has been validated in both simulations and real underwater explosions.
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1. Introduction

Underwater explosions (UNDEX) are one of the loudest sounds that can be heard in the ocean and can disrupt everything from tiny plankton to blue whales [1,2]. These sounds are a direct hazard to marine life and the environment, not only causing confusion but also shock waves that can produce permanent damage in the internal organs of many species [3]. For this reason, UNDEX are strongly regulated. In the European Union (EU), for instance, the Marine Strategy Framework Directive (MSFD) was adopted in 2008 and revised in 2017 in the descriptor D11C1 to regulate the spatial distribution, temporal extent, and levels of anthropogenic impulsive sound sources (which includes UNDEX) [4]. This regulation defines maximum threshold levels for the different kinds of impulsive sound, above which the sound must be reported to the corresponding authorities and included in a national register. Mitigation activities must also be implemented if needed. Examples of controlled uses of UNDEX include deepening of harbors and channels, excavation of trenches for installing oil and gas pipelines and communication cables, demolition work or removal of offshore structures, and excavation for foundations (civil engineering) [5].

Even though the use of UNDEX for fishing (also known as blast fishing) is illegal and has almost been eradicated, it is still seen in some areas in the world [6]. This is a highly
destructive method that destroys habitats (coral reefs in most cases), resulting in a drastic reduction in catches and affecting food security.

All of these activities produce characteristic acoustic events that can be automatically detected [7,8] and employed to devise law enforcement tools and control mechanisms. It would be desirable to develop UNDEX detection procedures that do not just rely on the reported data. They should also rely on a more active approach based on passive acoustic monitoring of the UNDEX events. There are different passive acoustic monitoring technologies and systems designed to characterize anthropogenic sound, and all of them can be used to automatically detect UNDEX events. Detection algorithms can be used in single-sensor monitoring devices, such as the one presented in [9], to alert of the presence of an UNDEX by means of surface buoys and surface telemetry. However, with the use of multiple vector sensors, UNDEX localization can be done even at distances up to sixteen thousand kilometers [10]. Recently, some authors have employed a compact array of acoustic vector sensors (1.25 m × 1.25 m) to locate sounds around 1 kHz [11]. Compact arrays of sensors provide a system that is easy to deploy, which in many situations gives sufficient localization accuracy. Surveillance vehicles such as remotely operated vehicles (ROVs) [12] or gliders [13] can also integrate UNDEX detection algorithms to perform mobile acoustic measurements in the immediate vicinity of a surveillance area.

The use of signal processing algorithms for the detection of UNDEX events might seem to be an easy task due to the high sound pressure levels that these events may reach. However, there are some practical problems that make simple detection algorithms cause problems and produce a large number of false positives [14]. There are some desirable characteristics that a robust UNDEX detector should have:

1. Pressure-level independent detection. This is necessary to be able to deal with the large dynamic range of these acoustic events. Possible situations may range from clipping in high intensity or very close-range UNDEX to low signal-to-noise ratios in the case of low intensity or detonations happening far away from the acoustic recorder.

2. Robust detection in the presence of non-UNDEX close-range sounds: The detector should be able to distinguish real UNDEX from other similar-duration transients or low-intensity sounds happening close to the acoustic recorder (non-UNDEX). In many cases, these acoustic events are close-range sounds such as nearby alpheid shrimps. In addition, signals with significant energy are generated when the hydrophone is physically impacted, which could be caused by grazing fish, for example [14].

Traditional machine-learning techniques for UNDEX detection found in the literature are based on obtaining the energy, duration [10,15], and some frequency-related parameters in order to obtain an acoustic signature [7]. Although these techniques provide fairly good detection percentages, they fail to detect UNDEX events in the two situations previously described. In this work we try to address the problem from a different perspective. We explore the arrow of time, a concept first introduced by Sir Arthur Eddington [16], to assess the feasibility of using arrow of time metrics in the characterization of UNDEX events. It must be noted that UNDEX are highly asymmetrical physical processes and therefore the thermodynamic arrow of time is high [17]. Even though the arrow of time has given good results in the characterization of economic series and the determination of the the playback direction of videos [18], and also in the characterization of electrocardiograms (ECG) [19], it has never been applied in the characterization of underwater acoustic events.

The rest of this work is structured as follows. In Section 2, we summarize the physics behind UNDEX and explain why the arrow of time metrics might help in the creation of robust UNDEX detectors. Later, in Section 3, we formally introduce the arrow of time as well as the different techniques that can be used when assessing it. We also give details on how these techniques can be employed in passive acoustic monitoring in general and in UNDEX events specifically. Then, in Section 4, we test the behavior of the different arrow of time metrics using simulated signals. We test them for different signal-to-noise ratios in the presence of clipping. In Section 5, we present a real application to assess the arrow of
2. General Description of an UNDEX

The underwater detonation of an explosive charge can best be described as an exothermic chemical reaction that is self-sustaining after initiation [20]. It is a complex phenomenon, involving many aspects that need to be addressed in order to fully understand the development and propagation of the acoustic pressure wave through the fluid. In a simple approach, we can decompose the pressure wave into a primary shock wave due to the detonation itself followed by a series of bubble pulses (see the bottom left rectangular inset of Figure 1). The shock pulse has a rapid rise time and exponential decay, whereas the bubble pulses have an oscillating behavior due to expansion and contraction during the vertical migration of the highly pressurized gas bubble. Some low explosives, such as black powder, do not generate an instantaneous pressure rise or shock wave [21]. However, as a result of the gas bubble, successive bubble pulses and oscillations appear in both low-detonation and high-detonation explosives.

Some parameters of this oscillation convey information about the explosive yield. As an example, if the explosion is far from both the water surface and the bottom, (1) approximates the first bubble oscillation period ($T_1$) in seconds [22,23],

$$T_1 = K \frac{W^{1/3}}{(Z + 10)^{5/6}}$$

where $W$ is the explosive yield in kilograms, $Z$ is its depth in meters, and $K = 2.11$ for TNT.

All pressure waves generated at the explosive source propagate through the media to the observation point where the acoustic recorder is placed. The main contributions that need to be taken into account depend on the bathymetry, sound speed profile, and seabed geoaoustics. Some of the multipath contributions to be taken into account are the direct wave, the surface-reflected wave, the bottom reflected wave, and the bottom transmitted wave (the wave transmitted through the bottom materials and transmitted back into the water). Figure 1 represents a simplistic modeling approach for the process under constant speed of sound through the water column.

![Figure 1](image_url)

**Figure 1.** Main wave reflections produced by an UNDEX event received by a passive acoustic recorder moored at the bottom of the sea under constant speed of sound assumption.

The smooth sea surface is a strong reflector of acoustic energy at nearly all frequencies. The reflection coefficient is close to $-1$, indicating that a 180-degree phase reversal occurs upon reflection.

The sea bottom, or seafloor, is a reflector of acoustic energy. However, in principle, the impedance contrast between water and bottom materials is smaller than in the water/air interface, although this depends on the type of sediment/bottom considered. Consequently,
a large fraction of acoustic energy that impacts the seafloor will be transmitted into the bottom where it may reflect from sub-bottom layers.

When the charge is detonated very close to the sea surface, the reverse-polarity surface reflected signals can cancel out the direct path signal. In this scenario, the two main propagation paths are nearly identical in length, and, consequently, the two signals can arrive nearly simultaneously. Similarly, if the charge is detonated close to the sea floor, the two signals may partially overlap, causing constructive interference. The received signal strength is therefore a function of angle, frequency, and source depth.

As a result, an UNDEX produces a high pressure disturbance that propagates, producing a highly complex and disordered motion of water. As the disturbance moves away from the point of explosion the rate of entropy increase becomes slower [24]. The main hypothesis of this work is that (although weakly) the pressure waves reaching the underwater acoustic recorder might convey part of its complexity. Following the works by [24,25], we suggest that the arrow of time is an indirect method of measuring the complexity. As a result, we can use arrow of time measures as an indicator for the presence of UNDEX. It is important to highlight that UNDEX are not the only complex non-linear and dissipative events that have a strong arrow of time. For instance, seismic and underwater volcanic activity also have a strong arrow of time and thus arrow-of-time metrics should not be used as a standalone UNDEX detector.

3. Arrow of Time: Definition and Application Methods

The arrow of time is the “one-way direction” or “asymmetry” of time. The dynamics of many natural phenomena are traditionally modeled as if they had time reversibility, meaning that the statistical properties are identical when examined forwards and backwards in time [26]. However, this time symmetry is not always true and, in the real world, there are many examples of irreversible processes; e.g., financial time series, chaotic dissipative processes, nonlinear stochastic processes, and processes with memory operating away from thermodynamic equilibrium [27].

Many authors have studied the idea of time reversibility and have addressed its applicability to temporal series from different perspectives. Some of the most representative are the following: extracting a given feature that is related to the time-reversal asymmetry (e.g., the skewness of the slope distribution) and testing it against surrogates [28]; using a linear [29] or a non-linear predictor [26] to evaluate the statistical properties of the prediction error when examined both forwards and backwards in time; or performing a time series symbolization and subsequently analyzing the symbolized series using compression algorithms both forwards and backwards in time [30]. Recently, deep learning techniques have been proposed to capture the arrow of time in a Markov (decision) process [31].

Some of these approaches are not very appropriate when measuring the arrow of time in UNDEX events. For example, typical symbolization is local and requires some a priori knowledge about the timescale to be used in the temporal series. This information might not generally be available for UNDEX events because it depends on many unknown variables (explosive yield, distance of the detonation to the detector, propagation channel, etc.). Some other techniques such as testing against surrogates or deep learning techniques may be computationally intensive and may not be useful for real-time detectors. Additionally, it is important to stress that underwater acoustic events are usually non-stationary, which is a drawback when trying to evaluate the arrow of time. In fact, according to the original definition, non-stationary time series are infinitely irreversible, so the quantification of how irreversible a non-stationary time series is is an ill-defined problem that has not yet been satisfactorily solved [27]. Here, we will circumvent this problem with a careful selection of techniques that have proven to be able to quantify different degrees of irreversibility in both stationary and non-stationary processes.

Let \( x(n), 0 < n < N - 1 \) be a length \( N \) sequence obtained by sampling an underwater acoustic event with a sampling frequency \( f_s = 1/T_s \). Different techniques for assessing the arrow of time of the acoustic event \( x(n) \) are presented below.
3.1. Time-Reversal Asymmetry of Acoustic Events

A simple statistic to assess the arrow of time is the time-reversibility metric ($T_{REV}$), which is the mean of the slopes taken to the third power normalized by the standard deviation to the third power ($\hat{\sigma}^3$) [32]. This metric is computed for a fragment of $N_0$ samples ($N_0 < N$) as described in (2),

$$T_{REV} = \frac{1}{\hat{\sigma}^3 \cdot (N_0 - \tau)} \sum_{n=\tau}^{N_0-1} \left( \frac{x(n) - x(n - \tau)}{\tau \cdot T_s} \right)^3,$$

where $\tau$ is an integer value that is empirically determined to make the slope estimation less sensitive to noise. It is important to highlight that in the presence of clipping, which is something that can happen in UNDEX to a greater or lesser extent, the slope distribution is altered with a larger number of zero-slope intervals (the clipped regions). In order to make $T_{REV}$ less sensitive to clipping, the selection of the signal fragment $N_0$ is crucial. In the case of UNDEX events, the early shock waves arriving at the recorder are the primary shock waves resulting from the detonation itself; therefore, $N_0$ should be set to this region (of the order of $T_1$ from (1)). However, as we have stated, some of these samples may be clipped and, as a result, a sliding window of length $N_0$ is proposed to obtain the mean $T_{REV}$ in the first instants of the registered UNDEX signal.

The interpretation of the metric can be performed by taking into account that we estimate the skewness of the slope distribution. Assuming a unimodal distribution of the slopes, which is common in acoustic recordings, a negative time-reversal indicates that the negative slope is more frequent than the positive one. The inverse happens for a positive time-reversal. A zero value means that positive and negative slopes are balanced; therefore, no evidence of an arrow of time exists. Although this is true for symmetric distributions, it may not be true for asymmetric ones. We will use the absolute value $|T_{REV}|$ to measure the arrow of time.

3.2. Prediction Residuals of Acoustic Events

A different approach for the arrow-of-time assessment consists of examining the prediction error when the signal is predicted both forwards $x(n) = \{x(0), \cdots, x(N-1)\}$ and backwards $x_i(n) = \{x(N-1), \cdots, x(0)\}$ in time. We used an autoregressive integrated moving average (ARIMA) model as well as a normalized nonlinear gradient descent (NNGD) predictor to analyze the UNDEX time series. Estimation errors were obtained: $e(n)$ for the estimation error of the forward time series $x(n)$; and $e_i(n)$ for the estimation error of the backwards time series $x_i(n)$.

- The ARIMA model: Although some authors propose using a causal autoregressive moving average model (ARMA) [29,33] due to non-stationary behavior, we propose using an ARIMA(p,d,q) model for acoustic events. ARIMA models follow signals that have the stronger trends that UNDEX events have much better than ARMA models. The three components (p,d,q) are, respectively, the AR order, the degree of differencing, and the MA order of the model. If the three components are not properly chosen the model does not fit and the residuals will have a trend. Figure 2 illustrates this.

- The NNGD predictor: The NNGD algorithm [34] has been proven to outperform other adaptive algorithms when predicting nonlinear and non-stationary signals and has been used to forecast one sample ahead into the future of the acoustic events. The prediction error was obtained both forwards and backwards in time.
Figure 2. Example of how ARIMA(10,1,10) achieves better modeling (smaller residuals) than ARMA(10,10) in signals having a trend similar to that of an UNDEX event.

An analysis of the error when using both linear and non-linear predictors was performed by means of the following metrics:

(i) The predictive residuals sign-test metric ($PR_{ST}$): This metric shows the relative frequency for which the absolute magnitude of each forward prediction error $e(n)$ exceeds the reverse prediction error $e_i(n)$.

$$PR_{ST} = P( | e(n) | > | e_i(n) | )$$

$P(\cdot)$ estimates the probability. If the predictions are equally accurate when the time series is examined in the forward direction as when analyzed under time reversal, the value $PR_{ST} = 0.5$. Values of $PR_{ST}$ that are larger or smaller than 0.5 indicate time directionality to some extent. We use $| PR_{ST} - 0.5 |$ as the arrow-of-time metric. The higher the metric the more evident the arrow of time is in the acoustic event.

(ii) The predictive correlation coefficient ($PR_{CC}$): This is the Pearson correlation coefficient, $r_{\hat{x}x}$, between real forward values $x(n)$ and predicted forward values, $\hat{x}(n) = x(n) - e(n)$, as compared with the correlation coefficient, $r_{\hat{x}_i x_i}$, between real backward values $x_i(n)$ and predicted backward values, $\hat{x}_i(n) = x_i(n) - e_i(n)$. The metric is defined by:

$$PR_{CC} = \frac{r_{\hat{x}x}}{r_{\hat{x}_i x_i}}.$$  \hspace{1cm} (4)

The ratio $PR_{CC}$ should be close to 1 when no arrow of time exists. We then use $| PR_{CC} - 1 |$ as the arrow-of-time metric. As before, the higher the metric, the more evident the arrow of time will be.

The combination of the two predictors (ARIMA and NNGD) with the two metrics produces four different ways of assessing the arrow of time: $PR_{ST}^{ARIMA}$, $PR_{CC}^{ARIMA}$, $PR_{ST}^{NNGD}$, and $PR_{CC}^{NNGD}$.

3.3. Visibility Graphs of Acoustic Events

Visibility algorithms are a collection of methods that map series to networks according to specific geometric criteria [35]. In this way, some powerful graph theory tools are used to provide alternative time series characterization. One of these methods, which is used in the present work, is the so-called direct horizontal visibility graph (DHVg). We can create the horizontal visibility graph of $x(n)$ by checking if two samples, $i$ and $j$, are horizontally connected. The criterion to be satisfied is that the two samples, $i$ and $j$, are connected if one can draw a horizontal line joining the two samples that does not intersect any intermediate sample. The geometrical condition is described in (5) and the idea is illustrated in Figure 3.

$$x(i), x(j) > x(n), \forall n \ | \ i < n < j.$$  \hspace{1cm} (5)
As a result, each sample \( n \) has an out-going degree \( k^x_{\text{out}}(n) \) that can be obtained by counting all of the samples to which sample \( n \) is horizontally connected (blue arrows in Figure 3). The out-going degree \( k^x_{\text{out}}(n) \) is related to the number of links with future nodes. Similarly, an in-going degree \( k^x_{\text{in}}(n) \) can be defined that is related to the number of links with past nodes (red arrows in Figure 3). The information stored in the \( k^x_{\text{in}}(n) \) and \( k^x_{\text{out}}(n) \) distribution takes into account the amount of time irreversibility of the associated series. As a first approximation, this can be measured as the distance (in the distribution sense) between the probability density function of \( k^x_{\text{in}}(n) \), named \( P^x_{\text{in}}(k) \), and that of \( k^x_{\text{out}}(n) \), named \( P^x_{\text{out}}(k) \).

![Figure 3. Illustration of the way the horizontal visibility graph is obtained for a time series \( x(n) \) according to the criteria in (5).](image)

In order to enhance the overall results of the DHVg technique when applied to passive acoustic monitoring and detection of UNDEX events, we propose working with the instantaneous phase \( \psi(n) \) estimated by means of the Hilbert transform. The water shock contributions and reflections present in UNDEX events introduce phase shifts in the received signals \( x(n) \), so the instantaneous phase is well suited for the characterization of these shock waves through the DHVg. Some researchers have already demonstrated the importance of the phase for noise robust characterization of acoustic events in both aerial [36] and underwater sound events [37]. Thus, (5) was rewritten as:

\[
\psi(i), \psi(j) > \psi(n), \forall n \mid i < n < j, \tag{6}
\]

where \( \psi(t) = \text{atan} \left[ \frac{\Im \left( \mathcal{H}[x(n)] \right)}{x[n]} \right] \) and \( \Im \) is the imaginary part, and \( \mathcal{H}[\cdot] \) indicates the Hilbert transform. Visibility graph analysis of the instantaneous phase provides the probability functions \( P^\psi_{\text{in}}(k) \) and \( P^\psi_{\text{out}}(k) \). The distance between the in and out degree distributions can be measured by making use of the Kullback–Leiber divergence [35]. We define the VGs Kullback–Leiber Divergence metric \( (\text{VG}_{\text{KLD}}) \) as:

\[
\text{VG}_{\text{KLD}} = D[P^\psi_{\text{in}}(k), P^\psi_{\text{out}}(k)] = \sum_k p^\psi_{\text{out}}(k) \cdot \log \frac{p^\psi_{\text{out}}(k)}{p^\psi_{\text{in}}(k)}, \tag{7}
\]

where \( \log \) is the logarithmic function. When no arrow of time exists, both distributions should be similar and the distance close to 0. Higher distances indicate the presence of an arrow of time.

#### 4. Montecarlo Simulations over Synthetic Signals

Simulations were carried out for a low explosive (like black powder), which does not have an instantaneous pressure rise. As a result, we modeled only the sound pressure wave obtained for a collapsing and rebounding spherical bubble using the Gilmore equation for an initial bubble depth equal to the depth of the UNDEX [38]. In order to provide some
statistical variability to the simulations, a very simple ray-tracing model was used. Our current intent is not to perform a rigorous modeling of the propagation channel, but rather to that take into account the constructive/destructive interferences of the broadband acoustic waves as a result of the UNDEX. For that purpose we used three contributions [20]: direct wave, bottom reflected, and surface reflected (see Figure 1). Details of the ray-tracing simulation were as follows: seabed bottom at 50 m, receiver depth 40 m, source depth randomly distributed in the range 6–50 m, and distance from source to receiver 1.5 km.

For non-UNDEX acoustic events, these sounds have been modeled as a damped oscillation of random frequency \( f_0 \) that is uniformly distributed in the frequency range where most of the energy of UNDEX events is concentrated (100–600 Hz). This particular modeling of the non-UNDEX events given by (8) was chosen empirically after examining close-range misclassified events. In the simulations, the values of \( A = 10 \) and \( \sigma = 17 \) were used to mimic the attenuation in time that is present in UNDEX events.

\[
x(n) = A \cdot e^{-\sigma \cdot n/f_s} \cdot \sin(2 \cdot \pi \cdot f_0 \cdot n/f_s), \quad n \geq 0
\]  

(8)

The same ray-tracing model was used for the non-UNDEX events. Figure 4 illustrates the simulated UNDEX and non-UNDEX events. All of the arrow-of-time metrics described in the previous section were tested in the simulated events for different signal-to-noise ratios (SNRs), both with and without clipping.

Figure 4. Example of simulated non-UNDEX and UNDEX events (although they are very different, distinguishing between them may be challenging when they are severely clipped).

Although events of 1 s duration at \( f_s = 24,000 \text{ Hz} \) were simulated, only a small region at the beginning of each event was used to evaluate the arrow of time with the proposed metrics. It is in this region where most of the energy of the event is located and there should be a stronger indicator of the time asymmetry. The specific details of how many milliseconds were employed for each metric as well as some other settings are given in Table 1.

Figures 5 and 6 show the results when adding different amounts of pink noise to obtain a decreasing SNR from 15 dB to \(-5 \text{ dB}\). In each of the panels and for each of the acoustic events (UNDEX and non-UNDEX), the continuous line represents the median of 500 Monte Carlo runs, whereas the shadow region represents the interquartile range (the difference between the 25th and the 75th percentiles). Vertical axis limits were identically set for the same metric between clipped and unclipped simulations.
Table 1. Setting details used for the different arrow-of-time metrics.

| Arrow-of-Time Metric          | Setting Details                      |
|-------------------------------|--------------------------------------|
| Slope time-reversal           | N = 5000 (208 msec.), N₀ = 2400 (100 msec.), τ = 5. |
| Prediction residuals (ARIMA)  | N = 5000 (208 ms.), ARIMA (12,1,12)  |
| Prediction residuals (LMS)    | N = 5000 (208 ms.), tap size: 10 samples [34] |
| Visibility graphs             | N = 1000 (41 msec.)                  |

Figure 5. Evolution of all the presented metrics in simulated events when the SNR decreases (Y axis in arbitrary units). The results were obtained for 500 Monte Carlo runs and for unclipped acoustic events.

The simulation results show that the sign-test for the ARIMA model (top left panel of Figure 5) is not able to clearly distinguish between UNDEX and non-UNDEX events. However, the correlation coefficient metric was successful at the task (middle left panel). In the case of the NNGD model, the linear non-UNDEX events were not accurately predicted by the non-linear predictor. This makes both the sign-test and the correlation coefficient have inconsistent metrics with a higher value for the UNDEX events than that obtained for the non-UNDEX events (top and middle right panels). The time reversal (bottom left panel) and visibility graph metrics (bottom right panel) also showed some potential for assessing the arrow of time in simulated events, even in low SNR.
When clipping is added for the ARIMA model (Figure 6), the arrow-of-time identification by means of the correlation coefficient metric diminishes due to the fact that linear models cannot accurately predict the clipped acoustic events. In the case of the NNGD, since both UNDEX and non-UNDEX events become nonlinear, the NNGD achieves a better modeling and the obtained sign-test and correlation coefficient metrics agree with what was expected (higher metric values for the UNDEX events than those obtained for non-UNDEX). However, only the correlation showed some potential for distinguishing between the two acoustic events in low SNR. Time reversibility is also affected by the clipping, but it still maintains some capacity to measure the arrow of time. The visibility graph metric (KLD distance of the DHVg) is the metric that was the least sensitive to clipping in simulated signals.

5. Application to Real UNDEX Events

A real situation where UNDEX of low intensity can occur is in the process of tuna harvesting, especially blue fin tuna (BFT). Some BFT farms use a spear gun with a shotgun shell at the end of a long stick (2–3 m) that is propelled from a spear gun with elastic/rubber bands, detonating the shotgun shell upon contact [39]. This guarantees that death occurs as swiftly as possible and prevents the formation and build-up of lactic acid, which decreases the quality of the meat.

It is important to highlight that a shotgun shell has an approximate load of 40–45 grains (2.59–2.9 g). TNT equivalent can be obtained using the relative effectiveness factor (RE factor) of black powder, which is 0.55. The TNT has an RE of 1, so the 2.6–2.9 g are equivalent to 1.4–1.6 g of TNT. Thus, the load of one of these detonations is clearly under
the limit that an underwater detonation must have in order to be included in the EU MSFD impulsive noise register in the category of very low (8 g to 210 g).

An acoustic campaign was performed in the Mediterranean sea in the area of Cartagena (Spain). Recordings were performed with a SAMARUC passive acoustic monitoring device (Universitat Poliècnica de València) [40] with a Cetacean Research hydrophone (C57) and a sampling frequency of 48 kHz. The recorder was deployed at a depth of 50 m, close to a tuna farm where the harvesting was performed using the lupara shotgun technique (see Figure 7).

Figure 7. Cartagena region, showing the tuna farm and the UNDEX sites (red squares) as well as the hydrophone location (green star). The distance from the UNDEX to the hydrophone was approximately 1.2 km.

The recordings started in October 2018 and lasted for a month with a duty cycle of 5 min on/10 min off. Preliminary detection of the acoustic events for the impulsive database creation was performed with a short time average/long time average (STA/LTA) detector, which is a well-known seismic impulsive event detector [41]. Settings for the STA/LTA detector were as follows: the short time-window duration was 1 s; the long time-window duration was 8 s; and the mean power in the short time-window was 10 times larger than that in the long time-window. The output of the STA/LTA detector gave 132 events with a duration of 1 s. An inspection of the database by an expert acoustic technician showed that the database was composed of UNDEX events as well as other impulsive events that, in many cases, resemble UNDEX events. The events were carefully analyzed and classified as UNDEX, non-UNDEX, and UNSURE categories. Many of the events had some degree of clipping, which made the classification of the events difficult. Figure 8 shows an example of two real non-UNDEX and UNDEX events from the recording campaign.

Figure 8. Example of a non-UNDEX event and a real UNDEX event from the database over the duration of the first 0.25 s.
The 132 potential acoustic events were also evaluated with the arrow-of-time metrics proposed in the previous sections. The results are presented in Figure 9. The figure also shows a threshold level (dashed green line) that was obtained so that the detection probability of UNDEX events remains equal to 90% in all of the metrics. With this threshold, we obtained the probability of correct classification (PCC) and the probability of false classification (PFC) of non-UNDEX events. The results are shown in Table 2 where the UNSURE events (yellow bars) were not taken into account for the statistics.

![Figure 9. Assessment of the arrow-of-time metrics in the database of real events (Y axis in arbitrary units). The colors indicate the human expert classification: red corresponds to UNDEX, blue corresponds to non-UNDEX, and yellow corresponds to UNSURE categories. The threshold (dashed green line) was set to obtain a fixed detection of UNDEX events equal to 90%.

The analysis of Table 2 shows that the metrics $PR_{ARIMA}$ and $PR_{NNGD}$ were not able to show any clear arrow-of-time indication. The metrics $PR_{ARIMA}$, $PR_{NNGD}$, and $T_{REV}$ gave a detection probability that was slightly superior to 50%. Although this indicates the presence of a higher arrow of time in UNDEX events compared to non-UNDEX events, this is not enough if these metrics are used in the design of an automatic detector. The metric obtained from the DHVg of the instantaneous phase, the $VG_{KLD}$ metric, was the only one that had a PCC/PFC in a range that might be considered acceptable for automatic classification of
UNDEX/non-UNDEX events. This behavior agrees quite well with what was shown in the simulations, where the $V_{G_{KL}}$ was the metric that was the least influenced by the presence of clipping.

Table 2. Probability of correct and false classifications for a fixed constant UNDEX detection of 90%. Results obtained when applying the metrics to the database containing UNDEX and non-UNDEX (UNDEX) events.

|                | $P_{FC_{UNDEX}}$ | $P_{CC_{UNDEX}}$ | $P_{FC_{UNDEX}}$ | $P_{CC_{UNDEX}}$ |
|----------------|------------------|------------------|------------------|------------------|
| $P_{ARIMA}$    | 89%              | 11%              | 89%              | 11%              |
| $P_{ARIMA}$    | 42%              | 57%              | 42%              | 57%              |
| $P_{NGD}$      | 47%              | 53%              | 47%              | 53%              |
| $P_{NGD}$      | 10%              | 90%              | 10%              | 90%              |
| $P_{CC}$       | 89%              | 11%              | 89%              | 11%              |
| $P_{REV}$      | 47%              | 53%              | 47%              | 53%              |
| $V_{G_{KL}}$    | 21%              | 79%              | 21%              | 79%              |

6. Conclusions

In this paper, we have presented a rigorous study of the different techniques for assessing the arrow of time and their application to underwater acoustic events in general and to UNDEX events specifically. We have shown through simulations and real signal analysis that the pressure waves resulting from UNDEX carry some features (complexity) that indicate the nonlinear and dissipative process originating from them. These features can be assessed using different arrow-of-time metrics and can be used for the characterization of UNDEX events as well as for distinguishing them from similar impulsive non-UNDEX events. Furthermore, in this paper, we have proposed a new metric that is based on evaluation by means of the direct horizontal visibility graphs of the instantaneous phase. This new metric obtained good results, surpassing all other arrow-of-time metrics that are traditionally used, even when dealing with clipped events. Overall, the arrow-of-time assessment of real underwater acoustic events has produced promising results and provided a classification that was very similar to that obtained by an expert analyst. However, the detection percentages were not as high as the ones obtained with simulated signals. A feasible explanation for this might be based on the fact that a realistic channel model was not adopted and that evidence of the arrow of time diminishes in long-range detonations due to frequency-selective attenuation and noise. Therefore, in order to develop surveillance systems and automatic UNDEX detectors, we consider that the arrow-of-time metric proposed here should be combined with machine learning and time-frequency features. Future research on this topic that should be addressed includes the following: studying how to combine arrow-of-time metrics with traditional ones, performing more real UNDEX measures at different ranges and with different explosive types; and performing simulations with realistic broadband acoustic propagation models (both in shallow waters and deep water channels). Even though the use of arrow-of-time metrics might be limited to UNDEX that occur close to the receiver, some of the obtained results could be be valuable in designing detectors for situations when a large amount of energy is released, such as tsunami waves from submarine earthquakes.

Author Contributions: Conceptualization, R.M.; methodology, R.M.; software, R.M., G.L. and A.C.; validation, R.M.; formal analysis, R.M.; investigation, G.L. and M.B.-C.; resources, G.L. and M.B.-C.; data curation, R.M.; writing—original draft preparation, R.M.; writing—review and editing, R.M., G.L., A.C. and M.B.-C.; project administration, R.M.; funding acquisition, R.M. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Autoridad Portuaria de Cartagena (APC) as well as by the European Commission-DG ENV (grant agreement 11.0661/2016/748066/SUB/ENV/C2).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.
Data Availability Statement: The data presented in this study are available on request from the corresponding author and on his personal website.

Acknowledgments: We would like to thank all of the researchers from FGUA (UAH), the Oceanogràfic (Valencia), and the crews of the ships who participated in the deployment and recovery of the acoustic campaign. We also acknowledge financial support from the Spanish Ministry of Science and Innovation through Grant “Juan de la Cierva-Formación” (FJCyL2019-040453-I).

Conflicts of Interest: The authors declare no conflicts of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.

References

1. Kunc, H.P.; McLaughlin, K.E.; Schmidt, R. Aquatic noise pollution: Implications for individuals, populations, and ecosystems. *Proc. R. Soc. B* **2016**, *283*, 1–8. [CrossRef]
2. de Soto, N.A.; Delorme, N.; Atkins, J.; Howard, S.; Williams, J.; Johnson, M. Anthropogenic noise causes body malformations and delays development in marine larvae. *Sci. Rep.* **2013**, *3*, 1–5. [CrossRef]
3. Ketten, D.R.; Lien, J.; Todd, S. Blast injury in humpback whale ears: Evidence and implications. *J. Acoust. Soc. Am.* **1993**, *94*, 496–507. [CrossRef]
4. Dekeling, R.P.A.; Tasker, M.L.; Van der Graaf, A.J.; Ainslie, M.A.; Andersson, M.H.; Andre, M.; Borsani, J.F.; Brensing, K.; Castellote, M.; Cronin, D.; et al. Monitoring Guidance for Underwater Noise in European Seas: A Guidance Document within the Common Implementation Strategy for the Marine Strategy Framework Directive; Part I; Publications Office: Luxembourg, 2014.
5. Continental Shelf Associates, I. *Explosive Removal of Offshore Structures-Information Synthesis Report*; Technical Report; Gulf of Mexico OCS Region: New Orleans, LA, USA, 2004.
6. Talma, J.; Kotze, J.; Markovina, M.; Snijman, P. A Multi-Agency Task Team Working Together to End Destructive Blast Fishing; FAO/IOC: Rome Italy, 2014; pp. 1–3.
7. Showen, R.; Dunson, C.; Woodman, G.; Christopher, S.; Lim, T.; Wilson, S. Locating fish bomb blasts in real-time using a networked acoustic system. *Mar. Pollut. Bull.* **2018**, *132*, 147–154. [CrossRef]
8. Yang, H.; Choo, K.L.Y.; Kim, K. Underwater Acoustic Research Trends with Machine Learning: General Background. *J. Ocean Eng. Technol.* **2020**, *34*, 147–154. [CrossRef]
9. Haxel, J.; Turpin, A.; Matsumoto, H.; Klink, H.; Hellin, D.; Henkel, S. A Portable, Real-Time Passive Acoustic System and Autonomous Hydrophone Array for Noise Monitoring of Offshore Wave Energy Projects. In Proceedings of the 4th Annual Marine Energy Technology Symposium (METS), Washington, DC, USA, 25–27 April 2016; pp. 1–5.
10. Prior, M.K.; Meless, O.; Bittner, P.; Sugioka, H. Long-Range Detection and Location of Shallow Underwater Explosions Using Deep-Sound-Channel Hydrophones. *IEEE J. Ocean. Eng.* **2011**, *36*, 703–715. [CrossRef]
11. Raghukumar, K.; Chang, G.; Spada, F.; Jones, C. A Vector Sensor-Based Acoustic Characterization System for Marine Renewable Energy. *J. Mar. Sci. Eng.* **2020**, *8*, 187. [CrossRef]
12. Joslin, J.; Celkis, E.; Roper, C.; Stewart, A.; Polayge, B. Development of an Adaptable Monitoring Package for marine renewable energy. In Proceedings of the 2013 OCEANS-San Diego, San Diego, CA, USA, 23–27 September 2013; pp. 1–10. [CrossRef]
13. Chandrayadula, T.K.; Chris, W.M.; John, J. *Monterey Bay Ambient Noise Profiles Using Underwater Gliders*; ASA: Melville, NY, USA, 2013; Volume 19.
14. Woodman, G.H.; Wilson, S.C.; Li, V.Y.; Renneberg, R. Acoustic characteristics of fish bombing: Potential to develop an automated blast detector. *Mar. Pollut. Bull.* **2003**, *46*, 99–106. [CrossRef]
15. Woodman, G.H.; Wilson, S.C.; Li, V.Y.; Renneberg, R. A direction-sensitive underwater blast detector and its application for managing blast fishing. *Mar. Pollut. Bull.* **2004**, *49*, 964–973. [CrossRef]
16. Eddington, A. *The Nature of the Physical World: Gifford Lectures*, 1st ed.; Cambridge University Press: Cambridge, UK, 1927.
17. Price, H. Time’s Arrow and Eddington’s Challenge. *Time. Prog. Math. Phys.* **2013**, *63*, 187–215. [CrossRef]
18. Bauer, S.; Schölkopf, B.; Peters, J. The Arrow of Time in Multivariate Time Series. *arXiv* **2016**, arXiv:1603.00784.
19. Li, D.; Lin, J.; Bissyandé, T.; Klein, J.; Traon, Y.L. Extracting Statistical Graph Features for Accurate and Efficient Time Series Classification. In Proceedings of the 21st International Conference on Extending Database Technology, Vienna, Austria, 26–29 March 2018; Type: Dataset.
20. Costanzo, F. Underwater Explosion Phenomena and Shock Physics. In *Structural Dynamics*; Proulx, T., Ed.; Springer: New York, NY, USA, 2011; Volume 3, pp. 917–938.
21. Navy, U.S. Black Powder Blast Effects on the Confederate Submarine Hunley, Information Paper. 2017. Available online: https://www.history.navy.mil/research/underwater-archaeology/sites-and-projects/ship-wrecksites/hl-hunley/black-powder-blast-effects-hunley.html (accessed on 3 January 2012).
22. Prior, M.; Brown, D. Estimation of Depth and Yield of Underwater Explosions From First and Second Bubble-Oscillation Periods. *IEEE J. Ocean. Eng.* **2010**, *35*, 103–112. [CrossRef]
23. Riley, M. Analytical Solutions for Predicting Underwater Explosion Gas Bubble Behaviour. Available online: http://www.dtic.mil/dtic/tr/fulltext/u2/a457051.pdf (accessed on 30 August 2021).
24. Yadav, R.; Agarwal, P.; Sharma, A. On the Entropy Production Due to Explosion in Seawater. Entropy 2005, 7, 134–147. [CrossRef]
25. Mikhailovsky, G.; Levich, A. Entropy, Information and Complexity or Which Aims the Arrow of Time? Entropy 2015, 17, 4863–4890. [CrossRef]
26. Stone, L.; Landan, G.; May, R. Detecting Time’s Arrow: A method for identifying nonlinearity and deterministic chaos in time-series data. Proc. R. Soc. Lond. Ser. B Biol. Sci. 1996, 263, 1509–1513. [CrossRef]
27. Flanagan, R.; Lacasa, L. Irreversibility of financial time series: A graph-theoretical approach. Phys. Lett. A 2016, 380, 1689–1697. [CrossRef]
28. Schreiber, T.; Schmitz, A. Surrogate time series. Phys. D Nonlinear Phenom. 2000, 142, 346–382. [CrossRef]
29. Peters, J.; Janzing, D.; Gretton, A.; Schölkopf, B. Detecting the direction of causal time series. In Proceedings of the 26th Annual International Conference on Machine Learning-ICML ’09, Montreal, QC, Canada, 14–18 June 2009; ACM Press: Montreal, QC, Canada, 2009; pp. 1–8. [CrossRef]
30. Kennel, M. Testing time symmetry in time series using data compression dictionaries. Phys. Rev. E 2004, 69, 056208. [CrossRef] [PubMed]
31. Rahaman, N.; Wolf, S.; Goyal, A.; Remme, R.; Bengio, Y. Learning the Arrow of Time. arXiv 2019, arXiv:1907.01285.
32. Schreiber, T.; Schmitz, A. Testing for nonlinearity in unevenly sampled time series. Phys. Rev. E 1999, 59, 4044–4048.
33. Breidt, F.J.; Davis, R.A. Time-reversibility, identifiability and independence of innovations for stationary time series. J. Time Ser. Anal. 1992, 13, 377–390. [CrossRef]
34. Mandic, D. NNGD algorithm for neural adaptive filters. Electron. Lett. 2000, 36, 845–846. [CrossRef]
35. Lacasa, L.; Nuñez, A.; Roldán, É.; Parrondo, J.M.R.; Luque, B. Time series irreversibility: A visibility graph approach. Eur. Phys. J. B 2012, 85. [CrossRef]
36. Nayak, S.; Shashank, D.B.; Bhati, S.; Bramhendra, K.; Murty, K.S.R. Instantaneous Frequency Features for Noise Robust Speech Recognition. In Proceedings of the 2019 National Conference on Communications (NCC), Bangalore, India, 20–23 February 2019; pp. 1–5. [CrossRef]
37. Liu, J.; Li, X.K.; Ma, T.; Piao, S.C.; Ren, Q.Y. An Improved Hilbert-Huang Transform and its Application in Underwater Acoustic Signal Detection. In Proceedings of the 2009 2nd International Congress on Image and Signal Processing, Tianjin, China, 17–19 October 2009; pp. 1–5. [CrossRef]
38. Gilmore, F. The Growth or Collapse of a Spherical Bubble in a Viscous Compressible Liquid; Report N 26-4; California Institute of Technology: Pasadena, CA, USA, 1952; pp. 1–40.
39. Chrysanthos Mylonas, C.; De la Gándara, F.; Corriero, A.; Belmonte Ríos, A. Atlantic Bluefin Tuna (Thunnus Thynnus) Farming and Fattening in the Mediterranean Sea. Rev. Fish. Sci. 2010, 18, 266–280. [CrossRef]
40. Lara, G.; Bou-Cabo, M.; Esteban, J.; Espinosa, V.; Miralles, R. New Insights into the Design and Application of a Passive Acoustic Monitoring System for the Assessment of the Good Environmental Status in Spanish Marine Waters. Sensors 2020, 20, 1–13. [CrossRef]
41. Allen, R. Automatic phase pickers: Their present use and future prospects. Bull. Seismol. Soc. Am. 1982, 72, 225–242. [CrossRef]