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Abstract. We consider effective preconditioners for solving Laplacians of general weighted graphs. Theoretically, spectral sparsifiers (SSs) provide preconditioners of optimal computational complexity. However, they are not easy to use for real-world applications due to the implementation complications. Multigrid (MG) methods, on the contrary, are computationally efficient but lack of theoretical justifications. To bridge the gap between theory and practice, we adopt ideas of MG and SS methods and proposed preconditioners that can be used in practice with theoretical guarantees. We expand the original graph based on a multilevel structure to obtain an equivalent expanded graph. Although the expanded graph has a low diameter, a favorable property for constructing SSs, it has negatively weighted edges, which is an unfavorable property for the SSs. We design an algorithm to properly eliminate the negatively weighted edges and prove that the resulting expanded graph with positively weighted edges is spectrally equivalent to the expanded graph, thus, the original graph. Due to the low-diameter property of the positively-weighted expanded graph preconditioner (PEGP), existing algorithms for finding SSs can be easily applied. To demonstrate the advantage of working with the PEGP, we propose a type of SS, multilevel sparsifier preconditioner (MSP), that can be constructed in an easy and deterministic manner. We provide some preliminary numerical experiments to verify our theoretical findings and illustrate the practical effectiveness of PEGP and MSP in real-world applications.

Key words. graph Laplacian, preconditioned iterative methods, support theory, low-stretch spanning trees, graph sparsification

MSC codes. 05C50, 05C85, 65F10, 68R10

1. Introduction. Graph Laplacians naturally arise in large-scale computations of various applications. For example, solving systems with weighted graph Laplacians is the core component for solving ranking and user recommendation problems [26, 29, 14]. In [12, 13, 44, 15], similarities of proteins are calculated by solving graph Laplacian systems associated with the protein interaction networks. Furthermore, these similarities are used in clustering and labeling proteins. In addition, the marriage of graph Laplacian with topics such as Convolutional Neural Networks and tensor decomposition has also been a dominating trend [24, 10, 34, 25, 11, 52, 42]. Advanced algorithms that adapt graph Laplacian properties to improve performance are key components in modern methods for image reconstruction, clustering image data-sets, and classification [3, 46, 28, 40].

Two major approaches to solve a linear system of equations are direct and iterative (indirect) methods. Direct methods are variants of Gaussian Elimination which might become expensive when the graph size gets large. In this case, it is more suitable to consider iterative methods that provide successively better approximations to the solutions. One example is the Conjugate Gradient (CG) method. However, the convergence of the iterative usually depends on the condition number of the linear system. A graph Laplacian matrix, \( L \), is symmetric positive semidefinite (has span\{1\} as its nullspace), and its condition number \( \kappa(L) \) is defined as the ratio between the largest eigenvalue of \( L \) and the smallest non-zero eigenvalue of \( L \). In practice, \( \kappa(L) \) could be huge, especially for large-scale graphs, therefore it is difficult to solve the
graph Laplacian systems \( Lx = b \) using standard iterative methods, such as CG.

To accelerate the iterative methods, one can use preconditioning. A good preconditioner for a matrix \( L \) is a matrix \( R \) that makes solving the following systems of linear equations in \( RL \) easy.

\[
RLx = Rb,
\]

where \( R \in \mathbb{R}^{n \times n} \) is noted as the preconditioner of \( L \). (Note that we use the notation \( R \) for preconditioner instead of the more frequently used \( R^{-1} \), since we do not assume \( R \) is invertible.)

More specifically, we want to choose an \( R \) that approximates the Moore-Penrose pseudoinverse, \( L^\dagger \), of \( L \). When \( R \approx L^\dagger \), we have \( \kappa(RL) \approx \kappa(L^\dagger L) \approx \kappa(I) \ll \kappa(L) \). It is clear that finding suitable \( R \)'s that are also inexpensive to compute is the key challenge for designing efficient preconditioned iterative methods. Based on the support theory [55], Gremban et al. introduced the support-tree preconditioners in 1995 [4], and this idea of using spanning trees to approximate the original graph became popular in the computer science field. For the last decades, researchers have developed preconditioners using spanning trees and sparsifiers [5, 6, 7, 54, 18, 1, 36, 2, 32]. The best-performing support-tree preconditioners out of these are sparsifiers built from low-stretch spanning trees that can achieve nearly \( O(m \log n) \) time for strictly diagonally dominant linear systems. Despite the theoretical success of those preconditioners, their implementations are still behind because finding low-stretch spanning trees for general graphs is complicated. Those spectral equivalent sparsifiers are usually constructed by randomly adding edges to the low-stretch spanning tree. Therefore, without an efficient implementation of the low-stretch spanning tree algorithm, it remains difficult to use those preconditioners for practical applications.

As another important family of preconditioners, the algebraic multigrid (AMG) algorithms are frequently applied to solve linear graph Laplacian systems in practice. The standard AMG method was proposed to solve partial differential equations (PDEs) and mainly involves two parts: smoothing the high-frequency errors on the fine levels and eliminating the low-frequency errors on the coarse grids [58, 56, 50, 8, 48, 49]. AMG is proven to be one of the most successful iterative methods in practical applications and many AMG methods have been developed to solving graph Laplacian systems, such as combinatorial multigrid [38], Lean AMG [45], Algebraic multilevel preconditioners based on matchings/aggregations [33, 47, 9], and AMG with adaptive aggregation schemes [16, 27]. While multilevel methods work robustly, are deterministic, and are widely used in practice, they lack theoretical guarantees for general graphs.

In this paper, we propose new preconditioners that combine the pros of support-tree and AMG preconditioners while avoiding their cons. It is noted by researcher that finding a low-stretch spanning tree on low diameter graphs is relatively easy [4, 18, 37]. Inspired on this point, we aim to construct a spectrally equivalent graph to any given general graph, which has lower diameter so that finding low-stretch trees/sparsifiers is feasible in practice. MG methods become our motivation for such construction. As described in [23], MG method can be viewed as a standard iterative preconditioner for solving a linear system with multilevel expanded structure. We adopt this idea and construct a multilevel expanded graph from the original graph. More precisely, we take the following two steps to build a low diameter, positive-weighted expanded graph, which is easier to construct and feasible for theoretical analysis using existing support tree theory, compared to the original system:
• Step 1: We expand the original graph $G$ using AMG construction to the expanded graph $\tilde{G}^\mu$. The multilevel structure of expanded graph $\tilde{G}^\mu$ guarantees that it is of low diameter.

• Step 2: Since Step 1 introduces negative edges into the expanded graph, we extract the only positive subgraph $\tilde{H}^\mu$ out of $\tilde{G}^\mu$. The resulting positive-weighted expanded graph preconditioner (PEGP) $\tilde{H}^\mu$ has only positive weights, small diameter, and multilevel structure, which makes applying any spanning trees/sparsifiers finding algorithms easy. We define those spanning sparsifiers as multilevel sparsifier preconditioner (MSP) and include one deterministic method to extract a tree-structured, low-stretch sparsifier on $\tilde{H}^\mu$ as an illustrative example.

The paper is organized as follows: section 2 includes preliminaries and notations for graph and aggregation. Using these building blocks, we first extend the original graph $G$ into a multilevel expanded graph $\tilde{G}^\mu$ with the original graph on its fine level in Section 3.1. Due to the multilevel structure of $\tilde{G}^\mu$, the diameter of the original graph $G$ shrinks. In Section 3.2, we further find the PEGP $\tilde{H}^\mu$ of the expanded graph $\tilde{G}^\mu$ that only contain positive edges. We prove that the graph Laplacian $L_{\tilde{H}^\mu}$ is spectrally equivalent to $L_{\tilde{G}^\mu}$. It is much easier to find spanning trees/subgraphs on $\tilde{H}^\mu$ than on $G$, so we introduced a spanning tree/sparsifier MSP in Section 3.3. Numerical results are included in Section 4 to test the robustness of the proposed preconditioners.

2. Preliminaries. This section includes notations and preliminaries of graph and aggregation that are useful for defining the expanded graph, the PEGP, and the MSP.

2.1. Graph. Consider a simply connected graph $G = (E, V, \omega)$, where $E$ is the edge set, $V$ is the node set, and $\omega$ is the edge weight set. Here, $|V| = n$ and $|E| = m$ denote the number of nodes and edges in graph $G$, respectively. $E^+(G)$ and $E^-(G)$ denote positive and negative edge set in $G$, respectively.

$L_G$ represents the graph Laplacian that corresponds to $G$. Note that, $L_G = B^T W B$. Here, $B^T \in \mathbb{R}^{n \times m}$ is the incidence matrix and $W \in \mathbb{R}^{m \times m}$ is the diagonal weight matrix of graph $G$. When $\omega$ only contains positive elements, we are able to write $W = W_{1/2}^T W_{1/2}$, where $W_{1/2} \in \mathbb{R}^{m \times m}$ is the diagonal matrix with square-root of the edge weights.

Using graph $G$, in this work, we build the expanded graph $\tilde{G}^\mu = (\tilde{E}, \tilde{V}, \tilde{\omega}(\mu))$ based on a aggregation-based multigrid structure similar to [22]. $\tilde{n}$ is the number of nodes in the expanded graph $\tilde{G}^\mu$ and $\mu$ is a weight parameter we set to control the condition number of the preconditioned graph Laplacian system. The detailed construction of the expanded graph is illustrated in Section 3.1.

2.2. Aggregation. We consider the original graph $G$ and carefully choose nodes in $G$ into different aggregations. The aggregates now become nodes in the next level just as the construction of AMG. We then continue to aggregate nodes until the desired level is achieved.

One can observe that there can be infinitely many ways to aggregate nodes on each level, such as aggregations based on heavy edge coarsening [31, 30] and maximal independent set [59], and these methods can all be applied to define multilevel structure. As suggested in the appendix of [14], aggregating two nodes that are connected by a heavy edge is recommended because it minimizes the condition number of $L_{\tilde{G}^\mu}$ in a two-level setting. Follow this idea, we use the maximal weighted matching
MWM) [20] in the numerical implementations in Section 4. MWM visits the vertices in the graph in random order and matches each unaggregated vertex to its neighbor with the maximal edge weight. The following Figure 1 shows an example of MWM algorithm implemented on a graph with anisotropic diffusion.

![Graph Example](image)

**Fig. 1. The maximal weighted matching on an example graph**

In Figure 1, the red circles represent nodes in the same aggregation. We can observe that all the aggregations contain two nodes linked by the heaviest incident edge. If there are leftover nodes after performing the matching scheme, we add each leftover node to the aggregation that has its heaviest neighbor.

Based on these aggregates, we are able to define the prolongation operator. Denote $n_\ell$ as the number of nodes on the $\ell^{th}$ level graph and the prolongation operator $P_{\ell-1}^\ell \in \mathbb{R}^{n_{\ell-1} \times n_\ell}$ from level $\ell - 1$ to level $\ell$ as follow,

\[
P_{\ell-1}^\ell(i, j) = \begin{cases} 
1, & \text{if node } i \text{ is in aggregation } j, \\
0, & \text{otherwise.}
\end{cases}
\]  

Furthermore, the prolongation operator $P^\ell \in \mathbb{R}^{n \times n_\ell}$ from level 1 to level $\ell$ is defined as follows,

\[
P^\ell = P_1^2 \cdot P_2^3 \cdots P_{\ell-1}^\ell.
\]  

With all these components, we can define a composite prolongation operator which incorporates a weight parameter $\mu$ as follows,

\[
\{P(\mu)\}^\ell := \left[ I \quad (-\mu P^2) \quad ((-\mu)^2 P^3) \quad \cdots \quad ((-\mu)^{\ell-1} P^\ell) \right],
\]

where $\{P(\mu)\}^\ell \in \mathbb{R}^{n \times n}$. This composite prolongation operator $\{P(\mu)\}^\ell$ is an essential element in defining $L_{\tilde{G}_\mu}$ as shown in the next section.
3. Building the Positively Weighted Expanded Graph. In this section, we first explain in detail how to construct the multilevel expanded graph $\tilde{G}^\mu$ so that its diameter is relative small but spectrally equivalent to the original graph. In particular, in Section 3.1, we expand the graph from $G$ to $\tilde{G}^\mu$ and justify the legitimacy by showing the equivalence between the linear systems of graph Laplacians $L_G$ and $L_{\tilde{G}^\mu}$. Due to the existence of negative edges in $\tilde{G}^\mu$, we further extract the PEGP $\tilde{H}^\mu$ from $\tilde{G}^\mu$. In Section 3.2, we perform a spectral analysis between the two and show their spectral equivalence when parameter $\mu$ is chosen properly. Due the multilevel structure, the PEGP $\tilde{H}^\mu$ has relatively small diameter which is favorable for finding a good spectral sparsifiers. To demonstrate that, in Section 3.3, we propose a sparsifier, MSP, of $\tilde{H}^\mu$ that has tree-like structure.

3.1. Expanding the Graph. Consider a simply connected graph $G$ and the linear system

$$L_G x = b.$$  

Since $L_G$ is semi-definite and might be ill-conditioned, it is challenging to efficiently solve the linear system either by direct or simple iterative methods. Based on the support tree construction introduced by Gremban [22] and the multilevel structure from the MG method [23], we construct the expanded graph $\tilde{G}^\mu$ such that solving its graph Laplacian $L_{\tilde{G}^\mu}$,

$$L_{\tilde{G}^\mu} \tilde{x} = \tilde{b},$$

is mathematically equivalent to solving (3.1).

We build the graph Laplacian $L_{\tilde{G}^\mu}$ of the expanded graph $\tilde{G}^\mu$ by the following formula:

$$L_{\tilde{G}^\mu} = \begin{bmatrix} I & (-\mu P^2)^T & ((-\mu)^2 P^3)^T & \cdots & ((-\mu)^{\ell-1} P^\ell)^T \\ \vdots \\ ((-\mu)^{\ell-1} P^\ell)^T & \end{bmatrix} L_G \begin{bmatrix} I & (-\mu P^2) & ((-\mu)^2 P^3) & \cdots & ((-\mu)^{\ell-1} P^\ell) \\ \end{bmatrix}$$

$$= \{P(\mu)^\ell\}^T L_G \{P(\mu)^\ell\}^T$$

(3.3)

Here, $I \in \mathbb{R}^{n \times n}$ is the identity matrix and $0 < \mu < 1$ is a scaling parameter that controls the conditional number of the preconditioner. We discuss the choice of $\mu$ in detail in Section 3.2. Such a construction has been proposed in [23] for recasting the MG algorithm as an iterative method for the semidefinite expanded linear system. Note that since $\{P(\mu)^\ell\}^T \cdot 1^n = c \cdot 1^n$, where $c$ is a constant and $L_G \cdot 1^n = 0$, we have $L_{\tilde{G}^\mu} \cdot 1^n = \{P(\mu)^\ell\}^T L_G \{P(\mu)^\ell\}^T \cdot 1^n = \{P(\mu)^\ell\}^T L_G c \cdot 1^n = 0$. This means $1^n \in \text{Null}(L_{\tilde{G}^\mu})$. However, the corresponding expanded graph $\tilde{G}^\mu$ contains negative weighted edges as we showcase with an example later this section. This leads to further modifications to $\tilde{G}^\mu$ and the construction of PEGP and MSP.

We include the following proof to show that, by our construction, solving (3.1) and (3.2) are equivalent in the following sense.

**Theorem 3.1.** Let $\tilde{x}$ be a solution to the expanded graph Laplacian system (3.2), then

$$x = \{P(\mu)^\ell\}^T \tilde{x}$$
is a solution to the original graph Laplacian system (3.1).

Proof. Note that,

\[ L_G \mathbf{x} = \mathbf{b}, \]
\[ (\{P(\mu)\}^T \mathbf{L}_G \mathbf{x} = (\{P(\mu)\}^T \mathbf{b}, \]
\[ (\{P(\mu)\}^T \mathbf{L}_G \{P(\mu)\}^T \mathbf{x} = (\{P(\mu)\}^T \mathbf{b}, \]
\[ \mathbf{L}_{\tilde{G}} \tilde{\mathbf{x}} = \tilde{\mathbf{b}}, \quad \text{by (3.3)} \]

where \( \tilde{\mathbf{b}} = (\{P(\mu)\}^T \mathbf{b} \) and \( \mathbf{x} = \{P(\mu)\}^T \tilde{\mathbf{x}}, \) which completes the proof. \( \square \)

Solving the original linear system in (3.1) and the expanded one (3.2) are mathematically equivalent. The main motivation of introducing the expanded graph \( \tilde{G}^{\mu} \) is that the expanded graph has a multilayer structure which naturally leads to a smaller diameter compared with the original graph. This property is favored when finding spanning subgraph preconditioners such as the low stretch spanning trees or sparsifiers \([4, 18, 37]\). In the MG literature, it is also well-known that the expanded linear system is much better conditioned than the original linear system \([23]\).

Due to the construction in (3.3), \( \mathbf{L}_{\tilde{G}^{\mu}} \) naturally has block structure that corresponds to the multilevel structure of the expanded graph \( \tilde{G}^{\mu} \). The diagonal blocks are the graph Laplacians of each layer, respectively. The off-diagonal blocks of \( \mathbf{L}_{\tilde{G}^{\mu}} \) represent the edges across the layers, which include negatively weighted edges. The negative edges are unfavorable for common algorithms that find spectral equivalent trees or sparsifiers. In addition, while each row sum of \( \mathbf{L}_{\tilde{G}^{\mu}} \) is still 0 (similarly, the column sum), \( \mathbf{L}_{\tilde{G}^{\mu}} \) is not an M-matrix anymore due to the negative weights. To help visualize the negative edges, we present a two-level example to demonstrate the structure of the expanded graph and further analyze the negative edges.

The original graph \( G \) is an unweighted (or all the edge weights are 1) regular 2D lattice with 8 nodes as shown in Figure 2. Assuming that the 4 aggregations on the first layer are \{1, 2\}, \{3, 4\}, \{5, 6\}, \{7, 8\}, we can expand the graph in Figure 2 to have a second layer with four new nodes 9, 10, 11, 12 as the aggregation representatives in Figure 3.

![Fig. 2. Original graph G](image)

The prolongation operator according to the first layer aggregations \{1, 2\}, \{3, 4\}, \{5, 6\}, \{7, 8\}
Fig. 3. Two-level expanded graph $\tilde{G}^\mu$

is,

$$P^2_1 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix},$$

and the graph Laplacian of the expanded graph has the following $2 \times 2$ block structure since we have two layers in this example.

$$L_{\tilde{G}^\mu} = \begin{bmatrix} L_G & L_G(-\mu P^2_1) \\ (-\mu P^2_1)^T L_G & (-\mu P^2_1)^T L_G \mu^2(P^2_1)^T L_G P^2_1 \end{bmatrix}.$$  \hfill (3.5)

Specifically:

$$L_{\tilde{G}^\mu} = \begin{bmatrix} 2 & -1 & 0 & 0 & -1 & 0 & 0 & 0 & -\mu & 0 & \mu & 0 \\ -1 & 3 & -1 & 0 & 0 & -1 & 0 & 0 & -2\mu & \mu & \mu & 0 \\ 0 & -1 & 3 & -1 & 0 & 0 & -1 & 0 & \mu & -2\mu & 0 & \mu \\ 0 & 0 & -1 & 2 & 0 & 0 & 0 & -1 & 0 & -\mu & 0 & \mu \\ -1 & 0 & 0 & 0 & 2 & -1 & 0 & 0 & \mu & 0 & -\mu & 0 \\ 0 & -1 & 0 & 0 & -1 & 3 & -1 & 0 & \mu & 0 & -2\mu & \mu \\ 0 & 0 & -1 & 0 & 0 & -1 & 3 & -1 & 0 & \mu & \mu & -2\mu \\ 0 & 0 & 0 & -1 & 0 & 0 & -1 & 2 & 0 & \mu & 0 & -\mu \\ -\mu & -2\mu & \mu & 0 & \mu & 0 & 0 & 3\mu^2 & -\mu^2 & -2\mu^2 & 0 \\ 0 & \mu & -2\mu & -\mu & 0 & 0 & \mu & \mu & -\mu^2 & 3\mu^2 & 0 & -2\mu^2 \\ \mu & \mu & 0 & 0 & -\mu & -2\mu & \mu & 0 & -2\mu^2 & 0 & 3\mu^2 & -\mu^2 \\ 0 & 0 & \mu & \mu & 0 & \mu & -2\mu & -\mu & 0 & -2\mu^2 & -\mu^2 & 3\mu^2 \end{bmatrix},$$

We can immediately see that there are positive off-diagonal entries in the above matrix which correspond to the negative-weighted edges in the expanded graph. These negative edges are the edges (dashed purple edges in Figure 3) connecting vertices on the fine grid (first layer in Figure 3) and vertices in different aggregations on the coarse grid (second layer in Figure 3). The magnitude of a negatively weighted edge
\( \tilde{\omega}(u_i, v_j)(\mu) \), where \( u_i \) denotes a node on the first layer in aggregation \( i \) and \( v_j \) is a node on the second layer represents aggregation \( j \), \( i \neq j \), is the scaled weight sum of edges that connect vertex \( u_i \) with vertices that belong to the aggregate \( j \) on the first level. For instance, \( \tilde{\omega}(1,11)(\mu) \) in Figure 3 is calculated by summing up edges between node 1 and nodes in the third aggregation (i.e. nodes 5 and 6). Edge (1,5) satisfies the requirement, so \( \tilde{\omega}(1,11)(\mu) = \tilde{\omega}(1,5)(\mu) \cdot \mu = 1 \cdot \mu = \mu \).

Although the expanded graph has a small diameter which is favored by existing sparsifiers and spanning subgraph preconditioners, those negatively weighted edges are troublesome since most existing fast algorithms for finding sparsifiers and/or spanning subgraph preconditioners are designed for positive weighted graphs only [4, 5, 2]. Therefore, they cannot be applied directly to our expanded graph. Next, we will argue that we can safely drop those negatively weighted edges and only keep the positively weighted edges on the expanded graph. The scaling parameter \( \mu \) plays an essential role here to guarantee the results positively weighted graph is spectrally equivalent to the expanded graph.

### 3.2. Extracting the Positive Subgraph

As mentioned in the previous section, with the negative edges in the expanded graph, we cannot directly apply the existing algorithms for constructing spectrally equivalent sparsifiers or subgraph preconditioners on it. We propose to extract only the positive edges from the expanded graph to construct \( \tilde{G}^\mu \)'s positively weighted subgraph \( \tilde{H}^\mu \). Therefore, any algorithms that find good quality sparsifiers, such as in [18, 53] can be performed on the positive subgraph \( \tilde{H}^\mu \). Moreover, we show that \( \tilde{H}^\mu \) is spectrally equivalent to the expanded graph \( \tilde{G}^\mu \) when the parameter \( \mu \) is chosen properly.

We denote \( \tilde{H}^\mu \)'s graph laplacian as \( L_{\tilde{H}^\mu} \) and it is now diagonally dominant. As an example, Figure 4 is the subgraph of \( \tilde{G}^\mu \) in Figure 3 with only positively weighted edges. For this example, \( L_{\tilde{H}^\mu} \) is as follows:

\[
L_{\tilde{H}^\mu} = \begin{pmatrix}
2 + \mu & -1 & 0 & -1 & 0 & 0 & 0 & 0 & -\mu & 0 & 0 & 0 \\
-1 & 3 + 2\mu & 0 & 0 & -1 & 0 & 0 & -2\mu & 0 & 0 & 0 \\
0 & -1 & 3 + 2\mu & -1 & 0 & 0 & -1 & 0 & 0 & -2\mu & 0 \\
0 & 0 & -1 & 2 + \mu & 0 & 0 & 0 & -1 & 0 & 0 & -2\mu & 0 \\
0 & 0 & -1 & 0 & 0 & 2 + \mu & -1 & 0 & 0 & 0 & -2\mu & 0 \\
0 & 0 & -1 & 0 & 0 & -1 & 3 + 2\mu & -1 & 0 & 0 & 0 & -2\mu & 0 \\
0 & 0 & -1 & 0 & 0 & -1 & 0 & 2 + \mu & 0 & 0 & 0 & 0 \\
-\mu & -2\mu & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -2\mu & -\mu & -2\mu & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -\mu & -2\mu & -\mu & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -2\mu & -\mu & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\mu & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]
The rest of this section is dedicated to show that, with a properly chosen \( \mu \), \( L_{\tilde{G}_n} \) is spectral equivalent to \( L_{\tilde{G}_n} \). To start, let us consider the following generalize eigenvalue problem:

\[
L_{\tilde{G}_n} v = \lambda L_{\tilde{H}_n} v.
\]  

(3.6)

Depending on where the vector \( v \) resides in, we have three different cases:

1. When \( v \in \text{Null}(L_{\tilde{H}_n}) \), \( \lambda \) could be any number. Since \( L_{\tilde{H}_n} \) is a graph Laplacian matrix of positively weighted graph \( \tilde{H}^\mu \), constant vector is its nullspace. (i.e. \( \text{Null}(L_{\tilde{H}_n}) = \text{span}\{1\} \)). If \( v \in \text{span}\{1\} \), it is also in the null space of \( L_{\tilde{G}_n} \) as mentioned in Section 3.1. In this case, \( L_{\tilde{G}_n} v = L_{\tilde{H}_n} v = 0 \). Since we cannot bound \( \lambda \), we avoid letting \( v \in \text{Null}(L_{\tilde{H}_n}) \).

2. When \( v \perp \text{Null}(L_{\tilde{H}_n}) \) and \( v \in \text{Null}(L_{\tilde{G}_n}) \), \( \lambda = 0 \). To prove that such \( v \) exists, we claim the following lemma:

**Lemma 3.2.** Given that graph \( G \) and its expanded graph \( \tilde{G}^\mu \) are both simply connected, \( \dim(\text{Null}(L_{\tilde{G}_n})) = \tilde{n} - n + 1 \). Here, \( n \) and \( \tilde{n} \) represent the number of nodes in \( G \) and \( \tilde{G}^\mu \) respectively.

We include the following proof for lemma 3.2:

**Proof.** We assume the original graph \( G \) and its expanded graph \( \tilde{G}^\mu \) are simply connected.

\[
L_{\tilde{G}_n} = \left( \{P(\mu)\}^\ell \right)^T L_G \{P(\mu)\}^\ell \\
= \left( \{P(\mu)\}^\ell \right)^T B^T W_{1/2} W_{1/2} B \{P(\mu)\}^\ell
\]

We define \( \tilde{B} := W_{1/2} B \), where \( B \) and \( W_{1/2} \) are defined in Section 2.1. Then, we have

\[
L_{\tilde{G}_n} = \left( \{P(\mu)\}^\ell \tilde{B} \right)^T \left( \{P(\mu)\}^\ell \tilde{B} \right)
\]

and

\[
\text{rank}(L_{\tilde{G}_n}) = \text{rank} \left( \left( \{P(\mu)\}^\ell \tilde{B} \right)^T \left( \{P(\mu)\}^\ell \tilde{B} \right) \right) = \text{rank}(\{P(\mu)\}^\ell \tilde{B}).
\]

Notice that \( \{P(\mu)\}^\ell \in \mathbb{R}^{\tilde{n} \times n} \) is in the echelon form, \( \text{rank}(\{P(\mu)\}^\ell) = n \). The rank of weighted incidence matrix \( \tilde{B} \) is \( n - 1 \). Recall two inequalities:

\[
\text{rank}(\{P(\mu)\}^\ell \tilde{B}) \leq \min \left( \text{rank}(\{P(\mu)\}^\ell), \text{rank}(\tilde{B}) \right) = \min(n, n - 1) = n - 1
\]

\[
\text{rank}(\{P(\mu)\}^\ell \tilde{B}) \geq \text{rank}(\{P(\mu)\}^\ell + \text{rank}(\tilde{B}) - n = n + (n - 1) - n = n - 1
\]

We can get that \( \text{rank}(\{P(\mu)\}^\ell \tilde{B}) = \text{rank}(L_{\tilde{G}_n}) = n - 1 \). Therefore, the dimension of \( \text{Null}(L_{\tilde{G}_n}) = \tilde{n} - (n - 1) = \tilde{n} - n + 1 \). ☐

This goes to show that besides the constant vector that is in both \( \text{Null}(L_{\tilde{H}_n}) \) and \( \text{Null}(L_{\tilde{G}_n}) \), there are \( \tilde{n} - n \) other linearly independent vectors that are in \( \text{Null}(L_{\tilde{G}_n}) \). Therefore, there exist vectors \( v \) in nullspace of \( L_{\tilde{G}_n} \) but not in nullspace of \( L_{\tilde{H}_n} \). When \( v \perp \text{Null}(L_{\tilde{H}_n}) \) and \( v \in \text{Null}(L_{\tilde{G}_n}) \), the left-hand-side is always 0 whereas \( L_{\tilde{H}_n} v \) is never 0, thus \( \lambda \) has to be 0. Since this is a trivial case, we also avoid letting \( v \perp \text{Null}(L_{\tilde{H}_n}) \) and \( v \in \text{Null}(L_{\tilde{G}_n}) \).
3. When $\mathbf{v} \perp \text{Null}(L_{\tilde{G}^n})$, there are finite number of positive $\mu$'s. Define the condition number of $L_{\tilde{H}^n}^\dagger L_{\tilde{G}^n}$, as $\kappa(L_{\tilde{H}^n}^\dagger L_{\tilde{G}^n}) = \frac{\lambda_{\text{max}}(L_{\tilde{H}^n}^\dagger L_{\tilde{G}^n})}{\lambda_{\text{min}}(L_{\tilde{H}^n}^\dagger L_{\tilde{G}^n})}$. We include the following Lemmas 3.3 3.5 3.6 and Theorem 3.7 to show that $\kappa(L_{\tilde{H}^n}^\dagger L_{\tilde{G}^n})$ is bounded by proper $\mu$'s.

Now we are ready to discuss the bounds of the generalized eigenvalue problem (3.6). First, we show that eigenvalues of $L_{\tilde{H}^n}^\dagger L_{\tilde{G}^n}$ are bounded by 1 from above.

**Lemma 3.3.** For any $\mu > 0$ and $\mathbf{v} \in \mathbb{R}^n$, we have $(L_{\tilde{G}^n} \mathbf{v}, \mathbf{v}) \leq (L_{\tilde{H}^n} \mathbf{v}, \mathbf{v})$. This implies that the upper bound of $\lambda(L_{\tilde{H}^n}^\dagger L_{\tilde{G}^n})$ is 1, when $\mathbf{v} \perp \text{Null}(L_{\tilde{H}^n})$.

**Proof.** We analyze the upper bound by writing out the graph Laplacian quadratic form of $L_{\tilde{G}^n} \in \mathbb{R}^{n \times n}$. For any $\mathbf{v} \in \mathbb{R}^n$,

$$(L_{\tilde{G}^n} \mathbf{v}, \mathbf{v}) = \sum_{(i,j) \in E(\tilde{G}^n)} \tilde{\omega}_{(i,j)}(\mu)(\mathbf{v}_i - \mathbf{v}_j)^2$$

$$\quad = \sum_{(i,j) \in E^+(\tilde{G}^n)} \tilde{\omega}_{(i,j)}(\mu)(\mathbf{v}_i - \mathbf{v}_j)^2 - \sum_{(i,j) \in E^-(\tilde{G}^n)} \tilde{\omega}_{(i,j)}(\mu)(\mathbf{v}_i - \mathbf{v}_j)^2$$

$$\quad = (L_{\tilde{H}^n} \mathbf{v}, \mathbf{v}) - (L_{\tilde{H}^n}^\perp \mathbf{v}, \mathbf{v})$$

$$\quad \leq (L_{\tilde{H}^n} \mathbf{v}, \mathbf{v}).$$

Here, $E^+(\tilde{G}^n)$ and $E^-(\tilde{G}^n)$ are defined in Section 2. $L_{\tilde{H}^n}^\perp$ denotes the graph Laplacian of graph induced by edges in $E^-(\tilde{G}^n)$. $\tilde{\omega}_{(i,j)}(\mu)$ represents the magnitude of the edge $(i, j)$ that depends on $\mu$, as defined in Section 3.1.

When we restrict $\mathbf{v} \perp \text{Null}(L_{\tilde{H}^n})$, we can divide $(L_{\tilde{H}^n} \mathbf{v}, \mathbf{v})$ on both sides of the inequality and conclude that the upper bound of $\lambda(L_{\tilde{H}^n}^\dagger L_{\tilde{G}^n})$ is 1. This completes the proof.

**Remark 3.4.** Notice that we attain the upper bound 1 when $(L_{\tilde{G}^n} \mathbf{v}, \mathbf{v}) = (L_{\tilde{H}^n} \mathbf{v}, \mathbf{v})$. This corresponds to the case when $\mathbf{v} \in \text{Null}(L_{\tilde{H}^n}^\perp)$. It is easy to see that the dimension of $\text{Null}(L_{\tilde{H}^n}^\perp)$ equals to the number of connected components in graph of $L_{\tilde{H}^n}^\perp$.

To prove for the lower bound of $\lambda(L_{\tilde{H}^n}^\dagger L_{\tilde{G}^n})$, it is important that we choose scalar $\mu$ properly. The following lemma establishes the relationship between $L_{\tilde{H}^n}^\perp$ and $L_{\tilde{H}^n}$, which is essential for the lower bound.

**Lemma 3.5.** For any scalar $0 < \rho \leq 1$, there exists $0 < \mu^*(\rho) < 1$ such that for any $0 < \mu < \mu^*(\rho)$,

$$(L_{\tilde{H}^n}^\perp \mathbf{v}, \mathbf{v}) \leq \rho (L_{\tilde{H}^n} \mathbf{v}, \mathbf{v}), \quad \forall \mathbf{v} \in \mathbb{R}^n \text{ and } \mathbf{v} \perp \text{Null}(L_{\tilde{H}^n}).$$

**Proof.** Define $c_\nu(\mu) := \frac{(L_{\tilde{H}^n} \mathbf{v}, \mathbf{v})}{(L_{\tilde{H}^n}^\dagger L_{\tilde{G}^n})} = \frac{\sum_{(i,j) \in E^-(\tilde{G}^n)} \tilde{\omega}_{(i,j)}(\mu)(\mathbf{v}_i - \mathbf{v}_j)^2}{\sum_{(i,j) \in E^+(\tilde{G}^n)} \tilde{\omega}_{(i,j)}(\mu)(\mathbf{v}_i - \mathbf{v}_j)^2}$. $c_\nu(\mu)$ is well-defined since $\mathbf{v} \perp \text{Null}(L_{\tilde{H}^n}) = \text{span}\{\mathbf{1}\}$. In addition, since $c_\nu(\mu)$ is a ratio, without loss of generality, we only need to consider $\|\mathbf{v}\| = 1$.

Notice that if $\mathbf{v} \in \text{Null}(L_{\tilde{G}^n})$, $(L_{\tilde{H}^n}^\perp \mathbf{v}, \mathbf{v}) = (L_{\tilde{H}^n} \mathbf{v}, \mathbf{v})$ which proves the result with $\rho = 1$.

According to the construction of graph $\tilde{G}^n$, $(i, j) \in E^-(\tilde{G}^n)$ only consists of negative edges that across different layers. However, $(i, j) \in E^+(\tilde{G}^n)$ includes positive
edges connecting nodes both on the same level and across different levels. Due to our construction, we can observe that,
\[ c_v(0) = 0 \] and \[ c_v(1) \leq 1. \]

When \( \mu = 0 \), \( E^+(\tilde{G}^\mu) \) includes edges in the original graph \( G \) which the weights are not multiplied by \( \mu \), therefore the denominator of \( c_v(\mu) \) is nonzero. On the other hand, all the edges in \( E^-(\tilde{G}^\mu) \) are scaled by \( \mu \), which makes the numerator zero. Hence, \( c_v(0) = 0 \).

When \( \mu = 1 \), both positive and negative edges that are across the layers are scaled by the same power of \( \mu \), but the denominator includes more positive edges that are on the same level, therefore we have \( c_v(1) \leq 1 \).

We can also see that \( c_v(\mu) \) is continuous on \([0, 1]\) with respect to \( \mu \) for any fixed \( v \perp 1 \) and \( \|v\| = 1 \). For such a fixed \( v \), use the fact that \( c_v(\mu) \) is right continuous at 0, for any given \( 0 < \rho < 1 \), we can arrive at the conclusion that there exists a \( \mu^*(\rho) > 0 \), such that
\[ c_v(\mu) \leq \rho \] for any \( 0 < \mu < \mu^*(\rho) < 1 \).

Since the set \( \{v \in \mathbb{R}^n \mid v \perp 1, \|v\| = 1\} \) is compact, this implies
\[ c_v(\mu) \leq \rho \] for any \( v \perp 1, \|v\| = 1 \) and \( 0 < \mu < \mu^*(\rho) \),
where \( \mu^*(\rho) := \min_{\{v \in \mathbb{R}^n \mid v \perp 1, \|v\| = 1\}} \mu^*_v(\rho) > 0 \). Therefore, for any \( \mu \) such that \( 0 < \mu < \mu^*(\rho) \), we have
\[ (L^\mu_v, v) \leq \rho (L^\rho_v, v), \quad \forall v \perp 1, \|v\| = 1 \] and \( 0 < \rho \leq 1 \).

This completes the proof.

From lemma 3.5, the lower bound of \( \lambda(L^\dagger_{\tilde{H}^\rho} L_{\tilde{G}^\rho}) \) follows naturally,

**Lemma 3.6.** When \( v \perp \text{Null}(L^\dagger_{\tilde{H}^\rho}) \), the lower bound of \( \lambda(L^\dagger_{\tilde{H}^\rho} L_{\tilde{G}^\rho}) \) is \( 1 - \rho \), for any \( 0 < \mu < \mu^*(\rho) \), where \( \mu^*(\rho) \) is defined in Lemma 3.5.

**Proof.** As proved in Lemma 3.5, \( (L^\mu_v, v) \leq \rho (L^\rho_v, v), \forall v \perp 1, \|v\| = 1 \) and \( 0 < \rho \leq 1 \). Therefore, we have
\[ (L^\mu_v, v) = (L^\rho_v, v) - (L^\mu_v, v) \geq (L^\rho_v, v) - \rho (L^\rho_v, v) = (1 - \rho)(L^\rho_v, v), \]
which completes the proof.

Together with the result for upper bound, we have the following theorem which shows the spectral equivalence between the expanded graph \( \tilde{G}^\mu \) and its positive weighted subgraph \( \tilde{H}^\mu \).

**Theorem 3.7.** Given a simply connected graph \( G \), let \( \tilde{G}^\mu \) be the expanded graph defined in (3.3) and \( \tilde{H}^\mu \) be the subgraph of \( G^\mu \) consisting only positive edges. Then for a given \( 0 < \rho \leq 1 \), there exists a constant \( \mu^*(\rho) \) defined in Lemma 3.5 such that, for any \( 0 < \mu < \mu^*(\rho) \), when \( v \perp \text{Null}(L^\dagger_{\tilde{H}^\rho}) \), we have
\[ (1 - \rho)(L^\rho_{\tilde{H}^\rho}, v) \leq (L^\mu_{\tilde{G}^\rho}, v) \leq (L^\rho_{\tilde{H}^\rho}, v). \]
Moreover, when \( v \perp \text{Null}(L^\dagger_{\tilde{G}^\rho}) \), then \( 0 < \rho < 1 \) and the corresponding finite condition number is \( \kappa(L^\dagger_{\tilde{H}^\rho} L_{\tilde{G}^\rho}) \leq \frac{1}{1 - \rho} \).
Proof. By the proofs of Lemmas 3.3 and 3.6, we have \((1 - \rho) \cdot (L_{H^\mu}, v, v) \leq (L_{G^\mu}, v, v) \leq (L_{H^\mu}, v, v)\) when \(v \perp \text{Null}(L_{H^\mu})\). If we restrict \(v \perp \text{Null}(L_{G^\mu})\), we have \(0 < \rho < 1\). We can then divide the lower bound and get the condition number \(\kappa(L_{H^\mu}, L_{G^\mu}) \leq \frac{1}{1 - \rho}, 0 < \rho < 1\). \(\square\)

Remark 3.8. According to Theorem 3.7, in practice, we can always choose a proper \(\mu\) to guarantee a small condition number \(1/(1 - \rho)\). However, we want to point out that our results is an existence result, i.e., for any given \(0 < \rho < 1\), we can choose small enough \(\mu\) in order to guarantee the spectral equivalence between the graphs \(G^\mu\) and \(H^\mu\). How to explicitly compute \(\mu\) for a given \(\rho\) is still open and a subject of our ongoing work.

To get a more in-depth understanding of the selections of scaling parameter \(\mu\) in practice, we demonstrate it on different graphs with various sizes. In all cases, we use MWM as the aggregation method (as suggested in Section 2). We construct the expanded graph to the maximum level possible (with only two nodes on the top level) and record \(\kappa((L_{H^\mu}, L_{G^\mu}))\) (the ratio between the largest eigenvalue \(\lambda_{\max}(L_{H^\mu}, L_{G^\mu})\) and the smallest nonzero eigenvalue \(\lambda_{\min}(L_{H^\mu}, L_{G^\mu})\)) with different graph sizes \(n\) and proper scaling factors \(\mu\).

We calculate the condition numbers on two types of structured graphs, 2D regular grids and ring graphs. Examples of a 2D regular grid with 16 nodes and a ring graph with 10 nodes and average degree of 4 are shown in Figure 5 and Figure 6 respectively.

![Fig. 5. A 2D regular grid with \(|V| = 16\)](image)

We first analyze the condition numbers when picking a relatively large \(\mu = 0.8\). In this case, \(\mu\) is a constant that does not vary with the graph size \(n\):

From Table 1, we can observe that with large \(\mu\), the condition numbers for both types of graphs grow with the graph size and are not bounded. This corresponds to our conclusion in Theorem 3.7. Therefore, we experiment with smaller \(\mu\)'s in the following tests:

We can observe from Table 2 that setting \(\mu = \frac{1}{\sqrt{n}}\) on the regular grids and ring graphs gives bounded condition number \(\kappa(L_{H^\mu}, L_{G^\mu})\) even with increasing graph size. It verifies Theorem 3.7 numerically that there exists a small enough \(\mu\) such that \(\kappa(L_{H^\mu}, L_{G^\mu})\) is bounded from above. Moreover, with the chosen \(\mu\), it can be observed that as graph sizes grow larger, the condition numbers decrease slightly for both graph
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Fig. 6. A ring graph with $|V| = 10$, and average degree = 4

Table 1
Analysis of condition number on 2D regular grids and ring graphs with average degree = 4, $\mu = 0.8$

| Graph Basics | $\kappa(L^{\dagger}_{\tilde{H}^\mu}, L_{\tilde{G}^\mu})$ |
|--------------|--------------------------------------------------|
| Size of $L_1 \in \mathbb{R}^{n \times n}$ | Size of $L_{\tilde{G}^\mu} \in \mathbb{R}^{n \times n}$ | 2D Grids | Ring Graphs |
| 16*16 | 4 | 30*30 | 4.5713 | 3.5001 |
| 64*64 | 6 | 126*126 | 14.4171 | 16.9643 |
| 256*256 | 8 | 510*510 | 61.8819 | 83.5291 |
| 1024*1024 | 10 | 2046*2046 | 204.5351 | 348.3507 |

Table 2
Analysis of condition number on 2D regular grids and ring graphs with average degree = 4, $\mu = \frac{1}{\sqrt{n}}$

| Graph Basics | $\kappa(L^{\dagger}_{\tilde{H}^\mu}, L_{\tilde{G}^\mu})$ |
|--------------|--------------------------------------------------|
| Size of $L_1 \in \mathbb{R}^{n \times n}$ | Size of $L_{\tilde{G}^\mu} \in \mathbb{R}^{n \times n}$ | 2D Grids | Ring Graphs |
| 16*16 | 4 | 30*30 | 1.5680 | 2.6021 |
| 64*64 | 6 | 126*126 | 1.4128 | 3.1655 |
| 256*256 | 8 | 510*510 | 1.1959 | 2.1026 |
| 1024*1024 | 10 | 2046*2046 | 1.0926 | 1.6033 |

To explain the construction, we first review the idea of stretch and its relation to condition number. In [4], the stretch of an edge $(i, j)$ in $H^\mu$ is defined as:

$$\text{stretch}_{\tilde{H}^\mu}(i, j) = \omega_{(i,j)} \left( \sum_{(u,v) \in p(i,j)} 1/\omega_{(u,v)} \right),$$

3.3. Finding Spectral Sparsifiers of $\tilde{H}^\mu$. Now that PEGP $\tilde{H}^\mu$ has small diameter from its multilevel structure and positive weights only, it makes a good candidate as a preconditioner for the expanded graph $\tilde{G}^\mu$. Moreover, it is easy to apply any off-the-shelf algorithms to find spanning trees and sparsifiers on PEGP, which we leads us to finding spectral sparsifiers that further improve the performance. To explain the construction, we first review the idea of stretch and its relation to condition number. In [4], the stretch of an edge $(i, j)$ in $H^\mu$ is defined as:
where $\omega_{(i,j)}$ is the edge weight of edge $(i,j)$ and $p(i,j)$ is the path that connects nodes $i$ and $j$ in the tree $\tilde{T}^\mu$. The stretch of the entire positive subgraph $\tilde{H}^\mu$ is then:

\[(3.8) \quad \text{stretch}_{\tilde{T}^\mu}(\tilde{H}^\mu) = \sum_{(i,j) \in E^+(\tilde{G}^\mu)} \text{stretch}_{\tilde{T}^\mu}(i,j).\]

It is proved in Section 2.2 of [43] that $\kappa(L_{\tilde{T}^\mu}^\dagger L_{\tilde{H}^\mu}) = \|K_{\tilde{T}^\mu}\|_F^2 \leq \|K_{\tilde{T}^\mu}\|_F = \text{stretch}_{\tilde{T}^\mu}(\tilde{H}^\mu)$.

Here, $K_{\tilde{T}^\mu} = \tilde{B}_{\tilde{T}^\mu}^\dagger \tilde{B}_{\tilde{G}^\mu}$, and $\tilde{B}_{\tilde{T}^\mu}$ and $\tilde{B}_{\tilde{G}^\mu}$ are the weighted incidence matrices of tree $\tilde{T}^\mu$ and expanded graph $\tilde{G}^\mu$ respectively. Combine our finding in Theorem 3.7 with the result in [43], we can get $\kappa(L_{\tilde{T}^\mu}^\dagger L_{\tilde{G}^\mu}) = \frac{\text{stretch}_{\tilde{T}^\mu}(\tilde{H}^\mu)}{1 - \rho}$.

In addition to using spanning tree, researchers have found that sparsifier created by adding back spectrally critical off-tree edges to low-stretch spanning tree offers a practically efficient, nearly-linear time preconditioner for large-scale, real-world graph problems [2, 19].

Although there are existing spectral sparsifiers that can be applied to the PEGP $\tilde{H}^\mu$ directly, to further demonstrate that the benefit of constructing $\tilde{H}^\mu$, we propose a tree-structured multilevel sparsifier preconditioner for $\bar{H}^\mu$ which can be constructed in a straightforward manner. Thanks to the fact that the positive subgraph $\tilde{H}^\mu$ of the expanded graph $\tilde{G}^\mu$ has small diameter from its multilevel structure and positive weights only, it is easy for us to define a low-stretch spanning sparsifier. Specifically, we extract only the edges on the top coarse level, edges between the levels, and edges inside of the aggregations of the original graphs from the positive subgraph. For example, the positive subgraph in 4 can be further extracted to:

![Fig. 7. 2-level spanning tree-structured sparsifier MSP of PEGP $\tilde{H}^\mu$ with aggregations defined in Equation 3.4.](image)

Here, the MSP we build here is a sparsifier rather than a spanning tree. When computing $\text{stretch}_{\tilde{T}^\mu}(\tilde{H}^\mu)$, $\text{dist}_{\tilde{T}^\mu}(i, j)$ is not unique. We choose the path with the lightest edge weight sum as $\text{dist}_{\tilde{T}^\mu}(i, j)$ in this case. Since we use MWM coarsening scheme, most aggregations are matchings of size 2. MSP’s tree-like structure guarantees that the Gaussian elimination procedure introduces no fill-ins to the Schur complement when eliminating each aggregation less than four nodes from the base level.
From the standpoint of achieving the best theoretical bound for $\kappa(L^\dagger_H, L_{\tilde{G}^\mu})$, we need to pick large $\mu$ to get small stretch $\tilde{T}_\mu(\tilde{H}^\mu)$ but small-scale $\mu$ to control $\frac{1}{1 - \rho}$. In practice, we found that $\mu = 1/\sqrt{n}$ leads to steady iteration steps and efficient solving time for our test graphs in 4.

4. Numerical Results. In this section, we verify the spectral approximating property of the PEGP $\tilde{H}^\mu$ by using it as a preconditioner for solving the expanded graph $G^\mu$, which is equivalent to the original graph $G$. Moreover, we also demonstrate the performance of MSP to show its practical applications. We conduct numerical experiments on different types of graph Laplacians; some are related to discrete PDEs, and the rest are derived from real-world networks. For all the tests, we solve the expanded graph Laplacian system in (3.2), which is equivalent to the original system (3.1). We pair the model problems with a low-frequency right-hand-side $\tilde{b} \in \mathbb{R}^{\tilde{n}} = (\{P(\mu)\}^T b$, where $b = [1, 1, \ldots, 1 - n]^T$. We compare the performance of the proposed preconditioners to the Combinatorial Multigrid (CMG) preconditioner [38]. CMG borrows the structure and operations of multigrid algorithms, but its setup phase is based on support theory. It has been noted by many authors for its robustness in practice for various real-world problems [45, 39, 21]. Since CMG does not work with graphs with negative edges, we use it to solve the original system (3.1).

We choose MWM coarsening scheme to build the multilevel structure described in Section 2.2 and add the leftover nodes to the aggregate with the heaviest incident edge. Therefore, there are no isolated nodes on any level. For all the experiments below, we use flexible generalized minimum residual method (FGMRES) [51] as the solver to solve (3.2) to a relatively small tolerance $10^{-8}$ for the scalability tests in Sections 4.1 and 4.2 and more practical choice $10^{-6}$ for real-world graphs in Section 4.3.

Numerical experiments are conducted using a 1.1GHz Intel i7-10710U CPU with 16 GB of RAM. The software used for testing PEGP and MSP is written by the authors and implemented in Matlab code. The package used to test for CMG method can be found in [35], which is a C code integrated in Matlab interface. We report the following results in each table. The “steps” column reports the number of iterations needed for the residual to reach certain tolerance, “level” represents the total number of levels for the MSP, $\mu$ is a scalar of choice from 0 to 1, and we report “time” as the total CPU times in seconds. We set the maximum number of iterations to 1000 and denote any cases where the solver takes more than 1000 iterations as “–”.

4.1. On Regular Grids. We first tested the performance of the preconditioners on unweighted graph Laplacians of 2D regular uniform grids in Table 3. This relates to solving a Poisson equation with Neumann boundary condition on a 2D square.

| $n$ | $\mu$ | $\kappa$ | $\mu$ | $\kappa$ | $\mu$ | $\kappa$ |
|-----|-------|---------|-------|---------|-------|---------|
| 2^4 | 12    | 0.0094  | 48    | 0.0208  | 7     | 0.0092  |
| 2^10| 10    | 0.0333  | 51    | 0.0618  | 6     | 0.0527  |
| 2^12| 9     | 0.1377  | 51    | 0.2748  | 5     | 0.1933  |
| 2^14| 8     | 0.5092  | 55    | 1.0923  | 4     | 0.7758  |

Table 3 Performance on Regular Grids $\epsilon = 10^{-8}$

There are two main observations from the numerical results: (1) As shown in Theorem 3.7, with a small enough $\mu$, $\kappa(L^\dagger_H, L_{\tilde{G}^\mu})$ can be controlled, and this is
confirmed by the stable iteration counts even when the amount of level is fixed to 2. When extending to the maximal level, the PEGP still has stable iteration counts, contributing to the short CPU time needed for computation. (2) It is easy to construct MSP from PEGP due to its small diameter. MSP has low stretch and tree structure, which makes each solving step faster to run. When level = 2, the CPU time scales linearly with the problem size. When level = max, MSP’s computation time scales in $O(n \log n)$. In addition, the CPU time of our proposed preconditioners are faster or comparable with CMG’s performance for this model testing problem.

4.2. On Random Watts-Strogatz Graphs. For the second example, we use Watts Strogatz [57] model and set the rewiring probability $\beta = 1/\sqrt{n}$ and the mean node degree to be 4 to produce ring-like graphs as in 8. The condition numbers of the graph Laplacians of the ring graphs also grow rapidly when the size of the graphs increases.

![Fig. 8. Example of a Watts-Strogatz graph with $n = 16$, mean node degree= 4, and rewiring probability $\beta = 1/4$.](image)

**Table 4**

Performance on Solving Watts-Strogatz Graphs $\epsilon = 10^{-8}$, rewiring probability= $1/\sqrt{n}$

| $n$ | PEGP | MSP | PEGP | MSP | CMG |
|-----|------|-----|------|-----|-----|
|     | level = 2, $\mu = 1/\sqrt{n}$ | level = max, $\mu = 1/\sqrt{n}$ | level = 2, $\mu = 1/\sqrt{n}$ | level = max, $\mu = 1/\sqrt{n}$ |     |
| $2^8$ | 11 | 0.0076 | 42 | 0.0180 | 6 | 0.0065 | 89 | 0.0073 | 4 | 22 | 0.0124 |
| $2^{10}$ | 9 | 0.0197 | 51 | 0.0557 | 5 | 0.0253 | 71 | 0.0335 | 5 | 30 | 0.0243 |
| $2^{12}$ | 9 | 0.0619 | 57 | 0.1814 | 5 | 0.0960 | 344 | 0.1196 | 6 | 46 | 0.1515 |
| $2^{14}$ | 7 | 0.2402 | 62 | 0.6645 | 4 | 0.3097 | 704 | 0.9943 | 7 | 37 | 2.2038 |

Similar observations can be made from this set of tests. In addition to the analysis in Table 2, the stable (even slightly decreasing) iteration count for $\tilde{H}^n$ numerically confirms Theorem 3.7 that PEGP provides a spectral equivalent positively weighted expanded graph when $\mu$ is small. MSP again has an increasing iteration count. However, each step takes a much faster time to solve than PEGP and CMG. In fact, in all cases, the CPU time needed for PEGP and MSP outperform the CMG preconditioner. As the ring graph gets larger, the CMG method’s CPU time and convergence steps tend to increase more drastically than the proposed preconditioners.

4.3. On Real-world Graphs. In this section, we perform tests on real-world networks from the Stanford large network datasets collection [41] and the University of Florida sparse matrix collection [17].

We pre-processed the graphs as follows. The largest connected component of each graph is extracted, any self-loops from the extracted component are discarded, and
edge weights of the component are modified to be their absolute values to satisfy the requirements of the CMG algorithm. We also made the largest connected components undirected if they were originally directed. In Tables 5 and 6, the basic information of pre-processed graphs collected from the Stanford large network datasets collection and University of Florida sparse matrix collection are presented.

Table 5

|          | nodes | edges | Description                                         |
|----------|-------|-------|----------------------------------------------------|
| ca-GrQc  | 4,158 | 13,422| Collaboration network of Arxiv General Relativity  |
| ego-Facebook | 4,039 | 88,234| Social circles from Facebook (anonymized)           |
| feather-lastfm-social | 7,624 | 27,806| Social network of LastFM users from Asia            |
| p2p-Gnutella04 | 10,876 | 39,994| Gnutella peer to peer network from August 4 2002    |

Table 6

|          | nodes | edges | Description                                           |
|----------|-------|-------|------------------------------------------------------|
| airfoil_2d | 14,214 | 259,688| Unstructured 2D mesh (airfoil)                        |
| Pres_Poisson | 14,822 | 715,804| A computational fluid dynamics problem from ACUSIM, Inc|
| Oberwolfach/gyro_k | 17,361 | 1,021,159| Oberwolfach model reduction benchmark collection     |
| tsyl201   | 20,685 | 2,454,957| Matrix Representation of TSYL201, part of condeep cylinder|

Table 7

| Networks              | $\mu$ | steps | time     | steps | time     | level | steps | time     |
|-----------------------|-------|-------|----------|-------|----------|-------|-------|----------|
| ca-GrQc               | 0.8   | 26    | 1.8934   | 61    | 0.5268   | 6     | 32    | 0.1154   |
| ego-Facebook          | 0.8   | 36    | 0.7868   | 57    | 0.5017   | 9     | 38    | 0.2531   |
| feather-lastfm-social | 0.8   | 28    | 1.8435   | 65    | 0.9154   | 5     | 20    | 1.1955   |
| p2p-Gnutella04        | 0.8   | 15    | 4.6773   | 64    | 2.2723   | 7     | 13    | 3.5261   |
| airfoil_2d            | 0.8   | 117   | 72.7376  | 148   | 5.0942   | 6     | 7     | 5.9355   |
| Pres_Poisson          | 0.8   | 64    | 77.7364  | 105   | 3.7668   | 7     | 8     | 7.3866   |
| Oberwolfach/gyro_k    | 0.8   | 42    | 32.7343  | 32    | 4.0394   | 6     | 14    | 11.8209  |
| tsyl201               | 0.8   | 44    | 187.0472 | 54    | 3.2941   | 6     | 28    | 4.2295   |

Notice that there is a trade-off in picking $\mu$’s. As proved in Sections 3.2 and 3.3, a small enough $\mu$ keeps $\kappa(L^\mu_{\tilde{H}^\mu}, L^\mu_{\tilde{G}^\mu})$ bounded but simultaneously increase stretch $\tilde{T}_\mu(\tilde{H}^\mu)$, hence the condition number $\kappa(L^\mu_{\tilde{H}^\mu}, L^\mu_{\tilde{G}^\mu})$. Since the structures and properties of the real-life graphs vary much more than the regular grids and the ring graphs, PEGP sometimes has many high-degree nodes, making the matrix inversion time-consuming at each step for larger and denser graphs. Although it converges with fewer steps, the total solving time might not be optimal in practice. MSP is a subgraph of PEGP and its tree-like structure introduces no fill-ins during Gaussian elimination. Therefore each step takes a shorter time than PEGP. As shown in Table 7, in practice, we
choose large $\mu$ (for example, 0.8) to control the stretch and boost the performance of MSP. Especially for larger and denser networks, while PEGP might still be difficult and expensive to solve due to the graph structure, MSP with properly chosen $\mu$ demonstrate a more robust performance than CMG in terms of the CPU time.

5. Conclusion and Future Work. While the spectral sparsifiers preconditioners have theoretical guarantees from the support theory for solving graph Laplacians, they are challenging to implement due to the randomness in finding low-stretch spanning trees/sparsifiers. On the other hand, multilevel methods are deterministic and can achieve nearly linear optimal complexity, but they require PDE-based assumptions and lack theoretical justifications for general graphs. In this paper, we proposed a new method to construct preconditioners that combines the advantages of both.

We adopt the idea of MG and expand the original graph $G$ to a multilevel structured graph $\tilde{G}^\mu$ with a small diameter. However, we introduce negative edges in $\tilde{G}^\mu$, which make it challenging to apply existing algorithms to find spanning trees/sparsifiers. In Section 3.2, based on the support theory for spanning subgraphs, we define a PEGP $\tilde{H}^\mu$ of $\tilde{G}^\mu$, such that $L_{\tilde{H}^\mu}$ is spectrally equivalent to $L_{\tilde{G}^\mu}$. Now that $\tilde{H}^\mu$ has positive weights, small diameter, and multilevel structure, making it easy to construct spanning trees/sparsifiers on. To demonstrate this, we propose the MSP in Section 3.3 for solving graph Laplacians robustly in practice.

In Section 4, we test PEGP and MSP as preconditioners for solving graph Laplacians on 2D regular grids, random Watts-Strogatz graphs. We observe that the new preconditioners take stabler iteration steps and less CPU time than the CMG preconditioner. The solving time scales linearly with the problem size with the proposed preconditioners. Compared to the CMG preconditioner, the proposed approaches are more robust and effective on real-life graphs from various sources.

As for future directions, we would like to extend our work in the following ways. The parameter $\mu$ plays an important in both theory and practice. Smaller $\mu$’s in $\tilde{H}^\mu$ guarantee a faster convergence rate at each step, while larger $\mu$’s, on the other hand, reduce the stretch and minimize the total computation time for MSP. Therefore, we plan to investigate how to properly chose $\mu$ in practical applications. We also want to test the proposed preconditioners on a broader range of real-life graphs and summarize the graph properties that lead to better performance using the new preconditioners. Finally, we will compare the proposed methods to other spanning trees/sparsifiers besides CMG.
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