WEIGHTED GAGLIARDO-NIRENBERG INEQUALITIES VIA OPTIMAL TRANSPORT THEORY AND APPLICATIONS
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Abstract. We prove Gagliardo-Nirenberg inequalities with three weights – verifying a joint concavity condition – on open convex cones of $\mathbb{R}^n$. If the weights are equal to each other the inequalities become sharp and we compute explicitly the sharp constants. For a certain range of parameters we can characterize the class of extremal functions; in this case, we also show that the sharpness in the main three-weighted Gagliardo-Nirenberg inequality implies that the weights must be equal up to some constant multiplicative factors. Our approach uses optimal mass transport theory and a careful analysis of the joint concavity condition of the weights. As applications we establish sharp weighted $p$-log-Sobolev, Faber-Krahn and isoperimetric inequalities with explicit sharp constants.
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1. Introduction

Schwarz-type symmetrization techniques, that are instrumental e.g. in the Pólya-Szegő inequality, are the classical tools to prove Sobolev-type inequalities both in Euclidean and in curved spaces, see Talenti [19], Aubin [2] and Hebey [16]. More recently, further methods have been provided to prove such functional inequalities, even in more general settings involving weights and normed spaces. The first remarkable result in this direction is attributed to Cordero-Erausquin, Nazaret and Villani [11], who proved sharp Sobolev and Gagliardo-Nirenberg inequalities in $\mathbb{R}^n$ via optimal mass transport theory (for short, OMT). A nice exposition of this method can be found in the book of Villani [20]. An alternative method is provided by Cabré, Ros-Oton and Serra [7, 8], where sharp
weighted Sobolev-type inequalities are established by the ABP-method. In fact, in [7] the weights are considered to be monomials defined on certain convex open cones of $\mathbb{R}^n$, arising from the theory of reaction-diffusion problems in domains with symmetry of double revolution.

More recently, by using OMT, Lam [17] established the validity of the following one-weighted version of the Gagliardo-Nirenberg inequality

$$
\left( \int_E |u|^{\alpha p} \omega dx \right)^{\frac{1}{\alpha p}} \leq C_1 \left( \int_E |\nabla u|^p \omega dx \right)^{\frac{\theta_1}{p}} \left( \int_E |u|^{\alpha p \gamma} \omega dx \right)^{\frac{1-\theta_1}{\alpha p \gamma}}, \ u \in C_c^\infty(\mathbb{R}^n),
$$

(1.1)

together with its dual, where $C_1 > 0$, $1 - \frac{1}{n+\tau} \leq \gamma < 1$, $1 < p < n + \tau$, $\alpha = \frac{1}{p(\gamma - 1) + 1}$ and $\theta_1 = \frac{(n+\tau)(1-\gamma)}{\alpha(p - \gamma - n) + n + \tau}$. Here, $E \subseteq \mathbb{R}^n$ is an open convex cone and $\omega : E \to (0, +\infty)$ is a homogeneous weight with degree $\tau \geq 0$ verifying the condition

$$
\frac{1}{1 - \gamma} \left( \frac{\omega(\nabla \varphi(x))}{\omega(x)} \right)^{1-\gamma} (\det(M))^{1-\gamma} \leq \frac{1}{1 - \gamma} - (n + \tau) + \frac{\nabla \omega(x) \cdot \nabla \varphi(x)}{\omega(x)} + \text{tr}(M),
$$

(1.2)

for any positive definite symmetric matrix $M$ and locally Lipschitz function $\varphi$ with $\nabla \varphi(x) \in \mathbb{E}$ for any $x \in E$ and $\nabla \varphi \cdot n \leq 0$ on $\partial E$. Hereafter, $n(x)$ stands for the outer normal vector at $x \in \partial E$.

A closer analysis shows that particular cases of Lam’s Gagliardo-Nirenberg inequality (1.1) provide the same (sharp) results of Cordero-Erausquin, Nazaret and Villani [11] in the unweighted case, and those of Cabré, Ros-Oton and Serra [7, 8] and Nguyen [18] for monomial weights of the form $\omega(x) = x_1^{a_1} \cdots x_n^{a_n}$ on $E = \{x = (x_1, \ldots, x_n) \in \mathbb{R}^n : x_i > 0 \text{ whenever } a_i > 0\}$.

We shall see in section 5, that the condition (1.2) can be formulated in a simpler form. It is in fact equivalent to the $\frac{1}{1-n(1-\gamma)}$-concavity of $\omega$ on $E$, and to the inequality:

$$
\left( \frac{1}{1 - \gamma} - n \right) \left( \frac{\omega(y)}{\omega(x)} \right)^{\frac{1-\gamma}{1-n(1-\gamma)}} \leq \frac{1}{1 - \gamma} - (n + \tau) + \frac{\nabla \omega(x) \cdot y}{\omega(x)} , \ x, y \in E.
$$

(1.3)

Due to this observation, the Gagliardo-Nirenberg inequality (1.1) can be related to the weighted Sobolev inequality proved by Ciraolo, Figalli and Roncoroni [10] for a homogeneous and $1/\tau$-concave weight $\omega$ on $E$, where $\frac{1}{\tau} = \frac{1-\gamma}{1-n(1-\gamma)}$.

The goal of the present paper is to consider Gagliardo-Nirenberg-type inequalities with different weights. Such inequalities are motivated by applications in mathematical physics and sub-Riemannian geometry. Indeed, in order to study fast diffusion problems, Bonforte, Dolbeault, Muratori and Nazaret [5, 6, 13] established Gagliardo-Nirenberg inequalities with different power-law weights. Furthermore, Sobolev-type inequalities with two different weights appear both in reaction-diffusion equations, see Cabré, Ros-Oton and Serra [7, 8] and Castro [9], and in the axially symmetric reduction of sub-Riemannian Sobolev-type inequalities, see Balogh, Gutiérrez and Kristály [4].

Recall that in [4] a two-weighted Sobolev-type inequality has been established. To formulate this result, denote by $E \subseteq \mathbb{R}^n$ an open convex cone and consider two homogeneous weights $\omega_1, \omega_2 : E \to (0, +\infty)$ with degrees $\tau_1$ and $\tau_2$, respectively. Let $q$ be defined by

$$
\frac{\tau_1 + n}{q} = \frac{\tau_2 + n}{p} - 1;
$$

Assume, that $\tau_2 > (1 - \frac{p}{n})\tau_1$, and define the fractional dimension $n_\tau \geq n$ as given by $\frac{1}{n_\tau} = \frac{1}{p} - \frac{1}{q}$.

The main result of [4] states that if there exists a constant $C_0 > 0$ such that the joint concavity
To formulate our first main result we introduce the following constants condition (C) on $E$ account. More precisely, three $(L$ denote by $C$ is satisfied, then there exists a constant $C_1 > 0$ such that the following two-weighted Sobolev inequality holds:

$$\left( \int_E |u|^q \omega_1 dx \right)^{\frac{1}{q}} \leq C_1 \left( \int_E |\nabla u|^p \omega_2 dx \right)^{\frac{1}{p}}, \quad u \in C_c^\infty(\mathbb{R}^n). \quad (1.5)$$

The aim of the present paper is to provide a common extension of the two conditions (1.3) and (1.4) and their consequences (1.1) and (1.5), respectively. More precisely we consider Gagliardo-Nirenberg inequalities for three homogeneous weights $\omega_i \colon E \to (0, +\infty)$ of class $C^1$, $i \in \{1, 2, 3\}$, having their degree of homogeneity $\tau_i > -n$, (i.e. $\omega_i(tx) = t^{\tau_i} \omega_i(x)$ for $t > 0, x \in E$), where $E \subseteq \mathbb{R}^n$ is an open convex cone, $n \geq 2$. To do this, we formulate the condition connecting these weights, which plays the central role in our study.

**Main Condition:** Let $\gamma > 1 - \frac{1}{n}$ with $\gamma \neq 1$ and $1 < p < \infty$. The triplet $(\omega_1, \omega_2, \omega_3)$ satisfies condition (C) on $E$ if there exist $K \in \mathbb{R}$ and $C_0 > 0$ such that

$$\left( \frac{1}{1 - \gamma} - n \right) \left( \frac{\omega_2(y)}{\omega_2(x)} \right)^{\frac{1}{p}} \left( \frac{\omega_1(y)}{\omega_1(x)} \right)^{\frac{1}{q} - \gamma} \leq \left( \frac{1}{1 - \gamma} + K \right) \frac{\omega_3(x)}{\omega_1^{1/p'}(x) \omega_2^{1/p}(x)} + C_0 \left( \frac{1}{p} \frac{\nabla \omega_2(x)}{\omega_2(x)} + \frac{1}{p'} \frac{\nabla \omega_1(x)}{\omega_1(x)} \right) \cdot y, \quad (1.6)$$

for every $x, y \in E$.

Hereafter, $p' = p/(p - 1)$ is the conjugate of $p > 1$, and “$\cdot$” stands for the usual inner product in $\mathbb{R}^n$. Various examples verifying condition (C) will be discussed in Section 5.

Notice that (1.6) is a natural extension of (1.3) and (1.4) when three weights are taken into account. More precisely,

- if $\omega_1 = \omega_2 = \omega_3 = \omega$ in (1.6), $K = -n - \tau$ and $C_0 = 1$, we recover (1.3), which is equivalent to the fact that the triplet $(E, |\cdot|, \omega)$ verifies the curvature-dimension condition $CD(0, n + \tau)$;
- if $\gamma < 1$ and $K = -\frac{1}{1 - \gamma}$, from (1.6) we obtain (1.4) with the identities $\frac{1}{q} = \gamma - \frac{1}{p'}, \frac{1}{n-\tau} = 1 - \gamma = \frac{p}{p} - \frac{1}{q}$.

Let us begin with some notations. Let $p > 1$, $\alpha > 0$ and $\gamma > 0$ be such that $\alpha = \frac{1}{p(\gamma+1)+1}$. We denote by $L^p(\omega; E) = \{ u : E \to \mathbb{R} : \int_E |u(x)|^p \omega(x) dx < +\infty \}$ and introduce the weighted Sobolev space

$$\hat{W}^{p,\alpha}(\omega_1, \omega_2; E) := \{ u \in L^{\alpha p}(\omega_1; E) : |\nabla u| \in L^p(\omega_2; E) \}, \quad (1.7)$$

and

$$\mathcal{G}_{\omega_1, \omega_2} := \left\{ G : E \to [0, +\infty) : G \in L^1(\omega_1; E) \cap L^\gamma(\omega_1^{\frac{1}{p'}} \omega_2^{\frac{1}{p}}; E), \int_E G(y)|y|^{p'} \omega_1(y) dy < +\infty \right\}.$$

To formulate our first main result we introduce the following constants

$$L := -(n + \tau_1) \gamma + n + \tau_3, \quad M := p + \frac{n + \tau_1}{\alpha} - (n + \tau_2), \quad (1.8)$$
\[ C_{K,L,M,C_0} = \left( \frac{1}{1 - \gamma} + K \right) \frac{M}{\frac{p}{M} + L} C_0^{L(1-\gamma)n} \left( \frac{M}{\frac{p}{M} + L} \right) (\gamma \alpha)^L (1 - \gamma)^{\frac{M}{\frac{p}{M} + L}}, \]  
\[ \text{and} \]
\[ C_{\omega_1, \omega_2} = \inf_{G \in \mathcal{G}_{\omega_1, \omega_2}} \frac{\left( \int_E G(y)|y|^p \omega_1(y) dy \right)^{\frac{1}{p}}}{\left( \int_E G^p(y) \omega_1^{\frac{1}{p}}(y) \omega_2^{\frac{1}{p}}(y) dy \right)^{\frac{1}{p}}}. \]

Our main Gagliardo-Nirenberg inequalities with three weights will be proved by the OMT method and are stated as follows; we first deal with the case \( \gamma < 1 \):

**Theorem 1.1.** \( (\gamma < 1) \) Let \( n \geq 2, 1 < p < \infty, 1 > \gamma > \max\{1 - 1/n, 1/p'\} \) and \( E \subseteq \mathbb{R}^n \) be an open convex cone, and \( \omega_i : E \to (0, +\infty) \) be homogeneous weights with degree \( \tau_i > -n \) and of class \( C^1 \), \( i \in \{1, 2, 3\} \), such that the triplet \( (\omega_1, \omega_2, \omega_3) \) satisfies condition (C) on \( E \). Let \( \alpha = \frac{1}{p(\gamma - 1) + 1} \) and assume that \( L > 0 \) and \( M \geq 0 \). Then if \( \frac{1}{1 - \gamma} + K > 0 \) we have

\[ \left( \int_E |u|^{ap\omega_1 dx} \right)^{\frac{1}{ap}} \leq C_1 \left( \int_E |\nabla u|^{p\omega_2 dx} \right)^{\frac{1}{p}} \left( \int_E |u|^{ap\gamma\omega_3 dx} \right)^{\frac{1}{ap}}, \forall u \in W^{p,\alpha}(\omega_1, \omega_2; E), \]  
\[ \text{where} \]
\[ C_1 = (C_{K,L,M,C_0} C_{\omega_1, \omega_2})^{\gamma M + L} \]  
and \( \theta_1 = \frac{L}{\alpha \gamma M + L} \in (0, 1] \), \( \gamma = 1 - \frac{1}{n_\tau} \), where \( n_\tau \) is the fractional dimension, Theorem 1.1 reduces to the Sobolev inequality on \( E \) with two weights, stated above (see [4, Theorem 1.1]). One can also observe that when \( \omega_1 = \omega_2 = \omega_3 = \omega \), \( K = -n - \tau \) and \( C_0 = 1 \), where \( \tau \) is the degree of homogeneity of the weight \( \omega \), Theorem 1.1 reduces to the above mentioned main result of Lam [17, Theorem 1.7], see also Theorem 3.1 (and Proposition 5.1).

Since we obtain a sharp result in the case when the three weights coincide (see Theorem 3.1), the question of the converse implication naturally arises for the Gagliardo-Nirenberg inequalities: assuming sharpness and the existence of non-zero extremals in Theorem 1.1 (see inequality (1.11)), are the weights related to each other? The answer turns out to be affirmative and it reads as follows.

**Theorem 1.2.** Under the same assumptions as in Theorem 1.1, if equality holds in (1.11) for some \( u \in W^{p,\alpha}(\omega_1, \omega_2; E) \setminus \{0\} \) and the infimum in (1.10) is achieved, then the following statements hold.

(i) If \( \frac{1}{1 - \gamma} + K \neq 0 \), then the weights \( \omega_1, \omega_2 \) and \( \omega_3 \) are equal up to some constant multiplicative factors and \( 1 - n/(1 - \gamma) \)-concave on \( E \).

(ii) If \( \frac{1}{1 - \gamma} + K = 0 \), then the \( \omega_3 \) term disappears from (1.6), the Gagliardo-Nirenberg inequality reduces to the Sobolev inequality, \( \omega_1 \) and \( \omega_2 \) are equal up to a constant multiplicative factor and \( 1 - n/(1 - \gamma) \)-concave on \( E \).
We stress that the key step of the proof of Theorem 1.2 is tracing back the equalities inside the proof of Theorem 1.1. To this end it is crucial that Theorem 1.1 has been proven directly with functions belonging to the correct Sobolev space $W^{p,\alpha}(\omega_1, \omega_2; E)$: a proof with smooth and compactly supported functions would have let us obtain the same inequalities stated in Theorem 1.1 via a density argument, but it would have not allowed to characterize the equality case. In sight of this, a generalized weighted integration by parts formula is proved in Proposition 2.1: we believe this technical instrument might deserve its own independent interests.

The assumption concerning the attainability of the infimum in (1.10) is important in our argument; at this moment we have no certainty that this compactness property holds for two generic weights $\omega_1$ and $\omega_2$ which are related only by condition (C). On the other hand, when the weights are equal to each other (up to some multiplicative constant), the latter property follows by a duality argument.

In the case $\gamma > 1$ a “dual” Gagliardo-Nirenberg inequality to (1.11) can be established via condition (C); to do this, we assume that $1 + K(1 - \gamma) > 0$ and by using the same notations from (1.8), we introduce the constants

$$\tilde{C}_{K,L,M,0} = \left( \frac{1}{\gamma - 1} - K \right)^{-n} \frac{M}{(M + L)^{n}} \left( \gamma \frac{1}{\gamma - 1} \right)^{-L} \frac{M}{(M + L)^{n}} \left( \frac{M}{M + L} \right)^{L},$$

and

$$\tilde{C}_{\omega_1, \omega_2} = \inf_{G \subset \mathcal{G}_{\omega_1, \omega_2}} \left( \int_E G^\gamma(y) \omega_1^\frac{1}{\gamma} (y) \omega_2^\frac{1}{\gamma} (y) dy \right)^{\frac{1}{\gamma}} \left( \int_E G(y) |y|^p \omega_1^\frac{1}{\gamma} (y) dy \right)^{\frac{1}{p}}.$$  \hspace{1cm} (1.14)

**Theorem 1.3.** ($\gamma > 1$) Let $n \geq 2$, $1 < p < \infty$, $\gamma > 1$ and $E \subseteq \mathbb{R}^n$ be an open convex cone, and $\omega_i: E \to (0, +\infty)$ be homogeneous weights with degree $\tau_i > -n$ and of class $C^1$, $i \in \{1, 2, 3\}$, such that the triplet $(\omega_1, \omega_2, \omega_3)$ satisfies condition (C) on $E$. Let $\alpha = \frac{1}{\rho(\gamma - 1) + 1}$ and assume that $L < 0$ and $1 + K(1 - \gamma) > 0$. Then $\tau_3 = \frac{\alpha}{\rho} + \frac{p}{p}$ and one has

$$\left( \int_E |u|^{\alpha p} \omega_3 dx \right)^{\frac{1}{\alpha p}} \leq C_2 \left( \int_E |\nabla u|^{p} \omega_2 dx \right)^{\frac{\theta_2}{p}} \left( \int_E |u|^{\alpha p} \omega_1 dx \right)^{\frac{1 - \theta_2}{\alpha p}}, \forall u \in W^{p,\alpha}(\omega_1, \omega_2; E),$$

where

$$C_2 = \left( \tilde{C}_{K,L,M,0} \tilde{C}_{\omega_1, \omega_2} \right)^{\frac{1}{\alpha \gamma M}} \text{ and } \theta_2 = -\frac{L}{\alpha \gamma M} \in (0, 1). \hspace{1cm} (1.16)$$

Let us mention that it will follow from the proof of Theorem 1.3 that $M > 0$ and thus the constant in (1.13) is well defined.

If the three weights are equal and we take the limit $\gamma \to 1$ in the Gagliardo-Nirenberg inequalities (either in Theorem 1.1 or Theorem 1.3), we are able in Theorem 3.2 to get sharp one-weighted $p$-log-Sobolev inequalities on $E$ together with the explicit sharp constant. However, this limiting method does not provide a way to characterize the equality cases. On the other hand, a direct OMT-based proof of the sharp one-weighted $p$-log-Sobolev inequality has been given recently in [3] together with a full characterization of the equality cases.

A further application of Theorem 1.3, is Theorem 3.3, a weighted Faber-Krahn inequality that is obtained by choosing the weights equal to each other and letting $\gamma \to +\infty$ in (1.15).
We finally underline how the characterization of the equality case for the weighted Gagliardo-Nirenberg inequality in the case $\gamma > 1$ is still open. To the best of our knowledge, the answer to this question is still unknown even in the unweighted case, see e.g. the case $\alpha < 1$ in [11]. The main difficulty comes from the regularity of the transport map $\phi$: in the case $\gamma < 1$ we are able to prove that the optimizer is strictly positive on compact subsets of its support and hence the singular part of the distributional Laplacian of $\phi$ vanishes. However, in the case $\gamma > 1$, the optimizers are solution of a $p$-Laplace equation with additional singular terms, hence less regularity of its solutions has to be expected.

The paper is organized as follows. In section §2 we prove the main Gagliardo-Nirenberg inequalities with three weights, see Theorems 1.1 & 1.3. In section §3 we establish sharp weighted Sobolev, Gagliardo-Nirenberg, log-Sobolev, Faber-Krahn and isoperimetric inequalities in the case when the weights are equal. Section §4 is devoted to the discussion of the rigidity, by proving Theorem 1.2. In section §5 we construct several classes of weights which verify our main condition (C) and prove the equivalence between (1.2) and the \( \frac{1}{1-n(1-\gamma)} \)-concavity of the weight (both for $\gamma \neq 1$ and in the limit case $\gamma \to 1$).

2. Weighted Gagliardo-Nirenberg inequalities: proof of Theorems 1.1 & 1.3

This section is devoted to the proofs of Theorems 1.1 and 1.3. Before that we first discuss necessary conditions that the weights need to satisfy when condition (C) holds, by using the homogeneity property of the weights with respect to $y$ and $x$. We notice that by multiplying both sides of (1.6) by $\omega_1^{-1/p} \omega_2^{1/p}(x)$ we obtain the equivalent condition

\[
\left( \frac{1}{1-\gamma} - n \right) \left( \frac{\omega_2^{\frac{1}{p}}(y) \omega_1^{\frac{1}{p}}(y)}{\omega_2^{1/(1-\gamma)}(x) \omega_1^{1/(1-\gamma)}(x)} \right)^{1-n(1-\gamma)} \leq \left( \frac{1}{1-\gamma} + K \right) \frac{\omega_2(x)}{\omega_1(x)} + C_0 \frac{\nabla(\omega_2^{\frac{1}{p}} \omega_1^{\frac{1}{p}})(x)}{\omega_1(x)} \cdot y.
\]

(2.1)

Here we focus on the homogeneity in $y$.

- **Homogeneity in $y$, case $\gamma < 1$.** Replacing $y$ with $\lambda y$ in (2.1), and letting $\lambda \to +\infty$ and $\lambda \to 0$ we get

\[
0 \leq \frac{\tau_2}{p} + \tau_1 \left( \frac{1}{p'} - \gamma \right) \leq 1 - n(1-\gamma).
\]

(2.2)

- **Homogeneity in $y$, case $\gamma > 1$.** In this case we can rearrange the terms in (2.1) in the following way:

\[
\left( \frac{1}{\gamma} - 1 - K \right) \frac{\omega_2(x)}{\omega_1(x)} \leq \left( \frac{1}{\gamma} + n \right) \left( \frac{\omega_2^{\frac{1}{p}}(y) \omega_1^{\frac{1}{p}}(y)}{\omega_2^{1/(1-\gamma)}(x) \omega_1^{1/(1-\gamma)}(x)} \right)^{1-n(1-\gamma)} + C_0 \frac{\nabla(\omega_2^{\frac{1}{p}} \omega_1^{\frac{1}{p}})(x)}{\omega_1(x)} \cdot y.
\]

(2.3)

Since $\frac{1}{\gamma} - 1 - K > 0$ by assumption (see Theorem 1.3), replacing $y$ with $\lambda y$ and letting $\lambda \to 0$, we get

\[
\frac{\tau_2}{p} + \tau_1 \left( \frac{1}{p'} - \gamma \right) \leq 0.
\]

Moreover, choosing $y = x = \lambda v$ in (2.1) and letting $\lambda \to +\infty$ and $\lambda \to 0$ we obtain: $\tau_3 = \frac{\tau_2}{p} + \frac{\tau_1}{p'}$. 

In both cases, i.e., $\gamma < 1$ and $\gamma > 1$ (with $\frac{1}{\gamma - 1} - K > 0$), choosing $y = \lambda x$ in (2.1) we obtain

$$
\frac{1}{\gamma - 1}\frac{\lambda}{x} + \frac{1}{\gamma - p'} \geq 0
$$

for every $x, y \in E$.

The next lemma will be crucial in the sequel; its proof relies on the AM-GM inequality, see [17].

**Lemma 2.1.** Let $n \geq 2$ be a natural number, $\gamma \geq 1 - \frac{1}{n}$, $\gamma \neq 1$, $C > 0$ and $M$ be an $(n \times n)$-type positive-definite symmetric matrix. Then

$$
\frac{1}{1 - \gamma} C^{1-n(1-\gamma)}(\det(M))^{1-\gamma} \leq \left( \frac{1}{1 - \gamma} - n \right) C + \operatorname{tr}(M).
$$

Moreover, the equality in (2.5) holds if and only if $M = CI_n$. (Hereafter, $I_n$ denotes the $(n \times n)$-type unitary matrix.)

The following integration by parts inequality will be crucial in the proofs of our main results. To formulate this result we denote by $\Delta_{D'} \phi$ the distributional Laplacian of a convex function $\phi : E \to \mathbb{R}$ and by $\Delta_A \phi$ its absolutely continuous part.

**Proposition 2.1.** Let $p > 1$, $E \subseteq \mathbb{R}^n$ be an open convex cone, and $\omega_i : E \to (0, +\infty)$ be weights of class $C^1$, $i \in \{1, 2\}$, such that $\nabla (\omega_1^{1/p'} \omega_2^{1/p}) (x) \cdot y \geq 0$ for every $x, y \in E$. Let $\phi : \mathbb{R}^n \to \mathbb{R}$ be a convex function such that $\nabla \phi (x) \in \mathcal{E}$ for a.e. $x \in \mathcal{E}$. If $q > 1$, and $f : E \to [0, +\infty)$ is a measurable function such that $f^{q-1} \nabla \phi \in L^p (\omega_1 ; E)$ and $\nabla f \in L^p (\omega_2 ; E)$, then

$$
\int_E f^q \omega_1^{1/p'} \frac{\partial}{\partial x} \Delta_A \phi \, dx \leq -q \int_E f^{q-1} \omega_1^{1/p'} \omega_2^{1/p} \nabla \phi \cdot \nabla f \, dx - \int_E f^q \nabla (\omega_1^{1/p'} \omega_2^{1/p}) \cdot \nabla f \, dx. \tag{2.6}
$$

**Proof.** The proof is adapted from Cordero-Erausquin, Nazaret and Villani [11] (for the unweighted case) and Balogh, Don and Kristály [3] (involving only one weight and slightly different integrability conditions). Let us denote by $S := \operatorname{int} \{ x \in \mathbb{R}^n : \phi (x) < +\infty \}$; due to the assumption, $E \cap S$ is open, convex and contains the support of $u$ except, possibly, for a Lebesgue null set.

For every $k \geq 1$, let $\theta_k^0 : [0, +\infty) \to [0, 1]$ be a non-decreasing $C^\infty$ function such that $\theta_k^0 (s) = 0$ for $s \leq \frac{1}{k}$ and $\theta_k^0 (s) = 1$ for $s \geq \frac{1}{k}$; in addition, let $\theta_k : E \to [0, 1]$, be the locally Lipschitz function $\theta_k (x) = \theta_k^0 (d(x, \partial E))$, $x \in E$. Let $f_k = f \theta_k$, $k \geq 1$. It turns out that $\nabla f_k \in L^p (\omega_2 ; E)$ for every $k \geq 1$ and supp$f_k \subseteq S_k$ where $S_k = \{ x \in E : d(x, \partial E) \geq \frac{1}{k} \}$. Furthermore, for every fixed $k \geq 1$, by a trivial extension, one has that $\nabla f_k \in L^p (\mathbb{R}^n)$.

Let us consider a cut-off function $\chi : \mathbb{R}^n \to [0, 1]$ of class $C^\infty$ such that $\chi \equiv 1$ on $B = B(0, 1)$ and $\chi \equiv 0$ on $\mathbb{R}^n \setminus B(0, 2)$. Fix $x_0 \in E$ and $k \geq 1$. For $\varepsilon \in (0, 1)$ small enough, we define

$$
f_{k, \varepsilon} (x) = \min \left\{ f_k \left( x_0 + \frac{x - x_0}{1 - \varepsilon} \right), \chi (\varepsilon x) f_k (x) \right\}, \quad x \in E.
$$

Then $f_{k, \varepsilon} \geq 0$ has compact support in $E \cap S$ and since $|\nabla \chi| \leq C_0$ for some $C_0 > 0$, one has that $\nabla f_{k, \varepsilon} \in L^p (\omega_2 ; E) \cap L^p (\mathbb{R}^n)$.

Given a non-negative function $\kappa \in C^\infty_c (B)$ such that $\int_B \kappa \, dx = 1$, we consider the convolution kernel $\kappa_\delta (x) = \frac{1}{\delta^n} \kappa (x/\delta)$, $\delta > 0$, and define the convolution function

$$
f_{k, \varepsilon}^\delta (x) = (f_{k, \varepsilon} \ast \kappa_\delta) (x) := \int_E f_{k, \varepsilon} (y) \kappa_\delta (x - y) \, dy \geq 0.
$$
It is standard that the functions $f^\delta_{k,\varepsilon}$ are smooth on $E$ for every $\varepsilon \in (0,1)$ belonging to the above range, and $\delta > 0$. Moreover, since $\phi$ is convex, and $\text{supp} f^\delta_{k,\varepsilon}$ is compact in $E$, then $\nabla \phi$ is essentially bounded on $\text{supp}(f^\delta_{k,\varepsilon})$ for every sufficiently small $\delta > 0$.

The idea is to apply the usual divergence theorem to the smooth function $f^\delta_{k,\varepsilon}$ and pass to the limit as $\delta \to 0$, $\varepsilon \to 0$ and $k \to \infty$, in this order, obtaining the expected inequality (2.6).

Taking into account that $f^\delta_{k,\varepsilon} = 0$ on $\partial E$, and $\Delta_A \phi \leq \Delta_D \phi$ in the distributional sense, the divergence theorem implies

$$\int_E (f^\delta_{k,\varepsilon})^q \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} \Delta_A \phi dx \leq \int_E (f^\delta_{k,\varepsilon})^q \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} \Delta_D \phi dx$$

$$= -q \int_E (f^\delta_{k,\varepsilon})^{q-1} \nabla f^\delta_{k,\varepsilon} \cdot \nabla \phi \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} dx$$

$$- \int_E (f^\delta_{k,\varepsilon})^{q-1} \nabla (\omega_1^\frac{1}{p} \omega_2^\frac{1}{q}) \cdot \nabla \phi dx.$$  (2.7)

Since $\phi$ is convex, thus $\Delta_A \phi \geq 0$ on $E$, and $\nabla (\omega_1^\frac{1}{p} \omega_2^\frac{1}{q})(x) \cdot \nabla \phi(x) \geq 0$ for a.e. $x \in E$, where we used the assumption that $\nabla \phi(x) \in \bar{E}$ for a.e. $x \in \bar{E}$, it turns out that

$$I_{\omega_1,\omega_2,\phi} := \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} \Delta_A \phi + \nabla (\omega_1^\frac{1}{p} \omega_2^\frac{1}{q}) \cdot \nabla \phi \geq 0 \text{ a.e. on } E.$$  (2.8)

Thus, inequality (2.7) reads as

$$\int_E (f^\delta_{k,\varepsilon})^q I_{\omega_1,\omega_2,\phi}(x) dx \leq -q \int_E (f^\delta_{k,\varepsilon})^{q-1} \nabla f^\delta_{k,\varepsilon} \cdot \nabla \phi \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} dx.$$  (2.9)

Let us observe first that

$$\int_E (f^\delta_{k,\varepsilon})^{q-1} \nabla f^\delta_{k,\varepsilon} \cdot \nabla \phi \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} dx \to \int_E f^{q-1} \nabla f_{k,\varepsilon} \cdot \nabla \phi \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} dx \text{ as } \delta \to 0,$$

which is due to the fact that $\nabla \phi$ is essentially bounded on $\text{supp}(f^\delta_{k,\varepsilon})$, and $(f^\delta_{k,\varepsilon})^{q-1} \nabla \phi$ converges in $L^p(\omega_1; E)$ to $(f_{k,\varepsilon})^{q-1} \nabla \phi$, and $\nabla f^\delta_{k,\varepsilon}$ converges in $L^p(\omega_2; E)$ to $\nabla f_{k,\varepsilon}$ as $\delta \to 0$, coming from properties of convolution and superposition operators based on the dominated convergence theorem. Thus, letting $\delta \to 0$ in (2.9), the latter properties together with Fatou’s lemma and (2.8) imply that

$$\int_E f^q_{k,\varepsilon} I_{\omega_1,\omega_2,\phi}(x) dx \leq -q \int_E f^{q-1}_{k,\varepsilon} \nabla f_{k,\varepsilon} \cdot \nabla \phi \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} dx.$$  (2.10)

The next step is to take the limit in (2.10) whenever $\varepsilon \to 0$. By the definition of $f_{k,\varepsilon}$, we have that, passing to a subsequence of $\varepsilon = (\varepsilon_{k,l})_{l \in \mathbb{N}}$, the sequence $f_{k,\varepsilon}$ converges to $f_k$ a.e. as $\varepsilon \to 0$.

In addition, by construction we have that $f_{k,\varepsilon} \leq f_k \leq u$ and by assumption $f^{q-1} \nabla \phi \in L^p(\omega_1; E)$; accordingly, the dominated convergence theorem implies that

$$f^{q-1} \nabla \phi \to f^{q-1} \nabla \phi \text{ in } L^p(\omega_1; E) \text{ as } \varepsilon \to 0.$$  

One can also prove that $\nabla f_{k,\varepsilon}$ converges to $\nabla f_k$ in the sense of distributions and $\nabla f_{k,\varepsilon}$ is uniformly bounded in $L^p(E)$ w.r.t. $\varepsilon > 0$; hence, $\nabla f_{k,\varepsilon}$ converges weakly in $L^p(E)$ to $\nabla f_k$ as $\varepsilon \to 0$. Combining the last two facts, it turns out that

$$\int_E f^{q-1}_{k,\varepsilon} \nabla f_{k,\varepsilon} \cdot \nabla \phi \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} dx \to \int_E f^{q-1}_k \nabla f_k \cdot \nabla \phi \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} dx \text{ as } \varepsilon \to 0.$$
By Fatou’s lemma, once we let \( \varepsilon \to 0 \) in (2.10), we obtain that
\[
\int_E f_k^q I_{\omega_1,\omega_2,\phi}(x) dx \leq -q \int_E f_k^{q-1} \nabla f_k \cdot \nabla \phi \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} dx.
\] (2.11)

As a final step, we take the limit \( k \to \infty \) in (2.11). We observe that since \( x \mapsto d(x, \partial E) \) is locally Lipschitz, it is differentiable a.e. in \( E \); furthermore, for a.e. \( x \in E \) one has that \( \nabla d(., \partial E)(x) = -\mathbf{n}(x^*) \), where \( x^* \in \partial E \) is the unique point with \( |x - x^*| = d(x, \partial E) \) and \( \mathbf{n}(x^*) \) is the unit outer normal vector at \( x^* \in \partial E \). Since \( E \) is convex and \( \nabla \phi(x) \in \mathbb{R} \) for a.e. \( x \in \mathbb{R} \), it turns out that \( \mathbf{n}(x^*) \cdot \nabla \phi(x) \leq 0 \) for a.e. \( x \in E \). In particular, the monotonicity of \( \theta_k^0 \) implies that for a.e. \( x \in E \) one has
\[
\nabla f_k(x) \cdot \nabla \phi(x) = \theta_k(x) \nabla f(x) \cdot \nabla \phi(x) - f(x)(\theta_k^0)'(d(x, \partial E))\mathbf{n}(x^*) \cdot \nabla \phi(x) \\
\geq \theta_k(x) \nabla f(x) \cdot \nabla \phi(x).
\]
The above arguments together with (2.11) imply
\[
\int_E \theta_k^q f_k^q I_{\omega_1,\omega_2,\phi}(x) dx \leq -q \int_E \theta_k^q f_k^{q-1} \nabla f \cdot \nabla \phi \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} dx.
\]

Letting \( k \to \infty \) and taking into account that \( \theta_k \to 1 \) for a.e. \( x \in E \) as \( k \to \infty \), Fatou’s lemma and the dominated convergence theorem imply the inequality (2.6).

**Remark 2.1.** When we apply Proposition 2.1 in the proof of Theorems 1.1 and 1.3 we shall choose \( q = \alpha p \gamma = \frac{p \gamma}{p \gamma - p + 1} > 1 \). From the proof of Theorems 1.1 and 1.3 it will be clear that the integrability assumptions \( f^{\alpha p \gamma-1} \nabla \phi \in L^p(\omega_1; E) \) and \( \nabla f \in L^p(\omega_2; E) \) are satisfied and thus Proposition 2.1 applies. We notice that both terms \( \int_E f^{\alpha p \gamma-1} \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} \Delta_A \phi dx \) and \( \int_E f^{\alpha p \gamma} \nabla(\omega_1^\frac{1}{p} \omega_2^\frac{1}{q}) \cdot \nabla \phi dx \) are finite. Indeed, both of them are non-negative, and due to inequality (2.6), their sum is bounded from above by
\[
\alpha p \gamma \left( \int_E f^{\alpha p \gamma-1} \omega_1^\frac{1}{p} \omega_2^\frac{1}{q} \nabla \phi \cdot \nabla f dx \right) \leq \alpha p \gamma \left( \int_E f^{(\alpha p \gamma-1)p} |\nabla \phi|^{p'} \omega_1 dx \right)^\frac{1}{p} \left( \int_E |\nabla f|^{p} \omega_2 \right)^\frac{1}{p} < +\infty.
\]

After this preparatory part, we focus to the proof of Theorems 1.1 and 1.3. As mentioned in the introduction the strategy of the proof is based on optimal mass transport theory. For more details on this method we refer to [20]. To start the proof, we assume that \( \gamma \neq 1 \) and we consider the space of functions
\[
\mathcal{G}_{\omega_1,\omega_2} := \left\{ G : E \to [0, +\infty) : G \in L^1(\omega_1; E) \cap L^\gamma(\omega_1^\frac{1}{p} \omega_2^\frac{1}{q}; E), \int_E G(y)|y|^{p'} \omega_1 dy < +\infty \right\}.
\]

Clearly, non-negative functions of \( C_0^\infty(\mathbb{R}^n) \) belong to \( \mathcal{G}_{\omega_1,\omega_2} \).

We consider \( u \in \dot{W}^{p,\alpha}(\omega_1,\omega_2; E) \setminus \{0\} \) and let
\[
f := \frac{|u|}{\left( \int_E |u|^{\alpha p} \omega_1 dx \right)^\frac{1}{\alpha p}} \geq 0.
\] (2.12)

If \( \int_E |u|^{\alpha p} \omega_3 dx = +\infty \), we have nothing to prove in (1.11); thus, we may consider without loss of generality that it is finite, i.e., \( \int_E f^{\alpha p} \omega_3 dx < +\infty \) for (1.15) this fact will follow as we shall see in
the sequel. Let \( G \in \mathcal{G}_{\omega_1, \omega_2} \) be a function such that

\[
\int_E G \omega_1 dx = \int_E f^{op} \omega_1 dx = 1.
\]

Let \( U := \text{supp} u \subset \mathbb{R}^n \). We can assume that \( E \cap U \neq \emptyset \); otherwise, both (1.11) and (1.15) become trivial. By Brenier’s theorem (see e.g. [1]) we can find a convex function \( \phi : E \to \mathbb{R} \) such that the Monge-Ampère equation holds, i.e.,

\[
f^{op}(x) \omega_1(x) = G(\nabla \phi(x)) \omega_1(\nabla \phi(x)) \det(D^2 \phi(x)) \quad \text{a.e. } x \in E \cap U, \tag{2.13}
\]

or equivalently,

\[
\frac{1}{1 - \gamma} G^{\gamma - 1}(\nabla \phi(x)) \omega_1^{\gamma - 1}(\nabla \phi(x)) = f^{op(\gamma - 1)}(x) \omega_1^{\gamma - 1}(x) \frac{\det^{1 - \gamma}(D^2 \phi(x))}{1 - \gamma} \quad \text{a.e. } x \in E \cap U, \tag{2.14}
\]

where \( D^2 \phi \) denotes the Hessian of \( \phi \) in the sense of Alexandrov (being the absolutely continuous part of the distributional Hessian of \( \phi \)), see Villani [20]. In a similar way, let \( \Delta_A \phi = \text{tr} D^2_A \phi \) be the Laplacian of \( \phi \).

Multiplying both sides of (2.14) by \( \omega_1^{-\gamma} \omega_2^{\frac{1}{p}} (\nabla \phi(x)) \omega_2^{\frac{1}{p}} (\nabla \phi(x)) \) and integrating with respect to the measure \( f^{op}(x) \omega_1(x) dx = G(\nabla \phi(x)) \omega_1(\nabla \phi(x)) \det(D^2 \phi(x)) dx \) we obtain

\[
\frac{C_0^{(1 - \gamma)n}}{1 - \gamma} \int_{E \cap U} G^{\gamma}(\nabla \phi(x)) \omega_1^{\gamma - 1}(\nabla \phi(x)) \omega_2^{\frac{1}{p}} (\nabla \phi(x)) \omega_2^{\frac{1}{p}} (\nabla \phi(x)) \det(D^2 \phi(x)) dx
\]

\[
= \frac{1}{1 - \gamma} \int_{E \cap U} f^{op}(x) \omega_1(x)^{\gamma} \det^{1 - \gamma}(C_0 D^2 \phi(x)) \omega_1(\nabla \phi(x)) \omega_2^{\frac{1}{p} - \gamma} \omega_2(\nabla \phi(x))^{\frac{1}{p}} dx.
\tag{2.15}
\]

Since \( G \in \mathcal{G}_{\omega_1, \omega_2} \), a change of variables shows that the left-hand side is integrable; thus the right-hand side (denoted by RHS) is also integrable. By Lemma 2.1, for a.e. \( x \in E \cap U \) we obtain that

\[
\frac{1}{1 - \gamma} \omega_2(\nabla \phi(x))^{\frac{1}{p}} \omega_1(\nabla \phi(x))^{\frac{1}{p} - \gamma} \omega_1^{1 - \gamma}(x) \cdot \det(C_0 D^2 \phi(x))^{1 - \gamma}
\]

\[
= \frac{1}{1 - \gamma} \left[ \left( \frac{\omega_2(\nabla \phi(x))^{\frac{1}{p}} \omega_1(\nabla \phi(x))^{\frac{1}{p} - \gamma}}{\omega_2(x)^{\frac{1}{p}} - \gamma} \omega_1(x)^{\frac{1}{p} - \gamma} \right) \frac{1}{1 - n(1 - \gamma)} \right]^{1 - n(1 - \gamma)} \det \left( \frac{C_0 \omega_2(x)^{\frac{1}{p}} D^2 \phi(x)}{\omega_1(x)^{\frac{1}{p}}} \right)^{1 - \gamma}
\]

\[
\leq \left( \frac{1}{1 - \gamma} - n \right) \left( \frac{\omega_2(\nabla \phi(x))^{\frac{1}{p}} \omega_1(\nabla \phi(x))^{\frac{1}{p} - \gamma}}{\omega_2(x)^{\frac{1}{p}} - \gamma} \omega_1(x)^{\frac{1}{p} - \gamma} \right) + C_0 \left( \frac{\omega_2(x)^{\frac{1}{p}}}{\omega_1(x)^{\frac{1}{p}}} \right) \Delta_A \phi(x)
\]

\[
\leq \left( \frac{1}{1 - \gamma} + K \right) \frac{\omega_3(x)}{\omega_1(x)} + C_0 \frac{\nabla \left( \frac{\omega_2(x)}{\omega_1(x)} \right) (x) \cdot \nabla \phi(x)}{\omega_3(x)} + C_0 \left( \frac{\omega_2(x)^{\frac{1}{p}}}{\omega_1(x)^{\frac{1}{p}}} \right) \Delta_A \phi(x),
\]
where in the last inequality we used condition (C) with $y = \nabla \phi(x) \in E$, together with the fact that $\nabla \phi(E) \subseteq E$. Using (2.16) we can estimate the right-hand side of (2.15), to infer that

$$
\text{RHS} \leq \left( \frac{1}{1-\gamma} + K \right) \int_E f^{\alpha \gamma}(x) \omega_3(x) dx + C_0 \int_{E \cap U} f^{\alpha \gamma}(x) \nabla (\omega_2^{\frac{1}{\alpha}} \omega_1^{\frac{1}{\alpha}}) \cdot \nabla \phi(x) dx
$$

$$
+ C_0 \int_E f^{\alpha \gamma}(x) \left( \alpha p \gamma \right)^{\frac{1}{p}} \Delta \phi(x) \omega_1(x) dx.
$$

(2.17)

Note that since $f \in \dot{W}^{p, \alpha}(\omega_1, \omega_2; E) \setminus \{0\}$, we have that $\nabla f \in L^p(\omega_2; E)$, while from the Monge-Ampère equation (2.13) and a change of variables together with $(\alpha \gamma - 1)p' = \alpha p$ we obtain that $f^{\alpha \gamma - 1} \nabla \phi \in L^{p'}(\omega_1; E)$, since

$$
\int_E f^{\alpha \gamma - 1}p'(x) \nabla \phi(x) |y|^{p'} \omega_1(x) dx = \int_E G(y) |y|^{p'} \omega_1(y) dy < +\infty,
$$

(2.18)

where in the last step we used the fact that $G \in G_{\omega_1, \omega_2}$. Since condition (C) implies that

$$
\nabla (\omega_2^{\frac{1}{\alpha}} \omega_1^{\frac{1}{\alpha}})(x) \cdot y \geq 0 , \quad x, y \in E,
$$

see (2.4), we are in the position to apply Proposition 2.1 with $q = \alpha \gamma$ (see also Remark 2.1), obtaining that

$$
\text{RHS} \leq \left( \frac{1}{1-\gamma} + K \right) \int_E f^{\alpha \gamma}(x) \omega_3(x) dx - C_0 \alpha p \gamma \int_E f^{\alpha \gamma - 1} \omega_1^{\frac{1}{\alpha}} \omega_2^{\frac{1}{\alpha}} \nabla \phi \cdot \nabla f dx.
$$

(2.19)

By Young’s inequality we can write for any $\mu > 0$ that

$$
- \alpha p \int_E f^{\alpha \gamma - 1} \nabla f \cdot \nabla \phi \omega_2^{\frac{1}{\alpha}} \omega_1^{\frac{1}{\alpha}} dx \leq \frac{\alpha}{\mu p} \int_E |\nabla f|^p \omega_2 dx + \frac{\alpha p \mu p'}{p'} \int_E f^{(\alpha \gamma - 1)p'} |\nabla \phi|^{p'} \omega_1 dx.
$$

(2.20)

By the Monge-Ampère equation (2.13), relations (2.15) and (2.18), and inequalities (2.19) and (2.20), we have that

$$
\frac{C_0^{(\alpha \gamma)\mu}}{1-\gamma} \int_E G^\gamma(y) \omega_1^{\frac{1}{\alpha}} \omega_2^{\frac{1}{\alpha}}(y) dy - \frac{C_0 \gamma (p-1) \mu p'}{p'(\gamma-1) + 1} \int_E G(y) |y|^{p'} \omega_1(y) dy
$$

$$
\leq \left( \frac{1}{1-\gamma} + K \right) \int_E f^{\alpha \gamma} \omega_3 dx + \frac{C_0 \gamma}{\mu p (p(\gamma-1) + 1)} \int_E |\nabla f|^p \omega_2 dx.
$$

(2.21)

In what follows we shall distinguish two cases according to $\gamma < 1$ and $\gamma > 1$.

**Proof of Theorem 1.1 ($\gamma < 1$).** Let us define

$$
K_1 := K_1(C_0, \gamma, \omega_1, \omega_2, \mu)
$$

$$
= \frac{C_0^{(\alpha \gamma)\mu}}{1-\gamma} \int_E G^\gamma(y) \omega_1^{\frac{1}{\alpha}} \omega_2^{\frac{1}{\alpha}}(y) dy - \frac{C_0 \gamma (p-1) \mu p'}{p'(\gamma-1) + 1} \int_E G(y) |y|^{p'} \omega_1(y) dy.
$$

(2.22)

We notice that for every sufficiently small $\mu > 0$, we have $K_1 > 0$; we fix such a value of $\mu > 0$. Inequality (2.21) implies that

$$
K_1 \leq \left( \frac{1}{1-\gamma} + K \right) \int_E f^{\alpha \gamma} \omega_3 dx + \frac{C_0 \gamma}{\mu p (p(\gamma-1) + 1)} \int_E |\nabla f|^p \omega_2 dx.
$$

(2.23)
Using (2.12), inequality (2.23) becomes

\[
K_1 \leq K_2 \left( \frac{\int_E |u|^{|\alpha p\gamma|} dx}{\int_E |u|^{\alpha p_1} dx} \right)^{\gamma} + K_3 \left( \frac{\int_E |\nabla u|^p dx}{\int_E |u|^{|\alpha p\gamma|} dx} \right)^{\gamma},
\]

(2.24)

where we have set

\[
K_2 := \frac{1}{1 - \gamma} + K \quad \text{and} \quad K_3 := \frac{C_0 \gamma}{\mu^p(p(\gamma - 1) + 1)} > 0.
\]

(2.25)

Note that since \( \gamma < 1 \) we have \( K_2 \geq 0 \); indeed, if \( \gamma \to 0 \) in the condition (C), the latter property immediately follows.

To continue the proof we apply a rescaling of the function \( u \) and we shall optimise in terms of the rescaling parameter: we shall replace \( u \) by \( u(\lambda x) := \lambda^{|\alpha p\gamma|} u(\lambda x), \lambda > 0 \). By a standard change of variable one can verify that \( \int_E |u|^{\alpha p_1} dx = \int_E |u|^{\alpha p_1} dx \) and equation (2.24) is then equivalent to

\[
K_1 \leq K_2 \lambda^{-L} \left\| \frac{|u|^{p\gamma}}{|u|_{\omega_1, \alpha p}} \right\| + K_3 \lambda^M \left\| \frac{\nabla u}{|u|_{\omega_1, \alpha p}} \right\|, \quad \lambda > 0,
\]

(2.26)

where we recall the notations

\[
L = -(n + \tau_1) \gamma + (n + \tau_3) \quad \text{and} \quad M = p + \frac{n + \tau_1}{\alpha} - (n + \tau_2).
\]

(2.27)

We notice that by our assumptions we have \( L > 0 \) and \( M \geq 0 \). We distinguish three cases, depending on the values of \( K_2 \) and \( M \).

Case a: \( K_2 > 0 \) and \( M > 0 \). In this case we shall optimize (2.26) w.r.t. \( \lambda > 0 \), which occurs whenever

\[
-K_2 L \lambda^{-L-1} \left\| \frac{|u|^{p\gamma}}{|u|_{\omega_1, \alpha p}} \right\| + K_3 M \lambda^{-M-1} \left\| \frac{\nabla u}{|u|_{\omega_1, \alpha p}} \right\| = 0,
\]

i.e.,

\[
\lambda = \left[ \frac{K_2}{K_3 M} \left\| \frac{\nabla u}{|u|_{\omega_1, \alpha p}} \right\| \right]^{\frac{1}{L+M}}.
\]

Replacing this value into (2.26) we get

\[
K_1 \leq K_2 \frac{M}{L+M} K_3 \frac{L}{L+M} \left\| \frac{\nabla u}{|u|_{\omega_1, \alpha p}} \right\| \left( \frac{M}{L} \right)^{\frac{M}{L+M}} + \left( \frac{L}{M} \right)^{\frac{M}{L+M}}.
\]

(2.28)

Define

\[
\theta_1 = \frac{L}{\alpha \gamma M + L} = \frac{L}{\alpha \gamma M + L} = \frac{-n + \tau_1 \gamma + n + \tau_3}{\alpha \gamma (p - \tau_2 - n) + n + \tau_3}.
\]

Note, that by our assumptions we have that \( \theta_1 \in (0, 1] \). Hence (2.28) gives the constant

\[
C_1 = \left( K_1^{-1} K_2 \frac{M}{L+M} K_3 \frac{L}{L+M} \left( \frac{M}{L} \right)^{\frac{M}{L+M}} + \left( \frac{L}{M} \right)^{\frac{M}{L+M}} \right) \left( \frac{\alpha \gamma \theta_1^\frac{1}{\alpha \gamma (\gamma + M + L)} + \frac{1}{L+M}}{1} \right) > 0
\]

(2.29)
such that
\[
\left( \int_E |u|^{\alpha_p} \omega_1 dx \right)^{\frac{1}{\alpha_p}} \leq C_1 \left( \int_E |\nabla u|^{\gamma} \omega_2 dx \right)^{\frac{1}{\gamma}} \left( \int_E |u|^{\alpha_p} \gamma \omega_3 dx \right)^{\frac{1}{\alpha_p}}. \tag{2.30}
\]

When we want to minimize the expression $K_1^{-1} K_3^{\frac{1}{\alpha_p}}$ as a function of $\mu > 0$, it turns out that the optimal value for $\mu > 0$ will be given precisely by
\[
\mu := \left( \frac{C_0^{1-(1-\gamma)n}}{1-1} \frac{L}{M + pL} \int_E G(y) \omega_1^\gamma \omega_2^\frac{1}{\omega_2} (y) \omega_2^\frac{1}{\omega_2} dy \right)^{1/p}.	ag{2.31}
\]

Now, after a straightforward computation, the constant appearing in (1.12) is nothing but
\[
C_1 := \inf_{G \in G_{1,\alpha}; \int_E G \omega_1 = 1} C_1.
\]

**Case b:** $K_2 = 0$. According to (2.26), we necessarily have that $M = 0$; otherwise, by letting $\lambda \rightarrow 0$ in (2.26), we obtain $0 < K_1 \leq 0$, a contradiction. In this case (2.26) reduces to the weighted Sobolev inequality
\[
\|u\|_{\omega_1, \alpha_p} \leq (K_1^{-1} K_3)^{\frac{1}{\alpha_p}} \|\nabla u\|_{\omega_2, p}.	ag{2.32}
\]

Note that the constant $C_1 > 0$ from (2.29) formally also reduces to $(K_1^{-1} K_3)^{\frac{1}{\alpha_p}}$ and $\theta_1 = 1$, thus (2.32) appears as the limit case into (2.30).

**Case c:** $K_2 > 0$ and $M = 0$. In this case, by letting $\lambda \rightarrow +\infty$ in (2.26), we obtain exactly the same inequality as (2.32). The rest is the same as in Case b. \qed

**Proof of Theorem 1.3** ($\gamma > 1$). We can reason as in the case $\gamma < 1$; by (2.21) we obtain that
\[
\frac{C_0^{1-(1-\gamma)n}}{\gamma - 1} \int_E G(y) \omega_1^\gamma \omega_2^\frac{1}{\omega_2} (y) \omega_2^\frac{1}{\omega_2} dy + \frac{C_0 \gamma (p-1) \mu^p}{p(\gamma - 1) + 1} \int_E G(y) |y|^{\mu^p} \omega_1 (y) dy \
\geq \left( \frac{1}{\gamma - 1} - K \right) \int_E f^{\alpha_p} \omega_3 dx - \frac{C_0 \gamma}{\mu^p(p(\gamma - 1) + 1)} \int_E |\nabla f|^{p} \omega_2 dx. \tag{2.33}
\]

In particular, since $1 + K(1-\gamma) > 0$, by (2.33) it turns out that $0 < \int_E f^{\alpha_p} \omega_3 dx < +\infty$.

Let
\[
\tilde{K}_1 := \frac{C_0^{1-(1-\gamma)n}}{\gamma - 1} \int_E G(y) \omega_1 (y) \omega_2^\frac{1}{\omega_2} dy + \frac{C_0 \gamma (p-1) \mu^p}{p(\gamma - 1) + 1} \int_E G(y) |y|^{\mu^p} \omega_1 (y) dy > 0,
\]

Then (2.33) implies
\[
\tilde{K}_1 \geq \tilde{K}_2 \int_E f^{\alpha_p} \omega_3 dx - \tilde{K}_3 \int_E |\nabla f|^{p} \omega_2 dx, \tag{2.34}
\]

where
\[
\tilde{K}_2 = \frac{1}{\gamma - 1} - K \text{ and } \tilde{K}_3 = \frac{C_0 \gamma}{\mu^p(p(\gamma - 1) + 1)};
\]
note that we have $\tilde{K}_2 > 0$ by using our assumption that $1 + K(1 - \gamma) > 0$. By (2.12) and (2.34), it follows that
\[
\tilde{K}_1 \geq \tilde{K}_2 \frac{\int_E |u|^{\alpha p} \omega_3 dx}{\left( \int_E |u|^{\alpha p} \omega_1 dx \right)^{\gamma}} - \tilde{K}_3 \frac{\int_E \nabla u^p \omega_2 dx}{\left( \int_E |u|^{\alpha p} \omega_1 dx \right)^{\frac{1}{\alpha}}}.
\] (2.35)

We now replace $u$ with $u_\lambda(x) = \lambda^{\frac{n + \tau_3}{\alpha p}} u(\lambda x)$, $\lambda > 0$, thus $\int_E |u_\lambda|^{\alpha p} \omega_1 dx = \int_E |u|^{\alpha p} \omega_1 dx$ and (2.35) transforms into
\[
\tilde{K}_1 \geq \tilde{K}_2 \lambda^{(n + \tau_1)\gamma - (n + \tau_3)} \frac{\|u\|_{\omega_3, \alpha p}^{\alpha p}}{\|u\|_{\omega_1, \alpha p}^{\alpha p}} - \tilde{K}_3 \lambda^{\frac{n + \tau_2}{\alpha p} - (n + \tau_2) + p} \frac{\|\nabla u\|_{\omega_2, p}^p}{\|u\|_{\omega_1, \alpha p}^p}.
\] (2.36)

As in (1.8), we denote by
\[
L := -(n + \tau_1)\gamma + (n + \tau_3) \quad \text{and} \quad M := p + \frac{n + \tau_1}{\alpha} - (n + \tau_2).
\]
Recall that by the observations made before, $\tau_3 = \frac{2a}{p} + \frac{2a}{p}$ and $\tau_1\left(\frac{1}{p} - \gamma\right) + \frac{2a}{p} \leq 0$. The latter fact combined with the assumption implies that $0 < -L < M$.

The right-hand side of (2.36) has then a maximum, given by
\[
\lambda = \left( \frac{-L \tilde{K}_2}{M \tilde{K}_3} \frac{\|u\|_{\omega_3, \alpha p}^{\alpha p}}{\|u\|_{\omega_1, \alpha p}^{\alpha p}} \right)^{\frac{1}{M + L}}.
\]
Replacing this value inside (2.36) we obtain
\[
\tilde{K}_1 \geq \frac{\tilde{K}_2 M + L}{\tilde{K}_3 M + L} \left( \frac{-L}{M} \right)^{\frac{L}{M + L}} - \frac{\left( -L \right)^{M}}{M} \frac{\left( -L \right)^{M + L}}{M + L} \frac{\|u\|_{\omega_3, \alpha p}^{\alpha p}}{\|u\|_{\omega_1, \alpha p}^{\alpha p}}.
\]

By choosing
\[
\theta_2 = -\frac{L}{\alpha \gamma M} = \frac{(n + \tau_1)\gamma - n - \tau_3}{(n + \tau_1)\gamma + \alpha \gamma (p - n - \tau_2)} \in (0, 1)
\]
and
\[
C_2 = \left( \frac{\tilde{K}_1}{\tilde{K}_2 \frac{M + L}{M + L}} \left( \frac{-L}{M} \right)^{\frac{L}{M + L}} \frac{M + L}{M + L} \right)^{\frac{M + L}{\alpha p + L}} > 0,
\] (2.37)

we obtain that
\[
\left( \int_E |u|^{\alpha p} \omega_3 dx \right)^{\frac{1}{\alpha p}} \leq C_2 \left( \int_E \nabla u^p \omega_2 dx \right)^{\frac{\alpha}{p}} \left( \int_E |u|^{\alpha p} \omega_1 dx \right)^{\frac{1 - \alpha}{\alpha p}}.
\] (2.38)

Once we minimize the expression $\tilde{K}_1 \tilde{K}_3^{\frac{-L}{M + L}}$ as a function of $\mu > 0$, the optimal value for $\mu > 0$ is given by
\[
\mu := \left( \frac{C_0^{-1 + (1 - \gamma)n}}{(\gamma - 1)\gamma \alpha} \frac{L}{M + pL} \frac{1}{\gamma} \int_E G(\gamma) \omega_1^\frac{1}{\gamma} \omega_2^\frac{1}{\gamma} \omega_1(y) dy \right)^{1/p}.
\] (2.39)
An elementary computation implies that the constant appearing in (1.16) will be

\[ C_2 := \inf_{G \in \mathcal{G}, \int_E G \omega = 1} C_2, \]

which concludes the proof. \( \square \)

**Remark 2.2.** (i) Assumption \( 1 + K(1 - \gamma) > 0 \) is crucial in Theorem 1.3; indeed, if we assume the contrary, then by \( \gamma > 1 \) we obtain that \( \frac{1}{1-\gamma} + K \geq 0 \). Thus, the latter relation implies that inequality (1.6) looses its meaning, reducing to the trivial fact that the LHS is negative while the RHS is positive in condition (C).

(ii) One can observe from the proof of Theorems 1.1 and 1.3 that condition (C) is sufficient to be valid for a.e. \( x \in E \) and for every \( y \in E \). Moreover, the regularity of the weights can be also relaxed to be only differentiable a.e. on \( E \); observe that for \( \omega_3 \) we need no such regularity assumption.

### 3. Applications

#### 3.1. Sharp weighted Sobolev and Gagliardo-Nirenberg inequalities.

**3.1.1. Weighted Sobolev inequalities with two weights.** We shall show that the main result of [4] follows by applying Theorem 1.1. To do that, let \( E \subseteq \mathbb{R}^n \) be an open convex cone and \( \omega_1, \omega_2 : E \to (0, +\infty) \) be two homogeneous weights with degree \( \tau_1 \) and \( \tau_2 \). Let \( q \) be (the critical exponent) defined by

\[ \frac{\tau_1 + n}{q} = \frac{\tau_2 + n}{p} - 1, \]

and the fractional dimension \( n_\tau > 0 \) given by \( \frac{1}{n_\tau} = \frac{1}{p} - \frac{1}{q} \).

Let us choose \( \gamma = 1 - \frac{1}{n_\tau} \) in Theorem 1.1. Since \( \gamma > \max\{1 - 1/n, 1/p'\} \), we have that \( n_\tau > \max\{p, n\} \). In particular, \( q > 0 \), thus \( \tau_2 + n > p \). In fact, \( q > p \), thus \( \tau_2 \geq (1 - 2)\tau_1 \). Choosing \( K = -\frac{1}{1-\gamma} \), we obtain that \( K_2 = 0 \) and \( \theta_1 = 1 \) in the proof of Theorem 1.1, thus the Sobolev inequality (2.32) holds, see also [4]. We notice that in this setting condition (C) reduces to

\[ \left( \frac{\omega_2(y)}{\omega_2(x)} \right) \left( \frac{\omega_1(x)}{\omega_1(y)} \right)^\frac{n_\tau}{n_\tau - n} \leq \frac{C_0}{n_\tau - n} \left( \frac{1}{p'} \frac{\nabla \omega_1(x)}{\omega_1(x)} + \frac{1}{p} \frac{\nabla \omega_2(x)}{\omega_2(x)} \right) \cdot y, \quad \forall x, y \in E \]

whenever \( n_\tau > n \), and to

\[ 0 \leq \left( \frac{1}{p'} \frac{\nabla \omega_1(x)}{\omega_1(x)} + \frac{1}{p} \frac{\nabla \omega_2(x)}{\omega_2(x)} \right) \cdot y, \quad \forall x, y \in E \]

in the limit case \( n_\tau = n \). In fact, the above inequalities are precisely the key joint concavity conditions in [4]. This shows that Theorem 1.1 is a substantial extension of [4, Theorem 1.3].

Let us note that the sharpness in the Sobolev inequality (2.32) has been also analyzed in [4, Theorem 1.3] stating that extremizers exist in (2.32) if and only if \( C_0 = 1 \) and the weights \( \omega_1 \) and \( \omega_2 \) are equal up to a multiplicative factor. In the next section we prove a similar rigidity result in the more general setting of the Gagliardo-Nirenberg inequalities as well. We also remark that the application of Proposition 2.1 will fill a gap in [4] where we characterized the equality case in two-weighted Sobolev inequalities (see Remark 4.1).
3.1.2. **Weighted Gagliardo-Nirenberg inequalities with one weight.** In the sequel, we show that our main result implies sharp Gagliardo-Nirenberg inequalities with one weight \( \omega: E \to (0, +\infty) \), covering in particular the result of Lam [17, Theorem 1.7].

We recall that a function \( \psi: E \to \mathbb{R} \) is \( p \)-concave on \( E, p \in \mathbb{R} \), if

\[
\psi((1-s)x + sy) \geq \mathcal{M}_p^p(\psi(x), \psi(y)), \quad \forall x, y \in E, \ s \in [0, 1],
\]

where \( \mathcal{M}_p^p \) denotes the usual \( p \)-mean:

\[
\mathcal{M}_p^p(a, b) = \begin{cases} 
((1-s)a^p + sb^p)^{\frac{1}{p}} & \text{if } ab \neq 0 \\
0 & \text{if } ab = 0,
\end{cases}
\]

with the conventions \( \mathcal{M}_\infty^\infty(a, b) = \min\{a, b\}; \mathcal{M}_0^0(a, b) = a^{1-s}b^s; \) and \( \mathcal{M}_s^{\infty}(a, b) = \max\{a, b\} \) if \( ab \neq 0 \) and \( \mathcal{M}_s^0(a, b) = 0 \) if \( ab = 0 \).

**Remark 3.1.** (i) The \( p \)-concavity of \( \psi \) means that \( \psi^p \) is concave on \( E \) if \( p > 0 \), \( \psi^p \) is convex on \( E \) if \( p < 0 \), \( \psi \) is log-concave on \( E \) if \( p = 0 \), and \( \psi \) is constant on \( E \) if \( p = +\infty \).

(ii) Due to the monotonicity property of the \( p \)-mean function, the \( p_1 \)-concavity implies the \( p_2 \)-concavity of a function \( \omega: E \to \mathbb{R} \) whenever \( p_1 \geq p_2 \).

For further reference, we denote by \( B(\cdot, \cdot) \) the Euler-Beta function and we shall use the notation \( \omega_{SE} := \int_{S^{n-1} \cap E} \omega d\mathcal{H}^{n-1} \) for the integral of \( \omega \) over the sphere \( S^{n-1} \) intersected by the cone \( E \).

**Theorem 3.1.** Let \( E \subseteq \mathbb{R}^n \) be an open convex cone, \( \omega: E \to (0, +\infty) \) be a homogeneous weight of class \( C^1 \) with degree \( \tau \geq 0 \), and \( 1 \neq \gamma \geq 1 - \frac{1}{n+\tau} \) be such that \( \omega \) is \( \frac{1}{1-n(1-\gamma)} \)-concave on \( E \). Let \( 1 < p < n + \tau \) and \( \alpha := \frac{1}{p(\gamma-1)+1} \). Then the following statements hold.

(i) If \( \gamma < 1 \), then

\[
\left( \int_E |u|^{\alpha p} \omega dx \right)^{\frac{1}{\alpha p}} \leq \tilde{C}_1 \left( \int_E |\nabla u|^p \omega dx \right)^{\frac{\theta_1}{p}} \left( \int_E |u|^{\alpha p \gamma} \omega dx \right)^{\frac{1-\theta_1}{\alpha p}}, \quad \forall u \in \dot{W}^{p, \alpha}(\omega, \omega; E), \tag{3.1}
\]

where \( \theta_1 = \frac{(n+\tau)(1-\gamma)}{\alpha \gamma(p-\tau-n)+n+\tau} \) and

\[
\tilde{C}_1 = \left( \alpha - 1 \right)^{\theta_1} \frac{\left( p' \right)^{\theta_1}}{p^{\alpha p + \frac{n+\tau}{\alpha p}}} \left( \frac{1}{p'} \right) \left( \frac{1}{p} \right)^{\frac{\alpha(p-1)+1}{\alpha - 1} - \frac{n+\tau}{p'}} \left( \frac{1}{p} \right)^{\frac{\alpha(p-1)+1}{\alpha - 1} - \frac{n+\tau}{p'}} \left( \frac{1}{p} \right)^{\theta_1}.
\]

Moreover, equality holds in (3.1) if and only if \( u \) is of the form

\[
w_\chi(x) = A(\lambda + |x + x_0|^{p'})^{\frac{1}{1-\alpha}}, x \in E,
\]

where \( A, \lambda > 0 \) and \( x_0 \in -E \cap \overline{E} \) with \( \omega(x + x_0) = \omega(x), x \in E \).

(ii) If \( \gamma > 1 \), then

\[
\left( \int_E |u|^{\alpha p} \omega dx \right)^{\frac{1}{\alpha p}} \leq \tilde{C}_2 \left( \int_E |\nabla u|^p \omega dx \right)^{\frac{\theta_2}{p}} \left( \int_E |u|^{\alpha p} \omega dx \right)^{\frac{1-\theta_2}{\alpha p}}, \quad \forall u \in \dot{W}^{p, \alpha}(\omega, \omega; E), \tag{3.2}
\]
where $\theta_2 = \frac{(n+\gamma)(\gamma-1)}{\alpha(p-\gamma-n)+\gamma(n+\gamma)}$ and

$$
\tilde{C}_2 = \left( \frac{1}{p'} - \frac{\theta_2}{n+\gamma} \right) \theta_2 \left( \frac{p}{p'} - \frac{\theta_2}{n+\gamma} \right) \left( \int_{B\cap E} \omega(x) dx B \left( \frac{\alpha(p-1)+1}{1-\alpha} n + \frac{\tau}{p'} \right) \right)^{\frac{\theta_2}{p'+\tau}}.
$$

Moreover, equality holds in (3.2) for the family of functions

$$
w_\lambda(x) = A(\lambda - (1-\alpha) |x+x_0|^p_+)^{\frac{1}{1-\alpha}}, \quad x \in E, \quad \lambda > 0.
$$

where $A, \lambda > 0$ and $x_0 \in -E \cap E$ with $\omega(x+x_0) = \omega(x), \ x \in E$.

Proof. (i) In Theorem 1.1 we are going to choose $\omega_1 = \omega_2 = \omega_3 = \omega, \tau_1 = \tau_2 = \tau_3 = \tau \geq 0, K = -n - \tau$ and $C_0 = 1$. In the sequel we may assume that $\tau > 0$; otherwise, the weights should be constants, and the results reduce to [11]. We also have that $\gamma \geq 1 - \frac{1}{n+\gamma} \geq \max\{1 - \frac{1}{n}, \frac{1}{1-\gamma}\}$.

With these choices, it turns out by Proposition 5.1 (see in particular inequality (5.4)) that the $1-\gamma$ concavity of $\omega$ on $E$ implies (1.6). In particular, by Theorem 1.1 one has the validity of the Gagliardo-Nirenberg inequality (1.11), with the constant $C_1 > 0$ from (1.12). Since $M = p(1 + (\gamma - 1)(n + \tau))$ and $L = (1 - \gamma)(n + \tau)$, a simple computation shows that the constant from (1.9) becomes

$$
C_{K,L,M,C_0} = \left( \frac{p\gamma \alpha}{n+\gamma} \right)^{L}.
$$

Consequently, the constant $C_1 > 0$ from (1.12) is

$$
C_1 = \left( \frac{p\gamma \alpha}{n+\gamma} \right)^{\theta_1} \inf_{G \in G_\omega : \int_E G \omega = 1} \left( \int_E G(y) |y|^{p'} \omega(y) dy \right)^{\frac{\theta_1}{p'}} \left( \int_E G^\gamma(y) \omega(y) dy \right)^{\frac{\theta_1}{p'}}.
$$

We claim that $C_1 = \tilde{C}_1$ whose proof is based on a “duality” principle. To see this, we recall that if $q > \frac{s+n+\tau}{p'} > 0$, then for every $\lambda, c > 0$ we have

$$
\int_E (\lambda + c |y|^{p'})^{-q} |y|^s \omega(y) dy = \lambda^{-q} \left( \frac{\lambda}{c} \right)^{\frac{\alpha p + \alpha n + \tau}{p'}} \frac{1}{p'} \left( q - \frac{s+n+\tau}{p'}, \frac{s+n+\tau}{p'} \right) \omega_{SE}.
$$

Let us choose

$$
G_0(x) = (1 + |x|^{p'})^{\frac{\alpha p_1}{\alpha - 1}}, \quad x \in E.
$$

According to (3.4), we have that

$$
I_1^0 = \int_E G_0(x) \omega(x) dx = \frac{1}{p'} B \left( \frac{\alpha p}{\alpha - 1} - \frac{n + \tau}{p'}, \frac{n + \tau}{p'} \right) \omega_{SE},
$$

$$
I_2^0 = \int_E G_0(x) |x|^{p'} \omega(x) dx = \frac{1}{p'} B \left( \frac{\alpha p}{\alpha - 1} - \frac{p' + n + \tau}{p'}, \frac{n + \tau}{p'} \right) \omega_{SE},
$$

$$
I_3^0 = \int_E G_0(x) \omega(x) dx = \frac{1}{p'} B \left( \frac{\alpha p}{\alpha - 1} - \frac{n + \tau}{p'}, \frac{n + \tau}{p'} \right) \omega_{SE},
$$

where $B$ is the Beta function.
and these expressions are well-defined due to the facts that \( n > -\tau \) and \( \frac{\alpha p}{\alpha - 1} - \frac{n + \tau}{p'} > \frac{\alpha p}{\alpha - 1} - \frac{n + \tau}{p'} = \frac{\alpha p}{\alpha - 1} - \frac{p' + n + \tau}{p'} > 0 \). Consequently, \( G_0 \in \mathcal{G}_{\omega,\omega} \). Therefore, by (3.3) and an elementary computation we have that

\[
C_1 \leq \left( \frac{p \gamma}{\alpha - 1 + \tau} \right)^{\theta_1} \left( \int_E G_0(y)^{1/p} \omega(y) dy \right)^{\theta_1} \left( \int_E G_0^{1/p} \omega(y) dy \right)^{-\theta_1} \leq \mathcal{C}_1,
\]

where we used the recurrence relation \( B(a + 1, b) = \frac{a}{a + b} B(a, b) \) for every \( a, b > 0 \), the identity \( \frac{\gamma_1}{\tau} - \frac{\theta_1}{\tau} = \frac{1}{\alpha p} \) and relation \( \omega_{SE} = (n + \tau) \int_{B \cap E} \omega \).

On the other hand, the Gagliardo-Nirenberg inequality (1.11) holds, i.e.,

\[
\sup_{u \in W^{p,\alpha}(\omega;\omega;E) \setminus \{0\}} \frac{\left( \int_E |u|^{\alpha_p} \omega dx \right)^{1/\alpha}}{\left( \int_E |\nabla u|^{p} \omega dx \right)^{\frac{\theta_1}{p}} \left( \int_E |u|^{\alpha_p \gamma} \omega dx \right)^{1-\frac{\gamma_1}{\alpha p}}} \leq C_1.
\]

Let

\[
u_0(x) = (1 + |x|^{p'})^{\frac{1}{1-p}}, \quad x \in E.
\]

Since \( \nabla u_0(x) = \frac{p'}{1-a}(1 + |x|^{p'})^{\frac{\alpha}{1-a}} |x|^{p'-2} x \), it turns out by (3.4) that

\[
\int_E |\nabla u_0|^{p} \omega dx = \left( \frac{p'}{1-a} \right)^{\frac{p}{p'-1}} I_2^0,
\]

while

\[
\int_E u_0^{\alpha_p} \omega dx = I_1^0, \quad \text{and} \quad \int_E u_0^{\alpha_p \gamma} \omega dx = I_3^0.
\]

In particular, \( u_0 \in W^{p,\alpha}(\omega;\omega;E) \). Therefore, by (3.5) and the latter relations, a similar computation as above shows that

\[
C_1 \geq \frac{\left( \int_E u_0^{\alpha_p} \omega dx \right)^{\frac{1}{\alpha_p}}} {\left( \int_E |\nabla u_0|^{p} \omega dx \right)^{\frac{\theta_1}{p}} \left( \int_E u_0^{\alpha_p \gamma} \omega dx \right)^{1-\frac{\gamma_1}{\alpha_p}}} \leq \mathcal{C}_1.
\]

Thus, the proof of \( C_1 = \mathcal{C}_1 \) is concluded, which shows also the validity of (3.1). We also notice that the value from (2.31) becomes \( \mu = (p')^{\frac{1}{p'}} \), which is consistent with Lam [17].

Let us focus to the equality case. First, as in the proof of the claim \( C_1 = \mathcal{C}_1 \), a change of variables together with the property \( \omega(x + x_0) = \omega(x) \) for every \( x \in E \) and a direct computation easily shows that \( w_\lambda(x) = (\lambda + |x + x_0|^{p'})^{\frac{1-a}{1-a}} \) provides a class of extremizers in (3.1).
Conversely, we assume that a function \( u : E \rightarrow \mathbb{R} \) satisfies the equality in (3.1); without loss of generality, we may assume that \( u \geq 0 \). We first show that the transport map \( \nabla \phi \) is more regular, namely that the singular part of the distributional Laplacian \( \Delta_s \phi \) vanishes, where \( \phi \) is the convex function on \( E \) by the proof of Theorem 1.1. To do so, we follow some ideas from [11], also iterated in [3].

The main idea of the proof that will follow is to trace back the proof of Theorem 1.1 analysing the cases of equality in each of the inequalities that show up in the proof. In doing so we are making the particular choice

\[
G(x) = (\lambda + |x|^{p'})^{\frac{\alpha}{\alpha_p}}, x \in E,
\]

for an appropriate \( \lambda \) such that \( \int G \omega = 1 \). By doing this analysis we will be able to show that \( \nabla \phi \) will be reduced to the identity mapping up to a translation and we obtain that \( u \) is equal to \( G \) up to a translation.

To carry out the above program we start by considering the set \( \Omega = \{ x \in E : \phi(x) < +\infty \} \). It is clear that \( \Omega \) contains the support of \( u \) and, since \( \phi \) is convex, \( \Omega \) is a convex set. In particular, the equality in the Young inequality (2.20) gives

\[
Mu^{(\alpha p - 1)p'}|\nabla \phi|^{p'} = |\nabla u|^{p'}, \quad \text{a.e. on } \Omega,
\]

for some \( M > 0 \).

As a preliminary fact, we show that \( u \) is continuous and strictly positive on its support and that \( \text{supp}(u) = \Omega \). To do so, we define for any \( k \in \mathbb{N} \) the truncation function \( u_k := \max\{ \frac{1}{k}, u \} \). Using (3.6) and recalling that \( (\alpha \gamma - 1)p' = \alpha p \), we have

\[
Mu_k^{\alpha p}|\nabla \phi|^{p'} \geq Mu^{\alpha p}|\nabla \phi|^{p'} = |\nabla u|^{p'} \geq |\nabla u_k|^{p'}, \quad \text{a.e. on } \Omega.
\]

(3.7)

Dividing both sides of (4.2) by \( u_k^{\alpha p} \) (which is always nonzero) we obtain

\[
|\nabla (u_k^{1-\alpha})|^{p'} \leq (\alpha - 1)^p M|\nabla \phi|^{p'}, \quad \text{a.e. on } \Omega.
\]

(3.8)

Fix a compact set \( K \subset \Omega \) with nonempty interior such that there exists \( x_0 \in K \) with \( u(x_0) \geq 0 \). Since \( \phi \) is convex, we have that \( |\nabla \phi| \) is bounded on \( K \). By (3.8) also \( |\nabla (u_k^{1-\alpha})| \) is bounded on \( K \). Since by definition \( u_k \) are uniformly converging to \( u \) on \( K \) and \( u_k(x_0) = u(x_0) \) for large enough \( k \). Then also \( u_k^{1-\alpha} \) are uniformly converging to \( u^{1-\alpha} \) on \( K \) and the map \( u^{1-\alpha} \) is Lipschitz on \( K \). In particular, if \( K \subset \Omega \) is a compact set, there exists \( c_K > 0 \) such that

\[
u^{1-\alpha}(x) \leq c_K, \quad \forall x \in K,
\]

Since \( \gamma < 1 \) implies that \( \alpha > 1 \), and so we have

\[
u(x) \geq c_K^{1-\alpha}, \quad \forall x \in K.
\]

By the proof of Proposition 2.1 (precisely (2.7)) we can find a sequence \( (u_h)_{h \in \mathbb{N}} \) in \( C_0^\infty(\mathbb{R}^n) \) converging to \( u \) uniformly on \( K \) and in particular for every sufficiently large \( h \) one has \( u_h \geq c_K^{1-\alpha} / 2 \). Then the equality in (2.19) is achieved in the limit, and it gives

\[
0 = \lim_h (u_h^{\alpha p} \omega, \Delta_s \phi)_{D'} \geq (\min \omega \left( \frac{c_K^{1-\alpha}}{2} \right)^{\alpha p}) \Delta_s \phi[K].
\]

By taking an invading sequence of compact sets, we get that \( \Delta_s \phi \) vanishes on \( \Omega \). For a similar argument, with more details we refer the reader to [3, Subsection 3.2].
We can now consider the equality case in (2.16). Using the information on the equality case in Lemma 2.1 and the fact that \( \Delta_s \phi = 0 \) we have

\[
D^2_{\overline{D}} \phi(x) = \left( \frac{\omega(\nabla \phi(x))}{\omega(x)} \right)^{\frac{1-\gamma}{1-n(1-\gamma)}} I_n, \quad \text{in distributional sense on } \Omega.
\]

By the Schwarz Lemma, the only possibility is that \( (\omega(\nabla \phi(x))/\omega(x))^{\frac{1-\gamma}{1-n(1-\gamma)}} \) is constant on \( \Omega \). This means that we can find \( c \in \mathbb{R}, x_0 \in \mathbb{R}^n \) such that

\[
D^2_{\overline{D}} \phi(x) = c I_n, \quad \text{in the sense of distribution on } \Omega
\]

\[
\nabla \phi(x) = cx + x_0, \quad \text{on } \Omega
\]

\[
\omega(cx + x_0) = c^{\frac{1-n(1-\gamma)}{1-\gamma}} \omega(x), \quad x \in \Omega.
\]

Note that since \( \phi \) is convex we have \( c > 0 \). Also, since \( \nabla \phi \) is essentially bijective onto the support of \( G \); and the support of \( G \) is \( E \), we have \( c\Omega + x_0 = E \). We aim at proving that \( E = \Omega \). Clearly, \( \Omega \subseteq E \). By the Monge-Ampère equation (2.13) we can write

\[
u^{ap}(x)\omega(x) = (\lambda + |cx + x_0|^p)^\frac{\alpha p}{1-n} \omega(cx + x_0) c^n, \quad x \in \Omega.
\]

In particular,

\[
u(x) = \begin{cases}
A(\lambda + |cx + x_0|^p)^\frac{1}{1-n}, & \text{if } x \in \Omega, \\
0, & \text{otherwise}.
\end{cases}
\]

for some constant \( A > 0 \). If by contradiction \( \Omega \neq E \), then \( u \) would have jump discontinuities on the boundary of a translated cone, which is a set of Hausdorff dimension \( n-1 \), in contradiction with the fact that \( u \) is in the Sobolev space, see e.g., [14, Theorems 4.17 & 4.19]. Since \( \nabla \phi \) is essentially bijective, we have \( cE + x_0 = E \). In particular \(-x_0 \in \overline{E}\) and hence \( x_0 \in \overline{E} \cap -\overline{E} \).

We conclude the proof if we show that \( \omega(x + x_0) = \omega(x) \) for every \( x \in E \). Consider the last identity in (3.9). By evaluating it in \( tx \) and exploiting the homogeneity of \( \omega \) we can write

\[
\omega \left( cx + \frac{x_0}{t} \right) = c^{\frac{1-n(1-\gamma)}{1-\gamma}} \omega(x), \quad x \in E, t > 0.
\]

Letting \( t \to \infty \) in the previous equation we get \( \omega(cx) = c^{\frac{1-n(1-\gamma)}{1-\gamma}} \omega(x) \) and hence \( c' = c^{\frac{1-n(1-\gamma)}{1-\gamma}} \). If \( \tau \neq \frac{1-n(1-\gamma)}{1-\gamma} \) then necessarily \( c = 1 \) and from (3.9) we get \( \omega(x + x_0) = \omega(x) \) for every \( x \in E \), as required. If \( \tau = \frac{1-n(1-\gamma)}{1-\gamma} \) then again by (3.9) we can write

\[
\omega(cx + x_0) = c^{\frac{1-n(1-\gamma)}{1-\gamma}} \omega(x) = \omega(cx), \quad x \in E.
\]

Letting \( x := x/c, x \in E \), into the latter relation, we obtain \( \omega(x + x_0) = \omega(x) \) for every \( x \in E \).

(ii) Note that \( M = p(1 + (\gamma - 1)(n + \tau)) \) and \( L = (1 - \gamma)(n + \tau) \), thus by (1.13) we have

\[
\tilde{C}_{K,L,M,C_0} = \left( \frac{p\gamma \alpha}{n + \tau} \right)^{-L}.
\]
Accordingly, the constant $C_2 > 0$ from (1.16) becomes

$$C_2 = \left( \frac{p\gamma}{n+\tau} \right)^{\theta_2} \inf_{G \in \mathcal{G}_\omega} \int_E \frac{G(y)|y|^{p'}\omega(y)dy}{\int_E G^{\gamma}(y)\omega(y)dy} \frac{\theta_2}{\tau}.$$  (3.12)

In order to prove that $C_2 = \tilde{C}_2$ we proceed as in (i) by using for every $\lambda > 0$, $q > -1$ and $s+n+\tau > 0$ the formula

$$\int_{B_E(\lambda,\alpha)} (\lambda - (1-\alpha)|y|^{p'})^q |y|^{n}\omega(y)dy = \lambda^q \left( \frac{\lambda}{1-\alpha} \right)^{\frac{s+n+\tau}{p'}} \frac{1}{p'} B \left( q+1, \frac{s+n+\tau}{p'} \right) \omega_{SE},$$  (3.13)

where $B_E(\lambda,\alpha) = \{ x \in E : |x| < \left( \frac{\lambda}{1-\alpha} \right)^{\frac{1}{\tau}} \}$. Indeed, for the inequality $C_2 \leq \tilde{C}_2$ we use in (3.12) the function $G_0(x) = (1-|x|^{p'})\frac{\alpha n}{2}\omega, x \in E$, while for the converse, we consider in (3.2) the function $u_0(x) = (1-|x|^{p'})\frac{1}{\alpha n}, x \in E$. The rest of the proof is based on a computation; in particular, it turns out that for the family of functions $w_\lambda(x) = A(\lambda - (1-\alpha)|x+x_0|^{p'})\frac{1}{\alpha n}, x \in E$, one has equality in (3.2) for $\lambda > 0$; here, $x_0 \in \overline{E} \cap \overline{E}$ is such that $\omega(x+x_0) = \omega(x), x \in E$. □

**Remark 3.2.** We notice that Lam [17] used condition (1.2) in order to prove the statements in Theorem 3.1 whenever $\gamma \neq 1$, which turns to be equivalent to the $\frac{1-\gamma}{1-n(1-\gamma)}$-concavity of $\omega$ on $E$, see Proposition 5.1. Moreover, Proposition 5.2 shows that in Theorem 3.1 (i) (i.e., $\gamma < 1$), we can replace the assumption that $\omega$ is $\frac{1-\gamma}{1-n(1-\gamma)}$-concave on $E$ by requiring that $\omega$ is log-concave. The limit case $\gamma \to 1$ is discussed in the next subsection.

### 3.2. Sharp weighted $p$-log-Sobolev inequality

In this section, we state a sharp one-weighted log-Sobolev inequality by taking the limit $\gamma \to 1$ in Theorem 3.1.

Before doing this, we show that a limiting argument in condition (C) with $\gamma \to 1$ provides itself a rigid situation for the weights, i.e., they are equal to each other (up to a multiplicative constant) and log-concave. This observation explains why weighted log-Sobolev inequalities are reasonably expected to be valid with the same weights.

Multiplying the inequality (1.6) by $(1-\gamma)$ assuming first that $\gamma < 1$, and then that $\gamma > 1$, the limiting $\gamma \to 1$ reduces condition (C) to

$$\frac{1}{\omega^p_2(y)\omega^1_1(y)} = \frac{\omega_3(x)}{\omega_1(x)}, x, y \in E.$$  (3.14)

Therefore, there exists $C > 0$ such that $\omega_3(x) = C\omega_1(x)$ and $\omega_2(x) = C^p\omega_1(x)$ for every $x \in E$. Inserting these relations into (1.6) and letting again $\gamma \to 1$, we obtain that

$$\log \frac{\omega_1(y)}{\omega_1(x)} \leq K + n + C_0 \frac{\nabla \omega_1(x)}{\omega_1(x)} \cdot y, x, y \in E.$$  (3.14)

Let $y = \lambda x$ for $\lambda > 0$ in the latter inequality; then $\tau \log \lambda \leq K + n + C_0\tau \lambda, \lambda > 0$. Optimizing the latter inequality in $\lambda > 0$, it turns out that the best choice is $K = -\tau \log C_0 - \tau - n$. Plugging this value into (3.14), and reorganizing the terms it follows (according to Proposition 5.2) that $\omega_1$ is log-concave on $E$. 
We may assume that $\tau > 0$; otherwise, if $\tau = 0$, the log-concavity of $\omega$ on $E$ is equivalent to the fact that $\omega$ is constant on $E$, which reduces to the well-known results, see e.g. [12] and [15]. For $s + n + \tau > 0$, by using the formula

$$\int e^{-\lambda |x|^p} |x|^s \omega(x) dx = \frac{1}{p} \omega_{SE} \lambda^{-\frac{s + n + \tau}{p'}} \Gamma \left( \frac{s + n + \tau}{p'} \right),$$  \tag{3.15}

and further simple asymptotic properties of the Beta-function, a standard limiting argument in Theorem 3.1 provides the following log-Sobolev inequality:

**Theorem 3.2.** Let $E \subseteq \mathbb{R}^n$ be an open convex cone and $\omega: E \to (0, +\infty)$ be a log-concave homogeneous weight of class $C^1$ with degree $\tau \geq 0$, and $p \in (1, n+\tau)$. Then for every function $u \in W^{1,p}(\omega; E)$ with $\int_E |u|^p \omega dx = 1$ we have

$$\int_E |u|^p \log |u|^p \omega dx \leq \frac{n + \tau}{p} \log \left( \mathcal{L}_{\omega,p} \int_E |\nabla u|^p \omega dx \right),$$  \tag{3.16}

where

$$\mathcal{L}_{\omega,p} = \frac{p}{n + \tau} \left( \frac{p-1}{e} \right)^{p-1} \left( \Gamma \left( \frac{n + \tau}{p'} + 1 \right) \int_{B \cap E} \omega \right)^{-\frac{p}{n + \tau}}.$$

Equality holds in (3.16) if the extremal function belongs to the family of Gaussians

$$u_{\lambda,x_0}(x) = \lambda^{\frac{n + \tau}{p'}} \left( \Gamma \left( \frac{n + \tau}{p'} + 1 \right) \int_{B \cap E} \omega \right)^{-\frac{1}{p'}} e^{-\lambda|x+x_0|^p}, \quad x \in E, \quad \lambda > 0,$$  \tag{3.17}

with $x_0 \in -E \cap E$ and $\omega(x + x_0) = \omega(x)$, $x \in E$.

As expected, by the limiting argument we loose the possibility to characterize the equality in (3.16); however, by using a direct approach from the OMT, inequality (3.16) has been recently stated by the authors in [22] for every $p > 1$, fully characterizing also the equality cases.

### 3.3. Sharp weighted Faber-Krahn and isoperimetric inequalities.

We first prove a weighted Faber-Krahn inequality, by letting $\gamma \to \infty$ in (3.2).

**Theorem 3.3.** Let $E \subseteq \mathbb{R}^n$ be an open convex cone, $\omega: E \to (0, +\infty)$ be a log-concave, homogeneous weight of class $C^1$ with degree $\tau \geq 0$ and let $1 < p < n + \tau$. Then for every $u \in C_0^\infty(\mathbb{R}^n)$, we have

$$\int_E |u| \omega dx \leq C_\infty \left( \int_E |\nabla u|^p \omega dx \right)^{\frac{1}{p}} \left( \int_{\text{supp}(u)} \omega dx \right)^{\frac{1}{n + \tau} + \frac{1}{p'}}$$  \tag{3.18}

where

$$C_\infty = \left( \int_{B \cap E} \omega \right)^{-\frac{1}{n + \tau}} \left( n + \tau \right)^{-\frac{1}{p'}} (p' + n + \tau)^{-\frac{1}{p'}} \Gamma \left( \frac{n + \tau}{p'} \right).$$

Moreover, equality holds in (3.18) for the class of functions $u_{\lambda}(x) = (\lambda - |x+x_0|^p)_+$, $x \in E$, $\lambda > 0$, where $x_0 \in -E \cap E$ with $\omega(x + x_0) = \omega(x)$ for every $x \in E$.

**Proof.** Since $\omega$ is log-concave (i.e., 0-concave), by Remark 3.1 we know that it is also $\frac{1 - \gamma}{1 - n(1 - \gamma)}$-concave for every $\gamma \geq 1$. We can apply Theorem 3.1 for every $\gamma \geq 1$ and we can let $\gamma \to \infty$ in (3.2).

It is a simple computation to verify that

$$\alpha \to 0, \quad \alpha \gamma \to \frac{1}{p}, \quad \vartheta \to 1, \quad \frac{1 - \vartheta}{\alpha p} \to \frac{1}{n + \tau} + \frac{1}{p'},$$
as $\gamma \to \infty$. Adding up these informations we obtain

$$C_\infty = \lim_{\gamma \to \infty} \tilde{C}_2 = \left( \int_{B_\gamma E} \omega \right)^{-\frac{1}{n+p}} (n+\tau)^{-\frac{1}{p'}(p'+n+\tau)^{-\frac{1}{p'}}}.$$

The equality in (3.18) for $u_\lambda(x) = (\lambda - |x+x_0|')_+$, $\lambda > 0$, can be easily verified by using formula (3.13) and the fact that $B(2,x) = \frac{x}{x(x+1)}$ for every $x > 0$. \hfill \square

A simple consequence of the Faber-Krahn inequality from Theorem 3.3 is a new sharp isoperimetric-type inequality with weights. To state it, we recall that the space of functions with weighted bounded variation $BV(\omega; E)$ contains all functions $u \in L^1(\omega; E)$ such that

$$\sup \left\{ \int_E u \text{div}(\omega X) dx : X \in C^1_c(E; \mathbb{R}^n), |X| \leq 1 \right\} < +\infty.$$ 

Note that $W^{1,1}(\omega; E) \subset BV(\omega; E)$. We can associate to any function $u \in BV(\omega; E)$ its weighted variation measure $\|Du\|_\omega$ similarly as in the usual non-weighted case. Using this notation and $\mathbb{1}_S$ for the characteristic function of the nonempty set $S \subset \mathbb{R}^n$, we have:

**Theorem 3.4.** Let $E \subset \mathbb{R}^n$ be an open convex cone, $\omega: E \to (0, +\infty)$ be a log-concave, homogeneous weight of class $C^1$ with degree $\tau \geq 0$. Then for every $u \in BV(\omega; E)$, we have

$$\int_E |u| \omega dx \leq \tilde{C}_\infty \|Du\|_\omega(E) \left( \int_{\text{supp}(u)} \omega dx \right)^{\frac{1}{n+\tau}}, \tag{3.19}$$

where

$$\tilde{C}_\infty = \left( \int_{B(0,E)} \omega \right)^{-\frac{1}{n+\tau}} (n+\tau)^{-1}. \tag{3.20}$$

Moreover, equality holds in (3.19) for the class of characteristic functions $u_\lambda(x) = \mathbb{1}_{B(-x_0,\lambda) \cap E}(x)$, $x \in E$, $\lambda > 0$, where $x_0 \in \partial E \cap \overline{E}$ with $\omega(x + x_0) = \omega(x)$ for every $x \in B(0,\lambda) \cap E$.

**Proof.** We take the limit $p \to 1$ in Theorem 3.3. The equality in (3.19) can be easily checked for the class of characteristic functions $u_\lambda(x) = \mathbb{1}_{B(-x_0,\lambda) \cap E}(x)$, $x \in E$, $\lambda > 0$ with the suitable properties on $x_0$. \hfill \square

By taking $u = \mathbb{1}_{S \cap E}$ ($S \subset \mathbb{R}^n$) in Theorem 3.4, we obtain an alternative way the sharp weighted isoperimetric inequality stated in [4], [8] and [17]. For the purpose, we recall that a measurable set $S \subset \mathbb{R}^n$ has bounded $\omega$-variation on $E$ if $\mathbb{1}_S \in BV(\omega; E)$, moreover, its weighted perimeter with respect to the convex cone $E$ is given by $P_\omega(S; E) = \|D\mathbb{1}_S\|_\omega(E)$.

**Corollary 3.1.** Let $E \subset \mathbb{R}^n$ be an open convex cone, $\omega: E \to (0, +\infty)$ be a log-concave, homogeneous weight of class $C^1$ with degree $\tau \geq 0$. Then for every measurable set $S \subset \mathbb{R}^n$ with bounded $\omega$-variation on $E$, we have

$$\tilde{C}_\infty^{-1} \left( \int_{S \cap E} \omega dx \right)^{\frac{1}{n+\tau}} \leq P_\omega(S; E), \tag{3.21}$$

where $\tilde{C}_\infty$ is from (3.20). Moreover, equality holds in (3.21) for any ball of the form $S = B(-x_0,\lambda)$, $\lambda > 0$, where $\omega(x + x_0) = \omega(x)$ for every $x \in B(0,\lambda) \cap E$.

**Remark 3.3.** Note that the limiting arguments in Theorems 3.3 and 3.4 as well as in Corollary 3.1 prevent the characterization of the equality cases. A direct proof, similar to [3], could give an affirmative answer to this question.
4. Sharpness versus equality of the weights: proof of Theorem 1.2

In the sequel we are going to prove Theorem 1.2. In fact, we prove a stronger statement, namely that the following facts hold:

(i) \( \omega_2 = A \omega_1 \) for some \( A > 0 \) (thus \( \tau_1 = \tau_2 =: \tau \));

(ii) the optimal transport function, appearing in the proof of Theorem 1.1, is of the form \( \nabla \phi(x) = cx + x_0 \) for some \( x_0 \in \overline{E} \cap (-\overline{E}) \) and \( c > 0 \) such that \( c^{\tau(1-\gamma)} = (cC_0)^{1-n(1-\gamma)} \). In addition, either

(iii1) \( \gamma = 1 - \frac{1}{n+\tau} \), thus \( C_0 = 1 \) and \( K = -\frac{1}{1-\gamma} \) (and \( \omega_3 \) disappears), or

(ii2) \( \gamma \neq 1 - \frac{1}{n+\tau} \), thus \( \omega_3 = cC_0 A^{\frac{\gamma}{1-\gamma}} \left( \frac{1}{1-\gamma} - n - \tau \right) \left( \frac{1}{1-\gamma} + K \right)^{-1} \omega_1 \) for \( A > 0 \) from (i);

(iii) the weights \( \omega_j \) are \( \frac{1-\gamma}{1-n(1-\gamma)} \)-concave on \( E \), \( j \in \{1,2,3\} \);

(iv) \( \nabla \omega_j(x) \cdot x_0 = 0 \) for every \( x \in E \) and \( j \in \{1,2,3\} \).

Let us now assume that equality holds in (1.11) for some \( u \in \dot{W}^{p,\alpha}(\omega_1,\omega_2; E) \setminus \{0\} \) and the infimum in (1.10) is achieved for some \( G \in \mathcal{G}_{\omega_1,\omega_2} \setminus \{0\} \). In particular, all the inequalities in the proof of Theorem 1.1 must be equalities. The proof is divided into several steps.

Step 1. (Regularity of the transport map). This part is similar to the argument performed in the proof of Theorem 3.1. For completeness, we provide its proof. Consider the convex set \( \Omega = \{ x \in E : \phi(x) < +\infty \} \). One can prove that \( u \) is locally Lipschitz and strictly positive in the interior of \( \Omega \). By that equality in (2.20), we have that

\[
|\nabla u|^p \omega_2 = M u^{(\alpha p \gamma - 1)p'} |\nabla \phi|^p \omega_1, \quad \text{a.e. on } \Omega, \tag{4.1}
\]

for some \( M > 0 \). By considering for any \( k \in \mathbb{N} \) the truncation \( u_k := \max\{\frac{1}{k}, u\} \), relation (4.1) and \( (\alpha p \gamma - 1)p' = \alpha p \) imply that

\[
M u_k^{\alpha p} |\nabla \phi|^p \omega_1 \geq M u^{\alpha p} |\nabla \phi|^p \omega_1 = |\nabla u|^p \omega_2 \geq |\nabla u_k|^p \omega_2, \quad \text{a.e. on } \Omega. \tag{4.2}
\]

Consequently, we obtain

\[
|\nabla (u_k^{-1})|^p \omega_2 \leq (\alpha - 1)^p M |\nabla \phi|^p \omega_1, \quad \text{a.e. on } \Omega. \tag{4.3}
\]

Let us fix a compact set \( K \subset \Omega \) with the property that there exists \( x_0 \in K \) with \( u(x_0) > 0 \). We know that \( |\nabla \phi| \) is bounded on \( K \); in particular, \( |\nabla (u_k^{-1})| \) is also bounded on \( K \), which implies the fact that \( u_k^{-1} \) are uniformly Lipschitz on \( K \). Since by definition \( u_k \) are uniformly converging to \( u \) on \( K \), and \( u(x_0) > 0 \), then also \( u_k^{-1} \) is converging to \( u^{-1} \) uniformly on \( K \) and the map \( u_1^{-1} \) is Lipschitz on \( K \). Thus there exists \( c_K > 0 \) such that \( u^{1-\alpha}(x) \leq c_K \) for every \( x \in K \). Since \( \alpha > 1 \), it turns out that \( u(x) \geq c_K^{-1} \) for every \( x \in K \). By repeating the same approximation argument of Proposition 2.1 we can find a sequence \( u_h \in C^\infty_c(E) \) that is converging to \( u \) uniformly on \( K \) and

\[
u_h(x) \geq \frac{c_K^{-1}}{2} \quad \forall x \in K,
\]

for every sufficiently large \( h \). By the equalities in (2.17) and (2.19) we get that

\[
0 = \lim_{h} \inf \langle u_h \omega_2^{1/p} \omega_1^{1/p'}, \Delta_s \phi \rangle_{D'}, \min_{K} \omega_2^{1/p} \omega_1^{1/p'} \Delta_s \phi[K].
\]

In particular, we obtain that \( \Delta_s \phi = 0 \) on \( \Omega \), which ends the proof of the regularity of \( \phi \). For a similar argument, with more details we refer the reader to [3, Subsection 3.2].
For further use, we introduce the cone generated by $\Omega$, i.e.

$$\text{Cone}_\Omega = \{ \lambda x : x \in \Omega, \ \lambda > 0 \}.$$  

**Step 2.** $(\omega_2 = A\omega_1$ for some $A > 0$ on $\text{Cone}_\Omega$) Consider the equality in (2.16); by the equality in Lemma 2.1 we have that for a.e. $x \in \Omega$,

$$C_0 \left( \frac{\omega_2(x)}{\omega_1(x)} \right)^\frac{1}{p} D_A^2 \phi(x) = \left( \frac{\omega_2(\nabla \phi(x))^{\frac{1}{p}} \omega_1(\nabla \phi(x))^{\frac{1}{p'} - \gamma}}{\omega_2(x)^{\frac{1}{p}} \omega_1(x)^{\frac{1}{p'} - \gamma}} \right)^\frac{1}{1 - n(1 - \gamma)} I_n,$$

i.e.,

$$D_A^2 \phi(x) = C_0^{-1} \left( \frac{\omega_2(\nabla \phi(x))^{\frac{1}{p}} \omega_1(\nabla \phi(x))^{\frac{1}{p'} - \gamma}}{\omega_2(x)^{\frac{1}{p}} \omega_1(x)^{\frac{1}{p'} - \gamma}} \right)^\frac{1}{1 - n(1 - \gamma)} I_n.$$  

Since $D_A^2 \phi = D_{\Omega}^2 \phi$, by the Schwartz Lemma about the equality of the mixed partial derivatives, the only possibility for the equality $D_{\Omega}^2 \phi(x) = f(x, \nabla \phi(x))I_n$ to hold is that $f(x, \nabla \phi(x)) = c$ for some real constant $c \in \mathbb{R}$. Since $\phi$ is convex we have that $c > 0$. We can conclude that

$$D_{\Omega}^2 \phi(x) = cI_n \quad \text{in distributional sense on } \Omega$$

for some $x_0 \in \mathbb{R}^n$. Furthermore, this gives that for every $x \in \Omega$, we have

$$\frac{\omega_2(\nabla \phi(x))^\frac{1}{p} \omega_1(\nabla \phi(x))^\frac{1}{p'} - \gamma}{\omega_2(x)^{\frac{1}{p}} \omega_1(x)^{\frac{1}{p'} - \gamma}} = (cC_0)^{1 - n(1 - \gamma)},$$

i.e.,

$$\omega_2(cx + x_0)^{\frac{1}{p}} \omega_1(cx + x_0)^{\frac{1}{p'} - \gamma} = \omega_2(x)^{\frac{1}{p}} \omega_1(x)^{\frac{1}{p'} - \gamma}.$$  

(4.5)

Taking the gradient of the previous identity we get

$$c\omega_2(cx + x_0)^{\frac{1}{p}} \omega_1(cx + x_0)^{\frac{1}{p'} - \gamma} \left( \frac{1}{p} \frac{\nabla \omega_2(cx + x_0)}{\omega_2(cx + x_0)} + \left( \frac{1}{p'} - \gamma \right) \frac{\nabla \omega_1(cx + x_0)}{\omega_1(cx + x_0)} \right) =$$

$$= (cC_0)^{1 - n(1 - \gamma)} \omega_2(x)^{\frac{1}{p}} \omega_1(x)^{\frac{1}{p'} - \gamma} \left( \frac{1}{p} \frac{\nabla \omega_2(x)}{\omega_2(x)} + \left( \frac{1}{p'} - \gamma \right) \frac{\nabla \omega_1(x)}{\omega_1(x)} \right), \quad x \in \Omega.$$  

(4.6)

Dividing both sides of (4.6) by $c$, taking into account (4.5) and the fact that $\omega_i^{-1} \nabla \omega_i$ is homogeneous of degree $-1$ we obtain

$$\frac{1}{p} \frac{\nabla \omega_2(cx + x_0)}{\omega_2(cx + x_0)} + \left( \frac{1}{p'} - \gamma \right) \frac{\nabla \omega_1(cx + x_0)}{\omega_1(cx + x_0)} = \frac{1}{p} \frac{\nabla \omega_2(x)}{\omega_2(x)} + \left( \frac{1}{p'} - \gamma \right) \frac{\nabla \omega_1(x)}{\omega_1(x)}, \quad x \in \Omega.$$  

(4.7)

Moreover, taking the scalar product of (4.6) with $cx + x_0$ we also infer

$$\left( \frac{1}{p} \frac{\nabla \omega_2(x)}{\omega_2(x)} + \left( \frac{1}{p'} - \gamma \right) \frac{\nabla \omega_1(x)}{\omega_1(x)} \right) \cdot x_0 = 0, \quad x \in \Omega.$$  

(4.8)
Step 3. The idea is to explore the fact that inequality holds in (2.1) for all $x, y \in E$ while equality happens in this inequality for $y = \nabla \phi(x) = cx + x_0$. Namely, for every $x \in E$ one has

$$
\left( \frac{1}{1 - \gamma} - n \right) \left( \frac{\omega_2(cx + x_0)^{\frac{1}{p}} \omega_1(cx + x_0)^{\frac{1}{p'} - \gamma}}{\omega_2(x)^{\frac{1}{p}(1 - \gamma)} \omega_1(x)^{\frac{1}{p'}(1 - \gamma)}} \right)^{\frac{1}{1 - n(1 - \gamma)}} =
$$

To make use of the above observation we shall define for every $x \in E$ the function $r_x : E \to \mathbb{R}$ by letting

$$
r_x(y) = \left( \frac{1}{1 - \gamma} + K \right) \frac{\omega_3(x)}{\omega_1(x)} + C_0 \frac{\nabla(\omega_2^{1/p} \omega_1^{1/p'})(x)}{\omega_1(x)} \cdot y
$$

Due to (2.1), one has that $r_x(y) \geq 0$ for every $x, y \in E$ and by relation (4.9) we have that $r_x(cx + x_0) = 0$ for every $x \in \Omega$. Accordingly, for every $x \in \Omega$, the function $r_x$ has its global minimum at $cx + x_0$, thus $\nabla r_x(cx + x_0) = 0$. After a simple computation, the equation $\nabla r_x(cx + x_0) = 0$ reduces to

$$
C_0 \frac{\nabla(\omega_2^{1/p} \omega_1^{1/p'})(x)}{\omega_1(x)} =
$$

for every $x \in \Omega$. Applying (4.5) for the first term on the RHS and (4.7) for the second term, we can conclude

$$
\nabla(\omega_2^{1/p} \omega_1^{1/p'})(x) = \frac{c}{1 - \gamma} \left( \frac{\omega_2(x)}{\omega_1(x)} \right)^{\frac{1}{p}} \cdot \left( \frac{1}{p} \frac{\nabla \omega_2(cx)}{\omega_2(cx)} + \left( \frac{1}{p'} - \gamma \right) \frac{\nabla \omega_1(cx)}{\omega_1(cx)} \right), \quad x \in \Omega.
$$

By the $(-1)$-homogeneity of $\frac{\nabla \omega_i}{\omega_i}$ we infer

$$
\nabla(\omega_2^{1/p} \omega_1^{1/p'})(x) = \frac{1}{1 - \gamma} \left( \frac{\omega_2(x)}{\omega_1(x)} \right)^{\frac{1}{p}} \cdot \left( \frac{1}{p} \frac{\nabla \omega_2(x)}{\omega_2(x)} + \left( \frac{1}{p'} - \gamma \right) \frac{\nabla \omega_1(x)}{\omega_1(x)} \right), \quad x \in \Omega,
$$

which is equivalent to

$$
\frac{1}{p} \frac{\nabla \omega_2(x)}{\omega_2(x)} + \frac{1}{p'} \frac{\nabla \omega_1(x)}{\omega_1(x)} = \frac{1}{1 - \gamma} \left( \frac{1}{p} \frac{\nabla \omega_2(x)}{\omega_2(x)} + \left( \frac{1}{p'} - \gamma \right) \frac{\nabla \omega_1(x)}{\omega_1(x)} \right), \quad x \in \Omega.
$$

Reorganizing the above relation, and taking into account that $\gamma \neq 0$, we obtain that

$$
\frac{\nabla \omega_2(x)}{\omega_2(x)} = \frac{\nabla \omega_1(x)}{\omega_1(x)}, \quad x \in \Omega.
$$
This implies, that there exists $A > 0$ such that
\[
\omega_2(x) = A\omega_1(x), \ x \in \text{Cone}_\Omega. \tag{4.10}
\]

In addition to this, we conclude by (4.8) that
\[
\nabla \omega_i(x) \cdot x_0 = 0, \ \forall x \in \text{Cone}_\Omega, \ i \in \{1, 2\}. \tag{4.11}
\]

**Step 4.** (Concavity of the weights on $\text{Cone}_\Omega$) By the previous step we have that $\tau_1 = \tau_2$. Denoting by $\tau := \tau_1 = \tau_2$, we can combine (4.8), (4.9), (4.5) and (4.11) to obtain that
\[
cC_0 \left( \frac{1}{1 - \gamma} - n - \tau \right) A^{\frac{1}{p}} = \left( \frac{1}{1 - \gamma} + K \right) \frac{\omega_3(x)}{\omega_1(x)}, \ x \in \text{Cone}_\Omega.
\]

There are two subcases. If $\gamma = 1 - \frac{1}{n+\tau}$, then $K = -\frac{1}{1 - \gamma}$ and $\omega_3$ disappears from the condition (C). Otherwise, if $\frac{1}{1 - \gamma} - n - \tau \neq 0$ then $\frac{1}{1 - \gamma} + K \neq 0$. Therefore,
\[
\omega_3(x) = cC_0 A^{\frac{1}{p}} \left( \frac{1}{1 - \gamma} - n - \tau \right) \left( \frac{1}{1 - \gamma} + K \right)^{-1} \omega_1(x), \ x \in \text{Cone}_\Omega. \tag{4.12}
\]
Replacing $\omega_2$ and $\omega_3$ from (4.10) and (4.12) into condition (C), we obtain that
\[
\left( \frac{1}{1 - \gamma} - n \right) \left( \frac{\omega_1^{1-\gamma}(cy + x_0)}{\omega_1(x)^{1-\gamma}} \right)^{\frac{1}{1-\gamma}} \leq cC_0 \left( \frac{1}{1 - \gamma} - n - \tau \right) + C_0 \frac{\nabla \omega_1(x) \cdot (cy + x_0)}{\omega_1(x)}
\]
for all $x \in \text{Cone}_\Omega$ and $y \in \Omega$. Using (4.5), (4.10) and (4.8) we get
\[
\left( \frac{1}{1 - \gamma} - n \right) \left( \frac{\omega_1(y)}{\omega_1(x)} \right)^{\frac{1-\gamma}{1-n(1-\gamma)}} \leq \frac{1}{1 - \gamma} - n + \frac{\nabla \omega_1(x) \cdot y}{\omega_1(x)}, \ \forall x \in \text{Cone}_\Omega, y \in \Omega. \tag{4.13}
\]

We aim to extend (4.13) to every $y \in \text{Cone}_\Omega$. To this end, pick any $\lambda > 0$ and apply (4.13) to $\frac{1}{\lambda} x \in \text{Cone}_\Omega$ and $y \in \Omega$. By the homogeneity of $\omega_1$ we get
\[
\left( \frac{1}{1 - \gamma} - n \right) \left( \frac{\omega_1(\lambda y)}{\omega_1(x)} \right)^{\frac{1-\gamma}{1-n(1-\gamma)}} \leq \frac{1}{1 - \gamma} - n + \frac{\nabla \omega_1(x) \cdot (\lambda y)}{\omega_1(x)},
\]
which, by the arbitrariness of $\lambda > 0$, is precisely the $\frac{1-\gamma}{1-n(1-\gamma)}$-concavity of $\omega_1$ on the cone $\text{Cone}_\Omega$, see Proposition 5.1.

In the sequel, we may assume that $\tau = \tau_1 = \tau_2 > 0$; otherwise, the above concavity property with the 0-homogeneity of the weights implies that $\omega_i, i \in \{1, 2\}$ (and $\omega_3$ if it does not disappear) are all constant functions; in this case the proof becomes trivial.

**Step 5.** (Interplay between $c$ and $C_0$) We shall prove that
\[
e^{\tau(1-\gamma)} = (cC_0)^{1-n(1-\gamma)}. \tag{4.14}
\]
If $\omega: E \to (0, +\infty)$ is defined as $\omega(x) = \omega_2(x)^{\frac{1}{p}}\omega_1(x)^{\frac{1}{p} - \gamma} = A^{\frac{1}{p}}\omega_1^{1-\gamma}(x), \ x \in E$, relation (4.5) can be equivalently written into
\[
\omega(cx + x_0) = (cC_0)^{1-n(1-\gamma)}\omega(x), \ x \in \Omega. \tag{4.15}
\]
Clearly, by (4.10) the degree of homogeneity of $\omega$ is $\tau(1-\gamma)$.
Let us fix $x \in \text{int}(\Omega) \neq \emptyset$. It turns out that there exists a small enough $\lambda_x > 0$ such that $\lambda x \in \Omega$ for every $\lambda \in [1 - \lambda_x, 1 + \lambda_x]$. Inserting $\lambda x \in \Omega$ instead of $x$ into (4.15) with the range $\lambda \in [1 - \lambda_x, 1 + \lambda_x]$, we obtain by the homogeneity of $\omega$ that

$$\omega(c\lambda x + x_0) = (cC_0)^{1-n(1-\gamma)}\omega(\lambda x) = \lambda^{\tau(1-\gamma)}(cC_0)^{1-n(1-\gamma)}\omega(x) = \lambda^{\tau(1-\gamma)}\omega(cx + x_0), \ x \in \Omega.$$  

Consequently, we have

$$\omega \left( cx + \frac{x_0}{\lambda} \right) = \omega(cx + x_0), \ \forall \lambda \in [1 - \lambda_x, 1 + \lambda_x].$$

Repeating the above argument, we obtain for every $k \in \mathbb{N}$ that

$$\omega \left( cx + \frac{x_0}{\lambda^k} \right) = \omega(cx + x_0), \ \forall \lambda \in [1 - \lambda_x, 1 + \lambda_x].$$

Let us choose $\lambda := 1 + \lambda_x > 1$ and take the limit $k \to \infty$ in the latter relation, that yields

$$\omega(cx) = \omega(cx + x_0), \ \forall x \in \Omega.$$  

Combining this relation with (4.15) and the homogeneity of $\omega$, we obtain (4.14).

In addition, if $\gamma = 1 - \frac{n}{n+\tau}$ (thus $K = -\frac{1}{1-\gamma}$ and $\omega_2$ disappears from condition (C)), it turns out that $1 - n(1-\gamma) = \tau(1-\gamma) > 0$ and $C_0^{-n(1-\gamma)} = 1$, thus $C_0 = 1$.

Step 6. (Reduction to the one-weighted case $\text{Cone}_\Omega = E$) Since we have equality in (1.11) for $u \in \overline{W^{p,\alpha}(\omega_1, \omega_2 ; E)} \setminus \{0\}$ and the support of $u$ is a subset of $\Omega \subseteq \text{Cone}_\Omega$, due to relations (4.10) and (4.12) we have that

$$\left( \int_{\text{Cone}_\Omega} |u|^{\alpha p_1} \omega_1 dx \right)^{\frac{1}{\alpha p_1}} = C_1 \left( \int_{\text{Cone}_\Omega} \|\nabla u\|_{p_2} \omega_2 dx \right)^{\frac{\theta_1}{p_2}} \left( \int_{\text{Cone}_\Omega} |u|^{\alpha p_1} \omega_3 dx \right)^{\frac{1-\theta_1}{\alpha p_1}}$$

$$= C_1 C_{A,K,C_0} \left( \int_{\text{Cone}_\Omega} \|\nabla u\|_{p_1} dx \right)^{\frac{\theta_1}{p_1}} \left( \int_{\text{Cone}_\Omega} |u|^{\alpha p_1} \omega_1 dx \right)^{\frac{1-\theta_1}{\alpha p_1}},$$

where

$$C_{A,K,C_0} = A^{\frac{\theta_1}{p_1}} \left( cC_0 A^{\frac{1}{1-\gamma} - n - \tau} \left( \frac{1}{1-\gamma} + K \right) \right)^{\frac{1-\theta_1}{\alpha p_1}},$$

while $C_1 = (C_{K,L,M,C_0} G_{\omega_1,\omega_2})^{\frac{1}{\alpha p_1}}$ and $\frac{\theta_1}{p_1} = \frac{L}{\alpha p_1 M + L}$ are from (1.12). Note that $M = p(1 + (\gamma - 1)(n + \tau))$ and $L = (1 - \gamma)(n + \tau)$. Furthermore, we have that

$$C_{G_{\omega_1,\omega_1}} = A^{\frac{1}{p_1}} \left( M + L \right) C_{G_{\omega_1,\omega_1}} = A^{\frac{1}{p_1}} C_{G_{\omega_1,\omega_1}},$$

see (1.10), and

$$C_{K,L,M,C_0} = \left( \frac{1}{1-\gamma} + K \right)^{\frac{M}{p_1}} C_0^{\tau(1-\gamma)} (\gamma \alpha)^{\frac{M}{p_1} + L} \left( \frac{M + pL}{M + pL} \right)^{\frac{1-\theta_1}{\alpha p_1} \frac{p}{M + pL}},$$

see (1.9). Since $-\frac{\theta_1}{L} + \frac{1}{\alpha p_1} = 0$ (being the exponent of $A$), $\frac{\theta_1}{p_1 L} - \frac{1-\theta_1}{\alpha p_1} = 0$ (being the exponent of the term $\frac{1}{1-\gamma} + K$), and $C_0^{\tau(1-\gamma)} \left( cC_0 \right)^{\frac{1-\theta_1}{\alpha p_1}} = 1$ (being equivalent to (4.14)), after a reorganization
of the terms it turns out that
\[ C_1 C_{A,K,C_0} = \left( \frac{p \gamma \alpha}{n + \tau} \right)^{\theta_1} \] \[ C_{\tilde{G}_{\omega_1}, \omega_1} = \left( \frac{p \gamma \alpha}{n + \tau} \right)^{\theta_1} \]
\[ \inf_{G \in \mathcal{G}_{\omega_1, \omega_1} \setminus \{0\}} \left( \int_E G(y) |y|^{p'} \omega_1(y) dy \right)^{\frac{\theta_1}{p'}} \left( \int_E G^\gamma(y) \omega_1(y) dy \right)^{\frac{1}{p'}}. \]

Now, we recognize the latter term that appeared in the one-weighted case, see relation (3.3) (\( \omega_1 \) being instead of \( \omega \)); in fact, this term is precisely the optimal constant \( \tilde{C}_1 \) in (3.1), i.e.,
\[ \left( \int_{\text{Cone}_\Omega} |u|^{\alpha p} \omega_1 dx \right)^{\frac{1}{\alpha p}} = \tilde{C}_1 \left( \int_{\text{Cone}_\Omega} |\nabla u|^{p} \omega_1 dx \right)^{\frac{1}{p}} \left( \int_{\text{Cone}_\Omega} |u|^{\alpha p} \omega_1 dx \right)^{\frac{1}{\alpha p}}. \]

By the characterization of the equality case in Theorem 3.1, applied on \( \text{Cone}_\Omega \), and taking into account that the support of \( u \) is in \( \Omega \subseteq \text{Cone}_\Omega \subseteq E \), we have that
\[ u(x) = \begin{cases} A(x + x_0 |x|^{p'})^{-\frac{1}{p'-1}}, & \text{if } x \in \Omega, \\ 0 & \text{otherwise}, \end{cases} \quad (4.17) \]
for some constants \( A > 0 \) and \( \lambda > 0 \). By (4.17) it follows that
\[ \Omega = \text{Cone}_\Omega = E; \]
otherwise, the function \( u \neq 0 \) would have certain jump discontinuities on the boundary of \( \Omega \), contradicting the fact that \( u \) belongs to the Sobolev space \( \tilde{W}^{p,\alpha}(\omega_1, \omega_2; E) = \tilde{W}^{p,\alpha}(\omega_1, \omega_1; E) \), see e.g. [14, Theorems 4.17 & 4.19]. Thus, the above properties are valid in fact on \( E = \text{Cone}_\Omega \).

Step 7. (Properties of \( x_0 \)) By (4.5) and (4.10) we have that \( \omega_i(x + x_0) = \omega_i(x) \) for every \( x \in E \) and \( i \in \{1,2\} \) (and also for \( i = 3 \) whenever \( \omega_3 \) does not vanish). The further properties of \( x_0 \) follow in a similar manner as in the one-weighted setting.

\[ \square \]

**Remark 4.1.** We mention that the proof of Theorem 1.2 fills a gap in [4, Theorem 1.3] when characterizing the equality case. In fact, the vanishing of \( \Delta \phi \) (proven in Step 1) was missing from that argument, which focuses only to the algebraic relations involving the two weights.

## 5. Final remarks and examples

In this final section we discuss equivalent conditions for weights appearing in our main results and give examples satisfying our condition (C).

### 5.1. Characterization of \( p \)-concavity.

In this subsection we show that the more involved condition used by Lam [17] presented in the introduction is equivalent to a simpler concavity property of the weight.

Let us recall that in [17] the following condition was used. Assume that \( E \subseteq \mathbb{R}^n \) is an open, convex cone, and \( \omega \) a homogeneous weight \( \omega : E \rightarrow (0, +\infty) \) of degree \( \tau \geq 0 \) such that \( 1 \neq \gamma \geq 1 - \frac{1}{n+\tau} \) and satisfying the inequality
\[ \frac{1}{1-\gamma} \left( \frac{\omega(\varphi(x))}{\omega(x)} \right)^{1-\gamma} (\det(M))^{1-\gamma} \leq \frac{1}{1-\gamma} - (n+\tau) + \frac{\nabla \omega(x) \cdot \nabla \varphi(x)}{\omega(x)} + \text{tr}(M), \quad (5.1) \]
for any positive definite symmetric matrix \( M \) and locally Lipschitz function \( \varphi \) with \( \nabla \varphi(x) \in \overline{E} \) for any \( x \in \overline{E} \) and \( \nabla \varphi \cdot n \leq 0 \) on \( \partial E \).

The following proposition gives equivalent formulations of the above condition.
Proposition 5.1. Let \( E \subseteq \mathbb{R}^n \) be an open convex cone, \( \omega: E \to (0, +\infty) \) be a homogeneous weight with degree \( \tau \geq 0 \) of class \( C^1 \), and \( 1 \neq \gamma \geq 1 - \frac{1}{n+\tau} \). Then the following statements are equivalent:

(i) \( \omega \) is \( \frac{1-\gamma}{1-n(1-\gamma)} \)-concave on \( E \);

(ii) for every \( x, y \in E \) one has

\[
\left( \frac{1}{1-\gamma} - n \right) \left( \frac{\omega(y)}{\omega(x)} \right)^{\frac{1-\gamma}{1-n(1-\gamma)}} \leq \frac{1}{1-\gamma} - (n + \tau) + \frac{\nabla \omega(x) \cdot y}{\omega(x)}, \quad (5.2)
\]

(iii) inequality (5.1) holds.

Proof. In the proof, we distinguish two cases, according to the value of \( \gamma \):

Case 1: \( \gamma = 1 - \frac{1}{n} \). By \( 1 - \frac{1}{n} = \gamma \geq 1 - \frac{1}{n+\tau} \), we obtain that \( \tau \leq 0 \). By assumption, we have \( \tau \geq 0 \); so \( \tau = 0 \). In particular, this case corresponds to \( p = \frac{1-\gamma}{1-n(1-\gamma)} = +\infty \). Thus (i) is equivalent that \( \omega \) is constant.

We shall prove next that in this case (5.1) is also equivalent to the fact that \( \omega \) is constant. For any fixed \( y \in E \), let \( \varphi(x) = x \cdot y \), \( x \in E \); then \( \nabla \varphi(x) = y \in E \). By the convexity of \( E \), we clearly have that \( \nabla \varphi \cdot n = y \cdot n \leq 0 \) on \( \partial E \). Let us also choose \( M = cI_n \) with \( c > 0 \) arbitrarily. With the above choices, inequality (5.1) reduces to

\[
n \left( \frac{\omega(y)}{\omega(x)} \right)^{\frac{1}{n}} c \leq \frac{\nabla \omega(x) \cdot y}{\omega(x)} + nc.
\]

Dividing by \( cn > 0 \) and letting \( c \to \infty \), we obtain that \( \omega(y) \leq \omega(x) \) for every \( x, y \in E \); thus \( \omega \) = constant. Conversely, if \( \omega \) = constant (thus \( \tau = 0 \)) and \( \gamma = 1 - \frac{1}{n} \), inequality (5.1) trivially holds, reducing to the well known inequality \( n(\det(M))^{1/n} \leq \text{tr}(M) \).

Case 2: \( 1 \neq \gamma > 1 - \frac{1}{n} \). (Clearly, we cannot have \( \gamma < 1 - \frac{1}{n} \) since it would imply \( \tau < 0 \), a contradiction). Note that if \( \gamma < 1 \) then \( \frac{1-\gamma}{1-n(1-\gamma)} > 0 \). Then (i) means that \( \omega^{\frac{1-\gamma}{1-n(1-\gamma)}} \) is a concave function. Due to the homogeneity of \( \omega \) and Euler’s relation \( \nabla \omega(x) \cdot x = \tau \omega(x) \) we can easily deduce that (i) and (ii) are equivalent. In the same way, if \( \gamma > 1 \) then it follows that \( \frac{1-\gamma}{1-n(1-\gamma)} < 0 \) and in this case (i) says that \( \omega^{\frac{1-\gamma}{1-n(1-\gamma)}} \) is a convex function. As before we can conclude the equivalence of (i) and (ii).

We are now going to prove the equivalence between (ii) and (iii). We assume the inequality (5.1) holds. As before, for any fixed \( y \in E \), let \( \varphi(x) = x \cdot y \), which is a convex function on \( E \) and \( \nabla \varphi(x) = y \). Thus, by (5.1) we have that

\[
\frac{1}{1-\gamma} \left( \frac{\omega(y)}{\omega(x)} \right)^{1-\gamma} (\det(M))^{1-\gamma} \leq \frac{1}{1-\gamma} - (n + \tau) + \frac{\nabla \omega(x) \cdot y}{\omega(x)} + \text{tr}(M). \quad (5.3)
\]

Now, we fix both \( x, y \in E \). Let us choose the positive definite symmetric matrix \( M = cI_n \) with

\[
c = \left( \frac{\omega(y)}{\omega(x)} \right)^{\frac{1-\gamma}{1-n(1-\gamma)}} > 0.
\]

Then (5.3) reduces to

\[
\left( \frac{1}{1-\gamma} - n \right) \left( \frac{\omega(y)}{\omega(x)} \right)^{\frac{1-\gamma}{1-n(1-\gamma)}} \leq \frac{1}{1-\gamma} - (n + \tau) + \frac{\nabla \omega(x) \cdot y}{\omega(x)}, \quad (5.4)
\]

which is precisely (5.2).
Conversely, by keeping the above notations, let us assume that (5.2) holds and fix an arbitrary positive-definite symmetric matrix $M$. Thus, by Lemma 2.1 and (5.2) it follows that
\[
\frac{1}{1-\gamma} \left( \frac{\omega(y)}{\omega(x)} \right)^{1-\gamma} (\det(M))^{1-\gamma} = \frac{1}{1-\gamma} \left[ \left( \frac{\omega(y)}{\omega(x)} \right)^{1-\gamma} \right]^{1-n(1-\gamma)} (\det(M))^{1-\gamma} \\
\leq \left( \frac{1}{1-\gamma} - n \right) \left( \frac{\omega(y)}{\omega(x)} \right)^{1-(1-\gamma)} + \text{tr}(M) \\
\leq \frac{1}{1-\gamma} - (n + \tau) + \frac{\nabla \omega(x) \cdot y}{\omega(x)} + \text{tr}(M),
\]
which concludes the proof of (5.1).

We conclude this part observing that the limit of (5.1) as $\gamma \to 1$ reduces to
\[
\log \left( \frac{\omega(\nabla \varphi(x))}{\omega(x)} \right) \leq -(n + \tau) + \frac{\nabla \omega(x) \cdot \nabla \varphi(x)}{\omega(x)} + \text{tr}(M),
\]
where $\varphi$ and $M$ are the same objects as above. Taking this into account, one could state an analog of Proposition 5.1 for the limit case $\gamma \to 1$.

**Proposition 5.2.** Let $E \subseteq \mathbb{R}^n$ be an open convex cone, $\omega: E \to (0, +\infty)$ be a homogeneous weight with degree $\tau \geq 0$ and of class $C^1$. Then the following statements are equivalent:

(i) $\omega$ is log-concave on $E$;
(ii) for every $x, y \in E$ one has
\[
\log \left( \frac{\omega(y)}{\omega(x)} \right) \leq -(n + \tau) + \frac{\nabla \omega(x) \cdot y}{\omega(x)};
\]
(iii) inequality (5.5) holds;
(iv) $\omega$ is $\frac{1}{\tau}$-concave.

**Proof.** Again, the equivalence between (i) and (ii) is trivial. We now assume that inequality (5.5) holds. Choosing $\varphi(x) = y \cdot x$ with $y \in E$, and $M = I_n$, inequality (5.5) implies precisely (5.6). Conversely, assume that (5.6) holds. Let $M$ be any positive definite $(n \times n)$-matrix. Using the AM-GM inequality and the fact that $\log x \leq x - 1$ for every $x > 0$, it follows that
\[
\log(\det M) \leq \text{tr}(M) - n.
\]
Given $x, y \in E$, by (5.6) and the latter inequality one has that
\[
\log \left( \frac{\omega(y)}{\omega(x)} \right) \cdot \det M = \log \left( \frac{\omega(y)}{\omega(x)} \right) + \log(\det M) \leq -(n + \tau) + \frac{\nabla \omega(x) \cdot y}{\omega(x)} + \text{tr}(M) - n,
\]
which is exactly inequality (5.5). Finally, the equivalence between (i) and (iv) can be found in our recent work [3].

5.2. *Examples of weights satisfying the main condition.* In this subsection we provide some classes of weights which satisfy condition (C).
**Example 5.1.** (Monomials; \( \gamma < 1 \)) Let \( p > 1 \). Let \( \max\{1 - 1/n, 1/p'\} < \gamma < 1 \) and \( \tau_i, \alpha_i \geq 0 \), \( i = 1, \ldots, n \); \( \tau = \tau_1 + \ldots + \tau_n \) and \( \alpha = \alpha_1 + \ldots + \alpha_n \) be such that

\[
\frac{\alpha}{p} + \tau \left( \frac{1}{p'} - \gamma \right) \leq 1 - n(1 - \gamma) \quad \text{and} \quad \beta_i := \frac{\alpha_i}{p} + \tau_i \left( \frac{1}{p'} - \gamma \right) \geq 0, \quad i = 1, \ldots, n.
\]

Let

\[
\delta_i := \frac{\tau_i}{p'} + \frac{\alpha_i}{p}, \quad i = 1, \ldots, n.
\]

By definition \( \delta_i \geq 0 \), with the property that if \( \delta_i = 0 \) for some \( i \in \{1, \ldots, n\} \) then clearly \( \tau_i = \alpha_i = 0 \). We consider the convex cone

\[
E = \{ x = (x_1, \ldots, x_n) \in \mathbb{R}^n : x_i > 0 \quad \text{whenever} \quad \delta_i > 0 \},
\]

and the weights \( \omega_1(x) = x_1^{\tau_1} \ldots x_n^{\tau_n}, \omega_2(x) = x_1^{\alpha_1} \ldots x_n^{\alpha_n} \) and \( \omega_3(x) = x_1^{\delta_1} \ldots x_n^{\delta_n} \) for every \( x \in E \). One can prove that the triplet \( (\omega_1, \omega_2, \omega_3) \) satisfies condition (C) on \( E \) with

\[
C_0 = \prod_{i=1}^n \left( \frac{\beta_i}{(1 - \gamma)\delta_i} \right)^{\frac{1}{1-n(1-\gamma)}} \quad \text{and} \quad K = -\frac{1}{1-\gamma} + C_0 \left( -n - \tau + \frac{1}{1-\gamma} \left( 1 + \frac{\tau - \alpha}{p} \right) \right),
\]

with the convention \( 0^0 = 1 \). Indeed, by using the above choices and the generalized AM-GM inequality, for every \( x = (x_1, \ldots, x_n) \in E \) and \( y = (y_1, \ldots, y_n) \in E \) we have

\[
LHS := \left( \frac{1}{1-\gamma} - n \right) \left( \frac{\omega_2^p(y)\omega_1^{1-\gamma}(y)}{\omega_2^p(x)\omega_1^{1-\gamma}(x)} \right) \left( \frac{1}{1-n(1-\gamma)} \right)
\]

\[
= \frac{1 - n(1 - \gamma)}{1 - \gamma} \left( \frac{\omega_2(x)}{\omega_1(x)} \right)^{\frac{1}{p}} \left( \frac{\omega_2^p(y)\omega_1^{1-\gamma}(y)}{\omega_2^p(x)\omega_1^{1-\gamma}(x)} \right)
\]

\[
= C_0(1 - n(1 - \gamma)) \left( \frac{\omega_2(x)}{\omega_1(x)} \right)^{\frac{1}{p}} \left( \frac{1}{1-\gamma} \right)^{1 - \sum_{i=1}^n \frac{\beta_i}{1-n(1-\gamma)}} \prod_{i=1}^n \left( \frac{\delta_i y_i}{\beta_i x_i} \right)^{\frac{\beta_i}{1-n(1-\gamma)}}
\]

\[
\leq C_0(1 - n(1 - \gamma)) \left( \frac{\omega_2(x)}{\omega_1(x)} \right)^{\frac{1}{p}} \left( \frac{1}{1-\gamma} \right)^{1 - \sum_{i=1}^n \frac{\beta_i}{1-n(1-\gamma)}} + \frac{1}{1-n(1-\gamma)} \sum_{i=1}^n \delta_i \frac{y_i}{x_i}
\]

\[
= \left( \frac{1}{1-\gamma} + K \right) \frac{\omega_3(x)}{\omega_1(x)} + C_0 \frac{\nabla (\omega_2^p) \omega_1^{1-\gamma}(x)}{\omega_1(x)} \cdot y.
\]

As expected, when the three weights are equal, it turns out that \( C_0 = 1 \) and \( K = -n - \tau \), where \( \tau \) is the common degree of homogeneity of the weights.

**Example 5.2.** (\( \gamma > 1 \)) Let \( E \subseteq \mathbb{R}^n \) be an open convex cone, and \( \omega_i : E \to (0, +\infty) \) be homogeneous weights with degree \( \tau_i \geq 0 \) and of class \( C^1 \), \( i \in \{1, 2, 3\} \). Assume that \( \gamma > \max\{1, \frac{\tau_1}{\tau_2}\} \), \( \tau_3 = \frac{\tau_2}{p} + \frac{\tau_3}{p} \)
and
\[
\inf_{x,y \in E \cap S^{n-1}} \frac{\omega_1(x)}{\omega_2(x)} \cdot \left( \frac{\frac{1}{\omega_2(y)} \frac{1}{\omega_1(y)} - \gamma}{\omega_2 \left( (1-\gamma) (x) \right) \omega_1 \left( (1-\gamma) (x) \right)} \right) > 0
\]
\[
\inf_{x,y \in E \cap S^{n-1}} \nabla \left( \frac{\frac{1}{\omega_2(x)} \omega_1(x)}{\omega_3(x)} \right) \cdot y > 0.
\]

Then the triplet \((\omega_1, \omega_2, \omega_3)\) satisfies condition (C) on \(E\) for some \(K \in \mathbb{R}\) and \(C_0 > 0\). Indeed, since \(\gamma > 1\), rearranging (2.1), we can see that it is enough to show that the function
\[
F(x, y) := \left( \frac{1}{\gamma - 1} + n \right) \frac{\omega_1(x)}{\omega_3(x)} \cdot \left( \frac{\frac{1}{\omega_2(y)} \frac{1}{\omega_1(y)} - \gamma}{\omega_2 \left( (1-\gamma) (x) \right) \omega_1 \left( (1-\gamma) (x) \right)} \right)^{1-\frac{1}{n(1-\gamma)}} + C_0 \frac{\nabla \left( \frac{1}{\omega_2(x)} \omega_1(x) \right)}{\omega_3(x)} \cdot y,
\]
has a positive lower bound on \(E^2\). Consider \(x_0, y_0 \in E \cap S^{n-1}\). Then, by assumption, we can find two constants \(A, B > 0\) such that
\[
F(\lambda x_0, \sigma y_0) \geq A \frac{\sigma^{\frac{1}{p}} \tau_1 (1-\gamma)}{\lambda^{\frac{1}{p}} \left( 1 - \frac{1}{n(1-\gamma)} \right) + \frac{1}{1 - \frac{1}{n(1-\gamma)}} + B \frac{\tau_2 + \frac{1}{p} - 1}{\frac{1}{p}} \sigma^B.
\]
Since \(\tau_3 = \frac{\tau_2}{p} + \frac{\tau_1}{p}\), a simple computation shows that
\[
F(\lambda x_0, \sigma y_0) \geq A \left( \lambda^\frac{1}{\sigma} \right)^{\frac{1}{n(1-\gamma)} - \frac{1}{p}} + B \left( \frac{\sigma}{\lambda} \right)^{\frac{1}{\sigma} - \frac{1}{p}},
\]
so \(F\) has a positive lower bound whenever \(\tau_1 (1 \neq \gamma (1 - \frac{1}{p}) - \frac{\tau_2}{p} > 0\), which is equivalent to our assumption \(\gamma > \frac{\tau_2}{\tau_1}\).

**Example 5.3.** \((\gamma \neq 1)\) Let \(p > 1, 1 \neq \gamma \geq 1 - \frac{1}{n}, E \subseteq \mathbb{R}^n\) be an open convex cone, and \(\omega_i : E \to (0, +\infty)\) be homogeneous weights with degree \(\tau_i \geq 0\) and of class \(C^1, i \in \{1, 2, 3\}\). Assume in addition that:

(i) \(\frac{1}{\omega_2} \frac{1}{\omega_1} - \gamma\) is \(\frac{1-\gamma}{1-n(1-\gamma)}\) concave on \(E\);

(ii) if \(\gamma > 1\) then \(1 > (1 - \gamma) \left( n + \frac{\tau_1}{p} + \tau_2 \left( 1 - \frac{1}{p} \right) \right)\);

(iii) \(\omega_3 \geq \frac{1}{\omega_2} \omega_1\) on \(E\);

(iv) \(\nabla \omega_1(x) \cdot y \geq 0\) for every \(x, y \in E\).

Using Proposition 5.1 and some simple estimates, one can prove that the triplet \((\omega_1, \omega_2, \omega_3)\) satisfies condition (C) on \(E\) with \(C_0 = 1\) and \(K = -n - \frac{\tau_3}{p} - \tau_2 \left( \frac{1}{p} - \gamma \right)\). The details are left to the interested reader.
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