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Abstract. A multimodal human-computer interaction system is composed of the comprehensive usage of various input and output channels. For the information input, apart from the traditional keyboard typing, mouse clicking, screen touching, the latest speech and face recognition technology can be used. For the output, the traditional screen display, the latest speech and facial expression synthesis and gesture generation can be used. After literature review of related works, this paper first presents such a system, MMISE (Multimodal Interaction System for Education), about its architecture and working mechanism, POOOIM (Pedagogical Objective Oriented Output, Input and Implementation Mechanism) illustrated with practical examples. Then this paper introduces this system’s pilot applications in the epidemic time of novel coronavirus in 2020.
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1 Concept Definition and Research Question

A multimodal human-computer interaction system “seeks to leverage natural human capabilities to communicate via speech, gesture, touch, facial expression, and other modalities, bringing more sophisticated pattern recognition and classification methods to human–computer interaction” (Turk 2014). With the rapid advance in artificial intelligence in the past decade, including natural language processing, machine learning and pattern recognition, the multimodal human-computer interaction research is leveraging keyboard-tipping, mouse clicking, speech, touch, vision and gestures. A multimodal human-computer interaction system should comprehensively use various input and output channels. For the information input, apart from the traditional keyboard typing, mouse clicking, screen touching, the latest speech and face recognition technology can be utilized. For the information output, the traditional screen display, the latest speech synthesis, facial expression synthesis and gesture generation can be utilized.

Two questions arise when a system deals with multiple channels’ input and output. The first is how to receive and analyze the multiple input information, and the second is how to generate the appropriate multiple output information.
2 Related Work

A multimodal human-computer interaction system facilitates the human-like interaction. The human-like interaction between the computer and the user supported by multiple modal technology has been applied in educational technology for a long time, especially in the field of pedagogical agent and intelligent tutoring system (Jia 2015). Johnson and Lester (2018) expected that the anthropomorphic and natural interaction between the pedagogical agent and the student could make the learning easier, more motivating and more participatory. A pedagogical agent is a human-like animation or avatar in a multimedia learning system, and can support the student’s learning by playing part of an expert, a teacher, a tutor, or a friend, which can give a lecture, suggestion, or question (Liew et al. 2017; Schroeder and Adesope 2014). The most played roles by the pedagogical agent include tutors, teachers and trainers, but seldom learning companion, as found by some systematic reviews (Poria et al. 2017; Terzidou et al. 2016).

The effect of a pedagogical agent with human-like interaction has been studied early in the 1990s. Lester et al. (1997) explained the function of a pedagogical agent as persona effect based on the experiment, and believed that the human-like agent, even with a weaker interaction function, could effectively promote the learning. Social presence was first proposed by Short et al. (1976), and defined by Gunawardena (1995) and Lowenthal (2009) as the extent how a virtual agent is regarded as a real human that communicates and connects with the agent. Social clues expressed by a pedagogical agent in a multimedia learning environment like the voice, emotion and facial expression can inspire the learners’ social contact schema (Louwerse et al. 2009). This argument was evidenced by the fMRI research conducted by Schilbach et al. (2006). If the social contact schema is stimulated, the learner can process the information coming from the computer deeply and facilitate the more meaningful learning (Mayer and DaPra 2012). Nass and Moon (2000) found more similarity between the computer and the human being can stimulate more social contact of the human users.

The previous studies on pedagogical agent used traditional keyboard text input, natural language and eye or face recognition as input channels. Graesser and his research team applied LSA (Latent Semantic Analysis) and other natural language processing technology in designing intelligent tutoring systems that talk with the student via text or spoken voice in dialogue or triilogue form (Graesser 2016; Graesser et al. 2018).

Lepper and Chabay (1988) found through classroom observations the teachers spent almost as much time on the students to help them with the affective goals as with the knowledge goal. The latest advancement of multimodal emotion recognition and micro emotion recognition improves the performance of affective computing (Wu et al. 2016). Recently the design of pedagogical agents to simulate the human teachers in affective intervention has been a research trend. From the perspective of multimedia learning, the pedagogical agent which can identify learners’ emotions can effectively convey more social clues. Positive emotions can help learners focus on current tasks, motivate the learners, and improve the learning effect (Pekrun 2006). Liew et al. (2017) found through the meta-analysis about 30 experiments that the usage of emotional recognition and expression can improve the students’ learning motivation, knowledge retention and knowledge transformation.
The output channels of pedagogical agents include text, spoken voice, and animation. Atkinson (2002) found that the pedagogical agents using voices could improve the students’ learning performance more effectively than the agents using just the texts. The real human voice used by the pedagogical agents could have better effect than the synthesized voice (Mayer and DaPra 2012). IBM developed the Watson Tutor, which could generate human-like voices with different tones corresponding to the instructional goals and communicate with the students in spoken voices (Afzal et al. 2019). Those findings coincide with the social presence theory arguing that the human voice as a more effective social clue can motivate the learners’ social communication schema.

The animating avatar used as a pedagogical agent can behave like a real human being, convey more social clues, and thus improve the learners’ performance (Dehn and van Mulken 2000). There are two kinds of animating avatars, the anthropoid or animal-like cartoon (Yılmaz and Kiliç-Çakmak 2012), and the real human avatar (Yung and Paas 2015). Although the real human avatar seems more normal, Schroeder et al. (2013) found in their meta-analysis the anthropoid or animal-like pedagogical agents had significant and positive effect on learning performance, but the real human-like agents did not have significant effect on the learning performance. The reason may be that the learners could be aware of the existence of another human subject and lose their control of the learning (Kim et al. 2016).

The gender of the pedagogical agent is also an important factor in the human-computer interaction. The stereotype of human gender in the reality can be reflected in the relation between the learner and the pedagogical agent. Kim and Baylor (2007) found that the students liked the male agents more than the female agents, and achieved better learning gains by using the male agents. Makransky et al. (2019) found that the students got better learning result by using the same gender agents.

Some researchers have attempted to design the multiple channel output responding to learners’ recognized expression. The AutoTutor system (D’mello and Graesser 2013) could recognize the learner’s affective status, and then respond with appropriate voice, expression and gesture. Prendinger and Ishizuka (2005) detected the learners’ affect by using the skin conductivity sensor and then gave corresponding help and concern, and found the learners felt less pressure.

The above reviewed related studies demonstrate that multimodal input or output technology has been applied in pedagogical agent design. However, the comprehensive consideration of multiple channel inputs and outputs and their application in educational scenarios have not been found in our literature review. This study attempts to fill in this gap. We design a multimodal interaction system for education based on the latest advancement in artificial intelligence, illustrate its workflow and mechanism with practical pedagogical scenarios, and introduce its technical evaluation and pilot application in the epidemic time of novel coronavirus outbreak.

3 The Architecture and Mechanism of the MMISE System

We designed and developed a web-based multimodal human-computer interaction system, MMISE (Multimodal Interaction System for Education). Implemented as a client/server architecture, it is comprised of the client program and the server system, as
shown in Fig. 1. The client program deals with the capture, detection and recognition of various input signals on the one side, on the other side generates the synthesized voice and avatar animation. It can be an independent program written in Python or Java, or a webpage written with JavaScript and downloaded from the server. It runs in the client operating system like Windows in personal computers or Android in tablet computers or smartphones. The server system mainly deals with the input-output response mechanism. This client/machine architecture can fully use the computing capability of the user’s client machine, and relieve the burden of the server machine.

![Fig. 1. The architecture of MMISE.](image)

Even if all the inputs in various formats can be detected technologically nowadays, which of them should be captured and recorded into the database for further analysis, depends both on the pedagogical requirement and ethical consideration. Similarly, the output channels should be determined based on the system’s pedagogical design objective.

The system can be implemented in three ways: as an independent webpage, as a webpage embedded in other webpages, or as an independent client program running in Windows or other operating system. The user can use the independent webpage or the independent client program, if he or she can concentrate himself or herself on the learning objects. The user should use the webpage format embedded in other webpages, if he or she is easy to lose the concentration or focus on the learning object. Which way to be used is dependent on the pedagogical objective of the system design.

Overall, the input channels, output channels and the implementation approach are all dependent on the pedagogical objectives. This is the mechanism of the MMISE, can be called pedagogical objective oriented output, input, and implementation mechanism, or in abbreviation, POOOIIM or PO^3I2M. This mechanism can be explained with the following five examples.

The first example is a learning companion system with a MMISE that is hoped to improve the student’s concentration on the learning content displayed on the screen, such as a video lecture on demand or a live video lecture. The student’s face captured by the video camera is the most important input channel. For this functionality the continuance of facial identification is an important indicator for the student’s concentration status of facing the screen. If the MMISE cannot recognize and identify the student’s face
continuously for a specified period, for example one minute, it should give out some information in the form of spoken voice, because the student does not face the screen and can’t read the text message or watch the animation. In this case, the MMISE should be embedded into the lecture display program.

In Fig. 2, the live lecture during the special epidemic time of China was given to the students from Peking University who were located anywhere in the whole country. In the left division, the live video lecture with the lecturer’s speech was synchronously displayed to the student, for example, Jack, while in the right division, the learning companion Emina was watching the student’ facial expression. Besides, the companion expressed the same emotion with the student. If the student looked happy by watching the lecture, Emina would also looked happy. If the student watched the video in full screen, the companion Emina was hidden, but was still watching the student. If the student left the screen for one minute, Emina would spoke “Where are you now, Jack?”.

![Fig. 2. The screenshot of one live lecture companied by the avatar Emina.](image)

The second example is a tutoring system with the MMISE (Zhang and Jia 2017). The student should input the answers either by clicking the correct one in the multiple choices or fill in the blanks in a given time period, for example in 10 min for the drill, because some students lag behind the required drill duration according to our previous analysis of online learners’ drilling behavior (Le and Jia 2018). If the student does not click the mouse or type the keyboard during the given time, the MMISE should alert the student. Furthermore, it should determine the concrete output format, either spoken voice, text or animation. If it detects that the student leaves the screen for a longer time, it should give out spoken text. If the student doesn’t leave the screen, the MMISE should keep quiet for a quiz writing system, but function as a tutor with appropriate hints or help in the format text, voice or animation for a tutoring system. Figure 3 shows the screenshot of one online math tutoring system with the learning companion Christoph recognizing the user’s face. In this case, the MMISE could be embedded into the dialogue program to enhance the agent effect, and some important issues regarding the voice, the avatar gender and features should be considered, as suggested in the literature review.

The third example is a text dialogue system for language learning with the MMISE. The student’s input text is an important indicator of his or her speech behavior. If the
MMISE cannot capture the student’s text for a given time period, for example, for ten minutes, it should give some text messages to the student. On the other hand, all the student’s input texts should be responded appropriately by the MMISE. Figure 4 shows one screenshot of the CSIEC system (Jia 2009) where the user is sending message to the avatar via keyboard text input, and receives both text output and spoken utterance from the animation avatar Stephan. In this case, the MMISE could be embedded into the dialogue program or be used just as an independent webpage or program, because only text input and output are required for the dialogue system.

The fourth example is a voice speech dialogue system for language learning with the MMISE. The student’s speech is an important indicator for his or her speech behavior. If the MMISE cannot capture the student’s speech for a given time period, for example, for ten minutes, it should give some utterances to the student. On the other hand, the student’s each input should be responded appropriately by the MMISE. In this case, the MMISE should be embedded into the dialogue program, because the voice speech as the important input channel cannot be separated from the program.

The fifth example is a quiz writing system with the MMISE in online learning. The identification of the examinee and the examination process are critical to the guarantee
the fairness of the examination, as cheating often happens in MOOC and other online learning systems (Northcutt et al. 2016). The MMISE should work as the proctors or the examiner in the online examination. With the understanding and the agreement of the examinee, all the input data including keyboard typing, mouse action, speech and face movement should be recorded into the database for future review and analysis. To avoid disturbing the examinee’s thinking and question answering process, no output is needed to give out throughout the examination. In this case, the MMISE as the monitor or the proctors should be embedded into the quiz writing system.

For the above examples, the textual output can be continuously presented to the user on the screen. But the voice and animation output should be given in some intervals in order to prevent their overlapping.

4 The Software Systems Used to Implement the MMISE

The advancement of artificial intelligence, including NLP (Natural Language Processing) and machine learning such as deep learning, enables both open source and commercial software systems to be used by implementing the MMISE. We just list some systems.

The continuous speech recognition can be realized by Julius (https://github.com/julius-speech/julius), an “Open-Source Large Vocabulary Continuous Speech Recognition Engine”, as a high-performance, small-footprint large vocabulary continuous speech recognition (LVCSR) decoder software for speech-related researchers and developers. Based on word N-gram and context-dependent HMM, it can perform real-time decoding on various computers and devices from micro-computer to cloud server.” (Lee et al. 2019). The English model (LM+DNN-HMM) can be downloaded from the Julius Model page (https://sourceforge.net/projects/juliusmodels/files/).

The face, landmark recognition and facial expression recognition can be realized by the FaceAPI.js (https://github.com/justadudewhohacks/face-api.js), a JavaScript API for Face Detection, Face Recognition and Face Landmark Detection of a photo file, a video file, or live webcam capture. It can be embedded in an existing webpage or realized in an independent webpage located in an https webserver server. For face detection, we use the SSD (Single Shot Multibox Detector) model, which computes the locations of each face in an image and returns the bounding boxes together with its probability for each face. The size of the quantized detection model is about 5.4 MB. For face landmark detection, we use the 68 point face landmark detector. The default model file has a size of only 350 kb. For face recognition, a ResNet-34 like architecture is implemented to compute a face descriptor (a feature vector with 128 values) from any given face image, which is used to describe the characteristics of a person’s face. We determine the similarity of two arbitrary faces by computing the Euclidean distance. The model achieves a prediction accuracy of 99.38% on the LFW (Labeled Faces in the Wild) benchmark for face recognition. The size of the quantized recognition model is roughly 6.2 MB. For face expression recognition, we use a lightweight and fast model with a file size of roughly 310 kb. It has been trained on a variety of images from publicly available datasets as well as images scraped from the web.

The speech synthesis technology has been matured. It can be realized by commercial providers, such as Chinese iFlyTec (https://www.iflytek.com/), or online Lifelike Text to
Speech ReadSpeaker (https://www.readspeaker.com), whose web version “webReader allows content interaction on a personal level and offers important learning tools that help understanding and improve retention and make it easier to access online content on the go”, and whose “speechCloud API is an online text-to-speech API for making desktop/web/mobile applications and Internet-connected devices talk.” It can also be realized by open source TTS (Text To Speech) projects, from the old FreeTTS (https://sourceforge.net/projects/freetts/), to Google TTS API, MicrosoftSpeech SDK, and the recent Mozilla TTS (https://github.com/mozilla/TTS), “a part of Mozilla Common Voice. TTS aims a deep learning based Text2Speech engine, low in cost and high in quality.” The latest development of TTS is the Real-Time Voice Cloning which claims to “Clone a voice in 5 s to generate arbitrary speech in real-time” (https://github.com/CorentinJ/Real-Time-Voice-Cloning) (Corentin 2020).

The avatar technology can be implemented through 2D or 3D animation software, like live2d (https://www.live2d.com), or game engine Unity (https://unity.com/). We have developed five avatars using the live2d animation software: Christoph, Stephan, Ingrid, Emina, and Christine, and applied them in the above program examples.

5 The Pilot Application of the MMISE

During the epidemic time of the novel coronavirus outbreak in 2020, all Chinese people including students should stay at home. The schools could not run as usually, and the students could not go to the schools. Therefore all the teachers and the students were separated from each other and might be distributed around the whole country. However, in order to maintain the ordinary teaching plan, the educational authorities encouraged and even required the teachers and students to adopt online learning. The teacher used the computer at home or in the school office. Almost all of the students used their computers at home. The access to the Internet was the necessary condition for the online learning. Fortunately, all most all families in China nowadays have the smart phones, and many families have wired Internet connection via optical fiber. The phones can access the Internet via 3G, 4G or even 5G network provided by the ISP (Information Service Provider) and can function as a hot spot to construct a WLAN (wireless local area network), through which the desktop computer, notebook computer or tablet computer can access the Internet. The connection to the Internet could be better and more stable if the family had a wired network through optic fabrics.

Two forms of online instruction approaches are used. The first is instant, synchronous and bidirectional lecture. The second is asynchronous and one-way learning resource browsing and activity participation.

The synchronous lecture was usually implemented in an online conference or meeting system such as Zoom, Classing, Dingding, Tencent, and others. Normally the teacher used the broadcasting function to present the lecture slides like PowerPoint with synchronous aural explanation just as in the traditional classroom or in the lecture hall. The students at home watched the lecture broadcasting as well as the teacher’s facial expressions, and listened to the teacher’s speech. The teacher could also watch the students’ facial expressions through video transmission. However, the teacher’s main function was holding the lecture, and could not observer the students’ actions for all the time as in the
classroom, especially with a large class volume. Because the network bandwidth was limited during the lecture time, the lecture broadcasting together with bidirectional video signals was seldom used. The teacher could not watch the students’ facial expression, and could not feel their attitudes and reactions immediately. In such a virtual classroom, the students sitting alone at home could hardly feel the coexistence of other classmates. Only those students with stronger self-regulation could follow the teacher throughout the whole lecture time.

The asynchronous learning resource browsing and activity participation often happened in a course management system such as Moodle or Blackboard. The learning resources include teaching slides file in PowerPoint or other formats, required readings in PDF, Word or other formats, and web pages. The online learning activities include the quiz comprised of multiple choice, blank-filling or other types of questions, the assignment to submit a document or online texts, the feedback or survey, the discussion forum, the Wiki, and online examinations. In the traditional school teaching, similar activities are mostly completed in the paper format. Compared with the traditional paper-format activities, the online learning activities often require the students to have a stronger control over their online learning behavior, because many contents other than the learning content in the Internet, for example, the games, are more attractive to the student, especially the pupils in the schools. If the parents or other adult relatives accompanied the young student or the school pupil, the student could complete the online learning activities on time.

Both forms of pure online learning are different from the traditional classroom learning and the blended learning of traditional classroom learning with computer supported learning including online learning, because the students could not meet the teachers and their classmates on site, and lacked the teachers’ face-to-face companion and guidance.

A virtual avatar representing the teacher and accompanying the student’s online learning is needed for this special period of virus outbreak. For this practical purpose, we have applied the programs in the examples given in Sect. 3 in the graduate and undergraduate courses in Peking University.

We also applied the program in a web-based intelligent mathematics instruction system for school pupils, “Lexue 100” (https://www.lexue100.com), with the Chinese meaning Happy Learning for 100%. It is a web-based intelligent instruction system for school mathematics, developed by Beijing Lexue 100 Online Education Co., Ltd., and equipped with the OLAI model proposed by the authors’ team (Jia and Yu 2017). More than 70,000 quizzes have been designed for the different versions of mathematics textbooks that are used in different provinces and metropolis in China. Writing quizzes is the main learning activity in this system. Each quiz is composed of a series of gap-filling or single-choice questions with predefined standard answers. As soon as one student submits the trial answer to the system, the trial answer can be compared with the standard answer, and the corresponding quiz score and feedback are instantly provided to the student. Users are allowed to pass the quiz only if every answer gets right, meaning that if the first try of one student is wrong, the student will have to try again until the answer hits the point. As we analyzed in previous studies (Jia and Zhang 2019), the school students, especially the students with learning difficulties, are easy to lose their concentration by writing the quiz alone at home, and may copy the answer from
other classmates. The learning avatars facilitated with MMISE are embedded in the quiz activity, just like those shown in the above examples, and can improve the student’s concentration on the quiz by watching the student’s face, and giving appropriate help hints.

6 Limitation and Further Study

This paper just proposes the framework of MMISE (Multiple Modal Interaction System for Education), illustrates its architecture and working mechanism with five pilot examples, and just begins to apply it in education. Its evaluation should be done soon after the user data and evaluation survey result can be collected.
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