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ABSTRACT. Two-dimensional (2D) van-der-Waals semiconductors have emerged as a class of materials with promising device characteristics owing to the intrinsic bandgap. For realistic applications, the ideal is to modify the bandgap in a controlled manner by a mechanism that can be generally applied to this class of materials. Here, we report the observation of a universally tunable bandgap in the family of bulk 2H transition metal dichalcogenides (TMDs) by in situ surface doping of Rb atoms. A series of angle-resolved photoemission spectra unexceptionally shows that the bandgap of TMDs at the zone corners is modulated in the range of 0.8 ~ 2.0 eV, which covers a wide spectral range from visible to near infrared, with a tendency from indirect to direct bandgap. A key clue to understand the mechanism of this bandgap engineering is provided by the spectroscopic signature of symmetry breaking and resultant spin splitting, which can be explained by the formation of 2D electric dipole layers within the surface bilayer of TMDs. Our results establish the surface Stark effect as a universal mechanism of bandgap engineering based on the strong 2D nature of van-der-Waals semiconductors.
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The bandgap is a fundamental property of semiconducting materials that determines their electronic and optical properties. As such, it not only plays a central role in the working principle of modern semiconductor devices, but also sets the limit of device performances. Bandgap engineering is a powerful technique to overcome the limit of natural properties and also to design novel materials properties and functionalities. In conventional semiconductors, however, bandgap engineering has been achieved by the variation of chemical strain or layered heterostructures, which all requires heavy structural modifications. The key issue is thus to develop a universal mechanism of bandgap engineering that is electrically tunable and easily viable in gated devices.

In recent years, 2D van-der-Waals crystals, such as graphene, black phosphorus, and TMDs, has emerged as a class of materials, in which their strong 2D nature offers unprecedented opportunities of bandgap engineering. The $2H$ phase of TMDs (WS$_2$, MoS$_2$, WSe$_2$, MoSe$_2$, and MoTe$_2$) is a layered semiconductor with great potential for application in nanoelectronic and optoelectronic devices. Their single layer consists of transition-metal atoms (Mo or W) and chalcogen atoms (S, Se, or Te), arranged into the hexagonal honeycomb network similar to graphene, as shown in Figure 1a. In their hexagonal Brillouin zone (Figure 1b), the lack of inversion symmetry and spin-orbit coupling affects valence bands of transition-metal $d_{\sigma\pi}$ and $d_{\pi}$ orbitals around zone corners, leading to the out-of-plain spin polarization reversed between two different valleys (K and K'). For multilayers, two single-layers are stacked as a unit bilayer by weak van-der-Waals forces, recovering inversion symmetry (centred at small black circles in Figure 1a,b). This guarantees valence bands localized in different layers (L1 and L2) to have opposite spin splitting and thus doubly degenerate, as illustrated in Figure 1b. The resulting low-energy band structure (Figure 1c,d) shows valence bands (VB, red) and conduction bands
(CB, yellow) that are separated by an indirect gap (arrow in Figure 1d) in the range of 1.0 ~ 1.4 eV (ref. 8)

The band structure of multilayer 2H-TMDs is highly susceptible to various physical parameters, such as thickness,\(^a\) stacking,\(^a\) strain,\(^a\)\(^c\) and electric field.\(^a\)\(^d\) Although the structural variation of thickness and stacking modulates the magnitude of the bandgap, there is little change in the local gap at the K point, which is critical for optical properties of 2H-TMDs.\(^a\)\(^d\) On the other hand, the application of external electric field vertically to TMD layers, which is more viable in gated devices, is widely predicted to modulate the local bandgap at the K point.\(^a\)\(^d\) Since this mechanism in principle works for TMDs down to the bilayer limit regardless of their thickness (Supporting Figure S1), we chose bilayer 2H-TMDs as a minimal model to capture essential features of how the band structure changes with vertical electric field (Figure 1d–f). The electronic states confined in TMD bilayers under electric field monotonically increase the energy of VB by the negative potential, and decreases the energy of CB by the positive potential.\(^a\)\(^d\) The formation of electric dipole-like layers effectively reduces the magnitude of the bandgap, which is often termed the giant Stark effect in the study of nanoribbons and nanotubes.\(^a\)\(^d\) The field-induced energy shifts are different for VBs between Γ and K points, and for CBs between T and K points depending on their orbital characters, which forms a tendency of the indirect-to-direct bandgap transition (Figure 1d–f). Furthermore, the interlayer potential difference breaks inversion symmetry, leading to spin splitting of VBs at around the K point (Figure 1b,f).

Here, we report the realization of electrically tunable bandgap by applying the Stark effect to the surface of bulk 2H-TMDs, where the strong 2D van-der-Waals nature enables quantum confinement as in the bilayer of 2H-TMDs under vertical electric field. In our experiments, the
vertical electric field was generated by chemical surface doping, the *in situ* deposition of alkali-metal atoms, which is proven effective on the surface of 2D van-der-Waals crystals. The Rb atoms distributed arbitrarily on the surface donate charges to adjacent TMD layers. The ionized Rb atoms produce strong vertical electric field, leading to the Stark effect and resultant bandgap changes, which are directly measured by angle-resolved photoemission spectroscopy (ARPES).

In Figure 2, we display a doping series of ARPES spectra, taken from five different 2H-TMDs marked on the left. As expected for pristine 2H-TMDs (red lines in Figure 1d), there is commonly a well-defined VB in Figure 2a,e,i,m,q. Around the K point, two branches of VB originate from layer-localized spin polarizations discussed in Figure 1b, which gradually merge into a single branch of out-of-plane $d_z^2$ orbitals at around the time-reversal invariant $\Gamma$ point. The VB maximum is located at the $\Gamma$ point, and its energy scale with respect to the Fermi energy ($E_F$) is greater than 1.0 eV. Considering the well-known bandgap of bulk TMDs (1.0 ~ 1.4 eV), we found that our near-neutral samples are n-doped near the surface with band bending towards the bulk. Based on the Thomas-Fermi screening theory, we estimate the screening length of space-charge layers to be about 280 nm (Supporting Information). This built-in electric field spread over a few hundred nanometers is extremely weak at the atomic scale, so that the spin-orbit doublet of VBs at the K point remains nearly degenerated in Figure 2a,e,i,m,q.

Upon the deposition of Rb atoms, the donated electrons populate the CB of TMDs, and its minimum at the K and/or T point appears below $E_F$ in ARPES (Figure 2b,f,j,n,r). From this point, a direct or an indirect bandgap as well as its magnitude can be directly measured by ARPES. As increasing the dopant density, we found that the centre energy (red dotted lines in Figure 2a−d) between the VB maximum and the CB minimum gradually shifts down towards higher energies, indicating steady doping. Furthermore, with respect to this centre energy, VB and CB get
progressively closer to each other, which is due to strong vertical electric field generated from the ionized Rb atoms on the surface of 2H-TMDs. As a result, the magnitude of the bandgap gradually reduces with the strength of electric field, which is in excellent agreement with our theoretical band calculations in Figure 1e,f. The key aspects of our observations, electron doping as well as bandgap reductions, are unexceptionally observed in the whole family of semiconducting 2H-TMDs that we measured in this study (Figure 2).

The bandgap modulation can be more clearly identified in a continuous doping series of ARPES spectra, and its 3D representation is shown for WS₂ in Figure 3a (the others show essentially the identical behaviour, see Supporting Figure S2). The constant-energy cut at $E_F$ shows that the Fermi momentum ($k$) of CBs at both K and T points steadily increases with the deposition time. The electron concentration $n$ estimated based on Luttinger’s theorem is found to be linearly proportional to the dopant density (Supporting Figure S3), indicating a monotonic charge transfer. The constant $k$ cut at the K point shows the energy variation of the CB minimum $E_c$ and the VB maximum $E_v$ with the deposition time. At first, $E_v$ rapidly shifts down by the dominant doping effect, and then gradually turns up, as compensated by the Stark effect. From $E_c - E_v$, the magnitude of the direct gap at the K point, which is critical for optical properties of 2H-TMDs, is plotted as a function of $n$ in Figure 3b. Consequently, the bandgap at the K point is modulated in the range of 0.8 ~ 2.0 eV, covering a wide spectral range from visible to near infrared.

The energy shift of VB and CB with $n$ can be different for $k$, depending on their orbital characters. The energy shift of CB at the K point is slightly larger than that of CB at the T point (Figure 2i–l and Figure 3c for WSe₂), making a crossover at $n = 5.9 \times 10^{13}$ cm⁻² (dotted line in Figure 3c). At the high $n$ limit, $E_v$ occurs at the K point for all 2H-TMDs (Figure 2d,h,l,p,t).
the other hand, the energy shift of VB at the K point is greater than that of VB at the Γ point (Figure 3d). This together forms a tendency of the transition from indirect to direct bandgap at the K point consistently for 2H-TMDs, and the actual transition is observed for MoTe₂ (Figure 2t). Therefore, a direct bandgap, which is a key feature of monolayer TMDs for their unusual optical properties,²⁰ can selectively be induced by the electric-field effect in the surface of bulk TMDs or thin films. This field-induced indirect-to-direct bandgap transition would more easily be achieved by applying the same mechanism to the bilayer of MoSe₂, WSe₂, and their heterostructures, where the energy difference of VBs between Γ and K points is relatively small in their pristine states.

An important clue to understand the microscopic mechanism of bandgap engineering can be obtained from the layer-localized spin polarization of VBs around the K point (Figure 2a,e,i,m,q). Upon the deposition of dopants, the doublet of spin-layer locking splits into a pair of doublets, which are most clearly observed for WS₂ (Figure 2d and Figure 3a) and consistent with recent observations for WSe₂ (ref. 24). This is a direct spectroscopic signature of lifting spin degeneracy by breaking interlayer symmetry in the unit bilayer of 2H-TMDs.¹¹ We found that the energy of spin splitting increases monotonously with n up to 0.2 eV commonly for five 2H-TMDs (Figure 3e). As expected for TMD bilayers (Figure 1e,f), the effect of strong vertical electric field decreases the energy of VBs localized in the upper layer (denoted as L1), and increases that of VBs localized in the bottom layers (denoted as L2). Indeed, the ARPES intensity of L1, averaged over finite k and photon energies to eliminate the matrix-element effect, is always greater than that of L2 due to the finite escape depth (Supporting Figure S4). Furthermore, the relative degree of spin splitting among 2H-TMDs (Figure 3e) shows a positive correlation with bandgap modulations in Figure 3b (see Supporting Table S1), confirming the proposed Stark mechanism.
In Figure 4a, we plot the energy shift of L1 and L2 relative to that of layer-delocalized VB at the Γ point (Figure 3d). The potential variations (Δ) of L1 and L2 sublayers in the surface bilayer are opposite to each other (negative and positive, respectively) with their magnitude ratio ΔL2/ΔL1 about 0.7. This is evidence of 2D electric dipole layers within the surface bilayer of 2H-TMDs, screening vertical electric field generated by the adjacent Rb atoms, as illustrated in Figure 4b,c. The formation of 2D dipole layers is consistent with the damped oscillation of relative change densities (inset of Figure 4c) predicted theoretically for field-effect doping. This interfacial potential landscape is distinct from the simplified picture of smooth band bending adopted in conventional semiconductors (dotted line in Figure 4c), resulting from the strong 2D nature of van-der-Waals semiconductors, where electronic states are delocalized along in-plain directions while strongly localized in the out-of-plain direction (reminiscent of atomic-scale parallel capacitors). This replaces the role of quantum confinement required for the Stark mechanism in nanoscale materials, which we call as the surface Stark effect on 2D van-der-Waals semiconductors.

Consequently, we demonstrate the surface Stark effect universally in all available semiconducting 2H-TMDs. The similar phenomenology has also been observed in another 2D van-der-Waals semiconductor, black phosphorus, but its microscopic mechanism could be unfolded in this study owing to the unique spin-layer splitting of 2H-TMDs. These results together establish the surface Stark effect as a universal mechanism of bandgap engineering in 2D semiconductors. Since 2H-TMDs are a layered material in which individual 2D layers are coupled by only weak van-der-Waals force, the surface Stark effect that we demonstrate here in the surface bilayer of bulk 2H-TMDs should in principle work in the surface bilayer of few-layer samples or even in bilayer samples, as supported by first-principles and tight-binding band
This mechanism would be useful for the design and optimization of field-effect optoelectronic devices made of 2D semiconductors. The surface doping concentration required for this level of bandgap engineering is estimated to be of the order of $10^{13}$ cm$^{-2}$, which is attainable in gated devices or by ionic liquid gating. From the potential difference between L1 and L2, we can roughly estimate the applied electric field at maximum to be 0.17 V/nm for WS$_2$. Finally, we note that the mechanism revealed here should be carefully taken into account in analysing negative electron compressibility in 2H-TMDs and related van-der-Waals crystals.

**Experimental Methods.** ARPES experiments were conducted at two different synchrotron radiations, the Beamline 7 of Advanced Light Source (most data) and at the Beamline I05 of Diamond Light Source (part of data in Figure 2). The two ARPES endstations are equipped with R4000 hemispherical electron analysers (VG a, Sweden). Data were collected at 80–90 K (to prevent surface charging) with the photon energy of 45–64 eV for Figure 2 and 80–120 eV for Supporting Figure S4. Energy and momentum resolutions were better than 20 meV and 0.01 Å$^{-1}$, respectively. The single-crystalline 2H-TMD samples (HQ graphene) were cleaved in the ultrahigh vacuum chamber with the base pressure better than $4 \times 10^{-11}$ torr. Chemical surface doping, the deposition of alkali-metal atoms on the surface of 2H-TMDs, was achieved by in situ electrothermal heating of commercial dispensers (SAES). We chose Rb as a dopant to avoid any possible intercalation into the bulk of 2H-TMDs. The density of dopants was calibrated in unit of monolayer (ML) from simultaneously taken Rb 4$p$ core-level spectra (Supporting Figure S3). The electron concentration was estimated based on Luttinger’s theorem as $n = \Sigma k_f^2/2\pi$, where the summation runs for all the closed Fermi pockets within a single Brillouin zone.

**Theoretical Calculations.** To describe the band structure of bilayer 2H-TMDs, we have used the effective tight binding Hamiltonian for monolayer TMD taken from the work by Shanavas et
al. (ref. 34), and extend it to the bilayer case. The bilayer model we presented in Figure 2 is given by

\[ H_{2L} = H_{1L} \otimes I_2 + H_{12} + H_E + H_{SO} \]  

(1)

where \( H_{1L}, H_{12}, H_E, \) and \( H_{SO} \) represents monolayer, interlayer hopping, electric field, and spin-orbit coupling terms, respectively. In the monolayer Hamiltonian, we used reduced symmetry by considering the \( d \) orbital of transition-metal atoms and \( s \) orbital of two chalcogen atoms. Then, the initial \( 7 \times 7 \) Hamiltonian can be reduced to \( 5 \times 5 \) effective Hamiltonian through Löwdin down-folding.\(^a\) To consider the effect of spin-orbit coupling and interlayer coupling, the monolayer Hamiltonian was expanded to the \( 20 \times 20 \) matrix in spin and layer pseudo-spin space. Then, the interlayer coupling Hamiltonian was added as non-diagonal elements in pseudospin space. In spin-space, the standard spin-orbit matrix element for \( d \) orbital was used.\(^b\) The effect of vertical electric field was introduced by the on-site potential difference \( U \) between the bilayers. In each layer, we also introduced the effect of electric field on the on-site energy of initial \( 7 \times 7 \) Hamiltonian. In the down-folding process, the difference in on-site potential affects hopping parameters, and the band structure changes with the applied electric field. The tight-binding parameters for \( 2H \)-TMDs were optimized to reproduce their previously reported band structures by first-principles band calculations.\(^{c,d}\) We find that the critical value for the indirect-to-direct bandgap transition in between Figure 1e,f is about \( U_c = 0.15 \text{ eV} \).
**Figure 1.** Band structure and tunable bandgap of 2H-TMDs under electric field. (a) Lattice structure of 2H-TMDs. The light blue regions represent the unit cell of monolayer TMDs, whereas the light green region represents the unit cell of bilayer 2H-TMDs. (b) Schematics for a low-energy pair of VB (red and blue) and CB (green) around two different valleys (K and K’) and in two different layers (L1 and L2). The red and blue arrows indicate out-of-plane spin polarizations. Open circles in a,b denote the inversion center of bilayer 2H-TMDs. (c) Low-energy band topology of bilayer 2H-TMDs, obtained from tight-binding band calculations. The shaded area between VB (red) and CB (yellow) shows the hexagonal surface Brillouin zone of 2H-TMDs with high symmetry points marked by gray dots. (d)–(f), A series of tight-binding band calculations for TMD bilayers with the interlayer potential difference $U$, as marked at the lower left. Double-head arrows in d,f indicate the indirect-to-direct bandgap transition. The splitting of VBs is denoted as L1 and L2, corresponding to their layer origins, as explained in the text.
Figure 2. Bandstructure evolution of 2H-TMDs with surface doping. A doping series of ARPES spectra taken for WS$_2$ (a–d), MoS$_2$ (e–h), WSe$_2$ (i–l), MoSe$_2$ (m–p), and MoTe$_2$ (q–t) along the $\Gamma K$ direction. The data were collected at 80–90 K with the photon energy of 45–64 eV. Solid lines in a,e,i,m,q show the CB of pristine TMDs, obtained from tight-binding band calculations with the well-known direct bandgap at the K point, as indicated by the arrows. Dotted lines in a–d denote the middle point of VB and CB at the K point. After doping, $n$ quantified from the Fermi area (Methods) is marked at the upper right of each panel. The splitting of VB is denoted as L1 and L2, as shown in c, indicating their layer origin.
Figure 3. Quantitative analysis for the bandgap evolution of 2H-TMDs. (a) 3D representation of ARPES spectra taken with fine doping steps for WS₂ (for the others, see Supporting Figure S2). The left, right, and top panels show the pristine band dispersion, constant $k$ cut at the K point, and constant-energy cut at $E_F$ respectively. (b) Bandgap at the K point plotted as a function of $n$ for all 2H-TMDs. Shown on the right axis is the spectral range corresponding to the range of tunable bandgaps in the family of 2H-TMDs. (c) Energy positions of local CB minima at T and K points for WSe₂, and (d) relative energy variations of local VB maxima at $\Gamma$ and K points for WS₂. The dotted line in c indicates the energy crossover of CB minima at T and K points. e, Spin splitting of VB at the K point as a function of $n$ for 2H-TMDs as marked in b.
Figure 4. Universal mechanism of bandgap engineering. (a) Energy shifts of L1 and L2 relative to that of VB at the Γ point as a function of \( n \), taken from Figure 3d. The red and blue regions and markers denote positive and negative potentials, respectively. (b) Schematic illustration of 2D electric dipole layers formed within the surface bilayer of 2H-TMDs in response to vertical electric field produced by the ionized Rb atom (dark blue ball). (c) Potential landscape in the surface of 2H-TMDs, which is simplified to show the overall trend of energy at transition-metal sites. The gray dotted line denotes the simplified picture of band bending in conventional semiconductors. Inset in c shows the modulation of charge density relative to that of pristine states at transition-metal sites in the surface bilayer of 2H-TMDs, taken from first-principles calculations.
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