METHOD FOR DETECTING OF DIGITAL IMAGE INTEGRITY VIOLATIONS DUE TO ITS BLOCK PROCESSING

Introduction

The detection of data integrity violations nowadays is one of the most significant issues for specialists in the field of information security [1-3]. In particular, this problem is highly relevant to digital images (DI), which this paper is dedicated to. Mentioned violations can be applied in different ways, have different goals and lead to various consequences. Using graphics editors, the digital image can be easily altered. For instance, “unwanted character” can be removed or replaced, new characters can be added, that can radically change the content of the depicted scene [2]. Impossibility to establish the fact of integrity violations for such images can lead to significant negative consequences for individuals and society as a whole, in case these images are used as material evidence in court, or as Black PR, etc.

Integrity violations of digital images occur when they are used as containers in modern steganographic systems. The frequency of such systems use is growing every day [3-5]. The organization of a hidden communication channel can lead to material damage to individual enterprises, firms, banks, etc. Moreover, it can cause the catastrophic consequences of a national scale as unauthorized users can utilize the information for anti-state activities.

In connection with those mentioned above, providing effective integrity verification for information contents has become the issue of current interest. In particular, for digital images, which used for non-entertaining purposes, the detection of integrity violations is essential.

Great attention is paid to the solution of this problem in the digital image examination [3,6]. However, the final solution has not been introduced yet, and the task of developing new methods for the detection of image integrity violations is still urgent.

Existing methods are usually aimed at identifying the results of specific perturbations: blurring the DI [7], sharpening [8], changing of brightness [9], etc. The steganalysis methods are also designed for specific steganographic methods [4]. However, when it comes to verification of digital image integrity, the list of possible perturbations is not always known. In this regard, it is difficult to overestimate the relevance of methods that allow to detect the presence of changes in the digital images and do not depend on special type of perturbations, which caused the changes, or methods, that are workable for a wide range of such actions (including, for example, applying different types of noise (which is a very common approach, often used for masking of other actions, such as cloning, steganographic transformation), various filtering, steganographic transformation based on various steganographic techniques). However, the lack of effective developments is currently observed, as open sources indicate.

The block processing of digital images is widespread today. It is typical for various modern steganographic algorithms, especially those that are positioned as resistant to compression with losses [10 – 12], it is also any processing that includes saving the resulting image in lossy formats (JPEG, JPEG2000), as well as local image processing, that takes place during photo editing, etc.

Block processing of digital images, regardless of the specifics, has its peculiarities [13]: its natural result most often leads to a decrease in the correlation of brightness values for nearby pixels, which are located at the boundaries of blocks used in processing, especially for those pixels that, being closest neighbours, will be on the borders of different blocks. With this in mind, there is a fundamental possibility of developing a method for detecting the block processing of the digital image, which is not focused only on a specific narrow set of options for such processing. However, the author did not find any related developments in open sources. Most often the object of studies, the results of which are available from the open sources, is the process of lossy image compression, and the aim is to find the block processing artefacts, which occurs at the same time [14, 15].
Aim and Tasks of the Research. The aim of the work is to ensure the effective detection of DI integrity violations due to its block processing, regardless of its specific type, by developing an appropriate method based on the results of the formal parameters studies of the digital image matrix blocks obtained by the author in [13].

To achieve the aim, the following tasks must be solved:

1. Based on the results of the studies obtained in [13], develop a method for detection of digital images block processing and perform its algorithmic implementation;
2. Considering the necessity to ensure the possibility of using the developed method for the integrity check of video sequences, provide the low computational complexity of the method algorithmic implementation;
3. Evaluate the effectiveness of the algorithmic implementation under various perturbing actions.

Main Body. Let $F$ be the $n \times m$-matrix of the digital image that is being examined. Split $F$ in the standard way [16] into small square $l \times l$-blocks. For a formal description of the block’s properties, which denoted as $B$, one of the complete sets of its formal parameters is used [17]: the set of singular numbers and singular vectors of the block matrix, obtained using its normal singular decomposition [17]:

$$B = U \Sigma V^T,$$

where $U$, $V$ are orthogonal $l \times l$-matrices of left and right singular vectors respectively, the columns $U$ are lexicographically positive, $\Sigma$ – diagonal $l \times l$-matrix of singular numbers. It was found in [18] that for the original image in most of the $l \times l$-blocks, the following relation holds:

$$\angle (u_i, \overline{\sigma}) \approx \angle (v_i, \overline{\sigma}) \approx \angle (n^0, e_i),$$  

(2)

where $\angle (a,b)$ – an angle between vectors $a, b$; $u_1$ and $v_1$ – left and right singular vector of $l \times l$-block respectively, that correspond to the maximum singular number $\sigma_1$ of this block, $\sigma_1 \geq \ldots \geq \sigma_i \geq 0$ is the singular number of the block,

$$\overline{\sigma} = (\sigma_i^2, \sigma_i^2, \ldots, \sigma_i^2)^T / \| (\sigma_i^2, \sigma_i^2, \ldots, \sigma_i^2)^T \| \in R',$$  

(3)

$n^0 = \left(1/\sqrt{l}, 1/\sqrt{l}, \ldots, 1/\sqrt{l} \right)^T \in R'$ is the $n$-optimal vector of space $R'$, $e_1 = (1,0,\ldots,0) \in R'$ is the first vector of standard basis $R'$.

As follows from (2), for the chosen approach, the vectors $u_1$ and $v_1$ behave identically, therefore, only $u_1$ will be considered further in detail.

Regardless of the specifics and particular type, the block processing, as a rule, leads to specific consequences [13]: differences in changes in the number of small-sized blocks for which (2) holds, the matrix of the original digital image and one whose integrity was violated due to the block processing by shifting the grid of the matrix splitting. Based on the results of studies obtained in [13], a method for detection of the DI block processing proposed the main steps of which are as follows.

Step 1. Split in the standard way the digital image with matrix $F$, that is being analyzed, into small-sized blocks of $l \times l$ pixels. Let $B^{(i)}$ be an arbitrary block.

Step 2. For each block $B^{(i)}$ the following should be done:

1. Perform a normal singular decomposition (1): $B^{(i)} = U\Sigma V^T$;
2. Build a vector (3):

$$\overline{\sigma} = (\sigma_i^2, \sigma_i^2, \ldots, \sigma_i^2)^T / \| (\sigma_i^2, \sigma_i^2, \ldots, \sigma_i^2)^T \| ;$$

3. Find $\angle (u_i, \overline{\sigma})$. 
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**Step 3.** For the DI to be analyzed, the parameter \( mod a_i \) of angle \( \angle(u_i, \bar{\sigma}) \), which corresponds to the largest number of image blocks and number of such blocks \( MBlok_i \) must be determined (i.e., blocks, for which \( \angle(u_i, \bar{\sigma}) = mod a_i \)).

If \( mod a_i = \angle(n^0, e_i) \),

where \( n^0 \in R', e_i \in R' \),
then
if \( MBlok_i \geq P_1 \),

where \( P_1 \) is an experimental threshold,
then

3.1. Split the DI under analysis into blocks of \( 2l \times 2l \) pixels. Let \( B^{(2)} \) be an arbitrary block.

3.2. For each of the obtained blocks \( B^{(2)} \):

3.2.1. Perform a normal singular decomposition (1): \( B^{(2)} = U \Sigma V^T \);
3.2.2. Build a vector (3):
\[
\bar{\sigma} = \left( \sigma_1^2, ..., \sigma_l^2 \right)^T / \left\| \left( \sigma_1^2, ..., \sigma_l^2 \right)^T \right\| ;
\]
3.2.3. Find \( \angle(u_i, \bar{\sigma}) \).

3.3. For image under analysis determine a parameter \( mod a_{2i} \) of angle \( \angle(u_i, \bar{\sigma}) \), which corresponds to the largest number of image blocks, the number of such blocks is \( MBlok_{2i} \) (blocks, for which \( \angle(u_i, \bar{\sigma}) = mod a_{2i} \)), \( MBlok = |MBlok_{2i} - MBlok_1| \)

If \( mod a_{2i} = \angle(n^0, e_i) \),

where \( n^0 \in R^2, e_i \in R^2 \),
then
if \( (MBlok_{2i} \geq P_1) \& (MBlok \leq P_2) \),

where \( P_2 \) is an experimental threshold,
then

3.3.1. The image analyzed is being split into nonintersecting blocks of \( l \times l \) pixels, while the splitting grid is shifted relative to the standard grid by \( P_3 \) pixels along the axis \( OX \) and by \( P_4 \) pixels along the axis \( OY \). Let \( \overline{B}^{(i)} \) be an arbitrary block.

3.3.2. For each block \( \overline{B}^{(i)} \):

3.3.2.1. Perform a normal singular decomposition (1): \( \overline{B}^{(i)} = U \Sigma V^T \);
3.3.2.2. Build a vector (3):
\[
\overline{\sigma} = \left( \sigma_1^2, ..., \sigma_l^2 \right)^T / \left\| \left( \sigma_1^2, ..., \sigma_l^2 \right)^T \right\| ;
\]
3.3.2.3. Find \( \angle(u_i, \overline{\sigma}) \).
3.3.3. For the DI under analysis determine the parameter \( \text{mod} a_i \) of angle \( \angle(u_i, \vec{\sigma}) \), which corresponds to the largest number of image blocks, the number of such blocks is \( MBlok_i \).

If

\[
\text{mod} a_i = \angle(n^o, e_1),
\]

where \( n^o \in R^l, e_1 \in R^l \),

then if

\[
MBlok_i \geq P_1,
\]

then

3.3.3.1. The image analyzed is split into nonintersecting blocks of \( 2l \times 2l \) pixels, while the splitting grid is shifted relative to standard grid by \( P_3 \) pixels along the axis OX and \( P_4 \) pixels by the axis OY. Let \( B^{(2l)} \) be an arbitrary block.

3.3.3.2. For each block \( B^{(2l)} \) obtained by splitting the following must be done:

3.3.3.2.1. Perform a normal singular decomposition: \( B^{(2l)} = U\Sigma V^T \);

3.3.3.2.2. Build a vector:

\[
\vec{\sigma} = (\sigma_1^2, \ldots, \sigma_{2l}^2)^T / \| (\sigma_1^2, \ldots, \sigma_{2l}^2)^T \|;
\]

3.3.3.2.3. Find \( \angle(u_i, \vec{\sigma}) \).

3.3.3.3. For image under analysis determine the parameter \( \text{mod} a_{2l} \) of an angle \( \angle(u_i, \vec{\sigma}) \), which corresponds to the largest number of image blocks, the number of such blocks is \( MBlok_{2l}, MBlok = \left| MBlok_{2l} - MBlok_i \right| \)

If

\[
\text{mod} a_{2l} = \angle(n^o, e_1),
\]

where \( n^o \in R^{2l}, e_1 \in R^{2l} \),

then if

\[
\left( MBlok_{2l} \geq P_1 \right) \& \left( MBlok \leq P_2 \right),
\]

then

\[
S_i = \left| MBlok_j - MBlok_i \right|; S_{2l} = \left| MBlok_{2l} - MBlok_{2l} \right|,
\]

if

\[
\left( S_i \geq V_1 \right) \& \left( S_{2l} \geq V_2 \right),
\]

(4)

where \( V_1, V_2 \) are experimental thresholds,

then

The integrity of the image has been violated;

if

\[
\left( S_i < V_1 \right) \& \left( S_{2l} < V_2 \right),
\]

then

The integrity of the image has not been violated;
\[(S_1 \geq V_1) \& (S_{2l} < V_2),\]

\[(5)\]
then
The integrity of the image has been violated;
if
\[(S_1 < V_1) \& (S_{2l} \geq V_2),\]
then
The integrity of the image has not been violated;
otherwise
The integrity of the image has been violated
otherwise
The integrity of the image has been violated
otherwise
The integrity of the image has been violated
otherwise
The integrity of the image has been violated
otherwise
The integrity of the image has been violated
otherwise
The integrity of the image has been violated
otherwise
The integrity of the image has been violated
otherwise
The integrity of the image has been violated

Comment. In the absence of information about the location of the splitting grid during the initial block processing of the digital image, the grid shift repeatedly performed with a small step (for example, one pixel) with a calculation of \(S_1\) and \(S_{2l}\) for each grid location. The number of shifts in each direction is limited by the block size \(l\). If at some step the situation (4) or (5) takes place, then the integrity is violated. The algorithmic implementation of the method is based on the practical results obtained in [13], which was focused on the analysis of 2×2 and 4×4 blocks of digital image, which is the subject to the integrity examination.

It was found in [13] that the changes in the relative quantities of 2×2- and 4×4-blocks of the image matrix, obtained as a result of its standard splitting, for which the condition held:

\[\mathcal{L}(u, \sigma) = (\mathcal{h}^o, e_1),\]

(6)
after shift of the standard splitting grid of image matrix for original images will differ from those, whose integrity was violated due to the block processing. In addition, quantitative estimates of these differences were found. Thus, for the vast majority of original images, these changes do not exceed 1%, while for the vast majority of images that were affected by block processing, the change in the number of 2×2- and/or 4×4-blocks exceeds (most often, significantly) 1%. Considering this, as well as the results of studies concerning the minimum and maximum values of the relative 2×2-, 4×4-blocks number, for which condition (6) holds while the various perturbations performed under the studied images, the following threshold values and parameter values are proposed for the algorithmic implementation of the developed method: \(l = 2, P_1 = 6, P_2 = 20, V_1 = V_2 = 1, P_3 = P_4 = 1\).

The implementation of steps 3, 3.3, 3.3.3 and 3.3.3.3 in the algorithm of the developed method is performed by constructing a histogram of values \(\mathcal{L}(u, \sigma)\), while the mode of the histogram de-
terminates the angle $\angle(u_i, \sigma)$. Its value corresponds to the largest number of blocks of the considered digital image, and the mode of the histogram represents the number of such blocks in this image.

At the first stage of the computational experiment, testing of the algorithmic implementation of the developed method was carried out, taking into account the following.

All changes in the digital image can be formally represented as a collection of perturbations of a complete formal parameters set: singular numbers and singular vectors obtained as a result of normal singular decomposition of the image matrix (matrix blocks), while the important point is that the singular numbers are those formal parameters that do not change upon transition from the spatial domain of the digital image to the frequency domain [17]. Therefore, to ensure the universality of block processing modelling the experiment is carried out in the form of perturbations of the singular numbers and/or singular vectors in blocks.

Block disturbances are often the result of steganographic transform [10 – 12]. Modern steganographic transforms must be resistant to attacks against the embedded message (at least until lossy compression takes place so that the steganographic messages can be stored in the most widely used lossy formats). It can be achieved taking into account the following conditions [19]: the smallest singular numbers are not affected by steganographic transform, which is resilient to perturbations; for the principal possibility of decoding the additional information being transmitted, the total result of the perturbations produced by its embedding must exceed the perturbations, that can affect the block of steganographic message (SM) during the compression process. With the formal representation of steganographic transforms through perturbations of a complete formal parameters set, the latter requirement can lead to a violation of the reliability of the steganographic message perception, as well as to a violation of the initial order of the singular numbers, which, can not only complicate the process of decoding the additional information, but make it impossible [19]. To avoid this, it is sufficient to carry out the steganographic transform in such a way that only the maximum singular numbers of blocks $\sigma_1$ (and possibly $\sigma_2$) and singular vectors, which correspond them, should be affected by perturbations, required to cover the perturbation of steganographic message [19] (in the latter case, this causes the perturbation of all block singular numbers, since the perturbation of at least one singular vector leads to disturbance of all the others in the process of bringing them into a state of pairwise orthogonality with the perturbed one).

Taking the above into account, in the first stage of the computational experiment, the block image processing during the testing of the developed algorithm was modelled with the help of different perturbations of the two maximal singular numbers ($\sigma_1$ and $\sigma_2$) and the first left singular vectors ($u_1$) of 8×8-blocks. The block size was chosen based on the frequency of its use in various transformations of the digital image [7, 12, 17]. The distortion of the image with the $n \times n$-matrix $F$ was estimated using the difference indicator PSNR (peak signal-to-noise ratio):

$$PSNR = 10 \log \left( \frac{255^2}{MSE} \right),$$

where $MSE = \frac{\|\Delta F\|_F^2}{n^2}$, $\|\Delta F\|_F$ is the Frobenius norm of the digital image perturbation matrix $\Delta F$.

The perturbations of the singular numbers and singular vectors were chosen so that the PSNR value was around 37 dB, which in practice is considered acceptable from the point of view of reliability of the perturbed image perception [12]. The perturbations of the vector $u_1$ were carried out by its multiplying by the rotation matrix for a small angle $(2\pm 1)^\circ$ (the mean value of PSNR = 44 dB), and also by adjusting the vector $u_1$ with the $n$-optimal vector of space $R^n$, used in modern steganographic algorithms, which are resistant to lossy compression [10]. The perturbations of the singular numbers $\sigma_1$ and $\sigma_2$ in blocks reach the maximum value $\pm 50$ (with the maximum perturbation of the singular number $PSNR = 35$ dB) and were selected for each experiment so that the required value of the PSNR remains practically unchanged (for example, part of a computational ex-
periment in which the block processing of the DI was modelled as perturbations of singular numbers in blocks, led to $\text{PSNR} = 38 \text{ dB}$, $\sigma_1$ and $\sigma_2$ were varied within $\pm 25$ with step of 3).

In computational experiments conducted in the current work, the following original digital images were used:
- $M_1$ set: 400 images, size 800x800 pixels, TIF format [20];
- $M_2$ set: 300 images, size 400x400 pixels, TIF format [6];
- $M_3$ set: 160 images, size 800x800 pixels, TIF format, taken by non-professional cameras.

For the original digital images with $M_1 \cup M_2 \cup M_3$, the set of 8600 images was created. These images were affected by the block processing implemented by perturbations of the blocks’ singular numbers and/or singular vectors, defined above. After the perturbation, the DI was stored in lossless (TIF) and lossy (JPEG) format.

The algorithm efficiency was estimated by Type I (failure to detect the violation of digital image integrity) and Type II errors (integrity violation detected in the original image). The experimental results for Type I errors are given in Table 1. Type II errors are shown in Table 2.

### Table 1

| Format for saving of violated digital image | Mean PSNR of image violation by block processing (dB) due to $\sigma_1$ and $\sigma_2$ | Due to $u_1$ |
|-------------------------------------------|----------------------------------------|-------------|
| TIF                                       | 1.8, 3.2, 5.6                          | 1.2, 6.6    |
| JPEG ($QF=75$)                            | 2.4, 2.4, 5.0                          | 2.8, 5.5    |

### Table 2

| The set of digital images, examined by the developed algorithm | $M_1$ | $M_2$ | $M_3$ |
|-------------------------------------------------------------|-------|-------|-------|
| $M_1$                                                       | 6.0   | 8.7   | 10    |
| The average value for the experiment ($M_1 \cup M_2 \cup M_3$) | 7.6   |

The results of the experiment indicate the high efficiency of the developed algorithm in detecting of the digital image integrity violations, caused by its block processing and the number of Type I errors practically does not depend on format in which the processed digital image stored (with/without losses).

The algorithm developed in the paper is effective for the detection of the DI lossy compression. It is confirmed by the results of the second stage of the computational experiment. The experiment was carried out for digital images with $M_1 \cup M_2 \cup M_3$. These images were re-stored in JPEG format with various quality factors and then examined using the developed algorithm. The results that reflect the Type I errors are presented in Table 3.

### Table 3

| Set of original digital images | Quality factors $QF$, used for the repeated saving an image to Jpeg format |
|-------------------------------|---------------|---------------|---------------|---------------|
|                               | 85 | 75 | 65 | 50 |
| $M_1$                         | 4.7 | 4.7 | 4.7 | 5.3 |
| $M_2$                         | 14 | 14 | 11 | 14 |
| $M_3$                         | 9 | 5 | 3 | 4 |
| The average value for the experiment | 8.2 | 7.2 | 6 | 7.2 |
For the convenience of comparing the efficiency of the algorithm developed in the work with modern analogues, the values of the detection accuracy of integrity violation [21] (accuracy (ACC)) were calculated according to the obtained data (Fig. 1):

\[
ACC = \frac{TP + TN}{TP + FN + TN + FP},
\]

(7)

where \(TP\) (True Positive) represents the number of digital images, for which the integrity violation was correctly detected; \(TN\) (True Negative) is the number of correctly detected original images; \(FP\) (False Positive) the number of original images, which were incorrectly detected as images with integrity violation (Type II error); \(FN\) (False Negative) the number of digital images with integrity violations, which were mistakenly recognized as the original ones (Type I error).

![Fig. 1. Results of lossy compression detection in Jpeg image: 1 – developed algorithm; 2 – the algorithm proposed in [14]; 3 – the algorithm proposed in [15]](image)

As can be seen from the obtained results, the developed algorithm provides slightly worse detection accuracy of digital image integrity violation caused by its lossy compression than the best analogues in conditions of \(QF = 90\), while the accuracy of detection in the conditions of compression with lower quality coefficients remains high and practically independent from \(QF\).

The third stage of the computational experiment shows, that the developed algorithm is effective for detecting the integrity violations of the original digital images in a lossless formats under complex perturbations, if some block processing is present as its part, for example, saving a perturbed image in a lossy format (JPEG), while the other components of the complex perturbations do not necessarily process the digital image by blocks. The following were considered as such complexes in the experiment: the imposition of various noises, different image filtering (in this case, the filtering and noise parameters were chosen so that the PSNR for the perturbation of the image was around 37 dB) and then saved to JPEG with various quality factors. Information about Type I errors obtained from the results of the experiment is given in Table 4. Here, during the experiment, the digital images with \(M_1 \cup M_2 \cup M_3\) were used. Each filter option used masks of size 3×3.

Testing of the developed algorithm as a steganalysis algorithm for detecting the presence of additional information in the digital image was carried out at the fourth stage of the computational experiment for steganographic algorithms which perform block steganographic transforms: S1 (2005) [22], S2 (2006) – Koch and Zhao method, the algorithmic implementation of which uses the coefficients of discrete cosine transform (4,5) and (5,4), with chosen threshold value \(P = 25\), as pro-
posed in [12], S3 (2012) [10], S4 (2013) [23], S5 (2013) [24], S6 (2016) [25]. Steganographic algorithms were intentionally chosen so that these transformations were carried out in various domains of the image container: frequency (S2), domains of singular and spectral matrices decompositions of container blocks (S1, S3, S4), spatial domain (S5, S6). During the computational experiment, the steganographic messages were formed by each of the listed steganographic algorithms on the basis of 860 image containers from the set \( M_1 \cup M_2 \cup M_3 \), while steganographic messages were saved in two formats, which are lossless (TIF), lossy (JPEG). The experimental results are shown in Table 5.

It should be noted that although the embedding of an additional information in the S4 method the alignment of the vector \( u_1 \) with the \( n \)-optimal vector takes place, the number of Type I errors for the developed algorithm when working with steganographic messages generated by S4, significantly less (Table 5) than when working with the digital images, the integrity of which were violated by the similar perturbation \( u_1 \) (PSNR = 38 dB) (Table 1).

This happens due to the fact, that when the additional information is embedded in S4 method, all the singular vectors of the current block are perturbed (in the process of bringing them to a pairwise orthogonal state).

**Table 4**

| QF for saving the digital image to JPEG after the perturbation | Type of perturbation | Filtering |
|---------------------------------------------------------------|----------------------|----------|
|                                                              | Noise applying       | Filtering |
|                                                              | Gaussian (D=0.0001)  |          |
|                                                              | PSNR=40 dB           |          |
| 65                                                           | 0.9                  | 2        |
| 70                                                           | 3.7                  | 0.5      |
| 75                                                           | 6.9                  | 2        |
| 80                                                           | 8.9                  | 2        |

|                                                              | Increases sharpening (k=0.3) | Median |
|                                                              | PSNR=36 dB                |        |
| 65                                                           | 9                      | 13.2    |
| 70                                                           | 10                     | 12      |
| 75                                                           | 14                     | 14      |
| 80                                                           | 15                     | 14      |

**Table 5**

| Steganographic algorithm | S1 (2005) | S2 (2006) | S3 (2012) | S4 (2013) | S5 (2013) | S6 (2016) |
|--------------------------|-----------|-----------|-----------|-----------|-----------|-----------|
| TIF                      | 4.1       | 1.1       | 1.6       | 3.3       | 1.7       | 1.6       |
| JPEG (QF=75)             | 3.3       | 1.3       | 2.2       | 2.7       | 2.4       | 2.5       |

Since, as noted above, the developed algorithm is effective in detecting integrity violations as a result of complex attacks, if block processing is present in the complex, it is natural to expect that the proposed algorithm will be effective in detecting the additional information embedded into the container image in a lossy format by one of the most common and often used steganographic methods – the least significant bit modification method (LSB method). The fifth stage of the computational experiment was devoted to evaluating the effectiveness of the developed algorithm under these conditions, during which the digital images with \( M_1 \cup M_2 \cup M_3 \) were initially re-saved to JPEG with the most widely used quality factors \( QF \in \{65, 75, 85\} \), and then they were used as containers for embedding the additional information by LSB-based methods with different values of the hidden (steganographic) communication channel capacity (HCC). The results of steganalysis using the developed algorithm are presented in Table 6.

The results of comparison the developed algorithm effectiveness with modern steganalysis algorithms, aimed at detecting of LSB embeddings, using ACC parameter (7), are presented in Table
The obtained results show that the effectiveness of the developed algorithm does not practically depend on the hidden channel capacity. In addition, it remains effective under conditions for which most analogues are not designed: with a capacity of a hidden communication channel less than 0.05 bit/pixel. As follows from the above results, the SA made it possible to increase the efficiency of the additional information detection, which was embedded by LSB-method with the hidden channel capacity value of 0.01 bit/pixel by 65% compared to the best analogue (S1 (2006)). For other values of the hidden channel capacity, the ACC value for the developed algorithm is compared with the ACC values of the considered analogues (Table 7).

Table 6

| Set of digital images (TIF) | QF, used for saving of image in JPEG | Capacity of the hidden communication channel, created with LSB-method (bit/pixel) |
|---------------------------|-------------------------------------|--------------------------------------------------------------------------------|
|                           | 1                                  | 0.5                              | 0.1                              | 0.01                             |
| $M_1$                     | 65                                 | 2                                | 4                                | 4.7                              | 4.7                              |
|                           | 75                                 | 3                                | 6.3                              | 4.7                              | 4.7                              |
|                           | 85                                 | 2                                | 4                                | 4.7                              | 4.7                              |
| $M_2$                     | 65                                 | 3.2                              | 4.3                              | 5.2                              | 5.7                              |
|                           | 75                                 | 4.3                              | 5.2                              | 4.7                              | 5.7                              |
|                           | 85                                 | 5.2                              | 6.3                              | 5.7                              | 6.3                              |
| $M_3$                     | 65                                 | 3.1                              | 3.1                              | 3.1                              | 3.7                              |
|                           | 75                                 | 6.2                              | 5.6                              | 5.6                              | 5.6                              |
|                           | 85                                 | 6.8                              | 6.2                              | 6.2                              | 6.2                              |
| Average value (2580 digital images for each value of the hidden communication channel capacity) | 4.1 | 5 | 5 | 5.1 |

Table 7

Comparison of the effectiveness of the developed algorithm and modern steganalysis algorithms for LSB embeddings detection, which evaluated by the ACC

| HCC, (bit/pixel) | SS1 (2006) | SS2 (2006) | SS3 (2008) | SS4 (2009) | SS5 (2015) | SS6 (2016) | SA (2019) |
|-----------------|------------|------------|------------|------------|------------|------------|-----------|
| 0.1             | 0.9846     | 0.7727     | 0.9943     | 0.9937     | 0.988      | 0.970      | 0.94      |
| 0.05            | 0.9769     | 0.6432     | 0.9283     | 0.9319     | 0.968      | 0.941      | 0.94      |
| 0.01            | 0.5692     | 0.5094     | -          | -          | -          | -          | 0.94      |

Comment. Since the developed method for the detection of image integrity violations caused by the perturbation, which involved the block processing, performs the expertise of the digital image per block, the computational complexity of its algorithmic implementation will be determined by the number of image matrix blocks, i.e., it for the digital image with $n \times n$-matrix it will be $O(n^2)$ operations.

Conclusions

In this work, the method developed and its algorithmic implementation performed. It provides effective detection of the image integrity violations, which occur due to the block processing regardless of its specific type.

In the course of a computational experiment carried out to evaluate the effectiveness of the proposed algorithm, the following were considered as block processing: perturbations of the singular numbers and/or singular vectors of blocks; lossy image compression; steganographic transformation which perform the embedding of an additional information block-by-block (in spatial, frequency, spectral, singular decomposition domains); set of complex actions, which include lossy image compression; steganographic transformation of a container image saved in a lossy format using
Under the conditions of each of the listed actions on the digital image, the developed algorithm demonstrated the high efficiency, which was estimated using Type I and Type II errors, as well as using the ACC parameter – accuracy of the integrity violation detection.

Comparison of the SA effectiveness with its analogues was carried out under the conditions of specific perturbations for various algorithms since the information about direct analogues for the developed method has not been found in open sources. In all cases considered, the efficiency of the developed algorithm is comparable to the best of the modern analogues. In addition, if the SA used as steganalysis algorithm for detecting the LSB-embeddings in the container image, saved with losses, it remains effective in conditions of small HCC when most of the analogue algorithms are inapplicable. Under the conditions of HCC = 0.01 bit/pixel, the developed algorithm made it possible to increase the efficiency of steganalysis by 65 % (compared to the best of the considered analogues).

The proposed algorithmic implementation of the developed method has polynomial complexity of degree 2, which makes it possible to use it for examining the integrity of video sequences.
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