Quantum adiabaticity in many-body systems and almost-orthogonality in complementary subspace
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We study why in quantum many-body systems the adiabatic fidelity and the overlap between the initial state and instantaneous ground states have nearly the same values in many cases. We elaborate on how the problem may be explained by an interplay between the two intrinsic limits of many-body systems: the limit of small values of evolution parameter and the limit of large system size. In the former case, conventional perturbation theory provides a natural explanation. In the latter case, a crucial observation is that pairs of vectors lying in the complementary Hilbert space of the initial state are almost orthogonal. Our general findings are illustrated with a driven Rice-Me– model and a driven interacting Kitaev chain model, two paradigmatic models of driven many-body systems.

I. INTRODUCTION

In the modern era of quantum technologies, it is crucial to prepare and manipulate quantum states with precision. For this purpose, various approximations based on the quantum adiabatic theorem (QAT) [1–4] are widely used. Examples of applications include adiabatic quantum transport [5–8], adiabatic quantum computation [9–11], and adiabatic quantum state manipulation [12–17] and preparation [18–23]. Adiabatic evolution refers to the evolution of a quantum system whose time-evolved state remains close to its instantaneous eigenstate. A well-known adiabatic criterion [4, 24] [25] is that the rate of change of the time-dependent Hamiltonian must be much smaller than certain non-negative powers of the minimum energy gap of the Hamiltonian. Although calculating energy gaps is often possible for systems with a small Hilbert space or for exactly solvable models, it is generically difficult for many-body systems with a big Hilbert space. Alternatively, the formalism of shortcuts to adiabaticity (STA) promises to give the same adiabatic results as those provided by the QAT but without requiring slow driving [26–33]. Yet, since counterdiabatic terms in many-body systems are not necessarily local in space [34–37], there are circumstances in which the STA approach is not useful for practical purposes.

Instead, a complementary bottom-up approach considers how the fidelity (termed adiabatic fidelity) between the time-evolved states and the instantaneous eigenstates deviates from unity under dynamical evolution. However, for quantum many-body systems, obtaining time-evolved states and instantaneous eigenstates by solving the many-body Schrödinger equation and eigenvalue equation may be a difficult task. It then raises the question of whether one can estimate the adiabatic fidelity without solving equations from scratch.

The approach initiated by Ref. [38] and extended in Ref. [39] is that the adiabatic fidelity can be estimated by exploiting a many-body nature of the problem — generalized orthogonality catastrophe (GOC), and a fundamental inequality for the evolution of unitary dynamics in Hilbert spaces — quantum speed limit (QSL). The GOC refers to the property that the fidelity between instantaneous eigenstates and the initial state decays exponentially as the system size and the value of the evolution parameter increase [38], whereas the QSL sets an intrinsic limit on how fast the time-evolved state can deviate from the initial state [40–46].

In Ref. [39], a novel vector decomposition method (which will be reviewed in Sec. II B) was developed to enrich the program of estimating the adiabatic fidelity using the GOC and the QSL. Although the results obtained in Ref. [39] provide improved estimates compared to that of Ref. [38], there remains a question as to why the numerical value of the adiabatic fidelity and the GOC are almost the same in many situations (e.g., when the value of the evolution parameter is small, or when the system size is large). The primary purpose of the present work is to address this question. We find that the closeness between the adiabatic fidelity and the GOC is a consequence of the interplay between the following two facts. First, in the region of small values of the evolution parameter, the time-evolved state is still close to the initial state. Hence, the closeness between the adiabatic fidelity and the GOC can be naturally understood. Second, when the evolution parameter continues to increase, the perturbation argument is insufficient. For this region, the closeness issue may be explained by the almost-orthogonality of random vectors occurring in the complementary subspace of the initial state.

The rest of this paper is organized as follows. After reviewing the basic formalism in Sec. II, we consider a limiting case in Sec. III in which the essential elements for addressing the proposed question are exposed. We then derive a set of useful triangle-type inequality in Sec. IV. In Sec. V, we illustrate our general results with a driven Rice-Me– model. Implication, further example, and summary are presented in Sec. VI, Sec. VII, and Sec. VIII, respectively. Supplemental Material (SM) includes
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some technical details.

II. PRELIMINARIES

A. Setup

We begin by defining notations and terminologies. Consider a time-dependent Hamiltonian $H_{\lambda}$ with $\lambda = \lambda(t)$ being an explicit function of time $t$. Using $\lambda$ in place of $t$ as the evolution parameter, the Schrödinger equation for the time-evolved state $|\Psi_{\lambda}\rangle$ reads

$$i\Gamma\partial_{\lambda}|\Psi_{\lambda}\rangle = H_{\lambda}|\Psi_{\lambda}\rangle \quad \text{with} \quad |\Psi_{0}\rangle = |\Phi_{0}\rangle,$$

where $\Gamma := \partial_{\lambda}\lambda(t)$ being the driving rate and we assume that the initial state, $|\Psi_{0}\rangle$, is in the ground state of the Hamiltonian $H_{\lambda}$ at $\lambda = 0$, $|\Phi_{0}\rangle$. For generic values of $\lambda$, the instantaneous ground state of the Hamiltonian $H_{\lambda}$ is the solution to the eigenvalue problem,

$$H_{\lambda}|\Phi_{\lambda}\rangle = E_{\text{GS,}\lambda}|\Phi_{\lambda}\rangle$$

with $E_{\text{GS,}\lambda}$ being the $\lambda$-dependent ground state energy. To quantify the distance between $|\Psi_{\lambda}\rangle$ and $|\Phi_{\lambda}\rangle$, one introduces the quantum fidelity $\mathcal{F}(\lambda)$ between them,

$$\mathcal{F}(\lambda) = \frac{|\langle \Phi_{\lambda}|\Psi_{\lambda}\rangle|^{2}}{\langle \Phi_{\lambda}|\Phi_{\lambda}\rangle \langle \Psi_{\lambda}|\Psi_{\lambda}\rangle}.$$

Let $\mathcal{C}(\lambda)$ be the overlap between the initial ground state $|\Phi_{0}\rangle$ and the instantaneous ground state $|\Phi_{\lambda}\rangle$ for an arbitrary value of $\lambda$,

$$\mathcal{C}(\lambda) := \frac{|\langle \Phi_{\lambda}|\Phi_{0}\rangle|^{2}}{\langle \Phi_{\lambda}|\Phi_{\lambda}\rangle}.$$ (4)

For a large class of many-body systems $\mathcal{C}(\lambda)$ has an asymptotic form $\mathcal{C}(\lambda) \sim e^{-C_{N} \lambda^{2}}$ under the limit of large system size, i.e. $N \to \infty$ [38]. Generalized orthogonality catastrophe, renaissance of Anderson’s orthogonality catastrophe [47, 48], takes place if the exponent $C_{N}$ grows as $N \to \infty$. The scaling form of the exponent $C_{N}$ depends on the type of driving, space dimensions, and whether the energy gap is present or not [38].

At any value of $\lambda$, we are given three vectors: $|\Phi_{\lambda}\rangle$, $|\Psi_{\lambda}\rangle$, and $|\Phi_{0}\rangle$. There are three ways to construct overlaps between any two of the three vectors. We have already mentioned two kinds of the overlaps, namely, the adiabatic fidelity $\mathcal{F}(\lambda)$ (3) and the ground state overlap $\mathcal{C}(\lambda)$ (4). The remaining overlap, $|\langle \Phi_{\lambda}|\Phi_{0}\rangle|^{2}$, can be utilized to define the distance between the initial state $|\Phi_{0}\rangle$ and the time-evolved state $|\Phi_{\lambda}\rangle$ through the Bures angle $\theta(\lambda) \in [0, \pi/2]$,

$$\theta(\lambda) := \arccos|\langle \Phi_{\lambda}|\Phi_{0}\rangle|.$$ (5)

An inequality of quantum speed limit of the Mandelstam-Tamm type [40–46] sets an upper bound on the Bures angle $\theta(\lambda)$ (5),

$$\theta(\lambda) \leq \min \left( \mathcal{R}(\lambda), \frac{\pi}{2} \right) := \tilde{\mathcal{R}}(\lambda),$$ (6a)

where $\mathcal{R}(\lambda) := \int_{0}^{\lambda} \frac{d\lambda'}{\Gamma(\lambda')} \sqrt{\langle H_{\lambda}^{2} \rangle_{0} - \langle H_{\lambda'}^{2} \rangle_{0}},$ (6b)

with $\langle \cdots \rangle_{0} := \langle \Phi_{0}\rangle \cdots \langle \Phi_{0}\rangle$. In the present work, we shall pay particular attention to the time-dependent Hamiltonian $H_{\lambda}$ of the following form:

$$H_{\lambda} = H_{0} + \lambda \delta V_{N},$$ (7)

for which the function $\mathcal{R}(\lambda)$ (6b) with a positive constant driving rate $\Gamma$ reads

$$\mathcal{R}(\lambda) = \frac{\lambda^{2}}{2\Gamma} \delta V_{N} \quad \text{with} \quad \delta V_{N} := \sqrt{\langle \delta V_{0}\rangle^{2} - \langle \delta V_{0}\rangle^{2}}.$$ (8)

B. Orthogonal decomposition

We now review the formalism developed in Ref. [39] but adopt a more compact notation. Define $P = |\Phi_{0}\rangle\langle \Phi_{0}|$ as a projector onto the initial state and $Q = I - P$ as the complementary projector. By definition, $P^{2} = P$, $Q^{2} = Q$, and $PQ = QP = 0$. Consider the following orthogonal decompositions for the time-evolved state $|\Psi_{\lambda}\rangle$ and the instantaneous ground state $|\Phi_{\lambda}\rangle$,

$$|\Psi_{\lambda}\rangle = P|\Psi_{\lambda}\rangle + Q|\Phi_{\lambda}\rangle,$$ (9a)

$$|\Phi_{\lambda}\rangle = P|\Phi_{\lambda}\rangle + Q|\Psi_{\lambda}\rangle.$$ (9b)

Notice that, by the construction of Eq. (9), the following relations hold (here, $||·|| := \sqrt{⟨·|⟨·⟩⟩}$),

$$||P|\Psi_{\lambda}\rangle|| = ||\langle \Phi_{0}|\Psi_{\lambda}\rangle|| = \cos \theta(\lambda),$$ (10a)

$$||Q|\Psi_{\lambda}\rangle|| = \sqrt{1 - ||\Phi_{0}|\Psi_{\lambda}\rangle^{2}} = \sin \theta(\lambda),$$ (10b)

$$||P|\Phi_{\lambda}\rangle|| = ||\Phi_{0}|\Phi_{\lambda}\rangle|| = \sqrt{\mathcal{C}(\lambda)},$$ (10c)

$$||Q|\Phi_{\lambda}\rangle|| = \sqrt{1 - ||\Phi_{0}|\Phi_{\lambda}\rangle^{2}} = \sqrt{1 - \mathcal{C}(\lambda)},$$ (10d)

where the Bures angle $\theta(\lambda)$ and the ground state overlap $\mathcal{C}(\lambda)$ is introduced in Eqs. (5) and (4), respectively.

The two vectors, $Q|\Psi_{\lambda}\rangle$ and $Q|\Phi_{\lambda}\rangle$, are not normalized; we defined the corresponding normalized vectors as

$$|\Phi_{\perp}^{\perp}(\lambda)\rangle := \frac{Q|\Psi_{\lambda}\rangle}{||Q|\Psi_{\lambda}\rangle||}, \quad |\Phi_{\perp}^{	op}(\lambda)\rangle := \frac{Q|\Phi_{\lambda}\rangle}{||Q|\Phi_{\lambda}\rangle||},$$ (11)

where the superscript $\perp$ indicates that these two normalized vectors are orthogonal to the initial state $|\Phi_{0}\rangle$. We introduce $\mathcal{D}(\lambda)$ to denote the overlap between the two normalized vectors, $|\Phi_{\perp}^{	op}(\lambda)\rangle$ and $|\Phi_{\perp}^{\perp}(\lambda)\rangle$,

$$\mathcal{D}(\lambda) := ||\Phi_{\perp}^{\perp}(\lambda)|| \langle \Phi_{\perp}^{	op}(\lambda)|\Phi_{\perp}^{\perp}(\lambda)\rangle||,$$ (12)

and $\mathcal{D}_{\text{un}}(\lambda)$ to denote the overlap between the two unnormalized vectors, $Q|\Psi_{\lambda}\rangle$ and $Q|\Phi_{\lambda}\rangle$,

$$\mathcal{D}_{\text{un}}(\lambda) := |\langle \Phi_{\lambda}|Q|\Phi_{\lambda}\rangle|^{2}.$$ (13)

Note that the two overlaps, $\mathcal{D}(\lambda)$ and $\mathcal{D}_{\text{un}}(\lambda)$, are not independent. They are related through

$$\sqrt{\mathcal{D}_{\text{un}}(\lambda)} = \sin \theta(\lambda) \sqrt{1 - \mathcal{C}(\lambda)} \sqrt{\mathcal{D}(\lambda)}.$$ (14)
Both $D(\lambda)$ and $D_{un}(\lambda)$ play important roles in the following discussion.

Our aim is to bound the difference between the adiabatic fidelity $\mathcal{F}(\lambda)$ (3) and the ground state overlap $\mathcal{C}(\lambda)$ (4). It was found in our recent work [39] [see also Supplemental Material (SM) S1 for an alternative derivation] that the difference between $\mathcal{F}(\lambda)$ and $\mathcal{C}(\lambda)$ obeys the following inequality

$$|\mathcal{F}(\lambda) - \mathcal{C}(\lambda)| \leq | - \sin^2 \theta(\lambda)\mathcal{C}(\lambda) + D_{un}(\lambda)|$$

$$+ 2\cos \theta(\lambda)\sqrt{\mathcal{C}(\lambda)}/\sqrt{D_{un}(\lambda)},$$

where $D_{un}(\lambda)$ is defined in Eq. (14). To make further progress, the strategy made in Ref. [39] is to replace the normalized overlap $D(\lambda)$ in Eq. (14) by its trivial upper bound 1, i.e., $D(\lambda) \leq 1$, which renders the unnormalized overlap $D_{un}(\lambda)$ (14) bounded from above as follows

$$\sqrt{D_{un}(\lambda)} \leq \sin \theta(\lambda)\sqrt{1-\mathcal{C}(\lambda)}.$$ (16)

The idea of adopting the upper bound, $D(\lambda) \leq 1$, is that since presumably we have no information about the overlap between the two normalized vectors, $|\Phi^\lambda_0(\lambda)\rangle$ and $|\Phi^\lambda_0(\lambda)\rangle$ (11), we may simply replace their overlap by the trivial upper bound of their overlap. Applying the upper bound (16) to the inequality (15) yields

$$|\mathcal{F}(\lambda) - \mathcal{C}(\lambda)| \leq \sin^2 \theta(\lambda)\mathcal{C}(\lambda) + 2\sin(2\theta)\sqrt{\mathcal{C}(\lambda)}.$$ (17)

Upon applying the quantum speed limit (6) to bound the Bures angle $\theta(\lambda)$ in Eq. (17), the following improved inequality is obtained by Ref. [39],

$$|\mathcal{F}(\lambda) - \mathcal{C}(\lambda)| \leq f(\lambda), \quad f(\lambda) = f_1(\lambda) + f_2(\lambda),$$ (18a)

$$f_1(\lambda) = \sin^2 \tilde{R}(\lambda)(1 - 2\mathcal{C}(\lambda)), \quad f_2(\lambda) = \sin(2\tilde{R}(\lambda))\sqrt{\mathcal{C}(\lambda)}\sqrt{1-\mathcal{C}(\lambda)},$$ (18b)

where $\tilde{R}(\lambda)$ is defined in Eq. (6) and $\tilde{R}(\lambda)$ is defined as

$$\tilde{R}(\lambda) = \min \left( R(\lambda), \frac{\pi}{4} \right).$$ (18c)

Although the inequality (18) improves the inequality found in Ref. [38], i.e., $|\mathcal{F}(\lambda) - \mathcal{C}(\lambda)| \leq \tilde{R}(\lambda)$, there is still a question of why the value of the adiabatic fidelity $\mathcal{F}(\lambda)$ and the ground state overlap $\mathcal{C}(\lambda)$ are nearly identical when (i) the system size $N$ is sufficiently large (say, $N \geq 100$), or (ii) the evolution parameter $\lambda$ is small for any system size. In this work, we shall address this question using the orthogonal decomposition formalism presented in this Section.

### III. A MOTIVATING LIMIT AND INTERPRETATIONS

By inspecting Eq. (15), one finds that the least controlled piece is the unnormalized overlap $D_{un}(\lambda)$ (13), which contains two factors [see Eq. (14)], namely, $\sin \theta(\lambda)\sqrt{1-\mathcal{C}(\lambda)}$ and $\sqrt{D(\lambda)}$. Among them, the trivial upper bound of $D(\lambda)$ is employed in Ref. [39] to obtain universal upper bounds on $|\mathcal{F}(\lambda) - \mathcal{C}(\lambda)|$ [see Eq. (17)]. Therefore, the reason why the inequality (18) is insufficient to explain the smallness of $|\mathcal{F}(\lambda) - \mathcal{C}(\lambda)|$ may be due to the use of the trivial upper bound, $D(\lambda) \leq 1$. To justify this claim, we simply look at the extreme limit:

$$D_{un}(\lambda) \rightarrow 0.$$ (19)

We will elaborate on the orthogonal relation (19) later. For the moment, let us examine consequences of it. Imposing the orthogonality limit (19) to the defining equations (9), the calculation of $|\mathcal{F}(\lambda) - \mathcal{C}(\lambda)|$ is fairly simple. First, we find from Eqs. (9) and (10) that

$$\mathcal{F}(\lambda) \rightarrow \cos^2 \theta(\lambda)\mathcal{C}(\lambda).$$ (20)

It then follows that

$$|\mathcal{F}(\lambda) - \mathcal{C}(\lambda)| \rightarrow \sin^2 \theta(\lambda)\mathcal{C}(\lambda) \leq \sin^2 \tilde{R}(\lambda)\mathcal{C}(\lambda)$$ (21)

after using the quantum speed limit (6). The inequality (21) should be compared with that of Eq. (18) in which only part of $f_1(\lambda)$ (18a) is retained on the right side of Eq. (21), providing a stronger upper bound on $|\mathcal{F}(\lambda) - \mathcal{C}(\lambda)|$.

The orthogonality ansatz (19), in view of Eq. (14), can be fulfilled by either

(i) $\sin \theta(\lambda)\sqrt{1-\mathcal{C}(\lambda)} \rightarrow 0$ or (ii) $\sqrt{D(\lambda)} \rightarrow 0.$ (22)

Case (i) is satisfied if $\lambda$ is small. This is anticipated since if $\lambda$ is small, one expects that the Bures angle $\theta(\lambda)$ is still small as well, while both $\mathcal{C}(\lambda)$ and $D(\lambda)$ remain close to one. We shall provide an explicit calculation from perturbative expansion in $\lambda$ shortly. As we shall see later, case (ii) is a manifestation of almost-orthogonality occurring in the complementary subspace of the initial state $|\Phi^0\rangle$. We now elaborate on the two cases of Eq. (22) in turn.

#### A. Insights from perturbative expansion in $\lambda$

We here provide a further explanation for the case (i) of Eq. (22). The goal is to solve the instantaneous eigenvalue equation (2) and the time-dependent Schrödinger equation (1) perturbatively in $\lambda$ with the Hamiltonian $H_\lambda$ (7), given the eigenvalue equation of $H_0$,

$$H_0|\chi_n\rangle = \varepsilon_n|\chi_n\rangle,$$ (23)

where $\{|\chi_n\rangle\}$ is a complete set of orthonormal eigenstates of $H_0$ with $|\chi_0\rangle \equiv |\Phi^0\rangle$ being its ground state and $n \in \{0,1,\cdots\}$ labels different eigenstates. One finds (refer to SM S2 for details) that, up to order $\lambda^2$, the adiabatic fidelity $\mathcal{F}(\lambda)$ (3) and the ground state overlap $\mathcal{C}(\lambda)$ (4) are identical and are independent of the driving rate $\Gamma$,

$$\mathcal{F}(\lambda) \simeq \mathcal{C}(\lambda) = 1 - \lambda^2\sum_{n \neq 0} \frac{|V_{n0}|^2}{(\varepsilon_0 - \varepsilon_n)^2} + \mathcal{O}(\lambda^3),$$ (24)
where the matrix element \( V_{nm} := \langle \chi_n | V | \chi_m \rangle \). The difference between \( \mathcal{F}(\lambda) \) and \( \mathcal{C}(\lambda) \) appears at order \( \lambda^3 \), \( \mathcal{F}(\lambda) - \mathcal{C}(\lambda) = -\lambda^3 V_{00} \xi_0 / T^2 + \cdots \). Leading order contributions for various quantities can also be obtained,

\[
\sin \theta(\lambda) = \frac{\lambda^2}{2T} \left( \sum_{n \neq 0} |V_{n0}|^2 \right)^{1/2} + \mathcal{O}(\lambda^3),
\]

\[
\sqrt{D_{un}(\lambda)} = \frac{\lambda^3}{2T} \sum_{n \neq 0} |V_{n0}|^2 \xi_n - \xi_0 + \mathcal{O}(\lambda^4),
\]

\[
\sin \theta(\lambda) \sqrt{1 - C(\lambda)} = \mathcal{O}(\lambda^3),
\]

\[
\sqrt{D(\lambda)} = \mathcal{O}(1).
\]

We see that, for small \( \lambda \), \( \sqrt{D_{un}(\lambda)} \) (14) is of order \( \lambda^3 \), which is attributed to the same order of small \( \sin \theta(\lambda) \sqrt{1 - C(\lambda)} \) (25c) since \( \sqrt{D(\lambda)} \) (25d) is of order one. However, as \( \lambda \) continues to increase, the result from perturbation theory is insufficient to explain the smallness of \( \sqrt{D_{un}(\lambda)} \). Instead, when \( \lambda \) is not small, the almost-orthogonality exhibited in the normalized overlap \( \sqrt{D(\lambda)} \), as shown in case (ii) of Eq. (22), should be taken into account.

**B. Insights from almost-orthogonality in the complementary subspace under large system size**

Case (ii) of Eq. (22) may be understood as follows. Let \( \{ |\Phi_0\rangle, |u_1\rangle, |u_2\rangle, \ldots, |u_{n-1}\rangle \} \) be a complete set of \( \lambda \)-independent orthonormal basis in an \( n \)-dimensional Hilbert space \( \mathcal{H}_n \). Since both the time-evolved state \( |\Psi_\lambda\rangle \) and the instantaneous ground state \( |\Phi_\lambda\rangle \) are vectors in the full Hilbert space \( \mathcal{H}_n \), it follows from the orthogonal decomposition (9) that the two normalized vectors, \( |\Phi_\lambda\rangle \) and \( |\Phi_\lambda\rangle \) (11), are vectors lying in the subspace \( \mathcal{H}_{n-1} \), where the codimension-1 Hilbert space \( \mathcal{H}_{n-1} \) is spanned by \( \{ |u_1\rangle, |u_2\rangle, \ldots, |u_{n-1}\rangle \} \). When \( n \) is large, the two normalized vectors, \( |\Phi_\lambda\rangle \) and \( |\Phi_\lambda\rangle \), may be thought of as two independent random vectors in the Hilbert space \( \mathcal{H}_{n-1} \) even though the vector \( |\Phi_\lambda\rangle \) undergoes dynamical evolution while the other vector \( |\Phi_\lambda\rangle \) experiences adiabatic transformation. As a result, one would expect their overlap, \( D(\lambda) \) (12), to decay sufficiently fast with increasing \( n \). Following literature in mathematics [49], we refer to this kind of orthogonal property as *almost-orthogonality*.

**IV. REVERSE TRIANGLE INEQUALITIES**

The discussion presented in the above section indicates that \( \mathcal{F}(\lambda) \) is identical to \( \cos^2 \theta(\lambda) \mathcal{C}(\lambda) \) under the exact orthogonality limit (19). This observation motivates us to pursue bounds on the difference between them, namely, \( \| \sqrt{\mathcal{F}(\lambda)} - \cos \theta(\lambda) \sqrt{\mathcal{C}(\lambda)} \| \). A useful tool for the present work is the following lemma.

**Lemma.** The three real-valued quantities, \( \sqrt{\mathcal{F}(\lambda)} \) (3), \( \cos \theta(\lambda) \sqrt{\mathcal{C}(\lambda)} \) (4), and \( \sqrt{D_{un}(\lambda)} \) (13), obey a set of (reverse) triangle inequalities,

\[
|\sqrt{\mathcal{F}(\lambda)} - \cos \theta(\lambda) \sqrt{\mathcal{C}(\lambda)}| \leq \sqrt{D_{un}(\lambda)}. \tag{26a}
\]

\[
|\sqrt{D_{un}(\lambda)} - \cos \theta(\lambda) \sqrt{\mathcal{C}(\lambda)}| \leq \sqrt{\mathcal{F}(\lambda)}, \tag{26b}
\]

\[
|\sqrt{D_{un}(\lambda)} - \sqrt{\mathcal{F}(\lambda)}| \leq \cos \theta(\lambda) \sqrt{\mathcal{C}(\lambda)}. \tag{26c}
\]

Thus, \( \sqrt{\mathcal{F}(\lambda)}, \cos \theta(\lambda) \sqrt{\mathcal{C}(\lambda)}, \) and \( \sqrt{D_{un}(\lambda)} \), form a triangle on a plane for all values of parameters. See Fig. 1 for an illustration.

**Proof.** First, we begin by considering the right side of Eq. (26a) with the help of Eq. (13),

\[
\sqrt{D_{un}(\lambda)} = \left| \langle \Psi_\lambda | \Phi_\lambda \rangle - \langle \Psi_\lambda | \Phi_0 \rangle \langle \Phi_0 | \Phi_\lambda \rangle \right| 
\geq \left| |\langle \Psi_\lambda | \Phi_\lambda \rangle| - |\langle \Psi_\lambda | \Phi_0 \rangle| |\langle \Phi_0 | \Phi_\lambda \rangle| \right| 
= \sqrt{\mathcal{F}(\lambda)} - \cos \theta(\lambda) \sqrt{\mathcal{C}(\lambda)}, \tag{27}
\]

where we have used the reverse triangle inequality \( |z - w| \geq |z| - |w| \) for \( z, w \in \mathbb{C} \). The inequality (26a) is thus established. Note that the right side of Eq. (27) may be interpreted as a lower bound on \( \sqrt{D_{un}(\lambda)} \).

Second, we observe that there is an upper bound on \( \sqrt{D_{un}(\lambda)} \),

\[
\sqrt{D_{un}(\lambda)} = \left| \langle \Psi_\lambda | \Phi_\lambda \rangle - \langle \Psi_\lambda | \Phi_0 \rangle \langle \Phi_0 | \Phi_\lambda \rangle \right| 
\leq |\langle \Psi_\lambda | \Phi_\lambda \rangle| + |\langle \Psi_\lambda | \Phi_0 \rangle| |\langle \Phi_0 | \Phi_\lambda \rangle| 
= \sqrt{\mathcal{F}(\lambda)} + \cos \theta(\lambda) \sqrt{\mathcal{C}(\lambda)}, \tag{28}
\]

which is a consequence of the triangle inequality, \( |z + w| \leq |z| + |w| \) for \( z, w \in \mathbb{C} \).

Finally, combing the upper bound (28) with the lower bound (27) yields two two-sided bounds on \( \sqrt{D_{un}(\lambda)} \) ne-
glecting $\lambda$ to simplify notation),
\[
-\sqrt{F} + \cos \theta \sqrt{C} \leq \sqrt{D_{un}} \leq \sqrt{F} + \cos \theta \sqrt{C}, \quad (29a)
\]
\[
\sqrt{F} - \cos \theta \sqrt{C} \leq \sqrt{D_{un}} \leq \sqrt{F} + \cos \theta \sqrt{C}. \quad (29b)
\]
This completes the proof of Eqs. (26b) and (26c). □

The first triangle inequality (26a) provides a quantitative way to understand the closeness between $F(\lambda)$ and $C(\lambda)$ since
\[
\sqrt{F} - \sqrt{C} \leq \sqrt{F} - \cos \theta(\lambda)\sqrt{C} \leq \sqrt{D_{un}}. \quad (30)
\]
Since the unnormalized overlap $\sqrt{D_{un}(\lambda)}$ enters as an upper bound, a small value of $\sqrt{D_{un}(\lambda)}$, which can be achieved by the two cases of Eq. (22), implies that the numerical difference between the adiabatic fidelity $F(\lambda)$ and the ground state overlap $C(\lambda)$ must be small. Note that the set of triangle inequality (26) can also be employed to derive inequality (15) [see SM S1].

V. ILLUSTRATIVE EXAMPLE I: NON-INTERACTING HAMILTONIANS

To demonstrate our general findings, the remaining task is to express $\sqrt{D_{un}(\lambda)}$ (13) in terms of the Bures angle $\theta(\lambda)$ and the ground state overlap $C(\lambda)$ explicitly for certain models. This can be done analytically for non-interacting Hamiltonians for which one obtains [see SM S3],
\[
\sqrt{D_{un}(\lambda)} \simeq \cos \theta(\lambda)\sqrt{C(\lambda)} \sum_{k} A_{k}, \quad (31a)
\]
where $A_{k} := (\langle \psi_{\lambda}(k)| (b_{k} - p_{k}) |\phi_{\lambda}(k)\rangle)/(\langle \psi_{\lambda}(k)|p_{k} |\phi_{\lambda}(k)\rangle). \quad (31b)$

where $|\psi_{\lambda}(k)\rangle$, $|\phi_{\lambda}(k)\rangle$, and $p_{k}$ are the single-body counterpart of $|\Psi_{\lambda}\rangle$, $|\Phi_{\lambda}\rangle$, and $P$, respectively.

For concreteness, let us consider a time-dependent Rice-Mele model describing a system of fermions on a half-filled one-dimensional bipartite lattice with the Hamiltonian [38, 50, 51]
\[
H_{RM} := \sum_{j=1}^{N} \left[-(J + U)a_{j}^\dagger b_{j} - (J - U)a_{j}^\dagger b_{j+1} + \text{h.c.}\right] + \sum_{j=1}^{N} \mu(\lambda) \left(a_{j}^\dagger a_{j} - b_{j}^\dagger b_{j}\right), \quad (32)
\]
where $N$, the number of lattice sites, is assumed to be even. Here, $a_{j}$ and $b_{j}$ are the fermionic annihilation operators on the $a$ and $b$ sublattices, respectively. For this model with $\mu(\lambda) = \lambda$, the ground state overlap $C(\lambda)$ (4) and the function $R(\lambda)$ (8) reads [38],
\[
C(\lambda) = e^{-C_{N} \lambda^2} \quad \text{and} \quad R(\lambda) = \frac{\lambda^2}{2\Gamma} \delta V_{N}. \quad (33)
\]
with $C_{N} = (16JU)^{-1}N$ and $\delta V_{N} = \sqrt{N}$.

We shall specialize to the case where $J = U = \text{constant}$ for which the summation in Eq. (31a) can be evaluated in closed form [see SM S3],
\[
\sqrt{D_{un}(\lambda)} \simeq \sqrt{C(\lambda)} \cos \theta(\lambda) \sin(\theta(\lambda)\alpha(\lambda)), \quad (34a)
\]
\[
\sqrt{D(\lambda)} \simeq \sqrt{C(\lambda)} \cos \theta(\lambda)\alpha(\lambda)/\sqrt{1 - C(\lambda)}, \quad (34b)
\]
\[
\alpha(\lambda) := \sqrt{N/(1 - C(\lambda))^{1/N}}. \quad (34c)
\]
We now examine whether the explicit form of $\sqrt{D_{un}(\lambda)}$ (34a) satisfy the two cases of Eq. (22). First, it is readily checked that, for small $\lambda$, the leading order contribution for $\sqrt{D_{un}(\lambda)}$ (34a) and $\sqrt{D(\lambda)}$ (34b) are $O(\lambda^3)$ and $O(1)$, respectively, which is consistent with Eq. (25). Second, notice that the function $\alpha(\lambda)$ (34c) scales at most as $\sqrt{N}$,
\[
\alpha(\lambda) \leq e^{-\lambda^2 / 2} = e^{-\ln C(\lambda)}, \quad (35)
\]
as a result of the inequality $1 - e^{-x} \leq x$ for all $x \in \mathbb{R}$. Therefore, we deduce from Eq. (34) that $\sqrt{D_{un}(\lambda)} \sim \sqrt{D(\lambda)} \sim \sqrt{C(\lambda)}\sqrt{N} \rightarrow 0$ as $N \rightarrow \infty$. Consequently, the triangle inequality (26a) indicates that $\sqrt{F(\lambda)} \rightarrow \cos \theta(\lambda)\sqrt{C(\lambda)}$ under the same large $N$ limit, as claimed previously in Sec. III.

To numerically demonstrate our findings, we choose the following value of parameters
\[
(J, U, \Gamma) = (0.4, 0.4, 0.7) \quad (36)
\]
in the Hamiltonian $H_{RM}$ (32) as a representative example. In Fig. 2, we plot various quantities for the driven Rice-Mele model (32) with system size $N = 10, 200$, and 1000. In the first row, the adiabatic fidelity $F(\lambda)$ and the ground state overlap $C(\lambda)$ are indistinguishable for $N = 200$ and $N = 1000$. The second row shows that, for both $N = 200$ and $N = 1000$, the difference between $\sqrt{F(\lambda)}$ and $\sqrt{C(\lambda)}$ raises as $\lambda$ increases and then diminishes as $\lambda$ further increases. This bell-shaped curve of $\sqrt{F(\lambda)} - \sqrt{C(\lambda)}$ in phase with the curve of the unnormalized overlap $\sqrt{D_{un}(\lambda)}$ [third row], which is consistent with the inequality (30). Since $\sqrt{D_{un}(\lambda)}$ can be factorized into two pieces, c.f. Eq. (14), the smallness of the monotonically increasing part of $\sqrt{F(\lambda)} - \sqrt{C(\lambda)}$ is attributed to the smallness of $\sin \theta(\lambda)\sqrt{1 - C(\lambda)}$ [fourth row]. Likewise, the monotonically decreasing part of $\sqrt{F(\lambda)} - \sqrt{C(\lambda)}$ is particularly small due to the almost-orthogonality occurring in the complementary space when $N$ is large, which is manifested by a small $\sqrt{D(\lambda)}$ [fourth row]. By contrast, for $N = 10$ [see Fig. 2(a)], $\sqrt{F(\lambda)} - \sqrt{C(\lambda)}$ [second row of panel (a)] is monotonically increasing in most of the values of $\lambda$ and is small only in the region of small $\lambda$ (say, $\lambda \leq 0.2$). Again, this smallness of $\sqrt{F(\lambda)} - \sqrt{C(\lambda)}$ is related to the smallness of $\sin \theta(\lambda)\sqrt{1 - C(\lambda)}$ [fourth row.
of panel (a)]. When λ further increases, however, the difference between $\sqrt{F(\lambda)}$ and $\sqrt{C(\lambda)}$ is notable since the normalized overlap $\sqrt{D(\lambda)}$ [fourth row of panel (a)] does not exhibit almost-orthogonality for $N = 10$.

To further investigate the behavior of the normalized overlap $\sqrt{D(\lambda)}$, we compare it with the ground state overlap $\sqrt{C(\lambda)}$ in Fig. 3. Clearly, both $\sqrt{D(\lambda)}$ [green curve] and $\sqrt{C(\lambda)}$ [blue curve] decay monotonically with increasing $N$ and $\lambda$. Besides, notice that $\sqrt{D(\lambda)}$ decays slower than $\sqrt{C(\lambda)}$ does. As for a comparison, the unnormalized overlap $\sqrt{D_{un}(\lambda)}$ [purple curve] is also plotted in Fig. 3.

Given the explicit form of $\sqrt{D_{un}(\lambda)}$ (34a), we may substitute it into Eq. (15) and apply the quantum speed limit (6) to obtain the following inequality

$$|F(\lambda) - C(\lambda)| \leq g(\lambda), \quad g(\lambda) := g_1(\lambda) + g_2(\lambda), \quad (37a)$$

$$g_1(\lambda) := \sin^2 \tilde{R}(\lambda) C(\lambda) \left| 1 + \alpha(\lambda)^2 \right|, \quad (37b)$$

$$g_2(\lambda) := \sin \left( 2 \tilde{R}(\lambda) \right) C(\lambda) \alpha(\lambda), \quad (37c)$$

where $\tilde{R}(\lambda)$ and $\tilde{R}(\lambda)$ are defined in Eq. (6) and Eq. (18d), respectively. Note that combining the inequality (37) with the defining range of $F(\lambda)$, i.e., $F(\lambda) \in [0, 1]$, yields the following two-sided bound on the adiabatic fidelity $F(\lambda)$

$$\max (C(\lambda) - g(\lambda), 0) \leq F(\lambda) \leq \min (C(\lambda) + g(\lambda), 1),$$

which provides a way to estimate the adiabatic fidelity $F(\lambda)$ in terms of the ground state overlap $C(\lambda)$ (4) and the function $R(\lambda)$ (6b).

FIG. 2. (Color online) Various quantities are calculated numerically for the driven Rice-Mele model (32) with the value of parameters shown in Eq. (36) for system size $N = 10, 200$ and 1000. Further explanation is provided in the main text.

FIG. 3. (Color online) Various quantities, $\sqrt{C(\lambda)}$ (4), $\sqrt{D(\lambda)}$ (12), $\sqrt{D_{un}(\lambda)}$ (13), $\sqrt{C(\lambda)^{1/2}}$, and $s(\lambda)$ (38) for the driven Rice-Mele model (32) are plotted as a function of $\lambda$ or $N$. 

The difference between $\sqrt{F(\lambda)}$ and $\sqrt{C(\lambda)}$ is significant as $\lambda$ increases. The unnormalized overlap $\sqrt{D_{un}(\lambda)}$ also decays slower than $\sqrt{C(\lambda)}$.
FIG. 4. (Color online) Compare the behavior of the function \( g(\lambda) = g_1(\lambda) + g_2(\lambda) \) (37) with the function \( f(\lambda) = f_1(\lambda) + f_2(\lambda) \) (18) for \( N = 200 \).

In Fig. 4, we compare an upper bound on \(|F(\lambda) - C(\lambda)|\) from \( g(\lambda) = g_1(\lambda) + g_2(\lambda) \) (37) with that from \( f(\lambda) = f_1(\lambda) + f_2(\lambda) \) (18). The result shows that the function \( f(\lambda) \) [blue curve] is monotonically increasing in \( \lambda \), whereas the function \( g(\lambda) \) [red curve] has a bell-shape. Thus, the function \( g(\lambda) \) behaves better than the function \( f(\lambda) \) as an upper bound. The improvement of \( g(\lambda) \) at large \( \lambda \) is attributed to the function \( g_1(\lambda) \) (37b) in which an exponentially decaying factor \( C(\lambda) \) is factorized out [compare to \( f_1(\lambda) \) (18b)]. In the meantime, the function \( g_2(\lambda) \) [green curve], compared to \( f_2(\lambda) \) [orange curve], does not change dramatically. Consequently, among the two inequalities, Eq. (18) and Eq. (37), the inequality (37) serves as a better estimate on the adiabatic fidelity \( F(\lambda) \). We present in Fig. 5 a comparison of estimates on the adiabatic fidelity \( F(\lambda) \) using the inequality (18) [blue-shaded region] and the improved inequality (37) [red-shaded region]. A significant improvement in estimation is achieved using Eq. (37).

VI. ASYMPTOTIC FORM OF THE OVERLAP \( D(\lambda) \) AND IMPLICATIONS

While the function \( g(\lambda) \) (37), compared to the function \( f(\lambda) \) (18), serves as a better upper bound on \(|F(\lambda) - C(\lambda)|\); for generic many-body systems, it could be difficult to calculate the overlap \( D(\lambda) \) explicitly, which is essential for the improvement in \( g(\lambda) \). We thus seek for a universal scaling form of \( D(\lambda) \), upon which an estimate of upper bound on \(|F(\lambda) - C(\lambda)|\) can be obtained by means of Eq. (15) without calculating \( D(\lambda) \) from scratch. In light of the reasoning of almost-orthogonality presented in Sec. IIIB, we consider the following ratio

\[
s(\lambda) := \frac{\ln D(\lambda)}{\ln C(\lambda)}. \tag{38}
\]

The value of \( s(\lambda) \geq 0 \) indicates how fast the overlap \( D(\lambda) \) decays compared to the overlap \( C(\lambda) \). If the ratio \( s(\lambda) \) takes values in \([0, 1]\), then the overlap \( D(\lambda) \) decays not faster than the overlap \( C(\lambda) \) does.

Substituting \( D(\lambda) \) using Eq. (38), namely, \( D(\lambda) = (C(\lambda))^{s} \), into Eq. (15) and then applying the inequality of quantum speed limit (6) yields the following inequality,

\[
|F(\lambda) - C(\lambda)| \leq h(\lambda, s) \equiv h_1(\lambda, s) + h_2(\lambda, s),
\]

\[
h_1(\lambda, s) := \sin^2 \tilde{R}(\lambda) C(\lambda) \left| -1 + C(\lambda)^{s-1} - C(\lambda)^s \right|,
\]

\[
h_2(\lambda, s) := \sin \left( 2\tilde{R}(\lambda) \right) \sqrt{C(\lambda)^{s+1}} \sqrt{1 - C(\lambda)}, \tag{39}
\]

where \( \tilde{R}(\lambda) \) and \( \tilde{R}(\lambda) \) are defined in Eqs. (6a) and (18d), respectively. The inequality (39) should be compared with that of Eq. (18), Eq. (21), and Eq. (37). Note that if \( s = 0 \), then the function \( h(\lambda, s = 0) \) reduces to the function \( f(\lambda) \) of Eq. (18). Observe that the function \( h(\lambda, s) \) of Eq. (39) may be read as \( \sin \tilde{R}(\lambda) C(\lambda) \times (\cdots) \) with the terms in the parenthesis scale at most polynomially in
$N$ and $\lambda$ for $s$ not too small; what dominates asymptotically for large $N$ and $\lambda$ in the function $h(\lambda, s)$ is the $\sin R(\lambda)C(\lambda)$ factor. This is also the case for Eq. (21) and for the function $g(\lambda)$ of Eq. (37), but it is not the case for the function $f(\lambda)$ of Eq. (18). In other words, only the large $\lambda$ behavior of the function $h(\lambda, s)$ determines whether the function $h(\lambda, s)$ can serve as a good upper bound. While generically the exponent $s$ (38) is a function of both $\lambda$ and $N$, we can search for certain limits of $s$ that are a constant in both $\lambda$ and $N$ with which one may obtain general features of an improved upper bound on $|F(\lambda) - C(\lambda)|$ using Eq. (39).

Consider again the driven Rice-Mele model presented in Sec. V. In Fig. 6, we plot $h(\lambda, s) = h_1(\lambda, s) + h_2(\lambda, s)$ (39) as a function of $\lambda$ for different constant values of $s$. We see that as long as $s$ is not too small, $h_1(\lambda, s)$ [see Fig. 6(b)] decays quickly at large $\lambda$, which improves the tail behavior of the function $h(\lambda, s)$ [see Fig. 6(a)]. Observe that the behavior of $h_2(\lambda, s)$ [see Fig. 6(e)] does not change significantly as $s$ varies. Nevertheless, as long as the exponent $s$ is sufficiently large, the function $h(\lambda, s)$ is dominated by $h_2(\lambda, s)$ and serves as a strong upper bound on $|F(\lambda) - C(\lambda)|$. In Fig. 5, we plot bounds on the adiabatic fidelity $F(\lambda)$ for $N = 200$ and $N = 1000$ using Eq. (39) with $s = 1/2$ [green-shaded region] and $s = 1$ [yellow-shaded region]. Note that the case of $s = 0$ reduces to the inequality (18) [blue-shaded region] obtained by us previously in Ref. [39]. Observe that the difference between the green-shaded area and the red-shaded area is not significant. That is to say, the result of taking $s = 1/2$, namely, taking $D(\lambda) \approx \sqrt{C(\lambda)}$, is very close to the result obtained from the inequality (37), which is derived using an explicit form of the unnormalized overlap $D(\lambda)$ (34b). Consequently, we also plot $\sqrt{C(\lambda)}$ and $s(\lambda)$ (38) in Fig. 3, which shows that $\sqrt{C(\lambda)}$ is slightly larger than $D(\lambda)$. Nevertheless, for the purpose of estimating the adiabatic fidelity $F(\lambda)$ using the inequality (39), replacing $s(\lambda)$ by a constant value (such as $1/2$) $\sqrt{C(\lambda)}$ may be a good approximation.

Before concluding this section, let us discuss an implication on a condition for adiabaticity breakdown using inequality (36). Recall that there is a large class of driven many-body systems in which the following condition holds [38]

$$\frac{\delta V_N}{C_N} = 0 \quad \text{as} \quad N \to \infty,$$

where $\delta V_N$ is introduced in Eq. (8) and $C_N$ is the exponent defined through $C(\lambda) = e^{-C_N\lambda^2}$ as $N \to \infty$. Define $\lambda_s$ as an adiabatic mean free path so that $F(\lambda) \geq e^{-1}$ for $\lambda \leq \lambda_s$. Here, $\lambda_s$ is determined by $C(\lambda_s) = 1/\epsilon$. The relation $R(\lambda_s) = \delta V_N/(2\lambda C_N)$ then follows from Eq. (8). It was shown in Ref. [38] that, in order to avoid adiabaticity breakdown, the driving rate $\Gamma$ of driven many-body systems must scale down with increasing system size $N$. With inequality (30), we find that quantum adiabaticity is maintained if $\Gamma \leq \Gamma_N$ where $[\text{see SM S4 for a derivation}]$

$$\Gamma_N := \frac{1}{2} \frac{\delta V_N}{C_N} \left(1 - \epsilon - e^{-1/2}\right)^2 M(s_*)$$

FIG. 7. (Color online) The exponent $s_*$, defined in Eq. (38) with $\lambda = \lambda_s$ (so that $C(\lambda_s) = 1/\epsilon$), is calculated numerically for the driven Rice-Mele model (32) with the value of parameters shown in Eq. (36). Asymptotically, $s_* = \mathcal{O}(1)$ as $N \to \infty$. 

FIG. 6. (Color online) Compare the behavior of the function $h(\lambda, s)$ (39), $h_1(\lambda, s)$ (39), and $h_2(\lambda, s)$ (39) with different constant values of $s$. As for a comparison, the function $g(\lambda) = g_1(\lambda) + g_2(\lambda)$ (37) is also depicted.
with $\epsilon \in [0,1]$, $M(s_\ast) = \sqrt{1-e^{-s_\ast}}$ and $s_\ast = s(\lambda) = -\ln D(\lambda)$. Therefore, the asymptotic form of $M(s_\ast)$ as $N \to \infty$ contributes to a multiplicative modification to the scaling form $\Gamma_N \sim \delta V_N/C_N$ found previously in Refs. [38, 39]. If $s_\ast = O(1)$ as $N \to \infty$, then $M(s_\ast) = O(1)$; while if $s_\ast = O(N^c)$ with $c \in \mathbb{R}$ as $N \to \infty$, then $M(s_\ast) = O(e^{-N^c})$. One verifies that if the leading asymptotics of $-\ln D(\lambda)$ is proportional to that of $-\ln C(\lambda) = C_N \lambda^2$ as $N \to \infty$, then $s_\ast = O(1)$ holds. For the driven Rice-Mele model (32), we find $s_\ast = O(1)$ as $N \to \infty$ [see Fig. 7], renders $M(s_\ast) = O(1)$.

VII. ILLUSTRATIVE EXAMPLE II: INTERACTING FERMIONS

Thus far, our general results have been illustrated using the driven Rice-Mele model (32), a model of quadratic fermions with the property that the underlying Hilbert space can be constructed as a direct product of single-particle states. A fascinating question arises regarding whether the statement of almost-orthogonality between vectors in the complement of the initial state continues to hold for typical many-body systems, specifically those controlled by nonintegrable interacting Hamiltonians. In order to investigate this question, we examine an interacting Kitaev chain model described by the following Hamiltonian,

$$H_K := \sum_{j=1}^{N} \left[ -J c_{j+1}^\dagger c_j^\ast + \Delta c_{j+1}^\dagger c_j + \text{h.c.} \right] + V n_j n_{j+1}$$

where $n_j := c_{j}^\dagger c_{j}$ is the number operator of fermions at lattice site $j$, $N$ the number of lattice sites, $J$ the hopping amplitude, $\Delta$ the superconducting pairing amplitude, $V$ the strength of nearest-neighbor Coulomb repulsion, and $\mu(\lambda) = \mu_0 \lambda$ (with $\mu_0 \in \mathbb{R}$) the time-dependent chemical potential. If $V = 0$, the Hamiltonian (42) reduces to that of the Kitaev model of one-dimensional p-wave superconductors [52]. We shall consider the Hamiltonian (42) with periodic boundary conditions and the sector of odd fermion parity. To ensure the numerical simulation results reflect generic features, we avoid selecting parameter values that correspond to solvable points [53]. For concreteness, we choose the following value of parameters

$$(J, \Delta, \mu_0, \Gamma) = (1.0, 0.8, 3.0, 1.0).$$

In Fig. 8, we plot various quantities as a function of $\lambda$ for the driven interacting Kitaev model (42) for system size $N = 10$ [in panels (a) and (c)] and $N = 20$ [in panels (b) and (d)] with interaction strength $V = 0$.
the panels of Fig. 9, the normalized overlap $\mathcal{D}(\lambda)$ decays with increasing system size $N$, a characteristic of almost-orthogonality in complementary subspace. Before concluding this section, note that there are two other interesting numerical observations. First, the ground state overlap $\mathcal{C}(\lambda)$ decays faster than the normalized overlap $\mathcal{D}(\lambda)$, a feature found similarly in the driven Rice-Mele model (recall Fig. 3). Second, the decay rate of $\mathcal{D}(\lambda)$ increases with increasing interaction strength $V$.

**VIII. SUMMARY AND OUTLOOK**

An explanation has been given in this study as to why in quantum many-body systems, the adiabatic fidelity, $\mathcal{F}(\lambda)$, and the overlap between the initial state and instantaneous ground states, $\mathcal{C}(\lambda)$, have nearly identical values in many cases. While in the region of small evolution parameter $\lambda$ the question can be addressed by an explicit calculation from perturbation theory, which shows that the difference between $\mathcal{F}(\lambda)$ and $\mathcal{C}(\lambda)$ only appears at order $\lambda^3$: a satisfactory answer to the question relies on an inherent property of quantum many-body systems, namely, almost-orthogonality of random vectors. Specifically, we have discussed in detail how the almost-orthogonality occurring in the complementary space of the initial state, as exhibited by an exponentially decaying normalized overlap $\mathcal{D}(\lambda)$ and a small value of unnormalized overlap $D_{\text{un}}(\lambda)$ [13], controls an upper bound [see Eq. (30)] on the difference between $\sqrt{\mathcal{F}(\lambda)}$ and $\sqrt{\mathcal{C}(\lambda)}$ [or between $\mathcal{F}(\lambda)$ and $\mathcal{C}(\lambda)$]. Our study further provides improved estimates on the adiabatic fidelity $\mathcal{F}(\lambda)$ based on an explicit form of the normalized overlap $\mathcal{D}(\lambda)$ expressed in terms of certain functions of the ground state overlap $\mathcal{C}(\lambda)$. These estimates on the adiabatic fidelity $\mathcal{F}(\lambda)$ have been illustrated using the driven Rice-Mele model and shown to perform well even for system size $N = O(10^8)$, which is the same large $N$ limit for which the ground state overlap $\mathcal{C}(\lambda)$ can be accurately approximated by a form of generalized orthogonality catastrophe, i.e., $\mathcal{C}(\lambda) \approx e^{-CN^{2}}$. It is noteworthy that previous estimates on the adiabatic fidelity $\mathcal{F}(\lambda)$ obtained by Ref. [38] and Ref. [39] only work well for system size $N = O(10^9)$ and $N = O(10^{10})$, respectively.

We conclude by mentioning that it would be worthwhile to pursue rigorous proof, on par with Ref. [48], to establish the existence of subspace almost-orthogonality. Moreover, it would also be intriguing to investigate the potential significance of subspace almost-orthogonality in alternative settings of driven many-body systems that are known to exhibit orthogonality catastrophe in the full Hilbert space, including systems of time-dependent impurity [54] and quantum quench [55].
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S1. DERIVATION OF EQ. (15)

We want to derive the inequality (15), which is first derived in Ref. [39], using a more compact notation. First, we compute $\mathcal{F}(\lambda)$ using Eq. (9a),

$$\mathcal{F}(\lambda) = |\langle \Phi_\lambda | (P + Q) | \Psi_\lambda \rangle|^2$$

where the last step is obtained after using the inequality, yields the inequality (15).

Combing (i) Eq. (S1), (ii) the triangle inequality for absolute value, (iii) the inequality $\Re(z) \leq |z|$ for $z \in \mathbb{C}$, and (iv) Eqs. (10) and (12) yields the following chain of inequalities

$$\begin{align*}
|\mathcal{F}(\lambda) - C(\lambda)| &\leq |\langle \Phi_\lambda | P | \Psi_\lambda \rangle|^2 - C(\lambda) + |\langle \Phi_\lambda | Q | \Psi_\lambda \rangle|^2 + 2\Re\left(\langle \Psi_\lambda | P | \Phi_\lambda \rangle \langle \Phi_\lambda | Q | \Psi_\lambda \rangle \right) \\
&\leq |\langle \Phi_\lambda | P | \Psi_\lambda \rangle|^2 - C(\lambda) + |\langle \Phi_\lambda | Q | \Psi_\lambda \rangle|^2 + 2\Re\left(\langle \Psi_\lambda | P | \Phi_\lambda \rangle \langle \Phi_\lambda | Q | \Psi_\lambda \rangle \right) \\
&\leq |\langle \Phi_\lambda | P | \Psi_\lambda \rangle|^2 - C(\lambda) + |\langle \Phi_\lambda | Q | \Psi_\lambda \rangle|^2 + 2 |\langle \Psi_\lambda | P | \Phi_\lambda \rangle | |\langle \Phi_\lambda | Q | \Psi_\lambda \rangle| \\
&\leq |\sin^2 \theta(\lambda) C(\lambda) + D_{un}(\lambda) + 2 \cos \theta(\lambda) \sqrt{C(\lambda)} \sqrt{D_{un}(\lambda)}|.
\end{align*}$$

Alternative derivation

Alternatively, the inequality (15) can also be obtained using the set of triangle inequality (26). We begin with the upper bound on $\sqrt{\mathcal{F}(\lambda)}$ from Eq. (26a), $\sqrt{\mathcal{F}(\lambda)} \leq \cos \theta(\lambda) \sqrt{C(\lambda)} + \sqrt{D_{un}(\lambda)}$, and then calculate $\mathcal{F}(\lambda) - C(\lambda)$,

$$\begin{align*}
\mathcal{F}(\lambda) - C(\lambda) &\leq -\sin^2 \theta(\lambda) C(\lambda) + D_{un}(\lambda) + 2 \cos \theta(\lambda) \sqrt{C(\lambda)} \sqrt{D_{un}(\lambda)} \\
&\leq |\sin^2 \theta(\lambda) C(\lambda) + D_{un}(\lambda) + 2 \cos \theta(\lambda) \sqrt{C(\lambda)} \sqrt{D_{un}(\lambda)}|,
\end{align*}$$

where the last step is obtained after using the inequality, $x + y \leq |x + y|$ for $x, y \in \mathbb{R}$. Similarly, we consider the lower bound on $\sqrt{\mathcal{F}(\lambda)}$ from Eq. (26b), $\sqrt{\mathcal{F}(\lambda)} \geq |\sqrt{D_{un}(\lambda)} - \cos \theta(\lambda) \sqrt{C(\lambda)}|$, and then calculate $\mathcal{F}(\lambda) - C(\lambda)$,

$$\begin{align*}
\mathcal{F}(\lambda) - C(\lambda) &\geq -\sin^2 \theta(\lambda) C(\lambda) + D_{un}(\lambda) - 2 \cos \theta(\lambda) \sqrt{C(\lambda)} \sqrt{D_{un}(\lambda)} \\
&\geq |\sin^2 \theta(\lambda) C(\lambda) + D_{un}(\lambda) - 2 \cos \theta(\lambda) \sqrt{C(\lambda)} \sqrt{D_{un}(\lambda)}|,
\end{align*}$$

where the last step is obtained after using the inequality, $x + y \geq |x + y|$ for $x, y \in \mathbb{R}$. Combing Eqs. (S3) with (S4) yields the inequality (15).

S2. PERTURBATIVE EXPANSION IN $\lambda$

A detailed derivation of Eqs. (24) and (25) is provided.
A. For instantaneous ground state

We want to solve the instantaneous eigenvalue equation (2) perturbatively in \( \lambda \),

\[
H_{\lambda} \ket{\Phi_{\lambda}} = E_{\text{GS,}\lambda} \ket{\Phi_{\lambda}}, \quad H_{\lambda} = H_0 + \lambda V,
\]

(S5)
given \( H_0 \ket{\chi_n} = \epsilon_n \ket{\chi_n} \), where \( \ket{\Phi_{\lambda}} \) is the ground state of \( H_{\lambda} \), and \( \{ \ket{\chi_n} \} \) is a set of the complete orthonormal eigenstates of \( H_0 \) with \( \ket{\chi_0} \equiv \ket{\Psi_0} \) being the ground state of \( H_0 \) and \( n = 0, 1, \cdots \) labels distinct eigenstates. Apply the standard Rayleigh-Schrödinger perturbation theory up to order \( \lambda^2 \) yields the following series,

\[
\ket{\Phi_{\lambda}} = \left( 1 - \frac{\lambda^2}{2} \sum_{n \neq 0} \frac{|V_{n0}|^2}{(\epsilon_0 - \epsilon_n)^2} \right) \ket{\chi_0} + \lambda \sum_{n \neq 0} \frac{V_{n0}}{\epsilon_0 - \epsilon_n} \ket{\chi_n} + \lambda^2 \sum_{n \neq 0} \frac{1}{\epsilon_0 - \epsilon_n} \left( \sum_{m \neq 0} \frac{V_{nm} V_{m0}}{\epsilon_0 - \epsilon_m} - \frac{V_{00} V_{n0}}{\epsilon_0 - \epsilon_n} \right) \ket{\chi_n} + \cdots ,
\]

(S6)

where \( V_{nm} := \langle \chi_n | V | \chi_m \rangle \). Hence, the following inner products are obtained,

\[
\langle \chi_0 | \Phi_{\lambda} \rangle = 1 - \frac{\lambda^2}{2} \sum_{n \neq 0} \frac{|V_{n0}|^2}{(\epsilon_0 - \epsilon_n)^2} + \lambda^3 \left( \sum_{n \neq 0} \frac{V_{00} |V_{n0}|^2}{(\epsilon_0 - \epsilon_n)^2} - \sum_{n \neq 0} \frac{1}{(\epsilon_0 - \epsilon_n)^2} \sum_{m \neq 0} \Re(V_{nm}^* V_{m0}^* V_{n0}) \right) + \cdots . \tag{S7a}
\]

\[
\langle \chi_n \neq 0 | \Phi_{\lambda} \rangle = \lambda \frac{V_{n0}}{\epsilon_0 - \epsilon_n} + \lambda^2 \frac{1}{\epsilon_0 - \epsilon_n} \left( \sum_{m \neq 0} \frac{V_{nm} V_{m0}}{\epsilon_0 - \epsilon_m} - \frac{V_{00} V_{n0}}{\epsilon_0 - \epsilon_n} \right) + \cdots . \tag{S7b}
\]

Notice that both inner products, \( \langle \chi_0 | \Phi_{\lambda} \rangle \) and \( \langle \chi_n \neq 0 | \Phi_{\lambda} \rangle \), are real-valued.

B. For time-evolved state

We want to solve the time-dependent Schrödinger equation (1) perturbatively,

\[
i \Gamma \partial_{\lambda} \ket{\Psi_{\lambda}} = (H_0 + \lambda V) \ket{\Psi_{\lambda}}, \quad \ket{\Psi_0} = \ket{\chi_0},
\]

given \( H_0 \ket{\chi_n} = \epsilon_n \ket{\chi_n} \). The following perturbative expansion in \( \lambda \) (i.e., reduced time) is different from the usual time-dependent perturbation theory in which the expansion parameter is time-independent. Hence, we provide some details for our perturbative approach. Generically, we can decompose \( \ket{\Psi_{\lambda}} \) as

\[
\ket{\Psi_{\lambda}} = \sum_n C_n(\lambda) \exp(-i\lambda\epsilon_n/\Gamma) \ket{\chi_n},
\]

(S9)

with \( \lambda \)-dependent coefficients \( C_n(\lambda) \) from which a factor \( \exp(-i\lambda\epsilon_n/\Gamma) \) has been extracted for later convenience. Since \( \ket{\Psi_0} = \ket{\chi_0} \), we have \( C_n(0) = \delta_{n0} \). Bring the decomposition (S9) into Eq. (S8) yields a first-order differential equation for \( C_n(\lambda) \),

\[
\partial_{\lambda} C_n(\lambda) = \sum_m C_m(\lambda) \exp(i\lambda\omega_{mn}/\Gamma) \frac{\lambda V_{mn}}{i\Gamma},
\]

(S10)

where \( \omega_{mn} := \epsilon_m - \epsilon_n \). Now, as we are interested in small \( \lambda \) region, we may expand \( C_n(\lambda) \) in power series of \( \lambda \), namely, \( C_n(\lambda) = \sum_{j=0}^\infty \lambda^j C_n^{(j)} = \delta_{n0} + \sum_{j=1}^\infty \lambda^j C_n^{(j)} \). We shall also expand the \( \exp(i\lambda\omega_{mn}/\Gamma) \) factor in powers of \( \lambda \). The differential equation (S10) then reads

\[
\sum_{j=1}^\infty j \lambda^{j-1} C_m^{(j)} = \sum_n \left( \sum_{j=0}^\infty \lambda^j C_n^{(j)} \right) \left( \sum_{\ell=0}^\infty \frac{1}{\ell!} (i\lambda\omega_{mn}/\Gamma)^\ell \right) \lambda V_{mn}/i\Gamma.
\]

(S11)

We now match terms for each order in \( \lambda \). One finds that \( C_m^{(1)} = 0 \) and, generically, the term in the \( k \)-th order of \( \lambda \) with \( k \geq 1 \) reads,

\[
\lambda^k : \quad C_m^{(k+1)} = \sum_{\ell=0}^{k-1} C_n^{(k-\ell)} \frac{1}{\ell!} (i\omega_{mn}/\Gamma)^\ell \frac{V_{mn}}{(k+1)\Gamma}.
\]

(S12)
The first few leading order contributions are

\[ C_m^{(2)} = \frac{V_{m0}}{2i}, \quad C_m^{(3)} = \frac{i\omega_{m0}V_{m0}}{3i^2}, \quad C_m^{(4)} = -\sum_n \frac{V_{n0}V_{mn}}{8i^2} - \frac{\omega^2_{m0}V_{m0}}{8i^4}, \quad (S13a) \]

\[ C_m^{(5)} = \sum_n \frac{\omega_{n0}V_{n0}V_{mn}}{15i^3} + \sum_n \frac{\omega_{mn}V_{n0}V_{mn}}{10i^3} - \frac{\omega_{m0}^2V_{m0}}{30i^4}. \quad (S13b) \]

Upon substituting Eq. (S13) into Eq. (S9), expanding terms up to order \( \lambda^5 \), and separating terms into \( n = 0 \) and \( n \neq 0 \) yields

\[
|\psi_\lambda\rangle = \left[ 1 + \lambda \frac{\epsilon_0}{2} - \lambda^2 \left( \frac{\epsilon_0^2}{2i^2} - \frac{V_{00}}{2i^2} \right) - \lambda^3 \left( \frac{\epsilon_0^3}{6i^3} + \frac{V_{00} \epsilon_0}{2i^2} \right) + \lambda^4 \left( \frac{\epsilon_0^4}{24i^4} - \sum_m \frac{|V_{m0}|^2}{8i^2} - \frac{\omega_{m0}^2 V_{m0}}{4i^3} \right) \right. \\
+ \lambda^5 \left( \frac{\epsilon_0^5}{120i^5} - \sum_n \frac{\omega_{n0}|V_{n0}|^2}{30i^3} - \sum_n \frac{|V_{n0}|^2 \epsilon_0}{8i^3} + \frac{V_{00} \epsilon_0^3}{12i^4} \right) \right] |\chi_0\rangle \\
+ \sum_{n \neq 0} \left[ \lambda \frac{V_{n0}}{2i^2} + \lambda^2 \left( \frac{\omega_{n0}|V_{n0}|^2}{3i^3} - \frac{V_{n0} \epsilon_0}{2i^2} \right) + \lambda^4 \left( -\sum_m \frac{V_{n0}V_{nm}}{8i^2} - \frac{\omega_{n0}^2 V_{n0}}{3i^3} + \frac{\omega_{n0} \epsilon_0\epsilon_n}{4i^3} \right) + \cdots \right] |\chi_n\rangle.
\]

Thus, we obtain the following inner products,

\[
\langle \chi_0 | \psi_\lambda \rangle = 1 + \lambda \frac{\epsilon_0}{2i^2} - \lambda^2 \left( \frac{\epsilon_0^2}{2i^2} - \frac{V_{00}}{2i^2} \right) - \lambda^3 \left( \frac{\epsilon_0^3}{6i^3} + \frac{V_{00} \epsilon_0}{2i^2} \right) + \lambda^4 \left( \frac{\epsilon_0^4}{24i^4} - \sum_m \frac{|V_{m0}|^2}{8i^2} - \frac{\omega_{m0}^2 V_{m0}}{4i^3} \right) \\
+ \lambda^5 \left( \frac{\epsilon_0^5}{120i^5} - \sum_m \frac{\omega_{m0}|V_{m0}|^2}{30i^3} - \sum_m \frac{|V_{m0}|^2 \epsilon_0}{8i^3} + \frac{V_{00} \epsilon_0^3}{12i^4} \right) + \cdots,
\]

\[
\langle \chi_{n \neq 0} | \psi_\lambda \rangle = \lambda \frac{V_{n0}}{2i^2} + \lambda^2 \left( \frac{\omega_{n0}|V_{n0}|^2}{3i^3} - \frac{V_{n0} \epsilon_0}{2i^2} \right) + \lambda^4 \left( -\sum_m \frac{V_{n0}V_{nm}}{8i^2} - \frac{\omega_{n0}^2 V_{n0}}{3i^3} + \frac{\omega_{n0} \epsilon_0 \epsilon_n}{4i^3} \right) + \cdots.
\]

C. Various overlaps in perturbative expansion

We are ready to compute various overlaps using Eqs. (S7) and (S15). First, the ground state overlap \( C(\lambda) \) follows from Eq. (S7a),

\[
C(\lambda) = |\langle \Phi_0 | \Phi_\lambda \rangle|^2 = 1 - \lambda^2 \sum_{n \neq 0} \frac{|V_{n0}|^2}{(\epsilon_0 - \epsilon_n)^2} + 2 \lambda^3 \left( \sum_{n \neq 0} \frac{V_{00}|V_{n0}|^2}{(\epsilon_0 - \epsilon_n)^3} - \sum_{n \neq 0} \frac{1}{(\epsilon_0 - \epsilon_n)^2} \sum_{m \neq 0} \frac{\Re(V_{nm} V^*_{m0} V_{n0})}{\epsilon_0 - \epsilon_m} \right) + \cdots. \quad (S16)
\]

Second, the adiabatic fidelity \( F(\lambda) \) follows from Eqs. (S7) and (S15),

\[
F(\lambda) = |\langle \Phi_\lambda | \psi_\lambda \rangle|^2 = \frac{\langle \psi_\lambda | \Phi_0 \rangle \langle \Phi_0 | \psi_\lambda \rangle + \sum_{n \neq 0} |\Phi_\lambda |\langle \chi_n | \psi_\lambda \rangle|^2}{\sigma(\lambda^3)} = 1 - \lambda^2 \sum_{n \neq 0} \frac{|V_{n0}|^2}{(\epsilon_0 - \epsilon_n)^2} + 2 \lambda^3 \left( \sum_{n \neq 0} \frac{V_{00}|V_{n0}|^2}{(\epsilon_0 - \epsilon_n)^3} - \sum_{n \neq 0} \frac{1}{(\epsilon_0 - \epsilon_n)^2} \sum_{m \neq 0} \frac{\Re(V_{nm} V^*_{m0} V_{n0})}{\epsilon_0 - \epsilon_m} - \frac{V_{00} \epsilon_0}{2i^2} \right) + \cdots, \quad (S17)
\]

which is identical to \( C(\lambda) \) (S16) for up to order \( \lambda^2 \). Their difference, \( F(\lambda) - C(\lambda) \), reads \( F(\lambda) - C(\lambda) = -\lambda^3 \frac{V_{00} \epsilon_0}{2i^2} + \cdots \).

Third, \( \cos^2 \theta(\lambda) \) follows from Eq. (S15a),

\[
\cos^2 \theta(\lambda) = |\langle \Phi_0 | \psi_\lambda \rangle|^2 = 1 - \frac{\lambda^4}{4} \sum_{n \neq 0} \frac{|V_{n0}|^2}{i^2} + \lambda^5 \frac{V_{00} \epsilon_0^3}{i^4} + \cdots. \quad (S18)
\]
It then follows that \( \sin^2 \theta(\lambda) \) and \( \sin \theta(\lambda) \) read

\[
\sin^2 \theta(\lambda) = 1 - \cos^2 \theta(\lambda) = \frac{\lambda^4}{4} \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} - \lambda^5 \frac{V_{00}^3}{\Gamma^4} + \cdots, \\
\sin \theta(\lambda) = \frac{\lambda^2}{2} \left( \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} \right)^{1/2} - \lambda^3 \left( \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} \right)^{-1/2} \frac{V_{00}^3}{\Gamma^4} + \cdots.
\]

(S19a)

(S19b)

Fourth, the overlap \( \sqrt{\mathcal{D}_{\text{un}}(\lambda)} \) follows from Eqs. (S7b) and (S15),

\[
\mathcal{D}_{\text{un}}(\lambda) = \frac{|\langle \Phi_\lambda | (I - P) | \Psi_\lambda \rangle|^2}{\sum_{n \neq 0} \langle \Psi_\lambda | n \rangle \langle n | \Phi_\lambda \rangle} = \lambda^6 a_6 + \lambda^7 a_7 + \cdots,
\]

(S20a)

where

\[
a_6 := \frac{1}{4\Gamma^2} \left( \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} \right)^2, \quad a_7 := \frac{1}{2\Gamma^2} \left( \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} \right) \sum_{n \neq 0} \frac{1}{\Gamma^2} \left( \sum_{m \neq 0} \frac{\Re \left( V_{nm}^* V_{m0}^* V_{n0} \right)}{\varepsilon_0 - \varepsilon_m} - \frac{V_{00} |V_{nn}|^2}{\varepsilon_0 - \varepsilon_n} \right).
\]

(S20b)

Finally, we calculate \( \sin^2 \theta(\lambda) (1 - C(\lambda)) \) using the Eqs. (S16) and (S19a),

\[
\sin^2 \theta(\lambda) (1 - C(\lambda)) = \lambda^6 b_6 + \lambda^7 b_7 + \cdots,
\]

(S21a)

where

\[
b_6 := \frac{1}{4} \left( \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} \right) \left( \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} \right), \quad b_7 := -\frac{V_{00}^3}{\Gamma^4} \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} \frac{1}{\varepsilon_0 - \varepsilon_n} - \frac{1}{2} \left( \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} \right) \left( \sum_{n \neq 0} \frac{V_{00} |V_{nn}|^2}{\Gamma^2} \frac{1}{\varepsilon_0 - \varepsilon_n} - \frac{V_{00}^2 |V_{nn}|^2}{\Gamma^2} \sum_{m \neq 0} \frac{\Re \left( V_{nm}^* V_{m0}^* V_{n0} \right)}{\varepsilon_0 - \varepsilon_m} \right).
\]

(S21b)

(S21c)

Combing Eq. (S21) with Eqs. (S20) and (14) yields

\[
\mathcal{D}(\lambda) = \frac{\mathcal{D}_{\text{un}}(\lambda)}{\sin^2 \theta(\lambda) (1 - C(\lambda))} = \frac{\left( \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} \right)^2}{\left( \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} \sum_{m \neq 0} \frac{|V_{mn}|^2}{\Gamma^2} \right)^2} + 16 \lambda \left( \sum_{n \neq 0} \frac{|V_{nn}|^2}{\Gamma^2} \sum_{m \neq 0} \frac{|V_{mn}|^2}{\Gamma^2} \right)^{-2} \left( a_7 b_6 - a_6 b_7 + \cdots \right).
\]

(S22a)

S3. NON-INTERACTING HAMILTONIANS

We consider non-interacting systems whose Hamiltonian can be written as \( N \)-commuting pieces in momentum space, i.e., \( H_\lambda = \bigoplus_{k=1}^N \mathcal{H}_\lambda(k) \). Correspondingly, both the instantaneous ground state |\( \Phi_\lambda \rangle \) and the time-evolved state |\( \Psi_\lambda \rangle \) can be written as a tensor product form, |\( \Phi_\lambda \rangle = \bigotimes_{k=1}^N |\phi_\lambda(k) \rangle \) and |\( \Psi_\lambda \rangle = \bigotimes_{k=1}^N |\psi_\lambda(k) \rangle \), where |\( \phi_\lambda(k) \rangle \) is the instantaneous ground state of \( \mathcal{H}_\lambda(k) \), whereas for each \( k \), |\( \psi_\lambda(k) \rangle \) solves

\[
\text{i} \Gamma \partial_\lambda |\psi_\lambda(k) \rangle = \mathcal{H}_\lambda(k) |\psi_\lambda(k) \rangle, \quad |\psi_0(k) \rangle = |\phi_0(k) \rangle.
\]

(S23)

It then follows that the overlaps of various many-body wavefunctions can be written as products of overlaps of single-body wavefunctions

\[
\langle \Psi_\lambda | \Phi_\lambda \rangle = \prod_k \langle \psi_\lambda(k) | \phi_\lambda(k) \rangle, \quad \langle \Phi_\lambda | \Phi_\lambda \rangle = \prod_k \langle \phi_0(k) | \phi_0(k) \rangle.
\]

(S24)
Define the single-body projector $p_k := |\phi_\theta(k)\rangle\langle \phi_\theta(k)|$ and its complementary projector $q_k := I_k - p_k$, and make use of Eqs. (S24), we can express $\sqrt{\mathcal{D}_{un}(\lambda)}$ (13) as follows

$$\sqrt{\mathcal{D}_{un}(\lambda)} = |\langle \Psi_\lambda | P | \Phi_\lambda \rangle| \prod_k (1 + A_k) - 1, \quad A_k := \frac{\langle \psi_\lambda(k) | q_k | \phi_\lambda(k) \rangle}{\langle \psi_\lambda(k) | p_k | \phi_\lambda(k) \rangle}. \quad (S25)$$

To make further progress, a crucial observation for $A_k$ is that, for each $k$, the following condition holds

$$|\langle \psi_\lambda(k) | q_k | \phi_\lambda(k) \rangle| \ll |\langle \psi_\lambda(k) | p_k | \phi_\lambda(k) \rangle|. \quad (S26)$$

This fact can be verified directly by considering a perturbative expansion in $\lambda$ similar to what has been done in SM S2. If so, the following approximation formula,

$$\prod_k (1 + A_k) \simeq 1 + \sum_k A_k \quad \text{for all } |A_k| \ll 1, \quad (S27)$$

can be applied to Eq. (S25). Upon using Eqs. (10) and (S27), Eq. (S25) reads

$$\sqrt{\mathcal{D}_{un}(\lambda)} \simeq \cos \theta(\lambda) \sqrt{C(\lambda)} \left| \sum_k A_k \right|. \quad (S28)$$

**Driven Rice-Mele model**

We now apply the formalism developed above to the Rice-Mele model (32). Upon performing a Fourier transform, the Rice-Mele Hamiltonian (32) can be written as a sum of $N$ commuting terms

$$H_{RM} = \sum_k (a_k^\dagger b_k^\dagger + b_k a_k) \mathcal{H}_\lambda(k) \begin{pmatrix} a_k \\ b_k \end{pmatrix}, \quad \text{where } \mathcal{H}_\lambda(k) = d_\lambda(k) \cdot \sigma, \quad d_\lambda(k) := \begin{pmatrix} -(J + U) - (J - U) \cos k \\ (J - U) \sin k \\ \mu(\lambda) \end{pmatrix}, \quad (S29)$$

with $\sigma$ are the Pauli matrices.

We shall specialize to the case in which $J = U = \text{constant}$ and $\mu(\lambda) = \lambda$. It then follows that the $d$ vector (S29) has no momentum dependence and each single-body Hamiltonian $\mathcal{H}_\lambda(k)$ (S29) is simply the Landau-Zener model. For this case, the $|\sum_k A_k|$ term in Eq. (S28) simplifies

$$\left| \sum_k A_k \right| = N \sqrt{1 - \frac{|\langle \psi_\lambda | \phi_0 \rangle|^2}{|\langle \psi_\lambda | \phi_0 \rangle| |\langle \phi_\lambda | \phi_0 \rangle|}} \quad (S30),$$

where each overlap of single-body states can be obtained easily

$$|\langle \phi_\lambda | \phi_0 \rangle| = |\langle \phi_\lambda | \phi_0 \rangle|^{\frac{\mp}{2}} = \left( \frac{\sqrt{C(\lambda)}}{\sin(\theta(\lambda)) \sqrt{1 - (C(\lambda))^\frac{\mp}{2}}} \right)^{-\frac{\mp}{2}} = (\cos(\theta(\lambda)))^{\frac{\mp}{2}}. \quad (S31a)$$

Using these results, Eq. (S30) can be expressed in terms of $\theta(\lambda)$ and $C(\lambda)$ as

$$\left| \sum_k A_k \right| = N \sqrt{1 - \frac{(\cos^2 \theta(\lambda))^{\frac{\mp}{2}}}{\left( \frac{\cos(\theta(\lambda))}{\sqrt{C(\lambda)}} \right)^{\frac{\mp}{2}}} \left( \frac{\sqrt{C(\lambda)}}{\sin(\theta(\lambda)) \sqrt{1 - (C(\lambda))^\frac{\mp}{2}}} \right)^{\frac{\mp}{2}}} \quad (S32)$$

where we have used the inequality $(1 - x)^n \leq (1 - nx)$ for $0 \leq x \leq 1$ and $0 < n < 1$. It then follows that $\sqrt{\mathcal{D}_{un}(\lambda)}$ (S28) reads

$$\sqrt{\mathcal{D}_{un}(\lambda)} \geq (\cos(\theta(\lambda)))^{1 - \frac{\mp}{2}} \left( \frac{\sqrt{C(\lambda)}}{C(\lambda)} \right)^{\frac{\mp}{2}} \sin(\theta(\lambda)) \alpha(\lambda), \quad (S33a)$$

$$\alpha(\lambda) = \sqrt{N} \sqrt{1 - (C(\lambda))^\frac{\mp}{2}}, \quad (S33b)$$

where the equality in Eq. (S33a) holds if $\theta(\lambda)$ is small. The exponent $1 - \frac{1}{N}$ in Eq. (S33a) may be approximated as $1$ if $N$ is large.
Combing triangle inequality (30) and the inequality $1 - \sqrt{F(\lambda)} \leq \epsilon$ with $\epsilon \in [0, 1]$ from quantum adiabatic theorem, we obtain

$$
\left( 1 - \epsilon - \sqrt{C(\lambda)} \right)^2 \leq D_{\text{un}}(\lambda)
$$

where $C(\lambda) = e^{-CN^2}$ as $N \to \infty$. We shall take $\lambda = \lambda_* = C_{N}^{-1/2}$ in the inequality above. Since we are interested in the limit where $\delta V_N/C_N \to 0$ as $N \to \infty$, we may approximate $\sin \widetilde{R}(\lambda_*)$ by $\widetilde{R}(\lambda_*) = \delta V_N/(2\Gamma C_N)$ from Eq. (8),

$$
\left( 1 - \epsilon - \sqrt{C(\lambda_*)} \right)^2 \leq \sin \widetilde{R}(\lambda_*) \sqrt{1 - C(\lambda_*)} \sqrt{C(\lambda_*)}
$$

which can be written as

$$
\Gamma \leq \frac{1}{2} \frac{\delta V_N}{C_N} \frac{1}{(1 - e^{-1/2})^2} M(s_*), \quad \text{where} \quad M(s_*) := \sqrt{1 - e^{-1}} e^{-s_*/2}.
$$