Simulating the Effects of the Airborne Lidar Scanning Angle, Flying Altitude, and Pulse Density for Forest Foliage Profile Retrieval
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Abstract: Foliage profile is a key biophysical parameter for forests. Airborne Light Detection and Ranging is an effective tool for vegetation parameter retrieval. Data acquisition conditions influence the estimation of biophysical parameters. To acquire accurate foliage profiles at the lowest cost, we used simulations to explore the effects of data acquisition conditions on forest foliage profile retrieval. First, a 3-D forest scene and the airborne small-footprint full-waveform LiDAR data were simulated by the DART model. Second, the foliage profile was estimated from LiDAR data based on a Geometric Optical and Radiative Transfer model. Lastly, the effects of the airborne LiDAR scanning angle, flying altitude, and pulse density on foliage profile retrieval were explored. The results indicated that the scanning angle was an important factor in the foliage profile retrieval, and the optimal scanning angle was 20°. The optimal scanning angle was independent of flying altitude and pulse density, and combinations of multiple scanning angles could improve the accuracy of the foliage profile estimation. The flying altitude and pulse density had little influence on foliage profile retrieval at plot level and could be ignored. In general, our study provides reliable information for selecting the optimal instrument operational parameters to acquire more accurate foliage profiles and minimize data acquisition costs.
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1. Introduction

The forest leaf area index (LAI), the total one-sided leaf area per unit ground surface area [1], is an important biophysical parameter in ecosystem models [2]. The vertical distribution of the forest leaf area can influence the photosynthesis and carbon stock of the forest [3], and it is often represented by the foliage profile. The foliage profile plays an important role in energy exchange, the water cycle, and the carbon cycle in an ecosystem [4]. As a vertical structure parameter of the canopy, the foliage profile can estimate the forest aboveground biomass [5,6] and net primary productivity (NPP) [7], and it has great potential to describe the distribution of light transmission in the canopy [4]. The foliage profile is also a key factor in determining biodiversity and habitat suitability [8], as different wildlife species live at different forest heights.

Traditional direct foliage profile measurement methods, such as stratified sampling, and indirect ground measurement methods, such as the point-quadrat sampling [9,10], are expensive, labour-intensive, and time-consuming. Moreover, these direct methods are destructive. These
methods cannot be implemented over large areas, and they cannot be used to monitor the vegetation growth conditions over a long time series. Optical remote sensing has been widely used to retrieve vegetation biophysical and biochemical parameters, such as LAI \cite{11,12} and chlorophyll content \cite{13,14}. Optical remote sensing can provide information on the horizontal distribution of forest parameters over large areas, but it has difficulty in acquiring the vertical structure of the forest canopy \cite{15,16}.

As an active remote sensing technique, light detection and ranging (LiDAR) has a strong penetration ability in the forest canopy, and it can acquire the information from the lower canopy \cite{17}. Full-waveform LiDAR records all backscatter energy; thus, it can capture richer vertical canopy structure information \cite{16}. LiDAR has been used to retrieve many forest structure parameters, such as tree height \cite{18}, LAI \cite{19,20}, and biomass \cite{21}. The forest foliage profile has also been retrieved by LiDAR in recent studies \cite{22,23}. Tang et al. \cite{24} estimated the cumulative LAI profile in tropical rain forests based on the Geometric Optical and Radiative Transfer (GORT) model with airborne large-footprint full-waveform LiDAR data, and the results indicated that the estimation moderately agreed with the tower-measured vertical LAI profile. Ma et al. \cite{25} retrieved the foliage area volume density (FAVD) profile of a forest using a radiative transfer (RT) model and airborne small-footprint full-waveform LiDAR data. The study then obtained the forest LAI which were highly correlated. Zhao et al. \cite{26} compared the conifer stand foliage profiles derived from the terrestrial full-waveform LiDAR (EVI) and airborne full-waveform LiDAR (LVIS) system. The results showed that airborne LiDAR could acquire more upper canopy information and terrestrial LiDAR could capture more information about the lower canopy, and the two methods exhibited strong agreement.

It is believed that data acquisition conditions, such as the scanning angle and flying altitude, could affect the accuracy of vegetation parameter estimations and determine the cost of data acquisition. Several studies have analysed the sensitivity of some vegetation structure parameters to LiDAR data acquisition conditions. Morsdorf et al. \cite{27} analysed the effects of the airborne LiDAR flying height and scanning angle on tree height, fractional cover, and LAI estimations. The results indicated that the underestimation of the forest height increased and the fractional cover decreased with the increase in flying altitude. The effect of the scanning angle was not as evident, probably due to the small scanning angle used, but the fractional cover seemed to be most affected by the scanning angle \cite{27}. Lovell et al. \cite{28} simulated airborne LiDAR data to explore the optimal LiDAR data acquisition conditions to estimate forest height. The results showed that the estimated predominant height was affected by the LiDAR sampling interval, and they were linearly dependent. Keränen et al. \cite{29} studied the influences of the scanning angle, flying height, and scanning mode on the inventory of forest parameters. The study found that the flying altitude had little influence on the estimation of plot volume and mean height. The LiDAR data with a scanning angle of 15° could obtain slightly more precise mean height and plot volume measurements than the data with a scanning angle of 20°. Holmgren et al. \cite{30} simulated airborne LiDAR data using a ray-tracing method to explore the effects of the scanning angle on mean height and canopy closure estimations. The results indicated that the influence of the scanning angle on height percentiles was greater in the forests with low intervals than with high intervals, and the effect of the scanning angle on canopy closure was greater than the effect on laser height percentiles. Kükenbrink et al. \cite{31} explored the effects of pulse density and flight strip overlap on occluded and unobserved canopy volumes. The results indicated that the forest canopy volume was obviously occluded, even with a high pulse density, and larger flight strip overlap can significantly increase the amount of observed canopy volume due to the added observation angles and increased pulse density. However, to our knowledge, there has not been a study exploring the effects of LiDAR data acquisition conditions on forest foliage profile retrieval.

To obtain a more accurate forest foliage profile at the lowest cost, it is vital to investigate the effects of data acquisition conditions on foliage profile estimations. The overall goal of our study is to explore the effects of the scanning angle, flying altitude, and pulse density on foliage profile retrieval using simulated airborne full-waveform LiDAR data. The specific objectives of our study are to: (1) simulate the 3-D forest scene and airborne small-footprint full-waveform LiDAR data; (2) retrieve the forest
foliage profile from simulated LiDAR data based on the GORT model; and (3) assess the effects of the scanning angle, flying altitude, and pulse density on foliage profile retrieval.

2. Materials

2.1. Creation of the 3-D Forest Scene

To simulate the LiDAR data, the 3-D forest scene should first be created. OnyxTREE (Version 6.0, Onyx Computing, Inc., Cambridge, MA, USA, 2003) is a vegetation modelling software produced by Onyx computing that has been used in several studies for vegetation structure generation, forest management, and vegetation remote sensing [32]. The software has a rich library including the most common vegetation types, and it can precisely describe the 3-D structure of vegetation. According to the field investigation, we generated 80 Tilias using the OnyxTREE software with different parameters such as trunk height and crown diameter. Tilia (Tilia tuan Szyszyl.) is a deciduous tree that grows mainly in North America, Europe, and Asia. The tree generated from OnyxTREE was composed of many triangular facets, and it was saved in .obj format. A plane on the ground surface that was free from the terrain effect was chosen, and the plane size was set to 60 m × 60 m. To create a forest scene, we placed all 80 Tilias on the ground surface using random tree centre locations. To avoid edge effects, we selected a sub-region of 40 m × 40 m in the centre of the scene for the sensitivity analysis. The scene is shown in Figure 1. To acquire the simulated foliage profile of the plot, we layered the plot scene at 1 m height intervals and then calculated the leaf area of each layer by summing the areas of all triangular facets in the layer. We calculated the ratio of the leaf area of each layer to the plot area to acquire the simulated foliage profile. The simulated foliage profile is shown in Figure 2, and the simulated LAI was 4.86.

![Figure 1. Simulated forest scene.](image)
2.2. LiDAR Data Simulation

The DART (Discrete Anisotropic Radiative Transfer) model is a comprehensive physics-based 3-D model that can simulate the earth-atmosphere radiation interaction from visible to thermal infrared wavelengths [33–36]. The DART model was developed at Center for the Study of the Biosphere from Space (CESBIO) in 1992 and patented in 2003. We acquired the free DART licenses (DART 5.6.0 V739) from Paul Sabatier University. The model can simulate the optical image and LiDAR data, including both airborne and terrestrial LiDAR data. The simulations even contain discrete return, waveform, and photo counting LiDAR data. We simulated the airborne waveform LiDAR data for the 3-D forest scene created by Onyx TreeMaker using the DART software. To explore the effects of the scanning angle, flying height, and pulse density on forest foliage profile retrieval, we simulated the airborne full-waveform LiDAR data under different conditions using the variable controlling method. The scanning angle was from 0° to 30° at an interval of 5°, the flying height was set from 1000 m to 4000 m with an interval of 1000 m, and the pulse density was set from 0.25 pulse/m² to 8 pulses/m². The beam divergence was set as 0.15 mrad, so the footprint size was set from 0.15 m to 0.6 m with an interval of 0.15 m. The scanning angle is the angle from nadir. The parameters of all simulations are shown in Table 1. The simulated scan schematic is shown in Figure 3, where the green circles represent the trees, the blue arrow represents the flight route and direction, and the vertices of the green grid represent the centres of the footprints. Several examples of simulated single airborne LiDAR pulse data are shown in Figure 4.
Table 1. The airborne LiDAR data acquisition parameters of all simulations.

| No. | Scanning Angle (°) | Flying Altitude (m) | Pulse Density (Pulses/m²) |
|-----|---------------------|---------------------|--------------------------|
| 1   | 0                   | 2000                | 0.25                     |
|     | 5                   |                     | 1                        |
|     | 10                  |                     | 4                        |
|     | 15                  |                     |                          |
|     | 20                  |                     |                          |
|     | 25                  | 4000                | 1                        |
|     | 30                  | 1000                |                          |
|     |                     | 2000                |                          |
|     |                     | 3000                |                          |
|     |                     | 4000                |                          |
| 2   | 20                  |                     | 0.25                     |
|     |                     |                     | 0.5                      |
|     |                     |                     | 1                        |
|     |                     |                     | 2                        |
|     |                     |                     | 4                        |
|     |                     |                     | 8                        |
| 3   | 20                  | 2000                |                          |

Figure 3. Airborne LiDAR scan schematic (the scanning angle is 0°, and the pulse density is 1 pulse/m²).

Figure 4. Three examples (a–c) of simulated airborne LiDAR pulse data.
3. Methods

The foliage profile is the vertical distribution of the forest leaf area. The GORT model was used to obtain the foliage profile from the LiDAR data. The raw small-footprint full-waveform LiDAR data were processed using the following steps: waveform stacking, return energy profile generation, cumulative canopy closure profile generation, cumulative leaf area index profile generation, and foliage profile generation [37].

3.1. Waveform Stacking and Return Energy Profile Generation

When the upper vegetation is dense, more energy from a pulse is intercepted by the vegetation, so the small-footprint waveform LiDAR always acquires faint ground return. However, sufficient ground return is important for estimating the vegetation LAI using the method based on the Beer-Lambert law [38]. To enhance the ground returns, the plot size was chosen as the aggregation cell size according to Nie et al. [38], and all small-footprint waveforms within one cell were stacked into a large pseudo-waveform. Using this method, the ground returns could be easily acquired from the pseudo-waveform. After waveform stacking, the return energy profile was generated.

3.2. Canopy Closure Profile Generation

Canopy closure is always calculated as the ratio of canopy return energy to total return energy using Equation (1). Based on the return energy profile, the canopy closure at height \( z \) was calculated as the ratio of cumulative canopy return energy from the canopy top to height \( z \) to the total return energy, as shown in Equation (2). Then, the canopy closure profile was generated. To eliminate the difference derived from the different reflectance from the ground and the canopy, the reflectance ratio between the vegetation and the ground was considered when calculating the canopy closure profile.

\[
    f_{\text{cover}} = \frac{E_v}{E_v + E_g}, \tag{1}
\]

\[
    f_{\text{cover}}(z) = \frac{E_v(z)}{E_v(0) + \rho_v \rho_g E_g}, \tag{2}
\]

where \( f_{\text{cover}} \) represents the canopy cover of the whole canopy; \( f_{\text{cover}}(z) \) represents the canopy cover from the canopy top to height \( z \); \( E_v \) and \( E_g \) are the whole canopy return energy and ground return energy, respectively; \( E_v(z) \) and \( E_v(0) \) are the canopy return energies from the canopy top to height \( z \) and from the canopy top to height 0, respectively; and \( \rho_v \) and \( \rho_g \) are the reflectance of the vegetation and the ground, respectively.

3.3. Cumulative Leaf Area Index Profile Generation

Based on the Beer-Lambert law, the cumulative leaf area index profile was retrieved from the cumulative canopy closure profile according to Equation (3).

\[
    \text{LAI}_{\text{cum}}(z) = -\frac{\log(1 - f_{\text{cover}}(z))}{G \times \Omega}, \tag{3}
\]

Where \( \text{LAI}_{\text{cum}}(z) \) is the cumulative leaf area index from the canopy top to height \( z \) and \( G \) is the projection coefficient. It is assumed that the foliage is distributed randomly, so \( G \) is set to 0.5. \( \Omega \) is the clumping index. According to the global foliage clumping index derived by Chen et al. [39], we chose 0.63 as the value of \( \Omega \), which was the mean clumping index for a broadleaf and evergreen forest.

3.4. Foliage Profile Generation

To obtain the vertical distribution of the leaf area index, we calculated the derivative with respect to the cumulative leaf area index according to Equation (4), and the foliage profile was then acquired.
where \( f_{\text{foliage\_profile}}(z) \) is the foliage profile at height \( z \).

3.5. Accuracy Assessment

To assess the accuracy of the forest foliage profile estimation, the root mean squared errors (RMSEs) of the simulated foliage profile and the retrieved foliage profiles under all data acquisition conditions were calculated according to Equation (5). When the RMSE was lower, the estimation accuracy was higher. The absolute difference between the simulated leaf area index and the retrieved total leaf area index (Diff) could also be used to assess the foliage profile retrieval accuracy, and the calculation method is shown in Equation (6). The estimation accuracy was higher when the absolute difference was lower.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (\hat{y}_i - y_i)^2}{n}},
\]

\[
Diff = |LAI_{\text{simulated}} - LAI_{\text{retrieved}}|,
\]

where \( \hat{y}_i \) represents the retrieved foliage profile value in the \( i \)th layer, \( y_i \) represents the simulated foliage profile value in the \( i \)th layer, and \( n \) represents the number of layers. The \( LAI_{\text{simulated}} \) represents the simulated total LAI, \( LAI_{\text{retrieved}} \) represents the retrieved total LAI, and Diff represents the absolute difference between \( LAI_{\text{simulated}} \) and \( LAI_{\text{retrieved}} \).

4. Results

4.1. Estimation of Foliage Profile

An example of the process used to estimate the forest foliage profile of the plot is shown in Figure 5. The scanning angle, flying altitude, and pulse density in the example were 20°, 2000 m, and 1 pulse/m², respectively. The red line in Figure 5 was the dividing line between the ground and the canopy. Figure 5a shows the return energy profile of the plot. We can see that the height range of the canopy return energy was larger than the height range of the ground return energy, and the canopy return energy varied with the increase in tree height. The canopy closure profile is shown in Figure 5b. Figure 5b indicates that the canopy closure increased as the tree height decreased, and the rate of change was different at different heights. The total canopy closure was 0.74. Figure 5c represents the cumulative LAI profile, and it showed that the cumulative LAI increased as the tree height decreased. The total LAI was 4.94. Therefore, the difference between the simulated total LAI and the retrieved total LAI was 0.08. Figure 5d represents the forest foliage profile, and it demonstrated that the single-layer foliage area index varied with the increase of tree height. The single-layer foliage area index at the middle heights was larger than at the lower or higher heights, and the largest value was 0.33.
Figure 5. An example of foliage profile processing stages for the plot when the scanning angle, flying altitude, and pulse density are 20°, 2000 m, and one pulse/m², respectively: (a) return energy profile; (b) cumulative canopy closure profile; (c) cumulative LAI profile; (d) foliage profile.

4.2. Effect of Scanning Angle on Foliage Profile Estimation

To investigate the influence of the airborne LiDAR scanning angle on foliage profile retrieval, we estimated the forest foliage profiles from the LiDAR data at scanning angles from 0° to 30° at 5° intervals. The retrieved forest foliage profiles at all scanning angles are shown in Figure 6a, and the histograms of the retrieved foliage profiles at each scanning angle are shown in Figure 6b–h. Figure 6a indicates that when the scanning angle was 0°, the foliage profile was smallest at lower canopy heights and largest at higher canopy heights. When the scanning angle was 30°, the foliage profile was largest at the lower canopy heights and smallest at higher canopy heights. In the lower canopy, which was lower than 18 m, the foliage profile increased with the increase of the scanning angle. However, in the upper canopy, which was higher than 18 m, the foliage profile decreased with the increase of the scanning angle, and the rate of change was low.

The RMSEs of the simulated foliage profiles and the estimated foliage profiles and the Diff s of the simulated total LAIs and the retrieved total LAIs at all scanning angles were calculated to quantitatively assess the accuracy of the foliage profile estimation, and the results are shown in Figure 7. Figure 7a demonstrates that the RMSE decreased when the scanning angle increased from 0° to 20°, and it increased when the scanning angle increased from 20° to 30°. Therefore, when the scanning angle was 20°, the estimated foliage profile had the lowest RMSE. Figure 7b showed that the Diff decreased when the scanning angle increased from 0° to 20°, and it increased when the scanning angle increased from
20° to 30°. The total LAI estimated at the scanning angle of 20° was the closest to the simulated LAI. Therefore, when the scanning angle was 20°, the estimated foliage profile had the highest accuracy.

![Figure 6](image1.png)

**Figure 6.** The estimated foliage profiles at the scanning angles from 0° to 30° at 5° intervals (the flying altitude and pulse density are 2000 m and one pulse/m², respectively). (a) The estimated foliage profiles at all scanning angles; (b–h) the histograms of the estimated foliage profiles at the scanning angles of 0°, 5°, 10°, 15°, 20°, 25°, 30°.

![Figure 7](image2.png)

**Figure 7.** The RMSEs of the foliage profiles (a) and the Diffs of the total LAIs (b) at scanning angles from 0° to 30° at 5° intervals (the flying altitude and pulse density are 2000 m and one pulse/m², respectively).

To investigate whether the optimal scanning angle is dependent on the flying altitude, we estimated the forest foliage profiles from the LiDAR data at all scanning angles at flying altitudes of 2000 m and 4000 m. The RMSEs and the Diffs are shown in Figures 7 and 8, respectively. Figure 8a,b show that the RMSE and Diff both decreased when the scanning angle increased from 0° to 20°, and they increased when the scanning angle increased from 20° to 30°. Therefore, when the forest foliage profile was estimated from the LiDAR data at a flying altitude of 4000 m, the optimal scanning angle was 20°, which was the same as the results at a flying altitude of 2000 m. In conclusion, these results indicated that the optimal scanning angle is unrelated to the flying altitude.
which was the same as the results in Figure 7. Therefore, when the pulse density increased from 0.25 pulse/m$^2$ to four pulses/m$^2$, the optimal scanning angle for foliage profile retrieval at plot level remained at 20°, which demonstrated that the optimal scanning angle was independent of the pulse density at plot level when the pulse density increased from 0.25 pulse/m$^2$ to four pulses/m$^2$.

To explore whether the optimal scanning angle is dependent on the pulse density, we estimated the forest foliage profiles from the LiDAR data at all scanning angles at pulse densities of 0.25 pulse/m$^2$, one pulse/m$^2$, and four pulses/m$^2$. The RMSEs and Diffs were all calculated, and the results are shown in Figure 7, Figure 9, and Figure 10. Figures 9 and 10 show that the RMSEs and Diffs all first decreased and then increased, and the minimum values were reached at a scanning angle of 20°, which was the same as the results in Figure 7. Therefore, when the pulse density increased from 0.25 pulse/m$^2$ to four pulses/m$^2$, the optimal scanning angle for foliage profile retrieval at plot level remained at 20°, which demonstrated that the optimal scanning angle was independent of the pulse density at plot level when the pulse density increased from 0.25 pulse/m$^2$ to four pulses/m$^2$.

![Figure 8](image1.png)

Figure 8. The RMSEs of the foliage profiles (a) and the Diffs of the total LAI (b) at scanning angles from 0° to 30° at 5° intervals (the flying altitude and pulse density are 2000 m and 0.25 pulse/m$^2$, respectively).

![Figure 9](image2.png)

Figure 9. The RMSEs of the foliage profiles (a) and the Diffs of the total LAI (b) at scanning angles from 0° to 30° at 5° intervals (the flying altitude and pulse density are 2000 m and 0.25 pulse/m$^2$, respectively).

To determine if combining multiple scanning angles can improve the accuracy of foliage profile estimations, we estimated the foliage profile from the LiDAR data at all single scanning angles and combinations of scanning angles. The RMSEs and Diffs were calculated to assess the estimation accuracies. Figure 11 shows that when using a single scanning angle, the RMSE at the scanning angle of 20° was smallest, and it was 0.17. When using a combination of scanning angles to estimate the foliage profile, the RMSEs of the 15° and 20°, 15° and 25°, and 15° and 30° combinations were all smaller than 0.17. When the scanning angles of 15° and 20° were combined, the RMSE was the smallest, at 0.16. Figure 12 demonstrates that when using a single scanning angle, the Diff at the scanning angle of 20° was 0.072, which was the smallest. When using a combination of scanning angles to estimate the foliage profile, the Diff of the 15° and 25° and 15° and 30° combinations were smaller than 0.072.
When the scanning angles of 15° and 25° were combined, the Diff was the minimum, and it was 0.013. Therefore, combining multiple scanning angles could improve the accuracy of the forest foliage profile estimation.

**Figure 10.** The RMSEs of the foliage profiles (a) and the Diffs of the total LAI (b) at scanning angles from 0° to 30° at 5° intervals (the flying altitude and pulse density are 2000 m and four pulses/m², respectively).

**Figure 11.** The RMSEs of all single scanning angles and all scanning angle combinations.

**Figure 12.** The Diffs of all single scanning angles and all scanning angle combinations.

### 4.3. Effect of Flying Altitude on Foliage Profile Estimation

We estimated the foliage profiles from the simulated full-waveform LiDAR data at flying altitudes from 1000 m to 4000 m at 1000 m intervals to explore the effect of flying altitude on the foliage profile estimation.
estimation, and the results are shown in Figure 13. Figure 13a shows the estimated foliage profiles at all flying altitudes, and Figure 13b–e show the histograms of the foliage profiles estimated at each flying altitude. Figure 8 indicates that there was little difference between the foliage profiles derived from the LiDAR data at different flying altitudes. There was no obvious regularity, and the foliage profiles derived from different flying altitudes were all similar.

The RMSEs of the foliage profiles and the Diffs of the total LAIs at all flying altitudes were calculated to quantitatively analyse the foliage profile retrieval results, and the results are shown in Figure 14. Figure 14a shows that the RMSEs at all flying altitudes were similar, and they were all very small and between 0.16 and 0.19. Although the rate of change of the RMSE was small, there was a rising trend when the flying altitude increased from 1000 m to 3000 m and a declining trend when the flying altitude increased from 3000 m to 4000 m. The RMSE at the flying altitude of 3000 m was the largest, and it was the smallest at the flying altitude of 1000 m. The Diff increased when the flying altitude increased from 1000 m to 3000 m, and it decreased when the flying altitude increased from 3000 m to 4000 m. Therefore, the Diff at the flying altitude of 3000 m was the largest, and it was the smallest at the flying altitude of 1000. However, the overall change of the Diff was small and was only from 0 to 0.3. Therefore, when the flying altitude increased from 1000 m to 4000 m, the estimation accuracy was highest at the flying altitude of 1000 m and smallest at the flying altitude of 3000 m. However, the RMSEs and the Diffs at all flying altitudes were very close.
4.4 Effect of LiDAR Pulse Density on Foliage Profile Estimation

The forest foliage profiles were estimated from the airborne small-footprint full-waveform LiDAR data at different pulse densities from 0.25 pulse/m$^2$ to eight pulses/m$^2$ to explore the influence of pulse density on the forest foliage profile, and the results are shown in Figure 15. Figure 15a shows the estimated foliage profiles at all pulse densities, and Figure 15b–g show the histograms of the estimated foliage profiles at the pulse densities of 0.25 pulse/m$^2$, 0.5 pulse/m$^2$, one pulse/m$^2$, two pulses/m$^2$, four pulses/m$^2$, and eight pulses/m$^2$. Figure 15 shows that when the pulse density increased from 0.25 pulse/m$^2$ to eight pulses/m$^2$, the retrieved foliage profiles were all very close to each other, and there was no obvious change rule. Therefore, when the pulse density increased from 0.25 pulse/m$^2$ to eight pulses/m$^2$, the effect of pulse density on the foliage profile at plot level was weak.

![Figure 14](image1.png)

Figure 14. The RMSEs of the foliage profiles (a) and the Diff of the total LAIs (b) at flying altitudes from 1000 m to 4000 m at 1000 m intervals (the scanning angle and pulse density are 20° and one pulse/m$^2$, respectively).

![Figure 15](image2.png)

Figure 15. The estimated foliage profiles at pulse densities from 0.25 pulse/m$^2$ to eight pulses/m$^2$ (the scanning angle and flying altitude are 20° and 2000 m, respectively). (a) the estimated foliage profiles at all pulse densities; (b–e) the histograms of the estimated foliage profiles at pulse densities of 0.25 pulse/m$^2$, 0.5 pulse/m$^2$, one pulse/m$^2$, two pulses/m$^2$, four pulses/m$^2$, and eight pulses/m$^2$. 

The RMSEs of the foliage profiles and the Diff of the total LAIs at all pulse densities were calculated to quantitatively analyse the foliage profile retrieval results, and the results are shown in Figure 16. Figure 16a shows that when the pulse density was between 0.25 pulse/m² and eight pulses/m², the RMSEs were all similar, and they were all very small and between 0.16 and 0.18. Figure 16b shows that the Diff changed slightly when the pulse densities were between 0.25 pulse/m² and eight pulses/m², and they were all small and within the range of 0.01 to 0.09. Therefore, when the pulse density increased from 0.25 pulse/m² to eight pulses/m², the estimation accuracies of the foliage profiles were similar and remained high.

![Figure 16](image)

**Figure 16.** The RMSEs of the foliage profiles (a) and the Diff of the total LAI (b) at pulse densities from 0.25 pulse/m² to eight pulses/m² (the scanning angle and flying altitude are 20° and 2000 m, respectively).

5. Discussion

Tang et al. [24] estimated the vertical LAI distributions from the Laser Vegetation Imaging Sensor (LVIS) large-footprint waveforms based on the GORT model. Our study indicated that the forest foliage profile could be accurately estimated using the GORT model and simulated airborne small-footprint full-waveform LiDAR data. Therefore, the physics-based method used in this study is an efficient foliage profile retrieval method to use when waveform LiDAR data are available. To improve the foliage profile estimation accuracy and minimize the data acquisition costs, the effects of data acquisition conditions on the forest foliage profile estimation were explored, including the scanning angle, flying altitude, and pulse density.

Previous studies have found that when the scanning angle increased, the amount of echo from the ground decreased [28,30,40]. Similarly, the analysis of the influence of the scanning angle on the foliage profile estimation in this study found that when the scanning angle increased, airborne LiDAR acquired a similar return energy from the upper canopy, more return energy from the lower canopy, and less ground return energy. Therefore, when the scanning angle was larger, the foliage area index derived from the GORT model was slightly smaller at the upper canopy and larger at the lower canopy. This result occurs because when using a large scanning angle, the path length through the canopy is longer than in near nadir measurements with a small scanning angle [29]. Thus, more emitted pulses were intercepted by the lower canopy, and fewer echoes backscattered from the ground were detected.

Holmgren et al. [30] simulated the influence of the LiDAR scanning angle on the estimation of canopy height and closure related metrics. The results indicated that these metrics changed quickly when the scanning angle increased from 0° to 20°, and they changed slightly when the scanning angle increased from 20° to 30°. Keränen et al. [29] studied the effect of the scanning angle on the accuracy of an ALS-based forest inventory, and they found that a narrower scanning angle (30°) led to more accurate results than a wider scanning angle (40°). Similarly, the accuracy assessments in this study found that the estimated foliage profile at the scanning angle of 20° was nearest to the simulated foliage profile, and the estimated total LAI at the scanning angle of 20° was the most accurate. Therefore,
the optimal scanning angle for the forest foliage profile estimation was 20°. The sensitivity analyses found that the optimal scanning angle for foliage profile retrieval at plot level is independent of the flying altitude and pulse density when the flying altitude increased from 1000 m to 4000 m and the pulse density increased from 0.25 pulse/m² to four pulses/m². In addition, a combination of multiple scanning angles can improve the foliage profile estimation accuracy, such as the combinations of 15° and 25° and 15° and 30° scanning angles. Of course, more accurate foliage profile estimation methods for combining multiple scanning angles should be explored in future research.

Increasing the flying altitude can enlarge the observation area while retaining the same flying time, thereby decreasing the cost of data acquisition [41]. When the flying altitude was increased, the footprint size was enlarged and the pulse density was decreased, so the return energy was affected. Næsset et al. [42] found that the flying altitude had no effect on the estimation of mean height and volume. A study by Goodwin et al. [43] also reached similar conclusions. In this study, the analysis of the impact of the flying altitude found that the foliage profiles derived from different flying altitudes showed little difference, and they were all close to each other. The error analyses also found that the flying altitude affected the foliage profile and total LAI estimation very little, and the effects could be ignored. This phenomenon might be due to the opposite effects for the return energy profile derived from the increase of the footprint size and the decrease of the pulse density. Therefore, the flying altitude can affect the return energy, but the prediction error of the foliage profile and the total LAI do not change much. This result is in agreement with the findings of Næsset et al. [44]

Several studies have explored the influence of pulse density on forest parameter estimations [45–47]. These studies found that the precision of the canopy height, diameter at breast height, and stand volume estimations were all insensitive to the reduction in pulse density until the pulse density dropped below one pulse/m² [45,46]. When the pulse density was smaller, the return energy of the whole plot was smaller. Therefore, the pulse density could significantly affect the return energy profile of the plot. In this study, the analysis of the sensitivity of the foliage profile estimation to pulse density found that the foliage profiles derived from the different pulse densities were all close to each other, and the RMSEs and Diffs were all very small. Therefore, the effect of pulse density on foliage profile retrieval was weak and could be ignored. Of course, the pulse densities used in this study were only from 0.25 pulse/m² to eight pulses/m², which might not be sufficient to draw these conclusions. A larger range of pulse densities and other forest types need to be studied in further research. Although the return energy profiles with different pulse densities were obviously different, the foliage profile was essentially constant. This was because the foliage profile was derived from the GORT model, which was based on the gap probability.

6. Conclusions

We explored the effects of the airborne LiDAR scanning angle, flying altitude, and pulse density on forest foliage profile retrieval for the first time, to our knowledge. The results indicated that the scanning angle is an important influence factor in foliage profile retrieval, and the optimal scanning angle for foliage profile estimations is 20°. The optimal scanning angle was independent of the flying altitude and pulse density. In addition, scanning angle combinations of 15° and 25° and 15° and 30° can improve the foliage profile estimation accuracy. A more accurate method that combines multiple scanning angles for foliage profile estimations should be studied in future research. The effects of flying altitude and pulse density on foliage profile retrieval were small with no obvious regularity, so they could all be ignored.

In general, the forest foliage profile estimation was significantly affected by the airborne LiDAR scanning angle, and the effects of flying altitude and pulse density on the foliage profile estimation were small and could be ignored. These sensitivity analyses were very important for selecting optimal instrument operational parameters to acquire more accurate foliage profiles and minimize data acquisition costs. Overall, our results provide reliable and useful information for the forest and ecological researchers using LiDAR data.
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