Predicting Osteoarthritis Progression in Radiographs via Unsupervised Representation Learning
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Abstract

Osteoarthritis (OA) is the most common joint disorder affecting substantial proportions of the global population, primarily the elderly. Despite its individual and socioeconomic burden, the onset and progression of OA can still not be reliably predicted. Aiming to fill this diagnostic gap, we introduce an unsupervised learning scheme based on generative models to predict the future development of OA based on knee joint radiographs. Using longitudinal data from osteoarthritis studies, we explore the latent temporal trajectory to predict a patient’s future radiographs up to the eight-year follow-up visit. Our model predicts the risk of progression towards OA and surpasses its supervised counterpart whose input was provided by seven experienced radiologists. With the support of the model, sensitivity, specificity, positive predictive value, and negative predictive value increased significantly from 42.1% to 51.6%, from 72.3% to 88.6%, from 28.4% to 57.6%, and from 83.9% to 88.4%, respectively, while without such support, radiologists performed only slightly better than random guessing. Our predictive model improves predictions on OA onset and progression, despite requiring no human annotation in the training phase.

Introduction

OA is the most common joint disorder affecting 10% of men and 18% of women over 60 years of age [1]. It is one of the most frequent causes of pain, loss of function, and disability in adults. In developed countries, the resulting socio-economic burden is high with cost estimates ranging between 1.0% and 2.5% of gross domestic products [2]. Despite its public impact, the understanding of its pathogenesis is limited: OA remains an enigmatic condition and so far treatment mainly consists of pain management with joint replacement for end-stage disease [3]. If patients that are likely to experience future onset or progression of OA are identified in a timely manner, they can be treated accordingly, either surgically or non-surgically, to at least halt disease progression. Moreover, early disease stages may be susceptible to new therapeutic approaches [4, 5]. However, with current standard clinical tools differentiation remains difficult between patients who require preventive measures - that is those with a high probability of progression - and those who do not have to be treated.
Artificial intelligence (AI) will have a profound impact on medicine in the next decades. A special class of neural networks, generative adversarial network (GANs) as first introduced by Goodfellow et al. [6], is successfully applied in various medical tasks, e.g., medical image synthesis [7–9], cross-modality translation [10, 11], and anonymous data sharing [7]. In this work, we predict the future progression towards OA as an exemplary representative use of our method. We utilize GANs to explore the latent temporal trajectories of patients whose longitudinal knee joint radiographs (obtained at recurring visits) were used to infer model-based prognostication of OA onset and progression. Once the model is fully trained, the model-based prognostication relies exclusively on a patient’s baseline radiograph.

The rationale for our investigation is as follows: There are vast amounts of longitudinally acquired medical image data because of patient follow-up studies that contain follow-up examinations or because of screening examinations that contain valuable implicit image information about the onset or progression of a particular disease. However, this information is so far unusable for conventional machine learning models as the majority of data is unlabeled in the sense that no human-generated, machine-readable data is available. A direct mapping of the time course of the images in pixel space is futile due to the challenges associated with high dimensionality [12]. However, if the relevant image information can be represented in a low-dimensional space, their trajectory in this space over time can be mapped. From this, a vector field mapping the image appearance of changes with time can be generated from a sufficient number of longitudinally acquired image data and the time course of new samples can be estimated based on where in that space the first image is located and where the vector field at that position is pointing to. If operational, such a modeling-based approach may provide reliable predictions of disease onset and progression.

Results

The System Overview

We focus on generating a synthetic image that best represents how an existing radiograph of the knee will look like in the future. To realize this, we train a GAN - the improved StyleGAN [13] - to generate future representations of the knee radiographs. The training of the GAN can be performed with the images only, i.e., without the need of any labeling. Instead of modeling the probability density directly, a GAN model learns a projection from a simple latent distribution without the need of any labeling. Instead of modeling the probability density directly, a GAN model learns a projection from a simple latent distribution $p_w$ to the complicated real data distribution $p_r$ [14]. In practice, such a projection is parameterized by a deterministic feed-forward neural network, i.e., a generator $G$. We make use of the fact that a GAN that yields high-quality data must incorporate a high-level understanding of the semantics of the real data distribution $p_r$ and by proxy of the structure of the latent space. This allows us to explore the signature of future onset or progression to OA. As shown in Fig. 1a, we map existing knee radiographs to the learned manifold, i.e., we invert the generator $G^{-1}(x)$ that finds the latent vector $w$ that best describes the image $x$. We then make use of the fact that every radiological image is accompanied by a time-stamp of its acquisition [15]. This allows us to construct the latent vector field, i.e., $G^{-1}(x_{\text{baseline}}) \rightarrow G^{-1}(x_{\text{follow-up}})$, that maps radiographs to their future state. We proceed as follows when predicting the future - yet unknown - radiograph that corresponds to an existing radiograph (Fig. 1b): We locate the nearest neighbor of the existing radiograph by computing and sorting the normalized cosine distance (equation 4) between latent vectors of the target $x$ and all other knees $y$ within the dataset. After having identified the $m$ surrounding neighbors within the latent space (Fig. 2b), the predicted knee image can be generated by feeding the latent vector $G^{-1}(x) + \Delta w_x$ to the trained StyleGAN $G$, where $\Delta w_x$ is computed based on the empirical progression of the latent vector of the neighboring knees (equation 5).

Prediction of Onset and Progression of OA

The proposed system generates a prediction of the most probable future radiograph based on its baseline. OA usually develops over years or even decades. We tested our approach over a time span of eight years on 1,290 patients from the Osteoarthritis Initiative (OAI) dataset [16] that had not been seen by the model before. Exemplary real baseline radiographs, their real follow-up radiographs (obtained at the eight year follow-up visit), and their corresponding synthesized counterparts (generated based only on the real baseline) are shown in Fig. 2c and d. For patients exhibiting OA progression (Fig. 2c), the generated synthesized images demonstrate classic signs of OA, most notably joint space narrowing (as indicated by the red arrows), which is not present in non-progressing knee joints (Fig. 2d).

The task of estimating progression risks solely based on features provided by the baseline radiographs is challenging, even for experienced radiologists (Fig. 1c). To compare what is achievable with supervised
learning based on the existing dataset, we finetuned a ResNet-50 classifier pre-trained on ImageNet dataset [17] that tries to identify progressors based on baseline radiographs in a supervised end-to-end manner. We found that the classifier is no better than random guessing in predicting OA onset or progression, i.e., the area under the receiver operating characteristic curve (ROC-AUC) was 0.52. However, our generative model achieved a substantially higher ROC-AUC of 0.69 on the OAI test set (Fig. 3a). A more detailed summary of performance metrics and confidence intervals (CI) can be found in Supplementary Table S3. To test if our algorithm generalizes well on external data, we evaluated the predictive model’s performance (as trained using the OAI data) on the independent Multi-center Osteoarthritis Study (MOST, n=3,015 participants), label distribution listed in Table S1) using our method in Fig. S7. As shown in Table S4 and in consistence with the data on the OAI dataset, our method achieves a significantly higher ROC-AUC of 0.64 (p-value < 0.001, determined using bootstrapping) than its supervised counterpart with a ROC-AUC of 0.54.

Predicting the future state of a progressive disease via the latent nearest neighbor algorithm relies on two hyperparameters: the size of data that can be embedded into latent space, and the number of nearest neighbors considered (5). To verify that larger datasets are necessary for accurate predictions, we randomly subsampled the OAI training set to 1% (443 radiographs), 10% (4,433 radiographs), and 50% (22,163 radiographs). Fig. 4a demonstrates that incorporating more data points into the latent space improves the performance (in terms of ROC-AUC) of the proposed method. Related metrics and confidence intervals (CI) can be found in Supplementary Table S5. We evaluated the stability of our method with respect to the hyper-parameter $m$ that denotes the number of nearest neighbors taken into account in the generation of future synthetic radiographs. As demonstrated in Fig. 4b and Table S6, only a minor performance change is observed when averaging multiple vectors of the nearest neighbors in the latent space.
Fig. 2. Visualization of the Latent Nearest-neighbor Approach. (a) Through back mapping, knee radiographs (with a resolution of $256 \times 256$) are mapped to 512-dimensional vectors in the latent space. OA onset or progression is derived by computing the vector $\Delta w$ that connects the baseline (white dots) to the follow-up radiograph (dark dots) of each patient. The latent space is populated by the longitudinal image data from OAI. (b) Visual explanation of the predicted follow-up radiographs. When predicting the future image morphology of a baseline knee radiograph $x$, $x$ is firstly mapped to the 512-dimensional latent space ($G^{-1}(x)$). Its nearest neighbors are identified by calculating normalized cosine distances (equation 4), and the vector mapping the baseline to the follow-up image is determined via equation 5. The future appearance of the knee is then generated by feeding $G^{-1}(x) + r \times \Delta w_{nn}$ to the StyleGAN $G$. (c), (d) Model predictions on knee joints that demonstrate OA progression (c) and that remain stable (d). Each knee joint is visualized in a $2 \times 2$ grid where the ground truth and the model predicted outcome are shown in the lower left and lower right panel, respectively. As a sign of progressive OA, joint space narrowing and subchondral opacification are indicated by the red arrows in (c). Note that the increasing severity of these OA features is correctly predicted by the model.

Model Assisted Identification of OA Onset and Progression By Humans in the Loop

| Model support | Sensitivity (95% CI) | Specificity (95% CI) | PPV (95% CI) | NPV (95% CI) | Fleiss’ kappa |
|---------------|----------------------|----------------------|--------------|--------------|--------------|
| no            | 0.421 (0.275, 0.567) | 0.723 (0.592, 0.853) | 0.284 (0.244, 0.324) | 0.839 (0.822, 0.856) | 0.278         |
| yes           | 0.516 (0.413, 0.618) | 0.886 (0.791, 0.981) | 0.576 (0.460, 0.692) | 0.884 (0.870, 0.898) | 0.484         |

In total, 486 knee radiographs were rated by seven radiologists for detecting rapid progressive knees (95 out of 486). This reader test consists of two phases: identification of progressors based on baseline radiographs or combining baseline radiograph information together with our model assisted prediction. Fleiss’ kappa was computed to represent the inter-reader agreement. Abbreviations: PPV: positive predictive value, NPV: negative predictive value.

Assessing future OA onset or progression based on radiographs is challenging and therefore not routinely
Fig. 3. Classification Performance of the Supervised and Unsupervised Models in Determining OA Progression. (a) ROC curves of the supervised classification network (blue) and our unsupervised approach (red). The proposed method outperforms the supervised model in terms of ROC-AUC (p-value < 0.001). The average performance of all radiologists without and with the support by the model is plotted as a blue and red dot, individually. Both sensitivity and specificity are increased when support by the model is provided (black arrow). (b) Zoomed-in region of the dotted rectangular area of the ROC (as outlined in a) with individual radiologists represented by open shapes (without model support) and filled shapes (with model support).

Fig. 4. System Performance as a Function of Training Data Size and the Number of Nearest Neighbors. (a) ROC curves with respect to different amounts of training data from the OAI. ROC-AUC was improved by including more data points into the image manifold. (b) Classification performance with respect to variable numbers of nearest neighbors that are utilized to determine the onset or progression of OA. Classification AUC when utilizing 1, 2, 5, or 10 nearest neighbors was comparable (see p-value in Table S6), indicating that adjacent samples in the latent space encode similar information.

performed by radiologists. Radiologists are rather trained to assess the radiograph at the time of presentation. We hypothesize that radiologists who are provided with the predicted future radiograph of a patient can better assess the onset or progression of OA.

After defining ”OA progression” as developing more and/or severe radiographic signs of OA or developing any radiographic signs of OA where there were none before, we assigned radiologists to two experiments in random order: A) to predict whether the patient will have OA progression based on the present radiograph only B) to predict whether the patient will have OA progression based on the present radiograph and the
synthesized future radiograph generated by our model. In total, seven experienced clinical radiologists (with 4, 7, 6, 8, 17, 8, and 8 years of experience in musculoskeletal radiology) were asked to participate in both experiments. In experiment A, most radiologists were not able to reliably differentiate between the two groups, except for the radiologist with 17 years of experience, see Fig. 3 and Fig. S6. We found that the performance among radiologists varied significantly: sensitivity ranged from 22% to 65% and specificity ranged from 54% to 90% (see Fig. 3b and Table S2). This is not surprising given the fact that radiologists have very limited experience with predicting the course of OA over many years. In test B, results were substantially improved by the additional informative presentation of the synthesized future radiograph. As shown in Fig. 3b and Table S2, both sensitivity and specificity consistently improved to ranges of 34% to 71% and 66% to 95% and all radiologists reached a significantly better performance as quantified by the ROC-AUC. Comparing these results to the fully automated assessment with our unsupervised model, we find that our algorithm outperforms almost all radiologists in test A: only the most senior radiologist is on par with the unsupervised model. If supported by the model, radiologists -both individually and overall- consistently outperform the model (Test B, Fig. 3), which highlights the fact that human and artificial intelligence are complementary. It is also noteworthy, that AI-support helps the radiologists to rate the radiographs more consistently: while Fleiss’ kappa is 0.278 for test A, the agreement between radiologists is higher in test B with a kappa of 0.484, see Table 1.

Visualization of OA Progression

Our test with human experts suggests that future states of disease as predicted by the proposed generative model are beneficial to clinicians and can aid in prognostication. Moreover, the model seems to be capable of predicting the image appearance of a knee radiograph several years into the future. To visualize the future OA onset or progression we generate synthesized radiographs at 1, 2, 4, 6, and 8 years into the future (based solely on the baseline radiograph) for all patients who returned for follow-up visits in these intervals, i.e., for whom the real counterparts are available. We find that the GAN smoothly interpolates the image appearance of progression from healthy to osteoarthritic knees and is in agreement with the changes observed in the real radiographs, see Figure 5. We then calculate the progression score both for the real and the synthesized radiographs and plot their respective time courses in Fig. 5. Again we find, that the two curves correctly demonstrate OA onset or progression, even though changes in the real radiograph seem to be preceded by changes in the synthesized radiograph. It is also interesting to note that the synthesized radiograph - in accordance with the real radiograph - visualizes an increase in soft tissues around the knee as a sign of weight gain, often a cause for OA onset or progression due to increased mechanical load.

Diagnostic Information is Preserved in the Latent Space

When representing a radiograph solely by a point in the latent space (i.e. 512-dimensional vector), diagnostic information might get lost. To test whether this is the case, we conducted additional experiments. Important diagnostic information contained in the images is the grading according to Kellgren-Lawrence-Score (KLS) and the knee injury and osteoarthritis outcome score (KOOS). We followed the approach given in [18, 19] and performed the classification task solely on latent vectors - i.e., not the images themselves were used for training, but their low-dimensional condensed representation in latent space. We trained the algorithm to extract the the KLS grade and the KOOS. Data was partitioned as before (see Fig S1) and the latent vector for a specific knee was calculated following Algorithm 1. For the classification tasks, we trained a shallow neural network with only one hidden layer on the latent vectors of the OAI training and validation sets. Results are given in Fig. S9. When evaluated on the test set, the KOOS classifier reached a state of the art AUC of 0.69 (95% CI: 0.651, 0.719), a sensitivity of 0.61 (95% CI: 0.56, 0.66), and a specificity of 0.66 (95% CI: 0.623, 0.696), on par with algorithms trained on the full images [20].
Fig. 5. Longitudinal Evolution of a Participant with OA Progression as Reflected by Original and Synthetic Radiographs. Temporal evolution of the left knee of an 61-year-old female participant from the OAI. This was read as displaying no signs of OA at baseline (KLS=0) and presented with mild OA (KLS=2) after 8 years. (a) Original radiographs (upper row) and corresponding model-based synthetic predictions (lower row) at baseline as well as at the 1-year, 2-year, 4-year, 6-year, and 8-year follow-up visits. Original and synthetic radiographs show similar intra-articular changes. Please also note the similar periarticular changes in terms of increased soft tissue around the joint. (b) Based on the images, the respective progression probability was computed for the synthetic (blue) and original radiographs (red). Both curves correctly arrive at a high probability of OA progression, while the synthesized radiographs seem to precede the changes as compared to the original radiographs.

Discussion

In this work, we demonstrated the diagnostic and the prognostic potential of using unlabeled data to train a machine learning algorithm. We focused on knee radiographs, in particular on OA onset and progression. The algorithm was tested on a multi-center and multi-trial dataset and we were able to show that the classification performance of radiologists can be improved by a wide margin. As OA prognostication remains challenging despite enormous clinical and scientific research efforts, the identification of patients who are susceptible to develop OA or to undergo OA progression is of paramount importance to guide treatment and to potentially facilitate new preventive or curative treatment strategies. Even though our predictive model has been validated on high-quality study collectives of the OAI and MOST trials and remains to be validated in less homogeneous clinical collectives, the systematic use of unlabeled data and unsupervised learning suggests a promising alternative path forward to improve OA prognostication based on predictive models. Importantly, the presented method can be applied to a plethora of general medical conditions in which the future progression of a disease is important for medical decision making. No dedicated labeling of data is needed, as the imaging devices produce a time-stamp on each acquired radiological image by default. Synthetic radiological images have been used before to alleviate the problems associated with data sharing [7] or to generate synthetic CT datasets from MRI datasets [21]. However, no study so far has involved synthetic radiological images and latent space trajectories into disease prognostication and, secondarily, clinical decision-making. Possible application scenarios
include the use of brain MRI to monitor and predict the onset or progression of Alzheimer’s disease or other neuro-degenerative disorders to act early and to prevent further progression [22]. Indeed, it has been shown that prediction of the progression in patients with Alzheimer’s disease based on variables extracted through deep neural networks might be a promising approach [23–25]. Similar needs arise in the progression of patients with liver fibrosis towards liver cirrhosis [26], the progression of osteoporosis [27], the course of cardiovascular diseases [28], or diabetes and its complications [29]. These application scenarios require big datasets and potential sharing of data across institutions and borders, but this is in reach given the national efforts to implement screening programs [30].

This study and the predictive model have limitations: First, to train the generative model a large amount of data is needed - for plain radiographs as used in this work, we utilized approximately 50,000 images. It can be expected that a higher number of samples will be needed for image data that contain higher dimensional information, e.g., three- or even four-dimensional time-resolved MRI or CT images. Second, in order for the model to make accurate predictions, a clear progression with corresponding image changes needs to be present. This is clearly the case for OA and probably for several other diseases that were mentioned above as potential application scenarios. Previous work has for example focused on predicting brain tumor size [31, 32]. While these models assumed a Gaussian distribution in latent space, allowing for convenient sampling, the unbounded latent in our work focusses on sample quality to facilitate a hybrid approach for clinical practice. Note, that our approach can be expanded to quantify uncertainty: we can progressively add more observations to the latent space and measure the information gain. Third, we found in Fig S8 that sometimes the system correctly predicts the progression of OA, yet bases its prediction on implausible image features. Here, the consistent implementation of the model’s output, e.g., by saliency maps, may improve explainability and comprehensibility on the part of the user. Fourth, the OAI and MOST datasets are well curated and provide standardized image quality due to stringently implemented acquisition and post-processing techniques. The predictive model’s successful application on these datasets does not necessarily translate to clinical applicability and benefit as radiographs acquired in clinical contexts may display larger variability in image quality. In conclusion, we introduce and validate a novel predictive model that uses unsupervised learning to provide information on OA onset and progression. Beyond OA, this proof-of-concept study highlights the potential of unsupervised learning schemes, generative models, and latent space trajectories to make substantiated predictions on future disease states in nearly all fields of medicine without necessitating any additional labels.
Methods

Development and Testing Datasets

The system was developed on data from the Osteoarthritis Initiative (OAI), consisting of a total number of 26,525 bilateral fixed flexion plain film radiographs from 4,796 participants with OA of the knee or at risk of developing knee OA [16]. In this longitudinal cohort study, the imaging, biochemical, and constitutional findings associated with knee OA have been investigated and documented from February 2004 to October 2015. Briefly, the right and the left knees of participants were imaged together on 14 × 17 inch films. In total, we utilized a pre-trained Hourglass network and extracted 52,981 (separated left and right) knee radiographs with a region of 140mm × 140mm from all participants who were regularly imaged from baseline to the 96-month follow-up [33].

During the development of this study, the input knee images were flipped to the right knee configuration and resized to 256 × 256 by bilinear interpolation. Both quantitative and semi-quantitative assessments, such as the joint space width and the KLS, were available for most radiographs (43,132 knee radiographs from 3,944 patients) from the OAI. In this study, we used the KLS as a quantitative measure for image’s morphological changes reflective of OA onset or progression. As shown in Fig S1, participants were randomly allocated to training, validation, and hold-out test sets. The test set was kept separate during the development phase of the algorithm and was only used to test the algorithm’s performance after parameter tuning had been finished. Since the KLS is not needed in the unsupervised approach, the unlabeled radiographs could be used as well and were included in the model development loop (9,849 radiographs from 852 patients). Supplementary Table S1, describes demographic characteristics and the KLS for relevant subsets of the OAI dataset.

An independent dataset from the Multi-center Osteoarthritis Study (MOST) [34] was also used to validate the system’s performance and generalization in another dataset from another trial. Similar to the OAI dataset, the MOST dataset is a longitudinal, prospective study that recruited more than 3,026 participants for five follow-up visits at 15, 30, 60, 72 and 84 months. In the MOST dataset, all 19,340 knee radiographs labeled with KLS (bilateral, standing fixed-flexed posteroanterior views) were used solely for testing our proposed predictive model. Detailed label statistics for the MOST datasets can be found in table S1. Ethical approval for collecting all subject information was provided by the OAI and MOST.

Details of System Modules

In general, our system is trained to take the baseline knee radiograph and automatically produce the future knee morphology as well as the risk score predicting whether the patient will suffer from OA onset or progression in the next years. The proposed modular approach consists of a generative StyleGAN, a latent back-mapping module, a synthetic future radiograph module, and a progression risk estimation module.

StyleGAN and Training Details

Our approach relies on training a generative model that learns high-level representations of input knee radiographs. A GAN consists of a generator network and a discriminator network. The generator network G projects a simple latent distribution Pz to a more complex data distribution Pg. Next, a feed forward neural network, i.e., a discriminator D, is used to directly measure the distributional distance between Pz and a real data distribution Pr. The training process of our GAN follows the original approach by solving the min-max problem min max L(G, D) via training D and G alternately. The objective function of the GAN can be expressed as:

\[
\begin{align*}
L_D &= \min_D \mathbb{E}_{x \sim P_r(x)} [-\log D(x)] + \mathbb{E}_{z \sim P_z(z)} [-\log (1 - D(z))] \\
L_G &= \min_G \mathbb{E}_{z \sim P_z(z)} [-\log D(G(z))].
\end{align*}
\]

(1)

Goodfellow et al. suggest this version of the G loss L_G in equation 1 to circumvent the saturation of G during the early phase of training. However, plenty of observations have been made on problems such as the instability of training a GAN to truly converge and the mode collapse issue in GAN-generated samples. It has been widely shown that optimizing the objective in equation 1 via simultaneous gradient descent does not guarantee the convergence towards the Nash equilibrium point [6]. Therefore, it’s necessary to add additional regularization strategies to stabilize the training. In this work, we regularize the training process of D \( \theta_D \) via adding a gradient penalty term \( R_1 \) to \( L_D \):

\[
R_1(\theta_D) = \frac{\lambda}{2} \mathbb{E}_{x \sim P_r(x)} \left\| \nabla_x D_{\theta_D}(x) \right\|^2.
\]

(2)
We set the $R_1$ regularization weighting factor to $\gamma = 10$ throughout the training process. Similarly, we enforce the smoothness of the $G$ function $\theta_g$ with respect to the intermediate latent $w$ by using the path length regularization [13]:

$$R_{pl}(\theta_g) = \mathbb{E}_{w,y \sim \mathcal{N}(0,1)} (||\nabla_w G(w)y||_2 - a)^2,$$

where $y$ is randomly distributed Gaussian noise with the same shape as the generated image $G(w)$ and the constant $a$ is the running average of $\mathbb{E}_{w,y} ||\nabla_w G(w)y||_2$. This $G$ regularization is of particular importance to our method as it guarantees meaningful interpolations in the intermediate latent space and makes the $G$ inversion easier [13]. Figure S3 a plots the output logits for both real and generated samples from $D$ during training. Regularization on both $D$ and $G$ are also plotted in Figure S3 b.

To measure whether the generated images converged to realistic radiographs, we continuously measured the Fréchet Inception Distance (FID) between a set of 50,000 real and synthesized pairs during training [35]. We found that the FID decreased nearly monotonically, indicating that the general appearance of the generated images approaches that of real radiographs. The corresponding figures depicting the evolution of the FID are given in Fig. S3 c. However, a single FID score cannot make conclusions about the generation ability, i.e., precision and recall, of the trained GAN [36]. We additionally computed the distribution-wise precision and recall parameters to characterize our GAN and to pick the best performing model. As shown in Figure S3 d, we selected the best performing GAN model with the highest precision and recall (indicated by the red arrow). The description of the selected model characteristics to the target distribution of knee radiographs is depicted in a precision-recall curve [36] in Figure S3 e.

We employed the improved $G$ architecture of StyleGAN [13]. Unlike conventional generators, Karras et al. design additional mapping layers $f$ (two-layer perceptron) that non-linearly project the simple Gaussian latent $z$ into an intermediate latent space $W$ with the same 512 dimensions. It has been shown that feature disentanglement becomes achievable in the intermediate latent space $W$ as it does not have to be bounded by any fixed, e.g., Gaussian or uniform, distribution for convenient sampling. In this study, we therefore refer to the latent vector as vectors $w$ in $W$. To control feature appearance, as shown in Fig. S2 c-e, we pass the affine transformed latent vector $w$ to the convolution layers of the StyleGAN $G$ [13]. The $G$ architecture resulted in a final spatial resolution of $256 \times 256$ is shown in Fig. S2. We picked the leaky rectified linear unit (LReLU) with a negative slope of 0.2 and weight demodulation [13] as the activation function and normalization in $G$ layers. Similarly, in $D$, we chose LReLU and Sigmoid as activation functions for convolution layers and the final classifier layer separately. During training, we used two Adam optimizers [37] with the same learning rate of 0.0025 for both $G$ and $D$, and the mini-batch size was set to 32 across two NVIDIA Titan RTX GPUs. Throughout the study, Pytorch v.1.8.1 was used for implementation [38].

Latent Back Mapping Module

Once the generative model is trained, a method is needed to map an existing knee radiograph $x$ to a point $w$ in latent space $W$ such that the radiograph $\hat{x}$ synthesized from $w$ is a close representation of $x$. Technically, under the framework of StyleGAN, we need to optimize the intermediate latent vector $w$ and noise maps $n_i$ corresponding to different resolutions for reconstructing the counterpart of a target image $x$. To approximate the mapping function $G^{-1}(x)$, we compute the learned perceptual image patch similarity (LPIPS) [10], i.e., the Euclidean distance between embeddings of $x$ and $\hat{x}$ extracted by a pretrained VGG-16 network, as the cost function (Fig. S4 a). While optimizing $n_i$, we make sure no meaningful gradient from $x$ is leaked to $n_i$ during gradient descent by adding an auto-correlation regularization [13]. We additionally impose randomization to the latent $w$ when evaluating the cost function in order to avoid trapping in a local minimum [39]. The cost was optimized by an Adam optimizer with an initial learning rate of 0.1. More details of the inverting a StyleGAN $G$ are depicted in Algorithm 1. To test, whether the computed $w$ is a good approximation of $G^{-1}(x)$, we computed the structural similarity index (SSIM) between 5,000 pairs of original and reconstructed radiograph of both the OAI and the MOST dataset in Fig. S4 b. As shown in Fig. S4 b, we observed that OAI reconstructed radiographs achieved SSIMs of around 0.8, while MOST reconstructed radiographs displayed slightly larger variability, most likely due to the fact that the GAN had been trained on OAI radiographs only. In addition, 500 random pairs of $x$ and their corresponding $G(w)$ were also compared by one radiologist with 8 years of experience and checked visually for inconsistencies. In all 500 sample pairs, there was good agreement between the real and synthesized radiographs with no visually notable difference.
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Synthetic Future Radiograph Generation

Algorithm 1 Inverting StyleGAN Generator \( G^{-1}(x) \). We use default values of \( \eta = 0.1 \), \( \alpha = 10^3 \), and \( n_z = 10,000 \).

1: **Require:** A candidate baseline knee radiograph \( I \); a pretrained StyleGAN \( G(w, n_i) \) with a mapping network

\( f(z) \); LPIPS loss function \( L_{\text{LPIPS}} \); noise regularization \( R \); learning rate schedule \( T \).
2: **Require:** a maximum learning rate \( \eta \); the number of latent code \( z \) sampled \( n_z \); the weight of noise regularization \( \alpha \); a constant \( t \) scales the noise amplitude of \( w \).
3: **Output:** the optimized latent vector \( w \) that can reconstruct \( I \).
4: 5: for \( n = 1, \ldots, n_z \) do
6: Sample normally distributed latent code \( z_n \)
7: Compute \( \mu_w = \mathbb{E}_n f(z_n) \) and \( \sigma_w^2 = \mathbb{E}_n \| f(z_n) - \mu_w \|_2^2 \)
8: Initialize latent \( w = \mu_w \) and noise map \( n_i = \mathcal{N}(0, 1) \)
9: 10: while not converged do
11: \( w \leftarrow w + \mathcal{N}(0, 0.05 \sigma_w t) \)
12: \( L \leftarrow L_{\text{LPIPS}}(I, G(w, n_i)) + \alpha R(n_i) \)
13: \( w \leftarrow w - \eta \nabla_w L \)
14: \( n_i \leftarrow n_i - \eta \nabla_{n_i} L \)
15: \( \eta \leftarrow T(\eta) \)
16: return \( w \)

Synthetic Future Radiograph Generation

In the first step, we construct a dictionary \( D = \{w_i\}_{i=1}^N \) that contains mapped latent code \( w \) of OAI radiographs based on Algorithm 1. We conceptually construct a vector field \( V \) that maps the points in the latent space \( W \) that belong to the baseline radiographs \( x^{\text{baseline}} \) to points in the latent space of the follow-up radiograph \( x^{\text{follow-up}} \):

\[ V : G^{-1}(x^{\text{baseline}}) \rightarrow G^{-1}(x^{\text{follow-up}}) \]

Predicting the future state of a progressive knee \( x \) during inference is a combination of two steps: identification of the latent code \( w_x \) of the candidate’s knee (Algorithm 1), and modeling the future appearance of the knee radiograph via interpolating the latent vector field \( V \). To interpolate the value of the vector field at new positions \( x \), we employ the nearest neighbor interpolation with nearest defined via the normalized cosine distance

\[ d(x, y) = \| \frac{w_x}{\|w_x\|_2} - \frac{w_y}{\|w_y\|_2} \|_2 \] , \quad (4)

and the actual interpolation defined as:

\[ \Delta w_{x_{nn}} = \frac{1}{m} \sum_{i=1}^m \Delta T \left[ G^{-1}(x_i^{\text{follow-up}}) - G^{-1}(x_i^{\text{baseline}}) \right] , \]

(5)

where \( m \) is the number of nearest neighbors, \( \Delta T \) is the time interval denoting how far in the future the synthesized radiograph should be generated, and \( G^{-1}(x_i) \) is the corresponding latent vector of the i-th nearest neighbor of \( x \). The prediction of the future knee state can be obtained via feeding the mapped latent \( w_x \) and the computed vector difference \( \Delta w_{nn} \) to the generator, i.e., \( G(w_x + \Delta w_{nn}) \). This procedure was used to generate synthetic future radiographs for the human reader test.

Progression Risk Estimation Module

The risk prediction module takes in a baseline scan and its (synthesized) follow-up scan in the form of grayscale knee radiographs to predict the OA progression risk. Previous studies solely utilized the baseline patient state, e.g., the radiological image or study, and tried to predict the future progression probability in an end-to-end fashion [40–42]. However, in this study, we can predict the morphological appearance of the radiograph at a future time point (Algorithm 2) and compute the risk based on the appearance of the synthetic radiograph as detailed above. Inside the module, we placed an adversarially trained ResNet-50 [43] that can correctly classify the KLS of the input knee radiograph. As indicated in Fig. S1, the classifier was developed and tested on 34,477 KLS-labeled knee radiographs from 2,654 participants and another 8,655 knee radiographs from 1,290 participants that were initially held out as the radiologists’ test set but were then included. The
We then computed the probability of OA progression (\( y \times x \) classes for are shown in Fig. S5 a and b. The classification performance of the ResNet, as well as its interpretable gradient saliency maps towards osteoarthritis changes as those, who showed progress of more than one KLS (\( c \) fulfilled the condition that the KLS change is larger than one, i.e., \( c_j - c_i > 1 \)) over scans. We then computed the probability of OA progression (\( y = 1 \)) as a sum of joint probabilities \( \{ (c_i, c_j) \} \) which fulfill the condition that the KLS change is larger than one, i.e., \( c_j - c_i > 1 \), between its prior and follow-up visit radiographs:

\[
p(y = 1| x_i, x_j) = \sum_{\{ (c_j - c_i > 1) \}} p(\text{KLS} = c_i|x_i) \times p(\text{KLS} = c_j|x_j),
\]

\[
p(y = 0| x_i, x_j) = 1 - p(y = 1| x_i, x_j).
\]

Clinical Reader Experiments

To identify patients who are in need of preventive care, it is important to differentiate between patient with imminent OA onset and/or progression towards osteoarthritic changes and patients with stable disease. We defined participants belonging to the group of progressors as those, who showed progress of more than one KLS over 8 years. We designed two different experiments: In experiment A, seven experienced radiologists were given only the baseline radiograph and were asked to predict whether a patient will experience the onset or progression of OA, or whether a patient exhibits a stable disease. We then computed the probability of OA progression (\( y = 1 \)) as a sum of joint probabilities \( \{ (c_i, c_j) \} \) which fulfill the condition that the KLS change is larger than one, i.e., \( c_j - c_i > 1 \), between its prior and follow-up visit radiographs:

\[
p(y = 1| x_i, x_j) = \sum_{\{ (c_j - c_i > 1) \}} p(\text{KLS} = c_i|x_i) \times p(\text{KLS} = c_j|x_j),
\]

\[
p(y = 0| x_i, x_j) = 1 - p(y = 1| x_i, x_j).
\]

Statistical Analysis

For each of the experiments, we calculated the following parameters on the test set: ROC-AUC, sensitivity, and specificity. The cutoff value for deciding between the presence or non-presence of pathology was determined by minimizing \((1 - \text{sensitivity})^2 + (1 - \text{specificity})^2\) [44]. If not otherwise stated, standard deviations (SD) and 95% CI were extracted using bootstrapping with 10,000 redraws. The difference in metrics, such as ROC-AUC, sensitivity, and specificity, was defined as a \( \Delta \) metric. For the total number of \( N = 1,000 \) bootstrapping, models were built after randomly permuting predictions of two classifiers, and metric differences \( \Delta \) metric, were

Algorithm 2 Radiograph Prediction as Generated from the Latent Space

1. Require: A candidate baseline knee radiograph \( I \); a pretrained StyleGAN \( G \); the calculated mapping dictionary \( D \) of knees.
2. Require: the number of nearest neighbors considered \( m \).
3. Output: Synthetic future radiograph of the candidate’s knee.
4. get \( w_I \leftarrow G^{-1}(I) \) from Algorithm 1
5. \n6. for \( w_j \) in \( D.\text{keys}() \) do
7. \( d(w_I, w_j) \leftarrow \frac{\| w_I - w_j \|_2}{\| w_I \|_2} \)
8. Sort \( w_j \) in \( D.\text{keys}() \) according to distances \( d(w_I, w_j) \)
9. Initialize \( \Delta w^{nn}_I = 0 \)
10.
11. for \( w_j \) in set \( M \) containing latents for the \( m \) smallest distances \( d(w_I, w_j) \) do
12. \( \Delta w^{nn}_I \leftarrow \frac{\Delta t}{\Delta T} (w_i^{\text{follow-up}} - w_i^{\text{baseline}}) + \Delta w^{nn}_I \)
13. return \( f_\text{future} \leftarrow G(w_I + \frac{1}{m} \Delta w^{nn}_I, n_i = 0) \)

ResNet classifier utilized the softmax loss function as its criterion. Additionally, to improve the interpretability of the classifier, we applied adversarial augmentation with an attack strength of \( \epsilon = 0.005 \) during the training process [43]. The classification performance of the ResNet, as well as its interpretable gradient saliency maps are shown in Fig. S5 a and b.

We denote \( x_i, x_j \) as baseline and follow-up knee radiographs respectively (Fig. 1c), and \( c_i, c_j \) as KLS classes for \( x_i \) and \( x_j \) ranging from 0 to 4. We defined patients with imminent OA onset and/or progression towards osteoarthritic changes as those, who showed progress of more than one KLS (\( c_j - c_i > 1 \)) over scans. The radiologists were then given the predicted synthesized radiograph next to the baseline radiograph as additional guiding help and were again asked to perform the same allocation into two groups. For both experiments, we randomly selected 468 participants and 486 knee radiographs (95 progression-positive as defined above) with a resolution of 256 × 256 out of the test set. All reading experiments were done on diagnostic computer monitors.
computed from their respective scores. We obtained the two-tailed $p$-value of individual metrics by counting all $\Delta - \text{metric}_i$ above the threshold $\Delta_{\text{metric}}$. Statistical significance was defined as $P < 0.001$. For the clinical reader experiments, Cohen’s kappa was used to calculate intra-reader agreement between experiments A and B for the same reader, while Fleiss’ kappa was used to calculate inter-reader agreement between the seven radiologists.
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**Supplementary information**

Table S1: The knee radiograph datasets for the training, validation, and testing of the predictive model

|                          | OAI dataset       | MOST dataset      |               |
|--------------------------|-------------------|-------------------|---------------|
|                          | Training & validation | Test | Total | External test |
| Number of unique patients| 3,506             | 1,290            | 4,796         | 2,753         |
| Number of radiographs    | 44,326            | 8,655            | 52,981        | 19,340        |
| Number of patients without KLS labels | 852              | -                | 852           | -             |
| Number of radiographs without KLS labels | 9,849            | -                | 9,849         | -             |
| Male (%)                 | 1,463 (41.7%)     | 529 (41.0%)      | 1,992 (41.5%) | 1,206 (43.8%) |
| Age, mean (SD), years    | 60.6 (9.1)        | 60.3 (9.1)       | 60.7 (9.1)    | 62.5 (8.1)    |
| Patient knees with KLS = 0| 2,537            | 763              | 3,300         | 2,514         |
| Patient knees with KLS = 1| 1,528            | 395              | 1,923         | 1,350         |
| Patient knees with KLS = 2| 2,396            | 438              | 2,834         | 1,401         |
| Patient knees with KLS = 3| 1,013            | 192              | 1,205         | 1,731         |
| Patient knees with KLS = 4| 321              | 66               | 387           | 957           |
| Knees with OA progression of ΔKLS > 1 | 375              | 95               | 474           | 661           |

The semi-quantitative assessments, i.e., Kellgren & Lawrence scores (KLS) of fixed flexion knee radiographs were available for both OAI and MOST datasets. Abbreviations: SD, standard deviation; KLS, Kellgren & Lawrence scores.

Table S2: Performance metrics of individual radiologists in predicting OA onset and progression as a function of model assistance

| Radiologist (Years of Experience) | Model prediction assistance | Sensitivity (%) | Specificity (%) | PPV (%) | NPV (%) | Cohen’s Kappa |
|-----------------------------------|-----------------------------|-----------------|-----------------|---------|---------|---------------|
| Radiologist 1 (8 years)           | no                          | 53.7            | 54.2            | 22.2    | 82.8    | 0.022         |
|                                   | yes                         | 53.7            | 93.3            | 66.2    | 89.2    |               |
| Radiologist 2 (8 years)           | no                          | 30.5            | 80.3            | 27.4    | 82.6    | 0.068         |
|                                   | yes                         | 49.5            | 95.4            | 72.3    | 88.6    |               |
| Radiologist 3 (7 years)           | no                          | 31.6            | 84.1            | 32.6    | 83.5    | 0.070         |
|                                   | yes                         | 33.7            | 95.1            | 62.7    | 85.5    |               |
| Radiologist 4 (8 years)           | no                          | 22.1            | 89.8            | 34.4    | 82.6    | 0.127         |
|                                   | yes                         | 47.4            | 92.1            | 59.2    | 87.8    |               |
| Radiologist 5 (4 years)           | no                          | 36.8            | 78.3            | 29.2    | 83.6    | 0.053         |
|                                   | yes                         | 49.5            | 91.6            | 58.8    | 88.2    |               |
| Radiologist 6 (6 years)           | no                          | 54.7            | 58.1            | 24.1    | 84.1    | 0.223         |
|                                   | yes                         | 70.5            | 66.2            | 33.7    | 90.2    |               |
| Radiologist 7 (17 years)          | no                          | 65.3            | 61.1            | 29.0    | 87.9    | 0.048         |
|                                   | yes                         | 56.8            | 86.4            | 50.5    | 89.2    |               |

Cohen’s kappa was calculated as a measure of agreement between two tests from the same reader. Abbreviations: PPV: positive predictive value, NPV: negative predictive value.

Table S3: Diagnostic performance metrics of the unsupervised and supervised models in predicting OA onset and progression on the OAI test set. p-values relate to inter-model comparisons.

| Prediction                  | ROC-AUC (95% CI) | p-value | Sensitivity (95% CI) | p-value | Specificity (95% CI) | p-value |
|-----------------------------|------------------|---------|----------------------|---------|----------------------|---------|
| OA progression              |                  |         |                      |         |                      |         |
| our model                   | 0.691 (0.621, 0.757) | >0.001 | 0.579 (0.458, 0.696) | >0.001 | 0.743 (0.715, 0.772) | >0.001 |
| supervised model            | 0.524 (0.451, 0.597) | 0.011   | 0.611 (0.492, 0.727) | 0.005   | 0.448 (0.416, 0.479) | 0.005   |

P-values relate to a pairwise comparison between our model and the supervised model.
Table S4: Diagnostic performance metrics of the unsupervised and supervised models in predicting OA onset and progression on the MOST test set. p-values relate to inter-model comparisons.

| Prediction      | ROC-AUC (95% CI) | p-value | Sensitivity (95% CI) | p-value | Specificity (95% CI) | p-value |
|-----------------|------------------|---------|----------------------|---------|----------------------|---------|
| OA progression  |                  |         |                      |         |                      |         |
| our model       | 0.643 (0.596, 0.689) | - | 0.614 (0.529, 0.699) | - | 0.572 (0.539, 0.605) | - |
| supervised model| 0.536 (0.481, 0.589) | <0.001 | 0.430 (0.341, 0.519) | 0.001 | 0.618 (0.585, 0.650) | 0.428 |

P-values relate to a pairwise comparison between our model and the supervised model

Table S5: Diagnostic performance metrics of the unsupervised model in predicting OA onset and progression on the OAI test set with variable amounts of training data.

| Prediction      | ROC-AUC (95% CI) | p-value | Sensitivity (95% CI) | p-value | Specificity (95% CI) | p-value |
|-----------------|------------------|---------|----------------------|---------|----------------------|---------|
| OA progression  |                  |         |                      |         |                      |         |
| our system:     |                  |         |                      |         |                      |         |
| 100% training data | 0.691 (0.621, 0.757) | - | 0.579 (0.458, 0.696) | - | 0.743 (0.715, 0.772) | - |
| our system:     |                  |         |                      |         |                      |         |
| 50% training data | 0.668 (0.594, 0.738) | 0.563 | 0.516 (0.393, 0.635) | 0.497 | 0.782 (0.755, 0.808) | 0.699 |
| our system:     |                  |         |                      |         |                      |         |
| 10% training data | 0.578 (0.500, 0.656) | 0.008 | 0.442 (0.323, 0.564) | 0.188 | 0.715 (0.686, 0.744) | 0.777 |
| our system:     |                  |         |                      |         |                      |         |
| 1% training data | 0.538 (0.466, 0.607) | <0.001 | 0.547 (0.426, 0.667) | 0.727 | 0.565 (0.533, 0.597) | 0.070 |

P-values relate to a pairwise comparison between the model given full data and the models with partial data

Table S6: Diagnostic performance metrics of the unsupervised model in predicting OA onset and progression on the OAI test set with different numbers of nearest neighbors considered.

| Prediction      | ROC-AUC (95% CI) | p-value | Sensitivity (95% CI) | p-value | Specificity (95% CI) | p-value |
|-----------------|------------------|---------|----------------------|---------|----------------------|---------|
| OA progression  |                  |         |                      |         |                      |         |
| our system:     |                  |         |                      |         |                      |         |
| #nn=1           | 0.691 (0.621, 0.757) | - | 0.579 (0.458, 0.696) | - | 0.743 (0.715, 0.772) | - |
| our system:     |                  |         |                      |         |                      |         |
| #nn=2           | 0.645 (0.572, 0.716) | 0.290 | 0.588 (0.465, 0.704) | 0.950 | 0.644 (0.614, 0.675) | 0.318 |
| our system:     |                  |         |                      |         |                      |         |
| #nn=5           | 0.647 (0.577, 0.716) | 0.328 | 0.601 (0.484, 0.718) | 0.801 | 0.630 (0.599, 0.661) | 0.267 |
| our system:     |                  |         |                      |         |                      |         |
| #nn=10          | 0.644 (0.575, 0.709) | 0.295 | 0.631 (0.514, 0.745) | 0.665 | 0.646 (0.615, 0.677) | 0.341 |

P-values relate to a pairwise comparison between the model using one NN and the models using multiple NNs
Fig. S1. **Outline of the Data Processing Pipeline.** The algorithm was trained on the multi-institutional OAI dataset which was subdivided into a training, validation, and testing set. The hold-out test set was isolated during development and exclusively used for testing. An additional test set was constructed by using the MOST dataset. After excluding knee radiographs with missing information or insufficient image quality, 19,340 radiographs remained on which the algorithm was additionally tested.

Fig. S2. **Architectural Details of the Generative Model.** (a) An architectural layout for the StyleGAN’s G employed in our work. (b) A mapping network consists of 2 hidden linear layers followed by LReLU non-linear activations in G. (c) Details of the style modulated 1×1 convolution layer. The layer is used to convert feature maps to gray-scale radiographs. (d)-(e) Details about resolution blocks. The architecture of style-modulated 4×4 resolution block and higher blocks are shown in d and e, respectively. (f) An architectural layout for the used StyleGAN’s D. To increase the performance of D, residual connections are added to fuse features of the previous resolution stage and the current ones. (g) Details of resolution blocks in D.
Fig. S3. Details of the Training Process and Performance Metrics of the Generative Adversarial Network (GAN). (a) Scores for real (blue) and synthetic radiographs along the training process of the GAN. Scores are stabilized after 10 million images. (b) Values of G (PL penalty) and D ($R_1$ penalty) penalties along the training process. (c) Fréchet Inception Distance (FID) scores along the training process to measure convergence to realistic radiographs. The convergence of the GAN is indicated by the FID scores plateauing after 10 million images are shown to the Discriminator. (d) Precision and recall metrics for different GAN models. The model with the highest precision and recall scores (as indicated by the red arrow) was selected. Inset tiled plot is a close-up of the right upper corner. (e) Further characterization of the best-performing GAN model via the corresponding distributional precision and recall curve [36]. (f) Examples of GAN-generated knee radiographs with a spatial resolution of 256×256 pixels.
Fig. S4. Workflow Pipeline to Visualize the Embedding Procedure of a Representative Knee Radiograph into the Latent Space. (a) After computing the learned perceptual image patch similarity (LPIPS) loss, we freeze the parameters in $G$ and the pretrained VGG net to exclusively optimize the intermediate latent $w$ via back propagation. Representative original and synthetic radiographs are framed in gray and red, respectively. (b) In both OAI and MOST datasets, we characterize the embedding procedure by computing the Structural Similarity Index (SSIM) between original and synthetic radiographs. Lines and boxes indicate medians and upper or lower quartile, while whiskers detail the range of the data.

Fig. S5. Classification Performance of the Kellgren-Lawrence-Score (KLS) Classifier in the Progression Risk Estimation Module. (a) Confusion matrix of KLS of radiographic OA as predicted by the adversarially robust ResNet-50 model. (b) Loss gradients were plotted with respect to their input pixels for four radiographs of the OAI test set displaying signs of OA. Note that no extra pre-processing steps were applied to the loss gradients. Blue and red pixels denote negative and positive gradients and are centered around the joint space, indicating the plausibility and robustness of the classifier [43].
Fig. S6. Confusion Matrices for Each Radiologist and Experiment. Seven radiologists were tasked to judge whether a given knee radiograph is likely to undergo OA progression in the future (prog) or not (non-prog), based on the baseline radiograph alone (a) or on the baseline radiograph and the synthesized predicted radiograph (b). For both experiments, we randomly selected 486 knee radiographs from the OAI test set.
Fig. S7. Detailed Performance Metrics of the Predictive Model on the Multi-center Osteoarthritis Study (MOST) Dataset. Because the predictive model had been developed on data from the OAI, its predictive performance was additionally evaluated on unseen corresponding knee joint radiographs from the MOST dataset containing 2,753 participants and 19,340 radiographs. (a) Three representative participants with OA progression (listed row-wise). In the $3 \times 3$ grid, the 1st and 2nd columns present the original knee radiographs acquired at baseline and at the 84-month follow-up visit, while the 3rd column presents the predicted (synthetic) future radiograph. Even though some differences are present, the predicted radiographs demonstrate substantial correspondence with the original follow-up radiographs in terms of a clear OA signature. (b) ROC curves of the supervised classification network (blue) and unsupervised generative model (red) in determining OA progression at 84-month follow-up.

Fig. S8. Comparison of Correctly and Incorrectly Predicted Future Radiographs. Examples of Correctly (a) and Incorrectly (b) Predicted Radiographs. Original radiographs (left column of each 4x4 array) and synthesized radiographs (right column of each 4x4 array). While many synthesized radiographs correctly predicted the future course of OA (a), the predictive model failed in some instances and did not correctly predict progression altogether or predicted progression in the wrong compartment, e.g., medial instead of lateral (b). Joint space width narrowing is indicated by arrows. All examples were selected from the OAI test set.
Fig. S9. Latent Features Contain Diagnostic Information. Exploring the information content of features learned by the predictive model (unsupervised StyleGAN), two classification tasks were performed solely on the low-dimensional latent code: KLS grading classification and severe knee pain classification. KLS was correctly predicted as demonstrated by the confusion matrix in (a). In addition, as shown in (b), we trained the shallow classifier on the task of heavy knee pain classification with a threshold of KOOS≤86.1 [45]) and reached a state of the art ROC-AUC of 0.69 (95% CI: 0.651, 0.719) [20].