A general approach to the sign problem
—the factorization method with multiple observables
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The sign problem is a notorious problem, which occurs in Monte Carlo simulations of a system with the partition function whose integrand is not real positive. The basic idea of the factorization method applied on such a system is to control some observables in order to determine and sample efficiently the region of configuration space which gives important contribution to the partition function. We argue that it is crucial to choose appropriately the set of the observables to be controlled in order for the method to work successfully in a general system. This is demonstrated by an explicit example, in which it turns out to be necessary to control more than one observable. Extrapolation to large system size is possible due to the nice scaling properties of the factorized functions, and known results obtained by an analytic method are shown to be consistently reproduced.
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I. INTRODUCTION

Monte Carlo simulation is a powerful tool for studying statistical systems from first principles. When the partition function has an integrand which is not real positive, however, one encounters a notorious technical problem called the sign problem. There have been many proposals, but most of them are successful only for a very special system \(^1\) or for a very small region of the parameter space \(^2\). In Ref. \(^3\), two of the authors proposed a method termed the factorization method, which is based on the factorization property of the density of states of properly chosen physical observables. It has been tested in a random matrix theory for finite density QCD \(^4\), and applied also to the lattice QCD at finite density \(^5, 6\) with some important new ideas \(^6\). In the lattice gauge theory, a lot of efforts are actively pursued also using other methods such as analytic continuation \(^7\), multiparameter reweighting \(^8\), complex Langevin dynamics \(^9\) and the Taylor expansion method \(^10\).

The basic idea of the factorization method is to control some observables in order to determine and sample efficiently the region of configuration space which gives important contribution to the partition function. While the previous studies \(^3, 6\) suggest its potential usefulness in a wider range of applications, the choice of the observables to be controlled seemed rather arbitrary. In this work we argue that it is actually crucial to choose them appropriately in order for the method to work successfully in a general system. With this new insight, we consider that the factorization method has become a very promising approach applicable to any interesting system that suffers from the sign problem.

II. SIGN PROBLEM

Let us consider a general system defined by the partition function

\[
Z = \int dA \, e^{-S_0[A] + i\Gamma[A]}, \tag{1}
\]

where \(A\) represents the dynamical variables, and \(S_0\) and \(\Gamma\) represent the real part and the imaginary part of the action, respectively. Since the integrand of (1) is not real positive due to \(\Gamma\), one cannot view it as a sampling probability in a Monte Carlo simulation. One way to calculate the expectation value of an observable \(O\) is to use the reweighting formula

\[
\langle O \rangle = \frac{\langle O \, e^{\Gamma} \rangle_0}{\langle e^{\Gamma} \rangle_0}, \tag{2}
\]

where the expectation values on the right-hand side are taken with respect to the phase-quenched model

\[
Z_0 = \int dA \, e^{-S_0[A]}, \tag{3}
\]

which can be simulated in the usual manner. The expectation value \(\langle e^{\Gamma} \rangle_0\) is nothing but the ratio of the partition functions \(Z/Z_0\). Therefore it decreases exponentially for large system size \(V\) as \(e^{-V\Delta f}\), where \(\Delta f > 0\) represents the difference in the free energy density of the two systems. This can happen due to huge cancellations from

---

\(^1\)Electronic address: konstant@mail.ntua.gr
\(^2\)Electronic address: azuma@mpg.setsunan.ac.jp
\(^3\)Electronic address: nishi@post.kek.jp
gives important contribution in the evaluation of \( \langle O \rangle \) with given accuracy. This is called the sign problem.

There is also a general problem called the “overlap problem” in using a reweighting formula like (2). This occurs since the region \( R_0 \) of configuration space one can sample effectively by simulating the phase-quenched model has very little overlap with the region \( R \) which gives important contribution in the evaluation of \( \langle O \rangle \) and \( \langle O^\Gamma \rangle \). One has to run a very long simulation until one can sample enough configurations in the region \( R \).

### III. FACTORIZATION METHOD

In order to reduce the overlap problem, we control some observables so that one can sample configurations in the region \( R \) efficiently. Let us introduce a set of such observables

\[
\Sigma = \{ O_k \mid k = 1, \ldots, n \}
\]

and define the normalized observables

\[
\tilde{O}_k = \frac{O_k}{\langle O_k \rangle_0} .
\]

Their expectation values can be written as

\[
\langle \tilde{O}_j \rangle = \int \prod_{k=1}^{n} dx_k \ J(x_1, \ldots, x_n) \rho(x_1, \ldots, x_n) \]

using the density of states

\[
\rho(x_1, \ldots, x_n) = \prod_{k=1}^{n} \delta(x_k - \tilde{O}_k) .
\]

Applying the reweighting formula to (7), one can easily derive the factorization property

\[
\rho(x_1, \ldots, x_n) = \frac{1}{C} \rho^{(0)}(x_1, \ldots, x_n) w(x_1, \ldots, x_n) ,
\]

where \( C = \langle e^{\Gamma} \rangle_0 \) and

\[
\rho^{(0)}(x_1, \ldots, x_n) = \prod_{k=1}^{n} \delta(x_k - \tilde{O}_k) .
\]

is the density of states for the phase-quenched model. The correction factor \( w(x_1, \ldots, x_n) \) is given by

\[
w(x_1, \ldots, x_n) = \langle e^{\Gamma} \rangle_{x_1, \ldots, x_n} .
\]

In what follows we assume that \( w(x_1, \ldots, x_n) \) is real and positive [11].

When the system size \( V \) goes to \( \infty \), the expectation values are given by \( \langle \tilde{O}_k \rangle = \bar{x}_k \), where \( (\bar{x}_1, \ldots, \bar{x}_n) \) denotes the position of the peak of \( \rho(x_1, \ldots, x_n) \). Hence they can be obtained by solving

\[
f_k^{(0)}(x_1, \ldots, x_n) = -\frac{\partial}{\partial x_k} \Phi(x_1, \ldots, x_n)
\]

for \( k = 1, \ldots, n \), where we have defined

\[
f_k^{(0)}(x_1, \ldots, x_n) = \lim_{V \to \infty} \frac{1}{V} \frac{\partial}{\partial x_k} \log \rho^{(0)}(x_1, \ldots, x_n) ,
\]

\[
\Phi(x_1, \ldots, x_n) = \lim_{V \to \infty} \frac{1}{V} \log w(x_1, \ldots, x_n) .
\]

Note that the right-hand side of (12), which represents the effect of \( \Gamma \), can largely shift the peak from that of \( \rho^{(0)}(x_1, \ldots, x_n) \), which is given by \( x_k = 1 \) due to the chosen normalization (3). Thus we can obtain \( \langle \tilde{O}_k \rangle \) including the contribution from configurations that are difficult to sample by simulating the phase-quenched model without any constraints.

### IV. CHOICE OF OBSERVABLES

What is written above is mathematically correct for an arbitrary choice of the set \( \Sigma \) of observables. We will argue, however, that the overlap problem can still occur in the evaluation of (10) by simulating (11). Note that the only difference from evaluating the denominator of (2) is the existence of the constraints. In fact it turns out to be important to choose the set \( \Sigma \) appropriately so that the overlap problem is removed.

In order to clarify the overlap problem in the evaluation of (10), let us consider another observable \( O_{n+1} \), and define the corresponding functions \( \rho^{(0)} \) and \( w \) with \( n \) replaced by \( n+1 \). Then we obtain the relation

\[
w(x_1, \ldots, x_n) = \frac{\int dx_{n+1} \rho^{(0)}(x_1, \ldots, x_{n+1}) w(x_1, \ldots, x_{n+1})}{\int dx_{n+1} \rho^{(0)}(x_1, \ldots, x_{n+1})} .
\]

When one simulates (11), one mostly samples configurations with \( \tilde{O}_{n+1} \) close to \( \langle \tilde{O}_{n+1} \rangle_{x_1, \ldots, x_n} \). However, it can happen that the integration over \( x_{n+1} \) in the numerator of (14) has important contribution from the region of \( x_{n+1} \) not close to \( \langle \tilde{O}_{n+1} \rangle_{x_1, \ldots, x_n} \) if \( w(x_1, \ldots, x_{n+1}) \) has strong dependence on \( x_{n+1} \). In that case, one clearly has some remaining overlap problem in obtaining \( w(x_1, \ldots, x_n) \) by simulating (11). The overlap problem can be reduced further by including the observable \( O_{n+1} \) in the set \( \Sigma \). One can, in principle, repeat this procedure until the overlap problem is totally removed.

Let us then discuss what is the minimal set of observables that is sufficient to remove the overlap problem.
For that, let Σ be a set of all possible observables, and assume that there is no more overlap problem. Here we consider a simplified situation, in which the right-hand side of (12) is nonzero for 1 ≤ k ≤ K, and vanishes for the rest; i.e.,

$$\frac{\partial}{\partial x_j} \Phi(x_1, \ldots, x_n) = 0 \quad \text{for } K < j \leq n$$  \hspace{1cm} (15)

near the peak \((\bar{x}_1, \ldots, \bar{x}_n)\). Then we can actually use a smaller set \(\Sigma' = \{O_k \mid k = 1, \ldots, K\}\) without having the overlap problem in evaluating \(w(x_1, \ldots, x_k)\) around the peak. Furthermore, from (15) one can easily show that the expectation value \(\langle \bar{O}_j \rangle\) for \(j > K\) can be evaluated as \(\langle \bar{O}_j \rangle \approx \langle \bar{O}_j \rangle_{\bar{x}_1, \ldots, \bar{x}_K}\). That this happens in spite of the sign problem can be understood by noting that

$$\langle \bar{O}_j e^{\Gamma L} \rangle_{\bar{x}_1, \ldots, \bar{x}_K} = \langle \bar{O}_j \rangle_{\bar{x}_1, \ldots, \bar{x}_K} e^{\Gamma L}$$  \hspace{1cm} (16)

namely the observables \(\bar{O}_j (j > K)\) are decorrelated with \(e^{\Gamma L}\). The fluctuation of the phase plays an important role in the determination of \((\bar{x}_1, \ldots, \bar{x}_K)\) through the saddle-point equation (12), but once they are determined, the phase can be neglected completely when evaluating the expectation values of the observables \(\bar{O}_j (j > K)\).

In general, we can expect (15) to hold only approximately. In that case the systematic error involved in the above evaluation of \(\langle \bar{O}_j \rangle\) is given by \((j, l > K)\)

$$\Delta \bar{x}_j = (\mathcal{H}^{-1})_{jl} \frac{\partial}{\partial x_l} \Phi(x_1, \ldots, x_n) \bigg|_{\bar{x}_1, \ldots, \bar{x}_n},$$  \hspace{1cm} (17)

$$\mathcal{H}_{jl} = \frac{\partial}{\partial x_l} f_j^{(0)} (x_1, \ldots, x_n) \bigg|_{\bar{x}_1, \ldots, \bar{x}_n}.$$  \hspace{1cm} (18)

This may also cause a small overlap problem in evaluating \(w(x_1, \ldots, x_k)\) around the peak.

A practical way to search for the observables to be included in the set \(\Sigma\) is to calculate an ensemble average of \(e^{\Gamma L}\) in the phase-quenched model with an observable \(\bar{O}\) fixed to \(x\). If it becomes much larger in some region of \(x\), the observable should be considered as a candidate. We expect that there are many systems in which only a few observables have to be included in the set \(\Sigma\).

V. AN EXPLICIT EXAMPLE

Let us demonstrate how the method works in an explicit example. Here we study a matrix model defined by the partition function [12]

$$Z = \int dA e^{-S_b (\det D)^{N_t}},$$  \hspace{1cm} (19)

$$S_b = \frac{1}{2N} \sum_{\mu=1}^{4} \text{tr} (A_\mu)^2, \quad D = \sum_{\mu=1}^{4} \Gamma_\mu \otimes A_\mu,$$  \hspace{1cm} (20)

where \(A_\mu (\mu = 1, \ldots, 4)\) are \(N \times N\) Hermitian matrices and the \(2 \times 2\) matrices \(\Gamma_\mu\) are Pauli matrices \(\Gamma_j = \sigma_j\) for \(j = 1, 2, 3,\) and \(\Gamma_4 = i\). The system has a rotational \(SO(4)\) symmetry corresponding to \(A_\mu \rightarrow O_{\mu\nu} A_\nu\), with \(O \in SO(4)\). The determinant \(\det D\) is complex in general. Under parity transformation \(A_1 \rightarrow -A_1\), \(A_j \rightarrow A_j (j \neq 4)\), it transforms as \(\det D \rightarrow (\det D)^*\). This implies that \(\det D\) is real for configurations with \(A_1 = \lambda_3 = 0\). From this fact alone, it follows that the phase of the determinant becomes stationary for configurations with \(A_1 = \lambda_3 = 0\) since one cannot have a phase fluctuation within a linear perturbation around such configurations [13].

This model was proposed [12] as a toy model for the spontaneous symmetry breaking (SSB) of the \(SO(10)\) rotational symmetry expected to occur in the IKKT model, a conjectured nonperturbative formulation of superstring theory [14]. In the IKKT model, the spacetime is represented by the eigenvalue distribution of \(A_\mu (\mu = 1, \ldots, 10)\) [17], and the SSB of \(SO(10)\) realizes a scenario for dynamical compactification of extra dimensions in superstring theory. This scenario is supported by explicit calculations based on the Gaussian expansion method (GEM) [13,21]. It is considered [13] that the SSB is induced by the phase of the complex Pfaffian obtained by integrating out the fermionic variables.

In the model [19], the \(SO(4)\) rotational symmetry is expected to be spontaneously broken in the large-\(N\) limit with \(r = N_t/N\) fixed, where \(N_t\) is the exponent in (19). As an order parameter, we consider the “moment of inertia tensor”

$$T_{\mu\nu} = \frac{1}{N} \text{tr} (A_\mu A_\nu),$$  \hspace{1cm} (21)

and its real positive eigenvalues \(\lambda_k (k = 1, \ldots, 4)\) ordered as \(\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \lambda_4\). If their expectation values turn out to be unequal in the large-\(N\) limit, it implies the SSB of the \(SO(4)\) symmetry.

The model [19] was studied by the GEM up to the ninth order for \(r \leq 2\) [22]. It was found that the \(SO(4)\) symmetry is spontaneously broken down to \(SO(2)\). Furthermore, by controlling the eigenvalues to have a hierarchy \(\lambda_d \gg \lambda_{d+1}\), one can obtain \(d\)-dimensional configurations \((d = 1, 2, 3)\), for which the phase fluctuations become milder according the arguments below Eq. (20). These properties of the model makes it an ideal testing ground for the ideas in Secs. IV and V.

At \(r = 1\), for instance, the results obtained by GEM are \((\lambda_1) = (\lambda_2) \approx 2.1, (\lambda_3) \simeq 1.0, (\lambda_4) \approx 0.8\), whereas \((\lambda_4) = 0.8\) for the phase-quenched model. Therefore, the expectation values of observables normalized as (5) are

$$\langle \lambda_1 \rangle = 1.4, \quad \langle \lambda_2 \rangle = 0.7, \quad \langle \lambda_4 \rangle = 0.5.$$  \hspace{1cm} (22)

VI. MONTE CARLO SIMULATION

We study the model [19] at \(r = 1\), where the sign problem is severe. Since we know that the eigenvalues \(\lambda_k\) have strong correlation with the fluctuation of \(\Gamma\), we use \(\bar{O}_k = \lambda_k (k = 1, \ldots, 4)\) as the observables in the set
\(\Sigma\). Searching for the solution to 12 in its full generality is a formidable task. Here we simply check that the GEM result 22 is indeed a solution to the saddle-point equation (12). This is sufficient for demonstrating that the method is error free and that the generalization of the factorization method proposed in this work is necessary in order to remove the remaining overlap problem. The question whether one can successfully determine the absolute maximum of \(\rho(x_1, \ldots, x_4)\) is subject to a more detailed investigation.

Let us therefore assume that the SO(2) symmetry remains, which implies \(x_1 = x_2\). Equation (12) then reduces to

\[
\frac{\partial}{\partial x_k} \log \rho_{SO(2)}^{(0)}(x_2, x_3, x_4) = -\frac{\partial}{\partial x_k} \log w_{SO(2)}(x_2, x_3, x_4)
\]

for \(k = 2, 3, 4\), where we have defined

\[
\rho_{SO(2)}^{(0)}(x, y, z) = \rho^{(0)}(x, x, y, z),
\]

\[
w_{SO(2)}(x, y, z) = w(x, x, y, z).
\]

In order to be brief 23, let us only discuss Eq. (23) for \(k = 2\). We set \(x_3 = 0.7\) and \(x_4 = 0.5\), and solve the equation for \(x_2\). We also define \(w(x) = w_{SO(2)}(x, 0.7, 0.5)\) and \(\rho^{(0)}(x) = \rho_{SO(2)}^{(0)}(x, 0.7, 0.5)\).

In Fig. 1 we plot our Monte Carlo data for \(1/N^2\) log \(w(x)\). It approaches zero at large \(x\), where the dominant configurations have \(\lambda_2 \gg \lambda_3\), and the phase \(\Gamma\) becomes stationary due to the argument below Eq. 24. One can actually show that the asymptotic behavior of \(w(x)\) at large \(x\) is

\[
\frac{1}{N^2} \log w(x) \simeq -c_1 x^{-2} + c_2 x^{-5/2}.
\]

Fitting our data to 24 for \(N = 8, 12, 16\), we find that finite \(N\) effects in the coefficients \(c_1\) and \(c_2\) are consistent with \(O(1/N)\). Making extrapolations to \(N = \infty\) based on this observation, we obtain \(c_1 = 0.322(2)\) and \(c_2 = 0.021(1)\). The solid line in Fig. 1 represents Eq. (24) with these extrapolated values. Figure 2 shows that the solution is \(x = 1.373(2)\), which is consistent with the GEM result \(\langle \lambda_2 \rangle \simeq 1.4\).

Let us then consider what happens if we add 25 as the fifth observable in the set \(\Sigma\). We define the corresponding functions \(\rho^{(0)}\) and \(w\) with five arguments, and also define the reduced functions

\[
\rho^{(0)}(x) = \rho^{(0)}(1.4, 1.4, 0.7, 0.5, x),
\]

\[
w_\mathcal{O}(x) = w(1.4, 1.4, 0.7, 0.5, x),
\]

which correspond to fixing \(\tilde{\lambda}_2\) to the GEM result 22, and \(\mathcal{O} = \langle O \rangle_\mathcal{O}\) to some value \(x\). We find that \(1/N^2\) log \(w_\mathcal{O}(x)\) approaches zero as \(x \to 0\) 24 with the asymptotic behavior

\[
\frac{1}{N^2} \log w_\mathcal{O}(x) = -d_1 x^2 + d_2 x^{5/2}.
\]

Therefore, the observable \(\mathcal{O}\) may, in principle, be a “dangerous” one which must be included in the set \(\Sigma\). Figure 3 is a plot obtained similarly to Fig. 2 which shows that the effect of the phase represented by 17 is to shift the estimate of \(\langle \mathcal{O} \rangle\) by \(\Delta \hat{x} = 0.07(3)\). On the other hand, the standard deviation of the distribution \(\rho^{(0)}_\mathcal{O}(x)\) is estimated as \(\sigma \sim 0.7/N\) from the slope of the function
plotted in Fig. 3 around $x \sim 0.92$. This means that the deviation $\Delta \tilde{x}$ is $\lesssim 2\sigma$ for $N \leq 16$. Thus, the remaining overlap problem in obtaining the data in Fig. 1 is practically small as far as this observable is concerned. The fact that we are able to reproduce the GEM result with only four observables $\lambda_k$ in the set $\Sigma$ suggests that the remaining overlap problem is indeed not so severe.

**VII. SUMMARY AND DISCUSSION**

In this work we have discussed a general approach to systems with the sign problem based on the factorization property of the density of states. The method aims at reducing the overlap problem by controlling the observables which have strong correlation with the phase $e^{i\Gamma}$. Once the solution to the saddle-point equation is obtained for such observables, all the other observables can be investigated without the sign problem. We have presented an explicit example, in which Monte Carlo data suggests that one has to control only a few observables to remove the overlap problem almost completely. We speculate that this is the case in many interesting systems. Finding the minimal set of observables for each system as described in Section IV would be the subject of a future investigation.

The main task of the method is to calculate the function $\frac{1}{N^2} \left\{ \frac{d}{dx} \log w(0) (x) \right\}$ by simulating (11), which still suffers from cancellations due to $e^{i\Gamma}$. However, near the solution of the saddle-point equation, the fluctuation of $\Gamma$ becomes milder than in the phase-quenched system without constraints. Hence it is expected in many cases that one can compute the function (10), directly or by using asymptotic behaviors such as (25), for reasonable system size. Then the scaling properties represented by (15) enable extrapolations to infinite system size. We hope that Monte Carlo studies of many interesting systems that are hindered by the sign problem can be made possible by using the factorization method.
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