SPARSE REPRESENTATIONS OF SOLUTIONS TO A CLASS OF RANDOM BOUNDARY VALUE PROBLEMS
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Abstract. We introduce certain sparse representation methods, named as stochastic pre-orthogonal adaptive Fourier decomposition 1 and 2 (SPOAFD1 and SPOAFD2) to solve the Dirichlet boundary value problem and the Cauchy initial value problem of random data. To solve the stochastic boundary value problems the sparse representation is, as the initial step, applied to the random boundary data. Due to the semigroup property of the Poisson and the heat kernel, each entry of the expanding series can be lifted up to compose a solution of the Dirichlet and the Cauchy initial value problem, respectively. The sparse representation gives rise to analytic as well as numerical solutions to the problems with high efficiency.
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1. Introduction

In many science and engineering problems, the stochastic partial differential equations (SPDEs) are more realistic than deterministic PDEs. It is particularly important to give effective numerical solutions of SPDEs ([26, 31, 32, 29, 4, 18, 63, 30, 20]). It is assumed that \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability space and \(D\) is a region of \(\mathbb{R}^n\) throughout this paper. In this paper we restrict ourselves to deal with the cases where \(D\) is either the unit ball or the upper-half space. We will concern elliptic PDEs with random coefficients or random forcing terms ([28, 65]), which have the form

\[
\begin{align*}
\nabla (\kappa(x,\omega)\nabla u(x,\omega)) &= f(x,\omega), \ x \in D, \ a.s. \ \omega, \\
u(x,\omega) &= g(x,\omega), \ x \in \partial D, \ a.s. \ \omega,
\end{align*}
\]

where \(\kappa, f\) and \(g\) are \(\mathbb{R}\)-valued functions on \(D \times \Omega\). For such SPDEs a number of numerical methods have been developed, by using methods including the Monte Carlo finite element method, Karhunen-Loève (K-L) expansions, finite element methods (FEMs), stochastic Galerkin FEM and stochastic collocation FEM ([28, 66, 33, 6]), etc.

Besides the above type SPDEs the method we will introduce may also be used to the parabolic type PDEs with random boundary- or/and initial-values, including, in particular, incompressible Navier Stokes equations ([55]). They have the form

\[
\begin{align*}
\partial_t u(t, x, \omega) &= \mathcal{L}[u(t, x, \omega), \omega], \ x \in D, \ t \in \mathbb{R}_+, \ a.s. \ \omega \in \Omega, \\
u(0, x, \omega) &= u_0(x, \omega), \ x \in D, \ a.s. \ \omega \in \Omega, \\
\mathcal{B}[u(t, x, \omega)] &= h(t, x, \omega), \ x \in \partial D, \ a.s. \ \omega \in \Omega,
\end{align*}
\]

where \(\mathcal{L}\) is a linear or non-linear differential operator, \(x \in D\) is the spatial coordinate, \(t\) is the time variable, and \(\mathcal{B}\) is a linear differential operator. In the classical method the problem (1.2) can be reduced to a certain type of deterministic PDEs and a system of stochastic ordinary differential equations by the so called dynamically orthogonal representation proposed in [55, 17].

*Corresponding author.
Solutions of SPDEs are again random processes. Hence, it is meaningful to study how to decompose a random process explicitly with efficient convergence. Before we introduce stochastic adaptive Fourier decomposition (SAFD) type sparse representations ([42]), we first recall two classical techniques for representing random processes ([36]).
Among Wiener chaos spectral expansions there is Fourier-Hermite expansion being a classical technique for Brownian motion ([22, 68, 25, 24, 27]). Assume \( \xi(\omega) \triangleq \{\xi_i(\omega)\}_{i=1}^{N} \) is a set of independent standard Gaussian random variables. For a finite index \( \alpha = (\alpha_1, \alpha_2, \cdots, \alpha_n) \in \mathbb{N}^n \), the multivariate Hermite polynomial of \( x = (x_1, \cdots, x_n) \in \mathbb{R}^n \) can be written as:

\[
H_\alpha(x) \triangleq \prod_{i=1}^{n} H_{\alpha_i}(x_i),
\]
where each \( H_{\alpha_i}(x_i) \) is a one dimensional Hermite polynomials of \( x_i \). One dimensional Hermite polynomials form an orthonormal system
\[
\langle h_n, h_m \rangle_\nu \triangleq \int_{-\infty}^{+\infty} h_nh_md\nu = \delta_{nm}^n
\]
that induces the orthonormality of the higher dimensional systems. Suppose that \( u(\xi(\omega)) \) is a function of the random variables \( \xi(\omega) \) with \( \mathbb{E}[|u(\xi(\omega))|^2] < +\infty \), then the function \( x \mapsto u(x) \) belongs to \( L^2(\mathbb{R}^n, d\mu) \) and \( u(\xi(\omega)) \) having a Fourier-Hermite expansion converging in \( L^2(\Omega, d\mathbb{P}) \):
\[
u
u
\]
\[(1.4) \quad u(\xi(\omega)) = \sum_{\alpha} u_\alpha H_\alpha(\xi(\omega)), \]
where the Fourier coefficients \( u_\alpha \triangleq \mathbb{E}[u(\xi(\cdot))H_\alpha(\xi(\cdot))] \).
For \( x \in D \), assume \( u(x, s, \omega) \triangleq f(x, W_s(\omega)) \) is a function of the Brownian motion \( \{W_s(\omega)\}_{0 \leq s \leq T} \) with zero means. Analogous to the finite dimensional Fourier-Hermite expansion (1.4), it admits a similar expansion. Before we state it we recall the definition of the second order processes:

**Definition 1.** ([28]) A stochastic processes \( \{u(x, \omega)\}_{x \in D} \) is called a second order processes if for almost everywhere \( x \in D \),
\[
\mathbb{E}[|u(x, \cdot)|^2] = \int_{\Omega} |u(x, \omega)|^2 d\mathbb{P}(\omega) < \infty.
\]
Define the set of finite multi-indices as
\[
\mathcal{J} \triangleq \{ \alpha \in \mathbb{N}^n : |\alpha| = \sum_{i} \alpha_i < \infty \}.
\]
For \( \alpha \in \mathcal{J} \), define the Hermite polynomial of \( \xi(\omega) \) similar to (1.3) by the tensor product
\[
(1.6) \quad T_\alpha(\xi(\omega)) \triangleq \prod_{i=1}^{\infty} H_{\alpha_i}(\xi_i(\omega)),
\]
which is called a random Wick polynomial. The above product comprises only finite number of factors since \( |\alpha| < \infty \). Given a second order process \( u(x, s, \omega) \triangleq f(x, W_s(\omega)) \), assumed to be a function of the Brownian motion \( \{W_s(\omega)\}_{0 \leq s \leq T} \), Cameron and Martin ([27, 13]) provided a Fourier expansion as the following,
\[
u
\]
\[(1.7) \quad u(x, s, \omega) = \sum_{\alpha \in \mathcal{J}} u_\alpha(x, s)T_\alpha(\xi(\omega)), \]
in \( L^2(\Omega, d\mathbb{P}) \), where \( T_\alpha(\xi(\cdot)) \) is defined by (1.6) and \( u_\alpha(x, s) \triangleq \mathbb{E}[u(x, s, \cdot)T_\alpha(\xi(\cdot))] \). The above expansion is usually called Wiener chaos expansion of \( u(x, s, \omega) \) that represents the randomness of the solution analytically by a set of random bases with deterministic coefficients. This method reduces the SPDEs to solving the deterministic PDEs of the coefficients ([27, 69]).
The other common approach for expanding random processes is K-L expansion ([28]), which applies to second order processes \( u \) restricted to a space \( L^2(\Omega, L^2(D)) \).

**Definition 2.** ([28, 42]) Suppose \( D \subseteq \mathbb{R}^{n} \). The space \( L^2(\Omega, L^2(D)) \) is defined to be the Hilbert space consisting of all \( L^2(D) \)-valued random variables \( v : D \times \Omega \to \mathbb{R} \) satisfying

\[
\|v\|_{L^2(\Omega, L^2(D))}^2 \triangleq \int_{\Omega} \int_{D} |v(x, \omega)|^2 dx d\mathbb{P} < \infty.
\]

For brevity, we also write \( \mathcal{N} = L^2(\Omega, L^2(D)) \). The reference [42] uses the same type of spaces on the classical domains defined in terms of Fourier expansions with random coefficients, being equivalent with the above definition due to the Plancherel Theorem. [42] develops stochastic sparse kernel-representations of stochastic reproducing kernel Hilbert spaces and stochastic Hilbert spaces with a dictionary. The spaces \( L^2(\Omega, L^2(D)) \) have also been studied as Bochner spaces which are Hilbert spaces with an inner product defined through Bochner integrals. See [23, 67, 57] and the references therein.

Let \( u(x, \omega) \) be a process in \( L^2(\Omega, L^2(D)) \) and \( C(x, y) \triangleq \text{Cov}(u(x, \cdot), u(y, \cdot)) \) the covariance of the \( u \). By using \( C(x, y) \) one defines the integral operator \( C \)

\[
(1.9) \quad C(\phi)(x) \triangleq \int_{D} C(x, y)\phi(y)dy, \quad x \in D, \quad \phi \in L^2(D).
\]

Setting \( \tilde{u}(x) \triangleq \mathbb{E}(u(x, \cdot)) \), we have the K-L expansion in the sense of \( L^2(\Omega, L^2(D)) \),

\[
(1.10) \quad u(x, \omega) = \tilde{u}(x) + \sum_{j=1}^{\infty} \sqrt{v_j} \phi_j(x) \xi_j(\omega),
\]

where the Fourier coefficients \( \xi_j(\omega) = \frac{1}{\sqrt{n}} (u(\cdot, \omega) - \tilde{u}(\cdot)) \langle . , \phi_j(\cdot) \rangle_{L^2(D)} \), and \( \{v_j, \phi_j\}_j \) are the eigenpairs of the operator \( C \). Combined with the Galerkin method, the K-L Galerkin procedure is a type of Galerkin method that employs, as basis functions, the empirical eigenfunctions of the K-L decomposition ([38, 39]). It consequently reduces the original PDE to a small set of ordinary differential equations or algebraic equations. A boundary optimal control problem of the Navier-Stokes equation is solved by this technique in [39]. Several complexity reduction methods have been proposed, such as model reduction methods for SPDEs ([11, 34, 35]), sparse approximation methods for high-dimensional approximations ([12, 56, 37, 62]).

Both the above reviewed Fourier-Hermite expansion and the Karhunen-Loève decomposition offer series expansions of the considered random signal or random process into entries being of the tensor product form. Based on the tensor forms one is able to solve the stochastic boundary value or initial value problems with deterministic mathematical analysis methodology. The decompositions are just general and not specially made for solving particular SPDE problems. They, therefore, do not offer convenience to particular questions, and exhibits low efficiency. In the present study, we propose an easily implementable sparse representation method, based on optimal selections of dictionary elements made of fundamental solutions of the problems. This, through the “lifting up” method based on the semigroup property of the fundamental solutions (see §4), offers remarkable convenience and efficiency to solve the SPDE problems. In many cases, the dictionary elements are parameterized reproducing kernels of a relevant analytic functional Hilbert spaces.

The methodology of this paper is based on the theory and algorithms of Qian in [42] in which SAFD for the Hardy space is first developed and then further extended to become stochastic pre-orthogonal adaptive Fourier decomposition 1 and 2 (SPOAFD1, SPOAFD2) for general Hilbert spaces with a dictionary. The SAFD type methods are further development of what is called adaptive Fourier decomposition (AFD) whose comprehensive study includes a number of variations including core adaptive Fourier decomposition (or just AFD, see [53, 41]), pre-orthogonal adaptive Fourier decomposition (POAFD, available for general Hilbert spaces with a
dictionary in which a Takenaka-Malmquist system is unavailable, see [52, 43, 47, 48]), unwinding Blaschke expansion (unwinding AFD, independently developed also by Coifman et al., see [16, 14, 40, 50], \(n\)-best reproducing kernel approximation (\(n\)-best AFD, see [51, 49]), and also in higher dimensions for matrix-valued functions ([2, 3]). The study of the AFD type algorithms was originated from signal decomposition into meaningful positive instantaneous frequency in physics ([53]). The maximal selection principle of the AFD methods shares the matching pursuit idea (or greedy algorithms) but emphasises attainability of the global optimal parameters that leads to the delicate analysis on multiple selection of parameter and the multiple kernel concept. The contribution of the present study is to initiate application of the SAFD methods that gives solutions of the stochastic boundary value problems in the form of fast converging series of lifted and shifted fundamental solutions of the related operators.

We note that the present paper deals with two types of random data on the boundary. The first type is those expressible as a bi-variate-function, \(f(t, X)\), of which one is the boundary variable \(t\) and the other is a random variable \(X\). The second type is that the random data on the boundary is actually a random process. For the latter we take Brownian bridge \(W_t\) as an example. Detailed studies involving comparison of various types of decomposition methods and applications of the SAFD methods are reported in our separate papers ([45],[70]).

Denote by \(B_r(a)\) the open ball centred at \(a\) with radius \(r\) in \(\mathbb{R}^{n+1}\), and \(\partial B_r(a)\) its boundary, also called the \(r\)-sphere. In particular, we write \(B_1 \triangleq B_1(0)\) in short. We deal with the Dirichlet problem for Laplace equation with a random boundary condition

\[
\begin{align*}
\Delta_x u(x, \omega) &= 0, \quad x \in B_1 \subseteq \mathbb{R}^{n+1}, \text{ a.s. } \omega \in \Omega, \\
u(x, \omega) &= f(x, \omega), \quad x \in \partial B_1, \text{ a.s. } \omega \in \Omega,
\end{align*}
\]

and the Cauchy initial problem of the heat equation with a random initial condition

\[
\begin{align*}
(\partial_t - \Delta_x) u(t, x, \omega) &= 0, \quad (t, x) \in \mathbb{R}_+^1 \times \mathbb{R}^n, \text{ a.s. } \omega \in \Omega, \\
u(0, x, \omega) &= f(x, \omega), \quad x \in \mathbb{R}^n, \text{ a.s. } \omega \in \Omega.
\end{align*}
\]

Becus and Cozzarelli defined the random generalized solutions of such types of SPDE problems, and proved existence and uniqueness of the solutions ([10, 7, 8]). Becus also proposed an iterative scheme for solving such random heat equation and established its convergence ([9]). Tasaka proposed the finite element solutions of the one-dimensional heat equation with random initial conditions ([60]).

In this paper, using the random signal analysis methodology theoretically developed in [42], we give and analyse the solutions of (1.11) and (1.12). Different from the existing methods, the proposed SAFD methods are easy to be implemented and directly give solutions of the SPDE problems under study for all random boundary or initial data. Our methods depend on the distribution of \(X\) for the boundary bi-variate-function \(f(t, X)\) type, and the covariance function \(C(s, t)\) for random process type. For the latter our algorithm does not require any information on the related eigenvalues, nor the eigenfunctions, as it does for proceeding the K-L decomposition.

The paper is organized as follows. In §2 we review relevant preliminary knowledge and define notations that will be used in the following sections. In §3 we formulate the Dirichlet problem of Laplace equation with a random boundary condition and the Cauchy problem of heat equation with a random initial condition, and, respectively, introduce the stochastic harmonic Hardy space and the stochastic heat Hardy space as the appropriate function spaces for the solutions. In §4 we develop the SPOAFD methodology in obtaining sparse representations of solutions of
the concerned stochastic boundary/initial problems. The stochastic boundary vanishing conditions for the given function spaces are proved, which guarantee applicability of the SPOAFD algorithms. The numerical experiments are presented in §5 to confirm the theoretical estimates.

2. Preliminaries

We will first set our notation for the deterministic case. For the Dirichlet problem of Laplace equation we focus on the $(n + 1)$-dimensional unit ball $B_1(0)$ and the upper half-space $\mathbb{R}^{1+n}_+$ contexts, and for the Cauchy initial problem of the heat equation on $\mathbb{R}^{1+n}_+$.

For deterministic Dirichlet problems in bounded domains we adopt the formulation that $D \subset \mathbb{R}^{1+n}_+$ is a bounded domain with a smooth boundary, and $f \in L^2(\partial D)$. We need to determine a function $u$ satisfying

\begin{equation}
\begin{aligned}
\Delta u(x) &= 0, \quad \forall \ x \in D, \\
u(x)_{\partial D} &= f(x), \quad \text{for a.e. } x \in \partial D.
\end{aligned}
\end{equation}

We note that the second equation in (2.13) takes the non-tangential boundary limit sense. The solution to (2.13) can be written as the boundary integral

\begin{equation}
\begin{aligned}
u(x) &= \int_{\partial D} \frac{\partial}{\partial n_y} G(x, y) f(y) \sigma(y),
\end{aligned}
\end{equation}

where $G(x, y)$ is the Green’s function of $D$. Restricting the question to the unit ball $B_1 = D$, the function $\frac{\partial}{\partial n_y} G(x, y)$ becomes the Poisson kernel (for the unit ball) $P_x(y)$ defined as

\begin{equation}
P_x(y) \triangleq P(x, y) \triangleq c_n \frac{1 - |x|^2}{|x - y'|^n}, \quad x \in B_1, \ y' \in \partial B_1,
\end{equation}

where $c_n$ is a constant depending on $n$ that can be different from line to line. Thus the solution of the problem can be written explicitly, as Poisson integral of $f$,

\begin{equation}
u_f(x) \triangleq \int_{\partial B_1} P(x, y') f(y') \sigma(y').
\end{equation}

We can also obtain the explicit formula for the solution of (2.13) for the upper half-space $\mathbb{R}^{1+n}_+ = D$ and $f \in L^2(\mathbb{R}^n)$,

\begin{equation}
u_f(x) = \int_{\mathbb{R}^n} P(x, y) f(y) dy,
\end{equation}

where $P(x, y)$ is the counterpart Poisson kernel for the upper half-space $\mathbb{R}^{1+n}_+$, where $x$ is often written as $x = x_0 + z, \ x_0 \in \mathbb{R}^1, \ z \in \mathbb{R}^n$, and

\begin{equation}
P(x, y) = c_n \frac{x_0}{(x_0^2 + |x - y|^2)^{(n+1)/2}}.
\end{equation}

For $D$ being either the unit ball $B_1$ or the upper-half space case there exists a harmonic Hardy $h^p$ space theory. We give an account for the unit ball case. For the purpose of this study, we restrict to $p = 2$. The harmonic Hardy space $h^2(B_1)$ is defined to be

**Definition 3.** ([1]) (The harmonic Hardy space on the ball)

\begin{equation}
h^2(B_1) \triangleq \{ u : \Delta u|_{B_1} = 0, \ \sup_{0<r<1} \| u(r \cdot) \|_2 < \infty \}.
\end{equation}

The norm of $u \in h^2(B_1)$ is defined as $\| u \|_{h^2} = \sup_{0<r<1} \| u(r \cdot) \|_2$. 
It is a fundamental result that every \( u \in h^2(B_1) \) has a non-tangential boundary limit function (\([59]\)) and there holds
\[
\sup_{0<r<1} \|u(r)\|_2 = \lim_{r \to 1} \|u(r)\|_2 = \lim_{r \to 1} \|u(r)\|_2, \quad \forall \ u \in h^2(B_1).
\]

The \( h^2(B_1) \) is a Hilbert space equipped with the inner product
\[
(2.19) \quad \langle u, v \rangle \triangleq \int_{\partial B_1} f(s)g(s)d\sigma(s), \quad \forall \ u, v \in h^2(B_1),
\]
where the \( f(s), g(s) \) are the non-tangential limits of, respectively, the Poisson integrals \( u = P[f], \ v = P[g], \) and \( d\sigma(s) \) is the normalized measure on the sphere. Thus, \( h^2(B_1) \) is isometric to \( L^2(\partial B_1) \), denoted
\[
(2.20) \quad L^2(\partial B_1) \cong h^2(B_1).
\]
The harmonic Hardy space \( h^2(B_1) \) is a special case of the Hardy space introduced by Stein and Fefferman (\([19]\)). Within the same category, another Hardy space, \( H^2_{\text{heat}} \), is defined in relation to the heat equation in \( \mathbb{R}^{1+n}_+ \). Denote by
\[
\varphi_t(x) \triangleq (\frac{1}{4\pi t})^{n/2} e^{-\frac{1}{4\pi} |x|^2},
\]
the heat kernel. Then a solution of the corresponding heat equation can be written as
\[
(2.21) \quad u_f(t, x) \triangleq \int_{\mathbb{R}^n} \varphi_t(x-y)f(y)dy = (\varphi_t * f)(x), \quad f \in L^2(\mathbb{R}^n),
\]
and \( u = u_f \) belongs to heat-Hardy space \( H^2_{\text{heat}}(\mathbb{R}^{1+n}_+) \) defined as
\[
(2.22) \quad \{ u : \exists \ f \in L^2(\mathbb{R}^n), \ u = \varphi_t * f, \ \varphi_t^+(\varphi_t * f) \triangleq \sup_{t>0} (\varphi_t * f) \in L^2(\mathbb{R}^n) \},
\]
with the norm \( \|u\|_{H^2} \triangleq \|\varphi_t^+(\varphi_t * f)\|_{L^2} \cong \|f\|_{L^2} \). Similarly, \( H^2_{\text{heat}}(\mathbb{R}^{1+n}_+) \) is isometric to \( L^2(\mathbb{R}^n) \). The point of such formulation is that the spaces \( h^2(B_1) \) and \( H^2_{\text{heat}}(\mathbb{R}^{1+n}_+) \) are reproducing kernel Hilbert spaces.

We recall the needed reproducing kernel structure applicable to both \( h^2(B_1) \) and \( H^2_{\text{heat}}(\mathbb{R}^{1+n}_+) \).

**Definition 4.** (\([58]\)) (Reproducing kernel Hilbert space) Let \( D \neq \emptyset \). A reproducing kernel Hilbert space (RKHS) on the set \( D \) is a Hilbert space \( \mathcal{H}(D) \) with a function
\[
K : D \times D \to \mathbb{C}
\]
possessing the reproducing property
\[
(2.23) \quad \begin{cases}
K_q \triangleq K(\cdot, q) \in \mathcal{H}(D), \quad \forall \ q \in D, \\
\langle f, K_q \rangle = f(q), \quad \forall \ q \in D, \quad \forall \ f \in \mathcal{H}(D).
\end{cases}
\]
The function \( K_q(\cdot) \) in (2.23) is called the reproducing kernel of \( \mathcal{H}(D) \) at \( q \).

For instance, denote by \( P_t(s') \) the Poisson kernel defined by (2.15), where \( t \triangleq |t|', \ t' \in D = B_1 \), and \( s \triangleq |s|s', \ s' \in B_1 \). The harmonic Hardy space \( h^2(B_1) \) is a RKHS (\([46]\)) with the reproducing kernel
\[
(2.24) \quad K(s, t) \triangleq \langle P_s, P_t \rangle = P_{|s|t'}(t') = P_{|s|t|t'}(s').
\]
The reproducing kernel for the heat equation is
\[
(2.25) \quad K(x, y) \triangleq \langle h_x, h_y \rangle = h_{s+x}(y) = h_{t+y}(x),
\]
where \( x = t + x, \ y = s + y \) both are in \( D = \mathbb{R}^{n+1}_+ \), while \( t, s \) are in \( \mathbb{R}^1_+ \).
3. Dirichlet problem with stochastic boundary value and Cauchy problem with stochastic initial value

Consider a Dirichlet problem with a random boundary data, i.e.

\[
\begin{align*}
\Delta u(x, \omega) &= 0, \quad \forall \ x \in D \subseteq \mathbb{R}^{n+1}, \text{ a.s. } \omega \in \Omega, \\
u(x, \omega) &= f(x, \omega), \quad \text{for a.e. } x \in \partial D, \text{ a.s. } \omega \in \Omega,
\end{align*}
\]

where \( f \in L^2(\Omega, L^2(D)) \), \( D = B_1 \). We also write \( f_\omega(\cdot) \) as \( f(\cdot, \omega) \) when no ambiguity arises.

Babuska was among the first to study rigorously existence of solutions of Dirichlet problems with random boundary condition ([5]). Bucur and Cozarelli studied existence and properties of general solutions of (3.26), see [10, 7, 8]. Furthermore, explicit formulae for the correlation tensor of the generalized solutions are obtained when the random boundary function is a white noise or a homogeneous random field on a sphere ([54]).

In fact, the equation (3.26) can be regarded as a family of equations labeled with \( \omega \in \Omega \). For each \( \omega \in \Omega \) possibly excluding an event of zero probability,

\[
\begin{align*}
\Delta u(x, \omega) &= 0, \quad x \in B_1, \\
u(x) &= f_\omega(x), \quad \text{a.e. } x \in \partial B_1,
\end{align*}
\]

where \( f \in L^2(\Omega, L^2(D)) \). Hence (3.27) becomes the classical Dirichlet boundary problem. Thus we can consider a stochastic process formed by the classical Poisson integral

\[
u_{f_\omega}(x) \triangleq \int_{\partial B_1} p(x, t') f_\omega(t') d\sigma(t'), \quad x \in B_1,
\]

where \( p(x, t') \) is the Poisson kernel in \( B_1 \). For a.s. \( \omega \in \Omega \), it follows that \( \nu_{f_\omega}(x) \) solves the (3.27), and

\[
\lim_{p \to 1} \nu_{f_\omega}(pt') = f_\omega(t')
\]

in both the \( L^2 \)-norm and the a.e. pointwise sense.

The stochastic process \( \nu_{f_\omega}(x) \) defined in (3.28) solves the problem (3.26) in the \( \mathbb{P} \)–a.s. sense. The solution of (3.27) is a.s. in \( h^2(B_1) \) and, space-wise, it is isometrically identical with the boundary value \( f_\omega \in L^2(\partial B_1) \).

Similarly, the Cauchy problem with a stochastic initial value is proposed in \( \mathbb{R}^{n+1} \),

\[
\begin{align*}
(\partial_t - \Delta_x)u(t, x, \omega) &= 0, \quad (t, x) \in \mathbb{R}^+ \times \mathbb{R}^n, \text{ a.s. } \omega, \\
u(0, x, \omega) &= f(x, \omega), \quad \text{a.e. } x \in \mathbb{R}^n, \text{ a.s. } \omega,
\end{align*}
\]

with \( f \in L^2(\Omega, L^2(\mathbb{R}^n)) \). For a.s. \( \omega \), \( f_\omega \in L^2(\mathbb{R}^n) \), the convolution

\[
u_{f_\omega}(t, x) = \int_{\mathbb{R}^n} \varphi_t(x - y) f_\omega(y) dy \triangleq (\varphi_t * f_\omega)(x)
\]

gives the solution of the classical heat equation with initial condition \( f \in L^2(\Omega, L^2(\mathbb{R}^n)) \), and for each valid \( \omega \) the solution \( \nu_{f_\omega} \) belongs to heat-Hardy space \( H^2_{\text{heat}}(\mathbb{R}^{1+n}) \) whose space norm is defined as the \( L^2(\mathbb{R}^n) \) norm of the non-tangential maximal function \( \sup_{(t, y) \in \Gamma_\alpha} |u_{f_\omega}(t, y)| \), where \( \Gamma_\alpha \) is the orthogonal \( \alpha \)-cone in \( \mathbb{R}^{1+n} \) with tip at \( x \in \mathbb{R}^n \). The associated stochastic Hardy spaces may be defined.

**Definition 5.** (Stochastic harmonic Hardy space) The Hilbert space \( L^2(\Omega, h^2(B_1)) \) is a function space that contains all \( h^2(B_1) \)-valued random variables \( u : B_1 \times \Omega \to \mathbb{R} \) satisfying

\[
\mathbb{E}_\omega \|u(\cdot, \omega)\|_{h^2(B_1)}^2 < \infty.
\]
Analogously, the boundary stochastic Hilbert space $L^2(\Omega, L^2(\partial B_1))$ is defined as:

$$L^2(\Omega, L^2(\partial B_1)) \triangleq \{ f : \partial B_1 \times \Omega \to \mathbb{R}, \quad f(\cdot, \omega) \in L^2(\partial B_1), \text{ a.s. } \omega \in \Omega, \quad \mathbb{E}_\omega \| f(\cdot, \omega) \|^2_{L^2(\partial B_1)} < \infty \}. \quad (3.32)$$

Stochastic harmonic Hardy space $L^2(\Omega, h^2(B_1))$ is a Hilbert space with the inner product

$$\langle f, g \rangle_{L^2(\Omega, h^2(B_1))} \triangleq \int_{\Omega} \int_{\partial B_1} f(t, \omega)g(t, \omega)d\sigma(t)d\mathbb{P}, \quad \forall \ f, \ g \in L^2(\Omega, h^2(B_1)). \quad (3.33)$$

Corresponding to the heat equation case a pair of stochastic Hilbert spaces are similarly defined.

**Definition 6.** (stochastic heat-Hardy space) The Hilbert space $L^2(\Omega, H^2_{\text{heat}}(\mathbb{R}_+^{1+n}))$ is a function space that contains all $H^2_{\text{heat}}(\mathbb{R}_+^{1+n})$-valued random variables $u : \mathbb{R}_+^{1+n} \times \Omega \to \mathbb{R}$ satisfying

$$u(\cdot, \omega) \in H^2_{\text{heat}}(\mathbb{R}_+^{1+n}), \text{ a.s. } \omega \in \Omega, \quad \mathbb{E}_\omega \| u(\cdot, \omega) \|^2_{H^2_{\text{heat}}(\mathbb{R}_+^{1+n})} < \infty. \quad (3.34)$$

Analogously, the boundary Hilbert space $L^2(\Omega, L^2(\mathbb{R}^n))$ is defined as:

$$L^2(\Omega, L^2(\mathbb{R}^n)) \triangleq \{ f : \mathbb{R}^n \times \Omega \to \mathbb{R}, \quad f(\cdot, \omega) \in L^2(\mathbb{R}^n), \text{ a.s. } \omega \in \Omega, \quad \mathbb{E}_\omega \| f(\cdot, \omega) \|^2_{L^2(\mathbb{R}^n)} < \infty \}. \quad (3.35)$$

As shown in the above contexts the defined stochastic Hardy space are RKHSs. In spite of the fact that they are isometric, however, the corresponding stochastic $L^2$ spaces are not RKHSs. The mechanism we take for advantage in solving the random boundary value and initial value problems is that in a RKHS, $\mathcal{H}(D)$, the span of the kernels $\{K(\cdot, q)\}_{q \in D}$ is dense in $\mathcal{H}(D)$, and the boundary limit functions of the same class $\{K(\cdot, q)\}_{q \in D}$ is dense in $L^2(D)$, as well as with equivalent norms. This suggests that we in the $L^2(D)$ do sparse approximation by using the dictionary $\{K(\cdot, q)\}_{q \in D}$ and once this is done we “lift up” the approximating series in the boundary stochastic $L^2$ space to give the stochastic Hardy space approximation in $\mathcal{H}(D)$.

We note that the above defined spaces $L^2(\Omega, L^2(\partial B_1))$ and $L^2(\Omega, L^2(\mathbb{R}^n))$ in Definitions 5 and 6 are boundary stochastic $L^2$-spaces, and $L^2(\Omega, h^2(B_1))$ and $L^2(\Omega, H^2_{\text{heat}}(\mathbb{R}_+^{1+n}))$ are the corresponding stochastic solution spaces. We note that the solution spaces $h^2(B_1)$ and $H^2_{\text{heat}}(\mathbb{R}_+^{1+n})$ are RKHSs (58), briefly denoted as $H^2$ in the sequel.

The idea of POAFD algorithm was initiated in [52] and further formulated in [43] and [44] (also see [15]). The work [47] and [48] carry out the POAFD algorithm to the weighted Bergman spaces in the unit disc, and the work [46] carries out it to the $h^2(B_1)$ and $H^2_{\text{heat}}(\mathbb{R}_+^{1+n})$ spaces which are all for deterministic signals. The work [42] generalizes the AFD and the POAFD methods to random signals. There are two types of generalizations, called SPOAFD1 and SPOAFD2. Each of them can be applied to the above defined stochastic Hardy spaces. In this paper, we are based on the SPOAFD methods to solve SPDEs. In the following section we will first outline the deterministic POAFD, and then the SPOAFD algorithms for the self-containing purpose.

4. **POAFD and SPOAFD Algorithms**

For the self-containing purpose we give a revision of POAFD and SPOAFD Algorithms (see [44, 15], or [47]).
4.1. POAFD. In order to perform POAFD the underlying Hilbert space $L^2(\partial D)$ is assumed to have a subset indexed by elements in $D$, denoted $K_q, q \in D$, whose span is dense (dense-span property) in $L^2(\partial D)$. The collection of the reproducing kernels of any RKHS, in particular, has such dense-span property. By this reason, with a little abuse of terminology we call the functions in such dense-span collection by “kernels”. Besides the density we further assume the boundary vanishing condition (BVC): For any function $G \in L^2(\partial D)$ there holds
\begin{equation}
\lim_{q \to \partial D} |\langle G, E_q \rangle| = 0,
\end{equation}
where $E_q$ is the normalized kernel function:
\begin{equation}
E_q = \frac{K_q}{\|K_q\|}.
\end{equation}
It is necessary to introduce the notion multiple kernels. Let $(q_1, \cdots, q_n)$ be an $n$-tuple of parameters in $D$. Denote by $l(k)$ the multiplicity of $q_k$ in the $k$-tuple $(q_1, \cdots, q_k), 1 \leq k \leq n$. With a little abuse of notation, we define the $k$-th multiple kernel as
\begin{equation}
\tilde{K}_{q_k} = \left( \left( \frac{\partial}{\partial q} \right)^{(l(k)-1)} K_q \right)_{q=q_k}, \quad k = 1, 2, \cdots, n,
\end{equation}
where $\frac{\partial}{\partial q}$ is interpreted as a directional derivative. Multiple kernels are generated from performing the pre-orthogonal maximal selection principle: Suppose we already have an $n$-tuple \{ $q_1, \cdots, q_n$ \}, possibly with multiplicity. We correspondingly have the $n$-tuple of multiple kernels, \{ $\tilde{K}_{q_1}, \cdots, \tilde{K}_{q_n}$ \}. Applying the G-S orthonormalization process consecutively, we obtain an equivalent $n$-orthonormal system, \{ $E_1, \cdots, E_n$ \}, where $E_1 = E_{q_1}$. For any given $G$ in the Hilbert space we now investigate whether there exists a $q_{n+1} \in D$ that gives rise to the supreme value
\begin{equation}
|\langle G, E_{n+1} \rangle| = \sup\{ |\langle G, E^q_{n+1} \rangle| : q \in D, q \neq q_1, \cdots, q_n \},
\end{equation}
where the finiteness of the supreme is guaranteed by the Cauchy-Schwarz inequality, and $E^q_{n+1}$ be such that $\{ E_1, \cdots, E_n, E^q_{n+1} \}$ is the G-S orthonormalization of $\{ \tilde{K}_{q_1}, \cdots, \tilde{K}_{q_n}, K_q \}$, and $E_{n+1}$ be such that $\{ E_1, \cdots, E_n, E_{n+1} \}$ is the G-S orthonormalization of $\{ \tilde{K}_{q_1}, \cdots, \tilde{K}_{q_n}, \tilde{K}_{q_{n+1}} \}$. In fact, since $q$ is distinct from the proceeding $q_1, \cdots, q_n$, $E^q_{n+1}$ is given by
\begin{equation}
E^q_{n+1} = \frac{K_q - \sum_{k=1}^{n} \langle K_q, E_k \rangle E_k}{\|K_q - \sum_{k=1}^{n} \langle K_q, E_k \rangle E_k\|}.
\end{equation}
Under BVC a compact argument concludes that there exists a point $q_{n+1} \in D$ and $q^{(l)}, l = 1, 2, \cdots$, such that $q^{(l)}$ are all different from $q_1, \cdots, q_n$, $\lim_{l \to \infty} q^{(l)} = q_{n+1}$, and
\begin{equation}
\lim_{l \to \infty} |\langle G, E^{q^{(l)}}_{n+1} \rangle| = \sup\{ |\langle G, E^q_{n+1} \rangle| : q \in D, q \neq q_1, \cdots, q_n \} = |\langle G, E_{n+1} \rangle|,
\end{equation}
where, by a Taylor expansion argument involving the Lagrange remainder, we have
\begin{equation}
E_{n+1} = \frac{\tilde{K}_{q_{n+1}} - \sum_{k=1}^{n} \langle \tilde{K}_{q_{n+1}}, E_k \rangle E_k}{\sqrt{\|\tilde{K}_{q_n}\|^2 - \sum_{k=1}^{n} |\langle \tilde{K}_{q_{n+1}}, E_k \rangle|^2}}.
\end{equation}
(see [44, 15], or [47]). Iteratively applying the above process to $G$, we obtain a sequence of maximally selected $\{ q_k \}_{k=1}^{\infty}$, and has
\begin{equation}
G = \sum_{k=1}^{\infty} \langle G, E_k \rangle E_k.
\end{equation}
We will call $\{ E_k \}$ the consecutive Gram-Schmidt orthogonalization of the multiple kernels corresponding to maximally selected $\{ q_k \}$, the latter being possibly with multiples. It is noted
that the outcome system \( \{E_k\} \) is not necessarily a basis, it, however, is made for, and can well express the given signal. For the POAFD expansion we have in the space norm sense the same convergent rate \( O(n^{-1/2}) \) as that for the K-L expansion ([43, 44, 15, 28]).

Next, we incorporate probability and formulate stochastic POAFD 1 and 2 (SPOAFD1 and 2). For the stochastic Dirichlet problem the set \( D \) stands for the unit ball \( B_1 \in \mathbb{R}^{1+n} \) or the upper half space \( \mathbb{R}^{1+n}_+ \), while for the stochastic Cauchy initial value case \( D \) stands for the half space \( \mathbb{R}^{1+n}_+ \). By involving such domain \( D \) we adopt the setting \( \mathcal{N} = L^2(\Omega, L^2(\partial D)) \) with any underlying probability space \((\Omega, \mathcal{F}, \mathbb{P})\). We will be related to the stochastic Hardy spaces \( L^2(\Omega, H^2) \), where \( H^2 \) stands for either \( h^2(B_1) \), or \( h^2(\mathbb{R}^{1+n}_+) \), and \( H^2_{\text{heat}}(\mathbb{R}^{1+n}_+) \), depending on the individual problem. Their reproducing kernels are uniformly denoted as \( K(\cdot, q) = K_q(\cdot) \), whose span is dense in the concerned \( L^2(\Omega, H^2) \), as well in \( L^2(\Omega, L^2(D)) \). The stochastic Hardy spaces are respectively imbedded, through the non-tangential boundary limits, into the \( \mathcal{N} \) spaces, namely \( \mathcal{N} = L^2(\Omega, L^2(\partial B_1)) \) or \( \mathcal{N} = L^2(\Omega, L^2(\mathbb{R}^n)) \).

4.2. SPOAFD1. The SPOAFD1 algorithm is designed for a stochastic signal \( f(t, \omega) \triangleq f_\omega(t) \), being expressible as \( f_\omega(t) \triangleq \tilde{f}(t) + r_\omega(t) \), where \( \tilde{f}(t) \triangleq \mathbb{E}(f_\omega(t)) \) and \( r_\omega(t) \triangleq f_\omega(t) - \tilde{f}(t) \), and the error random signal \( r_\omega(t) \) is assumed to be of small \( L^2 \)-norm. Obviously, \( \mathbb{E}(r_\omega(t)) = 0 \) for a.e. \( t \in D \). SPOAFD1 is designed to analyze a given stochastic signal \( f \) by means of the POAFD expanding orthonormal system \( \{E_k\}_k \) of the deterministic signal \( \tilde{f} \).

The SPOAFD1 method to solve the stochastic boundary value or initial value problems consists of three steps. Below as examples we work on the stochastic Dirichlet problem on the unit ball and on the stochastic Cauchy problem on the upper-half space. The first step is to compute out \( \tilde{f} \). The second step is to apply POAFD to the deterministic signal \( \tilde{f} \) with the expansion

\[
\tilde{f} = \sum_{k=1}^{\infty} \langle \tilde{f}, E_k \rangle E_k
\]

valid on the boundary, where \( \{E_k\} \) is consecutively the multiple G-S orthogonalizations of the multiple kernels corresponding to \( \{q_k\} \). The third step is to term by term solve the problems and add them together by invoking boundedness of the Poisson kernel convolution operators. The semigroup property of the spherical Poisson kernel then can “lift up” the expansion on the sphere and, owing to the isometry between the \( h^2(D) \) and the \( L^2(\partial D) \) spaces, give (see §4 of [46])

\[
u_f(x) = \sum_{k=1}^{\infty} \langle \tilde{f}, E_k \rangle u_{E_k}(x) \triangleq \sum_{k=1}^{\infty} \langle \tilde{f}, E_k \rangle P(E_k)(x) = \sum_{k=1}^{\infty} c_k P_{|x|q_k}(x'), \quad x \in B_1,
\]

where \( P(E_k) \) is the classical solution of the Dirichlet problem with boundary data \( E_k, x = |x|x', q_k = |q_k|q_k' \) and \( \{c_k\}_k \) are certain constants (see the later half of the proof of Theorem 4 below). Similarly, for the stochastic Cauchy initial value problem, the SPOAFD1 expansion together with the lifting up based on the semigroup property gives rise to the solution (see §3.2 of [46])

\[
u_f(x) = \sum_{k=1}^{\infty} \langle \tilde{f}, E_k \rangle u_{E_k}(x) \triangleq \sum_{k=1}^{\infty} \langle \tilde{f}, E_k \rangle P_t \ast E_k(x) = \sum_{k=1}^{\infty} d_k h_{t+q_k}(x), \quad x \in \mathbb{R}^{n+1}_+,
\]

where \( x = t + \mathbf{x}, q_k = s_k + q_k, \) and \( \{c_k\}_k \) are certain constants. Note that the convergence rates of the solution series are as the same as those expanding the stochastic boundary or the initial values. Below, like \( u_f \), we will use the self-explanatory notations \( u_f \) and \( u_r \). Denote

\[
du_{f_\omega}(x) = u_{f_\omega}(x) - \sum_{k=1}^{\infty} \langle f_\omega, E_k \rangle u_{E_k}(x).
\]
Since \( \|r\|_2^2 = \|\var f\|_{L^1(\partial D)} \), the results of \([42]\) imply

**Theorem 1.**

\[
\|u_{f,\omega} - u_{f,T}\|_{\mathcal{N}} \leq \|\var f\|_{L^1(D)},
\]

and

\[
\|d_u\|_{\mathcal{N}} \leq \|\var f\|_{L^1(\partial D)} - \sum_{j=1}^{\infty} E|\langle r, E_j \rangle|^2,
\]

and, in particular,

\[
\|d_u\|_{\mathcal{N}} \leq \|\var f\|_{L^1(\partial D)}.
\]

The theorem concludes that SPOAFD1 solves the stochastic boundary and initial problems up to an error dominated by the \(L^1(\partial D)\)-average of the variation of \(f\).

### 4.3. SPOAFD2

SPOAFD2, or, abbreviated as SPOAFD, is the main method introduced by this paper, because through it we gain a.s. convergence of the involved series expansions in the \(H^2(D)\) and the \(L^2(\partial D)\) spaces. SPOAFD is built upon the following **statistical maximal selection principle** (SMSP).

**Theorem 2.** Assume that \(f \in L^2(\Omega, L^2(\partial D))\), where with respect to the dictionary \(\{K_q\}\) the space \(L^2(\partial D)\) satisfies BVC. There exists \(q_1 \in D\) such that

\[
q_1 = \arg\max_{q \in D} E|\langle f_{\omega}, E_q \rangle|^2,
\]

where \(E_q\) is the normalized reproducing kernel of the Hardy space \(H^2\) defined as in \((4.37)\) for either the Dirichlet boundary value or the Cauchy initial value problem.

**Proof:** By invoking the main result of \([42]\) it is sufficient to prove the **statistical boundary vanishing condition** property, i.e.

\[
\lim_{q \to \partial D} E|\langle f_{\omega}, E_q \rangle|^2 = 0.
\]

Since

\[
f_{\omega} \in L^2(\partial D), \text{ a.s. } \omega \in \Omega,
\]

we have

\[
\lim_{q \to \partial D} |\langle f_{\omega}, E_q \rangle|^2 = 0, \text{ a.s. } \omega \in \Omega,
\]

as proved in \([46]\). Noting that, for \(q \to \partial D\) the functions \(|\langle f_{\omega}, E_q \rangle|^2\) in \(\omega\) is dominated uniformly in \(q\) by an integrable function in \(L^1(\Omega, d\mathbb{P})\):

\[
|\langle f_{\omega}, E_q \rangle|^2 \leq \|f_{\omega}\|_{H^2}^2 \|E_q\|_{H^2}^2
\]

by Lebesgue’s dominated convergence theorem, we have

\[
\lim_{q \to \partial D} E|\langle f_{\omega}, E_q \rangle|^2 = 0.
\]

By employing the usual compact argument we obtain a maximal selection of \(q \in D\). The proof is complete. \(\square\)

The availability of SMSP implies that SPOAFD2 can be performed in \(L^2(\Omega, L^2(B_1))\) and \(L^2(\Omega, L^2(\mathbb{R}^n))\). That is,
Theorem 3. ([42]) Suppose \( f \in \mathcal{N} = L^2(\Omega, L^2(D)) \). Assume that \{q_j\}_j are selected under SMSP, 
\[
q_l = \arg \max_{q \in E} \mathbb{E}[\langle f_\omega, E_i \rangle]^2,
\]
where \{E_k\} is the consecutive G-S orthogonalization of the multiple kernels corresponding to the maximally selected \{q_k\}. Then there holds 
\[
f_\omega \sim \sum_{k=1}^{\infty} \langle f_\omega, E_k \rangle E_k.
\]
As a consequence of the above theorem, we have

Theorem 4. Under the SPOAFD2 expansion (4.50) there holds 
\[
u_{f_\omega} \sim \sum_{k=1}^{\infty} \langle f_\omega, E_k \rangle u_{E_k} \sum_{k=1}^{\infty} c_k(\omega) \tilde{K}_{q_k},
\]
where \{\tilde{K}_{q_k}\} are the multiple kernels whose consecutive G-S orthogonalizations are \{E_k\} computed as in (4.40), \{q_k\} are the parameter sequence consecutively obtained through applying SMSP to \( f_\omega \), \{c_k(\omega)\} are accordingly asserted coefficients depending on \( \omega \).

Proof: The POAFD convergence result amounts, for each \( \omega \), possibly excluding an event of probability zero,
\[
f_\omega \sim L^2(\partial D) = \sum_{k=1}^{\infty} \langle f_\omega, E_k \rangle E_k.
\]
Since the lifting up operators \( f_\omega \rightarrow u_{f_\omega} \) for solving the classical problems is either isometric or bounded (for the heat kernel case), we have, for a.s. \( \omega \in \Omega \),
\[
u_{f_\omega} \sim H^2(D) = \sum_{k=1}^{\infty} \langle f_\omega, E_k \rangle u_{E_k}.
\]
Since the Hardy space projection \( u_f = P_{H^2}(f) : L^2(\Omega, L^2) \rightarrow L^2(\Omega, L^2) \) is linear and isometric, we have, for any fixed \( n \),
\[
\|u_{f_\omega} - \sum_{k=1}^{n} \langle f_\omega, E_k \rangle u_{E_k} \|_{L^2(\Omega, L^2)} \leq \|f_\omega - \sum_{k=1}^{n} \langle f_\omega, E_k \rangle E_k \|_{L^2(\Omega, L^2)}.
\]
By invoking the SPOAFD2 convergence result in [42] the last quantity tends to zero as \( n \rightarrow \infty \). Therefore, (4.51) holds. Next, we deduce the coefficients \( c_k(\omega) \).

Denote, for every positive integer \( n \), \( \mathcal{E}_n = (E_{11}, \cdots, E_{nn}) \), \( \mathcal{K}_n = (\tilde{K}_{q_{11}}, \cdots, \tilde{K}_{q_{nn}}) \), \( \mathcal{C}_n = (c_{1}(\omega), \cdots, c_{n}(\omega)) \), and \( \mathcal{F}_n = ((f_\omega, E_{11}), \cdots, (f_\omega, E_{nn})) \). Then there follows 
\[
\mathcal{K}_n^t = \mathcal{A}_n \mathcal{E}_n^t,
\]
where the superscript “t” stands for transpose of the matrix, and \( \mathcal{A}_n = (a_{ij})_{1 \leq i,j \leq n} \) is a lower triangle \( n \times n \) matrix, where
\[
a_{ij} = \begin{cases} E_{q_i}(q_j) = K(q_j, q_i) / \|K_n\|, & i \geq j, \\ 0, & i < j. \end{cases}
\]
Hence,
\[
\mathcal{E}_n^t = \mathcal{A}_n^{-1} \mathcal{K}_n^t, \quad \text{and} \quad \mathcal{C}_n = \mathcal{F}_n \mathcal{A}_n^{-1}.
\]
The proof is complete. □

Theorem 4 shows that with \( f \) being in the Bochner space \( L^2(\Omega, L^2(\partial D)) \) the stochastic Dirichlet boundary value problem and the stochastic Cauchy initial value problem are solvable in their
corresponding Bochner type stochastic Hardy spaces \( L^2(\Omega, H^2) \) with explicit sparse representations.

We note that theoretically the introduced method has the standard convergence rate \( M/\sqrt{n} \) (see [44, 15] or [45]).

5. EXAMPLES OF RANDOM BOUNDARY VALUE PROBLEM

In this section we first present the algorithm of SPOAFD2 (SPOAFD in short), which is applied to numerical simulations of two types of random PDEs described by the Laplace equation and the heat equation. Denote by \( \{B_1, \cdots, B_j\} \) the G-S orthonormalization of the maximally selected parameterized multiple kernels under the SPOAFD program.

**Algorithm.** SPOAFD

| Input:  | original function \( f(t, \omega) \) |
|---------|----------------------------------|
| Output: | solution \( u_n \) of random equation |

1. Initialize \( u_n = 0, j = 0, \text{error}=10, \text{energy}_\omega = 0. \)
2. **While** \( \text{error} \geq 10^{-4} \) **do**
3. \( j \leftarrow j + 1 \)
4. \( a_j \leftarrow \arg \max_{b \in D} \mathbb{E}_\omega |\langle f_\omega, B_j^b \rangle|^2 \)
5. \( u_n \leftarrow u_n + \langle f_\omega, B_j^{a_j} \rangle B_j^{a_j} \)
6. \( \text{energy}_\omega \leftarrow \text{energy}_\omega + |\langle f_\omega, B_j^{a_j} \rangle|^2 \)
7. \( \text{error} \leftarrow \frac{\|f\|_N^2 - \mathbb{E}(\text{energy}_\omega)}{\|f\|_N^2} \)
8. **End while**

As already noted that the expansions using the parameterised fundamental solutions have the convenience of lifting up to get the virtual solutions of the problems. For such purpose below we only expand the random boundary data by the respective dictionaries containing the needed fundamental solutions. Without such convenience random boundary data can also be expanded by other basis or dictionary elements, such as the Fourier-Hermite polynomials and the eigenfunctions of K-L decomposition. A separate paper, [45], will devote to comparison between the existing stochastic expansions and SPOAFD, without involving applications to SPDEs.

**Example 1.** Consider the Laplace equation in the unit disk \( \mathbb{D} \triangleq \{z \in \mathbb{C}: |z| < 1\} \) with the random Dirichlet boundary condition:

\[
\begin{cases}
\Delta u(z, \omega) = 0, \forall z \in \mathbb{D}, \text{a.s. } \omega \in \Omega, \\
u(e^{it}, \omega) = 1/\sqrt{5 + (\sin t - X)^2}, \ e^{it} \in \partial\mathbb{D}, \text{a.s.,}
\end{cases}
\]

where \( t \in [0, 2\pi] \) and \( X = X(\omega) \) is a random variable with the density function \( p(s) = \frac{1}{m} \alpha(s), \) where

\[
\alpha(s) = \begin{cases}
e^{-\frac{1}{\pi - s + 1}}, & 0 \leq s \leq \pi, \\
e^{-\frac{1}{s + \pi} + 1}, & -\pi \leq s < 0,
\end{cases}
\]

and \( m = \int_{-\pi}^{\pi} \alpha(s)ds. \)

Since the boundary data is a bi-variate function of \( t \) and \( X, \) we can make use the distribution of the random variable \( X. \) We have three groups of figures respectively for visual effects of the experiments at those \( \omega \) such that \( X(\omega) = 0, -\pi, \) and 2.4504, which can be shown in Figure 1, 2 and 3. The relative errors in Table 1, 2, 3 are computed according to the formulas given in the relevant algorithms.
Figure 1. $X = 0$

| SPOAFD | $3.6902 \times 10^{-4}$ | $2.2177 \times 10^{-5}$ | $1.8945 \times 10^{-7}$ |

Table 1. Relative error

Figure 2. $X = -\pi$

| SPOAFD | $6.7418 \times 10^{-5}$ | $6.2401 \times 10^{-8}$ | $6.7669 \times 10^{-9}$ |

Table 2. Relative error

Figure 3. $X = 2.4504$
Example 2. The other case is the heat equation with the random initial condition:

\[
\begin{aligned}
& (\partial_t - \Delta_x)u(t, x, \omega) = 0, \quad (t, x) \in \mathbb{R}_+^1 \times \mathbb{R}^1, \text{ a.s. } \omega \in \Omega, \\
& u(0, x, \omega) = \frac{1}{2 + (\frac{x}{3} - X)^2}, \quad x \in \mathbb{R}^1, \text{ a.s.,}
\end{aligned}
\]

where \( X \) is the evaluation of the random variable with the density function \( p(s) = \frac{1}{\sqrt{2\pi}} e^{-\frac{s^2}{2}} \).

Again for this example we can make direct use of the distribution of \( X \). We have three groups of figures respectively for visual effects of the experiments at those \( \omega \) for which \( X = 0 \), \(-3.7\), and \(3.1\), which can be shown in Figure 4, 5 and 6. The relative errors in Table 4,5,6 are computed according to the formulas given in the relevant algorithms.

\[
\text{Table 3. relative error}
\]

\[
\begin{array}{|c|c|c|c|}
\hline
\text{SPOAFD} & 1.4236 \times 10^{-4} & 6.5114 \times 10^{-7} & 6.0066 \times 10^{-8} \\
\hline
\end{array}
\]

\[
\text{Table 4. relative error}
\]

\[
\begin{array}{|c|c|c|c|}
\hline
\text{SPOAFD} & 0.0014 & 9.0613 \times 10^{-6} & 7.1549 \times 10^{-7} \\
\hline
\end{array}
\]
Table 5. relative error

| SPOAFD | 0.1759 | 4.8514 × 10^{-4} | 2.7590 × 10^{-5} |

Table 6. relative error

| SPOAFD | 0.1064 | 0.0016 | 2.5211 × 10^{-5} |

Example 3. In this example we decompose Brownian bridge. We are considering the stochastic Dirichlet problem

$$
\begin{align*}
\Delta u(z, \omega) &= 0, \quad z \in B_1, \\
u(e^{it}) &= W(t), \quad t \in [0, 2\pi],
\end{align*}
$$

(5.54)

where $B_1 = D$ is the unit disc in the complex plane, and $W(t)$ is the Brownian bridge. By using SPOAFD for the Poisson kernel in the unit disc we obtain an orthonormal system uniformly applicable for all Brownian bridges. We arbitrarily chose two sample paths to test effectiveness of the obtained SPOAFD system. As shown in Figure 7 and 8, the results are quite promising.
Figure 7. sample path I of Brownian bridge

Figure 8. sample path II of Brownian bridge
6. Conclusion

Using the recently developed stochastic pre-orthogonal adaptive Fourier decomposition (SPOAFD) to the dictionaries of parameterised Poisson and heat kernels we obtain sparse representations of solutions of the Dirichlet boundary value and the Cauchy initial value problems with random data, including stochastic process cases. The numerical examples show promising convergence speed that implies fast convergence of the SPOAFD solutions series to the stochastic boundary and initial value problems. Theoretical and technical aspects of SPOAFD in comparison with existing major decomposition methods for stochastic processes will be studied in separate papers ([45, 70]).
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