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Time-dependent femtosecond pump-probe spectroscopic ellipsometry studies on zincblende gallium-nitride (zb-GaN) are performed and analyzed between 2.9-3.7 eV. An ultra-fast change of the absorption onset (3.23 eV for zb-GaN) is observed by investigating the imaginary part of the dielectric function. The 266 nm (4.66 eV) pump pulses induce a large free-carrier concentration up to $4 \times 10^{20} \text{cm}^{-3}$, influencing the transition energy between conduction and valence bands due to many-body effects, like band filling and band gap renormalization, up to $\approx 500 \text{meV}$. Additionally, the absorption of the pump-beam creates a free-carrier profile within the 605 nm zb-GaN layer. This leads to varying optical properties from sample surface to substrate, which are taken into account by grading analysis for an accurate description of the experimental data. A temporal resolution of 100 fs allows in-depth investigations of occurring ultra-fast relaxation and recombination processes. We provide a quantitative description of the free-carrier concentration and absorption onset at the sample surface as a function of relaxation, recombination, and diffusion yielding a characteristic relaxation time of 0.19 ps and a recombination time of 26.1 ps.

I. INTRODUCTION

Modern technologies require the application and understanding of faster and faster electronics and optics. From high-speed optical switching [1, 2] and fast transparent electronics [3, 4] to ultra-fast lasers [5] and computing [6, 7], the fundamental understanding of ultra-fast phenomena are crucial for the development and deployment. Selection and incorporation of novel materials are no exception. Furthermore, measurement techniques that are able to accurately investigate those effects are necessary. In recent years, time-resolved pump-probe spectroscopic ellipsometry (trSE) proved to be an excellent contestant for this with many possibilities [8, 9]. Spectroscopic ellipsometry is a predestined method for obtaining optical and material properties of semiconductors as well as many other materials, due to its high accuracy and sensitivity. Using the pump-probe approach, systems under strong non-equilibrium conditions can be investigated. In this case, a free-carrier excitation up to $4 \times 10^{20} \text{cm}^{-3}$ are possible, while time-resolutions in the femtosecond regime grant an in-depth analysis of the involved processes.

The cubic zincblende phase of group III-nitrides receives increasing interest due to its electronic and optical properties. Especially, zincblende gallium nitride (zb-GaN), and its alloys like InGaN, are promising candidates for closing the so-called green-gap [12, 14], for high-speed devices [15] and for qubit applications [16]. Furthermore, the absence of spontaneous and piezoelectric polarization [17, 18] due to the cubic crystal phase are believed to be advantageous over those of the wurtzite phase for certain applications [19, 22]. Although the zincblende phase is metastable, major improvements regarding control and quality of zb-GaN have been reported recently [14, 23, 24]. In addition, the band structure of zb-GaN is simpler compared to the wurtzite GaN due to higher symmetry [25] and offers a direct band gap of 3.23 eV at the $\Gamma$-point of the Brillouin zone (BZ) with no additional local conduction band minima in the vicinity [26, 29]. This ensures electron-hole pair generation by pump-beam excitation only near the $\Gamma$-point. Furthermore, electron scattering to other conduction band minima within the BZ [8] should be negligible. Other band structure related parameters, like effective masses, have also been studied before [26, 27, 30]. This should enable zb-GaN to be an promising candidate for understanding the fundamental processes that happen on the femto- and picosecond timescale.

The influence of many-body effects like band-filling and band gap renormalization on the absorption onset in semiconductors is widely known [30, 34]. Understanding these effects is essential for technical applications [35, 36]. For highly $n$-type doped materials the Fermi-energy is pushed high into the conduction band. On the other
hand, in the experiment discussed here, we create high free electron-hole pair concentrations which should be more comparable to a co-doping situation instead of only n-type doping. Therefore, the effect of both high electron and high hole concentration should be considered for an accurate description. Fortunately, the renormalization effect induced by free-hole concentrations seems to be substantially weaker compared to the free-electron contributions [31].

We report our results from optical investigations on highly excited zb-GaN films in the femto- and picosecond time regime, including the ultra-fast change of the absorption onset visible in the imaginary part of the dielectric function (DF). Furthermore, the pump-beam excitation leads to a free-carrier profile within the sample, which drastically changes the DF at different sample depths. The integration of this profile into the analysis by grading optical properties allows for determining time-dependent transition energies. Considering relaxation, recombination, and diffusion, a model to quantitatively describe the surface free-carrier concentration is derived.

II. EXPERIMENTAL SETUP

In this study, we investigate a 605nm thick zb-GaN thin film grown by plasma-assisted molecular beam epitaxy (MBE) on a 3C-SiC/Si (001) substrate. A schematic sample structure is displayed in Fig. 1. The sample was studied by means of steady-state spectroscopic ellipsometry, photoluminescence, Raman spectroscopy, and Hall measurements earlier. The results of these experiments can be found elsewhere [30, 37, 38].

![FIG. 1. Sample structure and sketch of the free-carrier distribution after pump-beam excitation between the excited GaN at the surface and the unexcited GaN at the bottom, considering diffusion and recombination.](image)

trSE measurements were performed using a femtosecond pulsed laser [10], according to Fig. 2. The third harmonic (THG, 266nm) of a titanium sapphire laser (Ti: Saph, Coherent Astrella, fundamental 35fs pulse duration, 800nm wavelength, 1kHz repetition rate) is utilized as the pump-beam, while 1% of the same laser pulse is used to generate supercontinuum white-light (SCG) in a CaF$_2$ window as the probe-beam. Using a prism spectrometer and a kHz-readout CCD camera, the transient reflectance-difference ($\Delta R/R$) spectra were recorded. A variable delay-line (DL) between the pump- and the probe-beam allows time-resolved measurements. Furthermore, a two-chopper system was employed for wavelength-dependent real-time correction of the pump-probe and only-probe measurements to obtain proper reflectance-difference spectra. For the purpose of acquiring the ellipsometric angles defined in Eq. (1), the measured reflectance-difference spectra are applied to a reference steady-state spectra by a Müller-matrix formalism for each photon energy and delay-time. A more detailed description of the experimental setup and method can be found elsewhere [8–10].

![FIG. 2. Schematic of the experimental setup for the pump-probe time-resolved spectroscopic ellipsometry (trSE) measurements. THG: third harmonic generation for pump-beam, SCG: supercontinuum white-light generation for probe-beam, DL: delay-line, L: lens, P: polarizer, S: sample, CR: rotating compensator, A: analyzer.](image)

Ellipsometric angles $\Psi$ and $\Delta$ were measured in Polarizer-Sample-Compensator-Analyzer (PSCA) configuration (see Fig. 2) for the probe-beam extending from 1.5-3.7eV. The pulses of 2.9pJ at 266nm (4.66eV) were used to excite the system inducing a carrier profile indicated schematically in Fig. 1. For a more detailed description, see Sec. III A. The angle of incidence was 60° for the probe- and 55° for the pump-beam. The 477µm diameter of the pump-beam was determined by knife-edge scan. Delay-times in the range of -10ps to 5000ps between pump and probe pulses were controlled by a motorized linear stage. The time resolution of the system was ~100fs. Knowing $\Psi$ and $\Delta$, the pseudo dielectric function $\langle \varepsilon \rangle$ was calculated by:

$$\rho = \frac{R_p}{R_s} = \tan (\Psi) \cdot e^{i\Delta}$$

$$\langle \varepsilon \rangle = \sin^2 (\Phi) \left(1 + \tan^2 (\Phi) \cdot \frac{1 - \rho}{1 + \rho} \right)^2.$$  (1)

Here, $R_p$ and $R_s$ are the Fresnel reflection coefficients for p- and s-polarized light. $\langle \varepsilon \rangle$ contains information
about the sample structure and therefore is not the DF of zb-GaN. The process for obtaining the DF from the measurement data is described in Sec. IV.

III. THEORY

The high-power pump beam induces a great number of electron-hole pairs in the material. These will have an effect on the transition energy between the conduction and the valence band due to many-body interactions.

A. Carrier distribution

The time-dependent free-carrier concentration is determined by different contributions concerning the absorption of photons by the material, the relaxation of pump-induced free-carriers in the respective bands and the recombination and diffusion of those free-carriers. Since the sample thickness of 605nm is much higher than the absorption depth of \(\approx 60\text{nm}\) for the 266nm pump-beam, we have to consider a free-carrier profile within the sample. This leads to a more complicated analysis compared to homogeneous excited thin-film samples studied earlier [8, 9, 11]. The starting point of our analysis to obtain a description for the free-carrier concentration \(n(x,t)\) is the solution of the diffusion differential equation with the absorption profile as starting condition:

\[
\frac{\partial n(x,t)}{\partial t} = -\frac{n(x,t)}{\tau_1} + D \cdot \frac{\partial^2 n(x,t)}{\partial x^2},
\]

\[n(x = s, t = 0) = \begin{cases} I_0 \cdot e^{-\alpha s} & s \geq 0 \\ 0 & s < 0 \end{cases}.\]  

(2)

Here, \(x\) is the position in the GaN layer, \(n\) means the pump-induced electron-hole concentration while \(I_0\) resembles the number of absorbed photons at the surface of the sample. Furthermore, \(s\) represents the absorption depth for the starting condition. This differential equation can be solved by Fourier-transformation for \((x,t) \geq 0\) to:

\[
n_{\text{diff}}(x,t) = \frac{1}{2} I_0 \cdot e^{\alpha x} \cdot \text{erfc}\left(\frac{2\alpha D t - x}{\sqrt{4\alpha D t}}\right).\]

(3)

In this solution, \(\alpha = 1/(60\text{nm})\) is the absorption coefficient of zb-GaN at 4.66eV [30]. \(D\) is the diffusion coefficient, and \(\tau_1\) is the characteristic recombination time. The resulting free-carrier distribution dependent on the sample depth is shown in Fig. 3. There, a strong time-dependent change in the free-carrier profile is visible, which allows us to determine an appropriate layer-model for GaN (see Sec. IV). We also assume, that free-carriers are reflected back into the sample at the sample surface.

This condition provides a free-carrier maximum at \(x = 0\) and is equal to negligible surface recombination in zb-GaN [40].

![Figure 3](image)

**FIG. 3.** Free-carrier distribution in the zb-GaN layer calculated by Eq. (3) for different times, starting at 10ps (black) and ending at 100ps (dark blue) in steps of 10ps.

Obviously, Eq. (3) does not describe the relaxation effect. To account for it, we consider only the pump-induced electrons in the conduction band, since the Fermi-vector of electrons is always greater than the respective Fermi-vector of holes due to the fact, that the total amount of pump-induced holes is distributed over three valence bands. This means, that the electron distribution in the conduction band dictates the absorption process of our probe-beam and therefore the measured transition energy.

The total amount of pump-induced electrons \(N_0\) relax exponentially into the empty conduction band minimum (CBM) having a characteristic relaxation time \(\tau_0\). Consequently, the number of electrons in the CBM can be expressed by \(N_0 \cdot \left(1 - e^{-t/\tau_0}\right)\). However, an accurate model for the relaxation has to consider the pump-beam profile since relaxation time and pump-beam duration are both in the same order of magnitude. The relaxation model follows from the convolution of the number of electrons in the CBM and the pump-beam profile. Assuming the pump-beam profile to be Gaussian, the resulting relaxation model strongly resembles an error-function. Therefore, we approximate the number of relaxed electrons by:

\[
n_{\text{relax}}(t) = \frac{N_0}{2} \cdot \left(\text{erf}\left(\frac{t - \tau_0}{\tau_0}\right) + 1\right).\]

(4)

with \(N_0\) and \(\tau_0\) as defined before and \(\gamma_0\) as the position of the inflection point of the error function. We obtain the model for the free-carrier concentration in the CBM, which accounts for the change in the absorption onset, at the sample surface \((x = 0)\) by replacing \(I_0\) in Eq. (3) by the relaxation model:

\[
n_{\text{model}}(t) = \frac{n_{\text{relax}}(t)}{2} \cdot e^{\alpha^2 D t - \frac{x^2}{4D t}}\cdot \text{erfc}\left(\frac{\sqrt{\alpha^2 D t}}{2}\right).\]

(5)
A schematic overview of the involved processes is given in Fig. 4.

![Fig. 4](image)

FIG. 4. Involved processes (only shown for electrons) influencing the transition energy between the conduction band (CB) and the valence bands (VB), here portrayed by a single band: absorption (1) of the 266nm pump-beam, relaxation (2) into the CB minimum, recombination (3) back into the VB and diffusion (4) within the sample (no k-dependence). Many-body effects shift possible transitions depending on the number of electrons in the CB-minimum.

### B. Many-body effects

The band structure of zb-GaN in the vicinity of the Γ-point of the BZ is known to consist of one conduction band and three valence bands. Setting the direct band gap to the zone center, assuming isotropic bands and a scalar effective mass, we can describe the conduction band dispersion by \[ 41, 42 \]:

\[
E_C(k) = \frac{\hbar^2 k^2}{2m_e} + \frac{1}{2} \left( E_G + \sqrt{E_G^2 + 4P^2 k^2} \right). \tag{6}
\]

Here, \( m_e \) is the (free-) electron rest mass and \( P \) is a momentum matrix element, which is assumed to be \( k \)-independent \( 43 \). This \( k \cdot p \) perturbation theory based model already contains the nonparabolicity of the conduction band.

The influence of many-body interactions on the interband transition energies is a key factor for understanding the experimental data as well as the development of possible applications. Due to phase-space filling of the conduction band, the Fermi-energy and -vector are increasing with increasing free-carrier concentration and thus increase the interband transition energy \( 43, 44 \). This so-called Burstein-Moss shift (BMS) contains a conduction band and a valence band contribution. In a \( n \)-type doped semiconductor, the BMS is described by the following expressions:

\[
E_{\text{BMS}}(n) = E_C(k_F) + |\vec{E}_V(k_F)|. \tag{7}
\]

The conduction band contribution is given in Eq. (6) while an averaged parabolic valence band contribution over the light hole, heavy hole, and split-off band is sufficient to describe the more complicated valence band contribution \( 30 \).

On the other hand, the band gap renormalization (BGR) \( 34, 42 \) in a \( n \)-type doped semiconductor can be written as \( 46, 47 \):

\[
E_{\text{ren}}(n) = E_G - \Delta E_{\text{BGR}}(n) = E_G - \Delta E_{\text{ee}}(n) - \Delta E_{\text{ei}}(n). \tag{8}
\]

Here, electron-electron (\( \Delta E_{\text{ee}} \)) and electron-ion (\( \Delta E_{\text{ei}} \)) interactions cause a decrease (\( -\Delta E_{\text{BGR}} \)) of the fundamental band gap \( E_G \). The equations for those contributions can be found elsewhere \( 30 \).

However, this study does not investigate \( n \)-type doped semiconductors, but pump-induced electron and hole accumulations in the CBM or valence band maximum, respectively. Therefore, we do not expect an electron-ion interaction as contained in Eq. (3) but suppose additional hole-hole and electron-hole interactions. It is also reasonable, that different valence band contributions yield different BGR effects due to different hole masses and different distributions of holes among the three valence bands. This, of course, would also dramatically change an attempt of averaging over all valence bands. Unfortunately, the inclusion and accurate description of all these effects would far exceed the framework of this study. We therefore make some reasonable approximations to obtain an adequate model for the many-body interactions. First-principle calculations suggest that hole-hole interactions yield only a fraction of the effect of electron-electron interactions \( 31 \). Assuming that in combination with the fact, that each valence band is less filled with holes than the conduction band is filled with electrons, leads us to estimate the combined hole-hole and electron-hole interaction as the electron-ion interaction in Eq. (8). This approximation should be good enough for low free-carrier concentrations at which the BGR is dominant over the BMS. For higher free-carrier concentrations the difference in BGR calculation should be negligible compared to the BMS contribution. We therefore assume the transition energy \( E_{\text{CV}}(n) \) as a function of the free-electron concentration in the CBM as:

\[
E_{\text{CV}}(n) = \frac{1}{2} \left( \frac{\hbar^2 k_F^2}{m_e} + \frac{\hbar^2 k_F^2}{m_h} + E_{\text{ren}} + \sqrt{E_{\text{ren}}^2 + 4P^2 k_F^2} \right) \tag{9}
\]

with the Fermi-vector \( k_F(n) = (3 \pi^2 n)^{\frac{1}{3}} \), an averaged hole mass of \( m_h = 0.61 m_e \) and \( P = 0.724 \text{eV nm} \) \( 30 \).

### IV. ANALYSIS OF EXPERIMENTAL OPTICAL DATA

This section describes the steps to investigate the experimental data and to obtain the transition energy and
therefore the free-carrier concentration at any delay-time. The measured ellipsometric angles $\Psi$ and $\Delta$ are analyzed by constructing a multi-layer model, representing the layout of the sample consisting of zb-GaN, 3C-SiC, and Si from surface to substrate, by use of the Woollam WVASE32 software. Additionally, a Bruggeman effective medium approximation (EMA) layer including 50% void in the GaN-matrix on top of the sample is added to account for surface roughness [15]. The zb-GaN layer is characterized by a general oscillator model (GenOsc) to fit the measured data. The oscillator used to describe the band gap region was a Psemi-M0 oscillator [19]. The main parameters in this are $A_0$, $E_0$, and $B_0$, which account for the amplitude, energy position and broadening of the supposed band edge. The applied model was fitted to the experimental data by numerically minimizing mean squared error values using a Levenberg-Marquardt algorithm. The resulting model DF was used as a starting point to perform a point-by-point (pbp) fit, which numerically changes the value of the DF wavelength-by-wavelength until the best agreement with the experimental data is achieved [50, 51]. Then, the resulting pbp-DF is again line shape-fitted by the GenOsc to obtain the transition energy. However, since the pump-beam creates an excited carrier profile in the sample, it is necessary to implement the same profile in the GenOsc model of the zb-GaN layer. For this, we use the so-called function-based graded layer (FBG) [19]. The FBG allows us to vary the GenOsc parameters dependent on the position in the layer. In this case $A_0$, $E_0$, and $B_0$ are varied as a function of layer thickness, between the excited GaN at the surface and the less or non-excited GaN at the bottom (see Fig. 3). With this, we are able to translate the diffusion model from Eq. (4) into the WVASE software. Of course, the free-carrier concentration has to be converted to the transition energy by means of BMS and BGR first. We also approximate the diffusion model by an error-function dependent on the transition energy of the excited and the not excited GaN, as well as the broadening parameter $q$ and the inflection point position $p$ as shown in Fig. 5.

We then fit the layer model containing the FBG (including the $p, q$–parameters obtained from the diffusion model) to the experimental data ($\Psi$ and $\Delta$) by varying the parameters of the excited GaN. The shape of the depth profile is kept constant, only the surface ($x = 0$) values are varied. This is the starting point for further analysis. Unfortunately, within the FBG layer we are not able to perform a pbp-fit which is required to accurately determine the transition energy. Therefore, we replace the FBG layer after the first fit by an EMA-graded layer. Here, the grading is performed by varying the content percentage of excited GaN in an unexcited GaN-matrix over the sample depth, with 100% excited GaN at the top and 0% at the bottom. The gradient is also modelled by an error-function. This form of grading does not represent the actual absorption onset profile but provides a sufficient approximation of the experimental data. We stress the fact that already determined values for amplitude, transition energy, and broadening factor of the excited GaN are kept constant. Before starting the pbp-fit, the EMA-graded model is fitted to the measurement data one last time, allowing only the grading-parameters to be varied. This should account for the unavoidable difference between the FBG- and the EMA-approach. The pbp-result for the excited GaN is displayed and described in the next section. Keep in mind, that different sample depths yield different DFs. In this study, only the DF at $x = 0$ (surface) is analyzed. Furthermore, we try to simplify the complicated FBG-approach by easier approximations for certain time regions. For delay-times $t > 100$ps, the diffusion of the pump-induced carriers yields an almost homogeneous distribution in the GaN layer, as shown in Fig. 3. Therefore, it is sufficient to use a single or double layer approach for the GaN layer. On the other hand, at the very beginning after the pump-beam excitation ($t < 10$ps), diffusion and recombination are negligible. The free-carrier profile is mostly determined by the absorption profile. Therefore, the FBG does not contain the diffusion model but a simple absorption profile based on exponential decline.

V. RESULTS AND DISCUSSION

In this section, we explain the analysis of the experimental data and resulting DFs for selected delay-times between the incident pump pulses and the probe pulses that follow the return of the excited system to its ground (non-excited) state. We also provide here our interpretation of the transition energies. In the beginning, we assume that the measurements performed at a negative delay (~10ps) are equivalent of data obtained by steady-state experiments on the non-excited system. The experimental data ($\Psi$ and $\Delta$) for the first picosecond after the excitation are shown in Fig. 6. Here, all spectra dis-

![FIG. 5. Determination of the $p$ and $q$ parameters for the function-based graded curve (FBG) at 10ps. The transition energies for the excited ($E_{\text{exc}}$) surface and the less or non-excited ($E_{\text{unexc}}$) bottom are fitted as well.](image-url)
play Fabry-Pérot oscillations below 3.2eV and especially the relaxation effect (see Sec. III A) dominates the spectral evolution in this timescale. The first signature of a dynamic relaxation process is the increasing difference between excited and steady-state spectra that maximizes at about 1ps. After 1ps, \(\Psi\) and \(\Delta\) start returning to their steady-state values.

As an example, we present the analysis of the 10ps measurement in Figs. 7 and 8. Here, the model described in Sec. IV is applied on the experimental data \((\Psi\) and \(\Delta\)) with the resulting \(\text{pbp-fit}\). We focus the analysis on the spectral range near the band gap (2.9-3.7eV) to achieve the most accurate \(\text{pbp-fit}\) to determine the transition energy. Although a very convincing \(\text{pbp-fit}\) was achieved (Fig. 7), the DF displays inconsistencies below 3.2eV, especially in \(\varepsilon_1\) (Fig. 8). This is most probably due to shifted starting points of the Fabry-Pérot oscillations caused by inconsistent transparencies over the sample depth, which are not accounted for in our model. Our main result is the absorption onset position, thus we are not focusing on the Fabry-Pérot resonances further. The position of the transition energy is approximated to be the inflection point in \(\varepsilon_2\), which coincides with the \(E_0\)-parameter of the used \(\text{Psemi-M0 oscillator}\).

The same procedure is performed for every delay-time shown in this study. The resulting imaginary parts of the \(\text{pbp-DFs}\) and their GenOsc model-fits are shown in Figs. 9-11 for three different time windows. The last shown curve is always the first one of the next figure with exception of the steady-state measurement (-10ps), which is present in all figures for better comparison. The \(\text{pbp-fit}\) result below 3.2eV will be ignored as discussed above. The FBG-layer contains the simple absorption model for \(t < 1.2ps\). At that point the diffusion model described in Sec. III A is used up to 39ps. From there the FBG-layer is replaced by a double-layer approach which transitions into a single layer at \(t = 1000ps\).
possible, that these transition energies are too low compared to the actual value. The change in $\varepsilon_2$ from 0.5ps to 1ps is much stronger than the change from 0.1ps to 0.5ps. This is true for amplitude, energy position, and broadening and follows the relaxation process due to the pump-beam profile as described in Sec. IIIA. It should be noted, that there is an additional signal in the steady-state measurement at $\approx 3.3$eV. We attribute this to the combination of exciton and band-band transition by describing it by an additional Gaussian oscillator. Thus, the signal at $\approx 3.3$eV resembles the high energy shoulder of the band-band transition. The resulting exciton binding energy is $\approx 15$meV. This excitonic structure disappears completely after the 0.2ps measurement due to dominant free-carrier and band-filling effects.

A closer inspection of the DF at 0.8-1.2ps yields a negative contribution in $\varepsilon_2$ in both the pbp-data and the model-fit. We attribute this to the occurrence of material gain and not to inconsistencies in the fit. Reasons for this assumption are on the one hand the relatively smooth pbp-result and on the other hand, the necessity to include the gain in the line shape-fit to obtain systematic transition energies. If gain is not accounted for in the line shape-fit, the used GenOsc for describing the band edge displays an erratic behaviour regarding the amplitude, energy position, and broadening. To include the gain effect in the model, we approximate it by a Gaussian oscillator having negative amplitude. The position of the Gaussian is relatively stable for all five time steps ($0.8 \leq t \leq 1.2$) at roughly 3.3eV.

After the 5.5ps measurement, the broadening of the absorption edge seems to have returned to the value of the steady-state case. From this point on, we observe almost a parallel shift of the absorption edge to lower energies in $\varepsilon_2$. The amplitude also slowly returns to the steady-state value while the transition energy decreases due to diffusion and recombination. At $t = 60$ps, the excitonic signal from the steady-state measurement appears in the pbp-data and has to be taken into account for the model by an additional Gaussian oscillator. Here, the transition energy reached the same position as in the ground state. For longer delays, changes in the DF happen relatively slowly. The exciton contribution becomes more dominant and the transition energy decreases further, even slightly below the steady-state value. This is possible for a specific free-carrier concentration where the BGR contribution is stronger than the BMS one. Finally, the induced free-carriers are completely recombined.

We compare the DFs of $t = 10$ps and $t = 15$ps to the DF of a highly n-type doped zb-GaN sample (Fig. 12). The n-type sample shown here was discussed in a previous study [30]. Since both the transition energy and the broadening of these DFs are similar to each other, we can estimate the free-carrier concentration to be in
the order of $5 \times 10^{19} \text{cm}^{-3}$ for further analysis.

A. Carrier influenced transition energies

Next we take a look on the time-dependent transition energies for the excited GaN layer, which is at $x = 0$ in the diffusion layer model. The obtained transition energies from the line shape-fit for each measurement are displayed in Fig. 13. Here, an initial decrease of the transition energy is observed until $t = 0.3$ ps. Then, a sharp increase follows, until a turning point is reached around $t = 1$ ps. Obviously, for this point in time the relaxation is balanced by recombination and diffusion which indicates the maximum number of free charge carriers contributing to the shift of the absorption onset. For later times, the transition energy slowly returns to the steady-state case and even slightly drops below that value, again due to a stronger BGR contribution at this point, compared to the BMS contribution.

$$n_{\text{gain}}(t) = \frac{N_2}{2} \cdot \left( \frac{t - \gamma_2}{\tau_2} \right) + 1.$$  \hspace{1cm} (10)

Here, $N_2$ and $\tau_2$ resemble the maximum number of recombined electrons by this effect and the characteristic recombination time, while $\gamma_2$ determines the position of the inflection point of the error function. To obtain the free-carrier trend, we subtract the gain-recombination from the relaxation process and then perform the recombination and diffusion model, as done in Eq. (5):

$$n_{\text{gm}}(t) = \left( n_{\text{relax}} - n_{\text{gain}} \right) \cdot e^{-\alpha^2 D t} \cdot \frac{4}{\sqrt{\pi}} \cdot \text{erfc} \left( \frac{\alpha^2 D t}{2} \right).$$  \hspace{1cm} (11)

The resulting model is also displayed in Fig. 14. Looking at longer time scales (Fig. 15), the free-carrier concentration steadily decreases exponentially due to recombination and diffusion.

Using the approximations detailed in Sec. III B, we convert the transition energies from Fig. 13 into free-electron concentrations at the CBM. The results are displayed in Figs. 14 and 15. At $t \approx 1$ ps the free-carrier concentration in the CBM strongly decreases for only $0.3$ ps. We attribute this fast recombination effect to be different to the recombination dominating the remaining time region until the steady-state case is reached. Since this fast recombination process is limited to the spectra in which we included gain (see again Fig. 10), we label this effect as gain-recombination. The fact that this strong decrease only takes place in a short time period suggests, that this recombination process is not active the entire time but only for certain conditions. We assume the conditions to be dependent on the band-filling level. For instance, the gain-recombination only affects electrons over a defined energy or $k$-vector within the conduction band. We model the number of electrons recombining by gain as an error-function:

$$n_{\text{gm}}(t) = \left( n_{\text{relax}} - n_{\text{gain}} \right) \cdot e^{-\alpha^2 D t - \frac{4}{\pi} \cdot \text{erfc} \left( \frac{\alpha^2 D t}{2} \right)}.$$  \hspace{1cm} (11)

The model for the free-carrier concentration in the CBM at the sample surface in Eq. (11) is fitted onto the determined free-carrier concentrations. The fit-results are presented in Tab. I. A characteristic relaxation time of $\tau_0 = 0.19$ ps was found which is comparable with previous, theoretical estimates \[52\]. The obtained recombination time $\tau_1$ is also similar to previous investigations \[53, 54\]. The recombination time and diffusion coefficient yield a diffusion length $L_D = \sqrt{D \cdot \tau_1} = 58.8$ nm. This is lower compared to the diffusion length found in wurtzite GaN ($\approx 90$ nm) \[55, 56\].
Temperature effects

Nevertheless, a different approach for considering the strong decrease of the transition energy or the free-carrier concentration can be made. Up until now, we supposed the sample to be at room-temperature. However, it is reasonable to assume that the pump-beam heats the affected area of the sample. The electron relaxation process is a thermalization via electron-phonon interaction. The generated phonons increase the lattice temperature of the GaN-layer by phonon-phonon and phonon-electron interaction with bound electrons. This increased sample temperature reduces the fundamental band gap of the material \[27,59\]. The heating rate should be directly proportional to the electron relaxation process. Therefore, we approximate the increase in temperature by a time function with the same characteristic behavior as the relaxation process. The cooling back to room-temperature is assumed to be exponential. Consequently, the temperature dependent temperature model results to:

\[
T(t) = \frac{(T_1 - T_0)}{2} \cdot e^{-\frac{t}{\tau_1}} \cdot \left(\text{erf}\left(\frac{t - \gamma_3}{\tau_3}\right) + 1\right) + T_0 \tag{12}
\]

with room-temperature \(T_0 = 300\text{K}\) and the maximum temperature \(T_1\). The exponential cooling is described by \(\gamma_3\), while \(\gamma_3\) and \(\tau_3\) resemble the inflection point position and the characteristic heating time of the error-function. We set \(\gamma_3 = \tau_0\). However, \(\gamma_3\) can and should be different from \(\gamma_0\), because a delay between phonon creation through electron relaxation and band gap reduction by phonon-phonon and phonon-electron interaction seems reasonable.

The fundamental band gap as a function of temperature \(E_G(T(t))\) is estimated by an extrapolation of the semi-empirical model introduced by Pässler \[60\]. The necessary parameters for zb-GaN have been reported earlier \[28\]. This temperature dependent band gap is introduced in the BGR calculation in Eq. (8). For the calculations made here, we keep effective masses and the momentum matrix element \(P\) constant, i.e. independent on temperature. The transition energy in Eq. (9) can now be described by applying the diffusion model from Eq. (5) and the temperature dependent band gap from Eq. (12) as:

\[
E_{CV}(t) = E_{CV}(T(t), n_{\text{model}}(t)) . \tag{13}
\]

This model transition energy is now fitted onto the experimental data from Fig. 13. The fit-result is shown in Fig. 16 together with the fit-result from Fig. 15 for comparison.

A good agreement between model and measurement data is achieved. The resulting parameters are gathered in Tab. II. Fortunately, the values for relaxation, recombination and diffusion did not change dramatically compared to the alternative set of results (Tab. I). However, this means that we can not differentiate between the possible gain recombination or a temperature increase. On one hand, the temperature increase through optical pumping must occur and therefore has to be considered. On the other hand, the measured imaginary part of the DF displays gain effects which can not be described solely by temperature increase. The fact, that we are able to model the behaviour of the transition energy exclusively using gain-recombination or temperature increase sug-

---

**TABLE I.** Parameters of the relaxation (Relax., \(N_0, \gamma_0, \tau_0\)), recombination (Recom., \(\tau_1\)), diffusion (Diff., \(D\)) and gain-recombination (Gain, \(N_2, \gamma_2, \tau_2\)) contributions for the free-carrier model in Eq. (11) obtained by the best fit on the determined free-carrier concentration in Fig. 15.

| Relax | Recom | Diff | Gain |
|-------|-------|------|------|
| \(N_{0,2}\) (cm\(^{-3}\)) | \(3.8 \times 10^{19}\) | - | - |
| \(\gamma_{0,2}\) (ps) | 0.70 | - | - |
| \(\tau_{0,1\text{.2}}\) (ps) | 0.19 | 26.1 | - |
| \(D\) (cm\(^2\)/s) | - | - | 1.33 |
suggests that both effects contribute to the measured ultrafast change of the absorption onset.

| TABLE II. Best fit parameters of the relaxation (Relax., $N_0$, $\gamma_0$, $\tau_0$), recombination (Recom., $\tau_1$), diffusion (Diff., $D$), heating (Heat., $T_1$, $\gamma_3$, $\tau_3$) and cooling back to room-temperature (Cool., $\tau_4$) contributions for the transition energy model. |
|----------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| $N_0$ (cm$^{-2}$) | $4.0 \times 10^{10}$ | - | - | - | - |
| $\gamma_0$ (ps) | 0.74 | - | - | 1.09 | - |
| $\gamma_{0.3}$ (ps) | 0.23 | 23.6 | - | 0.23 | 19.13 |
| $\gamma_{1.3.4}$ (ps) | - | - | 0.76 | - | - |
| $D$ (cm$^2$/s) | - | - | - | - | - |
| $T_1$ (K) | - | - | - | 543.54 | - |

VI. SUMMARY

In conclusion, the absorption onset of cubic GaN grown by MBE on a 3C-SiC/Si (001) substrate was investigated by trSE between -10ps and 5000ps before and after the pump-beam excitation respectively. The 266nm pump-beam induced a free-carrier profile in the GaN-layer which had to be considered in the data analysis by graded optical properties. The influence of absorption, recombination and diffusion processes yields different grading layers for different time scales. Then, the spectra around the band gap of the resulting pb-DFs were described by a parametric model accounting for the band-band transition and potential gain effects, yielding the transition energies. These observed transition energies were then translated to free-carrier concentration by applying BMS and BGR models. The resulting time-dependent free-carrier concentration was described by a model containing relaxation, recombination, diffusion, and an additional gain-recombination effect, which yielded characteristic relaxation- and recombination-times as well as a diffusion coefficient. The change of the transition energy can alternatively be explained by considering heating of the sample. It is our presumption, that a mixture of both gain-recombination and heating (in combination with the previously mentioned effects) influence the absorption onset in zb-GaN after a high power pump-beam excitation.
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