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1 Abstract

As spatial and temporal resolutions of scientific instruments improve, the explosion in the volume of data produced is becoming a key challenge. It can be a critical bottleneck for integration between scientific instruments at the edge and high-performance computers/emerging accelerators. Placing data compression or reduction logic close to the data source is a possible approach to solve the bottleneck. However, the realization of such a solution requires the development of custom ASIC designs, which is still challenging in practice and tends to produce one-off implementations unusable beyond the initial intended scope. Therefore, as a feasibility study, we have been investigating a design workflow that allows us to explore algorithmically complex hardware designs and develop reusable hardware libraries for the needs of scientific instruments at the edge. Our vision is to cultivate our hardware development capability for streaming/dataflow hardware components that can be placed close to the data source to enable extreme data-intensive scientific experiments or environmental sensing. Furthermore, reducing data movement is essential to improving computing performance in general. Therefore, our co-design efforts on streaming hardware components can benefit computing applications other than scientific instruments. This vision paper discusses hardware specialization needs in scientific instruments and briefly reviews our progress leveraging the Chisel hardware description language and emerging open-source hardware ecosystems, including a few design examples.
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2 Introduction

As CMOS scaling is coming to an end, specialization and heterogeneity are becoming crucial factors for sustaining performance growth, increasing energy efficiency, and improving resource utilization of computing hardware. Until recently, the shrinking of CMOS transistors has masked the performance overheads associated with general-purpose architectures. Additionally, a perpetually evolving rich software ecosystem has accelerated software development on general-purpose
architectures. Together, these trends have delayed the need for custom hardware solutions, which tend to be relatively expensive. However, with the end of the era of exponential performance growth and with the inefficiency associated with general-purpose architecture becoming increasingly made manifest [1], more specialized hardware, particularly AI accelerators, are emerging to fill the gap in computing environments [2].

Most AI success stories thus far have been associated with high-volume, mission-critical applications or high-profile projects in “hyperscale” companies such as Google, Microsoft, and Amazon. On the other hand, in the U.S. Department of Energy (DOE) scientific space, hardware customization needs are highly domain-specific (e.g., X-ray detectors) and thus relatively low volume (e.g., single unit to hundreds of units manufactured). Unfortunately, such low-volume use cases are not commercially lucrative for hardware vendors. Moreover, in many cases, such domain-specific hardware development tends to produce one-off implementations that are unusable beyond the initial intended scope. What is needed is to identify common hardware building blocks (e.g., compressor, encryption blocks) that can broadly cover our scientific edge-compute needs. We envision the co-design of hardware and software algorithms that can efficiently generate such modular and reusable components, and we develop a rich set of highly parameterized open-source hardware libraries. While our idea bears some resemblance to “intellectual property” (IP) cores provided by ASIC and FPGA vendors in terms of reusability, our goal is to develop hardware libraries of algorithmically complex blocks that, by virtue of their parameterization, are vendor and architecture agnostic. To this end, it is paramount to investigate (1) a hardware design environment that can capture practical high-level hardware design patterns (i.e., hardware algorithms) and can flexibly express them, (2) a lightweight, open (no commercial license) environment, including fast simulation and verification, for hardware libraries (to accelerate the design loop and maximize distributed development), and (3) a lightweight resource estimation tool. While the end-to-end chip development cycle is important eventually, we focus primarily on the development cycle of front-end ASIC designs including digital circuit implementation, functional verification, and simulation. At the feasibility study phase, the crucial first step is to investigate the implementability of hardware algorithms for our hardware specialization needs (e.g., on-chip streaming processing logics). Additionally, many ongoing research efforts are working to reduce the complexity of ASIC back-end design cycles using AI techniques such as floor planning [3].

This manuscript is organized as follows. In Section 3 we first discuss our motivation for edge hardware specialization. We then discuss the current status, challenges, and opportunities for hardware specialization; and we describe the challenges and opportunities in hardware specialization for the edge in the realm of scientific instruments. In Section 4 we discuss hardware abstraction and programming languages. In Section 5 we illustrate our proposed workflow for our hardware library approach with our X-ray pixel detector’s data compressor block as an example. In Section 6 we discuss our research directions and future needs.
3 Background

In a wide range of scientific applications, a data acquisition system (possibly CPU or FPGA) collects values from sensor systems through a low-level communication protocol (e.g., I2C, SPI, parallel and serial buses) and transmits them to high-performance computing (HPC) systems over traditional high-speed networks. The sensor systems can range from simple individual sensors to more complex sensors paired with some intelligence extended by microprocessors, for example, FPGAs and ASICs. In general, this dataflow is predominantly unidirectional, as illustrated in Figure 1.

While various phases of sensor data analysis can be lossy, it is crucial to transfer data from sensors to cloud or HPC systems without any reduction in data quality. This seemingly straightforward constraint is becoming a stiff challenge for many scientific instruments because of the explosion in the volume of data produced by scientific instruments as their spatial and temporal resolutions have continued to increase. For example, the highest frame rate of X-ray pixel detectors will soon approach a megahertz, necessitating an interconnect capable of transferring a terabit of raw data off the chip. Such an interconnect is cost-prohibitive. Other scientific disciplines, such as high-energy physics, cosmology, and environmental remote sensing, are also facing the same data bottleneck challenge. General-purpose processors at or near sensor nodes are no longer able to keep up with this increase in data rate since they are burdened with unnecessary inefficiency due to the nature of load-store architectures, highly complicated memory subsystems, and lack of directional I/O connectivity. Note that novel accelerators, such as neuromorphic architectures, will not solve such problems for similar reasons. Adding larger on-chip memories that store captured data temporarily can be an intermediate solution; however, memory capacity is finite, which limits the time of experiments, and ultimately the solution is cost-ineffective. Thus, we need streaming (ideally stall-free) data-processing hardware designs that rely less so on temporary storage.

We believe a higher degree of hardware specialization (e.g., dataflow architecture) will be required to enable and support future scientific instrument needs.
For example, for X-ray pixel detectors, the goal is to develop on-chip data compression algorithms that compress data and can be placed directly adjacent to the internal sensors in the detector ASIC [4]. Since our hardware development resources are currently limited, we focus on co-designing a simple, yet effective, lossless compressor that leverages application-specific characteristics and hardware specialization. This reduces the complexity of implementation. Moreover, to minimize the hardware development efforts (particularly hardware verification), we employ stateless dataflow architecture techniques wherever possible. In addition to being ideal with respect to both throughput and energy efficiency, such architectures are a natural fit in the case of scientific instruments at the edge. We are also conducting a feasibility study on embedding AI classification components directly in the detector chip, which can be seen as a form of maximally efficient data compression. This work has led to several interesting and critical research questions. These include the following: Which hardware architectures or platforms (FPGA, ASIC, structured ASIC, coarse-grained reconfigurable architecture, etc.) are suitable for our future needs? Which hardware programming languages or models improve our productivity and support our innovations? Which architectural techniques and design patterns are effective? How many components can be expressed as stateless dataflow designs? Considerable research and development are required to answer the questions.

Historically, hardware design ecosystems for ASICs have been dominated by a few companies, and the licensing fees for their commercial tools can often be a significant barrier to entry for many organizations. Additionally, the DOE scientific community is bifurcated: either projects have little experience in hardware design, or they may have internal hardware designers as part of their larger team who focus on single-purpose and project-/scope-optimized designs. As we are entering the post-Moore era, we believe hardware specialization is the only practicable approach to dealing with scaling problems, irrespective of the challenges awaiting us. We stress, however, that the number of hardware designers, developers, and architects is considerably low—orders of magnitude smaller than that of software developers. We believe that a lightweight and ergonomic development environment may help attract more developers and students and enable cross-training of current software developers as hardware practitioners.

The exploration of hardware programming ecosystems (e.g., programming models, tools) has been gaining significant attention in the field of computer architecture [5,6] recently. This trend has also been the catalyst for an open-source hardware ecosystem boom, including instruction sets such as RISC-V [7], hardware implementations [8,9], and hardware tools [10,11,12,13]. Indeed, Google recently announced an open-source foundry PDK for SkyWater’s 130 nm node [14]. Furthermore, with the advent of innovative companies such as efabless, even a small R&D unit can now tape-out a chip with significantly lower cost, benefiting from a fully open-source and end-to-end ASIC design flow [15]. Additionally, we have been observing an interesting connection between software and hardware in
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3 An open community for analog and mixed-signal IC and IP development and commercialization [https://efabless.com/](https://efabless.com/)
terms of abstraction. Although no single abstraction can capture all features of a solution, multiple abstraction layers, with each layer bridging adjacent layers, are needed for developing a complex system efficiently. While abstraction is, in general, well studied in the software world, such has not been the case in the hardware world—but we observe that this now changing. Indeed, the hardware community is learning and incorporating ideas from software. Thus, we believe that now is the best and most exciting time to participate in and contribute to the open-source hardware ecosystem.

Productivity, which may include debugability, maintainability, and reusability, is of the utmost concern for the DOE scientific community. Therefore, investigation and development of efficient hardware abstractions and productive hardware languages are of utmost importance to the community [5]. Many research groups in DOE have explored high-level synthesis (HLS), which translates software codes into hardware description language (HDL) codes, such as OpenCL [16], in order to run high-performance computing kernels on FPGAs. This approach does attract software developers and has shown promising results on particular kernels or parameters. The downside of HLS is that optimization still requires hardware knowledge and offers no control over the generated HDL codes. Small changes in the HLS source code will often lead to large changes in the generated HDL codes, making debugging almost impossible. It also incurs tighter dependencies on the underlying platforms and tool versions, which negatively affect maintainability and reusability. HDL, particularly Verilog, is still the main workhorse for I/O designs and other low-level hardware designs. A possible practical compromise may be to develop a domain-specific hardware language for scientific instruments at the edge, stitching HDL, HCL, and HSL together and providing a higher-level domain-specific abstraction. While we primarily discuss Chisel in this paper, several other modern HDLs do exist and merit further investigation: MyHDL [17] and Migen [18] for Python, and CλasH [19] for Haskell. Even in the Scala language, there are other HDLs: SpinalHDL [20], which is essentially a “fork” of Chisel, and Spatial [21], whose chief improvement over Chisel is its incorporation of polyhedral compilation functionality.

4 Hardware Programming Ecosystem

Hardware description languages [22], such as Verilog and VHDL, are used to describe digital circuits. Both Verilog and VHDL were initially developed (in the early 1980s) for digital circuit simulation. These languages eventually incorporated synthesis functionality and are currently ubiquitous in both industry and academia. Although HDLs still play a primary role in digital circuit designs, as the complexity of hardware algorithms increases, the productivity of these traditional HDLs is becoming a matter of huge concern because of their lack of expressive language features, such as those found in modern general-purpose programming languages.

One of the biggest problems with HDLs is that their mechanisms for generating recursive (or tile) structures are weak. Thus, designers have to manually
“unroll” modules with manual labeling and thereby reduce the codes’ conciseness, maintainability, and reusability. Examples of this kind of rolling can be seen in any standard Verilog or VHDL implementation of a large barrel shifter (i.e., a 2D array of multiplexers), systolic array [23], network-on-chip architecture [24], or variable-size and fixed-size data converter [25], the latter being critical for data compression. To compensate for the weakness in recursive generating capability, designers tend to use a general-purpose programming language, such as Python, C++, or TCL, to build generators that themselves generate HDL codes. Unsurprisingly, these kinds of toolchains are quite rigid (i.e., single-purpose), often brittle, and not scalable. Furthermore, since HDL design predates modern software paradigms such as functional programming and test-driven development, as the complexity of software references or models increases, so do the challenges associated with developing “testbenches” that precisely exercise designs implemented as HDL codes. Thus we seek a hardware description language that enables a highly productive development process such that we can use it to describe a circuit concisely, express recursive structure, and describe testbenches more flexibly, among other features.

Chisel hardware construction language

Inspired by the RISC-V agile development approach [26], we chose an emerging hardware “construction” language named Chisel [11,27,28] for implementing our hardware libraries, performing functional simulations, and designing extensions of our data compression block. Chisel, which stands for Constructing Hardware in a Scala Embedded Language, is designed to accelerate the digital circuit design process. As the name implies, Chisel is an embedded domain-specific language implemented as a class library in Scala [29]. Chisel offers a zero-cost abstraction of digital circuits, which means the overhead in performance and resource usage induced by the abstraction is nearly zero compared with that of a native HDL. Several studies have confirmed that Chisel significantly reduces the code size, improves code reusability, and incurs little performance penalty compared with native Verilog implementations (i.e., for most cases, Chisel-generated register-transfer level and equivalent native Verilog implementation run at the same frequency [30,31,24]). We note that these results are in stark contrast to HLS tools that let developers specify design behavior in higher-level languages and then infer lower-level implementations. Such synthesis tools incur the cost of higher performance overheads, particularly in resource usage.

Leveraging the power of Scala’s modern programming language features, Chisel offers higher expressivity, which dramatically improves the productivity and flexibility for constructing synthesizable digital circuits. It also integrates cycle-accurate simulators seamlessly, aiming for lightweight test-driven development, which significantly reduces the barrier to entry for hardware development. In essence, Chisel has brought modern software paradigms to hardware develop-
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4 The performance offered by a carefully optimized HLS implementation is comparable to that of an HDL implementation; however, resource usage is still in question.
ment, which should attract more software developers to hardware development, thereby growing the community and ecosystem. Indeed, since Chisel’s original release in 2012 [11], the Chisel community has grown steadily, with the number of Chisel-based open-source projects increasing every year. Chisel is being used for many real-world tape-out designs [32,33,34] such as SiFive’s RISC-V cores and Google’s TPU [35]. Chisel has also become popular in academia for architecture research [36,37,38,39]. Additionally, it has a rich ecosystem. For example, Chipyard [40], a framework for developing systems-on-chip (SoCs), encompasses an in-order core generator called Rocket Chip [41], an out-of-order core generator named BOOM [42], hardware accelerators such as Gemmini [43], and a systolic array generator [43]. Additionally, ChiselDSP [44], a library for generating more traditional signal-processing designs such as fast Fourier transforms, is also available. Furthermore, ChiselVerify [45] is a verification tool that employs industry-standard Universal Verification Methodology to verify Chisel designs formally.

To compare and contrast Chisel and Verilog, we first consider a simple counter circuit written in Verilog and Chisel. Listing 1.1 is a Verilog implementation of a counter that increments every cycle, counting from 0 to 9. Listing 1.2 is the same circuit written in Chisel. This example highlights some fundamental feature differences between Chisel and Verilog. First, the Chisel version has no clock, reset signals, or always blocks; it automatically incorporates clock and reset signals when generating Verilog codes. RegInit creates a register that is initialized on reset with a specified value (in this example, 0 as an nbits-wide unsigned integer); and thus, implicitly, a reset signal is generated. Assigning to the register value cntReg is translated to a nonblocking assignment via an always block in Verilog. Since the default policy of the state element provided by Chisel is a positive-edge register that supports synchronous reset, no always blocks are needed. Such a default policy in the state element enforces a design guideline transparently and makes Chisel syntax more concise, at the cost of flexibility. Chisel provides frequently used data types such as Int, UInt, and SInt, instead of a range of bits as in Verilog, which also improves readability. This Chisel code snippet also includes an example of parameterization; the Counter class accepts the maximum value of the counter when instantiating and calculates the required bit length for the counter using log2Ceil.

```verilog
module Counter # (parameter MAXCNT=9) (  
  input clock,  
  input reset,  
  input enable,  
  output [clog2(MAXCNT+1)-1:0] out  
);  
reg [clog2(MAXCNT)-1:0] cntReg;  
assign out = cntReg;  
always @(posedge clock) begin  
  if (reset) begin
```

Listing 1.1. A simple counter in Verilog. Note that \$clog2 is supported by SystemVerilog or Verilog-2005

```verilog
cntReg <= 0;
end else if (enable) begin
  if (cntReg == MAXCNT) begin
    cntReg <= 0;
  end else begin
    cntReg <= cntReg + 1;
  end
end
endmodule
```

Listing 1.2. A simple counter in Chisel

```scala
class Counter(val max:Int = 10) extends Module {
  val nbits = log2Ceil(max+1)
  val io = IO(new Bundle {
    val enable = Input(Bool())
    val out = Output(UInt(nbits.W))
  })
  val cntReg = RegInit(0.U(nbits.W))
  cntReg := Mux(io.enable,
               Mux(cntReg === max.U, 0.U, cntReg + 1.U), cntReg)
  io.out := cntReg
}
```

Listing 1.3. A simple testbench for the counter circuit (Listing 1.2). Since the language for testbenches is Scala, we can leverage its general-purpose programming features. Chisel’s peek-poke-expect-step test harness is powerful and intuitive to use. For example, testbenches for our data compression components directly read and analyze massive X-ray datasets and feed selected regions to our compressor designs running in a circuit simulator to verify expected functionality. Such ergonomic testing enables effective software/hardware co-design. Chisel simulates the behavior of generated circuits using either an internal Scala-based simulator or Verilator\[13\], which translates Verilog codes into cycle-accurate models (specified as C++ codes) for faster simulation. In our experience, Chisel’s integrated test accelerates iteration of the design loop (coding, compiling, evaluating), which greatly aids our design exploration, even when I/O layout and parameters frequently change during the exploration.

```scala
class CounterUnitTester(c: Counter) extends PeekPokeTester(c) {
  val max = c.max
```
A notably powerful feature of Chisel is its ability to construct recursive hardware in a traditional software-like manner, such as divide-and-conquer. As mentioned, many hardware algorithms are hierarchical and recursive. For example, leading zero counting can be implemented in a divide-and-conquer manner (Figure 2). If we recursively split a binary input stream into two-bit words, we can easily form the leading zero count with a look-up table (e.g., the leading zero count of 00 is 2). When two “conquered” blocks are merged, the leading zero counts of the merged block can be calculated from the leading zero counts of the conquered blocks, again with a simple bitwise XOR. One can implement the leading zero count in SystemVerilog using its “generated” primitive; however, conciseness and readability may be a concern. On the other hand, Chisel enables specifying such a divide-and-conquer algorithm directly and parameterizes the implementation. Listing 1.4 is a Chisel implementation example of leading zero counting.

```scala
class Clz(nb: Int = 64) extends Module {

  var ref = 0 // software reference count
  def test(e : Int) {
    poke(c.io.enable, e)
    for (i <- 0 until max+2) {
      // comparing hardware with software reference
      expect(c.io.out, ref)
      step(1) // forward a single cycle
      if (e==1) if(ref < max) ref += 1 else ref = 0
    }
  }
  test(1) // enable counting
  test(0) // disable counting
}
```

Fig. 2. Leading-zero counts divide-and-conquer algorithm.
val lognb = log2Floor(nb)
val io = IO(new Bundle {
    val in = Input(UInt(nb.W))
    val out = Output(UInt((lognb + 1).W))
})
if (nb == 1) io.out := !io.in
else if (nb == 2) io.out := MuxLookup(io.in, 0.U, Array(0.U -> 2.U, 1.U -> 1.U))
else {
    val largestPow2 = 1 << log2Ceil(nb) - 1
    val c0 = Module(new Clz(largestPow2))
    val c1 = Module(new Clz(nb - largestPow2))
    c0.io.in := io.in(nb - 1, nb - largestPow2)
    c1.io.in := io.in(nb - largestPow2 - 1, 0)
    io.out := Mux(c0.io.out(c0.lognb), largestPow2.U +& c1.io.out, c0.io.out)
}

Listing 1.4. Recursive structure: counting leading zeros

5 Co-design Workflow for Hardware Libraries

In this section we first describe our current design workflow for developing hardware libraries. Next we explain how we are applying the workflow to our scientific instrument edge-computing using a data reduction stage for an X-ray pixel array detector ASIC chip. One of our requirements is that the workflow be easy to deploy to a typical development environment, such as a Linux server or laptop, without requiring special software licensing. In fact, ideally, the workflow consists of open-source tools. Other than for philosophical reasons, the additional motivation for the easy-to-install and open-source workflow is to attract more hardware developers and students and to enable the training of software developers in hardware design. This is due to the fact that conventionally trained hardware developers remain scarce and there is no guarantee that this situation will improve in the near to medium term.

As we described, Chisel is fully open-source software that offers sufficient features for efficiently describing algorithmically complex hardware designs and provides a flexible testbench framework that is seamlessly integrated with a typical workflow. At this point, however, Chisel lacks lightweight resource estimation functionality (e.g., counting the number of logic gates, wires). Since both ASIC and FPGA are spatially constrained, the resource usage of a hardware design must be bounded by available resources. Unlike software platforms, hardware in general offers no dynamic memory allocation, time sharing or context switching,
or virtualization of hardware logic. Thus, estimating resource usage for the target range of hardware parameters is crucial for hardware libraries and is one of the most important steps of co-design.

Accurate estimation of hardware resource usage can be complicated, however, requiring domain expertise; moreover, depending on the platforms or technology, it may require prohibitively expensive commercial tools. For our purposes of estimating realistic resource usage for ASICs, we need only count the number of basic components such as wires, flip-flops, logic gates, and multiplexers efficiently. Several open-source digital circuit simulators or synthesis tools can give us such a resource estimate. We found that Yosys, an open-source synthesis tool for ASICs and FPGAs, provides a statistical report on resource usage for both ASIC and FPGA. Since Yosys is a full-featured RTL synthesis tool, it can also perform synthesis-level optimizations, such as removing redundant multiplexers, which can give us a more realistic resource usage estimation (since, in fact, all synthesis tools perform optimizations).

Compressor/Reduction Logics

To illustrate our co-design workflow, we present a conceptual overview of our data compressor hardware designs for X-ray detectors, which will be placed in our X-ray detector chip that we are currently developing. To simplify and focus on the main points, we exclude the details of our hardware design that are specific to our X-ray array detector and its I/O characteristics.

The pixel array generates data every cycle, where the total number of pixels generated per cycle depends on the hardware design parameters (e.g., 1,024 pixels or 8 columns × 128 rows of pixels). Data from an X-ray pixel array is generally sparse and contains few nonzero pixels. Our previous analysis of real datasets showed that a large percentage (e.g., 80% or greater) of X-ray pixel data
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5 Currently, only a select few technology nodes can be targeted with open-source EDA tools.
have zeros (or even lower values) that occupy only the lower few bits. Hence, the purpose of our compressor block is to compress sparsely populated input data into a densely packed stream that includes a header and compressed data without stalling, in order to reduce the total amount of data that needs to be sent to the I/O block (Figure 3). For our detector chip, we must minimize the size of the internal buffer to temporarily store pixel data because of two factors: (1) the size of temporary memory limits the duration of experiments, and (2) memory is scarce on the detector ASIC chip. Additionally, since the cost of validation is large, dataflow designs with minimum state elements are preferable. For this reason, any compression approach based on an entropy algorithm such as Huffman coding [46] may be unsuitable for our on-chip compressor.

Our data compression dataflow architecture consists of an encoding stage and reduction stages (Figure 4). Since zero (or lower) values dominate the majority of the input data, we employ a bit-shuffling scheme in the encoding stage, which resembles a matrix transpose operation and increases the co-occurrence of zero pixels, to filter out unused higher bits. The bit-shuffling operation can be expressed simply as a set of wires between the input bits and the output bits in the correct order and requires no logic circuit in ASIC; hence it is inexpensive to implement and verify [4]. The output from the encoding stage is variable in size, and multiple encoding blocks generate variable-sized data simultaneously, so no I/O can handle such inputs directly. We employ a reduction stage to concatenate variable-sized data into a single continuous block in a hierarchical manner.

Figure 5 illustrates a baseline implementation, which uses multiple-input multiplexers to select input pixels. The input consists of two fixed data arrays, where the size is $N$ and the length of the content is $L_a$ and $L_b$, respectively. The size of the output array is $2N$, and the length of the concatenated content is $L$. This implementation approach requires $(N^2 + N) / 2$ multiplexers. The baseline approach is straightforward to implement and can be implemented only
with combinational logic for ASICs but the resource consumption could be prohibitive for larger inputs. Figure 6 shows an optimized implementation that shifts the second input using a series of shifting stages, where each stage shifts only a specific power of 2. The required number of shifting stages is $\log(N)$, where $N$ is the size of each input array. If the size of each input array is 4, for example, three shifting stages are needed (shifting 4 pixels, 2 pixels, and 1 pixel). The expected number of multiplexers in this implementation is $N \log(N)$. Both hardware algorithms can be easily implemented in Chisel and fully parameterized, including the testbenches, thanks to the power of modern language features such as functional programming.

The concision of the Chisel implementation improves the maintainability and helps other developers understand the fundamentals of the design, a crucial concern for hardware libraries. Table 1 includes the number of lines of code (LOC) for each algorithm in Chisel and the LOC of a generated Verilog code with a specific target size. Since the Chisel implementation is fully parameterized, including testbenches, the number of the LOC is the same for any input size.

|                  | Chisel | Verilog (N=8) | Verilog (N=32) | Verilog (N=128) |
|------------------|--------|---------------|----------------|-----------------|
| Baseline         | 54     | 432           | 3864           | 52152           |
| Optimized        | 97     | 432           | 2250           | 11628           |

One important co-design criterion is resource usage. With a resource estimate, we can discuss the feasibility of an RTL code generated from a hardware library generator or the number of copies we can fit on a target hardware platform. For the above example designs, the resource usage can be easily computed analytically, although in general this may not be possible or may require extra effort. As a demonstration, Figure 7 and Figure 8 include a comparison of analytically predicted resources and a statistical report from Yosys. They compare the number of ASIC multiplexers and the number of FPGA lookup tables (LUTs) for the two designs. The analytical method reasonably captures the trendline of the resource usage for both ASIC and FPGA. Depending on the algorithms or underlying architecture, however, the room for optimizations varies. For the baseline algorithm, the gap between the analytical prediction and the Yosys report is large. The reason is that synthesis tools, including Yosys, optimize multiplexer usage by removing unnecessary multiplexers and the redundancy of multiplexers in the baseline implementation artificially inflates multiplexer usage. FPGA-configurable logic blocks are also primitive building blocks and generally contain flip-flops, multiplexers, and LUTs with multibit inputs, which
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6 FPGA deployments may require pipelining for the sake of achieving low latency.
7 significant lines of code, i.e., excluding comments
are much more complex than in the case of simple multiplexers (e.g., 1-bit, 2-input). In terms of estimation time, Yosys takes only up to a couple of seconds to report the resource usage for fairly large implementations. Since Yosys is a command-line tool, it is straightforward to integrate into our workflow.

5.1 Lightweight AI Capability for Future Detector Systems

While a full-fledged AI capability is impractical to implement on-chip, specialized, lightweight AI capabilities are worth consideration as a possible replacement for conventional methods such as data reduction by feature detection. Implementation of AI algorithms as hardware algorithms is a novel area of research, enabled by this growth in access to EDA tools. Work in this area can be partitioned into two subareas, roughly along the dimension of generality. The first, and more general, involves the design and testing of domain-specific accelerators (e.g., GEMM accelerators such as Gemmini [43] and NVDLA [47]) as custom instruction set architectures (ISAs). These ISAs are conceptually not so different from general-purpose compute architectures (in that they are programmable) except insofar as they prioritize a limited number of operations, particularly those pertinent to AI workloads (such as matrix multiplication). Their value proposition to users is that very prioritization, leading to outsized efficiency and increased performance (on AI workloads). This work in the research community is mirrored in industry, where recently there has been a renewed “Cambrian explosion” in architecture companies (such as SiFive, Cerebras, Habana, and Samba Nova) that aim to support the same such AI workflows. The second subarea involves the design and testing of particular use-case-specific circuits, wherein a circuit is in one-to-one correspondence with, for example, a particular neural network. These implementations differ from those of the former in that they are not reconfigurable and represent, essentially, in silico instantiations of neural networks. The purported advantage of this approach is the hyper-refinement possible due to the specificity of the datapath and compute workload. Research in this area traditionally has employed HLS tools as “compiler” intermediaries between high-level implementations and the actual hardware design [48], which...
suffer from unpredictable resource usage. Recently exploratory work has been done using Chisel as the high-level implementation language and the low-level description language [49]. While this still is in its initial stages, we have begun to explore and develop such a solution for the purposes of Bragg peak detection [50].

6 Conclusion

Hardware specialization is poised to play a critical role in the post-Moore era, in improving both the performance and energy efficiency of computing in general. In scientific edge computing in particular, since the volume of data generated by sensors is expected to increase exponentially, placing computing power as close as possible to the data sources—where general-purpose processors or accelerators fail to meet our requirements—is becoming a crucial enabling factor for future scientific experiments. Custom hardware development needs tend to be confined to low-volume applications, with designs having low reusability. To address these issues, we employed the Chisel hardware construction language and other open-source design tools to create a co-design workflow for exploring hardware algorithms and developing reusable hardware libraries that can capture the design patterns of common hardware components. In particular, dataflow components can accelerate our specialized hardware development for future scientific edge-computing applications. We described our open-source-tools-based co-design workflow and delineated the development of our data compression block for our X-ray detector ASIC chip. Productive hardware ecosystems could shape future hardware innovation, and we believe that we are entering the golden age of hardware programming. We continue to investigate cutting-edge hardware ecosystems to improve the productivity of hardware algorithms and libraries development on data compression, encryption, and AI classification, for scientific instrument edge-computing.
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