Horizontal position reconstruction in PandaX-II
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Abstract: Dual-phase noble-gas time projection chambers (TPCs) have improved the sensitivities for dark matter direct search in past decades. The capability of TPCs to reconstruct 3-D vertexes of keV scale recoils is one of the most advantageous features. In this work, we develop two horizontal position reconstruction algorithms for the PandaX-II dark matter search experiment using the dual-phase liquid xenon TPC. Both algorithms are optimized by the $^{83m}$Kr calibration events and use photon distribution of ionization signals among photomultiplier tubes to infer the positions. According to the events coming from the gate electrode, the uncertainties in the horizontal positions are 3.4 mm (3.9 mm) in the analytical (simulation-based) algorithm for an ionization signal with several thousand photon electrons in the center of the TPC.
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1 Introduction

Weakly interacting massive particles (WIMPs) are a class of hypothetical particles to explain the nature of dark matter (DM) in the astrophysical and cosmological observations [1–3]. The noble-gas detector has been one of the most sensitive WIMP-nucleus scattering search methods for over a decade because of the scalability and strong background suppression [4–13].

Typically, a dual-phase noble-gas time projection chamber (TPC) has photon sensors on the top and at the bottom, and a vertical drifting electric field ($E_{\text{drift}}$) in the liquid phase (figure 1). A recoiling event produces prompt scintillation photons ($S_1$) and free electrons in the liquid. The electrons are drifted upward to the liquid-gas interface, where a stronger electric field ($E_{\text{extraction}}$) extracts the electrons into the gas and generates proportional scintillation ($S_2$).

The spatial information of the events plays an important role in understanding the recoiling events and suppressing backgrounds. For instance, with the scattering angles of the mono-energetic incoming neutrons known, nuclear recoil energy calibration is pushed down to 1 keV in the LUX experiment [14]. More importantly, the spatial information suppresses the gamma and neutron backgrounds coming from outside of the sensitive region because the shielding effect of noble liquids leads to a strong spatial dependence in these backgrounds [15, 16]. Similarly, the surface backgrounds due to radioactivities attached to the materials can also be suppressed with positions known [15]. Therefore, a more accurate position reconstruction brings potentials to improve the sensitivity of dark matter searching.

This work focuses on the horizontal position reconstruction in the PandaX-II detector where Hamamatsu-R11410 3-inch photomultiplier tubes (PMTs) are used as light sensors. The vertical vertexes, reconstructed using the delay time of $S_2$, can reach a resolution of a few millimeters with a drifting field $\sim O(100 \text{ V/cm})$ [11]. To reach a horizontal position resolution comparable to the
vertical one, simple reconstruction using the center position of the hottest PMT is not sufficient because the PMTs are at least 8 cm apart. Sophisticated algorithms based on the distribution of the $S_2$ collected by the PMTs are applied.

We develop two algorithms in this work based on the photon acceptance functions (PAFs), $\eta$, which describe the light fraction collected by light sensors for one event as introduced in the literature [17]. PAF is a function of light sensor index, $i$, and position of events $(x, y, z)$, because of the change in the solid angle subtended by the $i$th light sensor to $(x, y, z)$. It can be evaluated as

$$\eta_i(x, y, z) = \frac{\text{photons detected by sensor $i$ for an event happens at $(x, y, z)$}}{\text{total photons detected for the event happens at $(x, y, z)$}}. \quad (1.1)$$

During modeling, the functions are usually built with analytical models [18, 19] or Monte Carlo simulations [20–22], and trained with calibration data. Generally, a better agreement between the model and reconstructed data PAFs leads to a better position reconstruction.

To optimize the models, calibration events with positions or distributions known and energies close to WIMP searches are favored. In the PandaX-II liquid xenon detector, we use $^{83m}$Kr isotopes released by the customized $^{83}\text{Rb (}T_{1/2} = 86.2 \text{ d)}$ sources and flushed into our TPC [23]. The $^{83m}$Kr isotopes are uniformly distributed in the detector because of a long enough lifetime ($T_{1/2} = 1.83 \text{ h}$) to mix with xenon. In addition, the $^{83m}$Kr events provide signals close to a typical WIMP search window $\sim O(10 \text{ keV})$. $^{83m}$Kr isotopes released by $^{85}\text{Rb}$ decay into the ground state with two successive transitions of 32.1 keV and 9.4 keV. Because separating the two with a 154 ns intervening half-life is difficult, we use the sum of the transitions.

Our developments on analytical and simulation-based PAFs are both tuned with $^{83m}$Kr calibration data. The detailed geometry of the PandaX-II detector is described in [24]. The sensitive volume is surrounded by a dodecagonal polytetrafluoroethylene (PTFE) surface, and covered with 55 PMTs at the bottom and on the top, respectively, with the same alignment. In the analytical algorithm, we extend the single-variable PAF based on ZEPLIN III’s work to correct the light reflection effect because of the PTFE surface [18]. In the simulation-based algorithm, We tune the vertical vertexes of $S_2$s in the gas phase as a function of the horizontal position to make the simulation agree with calibration data.

We reach comparable quality in the two algorithms for the WIMP search purpose with $S_2 \in (100, 10000)$ photo electron (PE). With respect to uncertainties, the analytical algorithm is better for $S_2$s with several thousand PEs in the PandaX-II TPC, but becomes slightly worse than the simulation-based one for $S_2$s with several hundred PEs as studied by the surface events from the PTFE panels surrounding the sensitive region. The uncertainties in the center region of the TPC are 3.4 (3.9) mm in the analytical (simulation-based) algorithm as estimated by the radioactivities on the gate grid wires with $S_2$s larger than 1000 PE. Apart from the uncertainties, the analytical algorithm presents slightly better uniformity, which is evaluated by the radial distribution of $^{83m}$Kr events. But for robustness, the simulation-based algorithm is more stable when handling inhibited PMTs.

In this paper, the content is organized as follows. In section 2, we demonstrate the procedure to reconstruct positions with PAFs. In section 3 and section 4, we present the setup of refined analytical and simulation-based PAF with $^{83m}$Kr events in the PandaX-II detector sequentially. Finally, in section 5, we compare the two algorithms in the gate events and surface events besides $^{83m}$Kr events.
2 Reconstruction procedure with PAF

PAF$_i$, describing the light fraction detected by the $i$th PMT in one event, is a function of the 3D scintillation position. In a TPC as figure 1, the functions depend on two-dimensional (2D) horizontal positions because $S2$s are all generated at the liquid-gas interface. We note the PAF$_i$ as $\eta_i(x, y)$ where $x$ and $y$ represent the horizontal vertexes, where $i$ only includes the top PMT array close to the interface.

![Figure 1. Sketch of a dual-phase noble gas TPC. The two arrays of light sensors collect both prompt $S1$s and delayed $S2$s. $E_{\text{drift}}$ and $E_{\text{extraction}}$ with their directions indicated by the magenta arrows are established with the electric potential differences among the anode, cathode and gate electrode. More complicated designs for a real TPC are not included in this sketch. The Cartesian coordinate marked on the upper-left corner is used throughout this work where $z$ is for vertical vertexes and $(x, y)$ for horizontal ones.](image)

Modeling of the PAFs is the first step. In this paper, we define two groups of PAFs, which are the model, $\eta_{i,\text{model}} = \text{ana or simu}(x, y)$, and data, $\eta_{i,\text{data}}(x_{\text{rec}}, y_{\text{rec}})$, PAFs. Analytical and simulation-based algorithms both model PAFs with some adjustable parameters. The data PAFs can only be calculated with $x_{\text{rec}}$ and $y_{\text{rec}}$ reconstructed. The parameters are optimized for a better agreement between the model and data PAFs.

After the model building, we construct the likelihood function which is maximized by scanning possible $x$ and $y$ to infer the position of an event. The likelihood function should reflect how charges statistically distribute among the PMTs. More specifically, in each PMT, the photons collected follow a Poisson distribution. The total likelihood function is a multiplication of a series of the Poisson distributions as a function of $x$ and $y$. 

\[ -3 - \]
The statistical inference of the position with input photons of an event is done by maximum likelihood (ML) estimation. As deduced in the literature [17, 18], maximizing the total likelihood function is equivalent to maximizing the simplified log likelihood,

\[
\ln L(x, y) = \sum_i S_{2i} \cdot \ln \frac{\eta_i, \text{model = ana or simu} (x, y)}{P(x, y)},
\]

where \( P(x, y) = \sum_i \eta_i, \text{model = ana or simu} (x, y) \), and the summation includes all the top PMTs turned on. The \( \ln L \) is maximized by scanning \( x \) and \( y \) in every event with the \( S_2 \) charges collected by PMT, \( \{S_{2i}\} \), as inputs.

3 Refined analytical PAF

To model the PAFs analytically, PAFs were simplified as a single-variable function of the distance to the center of the PMT, \( \eta \), in [18, 25]. Qualitatively, a PAF is a monotonically decreasing function of \( \eta \). PAFs are Gaussian distributions with the first-order corrections in [25]. ZEPLIN-III’s work combines Cauchy and Gaussian distributions in modeling PAFs for a better agreement [18]. Later, LUX proposed a more sophisticated analytical model with \( x \) and \( y \) as variables based on the simulation of detector geometry and accounts asymmetries of the PMT positions according to the layout of PMTs and the horizontal boundary shape [19]. Because of a different detector geometry and PMT layout, we cannot use their modeled functions directly. Instead, we develop an extended single-variable model based on ZEPLIN-III’s work [18].

3.1 Extended single-variable PAF

The single-variable PAF used in ZEPLIN-III is kept as the basic analytic form [18],

\[
\eta_{i, \text{ana}}(\eta_i) = A_i \cdot \exp \left( -\frac{a_i \cdot \eta_i}{1 + (\frac{\eta_i}{r_i})^{1-a_i}} - \frac{b_i}{1 + (\frac{\eta_i}{r_i})^{-a_i}} \right),
\]

where \( i \) indicates the PMT index. The parameters, including \( A_i, a_i, r_i, a_i \) and \( b_i \), are fitting parameters. The \( \eta_i \) is the distance of the scattering point to the center of the PMT, \( i \),

\[
\eta_i(x, y) = \sqrt{(x - X_i)^2 + (y - Y_i)^2},
\]

where \( (X_i, Y_i) \) is the center of PMT, \( i \).

ZEPLIN’s model which uses eq. 3.1 as \( \eta_i, \text{model} \) causes problem at the large radius area for the PandaX-II detector. Without further adjustment, the model causes the events close to the PTFE surface to be congregated at the outermost PMT center which is around 3 cm away from the authentic surface. This inward bias is similar to the center-of-gravity algorithm due to non-optimized weights for \( S_2 \)s collected by different PMTs.

To fix this problem and correct the asymmetry brought by the PTFE reflection at the border, we introduce the image PMTs using the similar concept of ‘image charge’, which change the weights in the ML estimation (figure 2). The \( \eta_{i, \text{ana}}(\eta_i) \) is separated into two parts, the reduced object, \( \eta_{i, \text{ana}}(\eta_i) \),
Figure 2. The arrangement of the top PMTs in the PandaX-II detector. The distance between two closest PMTs is 81.5 mm. The average diameter of the detector is 658 mm. The ones marked as banned are not included in the position reconstruction, those with semi-transparent color are image PMTs to account for the reflections on the PTFE field cage wall surfaces.

and the corresponding image, \( \eta_{i, \text{ana, im}}(i, \text{im}) \). Mathematically, we add two groups of parameters, \( \{w_I\} \) and \( \{\rho_I\} \),

\[
\eta_{i, \text{ana}}(i) = \frac{1}{1 + w_I} \cdot (1 - \rho_I) \cdot \eta_{i, \text{ana}}^0(i), \text{ and } \\
\eta_{i, \text{ana, im}}(i, \text{im}) = w_I \cdot \eta_{i, \text{ana}}(i, \text{im}),
\]

where \( I \) indicates the group number of the PMT, which is determined by the distance to the center of the TPC as in figure 2. The factor before \( \eta_{i, \text{ana}}^0(i) \) in eq. 3.3 suggests that the light collected by the edge PMT is shared with the image PMT. The \( w_I \) is only nontrivial for the PMTs next to the boundary and zero for the inner PMTs. We reduce \( \{w_I\} \) to one parameter \( w_e \), which is the same for all the three outmost groups (\( I = 5, 6, 7 \)) in the PandaX-II detector. The other parameter group, \( \{\rho_I\} \), is nontrivial for each \( I \) which helps to correct the global reflection effect. The minus sign before the \( \rho_I \) in eq. 3.3 represents a cut-off correction.

To include the image PMTs in the likelihood function, we modify eq. 2.1 as follows,

\[
\ln L(x, y) = \sum_{\text{edge}} \left( \frac{1}{1 + w_e} \cdot \eta_{i, \text{ana}}(i) \cdot \ln \frac{\eta_{i, \text{ana}}(i)}{P(x, y)} \right) + \frac{w_e}{1 + w_e} \cdot \eta_{i, \text{ana, im}}(i, \text{im}) \cdot \ln \frac{\eta_{i, \text{ana, im}}(i, \text{im})}{P(x, y)} \\
+ \sum_{\text{inner}} \eta_{i, \text{ana}}(i) \cdot \ln \frac{\eta_{i, \text{ana}}(i)}{P(x, y)},
\]

where \( P(x, y) = \sum_i (\eta_{i, \text{ana}} + \eta_{i, \text{ima, ana}}) \).
3.2 Model training with $^{83m}$Kr in PandaX-II

We scan the group parameters, $\{w_e, \rho_f\}$, to optimize the analytical model. The fitting parameters of all the PAFs, $\{A_i, \alpha_i, r_i, a_i, b_i\}$, are initially set the same for each PMT and then updated with iterative fittings. The quality of each group parameter is evaluated after reaching stable fitting results.

We parametrize $\{\rho_f\}$ for more efficient training. The required computational resources increase exponentially with the number of the groups, $N_g$, because we have to scan parameters in $N_g + 1$ dimensions. Therefore, we further parametrize $\rho_f$ according to the group number and reduce the number of parameters to two in $\{\rho_f\}$ by requiring

$$
\rho_f = \begin{cases} 
 c \cdot (\frac{R_i}{R_{\text{max}}})^4, & I = 1, 2, 3 \\
 d \cdot (\frac{R_i}{R_{\text{max}}})^4, & I = 4, 5, 6, 7,
\end{cases}
\quad R_i = \sqrt{x_i^2 + y_i^2},
$$

(3.5)

where $R_i$ is the distance of the PMT center to the TPC center, and $R_{\text{max}}$ (294 mm) is $R_7$. In fact, the set $\{\rho_f\}$ is a higher order correction of the $\eta_{i,\text{ana}}^0$, which can be expanded as Taylor series. We have tried different positive power numbers in the modeling. The uniformity of $^{83m}$Kr is used to evaluate the quality similar to the parameter optimization procedure discussed later in this section. The $R_i^4$ dependence is selected for application in the PandaX-II detector.

We tune the outer and inner parameters sequentially based on the uniformity of $^{83m}$Kr. We scan $d$ and $w_e$ first as they have a larger effect on the uniformity. The initial fitting parameters of all the PAFs are set as the same. An example is $A_1 = 0.4$, $a_1 = -0.47$, $b_1 = 6$, $\alpha_1 = 2.3$, $r_1 = 95$ mm. $A_i$ is the maximum of the PAF; at $t_i = 0$, $r_i$ reflects the size of the PMT and the other parameters are more phenomenological. Different initial values can be used as long as the fittings converge. With set group parameters and initial fitting parameters, the initial $\eta_{i,\text{ana}}$ are set, and we can reconstruct positions by ML in eq. 3.4. Instead of initializing coordinates with arbitrary numbers, we take the positions reconstructed by the center-of-gravity algorithm as initial positions, which makes the ML estimation faster and avoids taking local maxima for most events. After the first reconstruction, the new coordinates of $^{83m}$Kr are used to generate a data PAF as

$$
\eta_{i,\text{data}}(x_{\text{rec}}, y_{\text{rec}}) = \frac{S^{2}_{\text{top}}}{S^{2}_{\text{top}}}(x_{\text{rec}}, y_{\text{rec}}),
$$

(3.6)

where $S^{2}_{\text{top}} = \sum_i S^{2}_{i}$ and the summation only includes the top PMTs. As 4 out of 55 PMTs are turned off due to sparkings and afterpulses (figure 2), 51 PMTs are in the summation. The overline means averaging over the events in the same $x_{\text{rec}}, y_{\text{rec}}$ bin. Only $\eta_{i,\text{data}}(x_{\text{rec}}, y_{\text{rec}})$ along the line from the center of the TPC to $(X_i, Y_i)$ is used to fit the next $\eta_{i,\text{ana}}^0(t_i)$ in eq. 3.1. An example of the extended PAF fitting for PMT$_7$ is shown in figure 3, where $\eta_{i,\text{ana}}^0(t_i)$ in eq. 3.1 is fitted to the $^{83m}$Kr data with $(x_{\text{rec}}, y_{\text{rec}})$. $R_{\text{rec}}(=\sqrt{x_{\text{rec}}^2 + y_{\text{rec}}^2})$ in figure 3 goes through the TPC center (0, 0) and the PMT$_7$ center $(X_7, Y_7) = (204, 71)$ mm. The five fitting parameters for each PMT$_i$ are updated in the new fitting and used to generate new positions with eq. 3.4. Six iterations can reach consistent fitting results within a 1 mm difference, which takes several hours in total for one $(c, d, w_e)$.

Following this, we estimate the quality of the reconstruction with the spatial distribution of the $^{83m}$Kr events. Another intuitive choice is the PTFE surface events like $^{210}$Po which may reflect the main problem. However, there is a risk of pushing the surface events to the PTFE position and causing a strong distortion in the reconstruction. Therefore we use the uniformity in the binned and
Figure 3. An example of the extended PAF in PMT$_7$ in figure 2. The blue line is the $\eta_{7,\text{data}}$ along the line from the origin to the center of PMT$_7$, $(X_7, Y_7) = (204, 71)$ mm, and the red line is the fitted $\eta_{7,\text{ana}}$.

normalized $R_{\text{rec}}^2$ distribution, $P(R_{\text{rec}}^2)$, of the $^{83}\text{Kr}$ data. Only $^{83}\text{Kr}$ events with $R_{\text{rec}} < R_{\text{crit}}$ are used in the evaluation, and $R_{\text{crit}}$ is determined by

$$P[R_{\text{rec}}^2 = R_{\text{crit}}^2] = 0.2 \cdot P[R_{\text{rec}}^2 = 0],$$

which corresponds to the bin where the normalized distribution falls to 20% of its central value.

The relative standard deviation (RSD) in $P(R_{\text{rec}}^2)$ with $R_{\text{rec}} < R_{\text{crit}}$ is calculated after binning. Specifically, we set the binning as

$$R_{\text{rec}}^2 = 1200 \cdot n \text{ mm}^2, \ 0 \leq n \leq 100.$$  

(3.8)

The RSD is calculated as follows,

$$\text{RSD} = \sqrt{\frac{P \sum_{n=0}^{n_{\text{max}}} P(n)^2 - [P(n)]^2}{P(n)^2}}, \text{ where } P(n) = \frac{\sum_{n=0}^{n_{\text{max}}} P(n)}{n_{\text{max}}}, \ P(n)^2 = \frac{\sum_{n=0}^{n_{\text{max}}} P(n)^2}{n_{\text{max}}}$$

(3.9)

and $n_{\text{max}}$ corresponds to $R_{\text{crit}}$. For different group parameters, the center of the TPC share similar $R_{\text{rec}}^2$ distribution where the reflection has little influence. RSD quantifies the uniformity extended to the edge but not influenced by a small amount of events reconstructed extremely outward. In general, the smaller the RSD is, the more uniform the $R_{\text{rec}}^2$ distribution. In table 1, the RSD with $c = 1$, and $(d, w_e) = (0.20, 0.015)$ leads to the best performance. Then, the parameter $c$ in eq. 3.5 is tuned with $d$ and $w_e$ slightly modified.

RSD is minimized when $c = 1.0$, $d = 0.20$, $w_e = 0.015$. If we change the calculation criteria of RSD such as the binning of $R_{\text{rec}}^2$ and choice of $n_{\text{max}}$, the best parameters will be slightly different, and cause around 1 mm difference in the reconstructed positions, which is minor compared to other uncertainties (see section 5). The final $\{\rho_I, w_I\}$ for different groups is shown in table 2.
Table 1. Values of RSD with $c = 1$ and different $w_e$ and $d$.

| d  | $w_e$   |
|----|---------|
| 0.15 | 0.010 0.146 0.160 0.152 |
| 0.20 | 0.015 0.123 0.115 0.143 |
| 0.25 | 0.020 0.126 0.127 0.134 |

Table 2. Tuned group parameters.

| $I$ | $\rho_I$ | $w_I$ |
|-----|---------|-------|
| 1   | 0.0059  | 0.000 |
| 2   | 0.0532  | 0.015 |
| 3   | 0.0946  | 0.015 |
| 4   | 0.0580  | 0.015 |
| 5   | 0.0958  | 0.015 |
| 6   | 0.1703  | 0.015 |
| 7   | 0.2     | 0.015 |

A modification is required to place surface events at the physical wall as discussed in [26]. A stretching factor of 1.07 is further applied on $(x_{rec}, y_{rec})$. This might bring potential distortion in the reconstruction but is not significant compared to the local uncertainties (section 5). The $R_{fRec}^2$ distributions of $^{83\text{m}}$Kr data with four inhibited PMTs is shown as the blue line in figure 4, where the ‘fRec’ subscript stands for the final stretched reconstructed positions. The RSD$_f$ in $R_{fRec}^2$ achieves 4.3% as calculated by eq. 3.8 after replacing $R_{rec}$ with $R_{Rec}$ and $n_{max}$ with $n_{f,max}$ corresponding to $R_{fRec}^2 = 1 \times 10^5 \text{mm}^2$. The peaks along the $R_{fRec}^2$ distribution are caused by reconstructed events gathering at the center of the PMTs, which is a minor problem as discussed in section 5 (figure 9).

![Figure 4. $R_{fRec}^2$ distribution of $^{83\text{m}}$Kr along $R_{Rec}^2$ using the analytical (blue) and simulation-based (red) algorithms. The dashed black line is $0.2P|_{R_{rec}=0}$ used in the analytical algorithm. The peaks along $R_{fRec}^2$ in the analytical algorithm corresponding to the PMT centers (see figure 10a).](image)

### 4 Simulation-based PAF

A Monte Carlo simulation, including event generator, light propagation, and signal reconstruction, is developed using the GEANT4 package for the PandaX-II detector [24]. The event generator is a
point source in the gas-phase immediately above the liquid and the photon numbers of the events follow Gaussian distribution. We fix the mean of the distribution as 10000 PE and sigma as 5000 PE to cover the region of interest. The geometry follows the description in [24], and many parameters can be tuned for the light propagation, including the absorption length of photons in xenon, Rayleigh scattering length in xenon, reflection of the PTFE wall, etc. The output of this light simulation is the number of photons detected by each PMT for each event.

To generate smooth PAFs, several hundred thousand events should be simulated uniformly at the liquid-gas interface, and the PAF $i$ is evaluated using a formula similar to eq. 3.6,

$$\eta_{i, \text{simu}}(x, y) = \frac{S^2_{i, \text{simu}}(x, y)}{\overline{S^2_{\text{top, simu}}}}$$

(4.1)

where $S^2_{\text{top, simu}} = \sum_i S^2_{i, \text{simu}}$ and the summation only includes top PMTs. The overline averages out the statistical fluctuation of the events in the same $x$-$y$ bin. An example of the simulation-based PAF is shown in figure 5. As the diameter of the PandaX-II detector is 658 mm (figure 2), for a 5 mm wide square bin, half million events are required for about 25 events in each bin.

![Figure 5. An example of simulation-based PAF in the PandaX-II detector with half-million events. The maximum of $\eta_{7, \text{simu}}$ is at the center of PMT 7 in figure 2.](image)

It takes several hours to generate simulation-based PAFs for one set configuration and reconstruct positions according to eq. 2.1. If there are enough computation resources, we can simulate all the possible configurations, and select the one with the best quality.

However, as mentioned before, computation requirement grows exponentially with the number of light propagation parameters. To find the most effective parameters within tolerable time, we focus on events at specific positions, the PMT centers. We select the $^{83m}\text{Kr}$ events with the maximum of the normalized $\{S_2\}$ hit pattern detected by the top PMTs larger than a preset value for each PMT $i$. The equivalent cut is $\eta_{i, \text{data}} > t_i$, where $t_i$ is the preset value for PMT $i$ and typically ranges from 0.3 to 0.5. The surviving events have the highest light fraction in the PMT $i$. We assume that these events
are under the center of the PMT, which generate an averaged data template at \((x_{\text{rec}}, y_{\text{rec}}) = (X_i, Y_i)\) without any reconstruction. With the simplification, we only need to simulate 100 events at each \((X_i, Y_i)\). Considering 51 PMTs are used (4 turned off), around five thousand events are enough for each configuration in the PandaX-II case.

After many trials, we find that the light emission point of \(S2\) in the gas phase, as a function of horizontal position, is an effective parameter to make the simulation agree with the data templates. The vertical position, \(z\), directly changes the angular coverage in the PMTs, which is more effective than the tuning of the reflectivity of the PTFE, the Rayleigh scattering length and absorption length. However, \(z\) does not represent the real average positions of the proportional scintillation in the gas phase, as discussed in more detail at the end of this section.

The optimization of \(z\) at a specific \((X_i, Y_i)\) is done with \(\chi^2\) minimization,

\[
\chi^2(z, X_i, Y_i) = \sum_j \frac{[\eta_{j, \text{simu}}(X_i, Y_i|z) - \eta_{j, \text{data}}(X_i, Y_i)]^2}{\sigma_{j, \text{data}}(X_i, Y_i)^2},
\]

where \(j\) is the PMT index. Because the \((X_i, Y_i)\) position is fixed, \(\eta_{j, \text{simu}}\) is tuned as a function of \(z\). The uncertainty \(\sigma_{j, \text{data}}\) is evaluated as

\[
\sigma_{j, \text{data}}(X_i, Y_i) = \sqrt{\langle S2_j/S2_{\text{top}} \rangle^2 - \langle S2_j/S2_{\text{top}} \rangle^2},
\]

where the overline represents the average over the events selected at the center of PMT.

An example of tuning at the center of PMT \(7\) is plotted in figure 6. The \(^{83}\text{Kr}\) events are selected by constraining \(\eta_{j, \text{data}} > 0.4\). The \(\sigma_{j, \text{data}}(X_7, Y_7)\) is shown as error bars in the black histogram. In this example, \(z = 6\) mm is the one with the minimum \(\chi^2\), and the liquid-gas interface corresponds to \(z = 0\). Moreover, compared to \(z\), the reflectivity, \(r\), is of a higher order as in table 3. In this GEANT4 simulation example, the reflectivity of the PTFE surface is modelled using a ‘ground’ PTFE surface, ‘dielectric_metal’ interface and ‘SigmaAlpha = 0.1’ under the ‘unified’ mode. The meanings of the keys are defined in the literature [27, 28]. Because \(r\) is a higher order effect, we use our measurement of the PTFE material reflectivity, 0.95, in the simulation [29].

![Figure 6](image)

**Figure 6.** An example of the data and simulation \(\eta_j\) comparison at the center of PMT \(7\), \((X_7, Y_7) = (204, 71)\) mm. The simulation templates are generated with different \(z\) heights for the light emission.

However, the optimization of \(z\) at the PMT centers is not enough for the area close to the PTFE surface at large \(R\). A iterative tuning is performed. Starting with \(z\) at the liquid-gas interface, we
simulate half-million events horizontally uniformly distributed in the gas phase to generate PAFs, and they are used to reconstruct the calibration data. Following this, a set of target positions which are marked as red circles in figure 7, \((x_k, y_k)\), is chosen to represent the local behaviors. For each \((x_k, y_k)\), 100 \(^{83}\text{Kr}\) events reconstructed closest to it are averaged to represent the reconstructed data. Then, the simulation at the same \((x_k, y_k)\) position with different \(z\) are done. The new \(z\) with the best agreement to the data is updated for each target position. Two or three iterations are enough to find the optimized \(z(x_k, y_k)\). After optimizing the \(z\) at different points, we use 2D linear interpolation to generate the mapping, \(z(x, y)\), as in figure 7. We generate the final half million events in the gas phase with the optimized surface of \(z(x, y)\).

The shape of \(z(x, y)\) reveals some physical effects on the PAFs. The reflection of the PTFE surface leads to a small increase in \(z\) at the border. The center region has a highest \(z\) which may be caused by larger \(E_{\text{extraction}}\) due to the deformation of the electrodes. Nevertheless, the deformation of the grid wires on the gate electrode should be sub-milimeter as suggested in another simulation [29]. Moreover the distance between the gate and anode is 11 mm which is smaller than the \(z\)-parameter at the center. Therefore, \(z\) are not the real positions of \(S_2\)s. A more reasonable explanation is that the non-uniform \(E_{\text{extraction}}\) results in different \(S_2\) responses horizontally even for mono-energetic gammas [6, 7], and the PAFs are different correspondingly.

**Table 3.** The \(\chi^2\) dependence on the reflectivity \(r\) with \(z = 6\) mm at \((X_7, Y_7)\).

| \(r\)  | 0.25 | 0.50 | 0.75 | 1.00 |
|-------|------|------|------|------|
| \(\chi^2\) | 0.75 | 0.74 | 0.73 | 0.78 |

**Figure 7.** The optimized surface of \(z(x, y)\) (the effective vertical position of \(S_2\) emissions) for the PandaX-II detector with 2D linear interpolation applied. The red circles are \(\{(x_k, y_k)\}\) which used to optimize \(z(x, y)\) at the edge.
A stretching factor, 1.06, determined by the PTFE surface events in [26], is applied to the original reconstructed positions. The factor is slightly different from the analytical algorithm because the two present different radial bias as in figure 9b. The $R^2_{\text{Rec}}$ distribution of the $^{83m}\text{Kr}$ data with four PMTs turned off are shown in figure 4. A 5.3% RSD in the $R^2_{\text{Rec}}$ distribution of the $^{83m}\text{Kr}$ data is reached in $R^2_{\text{Rec}} < 1 \times 10^3 \text{ mm}^2$.

5 Comparison

In this section, we compare the position reconstruction algorithms regarding uniformity, robustness and uncertainties. Before the comparison, we first estimate the best performance of the ML (eq. 2.1 in section 2) by using simulation-based PAFs to reconstruct the corresponding simulation data. The uniformity and robustness are evaluated with $^{83m}\text{Kr}$ events. We calculate the uncertainties in the center area by the radioactivities on the gate electrode. The uncertainties at the border are estimated by the PTFE surface events as in [26].

As the simulation data have known positions, the uncertainties can be directly evaluated by the difference between the reconstructed position $(x_{\text{rec}}, y_{\text{rec}})$ and the origin $(x_{\text{true}}, y_{\text{true}})$ as $|\Delta R| = \sqrt{(x_{\text{rec}} - x_{\text{true}})^2 + (y_{\text{rec}} - y_{\text{true}})^2}$. The PAF is constructed by eq. 4.1, and the position is reconstructed by ML defined in eq. 2.1. The total deviation, $\Delta R$, is plotted as functions of $R^2$ in figure 8a, and $\Delta R$ is 2.2 mm including all simulated data. The radial deviation, $\Delta R_r = \sqrt{x^2_{\text{rec, ana}} + y^2_{\text{rec, ana}}} - \sqrt{x^2_{\text{true}} + y^2_{\text{true}}}$, in figure 8b shows a systematic inward deviation at large $R$. The best performance is limited by the hardware setup, including the horizontal distances among PMT centers and the vertical distance from the liquid-gas interface to the top-array PMTs. The border area performs worse because of a less angular coverage.

The total deviation between the two algorithms in the reconstructed real $^{83m}\text{Kr}$ events,

$$|\Delta R_{\text{Rec}}| = \sqrt{(x_{\text{Rec, ana}} - x_{\text{Rec, simu}})^2 + (y_{\text{Rec, ana}} - y_{\text{Rec, simu}})^2},$$

is shown in figure 9a. The average total deviation, $\langle|\Delta R_{\text{Rec}}|\rangle$, throughout the plane is $(5.2 \pm 3.6) \text{ mm}$, which reflects the propagated errors of the local uncertainties in the two algorithms and the distortion due to the surface events stretching. Similar to figure 8, the outer part is worse. Moreover, the clustering of events under the PMT centers in the analytical algorithm is reflected in the fluctuation along $R^2_{\text{Rec, ana}}$, which is minor compared to the absolute deviation. The radial deviation is calculated as

$$\Delta R_{r, \text{Rec}} = \sqrt{x^2_{\text{Rec,simu}} + y^2_{\text{Rec,simu}}} - \sqrt{x^2_{\text{Rec, ana}} + y^2_{\text{Rec, ana}}}$$

The $\Delta R_{r, \text{Rec}}$ distribution along $R^2_{\text{Rec, ana}}$ in figure 9b reveals that the simulation-based algorithm reconstructed events slightly more outward in $(30000, 11000) \text{ mm}^2$ with a peak around $50000 \text{ mm}^2$.

The uniformity comparison in the $R_{\text{Rec}}$ distributions of the $^{83m}\text{Kr}$ events is shown in figure 4, where the analytical algorithm wins over the simulation-based slightly. In the $x_{\text{Rec}}$-$y_{\text{Rec}}$ distribution (figure 10), the average of the number of $^{83m}\text{Kr}$ events over the bins within the detector boundary (black line) is $49.4 \pm 13.4$ (48.9 $\pm 14.1$) for the analytical (simulation-based) algorithm. The standard deviations of the event numbers are taken as uncertainties in the average. The 2D uniformity of $^{83m}\text{Kr}$ is consistent with the $R_{\text{Rec}}$ distribution.
Figure 8. The deviation between ML reconstructed (eq. 2.1) and true positions using simulated data (mean S2 at 10000 PE with a 5000 PE sigma) with corresponding simulated PAF, (a) Total deviation, |ΔR| vs R² (b) Radial deviation, ΔRᵣ, vs R². The red line represents the mean deviation, and therefore serve as an estimate of the intrinsic uncertainty of the ML fit.

The robustness in the simulation-based algorithm is slightly better than the analytical one. The average of the ⁸³Kr event number calculated similarly for the third quadrant in figure 10 where two close PMTs are turned off is 48.8 ± 14.3 (48.4 ± 13.9) for the analytical (simulation-based) algorithm. The change of standard deviations suggests that the simulation-based algorithm is more stable when handling inhibited PMTs.

The yᵣₑₑₑ distributions of the gate-electrode events with S2 ∈ (1000, 20000) PE are used to study the uncertainties in the center of the detector. These events are likely to come from radioactive isotopes attached to the grid wires. Because the electric field close to the wires is quite different from the bulk sensitive region, we lack enough information to identify the dominant isotopes. The gate events can be selected with the characteristic drifting time (2–4 µs). In figure 11, we also apply
Figure 9. The total deviation between the reconstructed positions obtained by the two algorithms for the $^{83m}$Kr events. (a) Total deviation, $|\Delta R_{\text{Rec}}|$, vs $R^2_{\text{Rec,ana}}$. (b) The radial deviation, $\Delta R_{r,\text{Rec}}$, $R_{\text{Rec,simu}} - R_{\text{Rec,ana}}$, vs $R^2_{\text{Rec,ana}}$. In both figures, the x-axis, $R^2_{\text{Rec,ana}}$, is calculated with the analytical algorithm. The red line again represents the mean deviation.

A spatial cut, $R^2_{\text{Rec}} < 72000 \text{ mm}^2$, to suppress backgrounds from the surface and outside the detector. This fiducial radius cut is the same as the WIMP search in PandaX-II [6].

The grid wires are parallel to the $x$-axis and 5 mm apart along the $y$-axis. The gaps normally are not recognizable as shown by the events with $y_{\text{Rec}} \in (-50, 0)$ mm in figure 11. For clarity, the peaks in the simulation-based algorithm in this region are caused by the binning of the 2D PAFs. Occasionally, due to some local defects, larger gaps can be seen. We identify the malfunctioning grid wires according to the troughs and fit the $y_{\text{Rec}}$ distribution with eq. 5.3, where $p_0$ is constrained to the peak within $(-95, -85)$ mm, $\sigma_{\text{gate}}$ represents the uncertainties in the position reconstruction, $d_0$ is the reconstructed gap between grid wires, and $N_1$ to $N_6$ are the fitted event numbers on the corresponding grid wires. The three troughs in figure 11 at $-95$ mm, $-85$ mm and $-65$ mm correspond to the Gaussian
Figure 10. $x_{\text{Rec}} - y_{\text{Rec}}$ $^{83}$Kr event distribution using the (a) analytical and (b) simulation-based algorithms. The four red circles mark the inhibited PMTs.
functions skipped for the centers at \( p_0 - 1d_0, p_0 + 1d_0 \) and \( p_0 + 5d_0 \), respectively. At these sites, the grid wires may be sagging or have poor electrical connections with their holder in –100°C liquid xenon.

\[
f = \text{Gaus}(y_{\text{Rec}}, p_0, \sigma_{\text{gate}}) \cdot N_1 + \\
\text{Gaus}(y_{\text{Rec}}, p_0 - 2d_0, \sigma_{\text{gate}}) \cdot N_2 + \\
\text{Gaus}(y_{\text{Rec}}, p_0 + 2d_0, \sigma_{\text{gate}}) \cdot N_3 + \\
\text{Gaus}(y_{\text{Rec}}, p_0 + 3d_0, \sigma_{\text{gate}}) \cdot N_4 + \\
\text{Gaus}(y_{\text{Rec}}, p_0 + 4d_0, \sigma_{\text{gate}}) \cdot N_5 + \\
\text{Gaus}(y_{\text{Rec}}, p_0 + 6d_0, \sigma_{\text{gate}}) \cdot N_6,  
\]

(5.3)

and the Gaus is the Gaussian function,

\[
\text{Gaus}(x, \mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left[ -\frac{(x - \mu)^2}{2\sigma^2} \right].
\]

(5.4)

The best-fitting parameters are shown in table 4. As the diameter of the wires (100 μm) is much smaller than the \( \sigma_{\text{gate}} \), the dispersion represents the local uncertainties. \( |\Delta R_{\text{Rec}}| \) in figure 9a (5.2 ± 3.6 mm) is consistent with the propagated uncertainty \( \sqrt{\sigma_{\text{gate}, \text{ana}}^2 + \sigma_{\text{gate, simu}}^2} \) = 5.2 mm. In principle, the event numbers, from \( N_1 \) to \( N_6 \), should be the same regardless of the reconstruction algorithms. \( N_{1,2,6} \) for the two algorithms are consistent within the fitting errors. However, because we use three Gaussian functions for a single peak in (–85, –65) mm to constrain \( d_0 \) better, which brings too many degrees of freedom, the differences in \( N_{3,4,5} \) are larger.

| Table 4. The results of fitting eq. 5.3 with the \( y_{\text{Rec}} \) of the gate events reconstructed with the two algorithms. |
|-----------------|-----------------|-----------------|
| \( \sigma_{\text{gate}} \) [mm] | \( d_0 \) [mm] | \( p_0 \) [mm] |
| Analytical      |                 |                 |
| 3.36 ± 0.10     | 5.33 ± 0.04     | −90.2 ± 0.2     |
| \( N_1 \)       | \( N_2 \)       | \( N_3 \)       | \( N_4 \)       | \( N_5 \)       | \( N_6 \)       |
| 135 ± 7         | 192 ± 8         | 57 ± 8          | 165 ± 9         | 100 ± 10        | 175 ± 7         |
| Simulation-based|                 |                 |
| 3.94 ± 0.16     | 5.58 ± 0.07     | −91.7 ± 0.3     |
| \( N_1 \)       | \( N_2 \)       | \( N_3 \)       | \( N_4 \)       | \( N_5 \)       | \( N_6 \)       |
| 119 ± 7         | 173 ± 9         | 84 ± 10         | 125 ± 10        | 60 ± 10         | 176 ± 7         |

Furthermore, we use the PTFE surface events to study the upper bound of the uncertainties with different \( S_2 \)s [26]. The surface events in the WIMP search signal window are dominated by \(^{222}\text{Rn}\) progenies plated out on the TPC inner surface [7]. An example of determining the uncertainties for the surface events with \( S_2 \in (300, 400) \) PE is presented in figure 12a, where \( r_w \) is the distance to the PTFE surface. We don’t use \( R_{\text{Rec}} \) because the detector is not a cylinder, and a small inward shifting of the reconstructed surface with a larger drifting time is also corrected in \( r_w \). The negative part of \( r_w \) corresponds the sensitive region of the TPC, and is fitted to a Gaussian function as eq. 5.4 with \( r_w < 10 \) mm. Because the width of the surface-event distribution is not the same on the two sides especially in the region \( |r_w| > 30 \) mm, we confine the Gaussian fitting to a small positive \( r_w \) number. The width represents the uncertainties in the surface events. For \( S_2 \in (300, 400) \) PE, the
Figure 11. The gate events $y_{\text{Rec}}$ distribution projected along the grid wires with the analytical (blue) and simulation-based (magenta) algorithms. The solid lines are the corresponding fittings to the $y_{\text{Rec}}$ distribution by six Gaussian functions with the same width.

analytical (simulation-based) algorithm has $\sigma_{\text{surf, ana}} = 17.8 \pm 0.8$ mm ($\sigma_{\text{surf, simu}} = 17.0 \pm 0.4$ mm) with a center fitted at $-1.7$ mm ($-2.8$ mm). As shown in figure 12b, the statistical uncertainties dominate when $S2$ approaches to smaller than 1000 PE in the PandaX-II detector.

In brief, the analytical algorithm has slightly smaller uncertainties with several thousand PEs in $S2s$ and better uniformity along $R^2_{\text{Rec}}$ distribution, but slightly larger uncertainties with several hundred PEs in $S2s$ and less robustness when handling inhibited PMTs. In general, the two position reconstruction algorithms are comparable for the WIMP search purpose.

6 Conclusion

To reach a millimeter level resolution in the horizontal position reconstruction for a TPC mounted with 3-inch PMTs, we develop two algorithms based on the previous works. In the analytical algorithm, we introduce two groups of parameters to extend the axially-symmetric PAF for non-negligible reflection. In the simulation-based one, we tune the light emission points in the gas phase as a function of $x$ and $y$. Both algorithms are trained with $^{83m}\text{Kr}$ data. The reconstructed horizontal positions are stretched radially by a factor of 1.07 (1.06) in the analytical (simulation-based) algorithm to make the mean radius of the surface-event positions agree with the solid boundary.

Applying both algorithms to the PandaX-II detector, the uniformity of the $R^2_{\text{Rec}}$ distribution of $^{83m}\text{Kr}$ reaches 4.3% (5.3%) in the analytical (simulation-based) algorithm within $R^2_{\text{Rec}} < 1 \times 10^5$ mm$^2$, and the average difference in the reconstructed positions between the two algorithms is $5.2 \pm 3.6$ mm. Using the gate events, the uncertainties are $3.4$ mm ($3.9$ mm) for the analytical (simulation-based) algorithm when $S2s$ are of several thousand PEs. For $S2s$ with several hundred PEs, the uncertainties are several centimeters near the PTFE surface.

As two algorithms are comparable in uncertainties in the WIMP search $S2$ region, we decide to apply the simulation-based algorithm in the final analysis of PandaX-II because of the robustness, and preserve the analytical algorithm as a crosscheck.
Figure 12. (a) The distribution of the PTFE surface events along the distance to the surface, $r_w$, with $S2 \in (300, 400)$ PE. The solid lines are Gaussian functions fitted to the distributions with $r_w < 10$ mm (blue for analytical and magenta for simulation-based). (b) The fitted radial dispersion, $\sigma_{\text{surf}}$, vs $S2$.

Acknowledgments

This project is supported in part by office of Science and Technology, Shanghai Municipal Government (grant No. 18JC1410200), a grant from the Ministry of Science and Technology of China (No. 2016YFA0400301), grants from National Science Foundation of China (Nos. 12005131, 11905128, 12090061, 11775141), and a grant from Sichuan Science and Technology Program (No. 2020YFSY0057). We thank supports from Double First Class Plan of the Shanghai Jiao Tong University. We also thank the sponsorship from the Chinese Academy of Sciences Center for Excellence in Particle Physics (CCEPP), Hongwen Foundation in Hong Kong, and Tencent Foundation in China. Finally, we thank the CJPL administration and the Yalong River Hydropower Development Company Ltd. for indispensable logistical support and other help.
References

[1] V.C. Rubin, N. Thonnard, W.K. Ford and M.S. Roberts, *Motion of the Galaxy and the Local Group Determined from the Velocity Anisotropy of Distant Sc I Galaxies*, *Astrophys. J.* 81 (1976) 687.

[2] D. Clowe, M. Bradac, A.H. Gonzalez, M. Markevitch, S.W. Randall, C. Jones et al., *A direct empirical proof of the existence of dark matter*, *Astrophys. J. Lett.* 648 (2006) L109 [astro-ph/0608407].

[3] **PLANCK** collaboration, *Planck 2015 results. I. Overview of products and scientific results*, *Astron. Astrophys.* 594 (2016) A1 [arXiv:1502.01582].

[4] XENON collaboration, *First Results from the XENON10 Dark Matter Experiment at the Gran Sasso National Laboratory*, *Phys. Rev. Lett.* 100 (2008) 021303 [arXiv:/zero.alt37/zero.alt36./zero.alt3/zero.alt339].

[5] LUX collaboration, *Results from a search for dark matter in the complete LUX exposure*, *Phys. Rev. Lett.* 118 (2017) 021303 [arXiv:1608.07648].

[6] **PANDA-X** collaboration, *Dark Matter Results From 54-Ton-Day Exposure of PandaX-II Experiment*, *Phys. Rev. Lett.* 119 (2017) 181302 [arXiv:1708.06917].

[7] **PANDA-X** collaboration, *Results of dark matter search using the full PandaX-II exposure*, *Chin. Phys. C* 44 (2020) 125001 [arXiv:2007.15469].

[8] XENON collaboration, *Dark Matter Search Results from a One Ton-Year Exposure of XENON1T*, *Phys. Rev. Lett.* 121 (2018) 111302 [arXiv:1805.12562].

[9] LUX-ZEPLIN collaboration, *Projected WIMP sensitivity of the LUX-ZEPLIN dark matter experiment*, *Phys. Rev. D* 101 (2020) 052002 [arXiv:1802.06039].

[10] **DARKSIDE** collaboration, *Low-Mass Dark Matter Search with the DarkSide-50 Experiment*, *Phys. Rev. Lett.* 121 (2018) 081307 [arXiv:1802.06994].

[11] E. Aprile and T. Doke, *Liquid Xenon Detectors for Particle Physics and Astrophysics*, *Rev. Mod. Phys.* 82 (2010) 2053 [arXiv:0910.4956].

[12] **PANDA-X** collaboration, *Determination of responses of liquid xenon to low energy electron and nuclear recoils using a PandaX-II detector*, *Chin. Phys. C* 45 (2021) 075001 [arXiv:2102.09158].

[13] P. Juyal, K.-L. Giboni, X.-D. Ji and J.-L. Liu, *On proportional scintillation in very large liquid xenon detectors*, *Nucl. Sci. Tech.* 31 (2020) 93 [arXiv:1910.13160].

[14] LUX collaboration, *Low-energy (0.7-74 keV) nuclear recoil calibration of the LUX dark matter experiment using D-D neutron scattering kinematics*, arXiv:1608.05381.

[15] XENON collaboration, *Projected WIMP sensitivity of the XENONnT dark matter experiment*, *JCAP* 11 (2020) 031 [arXiv:2007.08796].

[16] **PANDA-X** collaboration, *An Improved Evaluation of the Neutron Background in the PandaX-II Experiment*, *Sci. China Phys. Mech. Astron.* 63 (2020) 231011 [arXiv:1907.00545].

[17] R. Gray and A. Macovski, *Maximum a Posteriori Estimation of Position in Scintillation Cameras*, *IEEE Trans. Nucl. Sci.* 23 (2016) 849.

[18] V.N. Solovov et al., *Position Reconstruction in a Dual Phase Xenon Scintillation Detector*, *IEEE Trans. Nucl. Sci.* 59 (2012) 3286 [arXiv:1112.1481].

[19] LUX collaboration, *Position Reconstruction in LUX*, 2018 *JINST* 13 P02001 [arXiv:1710.02752].

[20] A. Lindote et al., *Preliminary results on position reconstruction for ZEPLIN III*, *Nucl. Instrum. Meth. A* 573 (2007) 200.
[21] J.P. Brodsky, *Reconstruction in DarkSide-50*, Ph.D. thesis, FERMILAB-THESIS-2015-08, Princeton University (2015).

[22] XENON collaboration, *XENON1T Dark Matter Data Analysis: Signal Reconstruction, Calibration and Event Selection*, *Phys. Rev. D* **100** (2019) 052014 [arXiv:1906.04717].

[23] D. Zhang et al., *Rb83/Kr83m production and cross-section measurement with 3.4 MeV and 20 MeV proton beams*, arXiv:2102.02490.

[24] PANDAX-II collaboration, *Dark Matter Search Results from the Commissioning Run of PandaX-II*, *Phys. Rev. D* **93** (2016) 122009 [arXiv:1602.06563].

[25] T. Ling, T.H. Burnett, T.K. Lewellen and R.S. Miyaoka, *Parametric positioning of a continuous crystal PET detector with depth of interaction decoding*, *Phys. Med. Biol.* **53** (2008) 1843.

[26] D. Zhang, *Estimating the surface backgrounds in PandaX-II WIMP search data*, *2019 JINST* **14** C10039.

[27] E. Dietz-Laursonn, *Peculiarities in the Simulation of Optical Physics with Geant4*, arXiv:1612.05162.

[28] A. Howard, *Optical Photons*, talk given at *Geant4 Advanced Course @ CERN*, CERN, Geneva, Switzerland, 26–27 March 2019 [https://indico.cern.ch/event/789510/contributions/3279418/attachments/1818134/2972494/AH_OpticalPhotons_slides.pdf].

[29] X. Xiang, *Design and Performance of Time Projection Chambers for the PandaX Dark Matter Detector*, Ph.D. thesis, Shanghai Jiao Tong University (2015), pp. 79–88.