Machine learning in economic planning: ensembles of algorithms
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Abstract. The algorithm for machine learning of a transport type model is presented for the optimal distribution of tasks in safety critical systems operating in an automatic mode without operator participation. Safety critical systems in various application areas can operate in a wide range of modes - from pure manipulation by the operator prior to their autonomous execution of tasks as part of heterogeneous group. As it is shown by simulation studies of the adaptation algorithm generalized payment matrix of the transport model to the real preferences of the decision maker, even in conditions of significant noise measurements, the proposed algorithm for machine learning model leads to a fairly rapid convergence of estimates. Normalized error from the 15th step does not exceed 10 percent. In this case, the rate of convergence of estimates is not an end in itself in the case of adaptive distribution of tasks in the group of algorithms; an important indicator is the convergence of solutions that exist above the convergence of estimates.

1. Introduction

Machine learning algorithms are used in several fields besides computer science, including critical systems.

Learning is the process of acquiring knowledge. On the contrary, computers do not learn to reason, but improve their algorithms. Nowadays, a large number of algorithms have been proposed in the literature.

Supervised learning occurs when algorithms are equipped with training data and correct answers. The task of the algorithm is to learn from training data and apply the knowledge that was obtained from real data.

In the modern literature the following machine learning algorithms for solving problems in critical systems are presented:

- Bayes Approach
- Decision tree
- Matrix factorization
- Neighborhood
- Neural network
2. Literature review

For ensembles to be more accurate than any of their individual members, the basic models must be as diverse as possible. In other words, the more information comes from the basic classifications, the higher the accuracy of the ensemble.

Some ensemble methods do not define an integrator. But for those methods that do, there are three types of unifiers.

Untrained (Nontrainable). An example of such a method is a simple "major vote" ("major voting").

Trained (Trainable). This group includes "weighted majority voting" and "Naive bays", as well as the "classifier selection" approach, in which the decision on this object is made by one classifier of the ensemble.

Meta-classifier (Meta classifier). The outputs of the base classifiers are considered as inputs to the new trainable classifier, which becomes the unifier. This approach is called "complex generalization," "generalization through learning," or simply stacking. Building a training set for a meta-classifier is one of the main problems of this unifier.

In parallel (independently) or in series you need to train the base classifiers? An example of sequential learning is AdaBoost, where the training set of each added classifier depends on the ensemble created before it.

The following options are available.
1. To manipulate the parameters of learning. Use different approaches and parameters when training individual basic classifiers. For example, it can trigger the neuron weights of the hidden layers of the neural network of each base classifier of the various random variables.
2. To manipulate samples — take your bootstrap sample from the training set for each member of the ensemble.
3. To manipulate the predictors for each base classifier to prepare a different set of predictors determined by a random way. This is the so-called vertical split of the training set.

Is the ensemble constructed by simultaneous training of the required number of classifiers or iteratively, by adding/removing classifiers? Possible options are as follows
1. Quantity reserved in advance
2. The number is set during the training

There is an overproduction of classifiers and their subsequent selection.

Some ensemble approaches can be used with any model of classifiers, while others are bound to a certain type of classifier. An example of a "classifier-specific" ensemble is a random forest (Random Forest). Its base classifier is the decision tree. So, two options approach:
1. Only a specific model of the base classifier can be used;
2. Any model of the base classifier can be used.

When training and optimizing the parameters of the classifier ensemble, it is necessary to distinguish between solution optimization and coverage optimization.

The optimization of decision-making references to the selection of the combiner for a fixed ensemble of base classifiers.
Alternative coverage optimization references to the creation of a variety of base classifications with a fixed unifier.

This decomposition of the ensemble structure reduces the complexity of the problem, so it seems reasonable.

To solve the tasks means to find the set of values of the elements matrix the number of resources (in the classical tasks, resources are homogeneous goods) moved from points of departure to destinations.

The matrix of variables is called the translation plan. An assignment table, in which variables can only take boolean values and in the context of assigning tasks in the group of algorithms means assignment of the tasks to the j-algorithm [1, 2].

The classical criterion for the optimal plan is a minimal total costs. As the initial data usually it is necessary famous vector \( a = [1,2,3...]\) inventory in starting point of tasks, where \( T \) is transpose symbol; vector \( b = [1,2,3...] \) is requirements for each destination.

Matrix C of the cost of transporting a unit of goods. For MASCS integral the costs of the execution of the task are m algorithm [3, 4].

Traditionally tasks decided by criterion of minimization of total costs. In this case, the obtained optimal solution, naturally, will be optimal up to a criterion of the optimality [5].

And since the reality is multi-criteria for almost all applications, the real effectiveness of the solution may be far from the level that satisfies the decision maker as a subject goal setting, or a person who knows the desired level of MASCS effect in any current point in time [6, 7].

This is where the main contradiction arises. Constraining effective use of the task model (and other similar associated) with the multicriteria need of applications and single-digit the material possibility of traditional models [8, 9].

One of the ways to overcome this contradiction is the replacement of the normative scheme of building a model, the essence of which is in identifying some generalized scalar of objective function that approximates the vector of objective functions. The decision maker (explicit and implicit) would transmit it to MASCS for execution [10–12].

Then the objective function plays the role of a formalized image of personal criterion preferences of decision makers.

3. Results and discussion

The authors give a mathematical formulation of the transport model in the normative form, and then they will show the features of building its adaptive (machine learning) option.

One of the varieties of linear programming problems has historically been divided into an independent group due to its special digital structure that allows more effective solution of it with the help specially designed methods for manual calculation.

However, modern software and computing tools allow using standard means of solving.

Next, the authors show how to present the original statement of tasks in the form of standard task. This circumstance allows calling for an adaptive version of the task, based on similar means of linear machine learning [1].

1. Situations represented as a combination of two vectors, and decision-making, which, based on current values payment matrix, resulting in matrix C. Such a task will be called direct task.

2. The found solution is realized, as a result of which the decision making is effect L.

3. The decision-maker (or the person authorized to evaluate decisions) gives an estimate of the accepted solutions \( q \in \{0; 1\} \) is good or bad (i.e. optimal or non-optimal in his opinion).

4. According to the totality of data, adjusted payment matrix values that become current for the following planning step (assignment of tasks).

It remains only to perform distribution of tasks by solving tasks.

We present the formulation of direct and inverse tasks [13, 14] in the form.
\[ R = \left( \sum_{i=1}^{m} \sum_{j=1}^{n} \left( \sum_{t=1}^{K} B^t e_{ij} \right)^2 \right)^{-1} \sum_{t=1}^{K} B^t e_{ij} \] (1)

Where \( e \) are the coordinates of the normal vector of unit length, which are scaled (reduced to a unit length) the coordinates of the vector (matrix) of estimates, \( B \) are weights, from of the next observation calculated by as the length of the observation vector before its normalization. Model example consist of a team of three types of algorithms (\( n = 3 \)). Every algorithm should move to one of two given target points (\( m = 2 \)). Let be simulated several (in the performed simulation experiment - 50) cyclograms of work performance. In each sequence number of algorithms of one type or another can vary from 1 to 7, and the total number of algorithms to perform work at a specific target point may vary in the same range.

The balance of the required and available quantity algorithms complied with transport task is [15, 16].

Decision maker for each cyclogram solves the distribution problem, based on its experience.

4. Conclusion

The research introduced a new algorithm that uses special data transformation for critical system problems.

Safety critical systems in various application areas can operate in a wide range of modes - from pure manipulation by the operator prior to their autonomous execution of tasks as part of heterogeneous group. As it is shown by simulation studies of the adaptation algorithm generalized payment matrix of the transport model to the real preferences of the decision maker, even in conditions of significant noise measurements, the proposed algorithm for machine learning model leads to a fairly rapid convergence of estimates [17, 18].

Normalized error from the 15th step does not exceed 10 percent. In this case, the rate of convergence of estimates is not an end in itself in the case of adaptive distribution of tasks in the group of algorithms; an important indicator is the convergence of solutions that exist above the convergence of estimates.

The algorithm is suitable for estimating tolerance intervals as well as predicting the probability of exceeding arbitrary predefined thresholds. The authors rigorously derived formulas for the probability of crossing the upper bound and the lower bound connected separately (one-sided intervals) or together (two-interval). The experimental evaluation confirmed satisfactory implementation of the proposed technique in terms of the accuracy of the model and the success rate at sufficiently large training sets [19].

The proposed approach can be used in various fields to predict the probability of dangerous situations caused by important system variables that exceed predefined security thresholds.

In the future, it is planned to explore in more detail and for different datasets as the minimum size required. The training set depends on the total size of the data set and the required accuracy of the model.
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