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Abstract. In this paper, we study a combined system of a Fokker-Planck (FP) equation for $m^{t,\mu}$ with initial $(t, \mu) \in [0, T] \times L^2(\mathbb{R}^d)$, and a stochastic differential equation for $X^{t,x,\mu}$ with initial $(t, x) \in [0, T] \times \mathbb{R}^d$, whose coefficients depend on the solution of FP equation. We develop a combined probabilistic and analytical method to explore the regularity of the functional $V(t, x, \mu) = \mathbb{E}\left[\Phi(X^{T,x,\mu}, m^{t,\mu}(T, \cdot))\right]$. Our main result states that, under a non-degenerate condition and appropriate regularity assumptions on the coefficients, the function $V$ is the unique classical solution of a nonlocal partial differential equation of mean-field type. The proof depends heavily on the differential properties of the flow $\mu \mapsto (m^{t,\mu}, X^{t,x,\mu})$ over $\mu \in L^2(\mathbb{R}^d)$. We also give an example to illustrate the role of our main result. Finally, we give a discussion on the $L^1$ choice case in the initial $\mu$.

1. Introduction

Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t, 0 \leq t \leq T\}, \mathbb{P})$ denote a complete filtered probability space augmented by all the $\mathbb{P}$-null sets on which a $d$-dimensional Brownian motion $B$ is defined. In this paper, we consider the functional-dependent Fokker-Planck (FP) equation

$$
\begin{aligned}
\frac{\partial m^{t,\mu}}{\partial s}(s, x) - & \sum_{i,j=1}^{d} \frac{\partial^2}{\partial x_i \partial x_j} \left[ a_{ij}(x, m^{t,\mu}(s, \cdot)) m^{t,\mu}(s, x) \right] \\
& + \sum_{i=1}^{d} \frac{\partial}{\partial x_i} \left[ b_i(x, m^{t,\mu}(s, \cdot)) m^{t,\mu}(s, x) \right] = 0, \quad (s, x) \in (t, T] \times \mathbb{R}^d; \\
m^{t,\mu}(t, x) = \mu(x), \quad x \in \mathbb{R}^d,
\end{aligned}
$$

where $\mu \in L^2(\mathbb{R}^d)$ is the initial probability density, and the dependent stochastic differential equation (SDE)

$$
\begin{aligned}
dX^{t,x,\mu}_s &= b(X^{t,x,\mu}_s, m^{t,\mu}(s, \cdot)) ds + \sigma(X^{t,x,\mu}_s, m^{t,\mu}(s, \cdot)) dB_s, \quad s \in (t, T]; \\
X^{t,x,\mu}_t &= x \in \mathbb{R}^d,
\end{aligned}
$$
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where

\[ b : \mathbb{R}^d \times L^2(\mathbb{R}^d) \to \mathbb{R}^d, \quad \sigma : \mathbb{R}^d \times L^2(\mathbb{R}^d) \to \mathbb{R}^{d \times d}, \]

\[ b = (b_1, \ldots, b_d)'; \quad \sigma_{ij} = (\sigma)_{ij}, \quad a_{ij} = \frac{1}{2}(\sigma\sigma^* )_{ij}, \quad 1 \leq i, j \leq d. \]

FP equation (1.1) can describe the probability density flow of a McKean-Vlasov SDE with the initial probability density \( \mu. \) For a functional defined on \( \mathbb{R}^d \times L^2(\mathbb{R}^d), \) we develop a combined probabilistic and analytical method to study the differentiability of \((m^{t,\mu}, X^{t,x,\mu})\) in the initial \((x, \mu) \in \mathbb{R}^d \times L^2(\mathbb{R}^d),\) and to explore the regularity of the function \( V : [0, T] \times \mathbb{R}^d \times L^2(\mathbb{R}^d) \to \mathbb{R} \) defined by

\[ V(t, x, \mu) = \mathbb{E}[\Phi(X^{t,x,\mu}, m^{t,\mu}(T, \cdot))], \]

where \( m^{t,\mu} \) is a solution of FP equation (1.1) and \( X^{t,x,\mu} \) is a solution of SDE (1.2). Our main result states that, under a non-degenerate condition and appropriate regularity assumptions, the function \( V \) defined above is the unique classical solution of the following partial differential equation (PDE) of mean-field type:

\[
\begin{aligned}
\frac{\partial V}{\partial t}(t, x, \mu) + \sum_{i=1}^{d} \frac{\partial V}{\partial x_i}(t, x, \mu)b_i(x, \mu) + \sum_{i,j=1}^{d} \frac{\partial^2 V}{\partial x_i \partial x_j}(t, x, \mu)a_{ij}(x, \mu) \\
+ \int_{\mathbb{R}^d} \frac{\partial V}{\partial \mu}(t, x, \mu)(\xi) \left\{ \sum_{i,j=1}^{d} \frac{\partial^2}{\partial \xi_i \partial \xi_j} [a_{ij}(\xi, \mu(\cdot))\mu(\xi)] \\
- \sum_{i=1}^{d} \frac{\partial}{\partial \xi_i} [b_i(\xi, \mu(\cdot))\mu(\xi)] \right\} d\xi = 0, \\
(t, x, \mu) \in [0, T) \times \mathbb{R}^d \times W^{2,2}(\mathbb{R}^d); \\
V(T, x, \mu) = \Phi(x, \mu), \quad (x, \mu) \in \mathbb{R}^d \times W^{2,2}(\mathbb{R}^d).
\end{aligned}
\]

(1.3)

Our work is based on the derivative in \( m \in L^2(\mathbb{R}^d). \) Recall that a function \( f : L^2(\mathbb{R}^d) \to \mathbb{R} \) is differentiable, if there exists a function \( L^2(\mathbb{R}^d) \times \mathbb{R}^d \ni (m, x) \mapsto \frac{df}{dm}(m)(x) \) such that \( \frac{df}{dm}(m)(\cdot) \in L^2(\mathbb{R}^d) \) for all \( m \in L^2(\mathbb{R}^d), \) and for any \( \tilde{m} \in L^2(\mathbb{R}^d), \)

\[
\frac{d}{d\theta} f(m + \theta \tilde{m}) \bigg|_{\theta=0} = \int_{\mathbb{R}^d} \frac{df}{dm}(m)(x) \tilde{m}(x) dx.
\]

There are various studies on the differentiability of functionals of probability distribution, namely, the \( L \)-derivative introduced by Lions [21] for functions defined on the space \( \mathcal{P}_2(\mathbb{R}^d), \) and the linear functional derivative introduced by Carmona and Delarue [11], where \( \mathcal{P}_2(\mathbb{R}^d) \) denotes the space of probability measures over \( \mathbb{R}^d \) with finite second-order moments. We refer to [11] Chapter 5 for a discussion of relations between the \( L \)-derivative and the linear functional derivative. We also refer the reader to Bensoussan et al. [6] for a discussion of relations between the differentiability of functions of probability distribution in \( \mathcal{P}_2(\mathbb{R}^d) \) and of probability density in \( L^2(\mathbb{R}^d). \)

Based on the \( L \)-derivative, PDEs of the form (1.3) have been already studied with different approaches and under various settings. We refer to [6] [8] [12] [14]. Buckdahn et al. [8] use a probabilistic method to investigate PDE (1.3) of the
probabilistic form

\[
\begin{aligned}
  &\frac{\partial V}{\partial t}(t, x, P_\xi) + \sum_{i=1}^d \frac{\partial V}{\partial x_i}(t, x, P_\xi) b_i(x, P_\xi) \\
  &+ \frac{1}{2} \sum_{i,j,k=1}^d \frac{\partial^2 V}{\partial x_i \partial x_j}(t, x, P_\xi)(\sigma_{ik} \sigma_{jk})(x, P_\xi) \\
  &+ \mathbb{E}\left[ \frac{1}{2} \sum_{i,j,k=1}^d \frac{\partial}{\partial \mu_i} \left( \frac{\partial V}{\partial \mu_j}(t, x, P_\xi)(\xi)(\sigma_{ik} \sigma_{jk})(\xi, P_\xi) \right) \\
  &+ \sum_{i=1}^d \left( \frac{\partial V}{\partial \mu_i}(t, x, P_\xi) b_i(\xi, P_\xi) \right) \right] = 0,
\end{aligned}
\]

\[(1.4)\]

They show that, if the coefficients \((b, \sigma)\) and the terminal condition \(\Phi\) are twice differentiable in \((x, \mu)\) with bounded Lipschitz derivatives of first- and second-order, there is a unique classical solution of PDE (1.4). Chassagneux et al. [12] analyze a non-linear version of PDE (1.4) and show that such a PDE admits a classical solution on sufficiently small time intervals. They also give general examples such that the solution can be extended to arbitrary large intervals. Crisan and McMurray [14] prove the existence and uniqueness of the classical solutions of PDE (1.4) when the terminal condition \(\Phi\) is not differentiable. Nonetheless, a non-degenerate condition is necessary and the third-order differentiability of the coefficients \((b, \sigma)\) in the distribution variable is required. Based on the linear functional derivative, de Raynal et al. [16] give the existence and uniqueness result of the solutions of PDE (1.4) under the non-degenerate condition when the second-order linear functional derivatives of the coefficients \((b, \sigma)\) in the distribution variable are uniformly Hölder-continuous.

The \(L\)-derivative and the linear functional derivative can deal with the probability measure which does not admit a density. However, in our setting, the regularity assumption of coefficients is reduced: only the first-order differentiability in \(m \in L^2(\mathbb{R}^d)\) of coefficients \((b, \sigma)\) is required. We would like to emphasize that, our results still hold when \(\mu \in L^2(\mathbb{R}^d)\) is not necessarily a probability density. Moreover, a probability distribution with a square-integrable density might go beyond the space of probability measures of finite second-order moments (see Example 2.1), and thus our measure variable space \(W^{2,2}(\mathbb{R}^d)\) in PDE (1.3) is not necessarily included in \(\mathcal{P}_2(\mathbb{R}^d)\) as it used to be impressed.

The formulation of taking the density as the primal variable in the augmented system of McKean-Vlasov SDEs can be found in Bensoussan et al. [4, 5] and Barbu and Röckner [8]. The former deals with Mean-Field control problems and Mean-Field games, and the latter concerns the existence of weak solutions of the McKean-Vlasov SDEs for the case of Nemystsii-type coefficients. The density form of the FP equation (1.1) on nonlinear Markov processes is justified by modeling natures in many occasions, and also by mathematical conveniences when the diffusion is non-degenerate (which usually allows a probability measure to admit a density) and the FP equation only depends on some characteristics of the probability measure.
In Sections 2 and 3 we give some estimates of \( m^{t, \mu} \) and study the differentiability of \( m^{t, \mu} \) with respect to the initial \( \mu \in L^2(\mathbb{R}^d) \) in the sense of Fréchet differentiability. The derivative is characterized as a weak solution of a generalized PDE (see 3.6), and the analysis relies on the non-degenerate condition, which is crucial to the regularity analysis of parabolic equations. The regularity of nonlinear PF equations with respect to the measure component is studied by Cardaliaguet et al. [10] and, for higher order regularity, in the work of Tse [22] for the case where \( \sigma \) is a positive constant by using the linear functional derivative. We also refer to recent results on the smoothing properties of McKean-Vlasov SDEs. See [2 11 15], and the related result of Chassagneux et al. [13] on the weak error for propagation of chaos.

In Section 4 we study the differentiability of the flow \((x, \mu) \mapsto X^{t,x,\mu}\) in the Hilbert space \(\mathbb{R}^d \times L^2(\mathbb{R}^d)\). The derivative is characterized as a solution of a SDE which is associated with the derivative of \( m^{t, \mu} \) in \( \mu \in L^2(\mathbb{R}^d) \) (see 4.11). We also refer to Buckdahn et al. [3] for the study of first- and second-order derivatives of \( X^{t,x,\mu} \) with respect to the probability law when \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \) is a probability distribution.

The results in Sections 2 4 are used in Section 5 to prove the regularity of the value function \( V(t, x, \mu) \). Section 6 is devoted to an Itô’s formula associated with mean-field problems, and it gives our main result, Theorem 6.5 and Corollary 6.6 stating that the value function \( V \) is the unique classical solution of PDE 1.2. In Section 7 we give an example to illustrate the role of our Theorem 6.5. Finally, in Section 8 we give a discussion on the \( L^1 \) choice case in the initial \( \mu \).

1.1. Notations. Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t, 0 \leq t \leq T\}, \mathbb{P})\) denote a complete filtered probability space augmented by all the \( \mathbb{P} \)-null sets on which a \( d \)-dimensional Brownian motion \( B = (B^1, \ldots, B^d) = \{B_t, 0 \leq t \leq T\} \) is defined. Let \( L^2(\mathcal{F}_t; \mathbb{R}^d) \) denote the set of all \( \mathcal{F}_t \)-measurable square-integrable \( \mathbb{R}^d \)-valued random variables. Let \( \mathcal{L}^2_\alpha(0, T) \) denote the set of all \( \mathcal{F}_t \)-progressively-measurable \( \mathbb{R}^d \)-valued processes \( \alpha = \{\alpha_t, 0 \leq t \leq T\} \) such that \( \mathbb{E}\left[ \int_0^T |\alpha_t|^2 \, dt \right] < +\infty \). Let \( \mathcal{S}^2_\alpha[0, T] \) denote the set of all \( \mathcal{F}_t \)-progressively-measurable \( \mathbb{R}^d \)-valued processes \( \beta = \{\beta_t, 0 \leq t \leq T\} \) such that \( \mathbb{E}\left[ \sup_{0 \leq t \leq T} |\beta_t|^2 \right] < +\infty \). In this paper, the notation \( C(h_1, h_2, \ldots, h_n) \) stands for a constant depending only on \( (h_1, h_2, \ldots, h_n) \).

We introduce the Sobolev spaces [11]. Let \( p \) be a positive real number. We denote by \( L^p(\mathbb{R}^d) \) the class of all measurable functions \( u \) defined on \( \mathbb{R}^d \) for which

\[
||u||_{L^p(\mathbb{R}^d)} := \left( \int_{\mathbb{R}^d} |u(x)|^p \, dx \right)^{\frac{1}{p}} < +\infty.
\]

The space \((L^p(\mathbb{R}^d), \| \cdot \|_{L^p(\mathbb{R}^d)})\) is a Banach space [11 p.29] and \( C_0^\infty(\mathbb{R}^d) \) is dense in \( L^p(\mathbb{R}^d) \) if \( 1 \leq p < +\infty \) [11 p.38]. The space \((L^2(\mathbb{R}^d), (\cdot, \cdot))\) is a Hilbert space [11 p.31] with respect to the inner product

\[
(u, v) := \int_{\mathbb{R}^d} u(x)v(x) \, dx, \quad u, v \in L^2(\mathbb{R}^d).
\]

For any positive integer \( m \) and \( 1 \leq p < +\infty \), we denote by

\[
W^{m,p}(\mathbb{R}^d) := \{ u \in L^p(\mathbb{R}^d) : D^\alpha u \in L^p(\mathbb{R}^d), \ |\alpha| \leq m \},
\]
where $D^n u$ is the generalized partial derivative. The norm of $u \in W^{m,p}(\mathbb{R}^d)$ is defined by

$$
\|u\|_{W^{m,p}(\mathbb{R}^d)} := \left( \sum_{0 \leq |\alpha| \leq m} \|D^\alpha u\|_{L^p(\mathbb{R}^d)}^p \right)^{1/p}.
$$

The space $(W^{m,p}(\mathbb{R}^d), \cdot \rightarrow \| \cdot \|_{W^{m,p}(\mathbb{R}^d)})$ is a Banach space [1, p.60].

2. The Fokker-Planck equation

In this section, we analyze the FP equation (1.1) under the following assumptions. For notational convenience, we use the same constant $L > 0$ for all the conditions below.

(H1) There exists $\gamma > 0$, such that

$$
\sum_{i,j=1}^d a_{ij}(x,m) \xi_i \xi_j \geq \gamma |\xi|^2, \quad \forall \xi \in \mathbb{R}^d, \quad (x,m) \in \mathbb{R}^d \times L^2(\mathbb{R}^d).
$$

(H2) The function $b(\cdot, m) : \mathbb{R}^d \rightarrow \mathbb{R}^d \times \mathbb{R}^d$ is differentiable and the function $\sigma(\cdot, m) : \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d}$ is twice differentiable for all $m \in L^2(\mathbb{R}^d)$. The functionals $f(x, \cdot) := b_i, \frac{\partial b_i}{\partial x_j}, \sigma_{ij}, \frac{\partial \sigma_{ij}}{\partial x_k}, \frac{\partial^2 \sigma_{ij}}{\partial x_k \partial x_l}(x, \cdot) : L^2(\mathbb{R}^d) \rightarrow \mathbb{R}$ have derivatives $\frac{\partial f}{\partial m}(x, m)(\cdot) \in W^{1,2}(\mathbb{R}^d)$ for all $(x, m) \in \mathbb{R}^d \times L^2(\mathbb{R}^d)$ and $1 \leq i, j, k, l \leq d$. The functionals and derivatives are uniformly bounded by $L$. That is,

$$
|f(x,m)| + \|\frac{\partial f}{\partial m}(x,m)(\cdot)\|_{W^{1,2}(\mathbb{R}^d)} \leq L, \quad (x,m) \in \mathbb{R}^d \times L^2(\mathbb{R}^d).
$$

Moreover, the functionals $f(\cdot, \cdot) : \mathbb{R}^d \times L^2(\mathbb{R}^d) \rightarrow \mathbb{R}$ and the derivatives $\frac{\partial f}{\partial m}(\cdot, \cdot) : \mathbb{R}^d \times L^2(\mathbb{R}^d) \rightarrow L^2(\mathbb{R}^d)$ are $L$-Lipschitz continuous. That is,

$$
|f(x',m') - f(x,m)| + \|\frac{\partial f}{\partial m}(x',m')(\cdot) - \frac{\partial f}{\partial m}(x,m)(\cdot)\|_{L^2(\mathbb{R}^d)}
\leq L\left(|x' - x| + \|m' - m\|_{L^2(\mathbb{R}^d)}\right), \quad (x,m), \ (x',m') \in \mathbb{R}^d \times L^2(\mathbb{R}^d).
$$

The following example shows that a probability distribution admitting a density in $L^2(\mathbb{R}^d)$ might be neither in $\mathcal{P}_2(\mathbb{R}^d)$ nor in $\mathcal{P}_1(\mathbb{R}^d)$.

Example 2.1. Let $d = 1$ and the density be defined as

$$
\rho(x) = \sum_{n=1}^\infty \frac{\pi^2}{6n} \mathbbm{1}_{[n, n+\frac{1}{2}]}(x), \quad x \in \mathbb{R}.
$$

It is easy to check that $\int_\mathbb{R} \rho(x)dx = 1$ and $\rho \in L^2(\mathbb{R})$. However,

$$
\int_\mathbb{R} |x| \rho(x)dx \geq \frac{\pi^2}{6} \sum_{n=1}^\infty \frac{1}{n} = +\infty, \quad \int_\mathbb{R} |x|^2 \rho(x)dx \geq \frac{\pi^2}{6} \sum_{n=1}^\infty 1 = +\infty.
$$

For a differentiable function $F : L^2(\mathbb{R}^d) \rightarrow \mathbb{R}$ (see Section 1 for the definition), we give the following example.

Example 2.2. Let $h \in W^{1,2}(\mathbb{R}^d)$. We define $F : L^2(\mathbb{R}^d) \rightarrow \mathbb{R}$ as

$$
F(m) := \exp(-f(m)^2), \quad f(m) := \int_{\mathbb{R}^d} h(x)m(x)dx, \quad m \in L^2(\mathbb{R}^d).
$$
Note that $|F| \leq 1$ and for any $m, \tilde{m} \in L^2(\mathbb{R}^d)$,
\[
\lim_{\theta \to 0} \frac{1}{\theta} [F(m + \theta \tilde{m}) - F(m)] = -2f(m) \exp(-f(m)^2) \int_{\mathbb{R}^d} h(x) \tilde{m}(x) dx,
\]
therefore,
\[
\frac{\partial F}{\partial m}(m)(\cdot) = -2f(m) \exp(-f(m)^2)h(\cdot), \quad \forall m \in L^2(\mathbb{R}^d).
\]
Moreover, for any $m \in L^2(\mathbb{R}^d)$,
\[
\|\frac{\partial F}{\partial m}(m)(\cdot)\|_{L^2(\mathbb{R}^d)} \leq \sqrt{2} \exp\left(-\frac{1}{2}\right)\|h\|_{L^2(\mathbb{R}^d)} < +\infty,
\]
and for any $m, m' \in L^2(\mathbb{R}^d)$,
\[
\|F(m') - F(m)\| \leq \sqrt{2} \exp\left(-\frac{1}{2}\right)\|h\|_{L^2(\mathbb{R}^d)}\|m' - m\|_{L^2(\mathbb{R}^d)},
\]
\[
\|\frac{\partial F}{\partial m}(m')(\cdot) - \frac{\partial F}{\partial m}(m)(\cdot)\|_{L^2(\mathbb{R}^d)} \leq 2\|h\|_{L^2(\mathbb{R}^d)}\|m' - m\|_{L^2(\mathbb{R}^d)}.
\]

The following lemma is proved in Appendix \textit{A.1}.

\textbf{Lemma 2.3.} Let Assumptions (H1) and (H2) be satisfied and $\mu \in L^2(\mathbb{R}^d)$. Then, equation (1.1) has a unique solution $m^{t,\mu} \in L^2([t,T];W^{1,2}(\mathbb{R}^d) \cap L^\infty([t,T];L^2(\mathbb{R}^d)))$. Moreover, if $\mu \in W^{1,2}(\mathbb{R}^d)$, then, $m^{t,\mu} \in L^2([t,T];W^{2,2}(\mathbb{R}^d) \cap L^\infty([t,T];W^{1,2}(\mathbb{R}^d)))$ and $m^{t,\mu} \in L^2([t,T];L^2(\mathbb{R}^d))$, and we have the estimates
\[
\begin{align*}
\sup_{t \leq s \leq T} \|m^{t,\mu}(s,\cdot)\|_{L^2(\mathbb{R}^d)} + \|m^{t,\mu}\|_{L^2([t,T];W^{1,2}(\mathbb{R}^d))} & \leq C(\gamma, L, T, \|\mu\|_{L^2(\mathbb{R}^d)}); \\
\sup_{t \leq s \leq T} \|m^{t,\mu}(s,\cdot)\|_{W^{1,2}(\mathbb{R}^d)} + \|m^{t,\mu}\|_{L^2([t,T];W^{2,2}(\mathbb{R}^d))} + \|m^{t,\mu}\|_{L^2([t,T];L^2(\mathbb{R}^d))} & \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}).
\end{align*}
\] (2.1)

Now we discuss the continuous dependence of $m^{t,\mu}$ on $\mu$. The following proposition is proved in Appendix \textit{A.2}.

\textbf{Proposition 2.4.} Let Assumptions (H1) and (H2) be satisfied, and $\mu, \mu' \in W^{1,2}(\mathbb{R}^d)$. Let $m^{t,\mu}$ and $m^{t,\mu'}$ be solutions of equation (1.1) with initials $\mu$ and $\mu'$, respectively, such that (2.1) holds true. Then,
\[
\sup_{t \leq s \leq T} \|m^{t,\mu'}(s,\cdot) - m^{t,\mu}(s,\cdot)\|_{L^2(\mathbb{R}^d)} + \|m^{t,\mu'} - m^{t,\mu}\|_{L^2([t,T];W^{1,2}(\mathbb{R}^d))} \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)} \|\mu' - \mu\|_{L^2(\mathbb{R}^d)});
\]
\[
\sup_{t \leq s \leq T} \|m^{t,\mu'}(s,\cdot) - m^{t,\mu}(s,\cdot)\|_{W^{1,2}(\mathbb{R}^d)} + \|m^{t,\mu'} - m^{t,\mu}\|_{L^2([t,T];W^{2,2}(\mathbb{R}^d))} \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)} \|\mu' - \mu\|_{W^{1,2}(\mathbb{R}^d)}).
\] (2.2)

In the rest of this section, we discuss the higher regularity of the solution $m^{t,\mu}$ of equation (1.1) under some higher regularity assumptions. The following assumption is the regularity-enhanced version of Assumption (H2).
The functions \( b \) and \( \sigma \) satisfy (H2). Moreover, \( b(\cdot, m) : \mathbb{R}^d \to \mathbb{R}^d \) is twice differentiable and \( a(\cdot, m) : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) is three times differentiable for all \( m \in L^2(\mathbb{R}^d) \), with the derivatives being bounded by \( L \). That is,

\[
|\frac{\partial^2 b}{\partial x_i \partial x_j}(x, m)| + |\frac{\partial^3 a}{\partial x_i \partial x_j \partial x_k}(x, m)| \leq L, \quad (x, m) \in \mathbb{R}^d \times L^2(\mathbb{R}^d), \quad 1 \leq i, j, k \leq d.
\]

The following proposition is proved in Appendix A.3.

**Proposition 2.5.** Let Assumptions (H1) and (H2) be satisfied, and \( \mu, \mu' \in W^{2,2}(\mathbb{R}^d) \). Let \( m^{t,\mu} \) and \( m^{t,\mu'} \) be solutions of equation (1.1) with initials \( \mu \) and \( \mu' \), respectively, such that (2.1) holds true. Then,

\[
(2.3) \quad \sup_{t \leq s \leq T} \left\| m^{t,\mu}(s, \cdot) \right\|_{L^2(\mathbb{R}^d)} + \sup_{t \leq s \leq T} \left\| m^{t,\mu'}(s, \cdot) \right\|_{W^{2,2}(\mathbb{R}^d)} + \left\| m^{t,\mu}_{s} \right\|_{L^2([t,T];W^{1,2}(\mathbb{R}^d))} \leq C(\gamma, L, T, \|\mu\|_{W^{2,2}(\mathbb{R}^d)});
\]

\[
(2.4) \quad \sup_{t \leq s \leq T} \left\| m^{t,\mu}(s, \cdot) - m^{t,\mu'}(s, \cdot) \right\|_{L^2(\mathbb{R}^d)} + \sup_{t \leq s \leq T} \left\| m^{t,\mu'} - m^{t,\mu} \right\|_{L^2([t,T];W^{1,2}(\mathbb{R}^d))} \leq C(\gamma, L, T, \|\mu\|_{W^{2,2}(\mathbb{R}^d)}, \|\mu'\|_{W^{2,2}(\mathbb{R}^d)}) \|\mu' - \mu\|^2_{W^{2,2}(\mathbb{R}^d)}.
\]

Further, if Assumption (H2') is satisfied, then,

\[
(2.5) \quad \left\| m^{t,\mu}(s', \cdot) - m^{t,\mu}(s, \cdot) \right\|_{W^{1,2}(\mathbb{R}^d)} \leq C(\gamma, L, T, \|\mu\|_{W^{2,2}(\mathbb{R}^d)});
\]

if moreover \( \mu \in W^{3,2}(\mathbb{R}^d) \), then,

\[
(2.6) \quad \sup_{t \leq s \leq T} \left\| m^{t,\mu}(s, \cdot) \right\|_{W^{1,2}(\mathbb{R}^d)} + \sup_{t \leq s \leq T} \left\| m^{t,\mu'}(s, \cdot) \right\|_{W^{3,2}(\mathbb{R}^d)} + \left\| m^{t,\mu}_{s} \right\|_{L^2([t,T];L^2(\mathbb{R}^d))} + \left\| m^{t,\mu'}_{s} \right\|_{L^2([t,T];L^2(\mathbb{R}^d))} \leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R}^d)});
\]

\[
(2.7) \quad \sup_{s \neq s'} \frac{\left\| m^{t,\mu}(s', \cdot) - m^{t,\mu}(s, \cdot) \right\|_{L^2(\mathbb{R}^d)}}{|s' - s|^{\frac{3}{2}}} + \sup_{s \neq s'} \frac{\left\| m^{t,\mu}(s', \cdot) - m^{t,\mu'}(s, \cdot) \right\|_{L^2(\mathbb{R}^d)}}{|s' - s|^{\frac{3}{2}}} \leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R}^d)}).
\]

**Remark 2.6.** Rich results on (local) FP equations which are second-order quasilinear parabolic PDEs of a divergent-form are available in Ladyženskaja et al. [20]. FP equation (1.1) is nonlocal for the coefficients \( \{a_{ij}, b_i, 1 \leq i, j \leq n\} \) depend on the unknown in a functional way.

3. Derivative of \( m^{t,\mu} \)

In this section, we compute the derivative of \( m^{t,\mu} \) with respect to \( \mu \). Let \( \tilde{\mu} \in L^2(\mathbb{R}^d) \), which is considered to be a "direction", and define

\[
\mu_h := \mu + h\tilde{\mu}, \quad h \in [0, 1].
\]

Let \( m^{t,\mu_h} \) be the solution of equation (1.1) corresponding to initial \( \mu_h \), and set

\[
(3.1) \quad \tilde{m}^{t,\mu}_h(\tilde{\mu}) := \frac{m^{t,\mu_h} - m^{t,\mu}}{h}, \quad h \in (0, 1].
\]
Then, $\tilde{m}_{h}^{t,\mu}(\tilde{\mu})(t, x) = \tilde{\mu}(x)$ for $x \in \mathbb{R}^d$, and for $(s, x) \in (t, T] \times \mathbb{R}^d$,

$$
\frac{\partial \tilde{m}_{h}^{t,\mu}(\tilde{\mu})}{\partial s}(s, x) - \sum_{i,j=1}^{d} \frac{\partial^2}{\partial x_i \partial x_j} \left[ a_{ij}(x, m^{t,\mu}(s, \cdot))\tilde{m}_{h}^{t,\mu}(\tilde{\mu})(s, x) \right. \\
+ \frac{1}{h}[a_{ij}(x, m^{t,\mu}(s, \cdot)) - a_{ij}(x, m^{t,\mu}(s, \cdot))]m^{t,\mu}(s, x)] \\
+ \sum_{i=1}^{d} \frac{\partial}{\partial x_i} \left[ b_i(x, m^{t,\mu}(s, \cdot))\tilde{m}_{h}^{t,\mu}(\tilde{\mu})(s, x) \right. \\
+ \frac{1}{h}[b_i(x, m^{t,\mu}(s, \cdot)) - b_i(x, m^{t,\mu}(s, \cdot))]m^{t,\mu}(s, x) \left. \right] = 0.
$$

From Assumptions (H1) and (H2) and standard arguments for second-order parabolic equations, for $\mu \in W^{1,2}(\mathbb{R}^d)$, we have the following estimate:

$$
\sup_{t \leq s \leq T} \|\tilde{m}_{h}^{t,\mu}(\tilde{\mu})(s, \cdot)\|_{L^2(\mathbb{R}^d)} + \|\tilde{m}_{h}^{t,\mu}(\tilde{\mu})\|_{L^2([t, T]; W^{1,2}(\mathbb{R}^d))} \\
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}) \|\tilde{\mu}\|_{L^2(\mathbb{R}^d)}.
$$

Along the direction $\tilde{\mu}$, the directional derivative of $m^{t,\mu}$ with respect to $\mu$ can be formulated as the solution of the following PDE:

$$
\begin{align*}
\frac{\partial \tilde{m}^{t,\mu}(\tilde{\mu})}{\partial s}(s, x) - \sum_{i,j=1}^{d} \frac{\partial^2}{\partial x_i \partial x_j} & \left[ a_{ij}(x, m^{t,\mu}(s, \cdot))\tilde{m}^{t,\mu}(\tilde{\mu})(s, x) \right. \\
& + \int_{\mathbb{R}^d} \frac{\partial a_{ij}}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi)\tilde{m}^{t,\mu}(\tilde{\mu})(s, \xi)d\xi \cdot m^{t,\mu}(s, x) \\
& + \sum_{i=1}^{d} \frac{\partial}{\partial x_i} \left[ b_i(x, m^{t,\mu}(s, \cdot))\tilde{m}^{t,\mu}(\tilde{\mu})(s, x) \right. \\
& + \int_{\mathbb{R}^d} \frac{\partial b_i}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi)\tilde{m}^{t,\mu}(\tilde{\mu})(s, \xi)d\xi \cdot m^{t,\mu}(s, x) \left. \right] = 0,
\end{align*}
$$

$(s, x) \in (t, T] \times \mathbb{R}^d$.

The following lemma is proved in Appendix [14.1]

**Lemma 3.1.** Let Assumptions (H1) and (H2) be satisfied, $\mu \in W^{1,2}(\mathbb{R}^d)$ and $\tilde{\mu} \in L^2(\mathbb{R}^d)$. Let $m^{t,\mu}$ be the solution of equation (1.1) such that (2.1) holds true. Then, equation (3.3) has a unique solution $\tilde{m}^{t,\mu}(\tilde{\mu}) \in C^0([t, T]; L^2(\mathbb{R}^d))$, such that

$$
\sup_{t \leq s \leq T} \|\tilde{m}^{t,\mu}(\tilde{\mu})(s, \cdot)\|_{L^2(\mathbb{R}^d)} + \|\tilde{m}^{t,\mu}(\tilde{\mu})\|_{L^2([t, T]; W^{1,2}(\mathbb{R}^d))} \\
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}) \|\tilde{\mu}\|_{L^2(\mathbb{R}^d)}.
$$

For any $\mu, \mu' \in W^{1,2}(\mathbb{R}^d)$, we have the estimate

$$
\sup_{t \leq s \leq T} \|\tilde{m}^{t,\mu}(\tilde{\mu})(s, \cdot) - \tilde{m}^{t,\mu'}(\tilde{\mu})(s, \cdot)\|_{L^2(\mathbb{R}^d)} \\
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}, \|\mu'\|_{W^{1,2}(\mathbb{R}^d)}) \|\tilde{\mu}\|_{L^2(\mathbb{R}^d)} \|\mu' - \mu\|_{L^2(\mathbb{R}^d)}.
$$

We have the following convergence of $\tilde{m}^{t,\mu}(\tilde{\mu})$ to $\tilde{m}^{t,\mu}(\tilde{\mu})$ as $h$ goes to 0, whose proof is given in Appendix [15.2].
Lemma 3.2. Let Assumptions (H1) and (H2) be satisfied, \( \mu \in W^{1,2}(\mathbb{R}^d) \) and \( \bar{\mu} \in L^2(\mathbb{R}^d) \). Let \( \tilde{m}^{t,\mu}(\bar{\mu}) \in C^0([t,T];L^2(\mathbb{R}^d)) \) be the solution of equation (3.3). Then,

\[
\sup_{t \leq s \leq T} \left\| \frac{m^{t,\mu+h\bar{\mu}} - m^{t,\mu}(s, \cdot) - \tilde{m}^{t,\mu}(\bar{\mu})(s, \cdot)}{h} \right\|_{L^2(\mathbb{R}^d)} \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}, \|\bar{\mu}\|_{L^2(\mathbb{R}^d)})h.
\]

That is, \( \tilde{m}^{t,\mu}(\bar{\mu})(s, \cdot) \) is the derivative of \( m^{t,\mu}(s, \cdot) \) along the direction \( \bar{\mu} \in L^2(\mathbb{R}^d) \).

Lemma 3.2 and estimates (3.1) and (3.5) show that the mapping \( L^2(\mathbb{R}^d) \ni \mu \mapsto m^{t,\mu}(s, \cdot) \in L^2(\mathbb{R}^d) \) is Fréchet differentiable for \( \mu \in W^{1,2}(\mathbb{R}^d) \). Its Fréchet derivative \( D_\mu m^{t,\mu}(s, \cdot) \) is

\[
D_\mu m^{t,\mu}(s, \cdot)(\bar{\mu}) = \tilde{m}^{t,\mu}(\bar{\mu})(s, \cdot), \quad \bar{\mu} \in L^2(\mathbb{R}^d).
\]

To represent the Fréchet derivative \( D_\mu m^{t,\mu}(s, \cdot) \), we consider the following PDE:

\[
\frac{\partial k^{t,\mu}}{\partial s}(s, x, y) - \sum_{i,j=1}^d \frac{\partial^2}{\partial x_i \partial x_j} \left[ a_{ij}(x, m^{t,\mu}(s, \cdot)) k^{t,\mu}(s, x, y) \right.
\]
\[
+ \int_{\mathbb{R}^d} \frac{\partial a_{ij}}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi) k^{t,\mu}(s, \xi, y) d\xi \cdot m^{t,\mu}(s, x, y)
\]
\[
+ \int_{\mathbb{R}^d} \frac{\partial b_i}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi) k^{t,\mu}(s, \xi, y) d\xi \cdot m^{t,\mu}(s, x, y) = 0,
\]
\[
k^{t,\mu}(t, x, y) = \delta(x-y), \quad (s, x, y) \in [t, T] \times \mathbb{R}^d \times \mathbb{R}^d.
\]

The following proposition is proved in Appendix B.3

**Proposition 3.3.** Let Assumptions (H1) and (H2) be satisfied and \( \mu \in W^{1,2}(\mathbb{R}^d) \). Let \( m^{t,\mu} \) be the solution of equation (1.1) such that (2.1) holds true and let \( k^{t,\mu} \) be a weak solution of equation (3.6). Then, for any \( \bar{\mu} \in L^2(\mathbb{R}^d) \), the directional derivative \( \tilde{m}^{t,\mu}(\bar{\mu})(s, \cdot) \) of \( m^{t,\mu}(s, \cdot) \) satisfies

\[
\tilde{m}^{t,\mu}(\bar{\mu})(s, x) = \int_{\mathbb{R}^d} k^{t,\mu}(s, x, y) \bar{\mu}(y) dy, \quad (s, x) \in [t, T] \times \mathbb{R}^d.
\]

That is, the Fréchet derivative \( D_\mu m^{t,\mu}(s, \cdot) \) of \( m^{t,\mu}(s, \cdot) \) satisfies

\[
D_\mu m^{t,\mu}(s, \cdot)(\bar{\mu}) = \int_{\mathbb{R}^d} k^{t,\mu}(s, \cdot, y) \bar{\mu}(y) dy, \quad \bar{\mu} \in L^2(\mathbb{R}^d).
\]

In the rest of this section, we give the existence, the boundedness and the continuity of solutions of equation (3.6). We solve equation (3.6) via solutions of the
following two PDEs: one for $f^{t,\mu}$ defined on $[t, T] \times \mathbb{R}^d \times \mathbb{R}^d$ as

$$
\begin{align*}
\frac{\partial f^{t,\mu}}{\partial s}(s, x, y) &- \sum_{i,j=1}^{d} \frac{\partial^2}{\partial x_i \partial x_j} \left[ a_{ij}(x, m^{t,\mu}(s, \cdot)) f^{t,\mu}(s, x, y) \right] \\
&+ \sum_{i=1}^{d} \frac{\partial}{\partial x_i} \left[ b_i(x, m^{t,\mu}(s, \cdot)) f^{t,\mu}(s, x, y) \right] = 0,
\end{align*}
$$

(3.7)

and the other one for $g^{t,\mu}$ defined on $[t, T] \times \mathbb{R}^d \times \mathbb{R}^d$ as

$$
\begin{align*}
\frac{\partial g^{t,\mu}}{\partial s}(s, x, y) &- \sum_{i,j=1}^{d} \frac{\partial^2}{\partial x_i \partial x_j} \left[ a_{ij}(x, m^{t,\mu}(s, \cdot)) g^{t,\mu}(s, x, y) \right] \\
&+ \int_{\mathbb{R}^d} \frac{\partial a_{ij}}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi) g^{t,\mu}(s, \xi, y) d\xi \cdot m^{t,\mu}(s, x) \\
&+ \sum_{i=1}^{d} \frac{\partial}{\partial x_i} \left[ b_i(x, m^{t,\mu}(s, \cdot)) g^{t,\mu}(s, x, y) \right] \\
&+ \int_{\mathbb{R}^d} \frac{\partial b_i}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi) g^{t,\mu}(s, \xi, y) d\xi \cdot m^{t,\mu}(s, x) \\
&= \sum_{i,j=1}^{d} \frac{\partial^2}{\partial x_i \partial x_j} \left[ \int_{\mathbb{R}^d} \frac{\partial a_{ij}}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi) f^{t,\mu}(s, \xi, y) d\xi \cdot m^{t,\mu}(s, x) \right] \\
&\quad - \sum_{i=1}^{d} \frac{\partial}{\partial x_i} \left[ \int_{\mathbb{R}^d} \frac{\partial b_i}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi) f^{t,\mu}(s, \xi, y) d\xi \cdot m^{t,\mu}(s, x) \right],
\end{align*}
$$

(3.8)

Obviously, if $f^{t,\mu}$ and $g^{t,\mu}$ are weak solutions of equations (3.7) and (3.8), respectively, then,

$$
k^{t,\mu}(s, x, y) := f^{t,\mu}(s, x, y) + g^{t,\mu}(s, x, y), \quad (s, x, y) \in [t, T] \times \mathbb{R}^d \times \mathbb{R}^d,
$$

is a weak solution of equation (3.6). To estimate the solution of equation (3.6), we need to estimate solutions of equations (3.7) first and then (3.8). We now describe our Assumption (H3).

(H3) For $(t, \mu) \in [0, T] \times W^{1,2}(\mathbb{R}^d)$, equation (3.7) has a weak solution $f^{t,\mu}$, such that for any $\varphi \in L^2(\mathbb{R}^d)$, the function $\phi^{t,\mu}$ defined as

$$
\phi^{t,\mu}(s, y) := \int_{\mathbb{R}^d} f^{t,\mu}(s, x, y) \varphi(x) dx, \quad (s, y) \in [t, T] \times \mathbb{R}^d,
$$

satisfies

$$
\sup_{t \leq s \leq T} \| \phi^{t,\mu}(s, \cdot) \|_{L^2(\mathbb{R}^d)} + \| \phi^{t,\mu} \|_{L^2([t,T];W^{1,2}(\mathbb{R}^d))} \leq C(\gamma, L, T) \| \varphi \|_{L^2(\mathbb{R}^d)}.
$$

If moreover $\varphi \in W^{1,2}(\mathbb{R}^d)$, then,

$$
\| \phi^{t,\mu}_{\text{as}} \|_{L^2([t,T];L^2(\mathbb{R}^d))} \leq C(\gamma, L, T) \| \varphi \|_{W^{1,2}(\mathbb{R}^d)},
$$

(3.11)
For $\mu, \mu' \in W^{1,2}(\mathbb{R}^d)$, functions $\phi^{t,\mu}, \phi^{t,\mu'}$ satisfy
\begin{equation}
\sup_{t \leq s \leq T} \|g^{t,\mu'}(s, \cdot) - \phi^{t,\mu}(s, \cdot)\|_{L^2(\mathbb{R}^d)} 
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}\|\varphi\|_{W^{1,2}(\mathbb{R}^d)}\|\mu' - \mu\|_{L^2(\mathbb{R}^d)}).
\end{equation}

Remark 3.4. Let Assumptions (H1) and (H2) be satisfied. If coefficients $(b, \sigma)$ are independent of $x$, then Assumption (H3) holds true, which is proved in Lemma 7.1.

We now consider the existence, boundedness, and the continuous dependence of $g^{t,\mu}$ on $\mu$. We first claim that the right-hand side of equation (3.8) belongs to the class $L^2([t, T]; L^2(\mathbb{R}^d \times \mathbb{R}^d))$. Actually, from (3.10) and Assumption (H2), we have for any $t \leq s \leq T$ and $1 \leq i, j \leq d$,
\begin{align*}
&\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| \int_{\mathbb{R}^d} \frac{\partial a_{ij}}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi) f^{t,\mu}(s, x, y) d\xi \cdot m^{t,\mu}_{x, x}(s, x) \right|^2 dy dx \\
&= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| \int_{\mathbb{R}^d} \frac{\partial a_{ij}}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi) f^{t,\mu}(s, \xi, y) d\xi \cdot m^{t,\mu}_{x, x}(s, x) \right|^2 dx \\
&\leq C(\gamma, L, T) \int_{\mathbb{R}^d} \left| \int_{\mathbb{R}^d} \frac{\partial a_{ij}}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi) \cdot m^{t,\mu}_{x, x}(s, x) \right|^2 dx \\
&\leq C(\gamma, L, T) \|m^{t,\mu}_{x, x}(s, \cdot)\|_{L^2(\mathbb{R}^d)}^2.
\end{align*}

So from Lemma 7.8 we have
\begin{align*}
&\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| \int_{\mathbb{R}^d} \frac{\partial a_{ij}}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi) f^{t,\mu}(s, x, y) d\xi \cdot m^{t,\mu}_{x, x}(s, x) \right|^2 dy dx ds \\
&\leq C(\gamma, L, T) \|m^{t,\mu}_{x, x}(s, \cdot)\|_{L^2([t, T]; L^2(\mathbb{R}^d))}^2 \\
&\leq C(\gamma, L, T) \|\mu\|_{W^{1,2}(\mathbb{R}^d)}^2.
\end{align*}

In a similar way, we have the last claim. From 18 Definition and Remark, p.374; Theorems 3 and 4, p.378, similar to the proof of Lemma 3.1 we know that equation (3.8) has a unique solution in $C^0([t, T]; L^2(\mathbb{R}^d \times \mathbb{R}^d))$. Moreover, we have the following estimate, which is proved in Appendix 3.3.

Lemma 3.5. Let Assumptions (H1)-(H3) be satisfied. Let $\mu, \mu' \in W^{1,2}(\mathbb{R}^d)$ and let $g^{t,\mu}, g^{t,\mu'}$ be solutions of equation (3.8) corresponding to $\mu$ and $\mu'$, respectively. Then,
\begin{align}
\sup_{s \in [t, T]} \|g^{t,\mu}(s, \cdot, \cdot)\|_{W^{1,2}(\mathbb{R}^d \times \mathbb{R}^d)} + \|g^{t,\mu'}(s, \cdot, \cdot)\|_{L^2([t, T]; L^2(\mathbb{R}^d \times \mathbb{R}^d))} \\
&\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)});
\end{align}
\begin{align}
\sup_{t \leq s \leq T} \|g^{t,\mu'}(s, \cdot, \cdot) - g^{t,\mu}(s, \cdot, \cdot)\|_{L^2(\mathbb{R}^d \times \mathbb{R}^d)} \\
&\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}, \|\mu'\|_{W^{1,2}(\mathbb{R}^d)}) \|\mu' - \mu\|_{W^{1,2}(\mathbb{R}^d)}.
\end{align}

Here, for $s \in [t, T]$,
\begin{align*}
\|g^{t,\mu}(s, \cdot, \cdot)\|_{W^{1,2}(\mathbb{R}^d \times \mathbb{R}^d)} := \|g^{t,\mu}(s, \cdot, \cdot)\|_{L^2(\mathbb{R}^d \times \mathbb{R}^d)} + \sum_{i=1}^{d} \|g^{t,\mu}_{x_i}(s, \cdot, \cdot)\|_{L^2(\mathbb{R}^d \times \mathbb{R}^d)}.
\end{align*}

As a consequence of Assumption (H3) and Lemma 3.5 we have the following proposition that shows the boundedness and continuous dependence of $k^{t,\mu}(s, \cdot, \cdot)$ on the initial $\mu$ and the time $s$. 
Theorem 3.6. Let Assumptions (H1)-(H3) be satisfied and \( \mu \in W^{1,2}(\mathbb{R}^d) \). Then, there is a weak solution \( k^{t,\mu} \) of equation (3.4). For any \( \varphi \in L^2(\mathbb{R}^d) \), the function \( \phi^{t,\mu} \) defined as
\[
\phi^{t,\mu}(s, y) := \int_{\mathbb{R}^d} k^{t,\mu}(s, x, y) \varphi(x) dx, \quad (s, y) \in [t, T] \times \mathbb{R}^d,
\]
satisfies the following estimate
\[
(3.15) \quad \sup_{s \in [t, T]} \| \phi^{t,\mu}(s, \cdot) \|_{L^2(\mathbb{R}^d)} \leq C(\gamma, L, T, \| \mu \|_{W^{1,2}(\mathbb{R}^d)}) \| \varphi \|_{L^2(\mathbb{R}^d)}.
\]
If moreover \( \varphi \in W^{1,2}(\mathbb{R}^d) \), then for \( t \leq s < s' \leq T \) and \( \mu, \mu' \in W^{1,2}(\mathbb{R}^d) \), we have the following estimates
\[
(3.16) \quad \sup_{t \leq s \leq T} \| \phi^{t,\mu}(s, \cdot) - \phi^{t,\mu'}(s, \cdot) \|_{L^2(\mathbb{R}^d)} \leq C(\gamma, L, T, \| \mu \|_{W^{1,2}(\mathbb{R}^d)}, \| \mu' \|_{W^{1,2}(\mathbb{R}^d)}) \| \varphi \|_{W^{1,2}(\mathbb{R}^d)} \| \mu - \mu' \|_{W^{1,2}(\mathbb{R}^d)};
\]
\[
(3.17) \quad \| \phi^{t,\mu}(s', \cdot) - \phi^{t,\mu'}(s, \cdot) \|_{L^2(\mathbb{R}^d)} \leq C(\gamma, L, T, \| \mu \|_{W^{1,2}(\mathbb{R}^d)}, \| \varphi \|_{W^{1,2}(\mathbb{R}^d)})|s' - s|^\frac{1}{2}.
\]

Proof. The existence of \( k^{t,\mu} \) and estimates (3.15) and (3.16) are direct consequences of Assumption (H3) and Lemma 3.5. Now we prove (3.17). We set
\[
u^{t,\mu}(s, y) := \int_{\mathbb{R}^d} f^{t,\mu}(s, x, y) \varphi(x) dx, \quad (s, y) \in [t, T] \times \mathbb{R}^d.
\]
Then, we have
\[
\| \phi^{t,\mu}(s', \cdot) - \phi^{t,\mu}(s, \cdot) \|_{L^2(\mathbb{R}^d)} \leq 2 \int_{\mathbb{R}^d} |\nu^{t,\mu}(s', y) - \nu^{t,\mu}(s, y)|^2 dy
\]
\[
+ 2 \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \varphi(x) [g^{t,\mu}(s', x, y) - g^{t,\mu}(s, x, y)] dx \right)^2 dy.
\]
From Cauchy’s inequality and Assumption (H3), we have
\[
\int_{\mathbb{R}^d} |\nu^{t,\mu}(s', y) - \nu^{t,\mu}(s, y)|^2 dy = \int_{\mathbb{R}^d} \left| \int_s^{s'} \frac{\partial u^{t,\mu}}{\partial r}(r, y) dr \right|^2 dy
\]
\[
\leq |s' - s| \| u^{t,\mu} \|^2_{L^2([t, T]; L^2(\mathbb{R}^d))} \leq |s' - s| C(\gamma, L, T) \| \varphi \|^2_{W^{1,2}(\mathbb{R}^d)}.
\]
From Cauchy’s inequality and Lemma 3.5, we have
\[
\int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \varphi(x) [g^{t,\mu}(s', x, y) - g^{t,\mu}(s, x, y)] dx \right)^2 dy
\]
\[
\leq \| \varphi \|^2_{L^2(\mathbb{R}^d)} |s' - s| \| g_r \|^2_{L^2([s, s'; L^2(\mathbb{R}^d \times \mathbb{R}^d))}
\]
\[
\leq \| \varphi \|^2_{L^2(\mathbb{R}^d)} |s' - s| C(\gamma, L, T, \| \mu \|_{W^{1,2}(\mathbb{R}^d)}).
\]
The proof is complete. \( \square \)

Remark 3.7. Quite related interesting results can be found in [22] on regularity of solutions of FP equations defined on the space of probability measures on a torus. However, they require that the diffusion coefficient is a positive constant, and our PF equation (1.1) is not covered.
4. Derivatives of $X^{t,x,\mu}$

In this section, we consider the derivatives of $X^{t,x,\mu}$ with respect to $x$ and $\mu$. We always suppose that Assumptions (H1)-(H3) hold true. Let $m^{t,\mu}$ be the solution of the FP equation \((4.1)\). From Assumption (H2) and standard arguments of SDEs, we know that for any $p \geq 2$, SDE \((4.1)\) has a unique solution such that

\[
E\left[ \sup_{t \leq s \leq T} |X^{s,t,x,\mu}_s|^p \right] \leq C(p, L, T, |x|).
\]

Moreover, from Proposition \(2.4\) for all $x, x' \in \mathbb{R}^d$ and $\mu, \mu' \in W^{1,2}(\mathbb{R}^d)$,

\[
E\left[ \sup_{t \leq s \leq T} |X^{s,t,x,\mu}_s - X^{s,t,x,\mu'}_s|^p \right] \leq C(p, \gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)})(|x'| - x|^p + \|\mu' - \mu\|_{L^2(\mathbb{R}^d)}^p).
\]

We begin with the derivatives of $X^{t,x,\mu}$ with respect to $x$. It is standard to show that the derivative $\partial_x X^{t,x,\mu} = (\partial_x X^{t,x,\mu})_{1 \leq i, j \leq d} \in \mathcal{S}^2_{\mathbb{F}}([t,T]; \mathbb{R}^{d \times d})$ is the unique solution of the following SDE

\[
\partial_t X^{t,x,\mu}_s = I + \int_t^s b_x(X^{t,x,\mu}_r, m^{t,\mu}_r) \partial_x X^{t,x,\mu}_r dr + \int_t^s \sigma_x(X^{t,x,\mu}_r, m^{t,\mu}_r) \partial_x X^{t,x,\mu}_r dB_r,
\]

with $s \in [t,T]$, and the derivative $\partial^2_x X^{t,x,\mu}$ is the unique solution in the class $\mathcal{S}^2_{\mathbb{F}}([t,T]; \mathbb{R}^{d \times d \times d})$ of the following SDE

\[
\partial_t X^{t,x,\mu}_s = \int_t^s b_x(X^{t,x,\mu}_r, m^{t,\mu}_r) \partial^2_x X^{t,x,\mu}_r dr + \int_t^s \sigma_x(X^{t,x,\mu}_r, m^{t,\mu}_r) \partial^2_x X^{t,x,\mu}_r dB_r,
\]

with $s \in [t,T]$. With standard arguments for SDEs, the following proposition is an immediate consequence of Assumption (H2), estimate \((4.1)\) and Proposition \(2.4\).

**Proposition 4.1.** Let Assumptions (H1) and (H2) be satisfied and $p \geq 2$. Then, for any $x, x' \in \mathbb{R}^d$ and $\mu, \mu' \in W^{1,2}(\mathbb{R}^d)$, we have

\[
E\left[ \sup_{t \leq s \leq T} |(\partial_x X^{s,t,x,\mu}_s, \partial^2_x X^{s,t,x,\mu}_s)|^p \right] \leq C(p, L, T);
\]

\[
E\left[ \sup_{t \leq s \leq T} |(\partial_x X^{s,t,x',\mu'}_s - \partial_x X^{s,t,x,\mu}_s, \partial^2_x X^{s,t,x',\mu'}_s - \partial^2_x X^{s,t,x,\mu}_s)|^p \right] \leq C(p, \gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)})(|x' - x|^p + \|\mu' - \mu\|_{L^2(\mathbb{R}^d)}^p).
\]

In the rest of this section, we consider the derivative of $X^{t,x,\mu}$ with respect to $\mu$. For $h \in (0, 1]$ and along the direction $\tilde{\mu} \in L^2(\mathbb{R}^d)$, we define

\[
Y^{s,t,x,\mu}_s(\tilde{\mu}, h) := \frac{1}{h}(X^{s,t,x,\mu + h\tilde{\mu}}_s - X^{s,t,x,\mu}_s), \quad s \in [t,T].
\]
Then, \( Y_{t,x}^{t,x,\mu}(\tilde{\mu}, h) \) satisfies the following SDE:

\[
Y_{t,x}^{t,x,\mu}(\tilde{\mu}, h) = \int_t^S \left[ b_x(X_{r,x}^{t,x,\mu}, m^{t,x}(r, \cdot))Y_{r,x}^{t,x,\mu}(\tilde{\mu}) \right. \\
+ \left. \int_{\mathbb{R}^d} \frac{\partial b}{\partial m}(X_{r,x}^{t,x,\mu}, m^{t,x}(r, \cdot))(\xi)\tilde{m}_{h}^{t,x,\mu}(\tilde{\mu})(r, \xi) d\xi \right] dr \\
+ \int_t^S \left[ \sigma_x(X_{r,x}^{t,x,\mu}, m^{t,x}(r, \cdot))\tilde{m}_{h}^{t,x,\mu}(\tilde{\mu})(r, \xi) d\xi \right] dB_r, \\
\]  

(4.5)  

with \( s \in [t, T] \), where \( \tilde{m}_{h}^{t,x,\mu}(\tilde{\mu}) \) is defined as in (3.1). From Assumption (H2) and estimate (2.2), using standard arguments of SDEs, we have for \( p \geq 2 \),

\[
\mathbb{E}\left[ \sup_{t \leq s \leq T} |Y_{s,x}^{t,x,\mu}(\tilde{\mu}, h)|^2 \right] \leq C(p, \gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}, \||\mu\|_{L^2(\mathbb{R}^d)}^p. 
\]

(4.6)

Let \( \tilde{m}_{t,x,\mu}(\tilde{\mu}) \) be the unique solution of PDE (3.3) (see Lemma 3.1) and \( Y_{t,x}^{t,x,\mu}(\tilde{\mu}, h) \) be the unique solution in the space \( S_{p,\phi}^2[t, T] \) of the following SDE:

\[
Y_{t,x}^{t,x,\mu}(\tilde{\mu}) = \int_t^S \left[ b_x(X_{r,x}^{t,x,\mu}, m^{t,x}(r, \cdot))Y_{r,x}^{t,x,\mu}(\tilde{\mu}) \right. \\
+ \left. \int_{\mathbb{R}^d} \frac{\partial b}{\partial m}(X_{r,x}^{t,x,\mu}, m^{t,x}(r, \cdot))(\xi)m_{h}^{t,x,\mu}(\tilde{\mu})(r, \xi) d\xi \right] dr \\
+ \int_t^S \left[ \sigma_x(X_{r,x}^{t,x,\mu}, m^{t,x}(r, \cdot))m_{h}^{t,x,\mu}(\tilde{\mu})(r, \xi) d\xi \right] dB_r, \\
\]  

(4.7)

From Assumption (H2) and Lemma 3.1 using standard arguments of SDEs, we have for \( p \geq 2 \),

\[
\mathbb{E}\left[ \sup_{t \leq s \leq T} |Y_{s,x}^{t,x,\mu}(\tilde{\mu})|^2 \right] \leq C(p, \gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}, \||\mu\|_{L^2(\mathbb{R}^d)}^2, 
\]

(4.8)  

and (further in view of Proposition 2.4 and estimates 1.2 and 1.3),

\[
\mathbb{E}\left[ \sup_{t \leq s \leq T} |Y_{s,x}^{t,x,\mu}(\tilde{\mu}) - Y_{s,x}^{t,x,\mu}(\tilde{\mu})|^2 \right] \\
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}, \||\mu\|_{W^{1,2}(\mathbb{R}^d)}^2) \||\mu\|_{L^2(\mathbb{R}^d)}^2 \times (|x' - x|^2 + ||\mu' - \mu||_{L^2(\mathbb{R}^d)}^2). 
\]

(4.9)

We have the following convergence of \( Y_{t,x}^{t,x,\mu}(\tilde{\mu}, h) \) to \( Y_{t,x}^{t,x,\mu}(\tilde{\mu}) \) in \( S_{p,\phi}^2[t, T] \) as \( h \) goes to 0, whose proof is given in Appendix C.4.

**Lemma 4.2.** Let Assumptions (H1) and (H2) be satisfied, \( \mu \in W^{1,2}(\mathbb{R}^d) \) and \( \tilde{\mu} \in L^2(\mathbb{R}^d) \). Then,

\[
\mathbb{E}\left[ \sup_{t \leq s \leq T} \frac{1}{h} |X_{s,x}^{t,x,\mu, h\tilde{\mu}} - X_{s,x}^{t,x,\mu} - Y_{s,x}^{t,x,\mu}(\tilde{\mu})|^2 \right] \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}, \||\mu\|_{L^2(\mathbb{R}^d)}^2) h^2. 
\]

That is, \( Y_{s,x}^{t,x,\mu}(\tilde{\mu}) \) is the derivative of \( X_{s,x}^{t,x,\mu} \) along the direction \( \tilde{\mu} \in L^2(\mathbb{R}^d) \).
Lemma 4.2 and estimates (1.8) and (1.9) show that the mapping
\[ L^2(\mathbb{R}^d) \ni \mu \mapsto X_s^{t,x,\mu} \in L^2(\mathcal{F}_s; \mathbb{R}^d) \]
is Fréchet differentiable for \( \mu \in W^{1,2}(\mathbb{R}^d) \). Its Fréchet derivative \( D_\mu X_s^{t,x,\mu} \) is
\[ D_\mu X_s^{t,x,\mu}(\tilde{\mu}) = Y_s^{t,x,\mu}(\tilde{\mu}), \quad \tilde{\mu} \in L^2(\mathbb{R}^d). \]

To represent the Fréchet derivative \( D_\mu X_s^{t,x,\mu} \), we define the process \( U_s^{t,x,\mu}(y) \) as
\[
U_s^{t,x,\mu}(y) = \int_t^s \left[ b_r(X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot))U_r^{t,x,\mu}(y) \right. \\
+ \int_{\mathbb{R}^d} \frac{\partial b}{\partial m}(X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot))(\xi)k^{t,\mu}(r, \xi, y)d\xi \, dr \\
+ \int_t^s \left[ \sigma_r(X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot))U_r^{t,x,\mu}(y) \right. \\
+ \int_{\mathbb{R}^d} \frac{\partial \sigma}{\partial m}(X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot))(\xi)k^{t,\mu}(r, \xi, y)d\xi \] \, dB_r, \quad s \in [t, T].
\]

The following proposition is a direct consequence of Proposition 4.3 and the uniqueness of solutions of SDE (1.7).

**Proposition 4.4.** Let Assumptions (H1) and (H2) be satisfied and \( \mu \in W^{1,2}(\mathbb{R}^d) \). Let \( U_s^{t,x,\mu}(\cdot) \in L^2(\mathbb{R}^d; \mathbb{S}_p^2([t, T])) \) be the solution of equation (4.10). Then, the derivative \( Y_s^{t,x,\mu}(\cdot) \) of \( X_s^{t,x,\mu} \) along the direction \( \tilde{\mu} \in L^2(\mathbb{R}^d) \) satisfies
\[ Y_s^{t,x,\mu}(\tilde{\mu}) = \int_{\mathbb{R}^d} U_s^{t,x,\mu}(y)\tilde{\mu}(y)dy, \quad s \in [t, T]. \]

That is, the Fréchet derivative \( D_\mu X_s^{t,x,\mu} \) of \( X_s^{t,x,\mu} \) satisfies
\[ D_\mu X_s^{t,x,\mu}(\tilde{\mu}) = \int_{\mathbb{R}^d} U_s^{t,x,\mu}(y)\tilde{\mu}(y)dy, \quad \tilde{\mu} \in L^2(\mathbb{R}^d). \]

The following proposition shows the boundedness and the continuous dependence of \( U_s^{t,x,\mu}(\cdot) \) with respect to \( (x, \mu) \), which is proved in Appendix C.2.

**Proposition 4.4.** Let Assumptions (H1)-(H3) be satisfied and \( p \geq 2 \). Then, for all \( x, x' \in \mathbb{R}^d \) and \( \mu, \mu' \in W^{1,2}(\mathbb{R}^d) \), we have the following estimates
\[
\begin{align*}
(4.11) \quad & \mathbb{E}\left[ \sup_{t \leq s \leq T} |U_s^{t,x,\mu}(y)|^2 dy \right] \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}); \\
(4.12) \quad & \mathbb{E}\left[ \sup_{t \leq s \leq T} \left| U_s^{t,x,\mu}(y) \right|^p dy \right] \leq C(p, \gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}); \\
(4.13) \quad & \mathbb{E}\left[ \sup_{t \leq s \leq T} \left| U_s^{t,x,\mu}(y) - U_s^{t,x,\mu'}(y) \right|^2 dy \right] \\
& \quad \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}, \|\mu'\|_{W^{1,2}(\mathbb{R}^d)})(|x' - x|^2 + \|\mu' - \mu\|_{W^{1,2}(\mathbb{R}^d)}^2).
\end{align*}
\]

5. **REGULARITY OF THE VALUE FUNCTION**

In this section, we study the regularity of the value function
\[ V(t, x, \mu) := \mathbb{E}[\Phi(X_T^{t,x,\mu}, m^{t,\mu}(T, \cdot))], \quad (t, x, \mu) \in [0, T] \times \mathbb{R}^d \times W^{1,2}(\mathbb{R}^d), \]
where \( m^{t,\mu} \) is the solution of the FP equation (1.1) and \( X_s^{t,x,\mu} \) is the solution of SDE (1.2). We need the following assumption on function \( \Phi \).
Let Assumptions (H1)-(H4) be satisfied. Then, for all \( V \) differentiable in \( \mathbb{R}^d \times L^2(\mathbb{R}^d) \rightarrow \mathbb{R} \) is twice differentiable in \( x \) and differentiable in \( m \), with the derivative \( \frac{\partial \Phi}{\partial m}(x, m)(\cdot) \in W^{1,2}(\mathbb{R}^d) \) for all \((x, m) \in \mathbb{R}^d \times L^2(\mathbb{R}^d) \). The function and the derivatives are uniformly bounded by \( L \). That is, for all \((t, x, \mu) \in [0, T] \times \mathbb{R}^d \times L^2(\mathbb{R}^d) \) and \( 1 \leq i, j \leq d \),

\[
\left| \left( \frac{\partial \Phi}{\partial x_i}, \frac{\partial^2 \Phi}{\partial x_i \partial x_j} \right)(x, m) \right| + \left| \frac{\partial \Phi}{\partial m}(x, m)(\cdot) \right|_{W^{1,2}(\mathbb{R}^d)} \leq L.
\]

Moreover, the function and the derivatives are \( L \)-Lipschitz continuous for \( 1 \leq i, j \leq d \). That is, for all \((x, m), (x', m') \in \mathbb{R}^d \times L^2(\mathbb{R}^d) \) and \( 1 \leq i, j \leq d \),

\[
\left| \left( \frac{\partial \Phi}{\partial x_i}, \frac{\partial^2 \Phi}{\partial x_i \partial x_j} \right)(x', m') - \left( \frac{\partial \Phi}{\partial x_i}, \frac{\partial^2 \Phi}{\partial x_i \partial x_j} \right)(x, m) \right|
+ \left| \frac{\partial \Phi}{\partial m}(x', m')(\cdot) - \frac{\partial \Phi}{\partial m}(x, m)(\cdot) \right|_{L^2(\mathbb{R}^d)} \leq L(|x' - x| + \|m' - m\|_{L^2(\mathbb{R}^d)}).
\]

The following proposition is proved in Appendix D.

**Proposition 5.1.** Let Assumptions (H1)-(H4) be satisfied. Then, for all \( t \in [0, T] \), the function \( V(t, \cdot, \cdot) \) is twice differentiable in \( x \) and differentiable in \( \mu \) for \((x, \mu) \in \mathbb{R}^d \times W^{1,2}(\mathbb{R}^d) \), and the derivatives are of the form

\[
\frac{\partial V}{\partial x_i}(t, x, \mu) = \sum_{k=1}^{d} E \left[ \frac{\partial \Phi}{\partial x_k}(X^{t,x,\mu}, m^{t,\mu}(T, \cdot))(\cdot) \right] X^{t,x,\mu}, \quad 1 \leq i \leq d,
\]

\[
\frac{\partial^2 V}{\partial x_i \partial x_j}(t, x, \mu) = \sum_{k,l=1}^{d} E \left[ \frac{\partial^2 \Phi}{\partial x_k \partial x_l}(X^{t,x,\mu}, m^{t,\mu}(T, \cdot))(\cdot) \right] X^{t,x,\mu}, \quad 1 \leq i, j \leq d,
\]

\[
\frac{\partial V}{\partial \mu}(t, x, \mu)(y) = \sum_{k=1}^{d} E \left[ \frac{\partial \Phi}{\partial m}(X^{t,x,\mu}, m^{t,\mu}(T, \cdot))(\cdot) \right] U^{t,x,\mu}, \quad 1 \leq i \leq d,
\]

Moreover, for all \((t, x, \mu), (t', x', \mu') \in [0, T] \times \mathbb{R}^d \times W^{1,2}(\mathbb{R}^d) \) and \( 1 \leq i, j \leq d \), we have the following estimates

\[
\left| \left( \frac{\partial V}{\partial x_i}, \frac{\partial^2 V}{\partial x_i \partial x_j} \right)(t, x, \mu) \right| + \left| \frac{\partial V}{\partial \mu}(t, x, \mu)(\cdot) \right|_{L^2(\mathbb{R}^d)} \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)});
\]

\[
\left| \left( \frac{\partial V}{\partial x_i}, \frac{\partial^2 V}{\partial x_i \partial x_j} \right)(t', x', \mu') - \left( \frac{\partial V}{\partial x_i}, \frac{\partial^2 V}{\partial x_i \partial x_j} \right)(t, x, \mu) \right|
+ \left| \frac{\partial V}{\partial \mu}(t', x', \mu')(\cdot) - \frac{\partial V}{\partial \mu}(t, x, \mu)(\cdot) \right|_{L^2(\mathbb{R}^d)} \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R}^d)}, \|\mu'\|_{W^{1,2}(\mathbb{R}^d)}) (|t' - t|^\frac{3}{2} + |x' - x| + \|\mu' - \mu\|_{W^{1,2}(\mathbb{R}^d)}).
\]

6. PDE associated with a Mean-Field SDE

We first give the definition of the solution space.
Lemma 6.2. Let Assumptions (H1) and (H2’) be satisfied. Then, for \( t, \mu \) differentiable in \((x, \mu)\) and twice differentiable in \( x \) for \((t, x, \mu) \in [0, T] \times \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d)\), and for all \((t, x, \mu), (t', x', \mu') \in [0, T] \times \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d)\) and \( 1 \leq i, j \leq d \),

\[
|\frac{\partial^2 f}{\partial x_i \partial x_j}(t, x, \mu)(t', x', \mu') - \frac{\partial^2 f}{\partial x_i \partial x_j}(t, x, \mu)| \\
\leq C(\|\mu\|_{W^{3,2}(\mathbb{R}^d)}, \|\mu'\|_{W^{3,2}(\mathbb{R}^d)})|t' - t|^2 + |x' - x| + \|\mu' - \mu\|_{W^{2,2}(\mathbb{R}^d)}.
\]

We first establish the Itô’s formula for \( f \in C_b^{1,2,1} \), which is proved in Appendix E.

Lemma 6.2. Let Assumptions (H1) and (H2’) be satisfied. Then, for \( f \in C_b^{1,2,1} \), \( 0 \leq t \leq s \leq T \), \( x \in \mathbb{R}^d \) and \( \mu \in W^{3,2}(\mathbb{R}^d) \), we have

\[
f(s, X_t^{t,x,\mu}, m^{t,\mu}(s, \cdot)) - f(t, x, \mu) \\
= \int_t^s \frac{\partial f}{\partial t}(r, X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot)) dr \\
+ \sum_{i=1}^d \frac{\partial f}{\partial x_i}(r, X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot))b_i(X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot)) \\
+ \sum_{i,j=1}^d \frac{\partial^2 f}{\partial x_i \partial x_j}(r, X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot))a_{ij}(X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot)) \\
+ \int_{\mathbb{R}^d} \frac{\partial f}{\partial \mu}(r, X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot)) \sigma d\nu(r, \xi) dr \\
+ \sum_{i,j=1}^d \int_t^s \frac{\partial f}{\partial x_i}(r, X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot)) \sigma_{ij}(X_r^{t,x,\mu}, m^{t,\mu}(r, \cdot)) dB_r^j.
\]

Remark 6.3. From Assumption (H4) we know that \( \Phi \in C_b^{1,2,1} \), so we can apply Itô’s formula in Lemma 6.2 for \( \Phi \) when \((x, \mu) \in \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d)\). Actually, the conditions of \( \Phi \) in Assumption (H4) is stronger than the conditions of \( f \in C_b^{1,2,1} \) in Definition 6.1 so Itô’s formula holds true for \( \Phi \) when Assumption (H2) is satisfied and \((x, \mu) \in \mathbb{R}^d \times W^{1,2}(\mathbb{R}^d)\). The proof is a simplified version of the proof of Lemma 6.2 so it is omitted here. Itô’s formula for \( \Phi \) allows us to show that our value function \( V(t, x, \mu) \) is continuously differentiable with respect to \( t \).

Proposition 6.4. Let Assumptions (H1), (H2) and (H4) be satisfied. Then, function \( V(\cdot, x, \mu) \) is differentiable for \((x, \mu) \in \mathbb{R}^d \times W^{1,2}(\mathbb{R}^d)\), with the derivative of
Proof. From Remarks 6.3 and the definition of $V$, we have

$$V(t, x, \mu) \leq C(\gamma, L, T, \|\mu\|_{W^{2,2}(\mathbb{R}^d)}).$$

The proof of (6.3) and (6.4) is the analogy to the proof of Proposition 5.1 by using Lemma 2.3 Propositions 2.4 and 2.5 and estimates (4.2) and (D.2). If moreover Assumption (H2') holds true, then for all $(t, x, \mu), (t', x', \mu') \in [0, T] \times \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d)$, we have the following estimates

$$\frac{\partial V}{\partial t}(t, x, \mu) \leq C(\gamma, L, T, \|\mu\|_{W^{2,2}(\mathbb{R}^d)}),$$

$$\frac{\partial V}{\partial t}(t', x', \mu') - \frac{\partial V}{\partial t}(t, x, \mu) \leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R}^d)}, \|\mu'\|_{W^{3,2}(\mathbb{R}^d)}) \times (|t' - t|^\frac{1}{2} + |x' - x| + \|\mu' - \mu\|_{W^{2,2}(\mathbb{R}^d)}).$$

The proof of (6.3) and (6.4) is the analogy to the proof of Proposition 5.1 by using Lemma 2.3 Propositions 2.4 and 2.5 and estimates (1.2) and (1.2). 

From Assumptions (H1), (H2'), (H3) and (H4) and Propositions 5.1 and 6.3, we know that $V \in C^{1,1,1}_b$. From Lemma 6.2, we know that for $0 \leq t \leq s \leq T$ and $(x, \mu) \in \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d)$,

$$V(s, X^t_{s}, \mu, m^t, \mu(s, \cdot)) - V(t, x, \mu)$$

$$= \int_t^s \frac{\partial V}{\partial t}(r, X^t_{r}, m^t, \mu(r, \cdot))$$

$$+ \sum_{i=1}^d \frac{\partial V}{\partial x_i}(r, X^t_{r}, m^t, \mu(r, \cdot))b_i(X^t_{r}, m^t, \mu(r, \cdot))$$

$$+ \sum_{i,j=1}^d \frac{\partial^2 V}{\partial x_i \partial x_j}(r, X^t_{r}, m^t, \mu(r, \cdot))a_{ij}(X^t_{r}, m^t, \mu(r, \cdot))$$

$$+ \int_{\mathbb{R}^d} \frac{\partial V}{\partial \mu}(r, X^t_{r}, m^t, \mu(r, \cdot))\sigma(r, X^t_{r}, m^t, \mu(r, \cdot))dB^i_r.$$
Our main result is stated as follows.

**Theorem 6.5.** Let Assumptions (H1), (H2'), (H3) and (H4) be satisfied. Then, the function \( V(t, x, \mu) = \mathbb{E}[\Phi(X_t^{s, x, \mu}, m_t^{t, \mu}(T, \cdot))] \), \((t, x, \mu) \in [0, T] \times \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d)\) is the unique solution in \(C_{b,1}^{2,1}\) of the PDE

\[
\begin{aligned}
\frac{dV}{dt}(t, x, \mu) + \sum_{i=1}^d \frac{\partial V}{\partial x_i}(t, x, \mu) b_i(x, \mu) + \sum_{i,j=1}^d \frac{\partial^2 V}{\partial x_i \partial x_j}(t, x, \mu) a_{ij}(x, \mu) \\
+ \int_{\mathbb{R}^d} \frac{\partial V}{\partial \mu}(t, x, \mu)(\xi) \left\{ \sum_{i,j=1}^d \frac{\partial^2}{\partial \xi_i \partial \xi_j}[a_{ij}(\xi, \mu(\cdot)) \mu(\xi)] \\
- \sum_{i=1}^d \frac{\partial}{\partial \xi_i}[b_i(\xi, \mu(\cdot)) \mu(\xi)] \right\} d\xi = 0,
\end{aligned}
\]

\((6.6)\)

\((t, x, \mu) \in [0, T] \times \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d);\)

\[V(T, x, \mu) = \Phi(x, \mu), \quad (x, \mu) \in \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d).\]

**Proof.** First note from Proposition 6.3 that \(m_t^{t, \mu}(s, \cdot) \in W^{3,2}(\mathbb{R}^d)\) for \(0 \leq t \leq s \leq T\) and \(\mu \in W^{3,2}(\mathbb{R}^d).\) From the flow property

\[
(X_t^{s, x, \mu}, m_t^{t, \mu}(s, \cdot)) = (X_t^{t, x, \mu}, m_t^{t, \mu}(r, \cdot)),
\]

\(0 \leq t \leq s \leq r \leq T, \quad (x, \mu) \in \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d),\)

as well as

\[V(s, y, \mu') = \mathbb{E}[\Phi(X_T^{s, y, \mu'}, m_s^{s, \mu'}(T, \cdot))] = \mathbb{E}[\Phi(X_T^{s, y, \mu'}, m_s^{s, \mu'}(T, \cdot))|\mathcal{F}_s], \quad (s, y, \mu') \in [0, T] \times \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d),\]

we deduce that

\[V(s, X_t^{s, x, \mu}, m_t^{t, \mu}(s, \cdot)) = \mathbb{E}[\Phi(X_T^{s, y, \mu'}, m_s^{s, \mu'}(T, \cdot))|\mathcal{F}_s]|_{(y, \mu') = (X_t^{s, x, \mu}, m_t^{t, \mu}(s, \cdot))},\]

\[= \mathbb{E}[\Phi(X_T^{s, x, \mu}, m_t^{t, \mu}(s, \cdot))(T, \cdot)|\mathcal{F}_s]|_{s \in [t, T],}\]

That is, \(V(s, X_t^{s, x, \mu}, m_t^{t, \mu}(s, \cdot)), s \in [t, T],\) is a martingale. On the other hand, due to \((6.5),\) we have

\[V(s, X_t^{s, x, \mu}, m_t^{t, \mu}(s, \cdot)) - V(t, x, \mu) = \sum_{i=1}^d \int_t^s \frac{\partial V}{\partial x_i}(r, X_r^{s, x, \mu}, m_t^{t, \mu}(r, \cdot)) \sigma_{ij}(X_r^{s, x, \mu}, m_t^{t, \mu}(r, \cdot)) dB^j_r, \quad s \in [t, T]\]

and

\[0 = \int_t^s \left[ \frac{\partial V}{\partial r}(r, X_r^{s, x, \mu}, m_t^{t, \mu}(r, \cdot)) + \sum_{i=1}^d \frac{\partial V}{\partial x_i}(r, X_r^{s, x, \mu}, m_t^{t, \mu}(r, \cdot)) b_i(X_r^{s, x, \mu}, m_t^{t, \mu}(r, \cdot)) \\
+ \sum_{i,j=1}^d \frac{\partial^2 V}{\partial x_i \partial x_j}(r, X_r^{s, x, \mu}, m_t^{t, \mu}(r, \cdot)) a_{ij}(X_r^{s, x, \mu}, m_t^{t, \mu}(r, \cdot)) \\
+ \int_{\mathbb{R}^d} \frac{\partial V}{\partial \mu}(r, X_r^{s, x, \mu}, m_t^{t, \mu}(r, \cdot))(\xi) \frac{d\mu}{dr}(r, \xi) d\xi \right] dr, \quad s \in [t, T],\]
from which we obtain the desired PDE.

It only remains to prove the uniqueness of the solution of the PDE in the class $C_{b}^{1,2,1}$. Let $V_{*} \in C_{b}^{1,2,1}$ be a solution of PDE (6.6). Then, from the Itô’s formula in Lemma 6.2, we know that the process

$$V_{*}(s, X_{t}^{t,x,y}, m^{t,y}(s, \cdot)) - V_{*}(t, x, \mu)$$

$$= \sum_{i,j=1}^{d} \int_{t}^{s} \frac{\partial V_{*}}{\partial x_{i}}(r, X_{r}^{t,x,y}, m^{t,y}(r, \cdot)) \sigma_{ij}(X_{r}^{t,x,y}, m^{t,y}(r, \cdot))dB_{i}, \quad s \in [t, T],$$

is a martingale. Thus, for all $(t, x, \mu) \in [0, T] \times \mathbb{R}^{d} \times W^{3,2}(\mathbb{R}^{d})$, we know that the process

$$V_{*}(t, x, \mu) = \mathbb{E}[V_{*}(T, X_{T}^{t,x,y}, m^{t,y}(T, \cdot)) | \mathcal{F}_{t}]$$

$$= \mathbb{E}[\Phi(X_{T}^{t,x,y}, m^{t,y}(T, \cdot))] = V(t, x, \mu).$$

This proves that $V_{*}$ and $V$ coincide, that is, the solution is unique in $C_{b}^{1,2,1}$. The proof is complete. □

**Corollary 6.6.** Let Assumptions (H1), (H2'), (H3) and (H4) be satisfied. Then, the function $V$ satisfies the first equality of PDE (6.6) at any triplet $(t, x, \mu) \in [0, T] \times \mathbb{R}^{d} \times W^{3,2}(\mathbb{R}^{d})$.

**Proof.** For $\mu \in W^{2,2}(\mathbb{R}^{d})$, we can find $\{\mu_{n}, n \geq 1\} \subset W^{3,2}(\mathbb{R}^{d})$ such that $\lim_{n \to +\infty} \mu_{n} = \mu$ in $W^{2,2}(\mathbb{R}^{d})$. From Proposition 5.1 and Assumption (H2), we know that

$$\lim_{n \to +\infty} \left\{ \sum_{i=1}^{d} \frac{\partial V}{\partial x_{i}}(t, x, \mu_{n})b_{i}(x, \mu_{n}) + \sum_{i,j=1}^{d} \frac{\partial^{2} V}{\partial x_{i} \partial x_{j}}(t, x, \mu_{n})a_{ij}(x, \mu_{n}) \right\}$$

$$+ \int_{\mathbb{R}^{d}} \frac{\partial V}{\partial \mu}(t, x, \mu_{n})(\xi) \left[ \sum_{i,j=1}^{d} \frac{\partial^{2}}{\partial \xi_{i} \partial \xi_{j}}[a_{ij}(\xi, \mu_{n}(\cdot))\mu_{n}(\xi)] \right]$$

$$- \sum_{i=1}^{d} \frac{\partial}{\partial \xi_{i}}[b_{i}(\xi, \mu_{n}(\cdot))\mu_{n}(\xi)]d\xi \right\}$$

$$= \sum_{i=1}^{d} \frac{\partial V}{\partial x_{i}}(t, x, \mu)b_{i}(x, \mu) + \sum_{i,j=1}^{d} \frac{\partial^{2} V}{\partial x_{i} \partial x_{j}}(t, x, \mu)a_{ij}(x, \mu)$$

$$+ \int_{\mathbb{R}^{d}} \frac{\partial V}{\partial \mu}(t, x, \mu)(\xi) \left\{ \sum_{i,j=1}^{d} \frac{\partial^{2}}{\partial \xi_{i} \partial \xi_{j}}[a_{ij}(\xi, \mu(\cdot))\mu(\xi)] - \sum_{i=1}^{d} \frac{\partial}{\partial \xi_{i}}[b_{i}(\xi, \mu(\cdot))\mu(\xi)] \right\}d\xi,$$

uniformly in $(t, x) \in [0, T] \times \mathbb{R}^{d}$. From PDE (6.6) and the fact that $\{\mu_{n}, n \geq 1\} \subset W^{3,2}(\mathbb{R}^{d})$, we know that the sequence $\frac{\partial V}{\partial t}(t, x, \mu_{n})$ converge as $n \to +\infty$ uniformly in $(t, x) \in [0, T] \times \mathbb{R}^{d}$. Therefore, we have for $(t, x) \in [0, T] \times \mathbb{R}^{d}$,

$$\frac{\partial V}{\partial t}(t, x, \mu) - \lim_{n \to +\infty} \frac{\partial V}{\partial t}(t, x, \mu_{n})$$

$$= \lim_{h \to 0} \frac{1}{h} [V(t + h, x, \mu) - V(t, x, \mu)] - \lim_{n \to +\infty} \lim_{h \to 0} \frac{1}{h} [V(t + h, x, \mu_{n}) - V(t, x, \mu_{n})]$$

$$= \lim_{h \to 0} \lim_{n \to +\infty} \frac{1}{h} [(V(t + h, x, \mu) - (V(t + h, x, \mu))) - (V(t, x, \mu) - V(t, x, \mu))] = 0.$$
That is, $V \in \mathcal{D}$ defined on $(t, x, \mu) \in [0, T] \times \mathbb{R}^d \times W^{2,2}(\mathbb{R}^d)$. The uniqueness result is a direct consequence of the continuity of $V$ and the uniqueness result in Theorem 6.5.

7. The case of state-invariant diffusion

Consider the particular case that the coefficients $b$ and $\sigma$ do not depend on the state $x$.

**Lemma 7.1.** Let Assumptions (H1) and (H2) be satisfied. If coefficients $(b, \sigma)$ are independent of $x$, then (H3) holds true.

**Proof.** For $(t, \mu) \in [0, T] \times W^{1,2}(\mathbb{R}^d)$, by standard arguments of the fundamental solution of parabolic equations, there is a weak solution $h^{t,\mu}$ of the following equation

$$
\begin{cases}
\frac{\partial h^{t,\mu}}{\partial s}(s, z) - \sum_{i,j=1}^{d} a_{ij}(m^{t,\mu}(s, \cdot)) \frac{\partial^2 h^{t,\mu}}{\partial z_i \partial z_j}(s, z) \\
+ \sum_{i=1}^{d} b_i(m^{t,\mu}(s, \cdot)) \frac{\partial h^{t,\mu}}{\partial z_i}(s, z) = 0, \quad (s, z) \in (t, T] \times \mathbb{R}^d,
\end{cases}
$$

(7.1)

Then, $f^{t,\mu}(s, x, y) := h^{t,\mu}(s, x - y)$ for $(s, x, y) \in [t, T] \times \mathbb{R}^d \times \mathbb{R}^d$ is a weak solution of equation (3.7). For any $\varphi \in L^2(\mathbb{R}^d)$, the function $\phi^{t,\mu}$ defined as (3.9) satisfies for $(s, y) \in (t, T] \times \mathbb{R}^d$,

$$
\frac{\partial \phi^{t,\mu}}{\partial s}(s, y) = \int_{\mathbb{R}^d} \frac{\partial f^{t,\mu}}{\partial s}(s, x, y) \varphi(x) dx = \int_{\mathbb{R}^d} \frac{\partial h^{t,\mu}}{\partial s}(s, x - y) \varphi(x) dx \\
= \int_{\mathbb{R}^d} \sum_{i,j=1}^{d} a_{ij}(m^{t,\mu}(s, \cdot)) \frac{\partial^2}{\partial x_i \partial x_j}[h^{t,\mu}(s, x - y)] \varphi(x) dx \\
- \sum_{i=1}^{d} b_i(m^{t,\mu}(s, \cdot)) \frac{\partial}{\partial x_i}[h^{t,\mu}(s, x - y)] \varphi(x) dx \\
= \int_{\mathbb{R}^d} \sum_{i,j=1}^{d} a_{ij}(m^{t,\mu}(s, \cdot)) \frac{\partial^2}{\partial y_i \partial y_j}[h^{t,\mu}(s, x - y)] \varphi(x) dx \\
+ \sum_{i=1}^{d} b_i(m^{t,\mu}(s, \cdot)) \frac{\partial}{\partial y_i}[h^{t,\mu}(s, x - y)] \varphi(x) dx \\
= \int_{\mathbb{R}^d} \sum_{i,j=1}^{d} a_{ij}(m^{t,\mu}(s, \cdot)) \frac{\partial^2 \phi^{t,\mu}}{\partial y_i \partial y_j}(s, y) dx \\
+ \sum_{i=1}^{d} b_i(m^{t,\mu}(s, \cdot)) \frac{\partial \phi^{t,\mu}}{\partial y_i}(s, y).
$$

□
And from the definition of the function $\delta$, we have
\[
\phi^{t,\mu}(t,y) = \int_{\mathbb{R}^d} \delta(x-y)\varphi(x)dx = \varphi(y), \quad y \in \mathbb{R}^d.
\]

Therefore, $\phi^{t,\mu}$ satisfies a second-order parabolic PDE. Similar to the proof of Lemma 2.3, we have (3.10) and (3.11). Then, (3.12) is a consequence of (3.10) and Proposition 2.4.

Here are the assumptions on coefficients $(b, \sigma)$ for our special cases. For notational convenience, we use the same constant $L > 0$ for all the conditions below.

(P1) The function $\sigma$ is independent of $x$. And there exists $\gamma > 0$, such that
\[
\sum_{i,j=1}^{d} a_{ij}(m)\xi_i \xi_j \geq \gamma \|\xi\|^2, \quad \forall \xi \in \mathbb{R}^d, \quad m \in L^2(\mathbb{R}^d).
\]

(P2) The function $b$ is independent of $x$. The functionals $f_{ij} := b_i, \sigma_{ij}$ have derivatives \(\frac{\partial f_{ij}}{\partial m}(m)(\cdot)\in W^{1,2}(\mathbb{R}^d)\) for all $m \in L^2(\mathbb{R}^d)$ and $1 \leq i, j \leq d$. The functionals and derivatives are bounded by $L$. The functionals $f_{ij}$ and the derivatives $\frac{\partial f_{ij}}{\partial m}(\cdot) : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$ are $L$-Lipschitz continuous. That is, for any $m, m' \in L^2(\mathbb{R}^d)$ and $1 \leq i, j \leq d$,
\[
|f_{ij}(m)| + \|\frac{\partial f_{ij}}{\partial m}(m)(\cdot)\|_{W^{1,2}(\mathbb{R}^d)} \leq L;
\]
\[
|f_{ij}(m') - f_{ij}(m)| + \|\frac{\partial f_{ij}}{\partial m}(m')(\cdot) - \frac{\partial f_{ij}}{\partial m}(m)(\cdot)\|_{L^2(\mathbb{R}^d)} \leq L \|m' - m\|_{L^2(\mathbb{R}^d)}.
\]

Assumptions (P1) and (P2) imply (H1) and (H2') immediately, and (H3) (see Lemma [7.1]). In view of Theorem [6.5], if coefficients $(b, \sigma)$ satisfy Assumptions (P1) and (P2) and function $\Phi$ satisfies Assumption (H4), then, the value function $V(t, x, \mu) = \mathbb{E}[\Phi(X_{T, t}^{X, \mu, m, \mu}(T, \cdot))], (t, x, \mu) \in [0, T] \times \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d)$ is the unique solution in $C^{1,2}_b$ of the PDE
\[
\begin{aligned}
\frac{\partial V}{\partial t}(t, x, \mu) &+ \sum_{i=1}^{d} \frac{\partial V}{\partial x_i}(t, x, \mu)b_i(\mu) + \sum_{i,j=1}^{d} \frac{\partial^2 V}{\partial x_i \partial x_j}(t, x, \mu)a_{ij}(\mu) \\
&+ \int_{\mathbb{R}^d} \frac{\partial V}{\partial \mu(t, x, \mu)(\xi)} \left\{ \sum_{i,j=1}^{d} a_{ij}(\mu(\cdot)) \frac{\partial^2 \mu}{\partial \xi_i \partial \xi_j}(\xi) - \sum_{i=1}^{d} b_i(\mu(\cdot)) \frac{\partial \mu}{\partial \xi_i}(\xi) \right\} d\xi = 0, \\
V(T, x, \mu) &= \Phi(x, \mu), \quad (x, \mu) \in \mathbb{R}^d \times W^{3,2}(\mathbb{R}^d).
\end{aligned}
\]

Remark 7.2. Bensoussan et al. [5,7] solve the mean-field games master equation for the linear quadratic problems under the condition that the volatility $\sigma$ is a constant. Our work cannot include their results because of our boundedness assumption. However, our work also go beyond their framework. We do not need the linear quadratic condition and allow the volatility $\sigma$ to depend on the density of the state. Our boundedness assumption is expected to be relaxed with appropriate approximations.
8. Discussion on the $L^1$ case

Our choice of the Hilbert space $L^2(\mathbb{R}^d)$ (see also Bensoussan et al. [11]) for the initial data $\mu$ of the FP equation allows us to discuss always in Hilbert spaces both the flow $\mu \mapsto m^t\mu(T, \cdot)$ and the derivative of $V(t, x, \mu)$ with respect to $\mu$, which greatly simplify our analysis. However, we could only show that $V$ satisfies the first equality of PDE (1.3) for the density variable $\mu \in W^{2,2}(\mathbb{R}^d)$ rather than the larger space $L^1(\mathbb{R}^d)$. It would be interesting to show that the first equality of PDE (1.3) still holds for $\mu \in L^1(\mathbb{R}^d)$ by some limit procedure in the equation.

8.1. Approximation method. We first give the existence and uniqueness results of FP equation (1.1) with initial $\mu \in L^1(\mathbb{R}^d)$ by an approximation method. We let coefficients $(b, \sigma)$ be defined on $\mathbb{R}^d \times (W^{2,\infty}(\mathbb{R}^d))'$, where $(W^{2,\infty}(\mathbb{R}^d))'$ is the dual of the Sobolev space $W^{2,\infty}(\mathbb{R}^d)$. For $n \geq 0$, we use the notation

$$\| \cdot \|_{n, \infty} := \| \cdot \|_{W^{n, \infty}(\mathbb{R}^d)}, \quad \| \cdot \|_{2, \infty} := \| \cdot \|_{(W^{2, \infty}(\mathbb{R}^d))'}.$$ 

Actually, $L^1(\mathbb{R}^d) \subset (W^{2,\infty}(\mathbb{R}^d))'$ and $\| \cdot \|_{2, \infty} \leq \| \cdot \|_{L^1(\mathbb{R}^d)}$. Besides Assumptions (H1) and (H2), we assume that the coefficients $(b, \sigma)$ are uniformly bounded and $L$-Lipschitz continuous in $(x, m) \in \mathbb{R}^d \times (W^{2,\infty}(\mathbb{R}^d))'$. That is, for $(x, m), (x', m') \in \mathbb{R}^d \times (W^{2,\infty}(\mathbb{R}^d))'$,

$$|(b, \sigma)(x, m)| \leq L,$n

$$(b, \sigma)(x', m') - (b, \sigma)(x, m) | \leq L(|x' - x| + \|m' - m\|_{2, \infty}).$$

We give an example.

Example 8.1. Let $h \in W^{2,\infty}(\mathbb{R}^d)$. Then, the function $f$ defined as

$$f(m) := \sin[m(h)], \quad m \in (W^{2,\infty}(\mathbb{R}^d))',$$

is uniformly bounded and Lipschitz continuous in $(W^{2,\infty}(\mathbb{R}^d))'$.

Lemma 8.2. Let Assumptions (H1), (H2) and (8.1) be satisfied. Let $\mu, \mu' \in L^1(\mathbb{R}^d)$ be probability densities, and assume that $m$ and $m'$ are solutions of FP equation (1.1) with initial $\mu$ and $\mu'$, respectively, such that for $s \in [t, T]$, $m(s, \cdot)$ and $m'(s, \cdot)$ are probability densities. Then,

$$\sup_{t \leq s \leq T} \| (m' - m)(s, \cdot) \|_{(2, \infty)} \leq C(\gamma, L, T)\|\mu' - \mu\|_{(2, \infty)}.$$ 

Proof. Without loss of generality, we restrict ourselves within the one-dimensional case $d = 1$. We set $\Delta m := m' - m$ and $\Delta \mu := \mu' - \mu$. For $s \in (t, T]$ and $\xi \in W^{2,\infty}(\mathbb{R}^d)$, we let $w$ be the solution to the following PDE

$$\begin{cases}
\frac{\partial w}{\partial r}(r, x) - a(x, m'(r, \cdot))\frac{\partial^2 w}{\partial x^2}(r, x) + b(x, m'(r, \cdot))\frac{\partial w}{\partial x}(s, x) = 0, \quad (r, x) \in (t, s] \times \mathbb{R}^d, \\
w(t, x) = \xi(x), \quad x \in \mathbb{R}^d.
\end{cases}$$

Since $m'$ is already known, PDE (8.3) is a linear parabolic equation and is well studied in the literature. See [10, 20] for the existence and uniqueness results and [17, 22] for some estimates of the solution. Similar to [22, Proposition 2.2], we have

$$\sup_{t \leq r \leq s} \|w(r, \cdot)\|_{2, \infty} \leq C(\gamma, L)\|\xi\|_{2, \infty}.$$
By the definition of $\Delta m$ and $w$, we have
\[
\int_{\mathbb{R}} \xi(x) \Delta m(s, x) dx = \int_{\mathbb{R}} w(t, x) \Delta \mu(x) dx + \int_{t}^{s} \int_{\mathbb{R}} [(a(x, m'(r)) - a(x, m(r))) m_{xx}(r, x) + (b(x, m'(r)) - b(x, m(r))) w_{x}(r, x)] m(r, x) dx ds.
\]
From Assumption (8.1), estimate (8.4) and the fact that $m(r, \cdot)$ is a probability density, we have
\[
\left| \int_{\mathbb{R}} \xi(x) \Delta m(s, x) dx \right| \leq \|w(t, \cdot)\|_{L^\infty(\mathbb{R})} \|\Delta \mu\|_{L^\infty(\mathbb{R})} + L \int_{t}^{s} \|\Delta m(r, \cdot)\|_{L^\infty(\mathbb{R})} \|w(r, \cdot)\|_{L^\infty(\mathbb{R})} dr
\leq C(\gamma, L) \|\xi\|_{L^\infty(\mathbb{R})} \|\Delta \mu\|_{L^\infty(\mathbb{R})} + \int_{t}^{s} \|\Delta m(r, \cdot)\|_{L^\infty(\mathbb{R})} dr.
\]
The above estimate holds true for any $\xi \in W^{2,\infty}(\mathbb{R}^d)$, so we have
\[
\|\Delta m(s, \cdot)\|_{L^\infty(\mathbb{R}^d)} \leq C(\gamma, L) \|\Delta \mu\|_{L^\infty(\mathbb{R})} + \int_{t}^{s} \|\Delta m(r, \cdot)\|_{L^\infty(\mathbb{R})} dr.
\]
From Gronwall’s inequality, we have (8.2). □

As a consequence of Lemmas 2.3 and 8.2, we have the following existence and uniqueness results of FP equation (1.1) with initial $\mu \in L^1(\mathbb{R}^d)$ by using an approximation method.

**Theorem 8.3.** Let Assumptions (H1), (H2) and (8.1) be satisfied and $\mu \in L^1(\mathbb{R}^d)$ be a probability density. Then, FP equation (1.1) has a unique solution $m \in L^\infty([t, T]; (W^{2,\infty}(\mathbb{R}^d))')$ such that for $s \in [t, T]$, $m(s, \cdot) \in L^1(\mathbb{R}^d)$ is a probability density.

**Proof.** We only consider the one-dimensional case $d = 1$. For a probability density $\mu \in L^1(\mathbb{R})$, we can find a sequence of probability densities $\{\mu_n\} \subset L^2(\mathbb{R})$ such that $\lim_{n \to +\infty} \mu_n = \mu$ in $L^2(\mathbb{R})$. From Lemma 2.3, FP equation (1.1) has a unique solution $m_n \in L^\infty([t, T]; L^2(\mathbb{R}))$ with initial $\mu_n$. And since $\mu_n$ is a probability density, from the comparison theorem we know that for $s \in [t, T]$, $m_n(s, \cdot)$ is a probability density. From Lemma 8.2 we know that
\[
\sup_{t \leq s \leq T} \|m_{n_1} - m_{n_2}(s, \cdot)\|_{L^\infty(\mathbb{R})} \leq C(\gamma, L) \|\mu_{n_1} - \mu_{n_2}\|_{L^\infty(\mathbb{R})}
\leq C(\gamma, L) \|\mu_{n_1} - \mu_{n_2}\|_{L^1(\mathbb{R})}, \quad n_1, n_2 \geq 1.
\]
Therefore, there exists $m \in L^\infty([t, T]; (W^{2,\infty}(\mathbb{R}))')$ such that
\[
\lim_{n \to +\infty} \sup_{t \leq s \leq T} \|m_n - m(s, \cdot)\|_{L^\infty(\mathbb{R})} = 0.
\]
(8.5)

For any test function $\phi \in C^\infty_c([t, T] \times \mathbb{R}^d)$, we have
\[
\int_{\mathbb{R}} \phi(t, x) \mu_{n_1}(x) dx + \int_{t}^{T} \int_{\mathbb{R}} [a(x, m_n(s)) \phi_x(s, x) + b(x, m_n(s)) \phi(s, x)] m_n(s, x) dx ds = 0, \quad n \geq 1.
\]
From \(8.2\) and the fact that \(\phi \in C^\infty([t, T] \times \mathbb{R}^d)\), we have

\[
\lim_{n \to +\infty} \int_R \phi(t, x) \mu_n(x)dx = \int_R \phi(t, x) \mu(x)dx;
\]

\[
\lim_{n \to +\infty} \int_t^T \int_R [\phi(s, x) + a(x, m_n(s))\phi_{xx}(s, x) + b(x, m_n(s))\phi_x(s, x)]m_n(s, x)dxds
\]

\[
= \int_t^T \int_R [\phi(s, x) + a(x, m(s))\phi_{xx}(s, x) + b(x, m(s))\phi_x(s, x)]m(s, x)dxds.
\]

Therefore, \(m\) is a solution of FP equation (1.1) with initial \(\mu\). The uniqueness result is a direct consequence of Lemma 8.2. And since \(\phi\) is a probability density, from the comparison theorem we know that for \(s \in [t, T]\), \(m(s, \cdot)\) is a probability density. \(\square\)

Next we study the derivative of \(m\) with respect to initial \(\mu \in L^1(\mathbb{R}^d)\). We first give the definition of differentiable functions on \(L^1(\mathbb{R}^d)\). We say a function \(f : L^1(\mathbb{R}^d) \to \mathbb{R}\) is differentiable, if there exists a function \(L^1(\mathbb{R}^d) \times \mathbb{R}^d \ni (m, x) \mapsto \frac{df}{dm}(m)(x)\) such that \(\frac{df}{dm}(m)(\cdot) \in L^\infty(\mathbb{R}^d)\) for all \(m \in L^1(\mathbb{R}^d)\), and for any \(\tilde{m} \in L^1(\mathbb{R}^d)\),

\[
\frac{d}{d\theta} f(m + \theta \tilde{m}) \bigg|_{\theta=0} = \int_{\mathbb{R}^d} \frac{df}{dm}(m)(x)\tilde{m}(x)dx.
\]

We give an example.

**Example 8.4.** Let \(h \in L^2(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)\). The function \(f\) defined as

\[
f(m) := \int_{\mathbb{R}^d} h(x)m(x)dx,\quad m \in L^2(\mathbb{R}^d) \cup L^1(\mathbb{R}^d),
\]

is differentiable in both \(L^2(\mathbb{R}^d)\) and \(L^1(\mathbb{R}^d)\).

Besides Assumptions (H1), (H2) and (8.1), we assume that the functionals \(f(x, \cdot) := b_i, \sigma_{ij}(x, \cdot) : L^1(\mathbb{R}^d) \to \mathbb{R}\) are differentiable for \(x \in \mathbb{R}^d\) and \(1 \leq i, j \leq d\), and satisfy

\[
\frac{\partial f}{\partial m}(x, m)(\cdot)_{2, \infty} \leq L, \quad (x, m) \in \mathbb{R}^d \times L^1(\mathbb{R}^d).
\]

With an approximation method similar to the proofs of Lemma 8.2 and Theorem 8.3, we have the following existence and uniqueness results of equation (8.3).

**Theorem 8.5.** Let Assumptions (H1), (H2), (8.1) and (8.6) be satisfied. Let \(\mu \in L^1(\mathbb{R}^d)\) be a probability density and \(m^{t, \mu}\) be the solution of equation (1.1) with initial \(\mu\). Let \(\tilde{\mu} \in L^1(\mathbb{R}^d)\). Then, equation (8.3) has a unique solution \(\tilde{m}^{t, \mu}(\tilde{\mu}) \in L^\infty([t, T]; (W^{2, \infty}(\mathbb{R}^d))^t)\), such that

\[
\sup_{t \leq s \leq T} \|\tilde{m}^{t, \mu}(\tilde{\mu})(s, \cdot)\|_{(2, \infty)^t} \leq C(\gamma, L, T)\|\tilde{\mu}\|_{(2, \infty)^t}.
\]

Actually, if we further assume that the functionals \(f := b_i, \sigma_{ij}, 1 \leq i, j \leq d\), satisfy for \(x \in \mathbb{R}^d\) and \(m, m' \in L^1(\mathbb{R}^d) \subset (W^{2, \infty}(\mathbb{R}^d))^t\),

\[
\frac{\partial f}{\partial m}(x, m)(\cdot)_{4, \infty} \leq L, \quad \|f(\cdot, m') - f(\cdot, m)\|_{2, \infty} \leq L\|m' - m\|_{(2, \infty)^t},
\]

\[
\frac{\partial f}{\partial m}(x, m')(\cdot) - \frac{\partial f}{\partial m}(x, m)(\cdot)_{2, \infty} \leq L\|m' - m\|_{(2, \infty)^t},
\]

we have the following result, whose proof is similar to that of Lemma 8.2 and is omitted here.
Theorem 8.6. Let Assumptions (H1), (H2), (8.1), (8.6) and (8.7) be satisfied. Let \( \mu, \mu' \in L^1(\mathbb{R}^d) \) be probability densities and \( \bar{\mu} := \mu' - \mu \). Let \( m^{t, \mu+h\bar{\mu}} \) be the solution of equation (1.1) with initial \( \mu + h\bar{\mu} \) for \( h \in [0, 1] \) and let \( \tilde{m}^{t, \mu}(\bar{\mu}) \) be the solution of equation (8.3). Then,

\[
\sup_{t \leq s \leq T} \left\| \frac{m^{t, \mu+h\bar{\mu}} - m^{t, \mu}}{h} (s, \cdot) - \tilde{m}^{t, \mu}(\bar{\mu})(s, \cdot) \right\|_{(4, \infty)'} \leq C(\gamma, L, T)\|\bar{\mu}\|^2_{(2, \infty)' h}.
\]

That is, \( \tilde{m}^{t, \mu}(\bar{\mu})(s, \cdot) \) is the derivative of \( m^{t, \mu}(s, \cdot) \) along the direction \( \bar{\mu} \).

Following steps in Sections 4, 5 and 6, the function \( V : [0, T] \times \mathbb{R}^d \times L^1(\mathbb{R}^d) \to \mathbb{R} \) defined by

\[
V(t, x, \mu) = \mathbb{E}[\Phi(X^{t, x, \mu}, m^{t, \mu}(T, \cdot))]
\]

is expected to satisfy the following PDE with an approximation method

\[
\begin{align*}
\frac{\partial V}{\partial t}(t, x, \mu) + & \sum_{i=1}^d \frac{\partial V}{\partial x_i}(t, x, \mu) b_i(x, \mu) + \sum_{i,j=1}^d \frac{\partial^2 V}{\partial x_i \partial x_j}(t, x, \mu) a_{ij}(x, \mu) \\
+ & \int_{\mathbb{R}^d} \left[ \sum_{i,j=1}^d a_{ij}(\xi, \mu(\cdot)) \frac{\partial^2}{\partial \xi_i \partial \xi_j} \frac{\partial V}{\partial \mu}(t, x, \mu)(\xi) \\
+ & \sum_{i=1}^d b_i(\xi, \mu(\cdot)) \frac{\partial V}{\partial \xi_i}(t, x, \mu)(\xi) \right] \mu(\xi) d\xi = 0, \\
(t, x, \mu) & \in [0, T] \times \mathbb{R}^d \times L^1(\mathbb{R}^d); \\
V(T, x, \mu) & = \Phi(x, \mu), \quad (x, \mu) \in \mathbb{R}^d \times L^1(\mathbb{R}^d).
\end{align*}
\]

A rigorous proof still requires the differentiability property of the map \( \mu \to V(t, x, \mu) \) and relies on a preliminary study of the derivative \( \frac{\partial V}{\partial \mu} \). It is challenging to estimate the \( W^{2, \infty}(\mathbb{R}^d) \)-norm of the function \( \frac{\partial V}{\partial \mu}(t, x, \mu)(\cdot) : \mathbb{R}^d \to \mathbb{R} \) for \( (t, x, \mu) \in [0, T] \times \mathbb{R}^d \times L^1(\mathbb{R}^d) \).

8.2. FP equation with Nemystkii-type coefficients. Barbu and Röckner [3] show the existence and uniqueness of the solution \( m^{t, \mu} \in C([0, T]; L^1(\mathbb{R}^d)) \) of the FP equation (1.1) with initial \( \mu \in L^1(\mathbb{R}^d) \) for the case of Nemytskii-type coefficients

\[
b_i(x, u) := \tilde{b}_i(x, u(x)), \quad a_{ij}(x, u) := \tilde{a}_{ij}(x, u(x)), \quad \tilde{b}_i, \tilde{a}_{ij} : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R},
\]

under some regularity assumptions on coefficients \((\tilde{a}, \tilde{b})\) and the non-degenerate condition

\[
(8.8) \sum_{i,j=1}^d (\tilde{a}_{ij}(x, u) + (\tilde{a}_{ij})u(x, u)) u(\xi) \xi_j \geq \gamma |\xi|^2, \quad \forall \xi \in \mathbb{R}^d, \quad (x, u) \in \mathbb{R}^d \times \mathbb{R},
\]
both sides of PDE (1.1) with 
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Proof of Lemma 2.3.

$\gamma > 0$. For any $\tilde{\mu} \in L^1(\mathbb{R}^d)$, the derivative $\tilde{m}^{t,\mu}(\tilde{\mu}(s,\cdot))$ of the flow $\mu \mapsto m^{t,\mu}(s,\cdot)$ at the density $m^{t,\mu}(s,\cdot)$ along the direction $\tilde{\mu}$ satisfies

$$
\begin{align*}
\frac{\partial \tilde{m}^{t,\mu}(\tilde{\mu})}{\partial s}(s,x) - & \sum_{i,j=1}^d \frac{\partial^2}{\partial x_i \partial x_j} [A_{ij}(s,x) \tilde{m}^{t,\mu}(\tilde{\mu})(s,x)] \\
& + \sum_{i=1}^d \frac{\partial}{\partial x_i} [B_i(s,x) \tilde{m}^{t,\mu}(\tilde{\mu})(s,x)] = 0,
\end{align*}
$$

(A.1)

where for $1 \leq i, j \leq d$,

$$
A_{ij}(s,x) := a_{ij}(x, m^{t,\mu}(s,x)) + (\tilde{a}_{ij})_u(x, m^{t,\mu}(s,x)) m^{t,\mu}(s,x),
$$

$$
B_i(s,x) := \tilde{b}_i(x, m^{t,\mu}(s,x)) + (\tilde{b}_i)_u(x, m^{t,\mu}(s,x)) m^{t,\mu}(s,x).
$$

Xia et al. [24, Theorem 3.1] give the existence and uniqueness results on $W^{2,p}$-locally integrable solutions of second-order parabolic equations with the second order coefficient being non-degenerate and uniformly continuous in $x$, and the first order coefficient being locally integrable. From the existence and uniqueness of $m^{t,\mu} \in C([0,T];L^1(\mathbb{R}^d))$ and the non-degenerate condition (8.8), we see that PDE (8.9) is a linear second-order parabolic equation with integrable coefficients. Therefore, PDE (8.9) is expected to have a solution at least when $\tilde{a}$ is further independent of $u$.

**APPENDIX A. PROOF OF STATEMENTS IN SECTION 2**

A.1. **Proof of Lemma 2.3** The existence and uniqueness of solutions of equation (1.1) is a consequence of the existence and uniqueness of solutions of second-order parabolic equations, Assumptions (H1)-(H2) and the application of Schauder fixed point theorem. We refer to [1 9 18 19 20]. Here we only prove estimate (2.1). We only consider the case of dimension $d = 1$; the case $d \geq 1$ can be obtained by an easy extension with standard arguments for second-order parabolic equations [18]. For notational convenience, we drop the superscript $(t,\mu)$ in the proof. Without loss of generality, let us temporarily suppose that $m$ is smooth enough. Multiplying both sides of PDE (1.1) with $m(s,x)$ and integrating them with respect to $x$, from Assumptions (H1)-(H2), we have

$$
\int_{\mathbb{R}} m_s m(s,x) + |\gamma| m_x m(s,x) dx \leq \int_{\mathbb{R}} 2L m_x m(s,x) dx, \quad s \in (t,T].
$$

From the average inequality and Gronwall’s inequality, we have

$$(A.1) \quad \sup_{t \leq s \leq T} \|m(s,\cdot)\|_{L^2(\mathbb{R})}^2 + \gamma \int_t^T \|m_x(s,\cdot)\|_{L^2(\mathbb{R})}^2 ds \leq \exp\left(\frac{4L^2T}{\gamma}\right) \|\mu\|_{L^2(\mathbb{R})}.$$}

Multiplying both sides of PDE (1.1) with $a(x,m(s,\cdot))^{-1} m_x(s,x)$ and integrating them with respect to $x$, from Assumption (H2) we have for $s \in (t,T]$,

$$
\int_{\mathbb{R}} a(x,m(s,\cdot))^{-1} m_x(s,x) dx + m_x m_x(s,x) dx \leq \int_{\mathbb{R}} 3L a(x,m(s,\cdot))^{-1} m_x m_x(s,x) dx + 2La(x,m(s,\cdot))^{-1} m_m(s,x) m(s,x) dx.
$$

$$
\leq \int_{\mathbb{R}} 3L a(x,m(s,\cdot))^{-1} m_x m_x(s,x) |m_x(s,x)| m(s,x) dx + 2La(x,m(s,\cdot))^{-1} m(m(s,x)) m(s,x) dx.
$$
In a similar way, from Assumptions (H1)-(H2), estimate (A.1), the average inequality and Gronwall’s inequality, we have

\[ \sup_{t \leq s \leq T} \|m_x(s, \cdot)\|_{L^2(\mathbb{R})}^2 + \frac{1}{T} \int_t^T \|m_x(s, \cdot)\|_{L^2(\mathbb{R})}^2 ds \leq \frac{\gamma + 8L^2T}{\gamma} \exp\left(\frac{22L^2T}{\gamma}\right)\|\mu\|_{W^{1,2}(\mathbb{R})}^2. \]

(A.2)

From equation (1.1), Assumptions (H1)-(H2) and estimates (A.1)-(A.2), we have

\[ \int_t^T \|m_{xx}(s, \cdot)\|_{L^2(\mathbb{R})}^2 ds \leq (1 + 9LT)(3\gamma L + 24L^3T) \exp\left(\frac{22L^2T}{\gamma}\right)\|\mu\|_{W^{1,2}(\mathbb{R})}^2. \]

(A.3)

For \( s \neq s' \), from Cauchy’s inequality and Assumption (H2), we have

\[ \|m(s', \cdot) - m(s, \cdot)\|_{L^2(\mathbb{R})}^2 = \int_s^{s'} \left( \int_s^r \frac{\partial m}{\partial r}(r, x) dr \right) dx \leq |s' - s| \int_s^T \int_{\mathbb{R}} 3L^2|m_{xx}(r, x)|^2 + 27L^2|m_x(r, x)|^2 + 12L^2|m(r, x)|^2 dr dx. \]

Plugging (A.1)-(A.3) into the last inequality, we have

\[ \sup_{s \neq s'} \frac{\|m(s, \cdot) - m(s', \cdot)\|_{L^2(\mathbb{R})}^2}{|s - s'|} \leq \frac{3L^2 + 13\gamma^2LT}{\gamma^3} (1 + 9LT)(3\gamma L + 24L^3T) \exp\left(\frac{22L^2T}{\gamma}\right)\|\mu\|_{W^{1,2}(\mathbb{R})}^2. \]

A.2. Proof of Proposition 2.3. We continue to restrict ourselves within the one-dimensional case \( d = 1 \), and without loss of generality, we temporarily suppose that \( m^{t,\mu} \) and \( m^{t,\mu'} \) are smooth enough. We set \( \Delta m := m^{t,\mu'} - m^{t,\mu} \). Then, \( \Delta m(t, x) = \Delta \mu(x) := \mu'(x) - \mu(x) \) for \( x \in \mathbb{R} \), and for \( (s, x) \in (t, T] \times \mathbb{R} \),

\[
\begin{align*}
\frac{\partial \Delta m}{\partial s} & (s, x) - \frac{\partial^2}{\partial x^2} [a(x, m^{t,\mu'}(s, \cdot)) \Delta \mu(s, x)] + \frac{\partial}{\partial x} [b(x, m^{t,\mu'}(s, \cdot)) \Delta m(s, x)] \\
& - \frac{\partial^2}{\partial x^2} [(a(x, m^{t,\mu'}(s, \cdot)) - a(x, m^{t,\mu}(s, \cdot))) m^{t,\mu'}(s, x)] \\
& + \frac{\partial}{\partial x} [(b(x, m^{t,\mu'}(s, \cdot)) - b(x, m^{t,\mu}(s, \cdot))) m^{t,\mu}(s, x)] = 0.
\end{align*}
\]

(A.4)

Multiplying both sides of equation (A.4) with \( \Delta m(s, x) \) and integrating them with respect to \( x \), from Assumptions (H1) and (H2) and the average inequality, we have

\[
\frac{d}{ds} \|\Delta m(s, \cdot)\|_{L^2(\mathbb{R})}^2 + \gamma \|\Delta m_x(s, \cdot)\|_{L^2(\mathbb{R})}^2 \leq C(\gamma, L) (1 + \sup_{t \leq s \leq T} \|m^{t,\mu}(s, \cdot)\|_{W^{1,2}(\mathbb{R})}^2) \|\Delta m(s, \cdot)\|_{L^2(\mathbb{R})}^2, \quad s \in (t, T].
\]

So from Lemma 2.3 and Gronwall’s inequality, we have

\[ \sup_{t \leq s \leq T} \|\Delta m(s, \cdot)\|_{L^2(\mathbb{R})}^2 + \int_t^T \|\Delta m_x(s, \cdot)\|_{L^2(\mathbb{R})}^2 ds \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}) \|\Delta \mu\|_{L^2(\mathbb{R})}^2. \]

(A.5)
Next, we multiply both sides of equation (A.4) with \(a(x, m^{t,\mu'}(s, \cdot))^{-1}\Delta m_s(s, x)\) and integrate them with respect to \(x\), from Assumptions (H1) and (H2), the average inequality and estimate (A.5), we have for \(s \in (t, T]\),

\[
\frac{1}{L} \|\Delta m_s(s, \cdot)\|^2_{L^2(\mathbb{R})} + \frac{d}{ds} \|\Delta m_s(s, \cdot)\|^2_{L^2(\mathbb{R})} \\
\leq C(\gamma, L) \left[\|\Delta m_s(s, \cdot)\|^2_{L^2(\mathbb{R})} + (1 + \|m^{t,\mu}(s, \cdot)\|^2_{W^{1,2}}) \|\Delta m(s, \cdot)\|^2_{L^2(\mathbb{R})}\right] \\
\leq C(\gamma, L) \|\Delta m_s(s, \cdot)\|^2_{L^2(\mathbb{R})} + C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})})(1 + \|m^{t,\mu}(s, \cdot)\|^2_{W^{1,2}}) \|\Delta \mu\|^2_{L^2(\mathbb{R})}.
\]

From Lemma 2.3 and Gronwall’s inequality, we have

\[
\sup_{t \leq s \leq T} \|\Delta m_s(s, \cdot)\|^2_{L^2(\mathbb{R})} + \int_t^T \|\Delta m_s(s, \cdot)\|^2_{L^2(\mathbb{R})} ds \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}) \|\Delta \mu\|^2_{W^{1,2}(\mathbb{R})}.
\]

Last, from equation (A.4), Assumptions (H1) and (H2) and estimate (A.3), we have for \((s, x) \in [t, T] \times \mathbb{R}\),

\[
|\Delta m_{xx}(s, x)| \leq C(\gamma, L) \left[|\Delta m_s(s, x)| + |\Delta m_x(s, x)| + |\Delta m(s, x)| \\
+ \|\Delta m(s, \cdot)\|_{L^2(\mathbb{R})}(|m^{t,\mu}_{xx}(s, x)| + |m^{t,\mu}_x(s, x)| + |m^{t,\mu}(s, x)|)\right] \\
\leq C(\gamma, L) \left[|\Delta m_s(s, x)| + |\Delta m_x(s, x)| + |\Delta m(s, x)|\right] \\
+ C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}) \|\Delta \mu\|^2_{L^2(\mathbb{R})} \left[|m^{t,\mu}_{xx}(s, x)| + |m^{t,\mu}_x(s, x)| + |m^{t,\mu}(s, x)|\right].
\]

Therefore, from estimates (A.5)-(A.6) and Lemma 2.3 we have

\[
\int_t^T \|\Delta m_{xx}(s, \cdot)\|^2_{L^2(\mathbb{R})} ds \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}) \|\Delta \mu\|^2_{W^{1,2}(\mathbb{R})}.
\]

A.3. Proof of Proposition 2.5

We continue to restrict ourselves within the one-dimensional case \(d = 1\), and without loss of generality, we temporarily suppose that \(m^{t,\mu}\) and \(m^{t,\mu'}\) are smooth enough. For notational convenience, we write \(m\) for \(m^{t,\mu}\) when there is no confusion. We first prove (2.3). Taking the derivative of equation (1.1) with respect to \(s\), we have for \((s, x) \in [t, T] \times \mathbb{R}\),

\[
\frac{\partial^2 m}{\partial s^2}(s, x) - \frac{\partial^2}{\partial x^2} \left[a(x, m(s, \cdot)) \frac{\partial m}{\partial s}(s, x)\right] + \frac{\partial}{\partial x} \left[b(x, m(s, \cdot)) \frac{\partial m}{\partial s}(s, x)\right] \\
- \frac{\partial^2}{\partial x^2} \int_{\mathbb{R}} \frac{\partial a}{\partial m}(x, m(s, \cdot))(\xi) \frac{\partial m}{\partial s}(s, \xi) d\xi m(s, x) \\
+ \frac{\partial}{\partial x} \int_{\mathbb{R}} \frac{\partial b}{\partial m}(x, m(s, \cdot))(\xi) \frac{\partial m}{\partial s}(s, \xi) d\xi m(s, x) = 0.
\]

Multiplying both sides of equation (A.7) with \(m_s\) and integrating them with respect to \(x\), from Assumptions (H1) and (H2), the average inequality and Lemma 2.3, we have

\[
\frac{d}{ds} \|m_s(s, \cdot)\|^2_{L^2(\mathbb{R})} + \gamma \int_{\mathbb{R}} |m_{xx}(s, x)|^2 dx \\
\leq C(\gamma, L)(1 + \sup_{t \leq s \leq T} \|m(s, \cdot)\|_{W^{1,2}(\mathbb{R})}) \|m_s(s, \cdot)\|^2_{L^2(\mathbb{R})} \\
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}) \|m_s(s, \cdot)\|^2_{L^2(\mathbb{R})}, \quad s \in (t, T].
\]
Note from Assumption (H2) that
\[
\|m_s(t, \cdot)\|^2_{L^2(\mathbb{R})} = \int_{\mathbb{R}} \left[ \frac{\partial^2}{\partial x^2}[a(x, m(t, \cdot))] - \frac{\partial}{\partial x}[b(x, m(t, \cdot))]\right]^2 dx \leq C(L)\|m\|^2_{W^{2,2}(\mathbb{R})}.
\]

Therefore, by Gronwall’s inequality, we have
\[
(A.8) \quad \sup_{t \leq s \leq T} \|m_s(s, \cdot)\|^2_{L^2(\mathbb{R})} + \int_t^T \|m_{sx}(s, \cdot)\|^2_{L^2(\mathbb{R})} ds \leq C(\gamma, L, T, \|m\|_{W^{2,2}(\mathbb{R})}).
\]

From equation (1.1) and Assumptions (H1) and (H2), we have
\[
(A.8)
\]

\[
\gamma \|m_{xx}\| \leq \frac{3L}{\gamma} |m_s| + \frac{2L}{\gamma} |m|.
\]

So from (A.8) and Lemma 2, we have
\[
(A.9) \quad \sup_{t \leq s \leq T} \|m_{xx}(s, \cdot)\|_{L^2(\mathbb{R})} \leq C(\gamma, L, T, \|m\|_{W^{2,2}(\mathbb{R})}).
\]

We now prove (2.4). We set ∆m := m′′ − m′. The equation of ∆m is (A.4). Taking the derivative of equation (A.4) with respect to s, we have for (s, x) ∈ (t, T] × \mathbb{R},
\[
\begin{align*}
\frac{\partial^2}{\partial s^2} \Delta m(s, x) - \frac{\partial^2}{\partial x^2} \left[ a(x, m^t(s, \cdot)) \frac{\partial \Delta m}{\partial s}(s, x) \right] + \int_R \frac{\partial a}{\partial m}(x, m^t(s, \cdot))(\xi) \frac{\partial m^t}{\partial s}(s, \xi) d\xi m(s, x) \\
+ \left( a(x, m^t(s, \cdot)) - a(x, m^t(s, \cdot)) \right) \frac{\partial m^t}{\partial s}(s, x) + \int_R \frac{\partial a}{\partial m}(x, m^t(s, \cdot))(\xi) \frac{\partial \Delta m}{\partial s}(s, \xi) d\xi m^t(s, x) \\
+ \int_R \left( \frac{\partial a}{\partial m}(x, m^t(s, \cdot))(\xi) - \frac{\partial a}{\partial m}(x, m^t(s, \cdot))(\xi) \right) \frac{\partial m^t}{\partial s}(s, \xi) d\xi m^t(s, x) \\
+ \int_R b(x, m^t(s, \cdot))(\xi) \frac{\partial \Delta m}{\partial s}(s, \xi) d\xi m^t(s, x) \\
+ \left( b(x, m^t(s, \cdot)) - b(x, m^t(s, \cdot)) \right) \frac{\partial m^t}{\partial s}(s, x) + \int_R \frac{\partial b}{\partial m}(x, m^t(s, \cdot))(\xi) \frac{\partial \Delta m}{\partial s}(s, \xi) d\xi m^t(s, x) \\
+ \int_R \left( \frac{\partial b}{\partial m}(x, m^t(s, \cdot))(\xi) - \frac{\partial b}{\partial m}(x, m^t(s, \cdot))(\xi) \right) \frac{\partial m^t}{\partial s}(s, \xi) d\xi m^t(s, x) = 0.
\end{align*}
\]

Multiplying both sides of the last equation with ∆m and integrating them with respect to x, from Assumptions (H1) and (H2), the average inequality, Lemma 2, we have
\[
\int_R \left| \frac{\partial m^t}{\partial s}(s, \cdot) \right|^2 dx \leq C(\gamma, L, T, \|m\|_{W^{2,2}(\mathbb{R})}).
\]
Note from Assumption (H2) that
\[ (A.10) \]
So from Lemma 2.3, Proposition 2.4 and estimates (A.9) and (A.10), we have
\[ s, x \]
Therefore, by Gronwall’s inequality and estimate (A.8), we have for \( t < s \)
\[ (A.12) \]
Note from Assumption (H2) that
\[ (A.10) \]
Therefore, by Gronwall’s inequality and estimate (A.8), we have
\[ (A.10) \]
Last, from equation (A.4) and Assumptions (H1) and (H2), we have
\[ |\Delta m_{xx}| \leq C(\gamma, L) \left[ |\Delta m_x| + |\Delta m| + |\Delta m|_{L^2(\mathbb{R})} (|m_{xx}| + |m_{x|x}^T| + |m_{x|x}^T|) \right]. \]
So from Lemma 2.3, Proposition 2.4 and estimates (A.9) and (A.10), we have
\[ \sup_{t \leq s \leq T} \|\Delta m_{xx}(s, \cdot)\|_{L^2(\mathbb{R})}^2 \leq C(\gamma, L, T, \|\mu\|_{W^{2,2}(\mathbb{R})}, \|\mu'\|_{W^{2,2}(\mathbb{R})}) \|\Delta \mu\|_{W^{2,2}(\mathbb{R})}^2. \]
We now prove (2.3). Taking the derivative of equation (1.11) with respect to \( x \), we have for \( (s, x) \in (t, T] \times \mathbb{R} \),
\[ (A.11) \]
From Assumptions (H1) and (H2'), we have
\[ (A.12) \]
From Lemma 2.3 and estimate (2.3), we have
\[ \|m\|_{L^2([t, T]; W^{3,2}(\mathbb{R})]} \leq C(\gamma, L, T, \|\mu\|_{W^{2,2}(\mathbb{R})}). \]
For \( s, s' \in [t, T] \), from equation (A.11), Cauchy’s inequality and estimate (2.3), we have
\[
\|m_x(s', \cdot) - m_x(s, \cdot)\|^2_{L^2(\mathbb{R})} \leq |s' - s| \int_s^{s'} \int_{\mathbb{R}} |m_{xx}(r, x)|^2 \, dx \, dr
\]
\[
\leq |s' - s| \int_t^T \|m_{xx}(s, \cdot)\|^2_{L^2(\mathbb{R})} \, ds \leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})}) |s' - s|.
\]

We now prove (2.6). Multiplying both sides of (A.7) with \( a(x, m(s, \cdot))^{-1}m_{ss}(s, x) \) and integrating them with respect to \( x \), from Assumptions (H1) and (H2), the average inequality, Lemma 2.3 and estimate (2.3), we have
\[
\|m_{ss}(s, \cdot)\|^2_{L^2(\mathbb{R})} + \frac{d}{ds}\|m_{xx}(s, \cdot)\|^2_{L^2(\mathbb{R})}
\leq C(\gamma, L) \left[ \|m_{xx}(s, \cdot)\|^2 + (1 + \|m(s, \cdot)\|_{W^{2,2}(\mathbb{R})}) \|m_{ss}(s, \cdot)\|^2 \right]
\leq C(\gamma, L) \|m_{ss}(s, \cdot)\|^2 + C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})}), \quad s \in (t, T].
\]

Note from equation (A.11) and Assumption (H2) that
\[
\|m_{xx}(t, \cdot)\|^2_{L^2(\mathbb{R})} = \int_{\mathbb{R}} \left| \frac{\partial^3}{\partial x^3} [a(x, \mu(\cdot)) \mu(x)] - \frac{\partial^2}{\partial x^2} [b(x, \mu(\cdot)) \mu(x)] \right|^2 \, dx
\leq C(L) \|\mu\|^2_{W^{3,2}(\mathbb{R})}.
\]

Therefore, using Gronwall’s inequality, we have
\[
(A.13) \quad \sup_{t \leq s \leq T} \|m_{xx}(s, \cdot)\|^2_{L^2(\mathbb{R})} + \int_t^T \|m_{ss}(s, \cdot)\|^2_{L^2(\mathbb{R})} \, ds \leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})}).
\]

From Lemma 2.3 and estimates (2.3), (A.12) and (A.13), we have
\[
\sup_{t \leq s \leq T} \|m_{xxx}(s, \cdot)\|_{L^2(\mathbb{R})} \leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})}).
\]

From equation (A.7), Assumptions (H1) and (H2), we have
\[
|m_{xxx}| \leq C(\gamma, L) \left[ |m_{ss}| + |m_{sx}| + |m_s| + \|m_{xx}\|_{L^2(\mathbb{R})} (|m_{sx}| + |m_x| + |m|) \right].
\]

Therefore, from Lemma 2.3 and estimates (2.3) and (A.13), we have
\[
\int_t^T \|m_{xxx}(s, \cdot)\|^2_{L^2(\mathbb{R})} \, ds \leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})}).
\]

We now prove (2.7). From Cauchy’s inequality and estimate (2.6), we have for \( s, s' \in (t, T] \),
\[
\|m_s(s', \cdot) - m_s(s, \cdot)\|^2_{L^2(\mathbb{R})} \leq |s' - s| \int_s^{s'} \int_{\mathbb{R}} |m_{rr}(r, x)|^2 \, dx \, dr
\]
\[
\leq |s' - s| \int_t^T \|m_{ss}(s, \cdot)\|^2_{L^2(\mathbb{R})} \leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})}) |s' - s|;
\]
\[
\|m_{xx}(s', \cdot) - m_{xx}(s, \cdot)\|^2_{L^2(\mathbb{R})} \leq |s' - s| \int_s^{s'} \int_{\mathbb{R}} |m_{xx}(r, x)|^2 \, dx \, dr
\]
\[
\leq |s' - s| \int_t^T \|m_{xxx}(s, \cdot)\|^2_{L^2(\mathbb{R})} \leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})}) |s' - s|.
\]
The proof is completed.
APPENDIX B. PROOF OF STATEMENTS IN SECTION 3

B.1. PROOF OF LEMMA 3.1 We continue to restrict ourselves within the one-dimensional case $d = 1$. For notational convenience, we write $\tilde{m}$ instead of $\tilde{m}^{t,\mu}(\hat{\mu})$ in the proof when there is no ambiguity. We first prove the existence and uniqueness result. The proof relies on the use of Banach fixed point theorem. We define a map $\Phi : C^0([t,T]; L^2(\mathbb{R})) \rightarrow C^0([t,T]; L^2(\mathbb{R}))$ as: for any $\tilde{m} \in C^0([t,T]; L^2(\mathbb{R}))$, we set $\Phi(\tilde{m}) = \tilde{m}$ as the solution of the following PDE:

$$
\begin{align*}
\frac{\partial \tilde{m}}{\partial s}(s,x) - \frac{\partial^2}{\partial x^2} &\left[ a(x, m^{t,\mu}(s, \cdot))\tilde{m}(s,x) \right] \\
&+ \int_{\mathbb{R}} \frac{\partial a}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi)\tilde{m}(s,\xi)d\xi \cdot m^{t,\mu}(s,x) \\
&+ \frac{\partial}{\partial x} \left[ b(x, m^{t,\mu}(s, \cdot))\tilde{m}(s,x) \right] \\
&+ \int_{\mathbb{R}} \frac{\partial b}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi)\tilde{m}(s,\xi)d\xi \cdot m^{t,\mu}(s,x) = 0, \\
&\tilde{m}(t,x) = \hat{\mu}(x), \quad x \in \mathbb{R}.
\end{align*}
$$

(B.1)

Note from (2.1) that the function

$$(s, x) \rightarrow \frac{\partial^2}{\partial x^2} \left[ \int_{\mathbb{R}} \frac{\partial a}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi)\tilde{m}(s,\xi)d\xi \cdot m^{t,\mu}(s,x) \right]$$

belongs to $L^2([t,T] \times \mathbb{R})$. So from [13] Definition and Remark, p.374; Theorems 3 and 4, p.378, we know that equation (B.1) has a unique solution $\tilde{m}$ in $C^0([t,T]; L^2(\mathbb{R}))$. Therefore, $\Phi$ is well-defined. Let $\tilde{m}^i \in C^0([t,T]; L^2(\mathbb{R}))$ and $\tilde{m}^i = \Phi(\tilde{m}^i)$ for $i = 1, 2$, we set $\Delta \tilde{m} = \tilde{m}^2 - \tilde{m}^1$ and $\Delta \tilde{m} = \tilde{m}^2 - \tilde{m}^1$. Then, $\Delta \tilde{m}$ satisfies

$$
\begin{align*}
&\frac{\partial \Delta \tilde{m}}{\partial s}(s,x) - \frac{\partial^2}{\partial x^2} \left[ a(x, m^{t,\mu}(s, \cdot))\Delta \tilde{m}(s,x) \right] \\
&+ \int_{\mathbb{R}} \frac{\partial a}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi)\Delta \tilde{m}(s,\xi)d\xi \cdot m^{t,\mu}(s,x) \\
&+ \frac{\partial}{\partial x} \left[ b(x, m^{t,\mu}(s, \cdot))\Delta \tilde{m}(s,x) \right] \\
&+ \int_{\mathbb{R}} \frac{\partial b}{\partial m}(x, m^{t,\mu}(s, \cdot))(\xi)\Delta \tilde{m}(s,\xi)d\xi \cdot m^{t,\mu}(s,x) = 0, \\
&\Delta \tilde{m}(t,x) = 0, \quad x \in \mathbb{R}
\end{align*}
$$

and the initial condition $\Delta \tilde{m}(t,x) = 0$ for $x \in \mathbb{R}$. Without loss of generality, we temporarily suppose that the functions $(m, \tilde{m}^1, \tilde{m}^2)$ are smooth enough. Multiplying both sides of the last equation with $\Delta \tilde{m}$ and integrating with respect to $x$, from
Assumptions (H1) and (H2), the average inequality and (2.1), we have for $s \in (t, T]$,
\[
\frac{d}{ds} \|\Delta \tilde{m}(s, \cdot)\|_{L^2(\mathbb{R})}^2 + \gamma \|\Delta \tilde{m}_x(s, \cdot)\|_{L^2(\mathbb{R})}^2 \\
\leq 12L^2 \gamma \|\Delta \tilde{m}(s, \cdot)\|_{L^2(\mathbb{R})}^2 + \frac{12L^2}{\gamma} \|m^{t, \mu}(s, \cdot)\|_{W^{1,2}(\mathbb{R})}^2 \|\Delta \tilde{m}(s, \cdot)\|_{L^2(\mathbb{R})}^2 \\
\leq 12L^2 \gamma \|\Delta \tilde{m}(s, \cdot)\|_{L^2(\mathbb{R})}^2 + C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}) \|\Delta \tilde{m}(s, \cdot)\|_{L^2(\mathbb{R})}^2.
\]
Note that $\|\Delta \tilde{m}(t, \cdot)\|_{L^2(\mathbb{R})}^2 = 0$. Therefore, from Gronwall’s inequality, we have
\[
\|\Delta \tilde{m}\|_{C^0([t, T]; L^2(\mathbb{R}))} \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}) (T - t)^{\frac{1}{4}} \|\Delta \tilde{m}\|_{C^0([t, T]; L^2(\mathbb{R}))}.
\]
So $\Phi$ is a contraction map for sufficiently small $(T - t)$. For general $(T - t)$, we can divide $(T - t)$ into several parts and on each part $\Phi$ is a contraction. From Banach fixed point theorem, we get the existence and uniqueness result.

We now prove (3.5). We temporarily suppose that the functions $(m, \tilde{m})$ are smooth enough. Multiplying both sides of equation (3.4) with $\tilde{m}$ and integrating them with respect to $x$, from Assumptions (H1) and (H2), the average inequality and (2.1), we have
\[
\frac{d}{ds} \|\tilde{m}(s, \cdot)\|_{L^2(\mathbb{R})}^2 + \gamma \|\tilde{m}_x(s, \cdot)\|_{L^2(\mathbb{R})}^2 \leq \frac{12L^2}{\gamma} (1 + \|m^{t, \mu}(s, \cdot)\|_{W^{1,2}(\mathbb{R})}^2) \|\tilde{m}(s, \cdot)\|_{L^2(\mathbb{R})}^2 \\
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}) \|\tilde{m}(s, \cdot)\|_{L^2(\mathbb{R})}^2, \quad s \in (t, T].
\]
Note that
\[
\|\tilde{m}(t, \cdot)\|_{L^2(\mathbb{R})}^2 = \|\tilde{m}\|_{L^2(\mathbb{R})}^2.
\]
Therefore, from Gronwall’s inequality, we have (3.4).

We now prove (3.3). We set for $(s, x) \in [t, T] \times \mathbb{R}$,
\[
v := \tilde{m}^{t, \mu}(\tilde{\mu}) - \tilde{m}^{t, \mu}(\tilde{\mu}), \quad \Delta m := m^{t, \mu'} - m^{t, \mu}, \quad \Delta \mu := \mu' - \mu,
\]
\[
\Delta a(s, x) := a(x, m^{t, \mu'}(s, \cdot)) - a(x, m^{t, \mu}(s, \cdot)),
\]
\[
\Delta b(s, x) := b(x, m^{t, \mu'}(s, \cdot)) - b(x, m^{t, \mu}(s, \cdot)).
\]
Then, $v(t, x) = 0$ for $x \in \mathbb{R}$, and for $(s, x) \in (t, T] \times \mathbb{R}$,
\[
\frac{\partial v}{\partial s}(s, x) - \frac{\partial^2 v}{\partial x^2} \left( a(x, m^{t, \mu'}(s, \cdot))v(s, x) + \Delta a(s, x)\tilde{m}^{t, \mu}(\tilde{\mu})(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial a}{\partial m}(x, m^{t, \mu'}(s, \cdot))(\xi)v(s, \xi)d\xi \cdot m^{t, \mu}(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial \Delta a}{\partial m}(s, x)(\xi)\tilde{m}^{t, \mu}(\tilde{\mu})(s, \xi)d\xi \cdot \Delta m(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial b}{\partial m}(x, m^{t, \mu'}(s, \cdot))(\xi)v(s, \xi)d\xi \cdot m^{t, \mu}(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial \Delta b}{\partial m}(s, x)(\xi)\tilde{m}^{t, \mu}(\tilde{\mu})(s, \xi)d\xi \cdot \Delta m(s, x)
\right)
\]
We temporarily suppose that the functions \((m^t, m^{t, u}, \tilde{m}^t, \tilde{m}^{t, u}(\tilde{\mu}))\) are smooth enough. Multiplying both sides of the last equation with \(v\) and integrating with respect to \(x\), from Assumptions (H1) and (H2), the average inequality, Lemma \ref{lemma:average_inequality} and Proposition \ref{prop:gronwall} and estimate \ref{est:uK}, we have for \(s \in (t, T]\),

\[
\frac{d}{ds} \|v(s, \cdot)\|_{L^2(\mathbb{R})}^2 + \|v_x(s, \cdot)\|_{L^2(\mathbb{R})}^2 \\
\leq C(\gamma, L) \|v(s, \cdot)\|_{L^2(\mathbb{R})}^2 (1 + \|m^{t, u}(s, \cdot)\|_{W^{1, 2}(\mathbb{R})}^2) \\
+ \|\Delta m(s, \cdot)\|_{L^2(\mathbb{R})}^2 \|\tilde{m}^{t, u}(\tilde{\mu})(s, \cdot)\|_{W^{1, 2}(\mathbb{R})}^2 \\
+ \|\Delta m(s, \cdot)\|_{L^2(\mathbb{R})}^2 \|\tilde{m}^{t, u}(\tilde{\mu})(s, \cdot)\|_{W^{1, 2}(\mathbb{R})}^2 \\
\leq C(\gamma, L, T, \|\mu\|_{W^{1, 2}(\mathbb{R})}, \|\mu'\|_{W^{1, 2}(\mathbb{R})}) \|v(s, \cdot)\|_{L^2(\mathbb{R})}^2 + \|\Delta \mu\|_{L^2(\mathbb{R})}^2 \|\tilde{m}^{t, u}(\tilde{\mu})(s, \cdot)\|_{W^{1, 2}(\mathbb{R})}^2.
\]

By using Gronwall’s inequality, Proposition \ref{prop:gronwall} and estimate \ref{est:uK}, we have

\[
\sup_{t \leq s \leq T} \|v(s, \cdot)\|_{L^2(\mathbb{R})} \leq C(\gamma, L, T, \|\mu\|_{W^{1, 2}(\mathbb{R})}, \|\mu'\|_{W^{1, 2}(\mathbb{R})}, \|\tilde{\mu}\|_{L^2(\mathbb{R})}, \|\Delta \mu\|_{L^2(\mathbb{R})}.
\]

\section*{B.2. Proof of Lemma \ref{lemma:mean-field_estimate}}

We continue to restrict ourselves within the one-dimensional case \(d = 1\). For notational convenience, we write \(\tilde{m}_h\) instead of \(\tilde{m}^{t, u}_h(\tilde{\mu})\) defined in \ref{def:delta_m} and write \(\tilde{m}\) instead of \(\tilde{m}^{t, u}(\tilde{\mu})\) in the proof. We set \(u^h := \tilde{m}_h - \tilde{m}\).

Then, \(u^h(t, x) = 0\) for \(x \in \mathbb{R}\), and for \((s, x) \in (t, T] \times \mathbb{R}\),

\[
0 = \frac{\partial u^h}{\partial s}(s, x) - \frac{\partial^2}{\partial x^2} \left[ a(x, m^{t, u}_h(s, \cdot))u^h(s, x) \\
+ [a(x, m^{t, u}_h(s, \cdot)) - a(x, m^{t, u}(s, \cdot))\tilde{m}(s, x) \\
+ \int_0^1 \int_\mathbb{R} \frac{\partial a}{\partial m}(x, m^{t, u} + \lambda \tilde{m}_h(s, \cdot))(\xi)u^h(s, \xi) d\xi d\lambda \cdot m^{t, u}(s, x) \\
+ \int_0^1 \int_\mathbb{R} \frac{\partial a}{\partial m}(x, m^{t, u} + \lambda \tilde{m}_h(s, \cdot)) - \frac{\partial a}{\partial m}(x, m^{t, u}(s, \cdot))\tilde{m}(s, \xi) d\xi d\lambda \cdot m^{t, u}(s, x) \\
+ \frac{\partial}{\partial x} \left[ b(x, m^{t, u}_h(s, \cdot))u^h(s, x) + [b(x, m^{t, u}_h(s, \cdot)) - b(x, m^{t, u}(s, \cdot))]\tilde{m}(s, x) \\
+ \int_0^1 \int_\mathbb{R} \frac{\partial b}{\partial m}(x, m^{t, u} + \lambda \tilde{m}_h(s, \cdot))(\xi)u^h(s, \xi) d\xi d\lambda \cdot m^{t, u}(s, x) \\
+ \int_0^1 \int_\mathbb{R} \frac{\partial b}{\partial m}(x, m^{t, u} + \lambda \tilde{m}_h(s, \cdot)) - \frac{\partial b}{\partial m}(x, m^{t, u}(s, \cdot))\tilde{m}(s, \xi) d\xi d\lambda \cdot m^{t, u}(s, x) \right].
\]

Without loss of generality, we temporarily suppose that the functions \((u^h, \tilde{m}, m^{t, u})\) are smooth enough. Multiplying both sides of the last equation with \(u^h\) and integrating with respect to \(x\), from Assumptions (H1) and (H2), the average inequality,
Lemma 2.3 and estimate (3.2), we have for \( s \in (t, T] \),
\[
\frac{d}{ds} \| u^h(s, \cdot) \|_{L^2(\mathbb{R})}^2 + \| u^h_\tau(s, \cdot) \|_{L^2(\mathbb{R})}^2 \\
\leq C(\gamma, L) \left( 1 + \| m^{t, \mu}(s, \cdot) \|_{W^{1, 2}(\mathbb{R})} \right) \left[ \| u^h(s, \cdot) \|_{L^2(\mathbb{R})}^2 + h^2 \| \tilde{m}(s, \cdot) \|_{W^{1, 2}(\mathbb{R})}^2 \right] \\
\leq C(\gamma, L, T, \| \mu \|_{W^{1, 2}(\mathbb{R})}) \left[ \| u^h(s, \cdot) \|_{L^2(\mathbb{R})}^2 + h^2 \| \tilde{m}(s, \cdot) \|_{L^2(\mathbb{R})}^2 \right].
\]
Therefore, from Gronwall’s inequality and Lemma 3.1 we have
\[
(\text{B.2}) \quad \sup_{t \leq s \leq T} \| u^h(s, \cdot) \|_{L^2(\mathbb{R})}^2 \leq C(\gamma, L, T, \| \mu \|_{W^{1, 2}(\mathbb{R})}) \| \tilde{\mu} \|_{L^2(\mathbb{R})}^4 h^2.
\]

3. Proof of Proposition 3.3 From the uniqueness result in Lemma 3.1, we only need to check that the function
\[
u^{t, \mu, \tilde{\mu}}(s, x) := \int_{\mathbb{R}^d} k^{t, \mu}(s, x, y) \tilde{\mu}(y) dy, \quad (s, x) \in [t, T] \times \mathbb{R}^d,
\]
satisfies equation (3.3). Actually, from (3.6), we have for \((s, x) \in (t, T) \times \mathbb{R}^d\),
\[
\frac{\partial \nu^{t, \mu, \tilde{\mu}}}{\partial s}(s, x) = \int_{\mathbb{R}^d} \frac{\partial k^{t, \mu}}{\partial s}(s, x, y) \tilde{\mu}(y) dy \\
= \int_{\mathbb{R}^d} \sum_{i,j=1}^d \frac{\partial^2}{\partial x_i \partial x_j} \left[ a_{ij}(x, m^{t, \mu}(s, \cdot))(k^{t, \mu}(s, x, y)) \tilde{\mu}(y) dy \\
\quad + \int_{\mathbb{R}^d} \frac{\partial a_{ij}}{\partial m}(x, m^{t, \mu}(s, \cdot))(\xi) k^{t, \mu}(s, \xi, y) \tilde{\mu}(y) dy \cdot m^{t, \mu}(s, x) \right] \\
\quad - \sum_{i=1}^d \frac{\partial}{\partial x_i} \left[ b_i(x, m^{t, \mu}(s, \cdot)) k^{t, \mu}(s, x, y) \tilde{\mu}(y) \\
\quad + \int_{\mathbb{R}^d} \frac{\partial b_i}{\partial m}(x, m^{t, \mu}(s, \cdot))(\xi) k^{t, \mu}(s, \xi, y) \tilde{\mu}(y) dy \cdot m^{t, \mu}(s, x) \right] dy \\
= \sum_{i,j=1}^d \frac{\partial^2}{\partial x_i \partial x_j} \left[ a_{ij}(x, m^{t, \mu}(s, \cdot)) \int_{\mathbb{R}^d} k^{t, \mu}(s, x, y) \tilde{\mu}(y) dy \\
\quad + \int_{\mathbb{R}^d} \frac{\partial a_{ij}}{\partial m}(x, m^{t, \mu}(s, \cdot))(\xi) \int_{\mathbb{R}^d} k^{t, \mu}(s, \xi, y) \tilde{\mu}(y) dy d\xi \cdot m^{t, \mu}(s, x) \right] \\
\quad - \sum_{i=1}^d \frac{\partial}{\partial x_i} \left[ b_i(x, m^{t, \mu}(s, \cdot)) \int_{\mathbb{R}^d} k^{t, \mu}(s, x, y) \tilde{\mu}(y) dy \\
\quad + \int_{\mathbb{R}^d} \frac{\partial b_i}{\partial m}(x, m^{t, \mu}(s, \cdot))(\xi) \int_{\mathbb{R}^d} k^{t, \mu}(s, \xi, y) \tilde{\mu}(y) dy d\xi \cdot m^{t, \mu}(s, x) \right] \\
= \sum_{i,j=1}^d \frac{\partial^2}{\partial x_i \partial x_j} \left[ a_{ij}(x, m^{t, \mu}(s, \cdot)) \nu^{t, \mu, \tilde{\mu}}(s, x) \\
\quad + \int_{\mathbb{R}^d} \frac{\partial a_{ij}}{\partial m}(x, m^{t, \mu}(s, \cdot))(\xi) \nu^{t, \mu, \tilde{\mu}}(s, \xi) d\xi \cdot m^{t, \mu}(s, x) \right].
\]
for from Assumptions (H1) and (H2), the average inequality and Lemma 2.3, we have
\begin{equation}
\frac{d}{ds}\left[ b_1(x, m^{t,\mu}(s,\cdot)) u^{t,\mu,\tilde{\mu}}(s, x) \right] + \int_{\mathbb{R}^d} \frac{\partial b_2(x, m^{t,\mu}(s,\cdot))(\xi)}{\partial m}(x, m^{t,\mu}(s,\cdot))(\xi) u^{t,\mu,\tilde{\mu}}(s, \xi)d\xi \cdot m^{t,\mu}(s, x) \right].
\end{equation}

And from the definition of the function $\delta$, we have
\[ u^{t,\mu,\tilde{\mu}}(t, x) = \int_{\mathbb{R}^d} \delta(x - y)\tilde{\mu}(y)dy = \tilde{\mu}(x), \quad x \in \mathbb{R}^d. \]

The proof is complete.

**B.4. Proof of Lemma 3.5.** We continue to restrict ourselves within the one-dimensional case $d = 1$. For notational convenience, we write $(f, g)$ instead of $(f^{t,\mu}, g^{t,\mu})$ when there is no ambiguity. We first prove (3.13). For notational convenience, we set for $(s, t, \mu, x, y) \in [t, T] \times \mathbb{R} \times \mathbb{R},$
\[ l(s, x, y) := \frac{\partial^2}{\partial x^2} \left( \int_{\mathbb{R}} \frac{\partial a}{\partial m}(m^{t,\mu}(s,\cdot))(\xi)f(s, \xi, y)d\xi \cdot m^{t,\mu}(s, x) \right) \]
\[ - \frac{\partial^2}{\partial x^2} \left( \int_{\mathbb{R}} \frac{\partial b}{\partial m}(m^{t,\mu}(s,\cdot))(\xi)f(s, \xi, y)d\xi \cdot m^{t,\mu}(s, x) \right). \]

We have already proved that
\begin{equation}
\| l \|_{L^2([t, T]; L^2(\mathbb{R}))} \leq C(\gamma, L, T, \| \mu \|_{W^{1,2}(\mathbb{R})}).
\end{equation}

Without loss of generality, we temporarily suppose that $g$ is smooth enough. Multiplying both sides of equation (3.8) with $g$ and integrating with respect to $x$ and $y$, from Assumptions (H1) and (H2), the average inequality and Lemma 2.3, we have
\begin{equation}
\frac{d}{ds} \| g(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} + \| g_x(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} \leq C(\gamma, L, T) \left[ 1 + \| m^{t,\mu}(s,\cdot) \|_{W^{1,2}(\mathbb{R})} \right] \| g(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} + \| l(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} \] \leq C(\gamma, L, T, \| \mu \|_{W^{1,2}(\mathbb{R})}) \left[ \| g(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} + \| l(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} \right] \end{equation}

Therefore, from Gronwall’s inequality and estimate (3.3), we have
\begin{equation}
\sup_{s \in [t, T]} \| g(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} + \int_t^T \| g_x(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} ds \leq C(\gamma, L, T, \| \mu \|_{W^{1,2}(\mathbb{R})}).
\end{equation}

Multiplying both sides of equation (3.8) with $a(s, m^{t,\mu}(s,\cdot))^{-1} g_x(s, x, y)$ and integrating with respect to $x$ and $y$, from Assumptions (H1) and (H2), the average inequality and estimate (3.4), we have for $s \in (t, T],$
\begin{equation}
\frac{d}{ds} \| g_x(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} + \| g_x(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} \leq C(\gamma, L, T) \left[ \| g_x(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} + (1 + \| m^{t,\mu}(s,\cdot) \|_{W^{1,2}(\mathbb{R})}) \right] \| g(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} + \| l(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} \] \leq C(\gamma, L, T, \| \mu \|_{W^{1,2}(\mathbb{R})}) \left[ \| g_x(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)} + 1 + \| m^{t,\mu}(s,\cdot) \|_{W^{1,2}(\mathbb{R})} \right] + \| l(s, \cdot, \cdot) \|_{L^2(\mathbb{R}^2)}. \end{equation}
Therefore, from Gronwall’s inequality, Lemma 2.3 and estimate (1.3), we have

\[ \sup_{s \in [t, T]} \|g_s(s, \cdot, \cdot)\|^2_{L^2(\mathbb{R})} + \int_t^T \|g_s(s, \cdot, \cdot)\|^2_{L^2(\mathbb{R})} ds \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}). \]

We now prove (3.14). We set for \((s, x, y) \in [t, T] \times \mathbb{R} \times \mathbb{R},\)

\[
\Delta f := f^{t, \mu'} - f^{t, \mu}, \quad \Delta g := g^{t, \mu'} - g^{t, \mu}, \quad \Delta m := m^{t, \mu'} - m^{t, \mu}, \quad \Delta \mu := \mu' - \mu,
\]

\[
\Delta a(s, x) := a(x, m^{t, \mu'}(s, \cdot)) - a(x, m^{t, \mu}(s, \cdot)),
\]

\[
\Delta b(s, x) := b(x, m^{t, \mu'}(s, \cdot)) - b(x, m^{t, \mu}(s, \cdot)).
\]

From equation (3.8), we know that \(\Delta g(t, x, y) = 0\) for \((x, y) \in \mathbb{R}^2,\) and for \((s, x, y) \in (t, T] \times \mathbb{R} \times \mathbb{R},\)

\[ (B.6) \quad \frac{\partial \Delta g}{\partial s}(s, x, y) - \frac{\partial^2}{\partial x^2} \left[ a(x, m^{t, \mu'}(s, \cdot))\Delta g(s, x, y) + \Delta a(s, x)g^{t, \mu}(s, x, y) + \int_{\mathbb{R}} \frac{\partial a}{\partial m}(x, m^{t, \mu'}(s, \cdot))(\xi)\Delta g(s, \xi, y)d\xi \cdot m^{t, \mu'}(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial \Delta a}{\partial m}(s, x)(\xi)g^{t, \mu}(s, \xi, y)d\xi \cdot m^{t, \mu'}(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial a}{\partial m}(x, m^{t, \mu}(s, \cdot))(\xi)g^{t, \mu}(s, \xi, y)d\xi \cdot \Delta m(s, x) \right] \\
+ \frac{\partial}{\partial x} \left[ b(x, m^{t, \mu'}(s, \cdot))\Delta g(s, x, y) + \Delta b(s, x)g^{t, \mu}(s, x, y) + \int_{\mathbb{R}} \frac{\partial b}{\partial m}(x, m^{t, \mu'}(s, \cdot))(\xi)\Delta g(s, \xi, y)d\xi \cdot m^{t, \mu'}(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial \Delta b}{\partial m}(s, x)(\xi)g^{t, \mu}(s, \xi, y)d\xi \cdot m^{t, \mu'}(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial b}{\partial m}(x, m^{t, \mu}(s, \cdot))(\xi)g^{t, \mu}(s, \xi, y)d\xi \cdot \Delta m(s, x) \right] = \Delta l(s, x, y), \]

where for \((s, x, y) \in (t, T] \times \mathbb{R} \times \mathbb{R},\)

\[
\Delta l(s, x, y) := \frac{\partial^2}{\partial x^2} \left[ \int_{\mathbb{R}} \frac{\partial a}{\partial m}(x, m^{t, \mu'}(s, \cdot))(\xi)\Delta f(s, \xi, y)d\xi \cdot m^{t, \mu'}(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial \Delta a}{\partial m}(s, x)(\xi)f^{t, \mu}(s, \xi, y)d\xi \cdot m^{t, \mu'}(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial a}{\partial m}(x, m^{t, \mu}(s, \cdot))(\xi)f^{t, \mu}(s, \xi, y)d\xi \cdot \Delta m(s, x) \right] \\
+ \frac{\partial}{\partial x} \left[ \int_{\mathbb{R}} \frac{\partial b}{\partial m}(x, m^{t, \mu'}(s, \cdot))(\xi)\Delta f(s, \xi, y)d\xi \cdot m^{t, \mu'}(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial \Delta b}{\partial m}(s, x)(\xi)f^{t, \mu}(s, \xi, y)d\xi \cdot m^{t, \mu'}(s, x) \\
+ \int_{\mathbb{R}} \frac{\partial b}{\partial m}(x, m^{t, \mu}(s, \cdot))(\xi)f^{t, \mu}(s, \xi, y)d\xi \cdot \Delta m(s, x) \right].
\]
C.1. Proof of Lemma 4.2

From Assumptions (H2) and (H3), Proposition 2.3 and Lemma 2.3, we have

\[
\|\Delta l\|_{L^2([t, T]; L^2(\mathbb{R}^d))}^2 \\
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}) \int_t^T \left[ \|\Delta \mu\|_{L^2(\mathbb{R})}^2 + \|\Delta m(s, \cdot)\|_{L^2(\mathbb{R})}^2 \\
+ \|m^{t, \mu'}(s, \cdot)\|_{W^{2,2}(\mathbb{R})}^2 + \|\Delta m(s, \cdot)\|_{W^{2,2}(\mathbb{R})}^2 ds \right] \\
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}) \left[ \|\Delta \mu\|_{L^2(\mathbb{R})}^2 + \|\Delta m(s, \cdot)\|_{W^{2,2}(\mathbb{R})}^2 ds \right] \\
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}, \|\mu'\|_{W^{1,2}(\mathbb{R})}) \|\Delta \mu\|_{W^{1,2}(\mathbb{R})}.
\]  

(B.7)

We temporarily suppose that \( \Delta g \) is smooth enough. Multiplying both sides of equation (B.6) with \( \Delta g \) and integrating them with respect to \( x \) and \( y \), from Assumptions (H1) and (H2), the average inequality, Lemma 2.3, Proposition 2.4 and estimates (B.3) and (B.5), we have for \( t < s \leq T \),

\[
\frac{d}{ds} \|\Delta g(s, \cdot, \cdot)\|_{L^2(\mathbb{R}^2)}^2 + \|\Delta g_x(s, \cdot, \cdot)\|_{L^2(\mathbb{R}^2)}^2 \\
\leq C(\gamma, L) \left[ \|\Delta l(s, \cdot, \cdot)\|_{L^2(\mathbb{R})}^2 + (1 + \|m^{t, \mu'}(s, \cdot)\|_{W^{1,2}(\mathbb{R})}) \right] \\
\times \left( \|\Delta g(s, \cdot, \cdot)\|_{L^2(\mathbb{R}^2)}^2 + \|g^{t, \mu'}(s, \cdot, \cdot)\|_{W^{1,2}(\mathbb{R}^2)}^2 \|\Delta m(s, \cdot, \cdot)\|_{W^{1,2}(\mathbb{R})}^2 \right) \\
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}, \|\mu'\|_{W^{1,2}(\mathbb{R})}) \left[ \|\Delta \mu\|_{W^{1,2}(\mathbb{R})}^2 + \|\Delta l(s, \cdot, \cdot)\|_{L^2(\mathbb{R})}^2 \\
+ \|\Delta g(s, \cdot, \cdot)\|_{L^2(\mathbb{R}^2)}^2 \right].
\]

Therefore, from Gronwall’s inequality and estimate (B.7), we have

\[
\sup_{t \leq s \leq T} \|\Delta g(s, \cdot, \cdot)\|_{L^2(\mathbb{R}^2)}^2 \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}, \|\mu'\|_{W^{1,2}(\mathbb{R})}) \|\Delta \mu\|_{W^{1,2}(\mathbb{R})}.
\]

appendix C. Proof of Statements in Section 4

C.1. Proof of Lemma 4.2

We continue to restrict ourselves within the one-dimensional case \( d = 1 \). For \( h \in (0, 1] \) and \((s, x) \in [t, T] \times \mathbb{R} \), we set

\[
\begin{align*}
\mu^{t, x, \mu}_h(\tilde{\mu}, h) &:= Y^{t, x, \mu}_s(\tilde{\mu}, h) - Y^{t, x, \mu}_s(\tilde{\mu}); \\
u^{t, \mu}_h(\tilde{\mu})(s, x) &:= \tilde{m}^{t, \mu}_h(\tilde{\mu})(s, x) - \tilde{m}^{t, \mu}_h(\tilde{\mu})(s, x).
\end{align*}
\]

From Lemma 3.2, we have the estimate

\[
\sup_{t \leq s \leq T} \|\nu^{t, \mu}_h(\tilde{\mu})(s, \cdot)\|_{L^2(\mathbb{R})} \leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}, \|\tilde{\mu}\|_{L^2(\mathbb{R})})h.
\]
From SDEs (4.5) and (4.7), we know that \( \rho^{\tau,\mu}(\tilde{\mu}, h) \) satisfies the following SDE:

\[
\rho_s^{\tau,\mu}(\tilde{\mu}, h) = \int_t^s \int_0^1 \left[ b_x(X_r^{\tau,\mu} + \lambda h Y_r^{\tau,\mu}(\tilde{\mu}, h), m_r^{\tau,\mu+h\tilde{\mu}}(r, \cdot)) \cdot \rho_r^{\tau,\mu}(\tilde{\mu}, h) 
+ \left| b_x(X_r^{\tau,\mu} + \lambda h Y_r^{\tau,\mu}(\tilde{\mu}, h), m_r^{\tau,\mu+h\tilde{\mu}}(r, \cdot)) - b_x(X_r^{\tau,\mu}, m_r^{\tau,\mu}(r, \cdot)) \right| \cdot Y_r^{\tau,\mu}(\tilde{\mu}) \right] \cdot \rho_r^{\tau,\mu}(\tilde{\mu}, h) \, dr 
+ \int_t^s \int_0^1 \left[ \sigma_x(X_r^{\tau,\mu} + \lambda h Y_r^{\tau,\mu}(\tilde{\mu}, h), m_r^{\tau,\mu+h\tilde{\mu}}(r, \cdot)) \cdot \rho_r^{\tau,\mu}(\tilde{\mu}, h) 
+ \left| \sigma_x(X_r^{\tau,\mu} + \lambda h Y_r^{\tau,\mu}(\tilde{\mu}, h), m_r^{\tau,\mu+h\tilde{\mu}}(r, \cdot)) - \sigma_x(X_r^{\tau,\mu}, m_r^{\tau,\mu}(r, \cdot)) \right| \cdot Y_r^{\tau,\mu}(\tilde{\mu}) \right] \cdot \rho_r^{\tau,\mu}(\tilde{\mu}, h) \, dr 
+ \int_t^s \int_0^1 \left[ \sigma_r(X_r^{\tau,\mu}, m_r^{\tau,\mu}(r, \cdot)) + \lambda h \tilde{m}_r^{\tau,\mu}(\tilde{\mu})(r, \cdot) \right] \cdot \rho_r^{\tau,\mu}(\tilde{\mu}, h) \, dr 
+ \int_t^s \int_0^1 \left[ \sigma_r(X_r^{\tau,\mu}, m_r^{\tau,\mu}(r, \cdot)) + \lambda h \tilde{m}_r^{\tau,\mu}(\tilde{\mu})(r, \cdot) \right] \cdot \rho_r^{\tau,\mu}(\tilde{\mu}, h) \, dr 
+ \int_t^s \int_0^1 \left[ \sigma_r(X_r^{\tau,\mu}, m_r^{\tau,\mu}(r, \cdot)) + \lambda h \tilde{m}_r^{\tau,\mu}(\tilde{\mu})(r, \cdot) \right] \cdot \rho_r^{\tau,\mu}(\tilde{\mu}, h) \, dr 
\] 

for \( s \in [t, T] \). From standard arguments of SDEs, Cauchy’s inequality, Assumption (H2), estimate (3.2), Lemma 3.1 and estimates (4.6), (4.8) and (C.1), we have

\[
\mathbb{E}[ \sup_{t \leq s \leq T} |\rho_s^{\tau,\mu}(\tilde{\mu}, h)|^2 ] 
\leq C(L, T) \left[ \mathbb{E}[ \sup_{t \leq s \leq T} |Y_s^{\tau,\mu}(\tilde{\mu})|^4 ]^{1/2} \mathbb{E}[ \sup_{t \leq s \leq T} |Y_s^{\tau,\mu}(\tilde{\mu}, h)|^4 ]^{1/2} h^2 
+ \mathbb{E}[ \sup_{t \leq s \leq T} |Y_s^{\tau,\mu}(\tilde{\mu})|^2 ] \sup_{t \leq s \leq T} \| \tilde{m}_h^{\mu}(s, \cdot) \|^2_{L^2(\mathbb{R})} h^2 
+ \sup_{t \leq s \leq T} \| \tilde{m}_h^{\mu}(s, \cdot) \|^2_{L^2(\mathbb{R})} \| U^{\tau,\mu}(s, \cdot) \|^2_{L^2(\mathbb{R})} h^2 
+ \sup_{t \leq s \leq T} \| U^{\tau,\mu}(s, \cdot) \|^2_{L^2(\mathbb{R})} h^2 \right] 
\leq C(\gamma, L, T, \| \mu \|_{W^{1,2}(\mathbb{R})}, \| \tilde{\mu} \|_{L^2(\mathbb{R})}) h^2.
\]

C.2. Proof of Proposition 4.4. We continue to restrict ourselves within the one-dimensional case \( d = 1 \). With standard arguments of SDEs, we have for any \( y \in \mathbb{R} \),

\[
\mathbb{E}[ \sup_{t \leq s \leq T} |U_s^{\tau,\mu}(y)|^2 ] \leq C(L, T) \mathbb{E} \left[ \int_t^T \left| \int_{\mathbb{R}} \frac{\partial b}{\partial m}(X_s^{\tau,\mu}, m_s^{\tau,\mu}(s, \cdot))(\xi) k^{\tau,\mu}(s, \xi, y) d\xi \right|^2 ds 
+ \left| \int_{\mathbb{R}} \frac{\partial \sigma}{\partial m}(X_s^{\tau,\mu}, m_s^{\tau,\mu}(s, \cdot))(\xi) k^{\tau,\mu}(s, \xi, y) d\xi \right|^2 ds \right].
\]
So from Assumption (H2) and Proposition 3.6 we have (4.11). Applying Itô’s lemma for \( \int_{\mathbb{R}} |U_{t,x}^{s,\mu}(y)|^2 \, dy \), with standard arguments of SDEs, we have

\[
\mathbb{E} \left[ \sup_{t \leq s \leq T} \left| \int_{\mathbb{R}} |U_{s,x}^{t,\mu}(y)|^2 \, dy \right|^p \right] 
\leq C(p, L, T) \mathbb{E} \left[ \int_{t}^{T} \left( \int_{\mathbb{R}} \left| \frac{\partial b}{\partial m}(X_{s,x}^{t,\mu}, m^{t,\mu}(s,\cdot))(\xi)k^{t,\mu}(s,\xi, y) \, d\xi \right|^2 \, dy 
\right. 
+ \int_{\mathbb{R}} \left. \left| \int_{\mathbb{R}} \frac{\partial \sigma}{\partial m}(X_{s,x}^{t,\mu}, m^{t,\mu}(s,\cdot))(\xi)k^{t,\mu}(s,\xi, y) \, d\xi \right|^2 \, dy \right)^{\frac{p}{2}} \, ds \right].
\]

So from Assumption (H2) and Proposition 3.6 we have (4.12). Now we prove (4.13). We set for \((s, x, y) \in [t, T] \times \mathbb{R} \times \mathbb{R}, \)

\[
\Delta x := x' - x, \quad \Delta \mu := \mu' - \mu, \quad \Delta m(s, x) := m^{t,\mu'}(s, x) - m^{t,\mu}(s, x); \\
\Delta X_s := X_{s,x}^{t,x',\mu'} - X_{s,x}^{t,x,\mu}, \quad \Delta U_s(y) := U_{s,x}^{s'}(y) - U_{s,x}^{t,\mu}(y); \\
\Delta B_s(\xi) := \frac{\partial b}{\partial m}(X_{s,x}^{t,x',\mu'}, m^{t,\mu'}(s,\cdot))(\xi) - \frac{\partial b}{\partial m}(X_{s,x}^{t,x,\mu}, m^{t,\mu}(s,\cdot))(\xi); \\
\Delta \Sigma_s(\xi) := \frac{\partial \sigma}{\partial m}(X_{s,x}^{t,x',\mu'}, m^{t,\mu'}(s,\cdot))(\xi) - \frac{\partial \sigma}{\partial m}(X_{s,x}^{t,x,\mu}, m^{t,\mu}(s,\cdot))(\xi).
\]

With standard arguments of SDEs and Assumption (H2), we have

\[
\mathbb{E} \left[ \int_{t}^{T} \sup_{t \leq s \leq T} |\Delta U_s(y)|^2 \, dy \right] 
\leq C(L, T) \mathbb{E} \left[ \int_{t}^{T} \left( \int_{\mathbb{R}} |U_{s,x}^{t,\mu}|^2 \, dy \right)^{\frac{1}{2}} \left( |\Delta X_s|^2 + \|\Delta m(s, \cdot)\|_{L^2(\mathbb{R})}^2 \right) \right]
\]

\[
+ \int_{\mathbb{R}} \left| \int_{\mathbb{R}} \frac{\partial b}{\partial m}(X_{s,x}^{t,x',\mu'}, m^{t,\mu'}(s,\cdot))(\xi)k^{t,\mu'}(s,\xi, y) - k^{t,\mu}(s,\xi, y) \, d\xi \right|^2 \, dy 
+ \int_{\mathbb{R}} \left| \int_{\mathbb{R}} \frac{\partial \sigma}{\partial m}(X_{s,x}^{t,x',\mu'}, m^{t,\mu'}(s,\cdot))(\xi)k^{t,\mu'}(s,\xi, y) - k^{t,\mu}(s,\xi, y) \, d\xi \right|^2 \, dy 
+ \int_{\mathbb{R}} \left| \int_{\mathbb{R}} \Delta B_s(\xi)k^{t,\mu}(s,\xi, y) \, d\xi \right|^2 \, dy 
+ \int_{\mathbb{R}} \left| \int_{\mathbb{R}} \Delta \Sigma_s(\xi)k^{t,\mu}(s,\xi, y) \, d\xi \right|^2 \, dy \, ds \right].
\]

From Cauchy’s inequality, Proposition 2.4 and estimates (4.2), (4.11) and (4.12), we have

\[
\mathbb{E} \left[ \int_{t}^{T} \left( \int_{\mathbb{R}} |U_{s,x}^{t,\mu}|^2 \, dy \right)^{\frac{1}{2}} |\Delta X_s|^2 + \|\Delta m(s, \cdot)\|^2_{L^2(\mathbb{R})} \, ds \right] 
\leq C(T) \left( \mathbb{E} \left[ \sup_{t \leq s \leq T} \left| \int_{\mathbb{R}} |U_{s,x}^{t,\mu}|^2 \, dy \right|^2 \right]^\frac{1}{2} \mathbb{E} \left[ \sup_{t \leq s \leq T} |\Delta X_s|^4 \right]^\frac{1}{2} 
+ \mathbb{E} \left[ \sup_{t \leq s \leq T} \int_{\mathbb{R}} |U_{s,x}^{t,\mu}|^2 \, dy \right] \sup_{t \leq s \leq T} \|\Delta m(s, \cdot)\|^2_{L^2(\mathbb{R})} \right)
\leq C(\gamma, L, T, \|\mu\|_{W^{1,2}(\mathbb{R})}) (|\Delta x|^2 + \|\Delta \mu\|^2_{L^2(\mathbb{R})}).
\]
From Assumption (H2) and Proposition 5.6 we have for any \( s \in [t, T] \) and \( c = b, \sigma, \)
\[
\int_{t}^{T} \left( \int_{\mathbb{R}} \frac{\partial c}{\partial m}(X^{t,x,\mu', \cdot}_{s}, m^{t,\mu'}(s, \cdot))(\xi)|\partial_{V}k^{t,\mu'}(s, \xi, y)|dy \right)^{2} ds \leq C(\gamma, L, T, ||\mu||_{W^{1,2}(\mathbb{R})}, ||\mu'||_{W^{1,2}(\mathbb{R})})||\Delta \mu||_{W^{1,2}(\mathbb{R})}^{2}.
\]
Plugging (C.3)-(C.5) into (C.2), we have (4.13).

From Assumption (H2), estimate (C.2) and Propositions 2.4, 3.6 and 4.4, we have for any \( s \in [t, T], \)
\[
E\left[ \int_{t}^{T} \int_{\mathbb{R}} |\Delta B_{s}(\xi)k^{t,\mu'}(s, \xi, y)|dy \right] + \int_{t}^{T} \int_{\mathbb{R}} |\Delta \Sigma_{s}(\xi)k^{t,\mu'}(s, \xi, y)|dy \right] \leq C(\gamma, L, T, ||\mu||_{W^{1,2}(\mathbb{R})})E\left[ \int_{\mathbb{R}} |\Delta B_{s}(\xi)|^{2} + |\Delta \Sigma_{s}(\xi)|^{2} dy \right]
\]
\[
\leq C(\gamma, L, T, ||\mu||_{W^{1,2}(\mathbb{R})})(E\left[ \sup_{t \leq s \leq T} |\Delta B_{s}|^{2} + \sup_{t \leq s \leq T} ||\Delta \Sigma_{s}(\xi)||_{L^{2}(\mathbb{R})}^{2} \right])
\]
Plugging (C.3)-(C.5) into (C.2), we have (4.13).

**Appendix D. Proof of Proposition 5.1**

We continue to restrict ourselves within the one-dimensional case \( d = 1 \). Equalities (5.2)-(5.4) are direct consequences of Sections 3 and 4. The boundedness of (V, \( \frac{\partial V}{\partial \mu}, \frac{\partial^{2} V}{\partial \mu^{2}} \)) follows from Assumption (H4) and Proposition 4.1. From Assumption (H4), and Propositions 3.6 and 4.4, we have
\[
\frac{\partial V}{\partial \mu}(t, x, \mu)(\cdot) \leq C(L)E\left[ \int_{t}^{T} |U^{t,x,\mu}(y)|^{2}dy + \int_{t}^{T} \int_{\mathbb{R}} |\frac{\partial \Phi}{\partial m}(X^{t,x,\mu}(T, \xi, y))|^{2}dy \right] \leq C(\gamma, L, T, ||\mu||_{W^{1,2}(\mathbb{R})}).
\]
The Lipschitz-continuity of (V, \( \frac{\partial V}{\partial \mu}, \frac{\partial^{2} V}{\partial \mu^{2}} \)) with respect to \((x, \mu)\) follows from Assumption (H4), Propositions 2.4 and 4.4, and estimate (4.2). And from Assumption (H4), Cauchy’s inequality, estimate (4.2) and Propositions 2.4, 3.6, and 4.4, we have
\[
\frac{\partial V}{\partial \mu}(t, x, \mu)(\cdot) - \frac{\partial V}{\partial \mu}(t, x, \mu)(\cdot) \leq C(L)\left\{ E\left[ \int_{t}^{T} |U^{t,x,\mu}(y)|^{2}dy \right] + E\left[ \frac{1}{2} \int_{t}^{T} |U^{t,x,\mu}|^{2}dy \right] \right\}
\]
\[
+ ||m^{t,\mu'} - m^{t,\mu}||^{2}E\left[ \int_{t}^{T} |U^{t,x,\mu}|^{2}dy \right] \]
\[
+ E\left[ \int_{t}^{T} \left( \int_{\mathbb{R}} |\frac{\partial \Phi}{\partial m}(X^{t,x,\mu}(T, \xi, y))|^{2}dy \right) \right] \leq C(\gamma, L, T, ||\mu||_{W^{1,2}(\mathbb{R})}, ||\mu'||_{W^{1,2}(\mathbb{R})}).
\]
It remains to prove the H"older-continuity with respect to \( t \). Using the time-shifted Brownian motion \( B^{s}_{t} := B_{t+s} - B_{t}, s \geq 0 \), we see that \( X^{t,x,\mu} \) solve the
following SDE

\[ X_{s+t}^{t,x,\mu} = x + \int_0^s b(X_{t+s}^{t,x,\mu}, m_{t+s}^{t,\mu})\,dr + \int_0^s \sigma(X_{t+s}^{t,x,\mu}, m_{t+s}^{t,\mu})\,dB_r, \quad s \in [0, T-t]. \]

Consequently, \((m_{t+s}^{t,\mu}, X_{s+t}^{t,x,\mu})\) and \((m_{t+s}^{0,\mu}, X_{s+t}^{0,x,\mu})\) are solutions of the same system of PDE-SDE, only driven by different Brownian motions, \(B^t\) and \(B\), respectively. It follows that the laws of \((m_{t+s}^{t,\mu}, X_{s+t}^{t,x,\mu})\) and \((m_{t+s}^{0,\mu}, X_{s+t}^{0,x,\mu})\) coincide, and hence,

(D.1) \[ V(t, x, \mu) = \mathbb{E}[\Phi(X_{T}^{t,x,\mu}, m_{T}^{t,\mu}(T, \cdot))] = \mathbb{E}[\Phi(X_{T-t}^{0,x,\mu}, m_{0,\mu}(T-t, \cdot))]. \]

For two different initial times \(0 \leq t \leq t' \leq T,

\[ X_{T-t'}^{0,x,\mu} - X_{T-t}^{0,x,\mu} = - \int_{T-t'}^{T-t} b(X_{s}^{0,x,\mu}, m_{s}^{0,\mu})\,ds - \int_{T-t'}^{T-t} \sigma(X_{s}^{0,x,\mu}, m_{s}^{0,\mu})\,dB_s. \]

With Assumption (H2) and standard argument of SDEs, we have for any \(p \geq 2,

(D.2) \[ \mathbb{E}[|X_{T-t'}^{0,x,\mu} - X_{T-t}^{0,x,\mu}|^p] \leq C(p, L, T)|t' - t|^\frac{p}{2}. \]

From Assumption (H4), Lemma 2.3 (D.1) and (D.2), we prove the \(\frac{1}{2}\)-Hölder-continuity of \(V\) with respect to \(t\). The proof of the remaining estimate of the \(\frac{1}{2}\)-Hölder-continuity with respect to \(t\) for the derivatives of \(V\) is carried out by using the same kind of argument. From Proposition 4.1 we have for any \(p \geq 2\) and \(0 \leq t \leq t' \leq T,

(D.3) \[ \mathbb{E}[|\partial_x X_{T}^{t',x,\mu} - \partial_x X_{T}^{t,x,\mu}|^p + |\partial_x^2 X_{T}^{t',x,\mu} - \partial_x^2 X_{T}^{t,x,\mu}|^p] \leq C(L, T)|t' - t|^\frac{p}{2}. \]

The \(\frac{1}{2}\)-Hölder continuity of \((V, \partial V, \partial^2 V)\) with respect to \(t\) then follows from Assumption (H4), estimates (D.2) and (D.3), Lemma 2.3 and Proposition 4.1. From equation (4.1) and Propositions 3.6 and 4.3 we have for \(0 \leq t \leq t' \leq T,

(D.4) \[
\begin{align*}
\mathbb{E} & \left[ \int_{\mathbb{R}} [U_{T}^{t',x,\mu}(y) - U_{T}^{t,x,\mu}(y)]^2 \,dy \right] \\
& \leq C(L, T) \mathbb{E} \left[ \int_{T-t'}^{T-t} \int_{\mathbb{R}} |U_{s}^{0,x,\mu}(y)|^2 \,dy \right] \\
& \quad + \left[ \int_{\mathbb{R}} \left| \frac{\partial \sigma}{\partial m} (X_{s}^{0,x,\mu}, m_{s}^{0,\mu}(s, \cdot))(\xi) \bigl(k_{0,\mu}(s, \xi, y)dy \right| d\xi \right] \\
& \quad + \left[ \int_{\mathbb{R}} \left| \frac{\partial b}{\partial m} (X_{s}^{0,x,\mu}, m_{s}^{0,\mu}(s, \cdot))(\xi) \bigl(k_{0,\mu}(s, \xi, y)dy \right| d\xi \right] \\
& \leq C(\gamma, L, T, \| \mu \|_{W^{1,2}(\mathbb{R})})|t' - t|. 
\end{align*}
\]
Therefore, from Assumption (H4), Cauchy’s inequality, Lemma 2.3, Propositions 3.3 and 4.4 and estimates 12.2 and 12.4, we have

\[
\left\| \frac{\partial V}{\partial \mu}(t', x, \mu)(\cdot) - \frac{\partial V}{\partial \mu}(t, x, \mu)(\cdot) \right\|^2_{L^2(\mathbb{R})} \\
\leq C(L) \left( \mathbb{E} \left[ \int_{\mathbb{R}} |U_{t'}^{t, x, \mu} - U_{t}^{t, x, \mu}|^2 dy \right] + \mathbb{E} \left[ \left| X_{t'}^{t, x, \mu} - X_{t}^{t, x, \mu} \right| \right] + \mathbb{E} \left[ \int_{\mathbb{R}} |U_{t'}^{t, x, \mu}|^2 dy \right] \right)^{\frac{1}{2}} \\
+ \left\| m_{0, \mu}^{0, \mu} - m_{0, \mu}^{0, \mu} \right\|^2 \mathbb{E} \left[ \int_{\mathbb{R}} |U_{t'}^{t, x, \mu}|^2 dy \right] \\
+ \mathbb{E} \left[ \int_{\mathbb{R}} \left| \int_{\mathbb{R}} \frac{\partial \Phi}{\partial m}(X_{t'}^{t, x, \mu}, m_{0, \mu}^{0, \mu})(\xi) \right| d\xi \cdot \left| k_{0, \mu}(T - t', \xi, y) - k_{0, \mu}(T - t, \xi, y) \right| dy \right] \\
+ \left\| \int_{\mathbb{R}} \frac{\partial \Phi}{\partial m}(X_{t'}^{t, x, \mu}, m_{0, \mu}^{0, \mu})(\xi) - \int_{\mathbb{R}} \frac{\partial \Phi}{\partial m}(X_{t}^{t, x, \mu}, m_{0, \mu}^{0, \mu})(\xi) \right\|^2 dy \\
\leq C(L, L, T, \| \mu \|_{W^{1, 2}(\mathbb{R})})|t' - t|.
\]

APPENDIX E. PROOF OF LEMMA 6.2

We continue to restrict ourselves within the one-dimensional case $d = 1$. Let $0 \leq t \leq s \leq T, x \in \mathbb{R}$ and $\mu \in W^{3, 2}(\mathbb{R})$. Note from Proposition 4.3 that $m^{t, \mu}(s, \cdot) \in W^{3, 2}(\mathbb{R})$. We first consider $f(s, x, m^{t, \mu}(s, \cdot)) - f(t, x, \mu)$. We put $t^n_i := t + i(s - t)2^{-n}$ for $0 \leq i \leq 2^n$ and $n \geq 1$. Then

\[
f(s, x, m^{t, \mu}(s, \cdot)) - f(t, x, \mu) = \sum_{i=0}^{2^n-1} \left[ f(t^n_{i+1}, x, m^{t, \mu}(t^n_{i+1}, \cdot)) - f(t^n_i, x, m^{t, \mu}(t^n_i, \cdot)) \right].
\]

Actually,

\[
f(t^n_{i+1}, x, m^{t, \mu}(t^n_{i+1}, \cdot)) - f(t^n_i, x, m^{t, \mu}(t^n_i, \cdot)) \\
= \int_{t^n_i}^{t^n_{i+1}} \frac{\partial f}{\partial r}(r, x, m^{t, \mu}(t^n_{i+1}, \cdot)) dr \\
+ \int_{\mathbb{R}} \frac{\partial f}{\partial \mu}(t^n_i, x, m^{t, \mu}(t^n_i, \cdot))(\xi) [m^{t, \mu}(t^n_{i+1}, \xi) - m^{t, \mu}(t^n_i, \xi)] d\xi \\
+ \int_{\mathbb{R}} \left[ \int_0^1 \left( \frac{\partial f}{\partial t^n_i, x, m^{t, \mu}(t^n_i, \cdot)} + \lambda [m^{t, \mu}(t^n_{i+1}, \cdot) - m^{t, \mu}(t^n_i, \cdot)] \right) \right] d\lambda d\xi \\
= \int_{t^n_i}^{t^n_{i+1}} \frac{\partial f}{\partial r}(r, x, m^{t, \mu}(t^n_{i+1}, \cdot)) dr + \int_{t^n_i}^{t^n_{i+1}} \frac{\partial f}{\partial \mu}(t^n_i, x, m^{t, \mu}(t^n_i, \cdot))(\xi) \frac{\partial m^{t, \mu}}{\partial r}(r, \xi) d\xi dr \\
+ \int_{t^n_i}^{t^n_{i+1}} \int_0^1 \left[ \frac{\partial f}{\partial t^n_i, x, m^{t, \mu}(t^n_i, \cdot)} + \lambda [m^{t, \mu}(t^n_{i+1}, \cdot) - m^{t, \mu}(t^n_i, \cdot)] \right] \cdot \frac{\partial m^{t, \mu}}{\partial r}(r, \xi) d\lambda d\xi dr.
\]
From Lemma 2.3, Proposition 2.5 and the fact that $f \in C^{1,2,1}_b$, we have

$$\left| \int_{t_0}^{t_{n+1}^i} \frac{\partial f}{\partial r}(r, x, m^{t,\mu}(t_{i+1}^n, \cdot)) - \frac{\partial f}{\partial r}(r, x, m^{t,\mu}(r, \cdot))dr \right|$$

$$\leq C(\sup_{t_i^n \leq r \leq t_{i+1}^n} \|m^{t,\mu}(r, \cdot)\|_{W^{3,2}(\mathbb{R})}) \int_{t_0}^{t_{n+1}^i} \|m^{t,\mu}(t_{i+1}^n, \cdot) - m^{t,\mu}(r, \cdot)\|_{W^{3,2}(\mathbb{R})} dr$$

$$\leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})}) \int_{t_0}^{t_{n+1}^i}|t_i^n - r|^{\frac{3}{2}} dr \leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})})2^{-\frac{3n}{2}}.$$

So we have

$$\left| \sum_{i=0}^{2^n-1} \int_{t_0}^{t_i^n} \frac{\partial f}{\partial r}(r, x, m^{t,\mu}(t_{i+1}^n, \cdot))dr - \int_{t_i^n}^{t_{i+1}^n} \frac{\partial f}{\partial r}(r, x, m^{t,\mu}(r, \cdot))dr \right|$$

$$\leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})})2^{-\frac{3n}{2}} \rightarrow 0.$$

From Lemma 2.3, Proposition 2.5 and the fact that $f \in C^{1,2,1}_b$, we have

$$\left| \int_{t_0}^{t_{n+1}^i} \int_{\mathbb{R}} \left[ \frac{\partial f}{\partial \mu}\partial_{t^n_i, x, \cdot}(t_i^n, \cdot)(\xi) - \frac{\partial f}{\partial \mu}(r, x, m^{t,\mu}(r, \cdot))\right] \frac{\partial m^{t,\mu}}{\partial r}(r, \xi) d\xi dr \right|$$

$$\leq \int_{t_0}^{t_{n+1}^i} \left( \int_{\mathbb{R}} \left[ \frac{\partial f}{\partial \mu}(t_i^n, x, m^{t,\mu}(t_i^n, \cdot))(\xi) - \frac{\partial f}{\partial \mu}(r, x, m^{t,\mu}(r, \cdot))\right] d\xi \right)^{\frac{3}{2}} dr$$

$$\leq C(\sup_{t_i^n \leq r \leq t_{i+1}^n} \|m^{t,\mu}(r, \cdot)\|_{W^{3,2}(\mathbb{R})}) \sup_{t_i^n \leq r \leq t_{i+1}^n} \|\frac{\partial m^{t,\mu}}{\partial r}(r, \cdot)\|_{L^2(\mathbb{R})}$$

$$\times \int_{t_i^n}^{t_{i+1}^n} |r - t_i^n|^{\frac{3}{2}} + \|m^{t,\mu}(r, \cdot) - m^{t,\mu}(t_i^n, \cdot)\|_{W^{3,2}(\mathbb{R})} dr$$

$$\leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})}) \int_{t_i^n}^{t_{i+1}^n} |r - t_i^n|^{\frac{3}{2}} dr \leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})})2^{-\frac{3n}{2}}.$$

So we have

$$\left| \sum_{i=0}^{2^n-1} \int_{t_0}^{t_i^n} \int_{\mathbb{R}} \frac{\partial f}{\partial \mu}(t_i^n, x, m^{t,\mu}(t_i^n, \cdot))(\xi) \frac{\partial m^{t,\mu}}{\partial r}(r, \xi) d\xi dr \right.$$

$$- \int_{t_i^n}^{t_{i+1}^n} \frac{\partial f}{\partial \mu}(r, x, m^{t,\mu}(r, \cdot))(\xi) \frac{\partial m^{t,\mu}}{\partial r}(r, \xi) d\xi dr \left|$$

$$\leq C(\gamma, L, T, \|\mu\|_{W^{3,2}(\mathbb{R})})2^{-\frac{3n}{2}} \rightarrow 0.$$
From Lemmas 2.3 and 2.5, Propositions 2.3 and 2.5 and the fact that \( f \in C_{b}^{1,2,1} \), we have
\[
\left| \int_{t_{n}}^{t_{n+1}} \int_{\mathbb{R}} \left[ \frac{\partial f}{\partial \mu}(t_{i}^{n}, x, m^{t, \mu}(t_{i}^{n}, \cdot)) + \lambda[m^{t, \mu}(t_{i+1}^{n}, \cdot) - m^{t, \mu}(t_{i}^{n}, \cdot)] \right](\xi) \, d\lambda d\xi dr \right|
\leq C \sup_{t_{n} \leq s \leq t_{n+1}} \| m^{t, \mu}(r, \cdot) \|_{W^{3,2}(\mathbb{R})} \| m^{t, \mu}(t_{i+1}^{n}, \cdot) - m^{t, \mu}(t_{i}^{n}, \cdot) \|_{W^{2,2}(\mathbb{R})}
\times \int_{t_{n}}^{t_{n+1}} \| \frac{\partial m^{t, \mu}}{\partial r}(r, \cdot) \|_{L^{2}(\mathbb{R})} dr
\leq C(\gamma, L, T, \| \mu \|_{W^{3,2}(\mathbb{R})}) 2^{-\frac{3}{2} \frac{n}{T}} \int_{t_{n}}^{t_{n+1}} \| \frac{\partial m^{t, \mu}}{\partial r}(r, \cdot) \|_{L^{2}(\mathbb{R})} dr.
\]
So from Lemma 2.3 we have
\[
\left| \sum_{i=0}^{2^{n}-1} \int_{t_{n}}^{t_{n+1}} \int_{\mathbb{R}} \left[ \frac{\partial f}{\partial \mu}(t_{i}^{n}, x, m^{t, \mu}(t_{i}^{n}, \cdot)) \right] \cdot \frac{\partial m^{t, \mu}}{\partial r}(r, \cdot) d\lambda d\xi dr \right|
\leq C(\gamma, L, T, \| \mu \|_{W^{3,2}(\mathbb{R})}) 2^{-\frac{3}{2} \frac{n}{T}} \int_{t_{n}}^{t_{n+1}} \| \frac{\partial m^{t, \mu}}{\partial r}(r, \cdot) \|_{L^{2}(\mathbb{R})} dr
\leq C(\gamma, L, T, \| \mu \|_{W^{3,2}(\mathbb{R})}) 2^{-\frac{3}{2} \frac{n}{T}} \rightarrow 0.
\]
Up to now, we have
\[
f(s, x, m^{t, \mu}(s, \cdot)) - f(t, x, \mu)
= \int_{t}^{s} \left[ \frac{\partial f}{\partial r}(r, x, m^{t, \mu}(r, \cdot)) + \int_{\mathbb{R}} \frac{\partial f}{\partial \mu}(r, x, m^{t, \mu}(r, \cdot))(\xi) \frac{\partial m^{t, \mu}}{\partial r}(r, \cdot) d\lambda d\xi dr \right] ds.
\]
We now set \( \phi(s, x) := f(s, x, m^{t, \mu}(s, \cdot)) \). Then,
\[
\phi(s, X_{s}^{t,x,\mu}) = f(s, X_{s}^{t,x,\mu}, m^{t, \mu}(s, \cdot)), \quad \phi(t, x) = f(t, x, \mu).
\]
From (E.1) we know that
\[
\frac{\partial \phi}{\partial s}(s, x) = \frac{\partial f}{\partial s}(s, x, m^{t, \mu}(s, \cdot)) + \int_{\mathbb{R}} \frac{\partial f}{\partial \mu}(s, x, m^{t, \mu}(s, \cdot))(\xi) \frac{\partial m^{t, \mu}}{\partial s}(s, \xi) d\xi.
\]
Therefore, by applying classical Itô’s formula for \( \phi(s, X_{s}^{t,x,\mu}) \), we have (E.1).
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