Valley Zeeman effect and Landau levels in two-dimensional transition metal dichalcogenides
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This paper presents a theoretical description of both the valley Zeeman effect (g-factors) and Landau levels in two-dimensional H-phase transition metal dichalcogenides (TMDs) using the Luttinger-Kohn approximation with spin-orbit coupling. At the valley extrema in TMDs, energy bands split into Landau levels with a Zeeman shift in the presence of a uniform out-of-plane external magnetic field. The Landau level indices are symmetric in the $K$ and $K'$ valleys. We develop a numerical approach to compute the single-band g-factors from first principles without the need for a sum over unoccupied bands. Many-body effects are included perturbatively within the GW approximation. Nonlocal exchange and correlation self-energy effects in the GW calculations increase the magnitude of single-band g-factors compared to those obtained from density functional theory. Our first-principles results give spin- and valley-split Landau levels, in agreement with recent optical experiments. The exciton g-factors deduced in this work are also in good agreement with experiment for the bright and dark excitons in monolayer WSe$_2$, as well as the lowest-energy bright excitons in MoSe$_2$-WSe$_2$ heterobilayers with different twist angles.
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I. INTRODUCTION

When a weak external magnetic field is applied to a periodic system, there are two physical effects on the band extrema. First, Bloch states are reorganized into highly degenerate Landau levels (LLs). Second, LLs are further shifted in energy, known as the Zeeman effect. In recent years, the seminal prediction of spin-valley coupling caused by broken inversion symmetry in semiconducting monolayer (ML) H-phase transition metal dichalcogenides (TMDs) [1] has led to a surge in theoretical and experimental interest in the response of TMDs to external magnetic fields for valleytronics applications [2–8]. Inversion symmetry breaking and threefold rotational symmetry also lead to valley-dependent optical selection rules [1,9–11], which have enabled experimentalists to measure the valley-dependent Zeeman effect [7] and Landau levels [8] in these TMDs. Theoretically, how energy band edges at each valley respond to the external magnetic field is essential to understand both phenomena. However, most theoretical works target each effect separately.

On the one hand, the band edge Zeeman shift has been explained by the band- and valley-dependent orbital magnetic moment $m_{nk}$, or Laudé g-factor $g_{nk}^{orb}$, given by $m_{nk} = g_{nk}^{orb} \mu_B$. In Ref. [12], the authors show that Peierls substitution into a multi-band $k \cdot p$ Hamiltonian matrix results in a term that is linear in the external magnetic field, which was used to define the Laudé g-factor. However, the final expressions do not contain information on LLs. Another approach that has been widely used is to define the orbital magnetic moment using semiclassical considerations [13]. This semiclassical method also does not lead to expressions for LLs. On the other hand, LLs in TMDs have been derived using the massive Dirac fermion model [14–16], obtained by Peierls substitution into a two-band tight binding (TB) model. This model results in LL indices that are asymmetric between the $K$ and $K'$ valleys [14–16], with no Zeeman term.

To explain experiments in which both the valley Zeeman effect and LLs are important [8,17], one needs to find a general approach to take into account the two effects on an equal-footing framework. However, in many cases, the above theories are patched together in an ad hoc fashion to interpret transport and optical measurements in the literature [8,17–19]. Specifically, the LLs obtained from the massive Dirac fermion model are further shifted by an additive Zeeman term, which is obtained from one of the models that deduced an expression for the Zeeman term without the LL effect. Such a simple mixing of different models is not convincing. One objection is from Niu et al., who have suggested that the LLs from the massive Dirac fermion model should not be
further shifted by any Zeeman term [15]. Fundamentally, this confusion of how to treat both the Zeeman effect and LLs arises from the fact that the Zeeman effect and LLs have been explained separately with different model Hamiltonians. The use of different Hamiltonians also leads to controversies in the interpretation of the $g$-factors.

Existing quantitative predictions of the single-band $g$-factor can be summarized into two approaches [5]. The first approach is based on a phenomenological model [20], where the orbital magnetic moment is partitioned into atomic and valley terms, so that the total single-band $g$-factor consists of three terms, namely, the spin, atomic, and valley terms [2]. Since the valence band maximum (VBM) and conduction band minimum (CBM) of TMDs are composed mainly of $d$ orbitals, atomic contributions are taken as their magnetic quantum numbers $\pm 2$ and 0 [21]. The valley term is approximated to be inversely proportional to the effective mass [8,9,22,23]. However, for models with more than two bands, such a relation does not hold anymore [12]. Another problem is that the partitioning of the orbital magnetic moments into atomic and valley terms has not been justified properly—in particular, it is not clear whether they are additive and if there are other contributions left. The second approach is based on Peierls substitution into an effective multiband $k \cdot p$ Hamiltonian [12], which has been discussed above. Contrary to the phenomenological model, the authors argue that atomic terms are vanishing and the effect from remote bands is believed to be important. In a later work, it is shown that Hamiltonians with different number of bands lead to very different exciton $g$-factors [24]. Although both approaches can give $g$-factors in reasonable agreement with experiment, their numerics very much depend on the specific model Hamiltonian chosen.

Kormányos et al. have proposed to reduce a multiband $k \cdot p$ Hamiltonian to a single-band model using Löwdin-partitioning [25]. In this case, the energy expressions for the band extrema contain both the Zeeman term and LLs. However, one drawback of this approach is that the $g$-factor used in the Zeeman term is model-dependent, and in particular, also does not have the atomic contribution that was suggested in the phenomenological models.

In this work, to describe both the valley Zeeman effect and LLs in two-dimensional (2D) TMDs, we propose using a general Hamiltonian including spin-orbit coupling (SOC) for an electron in a periodic potential perturbed by a uniform external magnetic field. Our key results are as follows: within the Luttinger-Kohn (LK) approximation [26], the valley band edges split into LLs with a valley-dependent Zeeman shift. In contrast to previous predictions [8,12,15,20,25], LL indices obtained from the present work are symmetric with respect to the $K$ and $K'$ valleys, and the orbital magnetic moment describing the Zeeman shift is shown to be equivalent to the compact Berry-curvature-like expression derived using the semiclassical approach [13]. We further extend the LK approximation to electrons in a nonlocal periodic potential, where the compact form of the magnetic moment remains unchanged. This extension allows us to include nonlocal exchange and correlation effects in our predictions for the single-band $g$-factor, which have not been discussed before. We implement an approach to evaluate the Berry-curvature-like expression for the $g$-factor without the need for a sum over unoccupied bands, using first-principles Hamiltonians. We use density functional theory (DFT) as well as many-body perturbation theory within the GW approximation, and obtain results for prototypical TMD systems. First, the single-band $g$-factor and Berry curvature obtained using DFT are found to be quite different from those derived using a TB Hamiltonian [27]. Deriving analytically separate components of the orbital magnetic moment using a tight-binding basis, we provide clear definitions of the valley and atomic terms of the orbital magnetic moment and furthermore, uncover an additional cross term, which arises from a coupling between the phase winding of Bloch states and the parent atomic orbitals. The deviation of our TB results from DFT originates from the omission of atomic and cross terms. Second, compared to DFT, GW self-energy effects increase the magnitude of single-band $g$-factors significantly while keeping exciton $g$-factors in ML WS$_2$ approximately unchanged. For the interlayer excitons in MoSe$_2$-WSe$_2$ heterostructures, GW results for exciton $g$-factors agree better with experiments than DFT. Finally, the single-band $g$-factors, together with our predictions for the LL spacings, result in spin- and valley-split LLs, consistent with the optical experiment by Mak et al. [8].

Our theoretical formalism is presented in Sec. II and in Appendices A–C, where treatment of nonlocal potentials is specifically discussed. Our numerical method is also presented in Sec. II, with numerical results shown and discussed in Sec. III. In Sec. IV, we summarize the paper and discuss briefly the possibility of accounting for the energy-dependence of the self-energy. Derivations of the atomic, valley, and cross terms of the orbital magnetic moment are included in Appendix D.

II. THEORETICAL APPROACH

A. Formalism

We start with the general Hamiltonian of an electron in a local periodic potential with SOC, in the presence of an external magnetic field $\mathbf{B} = \nabla \times \mathbf{A} = (0, 0, B_z)$:

$$
\mathcal{H} = \left(\frac{\mathbf{p} + e\mathbf{A}}{2m_e}\right)^2 + V(\mathbf{r}) + \mathcal{H}_{\text{SOC}} + \mathcal{H}_{\text{spin}},
$$

$$
\mathcal{H}_{\text{SOC}} = \frac{\hbar}{4m_e^2c^2} (\mathbf{\sigma} \times \nabla V) \cdot (\mathbf{p} + e\mathbf{A}),
$$

$$
\mathcal{H}_{\text{spin}} = \frac{g_s \mu_B}{2} \mathbf{\sigma} \cdot \mathbf{B},
$$

where $m_e$ is the electron mass, $V(\mathbf{r})$ is the local periodic potential, $\mu_B$ is the Bohr magneton, and $g_s \approx 2$ is the free-electron $g$-factor. $\mathbf{\sigma}$ refers to the Pauli matrices. Because $\mathbf{A}$ is a good quantum number at $K$ and $K'$ in the H-phase TMDs [1], the spin-diagonal components of Eq. (1) give the solutions for spin-up and spin-down states. Henceforth, the spin Zeeman term $\mathcal{H}_{\text{spin}}$ is dropped from our equations and will be added on again in the final result for the energy levels.

We first consider the energy levels of the Hamiltonian of ML TMD without the magnetic field. Using a second-order expansion of the energy levels around $K$, the nondegenerate quasiparticle energy levels $E_n(\mathbf{K} + \mathbf{q})$ are given by (see...
\[
E_{nK+q} = E_{nK} + \frac{\hbar^2 q^2}{2m_e} + E^{(2)}_{nK}(q),
\]
where
\[
E^{(2)}_{nK}(q) = \left( \frac{\hbar}{m_e} \right)^2 \sum_{m \neq n} |\langle u_{mK}|\mathbf{\pi}|u_{nK}\rangle|^2.
\]
Here, \(q\) is the crystal momentum and \(u_{nK}\) are the periodic part of the Bloch eigenstates of the Hamiltonian without any magnetic field. Note that if SOC is neglected, \(\mathbf{\pi} = \mathbf{p} + \frac{k}{m_e^*} (\sigma \times \mathbf{V})\) is simply replaced by \(\mathbf{p}\) and all the formalism in what follows remains the same. Luttinger and Kohn [26,28] have shown that if the magnetic field is treated as a perturbation, then, dropping \(\hat{H}_{\text{spin}}\), the energy levels of the Hamiltonian in Eq. (1) can be obtained by solving an effective eigenvalue problem:
\[
E_n(K + \hat{q}) \Psi_n = \varepsilon_n \Psi_n,
\]
where \(\hat{q}\) is in \(E_n(K + \hat{q})\) is replaced by the operator \(\hat{q} = \mathbf{p}/\hbar + e\mathbf{A}/\hbar\). The effective Hamiltonian \(E_n(K + \hat{q})\) required in Eq. (4) can then be shown to be
\[
E_{nK+q} = E_{nK} + \frac{\hbar^2 (\hat{q}_x^2 + \hat{q}_y^2)}{2m^*} - m_{nK} \cdot \mathbf{B},
\]
where the effective mass \(m^*\) is
\[
\frac{1}{m^*} = \frac{1}{m_e} + \frac{1}{m^*_e} \sum_n 2|\Pi_{nm}|^2.
\]
with the matrix elements \(\Pi_{nm} = \langle u_{nK}|\mathbf{\pi}|u_{mK}\rangle\), and the orbital magnetic moment \(m_{nK}\) is defined by coefficient of the linear term on the external magnetic field:
\[
m_{nK} = -i\mu_B \frac{\hbar}{m_e} \sum_{m \neq n} \Pi_{nm} \times \Pi_{nm}.
\]
Here, we have neglected terms involving \(q_x\) and \(\Pi_{nm}^z\) as there is no band dispersion along the \(z\) direction in 2D materials. The numerator from Eq. (3) results in a term of the form \([\hat{q}_x, \hat{q}_y] = [\hat{q}_x, \hat{q}_y] + [\hat{q}_y, \hat{q}_x] = i\hbar \mathbf{B} / \hbar\). Eq. (5) can be readily derived from the threefold rotational symmetry in TMDs, which gives \(\Pi_{nm}^z = \pm i\Pi_{nm}^{x,y} \) [29].

Substituting Eq. (5) into Eq. (4), we obtain the equation for a free electron in the presence of \(\mathbf{B} = (0, 0, B_z)\), with energy levels shifted by a term in the magnetic field, given by \(-m_{nK} \cdot \mathbf{B}\). Thus, solving Eq. (4) and adding on \(\tilde{H}_{\text{spin}}\) gives LLs with energies
\[
\varepsilon_N = E_{nK} + \left( N + \frac{1}{2} \right) \hbar \omega_c - g_{nK}^0 \mu_B B_z + g' \varepsilon_{nK} \mu_B B_z,
\]
where the cyclotron frequency \(\omega_c = eB_z/m^*\), the quantum number \(N\) in Eq. (4) is now the LL index \(N = 0, 1, 2, \ldots\), and the single-band \(g\)-factor is defined as \(g_{nK}^0 \mu_B = m_{nK}^*\). Notably, our result shows that the LL indices are symmetric in \(K\) and \(K'\), different from the results obtained from the massive Dirac fermion model where the LL indices are valley-dependent [14,15].

We also highlight that the Bloch states are reorganized into LLs, so that the energies \(\varepsilon_N\) depend on the LL indices \(N\), and not on the crystal momenta, which are not rigorously defined in the presence of an external magnetic field. The orbital magnetic moment as defined in Eq. (7) should be evaluated exactly at the valley extrema. It determines the Zeeman shift for all the LLs [Eq. (8)] that are located within the energy range in which the original Bloch state band structure is quadratic [Eq. (2)].

In contrast to previous work, we do not assume any specific form of the Hamiltonian. Our derivation using the LK approximation results directly in an energy expression that includes both the LLs and Zeeman effects. Compared with the approach by Kormányos et al. [25] we start from a general Hamiltonian without the need to use a particular multiband \(\mathbf{k} \cdot \mathbf{p}\) model. Thus, the atomic contribution to the magnetic moment in the Zeeman effect is included automatically (see Secs. II B and III A for more details). Our final expression for LLs in Eq. (8) can be directly used to interpret relevant experiments after obtaining the effective mass and \(g_{nK}^0\) from first principles. The limitation of this approach is that only terms up to second order in \(\hat{q}\) are included in the expression for energy bands in Eq. (2). So Eq. (8) is only a solution in the parabolic region of the energy extrema. Applying the LK approximation to the full band would lead to the Hofstadter butterfly spectrum [30].

We now discuss another form of Eq. (7). Using the result from perturbation theory that
\[
\partial_{\mathbf{k}} u_{nk} = -\frac{i}{\hbar} \langle \hat{\mathbf{H}}_{nK} | \mathbf{\pi} | u_{nk} \rangle,
\]
\(\mathbf{m}_{nK}\) in Eq. (7) can be written as
\[
\mathbf{m}_{nK} = -\frac{i e}{2\hbar} (\partial_{\mathbf{k}} u_{nk} | \times [\hat{\mathbf{H}}_{nK} - E_{nk}] | u_{nk} ) |_{\mathbf{k}=\mathbf{K}}.
\]
which has the same form as the semiclassical formula for \(\mathbf{m}_{nK}\) derived in Ref. [13] in the absence of SOC. We emphasize that Eq. (10) is the orbital magnetic moment of single bands at nondegenerate band extrema with SOC, which is different from the total orbital magnetic moment that involves summation over all Bloch states [31]. Equation (10) is used instead of Eq. (7) for our calculations of the \(g\)-factor, because the form of the orbital magnetic moment in Eq. (10) holds also when \(V(r)\) in Eq. (1) is replaced by a nonlocal potential \(V_{\text{NL}}(\mathbf{r}, \mathbf{r}')\). This is in contrast to the expression in Eq. (7), which requires the potential in the Hamiltonian to be local.

In the formalism presented above, we have used the property of locality in the periodic potential twice. First, in the original proof of the LK approximation, a local periodic potential \(V(r)\) is used in Eq. (1). However, the LK method can be approximately extended to the nonlocal case and one may refer to the discussion in Appendix B. Second, in the expansion [Eq. (2)] of energy bands in the absence of a magnetic field, the second-order term [Eq. (3)] is valid only for a local potential [see Eq. (A1)]. This means that Eq. (7) is valid only for Hamiltonians with local potentials. For a nonlocal potential, we can express this second-order term in the same form, but with \(\mathbf{p}\) replaced by a more complicated expression, which we call \(\mathbf{c}\) [32] (see Appendix C for details). From Eq. (3) to Eq. (9), \(\mathbf{p}\) can be replaced by \(\mathbf{c}\) and Eq. (10)
remains unchanged. Thus, Eq. (10) can directly be used to compute the $g$-factors if one were to take into account the effects of nonlocal many-body corrections to the quasiparticle Hamiltonian.

B. Numerical method

In this subsection, we describe our numerical method to evaluate Eq. (10) using first-principles Hamiltonians taking into account exchange and correlation effects within DFT and within many-body perturbation theory using the GW approximation.

Our numerical implementation for the DFT $g$-factors is performed in the DFT code, QuantumESPRESSO [33]. The $u_{nk}$ in Eq. (10) are obtained as the periodic part of the Bloch states, $\psi_{nk} = e^{i \mathbf{k} \cdot \mathbf{r}} u_{nk}$, which are the solutions of the Kohn-Sham equations,

$$H^{\text{DFT}} \psi_{nk} = \left[ \frac{\mathbf{p}^2}{2m_e} + V_{\text{ion}} + V_{\text{H}} + V_{\text{xc}} \right] \psi_{nk} = E^{\text{DFT}}_{nk} \psi_{nk},$$

(11)

where $V_{\text{ion}}$, $V_{\text{H}}$, and $V_{\text{xc}}$ are the ionic, Hartree, and exchange-correlation potentials. The periodic potential $V$ in Eq. (1) is taken to be the effective mean field potential $V_{\text{MF}} = V_{\text{ion}} + V_{\text{H}} + V_{\text{xc}}$ felt by an electron in the TMD material. For the DFT calculations in this work, the exchange-correlation functional is evaluated within the local density approximation (LDA) or the generalized gradient approximation (GGA) using the Perdew-Berke-Ernzerhof (PBE) [34] parametrization. Any explicit dependence of the exchange-correlation functional on the current density [35] is neglected. Similar approximations have been made for the computation of nuclear magnetic resonance chemical shifts, and good agreement with experiment was obtained [36]. We use optimized norm-conserving pseudopotentials [37] with an energy cutoff of 60 Ry, and our ground-state charge density is obtained using a $21 \times 21 \times 1$ k-grid.

Then the key quantity $\partial_{\mathbf{k}} u_{nk}$ is calculated as

$$\partial_{\mathbf{k}} u_{nk} = \frac{e^{i \mathbf{k} \cdot \mathbf{r}} u_{nk+\mathbf{k}} - u_{nk}}{i\hbar},$$

(12)

where $e^{i \mathbf{k} \cdot \mathbf{r}} = \langle u_{nk} | \mathbf{r} \rangle / \langle u_{nk} | u_{nk+\mathbf{k}} \rangle$. The term $e^{i \mathbf{k} \cdot \mathbf{r}}$ eliminates the random phase factor between $u_{nk}$ and $u_{nk+\mathbf{k}}$, allowing us to use the parallel transport gauge. Since the orbital magnetic moment and Berry curvature are both gauge-independent, such a parallel transport gauge will not affect our numerical results. Thus, we directly evaluate Eq. (10) using the DFT Kohn-Sham Hamiltonian, wave functions and eigenvalues. We have checked the numerical convergence of both the Berry curvature and $g$-factor with respect to the magnitude of $\partial_{\mathbf{k}}$, which we have taken to be $10^{-5}$ times the reciprocal lattice constant. Our self-consistent cycle is converged using an energy criterion of $10^{-8}$ Ry. We comment that the above procedure remains the same whether or not SOC is included in the DFT Hamiltonian.

Although the Kohn-Sham wave functions are typically a good approximation to the quasiparticle wave functions, Kohn-Sham eigenvalues in general cannot be formally interpreted as quasiparticle energies. For example, DFT calculations using LDA and GGA exchange-correlation functionals usually underestimate the fundamental gap [38,39]. Quasiparticle properties can be formulated rigorously within a Green’s function approach, notably the GW approximation from many-body perturbation theory. So, it is important to evaluate the $g$-factors using the GW Hamiltonian, and we implement our numerical method in the BerkeleyGW package [40].

DFT calculations are first performed to provide the mean-field starting point for the GW calculation. The GW quasiparticle eigenvalues $E^{\text{QP}}_{nk}$ are then obtained by solving the following equation:

$$H^{\text{GW}} \psi_{nk} = (H^{\text{DFT}} - V_{\text{xc}} + \Sigma) \psi_{nk} = E^{\text{QP}}_{nk} \psi_{nk},$$

(13)

where $V_{\text{xc}}$ represents the exchange-correlation potential present in the DFT calculation, $\Sigma = iGW$ is the GW self-energy approximated by product of the Green’s function and the screened Coulomb interaction $W(\mathbf{r}, \mathbf{r}')$. For the purpose of this paper, we ignore the energy dependence in $\Sigma$, using the so-called static Coulomb-hole-screened-exchange (COHSEX) approximation, introduced by Hedin [38,41]. In the COHSEX approximation, the self-energy consists of two terms:

$$\Sigma = \Sigma_{\text{SEX}} + \Sigma_{\text{COH}},$$

$$\Sigma_{\text{SEX}}(\mathbf{r}, \mathbf{r}') = - \sum_{nk} \psi_{nk}(\mathbf{r}) \psi_{nk}(\mathbf{r}')^* W(\mathbf{r}, \mathbf{r}'),$$

$$\Sigma_{\text{COH}}(\mathbf{r}, \mathbf{r}') = \frac{1}{2} \delta(\mathbf{r} - \mathbf{r}') [W(\mathbf{r}, \mathbf{r}') - v(\mathbf{r}, \mathbf{r}')]$$

$\Sigma_{\text{SEX}}$ is the nonlocal screened-exchange interaction and $\Sigma_{\text{COH}}$ is the local Coulomb-hole term that represents the effect from the rearrangement of electrons around the quasiparticle [38]. The dielectric matrix used to evaluate the screened Coulomb interaction is calculated within the random phase approximation.

Since the DFT wave functions are a good approximation to the quasiparticle wave functions [38], $\partial_{\mathbf{k}} u_{nk}$ can be obtained from the DFT calculation. To evaluate the orbital magnetic moment, one simply needs to substitute the quasiparticle GW eigenvalues into $E_{nk}$, and use $H^{\text{GW}}$ for the Hamiltonian $H$ in Eq. (10):

$$m_{n\mathbf{k}} = - \frac{i e}{2\hbar} \langle \partial_{\mathbf{k}} u_{nk} | \left[ H^{\text{GW}}_n - E^{\text{QP}}_{nk} \right] | \partial_{\mathbf{k}} u_{nk} \rangle |_{\mathbf{k}=\mathbf{k}}.$$

(15)

GW calculations with spinor wave functions are computationally challenging. Given that the electron spin is nearly 100% polarized in the vicinity of each valley in the TMDs [42], we can evaluate the GW correction to the $g$-factors using scalar wave functions, and then add these corrections to the $g$-factors computed using two-component spinor wave functions in DFT, thereby including SOC effects into GW $g$-factors. For all the GW calculations in this work, we use a cutoff of 35 Ry for the dielectric matrix and a nonuniform sampling [43] of the Brillouin Zone starting with a $12 \times 12$ k-grid. Our $g$-factors are unchanged when the k-grid is increased to $18 \times 18$. 
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The good agreement of our results with the literature validate the theory, which were evaluated using the Kubo formula \cite{44}. The curvature also agrees very well with DFT calculations in the results for the single-band g-K framework. In Fig. 1(c), Table I shows our numerical approach, and in particular, the use of Eq. (12), which avoids the sum over unoccupied states.

From Table I, we find that the effect of SOC on the g-factors and Berry curvature is small, and roughly the same for the conduction and valence bands. This is in contrast to the effect of SOC on the energy levels at the valleys, where the SOC splitting in the VBM is one order of magnitude larger than in the CBM \cite{42}. In the following section, we will see that the effect of SOC is larger for the g-factors in WSe\textsubscript{2}. Next, for non-SOC calculations, one can see that both the g-factors and Berry curvature are almost the same for LDA and PBE, which suggests that at the DFT level, using local or semi-local exchange-correlation functionals makes no difference in predicting single-band g-factors. However, the results computed using the three-band TB model \cite{27} and DFT are quite different from one another. Meanwhile, we notice that in Ref. \cite{45}, an 11-band TB model gives 6.0 Å\textsuperscript{2} for \(\Sigma_{\text{g}}\), which is different from both the three-band TB model \cite{27} and DFT results. These results strongly indicate that although the TB models \cite{27,45} can reproduce the first-principles band structure, it is not reliable for computing the g-factors and Berry curvature.

To obtain physical insight into the origin of the orbital magnetic moment (g-factors) and the reason for the difference between first-principles and TB results, we consider a tight-binding basis \(\beta_l = \frac{1}{\sqrt{N}} \sum_{\mathbf{r}} e^{i\mathbf{R} \cdot \mathbf{r}} \phi_l(\mathbf{r} - \mathbf{R})\) to expand the Bloch state,

\[
\psi_{\mathbf{k} \mathbf{L}} = e^{i\mathbf{R} \cdot \mathbf{r}} \phi_{\mathbf{k} \mathbf{L}} = \frac{1}{\sqrt{N}} \sum_{\mathbf{R}} e^{i\mathbf{R} \cdot \mathbf{r}} C_{\mathbf{k} \mathbf{L}} \phi_l(\mathbf{r} - \mathbf{R}),
\]

where the Einstein summation convention is used. We then have

\[
\partial_{\mathbf{k}} u_{\mathbf{k} \mathbf{L}} = \frac{1}{\sqrt{N}} \sum_{\mathbf{R}} e^{i\mathbf{R} \cdot \mathbf{r}} \partial_{\mathbf{k}} C_{\mathbf{k} \mathbf{L}} \phi_l(\mathbf{r} - \mathbf{R})
\]

\[
+ \frac{1}{\sqrt{N}} \sum_{\mathbf{R}} e^{i\mathbf{R} \cdot \mathbf{r}} i(\mathbf{r} - \mathbf{R}) C_{\mathbf{k} \mathbf{L}} \phi_l(\mathbf{r} - \mathbf{R}).
\]

Substitution into Eq. (10) gives three terms (Appendix D), which we call valley (V), atomic (A), and cross (X) terms,

\[
\mathbf{m}_k^{(V)} = -\frac{ie}{2\hbar} [\partial_{\mathbf{k}} C_{\mathbf{k} \mathbf{L}}]^{*} \times [H_{\mathbf{L}} - E_{\mathbf{k} \mathbf{L}} S_{\mathbf{L} \mathbf{L} \mathbf{L}}][\partial_{\mathbf{k}} C_{\mathbf{k} \mathbf{L}}],
\]

\[
\mathbf{m}_k^{(A)} = -\frac{e}{2m_e} [C_{\mathbf{k} \mathbf{L}}]^{*} \mathbf{L}_{\mathbf{L}} C_{\mathbf{k} \mathbf{L}}.
\]

\[
\mathbf{m}_k^{(X)} = -\frac{e}{m_e} \text{Im} \{[\partial_{\mathbf{k}} C_{\mathbf{k} \mathbf{L}}]^{*} \times \mathbf{L}_{\mathbf{L}} C_{\mathbf{k} \mathbf{L}}\}.
\]

The matrix elements are defined as \(H_{\mathbf{L} \mathbf{L}} = \langle \beta_l | H | \beta_l \rangle\), \(S_{\mathbf{L} \mathbf{L} \mathbf{L} \mathbf{L}} = \langle \beta_l | S | \beta_l \rangle\), \(\mathbf{L}_{\mathbf{L}} = \langle \beta_l | \mathbf{r} \times \mathbf{u} | \beta_l \rangle\), \(\Pi_{\mathbf{L} \mathbf{L}} = \langle \beta_l | \mathbf{r} | \beta_l \rangle\). In the above, \(\mathbf{k}\) is evaluated at \(\mathbf{K}\) and \(\mathbf{K}' = -\mathbf{K}\). If the system has time reversal symmetry, then each term fulfills \(\mathbf{m}_k = -\mathbf{m}_k\). The expressions for valley and atomic terms depend, to a large extent, on the phase winding of the Bloch state and the parent atomic orbital angular momentum, respectively. Thus, they can be regarded as analytical definitions for the valley and atomic terms used in the literature \cite{20}. The cross term, however, has not been discussed in the evaluation of single-band g-factors. (Note that the atomic term is also similar to the “local” term in the total orbital magnetization discussed
in Ref. [46] and a similar cross term also appears in the total orbital magnetization [46].] A similar result can be obtained for the Berry curvature [47]. There, the atomic term vanishes and we have

\[ \Omega_{\text{orb}} = i \langle \hat{\delta}_k u_{\text{orb}} \rangle \times \langle \hat{\delta}_k u_{\text{orb}} \rangle = \Omega_{\text{orb}}^v + \Omega_{\text{orb}}^X, \]

\[ \Omega_{\text{orb}}^v = i \langle \hat{\delta}_k C_{\text{orb}}^v \rangle^* \times S_{\text{orb}} \left[ \hat{\delta}_k C_{\text{orb}}^v \right], \]

\[ \Omega_{\text{orb}}^X = 2 \text{Re} \left[ \left[ \hat{\delta}_k C_{\text{orb}}^v \right]^* \times r_{\text{orb}} / \Omega_{\text{orb}}^v \right], \]

where \( r_{\text{orb}} = \langle \beta_i | r | \beta_j \rangle \).

In standard TB or multiband k \cdot p Hamiltonian literature, \( u_{\text{orb}} \) is approximated as \( C_{\text{orb}}^v \). Thus, the second term in the expression for \( \hat{\delta}_k u_{\text{orb}} \) [Eq. (17)] is ignored, and only the valley term is present in the computed g-factors and Berry curvatures. This explains why the atomic term is missing in some of the previous approaches [15,25,27].

B. DFT versus GW in WSe\(_2\) and MoSe\(_2\)-WSe\(_2\)

Next, we perform DFT and GW calculations for single-band and exciton g-factors. We choose ML WSe\(_2\) as a prototypical example of 2H-phase TMDs. Since there is no experimental data for the lattice constant in ML WSe\(_2\), we use the experimental bulk lattice constant (3.28 Å) for WSe\(_2\). Figure 2 shows the PBE and GW band structures for ML WSe\(_2\), with SOC effects. One can see that, consistent with GW calculations on similar systems [39], the direct gap at \( K \) is increased by 0.9 eV due to the GW self-energy correction. Table II shows the g-factors from DFT and GW, including SOC effects. Compared to DFT-PBE, GW increases the magnitude of the single-band g-factors significantly. However, if one were to simply use Eq. (7) for computing the orbital magnetic moment, then one would immediately expect that the GW g-factors would be smaller in magnitude than the DFT-PBE values, because of the larger GW band gap (Fig. 2).

As discussed in Sec. II A, the self-energy correction in the GW approximation is a nonlocal operator, so that one cannot simply use GW quasiparticle energies in Eq. (7) to compute the g-factors, unless the effect of the nonlocal potential is properly accounted for. The simplest approach is to use Eq. (10), as described in Sec. II, because the compact form of Eq. (10) is unchanged in the presence of a nonlocal potential. The fact that LDA and PBE give rather similar g-factors while GW changes the g-factors significantly, shows that the nonlocal exchange and correlation effects in the Hamiltonian and quasiparticle energies [Eq. (10)] play an important role in the prediction of the single-band g-factors.

We also deduce the exciton g-factors to compare with experimental results. In the literature, experimentalists have measured the exciton Landé g-factor, \( g_{\text{exc}} \), defined as \([7,12,20]\]

\[ \Delta E_{\text{X}} = E_{\text{X}}(\sigma^+) - E_{\text{X}}(\sigma^-) = g_{\text{exc}} \mu_B B_z, \]

where \( \Delta E_{\text{X}} \) is the Zeeman splitting of the first bright neutral exciton (X0) photoluminescence peak in H-phase TMDs in the presence of an out-of-plane magnetic field \( B_z \). According to our first-principles calculations,

\[ \langle \psi_{\text{exc}, \pm k} | p_j | \psi_{\text{exc}, \pm k} \rangle = \pm i \langle \psi_{\text{exc}, \pm k} | p_j | \psi_{\text{exc}, \pm k} \rangle \]

in ML WSe\(_2\). Thus, the conduction and valence bands in the \( K(K') \) valley couple to \( \sigma^+ (\sigma^-) \) circularly polarized light. From established excitonic physics [39], we know that X0 is highly localized at the \( K \) and \( K' \) valleys, within the region in which the Bloch state band structure is quadratic, allowing us to use Eq. (8) for the energies of the states involved in the X0 exciton. Thus, using the fact that single-particle g-factors at \( K \) and \( K' \) have the same magnitude but opposite sign, one finds that the bright exciton g-factor \( g_{\text{X0}} = 2(g_{\text{orb}}^{\text{X0}} - g_{\text{orb}}^{\text{X0}} \text{orb}) \), and the dark exciton g-factor \( g_{\text{D0}} = 2(g_{\text{orb}}^{\text{X0}} - g_{\text{orb}}^{\text{X0}}) - 4 \), where \(-4\) comes from spin contributions. Table II lists the bright and dark exciton g-factors derived using the spin-allowed and spin-forbidden transitions. We obtain GW g-factors of \(-4.50\) and \(-10.32\) for the lowest energy spin-allowed and spin-forbidden transitions in ML WSe\(_2\), respectively. Compared to DFT, although GW increases the absolute value of the single-band g-factors, the DFT and GW exciton g-factors are similar for this system. One can see that the dark exciton g-factor is slightly larger than \( g_{\text{X0}} - 4 \) due to the SOC effect on the single-band g-factors. These exciton g-factors, as well as those
obtained from DFT, are in good agreement with experiment (Table II).

The effects of electron-hole interactions on the exciton g-factors have been discussed by some authors [50]. Our consideration of electron-hole interactions will be published separately [51]. Briefly, we consider the effect of frequency-dependence in the kernel used in the Bethe-Salpeter equation (BSE), and, using a plasmon pole approximation, obtain a small reduction of the estimated g-factors by about 5.7%. This reduction gives exciton g-factors in slightly better agreement with experiment (Table II).

Using our computed effective masses of 0.32, 0.44 and $-0.39 \, m_e$ for the $c1$, $c2$ and $v1$ bands, respectively (see Fig. 3), we predict from first principles the energy levels at the valleys including both LL and Zeeman effects [Eq. (8)], and our results are shown in Fig. 3. A comparison of Figs. 3(b) and 3(c) with Figs. 3(d) and 3(e) shows that the calculations are in excellent agreement with experiment (the definitions of $K$ and $K'$ are reversed there [8]). Our results are consistent with the conclusion in Ref. [8] that the LLs are spin- and valley-polarized. These energy levels include both the LL and Zeeman effects, computed entirely from first principles, and the g-factors include not only the spin and valley terms, but also the atomic and cross terms, in contrast to previous work [15,25].

Note that the $N = 0$ LL in Eq. (8) has a zero-point energy $\hbar \omega_0/2$, relative to the Bloch state band extrema predicted by taking into account the Zeeman terms only (see Fig. 3). If we were to assume that the exciton involves only the VBM and CBM wave functions at $K$ and $K'$, then we would obtain an additional shift in the exciton (photoluminescence) energies due to the zero-point energies, which shift the VBM and CBM values to the LL energies. These terms are independent of the valley index. However, established excitonic physics shows that the X0 exciton involves transitions in a small region of the Brillouin Zone around $K$ [39]. The degeneracy of each LL in this region is the number of Bloch states in the original quadratic band dispersion within an energy range of $\pm \hbar \omega_0/2$ from this LL. Meanwhile, the allowed optical transitions are between conduction and valence band LLs with the same index [52]. Thus, the energies of the states involved in the X0 transition are reorganized from the quadratic band dispersion to quantized LL energies, and on average, this reorganization does not shift the exciton energies. The shift in exciton energy at each valley results from the Zeeman terms only. This is also what is observed in experiments [7,12,53] where the shift in exciton energy at $K$ is equal and opposite to that at $K'$. We also compute the g-factor for excitons corresponding to the lowest energy spin-allowed transitions in MoSe$_2$-WSe$_2$ heterobilayers in both AA and AA' stacking configurations, using the lattice constant in the ML WSe$_2$ calculations. These correspond, respectively, to twist angles of close to 60° and 0° in Ref. [53] (see Fig. 4). Figure 4 shows a schematic of the interlayer transitions in MoSe$_2$-WSe$_2$ heterobilayers. For the AA-stacked heterobilayer, the $K$ valley of the WSe$_2$ layer is aligned with the $K$ valley of the MoSe$_2$ layer, and similarly for the $K'$ valleys. Thus, the valley optical selection rule is the same as that in the MLs [Eq. (21)]). However, for the AA'-stacked heterobilayer, the $K(K')$ valley of WSe$_2$ layer is aligned with $K'(K)$ valley of MoSe$_2$. Defining the $K$ valley of the heterostructure as that for the WSe$_2$ layer, we obtain the following selection rule:

$$
\langle \psi_{v, \pm K} | p_x | \psi_{v, \pm K} \rangle = \mp i \langle \psi_{c, \pm K} | p_x | \psi_{c, \pm K} \rangle.
$$
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FIG. 4. Schematic figure for interlayer optical transitions in (a) AA and (b) AA’ stacking orders in the MoSe₂-WSe₂ heterostructures. Blue and red balls represent Mo and W atoms, respectively. Blue and red curves represent the conduction band in MoSe₂ layer and valence band in WSe₂ layer, respectively. Solid and dashed lines represent spin-up and spin-down states, respectively. The spin-allowed transitions in each valley are labeled by σ⁺ or σ−, indicative of the valley-dependent optical selection rules in these systems.

and as a result, the interlayer exciton g-factor for the AA’-stacked heterobilayer is \( g_{x0} = 2(g_{orb}^a - g_{orb}^b) \).

Table III shows the relevant single-band g-factors, and the deduced exciton g-factors for MoSe₂-WSe₂ heterobilayers. It is clear that GW gives interlayer exciton g-factors in better quantitative agreement with experiment than DFT. This better agreement is related to the larger magnitude of the single-band g-factors predicted by GW, underscoring the importance of including many-body effects in the quantitative understanding of the single-band g-factors and exciton g-factors. We note that interlayer hybridization should be explicitly taken into account to obtain quantitatively accurate exciton g-factors. If the single-band g-factors from isolated MoSe₂ and WSe₂ MLs are used to deduce the g-factors in the heterobilayer, then the GW exciton g-factors will be \(-7.14\) and \(17.92\) for AA and AA’-stacked systems. These are larger in magnitude than the values calculated directly from the heterostructure.

It is interesting to note that although the definition of the \( K \) or \( K' \) valley is arbitrary, the sign of the final exciton g-factor is determined once the sign convention of the external magnetic field and the light polarization are fixed. The signs of the exciton g-factors we computed for the AA and AA’ stackings are opposite to those in experiment [53], where only the twist angles were described. In the preparation of this manuscript, we became aware of Ref. [55] where the authors show that shifting the MoSe₂ layer to align its Se atom with the hollow site of the WSe₂ layer would change the sign of interlayer exciton g-factors. We comment that this is related to differences in the valley selection rules between the two sets of structures, which originate from the differences in threefold rotation centers of the two layers [29].

### IV. CONCLUSIONS AND OUTLOOK

In conclusion, we have used the Luttinger-Kohn (LK) approximation to provide a unified description of the Zeeman effect and LLs in 2D TMDs, with both effects being treated on an equal footing within the same general Hamiltonian. We extend the original LK approximation to treat a Hamiltonian with a nonlocal periodic potential, allowing us to take into account nonlocal exchange and correlation effects on the single-band g-factors. The resulting energy levels are Landau levels (LLs) with LL indices that are symmetric in the \( K \) and \( K' \) valleys. These LLs are shifted by a valley-dependent Zeeman term. We develop a numerical approach to compute the Berry curvature and single-particle g-factors at the band extrema for a general Hamiltonian, without the need for a sum over unoccupied states. Tight-binding (TB), DFT LDA/PBE, and static GW (COHSEX) Hamiltonians are used in our calculations, to illustrate the effect of using increasingly better and more sophisticated approximations to the quasiparticle Hamiltonian. The TB Berry curvatures and single-particle g-factors are very different from the DFT results. This is because the TB results in this work include only the so-called valley terms. However, the inclusion of many-body nonlocal exchange and correlation effects within the GW approximation increases the magnitude of the single-band g-factors significantly compared to DFT. Spin-orbit coupling is included perturbatively. The resulting LL diagram and exciton g-factors predicted by the GW calculations agree well with experiment, for both ML TMDs as well as twisted heterobilayers. The LLs we predict are spin- and valley-polarized.

An interesting open question is whether it is possible to include the energy dependence of the self-energy in the computation of the g-factors, using our current theoretical framework. In this manuscript, we have limited our considerations to the static GW approximation. However, one can consider extending the LK approximation to treat an energy-dependent Hamiltonian, and include dynamical effects in the GW self-energies. In particular, the fact that our evaluation of the single-band g-factor does not require a sum over unoccupied states makes such an effort computationally efficient. The approach developed here sets the stage for the treatment of nonlocal energy-dependent self-energy effects on the single-band g-factors and LL energies in TMDs.

Note added. After this manuscript was submitted, a paper on first-principles calculations of exciton g-factors in ML TMDs appeared in the arXiv [56].

### TABLE III. Single-band and interlayer spin-allowed exciton g-factors in AA-stacked and AA’-stacked MoSe₂-WSe₂ bilayers. Atomic symbols in brackets indicate which layer the corresponding band belongs to.

| g_{orb} | PBE | GW | Experiment |
|--------|-----|----|------------|
| \( g_{orb}^{\text{Mo}} \) (Mo) | −1.75 | −2.63 | |
| \( g_{orb}^{\text{W}} \) (W) | −4.84 | −6.14 | |
| \( g_{x0} \) | −6.18 | −7.02 | 6.72 [53] |
| \( g_{orb}^{\text{Mo}} \) (Mo) | 1.56 | 2.43 | |
| \( g_{orb}^{\text{W}} \) (W) | −4.69 | −5.81 | |
| \( g_{x0} \) | 12.50 | 16.48 | −15.79 [53] −15.1 [54] |
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APPENDIX A: SECOND-ORDER EXPANSION OF ENERGY BAND FOR A LOCAL PERIODIC POTENTIAL

In this Appendix, we expand the energy band at a band extremum point \( k_0 \). The primary purpose of this Appendix is to lay the groundwork for the discussion in Appendix C and SOC is omitted for simplicity. For a local periodic potential, the single-particle Hamiltonian \( H_k = e^{i k \cdot r} H e^{i k \cdot r} \) is

\[
H_k = \frac{p^2}{2m_e} + V + \frac{\hbar}{m_e} k \cdot p + \frac{\hbar^2}{2m_e} k^2, \tag{A1}
\]

where \( H_k u_{k0} = E_{k0} u_{k0} \). To find the second-order expansion of energy bands about \( k_0 \), one needs to evaluate

\[
H_{k_0+q} = H_{k_0} + \frac{\hbar}{m_e} (\hbar k_0 + p) \cdot q + \frac{\hbar^2}{2m_e} q^2, \tag{A2}
\]

where \( q \) is a small shift relative to \( k_0 \). Since \( k_0 \) is a band extremum, the energy expansion up to second order is

\[
E_{nk_0+q} = E_{nk_0} + \frac{\hbar^2}{2m_e} q^2 + E_{n(k_0)}^{(2)}(q), \tag{A3}
\]

where

\[
E_{n(k_0)}^{(2)}(q) = \left( \frac{\hbar}{m_e} \right)^2 \sum_{m,n} \frac{|q \cdot (u_{nk_0} | p | u_{nk_0})|^2}{E_{nk_0} - E_{nk_0}}. \tag{A4}
\]

The coefficient of the linear term in \( k \) in Eq. \( (A1) \) determines the matrix elements in the expression for \( E_{n(k_0)}^{(2)}(q) \) and is what determines the final expression for the orbital magnetic moment in Eq. \( (7) \).

APPENDIX B: LUTTINGER-KOHN APPROXIMATION FOR NONLOCAL PERIODIC POTENTIAL

In the original proof of the Luttinger-Kohn approximation [28], the wave function in the presence of an external magnetic field \( B = \mathbf{V} \times \mathbf{A} \) is represented in a basis of Wannier functions \( W_{nR}(r) \), which are localized at \( r = R \). (In this Appendix, we adopt the system of units used in Ref. [28]):

\[
\psi_{\alpha}(r) = \sum_R \Psi_{\alpha}(R) e^{i G(R, r)/\hbar} W_{nR}(r), \tag{B1}
\]

where

\[
G(R, r) = \int_0^r A(\eta) d\eta. \tag{B2}
\]

The proof involves the evaluation of \( \mathbb{H} \psi_{\alpha}(r) \), where \( \mathbb{H} = (p^2 - eA/c)^2/2m_e + V \),

\[
\mathbb{H} \psi_{\alpha}(r) = \sum_R \Psi_{\alpha}(R) \left[ \frac{(p - eA/c)^2}{2m_e} + V \right] e^{i G(R, r)/\hbar} W_{nR}(r) = \sum_R \Psi_{\alpha}(R) e^{i G(R, r)/\hbar} \left[ \frac{p^2}{2m_e} + V \right] W_{nR}(r). \tag{B3}
\]

In the above equation, the central idea is to move \( e^{i G(r)/\hbar} \) from the right-hand side of \( \mathbb{H} \) to its left-hand side, where the author used the argument that the Wannier function is localized at \( R \) while the magnetic fields are small and slowly varying in comparison to \( W_{nR}[28] \). When one has a nonlocal periodic potential \( V_{NL}(r, r') \), a similar argument can be used. We need to show that the commutator below is approximately negligible:

\[
[V_{NL}(r, r'), e^{i G(r)/\hbar}] W_{nR}(r) \approx 0. \tag{B4}
\]

The first term of this commutator is

\[
\int V_{NL}(r, r') e^{i G(r)/\hbar} W_{nR}(r') d r' \approx V_{NL}(r, R) W_{nR}(R), \tag{B5}
\]

where we use the fact that \( G(R, R) = 0 \) and Wannier orbital \( W_{nR}(r') \) is localized at \( R \). Next, the second term of the commutator is

\[
e^{i G(r)/\hbar} \int V_{NL}(r, r') W_{nR}(r') d r' \approx e^{i G(r)/\hbar} V_{NL}(r, R) W_{nR}(R) \approx V_{NL}(r, R) W_{nR}(R), \tag{B6}
\]

where we further invoke the assumption that the whole formalism in this work is valid only for weak magnetic fields, for which \( G(R, r) \) is small and slowly varying, so that the phase factor \( e^{i G(r)/\hbar} \) is also slowly varying compared to \( V_{NL}(r, R) \). Thus, the commutator in Eq. \( (B4) \) can be dropped approximately so that the key relation in the original proof holds:

\[
(\mathbb{H} + V_{NL}) \psi_{\alpha}(r) = \sum_R \Psi_{\alpha}(R) e^{i G(R, r)/\hbar} \left[ \frac{p^2}{2m_e} + V + V_{NL} \right] W_{nR}(r). \tag{B7}
\]

The rest of the proof is not affected by \( V_{NL} \), and in this way, the Luttinger-Kohn method can be extended, within the approximation of a weak magnetic field, to treat a nonlocal periodic potential.

APPENDIX C: SECOND-ORDER EXPANSION OF ENERGY BAND FOR A NONLOCAL POTENTIAL

A general nonlocal potential \( V_{NL}(r, r') \) can be expanded as

\[
V_{NL}(r, r') = U_0(r) + U_1(r) r \cdot p + U_2(r)(r \cdot p)^2 + \cdots . \tag{C1}
\]

where \( U_i \) are all local components. Since \( V_{NL}(r, r') \) does not commute with \( e^{i k \cdot r} \), there will be an additional term in \( H_k \) when there is a nonlocal potential. This term is
given by
\[
e^{-i\mathbf{k} \cdot \mathbf{r}} V_{NI}(\mathbf{r}, \mathbf{r}') e^{i\mathbf{k} \cdot \mathbf{r}' } = U_0(\mathbf{r}) + U_1(\mathbf{r}) \mathbf{r} \cdot (\mathbf{p} + \mathbf{h} \mathbf{k}) + U_2(\mathbf{r}) (\mathbf{r} \cdot (\mathbf{p} + \mathbf{h} \mathbf{k}))^2 + \cdots.
\] (C2)

Recall from Appendix A that the term linear in \( \mathbf{k} \) in Eq. (A1) determines the matrix elements in the expression for \( E_e^{(2)}(\mathbf{q}) \). In Eq. (C2), there is also a term linear in \( \mathbf{k} \), which we can simply write as \( \mathbf{k} \cdot \mathbf{c} \). Since all the algebra to derive Eq. (10) in Sec. II A does not depend on the form of \( \mathbf{c} \), one can simply replace \( \mathbf{p} \) by \( \mathbf{c} \), just as we replaced \( \mathbf{p} \) with \( \pi \) to include the SOC effect. Therefore, we show that the form of Eq. (10) remains the same when there is a nonlocal potential. However, the momentum matrix in Eq. (7) should be replaced by \( \mathbf{c} \) to properly account for the nonlocal potential.

**APPENDIX D: PARTITION OF MAGNETIC MOMENT**

We provide below a detailed derivation for the partitioning of the orbital magnetic moment. As in the main text, expanding the Bloch state using a tight-binding basis we have \( \partial_k u_{nk} = A + B \):

\[
A = \frac{1}{\sqrt{N}} \sum_{\mathbf{R}} e^{i \mathbf{k} \cdot (\mathbf{R} - \mathbf{r})} C_{nk} \phi_{\mathbf{r}}(\mathbf{R} - \mathbf{r}),
\]

\[
B = \frac{1}{\sqrt{N}} \sum_{\mathbf{R}} e^{i \mathbf{k} \cdot (\mathbf{R} - \mathbf{r})} \partial_k C_{nk} \phi_{\mathbf{r}}(\mathbf{R} - \mathbf{r}).
\]

Inserting \( \partial_k u_{nk} \) into Eq. (10) we obtain \( \mathbf{m}_{nk} = \mathbf{m}^{(V)}_{nk} + \mathbf{m}^{(X)}_{nk} + \mathbf{m}^{(A)}_{nk} \).

First it is easy to derive the expression for the valley term:

\[
\mathbf{m}^{(V)}_{nk} = -\frac{ie}{2\hbar} (\mathbf{B} \times [H_k - E_{nk}] | \mathbf{B})
\]

\[
= -\frac{ie}{2\hbar} \frac{1}{N} \int d\mathbf{r} \sum_{\mathbf{R}} \left[ \partial_k C_{nk} \phi_{\mathbf{r}}(\mathbf{R} - \mathbf{r}) \right] e^{-i\mathbf{k} \cdot (\mathbf{R} - \mathbf{r})}
\]

\[
\times [H_k - E_{nk}] \sum_{\mathbf{R}} \left[ \partial_k C_{nk} \phi_{\mathbf{r}}(\mathbf{R} - \mathbf{r}) \right] e^{i\mathbf{k} \cdot (\mathbf{R} - \mathbf{r})}
\]

\[
= -\frac{ie}{2\hbar} \left[ \partial_k C_{nk} \right]^* \frac{1}{N} \int d\mathbf{r} \sum_{\mathbf{R}} \mathbf{R} e^{-i\mathbf{k} \cdot \mathbf{R}}
\]

\[
\times [H_k - E_{nk}] \sum_{\mathbf{R}} \phi_{\mathbf{r}}(\mathbf{R}) \left[ \partial_k C_{nk} \phi_{\mathbf{r}}(\mathbf{R} - \mathbf{r}) \right]
\]

\[
= -\frac{ie}{2\hbar} \left[ \partial_k C_{nk} \right]^* \times [H_k - E_{nk}] S_{\mathbf{r}l} \left[ \partial_k C_{nk} \right],
\]

where \( H_{\mathbf{r}l} = \langle \beta_l | \hat{H} | \beta_l \rangle \) and \( S_{\mathbf{r}l} = \langle \beta_l | \mathbf{r} | \beta_l \rangle \). Next for the cross term:

\[
\mathbf{m}^{(X)}_{nk} = e \frac{1}{\hbar} \text{Im}(\mathbf{B} \times [H_k - E_{nk}] | \mathbf{B})
\]

\[
= e \frac{1}{\hbar} \text{Im} \frac{1}{N} \int d\mathbf{r} \sum_{\mathbf{R}} \left[ \partial_k C_{nk} \phi_{\mathbf{r}}(\mathbf{R} - \mathbf{r}) \right] e^{-i\mathbf{k} \cdot (\mathbf{R} - \mathbf{r})}
\]

\[
\times [H_k - E_{nk}] \sum_{\mathbf{R}} \left[ C_{nk} \phi_{\mathbf{r}}(\mathbf{R} - \mathbf{r}) \right] e^{i\mathbf{k} \cdot (\mathbf{R} - \mathbf{r})}
\]

\[
= -e \frac{1}{m_e} \text{Im} \left[ \partial_k C_{nk} \right]^* \times \mathbf{\Pi}_{\mathbf{r}l} \left[ C_{nk} \phi_{\mathbf{r}} \right].
\]

where \( \mathbf{\Pi}_{\mathbf{r}l} = \langle \beta_l | \mathbf{r} \times \pi | \beta_l \rangle \).
