ANALYTIC CHARACTERIZATION OF MONOTONE HOPF-HARMONICS
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Abstract. We study solutions of the inner-variational equation associated with the Dirichlet energy in the plane, given homeomorphic Sobolev boundary data. We prove that such a solution is monotone if and only if its Jacobian determinant does not change sign. These solutions, called monotone Hopf-harmonics, are a natural alternative to harmonic homeomorphisms. Examining the topological behavior of a solution (not a priori monotone) on the trajectories of Hopf quadratic differentials plays a sizable role in our arguments.

1. Introduction

A fundamental problem in the theory of Nonlinear Elasticity (NE) [2, 4, 8] and Geometric Function Theory (GFT) [3, 17, 23, 37, 38] is to determine what analytic data on a given mapping \( h : X \to Y \) provides topological information on the deformation that \( h \) represents. An exemplary result of this type is the theorem of Reshetnyak [36] which states that the continuous representative of a quasiregular mapping is either constant or both open and discrete. His remarkable theorem hence gives topological conclusions from analytic assumptions.

Along the same lines, we study under what conditions an inner variational minimizer of the Dirichlet energy is monotone, given homeomorphic boundary data. An inner variation of a map \( h \) is a change of independent variable \( h_\varepsilon(x) = h(x + \varepsilon \eta) \), where \( \eta \in C_0^\infty(X, \mathbb{C}) \). On the other hand, a continuous map \( h : X \to \mathbb{C} \) is monotone if \( h^{-1}\{y\} \) is connected for every \( \{y\} \in \mathbb{C} \). The definition of monotone maps is due to Morrey [33], and is purely topological in nature.

The inner variational minimizers of Dirichlet energy satisfy the Hopf-Laplace equation, named in recognition of Hopf’s work [20]. The Hopf-Laplace equation is a second-order partial differential equation for maps \( h : X \to \mathbb{C} \) on a planar domain \( X \subset \mathbb{C} \), given by

\[
\frac{\partial}{\partial z} (h \bar{h} \bar{\eta}) = 0, \quad h \in W^{1,2}_{\text{loc}}(X, \mathbb{C}).
\]
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The Hopf-Laplace equation is also known as the energy-momentum or equilibrium equation, etc. [9] [39] [41]. In continuum mechanics the inner variation is often called a domain variation [14] [19] [18] [29].

A complex-valued harmonic mapping \( h = u + iv \) always solves the Hopf-Laplace equation. Conversely, homeomorphic solutions to the Hopf-Laplace equation (1.1) are harmonic [21]. Arbitrary solutions, however, may behave surprisingly wildly. Indeed, Iwaniec, Verchota and Vogel [28] constructed a nonconstant piecewise orthogonal mapping \( h: \Omega \to \mathbb{C} \) vanishing on \( \partial \Omega \) whose Hopf product \( h_z \bar{h}_\bar{z} \) is identically zero. Such wild solutions are often undesirable in NE and GFT; hence, applications of the Hopf-Laplace equation generally consider only continuous and monotone solutions of (1.1), which are called monotone Hopf-harmonics. These solutions only allow for weak interpenetration of matter; roughly speaking, squeezing of a portion of the material to a point may occur, but not folding or tearing.

In NE and GFT, an axiomatic assumption for the deformations \( h: \Omega \to \mathbb{C} \) studied is that

\[
J_h(x) = \det Dh(x) \geq 0 \quad \text{almost everywhere (a.e.)}
\]

Particularly in elasticity theory, this constraint is of utmost importance, since it implies that no volume of material is turned “inside out”; an undesirable property which we refer to as strong interpenetration of matter. Our main result tells that, if \( h \) is a solution of the Hopf-Laplace equation with homeomorphic boundary values in the Sobolev sense, then the monotonicity of \( h \) can be characterized purely by (1.2).

**Theorem 1.1.** Let \( \Omega, \gamma \subset \mathbb{C} \) be (simply connected) Jordan domains with \( \gamma \) Lipschitz, and let \( f: \overline{\Omega} \to \overline{\gamma} \) be an orientation-preserving homeomorphism in \( W^{1,2}(\Omega, \mathbb{C}) \). Suppose that a mapping \( h: \Omega \to \mathbb{C} \) satisfies the Hopf-Laplace equation (1.1) and that \( h \in f + W^{1,2}_0(\Omega, \mathbb{C}) \). Then the following conditions are equivalent:

1. \( J_h(x) \geq 0 \) a.e. in \( \Omega \);
2. \( h \) is continuous up to the boundary of \( \Omega \), maps \( \overline{\Omega} \) onto \( \overline{\gamma} \), and the resulting mapping \( h: \overline{\Omega} \to \overline{\gamma} \) is monotone.

First, we point out that under the assumptions of Theorem 1.1 there always exists a monotone Hopf-harmonic \( h: \overline{\Omega} \to \overline{\gamma} \) which coincides with the given \( f \) on the boundary of \( \Omega \), see [27]. Second, the existence of the assumed boundary homeomorphism \( f: \overline{\Omega} \to \overline{\gamma} \) can be equivalently formulated purely in terms of the boundary map \( f: \partial \Omega \to \partial \gamma \), see Section 3.1.

On the other hand, without the restriction of homeomorphic boundary behavior, the solutions to the Hopf-Laplace equation with nonnegative Jacobian need not be monotone. A simple example of this is the power map \( h: \mathbb{D} \to \mathbb{C}, \ h(z) = z^2 \), where \( J_h \geq 0 \) and \( h_z \overline{h}_\overline{z} \equiv 0 \) but \( h \) is not monotone. Furthermore, the assumption that \( h \) is a solution of the Hopf-Laplace equation is also essential, as illustrated by the following two examples, the details of which are given in Section 8.

**Example 1.2.** There is a continuous \( h: \mathbb{D} \to \mathbb{C} \) with \( h \in \text{id} + W^{1,2}_0(\mathbb{D}, \mathbb{C}) \) and \( J_h \geq 0 \) a.e. such that \( h(\mathbb{D}) \setminus \overline{\mathbb{D}} \neq \emptyset \) and \( h \) fails to be continuous up to the boundary.
Example 1.3. There is a continuous $h: \overline{\mathbb{D}} \to \overline{\mathbb{D}}$ with $h \in \text{id} + W^{1,2}_0(\mathbb{D}, \mathbb{C})$ and $J_h \geq 0$ a.e. such that $h^{-1}(y)$ is not connected for a point $y \in \mathbb{D}$.

1.1. Inner variational problems. A major motivation for the study of inner-variational equations is in energy minimization problems for classes of homeomorphisms or mappings with nonnegative Jacobian, a type of problem common in GFT and NE. In particular, monotone Hopf-harmonics become an important resource in both theories in cases where the harmonic extension fails to be injective. This inadequacy in fact occurs for every nonconvex target domain $\mathbb{Y}$. Indeed, for any such $\mathbb{Y}$ there exists a homeomorphism $f$ from the boundary of the unit disk onto $\partial \mathbb{Y}$ whose harmonic extension fails to be a homeomorphism. Moreover, $f$ takes points in the unit disk $\mathbb{D}$ beyond $\overline{\mathbb{Y}}$ and strong interpenetration of matter hence occurs \cite{1, 7}; see Figure 1 for an illustration of this.
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Figure 1. The images of circles and rays of the unit disk $\mathbb{D}$ under the harmonic map $x + iy \mapsto (1 - x)^2 - y^2 + 1.6(x + y) + i(x^2 - (2 + y)^2 - x - 2y)$ which has homeomorphic boundary data. The folding occurs outside $\overline{\mathbb{Y}}$.

A natural approach to avoid such intolerable behavior and obtain a mapping which resembles harmonic homeomorphisms is to minimize the Dirichlet energy subject to only homeomorphisms. Let $\mathbb{X}, \mathbb{Y} \subset \mathbb{C}$ be Jordan domains with $\mathbb{Y}$ Lipschitz, and $f: \overline{\mathbb{X}} \to \overline{\mathbb{Y}}$ an orientation-preserving homeomorphism in $W^{1,2}(\mathbb{X}, \mathbb{C})$. Consider the infimum of the Dirichlet integral

\begin{equation}
E_{\mathbb{X}}[h] = \int_{\mathbb{X}} |Dh(x)|^2 \, dx,
\end{equation}

among the class of admissible homeomorphism $h$, given by

$$\mathcal{H}^2_f(\mathbb{X}, \mathbb{Y}) = \{h: \overline{\mathbb{X}} \to \overline{\mathbb{Y}}: h \text{ a homeomorphism in } W^{1,2}(\mathbb{X}, \mathbb{C}) \text{ s.t. } h = f \text{ on } \partial \mathbb{X} \}.$$  

The class $\mathcal{H}^2_f(\mathbb{X}, \mathbb{Y})$ is not closed with respect to this minimization problem. This raises the question of how to properly enlarge the class of Sobolev homeomorphisms. In general enlarging the class of admissible deformations can change the nature of the minimization problem. It may result in the infimum of the energy functional changing (the Lavrentiev gap) and affect whether or not the infimum is attained.
1.1.1. The class $\mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$. The smallest extension of $\mathcal{H}^2_f(\mathbb{X}, \mathbb{Y})$ that is closed under the minimization problem is given by the class
\[
\mathcal{M}^2_f(\mathbb{X}, \mathbb{Y}) = \{ h : \mathbb{X} \to \mathbb{Y} : h \text{ a monotone mapping in } W^{1,2}(\mathbb{X}, \mathbb{C}) \text{ s.t.} \}
\]
\[
h = f \text{ on } \partial \mathbb{X}.\]
of monotone Sobolev maps. Indeed, an infimizing sequence of mappings $h_j \in \mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$ converges uniformly and in $W^{1,2}(\mathbb{X}, \mathbb{C})$ to a map $h \in \mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$; see [27, Remark 3.1]. Moreover, by a Sobolev variant of Young's approximation result [44], a monotone $h \in \mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$ can be approximated with homeomorphisms $h_j \in \mathcal{H}^2_f(\mathbb{X}, \mathbb{Y})$ strongly in $W^{1,2}(\mathbb{X}, \mathbb{C})$; see [20, Theorem 1.3]. Hence, a minimizer of (1.3) exists in $\mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$, and there is no Lavrentiev gap between the classes $\mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$ and $\mathcal{H}^2_f(\mathbb{X}, \mathbb{Y})$; that is,
\[
\min_{h \in \mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})} E_X[h] = \inf_{h \in \mathcal{H}^2_f(\mathbb{X}, \mathbb{Y})} E_X[h].
\]

Since one can perform inner variations in the class $\mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$, the minimizer $h$ in (1.4) solves the Hopf-Laplace equation (1.1). Conversely, it was shown in [27, Proposition 3.4] that a solution of the Hopf-Laplace equation in $\mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$ is always an energy minimizer. Thus, the minimizers of the Dirichlet energy in $\mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$ are exactly the monotone Hopf-harmonics in $\mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$. Furthermore, any weak interpenetration of matter under a monotone Hopf-harmonic energy minimizer occurs precisely where the minimizer fails to be harmonic, i.e. where it does not satisfy the Euler-Lagrange equation; see [25].

1.1.2. The class $\mathcal{A}^2_f(\mathbb{X}, \mathbb{C})$. In mathematical models of NE one typically allows the class of competing deformations to be as large as possible. Only physically inappropriate mappings are excluded, most notably disallowing any strong interpenetration of matter. This leads us to another possible enlargement of the class $\mathcal{H}^2_f(\mathbb{X}, \mathbb{Y})$, given by
\[
\mathcal{A}^2_f(\mathbb{X}, \mathbb{C}) = \{ h : \mathbb{X} \to \mathbb{C} : h \in W^{1,2}(\mathbb{X}, \mathbb{C}), J(x, h) \geq 0 \text{ a.e. and} \}
\]
\[
h \in f + W^{1,2}_0(\mathbb{X}, \mathbb{C}) \}.\]
The class $\mathcal{A}^2_f(\mathbb{X}, \mathbb{C})$ contains $\mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$, but also far more irregular maps. For instance, a mapping in $\mathcal{A}^2_f(\mathbb{X}, \mathbb{C})$ need not be continuous in $\mathbb{X}$, and as stated in Examples 1.2 and 1.3, such mappings may be non-monotone or may take points in $\mathbb{X}$ beyond $\mathbb{Y}$.

The class $\mathcal{A}^2_f(\mathbb{X}, \mathbb{C})$ has a minimizer $h_o$ for the Dirichlet energy (1.3). This is because $\mathcal{A}^2_f(\mathbb{X}, \mathbb{C})$ is closed under weak limits in $W^{1,2}(\mathbb{X}, \mathbb{C})$, see [23, Corollary 8.4.1]. Moreover, since $\mathcal{A}^2_f(\mathbb{X}, \mathbb{C})$ is also closed under inner variations, we again have that the minimizers of (1.3) in $\mathcal{A}^2_f(\mathbb{X}, \mathbb{C})$ are solutions of the Hopf-Laplace equation in $\mathcal{A}^2_f(\mathbb{X}, \mathbb{C})$.

This leads to the question of whether or not there is a Lavrentiev gap between $\mathcal{A}^2_f(\mathbb{X}, \mathbb{C})$ and the classes $\mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$ and $\mathcal{H}^2_f(\mathbb{X}, \mathbb{Y})$. Indeed, a minimizer in $\mathcal{A}^2_f(\mathbb{X}, \mathbb{C})$ could a priori not be an element of $\mathcal{M}^2_f(\mathbb{X}, \mathbb{Y})$. Our
Theorem 1.1 resolves this question, by showing that solutions of the Hopf-Laplace equation in $A^2_1(X, C)$ are in fact elements of $M^2_1(X, \overline{Y})$. By combining this with the result [27] Proposition 3.4 that Hopf-harmonic elements of $M^2_1(X, \overline{Y})$ are energy minimizers, the following application is immediate.

**Theorem 1.4.** Let $X$ and $Y$ be Jordan domains with $Y$ Lipschitz, and let $f: X \mapsto Y$ be an orientation-preserving homeomorphism in $W^{1,2}(X, C)$. Then a mapping $h_0 \in A^2_1(X, C)$ solves the Hopf-Laplace equation (1.1) if and only if

$$\min_{h \in A^2_1(X, C)} E_X[h] = \min_{h \in M^2_1(X, Y)} E_X[h].$$

Moreover, we have

$$\min_{h \in A^2_1(X, C)} E_X[h] = \min_{h \in M^2_1(X, Y)} E_X[h] = \inf_{h \in H^2_1(X, \overline{Y})} E_X[h].$$

We remark that the minimizer $h_0$ is unique at least when $Y$ is somewhere convex; see [27] Theorem 1.8. Here, a simply connected Jordan domain $Y \subset C$ is said to be *somewhere convex* if there exists a disk $B^2(y_0, \varepsilon)$ with $y_0 \in \partial Y$ and $\varepsilon > 0$ such that $B^2(y_0, \varepsilon) \cap \overline{Y}$ is convex. Notably, all $C^2$-regular domains are somewhere convex.

The monotone Hopf-harmonic energy-minimizer $h_0: X \mapsto Y$ is a harmonic diffeomorphism from $h_0^{-1}(Y)$ onto $Y$, see [27] Section 3.4. In particular, the set $X \setminus h_0^{-1}(Y)$ is squeezed into $\partial Y$, and no continuum which is compactly contained in $X$ can be squeezed into a point in $Y$. The set $X \setminus h_0^{-1}(Y)$ may have a positive area. This, for instance, happens for the monotone Hopf-harmonic solution when one chooses the same Jordan domains $X, Y$ and boundary map $f$ as in Figure 1. Note that we always have $J_{h_0} \equiv 0$ a.e. in $X \setminus h_0^{-1}(Y)$.

Since the landmark paper of Ball [4], the question of almost everywhere invertibility of deformations has been widely studied, for instance, in the context of Neohookean type energy functionals in NE, see [5, 6, 8, 13, 15, 32, 33, 12, 14]. A functional $E$ is of Neohookean type if

$$E(A) \to \infty \quad \text{when} \quad \det A \to 0^+. $$

Such functionals enforce that all deformations $h$ with finite energy are *strictly orientation-preserving* in the sense that $J_h(x) > 0$ a.e. The deformations are also regular up to the boundary. Therefore, in the corresponding minimization problems, one can assume that the admissible deformations coincide with a given boundary homeomorphism $f$ in the classical sense. In the case of the Dirichlet energy (1.3), however, such restrictions to the admissible deformations in $A^2_1(X, C)$ are not possible. Indeed, even the monotone minimizers of the Dirichlet energy need not be strictly orientation-preserving. Furthermore, the condition $h = f$ on $\partial X$ is not preserved under the weak $W^{1,2}$-convergence. This motivates the Sobolev trace boundary values assumption in Theorem 1.1, the *weak formulation of the Dirichlet problem*.

### 1.2. Main ideas of the proof

We note that Theorem 1.1 easily reduces to the case where $X$ is the unit disk $\mathbb{D}$. Indeed, the Hopf-Laplace equation is preserved in any conformal change of variables, and Carathéodory’s theorem
implies that the Riemann map \(g: X \rightarrow \mathbb{D}\) for any Jordan domain \(X\) extends homeomorphically to the boundary \(\partial X\), preserving any boundary values. Hence, we hereafter consider only the case \(X = \mathbb{D}\).

The implication \((2) \implies (1)\) in Theorem 1.1 is the easy part. Indeed, since a monotone mapping \(h: \mathbb{D} \rightarrow \mathcal{Y}\) in \(W^{1,2}(\mathbb{D}, \mathbb{C})\) can be approximated with homeomorphisms in \(W^{1,2}(\mathbb{D}, \mathbb{C})\) due to [26, Theorem 1.3], the Jacobian \(J_h\) cannot change sign. Here, we also used the fact that the Jacobian of any planar Sobolev homeomorphism has a constant sign [17, Theorem 5.22]. The non-negativity of \(J_h\) then follows from the fact that the homeomorphism \(f: \mathbb{D} \rightarrow \mathcal{Y}\) in the boundary condition is orientation-preserving.

The primary content of Theorem 1.1 is hence the implication \((1) \implies (2)\). It is known that solutions to the Hopf-Laplace equation (1.1) with nonnegative Jacobian are locally Lipschitz continuous in \(X\); see [22]. Note though that these solutions need not be differentiable everywhere [10]. Therefore, the main challenge is in proving that \(h\) is continuous up to the boundary, and that \(h^{-1}\{y\}\) is connected for every \(y \in \mathcal{Y}\). We in fact prove the boundary regularity of \(h\) last, by leveraging the property that the sets \(h^{-1}\{y\}\) are connected; the Hopf-Laplace equation is notably not required for this step.

Hence, the core of the proof lies in showing that \(h^{-1}\{y\}\) is connected for every \(y \in \mathcal{Y}\), where the pre-image under the homeomorphic boundary trace \(h|\partial \mathbb{D} = f|\partial \mathbb{D}\) is included for \(y \in \partial \mathcal{Y}\). First, we use degree theory and topological arguments to reduce the question into showing that for all \(y \in \mathbb{C}\) and \(r > 0\), there exists no nonempty component of \(h^{-1}(B^2(y, r))\) where \(J_h \equiv 0\). This topological part requires care, as we have to deal with boundary points where we have only a Sobolev boundary value. Note that the aforementioned condition is in particular not satisfied by the maps in Examples 1.2 and 1.3.

The remaining part is then to show that solutions of the Hopf-Laplace equation with homeomorphic Sobolev boundary values in fact satisfy the above condition. For this, we use the properties of the Hopf differential \(h_z \overline{h_z} dz \otimes dz\), combined with results on the trajectory structure of \(L^1\)-integrable holomorphic quadratic differentials.

2. The Hopf-Laplace Equation

In this section, we recall some basic properties of solutions to the Hopf-Laplace equation, and their close relation with holomorphic quadratic differentials. Our main reference for the theory of holomorphic quadratic differentials is the book of Strebel [40].

2.1. Holomorphic quadratic differentials. Recall that a holomorphic quadratic differential on the unit disk \(\mathbb{D}\) is a field of symmetric complex 2-tensors on \(\mathbb{D}\) of the form \(G = gdz \otimes dz\), where the function \(g: \mathbb{D} \rightarrow \mathbb{C}\) is holomorphic.

A holomorphic quadratic differential \(G = gdz \otimes dz\) has a critical point at \(z \in \mathbb{D}\) if its coefficient function \(g\) has a zero at \(z\). Any other points \(z \in \mathbb{D}\) are called regular points of \(g(z)dz \otimes dz\). Note that we assume that \(g\) does not have any poles; under a less restrictive definition allowing for meromorphic \(g\), poles of \(g\) would also generally be considered critical points of \(G\).
A smooth curve $\gamma: (a, b) \to \mathbb{D}$ is called a vertical arc of a holomorphic quadratic differential $G$ if $G(\dot{\gamma}, \dot{\gamma}) = g \dot{\gamma}^2 < 0$ everywhere on $(a, b)$. Conversely, the curve $\gamma$ is called a horizontal arc of $G$ if $G(\dot{\gamma}, \dot{\gamma}) > 0$ everywhere on $(a, b)$. Maximal vertical arcs are called vertical trajectories, and maximal horizontal arcs are similarly called horizontal trajectories.

Most notably, if $z$ is a regular point of a holomorphic quadratic differential $G$, then there exist a horizontal trajectory and a vertical trajectory of $G$ passing through $z$, and these trajectories are unique up to reparametrization; see [40, Theorem 5.5]. Two different horizontal trajectories will therefore never meet at a regular point, and the same holds for two different vertical trajectories. On the other hand, if $z$ is an isolated critical point of $G$, then $g$ has a zero at $z$ of order $k > 0$. In this case, there are $k + 2$ unique horizontal trajectories and $k + 2$ unique vertical trajectories which exit $z$; see e.g. the discussion in [40, Section 7.1].

A vertical or horizontal trajectory which exits a critical point of $G$ at one of its endpoints is called critical. If $G$ is not identically zero, then its critical points are isolated, and it therefore has at most countably many of them. Combined with the above description of the trajectory structure at critical points, if $G$ is not identically zero, then the union of all critical trajectories of $G$ has measure zero.

We then recall the following key properties of non-critical trajectories from [40] when the quadratic differential is $L^1$-integrable.

**Lemma 2.1.** Let $G = gdz \otimes dz$ be a holomorphic quadratic differential on the unit disk $\mathbb{D}$, and suppose that $g \in L^1(\mathbb{D}, \mathbb{C})$. Let $\gamma: (a, b) \to \mathbb{D}$ be a non-critical vertical/horizontal trajectory, where $a, b \in \mathbb{R} \cup \{\pm \infty\}$. Then there exist $y_1, y_2 \in \partial \mathbb{D}$ such that $\lim_{t \to a} \gamma(t) = y_1$, $\lim_{t \to b} \gamma(t) = y_2$, and $y_1 \neq y_2$.

**Proof.** The ends of the trajectory converge to well defined boundary points due to [40, Theorem 19.6]. These boundary points cannot be the same due to [40, Theorem 19.4 a)]; note that although this result is only given for horizontal trajectories (which [40] refers to as just ‘trajectories’), it also applies to vertical trajectories, since replacing $G$ with $-G$ swaps its horizontal and vertical trajectories with each other. □

### 2.2. The Hopf-Laplace equation

Suppose that $h \in W^{1,2}_{\text{loc}}(\mathbb{D}, \mathbb{C})$ satisfies the Hopf-Laplace equation (1.1) in a weak sense. We denote $\varphi = \partial_z h \overline{\partial_z h}$, in which case the equation reads as $\partial_\varphi \varphi = 0$; this particular $\varphi$ is also called the Hopf product of $h$.

Since $\varphi \in L^{1,2}_{\text{loc}}(\mathbb{D}, \mathbb{C})$, the Hopf-Laplace equation therefore implies that the Hopf product $\varphi$ is weakly holomorphic. Since $\Delta = 4\partial_z \partial_{\overline{z}}$, the map $\varphi$ is also weakly harmonic, and hence smooth by Weyl’s lemma. Hence, the Hopf-Laplace equation is equivalent with requiring that $\varphi$ is a holomorphic map.

The Hopf product $\varphi$ of the solution $h$ therefore defines a holomorphic quadratic differential $H = \varphi dz \otimes dz$ on $\mathbb{D}$. A notable property of $H$ is that its vertical and horizontal arcs travel exactly in the directions of minimal and maximal stretch of $Dh$. Indeed, we have $Dh(z)e^{i\theta} = (\partial_z h)e^{i\theta} + (\partial_{\overline{z}} h)e^{-i\theta}$.
and therefore
\[ |Dh(z)e^{i\theta}|^2 = |\partial_z h|^2 + |\partial_{\overline{z}} h|^2 + 2 \text{Re}[(\partial_z h)(\overline{\partial_z h})]e^{2i\theta}. \]
\[ = |\partial_z h|^2 + |\partial_{\overline{z}} h|^2 + 2 \text{Re}[H(z)(e^{i\theta}, e^{i\theta})]. \]

Since \( |H(z)(e^{i\theta}, e^{i\theta})| \) is independent of \( \theta \), the above quantity is therefore respectively minimized/maximized when the value of \( H(z)(e^{i\theta}, e^{i\theta}) \) lies on the negative/positive real axis.

2.3. Continuity inside \( \mathbb{D} \). We then recall an important interior regularity result, which acts as essentially the starting point for the proof of our main result. Namely, suppose that \( h \in W^{1,2}(\mathbb{D}, \mathbb{C}) \) is a solution to the Hopf-Laplace equation with non-negative Jacobian. Then it follows that \( h \) is locally Lipschitz continuous inside \( \mathbb{D} \). This was shown by Iwaniec, Kovalev and Onninen in [22].

**Theorem 2.2** ([22, Theorem 1.3]). Let \( \Omega \subset \mathbb{C} \) be open, and let \( h \in W^{1,2}(\Omega, \mathbb{C}) \) with \( J_h \geq 0 \) almost everywhere. Suppose that the Hopf product \( \varphi = \partial_z h \partial_{\overline{z}} h \) is bounded and Hölder continuous. Then \( h \) is locally Lipschitz continuous.

Most notably, we obtain that a solution of the Hopf-Laplace equation \( h \) with \( J_h \geq 0 \) almost everywhere is continuous inside \( \mathbb{D} \), although we do not yet have continuity up to the boundary. We also obtain that \( h: \mathbb{D} \to \mathbb{C} \) satisfies the Lusin (N) -condition; that is, that for every set of measure zero \( E \subset \mathbb{D} \), also the image set \( h(E) \) has measure zero.

2.4. Domains with zero Jacobian. Suppose that \( h \) is a solution of the Hopf-Laplace equation in a domain \( \Omega \subset \mathbb{C} \), and that \( J_h \equiv 0 \) almost everywhere in \( \Omega \). Let \( H \) be the corresponding holomorphic quadratic differential. Since the vertical trajectories of \( H \) travel in the direction of minimal stretch of \( Dh \), and since \( J_h \equiv 0 \), it is to be expected that the derivative of \( h \) along a vertical trajectory is zero. Therefore, \( h \) should be constant along vertical trajectories if its Jacobian is zero.

Indeed, a precise version of the above argument has been given by Iwaniec and Onninen in [27, Lemma 2.6]. The exact result they show is as follows; note that their original statement includes an assumption that \( h \) is locally Lipschitz, but this is unnecessary due to Theorem 2.2.

**Lemma 2.3.** Let \( \Omega \subset \mathbb{C} \) be open, and suppose that \( f \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{C}) \) satisfies the Hopf-Laplace equation \( \partial_{\overline{z}} \varphi = 0 \), where \( \varphi = (\partial_z f)(\overline{\partial_z f}) \). If \( J_f(x) = 0 \) a.e. in \( \Omega \), then \( f \) is constant on every vertical arc of the Hopf differential \( H = \varphi dz \otimes \overline{dz} \).

3. Sobolev boundary conditions

In this section, we recall some preliminaries related to trace maps and the extension of boundary homeomorphisms on the unit disk. We finish with a lemma which essentially extracts the required topological information provided by our homeomorphic Sobolev boundary condition.
3.1. Trace maps and Sobolev homeomorphisms. Suppose that \( f \in W^{1,2}(\mathbb{D}) \). There exists a bounded trace operator \( T: W^{1,2}(\mathbb{D}) \to L^n(\mathbb{S}^1), \mathbb{S}^1 = \partial \mathbb{D} \), such that for every continuous Sobolev map \( g \in W^{1,2}(\mathbb{D}) \cap C(\mathbb{D}) \), we have \( Tg = g|\mathbb{S}^1 \) a.e. on \( \mathbb{S}^1 \). We can hence define a trace map \( f|\mathbb{S}^1 := Tf \in L^2(\mathbb{S}^1) \) of \( f \). The definition immediately extends to \( f \in W^{1,2}(\mathbb{D}, \mathbb{C}) \) by \( T(f_1 + if_2) = T(f_1) + iT(f_2) \).

We then recall that the Sobolev space with vanishing boundary values \( W_0^{1,2}(\mathbb{D}) \) is defined as the closure of the space of smooth compactly supported functions \( C_c^\infty(\mathbb{D}) \) in \( W^{1,2}(\mathbb{D}) \). A similar definition also applies for \( W_0^{1,2}(\mathbb{D}, \mathbb{C}) \). The trace operator provides an alternate characterization of \( W_0^{1,2}(\mathbb{D}) \): namely, \( f \in W_0^{1,2}(\mathbb{D}) \) if and only if \( f \in W^{1,2}(\mathbb{D}) \) and \( f|\mathbb{S}^1 \equiv 0 \). Consequently, two functions \( f,g \in W^{1,2}(\mathbb{D}) \) have the same trace if and only if \( f - g \in W_0^{1,2}(\mathbb{D}) \).

The image of the trace operator in \( L^2(\mathbb{S}^1, \mathbb{C}) \) is precisely the fractional Sobolev space \( W^{1/2,2}(\mathbb{S}^1, \mathbb{C}) \). This space consists of exactly the maps \( f \in L^2(\mathbb{S}^1, \mathbb{C}) \) which satisfy the Douglas condition \([11]\)

\[
\int_{\mathbb{S}^1 \times \mathbb{S}^1} \left| \frac{f(z) - f(z')}{z - z'} \right|^2 \, dz \, dz' < \infty.
\]

The Douglas condition has a key role in the theory of Sobolev homeomorphic extensions. Indeed, suppose that \( \mathcal{Y} \subset \mathbb{C} \) is a Lipschitz Jordan domain, and \( f: \mathcal{S} \to \partial \mathcal{Y} \) is a homeomorphism which satisfies the Douglas condition. Then \( f \) can be extended to a homeomorphism \( f: \mathbb{D} \to \overline{\mathcal{Y}} \) with \( f \in W^{1,2}(\mathbb{D}, \mathbb{C}), \mathcal{S} \), see \([30] pp. 2–3\). We hence obtain the following corollary.

**Corollary 3.1.** Let \( g \in W^{1,2}(\mathbb{D}, \mathbb{C}) \) be such that the trace \( g|\mathbb{S}^1 \) is a homeomorphism onto the boundary of a Lipschitz domain \( \mathcal{Y} \). Then there exists a homeomorphism \( f: \mathbb{D} \to \overline{\mathcal{Y}} \) such that \( g - f \in W_0^{1,2}(\mathbb{D}, \mathbb{C}) \).

**Remark 3.2.** When \( \mathcal{Y} \) is a Lipschitz Jordan domain, any homeomorphism \( f: \mathbb{D} \to \overline{\mathcal{Y}} \) with \( f \in W^{1,2}(\mathbb{D}, \mathbb{C}) \) can be extended to a homeomorphism \( \tilde{f}: \mathbb{C} \to \mathbb{C} \) with \( \tilde{f} \in W_{\text{loc}}^{1,2}(\mathbb{C}, \mathbb{C}) \) by a standard reflection argument.

3.2. Preliminaries on conformal capacity. Suppose that \( U \subset \mathbb{C} \) is an open domain, and \( K \subset U \) is compact. The conformal capacity \( \text{Cap}(K,U) \) of the condenser \( (K,U) \) is the infimum

\[
\inf_u \int_U |\nabla u(z)|^2 \, dz, \tag{3.1}
\]

where the infimum is taken over all \( u \in C_c^\infty(U) \) with \( u|K \geq 1 \). The conformal capacity is notably preserved in conformal transformations.

**Remark 3.3.** We note that the same value of \( \text{Cap}(K,U) \) is obtained if we instead take the infimum over \( u \in W_0^{1,2}(U) \cap C(U) \) with \( u|K \geq 1 \). We will hence call any such \( u \) admissible for \( (K,U) \). The proof of this fact is a standard approximation argument, and is explained e.g. in \([10] pp. 27–28\).

We then recall several standard results on conformal capacity. The first is a symmetrization theorem for capacities; see e.g. \([13] Section 7.16\). Namely, suppose that \( K \subset \mathbb{C} \) is compact, and that \( L \) is a ray originating from the origin. The symmetrization \( \text{Sym}_L(K) \) of \( K \) is defined as follows: if
$K \cap S^1(r) = \emptyset$, then $\text{Sym}_L(K) \cap S^1(r) = \emptyset$, and if $K \cap S^1(r) \neq \emptyset$, then $\text{Sym}_L(K) \cap S^1(r)$ is the closed circular arc around $L$ with the same 1-dimensional Hausdorff measure as $K \cap S^1(r)$. The symmetrization theorem gives a lower bound for $\text{Cap}(K, U)$ using a symmetrized condenser.

**Theorem 3.4.** Let $U \subset \mathbb{C}$ be open and let $K \subset U$ be compact. Let $L$ be a ray originating from the origin. Then

$$\text{Cap}(K, U) \geq \text{Cap}(\text{Sym}_L(K), \mathbb{C} \setminus \text{Sym}_L(\mathbb{C} \setminus U)).$$

The second fact we require is that the capacity of line segments approaching the boundary of $\mathbb{D}$ tends to infinity. The following formulation of this result follows from the basic properties of the capacity of the Grötzsch ring (see e.g. [AK] Section 7.18, (7.23)) by using a conformal change of variables.

**Lemma 3.5.** Let $a \in (0, 1)$, and let $\varepsilon \in (0, 1 - a)$. Then

$$\lim_{\varepsilon \to 0} \text{Cap}([a, 1 - \varepsilon], \mathbb{D}) = \infty.$$  

Finally, we recall that the conformal capacity is monotone: if $K \subset K' \subset U' \subset U$, then $\text{Cap}(K, U) \leq \text{Cap}(K', U')$. This is merely since any admissible function for $(K', U')$ is also admissible for $(K, U)$. By combining this monotonicity property with Theorem 3.4 and Lemma 3.5, the following important corollary immediately follows.

**Corollary 3.6.** Let $K \subset \mathbb{D}$ be closed in $\mathbb{D}$. Suppose that there exists $r_0 \in [0, 1)$ such that for every $r \in (r_0, 1)$, we have $K \cap S^1(r) \neq \emptyset$. Then

$$\lim_{r \to 1^{-}} \text{Cap}(K \cap \overline{B}(r), \mathbb{D}) = \infty.$$  

### 3.3. Topological lemmas on Sobolev boundary conditions.

Our key application of conformal capacity is a topological consequence of Sobolev boundary conditions. We use the following lemma numerous times throughout the text as essentially our replacement to boundary continuity in topological arguments.

**Lemma 3.7.** Suppose that $h \in C(\mathbb{D}, \mathbb{C}) \cap W^{1,2}(\mathbb{D}, \mathbb{C})$, and that $h - f \in W^{0,2}_{1,2}(\mathbb{D}, \mathbb{C})$ for some continuous $f \in C(\overline{\mathbb{D}}, \mathbb{C})$. Then for every connected set $C \subset \mathbb{D}$ with $\overline{C} \cap S^1 \neq \emptyset$, we have

$$f(\overline{C} \cap S^1) \cap \overline{\text{h}(C)} \neq \emptyset.$$  

**Proof.** Suppose towards contradiction that the intersection is empty. It follows that $\overline{C} \cap S^1 \cap f^{-1}\overline{\text{h}(C)} = \emptyset$; that is, the set $\overline{C} \cap f^{-1}\overline{\text{h}(C)}$ does not meet $S^1$. Since $f^{-1}\overline{\text{h}(C)}$ and $\overline{C}$ are compact, it follows that $\overline{C} \cap f^{-1}\overline{\text{h}(C)}$ is a compact subset of $\mathbb{D}$. Consequently, there exists $r_0 \in (0, 1)$ such that $\overline{C} \cap f^{-1}\overline{\text{h}(C)} \subset \mathbb{D}(r_0)$.

In particular, we now have that $\overline{C} \setminus \mathbb{D}(r_0)$ does not meet $f^{-1}\overline{\text{h}(C)}$. It follows that $f(\overline{C} \setminus \mathbb{D}(r_0)) \cap \overline{\text{h}(C)} = \emptyset$. Since $f(\overline{C} \setminus \mathbb{D}(r_0))$ is compact and $\overline{\text{h}(C)}$ is closed, these two sets must therefore have positive distance $d_0 := d(f(\overline{C} \setminus \mathbb{D}(r_0)), \overline{\text{h}(C)}) > 0$ from each other. Note that since $h$ is continuous in $\mathbb{D}$, we have $h(\overline{C} \setminus \mathbb{D}(r_0)) \cap \mathbb{D} \subset h(\overline{C} \setminus \mathbb{D}) \subset \overline{\text{h}(C)}$. Hence, we have that $|f - h| \geq d_0$ on $(\overline{C} \setminus \mathbb{D}(r_0)) \cap \mathbb{D}$. 


We then define
\[ g = \frac{2\sqrt{2}}{d_0} \max(|\text{Re}(h - f)|, |\text{Im}(h - f)|). \]

The map \( g \) is continuous, \( g \geq 1 \) on \((\overline{C} \setminus \mathbb{D}(r_0)) \cap \mathbb{D}\), and \( g \in W^{1,2}_0(\mathbb{D}) \) by e.g. \[16\] Lemma 1.23. Hence,
\[ \text{Cap}(\overline{C} \cap (\mathbb{D}(r) \setminus \mathbb{D}(r_0)), \mathbb{D}) \leq \|\nabla g\|_{L^n}^n < \infty \]
when \( r \in (r_0, 1) \); see Remark \[3.3\].

However, since \( C \) is a continuum in \( \mathbb{D} \) with \( \overline{C} \cap S^1 \neq \emptyset \), if we have \( C \cap S^1(r) \neq \emptyset \) for some \( r \in (0, 1) \), we must then have \( C \cap S^1(r') \neq \emptyset \) for all \( r' \in (r, 1) \). Indeed, otherwise the two components of \( \mathbb{D} \setminus S^1(r') \) would yield a separation of \( C \). It follows that \( (\overline{C} \setminus \mathbb{D}(r_0)) \) meets \( S^1(r) \) for all sufficiently large \( r \in (0, 1) \). Hence, by Corollary \[3.6\] we have
\[ \lim_{r \to 1} \text{Cap}(\overline{C} \cap (\mathbb{D}(r) \setminus \mathbb{D}(r_0)), \mathbb{D}) = \infty. \]

This is a contradiction, and the claim is hence proven. \( \square \)

We point out a corollary of Lemma \[3.7\], which is of significant importance when we consider degree theory.

**Corollary 3.8.** Suppose that \( h \in C(\mathbb{D}, \mathbb{C}) \cap W^{1,2}(\mathbb{D}, \mathbb{C}) \) and that \( h - f \in W^{1,2}_0(\mathbb{D}, \mathbb{C}) \) for some continuous \( f \in C(\overline{\mathbb{D}}, \mathbb{C}) \). Let \( A \subset \mathbb{C} \) be such that \( \overline{A} \cap f(S^1) = \emptyset \), and let \( C \) be a connected component of \( h^{-1}A \). Then \( \overline{C} \subset \mathbb{D} \).

**Proof.** Suppose towards contradiction that \( \overline{C} \cap S^1 \neq \emptyset \). Then Lemma \[3.7\] applies, and yields \( f(\overline{C} \cap S^1) \cap h(C) \neq \emptyset \). However, since \( C \) is contained in the pre-image of \( A \), we have \( f(\overline{C} \cap S^1) \cap h(C) \subset f(S^1) \cap \overline{A} = \emptyset \); a contradiction, which proves the claim. \( \square \)

### 4. \( K \)-oscillation property

In this section we recall that weakly monotone mappings with finite Dirichlet integral are continuous. The notion of weak monotonicity is due to Manfredi \[31\], and is a powerful tool when dealing with continuity properties of Sobolev functions. Roughly speaking, if \( U \subset \mathbb{C} \) is open and \( u : U \to \mathbb{C} \) is a Sobolev mapping, then \( u \) is weakly monotone if both coordinate functions \( \text{Re} \) and \( \text{Im} \) satisfy the maximum and minimum principles in the Sobolev sense in all balls \( B \subset U \). For a more precise definition, see \[3\] p. 532 or \[31\] p. 395.

We consider a slightly more general notion compared to the usual weak monotonicity given in \[31\].

**Definition 4.1.** Let \( U \subset \mathbb{C} \) be open and \( K \geq 1 \). A Sobolev mapping \( H : U \to \mathbb{C} \) is said to have the \( K \)-oscillation property if for every \( z \in U \) and almost every \( r \in (0, d(z, \mathbb{C} \setminus U)) \) we have
\[ \frac{\text{osc}_{B^2(z, r)} H}{\text{osc}_{\partial B^2(z, r)} H} \leq K. \]

Here \( \text{osc}_K H := \sup \{|H(x) - H(x')| : x, x' \in K \} \).
Remark 4.2. We note that continuous monotone Sobolev maps satisfy the 1-oscillation property. Indeed, the 1-oscillation property is satisfied by homeomorphisms and is preserved in uniform limits, which implies the property for monotone maps by e.g. [27, Remark 3.1].

The converse does not hold, as unlike in the case of a continuous monotone map, weakly monotone maps and maps with the $K$-oscillation property may in fact cause some types of folding. For a standard example, let $Q = (0, 2) \times (0, 2)$ and

$$g: \overline{Q} \to \overline{Q} \quad g(x, y) = \begin{cases} (2x, y) & \text{if } 0 \leq x \leq 1 \\ (-2x + 4, y) & \text{if } 1 < x \leq 2. \end{cases}$$

Then $g$ is continuous. Moreover, $g$ has the 1-oscillation property in $Q$, and $g$ is also weakly monotone in the sense of [31]. However, $g$ is not monotone.

The proof of the following continuity result is standard; see e.g. [3, Theorem 20.1.6] for the weakly monotone version.

Lemma 4.3. Let $H \in W^{1,2}(B_R, \mathbb{C})$ satisfy the $K$-oscillation property with $K \geq 1$ in the ball $B_R = B^2(\mathbb{R}, R)$. Then for $r \in (0, R/2)$ we have

$$\left[\frac{\text{osc}_{B^2(\mathbb{R}, r)} H}{2} \leq \frac{C}{\log \left(\frac{R}{r} \right)} \int_{B^2(\mathbb{R})} |DH|^2 \right]$$

for some constant $C \geq 1$ depending only on $K$. In particular, $H$ is continuous.

Proof. Since $H \in W^{1,2}(B_R, \mathbb{C})$, the coordinate functions $\text{Re} \ H$ and $\text{Im} \ H$ are absolutely continuous on almost all of the circles $\partial B_t = S_t$, $0 < t < R$. It follows that, for almost every $t \in (0, R)$,

$$\text{osc}_{S_t} H \leq C \int_{S_t} |DH| \leq C t^{1/2} \left( \int_{S_t} |DH|^2 \right)^{1/2}.$$

For almost every $t \in (r, R)$ we have

$$\text{osc}_{B^2_r} H \leq \text{osc}_{S_t} H \leq K \text{osc}_{S_t} H.$$

Combining this with (4.1), we obtain

$$\left( \text{osc}_{B^2_r} H \right)^2 \leq C \int_{B^2_r \setminus B_r} |DH|^2,$$

as desired. \qed

5. Degree theory

Suppose that $U \subset \mathbb{R}^n$ is open, and that $h \in C(\overline{U}, \mathbb{R}^n)$. Then the classical Brouwer degree $\text{deg}(h, y, U)$ is well defined for every $y \notin h(\partial U)$. For further details on classical degree theory, we refer to e.g. [13].

In our case, however, we need to be a bit more careful with the use of degree theory. This is because we are mostly dealing with mappings which are not a priori assumed to be continuous up to the boundary. In our main result, Theorem 1.1, it is only assumed that $h$ is continuous in $\mathbb{D}$ and has a continuous Sobolev trace on the boundary. We note that there does exist
literature on degree theory in settings more general than ours, such as the degree theory of Nirenberg and Brezis [35] for VMO-maps. However, we have found no account which includes all the results we require, and we found it easier to derive the desired results in our specific setting using the classical degree theory.

5.1. Sobolev boundary conditions and topology. We now consider a $h \in C(\mathbb{D}, \mathbb{C}) \cap W^{1,2}(\mathbb{D}, \mathbb{C})$ such that $h$ satisfies the Lusin (N) -condition, and $h - f \in W^{1,2}_0(\mathbb{D}, \mathbb{C})$ for some continuous $f \in C(\overline{\mathbb{D}}, \mathbb{C})$. It hence follows that the trace $h|\partial S^1$ equals the restriction $f|\partial S^1$, and is hence continuous. However, $h$ is not necessarily continuous up to the boundary.

By using Corollary 3.8 we are able to define a topological degree for $h$ with Sobolev boundary values in the following situation.

**Lemma 5.1.** Suppose that $h \in C(\mathbb{D}, \mathbb{C}) \cap W^{1,2}(\mathbb{D}, \mathbb{C})$ satisfies the Lusin (N) -condition, and that $h - f \in W^{1,2}_0(\mathbb{D}, \mathbb{C})$ for some continuous $f \in C(\overline{\mathbb{D}}, \mathbb{C})$. Let $V \subset \mathbb{C}$ be a bounded, connected open set such that $d_0 := d(f|\partial S^1) > 0$ and $m_d(\partial V) = 0$. Let $U$ be a connected component of $h^{-1}V$.

Then $\overline{U} \subset \mathbb{D}$, and for every $y \in V$, $\deg(h, y, U)$ is well defined. Moreover, for every such $y$ we have

$$\deg(h, y, U) = \frac{1}{m_2(V)} \int_U J_h(z) \, dz.$$ 

In particular, the function $y \mapsto \deg(h, y, U)$ is constant on $V$.

**Proof.** We note that since $\mathbb{D}$ is locally connected and $h^{-1}V$ is open, the components of $h^{-1}V$ are also open. Consequently, $U$ is open and connected. Since $f|\partial S^1 \cap \overline{V} = \emptyset$, it follows from Corollary 3.8 that $\overline{U} \subset \mathbb{D}$.

We note that we must necessarily have $h(\partial U) \subset \partial V$. Indeed, since $U$ is a connected component of $h^{-1}V$, $U$ is also closed in $h^{-1}V$, and since $U$ is also open in $\mathbb{C}$, no element of $\partial U$ can be in $h^{-1}V$. Therefore, $h(\partial U) \subset \mathbb{C} \setminus V$. On the other hand, since $\partial U \subset \mathbb{D}$ and $h$ is continuous in $\mathbb{D}$, we have $h(\partial U) \subset h(U) \subset \mathbb{C} \setminus V$.

Now, since $h$ is continuous on $\overline{U}$ and $V \cap h(\partial U) = \emptyset$, the degree $\deg(h, y, U)$ is well defined for any $y \in V$. Since $V$ is connected and doesn’t meet $h(\partial U)$, it also follows that $y \mapsto \deg(h, y, U)$ is constant in $V$; see e.g. [13] Theorem 2.3 (3)].

For the Jacobian formula, note that if $y \notin V$, we must therefore have $\deg(h, y, U) = 0$ by e.g. [13] Theorem 2.1] Since $\overline{U} \subset \mathbb{D}$, $h(\partial U) \subset \partial V$, and since $h$ satisfies the Lusin (N) -property, we therefore obtain using e.g. [13] Proposition 5.25 and Remark 5.26 (ii)] that

$$\int_U J_f(z) \, dz = \int_{\mathbb{C}} \deg(h, z', U) \, dz' = m_2(V) \deg(h, y, U)$$

for every $y \in V$, which implies the given Jacobian formula. 

This lemma allows us to define the degree of $h$ in a pre-image.

**Definition 5.2.** Let $h$, $f$, and $V$ be as in Lemma 5.1. Let $U_1, U_2, \ldots$ be the connected components of $h^{-1}V$. Note that since $U_i$ are open and disjoint,
there are at most countably many of them. We define
\[ \deg(h, y, h^{-1}V) = \sum_i \deg(h, y, U_i) \]
for any \( y \in V \). This sum converges to a finite value, since the Jacobian formula of Lemma 5.1 implies that
\[ \sum_i |\deg(h, y, U_i)| \leq \frac{1}{m_2(V)} \sum_i \int_{U_i} |J_h(z)| \, dz \leq \frac{1}{m_2(V)} \int_{\mathbb{R}^2} |Dh(z)|^2 \, dz < \infty. \]

The remaining tool we require is that \( \deg(h, y, h^{-1}V) = \deg(f, y, f^{-1}V) \) when \( h \) and \( f \) have the same trace. We restrict to the case where \( V \) is a ball and \( f \) is a continuous Sobolev map in the entire plane, as that is enough for us.

**Lemma 5.3.** Suppose that \( h \in C(\mathbb{D}, \mathbb{C}) \cap W^{1,2}(\mathbb{D}, \mathbb{C}) \) satisfies the Lusin (N) -condition, and that \( h - f \in W^{1,2}_0(\mathbb{D}, \mathbb{C}) \) for some \( f \in C(\mathbb{C}, \mathbb{C}) \cap W^{1,2}_0(\mathbb{C}, \mathbb{C}) \) which also satisfies the Lusin (N) condition. Let \( y \in \mathbb{C} \) and \( r > 0 \) be such that \( d(f(S^1), B^2(y, r)) > 0 \). Then
\[ \deg(h, y, h^{-1}B^2(y, r)) = \deg(f, y, \mathbb{D} \cap f^{-1}B^2(y, r)). \]

**Proof.** Note that we may assume \( f \in W^{1,2}(\mathbb{C}, \mathbb{C}) \) by multiplying it with some \( \eta \in C^\infty_0(\mathbb{C}) \) with \( \eta B^2(0, 2) \equiv 1 \). By post-composing with an affine map, we may also assume that \( y = 0 \) and \( r = 1 \), and therefore \( B^2(y, r) = \mathbb{D} \). We may extend \( h \) to \( \mathbb{C} \) by setting \( h|((\mathbb{C} \setminus \mathbb{D}) = f|((\mathbb{C} \setminus \mathbb{D})) \); this extension is in \( W^{1,2}(\mathbb{C}, \mathbb{C}) \), although it isn’t necessarily continuous on \( S^1 \).

We then let \( \psi_j \in C^\infty(\mathbb{C}, \mathbb{C}) \) be a smooth approximation of the radial retraction to \( \mathbb{D} \); that is \( \psi_j|((\mathbb{D}(1 - j^{-1})) = \text{id}, (\psi_j|((\mathbb{C} \setminus \mathbb{D}))(z) = z/|z| \), and \( |D\psi_j| \leq 2 \). We define \( h_j = \psi_j \circ h \) and \( f_j = \psi_j \circ f \). Since \( h \) is a smooth 2-Lipschitz map, we have \( h_j, f_j \in W^{1,2}(\mathbb{C}, \mathbb{C}) \).

Since \( W^{1,2}(\mathbb{C}, \mathbb{C}) = W^{0,2}_0(\mathbb{C}, \mathbb{C}) \), we have
\[ \int_{\mathbb{C}} J_{h_j}(z) \, dz = \int_{\mathbb{C}} J_{f_j}(z) \, dz = 0. \]

Since \( h_j \equiv f_j \) in \( \mathbb{C} \setminus \mathbb{D} \), their Jacobians also coincide almost everywhere in \( \mathbb{C} \setminus \mathbb{D} \). It follows that
\[ \int_{\mathbb{D}} J_{h_j}(z) \, dz = \int_{\mathbb{D}} J_{f_j}(z) \, dz. \]

However, we have \( J_{h_j} \to J_h \chi_{\mathbb{C} \setminus \mathbb{D}} \), since \( J_{\psi_j} = 1 \) in \( \mathbb{D}(1 - j^{-1}) \) and \( J_{\psi_j} = 0 \) in \( \mathbb{C} \setminus \mathbb{D} \). Similarly, \( J_{f_j} \to J_f \chi_{\mathbb{C} \setminus \mathbb{D}} \), and we also have \( |J_{h_j}| \leq 4 |Dh|^2 \) and \( |J_{f_j}| \leq 4 |Df|^2 \). Hence, by dominated convergence, we get
\[ \int_{\mathbb{D} \cap h^{-1} \mathbb{D}} J_h(z) \, dz = \int_{\mathbb{D} \cap f^{-1} \mathbb{D}} J_f(z) \, dz. \]

Now we obtain the claim by the fact that the degrees of \( f \) and \( h \) are constant for \( y' \in B^2(y, r) = \mathbb{D} \), combined with the Jacobian formula for the degree. In the case of \( h \), the versions of these results we use are precisely the ones proven in Lemma 5.1. \( \square \)
6. Connectedness of fibers

We now begin the process of proving Theorem 1.1. As discussed in the introduction, we may assume $X = D$ by a conformal change of variables. Moreover, the “only if”-part of the theorem was also explained to follow from the fact that a monotone $h \in W^{1,2}(D, \mathbb{C})$-map is a $W^{1,2}(D, \mathbb{C})$-limit of homeomorphisms, and therefore $J_h$ cannot change sign. Hence, only the “if”-part remains to be proven here:

**Theorem 6.1.** Let $Y$ be Lipschitz regular and $f: \overline{D} \to Y$ an orientation-preserving homeomorphism in $W^{1,2}(D, \mathbb{C})$. Suppose that a mapping $h: D \to \mathbb{C}$ satisfies the Hopf-Laplace equation, $J_h \geq 0$ almost everywhere in $D$, and $h \in f + W^{1,2}(D, \mathbb{C})$. Then $h$ extends to a continuous monotone mapping from $\overline{D}$ onto $Y$ (up to redefining $h$ in a set of measure zero).

Our goal in this section is to show that if $Y$ and $h$ satisfy the assumptions of Theorem 6.1, then $Y \subset h(\overline{D}) \subset Y$, and the pre-image $h^{-1}(y)\cup(h|S^1)^{-1}\{y\}$ is connected for every $y \in Y$, where $h|S^1 = f|S^1$ is the continuous representative of the trace map of $h$. Note that including the $(h|S^1)^{-1}\{y\}$-part is important when $y \in \partial Y$; the set $h^{-1}\{y\}$ can e.g. consist of two disjoint paths converging to the same point of $S^1$, in which case the interior part $h^{-1}\{y\}$ of the pre-image is not connected but $h^{-1}\{y\} \cup (h|S^1)^{-1}\{y\}$ instead is. We also note that we do not yet show continuity of $h$ up to the boundary; hence, we refrain from referring to this property of $h$ as monotonicity.

6.1. A topological preliminary result. We begin with a topological lemma, which essentially transfers some properties from the components of $f^{-1}\{y\}$ to the components of $f^{-1}B^2(y,r)$ with small enough $r$.

**Lemma 6.2.** Let $f: D \to \mathbb{C}$ be a continuous map. Let $y \in \mathbb{C}$, and let $K \subset D$ be a component of $f^{-1}\{y\}$ such that $K \subset D$. Then

1. there exists $r_K > 0$ such that for every $r \in (0,r_K)$, the component $U_r$ of $f^{-1}B^2(y,r)$ containing $K$ satisfies $U_r \subset D$;
2. if $K' \neq K$ is a another component of $f^{-1}\{y\}$ such that $K' \subset D$, then there exists $r_{K,K'} > 0$ such that for every $r \in (0,r_{K,K'})$, the sets $K$ and $K'$ are contained in different components of $f^{-1}B^2(y,r)$.

**Proof.** We begin by proving (1). Note that $K$ is indeed always contained in a single component of $f^{-1}B^2(y,r)$, since the components would otherwise yield a separation of $K$ due to being open. Suppose then to the contrary that we have a sequence $r_1 > r_2 > \ldots$ such that $r_i \to 0$ and $\overline{U_{r_i}} \cap S^1 \neq \emptyset$.

Note that $\overline{U_{r_i}}$ are connected, since closures of connected subsets are always connected. We let $C = \bigcap_i \overline{U_{r_i}}$. Then $C$ contains $K$ since every $U_{r_i}$ contains $K$. The set $C$ also meets $S^1$; indeed, the sets $S^1 \cap \overline{U_{r_i}}$ form a decreasing sequence of non-empty compact sets, so their intersection is non-empty. Moreover, $C$ is connected, since it is the intersection of a decreasing sequence of compact connected sets; see e.g. [12, Corollary 6.1.19].

Since $f$ is continuous, we have $f(\overline{U_{r_i}} \cap D) \subset B^2(y,r_i)$ for every $i$, and therefore $f(C \cap \overline{D}) \subset \{y\}$. Since $K$ is a connected component of $f^{-1}\{y\}$ it follows that the connected component of $C \cap \overline{D}$ containing $K$ must in fact equal $K$. Hence, we find an open neighborhood $U$ of $K$ such that $\overline{U}$ is
disjoint from \((C \cap D) \setminus K\). Since \(\overline{K} \subset D\), we also find an open neighborhood \(V\) of \(K\) with \(\overline{V} \subset D\). The sets \(U \cap V\) and \(C \setminus (U \cup V)\) then yield a separation of \(C\), which contradicts the connectedness of \(C\). Hence, the proof of \(1\) is complete.

The proof of \(2\) is similar. Suppose that we have a sequence \(r_1 > r_2 > \ldots\) such that \(r_i \to 0\) and a component \(U_i\) of \(f^{-1}B^2(y, r_i)\) meets both \(K\) and \(K'\), in which case we in fact have \(K \cup K' \subset U_i\). Using the previous part \(1\), we may assume that \(r_i\) are small enough that \(\overline{U_i} \subset D\).

We then define \(C = \bigcap_i U_i\). Since \(U_i\) are a descending sequence of compact connected sets, we again have that \(C\) is a compact connected set. Since \(K \cup K' \subset U_i\) for every \(i\), we have \(K \cup K' \subset C\). However, the continuity of \(f\) and the fact that \(\overline{U_i} \subset D\) implies that \(f(U_i) \subset \overline{B^2(y, r_i)}\), from which it follows that \(f(C) \subset \{y\}\). Therefore, \(C\) is contained in a single component of \(f^{-1}\{y\}\), which is only possible if \(K = K'\), completing the proof of \(2\).

6.2. Application of degree theory. In this subsection, we prove the connectedness of the fibers \(h^{-1}\{y\}\) with an extra assumption. Namely, we do not assume that \(h\) is a solution of the Hopf-Laplace equation, but instead we assume that there exists no open ball \(B \subset C\) and non-empty component \(U\) of \(h^{-1}B\) such that \(J_h^1 \equiv 0\) a.e. in \(U\). This extra assumption allows for relatively natural proofs using degree theory. Later, in the next subsection, we then proceed to eliminate this extra assumption using the Hopf-Laplace equation.

**Lemma 6.3.** Let \(h \in C(D, C) \cap W^{1,2}(D, C)\) be such that \(J_h^1 \geq 0\) a.e. in \(D\) and \(h\) satisfies the Lusin \((N)\) condition. Suppose that \(h - f \in W^{1,2}_0(D)\), where \(f : \overline{D} \to \overline{Y}\) is an orientation preserving homeomorphism onto a Lipschitz Jordan domain \(Y\). Then \(Y \subset h(D)\).

Moreover, suppose also that there exists no non-empty component \(U\) of the pre-image \(h^{-1}B\) of an open ball \(B\) such that \(J_f^1 \equiv 0\) a.e. in \(U\). Then \(h^{-1}\{y\} = \emptyset\) for every \(y \in \overline{Y} \setminus \partial Y\) and \(h^{-1}\{y\}\) is connected for every \(y \in Y\).

**Proof.** Note that we may extend \(f\) to a continuous map in \(W^{1,2}(C, C)\), by first taking the homeomorphic extension \(f \in W^{1,2}_{\text{loc}}(C, C)\) of Remark 3.2 and then multiplying with a suitable smooth cutoff function.

Let \(y \in \overline{C} \setminus \partial Y\), and let \(r \in (0, d(y, \partial Y))\). We consider first the case \(y \notin \overline{Y}\). Suppose towards contradiction that \(h^{-1}\{y\} \neq \emptyset\). Then \(h^{-1}B^2(y, r)\) is nonempty. Let \(U_1, U_2, \ldots\) be the connected components of \(h^{-1}B^2(y, r)\), in which case at least one nonempty component exists.

By Lemma 5.1, every component \(U_i\) is compactly contained in \(D\), and \(\deg(h, U_i, y)\) is well defined. Since \(J_h^1 \geq 0\) a.e. in \(D\), we have \(\deg(h, U_i, y) \geq 0\) for every \(i\) by the Jacobian formula of Lemma 5.1. Moreover, since we may extend \(f\) to \(C(C, C) \cap W^{1,2}_{\text{loc}}(C, C)\) by Remark 3.2 and since the extension satisfies the Lusin \((N)\) condition due to e.g. [14, Theorem 4.9], we may apply Lemma 5.3 and obtain

\[
\sum_i \deg(h, y, U_i) = \deg(f, y, D \cap f^{-1}B^2(y, r)) = 0,
\]

where the last equality is since \(f\) is a homeomorphism from \(D\) to \(Y\) and \(y \notin \overline{Y}\). We conclude that \(\deg(h, U_i, y) = 0\) for every \(i\). Since \(J_h^1 \geq 0\), the
Jacobian formula of Lemma 5.1 implies that $J_{h_i} \equiv 0$ on every $U_i$. By our assumption, this is impossible for a non-empty $U_i$; hence, we have reached a contradiction, proving that $h^{-1}\{y\} = \emptyset$.

It remains to consider the case where $y \in \mathbb{Y}$, which proceeds similarly. We again let $U_1, U_2, \ldots$ be the connected components of $h^{-1}B^2(y, r)$, and similarly as before we get $\deg(h, U_1, y) \geq 0$ and

$$\sum_i \deg(h, y, U_i) = \deg(f, y, \mathbb{D} \cap f^{-1}B^2(y, r)) = \pm 1,$$

since $B^2(y, r) \subset \mathbb{Y}$ and $f$ is a homeomorphism from $\mathbb{D}$ to $\mathbb{Y}$. Since the degrees on the left hand side are non-negative, the value of $\deg(f, y, \mathbb{D} \cap f^{-1}B^2(y, r))$ must then be 1. It follows that there’s exactly one component, which we may assume to be $U_1$, with $\deg(h, y, U_1) = 1$. For any other components $U_i$, we have $\deg(h, y, U_i) = 0$.

Hence, by e.g. [13, Theorem 2.1], we must have $y \in f(U_1) \subset f(\mathbb{D})$. This completes the proof that $\mathbb{Y} \subset f(\mathbb{D})$. Moreover, by our assumption that $J_f \equiv 0$ on no non-empty component of $f^{-1}B^2(y, r)$, we cannot have any components $U_i$ with $\deg(h, y, U_i) = 0$. Hence, $U_1$ is the only component of $f^{-1}B^2(y, r)$. Since this holds for arbitrarily small $r$, and since every component of $h^{-1}\{y\}$ is compact by Corollary 3.8, it follows from Lemma 6.2 part (2) that $h^{-1}\{y\}$ must be connected.

Lemma 6.3 hence yields connectedness of $h^{-1}\{y\} \cup (h|\mathbb{S}^1)^{-1}\{y\}$ for $y \in \mathbb{Y}$, as for such $y$ the boundary part of the pre-image is empty. Next, we consider pre-images of points $y \in \partial \mathbb{Y}$. We reduce the connectedness of $h^{-1}\{y\} \cup (h|\mathbb{S}^1)^{-1}\{y\}$ in this case to the following lemma.

Lemma 6.4. Let $h \in C(\mathbb{D}, \mathbb{C}) \cap W^{1,2}(\mathbb{D}, \mathbb{C})$ be such that $J_{h_i} \geq 0$ a.e. in $\mathbb{D}$ and $h$ satisfies the Lusin (N) condition. Suppose that $h - f \in W^{1,2}(\mathbb{D})$, where $f: \mathbb{D} \to \mathbb{Y}$ is an orientation preserving homeomorphism onto a Lipschitz Jordan domain $\mathbb{Y}$. Suppose also that there exists no non-empty component $U$ of the pre-image $h^{-1}B$ of an open ball $B$ such that $J_f \equiv 0$ a.e. in $U$. If $y \in \partial \mathbb{Y}$, $z_0$ is the unique point for which $(h|\mathbb{S}^1)(z_0) = y$, and $K$ is a connected component of $h^{-1}\{y\}$, then $z_0 \in \overline{K}$.

Proof. The proof divides into two cases. We consider first the case where $\overline{K} \cap \mathbb{S}^1 \neq \emptyset$. Now, Lemma 6.7 applies, and we obtain that $f(\overline{K} \cap \mathbb{S}^1) \cap h(\overline{K}) \neq \emptyset$. Since $K$ is a component of $h^{-1}\{y\}$, we have $h(\overline{K}) = \{y\}$. Hence, $y \in f(\overline{K} \cap \mathbb{S}^1)$, and therefore $z_0 \in \overline{K} \cap \mathbb{S}^1 \subset \overline{K}$.

It remains to consider the case where $\overline{K} \cap \mathbb{S}^1 = \emptyset$. We suppose towards contradiction that $z_0 \notin \overline{K}$. By Lemma 6.2 part (1), we find an $r > 0$ such that the connected component $U$ of $h^{-1}B^2(y, r)$ containing $K$ is compactly contained in $\mathbb{D}$.

Now, $h$ is continuous on $\overline{U}$, and since $U$ is a connected component of $h^{-1}B^2(y, r)$, we have $h(\partial U) \cap B^2(y, r) = \emptyset$. It follows that the classical Brouwer degree $\deg(h, y', U)$ is well defined for every $y' \in B^2(y, r)$, including $y$. Moreover, since $B^2(y, r)$ is connected and $h(\partial U)$ is mapped outside it, $\deg(h, y', U)$ is independent of $y' \in B^2(y, r)$ by e.g. [13, Theorem 2.3 (3)]. Moreover, $h(\partial U) \subset \partial B^2(y, r)$ by continuity of $f$, so we again have by [13].
Proposition 5.25 and Remark 5.26 (ii)] the Jacobian formula
\[ \int_U J_f(z) \, dz = \int_{\mathbb{C}} \deg(h, z', U) \, dz' = m_2(B^2(y, r)) \deg(h, y', U) \]
for every \( y' \in B^2(y, r) \).

By our assumption that we cannot have \( J_f \equiv 0 \) in a component of the pre-image of a ball, we must have that \( J_h > 0 \) in a positive measured subset of \( U \).

The Jacobian formula hence implies that the constant value of \( \deg(h, y', U) \) for \( y' \in B^2(y, r) \) must be positive. Notably, every \( y' \in B^2(y, r) \) must be in the image \( h(U) \) by e.g. [13, Theorem 2.1]. This is a contradiction; \( y \) is on the boundary of a Lipschitz Jordan domain \( \mathcal{Y} \), so \( B^2(y, r) \) must necessarily meet \( C \setminus \mathcal{Y} \), yet \( h(D) \subset \mathcal{Y} \) by Lemma 6.3. Hence, our counterassumption has resulted in a contradiction, and the claim therefore holds. \( \Box \)

As previously indicated, the statement of Lemma 6.4 implies that the set \( h^{-1}\{y\} \cup (h|S^1)^{-1}\{y\} \) is connected for every \( y \in \partial \mathcal{Y} \).

**Corollary 6.5.** Let \( h \in C(\mathbb{D}, \mathbb{C}) \cap W^{1,2}(\mathbb{D}, \mathbb{C}) \) be such that \( J_h \geq 0 \) a.e. in \( \mathbb{D} \) and \( h \) satisfies the Lusin (N) condition. Suppose that \( h - f \in W^{1,2}_0(\mathbb{D}) \), where \( f : \mathbb{D} \to \mathcal{Y} \) is an orientation preserving homeomorphism onto a Lipschitz Jordan domain \( \mathcal{Y} \). Suppose also that there exists no non-empty component \( U \) of the pre-image \( h^{-1}B \) of an open ball \( B \) such that \( J_f \equiv 0 \) a.e. in \( U \). Then for every boundary point \( y \in \partial \mathcal{Y} \), the set \( h^{-1}\{y\} \cup (h|S^1)^{-1}\{y\} \) is connected.

**Proof.** Note that \( (h|S^1)^{-1}\{y\} \) is a singleton; we denote the single point in it by \( z_0 \). Suppose then that \( (U, V) \) is a separation of \( h^{-1}\{y\} \cup (h|S^1)^{-1}\{y\} \). Either \( U \) or \( V \) must contain \( (h|S^1)^{-1}\{y\} = \{z_0\} \); we may assume by symmetry that \( z_0 \in U \).

Let then \( K \) be a connected component of \( h^{-1}\{y\} \). Since \( U \) is the intersection of \( h^{-1}\{y\} \cup (h|S^1)^{-1}\{y\} \) with an open subset of \( \mathcal{C} \), and since Lemma 6.4 yields that \( z_0 \in K \), we must have that \( U \cap K \neq \emptyset \). Since \( K \) is connected, we must therefore have \( V \cap K = \emptyset \). As this holds for all components \( K \), we conclude that \( V = \emptyset \), and therefore \( h^{-1}\{y\} \cup (h|S^1)^{-1}\{y\} \) is connected. \( \Box \)

### 6.3. Applying the trajectory structure

With Lemma 6.3 and Corollary 6.5 shown, the remaining key step is to eliminate the extra assumption that was required by their proofs. Namely, we wish to show that when \( h \) is a solution of the Hopf-Laplace equation with non-negative Jacobian and a homeomorphic trace, then no pre-image \( h^{-1}B \) of a ball has a non-empty component \( U \) such that \( J_h \equiv 0 \) a.e. in \( U \).

**Lemma 6.6.** Let \( h \in W^{1,2}(\mathbb{D}, \mathbb{C}) \) be a solution to the Hopf-Laplace equation with \( J_h \geq 0 \) a.e. in \( \mathbb{D} \). Suppose that \( h - f \in W^{1,2}_0(\mathbb{D}) \), where \( f : \mathbb{D} \to \mathcal{Y} \) is an orientation preserving homeomorphism onto a Lipschitz Jordan domain \( \mathcal{Y} \). Then for any \( y \in \mathcal{C} \) and \( r \in (0, \infty) \), there exists no non-empty connected component \( U \) of \( h^{-1}B^2(y, r) \) such that \( J_h \equiv 0 \) a.e. in \( U \).

**Proof.** By Theorem 2.2 \( h \) is continuous inside \( \mathbb{D} \) and satisfies the Lusin (N) condition. We let \( \varphi = (\partial_z h)(\overline{\partial_z h}) \) be the Hopf product of \( h \), and let \( H = \varphi dz \otimes dz \) be the associated holomorphic quadratic differential. We suppose to the contrary that \( U \) is a connected component of \( h^{-1}B^2(y, r) \) such that \( J_f \equiv 0 \) a.e. in \( U \). Note again that \( U \) is an open subset of \( \mathbb{D} \).
We consider first the simple case $H \equiv 0$. We then have $(\partial_s h)(\partial_r h) = 0$ almost everywhere and therefore $\partial_s h(z) = 0$ or $\partial_r h(z) = 0$ at a.e. $z \in D$. We also note that $|\partial_s h|^2 - |\partial_r h|^2 = J_h \geq 0$ almost everywhere, which limits us to the possibility $\partial_s h(z) = 0$ at a.e. $z \in D$. It follows that $h$ is weakly holomorphic, and therefore holomorphic by Weyl’s lemma. We also know that $h$ is not constant, since it coincides with a homeomorphism on $\partial D$. It follows then that $J_h > 0$ outside of countably many isolated points, which contradicts our counterassumption that $J_h \equiv 0$ a.e. in $U$.

Consider then the remaining case where $H$ is not identically zero. Then, since $H$ only has isolated zeroes, the union of all critical vertical trajectories of $F$ has zero measure, as previously discussed in Section 2.2. Hence, we can find a non-critical vertical trajectory $\gamma: (a, b) \to \mathbb{D}$ of $H$ which intersects $U$.

Since $J_f \equiv 0$ a.e. in $U$, we have by Lemma 2.3 that $f$ is constant on every segment of $\gamma$ contained in $U$.

We then show that in fact the entire trajectory $\gamma$ is contained in $U$. Indeed, let $t \in (a, b)$ be such that $\gamma(t) \in U$, and suppose to the contrary that $\gamma$ also meets $\mathbb{D} \setminus U$. We may assume that $\gamma$ meets $\mathbb{D} \setminus U$ on $(t, b)$, as we can reverse the direction of $\gamma$ if necessary. Then there exists a smallest $t' > t$ such that $\gamma(t') \notin U$. By continuity of $\gamma$, we must hence have $\gamma(t') \in \partial U \cap \mathbb{D}$. It follows that $h$ is constant on $\gamma[t, t')$. Since $\gamma(t') \subset \mathbb{D}$ and $h$ is continuous in $\mathbb{D}$, we must then in fact have that $h(\gamma(t)) = h(\gamma(t'))$. It follows that $\gamma(t') \in h^{-1}B^2(y, r)$. But this is a contradiction, since $U$ is an open component of $h^{-1}B^2(y, r)$, yet $\gamma(t') \in \partial U$. Hence, $\gamma$ cannot meet $\mathbb{D} \setminus U$.

It then follows that $h$ is constant on the entire vertical trajectory $\gamma$. Let $y_\gamma$ denote this constant value of $h$ on $\gamma$. Since $h \in W^{1,2}(\mathbb{D}, \mathbb{C})$, we have $\varphi \in L^1(\mathbb{D}, \mathbb{C})$ by Hölder’s inequality. Hence, by Lemma 2.1, the trajectory $\gamma$ tends to two distinct boundary points $z_a, z_b \in S^1$ at $a$ and $b$ respectively.

We then split the image of $\gamma$ into two connected halves $C_a, C_b$ where $C_a \cap S^1 = \{z_a\}$ and $C_b \cap S^1 = \{z_b\}$. Now, Lemma 3.7 yields that $\{f(z_a)\} \cap \{y_\gamma\} = f(C_a \cap S^1) \cap h(C_a) \neq \emptyset$, and similarly $\{f(z_b)\} \cap \{y_\gamma\} = f(C_b \cap S^1) \cap h(C_b) \neq \emptyset$. It follows that $f(z_a) = f(z_b) = y_\gamma$. But this is a contradiction, since $z_a \neq z_b$ and $f$ is a homeomorphism. Therefore, no set $U$ as above can exist.

By combining Lemmas 6.3 and 6.6 and Corollary 6.5 we immediately obtain the desired result of this section.

**Corollary 6.7.** Let $h \in W^{1,2}(\mathbb{D}, \mathbb{C})$ be a solution to the Hopf-Laplace equation with $J_h \geq 0$ a.e. in $\mathbb{D}$. Suppose that $h - f \in W^{1,2}_0(\mathbb{D})$, where $f: \mathbb{D} \to \mathbb{Y}$ is an orientation preserving homeomorphism onto a Lipschitz Jordan domain $\mathbb{Y}$. Then $\mathbb{Y} \subset h(\mathbb{D}) \subset \overline{\mathbb{Y}}$, $h^{-1}\{y\}$ is connected for every $y \in \mathbb{Y}$, and $h^{-1}\{y\} \cup (h|S^1)^{-1}\{y\}$ is connected for every $y \in \partial \mathbb{Y}$.

7. Continuity up to the boundary

The last remaining part of the proof is to show that our solution is continuous up to the boundary. At this part we no longer require the Hopf-Laplace equation, so we formulate the statement for a more general class of mappings.

**Proposition 7.1.** Let $\mathbb{Y}$ be a Lipschitz Jordan domain in $\mathbb{C}$, and let $h: \mathbb{D} \to \mathbb{Y}$ be a continuous surjection. Suppose that $h \in W^{1,2}(\mathbb{D}, \mathbb{C})$, and that $h - f \in$
$W^{1,2}_0(\mathbb{D}, \mathbb{C})$ for some homeomorphic $f: \overline{\mathbb{D}} \to \overline{\mathbb{Y}}$. Suppose also that the set $h^{-1}\{y\} \cup (f|\partial \mathbb{D})^{-1}\{y\}$ is connected for every $y \in \overline{\mathbb{Y}}$. Then extending $h$ to the boundary via $h|\partial \mathbb{D} = f|\partial \mathbb{D}$ yields a continuous map $h: \overline{\mathbb{D}} \to \overline{\mathbb{Y}}$.

The claim is not true without the assumption that the pre-images of points are connected; see Example 1.3. The argument is inspired by a proof that a Sobolev homeomorphism $f \in W^{1,2}(\mathbb{D}, \mathbb{Y})$ with Lipschitz $\mathbb{Y}$ extends continuously to the boundary, see [24, Theorem 1.3].

We begin with a lemma on pre-images of connected open sets. Recall that if $X$ and $Y$ are compact metric spaces and $f: X \to Y$ is a continuous monotone surjection, then a classical result of Whyburn states that $f^{-1}C$ is connected for every connected $C \subset Y$. For a proof, see e.g. [12, Corollary 6.1.19]. The compactness assumption is crucial; consider for example the map $h: (0, 2) \times (0, 2\pi + 1) \to \mathbb{D}$ defined by $h(x+iy) = \max(0, |x|^{-1}) e^{|\min(y, 2\pi)|}$ and $C = B^2(1/2, 1/5)$. Here, we require a version of this result for maps with Sobolev boundary values.

**Lemma 7.2.** Let $\mathbb{Y}$ be a Jordan domain in $\mathbb{C}$, and let $h: \overline{\mathbb{D}} \to \overline{\mathbb{Y}}$ be a continuous surjection. Suppose that $h \in W^{1,2}(\mathbb{D}, \mathbb{C})$, and that $h - f \in W^{1,2}_0(\mathbb{D}, \mathbb{C})$ for some homeomorphic $f: \mathbb{D} \to \mathbb{Y}$. Suppose also that the set $h^{-1}\{y\}$ is connected for every $y \in \mathbb{Y}$. Then for every connected open set $U \subset \mathbb{Y}$, the set $h^{-1}U$ is connected.

**Proof of Lemma 7.2**. We consider first the special case where $U = B^2(y, r_0)$ is a ball with $\overline{U} \subset \mathbb{Y}$. Let $V_i$ denote the connected components of $h^{-1}U$; the continuity of $h$ implies that the sets $V_i$ are open subsets of $\mathbb{D}$, which in turn implies that there are only countably many $V_i$. Moreover, by Corollary 3.8 and the fact that $f|\partial \mathbb{D}) \subset \partial \mathbb{Y}$, we have $\overline{V_i} \subset \mathbb{D}$.

Let $K = B^2(y, r)$ for some $r < r_0$. We define $W_i = h^{-1}K \cap V_i$ for every index $i$. We claim that every $W_i$ is compact. Indeed, we have $\overline{W_i} \subset \overline{V_i} \subset \mathbb{D}$, and therefore the continuity of $h$ on $\mathbb{D}$ implies that $h(\overline{W_i}) \subset h(\overline{V_i}) \subset K$. On the other hand, since $V_i$ is a component of $h^{-1}U$ with $\overline{V_i} \subset \mathbb{D}$, we have $h(\partial V_i) \subset \partial U \subset \mathbb{C} \setminus K$. Hence, $\overline{W_i} \cap \partial V_i = \emptyset$, and therefore $\overline{W_i} \subset V_i$. Since $V_i$ is a closed subset of $V_i$, it follows that $W_i = \overline{W_i}$, implying the compactness of $W_i$.

It follows that the sets $h(W_i)$ are compact subsets of $K$. Since $h$ is surjective, it follows that the sets $h(W_i)$ cover $K$. We also have that $h(W_i)$ are pairwise disjoint, since every fiber $h^{-1}\{w\}$ with $w \in K$ is connected and therefore contained in a single $V_i$. We hence have a cover of the compact continuum $K \subset \mathbb{C}$ with a countable collection of pairwise disjoint compact sets $h(W_i)$. A theorem of Sierpiński now implies that no more than one $h(W_i)$ can be non-empty; see e.g. [12, Theorem 6.1.27]. It follows that $h^{-1}K$ intersects only one component $V_i$ of $h^{-1}U$.

Now, we select an increasing sequence of radii $0 < r_1 < r_2 < \ldots$ with $\lim_{j \to \infty} r_j = r_0$, and denote $K_j = B^2(y, r_j)$. Our proof so far shows that every $h^{-1}K_j$ is contained in a single component of $h^{-1}U$. Since the sequence of $h^{-1}K_j$ is increasing, this component is the same for all $j$. However, since $h^{-1}U = \bigcup_j h^{-1}K_j$, it then follows that $h^{-1}U$ must have exactly one connected component.
It then remains to consider the case when \( U \) is not a ball that is compactly contained in \( \mathcal{Y} \). Let again \( V_i \) be the connected components of \( h^{-1}U \). Using the surjectivity and the fact that every pre-image \( h^{-1}\{z\} \) for \( z \in U \) is connected, it follows similarly to before that \( h(V_i) \) are disjoint and cover \( U \). Suppose towards contradiction that there exists more than one \( h(V_i) \). Then we must have \( \partial h(V_1) \cap \partial (U \setminus h(V_i)) \cap U \neq \emptyset \); otherwise \( h(V_i) \cap U \) and \( U \setminus h(V_i) \cap U \) would yield a separation of \( U \).

Let thus \( z \in \partial h(V_1) \setminus \partial (U \setminus h(V_i)) \cap U \), and let \( B \) be a ball centered at \( z \) with \( \overline{B} \subset U \). Then \( B \) meets both \( h(V_1) \) and \( U \setminus h(V_i) \). Since every connected component of \( h^{-1}B \) is contained in a connected component of \( h^{-1}U \), it follows that \( h^{-1}B \) must have at least 2 components; at least one contained in \( V_i \), and at least one not contained in \( V_i \). This contradicts the previous case, as \( \overline{B} \subset U \).

The basic idea of the proof of Proposition 7.1 is to apply Lemma 4.3. For that, we extend \( h : \mathbb{D} \to \mathcal{Y} \) to a Sobolev map \( H \in W^{1,2}_{\text{loc}}(\mathbb{C}, \mathbb{C}) \) which takes \( \mathbb{C} \setminus \mathbb{D} \) homeomorphically onto \( \mathbb{C} \setminus \mathcal{Y} \). In order to show that the extended map \( H \) satisfies the \( K \)-oscillation property also up to the boundary of \( \mathbb{D} \), we use the following lemma.

**Lemma 7.3.** Let \( \mathcal{Y} \) be a Lipschitz Jordan domain in \( \mathbb{C} \), and let \( h : \mathbb{D} \to \mathcal{Y} \) be a continuous surjection. Suppose that \( h \in W^{1,2}(\mathbb{D}, \mathbb{C}) \), and that \( h - f \in W^{1,2}_0(\mathbb{D}, \mathbb{C}) \) for some homeomorphic \( f : \overline{\mathbb{D}} \to \overline{\mathcal{Y}} \). Suppose also that the set \( h^{-1}\{y\} \cup (f[\partial D])^{-1}\{y\} \) is connected for every \( y \in \mathcal{Y} \).

Extend \( h \) to \( \overline{\mathbb{D}} \) by \( h|\partial \mathbb{D} = f|\partial \mathbb{D} \). Then, for every \( z_0 \in \partial D \) and for almost every \( r \in (0,1/2) \), \( h \) is continuous on the boundary of \( D_r := B^2(z_0, r) \cap \mathbb{D} \), and

\[
\sup_{\omega \in D_r} |h(\omega) - z| \leq \sup_{\omega \in \partial D_r} |h(\omega) - z| \quad \forall z \in \mathbb{C}.
\]

**Proof.** The set \( D_r \) is a Jordan domain whose boundary is the union of a circular arc inside \( \mathbb{D} \) and a circular arc on \( \partial \mathbb{D} \). Let \( a, b \in \partial \mathbb{D} \) denote the intersection points of \( \partial B^2(z_0, r) \) and \( \partial \mathbb{D} \).

We then show that the map \( h \) satisfies

\[
\lim_{z \to a} h(z) = f(a) \quad \text{and} \quad \lim_{z \to b} h(z) = f(b)
\]

for almost every \( r \in (0,1/2) \). Since \( h \) is continuous inside \( \mathbb{D} \) and \( h|\partial \mathbb{D} = f|\partial \mathbb{D} \) is continuous on \( \partial \mathbb{D} \), this will imply that \( h \) is continuous on \( \partial D_r \) for such \( r \).

In order to show (7.2), we select a homeomorphic extension \( F : \mathbb{C} \to \mathbb{C} \) of \( f \) such that \( F \in W^{1,2}_{\text{loc}}(\mathbb{C}, \mathbb{C}) \), which we may do as discussed in Remark 3.2.

We now define a map \( H : \mathbb{C} \to \mathbb{C} \) by

\[
H(z) = \begin{cases} h(z) & z \in \mathbb{D} \\ F(z) & z \in \mathbb{C} \setminus \mathbb{D} \end{cases}
\]

Since \( h - f \in W^{1,2}_0(\mathbb{D}, \mathbb{C}) \), the map \( H \) is in \( W^{1,2}_{\text{loc}}(\mathbb{C}, \mathbb{C}) \). It follows that, after redefining \( H \) in a set \( S \) of measure zero, \( H \) is absolutely continuous on \( \partial B^2(z_0, r) \) for a.e. \( r \in (0,1/2) \).
We also have for a.e. \( r \in (0, 1/2) \) that \( S \cap \partial B^2(x, r) \) has zero 1-dimensional measure. In such a case, if \( H \) is absolutely continuous on \( \partial B^2(z_0, r) \), then we must in fact have \( S \cap \partial B^2(x, r) = \emptyset \). Indeed, if \( H \) was redefined on \( w \in S \cap \partial B^2(x, r) \cap (C \setminus D) \), then since \( F \) is continuous, \( H \) can be continuous on \( \partial B^2(x, r) \) only if \( S \) also contains some neighborhood of \( w \) in \( \partial B^2(x, r) \cap (C \setminus D) \). The same holds for \( w \in D \) due to continuity of \( f \). Consequently, our original \( H \) is continuous on \( \partial B^2(z_0, r) \) for almost every \( r \in (0, 1/2) \), which implies that (7.2) holds.

It remains then to prove the oscillation estimate (7.1). To this end, let \( \Gamma = h(\partial D_r) \) denote the image curve of \( \partial D_r \) so that \( \Gamma \subset \mathcal{Y} \). The curve \( \Gamma \) is compact and divides \( \mathcal{Y} \) into a (possibly infinite) number of open connected components whose collection we denote by \( \mathcal{Y} \). We now prove the following.

**Claim.** Let \( S \in \mathcal{Y} \) be a connected component of \( \mathcal{Y} \setminus \Gamma \) and \( \omega_0 \in D_r \). Suppose that \( h(\omega_0) \in S \). Then \( \partial S \subset \Gamma \).

**Proof of claim.** Suppose to the contrary that there exists a point \( \tau \in \partial S \) with \( \tau \notin \Gamma \). Since \( S \) is a connected component of \( \mathcal{Y} \setminus \Gamma \) we have \( \partial S \subset \Gamma \cup \partial \mathcal{Y} \) and thus we must have \( \tau \in \partial \mathcal{Y} \). Note now that since \( S \) is an open and connected subset of \( \mathcal{Y} \), Lemma 7.2 yields that \( h^{-1}(S) \) is also open and connected. Furthermore, \( h^{-1}(S) \) does not intersect \( \partial D_r \) by the definition of \( \mathcal{Y} \) and thus \( h^{-1}(S) \) must entirely lie either in \( D_r \) or \( \mathbb{D} \setminus \overline{D}_r \). But since \( h(\omega_0) \in S \) where \( \omega_0 \in D_r \) we must have that \( h^{-1}(S) \subset D_r \).

Since \( \tau \notin \Gamma \) and since \( \Gamma \) is compact, we may choose \( \epsilon > 0 \) such that \( B^2(\tau, 2\epsilon) \cap \Gamma = \emptyset \). Let \( S_\tau \) be a connected component of \( \mathcal{Y} \cap B^2(\tau, \epsilon) \) for which \( \tau \in \overline{S}_\tau \). The set \( S_\tau \) is open as it is a connected component of an open set. Moreover, since \( B^2(\tau, \epsilon) \cap \Gamma = \emptyset \) we must have that \( S_\tau \) is contained in a single connected component of \( \mathcal{Y} \setminus \Gamma \) and because \( \tau \in \partial S \) we must also have that \( S_\tau \subset S \). By Lemma 7.2, the preimage of \( S_\tau \) under \( h \) is now an open and connected subset of \( D_r \). We now consider two cases.

**Case 1.** If \( h^{-1}(S_\tau) \subset \mathbb{D} \).

In this case, pick any sequence \( (y_n) \subset S_\tau \) for which \( \lim_{n \to \infty} y_n = \tau \). By the surjectivity of \( h \), we may select a sequence of points \( (x_n) \) with \( x_n \in h^{-1}(y_n) \). Then \( x_n \in h^{-1}(S_\tau) \) for each \( n \) and we may choose a subsequence of \( (x_n) \) which converges to a point \( x \in \overline{h^{-1}(S_\tau)} \). Moreover, due to the choice of sequence \( (y_n) \) and the continuity of \( h \) inside \( \mathbb{D} \) we must have that \( h(x) = \tau \). But \( \tau \) must also be the image of some point \( x' \in \partial \mathbb{D} \) under the boundary map \( f|S^1 = h|S^1 \). Since the preimage \( h^{-1}(\tau) \) of \( \tau \) under \( h \) must be a connected set by our assumptions, we find that \( h^{-1}(\tau) \) must intersect \( \partial D_r \), as otherwise the sets \( D_r \) and \( C \setminus D_r \) would yield a separation of it. But this is a contradiction as now \( \tau \in h(\partial D_r) = \Gamma \).

**Case 2.** If \( h^{-1}(S_\tau) \cap \partial \mathbb{D} \neq \emptyset \).

Now \( h^{-1}(S_\tau) \) is a connected subset of \( \mathbb{D} \) whose closure meets \( S^1 \). It follows by Lemma 3.7 that \( f(h^{-1}(S_\tau) \cap S^1) \cap \overline{h(h^{-1}(S_\tau))} \neq \emptyset \). However, since
$S_\epsilon \subset D_r$, we have $f(h^{-1}(S_\epsilon)) \subset f(\partial D_r \cap S^1) \subset \Gamma$, and since $S_\epsilon$ is a component of $B^2(\tau, \epsilon)$, we have $h(h^{-1}(S_\epsilon)) \subset S_\epsilon \subset B^2(\tau, 2\epsilon)$. Since we chose $\epsilon$ so that $B^2(\tau, 2\epsilon) \cap \Gamma = \emptyset$, we have reached a contradiction.

Returning to the proof of (7.1), we have now shown that if any point $\omega_0 \in D_r$ is mapped inside $\mathcal{Y}$ then it is contained in an open and connected set whose boundary is a subset of $h(\partial D_r)$. This means that for such $\omega_0$ the quantity $|h(\omega_0) - z|$ for fixed $z \in \mathbb{C}$ may always be increased by replacing $\omega_0$ with some point on $\partial D_r$.

It remains to consider the case when $h(\omega_0) \in \partial \mathcal{Y}$. But in this case we can repeat the final argument of Case 1 above: The preimage of $h(\omega_0)$ under $h$ must be a connected set, and since it contains both $\omega_0$ and a point on $\partial \mathcal{Y}$, it must also intersect $\partial D_r$. This proves (7.1). □

It then remains to complete the proof of Proposition 7.1.

Proof of Proposition 7.1. Again, as discussed in Remark 3.2, we can select a homeomorphic extension $F : \mathbb{C} \to \mathbb{C}$ of $f$ such that $F \in W^{1,2}_{\text{loc}}(\mathbb{C}, \mathbb{C})$, and then define a map $H \in W^{1,2}_{\text{loc}}(\mathbb{C}, \mathbb{C})$ by

$$H(z) = \begin{cases} h(z) & z \in \mathbb{D} \\ F(z) & z \in \mathbb{C} \setminus \mathbb{D} \end{cases}.$$  

Let $z \in \partial \mathbb{D}$ and $r \in (0, 1/2)$. We wish to show that for almost every such $r$ the estimate

$$\text{osc}_{B^2(z,r)} H \leq C \text{osc}_{\partial B^2(z,r)} H$$

is valid, where $C$ does not depend on $z$ or $r$. Let $D_r = B^2(z,r) \cap \mathbb{D}$ and $D'_r = B^2(z,r) \setminus \mathbb{D}$. Now, the estimate (7.1) of Lemma 7.3 is valid for almost all of our $r$, and implies for such $r$ that

$$\sup_{\omega \in D_r} |H(\omega) - z| \leq \sup_{\omega \in \partial D_r} |H(\omega) - z| \quad \forall z \in \mathbb{C}.$$  

Furthermore, since $H$ is a homeomorphism on $D'_r$ we find analogously that

$$\sup_{\omega \in D'_r} |H(\omega) - z| \leq \sup_{\omega \in \partial D'_r} |H(\omega) - z| \quad \forall z \in \mathbb{C}.$$  

Combining the above two estimates yields

(7.3) \hspace{1cm} \text{osc}_{B^2(z,r)} H \leq \text{osc}_{D_r \cup D'_r} H.

Let $\Psi : \mathbb{C} \to \mathbb{C}$ be a bilipschitz map which takes the boundary curve $H(\partial \mathbb{D} \cap B^2(z,r))$ onto a line segment of equal length. Such a map exists because $\mathcal{Y}$ is a Lipschitz domain, and the bilipschitz constant $C_\Psi$ of $\Psi$ is controlled by a constant only depending on $\mathcal{Y}$.

Let $\omega_-$ and $\omega_+$ denote the two endpoints of the circular arc $\partial \mathbb{D} \cap B^2(z,r)$. Note now that since $\Psi(H(\gamma))$ is a line segment we have that

$$\sup_{\omega \in \partial \mathbb{D} \cap B^2(z,r)} |\Psi(H(\omega)) - z| \leq \max( |\Psi(H(\omega_-)) - z|, |\Psi(H(\omega_+)) - z|) \quad \forall z \in \mathbb{C}.$$  

This implies that the maximal oscillation of $\Psi(H(\omega))$ on the set $\partial D_r \cup \partial D'_r$, which is a union of $\partial B^2(z,r)$ and the circular arc between $\omega_-$ and $\omega_+$, is
found on $\partial B^2(z,r)$. In other words, we may combine the above estimate with (7.3) to find that

$$\operatorname{osc}_{B^2(z,r)} H \leq \operatorname{osc}_{\partial D_r \cup \partial D'_r} \Psi \circ H \leq C_\Psi \operatorname{osc}_{\partial B^2(z,r)} \Psi \circ H \leq C_\Psi^2 \operatorname{osc}_{\partial B^2(z,r)} H.$$ 

This is exactly what we want as $C_\Psi$ only depends on $Y$. Thus, Proposition 7.1 follows from Lemma 4.3.

With the proof of Proposition 7.1 complete, we have also completed the proof of Theorem 6.1, and consequently also the proof of our main result, Theorem 1.1.

8. COUNTEREXAMPLES

In this section we provide justification to Example 1.2 and 1.3 by constructing the required maps.

We start by defining types of auxiliary maps which will be used in both constructions. The first map, denoted by $G_{\omega,s,a}$ for $\omega \in \mathbb{C}$ and $s,a > 0$, is defined as a map of the disk $B(\omega,2s)$ to itself by the following formula

$$G_{\omega,s,a}(\omega + re^{i\theta}) = \begin{cases} 
\omega + 2(r-s)e^{i\theta} & \text{for } s \leq r \leq 2s \\
\omega + \frac{a(s-r)}{s} & \text{for } r < s
\end{cases}$$

Thus, $G_{\omega,s,a}$ is the identity mapping on the boundary, maps the set $B(\omega,2s) \setminus \overline{B(\omega,s)}$ homeomorphically into the punctured disk $B(\omega,2s) \setminus \{\omega\}$, and maps the set $\overline{B(\omega,s)}$ onto the closed line segment from $\omega$ to $\omega + a$. This map notably also has a nonnegative Jacobian and is Lipschitz continuous.

For a given $\epsilon > 0$ satisfying $\epsilon < s$, we also define another variant $G_{\omega,s,a,\epsilon}$ of the above map by

$$G_{\omega,s,a,\epsilon}(\omega + re^{i\theta}) = \begin{cases} 
\omega + 2(r-s)e^{i\theta} & \text{for } s \leq r \leq 2s \\
\omega + \frac{\log(s/r)}{\log(s/\epsilon)}a & \text{for } \epsilon < r < s \\
\omega + a & \text{for } r \leq \epsilon
\end{cases}$$

This mapping is topologically similar to the previous one but maps the circles $S(\omega,r)$ for $r < s$ to the line segment logarithmically instead of linearly. Due to this, we may calculate that

$$\int_{B(\omega,2s)} |DG_{\omega,s,a,\epsilon}(z)|^2 \, dz \leq C_1 s^2 + 2\pi \int_\epsilon^s \frac{|a|^2}{r^2 \log^2(s/\epsilon)} \, rdr$$

$$= C_1 s^2 + \frac{2\pi |a|^2}{\log^2(s/\epsilon)} \int_\epsilon^s \frac{1}{r} \, dr$$

$$= C_1 s^2 + \frac{2\pi |a|^2}{\log(s/\epsilon)}.$$ 

Proof of Example 7.3. We choose $G(0, 1/2, 1)$ as our map. This is a mapping of $\mathbb{D}$ to itself, it belongs to $A_2^0(\overline{\mathbb{D}}, \mathbb{C})$, and the preimage of any point on $(0, 1)$
is the union of a single point in $\mathbb{D} \setminus \overline{B}(0,1/2)$ and a circle with center $0$ and radius in $(0,1/2)$. Our claim follows. □

Proof of Example 1.2. We start with the identity mapping on $\mathbb{D}$. We then choose a sequence of disjoint disks $B(\omega_k, 2s_k) \subset \mathbb{D}$ for $k = 1, 2, \ldots$ which get gradually smaller and $\lim_{k \to \infty} \omega_k = 1$. We select for example $\omega_k = 1 - 1/k$ and $s_k = 10^{-k}$. Then on each $B(\omega_k, 2s_k)$, we replace our identity mapping with the map $G_{\omega_k, s_k, 2, \epsilon_k}$, where for example $\epsilon_k = e^{-k^4}$; i.e. we define a map $G : \mathbb{D} \to \mathbb{D}$ by

$$G(z) = \begin{cases} G_{\omega_k, s_k, 2, \epsilon_k}(z) & \text{for } z \in B(\omega_k, 2s_k), \ k = 1, 2, \ldots \\ z & \text{otherwise} \end{cases}$$

This mapping is continuous in $\mathbb{D}$ but cannot be continuous up to the boundary because it maps each of the centers $\omega_k$ to the point $\omega_k + 2$ with real part larger than $2$. Furthermore,

$$\|G\|_{W^{1,2}(\mathbb{D}, \mathbb{C})} \leq C_0 + \sum_{k=1}^{\infty} \|DG_{\omega_k, s_k, 2, \epsilon_k}(z)\|_{L^2(B(\omega_k, 2s_k))}$$

$$\leq C_0 + \sum_{k=1}^{\infty} C_1 10^{-2k} + \frac{8\pi}{\log e^{k^4}}$$

$$\leq C_0 + C_2 \sum_{k=1}^{\infty} \left(10^{-k} + \frac{1}{k^2}\right) < \infty.$$ 

Thus, $G$ belongs to the Sobolev class $W^{1,2}(\mathbb{D}, \mathbb{C})$. The trace of $G$ on the boundary must also equal the identity mapping, since e.g. $\lim_{z \to \omega} G(z) = \omega$ for all $\omega \in \partial\mathbb{D} \setminus \{1\}$. Hence, $G$ satisfies all the claimed properties. □
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