Compensated Isocurvature Perturbations in the Galaxy Power Spectrum
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Abstract. We investigate the potential of the galaxy power spectrum to constrain compensated isocurvature perturbations (CIPs), primordial fluctuations in the baryon density that are compensated by fluctuations in CDM density to ensure an unperturbed total matter density. We show that CIPs contribute to the galaxy overdensity at linear order, and if they are close to scale-invariant, their effects are nearly perfectly degenerate with the local PNG parameter $f_{\text{NL}}$ if they correlate with the adiabatic perturbations. This degeneracy can however be broken by analyzing multiple galaxy samples with different bias parameters, or by taking CMB priors on $f_{\text{NL}}$ into account. Parametrizing the amplitude of the CIP power spectrum as $P_{\sigma\sigma} = A_{\text{CIP}}^2 P_{\text{RR}}$ (where $P_{\text{RR}}$ is the adiabatic power spectrum) we find, for a number of fiducial galaxy samples in a simplified forecast setup, that constraints on $A_{\text{CIP}}$, relative to those on $f_{\text{NL}}$, of order $\sigma_{A_{\text{CIP}}}/\sigma_{f_{\text{NL}}} \approx 1 - 2$ are achievable for CIPs correlated with adiabatic perturbations, and $\sigma_{A_{\text{CIP}}}/\sigma_{f_{\text{NL}}} \approx 5$ for the uncorrelated case. These values are independent of survey volume, and suggest that current galaxy data are already able to improve significantly on the tightest existing constraints on CIPs from the CMB. Future galaxy surveys that aim to achieve $\sigma_{f_{\text{NL}}} \sim 1$ have the potential to place even stronger bounds on CIPs.
1 Introduction

Understanding the statistical properties of the primordial density fluctuations of our Universe is one of the current main goals in theoretical and observational cosmology. The current tightest constraints come from analyses of the cosmic microwave background (CMB) data obtained by the Planck satellite [1–3], and they are compatible with Gaussian adiabatic fluctuations as predicted by the simplest single-field models of inflation. That is, the fluctuations in energy of each species are all given in terms of Gaussian-distributed curvature perturbations \( \mathcal{R}(x) \). Any detected departure from adiabaticity and Gaussianity would have immediate and important ramifications on our knowledge of the physics of the early universe that generated the fluctuations, as well as the physics of the late-time universe that evolved out of them.

For example, if more than one field is present during the epoch of inflation, there will generically also be isocurvature perturbations in addition to the adiabatic ones, i.e. relative density perturbations between the different matter and radiation species. Isocurvature perturbations are typically defined with respect to the photon number density as

\[
S_{i\gamma} = \delta n_i / \bar{n}_i - \delta n_\gamma / \bar{n}_\gamma,
\]

where \( \bar{n}_i \) and \( \delta n_i \) are the mean particle number density and its fluctuation for species \( i \), respectively, while \( \gamma \) denotes photons. These isocurvature modes are well constrained by the Planck CMB data, with the latest analysis constraining their contribution to the total CMB power spectrum to be less than 2\% [1].

Interestingly, however, there is a mode of isocurvature perturbations that largely escapes the constraining power of the CMB data; these are called compensated isocurvature perturbations (CIP) [4–13]. A CIP, which we denote in this paper by \( \sigma(x) \), is characterized by

\[
S_{c\gamma} = - (\Omega_b/\Omega_c) S_{b\gamma},
\]

i.e. fluctuations in the baryons (\( b \)) that are compensated by fluctuations in the cold dark matter (CDM, \( c \)). When baryons are nonrelativistic, these leave the total matter (\( m \)) distribution unchanged and adiabatic, 

\[
S_{m\gamma} = (\Omega_c/\Omega_m) S_{c\gamma} + (\Omega_b/\Omega_m) S_{b\gamma} = 0.
\]

This means that during matter domination, gravitational potentials are unchanged at linear order. For the phenomenology of the CMB then, CIPs only induce a spatial modulation
of the photon-to-baryon ratio, and therefore of the plasma sound speed, which results in a smoothing of the higher power spectrum multipoles and induces a specific connected four-point function (trispectrum) in the observed CMB anisotropies \cite{7, 8, 10, 11, 14}. These are only second-order effects, hence CIPs end up being currently rather poorly constrained by the CMB data: some recent constraint studies \cite{1, 10, 11, 14} still allow for amplitudes of the primordial CIP power spectrum to be over 5 orders of magnitude larger than the amplitude of the adiabatic power spectrum! This remarkably loose constraint on CIPs indicates that there is still much room for progress to be made in our understanding of early-universe physics. While isocurvature perturbations cannot be generated during inflation if the energy density is dominated by a single scalar field, any realistic model must feature multi-field dynamics (e.g. to allow for the reheating phase). This could lead to the production of isocurvature, including CIPs. Indeed, CIPs can be generated in multi-field models of inflation like the curvaton scenario \cite{4, 15–19}, as well as in baryogenesis scenarios driven by a scalar field \cite{20}.

The late-time large-scale structure in the universe can also be used to constrain CIPs by inspecting observables that would be sensitive to spatial modulations of the relative abundance of baryons and CDM. Examples include studies of baryon/gas fractions in galaxy clusters \cite{6}, mass-weighted vs. luminosity-weighted galaxy statistics \cite{12}, 21cm line intensity mapping \cite{5} and spatial modulations of the baryon acoustic oscillation (BAO) features imprinted in the galaxy distribution \cite{13}. More recently, Ref. \cite{21} showed, using cosmological simulations, that galaxy formation and evolution is sensitive to the presence of long-wavelength CIPs. Specifically, galaxies originating from regions inside a CIP with an excess of baryon density exist in fewer numbers when selected in terms of total host halo mass: this is because of the impact of an excess of baryons (at fixed total matter density) on the shape of the matter power spectrum after recombination. On the other hand, the same galaxies will have more of their total mass in stars, which can in fact revert the trend and yield an excess of galaxy numbers if selected by stellar mass. This demonstrated sensitivity of the galaxy abundance to primordial CIPs opens the possibility to use the statistics of their distribution to constrain the amplitude of the power spectrum of primordial CIPs \cite{22}.

Another common consequence of models beyond single-field inflation is primordial non-Gaussianity (PNG) of the local type. The latter is popularly parametrized by the parameter $f_{\text{NL}}$ \cite{23} as $\phi(x) = \phi_G(x) + f_{\text{NL}} \left( \phi_G^2(x) - \langle \phi_G^2(x) \rangle \right)$, where $\phi(x) = (3/5)R(x)$ is the primordial Bardeen gravitational potential after inflation, $\phi_G(x)$ is a Gaussian-distributed field and $\langle \ldots \rangle$ denotes the ensemble average. We will see that this is relevant in studies of CIPs using the galaxy distribution because, if CIPs correlate with the adiabatic perturbations, then they contribute to the galaxy power spectrum with the same scale dependence as local PNG (this is often called the scale-dependent bias contribution \cite{24}). Constraints from current galaxy surveys typically yield error bars on $f_{\text{NL}}$ of order $\sigma_{f_{\text{NL}}} \sim 50$ \cite{25–30} and future galaxy surveys aim to bring this down to $\sigma_{f_{\text{NL}}} \sim 1$ \cite{31–38}. If CIPs and local PNG contribute similarly to the galaxy distribution, it follows that experiments aiming to place tight constraints on $f_{\text{NL}}$ should be able to place equally tight constraints on primordial CIPs. In fact, Ref. \cite{22} recently confirmed this in a forecast study of the constraining power on correlated CIPs from the cross-correlation of galaxies with the kinetic Sunyaev-Zel’dovich (kSZ) effect.

In this paper we investigate the potential of using the galaxy distribution alone to constrain CIPs. We will focus on analyses of the galaxy power spectrum and we will see that with a single galaxy sample one is effectively unable to simultaneously constrain both PNG and (correlated) CIPs due to a strong degeneracy that exists between their effects. Notice that this means that all current constraints on $f_{\text{NL}}$ from galaxy clustering are heavily influenced
by the (usually implicit) assumption of zero CIP, a fact which has not been recognized 
widely before. The degeneracy can however be broken efficiently with the galaxy multitracer 
technique [39, 40], in which a given galaxy sample is split into at least two with different 
bias properties, and the corresponding auto- and cross-spectra are analysed. Our main goal 
here is not to draw precise quantitative statements on the constraints that can be obtained 
with specific surveys, but rather to illustrate and discuss some aspects of the phenomenology 
behind such analyses. Our numerical results will show, nonetheless, that the galaxy power 
spectrum can indeed be one of the strongest probes of primordial CIPs, with a constraining 
power that is similar to that attained in local PNG constraints/forecasts; this in fact leaves 
open the possibility for existing galaxy samples to be able to beat already the tightest current 
bounds from the CMB.

The rest of this paper is organized as follows. In Sec. 2 we describe and discuss the 
contributions from local PNG and CIPs to the galaxy power spectrum and its covariance. 
Section 3 contains our main numerical results and findings, where we discuss in particular the 
important effects of galaxy bias (Sec. 3.1), CIP correlation with the adiabatic mode (Sec. 3.2) 
and prior information on \( f_{NL} \) (Sec. 3.3) on the resulting local PNG and CIP constraints. We 
also compare the constraining power of galaxy power spectra analyses with that of existing 
constraints and forecasts on CIPs in Sec. 3.4, and comment on the impact of a number 
of simplified aspects of our analysis in Sec. 3.5. Appendix A contains more details on the 
derivation of the covariance matrix and calculation of the galaxy power spectrum data vector.

Throughout this paper, we work with a fiducial standard flat-ΛCDM cosmology with physical 
cosmic baryon density parameter \( \Omega_{b0} h^2 = 0.02119 \), physical cosmic CDM density parameter 
\( \Omega_{c0} h^2 = 0.1206 \), Hubble rate today \( H_0 = 100h \) km/s/Mpc with \( h = 0.6774 \), and spectral 
index of the primordial adiabatic scalar power spectrum \( n_s = 0.9667 \) with an amplitude 
\( A_s = 2.068 \times 10^{-9} \) at a pivot scale \( k_p = 0.05 \) Mpc\(^{-1} \). We set the fiducial amplitudes of local 
PNG and primordial CIPs to zero. Throughout, we ignore the effects of massive neutrinos 
on the growth of structure, since the effects studied here are prominent on scales much larger 
than the neutrino free-streaming scale.

2 Galaxy clustering with CIPs and local PNG

In this section we describe the calculation of the galaxy power spectrum (and corresponding 
covariance) that we consider to investigate the prospects of galaxy clustering analyses to 
constrain compensated isocurvature perturbations.

2.1 The galaxy power spectrum

Assuming the existence of local-type PNG in addition to CIP, we begin with the general, 
linear-order expression for the rest-frame galaxy density contrast at position \( \mathbf{x} \) and redshift 
\( z \), \( \delta_g(\mathbf{x}, z) \):\(^1\)

\[
\delta_g(\mathbf{x}, z) = b_1(z)\delta_m(\mathbf{x}, z) + b_\phi(z)f_{NL}\phi(\mathbf{x}) + b_{\sigma}(z)\sigma(\mathbf{x}) + \epsilon(\mathbf{x}) ,
\]

where \( \delta_m \) is the total matter density contrast, \( \phi \) is the primordial Bardeen potential generated 
by inflation, \( \sigma \) is the primordial compensated baryon-CDM isocurvature perturbation and \( \epsilon \) is 
a stochastic contribution to the galaxy overdensity. In our convention, a positive CIP \( \sigma > 0 \)

\(^1\)Strictly speaking, \( \phi \) and \( \sigma \) should be evaluated at the Lagrangian position corresponding to the Eulerian 
position \( \mathbf{x} \) [41], but this distinction is only relevant at second order.
Figure 1. Contributions from local PNG and primordial CIPs to the galaxy power spectrum. The upper panel shows the prediction from all the terms contributing to Eq. (2.2), as labeled. The lower panel shows the ratio of each contribution to the total. The result shown corresponds to $z = 1$, $b_1 = 2.5$, $b_\phi = 5.058$, $b_\sigma = 0.5$, $f_{\text{nl}} = 5$, $A_{\text{CIP}} = 20$, $\xi = 1$ and $\bar{n}_g = 5 \times 10^{-4}$ $h^3$/Mpc$^3$.

corresponds to an excess of baryon density, $\rho_b(x, z) = \bar{\rho}_b(z) [1 + \sigma(x)]$, and compensated suppression of CDM density $\rho_c(x, z) = \bar{\rho}_c(z) [1 - f_b \sigma(x)]$, where $f_b = \Omega_{b0}/\Omega_{c0}$ is the ratio of the cosmic baryon to CDM density. The bias terms $b_1$, $b_\phi$ and $b_\sigma$ are functions of redshift and of the properties of the galaxies, and they effectively encode how galaxy formation changes (or responds) to the presence of long-wavelength $\delta_m$, $\phi$ and $\sigma$ perturbations, respectively (see Ref. [42] for a review on galaxy bias). Processes such as baryonic accretion, star formation and black hole growth/feedback are sensitive to the local amount of baryons (even for zero total matter fluctuations), which is why CIPs contribute to linear order in Eq. (2.1). For example, at fixed star formation efficiency, the number of stars formed is directly proportional to the baryon density. Further, large-scale primordial CIPs remain constant in time because gravity is the only relevant interaction and acts equally on baryons and CDM.

The equal-time galaxy power spectrum $P_{gg}(k, z)$ is defined as $\langle \delta_g(k, z) \delta_g(k', z) \rangle = P_{gg}(k, z)(2\pi)^3 \delta_D(k + k')$, where $\delta_D$ is a Dirac delta and $\delta_g(k, z)$ is the Fourier transform of the galaxy overdensity. Using Eq. (2.1) this gives (dropping the dependence on redshift $z$ in the bias parameters to ease the notation)

$$P_{gg}(k) = b_1^2 P_{mm}(k) + 2b_1 b_\phi f_{\text{nl}} P_{m\phi}(k) + 2b_1 b_\sigma P_{m\sigma}(k) + b_2^2 P_{\phi\phi}(k) + 2b_\phi b_\sigma f_{\text{nl}} P_{\phi\sigma}(k) + b_\sigma^2 P_{\sigma\sigma}(k) + P_\epsilon(k),$$

(2.2)

where $P_{ab}$ denotes the cross-spectrum of the fields $a$ and $b$. In writing the above equation we have used the fact that the stochastic contribution $\epsilon$ does not correlate with any of the other
fields. The density and primordial potential are related to the primordial scalar perturbation $\mathcal{R}(k)$, respectively, as $\delta_m(k, z) = (3/5) M(k, z) \mathcal{R}(k)$ and $\phi(k) = (3/5) \mathcal{R}(k)$, where $M(k, z)$ is defined as

$$M(k, z) = \frac{2 k^3 T_m(k, z)}{3 \Omega_{m0} H_0^2},$$

(2.3)

with $T_m$ being the total matter transfer function and $\Omega_{m0} = \Omega_{b0} + \Omega_{c0}$. The relation between $\sigma$ and $\mathcal{R}$ is not generically known a priori and depends on the mechanism that generates the CIP perturbation $\sigma$. Here, we take a model-independent approach and parametrize the amplitude of the CIPs at the level of their power spectrum. Specifically, we assume that the power spectrum of CIPs is close to scale-invariant with a tilt equal to that of the adiabatic perturbations; our analysis can be straightforwardly generalized to other spectral shapes. We thus write

$$P_{\sigma\sigma}(k) = A_{\text{CIP}}^2 P_{\mathcal{R}\mathcal{R}}(k),$$

(2.4)

$$P_{\sigma\phi}(k) = \xi \sqrt{P_{\sigma\sigma}(k) P_{\mathcal{R}\mathcal{R}}(k)} = \xi A_{\text{CIP}} P_{\mathcal{R}\mathcal{R}}(k),$$

(2.5)

where $P_{\mathcal{R}\mathcal{R}}(k) = 2 \pi^2 A_s / k^3 (k/k_p)^{n_s-1}$ is the primordial adiabatic scalar perturbation power spectrum, $A_{\text{CIP}}$ is a parameter that describes the amplitude of the power of $\sigma$ and $\xi \in [-1, 1]$ quantifies the level of correlation between CIPs and adiabatic perturbations. With this parametrization, all of the contributions to Eq. (2.2) follow as

$$P_{mm}(k, z) = \frac{9}{25} M^2(k, z) P_{\mathcal{R}\mathcal{R}}(k),$$

(2.6)

$$P_{m\phi}(k, z) = \frac{9}{25} M(k, z) P_{\mathcal{R}\mathcal{R}}(k),$$

(2.7)

$$P_{m\sigma}(k, z) = \frac{3}{5} \xi A_{\text{CIP}} M(k, z) P_{\mathcal{R}\mathcal{R}}(k),$$

(2.8)

$$P_{\phi\phi}(k) = \frac{9}{25} P_{\mathcal{R}\mathcal{R}}(k),$$

(2.9)

$$P_{\phi\sigma}(k) = \frac{3}{5} \xi A_{\text{CIP}} P_{\mathcal{R}\mathcal{R}}(k),$$

(2.10)

$$P_{\sigma\sigma}(k) = A_{\text{CIP}}^2 P_{\mathcal{R}\mathcal{R}}(k),$$

(2.11)

$$P_{\sigma\phi}(k) = \frac{1}{\bar{n}_g},$$

(2.12)

where we have assumed Poisson statistics for the stochasticity $\epsilon$, with $\bar{n}_g$ being the mean galaxy number density observed within the surveyed volume. The contribution from each individual term in Eq. (2.2) is shown in Fig. 1 (we evaluate all relevant spectra and transfer functions using the CAMB code [43, 44]). Compared to the total matter contribution $P_{mm}$, the local PNG terms $P_{m\phi}$ and $P_{\phi\phi}$ introduce scale-dependent corrections $\propto f_{\text{NL}} k^{-2}$ and $\propto f_{\text{NL}}^2 k^{-4}$, respectively, which are the popular scale-dependent bias features of local PNG on the galaxy power spectrum [24]. Equations (2.6)–(2.12) and Fig. 1 reveal a point that is central to the discussion of this paper, which is that CIPs contribute to the galaxy power spectrum with the same scale-dependence as local PNG. Concretely, for $\xi \neq 0$, CIPs contribute via $P_{m\sigma}$ with a term $\propto \xi A_{\text{CIP}} k^{-2}$ (cyan line in Fig. 1). If CIPs are assumed to be uncorrelated, $\xi = 0$, then the leading-order contribution is higher in order in the amplitude of the CIP fluctuation: $P_{\sigma\sigma}/P_{mm} \propto A_{\text{CIP}}^2 k^{-4}$. These scale-dependent contributions are what can be exploited to constrain local PNG and primordial CIPs with the galaxy power spectrum.

Before proceeding, we mention for completeness that photon-baryon interactions prior to the epoch of recombination will also naturally generate modulations of the relative abundance
of baryons and CDM, $\delta_{bc}(x, z)$ [45–47]. Here we ignore their contribution since the auto and cross-spectra of $\delta_{bc}$ with the other fields are completely negligible on the large scales (low $k$) at which we investigate the impact of $f_{NL}$ and $A_{CIP}$ (see e.g. Fig. 3 of Ref. [46] or Fig. 6 of Ref. [21]). Besides, on BAO scales $k \sim 0.05 h$/Mpc $- 0.1 h$/Mpc, where $\delta_{bc}$ contributes the most, it does so by less than 1% for a range of relevant redshifts and galaxy masses, as estimated in Ref. [21]. Neglecting the contribution from relative baryon-CDM density perturbations generated by photon-baryon interactions will therefore not have any impact on our conclusions. Similar arguments hold in the case of perturbations in the relative velocity between baryons and CDM [46, 48, 49].

The fact that the signatures of interest are only relevant on the largest observable scales justifies stopping at linear order in perturbations in Eq. (2.1). For simplicity, we also skip taking redshift space distortions (RSD) into account, but we note that this is not important to our main goal of demonstrating the comparable statistical errors that galaxy power spectra data can yield on $f_{NL}$ and $A_{CIP}$. Robust forecasts of the absolute values of $\sigma_{f_{NL}}$ and $\sigma_{A_{CIP}}$ should go beyond this simplifying assumption, but we do not perform these here. Further, on scales larger than the horizon $k \lesssim aH$, other lightcone projection effects from converting the observed galaxy distribution to that of their rest-frame also notoriously induce $\propto aH/k^2$ corrections to the galaxy power spectrum (see Ref. [50] and Sec. 9.3 of Ref. [42] for reviews). These effects contribute with the same scale-dependence as local PNG and correlated CIPs and, in principle, their amplitude can become important for $f_{NL}, A_{CIP} \lesssim 1$ (assuming order unity for all relevant bias parameters), which is close to the threshold sensitivity expected for future galaxy redshift surveys. Here, we skip including these terms for simplicity, and emphasize that more robust, survey-specific forecasts should examine in more detail their exact impact on the $f_{NL}$ and $A_{CIP}$ constraints. We stress, however, that the size of these corrections can be predicted given the evolution bias $d \ln \bar{n}_g/d \ln(1 + z)$ and the luminosity function slope, hence, no degeneracies arise with $f_{NL}$ or $A_{CIP}$.

### 2.2 Multitracer power spectrum likelihood and covariance

When we forecast constraints on local PNG and primordial CIPs below, we work under the commonly adopted approximation of a Gaussian likelihood function

$$
\mathcal{L}(f_{NL}, A_{CIP}) \propto \exp \left[ -\frac{1}{2} \left( \mathbf{M}(f_{NL}, A_{CIP}) - \mathbf{D} \right)^{T} \mathbf{Cov}^{-1} \left( \mathbf{M}(f_{NL}, A_{CIP}) - \mathbf{D} \right) \right],
$$

where $\mathbf{D}$ is the observed galaxy power spectrum data vector, $\mathbf{M}(f_{NL}, A_{CIP})$ is the theoretical prediction and $\mathbf{Cov}$ is the covariance matrix of the data vector. We take as observables the bin-averaged power spectrum of the distribution of two galaxy samples $A$ and $B$ in real space, and their corresponding cross-spectrum. Our assumed data vector is given as

$$
\mathbf{D}(k) = \left\{ \hat{P}_{AA}^{gg}, \hat{P}_{AB}^{gg}, \hat{P}_{BB}^{gg} \right\}
$$

with

$$
\hat{P}_{AA}^{gg}(k) = \frac{1}{V S V k} \int d^3 k' \delta_g^{A}(k') \delta_g^{A}(-k'),
$$

$$
\hat{P}_{AB}^{gg}(k) = \frac{1}{V S V k} \int d^3 k' \delta_g^{A}(k') \delta_g^{B}(-k'),
$$

$$
\hat{P}_{BB}^{gg}(k) = \frac{1}{V S V k} \int d^3 k' \delta_g^{B}(k') \delta_g^{B}(-k'),
$$
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where $V_S$ is the survey volume, $f_k$ denotes averaging over a spherical shell in Fourier space centered at $k$ with width $\Delta k$ and volume $V_k = 4\pi k^2 \Delta k + O(\Delta k^3)$, and $\delta^A B (k)$ are the Fourier modes estimated from the distribution of the two galaxy samples. In App. A we show that this estimator of the power spectrum is unbiased, i.e.

$$\langle \mathbf{D}(k) \rangle = \{ P_{gg}^{AA}(k), P_{gg}^{AB}(k), P_{gg}^{BB}(k) \} . \quad (2.18)$$

We also explicitly write the prediction for $P_{gg}^{AB}(k)$, which is a simple generalization of the expression for the auto-power spectrum in Eq. (2.2).

The covariance matrix in Eq. (2.13) is defined as $\text{Cov} \equiv \text{Cov}(k_1, k_2) = \langle \mathbf{D}(k_1) \mathbf{D}(k_2) \rangle - \langle \mathbf{D}(k_1) \rangle \langle \mathbf{D}(k_2) \rangle$. Ignoring the contribution from the connected four-point function piece, which is a good approximation on the scales we are interested in, the covariance is a $3 \times 3$ block-diagonal matrix given by (see App. A for the derivation)

$$\text{Cov} = 2 \frac{(2\pi)^3 \delta_{k_1 k_2}}{V_S V_{k_1}} \begin{pmatrix} [P_{gg}^{AA}(k_1)]^2 & P_{gg}^{AB}(k_1) P_{gg}^{AA}(k_1) & [P_{gg}^{AB}(k_1)]^2 \\ \vdots & \frac{1}{2} [P_{gg}^{AA}(k_1) P_{gg}^{BB}(k_1) + [P_{gg}^{AB}(k_1)]^2] & P_{gg}^{BB}(k_1) P_{gg}^{AB}(k_1) \\ \vdots & \vdots & [P_{gg}^{BB}(k_1)]^2 \end{pmatrix},$$

(2.19)

where we skipped writing explicitly the entries marked with “…” because the covariance matrix is symmetric.

In all our forecast considerations below we consider 30 $k$-bins equally spaced in log-scale between $k_{F} = 2\pi / V_S^{1/3}$ and $k_{max} = 0.1 \, h/\text{Mpc}$. We verified that our results do not depend sensitively on sensible changes to this setup. We also only vary $f_{NL}$ and $A_{\text{CIP}}$ in our forecast constraints and keep all remaining parameters fixed: we place constraints on $f_{NL} - A_{\text{CIP}}$ space by evaluating the likelihood on a regular grid with wide linear flat priors on $f_{NL}$ and $A_{\text{CIP}}$.

3 Results

In this section we present and discuss our numerical results. We start with a discussion on the impact of the bias parameters on the resulting $f_{NL}$ and $A_{\text{CIP}}$ constraints. We then examine how the constraints on $f_{NL}$ and $A_{\text{CIP}}$ depend on the correlation parameter $\xi$, as well as the improvements that result from incorporating CMB priors on $f_{NL}$. We also compare the constraining power of the galaxy power spectrum with existing constraints/forecasts on CIPs, and comment on the impact of a number of idealized aspects of our analysis.

3.1 The importance of galaxy bias for correlated CIPs, $\xi = 1$

The contributions from $f_{NL}$ and $A_{\text{CIP}}$ to the galaxy power spectrum are largely degenerate with each other for fully correlated CIPs ($\xi = 1$), making it nontrivial to obtain tight constraints on either one of the parameters. To leading order in $f_{NL}$ and $A_{\text{CIP}}$ the degeneracy is actually perfect. This can be seen by inspecting the $P_{m\phi}$ and $P_{m\sigma}$ terms in Eq. (2.2), whose joint contribution cancels exactly if

$$A_{\text{CIP}} = -\frac{3}{5} \frac{b_{\sigma}}{b_{\phi}} f_{NL} . \quad (3.1)$$

The degeneracy is broken by the second-order terms in $f_{NL}$ and $A_{\text{CIP}}$ ($P_{\phi\phi}, P_{\phi\sigma}, P_{\sigma\sigma}$), which have a different scale dependence, but this happens efficiently only when $f_{NL}$ and $A_{\text{CIP}}$ are large.
of the degeneracy between $A$ and $B$ can therefore be broken efficiently if (i) the ratios $\phi^A/\phi^B$, $\sigma^A/\sigma^B$ are sufficiently different; and (ii) all four bias parameters remain sizable to keep the galaxy power spectrum sensitive to $f_{\text{NL}}$ and $A_{\text{CIP}}$.

To organize the discussion about the importance of galaxy bias we have chosen four example pairs of galaxy samples with the specifications listed in Table 1. The bias values for each of the galaxy samples is determined as follows. We say that the galaxy samples in pairs 1 and 2 are selected by their total host halo mass $M_h$, i.e., we evaluate their bias parameters using formulae given in terms of $M_h$. For $b_1(M_h)$ we use the fitting function of Ref. [51] with the parameters listed in their Table 2. The galaxy bias parameter associated with local PNG can be evaluated by computing the response of galaxy number counts to long-wavelength spatial modulations of the amplitude of the primordial adiabatic scalar power spectrum (which is what characterizes primordial non-Gaussianity of the local type [24, 25]).

|        | Pair 1            | Pair 2            | Pair 3            | Pair 4            |
|--------|-------------------|-------------------|-------------------|-------------------|
| $z_A, z_B$                   | (0.5, 0.5)        | (1.0, 1.0)        | (1.0, 1.0)        | (2.0, 2.0)        |
| $(M_h^A, M_h^B)$             | $(10^{12}, 10^{13})$ | $(5 \times 10^{12}, 5 \times 10^{13})$ | n.a.              | n.a.              |
| $(M_*, M_*^B)$               | n.a.              | n.a.              | $(5 \times 10^9, 10^{11})$ | $(10^9, 5 \times 10^{10})$ |
| $(b^A_1, b^B_1)$             | (0.99, 1.52)      | (1.81, 3.77)      | (1.06, 1.81)      | (1.43, 2.65)      |
| $(b^A_\phi, b^B_\phi)$      | (-0.04, 1.75)     | (2.73, 9.33)      | (0.19, 2.71)      | (1.46, 5.58)      |
| $(b^A_{\sigma}, b^B_{\sigma})$ | (-0.02, -0.31)   | (-0.47, -1.42)   | (0.32, 0.40)      | (0.05, -0.12)     |

Table 1. Specifications of the four pairs of galaxy samples used in this paper to discuss the breaking of the degeneracy between $A_{\text{CIP}}$ and $f_{\text{NL}}$. Pairs 1 and 2 (3 and 4) are selected by their total host halo mass $M_h$ (stellar mass $M_*$), i.e. their bias parameters are determined by formulae given in terms of $M_h$ and $M_*$. The masses are quoted in units of $M_\odot/h$. In all pairs, we crudely account for the sparsity of higher mass galaxies by assuming sample B to contain 5% of the total number of observed galaxies $\bar{n}_g$, i.e., $\bar{n}_g^B = 0.05 \bar{n}_g$, $\bar{n}_g^A = \bar{n}_g - \bar{n}_g^B$.
Using the separate universe ansatz, we can write

$$b_\phi(M_h) = \frac{1}{\Delta A_{s,L}} \left[ \frac{n_{\text{SepUni},f}(z, M_h)}{n_{\text{Fiducial}}(z, M_h)} - 1 \right], \quad (3.3)$$

where the separate universe and the fiducial cosmologies have the same cosmological parameters, except $A_s$ which differs by $\Delta A_{s,L}$. Under the assumption of universality of the halo mass function [25, 52–55] it follows from the above equation that $b_\phi(M_h) = 2\delta_c(b_1(M_h) - 1)$, where $\delta_c = 1.686$ is the linearly-extrapolated to $z = 0$ threshold overdensity for the collapse of a spherical perturbation in $\Lambda$CDM; this is the formula we adopt in our results. Finally, for $b_\sigma$ we follow Ref. [21] and evaluate it using also the separate universe ansatz as

$$b_\sigma(M_h) = \frac{1}{\sigma_L} \left[ \frac{n_{\text{SepUni},\text{CIP}}(z, M_h)}{n_{\text{Fiducial}}(z, M_h)} - 1 \right], \quad (3.4)$$

where $\sigma_L$ is the amplitude of an infinite-wavelength primordial CIP and the separate universe and fiducial cosmologies have the same parameters, except $\Omega_{b0}^{\text{SepUni},\text{CIP}} = \Omega_{b0}^{\text{Fiducial}} [1 + \sigma_L]$ and $\Omega_{c0}^{\text{SepUni},\text{CIP}} = \Omega_{c0}^{\text{Fiducial}} [1 - f_b \sigma_L]$, with $f_b = \Omega_b^{\text{Fiducial}} / \Omega_b^{\text{Fiducial}}$. Equation (3.4) was shown in Ref. [21] to successfully reproduce the $b_\sigma$ values measured for halos in gravity-only simulations (see their Fig. 1).\(^2\) We evaluate the halo abundances $n_{\text{Fiducial}}(z, M_h)$, $n_{\text{SepUni}}(z, M_h)$ in the fiducial and separate universe cosmologies, respectively, using the fitting formulae of Ref. [56] for the spherical-overdensity $\Delta = 200$ definition (see their Table 2).

Galaxy pairs 3 and 4 in Table 1, on the other hand, have bias values representative of stellar mass-selected samples. Our bias determination in this case is necessarily more approximate due to the lack of galaxy bias estimates as a function of stellar mass $M_\ast$ in the literature. A recent exception is the work of Ref. [21], who measured $b_\phi$ as a function of $M_\ast$ for galaxies simulated with the IllustrisTNG model [57, 58] (see also Ref. [59] for investigations of the dependence of $b_1$ on quantities beyond just host halo mass). There it was found that simple analytical modeling of the stellar-to-halo mass relation can reproduce well the results measured from the simulations. Concretely, we evaluate $b_\sigma(M_\ast)$ using the following generalization of Eq. (3.4),

$$b_\sigma(M_\ast) = \frac{1}{\sigma_L} \left[ \frac{n_{\text{SepUni},\text{CIP}}(z, M_h (1 - \epsilon_* \sigma_L) M_\ast)}{n_{\text{Fiducial}}(z, M_h | M_\ast)} - 1 \right], \quad (3.5)$$

where $M_h | M_\ast$ represents a fit to the mean relation between total host halo mass and stellar mass found in the simulations of Ref. [21] and $\epsilon_* = 0.75$ is a fitting parameter that describes how much more mass in stars there is at fixed halo mass given a positive linear CIP. On the other hand, given the lack of precise priors on the stellar mass dependence of $b_1$ and $b_\phi$, here we evaluate them using the same formulae as for total host halo mass by simply replacing $M_h \rightarrow M_h | M_\ast$. Physically, this amounts to assuming that the stellar-to-halo mass relation is unaffected by the presence of a long-wavelength total matter perturbation $\delta_m$ and local PNG. We proceed with this assumption, but keep in mind that it should eventually be tested with hydrodynamical simulations of galaxy formation [60].

The host halo and stellar mass dependence of $b_\phi$ and $b_\sigma$ is shown in the upper panels of Fig. 2, as labeled. The markers in the lower panels indicate the mass and degeneracy direction, $-(3/5)b_\phi/b_\sigma$, of the galaxy samples of the four pairs listed in Table 1. The corresponding

\(^2\)Note, in Ref. [21], their galaxy bias parameter is denoted by $b_{bc}^*\,$ and it is related to the CIP bias parameter here as $b_\sigma = (1 + f_b) b_{bc}^*$.\footnote{Note, in Ref. [21], their galaxy bias parameter is denoted by $b_{bc}^*\,$ and it is related to the CIP bias parameter here as $b_\sigma = (1 + f_b) b_{bc}^*$.}
Figure 2. Galaxy bias parameters $b_\phi$ (solid) and $b_\sigma$ (dashed) as a function of total host halo mass (left) and stellar mass (right) and for different redshifts, as labeled. The upper panels show the bias values, while the lower panels show the degeneracy directions in $f_{nl} - A_{\text{CIP}}$ space, $-(3/5)b_\phi/b_\sigma$ (cf. Eq. (3.1)). The symbols in the lower panels mark the mass and degeneracy direction values of the galaxy samples of the pairs listed in Table 1. To improve visualization, the $z = 2$ curve in the lower right panel is scaled by a factor of 0.1; this curve also diverges at $M_\star \approx 6 \times 10^9 M_\odot$ as $b_\sigma = 0$ there.

constraints on $f_{nl} - A_{\text{CIP}}$ space obtained with each pair are depicted in Fig. 3 for $\xi = 1$, $V_S = 50\text{Gpc}^3/h^3$ and $\bar{n}_g^B = 0.05\bar{n}_g$, $\bar{n}_g^A = \bar{n}_g - \bar{n}_g^B$, which shows that the stellar mass selected pairs yield tighter constraints compared to the halo mass selected ones. This can be explained by noting that the degeneracy direction $-(3/5)b_\phi/b_\sigma$ does not depend strongly on both redshift and total host halo mass for sizable values of $b_\phi$ and $b_\sigma$; for $z = 1$ and $z = 2$, $-(3/5)b_\phi/b_\sigma$ varies from $\approx 3$ to $\approx 4$ in between $M_h = 10^{12} M_\odot/h$ and $M_h = 10^{14} M_\odot/h$. In other words, regardless of the redshift and typical host halo mass of the galaxies chosen, the two degeneracy directions in Eq. (3.2) are approximately the same, and the resulting constraints on $f_{nl}$ and $A_{\text{CIP}}$ are weaker because the degeneracy is only weakly broken. The case of pair 1 at $z = 0.5$ is an interesting one because, although each of its samples probes very distinct degeneracy directions (cf. blue triangles in the lower left panel of Fig. 2), both $b_\phi$ and $b_\sigma$ are small for $M_h = 10^{12} M_\odot/h$. In this case, the degeneracy is formally broken, but at the price of having one of the galaxy samples very weakly responsive to $f_{nl}$ and $A_{\text{CIP}}$ and hence very poorly constraining; one is effectively left with a strong degeneracy that is similar to what one would have obtained with a single galaxy sample.

On the other hand, for the case of stellar mass selection, it is possible to construct pairs whose samples have sufficiently different degeneracy directions $-(3/5)b_\phi/b_\sigma$ for sizable $b_\phi$ and $b_\sigma$ values. The case of pair 3 at $z = 1$ is illustrative of this, and hence it can break the degeneracy efficiently and yield tight confidence levels in $f_{nl} - A_{\text{CIP}}$ space (black contours in the right panel of Fig. 3). The example of the stellar mass-selected pair 4 at $z = 2$ is also an
Figure 3. Forecasted constraints on $f_{\text{NL}}$ and $A_{\text{CIP}}$ for the four galaxy sample pairs listed in Table 1, as labeled; the contours mark 1σ and 2σ confidence regions. The result corresponds to fully correlated CIPs, $\xi = 1$, and for a survey volume $V_S = 50 \text{ Gpc}^3/h^3$. For all four pairs, the B sample is assumed to contain 5% of the total number of galaxies, $\bar{n}_B = 0.05\bar{n}_g$, $\bar{n}_A = \bar{n}_g - \bar{n}_B$.

interesting one. For this case, the two degeneracy directions are sufficiently different, but the value of $b_\sigma$ for $M_* = 10^9 M_\odot/h$ at $z = 2$ is small, making the corresponding sample weakly responsive to $A_{\text{CIP}}$. The result is a weak degeneracy, but with degraded constraints on $A_{\text{CIP}}$ (worse by a factor of $\approx 5$, compared to pair 3), as shown by the magenta contours on the right panel of Fig. 3.

The galaxy bias parameters in general depend on the complicated and uncertain processes associated with galaxy formation and evolution, and cosmological inference analyses using the shape of the power spectrum benefit strongly from theoretical priors on their amplitude and time evolution. The discussion here shows that the importance of such priors is made even greater for the case of joint constraints on PNG and correlated CIPs because of their degeneracy; an improved knowledge of galaxy bias can in fact be used to determine which pairs of galaxy samples are able to return optimal constraints on $f_{\text{NL}} - A_{\text{CIP}}$ space. We note, for example, that in all our example galaxy sample pairs in Table 1, both samples are taken at the same redshift, but the $f_{\text{NL}} - A_{\text{CIP}}$ degeneracy can also be broken by choosing samples at different redshifts. In this case, however, one would not take advantage of the sample variance cancellation as the two galaxy samples would cover different regions of the universe.

### 3.2 The impact of CIP correlation $\xi$

Figure 4 illustrates the impact of different values of the CIP correlation coefficient $\xi$ on the $f_{\text{NL}}$ and $A_{\text{CIP}}$ constraints using galaxy pair 3 in Table 1. As $\xi \to 0$, the contribution from the $P_{m\sigma}$ term in Eq. (2.2) becomes smaller and thus the degeneracy between $f_{\text{NL}}$ and $A_{\text{CIP}}$ weaker. Concretely, in the limit $\xi = 0$, the constraints on $f_{\text{NL}}$ come mostly from the $P_{m\phi}$ term in Eq. (2.2), while those on $A_{\text{CIP}}$ come solely from the $P_{\sigma\sigma}$ term; these two terms have a distinct scale dependence (cf. Fig. 1), which results in effectively no degeneracy between $f_{\text{NL}}$ and $A_{\text{CIP}}$, as illustrated by the red contours in Fig. 4. For the specific case of galaxy sample pair 3, the constraints on $f_{\text{NL}}$ barely change and those on $A_{\text{CIP}}$ worsen by about a factor of 4 from $\xi = 1$ to $\xi = 0$. 

Figure 4. Impact of the CIP correlation parameter $\xi$ on $f_{\text{nl}}$ and $A_{\text{CIP}}$ constraints. The left panel shows the constraints on $f_{\text{nl}} - A_{\text{CIP}}$ space for $\xi = 1$, $\xi = 0.5$ and $\xi = 0$, as labeled; the result is for the stellar mass-selected galaxy sample pair 3 in Table 1, $V_S = 50\,\text{Gpc}^3/h^3$, $\bar{n}_g^B = 0.05\bar{n}_g$, $\bar{n}_g^A = \bar{n}_g - \bar{n}_g^B$ and the contours mark $1\sigma$ and $2\sigma$ confidence regions. The right panel shows the corresponding marginalized $1\sigma$ constraints on $f_{\text{nl}}$ (dashed) and $A_{\text{CIP}}$ (solid) as a function of survey volume $V_S$; the blue and green dashed curves are nearly overlapping.

Figure 5. Same as Fig. 4, but for the host halo mass-selected galaxy sample pair 1 in Table 1.

If for $\xi = 0$ the degeneracy between $f_{\text{nl}}$ and $A_{\text{CIP}}$ is no longer present, it follows that galaxy bias does not have as critical an importance in the resulting constraints, compared to the $\xi = 1$ case discussed in the previous subsection. This is illustrated in Fig. 5, which shows the same as Fig. 4, but for galaxy sample pair 1 in Table 1. When $\xi = 1$ (blue), the strong degeneracy that we discussed in Sec. 3.1 results in poor constraints on both $f_{\text{nl}}$ and $A_{\text{CIP}}$. On the other hand, as $\xi \to 0$, the constraints on $A_{\text{CIP}}$ worsen just slightly, but those on $f_{\text{nl}}$ improve significantly (approximately a factor of 3.5 from $\xi = 1$ to $\xi = 0$) because of the weaker degeneracy between the two physical effects.
3.3 The impact of CMB priors on $f_{\text{NL}}$

The latest results from the Planck satellite provide currently the strongest bounds on local PNG and they constrain $f_{\text{NL}} = -0.9 \pm 5.1$ (1σ) [2]. The degenerate effects of $f_{\text{NL}}$ and $A_{\text{CIP}}$ on the galaxy power spectrum discussed above for correlated CIPs in Sec. 3.1 raise the interesting question of how much CIP constraints improve when including prior CMB information on $f_{\text{NL}}$. This is illustrated in Fig. 6, which shows the impact of a Gaussian prior on $f_{\text{NL}}$ with mean 0 and standard deviation $\sigma_{f_{\text{NL}}}^{\text{CMB}} = 5$ on the constraints. As it would be expected, adding a prior on $f_{\text{NL}}$ generically results in improved constraints, but the size of the improvement depends on the specific galaxy sample pairs at hand. Concretely, as we have seen in Sec. 3.1, pair 1 alone cannot constrain $A_{\text{CIP}}$ nor $f_{\text{NL}}$ efficiently for $\xi = 1$ because of their strong degeneracy (dashed contours in the upper left panel), but relatively tight constraints become possible once the CMB prior on $f_{\text{NL}}$ is added (solid contours in the upper left panel and solid blue vs. dashed blue curves in the right panel of Fig. 6).\(^3\) This breaking of the $f_{\text{NL}} - A_{\text{CIP}}$ degeneracy by the CMB prior also implies that the constraints become less

\(^3\)The Planck constraints on $f_{\text{NL}}$ were obtained under the assumption of $A_{\text{CIP}} = 0$. One might wonder whether the use of this prior is self-consistent, in particular in the case $\xi = 1$. We argue however that correlated CIPs do not affect the Planck constraint on $f_{\text{NL}}$. The latter is dominated by the squeezed CMB bispectrum, whose leading contributions from both $f_{\text{NL}}$ and $A_{\text{CIP}}$ can be written as $B(\ell_L, \ell_S, \ell_S) = R(\ell_S)C(\ell_L)C(\ell_S)$, where $\ell_L \ll \ell_S$, $C(\ell)$ is the angular power spectrum and $R(\ell_S)$ a response function. For $f_{\text{NL}}$, $R(\ell_S) \propto d \ln C(\ell_S)/d \ln A_s$, while for a correlated CIP mode, $R(\ell_S) \propto d \ln C(\ell_S)/d \ln(\Omega_b h^2)$. The $\ell_S$-dependence of the $f_{\text{NL}}$ and $A_{\text{CIP}}$ contributions are therefore very different, thereby making CMB constraints on $f_{\text{NL}}$ only weakly dependent on $A_{\text{CIP}}$, even if CIP and adiabatic modes are fully correlated.
critically dependent on galaxy bias to break the degeneracy. Notice that we do not include CMB prior information on \( A_{\text{CIP}} \), since CMB constraints on \( A_{\text{CIP}} \) are so poor in comparison that the prior would not make a difference in forecasted constraints.

On the other hand, the CMB prior has a reduced importance for a stellar mass selected galaxy sample pair like pair 3 in Table 1, which is capable of tighter constraints on both \( f_{\text{NL}} \) and \( A_{\text{CIP}} \) already (lower left panel of Fig. 6). In fact, because of the rather weak degeneracy in \( f_{\text{NL}} - A_{\text{CIP}} \) space for this pair, the constraints on \( A_{\text{CIP}} \) are only slightly affected by the shrinking of the contours along the \( f_{\text{NL}} \) direction by the CMB prior, for all of the \( V_S \) values probed.

### 3.4 Comparison to existing CIP constraints and forecasts

In this subsection, we compare the constraining power of the galaxy power spectrum with existing constraints and other forecasts on CIPs. The latter are often quoted in terms of their root-mean-square CIP amplitude over some scale \( R \), \( \Delta_{\text{rms}}^2(R) \), defined as

\[
\Delta_{\text{rms}}^2(R) = \frac{1}{2\pi^2} \int dk k^2 \left( \frac{3 j_1(kR)}{kR} \right)^2 P_{\sigma\sigma}(k). \tag{3.6}
\]

The tightest constraints to date on CIPs come from CMB data and they are obtained for the case of uncorrelated CIPs with a scale-invariant power spectrum, \( P_{\sigma\sigma}(k) = A_{\text{CIP}}^2/k^3 \). The scale-invariant parametrization of the CIP power spectrum is approximately the same as our parametrization of CIPs in Eq. (2.4), as the power spectrum of the adiabatic scalar perturbations is close to scale-invariant anyway (\( n_s \approx 1 \))

\[
P_{\sigma\sigma}(k) = A_{\text{CIP}}^2 P_{RR}(k) = \frac{2\pi^2 A_{\text{CIP}}^2 A_s}{k^3} \left( \frac{k}{k_p} \right)^{n_s-1} \approx \frac{2\pi^2 A_{\text{CIP}}^2 A_s}{k^3}, \tag{3.7}
\]

from which we obtain \( A_{\text{CIP}}^{\text{S.I.}} \approx 2\pi^2 A_{\text{CIP}}^2 A_s \approx 4 \times 10^{-8} A_{\text{CIP}}^2 \). Some examples of bounds include \( \Delta_{\text{rms}}^2(R_{\text{CMB}}) < 0.0043 \) (2\( \sigma \)) [11] and \( \Delta_{\text{rms}}^2(R_{\text{CMB}}) < 0.005 \) (1\( \sigma \)) [10], as well as the analysis of Ref. [14] which finds hints for non-zero CIPs, \( \Delta_{\text{rms}}^2(R_{\text{CMB}}) = 0.0069^{+0.0030}_{-0.0031} \) (1\( \sigma \)). The analysis of the Planck collaboration [1] also reports a non-zero detection at the 1\( \sigma \) level: \( \Delta_{\text{rms}}^2(R_{\text{CMB}}) = 0.0037^{+0.0016}_{-0.0021} \) (1\( \sigma \)) (cf. TT, TE, EE + lowE + lensing (conserv.) data combination in their Table 15). For all these constraints, \( R_{\text{CMB}} \) is of order the size of the sound horizon at recombination, for which \( \Delta_{\text{rms}}^2(R_{\text{CMB}}) \approx 10^{-8} A_{\text{CIP}}^2 \) from Eq. (3.6) with \( k_{\text{min}} \approx 10 \, \text{Gpc}^{-1} \) as the lower integration limit (see also Sec. IV of Ref. [11] for a summary of past constraints on CIPs).

For comparison purposes below, we take the 2\( \sigma \) bound from Ref. [11] divided by 2 as representative of the current typical 1\( \sigma \) upper limit on CIPs, which implies

\[
A_{\text{CIP}} \lesssim 450 \quad \text{(current CMB constraints).} \tag{3.8}
\]

This is a number that can be contrasted with the constraints we have shown above in Sec. 3.2 for \( \xi = 0 \) (but keeping in mind the simplified nature of our analysis). Concretely, one can read from the right panel of Fig. 4 that galaxy sample pairs like pair 3 in Table 1 are able to reach bounds of \( A_{\text{CIP}} \lesssim 50 \) for a survey size of \( V_S = 50 \, \text{Gpc}^3/h^3 \). As discussed above, the other competitive bound is one that can be achieved by looking for spatial modulations of the baryon fraction in galaxy clusters [6]. This constrains \( \Delta_{\text{rms}}^2(R = 10 \, \text{Mpc}/h) < 0.006 \) (1\( \sigma \)), which corresponds to \( A_{\text{CIP}} \lesssim 650 \) (1\( \sigma \)) [7].
constraining power of the galaxy power spectrum depends on the values of galaxy bias; for example, for pair 1 in Table 1 the same bound would be $A_{\text{CIP}} \lesssim 150$ (right panel of Fig. 5).

The constraining power of the galaxy power spectrum gets even stronger for the case of correlated CIPs $\xi = 1$, although for this case a more careful treatment of the galaxy selection variables and the resulting bias parameters is beneficial to break the stronger degeneracies that can arise between $f_{\text{nl}}$ and $A_{\text{CIP}}$ (cf. Fig. 3). Of the four pairs of galaxy samples in Table 1, pair 1 is the one with the strongest degeneracy for $\xi = 1$, but even for this case bounds of $A_{\text{CIP}} \lesssim 40$ are possible if a survey volume $V_S = 50 \text{ Gpc}^3/h^3$ is combined with a prior on $f_{\text{nl}}$ from Planck (cf. blue curve on the right panel of Fig. 6). Galaxy sample pair 3 is representative of stellar mass-selected cases that efficiently break the degeneracy between $f_{\text{nl}}$ and $A_{\text{CIP}}$ (cf. Fig. 3) and yields the tightest constraints of our analysis; for volumes $V_S \gtrsim 50 \text{ Gpc}^3/h^3$, galaxy sample pair 3 is able to constrain $A_{\text{CIP}} \lesssim 10$.

The galaxy power spectrum is therefore also a strong probe of correlated CIPs ($\xi = 1$), but other probes, including the CMB, are expected to return comparably tight constraints. For instance, Ref. [19] studies the effect of correlated CIPs on the CMB and forecasts that constraints on $A_{\text{CIP}}$ of order $\sigma_{A_{\text{CIP}}} \approx 5$ are achievable with next-generation CMB experiments like CMB-S4 ($\sigma_{A_{\text{CIP}}} \approx 20$ could be achieved with Planck data already). More recently, Ref. [22] studied the impact of correlated CIPs on the cross-correlation of the galaxy distribution and kSZ effect data that arises from the same $\propto b_\sigma \sigma$ contribution to the galaxy overdensity $\delta_g(x, z)$ that we studied here. The authors of Ref. [22] find that the combination of galaxy and kSZ data can also constrain CIP amplitudes comparable to those of adiabatic perturbations; one of their best-case scenarios forecasts errors on $A_{\text{CIP}}$ of order $\sigma_{A_{\text{CIP}}} = 0.25$. Reference [13] investigated also the constraining power of the galaxy distribution alone via the spatial modulation of the BAO peak position that correlated CIPs would induce; next-generation galaxy surveys would however return constraints that are comparable to current CMB bounds on $A_{\text{CIP}}$ for uncorrelated CIPs (cf. Eq. (3.8)). The impact that CIPs (both correlated and uncorrelated) have on spectral distortions of the CMB was also recently studied in Ref. [61], but their forecasts show only modest constraining power: $\xi A_{\text{CIP}} \lesssim 10^4$ for cosmic variance-limited experiments.

3.5 On the simplifying assumptions of the analysis

Before we conclude we discuss briefly some of the simplifying assumptions we have made in our analysis. While these can have an impact on the absolute values of $\sigma_{f_{\text{nl}}}$ and $\sigma_{A_{\text{CIP}}}$, they should nonetheless have a weaker impact on their relative size, $\sigma_{A_{\text{CIP}}}/\sigma_{f_{\text{nl}}}$, which is therefore a more trustworthy measure of the constraining power of the galaxy power spectrum.

For example, although we have considered a few example galaxy sample pairs with different galaxy bias parameters, we have still assumed perfect knowledge of galaxy bias in the constraints from each pair. Results from numerical simulations of galaxy formation can be used to inform priors on galaxy bias [21, 59, 62]. This is especially important for constraints on CIPs in light of the marked differences between the constraints using halo mass- and stellar mass-selected galaxies (cf. Fig. 3); concretely, our simplifying assumption of unmodified stellar-to-halo mass relations by density fluctuations and local PNG should be revisited and its implications on $b_1(M_*)$ and $b_\phi(M_*)$ analyzed. Further, it would also be interesting to forecast the constraining power of joint galaxy power spectrum and bispectrum analysis, and investigate to which extent the incorporation of higher-order statistical information can be helpful in breaking degeneracies with galaxy bias.
Another assumption we have made is that, for each of our four galaxy sample pairs, the higher-mass sample B contains 5% of the total number of galaxies, $\bar{n}_g^B = 0.05\bar{n}_g$, $\bar{n}_g^A = \bar{n}_g - \bar{n}_g^B$, this represents only a rough estimate of the sparsity of samples B relative to samples A in our chosen example galaxy sample pairs. In general, the larger the ratio $\bar{n}_g^A/\bar{n}_g^B$, the more of the constraining power will come from sample A, and this can impact the constraints on local PNG and CIPs via the efficiency with which the $f_{\text{NL}} - A_{\text{CIP}}$ degeneracy is broken. Improvements over our simplified treatment here should be done using survey-specific galaxy selection functions to determine the expected observed galaxy number density as various selection cuts are made (in mass, luminosity, etc.). As a test, we have nonetheless explicitly checked that choosing $\bar{n}_g^B = 0.01\bar{n}_g$ or $\bar{n}_g^B = 0.10\bar{n}_g$ preserves our main conclusions on the potential of the galaxy power spectrum to constrain CIPs and local PNG simultaneously.

We have also neglected RSD contributions to the galaxy power spectrum (cf. Eq. (2.2)). On the largest scales that are relevant for $f_{\text{NL}}$ and $A_{\text{CIP}}$ constraints, the relevant contribution would come from the Kaiser term [63] that would effectively rescale $b_1 \rightarrow b_1 + f\mu k^2$, where $f$ is the linear growth rate and $\mu$ is the cosine of the angle between the wavenumber $k$ and the line of sight. Approximating $f \sim 1$, this would imply a $\approx 10 - 30\%$ boost of the contribution from $P_{mm}$ relative to $P_{m\phi}$ and $P_{m\sigma}$ in the angle-averaged galaxy power spectrum for $b_1 \approx 1 - 4$. This would in turn reduce the impact of the $f_{\text{NL}}$ and $A_{\text{CIP}}$ terms and worsen their constraints, though importantly not their ratio $\sigma_{A_{\text{CIP}}}/\sigma_{f_{\text{NL}}}$. Similar considerations hold to the inclusion of lightcone projection effects.

Again, while going beyond these simplifications is expected to have an impact on the absolute constraints on $f_{\text{NL}}$ and $A_{\text{CIP}}$, the values of $\sigma_{A_{\text{CIP}}}/\sigma_{f_{\text{NL}}}$ reported here should remain fairly close to what more robust forecasts and real data analyses will yield. Specifically, for $\xi = 1$, Fig. 4 shows that galaxy sample pair 3 can yield $\sigma_{A_{\text{CIP}}}/\sigma_{f_{\text{NL}}} \approx 1 - 2$. On the other hand, for $\xi = 0$, Figs. 4 and 5 show that galaxy pairs 3 and 1 could return relative constraints of order $\sigma_{A_{\text{CIP}}}/\sigma_{f_{\text{NL}}} \approx 5$ and $\sigma_{A_{\text{CIP}}}/\sigma_{f_{\text{NL}}} \approx 15$, respectively. These values are effectively independent of the survey volume $V_S$ and can be used to roughly forecast constraints on $\sigma_{A_{\text{CIP}}}$, given existing more robust constraints/forecasts on $\sigma_{f_{\text{NL}}}$. Specifically, taking $\sigma_{f_{\text{NL}}} = 50$ as a conservative measure of the current constraining power of the galaxy power spectrum on local PNG [25–30], then our results suggest that $\sigma_{A_{\text{CIP}}} \approx 2 \times \sigma_{f_{\text{NL}}} = 100$ may be already possible with existing analysis pipelines; these would constitute the tightest constraints on CIPs to date. Likewise, next-generation galaxy surveys that aim to reach $\sigma_{f_{\text{NL}}} \sim 1$, could probe CIPs with $\sigma_{A_{\text{CIP}}} \approx 1 - 2$ for $\xi = 1$ and $\sigma_{A_{\text{CIP}}} \approx 5 - 15$ for $\xi = 0$.

We note that improvements to our analysis here could involve also determining which properties of a large-scale structure survey and constraint analysis are able to return optimal constraints on $f_{\text{NL}}$ and $A_{\text{CIP}}$ [37]. Some specifications that can have an impact on the resulting constraints include redshift range, galaxy selection variables and expected bias values, number of tracers in the multitracer technique, survey volume vs. galaxy number density, tracers beyond galaxies, etc. These can be explored and exploited to extract the maximum potential out of current and future galaxy survey data.

4 Summary & Conclusions

In this paper we have investigated the potential of using the statistics of the late-time galaxy distribution to simultaneously constrain local PNG and primordial CIPs. A primordial CIP perturbation $\sigma(x)$ describes spatial fluctuations in the baryon density that are compensated by opposite-sign perturbations in the CDM density to leave the total matter density field
between larger than that of adiabatic scalar perturbations still allow the amplitude of the power spectrum of CIPs, \( \sigma \), implies that they contribute only at second order, which explains why the tightest constraints to the galaxy overdensity, \( \delta \), are compensated both adiabatic and generic isocurvature perturbations, but the uncorrected nature of CIPs.

The CMB data is in general very powerful at constraining the amplitude of galaxy statistics to the statistics of CIPs, and anticipate the constraints that can be achieved with current and future data. That was our main goal.

We focused on the impact of CIPs on the galaxy power spectrum and parametrized CIPs via (i) the relative amplitude \( A_{\text{CIP}} \) of their auto power spectrum to the adiabatic perturbations, \( P_{\sigma\sigma} = A_{\text{CIP}}^2 P_{\text{RR}} \), and (ii) a correlation coefficient \( \xi = P_{\sigma R}/\sqrt{P_{\sigma\sigma}P_{RR}} \) (cf. Eqs. (2.4) and (2.5)). To leading order, correlated CIPs (\( \xi = 1 \)) contribute to the galaxy power spectrum as \( \propto b_\sigma A_{\text{CIP}}/k^2 \), which is exactly the same scale dependence as the contribution from local PNG \( \propto b_\phi f_{\text{NL}}/k^2 \) (cf. Fig. 1 and Eqs. (2.6) - (2.12)). Constraints with a single galaxy sample exhibit a strong degeneracy along the \( A_{\text{CIP}} = -(3b_\phi/(5b_\sigma)) f_{\text{NL}} \) direction, effectively resulting in very poor constraints in either one of the parameters. Here, we relied on the galaxy multitracer technique to seek pairs of galaxy samples with different galaxy bias parameters \( b_\phi \) and \( b_\sigma \), as a way to break the degeneracy in \( f_{\text{NL}} - A_{\text{CIP}} \) space. We made use of known analytical formulae to calculate these bias parameters as a function of total host halo mass, and of a simplified treatment of the stellar-to-halo mass relation to describe them in terms of galaxy stellar mass (cf. Fig. 2 and Sec. 3.1).

Our main conclusions can be summarized as follows:

- For correlated CIPs (\( \xi = 1 \)), galaxy sample pairs with stellar mass-selected samples can break the \( f_{\text{NL}} - A_{\text{CIP}} \) degeneracy more efficiently than selecting by halo mass, and can return tighter constraints in general (cf. Fig. 3). This can be traced back to the stronger dependence on mass and redshift of the ratio \( b_\phi/b_\sigma \) for stellar mass selection (for sizable \( b_\phi \) and \( b_\sigma \); cf. Fig. 2).

- The contribution from uncorrelated CIPs (\( \xi = 0 \)) scales as \( A_{\text{CIP}}^2/k^4 \) and it is thus not degenerate with \( f_{\text{NL}} \) (cf. \( \xi = 0 \) vs. \( \xi = 1 \) contours in Figs. 4 and 5); this reduces the importance of galaxy selection and bias to break the degeneracy present in the \( \xi = 1 \) case. For example, galaxy sample pairs which return weak constraints on both \( f_{\text{NL}} \) and \( A_{\text{CIP}} \) for \( \xi = 1 \) can yield tighter constraints if \( \xi = 0 \) (cf. Fig. 5).

- Taking external prior information on \( f_{\text{NL}} \) into account is another way to break the degeneracy for correlated CIPs (\( \xi = 1 \)), and results in constraints on \( A_{\text{CIP}} \) that are generically tighter and less critically dependent on galaxy selection and bias (cf. Fig. 6).

- Our results indicate that galaxy power spectrum constraints on \( A_{\text{CIP}} \) relative to \( f_{\text{NL}} \) have the potential to be of order \( \sigma_{A_{\text{CIP}}}/\sigma_{f_{\text{NL}}} \approx 1 - 2 \) for \( \xi = 1 \) and \( \sigma_{A_{\text{CIP}}}/\sigma_{f_{\text{NL}}} \approx 5 \) for \( \xi = 0 \) (cf. Sec. 3.4).

Our findings provide strong motivation to place constraints on \( A_{\text{CIP}} \) from existing galaxy survey data, which can directly build on analysis pipelines used already for constraints on local PNG. The tightest current constraints on \( f_{\text{NL}} \) from the galaxy power spectrum are of order \( \sigma_{f_{\text{NL}}} \approx 50 \) [25–30]. Taking the numerical values of \( \sigma_{A_{\text{CIP}}}/\sigma_{f_{\text{NL}}} \) obtained from our example galaxy sample pairs at face value indicates that constraints of order \( \sigma_{A_{\text{CIP}}} \sim 50 - 100 \) for...
ξ = 1 and σ_{ACIP} ∼ 250 for ξ = 0 might be possible with existing data already. These can be compared with the current tightest bounds from the CMB, A_{CIP} \lesssim 450, which could therefore already be improved upon with existing galaxy samples. Given the potential strong degeneracies between f_{nl} and A_{CIP}, which had not been recognized previously, the impact of relaxing the A_{CIP} = 0 assumption currently made in essentially all constraints and forecasts for f_{nl} from galaxy statistics should also be investigated.
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A Covariance matrix of the bin-averaged galaxy power spectrum

In this appendix we display a few steps of the derivation of the covariance matrix of the galaxy power spectrum estimator used in the main body of the paper.

Repeating some equations here for self-containedness, our data vector is composed of an estimator for the auto power spectrum of the galaxy sample \hat{P}_{gg}^{AA}, the cross-spectrum between galaxy samples A and B, \hat{P}_{gg}^{AB}, and the auto power spectrum of galaxy sample B, \hat{P}_{gg}^{BB}.

\[
\mathbf{D}(k) = \left\{ \hat{P}_{gg}^{AA}, \hat{P}_{gg}^{AB}, \hat{P}_{gg}^{BB} \right\}, \tag{A.1}
\]

with

\[
\hat{P}_{gg}^{AA}(k) = \frac{1}{V_S V_k} \int d^3k' \delta_g^A(k') \delta_g^A(-k'), \tag{A.2}
\]

\[
\hat{P}_{gg}^{AB}(k) = \frac{1}{V_S V_k} \int d^3k' \delta_g^A(k') \delta_g^B(-k'), \tag{A.3}
\]

\[
\hat{P}_{gg}^{BB}(k) = \frac{1}{V_S V_k} \int d^3k' \delta_g^B(k') \delta_g^B(-k'). \tag{A.4}
\]

These estimators are unbiased as, e.g.,

\[
\langle \hat{P}_{gg}^{AA}(k) \rangle = \frac{1}{V_S V_k} \int d^3k' \langle \delta_g^A(k') \delta_g^A(-k') \rangle \tag{A.5}
\]

\[
= \frac{1}{V_S V_k} \int d^3k' (2\pi)^3 P_{gg}^{AA}(k') \delta_D(0) \tag{A.6}
\]

\[
= \frac{1}{V_k} \int d^3k' P_{gg}^{AA}(k') \approx P_{gg}^{AA}(k), \tag{A.7}
\]

where the last approximation holds for sufficiently small bin widths for it to be a good approximation to take the power spectrum out of the integral and we have also used \delta_D(0) \equiv V_S/(2\pi)^3; similar steps hold for \hat{P}_{gg}^{AB}(k) and \hat{P}_{gg}^{BB}(k).
The covariance matrix of the data vector $\textbf{Cov} \equiv \textbf{Cov}(k_1, k_2) = \langle D(k_1)D(k_2) \rangle - \langle D(k_1) \rangle \langle D(k_2) \rangle$ can be written as

$$
\textbf{Cov} =
\begin{pmatrix}
\text{Cov} \left[ \hat{P}_{gg}^{AA}(k_1), \hat{P}_{gg}^{AA}(k_2) \right] & \text{Cov} \left[ \hat{P}_{gg}^{AB}(k_1), \hat{P}_{gg}^{AA}(k_2) \right] & \text{Cov} \left[ \hat{P}_{gg}^{BB}(k_1), \hat{P}_{gg}^{AA}(k_2) \right] \\
\cdots & \text{Cov} \left[ \hat{P}_{gg}^{AB}(k_1), \hat{P}_{gg}^{AB}(k_2) \right] & \text{Cov} \left[ \hat{P}_{gg}^{BB}(k_1), \hat{P}_{gg}^{AB}(k_2) \right] \\
\text{Cov} \left[ \hat{P}_{gg}^{AB}(k_1), \hat{P}_{gg}^{AB}(k_2) \right] & \cdots & \text{Cov} \left[ \hat{P}_{gg}^{BB}(k_1), \hat{P}_{gg}^{BB}(k_2) \right]
\end{pmatrix}
$$

where each block represents the covariance of the spectrum estimators. We skip writing the entries marked with “...”; the covariance is a symmetric matrix. Let us consider explicitly the $\text{Cov} \left[ \hat{P}_{gg}^{AB}(k_1), \hat{P}_{gg}^{AB}(k_2) \right]$ term:

$$
\text{Cov} \left[ \hat{P}_{gg}^{AB}(k_1), \hat{P}_{gg}^{AB}(k_2) \right] = \frac{1}{V_S^2V_{k_1}V_{k_2}} \int_{k_1} d^3 k \int_{k_2} d^3 k' (\delta_g^A(k) \delta_g^B(\mathbf{k}) \delta_g^A(\mathbf{k}') \delta_g^B(-\mathbf{k}')) - P_{gg}^{AB}(k_1)P_{gg}^{AB}(k_2) .
$$

Applying Wick’s theorem to the four-point function yields three terms proportional to two two-point functions and a term given by the connected four-point function. One of the two-point function terms cancels exactly with the $P_{gg}^{AB}(k_1)P_{gg}^{AB}(k_2)$ term, while the contribution from the four-point function is negligible on the large-scales (low $k$) we are interested in this paper. The derivation thus continues as

$$
\text{Cov} \left[ \hat{P}_{gg}^{AB}(k_1), \hat{P}_{gg}^{AB}(k_2) \right] = \frac{1}{V_S^2V_{k_1}V_{k_2}} \int_{k_1} d^3 k \int_{k_2} d^3 k' (\delta_g^A(k) \delta_g^B(\mathbf{k}) \delta_g^A(\mathbf{k}') \delta_g^B(-\mathbf{k}')) + \frac{1}{V_S^2V_{k_1}V_{k_2}} \int_{k_1} d^3 k \int_{k_2} d^3 k' (\delta_g^A(k) \delta_g^B(\mathbf{k}) \delta_g^B(-\mathbf{k}')) (\delta_g^A(\mathbf{k}') \delta_g^B(-\mathbf{k}')) - \frac{1}{V_S^2V_{k_1}V_{k_2}} \int_{k_1} d^3 k \int_{k_2} d^3 k' (2\pi)^6 P_{gg}^{AA}(k)P_{gg}^{BB}(k) \delta_D(k + \mathbf{k}') \delta_D(-\mathbf{k} - \mathbf{k}') + \frac{1}{V_S^2V_{k_1}V_{k_2}} \int_{k_1} d^3 k \int_{k_2} d^3 k' (2\pi)^6 [P_{gg}^{AB}(k)]^2 \delta_D(k - \mathbf{k}') \delta_D(-\mathbf{k} + \mathbf{k}') = \frac{(2\pi)^6 \delta_{k_1k_2}}{V_SV_{k_1}} \int_{k_1} d^3 k \left[ P_{gg}^{AA}(k)P_{gg}^{BB}(k) + [P_{gg}^{AB}(k)]^2 \right] \delta_D(0) ,
$$

where the Kronecker symbol reflects that the integral over $d^3 k'$ is only non-zero if both averages are for the same $k$-bin. Further keeping with the assumption of sufficiently small bin-widths for one to skip explicitly the bin average we have

$$
\text{Cov} \left[ \hat{P}_{gg}^{AB}(k_1), \hat{P}_{gg}^{AB}(k_2) \right] = \frac{(2\pi)^3 \delta_{k_1k_2}}{V_SV_{k_1}} \left[ P_{gg}^{AA}(k_1)P_{gg}^{BB}(k_1) + [P_{gg}^{AB}(k_1)]^2 \right] ,
$$

which matches the corresponding entry in the covariance matrix of Eq. (2.19); the remaining entries are obtained straightforwardly by following analogous steps. The auto power spectra $P_{gg}^{AA}$ and $P_{gg}^{BB}$ is given by Eq. (2.2). The cross-spectrum of the galaxy samples $A$ and $B$ is
given by

\[
P_{gg}^{AB}(k, z) = \frac{9}{25} b_1^A b_1^B \mathcal{M}^2(k, z) + \frac{9}{25} f_{\text{NL}} (b_1^A b_1^B + b_1^A b_1^B) \mathcal{M}(k, z) \\
+ \frac{3}{5} \xi_{\text{CIP}} \left( b_1^A b_1^B + b_1^B b_1^A \right) \mathcal{M}(k, z) + \frac{9}{25} f_{\text{NL}}^2 b_1^A b_1^B \\
+ \frac{3}{5} f_{\text{NL}} \xi_{\text{CIP}} \left( b_1^A b_1^B + b_1^A b_1^B + b_1^A b_1^B A_\text{CIP}^2 \right) P_{RR}(k),
\]

(A.12)

where we neglect any contribution from the cross-spectrum of the noise fields \(\epsilon_A\) and \(\epsilon_B\) [64].

References

[1] Planck Collaboration, “Planck 2018 results. X. Constraints on inflation,” arXiv e-prints (Jul, 2018) arXiv:1807.06211, arXiv:1807.06211 [astro-ph.CO].

[2] Planck Collaboration, “Planck 2018 results. IX. Constraints on primordial non-Gaussianity,” arXiv e-prints (May, 2019) arXiv:1905.05697, arXiv:1905.05697 [astro-ph.CO].

[3] Planck Collaboration, “Planck 2018 results. VI. Cosmological parameters,” arXiv e-prints (Jul, 2018) arXiv:1807.06209, arXiv:1807.06209 [astro-ph.CO].

[4] C. Gordon and A. Lewis, “Observational constraints on the curvaton model of inflation,” Phys. Rev. D 67 no. 12, (Jun, 2003) 123513, arXiv:astro-ph/0212248 [astro-ph].

[5] C. Gordon and J. R. Pritchard, “Forecasted 21cm constraints on compensated isocurvature perturbations,” Phys. Rev. D 80 no. 6, (Sep, 2009) 063535, arXiv:0907.5400 [astro-ph.CO].

[6] G. P. Holder, K. M. Nollett, and A. e. van Engelen, “On Possible Variation in the Cosmological Baryon Fraction,” Astrophys. J. 716 no. 2, (Jun, 2010) 907–913, arXiv:0907.3919 [astro-ph.CO].

[7] D. Grin, O. Doré, and M. Kamionkowski, “Compensated isocurvature perturbations and the cosmic microwave background,” Phys. Rev. D 84 no. 12, (Dec., 2011) 123003, arXiv:1107.5047 [astro-ph.CO].

[8] D. Grin, D. Hanson, G. P. Holder, O. Doré, and M. Kamionkowski, “Baryons do trace dark matter 380,000 years after the big bang: Search for compensated isocurvature perturbations with WMAP 9-year data,” Phys. Rev. D 89 no. 2, (Jan, 2014) 023006, arXiv:1306.4319 [astro-ph.CO].

[9] C. H. Heinrich, D. Grin, and W. Hu, “Lensing bias to CMB measurements of compensated isocurvature perturbations,” Phys. Rev. D 94 no. 4, (Aug, 2016) 043534, arXiv:1605.08439 [astro-ph.CO].

[10] J. B. Muñoz, D. Grin, L. Dai, M. Kamionkowski, and E. D. Kovetz, “Search for compensated isocurvature perturbations with Planck power spectra,” Phys. Rev. D 93 no. 4, (Feb, 2016) 043008, arXiv:1511.04441 [astro-ph.CO].

[11] T. L. Smith, J. B. Muñoz, R. Smith, K. Yee, and D. Grin, “Baryons still trace dark matter: Probing CMB lensing maps for hidden isocurvature,” Phys. Rev. D 96 no. 8, (Oct, 2017) 083508, arXiv:1704.03461 [astro-ph.CO].

[12] M. T. Soumagnac, C. G. Sabiu, R. Barkana, and J. Yoo, “Large-scale distribution of mass versus light from baryon acoustic oscillations: measurement in the final SDSS-III BOSS Data Release 12,” Mon. Not. R. Astron. Soc. 485 no. 1, (May, 2019) 1248–1261, arXiv:1802.10368 [astro-ph.CO].
[13] C. Heinrich and M. Schmittfull, “BAO Modulation as a Probe of Compensated Isocurvature Perturbations,” arXiv e-prints (Mar, 2019) arXiv:1904.00024, arXiv:1904.00024 [astro-ph.CO].

[14] J. Väliviita, “Power spectra based Planck constraints on compensated isocurvature, and forecasts for LiteBIRD and CORE space missions,” JCAP 2017 no. 4, (Apr, 2017) 014, arXiv:1701.07039 [astro-ph.CO].

[15] A. Linde and V. Mukhanov, “Non-Gaussian isocurvature perturbations from inflation,” Phys. Rev. D 56 no. 2, (Jul, 1997) R535–539, arXiv:astro-ph/9610219 [astro-ph].

[16] D. Langlois and A. Riazuelo, “Correlated mixtures of adiabatic and isocurvature cosmological perturbations,” Phys. Rev. D 62 no. 4, (Aug, 2000) 043504, arXiv:astro-ph/9912497 [astro-ph].

[17] D. H. Lyth, C. Ungarelli, and D. Wands, “Primordial density perturbation in the curvaton scenario,” Phys. Rev. D 67 no. 2, (Jan, 2003) 023503, arXiv:astro-ph/0208055 [astro-ph].

[18] B. A. Bassett, S. Tsujikawa, and D. Wands, “Inflation dynamics and reheating,” Reviews of Modern Physics 78 no. 2, (Apr, 2006) 537–589, arXiv:astro-ph/0507632 [astro-ph].

[19] A. De Simone and T. Kobayashi, “Cosmological aspects of spontaneous baryogenesis,” JCAP 2016 no. 8, (Aug, 2016) 052, arXiv:1605.00670 [hep-ph].

[20] A. Barreira, G. Cabass, D. Nelson, and F. Schmidt, “Baryon-CDM isocurvature galaxy bias with IllustrisTNG,” JCAP 2020 no. 2, (Feb, 2020) 005, arXiv:1907.04317 [astro-ph.CO].

[21] S. C. Hotinli, J. B. Mertens, M. C. Johnson, and M. Kamionkowski, “Probing correlated compensated isocurvature perturbations using scale-dependent galaxy bias,” arXiv e-prints (Aug, 2019) arXiv:1908.08953, arXiv:1908.08953 [astro-ph.CO].

[22] E. Komatsu and D. N. Spergel, “Acoustic signatures in the primary microwave background bispectrum,” Phys. Rev. D 63 no. 6, (Mar., 2001) 063002–+, arXiv:astro-ph/0005036.

[23] N. Dalal, O. Doré, D. Huterer, and A. Shirokov, “Imprints of primordial non-Gaussianities on large-scale structure: Scale-dependent bias and abundance of virialized objects,” Phys. Rev. D 77 no. 12, (June, 2008) 123514–+, arXiv:0710.4560.

[24] A. Slosar, C. Hirata, U. Seljak, S. Ho, and N. Padmanabhan, “Constraints on local primordial non-Gaussianity from large scale structure,” JCAP 8 (Aug., 2008) 31–+, arXiv:0805.3580.

[25] T. Giannantonio, A. J. Ross, W. J. Percival, R. Crittenden, D. Bacher, M. Kilbinger, R. Nichol, and J. Weller, “Improved primordial non-Gaussianity constraints from measurements of galaxy clustering and the integrated Sachs-Wolfe effect,” Phys. Rev. D 89 no. 2, (Jan, 2014) 023511, arXiv:1303.1349 [astro-ph.CO].

[26] B. Leistedt, H. V. Peiris, and N. Roth, “Constraints on Primordial Non-Gaussianity from 800 000 Photometric Quasars,” Phys. Rev. Lett. 113 no. 22, (Nov, 2014) 221301, arXiv:1405.4315 [astro-ph.CO].

[27] T. Giannantonio and W. J. Percival, “Using correlations between cosmic microwave background lensing and large-scale structure to measure primordial non-Gaussianity,” Mon. Not. R. Astron. Soc. 441 (Jun, 2014) L16–L20, arXiv:1312.5154 [astro-ph.CO].

[28] S. Ho, N. Agarwal, A. D. Myers, R. Lyons, A. Disbrow, H.-J. Seo, A. Ross, C. Hirata, N. Padmanabhan, R. O’Connell, E. Huff, D. Schlegel, A. Slosar, D. Weinberg, M. Strauss, N. P. Ross, D. P. Schneider, N. Bahcall, J. Brinkmann, N. Palanque-Delabrouille, and C. Yèche, “Sloan Digital Sky Survey III photometric quasar clustering: probing the initial conditions of the Universe,” JCAP 2015 no. 5, (May, 2015) 040, arXiv:1311.2597 [astro-ph.CO].
[30] E. Castorina, N. Hand, U. Seljak, F. Beutler, C.-H. Chuang, C. Zhao, H. Gil-Marín, W. J. Percival, A. J. Ross, P. D. Choi, K. Dawson, A. de la Macorra, G. Rossi, R. Ruggeri, D. Schneider, and G.-B. Zhao, “Redshift-weighted constraints on primordial non-Gaussianity from the clustering of the eBOSS DR14 quasars in Fourier space,” *JCAP* 2019 no. 9, (Sep, 2019) 010, arXiv:1904.08859 [astro-ph.CO].

[31] T. Giannantonio, C. Porciani, J. Carron, A. Amara, and A. Pillepich, “Constraining primordial non-Gaussianity with future galaxy surveys,” *Mon. Not. R. Astron. Soc.* 422 no. 4, (Jun, 2012) 2854–2877, arXiv:1109.0958 [astro-ph.CO].

[32] O. Doré, J. Bock, M. Ashby, P. Capak, A. Cooray, R. de Putter, T. Eifler, N. Flagey, Y. Gong, and S. Habib, “Cosmology with the SPHEREX All-Sky Spectral Survey,” arXiv e-prints (Dec, 2014) arXiv:1412.4872, arXiv:1412.4872 [astro-ph.CO].

[33] M. Alvarez, T. Baldauf, J. R. Bond, N. Dalal, R. de Putter, O. Doré, D. Green, C. Hirata, Z. Huang, D. Huterer, D. Jeong, Z. Huang, D. Huterer, D. Jeong, M. C. Johnson, E. Krause, M. Loverde, J. Meyers, P. D. Meerbng, L. Senatore, S. Shandera, E. Silverstein, A. Slosar, K. Smith, M. Zaldarriaga, V. Assassi, J. Braden, A. H jihad, T. Kobayashi, G. Stein, and A. van Engelen, “Testing Inflation with Large Scale Structure: Connecting Hopes with Reality,” arXiv e-prints (Dec, 2014) arXiv:1412.4671, arXiv:1412.4671 [astro-ph.CO].

[34] A. Raccanelli, O. Doré, D. J. Bacon, R. Maartens, M. G. Santos, S. Camera, T. M. Davis, M. J. Drinkwater, M. Jarvis, R. Norris, and D. Parkinson, “Probing primordial non-Gaussianity via iSW measurements with SKA continuum surveys,” *JCAP* 2015 no. 1, (Jan, 2015) 042, arXiv:1406.0010 [astro-ph.CO].

[35] D. Alonso and P. G. Ferreira, “Constraining ultralarge-scale cosmology with multiple tracers in optical and radio surveys,” *Phys. Rev. D* 92 no. 6, (Sep, 2015) 063525, arXiv:1507.03550 [astro-ph.CO].

[36] S. Camera, M. G. Santos, and R. Maartens, “Probing primordial non-Gaussianity with SKA galaxy redshift surveys: a fully relativistic analysis,” *Mon. Not. R. Astron. Soc.* 448 no. 2, (Apr, 2015) 1035–1043, arXiv:1409.8286 [astro-ph.CO].

[37] R. de Putter and O. Doré, “Designing an inflation galaxy survey: How to measure $\sigma(f_{NL}) \sim 1$ using scale-dependent galaxy bias,” *Phys. Rev. D* 95 no. 12, (Jun, 2017) 123513, arXiv:1412.3854 [astro-ph.CO].

[38] A. Raccanelli, M. Shiraishi, N. Bartolo, D. Bertacca, M. Liguori, S. Matarrese, R. P. Norris, and D. Parkinson, “Future constraints on angle-dependent non-Gaussianity from large radio surveys,” *Physics of the Dark Universe* 15 (Mar, 2017) 35–46, arXiv:1507.05903 [astro-ph.CO].

[39] P. McDonald and U. Seljak, “How to evade the sample variance limit on measurements of redshift-space distortions,” *JCAP* 2009 no. 10, (Oct, 2009) 007, arXiv:0810.0323 [astro-ph].

[40] U. Seljak, “Extracting Primordial Non-Gaussianity without Cosmic Variance,” *Phys. Rev. Lett.* 102 no. 2, (Jan, 2009) 021302, arXiv:0807.1770 [astro-ph].

[41] V. Assassi, D. Baumann, and F. Schmidt, “Galaxy bias and primordial non-Gaussianity,” *JCAP* 12 (Dec., 2015) 043, arXiv:1510.03723.

[42] V. Desjacques, D. Jeong, and F. Schmidt, “Large-scale galaxy bias,” *Phys. Rep.* 733 (Feb., 2018) 1–193, arXiv:1611.09787.

[43] A. Lewis, A. Challinor, and A. Lasenby, “Efficient Computation of Cosmic Microwave Background Anisotropies in Closed Friedmann-Robertson-Walker Models,” *Astrophys. J.* 538 (Aug., 2000) 473–476, astro-ph/9911177.

[44] A. Lewis and A. Challinor, “CAMB: Code for Anisotropies in the Microwave Background.” Astrophysics source code library, Feb., 2011.
[45] R. Barkana and A. Loeb, “Scale-dependent bias of galaxies from baryonic acoustic oscillations,” *Mon. Not. R. Astron. Soc. 415* (Aug., 2011) 3113–3118, arXiv:1009.1393.

[46] F. Schmidt, “Effect of relative velocity and density perturbations between baryons and dark matter on the clustering of galaxies,” *Phys. Rev. D 94* no. 6, (Sept., 2016) 063508, arXiv:1602.09059.

[47] K. Ahn, “How the Density Environment Changes the Influence of the Dark Matter-Baryon Streaming Velocity on Cosmological Structure Formation,” *Astrophys. J. 830* no. 2, (Oct., 2016) 68, arXiv:1603.09356 [astro-ph.CO].

[48] D. Tseliakhovich and C. Hirata, “Relative velocity of dark matter and baryonic fluids and the formation of the first structures,” *Phys. Rev. D 82* no. 8, (Oct., 2010) 083520, arXiv:1005.2416 [astro-ph.CO].

[49] J. A. Blazek, J. E. McEwen, and C. M. Hirata, “Streaming Velocities and the Baryon Acoustic Oscillation Scale,” *Physical Review Letters* 116 no. 12, (Mar., 2016) 121303, arXiv:1510.03554.

[50] D. Jeong and F. Schmidt, “Large-scale structure observables in general relativity,” *Classical and Quantum Gravity* 32 no. 4, (Feb, 2015) 044001, arXiv:1407.7979 [astro-ph.CO].

[51] J. L. Tinker, B. E. Robertson, A. V. Kravtsov, A. Kravtsov, A. Klypin, M. S. Warren, G. Yepes, and S. Gottlöber, “The Large-scale Bias of Dark Matter Halos: Numerical Calibration and Model Tests,” *Astrophys. J. 724* no. 2, (Dec, 2010) 878–886, arXiv:1001.3162 [astro-ph.CO].

[52] S. Ferraro, K. M. Smith, D. Green, and D. Baumann, “On the Equivalence of Barrier Crossing, Peak-Background Split, and Local Biasing,” *ArXiv e-prints* (Sept., 2012), arXiv:1209.2175 [astro-ph.CO].

[53] F. Schmidt, D. Jeong, and V. Desjacques, “Peak-Background Split, Renormalization, and Galaxy Clustering,” *ArXiv e-prints* (Dec., 2012), arXiv:1212.0868 [astro-ph.CO].

[54] R. Scoccimarro, L. Hui, M. Manera, and K. C. Chan, “Large-scale bias and efficient generation of initial conditions for nonlocal primordial non-Gaussianity,” *Phys. Rev. D 85* no. 8, (Apr., 2012) 083002, arXiv:1108.5512 [astro-ph.CO].

[55] M. Biagetti, T. Lazeyras, T. Baldauf, V. Desjacques, and F. Schmidt, “Verifying the consistency relation for the scale-dependent bias from local primordial non-Gaussianity,” *Mon. Not. R. Astron. Soc. 468* no. 3, (Jul, 2017) 3277–3288, arXiv:1611.04901 [astro-ph.CO].

[56] J. Tinker, A. V. Kravtsov, A. Kravtsov, A. Abazajian, M. Warren, G. Yepes, S. Gottlöber, and D. E. Holz, “Toward a Halo Mass Function for Precision Cosmology: The Limits of Universality,” *Astrophys. J. 688* (Dec., 2008) 709–728, arXiv:0803.2706 [astro-ph].

[57] R. Weinberger, V. Springel, L. Hernquist, A. Pillepich, F. Marinacci, R. Pakmor, D. Nelson, S. Genel, M. Vogelsberger, J. Naiman, and P. Torrey, “Simulating galaxy formation with black hole driven thermal and kinetic feedback,” *Mon. Not. R. Astron. Soc. 465* (Mar, 2017) 3291–3308, arXiv:1607.03486 [astro-ph.GA].

[58] A. Pillepich et al., “Simulating Galaxy Formation with the IllustrisTNG Model,” *Mon. Not. Roy. Astron. Soc. 473* no. 3, (2018) 4077–4106, arXiv:1703.02970 [astro-ph.GA].

[59] V. Springel, R. Pakmor, A. Pillepich, R. Weinberger, D. Nelson, L. Hernquist, M. Vogelsberger, S. Genel, P. Torrey, F. Marinacci, and J. Naiman, “First results from the IllustrisTNG simulations: matter and galaxy clustering,” *Mon. Not. R. Astron. Soc. 475* (Mar, 2018) 676–698, arXiv:1707.03397 [astro-ph.GA].

[60] A. Barreira et al., in preparation.

[61] T. Haga, K. Inomata, A. Ota, and A. Ravenni, “Exploring compensated isocurvature perturbations with CMB spectral distortion anisotropies,” *JCAP 2018* no. 8, (Aug, 2018) 036, arXiv:1805.08773 [astro-ph.CO].
[62] A. Barreira, D. Nelson, A. Pillepich, V. Springel, F. Schmidt, R. Pakmor, L. Hernquist, and M. Vogelsberger, “Separate Universe Simulations with IllustrisTNG: baryonic effects on power spectrum responses and higher-order statistics,” *arXiv e-prints* (Apr, 2019) arXiv:1904.02070, arXiv:1904.02070 [astro-ph.CO].

[63] N. Kaiser, “Clustering in real space and in redshift space,” *Monthly Notices of the Royal Astronomical Society (ISSN 0035-8711)* **227** (July, 1987) 1–21.

[64] N. Hamaus, U. Seljak, V. Desjacques, R. E. Smith, and T. Baldauf, “Minimizing the stochasticity of halos in large-scale structure surveys,” *Phys. Rev. D* **82** no. 4, (Aug., 2010) 043515, arXiv:1004.5377 [astro-ph.CO].