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Abstract

The cloud has become an important phrase in data storage for many reasons. Cloud services and applications are widespread in many industries including healthcare due to easy access. The limitless quantity of data available on the clouds has triggered the interest of many researchers in the recent past. It has forced us to deploy machine learning for analyzing the data to get insights as well as model building. In this paper, we have built a service on Heroku Cloud which is a cloud platform as a service (PaaS) and has 15 thousand records with 25 features. The data belongs to healthcare and is related to post-surgery complications. The boost prediction algorithm was applied for analysis and implementation was done in python. The results helped us to determine and tune some of the hyperparameters which have correlations with complications and the reported accuracy of training and testing was found to be 91% and 88% respectively.
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1. Introduction

In the last decade, people have migrated to the cloud for hassle free storage of data. The potential data available on the cloud have triggered attention of many researchers for its effective analysis and model building. Data mining such massive data is a challenging job. Data mining techniques implemented through cloud computing will allow us to retrieve useful information from virtually integrated data while lowering infrastructure and storage expenses. We take up a case of health care data to demonstrate how cloud data can be data mined? In the healthcare sector, data mining and machine learning have endless applications. These can help to streamline hospital administrative procedures, map and manage infectious diseases, customize medical treatments, etc[2]. They will play a key role in supporting clinical decision-making, allowing for earlier disease identification, and tailored treatment plans to ensure optimal outcomes. These may also be used to explain and advise patients with various care choices on possible disease pathways and outcomes [1,2]. The work undertaken belongs to surgical
complications for patients [1]. A surgical complication, for instance, is any adverse and unpredictable outcome of an operation affecting the patient [1]. It is not fixed, but depends on the level of surgical capacity and the facilities available [1]. It has two potential outcomes either a patient has a complication or has not. Hence this overall work belongs to binary classification. Binary classification determines the fate of the patient from expected results according to given dataset from health centers. Here we will use CatBoost algorithm as an example of prediction or supervised learning [3]. Due to their ability to generalize from data, predictive models have huge potential. Although, predictive models don’t have the human expert’s skills, they can deal with much greater amounts of data and can probably find subtle patterns in the data that a human can’t. Predictive models depend a lot on training data, and are dependent on quality of data. This is promising when case is of clouds with voluminous data. Preferably, a model must extract the existing signal from the data and ignore any spurious patterns (noise). However, this is not an easy task, because data are usually far from perfect; small numbers of samples, irrelevant variables, missing values, and outliers are some of the imperfections [18].

In order to increase the predictive models' ability to extract important, we have followed standard data cleansing cycle including data preprocessing, smoothing for removing the superimposed noise, imputations for missing values, or excluding the outlier examples, common scaling and centering, etc. The later were part of advanced feature engineering techniques [18].

The rest of this study is organized as, section 2 introduces research methodology where the authors have implemented CatBoost algorithm by following standard steps. Session 3 focuses on model building which is done using a python platform. Section 3 concludes with a discussion of the findings. Section 4 summarizes the overall findings, stating that overall accuracy is 91 percent.

2. Research Methodology

In this part, we will demonstrate the basic steps followed for the prediction and classification. The surgery complication database has numerical (quantity) data of both integer and float types. Our proposed model will work to analyzing the data and scaling that improve performance of the model by hyper parameters tuning to reach the level of reliability and safety to be used in the field of healthcare with flexibility and ease. Figure 1 shows patient surgical complication prediction process model from the beginning until its uploading to Heroku cloud for the end user to use.

![Figure 1. Prediction Process](image-url)
2.1. Data Source

We have collected our dataset from Kaggle site which is considered a platform for all researchers interested in databases [3], that data set is called "Surgical-deepnet.csv". It has 25 features and 14635 records where all features are numerical (integer or float).

2.2. Features Engineering and Selection

It is the technique of extracting features from raw data using domain knowledge [4]. These features can be used to improve the performance of machine learning algorithms. So we checked each record to extract and handle noise, NAN, and imbalanced data then cleaning if possible based on size of dataset. During feature selection we pick out those features from the dataset that contribute and affect most to the target variable [5]. In other words, we choose the best predictors for the target variable. The classes in the "sklearn.feature_selection" module can be used for feature selection/dimensionality reduction on sample sets, either to improve estimators' accuracy scores or to boost their performance on very high-dimensional datasets. While this dataset is a type of binary classification so there are independent variables and dependent variable which will impact the correlation between the two variables because whenever you change the values of independent variables will give us new expectations based on the target variable. Here, we select “SelectKBest” from the class "sklearn.feature_selection", this is one of the automatic feature determination techniques in Python that works to choose the features that have the strongest relationship with the target variable and this technique can determine the number of features that will be extracted from the data. In our case, we have determined the number of features to be ten features in the head of the dataset which is represented in Table 1 without showing the target variable that represents the tenth feature (label).

Table 1. Dataset Head

| bmi  | Age | asa_status | baseline_cancer | baseline_charison | Baseline_osteoart | ccsComplication Rate | ccMort03Rate | complication_rsi | mortality_rsi |
|------|-----|------------|-----------------|------------------|-------------------|--------------------|---------------|-----------------|--------------|
| 39.56| 44.0| 0.0        | 0.0             | 0.0              | 0.0               | 0.142512           | 0.004026     | 0.00            | 0.00          |
| 39.19| 43.0| 1.0        | 0.0             | 1.0              | 1.0               | 0.081977           | 0.002959     | -0.32           | -0.16         |
| 31.03| 48.0| 0.0        | 0.0             | 0.0              | 0.0               | 0.466129           | 0.012903     | 0.58            | 0.09          |
| 27.20| 74.0| 1.0        | 0.0             | 0.0              | 1.0               | 0.081977           | 0.002959     | -2.86           | -1.96         |
| 25.88| 73.0| 1.0        | 0.0             | 0.0              | 0.0               | 0.105720           | 0.000789     | -1.45           | 0.08          |

Of the benefits that we get reduces over fitting that has less redundant data. This means less possibility of making decisions based on redundant data/noise. Hence, reduces Training Time where algorithms train faster. Below Figure 2 shows the features that were selected from the dataset according to the strength of their correlation with the dependent variable or label.
2.3. Data Scaling

Data scaling and data normalization terminologies are used interchangeably and their purpose is to standardize or transfer data into ranges and forms, suitable for modeling and mining[19]. Compared to models trained on un-scaled data, models trained on scaled data typically have significantly higher performance. Data scaling is regarded as an important phase in data preprocessing[20]. Data preparation involves using techniques such as normalization and standardization to rescale input and output variables prior to training machine learning model[6]. It is noticeable in our dataset that each feature has its own range. This will generate a slow process of processing this data. We used one of the methods provided in data scaling techniques namely "Standardization" where the values are centered on the mean with a unit standard deviation where is the mean of the feature values and is the standard deviation of the feature values. Here’s the formula for standardization:

\[ X' = \frac{X - \mu}{\sigma} \]  

(2.1)

2.4. CatBoost Algorithm

The CatBoost is an algorithm for machine learning using gradient boosting on decision trees[15]. It exists as a library of open source platforms like python. It’s an open-source algorithm that based on the decision trees. CatBoost was developed by Yandex. It is the successor of the MatrixNet algorithm that is widely used within the company for ranking tasks, forecasting and making recommendations. It is universal and can be applied across a wide range of areas and problems[16]. The goal of the training is to select a model that correctly solves the given problem classification or multi-classification for any input object based on certain features[9]. The validation dataset (test dataset), which has data in the same format as the training dataset, is checked for accuracy, but is only used for the evaluation of the standard of training[10]. A set of decision trees are constructed consecutively during training. In contrast to the previous trees, each successive tree is constructed with reduced loss. The starting parameters control the number of trees. We used the over fitting detector to prevent over fitting[11]. When it is triggered, trees stop being built. Gradient boosting is the best method for problems with noisy data, complex dependencies as well as heterogeneous features. It has a lot of implementations in search engines, weather forecasting, and recommendation systems. Gradient boosting combines iteratively weaker models (base predictors). In a function space, such a procedure corresponds to gradient descent[17]. As mentioned above, decision trees are the most common base predictor for gradient boosting algorithm. XGBoost, LightGBM and H2O are the most used algorithms. But the state-of-the-art algorithm is CatBoost. The CatBoost uses the following algorithm for updating the hyperparameters and the weight value corresponding to each model (Algorithm 1)[17].
Input: \{(X_k,Y_k)\}_{k=1}^n \text{ ordered according to } \sigma, \text{ the number of trees } I

\begin{align*}
M_i &\leftarrow 0 \quad \text{for } i = 1..n \\
\text{for} \quad \text{iter} &\leftarrow 1 \text{ to } I \quad \text{do} \\
\quad \text{for} \quad i &\leftarrow 1 \text{ to } n \quad \text{do} \\
\quad \quad \text{for} \quad j &\leftarrow 1 \text{ to } i-1 \quad \text{do} \\
\quad \quad \quad g_i &\leftarrow \frac{d}{da}\text{Loss}(y_j,a)|_{a=M_i(x_j)} \\
\quad \quad \text{end} \\
\quad M &\leftarrow \text{LearnOneTree}((X_j,g_j) \text{ for } j = 1..i-1) \\
\quad M_i &\leftarrow M_i + M \\
\text{end} \\
\text{return } M_1..M_n; M_1(X_1)..M_n(X_n)
\end{align*}

\begin{algorithm}
\caption{CatBoost algorithm \cite{17}}
\end{algorithm}

2.5. Evaluation

For any classification problem, the Classification Report can be used to display the precision, F1, recall, and support scores for the model, to support problem detection and easier interpretation. Where Precision (also called positive predictive value) that seeking about "what proportion of identifications was correct?". And therefore defined as the ratio of true positives to the sum of true and false positives. Where \(tp\) is true positive and \(fp\) is false positive, It is defined as follows:

\[
\text{Precision} = \frac{tp}{tp+fp}
\]

Recall (also known as sensitivity) trying to answer this query "what attribution of actual positives was identified correctly?". Thus, It's the ratio of true positives to the sum of true positives and false negatives. Where \(fn\) is false negative and other factors same existing in precision. Mathematically, It is defined as follows:

\[
\text{Recall} = \frac{tp}{tp+fn}
\]

When you seek a balance between Precision and Recall, F1 value is needed, noting that the best score is 1.0 and the worst is 0.0, thus F1 Score might be a better measure to use if we need to seek a balance between Precision and Recall. Generally speaking, F1 scores are lower than accuracy measures as they integrate precision and recall into their computation. The formula is as follows:

\[
F_1 = \left( \frac{2}{\text{recall}^{-1} + \text{precision}^{-1}} \right) = 2 \cdot \frac{\text{precision \ recall}}{\text{precision} + \text{recall}}
\]

Support is the number of actual class occurrences in the dataset defined. Support does not change between models, but diagnoses the process of assessment instead.

2.6. Heroku Cloud

For end-user access to data anytime and anywhere, we must publish the dataset and model in a type of cloud. So we have used Heroku cloud which is a platform for deploying and running modern apps as a service built on a controlled container structure, with integrated data services and a powerful ecosystem as well as supporting several programming languages\cite{13}. The Heroku
developer experience is an app-centered software delivery approach, integrated with the most common developer tools and workflows at the moment[14]. This model was deployed in the Heroku cloud after being ready for end-user use.

3. Model Building and Results

Using Python language, the experimental models were built. CatBoost is a standalone library. It is the robust algorithm and does not need extensive hyper-parameter tuning. After gathering data from healthcare centers and websites interested in the healthcare area, we have done cleaning the dataset from null values (NAN), imbalanced data, and delete duplicated rows then we chose essential features according to correlation with the target(label). After that, we have done scaling of this dataset and finally splitting the dataset into training and test data to apply CatBoost algorithm on the dataset. We have got accuracy in test 88% and accuracy in training 91%. Figure 3 shows plotting for some features from both complication and non-complication.

![Figure 3 Classification between two parameters](image)

In Figure 4 we can see the number of records which contain patients who have complications and non-complications.

![Figure 4 Rate of complications](image)

A confusion matrix, also known as an error matrix, is a particular table layout that allows the performance of an algorithm to be visualized, with each matrix row representing instances in a predicted class, while each column represents instances in
an actual class [7]. Figure 5 indicates the rate between the values that are real and predicted.

![Confusion Matrix](image)

**Figure 5. Confusion matrix**

A ROC curve (receiver operating characteristic curve) is a graph showing the performance of a classification model at all classification thresholds [8]. Fig. 6 shows curve plots between the two parameters which are the actual and predicted values.

![ROC Plot](image)

**Figure 6. ROC curve**

4. Conclusions

The underlined research work is an evidence of data mining in clouds where our suggested model works as an add on and mines massive data in the cloud with significant accuracy. Here we have built a model that predicts the presence of complications of surgery of the patient. We have uploaded our devised out a model to Heroku cloud where receive the related parameters for providing expected results. The overall implementations were done in Python. The reported accuracy rate in the test model was 88% and on the training model, it was observed to be 91%. The overall work can be useful as a role model for the healthcare industry for analysis of their data on the clouds.
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