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Abstract—Automatically solving mathematical word problems (MWPs) is challenging, primarily due to the semantic gap between human-readable words and machine-understandable logics. Despite a long history dated back to the 1960s [1], [2], [3], and continues to attract intensive research attention. In the past three years, more than 40 publications on this topic have emerged in the premier venues of artificial intelligence. The problem is particularly challenging because there remains a wide semantic gap to parse the human-readable words into machine-understandable logics so as to facilitate quantitative reasoning. Hence, MWPs solvers are broadly considered as good test beds to evaluate the intelligence level of agents in terms of natural language understanding [4], [5] and the successful solving of MWPs would constitute a milestone towards general AI.

We categorize the evolving of MWP solvers into three major stages according to the technologies behind these solvers, as depicted in Figure 1. In the first pioneering stage, roughly from the year 1960 to 2010, systems such as STUDENT [11], DEDUCOM [6], WORDPRO [7] and ROBUST [8], manually craft rules and schemas for pattern matchings. Thereupon, these solvers heavily rely on human interventions and can only resolve a limited number of scenarios that are defined in advance. Those early efforts for automatic understanding of natural language mathematical problems have been thoroughly reviewed in [9]. We exclude them from the scope of this survey paper and focus on the recent technology developments that have not been covered in the previous survey [9].

In the second stage, MWP solvers made use of semantic parsing [10], [11], with the objective of mapping the sentences from problem statements into structured logic representations so as to facilitate quantitative reasoning. It has regained considerable interests from the academic, and a booming number of methods have been proposed in the past years. These methods leveraged various strategies of feature engineering and statistical learning for performance boosting. The authors of these methods also claimed promising results in their public or manually harvested datasets. In this paper, one of our tasks is to present a comprehensive review on the proposed methods in this stage. The methods will be first organized according to the sub-tasks of MWPs which they were designed to solve, such as arithmetic word problem (in Section 2), equation set word problem (in Section 3) and geometric word problem (in Section 5). We then examine the proposed techniques in each sub-task with a clear technical organization and accountable experimental evaluations.

MWP solvers in the third stage originated from an empirical work [12] deserve some special attention. Its experimental results on a large-scale and diversified dataset showed that the status of MWP solvers was not as optimistic as they claimed to be. In fact, the accuracies of many approaches dropped sharply and there is a great room for improvement in this research area. To design more accurate and robust solutions, the subsequent publications are forked into two directions. One is to continue refining the technology of semantic parsing. For instance, Huang et al. proposed a new type of semantic representation to conduct fine-grained inference [13]. The other direction attempts to exploit the
advantages of deep learning models, with the availability of large-scale training datasets. This is an emerging research direction for MWP solvers and we observed two instances, including Deep Neural Solver [14] using recurrent neural network to generate the equation template, and MathDQN [15] relying on the deep reinforcement learning framework. It is expected to witness more and more deep learning based methods to solve MWPs in the future.

To sum up, we present a comprehensive survey to review the MWP solvers proposed in recent years. Researchers in the community can benefit from this survey in the following ways:

1) We provide a wide coverage on the math word problems, including arithmetic word problem, equation set problem, geometry word problem and miscellaneous sub-tasks related to automatic math solvers. The practicers can easily identify all relevant approaches for performance evaluations. We observed that the unawareness of relevant competitors is not uncommon in the past literature. We are positive that the availability of our survey can help avoid such unawareness.

2) The solvers designed for arithmetic word problems (AWP) with only one unknown variable and equation set problems (ESP) with multiple unknown variables are often not differentiated by previous works. In fact, the methods proposed for ESP are more general and can be used to solve AWP. In this survey, we clearly identify the difference and organize them in separate sections. We also generalize their methods in terms of the number of operands and the type of operators they are capable to support.

3) Feature engineering plays an vital role to bridge the gap of semantic parsing. Almost all MWP solvers state their strategies of crafting effective features, resulting in a very diversified group of features, and there is a lack of clear organization among these features. In this survey, we will be the first to summarize all these proposed features in Table 5.

4) As for the fairness on performance evaluations, ideally, there should be a benchmark dataset well accepted and widely adopted by the MWP research community, just like ImageNet [16] for visual object recognition and VQA [17], [18] for visual question answering. Unfortunately, we observed that many approaches tend to compile their own datasets to verify their superiority, which result in missing of relevant competitors as mentioned above. Tables 2 and 3 integrate the results of existing methods on all the public datasets. After collecting the accuracies that have been reported in the past literature, we observed many empty cells in the table. Each empty cell refers to a missing experiment on a particular algorithm and dataset. In this survey, we make our best efforts to fill the missing results by conducting a considerable number of additional experiments, and guarantee that this survey provides comprehensive comparison and delivers explicit experimental analysis.

The remainder of the paper is organized as follows. We first review the arithmetic word problem solvers in Section 2 followed by equation set problem solvers in Section 3. Since feature engineering deserves special attention, we summarize the extracted features as well as the associated pre-processing techniques in Section 4. The geometric word problem solvers are reviewed in Section 5. We also cover miscellaneous automatic solvers related to math problems in Section 6. We conclude the paper and point out several future directions in MWPs that are worth examination in the final section.

2 Arithmetic Word Problem Solver

The arithmetic word problems are targeted for elementary school students. The input is the text description for the math problem, represented in the form of a sequence of k words \( \langle w_0, w_1, \ldots, w_k \rangle \). There are \( n \) quantities \( q_1, q_2, \ldots, q_n \) mentioned in the text and an unknown variable \( x \) whose value is to be resolved. Our goal is to extract the relevant quantities and map this problem into an arithmetic expression \( E \) whose evaluation value provides the solution to the problem. There are only four types of fundamental operators \( O = \{+, -, \times, \div\} \) involved in the expression \( E \).

An example of arithmetic word problem is illustrated in Figure 2. The relevant quantities to be extracted from the text include 17, 7 and 80. The number of hours spent on the bike is the unknown variable \( x \). To solve the problem, we need to identify the correct operators between the quantities and their operation order such that we can obtain the final equation \( E = 17 + 7x = 80 \) or expression \( x = (80 - 17) ÷ 7 \) and return 9 as the solution to this problem.

| Word Problem | Equation | Solution |
|--------------|----------|----------|
| Oceanside Bike Rental Shop charges 17 dollars plus 7 dollars an hour for renting a bike. Tom paid 80 dollars to rent a bike. How many hours did he pay to have the bike checked out? | \( 17 + (7 \times x) = 80 \) | \( x = 9 \) |

Fig. 2. An example of arithmetic word problem.

In this section, we consider feature extraction as a black box and focus on the high-level algorithms and models. The details of feature extraction will be comprehensively present in Section 4. We classify existing algebra word problem solvers into three categories: rule-based, statistic-based and tree-based methods.

2.1 Rule-based Methods

The early approaches to math word problems are rule-based systems based on hand engineering. Published in 1985, WORDPRO [17] solves one-step arithmetic problems. It predefines four types of schemas, including change-in, change-out, combine and compare. The problem text is transformed into a set of propositions and the answer is derived with simple reasoning based on the propositions. Another system ROBUST, developed by Bakman [8], could understand free-format multi-step arithmetic word problems. It further expands the change schema of WORDPRO [17] into six distinct categories. The problem text is split into sentences and each sentence is mapped to a proposition. Yun et al. also proposed to use schema for multi-step math problem solving [19]. However, the implementation details are not explicitly revealed in [19]. Since these systems have been out of date, we only provide such a brief overview to cover the
properties of the word problem. The quantity pair classifier operator. It involves three types of classifiers to detect different properties of the word problem. The quantity pair classifier is trained to determine which pair of quantities would be used to derive the answer. The operator classifier picks the operator $op \in \{+, -, \times, \div\}$ with the highest probability. The order classifier is relevant only for problems involving subtraction or division because the order of operands matters for these two types of operators. With the inferred expression, it is straightforward to calculate the numeric answer for the simple math problem.

To solve math problems with multi-step arithmetic expression, the statistic-based methods require more advanced logic templates. This usually incurs additional overhead to annotate the text problems and associate them with the introduced template. As an early attempt, ARIS \cite{21} defines a logic template named state that consists of a set of entities, their containers, attributes, quantities and relations. For example, “Liz has 9 black kittens” initializes the number of kitten (referring to an entity) with black color (referring to an attribute) and belonging to Liz (referring to a container). The solution splits the problem text into fragments and tracks the update of the states by verb categorization. More specifically, the verbs are classified into seven categories: observation, positive, negative, positive transfer, negative transfer, construct and destroy. To train such a classifier, we need to annotate each split fragment in the training dataset associated with the introduced verb category. Another drawback of ARIS is that it only supports addition and subtraction. \cite{22} follows a similar processing logic to ARIS. It predefines a corpus of logic representation named schema, inspired by \cite{8}. The sentences in the text problem are examined sequentially until the sentence matches a schema, triggering an update operation to modify the number associated with the entities.

In \cite{23}, Mitra et al. proposed a new logic template named formula. Three types of formulas are defined, including part whole, change and comparison, to solve problems with addition and subtraction operators. For example, the text problem “Dan grew 42 turnips and 38 cantelopes. Jessica grew 47 turnips. How many turnips did they grow in total?” is annotated with the part-whole template: \{whole : $x$, parts : \{42, 47\}\}. To solve a math problem, the first step connects the assertions to the formulas. In the second step, the most probable formula is identified using the log-linear model with learned parameters and converted into an algebraic equation.

Another type of annotation is introduced in \cite{24}, \cite{25} to facilitate solving a math problem. A group of logic forms are predefined and the problem text is converted into the logic form representation by certain mapping rules. For instance, the sentence “Fred picks 36 limes” will be transformed into verb($v_1$, pick) & nsubj($v_1$, Fred) & dobj($v_1$, n1) & head(n1, lime) & nmod(n1, 36). Finally, logic inference is performed on the derived logic statements to obtain the answer.

To sum up, these statistic-based methods have two drawbacks that limit their usability. First, it requires additional annotation overhead that prevents them from handling large-scale datasets. Second, these methods are essentially based on a set of pre-defined templates, which are brittle and rigid. It will take great efforts to extend the templates to support other operators like multiplication and division. It is also not robust to diversified datasets. In the following, we will introduce the tree-based solutions, which are widely adopted and become the mainstream solutions to arithmetic word problems.

2.3 Tree-Based Methods

The arithmetic expression can be naturally represented as a binary tree structure such that the operators with higher priority are placed in the lower level and the root of the tree contains the operator with the lowest priority. The idea of tree-based approaches \cite{26, 27, 28, 15} is to transform the derivation of the arithmetic expression to constructing an equivalent tree structure step by step in a bottom-up manner. One of the advantages is that there is no need for additional annotations such as equation template, tags or logic forms. Figure 3 shows two tree examples derived from the math word problem in Figure 2. One is called expression tree that is used in \cite{26, 28, 15} and the other is called equation tree in \cite{27}. These two types of trees are essentially equivalent and result in the same solution, except that equation tree contains a node for the unknown variable $x$.

![Fig. 3. Examples of expression tree and equation tree for Figure 2](image)

The overall algorithmic framework among the tree-based approaches consists of two processing stages. In the first stage, the quantities are extracted from the text and form the bottom level of the tree. The candidate trees that are syntactically valid, but with different structures and internal nodes, are enumerated. In the second stage, a scoring function is defined to pick the best matching candidate tree, which will be used to derive the final solution. A common strategy among these algorithms is to build a local classifier to determine the likelihood of an operator being selected as the internal node. Such local likelihood is taken into account in the global scoring function to determine the likelihood of the entire tree.

Roy et al. \cite{26} proposed the first algorithmic approach that leverages the concept of expression tree to solve arithmetic word problems. Its first strategy to reduce the search space is training a binary classifier to determine whether an extracted quantity is relevant or not. Only the relevant ones are used for tree construction and placed in the bottom level. The irrelevant quantities are discarded. The tree construction procedure is mapped to a collection of simple prediction problems, each
determining the lowest common ancestor operation between a pair of quantities mentioned in the problem. The global scoring function for an enumerated tree takes into account two terms. The first one, denoted by \( \phi(q) \), is the likelihood of quantity \( q \) being irrelevant, i.e., \( q \) is not used in creating the expression tree. In the ideal case, all the irrelevant quantities are correctly predicted with high confidence, resulting in a large value for the sum of \( \phi(q) \). The other term, denoted by \( \phi(op) \), is the likelihood of selecting \( op \) as the operator for an internal tree node. With these two factors, \( \text{Score}(E) \) is formally defined as

\[
\text{Score}(E) = w_1 \sum_{q \in I(E)} \phi(q) + \sum_{op \in \mathcal{O}} \phi(op)
\]

(1)

where \( I(E) \) is the group of irrelevant quantities that are not included in expression \( E \), and \( \mathcal{O} \) refers to the set of internal tree nodes. To further reduce the tree enumeration space, beam search is applied in [25]. To generate the next state \( T' \) from the current partial tree, the algorithm avoids choosing all the possible pairs of terms and determining their operator. Instead, only top-k candidates with the highest partial scores are retained. Experimental results with \( k = 200 \) show that the strategy achieves a good balance between accuracy and running time. In [29], the authors publish the service as a web tool and it can respond promptly to a math word problem.

The solution in [27], named ALGES, differs from [26] in two major ways. First, it adopts a more brutal-force manner to exploit all the possible equation trees. More specifically, ALGES does not discard irrelevant quantities, but enumerates all the syntactically valid trees. Integer Linear Programming (ILP) is applied as it can help enforce the constraints such as syntactic validity, type consistency and domain specific simplicity considerations. Consequently, its computation cost is dozens of times higher than that in [27], according to an efficiency evaluation in [15]. Second, its scoring function is different from Equation (1). There is no need for the term \( \phi(q) \) because ALGES does not build a classifier to check the quantity relevance. Besides the monotonic aggregation of the likelihood from local operator classifiers, the scoring function incorporates a new term \( \phi[P] = \theta^T f_p \) to assign a coherence score for the tree instance. Here, \( f_p \) is the global feature extracted from a problem text \( P \), and \( \theta \) refers to the parameter vector.

The goal of [30] is also to build an equation tree by parsing the problem text. It makes two assumptions that can simplify the tree construction, but also limit its applicability. First, the final output equation form is restricted to have at most two variables. Second, each quantity mentioned in the sentence can be used at most once in the final equation. The tree construction procedure consists of a pipeline of predictors that identify irrelevant quantities, recognize grounded variables, and generate the final equation tree. With customized feature selection and SVM based classifier, the relevant quantities and variables are extracted and used as the leaf nodes of the equation tree. The tree is built in a bottom-up manner. It is worth noting that to reduce the search space and simplify the tree construction, only adjacent nodes are combined to generate their parent node.

UnitDep [28] can be viewed as an extension work of [26] by the same authors. An important concept, named Unit Dependency Graph (UDG), is proposed to enhance the scoring function. The vertices in UDG consist of the extracted quantities. If the quantity correspond to a rate (e.g., 8 dollars per hour), the vertex is marked as RATE. There are six types of edge relations to be considered, such as whether two quantities are associated with the same unit. Building the UDG requires additional annotation overhead as we need to train two classifiers for the nodes and edges. The node classifier determines whether a node is associated with a rate. The edge classifier predicts the type of relationship between any pair of quantity nodes. Given a valid unit dependency graph \( G \) generated by the classifiers, its likelihood is defined as

\[
\phi(G) = \sum_{v \in G \land \text{LABEL}(v) = \text{rate}} P(v) + \lambda \sum_{e \in G} P(e)
\]

(2)

In other words, we sum up the prediction probability for the RATE nodes and all the edges. The new scoring function for an expression tree extends Equation (1) by incorporating \( \phi(G) \). Rules are defined to enforce the rate consistence between an expression tree \( T \) and a candidate graph \( G \). For example, if \( v_i \) is the only node in the tree that is labeled RATE and it appears in the question, there should not exist a path from the leaf node to the root which only contains operators of addition and subtraction. Finally, the candidate graph \( G \) with the highest likelihood and rate-consistent with \( T \) is used to calculate the total score of \( T \).

In [13], Wang et al. made the first attempt of applying deep reinforcement learning to solve arithmetic word problems. The motivation is that deep Q-network has witnessed success in solving various problems with big search space such as playing text-based games [31], information extraction [32], text generation [33] and object detection in images [34]. To fit the math problem scenario, they formulate the expression tree construction as a Markov Decision Process and propose the MathDQN that is customized from the general deep reinforcement learning framework. Technically, they tailor the definitions of states, actions, and reward functions which are key components in the reinforcement learning framework. By using a two-layer feed-forward neural network as the deep Q-network to approximate the Q-value function, the framework learns model parameters from the reward feedback of the environment. Compared to the aforementioned approaches, MathDQN iteratively picks the best operator for two selected quantities. This procedure can be viewed as beam search with \( k = 1 \) when exploiting candidate expression trees. Its deep Q-network acts as the operator classifier and guides the model to select the most promising operator for tree construction.

2.4 Dataset Repository and Performance Analysis

The accuracy of arithmetic word problems is evaluated on the datasets that are manually harvested and annotated from online websites. These datasets are small-scale and contain hundreds of math problems. In this subsection, we make a summary on the datasets that have been used in the aforementioned datasets. Moreover, we organize the performance results on these datasets into one unified table. We also make our best efforts to conduct additional experiments. The new results are highlighted in blue color. In this way, readers can easily identify the best performers in each dataset.

2.4.1 Datasets

There have been a number of datasets collected for the arithmetic word problems. We present their descriptions in the following and summarize the statistics of the datasets in Table 1.

1) A12 [21]. There are 395 single-step or multi-step arithmetic word problems for the third, fourth, and fifth graders. It
involves problems that can be solved with only addition and subtraction. The dataset is harvested from two websites: math-aids.com and ixl.com and comprises three subsets: MA1 (from math-aids.com), IXL (from ixl.com) and MA2 (from math-aids.com). Among them, IXL and MA2 are more challenging than MA1 because IXL contains more information gaps and MA2 includes more irrelevant information in its math problems.

2) **IL** [26]. The problems are collected from websites k5learning.com and dadsworksheets.com. The problems that require background knowledge (e.g., "apple is fruit" and "a week comprises 7 days") are pruned. To improve the diversity, the problems are clustered by textual similarity. For each cluster, at most 5 problems are retained. Finally, the dataset contains 562 single-step word problems with only one operator, including addition, subtraction, multiplication, and division.

3) **CC** [26]. The dataset is designed for multi-step math problems. It contains 600 multi-step problems without irrelevant quantities, harvested from commoncoresheets.com. The dataset involves various combinations of four basic operators, including (a) addition followed by subtraction; (b) subtraction followed by addition; (c) addition and multiplication; (d) division and addition; (e) subtraction and multiplication; and (f) subtraction and division. It is worth noting that this dataset does not incorporate irrelevant quantities in the problem text. Hence, there is no need to apply the quantity relevance classifier for the algorithms containing this component.

4) **SingleEQ** [27]. The dataset contains both single-step and multi-step arithmetic problems and is a mixture of problems from a number of sources, including math-aids.com, k5learning.com, ixl.com and a subset of the data from A12. Each problem involves operators of multiplication, division, subtraction, and addition over non-negative rational numbers.

5) **AllArith** [28]. The dataset is a mixture of the data from A12, IL, CC and SingleEQ. All mentions of quantities are normalized into digit representation. To capture how well the automatic solvers can distinguish between different problem types, near-duplicate problems (with over 80% match of unigrams and bigrams) are removed. Finally, there remain 831 math problems.

6) **Dolphin-S**. This is a subset of Dolphin18K [12] which originally contains 18,460 problems and 5,871 templates with one or multiple equations. The problems whose template is associated with only one problem are extracted as the dataset of Dolphin-S. It contains 115 problems with single operator and 6,955 problems with multiple operators.

7) **Math23K** [14]. The dataset contains Chinese math word problems for elementary school students and is crawled from multiple online education websites. Initially, 60,000 problems with only one unknown variable are collected. The equation templates are extracted in a rule-based manner. To ensure high precision, a large number of problems that do not fit the rules are discarded. Finally, 23,161 math problems with 2,187 templates are remained.

### 2.4.2 Performance Analysis

Given the aforementioned datasets, we merge the experimental results reported from previous works into one table. Such a unified organization can facilitate readers in identifying the methods with superior performance in each dataset. As shown in Table 2, the rows refer to the corpus of datasets and the columns are the statistic-based and tree-based methods. The cells are filled with the accuracies of these algorithms when solving math word problems in different datasets. We conduct additional experiments to cover all the cells by the tree-based solutions. These new experiment results are highlighted in blue color. Those with missing value are indicated by ‘-‘ and it means that there was no experiment conducted for the algorithm in the particular dataset. The main reason is that they require particular efforts on logic templates and annotations, which are very trivial and cumbersome for experiment reproduction. There is no algorithm comparison for the dataset Math23K because the problem text is in Chinese and the feature extraction technologies proposed in the statistic-based and tree-based approaches are not applicable. From the results in Table 2, we derive the following observations worth noting and provide reasonings to explain the results.

First, the statistic-based methods with advanced logic representation, such as Schema [22], Formula [23] and LogicForm [24], [25], achieve dominating performance in the A12 dataset. Their superiority is primarily owned to the additional efforts on annotating the text problem with more advanced logic representation. These annotations allow them to conduct fine-grained reasoning. In contrast, ARIS [21] does not work as good because it focuses on “change” schema of quantities and does not fully exploit other schemas like “compare” [22]. Since there are only hundreds of math problems in the datasets, it is feasible to make an exhaustive scan on the math problems and manually define the templates to fit these datasets. For instance, all quantities and the main-goal are first identified by rules in LogicForm [24], [25] and explicitly associated with their role-tags. Thus, with sufficient human intervention, the accuracy of statistic-based methods in A12 can boost to 88.64%, much higher than that of tree-based methods. Nevertheless, these statistic-based methods are considered as brittle and rigid [12] and not scalable to handle large and diversified datasets, primarily due to the heavy annotation cost to train an accurate mapping between the text and the logic representation.

Second, the results of tree-based methods in A12, IL and CC are collected from [15] where the same experimental setting of 3-fold cross validation is applied. It is interesting to observe that ALGES [27], ExpressionTree [26] and UNITDEP [28] cannot perform equally well on the three datasets. ALGES works poorly in A12 because irrelevant quantities exist in its math problems and ALGES is not trained with a classifier to get rid of them. However, it outperforms ExpressionTree and UNITDEP by a wide
margin in the CC dataset because CC does not involve irrelevant quantities. In addition, this dataset only contains multi-step math problems. ALGES exploits the whole search space to enumerate all the possible trees, whereas ExpressionTree and ALGES use beam search for efficiency concern. UNITDEP does not work well in A12 because this dataset only involves operators $+$ and $-$ and the unit dependency graph does not take effect. Moreover, its proposed context feature poses a negative impact on the A12 dataset. After removing this feature from the input vector fed to the classifier, the accuracy in A12 increases from 56.2% to 74.7%, but the result in CC drops from the current accuracy of 53.5% to 47.3%. Such an observation implies the limitation of hand-crafted features in UNITDEP. Among the three datasets A12, IL, and CC, MathDQN [15] achieves leading or comparable performance. In the CC dataset, which contains only multi-step problems and is considered as the most challenging one, MathDQN yields remarkable improvement and boosts the accuracy from 65% (derived by ALGES) to 75.5%. This is because MathDQN models the tree construction as Markov Decision Process and leverage the strengths of deep Q-network (DQN). By using a two-layer feed-forward neural network as the deep Q-network to approximate the Q-value function, the framework learns model parameters from the reward feedback of the environment. Consequently, the RL framework demonstrates higher generality and robustness than the other tree-based methods when handling complicated scenarios. In the IL dataset, its performance is not superior to ExpressionTree as IL only contains one-step math problems. There is no need for hierarchical tree construction and cannot expose the strength of Markov Decision Process in MathDQN or the exhaustive enumeration strategy in ALGES.

As to the datasets of SingleEQ and AllArith, UNITDEP is a winner in both datasets, owning to the effectiveness of the proposed unit dependency graph (UDG). In the math problems with operators $\{\times, \div\}$, the unit and rate are important clues to determine the correct quantities and operators in the math expression. The UDG poses constraints on unit compatibility to filter the false candidates in the expression tree construction. It can alleviate the brittleness of the unit extraction system, even though it requires additional annotation overhead in order to induce UDGs.

Last but not the least, these experiments were conducted on small-scale datasets and their performances on larger and more diversified datasets remain unclear. Recently, Huang et al. have noticed the gap and released Dolphin18K [12] which contains 18,460 problems and 5,871 templates with one or multiple equations. The findings in [12] are astonishing. The accuracies of existing approaches for equation set problems, which will be introduced in the next section, degrade sharply to less than 25%. These methods cannot even perform better than a simple baseline that first uses text similarity to find the most similar text problem in the training dataset and then fills the number slots in its associated equation template. To discover the performance of existing arithmetic problem solvers in large-scale datasets, we conduct similar experiments to examine the performance of tree-based approaches in Dolphin-S. The results are shown in the last two columns of Table 2 leading to two conclusions. First, the overall performances of existing tree-based arithmetic problem solvers are not promising in large-scale and diversified datasets. There is still great room for improvement in the research area of arithmetic math word problem solver. Second, MathDQN exhibits superior performance over its two tree-based competitors, verifying its robustness by using the deep reinforcement learning framework.

### Table 2
Accuracy of statistic-based and tree-based methods in solving arithmetic problems.

| Methods     | Publish Year | A12 | IL  | CC   | SingleEQ | AllArith | Dolphin-S |
|-------------|--------------|-----|-----|------|----------|----------|-----------|
| Statistic-based |              |     |     |      |          |          |           |
| ARIS [21]   | 2014         | 77.7| -   | -    | 48       | -        | -         |
| Schema [24] | 2015         | 88.64| -  | -    | -        | -        | -         |
| Formula [24]            | 2016          | 86.07| -  | -    | -        | -        | -         |
| LogisticForm [24] [25]  | 2016         | 84.4| 90.1| 33.5 | -        | -        | -         |
| Tree-based     |              |     |     |      |          |          |           |
| ALGES [23]    | 2015         | 52.4| 72.9| 65   | 72       | 60.4     | -         |
| ExpressionTree [26] | 2015         | 72  | 73.3| 43.2 | 66.35    | 79.4     | 26.11     |
| UNITDEP [28]   | 2017         | 56.4| 71.0| 53.5 | 72.25    | 81.7     | 28.78     |
| MathDQN [15]  | 2018         | 78.5| 73.3| 75.5 | 52.06    | 72.68    | 30.96     |

3 Equation Set Solver

The equation set problems are much more challenging because they involve multiple unknown variables to resolve and require to formulate a set of equations to obtain the final solution. The aforementioned arithmetic math problem can be viewed as a simplified variant of equation set problem with only one unknown variable. Hence, the methods introduced in this section can also be applied to solve the problems in Section 2.

Figure 4 shows an example of equation set problem. There are two unknown variables, including the acres of corn and the acres of wheat, to be inferred from the text description.

A standard solution to this problem is to use variables $x$ and $y$ to represent the number of corn and wheat, respectively. From the text understanding, we can formulate two equations $42x + 30y = 18600$ and $x + y = 500$. Finally, the values of $x$ and $y$ can be inferred.

Compared to the arithmetic problem, the equation set problem contains more numbers of unknown variables and numbers in the text, resulting in a much larger search space to enumerate valid candidate equations. Hence, the methods designed for arithmetic problems can be hardly applied to solve equation set problems. For instance, the tree-based methods assume that the objective is to construct a single tree to maximize a scoring function. They require substantial revision to adjust the objective to building multiple trees which has exponentially higher search space. This would be likely to degrade the performance. In the following, we will review the existing methods, categorize them into four groups from the technical perspective, and examine how they overcome the challenge.
3.1 Parsing-Based Methods

The work of [12] can be viewed as an extension of tree-based approaches to solve a math problem with multiple equations. Since the objective is no longer to build an equation tree, a meaning representation language called DOL is designed as the structural semantic representation of natural language text. The core component is a semantic parser that transforms the textual sentences into DOL trees. The parsing algorithm is based on context-free grammar (CFG) [36, 37], a popular mathematical system for modeling constituent structure in natural languages. For every DOL node type, the lexicon and grammar rules are constructed in a semi-supervised manner. The association between math-related concepts and their grammar rules is manually constructed. Finally, the CFG parser is built on top of 9,600 grammar rules. During the parsing, a score is calculated for each DOL node and the derivation of the DOL trees with the highest score is selected to obtain the answer via a reasoning module.

3.2 Similarity-Based Methods

The work of [12] plays an important role in the research line of automatic math problem solvers because it rectifies the understanding of technology development in this area. It, for the first time, examines the performance of previous approaches in a large and diversified dataset and derives astonishing experimental findings. The methods that claimed to achieve an accuracy higher than 70% in a small-scale and self-collected dataset exhibit very poor performance in the new dataset. In other words, none of the methods proposed before [12] is really general and robust. Hence, the authors reach a conclusion that the math word problems are still far from being satisfactorily solved.

A new baseline method based on text similarity, named SIM, is proposed in [12]. In the first step, the problem text is converted into a word vector whose values are the associated TF-IDF scores [38]. The similarity between two problems (one is the query problem to solve and the other is a candidate in the training dataset with known solutions) is calculated by the Jaccard similarity between their converted vectors. The problem with the highest similarity score is identified and its equation template is used to help solve the query math problem. In the second step, the unknown slots in the template are filled. With the availability of a large training dataset, the number filling is conducted in a simple and effective way. It finds an instance in the training dataset associated with the same target template and the minimum edit-distance to the query problem, and aligns the numbers in these two problems with ordered and one-to-one mapping. It is considered a failure if these two problems do not contain the same number of quantities.

3.3 Template Based Methods

There are two methods [39, 40] that pre-define a collection of equation set templates. Each template contains a set of number slots and unknown slots. The number slots are filled by the numbers extracted from the text and the unknown slots are aligned to the nouns. An example of template may look like

\[ u_1 + u_2 - n_1 = 0 \]
\[ n_2 \times u_1 + n_3 \times u_2 - n_4 = 0 \]

where \( n_1 \) is a number slot and \( u_4 \) represents an unknown variable.

To solve an equation set problem, these approaches first identify a candidate template from the corpus of pre-defined templates. The next task is to fill the number slots and unknown slots with the information extracted from the text. Finally, the instance with the highest probability is returned. This step often involves a scoring function or a rank-aware classifier such as RankSVM [41]. A widely-adopted practice is to define the probability of each instance of derivation \( y \) based on the feature representation \( x \) for a text problem and a parameter vector \( \theta \), as in [40, 39, 40]:

\[ p(y|x; \theta) = \frac{e^{\theta \cdot \phi(x, y)}}{\sum_{y' \in Y} e^{\theta \cdot \phi(x, y')}} \]

With the optimal derivation instance \( y^{opt} \), we can obtain the final solution.

In [39], the objective is to maximize the total probabilities of \( y \) that leads to the correct answer. The latent variables \( \theta \) are learned by directly optimizing the marginal data log-likelihood. More specifically, L-BFGS [42] is used to optimize the parameters. The search space is exponential to the number of slots because each number in the text can be mapped to any number slot and the nouns are also candidates for the unknown slots. In practice, the search space is too huge to find the optimal \( \theta \) and beam search inference procedure is adopted to prevent enumerating all the possible \( y \) leading to the correct answer. For the completion of each template, the next slot to be considered is selected according to a pre-defined canonicalized ordering and only top-k partial derivations are maintained.

In [40], Zhou et al. proposed an enhanced algorithm for the template-based learning framework. First, they only consider assigning the number slots with numbers extracted from the text. The underlying logic is that when the number slots have been processed, it would be an easy task to fill the unknown slots. In this way, the hypothesis space can be significantly reduced. Second, the authors argue that the beam search used in [39] does not exploit all the training samples, and its resulting model may be sub-optimal. To resolve the issue, the max-margin objective [43] is used to train the log-linear model. The training process is turned into a QP problem that can be efficiently solved with the constraint generation algorithm [44].
Since the annotation of equation templates is expensive, a key challenge to KAZB and ZDC is the lack of sufficient annotated data. To resolve the issue, in [45], Upadhyay et al. attempted to exploit the large number of algebra word problems that have been posted and discussed in online forums. These data are not explicitly annotated with equation templates but their numeric answers are extracted with little or no manual effort. The goal of [45] is to improve a strong solver trained by fully annotated data with a large number of math problems with noisy and implicit supervision signals. The proposed MixedSP algorithm makes use of both explicit and implicit supervised examples mixed at the training stage and learns the parameters jointly. With the learned model to formulate the mapping between an algebra word problem and an equation template, the math problem solving strategy is similar to KAZB and ZDC. All the templates in the training set have to be exploited to find the best alignment strategy.

The aforementioned template-based methods suffer from two drawbacks [13]. First, the math concept is expressed as an entire template and may fail to work well when the training instances are sparse. Second, the learning process relies on lexical and syntactic features such as the dependency path between two slots in a template. Such a huge and sparse feature space may play a negative impact on effective feature learning. Based on these two arguments, FG-Expression [13] parses an equation template into fine-grained units, called template fragment. Each template is represented in a tree structure as in Figure 3 and each fragment represents a sub-tree rooted at an internal node. The main objective and challenge in [13] are learning an accurate mapping between textual information and template fragments. For instance, a text piece “20% discount” can be mapped to a template fragment $1 - \pi_1$ with $\pi_1 = 0.2$. Such mappings are extracted in a semi-supervised way from training datasets and stored as part of the sketch for templates. The proposed solution to a math problem consists of two stages. First, RankSVM model [41] is trained to select top-k templates. The features used for the training incorporate textual features, quantity features and solution features. It is worth noting that the proposed template fragment is applied in the feature selection for the classifier. The textual features preserve one dimension to indicate whether the problem text contains textual expressions in each template fragment. In the second stage, the alignment is conducted for the k templates and the one with the highest probability is used to solve the problem. The features and rank-based classifier used to select the best alignment are similar to those used in the first stage. Compared to the previous template-based methods, FG-Expression also significantly reduces the search space because only top-k templates are examined whereas previous methods align numbers for all the templates in the training dataset.

### 3.4 DL-Based Methods

In recent years, deep learning (DL) has witnessed great success in a wide spectrum of “smart” applications, such as video captioning [46], video event recognition [47], human action recognition [48], visual question answering [49], and question answering with knowledge base [50]. The main advantage is that with sufficient amount of training data, DL is able to learn an effective feature representation in a data-driven manner without human intervention. It is not surprising to notice that several efforts have been attempted to apply DL for math word problem solving. Deep Neural Solver (DNS) [14] is the first deep learning based algorithm that does not rely on hand-crafted features. This is a milestone contribution because all the previous methods (including MathDQN) require human intelligence to help extract features that are effective. The deep model used in DNS is a typical sequence to sequence (seq2seq) model [51], [52], [53]. The words in the problem are vectorized into features through word embedding techniques [54], [55]. In the encoding layer, GRU [56] is used as the Recurrent Neural Network (RNN) to capture word dependency because compared to LSTM [57], GRU has fewer parameters in the model and is less likely to be over-fitting in small datasets. This seq2seq model translates math word problems to equation templates, followed by a number mapping step to fill the slots in the equation with the quantities extracted from the text. To ensure that the output equations by the model are syntactically correct, five rules are pre-defined as validity constraints. For example, if the $i^{th}$ character in the output sequence is an operator in $\{+,-,\times,\div\}$, then the model cannot result in c $\in \{+,-,\times,\div\}$ for the $(i+1)^{th}$ character.

To further improve the accuracy, DNS enhances the model in two ways. First, it builds a LSTM-based binary classification model to determine whether a number is relevant. This is similar to the relevance model trained in ExpressionTree [26] and UNITDEP [28]. The difference is that DNS uses LSTM as the classifier with unsupervised word-embedding features whereas ExpressionTree and UNITDEP use SVM with hand-crafted features. Second, the seq2seq model is integrated with a similarity-based method [12] introduced in Section 3.2. Given a pre-defined threshold, the similarity-based retrieval strategy is selected as the solver if the maximal similarity score is higher than the threshold. Otherwise, the seq2seq model is used to solve the problem. Another follow-up of DNS was proposed recently in [58]. Instead of using GRU and LSTM, the math solver examines the performance of other seq2seq models when applied in mapping the problem text to equation templates. In particular, two models including BiLSTM [57] and structured self-attention [59], were examined respectively for the equation template classification task. Results show that both models achieve comparable performance.

### 3.5 Dataset Repository and Performance Analysis

Similar to the organization of Section 2, we summarize the dataset repository and performance analysis for the equation set solvers.

#### 3.5.1 Benchmark Datasets

There have been four datasets specifically collected for the equation set problems that involve multiple unknown variables. We present their descriptions in the following and summarize the statistics of the datasets in Table 5. We use # of problems to report the average number of problems associated with each template. We noticed that in each dataset, a small fraction of problems are associated with one unknown variable in the template. Thus, we also report the number of single-equation problems in each dataset.

1. **ALG514** [39]. The dataset is crawled from Algebra.com, a crowd-sourced tutoring website. The problems are posted by students. The problems with information gap or require explicit background knowledge are discarded. Consequently, a set of 1024 questions is collected and cleaned by crowd-workers in Amazon Mechanical Turk. These problems are further filtered as the authors require each equation template...
to appear for at least 6 times. Finally, 514 problems are left in the dataset.

2) **Dolphin1878** [15]. Its math problems are crawled from two websites: algebra.com and answers.yahoo.com. For math problems in answers.yahoo.com, the math equations and answers are manually added by human annotators. Finally, the dataset combined from the two sources contains 1,878 math problems with 1183 equation templates.

3) **DRAW1K** [60]. The authors of DRAW1K argued that Dolphin1878 has limited textual variations and lacks narrative. This motivated them to construct a new dataset that is diversified in both vocabularies and equation systems. With these two objectives, they constructed DRAW1K with exactly 1,000 linear equation problems that are crawled and filtered from algebra.com.

4) **Dolphin18K** [12]. The dataset is collected and rectified mainly from the math category of Yahoo! Answer[1]. The problems, equation system annotations, and answers are extracted semi-automatically, with great intervention of human efforts. The procedure consists of four stages: removing irrelevant problems, cleaning problem text, extracting gold answers and constructing equation system annotations. The harvested dataset is so far the largest one, with 18,460 problems and 5,871 equation templates.

### 3.5.2 Performance Analysis

The performances of the equation set solvers on the existing datasets are reported in Table 2. From the experimental results, we derive the following observations and discussions.

First, there are many empty cells in the table. In the ideal case, the algorithms should be conducted on all the available benchmark datasets and compared with all the previous competitors. The reasons are multi-fold, such as limitation of the implementation (e.g., as Upadhyay stated in [45], they could not run ZDC on DRAW1K because ZDC can only handle limited types of equation systems), delayed release of the dataset (e.g., the Dolphin18K dataset has not been released when the work of DNS is published) or unfitness in certain scenarios (e.g., the experiments of FG-Expression [13] were only conducted on Dolphin18K because the authors considered that the previous datasets are not suitable due to their limitation in scalability and diversity). It is noticeable that such an incomplete picture brings difficulty to judge the performance and may miss certain insightful findings.

Second, **ALG514** is the smallest dataset and also the most widely adopted dataset for performance evaluation. Among the template-based methods, MixedSP outperforms KAZB and ZDC because it benefits from the mined implicit supervision from an external source of additional 2,000 samples. As reported in [45], if only the explicit dataset (i.e., the problems in ALG514) is used, its performance is slightly inferior to ZDC. A possible reason to explain this is that ZDC uses a richer set of features based on POS tags, coreference and dependency parses. In contrast, MixedSP only uses features based on POS tags. It is also interesting to see that SIM and DNS obtain the same accuracy on ALG514. This is the dataset is too small to train an effective deep learning model. The reported accuracy of seq2seq model is only 16.1% in ALG514. DNS is a hybrid approach that combines a seq2seq model and similarity retrieval model. It means the deep learning model does not take any effect when handling problems in ALG514.

Finally, the datasets of Dolphin1878 and DRAW1K are released for the approaches of DOL and MixedSP, respectively. In the experimental settings, simple baselines such as SIM based on textual similarity or KAZB which is the earliest template-based method, are selected. It is not surprising to see that Dolphin1878 and DRAW1K outperform their competitors by a large margin. Nevertheless, the research for equation set solvers has shifted to proposing methods that can work well in a large and diversified dataset such as Dolphin18K. We implemented our own version of DNS and evaluated its performance on the large dataset. Unfortunately, we did not observe a higher accuracy derived from DNS. The reasons could be two-fold. First, our implementation may not be optimized and the model parameters may not be well tuned. Second, there are thousands of templates in the datasets, which may bring challenges for the classification task. Nevertheless, with the availability of large-scale datasets, applying deep learning models for MWP is still an interesting research direction that deserves intensive attention.

### 4 Feature Extraction

Feature extraction has been a vital component in the machine learning (ML) workflow. Effective feature construction, in an either supervised or semi-supervised manner, can significantly boost the accuracy. For instance, SIFT [61], [62] and other local descriptors [63], [64], [65] have been intensively used in the domain of object recognition and image retrieval for decades as they are invariant to scaling, orientation and illumination changes. Consequently, a large amount of research efforts have been devoted to design effective features to facilitate ML tasks. Such a discipline was partially changed by the emergence of deep learning. In the past years, deep learning has transformed the world of artificial intelligence, due to the increasing processing power afforded by graphical processing units (GPUs), the enormous amount of available data, and the development of more advanced algorithms. With well-annotated sufficient training data, the methodology can automatically learn the effective latent feature representation for the classification or prediction tasks. Hence, it can help replace the manual feature engineering process, which is non-trivial and labor-intensive.

In the area of automatic math problem solver, as reviewed in the previous sections, the only DL-based approach without feature engineering is DSN [14]. It applies word embedding to vectorize the text information and encodes these vectors by GRU network for automatic feature extraction. The limitation is that a large amount of labeled training data is required to make the model effective. Before the appearance of DSN, most of the math problem solvers were designed with the availability of small-scale datasets. Thus, feature engineering plays an important role in these works to help achieve a high accuracy. In this section, we provide a comprehensive review on the features engineering process in the literature and show how they help bridge the gap between textual/visual information and the semantic/logical representation.

### 4.1 Preprocessing

Before we review the feature space defined in various MWP solvers, we first present the preliminary background on the preprocessing steps that have been commonly adopted to facilitate the subsequent feature extraction.
4.1 Syntactic Parsing

Syntactic parsing focuses on organizing the lexical units and their semantic dependency in a tree structure, which serves as a useful resource for effective feature selection. Sorts of parsers have been developed, among which the Stanford parser works as the most comprehensive and widely-adopted one. It is a package consisting of different probabilistic natural language parsers. To be more specific, its neural-network parser \[66\] is a transition-based dependency parser that uses high-order features to achieve high speed and good accuracy; the Compositional Vector Grammar parser \[67\] can be seen as factoring discrete and continuous parsing in one model; and the (English) Stanford Dependencies representation \[68\] is an automatic system to extract typed dependency parses from phrase structure parses, where a dependency parse represents dependencies between individual words and a phrase structure parse represents nesting of multi-word constituents. Besides Stanford parser, there exist other effective dependency parsers with their own traits. For example, \[69\] presents an easy-list parsing algorithm that iteratively selects the best pair of neighbors in the tree structure to connect at each parsing step.

Those parsers account in WMP solvers. For instance, the neural-network parser \[66\] is adopted in \[70\] for coreference resolution, which is another pre-processing step for MWP solvers. UnitDep \[28\] automatically generates features from a given math problem by analyzing its derived parser tree using the Compositional Vector Grammar parser \[67\]. Additionally, the Stanford Dependencies representation \[68\] has been applied in multiple solvers. We observed its occurrence in Formula \[23\] and ARIS \[21\] to extract attributes of entities (the subject, verb, object, preposition and temporal information), in KAZB \[39\] to generate part-of-speech tags, lematizations, and dependency parses to compute features, and in ALGES \[27\] to obtain syntactic information used for grounding and feature computation. ExpressionTree \[26\] is an exceptional case without using Stanford Parser. Instead, it uses the easy-list parsing algorithm \[69\] to detect the verb associated with each quantity.

### 4.1.1 Syntactic Parsing

4.1.2 Coreference Resolution

Co-reference resolution involves the identification and clustering of noun phrases mentions that refer to the same real-world entity. The MWP solvers use it as a pre-processing step to ensure the correct arithmetic operations or value update on the same entity. \[71\] is an early deterministic approach which is driven entirely by the syntactic and semantic compatibility learned from a large, unlabeled corpus. It allows proper and nominal mentions to only corefer with antecedents that have the same head, but pronominal mentions to corefer with any antecedent. On top of \[71\], Raghunathan et al. \[72\] proposed an architecture based on tiers of deterministic coreference models. The tiers are processed from the highest to the lowest precision and the entity output of a tier is forwarded to the next tier for further processing. \[73\] is another model that integrates a collection of deterministic coreference resolution models. Targeting at exploring rich feature space, \[74\] proposed a simple classification model for coreference resolution with a well-designed set of features. NECo is proposed in \[75\] and capable of solving both named entity linking and co-reference resolution jointly.

As to applying coreference resolvers in MWP solvers, the Illinois Coreference Resolver \[74\] \[76\] is used in \[20\] to identify pronoun referents and facilitate semantic labeling. In \[70\], a rule function Coref(A,B), which is true when A and B represent the same entity, is derived as a component of the declarative rules to determine the math operators. Given a pair of sentences, each containing a quantity, ZDC \[40\] takes into account the existence of coreference relationship between these two sentences for feature exploitation. Meanwhile, ARIS \[21\] adopts the \[72\] for coreference resolution and uses the predicted coreference relationships to replace pronouns with their coreferent links.

4.2 Common Features

There have been various types of features proposed in the past literature. We separate them into \textit{common features} and \textit{unique features}, according to the number of solvers that have adopted a particular type of feature. The unique features were proposed once and not reused in another work, implying that their effect could be limited. The \textit{common features} are considered to be more general and effective, and they are the focus of this survey.

| Datasets      | Proposed in | # of problems | # of templates | # of single-eq problems | # of words | # of sentences |
|---------------|-------------|---------------|----------------|------------------------|------------|---------------|
| ALG514        | KAZB [39]   | 514           | 28             | 18.36                  | 91         | 1.62k         |
| Dolphin18/8   | DOL [35]    | 1,878         | 1,183          | 1.59                   | 712        | 3.30k         |
| DRA W1K       | MixedISP [45]| 1,000         | 232            | 4.31                   | 255        | 1.38k         |
| Dolphin18K    | SIM [12]    | 18,460        | 5,871          | 3.14                   | 8,333      | 49.9k         |

| Methods       | Publish Year | ALG514 | Dolphin18/8 | DRA W1K | Dolphin18K |
|---------------|--------------|--------|--------------|---------|------------|
| Statistic-based | 2015         | 66.2   | 25.5         | 18.4    |            |
| Similarity-based | 2016         | 70.1   | 29           | 43.2    | 17.9       |
| Template-based  | 2014         | 68.7   | 83.0         | 59.5    |            |
| Template-based  | 2017         |        |              | 28.4    |            |
| DNS [14]       | 2017         | 70.1   | 28.29        | 31      | 21.6       |
In Table 5, we categorize the common features according to their syntactic sources for feature extraction, such as quantities, questions, verbs, etc. For each type of proposed feature, we identify its related MWP solvers, and provide necessary examples to explain features that are not straightforward to figure out.

4.2.1 Quantity-related Features

The basic units in an arithmetic expression or an equation set consist of quantities, unknown variables and operators. Hence, a natural idea is to extract quantity-related features to help identify the relevant operands and their associated operators. As shown in Table 5 a binary indicator to determine whether a quantity refers to a rate is adopted in many solvers [26] [28] [15] [40] [45]. It signals a strong connection between the quantity and operators of \{×, ÷\}. The value of the quantity is also useful for operator classifier or quantity relevance classifier. For instance, a quantity whose value is a real number between \([0,1]\) is likely to be associated with multiplication or division operators. [40] [45]. It is also observed that quantities in the text format of "one" or "two" are unlikely to be relevant with the solution [40] [45] [13]. Examples include "if one airplane averages 400 miles per hour,..." and "the difference between two numbers is 36".

4.2.2 Context-related Features

The information embedded in the text window centered at a particular quantity can also provide important clues for solving math word problems. To differentiate two quantities both in the numeric format, we can leverage the word lemmas, part of speech (POS) tags and dependence types within the window as the features. In this manner, quantities associated with the same operators would to likely to share similar context information. A trivial trick used in [26] [28] [15] is to examine whether the given a template with symmetric number slots. For example, terms “more”, "less" operators would to likely to share similar context information. A common features

4.2.3 Quantity-pair Features

The relationship between two quantities is helpful to determine their associated operator. A straightforward example is that if two quantities are associated with the same unit, they can be applied with addition and subtraction [20] [28] [15] [40]. If one quantity is related to a rate and the other is associated with a unit that is part of the rate, their operator is likely to be multiplication or division [26] [27] [28] [15].

4.2.4 Question-related Features

Distinguishing features can also be derived from questions. It is straightforward to figure out that the unknown variable can be inferred from the question and if a quantity whose unit appears in the question, this quantity is likely to be relevant. The remain question-related features presented in Table 5 were proposed by Roy et al. [26] [28] and followed by MathDQN [15]. Their feature design leverages the number of matching tokens between the related noun phrase of a quantity and the question text. The quantities with the highest number of matching tokens are considered as useful clues. They also check whether the question contains rate indicators such as "each" and "per", or comparison indicators such as "more" or "less". The former is related to \{×, ÷\} and the latter is related to \{+, −\}. Moreover, if the question text contains "how many", it implies that the solution is a positive number.

4.2.5 Verb-related Features

Verbs are important indicators for correct operator determination. For example, "lose" is a verb indicating quantity loss for an entity and related to the subtraction operator. Given a quantity, we call the verb closest to it in the dependency tree as its dependent verb. [26] [27] [28] [15] directly use dependent verb as one of the features. Another widely-adopted verb-related feature is a vector capturing the distance between the dependent verb and a small pre-defined collection of verbs that are found to be useful in categorizing arithmetic operations. Again, the remaining features come from the works [26] [28] [15]. The features indicate whether two quantities have the same dependent verbs or whether their dependent verbs refer to the same verb mention. As we can see from the examples in Table 5 the difference between these two types of features is the occurrence number of the dependent verb in the sentence.

4.2.6 Global Features

There are certain types of global features in the document-level proposed by existing solvers. [26] [28] [15] use the number of quantities in the problem text as part of feature space. Unigrams and bigrams are also applied in [20] [39]. They may play certain effect in determining the quantities and their order. Note that the unigrams and bigrams are defined in the word level rather than the character level.

5 GEOMETRIC WORD PROBLEM (GWP) SOLVER

Geometry solvers have been studied for a long history. Visual diagram understanding is a sub-domain that has attracted significant attention. As an early work for understanding line drawings,
| Feature Type          | Description                                                                 | Used In                     | Remark                                                                 |
|----------------------|------------------------------------------------------------------------------|-----------------------------|----------------------------------------------------------------------|
| Quantity-related     | Whether the quantity refers to a rate                                        | [26] [28] [39] [40] [45]   | For “each ride cost 5 tickets”, the quantity “5” is a rate          |
|                     | Is between 0 and 1                                                            | [40]                        |                                                                      |
|                     | Is equal to one or two                                                        | [39] [40] [45] [13]         |                                                                      |
| Context-related      | Word lemma                                                                   | [39] [40] [45]             | For “Connie has 41.0 red markers.”, the word lemmas around the     |
|                     | POS tags                                                                      | [28] [39] [40] [45] [20]   | quantity “41.0” are [Connie, have, red, marker].                  |
|                     | Dependence type                                                               | [39] [40] [45]             | For “A chef needs to cook 16.0 potatoes.”, the POS tags within a   |
|                     |                                                                              |                             | window of size 2 centered at the quantity “16.0” are [TO, VB, |
|                     |                                                                              |                             | NNS].                                                              |
|                     | Comparative adverbs                                                           | [26] [28] [15]             | For “If she drank 25 of them and then bought 30 more.”, “more”      |
|                     |                                                                              |                             | is a comparative term in the window of quantity “30”.              |
| Quantity-pair        | Whether both quantities have the same unit                                   | [26] [28] [15] [40]        | For “Student tickets cost 4 dollars and general admission tickets  |
|                     |                                                                              |                             | cost 6 dollars”, quantities “4” and “6” have the same unit.        |
|                     | If one quantity is related to a rate and the other is associated with a unit  | [26] [27] [28] [19]        | For “each box has 9 pieces and Paul bought 6 boxes of chocolate   |
|                     | that is part of the rate                                                       |                             | candy”, “9” is related to a rate (i.e., pieces/box) and “6” is    |
|                     |                                                                              |                             | associated to the unit “box”.                                      |
|                     | Numeric relation of two quantities                                           | [40] [45]                   | For each quantity, the nouns around it are extracted and sorted by |
|                     |                                                                              |                             | the distance in the dependency tree. Then, a scoring function is   |
|                     |                                                                              |                             | defined on the two sorted lists to measure the numeric relation.  |
|                     | Context similarity between two quantities.                                    | [40] [45]                   | The context is represented by the set of words around the quantity. |
|                     | Dependency path between two quantities.                                       | [39] [40]                   | For “2 footballs and 3 soccer balls cost 220 dollars”, the          |
|                     |                                                                              |                             | dependency path for the quantity pair (2,3) is num(footballs,2)   |
|                     |                                                                              |                             | – conj(footballs, balls) – num(balls, 3).                          |
|                     | Whether both quantities appear in the same sentence                          | [39] [40]                   |                                                                      |
| Question-related     | Whether the value of the first quantity is greater than the other            | [26] [28] [15] [39]        |                                                                      |
|                     |                                                                              |                             |                                                                      |
|                     | Whether the unit or related noun phrase of a quantity appears in the question | [26] [28] [15] [39]        | For the question “How many apples are left in the box?” and a     |
|                     |                                                                              |                             | quantity 77 that appears in “77 apples in a box”, there are two   |
|                     |                                                                              |                             | matching tokens (“apples” and “box”).                              |
|                     | Number of quantities which happen to have the maximum number of matching     | [26] [28] [15]             | For “Rose have 9 apples and 12 erasers. ... 3 friends. How many   |
|                     | tokens with the question text                                                 |                             | apples dose each friend get?””, the number of matching tokens for  |
|                     |                                                                              |                             | quantities 9, 12 and 3 is 1, 0 and 1. Hence, there are two         |
|                     |                                                                              |                             | quantities with the maximum matching token number.                 |
|                     | Whether any component of the rate is present in the question                 | [26] [28] [15]             | Given a question “How many blocks does George have?” and a        |
|                     |                                                                              |                             | quantity 6 associated with rate “blocks/box”, the feature indicator |
|                     |                                                                              |                             | is set to 1 since block appears in the question.                   |
|                     | Whether the question contains terms like “each” or “per”                    | [26] [28] [15]             |                                                                      |
|                     | Whether the question contains comparison-related terms like “more” or       | [26] [28] [15]             | It implies that the solution is positive.                           |
|                     | “less”                                                                        |                             |                                                                      |
|                     | Whether the question contains terms like “how many”                          | [39] [40] [45] [13]        |                                                                      |
| Verb-related         | Dependent verb of a quantity                                                 | [26] [27] [28] [15]        | the verb closest to the quantity in the dependency tree             |
|                     | Distance vector between the dependent verb and a small collection of pre-     | [21] [24] [29]             |                                                                      |
|                     | defined verbs that are useful for arithmetic operator classification          |                             |                                                                      |
|                     | Whether two quantities have the same dependent verbs                         | [26] [28] [15]             | For “In the first round she scored 40 points and in the second     |
|                     |                                                                              |                             | round she scored 50 points”, the quantities “40” and “50” both    |
|                     |                                                                              |                             | have the same verb “scored”. Note that “scored” appeared twice     |
|                     |                                                                              |                             | in the sentence.                                                   |
|                     | Whether both dependent verbs refer to the same verb mention                  | [26] [28] [15]             | For “She baked 4 cupcakes and 29 cookies.”, the quantities “4” and  |
|                     |                                                                              |                             | “29” both shared the verb “baked”. Note that “baked” appeared     |
|                     |                                                                              |                             | only once in the sentence.                                         |
| Global Features      | Number of quantities mentioned in text                                       | [26] [28] [15]             |                                                                      |

**TABLE 6**

Common Features.
presented an efficient characteristic pattern detection method by scanning the distribution of black pixels and generating feature points graph. In [78], a structure mapping engine named GeoRep was proposed to generate qualitative spatial descriptions from line diagrams. After that, the visual elements can be formulated through a two-level representation architecture. This work was also applied to the repetition and symmetry detection model in MAGI [79]. Inspired by human cognitive process of reading juxtaposition diagrams, MAGI detects repetition by aligning visual and conceptual relational structure to analyze repetition-based diagrams.

The problem of rectangle and parallelogram detection in diagram understanding has also received a considerable amount of interest. The proposed techniques fall into two main categories, either based on primitive or Hough transform [80]. The primitive-based methods combine line segments or curves to form possible edges of a quadrangle. For examples, Lin and Nevatia [81] proposed the approach of parallelogram detection from a single aerial image by linear feature extraction and formation of hypothesis following certain geometric constraints. Similarly, Lagunovsky and Ablameyko [82] studied the problem of rectangular detection based on line primitives. As to the Hough transform based techniques, [83] presented an approach for automatic rectangular particle detection in cryo-electron microscopy through Hough transform, but this method can only work well when all rectangles have the same dimensions and the dimensions must be aware in advance. Jung et.al. [84] proposed a window Hough transform algorithm to tackle the problem of rectangle detection with varying dimensions and orientations.

Geometry theorem proving (GTP) [85], [86] was initially viewed as an artificial intelligence problem that was expected to be easily tackled by machines. The difficulties of solving GTP problems lie in the visual reasoning in geometry and the generation of elegant and concise geometry proofs. Moreover, completing the proof requires the ingenuity and insights to the problem. The first automated GTP was developed by Gelernter [85], which used the diagram as pruning heuristic. The system rejects geometry goals that fail to satisfy the diagram. However, the limitation of the method is the true sub-goal may be pruned erroneously due to the insufficient precise arithmetic applied to the diagram. Fleuriot et. al. [86] studied Newton’s geometric reasoning procedures in his work Principia and presented theorem prover Isabelle to formalize and generate the style of reasoning performed by Newton. By combining the existing geometry theorem proving techniques and the concepts of Nonstandard Analysis, the prover Isabelle can produce proofs of lemmas and theorem in Principia. Readers can refer to the book chapter [86] for the survey of early development of GTP.

In this survey, we are more interested to examine the math problems that are required to consider visual diagram and textual mentions simultaneously. As illustrated in Figure 5 a typical geometry word problem contains text descriptions or attribute values of geometric objects. The visual diagram may contain essential information that are absent from the text. For instance, points O, B and C are located on the same line segment and there is a circle passing points A, B, C and D. To well solve geometry word problems, three main challenges need to be tackled: 1) diagram parsing requires the detection of visual mentions, geometric characteristics, the spatial information and the co-reference with text; 2) deriving visual semantics which refer to the textual information related to visual analogue involves the semantic and syntactic interpretation to the text; and 3) the inherent ambiguities lie in the task of mapping visual mentions in the diagram to the concepts in real world.

![Fig. 5. An example of geometric problem.](image)

### 5.1 Text-Aligned Diagram Understanding

The very early computer program, BEATRIX [87], [88], parses the English text and diagram components of the elementary physics problems together by establishing the coreference between the text and diagram. Watanabe et al. proposed a framework to combine layout information and natural language to analyze the pictorial book of flora diagrams [89]. An overview of the research on integration of visual and linguistic information was provided in the survey paper by Srihar [90]. However, these early approaches rely on written rules or manual regulations, i.e., the visual elements needed to be recognized with human intervention and their performances were usually dependent on specified diagrams.

G-ALINGER [91] is an algorithmic work that addresses the geometry understanding and text understanding simultaneously. To detect primitives from a geometric diagram, Hough transform [92] is first applied to initialize lines and circles segments. An objective function that incorporates pixel coverage, visual coherence and textual-visual alignment. The function is sub-modular and a greedy algorithm is designed to pick the primitive with the maximum gain in each iteration. The algorithm stops when no positive gain can be obtained according to the objective function. In [93], the problem of visual understanding is addressed in the context of science diagrams. The objective is to identify the graphic representation for the visual entities and their relations such as temporal transitions, phase transformations and inter object dependencies. An LSTM-based network is proposed for syntactic parsing of diagrams and learns the graphic structure.

### 5.2 GWP Solvers

GEOS [94] can be considered as the first work to tackle a complete geometric word problem as shown in Figure 5. The
method consists of two main steps: 1) parsing text and diagram respectively by generating a piece of logical expression to represent the key information of the text and diagram as well as the confidence scores, and 2) addressing the optimization problem by aligning the satisfiability of the derived logical expression in a numerical method that requires manually defining indicator function for each predicate. It is noticeable that G-ALINGER is applied in GEOS [91] for primitive detection. Despite the superiority of automated solving process, the performance of the system would be undermined if the answer choices are unavailable in a geometry problem and the deductive reasoning based on geometric axiom is not used in this method. A subsequent improver of GEOS is presented in [93]. It harvests an axiomatic knowledge from 20 publicly available math textbooks and builds a more powerful reasoning engine that leverages the structured axiomatic knowledge for logical inference.

GeoShader [96], as the first tool to automatically handle geometry problem with shaded area, presents an interesting reasoning technique based on analysis hypergraph. The nodes in the graph represent intermediate facts extracted from the diagram and the directed edges indicate the relationship of deductibility between two facts. The calculation of the shaded area is represented as the target node in the graph and the problem is formulated as finding a path in the hypergraph that can reach the target node.

6 MISCELLANEOUS MATH TASKS

6.1 Other Variants of Math Problems

Apart from geometric problems, there are also assorted variants of math problems that AI system focuses on. Aristo [97] is able to solve non-digraph multiple-choice questions through five parallel solvers, one for pure text, two for statistic and two for inference. Finally, the combiner of Aristo outputs a comprehensive score of each option based on scores from the five solvers. A similar work on multiple-choice questions is [98], which takes Wikipedia as a knowledge base. After ranking and filtering relevant pages retrieved from Wikipedia, it presents a new scoring function to pick the best answer from the candidates. Another variant is targeted at solving IQ test and a noticeable number of computer models have been proposed in [99], [100]. Taking [100] for example, it proposed a framework for solving verbal IQ questions, which classifies questions into several categories and each group of questions are solved by a specific solver respectively. Furthermore, logic puzzles are addressed in [101] by transforming robust natural language to precise semantics. For other forms of math problems, [102] solves probability problems automatically by a two-step approach, namely first formulating questions in a declarative language and then computing the answer through a solver implemented in ProbLog [103]. And algebraic word problems are solved by generating answer rationales written in natural language in [104] through a sequence-to-sequence model.

6.2 Math Problem Solver in Other Languages

Solving math word problems in other languages also attracts research attention. Yu et al. addressed the equation set problem solver in Chinese [105], [106]. A pool of rule-based semantic models are crafted to map the sentences in Chinese text into equation templates. The experiments were conducted on a very small-scale dataset with 104 problems. Recently, there has been the first attempt to solve Arabic arithmetic word problems [107]. Its test dataset was collected by translating the AI2 dataset [21] from English to Arabic. The proposed techniques also rely on the verb categorization, similar to those proposed in [21], except that customization for the Arabic language needs to be made for the tasks of syntactic parser and named entity recognition. To conclude, the math word problem solvers in other languages than English are still at a very early stage. The datasets used are neither large-scale nor challenging and the proposed techniques are obsolete. This research area has great room for improvement and calls for more efforts to be involved.

6.3 Math Problem Generator

We also review automatic math word problem generators that can efficiently produce a large, diverse and configurable corpus of question-answer database. The topics covered in this survey include algebra word problems with basic operators \{+, -, \times, \div\} and geometry problems.

In [108], Wang et al. leveraged the concept of expression tree to generate a math word problem. The tree structure can provide the skeleton of the story, and meanwhile allow the story to be constructed recursively from the sub-stories. Each sub-story can be seen as a text template with value slots to be filled. These sub-stories will be concatenated into an entire narrative. Different from [108], the work of [109] rewrites a given math word problem to fit a particular theme such as Star War. In this way, students may stay more engaged with their homework assignments. The candidate are scored with the coherence in multiple factors (e.g., syntactic, semantic and thematic). [110] generates math word problems that match the personal interest of students. The generator uses Answer Set Programming [111], in which programs are composed of facts and rules in a first-order logic representation, to satisfy a collection of pedagogical and narrative requirements. Its objective is to produce coherent and personalized story problems that meet pedagogical requirements.

In the branch of geometry problem generator, GeoTutor [112], [113] is designed to generate geometry proof problems for high school students. The input contains a figure and a set of geometry axioms. The output is a pair \{(I, G)\}, where I refers to the assumptions for the figure and goals in G are sets of explicit facts to be inferred. Singhal et al. also tackled the automated generation of geometry questions for high school students [114], [115]. Its input interface allows users to select geometric objects, concepts and theorems. Compared with [112], [113], its geometric figure is generated by the algorithm rather than specified by the user. Based on the figure, the next step of generating facts and solutions is similar to that in [112], [113]. It requires pre-knowledge on axioms and theorems and results in the formation capturing the relationships between its objects.

7 CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we present a comprehensive survey to review the development of math word problem solvers in recent years. The topics discussed in this survey cover arithmetic word problems, equation set problems, geometry word problems and miscellaneous others related to math. We compared the techniques proposed for each math task, provided a rational categorization, and conducted accountable experimental analysis. Moreover, we took a close examination on the subject of feature engineering
proposed for MWP solvers and summarized the diversified proposal of syntactic features.

Overall speaking, the current status of MWP solvers is far from promising and has great room for improvement. There is no doubt that the topic would continue to attract more and more research attention in the next few years, especially after the public release of large-scale datasets such as Dolphi18K and Math23K. In the following, we present a number of future directions that may be of interest to the community and worth further exploration.

Firstly, DNS [14] was the first attempt that used deep learning models in MWP solvers so as to avoid non-trivial feature engineering. This work shed light on the feasibility of designing end-to-end models to enhance the accuracy and reduce human intervention. Considering that DNS only uses a basic seq-to-seq network structure, with LSTM and GRU as the encoding and decoding units, we expect more advanced networks to be developed. Moreover, as a common practice, these models can be integrated with attention mechanism [115] for performance advancement.

Secondly, aligning visual understanding with text mention is an emerging direction that is particularly important to solve geometry word problems. However, this challenging problem has only been evaluated in self-collected and small-scale datasets, similar to those early efforts on evaluating the accuracy of solving algebra word problem. There is a chance that these proposed aligning methods fail to work well in a large and diversified dataset. Hence, it calls for a new round of evaluation for generality and robustness with a better benchmark dataset for geometry problems.

Thirdly, interpretability plays a key role in measuring the usability of MWP solvers in the application of online tutoring, but may pose new challenges for the deep learning based solvers [100]. For instance, AlphaGo [117] and AlphaZero [118] have achieved astonishing superiority over human players, but their near-optimal actions could be difficult for human to interpret. Similar issues may occur in the domain of automatic math problem solver and they deserve an early examination.

Last but not the least, solving math word problems in English plays a dominating role in the literature. We only observed a very rare number of math solvers proposed to cope with other languages. This research topic may grow into a direction with significant impact. To our knowledge, many companies in China have harvested an enormous number of word problems in K12 education. As reported in 2015 [13], Zuoyebang, a spin off from Baidu, has collected 950 million questions and solutions in its database. When coupled with deep learning models, this is an area with immense imagination and exciting achievements can be expected.
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