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UGTs are responsible for 35% of the phase II drug metabolism reactions
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Our simulations suggested key residues of UGT1A1 involved in the substrate binding
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SUMMARY

UDP-glucuronosyltransferases (UGTs) are responsible for 35% of the phase II drug metabolism. In this study, we focused on UGT1A1, which is a key UGT isoform. Strong inhibition of UGT1A1 may trigger adverse drug/herb-drug interactions, or result in disorders of endobiotic metabolism. Most of the current machine learning methods predicting the inhibition of drug metabolizing enzymes neglect protein structure and dynamics, both being essential for the recognition of various substrates and inhibitors. We performed molecular dynamics simulations on a homology model of the human UGT1A1 structure containing both the cofactor- (UDP-glucuronic acid) and substrate-binding domains to explore UGT conformational changes. Then, we created models for the prediction of UGT1A1 inhibitors by integrating information on UGT1A1 structure and dynamics, interactions with diverse ligands, and machine learning. These models can be helpful for further prediction of drug-drug interactions of drug candidates and safety treatments.

INTRODUCTION

Drug metabolizing enzymes (DMEs) are involved in the metabolism of endogenous molecules, xenobiotics, and drugs (Testa et al., 2012). They play a key role in the detoxification of organisms by modifying toxic substances and drugs to facilitate their elimination (Grant, 1991; Rowland et al., 2013). In some cases, the metabolites are more toxic, thereby inducing severe side effects and adverse drug reactions (Shimada, 2006), or their inhibition can lead to drug–drug interactions (DDI) (Prueksaritanont et al., 2013). Although phase I drug metabolism (or functionalization) involves mainly oxidation-reduction reactions, phase II metabolism (or conjugation) reactions catalyze the covalent addition of polar groups like sulfate, glutathione, glucuronic acid, or others to a broad range of substrates (Almazroo et al., 2017; Testa et al., 2012). Numerous compounds (e.g. bilirubin, steroids, paracetamol, etc.) are conjugated directly by phase II enzymes without a preceding phase I reaction (Kaivosaari et al., 2011; Testa et al., 2012). Although conjugation reactions generally create water-soluble and inactive metabolites, reactive conjugated metabolites have also been reported (Bauer et al., 1995; Osborne et al., 1992; Shimada, 2006).

Uridine-diphosphatase (UDP)-glucuronosyl transferase (UGT) metabolism accounts for up to 35% of all phase II DME reactions (Testa et al., 2012). UGT is a superfamily of phase II DMEs catalyzing the covalent addition of glucuronic acid to a wide range of substrates (Oda et al., 2015; Rowland et al., 2013) in the lumen of the endoplasmic reticulum (Meech and Mackenzie, 1997). Most human UGTs are physiologically highly expressed in the liver but are also present in other tissues like the intestine, the kidneys, the stomach, and the lungs (Ôhno and Nakajin, 2009). Based on evolutionary divergence, mammalian UGTs can be divided into two families, UGT1 and UGT2. Human enzymes belonging to the UGT1 family all share an identical C-terminal domain which is responsible for the binding of the cofactor uridine diphosphate glucuronic acid (UDPGA) and contains a Rossmannfold motif; and a characteristic N-terminal domain, containing highly variable regions, which is responsible for the substrate binding and accounts for the selectivity of the different isoenzymes (Figure 1) (Miners and Mackenzie, 1991; Ritter et al., 1992; Tukey and Strassburg, 2000). UGTs exhibit distinct but overlapping substrate specificity, and multiple UGT isoforms can be co-expressed in a given tissue (Court, 2005). The isoenzyme UGT1A1 is of particular importance accounting for 15% of all UGT drug metabolism (Williams et al., 2004). It also plays an exclusive role in glucuronidation and, therefore, the detoxification of the endogenous heme breakdown by-product, bilirubin (Bosma, 2003).
Strong UGT1A1 inhibition may trigger adverse drug/herb-drug interactions, or can result in metabolic disorders of the endobiotic metabolism (Li et al., 2019; Liu et al., 2019; Lv et al., 2019). Numerous drugs, including virus protease inhibitors, tyrosine kinase inhibitors, and antifungal agents, have been reported to induce unconjugated hyperbilirubinemia or increase the concentration of cytotoxic agents through UGT1A1 inhibition in clinic (Goon et al., 2016; Lv et al., 2019; Steventon, 2020). Therefore, the European Medicines Agency (EMA) and the US Food and Drug Administration (FDA) recommend testing for possible UGT1A1 inhibitor status over the course of drug development (Lv et al., 2019; Prueksaritanont et al., 2013) to avoid possible DDI.

Here, we focus on the prediction of inhibitors of UGT1A1. The prediction of DMEs inhibition is a challenging task (Kato, 2020) because of their promiscuous nature. Thus, it is important to consider protein structure and dynamics of DMEs, both being essential for the recognition of the various substrates and inhibitors. Structural information is also important to understand the molecular mechanism of the UGT catalyzed glucuronidation and its inhibition in all their complexity. Up to now, no experimental structures of the UGT1 family have been resolved. There are two crystal structures available only for the cofactor-binding domain of UGT2B7 (Miley et al., 2007) and UGT2B15 (Zhang et al., 2020). Multiple homology models of the human UGT1A1 have been published using the former structure together with plant and bacterial homologs (Laakkonen and Finel, 2010; Li and Wu, 2007; Locuson and Tracy, 2007). We have exploited such information to build prediction models of UGT inhibition using structure-based and machine learning (ML) approaches. Previously, we have developed similar models to predict the inhibition of cytochrome P450 (Goldwaser et al., 2022; Martiny et al., 2015) and phase II sulfotransferases (Martiny et al., 2013). Machine learning approaches have become fundamental in all stages of drug discovery and development (Carracedo-Reboredo et al., 2021; Mao et al., 2021). During the last decade, several ML models have been developed to predict the site of metabolism for UGT-catalyzed reactions (Cai et al., 2019; Hwang et al., 2020; Peng et al., 2014; Sorich et al., 2004, 2008). To the best of our knowledge, no predictive models have been reported to date for UGT inhibition.

In the present study, we integrated structural and ligand-based information in different machine learning approaches to generate predictive models of UGT inhibition. We ran molecular dynamics simulations on the human UGT1A1 structure containing both the cofactor- and the substrate-binding domains to consider conformational changes in its active site, critical for the accommodation of the diverse substrates and inhibitors, and performed docking simulations with a collection of experimentally validated UGT1A1 ligands to gain information on enzyme-inhibitor interactions. We performed a rational selection of ligand-based descriptors and successfully trained ML models for the prediction of UGT1A1 inhibitors with around 90% accuracy.

**RESULTS AND DISCUSSION**

Our study combines structure-based modeling and machine learning to build models for predicting UGT1A1 inhibition. The workflow is shown in Figure 2. For the dataset preparation, we collected known
ligands of UGT1A1, inhibitors and substrates, from the ChEMBL, DrugBank, and PubChem databases. We performed curation of the collected compounds (see method details) and finally, 89 actives (listed in the Supplemental Information (SI) and 450 decoys were retained for docking and ML datasets. Approximately 5 times more decoys than actives were used because of the lack of experimentally validated inactive molecules in the dataset. The training and external test sets were constructed by randomly dividing both the final actives and decoys, according to a ratio of 70 and 30%, respectively.

We performed MD simulations of UGT1A1 to address its conformational flexibility and the large substrate spectrum of the enzyme. The homology model of UGT1A1 with the bound cofactor UDPGA built by Locuson et al. (Locuson and Tracy, 2007) was used as a starting structure for our MD simulations. Selected MD conformations were used for a subsequent ensemble docking step with the active UGT1A1 ligands. Finally, ML models were created to predict molecules inhibiting UGT1A1, incorporating interactions with six UGT1A1 conformations selected after the ensemble docking.

**Molecular dynamics simulations**

To address the degree of structural flexibility and the conformational adaptation of the binding pocket in light of the structural variety of the active compounds, we performed three 100-ns long MD simulations in the presence of the cofactor. Root-mean-square deviation (RMSD) was calculated over time with respect to the starting structure to monitor conformational evolution (Figure 3A). All three runs quickly diverted from the initial conformation reaching relatively high differences (up to 9 Å). The radius of gyration was calculated to examine further the behavior of the enzyme dynamics (Figure 3B). Alteration in the radius of gyration generally corresponds to the overall changes in compactness. For the first MD run, we observed variations as high as 2.5 Å, which, together with a visual inspection of the trajectory, revealed larger inter-domain opening-closing motions (dissociation/approaching of the domain tips). To further investigate the underlying conformational changes, especially focusing on the catalytically important pocket regions, we monitored the variations in the substrate-binding pocket volume (Figure 3C); for its definition, see the list of residues in SI. In some conformations, its volume reached 1.5 to 2 times the size of the starting structure. The large variations in the substrate-binding pocket volume and the opening toward the lumen can facilitate access to the catalytic site and accommodate the diverse substrates. RMSD-based clustering of the MD trajectories enabled the extraction of 57 enzyme conformations with diverse binding pockets (see method details).
Ensemble docking and MD-derived structures best retrieving the UGT1A1 binders

In order to select the protein conformations best distinguishing between active and inactive compounds, we performed virtual screening of the active and decoy molecules of the training set using docking-scoring with AutoDock Vina (Trott and Olson, 2010) into the 57 centroid conformations of UGT1A1. Enrichment curves representing the percentage of actives retrieved at a percentage of screened actives and decoys were calculated by retaining the best score of interaction energies (IE) computed by docking-scoring for each compound in each protein conformation. The area under the receiver operating characteristic curve (AUC) revealed six best UGT1A1 conformations (see Figure S1): MD6, MD7, MD47, MD52, MD53, and MD54. The computed IE scores for these six UGT1A1 conformations were then used as protein-ligand interactions-based descriptors for the ML modeling.

Interestingly, we found that even though there is a large flexibility of the substrate binding-pocket, in these six conformations, key residues for the catalytic reaction remained less flexible, and kept their orientation within the binding pocket. A key element of the enzymatic reaction of UGT1A1 is the deprotonation of the substrate by residue H39 for a nucleophilic attack (Li and Wu, 2007; Miley et al., 2007; Patana et al., 2008). This histidine, together with other catalytic residues, S38 and F153 (Offen et al., 2006), kept their backbone part rigid whereas their side chains showed rotational flexibility, which enables some degree of freedom to adapt to the binding of the different ligands while maintaining the necessary catalytic configuration (Figure 4). The position and orientation of these catalytic residues are very similar to what is found in the plant flavonoid 3-O-glycosyltransferase VvGT1 (PDB: 2C9Z) (Offen et al., 2006), where the corresponding residues are H20, S18, and F121, respectively. Other regions, especially loop segments at the entrance and the edge of the substrate-binding pocket, show considerable fluctuation among the 6 conformations, including residues 34–39, 99–109, 175–210, and 307–316 (Figure 5). The flexibility of these loops also promotes the admission and the accommodation of the diverse ligands and further emphasizes the importance of considering enzyme dynamics in docking experiments, and therefore, in enzyme inhibition prediction studies.

Figure 4. Key residues of flavonoid 3-O-glycosyltransferase and UGT1A1.

The orientations of key enzymatic residues in the homologous plant flavonoid 3-O-glycosyltransferase (in green) and the six UGT1A1 conformations used in the ML models (cofactor-binding domains in white, substrate-binding domains in cyan). Residue labels belonging to the UGT1A1 conformations are underlined whereas labels corresponding to the plant homologue are not.
Descriptor calculation and machine learning modeling

Then, we developed classification ML models for the prediction of UGT1A1 inhibitors. Physicochemical molecular descriptors of the training set’s molecules were calculated using the MOE software (Molecular Operating Environment (MOE), Release 2016). Initially, we calculated 354 2D and 3D MOE descriptors. Highly correlated descriptors with an absolute value of the Pearson correlation coefficient greater than or equal to 0.85 and descriptors with near null variance were removed. This selection resulted in a total of 162 descriptors. The IE scores of the compounds of the training set calculated for the six selected UGT1A1 conformations were added as structure-based descriptors accounting for the protein-ligand interactions. To avoid overfitting and decrease the calculation time, we selected the best descriptors based on their relative importance in predicting the interaction with UGT1A1. The selection comprised of building a number of Random Forest (RF) models on the training dataset and selecting the subset of descriptors with the highest Gini importance (Kantardzic, 2019). The Gini impurity index is a measure of the probability of incorrectly classifying a randomly selected element in a dataset. Thus, we performed 1000 RF runs with the 162 MOE and 6 IE descriptors with the default values of ntree, mtry, and sampsize (Table S1) to calculate the mean importance of the 168 descriptors, according to the diminution of the Gini criterion (see method details and Figure S2). The first 25 descriptors (including 4 IEs) were most important for the model performance (see Table S2). Then, the importance decreased slowly, and we decided to consider all the descriptors showing an importance greater than 0.5, including thus a total of 56 MOE and the 6 IEs. The most important descriptors are related to polarity, lipophilicity, and charges. Principal component analysis (PCA) was performed on the 56 best MOE descriptors, and the training and the external test sets are shown in the subspace spanned by the first two PCs in Figure 6. Overall, the training and test sets’ compounds covered similar chemical space. Thus, our models are applicable within a domain given by the “soft” drug-like filter thresholds (see method details). Of interest, even though our negative dataset contains decoys instead of real non-inhibitors, Figure 6C shows that an important part of the actives is in different chemical space.

Performance of the ML models in predicting binders of UGT1A1

Firstly, we created initial RF and Support Vector Machine (SVM) models using only MOE descriptors without parameter optimization. These preliminary RF and SVM models showed unsatisfactory performance (shown in Tables S3 and S4), in particular in terms of sensitivity (between 50 and 67% on the cross-validation (CV). Taking into account that our non-inhibitor molecules are decoys, the sensitivity performance is the most reliable assessment evaluation. Because of the strong imbalance in our dataset between the number of active molecules and decoys, the optimization of hyper parameters (see Figure 3S and method details), including sample size and weight for RF and SVM, respectively, is critical to build robust predictive models.

Next, we built RF and SVM models: (1) with the 168 descriptors, including 6 IEs; (2) with the best 62 descriptors, including 6 IEs, by optimizing the hyper parameters (see in method details and Figure S3 and Table S1). Cross-validation was applied for the RF and SVM modeling. The performances of the best RF and SVM models created and applied on the training and external validation test sets are summarized in Tables 1 and 2, respectively. The area under the receiver operating characteristic curve (AUC), balanced accuracy (BA), sensitivity, specificity and Matthew’s correlation coefficient were calculated. The AUC and BA values showed that all the RF and SVM models have excellent predictive powers for the discrimination
Figure 6. Chemical space of the training and external test sets as described by the principal component analysis (PCA)
The first two components, Dim 1 and Dim 2, and their representation in % of the total variance are indicated.
(A) PCA of the actives of training versus test sets.
(B) PCA of the decoys of training versus test sets.
(C) PCA of all actives versus decoys.
of the UGT1A1 active molecules. The RF model with ‘56 MOE + 6 IE’ descriptors showed better sensitivity on the cross-validation compared to the sensitivity of the ‘162 MOE + 6 IE’ model.

Similarly, the SVM models showed excellent performance, and the SVM model with ‘56 MOE + 6 IE’ descriptors showed improved sensitivity and MCC on the cross-validation compared to those of the ‘162 MOE + 6 IE’ model. Thus, our rational selection of the best 62 descriptors using the Gini index slightly improves the performance of the predictive models by diminishing the noise of the less discriminating descriptors; moreover, it also decreases the computational prediction time. The performance on the external test set was excellent, slightly better than the internal CV performance. Although the diversity was ensured between the molecules of the training and the external test sets with a maximal chemical similarity of 0.80, the better performance on the external dataset may be because of the random choice of the molecules for the external set. Some over-performances on external datasets have also been observed in other ML modeling studies (Goldwaser et al., 2022; Green et al., 2021).

### Table 1. Performances of the optimized RF models with MOE and IE descriptors on the training set (cross-validation CV) and the external validation test set

| Descriptors       | Dataset       | AUC % | BA %  | Sensitivity % | Specificity % | MCC % |
|-------------------|---------------|-------|-------|---------------|---------------|-------|
| 56 MOE + 6 IE     | Internal CV   | 91.2  | 91.3  | 91.1          | 91.4          | 74.5  |
|                   | External      | 93.7  | 93.7  | 92.6          | 94.8          | 81.8  |
| 162 MOE + 6 IE    | Internal CV   | 90.6  | 90.2  | 88.0          | 92.4          | 74.1  |
|                   | External      | 94.4  | 94.4  | 92.6          | 96.3          | 85.3  |

### Table 2. Performances of the optimized SVM models with MOE and IE descriptors on the training set (cross-validation CV) and the external validation test set

| Descriptors       | Dataset       | AUC % | BA %  | Sensitivity % | Specificity % | MCC % |
|-------------------|---------------|-------|-------|---------------|---------------|-------|
| 56 MOE + 6 IE     | Internal CV   | 91.3  | 91.0  | 90.2          | 91.8          | 74.3  |
|                   | External      | 90.7  | 90.7  | 88.9          | 92.5          | 74.5  |
| 162 MOE + 6 IE    | Internal CV   | 90.2  | 88.9  | 88.1          | 89.7          | 68.7  |
|                   | External      | 92.6  | 92.6  | 92.6          | 92.5          | 77.1  |

### Binding positions of UGT1A1 ligands

Various small and bulky compounds are known to be metabolized by UGT1A1. The predicted binding positions of three different substrates of UGT1A1 as docked into the MD47 structure are shown in Figure 7. Bilirubin was present in our training set. Quercetin and raloxifene, being in the external test sets, were successfully predicted to be binders of UGT1A1 by the two RF and the two SVM models, ‘56 MOE + 6 IE’ and ‘162 MOE + 6 IE’. The poses were selected based on the best predicted IEs among the six different UGT1A1 MD conformations. The top scored poses of quercetin (IE = −8.0 kcal/mol), raloxifene (IE = −10.2 kcal/mol), and bilirubin (IE = −10.0 kcal/mol) are shown in Figure 7. Of interest, the binding pose of quercetin corresponds to that of the crystal structure of quercetin bound to the plant flavonoid 3-O-glycosyltransferase VvGT1 (PDB: 2C92) (Offen et al., 2006). Based on the docking pose, we predicted that the binding of quercetin to UGT1A1 involves hydrogen bonds with H39 and S38, and aromatic interactions with F153, as in the crystal structure 2C92 (H20, S18, F121). Similarly, raloxifene (its 6-O-glucuronidation site) (Guo et al., 2022) is in hydrogen bonding with H39 and S38 and in aromatic interactions with F153 in UGT1A1. In the predicted pose of bilirubin, the two carboxylic groups that should be metabolized are in hydrogen bonding with the cofactor sugar group and the catalytic H39, respectively. The (-CH2-)2 side chain of the first propionic group is in hydrophobic contact with F153. The second propionic group is in an intramolecular hydrogen bonding, as in the solution structure of bilirubin (Nogales and Lightner, 1995), and similarly to bilirubin bound to other proteins (e.g. see in the structures PDB: 4I3D, 2VUE). V109 stabilizes the pyrrole group, and the two pyrroline cycles are stabilized by L175 and F181, and by P194 and F217, respectively. The docking pose of bilirubin suggests that it adopts a conformation similar to its structure in solution (Nogales and Lightner, 1995).
To further investigate the predicted binding modes of raloxifene, bilirubin, and quercetin, additional 50-ns long MD simulations were performed starting from the docking complexes shown in Figure 7. In the case of raloxifene, its 6-O-glucuronidation site remained in close contact with the catalytic S38, its benzothiophene part maintained a stable contact with F153 whereas its piperidine tail displayed more flexibility. At the beginning of the dynamics the piperidine tail of raloxifene tightly covered the cofactor whereas with time, it lifted slightly in direction of a sub-pocket of Q107, P194, F181 and F217 (see Figure S4A). Bilirubin also remained in the vicinity of F153 throughout the simulation maintaining their hydrophobic contacts. One of the carboxylic groups kept its orientation toward the sugar ring of the cofactor even though their distance slightly increased. Bilirubin also showed a similar movement toward this sub-pocket being in contacts with F181 and F217. Of interest, the above discussed configuration of bilirubin within the substrate-binding pocket, similar to what was observed in solution and bound to other proteins, was preserved throughout the entire simulation despite the large flexibility capability of bilirubin (see Figure S4B). Quercetin stayed in a stable position during the first 15 ns, primarily stabilized by the aromatic interactions with F153, after which it started shifting into the same sub-pocket of F181 and F217, distancing itself from the catalytic site (see Figure S4C).

**Conclusions**

In this study, we integrated structure-based modeling and machine learning techniques to build the first prediction models of UGT1A1 inhibition. We performed molecular dynamics simulations of the enzyme in the presence of the cofactor to gain insight into the structural variability of the catalytic site. We observed
large conformational variability, which is crucial for accommodating the diverse substrates and inhibitors. RMSD-based clustering of the MD trajectories enabled us to extract a set of diverse enzyme conformations. Ensemble docking of experimentally validated active compounds and decoys identified 6 enzyme conformations that can efficiently differentiate between active and non-active compounds. We found that although loop regions in the substrate-binding cavity exhibit large flexibility, the catalytically essential residues maintain their relative positions among the identified conformations. The docking of quercetin suggested that its catalytic pose within the substrate-binding pocket matches that experimentally found for the plant flavonoid 3-O-glycosyltransferase VvGT1 but quercetin moved a lot during the MD simulations. Bilirubin was stabilized by a hydrogen bond of one of its carboxylic groups that should be metabolized with the cofactor sugar group and hydrophobic contacts with F153. We found that the contacts of the glucuronidation site of raloxifene with the catalytic residue S38, as well as its hydrophobic contacts with F153, remained stable during the simulations. The MD simulations with bound substrates suggested an additional sub-pocket in the area of F181 and F217 that could also be important for the wide substrate recognition and binding. Finally, we created ML models using RF and SVM techniques, integrating a rational selection of ligand-based descriptors together with information on the enzyme-ligand interactions. The excellent performance of around 90% accuracy and sensitivity obtained with the selected 56 MOE and 6 IE descriptors suggests that our models can be employed to identify new UGT1A1 inhibitors. To the best of our knowledge, the ML models reported here are the first for predicting UGT inhibition. They can be helpful for further prediction of drug-drug interactions of new drug candidates and safety treatments while also providing structural information on the enzyme-ligand interactions.

Limitations of the study
Our predictive models were developed based on a homology model of the human UGT1A1 structure containing the cofactor- and the substrate-binding domains. A future X-ray structure of the human UGT1A1 containing the two domains would be helpful to improve the performance of the models for the prediction of UGT1A1 inhibitors.
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METHOD DETAILS

Protein structure preparation
The homology model of Locuson et al. (Locuson and Tracy, 2007) of the human UGT1A1 bound to the cofactor UDPGA was used as starting structure. UDPGA parameters were determined using CHARMM General Force Field (CGenFF) 2.5 (Vanommeslaeghe et al., 2010). The pKa values of the protein titratable groups were calculated with PROPKA (Sondergaard et al., 2011), and the protonation states were assigned at pH 7.0. The structure was solvated by CHARMM-GUI (Jo et al., 2008; Lee et al., 2016), and placed in a rectangular water box of TIP3 water molecules extending 15 Å in all directions from the protein surface (120 Å x 120 Å x 120 Å); the NaCl concentration was set to 0.15 M. The system was energy minimized using the steepest descent (SD) algorithm with harmonic restraints applied to the heavy atoms decreasing every
100 steps and adapting the values 50, 10, 1, and 0.1 kcal/mol/Å². Further minimization was performed without harmonic restraints in the form of successive cycles of SD and Adopted Basis Newton-Raphson (ABNR) minimizations until an RMS energy gradient tolerance of 0.01 kcal/mol/Å was met. Energy minimization was performed with CHARMM using the additive all-atom CHARMM force field C36m (Huang and MacKerell, 2013).

**Molecular dynamics simulations**

The system was equilibrated at 300 K for 100 ps in an NVT ensemble at 1 atm pressure. Equilibration was performed with NAMD (Phillips et al., 2020) with the same force field, C36m. Langevin dynamics was used with a damping coefficient of 1 ps⁻¹ for the constant temperature control. The Nose-Hoover method was used for the constant pressure control, with a piston oscillation period of 50 ps and a piston oscillation decay of 25 fs. The integration time step was 1 fs. The dielectric constant was set to 1 for energy evaluation. The particle mesh Ewald (PME) method was used to calculate electrostatic interactions with a grid spacing of 1 Å or less, having the order of 6. The real space summation was truncated at 12.0 Å, and the width of the Gaussian distribution was set to 0.34 Å⁻¹. Van der Waals interactions were reduced to zero by ‘switch’ truncation operating between 10.0 and 12.0 Å.

MD production runs were performed with NAMD. Three parallel 100-ns long MD simulations were run for the cofactor-bound UGT1A1 starting from the equilibrated conformation, with different random initial velocity distributions according to the Maxwell-Boltzmann distribution at 300 K. The integration time step was 2 fs; other parameters were identical to the 5 ns NpT equilibration run. The coordinates were saved every 5 ps, generating a total of 60 000 conformations.

Additional 50-ns long MD simulations were performed of the cofactor-bound UGT1A1 in the presence of different substrates, bilirubin, quercetin, and raloxifene, starting from the complexes retrieved from the docking simulations. The parameters of the substrates were determined by CGenFF 2.5. The same MD protocol was then applied as detailed above for the cofactor-bound UGT1A1 without bound substrate.

**Clustering of the protein conformations**

The Quality Threshold (QT) algorithm (Heyer et al., 1999), as implemented in VMD (Humphrey et al., 1996), was used to perform conformational clustering of the MD generated conformations. A distance function defined as the RMSD difference, calculated for the heavy atoms of the substrate-binding pocket, was used for clustering with a minimal distance of 1.5 Å. The centroid conformations of the 57 most populated clusters (numbered by the rank of population, i.e. the most populated cluster has the centroid conformation called MD1) covering 90 % of all the generated conformations were used in the subsequent docking simulations.

**Dataset preparation**

We collected 113 known ligands of UGT1A1, inhibitors and substrates, from the ChEMBL (ebi.ac.uk/chembl), DrugBank (go.drugbank.com), and PubChem (pubchem.ncbi.nlm.nih.gov) databases. Substrates were also included as they could cause concentration-dependent enzyme inhibition, a commonly observed phenomenon for metabolic enzymes (Wu, 2011). Among the collected 113 actives, 10 compounds had activity between 20 µM and 50 µM, and only 4 compounds had activity above 50 µM. To increase the applicability domain of our models, we thus decided to retain the compounds with activity below 50 µM (IC50). The four compounds showing very low activity (>50 µM) were not included into the dataset. Decoys (putatively inactive molecules) for docking and ML model validation were taken from the diverse chemical compound collection Maybridge® HitFinder™ (maybridge.com), prepared as detailed in (Martiny et al., 2013). In order to build predictive models with applicability that covers drug-like molecules while maintaining chemical diversity, for all actives and decoys, we performed: i) filtering using the FAF-Drugs4 server (Lagorce et al., 2017) and an in-house developed ‘soft’ drug-like filter (molecular weight ≤ 1000 Da, number of H-bond donors ≤ 8, number of H-bond acceptors ≤ 12, number of rotatable bonds ≤ 20, logP between −7 and 10, and number of heteroatoms ≤ 15) without removing toxic/reactive/PAINS (Pan Assay Interference) compounds; ii) diversity clustering using FCFP_4 with a Tanimoto similarity criterion of 0.8 as implemented in Pipeline Pilot v.20.1 (BIOVIA Pipeline Pilot, Release, 2020, v.20.1). The 3D structures of the compounds were generated using CORINA Classic v.4.3 (CORINA Classic, Release, 2019, v.4.3), and the compounds were protonated at pH 7.0 using the FAF-Drugs4 server.
Ensemble docking

We performed docking simulations of the final dataset compounds into the centroid protein conformations of the 57 most populated clusters using the software AutoDock Vina 1.1.2 (Trott and Olson, 2010), which employs gradient-based conformational docking and an empirical scoring function predicting protein-ligand interaction energy (IE, in kcal/mol). The protein conformations and the ligands were pre-processed with AutoDockTools (Morris et al., 2009), the solvent molecules were removed, non-polar hydrogens were merged, and Gasteiger charges were assigned. A grid box of 24 Å x 20 Å x 22 Å was used with 1 Å spacing in the substrate-binding cavity. The maximum number of binding modes was set to 10, and the exhaustiveness of the global search to 8. The protein was kept rigid while the ligands were handled flexibly.

Machine learning classification modeling

Random forest (RF) classification (Breiman, 2001) was performed using the Random Forest R library (Liaw and Wiener, 2002) of the statistical software package R. Multiple decision trees were built with bootstrap samples from the training data. A small subset of descriptors was randomly selected to make decisions at each tree node to introduce diversity between the trees of the RF. The classification was obtained by taking the results of all the trees through a majority vote. To find the optimal size of the forest, ‘ntree’ (number of trees), and the optimal number of descriptors, ‘mtry’ (number of selected descriptors), for each model, we ran RF calculations performing an exhaustive nested-loop search of the ntree (128–1024) and mtry (5–50) parameters. As the dataset is imbalanced, the parameter ‘sampsize’ (numbers of actives and decoys) was also optimized. We selected the combinations of ntree, mtry, and sampsize parameters for each model that yielded the best internal balanced accuracy (BA) while retaining the lowest acceptable ntree (see Table S1 and Figure S3). Five-fold cross-validation (CV) procedure was repeated ten times.

Support vector machine (SVM) approaches are based on the minimization principle from statistical learning theory and place data into hyperspaces through different kernel functions for its separation into datasets for classification or regression modeling (Cortes and Vapnik, 1995). For the nonlinearly separable cases, the kernel function allows SVM to transfer the data points into a higher-dimensional space where linear separation is possible. To build classification models, we also used the SVM algorithms implemented in the R package with the Caret library (Kuhn, 2008). The descriptors were centered around a mean of 0 and scaled to have a variance of 1. The radial basis function kernel (SVM-Rad) was used. The ‘cost’ parameter was optimized in the range of 2 to 2^18 through a five-fold cross-validation procedure that was repeated ten times. The best combinations of the hyperparameter cost, scaling function gamma (optimized in the range of 2^-14 to 2^1), and ‘weight’ are shown in Table S1 and Figure S3).

Assessment of the quality of the models

Different statistical quantities were evaluated to assess the predictive ability of the models. Sensitivity, or the true positive rate, is the fraction of true positives among all positively classified instances (Equation 1), specificity is the true negative rate (Equation 2), and balanced accuracy (BA) is an overall performance estimator used in the case of imbalanced datasets (Equation 3). The area under the receiver operating characteristic curve (AUC) was also calculated. The AUC ranges from 0 to 1. Values of 0.8 or greater generally indicate good to excellent performance of a predictive model. The Matthew’s correlation coefficient (MCC, Equation 4) was calculated to measure the quality of binary classifications according to the following formulas:

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (\text{Equation 1})
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (\text{Equation 2})
\]

\[
\text{Balanced Accuracy} = \frac{\text{Sensitivity} + \text{Specificity}}{2} \quad (\text{Equation 3})
\]

\[
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP) \times (TP + FN) \times (TN + FP) \times (TN + FN)}} \quad (\text{Equation 4})
\]

where TP and TN are the true positive and true negative, and FP and FN the false positive and false negative instances, respectively.