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Fig. 1: Our face reenactment results (1024×1024). The proposed method provides high-resolution results for a variety of poses and expressions.

Abstract. The goal of face reenactment is to transfer a target expression and head pose to a source face while preserving the source identity. With the popularity of face-related applications, there has been much research on this topic. However, the results of existing methods are still limited to low-resolution and lack photorealism. In this work, we present a one-shot and high-resolution face reenactment method called MegaFR. To be precise, we leverage StyleGAN \cite{24,25} by using 3DMM-based rendering images and overcome the lack of high-quality video datasets by designing a loss function that works without high-quality videos. Also, we apply iterative refinement to deal with extreme poses and/or expressions. Since the proposed method controls source images through 3DMM parameters, we can explicitly manipulate source images. We apply MegaFR to various applications such as face frontalization, eye in-painting, and talking head generation. Experimental results show that our method successfully disentangles identity from expression and head pose, and outperforms conventional methods.
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1 Introduction

Face reenactment [43, 26, 45, 32, 54, 52, 14, 19] is a face manipulation task that transfers a target facial expression and head pose to a source face while preserving the identity, as demonstrated in Fig. 1. With the ever-increasing interest in virtual humans and the advances in Generative Adversarial Networks (GANs) [17], numerous GAN-based methods have been developed in this field. However, face reenactment results are still limited to low-resolution and lack photorealism.

In the development of a realistic face reenactment system, it is advantageous to exploit a large dataset of a given identity (e.g., a large number of video clips of a single person) [40, 26]. However, requirements on such data restrict the applications of the system and recent works focused on face reenactment in a few-shot or one-shot setting [51, 8, 50]. However, few-shot face reenactment methods still require videos of (many) people in training and the absence of a large and high-resolution video dataset makes few-shot face reenactment in high resolution a challenging task.

For the synthesis and manipulation of high-resolution face images, we need a well-designed generative model such as StyleGAN [24, 25] and there have been numerous attempts [29, 42, 11, 41] to disentangle identity from head pose and expression in the latent space for the face reenactment. However, conventional methods still suffer from attribute entangling problems in latent space. To summarize, the main challenges of one-shot and high-resolution face reenactment are (i) the absence of proper large and high-resolution video datasets and (ii) the difficulty in disentangling identity from head pose and expression (or to find meaningful directions in latent space).

In order to alleviate the above challenges, we develop a new method called MegaFR for one-shot and high-resolution face reenactment. Our method exploits StyleGAN and use GAN inversion to perform face reenactment through latent space manipulation. However, unlike existing methods that directly use 3DMM parameters, we use rendering images obtained from 3DMM parameters as network inputs to provide interpretable and explicit information about poses and expressions. Also, we design a loss function that works without high-quality videos. Finally, we apply an iterative refinement step to deal with extreme head poses and expressions. Our method is designed to control source images with 3DMM parameters, and the proposed method can be considered a controllable StyleGAN as well as a face reenactment method. Experimental results show that our method successfully disentangles identity from expression and head pose, outperforming conventional methods in both visual qualities and control ranges (e.g., extreme poses and/or expressions). Finally, we demonstrate the effectiveness of our work on face-related applications such as face frontalization, eye in-painting, and talking head generation.
2 Related Work

For the photo-realistic results, we leverage StyleGAN and latent space manipulation. Therefore, we review latent space manipulation methods and face reenactment in this section.

2.1 GAN Inversion

GAN inversion \cite{47} aims to map a given real image into the latent space of a pre-trained GAN model. GAN inversion allows us to edit real images by latent space manipulation. In recent years, StyleGAN \cite{24,25,22,23} has been commonly used for the pre-trained GAN model because of its state-of-the-art performance and highly disentangled latent space.

To perform GAN inversion, either optimization-based methods \cite{12,25} or learning-based methods \cite{35,48,44,5} were commonly used: Optimization-based methods search the latent code by minimizing errors directly and learning-based methods train an encoder that yields the latent code of a given input image. GHFeat \cite{48} and pSp \cite{35} used Feature Pyramid Network to extract latent code. In \cite{44}, e4e is designed to obtain better editability of reconstructed real images. Also, ReStyle \cite{5} introduced an iterative refinement approach to improve reconstruction quality.

2.2 Latent Space Manipulation

Recent studies have shown that latent space manipulation techniques are effective in semantic image editing. To discover meaningful directions in latent space, several methods \cite{16,21,38,3} were developed in a supervised framework. InterFaceGAN \cite{38} used attribute classifiers to find the semantic directions in the latent space learned by Support Vector Machine (SVM). StyleFlow \cite{3} used Continuous Normalizing Flows (CNF) to find non-linear semantic directions. On the other hand, unsupervised methods \cite{20,39} were proposed to find semantic direction without using attribute classifier. Some methods were designed for special purposes such as age transformation \cite{4} or face swap \cite{58}. Also, there are methods \cite{16,30} that focused on text-guided image manipulation for multimodality. StyleCLIP \cite{30} used CLIP \cite{33} loss to perform a text-guided latent space manipulation. Related to our method, recent works \cite{42,41} used 3DMM parameters as facial prior to generate and control face images.

2.3 Face Reenactment

Face reenactment \cite{43,26,45,32,54,52,14,19} is a face manipulation task that transfers a target facial expression and head pose to a source face. Recently, most works focused on one-shot or few-shot face reenactment to alleviate data preparation problems. Several methods \cite{51,8,50} employed the idea of meta-learning and applied fine-tuning with a few images to perform few-shot face reenactment.
PIRenderer \cite{34} used 3DMM parameters to enable direct control of head pose and expression. ID-disentanglement \cite{29} was based on StyleGAN and performed one-shot and high-resolution face reenactment.

3 Method

Photo-realistic and interpretable manipulation of face images is a challenging task. We address this problem by employing 3DMM as an intermediate representation, which is a powerful 3D statistical model of human faces \cite{31,7,28}. Fig. 2 shows the overview of our MegaFR architecture, where the 3D face reconstruction network yields 3DMM parameters from face images. In this section, we first present our 3D face reconstruction network, which is designed to capture facial expressions faithfully, and explain the overall architecture and the proposed loss function.

3.1 3D Face Reconstruction Network

There are numerous 3D face reconstruction methods based on 3DMM \cite{37,12,18,15}, and we can use these off-the-shelf networks for our method. However, in order to perform precise face reenactment, we have trained our 3D face reconstruction network by focusing on capturing facial expressions more accurately. Among several 3DMM models, we choose FLAME \cite{28}, which is defined as

\[
M(\beta, \psi, \theta) : \mathbb{R}^{300} \times \mathbb{R}^{100} \times \mathbb{R}^{12} \rightarrow \mathbb{R}^{5023 \times 3} \quad (1)
\]

where \( \beta \in \mathbb{R}^{300} \) is an identity vector, \( \psi \in \mathbb{R}^{100} \) is an expression vector, \( \theta \in \mathbb{R}^{12} \) is a pose vector, and \( N = 5023 \) is the number of vertices.

Our 3D face reconstruction network is trained with images and landmarks pairs like conventional methods, however, we put more weights on eye and mouth landmarks to capture facial expressions more precisely. For the training, we use a differential renderer to deal with silhouettes of faces in the loss function.

3.2 Architecture

We use pre-trained StyleGAN to generate high-resolution results and perform face reenactment in the latent space. To this end, we have to map a given image into the latent space of StyleGAN and find its latent code. Among a number of inversion encoders \cite{35,44,5,56}, we adopt e4e \cite{44} because of its superior editability in latent space.

As shown in Fig. 2, our encoder \( E_{FR} \) gets a reconstructed source face image \( x_s \) and a target rendering image \( r_t \). To generate a target 3D rendering image \( r_t \), we calculate 3DMM parameters of a reconstructed source face image \( x_s \) with a pre-trained 3D face reconstruction network (Sec. 3.1) and extract shape parameters (identity). For pose and expression parameters, we apply the reconstruction
network to a target image $x_t$. Using these parameters, we obtain a target rendering image $r_t$. Then, the reconstructed source face image $x_s$ and the target rendering image $r_t$ are concatenated and fed into the encoder $E_{FR}$.

We design encoder $E_{FR}$ based on pSp [35] architecture and modify the number of input channels from 3 to 6. Note that all networks are frozen except the encoder $E_{FR}$ during training. Intuitively, the encoder $E_{FR}$ yields residual latent code, which indicates a direction for expression and head pose changes in latent space. Finally, residual latent code is added to the initial latent code and generates the final image $x_f$ with the pre-trained StyleGAN.

As discussed in StyleCLIP [30] and TediGAN [46], coarse and medium layers of StyleGAN mainly control head pose and expression, and fine layers are related to colors and other details. Therefore, we partition layers into three groups like StyleCLIP: We neglect fine layers and perform latent manipulation only on coarse and medium layers. This approach helps us control head pose and expression while minimizing the side effects on identity.

### 3.3 Loss Function

Since there are no ground-truth pairs in training our network, we design a loss function that works without ground truth outputs. The loss function is

$$L_{total}(x, r) = \lambda_1 L_{ID} + \lambda_2 L_{lmk} + \lambda_3 L_{pairwise} + \lambda_4 L_{cyc} + \lambda_5 L_{self} + \lambda_6 L_{latent}$$  \hspace{1cm} (2)$$

where $x$ and $r$ are an input image and a rendering image respectively.

**ID loss.** First, we use the ID loss to preserve the identity of the source face,

$$L_{ID} = 1 - \langle R(x_s), R(F(x_s, r_t)) \rangle,$$  \hspace{1cm} (3)
where $R$ is the pre-trained backbone network of the ArcFace \cite{10}.

**3D facial landmark loss.** 3D facial landmark loss can be used to ensure successful face reenactment from target to source. We obtain 3D facial landmarks using the 3D face reconstruction network, and the landmark loss is given by

$$L_{lmk} = \sum_i \| p^i_t - p^i_f \|_1$$  \hspace{1cm} (4)$$

where $p^i_t$ and $p^i_f$ are 3D facial landmarks (see Fig. 2) and $i$ is a landmark index.

**Landmark pairwise loss.** In order to faithfully reflect target expressions, we use additional loss for the mouth and eyes. Specifically, we calculate the distances between corresponding landmarks along the upper (U) and lower (L) lines of the mouth and eyes respectively:

$$L_{pair} = \sum_j \left\| (p^j_{t,U} - p^j_{t,L}) - (p^j_{f,U} - p^j_{f,L}) \right\|_1$$  \hspace{1cm} (5)$$

where $p^j_{t,U}$, $p^j_{t,L}$, $p^j_{f,U}$, and $p^j_{f,L}$ are corresponding 3D facial landmarks (see Fig. 2).

**Cycle consistency loss.** In order to address the absence of ground truths, we use a cycle consistency loss, which is commonly used in unpaired image-to-image translation \cite{57, 27, 9}:

$$L_{cyc} = L_{rec}(x_s, F(F(x_s, r_t), r_s))$$  \hspace{1cm} (6)$$

where $L_{rec}(\cdot, \cdot)$ is the weighted sum of (a) the pixelwise l2 loss $L_2(\cdot, \cdot)$, (b) the perceptual loss $L_{LPIPS}(\cdot, \cdot)$ \cite{53}, and (c) $L_{ID}(\cdot, \cdot)$.

**Self-reconstruction loss.** Additionally, we use a self-reconstruction loss similar to cycle consistency loss

$$L_{self} = L_{rec}(x_s, F(x_s, r_s)).$$  \hspace{1cm} (7)$$

**Latent discriminator loss.** Finally, we use a latent discriminator loss to prevent the latent codes from deviating from the original distribution of latent space:

$$L_{latent} = -D_{latent}(w_f)$$  \hspace{1cm} (8)$$

where $D_{latent}$ is the pre-trained latent discriminator used in e4e \cite{44}, and $w_f$ is the input latent code of StyleGAN (see Fig. 2).
3.4 Iterative Refinement

Inspired by ReStyle [5] and HyperStyle [6], we adopt the iterative refinement scheme to improve the reenactment quality. However, unlike them, we apply our iterative refinement scheme only to inference. That is, ground-truth output images of face reenactment are not available in our case. Note that ReStyle and HyperStyle aim to GAN inversion and training input images are also ground-truth output images.

The procedure of iterative refinement can be expressed as

\[ x_s^{(i+1)} \leftarrow F(x_s^{(i)}, r_t) \]  

where \( x_s^{(0)} = x_s \). Empirically, we find that applying iterative refinement once is sufficient for most cases.

4 Experiments

In experiments, we use FFHQ dataset for training and CelebA-HQ dataset for the test. We use e4e [44] as our baseline StyleGAN inversion encoder. Fig. 3 shows face reenactment results by the proposed MegaFR: Our method successfully reproduces the target’s head pose and expression while preserving the source identity and satisfying multi-view consistency.

Experimental results on extreme cases are shown in Fig. 4. As shown, our method performs face reenactment successfully even in extreme poses and expressions. As show in the second and third rows, the degrees of mouth opening is not fully reproduced at the first iteration, and it is improved through our iterative refinement.

4.1 Comparison with Conventional Methods

Fig. 5 shows qualitative comparison between conventional methods and our work: InterFaceGAN [38], StyleFlow [3], and PIRenderer [34] allow us to control yaw and pitch (InterFaceGAN only provides latent direction of yaw); ID-disentanglement [29] is designed to perform face reenactment with the given source and target images.

InterFaceGAN provides a single latent direction of yaw, which is independent of input images. This approach works on the assumption of linearity of latent space and practically results in entanglement with other attributes such as expression. As shown in Fig. 3(a), InterFaceGAN provides high-resolution results, but the mouth is closing gradually as yaw increases. Although InterFaceGAN also provides a latent direction of a smile, it is not clear to define the degree of smile and we cannot control expression explicitly.

StyleFlow is a non-linear method that uses Continuous Normalizing Flows (CNF) and alleviated the entanglement problem of InterFaceGAN. As shown in Fig. 5(b), the StyleFlow generates high-resolution results and preserves expression for a range of yaw and pitch values. However, StyleFlow only works well in the narrow range of manipulations and fails to handle extreme cases.
Fig. 3: Reenactment results on CelebA-HQ. The first and second columns show real ($x_{\text{real}}$) and inversion ($x_s$) of source faces. The first row shows target faces ($x_t$), and other images are results of face reenactment.

Similar to our work, PIRenderer controls the head poses and expressions through 3DMM parameters. However, PIRenderer is trained with low-resolution video datasets and their results are bounded to $256 \times 256$. On the other hand, our method is trained with high-resolution image datasets to generate high-resolution results.

ID-disentanglement tried to disentangle identity from head pose and expression, and it can be considered to face reenactment. As shown in Fig 5(d), our
method provides better identity disentanglement while ID-disentanglement suffers from identity inconsistency problems.

Table 1 presents quantitative results of face reenactment methods. In the table, we evaluate the proposed MegaFR with encoders e4e and pSp, and both encoders outperform the conventional method \[29\]. Although pSp yields slightly improved metrics, we have found that e4e provide visually plausible results and set e4e as a baseline.

Table 1: Quantitative results on CelebA-HQ.

| Method            | FID ↓ | LPIPS ↓ | ID similarity ↑ |
|-------------------|-------|---------|------------------|
| ID-disentanglement[29] | 72.7  | 0.46    | 0.33             |
| MegaFR (pSp)      | 23.4  | 0.29    | 0.47             |
| MegaFR (e4e)      | 24.7  | 0.32    | 0.44             |

4.2 Editing out-of-domain images

Editing faces using reconstructed images ($x_s$ in Fig. 2) as an input to the encoder sometimes results in slight identity changes or detail loss due to the domain gap between the real image space and the image space represented by StyleGAN.
Fig. 5: Qualitative comparison. (a)∼(d) show comparison of controlling yaw and pitch. (e)∼(g) show comparison of face reenactment with given various target images.
To bridge this gap, we can apply an additional optimization step such as PTI \cite{36} to the StyleGAN generator: This approach changes the weight of pre-trained StyleGAN to preserve a real input image’s details. Fig. 6 shows the face reenactment results on out-of-domain images and we can see that out-of-domain images can be successfully manipulated in our approach.

![Face reenactment results on out-of-domain images.](image)

**Fig. 6:** Face reenactment results on out-of-domain images.

5 Applications

Since our method is designed to control source images through 3DMM parameters, we can control StyleGAN explicitly. In this section, we apply MegaFR to face-related applications and demonstrate the controllability and effectiveness of our work.

5.1 Face Frontalization

Face frontalization is a face manipulation task that synthesizes a frontal view from an arbitrary posed image. Since paired image datasets are not generally available, researchers have attempted to address this problem by leveraging prior knowledge on face images: R&R \cite{55} exploited 3DMM and pSp \cite{35} exploited the pre-trained StyleGAN.

Compared with conventional methods, our MegaFR allows us to exploit 3DMM and StyleGAN simultaneously. As shown in Fig. 7, MegaFR satisfies multi-view consistency and visually outperforms other methods. Also, we can reproduce the details of inputs by employing the additional optimization \cite{36}. Table 2 shows quantitative comparison of face frontalization methods. As discussed in the previous section, we find that MegaFR (e4e) provides better perceptual quality and editability compared with MegaFR (pSp).
Fig. 7: Qualitative comparison of face frontalization on CelebA-HQ.

5.2 Eye In-Painting

Eye in-painting is a face restoration task that opens closed eyes in pictures. To this end, most previous works [13, 49] and commercial applications relied on reference images. Unlike them, we perform eye in-painting without references, since we can control facial expression directly in our framework (through 3DMM parameters).
Table 2: Quantitative comparison of face frontalization on CelebA-HQ.

| Method          | FID ↓ | LPIPS ↓ | ID similarity ↑ |
|-----------------|-------|---------|-----------------|
| R&R [55]        | 88.0  | 0.49    | 0.73            |
| pSp [35]        | 62.8  | 0.34    | 0.58            |
| MegaFR (pSp)    | 24.3  | 0.23    | 0.51            |
| MegaFR (e4e)    | 27.2  | 0.27    | 0.47            |

Fig. 8 shows the comparison between our method and Adobe Photoshop. As shown, Adobe Photoshop requires additional reference images and yield poor results when there is a discrepancy between source and reference images. On the other hand, our method allows us to open closed eyes without any reference images and control the degree of eye-opening (by changing 3DMM parameters).

5.3 Talking Head Generation

Talking head generation is a commercially important application, and many methods have been proposed to provide photo-realistic talking head sequences. Since a huge video set of a single person is not generally available, recent works [51, 50, 34] have focused on one-shot or few-shot talking head generation. However, to the best of our knowledge, conventional works depend on low-resolution video datasets, and their results are bounded in low-resolution.

In this paper, we achieve one-shot and high-resolution face reenactment without video datasets, and we can also apply our method in generating high-resolution talking head sequences. As shown in Fig. 9, our method successfully reproduces the target’s facial expression and head pose while preserving the source identity. Note that our method not only reenact head pose and lip motion but also other facial expression (e.g., eye blinking).

6 Conclusions

In this paper, we have proposed a new method for one-shot and high-resolution face reenactment. Instead of using 3DMM parameters as network inputs directly,
we used rendering images from 3DMM parameters, which are more CNN-friendly inputs. We designed a loss function to overcome the absence of a high-resolution video dataset and applied an iterative refinement step to deal with extreme cases. Our method successfully disentangles identity from head pose and expression and it enables one-shot face reenactment on megapixels. Furthermore, our method controls source images through 3DMM parameters, and it can be used to control StyleGAN explicitly. With the controllability, we have applied MegaFR to face-related applications and demonstrated the effectiveness of our work.
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Appendix

In this appendix, we provide additional results on CelebA-HQ dataset and FFHQ dataset. All results are in 1024×1024.

1. Fig. 10 and Fig. 11 show additional face reenactment results on CelebA-HQ and FFHQ. Results contain 8 sources and 4 targets, and they show the effectiveness of MegaFR on a variety of source inputs.

2. Fig. 12 and Fig. 13 show additional face reenactment results on CelebA-HQ and FFHQ. Results contain 2 sources and 16 targets, and they show the effectiveness of MegaFR on a variety of target inputs.

3. Fig. 14 and Fig. 15 show additional yaw and pitch controlling results on CelebA-HQ and FFHQ.

4. Fig. 16, 17, 18, and 19 show additional face frontalization results on CelebA-HQ and FFHQ.
Fig. 10: Additional face reenactment results (1024×1024) on CelebA-HQ.
Fig. 11: Additional face reenactment results (1024×1024) on FFHQ.
Fig. 12: Additional face reenactment results (1024\times1024) on CelebA-HQ.
Fig. 13: Additional face reenactment results (1024×1024) on FFHQ.
Fig. 14: Additional controlling yaw & pitch results (1024×1024) on CelebA-HQ.
Fig. 15: Additional controlling yaw & pitch results (1024×1024) on FFHQ.
Fig. 16: Additional face frontalization results (1024×1024) on CelebA-HQ.
Fig. 17: Additional face frontalization results on \((1024 \times 1024)\) CelebA-HQ.
Fig. 18: Additional face frontalization results (1024×1024) on FFHQ.
Fig. 19: Additional face frontalization results (1024×1024) on FFHQ.