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Abstract

With uncertain changes of the economic environment, macroeconomic downturns during recessions and crises can hardly be explained by a Gaussian structural shock. There is evidence that the distribution of macroeconomic variables is skewed and heavy tailed. In this paper, we contribute to the literature by extending a vector autoregression (VAR) model to account for a more realistic assumption of the multivariate distribution of the macroeconomic variables. We propose a general class of generalized hyperbolic skew Student’s $t$ distribution with stochastic volatility for the error term in the VAR model that allows us to take into account skewness and heavy tails. Tools for Bayesian inference and model selection using a Gibbs sampler are provided. In an empirical study, we present evidence of skewness and heavy tails for monthly macroeconomic variables. The analysis also gives a clear message that skewness should be taken into account for better predictions during recessions and crises.
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1 Introduction

Since the seminal work of Sims (1980), the vector autoregression (VAR) model has become one of the key macroeconomic models for policy makers and forecasters, see Karlsson (2013). The utility of the basic VAR model of Sims has been greatly enhanced by extensions allowing for time varying parameters (Primiceri, 2005; Cogley and Sargent, 2005) and stochastic volatility (Uhlig, 1997; Clark, 2011; Clark and Ravazzolo, 2015). These can, however, not fully account for features in the data such as heavy tailed or skewed distributions.

Acemoglu et al. (2017) gives a theoretical motivation for the non-Gaussian distribution of macroeconomic variables and the presence of heavy tails and asymmetries is well documented in the literature. For example, Christiano (2007) found evidence against Gaussianity by inspecting the skewness and kurtosis properties of residuals from a VAR model and Fagiolo et al. (2008) find that the distribution of the output growth rates of OECD countries can be approximated by symmetric exponential-power densities with Laplace tails even after accounting for outliers, autocorrelation and heteroscedasticity. To model the heavy tails Ni and Sun (2005) propose a VAR model with a multivariate Student’s $t$ distribution, while Cúrdia et al. (2014) and Chib and Ramamurthy (2014) impose a similar heavy tailed structural shock in Dynamic Stochastic General Equilibrium (DSGE) models. Karlsson and Mazur (2020), on the other hand, propose a general class of multivariate heavy tailed distributions which includes the normal, $t$ and Laplace distributions as well as their mixture for the error term in the VAR model. Stochastic volatility can also lead to a heavy tailed marginal distribution and Cross and Poon (2016), Chiu et al. (2017) and Liu (2019) show that ignoring the stochastic volatility of the shocks will overestimate the fatness of the tails.

As noted by, among others, Cúrdia et al. (2014) the largest shocks occur during recessions, and the skewness of the distribution should be taken into account. Skew-normal and skew-$t$ distributions are common choices for modelling data with skewed distributions. An early application in the VAR literature is Panagiotelis and Smith (2008) who proposed the use
of a multivariate skew-$t$ distribution. Recently Li (2019) estimates different asymmetric and heavy tailed distributions for macroeconomic variables, even though the symmetric Student’s $t$ distribution is preferred for monthly data. Delle Monache et al. (2020) model the conditional distribution of GDP using a skew-$t$ distribution with time-varying location, scale and shape parameters. Carriero et al. (2020) apply a VAR model with a common factor volatility in conditional mean and find evidence of skewness in the unemployment rate and the financial indicator. Carriero et al. (2021) account for extreme Covid-19 observations using a VAR model with outlier-augmented stochastic volatility. They show that the model performs on par with a VAR with Student’s $t$ distribution.

In this paper, we contribute to the literature by extending the VAR model to account for more realistic assumptions on the multivariate distribution of the variables. We propose a general class of skewed distributions with heavy tails and stochastic volatility for the error terms in the VAR. In doing so we take the generalized hyperbolic skew Student $t$ distribution as our starting point and we refer to this as the GHSkew-$t$-SV class of VAR models. The GHSkew-$t$-SV distribution can be represented as a normal variance-mean mixture and lends itself to straightforward Bayesian inference using a Gibbs sampler with a few Metropolis-Hastings steps. Model comparison and marginal likelihood calculations can be done using the cross entropy method of Chan and Eisenstat (2018).

In an application to monthly US macro data we compare the in-sample and out of sample forecast performance of 14 VAR models with different assumptions on the tail distribution and stochastic volatility. We find strong support for the VAR models with skewness and heavy tails. Stochastic volatility, heavy tails and skewness all contribute to the in-sample fit. In general, the VAR model with stochastic volatility improves the point and density out-of-sample forecasts. Furthermore, allowing for heavy tailed distributions enhances the out-of-sample forecast which is in agreement with current findings in the literature, see Chiu et al. (2017) and Li (2019). An interesting finding is that ignoring the stochastic volatility of the error terms not only overestimates the fatness of the tail distribution but
also underestimates the skewness. We recommend that skewness as well as heavy tails should be taken into account for better predictions and in-sample fit.

The rest of the paper is organized as follows. Section 2 introduces the GHSkew-$t$-SV models. Section 3 presents the Bayesian algorithm for inference and the cross entropy methods to calculate the marginal likelihood. Section 4 illustrates some empirical results with monthly macroeconomic data. Section 5 provides some international evidence with the GHSkew-$t$-SV VAR model. Finally, conclusions are reached in Section 6.

2 VAR Models

We consider different specifications of the skewness and heavy tails in the distribution of the error terms in the VAR model. We also allow for stochastic volatility in addition to the skewness and heavy tails in the distribution of the error terms. Starting with the Gaussian VAR model, we extend the Gaussian structural shock to the generalized hyperbolic skew Student’s $t$ distribution using the fact that generalized hyperbolic skew Student’s $t$ distribution can be obtained as a variance-mean mixture of the Gaussian distribution.

2.1 A Gaussian VAR Model

The Gaussian VAR model with stochastic volatility (Gaussian-SV) is given by

$$y_t = c + B_1 y_{t-1} + \ldots + B_p y_{t-p} + A^{-1} H_t^{1/2} \epsilon_t, \quad t = 1, \ldots, T,$$

where $y_t$ is a $k$-dimensional vector of endogenous variables; $c$ is a $k$-dimensional vector of constants; $B_j$ is a $k \times k$ variate matrix of regression coefficients with $j = 1, \ldots, p$; $A$ is a $k \times k$ lower triangular matrix with ones on the diagonal that describes the contemporaneous interaction of the endogenous variables; $H_t$ is a $k \times k$ diagonal matrix that captures the
heteroskedastic volatility; \( \epsilon_t \) is a \( k \)-dimensional vector of error terms that follows a multivariate Gaussian distribution with zero mean vector and identity covariance matrix, i.e. \( \epsilon_t \sim \mathcal{N}_k(0, I) \). We assume that the heteroskedastic volatility follows a random walk for \( \mathbf{H}_t = \text{diag}(h_{1t}, \ldots, h_{kt}) \) with

\[
\log h_{it} = \log h_{i(t-1)} + \sigma_i \eta_{it}, \quad i = 1, \ldots, k, \tag{2}
\]

where \( \eta_{it} \sim \mathcal{N}(0, 1) \). The Gaussian VAR model without stochastic volatility can be obtained by fixing zero values of \( \sigma^2 = (\sigma_1^2, \ldots, \sigma_k^2)' \) and assuming that \( \log h_{it} = \log h_{i0} \) for \( i = 1, \ldots, k \) and \( t = 1, \ldots, T \).

For notational ease we rewrite the Gaussian VAR model with stochastic volatility in (1) as

\[
y_t = \mathbf{B}x_t + \mathbf{u}_t, \tag{3}
\]

where \( \mathbf{B} = (\mathbf{c}, \mathbf{B}_1, \ldots, \mathbf{B}_p) \) is a \( k \times (1+kp) \) variate matrix, \( \mathbf{x}_t = (1, \mathbf{y}_t', \ldots, \mathbf{y}_{t-p}')' \) is \( (1+kp) \)-dimensional vector and \( \mathbf{u}_t = \mathbf{A}^{-1} \mathbf{H}_t^{1/2} \epsilon_t \) is a \( k \)-dimensional vector of heteroskedastic shocks associated with the VAR equations.

### 2.2 Skew Multivariate \( t \) Distributions

The \( t \) distribution has been extended in several different ways to allow for skewness and asymmetric behaviour. Among these, [Ferreira and Steel (2007)](#) propose a multivariate skew-\( t \) distribution via an affine linear transformation of independent skew-\( t \) variables while [Sahu et al. (2003)](#) use a hidden truncation model to construct a multivariate skew-\( t \) distribution where the heavy tail behavior is captured by only one parameter.

We will, however, take the multivariate generalized hyperbolic skew Student’s \( t \) distribution as our starting point. It is commonly used as it is a general class of distribution which nests the Gaussian distribution and the Student’s \( t \) distribution as special cases, see [McNeil](#).
et al. (2015). In addition, Aas and Haff (2006) showed that the generalized hyperbolic skew Student’s $t$ distribution has exponential/polynomial tail behaviors which can handle substantial skewness in comparison to other skew Student’s $t$ distributions. As the generalized hyperbolic skew Student’s $t$ distribution can be written in term of a Gaussian variance-mean mixture, it is also straightforward to extend the Gibbs sampler for the Gaussian VAR model with stochastic volatility to accommodate heavy tails and skewness.

In the next sections, we extend the distribution of the error term $u_t$ to more flexible multivariate distributions using two approaches. In the first approach, we rewrite the reduced form VAR into a structural VAR and allow for skewness and heavy tails in the orthogonal shocks. In the second approach, we consider the skewness and heavy tails for each marginal distribution directly by assuming a Gaussian variance-mean mixture for the reduced form errors.

2.3 An Orthogonal Skew-$t$ VAR Model

We account for the heavy tailed and asymmetric heteroskedastic shocks in the orthogonal residuals $Au_t$ in the VAR structural form by letting

$$A(y_t - Bx_t) = Au_t = W_t\gamma + W_t^{1/2}H_t^{1/2}\epsilon_t,$$

where $\gamma = (\gamma_1, \ldots, \gamma_k)'$ is a $k$-dimensional vector of the skewness parameters, the mixing matrix $W_t = diag(\xi_{1t}, \ldots, \xi_{kt})$ is a $k \times k$ diagonal matrix with $\xi_{it}$ that follows inverse Gamma distribution with shape parameter $\nu_i/2$ and rate parameter $\nu_i/2$, i.e. $\xi_{it} \sim IG(\nu_i/2, \nu_i/2)$, and $\nu = (\nu_1, \ldots, \nu_k)'$ is a $k$-dimensional vector that consists of the degrees of freedom; $W_t$ and $\epsilon_t$ are independently distributed. Equation (4) represents the marginal distribution of the orthogonal shock $Au_t$ as a vector of independent univariate generalized hyperbolic skew Student’s $t$ distributions (OST). By setting $\gamma$ to zero we obtain the symmetric and orthogonal $t$ distribution (OT) used by Cúrdia et al. (2014), Clark and Ravazzolo (2015).
and Chiu et al. (2017). As usual, letting the degree of freedom $\nu_i \to \infty$ for $i = 1, \ldots, p$, the OT VAR model becomes a Gaussian VAR.

Given the mixing matrix $W_t$, it holds that

$$u_t|W_t \sim N_k \left( \mu_t = A^{-1} W_t \gamma, \Sigma_t = A^{-1} W_t^{1/2} H_t W_t^{1/2} A^{-1} \right).$$

Chiu et al. (2017) interprets the mixing matrix $W_t$ as capturing the high-frequency shocks in mean and volatility while the stochastic volatility accounts for the low-frequency shocks. The data will determine whether the extreme time variation comes from the volatility shift or from the idiosyncratic heavy tail shocks.

### 2.4 A Multi-Skew-$t$ VAR Model

The OST VAR builds the distribution of the error terms from the ground up in terms of the structural form innovations. This makes for a straightforward structural interpretation but also means that the model is sensitive to the identifying assumptions, in this case the triangular structure of $A$ and the ordering of the variables. To overcome this we can model the reduced form errors directly as a correlated vector of univariate skew $t$ distributions. We propose a class of multi skew-$t$ (MST) VAR models by assuming that the residuals $u_t$ are given by

$$u_t = W_t \gamma + W_t^{1/2} A^{-1/2} H_t^{1/2} \epsilon_t. \quad (5)$$

The MST VAR model imposes the skewness and heavy tails directly on the reduced form error in each VAR equation rather than in the idiosyncratic shock. Hence, the marginal distribution of the endogenous variable $y_{it}$ is generalized hyperbolic skew Student’s $t$ for $i = 1, \ldots, k$ and $t = 1, \ldots, T$. On the other hand, the OST VAR model considers the reduced form error as a linear combination of orthogonal skew-$t$ shocks. Restricting the mixing variables to be equal for the different equations, $\xi_{1t} = \ldots = \xi_{kt}$, induces a common tail
behaviour and the marginal distribution of \( u_t \) is a multivariate generalized hyperbolic skew Student \( t \) (Skew-\( t \)) distribution \(^{[McNeil et al. 2015]}\). Additionally, setting \( \gamma_1 = \ldots = \gamma_k = 0 \) results in a multivariate Student \( t \) (Student-\( t \)) distribution.

The defining feature of the multi skew-\( t \) in \(^5\) and what differentiates it from the usual (skew) multivariate \( t \) is the equation specific mixing variables \( \xi_{it} \). There is thus no commonality in the tail behaviour of the equations.

Also, if \( \nu_i \to \infty \), the MT model becomes a Gaussian VAR with stochastic volatility in spirit of \(^{[Cogley and Sargent 2005]}\) and \(^{[Primiceri 2005]}\).

In the next section, we illustrate the Bayesian inference and model selection criteria for different specifications of VAR models with/without stochastic volatility and different assumptions on the distribution of the error terms such as Gaussian, Student-\( t \), Skew-\( t \), orthogonal Student’s \( t \) (OT), multi Student’s \( t \) (MT), orthogonal skew Student’s \( t \) (OST), multi skew Student’s \( t \) (MST).

### 3 Bayesian Inference

In this section, we discuss the prior distributions for the parameters in the MST-SV VAR models and the corresponding general Gibbs sampler scheme. Inference procedures for other model variations are described when needed. We also show how to compute the marginal likelihood based on the cross entropy method proposed by \(^{[Chan and Eisenstat 2018]}\).

#### 3.1 Prior Distribution

Denote the set of the MST-SV VAR model parameters and latent variables by
\[
\theta = \{ \text{vec}(B)', a', \gamma', \nu', \sigma', \xi_{1:K,1:T}', h_{1:K,0:T}' \}',
\]
where \( a = (a_{2,1}, a_{3,1}, a_{3,2}, \ldots, a_{k,k-1})' \) is the set of elements of the lower triangular matrix \( A \) and \( h_{1,K,0} \) is the vector of initial values for the stochastic volatilities. We employ the Minnesota priors for the prior distributions
of $B$ with the overall shrinkage $l_1 = 0.2$ and the cross-variable shrinkage $l_2 = 0.5$, see Koop and Korobilis (2010), and vague prior distributions for other parameters. In details, the Minnesota-type priors assume a Gaussian prior for $vec(B)$, i.e. $vec(B) \sim \mathcal{N}(b_0, V_{b_0})$, that shrinks the regression coefficients towards univariate random walks with a tighter prior around zero for longer lags. The prior for $a$ is also Gaussian, $a \sim \mathcal{N}_{0.5k(k-1)}(0, 10I)$, which implies a weak assumption of no interaction among endogenous variables. The parameters which account for the heavy tails are endowed with Gamma priors, $\nu_i \sim \mathcal{G}(2, 0.1)$ for $i = 1, \ldots, k$ and the skewness parameters are given a normal prior, $\gamma \sim \mathcal{N}_k(0, I)$. That is the prior mean of the degrees of freedom of the $t$-distribution is 20 and the skewness has zero prior mean. Finally, the prior for the variance of the shock to the volatility is $\sigma_i^2 \sim \mathcal{G}(1/2, \frac{1}{2\nu_i^*})$ which is equivalent to $\pm \sqrt{\sigma_i^2} \sim \mathcal{N}(0, V_\sigma)$ see Kastner and Frühwirth-Schnatter (2014), this prior is less influential in comparison to the conjugated inverse Gamma prior especially when the true value is small. In all cases of VAR model with and without stochastic volatility $\log h_{i0} \sim \mathcal{N}(\log \hat{\Sigma}_{i, OLS}, 4)$ where $\hat{\Sigma}_{i, OLS}$ is the estimated variance of the AR(p) model using the ordinary least square method, see Clark and Ravazzolo (2015).

3.2 Estimation Procedure

Given the latent variables $\xi_{1,K,1:T}$ and the skewness parameters $\gamma$, the conditional posterior distributions of the remaining parameters in the MST-SV VAR model are similar to those in the Gaussian-SV VAR model. Hence, the MST model can be estimated using a seven-step Metropolis-within-Gibbs Markov chain Monte Carlo (MCMC) algorithm. Let’s $\Psi$ be a set of conditional parameters except the one that we sample from.

1. In order to sample from $\pi(vec(B)|\Psi)$, Equation 3 can be rewritten as a multivariate linear regression,

$$y_t - W_t \gamma = B x_t + \Sigma_t^{1/2} \epsilon_t,$$

where $\Sigma_t^{1/2} = W_t^{1/2} A^{-1} H_t^{1/2}$. Then the conditional posterior distribution of $vec(B)$ is
a conjugate Gaussian distribution

\[ \pi(\text{vec}(B)|\Psi) \sim \mathcal{N}(b^*, V_b^*), \]

where

\[ V_b^{*-1} = V_b^{-1} + \sum_{t=1}^{T} x_t x_t' \otimes \Sigma_t^{-1}, \]

\[ b^* = V_b^* b_0 + \sum_{t=1}^{T} (x_t \otimes \Sigma_t^{-1} (y_t - W_t \gamma)). \]

2. In order to sample from \( \pi(\gamma|\Psi) \), we consider equation (3) as a multivariate linear regression,

\[ y_t - B x_t = W_t \gamma + \Sigma_t^{1/2} \epsilon_t. \]

Hence, the conditional posterior distribution of \( \gamma \) is a conjugate Gaussian distribution

\[ \pi(\gamma|\Psi) \sim \mathcal{N}(\gamma^*, V_\gamma^*), \]

where

\[ V_\gamma^{*-1} = V_\gamma^{-1} + \sum_{t=1}^{T} W_t' \Sigma_t^{-1} W_t, \]

\[ \gamma^* = V_\gamma^* \left( \sum_{t=1}^{T} W_t' \Sigma_t^{-1} (y_t - B x_t) \right). \]

3. In order to sample from \( \pi(a|\Psi) \), we follow Cogley and Sargent (2005) and use that (5) is a triangular model for the reduced form residuals,

\[ A \hat{u}_t = H_t^{1/2} \epsilon_t, \]

where \( \hat{u}_t = W_t^{-1/2} (y_t - B x_t - W_t \gamma) \). This reduces to a system of linear equations with equation \( i \) that has \( \hat{u}_{it} \) as a dependent variable and \( -\hat{u}_{jt} \) as independent variables with coefficients \( a_{ij} \) for \( i = 2, \ldots, k \) and \( j = 1, \ldots, i - 1 \). By multiplying both sides
of the equations with $h_{it}^{-1/2}$, we can eliminate the effect of heteroscedasticity. Then, draws from the conditional posterior of $a_{ij}$ can be taken equation by equation using the conditionally Gaussian posterior distribution (Cogley and Sargent, 2005).

4. In order to sample from $\pi(h_{1:K,0:T}|\Psi)$, we follow Kim et al. (1998); Primiceri (2005); Del Negro and Primiceri (2015). Let $\tilde{\mathbf{u}}_t = A\mathbf{u}_t$, for each series $i = 1, \ldots, k$, we have that $\log \tilde{u}_{it}^2 = \log h_{it} + \log \epsilon_{it}^2$. Kim et al. (1998) approximated the $\chi^2$ distribution of $\epsilon_{it}^2$ using a mixture of 7 Gaussian components. Then using forward filter backward smoothing algorithm in Carter and Kohn (1994), we sample $\log h_{it}$ from its smoothing Gaussian distribution.

5. In order to sample from $\pi(\sigma_i^2|\Psi)$, Equation (2) describes a random walk in the logarithm of the volatility. The conditional posterior $\pi(\sigma_i^2|\Psi)$ is

$$
\pi(\sigma_i^2|\Psi) \propto (\sigma_i^2)^{-\frac{1}{2}} \exp \left( -\frac{1}{2} \sum_{t=1}^{T} (\log h_{it} - \log h_{it-1})^2 \right) (\sigma_i^2)^{-\frac{1}{2}} \exp \left( -\frac{\sigma_i^2}{2} \right).
$$

We apply the independent Metropolis-Hastings algorithm to draw $\sigma_i^{2(*)} \sim IG(\alpha_i, \beta_i)$ where $\alpha_i = \frac{1}{2}T$ and $\beta_i = \frac{1}{2} \left( \sum_{t=1}^{T} (\log h_{it} - \log h_{it-1})^2 \right)$ and accept with the probability

$$
\min \left\{ 1, \frac{\sigma_i^{(*)}}{\sigma_i} \exp \left( \frac{\sigma_i^2 - \sigma_i^{2(*)}}{2V_\sigma} \right) \right\}
$$

6. In order to sample from $\pi(\nu_i|\Psi) \propto G(\nu_i; 2, 0.1) \prod_{t=1}^{T} IG \left( \xi_{it}; \frac{\nu_i}{2}, \frac{\nu_i}{2} \right)$ for $i = 1, \ldots, k$, we use an adaptive random walk Metropolis-Hastings algorithm to accept/reject the draw $\nu_i^{(*)} = \nu_i + \eta_i \exp(c_i)$, where $\eta_i \sim N(0, 1)$ and the adaptive variance $c_i$ is adjusted automatically such that the acceptance rate is around 0.25 (Roberts and Rosenthal, 2009).

7. In order to sample $\pi(\xi_{1:K,t}|\Psi)$ for $t = 1, \ldots, T$, we apply the independent Metropolis-
Hastings algorithm to draw $\xi_{it}^{(s)} \sim \mathcal{IG}(\alpha_{it}, \beta_{it})$ for $i = 1, \ldots, K$ and accept with the probability

$$
\min \left\{ \frac{\pi(W_t^{(s)} | \Psi) \prod_{i=1}^{K} \mathcal{IG}(\xi_{it}; \alpha_{it}, \beta_{it})}{\pi(W_t | \Psi) \prod_{i=1}^{K} \mathcal{IG}(\xi_{it}^{(s)}; \alpha_{it}, \beta_{it})} \right\}
$$

where

$$
\pi(W_t | \Psi) \propto \prod_{i=1}^{K} \xi_{it}^{-1/2} \exp \left( -\frac{1}{2} (y_t - Bx_t - W_t \gamma)' \Sigma_t^{-1} (y_t - Bx_t - W_t \gamma) \right) \mathcal{IG} \left( \xi_{it}; \nu_i, \nu_i \right).
$$

The proposal distribution $\mathcal{IG}(\alpha_{it}, \beta_{it})$ is taken from [Chiu et al. (2017)] with $\alpha_{it} = \frac{c}{2}(\nu_i + 1)$ and $\beta_{it} = \frac{c}{2} (\nu_i + \tilde{\nu}_it)$ where the constant $c = 0.75$ is adjusted so that the acceptance rate range from 20% to 80%. In OST-SV model, we can sample the conditional posterior $\pi(\xi_{i,t} | \Psi)$ independently for $i = 1, \ldots, K$. We find the mode and inverse Hessian at the mode of the full conditional log-posterior of $\pi(\xi_{i,t} | \Psi)$ and draw a proposal value $\log(\xi_{it})$ from a $t$ distribution with four degrees of freedom with mean equal to the mode and scale equal to the inverse Hessian at the mode, see [Creal and Tsay (2015)] and [Nguyen et al. (2019)].

### 3.3 Model Selection

The marginal likelihoods of the GHSkew-$t$-SV VAR models require the high-dimensional integration

$$
p(y_{1:T}) = \int p(y_{1:T} | \theta) \pi(\theta) d\theta. \tag{6}
$$

Following the adaptive importance sampling approach of [Chan and Eisenstat (2018)], we divide the model parameters into two groups with the static parameters $\theta_1 = \{vec(B)', a', \gamma', \nu', \sigma^2, h_0'\}'$ and the latent states $\theta_2 = \{\xi_{1:K,1:T}', h_{1:K,1:T}'\}'$. We first use the cross-entropy methods to a the proposal distribution for $\theta_1$, $f(\theta_1)$, from the posterior samples. Then, the integrated
likelihood $p(y_{1:T}|\theta_1)$ is calculated using an inner importance sampling loop based on a sparse matrix representation. Algorithm 1 summarizes the marginal likelihood calculation using the adaptive importance sampling approach of Chan and Eisenstat (2018).

Algorithm 1. (Marginal likelihood estimation via the cross-entropy method)

1. Obtain the posterior samples $\theta_1^{(1)}, \ldots, \theta_1^{(R)}$ from the posterior density $\pi(\theta|y_{1:T})$.

2. Consider the parametric family $f(\theta_1; \lambda)$ parameterized by parameter $\lambda$ such that

$$
\lambda^* = \arg \max_{\lambda} \frac{1}{R} \sum_{r=1}^{R} \log f(\theta_1^{(r)}|\lambda)
$$

3. Obtain new samples $\theta_1^{(1)}, \ldots, \theta_1^{(N)}$ from $f(\theta_1; \lambda^*)$. For each new value $\theta_1^{(n)}$, we show in the appendix how to obtain the integrated likelihood $\hat{p}(y_{1:T}|\theta_1^{(n)})$. Then the marginal likelihood is calculated via importance sampling

$$
\hat{p}_{IS}(y_{1:T}) = \frac{1}{N} \sum_{n=1}^{N} \frac{\hat{p}(y_{1:T}|\theta_1^{(n)})p(\theta_1^{(n)})}{f(\theta_1^{(n)}|\lambda^*)}.
$$

The number of samples $N$ is chosen such that the variance of the estimated quantity using important sampling is less than one. The parametric families of $f(\theta_1)$ are the multivariate Gaussian distribution for $(B, a, \gamma_{1:k})$, the independent Gamma distribution for $\nu_{1:k}$ and independent inverse Gamma distribution for $\sigma_{1:k}^2$ and $h_{1:k,0}^2$.

### 3.4 Forecast metrics

In addition to the in-sample model comparison we also assess the forecasting performance of the different specifications of the error distribution in a recursive out of sample forecasting exercise. We compare the forecast accuracy using the mean square forecast error (MSFE) for the point forecast, the log predictive density (LP), and the continuous rank probability score (CRPS) of the posterior predictive distribution for the density forecast.
Let $T_0$ be the last observation in the first estimation sample and $T_1$ the last observation on variable $i$. The MSFE of variable $i$ at $h$ step ahead, for $h = 1, \ldots, H$, is then obtained as,

$$\text{MSFE}_i,h = \frac{1}{T_1 - T_0 - h + 1} \sum_{t=T_0}^{T_1-h} \left( \bar{y}_{i,t+h|t} - y_{i,t+h} \right)^2,$$

where $\bar{y}_{i,t+h|t}$ is the mean of the posterior predictive samples using all data up to time $t$ and $y_{i,t+h}$ is the observed outcome of variable $i$ at $h$ steps ahead. The model with a smaller MSFE is preferred.

The LP of the posterior predictive distribution is computed as,

$$\text{LP}_{i,h} = \frac{1}{T_1 - T_0 - h + 1} \sum_{t=T_0}^{T_1-h} \left[ \log p(y_{i,t+h|y_{1:t}}) \right]$$

$$= \frac{1}{T_1 - T_0 - h + 1} \sum_{t=T_0}^{T_1-h} \left[ \log \int \theta p(y_{i,t+h|\theta, y_{1:t}}) p(\theta|y_{1:t}) d\theta \right]$$

where $p(y_{i,t+h|y_{1:t}})$ is the $h$-step ahead posterior predictive density function evaluated at the realization of the variable. Following Andersson and Karlsson (2008), the LP of the posterior predictive distribution is computed using the Rao-Blackwellization idea which is more stable than the kernel density estimator for extreme observations. In particular, it is evaluated as,

$$\text{LP}_{i,h} = \frac{1}{T_1 - T_0 - h + 1} \sum_{t=T_0}^{T_1-h} \left[ \log \frac{1}{R} \sum_{r=1}^{R} p(y_{i,t+h|\theta^{(r)}, y_{1:t}}) \right]$$

where $\theta^{(1)}, \ldots, \theta^{(R)}$ are the posterior samples of the VAR model. The possibly high dimensional integral over intermediate observations implicit in $p(y_{i,t+h|\theta^{(r)}, y_{1:t}})$ can be approximated by the Monte Carlo approach. For each sample from the posterior we simulate a new path $y^{(r)}_{(t+1):(t+h-1)|t}$ using the data generating process for the model and calculate $p(y_{i,t+h|\theta^{(r)}, y_{1:t}, y^{(r)}_{(t+1):(t+h-1)|t}})$. A higher LP value indicates a better density forecasting performance of the model.

The continuous rank probability score (CRPS) is also commonly used to rank the density
forecasts. CRPS is obtained as the quadratic difference between the predictive cumulative distribution function and the empirical distribution of the variable (Gneiting and Raftery, 2007). As Clark and Ravazzolo (2015) noted the CRPS is less sensitive to outliers than the LP and rewards more for values of the predictive density that are close to the outcome.

\[
CRPS_{i,h} = \frac{1}{T_1 - T_0 - h + 1} \sum_{t=T_0}^{T_1-h} \left[ E_f \left| y_{i,t+h|t} - y_{i,t+h}^0 \right| - 0.5 E_f \left| y_{i,t+h|t} - y_{i,t+h|t}^\prime \right| \right]
\]

where \( f \) is the predictive density of the variable \( y_{i,t+h|t} \), and \( (y_{i,t+h|t}, y_{i,t+h|t}^\prime) \) are independent random draws from the predictive density \( f \). We apply the Monte Carlo method to simulate 10,000 draws from the predictive density \( f \) and compute the expectation.

4 Empirical Illustration

We estimate a four-variable VAR with industrial production, inflation rate, unemployment rate, Chicago board options exchange’s volatility index (VIX) to illustrate the performance and empirical relevance of the different specifications of the error distribution. We use monthly data for the period 01/1970 to 12/2019 from the Federal Reserve Bank of St. Louis, see McCracken and Ng (2016). Industrial production is included as a growth rate (first difference of the logarithm of the index), the inflation rate is calculated as the first difference of the log of the CPI and the logarithm of the VIX is used. The variables enter with \( p = 4 \) lags.

We compare 14 different specifications for the error distribution: Gaussian; multivariate Student’s \( t \) and multivariate skew-\( t \); orthogonal \( t \) (OT) and orthogonal skew-\( t \) (OST); multi \( t \) (MT) and multi skew-\( t \) (MST). All with and without stochastic volatility.

We first estimate the 14 VAR models with and without stochastic volatility using the in-sample dataset. Then we perform an out-of-sample forecasting exercise to measure the forecast accuracy of each VAR model.
4.1 In-sample Analysis

The left-hand side of Figure 1 shows the growth rate of industrial production, inflation rate, unemployment rate and the VIX. Extreme values of the variables are often observed during recession periods based on the NBER indicators. Industrial production growth decreased by more than 4% during the financial crisis in 2008, while the unemployment rate peaked at 10% and the VIX reached as high as 4.2. These unconditional skewed behaviors can be generated by a time-varying variance shock and/or a skewed shock. The right-hand side of Figure 1 plots the estimated stochastic volatility in the log scale. The volatilities are occasionally higher during recessions which illustrates the relation of the VIX and other macroeconomic variables. We compare the volatilities of the low frequency shocks obtained from the OST-SV model in the solid lines and that of the Gaussian-SV model in the dashed lines. Using the Gaussian-SV model, the volatility of macroeconomic variables might be overestimated during the recessions and crises which is in agreement with the finding of Cúrdia et al. (2014), Chiu et al. (2017), among others.

Table 1 estimates the log marginal likelihood of the VAR models of Section 2 with and without stochastic volatility. In the class of VAR models without SV, allowing for heavy tails leads to a substantial improvement in the marginal likelihood while the addition of skewness is less useful. Allowing for stochastic volatility leads to a dramatic improvement in the marginal likelihood for all seven specifications. Allowing for heavy tails improves on the Gaussian-SV and the more flexible OST and MST specifications of skewness perform best with a log Bayes factor of 4.8 (MST) and 3.9 (OST) against the third best Student-\(t\) specification. It is interesting that skewness plays a more important role in the VAR model with SV than in the VAR model without SV. The flexibility of the tail behaviour in the OST and MST is, however, important as evidenced by the relatively poor performance of the skew-\(t\) VAR models where only one mixing variable is used to model the heavy tails.

Next, we take a closer look at the effect of the SV assumption on the skewness and
Figure 1: Data and estimated volatilities.

The figures on the left-hand side show the variables while the figures on the right-hand side draw the estimated mean log volatility of the OST-SV model using a solid line (red) with their 50% credible interval. The dashed line shows the estimated mean log volatility from the Gaussian-SV model. The shaded areas highlight the recession periods based on the NBER indicators.
Table 1: Log marginal likelihood for VAR models with and without stochastic volatility

|        | Gaussian | Student-t | Skew-t | OT | MT   | OST   | MST   |
|--------|----------|-----------|--------|----|------|-------|-------|
| Non SV | -204.8   | -110.6    | -118.8 | -110.5 | -107.8 | -110.1 | -107.2 |
| SV     | -48.1    | -31.1     | -38.2  | -37.5  | -34.3  | -27.2  | -26.3  |

We compare the LMLs of 14 VAR models with/without SV. We use the cross entropy methods by Chan and Eisenstat (2018) to calculate the LMLs. We first sample 20,000 draws from the conditional posterior distributions with 5,000 draws as burn-in. Then, all LMLs estimated using 20,000 draws from the proposal distributions, see details in Section 3.3.

heavy tail parameters in the VAR models. Figure 2 focuses on the posterior samples of the skewness parameters and the degree of freedom parameters in the MST VAR model with and without stochastic volatility. The left hand side figures show that ignoring the time-varying volatility of the structural shocks overestimates the fatness of the tails. This finding is inline with Chiu et al. (2017) and Liu (2019), among others. Moreover, we find that the asymmetric distribution is more important in the VAR models with SV. The magnitudes of the skewness parameters for industrial production growth and inflation rate are higher in the case of SV models while the fatness of the tail distribution are smaller. Appendix B also confirms this finding for the OST-SV VAR model. Hence, even considering that the stochastic volatility has captured the time varying uncertainty, there are still asymmetric structural shocks between recession and moderation periods. The heavy tails appear in both industrial production and VIX, however, VIX shows some degree of skewness in the right tail. Although the conditional distributions of inflation rate and unemployment rate are closer to the Gaussian case with SV, there is a possibility that inflation rate is right-skewed. To summarize, when the stochastic volatility assumption reduces the degree of heavy tailed shock, it also increases the level of skewness shock.
Figure 2: Posterior distribution of the heavy tail (left column) and skewness (right column) parameters of the MST VAR model with and without stochastic volatility.
4.2 Out-of-sample forecast

To assess the out-of-sample predictive accuracy of the different specifications, we conduct a recursive forecast exercise using the 01/2017 to 12/2019 period as our evaluation sample. We calculate the MSFE for the point forecasts, and the LP and CRPS for the density forecasts. As the VAR models can be nested based on the assumptions on the tail distributions, they are divided into two model groups without and with stochastic volatility for ease of comparison. Using the Gaussian VAR as a benchmark in each group, we test the forecast accuracy using the one-sided Diebold and Mariano (1995) test where the standard errors of the test statistics are computed with the Newey–West estimator, see the discussion in Clark (2011). We also compare the Gaussian model with SV to the Gaussian model without SV.

Table 2 reports the relative improvements in MSFE over the Gaussian VAR models. Each panel reports the MSFE of each variable using the Gaussian VAR model with (and without) stochastic volatility. The relative improvements over the Gaussian models are computed as the ratio of the MSFE of alternative specifications over the Gaussian models during 2007-2019. Entries less than 1 indicate that the given model is better. In the non stochastic volatility VAR group, skewness and heavy tail models improve the point forecast of Industrial production growth up to 12 months ahead but are only statistically significant up to 6 months ahead. While the prediction of unemployment rate is improved in the long run and that of inflation is enhanced in the one step ahead forecast. In the stochastic volatility VAR group, the advantage of skewness and heavy tail models over Gaussian model diminishes. For unemployment there is an improvement overall when allowing for heavy tails and or skewness, significantly so for the one month ahead forecasts.

Table 3 reports the relative improvements in LP over the Gaussian VAR models. Here entries greater than 0 indicate that the given model is better than the Gaussian non-SV/SV model. The findings for the density forecasts are consistent with the findings for the point forecasts for the non stochastic volatility group. In the VAR with stochastic volatility group,
|                  | 1M   | 3M   | 6M   | 12M  | 1M   | 3M   | 6M   | 12M  |
|------------------|------|------|------|------|------|------|------|------|
| **(a) Industrial Production** |      |      |      |      |      |      |      |      |
| Gaussian         | 0.469| 0.480| 0.606| 0.585| 0.025| 0.089| 0.304| 1.167|
| Student-t        | 0.991| 0.959| 1.112| 1.054| 1.224| 2.438| 1.326| 0.995|
| Skew-t           | 0.932*| 1.009| 1.112| 1.010| 1.077| 1.659| 1.031| 0.926|
| OT               | 0.900***| 0.964*| 0.925***| 1.008| 1.013| 0.981| 0.919**| 0.948|
| MT               | 0.901***| 0.979*| 0.932***| 1.014| 1.010| 0.995| 0.943**| 0.969|
| OST              | 0.899***| 0.960*| 0.910***| 0.993| 1.005| 0.969| 0.903**| 0.931**|
| MST              | 0.908***| 0.976*| 0.918***| 0.996| 1.001| 0.982| 0.929**| 0.954*|
| **(b) Inflation** |      |      |      |      |      |      |      |      |
| Gaussian         | 0.077| 0.124| 0.127| 0.103| 0.041| 0.093| 0.131| 0.152|
| Student-t        | 0.964| 2.705| 1.405| 2.371| 1.288| 1.217| 1.141| 1.336|
| Skew-t           | 0.906***| 2.177| 1.361| 2.172| 1.149| 1.203| 1.035| 1.288|
| OT               | 0.941**| 1.019| 0.993| 1.133| 1.000| 1.054| 0.966| 1.011|
| MT               | 0.941**| 1.008| 0.995| 1.126| 1.008| 1.044| 0.961| 1.001|
| OST              | 0.939**| 1.012| 0.997| 1.122| 1.017| 1.040| 0.949| 1.001|
| MST              | 0.938**| 1.005| 0.994| 1.123| 1.018| 1.037| 0.951| 1.000|
| **(c) Unemployment rate** |      |      |      |      |      |      |      |      |
| Gaussian         | 0.416***| 0.437***| 0.568**| 0.573| 0.026| 0.088| 0.288**| 1.121|
| Student-t-SV     | 1.018| 1.048| 1.002| 1.032| 0.984| 0.996| 0.990| 1.009|
| Skew-t-SV        | 1.030| 1.033| 0.977| 1.030| 0.979| 0.979| 0.987| 0.992|
| OT-SV            | 1.011| 1.032| 0.973| 1.035| 0.973*| 0.989| 0.979| 0.991|
| MT-SV            | 1.014| 1.037| 0.979| 1.037| 0.971**| 0.991| 0.989| 0.995|
| OST-SV           | 1.018| 1.032| 0.968*| 1.020| 0.976*| 0.989| 0.976| 0.983|
| MST-SV           | 1.021| 1.041| 0.969*| 1.021| 0.970**| 0.991| 0.979| 0.983|
| **(d) VIX**      |      |      |      |      |      |      |      |      |
| Gaussian         | 0.074| 0.123| 0.119**| 0.109| 0.040| 0.094| 0.122| 0.151|
| Student-t-SV     | 0.998| 0.987| 1.002| 0.939*| 1.016| 1.023| 1.029| 1.029|
| Skew-t-SV        | 0.992| 0.988| 0.998| 0.970| 1.027| 1.021| 1.020| 1.018|
| OT-SV            | 0.991| 1.002| 1.017| 0.973| 1.017| 1.028| 1.035| 1.027|
| MT-SV            | 0.991| 0.999| 1.015| 0.976| 1.018| 1.025| 1.029| 1.023|
| OST-SV           | 0.997| 0.998| 1.011| 0.958| 1.032| 1.021| 1.012| 0.999|
| MST-SV           | 0.995| 0.996| 1.014| 0.956| 1.030| 1.021| 1.011| 1.001|

Each panel reports the MSFE of the models relative to the Gaussian VAR model with (and without) stochastic volatility. The relative improvements over the Gaussian models are computed as the ratio of the MSFE of alternative specifications over the Gaussian models during 2007-2019. As the VAR models are nested, we perform a one-sided Diebold and Mariano (1995) test where the standard errors of the test statistics are computed with the Newey–West estimator (Clark, 2011). ***, **, * denote that the corresponding model significantly outperforms the Gaussian VAR at 1%, 5%, 10% level. The entries less than 1 indicate that the given model is better.
the density forecast of the heavy tail and skewness models is improved at all horizons for
the industrial production growth, however it is only statistically significant for the 6 and 12
months ahead forecast. On the other hand, the short run forecast accuracy of VIX increases
when including the heavy tail and skewness parameters. The density forecasts in OST and
MST VAR models for unemployment rate and inflation rate remain similar to the Gaussian
benchmark. In agreement with Clark (2011) and Clark and Ravazzolo (2015), stochastic
volatility in the Gaussian VAR model is a crucial characteristic to improve out-of-sample
density forecast.

Table 4 reports the relative improvements in CRPS over the Gaussian VAR models where
entries greater than 0 indicate that the given model is better. We confirm the previous
conclusion by comparing the CRPS among models. However, the effect of heavy tails and
skewness is smaller as the CRPS is less sensitive to outliers (Clark and Ravazzolo, 2015).
Skewness and heavy tailed VAR models with stochastic volatility improve significantly on the
Gaussian model with SV in the medium term forecast of industrial production and the short
term for the unemployment rate. The assumption of stochastic volatility is still essential for
the density forecasts.

Next, we concentrate on the effect of skewness parameters in VAR models with stochastic
volatility. Figure 3 shows the probability integral transforms (PITs) of the three month ahead
forecast horizon from OT, MT, OST, MST VAR models. Without significant evidence of
skewness (see Figure 2), the PIT plots for industrial production, inflation and unemployment
are very similar. For the VIX the OT-SV model clearly overestimates the left tail of VIX
with only a few observations classified as extreme according to the density forecast. The MT
VAR model on the other hand has a slight tendency to overestimate the left tail of the VIX.
The OST and MST specifications perform better here and we see that allowing for skewness
can make a difference. The result is similar for the PIT plots at the other horizons.
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Table 3: Improvement in LP over the Gaussian VAR models

|                | 1M       | 3M       | 6M       | 12M      | 1M       | 3M       | 6M       | 12M      |
|----------------|----------|----------|----------|----------|----------|----------|----------|----------|
| (a) Industrial Production |          |          |          |          |          |          |          |          |
| Gaussian       | -1.044   | -1.122   | -1.236   | -1.266   | -0.075   | -0.600   | -1.072   | -1.712   |
| Student-t      | 0.066*** | 0.056*** | 0.100*** | 0.073*** | 0.007**  | -0.158   | -0.263   | -0.000   |
| Skew-t         | 0.060**  | 0.044**  | 0.089*** | 0.078*** | 0.004    | -0.096   | -0.138   | -0.010   |
| OT             | 0.063**  | 0.048*   | 0.046*   | 0.040**  | -0.003   | -0.043   | -0.076   | -0.012   |
| MT             | 0.060**  | 0.037*   | 0.039*   | 0.038**  | 0.000    | -0.048   | -0.087   | -0.021   |
| OST            | 0.063**  | 0.052**  | 0.057**  | 0.058*** | -0.002   | -0.037   | -0.067   | 0.007    |
| MST            | 0.057**  | 0.042*   | 0.051**  | 0.054*** | 0.001*   | -0.041   | -0.072   | 0.005    |
| Gaussian-SV    | -0.895***| -0.936***| -1.098*  | -1.135   | 0.420*** | -0.139***| -0.669***| -1.494   |
| Student-t-SV   | 0.001    | -0.001   | 0.036**  | 0.028    | -0.008   | -0.014   | -0.049   | -0.099   |
| Skew-t-SV      | -0.007   | 0.004    | 0.041*** | 0.043*   | -0.006   | -0.019   | -0.076   | -0.047   |
| OT-SV          | 0.005    | 0.020    | 0.060**  | 0.047**  | -0.002   | -0.011   | -0.053   | -0.024   |
| MT-SV          | 0.008    | 0.016    | 0.062*   | 0.050**  | -0.002   | -0.014   | -0.050   | -0.074   |
| OST-SV         | 0.008    | 0.019    | 0.050**  | 0.037*   | -0.001   | 0.004    | -0.034   | -0.071   |
| MST-SV         | 0.002    | 0.013    | 0.053**  | 0.052**  | -0.002   | -0.020   | -0.054   | -0.086   |
| (b) Inflation  |          |          |          |          |          |          |          |          |
| Gaussian       | -0.372   | -0.591   | -0.647   | -0.665   | -0.139   | -0.523   | -0.697   | -0.860   |
| Student-t      | 0.051*** | -0.024   | 0.041*** | -0.122   | 0.036*** | 0.016    | 0.071**  | 0.101**  |
| Skew-t         | 0.048*** | 0.000    | 0.041*** | -0.089   | 0.045*** | 0.027**  | 0.089*** | 0.110**  |
| OT             | 0.046*** | 0.012    | -0.033   | -0.078   | 0.025*** | -0.028   | -0.034   | -0.005   |
| MT             | 0.046*** | 0.012    | -0.033   | -0.077   | 0.025*** | -0.025   | -0.032   | 0.001    |
| OST            | 0.046*** | 0.015    | -0.028   | -0.071   | 0.053*** | 0.044*** | 0.054*** | 0.090*** |
| MST            | 0.047*** | 0.016    | -0.027   | -0.070   | 0.054*** | 0.045**  | 0.056*** | 0.095**  |
| Gaussian-SV    | 0.056*** | -0.214***| -0.242***| -0.215***| 0.184*** | -0.253***| -0.423***| -0.513***|
| Student-t-SV   | -0.005   | 0.014    | 0.004    | 0.014    | 0.030*   | -0.008   | -0.018   | -0.005   |
| Skew-t-SV      | -0.008   | -0.004   | 0.003    | -0.011   | 0.073*** | 0.020    | 0.012    | 0.005    |
| OT-SV          | -0.003   | -0.012   | 0.000    | -0.002   | 0.037**  | -0.008   | -0.008   | -0.007   |
| MT-SV          | -0.004   | -0.013   | -0.002   | -0.004   | 0.037**  | -0.007   | -0.004   | -0.006   |
| OST-SV         | -0.001   | -0.007   | 0.001    | 0.007    | 0.08(*** | 0.046*   | 0.037    | 0.010    |
| MST-SV         | -0.004   | -0.007   | 0.001    | 0.007    | 0.079*** | 0.038    | 0.037    | 0.010    |

Each panel reports the LP of the models relative to the Gaussian VAR model with (and without) stochastic volatility. The relative improvements over the Gaussian models are computed as the difference between the LP of alternative specifications and the Gaussian models during 2007-2019. As the VAR models are nested, we perform a one-sided Diebold and Mariano (1995) test where the standard errors of the test statistics are computed with the Newey-West estimator (Clark, 2011). ***, **, * denote that the corresponding model significantly outperforms the Gaussian VAR at 1%, 5%, 10% level. The entries greater than 0 indicate that the given model is better.
Table 4: Improvement in CRPS over the Gaussian VAR models

|               | 1M   | 3M   | 6M   | 12M  | 1M   | 3M   | 6M   | 12M  |
|---------------|------|------|------|------|------|------|------|------|
|               | (a) Industrial Production | (c) Unemployment rate |
| Gaussian      | -0.378 | -0.376 | -0.431 | -0.442 | -0.116 | -0.198 | -0.346 | -0.666 |
| Student-t     | 0.007  | 0.008  | -0.028  | 0.007  | 0.006  | -0.138  | -0.092  | 0.010  |
| Skew-t        | 0.029*** | -0.011  | -0.021  | 0.008  | 0.001  | -0.082  | -0.036  | 0.025** |
| OT            | 0.030*** | 0.006*  | 0.020*** | 0.020*** | -0.002 | -0.011  | -0.006  | 0.018** |
| MT            | 0.029*** | 0.003  | 0.018*** | 0.018*** | -0.002 | -0.011  | -0.010  | 0.010  |
| OST           | 0.030*** | 0.009** | 0.026*** | 0.025*** | -0.002 | -0.009  | -0.003  | 0.027*** |
| MST           | 0.029*** | 0.005** | 0.023*** | 0.025*** | -0.002 | -0.011  | -0.005  | 0.022*** |
| Gaussian-SV   | -0.331*** | -0.337*** | -0.390*** | -0.397*** | -0.092*** | -0.159*** | -0.270*** | -0.536*** |
| Student-t-SV  | -0.002 | -0.011  | -0.000  | 0.004  | 0.001  | -0.001  | 0.001    | -0.003  |
| Skew-t-SV     | -0.003 | -0.006  | 0.009  | 0.003  | 0.001  | -0.000  | -0.001   | 0.000   |
| OT-SV         | -0.001 | -0.006  | 0.011*  | 0.003  | 0.002** | 0.000  | 0.000    | 0.001   |
| MT-SV         | -0.002 | -0.007  | 0.010*  | 0.003  | 0.002** | 0.001  | 0.000    | 0.001   |
| OST-SV        | -0.002 | -0.005  | 0.014** | 0.005  | 0.002** | 0.001  | 0.001    | 0.001   |
| MST-SV        | -0.002 | -0.007  | 0.013** | 0.008  | 0.002** | 0.001  | 0.000    | -0.001  |
| Gaussian-SV   | -0.136*** | -0.172*** | -0.174*** | -0.168*** | -0.108*** | -0.170*** | -0.200*** | -0.223*** |
| Student-t-SV  | -0.002 | -0.000  | 0.002  | 0.005  | 0.001  | 0.002  | 0.000    | -0.001  |
| Skew-t-SV     | 0.000  | -0.000  | 0.003** | 0.001  | 0.001  | 0.001  | 0.002    | 0.000   |
| OT-SV         | 0.001  | -0.001  | 0.001  | 0.000  | 0.001  | 0.001  | 0.002    | 0.001   |
| MT-SV         | 0.001  | -0.000  | 0.001  | 0.002  | 0.000  | 0.001  | 0.003    | 0.003   |
| OST-SV        | 0.001  | -0.000  | 0.001  | 0.002  | 0.000  | 0.001  | 0.003    | 0.002   |

Each panel reports the CRPS of the models relative to the Gaussian VAR model with (and without) stochastic volatility. The relative improvements over the Gaussian models are computed as the difference between the CRPS of alternative specifications and the Gaussian models during 2007-2019. As the VAR models are nested, we perform a one-sided Diebold and Mariano (1995) test where the standard errors of the test statistics are computed with the Newey-West estimator (Clark, 2011). ***, **, * denote that the corresponding model significantly outperforms the Gaussian VAR at 1%, 5%, 10% level. The entries greater than 0 indicate that the given model is better.
Figure 3: PIT histograms at the three month ahead forecast horizon and models with fat tails and skewness.
Figure 4 shows the cumulative log Bayes factors of the predictive density for 3 month forecast horizon between the Gaussian-SV and MST-SV models, see the computational details in Geweke and Amisano (2010). Positive values (red) means that MST-SV predicts better than the Gaussian-SV. A common feature across the variables is that the MST-SV performs better than or roughly on par with the Gaussian-SV up to the middle of the recession and performs worse close to the end. For industrial production the MST-SV performs better overall and regains it advantage after the recession. The Gaussian-SV performs better overall for inflation and unemployment but it is noteworthy that, for unemployment, the MST-SV consistently outperforms the Gaussian-SV by a small margin over the expansion. For the VIX the MST-SV also improves its performance during the expansion and does significantly better overall. This pattern suggests that allowing for heavy tails and skewness is not just about accounting for large deviations but also about modelling the more central parts of the distribution well and that the latter can be equally important. Recalling that Chiu et al. (2017) interpreted the mixing variables as accounting for high frequency shocks we can also see this as a factor explaining the overall better performance of the MST-SV during the expansion.

5 Conclusion

Skewness and heavy tails are empirically relevant features in many application areas – not only the macroeconomic and financial application we consider in this paper. While these features to some extent can be accommodated or masked by time-varying heteroskedasticity modelled as GARCH-type or stochastic volatility processes there is a need for models that explicitly account for skewness and heavy tails in the data. We contribute to this by proposing flexible skew and heavy tailed distributions with the symmetric normal distribution as a special case. Specifically, we introduce a general class of Generalized Hyperbolic Skew Student’s $t$ distributions with stochastic volatility for VAR models. The stochastic represen-
Figure 4: Cumulative log Bayes factors of the predictive density for 3 month ahead forecasts between the Gaussian-SV and MST-SV models.

Positive values (red) means MST-SV predicts better and negative values (blue) means that Gaussian model does better. The dashed lines illustrate the scale values of the original variables. See Geweke and Amisano (2010) for details.
tation of the GHSkew-\(t\) can be written in term of a variance-mean mixture which leads to a straightforward implementation of a Gibbs sampler for posterior inference. We also take advantage of the cross entropy methods by \cite{Chan:2018} to calculate the model marginal likelihood and compare the in-sample fit among different specifications. In an application to US data we find support for VAR models with skewness and heavy tails. The VAR models with skewness and heavy tails gives better point forecasts and density forecasts compared to Gaussian VAR models for many, but not all, variables we model. We recommend that skewness should be taken into account for improving forecasting performance during recessions and crises.
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Appendix

A The integrated likelihood

The integrated likelihood $p(y_{1:T}\mid \theta_1)$ require a high dimensional integral over the latent states $	heta_2 = \{\xi_{1:K,1:T}, h_{1:K,1:T}\}^r$,

$$p(y_{1:T}\mid \theta_1) = \int \int p(y_{1:T}\mid \theta_1, \xi_{1:K,1:T}, h_{1:K,1:T})p(\xi_{1:K,1:T}, h_{1:K,1:T}\mid \theta_1)d\xi_{1:K,1:T}dh_{1:K,1:T}.$$  

The integral can be solved by an importance sampling step over $h_{1:K,1:T}$ or over $\xi_{1:K,1:T}$:

(1) $p(y_{1:T}\mid \theta_1) = \int p(y_{1:T}\mid \theta_1, h_{1:K,1:T})p(h_{1:K,1:T}\mid \theta_1)dh_{1:K,1:T}$

$\approx \sum_{l=1}^{L} \frac{1}{L} p(y_{1:T}\mid \theta_1, h_{1:K,1:T}^{(l)})p(h_{1:K,1:T}^{(l)}\mid \theta_1) f(h_{1:K,1:T}^{(l)}\mid \lambda_H)$

(2) $p(y_{1:T}\mid \theta_1) = \int p(y_{1:T}\mid \theta_1, \xi_{1:K,1:T})p(\xi_{1:K,1:T}\mid \theta_1)d\xi_{1:K,1:T}$

$\approx \sum_{m=1}^{M} \frac{1}{M} p(y_{1:T}\mid \theta_1, \xi_{1:K,1:T}^{(m)})p(\xi_{1:K,1:T}^{(m)}\mid \theta_1) f(\xi_{1:K,1:T}^{(m)}\mid \lambda_W)$
(A1) proposes an importance sampling distribution \( f(h_{1:K,1:T}|\lambda_H) \) and simulate \( h_{1:K,1:T}^{(l)} \sim f(h_{1:K,1:T}|\lambda_H) \) for \( l = 1, \ldots, L \). Then, \( p(y_{1:T}|\theta_1, h_{1:K,1:T}^{(l)}) \) is the conditional likelihood which can be derived in a closed form as multivariate Gaussian, multivariate Student-\( t \), multivariate hyperbolic skew Student-\( t \), orthogonal Student-\( t \), orthogonal hyperbolic skew Student-\( t \) for the Gaussian, Student-\( t \), Skew-\( t \), OT, OST VAR models respectively. The MT and MST VAR models does not have a closed form expression for posterior mean. It is, however, difficult to come up with a good importance function \( f \). Positively, one possibility is the Metropolis Hasting proposal distribution of \( \xi_{1:K,1:T} \) in the Gibbs sampling scheme (Step 7). We thus we sample \( \xi_{1:K,1:T}^{(1)}, \ldots, \xi_{1:K,1:T}^{(M)} \sim p_{MH}(\xi_{1:K,1:T}|y_{1:T}, \theta_1, \bar{H}_{1:T}) \), where \( \bar{H}_{1:T} \) is the posterior mean of \( h_{1:K,1:T} \).

We note that with the same number of importance samples \( L \) and \( M \), the integrated likelihood estimated by (A1) gives a smaller variance in comparison to that by (A2). It is not only...
due to the closed form expression of $p(y_{1:T}|\theta_1, h_{1:1:T})$ but also due to $p(y_{1:T}|\theta_1, h_{1:1:T}) = T \prod_{t=1}^{T} p(y_t|\theta_t, h_{1:T}, y_{1:t-1})$. So the integral can be separated for each $W_t$ and hence be more accurate. Table 1 utilizes (A1) for the integrated likelihood.
B Posterior comparison

Figure 5: The plots show the posterior samples of the heavy tail and skewness parameters of the MST VAR model and OST VAR model without SV.
Figure 6: The plots show the posterior samples of the heavy tail and skewness parameters of the MST VAR model and OST VAR model with SV.
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