1. Introduction

The core of an ACC system is the spacing policy, namely, the desired spacing that an ACC-equipped vehicle attempts to maintain with respect to the preceding vehicle. A large variety of spacing policies and controllers for ACC vehicles and platoons have appeared, see for instance (Ames et al., 2017; Baldi et al., 2021; Bekiaris-Liberis et al., 2018; Besselink & Johansson, 2017; Canudas de Wit & Brogliato, 1999; Fancher & Bareket, 1994; Ioannou & Chien, 1993; Khatir & Davidson, 2004, 2005; Körögh & Falcone, 2017; Lunze, 2019; Monteil & Russo, 2017; Rajamani, 2012; Rogge & Aeyels, 2008; Santhanakrishnan & Rajamani, 2003; Sungu et al., 2015; Swaroop et al., 1994; Swaroop & Hedrick, 1999; Yanakiev & Kanellakopoulos, 1998). To evaluate a spacing policy and its associated controller, the following criteria were proposed, see Santhanakrishnan and Rajamani (2003): (i) individual vehicle stability, which characterises the convergence towards a desired equilibrium; (ii) string stability, which focuses on the dissipation of small perturbations along a string of vehicles (Besselink & Johansson, 2017; Ploeg et al., 2014; Seiler et al., 2004; Swaroop & Hedrick, 1996); and (iii) traffic flow stability which deals with the evolution of density when all vehicles use the same spacing policy (Santhanakrishnan & Rajamani, 2003; Sungu et al., 2015; Swaroop & Rajagopal, 1999); and (iv) the control effort should be within practical vehicle limitations.

The notion of string stability has been widely studied and several definitions have appeared in the literature, see Besselink and Johansson (2017), Gunter et al. (2020), Ploeg et al. (2014), Rogge and Aeyels (2008), Seiler et al. (2004), Swaroop and Hedrick (1996) and Xiao and Gao (2011). A detailed overview of the various string stability definitions and their properties can be found in Feng et al. (2019) and Ploeg et al. (2014). To distinguish the ambiguity over the different definitions used in the literature, a novel definition was proposed in Ploeg et al. (2014) for both linear and nonlinear systems based on $L_p$ stability, which encompasses the upstream disturbance attenuation, the external input of the leading vehicle, as well as perturbations on initial conditions.

While string stability is a desirable property and a leading objective in the design of ACC systems, since it ensures that disturbances in position, speed or acceleration do not accentuate while propagating backwards along the platoon, it does not guarantee safe operation of the platoon, see Canudas de Wit and Brogliato (1999). A large variety of spacing policies and their associated controllers focus on stability and string stability properties (Baldi et al., 2021; Besselink & Johansson, 2017; Fancher & Bareket, 1994; Giannarino et al., 2021; Hao & Barooah, 2013; Ioannou & Chien, 1993; Khatir & Davidson, 2004, 2005; Peters et al., 2016; Ploeg et al., 2014; Rogge & Aeyels, 2008; Santhanakrishnan & Rajamani, 2003; Seiler et al., 2004; Wang & Rajamani, 2004; Wijnbergen & Besselink, 2020; Yanakiev & Kanellakopoulos, 1998; Zheng et al., 2016; Zhou & Peng, 2005), which, however, may result in collisions or unrealistic and undesirable phenomena such as negative speeds or speeds exceeding road speed limits. On the other hand, approaches that consider safety of ACC systems can be found in Alam et al. (2014), Ames et al. (2017), He and Orosz (2018), and Xu et al. (2018), but they do not formally study string stability, operation on a ring road or certain macroscopic properties that arise in traffic control, see Lighthill and Whitham (1955) and Richards (1956). Also, in Guo et al. (2017) and Huang et al. (2017), collision avoidance is achieved at the expense of boundedness of spacing error rather than convergence to zero, while there are...
no restrictions on the control effort and maximum attainable speed. In Lunze (2019), different control configurations and conditions are derived that guarantee string stability and collision avoidance when the platoon is initiated from an equilibrium position with zero speed and sufficiently large initial spacing between vehicles. The controller in Lunze (2019) is based on a constant time-headway policy (Ioannou & Chien, 1993), safety criteria for platoon manoeuvres were also derived in but do not consider limited acceleration and braking capabilities of vehicles, neither roads with speed limits. Finally, safety criteria for platoon manoeuvres were also derived in Alvarez and Horowitz (1999b), where collisions are avoided, whenever the platoon does not exceed a given relative speed. The approach in Alvarez and Horowitz (1999a, 1999b) can guarantee stability and string stability if the leading vehicle’s acceleration and speed are known or estimated by all following vehicles.

The contribution of the paper lies in the design of a controller that simultaneously ensures collision avoidance between ACC-equipped vehicles, non-negative vehicle speeds, which are also bounded by specific speed limits, bounded acceleration, stability equipped vehicles, non-negative vehicle speeds, which are also simultaneously ensures collision avoidance between ACC-equipped vehicles, non-negative vehicle speeds, which are also bounded by specific speed limits, bounded acceleration, stability and string stability if the leading vehicle’s acceleration and speed are known or estimated by all following vehicles.

The structure of the paper is as follows. Section 2 is provided in Section 7. Finally, concluding remarks are given in Section 8.

Notation. Throughout this paper, we adopt the following notation:

\* \( \mathbb{R}_+ := [0, +\infty) \) denotes the set of non-negative real numbers.

\* By \(|x|\) we denote both the Euclidean norm of a vector \( x \in \mathbb{R}^n \) and the absolute value of a scalar \( x \in \mathbb{R} \).

\* By \( C^0(A, \Omega) \), we denote the class of continuous functions on \( A \subseteq \mathbb{R}^n \), which take values in \( \Omega \subseteq \mathbb{R}^m \). By \( C^k(A; \Omega) \), where \( k \geq 1 \) is an integer, we denote the class of functions on \( A \subseteq \mathbb{R}^n \) with continuous derivatives of order \( k \), which take values in \( \Omega \subseteq \mathbb{R}^m \). When \( \Omega = \mathbb{R} \), then we write \( C^0(A) \) or \( C^0(A) \).

\* By \( K \) we denote the class of strictly increasing \( C^1 \) functions \( a : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) with \( a(0) = 0 \). \( K_\infty \) denotes the class of strictly increasing \( C^1 \) functions \( a : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) with \( a(0) = 0 \) and \( \lim_{t \rightarrow +\infty} a(s) = +\infty \). By \( KL \) we define the set of all continuous functions \( \sigma : \mathbb{R}_+ \times \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) with the properties: (i) for each \( t \geq 0 \) the mapping \( \sigma(\cdot, t) \) is of class \( K \); (ii) for each \( s \geq 0 \), the mapping \( \sigma(s, \cdot) \) is decreasing with \( \lim_{t \rightarrow +\infty} \sigma(s, t) = 0 \).

\* By \( L^p \) with \( p \geq 1 \) we denote the equivalence class of measurable functions \( f : \mathbb{R}_+ \rightarrow \mathbb{R}^n \) for which \( \|f\|_{[0,t],p} = \left( \int_0^t |f(x)|^p \, dx \right)^{1/p} < +\infty \). \( L^\infty \) denotes the equivalence class of measurable functions \( f : \mathbb{R}_+ \rightarrow \mathbb{R}^n \) for which \( \|f\|_{[0,t],\infty} = \text{ess sup}_{[0,t]} |f(x)| < +\infty \).

\* For a set \( S \subseteq \mathbb{R}^n \), \( \bar{S} \) denotes the closure of \( S \).

2. Motivation

A commonly used model for vehicle dynamics in vehicular platoons consists of the following ODEs:

\[
\begin{align*}
\dot{s}_i &= v_{i-1} - v_i, & i = 1, \ldots, n \\
\dot{v}_i &= u_i
\end{align*}
\]  

(1)

where we consider a platoon of \( n \) identical vehicles on a road, \( s_i \) \((i = 1, \ldots, n)\) is the back-to-back distance of the \( i \)th vehicle from the \((i - 1)\)th vehicle, \( v_i \) \((i = 1, \ldots, n)\) is the speed of the \( i \)th vehicle, controllers, such as safety criteria and appropriate stability notions. To facilitate the motivation for the use of nonlinear controllers, simulation scenarios are also presented in Section 2 using the standard constant time-headway controller (see Rajaman, 2012), which demonstrates that certain safety criteria may fail. A general form of a nonlinear adaptive cruise controller is provided in Section 3 together with sufficient conditions for the safe operation of a platoon of vehicles both on an open road and on a ring road. Section 4 provides results for the \( L_p \) string stability of the proposed adaptive cruise controller. In Section 5, it is shown that the sufficient conditions for string stability and the existence of a fundamental diagram also guarantee global asymptotic stability of the unique equilibrium point of a platoon operating in an open road and global exponential stability for the case of a ring road. Numerical examples are presented in Section 6 to demonstrate the efficiency of the proposed nonlinear adaptive cruise controller. All proofs of the main results are provided in Section 8. Finally, concluding remarks are given in Section 8.
vehicle and \( u_i \) \((i = 1, \ldots, n)\) is the control input (acceleration) of the \( i \)th vehicle. For model (1), we have the following cases:

1. \( v_0 \) is the speed of the leader and is an external input. This corresponds to the case of an open road,

2. \( v_0 = v_H \), which corresponds to the case of a ring road. In this case, the identity \( \sum_{i=1}^n s_i = L \) holds, where \( L > 0 \) is the length of the ring road.

For autonomous vehicles (no communication), the so-called Predecessor-Following control architecture is used, i.e. there exists a function \( F : \mathbb{R}_+^3 \rightarrow \mathbb{R} \) so that

\[
u_i = F(s_i, v_{i-1}, v_i), \quad i = 1, \ldots, n.
\]

The function \( F : \mathbb{R}_+^3 \rightarrow \mathbb{R} \) is a feedback law that constitutes the Adaptive Cruise Controller. It should be noted that the term 'adaptive cruise controller' is used extensively in the literature (see for instance Rajamani, 2012) and it is not related to the term 'adaptive control' where the controller adjusts itself to handle model uncertainties.

**Remark 2.1**: It should be noted that the system (1) is subject to various constraints such as positive speeds, speeds within speed limits, and positive inter-vehicle distances. This implies that model (1) is nonlinear since its state space is not the linear space \( \mathbb{R}^{2n} \) but a specific set, which is described in the following sections. Finally, due to additional technical constraints, such as bounded acceleration, the control input (2) is saturated and takes values on a bounded set.

### 2.1 Adaptive cruise control requirements

The adaptive cruise controller (2) must be selected in such a way that the following requirements hold.

1) Safe Operation Requirement for the open road case: There exists constant \( A > 0 \), a non-empty set of inputs \( f \subseteq \{v_0 \in C^1(\mathbb{R}_+) : 0 < v_0 < v_{\max}\} \), where \( v_{\max} > 0 \) is the speed limit of the road, and a set valued map \((0, v_{\max}) \ni v_0 \rightarrow D(v_0) \subseteq \mathbb{R}^{2n}\) with

\[
D(v_0) \subseteq \{(s_1, \ldots, s_n, v_1, \ldots, v_n) \in \mathbb{R}^{2n} : 0 < v_1 < v_{\max}, s_i > a, i = 1, \ldots, n\}
\]

with the following property:

"For each \( v_0 \in f \), if \((s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) \in D(v_0(0)) \), then the solution of the initial-value problem (1) and (2) with initial condition \((s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) \) exists for all \( t \geq 0 \) and satisfies \((s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D(v_0(t)) \)".

Notice that the requirement of safe operation is actually a well-posedness requirement, i.e. we require that the solution exists and takes values on a physically meaningful set. However, the requirement of safe operation is not only a well-posedness characterisation of the solution; we further require that \( s_1(t) > a \), where the constant \( a > 0 \) is the minimum allowable distance of two vehicles. This is a safety requirement that implies the absence of collisions.

For the ring-road case, the safe operation requirement takes the following form when \( L > na \) (an essential constraint which guarantees that the vehicles can be placed in the ring road).

1') Safe Operation Requirement for the ring-road case: There exist constants \( a > 0 \), \( v_{\max} > 0 \) and a set \( D \subseteq \mathbb{R}^{2n} \) with

\[
D \subseteq \{(s_1, \ldots, s_n, v_1, \ldots, v_n) \in \mathbb{R}^{2n} : 0 < v_1 < v_{\max}, s_i > a, i = 1, \ldots, n\}
\]

with the following property:

"If \((s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) \) \in D and \( \sum_{i=1}^n s_i(0) = L \), then the solution of the initial-value problem (1) and (2) with \( v_0 = v_n \), initial condition \((s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) \) exists for all \( t \geq 0 \) and satisfies \((s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \) \in D."

2) Technical Requirement: For a given constant \( A > 0 \), we have

\[
|F(s, v, w)| \leq A, \quad \text{for all } s > a, v, w \in (0, v_{\max}).
\]

The constant \( A > 0 \) appearing in the technical requirement is the maximum acceleration that the vehicle can have and depends on the technical characteristics of the vehicles and the road.

3) Stability Requirement for the open road: For every \( v^* \in (0, v_{\max}) \), there exists \( s^* \in (a, +\infty) \) with \( F(s^*, v^*, v^*) = 0, \) (i) \( s^*, \ldots, s^n, v^*, \ldots, v^n \in D(v^*) \), (ii) the constant input \( v^* \) is in the allowable input set \( J \), and (iii) the equilibrium point \((s^*, \ldots, s^n, v^*, \ldots, v^n) \) \in \( D(v^*) \). The solution of the (1) and (2) with \( v_0(t) \equiv v^* \) defined on \( D(v^*) \) is Globally Asymptotically Stable and Locally Exponentially Stable, i.e. there exist constants \( M, \sigma, \delta > 0 \) and a function \( \omega \in KL \) so that for every \((s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) \in D(v^*) \) the solution of (1) and (2) with \( v_0(t) \equiv v^* \) satisfies

\[
|\{(s_1(t) - s^*, \ldots, s_n(t) - s^*, v_1(t) - v^*, \ldots, v_n(t) - v^*)\}|
\]

\[
\leq \omega(|(s_1(0) - s^*, \ldots, s_n(0) - s^*, v_1(0) - v^*, \ldots, v_n(0) - v^*)|, t),
\]

for all \( t \geq 0 \);

and if in addition \(|s_1(0) - s^*, \ldots, s_n(0) - s^*, v_1(0) - v^*, \ldots, v_n(0) - v^*)| < \delta \)

\[
|\{(s_1(t) - s^*, \ldots, s_n(t) - s^*, v_1(t) - v^*, \ldots, v_n(t) - v^*)\}|
\]

\[
\leq M \exp(-\sigma t)(|(s_1(0) - s^*, \ldots, s_n(0) - s^*, v_1(0) - v^*, \ldots, v_n(0) - v^*)|)
\]

for all \( t \geq 0 \)

The stability requirement is a crucial requirement that guarantees the convergence of the vehicle states to the desired values. For a ring road, the stability requirement takes the following form.

3') Stability Requirement for the ring road: There exists \( v^* \in (0, v_{\max}) \) with \( F(s^*, v^*, v^*) = 0, \) where \( s^* = L/n, \) such that (i) \( (s^*, \ldots, s^n, v^*, \ldots, v^n) \) \in \( D \), and (ii) the equilibrium point \((s^*, \ldots, s^n, v^*, \ldots, v^n) \) \in \( D \). The solution of the (1) and (2) with \( v_0 = v_n \) is Globally Exponentially Stable, i.e. there exist constants \( M, \sigma > 0 \) so that for every \((s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) \in \bar{D} \) with \( \sum_{i=1}^n s_i(0) = L \), the solution of (1), (2) with \( v_0 = v_n \) satisfies estimate (7).

Notice the difference in the stability requirements for an open road and for a ring road. In a ring road, all states in the set \( D \)
which also satisfy $\sum_{i=1}^n s_i = L$ are automatically bounded, while this is not true for the states in the set $D(\bar{v})$.

While the stability requirement guarantees the desired asymptotic behaviour, there is no guarantee for the transient behaviour. A performance requirement that guarantees improved transient behaviour is the requirement of string stability. Here we adopt a slightly stronger version of the $L_p$ string stability notion given in Ploeg et al. (2014). As noted in Ploeg et al. (2014), the $L_p$ string stability notion is motivated by the requirement of energy dissipation along the string of vehicles for $p = 2$, whereas the case $p = \infty$ is related to the maximum overshoot of the local error vector between the current speed and desired speed.

4) String Stability Requirement: There exists $p \in [1, +\infty)$ with the following property:

For every $q > 0$, there exists a continuous function $\beta_q : \mathbb{R}^2 \rightarrow \mathbb{R}$ with $\beta_q(0) = 0$, $\beta_q(s) > 0$ for $s \in \mathbb{R}^2 \setminus \{0\}$ such that every solution of (1) and (2) with $v_0 \in \mathbb{F}$ in the open road case and $v_0 = v_n$ in the ring-road case, satisfies the estimate

$$\|v_t\|_{[0, t]} \leq (1 + q) \|v_{t-1}\|_{[0, t]} + \beta_q (s_i(0) - s^*, v_i(0) - v^*),$$

for all $t \geq 0$ and $i = 1, \ldots, n$ (8)

where $\|v_t\|_{[0, t]} = \left(\int_0^t |v_t(t) - v^*|^p \, dt\right)^{1/p}$, $\|v_{t-1}\|_{[0, t]} = \left(\int_0^t |v_{t-1}(t) - v^*|^p \, dt\right)^{1/p}$ for $p \in [1, +\infty)$, $\|v_r\|_{[0, t]} = \sup_{0 \leq s \leq t} (|v_r(t) - v^*|)$, $\|v_{t-1}\|_{[0, t]} = \sup_{0 \leq s \leq t} (|v_{t-1}(t) - v^*|)$, $v^* \in (0, v_{\max})$, $s^* \in (a, +\infty)$ are constants with $F(s^*, v^*, v^*_n) = 0$ ($s^* = L/n$ in the case of ring road).

Another performance guarantee can be obtained by the existence of a globally exponentially stable manifold for the speed states. This requirement is described below.

5) Fundamental Diagram Requirement: There exists a function $G \in C^1(\mathbb{R}_+, \mathbb{R}_+)$ and constants $M, \bar{\sigma} > 0$ such that every solution of (1) and (2) with $v_0 \in \mathbb{F}$ in the open road case and $v_0 = v_n$ in the ring-road case, satisfies the estimate

$$\sum_{i=1}^n |v_i(t) - G(s_i(t))| \leq M \exp(-\bar{\sigma} t) \sum_{i=1}^n |v_i(0) - G(s_i(0))|,$$

for all $t \geq 0$. (9)

The fundamental diagram requirement essentially demands that the vehicle speeds ultimately depend only on the local vehicle density. Inequality (9) shows that the manifold $v_i = G(s_i)$ is exponentially stable while its overshoot depends only on the distance from this manifold $(|v_i(t) - G(s_i(t))|)$. It should be noted that (6) implies that $v_i - G(s_i) \to 0$ as $t \to \infty$, $i = 1, \ldots, n$; however, its convergence may not be exponential, and there is no guarantee that the overshoot depends only on $v_i(0) - G(s_i(0))$. Since the vehicle density $\rho(t, x)$ is equal to $1/s_i(t)$ when $x$ is a position between the $i$th vehicle from the $(i - 1)$th vehicle, it is reasonable to say that ultimately the local speed of vehicles of the platoon obeys the equation

$$v_i = G(\rho^{-1}), \quad \text{for } \rho \in (0, a^{-1}).$$

Even in the case that a globally exponentially manifold for the speed states is absent, it is reasonable to expect that all equilibrium points for (1) and (2) satisfy a relation of the form $v_i = G(s_i)$ for $i = 1, \ldots, n$ and an appropriate function $G \in C(\mathbb{R}_+, \mathbb{R}_+)$ when $G$ is invertible, is called a spacing policy (see Swaroop & Rajagopal, 1999; Wang & Rajamani, 2004). A spacing policy allows the reduction of the study of the system of $n$ ODEs (1) and (2) to the standard LWR model with speed given by (10) (although such a reduction is problematic in the absence of a fundamental diagram for the platoon). In this case, the following macroscopic stability condition arises.

6) Macroscopic Stability Requirement: There exist constants $0 < a < b$ such that a function

$$\frac{d}{d\rho} \left(\rho G(\rho^{-1})\right) > 0, \quad \text{for all } \rho \in (a, b).$$

Inequality (11) was proposed in Swaroop and Rajagopal (1999) and Wang and Rajamani (2004) for the so-called ‘unconditional traffic-flow stability’, i.e. the stability of the model to all possible boundary conditions. It was later used in Santhanakrishnan and Rajamani (2003) in which the case of macroscopically stable spacing policies.

2.2 Motivating examples

A very common spacing policy used in ACC systems is the constant time-headway policy (CTH), (see Ioannou & Chien, 1993; Rajamani, 2012) in which the desired spacing is proportional to speed:

$$s_d = r + hv$$

where $r \geq a$ is a safety or desired distance between vehicles and the constant of proportionality $h > 0$ is referred to as the time-headway, i.e. the time period during which the rear bumper of the preceding vehicle and the rear bumper of the following vehicle pass a designated position on the road. For the CTH spacing policy (12), a typical control law (2) to regulate the spacing between vehicles is given by

$$F(s, w, v) = \left(1 - h^{-1}\right)h^{-1}(s - r) + h^{-1}w - kv$$

where $k > h^{-1} > 0$, see Rajamani (2012). The CTH policy (12), with the linear controller (2) and (13) satisfies both the Stability Requirement and the String Stability Requirement, see Rajamani (2012). However, the Technical Requirement is not fulfilled since $F(s, w, v) v$ in (13) grows linearly in $s$ and, more importantly, there are cases where the Safe Operation Requirement on an open road may not be valid. To our knowledge, no researcher has ever shown what is the allowable set of inputs for an open road. This is illustrated in the following scenarios.

Scenario 1. Consider a case of $n = 5$ vehicles of the same length $a = 5m$ moving on a road with speed limit $v_{\max} = 30.1 m/s$ with all vehicles using the same CTH spacing policy (12) with controller (2) and (13), initial speed $v_{0,0} = v_i(0) = 27 m/s$ and initial spacing $s_{i,0} = s_i(0) = 70 m$, $i = 1, \ldots, 5$. Furthermore, suppose that the leading vehicle is also moving with constant speed $v_0 = 27 m/s$, and let the time-headway be $h = 1 s$, and $k = 1.2 s^{-1}, r = 33 m$. Figure 1 shows that in this setting, certain vehicles do not respect the speed limit $v_{\max} = 30.1 m/s$ of the road. Figure 2 shows the acceleration of the vehicles.
Scenario 2. On a second scenario, we consider the CTH controller (13) with \( h = 1 \text{s}, k = 1.2 \text{s}^{-1}, r = 35 \text{m} \) and \( n = 5 \) vehicles with initial speed \( v_{i,0} = 13.5 \text{m/s} \), \( i = 0, 1, \ldots, 5 \), and with initial spacing \( s_{i,0} = 30 \text{m}, i = 1, \ldots, 5 \). Furthermore, suppose that the leading vehicle has speed \( v_0 = 20 \text{m/s} \) and strongly decelerates with a rate of \(-5.8 \text{m/s}^2\) to a significantly lower speed \( v_0 = 3 \text{m/s} \). Figure 3 illustrates that, also in this scenario, the Safe Operation Requirement is not satisfied since certain vehicles attain negative speeds. Figure 4 shows the acceleration of the vehicles.

Scenario 3. As a third scenario, we consider a slowly moving leading vehicle \( v_0 = 3 \text{m/s} \) on a road with speed limit \( v_{\text{max}} = 12.3 \text{m/s} \) and \( n = 5 \) vehicles moving with speed \( v_{i,0} = 10.5 \text{m/s} \), \( i = 1, \ldots, 5 \), and initial spacing \( s_{i,0} = 16.5 \text{m}, s_{i,0} = 10 \text{m}, i = 2, \ldots, 5 \). This scenario can readily arise due to other cars cutting-in in front of an ACC car at a short distance and lower speed; also, when the car in front suddenly changes lane to avoid a slow-moving or stalled vehicle in front – then the distance and relative speed for the following ACC car changes suddenly dramatically. We let the time-headway \( h = 1 \text{s}, k = 1.05 \text{s}^{-1} \), and set \( r = 20 \text{m} \); furthermore, suppose that the leading vehicle decelerates to a speed of \( v_0 = 1 \text{m/s} \). Figure 5 shows the back-to-back vehicle distances for this particular scenario. It can be seen that the safe operation requirement with \( a = 5 \text{m} \) (the vehicles’ length) is again not satisfied, since there exists time \( \tau > 0 \) with \( s_i(\tau) < a, i = 2, \ldots, 5 \) which implies collision between the last four vehicles. Figure 6 shows the acceleration of the vehicles.

In addition to the above scenarios, there are certain macroscopic properties of the CTH policy for a string of vehicles on a single-lane highway that is of interest. More specifically, for the CTH policy (12), we can obtain from (10) with \( G(s) = h^{-1}(s - r) \), that the road speed in terms of density is

\[
v = h^{-1} \frac{1 - r \rho}{\rho}
\]  

and the traffic flow is

\[
Q = \rho v = h^{-1}(1 - r \rho).
\]

Notice now that, as the density decreases, the speed grows unbounded. Conversely, larger values of \( r \) result in smaller traffic density with the speed being negative if \( \rho \in (r^{-1}, a^{-1}) \). It can be seen from (15) that the fundamental diagram violates the
Figure 3. CTH policy (12) with controller (2) and (13) with the leading vehicle strongly decelerating.

Figure 4. Acceleration of vehicles using the CTH policy (12) with controller (2) and (13) with the leading vehicle strongly decelerating in scenario 2.

Figure 5. Vehicle spacing for CTH policy (12) with controller (2) and (13) with collision.
maximum velocity, since it passes above the line $Q = \rho v_{\text{max}}$. It is also clear from (15) that the macroscopic stability requirement does not hold (as was also remarked in Swaroop & Rajagopal, 1999; Wang & Rajamani, 2004). Moreover, since the fundamental diagram is always a straight line, the CTH policy (12) has limited degrees of freedom for the optimal selection of the desired fundamental diagram.

To summarise, we have seen three scenarios where the CTH policy (12) with the controller (13) fails to satisfy the safe requirement operation leading to negative speeds, collisions and speeds exceeding the road speed limits. In Karafyllis et al. (2021), it was shown that negative speeds and collisions can also occur on vehicle platoons with the Variable Time Gap policy under the controller proposed in Wang and Rajamani (2004). It should be noted that practical ACC systems have two modes of operation: to maintain the desired speed as conventional cruise control; or switch to CTH car-following mode if the preceding vehicle is slower. These two modes are coupled with a transitional logic, which determines when to switch from speed-control mode to spacing-control mode and vice versa, see Fancher and Bareket (1994). Therefore, in practice, ACC systems would never increase the vehicle speed beyond the speed limit or have negative speeds.

3. Safe operation of platoons

In this section, we provide sufficient conditions for the safe operation of a vehicular platoon. Due to the technical differences and structure of a platoon operating on an open road versus a ring road, we will treat each case separately. Our first result provides sufficient conditions for an open road and is given below.

**Theorem 3.1 (Safe Operation in an Open Road):** Let $f, g, \kappa : \mathbb{R} \to \mathbb{R}_+$ be locally Lipschitz functions and suppose that there exist constants $v_{\text{max}} > 0$, $\lambda > a > 0$, $k > 0$ for which the functions $f, g, \kappa : \mathbb{R} \to \mathbb{R}_+$ satisfy the following properties:

\begin{align}
0 &\leq g(s) < \kappa(s) \leq k, \quad \text{for all } s \geq a, \quad (16) \\
\frac{f(s)}{\kappa(s) - g(s)} &\leq v_{\text{max}} < k(\lambda - a), \quad \text{for all } s \geq a, \quad (17)
\end{align}

Given $v_0 \in (0, v_{\text{max}})$, we define the set:

\[ D(v_0) = \left\{ (s_1, \ldots, s_n, v_1, \ldots, v_n) \in \mathbb{R}^{2n} : \right. \]

\[ 0 < v_i < v_{\text{max}}, \quad s_i > a + k^{-1} \max(0, v_i - v_{i-1}), \quad i = 1, \ldots, n \}

Then, for every input $v_0 \in C^1(\mathbb{R}_+)$ satisfying

\[ \dot{v}_0(t) \geq -kv_0(t), \quad 0 < v_0(t) < v_{\text{max}}, \quad \text{for all } t \geq 0, \quad (20) \]

and for every $(s_1, 0, \ldots, s_n, 0, v_1, 0, \ldots, v_n) \in D(v_0(0))$, the initial-value problem (1) and (2) with

\[ F(s, w, v) = f(s) + g(s)w - \kappa(s)v, \quad \text{for all } s, v, w \in \mathbb{R}, \]

with initial condition $(s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) = (s_1, 0, \ldots, s_n, 0, v_1, 0, \ldots, v_n)$ has a unique solution $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t))$ defined for all $t \geq 0$ that satisfies $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D(v_0(t))$ for all $t \geq 0$.

Theorem 3.1 characterises clearly the class of inputs that can be allowed for the safe operation of a vehicular platoon. Indeed, the speed of the leader $v_0$ must be a function of class $C^1(\mathbb{R}_+)$ which satisfies (20). When the speed of the leader satisfies this safety requirement, then all vehicles remain in a distance at least $a > 0$ from each other, and all vehicles’ speeds are less than the speed limit $v_{\text{max}}$. Thus, if the adaptive cruise controller has the form (21), where the functions $f, g, \kappa : \mathbb{R} \to \mathbb{R}_+$ satisfy (16), (17) and (18), then the safe operation requirement is satisfied. Notice that the sufficient conditions (16), (17) and (18), are not restrictive and depend on technical characteristics of the vehicles and the road. In particular, the constant $k$ in (16) represents a friction term and condition (20) together with inequality $\kappa(s) \leq k, s \geq a$, describe the maximum rate of deceleration of the leading and following vehicles in the platoon, respectively. The constant $\lambda$ can be considered as the minimum distance,
at which the following vehicle starts decelerating. When the distance $s_i$ between the vehicle $i$ and its preceding vehicle $i-1$ satisfies the inequality $a \leq s_i \leq \lambda$ in (18), then the vehicle $i$ starts decelerating, since (1), (18) and (21) imply that $v_i = -kv_i$. If $\lambda$ is close to the value of $a$, then the braking distance will be smaller. In this case, due to condition (17), the maximum speed $v_{\max}$ should also be small, otherwise collisions may not be avoided. In practice, the constants $k$ and $\lambda$ should be chosen based on braking specifications and capabilities of the vehicle. Finally, conditions (16) and (17) are technical conditions that are required for the safe operation of the platoon.

If the adaptive cruise controller has the form (21), where the functions $f, g, \kappa : \mathbb{R} \to \mathbb{R}^+$ satisfy (16), (17) and (18), then the same safety requirements are guaranteed even in the case of a ring road. This is shown by the following theorem.

**Theorem 3.2 (Safe Operation in a Ring Road):** Let $f, g, \kappa : \mathbb{R} \to \mathbb{R}^+$ be locally Lipschitz functions and suppose that there exist constants $v_{\max} > 0$, $\lambda > a > 0$, $k > 0$ for which the functions $f, g, \kappa : \mathbb{R} \to \mathbb{R}^+$ satisfy (16), (17) and (18). Define the set:

$$D = \left\{ (s_1, \ldots, s_n, v_1, \ldots, v_n) \in \mathbb{R}^{2n} : \right.$$ 

$$s_i > a + k^{-1} \max_{0 \leq n_i < n} (0, v_i - v_{i-1}),$$

$$i = 1, \ldots, n, v_0 = v_n \right\}. \tag{22}$$

Then, for every $(s_{10}, \ldots, s_{n0}, v_{10}, \ldots, v_{n0}) \in D$ with $\sum_{i=1}^{n} s_{i0} = L$, the initial-value problem (1), (2) with (21), $v_0 \equiv v_n$ and initial condition $(s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) = (s_{10}, \ldots, s_{n0}, v_{10}, \ldots, v_{n0})$ has a unique solution $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t))$ defined for all $t \geq 0$ that satisfies $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D$ and $\sum_{i=1}^{n} s_i(t) = L$ for all $t \geq 0$.

**Remark 3.1:** (i) If the adaptive cruise controller has the form (21), where the functions $f, g, \kappa : \mathbb{R} \to \mathbb{R}^+$ satisfy (16), (17) and (18), then the Technical Requirement holds for the function $F$ defined by (21). Indeed, the fact that the functions $f, g, \kappa : \mathbb{R} \to \mathbb{R}^+$ are non-negative and inequality (17) shows that

$$|F(s, w, v)| < kv_{\max}, \quad \text{for all } s > a, v, w \in (0, v_{\max}). \tag{23}$$

Consequently, inequality (23) guarantees that inequality (5) holds with $A := kv_{\max}$.

(ii) Theorems 3.1 and 3.2 present sufficient conditions for the safe operation of vehicle platoons in terms of set invariance, and their proofs are performed by using an appropriately designed barrier function (see Section 6). Collision avoidance based on set invariance has also been used in Ames et al. (2017) and Xu et al. (2018). Barrier functions are continuous functions that blow up at the boundary of a constrained set $X$, so that trajectories remain in $X$ for all times. Barrier functions have a long history in optimisation and control, see for instance (Ames et al., 2017; Forsgren et al., 2002; Wieland & Allgöwer, 2007; Xu et al., 2018).

(iii) The CTH controller (13) does not satisfy the safe operation requirement, since (17) and (18) with $f(s) = (k - h^{-1})h^{-1}(s - r)$, $g(s) = h^{-1}$, and $\kappa(s) = k$, do not hold, and consequently collisions may occur, as was illustrated in Section 2.2. On the contrary, the adaptive cruise controller (21) provides safety of the platoon and vehicle speeds that respect the road speed limits.

4. **String stability and fundamental diagram**

If the adaptive cruise controller has the form (21), where the functions $f, g, \kappa : \mathbb{R} \to \mathbb{R}^+$ satisfy (16), (17) and (18), then the safe operation of a vehicular platoon is guaranteed. However, we have no guarantee for the string stability of the platoon or for the existence of a fundamental diagram. In order to achieve these objectives, we have to restrict the allowable form of the adaptive cruise controller so that conditions (16), (17) and (18) hold automatically, and additional sufficient conditions that guarantee string stability and the existence of a fundamental diagram for the platoon hold. This is shown by the following theorem, which addresses the case of an open road.

**Theorem 4.1 (String Stability and Fundamental Diagram for an open road):** Let $g : \mathbb{R} \to \mathbb{R}$ be a locally Lipschitz function and suppose that there exist constants $k > g_{\max} > 0$, $\lambda > a > 0$ for which the following properties hold:

$$0 < g(s) \leq g_{\max}, \quad \text{for all } s > a, \lambda, \tag{24}$$

$$v_{\max} : = \int_{a}^{+\infty} g(l) \, dl < k(\lambda - a), \tag{25}$$

$$g(s) \equiv 0, \quad \text{for all } s \in [a, \lambda]. \tag{26}$$

Let $v^* \in (0, v_{\max})$ be a given constant and define $s^* \in (\lambda, +\infty)$ by means of the equation

$$v^* = G(s^*) \tag{27}$$

where

$$G(s) := \int_{a}^{s} g(l) \, dl, \quad \text{for all } s \in \mathbb{R}. \tag{28}$$

Also define

$$F(s, w, v) = (k - g(s)) G(s) + g(s) w - kv, \quad \text{for all } s, v, w \in \mathbb{R}. \tag{29}$$

Given $v_0 \in (0, v_{\max})$, we define the set $D(v_0) \subset \mathbb{R}^{2n}$ by means of (19). Then, for every initial input $v_0 \in C^1(\mathbb{R}^+) \cap \mathbb{R}^{2n}$ satisfying (20) and for every $(s_1, \ldots, s_n, v_1, \ldots, v_n) \in D(v_0(0))$, the initial-value problem (1), (2) with (29), initial condition $(s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) = (s_1, \ldots, s_n, v_1, \ldots, v_n)$ has a unique solution $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t))$ defined for all $t \geq 0$ that satisfies $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D(v_0(t))$ for all $t \geq 0$. Moreover, the following inequalities hold for all $t \geq 0, i = 1, \ldots, n$ and $q > 0$:

$$\int_{0}^{t} (v_i(\tau) - v^*)^2 \, d\tau \leq (1 + q) \int_{0}^{t} (v_{i-1}(\tau) - v^*)^2 \, d\tau$$
\[ G(s(t_0), v(t_0)) + \frac{1}{2q} (v(t_0) - G(s(t_0)))^2 \],
\[ \int_0^t (G(s(\tau)) - v^*)^2 \, d\tau \leq (1 + 2q) \frac{2gq + k - g_{\text{max}}}{k - g_{\text{max}}} \int_0^t (v_{i-1}(\tau) - v^*)^2 \, d\tau + \frac{2gq + k - g_{\text{max}}}{k - g_{\text{max}}} \times \left( W(s(t_0), v(t_0)) + \frac{1}{2q} (v(t_0) - G(s(t_0)))^2 \right), \]
\[ |v_i(t) - v^*| \leq 2 |v_i(t_0) - v^*| + |G(s(t_0)) - v^*| + \sup_{0 \leq \tau \leq t} \left( |v_{i-1}(\tau) - v^*) \right), \]
\[ \sum_{i=1}^n |v_i(t) - G(s_i(t))| \leq e^{-(k-g_{\text{max}})t} \sum_{i=1}^n |v_i(t_0) - G(s_i(t_0))| \]

where \( W(s, v) := (v - v^*)^2 + 2 \int_s^z (k - g(z)) (G(z) - v^*) \, dz. \)

Due to (24), (25) and (26), the function \( G \), defined by (28), is strictly increasing on \([\lambda, +\infty)\). This feature guarantees that for every \( v^* \in (0, v_{\text{max}}) \), the solution \( s^* > \lambda \) of Equation (27) is unique.

It should be noted that if the adaptive cruise controller has the form (29), where \( g : \mathbb{R} \to \mathbb{R}_+ \) is a locally Lipschitz function that satisfies (24), (25) and (26), then the conditions for the safe operation of the vehicular platoon hold. However, in this case we also have some additional properties shown by estimates (30), (31), (32) and (33). Estimate (30) shows that the \( L_2 \) string stability notion holds; and estimate (32) shows that the \( L_\infty \) string stability notion holds. The point \((s_1, s_2, v_1, v_2, \ldots, v_n) = (s^*, s^*, v^*, \ldots, v^*)\) is the desired equilibrium point for the vehicular platoon. Moreover, estimate (32) guarantees that the vehicular platoon under the cruise controller (29) has a fundamental diagram of the form (10), where \( G \) is defined by (28).

Theorem 4.1 allows the selection of the locally Lipschitz function \( g : \mathbb{R} \to \mathbb{R}_+ \) that satisfies (24), (25) and (26) in order to have an appropriate fundamental diagram for the platoon. By changing \( g : \mathbb{R} \to \mathbb{R}_+ \) we are in a position to change the shape as well as the critical density and the capacity of the fundamental diagram. This feature is illustrated in Section 6, which also includes a systematic and simple design for the function \( g \).

Remark 4.1: (i) Since \( G \) in (28) is strictly increasing, the spacing policy of the nonlinear controller (29) is given by the relation \( s_i = G^{-1}(v_i) \). Compared to the CTH policy (12), the above policy is a nonlinear function of speed, which, in conjunction with controller (29), ensures the string stability and the safety of a platoon of vehicles. Nonlinear spacing policies were also considered in Santhanakrishnan and Rajamani (2003), Sungu et al. (2015), Wang and Rajamani (2004), Yanakiev and Kanellakopoulos (1998) and Zhou and Peng (2005), which, however, do not consider the safety of the platoon and only satisfy a local string stability requirement.

(ii) In Khair and Davidson (2004) and Khair and Davidson (2005), it was shown that a platoon of vehicles with a Constant Spacing policy, see Swaroop and Hedrick (1999), is string stable, by using non-identical controllers that only use the distance from the preceding vehicle, without any speed measurements. String stability can also be ensured by identical Adaptive Cruise Controllers that also use speed measurements from preceding vehicles, see for instance (Besselink & Johansson, 2017; Fancher & Bareket, 1994; Ioannou & Chien, 1993; Lunze, 2019; Sungu et al., 2015; Swaroop et al., 1994). This is the case also with controller (29).

The following theorem guarantees that the same performance requirements with the open road case also hold for the case of a ring road, when the adaptive cruise controller has the form (29), where \( g : \mathbb{R} \to \mathbb{R}_+ \) is a locally Lipschitz function that satisfies (24), (25) and (26).

**Theorem 4.2 (String Stability and Fundamental Diagram for a Ring Road):** Let \( g : \mathbb{R} \to \mathbb{R}_+ \) be a locally Lipschitz function and suppose that there exist constants \( k > g_{\text{max}} > 0, \lambda > a > 0 \) for which (24), (25) and (26) hold. Let \( v^* \in (0, v_{\text{max}}) \) be a given constant and define \( s^* \in (0, +\infty) \) by means of (27). Define the set \( D \subset \mathbb{R}^{2n} \) by means of (22). Then, for every \((s_1, s_2, \ldots, s_n, v_1, v_2, \ldots, v_n) \in D \) with \( \sum_{i=1}^n s_i = L \), the initial-value problem (1), (2) with (29), \( v_0 \equiv v_n \) initial condition \((s_1, s_2, \ldots, s_n, v_1, v_2, \ldots, v_n) \) has a unique solution \((s_1(t), s_2(t), v_1(t), v_2(t), \ldots, v_n(t)) \) defined for all \( t \geq 0 \) that satisfies \((s_1(t), s_2(t), v_1(t), v_2(t), \ldots, v_n(t)) \) defined for all \( t \geq 0 \), \( i = 1, \ldots , n \) and \( q > 0 \), where \( W(s, v) := (v - v^*)^2 + 2 \int_s^z (k - g(z)) (G(z) - v^*) \, dz. \)

**5. Stability**

If the adaptive cruise controller has the form (29), where \( g : \mathbb{R} \to \mathbb{R}_+ \) is a locally Lipschitz function that satisfies (24), (25) and (26) then the equilibrium point \((s^*, s^*, v^*, \ldots, v^*) \in D(v^*) \) for a platoon on an open road is Globally Asymptotically Stable. In other words, the sufficient conditions for string stability and the existence of a fundamental diagram also guarantee global asymptotic stability of the equilibrium point. This is guaranteed by the following theorem.

**Theorem 5.1 (Stability for Open Road):** Let \( g : \mathbb{R} \to \mathbb{R}_+ \) be a locally Lipschitz function for which there exist constants \( k > g_{\text{max}} > 0, \lambda > a > 0 \) such that properties (24), (25) and (26) hold. Consider a platoon of \( n \) vehicles on a open/straight road described by (1), (2) with (29), \( v_0 = v_\ast \in (0, v_{\text{max}}) \) being the constant speed of the leading vehicle, defined on the set \( D(v^*) \), where \( D(v^*) \) is given by (19) with \( v_0 = v_\ast \in (0, v_{\text{max}}) \). Define also \( s^* \in (\lambda, +\infty) \) by means of Equation (27). Then, the equilibrium point \((s^*, s^*, v^*, \ldots, v^*) \in D(v^*) \) is Globally Asymptotically Stable. Moreover, if in addition \( g \) is of class \( C^1 \) in a neighbourhood of \( s^* > \lambda \), then the equilibrium point \((s^*, s^*, v^*, \ldots, v^*) \) is Locally Exponentially Stable.
The proof of Theorem 5.1 follows by defining a suitable family of Lyapunov functions. The main difficulty lies on the fact that the platoon described by (1), (2) with (29) operates on certain open and closed sets and not in a finite-dimensional space. Theorem 5.1 shows that the only additional requirement for local exponential stability is a mild regularity assumption; namely, that $g$ has to be of class $C^1$ in a neighbourhood of $s^* > \lambda$. However, when we study the vehicular platoon in a ring road then additional assumptions have to hold. Define for $n = 2, 3, \ldots$

$$\mu_n = \min \left\{ \sum_{i=1}^{n} (x_i - x_{i-1})^2 : x = (x_1, \ldots, x_n) \in \mathbb{R}^n, \quad x_0 = x_n, |x| = 1, \sum_{i=1}^{n} x_i = 0 \right\}$$

and notice that $\mu_n > 0$ for all $n = 2, 3, \ldots$ and that for every $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ with $\sum_{i=1}^{n} x_i = 0$, it holds that

$$(x_1 - x_n)^2 + \sum_{i=2}^{n} (x_i - x_{i-1})^2 \geq \mu_n |x|^2.$$  

(35)

The following theorem provides sufficient conditions for global exponential stability of the equilibrium point $(s^*, \ldots, s^*, v^*, \ldots, v^*) \in D$ for a vehicular platoon in a ring road.

**Theorem 5.2 (Stability for Ring Road):** Let $g : \mathbb{R} \rightarrow \mathbb{R}_+$ be a locally Lipschitz function for which there exist constants $k > g_{\max} > 0$, $\lambda > a > 0$ such that properties (24), (25) and (26) hold and consider $n$ vehicles along a ring road of length $L > n\lambda$, described by the model (1), (2) and (29) with $v_0 = v_n$ defined on the set

$$\Omega = \bar{D} \cap \left\{ (s_1, \ldots, s_n, v_1, \ldots, v_n) \in \mathbb{R}^{2n} : \sum_{i=1}^{n} s_i = L \right\}.$$  

(36)

where the set $D$ is given by (22). Assume that there exist constants $\rho > 0, M \in (0, \rho \mu_n/a)$ such that

$$|G(s) - \nu^* - \rho_s - \nu^*| \leq M |\nu^* - \nu^*|, \quad \text{for all } s \in [a, L - (n - 1)a]$$  

(37)

where $G$ is defined by (28). Then, the equilibrium point $(s^*, \ldots, s^*, v^*, \ldots, v^*)$ with $s^* = L/n, v^* = G(s^*)$ is Globally Exponentially Stable for system (1), (2) and (29) with $v_0 = v_n$ defined on $\Omega$.

It is clear that for global exponential stability in a ring road we need the additional assumption (37) for the adaptive cruise controller. However, it should be noted that if the adaptive cruise controller has the form (29), where $g : \mathbb{R} \rightarrow \mathbb{R}_+$ is a locally Lipschitz function that satisfies (24), (25), (26) and (37), then the cruise controller satisfies all stability, performance, safety and technical requirements both in an open road and in a ring road.

**Remark 5.1:** The literature on vehicle control emphasises spacing policies and controllers that satisfy the stability and string stability requirements without ensuring the safety of the platoon, see for instance (Besselink & Johansson, 2017; Canudas de Wit & Brogliato, 1999; Fancher & Bareket, 1994; Hao & Barooah, 2013; Ioannou & Chien, 1993; Monteil & Russo, 2017; Peters et al., 2016; Ploeg et al., 2014; Rogge & Aeyels, 2008; Santhanakrishnan & Rajamani, 2003; Seiler et al., 2004; Wang & Rajamani, 2004; Wijnbergen & Besselink, 2020; Yanakiev & Kannellakopoulos, 1998; Zheng et al., 2016; Zhou & Peng, 2005). On the contrary, the adaptive cruise controller (29) simultaneously guarantees the stability, the string stability and the safe operation requirements for platoons operating on an open road or a ring road with specific speed limits.

6. Illustrative examples

In the simulation results below, we compare the three scenarios of the CTH policy presented in Section 2 with the proposed controller (2) with (29) and the function $g$ defined by

$$g(s) = \begin{cases} 0 & s \leq \lambda \\ (s - \lambda) & \lambda < s \leq g_{\max} + \lambda \\ g_{\max} & g_{\max} + \lambda < s \leq \gamma \\ g_{\max} \exp(\gamma - s) & s > \gamma \end{cases}$$  

(38)

with $\gamma, \lambda > 0$ and $k > g_{\max} > 0$. From (38), (10), (28), and (25), we obtain the fundamental diagram shown in Figure 7 for fixed values $\lambda = 30.5m, k = 1.2s^{-1}$ and different values of $\gamma, g_{\max}$, all of which satisfy $v_{\max} = 30.1m/s$ (recall 25). Figure 7 illustrates the macroscopic stability requirement and the freedom of controlling the capacity flow and the critical density via corresponding ACC settings. It should be noticed that $g(\cdot)$ in (38) was selected for its simplicity and can in general be selected such that the emerging fundamental diagram may be any desired curve which satisfies necessary physical and technical requirements (for example, it should satisfy $Q \leq v_{\max} \rho$).

**Scenario 1.** Recall that in this scenario the leading vehicle is moving with constant speed $v_0 = 27m/s, v_{\max} = 30.1m/s$ and $v_{1,0} = 27m/s$ for $i = 1, \ldots, 5$ and $s_{1,0} = 70m, i = 1, \ldots, 5$. Notice that these initial conditions belong to the set $D(v_0)$ defined by (19) with $a = 5m$ for the Safe Operation requirement. Figure 8 shows the speeds of all vehicles using the adaptive cruise controller (2), (29) with (38). Contrary to the CTH policy (12) with (2) and (13) (see Figure 1), the speeds of all vehicle with the nonlinear controller stay within the bounds (0, $v_{\max}$). Figure 9 illustrates the vehicle spacing of the adaptive cruise controller (2), (29) with (38). Both Figures 8 and 9 exhibit exponential convergence of the state to the equilibrium point. Figure 10 shows the accelerations of the vehicles.

**Scenario 2:** We focus now on the second scenario where all vehicles have initially the same speed $v_{1,0} = 13.5m/s$ and the leading vehicle decelerates from the initial speed $v_{0}(0) = 20m/s$ to a speed of 3m/s. Recall that the initial vehicle distances for this scenario are $s_{i,0} = 30m, i = 1, \ldots, 5$, which guarantees that the initial state is in the set $D(v_{0}(0))$ defined by (19) with $a = 5m$. The vehicle distances are shown in Figure 11, where all spacings converge exponentially to their equilibrium values. The speed of all vehicles can be seen in Figure 12. The vehicles decelerate and retain a very slow speed satisfying $v_{i}(t) \in (0, v_{\max}), i = 1, \ldots, 5$ and start accelerating to the desired speed.
Figure 7. Fundamental diagram for the nonlinear adaptive cruise controller (2), with (29) and (38).

Figure 8. The speed of all vehicles for the nonlinear adaptive cruise controller (2), (29) with (38) remain within the road speed limit range.

Figure 9. Vehicle spacing for the nonlinear adaptive cruise controller (2), (29) with (38) for scenario 1.
Figure 10. The acceleration of all vehicles for the nonlinear adaptive cruise controller (2), (29) with (38) for scenario 1.

Figure 11. Vehicle spacing of the nonlinear adaptive cruise controller (2), (29) with (38) for scenario 2.

Figure 12. Speed of vehicles for the nonlinear adaptive cruise controller (2), (29) with (38), following a leader with strong deceleration in scenario 2.
when the distance to the preceding vehicle increases. Figure 13 shows the acceleration of the vehicles. On the contrary, using the CTH policy with the same initial conditions, the speed of the vehicles can become negative (compare with Figure 3). The following values were considered, \( k = 0.5 \, s^{-1}, \lambda = 65.2 \, m, g_{\text{max}} = 0.45 \, s^{-1}, \gamma = 131.1 \, m \).

**Scenario 3**: In this scenario, the leading vehicle has initial speed \( v_0(0) = 3 \, m/s \) on a road with \( v_{\text{max}} = 12.3 \, m/s \). Recall that the initial speed and initial spacing of the \( n = 5 \) vehicles are \( v_{i,0} = 10.5 \, m/s, i = 1, \ldots, 5 \) and \( s_{i,0} = 16.6 \, m, i = 2, \ldots, 5 \), respectively. We select in (38) the following values, \( k = 0.65 \, s^{-1}, \lambda = 24 \, m, g_{\text{max}} = 0.64, \) and \( \gamma = 42.51 \, m \). Notice now that these initial conditions are in the safe operation set \( D(v_0(0)) \) given by (19). Indeed, \( s_{1,0}(0) = 16.6 > a + k^{-1} \max(v_{1,0}(0) - v_0(0)) = 16.5 \, m \) and \( s_{i,0}(0) > 5 \, m \) for \( i = 2, \ldots, 5 \). Under these initial conditions the Safe Operation requirement was not satisfied for the CTH policy (12) with cruise controller (2), (13) as was shown in Figure 5. On the other hand, using the proposed nonlinear adaptive cruise controller (2), (29) with (38), there are no collisions as shown in Figure 14. Figure 15 shows that the speeds of all vehicles remain below the speed limits, verifying the Safe Operation requirement and exponential convergence to the equilibrium point. Finally, Figure 16 shows the accelerations of the vehicles.

**Scenario 4**: To highlight the \( L_p \) string stability for \( p = 2 \) and \( p = \infty \) for the controller (2) with (29), we consider a platoon of \( n = 5 \) vehicles and a leader with initial speeds \( v_i(0) = 25 \, m/s, i = 0, 1, \ldots, 5 \), and initial spacing \( s_i(0) = 66.23 \, m, i = 1, \ldots, 5 \). The platoon is initialised from an equilibrium position with \( s^* = 66.23 \, m, v^* = 25 \, m/s \) and this allows to check the \( L_p \) string stability for \( p = 2 \) and \( p = \infty \). In this scenario, the leader performs a braking manoeuvre with a deceleration of \(-5 \, m/s^2\), and then slowly accelerates back to its original speed \( v_0 = 25 \, m/s \). The speeds of all vehicles, including the leader’s speed, are shown in Figure 17. Figure 18 shows the \( L_2 \) string stability (energy dissipation along the string of vehicles). Finally, Figure 19 illustrates the \( L_\infty \) string stability (the overshoots of the speed deviation along the string of vehicles). Values of \( k = 1 \, s^{-1}, \lambda = 38 \, m, g_{\text{max}} = 0.9, \) and \( \gamma = 72 \, m \) were used.

**Ring-Road Scenario**: Hereafter we consider a scenario of \( n = 4 \) vehicles moving on a ring road. The nonlinear controller in this case is given by (2), with (29) and (38) with \( a = 5 \, m, k = 2 \, s^{-1}, \lambda = 7.1 \, m, \gamma = 19 \, m, g_{\text{max}} = 0.26 \, s^{-1}, \) and the road length equals \( L = 43 \, m \). In this scenario, we obtain
Figure 15. Speed of vehicles for the nonlinear adaptive cruise controller (2), (29) with (38) for scenario 3.

Figure 16. Acceleration of vehicles for the nonlinear adaptive cruise controller (2), (29) with (38) for scenario 3.

Figure 17. Speeds of vehicles for Scenario 4. The leading vehicle decelerates and slowly accelerates back to its original speed.
from (25) that \( v_{\text{max}} = 3.32 \) m/s and the equilibrium point is \( v^* = 0.915 \) m/s, \( t^* = 10.75 \) m. Furthermore, we get from (34) that \( \mu_4 = 2 \), and, by setting \( p = g_{\text{max}} \) and \( M = 0.96g_{\text{max}}/2 \), we also guarantee that condition (37) is fulfilled. The simulation results are depicted in Figures 20 and 21 which show the convergence to the spacing and speed equilibrium, respectively. Finally, Figure 22 shows the acceleration of the vehicles. The initial conditions for this scenario are \( s_{1,0} = 10 \) m, \( s_{2,0} = 11 \) m, \( s_{3,0} = 12 \) m, \( s_{4,0} = 10 \) m and \( v_{1,0} = 0.8 \) m/s, \( v_{2,0} = 1.5 \) m/s, \( v_{3,0} = 1.25 \) m/s, \( v_{4,0} = 0.75 \) m/s.

7. Proofs of main results

The proofs of Theorems 3.1 and 3.2 are similar and are performed by using a barrier function (see also Ames et al., 2017; Wieland & Allgöwer, 2007 for the use of barrier functions in control theory).

**Proof of Theorem 3.1:** Let an (arbitrary) input \( v_0 \in C^1(\mathbb{R}_+) \) that satisfies (20) and an (arbitrary) point \( (s_{1,0}, \ldots, s_{n,0}, v_{1,0}, \ldots, v_{n,0}) \in D(v_0(0)) \) be given. Due to the fact that \( f, g, \kappa : \mathbb{R} \to \mathbb{R} \) are locally Lipschitz functions, the initial-value problem (1), (2) with (21) and initial condition \( (s_{1,0}, \ldots, s_{n,0}, v_{1,0}, \ldots, v_{n,0}) = (s_{1,0}, \ldots, s_{n,0}, v_{1,0}, \ldots, v_{n,0}) \) has a unique solution \( (s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \) defined for \( t \in [0, t_{\text{max}}] \), where \( t_{\text{max}} \in [0, +\infty] \) the maximal existence time of the solution. Moreover, if \( t_{\text{max}} < +\infty \) then \( \limsup_{t \to t_{\text{max}}} \|s(t) - s_0\| \) exists for all \( t \in [0, t_{\text{max}}] \).

If \( (s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D(v_0(t)) \) for all \( t \in [0, t_{\text{max}}] \) then there is nothing to be proved, since (1), (2), (21) and (19) imply the differential inequalities \( s_i(t) \leq v_{\text{max}} \) for all \( t \in [0, t_{\text{max}}] \), \( i = 1, \ldots, n \). Therefore, we obtain \( s_i(t) \leq s_i(0) + tv_{\text{max}} \) for all \( t \in [0, t_{\text{max}}] \), \( i = 1, \ldots, n \), and since \( (s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D(v_0(t)) \), we conclude (by virtue of (19)) that \( (s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \) is bounded on \([0, t_{\text{max}}]\). This implies \( t_{\text{max}} = +\infty \).

We show next by contradiction that \( (s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D(v_0(t)) \) for all \( t \in [0, t_{\text{max}}] \). Therefore, we next assume that there exists \( t \in [0, t_{\text{max}}] \) such that \( (s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D(v_0(t)) \). By virtue of continuity of \( v_0 : \mathbb{R}_+ \to [0, v_{\text{max}}] \) and the fact that \( (s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) \in D(v_0(0)) \), there exists a neighbourhood of 0 such that \( (s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D(v_0(t)) \) for all \( t \in [0, t_{\text{max}}] \) in this neighbourhood (recall (19)). Consequently, if we define

\[
T := \inf \{ t \in [0, t_{\text{max}}] : (s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \not\in D(v_0(t)) \}
\] (39)
Figure 20. Speed of vehicles on a ring road for cruise controller (2), (29) with (38).

Figure 21. Speed of vehicles on a ring road for cruise controller (2), (29) with (38).

Figure 22. Acceleration of the vehicles on a ring road for cruise controller (2), (29) with (38).
it follows that $T \in (0, t_{\max})$. Notice that the case $(s_1(T), \ldots, s_n(T), v_1(T), \ldots, v_n(T)) \in D(v_0(T))$ is excluded (since there would be a neighbourhood of $T$ with $(s_1(T), \ldots, s_n(T), v_1(T), \ldots, v_n(T)) \in D(v_0(T))$ for all $t \in [0, t_{\max}]$ in this neighbourhood and that contradicts definition (39)). Notice also that definition (39) implies that

$$
(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D(v_0(t)),
$$

for all $t \in [0, T)$

(40)

and since $(s_1(T), \ldots, s_n(T), v_1(T), \ldots, v_n(T)) \notin D(v_0(T))$, we conclude from (19) that

$$
\prod_{i=1}^{n} (v_i(T) (v_{\max} - v_i(T)))
\times (s_i(T) - a) (s_i(T) - a - k^{-1} (v_i(T) - v_{i-1}(T))) = 0.
$$

(41)

Next, define the function $\Phi : [0, T) \rightarrow \mathbb{R}$ by means of the formula:

$$
\Phi(t) = \sum_{i=1}^{n} \left( \frac{1}{s_i(t) - a} + \frac{1}{v_i(t) + \frac{1}{v_{\max} - v_i(t)}} \right)
$$

(42)

Notice that (41) and definition (42) imply that $\lim_{t \rightarrow T^-} (\Phi(t)) = +\infty$. Using (1), (2), (21) and definition (42) we obtain for $t \in [0, T)$:

$$
\dot{\Phi}(t) = \sum_{i=1}^{n} \left( \frac{v_i(t) - v_{i-1}(t)}{(s_i(t) - a)^2}
+ \frac{v_i(t) - v_{i-1}(t) + k^{-1} (v_i(t) - v_{i-1}(t))}{(s_i(t) - a - k^{-1} (v_i(t) - v_{i-1}(t)))^2}
- \frac{\dot{v}_i(t)}{v_i(t)} + \frac{\dot{v}_i(t)}{v_{\max} - v_i(t)^2} \right).
$$

(43)

Using (1), (2), (21), (19), (16), (17) and (20), and the fact that $f, g, \kappa : \mathbb{R} \rightarrow \mathbb{R}$ are non-negative functions, we obtain the following inequalities:

$$
-k v_i(t) \leq \dot{v}_i(t) \leq k (v_{\max} - v_i(t))
$$

(44)

for all $t \in [0, T)$, $i = 1, \ldots, n$.

Moreover, (40) and definition (19) imply that:

$$
v_i(t) - v_{i-1}(t) < k (s_i(t) - a), \quad \text{for all } t \in [0, T), i = 1, \ldots, n,
$$

(45)

By virtue of (17) there exists $r > 0$ so that $v_{\max} = k(\lambda - a - r)$. Using (20) and (44), we get for all $t \in [0, T)$, $i = 1, \ldots, n$:

$$
v_i(t) - v_{i-1}(t) + k^{-1} (v_i(t) - v_{i-1}(t)) \leq v_{\max}.
$$

(46)

Consequently, if $s_i(t) - a - k^{-1} (v_i(t) - v_{i-1}(t)) \geq r$ for certain $i = 1, \ldots, n$ then we get from (46) the inequality

$$
\frac{v_i(t) - v_{i-1}(t) + k^{-1} (v_i(t) - v_{i-1}(t))}{(s_i(t) - a - k^{-1} (v_i(t) - v_{i-1}(t)))^2} \leq \frac{v_{\max}}{r^2}.
$$

On the other hand, if $s_i(t) - a - k^{-1} (v_i(t) - v_{i-1}(t)) < r$ then $s_i(t) < a + r + k^{-1} (v_i(t) - v_{i-1}(t))$, which combined with (40), (19) and (20) and the fact that $v_{\max} = k(\lambda - a - r) = s(t) < a + r + k^{-1} v_{\max} = \lambda$. Therefore, in this case, we get from (44), (1), (2), (21), (18) and (20): $v_i(t) - v_{i-1}(t) + k^{-1} (v_i(t) - v_{i-1}(t)) \leq v_i(t) + k^{-1} v_i(t) = k^{-1} f_i(s_i(t)) + k^{-1} g_i(s_i(t)) v_{i-1}(t)$.

Consequently, in any case, we obtain for all $t \in [0, T)$, $i = 1, \ldots, n$,

$$
\frac{v_i(t) - v_{i-1}(t) + k^{-1} (v_i(t) - v_{i-1}(t))}{(s_i(t) - a - k^{-1} (v_i(t) - v_{i-1}(t)))^2} \leq \frac{v_{\max}}{r^2}.
$$

(47)

Therefore, we obtain from (42), (43), (44), (45) and (47) for all $t \in [0, T)$:

$$
\dot{\Phi}(t) \leq k \sum_{i=1}^{n} \left( \frac{1}{s_i(t) - a} + \frac{1}{v_i(t) + \frac{1}{v_{\max} - v_i(t)}} \right) + n \frac{v_{\max}}{r^2}.
$$

(48)

The differential inequality (48) implies that

$$
\Phi(t) \leq \exp(kt) \Phi(0) + n \frac{v_{\max}}{kr^2} (\exp(kt) - 1),
$$

for all $t \in [0, T)$.

Estimate (49) contradicts the implication $\lim_{t \rightarrow T^-} (\Phi(t)) = +\infty$. The proof is complete.

**Proof of Theorem 3.2:** Let an (arbitrary) point $(s_1, \ldots, s_n, v_1, \ldots, v_n, 0) \in D$ with $\sum_{i=1}^{n} s_i = L$ be given. Due to the fact that $f, g, \kappa : \mathbb{R} \rightarrow \mathbb{R}$ are convex Lipschitz functions, the initial-value problem (1), (2) with (21), $v_0 \equiv v_0$ and initial condition $(s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) = (s_1, \ldots, s_n, v_1, \ldots, v_n, 0)$ has a unique solution $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t))$ defined for $t \in [0, t_{\max})$, where $t_{\max} \in (0, +\infty]$ is the maximal existence time of the solution. Moreover, if $t_{\max} \leq +\infty$ then $\lim_{t \rightarrow t_{\max}} \left( |(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t))| \right) = +\infty$. The solution also satisfies $\sum_{i=1}^{n} s_i(t) = L$ for $t \in [0, t_{\max})$.

If $(s_1, \ldots, s_n, v_1, \ldots, v_n) \in D$ for all $t \in [0, t_{\max})$ then there is nothing to be proved, since (22) and the fact that $\sum_{i=1}^{n} s_i(t) = L$ imply that $(s_1, \ldots, s_n, v_1, \ldots, v_n)$ is bounded on $[0, t_{\max})$. This implies $t_{\max} = +\infty$.

We show next by contradiction that $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D$ for all $t \in [0, t_{\max})$. Therefore, we next assume that there exists $t \in [0, t_{\max})$ such that $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \notin D$. By virtue of the fact that $(s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) \in D$, there exists a neighborhood of $0$ such that $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D$ for all $t \in [0, t_{\max})$ in this neighborhood (recall (22)). Consequently, if we define

$$
T := \inf \{ t \in [0, t_{\max}) : (s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \notin D \},
$$

(50)

it follows that $T \in (0, t_{\max})$. Notice that the case $(s_1(T), \ldots, s_n(T), v_1(T), \ldots, v_n(T)) \in D$ is excluded (since there would be a neighbourhood of $T$ with $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D$ for all $t \in [0, t_{\max})$ in this neighbourhood and that contradicts definition (50)). Notice also that definition (50) implies that

$$
(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \in D \quad \text{for all } t \in [0, T),
$$

(51)

and since $(s_1(T), \ldots, s_n(T), v_1(T), \ldots, v_n(T)) \notin D$, we conclude from (22) that (41) holds. Next, define the function $\Phi : [0, T) \rightarrow \mathbb{R}$ by means of the formula (42). Notice
that (41) and definition (42) imply that $\lim_{t \to T^-} (\Phi(t)) = +\infty$.

Using (1), (2), (21) and definition (42) we obtain (43) for $t \in [0, T]$.

Using (1), (2), (21), (22), (16) and (17), and the fact that $f, g, k : \mathbb{R} \to \mathbb{R}^+$ are non-negative functions, we obtain inequalities (44). Moreover, (51) and definition (22) imply inequality (45). By virtue of (17) there exists $r > 0$ so that $v_{\max} = k(\lambda - a - r)$. Using (44) and the fact that $v_0 \equiv v_n$, we get (46) for all $t \in [0, T]$, $i = 1, \ldots, n$. Consequently, if $s_i(t) - a - k^{-1}(v_i(t) - v_{i-1}(t)) > r$ for certain $i = 1, \ldots, n$ then we get from (46) the inequality $v_i(t) - v_{i-1}(t) + k^{-1} v_{\max} > 0$. On the other hand, if $s_i(t) - a - k^{-1}(v_i(t) - v_{i-1}(t)) < r$ then $s_i(t) < a + r + k^{-1} v_{\max} - r$. Therefore, in this case, we get from (44) and (1), (2), (21), (18): $v_i(t) - v_{i-1}(t) + k^{-1} (v_i(t) - v_{i-1}(t)) \leq v_i(t) + k^{-1} v_{\max} = k^{-1} (s_i(t)) + k^{-1} g(s_i(t) - v_{i-1}(t)) = 0$. Consequently, in any case, we obtain (47) for all $t \in [0, T]$, $i = 1, \ldots, n$. Therefore, we obtain (48) from (42), (43), (44), (45) and (47) for all $t \in [0, T]$. The differential inequality (48) implies estimate (49). Estimate (49) contradicts the implication $\lim_{t \to T^-} (\Phi(t)) = +\infty$. The proof is complete. 

The proofs of Theorems 4.1 and 4.2 are exactly the same. They are provided next.

**Proof of Theorems 4.1 and 4.2:** Let an (arbitrary) input $v_0 \in C^1(\mathbb{R}^+)$ that satisfies (20) and an (arbitrary) point $(s_1, \ldots, s_n, v_{1,0}, \ldots, v_{n,0}) \in D(v_0(0))$ be given. The fact that the initial-value problem (1), (2) with (29), initial condition $(s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)) = (s_1, \ldots, s_n, v_{1,0}, \ldots, v_{n,0})$ has a unique solution $(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t))$ defined for all $t \geq 0$ that satisfies $(s_i(t), s_{i-1}(t), v_i(t), v_{i-1}(t)) \in D(v_0(t))$ for all $t \geq 0$, is a direct consequence of Theorem 3.1, properties (24), (25), (26), definition (28) and the fact that properties (16), (17) and (18) hold for the functions $f(s) = (k \cdot g(s)) G(s), k(s) \equiv k$. We define the following non-negative functions for $i = 1, \ldots, n$

$$V_i(s_i, v_i) = \frac{1}{2} (v_i - v^*)^2 + \frac{1}{4q} (v_i - G(s_i))^2 + \int_{s_i}^{v_i} (k - g(z)) (G(z) - v^*) \, dz \quad (52)$$

where $q > 0$ is an arbitrary constant. By taking into account (24), (1), (2) and (29), and by using the inequalities

$$2 (v_i - v^*) (v_{i-1} - v^*) \leq (v_i - v^*)^2 + (v_{i-1} - v^*)^2,$$

$$|v_i - G(s_i)| |v_{i-1} - v^*| \leq \frac{(v_i - G(s_i))^2}{2q} + q (v_{i-1} - v^*)^2,$$

we obtain for all $q > 0$, $i = 1, \ldots, n$

$$V_i \leq -\frac{k}{2} (v_i - v^*)^2 - \frac{1}{2q} (k - g(s_i)) (v_i - G(s_i))^2 + \frac{k}{2} (v_i - v^*)^2 + \frac{q}{2} (v_{i-1} - v^*)^2 \quad (53)$$

Estimate (53) gives the following estimate for all $q > 0$, $i = 1, \ldots, n$

$$V_i \leq -\frac{k}{2} (v_i - v^*)^2 + \frac{1}{2} (1 + q) k (v_{i-1} - v^*)^2,$$

which after integration implies that for all $t \geq 0$, $q > 0$, $i = 1, \ldots, n$:

$$\int_0^t (v_i(t) - v^*)^2 \, dt + \frac{2}{k} V_i(t) \leq \frac{2}{k} V_i(0) \left(1 + q\right) \int_0^t (v_{i-1}(t) - v^*)^2 \, dt. \quad (54)$$

Estimate (30) is a direct consequence of (54) and definition (52). Next we use again (24), (1), (2), (29) and (52) and the inequalities

$$2 (v_i - v^*) (v_{i-1} - v^*) \leq (v_i - v^*)^2 + (v_{i-1} - v^*)^2$$

$$|v_i - G(s_i)| |v_{i-1} - v^*| \leq \frac{1}{4q} (v_i - G(s_i))^2 + q (v_{i-1} - v^*)^2,$$

$$|G(s_i) - v^*| |v_{i-1} - v^*| \leq \frac{\epsilon}{2} (G(s_i) - v^*)^2 + \frac{1}{2\epsilon} (v_i - v^*)^2,$$

for all $\epsilon > 0$

to get the following estimate for all $\epsilon > 0$:

$$2V_i \leq -\frac{k}{2} (v_i - v^*)^2 - \frac{1}{2q} (k - g_{\max}) (v_i - G(s_i))^2 + \frac{1}{2q} (k - g_{\max}) (v_i - v^*)^2 + \frac{1}{2} (k - g_{\max}) (v_{i-1} - v^*)^2 + \frac{1}{2q} (k - g_{\max}) (v_{i-1} - v^*)^2 + \frac{1}{2} (1 + 2q) (v_{i-1} - v^*)^2 \quad (55)$$

Setting $\epsilon = \frac{k - g_{\max}}{\sqrt{2qk + k - g_{\max}}}$, it follows from (55) that

$$V_i \leq -\frac{k (k - g_{\max})}{4qk + 2 (k - g_{\max})} (G(s_i) - v^*)^2 + \frac{k}{2} \left(1 + 2q\right) (v_{i-1} - v^*)^2 \quad (56)$$

Inequality (56) and the fact that $V_i(t) \geq 0$ (recall (52)) imply that the following estimate holds for all $t \geq 0$:

$$\int_0^t (G(s_i(t)) - v^*)^2 \, dt \leq \frac{2}{k} \left(1 + 2q\right) \frac{k - g_{\max}}{k - g_{\max}} V_i(0) + \frac{1}{2} \left(1 + 2q\right) (v_{i-1}(t) - v^*)^2 \quad (57)$$

Estimate (30) is a consequence of (57) and definition (52).
We next define for $i = 1, \ldots, n$:

$$w_i := v_i - G(s_i)$$

Due to (1), (2), (29) and (58) we have for all $t \geq 0$, $i = 1, \ldots, n$:

$$\dot{w}_i = -(k - g(s_i))w_i$$

The solution of (59) is given by the formula

$$w_i(t) = w_i(0) \exp\left(-kt + \int_0^t g(s_i(\tau)) \, d\tau\right)$$

for all $t \geq 0$, $i = 1, \ldots, n$.

Estimate (33) is a direct consequence of (24), (60) and definition (58).

Next, notice next that due to (1), (2), (29) and definition (59), we have for all $t \geq 0$, $i = 1, \ldots, n$:

$$\dot{v}_i = -(k - g(s_i))w_i + g(s_i)(v_{i-1} - v^*) - g(s_i)(v_i - v^*)$$

It follows from (60) and (61) that

$$v_i(t) - v^* = (v_i(0) - v^*) \exp\left(-\int_0^t g(s_i(\tau)) \, d\tau\right)$$

$$+ \int_0^t g(s_i(l)) \exp\left(-\int_l^t g(s_i(\tau)) \, d\tau\right) (v_{i-1}(l) - v^*) \, dl$$

$$- w_i(0) \exp\left(-\int_0^t g(s_i(\tau)) \, d\tau\right)$$

$$\times \int_0^t (k - g(s_i(l))) \exp(-kl) \, dl$$

Finally, using (58) and (62), the triangle inequality and the fact that $g$ is a non-negative function, we obtain

$$|v_i(t) - v^*|$$

$$\leq |v_i(0) - v^*| + k |w_i(0)| \int_0^t \exp(-kl) \, dl$$

$$+ \int_0^t g(s_i(l)) \exp\left(-\int_l^t g(s_i(\tau)) \, d\tau\right) (v_{i-1}(l) - v^*) \, dl$$

$$\times \sup_{0 \leq l \leq t} (|v_{i-1}(l) - v^*)|$$

$$\leq |v_i(0) - v^*| + |w_i(0)| + \exp\left(-\int_0^t g(s_i(\tau)) \, d\tau\right)$$

$$\times \int_0^t \frac{d}{dl} \left(\exp\left(\int_0^t g(s_i(\tau)) \, d\tau\right)\right) \, dl$$

$$\times \sup_{0 \leq l \leq t} (|v_{i-1}(l) - v^*)|$$

$$\leq 2|v_i(0) - v^*| + |G(s_i(0)) - v^*| + \sup_{0 \leq l \leq t} (|v_{i-1}(l) - v^*)|$$

Estimate (32) is a direct consequence of estimate (63). The proof is complete.

Next we provide the proof of Theorem 5.1. The proof of Theorem 5.1 is performed by constructing a Lyapunov function for system (1), (2) and (29) with $v_0 = v^*$.

**Proof of Theorem 5.1:** By virtue of Theorem 4.1, the set $D(v^*) \subset \mathbb{R}^{2n}$ is positively invariant for system (1), (2) and (29) with $v_0 = v^*$. Therefore, Proposition 1.4.5 on page 20 in Alongi and Nelson (2007) guarantees that the set $D(v^*) \subset \mathbb{R}^{2n}$ is positively invariant for system (1), (2) and (29) with $v_0 = v^*$.

We next show that the equilibrium point $(s^*, \ldots, s^*, v^*, \ldots, v^*) \in D(v^*)$ for system (1), (2) and (29) with $v_0 = v^*$ defined on $D(v^*)$ is Globally Asymptotically Stable. For arbitrary constant $c > 0$, we define the family of functions

$$V_i(s_i, v_i) = \frac{1}{2} (v_i - v^*)^2 + \frac{c}{2} (v_i - G(s_i))^2$$

$$+ \int_{s_i}^{v_i} (k - g(z)) (G(z) - v^*) \, dz, i = 1, \ldots, n$$

Using definition (64), the fact that $g$ is non-negative and the inequalities

$$|v_i - G(s_i)| |v_i - v^*| \leq \frac{c}{2} (v_i - G(s_i))^2 + \frac{1}{2c} (v_i - v^*)^2$$

$$2 (v_i - v^*) (v_i - v^*) \leq (v_i - v^*)^2 + (v_i - v^*)^2$$

we obtain for $i = 1, \ldots, n$:

$$\dot{V}_i = -(k - g(s_i)) (v_i - G(s_i))^2$$

$$- (k - g(s_i))(v_i - G(s_i)) (v_i - v^*)$$

$$+ k (v_i - v^*) (v_i - v^*)$$

and consequently

$$\dot{V}_i \leq -\frac{k}{2} (v_i - v^*)^2 - \frac{c}{2} (k - g(s_i)) (v_i - G(s_i))^2$$

$$+ \frac{k}{2} \left(\frac{1}{c} + 1\right) (v_i - v^*)^2$$

Define the coefficients $Q_i \geq 1$ for $i = 1, \ldots, n$ by means of the equations:

$$Q_i = 1 + Q_{i+1} \left(\frac{1}{c} + 1\right)$$

for $i = 1, \ldots, n - 1$ and $Q_n = 1$.

Moreover, define the Lyapunov function:

$$V(s_1, \ldots, s_n, v_1, \ldots, v_n) = \sum_{i=1}^n Q_i V_i(s_i, v_i)$$

Due to (24), (65), (66) and (67) and the fact that $v_0 = v^*$, we get:

$$\dot{V} \leq -\frac{k}{2} \sum_{i=1}^n (v_i - v^*)^2 - \frac{c}{2} (k - g_{\max}) \sum_{i=1}^n Q_i (v_i - G(s_i))^2$$

Notice that due to the fact that the function $G$ defined by (28) is strictly increasing on $[x_0, +\infty)$, we can conclude that the right hand side of (68) is negative for all $(s_1, \ldots, s_n, v_1, \ldots, v_n) \in D(v^*)$ with $(s_1, \ldots, s_n, v_1, \ldots, v_n) \neq (s^*, \ldots, s^*, v^*, \ldots, v^*)$. 


Again, due to the fact that the function $G$ defined by (28) is strictly increasing on $[\lambda, +\infty)$, definitions (64), (67) and Equation (27) guarantee that $V$ is positive for all $(s_1, \ldots, s_n, v_1, \ldots, v_n) \in D(v^n)$ with $(s_1, \ldots, s_n, v_1, \ldots, v_n) \neq (s^*, \ldots, s^*, v^*, \ldots, v^*)$. Therefore, Theorem 2.13 on page 73 in Bhatia and Szegö (1970) shows that it suffices to show that the function $V$ defined by (67) is uniformly bounded (see Definition 2.8 on page 70 in Bhatia & Szegö, 1970). In other words, it suffices to show that for every $M > 0$ the sublevel set $(s_1, \ldots, s_n, v_1, \ldots, v_n) \in D(v^n): V(s_1, \ldots, s_n, v_1, \ldots, v_n) \leq M$ is bounded. The fact that the function $G$ defined by (28) is strictly increasing on $[\lambda, +\infty)$ with $G(s) \equiv 0$ for $s < \lambda$ in conjunction with (24) implies that

$$\int_{s^*}^{s} (k-g(z)) (G(z) - v^*) \, dz \geq (k-g_{\text{max}}) \int_{s^*}^{s} (G(z) - v^*) \, dz \geq (k-g_{\text{max}}) \int_{s^*+1}^{s} (G(z) - v^*) \, dz \geq (k-g_{\text{max}}) (G(s^* + 1) - v^*) (s - s^* - 1)$$

for all $s \geq s^* + 1$. Consequently, inequality $V(s_1, \ldots, s_n, v_1, \ldots, v_n) \leq M$ in conjunction with the fact that $Q_i \geq 1$ for $i = 1, \ldots, n$, implies that $s_i \leq s^* + 1 + \frac{M}{(k-g_{\text{max}})(G(s^*+1)-v^*)}$ for $i = 1, \ldots, n$. Thus, it follows that the sublevel set $(s_1, \ldots, s_n, v_1, \ldots, v_n) \in D(v^n): V(s_1, \ldots, s_n, v_1, \ldots, v_n) \leq M$ is bounded for every $M > 0$.

Next we assume that $g$ is of class $C^1$ in a neighbourhood of $s^* > \lambda$. It follows that there is a neighbourhood of the equilibrium point $(s^*, \ldots, s^*, v^*, \ldots, v^*)$ for which the right hand side of system (1), (2) and (29) with $v_0 = v^*$ is continuously differentiable. Therefore, by virtue of Theorem 3.7 on page 127 in Khalil (2002) in order to show that the equilibrium point $(s^*, \ldots, s^*, v^*, \ldots, v^*)$ it suffices to show that the Jacobian matrix at $(s^*, \ldots, s^*, v^*, \ldots, v^*)$ is a Hurwitz matrix. The Jacobian matrix at $(s^*, \ldots, s^*, v^*, \ldots, v^*)$ has the following lower diagonal block structure

$$\begin{pmatrix}
B & 0 & \cdots & 0 \\
* & B & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
* & * & \cdots & B
\end{pmatrix}$$

where

$$B = \begin{pmatrix} 0 & & & \\
& (k-g(s^*))g(s^*) & & -1 \\
& & & -k \\
& & & -k
\end{pmatrix}$$

Therefore, the Jacobian matrix at $(s^*, \ldots, s^*, v^*, \ldots, v^*)$ has two eigenvalues $\lambda_1 = -g(s^*)$ and $\lambda_2 = -(k-g(s^*))$, each one with algebraic multiplicity $n$. Both eigenvalues are negative and consequently, the Jacobian matrix at $(s^*, \ldots, s^*, v^*, \ldots, v^*)$ is a Hurwitz matrix. The proof is complete. 

**Proof of Theorem 5.2:** By virtue of Theorem 4.2, the set $\tilde{D} = D \cap \{ (s_1, \ldots, s_n, v_1, \ldots, v_n) \in \mathbb{R}^{2n} : \sum_{i=1}^{n} s_i = L \}$ is positively invariant for system (1), (2) and (29) with $v_0 = v_n$. Therefore, Proposition 1.4.5 on page 20 in Alongi and Nelson (2007) guarantees that the set $\Omega \subset \mathbb{R}^{2n}$ defined by (36), is positively invariant for system (1), (2) and (29) with $v_0 = v_n$.

Notice that since $s^* = L/n$, we have that $\sum_{i=1}^{n} (s_i - s^*) = 0$ and by using condition (35) with $x_i = s_i - s^*, i = 1, \ldots, n$ it holds that

$$\sum_{i=1}^{n} (s_i - s_n) - \frac{n}{2} (\sum_{i=1}^{n} s_i - s_n)^2 \geq \mu_n \sum_{i=1}^{n} (s_i - s^*)^2 \geq \mu_n$$

with $\mu_n > 0$ as defined in (34). Next, consider a constant $c > 0$ so that

$$\frac{1}{2} \mu_n > 2M + \frac{2}{c(k-g_{\text{max}})}$$

which is feasible since $M$ satisfies the strict inequality $M < \frac{\mu_n}{4}$. Define the Lyapunov function

$$V(s_1, \ldots, s_n, v_1, \ldots, v_n)$$

$$= \frac{1}{2} \sum_{i=1}^{n} (s_i - s^*)^2 + \frac{c}{2} \sum_{i=1}^{n} (v_i - G(s_i))^2$$

with $s_0 = s_n$. Using (71), (1), (2) and (29) with $v_0 = v_n$, the time-derivative of $V$ can be calculated as follows:

$$\dot{V} = \sum_{i=1}^{n} (s_i - s^*) (v_{i-1} - v_i) - \frac{c}{2} \sum_{i=1}^{n} (k-g(s_i)) (v_i - G(s_i))^2$$

$$= \sum_{i=1}^{n} (s_i - s^*) [(G(s_{i-1}) - G(s_i)) + (v_{i-1} - G(s_{i-1}))]$$

$$- \sum_{i=1}^{n} (s_i - s^*) (v_i - G(s_i))$$

$$- c \sum_{i=1}^{n} (k-g(s_i)) (v_i - G(s_i))^2$$

(72)

Notice that since $(s_1, \ldots, s_n, v_1, \ldots, v_n) \in \Omega$ it follows from (36) and (22) that $s_i \in [a, L - (n - 1)\alpha]$ for $i = 1, \ldots, n$. Using (24), the fact that $v_0 = v_n$ and completing the squares in (72), we get

$$\dot{V} \leq \sum_{i=1}^{n} (s_i - s^*) (G(s_{i-1}) - G(s_i))$$

$$+ \frac{2}{c(k-g_{\text{max}})} \sum_{i=1}^{n} (s_i - s^*)^2$$

$$+ \frac{c(k-g_{\text{max}})}{4} \sum_{i=1}^{n} (v_i - G(s_i))^2$$

$$+ \frac{c(k-g_{\text{max}})}{4} \sum_{i=1}^{n} (v_i - G(s_i))^2$$

$$- c \sum_{i=1}^{n} (k-g(s_i)) (v_i - G(s_i))^2$$

$$\leq \sum_{i=1}^{n} (s_i - s^*) (G(s_{i-1}) - G(s_i))$$
By adding and subtracting terms in (73) we obtain the following inequality:

\[
\dot{V} \leq p \sum_{i=1}^{n} (s_i - s^*) (s_{i-1} - s_i) + \sum_{i=1}^{n} (s_i - s^*) (G(s_{i-1}) - G(s_i)) - p(s_{i-1} - s^*) - G(s_i) + p(s_i - s^*) + \frac{2}{c(k - g_{\max})} \sum_{i=1}^{n} (s_i - s^*)^2 - \frac{c(k - g_{\max})}{2} \sum_{i=1}^{n} (v_i - G(s_i))^2
\]  

(74)

Notice next that by using the facts that \(\sum_{i=1}^{n} s_i = L\) and \(s_0 = s_n\), we get

\[
\sum_{i=1}^{n} (s_i - s^*) (s_{i-1} - s_i) = \sum_{i=1}^{n} s_i (s_{i-1} - s_i) - s^* \sum_{i=1}^{n} s_{i-1} + s^* \sum_{i=1}^{n} s_i = n s_1 (s_{i-1} - s_i) - s^*L + s^*L = - \sum_{i=1}^{n} (s_i - s_{i-1})
\]

\[
= - \sum_{i=1}^{n} (s_i - s_{i-1})^2 - \sum_{i=1}^{n} s_{i-1} (s_i - s_{i-1}) = - \frac{1}{2} \sum_{i=1}^{n} (s_i - s_{i-1})^2 - \frac{1}{2} \sum_{i=1}^{n} s_{i-1} (s_i - s_{i-1}) - \frac{1}{2} \sum_{i=1}^{n} (s_i - s_{i-1}) = - \frac{1}{2} \sum_{i=1}^{n} s_i^2 - \frac{1}{2} \sum_{i=1}^{n} s_{i-1}^2 + \sum_{i=1}^{n} s_{i-1} s_i = - \frac{1}{2} \sum_{i=1}^{n} (s_i - s_{i-1})^2
\]

(75)

Hence, it follows from (74) and (75) that

\[
\dot{V} \leq - \frac{p}{2} \sum_{i=1}^{n} (s_i - s_{i-1})^2 + \sum_{i=1}^{n} (s_i - s^*) (G(s_{i-1}) - G(s_i)) - p(s_{i-1} - s^*) - G(s_i) + p(s_i - s^*) + \frac{2}{c(k - g_{\max})} \sum_{i=1}^{n} (s_i - s^*)^2 - \frac{c(k - g_{\max})}{2} \sum_{i=1}^{n} (v_i - G(s_i))^2
\]  

\[= - \frac{p}{2} \mu_n \sum_{i=1}^{n} (s_i - s^*)^2 + \sum_{i=1}^{n} |s_i - s^*| |G(s_{i-1}) - v^* - p(s_{i-1} - s^*)| + \sum_{i=1}^{n} |s_i - s^*| |G(s_i) - v^* - p(s_i - s^*)| + \frac{2}{c(k - g_{\max})} \sum_{i=1}^{n} (s_i - s^*)^2 - \frac{c(k - g_{\max})}{2} \sum_{i=1}^{n} (v_i - G(s_i))^2
\]  

\[\leq - \left( \frac{p}{2} \mu_n - M - \frac{2}{c(k - g_{\max})} \right) \sum_{i=1}^{n} (s_i - s^*)^2 + M \sum_{i=1}^{n} |s_i - s^*| |s_{i-1} - s^*| - \frac{c(k - g_{\max})}{2} \sum_{i=1}^{n} (v_i - G(s_i))^2
\]

\[\leq - \left( \frac{p}{2} \mu_n - 2M - \frac{2}{c(k - g_{\max})} \right) \sum_{i=1}^{n} (s_i - s^*)^2 + \frac{c(k - g_{\max})}{2} \sum_{i=1}^{n} (v_i - G(s_i))^2
\]  

(78)

By virtue of (78), (70) and (71), there exists a constant \(\varphi > 0\) such that

\[
\dot{V} \leq - 2\varphi V
\]  

(79)

On the other hand, inequality (24) and definitions (27), (28) imply the inequality \(|G(s) - v^*) \leq g_{\max}|s - s^*|\) for all \(s \geq a\). Consequently, we get from definition (71) that

\[
V(s_1, \ldots, s_n, v_1, \ldots, v_n) \leq \left( \frac{1}{2} + c + c g_{\max}^2 \right) x (|s_1 - s^*|, \ldots, |s_n - s^*|, |v_1 - v^*|, \ldots, |v_n - v^*|)^2
\]  

(80)

Let an (arbitrary) point \((s_1, \ldots, s_n, v_1, \ldots, v_n) \in \Omega\) be given. Since the set \(\Omega \subset \mathbb{R}^{2n}\) defined by (36), is positively
invariant for system (1), (2) and (29) with \( v_0 = v_n \), it follows that the initial-value problem (1), (2) and (29) with \( v_0 = v_n \), initial condition \( (s_1(0), \ldots, s_n(0), v_1(t), \ldots, v_n(t)) = (s_{1,0}, \ldots, s_{n,0}, v_{1,0}, \ldots, v_{n,0}) \) has a unique solution \( (s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \) defined for all \( t \geq 0 \) that satisfies \( (s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \) \in \Omega \) for all \( t \geq 0 \). By integrating (79), we obtain for all \( t \geq 0 \):

\[
V(s_1(t), \ldots, s_n(t), v_1(t), \ldots, v_n(t)) \leq \exp(-2\varphi t) V(s_1(0), \ldots, s_n(0), v_1(0), \ldots, v_n(0)). \tag{81}
\]

Inequality (81) in conjunction with inequality (80) and definition (71) gives the following estimate for all \( t \geq 0 \):

\[
\sum_{i=1}^{n} (s_i(t) - s^*)^2 + c \sum_{i=1}^{n} (v_i(t) - G(s_i(t)))^2 \leq \exp(-2\varphi t) \left(1 + 2c + 2g_{\text{max}}^2\right) \times \left| (s_1(0) - s^*, \ldots, s_n(0) - s^*)^t, v_1(t) - v^*, \ldots, v_n(t) - v^* \right|^2 \tag{82}
\]

Using the inequality \( |G(s) - v^*| \leq g_{\text{max}}|s - s^*| \) for all \( s \geq a \), we obtain from (82) for all \( t \geq 0 \):

\[
\left| (s_1(t) - s^*, \ldots, s_n(t) - s^*, v_1(t) - v^*, \ldots, v_n(t) - v^*) \right|^2 \leq \sum_{i=1}^{n} (s_i(t) - s^*)^2 + 2 \sum_{i=1}^{n} (v_i(t) - G(s_i(t)))^2 + 2 \sum_{i=1}^{n} (v^* - G(s_i(t)))^2 \leq 2 \sum_{i=1}^{n} (v_i(t) - G(s_i(t)))^2 + (1 + 2g_{\text{max}}^2) \sum_{i=1}^{n} (s_i(t) - s^*)^2 \leq \frac{2}{c} + 1 + 2g_{\text{max}}^2 \times \left( \sum_{i=1}^{n} (s_i(t) - s^*)^2 + c \sum_{i=1}^{n} (v_i(t) - G(s_i(t)))^2 \right) \leq \exp(-2\varphi t) R^2 \left| (s_1(0) - s^*, \ldots, s_n(0) - s^*)^t, v_1(0) - v^*, \ldots, v_n(0) - v^* \right|^2
\]

where \( R^2 := \left( \frac{2}{c} + 1 + 2g_{\text{max}}^2 \right) \left( 1 + 2c + 2g_{\text{max}}^2 \right) \). The above estimate implies the following inequality for all \( t \geq 0 \):

\[
\left| (s_1(t) - s^*, \ldots, s_n(t) - s^*, v_1(t) - v^*, \ldots, v_n(t) - v^*) \right| \leq \exp(-\varphi t) R \left| (s_1(0) - s^*, \ldots, s_n(0) - s^*)^t, v_1(0) - v^*, \ldots, v_n(0) - v^* \right| \tag{83}
\]

which directly proves global exponential stability. The proof is complete.

8. Concluding remarks

The present work proposed a novel nonlinear adaptive cruise controller for vehicular platoons operating on an open road and a ring road. The proposed controller is a nonlinear function of the distance between successive vehicles and their speed. Certain conditions were derived that guarantee safety in terms of collision avoidance and bounded vehicle speeds by explicitly characterising a set of admissible initial conditions and the set of allowable inputs. It is shown that a platoon of vehicles with this controller is \( L_2 \) string stable, and all vehicles will converge to the desired speed-spacing configuration from any initial condition. Future work will address the impact of sensor and actuator delays, as well as the effects of nudging on the stability, string stability and safety of vehicular platoons, see for instance (Karafyllis et al., 2020). Future work will also address the effects of communication and cooperation between ACC systems, see (Baldi et al., 2021; Zheng et al., 2016).
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