Reducibility of Finitely Differentiable Quasi-Periodic Cocycles and Its Spectral Applications

Ao Cai1,2 · Lingrui Ge3

Received: 6 March 2018 / Revised: 4 May 2020 / Accepted: 1 February 2021 / Published online: 4 March 2021 © The Author(s), under exclusive licence to Springer Science+Business Media, LLC part of Springer Nature 2021

Abstract
In this paper, we prove the generic version of Cantor spectrum property for quasi-periodic Schrödinger operators with finitely smooth and small potentials, and we also show pure point spectrum for a class of multi-frequency $C^k$ long-range operators on $\ell^2(\mathbb{Z}^d)$. These results are based on reducibility properties of finitely differentiable quasi-periodic $SL(2, \mathbb{R})$ cocycles. More precisely, we prove that if the base frequency is Diophantine, then a $C^k$ $SL(2, \mathbb{R})$-valued cocycle is reducible if it is close to a constant cocycle, sufficiently smooth and the rotation number of it is Diophantine or rational with respect to the frequency.

Keywords Dynamical System · Finitely Differentiable · Reducibility Theory · Schrödinger Operator · Long-range Operator · Spectral Theory

1 Introduction

Consider the quasi-periodic Schrödinger operator (1.1) with $C^k$ potential:

$$
(H_{V,\alpha,\theta}x)_n = x_{n+1} + x_{n-1} + V(\theta + n\alpha)x_n, \quad n \in \mathbb{Z},
$$

(1.1)

where $\theta \in \mathbb{T}^d$ is called the initial phase, $\alpha \in \mathbb{R}^d$ (rationally independent) is called the frequency and $V \in C^k(\mathbb{T}^d, \mathbb{R})$ is called the potential. The Aubry dual of $H_{V,\alpha,\theta}$ is called the long-range operator on $\ell^2(\mathbb{Z}^d)$:

$$
(\hat{L}_{V,\alpha,\varphi}u)_m = \sum_{k \in \mathbb{Z}^d} V_k u_{m-k} + 2\cos(2\pi(\varphi + \langle m, \alpha \rangle))u_m, \quad m \in \mathbb{Z}^d.
$$

(1.2)
In the past forty years, various methods have been developed to study the spectral theory of these two operators due to their close relations to Physics. Among these the most well studied are the structure of the spectrum and the spectral type. Note if the potential is analytic, there has been constant progresses [1,6,8,9,12,17,18,20,23,29] (consult more references therein), but few was known for the smooth case, the main purpose of this paper is to study some spectral properties of the operator with $C^k$ potential through reducibility methods.

1.1 Cantor Spectrum

The geometric structure of spectrum has been one of the central topics for Schrödinger operators for several decades. It is conjectured by Simon [33] that for generic almost periodic Schrödinger operator, the spectrum is a Cantor set. The most intensively studied model is probably the almost Mathieu operator (AMO), the spectrum of which was conjectured—this is the famous “Ten Martini Problem”—to be a Cantor set. This conjecture has been completely solved by Avila and Jitomirskaya [6]. Recently, a stronger version of it, the so-called “Dry Ten Martini Problem”, has been proved for non-critical AMO through reducibility methods by Avila–You–Zhou [9]. Things become extremely difficult when it comes to Schrödinger operators with more general analytic potentials. In the region of positive Lyapunov exponent, Goldstein and Schlag [20] proved that for any analytic potential, the spectrum is a Cantor set for almost every frequency. In the perturbative regime, Eliasson [17] proved that for a fixed Diophantine frequency, the spectrum is a Cantor set for generic such potentials in the standard analytic topology $C_\omega(T^d, \mathbb{R})$ with $h > 0$. Later, Puig [32] generalized this result to quasi-periodic Schrödinger operators with a fixed Diophantine frequency and potentials in the non-perturbative regime. Note that the topological space given in [17,32] is the analytic topology. We generalize Eliasson’s result to the finitely differentiable topology $C^k(T^d, \mathbb{R})$.

Before we state our theorem, we give some useful notations first.

For a bounded analytic (possibly matrix valued) function $F$ defined on $\{\theta \mid |\Im \theta| < h\}$, let $|F|_h = \sup_{|\Im \theta| < h} \|F(\theta)\|$ and denote by $C_h^\omega(T^d, *)$ the set of all these *-valued functions (* will usually denote $\mathbb{R}$, $sl(2, \mathbb{R})$, $SL(2, \mathbb{R})$). Also we denote $C^\omega(T^d, *) = \cup_{h > 0} C_h^\omega(T^d, *)$, and set $C^k(T^d, *)$ to be the space of $k$ times differentiable with continuous $k$th derivatives matrix-valued functions. The norms are defined as

$$
\|F\|_k = \sup_{|k'| \leq k, \theta \in T^d} \|\partial^{k'} F(\theta)\|
$$

and

$$
\|F\|_0 = \sup_{\theta \in T^d} \|F(\theta)\|.
$$

We say $\alpha$ is Diophantine if there exist $\kappa > 0$ and $\tau > d - 1$ such that

$$
\alpha \in DC_d(\kappa, \tau) := \left\{ \alpha \in \mathbb{R}^d : \inf_{j \in \mathbb{Z}} |\langle n, \alpha \rangle - j| > \frac{\kappa}{|n|^\tau}, \forall n \in \mathbb{Z}^d \setminus \{0\} \right\}. \tag{1.3}
$$

**Theorem 1.1** Let $\alpha \in DC_d(\kappa, \tau)$ and consider $C^k(T^d, \mathbb{R})$ with $k \geq D_0 \tau$ for some large numerical constant $D_0 \in \mathbb{N}$, there exists $\epsilon$ depending on $\kappa, \tau, d, k$ such that for a generic potential in

$$
\left\{ V \in C^k(T^d, \mathbb{R}) : \|V\|_k < \epsilon \right\}
$$

with respect to the $\|\cdot\|_k$-topology, the spectrum of the operator $H_{V, \alpha, \theta}$ is a Cantor set.
Remark 1.1 A property is (Baire) generic in \( \| \cdot \|_k \) if the set holding this property contains a residual subset (a countable intersection of dense open sets) in the \( \| \cdot \|_k \)-topology.

We review other results on Cantor spectrum for quasi-periodic Schrödinger operators with non-analytic potentials. For a class of \( C^2 \) potentials satisfying a generic transversality condition, Sinai [34] proved that these operators have Cantor spectrum. This was also recently proved by Wang and Zhang [36] inspired by L. Young’s methods [38]. For \( C^0 \) case, Avila–Bochi–Damanik [3] showed that for any irrational frequency, and for \( C^0 \) generic potentials, the spectrum is a Cantor set.

1.2 Pure Point Spectrum

The spectral type of quasi-periodic self-adjoint operator is very important in understanding the motion of a particle in a quasi-periodic potential. For the most intensively studied model, the almost Mathieu operator with \( V(x) = 2\lambda \cos x \), Jitomirskaya [23] proved that if \( \lambda > 1 \) and the frequency is Diophantine, then it has Anderson localization (pure point with exponentially decaying eigenfunctions) for a.e. phase. For general analytic potential with positive Lyapunov exponent, Bourgain and Goldstein [12] proved that for any fixed phase, it has Anderson localization for a.e. frequency. For more general Gevrey potential, Eliasson [18] proved that for Diophantine frequency, it has pure point for a.e. phase. Recently, based on reducibility method, Avila, You and Zhou [8] solved Jitomirskaya’s conjecture [22] on sharp phase transitions of almost Mathieu operator. Note [8] is the measure version of the phase transition conjecture while Jitomirskaya and Liu solved the arithmetic version in [26]. Later, Jitomirskaya and Kachkovskiy [24] proved that if the Aubry duality of a long-range operator on \( \ell^2(\mathbb{Z}^d) \) is an analytic Schrödinger operator and the frequency is Diophantine, then it has pure point for a.e. phase. Naturally, people may ask whether the same results hold for the duality of a \( C^k \) Schrödinger operator? We prove that it is true. Indeed, we can prove a stronger version of it, so-called “semi-uniformly localized”. We first cite the standard definition of “SULE” introduced in [25].

Definition 1.1 ([25]) Assume \( H \) is a Schrödinger operator acting on \( \ell^2(\mathbb{Z}) \) (this definition also works for \( \ell^2(\mathbb{Z}^d) \), it has exponential SULE (short for “semi-uniformly localized eigenvectors”) if there exists a constant \( \gamma > 0 \) such that for any \( b > 0 \), there exists a constant \( C(b) > 0 \) such that for any eigenfunction \( \psi_s \) one can find \( n(s) \in \mathbb{Z} \) such that
\[
|\psi_s(k)| \leq C(b)e^{(b|n(s)|-\gamma|k-n(s)|)}
\]
for any \( k \in \mathbb{Z} \).

However, this exponential version of definition does not suit for \( C^k \) operators as one can not expect exponential decay of eigenfunction for finitely smooth operators. In \( C^k \) case, “polynomial decay” is much more appropriate:

Definition 1.2 Assume \( H \) is a \( C^k \) operator acting on \( \ell^2(\mathbb{Z}^d) \), it has polynomial SULE if there exists two constants \( \tilde{k} > 0 \) depending on \( k \) and \( b > 0 \) independent of \( k \) such that for any eigenfunction \( u_s \), one can find a constant \( C > 0 \) and a site \( m(s) \in \mathbb{Z}^d \) such that
\[
|u_s(n)| \leq C|m(s)|^b|n-m(s)|^{-\tilde{k}}
\]
for any \( n \in \mathbb{Z}^d \).

Remark 1.2 We can see that “semi-uniformly localization” contains more information on the eigenfunctions, more precisely on their stability. For more details, one can consult [15], [25] and the references therein.

With the above definitions, we state our second theorem as follows.
Theorem 1.2 Let $\alpha \in DC_d(\kappa, \tau)$ and $V \in C^k(T^d, \mathbb{R})$ with $k \geq D_0 \tau$ for some large $D_0 \in \mathbb{N}$. There exists $\lambda_0$ depending on $\kappa, \tau, d, k, V$ such that if $|\lambda| \leq \lambda_0$, then $\hat{L}_{\lambda V, \alpha, \varphi}$ has pure point spectrum for a.e. $\varphi \in \mathbb{T}$. Furthermore, $\hat{L}_{\lambda V, \alpha, \varphi}$ has polynomial semi-uniformly localized eigenvectors.

Remark 1.3 This is also an extension of the results in [8] and [24] in the quasi-periodic case. Moreover, compared to [12], the advantage of our method is that we can fix the frequency.

It is known that the study of the spectral type of quasi-periodic Schrödinger operator with lower regularity potential is much more difficult than the analytic case. One of the few results we know is that in the 1980s, Sinai proved Anderson localization for a class of $C^2$ quasi-periodic potentials for any Diophantine frequency in [34]. Later, Fröhlich, Spencer and Wittwer got the same result by different method in [19]. For $C^0$ case, Avila and Damanik [4] proved that for 1-D discrete Schrödinger operator with an ergodic continuous potential, there exists a generic set of such potential for which the spectrum of the corresponding operator has no absolutely continuous component.

1.3 Reducibility

Note that Schrödinger operators (1.1) are closely related to Schrödinger cocycles, where

$$A(\theta) = S_E^V(\theta) = \begin{pmatrix} E - V(\theta) - 1 & 1 \\ 0 & 0 \end{pmatrix},$$

since any solution of the generalized eigenvalue equation $H_{V, \alpha, \varphi} u = Eu$ satisfies

$$A(\theta + n\alpha) \begin{pmatrix} u_n \\ u_{n-1} \end{pmatrix} = \begin{pmatrix} u_{n+1} \\ u_n \end{pmatrix}.$$

Therefore, we can analyze the dynamics of $C^k$ quasi-periodic cocycle $(\alpha, A) \in C^k(T^d, SL(2, \mathbb{R}))$ and apply it to obtain the spectral properties of the operator (1.1). Reducibility has been widely known as a powerful tool in the study of spectral properties of the spectrum of quasi-periodic Schrödinger operators with analytic potentials [6–9,17,32]. Our method in proving Theorem 1.1 and 1.2 is a continuation of this powerful method. The philosophy is that nice quantitative reducibility implies nice spectral applications. Here “quantitative” means that we have very precise estimates on both the conjugation map and the small perturbation.

Before explaining our result precisely, we introduce some basic concepts.

Analytic definitions: Given $h' < h$, we say two cocycles $(\alpha, A_1)$ $(\alpha, A_2) \in T^d \times C^\omega_h(T^d, SL(2, \mathbb{R})) : (\theta, v) \mapsto (\theta + \alpha, A_i(\theta) \cdot v), i = 1, 2$, are $C^\omega_{h'}$ conjugated if there exists $Z \in C^\omega_{h'}(2T^d, SL(2, \mathbb{R}))$, such that

$$Z(\theta + \alpha)A_1(\theta)Z(\theta)^{-1} = A_2(\theta).$$

An analytic cocycle $(\alpha, A) \in T^d \times C^\omega_h(T^d, SL(2, \mathbb{R}))$ is said to be almost reducible if there exist a sequence of conjugations $Z_j \in C^\omega_{h_j}(2T^d, SL(2, \mathbb{R}))$, a sequence of constant matrices $A_j \in SL(2, \mathbb{R})$ and a sequence of small perturbation $f_j \in C^\omega_{h_j}(T^d, SL(2, \mathbb{R}))$ such that

$$Z_j(\theta + \alpha)A(\theta)Z_j(\theta)^{-1} = A_je^{f_j(\theta)}$$

with

$$|f_j(\theta)|_{h_j} \to 0, \quad j \to \infty.$$
Furthermore, we call it weak \((C^\omega)\) almost reducible if \(h_j \to 0\) and we call it strong \((C^\omega_{h,h'})\) almost reducible if \(h_j \to h' > 0\). We say \((\alpha, A)\) is \(C^\omega_{h,h'}\) reducible if there exist a conjugation map \(\tilde{Z} \in C^\omega_{h}(2\mathbb{T}^d, SL(2, \mathbb{R}))\) and a constant matrix \(\tilde{A} \in SL(2, \mathbb{R})\) such that

\[
\tilde{Z}(\theta + \alpha)A(\theta)\tilde{Z}(\theta)^{-1} = \tilde{A}(\theta).
\]

**Definitions:** Given \(k_1 < k\), we say two cocycles \((\alpha, A_1) (\alpha, A_2) \in \mathbb{T}^d \times C^k(\mathbb{T}^d, SL(2, \mathbb{R})): (\theta, v) \mapsto (\theta + \alpha, A_i(\theta) \cdot v), i = 1, 2\), are \(C^k\) conjugated if there exists \(B \in C^k(\mathbb{T}^d, SL(2, \mathbb{R}))\), such that

\[
B(\theta + \alpha)A_1(\theta)B(\theta)^{-1} = A_2(\theta).
\]

Cocycle \((\alpha, A)\) is said to be \(C^{k,k_1}\) almost reducible, if \(A \in C^k(\mathbb{T}^d, SL(2, \mathbb{R}))\) and the \(C^{k_1}\)-closure of its \(C^{k_1}\) conjugacies contains a constant. Moreover, we say \((\alpha, A)\) is \(C^{k,k_1}\) reducible, if \(A \in C^k(\mathbb{T}^d, SL(2, \mathbb{R}))\) and its \(C^{k_1}\) conjugacies contain a constant.

For quasi-periodic \(SL(2, \mathbb{R})\) cocycle \((\alpha, A)\), the arithmetic condition on its rotation number \(\rho(\alpha, A)\) (see Sect. 2 (2.1) for basic definition) plays an important role in its reducibility properties. The rotation number \(\rho(\alpha, A)\) is said to be Diophantine with respect to \(\alpha\) if there are \(\gamma > 0\) and \(\tau > d - 1\) such that \(\rho(\alpha, A) \in DC^d_{\gamma}(\gamma, \tau)\), where

\[
DC^d_{\gamma}(\gamma, \tau) := \left\lbrace \phi \in \mathbb{R}^d : \inf_{j \in \mathbb{Z}} |2\phi - \langle m, \alpha \rangle - j| \geq \gamma (|m| + 1)^{-\tau}, \forall m \in \mathbb{Z}^d \right\rbrace. \tag{1.4}
\]

The rotation number \(\rho(\alpha, A)\) is said to be rational with respect to \(\alpha\) if \(2\rho(\alpha, A) = \langle m_0, \alpha \rangle \mod \mathbb{Z}\) for some \(m_0 \in \mathbb{Z}^d\).

With the above concepts, our main result is the following:

**Theorem 1.3** Let \(A \in SL(2, \mathbb{R})\), \(\alpha \in DC_d(\kappa, \tau)\) and \(f \in C^k(\mathbb{T}^d, sl(2, \mathbb{R}))\) with \(k \geq D_0 \tau\) for some large \(D_0 \in \mathbb{N}\). Then there exists \(\epsilon\) depending on \(\kappa, \tau, d, k, \|A\|\) such that if \(\|f(\theta)\|_k \leq \epsilon\) and \(\rho(\alpha, Ae^f)\) is Diophantine or rational with respect to \(\alpha\), then \((\alpha, Ae^f(\theta))\) is \(C^{k,k_1}\) reducible with \(k_1 < k\) depending on \(k\).

Reducibility theory has been developed for a long time, we will give a brief review of its history from both local and global side in the analytic case. Note that You–Zhou [37] established a local embedding theorem which builds a bridge between quasi-periodic linear systems and cocycles, showing the equivalence of almost reducibility in the continuous case and the discrete cocycle case. We will review the results according to the arithmetic condition on the frequency \(\alpha\) which is Diophantine or Liouvillean. Recall that we say \(\alpha \in \mathbb{T}\) is Liouvillean if \(\beta(\alpha) = \lim \sup_{n \to \infty} \frac{\ln |q_n + 1|}{q_n} > 0\) where \(q_n\) is the denominator of best rational approximations of \(\alpha\).

We first review the reducibility results for local cocycle \((\alpha, Ae^{f(\theta)})\) which is close to constant. Assume that \(\alpha \in DC_d(\kappa, \tau)\), “in the perturbative regime” means \(|f(\theta)|_r < \epsilon\) with \(\epsilon\) depending on the Diophantine constant \(\kappa, \tau\). If \(\epsilon\) does not rely on \(\kappa, \tau\), it is called “in the non-perturbative regime”. In the perturbative regime, Dinaburg and Sinai [16] first used classical KAM scheme to obtain positive measure (of rotation number) reducibility for continuous quasi-periodic Schrödinger equation with small analytic potential. Later, Moser and Pöschel [30] extended this result to a class of rotation numbers which is rational w.r.t. \(\alpha\) by a crucial resonance-cancelation technique. Finally, the breakthrough belongs to Eliasson [17] who proved weak almost reducibility for all energies \(E\) and full measure reducibility for Diophantine frequency and small analytic potential. For strong almost reducibility results, readers may refer to Chavaudret [14] and Leguil–You–Zhao–Zhou [29]. This kind of strong
almost reducibility results have many interesting spectral applications, one can consult [29] and the references therein. In the non-perturbative regime, Puig [32] used localization method to obtain the non-perturbative version of Eliasson’s reducibility theorem. For continuous linear system, Hou–You [21] obtained weak almost reducibility for all rotation number, all frequency \( \omega = (1, \alpha) \in \mathbb{T}^2 \) and small analytic perturbation.

In the Liouvillean case, Avila, Fayad and Krikorian [5] obtained that for any \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \) and small analytic \( f(\theta) \), \( (\alpha, A e^{f(\theta)}) \) is full measure rotations reducible (the cocycle can be conjugated to a standard rotation) by “algebraic conjugacy trick”. Meanwhile, Hou–You [21] proved full measure rotations reducibility in quasi-periodic linear systems, which can be transferred to the cocycle case by local embedding theorem of You–Zhou [37]. Note the results mentioned above play an essential role in Avila–You–Zhou’s solution [8] of Jitomirskaya’s conjecture [22]. More generally, under a non-degeneracy condition, Wang–Zhou [35] used periodic approximation and KAM scheme to get a positive measure diagonalizable result for quasi-periodic \( GL(d, \mathbb{R}) \) cocycles which are close to constants.

For the global cocycle \( (\alpha, A(\theta)) \) with \( A \in C^\omega(\mathbb{T}, SL(2, \mathbb{R})) \) and \( \alpha \in \mathbb{T} \) (one cannot extend it to \( \mathbb{T}^d \) by the technique available now), based on the renormalization scheme, Avila and Krikorian [7] obtained that for \( \alpha \) satisfying some recurrent Diophantine condition, and for almost every \( E \), the quasi-periodic Schrödinger cocycle is either reducible or non-uniformly hyperbolic (the Lyapunov exponent is positive but the cocycle is not uniformly hyperbolic). Besides, Avila, Fayad and Krikorian [5] proved that for irrational \( \alpha \), and for almost every \( E \), the quasi-periodic Schrödinger cocycle is either rotations reducible or non-uniformly hyperbolic. Moreover, a recent breakthrough belongs to Avila [1,2], he solved the “Almost Reducibility Conjecture” i.e. “subcritical” implies almost reducibility, where “subcritical” means that there is a uniform subexponential bound on the growth of \( \| A_n(\theta) \| \) (\( A_n \) are the transfer matrices) through some band \( |\Im \theta| < \delta \).

1.4 Structure of this Paper

In Sect. 2, some useful definitions and notations are introduced. In Sect. 3, we prove a quantitative \( C^k \) reducibility theorem through KAM, which is a quantitative version of Theorem 1.3. As spectral applications, in Sect. 4 we use the \( C^k \) quantitative reducibility theorem to prove pure point spectrum of the dual long-range operators and generic Cantor spectrum of quasi-periodic Schrödinger operators in our settings, which gives Theorems 1.2 and 1.1 respectively.

2 Preliminaries

2.1 Hyperbolicity and Integrated Density of States

We say the cocycle \( (\alpha, A) \) is uniformly hyperbolic if for every \( \theta \in \mathbb{T}^d \), there exists a continuous splitting \( C^2 = E^s(\theta) \oplus E^u(\theta) \) such that for some constants \( C > 0, c > 0 \), and for every \( n \geq 0 \),

\[
|A_n(\theta)v| \leq Ce^{-cn}|v|, v \in E^s(\theta),
\]
\[
|A_{-n}(\theta)v| \leq Ce^{-cn}|v|, v \in E^u(\theta).
\]

This splitting is invariant by the dynamics, which means that for every \( \theta \in \mathbb{T}^d \), \( A(\theta)E^s(\theta) = E^s(\theta + \alpha) \), for \( * = s, u \). The set of uniformly hyperbolic cocycles is open in the \( C^0 \) topology.
In the quasi-periodic Schrödinger case, \((\alpha, S^V_E)\) is uniformly hyperbolic if and only if \(E \notin \sigma(\alpha, V)\) where \(\sigma(\alpha, V)\) denotes the spectrum of \(HV_{\alpha, \theta}\), or equivalently speaking, “\(E\)” lies in some spectral gap [27].

For the Schrödinger operator \(HV_{\alpha, \theta}\), recall that the integrated density of states (IDS) is the function \(N : \mathbb{R} \to [0, 1]\) defined by

\[ N(E, V, \alpha) = \int_{\mathbb{T}^d} \mu_{V_{\alpha, \theta}} (-\infty, E] d\theta, \]

where \(\mu_{V_{\alpha, \theta}} = \mu_{V_{\alpha, \theta}}^{-1} + \mu_{V_{\alpha, \theta}}^0\) is the spectral measure of \(HV_{\alpha, \theta}\). \(\{e^{-1}, e^0\}\) are the cyclic vectors of \(HV_{\alpha, \theta}\) and \(\{e_n\}_{n \in \mathbb{Z}}\) forms a canonical basis of \(\ell^2(\mathbb{Z})\). For more details, readers may refer to Avron–Simon [10].

### 2.2 Rotation Number and Degree

Assume that \(A(\cdot : \mathbb{T}^d \to SL(2, \mathbb{R}))\) is continuous and homotopic to the identity. Then the same is true for the map \(F_A : \mathbb{T}^d \times S^1 \to \mathbb{T}^d \times S^1\) with

\[ F_A(x, \omega) := \left(x + \alpha, \frac{A(x) \cdot \omega}{|A(x) \cdot \omega|}\right), \]

Thus we can lift \(F_A\) to a map \(\tilde{F}_A : \mathbb{T}^d \times \mathbb{R} \to \mathbb{T}^d \times \mathbb{R}\) of the form \(\tilde{F}_A(x, y) = (x + \alpha, y + \psi_x(y))\), where for every \(x \in \mathbb{T}^d\), \(\psi_x(y)\) is \(\mathbb{Z}\)-periodic. The map \(\psi : \mathbb{T}^d \times \mathbb{R} \to \mathbb{R}\) is called a lift of \(A\). Let \(\mu\) be any probability measure on \(\mathbb{T}^d \times \mathbb{R}\) which is invariant by \(\tilde{F}_A\), and whose projection on the first coordinate is given by Lebesgue measure. The number

\[ \rho(\alpha, A) := \int_{\mathbb{T}^d \times \mathbb{R}} \psi_x(y) d\mu(x, y) \mod \mathbb{Z} \quad (2.1) \]

does not depend on the choices of the lift \(\psi\) nor the measure \(\mu\). It is called the fibered rotation number of cocycle \((\alpha, A)\) (readers can consult [28] for more details).

Let

\[ R_\phi := \begin{pmatrix} \cos 2\pi \phi - \sin 2\pi \phi \\ \sin 2\pi \phi \cos 2\pi \phi \end{pmatrix}, \]

if \(A \in C^0(\mathbb{T}^d, SL(2, \mathbb{R}))\) is homotopic to \(\theta \to R_{(n, \theta)}\) for some \(n \in \mathbb{Z}^d\), then we call \(n\) the degree of \(A\) and denote it by \(\deg A\). Moreover,

\[ \deg(AB) = \deg A + \deg B. \quad (2.2) \]

Note that the fibered rotation number is invariant under real conjugacies which are homotopic to identity. More generally, if the cocycle \((\alpha, A_1)\) is conjugated to \((\alpha, A_2)\) by \(B \in C^0(2\mathbb{T}^d, SL(2, \mathbb{R}))\), i.e. \(B(\cdot + \alpha)A_1(\cdot)B^{-1}(\cdot) = A_2(\cdot)\), then

\[ \rho(\alpha, A_2) = \rho(\alpha, A_1) + \frac{\langle \deg B, \alpha \rangle}{2}. \]
2.3 Analytic Approximation

Assume \( f \in C^k(T^d, sl(2, \mathbb{R})) \). By [39], there exists a sequence \( \{f_j\}_{j \geq 1} \), \( f_j \in C^{\omega_1}(T^d, sl(2, \mathbb{R})) \) and a universal constant \( C' \), such that

\[
\| f_j - f \|_k \to 0, \quad j \to +\infty, \\
| f_j \|_{\frac{1}{f}} \leq C' \| f \|_k,
\]

(2.3)

Moreover, if \( k \leq \tilde{k} \) and \( f \in C^{\tilde{k}} \), then properties (2.3) hold with \( \tilde{k} \) instead of \( k \). That means this sequence is obtained from \( f \) regardless of its regularity (since \( f_j \) is the convolution of \( f \) with a map which does not depend on \( k \)).

2.4 Aubry Duality

Suppose that the generalized eigenvalue equation of the quasi-periodic Schrödinger operator

\[
(\hat{H}_{V, \alpha, \theta} x)_n = x_{n+1} + x_{n-1} + V(\theta + n\alpha)x_n = E x_n, \quad n \in \mathbb{Z}
\]

(2.4)

has a \( C^k \) quasi-periodic Bloch wave \( x_n = e^{2\pi i n \varphi} \psi(\alpha + n\alpha) \) for some \( \varphi \in C^k(T^d, \mathbb{C}) \) and \( \varphi \in [0, 1) \). It is easy to see that the Fourier coefficients of \( \psi(\theta) \) satisfy the following long-range operator:

\[
(\hat{L}_{V, \alpha, \varphi} u)_m = \sum_{k \in \mathbb{Z}^d} V_k u_{m-k} + 2 \cos(2\pi (\varphi + (m, \alpha))) u_m = Eu_m, \quad m \in \mathbb{Z}^d.
\]

(2.5)

\( \hat{L}_{V, \alpha, \varphi} \) is called the dual operator of \( H_{V, \alpha, \theta} \).

3 Full Measure Reducibility

In this section, we mainly focus on the reducibility property of the following \( C^k \) quasi-periodic \( SL(2, \mathbb{R}) \) cocycle:

\[
(\alpha, Ae^{f(\theta)}): T^d \times \mathbb{R}^2 \to T^d \times \mathbb{R}^2; (\theta, v) \mapsto (\theta + \alpha, Ae^{f(\theta)} \cdot v),
\]

where \( f \in C^k(T^d, sl(2, \mathbb{R})) \), \( d \in \mathbb{N}^+ \) and \( \alpha \in DC_d(\kappa, \tau) \). However, we are not going to perform KAM method on it directly. Instead, we will analyze the approximating cocycles \( \{(\alpha, Ae^{f_j(\theta)})\}_{j \geq 1} \) first and then obtain the estimates of \( (\alpha, Ae^{f(\theta)}) \) by analytic approximation (2.3).

Before we start the proof of Theorem 1.3, we will first cite the Proposition 3.2 of [13] and give two lemmas to simplify the main proof. We first recall some notations given in [13]. Denote

\[
\epsilon'_0(r, r') = \frac{c}{(2\|A\|)^D} (r - r')^D \tau,
\]

(3.1)

and

\[
\epsilon_m = \frac{c}{(2\|A\|)^{D-m}} m \in \mathbb{Z},
\]

(3.2)

\( \Box \) Springer
where $c$ depends on $\kappa$, $\tau$, $d$ and $D \in \mathbb{Z}$ is a large constant. For any $k \geq 5D\tau$, one can easily compute that

$$
\frac{c}{(2\|A\|)^D m^2} \leq \epsilon_0' \left( \frac{1}{m}, \frac{1}{m^2} \right),
$$

(3.3)

for any $m \geq 10$, $m \in \mathbb{Z}$. Denote $l_j = M^{2j-1}$ where both $j \geq 1$ and $M > \max\{\frac{(2\|A\|)^D}{c}, 10\}$ are integers.

**Proposition 3.1** ([13]) Let $\alpha \in \text{DC}(\kappa, \tau)$, $A \in SL(2, \mathbb{R})$, $\sigma = \frac{1}{10}$, $f \in C^k(\mathbb{T}^d, sl(2, \mathbb{R}))$ with $k \geq 5D\tau$, and $f_{j}$ be as in (2.3), there exists $\epsilon = \epsilon(\kappa, \tau, d, k, \|A\|)$ such that if $\|f\|_k \leq \epsilon \leq \epsilon_0'(\frac{1}{m}, \frac{1}{m^2})$, then there exist $B_{lj} \in C_{\frac{1}{l_j+1}}(\mathbb{T}^d, SL(2, \mathbb{R}))$, $A_{lj} \in SL(2, \mathbb{R})$, $f'_{lj} \in C_{\frac{1}{l_j+1}}(\mathbb{T}^d, sl(2, \mathbb{R}))$, such that

$$
B_{lj}(\theta + \alpha) \left( Ae^{f_{lj}(\theta)} \right) B_{lj}^{-1}(\theta) = A_{lj} e^{f'_{lj}(\theta)},
$$

(3.4)

with estimates

$$
|B_{lj}(\theta)|_{\frac{1}{l_j+1}} \leq \epsilon_{lj}^{-\frac{2\alpha}{l_j}}, \quad \|B_{lj}(\theta)\|_0 \leq \epsilon_{lj}^{-\frac{\alpha}{l_j}}, \quad |\text{deg } B_{lj}| \leq 4l_j \ln \frac{1}{\epsilon_{lj}},
$$

(3.5)

$$
|f'_{lj}(\theta)|_{\frac{1}{l_j+1}} \leq \frac{1}{2} \epsilon_{lj}^{-\frac{\alpha}{l_j}}, \quad \|A_{lj}\| \leq 2\|A\|.
$$

(3.6)

Moreover, there exists $\tilde{f}_{lj} \in C^{k_0}(\mathbb{T}^d, sl(2, \mathbb{R}))$ with $k_0 = \lceil \frac{k}{20} \rceil$ such that

$$
B_{lj}(\theta + \alpha) \left( Ae^{f(\theta)} \right) B_{lj}^{-1}(\theta) = A_{lj} \tilde{e}^{\tilde{f}_{lj}(\theta)},
$$

(3.7)

with estimates

$$
\|\tilde{f}_{lj}(\theta)\|_{k_0} \leq \epsilon_{lj}^2.
$$

(3.8)

**Remark 3.1** The estimates of $\text{deg } B_{lj}$ and (3.8) are new, so we will give a brief proof of them.

**Proof** Recall that in each KAM step of Proposition 3.1 in [13], we have the truncating number $N_j = \frac{2}{\epsilon_{lj} |\ln \epsilon_{lj}|}$, $j \geq 1$. Denote $m_j$ the resonant site of $j$th KAM step ($m_j = 0$ means the $j$th step is non-resonant), then we have $|m_j| \leq N_j$. By the induction process, we have

$$
B_{lj} = \prod_{i=1}^{j} \tilde{B}_{li} \text{ with } \text{deg } \tilde{B}_{li} = m_i, \text{ thus by (2.2), } \text{deg } B_{lj} = \sum_{i=1}^{j} m_i, \text{ and }
$$

$$
|\text{deg } B_{lj}| \leq \sum_{i=1}^{j} |m_i| \leq \sum_{i=1}^{j} N_j \leq \sum_{i=1}^{j} \frac{2}{\epsilon_{lj} |\ln \epsilon_{lj}|} \leq 4l_j \ln \frac{1}{\epsilon_{lj}},
$$

which gives (3.5).

By (3.4), we have

$$
B_{lj}(\theta + \alpha) \left( Ae^{f(\theta)} \right) B_{lj}^{-1}(\theta) = A_{lj} e^{f'_{lj}(\theta)} + B_{lj}(\theta + \alpha) \left( Ae^{f(\theta)} - Ae^{f_{lj}(\theta)} \right) B_{lj}^{-1}(\theta).
$$

Denote $A_{lj} e^{f'_{lj}(\theta)} + B_{lj}(\theta + \alpha)(Ae^{f(\theta)} - Ae^{f_{lj}(\theta)})B_{lj}^{-1}(\theta) = A_{lj} \tilde{e}^{\tilde{f}_{lj}(\theta)}$, then

$$
\|\tilde{f}_{lj}(\theta)\|_{k_0} \leq \|f'_{lj}(\theta)\|_{k_0} + \|A_{lj}^{-1}\|\|B_{lj}(\theta + \alpha)(Ae^{f(\theta)} - Ae^{f_{lj}(\theta)})B_{lj}^{-1}(\theta)\|_{k_0}.
$$
By the same argument of Theorem 3.1 in [13], by Cauchy estimates, for \(k_0 \in \mathbb{N}\) and \(k_0 \leq k\), we have
\[
\|f_{j} - f_{j+1}\|_{k_0} \leq \sup_{l \leq k_0, \theta \in T} \left\| \left( \partial_{\theta_1}^{l_1} + \cdots + \partial_{\theta_d}^{l_d} \right) (f_{j}(\theta) - f_{j+1}(\theta)) \right\|
\]
\[
\leq (k_0)! (j + 1)^{k_0} |f_{j} - f_{j+1}| \frac{1}{j+1}
\]
\[
\leq (k_0)! (j + 1)^{k_0} \times \frac{c}{(2\|A\|)^D j^k}
\]
\[
\leq \frac{C_1}{j^{k-k_0}},
\]
where \(C_1\) is independent of \(j\).

By a simple integration we get
\[
\|f(\theta) - f_{i_j}(\theta)\|_{k_0} \leq \frac{C_1}{l_j^{k_0-1}}.
\]

Similarly by Cauchy estimates, we have
\[
\|f'_{i_j}(\theta)\|_{k_0} \leq (k_0)! (l_{j+1})^{k_0} |f'_{i_j}(\theta)| \frac{1}{l_{j+1}}
\]
\[
\leq (k_0)! (l_j)^{2k_0} \times \frac{1}{2} \epsilon_{i_j}
\]
\[
\leq (k_0)! (l_j)^{2k_0} \times \frac{1}{2} \times \left( \frac{c}{(2\|A\|)^D l_j^{\frac{k}{4}}} \right)^{\frac{5}{2}}
\]
\[
\leq \frac{C_2}{l_j^{\frac{5k}{8}-2k_0}},
\]
where \(C_2\) is independent of \(j\).

\[
\|B_{i_j}(\theta)\|_{k_0} \leq (k_0)! (l_{j+1})^{k_0} |B_{i_j}(\theta)| \frac{1}{l_{j+1}}
\]
\[
\leq (k_0)! (l_j)^{2k_0} \times \epsilon_{i_j}^{\frac{2\alpha}{\sigma}}
\]
\[
\leq (k_0)! (l_j)^{2k_0} \times \left( \frac{c}{(2\|A\|)^D l_j^{\frac{k}{4}}} \right)^{-\frac{2\alpha}{\sigma}}
\]
\[
\leq C_3 l_j^{\frac{5k}{8}+2k_0},
\]
where \(C_3\) is independent of \(j\). Thus we have
\[
\|f_{i_j}(\theta)\|_{k_0} \leq \|f'_{i_j}(\theta)\|_{k_0} + \|A_{i_j}^{-1}\| \|B_{i_j}(\theta + \alpha)( Ae^{f(\theta)} - Ae^{f_{i_j}(\theta)}) B_{i_j}^{-1}(\theta)\|_{k_0}.
\]
\[
\leq \frac{C_2}{l_j^{\frac{5k}{8}-2k_0}} + C_4 l_j^{k_0+4k_0} \times l_j^{-k+k_0+1}
\]
\[
\leq \frac{C_2}{l_j^{\frac{5k}{8}-2k_0}} + \frac{C_4}{l_j^{\frac{5k}{8}-5k_0-1}},
\]
where \(C_4\) is independent of \(j\).
Thus if we pick $k_0 \leq \frac{k}{20}$, then
\[ \| \tilde{f}_{ij}(\theta) \|_{k_0} \leq \epsilon_{l_j}^2, \]
which gives (3.8).

Now, we will give our first Lemma concerning positive measure reducibility, i.e. for fixed $\gamma > 0$, $\tau > d - 1$, the cocycle $(\alpha, Ae^f(\theta))$ is reducible provided $f(\theta)$ is sufficiently small (depending on $\gamma$, $\tau$).

**Lemma 3.1** Let $\alpha \in \text{DC}_d(\kappa, \tau)$, $A \in \text{SL}(2, \mathbb{R})$ and $f \in C^k(\mathbb{T}^d, \text{sl}(2, \mathbb{R}))$ with $k \geq 5D\tau$. Assume that $\rho(\alpha, Ae^f) \in \text{DC}_d(\gamma, \tau)$, there exists $T = T(\tau)$ and $\epsilon_1 = \epsilon_1(\gamma, \kappa, \tau, d, k, \|A\|)$ such that if
\[ \| f \|_{k} \leq \epsilon_1 \leq T(\tau)\gamma \frac{11}{\epsilon_0} \left( \frac{1}{l_1}, \frac{1}{l_2} \right), \]  

(3.9)
then there exists $B_1 \in C^\tilde{k}(\mathbb{T}^d, \text{SL}(2, \mathbb{R}))$ with $\tilde{k} = \lceil \frac{k}{20} \rceil$ such that
\[ B_1(\theta + \alpha) \left( Ae^f(\theta) \right) B_1^{-1}(\theta) = A_1, \]  

(3.10)
with
\[ \| B_1(\theta) \|_{\tilde{k}} < 1 + \delta, \]  

(3.11)
where $A_1 \in \text{SL}(2, \mathbb{R})$ is a constant matrix and $\delta$ is a small constant depending on $\gamma, \kappa, \tau, d, k, \|A\|$.

**Proof** We prove this by induction. Let $\{f_{ij}\}_{j \geq 1}$ be the approximating subsequence as above.

**First step:** By (3.9) and Proposition 3.1, we have
\[ B_{l_1}(\theta + \alpha) \left( Ae^{\tilde{f}_{l_1}(\theta)} \right) B_{l_1}^{-1}(\theta) = A_{l_1} e^{f_{l_1}(\theta)}. \]
Moreover, since $\epsilon_{l_1} \leq T(\tau)\gamma \frac{11}{\epsilon_0} \left( \frac{1}{l_1}, \frac{1}{l_2} \right)$ and $\rho(\alpha, Ae^f) \in \text{DC}_d(\gamma, \tau)$, for $|m| \leq \frac{2}{l_1} - \frac{1}{l_2} \ln \frac{1}{\epsilon_{l_1}}$, we have
\[ \| 2\rho(\alpha, A) - \langle m, \alpha \rangle \|_{\mathbb{R}/\mathbb{Z}} \geq 2\rho(\alpha, Ae^f) - \| 2\rho(\alpha, Ae^f) - 2\rho(\alpha, A) \|_{\mathbb{R}/\mathbb{Z}} \]
\[ \geq \frac{\gamma}{(|m| + 1)^\tau} - 2\epsilon_{l_1}^{\frac{1}{2}} \]
\[ \geq \frac{2\epsilon_{l_1}^{\frac{1}{2}} - 2\epsilon_{l_1}^{\frac{1}{2}}}{\left( \frac{2}{l_1} - \frac{1}{l_2} \ln \frac{1}{\epsilon_{l_1}} + 1 \right)^\tau} \]
\[ \geq 2\epsilon_{l_1}^{\frac{1}{2}} - 2\epsilon_{l_1}^{\frac{1}{2}} \]
\[ > \epsilon_{l_1}^{\frac{1}{2}}, \]
which means the first step is non-resonant with
\[ B_{l_1} = \tilde{B}_{l_1} \circ B_{l_0}, \quad B_{l_0} := 1d, \quad |\tilde{B}_{l_1}(\theta) - 1d|_{\frac{1}{l_2}} \leq \epsilon_{l_1}^{\frac{1}{2}} \]
and thus $\deg B_{l_1} = 0$. \[ \square \]
**Induction step:** assume that for $j \leq j_0$, we have

$$B_{lj}(\theta + \alpha) \left( Ae^{f_{lj}^{(\theta)}} \right) B_{lj}^{-1}(\theta) = A_{lj} e^{f_{lj}'(\theta)},$$

which is equivalent to

$$B_{lj}(\theta + \alpha) \left( Ae^{f(\theta)} \right) B_{lj}^{-1}(\theta) = A_{lj} e^{f'_{lj}(\theta)} + B_{lj}(\theta + \alpha) \left( Ae^{f(\theta)} - Ae^{f_{lj}^{(\theta)}} \right) B_{lj}^{-1}(\theta),$$

with estimates

$$B_{lj} = \tilde{B}_{lj} \circ B_{lj-1}, \quad |\tilde{B}_{lj}(\theta) - Id|_{\frac{1}{lj+1}} \leq \epsilon_{lj}^\frac{1}{2}, \quad \text{deg} B_{lj-1} = 0. \quad (3.13)$$

Notice that (3.5), (3.6) and (3.12) gives

$$|\rho(\alpha, A_{lj})| \leq \epsilon_{lj+1}^\frac{1}{2},$$

and (3.13) implies $\text{deg} B_{lj} = 0$. Thus we have

$$|\rho(\alpha, A_{lj}) - \rho(\alpha, A_{lj})| \leq \epsilon_{lj+1}^\frac{1}{2}. \quad (3.14)$$

Consequently, by (3.3), (3.14) and the Diophantine condition on $\rho(\alpha, A_{lj})$, for $|m| \leq \frac{1}{lj+1} \ln \frac{1}{\epsilon_{lj+1}}$, we have

$$\|2 \rho(\alpha, A_{lj}) - \langle m, \alpha \rangle\|_{\mathbb{R}/\mathbb{Z}} \geq \|2 \rho(\alpha, A_{lj}) - \langle m, \alpha \rangle\|_{\mathbb{R}/\mathbb{Z}} - |2 \rho(\alpha, A_{lj}) - 2 \rho(\alpha, A_{lj})| \geq \frac{\gamma}{(|m| + 1)\tau} - 2\epsilon_{lj+1}^\frac{1}{2}$$

$$\geq \frac{\gamma}{\left(\frac{2}{lj+1} - \frac{2}{lj+2}\right) \ln \frac{1}{\epsilon_{lj+1}} + 1} - 2\epsilon_{lj+1}^\frac{1}{2} \geq 2\epsilon_{lj+1}^\frac{1}{2} - 2\epsilon_{lj+1}^\frac{1}{2} \geq \epsilon_{lj+1}^\frac{1}{2}, \quad \forall j \leq j_0.$$ 

This means the $(j_0 + 1)$th step is also non-resonant with estimates

$$B_{lj_{j_0+1}} = \tilde{B}_{lj_{j_0+1}} \circ B_{lj_0}, \quad |\tilde{B}_{lj_{j_0+1}}(\theta) - Id|_{\frac{1}{lj_{j_0+2}}} \leq \epsilon_{lj_{j_0+1}}^\frac{1}{2}.$$

To conclude, we have $\forall j \geq 1$,

$$B_{lj}(\theta + \alpha)(Ae^{f_{lj}^{(\theta)}}) B_{lj}^{-1}(\theta) = A_{lj} e^{f_{lj}'(\theta)},$$

with

$$B_{lj} = \tilde{B}_{lj} \circ B_{lj-1}, \quad |\tilde{B}_{lj}(\theta) - Id|_{\frac{1}{lj+1}} \leq \epsilon_{lj}^\frac{1}{2}.$$
Denote $B_1 = \lim_{j \to \infty} B_{l_j}$, $A_1 = \lim_{j \to \infty} A_{l_j}$, then (3.10) holds. By Cauchy estimates, for $\tilde{k} \in \mathbb{N}$ and $\tilde{k} \leq k$, we have

$$\| \tilde{B}_{l_j}(\theta) - 1d \|_{\tilde{k}} \leq \mathbf{sup}_{|l| \leq \tilde{k}, \theta \in T^d} \| \left( \frac{\partial^{l_1}}{\partial \theta_{l_1}} + \cdots + \frac{\partial^{l_d}}{\partial \theta_{l_d}} \right) (\tilde{B}_{l_j}(\theta) - 1d) \|$$

$$\leq \left( \tilde{k}! \right) (l_{j+1})^{\tilde{k}} |\tilde{B}_{l_j} - 1d|_{\tilde{k}+1}$$

$$\leq \left( \tilde{k}! \right) (l_{j})^{2\tilde{k}} \times \frac{C}{l_{j}^{\tilde{k}}}$$

$$\leq \frac{C_1}{l_{j}^{\tilde{k} - 2\tilde{k}}},$$

where $C_1$ does not depend on $j$. Thus if we pick $\tilde{k} \leq \frac{k}{20}$, we have

$$\| \tilde{B}_{l_j} - 1d \|_{\tilde{k}} \leq \frac{C_1}{l_{j}^{\tilde{k}}},$$

and then

$$\| \tilde{B}_{l_j} \|_{\tilde{k}} \leq 1 + \frac{C_1}{l_{j}^{\tilde{k}}}.$$

Therefore, since we pick $l_1 = M$ sufficiently large, then

$$\| B_1 \|_{\tilde{k}} = \| \prod_{j} \tilde{B}_{l_j} \|_{\tilde{k}} \leq \prod_{j} \left( 1 + \frac{C_1}{l_{j}^{\tilde{k}}} \right) \leq 1 + \frac{2C_1}{M^{\tilde{k}}} < 1 + \delta.$$  

thus (3.11) holds. This finishes the proof of Lemma 3.1.

Note that Lemma 3.1 is used to prove Theorem 1.3 when the rotation number is Diophantine with respect to $\alpha$ while Lemma 3.2 below is useful to the proof when the rotation number is rational with respect to $\alpha$.

**Lemma 3.2** Let $\alpha \in DC_d(\kappa, \tau)$, $A \in SL(2, \mathbb{R})$ and $f \in C^k(\mathbb{T}^d, sl(2, \mathbb{R}))$ with $k \geq 5D\tau$. Assume that $\rho(\alpha, Ae^f) = 0$, there exists $T = T(\tau)$ and $\epsilon_2 = \epsilon_2(\kappa, \tau, d, k, \|A\|)$ such that if

$$\| f \|_{k} \leq \epsilon_2 \leq T(\tau) \kappa^{11} \epsilon_0 \left( \frac{1}{l_1} + \frac{1}{l_2} \right),$$

(3.15)

then there exists $B_2 \in C^\tilde{k}(\mathbb{T}^d, SL(2, \mathbb{R}))$ with $\tilde{k} = \left[ \frac{k}{20} \right]$ such that

$$B_2(\theta + \alpha) \left( Ae^f(\theta) \right) B_2^{-1}(\theta) = A_2,$$

(3.16)

with

$$\| B_2(\theta) \|_{k} < 1 + \delta,$$

(3.17)

where $A_2 \in SL(2, \mathbb{R})$ is a constant matrix and $\delta$ is a small constant depending on $\kappa, \tau, d, k, \|A\|$. 

 Springer
**Proof** First step: By (3.15) and Proposition 3.1, we have
\[ B_{l_1}(\theta + \alpha) \left( A e^{f_{l_1}(\theta)} \right) B_{l_1}^{-1}(\theta) = A_{l_1} e^{f_{l_1}'(\theta)}. \] (3.18)

Moreover, since \( \epsilon_{l_1} \leq T(\tau) \kappa \frac{1}{2} \left( \frac{1}{l_1}, \frac{1}{l_2} \right) \) and \( \rho(\alpha, A e^f) = 0 \), thus for \( |m| \leq \frac{2}{l_1 + l_2} \ln \frac{1}{\epsilon_{l_1}} \), we have
\[
\|2 \rho(\alpha, A) - \langle m, \alpha \rangle\|_{\mathbb{R} \setminus \mathbb{Z}} \\
\geq \|2 \rho \left( \alpha, A e^f \right) - \langle m, \alpha \rangle\|_{\mathbb{R} \setminus \mathbb{Z}} - |2 \rho \left( \alpha, A e^f \right) - 2 \rho(\alpha, A)| \\\n\geq \frac{\kappa}{|m|^\tau} - 2 \epsilon_{l_1}^{\frac{1}{2}} \\
\geq \frac{\kappa}{\left( \frac{2}{l_1 + l_2} \ln \frac{1}{\epsilon_{l_1}} \right)^\tau} - 2 \epsilon_{l_1}^{\frac{1}{2}} \\
\geq 2 \epsilon_{l_1}^{\frac{1}{10}} - 2 \epsilon_{l_1}^{\frac{1}{2}} \\
> \epsilon_{l_1}^{\frac{1}{10}},
\]
which means the first step is non-resonant with
\[
B_{l_1} = \tilde{B}_{l_1} \circ B_{l_0}, \quad B_{l_0} := I d, \quad |\tilde{B}_{l_1}(\theta) - I d|_{\frac{1}{l_2}} \leq \epsilon_{l_1}^{\frac{1}{2}},
\]
and thus \( \text{deg}\ B_{l_1} = 0 \).

Induction step: assume that for \( j \leq j_0 \), we have
\[
B_{l_j}(\theta + \alpha) \left( A e^{f_{l_j}(\theta)} \right) B_{l_j}^{-1}(\theta) = A_{l_j} e^{f_{l_j}'(\theta)},
\]
which is equivalent to
\[
B_{l_j}(\theta + \alpha) \left( A e^{f(\theta)} \right) B_{l_j}^{-1}(\theta) = A_{l_j} e^{f_{l_j}'(\theta)} + B_{l_j}(\theta + \alpha) \left( A e^{f(\theta)} - A e^{f_{l_j}(\theta)} \right) B_{l_j}^{-1}(\theta), \quad (3.19)
\]
with estimates
\[
B_{l_j} = \tilde{B}_{l_j} \circ B_{l_j^{-1}}, \quad |\tilde{B}_{l_j}(\theta) - I d|_{\frac{1}{l_j+1}} \leq \epsilon_{l_j}^{\frac{1}{2}}, \quad \text{deg}\ B_{l_j^{-1}} = 0. \quad (3.20)
\]

Notice that (3.5), (3.6) and (3.19) gives
\[
|\rho \left( \alpha, A e^f \right) + \frac{\langle \text{deg}\ B_{l_j}, \alpha \rangle}{2} - \rho(\alpha, A_{l_j})| \leq \epsilon_{l_j+1}^{\frac{1}{2}},
\]
and (3.20) implies \( \text{deg}\ B_{l_j} = 0 \). Thus we have
\[
|\rho \left( \alpha, A e^f \right) - \rho(\alpha, A_{l_j})| \leq \epsilon_{l_j+1}^{\frac{1}{2}}. \quad (3.21)
\]
By (3.3), (3.21) and \( \rho(\alpha, Ae^f) = 0 \), for \( |m| \leq \frac{2}{l_j+1} \), we have
\[
\|2\rho(\alpha, A_{l_j}) - \langle m, \alpha \rangle \|_{\mathbb{R}/\mathbb{Z}} \\
\quad \geq \|2\rho(\alpha, Ae^f) - \langle m, \alpha \rangle \|_{\mathbb{R}/\mathbb{Z}} - |2\rho(\alpha, Ae^f) - 2\rho(\alpha, A_{l_j})| \\
\quad \geq \| \langle m, \alpha \rangle \|_{\mathbb{R}/\mathbb{Z}} - |2\rho(\alpha, Ae^f) - 2\rho(\alpha, A_{l_j})| \\
\quad \geq \frac{\kappa}{|m|} - 2\epsilon_{l_j+1}^2 \\
\quad \geq \left( \frac{2}{l_j+1} \ln \frac{1}{\epsilon_{l_j+1}} \right)^\tau - 2\epsilon_{l_j+1}^2 \\
\quad \geq 2\epsilon_{l_j+1}^2 - 2\epsilon_{l_j+1}^2 \\
\quad > \epsilon_{l_j+1}^2, \quad \forall \; j \leq j_0,
\]
which means the \((j_0 + 1)\)th step is non-resonant. By the same process of Lemma 3.1, we obtain (3.16) and (3.17). This finishes our proof.

With the above Proposition and Lemmas in hand, we are ready to prove the following quantitative version of Theorem 1.3.

**Theorem 3.1** Let \( \alpha \in DC_d(\kappa, \tau) \), \( A \in SL(2, \mathbb{R}) \) and \( f \in C^k(\mathbb{T}^d, sl(2, \mathbb{R})) \) with \( k \geq D_0\tau \) for some large \( D_0 \in \mathbb{N} \). Then there exists \( \epsilon \) depending on \( \kappa, \tau, d, k, \|A\| \) such that if
\[
\|f(\theta)\|_k \leq \epsilon \leq \epsilon_0 \left( \frac{1}{l_1}, \frac{1}{l_2} \right), \quad (3.22)
\]
and
- if \( \rho(\alpha, Ae^f) \) is Diophantine with respect to \( \alpha : \rho(\alpha, Ae^f) \in DC_d(\gamma, \tau) \), then there exists two constants \( C_1 = \gamma^{-20} C(\kappa, \tau, d, k, \|A\|) \), \( C_2 = \gamma^{-20} C(\kappa, \tau, d, k, \|A\|) \) and \( \tilde{B}_1 \in C^{k_1}(2\mathbb{T}^d, SL(2, \mathbb{R})) \) with \( k_1 = \lfloor \frac{k}{400} \rfloor \) such that
\[
\tilde{B}_1^{-1}(\theta + \alpha)Ae^f(\theta) \tilde{B}_1(\theta) = R_\phi \in SL(2, \mathbb{R}), \; \phi \notin \mathbb{Z}, \quad (3.23)
\]
with estimates:
\[
\|
\tilde{B}_1 \|_{k_1} \leq C_1, \quad |\text{deg} \; \tilde{B}_1| \leq C_2. \quad (3.24)
\]
- if \( \rho(\alpha, Ae^f) \) is rational with respect to \( \alpha : 2\rho(\alpha, A) = \langle m_0, \alpha \rangle \mod \mathbb{Z} \) for some \( m_0 \in \mathbb{Z}^d \), then there exists \( \tilde{B}_2 \in C^{k_1}(2\mathbb{T}^d, SL(2, \mathbb{R})) \) with \( k_1 = \lfloor \frac{k}{400} \rfloor \) such that
\[
\tilde{B}_2^{-1}(\theta + \alpha)Ae^f(\theta) \tilde{B}_2(\theta) = \tilde{A} \in SL(2, \mathbb{R}), \; \rho(\alpha, \tilde{A}) = 0. \quad (3.25)
\]

**Proof (Diophantine case)** By (3.22) and Proposition 3.1, there exists \( B_{l_j} \in C_{\frac{l_j}{l_j+1}}^\omega (2\mathbb{T}^d, SL(2, \mathbb{R})) \), \( A_{l_j} \in SL(2, \mathbb{R}) \) and \( \tilde{f}_{l_j} \in C^{k_0}(\mathbb{T}^d, sl(2, \mathbb{R})) \) with \( k_0 = \lfloor \frac{k}{200} \rfloor \) such that
\[
B_{l_j}(\theta + \alpha) \left( Ae^f(\theta) \right) B_{l_j}^{-1}(\theta) = A_{l_j} e^{\tilde{f}_{l_j}(\theta)}, \quad (3.26)
\]
with estimates
\[
|B_{l_j}(\theta)| \leq \frac{2\epsilon_{l_j}^2}{l_j+1}, \quad |\text{deg} B_{l_j}| \leq 4l_j \ln \frac{1}{\epsilon_{l_j}}, \quad \|\tilde{f}_{l_j}(\theta)\|_{k_0} \leq \epsilon_{l_j}^2. \quad (3.27)
\]
Since \( \rho(\alpha, \tilde{A}_j e^{\tilde{f}_j(\theta)}) \in \text{DC}_a^d(\gamma, \tau) \), for any \( m \in \mathbb{Z}^d \), we have

\[
\|2\rho(\alpha, A_{\tilde{f}_j}) - \langle m, \alpha \rangle\|_{\mathbb{R}/\mathbb{Z}} = \|2\rho(\alpha, \tilde{A}_j e^{\tilde{f}_j(\theta)}) + \langle \text{deg } B_{\tilde{f}_j}, \alpha \rangle - \langle m, \alpha \rangle\|_{\mathbb{R}/\mathbb{Z}} \\
\geq \frac{\gamma}{(|m - \text{deg } B_{\tilde{f}_j}| + 1)^{\gamma}} \\
\geq \frac{\gamma (1 + |\text{deg } B_{\tilde{f}_j}|)^{-\tau}}{(|m| + 1)^{\tau}},
\]

which implies \( \rho(\alpha, A_{\tilde{f}_j} e^{\tilde{f}_j(\theta)}) \in \text{DC}_a^d(\gamma(1 + |\text{deg } B_{\tilde{f}_j}|)^{-\tau}, \tau) \). Let \( j \) be the smallest integer such that

\[
\epsilon_{l_j}^2 \leq T(\tau) \left( \frac{\gamma}{(1 + 4l_j \ln \frac{1}{\epsilon_{l_j}})^{\tau}} \right) 11 \epsilon_0 \left( \frac{1}{l_1}, \frac{1}{l_2} \right),
\]

(3.28)

where \( T(\tau) \) is defined in Lemma 3.1 (such \( j = j(\gamma) \) exists since we choose \( k \geq D_0 \) with \( D_0 \) large enough). Thus by Lemma 3.1, there exists \( B_1 \in C^{k_1} (\mathbb{T}^d, SL(2, \mathbb{R})) \) with \( k_1 = \left\lfloor \frac{k_0}{20} \right\rfloor \) such that

\[
B_1(\theta + \alpha) \left( A_{\tilde{f}_j} e^{\tilde{f}_j(\theta)} \right) B_1^{-1}(\theta) = A_1,
\]

(3.29)

where \( A_1 \in SL(2, \mathbb{R}) \) is a constant matrix and \( B_1(\theta) \) is close to identity (thus \( \text{deg } B_1 = 0 \)). Denote

\[
\tilde{B}_1 = B_1 \circ B_{\tilde{f}_j},
\]

by (3.27) and Cauchy estimates, we have

\[
\|B_{\tilde{f}_j}\|_{k_1} \leq (k_1)! \left( l_{j+1} \right)^{k_1} |B_{\tilde{f}_j}|_{l_{j+1}} \leq \frac{1}{2} \epsilon_{l_j}^{-1}.
\]

(3.30)

By (3.28) and the choice of \( j \), we have

\[
\epsilon_{l_{j-1}}^2 > T(\tau) \left( \frac{\gamma}{(1 + 4l_{j-1} \ln \frac{1}{\epsilon_{l_{j-1}}})^{\tau}} \right) 11 \epsilon_0 \left( \frac{1}{l_1}, \frac{1}{l_2} \right).
\]

(3.31)

Therefore, by (3.30) and (3.31), we get \( \tilde{B}_1 \in C^{k_1} (2\mathbb{T}^d, SL(2, \mathbb{R})) \) with

\[
\|\tilde{B}_1\|_{k_1} \leq \|B_1\|_{k_1} \|B_{\tilde{f}_j}\|_{k_1} \leq (1 + \delta) \|B_{\tilde{f}_j}\|_{k_1} \leq \epsilon_{l_j}^{-1} \leq \gamma^{-20} C (\kappa, \tau, d, k, \|A\|)
\]

and

\[
|\text{deg } \tilde{B}_1| = |\text{deg } B_{\tilde{f}_j}| \leq 4l_j \ln \frac{1}{\epsilon_{l_j}} \leq \gamma^{-100} C (\kappa, \tau, d, k, \|A\|),
\]

which gives (3.24). For (3.23), one only need to notice that \( \rho(\alpha, A_1) \neq 0 \), otherwise it will contradict to \( \rho(\alpha, \tilde{A}_j e^{\tilde{f}_j}) \in \text{DC}_a^d(\gamma, \tau) \). Thus \( A_1 \) can only be standard rotation in \( SL(2, \mathbb{R}) \), which is the case of (3.23).

(\textbf{Rational case}) Again by (3.22) and Proposition 3.1, there exists \( B_{\tilde{f}_j} \in C^0_{\frac{1}{l_{j+1}}} (2\mathbb{T}^d, SL(2, \mathbb{R})) \),
\( A_{l_j} \in SL(2, \mathbb{R}) \) and \( \tilde{f}_{l_j} \in C^{k_0}(\mathbb{T}^d, sl(2, \mathbb{R})) \) with \( k_0 = \left[ \frac{k}{20} \right] \) such that
\[
B_{l_j}(\theta + \alpha) \left( A e^{f(\theta)} \right) B_{l_j}^{-1}(\theta) = A_{l_j} e^{\tilde{f}_{l_j}(\theta)},
\]
with estimates
\[
|B_{l_j}(\theta)| \lesssim e^{\frac{2}{\gamma + 1}} |\deg B_{l_j}| \leq 4|l_j| \ln \frac{1}{\epsilon_{l_j}}, \| \tilde{f}_{l_j}(\theta) \| \leq \epsilon_{l_j}^2.
\]

Lemma 3.2, there exists \( \tilde{R} \) with estimates \( \tilde{R} \in \mathbb{R} \) such that
\[
\tilde{R} e^{\tilde{f}_{l_j}(\theta)} = A_{l_j},
\]
from which it follows that
\[
\rho(\alpha, A_{l_j} e^{\tilde{f}_{l_j}(\theta)}) = \rho(\alpha, A_{l_j}) + \frac{\deg B_{l_j}}{2} = \frac{m_0 + \deg B_{l_j}}{2}.
\]

Now, if we already have \( m_0 + \deg B_{l_j} = 0 \), i.e. \( \rho(\alpha, A_{l_j} e^{\tilde{f}_{l_j}(\theta)}) = 0 \), then by (3.33) and Lemma 3.2, there exists \( B_2 \in C^{k_1}(\mathbb{T}^d, SL(2, \mathbb{R})) \) with \( k_1 = \left[ \frac{k_0}{20} \right] \) such that
\[
B_2(\theta + \alpha) \left( A_{l_j} e^{\tilde{f}_{l_j}(\theta)} \right) B_2^{-1}(\theta) = \tilde{A},
\]
where \( \tilde{A} \in SL(2, \mathbb{R}) \) is a constant matrix and \( B_2(\theta) \) is close to \( Id \) (thus \( \deg B_2 = 0 \)). Therefore we have
\[
\rho(\alpha, \tilde{A}) = \rho(\alpha, A_{l_j} e^{\tilde{f}_{l_j}(\theta)}) + \deg B_2 = 0.
\]

Denote \( \tilde{B}_2 = B_2 \circ B_{l_j} \), then (3.25) follows.

On the other hand, if we have \( m_0 + \deg B_{l_j} \neq 0 \), then we can pick the smallest integer \( j \) such that
\[
|\rho(\alpha, A_{l_j})| \geq \frac{m_0 + \deg B_{l_j}, \alpha}{2} - \epsilon_{l_j}^2
\]
\[
\geq \frac{2|m_0 + \deg B_{l_j}|}{\kappa} - \epsilon_{l_j}^2
\]
\[
\geq \frac{4|m_0 + \deg B_{l_j}|}{\kappa}.
\]

Therefore, we can find a \( P \in SL(2, \mathbb{R}) \), such that \( \tilde{A}_{l_j} = P A_{l_j} P^{-1} \) is diagonal with estimates
\[
\| P \| \leq \sqrt{\frac{\| A_{l_j} \|}{\rho(\alpha, A_{l_j})}} \leq \sqrt{2\| A \| + \frac{4|m_0 + \deg B_{l_j}|}{\kappa}} \leq \sqrt{8\kappa^{-1}\| A \| m_0 + \deg B_{l_j}|}. 
\]

Denote \( \tilde{f}_{l_j}(\theta) = P \tilde{f}_{l_j}(\theta) P^{-1} \), we have
\[
\rho(\alpha, \tilde{A}_{l_j} e^{\tilde{f}_{l_j}(\theta)}) = \rho(\alpha, A_{l_j} e^{\tilde{f}_{l_j}(\theta)}) = \frac{m_0 + \deg B_{l_j}, \alpha}{2}.
\]

Thus we can use \( Q(\theta) := R_{-\frac{1}{2}(m_0 + \deg B_{l_j}, \theta)} \) to conjugate \((\alpha, \tilde{A}_{l_j} e^{\tilde{f}_{l_j}(\theta)})\) to \((\alpha, \tilde{A}_{l_j} e^{\tilde{f}_{l_j}(\theta)})\):
\[
Q(\theta + \alpha) \tilde{A}_{l_j} e^{\tilde{f}_{l_j}(\theta)} Q^{-1}(\theta) = \tilde{A}_{l_j} e^{\tilde{f}_{l_j}(\theta)} ,
\]
with \( \tilde{A}_{l_j} = Q(\theta + \alpha) \tilde{A}_{l_j} Q^{-1}(\theta) \in SL(2, \mathbb{R}) \), being still diagonal and \( \| \tilde{A}_{l_j} \| \leq 2 \).
Moreover, we have
\[
\rho \left( \left( \alpha, \tilde{A}_j e^{	ilde{f}_{\ell_j}^{''}(\theta)} \right) \right) = \rho \left( \alpha, \tilde{A}_j e^{	ilde{f}_{\ell_j}^{''}(\theta)} \right) - \frac{1}{2}(m_0 + \deg B_{l_j}, \theta) = 0,
\]
and
\[
\|\tilde{f}_{\ell_j}^{''}(\theta)\|_{k_0} = \|Q(\theta)P_{\tilde{f}_{\ell_j}^{''}}(\theta)P^{-1}Q^{-1}(\theta)\|_{k_0} \\
\leq \|P\|^2 \|Q(\theta)\|_{k_0} \|\tilde{f}_{\ell_j}^{''}(\theta)\|_{k_0} \\
\leq 8\kappa^{-1}\|A\|(m_0 + \deg B_{l_j})^{1/2}(m_0 + \deg B_{l_j})^{k_0} e^{l_j^2}.
\]
Now by (3.33), we pick the smallest \(j' \geq j\) such that
\[
8\kappa^{-1}\|A\|(m_0 + 4l_j^j) \ln \frac{1}{\epsilon l_j^j} \geq \frac{1}{2} \left( m_0 + 4l_j^j \ln \frac{1}{\epsilon l_j^j} \right) \left| k_0 e_{l_j^j}^2 \right| \leq T(\tau)\kappa \ln \epsilon_0 \left( \frac{1}{l_1}, \frac{1}{l_2} \right)
\]
holds (such \(j'\) exists since we choose \(k \geq D_0\) with \(D_0\) large enough). Then by Lemma 3.2 and by the same argument as above, (3.25) is satisfied.

\[\square\]

4 Spectral Applications

In this section, we concentrate on the \(C^k\) quasi-periodic Schrödinger operator \(H_{V,\alpha,\theta}\). In other words, we will analyze this \(C^k\) quasi-periodic Schrödinger cocycle \((\alpha, S_{E}^{V})\):
\[
S_{E}^{V}(\theta) = \begin{pmatrix} E - V(\theta) & -1 \\ 1 & 0 \end{pmatrix} \in SL(2, \mathbb{R}),
\]
and use its reducibility results to obtain spectral properties of \(H_{V,\alpha,\theta}\) and \(\hat{L}_{V,\alpha,\phi}\) (or \(\hat{L}_{\lambda V,\alpha,\phi}\) if we pick out \(\lambda\) explicitly).

4.1 Pure Point of the Dual Operator

In this subsection, we will prove Theorem 1.2. Before this, we first give a powerful criterion which was originally developed in [8] for the analytic case (and is a quantitative version of Theorem 4.1 of [24]), to establish a kind of equivalence between quantitative full measure reducibility of \(C^k\) quasi-periodic Schrödinger operator (cocycle) and pure point spectrum of its dual long-range operator.

**Definition 4.1** For any fixed \(N \in \mathbb{N}, C > d, \epsilon > 0\), a normalized eigenfunction \(u(\cdot)\) is said to be \((N, C, \epsilon)\)-good if
\[
|u(m)| \leq \epsilon^{-1}|m|^{-C}, \quad |m| \geq (1 - \epsilon)N.
\]
We label the \((N, C, \epsilon)\)-good eigenfunctions of \(\hat{L}_{V,\alpha,\phi}\) by \(u_{\phi}^{N,\epsilon} (\cdot)\) and denote the corresponding eigenvalue by \(E_{\phi}^{N,\epsilon}\). Moreover, denote
\[
\mathcal{E}_{N,\epsilon}^{\phi} = \{E_{\phi}^{N,\epsilon} | u_{\phi}^{N,\epsilon}(\cdot) \text{ is a } (N, C, \epsilon)\text{-good normalized eigenfunction}\}.
\]
and \( \mathcal{E}_{C,\epsilon}(\varphi) = \bigcup_{N>0} \mathcal{E}_{N,C,\epsilon}^\varphi \). Let \( \mu_{\delta_n,\varphi}^{pp} \) be the spectral measure supported on \( \mathcal{E}_{C,\epsilon}(\varphi) \) with respect to \( \delta_n \), which means

\[
\langle \delta_n, \chi_{\mathcal{E}_{C,\epsilon}(\varphi)}(\hat{L}_{V,\alpha,\varphi}) \rangle = \int \chi_{\mathcal{E}_{C,\epsilon}(\varphi)}(E) d \mu_{\delta_n,\varphi}^{pp}(E).
\]

Now we can state our crucial criterion.

**Proposition 4.1** Suppose that there exists \( C \), such that for any \( \delta > 0 \), there exists \( \epsilon > 0 \) and \( N' \) sufficiently large such that for a.e. \( \varphi \in \mathbb{T} \) and for all \( N > N' \), we have

\[
\# \{ \text{linearly independent } (N, C, \epsilon) \text{-good eigenfunctions} \} \geq (1 - \delta)(2N)^d, \tag{4.1}
\]

then for a.e. \( \varphi \in \mathbb{T} \), we have \( \mu_{\varphi} = \mu_{\delta_n,\varphi} = \mu_{\delta_n,\varphi}^{pp} \) for any \( n \in \mathbb{Z}^d \).

**Proof** Fix \( \varphi \in \mathbb{T} \) such that (4.1) holds. Denote

\[
K_{N',C,\epsilon}^\varphi = \{ j \in \mathbb{N} \mid u_j^{\varphi}(\cdot) \text{ is a } (N', C, \epsilon) \text{-good eigenfunction} \}.
\]

\( \#K_{N',C,\epsilon}^\varphi \) is finite if \( N', C, \epsilon \) are fixed. For fixed \( n \in \mathbb{Z}^d \), pick \( N > \max\{N', \frac{|2n|}{\epsilon}\} \) and then we have

\[
\sum_{|m-n| \leq N} |u_j^{\varphi}(m)|^2 > \sum_{|m| \leq (1-\epsilon)N} |u_j^{\varphi}(m)|^2 > 1 - \frac{2^d}{\epsilon(C-d+1)}N^{-C+d}, \tag{4.2}
\]

for \((N, C, \epsilon)\)-good eigenfunction \( u_j^{\varphi}(\cdot) \).

Let \( \tilde{\mu}_{\delta_n,\varphi}^{pp} = \mu_{\delta_n,\varphi}^{pp}(N, C, \epsilon) \) be the truncated spectral measure supported on \( \mathcal{E}_{N,C,\epsilon}^\varphi \). Then by spectral theorem and (4.2), we have

\[
\frac{1}{(2N)^d} \sum_{|m-n| \leq N} |\mu_{\delta_n,\varphi}^{pp}| > \frac{1}{(2N)^d} \sum_{|m-n| \leq N} |\tilde{\mu}_{\delta_n,\varphi}^{pp}| = \frac{1}{(2N)^d} \sum_{|m-n| \leq N} \langle P_{\mathcal{E}_{N,C,\epsilon}^\varphi} \delta_m, \delta_m \rangle \\
= \frac{1}{(2N)^d} \sum_{|m-n| \leq N} \langle P_{\mathcal{E}_{N,C,\epsilon}^\varphi} \delta_m, \delta_m \rangle \\
= \frac{1}{(2N)^d} \sum_{|m-n| \leq N} \sum_{j \in K_{N',C,\epsilon}^\varphi} \langle P_{\mathcal{E}_{j}^\varphi} \delta_m, \delta_m \rangle \\
> \frac{1}{(2N)^d} \sum_{|m| \leq (1-\epsilon)N} \sum_{j \in K_{N',C,\epsilon}^\varphi} |u_j^{\varphi}(m)|^2 \\
> \frac{1}{(2N)^d} \#K_{N',C,\epsilon}^\varphi (1 - \frac{2^d}{\epsilon(C-d+1)}N^{-C+d}) \\
> (1 - \delta)(1 - \frac{2^d}{\epsilon(C-d+1)}N^{-C+d}).
\]

Here \(|\mu_{\delta_n,\varphi}^{pp}| := \mu_{\delta_n,\varphi}^{pp}(\mathcal{E}_{C,\epsilon}(\varphi))\).

By the definition of \( \hat{L}_{V,\alpha,\varphi} (1.2) \), we obtain that the set \( \mathcal{E}_{C,\epsilon}(\cdot) \) is the same for any \( \phi' \) whose difference from \( \phi \) is \( (m, \alpha) \), i.e. \( \mathcal{E}_{C,\epsilon}(\phi) = \mathcal{E}_{C,\epsilon}(\varphi + (m, \alpha)) \). Then we have

\[
\frac{1}{(2N)^d} \sum_{|m| \leq N} |\mu_{\delta_n,\varphi+(m,\alpha)}^{pp}| > (1 - \delta) \left( 1 - \frac{2^d}{\epsilon(C-d+1)}N^{-C+d} \right).
\]
Let $N$ goes to $\infty$, since $\delta$ is arbitrary small, then
\[
\int_{\mathbb{T}} |\mu_{b_n, \varphi}^{pp}| d\varphi = 1,
\]
by the ergodic theorem of $\mathbb{Z}^d$ actions [31]. Thus for a.e. $\varphi \in \mathbb{T}$ and for any $n \in \mathbb{Z}^d$, $\mu_\varphi = \mu_{b_n, \varphi} = \mu_{b_n, \varphi}^{pp}$.

Denote $\Theta_\gamma = \{ \varphi \mid \varphi \in \text{DC}_\alpha (\gamma, \tau) \}$. Note that $|\bigcup_{\gamma > 0} \Theta_\gamma| = 1$ implies for any $\delta > 0$, there exists $\epsilon_0$ such that if $|\gamma| \leq \epsilon_0$, then $|\Theta_\gamma| > 1 - \frac{\delta}{2}$. Again by ergodic theorem of $\mathbb{Z}^d$ actions [31], we have
\[
\lim_{N_0 \to \infty} \frac{1}{(2N_0)^d} \sum_{|m| \leq N_0} \chi_{\Theta_\gamma} (\varphi + \langle m, \alpha \rangle) = \int_{\mathbb{T}} \chi_{\Theta_\gamma} (\varphi) d\varphi.
\]
Thus for $N$ large enough if we take $N_0 = N(1 - \frac{\delta}{3})$, we have
\[
\# \left\{ m \mid \varphi + \langle m, \alpha \rangle \in \Theta_\gamma, |m| \leq N \left(1 - \frac{\delta}{3}\right) \right\} \geq (2N)^d(1 - \delta).
\] (4.3)

For any $\varphi \in \Theta_\gamma$, we choose $N'$ sufficiently large such that (4.3) holds for $N > N'$. As a direct application of our criterion, we prove Theorem 1.2 in the following.

Proof (Pure point spectrum part)
We rewrite
\[
S^V_E (\theta) = \begin{pmatrix} E & -1 \\ 1 & 0 \end{pmatrix} + \begin{pmatrix} -V(\theta) & 0 \\ 0 & 0 \end{pmatrix}.
\]

Under the assumptions of Theorem 1.2 and suppose that $\rho(\alpha, S^V_{E_m}) = \varphi + \langle m, \alpha \rangle \in \text{DC}_\alpha (\gamma, \tau)$, by Theorem 3.1, then there exists $C_1 = \gamma^{-20} C(\kappa, \tau, d, k, \|A\|)$, $C_2 = \gamma^{-\frac{100}{m'}} C(\kappa, \tau, d, k, \|A\|)$ and $B_m \in C^{k'}(2\mathbb{T}^d, SL(2, \mathbb{R}))$ with $k' = \lceil \frac{k}{400} \rceil$ such that
\[
B_m^{-1}(\theta + \alpha) S^V_{E_m} B_m(\theta) = R_{\varphi + \langle m', \alpha \rangle},
\] (4.4)
with estimates:
\[
\|B_m\|_{k'} \leq C_1, \ |m - m'| \leq |2 \deg B_m| \leq 2C_2.
\] (4.5)

Rewrite (4.4) as
\[
B_m^{-1}(\theta + \alpha) S^V_{E_m} B_m(\theta) = \begin{pmatrix} e^{2\pi i (\varphi + \langle m', \alpha \rangle)} & 0 \\ 0 & e^{-2\pi i (\varphi + \langle m', \alpha \rangle)} \end{pmatrix}.
\] (4.6)

Also we write $B_m(\theta) = \begin{pmatrix} z_{11}(\theta) & z_{12}(\theta) \\ z_{21}(\theta) & z_{22}(\theta) \end{pmatrix}$, then direct computation shows
\[
(E_m - \lambda V(\theta)) z_{11}(\theta) = e^{-2\pi i (\varphi + \langle m', \alpha \rangle)} z_{11}(\theta - \alpha) + e^{2\pi i (\varphi + \langle m', \alpha \rangle)} z_{11}(\theta + \alpha).
\] (4.7)

Taking the Fourier transformation for (4.7), we obtain
\[
\sum_{k \in \mathbb{Z}^d} \lambda_{V_k} \hat{z}_{11}(n - k) + 2 \cos 2\pi (\varphi + \langle m', \alpha \rangle + \langle n, \alpha \rangle) \hat{z}_{11}(n) = E_m \hat{z}_{11}(n),
\] (4.8)
then \( \hat{z}_{11}(n) \) is an eigenfunction since \( z_{11} \in C^{k'}(2\mathbb{T}^d, \mathbb{R}) \). To normalize \( \hat{z}_{11}(n) \), we need the following inequality which was proved in [8]:

\[
\|\hat{z}_{11}\|_2^2 \geq \left( 2\|B_m\|_C \right)^{-1}.
\] (4.9)

Now normalizing \( \hat{z}_{11}(n) \) by \( u^\varphi_m(n) = \frac{\hat{z}_{11}(n - m')}{\|\hat{z}_{11}\|_2} \) and we will prove it is \((N, k', \varepsilon)\)-good. Let

\[
\varepsilon \leq \min \left\{ \frac{\delta}{6}, \frac{8C_2}{N}, \frac{1}{C_1^2} \left( \frac{\delta}{13} \right)^{k'} \right\}.
\]

Since \( u^\varphi_m(n) = u^{\varphi+(m', \alpha)}_m(n - m') \), by (4.5) and (4.9), for \( |n| \geq N(1 - \varepsilon) \), we have

\[
|u^\varphi_m(n)| = |u^{\varphi+(m', \alpha)}_m(n - m')| \leq \|B_m\|^2_{L^2} |n - m'|^{-k'} \leq C_1^2 |n| - |m| - 2C_2 |n| - 2C_2 |n| - k',
\]

which means \( u^\varphi_m(\cdot) \) is \((N, k', \varepsilon)\)-good and \( k' > d \) is obvious since we choose \( k > D_0 \tau \) with \( D_0 \) large enough and \( \tau > d - 1 \). By Proposition 4.1 and the estimates above, we conclude that for a.e. \( \varphi \in \mathbb{T}, \hat{L}_{\lambda, V, \alpha, \varphi} \) has pure point spectrum.

(Polynomial SULE part)

For any \( \varphi \in \Theta_\gamma \), we have \( \varphi + \langle m, \alpha \rangle \in \Theta_{\gamma\langle 2m + 1 \rangle^{-\tau}} \), thus \( \rho(\alpha, S^\gamma_{E_m}) = \varphi + \langle m, \alpha \rangle \in D_{\gamma}\langle 2m + 1 \rangle^{-\tau}, \tau \rangle \). By Theorem 3.1 and same argument above, we have \( C_1, C_2 \) substituted by \( \tilde{C}_1 = (\gamma\langle 2m + 1 \rangle^{-\tau})^{-20} C(k, \tau, d, k, \|A\|) \) and \( \tilde{C}_2 = (\gamma\langle 2m + 1 \rangle^{-\tau})^{-20} C(k, \tau, d, k, \|A\|) \). Therefore, for any \( n \in \mathbb{Z}^d \),

\[
|u^\varphi_m(n)| = |u^{\varphi+(m', \alpha)}_m(n - m')| \leq \|B_m\|^2_{L^2} |n - m'|^{-k'} \leq \gamma^{-40} \langle 2m + 1 \rangle^{40\tau} C^2(k, \tau, d, k, \|A\|) |n - m'|^{-k'} \leq \gamma^{-40} \langle 2m + 1 \rangle^{40\tau} \langle 2m - 2m' + 1 \rangle^{40\tau} C^2(k, \tau, d, k, \|A\|) |n - m'|^{-k'} \leq \tilde{C} |m'|^{40\tau + 4000\tau^2} |n - m'|^{-k'}.
\]

Now we pick the parameters \( C = \tilde{C}, b = 40\tau + 4000\tau^2 \) so that \( b \) is independent of \( k \) and \( \tilde{k} = k' \) depending on \( k \), then by definition 1.2, \( \hat{L}_{\lambda, V, \alpha, \varphi} \) has polynomial semi-uniformly localized eigenvectors.

This finishes the proof of Theorem 1.2.

\( \square \)

**Remark 4.1** We need our quantitative full measure reducibility results to get more information about the eigenvectors (“semi-uniformly localized”). This is why we do not use Jitormiskaya and Kachkovskiy’s method [24] to prove pure point spectrum.

\( \odot \) Springer
4.2 Generic Cantor Spectrum

In this subsection, we are dedicated to proving Theorem 1.1.

To achieve this, we first give a brief review of Moser–Pöschel argument in $C^k$ version, readers can refer to [30] and [32] for details in $C^\omega$ case. For definiteness, we put the proof of Proposition 4.2 in the Appendix.

**Proposition 4.2** Let $\alpha \in DC_d(\kappa, \tau)$, $V \in C^k(\mathbb{T}^d, \mathbb{R})$ with $k \geq D_0 \tau$ for some large $D_0 \in \mathbb{N}$. Assume that $(\alpha, S^V_E)$ is $C^{k_1}$ reducible to $(\alpha, B)$ with $B = \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix}$, $c \in \mathbb{R}$. Let $W : \mathbb{T}^d \to \mathbb{R}$ be $C^k(\mathbb{T}^d, \mathbb{R})$ and $t$ be real. $Z = \begin{pmatrix} z_{11} & z_{12} \\ z_{21} & z_{22} \end{pmatrix} : \mathbb{T}^d \to \text{SL}(2, \mathbb{R})$ is the $C^{k_1}$ conjugation map.

If (1) $c \neq 0$ and $[W z_{11}^2] \neq 0$, or (2) $c = 0$ and $- [W z_{11} z_{12}]^2 + [W z_{12}^2][W z_{11}^2] < 0$,

then $(\alpha, S^{V+t\tilde{W}}_E)$ is uniformly hyperbolic provided $|t| > 0$ is sufficiently small and $ct[W z_{11}^2] < 0$ if (1) holds.

As a straight corollary of Proposition 4.2, we obtain

**Corollary 4.1** Same assumptions as Proposition 4.2 and assume that $c \neq 0$, then $E$ is at the endpoint of a noncollapsed spectral gap (the right point if $c > 0$ and the left one if $c < 0$).

**Proof** Take $W = 1$, then $(\alpha, S^V_{E-t})$ is uniformly hyperbolic if $ct < 0$ and $|t|$ is small enough. This means that there is an open spectral gap besides $E(E)$ is the right endpoint if $c > 0$ and the left one if $c < 0$.

**Remark 4.2** For the case $c = 0$, the corresponding energy lies at the endpoint of a collapsed gap as the derivative of the rotation number is nonzero. One can consult [32] for detailed proof.

The next corollary of Proposition 4.2 shows that when $c = 0$, i.e. the Floquet matrix is the identity, one can “open up” the collapsed gap by means of a generic $C^k$ perturbation.

**Corollary 4.2** Under the same assumptions as Proposition 4.2 and assume that $c = 0$. If $W$ is a generic $C^k$ potential, then for $|t| > 0$ sufficiently small, the spectrum $\sigma(\alpha, V + tW)$ has an open spectral gap with the label corresponding to $N(E, V, \alpha)$.

**Proof** By Proposition 4.2, for a perturbation $\tilde{W}$ satisfying

$$- [\tilde{W} z_{11} z_{12}]^2 + [\tilde{W} z_{12}^2] [\tilde{W} z_{11}^2] < 0,$$  \hspace{1cm} (4.10)

$(\alpha, S^{V+t\tilde{W}}_E)$ is uniformly hyperbolic if $|t| > 0$ is sufficiently small. This means $E$ lies in a spectral gap of $\sigma(\alpha, V + t\tilde{W})$. By the continuity of IDS we have

$$N(E, V + tW, \alpha) = N(E, V, \alpha)$$

for $|t|$ small enough. Denote

$$y_1 = \frac{1}{2} (z_{11}^2 + z_{12}^2), \quad y_2 = \frac{1}{2} (z_{11}^2 - z_{12}^2), \quad y_3 = z_{11} z_{12},$$

then (4.10) can be written as

$$\left[\tilde{W} y_1\right]^2 - \left[\tilde{W} y_2\right]^2 - \left[\tilde{W} y_3\right]^2 < 0.$$
We pick $E'$ such that

$$[(E' + W)y_1] = E'[y_1] + [Wy_1] = 0.$$  

$E'$ is uniquely defined as $[y_1] \neq 0$. Then $E' + W$ satisfies (4.10) if and only if

$$\left( (E' + W)y_1 \right)^2 - \left( (E' + W)y_2 \right)^2 - \left( (E' + W)y_3 \right)^2 < 0. \quad (4.11)$$

Since $[(E' + W)y_1] = 0$, then (4.11) holds unless $[(E' + W)y_2] = 0$ and $[(E' + W)y_3] = 0$,

which is a $C^k$ (dense and open, hence) generic condition. Therefore, if $|t| > 0$ is small enough, the spectrum $\sigma(\alpha, V + tW)$ has an open gap with

$$N(E - tE', V + tW, \alpha) = N(E, V, \alpha).$$

Now we are able to prove Theorem 1.1.

**Proof** For Schrödinger operator $HV_{\alpha, \theta}$ with $V \in C^k(T_d, \mathbb{R})$, Gap Labeling Theorem [11,30] says that for any fixed spectral gap, there exists a unique $m \in \mathbb{Z}^d$ such that $2\rho(\alpha, S_E^V) = \langle m, \alpha \rangle \mod \mathbb{Z}$ is locally constant in the gap. Besides, different $m$ corresponds to different gaps and one gap is labeled by one $m$. by Theorem 3.1, for $E \in \Sigma_{V, \alpha}$ with $2\rho(\alpha, S_E^V) - \langle m, \alpha \rangle \in \mathbb{Z}$, $(\alpha, S_E^V)$ can be conjugated to the identity or a parabolic matrix (hyperbolic matrix is excluded since $E$ is in the spectrum). Moreover, since the rotation number is strictly monotonic in the spectrum, we obtain that there is a countable dense subset of energies in the spectrum such that $(\alpha, S_E^V)$ is $C^{k_1}$ ($k_1 < k$ fixed) conjugated to the identity or a parabolic matrix. These energies lie at endpoints of gaps which can be collapsed (the identity case).

However, by corollary 4.2, a generic and arbitrarily small $C^k$ perturbation opens the collapsed gaps easily. Since there is a countable number of gaps, then Theorem 1.1 follows. \qed
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**Appendix**

**Proof of Proposition 4.2** By the assumptions, we have

$$Z^{-1}(\theta + \alpha)S_E^V(\theta)Z(\theta) = B = \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix}.$$  

Direct computation gives

$$Z^{-1}(\theta + \alpha)S_E^{V+tW}(\theta)Z(\theta) = B + tWP,$$

with

$$P = \begin{pmatrix} z_{11}z_{12} - cz_{11}^2 & -cz_{11}z_{12} + z_{12}^2 \\ -z_{11}^2 & -z_{11}z_{12} \end{pmatrix}.$$
here we denote $P = P(\theta)$ and $W = W(\theta)$ for simplicity.

By Proposition 3.1, $(\alpha, B + tWP)$ can be $C^{(\frac{4}{3})}$ conjugated to $(\alpha, B + t[WP] + t^2R)$ where $\lfloor \cdot \rfloor$ denote the averaging of a quasi-periodic function and $R$ depends $C^{(\frac{4}{3})}$ on $t, \theta$.

Moreover, a direct computation shows that we can rewrite

$$B + t[WP] + t^2R = \exp \left( \tilde{B}_0 + t\tilde{B}_1 + t^2\tilde{R} \right),$$

with

$$\tilde{B}_0 = \begin{pmatrix} 0 & c \\ 0 & 0 \end{pmatrix}, \quad \tilde{B}_1 = \begin{pmatrix} [Wz_{11}z_{12}] - \frac{c}{2} [Wz_{11}^2] & -c [Wz_{11}z_{12}] + [Wz_{12}^2] \\ -[Wz_{11}^2] & -[Wz_{11}z_{12}] + \frac{c}{2}[Wz_{11}^2] \end{pmatrix},$$

and $\tilde{R} \in \mathfrak{sl}(2, \mathbb{R})$ depending $C^{(\frac{4}{3})}$ on $t, \theta$.

Let $D = \begin{pmatrix} d_1 & d_2 \\ d_3 & -d_1 \end{pmatrix} = \tilde{B}_0 + t\tilde{B}_1$ and $d = det(D) = -d_1^2 - d_2d_3$.

We first consider case (1) $c \neq 0$ and $[Wz_{11}^2] \neq 0$. We can compute that $d = ct[Wz_{11}^2] + O(t^2)$. Since $ct[Wz_{11}^2] < 0$, then $d < 0$. We construct

$$Q = \begin{pmatrix} d_2 & d_2 \\ -d_1 + \sqrt{-d} & -d_1 - \sqrt{-d} \end{pmatrix},$$

then $det(Q) = 2c \sqrt{-ct[Wz_{11}^2]} + O(t)$ and

$$Q^{-1}DQ = \Delta = \begin{pmatrix} \sqrt{-d} & 0 \\ 0 & -\sqrt{-d} \end{pmatrix},$$

thus $Q$ conjugates $(\alpha, \exp(\tilde{B}_0 + t\tilde{B}_1 + t^2\tilde{R}))$ to $(\alpha, \exp(\Delta + \tilde{S}_1))$ where

$$\tilde{S}_1(t, \theta) = t^2 Q^{-1} \tilde{R}(t, \theta) Q, \quad \tilde{S}_1 \sim O(\vert t \vert^3), \forall \theta.$$ 

Therefore,

$$\Delta + \tilde{S}_1 = \sqrt{-ct[Wz_{11}^2]} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + O(\vert t \vert),$$

which implies $(\alpha, S_E^{V+W})$ is uniformly hyperbolic provided $\vert t \vert > 0$ is sufficiently small and $ct[Wz_{11}^2] < 0$.

Now we turn to case (2) $c = 0$ and $-[Wz_{11}z_{12}]^2 + [Wz_{12}^2][Wz_{11}^2] < 0$. Then

$$D = t \begin{pmatrix} [Wz_{11}z_{12}] & [Wz_{12}^2] \\ -[Wz_{12}^2] & -[Wz_{11}z_{12}] \end{pmatrix} := t\tilde{D},$$

and $\tilde{d} = det(\tilde{D}) = -[Wz_{11}z_{12}]^2 + [Wz_{12}^2][Wz_{11}^2] < 0$. Similarly as above, there exists a conjugation map $Q$, independent of $t$ and $\theta$, which transforms $(\alpha, \exp(t\tilde{D} + t^2\tilde{R}))$ into $(\alpha, \exp(t\tilde{\Delta} + t^2\tilde{S}_2))$ where

$$\tilde{\Delta} = \begin{pmatrix} \sqrt{-\tilde{d}} & 0 \\ 0 & -\sqrt{-\tilde{d}} \end{pmatrix}, \quad \tilde{S}_2(t, \theta) = Q^{-1} \tilde{R}(t, \theta) Q.$$

Therefore,

$$t\tilde{\Delta} + t^2\tilde{S}_2 = t\sqrt{-\tilde{d}} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + \frac{t}{\sqrt{-\tilde{d}}} \tilde{S}_2.$$
which implies \((\alpha, S_E^{V+tW})\) is uniformly hyperbolic provided \(t \neq 0\) is small enough. This finishes our proof. \(\square\)
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