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ABSTRACT
We report three-dimensional hydrodynamical simulations of shocks ($M_{\text{shock}} \gtrsim 4$) interacting with fractal multicloud layers. The evolution of shock-multicloud systems consists of four stages: a shock-splitting phase in which reflected and refracted shocks are generated, a compression phase in which the forward shock compresses cloud material, an expansion phase triggered by internal heating and shock re-acceleration, and a mixing phase in which shear instabilities generate turbulence. We compare multicloud layers with narrow ($\sigma_{\rho} = 1.9 \bar{\rho}$) and wide ($\sigma_{\rho} = 5.9 \bar{\rho}$) log-normal density distributions characteristic of Mach $\approx 5$ supersonic turbulence driven by solenoidal and compressive modes. Our simulations show that outflowing cloud material contains imprints of the density structure of their native environments. The dynamics and disruption of multicloud systems depend on the porosity and the number of cloudlets in the layers. ‘Solenoidal’ layers mix less, generate less turbulence, accelerate faster, and form a more coherent mixed-gas shell than the more porous ‘compressive’ layers. Similarly, multicloud systems with more cloudlets quench mixing via a shielding effect and enhance momentum transfer. Mass loading of diffuse mixed gas is efficient in all models, but direct dense gas entrainment is highly inefficient. Dense gas only survives in compressive clouds, but has low speeds. If normalised with respect to the shock-passage time, the evolution shows invariance for shock Mach numbers $\gtrsim 10$ and different cloud-generating seeds, and slightly weaker scaling for lower Mach numbers and thinner cloud layers. Multicloud systems also have better convergence properties than single-cloud systems, with a resolution of 8 cells per cloud radius being sufficient to capture their overall dynamics.
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1 INTRODUCTION
Multi-phase flows are ubiquitous in the Universe. They are found in the interstellar medium surrounding supernova remnants (e.g., see Fesen et al. 2006; Villagran et al. 2020), in the circumgalactic medium as inflowing gas streams (e.g., see Mandelker et al. 2018; Martin et al. 2019; Mandelker et al. 2020), outflowing winds (e.g., see Werk et al. 2013, 2016) and fountains (e.g., see Leroy et al. 2015), and also in the intracluster medium (e.g., see Jáchym et al. 2019). Galactic winds are examples of such outflows as multi-wavelength observations of several galaxies, mainly starburst galaxies, reveal the presence of a cold, dense gas component embedded in a much hotter and more diffuse gas component (e.g., see Shopbell & Bland-Hawthorn 1998; Veilleux, Cecil & Bland-Hawthorn 2005; Tripp et al. 2011; Lockman & McClure-Griffiths 2016; Di Teodoro et al. 2018; Salak et al. 2018; Krieger et al. 2019; Di Teodoro et al. 2019; Lockman, Di Teodoro & McClure-Griffiths 2020). The prevalence of dense gas in galactic outflows poses challenges to current theoretical models as analytical considerations and numerical simulations of wind-cloud interactions show that dynamical instabilities and evaporation can make the acceleration and survival of dense gas difficult over a wide range of the parameter space (e.g., see Zhang et al. 2017 and Zhang 2018 for a recent review).

In recent years, there have been efforts to understand both shock-cloud and wind-cloud interactions by studying the roles of radiative cooling (Yirak, Frank & Cunningham 2010; Sparre, Pfommer & Vogelsberger 2019; Li et al. 2020), thermal conduction (Marcolini et al. 2005; Armillotta et al. 2017), self-gravity
(Li et al. 2014), turbulence (Schneider & Robertson 2017; Banda-Barragán et al. 2018; Liang & Remington 2020), and magnetic fields (Grønnow et al. 2017, 2018) in such models. Radiative cooling and thermal conduction generally prolong the lifetimes of wind-swept clouds, but they impede acceleration (e.g., Scannapieco & Brüggen 2013; Brüggen & Scannapieco 2016). Magnetic fields can shield the clouds by stabilising shear layers and preventing the emergence of Kelvin-Helmholtz instabilities (hereafter KH instabilities, see e.g., McCourt et al. 2015; Banda-Barragán et al. 2016). Turbulent densities favour cloud disruption but the initial dissipation of supersonic turbulence aids acceleration (e.g., Banda-Barragán et al. 2018).

Despite the progress made towards understanding wind-cloud models, most of the above works focused solely on the interplay between a single, isolated cloud with either a shock or a wind (e.g., see Schneider & Robertson 2015; Pittard & Parkin 2016; Dugan et al. 2017; Cottle et al. 2018; and Goldsmith & Pittard 2017, 2018 for a recent comparison between shock- and wind-cloud problems). Studies of shocks/winds interacting with multicloud systems are, however, more scarce, even though, in most astrophysical situations, interstellar clouds are not isolated but rather are part of larger multi-cloud complexes1. In the case of galactic winds, such complexes can be found both at the base and along the outflowing gas (e.g., see Walter et al. 2017; Salak et al. 2017; Leaman et al. 2019; Krieger et al. 2019). Cloud complexes are the birthplace of the starburst outflows as they host active star-forming regions, which drive turbulence and promote the vertical circulation of gas in the host galaxy (e.g., see Cooper et al. 2008; Hill et al. 2012; Melioli et al. 2013; Kim & Ostriker 2018). Thus, investigating how multicloud systems evolve and disentangling the collective effects of different cloud distributions when they are overrun by a shock is essential to deepening our understanding of dense gas entrainment and mass loading into multi-phase galactic outflows.

The problem of shocks interacting with multicloud systems has been studied both analytically and numerically by previous authors. Jun, Jones & Norman (1996) showed that vertical motions produced by supernova ejecta interacting with clumpy media can enhance Rayleigh-Taylor instabilities (hereafter RT instabilities). Poludnenko, Frank & Blackman (2002) studied the adiabatic interaction between shocks and cylindrical clouds. They found that the evolution of a shocked multicloud system depends primarily on the thickness of the cloud layer, and showed that mass loading is inefficient as dense gas travels marginal distances and reaches < 10% of the flow speed before destruction. In addition, Pittard et al. (2005) studied how a collection of mass sources embedded in transonic and supersonic flows affect their dynamics. They showed that the spatial separation among different mass sources determines whether or not a wind can percolate through a clumpy medium. The tails of clouds in close proximity interacted effectively with each other, while increasing the distance between them created multiple bow shocks that favoured the acceleration of gas in between the clouds.

Later, Alizás et al. (2012, 2014) studied the 2D hydrodynamic (HD) and magnetohydrodynamic (MHD) interactions, respectively, of supersonic shocks interacting with multicloud media. In their HD study they found that the ablation of clouds in a clumpy medium overrun by a shock leads to the formation of dense shells as a result of mass loading. These shells are highly turbulent and speed up the destruction of downstream clouds (see also Pittard et al. 2009). In their MHD study they showed that the role of magnetic fields depends on their orientation and how the clouds are arranged in the shocked multicloud system. While fields aligned with the flow prevent adjacent clouds from expanding and mixing, transverse magnetic fields are effective at drawing nearby clouds together (and even inducing cloud mergers if they were on the same field line). Similarly, Forbes & Lin 2019 showed that upstream clouds can effectively shield downstream clouds when they are initially placed along a stream in close proximity.

Owing to the complexity of the problem, most of the above studies on multicloud systems investigated models with either cylindrical clouds (in 2D) or spherical clouds (in 3D) in purely adiabatic configurations. However, clouds in the interstellar medium (ISM) at the base of outflows are turbulent (e.g., see Mac Low & Klessen 2004; Elmegreen & Scalo 2004; McKee & Ostriker 2007; Padoan et al. 2014; Krumholz & Federrath 2019) and mass-loaded gas along the outflow is subjected to radiative processes (e.g., see Cooper et al. 2008; Martin et al. 2015; Thompson et al. 2016; McCourt et al. 2018; Schneider et al. 2018). In this paper we relax the first assumption and present, for the first time, shock-multicloud models including clouds with log-normal density distributions of the type that arises from supersonic turbulence (e.g., see Federrath et al. 2008). In subsequent papers in this series, we will present models with radiative heating and cooling, magnetic fields, and other source terms. In this context, this paper broadens the parameter space by investigating the adiabatic interactions between shocks with different Mach numbers and layers of clouds with different density distributions (i.e., compact versus porous systems) and varying cloud population densities (i.e., systems with few clouds versus systems with many).

This paper is organised as follows. In Section 2 we describe the computational set-up and the set of diagnostics and time-scales we use for the analysis of the simulations. In Section 3 we analyse the effects of changing the density structure of the multicloud system, the shock Mach number, the cloud layer thickness, and the numerical resolution on both the shock and the clumpy medium. In this section we also comment on the implications for cloud entrainment and mass loading into galactic outflows. In Section 4 we discuss the limitations of this work and the content of the next papers in this series. In Section 5 we summarise our findings.

2 METHOD

2.1 Simulation code

For the simulations reported in this paper we solve the equations of hydrodynamics using the BLCC approximate Riemann solver (Toro, Spruce & Speares 1994) with a Courant-Friedrichs-Lewy (CFL) number of $C_a = 0.3$, implemented in the PLUTO v4.3 code (Mignone et al. 2007). The mass, momentum, and energy conservation laws we solve are:

$$\frac{∂ρ}{∂t} + \nabla \cdot [ρv] = 0, \quad (1)$$

$$\frac{∂[ρv]}{∂t} + \nabla \cdot [ρvv + IP] = 0, \quad (2)$$

$$\frac{∂E}{∂t} + \nabla \cdot [(E + P)v] = 0, \quad (3)$$

---

1 The community studying outflows driven by Active Galactic Nuclei (AGN) activity has also investigated non-uniform cloud systems, e.g., see Sutherland & Bicknell 2007; Wagner, Bicknell & Umemura 2012; Wagner, Umemura & Bicknell 2013; Mukherjee et al. 2016; Bieri et al. 2017.
\[ \frac{\partial [\rho C]}{\partial t} + \nabla \cdot [\rho C v] = 0, \]  
(4)

where \( \rho \) is the mass density, \( v \) is the velocity, \( P = (\gamma - 1) \rho e \) is the gas thermal pressure, \( E = \rho e + \frac{1}{2} \rho v^2 \) is the total energy density, \( e \) is the specific internal energy, and \( C \) is a Lagrangian scalar that allows us to track gas originally in the multicloud system (at time \( t = 0 \), \( C = 1 \) inside the multicloud layer, and \( C = 0 \) everywhere else).

### 2.2 Scale-free models and normalisation

The adiabatic simulations in this paper lack source terms, so they are scale-free shock-multicloud models. This means the reader can normalise the results to their target systems by adequately following the relevant scaling relations (including the equation of state). In addition, we report some of the results normalised with physical units relevant for the galactic wind in galaxy M82 (e.g., see Shopbell & Bland-Hawthorn 1998; Strickland & Heckman 2009) and the nuclear wind in our own Galaxy (e.g., see Bland-Hawthorn & Cohen 2003; McClure-Griffiths et al. 2013), which are the main motivation of our paper. Reporting the results in both scale-free units and a set of fiducial physical units allows us to readily compare these results with those reported in the next papers of this series, for which we use the same units, but where scaling is limited by the inclusion of radiative cooling and magnetic fields.

### 2.3 Computational set-up

The simulation set-up consists of a multicloud system, a pre-shock ambient medium, and a post-shock ambient medium (see Figure 1). The multicloud system is a rectangular prism (layer) with thickness \( L_{\text{mc}} \) that contains fractal clouds with an initial average density \( \bar{n}_{\text{cloud},0} \) (corresponding to an average number density \( \bar{n}_{\text{cloud},0} = n_{\text{cloud},0}/m_{\text{H}} = 1 \, \text{cm}^{-3} \)) in our fiducial example, where \( \mu \) is the mean particle mass and \( m_{\text{H}} \) is the atomic mass unit). The multicloud system is embedded in a pre-shock ambient medium with a constant density, \( \rho_{\text{ambient}} \) (corresponding to a constant number density \( \rho_{\text{ambient}} = n_{\text{ambient}}/m_{\text{H}} = 10^{-2} \, \text{cm}^{-3} \)). Both the pre-shock ambient medium and the multicloud system are initially at rest, and they are swept by a supersonic shock characterised by a Mach number,

\[ M_{\text{shock}} = \frac{v_{\text{shock}}}{c_{\text{ambient}}} = 10, \text{ or } 4, \text{ or } 30, \]  
(5)

depending on the model. In this equation, \( v_{\text{shock}} \) and \( c_{\text{ambient}} = \sqrt{\gamma P_{\text{ambient}}/\rho_{\text{ambient}}} \) are the shock speed and the sound speed of the pre-shock ambient medium, respectively. In all models the initial density contrast between the cloud layer and the pre-shock ambient material is

\[ \chi = \frac{\bar{n}_{\text{cloud},0}}{\rho_{\text{ambient}}} = \frac{\bar{n}_{\text{cloud},0}}{n_{\text{ambient}}} = 10^2, \]  
(6)

while the density contrast between the post-shock ("psh") and pre-shock ambient media is determined by the Rankine-Hugoniot jump conditions (Landau & Lifshitz 1987), which also determine the pressure and velocity jumps across the shock. For \( M_{\text{shock}} = 10 \), \( \rho_{\text{psh}} \approx 4 \rho_{\text{ambient}} \) and \( P_{\text{psh}} \approx 125 P_{\text{ambient}} \). For \( M_{\text{shock}} = 4 \), \( \rho_{\text{psh}} \approx 3.4 \rho_{\text{ambient}} \) and \( P_{\text{psh}} \approx 20 P_{\text{ambient}} \). For \( M_{\text{shock}} = 30 \), \( \rho_{\text{psh}} \approx 3 \rho_{\text{ambient}} \) and \( P_{\text{psh}} \approx 1125 P_{\text{ambient}} \). The shock-multicloud systems are evolved in the rest frame of the pre-shock medium (i.e., \( v_{\text{ambient}} = 0 \)), so \( v_{\text{psh}} \approx 0.75 v_{\text{shock}} \) for \( M_{\text{shock}} = 10, 30 \), and \( v_{\text{psh}} \approx 0.70 v_{\text{shock}} \) for \( M_{\text{shock}} = 4 \). The lower Mach numbers, \( M_{\text{shock}} \leq 10 \), represent the conditions expected in the inner region of galactic winds driven by stellar feedback (e.g., see Cooper et al. 2008; Schneider & Robertson 2017), while the high Mach number, \( M_{\text{shock}} = 30 \), is chosen solely for theoretical purposes as it allows us to study Mach scaling in the strong-shock regime.

#### 2.3.1 Log-normal density fields

Following Banda-Barragán et al. (2019), the initial probability density function (PDF) of the density fields assigned to the fractal multicloud systems is log-normal,

\[ \mathcal{P}(\rho_{\text{cloud},0}) = \frac{1}{s_0 \sqrt{2 \pi} \rho_{\text{cloud},0}} \exp \left( -\frac{[\ln(\rho_{\text{cloud},0}) - \bar{\rho}_0]^2}{2 s_0^2} \right), \]  
(7)

where \( \rho_{\text{cloud},0} \) is the cloud density, \( \bar{\rho}_0 \) and \( s_0 \) are the mean and standard deviation of the logarithm of the density at \( t = 0 \) (Sutherland & Bicknell 2007). Accordingly, the mean and the variance of the density are \( \bar{\rho}_{\text{cloud},0} = \exp(\bar{\rho}_0 + s_0^2/2) \) and \( \sigma_{\rho_{\text{cloud},0}}^2 = \bar{\rho}_{\text{cloud},0}^2 \exp(s_0^2) - 1 \), respectively. Using this parametrisation, the normalised standard deviation of the initial log-normal density field is...
PDF is

\[ \sigma_{\text{cloud},0} = \sigma_{\text{Pinc,0}} \frac{\rho}{\rho_{\text{cloud},0}} = 1.9 \text{ or } 5.9, \]

(8)
depending on whether the clouds are solenoidal (i.e., consistent with divergence-free supersonic turbulence) or compressive (i.e., consistent with curl-free supersonic turbulence), respectively (see Federrath et al. 2010). Note that we will, henceforth, use the terms “solenoidal clouds” to refer to the former, i.e., to more compact, more uniform systems; and “compressive clouds” to refer to the latter, i.e., to more permeable, more porous systems (see Figure 1). The log-normal density fields for the cloud layers are generated with the pyFC library (available at https://bitbucket.org/pandante/pyfc), which constructs randomly-generated, periodic scalar fields that follow pre-defined power-law spectra, \( D(k) \), in Fourier space. Solenoidal clouds have \( D(k) \propto k^{-0.78} \) and compressive clouds have \( D(k) \propto k^{-1.44} \) (see Federrath et al. 2009).

The largest spatially-correlated scales in the two-point fractal distribution are determined by a minimum wavenumber, \( k_{\min} \), which we change depending on the desired number of cloudlets inside the cloud layer, while the smallest-correlated scales are given by the Nyquist limit, \( k_{\max} \). In solenoidal models this process creates smoothly-varying density fields with larger fractal dimensions and less pronounced density contrasts than in compressive models.

The relation between the normalised standard deviation of the density PDF, \( \sigma_{\text{cloud},0} \), and the turbulence Mach number, \( M_{\text{turb}} \), is \( \sigma_{\text{cloud},0} \approx b M_{\text{turb}} \) (Padoan et al. 1997; Passot & Vázquez-Semadeni 1998). Therefore, the solenoidal density fields correspond to an rms Mach number of \( M_{\text{turb}} \approx 5.3 \) with \( b \approx 0.36 \), and the compressive density fields correspond to \( M_{\text{turb}} \approx 5.6 \) with \( b \approx 0.15 \) (see Federrath et al. 2008). Our choice of Mach number reflects the turbulent properties of interstellar gas at the boundary between the cold and warm phases (e.g., see Tremblin et al. 2014; Burkhalter et al. 2015). We will explore other rms Mach numbers in future studies. Note also that, owing to the fractal nature of our multi-cloud systems, some cloudlets/cores inside the fractal multicloud systems are \( \geq 10^4 \) times denser than the ambient medium, with

\[ n_{\text{cloud}} \geq 10^5 \text{ cm}^{-3}, \]

while diffuse regions in the layers have number densities of \( \rho_{\text{cloud}} \approx 10^{-3} - 10^{-1} \text{ cm}^{-3} \), thus reflecting more realistic density gradients than previous uniform-cloud models.

### 2.3.2 3D domain and grid resolution

The 3D computational domain consists of a rectangular prism with a volume \( L_X \times L_Y \times L_Z \), where \( L_X \approx L_Z = \frac{1}{2} L_Y = L \). In our fiducial configuration, we choose \( L = 100 \) pc, so that the corresponding physical size of the domain is 100 pc x 500 pc x 100 pc. The grid in all models is uniform and has a standard resolution of \( (N_X \times N_Y \times N_Z) = (256 \times 1280 \times 256) \). Our high-resolution simulations have twice that number of cells, i.e., \( (N_X \times N_Y \times N_Z) = (512 \times 2560 \times 512) \), and our low-resolution simulations have half that number, i.e., \( (N_X \times N_Y \times N_Z) = (128 \times 640 \times 128) \). The shock is placed at \( Y = -L/4 \) in all models, so there is a time delay, \( \tau_{\text{shock}} \), until it reaches the multicloud layer. The 3D multicloud system occupies the region between the planes \( Y = 0 \) and \( Y = L_{\text{mc}} \) (see Figure 1). We choose \( L_{\text{mc}} = 50 \) pc in our standard models, and \( L_{\text{mc}} = 25 \) pc in our thin-layer models (see table 1). Note that our models represent an idealised vertical section of an outflow, so these thicknesses are chosen to be lower than the estimated disc scale heights of \( \approx 300 \) pc in our main targets, namely galaxy M82 and our own Galaxy.

Note that: 1) Assigning a large volume for the bottom half of our computational domain is needed because shocks reflected from the multicloud system travel upstream and need to be kept within the computational domain at all times to ensure that the post-shock gas conditions are not altered; 2) in all the figures henceforth we will crop the bottom part of the computational domain to highlight the region of interest, where the multicloud system is located; and 3) employing uniform grids, instead of adaptive ones, allows us to capture the evolution of dense cores in the multicloud layer, shock-cloud interfaces where vorticity is deposited, reflected and refracted shocks, and the diffuse mixed gas at the same resolution in all models.

### 2.3.3 Boundary conditions

In all models we set up a diode boundary condition on the upper side of the simulation domain, periodic boundary conditions on the four lateral sides, and an inflow boundary condition on the bottom side. A constant supply of gas with post-shock gas properties is injected into the computational domain from the latter zone.

### 2.3.4 Models

Our simulation sample comprises 18 models in total (see table 1). We initialise the multicloud systems with log-normal density fields characteristic of solenoidal and compressive fractal clouds. We set up 9 models with solenoidal cloud layers and 9 models with compressive cloud layers. Within each sample, we vary the minimum wavenumber of the cloud distribution \( k_{\min} \), the cloud layer thickness \( L_{\text{mc}} \), the shock Mach number \( M_{\text{shock}} \), the cloud-generating seed \( S_{\text{d}} \), and the numerical resolution of the computational domain.

To insert the pyFC-generated fractal clouds, we follow our standard four-step procedure (see Banda-Barragán et al. 2018), i.e., 1) we mask regions in the cloud layer outside a length of \( L_{\text{mc}} \), 2) we scale the average density to \( \bar{\rho}_{\text{cloud},0} \) in the multicloud system, 3) we interpolate the resulting density data cube into the 3D domain, and 4) we initialise the simulations with the multicloud systems in thermal pressure equilibrium with the ambient medium. This process allows us to compare the evolution of solenoidal and compressive multicloud models by ensuring that all of them contain clouds with the same initial average density. All the multicloud systems have an initially stationary velocity field, and turbulence forcing is also excluded from the models. While including a turbulent velocity field would be more consistent, it would also broaden the parameter space as subsonically- and supersonically-turbulent clouds evolve differently (see a comparison in Section 4.2 of Banda-Barragán et al. 2018).

The standard model names indicate the type of density field (solen/comp), the minimum wavenumber in the cloud layer (k4/8/16), and the shock Mach number (M10/4/30). Models with thinner cloud layers (i.e., with smaller \( L_{\text{mc}} \)) are labeled with a “th” subscript, and their cloud layers contain half the mass of the other models. Models with clouds generated with different random seeds are labelled with a “sd” subscript, and models with higher and lower numerical resolutions are labeled with “hr” and “lr” subscripts, respectively.

### 2.3.5 Cloud layer porosity, cloudlet population density, and individual resolutions

The porosity of a multicloud system is determined by the standard deviation of the log-normal density distributions. Compressive multicloud models are therefore more porous than solenoidal multicloud
models as the mass in them is concentrated in higher-density cores (cloudlets) and there are larger voids of low-density gas surrounding them.

On the other hand, the cloud population density in a particular multicloud system is given by the number of individual cloudlets inside the cloud layer volume. The number of cloudlets in a layer is given by the normalised, dimensionless wavenumber of the density distribution, \( k = \frac{k_x L}{r_{\text{pch}}} \), where \( k_x \) is the wavenumber in units of 1/length. Thus, the number of cloudlets, \( N_{\text{cloudlets}} \), and their typical size, \( r_{\text{cloudlet}} = \frac{r_{\text{pch}}}{k_x} \), in each multicloud system is given by the wavenumber as,

\[
N_{\text{cloudlets}} \approx k^3 \frac{L_{\text{mc}}}{L}, \quad \text{and,}
\]

\[
r_{\text{cloudlet}} \approx \frac{L}{2k},
\]

respectively. Therefore, in our standard models \( N_{\text{cloudlets}} \approx 32, 256, 2048 \) for \( k = 4, 8, 16 \) models, respectively; and in our thin-layer, \( k = 8 \), models \( N_{\text{cloudlets}} \approx 128 \). In our fiducial models with physical units, the above equation implies typical cloud sizes of \( r_{\text{cloudlet}} \approx 12.5 \, \text{pc}, 6.3 \, \text{pc}, 3.1 \, \text{pc} \) for \( k = 4, 8, 16 \) models, respectively. Similarly, the numerical resolutions (in terms of number of grid cells per cloudlet radius) are 32, 16, 8 (\( R_{\text{32}}, R_{16}, R_8 \) in the conventional notation) for \( k = 4, 8, 16 \) models, respectively, in our standard-resolution simulations.

### 2.4 Diagnostics

To investigate how varying the initial conditions affect the evolution of shock-multicloud systems, we use the following set of diagnostic quantities:

a) First, we measure the volumetric averages of the thermal pressure in cloud gas

\[
\langle P_{\text{cloud}} \rangle = \frac{\int P \, dV}{\int dV}.
\]

b) Second, we calculate the volumetric filling factor of cloud material in the computational domain (see Poludnenko et al. 2002) as

\[
F_v = \frac{\int C \, dV}{\int dV}.
\]

c) Third, we detect and track shocks inside the computational domain using an algorithm that searches for cells where there are large pressure gradients and \( \nabla \cdot \mathbf{v} < 0 \) (our algorithm is based on the methods described in Vazza et al. 2011 and Lehmann, Federrath & Wardle 2016). The Mach number in each cell, \( i \), is

\[
M_i = \sqrt{M_{\text{g},i}^2 + M_{\text{c},i}^2 + M_{\text{v},i}^2},
\]

where \( M_{\text{g},i} \) is obtained from the local directional speed gradients, \( \Delta v_{x,i,y,z} \approx |\partial v_i/\partial x_1, y, z| (2 \Delta x_i, y, z) \), where the derivatives are calculated using a central difference method. Thus,

\[
M_{x,i,y,z} \approx \left[ \frac{4 \Delta v_{x,i,y,z}}{3 c_{\text{sound}}} \right],
\]

where \( c_{\text{sound}} \approx c_{\text{ph}} \) for the reflected shock (“rs”) and \( c_{\text{sound}} = \sqrt{5} c_{\text{ph}} \) for the incident shock (“i”).
ambient gas by using a mixing fraction expressed as

d) In addition, we measure the degree of mixing between cloud and ambient gas by using a mixing fraction expressed as

\[ f_{\text{mix}} = \frac{\int \rho C_{\text{mix}} dV}{M_{\text{mc,0}}}. \]  

(15)

and identify the Mach numbers for the reflected shock and the transmitted forward shock as \( M_{\text{ref}} \) and \( M_{\text{ts}} \), respectively. We use a local-maximum detection algorithm and the direction of the \( Y \) speed gradients to isolate them from the 1D Mach numbers, \( |M|_{Y} \).

e) Next, we define the velocity dispersion along \( j \) as \( \sigma_j \), as

\[ \sigma_j = \sqrt{\left( v_j^2 \right) - \left( \langle v_j \rangle^2 \right)^2}. \]  

(17)

\( \langle v_j \rangle \) is the average of the \( j \)-component of the velocity along the streaming axis, \( Y \), as

\[ \langle v_j \rangle = \frac{\int \rho Y v_j C dV}{\int \rho Y C dV}. \]  

(18)

where \( M_{\text{mc}} \) is the mass of a multicloud layer. Similarly, we define the average mass-weighted velocity of the cloud layer along the streaming axis, \( Y \), as

\[ \langle v_{y} \rangle = \frac{\int \rho Y v_{y} C dV}{\int \rho Y C dV}. \]  

(19)

h) In general, the cloud layer mass is \( M_{\text{mc}} = \int \rho C dV \), but we also define the mass of cloud gas denser than \( \rho_{\text{cloud,0}}/3 \) as

\[ M_{\text{mc,1/3}} = \int \rho C dV > \rho_{\text{cloud,0}}/3 \]  

\( M_{\text{mc,1/3}} \)

We note that some of the above diagnostics can become affected at late times when either the shock front or cloud material leave the computational domain. Thus, in the diagnostic plots presented in Section 3, we only show the curves up to the times when comparisons are still meaningful. These times vary with the model and diagnostic under consideration, but, in general, volume-weighted diagnostics are affected earlier than mass-weighted diagnostics.

2.5 Transmitted shock speed and dynamical time-scales

The dynamical time-scales relevant for our simulations are affected earlier than mass-weighted diagnostics. We assume both sound speeds are constant for simplicity. Then, we calculate the Mach numbers along the streaming direction \( Y \), averaged over the \( X \) and \( Z \) axes,

\[ |M|_{Y} = \frac{\int M_{Y} dx dz}{\int dx dz}. \]  

(14)

and identify the Mach numbers for the reflected shock and the transmitted forward shock as \( M_{\text{ref}} \) and \( M_{\text{ts}} \), respectively. We use a local-maximum detection algorithm and the direction of the \( Y \) speed gradients to isolate them from the 1D Mach numbers, \( |M|_{Y} \).

e) Next, we define the velocity dispersion along \( j \) as \( \sigma_j \), as

\[ \sigma_j = \sqrt{\left( v_j^2 \right) - \left( \langle v_j \rangle^2 \right)^2}. \]  

(17)

\( \langle v_j \rangle \) is the average of the \( j \)-component of the velocity along the streaming axis, \( Y \), as

\[ \langle v_j \rangle = \frac{\int \rho Y v_j C dV}{\int \rho Y C dV}. \]  

(18)

where \( M_{\text{mc}} \) is the mass of a multicloud layer. Similarly, we define the average mass-weighted velocity of the cloud layer along the streaming axis, \( Y \), as

\[ \langle v_{y} \rangle = \frac{\int \rho Y v_{y} C dV}{\int \rho Y C dV}. \]  

(19)

h) In general, the cloud layer mass is \( M_{\text{mc}} = \int \rho C dV \), but we also define the mass of cloud gas denser than \( \rho_{\text{cloud,0}}/3 \) as

\[ M_{\text{mc,1/3}} = \int \rho C dV > \rho_{\text{cloud,0}}/3 \]  

\( M_{\text{mc,1/3}} \)

We note that some of the above diagnostics can become affected at late times when either the shock front or cloud material leave the computational domain. Thus, in the diagnostic plots presented in Section 3, we only show the curves up to the times when comparisons are still meaningful. These times vary with the model and diagnostic under consideration, but, in general, volume-weighted diagnostics are affected earlier than mass-weighted diagnostics.

2.5 Transmitted shock speed and dynamical time-scales

The dynamical time-scales relevant for our shock-multicloud models (see table 2) depend on the speed of the internal shock transmitted to the cloud layer after the initial collision, \( v_{\text{shock}} \). Usually, this speed is taken as \( v_{\text{shock}} \approx c_{\text{shock}} \rho_{\text{ambient}} \), which provides a good approximation for most shock-cloud systems. However, for this study we will utilise a more precise definition, introduced by Klein, McKee & Coyle (1994), as we find that it improves our model accuracy.

\[ v_{\text{shock}} = c_{\text{shock}} \rho_{\text{ambient}} \]  

(21)

where \( F_{\text{shock}} \approx 1.2 \) is a dimensionless factor that relates the postshock ambient pressure with the stagnation pressure, and the latter with the pressure behind the transmitted shock, respectively (see also Poludnenko et al. 2002). We note that in our models, \( (1/2 M_{\text{shock}} c_{\text{shock}})^{1/2} \approx 1.3 \) and \( (F_{\text{shock}} F_{\text{ambient}})^{1/2} \approx 0.73 \); and (2) the speed of the transmitted shock is not homogeneous across the multicloud system as it moves faster in low-density regions and slower in high-density regions than what equation (21) predicts.

Based on the transmitted shock speed, we can now define global time-scales to characterise the evolution of our multicloud systems. First, we define the shock-passage time, which is the approximate time for the transmitted internal shock to travel from the upstream end to the downstream end of the multicloud layer,

\[ t_{\text{sp}} = \frac{L_{\text{mc}}}{v_{\text{shock}}} = \frac{L_{\text{mc}}}{(F_{\text{shock}} F_{\text{ambient}})^{1/2} M_{\text{shock}} c_{\text{shock}}}. \]  

(22)

which in our fiducial standard models is \( t_{\text{sp}} = 0.2 \) Myr, in our thin-layer models is \( t_{\text{sp}} = 0.1 \) Myr, in our Mach-4 models is \( t_{\text{sp}} = 0.5 \) Myr, and in our Mach-30 models is \( t_{\text{sp}} = 0.07 \) Myr. The shock-passage time has a similar definition as the more widely-used cloud-dynamical time-scales of Mac Low et al. (1994).
crushing time, as defined in Klein et al. (1994), for shock-cloud models,
\[ t_{cc} = \frac{r_{\text{cloudlet}}}{v_{ts}} = \frac{r_{\text{cloudlet}} v_{\text{cloudlet}}}{(c_{\text{shock}} F_{\text{cl})}^{2} M_{\text{shock}} v_{\text{ambient}}}} = \frac{r_{\text{cloudlet}}}{L_{n}}. \]  

(23)

where \( r_{\text{cloudlet}} \) is the cloudlet size (see equation 10). This time-scale is relevant for describing the evolution of individual cloudlets within multicloud systems, but, since the radius of individual cloudlets differs for multicloud models with different wavenumbers, \( t_{cc} \) also varies substantially from model to model. Therefore, we use \( t_{cc} \) as our standard normalisation time-scale.

The total simulation time is \( t_{\text{sim}} = t_{\text{ini}} + t_{\text{sim}} \), where \( t_{\text{ini}} \) is measured from \( t_{0} = -0.09 t_{sp} \) to the time when the shock arrives at the multicloud layer (which we define as \( t = 0 \)), and \( t_{\text{sim}} \) is the actual shock-multicloud interaction time. The interaction time is the same in all our models and is given by

\[ t_{\text{sim}} = 3 t_{sp}. \]

(24)

Finally, we define the destruction time, \( t_{\text{des}} \), of a multicloud system as the time when only 25 per cent of the initial cloud mass in the system has densities above 1/3 of the original average density in the cloud, \( r_{\text{cloudlet}} \) (see Scannapieco & Bruggen 2015 and our previous study Banda-Barragán et al. 2019).

3 RESULTS

3.1 Evolution of shock-multicloud systems

The interaction between supersonic shocks and multicloud systems consists of four phases. Figures 2 and 3 show 2D slices at \( Z = 0 \) of the gas number density, \( n \), normalised with respect to the ambient number density, \( n_{\text{ambient}} \), in three solenoidal and three compressive multicloud models, respectively. The upper panels of these figures correspond to models with a normalised wavenumber \( k = 4 \), the middle panels to \( k = 8 \), and the bottom panels to \( k = 16 \).

Independently of whether the multicloud system is initially solenoidal or compressive, the global evolution of the clouds and the shock can be characterised in the following stages:

(i) Initial contact, shock splitting, and first regime transition.

In the first stage (\( t \in [0, 0.1] t_{sp} \)), the impact of the shock on the multicloud systems triggers both reflected and refracted shocks. The reflected shock (reverse shock) propagates upstream while the refracted shock (transmitted forward shock) starts travelling downstream through the multicloud system. The non-uniform density fields in the fractal multicloud systems favour shock splitting (see also Patnaude & Fesen 2005; Banda-Barragán et al. 2019), so the forward shock does not have a single speed, \( v_{ts} \), but rather a distribution of speeds around that theoretical value. Both the reflected shock and (especially) the refracted shock are non-planar, display a multi-shock substructure, and cause the post-shock gas to also travel at different speeds inside the multicloud region. The shock/post-shock speeds depend on how steep the local density gradients are. Panel 4a in Figure 4 shows the evolution of both shocks in solenoidal and compressive systems. In all cases, due to momentum conservation, the forward shock (initially hypersonic) decelerates and transitions into a milder supersonic regime, as soon as the initial contact occurs. This phase is short-lived because the Mach number of the transmitted shock quickly readjusts to \( M_{\text{shock}} \approx M_{\text{shock}} v_{\text{ambient}}^{0.5} (F_{\text{cl})}^{2} \approx 1.73 \) (for \( M_{\text{shock}} = 10 \)). It lasts only \( \sim 0.1 t_{sp} \) (\( \approx 0.02 \) Myr in our fiducial model), after the initial contact. This phase was also identified by Alizás et al. (2012), although in their models with multiple uniform clouds the deceleration phase was not as abrupt as in our models because their intercloud gas was more diffuse.

(ii) Cloud layer compression, and shock steady crossing.

In the second stage (\( t \in [0.1, 0.6] t_{sp} \) in solenoidal models, and \( t \in [0.4, 0.8] t_{sp} \) in compressive models), the transmitted forward shock travels across the layer of clouds. While doing so, it compresses the cloud layer, heats up the cloud gas, and advects low-density, intercloud gas downstream. Individual cloudlets (cores within the multicloud system) expand laterally and start to gain momentum. These motions trigger collisions with other surrounding cloudlets and a shell of warm, mixed gas forms inside the multicloud system (also identified in Alizás et al. 2012). The stream-wise length and compactness of the warm gas shell depends on the compactness (or porosity) of the layer as we explain in more detail below. The collisions between dense gas cloudlets re-shape the layer and facilitate the entrainment of gas that is initially placed downstream. In addition, short-wavelength KH instabilities start to grow as a result of vorticity being deposited at the interfaces between the intercloud medium and these cloudlets. Panel 4a in Figure 4 shows that the Mach number of the forward shock remains nearly constant during this phase with values of \( M_{\text{shock}} \approx 1.5 − 2 \). Panels 4b and 4c in Figure 4 show the evolution of the thermal pressure and the volumetric filling factor of cloud material in the computational domain, respectively. The thermal pressure increases by a factor of \( \sim 5 \) during this phase in all models, while the layer volume contracts by a factor of \( \sim 1.7 \), consistent with adiabatic compression.

(iii) Cloudlet expansion, shock re-acceleration, and second regime transition.

In the third stage (\( t \in [0.6, 1.0] t_{sp} \) in solenoidal models, and \( t \in [0.4, 0.8] t_{sp} \) in compressive models), the internal forward shock reaches the rear side of the multicloud system, exits the layer of clouds, and enters the downstream ambient gas. The forward shock quickly re-accelerates due to momentum conservation as the ambient density is lower than the mean density in the multicloud system. Panel 4a in Figure 4 shows that the shock exits the multicloud systems at \( t \approx 0.6 t_{sp} \) in solenoidal models and \( t \approx 0.4 t_{sp} \) in compressive models. The forward shock evolves into a supersonic regime characterised by Mach numbers \( \sim 2 \) – 3 in all models, regaining a fraction of its initial speed. Low-density gas stripped from the multicloud layer also starts to leave the multicloud region as it comoves with the post-shock flow behind the shock front. Re-acceleration and low-density gas deposition downstream initiates the stream-wise expansion of the multicloud region by promoting the vertical expansion of individual cloudlets whose tails move at higher speeds than their cores. As cloudlets are stretched, filamentary tails emerge and populate the post-shock flow. High-density gas continues mixing with the post-shock flow and some dense cloudlets also gain momentum and leave their original positions at the end of this stage, i.e., \( t \approx 1.0 t_{sp} \) and \( t \approx 0.8 t_{sp} \) for solenoidal and compressive models, respectively. Their relative speed varies in different models. Some cloudlets also merge with others to form a coherent two-phase gas layer composed of dense and diffuse gas. This layer is dominated by vorticity deposited by KH instabilities. Panels 4b and 4c in Figure 4 also show that during this stage there is a factor of \( \sim 1.5 \) drop in thermal pressure and a factor of \( \sim 3 \) increase in the volume occupied by cloud material.

(iv) Cloud mixing, turbulence emergence, and comoving post-shock flow.

In the fourth stage of the interaction (\( t > 1 t_{sp} \) in solenoidal models and \( t > 0.8 t_{sp} \) in compressive models), the forward shock keeps accelerating slowly and eventually moves out of the computational domain. In our simulations, the forward shock never regains its initial velocity as in the multiple cloud models by...
Figure 2. 2D slices at $Z = 0$ showing the evolution for $t/t_{sp} \leq 3.0$ of the gas number density ($n$), normalised with respect to the ambient number density ($n_{ambient}$). We show three solenoidal multicloud models, sole-k4-M10 (panel 2a), sole-k8-M10 (panel 2b), and sole-k16-M10 (panel 2c), which correspond to fractal multicloud layers with normalised wavenumbers $k = 4$, $k = 8$, and $k = 16$, respectively, and the same shock Mach number, $M_{shock} = 10$. The spatial ($X, Y$) extent is $(L \times 3L) \times (2L_{mc} \times 6L_{mc})$ as we cropped the bottom part of the domain to zoom into the multicloud region. In our fiducial physical units, $t_{sp} = 0.2$ Myr, so the time range corresponds to $t \leq 0.6$ Myr, and the $X$ and $Y$ axes are given in pc, so they cover a spatial extent of $(100$ pc $\times 300$ pc).
Figure 3. Same as Figure 2, but here we show the number density slices in three compressive multicloud models, comp-k4-M10 (panel 3a), comp-k8-M10 (panel 3b), and comp-k16-M10, which correspond to fractal multicloud layers with normalised wavenumbers $k = 4$, $k = 8$, $k = 16$, respectively, and the same shock Mach number, $M_{\text{shock}} = 10$. The transmitted shock in compressive models travels faster across diffuse gas in the multicloud region than in solenoidal models. High-density gas in compressive models survives for longer time-scales than in solenoidal models. Within each sample, systems with higher wavenumbers slow down the internal shock and increase the stand-off distance of the reflected shock. The times correspond to $t/t_{\text{sp}} \leq 3.0$ (i.e., $t \leq 0.6$ Myr), and the spatial $(X, Y)$ extent is $(L \times 3L) \equiv (2L_{\text{mc}} \times 6L_{\text{mc}})$, i.e., $(100 \text{ pc} \times 300 \text{ pc})$. 
Alízas et al. (2012), but the trend of the curves in panel 4a of Figure 4 suggests that it might reach higher Mach numbers (\( M_{\text{th}} > 4 \)) much further ahead in the downstream flow. The post-shock flow continues to advect mixed gas, injecting momentum into the denser regions of the two-phase filamentary system. The merging of dense cloudlets in the multicloud system also continues, and some dense filaments lose their coherence as a result of shear and RT instabilities. The morphology of the shell is different in solenoidal and compressive models in this phase. While individual cloudlets have lost all coherence in solenoidal models, we find that some cloudlets with a low momentum do survive in compressive models. The emergence of long-wavelength KH instabilities activate a fully turbulent regime, in which warm gas in the shell acquires speeds between 0.6 and 0.8 of the post-shock flow. Panel 4b in Figure 4 shows that the thermal pressure in the multicloud gas remains nearly constant after the onset of turbulence (for \( t > 1.2 t_{\text{sp}}, \) i.e., \( t > 0.25 \text{Myr} \) in our fiducial model), while panel 4c in Figure 4 indicates that the multicloud region continues expanding in the direction of streaming reaching filling factors of ~ 20–35 per cent by the time the forward shock leaves the domain.

3.2 Solenoidal versus compressive multicloud systems

In agreement with our recent study on single, isolated wind-swept clouds (see Banda-Barragán et al. 2019), we find that the dynamics and longevity of individual cloudlets inside fractal, multi-cloud layers overrun by shocks depend on the initial density fields we choose for the cloud layers. In this section, we discuss the differences in the evolution of fractal multicloud systems whose initial density fields are characteristic of two regimes of supersonic turbulence, solenoidal and compressive. Solenoidal multicloud layers have narrow density distributions with low PDF standard deviations (\( \sigma_{\text{cloud}} = 1.9 \)), while compressive multicloud layers have wide distributions with high PDF standard deviations (\( \sigma_{\text{cloud}} = 5.9 \)). This difference implies that compressive density fields are more porous as they have higher density cores and larger low-density voids than their solenoidal counterparts, so the growth of KH instabilities, responsible for mixing and turbulence generation, differs in both model samples.

Figures 2 and 3 show that the shock can travel more easily across the low-density gas of compressive models, so it reaches the rear side of the multicloud system and the upper side of the computational domain earlier than in solenoidal models. For this reason, the post-shock flow in compressive models is also more efficient in transporting low-density gas downstream than in solenoidal models. On the other hand, the high-density cores in compressive multicloud systems have higher column densities, so they are much harder to disrupt and accelerate than the cores in solenoidal systems. The rightmost panels in Figures 2 and 3 show that a few dense gas cores are able to survive, embedded in the post-shock flow, in compressive multicloud models, while such clumps are totally absent in solenoidal models. These panels also show that solenoidal cloud layers are faster and reach larger distances than their compressive counterparts in \( t_{\text{sim}} \).

Although panel 4a in Figure 4 indicates that the time-dependent propagation of both forward and reverse shocks is very similar in all models, with forward shocks decelerating, crossing, and re-accelerating, and reverse shocks reaching \( M_{\text{th}} \sim 1.2 \), the positions of the shock fronts in solenoidal and compressive models differ. For instance, at \( t = 0.5 t_{\text{sp}} = 0.10 \text{Myr} \) the forward shock in solenoidal models is at distances between \( y \approx 0.3 L = +30 \text{pc} \) and \( y \approx 0.4 L = ...
+40 pc inside the multicloud layer, while in compressive models it is at distances between \( y \approx 0.5 L = +50 \) pc and \( y \approx 0.7 L = +70 \) pc, i.e., it has exited the multicloud system. Similarly, the stand-off distance of the reverse shock at \( t = 0.5 t_{\text{sp}} = 0.10 \) Myr also differs. In solenoidal models it is farther upstream (between \( y \approx -0.48 L = -48 \) pc and \( y \approx -0.40 L = -40 \) pc) than in compressive models where the stand-off distance is between \( y \approx -0.35 L = -35 \) pc and \( y \approx -0.25 L = -25 \) pc (see the second column of panels in Figures 2 and 3).

The reason for this behaviour is that solenoidal density fields are more compact (and uniform) and less porous than compressive density fields, so they can more effectively act as a barrier for the upcoming forward shock. Similarly, we find that systems with higher initial wavenumbers result in larger stand-off distances for the reverse shock. This is because high-density cores in high-\( k \) models can also “block” the upcoming shock, which is then reflected further away than in low-\( k \) models.

3.2.1 Evolution of the density PDFs

The prevalence of high-density cores in the compressive multicloud models can also be seen in Figure 5, where we compare the density PDFs of solenoidal and compressive models at three different times, \( t = 0, t = 1.1 t_{\text{sp}} = 0.22 \) Myr, and \( t = 3.0 t_{\text{sp}} = 0.60 \) Myr. The low-density tails of the PDFs evolve similarly in all models. They become flat as time progresses. The high-density tails, on the other hand, show a different behaviour in both regimes. While in solenoidal models they slowly and steadily move towards low-density values, in compressive models they maintain their elongated shape indicating that cores \( \sim 10^2 - 10^3 \) times denser than the initial cloud mean density are able to survive until late times. This result is universal to all compressive models regardless of the initial normalised wavenumber assigned to individual multicloud layers.

In addition, in solenoidal models most of the cloud gas has densities below the initial mean density at the end of the evolution, which implies that very dense gas has been effectively disrupted and has become part of the mixed-gas shell. On the other hand, in compressive models the PDF develops a sharp peak at low densities and a heavy tail at high densities, which correspond to the wakes (of mixed turbulent gas) and the cores (of dense long-lived gas), respectively, of the filaments seen in Figure 3. Although radiative cooling and magnetic fields would also influence the density PDFs, this result hints that studying the shapes of the density PDFs of outflowing material in galactic winds might potentially tell us how solenoidal or compressive the cloud population is at the base of the outflows.

We also note that the evolution of the low-density tails of the density PDFs in single- and multi-cloud systems is different (c.f., Figure 5 in this paper with the panels in Figures 3 and 5 in Banda-Barragán et al. 2019). In single-cloud systems the low-density mixed gas (i.e., \( \rho/\rho_{\text{cloud,0}} < 10^{-2} \)) completely dominates the density PDFs, while in multicloud systems the intermediate-density gas (i.e., \( 10^{-2} < \rho/\rho_{\text{cloud,0}} < 10 \)) contains most of the cloud mass. This implies that mixing processes in multicloud systems are not only regulated by mass stripping and KH instabilities at the interfaces between cloudlets and the external wind / post-shock flow (i.e., at shear layers), but also by cloud shielding, cloudlet-cloudlet collisions, and cloudlet-intercloudlet vorticity production. Solenoidal cloud layers are more compact and uniform, so cloud mergers occur more efficiently. For the same reason, the relative cloudlet-intercloudlet speeds are lower in solenoidal models than in compressive models.

Figure 5. Volume-weighted PDFs of the logarithm of the cloud layer density. The cloud densities are normalised with respect to the initial mean density in the multicloud layer, at three different times: \( t = 0 \) (panel 5a), \( t = 1.1 t_{\text{sp}} = 0.22 \) Myr (panel 5b), and \( t = 3.0 t_{\text{sp}} = 0.60 \) Myr (panel 5c). Compressive clouds retain high-density cloudlets/cores until late times of the evolution, regardless of their initial normalised wavenumber.

3.2.2 Cloud mixing and turbulence

Turbulence in these models is generated as a result of dynamical instabilities occurring both at the sides and the front ends of cloudlets inside the multicloud medium. The sides of the cloudlets interact with the fast moving shock and post-shock flow. The difference
in velocities causes the local density and pressure gradients to be misaligned and that generates vorticity and KH instabilities (e.g., see Nakamura et al. 2006). The unstable shear layers strip mass from the cloudlets and this leads to mixing between cloudlet, intercloudlet, and ambient gas. In our shock-multicloud models, the growth time-scale of KH instabilities with wavelengths comparable to $\lambda_{\text{cloudlet}}$ is $t_{\text{KH}} \approx \lambda_{\text{cloudlet}} c_{\text{eff}} / (2 \pi v_{\text{psh}}) \leq 0.2 t_{\text{cc}}$. Similarly, the front ends of the cloudlets are also exposed to RT instabilities, which arise when the post-shock flow pushes through the denser cores of the cloudlets (e.g., see Pittard & Parker 2016). The growth time-scale of RT instabilities with wavelengths comparable to $\lambda_{\text{cloudlet}}$ is $t_{\text{RT}} \approx (\lambda_{\text{cloudlet}} / (2 \pi c_{\text{eff}}))^0.5 \leq 0.8 t_{\text{cc}}$, where $c_{\text{eff}} \approx 0.4 v_{\text{psh}}^2 / (\kappa c_{\text{cloudlet}})$ is the effective cloud acceleration. Thus, mixing is regulated by the cloudlet sizes, their effective density contrasts, and the post-shock flow speed. The reader is referred to Banda-Barragán et al. (2019) for a full description on KH and RT instabilities acting on single-cloud systems interacting with supersonic flows.

Figure 6 shows the evolution of two parameters, the mixing fraction (panel 6a) and the transverse velocity dispersion (panel 6b) of cloud gas in solenoidal and compressive multicloud systems. The mixing fractions and transverse velocity dispersions in compressive models are in general $\sim 1.5 - 2.5$ times higher than in solenoidal models. As explained above, this is different to what we found in single-cloud systems with $\chi = 10^3$ (see Banda-Barragán et al. 2019), where single solenoidal clouds showed more mixing than their compressive counterparts. We attribute this difference to: a) the faster growth of KH instabilities in compressive multicloud models due to higher relative cloud-intercloud gas speeds compared to solenoidal models, b) cloud-cloud interactions (e.g., cloud shielding and cloud-cloud collisions), which are responsible for the formation of a more coherent shell of medium-density warm gas in solenoidal models; and c) the lower density contrasts of $\chi = 10^2$ of the models we study in this paper, for which the mixing of medium-density (rather than low-density) gas dominates.

The panels in Figure 6 also show that mixing and turbulence generation not only depend on the type of initial fractal density field, but also on the initial normalised wavenumber, $k$, of this field. In other words, the turbulent properties of the post-shock flow and the warm gas shell depend on the number of individual cloudlets/voids in the initial systems. Within each cloud sample, models with more cloudlets (i.e. with higher $k$) display lower mixing fractions and velocity dispersions than models with less clouds (i.e. with lower $k$). For example, at $t = 2.5 t_{\text{sp}} = 0.50 \text{Myr}$, mixing fractions are $f_{\text{mix}} = 0.27$ for $k = 4$, $f_{\text{mix}} = 0.22$ for $k = 8$, and $f_{\text{mix}} = 0.17$ for $k = 16$ in solenoidal models, and $f_{\text{mix}} = 0.51$ for $k = 4$, $f_{\text{mix}} = 0.45$ for $k = 8$, and $f_{\text{mix}} = 0.35$ for $k = 16$ in compressive models. This implies that upstream clouds can more effectively shield downstream clouds in systems with higher numbers of clouds, and that KH instabilities take longer to develop as the forward shock cannot preclude as readily as in systems with larger voids.

The slope of the velocity dispersion curves shown in panel 6b of Figure 6 indicates that the initial contact of the forward shock with the multicloud layer rapidly induces turbulence with internal velocity dispersions increasing to $\sim 4$ per cent of the ambient post-shock flow speed by the end of this phase. During the compression stage, the slope changes and becomes less steep, but turbulent velocities continue rising up owing to the kinetic energy being injected by the forward shock. The turbulence increase stops at the point when the forward shock reaches the rear side of the multicloud system. Typical peak values in normalised and physical units are $\delta_v \approx 0.06 v_{\text{psh}} = 65 \text{ km s}^{-1}$ for $k = 4$, $\delta_v \approx 0.05 v_{\text{psh}} = 54 \text{ km s}^{-1}$ for $k = 8$, and $\delta_v \approx 0.035 v_{\text{psh}} = 38 \text{ km s}^{-1}$ for $k = 16$ in solenoidal models, and $\delta_v \approx 0.075 v_{\text{psh}} = 81 \text{ km s}^{-1}$ for $k = 4$, $\delta_v \approx 0.070 v_{\text{psh}} = 76 \text{ km s}^{-1}$ for $k = 8$, and $\delta_v \approx 0.055 v_{\text{psh}} = 59 \text{ km s}^{-1}$ for $k = 16$ in compressive models. When the shock-multicloud systems transit through the shock re-acceleration phase, velocity dispersions decrease $\sim 0.01 v_{\text{psh}} = 11 \text{ km s}^{-1}$ from the respective peak values, and remain nearly constant during the fourth stage of the evolution. The mild positive slope present in all models indicates that vorticity deposited by dynamical instabilities dominates turbulence production during this phase.

3.2.3 Cloud acceleration

The dynamics of cloud layers overrun by shocks depends on how effective the momentum transfer from the shock to individual cloudlets in the layer is. In multicloud systems, pressure gradi-
ent forces arising at the leading edges of shock-swept cloudlets and cloud-cloud collisions (if they occur) contribute to momentum transfer. Upstream cloudlets are accelerated by the post-shock flow first, so they can collide with downstream cloudlets and contribute to their acceleration as they move in the direction of streaming. The interaction between cloudlets in a multicloud system is more effective when the systems are more compact and less hollow, so solenoidal clouds can gain more momentum than compressive models.

Figure 7 confirms this behaviour and shows that cloud gas in solenoidal models is faster (particularly at late times) and reaches larger distances than in compressive models (which can also be seen in Figures 2 and 3). By the end of the simulation, solenoidal clouds acquire mass-weighted bulk speeds of \( \langle v_y \rangle \approx 0.6 v_{\text{psh}} = 648 \text{ km s}^{-1} \), while compressive clouds are in general slower, reaching speeds of \( \langle v_y \rangle \gtrsim 0.4 v_{\text{psh}} = 432 \text{ km s}^{-1} \). Similarly, solenoidal clouds reach distances \( \langle d_y \rangle \approx 1.9 L = 190 \text{ pc} \), while compressive clouds are at least 10 per cent behind, reaching distances between \( 1.3 L = 130 \text{ pc} \leq \langle d_y \rangle \leq 1.8 L = 180 \text{ pc} \). This result is in agreement with our earlier study on wind-cloud systems (see Sections 3.3 and 3.6 of Banda-Barragán et al. 2019).

The dynamics of the multicloud layer also depends on the initial normalised wavenumber, i.e., on the number of cloudlets originally in the cloud layer. Multicloud systems with higher numbers of clouds (i.e., with higher \( k \)) can gain more momentum than systems with a smaller number of clouds, owing to the contribution from cloudlet-cloudlet collisions. This effect can be best viewed in panel 7b of Figure 7, which shows that at \( t = 3.0 t_{\text{sp}} = 0.60 \text{ Myr} \), travelled distances are \( \langle d_y \rangle \approx 1.9 L = 190 \text{ pc} \) for \( k = 4 \), \( \langle d_y \rangle \approx 2.1 L = 210 \text{ pc} \) for \( k = 8 \), \( \langle d_y \rangle = 2.3 L = 230 \text{ pc} \) for \( k = 16 \) in solenoidal models, \( \langle d_y \rangle \approx 1.3 L = 130 \text{ pc} \) for \( k = 4 \), \( \langle d_y \rangle \approx 1.5 L = 150 \text{ pc} \) for \( k = 8 \), and \( \langle d_y \rangle \approx 1.8 L = 180 \text{ pc} \) for \( k = 16 \) in compressive models.

### 3.2.4 Mass loading and dense gas entrainment

Mass loading and dense gas entrainment are important processes for galactic outflows. Both are associated with the disruption of clouds near the base of outflows as wind/shock-cloud interactions can: a) mass load the outflow with warm gas that will later condense back into a cold component via thermal instabilities (e.g., Thompson et al. 2016; Gronke & Oh 2018), and b) provide dense gas material directly via entrainment (e.g., McCourt et al. 2015; Banda-Barragán et al. 2018), understood as the process by which cold gas is advected along the outflowing hot component. To understand how these processes take place in shock-multicloud systems, we quantify the amount of dense gas in the cloud layer at all times.

Panel 7c in Figure 7 shows the mass fraction of cloud material with \( \rho > \bar{\rho}_{\text{cloud},0}/3 \) (which is the standard threshold; see Scannapieco & Brüggen 2015), normalised with respect to the initial cloud mass for models with solenoidal and compressive multicloud systems. The evolution of the mass-loss curves in this panel indicates that solenoidal layers maintain higher amounts of dense gas compared to compressive systems, at all times. Even though individual cloudlets do not survive in solenoidal cloud models, these systems are not destroyed within the time-scale of our simulations (i.e., their \( t_{\text{des}} > t_{\text{sim}} \)), but they rather maintain \( > 40 \) per cent of gas with \( \rho > \bar{\rho}_{\text{cloud},0}/3 \), mainly contained in a warm, mixed gas shell. Thus, our solenoidal models do not favour a direct dense-gas entrainment scenario, but rather a mass-loading scenario where warm/hot gas is effectively accelerated and very dense gas is fully disrupted. On the other hand, compressive clouds are able to retain some of their cores

![Figure 7](https://example.com/image7.png)

**Figure 7.** Mass-weighted bulk speed normalised to \( v_{\text{psh}} \) (panel 7a), distance travelled by the centre of mass normalised to \( L \) (panel 7b), and fraction of cloud mass above \( \bar{\rho}_{\text{cloud},0}/3 \) of the multicloud layer as a function of time. In general, compressive models are slower than solenoidal models. The dynamics in solenoidal and particularly in compressive models is also sensitive to the initial normalised wavenumber: lower \( k \) values reduce momentum transfer from the post-shock flow to the cloud layer. Although individual cloudlets only survive in compressive models, solenoidal cloud layers have higher mass fractions above \( \bar{\rho}_{\text{cloud},0}/3 \) than compressive models at all times. Higher \( k \) values favour cloud shielding, so in general layers with more cloudlets retain more high-density gas.
until the end of the simulations, but the mass-loss curves in panel 7c of Figure 7 show a steady decreasing trend, implying that dense gas is effectively eroded by the post-shock flow in these models, and only survives in a few ‘islands’. The erosion to which the more porous compressive layers are subjected also makes the warm-gas shell less compact than in solenoidal cases over time (see Figure 3).

The mass-loss curves in Figure 7 also show a general trend with increasing wavenumber. Systems with higher initial \( k \) (i.e., with more cloudlets) are able to retain more dense gas than models with lower \( k \). The reason for this behaviour is that more clouds allow shielding of downstream cloudlets (by upstream cloudlets) to be more effective (in agreement with Forbes & Lin 2019, who showed that hydrodynamical shielding can prolong the lifetime of clouds in gas streams). As a result, more dense gas in the layer is able to survive. For instance, at \( t = 2.5 t_p = 0.50 \) Myr, \( \sim 85 \) per cent of gas with \( \rho > \rho_{\text{cloud,0}}/3 \) survives in the \( k = 16 \) solenoidal model, and \( \sim 40 \) per cent in the \( k = 16 \) compressive model, which are both at least \( \sim 20 \) per cent higher than in their respective low-\( k \) counterparts.

In terms of gas entrainment, we can separate the analysis in entrainment of warm mixed gas and of cold dense gas. Warm mixed gas in solenoidal models can gain significant momentum owing to its compactness. Panels 8a and 8b of Figure 8 show that mixed gas can gain momenta \( > 6 \) times the momentum of the post-shock flow in solenoidal models, while compressive layers only gain \( \sim 3 \) times the post-shock momentum over the same time-scale \( (t = 2.4 t_p = 0.48 \) Myr). On the other hand, dense gas has very low momentum in all cases. The densest cloudlets/cores in multicloud systems are more difficult to accelerate owing to their larger column densities, so they stay behind the most diffuse gas as the cloud layers expand vertically. Since these cores have higher initial densities in compressive models, this effect is accentuated in such models.

In Figure 8 we also show mass-weighted phase diagrams of cloud speed versus cloud density for a solenoidal model (bottom panel 8a) and a compressive model (bottom panel 8b) with \( k = 8 \). At \( t = 2.4 t_p = 0.48 \) Myr, the warm-gas shells stand out as the brightest zones on the 2D histograms, corresponding to densities \( 0.1 < \rho_{\text{cloud}}/\rho_{\text{cloud,0}} \leq 1 \) and speeds \( 0.4 < v_{\text{cloud}}/v_{\text{psh}} \leq 0.7 \). The overall momentum is dominated by this shell’s in solenoidal layers, while low-momentum dense gas also contributes in compressive layers. Panel 8b in Figure 8 confirms that compressive layers can also mass load the outflow with some warm diffuse gas, but dense gas has very low speeds and it is not entrained in the post-shock flow.

### 3.3 Dependence on wavenumber, cloud layer thickness, shock Mach number, and numerical resolution

The above results have important implications for the physics of multi-phase galactic outflows. Our results suggest that the warm phases of observed outflows may contain some imprints of their native environments, i.e., information of the cloud layers in which they originate. In particular, we have shown that the morphology, the volume filling factors, the density PDFs, and the kinematical profiles of mass-loaded gas differ in models that start with different cloud layer distributions. For instance, if the cloud layers at the base of such outflows are more compact and uniform (i.e., solenoidal), our results suggest that the cloud layers evolve into shells of mixed gas that can efficiently gain momentum, while if the cloud layers at the base of outflows are more porous and clumpy (i.e., compressive), some dense gas stays behind and survives, while mixed gas evolves into more vertically-extended filamentary systems. Thus, identifying these morphological signatures in observations of warm atomic, diffuse ionised, and X-ray-emitting gas in galactic outflows can tell us more about the density properties and the cloud distribution at the base of outflows. In fact, our models suggest that differences in the density structure of the gas surrounding star-forming regions may account for the asymmetric morphology of Galactic chimneys (e.g., see Terebey et al. 2003; Dawson et al. 2008), the formation of filamentary shells around stellar-blown super-bubbles (e.g., see McClure-Griffiths et al. 2006; Sasaki et al. 2011), and the different filling factors of molecular, atomic, ionised, and shocked gas emission in different large-scale outflows (e.g., Matsubayashi et al. etc.)

![Figure 8. Gas momentum maps (top panels) and mass-weighted phase diagrams of gas velocity versus density (bottom panels) in the \( k = 8 \) solenoidal model (panel 8a) and the \( k = 8 \) compressive model (panel 8b) at \( t = 2.4 t_p = 0.48 \) Myr. Mix gas entrainment is more efficient in the solenoidal model than in the compressive model. Gas with large densities, \( \rho_{\text{cloud}} > \rho_{\text{cloud,0}} \), only survives in compressive models until late times, but it has a very low momentum and it is not entrained in the post-shock flow.](image-url)
3.3.1 Dependence on wavenumber: layer porosity vs. cloudlet population density

As mentioned above, the evolution of shock-multicloud systems depends on both the porosity and the cloudlet population density of the cloud layers. Compressive clouds are more porous than solenoidal clouds as the dense gas in them has lower volumetric filling factors. Porous multicloud layers lead to higher mixing fractions and higher velocity dispersions as vorticity can more readily be deposited at cloudlet-intercloudlet interfaces when the internal forward shock moves faster across the intercloud gas. On the other hand, the cloudlet population density can differ in models within each sample (solenoidal and compressive) as this parameter is related to the initial normalised wavenumber, \( k \). Models with higher \( k \) have more cloudlets clustered in the layer, while models with lower \( k \) have less cloudlets. A higher number of cloudlets in a layer results in larger stand-off distances for the shock, lower mixing fractions, lower velocity dispersions, higher accelerations, and milder mass losses. This signifies that the emergence of downstream turbulence is also tied to the initial wavenumber of the multicloud layer.

Another aspect that depends on the wavenumber of the initial density distribution is the overall volume filling factor of the cloud layer (see panel 4c in Figure 4), which also indicates the vertical extent of cloud material (as the transverse cross section is constant in these models). In compressive models, cloud material has higher volume filling factors and is more vertically-extended than in solenoidal models, but there is also a systematic dependence on the cloudlet population density. Models with more cloudlets lead to less vertically-extended outflows with smaller volume filling factors, and vice versa. Thus, in higher \( k \) models momentum transfer is more uniformly distributed across gas with different densities inside the layers, while in lower \( k \) models diffuse gas gains momentum faster and dense gas is slower.

3.3.2 Dependence on the cloud layer thickness

The initial vertical extent of the cloud layer, i.e., its streamwise thickness regulates the shock-passage time-scale, which is the most important time-scale to describe multicloud layers. In our thin-layer models, \( L_{\text{mc}} \) is half the length of the standard (thick-)layer models. When normalised with respect to the shock-passage time, the time-scale on which the forward shock exits the multicloud layer is the same in thin- and thick-layer models, so the four stages of the evolution of the systems occur over similar time-scales (in normalised units). Panel 9a in Figure 9 shows that the change of slope in the curves of the normalised volumetric filling factors (which demarcate the beginning/end of compression and re-expansion phases) occur at the same time in thick- and thin-layer models, thus suggesting there is at least some invariance with respect to the cloud layer thickness.

Despite the above, a careful examination of the mixing fractions in panel 9b of Figure 9 indicates that mixing fractions are systematically higher in thin-layer models (by similar factors in solenoidal and compressive models) than in standard thick-layer models. This suggests thin-layer models generate more turbulence than thick-layer models over similar (normalised) time-scales. This also explains why they tend to occupy higher volume filling factors at late times (see panel 9a of Figure 9) than their thick-layer counterparts when the internal forward shock moves faster across the intercloud gas. On the other hand, the cloudlet population density can differ in models within each sample (solenoidal and compressive) as this parameter is related to the initial normalised wavenumber, \( k \). Models with higher \( k \) have more cloudlets clustered in the layer, while models with lower \( k \) have less cloudlets. A higher number of cloudlets in a layer results in larger stand-off distances for the shock, lower mixing fractions, lower velocity dispersions, higher accelerations, and milder mass losses. This signifies that the emergence of downstream turbulence is also tied to the initial wavenumber of the multicloud layer.

Another aspect that depends on the wavenumber of the initial density distribution is the overall volume filling factor of the cloud layer (see panel 4c in Figure 4), which also indicates the vertical extent of cloud material (as the transverse cross section is constant in these models). In compressive models, cloud material has higher volume filling factors and is more vertically-extended than in solenoidal models, but there is also a systematic dependence on the cloudlet population density. Models with more cloudlets lead to less vertically-extended outflows with smaller volume filling factors, and vice versa. Thus, in higher \( k \) models momentum transfer is more uniformly distributed across gas with different densities inside the layers, while in lower \( k \) models diffuse gas gains momentum faster and dense gas is slower.
counterparts. The reason for this is that cloudlet shielding is limited by the smaller $L_{\text{mc}}$, so the shock can travel more easily across thin layers owing to their smaller column densities in the streaming direction (see Appendix A). The post-shock flow can then more easily deposit vorticity at cloud-intercloud interfaces and low-density gas is rapidly pushed downstream. This prevents the formation of the well-defined, mixed shells seen in standard models, and also reduces (slightly) the effectiveness of momentum transfer. Thus, thin-layer clouds are slightly slower than their thick-layer counterparts (see panel 9c of Figure 9).

3.3.3 Mach number scaling and seed invariance

Figure 9 also shows the effects of changing the shock Mach number from the standard value of $M_{\text{shock}} = 10$ to a weaker case $M_{\text{shock}} = 4$, and to a stronger case, $M_{\text{shock}} = 30$. The physical time-scales over which the different evolutionary stages occur are longer for $M_{\text{shock}} = 4$ and shorter for $M_{\text{shock}} = 30$. However, in normalised time-scales the evolution of all parameters: the volumetric filling factor, the mixing fraction, and the mass-weighted bulk speed is very similar in all cases. Changing the Mach number from $M_{\text{shock}} = 10$ to $M_{\text{shock}} = 4$ does have some minor effects on the parameters, particularly on the mixing fractions. The weaker shock produces less mixing due to the slightly lower velocity difference between the pre- and post-shock ambient media with respect to the standard case. This and the slightly smaller density contrast also reduce momentum transfer with respect to $M_{\text{shock}} = 10$, and while there is a reasonably good scaling, this is weaker compared to the strong-shock scaling. Indeed, changing the Mach number from $M_{\text{shock}} = 10$ to $M_{\text{shock}} = 30$ does not have an effect at all, in normalised time-scales. This implies that the shock-multicloud problem in this adiabatic set is invariant for strong shocks ($M_{\text{shock}} \geq 10$), i.e., the evolution patterns hold for high Mach numbers (see also the density slices in Figures A1, A2 and A3 in the Appendix). Albeit the initial Mach numbers are different, this confirms that there is scaling in the strong-shock regime as discussed in Klein et al. 1994; Nakamura et al. 2006.

Following Banda-Barragán et al. (2019), we also check whether or not the aforementioned results depend on the seed we use to generate the solenoidal and compressive cloud systems, as discussed in Klein et al. 1994; Nakamura et al. 2006.

Following Banda-Barragán et al. (2019), we also check whether or not the aforementioned results depend on the seed we use to generate the solenoidal and compressive cloud systems, as discussed in Klein et al. 1994; Nakamura et al. 2006.

3.3.4 Dependence on numerical resolution

Finally, we study the effects of changing the numerical resolution of the computational domain on several diagnostics. Figure 10 shows the effect of resolution on the generation of vorticity. The panels show the gradient of the logarithmic mass density (Schlieren images), which indicate that as the resolution increases (from left to right), small-scale turbulence is better captured. How does this affect the evolution of our diagnostics and our conclusions? Figure 11 shows the evolution of six diagnostics. The top panels show the thermal pressure (panel 11a) and the volumetric filling factor (panel 11b) of the cloud layer. Thermal pressures appear to have a very subtle increasing trend when resolutions go up, but the curves are overall well converged. The filling factors show convergence, even at the lowest resolutions we considered, $R_0$.

The middle panels of Figure 11 show the mixing fraction (panel 11c) and the velocity dispersion (panel 11d) in cloud material. Both quantities depend on how dynamical instabilities grow at gas interfaces and how fast turbulence grows in the multicloud system. These quantities are usually the least converged as they depend on how small-scale vorticities are deposited at shear layers (see Banda-Barragán et al. 2018, 2019). Increasing the resolution leads to higher vortical motions and less mixing (as we study inviscid gases). Despite this, the curves describing these parameters in both sets, solenoidal and compressive, show very good agreement with each other with very subtle indications of these previously-identified trends. The velocity dispersions are the least converged in our simulations, but our standard-resolution models do capture the overall trend of the high-resolution models.

The bottom panels of Figure 11 show the mass-weighted bulk speed (panel 11e) and the mass fraction of dense gas (panel 11f) in our models. The curves corresponding to the bulk speeds show...
Figure 11. Numerical resolution study showing the time evolution of six diagnostics: the thermal pressure and the normalised volumetric filling factor in the top panels (11a and 11b), the mixing fraction and the velocity dispersion in the middle panels (11c and 11d), and the bulk speed and the mass fraction of dense gas in the bottom panels (11e and 11f), for three resolutions 8, 16, and 32 cells per cloudlet radius. Global dynamical and geometrical quantities show convergence, even at the lowest resolution. Diagnostics that depend on the generation of vorticity, such as the mixing fraction and the velocity dispersion, are the least converged, but the differences due to resolution changes are small compared to those in different models. Our fiducial resolution of 16 cells per cloudlet radius (\(R_{16}\)) and even \(R_8\) adequately capture the evolution of shock-multicloud systems.
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convergence in both model sets. The curves corresponding to the mass fractions of dense gas show better convergence in compressive models than in solenoidal models. In the latter, increasing the resolution slightly reduces the mass-loss rate, which is consistent with the mixing fraction curves reported in panel 11c. Since there is less mixing at higher resolutions, mass loss slows down. Despite this, the differences are very small and occur mostly at late times, so we can conclude that convergence has been achieved.

Overall, our resolution tests indicate that diagnostics that depend on the generation of vorticity, such as the mixing fraction and the velocity dispersion show slightly larger differences when increasing the numerical resolution than dynamical diagnostics. However, even in these cases the differences are small compared to differences between the models that we included in our sample. Thus, we also conclude that our fiducial resolution is adequate to capture the turbulent properties of shock-multicloud systems, and also that multi-cloud systems have better convergence properties than single-cloud systems. The intra-system interactions between cloudlets, intercloud gas, and other cloudlets play a more significant role than extra-system interactions in multicloud models; while for single-cloud models, extra-system interactions between the cloud and the post-shock flow become more important as the cloud is directly exposed to fast-moving material. This also explains why the relevant time-scale to describe multi-cloud systems is not the cloud-crushing time of individual cloudlets, but rather the shock-passage time of the cloud system as a whole.

4 LIMITATIONS AND FUTURE WORK

The simulations presented here are the first set of a larger sample of models. The purpose of this study is to survey a broad set of the parameter space in order to isolate the effects of changing the density structure and the shock properties of shock-multicloud systems upon the disruption of cloud layers. In this study we ignore several ingredients that are important for the physics of galactic winds, but these will be systematically included in forthcoming studies. We briefly comment on the effects of radiative cooling and magnetic fields below, as they will be the first to be discussed in our next papers in this series.

We did not include radiative cooling which is known to extend the lifetimes of clouds (in the strong cooling regime; e.g., see Cooper et al. 2009). Based on the results we have presented here, mass loading is effective in both cases, solenoidal and compressive, so considering our fiducial physical model we expect cooling to extend the lifetime of dense gas in both cases. We would also expect the clumping factor to be higher in these models as cooling will aid gas condensation, thus creating steeper density contrasts. The forward shock would then be able to travel faster across the intercloud gas, thus modifying the stand-off distance of the reflected shock and also the time-scales for cloud erosion. Similarly, magnetic fields can alter the dynamics of dense gas in shock-cloud systems. Depending on their strength and orientation, uniform fields can, e.g., prevent cloudlet-cloudlet collisions, stretch cloud gas along the field lines, and contribute to momentum transfer (e.g., see Cottle et al. 2020). Thus, in multicloud systems we would also expect them to reduce the amount of mixing and delay the disruption of cloudlets via draping.

5 CONCLUSIONS

We have presented the first part of a comprehensive study of shock-multicloud systems, in which we consider adiabatic fractal clouds embedded in (supersonic) shocks ($M_{\text{shock}} = 10, 4, 30$). The clouds have initially log-normal density distributions characteristic of supersonic turbulence ($M_{\text{turb}} = 5$) driven by solenoidal and compressive modes. The solenoidal density fields have low standard deviations ($\sigma_{\text{cloud},0} = 1.9 \rho_{\text{cloud},0}$), while the compressive density fields have high standard deviations ($\sigma_{\text{cloud},0} = 5.9 \rho_{\text{cloud},0}$). So solenoidal clouds are more compact and compressive clouds are more porous. Within each sample we vary the cloud population density by changing the minimum wavenumber of the density fields ($k = 4, 8, 16$), which effectively modifies the number and the size of the cloudlets in the system. In addition, we study cases with thinner cloud layers and with other cloud-generating seeds. Our conclusions are as follows:

- In agreement with earlier studies by Poludnenko et al. (2002); Alizas et al. (2012, 2014) on uniform multicloud systems, we find that the evolution of shocked fractal multicloud systems consists of four stages: 1) a shock-splitting phase in which the shock splits into reflected and refracted shocks after the initial contact, 2) a cloud-layer compression phase in which the refracted shock compresses the cloud layer as it travels through it, 3) a shock re-acceleration phase in which the forward shock leaves the cloud layer and enters the downstream medium triggering a rapid expansion of the cloud layer, and 4) a mixing phase in which shear instabilities stir cloud gas and generate turbulence.

- The dynamics and disruption of multicloud systems depend on the standard deviation of the density distribution (i.e., on the porosity of the multicloud layer) and on the minimum wavenumber (i.e., on the number of cloudlets in the layer). More compact and uniform multicloud systems (i.e., solenoidal cloud layers) mix less, generate less turbulence, accelerate faster, and form a more coherent, high-momentum shell of mixed gas than porous systems (i.e., compressive cloud layers).

- In all the scenarios we studied, dense-gas entrainment is highly inefficient. Dense gas does not survive in solenoidal models. It only survives in compressive clouds, but it has low momentum. The density PDFs of compressive models are wider than in solenoidal cases at all times, as they maintain extended high-density tails. Mass loading of low-density gas is efficient in both solenoidal and compressive models.

- Multicloud systems with high wavenumbers ($k$), i.e., with a higher number of cloudlets, quench mixing via a shielding effect. Upstream cloudlets protect downstream cloudlets, and the high number of cloudlets obstruct the motion of the post-shock flow across the intercloud medium. This reduces the emergence of vorticity and instabilities at cloudlet-intercloudlet boundaries. On the other hand, the low number of cloudlets in models with low wavenumbers ($k$) facilitate the percolation of the post-shock flow and increase the effect of dynamical instabilities.

- Compressive models also have larger volume filling factors and vertical extents than solenoidal models. The vertical extent of the layers also depends on the number of cloudlets in the initial distribution. Models with more cloudlets have lower vertical extents, and vice versa.

- If the diagnostic variables are normalised with respect to the shock-passage time, the evolution of multicloud systems with the same density contrast and log-normal distribution is invariant with respect to the shock Mach number for $M_{\text{shock}} \geq 10$ and the seed used to generate the initial log-normal fractal clouds. We also find
weaker scaling for weaker shocks and thinner cloud layers. Weaker shocks produce less mixing, and thin-layer models do not develop the shell-like structures characteristic of their thick-layer counterparts. Thin-layer models also lead to higher mixing fractions and more turbulence than thick multicloud layers over the same normalised time-scales.

- Our resolution study suggests that multicloud systems have better convergence properties than single-clouds systems. In terms of cells per cloud radius, resolutions of 8 cells per cloud radius (i.e., $R_8$) are sufficient to capture the global dynamics and geometrical aspects of the multicloud layers, while our standard resolution of $R_{16}$ captures small-scale vorticity better and is therefore adequate to describe these systems. In general, diagnostics that depend on small-scale vorticity, such as the mixing fractions and the velocity dispersions, are slightly more resolution-dependent than global dynamical parameters.

Overall, the above results suggest that the morphology and properties of some entrained gas in multi-phase outflows contain information on their native environments, e.g., on the original cloud density distribution. If the cloud layers at the base of such outflows are more compact, the layers evolve into a shell of mixed gas that can effectively gain momentum, while if the cloud layers are more porous, dense gas stays behind and survives for long time-scales, while mixed gas develops more coherent filamentary systems. Our study is an attempt to understand how the properties of turbulent gas in star-forming regions relate to those of the outflows generated by their stellar feedback. Our next goal is to study shock-multicloud systems with radiative heating and cooling.
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APPENDIX A: APPENDIX

Figures A1, A2, and A3 show the normalised gas number density in the thin-layer, Mach-4, seed-2, and Mach-30 solenoidal and compressive multicloud models discussed in the text.
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Figure A1. Same as Figure 2, but here we show the number density slices in three solenoidal multicloud models, sole-k8-M10-th (panel a), sole-k8-M4 (panel b), and sole-k8-M10-sd, which correspond to the thin-layer model, the run with $M_{\text{shock}} = 4$, and the model with a different seed. The spatial (X, Y) extent is $(L \times 3L) \equiv (4L_{\text{mc}} \times 12L_{\text{mc}})$ in sole-k8-M10-th, and $(2L_{\text{mc}} \times 6L_{\text{mc}})$ in the other models. The X and Y axes are given in pc, so they cover a spatial extent of $(100 \text{ pc} \times 300 \text{ pc})$ in all models. Time-scales in physical units are also different as $1t_{\text{sp}} = 0.098 $ Myr, $1t_{\text{sp}} = 0.196 $ Myr, $1t_{\text{sp}} = 0.491 $ Myr, in thin-layer models, standard thick-layer models, and Mach-4 models, respectively.
Figure A2. Same as Figure 3, but here we show the number density slices in three compressive multicloud models, comp-k8-M10-th (panel a), comp-k8-M4 (panel b), and comp-k8-M10-sd, which correspond to the thin-layer model, the run with $M_{\text{shock}} = 4$, and the model with a different seed. The spatial ($X$, $Y$) extent is $(L \times 3L) \approx (4L_{\text{mc}} \times 12L_{\text{mc}})$ in comp-k8-M10-th, and $(2L_{\text{mc}} \times 6L_{\text{mc}})$ in the other models. The $X$ and $Y$ axes are given in pc, so they cover a spatial extent of $(100\,\text{pc} \times 300\,\text{pc})$ in all models. Time-scales in physical units are also different as $1\,t_{\text{sp}} = 0.098\,\text{Myr}$, $1\,t_{\text{sp}} = 0.196\,\text{Myr}$, $1\,t_{\text{sp}} = 0.491\,\text{Myr}$, in thin-layer models, standard thick-layer models, and Mach-4 models, respectively.
Figure A3. Same as Figures 2 and 3, but here we show the number density slices in a solenoidal model, sole-k8-M30 (panel a), and a compressive model, comp-k8-M30 (panel b), which correspond to the runs with $M_{\text{shock}} = 30$. The spatial ($X, Y$) extent is $(L \times 3L) = (2L_{\text{mc}} \times 6L_{\text{mc}})$, i.e., $(100 \text{ pc} \times 300 \text{ pc})$ in physical units. Time-scales in physical units are different than in the standard Mach-10 models as $t_{sp} = 0.065 \text{ Myr}$ in Mach-30 models.