Wavelet Scattering Networks for Atomistic Systems with Extrapolation of Material Properties
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The dream of machine learning in materials science is for a machine learned model to learn the underlying physics of an atomic system, allowing the model to move beyond interpolation of the training set to the prediction of properties that were not present in the original training data. In addition to advances in machine learning architectures and training techniques, achieving this ambitious goal requires a method to convert a 3D atomic system into a feature representation that preserves rotational and translational symmetry, smoothness under small perturbations, and invariance under re-ordering. The atomic orbital wavelet scattering transform preserves these symmetries by construction, and has achieved great success as a featurization method for machine learning energy prediction. Both in small molecules and in the bulk amorphous Li, Si system, machine learning models using wavelet scattering coefficients as features have demonstrated a comparable accuracy to Density Functional Theory at a small fraction of the computational cost. In this work, we test the generalizability of our Li, Si energy predictor to properties that were not included in the training set, such as elastic constants and migration barriers. We demonstrate that statistical feature selection methods can reduce over-fitting and lead to remarkable accuracy in these extrapolation tasks.

I. INTRODUCTION

Machine learning (ML) is a powerful tool in chemical physics.1–4 Both kernel-based1,2,3 and neural-network-based4–14 learning algorithms have found success predicting physical properties such as energies, forces, and potential energy surfaces starting from atomic coordinates. ML models have been used for molecular dynamics (MD)15–20 prediction of free energy surfaces,21–23 and generation of thermodynamic ensembles24–29 on systems for which they have been trained. Much as ML models have revolutionized fields like computer vision30–32 automated content generation33 and natural language processing34 a ML model could in principle predict physical properties of broad classes of atomic systems with accuracy competitive with the best current methods at a small fraction of the computational cost. However, such an ML model has not yet been developed and many obstacles still remain before general atomistic ML models can be competitive with existing quantum chemistry methods. The most fundamental obstacle is perhaps the generalizability problem (also referred to as transferability). Quantum chemical methods such as density functional theory (DFT) are predictive because they work from first principles—physical properties emerge from solutions to equations that describe underlying physics, allowing these techniques to work on systems that have never been studied before. In contrast, machine learning is at its heart a fitting technique. The model knows nothing about the physical equations and its predictions are statistical inferences based on the training data. This raises the question: are quantum chemistry models based on machine learning inherently limited to interpolation of the training data? Or can a machine learning model “learn the underlying physics” and provide new insights beyond the training data? If we want to answer a question with a ML model, will it always be necessary to compute the answer to the same question beforehand in thousands or tens of thousands of similar cases? Or could ML truly teach us something new? The hope that it can is not entirely without foundation. Machine learning models have shown the ability to capture and generalize abstract patterns within training data. For example, a neural net trained to translate languages recently achieved “zero-shot translation”: translation between a pair of languages for which it had no dictionary without going through an intermediate language.35 This suggests that learning of underlying meaning from diverse examples may be possible.

Of course the full answer to this question is beyond the scope of the present work. We look at a specific example of the generalizability problem: energy prediction for amorphous Li, Si. Due to its potential for develop-
ing high energy density lithium-ion batteries, this system has recently been studied by a variety of machine learning methods. Onat et al. generated an implanted neural network potential for this system. Artrith et al. developed a machine-learning potential that enabled ensemble generation and molecular dynamics for Li\textsubscript{x}Si\textsuperscript{25}.

Brumwell et al. created a three-dimensional ML model, similar to a convolutional neural network, with a physically motivated filter based on the wavelet scattering transform\textsuperscript{26} and were able to achieve chemical accuracy in energy prediction for this class of structures.\textsuperscript{27} The wavelet formulation has a number of advantages. The inclusion of wavelet dilations and second-order scattering coefficients makes the wavelet scattering approach inherently multi-scale, as opposed to methods which sum up atomic energies based on their local environments (e.g., Refs. \textsuperscript{12,25,27}). This allows the wavelet scattering transform to capture a broader class of physical interactions, making it more general. The fact that the wavelets themselves are based on atomic orbitals may allow them to more naturally capture interactions arising from electronic bonds (though without sacrificing generality since the wavelet frame is overcomplete) and may help with generalizability of the model.

In this work, we build on and improve the wavelet-based model, achieving similar accuracy to Onat et al.\textsuperscript{25} and Artrith, Urban, and Ceder\textsuperscript{25} but with a significantly simplified model relative to neural network based approaches, and even simpler than Brumwell et al.\textsuperscript{27} More importantly, we test the model on extrapolation tasks, predicting physical properties that were not present in the training set. We perform detailed analysis on how to balance under-fitting and over-fitting in order to achieve high generalizability. The three tasks are predicting migration barriers based on transition state theory, energies of amorphous systems significantly larger than the training set items, and elastic properties based on deformations of amorphous Li\textsubscript{x}Si. In each of these extrapolation tasks, we find that the model is able to achieve reasonable accuracy, and in some cases does quite well, thus providing evidence of the model’s ability to generalize to new types of systems and tasks.

The remainder of this paper is organized as follows. In Section II, we present the methods used in this work, including the data generation process and descriptions of the machine learning algorithms. Numerical results are presented and discussed in Section III and Section IV contains a short conclusion.

II. METHODS

Methods consist of data generation for training (Section II.A) as well as data generation for testing on extrapolation tasks (Section II.B). Algorithms used for training the machine learned models are discussed in Section II.C whereas the wavelet scattering representation of an atomic state is described in Section II.D. Appendix B explains how to compute such features efficiently.

A. Training data generation

The training, validation, and interpolation testing data for the machine-learned model consists of amorphous Li\textsubscript{x}Si structures labeled by formation energies calculated using Density Functional Theory (DFT). These structures are in cubic boxes under periodic boundary conditions containing from 55 to 100 atoms, with lithium-to-silicon ratio \( x \) ranging from 0.1 to 3.75. Initial disordered structures are generated by evolving random structures using ReaxFF\textsuperscript{19} molecular dynamics (MD) at 2500K for 10 ps, and ten different disordered structures are randomly picked from the MD trajectory for each of the 37 chosen concentrations. The accuracy of the force field used to obtain the initial amorphous structure is not important, due to the following DFT calculations. In particular, each structure is fully relaxed at constant volume using DFT. The structures and formation energies along the relaxation paths make up the amorphous dataset used in this work, which contains a total of 90,252 structures. A histogram of the quantity of these structures by energy and concentration is shown in Figure 1. We note that the structures are heavily concentrated near the endpoint of the relaxation, so we expect the resulting model to do better on near-equilibrium amorphous structures. This is desirable because the low-energy structures are more likely to arise in realistic simulations.

Formation energies and relaxations were performed in the Vienna Ab initio Simulation Package (VASP\textsuperscript{39} using the Projector-Augmented Wave method\textsuperscript{40} and the PBE exchange-correlation functional\textsuperscript{41} with a plane-wave energy cutoff of 500 eV. The Brillouin zone was sampled using the Gamma point only during relaxation. After relaxation, the energies along each relaxation path were corrected for \( k \)-point sampling errors by calculating the energy of each fully relaxed structure using a \( 3 \times 3 \times 3 \)
Gamma-centered grid and applying the resulting constant shift to the rest of the structures in the relaxation path. The mean absolute k-point sampling correction was 27 meV/atom. The total formation energy of a structure with \(N_{Li}\) lithium atoms and \(N_{Si}\) silicon atoms is defined based on DFT total energies:

\[
E_f(Li_{N_{Li}}Si_{N_{Si}}) = E_{tot}(Li_{N_{Li}}Si_{N_{Si}}) - N_{Li}E(Li) - N_{Si}E(Si),
\]

where \(E_{tot}(Li_{N_{Li}}Si_{N_{Si}})\) is the total energy of the system, and \(E(Li)\) and \(E(Si)\) are the DFT total energy per atom of elemental lithium and silicon, respectively. The structure \(Li_{N_{Li}}Si_{N_{Si}}\) has reduced formula \(Li_\alpha Si\) with \(\alpha = N_{Li}/N_{Si}\) and per-atom formation energy

\[
E_f^*(Li_\alpha Si) = E_f(Li_{N_{Li}}Si_{N_{Si}})/(N_{Li} + N_{Si}).
\]

The per-atom formation energy is the quantity of interest for machine learning. Notice, though, it includes the terms \(N_{Li}E(Li)\) and \(N_{Si}E(Si)\) which require no additional quantum mechanical calculations beyond the one-time cost of computing \(E(Li)\) and \(E(Si)\). The difficulty in computing \(E_{tot}(Li_{N_{Li}}Si_{N_{Si}})\), which requires a costly DFT calculation for each new state. When fitting our machine learned models, we regress the per-atom total energy, defined as:

\[
E_{tot}^*(Li_\alpha Si) = E_{tot}(Li_{N_{Li}}Si_{N_{Si}})/(N_{Li} + N_{Si})
\]
or

\[
E_{tot}^*(Li_\alpha Si) = E_f^*(Li_\alpha Si) + \frac{\alpha}{1 + \alpha}E(Li) + \frac{1}{1 + \alpha}E(Si).
\]

Even though it is simple to convert total energies into per-atom total energies, we regress the latter since per atom energies remove the effect of varying unit cell sizes and the number of atoms per unit cell on the total energy. Since we use the squared loss as our measure of error when training, regressing total energies would bias the models towards systems containing larger numbers of atoms since the total energy scales with the number of atoms.

### B. Data generation for extrapolation tests

In order to test the machine learning model’s generalizability to extrapolation tasks, additional DFT data is required to compare with the results of the machine learning model. We test three different extrapolation tasks: prediction of migration barriers, energy prediction for systems with larger unit cells, and prediction of elastic properties.

Diffusion barriers cannot be defined uniquely in amorphous structures due to the lack of order. Rather, paths which move an atom from one favorable coordination environment to another through a relatively unfavorable environment are abundant. An endpoint for such a pathway was found by locating void spaces in the amorphous structure through Voronoi analysis and inserting a test lithium atom at each void to find the most energetically favorable position. Nearby lithium atoms to this void were subsequently identified, and the minimum-energy path for each lithium to travel to the void was calculated using the nudged elastic band (NEB) method. The NEB images along the minimum-energy path were used as testing data for this extrapolation task. A total of six barriers based on 50 image structures are the test data for this extrapolation task.

Large structure testing data was generated by two methods: independently relaxing AIMD-generated structures (the “from-scratch” method) or tiling structures from the data set, randomly perturbing all atomic positions by 0.1 Å, and performing a single-point calculation (the “tiled” approach). The testing data consists of 37 from-scratch structures, 40 \(2 \times 2 \times 2\) tiled structures, and 108 \(2 \times 1 \times 1\) tiled structures.

Finally, elastic property testing data was generated by applying hydrostatic strain from \(-9\%\) to \(+9\%\) on fully relaxed structures at each concentration. The bulk modulus \(K\) is calculated by fitting data near the minimum to the equation

\[
K = V_0 \frac{\partial^2 E}{\partial V^2}
\]

where \(V\) is the volume, \(V_0\) is the equilibrium volume, and \(E\) is the energy. In total a bulk modulus value is calculated at each of the 37 concentrations, based on a total of 333 structures under hydrostatic strain.

### C. Linear regression and model fitting

The purpose of using machine learning is to reduce the computational burden relative to quantum mechanical calculations while maintaining accurate predictions. To accomplish this task, we need to derive features from our data and recombine them in some meaningful way. We use a linear model over a predefined set of features, which consist of nonlinear, multiscale maps of the original atomic state. Using a linear model over a universal feature set allows us to leverage several well-studied techniques in regression, regularization, and statistical learning theory that increases the accuracy, stability, and generalizability of the model.

Let \(x = \{(Z_k, R_k) \in \mathbb{N} \times \mathbb{R}^3\}_{k=1}^{N}\) denote the list of atoms in the unit cell of a \(Li_\alpha Si\) system. The value \(Z_k \in \mathbb{N}\) denotes the protonic charge of the atom, i.e., \(Z_k = 3\) for lithium and \(Z_k = 14\) for silicon, and \(R_k \in \mathbb{R}^3\) denotes the position of the atom in the simulation cell. The quantity \(N_{\alpha} = N_{Li} + N_{Si}\) is the total number of atoms in the unit cell. Let \(\Phi(x) \in \mathbb{R}^d\) be a \(d\)-dimensional representation of the state \(x\), which is described in detail in Section 4.1A. A linear regression with weights \(w = (w_\gamma)_{\gamma=0}^{d} \in \mathbb{R}^{d+1}\) of the per-atom total energy \(E_{tot}^*(x)\) over the representation
\[ \Phi(x) = (\phi_1(x), \phi_2(x), \ldots, \phi_d(x)) \text{ computes} \]
\[ \tilde{E}_{\text{test}}(x; w) = \tilde{E}(x; w) = w_0 + \sum_{\gamma=1}^{d} w_{\gamma} \phi_\gamma(x), \quad (2) \]

where \( w_0 \) is a bias term and the coordinates \( \phi_\gamma(x) \) of \( \Phi(x) \) are weighted with the scalars \( w_\gamma \). We regularize the regression by selecting a parsimonious model via a sparsity constraint on the weights \( w \),

\[ ||w||_0 = \# \{ w_\gamma \neq 0 : 0 \leq \gamma \leq d \} \leq M, \]

for some hyper-parameter \( M \) that determines the number of nonzero weights.

The weights \( (w_\gamma)_{\gamma=1}^{d} \) and the hyper-parameter \( M \) are solved for using the DFT generated training data. Let \( \mathcal{X}_t = \{(x_i, E(x_i))\}_{i=1}^{n_t} \) denote a training set consisting of Li\(_2\)Si states \( x_i \) and their DFT generated per-atom total energies \( E(x_i) = E_{\text{tot}}(x_i) \); denote by \( \mathcal{X}_v = \{(\hat{x}_i', E(\hat{x}_i'))\}_{i=1}^{n_v} \) another such set, also consisting of Li\(_2\)Si states and their associated per-atom total energies, non-overlapping with the training set, which we use as the validation set. For each \( M \) up to some maximum value, \( 1 \leq M \leq M_{\text{max}} \), we compute weights \( w^M = (w_{\gamma}^M)_{\gamma=0}^{d} \) by solving the following:

\[ w^M = \arg \inf_{w \in \mathbb{R}^{d+1}} \{ L(w, \mathcal{X}_t) : ||w||_0 \leq M \}, \quad (3) \]

where \( L(w, \mathcal{X}_t) \) is the mean squared loss function with respect to the training set \( \mathcal{X}_t \):

\[ L(w, \mathcal{X}_t) = \frac{1}{n_t} \sum_{i=1}^{n_t} |E(x_i) - \tilde{E}(x_i; w)|^2. \]

As \( M \) increases the model \( \tilde{E}(x; w^M) \) becomes more complex as it has more non-zero weights. This increasing complexity is reflected by the fact that the loss function \( M \mapsto L(w^M, \mathcal{X}_t) \) is a decreasing function of \( M \). That is, the training error decreases as \( M \) increases; see also the red curves in Figure 5.

However, it is well known in machine learning and statistical learning theory that more complex models do not necessarily generalize better. The optimal regularization, here controlled by the sparsity parameter \( M \), is determined via cross-validation using the validation set \( \mathcal{X}_v \). That is, for each \( 1 \leq M \leq M_{\text{max}} \) we compute the loss of the model \( \tilde{E}(x; w^M) \) on the validation set, and select the \( M^* \) that minimizes the validation error:

\[ M^* = \arg \inf_{1 \leq M \leq M_{\text{max}}} L(w^M, \mathcal{X}_v). \quad (4) \]

The model that is used on the test data is \( \tilde{E}(x; w^{M^*}) \). In general \( M^* \neq M_{\text{max}} \), since unlike the training error \( M \mapsto L(w^M, \mathcal{X}_t) \), the validation error \( M \mapsto L(w^M, \mathcal{X}_v) \) is not monotonically decreasing but rather generically decreases up to \( M^* \) and then increases after \( M^* \); see the green dashed curves in Figure 5. We remark that the value \( M^* \) is the best estimate of the optimal model for testing on states similar to those in the validation set; in other words, it balances the model between underfitting and over-fitting. However, states for the extrapolation tasks (Section II B) are not necessarily similar to the states in the validation set. Models that extrapolate must be formulated in such a way that when trained, the cross validation procedure selects a complexity \( M^* \) that captures underlying physical phenomena while ignoring non-physical patterns in the training and validation data. We achieve such a result by leveraging the universal wavelet scattering features (see Section II D), and by careful partitioning of the training and validation sets that is described in more detail in Section II A.

Computationally, solving (3) is NP-Hard. We thus solve a relaxed problem that obtains the weights in a greedy fashion, using the same orthogonal least squares (OLS) approach described in Hirn, Mallat, and Poli

vert. While the resulting weights do not in general solve (3), due to the relaxation, the OLS approach is optimal among greedy approaches since it reduces the mean square error by the maximum amount with each greedy step. Otherwise, using a greedy approach has two benefits. First, it is significantly more efficient; solving (3) requires \( O((d M)^4) \) floating point operations whereas the greedy approach requires \( O(dM^4) \) floating point operations. Second, it is an iterative process that can be solved using a QR factorization, which in this case means that after \( M \) nonzero weights are selected, the computation for \( M+1 \) nonzero weights requires solving only for the one additional weight. This lets us efficiently construct an array of models for \( 1 \leq M \leq M_{\text{max}} \), which in turn enables an efficient solution to the cross validation problem given in (4).

Finally, we augment the learning process by leveraging empirical bootstrapping and feature bagging. Given an initial database of \( n \) states and their energies (that does not include the withheld testing set), the empirical bootstrapping algorithm samples the database with replacement to obtain the training set. Those states not selected for the training set are placed in the validation set. This approach allows us to construct many different models from one database, which are then averaged. The resulting averaged model, which is still a linear model over the representation \( \Phi(x) \), is superior to any one individually fitted model since the averaging reduces random fluctuations in the fitting process that result from spurious patterns in a single training set. In order for this averaging process to have maximum effect, the weights of the individual models must be as uncorrelated as possible. Feature bagging, which is a prominent component of random forests, decorrelates the models by restricting the greedy selection at each greedy step. In particular, at each greedy step in the OLS algorithm, approximately \( \sqrt{d+1} \) features are sampled without replacement from among the full set of \( d \) features in \( \Phi(x) \) plus the bias term, minus the features that have already been selected up to that point. The OLS algorithm at each step must then se-
lect from among the sampled features, which due to the randomness in the feature sampling, results in models that are significantly less correlated. Indeed, in our own numerical experiments, the most significant features selected with empirical bootstrapping, but without feature bagging, are very often identical. While restricting the number of possible features at each greedy step means that each model has larger error on the training set, the aggregated average model improves on the test set.

D. Atomic orbital wavelet scattering

We now describe how we construct the feature vector $\Phi(x)$. Since our regression $\tilde{E}(x; w) = w_0 + \langle w, \Phi(x) \rangle$ is a linear model over $\Phi(x)$, the representation $\Phi(x)$ should have the same properties as $E(x)$. In particular, as has been noted by several machine learning papers for many-particle physics, $E(x)$ is invariant to translations, rotations, and reflections (i.e., isometries) of the atomic coordinates $\{R_k\}_{k=1}^{N_x}$, and therefore $\Phi(x)$ should also be invariant to isometries. Additionally, $E(x)$ is independent of the atom indexation in the list $x$, and thus $\Phi(x)$ must be invariant to index permutations. Like the formation energy, $\Phi(x)$ should be a continuous function of the atomic coordinates $\{R_k\}_{k=1}^{N_x}$, which is particularly important since our data consists of structural relaxation paths. Furthermore, since we are fitting total energy per atom, the feature values should be independent of the number of atoms in the unit cell. Finally, the amorphous Li$_x$Si$_y$ systems are periodic, and thus the features $\Phi(x)$ must be invariant to equivalent representations of $x$ with respect to the periodicity of the state.

In addition to those basic physical properties, electronic interactions encoded by the molecular Hamiltonian are inherently multiscale in nature and thus range over a number of length scales. The resulting total energy of the system is a nonlinear function of these length scales. We thus seek a representation $\Phi(x)$ that on the one hand can separate the length scales of the system, while on the other hand can recombine them in a nonlinear fashion. Our approach is to use the atomic orbital wavelet scattering transform of Brumwell et al., which itself is an adaptation of the three-dimensional solid harmonic wavelet scattering transform proposed by Eickenberg et al. for molecules. We review its construction in this section, emphasizing certain nuances specific to atomic states with periodic unit cell and more specifically to Li$_x$Si$_y$ systems.

The wavelet scattering transform is based upon the wavelet transform of three-dimensional signals. We identify the state $x$ with such a signal, which will encode permutation invariance into all representations derived from this signal. Let $Q_x \subset \mathbb{R}^3$ be the unit cell of the state $x$, which in the case of all systems we consider is a cube. We encode the state $x$ as a superposition of Dirac delta functions:

$$\rho_x^f(u) = \sum_{k=1}^{N_x} f(Z_k) \delta(u - R_k), \quad u \in Q_x.$$ 

We use the notation $\rho_x^f$ because one can think of it as a type of nuclear density for the state $x$, but in which we allow some additional flexibility. In particular, the function $f : \mathbb{N} \to \mathbb{R}$ encodes a weight that responds based on the type of atom. We use five different functions $f$, which can be thought of as channels of the state $x$, similar to how a color image has red, green, and blue channels. The five channels we use are lithium, silicon, valence, ionic, and kinetic. The lithium and silicon channels partition the state $x$ along atom species, whereas the valence and core channels separate the state $x$ according to electron type. The kinetic channel, inspired by the Thomas–Fermi–Dirac–von Weizsacker model in quantum chemistry, encodes a different scaling in the number of electrons than the other four channels. The precise definitions of these channels are given in Appendix A.

A simple translation and rotation invariant representation of $x$ is obtained by summing over $f_x = (f(Z_k))_{k=1}^{N_x}$ for each channel $f$:

$$\phi_\gamma(x) = N_x^{-1} \|f_x\|_q^q = \frac{1}{N_x} \sum_{k=1}^{N_x} |f(Z_k)|^q, \quad \gamma = (f, q).$$

We compute four different types of summations by taking $q^{th}$ powers of $f(Z_k)$ for

$$q \in \{1, 4/3, 5/3, 2\}.$$ 

These powers are also inspired by the Thomas–Fermi–Dirac–von Weizsacker model, and will be discussed more later in this section. By dividing by $N_x$, the features $\phi_\gamma(x)$ are also invariant to system size. Finally, since they are constant with respect to the atomic coordinates, they are trivially continuous functions of them.

The zero order features satisfy all the required invariance properties, but they remove all geometric information from the state $x$ and are constant for a given lithium-silicon ratio $\alpha$. We compute complementary features that separate the length scales of $x$ and encode multiscale geometric invariants. These features will be derived from a three-dimensional wavelet transform of $\rho_x^f$, which gives a multiscale representation of the signal. Following Brumwell et al., we define a family of atomic orbital wavelets

$$\psi_{n,\ell}^m(u) : \mathbb{R}^3 \to \mathbb{C},$$

$$\psi_{n,\ell}^m(u) = Q_{n,\ell}(|u|) Y_{\ell}^m(u/|u|), \quad n \geq 1, \quad 0 \leq \ell < n, \quad |m| \leq \ell,$$

where $Y_{\ell}^m$ is the usual spherical harmonic function and $Q_{n,\ell}$ is a radial function defined as:

$$Q_{n,\ell}(r) = C_{n,\ell} r^{\ell+1/2} L_{n-\ell-1}^{\ell+1/2} \left( \frac{r^2}{2\beta^2} \right) e^{-r^2/2\beta^2}, \quad r \geq 0.$$
Here $C_{n,\ell}$ is a normalizing constant and the functions $L^x_k$ are the associated Laguerre polynomials. We refer to the family of wavelets $\psi^m_{n,\ell}$ as atomic orbital wavelets since they mimic the shape of the hydrogen atomic orbitals. Indeed, $(n, \ell) = (1, 0), (2, 0), (2, 1)$ corresponds to the $1s$, $2s$, and $2p$ orbitals, respectively, with similar correspondences for larger values of $n$; see Figure 2. While the hydrogen atomic orbitals have exponential scaling, here we use a Gaussian function, which mimics the well-known Gaussian type orbitals from the quantum chemistry literature.

We use these wave functions as wavelets, though, in which the wavelet transform dilates the wavelet at different dyadic scales $2^j$,

$$\psi^m_{j,n,\ell}(u) = 2^{-3j} \psi^m_{n,\ell}(2^{-3j}u), \quad 0 \leq j < J,$$

which increases the size of the wavelet. Let $s_x$ be the side length of the cubic unit cell $Q_x$. Unlike the molecular systems studied by Eickenberg et al.\cite{20,21} here $x$ is a periodic system and so we compute a periodic wavelet transform of the density $\rho_x^f$ using a circular convolution $\ast$ defined as:

$$\rho_x^f \ast \psi^m_{j,n,\ell}(u) = \sum_{p \in \mathbb{Z}} \rho_x^f(u) \ast \psi^m_{j,n,\ell}(u - ps_x). \quad (8)$$

The operation $\ast$ is the usual convolution over $\mathbb{R}^3$, which for the nuclear density-type function $\rho_x^f$ yields:

$$\rho_x^f \ast \psi^m_{j,n,\ell}(u) = \sum_{k=1}^{N_x} f(Z_k) \psi^m_{j,n,\ell}(u - R_k). \quad (9)$$

Examining (8) and (9) we have the following interpretations. The standard convolution $\rho_x^f \ast \psi^m_{j,n,\ell}$ emits the wavelet $\psi^m_{j,n,\ell}$ from the location of each atom in the unit cell of $x$, with a strength given by $f(Z_k)$. The interference patterns encoded by these emissions encode geometric information of the state of the system at different scales $2^j$, which we shall aggregate to form multiscale, invariant features. The circular convolution $\rho_x^f \ast \psi^m_{j,n,\ell}$ wraps the wavelets periodically in the unit cell $Q_x$, thus giving us a periodic function that respects the periodicity of the system. The parameter $\beta$ in (7) in the definition of $Q_{n,\ell}$, which encodes the smallest wavelet scale, is selected so that $\psi^m_{n,\ell}(u - R_k)$ and $\psi^m_{n,\ell}(u - R_l)$ interfere only if $|R_k - R_l|$ is small, i.e., if the atoms located at $R_k$ and $R_l$ are neighboring atoms. The maximum scale $2^{J-1}$ is selected so that the size of the wavelet $\psi^m_{J-1,n,\ell}$ is on the order of the maximum side length $s_x$ of the unit cells $Q_x$ across all training states, thus enabling the corresponding wavelet coefficients $\rho_x^f \ast \psi^m_{J-1,n,\ell}$ to encode macroscopic patterns in the arrangement of the atoms in $x$. These choices allow us to capture short-range interactions in features derived from wavelet filters with small $j$, while wavelet filters with large $j$ capture interactions across a larger span of the system.

Convolution operators are translation equivariant but not rotation equivariant. However, the atomic orbital wavelet filters are designed to admit a rotationally equivariant representation by combining information across the magnetic quantum number $m$ through the following nonlinear transform $\sigma$:

$$\sigma(\rho_x^f \ast \psi_{j,n,\ell})(u) = \left( \sum_{m=\ell}^{\ell} |\rho_x^f \ast \psi^m_{j,n,\ell}(u)|^2 \right)^{1/2}.$$

The collection of maps $\sigma(\rho_x^f \ast \psi_{j,n,\ell})$ constitutes a multiscale, isometry equivariant representation of the state $x$; see Figure 3 for plots of these maps.

Equivariant representations yield invariant representations via integral operators that integrate over the space variable $u$. We compute $L^q(Q_x)$ norms, for the same four $q$ values in (6), of the maps $\sigma(\rho_x^f \ast \psi_{j,n,\ell})$:

$$||\sigma(\rho_x^f \ast \psi_{j,n,\ell})||_q^q = \int_{Q_x} |\sigma(\rho_x^f \ast \psi_{j,n,\ell})(u)|^q \, du. \quad (10)$$

The selection of powers $q$ is motivated by the Thomas–Fermi–Dirac–von Weizsacker model in quantum chemistry, in which the $4/3$ scaling is used to approximate the exchange energy, the $5/3$ scaling is used to approximate the kinetic energy, and the power of 2 encodes an additional part of the kinetic energy and pairwise Coulombic interactions (see also Hirn, Mallat, and Piovver\cite{44}). The power $q = 4$ is also used since these integrals scale linearly with $\sum f(Z_k)$.

We normalize the norms (10) to be invariant to system size, which defines first order wavelet scattering features:

$$\phi_{\gamma}(x) = N_x^{-1} ||\sigma(\rho_x^f \ast \psi_{j,n,\ell})||_q^q, \quad \gamma = (f, q, j, n, \ell).$$

In numerical experiments reported on in Section III there are five channels $f$, five scales $j$ (i.e., $J = 5$), $n = 3$ (that is, a single $n$ is used), $0 \leq \ell < n = 3$, and there are the four $q$ values specified in (6), which yields 300 first order features. These first order wavelet scattering features encode isometry and size invariant descriptions of
Using the same parameters as the first order features, second order wavelet scattering features. They thus greatly invariant maps
FIG. 3. Cross-sections of the first order nonlinear, equivariant maps \( \sigma(\rho^f_x \otimes \psi_{j,n,\ell})(u) \). The \( \log_2 \) scales \( j = 0, 1, 2, 3, 4 \) increase from left to right, respectively, and the angular quantum number \( \ell = 0, 1, 2 \) from top to bottom, respectively, with \( n = 3 \). The maps extract multiscale geometric information on the arrangement of the atoms in the state \( x \).

the state \( x \) across multiple length scales \( 2^j \) for \( 0 \leq j < J \). Furthermore, since the atomic orbital wavelets \( \psi_{j,n,\ell} \) are continuous functions, the resulting maps \( \sigma(\rho^f_x \otimes \psi_{j,n,\ell}) \) are continuous functions of the atomic coordinates, which means their integrals are as well. The use of circular convolution ensures the maps are invariant to the representation of \( x \) with respect to its periodicity.

First order wavelet scattering features are complemented by second order wavelet scattering features that incorporate multiple length scales of \( x \) into a single feature. They are computed by iterating the nonlinear wavelet transform, which couples the scales \( 2^{j_1} \) and \( 2^{j_2} \):

\[
\sigma(\sigma(\rho^f_x \otimes \psi_{j_1,n_1,\ell_1}) \otimes \psi_{j_2,n_2,\ell_2})(u) = \\
\left( \sum_{m=-\ell_2}^{\ell_2} |\sigma(\rho^f_x \otimes \psi_{j_1,n_1,\ell_1}) \otimes \psi_{j_2,n_2,\ell_2}(u)|^2 \right)^{1/2}.
\]

(11)

The second order maps \( \llbracket 11 \rrbracket \), which resemble the architecture of a convolutional neural network as well as aspects of tensor field networks \( \llbracket 23 \rrbracket \) are equivariant with respect to translations and rotations, and extract coupled geometric information at the scales \( 2^{j_1} \) and \( 2^{j_2} \) from the state \( x \). Figure \( \llbracket 4 \rrbracket \) plots examples of these maps, which are noticeably different than their first order counterparts.

Second order invariant wavelet scattering features are computed analogously to the first order features, by taking normalized \( L^2(Q_x) \) norms of the equivariant maps:

\[
\eta_j(x) = N_x^{-1} \| \sigma(\sigma(\rho^f_x \otimes \psi_{j_1,n_1,\ell_1}) \otimes \psi_{j_2,n_2,\ell_2})(u) \|_q^q \\
= \frac{1}{N_x} \int_{Q_x} |\sigma(\sigma(\rho^f_x \otimes \psi_{j_1,n_1,\ell_1}) \otimes \psi_{j_2,n_2,\ell_2})(u)|^q du \\
= \frac{1}{N_x} \int_{Q_x} |\sigma(\rho^f_x \otimes \psi_{j_1,n_1,\ell_1}) \otimes \psi_{j_2,n_2,\ell_2}(u)|^q du \\
\gamma(j, q, j_1, n_1, \ell_1, j_2, n_2, \ell_2).
\]

Using the same parameters as the first order features, plus setting \( n_2 = 3 \) and \( 0 \leq \ell_2 < n_2 = 3 \) and \( \max(0, j_1 - 1) \leq j_2 < J = 5 \), we see there are 3420 sec-ond order wavelet scattering features. They thus greatly expand the representation of the state \( x \), and satisfy all the required invariance properties.

We collect the zero, first, and second order invariant wavelet scattering features into a single feature representation \( \Phi(x) \in \mathbb{R}^{3740} \). Let \( \lambda = (j, n, \ell) \) denote the triplet of wavelet parameters. With this feature representation, our energy model \( \llbracket 2 \rrbracket \) can be written as:

\[
\tilde{E}_{\text{tot}}(x; w) = \tilde{E}(x; w) = \\
= w_0 + \frac{1}{N_x} \sum_{f,q} w_f \|f_x\|_q^q \\
+ \frac{1}{N_x} \sum_{f,q,\lambda} w_{f,q,\lambda} \|\sigma(\rho^f_x \otimes \psi_\lambda)(u)\|_q^q \]

(12)

with the weights solved for using the algorithms described in Section \( \llbracket 11 \rrbracket \). We remark that both the features themselves, and the number of features, constitute a vast simplification over the model presented in Brumwell et al. \( \llbracket 22 \rrbracket \).

### III. NUMERICAL RESULTS

We report empirical errors for formation energy prediction and related tasks. Section \( \llbracket IIIA \rrbracket \) presents interpolation type test errors on predicting relaxation path formation energies for amorphous \( \text{Li}_3\text{Si} \) of a similar nature to those in the training set. Sections \( \llbracket IIIC \rrbracket \) and \( \llbracket IID \rrbracket \) report extrapolation task errors, focusing on diffusion barrier estimation, formation energies of amorphous states with larger unit cells, and bulk modulus prediction, respectively. Appendix \( \llbracket C \rrbracket \) compares these results with results obtained by varying the training procedures and model formulation presented in Section \( \llbracket II \rrbracket \). In particular, it considers a non-randomized training procedure...
that does not utilize bootstrapping and feature bagging (originally described in Section II.C), as well as an energy model that utilizes only zero and first order wavelet scattering features (defined in Section II.D). In each case, we see the advantage of the full algorithm.

**A. Training and testing on amorphous dataset**

Recall from Section II.A and Figure 1, we have a training database of 90,252 amorphous Li$_x$Si structures with DFT computed energies spread across 37 concentrations $\alpha$, ranging from 0.1 to 3.75. These 90,252 structures correspond to 370 relaxation paths of an initial set of 370 high energy states, with 10 relaxation paths per concentration. Unlike many standard machine learning approaches which obtain a training set by uniformly sampling data points from the initial database, here we uniformly randomly sample relaxation paths. Using five-fold cross validation, we randomly partition the relaxation paths into five sets of 74 relaxation paths with two paths per concentration in each of the sets of 74. We place four of these sets, 296 relaxation paths total, in the training/validation set, and one set of 74 paths in the test set. We rotate through using each set separately as a test set, meaning that we carry out all numerical experiments five times, each time with a different training/validation and test set split.

We select the training/validation/testing sets according to relaxation data paths, and not structures, because it leads to more physically realistic training and testing scenarios. In particular, it is reasonable to assume that whole relaxation paths, computed via DFT, would be used to train a model which is then used to compute relaxation paths of new high energy states. Here the validation and testing sets are simpler in that we require the model to predict all formation energies along a new relaxation path in which the structures along the path are given. Nevertheless, empirical results indicate this training paradigm significantly restricts the degree to which the machine learned model can fit non-physical spurious patterns in the data. We leave for future work developing a model that can predict the entire relaxation path starting with the only the highest energy state.

Using the 296 training relaxation paths, we carry out the model fitting algorithm described in Section II.C. For the training set, we uniformly at random select, with replacement, 296 relaxation paths from the training set. Those paths selected more than once are repeated in the training set, with the number of copies equaling the number of times the path was selected. Those paths that are not selected are placed in the validation set. The sparse linear model is trained using the greedy OLS algorithm with randomized feature bagging, with the number of features $M$ ranging from $M = 1$ to $M = M_{\text{max}} = 1000$. The optimal number of features $M = M^*$ is selected by minimizing the loss on the validation set. This procedure is repeated 100 times, resulting in 100 sparse linear models of the form (12), which are averaged together to yield the final model.

This final model is evaluated on the withheld test set. Figure 5 depicts the training, validation, and testing errors as a function of the number of model features $M$. It indicates that best models have, generally, between 64–256 features, with an average of 121 features per model, a small number given that there are approximately 70,000 training structures. Furthermore, the validation curve closely follows the test curve, indicating that our cross-validation procedure is nearly optimal for this test data. The average root mean squared error (RMSE) and the average mean absolute error (MAE) over the five test folds, along with the standard deviation, is reported in the first row (relaxation paths) of Table I. Despite the small number of features, the RMSE is 7.44 meV/atom and the MAE is 5.52 meV/atom, which is comparable to the results reported in Onat et al. [27] and Artrith, Urban, and Ceder [28], both of which used neural networks, and is small enough to be of use in materials science.

|                  | RMSE (meV/atom) | MAE (meV/atom) |
|------------------|----------------|----------------|
| Relaxation paths | 7.44 ± 0.49    | 5.52 ± 0.34    |
| Diffusion        | 12.3 ± 0.50    | 11.7 ± 0.51    |
| Large states     | 9.54 ± 0.25    | 6.81 ± 0.23    |
| Bulk modulus     | 12.8 ± 1.36    | 8.92 ± 0.68    |

**TABLE I.** Numerical results for ML predictions on the test data from the amorphous dataset and the three extrapolation tasks from the model trained only on the amorphous data.

**FIG. 5.** Errors on the amorphous Li$_x$Si database as a function of number of features included in the model on a log-log scale. Error on the training set is shown in red, the validation set is shown in green, and the test set is shown in blue. The training error is a decreasing function of the number of features, whereas the validation and testing curves are not. The value $M^*$ that minimizes the validation curve is the algorithm’s best estimate for the optimal model that balances under- and over-fitting of the training data. It has good agreement with the minimum of the test error curve.
applications. However, the model developed here is significantly simpler than neural network models, being a linear model over multiscale, invariant features that utilize a universal set of filters. As such, the model is adept at generalization, as reported in the next three subsections.

### B. Extrapolate: Diffusion in amorphous system

One important application of atomistic simulation is the study of atomic migration from site to site. The energetic barrier to migration determines diffusion constants and ionic conductivity \(^{15}\) The diffusion process may be simulated by directly tracking the mean square displacement using molecular dynamics, or by calculating the migration barrier and using the Nernst-Einstein relationship. The first step in the explicit calculation is to find the minimum-energy path (MEP) for an atom to travel between two stable sites. This is typically done using optimization techniques such as the Nudged Elastic Band (NEB) method \(^{12}\) The barrier is defined as the energy difference between the stable position and the highest-energy position (saddle point) along the MEP.

There are a number of reasons why calculation of diffusion barriers may present a challenge for our ML model. Our present models do not predict forces, so they cannot be used with NEB for prediction of the path itself. We therefore simply predict energies along the DFT-calculated MEP. A more fundamental challenge is the fact that the transition state structure, with one atom in a high-energy state and the rest in relatively low-energy states, is qualitatively different from the training items in the amorphous Li\(_{α}\)Si data set. Calculation of diffusion barrier is thus an extrapolation task. Furthermore, there is only one diffusing atom in the simulation box during calculation of the diffusion barrier. This means that energy per atom is no longer the most relevant measure of error. Instead, total energy differences between similar structures along the MEP are the relevant quantity. Cancellation of systematic errors in DFT allows the calculation of energy differences along diffusion paths with much higher accuracy than would be suggested based on the accuracy of the method in total energy per atom \(^{15}\) It remains to be seen if similar cancellation of errors can improve the accuracy of diffusion barriers predicted by an ML model.

To test the extrapolation of our model to diffusion barriers, void spaces were identified in Li\(_{0.2}\)Si and Li\(_{0.5}\)Si by Voronoi analysis. Candidate endpoint structures were created by moving nearby lithium atoms into the voids and relaxing the resulting structure while keeping the target lithium atom fixed. Six endpoints were identified in which the void space was a local optimum for the lithium atom and in which the relaxation for the rest of the structure was minimal. These endpoints were then used together with the original Li\(_{α}\)Si structures as the basis for NEB calculations. The structures along the resulting NEB path were then passed to the ML model for comparison with the DFT results.

The learning curves are shown in Figure 6. The RMSE for the diffusion path structures is less smooth than the RMSE for test folds consisting of the relaxation paths in the amorphous Li\(_{α}\)Si data. Table II second row (diffusion), shows the RMSE and MAE of the per atom energy across all diffusion barrier structures. The RMSE for these structures is about 12.3 meV/atom, which is worse than on the relaxation path test but by less than a factor of two. Nevertheless, reduced accuracy is expected given the extrapolative nature of the task.

However, these errors are not the diffusion barrier errors, which is the quantity of interest. The energies along the diffusion paths are shown in Figure 7. The first row plots the absolute energies for both the DFT calculation and the model prediction. The second row shifts the DFT and predicted energy curves to both start at zero, to more easily compare and read off the barriers, which are given in Table II. The third row of Figure 7 plots the predicted energy curves as a function of the number of model features \(M\), showing the learning rate of the model with respect to this task. The plots indicate that even with a small number of features, for example \(M = 21\) or

| Path | Barrier (ML Model) | Barrier (DFT) |
|------|-------------------|---------------|
| 1    | 0.228             | 0.226         |
| 2    | 0.819             | 0.341         |
| 3    | 2.256             | 2.139         |
| 4    | 0.230             | 0.402         |
| 5    | 2.613             | 2.224         |
| 6    | 0.326             | 0.354         |

TABLE II. Diffusion barriers (in eV) along various paths as predicted by our ML model and DFT. Paths 1-5 start from the same Li\(_{0.2}\)Si structure and path 6 is in Li\(_{0.5}\)Si.
Visual inspection of the energy along the diffusion paths shows that much of the error is systematic. The Li$_{0.2}$Si structures contain 60 atoms, so 12.3 meV/atom corresponds to 0.74 eV in total energy. If these errors were random, we would expect at least 0.74 eV error in prediction of the diffusion barrier. However, the curves show that the ML model can successfully distinguish between small-barrier paths and large-barrier paths, and the MAE in barrier prediction is 0.20 eV. While there is certainly room for improvement, we believe this data shows evidence that the ML model is able to partially capture the physics involved in the diffusion process.

\[ M = 41, \text{the energy curve and resulting barrier is qualitatively correct, with additional features serving to refine the curves and better align the total energies.} \]

**C. Extrapolate: Larger amorphous systems**

It is desirable for an energy-predictor to generalize to structures in simulation cells with a different size than the training set, so that it can be applied to simulation cells large enough to contain geometries of experimental interest. As system size increases, the computation becomes challenging to carry out with DFT, but the wavelet scattering transform and linear regression scales efficiently with system size (for more details, see Appendix B), and we are thus much less inhibited by large systems.

As discussed in Section II B, the data for this task was generated by two different methods: “from scratch” and “tiled.” The learning curves for each are shown in the right panel of Figure 8. Since our model predicts global energies per atom, it gives the exact same result for a system that is simply periodically duplicated. This suggests that the predictions made when extrapolating to tiled systems that have been perturbed should maintain reasonable accuracy. The figure agrees with this conjecture.
FIG. 8. A log-log plot of average of RMSEs of models on the interpolation test set from Section III A and on all types of large states (scratch, 2x1x1, 2x2x2) from Section III C. Here, y-axis = log(eV/atom), x-axis = log(number of features in models). The curves labeled 2x1x1, 2x2x2, and scratch on right are the RMSE of energy error predictions of the 5 aggregate models separated by test folds. On the left panel, we see that the location of the minimum (i.e., the optimal number of features) for the interpolation test error is similar to the optimal number of features for the extrapolation error on larger states, although model over-fitting is significantly more costly for the larger states’ predictions.

since the corresponding error lines follow a similar trajectory as the line for the small system test data. The figure also shows that simpler models are favored for the independently relaxed AIMD-generated systems (the “from scratch” systems). These systems are less likely than the tiled systems to be similar to examples from the training set. The rapid increase in error on large systems for higher model complexity illustrates the sensitivity of the task to over-fitting. Nevertheless, as depicted in the left panel of Figure 8, the optimal number of features for interpolation on amorphous Li$_\alpha$Si data is approximately the same as the optimal number of features for energy predictions on the collection of states with larger unit cells. From Table 1 (third row, “large states”), we see that while the prediction errors are higher for the larger systems, it is not an unreasonable increase from errors on the smaller systems.

D. Extrapolate: Bulk Modulus

Elastic properties are another important output of atomistic simulations. These are typically calculated by applying small strains to the system in question and fitting elastic constants to the energy-versus-strain. This too is an extrapolation task for our model, because uniformly expanded or compressed structures do not appear in the training set. Testing data for this task was generated based on the lowest-energy structure at each concentration by applying hydrostatic strain, varying the side-length of the simulation box from $-9\%$ to $9\%$.

The energy versus volume of the strained structures (Figure 9) show remarkable agreement between DFT and the ML model. The RMSE curves shown in Figure 10...
This is often a daunting task, because ML is generally an interpolative technique. Before a model can be used, it must be trained on large amounts of data similar to the task at hand. If the problem is new or challenging to solve by conventional means, the generation of this data can be quite difficult. Extrapolation from well-known systems may be possible, but off-the-shelf ML models do not extrapolate well. However, extrapolation performance can be greatly improved by taking a different approach to training the ML model.

Simpler models generalize better. In our model, “simplicity” corresponds to the number of features (wavelet scattering coefficients) used and the fact that these features provide unsupervised descriptions of atomic states, but the concept is general. Validation sets are often used in machine learning to choose a model complex enough to describe the training data but simple enough to avoid over-fitting. By utilizing randomized feature selection and the aggregation of an ensemble of models (bootstrapping), we obtain a robust and accurate model when applied to the aforementioned extrapolation tasks. From this perspective, typical ML metrics such as testing and validation error are not the only criteria for a “good” model.

In order to apply these principles to harder extrapolation tasks and to incorporate a priori uncertainty quantification, it will be necessary to leverage statistical methods that allow one to predict which properties will be difficult for the model, suggesting possibilities for efficient training set expansion to further improve generalizability. Training set expansion could be automated using “active learning,” allowing a model to improve itself based on problems presented to it. The linear regression model over unsupervised nonlinear wavelet scattering features is well positioned for such future work, as it is relatively simple (compared to fully supervised neural networks) to incorporate new data on the fly.

**IV. CONCLUSION**

We have demonstrated a machine-learning model based on atomic orbital wavelet scattering that can achieve an accuracy of 5.52 meV/atom (mean absolute error) in energy on the prediction of amorphous Li$_x$Si structures. We have tested the generalizability of this force field on three extrapolation tasks: diffusion barriers, large systems, and bulk modulus. As expected based on the nature of regression-based ML, if care is not taken to avoid over-fitting the model performs poorly on these extrapolation tasks. However, we have shown that a statistically based feature randomization procedure, using the universal wavelet scattering features, can significantly enhance performance on the extrapolation tasks without significant reduction in performance on the interpolative test set.

Though the present work is limited to amorphous Li$_x$Si, it provides general lessons for those wishing to apply ML models to new problems in chemical physics. This is often a daunting task, because ML is generally an interpolative technique. Before a model can be used, it would be greatly improved by taking a different approach to training the ML model.

Simpler models generalize better. In our model, “simplicity” corresponds to the number of features (wavelet scattering coefficients) used and the fact that these features provide unsupervised descriptions of atomic states, but the concept is general. Validation sets are often used in machine learning to choose a model complex enough to describe the training data but simple enough to avoid over-fitting. By utilizing randomized feature selection and the aggregation of an ensemble of models (bootstrapping), we obtain a robust and accurate model when applied to the aforementioned extrapolation tasks. From this perspective, typical ML metrics such as testing and validation error are not the only criteria for a “good” model.

In order to apply these principles to harder extrapolation tasks and to incorporate a priori uncertainty quantification, it will be necessary to leverage statistical methods that allow one to predict which properties will be difficult for the model, suggesting possibilities for efficient training set expansion to further improve generalizability. Training set expansion could be automated using “active learning,” allowing a model to improve itself based on problems presented to it. The linear regression model over unsupervised nonlinear wavelet scattering features is well positioned for such future work, as it is relatively simple (compared to fully supervised neural networks) to incorporate new data on the fly.
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Appendix A: Channel definitions

In this appendix we give precise definitions of the five input channels:

- **Lithium channel:** \( f(Z_k) = Z_k \) if \( Z_k = 3 \) and \( f(Z_k) = 0 \) otherwise
- **Silicon channel:** \( f(Z_k) = Z_k \) if \( Z_k = 14 \) and \( f(Z_k) = 0 \) otherwise
- **Valence channel:** \( f(Z_k) = \# \) of valence electrons
- **Ionic channel:** \( f(Z_k) = \# \) of core electrons
- **Kinetic channel:** \( f(Z_k) = \sqrt{Z_k} \)

Appendix B: Fast wavelet scattering computations

In this appendix we describe how to efficiently compute the wavelet scattering features described in Section II D. In practice all computations are carried out over a discrete sampling of the unit cell \( Q_x \). Such a sampling is a three-dimensional grid \( G_x \subseteq Q_x \) with \( L_x \) grid points along each dimension. Due to the multiscale sizes of the wavelet filters \( \hat{\psi}_{j,n,\ell} \) a direct computation of the circular convolution \( \hat{\psi}_{j,n,\ell} \) over the grid \( G_x \) will require \( O(L_x^3) \) floating point operations. This computational cost can be significantly reduced by carrying out these computations in frequency.

Recalling (9), the Fourier transform of \( \rho^l_x \ast \psi_{j,n,\ell}^m \) is:

\[
\mathcal{F}[\rho^l_x \ast \psi_{j,n,\ell}^m](\omega) = \hat{\psi}_{j,n,\ell}^m(2^j \omega) \sum_{k=1}^{N_x} f(Z_k) e^{-i \omega \cdot R_k},
\]

where \( \mathcal{F}[h](\omega) = \hat{h}(\omega) \) is the Fourier transform of the function \( h \in L^1(\mathbb{R}^3) \). The Fourier transform of \( \hat{\psi}_{j,n,\ell}^m \) can be computed analytically:

\[
\hat{\psi}_{j,n,\ell}^m(\omega) = (-i)^l \sqrt{\frac{4\pi}{2^l+1}} \frac{\omega^{2(n-1)-l}}{e^{-\beta^2|\omega|^2/2\ell}} \psi_{j,n,\ell}^m(\omega/|\omega|).
\]

Therefore (B1) can be evaluated directly for any \( \omega \in \mathbb{R}^3 \). We do so in a box \([-\omega_x, \omega_x]^3\), where

\[
\omega_x = \frac{\pi}{\Delta_x} \quad \text{and} \quad \Delta_x = \frac{s_x}{L_x}.
\]

The maximum frequency \( \omega_x \) is chosen so that the essential support of \( \hat{\psi}_{j,n,\ell}^m \) is contained within \([-\omega_x, \omega_x]^3\), which in turn determines the number of grid points \( L_x \) along each side length of the unit cell \( Q_x \). This maximum frequency depends on the wavelet length \( \beta \) and (weakly) on the \( (n, \ell) \) parameters. Evaluations within the box \([-\omega_x, \omega_x]^3\) are restricted to a grid \( \Omega_x \subseteq [-\omega_x, \omega_x]^3 \) with grid spacing \( 2\pi/s_x \), which yields \( L_x \) frequency grid points. In particular we compute, via direct numerical evaluation, a tensor \( \Psi_{n,\ell}^m \in \mathbb{C}^{L_x} \times \mathbb{C}^{L_x} \times \mathbb{C}^{L_x} \) defined as

\[
\Psi_{n,\ell}^m = \mathcal{F}[\rho^l_x \ast \psi_{j,n,\ell}^m]|_{\Omega_x}.
\]

Due to the discretization in (B1), taking the inverse fast Fourier transform (iFFT) of \( \Psi_{n,\ell}^m \) recovers the circular convolution \( \rho^l_x \ast \psi_{j,n,\ell}^m \) evaluated on the spatial grid \( G_x \):

\[
iFFT(\Psi_{n,\ell}^m) = \rho^l_x \ast \psi_{j,n,\ell}^m|_{G_x}.
\]

The direct computation of \( \Psi_{n,\ell}^m \) requires \( CN_x L_x^3 \) floating point operations, whereas the iFFT calculation requires \( CL_x^3 \log L_x \) floating point operations. Therefore the total cost is reduced to \( O((N_x + \log L_x)L_x^3) \).

First order wavelet scattering features are estimated by applying the pointwise nonlinear operator \( \sigma \) to (B3) and estimating the \( L^1(Q_x) \) integrals with a Riemann sum approximation. Second order wavelet scattering features are computed by taking the fast Fourier transform (FFT) of \( \sigma(\rho^l_x \ast \psi_{j,n,\ell})|_{G_x} \) and computing the second circular wavelet convolution via frequency multiplication with a direct evaluation of \( \hat{\psi}_{j,n,\ell}^m(2^j \omega) \) on the grid \( \omega \in \Omega_x \), followed by another iFFT, application of \( \sigma \), and Riemann sum. The cost of each second order feature, given that (B3) must already be computed for the first order features, is \( O(L_x^3 \log L_x) \).

Appendix C: Alternative Models Comparison

In this appendix we describe two models similar to the one used in the main body of this text and compare the results.

The model used in the main body (hereafter referred to as the full model) has numerical results on the test set summarized in Table I and the training method is described in Section II C. The results of two alternative models on the various tasks of this work are listed in Tables III and IV. The test folds of relaxation paths and Li$_x$Si states of the diffusion, large states, and bulk modulus states are identical in all three model comparisons.

The first alternative model (hereafter the 0-1 model) is trained identically to the full model with five test folds (the test folds are identical for both models) and 100 randomly selected sets of relaxation strings (with replacement) for training, but with only zero and first order wavelet scattering features available for selection in training. This results in a total of 321 features (with bias) to select from compared to 3741 in the full model. Note that at each step of the greedy OLS training the best feature is chosen from \( \sqrt{321} \approx 17 \) features that are randomly selected from the remaining unselected features compared to \( \sqrt{3741} \approx 61 \) in the full model. The model size \( M^* \) averaged over all 500 permutations of the training data is 121 in the full model and 108 for the 0-1 model, with
TABLE III. Numerical results for ML predictions with only zero and first order features (compared to zero, first, and second in Table II) on the test data from the amorphous dataset and the three extrapolation tasks from the model trained only on the amorphous data.

|                         | RMSE (meV/atom) | MAE (meV/atom) |
|-------------------------|-----------------|----------------|
| Relaxation paths        | 8.04 ± 0.59     | 5.99 ± 0.39    |
| Diffusion               | 11.8 ± 0.48     | 9.51 ± 0.95    |
| Large states            | 14.0 ± 0.68     | 10.2 ± 0.42    |
| Bulk modulus            | 39.5 ± 4.82     | 25.1 ± 2.92    |
|                         |                 |                |
| Relaxation paths        | 7.50 ± 0.39     | 5.64 ± 0.28    |
| Diffusion               | 11.6 ± 1.01     | 11.0 ± 1.03    |
| Large states            | 9.78 ± 1.98     | 6.60 ± 0.81    |
| Bulk modulus            | 16.6 ± 4.91     | 11.5 ± 3.55    |

TABLE IV. Numerical results for ML predictions with the non-randomized model. The models are trained without random feature selection at each step of the greedy OLS algorithm, i.e., at each step all features are available for selection.

standard deviations of 64 and 38, respectively. The numerical results for the 0-1 model are listed in Table III. The performance is comparable on the relaxation paths. On the diffusion states the 0-1 model has slightly better performance in RMSE and MAE, but the standard deviation in MAE across the five folds is nearly double the full model. Furthermore, inspection of the barriers computed by the 0-1 model reveals that they are in fact slightly worse than the full model. The performance of the 0-1 model is significantly worse than the full model on the large and bulk states, again with a large spread in errors. This indicates that we get a statistically significant benefit by including second order features in the models.

The second alternative model (hereafter the non-randomized model) has the same features available as the full model and the same five test folds as the prior two models. The training set is randomly partitioned into four equally sized sets (selection by relaxation strings) with a model trained for each selection of a set as validation and the remaining three for training (i.e., nested five-fold cross validation, as in Hansen et al. [13]). This results in four trainings for each test fold for a total of 20 models trained compared to the 500 trainings (five test sets with 100 training/validation splits) of the full model. This non-randomized procedure ensures uniform representation of the strings in the training, validation, and testing folds. During training of the non-randomized model the OLS algorithm seeks the next best feature at each step from all remaining features rather than randomly selecting a subset of features to choose from as in the prior two models. The average value of $M^*$ is 153 for the non-randomized model with standard deviation of 82 across the 20 trainings. The performance of this model is similar to the full model on relaxation paths but with significantly larger spread of the errors between models on the diffusion, large, and bulk states. Thus the chance of a catastrophic error is higher. Furthermore, the RMSE and MAE are significantly larger on the bulk states. This indicates that the model over-fit the training data and did not generalize as well to the extrapolation tasks. Randomized training in the full model appears to mitigate the possibility of over-fitting.
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