Phase transition in compressed sensing with horseshoe prior
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In Bayesian statistics, horseshoe prior has attracted increasing attention as an approach to the sparse estimation. The estimation accuracy of compressed sensing with the horseshoe prior is evaluated by statistical mechanical method. It is found that there exists a phase transition in signal recoverability in the plane of the number of observations and the number of nonzero signals and that the recoverability phase is more extended than that using the well-known $l_1$ norm regularization.

I. INTRODUCTION

Compressed sensing (CS) is a generic term for a set of methods for estimating high-dimensional parameters from a smaller number of observations; it is a type of sparse modeling\cite{4,5}. In observations with high measurement costs, such as magnetic resonance imaging, undersampling is desirable for fast observations, and it is important to accurately recover high-dimensional image data from a small number of observations. CS allows such estimation by assuming sparsity, that is, assuming that the data can be represented by a small number of intrinsic low-dimensional parameters, and by obtaining them with a high degree of accuracy\cite{5}.

CS is often formulated as a problem of optimizing the regularization functions of the parameters to be estimated. The low-dimensional parameters are obtained by minimizing the regularization function under the constraint that the parameters are consistent with the observations, especially for noiseless CS. Therefore, the regularization used significantly affects the accuracy of CS estimation.

The $l_1$ norm of parameters is commonly used as a regularization function. Regression using $l_1$ norm regularization is guaranteed to find sparse solutions, and because the optimization problem is a convex optimization problem, the solution can be obtained with computational efficiency\cite{4,5}. Although $l_1$ norm regularization is very commonly used because of these desirable properties, several drawbacks have been noted. In particular, the residual bias in the estimation of nonzero components and the high false-positive rate (FPR) are serious issues in practice.

Many efforts have been made to solve the problems of $l_1$ norm regularization. In recent years, regression with hierarchical Bayes models has attracted much attention from researchers in statistics. In Bayesian statistics, CS is equivalent to maximum a posteriori (MAP) estimation with a prior distribution corresponding to regularization. Therefore, finding a good regularization is equivalent to finding a good prior distribution.

The prior distribution corresponding to $l_1$ norm regularization is the Laplace distribution. Note that the Laplace distribution is obtained by mixing the variance of each element of the Gaussian distribution, whose variance-covariance matrix is a diagonal matrix, according to the exponential distribution\cite{8}. Sparse regression with a hierarchy of variance parameters has been proposed, among which the horseshoe (HS) prior is considered the most promising\cite{8,9}.

In the HS prior, the standard deviation of the Gaussian distribution is expressed as the product of the global scale hyperparameter common to all entries and the local scale parameters assigned to each entry; its prior distribution is a half-Cauchy distribution.

This prior distribution is proposed because the shrinkage parameter of $l_2$ norm regularization corresponds to the Gaussian distribution and is expected to yield sparse solutions as in the $l_1$ norm regularization. In addition, it overcomes some drawbacks of $l_1$ norm regularization that need to be addressed, demonstrating that the bias in estimating nonzero entries is asymptotically zero and that the bounds of the Bayes risk are more stringent than those in $l_1$ norm regularization in some cases\cite{12}. Theoretically, the validity of using the half-Cauchy distribution as the variance parameter in the hierarchical prior and the advantage of having both global and local scale parameters have been noted\cite{13,16}. Furthermore, the ability to use an efficient algorithm with Gibbs sampling to sample from the posterior distribution is among the practical advantages\cite{17,18}.

Statistical physics approaches, on the other hand, have also been used extensively to study CS. For example, the existence of phase transitions in CS has been analyzed theoretically using $l_p$ norm regularization with $p = 0, 1, 2$ to derive exact phase boundaries\cite{14,20}. Furthermore, the convergence of the approximate message-passing algorithm\cite{21,22} that approximates belief propagation has been analyzed theoretically\cite{23}, and CS and the derivation of its algorithms have been analyzed by Bayesian inference using prior distributions that explicitly include sparsity\cite{24,25}. These statistical physics analyses were performed assuming that the number of observations is infinite and the ratio of the number of parameters to that of observations is a positive constant. In contrast, previous theoretical studies in statistics of HS prior distributions have analyzed the asymptotic behavior for an infinite number of observations relative to the...
number of parameters. Since the statistics of small data is an important subject in Bayesian statistics, it is also important to understand the behavior when the number of observations is close to the number of parameters.

In this paper, we discuss the typical recoverability of CS for random observations using HS regularization with a fixed global scale parameter to quantitatively confirm the usefulness of the half-Cauchy distribution as a prior distribution of variance in a hierarchical prior. The discussion consists mainly of an analysis of the average free entropy of the system with respect to the observations using the replica method of statistical physics. We consider the limit of an infinite number of observations with the ratio between the number of observations and that of parameters being $O(1)$, which is commonly used in statistical physics, as mentioned above. For HS regularization, we confirm that the solution assuming replica symmetry (RS) gives exactly the recoverable phase. We also investigate the recoverability limit on the plane of the observed number density and the nonzero signal number density, and find that HS regularization has a wider recoverable region than $l_1$ norm regularization. HS regularization also has a lower FPR, indicating that the use of the half-Cauchy distribution for the prior distribution is effective even when only the local scale parameters are considered.

The rest of this paper is organized as follows. In Sec. II we introduce CS with the HS prior and give the formulation in terms of statistical mechanics. In Sec. III we present theoretical results such as the phase boundaries and FPR obtained by the replica method. In Sec. IV we demonstrate and discuss numerical results, which are in agreement with the result of our theory. Section V presents a summary and discussion. The Appendices A, B, and C present the details of the analysis.

II. PROBLEM SETTINGS AND FORMULATION

A. Compressed sensing with horseshoe prior

CS is a method of inferring $N$-dimensional parameters with $M$ measurements, where $M$ is smaller than $N$. In general, this is not possible. However, if the true parameter $w_0$ is expected to be sparse and the number of nonzero elements $P$ is smaller than $M$, successful signal recovery may be possible. In noiseless CS considered in this study, the true parameter $w_0$ is inferred from the observations $D = \{y, X\}$, which consist of the measurements $y$ and design matrix $X$ as

$$ y = Xw_0, \ y \in \mathbb{R}^M, \ X \in \mathbb{R}^{M \times N}, \ w_0 \in \mathbb{R}^N. $$  

Noiseless CS can be defined as an optimization problem in which the normalization term (or Hamiltonian) $\mathcal{H}(w)$ is minimized under the constraint $y = Xw$: 

$$ w^* = \arg \min_{w} \mathcal{H}(w) \text{ s.t. } y = Xw, \ w \in \mathbb{R}^N. $$  

The $l_1$ norm regularization term, whose normalization term is given by

$$ \mathcal{H}(w) = \lambda |w|_1 = \lambda \sum_{i=1}^{N} |w_i|. $$  

for $\lambda > 0$.

In Bayesian statistics, CS can be described as MAP estimation with a sparse prior distribution $p(w)$:

$$ w^* = \arg \max_{w} p(w|D), $$

$$ = \arg \max_{w} p(D|w)p(w), $$

$$ = \lim_{\tau \to \infty} \arg \max_{w} e^{-\frac{\tau}{2}|y-Xw|^2} e^{-\mathcal{H}(w)}, $$

where $\gamma$ is a positive constant. Clearly, the $l_1$ norm regularization corresponds to MAP estimation using the Laplace distribution for the prior distribution. For the HS prior, the prior distribution of $w_i$ is Gaussian, but its variance is a random variable with a half-Cauchy distribution $C^+(0, 1)$ as the prior distribution:

$$ w_i \sim \mathcal{N}(0, \tau^2 \lambda_i^2), $$

$$ \lambda_i \sim C^+(0, 1) = \frac{2}{\pi} \frac{1}{1 + \lambda^2}, $$

where $\lambda > 0$, and $\tau$ is a hyperparameter corresponding to the global scale parameter. This hyperparameter can be determined using a value that seem reasonable or by cross-validation or a fully Bayesian approach. Here, we focus on the case of $\tau = 1$ because we are interested in the validity of the prior of the local scale parameters. From the prior distribution, the regularization is given by $-\log p(w)$, and the term in HS prior can be written explicitly as

$$ \mathcal{H}(w) = \sum_{i=1}^{N} \mathcal{H}(w_i), $$

$$ = \sum_{i=1}^{N} -\ln \int d\lambda_i C^+(\lambda_i|0, 1)\mathcal{N}(w_i|0, 1). $$

The score function, which intuitively characterizes sparse linear regression, is defined as

$$ \text{SF}(h) = \arg \max_{w} -\frac{1}{2}|w|^2 + hw - \mathcal{H}(w). $$

As shown in Fig. I, the output of the score function is asymptotically equal to the input for large inputs in HS regularization. However, this is not asymptotically the case for $l_1$ regularization, which indicates the existence of an estimation bias.
the score function asymptotically approaches zero for small inputs. For HS regularization, \(w_{\text{true}} \neq \phi\) where the partition function is expressed using the regularization with

\[
\phi(\beta; \alpha, \rho) = \frac{1}{N} \lim_{N \to 0} \frac{\partial}{\partial n} \mathbb{E}_{X, w_0}[Z^n].
\]  

III. ANALYTICAL RESULTS

While details of the calculations are given in Appendix A, the calculations assuming RS yield the RS free-energy density of the hierarchical prior in the limit of \(\beta \to \infty\) as

\[
\frac{1}{\beta} \phi(\beta; \alpha, \rho) = \max_{Q, \hat{\chi}, \hat{m}, X, m} \frac{1}{2} g \hat{Q} - \frac{1}{2} \sqrt{2 \chi} - m \hat{m} + \alpha \Psi_{RS}(q, \chi, m; \rho) + \tilde{\Psi}_{RS}(\hat{Q}, \hat{\chi}, \hat{m}),
\]

where

\[
\Psi_{RS}(q, \chi, m; \rho) = -\frac{\rho - 2m + q}{2\chi},
\]

and

\[
\tilde{\Psi}_{RS}(\hat{Q}, \hat{\chi}, \hat{m}) = \mathbb{E}_{w_0, \xi} \left\{ \frac{1}{\beta} \ln \int_{0}^{\infty} d\lambda \exp \left( -\frac{\xi (\xi - m \hat{m} + \sqrt{2\chi} \hat{\chi})}{2(\hat{Q} + \lambda^{-2})} + \ln \pi(\lambda) \right) \right\},
\]

with \(\xi \sim N(0, 1)\).

In Eq. (18), the order parameters \(q, \chi, \) and \(m\) and the conjugate parameters \(\hat{Q}, \hat{\chi}, \) and \(\hat{m}\) are the variables determined to maximize the right-hand side. Their maximization conditions are called the saddle point equations, which are derived from the partial derivative of the free-energy density with respect to these parameters as fol-
\[ q = \mathbb{E}_{w_0, \xi} \left[ \left( \frac{w_0 \hat{m} + \sqrt{\chi} \xi}{Q + \lambda^{-2}} \right)^2 \right], \]
\[ m = \mathbb{E}_{w_0, \xi} \left[ \frac{w_0^2 \hat{m} + w_0 \sqrt{\chi} \xi}{Q + \lambda^{-2}} \right], \]
\[ \chi = \mathbb{E}_{w_0, \xi} \left[ \frac{\xi^2 + \frac{w_0}{\sqrt{\chi}} \xi}{Q + \lambda^{-2}} \right], \]
\[ \hat{Q} = \hat{m} = \alpha \frac{1}{\chi}, \]
\[ \hat{\chi} = \alpha \rho - \frac{2m + q}{\chi^2}, \]
where \( \langle \cdots \rangle \) is defined as
\[ \langle f(\lambda) \rangle = f(\lambda^*), \]
with
\[ \lambda^* = \arg \max_{\lambda} \ln \pi(\lambda) + \frac{(w_0 \hat{m} + \sqrt{\chi} \xi)^2}{2(Q + \lambda^{-2})}. \]

When the true signal is successfully reconstructed, the limit \( \chi \to 0 \) is a necessary condition for the inference to be well-concentrated as \( \beta \to \infty \). In this limit, among the conjugate parameters, only \( \hat{\chi} \) can have a nontrivial solution of the saddle point equations. Then, by eliminating other order parameters, the self-consistent equation of \( \hat{\chi} \) is obtained as
\[ \hat{\chi} = \frac{1}{\alpha} \left( \rho \left( \hat{\chi} + \frac{5}{2} - \frac{1}{2} e^{\text{erfc}(2) - 2 \sqrt{\pi}} \right) \right. \]
\[ \left. + 2(1 - \rho) \int_{\sqrt{\hat{\chi}}}^{\sqrt{\chi}} D\xi \left( \sqrt{\hat{\chi} - \xi^2} \right)^2 \right), \]
where \( D\xi = \exp \left( -\xi^2/2 \right) d\xi/\sqrt{2\pi} \). See Appendix B for details.

The condition for this equation to have a stable fixed point is obtained from the linear stability of that fixed point as
\[ \alpha > \rho + 2(1 - \rho) \Phi \left( \sqrt{\frac{2}{\chi}} \right), \]
where \( \Phi(x) = \int_{x}^{\infty} D\xi \). Figure 2 shows this condition obtained numerically, together with the condition for \( l_1 \) norm regularization. This condition represents the signal recovery bound and is the HS regularization version of the Donoho-Tanner transition line in \( l_1 \) norm regularization. HS regularization enhances the signal recovery phase slightly but significantly compared to that of \( l_1 \) norm regularization, indicating that CS by HS regularization is superior to that by \( l_1 \) norm regularization, independent of the value of \( \rho \).

The FPRs of the two regularizations differ remarkably. The estimate of \( w_i \) will not necessarily be zero if \( \lambda^* \), as defined in Eq. (21), does not equal zero. Consequently, the FPR is derived as
\[ \text{FPR} = 2\Phi \left( \sqrt{\frac{2}{\chi}} \right). \]
Figure 3 shows the FPR in the signal recovery phase evaluated numerically for \( \rho = 0.1 \) using \( l_1 \) norm regularization and HS regularization. The signal recovery phase is expanded in HS regularization compared to that in \( l_1 \) norm regularization and the FPR is also significantly improved in the entire parameter region.
IV. NUMERICAL EXPERIMENTS

Numerical experiments for finite-size instances were performed to examine the theoretical results obtained using the replica method in the limit $N \to \infty$ in the previous section. Given the fraction $\rho$ of nonzero elements in the $N$-dimensional true signal $w_0$, the design matrix $X$ is generated according to Eq. (9), where the number of observations is $M$, and $w_0$ is set according to Eq. (10) as

$$w_{0,i} = \begin{cases} N(0, 1) & \text{for } i = 1, \ldots, N\rho, \\ 0 & \text{for } i = N\rho + 1, \ldots, N. \end{cases}$$

(25)

From the generated $X$ and $y = Xw_0$, the signal $w$ is inferred from the optimization problem of Eq. (2) with the Hamiltonian in Eq. (4). For the optimization, we adopt the approximate message-passing algorithm defined by the following iterative equations [21]:

$$z^t = y - Xw^t + z^{t-1} \sum_{i=1}^{N} h_i^{t-1},$$

$$\gamma^t = \frac{\gamma^{t-1}}{\eta(X^T z^{t-1} + \alpha w^t; \gamma^{t-1})},$$

$$h^t = X^T z^t + \alpha w^t,$$

$$w^{t+1} = \eta(h_i^t; \gamma^t),$$

where

$$\eta(h; \gamma) = \frac{\gamma h}{\gamma \alpha + (\lambda^*)^2},$$

(27)

and

$$(\lambda^*)^2 = \frac{(\gamma h^2 - 4\gamma \alpha) + \sqrt{(\gamma h^2 - 4\gamma \alpha)^2 + 8(\gamma \alpha)^2(\gamma h^2 - 2)}}{4(\gamma \alpha)^2}.$$

(28)

In practice, the convergence could be improved by including a damping factor in the update of $w$.

We examine in detail the region near the phase transition when $\alpha$ is varied with a fixed $\rho = 0.1$ for various system sizes $N$. Figure 3 shows the median MSE for $10^3$ independent instances as a function of $\alpha$. In finite-size experiments, the true signal may be successfully recovered in the sense of $\text{MSE} < 10^{-14}$ in some instances when $\alpha$ is smaller than the transition point $\alpha_c$, but such instances are rare. By contrast, for $\alpha > \alpha_c$, many instances are recovered, and the median value is almost zero. A finite-size scaling analysis was performed for more quantitative verification of the transition point obtained by the replica theory. Near the transition point $\alpha_c$, we assumed that a finite-size scaling form of the fraction of recovered instances is expressed as

$$\text{Recovered}(N, \alpha) = f\left(N^{\frac{\beta}{2}}(\alpha - \alpha_c)\right),$$

(29)

where $f$ is a scaling function and $\beta$ is a scaling exponent. We evaluated the fraction of recovered instances over $10^3$ instances for various $N$ and $\alpha$. Figure 4 presents the finite-size scaling plot of the fraction of recovered instances with the scaling exponent $\beta = 2.0$ in Eq. (29). The scaling analysis assumes the expected transition point $\alpha_c(0.1) = 0.272(8)$ from the RS solution.

V. SUMMARY AND DISCUSSION

As part of the nature of the regression using the HS prior, a statistical-mechanics approach has revealed the phase boundary of the recoverable phase achieved by the HS regularization in CS. Furthermore, we theoretically derived the typical behavior of the FPR, which is im-
portant in sparse linear regression, and found it to be significantly improved over that of the commonly used $l_1$ regularization. Our analysis here assumed the RS ansatz, and its validity must be examined. For the HS prior, the de Almeida-Thouless stability of the RS solution as $\chi \to 0$ yields the equivalent condition to the linear stability of $\hat{\chi}$ in Eq. (23). Thus, the RS ansatz is a reasonable assumption in the recoverable phase. Details of the calculations are given in Appendix C. Note that these results are based on a typical evaluation, and the recoverable property and sampling efficiency is a future challenge.

The HS prior was originally noticed in the context of Bayesian inference, where the combination of global and local scale parameters is thought to play an important role in achieving good performance. However, CS for $\beta \to \infty$ discussed here is a MAP estimation, that is, a point estimation, and does not fully exploit the characteristics of the Bayesian posterior distribution. Moreover, this study focused on the choice of prior for the local scale parameters, ignoring the effects of the global scale parameter. Thus, this study provides a theoretical analysis of only certain partial features of the HS prior. Nevertheless, the HS prior is shown to be superior to the Laplace prior. This result indicates that the half-Cauchy distribution is preferable as the prior distribution of the local scale parameters.

Our analysis holds for general Gaussian-scale mixture prior distributions, including the HS prior as a special case of $\pi(\lambda) = C^+(\lambda|0,1)$. For the applicable distribution, however, the following conditions are imposed on $u(\lambda) = -\ln \pi(\lambda)/\lambda$:

1. $u_0 = \lim_{\lambda \to 0} u(\lambda) < \infty$,
2. $\lambda^4 u(\lambda) = u_0^2$ has only one solution $\lambda^*$ with $\lambda > 0$ for $\forall \omega_0 \in \mathbb{R}$.

One can easily verify that the half-Cauchy distribution satisfies these conditions; conversely, for $\pi(\lambda)$ satisfying these conditions, the recoverable phase can be derived by the same analysis. The properties of $\pi(\lambda)$ with respect to the phase transition and FPR are determined through the value of $\Delta \equiv \frac{u_0}{\gamma}$ at the fixed point: for a given $\alpha$ and $\rho$, a smaller value of $\Delta$ at the fixed point is associated with a larger the recoverable parameter region and lower FPR. This result is obtained when $\frac{\partial u(\lambda)}{\partial \lambda} \bigg|_{\omega_0} \approx 0$ is small. Finding a $\pi(\lambda)$ that is compatible with this property and sampling efficiency is a future challenge.
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Appendix A: Derivation of RS free energy

This appendix describes in detail the derivation of the replica-symmetric free-energy density in Eq. (16). The replicated partition function to be evaluated is given as

$$E_{X,w_0}[Z^n(\beta; X, w_0)] = \lim_{\gamma \to \infty} E_{X,w_0} \left[ \prod_{\alpha=1}^n d w_{\alpha} e^{-\beta \sum_{\alpha=1}^n \mathcal{L}(w_0, w_\alpha) + \mathcal{H}(w_\alpha)} \right],$$

where the log-likelihood $\mathcal{L}$ is given by

$$\mathcal{L}(w_0, w_{\alpha}) = \frac{\gamma}{2} \sum_{m=1}^M |x_m^\top(w_0 - w_{\alpha})|^2,$$

which imposes the constraint $X w_0 = X w$ as $\gamma \to \infty$. The linear features $y_0$ and $y_{\alpha}$ are defined as follows:

$$y_0 = x^\top w_0, \quad y_{\alpha} = x^\top w_{\alpha}$$

Noting that $x$ contributes the free energy only through the linear features, $\mathcal{L}$ is simply denoted as

$$\mathcal{L}(y_0, y_{\alpha}) = \frac{\gamma}{2} |y_0 - y_{\alpha}|^2.$$

The “order parameters” are introduce by $Q \in \mathbb{R}^{n \times n}$ and $m \in \mathbb{R}^n$ whose elements, $m_a$ and $Q_{ab}$, are defined using the covariances of the linear features as

$$E_x[y_0 y_{\alpha}] = \frac{1}{N} w_0^\top w_{\alpha} \equiv m_a, \quad E_x[y_{\alpha} y_{\beta}] = \frac{1}{N} w_{\alpha}^\top w_{\beta} \equiv Q_{ab},$$

respectively. In addition to them, another parameter $\rho$ is defined by the covariance of $y_0$ as

$$E_x[y_0 y_0] = \frac{1}{N} w_0^\top w_0 \equiv \rho.$$

This parameter $\rho$ also appears to be an order parameter, but it is trivially determined because of the quantity that is not relevant to the inference.

By inserting these order parameters into the partition function as Lagrange multiplier with conjugate parameters $Q \in \mathbb{R}^{n \times n}$ and $\tilde{m} \in \mathbb{R}^n$, the general formulation of replica free energy is obtained as

$$n \delta(\beta) = \max_{\dot{Q}, \dot{m}, Q, \dot{m}} \dot{\Psi}(Q, \dot{m}) + \frac{1}{2} \text{Tr}(\dot{Q} Q) + \dot{m}^\top m + \alpha \Psi(Q, m),$$

(A7)
where
\[ \psi(Q, m) = E_{w_0} \left[ \int dw \exp \left( \frac{1}{2} w^\top Q w - w_0 m^\top w - \beta H(w) \right) \right], \]
\[ (A8) \]
\[ \psi(Q, m) = E_{y_0 y} \left[ \exp \left( -\beta \sum_{a=1}^{n} \mathcal{L}(y_0, y_a) \right) \right], \]
\[ (A9) \]
and the expectations \( E_{w_0} \) and \( E_{y_0 y} \) means average over \( w_0 \) and \( (y_0, y) \), respectively.

Under the RS ansatz, the order parameters are reduced to six variables, \( \chi, \tilde{\chi}, q, \tilde{q}, m \) and \( \tilde{m} \) as follows:
\[ Q = \chi \beta I_n + q 1_n, \]
\[ \tilde{Q} = \beta \tilde{Q} I_n - \beta^2 \chi I_n, \]
\[ m_\alpha = m, \]
\[ \tilde{m}_\alpha = -\beta \tilde{m}, \]
\[ (A10) \]
where \( I_n \in \mathbb{R}^{n \times n} \) is the identity matrix and all entries of \( 1_n \in \mathbb{R}^{n \times n} \) are 1. This ansatz implies that \( y \) and \( y_0 \) are equivalent to the sum of the normal Gaussian variables \( z_0, z \) and \( z_a \), given by
\[ y_0 = \sqrt{\frac{\rho - m^2}{q}} z_0 + \frac{m}{\sqrt{q}} z, \]
\[ y_a = \sqrt{\frac{\rho}{\beta}} z_a + \sqrt{\beta q}. \]
\[ (A11) \]
By substituting these reduced RS order parameters in the general form of the free energy \( \mathcal{A}(7) \), and inserting Gaussian integration into the entropy term \( \psi \) by using Hubbard-Stratonovich transformation, the RS free energy is obtained as
\[ \frac{1}{\beta} \phi(\beta; \alpha, \rho) = \max_{Q, \tilde{Q}, \tilde{m} \in \mathbb{R}^{n \times n}} \left( \frac{1}{2} q \tilde{Q} - \frac{1}{2} \chi \tilde{m} - m \tilde{m} \right) + \alpha \Psi_{RS}(q, \chi, m; \rho) + \tilde{\Psi}_{RS}(\tilde{Q}, \tilde{\chi}, \tilde{m}), \]
\[ (A12) \]
where
\[ \Psi_{RS}(q, \chi, m; \rho) = -\rho \frac{2 m + q}{2 \chi}, \]
\[ (A13) \]
and
\[ \tilde{\Psi}_{RS}(\tilde{Q}, \tilde{\chi}, \tilde{m}) = E_{w_0 \xi} \left[ \frac{1}{\beta} \ln \int dw \right. \]
\[ \exp \left( \beta \left( -\frac{\tilde{Q}}{2} |w|^2 + (w_0 \tilde{m} + \sqrt{\chi} \xi) w - H(w) \right) \right). \]
\[ (A14) \]
\[ \tilde{\Psi}_{RS} \] is usually called entropy term of RS free entropy. Note that the expectation of any function of \( w \) is obtained by integration with potential function in the entropy term, and this potential can be regarded as an effective posterior distribution. In the case of a hierarchical prior, \( H(w) \) is expressed as a Gaussian mixture distribution. Substituting Eq. \( (13) \), Eq. \( (18) \) is derived.

**Appendix B: Perturbation at \( \chi \to 0 \)**

When CS is successful in the recoverable phase, the posterior distribution of \( w \) should converge to the true signal, and consequently \( Q \) should diverge to infinity in the recoverable phase. Then, the saddle point equations lead to \( \chi \to 0 \). At the limit of \( \chi \to 0 \), the saddle point equations also show that \( \tilde{Q} = \tilde{m} = O(\chi^{-1}) \) and \( \tilde{\chi} = O(1) \). If there exists \( \lambda^* > 0 \) such that partial derivative of the entropy term with respect to \( \lambda \) equals zero at \( \lambda = \lambda^* \), Eq. \( (21) \) leads to
\[ ( \ln \pi(\lambda) )' + \frac{\lambda (w_0 \tilde{m} + \sqrt{\chi} \xi)^2}{(Q \lambda^2 + 1)^2} = 0. \]
\[ (B1) \]
Otherwise, under a plausible assumption, \( \lambda^* = 0 \) is derived.

In the right-hand side of Eq. \( (B1) \), which is the saddle point equation for \( \tilde{\chi} \), the leading order of \( \rho - 2 m + q \) is evaluated to
\[ \rho - 2 m + q = \rho + \frac{E_{w_0 \xi}}{2} \left[ \left( \frac{(w_0 \tilde{m} + \sqrt{\chi} \xi)^2}{Q - \lambda^2 - \frac{1}{\lambda} \tilde{Q}} - 2 w_0 \left( \frac{w_0 \tilde{m} + \sqrt{\chi} \xi}{Q - \lambda^2} \right) \right) \right], \]
\[ = \chi^2 E_{w_0 \xi} \left[ \left( \frac{\sqrt{\chi} \xi - w_0}{\alpha \lambda^2 + \ksi} \right)^2 \right] \]
\[ (B2) \]
Then, the leading term of \( \lambda^2 \), which is the solution of Eq. \( (B1) \), decides the recurrent equation of \( \tilde{\chi} \). By omitting negligible terms, the equation of \( \tilde{\chi} \) was derived as
\[ \tilde{\chi} = \alpha \left( \rho \frac{1}{\alpha^2} \left[ \left( \sqrt{\chi} \xi - w_0 \right)^2 \right] \right)_{\xi, w_0 \sim N(0, 1)} \]
\[ + (1 - \rho) \left[ \left( \frac{\sqrt{\chi} \xi - w_0}{\alpha \lambda^2 + \ksi} \right)^2 \right]_{\xi \sim N(0, 1)} \]
\[ = \frac{1}{\alpha} \left( \rho \left( \tilde{\chi} + \left[ \frac{(w_0 \chi)^2}{\alpha \lambda^2 + \ksi} \right]_{w_0 \sim N(0, 1)} \right) \right) \]
\[ + 2 (1 - \rho) \left( \sqrt{\chi} \xi - \frac{w_0}{\alpha \lambda^2 + \ksi} \right)_{\xi > \frac{w_0}{\alpha \lambda^2 + \ksi}} \]
\[ = \frac{1}{\alpha} \left( \rho \left( \tilde{\chi} + \left[ u(\lambda^*) \right]_{w_0 \sim N(0, 1)} \right) \right) \]
\[ + 2 (1 - \rho) \left( \tilde{\chi} + u_0 \sqrt{\chi} \xi - \sqrt{\chi} \xi \frac{w_0 \chi}{2 \pi} \exp \left( -\frac{w_0}{2 \chi} \right) \right) \]
\[ (B3) \]
with some assumptions on \( u(\lambda) \)
\[ u(\lambda) \equiv - \left( \frac{\ln \pi(\lambda)}{\lambda} \right)' > 0, \quad u_0 \equiv \lim_{\lambda \to 0} u(\lambda) < \infty \]
\[ (B4) \]
and
\[ (\lambda^*)^4 u(\lambda^*) = w_0^2, \quad \lambda^* < \infty. \]
\[ (B5) \]
Here we use the notation $[ \cdots ]_{\xi > \tilde{\xi}}$ for $\int_{\tilde{\xi}}^{\infty} D\xi \cdots$. By normalizing $\tilde{\chi}$ to $\Delta \equiv \tilde{\chi}/\tilde{u}_0$, the recursive equation of $\Delta$ is derived as

$$\Delta = \frac{1}{\alpha} \left( \rho \left( \Delta + \frac{|u(\lambda^*)|}{\tilde{u}_0} \right)^2 + 2(1 - \rho) \left( \sqrt{\Delta} - 1 \right)^2 \right)_{\xi > \sqrt{\tilde{\xi}}}.$$  

The linear stability condition for the solution of this equation for $\Delta$ yields Eq. (23).

### Appendix C: Stability of RS ansatz

To examine the stability of the RS solution, we construct a 1RSB solution with $n_1 \times n_1$ 1RSB blocks and define the order parameters at the 1RSB level as

$$Q = \frac{\chi_0}{\beta} I_n + \frac{\chi_1}{n_1 \beta} 1_{n_1},$$

$$\tilde{Q} = \beta \tilde{Q} I_n - \beta^2 \tilde{\chi}_1 1_{n_1} - \beta^2 \tilde{\chi}_0 1_n,$$

where $\chi_1$ and $\tilde{\chi}_1$ are small breaking parameters and $1_{n_1} \in \mathbb{R}^{n \times n}$ is an $n \times n$ block diagonal matrix consisting of $n_1 \times n_1$ blocks and all elements in the blocks are 1. The terms with $\chi_1$ and $\tilde{\chi}_1$ represent the deviation from the RS order parameters of Eqs. (A10).

If the RS ansatz gives an unstable solution, then the RS solution is expected to be destabilized for any $n_1$ and small breaking parameters $\chi_1$ and $\tilde{\chi}_1$. By substituting the 1RSB order parameters, the saddle point equations at $0 < n_1 \beta < 1$ are obtained by

$$\tilde{m} = \frac{\alpha}{\chi_0 + \chi_1},$$

$$\tilde{Q} = \frac{\alpha}{\chi_0},$$

$$\tilde{\chi}_0 = \frac{\tilde{\alpha} \beta}{\chi_0 (\chi_1 + \chi_0)},$$

$$\frac{1}{2} (n_1 \beta q_0 + \chi_1 + \chi_0) = \frac{1}{2} \int_{\chi_1}^{\chi_1 + \chi_0} [\xi w^*]_{\xi > \chi_0} \left( \tilde{Q} I_n - \beta^2 \tilde{\chi}_0 \right),$$

$$m = \frac{1}{2} \int_{\chi_1}^{\chi_1 + \chi_0} [\xi w^*]^2 \left( \tilde{Q} I_n - \beta^2 \tilde{\chi}_0 \right),$$

where $\tilde{\alpha} \beta$ is determined by the saddle point condition;

$$w^* = \arg \max_{\tilde{w}} \frac{\tilde{Q}}{2} w^2 + (\sqrt{\chi_1 \xi_1} + \sqrt{\tilde{\chi}_0 \xi_0} + \tilde{w} \tilde{m}) w - \mathcal{H}(w).$$

(C3)

For $\chi_1, \tilde{\chi}_1 \ll 1$, if the order parameters other than $\chi_1$ and $\tilde{\chi}_1$ have the same values as the RS solution, the equation to be satisfied by $\tilde{\chi}_1$ is obtained as

$$\hat{\chi}_1 = \frac{\rho + 2(1 - \rho) \Phi(\sqrt{\frac{x}{\alpha \beta}})}{\alpha} \tilde{\chi}_1.$$  

(C4)

Considered as a recursive equation, the condition for $\hat{\chi}_1$ to converge to 0 is derived as $\frac{\rho + 2(1 - \rho) \Phi(\sqrt{\frac{x}{\alpha \beta}})}{\alpha} < 1$. Since this condition coincides with the linear stability for $\hat{\chi}_1$ in RS solution, Eq. (24), we conclude that the RS analysis is stable in the recoverbility phase.
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