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ABSTRACT
We present a method to obtain explicit solutions of the complex eikonal equation in the plane. This equation arises in the approximation of the Helmholtz equation by the WKBJ or Evansent Wave Tracking methods. We obtain the complex-valued solutions (called eikonals) as parametrizations in a complex variable. We consider both the cases of constant and non-constant index of refraction. In both cases, the relevant parametrizations depend on some holomorphic function. In the case of a non-constant index of refraction, the parametrization also depends on some extra exponential complex-valued function and on a quasi-conformal homeomorphism. This is due to the use of the theory of pseudo-analytic functions and the related similarity principle. The parametrizations give information about the formation of caustics and the light and shadow regions for the relevant eikonals.

1. Introduction
Let $n$ be some continuous strictly positive real-valued function of $x \in \mathbb{R}^N$ and consider the following nonlinear first-order differential equation

$$\sum_{j=1}^{N} \left( \frac{\partial \phi}{\partial x_j} \right)^2 = n^2; \quad (1)$$

(1) is the so-called eikonal equation that arises in many a field of science, such as optics, acoustics, nuclear physics, control theory, to name a few.

An important motivation to study (1) is that its solutions help to understand the asymptotic behaviour of solutions of the Helmholtz equation (that ensues from Maxwell’s system),

$$\Delta W + k^2 n^2 W = 0, \quad (2)$$

for large values of the wave number $k$. Here, $n$ has the meaning of an index of refraction, whose reciprocal is proportional to the velocity of propagation of waves through the medium.

An expansion, originating from the so-called WKBJ method (after Wentzel, Kramers, Brillouin, and Jeffreys) represents solutions of (2), asymptotically as $k \to +\infty$, by

$$W \simeq e^{ik\phi} \sum_{m=0}^{\infty} A_m(i k)^{-m}. \quad (3)$$
Here, $\phi$ is a real-valued phase function, which is a solution of (1), and the $A_m$’s are solutions of the so-called transport equations:

$$
2\nabla \phi \cdot \nabla A_0 + \Delta \phi A_0 = 0,
$$

$$
2\nabla \phi \cdot \nabla A_m + \Delta \phi A_m = \Delta A_{m-1} \quad (m = 1, 2, \ldots)
$$

(see, e.g. [1]).

Expansion (3) is successful in accounting for those phenomena pertaining to geometrical optics, such as the insurgence of caustics via the mechanism of rays. However, the expansion cannot describe those phenomena, such as the development of evanescent waves, that take place past a caustic and create a somewhat blurred shadow region.

More information can be derived from the theory of Evanescent Wave Tracking (EWT) proposed by Felsen and coworkers (see [2–12]). In EWT, (3) is replaced by the following expansion

$$
W = e^{\lambda + kv} \left\{ \cos(\mu + ku) + O\left(\frac{1}{k}\right) \right\} \quad \text{as } k \to \infty.
$$

(4)

The real-valued functions $u, v, \lambda, \mu$ are all independent of $k$ and turn out to obey both

$$
|\nabla u|^2 - |\nabla v|^2 - n^2 = 0, \quad \nabla u \cdot \nabla v = 0,
$$

and

$$
\nabla u \cdot \nabla \lambda + \nabla v \cdot \nabla \mu + \frac{1}{2} \Delta u = 0, \quad \nabla v \cdot \nabla \lambda - \nabla u \cdot \nabla \mu + \frac{1}{2} \Delta v = 0.
$$

Notice that the former system for $u$ and $v$ tells us that $\phi = u + iv$ is a complex-valued solution of (1).

Observe that in the region in which $v \equiv 0$, $\phi$ is real-valued and the character of the expansion in (4) is purely oscillatory. This corresponds to the regime of geometrical optics (the light region) in which light propagates along rays. When $v < 0$ instead, an inspection of (4) tells us that $W$ decays exponentially for large values of $k$. This creates the evanescent waves, which vanish exponentially in the shadow region near the caustic.

One more sophisticated asymptotic expansion, which powerfully helps to represent the solutions of (2) on both sides of a caustic, and once more shows the utility of complex-valued solutions of (1), is developed in a theory of Kravtsov and Ludwig (see [2,13–18]). It reads as

$$
W \simeq Ai(k^{\frac{2}{3}}v) e^{ikU} \sum_{m=0}^{\infty} A_m(i k)^{-m} + ik^{-\frac{1}{3}} Ai'(k^{\frac{2}{3}}v) e^{ikU} \sum_{m=0}^{\infty} B_m(i k)^{-m},
$$

as $k \to \infty$. The real-valued functions $U$ and $V$ and the complex-valued ones $A_m$ and $B_m$ are independent of $k$; $Ai(\cdot)$ denotes the Airy function defined by the problem

$$
Ai''(s) - s Ai(s) = 0, \quad Ai(0) = 3^{-\frac{2}{3}} \Gamma(2/3)^{-1}, \quad Ai'(0) = -3^{-\frac{1}{3}} \Gamma(1/3)^{-1}.
$$

Here, $\Gamma$ is Euler’s gamma function. By Kravtsov and Ludwig’s expansion and (2), one gets that

$$
|\nabla U|^2 - V |\nabla V|^2 - n^2 = 0, \quad \nabla U \cdot \nabla V = 0.
$$

Again observe that the complex-valued function $U + i \sqrt{V}$ satisfies (1).

Complex-valued solutions of (1) can be obtained by means of the method of complex rays (see [6,19]). As an illustration, we carry out here the simplest case in which $N = 2$ and $n \equiv 1$. Given a pair $(a, b)$, consider the parametrization

$$
x = a + \phi \cos \gamma, \quad y = b + \phi \sin \gamma.
$$

(5)

When $a, b \in \mathbb{R}$, (5) defines a real-valued solution $\phi$ of (1) as the distance of the point $(x, y)$ to the point $(a, b)$. If either $a$ or $b$ is not real, then a complex-valued solution $\phi$ of (1) can be constructed via (5).
by making complex the parameter $\gamma$, but by keeping $x$ and $y$ real-valued. For instance, for $a = 0$ and $b = i$, we obtain

$$\phi = \sqrt{x^2 + (y - i)^2} = \sqrt{(z + 1)(\bar{z} - 1)}. \quad (6)$$

Unfortunately, this approach appears to be difficult to use when the refractive index $n$ is non-constant.

In this paper, we shall present another way to construct explicit complex-valued solutions of (1) in the plane $(x, y)$. The method can be extended to the case of the non-constant index of refraction. The solutions are obtained as parametrizations of the following type:

$$C \ni A \ni (\zeta, (z(\zeta), \phi(\zeta))) \in \mathbb{C}^2.$$ 

In fact, if we introduce the complex variable $z = x + iy$ and its conjugate $\bar{z} = x - iy$, (1) can be rewritten as

$$4 \phi_z \phi_{\bar{z}} = n(z)^2. \quad (7)$$

We then observe that, for fixed $z$, the point $(\phi_z, \phi_{\bar{z}})$ belongs to a hyperbola (in $\mathbb{C}^2$) that, for instance, we can parameterize by a function $\zeta = \zeta(z, \bar{z})$ as

$$\phi_z = \frac{n}{2\zeta}, \quad \phi_{\bar{z}} = \frac{n}{2} \zeta.$$ 

This assumption gives a differential constraint on the parameter function $\zeta(z, \bar{z})$, which can be converted to an equation for its inverse $z = z(\zeta, \bar{\zeta})$. This can be solved and, by rather simple manipulations, we obtain solutions of (7) parametrized as

$$z = z(\zeta, \bar{\zeta}), \quad \phi = \phi(\zeta, \bar{\zeta}).$$

We begin with Section 2, in which we explain in detail the method, when $n$ is constant. As a result, we obtain the (local) explicit parametrization of $\phi$:

$$z = \frac{f(\zeta) + \zeta^2 f(\zeta)}{1 - |\zeta|^4},$$

$$\phi = \frac{1}{1 - |\zeta|^4} \left\{ \zeta f(\zeta) + \frac{f(\zeta)}{\zeta} \right\} - \frac{f(\zeta)}{2\zeta} + \frac{1}{2} \int \frac{f(\zeta)}{\zeta^2} \, d\zeta. \quad (8)$$

Here – and this is remarkable – $f(\zeta)$ is some analytic function of the variable $\zeta$.

In the case in which $n$ is non-constant, the situation is more complicated, but perfectly consistent. We present this case in Section 3. The relevant parametrization this time is

$$z = Z(\chi(\zeta)), \quad \phi = \Phi(\zeta, \chi(\zeta)), \quad (9)$$

where

$$Z(\chi) = \frac{e^{\chi(z)} f(\chi) + \kappa(z) e^{\chi(z)} \bar{f}(\chi)}{1 - |\kappa(z)|^2} \quad \text{for} \quad \chi \in \mathbb{C}.$$ 

For the details on how to construct $\Phi$, we refer the reader to Corollary 3.5.

The functions $\chi(\zeta)$, $s(\chi)$, and $\kappa(\chi)$ are related to the derivatives of the function $\ell = \log n$, as explained in Section 3. In particular, $\chi(\zeta)$ is a homeomorphism associated with a metric induced by the derivatives of $\ell$, i.e. it is a univalent solution (see [7,20]) of the Beltrami equation:

$$\chi_{\bar{\zeta}} = \sigma \chi_{\zeta}.$$ 

Here, $\sigma$ is a complex-valued function that depends on the derivatives of $\ell$. 

Unfortunately, this approach appears to be difficult to use when the refractive index $n$ is non-constant.
In order to obtain parametrization (9), it was crucial to use the elegant and now classical theory of pseudo-analytic functions developed by Bers and Vekua (see [20–22] for another application). If \( \ell \) is constant, it turns out that \( \sigma \equiv 0 \), so that \( \chi(\zeta) \) can be taken to be the identity \( \chi(\zeta) = \zeta \). Accordingly, one can compute that \( s \equiv 0 \) and \( \kappa(\chi) = \chi^2 \), so that (9) reduces to (8).

In Section 4, we analyse (8) and (9) and use them to give geometrical information about the set of critical points of \( v = \operatorname{Im}(\phi) \), and accordingly of caustics and the related light and shadow regions. This analysis goes along with and extends that developed (in the case of the constant index of refraction) by the author and his co-authors in the series of papers [3,19,23–26]. In fact, in that case, it confirms that the set of critical points of \( v = \operatorname{Im}(\phi) \) is always a continuum, made either of a finite number of segments or even of regions with non-empty interior (which correspond to the light regions). When the index of refraction is non-constant, the segments and light regions are distorted by the mapping \( z \mapsto \chi(\zeta(z, \bar{z})) \), which takes into account the effect of the index of refraction \( n \).

In our presentation, the regularity of solutions is not an issue. The functions we consider should be intended as sufficiently regular as to make our computations work. Thus, in our statements, we shall not specify regularity assumptions. Also, the parametrizations we obtain should also be intended to have a local character.

### 2. Explicit solutions by Legendre transformation: constant index of refraction

In this section, we will consider Equation (1) in the plane and with a homogeneous index of refraction \( n \) that we normalize to 1.

Introducing the complex variable \( z = x + iy \) and its conjugate \( \bar{z} = x - iy \) gives that (1) is equivalent to the following equation:

\[
4 \, \phi_z \phi_{\bar{z}} = 1, \tag{10}
\]

since \( \partial_x = \partial_z + \partial_{\bar{z}} \) and \( \partial_y = i(\partial_z - \partial_{\bar{z}}) \).

Equation (10) tells us that the point \((\phi_z, \phi_{\bar{z}})\) belongs to a hyperbola that we choose to parameterize by

\[
\phi_z = \frac{1}{2\zeta}, \quad \phi_{\bar{z}} = \frac{1}{2\zeta}, \tag{11}
\]

for some non-constant parameter \( \zeta = \zeta(z, \bar{z}) \).

A sufficiently smooth function \( \phi \) satisfies Schwarz’s lemma on second derivatives \( (\phi_{zz} = \phi_{\bar{z}z}) \), hence (11) gives that

\[
\zeta^2 \zeta_z + \zeta_{\bar{z}} = 0. \tag{12}
\]

We now change variables – in fact operating a Legendre transformation – and invert the roles of \( z, \bar{z} \) and \( \zeta, \zeta_{\bar{z}} \). Since it holds that

\[
\zeta_{\bar{z}} \zeta_z + \zeta_{\bar{z}} \bar{z}_{\bar{z}} = 1, \\
\zeta_z \zeta_{\bar{z}} + \zeta_z \bar{z}_{z} = 0,
\]

we have that

\[
\zeta = \frac{\bar{z}_{\bar{z}}}{|\zeta_z|^2 - |\zeta_{\bar{z}}|^2}, \quad \zeta_{\bar{z}} = -\frac{z_{\bar{z}}}{|\zeta_z|^2 - |\zeta_{\bar{z}}|^2}, \\
\zeta_z = \frac{\bar{z}_{\bar{z}}}{|\zeta_z|^2 - |\zeta_{\bar{z}}|^2}, \quad \zeta_{\bar{z}} = -\frac{z_{\bar{z}}}{|\zeta_z|^2 - |\zeta_{\bar{z}}|^2}. \tag{13}
\]

Notice that (12) gives that

\[
|\zeta_z|^2 - |\zeta_{\bar{z}}|^2 = |\zeta_z|^2(1 - |\zeta|^4) = |\zeta_z|^2(1 + |\zeta|^2)(1 - |\zeta|^2).
\]
Since \( \zeta \neq 0 \) (otherwise \( \zeta \) would be constant, thanks to (12)), we have that the Jacobian determinant \( |\zeta| - |\zeta|^2 \) is zero if and only if \( |\zeta|^2 = 1 \). This holds if and only if \( \nabla v = 0 \). In fact, we compute that
\[
\zeta - \frac{1}{\zeta} = 2 \phi_\zeta - 2 \overline{\phi_\zeta} = 2 i(v_x + iv_y),
\]
so that
\[
|\zeta|^2 - |\zeta|^2 = -2 i \overline{\zeta} |\zeta|^2 (|\zeta|^2 + 1) (v_x + iv_y).
\]  
(14)
Thus, away from the critical points of \( v \), \( \zeta = \zeta(z, \overline{z}) \) is locally invertible by a function \( z = z(\zeta, \overline{\zeta}) \), and (12) and (13) give
\[
\zeta^2 \overline{z} - z \overline{\zeta} = 0.
\]  
(15)
(For global invertibility, see [27], for instance.) Since (15) can be rewritten as
\[
\partial_\zeta (z - \zeta^2 \overline{z}) = 0,
\]
we infer that \( z - \zeta^2 \overline{z} \) must be an analytic function \( f(\zeta) \): i.e. we have that
\[
z - \zeta^2 \overline{z} = f(\zeta),
\]  
(16)
locally.

**Example 2.1:** Let \( f(\zeta) = f_0 + f_1 \zeta + f_2 \zeta^2 \) – a second degree polynomial in \( \zeta \). Then, we obtain from (16) that
\[
(f_2 + \overline{z}) \zeta^2 + f_1 \zeta + f_0 - z = 0,
\]
and hence
\[
\zeta = \frac{-f_1 + \sqrt{f_1^2 + 4(z - f_0)(\overline{z} + f_2)}}{2(\overline{z} + f_2)},
\]
where the square root is the multi-valued complex-valued function. Plugging this expression of \( \zeta \) into (11) and integrating gives that
\[
\phi = \frac{1}{2} \sqrt{f_1^2 + 4(z - f_0)(\overline{z} + f_2)} - \frac{1}{2} f_1 \log \left( \frac{\sqrt{f_1^2 + 4(z - f_0)(\overline{z} + f_2)} + f_1}{z - f_0} \right) + c,
\]
where \( c \) is an arbitrary constant. Notice that, if we choose \( f(\zeta) = -1 - \zeta^2 \), we recover (6).

In general, we cannot expect to always obtain solutions in the explicit form as in this example. However, we will next show that solutions in parametric form can always be constructed by this method.

**Theorem 2.2:** Let \( \Omega \subset \mathbb{C} \) be a simply connected open domain. Suppose that \( \nabla v \neq 0 \) in \( \Omega \). Then, \( \phi = u + iv \) is a solution in \( \Omega \) of (1) if and only if there exists an analytic function \( f(\zeta) \) such that
\[
\begin{align*}
\zeta &= \frac{f(\zeta) + \zeta^2 f(\zeta)}{1 - |\zeta|^4}, \\
\phi &= \frac{1}{1 - |\zeta|^4} \left\{ \frac{f(\zeta)}{\zeta} + \frac{f(\zeta)}{\zeta} \right\} - \frac{f(\zeta)}{2\zeta} + \frac{1}{2} \int \frac{f(\zeta)}{\zeta^2} \, d\zeta.
\end{align*}
\]  
(17)
Proof: In fact, let us go back to (16). By conjugating, we obtain the linear system in z and $\bar{z}$,

$$z - \zeta^2 \bar{z} = f(\zeta),$$
$$\bar{\zeta}^2 z - \bar{z} = -\overline{f(\zeta)},$$

that is solved by the z given in (17) and its conjugate. Now, since $\phi_\zeta = \phi_z \zeta + \phi_{\bar{\zeta}} \bar{\zeta}$ and $\phi_{\bar{\zeta}} = \phi_{\bar{\zeta}} z + \phi_{\zeta} \bar{\zeta}$, from (11) and (17) we obtain that

$$\phi_\zeta = \frac{1 + |\zeta|^4}{(1 - |\zeta|^4)^2} \left\{ \frac{f'(\zeta)}{2\zeta} (1 - |\zeta|^4) + \frac{\bar{\zeta} f(\zeta) + \overline{f(\zeta)}}{2\bar{\zeta}} \right\},$$
$$\phi_{\bar{\zeta}} = \frac{2|\zeta|^2}{(1 - |\zeta|^4)^2} \left\{ \frac{\overline{f'(\zeta)}}{2\zeta} (1 - |\zeta|^4) + \frac{\zeta^2 f(\zeta) + f(\zeta)}{2\zeta} \right\}.$$

These equations can be locally integrated to get the second equation in (17).

Vice versa, thanks to (13) we have that

$$\phi_z = \phi_\zeta \zeta + \phi_{\bar{\zeta}} \bar{\zeta} = \frac{\phi_\zeta \bar{\zeta} - \phi_{\bar{\zeta}} \zeta}{|z|^2 - |\zeta|^2}, \quad \phi_{\bar{\zeta}} = \frac{\phi_\zeta \zeta + \phi_{\bar{\zeta}} \bar{\zeta}}{|z|^2 - |\zeta|^2}.$$

Thus, we compute $\phi_\zeta$, $\phi_{\bar{\zeta}}$, $z_\zeta$, and $z_{\bar{\zeta}}$ from (17) and discover that $4 \phi_z \phi_{\bar{\zeta}} = 1$, after tedious calculations.

3. Explicit solutions by Legendre transformation: non-constant index of refraction

If the index of refraction in (1) is non-constant, then solutions of (1) still admit a parametrization in terms of some analytic function. In this section, we shall show how to construct the necessary modifications.

Remark 3.1: There is a special case in which one can easily construct solutions, when the index of refraction in (1) is non-constant. In fact, let $w : \Omega \to w(\Omega)$ be a bi-holomorphic homeomorphism and suppose that $n$ has the special form:

$$n(z) = |w'(z)| \quad \text{for } z \in \Omega.$$

Let $\phi$ be a solution of (1) in $\Omega$. Notice that the function $\psi$, defined in $w(\Omega)$ by $\psi(w) = \phi(z)$ for $z \in \Omega$, is such that

$$\phi_z = \psi_w w'(z), \quad \phi_{\bar{\zeta}} = \psi_{\bar{\omega}} \overline{w'(z)}.$$

Thus, we have that

$$|w'(z)|^2 = 4 \phi_z \phi_{\bar{\zeta}} = 4 \psi_w \psi_{\bar{\omega}} |w'(z)|^2.$$

Since $w'(z) \neq 0$, we infer that $4 \psi_w \psi_{\bar{\omega}} = 1$ in $w(\Omega)$. Therefore, in this case, we can simply reduce our problem to the case of the constant index of refraction.

In general, however, $n(z)$ may not be the modulus of an analytic function. In what follows, we shall describe how to proceed. In Section 4, we shall see that, even if the procedure can hardly be used to construct explicit solutions, it still provides useful geometric information about caustics, shadow regions, and light regions.

We start with the following simple proposition.
Proposition 3.2: Let $N = 2$ and suppose that $n$ is of class $C^1$ and bounded away from zero. Set $\ell = \log n$.

If $\phi$ is a solution of (1), then the function $\zeta$ defined by

$$\zeta = \frac{2}{n} \phi_{\bar{\zeta}}$$

is a solution of the equation:

$$a \zeta_z + b \bar{\zeta}_z + c \zeta_{\bar{\zeta}} + d \bar{\zeta}_z = 0,$$

where

$$a = 1 + \zeta \ell_\zeta, \quad b = -\frac{1}{\zeta} \ell_{\bar{\zeta}}, \quad c = \frac{1}{\zeta^2} (1 - \zeta \ell_\zeta), \quad d = \zeta \ell_{\bar{\zeta}}. \quad (19)$$

Proof: Notice that (1) becomes

$$4 \phi_z \phi_{\bar{\zeta}} = n^2 = e^{2\ell}.$$

Next, we have that

$$\phi_z = \frac{e^{\ell}}{2 \zeta}, \quad \phi_{\bar{\zeta}} = \frac{e^{\ell}}{2} \zeta.$$

Thus, by Schwarz’s theorem on mixed second derivatives, we infer that

$$\frac{1}{\zeta} \ell_{\bar{\zeta}} - \frac{1}{\zeta^2} \zeta_{\bar{\zeta}} = \zeta \ell_z + \zeta_{\bar{\zeta}}.$$

Therefore, we get

$$\zeta_z + \frac{1}{\zeta^2} \zeta_{\bar{\zeta}} = -\zeta \ell_z + \frac{1}{\zeta} \ell_{\bar{\zeta}} = -\zeta (\ell_\zeta \zeta_z + \ell_{\bar{\zeta}} \zeta_{\bar{\zeta}}) + \frac{1}{\zeta} (\ell_\zeta \zeta_{\bar{\zeta}} + \ell_{\bar{\zeta}} \zeta_{\bar{\zeta}}).$$

We can rearrange this equation and obtain (18), when (19) is in force.

Proposition 3.3: Suppose that $\zeta$ is a solution of (18) such that $|\zeta_{\bar{\zeta}}|^2 - |\zeta_z|^2 \neq 0$. Then, the function $z(\zeta)$ such that $z(\zeta(z)) = z$ and $\zeta(z(\zeta)) = \zeta$ satisfies the equation:

$$b z_\zeta + a \bar{z}_\zeta - c z_{\bar{\zeta}} - d \bar{z}_{\bar{\zeta}} = 0. \quad (20)$$

Proof: In order to obtain (20), it is sufficient to apply the first two equations in (13)–(18).

The following result is the crucial step for the construction of parametrized solutions of (1) with the non-constant index of refraction.
Theorem 3.4: Let \( a, b, c, \) and \( d \) be given by (19), set

\[
A_{11} = 2 \frac{\text{Im}[(a + b)(c + d)]}{|a + c|^2 - |b + d|^2}, \quad A_{12} = \frac{|a + d|^2 - |b + c|^2}{|a + c|^2 - |b + d|^2},
\]

\[
A_{21} = \frac{|a - d|^2 - |b - c|^2}{|a + c|^2 - |b + d|^2}, \quad A_{22} = 2 \frac{\text{Im}[(a - b)(c - d)]}{|a + c|^2 - |b + d|^2},
\]

and suppose that

\[
4 A_{12} A_{21} - (A_{11} + A_{22})^2 > 0, \quad A_{12} > 0.
\]

Let \( z \) be a solution of (20). Then there exist a quasi-conformal homeomorphism \( \chi = \chi(\zeta) \), an analytic function \( f(\chi) \), and two complex-valued functions \( \kappa(\chi) \) and \( s(\chi) \) such that

\[
z(\zeta) = Z(\chi(\zeta)),
\]

with

\[
Z(\chi) = \frac{e^{s(\chi)}f(\chi) + \kappa(\chi)f(\chi)e^{s(\chi)}}{1 - |\kappa(\chi)|^2}.
\]

Proof: Let \( z = x + iy \) and \( \zeta = \xi + i\eta \). Lengthy computations give that (20) is equivalent to the system

\[
y_\xi = A_{11} x_\xi + A_{12} x_\eta, \quad -y_\eta = A_{21} x_\xi + A_{22} x_\eta.
\]

The coefficients of the system are given by (21).

Next, we follow the arguments of [22, Section 12] on pseudo-analytic functions. Since (22) holds, system (25) is declared elliptic and \( z(\zeta) \) satisfies the equation

\[
z_\zeta = \mu z_\zeta + \nu \overline{z}_\zeta,
\]

where

\[
\mu = \frac{A_{11} + A_{22} + i(A_{12} - A_{21})}{2 - (A_{12} + A_{21}) + A_{12}A_{21} - A_{11}A_{22}},
\]

\[
\nu = \frac{1 + A_{11}A_{22} - A_{12}A_{21} - i(A_{22} - A_{11})}{2 - (A_{12} + A_{21}) + A_{12}A_{21} - A_{11}A_{22}}.
\]

It turns out that \( |\mu| + |\nu| < 1 \), under assumption (22).

Equation (26) can be conveniently transformed into a canonical form. In fact, since \( |\mu| + |\nu| < 1 \), it exists a homeomorphism \( \chi = \chi(\zeta) \) with respect to the metric associated with system (25), i.e. a univalent solution of the Beltrami equation

\[
\chi_\zeta = \sigma \chi_\zeta,
\]

such that the function \( Z \) defined by \( z(\zeta) = Z(\chi(\zeta)) \) is a solution of the canonical equation

\[
Z_\zeta = \kappa \overline{Z}_\zeta.
\]

In terms of the coefficients in system (25), we get

\[
\sigma = \frac{A_{12} - A_{21} - i(A_{11} + A_{22})}{A_{12} + A_{21} + \sqrt{4 A_{12}A_{21} - (A_{11} + A_{22})^2}}.
\]

Under assumption (22), it holds that \( |\sigma| < 1 \). Also, we compute that

\[
\kappa = \frac{\nu}{1 - \mu \sigma},
\]

and again \( |\kappa| < 1 \).
We can further transform the equation for $Z$ by setting $W = Z - \kappa Z$. It turns out that $W$ is a solution of the equation
\[ W_T = BW + CW, \]
where
\[ B = -\frac{\kappa \kappa_T}{1 - |\kappa|^2}, \quad C = -\frac{\kappa_T}{1 - |\kappa|^2}. \]
This means that $W$ is a pseudo-analytic function of the first kind in the $\chi$-plane.

It is well known that pseudo-analytic functions of the first kind satisfy the similarity principle (see [22, Section 10]). Thus, we can infer that there exist an analytic function $f$ and a complex-valued function $s$ such that
\[ W(\chi) = e^{sf(\chi)}. \]
This last formula and the fact that
\[ Z = \frac{W + \kappa W}{1 - |\kappa|^2}. \]
give the desired conclusion.

**Corollary 3.5:** Under the assumptions of Theorem 3.4, any solution $\phi$ of (1) can be parametrized as in (9),
\[ z = Z(\chi(\zeta)), \quad \phi = \Phi(\zeta, \chi(\zeta)), \]
where
\[ \phi_\zeta = \frac{N(\chi)}{2\zeta} \left[ (1 + \zeta^2 \kappa) Z \chi + \sigma (\kappa + \zeta^2) Z \chi \chi \zeta \right], \]
\[ \phi_\zeta = \frac{N(\chi)}{2\zeta} \left[ \sigma (1 + \zeta^2 \kappa) Z \chi + (\kappa + \zeta^2) Z \chi \chi \zeta \right], \]
where $N = n \circ Z$.

**Proof:** We proceed as in the proof of Theorem 2.2. In fact, we still observe that $\phi_\zeta = \phi_z z_\zeta + \phi_{\zeta \zeta} \zeta_\zeta$ and $\phi_\zeta = \phi_{\zeta \zeta} \zeta_\zeta + \phi_\zeta \zeta \zeta$, and hence we obtain that
\[ \phi_\zeta = \frac{n}{2 \zeta} z_\zeta + \frac{n \zeta}{2} \zeta_\zeta, \quad \phi_\zeta = \frac{n}{2 \zeta} \zeta_\zeta + \frac{n \zeta}{2} \zeta_\zeta. \]
Thus, we find the desired two formulas for $\phi_\zeta$ and $\phi_\zeta$, by using (27) and (28).

By integrating the obtained two formulas for $\phi_\zeta$ and $\phi_\zeta$, we can finally recover $\phi = \Phi(\zeta, \chi(\zeta))$.

**4. On caustics and light and shadow regions**

As already observed in the previous sections, real-valued solutions of (1) describe the propagation of light along rays. Thus, the region swept by rays – the light region – corresponds to the set in which the eikonal $\phi = u + iv$ is real-valued or, up to some suitable normalization, to the set of critical points of $v$. The envelope of rays create a so-called caustic that bounds the light region. Outside that region, i.e. beyond the caustic, we have that $\nabla v \neq 0$, and up to normalizing an additive imaginary constant, we can assume that $v < 0$, so that the exponentials in (3) or (4) rapidly decay to zero as the wave number $k$ becomes large. This is the so-called shadow region.

In this section, we shall thus investigate on the region in which $\nabla v \neq 0$, by means of our parametrization.
4.1. The case of the constant index of refraction \( n \)

As noticed in Section 2, (14) informs us that the map \( z \mapsto \zeta(z) \) is locally invertible, and hence (15) holds as well.

An inspection of (17) tells us that the parametrization is not defined on the unit circle on which \(|\zeta|^2 = 1\). By (14), we see that this holds exactly if \( \nabla v = 0 \). Next, observe that Equation (16) defines a complex ray for each fixed \( \zeta \). Since \( \zeta = \xi + i\eta \), (16) can be rewritten as

\[
(1 - \xi^2 - \eta^2)x - 2\xi\eta y = \text{Re}[f(\xi + i\eta)],
\]

\[
-2\xi\eta x + (1 + \xi^2 - \eta^2)y = \text{Im}[f(\xi + i\eta)].
\]

If we use polar coordinates \( r e^{i\theta} \) for \( \zeta \), the system becomes

\[
[1 - r^2 \cos(2\theta)]x - r^2 \sin(2\theta) y = \text{Re}[f(r e^{i\theta})],
\]

\[
-r^2 \sin(2\theta)x + [1 + r^2 \cos(2\theta)]y = \text{Im}[f(r e^{i\theta})].
\]

It is easy to compute that the determinant of this linear system equals \( 1 - r^4 \). Thus, when \( \nabla v \neq 0 \), we have that \(|\zeta|^2 
eq 1\), and hence each point \( \zeta = re^{i\theta} \) determines a unique point \( z = x + iy \). In other words, the parametrization uniquely determines all the regular points of \( v \), which correspond to the points in the shadow region.

In the light region, i.e. when \( \nabla v = 0 \), the system degenerates into the two equations:

\[
[1 - \cos(2\theta)]x - \sin(2\theta) y = \text{Re}[f(e^{i\theta})],
\]

\[
-\sin(2\theta)x + [1 + \cos(2\theta)]y = \text{Im}[f(e^{i\theta})].
\] (31)

Since in this case the determinant of this system is always zero, the system has solutions if and only if

\[
\cos \theta \text{ Re}[f(e^{i\theta})] + \sin \theta \text{ Im}[f(e^{i\theta})] = 0
\] (32)

or, in complex notation if and only if

\[
\text{Re}[f(e^{i\theta}) e^{-i\theta}] = 0.
\] (33)

If this condition holds for some \( \theta \), then the equation \( \nabla v = 0 \) is satisfied at all points of the line defined by either one equation in (31). If (32) does not hold for some \( \theta \), the lines defined in (31) are parallel, and hence no points on them is a critical point of \( v \). We can summarize this analysis into the following result.

**Proposition 4.1:** It holds that parametrization (17) maps:

(i) each point \( \zeta \) outside the unit circle onto a point of the shadow region;
(ii) each point \( \zeta \) on the unit circle that satisfies \( \text{Re}[f(e^{i\theta}) e^{-i\theta}] = 0 \) onto a segment within the light region, whose equation is given in (31) (either one will do);
(iii) any other point on the unit circle to \( \infty \).
Remark 4.2: Let $\phi = u + iv$ be a solution of (1) in an open domain $\Omega \subseteq \mathbb{C}$. Proposition 4.1 and (14) inform us that the set of critical points of $v$,

$$C_v = \{ z \in \Omega : \nabla v(z) = 0 \},$$

does not contain isolated points. In fact, $C_v$ is mapped by the parametrization for $z$ in (17) from the set $S_\phi$ defined by

$$S_\phi = \{ \zeta = e^{i\theta} : \text{Re}[f(e^{i\theta}) e^{-i\theta}] = 0 \}.$$

Thus, discrete points in $S_\phi$ are mapped to segments in $C_v$ (as it happens, for instance, for (6)). If $S_\phi$ contains an arc, then a corresponding pencil of segments sweeps a subset of $C_v$ with non-empty interior. This analysis confirms similar results previously obtained in [3, 19], by other means and different viewpoints.

Notice that, because of the condition (33), the parametrization for $z$ in (17) does converge as $\zeta$ converges to points in $S_\phi$. In fact, in the limit as $|\zeta| \to 1$, we obtain from (17) that $z(\zeta)$ is a point in the shadow region that converges to the point:

$$z = -\frac{1}{4} e^{i\theta} [f'(e^{i\theta}) + f''(e^{i\theta})] - \frac{1}{2} e^{2i\theta} f(e^{i\theta}).$$

When $S_\phi$ contains an arc, by using (33) and its derivative, we then can infer that

$$z = f(e^{i\theta}) - \frac{1}{2} e^{i\theta} f'(e^{i\theta}),$$

for $e^{i\theta}$ belonging to that arc. The last equation provides a parametrization of a caustic, which separates the shadow region from the light region $C_v$.

By means of (17), we can also compute the values of $\phi$ on $C_v$.

Example 4.3: One can concretely construct an analytic function $f(\zeta)$ in a neighbourhood of the unit circle such that $S_\phi$ contains an arc. It is sufficient to construct $\text{Re}[f(\zeta)/\zeta]$ as a harmonic function which is zero on an arc of the unit circle, and then extend it analytically on a neighbourhood.

In fact, by the classical Poisson formula (see [28]),

$$g(\zeta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{e^{it} + \zeta}{e^{it} - \zeta} \text{Re}[g(e^{it})] \, dt$$

represents the analytic function in the unit disk with the real part assigned on the unit circle. We thus can choose, for instance, that

$$\text{Re}[g(e^{it})] = \text{Re}[f(e^{it})/e^{it}] = \max(|t| - \tau, 0),$$

with $0 < \tau < \pi$, to obtain the formula

$$f(\zeta) = \frac{1}{\pi} \int_{0}^{\pi-\tau} \frac{\zeta (1 - \zeta^2) t \, dt}{1 + \zeta^2 - 2 \zeta \cos(\sigma + t)}.$$
4.2. The case of the non-constant index of refraction

The situation is more complicated, and slightly different since we do not directly work with $\zeta(z)$, but rather with $z(\zeta)$. However, the geometric information we derive is quite similar.

Once the coefficients in (21) are determined in terms of $\ell$, we can compute $\sigma$ and $\kappa$, thanks to (29) and (30). After a homeomorphism $\chi(\zeta)$ satisfying Beltrami equation (27) is determined, we can examine parametrization (23)–(24).

Recall that the functions $\zeta(z)$ and $z(\zeta)$ are the inverse of one another. Thus, from (23) we obtain that

$$z = z(\zeta(z)) = Z(\chi(\zeta(z))),$$

i.e. the composition $\omega = \chi \circ \zeta$ takes points of the $z$-plane to points of the $Z$-plane, so that any curve in the $Z$-plane is deformed by the inverse $\omega^{-1}$ onto a corresponding curve in the $z$-plane.

Now, notice that (23) and (24) give that

$$Z - \kappa(\chi) \overline{Z} = e^{i(\chi)f(\chi)}.$$

Thus, any point in the $\chi$-plane determines a complex ray in the $Z$-plane, and this is deformed by $\omega^{-1}$ to obtain in the $z$-plane a complex ray in a metric induced by the index of refraction $n$.

An analysis similar to that of Proposition 4.1 informs us that the points $\chi$ not belonging to the set $\kappa^{-1}(\mathbb{S}^1)$ are mapped onto the shadow region. Each point $\chi$ satisfying

$$|\kappa(\chi)|^2 = 1 \quad \text{and} \quad e^{i(\chi)f(\chi)} + \kappa(\chi) f(\chi) e^{s(\chi)} = 0$$

is mapped to a segment with Equation (34) in the $Z$-plane, and hence to a deformed segment in the $z$-plane, by means of the mapping $\omega^{-1}$. When (35) is satisfied on a curve in the $\chi$-plane, these deformed segments sweep the light region and their envelope creates a caustic separating the light from the shadow region.
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