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Abstract

Deep learning models have gained remarkable performance on a variety of image classification tasks. However, many models suffer from limited performance in clinical or medical settings when data are imbalanced. To address this challenge, we propose a medical-knowledge-guided one-class classification approach that leverages domain-specific knowledge of classification tasks to boost the model’s performance. The rationale behind our approach is that some existing prior medical knowledge can be incorporated into data-driven deep learning to facilitate model learning. We design a deep learning-based one-class classification pipeline for imbalanced image classification, and demonstrate in three use cases how we take advantage of medical knowledge of each specific classification task by generating additional “middle” classes to achieve higher classification performances. We evaluate our approach on three different clinical image classification tasks (a total of 8459 images) and show superior model performance when compared to six state-of-the-art methods.

\textsuperscript{1}Corresponding author: Shandong Wu, wus3@upmc.edu
1. Introduction

Medical imaging classification tasks have achieved remarkable performance with the development of deep learning models. Usually, the training of most deep learning models requires a large number of samples from balanced classes. However, in many medical or clinical applications, samples belonging to certain classes are hard to collect or rare due to low prevalence, resulting in data being imbalanced, which poses a great challenge for building machine learning models [1].

To address the data imbalance problem, One-Class Classification (OCC) is proposed to learn a model from the class that has a majority of samples, while other classes that have minority of samples are considered as the anomaly to be detected or separated [2][3]. This is also similar to the problem of anomaly detection [3][4]. For the OCC, the key point is to build a model that performs well on the majority class samples, while under-performs on other class samples. Classical methods, such as One-Class Support Vector Machine (OCSVM) [5] and Support Vector Data Description (SVDD) focus on mapping features [6], they are hard to handle large-scale datasets [3]. On the other hand, deep learning-based methods, such as autoencoder [7][8] and generative adversarial network [9], focus on modeling the distribution of the majority class samples. However, these methods are purely data-driven, leading to highly varying effects in different medical image classification tasks. For deep learning-based medical image analysis, there is emerging but limited work that attempts to integrate prior knowledge to improve machine learning [10]. Some studies [11][12] introduce color and texture knowledge to obtain regions of interest for image segmentation. To date, there is little to none previous work that incorporates specific prior medical knowledge into OCC for classifying imbalanced medical images.

In this paper, we propose a novel end-to-end method, namely, Medical
Knowledge-guided Deep Learning (MKDL), for classifying imbalanced medical images by one-class classification. The principle behind MKDL lies in the fact that many medical image classification tasks are partly or largely based on certain pre-known image features, such as image contrast and brightness. These pre-known features can be computationally represented and then leveraged as prior knowledge to facilitate more effective model learning and therefore boost the classification performance. We formulate this idea in the self-supervised learning framework, where we construct a balanced classification task with newly generated “middle” classes through transforming the original samples of the “majority” class into additional image sample counterparts. After the classifier is trained on a mixture of the original and transformed image samples, it learns to distinguish features on samples from the “majority” class while underperforms on samples from the “minority” class, making the two classes of the data distinguishable.

The contributions of this work are summarized as follows:

· We propose a new deep learning approach that can incorporate domain-specific prior medical knowledge to improve the classification tasks on imbalanced imaging data.

· We propose a simple but effective transformation method to utilize task/data-specific knowledge into deep learning process.

· We demonstrate our approach on three different use cases where specific knowledge is reflected by the proposed transformations and outperforming classification performance are shown in comparison to six related methods.

2. Related Work

Our work focuses on integrating medical knowledge into deep learning models in OCC to deal with imbalanced medical image data classification. So here we mainly review some of the major related work on imbalanced data classification and prior-knowledge-guided machine learning.

Imbalanced Data Classification Imbalanced data classification can be
dealt with two schemes: one-class classification or binary classification with special strategies [2]. The first scheme is also known as anomaly detection [14] [15]. In this scheme, a model is trained with samples from the majority class, while samples from the minority class are regarded as abnormalities to be detected by the trained model. The classical methods usually rely on mapping features into new feature space [5] by functions or fitting the distribution of majority samples [16]. For example, OCSVM and SVDD employ kernel functions to map input features into new hyperplane/hypersphere. These methods are limited for large scale data because of the curse of dimensionality [6]. With the development of deep learning, convolutional neural networks (CNN) also have been widely applied in anomaly detection. A straightforward method is to train an autoencoder with normal samples, and classify testing samples by analyzing the reconstruction loss [7] [8]. Some methods also integrate adversarial learning [9] and other strategies [17] [10] to enhance the performance [18] [4] [19]. For example, AnoGAN [11] learns the distribution of normal samples by training a GAN. DAOL optimizes autoencoder by a GAN model to fit the normal chest X ray samples. Similar structure is also adopted by ADOCC [18] for CT and PET images. These reconstruction-loss-based methods are relatively difficult to train, and the computational cost increases when dealing with large scale datasets.

When using binary classifiers, the key is to balance the influence of different class samples in the binary classification models [20] [21]. A straightforward method is to balance the sample numbers by over-sampling or under-sampling [22] [21]. Another method is to generate more minority class samples by sampling from the borderline area [23] [24]. Some previous studies also use cost-sensitive methods [26] such as focal loss [26] and CosNet [27] to manipulate weights on the samples based on the cost metrics.

**Prior-knowledge-guided learning** Integrating prior knowledge is a broad concept which has been intensively studied in different contexts. Some previous work using prior knowledge focuses on image segmentation, detection, and classification. For instance, PCA-CNN [10] proposes a PCA-based layer to enforce the model to focus on specific regions for segmentation tasks. [28] proposes a
method to integrate prior knowledge to minimize the distribution distance of
different domains for segmentation. [29] combines the information about im-
portant regions to improve the performance of glaucoma diagnosis. The work
of [30] introduces gene features into lung cancer binary classification task to
improve the performance. [31] proposes a CNN model to integrate the nodule
size and shape distribution as a prior knowledge for thyroid nodule detection in
ultrasound images. As far as we know, little work attempts to use prior med-
icinal knowledge in the context of the OCC task on medical images. A previous
work that is somewhat related to using knowledge for OCC is [32]. This paper
generates negative samples by shifting edge points along the negative direction
of estimated data density gradient, thus selects optimal hyper-parameters for
OCSVM.

3. Proposed methods

3.1. Task formulation

We focus on the classification problems on imbalanced data by the One-
Class Classification approach. In OCC, the class with the majority samples
is considered as the normal class, while the samples in the minority class are
considered abnormalities or outliers. It can be formulated as follows: for a set
of samples $X$ belonging to the majority class, we aim to learn a scoring function
$F(X): X \rightarrow R$. A higher value of $F(X)$ indicates that the given sample $X$ has
a higher likelihood of belonging to the majority class.

3.2. Rationale

With OCC, our goal is to construct a task, where the model can learn ef-
effectively on samples belonging to the majority class, while exhibiting a low
recognition performance on samples belonging to the minority class. To this
end, inspired by self-supervised learning [13], we construct a classification task
by training the model to classify a set of artificially transformed images into
corresponding classes which represent the transformations. In this process, se-
lecting appropriate image transformations is crucial. A series of transformations
(e.g., rotation, shift [33, 13], etc) have been studied on natural images. However, different from natural images where the classes are usually relevant to different objects/scenes, the classification of medical/clinical images are often related to different image properties such as the brightness and contrast features. Based on this observation, a novel idea is to implement image transformations through manipulating the classification-related contrast and brightness features, guided by pre-known medical knowledge that is specific to an image classification task or dataset. These transformations generate additional samples (we denote them as of newly constructed “middle” classes, since these samples have a different distribution from the original majority class). Then, based on the original and the “middle” classes, we build a classifier to effectively learn the intrinsic image features of the majority class.

3.3. Proposed pipeline

The pipeline with proposed methods (Figure 1) includes three steps as outlined in the following paragraphs.

First, generate n image counterparts from an original sample X according to specific prior knowledge. See details in Section 3.4 for demonstration on three
Figure 2: Demonstration images of the different classes (the first two rows) and transformed images (the third row, generated from the right-top sample marked with the yellow box) in the three use cases: (a) Breast density; (b) Kidney tumor; (c) Skin cancer.

use cases. Details of using prior medical knowledge to generate these images are demonstrated in Section 3.4 on three use cases. Specifically, the generation of images is defined as: \( \mathcal{T} = \{ \mathcal{T}_1, \cdots, \mathcal{T}_n \} \) with the corresponding class labels \( \{1, \cdots, n\} \). \( \mathcal{T}_i = \mathcal{T}_i(X) \) represents the \( i \)th transformation operation applied to an original sample \( X \). A variety of operations may be used to implement the transformations. Considering that in many cases different classes of medical images are usually more relevant to the image contrast, brightness, and/or color features, in this work we use a simple linear transformation operation, namely, Linear Magnification (LM), as defined in Formula 1, to utilize potential medical knowledge for classification.

\[
\mathcal{T}_i = c \cdot \mathcal{T}_1 + b; \quad \mathcal{T}_1 = X. \tag{1}
\]

where \( \mathcal{T}_1 \) is the original sample \( X \); \( c \) and \( b \) denote the two coefficients adjusting the contrast and brightness of the sample, respectively.

It is important to point out that even though the operation of the proposed
transformation is similar to data augmentation, the aim of the transformation operation in our approach is fundamentally different from data augmentation. Data augmentation is to modify class-invariant features and preserve class-relevant features to keep the generated images in the same class as the original images. In contrast, the aim of the transformation operations in our approach is to modify the class-relevant features so that the generated images will have a different distribution from the original class.

Second, train a classifier with the image-label pairs \((T_i, i)\) generated from the majority class samples through the first step. Here we employ the Wide Residual Network (WRN) as the classifier, and use cross-entropy loss as the loss function.

Third, calculate the classification score for a given sample. The classifier will output a \(1 \times n\) vector for each input image. For the \(n\) images generated from \(X\), we can obtain a matrix \(P_{n \times n}\). \(P(i, j)\) represents the probability of image \(T_i, (i \in \{1, \ldots, n\})\) belonging to class \(j, (j \in \{1, \ldots, n\})\). The classification score \(s\) is calculated by the summation of the diagonal elements of matrix \(P\) (see Formula 2). Since the classification model is trained on the generated images from the samples belonging to the “majority” class, a given test sample from the samples of the majority class will be well-recognized by the classifier. Hence \(P\) will be more like a unit diagonal matrix in this situation. On the other hand, when a test sample coming from the “minority” class is tested, the classifier will under-perform. Hence \(P\) will be less like a unit diagonal matrix. Based on this difference, a classification score \(s\) is calculated as the summation of the diagonal elements of matrix \(P\) by Formula 2, then by assessing the value of score \(s\), a testing sample can be classified into either the majority or the minority class.

\[
s = \sum_{i=1}^{i=n} P(i, i) \tag{2}
\]

### 3.4. Incorporating prior medical knowledge: three use cases

The transformation operations are a key to generate transformed images in order to build an effective classification model. Different transformation op-
erations can be used or customized according to the characteristics of specific tasks/datasets. In medical fields, while there is more generic knowledge that can be useful across different fields, knowledge often is specific to a concrete task/dataset and therefore, it is vital to represent and implement specific knowledge for a specific use case. In this section, we demonstrate how prior medical knowledge is utilized to generate the additional samples of middle classes on three different use cases for image classification tasks. For each task, we specify the knowledge that is related to contrast and brightness of images, and then implement the knowledge through the proposed transformations.

**Mammographic breast density category classification:** This task focuses on distinguishing the four Breast Imaging Reporting and Data System (BI-RADS)-based breast density categories (see Figure 2(a)) based on digital mammograms: A) almost entire fatty, B) scattered areas of fibroglandular density, C) heterogeneously dense, D) extremely dense. Category A and B are considered a lower risk of developing breast cancer, while C and D indicate a higher risk of developing breast cancer. Statistically, 10% patients in breast cancer screening fall into category A and D, respectively, and 40% patients fall into B and C, respectively. Thus, it forms a typical four-class classification problem with an imbalanced number of samples across the classes.

Medical knowledge: The classification of BI-RADS density categories is generally based on the amount of dense/fibroglandular tissue in the breast. Images belonging to Category C and D have more dense pixels/regions, resulting in a higher level of contrast and brightness. Therefore, this knowledge can be reflected by simply magnifying the pixel intensity values via implementing the LM transformation operation. An example is shown in the third row of Figure 2(a), where we generate two middle classes $B_2$ and $B_3$ by multiplying a constant on the pixel intensity of the image $B$: $B_2 = 1.2 \times B$, $B_3 = 1.4 \times B$. By training with image-label pairs: $(B, 1)$, $(B_2, 2)$ and $(B_3, 3)$, the classifier can effectively learn the features related to the density category classification.

**Kidney tumor diagnosis:** This task focuses on distinguishing the benign lesions (including benign and cyst) from malignant lesions (renal cell carcinoma)
based on CT images. Because of the low prevalence of kidney carcinoma (i.e., malignancy is less often is general population) or benign (for example, in certain special circumstances such as in cancer specialty hospitals, there are many more carcinoma cases than benign), the classification of the two classes can be imbalanced.

Medical knowledge: As shown in the first two rows of Figure 2(b), the malignancy cases have higher contrast and more amounts of bright regions because they have more artery blood vessels revealed by the contrast agent. Thus, if a classifier is trained on images generated from malignancy cases (an example is shown in the third row of Figure 2(b)), it will have low accuracy when distinguishing images generated from benign cases that have less amounts of contrast and brightness.

**Melanocytic nevus diagnosis in skin cancer:** This task focuses on distinguishing different skin cancer types based on dermatoscopic images. The classification is often imbalanced because each type of skin cancer has a different prevalence rate. Melanocytic nevus (MN) is the most common skin cancer among other types of skin cancers such as melanoma, basal cell carcinoma, actinic keratosis, benign keratosis, dermatofibroma, and vascular lesion [36]. Here we aim to classify images as MN or other skin cancers.

Medical knowledge: Color is an important distinguishing factor for the clinical diagnosis of skin cancer, especially for MN [37]. As shown in the first two rows of Figure 2(c), MN lesions are usually manifested brown in images. Thus, by adjusting contrast and brightness, we can generate new images to train a classifier to learn the color characteristics associated with MN diagnosis.

In summary, these three clinical image classification tasks are usually challenging due to imbalanced data. Using contrast and brightness transformation operations guided by specific medical knowledge, we can generate additional images that have different distributions from the given class to facilitate self-supervised learning.
4. Experiments

In this section, we evaluate MKDL from four aspects: 1) we show the classification performance of MKDL with a fixed transformation operation and compare MKDL to other related methods (Section 4.3); 2) we evaluate the performance of MKDL under different transformation operations with a varying combination of transformation parameters (Section 4.4); 3) we analyse the influence of training sample number to show that MKDL is robust to the small scale training set (Section 4.5).

4.1. Datasets

Table 1: Datasets statistics.

| Dataset        | Dimension | Total          | Training | Testing   |
|----------------|-----------|----------------|----------|-----------|
|                |           | Majority       | Minority |           |
| Breast Density | 128×128×1 | B: 2058 A,C,D: 1690 | B: 1500  | 558 1690  |
|                |           | C: 2261 A,B,D: 1487 | C: 1500  | 761 1478  |
| Kidney Tumor   | 64×64×1   | 147            | 32       | 115 32   |
| Skin Cancer    | 128×128×3 | 2022           | 978      | 1500 522 |
|                |           | 1500           | 978      | 1500 978 |

Corresponding to the three use cases discussed in Section 3.4, our experiments include three different clinical imaging datasets with different modalities, as briefly summarized in Table 1. All images within a single dataset are resized to the same dimension, and all pixel intensity values are scaled to reside in [0, 1]. For the Breast Density dataset, identifying Category B and C is the most demanded and challenging task for radiologists because these two categories are similar to each other but indicate different clinical actions (i.e., category B for regular surveillance but category C for enhanced screening). Thus, we design two clinically-demanded experiments by 1) taking category B as the majority class and all other categories as the "minority" class, 2) taking category C as the majority class and all other categories as the "minority" class. In the Kidney Tumor dataset, the minority class has much fewer samples than the majority class. The Skin Cancer dataset is publicly available, we randomly
select 3000 images for our experiments due to considerations on computational limitation.

4.2. Baseline methods and experimental settings

The MKDL is compared to six previous OCC models: OCSVM [5], C-OCSVM, DSEBM [38], DAGMM [16], D-SVDD [3], and AnoGAN [4]. The details are as follows:

**OCSVM**: This method focuses on mapping the sample into a new feature hyperplane by a kernel function. Here the Radial Basis Function (RBF) kernel is used. RBF needs the hyper-parameter $\nu$ (anomaly ratio), so we grid search $\nu \in \{0.01, \cdots, 0.09\}$ to select the best performing values based on the ground truth labels. Therefore, what we report here is the upper bound of OCSVM’s performance. Each image is reshaped into a vector as the input feature.

**C-OCSVM** This is a combination of CAE and OCSVM. We first train a CAE to compress images, then use the bottleneck features to train OCSVM. Similar to previous one, we also use grid search to find the best performance.

**DSEBM** Deep Structure Energy-based Model uses an energy-based model to enforce the encoder to map samples from the majority class into a low-energy feature space.

**DAGMM** Deep Autoencoder Gaussian Mixture Model uses a Gaussian Mixture Model to help the autoencoder to escape from local optima and fit the distribution of training samples better.

**D-SVDD** Similar to SVDD, Deep SVDD uses an encoder network to map the samples from the majority class into a new hypersphere. Here we use the default hyper-parameter settings for this method.

**AnoGAN** This is a GAN-based method for medical images. After training a GAN with samples from the majority class, it finds a latent code from the distribution to generate the most similar image to a given testing image, and use the difference between generated and original images as the loss. The data augmentation is also used in AnoGAN because the GAN needs a large number of samples to train.
We repeat each algorithm three times and report the average values of the model performance. Keras [39] is employed on an NVIDIA TITAN GPU. Adam [40] is adopted as the optimizer, with a learning rate of 0.0002 and a batch size of 128. These parameters are fixed across all the experiments. Two metrics are used to evaluate the classification performance: i) Area Under Receiver Operating Characteristic Curve (AUC), and ii) Area Under the Precision-Recall curve for majority class (AUPR-maj) and minority class (AUPR-min).

4.3. Comparison with previous related methods

In this experiment, we use a fixed transformation operation for all three datasets to show the “general” performance of our approach on the three different tasks. Note that there are four classes in the Breast Density dataset, categories C and D having higher contrast than B, and categories A and B having lower contrast than C. Taking this into consideration, we set n=5 for this task and we keep n=5 for the other two tasks too for consistency. Specifically, according to step 1 in Section 3.3, we transform each original sample into five images by setting the contrast coefficient $c=\{0.2, 0.6, 1, 1.4, 1.8\}$ and the brightness coefficient $b=\{0, 0, 0, 0, 0\}$ in Formula 1, where $c=1$, $b=0$ represents the original sample. As shown in Table 2, the proposed method outperforms the previous work in most of the experiments.

4.4. Comparison of different transformation operations

In this part, we conduct the experiments using a different set of parameters for the LM transformation specifically customized for each task/dataset. To further reveal the benefits of using the medical knowledge guided transformations, we also compare MKDL with two straightforward transformation operations: shift (denoted by S(4,0)) and rotation (denoted by R(4,0)). In addition, to investigate the influence of the different number of transformation operations, we also test the performance when using n=3 and n=7 transformations (denoted by LM(3,0) and LM(7,0)). The details of these different transformation operations are summarized as follows:
Table 2: The AUC±std of different methods. The highest AUCs are marked in bold.

| Dataset       | Evaluate | OCSVM   | C-OCSVM | DAGMM   | DSEBM   | D-SVDD   | AnoGAN   | MKDL     |
|---------------|----------|---------|---------|---------|---------|----------|----------|----------|
| Breast Density |          |         |         |         |         |          |          |          |
| B              | AUC      | 74.4±1.1| 69.5±6.2| 58.7±8.7| 70.0±8.7| 59.2±9.5 | 69.8±3.7 | 78.4±0.9 |
|                | AUPR-maj | 40.5±0.5| 40.1±7.0| 38.7±15.8| 40.9±7.2| 24.4±5.0 | 33.1±2.9 | 56.3±4.9 |
|                | AUPR-min | 85.5±0.8| 85.9±3.6| 87.3±1.5 | 87.2±5.4| 74.8±8.1 | 82.9±0.8 | 90.5±0.2 |
| C              | AUC      | 56.4±1.4| 65.6±3.8| 49.8±17.9| 54.2±3.3| 59.2±4.5 | 60.7±8.5 | 78.3±5.3 |
|                | AUPR-maj | 29.4±0.6| 44.2±2.5| 36.2±10.4| 50.8±13.7| 35.6±7.6 | 39.2±5.2 | 58.1±8.5 |
|                | AUPR-min | 63.1±0.9| 79.5±4.0| 40.0±1.0 | 69.3±4.5 | 68.9±8.1 | 72.1±4.7 | 89.2±2.4 |
| Kidney Tumor   |          |         |         |         |         |          |          |          |
| AUC           | 64.2±0.6| 64.4±3.0| 56.1±5.3| 54.2±0.3 | 58.2±7.1 | 54.4±0.1 | 67.0±3.1 |
| AUPR-maj      | 63.2±0.4| 63.2±2.1| 50.6±16.8| 50.1±0.2 | 43.7±3.8 | 50.3±0.7 | 63.0±3.3 |
| AUPR-min      | 70.0±0.4| 67.5±4.8| 61.7±11.5| 61.6±0.5 | 49.9±5.9 | 61.7±0.1 | 71.3±2.8 |
| Skin Cancer   |          |         |         |         |         |          |          |          |
| AUC           | 67.4±1.3| 62.9±5.3| 55.1±5.7| 52.0±4.4 | 61.7±1.5 | 55.2±5.3 | 72.8±1.8 |
| AUPR-maj      | 75.3±1.7| 70.0±4.6| 72.9±5.6 | 52.2±3.9 | 50.8±0.7 | 30.4±2.8 | 78.5±1.7 |
| AUPR-min      | 52.2±1.5| 61.9±5.0| 38.9±7.6 | 50.9±3.1 | 33.3±1.0 | 64.2±2.1 | 67.9±1.9 |
Table 3: The AUCs under different transformation operations. The highest values are marked in bold. Note that LM(5,0) is the result reported in Table 2 (the MKDL column).

| Dataset       | LM(5, 0) | S(4, 0) | R(4, 0) | LM(5, 1) | LM(5, 2) | LM(3, 0) | LM(7, 0) |
|---------------|----------|---------|---------|----------|----------|----------|----------|
| Breast Density|          |         |         |          |          |          |          |
| B             | 78.44    | 76.48   | 67.02   | 78.50    | **81.28**| 57.50    | 65.50    |
| C             | 78.30    | 67.20   | 70.30   | 82.61    | **86.13**| 66.99    | 77.89    |
| Kidney Tumor  | 66.97    | 63.57   | 50.29   | 82.61    | **74.67**| 66.70    | 68.42    | 64.55    |
| Skin Cancer   | 72.81    | 69.23   | 67.47   | 77.37    | **76.41**| 71.31    | 76.45    |

S(4, 0): n=4, shift \{0, \frac{h}{4}\} pixels in each x and y directions for an image of size h\times h.

R(4, 0) : n=4, rotate \{0, 90^\circ, 180^\circ, 270^\circ\}.

LM(5, 1) : n=5, c=\{0.6, 0.8, 1, 1.2, 1.4\}, b=\{0.2, -0.2, 0, 0.2, -0.2\}.

LM(5, 2) : n=5, c=\{0.6, 0.8, 1, 1.2, 1.4\}, b=\{0.4, -0.4, 0, 0.4, -0.4\}.

LM(3, 0) : n=3, c=\{0.8, 1, 1.2\}, b=\{-0.2, 0, 0.2\}.

LM(7, 0) : n=7, c=\{0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6\}, b=\{0.2, -0.2, 0, 0.2, -0.2\}.

As shown in Table 3, the shift (S(4, 0)) and rotation (R(4, 0)) transformation operations obtain relatively good performance in some tasks, validating the proposed pipeline is a powerful method for AD. However, they have lower performances than the proposed transformation operations (LM) that leverage prior medical knowledge. Particularly, the model with the rotation transformation collapses on the Kidney Tumor dataset (AUC=50.29) because the lesions have no specific direction property, indicating that transformations without the guidance of related knowledge can lead to failures. In contrast, with the prior medical knowledge as we specified, the models exhibit superior performances in the three given datasets. Furthermore, compared to LM(5, 0), the optimized transformation parameter values customized for each task/dataset (LM(5, 1) and LM(5, 2)) lead to increased performance.

4.5. Comparison with varying size of training samples

In this experiment we examine the effects of the MKDL method when training the models with a varying size of training samples. We report the model performance when using 100, 250, 500 samples for training. We perform the
Table 4: The AUCs under a varying size of training sample.

| Dataset              | 1500  | 500  | 250  | 100  |
|----------------------|-------|------|------|------|
| Breast Density       | MKDL  | 81.28| 80.63| 80.23| 76.83|
| Category B           | OCSVM | 74.39| 74.13| 74.27| 73.62|
| Breast Density       | MKDL  | 86.13| 74.20| 67.58| 66.56|
| Category C           | C-OCSVM| 65.60| 65.83| 56.71| 54.65|
| Skin Cancer          | MKDL  | 76.41| 73.16| 73.35| 71.96|
|                      | OCSVM | 67.40| 66.85| 65.94| 66.87|

We experiment on breast density and skin cancer dataset and skip this experiment on the kidney tumor dataset because it is already a quite small dataset. We use LM(5,2) as the transformation operation in implementing MKDL. We compare MKDL to other methods that obtain the best performance in the previous experiment (see Table 2). As shown in Table 4, the performance of MKDL is more stable than other methods with respect to the change of training sample size, and MKDL consistently outperforms other methods. In particular, the AUCs when using the smallest training dataset (100 samples) for MKDL are still higher than the highest AUCs of OCSVM and C-OCSVM when they are trained using 1500 samples.

5. Conclusion

In this work, we aim to address classification of imbalanced medical image data and we propose a novel one-class classifier that leverages medical knowledge to guide the deep learning of image features. By transforming the class-relevant features of a given sample into different images, we construct a classification task where the model can effectively learn essential information about the majority class. Our method achieves superior performance compared to previous one-class methods and other transformations, indicating that integrating medical knowledge into deep learning models may be an effective approach to improve data-driven machine learning. In future work, we will further explore the generalizability of our methods on diverse datasets from different machines and
sites. While the medical knowledge is generic, different datasets may demand adaptive implementation of our methods.
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