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ABSTRACT

The Veltmann models, which include the Plummer and Hernquist models as special cases, are studied in the presence of a cosmological constant. Physically relevant quantities such as the velocity dispersion profiles and the anisotropy parameter are computed through the use of the self-consistent approach. The cutoff radii for these models and the mass contained within this volume are also calculated. It is shown that the inclusion of a cosmological constant leads to many observable quantities such as the surface density, dispersion profiles and the anisotropy parameter becoming increasingly modified. In some scenarios, they are easily distinguished from the case where the cosmological constant is absent, as a result of their non-monotonic behaviour. The effects of neighbouring gravitational systems on the central system are also studied, and compared against the effects arising from the cosmological constant. Consequently, it is suggested that the effects of a cosmological constant can prove to be quite important when modelling dilute collisionless systems.
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1 INTRODUCTION

The self-consistent approach is widely used in astrophysics because it can be used to compute physically relevant quantities such as the velocity dispersion profiles and the virial theorem. However, one of the underlying difficulties is that it is very difficult to obtain exact solutions, even when the simplest possible scenario of spherical symmetry is assumed. The most commonly used approach is to pick a potential–density pair, and then work backwards to determine the distribution function (Plummer 1911; Eddington 1916; Lynden-Bell 1962; Osipkov 1979; Jaffe 1983; Merritt 1985; Binney & Tremaine 1987; Hernquist 1990). It is also possible to adopt the converse approach, by starting with an appropriate ansatz for the distribution function, and thereby solving for the potential–density pair, but this is less commonly used (An & Evans 2005; Evans & An 2005; Nguyen & Lingam 2013; Nguyen & Pedraza 2013; Lingam & Nguyen 2014).

However, there are methods by which one can compute moments of the distribution function without actually determining the specific form of the distribution function. The most commonly used approach, when the underlying distribution function is isotropic, is to take advantage of the Jeans equations (Binney & Tremaine 1987), and solve for the isotropic velocity dispersion. On the other hand, when the distribution function is anisotropic, the augmented density plays a significant role. For the case of spherical symmetry, it is a function of \( r \) and the gravitational potential \( \Phi \), and is obtained by integrating the distribution function over the velocities. If the augmented density has been obtained, one can use it directly to compute the velocity dispersions and the non-zero anisotropy parameter (Dejonghe 1986, 1987; Baes & van Hese 2007). In this paper, we shall make use of these methods to derive the dispersion profiles and the anisotropic parameter through the construction of a suitable augmented density.

The primary aim of this paper is to study the effects of a cosmological constant on collisionless astrophysical systems at small scales. The cosmological constant \( \lambda \) enters the Poisson equation when the Newtonian limit of general relativity (Nowakowski 2001; Axenides, Georgiou & Roupas 2012, 2013) is taken, yielding

\[
\nabla^2 \Phi = 4\pi G\rho_M - \Lambda. \tag{1}
\]

If one associates \( \Phi \) with the gravitational potential exerted by the matter, one can interpret \( \lambda \) as the contribution arising from the presence of a repulsive harmonic potential (Nowakowski 2001; Balaguera-Antolínez, Mota & Nowakowski 2007; Merafina, Bisnovatyi-Kogan & Tarasov 2012). The cosmological constant \( \lambda \) has a long and varied history, see e.g. (Weinberg 2008) and references therein. The value of the cosmological constant has been determined...
through several avenues (Weinberg, 1989; Tegmark et al. 2004), which have yielded consistent results. Although the effects of the cosmological constant on cosmological scales have been widely studied, its effects at smaller scales have not received the same level of attention.

In recent times, the trend has begun to reverse, and the dynamical effects of the cosmological constant on gravitational and gravothermal instabilities (Axenides, Floratos$^\S$ & Perivolaropoulos, 2000; Alexides, Georgiou$^\S$ & Roupas, 2012, 2013) self-gravitating gases (de Vega$^\S$ & Siebert, 2005a, b), general relativistic effects (Böhm$^\S$ & Haro, 2005a, b) and astrophysical scales (Balaguera-Antolín, Nowakowski$^\S$ & Böhm, 2005; Balaguera-Antolín, Böhm$^\S$ & Nowakowski, 2006; Balaguera-Antolín, Mota$^\S$ & Nowakowski, 2007). A series of papers by Chernin and his collaborators (Teerikorpi et al., 2008; Chernin et al., 2009, 2010, 2013) showed that the cosmological constant played a significant role in the dynamics of galactic clusters. Some of the ensuing theoretical consequences were studied by Bisnovatyi-Kogan & Chernin (2012); Merafina, Bisnovatyi-Kogan$^\S$ & Tarasov (2012); Bisnovatyi-Kogan$^\S$ & Merafina (2013). Very recently, the self-consistent approach that employed a Maxwell–Boltzmann distribution with a cutoff was studied by Merafina, Bisnovatyi-Kogan$^\S$ & Domar (2014) in the presence of a cosmological constant.

However, a systematic study of the effects of dark energy on the observable properties such as the circular velocity, projected quantities (surface density, line-of-sight velocity dispersions), velocity dispersions, etc does not appear to have been undertaken. In this paper, we seek to redress this issue by carrying out such an analysis for a family of potential–density pairs which are widely used in the astrophysical literature. This family, first studied by Veltmann (1979a, b), includes the Plummer (1911) and Hernquist (1990) models as special subcases. In particular, it was shown by Evans & An (2005) that these models also possess a remarkably simple distribution function, with some additional special properties.

The outline of the paper is as follows. Some of the mathematical preliminaries used in the subsequent sections are presented in Section 2. In Section 3 we construct the Veltmann models in the presence of a negative cosmological constant, and analyse the consequences. The case with a positive cosmological constant is studied in Section 4. In Section 5 we study the effects of surrounding systems and compare them against those generated by the cosmological constant. Lastly, we conclude with Section 6, which summarizes our results. The details behind the calculations are presented in Appendix A.

## 2 THE MATHEMATICAL PRELIMINARIES

We briefly describe the Veltmann models and their significance, and develop some of the mathematical methods that we use in the subsequent sections.

We use the self-consistent approach where a particular solution $f(r, v, t)$ of the Vlasov equation (the collisionless Boltzmann equation) is used to obtain the density, which is then solved to determine the potential $\Phi$ via Poisson’s equation. Our set of equations is

$$\rho = \int f d^3 v, \quad 4\pi G \rho = \nabla^2 \Phi. \quad (2)$$

From Jeans’ theorem, we know that the steady-state distribution function can be expressed via the integrals of motion. When one assumes spherical symmetry, the relevant integrals of motion are the energy (per unit mass) $E = v^2/2 + \Phi$ and the magnitude of the angular momentum $L = |r \times v|$. However, the common convention is to work with the relative potential and the relative energy as defined in Binney & Tremaine (1987), which are given by

$$\Psi \equiv -\Phi + \phi_c \quad \text{and} \quad \mathcal{E} \equiv -E + \phi_c = \Psi - \frac{1}{2} v^2, \quad (3)$$

and $\phi_c$ is identified with the potential at the boundary of the system. It is evident that $\phi_c = 0$ for systems with infinite extent (Mo, van den Bosch & White, 2010).

Let us consider the following set of one-parameter potential–density pairs

$$\Phi = -\frac{GM}{(a^p + r^p)^{1/p}}, \quad (4)$$

$$\rho(r) = \frac{(1 + p) M}{4\pi} \frac{a^p}{r^{2-p}(a^p + r^p)^{2+(1/p)}}, \quad (5)$$

where the parameter $p$ is positive. This family is a particular case of a larger group of models described in Veltmann (1979a, b), and it is convenient henceforth to refer to them as the Veltmann models. They have been studied a great deal in the astrophysical literature since the Plummer ($p = 2$) and the Hernquist ($p = 1$) models are special cases of this family. In addition, it is known that the case $p = \frac{1}{2}$ is similar to the famous NFW profile used to model dark matter haloes (Zhao, 1996). It was shown by Evans & An (2005) that this family possessed a remarkably simple anisotropic distribution function, which was expressed as a double power function of $\mathcal{E}$ and $L$. The family of distribution functions obtained also satisfied the virial theorem locally, leading to them being labelled ‘hypervirial’. Double power models for other potential–density pairs that satisfied the property of hypervirialization were subsequently constructed by An & Evans (2005); Lingam & Nguyen (2014).

After integrating $f$ w.r.t the velocities, we obtain $\rho(r, \Phi)$, which is known as the augmented density. It is extremely useful in computing higher order moments of the distribution function, without actually determining the distribution function itself. In particular, one can use it to compute the velocity dispersions following the approach outlined in Dejonghe (1987) which yields

$$\sigma_r^2 \equiv \langle v_r^2 \rangle = -\frac{1}{\rho(\Phi, r)} \int_0^\Phi \rho(\Phi', r) d\Phi', \quad (6)$$

$$\sigma_\theta^2 \equiv \langle v_\theta^2 \rangle = -\frac{1}{\rho(\Phi, r)} \int_0^\Phi \partial_{\phi_2} \left[ r^2 \rho(\Phi', r) \right] d\Phi', \quad (7)$$

and it must be noted that $\sigma_\phi^2 = \sigma_\theta^2$. Similarly, we note that the expectation values of $v_r, v_\theta$ and $v_\phi$ are all zero as well. We refer the reader to Lingam & Nguyen (2014) for a detailed discussion of the same. The anisotropy parameter $\beta$ is

$$\beta = 1 - \frac{\sigma_\theta^2}{\sigma_r^2}. \quad (8)$$
3 THE VELTMANN MODELS WITH A NEGATIVE COSMOLOGICAL CONSTANT

In this section, we discuss the Veltmann models with an additional potential term included, that mimics the behaviour of a negative cosmological constant. We also discuss some of the implications on the observable properties, when such a term is included. Although the commonly accepted scenario involves the case with a positive cosmological constant, there have been attempts to investigate the signatures and effects of a negative cosmological constant in cosmology and astrophysics (Cardenas et al. 2003; Balaguera-Antolín et al. 2005, 2007; Cardone, Cardenas & Leyva Nodal 2008; Hartle, Hawking & Hertog 2012).

3.1 The basic features

Let us denote the potential of the Veltmann models by $\Phi_M$ where the label $M$ indicates it is the potential arising from the contribution of matter (baryonic and/or dark). To this, we add a new potential, labelled $\Phi_\lambda$ such that the total potential becomes

$$\Phi = \frac{GM}{(a^p + r^p)^{1/p}} + \frac{1}{6} \lambda r^2 = \Phi_M + \Phi_\lambda,$$

and the corresponding density is found via Poisson’s equation to be

$$4\pi G \rho_M + \lambda = \frac{GM(1+p)a^p}{r^{2-p}(a^p + r^p)^{(2+(1/p))}} + \lambda = \nabla^2 \Phi.$$

From the above expression, we see that this is identical to the Newtonian limit of the Einstein field equations, if one identifies $\lambda$ with the cosmological constant (Nowakowski 2001; Axenides, Georgiou & Roupas 2012, 2013). But, the crucial difference is that the above equation describes a negative cosmological constant, since we take $\lambda > 0$ in this section. In the next section, we assume $\lambda < 0$, which amounts to replacing $\lambda$ by $-\lambda$. As a result, equation (10) becomes

$$4\pi G \rho_M - \lambda = \nabla^2 \Phi,$$

which corresponds to the commonly studied case with a positive cosmological constant. Hence, we can use the potential (9) to model the effects of a negative cosmological constant on collisionless astrophysical systems.

A few observations regarding the above equations are necessary before proceeding further. The presence of the additional term in (10) leads to the condition that the mass of the system becomes infinite if the system is of infinite extent. Hence, this requires us to impose a cut-off radius. From (9), we see that $\Phi_M$ is attractive and $\Phi_\lambda$ is repulsive, as seen from their signs, provided that $\lambda > 0$ – an assumption we use throughout the rest of this section. This naturally sug-
gest a cutoff radius where the two balance each other. i.e. we define \( \xi \) such that
\[
\frac{GM}{(a^p + \xi^p)^{1/p}} = \frac{1}{6} \lambda \epsilon^2.
\]
(12)

This assumption also has an important consequence when it comes to computing the distribution function. In \( \phi \), we introduced the variable \( \varphi \), the potential at the boundary. With our choice of cut-off radius, we obtain \( \varphi = \Phi(\xi) = 0 \) and hence \( \Psi = -\Phi \). In other words, this choice of cut-off radius effectively allows us to model our system in a manner similar to systems with infinite extent, since the property \( \varphi = 0 \) is common to both. Next, we note that if \( \lambda = 0 \), one finds that \( \xi \to \infty \) and we recover the case with infinite extent. We introduce the variables
\[
\Phi_0 = \frac{GM}{a}, \quad \rho_0 = \frac{M}{4\pi a^3}, \quad x = \frac{r}{a}, \quad \epsilon = \frac{\lambda a^3}{6GM},
\]
which allows us to express the potential–density pair as follows
\[
\Psi = -\Phi = \Phi_0 \left[ \frac{1}{(1 + x p)^{1/p}} - \epsilon x^2 \right],
\]
(14)
\[
\rho = \rho_0 \left[ \frac{(1 + p)x^{p-2}}{(1 + x p)^{2+(1/p)}} + 6\epsilon \right].
\]
(15)

The dimensionless cutoff radius, defined via \( \chi = \xi/a \) satisfies \( \Psi = 0 \), where \( \Psi \) is given by (14).

The most common method for determining distribution functions relies on Eddington’s formula, which involves finding \( \rho \) as a function of \( \Psi \) and performing an Abel inversion. However, in order to do so we need to solve for \( r(\Psi) \) and then plug into \( \rho(r) \). From (14), it is clear that one would need to solve a complicated algebraic equation in \( x \). For the Plummer and Hernquist models, one can convert the equation to a cubic in \( x \) and \( x^2 \), respectively. Despite this simplification, the inversion that determines \( \rho(\Psi) \) is quite involved. Instead, we use (14) to obtain
\[
\frac{1}{(1 + x^p)^{1/p}} = \frac{\Psi}{\Phi_0} + \epsilon x^2,
\]
(16)
and we shall introduce the augmented density
\[
\rho = \rho_0 \left[ (1 + p) \left( \frac{\Psi}{\Phi_0} + \epsilon x^2 \right)^{2p+1} x^{p-2} \right. \]
\[
+ 6\epsilon (1 + x^p)^\nu \left( \frac{\Psi}{\Phi_0} + \epsilon x^2 \right)^{\nu p} \right],
\]
(17)

which was constructed by the substitution of (16) into (15) and some subsequent algebraic manipulations. In the above expression, the parameter \( \nu \) is an arbitrary positive number. From the above expression, the familiar hypervirial family \( (E \text{vans} \& A \text{n} \ 2005) \) is recovered on setting \( \epsilon = 0 \). Furthermore, it is evident that the augmented density is a valid one since it is always positive. This follows from the fact that \( x \), \( \epsilon \) and \( \Psi \) are strictly positive. One could easily make up increasingly complex augmented densities by multiplying and dividing with the factors introduced in (16), but this is not the primary aim of the paper.

There are multiple methods that can be used to obtain the distribution function from the given augmented density. The first involves the application of the Laplace-Mellin formalism outlined in [Dejonghe, 1986] and [Baes \& van Hese, 2007], and the references therein, by carrying out a complicated double-integral transform. Alternatively, we could make use of the fractional derivative approach as outlined in [Pedraza, Ramos-Caro \& Gonzalez, 2008] or the equivalent approach developed in [Jiang \& Ossipkov, 2007a,b] and [An, van Hese \& Baes, 2012] will not be directly applicable here. As a result, it is evident that computing the distribution function and analysing its validity via phase-space consistency checks are both complicated procedures. Hence, we shall instead work with the augmented density (17) which is known to be non-negative, and use it to compute the velocity dispersions.

We reiterate that the augmented density (17) is by no means unique, and although it is non-negative, there is no such guarantee for its corresponding distribution function. This augmented density was chosen since it reduces to the hypervirial family, which has been studied elsewhere in the literature, and because it possesses a relatively uncomplicated form.

3.2 Discussion

We return to (13) where we first introduced the value of \( \epsilon \). In order to proceed further, we must obtain an estimate as to the value of \( \epsilon \). Because the cosmological constant is not expected to play a significant role (in general) at small scales, we expect \( \epsilon \) to be quite small. For our system, we know that \( a \) and \( M \) represent the characteristic length scale and total mass of the matter component. Hence, we can identify the factor of \( M/a^3 \) that appears in (13) with the characteristic mass density of the matter component, which we denote by \( \rho_m \). We see that \( \epsilon \propto \rho_m^{-1} \), holding \( \lambda \) fixed, and hence the contributions of \( \epsilon \) to the overall dynamics become important when \( \rho_m \) is low. Such a situation is more commonly encountered in dark matter haloes, which are much more rarefied than their baryonic counterparts (galaxies).

For instance, if we consider our Milky Way halo [Battaglia et al., 2005] and assume \( M \sim 10^{12}M_\odot \) and \( a \sim 120 \text{ kpc} \), we find that the value of \( \epsilon \) is approximately in the range \( 10^{-3} - 10^{-4} \). In the solar neighbourhood [Bahcall, 1984], if we assume that the density is roughly \( 0.1M_\odot \text{ pc}^{-3} \), we obtain \( \epsilon \sim O(10^{-5}) \). If we consider the regions in the galactic centre, the value of \( \rho_m \) is even higher, and that of \( \epsilon \) is consequently lowered. In Table 1 some of the characteristic values of \( \epsilon \) and their cut-off radii are presented.

The total mass present in this system, up to the cutoff radius is found by integrating (15) from \( x = 0 \) to \( x = \chi \) and is found to be
\[
\frac{M_\chi}{M} = (\epsilon \chi^3)^p \left[ 2 + (\epsilon \chi^3)^p \right].
\]
(18)

The ratio of \( M_\chi \) to \( M \) can be interpreted as the ratio of the total mass arising from the contribution of dark energy + matter versus the total mass present if there were zero dark energy. The choice of \( \chi \) was motivated by choosing the point where the potentials cancelled out, but it must be emphasized that the cutoff radius is totally arbitrary. Hence, this ratio is not very significant, although the situation is very
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Table 1. $\chi$ values for Veltmann models

| $\epsilon$    | $\chi(p = 1/2)$ | $\chi(p = 1)$ | $\chi(p = 2)$ |
|---------------|-----------------|---------------|---------------|
| $10^{-3}$     | 8.19            | 9.68          | 9.98          |
| $10^{-4}$     | 18.78           | 21.2          | 21.54         |
| $10^{-5}$     | 42.19           | 46.1          | 46.41         |
| $10^{-6}$     | 93.65           | 99.7          | 100           |

The table illustrates how the same values of $\epsilon$ lead to (minor) differences in the value of $\chi$ for different models. The value of $\chi$ is computed for the NFW-like ($p = 1/2$), Hernquist ($p = 1$) and Plummer ($p = 2$) models, for several values of $\epsilon$.

different for $\lambda < 0$, as we shall see. However, one important point does deserve to be mentioned. For $p = 1$ and $p = 2$, one finds that $\epsilon x^3 \approx 1$, which implies that $\lambda = \frac{\lambda x}{\epsilon^2} \approx 3$. The result is (nearly) independent of the choice of $p$ and $\epsilon$.

We shall now discuss some of the effects on the observable properties of the Veltmann models that arise from a non-zero $\lambda$ (or equivalently $\epsilon$). The calculations have been delegated to Appendix A and their final implications are discussed in this subsection.

In Fig. 1 the circular velocities for the Plummer, Hernquist and NFW-like models are depicted. It is seen that the case with $\epsilon = 10^{-3}$ changes the curves significantly, which implies that the effects of $\lambda$ become significant in dilute environments. In particular, note that the circular velocities fall off as $r^{-1}$ (Keplerian behaviour) for large values of $r$, and this is counteracted by the $\epsilon x^2$ term present in (A7).

A much more remarkable effect arising from the addition of $\lambda$ is to be found in the isotropic velocity dispersion profiles for the Plummer, Hernquist and NFW-like models. In Fig. 2 it is seen that the cases with $\epsilon = 10^{-3}$ and $\epsilon = 10^{-4}$ alter the profiles significantly, particularly the former. In fact, we see that the profiles become non-monotonic for all non-zero values of $\epsilon$, with the possible exception of the cases where $\epsilon = 10^{-6}$. It is evident that curves with differing values of $\epsilon$ give rise to visibly different profiles. Hence, one could potentially use the structure of the curves to either constrain the characteristic density $\rho_m$ or the value of $\lambda$ since $\epsilon \propto \lambda (\rho_m)^{-1}$.

The dimensionless surface density profiles are plotted as a function of $y = R/a$ in Fig. 3. The NFW-like profile is not depicted, since it cannot be easily expressed in terms of elementary functions, and was consequently not calculated in Appendix A. The surface density for the Hernquist model splits into two different algebraic expressions, one for $y < 1$ and the other for $y > 1$. However, it is continuous and differentiable across the transition point $y = 1$. As a result, there are two plots for the Hernquist surface density in Fig. 3 to account for the different expressions for $\Sigma$. From Fig. 3 we see that the surface density increases when $\epsilon$ is higher, and the density profiles with different $\epsilon$-values are easily distinguishable for higher values of $y$.

For the augmented density introduced in (17), the corresponding velocity dispersions and the anisotropy parameter were computed in Appendix A. These profiles are plotted in Fig. 4 where $\nu = 1$ was chosen for all the panels. It is seen that higher values of $\epsilon$ lead to significant changes in the structure of the dispersion profiles. The anisotropy parameter $\beta$ is even more sensitive to distinguishing between profiles with different values of $\epsilon$ in the outer regions. It is seen that some of the velocity dispersion profiles for higher values of $\epsilon$ are highly non-monotonic. For $p < 2$, the density has a cusp around the origin, and we compute the slope of the cusp, denoted by $\gamma_0$, and the anisotropy parameter at $x = 0$, denoted by $\beta_0$. We find that the cusp slope–central anisotropy inequality (An & Evans 2006) is saturated, i.e. we have $\gamma_0 = 2\beta_0$ for the distribution functions arising from the augmented density (17).

4 THE VELTMANN MODELS WITH A POSITIVE COSMOLOGICAL CONSTANT

In the previous section, we have assumed that $\lambda > 0$, and we now consider the opposite scenario where $\lambda < 0$. It is possible, simply via $\lambda \rightarrow -\lambda$, to study the dynamics in the presence of a positive cosmological constant.

This amounts to $\epsilon \rightarrow -\epsilon$ in most of the algebraic expressions obtained. Note that $\lambda$ and $\epsilon$ are still positive, but the additional negative sign allows us to model the system as if it were in the presence of a positive cosmological constant. The potential–density pair for these models is now given by

$$\Phi = -\Phi_0 \left[ \frac{1}{(1 + 2\nu)^{1/p}} + \epsilon x^2 \right],$$

(19)
Figure 4. All of the above panels depict the $\lambda > 0$ models. Panels (a), (d) and (g) depict $\sigma^2_r$ vs $x$ for the Plummer, Hernquist and NFW-like profiles respectively. Panels (b), (e) and (h) depict $\sigma^2_\theta$ vs $x$ for the Plummer, Hernquist and NFW-like profiles respectively. Panels (c), (f) and (i) depict $\beta$ vs $x$ for the Plummer, Hernquist and NFW-like profiles respectively. For all panels: the curves with unbroken, thick-dotted, dotted, dot-dashed and dashed correspond to the values of $\epsilon = 0, 10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}$ respectively; the velocity dispersions are given in dimensionless units.

Figure 5. The circular velocity as a function of $x$ for the $\lambda < 0$ Veltmann models. Left-hand panel: circular velocity for the $p = 2$ Plummer model. Central panel: circular velocity for the $p = 1$ Hernquist model. Right-hand panel: circular velocity for the $p = 1/2$ NFW-like model. For all panels: the curves with unbroken, thick-dotted, dotted, dot-dashed and dashed correspond to the values of $\epsilon = 0, 10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}$ respectively. Note that the circular velocities have been converted to dimensionless units before plotting.

\[ \rho = \rho_0 \left[ \frac{(1 + p)x^{p-2}}{(1 + x^p)^{2+(1/p)}} - 6\epsilon \right]. \]  \hspace{1cm} (20)

There are interesting and subtle differences between the models. The first arises from the difference in the cutoff radius. For the models in the previous section, the cutoff radius was arbitrary, and this degree of freedom enabled us to choose the cutoff radius $\chi$ such that $\Phi(x = \chi) = 0$. In turn, this choice of $\chi$ led to the relation $\Psi = -\Phi$ through the use of \( \mathcal{E} \). In our case however, there is no arbitrariness possible in the choice of the ‘cut-off’ radius. There are
two radii that define themselves automatically, through the constraints of the system.

The first is the point at which the density changes sign, and if we require the density to be always non-negative, this immediately constrains the maximum extent of the system. Let us denote this cutoff radius by $\chi_d$, which is found via setting (20) to zero. Next, we consider the expression for the gravitational potential, evident from (3), must also be converted to dimensionless units before plotting.

\[
\chi = -\frac{\Phi}{\dot{\Phi}}
\]

and this immediately suggests a second cutoff, when the above expression vanishes. Physically, this represents the point of zero gravity, where the force exerted by the matter is balanced by the contribution arising from the dark energy. We shall denote this second cutoff by $\chi_f$. We find that $\Phi (x = \chi_d) \neq 0$ and $\Phi (x = \chi_f) \neq 0$, which implies that we cannot simply set $\Psi = -\Phi$. The boundary contribution to the gravitational potential, evident from (3), must also be included. Hence, we cannot simply replace $\epsilon \to -\epsilon$ in (17), since it was derived under the assumption that $\Psi = -\Phi$.

Most of the mathematical expressions derived in Appendix A are still valid, upon using $\epsilon \to -\epsilon$, since they do not presuppose any knowledge beyond the basic potential–density pair given by (19) and (20).

We can compute the mass enclosed within the two different cutoff radii, if one uses $\chi_f$, it is clear that the mass enclosed is zero. This arises from the fact that $\frac{d\Phi}{dx} \propto \rho^2 \propto M(x)$, and since $\frac{d\Phi}{dx} = 0$ at $x = \chi_f$, the mass enclosed is also zero. The second cutoff radius yields a mass

\[
\frac{M_d}{M} = \frac{\chi_d^{p+1}}{1 + \chi_d^{p+1}} - 2\epsilon \chi_d^3.
\]

We can obtain a much simpler estimate by using $\epsilon \ll 1$ and $x \gg 1$. The latter is not always true, even when the former is valid, but it suffices for a crude estimate. Using these approximations in (20), we can solve for $\chi_d$, and then substitute the resultant value into (22). Thus, we find that

\[
\frac{M_d}{M} \approx 1 - \left[ \left( \frac{1 + p}{3} \right)^3 (2\epsilon)^{p/3} \right]^{1/(p+3)},
\]

which implies that $\Delta M = M - M_d \sim M \epsilon^{p/(p+3)}$.

In Table 2, the cutoff radii $\chi_d$ and the corresponding masses $M_d$ are calculated for the NFW-like, Hernquist and Plummer models, for different values of $\epsilon$. For the Plummer model, we rapidly approach the value of near-unity for $M_d/M$ as one moves to lower values of $\epsilon$, but the situation is quite different for the Hernquist and NFW-like models, especially the latter.

From Fig. 5, we see that the presence of a finite $\epsilon$ alters

Figure 6. The isotropic velocity dispersion as a function of $x$ for the $\lambda < 0$ Veltmann models. Left-hand panel: isotropic velocity dispersion for the $p = 2$ Plummer model. Central panel: isotropic velocity dispersion for the $p = 1$ Hernquist model. Right-hand panel: isotropic velocity dispersion for the $p = 1/2$ NFW-like model. For all panels: the curves with unbroken, thick-dotted, dotted, dot-dashed and dashed correspond to the values of $\epsilon = 0, 10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}$ respectively. Note that the velocity dispersions have been converted to dimensionless units before plotting.

Figure 7. The surface density as a function of $y = R/a$ for the $\lambda > 0$ Veltmann models. Left-hand panel: surface density for the $p = 2$ Plummer model. Central panel: surface density for the $p = 1$ Hernquist model within the range $0 < y < 1$. Right-hand panel: surface density for the $p = 1$ Hernquist model within the range $1 < y < 7$. For all panels: the curves with unbroken, thick-dotted, dotted, dot-dashed and dashed correspond to the values of $\epsilon = 0, 10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}$ respectively. Note that the surface densities have been converted to dimensionless units before plotting.
the circular velocity, particularly for the case where \( \epsilon = 10^{-3} \). The effect experienced is exactly opposite to that seen in Fig. [1] since the rotation curves grow steeper, falling-off more rapidly as one moves to higher values of \( \epsilon \).

In Fig. [6] the isotropic velocity dispersions for the \( \lambda < 0 \) cases are plotted for the three Veltmann models of interest. As one would expect, the plots obtained are quite different compared to Fig. [3] (with \( \lambda > 0 \)) and discussed in the previous section. As the value of \( \epsilon \) is increased, these effects become more prominent, thereby enabling us to distinguish clearly between profiles with different values of \( \epsilon \). The effects are opposite to those observed in the case where \( \lambda > 0 \). This effect is also seen with respect to Fig. [7] as compared to Fig. [3] (with \( \lambda > 0 \)). There are two plots for the Hernquist profile in Fig. [7] since there exist two different algebraic expressions for \( \Sigma \), as noted earlier. It is seen that the surface density is lowered as \( \epsilon \) increases, and the profiles are increasingly distinguishable when one moves towards the outer regions of \( y \).

5 THE GRAVITATIONAL EFFECTS FROM NEIGHBOURING OBJECTS

From the preceding sections, we have seen that the effects of the cosmological constant become discernible when \( x \sim \mathcal{O}(1) \), i.e. in regions where the radial distance \( r \) is a few times larger than the scale length \( a \). However, it must be noted that other effects come into play in these regions as well - the gravitational effects of other (external) objects become important; by ‘objects’ we are referring to the type of system under consideration such as galaxies, globular clusters, etc. As a result, it is likely that the additional gravitational effects may wash out the effects of the cosmological constant, which would prevent any experimental verification of these effects. In order to analyse such a scenario, we consider the following toy model to better understand the situation.

Let us call our main object as the ‘parent’ and the far-off neighbour as the ‘perturber’. We assume that the distance between the two is denoted by \( R_0 \). As a result, we can use the law of cosines to conclude that the distance of the perturber from the radial observation point \( r \) is given by \( r' = \sqrt{R_0^2 + r^2 - 2R_0 r \cos \gamma} \). As we have modelled the parent via the Veltmann models, we shall consider the perturber as being described by a Veltmann model as well. Let us denote the scale length of the perturber by \( b \) and the mass by \( M_p \). Now, we introduce the following assumptions:

(i) \( R_0 \gg a \) and \( R_0 \gg b \) can be justified since the inter-distance between the two objects is much higher than the scale length of the object. This is mostly the case in many astrophysical systems.

(ii) \( R_0 \gg r \) is justified on the grounds that we are interested in values of \( r \) which are typically of the order of the scale length \( a \) (a few times higher).

As a result, note that \( r' \), which ranges from \( R_0 - r \) to \( R_0 + r \) is very nearly equal to \( R_0 \) through the application of the second assumption. For the sake of simplicity henceforth, we shall assume that \( \gamma = 0 \), i.e. the parent, the perturber and the radial observation point all lie on a straight line implying that \( r' = R_0 - r \). The Veltmann potential-density pair for the perturber is found by noting that it identical to that of (14) and (15), with \( r \) replaced by \( r' \), the absence of the term involving \( \epsilon \), and the other parameters suitably changed as well. As a result, we obtain

\[
\Psi_{\text{ext}} = -\Phi_{\text{ext}} = \Phi_0 \left( \frac{\Delta}{(\delta m + x m)^{\frac{3}{2}}} \right), \\
\rho_{\text{ext}} = \rho_0 \left( \frac{(1 + m) \Delta x^m}{(\delta m + x m)^{\frac{3}{2} + \frac{1}{2}}} \right),
\]

where the new parameters are defined to be

\[
\Delta = \frac{M_p}{M}, \quad \delta = \frac{b}{a}, \quad x' = \frac{R_0}{a} - x = x_0 - x.
\]

Before proceeding further, let us carry out an estimate as to how the density of the perturber stacks up against the parent density at a distance of \( x \sim 5 \). From the two assumptions listed above, we find that

\[
\rho_{\text{ext}} \approx \rho_0 \left( \frac{(1 + m) \Delta x_0}{(x_0 - x)^{m+3}} \right),
\]

and the density arising from the cosmological constant is given by

\[
\rho_\lambda = \rho_0 \left( 1 + p \right) \left( \frac{6 \epsilon}{1 + p} \right).
\]

Let us evaluate the ratio of the above two quantities by using the values of \( \Delta = 1, \delta = 2 \) and \( x_0 = 50 \) in the above expressions. These choices are motivated by our choice of the Milky Way (parent) and M31 (perturber) system. In addition, we consider the case where \( p = m = 1 \) and \( \epsilon = 10^{-4} \), and we find that \( \rho_{\text{ext}}/\rho_\lambda \approx 1.6 \times 10^{-3} \) indicating that the influence of the perturber in this particular scenario is weak.

However, we are much more interested in the effects that the perturber has on the physically relevant quantities, such as the velocity dispersion, surface density, etc. A comprehensive study is beyond the scope of our present work. A rigorous calculation of the (isotropic) velocity dispersion would entail the use of \( \rho_{\text{tot}} = \rho + \rho_{\text{ext}} \) in (A5), where \( \rho \) is given.

### Table 2. \( \chi_d \) and \( M_d \) values for Veltmann models

| \( \epsilon \) | \( \chi_d (p = 1/2) \) | \( \chi_d (p = 1) \) | \( \chi_d (p = 2) \) | \( M_d/M (p = 1/2) \) | \( M_d/M (p = 1) \) | \( M_d/M (p = 2) \) |
|---|---|---|---|---|---|---|
| \( 10^{-3} \) | 2.84 | 3.55 | 3.32 | 0.20 | 0.52 | 0.80 |
| \( 10^{-4} \) | 6.40 | 6.86 | 5.40 | 0.32 | 0.70 | 0.92 |
| \( 10^{-5} \) | 13.75 | 12.77 | 8.65 | 0.44 | 0.82 | 0.97 |
| \( 10^{-6} \) | 28.65 | 23.28 | 13.76 | 0.55 | 0.89 | 0.99 |
Veltmann models with a cosmological constant

Figure 8. All of the above panels depict the $\lambda > 0$ Plummer models with $\epsilon = 10^{-4}$. Panels (a), (b) and (c) have $\delta = 0.5$ with $x_0 = 25, 50, 100$ respectively. Panels (d), (e) and (f) have $\delta = 1$ with $x_0 = 25, 50, 100$ respectively. Panels (g), (h) and (i) have $\delta = 3$ with $x_0 = 25, 50, 100$ respectively. For all panels: the curves with unbroken, dashed, dot-dashed and dotted correspond to the values of $\Delta = 0, 0.3, 1, 3$ respectively; the velocity dispersions are given in dimensionless units.

by (15). Similarly, one would need to define $\Phi_{\text{tot}} = \Phi + \Phi_{\text{ext}}$ with $\Phi$ given by (14) and use $\Phi_{\text{ext}}$ in (A5).

Instead, we present a semi-heuristic calculation. If we treat the perturbed potential–density pair as an independent quantity, we can find its isotropic velocity dispersion by using the appropriate Jeans' equation in terms of $\rho_{\text{ext}}$ and $\Phi_{\text{ext}}$ alone. For the Plummer model, the calculation is simple (Dejonghe 1987; Evans & An 2005), with the result

$$\left(\sigma^2_r\right)_{\text{ext}} = \frac{\Psi_{\text{ext}}}{6} = \frac{\Phi_0}{6} \frac{\Delta}{(\delta^2 + x^2)^{1/2}}. \tag{28}$$

Now, we can add this expression to the one obtained in (A7) and plot the resultant velocity dispersion as a function of $x$, which is undertaken in Fig. 8. Note that Fig. 8 depicts the effects of a gravitational perturber on the parent system with a negative cosmological constant; similar results to the ones described below are found even when the case with a positive cosmological constant are taken into account.

In all the panels, the case with $\Delta = 0$ corresponds to the absence of the perturber's effects, i.e. it amounts to the expression (28) becoming identically zero. We find that increasing $\Delta$, which amounts to the perturber becoming increasingly massive, results in the velocity dispersion profiles becoming shifted upwards. In other words, the more massive the perturber, the greater its effects on the profiles, which is an expected result. Similarly, we see that the choices with lower $x_0$ lead to slightly higher values. This indicates that the closer the perturber to the main system, the greater its influence – a result along expected lines. We also note that the dependence of the velocity profiles on $\delta$ is minimal for our choice of values for $\delta$. It is worth emphasizing that each of the panels depicts the same phenomenon - the 'structure' of the profiles is mostly left unchanged. In the previous sections, we showed that the cosmological constant altered the structure of the profiles significantly, when $\epsilon$ was suitably low; this is illustrated through Figs. 2 and 4. Fig. 8 suggests that this structure-altering feature of the cosmological constant is still preserved under the influence of external systems, as long as they are not massive or closely spaced enough.

It is worth mentioning once more that the resultant velocity dispersion is not accurate, since it wasn't derived in a fully self-consistent manner by solving the radial component of Jeans' equations (A5), while using $\Phi_{\text{tot}}$ and $\rho_{\text{tot}}$ as the potential–density pair. Yet, it does present us with a crude estimate of the gravitational effects of the perturber on the
Veltmann models with a non-zero cosmological constant. In summary, if one considers a self-consistent system, there are two additional effects that compete against one another to affect the physically observable profiles. They correspond to the following.

(i) The cosmological constant, which becomes relevant on increasingly larger scales (the outer regions) since its corresponding gravitational potential increases as the square of the distance.

(ii) The presence of neighbouring systems. In the outer regions, we move closer to the neighbouring system, increasing its gravitational effects. In turn, this influences the observable properties predicted by our models.

Let us determine the critical point $x_b$ where the density contributed by the gravitational constant becomes comparable to that of the perturber. This occurs when

$$6\epsilon = \frac{(1 + m) \Delta \delta^m x^m - 2}{(\delta^m + x^m)^2 + (1/m)}$$  \hspace{1cm} (29)$$

In Table 3, the critical points have been determined for some of the more commonly used Veltmann models, with suitable choices of the free parameters. It is seen that the density from the neighbouring system dominates the cosmological constant only at very large distances – far outside the range of $x$ which we have plotted in all the previous figures.

Before rounding off this section, we emphasize once more that several features of our toy model represent simplifications – the presence of a single perturber, the assumption that the perturber lies along the radial direction, and the calculation of the velocity dispersion by breaking it down into the contribution from the parent system and that of the perturber. However, many of these calculations do appear to suggest that the velocity profiles, densities, etc. are not significantly affected by the presence of neighbouring systems. It must be noted that there are several instances where these effects may play a significant role. If we suppose our parent system to be one of the Milky Way’s dwarf satellites, and the perturber to be the Milky Way, the huge discrepancies in the masses result in a very high value of $\Delta$, and this causes the velocity dispersions and net densities to be altered significantly. A second such scenario is possible when the parent and the perturber are relatively close, i.e. the value of $x_b$ is not very high, thereby leading to a higher degree of interaction. In both these cases, we expect the effects of the cosmological constant to be washed out.

### Table 3. $x_b$ values for the Veltmann models

| $\epsilon$ | $x_b$ ($m = 1/2$) | $x_b$ ($m = 1$) | $x_b$ ($m = 2$) |
|------------|------------------|----------------|----------------|
| $10^{-3}$  | 47.16            | 46.45          | 46.68          |
| $10^{-4}$  | 43.61            | 43.14          | 44.6           |
| $10^{-5}$  | 36.26            | 37.20          | 41.35          |
| $10^{-6}$  | 21.34            | 26.73          | 36.24          |

The table illustrates the dependence of the critical point $x_b$ on $\epsilon$ for different models. The value of $x_b$ is computed for the NFW-like ($p = 1/2$), Hernquist ($p = 1$) and Plummer($p = 2$) models, for several values of $\epsilon$. In carrying out these computations using \[\text{(29)},\] the values $\Delta = 1$ and $x_0 = 50$ were used throughout.

### 6 CONCLUSION

In this paper, we have investigated the effects of an additional potential $\Phi_\lambda$ that mimics the behaviour of the cosmological constant. The case with $\lambda > 0$ and $\lambda < 0$ were both considered, and they yield contrasting results, as expected. In both cases, we computed the cut-off radii, and showed that the latter scenario gave rise to intrinsic cut-off radii. The mass present within this cut-off radius are also computed in both the cases, and it is shown that the cases with $\lambda < 0$ (the positive cosmological constant) lead to model-dependent results. We show that quantities such as the circular velocity and the surface density are shifted upwards (downwards) by the presence of a negative (positive) cosmological constant, as expected. However, it was shown that each of these profiles became quite different as one moved towards higher values of the radius, allowing us to differentiate between the profiles.

The most remarkable effects of a finite value of $\epsilon$, defined via \[\text{(13)},\] are exhibited through the velocity dispersion profiles. The presence of a negative $\epsilon$ leads to a steeper fall-off of the profiles, implying that the positive cosmological constant can play a role in altering the shape and structure of the profiles. However, the case where $\epsilon > 0$ (negative cosmological constant) yields some unusual results. It is shown that the well-behaved dispersion profiles for $\epsilon = 0$ grow increasingly non-monotonic for higher values of $\epsilon$. The anisotropy parameter is also very sensitive to these changes, even allowing us to distinguish between the smallest non-zero $\epsilon$ and the $\epsilon = 0$ profiles. In other words, the studies of models with a negative cosmological constant are severely constrained by this analysis, since the structure of the velocity dispersion profiles is highly sensitive to the presence of a finite $\epsilon$.

The relation $\epsilon \propto \lambda (\rho_m)^{-1}$, where $\rho_m$ is the characteristic density of the matter component, also has important consequences. In dilute environments, we expect the corrections to the observable quantities, arising from the presence of a non-zero $\epsilon$, to become significant. Dark matter haloes represent one such possible environment, and it is possible that the effects of the cosmological constant may need to be taken into account when modelling them.

There remains one other possibility since the cosmological constant is shown to have discernible effects in the outer regions – the influence of neighbouring systems. In Section 5, we present a heuristic analysis of this scenario, and the conditions under which the neighbouring systems play a significant role were elucidated. It is suggested that the cosmological constant may still play an important role, except when the neighbours are closely spaced, or when they are much more massive than the central system. It is also suggested that the general shapes and structures of the velocity dispersion profiles are mostly preserved, even when neighbouring systems are taken into account. As a result, the structure-altering properties of the cosmological constant still appear to be present, even if diminished somewhat.

Avenues for future work include carrying out the computations to determine the rest of the projected quantities, and the construction of an explicit (and valid) distribution function for the Veltmann models in the presence of a finite cosmological constant.
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APPENDIX A: OBSERVABLE PROPERTIES FOR THE $\lambda > 0$ MODELS

The circular velocity for the Veltmann models in the presence of a non-zero $\lambda$ is given by

$$v_c^2 = \frac{d\Phi}{dx} = \frac{x^p}{(1 + x^p)^{1 + (1/p)} + 2ex^2}. \quad (A1)$$

One can also compute the surface density via

$$\Sigma = 2 \int_{R}^{\infty} \frac{\rho(r)r dr}{\sqrt{r^2 - R^2}}, \quad (A2)$$

and the expressions turn out to be rather complicated for a generic value of $p$. In the above expression, one must note that the upper bound of $r \to \infty$ must be replaced by the cutoff radius, since our system is of finite extent. For the Plummer model, we have

$$\Sigma(y) = \frac{3 + y^2 + 6\sqrt{1 + x^2} (1 + y^2)^2 (1 + \chi^2) + 2x^2}{2\pi (1 + x^2)^{3/2} (1 + y^2)^2 (\chi^2 - y^2)^{-1/2}} \quad (A3)$$

where we have defined the dimensionless variables $y = R/a$ and $\Sigma = \frac{\Sigma}{2\pi}$. For the Hernquist model, we find that

$$\Sigma(y) = \frac{1}{2\pi} \left[ \sqrt{x^2 - y^2} \left[ 6 + \frac{4 - 3x + y}{(1 + \chi^2)} \right] \right] \quad (A4)$$

$$+ \frac{2 + y^2}{(1 - y^2)^{3/2}} \ln \left( \chi + y^2 - \sqrt{1 - y^2} \sqrt{\chi^2 - y^2} \right).$$

If we let $\chi \to \infty$ and $\epsilon \to 0$, the familiar expression for the Plummer and Hernquist profiles (Evans & An 2005)
are recovered. It is also possible to calculate the LOSVD for the Plummer and Hernquist models, but we shall not present the results of this calculation, as they are quite cumbersome. The cumulative surface brightness is yet another physically relevant expression that can be derived once $\Sigma$ has been determined.

For the isotropic case with $\beta = 0$, one can evaluate the velocity dispersion profiles without explicitly computing the distribution function. We use the radial component of the spherical Jeans' equation, with $\beta = 0$ and the boundary condition $\sigma^2_r = 0$ when $x = \chi$, which on simplification reduces to

$$
\sigma^2_r = \frac{1}{\rho(r)} \int_r^\infty \rho(r') \frac{d\Phi(r')}{dr'} dr'.
$$

(A5)

In general, this turns out to be a highly complicated expression for arbitrary $p$. For the Hernquist model, we obtain

$$
\frac{\sigma^2_r}{\Phi_0} = \frac{F_H (\chi) - F_H (x)}{x^{-3} (1 + x)^{-3} + 3 \epsilon},
$$

(A6)

$$
F_H (x) = \left[ \frac{1}{4 (1 + x)^3} + \frac{1}{3 (1 + x)^3} + \frac{1 - 2 \epsilon}{2 (1 + x)^2} + \frac{1 - 3 \epsilon}{1 + x} \right.
$$

$$
- 6 \epsilon (1 + x) + 3 \epsilon (1 + x)^2 + \ln \left( \frac{x}{1 + x} \right) \right].
$$

Upon solving for the Plummer model, one has

$$
\frac{\sigma^2_r}{\Phi_0} = \frac{F_P (\chi) - F_P (x)}{(1 + x^2)^{-5/2} + 2 \epsilon},
$$

(A7)

$$
F_P (x) = -1 + 12 \epsilon^2 (1 + x^2)^4 - 4 \epsilon (1 + x^2)^{1/2} (4 + 7 x^2 + 3 x^4)
$$

$$
6 (1 + x^2)^{-3/2}
$$

Lastly, the case with $p = 1/2$ yields

$$
\frac{\sigma^2_r}{\Phi_0} = \frac{F_N (\chi) - F_N (x)}{x^{-1/2} (1 + \sqrt{x})^{-4} + 4 \epsilon},
$$

(A8)

$$
F_N (x) = \left[ \frac{1}{3 (1 + \sqrt{x})^2} + \frac{6}{5 (1 + \sqrt{x})^2} + \frac{3}{(1 + \sqrt{x})^4} \right]
$$

$$
- \frac{4 (-5 + \epsilon)}{3 (1 + \sqrt{x})^2} + \frac{15 - 4 \epsilon}{(1 + \sqrt{x})^2} + \frac{42}{x} + \frac{14}{\sqrt{x}} + 4 \epsilon^2 x^2 - 56 \ln \left( \frac{1 + \sqrt{x}}{\sqrt{x}} \right) \right].
$$

By construction, it is evident that (A6), (A7) and (A8) are zero when $x = \chi$. This is consistent with the assumption that our system is of finite extent, and does not extend beyond the cutoff radius.

Next, we consider the scenario where the distribution function, and consequently the velocity dispersions, are anisotropic. We make use of (17) in (6) and (7) to compute the velocity dispersion profiles. After some algebra, we find that

$$
\frac{\sigma^2_r}{\Phi_0} = \frac{1}{2} \frac{6 \epsilon}{1 + x^p} \left(1 + x^p\right)^{-(2p+1)/p} - (\epsilon x^2)^{2p+2}
$$

$$
(1 + p)x^{p-2} (1 + x^p)^{-2-(1/p)} + 6 \epsilon
$$

(A9)

$$
\sigma^2_r = \left[ \frac{\epsilon (1 + p) x^p \left(1 + x^p\right)^{-2(1/p)} - (\epsilon x^2)^{2p+1}}{(1 + p)x^{p-2} (1 + x^p)^{-2-(1/p)} + 6 \epsilon}
$$

(A10)

$$
+ \frac{p}{2} x^{p-2} \left(1 + x^p\right)^{-2(1/p)} - (\epsilon x^2)^{2p+2}
$$

$$
(1 + p)x^{p-2} (1 + x^p)^{-2-(1/p)} + 6 \epsilon
$$

$$
+ \frac{3 \epsilon x^p \left(1 + x^p\right)^{-(2p+1)/p} - (\epsilon x^2)^{2p+1}}{(1 + p)x^{p-2} (1 + x^p)^{-2-(1/p)} + 6 \epsilon}
$$

$$
(1 + p)x^{p-2} (1 + x^p)^{-2-(1/p)} + 6 \epsilon
$$

From the above expressions, it is clear that the velocity dispersions vanish when $x = \chi$, akin to the isotropic case, when one uses the definition of $\chi$. In addition, the positivity of all the variables ensures that the resultant velocity dispersions are also positive. The anisotropy parameter can be evaluated in a similar manner by using (8).