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Abstract
Network traffic classification has become significantly important with rapid growth of current Internet network and online applications. There have been numerous studies on this topic which have led to many different approaches. Most of these approaches use predefined features extracted by an expert in order to classify network traffic. In contrast, in this study, we propose a deep learning based approach which integrates both feature extraction and classification phases into one system. Our proposed scheme, called “Deep Packet,” can handle both traffic characterization, in which the network traffic is categorized into major classes (e.g., FTP and P2P), and application identification in which identification of end-user applications (e.g., BitTorrent and Skype) is desired. Contrary to the most of current methods, Deep Packet can identify encrypted traffic and also distinguishes between VPN and non-VPN network traffic. After an initial pre-processing phase on data, packets are fed into Deep Packet framework that embeds stacked autoencoder and convolution neural network (CNN) in order to classify network traffic. Deep packet with CNN as its classification model achieved $F_1$ score of 0.95 in application identification task and it also accomplished $F_1$ score of 0.97 in traffic characterization task. To the best of our knowledge, Deep Packet outperforms all of the proposed classification methods on UNB ISCX VPN-nonVPN dataset.
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1. Introduction

Network traffic classification is an important task in modern communication networks [1]. Due to the rapid growth of high throughput traffic demands, in order to properly manage network resources, it is vital to recognize different types of applications utilizing network resources. Consequently, accurate traffic classification has become one of the prerequisites for advanced network management tasks such as providing appropriate Quality-of-Service (QoS), pricing, anomaly detection, etc. Traffic classification has attracted a lot of interests in
both academia and industrial activities related to network management (e.g., see [2], [3], [4] and the references therein).

As an example of importance of network traffic classification, one can think of the asymmetric architecture of today’s network access links, which has been designed based on the assumption that clients download more than what they upload. However, the pervasiveness of symmetric-demand applications (such as peer-to-peer (P2P) applications, voice over IP (VoIP) and video call) has changed the clients’ demands to deviate from the aforementioned assumption. Thus, in order to provide a satisfactory experience for the clients, extra application-level knowledge is required to allocate adequate resources to such applications.

Emergence of new applications as well as interactions between various components on the Internet, have dramatically increased the complexity and diversity of this network which makes the traffic classification a difficult problem per se. In the following, we discuss in details some of the most important challenges of network traffic classification.

First, according to [5, 6], only 30% to 70% of the current generated traffic can be identified based on the connection’s port numbers. In the classical approach, the connection’s port numbers are compared to the list of standard ports proposed by the International Assigned Number Authority (IANA) for each application. However, many of the recent applications such as P2P applications, video call, etc., may use a port number initially assigned to a different protocol. For instance, using the standard web port 80 and secure shell (SSH) port 22 are very popular among such applications. This deviation in port assignment from IANA proposed list, leads to a poor performance of traditional port-based traffic classification methods.

Furthermore, the increasing demand for user’s privacy and data encryption has tremendously raised the amount of encrypted traffic in today’s Internet [4]. Encryption procedure turns the original data into a pseudo-random-like format in order to make it hard to decrypt. This causes the encrypted data scarcely contain any discriminative patterns to identify network traffic. Therefore, accurate classification of encrypted traffic has become a challenge in modern network [2].

It is also worth mentioning that many of the proposed network traffic classification approaches, such as payload inspection as well as machine learning and statistical methods, require patterns or features to be extracted by experts. This process is prone to error, time consuming and costly.

Finally, many of the Internet service providers (ISPs) block P2P file sharing applications because of their high bandwidth consumption and copyright issues [7]. These applications use protocol embedding to bypass traffic control systems [8]. These applications embed their content inside well-known protocols packets, e.g., Hypertext Transfer Protocol (HTTP), which are allowed to pass any network to bypass this control procedures. The identification of these kind of applications is one of the important challenges in traffic classification task.

There have been abundant studies on the network traffic classification subject [9, 10, 5]. However, most of them have focused on classifying a protocol family, also known as traffic characterization (e.g., streaming, chat, P2P, etc.),
instead of identifying a single application, which is known as application identification (e.g., Spotify, Hangouts, BitTorrent, etc.) [11]. In contrast, this work proposes a method, Deep Packet, based on the ideas recently developed in the machine learning community, namely, deep learning, [12, 13], to both characterize and identify the network traffic. The benefits of our proposed method which make it superior to other classification schemes are stated as follows:

- In Deep Packet, there is no need for an expert to extract features related to network traffic. In the light of this approach, the cumbersome step of finding and extracting distinguishing features has been omitted.

- Deep Packet can identify traffic in both granular level (application identification and traffic characterization) with state-of-the-art results compared to the works conducted on similar dataset [10, 14].

- Deep Packet can accurately classify one of the hardest class of applications, known to be P2P [11]. These kind of applications routinely use advanced port obfuscation techniques, embedding their information in well-known protocols’ packets and using random ports in order to circumvent ISPs’ controlling processes.

### 1.1. Related Works

In this section, we provide an overview of the most important network traffic classification methods. In particular, we can categorize these approaches into four main categories as follows: (i) port-based, (ii) graphical techniques, (iii) payload inspection and (iv) statistical and machine learning. Here is a brief review of the most important and recent studies regarding each of the aforementioned approaches.

**Port-based approach:** Traffic classification via port number is the oldest and the most well-known method for this task [2]. Port-based classifiers use the information in the TCP/UDP headers of the packets to extract the port number which is assumed to be associated with a particular application. After the extraction of the port number, it is compared with the assigned IANA TCP/UDP port numbers for traffic classification. The extraction is an easy procedure and port numbers will not be affected by encryption schemes. Because of the fast extraction process, this method is often used in firewall and access control list (ACL) [17]. Port-based classification is known to be among the simplest and fastest method for network traffic identification. However, the pervasiveness of port obfuscation, network address translation (NAT), port forwarding, protocol embedding and random ports assignments have significantly reduced the accuracy of this approach. According to [5] only 30% to 70% of the current Internet traffic can be classified using port-based classification methods. Because of the aforementioned reasons, more complex traffic classification methods are needed to classify modern network traffic.

**Payload Inspection Techniques:** These techniques are based on the analysis of information available in the application layer payload of packets [11].
Most of the payload inspection methods, also known as deep packet inspection (DPI), use predefined patterns like regular expressions as signatures for each protocol (e.g., see [15, 18]). The derived patterns are then used to distinguish protocols from each other. The need for updating patterns whenever a new protocol is released and user privacy issues are among the most important drawbacks of this approach. Sherry et al., [19] proposed a new DPI system that can inspect encrypted payload without decryption, thus solved the user privacy issue, but it can only process HTTP Secure (HTTPS) traffic.

**Graphical Techniques:** These techniques employ the interaction graphs of the hosts which are communicating with each other and analyze such graphs with graph theory techniques. The oldest graphical techniques are called Graphlets [9]. The Graphlets are graphs modeling the interactions among hosts at the application level layer. Every application has its own graphlets which are almost unique for that particular application [11]. Social network graphs derived from the host interactions are another kind of graphical techniques used in order to classify traffic. Iliofotou et al., [20], proposed a traffic dispersion graph (TDG) based method called “Graption” to classify P2P applications. They achieved 95% of accuracy covering Gnutella, e-Donkey, FastTrack, Soribada, MP2P, and BitTorrent P2P applications. Motif based classification is another kind of Graphlet methods. Allan et al., [21], proposed a method using binary metric which measures whether the host is involved in using an application or not. The authors achieved 85% accuracy classifying hosts over a protocol set including AIM, DNS, HTTP, MSDS, NETBIOS, SSH, and Kazza.

**Statistical and machine learning approach:** The statistical approach comprises of the following two main methods:

- **Simple and complex statistical methods:** These methods have a biased assumption that the underlying traffic for each application have some statistical features which are almost unique for each application. Each statistical method uses its own functions and statistics. Crotti et al., [22] proposed protocol fingerprints based on the probability density function (PDF) of packets inter-arrival time and normalized thresholds. They achieved up to 91% accuracy for a group of protocols such as HTTP, Post Office Protocol 3 (POP3) and Simple Mail Transfer Protocol (SMTP). In a similar work, Wang et al., [23] have considered PDF of the packet size. Their scheme was able to identify a broader range of protocols including file transfer protocol (FTP), Internet Message Access Protocol (IMAP), SSH, and TELNET with accuracy up to 87%.

- **Machine learning based methods:** A vast number of machine learning approaches have been published to classify traffic. Auld et al., [16] proposed a Bayesian neural network that was trained to classify most well-known P2P protocols including Kazaa, BitTorrent, GnuTella, and achieved 99% accuracy. Moore et al., [24] achieved 96% of accuracy on the same set of applications using a Naive Bayes classifier and a kernel density estimator. Artificial neural network (ANN) approaches were proposed for traffic identification (e.g., see [25] and [26]). Moreover, it was shown in
that the ANN approach can outperform Naive Bayes methods. Two of the most important papers that have been published on “ISCX VPN-non VPN traffic” dataset are based on machine learning methods. Gil et al., [10] used time related features such as the duration of the flow, flow bytes per second, forward and backward inter-arrival time and etc. to characterize the network traffic using k-nearest neighbor (k-NN) and C4.5 decision tree algorithms. They achieved approximately 92% recall, characterizing six major classes of traffic including Web browsing, email, chat, streaming, file transfer and VoIP using C4.5 algorithm. They also achieved approximately 88% recall using C4.5 algorithm on same dataset which is tunneled through VPN. Yamansavascilar et al.,[14] manually selected 111 flow features described in [27] and achieved 94% of accuracy for 14 class of applications using k-NN algorithm.

To the best of our knowledge, prior to our work, only one study based on deep learning ideas has been reported by Wang [28]. They used stacked autoencoders (SAE) to classify some network traffic for a large family of protocols like HTTP, SMTP and etc. However, in their report, they did not mention to the dataset they used. Moreover, the methodology of their scheme, the details of their implementation, and the proper report of their result is missing.

The rest of paper is organized as follows. In Section 2, we present some essential background on deep learning which are necessary to our work. In Section 3, our method is presented. The results of our proposed method, Deep Packet, on network application identification and traffic characterization tasks are described in Section 4. In Section 5 we provide further discussion on experimental results. Finally, we conclude the paper in Section 6.

2. Background

In this section, we provide the background necessary to follow our proposed method for network traffic classification using deep learning.

2.1. Neural Networks

Neural networks (NNs) are computing systems made up of a number of simple, highly interconnected processing elements, which process information by their dynamic state response to external inputs [29]. In practice, these networks are typically constructed from a huge number of building blocks called neuron where they are connected via links to each other. These links are called connections and to each connection a weight number is associated. During the training procedure, the NN is fed with a great number of data samples. The widely used learning algorithm used to train such networks (called backpropagation) adjusts the weights in order to achieve the desired output from the NN. It is known that with more data samples, the supervised learning models including NNs can become better and more powerful in doing the classification task.
Intuitively, by observing more samples, the NN can better approximate the underlying distribution governing the data. Hence, it is generally advised to use NN framework when there exists sufficient amount of data to train and test the network.

2.2. Deep Learning

The deep learning framework can be considered as a special kind of NNs with many (hidden) layers. Nowadays, with rapid growth of computational power and the availability of graphical processing units (GPUs), training deep NNs have become more plausible. Therefore, the researchers from different scientific fields consider using deep learning framework in their respective area of research. It is worth mentioning that deep learning has achieved state-of-the-art results in many fields such as speech recognition [31], machine vision [32], and natural language processing [33].

2.3. Autoencoder

An autoencoder NN is an unsupervised learning framework that uses back-propagation algorithm to reconstruct the input at the output while minimizing the reconstruction error (i.e., according to some criteria). Suppose we have a training set \( \{x^1, x^2, \ldots, x^n\} \) where for each training data \( x^i \in \mathbb{R}^n \). Then, the autoencoder objective is to set \( y^i = x^i \) for \( i \in \{1, 2, \cdots, n\} \). Considering this objective function, the autoencoder tries to learn a compressed representation of the dataset, i.e., it approximately learns the identity function, \( F_{W,b}(x) \approx x \), where \( W \) and \( b \) are the whole network weights and biases vectors.

![The general structure of an autoencoder](image)

Figure 1: The general structure of an autoencoder. An autoencoder tries to reconstruct its input at the output, with minimum reconstruction error. As the architecture of this neural network suggests, the autoencoder first decreases the input dimension by employing successive layers, transforming the input data to a compact representation. Then, this compact version of data is used to reconstruct the input with minimum error.

The autoencoder is mainly used as an unsupervised technique for automatic feature extraction. More precisely, the output of the encoder part is considered
as a high level set of discriminative features for classification task. Fig. 1 shows a typical autoencoder with \( n \) inputs and outputs.

In practice, to obtain a better performance, a more complex architecture and training procedure, called stacked autoencoder (SAE), is proposed [34]. This scheme suggests to stack up several autoencoders in a manner that output of each one is the input of the successive layer which itself is an autoencoder.

The training procedure of a stacked autoencoder is done in a greedy layer-wise fashion [35]. First, this method trains each layer of network while freezing the weights of other layers. After training all the layers, in order to have more accurate results, fine-tuning is applied to the whole NN. At the fine-tuning phase, the backpropagation algorithm is used to adjust all layers’ weights. Moreover, for classification task, an extra softmax layer can be applied as the final layer. Fig. 2 depicts the training procedure of a stacked autoencoder.

![Figure 2: In a stacked autoencoder, each layer is trained as an stand-alone autoencoder, while freezing the weights of other layers. Afterward, fine-tuning is applied to the whole NN to improve its performance.](image)

2.4. Convolutional Neural Network

The convolutional neural networks (CNN) are another types of deep learning model in which feature extraction from the input data is done using layers comprised of convolutional functions. The structure of convolutional networks is inspired by visual mechanism of living organisms [36]. Similar to other kinds of deep learning models, feature extraction plays an important role in convolutional networks. Features extracted in shallower layers of the convolutional network will be fed to the successive convolutional layers in order to extract more abstract features.

CNNs uses neurons with local connections to the inputs. More specifically, it means that every neuron is only connected to a limited numbers of adjacent elements of the inputs. This feature is also inspired by visual system of animals. In other words, in a CNN, neurons in layer \( l \) are connected to a limited number of neurons in layer \( l - 1 \). The subset of neurons in layer \( l - 1 \) which act as the
input for a neuron in the successive layer are called the receptive field of that particular neuron [36]. It is important to note that each neuron is unresponsive to variations outside of its receptive field. Another important component of a CNN is pooling mechanism. It is common to periodically insert a pooling layer in-between the successive convolutional layers. The function of such layers is to progressively reduce the spatial size of the data representation in order to reduce the amount of parameters and computations in the network.

CNNs have been successfully applied to different fields including natural language processing [37], computational biology [38], and machine vision [32]. One of the most interesting application of CNNs is in face recognition [39]. In the face recognition task, consecutive convolutional layers are used in order to extract features from each image. The extracted features in shallow layers are simple concepts like edges and curves. Features in deeper layers of networks are more abstract than the ones in shallower layers. It is worth to mention that visualizing the extracted features in the middle layers of the network does not always lead to meaningful concepts like what have been observed in the face recognition task. For example in one-dimensional CNN which we used to classify network traffic, the feature vectors extracted in shallow layers are just some real numbers which make no sense at all for human observer.

3. Methodology

In this work, we developed a framework, Deep Packet, that comprises of two deep learning methods, namely, convolutional NN and stacked autoencoder NN, for both application identification and traffic characterization tasks. Prior to training the NNs, we have to prepare the network traffic data so that it can be fed into NNs properly. To this end, we preform a pre-processing phase on the dataset. Fig. 3 displays the general scheme for Deep Packet. At the test phase, after loading packet capture (pcap) files, user selects the classification task which is required, namely, application identification or traffic characterization. Afterwards, pre-trained neural network selection is done by user to do the required task. The dataset, implementation and design details of the pre-processing phase and the architecture of proposed NNs will be explained in the following.

3.1. Dataset

For this work, we use “ISCX VPN-nonVPN traffic dataset” [10], that consists of captured traffic of different applications in pcap format files. In this dataset, the captured packets are separated into different pcap files labeled according to the application produced the packets (e.g., Skype and Hangouts) and the particular activity the application was engaged during the capture session (e.g., voice call, chat, file transfer, or video call). For more details on the captured traffic and the traffic generation process, refer to [10].

The dataset also contains packets captured over Virtual Private Network (VPN) sessions. A VPN is a private overlay network among distributed sites
which operates by tunneling traffic over public communication networks (e.g., the Internet). Tunneling IP packets, guaranteeing secure remote access to servers and services, is the most prominent aspect of VPNs \[40\]. Similar to regular (non-VPN) traffic, VPN traffic is captured for different applications, such as Skype, while performing different activities, like voice call, video call and chat.

Furthermore, this dataset contains captured traffic of Tor software. This traffic is presumably generated while using Tor browser and it has labels such as Twitter, Google, Facebook, etc. Tor is a free, open source software developed for anonymous communications. Tor forwards users traffic through its own free, worldwide, overlay network which consists of a volunteer-operated servers. Tor was proposed to protect users against Internet surveillance known as “traffic analysis.” In order to create a private network pathway, Tor builds a circuit of encrypted connections through relays on the network in a way that no individual relay ever knows the complete path that a data packet has taken \[41\]. In addition, Tor uses complex port obfuscation algorithm to improve privacy and anonymity.

3.2. **Pre-processing**

The ISCX VPN-nonVPN dataset is captured at the data-link layer, thus it includes the Ethernet header. The data-link header contains information regarding the physical link, such as Media Access Control (MAC) address, which
are essential for forwarding the frames in the network, but it is uninformative for either the application identification or traffic characterization task. Hence, at the pre-processing phase, the Ethernet header is removed first.

Transport layer segments, specifically Transmission Control Protocol (TCP) or User Datagram Protocol (UDP), vary in header length. The former typically bears a header of 20 bytes length while the latter has an 8 bytes header. To make the transport layer segments uniform, we inject zeros to the end of UDP segment’s headers to make them equal length with TCP headers. The packets are then transformed from bits to bytes which helps to reduce the input size of the NNs.

Fig. 4 illustrates the histogram (empirical distribution) of packet length for the dataset. As the histogram shows, packet length varies a lot thorough the dataset, while employing NNs necessitates using a fixed-size input. Hence, truncation at a fixed length and zero-padding is required inevitably. In order too find the fixed length for truncation, we inspected the packets length’s statistics. Our investigation revealed that approximately 96% of packets have a payload length of less than 1480 bytes. This is not far from our expectation, as most of the computer networks are constrained by Maximum Transmission Unit (MTU) size of 1500 bytes. Hence, we keep the IP header and the first 1480 bytes of each IP packet which results in a 1500 bytes vector as the input for our proposed NNs. Needless to say, packets with IP payload less than 1480 bytes, are zero-padded at the end. For better performance, all the packet bytes are divided by 255, the maximum value for a byte, so that all the input values are in the range $[0, 1]$. All of these pre-processing steps take place when user loads a pcap file into Deep Packet toolkit.

3.2.1. Labeling Dataset

As mentioned before in Section 3.1, the dataset’s pcap files are labeled according to the applications and activities they were engaged to. However for application identification and traffic characterization tasks, we need to redefine the labels, with respect to each task. For application identification all pcap files labeled as a particular application, disregarding the activities and VPN or non-VPN condition, are aggregated into a single file. This leads to 17 distinct labels shown in Table 1a. As for traffic characterization, we aggregated the captured traffic of different applications involved in the same activity, taking

![Empirical probability mass function of the packet length](image)
into account the VPN or non-VPN condition, into a single pcap file. This leads to a 12-classes dataset, as shown in Table 1b.

By observing Table 1, one would instantly notice that the dataset is significantly imbalanced and the number of samples vary remarkably among different classes. It is known that such an imbalance in the training data leads to a poor classification performance [42]. Sampling, explained at [42], is a simple yet powerful technique to overcome this problem. Hence, to train the proposed NNs, using under-sampling method, we randomly remove the major classes’ samples (classes having more samples) until the classes are fairly balanced.

![Application Size](a)

| Class Name     | Size |
|----------------|------|
| Chat           | 733K |
| Email          | 31K  |
| File Transfer  | 319K |
| Streaming      | 320K |
| Torrent        | 86K  |
| VoIP           | 320K |
| VPN: Chat      | 68K  |
| VPN: File Transfer | 148K |
| VPN: Email     | 17K  |
| VPN: Streaming | 160K |
| VPN: Torrent   | 79K  |
| VPN: VoIP      | 239K |

Table 1: Number of samples in each class for (a) application identification and (b) traffic characterization.

### 3.3. Architectures

The proposed SAE architecture consists of five fully-connected layers, stacked on top of each other which made up of 400, 300, 200, 100, and 50 neurons, respectively. In order to prevent over-fitting problem, after each layer the dropout technique with 0.05 dropout. In this technique, during the training phase, some of the neurons are set to zero randomly. Hence, at each iteration, there is a random set of active neurons. For the application identification and traffic characterization tasks, at the final layer of the proposed SAE, a softmax classifier with 17 and 12 neurons is added respectively. Fig. 5a illustrates the architecture of the proposed SAE in a nutshell.
The second proposed scheme, which is based on one-dimensional CNN, is briefly depicted in Fig. 5b. As shown in the figure, the proposed CNN consists of a one dimensional convolutional layer with 200 filters with kernel size of 5 which is applied on the byte-vectorized packet as input. This layer is followed by another one dimensional convolutional layer with 80 filters of kernel size 4. Afterwards, a one dimensional average pooling layer with kernel size of 2 is applied which is followed by a dropout layer with dropout probability 0.25. Next, the output of previous layer is fed into a fully-connected network consisting of seven layers. Finally, a softmax classifier is applied for the classification task, similar to SAE architecture. For a detailed description of one-dimensional CNN architecture refer to Appendix.

4. Experimental Results

To implement our proposed NNs, we have used Keras library [43], with Tensorflow [44] as its backend. Each of the proposed models was trained and evaluated against the independent test set that was extracted from the dataset. We randomly split the dataset into three separate sets: the first one which includes 64% of samples is used for training and adjusting weights and biases; the second part containing 16% of samples is used for validation during the training phase; and finally the third set made up of 20% of data points is used for testing the model. Additionally, in order to avoid over-fitting problem, we have used early stopping technique. This technique stops the training procedure, once the value of loss function on the validation set remains almost unchanged for several epochs, thus prevents the network to over-fit on the training data.
For training SAE, first each layer was trained in a greedy layer-wise fashion using Adam optimizer and mean squared error as the loss function for 200 epochs, as described in Section 2.3. Next, in the fine-tuning phase, the whole network was trained for another 200 epochs using the categorical cross entropy loss function. Also, for implementing the proposed one dimensional CNN, the categorical cross entropy and Adam were used as loss function and optimizer respectively and in this case, the network was trained for 500 epochs. Finally, it is worth mentioning that in both NNs, all layers employ Rectified Linear Unit (ReLU) as the activation function, except for the final softmax classifier layer.

To evaluate the performance of Deep Packet, we have used Recall (Rc), Precision (Pr) and $F_1$ Score (i.e., $F_1$) metrics. The formulas for aforementioned metrics are stated as follows:

$$Rc = \frac{TP}{TP + FP}, \quad Pr = \frac{TP}{TP + FN}, \quad F_1 = \frac{2 \cdot Rc \cdot Pr}{Rc + Pr}.$$  \hspace{1cm} (1)

Here TP, FP and FN stands for True Positive, False Positive and False negative, respectively.

Table 2 shows the achieved performance of both SAE and CNN for the application identification task on the test set. The average $F_1$ score of 0.95 for both one-dimensional CNN and SAE shows that our networks have completely extracted and learned the discriminating features from the training set and can successfully distinguish each application. One can deduce the same result from the row-normalized confusion matrices depicted in heatmap form in Fig. 6. The dark color of the elements on the main diagonal suggests that Deep Packet can classify each application with minor confusion. However, there exist lower $F_1$ scores in both networks for AIM, ICQ and email applications. This is due to the fact that those classes possess fewer samples, hence the NNs were not able to classify them as accurately as the others classes.

For the traffic characterization task, our proposed CNN and SAE have achieved $F_1$ score of 0.97, implying that both networks are capable of accurately classify packets. Table 3 summaries the achieved performance of the proposed methods on the test set.

As mentioned in Section 1.1, [10] tried to characterize network traffic using time-related features handcrafted from traffic flows. Yamansavasilar et al., [14] used time-related features to identify end-user application. Their best results can be found in Table 4. It can be observed that Deep Packet has outperformed the aforementioned results, in both application identification and traffic characterization tasks.

5. Discussion

By carefully observing the confusion matrices in Fig. 6, one would notice some interesting confusion between different classes (e.g., ICQ and AIM). Hierarchical clustering further demonstrates the similarities captured by Deep Packet. Clustering on row-normalized confusion matrix for application identification with one-dimensional CNN (Fig. 6a), using Euclidean as the distance
metric and Ward.D as the clustering method, uncovers similarities among applications in terms of their propensities to be assigned to the 17 application classes. As illustrated in Fig. 7, application groupings revealed by Deep Packet, generally agrees with the applications similarities in real world. Hierarchical clustering divided the applications into 7 groups. Interestingly, these groups are to some extent similar to groups in the traffic characterization task. One would notice that Vimeo, Netflix, YouTube and Spotify which are bundled together, are all streaming applications. There is also a cluster including ICQ, AIM and
### Table 2: Application identification results.

| Application     | CNN          | SAE          |
|-----------------|--------------|--------------|
|                 | Rc  Pr  F₁  | Rc  Pr  F₁  |
| AIM chat        | 0.70 0.56 0.63 | 0.64 0.76 0.70 |
| Email           | 0.99 0.96 0.98 | 0.99 0.94 0.97 |
| Facebook        | 0.95 0.95 0.95 | 0.95 0.94 0.95 |
| FTPS            | 0.77 0.93 0.84 | 0.77 0.97 0.86 |
| Gmail           | 0.91 0.95 0.93 | 0.94 0.93 0.94 |
| Hangouts        | 0.99 0.94 0.96 | 0.99 0.94 0.97 |
| ICQ             | 0.63 0.80 0.70 | 0.69 0.69 0.69 |
| Netflix         | 1.00 0.98 0.99 | 1.00 0.98 0.99 |
| SCP             | 1.00 1.00 1.00 | 1.00 1.00 1.00 |
| SFTP            | 0.90 0.71 0.80 | 0.96 0.70 0.81 |
| Skype           | 0.94 0.95 0.95 | 0.93 0.95 0.94 |
| Spotify         | 0.97 0.98 0.97 | 0.98 0.98 0.98 |
| Torrent         | 0.99 1.00 0.99 | 0.99 0.99 0.99 |
| Tor             | 1.00 1.00 1.00 | 1.00 1.00 1.00 |
| VoipBuster      | 0.99 0.99 0.99 | 0.99 0.99 0.99 |
| Vimeo           | 0.98 0.99 0.98 | 0.98 0.99 0.98 |
| YouTube         | 0.98 0.99 0.99 | 0.98 0.99 0.99 |
| **Average**     | 0.95 0.95 0.95 | 0.96 0.95 0.95 |

### Table 3: Traffic characterization results.

| Class Name                  | CNN          | SAE          |
|-----------------------------|--------------|--------------|
|                             | Rc  Pr  F₁  | Rc  Pr  F₁  |
| Chat                        | 0.92 0.92 0.92 | 0.92 0.91 0.91 |
| Email                       | 0.93 0.91 0.92 | 0.93 0.91 0.92 |
| File Transfer               | 0.93 0.99 0.96 | 0.94 0.98 0.96 |
| Streaming                   | 0.96 0.96 0.96 | 0.94 0.95 0.95 |
| Torrent                     | 1.00 1.00 1.00 | 0.99 0.99 0.99 |
| VoIP                        | 0.96 0.93 0.94 | 0.95 0.92 0.94 |
| VPN: Chat                   | 0.98 0.99 0.99 | 0.99 0.99 0.99 |
| VPN: File Transfer          | 0.99 0.99 0.99 | 0.99 0.99 0.99 |
| VPN: Email                  | 1.00 0.99 0.99 | 0.99 0.99 0.99 |
| VPN: Streaming              | 1.00 1.00 1.00 | 1.00 1.00 1.00 |
| VPN: Torrent                | 1.00 1.00 1.00 | 1.00 1.00 1.00 |
| VPN: VoIP                   | 1.00 1.00 1.00 | 1.00 1.00 1.00 |
| **Average**                 | 0.97 0.97 0.97 | 0.97 0.97 0.97 |
Table 4: The result comparison between Deep Packet and other proposed solutions for the application identification and traffic characterization tasks.

| Paper                        | Task                          | Comparison Metric | Results | Algorithm |
|------------------------------|-------------------------------|-------------------|---------|-----------|
| Deep Packet                  | Application Identification    | Accuracy          | 95.4%   | CNN       |
| Yamansavascilar et al. [14]  |                               |                   | 93.9%   | K-NN      |
| Deep Packet                  | Traffic Characterization      | Precision         | 97.0%   | CNN       |
| Gil et al. [10]              |                               |                   | 89.7%   | C4.5      |

Gmail. AIM and ICQ are used for online chatting and Gmail in addition to email services, offers a service for online chatting. Another interesting observation is that Skype, Facebook and Hangouts are all grouped in a cluster together. Though these applications do not seem much relevant, this grouping can be justified. The dataset contains traffic for these applications in three forms: voice call, video call and chat. Thus the network has found these application similar in terms of their usage. FTPS (File Transfer Protocol over SSL) and SFTP (File Transfer Protocol over SSH) which are both used for transferring files between two remote systems securely, are clustered together as well. Interestingly, SCP (Secure Copy) has formed its own cluster despite it is also used for remote file transferring. SCP uses SSH protocol for transferring file, while SFTP and FTPS use FTP. Presumably our network has learned this subtle difference and separated them. Tor and Torrent have their own clusters which is sensible due to their apparent differences with other applications. Yet this clustering is not flawless. Clustering Skype, Facebook and Hangouts along with Email and VoipBuster is not correct. VoipBuster is an application which offers voice communications over Internet infrastructure. Thus applications in this cluster do not seem much similar in terms of their usage and this grouping is not precise.

The same procedure was also performed on the confusion matrix of SAE for the application identification task (Fig. 6b), and the outcome is pretty much the same as Fig. 7, which can be found in Fig. A.10 presented in the Appendix.

Similarly, we did a hierarchical clustering on row-normalized confusion matrices for traffic characterization, shown in Figs. 6c. The result is depicted in Fig. 8. Interestingly, groupings revealed by clustering divides the traffic into VPN and non-VPN clusters. All the VPN traffics are bundled together in one cluster, while all of non-VPNs are grouped together. The same procedure was performed on row-normalized confusion matrix shown in Fig. 6d which led to a similar result. It is presented in Fig. A.11 in Appendix.

As mentioned in Section 1, many of the applications employ encryption in order to maintain clients’ privacy. As a result, the majority of ISCX VPN non-VPN dataset packets are also encrypted. Now one might wonder how it is possible for Deep Packet to classify such traffics. Unlike DPI methods, Deep Packet does not inspect the packets for keywords. In contrast, it attempts to learn features in traffic for each application. Consequently, it does not need to decrypt the packets to classify them. An ideal encryption technique causes
Figure 7: Hierarchical clustering, performed on row-normalized confusion matrix for application identification with one-dimensional CNN, confirms that the proposed one-dimensional CNN has captured the similarities among applications. The suggested clustering mostly consistent with the real-world similarities of applications. For instance Spotify, Netflix, YouTube and Vimeo, which are all streaming applications, formed a cluster.

Figure 8: Hierarchical clustering on row-normalized confusion matrices of one-dimensional CNN (Fig. 8). Interestingly, all of the VPN traffics are bundled together whereas all of non-VPN traffics are grouped together.

the data to bear the most possible entropy [46]. In other words, it produces patternless data that theoretically can not be distinguished form one another. However due to the fact that all encryption schemes use pseudo-random generators, this hypothesis is not true in practice. Moreover, each application employs
its own ciphering scheme for data encryption. These schemes utilize different pseudo-random algorithms which leads to distinct patterns. Such variations in pattern can be used to distinguish applications from one another. Deep Packet attempts to extract those discriminative patterns and learns them. Hence, it is able to classify encrypted traffic accurately.

It is noticeable from Figs. [6a and 6b] and Table 2 that Tor traffic was also successfully classified. To further investigate this kind of traffic, we conducted another experiment in which we trained and tested Deep Packet with a dataset containing only Tor traffic. The detailed results can be found in Table 5 which shows that Deep Packet was unable to classify the underlying Tor’s traffic accurately.

This phenomenon is not far from what we expected. Tor encrypts its traffic, before transmission. As discussed before, Deep Packet presumably learns pseudo-random patterns used in encryption scheme of each application. At this experiment traffic was tunneled through Tor, hence they all bear the same encryption scheme. Consequently our neural network was not able to tell them apart.

| Class Name   | CNN  |   |   | CNN  |   |   |
|--------------|------|---|---|------|---|---|
| Tor: Google  | 0.00 | 0.00 | 0.00 | 0.44 | 0.03 | 0.06 |
| Tor: Facebook| 0.24 | 0.10 | 0.14 | 0.28 | 0.06 | 0.09 |
| Tor: YouTube | 0.44 | 0.55 | 0.49 | 0.44 | 0.99 | 0.61 |
| Tor: Twitter | 0.17 | 0.01 | 0.01 | 0.37 | 0.00 | 0.00 |
| Tor: Vimeo   | 0.36 | 0.44 | 0.40 | 0.91 | 0.05 | 0.09 |
| Average      | 0.35 | 0.40 | 0.36 | 0.57 | 0.44 | 0.30 |

Table 5: Tor traffic classification results.

6. Conclusion

In this paper, we presented Deep Packet, a framework that automatically extracts features from network traffic using deep learning algorithms in order to classify traffic. To the best of our knowledge, Deep Packet is the first traffic classification system using deep learning algorithms, namely, SAE and one-dimensional CNN that can handle both application identification and traffic characterization tasks. Our results showed that Deep Packet outperforms all of the similar works on the “ISCX VPN-nonVPN traffic dataset” both in traffic classification and traffic characterization to the date. Moreover, with state-of-the-art results achieved by Deep Packet, we envisage that Deep Packet is the first step toward a general trend of using deep learning algorithms in traffic classification tasks. Furthermore, Deep Packet can be modified in order to handle more complex tasks like multi-channel (e.g., distinguishing between different types of Skype traffic including chat, voice call and video call) classification, accurate
classification of Tor’s traffic, etc. Finally, the automatic feature extraction procedure from network traffic can save the cost of using experts in order to identify and extract handcrafted features from the traffic which eventually leads to more accurate traffic classification.
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Appendix A.

Appendix A.1. 1D CNN Architecture

The architecture of one-dimensional CNN is shown in Fig. A.9. It is made up of a one-dimensional convolutional layer with 200 filters of size 5. The filters are convolved with the input vector with stride of 2. The output of this layer is a two-dimensional tensor with size of $748 \times 200$. After performing a dropout with probability of 0.05, this tensor is fed into the next convolutional layer which has 100 filters each having a $4 \times 200$ shape. Afterwards, a one-dimensional average pooling layer with pooling size of 2 is applied. Then the output, which is a tensor with size of $372 \times 100$, is flattened into a one-dimensional vector. This vector is then fed into a number of fully-connected layers each followed by a dropout with probability of 0.25. This fully-connected network consists of seven layers with 600, 500, 400, 300, 200, 100 and 50 neurons, respectively. Finally, a softmax classifier is employed for performing classification tasks.

Figure A.9: Complete architecture of the one-dimensional CNN employed in Deep Packet. The CNN is made up of two one-dimensional convolutional layers stacked on the top of each other, followed by a max pooling layer. Next, the output is flattened into a one-dimensional vector and it is connected to a fully-connected network of neurons comprised of seven layers. For classification, a softmax classifier is used at the final layer.

Appendix A.2. Clustering

Hierarchical clustering in Figs. 6b and 6d using Euclidean as the distance metric and Ward.D as the clustering method, uncovers similarities among applications captured and different categories of traffic by the SAE. As shown in Fig. A.10, the application groupings are generally sensible with respect to applications’ similarities in real world. As for traffic characterization, depicted in Fig. A.11 interestingly, the two groups divide the traffic into VPN and non-VPN clusters.
Figure A.10: Hierarchical clustering on row-normalized confusion matrix for application identification with SAE. Interestingly, FTP-based applications have formed a cluster, while SCP, which is SSH-based, has formed its own cluster.

Figure A.11: Hierarchical clustering on row-normalized confusion matrices of SAE (Fig. A.11). Noticeably all of the VPN traffics are bundled together whereas all of non-VPN traffics are grouped together.