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Abstract

Presenting an efficient general feature selection method for the problem of the curse of dimensionality is still an open problem in pattern recognition, and, considering the cooperation among features through search processes, it is the most important challenge. In this paper, a combinatorial approach has been proposed, which consists of three feature reduction algorithms that have been applied in a parallel manner to cooperate. We consider each of these algorithms as a component in a reduction framework. For each component, among all various attribute selection algorithms, the Tabu Search (TS) a useful and state of the art algorithm, is used. To take account of the interaction between features, more subsets should be examined. Hence, each component should explore individually through feature space in a local area which is different from other components. The proposed algorithm, called the Cooperative-Tabu-Search (CTS), and also a revised version of this new method, is introduced to accelerate the convergence. After sufficient iterations, which satisfy the objective function; the final subset has been selected by voting between three reduction phases, and the data is then transformed into the new space, where the data are classified with some commonly used classifiers, such as Nearest Neighbor (NN) and Support Vector Machine (SVM). The employed benchmark of this paper is chosen among the UCI datasets to evaluate the proposed method compared to others. The experimental results show the supremacy of the accuracy of the implemented combinatorial approach in comparison with traditional methods.
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1. Introduction

The curse of dimensionality, introduced by Bellman, is one of the most important problems in data classification with large input dimensions. Feature selection and feature extraction are common solutions [1–3].

In this article, an investigative approach has been defined to use the advantages of feature selection methods. Here, the aim is to use an appropriate way to map the feature vectors to a new space with lower dimensions and then to classify the test data by Nearest Neighbor (NN) and SVM classifiers.

Practically, it is observed that in high dimensional problems, some attributes have noisy-values, and this can inadvertently reduce the accuracy rate of classification by affecting the gradient of the mapping hyper plane (a plane in 2-D). Hence, a combination of three parallel component feature reduction algorithms is proposed here to soften these effects, as illustrated in Figure 1. In the first step, a different initial condition is assigned to each tabu search. Then, the outcome of each strategy is given to a voting function to select the best subset by considering the cooperation between them.

The Feature Subset Selection (FSS) requires two metrics: first, a search strategy to select candidate subsets and second, an objective function to evaluate these candidates and return their “goodness” value. There is also a feedback signal used by the search strategy to select new candidates. Generally, exponential, sequential and randomized algorithms are used as search strategies to select a subset of features [4] and, in sequential algorithms, the forward and backward selections are defined by [5], which both start with an initial subset and which sequentially add/remove the feature that locally optimizes the objective function. In contrast, exhaustive searches are costly and
time consuming, but can give a global optima. The tabu search that is represented by Ke, Jiang and De Ma [6], is an exhaustive search approach, whose time complexity depends on the initial condition and, in practice, usually stops. Therefore, in this study, three different initializations have been assigned, and to hasten the executive time, voting between the best has been used.

Objective functions are generally divided into two groups: Filters and Wrappers [7]. From an experimental research point of view, it is obvious that both groups have some advantages and disadvantages [8]. In the filter approach, the feature subset selection is performed independently of the classifier training phase. In this case, feature subset selection is considered a preprocessing step for induction. Although this is computationally more efficient, it ignores the fact that an optimal selection of features is dependent on the classifier model. While the wrapper approach is more complex than the filter, the interaction between feature subset and classifier is outstanding here. In this new method, two types of filter approach have been used, based on their generality and adaptivity to data properties. Among the vast varieties of search strategies, the tabu search is chosen for its feature selection, which is discussed in Section 2.

The classification phase of reduced data is described in Section 3. Results and a discussion of applying the proposed methods on UCI data sets are reported in Section 4.

2. Feature selection phase

Among all strategies for selecting a subset of features, the Tabu Search (TS) is one of the most common algorithms to achieve the best possible informative and discriminative features, and its uses and versatility have been amply demonstrated by successful applications in various problems [6,9–11]. The basic concept of TS, as described by Glover [12,13], is a meta-heuristic superimposed on another heuristic. The main idea behind TS is very simple. A memory forces the search to explore the search space, such that entrapment in local minima is avoided. Unlike simple hill-climbing search techniques, but like simulated annealing, the tabu search often moves from a current solution to one which is worse, with the expectation that this move will eventually lead to an even better solution. The efficiency of tabu search has been proven in many optimization problems. The basic concepts of the tabu search algorithm are explained below:

(a) Terms and definitions:
- Local move: The process of generating a feasible solution to the problem which is related to the current solution.
- Tabu list: A list of previous solutions.
- Tabu conditions: A set of rules which are used to derive, from the tabu list, regions of the search space from which any solutions are forbidden.
- Aspiration conditions: A set of rules which override the tabu conditions, to ensure that certain favorable local moves are accepted.

(b) Steps of algorithm

N and M parameters are adjustable.
1. Start with an initial solution.
2. If the current solution is better than the best solution so far, store it as the new best solution.
3. Add the current solution to the tabu list; remove the oldest item on the tabu list if it contains more than N items.
4. Apply the local move M times to generate M putative solutions.
5. Rank the putative solutions by fitness.
6. If the highest ranked putative solution is better than the current solution, jump to Step 8.
7. Eliminate those putative solutions which satisfy the tabu conditions, unless they also satisfy the aspiration conditions.
8. Select the highest ranked putative solution that was not eliminated as the new current solution, unless all putative solutions were eliminated.
9. If the termination criterion is not satisfied, repeat from Step 2.

Some evaluation functions are needed to implement the search. A filter and also a wrapper objective function are employed to show that the proposed method improves the accuracy of the classifier anyway. These objective functions are: Mutual information criterion, and the Davies–Bouldin index. In this paper, the mutual information between a feature and class label is used with negative sign. So, both measures should be minimized. To achieve this goal, the evaluation function should examine the objective value on different subsets of features until it gets close to a certain threshold value.

2.1. Davies–Bouldin index (DB)

The Davies–Bouldin index, introduced by Davies and Bouldin [15], gives a measure of separation of clusters. In the Davies–Bouldin index, the inter-cluster distance is weighted by cluster spread or variance. This measure is defined here: Let \( X = \{x_1, \ldots, x_N\} \) be the data set and \( C = \{C_1, \ldots, C_K\} \) be partitioned into \( K \) clusters. Let \( d(x_i, x_j) \) be the distance between \( x_i \) and \( x_j \). Then, the Davies–Bouldin index is defined by Eq. (1) [4,14,15]:

\[
DB(C) = \frac{1}{K} \sum_{i=1}^{K} \max_{j \neq i} \left\{ \frac{\Delta(C_i) + \Delta(C_j)}{\delta(C_i, C_j)} \right\},
\]

where \( \Delta(C_i) \) is the intra-cluster distance and \( \delta(C_i, C_j) \) is the inter-cluster distance. In this article, the Davies–Bouldin distance has been used to measure the factor of distance between trained data classes. The lower is a factor; to represent the data, the selected subset of features is more convenient. The time complexity of the Davies–Bouldin index is linear in the number of classified patterns.
2.2 Mutual information

In the design of self-organizing systems, the primary objective is to develop an algorithm that is able to learn an input–output relationship of interest on the basis of input pattern alone [16,17]. In this context, the notation of mutual information is of profound importance because of some highly desirable properties. Consider a stochastic system with input X and output Y. Both X and Y are permitted to take discrete values only denoted by x and y, respectively. The entropy $H(X)$ is a measure of prior uncertainty about X, as described by Shannon and Weaver [18] and Kwak and Choi [19].

How can we measure the uncertainty about X after observing Y? In order to answer this question, the entropy of X, with respect to a given Y, is defined as Eq. (2) by Kwak and Choi [19,20]:

$$H(X|Y) = H(X) - H(Y).$$

The conditional entropy $H(X|Y)$ represents the amount of uncertainty remaining about the system input after the system output, Y, has been observed. $H(X, Y)$ is the joint entropy of X and Y, which is defined by Eq. (3):

$$H(X, Y) = -\sum_x \sum_y p(x,y) \log p(x,y).$$

In Eq. (3), $p(x,y)$ is the joint probability mass function of discrete random variables, X and Y. Since the entropy $H(X)$ represents our uncertainty about the input of the system before observing the system output, and the conditional entropy $H(X|Y)$ represents our uncertainty about the input after observing the output, the difference $H(X) - H(X|Y)$ must represent our uncertainty about the system input that is resolved by observing the system output. This quantity is called the "mutual information" between random variables X and Y, and is defined as follows:

$$I(X; Y) = H(X) - H(X|Y) = -\sum_x \sum_y p(x,y) \log(p(x,y)/p(x)p(y))).$$

Entropy is a special case of mutual information:

$$H(X) = I(X; X).$$

The mutual information between two discrete variables, X and Y, has the following properties:

1-The mutual information between X and Y is symmetric, that is:

$$I(Y; X) = I(X; Y),$$

where the mutual information $I(Y; X)$ is a measure of the uncertainty about the system output, Y, that is resolved by observing the system input, X, and the mutual information, $I(X; Y)$, is a measure of the uncertainty about the system input that is resolved by observing the system output.

2-The mutual information, X and Y, is always nonnegative, that is represented in Eq. (7):

$$I(X; Y) \geq 0.$$ 

In effect, this property states that the information cannot be lost on the average, by observing the system output, Y. Moreover, the mutual information is zero if, and only if, the input and output of the system are statistically independent.

2.3 Presented "cooperative-tabu-search" algorithm

In this study, a new algorithm is introduced and entitled, the Cooperative-Tabu Search (CTS). In CTS, three TS components are initialized by a random subset of attributes. Then, each component uses one of the above aforementioned filter measures as an objective function to evaluate the goodness of each feature. Both these measures need a threshold value that should be tuned in the tabu search algorithm, and this best threshold value is found here using trial-and-error.

To implement the tabu search strategy, an array named assignment with size of input features is used and also a memory with an initial value, i.e. the number of tabu iterations. Through iterations, one bit of the assignment array flipped when the value of 1 means that this feature of the data is selected, and 0 means when it is not. Thus, one unit is decreased from the memory array. When a bit flips, it is not allowed to flip again in the next particular iteration, which gives an opportunity to explore more solutions. This particular forbidden iteration is arbitrarily chosen as five. This algorithm is summarized in the flowchart of Figure 2. The pseudo code of the feature selection is mentioned in Figure 3 in which the evaluate is a function that uses the DB or MI index to measure the goodness of the current subset (assignment).

2.4 Revised cooperative-tabu-search algorithm

As mentioned before, TS is an algorithm which can give the optimal solution if the threshold value for iteration is small. Besides, this algorithm is very time-consuming, and the epochs needed to converge to a certain subset highly depends on the initial subset. In the presented CTS algorithm, the voting between three components of TS hastens the convergence. The initial values in CTS are set randomly. This randomness would affect the convergence. If a statistical strategy can be used as the
initial phase, it can be more reliable. Among all strategies which consider the shape and distribution of data to find an initial good subset, the Genetic Algorithm (GA) is useful, as described by Zhang and Sun [21]. As illustrated in Figure 4, GA is used as a pre-processing phase to the CTS algorithm.

3. Classification

Common distance-based classification methods are naive bayes, decision tree, K-Nearest Neighbor (k-NN), regressive model, neural network and Support Vector Machine (SVM) [22], etc. Among them, NN and SVM are lately used in many different classification problems. Here, the reduced data are applied to these classifiers. What follows is a brief explanation of the mentioned classifiers.

3.1. Nearest neighbor classifier

The main idea behind the NN classifier method is to find a train pattern that it is the most similar pattern to the test. The nearest neighbour rule is a very intuitive method that classifies unlabeled examples based on their similarity to the examples in the training set. In this article, the Manhattan distance is used to compute dissimilarity. To get to know this distance, let X and Y be two patterns whose distances should be measured. Below, the Manhattan distance has been formulated:

The Manhattan or city-block distance is represented in Eq. (8), where $D$ is the dimension of data:

$$
\|X - Y\|_{c-b} = \sum_{k=1}^{D} |x_k - y_k|.
$$

3.2. Support vector machine

The support Vector Machine (SVM) [23–25] implements The Structural Risk Minimization (SRM) principle. Underlying the success of SVM are mathematical foundations of statistical learning theory. Rather than simply minimizing the training error, SVM minimizes structural risk, which expresses an upper bound on a generalization error. Assuming a linear decision boundary, the central idea is to find a weight vector, $W$, such that the margin is as large as possible. Assuming that the data is linearly separable, an algorithm should seek to find the smallest possible $W$ or maximum separation (margin) between the two classes. This can be formally expressed as a quadratic optimization problem, described in Eqs. (9) and (10):

$$
\min_{\|w\| \leq b} \frac{1}{2} \|w\|^2 ,
$$

$$
y_i (w^T x_i + b) \geq 1, \quad \forall i = 1, \ldots, n ,
$$

where $W^T X + b$ is the separation hyper plane between classes and $X$ is input data. By transforming the above convex optimization problem into its dual problem, the solution can be found in the form of Eq. (11), where only $\alpha_i$ corresponding to those data points which achieve equality constraints in Eq. (10), are non-zero. These data samples are called support vectors.

$$
w = \sum_{i=1}^{n} \alpha_i y_i x_i .
$$

SVM is a local method in the sense that the solution is exclusively determined by support vectors, whereas all other data points are irrelevant to the decision hyper plane.

4. Results

In this study, a new combinatorial algorithm is presented in order to select the most informative features in large datasets which are input to classification problems. The TS is a good estimation of an exhaustive search, because of which, has been chosen to be the basic feature selection approach. Since the initialization point and stopping criteria are critical parameters in TS that impact the final subsets, here, the results of three versions of TS are combined to have the smoothest estimation of the best subset. So, each reduction layer is initialized with a random subset. At the end of an iteration of TS, the best results of all three components are evaluated together and the best of them defines the best value till now. Choosing random initials gives the exploration property the CTS algorithm, and defining a desirable threshold for the objective function conducts the CTS to exploit to the nearly optimal subset. In a revised version
of CTS, the initials are set purpose to increase exploitation. But the intimate structure of TS guarantees that the exploration property is considered adequately. So, a revised CTS (RCTS) can give the most subsets by using a good measure of exploration and exploitation together. To show the performance of the proposed method, 11 standard datasets from the UCI ML repository are used for a number of features ranging from 6 to 60 (Table 1).

For any of datasets, all samples available are divided into 90% training set, among the samples, and 10% testing set, based on
10-fold cross validation, based on the method described by Lau and Wu [26]. A comparison of the NN classifier on the selected feature, by our method, to other state-of-the-art algorithms, is shown in Tables 2 and 3, and the results of the SVM are available in Tables 4 and 5. The results show the efficiency of our proposed method.

5. Conclusion

In this paper, a novel combinatorial feature selection framework was proposed. The new algorithms, CTS and RCTS, were implemented and evaluated through various UCI datasets compared with related feature selection algorithms. The feature selection results were further verified by applying different classifiers to the data. Our method demonstrated its efficiency and effectiveness by defining cooperation between different search lines through feature space. The cooperation was done by voting. The supremacy of our approach was reported in the tables, especially on the Glass dataset.

We will study the effect of wrapper criteria on the proposed framework in the future and also test divergence based criteria or a combination of filter and wrapper.
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