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Abstract
Multidimensional force loading has been widely used in the fields of component and material testing. The pneumatic-driven multidimensional force loading parallel mechanism can meet the requirements of complex force loading. A three-dimensional loading robot based on a pneumatic three-universal–prismatic–universal parallel mechanism is designed to apply time-varying three-dimensional loads on a target. Based on the principle of vector superposition, inverse and forward kinematics are deduced. A second-order mathematical model of a metal seal pneumatic cylinder driven by a flow proportional valve is established. Based on the immersion and invariance technique, the leakage flow in the cylinder is taken as the interference term and estimated. Meanwhile, because of the strong nonlinearity of the actuator, based on suitable disturbance estimation, the control rate of the system is designed through the sliding mode surface, and the stability of the control algorithm is analyzed on the basis of the Lyapunov stability theory. The experimental results show that the immersion and invariance controller exhibits a better control performance than the proportional–integral–differential controller: the steady-state control mean square error is reduced by approximately 21% on average and the dynamic (0.2 Hz) tracking mean square error is approximately 10.35 N.
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Introduction
Multidimensional force loading has been widely used in the fields of component and material testing, medical rehabilitation, and so on. It is of great significance to carry out multidimensional force loading accurately. The multidimensional force loading parallel mechanism has the advantages of large stiffness, error equalization, and sufficient multidimensional output force. Therefore, it is an important technique to realize complex force loading. Zhao et al. designed a six-dimensional force loading device based on a six-universal–prismatic–universal (UPU) parallel mechanism. The device was used to apply multidimensional force loads. Wang and Huang designed a multiaxis loading test stand based on an orthogonal parallel mechanism. Using this system, they applied precise multidimensional loads to the assembly structure and obtained accurate data for reliability and fatigue tests.

A three-UPU robot is a parallel mechanism with limited degrees of freedom, where U and P represent the universal and prismatic pairs, respectively. The robot comprises three
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retractable connecting rods, a static platform, and a dynamic platform. Ji and Wu10 established a kinematic model of a three-UPU parallel mechanism and obtained a closed-form solution of this model. Chen et al.11 proposed a new method to analyze the kinematics of a three-UPU parallel mechanism. Han et al.12 analyzed the kinematic sensitivity of three-UPU parallel mechanism and verified it experimentally. Dehkordi et al.13 developed a new type of horizontal three-UPU parallel mechanism driven by three linear motors. Based on this mechanism, a gravity compensation algorithm was studied. Ashith Shyam and Ghosal14 proposed a solar tracking system based on a three-UPU parallel mechanism and carried out trajectory planning and control experiments on the system. The accuracy of the position-pose control of the mechanism was 100 μm. Bhutan and Dwarakanath15 designed a three-UPU-type mechanism driven by a high-precision linear motor and verified its performance. The accuracy of the position-pose control of the mechanism was 100 μm. Li et al.16 proposed a mixed $H_2/H_{\infty}$ control model for controlling a three-UPU parallel platform used for active vibration isolation. The experimental results showed that the vibrations acting on this mechanism were significantly reduced; they were limited to 0–10 Hz vibration signals. These studies focused on the position-pose control, whereas the loading control has not attracted much attention.

Parallel robots are mainly driven by hydraulic, electric, or pneumatic servo systems. Using metal gap-sealed cylinders as loading drivers not only brings advantages, such as air-driven cleaning, pollution-free operation, simple structure, low cost, and easy maintenance17 but can also help effectively avoid the high friction forces produced in pneumatic systems. Therefore, for the working conditions of three-UPU robots, it is more advantageous to use metal gap-sealed cylinders as the drivers.

In pneumatic three-UPU robots, the loading control is performed via pneumatic servo control. Recently, numerous studies have been conducted on pneumatic servo control. To overcome the nonlinearity of pneumatic systems, Meng et al.18,19 designed a pneumatic servo controller based on self-adaptive robustness, where online parameter estimation was applied to obtain the uncertain model parameters. In this system, the effects of the unmodeled parts and the interference were suppressed by nonlinear robustness control. Thus, while ensuring the accuracy of the output force control, the system provides a good degree of transient performance. For tracking a 0.5 Hz sinusoidal trajectory, the maximum tracking error is 4.1 N and the average tracking error is 2.2 N. Meanwhile, the output stiffness can be maintained near its maximum/minimum. Li et al.20 proposed a sliding-mode controller based on a nonlinear model of a pneumatic servo system. In a force tracking test conducted at a frequency of 1 Hz and an amplitude of 80 N, the average tracking error of the force was less than 5 N. To overcome the chattering while switching the sliding mode surface, the saturation function was adopted to replace the symbol function when constructing the sliding mode surface based on the Lyapunov theory. The ideal control effect was achieved. As the friction force in a pneumatic servo system is relatively high and difficult to measure directly, Sheng and Zhao21 designed an observer to estimate the friction force in a pneumatic force servo system online based on the extended Kalman filter. They compensated for the friction force in real time. In a step response experiment with an expected output of 1000 N, the adjustment time was less than 1 s, and the average steady-state error was less than 50 N, thus realizing accurate control of the output force.

The main contribution of this article is the proposal of a three-dimensional (3D) force loading system driven by a metal clearance-sealed cylinder based on a 3-UPU mechanism. Because the leakage flow in the cylinder cannot be detected by a flow sensor when the piston is in motion, it is taken as the interference term and estimated on the basis of the immersion and invariance (I&I) theory; then, the accurate mathematical model of the control system is obtained. Owing to the nonlinearity of the pneumatic system, a 3D loading control system based on the sliding mode with fast response and high precision is designed. The conditions for the stability of the controller and the corresponding proof are presented. Finally, we implement 3D loading control of the robot and verify the effectiveness of the method.

The remainder of this article is organized as follows. The structure of the three-UPU robot is introduced in the second section. The kinematic and static analyses are carried out in the third section. The mathematical model of the metal gap-sealed cylinder is established in the fourth section. The controller is described in the fifth section. The experimental results are presented in the sixth section. Finally, the conclusions are stated in the seventh section.

### Structure of a 3-UPU robot

A pneumatic three-UPU loading robot system comprises a control system and a robot. Figure 1 shows the mechanism. The control system includes an industrial control computer, data acquisition cards, and proportional flow valves. As shown in Figure 2, the robot consists of metal gap-sealed cylinders, a static platform, universal pairs, a dynamic platform, and a 3D force sensor. The static and dynamic platforms are designed as regular triangular elements. The inner sides of the two universal pairs are connected to the ends of three cylinders, forming three-branch chains. The outer sides of the universal pairs are, respectively, connected to the triangular endpoints of the dynamic and static platforms. The 3D force sensor is connected at the end of the robot and fixed on the support stand.

The 3D force sensor used is a BAYKON BF7512 series multidimensional force sensor with a detection limit of 200 N; the three-axis mutual interference error is approximately 2 N. The MPYE-5-1/4-010B-type proportional flow
valve (FESTO, Germany) is used to control the gas flow, and the Advantech PCL1716 data acquisition card is adopted for data acquisition.

**Kinematic and static analyses**

**Kinematic analysis**

Figure 3 shows the motion coordinates of the pneumatic three-UPU force loading robot. The static platform forms a regular triangle represented by $A_1A_2A_3$; $R$ is the radius, and $O_0$ is the center of the circumscribed circle. $P_i$ ($i = 1, 2, 3$) represents the three branches in sequence, and their upper endpoints are represented by $A_i$ ($i = 1, 2, 3$). $O_0x_0y_0$ is set as the absolute coordinate system. The direction from $O_0$ to branch 2 is the positive direction of $x_0$. The positive direction of the $z_0$ axis is perpendicular to the plane $A_1A_2A$ in the downward direction. The coordinates of $A_i$ ($i = 1, 2, 3$) are $A_1 \left(-\frac{r}{2}, \frac{\sqrt{3}}{2}r, 0\right)$, $A_2 \left(R, 0, 0\right)$, and $A_3 \left(-\frac{r}{2}, -\frac{\sqrt{3}}{2}r, 0\right)$, respectively.

The dynamic platform forms a regular triangle represented by $M_1M_2M_3$; $r$ is the radius, and $O$ is the center of the circumscribed circle. $M_i$ ($i = 1, 2, 3$) represents the lower endpoints of the three branch chains. In the moving coordinate system $Oxyz$, the direction from $O$ to $M_2$ is the positive direction of the $x$-axis, and the downward positive direction of the $z$-axis is perpendicular to the plane $M_1M_2M_3$. The coordinates of $M_i$ ($i = 1, 2, 3$) in the absolute coordinate system are $M_1 \left(-\frac{1}{2}r, -\frac{\sqrt{3}}{2}r, 0\right)$, $M_2 \left(r, 0, 0\right)$, and $M_3 \left(-\frac{1}{2}r, \frac{\sqrt{3}}{2}r, 0\right)$, respectively.

The vector equation for the three branch chains is shown in the following equation:

\[ \text{Equation} \]
The following equation is obtained based on the geometric analysis of the mechanism, as shown in the figure. The geometrical relationship of the mechanism, as shown in the figure, can be expressed as:

\[ A_i M_i = O_i A_i + O_i O + OM_i, \quad (i = 1, 2, 3) \]  
\[ |A_i M_i| = l_i, \quad (i = 1, 2, 3) \]

where the length of the branch \( i \) is represented by \( l_i \) (\( i = 1, 2, \) and 3). Assuming that \((x, y, z)\) is the absolute coordinate of point \( O \), then \( O_i A_i = [x, y, z] \), \( O_i A_i = [-\frac{R}{2} - \frac{\sqrt{3}}{2} R, 0] \), \( O_i A_i = [-\frac{R}{2} - \frac{\sqrt{3}}{2} R, 0] \), \( O_i A_i = [R, 0, 0] \), \( O_i O A_i = [-\frac{R}{2} - \frac{\sqrt{3}}{2} R, 0] \), \( O_i O A_i = [-\frac{R}{2} - \frac{\sqrt{3}}{2} R, 0] \), \( O_i O A_i = [R, 0, 0] \), and \( O_i O A_i = [R, 0, 0] \).

Taking \( \Delta = R - r \), we can obtain the following geometrical relationships between the robot link and the dynamic platform:

\[ (x + \frac{1}{2} \Delta)^2 + (y + \frac{\sqrt{3}}{2} \Delta)^2 + z^2 = l_1^2 \]
\[ (x - \Delta)^2 + y^2 + z^2 = l_2^2 \]
\[ (x + \frac{1}{2} \Delta)^2 + (y - \frac{\sqrt{3}}{2} \Delta)^2 + z^2 = l_3^2 \]

where \( l_i \) (\( i = 1, 2, \) and 3) is in the range of 420–720 mm, and \( \Delta = 403.5 \) mm.

**Static analysis**

The normal vector \( n_0 \) of the dynamic platform is set as \([0, 0, 1]^T\), and the angle \( \theta_i \) (\( i = 1, 2, \) and 3) between each branch chain and the dynamic platform is obtained based on the geometrical relationship of the system, as shown in the following equation:

\[ \theta_i = \arccos \left( n_0 \cdot A_i M_i / (|n_0||A_i M_i|) \right) \]  
\[ \alpha_1 = \arctan \left( y + l_0 \cdot \frac{\sqrt{3}}{2} \times \frac{\sqrt{2}}{2} \right) \]
\[ \alpha_2 = \pi - \arctan \left( \frac{|y|}{l_0 \cdot \frac{\sqrt{2}}{2} - x} \right) \]
\[ \alpha_3 = \arctan \left( l_0 \cdot \frac{\sqrt{3}}{2} \times \frac{\sqrt{2}}{2} - y \right) \]
\[ \alpha_4 = \arctan \left( \frac{x + l_0 \cdot \frac{\sqrt{2}}{2} - y}{\frac{\sqrt{3}}{2} \times \frac{\sqrt{2}}{2}} \right) \]

where \( l_0 = 570 \) mm is the initial length of the branch chain.

Taking \( \beta_i \) (\( i = 1, 2, \) and 3) as the angle between the projected straight line and the \( y \)-axis of the coordinate system, we can obtain the following geometrical relationships between the robot link and the dynamic platform:

\[ \beta_1 = \frac{\pi}{2} - \alpha_1 \]
\[ \beta_2 = \alpha_2 - \frac{\pi}{2} \]
\[ \beta_3 = \frac{\pi}{2} + \alpha_3 \]

According to Eqs. (4)–(6), the 3D load acting at the robot end can be obtained using the following equation:

\[ F_x = f_1 \cos \theta_1 \cos \alpha_1 + f_2 \cos \theta_2 \cos \alpha_2 + f_3 \cos \theta_3 \cos \alpha_3 \]
\[ F_y = f_1 \cos \theta_1 \sin \beta_1 + f_2 \cos \theta_2 \sin \beta_2 + f_3 \cos \theta_3 \sin \beta_3 \]
\[ F_z = f_1 \sin \theta_1 + f_2 \sin \theta_2 + f_3 \sin \theta_3 \]

where \( f_i \) (\( i = 1, 2, \) and 3) represents the output forces of the three cylinders.

Equation (7) is solved to obtain the relationship between the output force of the cylinder and the 3D load at the robot end, as expressed in the following equation:

\[ \begin{pmatrix} f_1 \\ f_2 \\ f_3 \end{pmatrix} = A \begin{pmatrix} F_x \\ F_y \\ F_z \end{pmatrix} \]

where

\[ A = \begin{bmatrix} \cos \theta_1 \cos \alpha_1 & \cos \theta_2 \cos \alpha_2 & \cos \theta_3 \cos \alpha_3 \\ \\ \cos \theta_1 \sin \beta_1 & \cos \theta_2 \sin \beta_2 & \cos \theta_3 \sin \beta_3 \\ \\ \sin \theta_1 & \sin \theta_2 & \sin \theta_3 \end{bmatrix} \]

**System modeling**

To derive the dynamic mathematical model of a metal gap-sealed cylinder driven by the proportional flow valve (Figure 4), the following assumptions are made based on the characteristics of the compressed air.\(^2\)\(^2\)

The temperature change in the gas flow process and the influence of all the connected pipelines on the pressure transmission are ignored. In addition, the flow of gas through the valve port is considered an isentropic process.

**Model of the proportional flow valve**

The proportional flow valve is simplified to a first-order system. To compensate for the middle dead zone,\(^2\)\(^3\) we take

\[ A_v = -k_1 A_v + k_2 u \]
\[ u = \begin{cases} U - U_w, & \text{intake} \\ U_1 - U, & \text{exhaust} \end{cases} \]

where \( A_v \) is the effective area of the intake or exhaust valve ports, \( k_1 \) and \( k_2 \) are positive constants that can be obtained using the least-squares method with the flow curve data in
the manual operation of the proportional flow valve, \( U \) is the actual output voltage signal, and \( u \) is the control quantity. \( U_u \) and \( U_l \) are the upper and lower limits of the dead zone voltage, respectively, set to 4.82 and 5.21V.

The equation of motion when the gas flows through the valve port is

\[
\dot{m} = C_f A_v \frac{p_u - p_d}{\sqrt{T}} \varphi(p_u, p_d) \tag{11}
\]

where \( \dot{m} \) is the gas mass flow rate, \( T \) is the gas temperature, \( C_f \) is the flow coefficient, and \( \varphi \) is the flow function, which is determined by the gas flow state.\(^2\) For the exhaust chamber, \( p_d = p_a \) and \( p_u = p_e \). For the inflation chamber, \( p_d = p_p \) and \( p_u = p_e \). Here, \( p_r \), \( p_p \), \( p_a \), and \( p_e \) are the exhaust chamber pressure, inflation chamber pressure, atmospheric pressure, and source pressure, respectively.

**In-cylinder pressure model**

Assuming that the initial state of the cylinder is fully retracted, the volumes of the inflation and exhaust chambers can be expressed as follows

\[
\begin{align*}
V_1 &= A_v y_c, \quad 0 \leq y_c \leq L_c \quad \tag{12} \\
V_2 &= V_c - A_v y_c, \quad 0 \leq y_c \leq L_c \quad \tag{13}
\end{align*}
\]

where \( y_c \) is the displacement of the piston, \( A_v \) is the effective cross-sectional area of the cylinder, \( L_c \) is the total displacement of the piston, and \( V_c \) is the total effective volume of the cylinder.

The structure of the metal gap-sealed cylinder is different from that of a conventional cylinder, in that there is no seal ring inside the cylinder. The internal leakage flow rate of the adopted gas seal cannot be ignored. According to the assumptions, the pressure differential equation for the pressure difference inside the cylinder is

\[
\dot{p}_c = \dot{p}_p - \dot{p}_e = \frac{RT}{A_v y_c} (m_{cin} - m_{leak}) - \frac{p_p V_1}{A_v y_c} - \frac{RT}{V_c - A_v y_c} (m_{leak} - m_{cont}) - \frac{p_p V_2}{V_c - A_v y_c} \tag{14}
\]

where \( p_c = p_p - p_e \) is the pressure difference, \( \dot{m}_{leak} \) is the internal leakage gas flow rate, and \( \dot{m}_{cin} \) and \( \dot{m}_{cont} \) are the intake and exhaust gas flow rates.

**Control system model**

The second-order approximate model of a single-cylinder loading control system is expressed in the following equation

\[
\begin{align*}
A_v &= -k_1 A_v + k_2 u \\
\dot{p}_c &= \dot{p}_p - \dot{p}_e \tag{15}
\end{align*}
\]

**Loading control**

**State equation**

\[
\begin{align*}
\dot{x}_1 &= \frac{RT}{A_v y_c} \left( C_f \frac{p_u - p_d}{\sqrt{T}} \varphi(p_u, p_d) y_2 - m_{leak} \right) \\
&\quad + \frac{RT}{V_c - A_v y_c} \left( C_f \frac{p_e - p_u}{\sqrt{T}} \varphi(p_e, p_u) y_2 - m_{leak} \right) \tag{16}
\end{align*}
\]

From Eq. (9)

\[
\dot{x}_2 = -k_1 x_2 + k_2 u \tag{17}
\]

The simultaneous equations, namely Eqs. (16) and (17), are the differential forms of the model

\[
\begin{align*}
\dot{x}_1 &= \varsigma x_2 - d \\
\dot{x}_2 &= -k_1 x_2 + k_2 u \tag{18}
\end{align*}
\]

where \( \varsigma = \frac{RT C_f}{\sqrt{T}} \left( \frac{p_u \varphi(p_u, p_d)}{A_v y_c} + \frac{p_e \varphi(p_e, p_u)}{V_c - A_v y_c} \right) \) and

\[
d = \left( \frac{RT}{A_v y_c} + \frac{RT}{V_c - A_v y_c} \right) m_{leak}.
\]

**Design of self-adaption rate**

The basic principle of the I&I theory is to immerse the system state into a specified target manifold. The target manifold can be made attractive by designing a control
algorithm, thus ensuring that the system has a global uniformly asymptotical stability at the equilibrium point.$^{24}$

The error manifold is defined based on the I&I theory

\[
M = \left\{(x, d) \in \mathbb{R} | d + \beta(x_1, x_2) - d = 0 \right\}
\]  

(19)

where \( \beta(x_1, x_2) \) is the undetermined compensation function, and \( \hat{d} \) is the estimated external disturbance.

With the assumption that the above error manifold remains unchanged, the loading control system model can be expanded. Comparing with Eq. (18), we have

\[
\begin{aligned}
\dot{x}_1 &= \alpha + \hat{d} - \beta + \eta \\
\dot{x}_2 &= -k_1x_2 + k_2u \\
\dot{\hat{d}} &= \omega 
\end{aligned}
\]  

(20)

Here \( \eta = \tilde{\eta} - d \), where \( \tilde{\eta} = \hat{d} + \beta(x_1, x_2) \), is the external equation of the manifold. Considering the accuracy of estimating the internal leakage in a cylinder, it is difficult to obtain a general Lyapunov function and design the adaptive law of the uncertain disturbance based on the principle of deterministic equivalence. Therefore, based on the I&I theory, an appropriate additional term \( \beta(x_1, x_2) \) and a self-adaptive trend \( \omega \) should be designed to ensure that the error manifold \( M \) exhibits attractivity and invariance. A nonlinear function is introduced for the parameter estimation; therefore, we need not construct the Lyapunov function to design the parameter estimator. Moreover, there is no need to differentiate it. Thus, the problem of “computational expansion”$^{25}$ is avoided.

The load tracking error is taken as follows

\[
e_1 = x_1 - x_{1d}
\]  

(21)

where \( x_{1d} \) refers to the expected load.

\( e_2 = \dot{e}_1 - \alpha \), where \( \alpha = -l \cdot \tanh (e_1) \) \((l > 0)\), is the virtual control variable of the system. To ensure the boundedness of this variable, a hyperbolic tangent function is introduced in its design.

Differentiating Eq. (21) and solving it with Eq. (18) simultaneously, we obtain the following

\[
\begin{aligned}
\dot{e}_1 &= \dot{x}_1 - \dot{x}_{1d} = \alpha + \hat{d} - \dot{x}_{1d} \\
\dot{e}_2 &= \dot{e}_1 - \alpha = -k_1x_2 + k_2u - x_{1d} - \dot{\alpha}
\end{aligned}
\]  

(22)

where \( \dot{\alpha} = -l \cdot \text{sech}^2(e_1) \cdot \dot{e}_1 \).

Differentiating the manifold error equation yields

\[
\dot{\eta} = \omega + \frac{\partial \beta}{\partial x_1} \dot{x}_1 + \frac{\partial \beta}{\partial x_2} \dot{x}_2 = \omega + \frac{\partial \beta}{\partial x_1} (\alpha + \hat{d} - \beta + \eta) + \frac{\partial \beta}{\partial x_2} (-k_1x_2 + k_2u)
\]  

(23)

The self-adaptive trend is defined as follows

\[
\omega = -\frac{\partial \beta}{\partial x_1} (\alpha + \hat{d} - \beta) - \frac{\partial \beta}{\partial x_2} (-k_1x_2 + k_2u)
\]  

(24)

By substituting Eq. (24) into Eq. (23), we get

\[
\dot{\eta} = \frac{\partial \beta}{\partial x_1} \eta
\]  

(25)

Let \( \frac{\partial \beta}{\partial x_1} = -\gamma, \gamma > 0 \), we take \( \beta = -\gamma x_1 \), then \( \dot{\eta} = -\gamma \eta \).

Solving the differential equation gives \( \eta = e^{-\gamma t} \cdot c \), and \( c \) is related to the initial value of \( \eta \), which converges exponentially.

Differentiating the Lyapunov function \( V_\eta = \frac{1}{2} \eta^2 \) yields

\[
\dot{V}_\eta = -\gamma \eta^2 \leq 0
\]  

(26)

This indicates that the manifold error \( \eta \) is asymptotically stable.

**Control rate design**

The sliding mode variable structure control is a special type of nonlinear control. This method can be used to effectively design the sliding mode surface. When the system reaches the sliding mode surface, its operation state depends only on the sliding mode surface, regardless of the original parameters of the system, thus overcoming parameter uncertainty.$^{16}$

For convenience, Eq. (22) is further simplified

\[
\begin{aligned}
\dot{e}_1 &= \kappa - d \\
\dot{e}_2 &= k_2u + \rho
\end{aligned}
\]  

(27)

where \( \kappa = \alpha + \hat{d} - \dot{x}_{1d} \) and \( \rho = -k_1x_2 - x_{1d} - \dot{\alpha} \).

We need to ensure that the error \( e_1 \) gradually converges to zero while maintaining certain stability in the event of considerable jittering on the sliding mode surface. Considering its characteristics, the hyperbolic tangent function is introduced into the design of the sliding mode surface

\[
s = e^p + h_1 \tanh (e_1)
\]  

(28)

where \( x^p = |x|^p \cdot \text{sgn}(x), h_1 > 0, 1 < p < 2 \).

Eq. (27) is substituted into Eq. (28), and the derivative is

\[
\dot{s} = p|e_2|^{p-1}e_2 + h_1 \text{sech}^2 (e_1) \dot{e}_1
\]  

(29)

\[
= p|e_2|^{p-1}(k_2u + \rho) + h_1 \text{sech}^2 (e_1) (\kappa - d)
\]

The control mechanism is set to

\[
u = (k_2)^{-1}[-\rho - |e_2|^{1-p}h_1 \text{sech}^2 (e_1)(\kappa - \dot{\eta}) -

p^{-1}|e_2|^{1-p} \int_0^t \text{sgn}(s) d\tau + (2h_2 + e)s + h_3|x|^q \text{sgn}(s)\]

(30)

where \( h_2 > 0, h_3 > 0, \) and \( 0 < q < 1 \).

The parameters of the system model expressed in Eq. (18) are unknown, and the self-adaptive rate can be obtained using Eq. (24). Thus, we can estimate the internal
leakage flow. The design of the sliding mode surface combined with the hyperbolic tangent function constitutes an I&I controller suitable for three-UPU robot loading control. Figure 5 shows the control logic.

**Stability analysis**

The Lyapunov function is set to

\[ W = \frac{1}{2} s^2 + V_o \]  

(31)

Eq. (30) is substituted into Eq. (29)

\[ \dot{s} = h_1 \text{sech}^2 (e_1) \eta \]

\[-\left( e \int_0^t \text{sgn} (s) \, d\tau + (2h_2 + \varepsilon)s + h_3 |s|^3 \text{sgn} (s) \right) \]

(32)

By taking the derivative of Eq. (31) with time and substituting it into Eqs. (32) and (26), we get

\[ W = \dot{V}_e - s \left( e |s| + (2h_2 + \varepsilon)s + h_3 |s|^3 \text{sgn} (s) \right) \]

\[ + h_1 \text{sech}^2 (e_1) \eta s \]

\[ \leq -h_3 |s|^3 + 2h_2 s^2 + h_1 \text{sech}^2 (e_1) \eta s - \gamma \eta^2 \]  

(33)

\[ \leq -h_3 |s|^3 + \left( s \eta \right)^T Q \left( s \eta \right) \]

\[ \leq 0 \]

where \( Q = \begin{bmatrix} 2h_2 & \frac{1}{2} h_1 \text{sech}^2 (e_1) \\ \frac{1}{2} h_1 \text{sech}^2 (e_1) & \gamma \end{bmatrix} \) is a positive definite matrix.

Differentiating the Lyapunov function \( \dot{V}_e = \frac{1}{2} e_1^2 \) yields

\[ \dot{V}_e = e_1 \left( e_2 - \eta \cdot \tanh (e_1) \right) \]  

(34)

When the state error variables \( e_1 \) and \( e_2 \) reach the sliding mode surface \( s = 0 \), Eq. (28) becomes \( e_2^p = -h_1 \tanh (e_1) \). Because \( e_2 \) and \( e_2^p \) have the same sign, \( h_1 \tanh (e_1) \) and \( e_1 \) will have the same sign as well, thus \( e_1 e_2 \leq 0 \). Moreover, \(-e_1 \cdot l \cdot \tanh (e_1) \leq 0\), and therefore, \( \dot{V}_e \leq 0 \). \( e_1 \) asymptotically stabilizes in the closed-loop system.

**Experimental results**

Table 1 lists the key parameters of the pneumatic three-UPU robot. The controller parameters are \( l = 3.6, \gamma = 2.53 \), \( h_1 = 0.55, h_2 = 1.23, h_3 = 2.88, p = 1.57, q = 0.25, \) and \( \varepsilon = 0.05 \), and the proportional–integral–differential (PID) controller parameters are \( k_p = 1.56, k_i = 0.025, \) and \( k_D = 0.86 \).

To verify the 3D force loading performance of the pneumatic three-UPU robot controller, two sets of experiments were conducted. Furthermore, to verify the effectiveness of the control algorithm of I&I, a PID controller and sliding mode controller were introduced for comparison.

1. Two groups of 3D force loading step experiments are performed: the loading position coordinates are \( x = 0 \, \text{mm}, y = 0 \, \text{mm}, \) and \( z = 403.05 \, \text{mm} \). The length of the branch chain of the robot in this position is calculated using Eq. (3): \( l_1 = l_2 = l_3 = 570 \, \text{mm} \). The expected outputs of the 3D force loading are \( F_x = 100 \, \text{N}, F_y = 100 \, \text{N}, \) and \( F_z = -10 \, \text{N} \), and \( F_x = 50 \, \text{N}, F_y = 50 \, \text{N}, \) and \( F_z = 110 \, \text{N} \). According to Eq. (8), under the two sets of loading control, the expected output forces of the three cylinders are \( f_1 = 124.1 \, \text{N}, f_2 = -99.0, \) and \( f_3 = -39.2 \, \text{N}, \) and \( f_1 = 116.2 \, \text{N}, f_2 = 4.71 \, \text{N}, \) and \( f_3 = 34.6 \, \text{N} \). In addition, because the robot is under the influence of its own gravity, the initial value of \( F_x \) is approximately 51.2 N. Figures 6 to 8 show the three-axis load curves of the robot. Figure 9 shows the steady-state error of \( F_y \). Table 2 gives a comparison of the control performance indicators of step response 1.
2. In the Z-axis load sine tracking experiment, the sine frequency is 0.2 Hz, and the amplitude is 60 N. The loading position coordinates are \( x = 0 \) mm, \( y = 0 \) mm, and \( z = 403.05 \) mm. The initial loads of the robot are \( F_x = 0 \) N, \( F_y = 0 \) N, and \( F_z = 51.2 \) N. Figures 10 to 12 show the three-axis load curves of the robot. Figure 13 shows the \( F_z \) error curve. Table 3 presents a comparison of the control performance indicators for sinusoidal tracking.

I&I: immersion and invariance; PID: proportional–integral–differential.

The experiments are conducted at the same sampling frequency of 100 Hz, and the experimental data are unfiltered.

From the experimental results, (1) compared with the PID controller, the I&I step response rising time is reduced by approximately 33% on average, and the average adjusting time is reduced by approximately 28%. Further, the maximum steady-state error is reduced by approximately 50% on average, and the mean square error is reduced by approximately 21% on average. This shows that the I&I control has higher steady-state accuracy and better dynamic performance than the PID controller. (2) According to Table 2, the I&I step response mean square error and

| Parameter                          | Value    | Parameter                          | Value    |
|------------------------------------|----------|------------------------------------|----------|
| Thermodynamic temperature, \( T \) | 293 K    | Total stroke of piston, \( L_c \)  | 300 mm   |
| Effective cross-sectional area of cylinder, \( A_c \) | 1884 mm\(^2\) | Effective cross-sectional area of valve port, \( A_v \) | 2 mm\(^2\) |
| Effective volume of cylinder, \( V_c \) | 565 cm\(^3\) | Flow coefficient, \( C_f \)       | 0.7      |
adjusting time are close to those of the sliding controller, and the maximum steady-state error is slightly lower than that of the sliding controller. (3) Although the rising time of the sliding controller is significantly lower than that of the I&I controller, there is an obvious overshoot in the step response (the maximum overshoot is around 6.5\%). This shows that although the sliding controller improves the response speed of the system to the maximum, it compromises the stability of the system. The I&I controller can improve the response speed of the system as much as possible while ensuring the stability of the system. (4) In the 0.2 Hz sinusoidal tracking test, compared with the PID controller, the mean square error of the I&I controller is approximately 10.35 N, which is 29\% lower than that of the PID controller. The amplitude attenuation is approximately

### Table 2. Comparison of step response control performance.

|                 | $F_x$ |          |          | $F_y$ |          |          | $F_z$ |          |          |
|-----------------|-------|----------|----------|-------|----------|----------|-------|----------|----------|
|                 | I&I   | Sliding  | PID      | I&I   | Sliding  | PID      | I&I   | Sliding  | PID      |
| Mean square error (N) | 23.4  | 21.6     | 29.2     | 23.0  | 21.6     | 29.5     | 13.9  | 13.2     | 18.5     |
| Maximum steady-state error (N) | 0.91  | 1.15     | 2.02     | 1.11  | 1.16     | 1.95     | 0.95  | 0.98     | 2.90     |
| Rising time (s)     | 0.27  | 0.14     | 0.38     | 0.25  | 0.14     | 0.38     | 0.23  | 0.13     | 0.37     |
| Adjusting time (s)  | 0.72  | 0.63     | 0.94     | 0.67  | 0.53     | 0.96     | 0.73  | 0.59     | 1.05     |
| Overshoot (%)       | 0.2   | 3.1      | 0.9      | 0.9   | 6.5      | 1.4      | 0.3   | 6.5      | 0.3      |

I&I: immersion and invariance; PID: proportional–integral–differential.
2\%, and the phase lag is 41\% lower than that of the PID controller. Meanwhile, compared with the sliding controller, the I&I mean square error is reduced by approximately 1.4\% and phase lag is reduced by 6.7\%. Moreover, the amplitude attenuation is reduced by approximately 4.3\%.

**Conclusion**

1. We established an ideal state equation for the 3D force loading system of a pneumatic three-UPU robot. The system is based on a metal gap-sealed cylinder driven by a proportional flow valve. We developed an accurate mathematical model for implementing the load control.

2. Suitable additional terms and an adaptive mechanism are designed to ensure that the error manifold exhibits invariance and attractivity. A hyperbolic tangent function is introduced in the design of the sliding mode surface to improve the smoothness and thus the stability of the error on the sliding mode surface.

3. The experimental results indicate that the I&I loading control algorithm responds faster than the PID controller. The steady-state and tracking errors are significantly reduced, and the control performance is improved considerably.

4. In future research, a dynamic scale technology can be introduced in the I&I method to further improve the convergence speed. This could help increase the adaptive ability and dynamic response-ability of the dynamic estimation errors of the parameters.
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