Implications of a possible TeV break in the cosmic-ray electron and positron flux
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Abstract

A TeV spectral break in the total flux of cosmic-ray electrons and positrons (CREs) at which the spectral power index softens from $\sim 3$ to $\sim 4$ has been observed by H.E.S.S. and recently confirmed by DAMPE with a high significance of $6.6 \sigma$. Such an observation is apparently inconsistent with the data from other experiments such as Fermi-LAT, AMS-02, and CALET. We perform a global analysis to the latest CRE data including Fermi-LAT, AMS-02, CALET, DAMPE, and H.E.S.S. with energy scale uncertainties taken into account to improve the consistency between the data sets. The fit result strongly favors the existence of the break at $\sim 1$ TeV with an even higher statistical significance of $13.3 \sigma$. In view of the tentative CRE break, we revisit a number of models of nearby sources, such as a single generic Pulsar Wind Nebula (PWN), known multiple PWNe from the ATNF catalog, and their combinations with either an additional Dark Matter (DM) component or a Supernova Remnant (SNR). We show that the CRE break at $\sim 1$ TeV, together with the known CR positron excess points, strongly favors the possibility that the nearby sources should be highly charge asymmetric. Among the models under consideration, the one with a PWN plus SNR is most favored by the current data. The favoured distance and age of the PWN and SNR sources are both within $0.6$ kpc and around $10^5$ yr respectively. Possible candidate sources include PSR J0954-5430, Vela and Monogem ring, etc. We find that for the models under consideration, the additional DM component is either unnecessary or predicts too much photons in tension with the H.E.S.S. data of $\gamma$-rays from the direction of the Galactic Center. We also show that the current measurement of the anisotropies in the arrival direction of the CRE can be useful in determining the properties of the sources.
I. INTRODUCTION

High energy cosmic-ray electrons and positrons (CREs) lose their energies rapidly via inverse Compton scattering and synchrotron radiation during their propagation through the Galaxy. CREs with observed energy above TeV typically come from a distance within 1 kpc, which makes them an important probe of nearby sources. The existence of the nearby sources may contribute to spectral features in the CRE energy spectrum. Candidates of such CRE sources include: Pulsar Wind Nebulae (PWNe), Supernova Remnants (SNRs), and Dark Matter (DM) particle annihilation or decay, etc.

In recent years, with the successful running of several ground- and space-based experiments, the measurement of the CRE flux in the GeV–TeV region has been significantly improved. The CRE flux can be measured by ground-based imaging atmospheric Cherenkov telescopes such as H.E.S.S., VERITAS, and MAGIC. In 2009, the H.E.S.S. collaboration measured CRE flux in the energy range 340 GeV – 1.5 TeV, and found a spectral break at $\sim 0.9$ TeV with the power-law index softening from 3.0 to 4.1 [1]. The result was confirmed with higher statistics in the preliminary data of H.E.S.S. in 2018 [2]. The VERITAS collaboration observed a similar break at a lower significance [3]. The results from MAGIC showed a trend of spectrum softening after $\sim$TeV, but is in overall agreement with a single power law in the energy range 100 GeV – 3 TeV, due to significant uncertainties [4].

The satellite-borne Fermi-LAT experiment has measured the CRE spectrum up to 2 TeV [5]. Although the Fermi-LAT data showed a trend of spectrum softening after around TeV, the whole CRE spectrum above 47 GeV can still be well described by a single power law with a power index $\sim 3.11$ due to significant energy reconstruction uncertainties. The AMS-02 experiment onboard the international space station (ISS) has measured the CRE spectrum up to 1 TeV (the CR electron flux reached 1.4 TeV recently [6]), but did not observe any significant structure below TeV [6]. In 2017, the satellite-borne experiment DAMPE which has relatively large acceptance (compared with AMS-02) and high energy resolution (compared with Fermi-LAT) has released the first measurement on the CRE spectrum up to 4.6 TeV, which strongly favors a break at $\sim 0.9$ TeV at 6.6 $\sigma$ significance. After the break, the CRE spectral power index softens from $\sim 3.1$ to $\sim 3.9$ [7]. Recently, the CALET collaboration has extended the CRE measurement up to 4.8 TeV, and the result also supports a spectral softening at around 0.9 TeV [8]. The current CRE measurements from different experiments are apparently not in full agreement with each other in the energy range $\sim 30$ GeV – a few TeV. Increasing the statistics in the future is unlikely to resolve the problem as the current data below TeV are dominated by systematic uncertainties.

In this work, we perform a global analysis of the latest CRE data from Fermi-LAT, AMS-02, DAMPE, CALET, and H.E.S.S. We show that a consistent fit of all the five data sets can be achieved by including the uncertainties in the absolute energy scale of different experiments. This part of uncertainty is usually not added to the total uncertainties in the released data. The global fit result strongly favors the existence of a spectral break at
around TeV. After the break, the CRE spectral power index softens from \(\sim 3.10\) to \(\sim 3.89\), which confirms the result of DAMPE at a higher significance \(\sim 13.3 \sigma\).

In view of the tentative CRE break, we revisit a number of models of nearby sources, such as a single generic Pulsar Wind Nebula (PWN), known multiple PWNe from the ATNF catalog, and their combinations with either an additional dark matter (DM) component or a Supernova Remnant (SNR). In total six models are considered: A) a single PWN, B) all middle-aged PWNe from the ATNF catalog with a simplified assumption that they share a common spectral index and efficiency, C) a single PWN plus an additional DM component which annihilates directly into \(2\mu\) final states, D) all middle-aged PWNe plus an additional DM component which annihilates directly into \(2\mu\) final states, E) a single PWN plus a single SNR, F) middle-aged PWNe plus a single SNR and DM. The CRE break at \(\sim\) TeV, together with the CR positron spectrum peaking at \(\sim 300\) GeV suggests the possibility that the nearby sources would be highly charge asymmetric. Consequently, we find that among these models, only models E and F can well account for the current CRE and CR positron spectra simultaneously. For model-E, the data favor a nearby middle-aged PWN with a spectral index \(\sim 2\) and an energy cutoff at \(\sim 0.8\) TeV. PSR J0954-5430 is a possible PWN candidate. The favored additional SNR turns out to have a spectral index \(\sim 2.2\) and a total energy \(\sim 5.5 \times 10^{48}\) erg. Possible SNR candidates include Vela and Monogem ring. For model-F, the data favor a DM particle with mass \(\sim 1\) TeV and annihilation cross-section \(\sim 1.69 \times 10^{-24}\) cm\(^3\)s\(^{-1}\). The favored DM parameters are consistent with the limits derived from Fermi-LAT data of \(\gamma\)-rays from dwarf galaxies [9], but still in tension with the H.E.S.S. data from the Galactic Center (GC) [10]. In model-F, the middle-aged PWNe turn out to have a spectral index \(\sim 2\), and an efficiency \(\sim 0.098\). The favored additional SNR for this model turns out to have a spectral index \(\sim 1.9\) and a total energy \(\sim 4.1 \times 10^{48}\) erg. Possible SNR candidates include Vela and Monogem ring. In addition, we predict the dipole anisotropy in CRE flux for relevant models and compare them with the current upper-limits obtained by Fermi-LAT [11]. We find that the upper-limits on the CRE anisotropy could be a useful tool for understanding the properties of the \(e^{\pm}\) sources in these models.

This paper is organized as follows: In Sec. II, we briefly overview the calculation of CR propagation and possible sources of CREs. In Sec. III, we perform a global analysis of the current CRE data. In Sec. IV, we discuss a number of models of nearby sources. In Sec. V, we summarize the conclusions of this work. The impact of the uncertainties in the propagation models on the conclusion is also discussed.
II. PROPAGATION OF COSMIC RAYS IN THE GALAXY

A. The propagation model

The propagation of CR particles through the Galaxy can be approximated by a diffusion model in which the diffusion halo is parameterized by a cylinder with radius $R \simeq 20$ kpc and half-height $Z_h = 1 \sim 10$ kpc. The diffusion equation for the CR charged particles reads [12, 13]

$$\frac{\partial \psi}{\partial t} = \nabla (D_{xx} \nabla \psi - V_c \psi) + \frac{\partial}{\partial p} p^2 D_{pp} \frac{\partial}{\partial p} \left( \frac{1}{3} \mathbf{\nabla} \cdot \mathbf{V_c} \right) \psi - \frac{1}{\tau_f} \psi - \frac{1}{\tau_r} \psi + Q(r, t, p),$$

where $\psi(r, t, p)$ is the CR number density per unit momentum, $D_{xx}$ is the spatial diffusion coefficient, and $V_c$ is the convection velocity. The re-acceleration effect is described as diffusion in momentum space and is determined by the coefficient $D_{pp}$. The quantity $\partial p/\partial t$ stands for the momentum loss rate. $\tau_f$ and $\tau_r$ are the time scales for fragmentation and radioactive decay respectively. $Q(r, t, p)$ is the source term. The energy-dependent spatial diffusion coefficient $D_{xx}$ is parameterized as $D_{xx} = \beta D_0 (\rho/\rho_0)^\delta$, where $\rho = p/Ze$ is the rigidity of CR particles with electric charge $Ze$, $\delta$ is the spectral power index, $\rho_0$ is a reference rigidity, $D_0$ is a normalization constant, and $\beta = v/c$ is the velocity of CR particles. The momentum diffusion coefficient $D_{pp}$ is related to $D_{xx}$ as $D_{pp}D_{xx} = 4V_a^2 p^2 / (3\delta(4 - \delta^2)(4 - \delta))$, where $V_a$ is the Alfvén velocity of disturbances in the hydrodynamical plasma [12].

The source term of primary CR particles is expressed as $Q(r, t, p) = f(r, t)q(p)$, where $f(r, t)$ is the spatial distribution and $q(p)$ is the injection spectrum. The spatial distribution of the source is taken from Ref. [14]. The injection spectra of the primary nucleus are assumed to be a broken power law behavior, $q(p) \propto (\rho/\rho_s)^{\gamma_{nucl}}$, with the injection index $\gamma_{nucl} = \gamma_{nucl,1}(\gamma_{nucl,2})$ for the nucleus rigidity $\rho$ below (above) a reference rigidity $\rho_s$. The spatial boundary conditions are set by assuming that free particles escape beyond the halo, i.e., $\psi(R, z, p) = \psi(r, \pm Z_h, p) = 0$. The steady-state solution can be obtained by setting $\partial \psi/\partial t = 0$.

In this work, we use the public code GALPROP-v54 [15–19] to numerically solve this equation for the CR propagation. The propagation parameters are fixed to the “MED” diffusion re-acceleration (DR) propagation model, which is obtained from a global fit to the proton and B/C data of AMS-02 using the GALPROP code [20]. Note that this model is different from the one proposed in Ref. [21] which is based on semi-analytical solutions of the propagation equation. The main parameters of this model are summarized in Tab. I. When CR particles propagate into the heliosphere, the flux of CR particles is affected by the solar wind and the heliospheric magnetic field. In order to account for the solar modulation, we adopt the force field approximation with a modulation potential $\phi = 0.55$, which is consistent with the value adopted in deriving the “MED” model from the experimental data.
| R(kpc) | Z_h(kpc) | D_0 | \rho_0(GV) | \delta | V_a(km/s) | \rho_s(GV) | \gamma_{nucl,1}/\gamma_{nucl,2} |
|-------|--------|-----|---------|------|----------|---------|-----------------|
| 20    | 3.2    | 6.50 | 4.0     | 0.29 | 44.8     | 10.0    | 1.79/2.45       |

TAB. I: Values of the main parameters in the “MED” propagation model derived from fitting to the AMS-02 B/C and proton data based on the GALPROP code [20]. The parameter \( D_0 \) is in units of \( 10^{28} \text{ cm}^2 \cdot \text{s}^{-1} \).

B. Sources of primary and secondary CRE

SNRs in our Galaxy are often considered as the major source of primary CR particles. Charged particles can be accelerated to a very high energy by non-relativistic diffusive shock wave through the Fermi acceleration mechanism [22–25]. The supernova explosion rate in the Galaxy is \( \sim 3 \) per century. Thus the injection of the primary CR particles from the SNRs can be assumed to be a stable continuous source. The source term of the primary electrons from the SNRs can be written as

\[
Q_{pri}(r, t, p) = f(r, z)q_{pri}(p),
\]

where \( f(r, z) \) is the spatial distribution and \( q_{pri}(p) \) is the injection spectrum of the source. The spatial distribution is assumed to follow the SNRs distribution [14]

\[
f(r, z) = \left( \frac{r}{r_\odot} \right)^a \exp \left( -b \cdot \frac{r - r_\odot}{r_\odot} \right) \exp \left( -\frac{|z|}{z_s} \right),
\]

where \( r_\odot = 8.5 \text{ kpc} \) is the distance from the Sun to the GC, \( z_s \approx 0.2 \text{ kpc} \) is the characteristic height of the Galactic disk. The two parameters \( a \) and \( b \) are chosen to be \( a = 1.25 \) and \( b = 3.56 \), which are adopted to reproduce the Fermi-LAT \( \gamma \)-ray gradient [26, 27]. The typical injected spectra have the shape of a power-law with an exponential cut-off:

\[
q_{pri}(\rho) \propto \left( \frac{\rho}{1 \text{GV}} \right)^{-\gamma_e} \exp \left( -\frac{\rho}{\rho_c} \right),
\]

where \( \gamma_e \) is the power index, and \( \rho_c \) is the exponential cutoff in rigidity.

During the propagation, the spallation process of the CR nuclei in the interstellar medium (ISM) will produce secondary particles. The corresponding source term is given by

\[
Q_{sec}(p) = \sum_{i=\text{H,He}} n_i \sum_j \int c\beta_j n_j(p') \frac{d\sigma_{ij}(p, p')}{dp} dp'
\]

where \( n_i \) is the number density of the interstellar gas, \( n_j(p') \) is the number density of CR particles, \( d\sigma_{ij}(E, p')/dE \) is the differential cross-section for the production of electrons and positrons from the interaction between CR particles and the interstellar gas. The production cross-sections can be obtained through parameterizations of the available \( pp \)-collision data [28–32], or using Monte-Carlo event generators with QCD inspired phenomenological models.
The choice of different cross-section parameterizations can result in the change of the secondary electron/positron flux up to 30% [35–37]. The change in the cross-sections only leads to minor changes in the analysis, since the secondary electrons and positrons are subdominant in the high energy region. In this work, we employ the parameterization in [31, 32] which is implemented in GALPROP-v54 [38]. As it can be seen from Eq. (5), for a given propagation model, the fluxes of the secondary CR electrons and positrons can be predicted from the distribution of primaries without free parameters.

In the GALPROP code, the primary electron source term is normalized in such a way that the flux of the primary electrons at a reference kinetic energy $E_{\text{ref}}$ is reproduced. In this work, we fix the value of $E_{\text{ref}}$ at $E_{\text{ref}} = 25$ GeV and fit the post-propagated normalization flux $N_e$ to the data.

C. CRE anisotropy

CREs at high energies are most probably from nearby sources, which may lead to visible anisotropy of CRE flux in the arrival direction. The measurement on CRE anisotropy can be a useful tool to constrain the properties of nearby CR source, which is complementary to the data of the total flux. In the diffusion model, the dipole anisotropy of CRE flux is given by

$$\Delta(E) = \frac{3D_{xx}(E) |\nabla \psi(E)|}{c \psi(E)}$$

where $\psi(E)$ is the number density of CRE, and $c$ is the speed of light. For a collection of CRE sources, the total dipole anisotropy can be computed as [39]:

$$\Delta(n_{\text{max}}, E) = \frac{1}{\psi_{\text{tot}}(E)} \cdot \sum_i \frac{r_i \cdot n_{\text{max}}}{||r_i||} \cdot \psi_i(E) \Delta_i(E),$$

where $\psi_i(E)$ is the number density of CRE from each source $i$, $r_i$ is the position of the source, $\Delta_i(E)$ is the dipole anisotropy from each source from Eq. (6), $n_{\text{max}}$ is the direction of maximum flux intensity, and $\psi_{\text{tot}}(E) = \sum_i \psi_i(E)$ is the total CRE number density.

III. A GLOBAL ANALYSIS OF THE CURRENT CRE DATA

All the current measurements from different experiments show that the energy spectrum of CRE flux approximately follows a power law in a wide energy range, however, different experiments are apparently not in full agreement in details: $i)$ for energies below $\sim 140$ GeV, the DAMPE data is slightly higher than that from all the other experiments. Starting from $\sim 70$ GeV, the Fermi-LAT data of the CRE spectrum is harder than that measured by AMS-02 and CALET; $ii)$ for the energy range 140 GeV – 1 TeV, the data of Fermi-LAT and DAMPE is noticeably higher than that from AMS-02 and CALET while the H.E.S.S.
data in this energy range is compatible with that from in AMS-02 and CALET; iii) for energies above \( \sim 1 \) TeV, the measured CRE spectra of DAMPE, CALET and H.E.S.S. all start to soften, while no significant spectral change was observed by Fermi-LAT in this energy region. Increasing the statistics in the future is unlikely to resolve the problem as the current data below TeV are dominated by systematic uncertainties. The absolute energy scale calibration is one of the key parts in the CRE flux measurements. The absolute energy scale is defined as \( S \equiv E/E_t \), where \( E_t \) and \( E \) are the true and measured energies respectively. The measured flux \( \Phi(E) \) is related to the true flux \( \Phi_t(E_t) \) by \( \Phi(E) = \Phi_t(E_t)/S \). The value of \( S \) and its relative uncertainty \( \delta_s = \Delta S/S \) can be determined by using the geomagnetic cutoff at around 10 GeV. The released experimental data usually include the corrections for the absolute energy scale \( S \), while the uncertainties in \( S \) (i.e. \( \delta_s \)) are not included. The consistency between the current CRE data can be improved by considering the uncertainties in the absolute energy scale. A full treatment of energy scale uncertainty in each experiment is complicated. In this work, we adopt a naive method of the error propagation in which the systematic uncertainty on the CR flux due to the energy scale uncertainty is estimated by

\[
\Delta \Phi/\Phi \approx \left| \frac{E}{\Phi(E)} \frac{d\Phi}{dE} + 1 \right| \delta_s, \tag{8}
\]

For a signal power-law spectrum with a spectral index \( \gamma \), the above expression can be simplified to \( \Delta \Phi/\Phi \approx |\gamma - 1|\delta_s \), which is in agreement with the literature [40]. The details of the estimation of \( \Phi(E) \), \( d\Phi/dE \) and \( \Delta \Phi/\Phi \) for each experimental data set are given in Appendix A.

The values of the energy scale uncertainty for each experiment are summarized below:

- AMS-02 (both CRE and CR positron measurement), the typical value of \( \delta_s \) is \( \sim 4\% \) at 0.5 GeV, \( \sim 2\% \) from 2 GeV to 300 GeV, and \( \sim 2.6\% \) at 1.4 TeV [6, 41, 42];

- Fermi-LAT, 2% for the whole energy range [5];

- DAMPE, the current preliminary value is 1.26% in the whole energy range [43];

- CALET, the energy scale is determined by two independent methods, geomagnetic cutoff and MIP calibrations [8, 44]. The corresponding values are \( 1.035 \pm 0.009 \) (stat) and \( 1.000 \pm 0.013 \) (sys), respectively. The reason for such a difference is yet to be understood. Since the released CALET data already include the correction of the absolute energy scale \( S \) (not the uncertainty \( \delta_s \)) using the value from the geomagnetic cutoff [8], we take the corresponding uncertainty to be \( \delta_s = 0.009 \).

- H.E.S.S. the value is 15% which is much larger than that from the space-based experiments [1].
\[ \Phi_0 \gamma_1 \gamma_2 \gamma_3 E_{\text{br}1} E_{\text{br}2} \chi^2 / \text{d.o.f.} \]

| Experiment | $\Phi_0$ | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | $E_{\text{br}1}$ | $E_{\text{br}2}$ | $\chi^2 / \text{d.o.f.}$ |
|------------|---------|------------|------------|------------|-----------------|-----------------|-------------------|
| FERMI\(^\dagger\) | 5.39 ± 0.05 | 3.25 ± 0.02 | 3.06 ± 0.01 | 3.27 ± 0.13 | 49.7 ± 3.4 | 847.7 ± 293.8 | 2.8/31 |
| DAMPE | 5.42 ± 0.05 | 3.20 ± 0.08 | 3.09 ± 0.01 | 4.01 ± 0.18 | 45.9 ± 16.5 | 925.2 ± 92.4 | 25.6/32 |
| CALET | 4.57 ± 0.05 | - | 3.15 ± 0.01 | 3.83 ± 0.33 | - | 959.5 ± 225.5 | 13.6/29 |
| AMS-02 | 4.68 ± 0.03 | 3.24 ± 0.02 | 3.13 ± 0.00 | - | 45.4 ± 4.3 | - | 9.4/31 |
| H.E.S.S. | 4.04 ± 0.12 | - | 3.02 ± 0.07 | 3.67 ± 0.02 | - | 804.8 ± 78.5 | 0.2/14 |
| Global Fit | 5.00 ± 0.05 | 3.23 ± 0.03 | 3.10 ± 0.01 | 3.86 ± 0.16 | 52.6 ± 7.6 | 975.9 ± 131.3 | 302.3/155 |
| Global Fit\(^*\) | 5.02 ± 0.05 | 3.24 ± 0.07 | 3.10 ± 0.01 | 3.89 ± 0.14 | 46.0 ± 11.2 | 987.8 ± 110.2 | 170.5/155 |

\(^\dagger\) the LAT energy reconstruction uncertainties are considered.
\(^*\) the absolute energy scale uncertainties are considered.

**TAB. II: The fit parameters corresponding to the fit of Eq. (9) to the CRE data with energies above 25 GeV from Fermi-LAT [5], DAMPE [7], CALET [8], AMS-02 [6], H.E.S.S. [2] and to the CRE data from all the five experiments with and without including the energy scale uncertainties. The reduced $\chi^2$ of each fit is also listed. $\Phi_0$ is in units of $10^{-6} \text{m}^{-2}\text{s}^{-1}\text{sr}^{-1}\text{GeV}^{-1}$, $E_{\text{br}1}$ and $E_{\text{br}2}$ are in units of GeV.**

We perform a global fit to the CRE flux data with a smoothly broken power-law [7, 45]

\[ \Phi_{\text{CRE}}(E) = \Phi_0 \left[ 1 + \left( \frac{E_{\text{br}1}}{E} \right)^k \right]^{(\gamma_1 - \gamma_2)/k} \left( \frac{E}{300\text{GeV}} \right)^{-\gamma_2} \left[ 1 + \left( \frac{E}{E_{\text{br}2}} \right)^k \right]^{-(\gamma_3 - \gamma_2)/k}, \]

where $\Phi_0$ is a normalization factor, $E_{\text{br}1,br2}$ are the break energies and $\gamma_{1,2,3}$ are the spectral power indexes. The smoothness parameter is fixed to $k = 10$. Other parameters are determined through maximizing the log likelihood (or minimizing the $\chi^2$ function)

\[ -2 \ln L = \chi^2 = \sum_i \frac{(\Phi_i - \Phi_{\text{exp},i})^2}{\sigma_{\text{exp},i}^2}, \]

where $\Phi_i$ is the theoretical value, $\Phi_{\text{exp},i}$ and $\sigma_{\text{exp},i}$ are the measured value and uncertainty of the CRE flux. We consider the data in the energy range 25 GeV $\sim$ 15 TeV. For the Fermi-LAT CRE data, the energy reconstruction uncertainty is included. The low energy break $E_{\text{br}1}$ is not used for the fit to the CALET data, as it can not be constrained by the CALET data for energies above 25 GeV.

We first fit to the CRE data of each experiment independently, and then make a global fit to the data from all the five experiments with and without including the energy scale uncertainties. The best-fit parameters and the goodness-of-fit are summarized in Tab. II.

From Tab. II, one can see that without including the energy scale uncertainty the global fit leads to $\chi^2 / \text{d.o.f.} \approx 302.3 / 155$. After including this part of uncertainty, the fit result gives $\chi^2 / \text{d.o.f.} \approx 170.5 / 155$, which is a significant improvement of the goodness-of-fit. Thus the consistency between the data sets is improved after including the energy scale uncertainty.
FIG. 1: CRE flux from a global fit to the latest CRE data from all five experiments (Fermi-LAT [5], DAMPE [7], CALET [8], AMS-02 [6], and H.E.S.S. [2]) with including the energy scale uncertainties. The purple band corresponds to the parameters varying within 95% C.L. The error bars represent the total uncertainties (quadratic sum of the statistical and systematic uncertainties) with the energy scale uncertainties included.

In Fig. 1, we show the best-fit CRE flux from the global fit together with its 95% C.L. uncertainty band.

The individual fits to each experiment show that most current measurements (except for AMS-02) favor the existence of a spectral break at around TeV at some extent. To quantify the significance of the spectral break, we adopt a test statistic of $TS = -2 \ln(\mathcal{L}_0/\mathcal{L})$, where $\mathcal{L}(\mathcal{L}_0)$ stands for the likelihood with (without) the break. We find that even the Fermi-LAT data slightly favor a high energy spectral break $E_{br2}$ at $847.7 \pm 293.8$ GeV with $\chi^2/\text{d.o.f.} = 2.8/31$. Another fit without the energy break $E_{br2}$, results in $\chi^2/\text{d.o.f.} = 3.6/33$. Thus roughly corresponding to a significance of $\sim 0.43 \sigma$ for a $\chi^2$-distribution with two degrees of freedom, which is consistent with the conclusion of the Fermi-LAT collaboration, i.e., not observing significant structures in the high energy range.

The significance of the high energy spectral break in the global fit is estimated as follows: We perform global fits in the energy range of 55 GeV – 15 TeV for two models. One is a single power-law model $\Phi = \Phi_0(E/300 \text{ GeV})^{-\gamma}$ and the other one is a smoothly broken power-law model $\Phi = \Phi_0(E/300 \text{ GeV})^{-\gamma_1}[1 + (E/E_b)^k]^{-\left(\gamma_2 - \gamma_1\right)/k}$ with $k = 10$. The single power-law fit gives $\gamma = 3.16 \pm 0.01$, with $\chi^2/\text{d.o.f.} = 338.8/122$. The smoothly broken power-law fit gives $\gamma_1 = 3.10 \pm 0.01$, $\gamma_2 = 3.89 \pm 0.16$, $E_b = 988 \pm 120$, and $\chi^2/\text{d.o.f.} = 157.0/120$. Compared to
the single power-law model, the $\chi^2$ value is reduced by 181.8 for two less degrees of freedom. From the TS value we estimate the significance of the spectral break is $\sim 13.3 \, \sigma$. The significance from the global fit is even higher than that from the DAMPE data alone, which is easy to understand as the other experiments (except for AMS-02) also favor the existence of the spectral break.

IV. THEORETICAL MODELS AND RESULTS

The TeV break in the CRE flux, if confirmed, may constitute another CR lepton anomaly complementary to the well-known CR positron excess. The break may originate from extra sources or non-standard mechanisms of CR acceleration and propagation. In this work, we shall focus on the first probability. Possible nearby extra sources include PWNe, SNRs and DM annihilation or decay, etc. We investigate what kind of sources or combination of sources can account for both the CRE break and the CR positron excess.

A. Charge-symmetric electron–positron sources

We first consider charge-symmetric sources which produce equal amount of CR electrons and positrons with the same energy spectrum. PWNe and DM annihilation are among such kind of sources.

PWNe are well-known powerful sources of primary electrons and positrons which are believed to be produced in the magnetosphere and accelerated by the termination shock. The time-evolution of the luminosity of the associated pulsar can be written as $\dot{\xi} = \dot{\xi}_0 (1 + \frac{t}{\tau_0})^{-\frac{n+1}{n}}$, where $\dot{\xi}_0$ is the initial spin-down luminosity, $t$ is the age of the pulsar, $\tau_0$ is the luminosity decay time, and $n$ is the breaking index [46]. This expression can be derived from a largely model-independent assumption where the pulsar spin-down is described by $\dot{\Omega} = -K\Omega^n$, where $\Omega$ is the rotation frequency and $K$ is a global constant. If $t/\tau_0 \gg 1$, the luminosity drops rapidly and can be considered as a burst-like source of energy release. In the opposite limit where $t/\tau_0 \ll 1$, the luminosity can be approximated as a constant in time.

In this work, we shall simply model the emission of electrons/positrons from PWNe as a burst-like process, as commonly adopted in the literature [47–57]. In the burst-like scenario, the source term of a PWN at origin and $t = 0$ is assumed to have a power-law energy spectrum with an exponential cutoff

$$Q(E, r, t) = Q_0 \left( \frac{E}{\text{GeV}} \right)^{-\gamma} \exp \left( -\frac{E}{E_c} \right) \delta(r)\delta(t), \quad (11)$$

where $\gamma$ is the spectral power index and $E_c$ is the cutoff energy. The normalization factor
\( Q_0 \) is related to the total injected energy \( E_{\text{tot}} \) by

\[
E_{\text{tot}} = \int_{E_{\text{min}}}^{\infty} E Q(E, r, t) dE dr dt
\]

(12)

where the integration lower limit is set to \( E_{\text{min}} = 0.1 \) GeV. For PWNe the total injection energy is assumed to be a fraction \( \eta \) of the total spin-down energy \( W_0 \) of the associated pulsar, namely \( E_{\text{tot}} = \eta W_0 \). In the magnetic-dipole (MD) emission model the value of \( W_0 \) is given by \( W_0 = \dot{E} t (1 + t/\tau_0) \), where \( t \) and \( \dot{E} \) are the age and the spin-down luminosity of the pulsar, respectively. The typical luminosity decay time \( \tau_0 \) is taken to be 10 kyr [58], which is commonly adopted in the literature (see e.g. [48, 49, 54, 55, 59]). Note that a constant emission of electrons from PWN is also possible and has been extensively discussed. For instance, in a recent analysis [60] the authors approximated pulsar age \( t \) with its characteristic age \( t_{\text{ch}} = P/2\dot{P} \), and calculated the luminosity decay time using the MD model in which \( \tau_0^{\text{MD}} = 3Ic^3/B_p^2H^6\Omega_0^2 \), where \( I \) is the moment of inertia, \( B_p \) is the polar surface magnetic field, and \( \Omega_0 \) is the initial frequency. They estimated the ratio \( t_{\text{ch}}/\tau_0^{\text{MD}} \) for the nearby pulsars in the ATNF catalog and found that the typical values of \( t/\tau_0 \) are lower than unity (\( \sim 0.3 \)), which points towards a constant energy injection. Note, however, that so far a reliable estimation of the initial period \( (P_0 = 2\pi/\Omega_0) \) is only available for a very limited number of pulsars [61, 62], which requires independent estimation of the true age \( t \) of the related pulsar (e.g. the pulsar may have a historical association of a known supernova explosion to determine its true age \( t \)), and precise measurement of the pulsar braking index. We have estimated the ratio \( t/\tau_0^{\text{MD}} \) for the pulsars which have proper estimation of \( \Omega_0 \) summarized in Table 7 of [62], and find that the values are in a wide range \( \sim 0.1 - 2.1 \), which suggests that the characteristic of luminosity evolution with time for different pulsars could be different. Note also that the pulsars associated with constant-luminosity injection are typically young with ages around a few thousand years. The ones with older ages are more likely to be associated with the burst-like injection. For more detailed discussions on the electron/positron emission time scale in PWNe, we refer to [60] and references therein.

For high energy CR electrons/positrons, the propagation can be simplified by neglecting convection and re-acceleration as they are only important at low energies. Thus only the energy-dependent diffusion and the energy loss due to synchrotron and Inverse Compton scatterings are relevant. The energy-dependent spatial diffusion coefficient is assumed to be \( D(E) \simeq D_0 \left(E/4\text{GeV}\right)^{\delta} \). The energy-loss rate is parameterized as \( dE/dt = -b_0 E^2 \) with \( b_0 = 1.4 \times 10^{-16} \text{ GeV}^{-1}\text{s}^{-1} \) [51]. For nearby sources, one can adopt a spherically symmetric boundary condition such that the Green’s function of the propagation equation for the burst-like source in Eq. (11) can be obtained analytically [63]

\[
\psi(E, t, r) = \frac{Q_0}{\pi^{3/2}r_{\text{diff}}^3} \left(1 - \frac{E}{E_{\text{max}}}\right)^{\gamma-2} \left(\frac{E}{\text{GeV}}\right)^{-\gamma} \exp \left(-\frac{E}{(1-E/E_{\text{max}})E_c}\right) \exp \left(-\frac{r^2}{r_{\text{diff}}^2}\right),
\]

(13)

where \( E_{\text{max}} = (b_0 t)^{-1} \) is the maximum energy of electron/positron after propagation.
The diffusion length $r_{\text{diff}}$ is given by $r_{\text{diff}}(E,t) \approx 2\sqrt{\lambda(E)D(E)t}$, where $\lambda(E) = [1 - (1 - E/E_{\text{max}})^{1-\delta}]/[(1 - \delta)E/E_{\text{max}}]$.

Electrons and positrons can also be produced via halo DM annihilation or decay. In this work, we shall focus on the DM annihilation as it is essential for all the thermal relic models, and the extension of the analysis from DM annihilation to DM decay is straightforward. DM particles in the Galactic halo may annihilate into the standard model particles and make extra contributions to the CR electron and positron fluxes. The source term of primary electrons and positrons from the annihilation of Majorana DM particles takes the following form

$$Q_{\text{DM}}(\mathbf{r},p) = \frac{\rho(\mathbf{r})^2}{2m_\chi} \langle \sigma v \rangle \sum_X \eta_X \frac{dN^{(X)}}{dp},$$

where $\rho(\mathbf{r})$ is the DM energy density profile, $m_\chi$ stands for the DM particle mass, $\langle \sigma v \rangle$ is the velocity-weighted annihilation cross section, $dN^{(X)}/dp$ is the injection energy spectrum from DM particles annihilating into electrons and positrons via all possible intermediate states $X$ and $\eta_X$ is the corresponding branching fraction. The fluxes of CR electrons and positrons from DM annihilation depend mildly on the choice of DM halo profile. In this work, we adopt the Einasto profile

$$\rho(\mathbf{r}) = \rho_\odot \exp \left[ -\left( \frac{2}{\alpha_E} \right) \left( \frac{r_{\alpha E} - r_{\alpha E}^\odot}{r_{\alpha E}^\odot} \right) \right],$$

with $\alpha_E \approx 0.17$ and $r_s \approx 20$ kpc. The local DM energy density is taken to be $\rho_\odot = 0.43$ GeV cm$^{-3}$ [65]. In this work, the injection spectra $dN^{(X)}/dp$ from DM annihilation are calculated using the numerical package PYTHIA 8 [66].

It is known that DM annihilation as the dominant contribution to the CR positron excess is severely constrained. The lack of excess in the CR antiproton flux excludes the DM annihilation directly into $q\bar{q}$, $W^+W^-$ and $Z^0Z^0$ final states. The $e^+e^-$ channel leads to a very sharp spectral structure which cannot fit the observed positron flux. The leptonic channel $\tau^+\tau^-$ channel is also ruled out by the Fermi-LAT data on the $\gamma$-rays from the dwarf spheroidal galaxies (dSphs) [9]. Only the $\mu^+\mu^-$ channel is marginally compatible with the positron data. Note that the bump structure of the positron spectrum predicted from the $\mu^+\mu^-$ annihilation is relatively narrow compared with the broad excess observed by AMS-02. In this work, we shall only consider DM as a subdominant component of the nearby sources, with the normalization as a free parameter to be determined by the data.

As for the astrophysical explanations for the CR positron excess, two kinds of PWN explanations have been proposed and extensively discussed. The one is considering a single nearby PWN as the major source of high energy $e^\pm$ [47–49, 59, 67, 68]. The other one is considering the contributions from all known PWNe and usually assuming a common spectral index [50–57]. In view of the possible TeV CRE break, we revisit these two kinds of PWN hypotheses and their combination with a DM component with $\mu^+\mu^-$ final states.
- **Model-A** (single PWN) We assume a generic nearby PWN with the age $T_{\text{psr}}$, distance $d_{\text{psr}}$, spectral index $\gamma_{\text{psr}}$, cut-off energy $E_{c,\text{psr}}$, efficiency $\eta_{\text{psr}}$ and spin-down luminosity $\dot{E}_{\text{psr}}$ of the associated pulsar determined through fitting to data. Since the parameter $\eta_{\text{psr}}$ and $\dot{E}_{\text{psr}}$ are degenerate in the expression of $E_{\text{tot,psr}}$, we take the product $\eta_{\text{psr}}\dot{E}_{\text{psr}}$ as a single parameter. Thus there are five free parameters $\{T_{\text{psr}}, d_{\text{psr}}, \gamma_{\text{psr}}, E_{c,\text{psr}}, \eta_{\text{psr}}\dot{E}_{\text{psr}}\}$ in this model.

- **Model-B** (Multiple PWNe) We consider the middle-aged PWNe with observed age $t_{\text{obs}}$ in the range $50$ kyr $< t_{\text{obs}} < 10^4$ kyr from the most updated ATNF catalog [69]. We simply assume a common spectral index $\gamma$, efficiency $\eta$, and exponential cutoff $E_c$ for all PWNe. Thus there are three free parameters $\{\gamma, \eta, E_c\}$ in this model.

- **Model-C** (single PWN + DM) This model consists of all the primary and secondary astrophysical contributions as that in **Model-A** plus the $e^\pm$ fluxes produced by DM with a typical $2\mu$ annihilation channel. The DM particle mass $m_\chi$ and cross section $\langle \sigma v \rangle$ are allowed to vary freely in the global fit. Thus compared with **Model-A**, this model has two more free parameters.

- **Model-D** (multiple PWNe + DM) This model consists of all the primary and secondary astrophysical contributions as that in **Model-B** plus the $e^\pm$ fluxes produced by DM with a typical $2\mu$ annihilation channel. The DM particle mass $m_\chi$ and cross section $\langle \sigma v \rangle$ are allowed to vary freely in the global fit. Thus compared with **Model-B**, this model has two more free parameters.

For the primary and secondary CRE background components, three additional free parameters $\{\gamma_e, \rho_c, N_e\}$ are introduced. We adopt the “MED” propagation model and fit the parameters of the primary electron spectrum. We consider the CRE data from the five experiments (Fermi-LAT [5], AMS-02 [6], DAMPE [7], CALET [8], and H.E.S.S. [2]) and the CR positron data from AMS-02 [41] with energy scale uncertainty included. Only the data with energies above 25 GeV will be included in the fits to reduce the influence of the solar modulation. In total 196 data points are included in the analyses. We perform a Bayesian analysis to the data. To efficiently explore the high-dimensional parameter space of the models, we adopt the MultiNest sampling algorithm [70–72]. Details of the Bayesian statistical framework can be found in Appendix B.

The results of the fit are presented in Fig. 2. As the figure shows, the TeV break measured in the CRE spectrum can be well reproduced by **Model-A, -C and -D**, but difficult for **Model-B**. For **Model-C**, the fit result shows that the nearby PWN as a dominant source is favored. The contribution from DM annihilation is quite small. Compared with **Model-A**, this model does not show any improvement in the goodness-of-fit as the Bayes factor is around 1.2. Therefore, the additional DM component in this model is unnecessary. For **Model-D**, the fit result shows that the additional DM component can significantly improve the agreement...
FIG. 2: CRE (left) and CR positron (right) fluxes for the best-fit parameters of the charge-symmetric models (Model A, B, C, and D) described in Sec. IV A. The black dotted, blue dashed, blue dash-dotted, and red dashed curves represent the contribution from the background, the single PWN, the middle-aged PWNe and the DM with a typical $2\mu$ annihilation channel respectively. The black solid curve represents the sum of all the components in each plot. The best-fit CRE flux and the 95% C.L. uncertainty band (green curve and band) from a global fit to the latest CRE data with a smoothly broken power-law model are also illustrated for comparison.

with the data. Compared to Model-B, the Bayes factor for Model-D is greater than 150, and the minimum $\chi^2$ value is reduced by 45.6 for two less degrees of freedom.

Although some models (Model-A and -D) could give a successful fit with a $\chi^2$/d.o.f. ~
1.1–1.2, we find that in general none of the models from A to D can well reproduce the CR positron flux measured by AMS-02. This is related to the difference in the energy regions where the CRE and CR positron spectra start to soften. The steepening of the measured CRE spectra appears at around TeV, while the dropoff of the measured positron spectrum appears at around 300 GeV. The different behavior of the CRE and CR positron spectra makes the models based on charge-symmetric $e^\pm$ sources in difficulty.

B. Charge-asymmetric electron–positron sources

In view of the difficulties in charge-symmetric source models, it seems that to simultaneously account for both the CRE and CR positron flux data, extra charge-asymmetric $e^\pm$ sources are needed. SNR is a known source to contribute dominantly primary CR electrons only. Whereas, the details of the release mechanism of electrons from SNRs are poorly known and still under debate [73–78]. In this work, we adopt a simplified model, the burst-like injection model. The calculation of CR electrons from SNR is mostly the same as that of PWN. The models based on a more realistic emission mechanism that electrons escape from SNR when its energy is larger than the maximal energy of electrons that can be confined in SNR have been extensively studied [74–77]. In these models, the escape of electrons from SNR takes place in such a way that higher energy electrons escape earlier in the evolution, while lower energy ones leave later. The analysis in [76] shows that the high energy electrons are emitted within a few thousand years from the supernova explosion. This timescale is much smaller than the age of sources typically considered to explain the CRE data at Earth, which supports the burst-like emission is a good approximation in our analysis.

In this section, we add a SNR component to the models previously considered. We shall focus on the extension of Model-A and Model-D as these two models fit the CRE data better than other models.

- **Model-E** (single PWN + SNR) This model consists of all the primary and secondary astrophysical contributions as that in Model-A plus the electron flux produced by a nearby SNR. The age $T_{\text{snr}}$, distance $d_{\text{snr}}$, spectral index $\gamma_{\text{snr}}$, cut-off energy $E_{c,\text{snr}}$, and the total energy emitted into electrons $E_{\text{tot,snr}}$ of the SNR are determined through fitting to data. Thus compared with Model-A, this model has five more free parameters.

- **Model-F** (multiple PWNe + DM + SNR) This model consists of all the astrophysical and DM contributions as that in Model-D plus the electron flux produced by a nearby SNR. The age $T_{\text{snr}}$, distance $d_{\text{snr}}$, spectral index $\gamma_{\text{snr}}$, cut-off energy $E_{c,\text{snr}}$, and the total energy emitted into electrons $E_{\text{tot,snr}}$ of the SNR are determined through fitting to data. Thus compared with Model-D, this model has five more free parameters.

For Model-E, the fit result shows that the additional SNR can significantly improve the agreement with the data. Compared with Model-A, the Bayes factor for this model is
FIG. 3: Results for Model-E described in Sec. IV B. Left panel shows the allowed regions at 68% and 95% C.L. in ($T_{\text{psr}}$, $d_{\text{psr}}$) plane for the PWN in this model, comparing with the PWNe listed in the ATNF catalog. Middle and Right panels show the allowed regions 68% and 95% C.L. in ($T_{\text{snr}}$, $d_{\text{snr}}$) plane for the SNR in this model. The nearby known SNRs (< 2 kpc) are illustrated in the middle panel for comparison. The scatter points in the right panel represent the posterior samples and are colored by the values of the cutoff energy of the SNR.

~ 81, and the minimum $\chi^2$ value is reduced by 23.9 for five less degrees of freedom. The additional SNR for this model turns out to be ~ 57 kyr old, located at ~ 0.5 kpc from the Earth, with a spectral index ~ 2.2, an exponential cutoff energy ~ 4.1 TeV, and a total energy ~ $5.5 \times 10^{48}$ erg. Compared to the PWN in this model, the additional SNR mainly contributes its electrons at around TeV. In the middle panel of Fig. 3, we plot the allowed regions for the SNR in the ($T_{\text{snr}}$, $d_{\text{snr}}$) plane at 68% and 95% C.L., together with the nearby known SNRs (< 2 kpc) summarized in Table C.1. of [52]. There are two SNRs, Vela and Monogem ring, falling in the regions allowed by the data. From the right panel of Fig. 3, it can be seen that the SNRs falling in the allowed regions come in two kinds: one has an injection cutoff $E_{\text{c,snr}}$ around several TeV, the other is sufficient old ($T_{\text{snr}} \geq 10^5$ yrs) which suffers from a cooling cutoff $E_{\text{max,snr}}$ around TeV. Both ensure that the electron spectrum produced by the additional SNR drops sharply around TeV. The cutoff energy for the PWN in Model-E is found to be ~ 0.8 TeV, smaller than the one in Model-A (~ 3.2 TeV), while the spectral index $\gamma_{\text{psr}}$ and the product $\eta_{\text{psr}}E_{\text{psr}}^\gamma$ are similar to Model-A. In Model-E, less electron-positron pairs are produced by the PWN in high energy region, which results in a good agreement to the CR positron spectrum. The corresponding reduction in the CRE spectrum is offset by the electrons produced by the SNR. In the left panel of Fig. 3, we plot the allowed regions for the PWN in the ($T_{\text{psr}}$, $d_{\text{psr}}$) plane at 68% and 95% C.L. As the figure shows, the Monogem pulsar falls in the regions allowed by the data, PSR J0954-5430 is on the edge of the regions and could be a possible candidate once the uncertainty on the determination of the distance and age of the pulsar is taken into account.

The Monogem pulsar is widely considered to be a possible origin of the CR positron excess
(see e.g. [47, 48, 59, 67]). However, the recent measurement of the surface brightness profile of TeV nebulae surrounding Monogem by HAWC [79] suggests that the diffusion coefficient within a few tens of pc of these this pulsar is significantly lower than that expected in the ISM. The HAWC collaboration claimed that such a low diffusion coefficient led to a negligible positron flux at Earth, disfavoring it as the source of the observed CR positron excess. In some two-zone diffusion models, the low diffusion region is only restricted to a small region close to the pulsar, and a larger diffusion coefficient is possible outside the TeV nebula, thus Monogem remains to be the best candidate [80–82]. However, it was recently argued that after considering the GeV \( \gamma \)-ray observation of the nebula surrounding Monogem provided by Fermi-LAT, Monogem was still disfavored [83, 84].

For Model-F, the additional SNR can also significantly improve the agreement with the data. Compared with Model-D, the Bayes factor for this model is \( \sim 22 \), and the minimum \( \chi^2 \) value is reduced by 25.4 for five less degrees of freedom. The additional SNR for this model turns out to be \( \sim 152 \) kyr old, located at \( \sim 0.54 \) kpc from the Earth, with a spectral index \( \sim 1.9 \), and a total energy \( \sim 4.1 \times 10^{48} \) erg. The maximum energy of electrons surviving from cooling process for the SNR is \( \sim 1.47 \) TeV. Compared to the multiple PWNe and the DM component in this model, the additional SNR mainly contributes its electrons at around TeV. In Fig. 4, we plot the allowed regions for the SNR in the \((T_{\text{snr}}, d_{\text{snr}})\) plane at 68% and 95% C.L, together with the nearby known SNRs (< 2 kpc) summarized in Table C.1. of [52]. There are two SNRs, Vela and Monogem ring, falling in the regions allowed by the data. The DM particle in this model turns out to be with mass \( \sim 1 \) TeV and cross section \( \sim \) 1.69 \( \times 10^{-24} \) cm\(^3\)s\(^{-1}\), which is less massive than that in Model-D (\( \sim 1.9 \) TeV), while the favored parameters for the middle-aged PWNe are similar to Model-D. In Model-F, less electron-positron pairs are produced by the DM in high energy region, which resulting in a good agreement to the CR positron spectrum. The corresponding reduction in the CRE spectrum is offset by the electrons produced by the additional SNR. In Fig. 5, we plot the allowed regions at 68% and 95% C.L. in \((T_{\text{psr}}, d_{\text{psr}})\) plane for the DM of both Model-D and -F. As the figure shows, the allowed regions are consistent with the limits derived from Fermi-LAT data of \( \gamma \)-rays from dwarf galaxies, but in tension with the H.E.S.S. data from the GC. It is necessary to note that the constraints derived from the GC observation suffer from large uncertainty of the DM density around the GC. For instance, for a cored DM density with a core radius of 500 pc, the limits are one order of magnitude weaker [85], while changing the DM density around the GC will not significantly affect the fit to the CRE and CR positron data. The constraints derived from the dwarf galaxies are not sensitive to the choice of the DM profile.

For both Model-E and -F, the fit results show that a large total injection energy \( \log_{10}(E_{\text{tot}}/\text{erg}) = 48.0 \pm 0.7 \) of the additional SNR is favored by data. For a standard Supernova (SN) explosion event that carries \( O(10^{51}) \) erg of kinetic energy, this corresponds to a conversion efficiency into electrons about \( \log_{10} f = -3.0 \pm 0.7 \), which is consistent with the limits given in the literature [52] within uncertainties.
We have also considered other possibilities such as the combination of multiple PWNe plus a SNR. We find that the inclusion of the additional SNR can significantly improve the agreement with the CRE data, but have no visible effect on the prediction of CR positron flux. The predicted positron spectrum in this model is similar to that of Model-B (multiple PWNe), thus can not well explain the data either. The additional SNR for this model turns
out to be favored with age $\sim 12$ kyr old, located at $\sim 0.19$ kpc from the Earth, a spectral index $\sim 1.7$, a cutoff energy $\sim 492$ GeV, and a total injection energy $\sim 1.1 \times 10^{47}$ erg. Compared to the multiple PWNe components in this model, the additional SNR mainly contributes its electrons at around several hundred GeV. Since this model can not well reproduce the CR positron flux measured by AMS-02, We will not discuss it further.

In addition, we compute the dipole anisotropy of CRE flux predicted by Model-E and -F by using the method described in Eq. (7) and then compare the results with the existing upper limits from Fermi-LAT [11]. The anisotropies from the CRE background component and the DM component are computed by Eq. (6) with the GALPROP code. The anisotropy from discrete PWN/SNR sources is given

$$\Delta_s(E) = \frac{3}{2c\lambda(E)} \frac{|r|}{t},$$

which is obtained from Eq. (13). The term $\lambda(E)$ is insensitive to the value of $\delta$. Varying the value of $\delta$ from 0.3 to 0.5 for a typical $10^5$ year PWN/SNR, the uncertainty in $\lambda(E)$ is found to be within 5%.

For Model-E, it is no simple task to give the total CRE anisotropy as the positions of the PWN and the SNR in this model are arbitrary. To have a clear view of how this model is constrained by the current CRE anisotropy observations, we pick up four representative positions with Galactic coordinate, $(0^\circ, 0^\circ)$, $(180^\circ, 0^\circ)$, $(0^\circ, +90^\circ)$ and $(0^\circ, -90^\circ)$ for the PWN and scan the position of the SNR. We compute the predicted CRE anisotropy (averaged over
FIG. 7: Left panel illustrates the allowed regions for the position of the SNR in Model-E, which are derived by comparing the predicted CRE dipole anisotropy from the best fit to the CRE and the CR positron data with the upper-limits given by Fermi-LAT [11]. The PWN in this model is assumed to be in the position with Galactic coordinate, (0°, 0°), (180°, 0°), (0°, +90°) and (0°, −90°) respectively. Right panel illustrates the predictions for the dipole anisotropy of the total CRE flux within the 95% C.L. uncertainty band derived from fitting to the CRE and the CR positron data for Model-F. The SNR in this model is assumed to be in the position with Galactic coordinate, (0°, 0°), (180°, 0°), (0°, +90°) and (0°, −90°) respectively. The 95% C.L. upper-limits given by Fermi-LAT [11] are also plotted for comparison.

the energy bins given by Fermi-LAT [11]) for the best-fit parameters listed in Tab. XIII. We compare our predictions to the Fermi-LAT upper-limits on the CRE anisotropy, choosing the more constraining results named Bayesian Method 1 in [11]. Whenever our predictions overestimate one data point, we consider the position pair for the PWN and the SNR as excluded. In the left panel of Fig. 7, we illustrate the position pairs surviving from the Fermi-LAT limits. As the figure shows, the CRE anisotropy observations could indeed provide a valuable information on the positions of the PWN and SNR.

For Model-F, only the position of the SNR is arbitrary. Here, we pick up four representative positions with Galactic coordinate, (0°, 0°), (180°, 0°), (0°, +90°) and (0°, −90°) for the SNR and compute the CRE anisotropy for all the configurations within 95% C.L. selected by fitting to the CRE and CR positron spectra. In the right panel of Fig. 7, we illustrate our anisotropy predictions, together with the upper-limits given by Fermi-LAT. As the figure shows, our predictions reach the limits given by Fermi-LAT. Thus, the dipole anisotropy in the CRE arrival direction could set additional constraints to this model.

The predicted CRE anisotropies of both Model-E and -F reach the current Fermi-LAT
limits and some parameter spaces are excluded. The future Chinese Space Station based instrument HERD is expected to have a better capability of anisotropy detection than Fermi-LAT due to a better energy resolution for electrons and a better electron/proton separation power [86]. It is planned for operation starting around 2025 for about 10 years and may provide insights into these two models.

V. DISCUSSIONS/CONCLUSIONS

In this work, we have employed the “MED” model as a benchmark model, in which the power-law index in the diffuse coefficient is \( \delta \approx 0.3 \). The value of \( \delta \) in the “MED” model is very close to 1/3 from the Kolmogorov diffusion [87]. Moreover, the latest AMS-02 B/C data at high rigidities is well described by a single power with index \( \Delta = 0.333 \pm 0.014 \text{(fit)} \pm 0.005 \text{(syst)} \), which is in good agreement with the Kolmogorov diffusion. The value of \( \delta \) depends on the analysis framework, e.g. the recent analysis based on a semi-analytical approach yields \( \delta \approx 0.43 - 0.53 \) [88], the analyses based on the numerical code DRAGON and GALPROP yield a value of 0.45 [60] and 0.36 [89], respectively.

For an estimation of the uncertainties in CR propagation model, we consider three representative propagation models, the “MIN”, “MED”, and “MAX” models in [20]. These models correspond to typical change due to the height of the propagation halo. We have checked that varying the main propagation parameters in the allowed ranges found in [20] the electron/positron fluxes are included between the fluxes obtained for the “MIN” and “MAX” propagation models. The choice of different propagation models can result in the change of the secondary electron/positron flux up to 25%, but has no significant effect on the primary electron flux. For the total CRE background components, including both the primary and secondary electrons/positrons, the change of the flux is only within a few percent levels. The change in the propagation models only leads to minor changes in our analysis, since the secondary electrons and positrons are subdominant in the high energy region. For the DM-induced electrons/positrons, we checked the “MIN”, “MED”, and “MAX” models and found that the uncertainty in the positron/electron flux from DM annihilation into \( 2\mu \) is within a factor of 1.5. Rescaling the favored DM parameter spaces found in Model-F with the “MED” model (see in Fig. 5) by multiplying \( \langle \sigma v \rangle \) by a factor of 1.5, most parameter spaces are still under the upper-limits given by Fermi-LAT. In this work, the propagation of the electrons/positrons from discrete PWN/SNR is calculated by an analytical approach with a spherically symmetric infinite boundary condition, and the fluxes of that are related to the propagation parameters \( D_0 \) and \( \delta \) through the diffusion length \( r_{\text{diff}} \) (see in Eq. (13)). Changing the propagation model from “MED” to “MIN” (“MAX”) model can lead to a rescaling of \( r_{\text{diff}} \) by a factor of 0.74 (1.28). To reproduce the CRE and CR positron data, the favored distance \( d_{\text{psr(snr)}} \) and total energy that emitted into electrons and positrons \( E_{\text{tot,psr(snr)}} \) of the PWN/SNR are expected to be rescaled by a factor of 0.74 (1.28) and 0.41.
The CRE anisotropy in the arrival direction mainly comes from nearby sources (PWN/SNR), which mainly depends on the age and distance of the source (see in Eq. (16)). As mentioned above, the change in the propagation models can lead to the change of source distance by about 27%, thus a similar amount of change is expected in the CRE anisotropy.

In this paper, we have performed a global analysis to the latest CRE data including Fermi-LAT, AMS-02, CALET, DAMPE, and H.E.S.S. We showed that a consistent fit of all the five data sets can be achieved by including the absolute energy scale uncertainties of each experiment. The global fit result strongly favors the existence of a break at $\sim 1$ TeV. After the break, the CRE spectral power index softens from $\sim 3.10$ to $\sim 3.89$, which confirms the result of DAMPE at a higher significance $\sim 13.3 \sigma$.

In view of the tentative CRE break, we have revisited a number of models of nearby sources, such as a single generic PWN, known multiple PWNe from the ATNF catalog, and their combinations with either an additional DM component or a SNR. We showed that the CRE break at $\sim 1$ TeV, together with the CR positron spectrum peaking at $\sim 300$ GeV points towards the possibility that the nearby sources are highly charge asymmetric. Among the models under consideration, only the model with a PWN plus SNR (labeled Model-E in our paper) and the model with all middle-aged PWNe plus a SNR and a DM component which annihilates directly into $2\mu$ (labeled Model-F in our paper), can well account for the current CRE and CR positron spectra simultaneously. For Model-E, the data favor a nearby middle-aged PWN with a spectral index $\sim 2$ and an energy cutoff at $\sim 0.8$ TeV. Possible PWN candidates include Monogem and PSR J0954-5430, while Monogem is excluded by the observation of HAWC. The favored additional SNR turns out to have a spectral index $\sim 2.2$ and a total energy $\sim 5.5 \times 10^{48}$ erg. Possible SNR candidates include Vela and Monogem ring. For Model-F, the data favor a DM particle with mass $\sim 1$ TeV and annihilation cross-section $\sim 1.69 \times 10^{-24}$ cm$^3$s$^{-1}$. The favored parameters are consistent with the limits derived from Fermi-LAT data of $\gamma$-rays from dwarf galaxies, but in tension with the H.E.S.S. data from the GC. The middle-aged PWNe in this model turn out to have a spectral $\sim 2$, and an efficiency $\sim 0.098$. The favored additional SNR for this model turns out to have a spectral index $\sim 1.9$ and a total energy $\sim 4.1 \times 10^{48}$ erg. Possible SNR candidates include Vela and Monogem ring. In addition, we calculated the predicted dipole anisotropy on CRE flux for both models and compared it with the present upper-limits given by Fermi-LAT. We showed that the present Fermi-LAT data on the CRE anisotropy could be useful in understanding the properties of the $e^\pm$ sources in our models.

In the near future, with increased statistics and improved understanding of the detector’s performance, more consistent measurements of CRE flux among different experiments might be achieved, which will provide remarkable insights into the models tested in the present analysis.
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Appendix A: Systematic uncertainty on the flux due to the energy scale uncertainty

To evaluate the systematic uncertainties on the fluxes of CRE and CR positron due to the energy scale uncertainties with Eq. (8), one needs to know the flux $\Phi(E)$ and its derivative $\Phi'(E)$ first. In this work, the flux $\Phi(E)$ is approximated by a smooth curve with parameters determined through fitting to the flux data. The derivative $\Phi'(E)$ can then be obtained...
The best-fit parameters corresponding to the fit of Eq. (9) to the CRE data with energy above 10 GeV from Fermi-LAT [5], DAMPE [7], CALET [8], and AMS-02 [6]. The reduced $\chi^2$ of each fit is also listed. $\Phi_0$ is in units of $10^{-6}$ m$^{-2}$sr$^{-1}$s$^{-1}$GeV$^{-1}$. $E_{br1}$ and $E_{br2}$ are in units of GeV.

| CRE         | $\Phi_0$   | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | $E_{br1}$ | $E_{br2}$ | $\chi^2$/d.o.f. |
|-------------|------------|-------------|-------------|-------------|-----------|-----------|-----------------|
| FERMILAT‡   | 5.40 ± 0.05| 3.21 ± 0.00| 3.06 ± 0.01| 3.27 ± 0.13| 56.1 ± 3.4| 822.6 ± 274.7| 3.7/40          |
| DAMPE       | 5.42 ± 0.05| 3.20 ± 0.08| 3.09 ± 0.01| 4.01 ± 0.18| 45.9 ± 16.5| 925.2 ± 92.4 | 25.6/32         |
| CALET       | 4.59 ± 0.05| 3.23 ± 0.03| 3.15 ± 0.01| 3.83 ± 0.29| 37.0 ± 13.7| 945.6 ± 200.7| 13.3/34         |
| AMS-02      | 4.69 ± 0.03| 3.242 ± 0.004 | 3.133 ± 0.005 | -          | 47.9 ± 2.9 | -         | 15.8/46         |

‡ Considered the LAT energy reconstruction uncertainty.

The CRE data from Fermi-LAT [5], DAMPE [7], CALET [8], and AMS-02 [6] are fitted with a smoothly broken power-law curve given by Eq. (9). The data with energy above 10 GeV are considered. The best-fit parameters and the goodness-of-fit of each individual fit are summarized in Tab. III. From Tab. III, one can see that the smoothly broken power-law model is a good approximation to the measured spectrum as the $\chi^2$/d.o.f. of each individual fit is less than 1. For the CRE data of H.E.S.S. [2], we adopt the parameterization reported in the International Cosmic Ray Conference [2]:

$$E^3 \frac{dN}{dE} = N_0 \left( \frac{E}{1\text{TeV}} \right)^{3-\Gamma_1} \left[ 1 + \left( \frac{E}{E_b} \right)^{\frac{1}{\alpha}} \right]^{-(\Gamma_2-\Gamma_1)\alpha},$$  \hspace{1cm} (A1)

Tab. IV lists the best-fit parameters from [2], which are obtained through fitting to the H.E.S.S. CRE data. The latest CR positron data from AMS-02 is well described by the minimal model [41, 90–92], in which the positron flux is parametrized as the sum of a diffuse term and a source term

$$\Phi_{e^+}(E) = \frac{E^2}{E^2} \left[ C_d \left( \frac{\tilde{E}}{E_1} \right)^{\gamma_d} + C_s \left( \frac{\tilde{E}}{E_2} \right)^{\gamma_s} \exp \left( -\frac{\tilde{E}}{E_s} \right) \right],$$  \hspace{1cm} (A2)

where $\tilde{E} = E + \phi_e$ is the energy of particles in the interstellar space and $\phi_e$ is the effective solar potential. Tab. V lists the best-fit parameters from [41], which are obtained by fitting to the latest AMS-02 positron data with the minimal model. In Fig. 8, we illustrate the comparisons of the best-fitting curves and the measured spectra for all the experimental data described above.
Given $\Phi(E)$, $\Phi'(E)$ and the energy scale uncertainty $\delta_s$ (summarized in Sec. III), the systematic uncertainty on the flux due to the energy scale uncertainty can be obtained straightforward from Eq. (8). In this work, we calculate this part systematic uncertainty for the CRE data from Fermi-LAT, DAMPE, CALET, AMS-02, and H.E.S.S. and for the CR positron data from AMS-02. The total uncertainties (quadratic sum of the statistical and systematic uncertainties) in the data with and without including this part uncertainty for each experiment are summarized in Tab. VII and Tab. VIII, and shown in Fig. 9.

### Appendix B: Statistical framework

Bayesian inference method provides a consistent approach both to the estimation of a set of parameters $\Theta$ in a model (or hypothesis) $H$ for the data $D$ and the evaluation of the relative advantage of different models for the data. This approach evaluates the posterior probability distribution function (PDF) for the parameters of interest in a given model through Bayes’ theorem, which states that

$$P(\Theta|D, H) = \frac{P(D|\Theta, H)P(\Theta|H)}{P(D|H)},$$

(B1)

where $P(\Theta|D, H)$ is the posterior PDF, $P(D|\Theta, H) \equiv \mathcal{L}(\Theta)$ is the likelihood function which contains the information provided by the data, and $P(\Theta|H) \equiv \pi(\Theta)$ is the prior PDF of the parameters which encompasses our state of knowledge on the values of the parameters before the observation of the data. The quantity $P(D|H) \equiv Z$ is the Bayesian evidence which is obtained by integrating the product of the likelihood and the prior over the whole volume of the parameter space

$$Z = \int \mathcal{L}(\Theta)\pi(\Theta)d\Theta.$$  

(B2)

Since the Bayesian evidence is independent of the parameter values $\Theta$, it is usually ignored in parameter estimation problems and the posterior inferences are obtained by exploring the unnormalized posterior using standard Markov chain Monte Carlo sampling methods.

In contrast to parameter estimation problems, the Bayesian evidence takes the central role in model selection. In order to select between two models $H_i$ and $H_j$, one needs to


| $2 \ln K$ | $K$ | Strength of evidence |
|-----------|-----|----------------------|
| 0 to 2    | 1 to 3 | not worth more than a bare mention |
| 2 to 6    | 3 to 20 | positive |
| 6 to 10   | 20 to 150 | strong |
| > 10      | > 150  | very strong |

**TAB. VI:** Interpretation of Bayes factor $K$ from [93].

compare their respective posterior PDFs given the observed dataset $D$, as follows:

$$
\frac{P(H_i|D)}{P(H_j|D)} = \frac{P(D|H_i)P(H_i)/P(D)}{P(D|H_j)P(H_j)/P(D)} = \frac{Z_i}{Z_j} \frac{P(H_i)}{P(H_j)}, \tag{B3}
$$

where $P(H_i)/P(H_j)$ is the prior probability ratio for the two models, and is usually assumed to be unity. The evidence ratio

$$
K_{ij} \equiv \frac{Z_i}{Z_j} \tag{B4}
$$

is the so-called Bayes factor between the two models. Tab. VI lists the categories for interpreting the Bayes factor, which is given by Kass and Raftery (1995) [93].

In this work, we take the prior PDF as a uniform distribution

$$
\pi(\theta_i) \propto \begin{cases} 
\theta_i, & \text{for } \theta_{i,\min} \leq \theta_i \leq \theta_{i,\max} \\
0, & \text{otherwise}
\end{cases}, \tag{B5}
$$

and the likelihood function as Gaussian form

$$
L(\Theta) = \prod_{i=1}^{\Theta} \frac{1}{\sqrt{2\pi\sigma_{\exp,i}^2}} \exp \left[ -\frac{(\Phi_{\text{th},i}(\Theta) - \Phi_{\text{exp},i})^2}{2\sigma_{\exp,i}^2} \right], \tag{B6}
$$

where $\Phi_{\text{th},i}(\Theta)$ is the $i$-th theoretical predicted value from the model which depends on the parameters $\Theta$, and $\Phi_{\text{exp},i}$ is the one measured by the experiment with uncertainty $\sigma_{\exp,i}$. We estimate the parameters of our models and evaluate the Bayesian evidence for each model by using the public code *MultiNest* [70], which is a highly efficient implementation of the nested sampling technique and is fully parallelized. More details of the algorithm can be found in [70–72]. Here we summarize the main settings of *MultiNest* used in this work. The number of live points, which influences the accuracy of evidence estimation and convergence rate of the algorithm is taken to be 1000, which is sufficient enough. The sampling efficiency is taken to be 0.3, which is recommended for the evidence evaluation. Lastly, we choose a tolerance of 0.1, which controls the precision to be achieved on the evidence.
FIG. 8: Best-fit fluxes from fitting to the CRE or CR positron spectra. The top four panels are from the fits of Eq. (9) to the CRE data with energies above 10 GeV from Fermi-LAT [5], DAMPE [7], CALET [8], and AMS-02 [6] respectively. The left bottom panel is from the fit of Eq. (A1) to the CRE data of H.E.S.S. from [2]. The right bottom panel is from the fit of Eq. (A2) to the CR positron data of AMS-02 from [41].
FIG. 9: The CRE spectra of Fermi-LAT [5] (blue), DAMPE [7] (green), CALET [8] (yellow), AMS-02 [6] (red), and H.E.S.S. [2] (cyan) and the CR positron spectrum of AMS-02 [41] (purple) rescaled by $E^3$. The uncertainty bands and the error bars represent the total uncertainties (quadratic sum of the statistical and systematic uncertainties) with and without including the energy scale uncertainties, respectively.
### TAB. VII: The CRE spectra of Fermi-LAT [5], DAMPE [7], and CALET [8]. The parameters \( \sigma'_{\text{tot}} \) and \( \sigma_{\text{tot}} \) represent the total uncertainties (quadratic sum of the statistical and systematic uncertainties) with and without including the energy scale uncertainties, respectively. The flux \( \Phi_{e^+ + e^-} \) is in units of \( \text{m}^{-2}\text{sr}^{-1}\text{s}^{-1}\text{GeV}^{-1} \).
| E [GeV] | $\Phi_{e^+e^-}$ | $\sigma'_{\text{tot}}$ | $\sigma'_{\text{tot}}$ | $\Phi_{e^+}$ | $\sigma_{\text{tot}}$ | $\sigma_{\text{tot}}$ |
|--------|-----------------|-----------------|-----------------|-------------|-----------------|-----------------|
| 281.7  | (4.95 1.692 2.272) $\times 10^{-6}$ |                |                |              |                |                |
| 355.0  | (2.409 0.785 1.077) $\times 10^{-6}$ |                |                |              |                |                |
| 447.3  | (1.193 0.376 0.524) $\times 10^{-6}$ |                |                |              |                |                |
| 563.6  | (6.019 1.864 2.628) $\times 10^{-7}$ |                |                |              |                |                |
| 708.6  | (3.001 0.965 1.355) $\times 10^{-7}$ |                |                |              |                |                |
| 892.9  | (1.394 0.513 0.707) $\times 10^{-7}$ |                |                |              |                |                |
| 1122.5 | (6.370 2.778 3.739) $\times 10^{-8}$ |                |                |              |                |                |
| 1414.5 | (2.749 1.316 1.740) $\times 10^{-8}$ |                |                |              |                |                |
| 1778.3 | (1.095 0.577 0.736) $\times 10^{-8}$ |                |                |              |                |                |
| 2240.8 | (4.512 2.501 3.135) $\times 10^{-9}$ |                |                |              |                |                |
| 2817.1 | (1.997 1.092 1.376) $\times 10^{-9}$ |                |                |              |                |                |
| 3547.9 | (7.971 4.720 5.783) $\times 10^{-10}$ |            |                |              |                |                |
| 4472.9 | (3.520 2.054 2.529) $\times 10^{-10}$ |            |                |              |                |                |
| 5636.2 | (1.650 0.879 1.118) $\times 10^{-10}$ |            |                |              |                |                |
| 7085.9 | (7.103 3.821 4.844) $\times 10^{-11}$ |            |                |              |                |                |
| 8928.7 | (2.848 1.638 2.027) $\times 10^{-11}$ |            |                |              |                |                |
| 11225.0| (1.515 0.714 0.955) $\times 10^{-11}$ |            |                |              |                |                |
| 14145.0| (5.341 3.076 3.805) $\times 10^{-12}$ |            |                |              |                |                |

TABLE VIII: The CRE spectra of H.E.S.S. [2] and AMS-02 [6], and the CR positron spectrum of AMS-02 [41]. The parameters $\sigma'_{\text{tot}}$ and $\sigma_{\text{tot}}$ represent the total uncertainties (quadratic sum of the statistical and systematic uncertainties) with and without including the energy scale uncertainties, respectively. The flux $\Phi_{e^+e^-}$ and $\Phi_{e^+}$ are in units of $\text{m}^{-2}\text{sr}^{-1}\text{s}^{-1}\text{GeV}^{-1}$. 
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Appendix C: Fitting results of models A to F

In this section, we summarize the fit results of each model discussed in Sec. IV. The prior ranges, best-fit values, statistical means and variations of the parameters of each model are summarized in tables IX to XIV. The Bayesian evidence and $\chi^2$ values of each fit are summarized in Tab. XV.

| Parameters         | Prior ranges     | Best-fit       | Mean     | $\sigma$ |
|--------------------|------------------|----------------|----------|----------|
| $\gamma_e$         | $2.0 \sim 3.5$   | 2.621          | 2.617    | 0.009    |
| $N_e$              | $10^{-10} \sim 10^{-8}$ | $1.146 \times 10^{-9}$ | $1.139 \times 10^{-9}$ | $1.246 \times 10^{-11}$ |
| $\log(\rho_c/\text{MeV})$ | $5 \sim 8$      | 7.917          | 7.733    | 0.186    |
| $\log(T_{\text{psr}}/\text{yrs})$ | $4 \sim 6$      | 4.852          | 4.912    | 0.121    |
| $d_{\text{psr}}/\text{pc}$ | $80 \sim 1000$  | 116            | 227      | 99       |
| $\gamma_{\text{psr}}$ | $1.5 \sim 2.4$  | 2.106          | 2.192    | 0.077    |
| $\log(E_{c,\text{psr}}/\text{GeV})$ | $2 \sim 5$      | 3.501          | 3.840    | 0.392    |
| $\log(\eta_{\text{psr}}E_{\text{psr}}/\text{erg s}^{-1})$ | $32 \sim 37$   | 35.129         | 35.334   | 0.212    |

TAB. IX: Parameters of Model-A described in Sec. IV A, determined through fitting to the CRE and CR positron data. The prior ranges, best-fit values, statistic means, and statistic variations are listed. $N_e$ represents the post-propagated normalization flux of the primary electrons at 25 GeV, which is in units of $\text{cm}^{-2}\text{sr}^{-1}\text{s}^{-1}\text{MeV}^{-1}$.

| Parameters         | Prior ranges     | Best-fit       | Mean     | $\sigma$ |
|--------------------|------------------|----------------|----------|----------|
| $\gamma_e$         | $2.0 \sim 3.5$   | 2.606          | 2.603    | 0.009    |
| $N_e$              | $10^{-10} \sim 10^{-8}$ | $1.128 \times 10^{-9}$ | $1.127 \times 10^{-9}$ | $1.274 \times 10^{-11}$ |
| $\log(\rho_c/\text{MeV})$ | $5 \sim 8$      | 7.978          | 7.713    | 0.190    |
| $\eta$             | $0 \sim 1$      | 0.097          | 0.099    | 0.005    |
| $\gamma$           | $1.5 \sim 2.4$  | 1.792          | 1.799    | 0.023    |
| $\log(E_c/\text{GeV})$ | $2 \sim 5$      | 3.933          | 3.988    | 0.133    |

TAB. X: Parameters of Model-B described in Sec. IV A, determined through fitting to the CRE and CR positron data. The prior ranges, best-fit values, statistic means, and statistic variations are listed. $N_e$ represents the post-propagated normalization flux of the primary electrons at 25 GeV, which is in units of $\text{cm}^{-2}\text{sr}^{-1}\text{s}^{-1}\text{MeV}^{-1}$. 
### Parameters Prior ranges Best-fit Mean σ
\[ \gamma_e \]
2.0 \sim 3.5
2.624
2.617
0.009
\[ N_e \]
10^{-10} \sim 10^{-8}
1.149 \times 10^{-9}
1.140 \times 10^{-9}
1.252 \times 10^{-11}
\[ \log(\rho_c/\text{MeV}) \]
5 \sim 8
7.987
7.737
0.182
\[ \log(T_{\text{psr}/\text{yrs}}) \]
4 \sim 6
4.763
4.916
0.124
\[ d_{\text{psr}}/\text{pc} \]
80 \sim 1000
149
231
100
\[ \gamma_{\text{psr}} \]
1.5 \sim 2.4
2.097
2.198
0.077
\[ \log(E_{c,\text{psr}}/\text{GeV}) \]
2 \sim 5
3.368
3.859
0.405
\[ \log(\eta_{\text{psr}}/\text{erg s}^{-1}) \]
32 \sim 37
35.181
35.339
0.212
\[ \log(m_\chi/\text{GeV}) \]
1 \sim 4
1.663
2.569
1.086
\[ \log(\langle \sigma v \rangle/(\text{cm}^3\text{s}^{-1})) \]
-26 \sim -21
-25.988
-24.557
1.085

**TAB. XI:** Parameters of Model-C described in Sec. IV A, determined through fitting to the CRE and CR positron data. The prior ranges, best-fit values, statistic means, and statistic variations are listed. \( N_e \) represents the post-propagated normalization flux of the primary electrons at 25 GeV, which is in units of cm\(^{-2}\)sr\(^{-1}\)s\(^{-1}\)MeV\(^{-1}\).

\[
\begin{array}{lllll}
\gamma_e & 2.0 \sim 3.5 & 2.623 & 2.617 & 0.009 \\
N_e & 10^{-10} \sim 10^{-8} & 1.142 \times 10^{-9} & 1.140 \times 10^{-9} & 1.217 \times 10^{-11} \\
\log(\rho_c/\text{MeV}) & 5 \sim 8 & 7.974 & 7.744 & 0.179 \\
\eta & 0 \sim 1 & 0.097 & 0.093 & 0.009 \\
\gamma & 1.5 \sim 2.4 & 2.038 & 2.033 & 0.055 \\
\log(E_c/\text{GeV}) & 2 \sim 5 & 4.891 & 4.457 & 0.471 \\
\log(m_\chi/\text{GeV}) & 1 \sim 4 & 3.269 & 3.281 & 0.095 \\
\log(\langle \sigma v \rangle/(\text{cm}^3\text{s}^{-1})) & -26 \sim -21 & -23.302 & -23.298 & 0.159 \\
\end{array}
\]

**TAB. XII:** Parameters of Model-D described in Sec. IV A, determined through fitting to the CRE and CR positron data. The prior ranges, best-fit values, statistic means, and statistic variations are listed. \( N_e \) represents the post-propagated normalization flux of the primary electrons at 25 GeV, which is in units of cm\(^{-2}\)sr\(^{-1}\)s\(^{-1}\)MeV\(^{-1}\).
| Parameters          | Prior ranges   | Best-fit    | Mean   | σ   |
|--------------------|----------------|-------------|--------|-----|
| $\gamma_e$         | $2.0 \sim 3.5$ | 2.706       | 2.671  | 0.025 |
| $N_e$              | $10^{-10} \sim 10^{-8}$ | $1.180 \times 10^{-9}$ | $1.159 \times 10^{-9}$ | $1.445 \times 10^{-11}$ |
| $\log(\rho_c/\text{MeV})$ | $5 \sim 8$ | 7.996       | 7.756  | 0.167 |
| $\log(T_{psr}/\text{yrs})$ | $4 \sim 6$ | 4.721       | 4.829  | 0.204 |
| $d_{psr}/\text{pc}$ | $80 \sim 1000$ | 134         | 229    | 109  |
| $\log(E_{c,psr}/\text{GeV})$ | $2 \sim 5$ | 2.052       | 2.166  | 0.096 |
| $\eta_{0}$         | $1.5 \sim 2.6$ | 2.052       | 2.166  | 0.096 |
| $\log(\rho_c/\text{MeV})$ | $5 \sim 8$ | 7.996       | 7.756  | 0.167 |
| $\log(T_{snr}/\text{yrs})$ | $4 \sim 6$ | 4.754       | 4.771  | 0.245 |
| $d_{snr}/\text{pc}$ | $80 \sim 2000$ | 523         | 466    | 258  |
| $\gamma_{snr}$     | $1.5 \sim 2.6$ | 2.166       | 1.926  | 0.200 |
| $\log(E_{c,snr}/\text{GeV})$ | $2 \sim 5$ | 3.613       | 3.571  | 0.433 |
| $\log(E_{tot,snr}/\text{erg})$ | $45 \sim 49$ | 48.743      | 48.034 | 0.591 |

TAB. XIII: Parameters of Model-E described in Sec. IV B, determined through fitting to the CRE and CR positron data. The prior ranges, best-fit values, statistic means, and statistic variations are listed. $N_e$ represents the post-propagated normalization flux of the primary electrons at 25 GeV, which is in units of cm$^{-2}$sr$^{-1}$s$^{-1}$MeV$^{-1}$.

| Parameters          | Prior ranges   | Best-fit    | Mean   | σ   |
|--------------------|----------------|-------------|--------|-----|
| $\gamma_e$         | $2.0 \sim 3.5$ | 2.675       | 2.659  | 0.023 |
| $N_e$              | $10^{-10} \sim 10^{-8}$ | $1.180 \times 10^{-9}$ | $1.159 \times 10^{-9}$ | $1.445 \times 10^{-11}$ |
| $\log(\rho_c/\text{MeV})$ | $5 \sim 8$ | 7.924       | 7.754  | 0.168 |
| $\log(T_{psr}/\text{yrs})$ | $0 \sim 1$ | 0.098       | 0.091  | 0.008 |
| $\gamma$           | $1.5 \sim 2.4$ | 1.995       | 2.039  | 0.055 |
| $\log(E_c/\text{GeV})$ | $2 \sim 5$ | 4.915       | 4.485  | 0.434 |
| $\log(m_\chi/\text{GeV})$ | $1 \sim 4$ | 3.032       | 3.052  | 0.129 |
| $\log((\sigma v)/(\text{cm}^3\text{s}^{-1}))$ | $-26 \sim -21$ | $-23.771$ | $-23.669$ | 0.213 |
| $\log(T_{snr}/\text{yrs})$ | $4 \sim 6$ | 5.182       | 4.953  | 0.255 |
| $d_{snr}/\text{pc}$ | $80 \sim 2000$ | 543         | 622    | 315  |
| $\gamma_{snr}$     | $1.5 \sim 2.6$ | 1.903       | 1.812  | 0.211 |
| $\log(E_{c,snr}/\text{GeV})$ | $2 \sim 5$ | 4.980       | 3.618  | 0.483 |
| $\log(E_{tot,snr}/\text{erg})$ | $45 \sim 49$ | 48.615      | 48.129 | 0.683 |

TAB. XIV: Parameters of Model-F described in Sec. IV B, determined through fitting to the CRE and CR positron data. The prior ranges, best-fit values, statistic means, and statistic variations are listed. $N_e$ represents the post-propagated normalization flux of the primary electrons at 25 GeV, which is in units of cm$^{-2}$sr$^{-1}$s$^{-1}$MeV$^{-1}$. 

| Parameters          | Prior ranges   | Best-fit    | Mean   | σ   |
|--------------------|----------------|-------------|--------|-----|
| $\gamma_e$         | $2.0 \sim 3.5$ | 2.675       | 2.659  | 0.023 |
| $N_e$              | $10^{-10} \sim 10^{-8}$ | $1.180 \times 10^{-9}$ | $1.159 \times 10^{-9}$ | $1.445 \times 10^{-11}$ |
| $\log(\rho_c/\text{MeV})$ | $5 \sim 8$ | 7.924       | 7.754  | 0.168 |
| $\log(T_{psr}/\text{yrs})$ | $0 \sim 1$ | 0.098       | 0.091  | 0.008 |
| $\gamma$           | $1.5 \sim 2.4$ | 1.995       | 2.039  | 0.055 |
| $\log(E_c/\text{GeV})$ | $2 \sim 5$ | 4.915       | 4.485  | 0.434 |
| $\log(m_\chi/\text{GeV})$ | $1 \sim 4$ | 3.032       | 3.052  | 0.129 |
| $\log((\sigma v)/(\text{cm}^3\text{s}^{-1}))$ | $-26 \sim -21$ | $-23.771$ | $-23.669$ | 0.213 |
| $\log(T_{snr}/\text{yrs})$ | $4 \sim 6$ | 5.182       | 4.953  | 0.255 |
| $d_{snr}/\text{pc}$ | $80 \sim 2000$ | 543         | 622    | 315  |
| $\gamma_{snr}$     | $1.5 \sim 2.6$ | 1.903       | 1.812  | 0.211 |
| $\log(E_{c,snr}/\text{GeV})$ | $2 \sim 5$ | 4.980       | 3.618  | 0.483 |
| $\log(E_{tot,snr}/\text{erg})$ | $45 \sim 49$ | 48.615      | 48.129 | 0.683 |
| Models                          | $\chi^2_{\text{tot}}$/d.o.f | $\chi^2_{e^+e^-}$ | $\chi^2_{e^+}$ | log-evidence  |
|--------------------------------|-----------------------------|-------------------|----------------|---------------|
| Model-A (single PWN):          | 212.8/188                   | 190.5             | 22.3           | 2389.7 ± 0.2  |
| Model-B (multiple PWNe):       | 263.3/190                   | 228.2             | 35.1           | 2367.0 ± 0.2  |
| Model-C (single PWN + DM):     | 212.6/186                   | 187.6             | 25.0           | 2389.9 ± 0.2  |
| Model-D (multiple PWNe + DM):  | 217.7/188                   | 189.3             | 28.4           | 2385.0 ± 0.2  |
| Model-E (single PWN + SNR):    | 188.9/183                   | 178.1             | 10.8           | 2394.1 ± 0.2  |
| Model-F (multiple PWNe + DM + SNR): | 192.3/183                   | 177.1             | 15.2           | 2388.1 ± 0.2  |

TAB. XV: Values of the fitting $\chi^2$ and the logarithmic Bayesian evidence of each model. The number of data points for the CRE and CR positron are 161 and 35, respectively.