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Abstract
Optimization of convex functions subject to eigenvalue constraints is intriguing because of peculiar analytical properties of eigenvalues, and is of practical interest because of wide range of applications in fields such as structural design and control theory. Here we focus on the optimization of a linear objective subject to a constraint on the smallest eigenvalue of an analytical and Hermitian matrix-valued function. We offer a quadratic support function based numerical solution. The quadratic support functions are derived utilizing the variational properties of an eigenvalue over a set of Hermitian matrices. Then we establish the local convergence of the algorithm under mild assumptions, and deduce a precise rate of convergence result by viewing the algorithm as a fixed point iteration. We illustrate its applicability in practice on the pseudospectral functions.
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1 Introduction
Consider an analytic and Hermitian matrix-valued function $A(\omega) : \mathbb{R}^d \to \mathbb{C}^{n \times n}$. This work concerns optimization problems of the form

$$\text{maximize } c^T \omega \text{ subject to } \lambda_{\min}(A(\omega)) \leq 0 \quad (1)$$

where $c \in \mathbb{R}^d$ is given, $\lambda_{\min}(\cdot)$ denotes the smallest eigenvalue, and where we assume that the feasible set $\{\omega \in \mathbb{R}^d | \lambda_{\min}(A(\omega)) \leq 0\}$ is bounded in order to ensure the well-posedness of the problem. In a recent work [10] we pursued support-function based ideas to optimize a prescribed eigenvalue of $A(\omega)$ globally on a box $B \subset \mathbb{R}^d$. Remarkably, such ideas yield a linearly convergent algorithm that overcomes non-convexity and non-smoothness intrinsic to
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involved eigenvalue functions. Here we explore the use of support functions for the numerical solution of (1).

The problem that we tackle is non-convex due to the eigenvalue constraint. We convexify the problem by replacing the eigenvalue constraint with a convex quadratic constraint. Specifically, let \( \omega_k \) be a feasible point satisfying \( \lambda_{\min}(A(\omega_k)) \leq 0 \), we benefit from a quadratic support function about \( \omega_k \) such that

\[
q_k(\omega) = \lambda_{\min}(A(\omega_k)) \quad \text{and} \quad q_k(\omega) \geq \lambda_{\min}(A(\omega))
\]

for all \( \omega \in \mathbb{R}^d \). The original non-convex problem (1) is replaced by

\[
\text{maximize } c^T \omega \quad \text{subject to } q_k(\omega) \leq 0.
\]

(2)

The convex problem above can be solved analytically, and has a maximizer \( \omega_* \) that is suboptimal yet feasible with respect to the original problem. We build a new quadratic support function \( q_{k+1}(\omega) \) about the maximizer \( \omega_{k+1} = \omega_* \), replace the constraint in (2) with \( q_{k+1}(\omega) \leq 0 \), and solve the updated convex optimization problem. The practicality of the algorithm relies on a \( \gamma \) satisfying

\[
\lambda_{\max} \left[ \nabla^2 \lambda_{\min}(A(\omega)) \right] \leq \gamma \quad \forall \omega \in \mathbb{R}^d \quad \text{such that} \quad \lambda_{\min}(A(\omega)) \text{ is simple.}
\]

(3)

Above and throughout the text \( \lambda_{\max}(\cdot) \) refers to the largest eigenvalue. As we shall see in Section 2, the quadratic support functions are built on the existence of such a \( \gamma \). It seems feasible to deduce such \( \gamma \) analytically; this is discussed in Section 5.

Optimization based on support functions dates back to Kelley’s cutting plane method [5], where linear objectives subject to convex constraints are solved by exploiting support functions. Kelley’s idea is really suitable for convex constraints, and extensions to non-convex constraints to locate a locally optimal solution do not appear straightforward. More recently, inspired from Kelley’s cutting plane method, bundle methods became popular for non-smooth optimization built around linear support functions defined in terms of subgradients [6, 8]. Bundle methods are especially effective for the unconstrained optimization of a convex non-smooth function, yet they are not as effective in the non-convex setting even to locate a locally optimal solution.

There are various applications that fit into the setting (1). For instance, the \( \epsilon \)-pseudospectral abscissa and radius [12] of a given matrix \( A \), which are the rightmost and outermost points in the \( \epsilon \)-pseudospectrum of the matrix (the set comprised of the eigenvalues of all matrices within an \( \epsilon \)-neighborhood with respect to the matrix 2-norm) fit perfectly into the setting; Section 6 illustrates this. In structural design, [1] a classical problem is the minimization of the volume subject to inequality constraints on the smallest eigenvalue. In robust control theory, it is desirable to design a system subject to the largest eigenvalue not exceeding a prescribed tolerance.

The paper is organized as follows. In the next section we derive support functions for \( \lambda_{\min}(A(\omega)) \), and specify the algorithm based on the solution of the convex problem (2). In Section 3 we show that the sequence generated by the algorithm converges to a locally maximal solution of the non-convex problem (1) under mild assumptions. Section 4 is devoted to a rate-of-convergence analysis of the algorithm, by viewing the algorithm as a fixed-point iteration. The practicality of the algorithm relies on the deduction of an upper bound \( \gamma \) satisfying (3).
either analytically or numerically. We present a result in Section 5 that facilitates deducing such \( \lambda \) analytically. Finally, we illustrate the practical usefulness of the algorithm on the pseudospectral functions in Section 6, though the field of applicability of the algorithm is wider than the pseudospectral functions.

## 2 Derivation of the Algorithm

We begin with the derivation of the support functions. The derivation depends on the analytical properties of \( \lambda_{\min}(A(\omega)) \). We summarize the relevant classical results below [11, 7].

**Lemma 2.1.** Let \( A(\omega) : \mathbb{R}^d \to \mathbb{C}^{n \times n} \) be Hermitian and analytic, and \( \Phi : \mathbb{R} \to \mathbb{C}^{n \times n} \) be defined by \( \Phi(\alpha) := A(\omega + \alpha) \) for given \( \omega, p \in \mathbb{R}^d \). Then the following hold:

(i) There is an ordering \( \phi_1(\alpha), \ldots, \phi_n(\alpha) \) of the eigenvalues of \( \Phi(\alpha) \) so that each eigenvalue \( \phi_j(\alpha) \) for \( j = 1, \ldots, n \) is analytic on \( \mathbb{R} \);

(ii) Suppose that \( \phi(\alpha) := \lambda_{\min}(\Phi(\alpha)) \) is simple for all \( \alpha \) on an open interval \( I \) in \( \mathbb{R} \). Then \( \phi(\alpha) \) is analytic on \( I \);

(iii) The left-hand \( \phi'_-(\alpha) \) and the right-hand \( \phi'_+(\alpha) \) derivatives of \( \phi(\alpha) := \lambda_{\min}(\Phi(\alpha)) \) exist everywhere. Furthermore \( \phi'_-(\alpha) \geq \phi'_+(\alpha) \) at all \( \alpha \in \mathbb{R} \);

(iv) The eigenvalue function \( \lambda_{\min}(A(\omega)) \) is twice continuously differentiable at all \( \omega \in \mathbb{R}^d \) where it is simple. Furthermore, at all such \( \omega \) we have

\[
\frac{\partial \lambda_{\min}(A(\omega))}{\partial \omega_j} = v_n(\omega)^* \frac{\partial A(\omega)}{\partial \omega_j} v_n(\omega),
\]

and

\[
\frac{\partial^2 \lambda_{\min}(A(\omega))}{\partial \omega_k \partial \omega_l} = v_n^*(\omega) \frac{\partial^2 A(\omega)}{\partial \omega_k \partial \omega_l} v_n(\omega) + 2 \cdot \mathcal{R} \left[ \sum_{m=1}^{n-1} \frac{1}{\lambda_{\min}(A(\omega)) - \lambda_j(\omega)} \left( v_n(\omega)^* \frac{\partial A(\omega)}{\partial \omega_k} v_m(\omega) \right) \left( v_n(\omega)^* \frac{\partial A(\omega)}{\partial \omega_l} v_n(\omega) \right) \right].
\]

where \( \lambda_j(\omega) \) denotes the \( j \)th largest eigenvalue of \( A(\omega) \) and \( v_j(\omega) \) denotes an associated eigenvector that is analytic along every line in \( \mathbb{R}^d \) such that \( \{v_1(\omega), \ldots, v_n(\omega)\} \) is orthonormal.

In the theorem below and elsewhere \( \| \cdot \| \) denotes the 2-norm or Euclidean norm on \( \mathbb{R}^d \).

**Theorem 2.2** (Support Functions). Suppose \( A(\omega) : \mathbb{R}^d \to \mathbb{C}^{n \times n} \) is Hermitian and analytic, \( \gamma \in \mathbb{R} \) satisfies \( \Phi \), and \( \omega_k \in \mathbb{R}^d \) is such that \( \lambda_{\min}(A(\omega_k)) \) is simple. Then

\[
\lambda_{\min}(A(\omega)) \leq q_k(\omega) := \lambda_k + \nabla \lambda_k^T(\omega - \omega_k) + \frac{\gamma}{2} \| \omega - \omega_k \|^2 \quad \forall \omega \in \mathbb{R}^d
\]

where \( \lambda_k := \lambda_{\min}(A(\omega_k)) \) and \( \nabla \lambda_k := \nabla \lambda_{\min}(A(\omega_k)) \).
Proof. Let \( p = (\omega - \omega_k)/\|\omega - \omega_k\| \), and define \( \phi(\alpha) := \lambda_{\text{min}}(A(\omega_k + \alpha p)). \) Denote the points on \((0, \|\omega - \omega_k\|)\) where \( \lambda_{\text{min}}(A(\omega_k + \alpha p)) \) is not simple with \( \alpha_1, \ldots, \alpha_m \). There are finitely many such points, because \( \lambda_{\text{min}}(A(\omega_k + \alpha p)) \) is the minimum of \( n \) analytic functions from part (i) of Lemma 2.1. Indeed, two analytic functions are identical or can intersect each other at finitely many points on a finite interval.

Partition the open interval \((0, \|\omega - \omega_k\|)\) into open subintervals \( I_j := (\alpha_j, \alpha_{j+1}) \) for \( j = 0, \ldots, m \) where \( \alpha_0 = 0, \alpha_{m+1} = \|\omega - \omega_k\| \). On each open subinterval \( I_j := (\alpha_{j-1}, \alpha_j) \) the function \( \phi(\alpha) \) is analytic from part (ii) of Lemma 2.1. Indeed \( \phi(\alpha) = \phi_{i_j}(\alpha) \) on the closure of \( I_j \) for some analytic \( \phi_{i_j}(\alpha) \) stated in part (i) of Lemma 2.1, moreover \( \phi'_{i_j}(\alpha_j) = \phi'_{i_j}(\alpha_j) \).

Thus applying the Taylor’s theorem for each \( \alpha \) on the closure of \( I_j \) we deduce

\[
\phi(\alpha) = \phi(\alpha_j) + \phi'_{i_j}(\alpha_j)(\alpha - \alpha_j) + \frac{\phi''(\eta)}{2}(\alpha - \alpha_j)^2
\]

\[
= \phi(\alpha_j) + \phi'_{i_j}(\alpha_j)(\alpha - \alpha_j) + \frac{p^T \nabla^2 \lambda_{\text{min}}(A(\omega_k + \eta p))p}{2}(\alpha - \alpha_j)^2
\]

\[
\leq \phi(\alpha_j) + \phi'_{i_j}(\alpha_j)(\alpha - \alpha_j) + \frac{\gamma}{2}(\alpha - \alpha_j)^2
\]

for some \( \eta \in I_j \), where the second equality is due to the twice differentiability of \( \lambda_{\text{min}}(A(\omega)) \) (part (iv) of Lemma 2.1), and the last inequality is due to \( p^T \nabla^2 \lambda_{\text{min}}(A(\omega_k + \eta p))p \leq \lambda_{\text{max}} \left[ \nabla^2 \lambda_{\text{min}}(A(\omega_k + \eta p)) \right] \) and (3). Differentiating both sides of inequality (4) also yields

\[
\phi'(\alpha) \leq \phi'_{i_j}(\alpha_j) + \gamma(\alpha - \alpha_j).
\]

Next we claim

\[
\phi(\alpha_{m+1}) \leq \phi(\alpha_j) + \phi'_{i_j}(\alpha_j)(\alpha_{m+1} - \alpha_j) + \frac{\gamma}{2}(\alpha_{m+1} - \alpha_j)^2
\]

for \( j = 0, \ldots, m \). This is certainly true for \( j = m \) from (4) on the interval \( I_m \) and with \( \alpha = \alpha_{m+1} \). Suppose that inequality (6) holds for \( k \geq 1 \). Exploiting \( \phi'_{i_k}(\alpha_k) \leq \phi'_{i_k}(\alpha_k) \) (see part (iii) of Lemma 2.1), and then applying inequalities (4) and (5) with \( \alpha = \alpha_k \) on the interval \( I_{k-1} \) leads us to

\[
\phi(\alpha_{m+1}) \leq \phi(\alpha_k) + \phi'_{i_k}(\alpha_k)(\alpha_{m+1} - \alpha_k) + \frac{\gamma}{2}(\alpha_{m+1} - \alpha_k)^2
\]

\[
\leq \phi(\alpha_{k-1}) + \phi'_{i_k}(\alpha_{k-1})(\alpha_{m+1} - \alpha_{k-1} + \frac{\gamma}{2}(\alpha_{m+1} - \alpha_{k-1})^2
\]

\[
+ \phi'_{i_k}(\alpha_{k-1}) = \phi(\alpha_{k-1}) + \phi'_{i_k}(\alpha_{k-1})(\alpha_{m+1} - \alpha_{k-1}) + \frac{\gamma}{2}(\alpha_{m+1} - \alpha_{k-1})^2.
\]

Thus by induction we conclude

\[
\phi(\alpha_{m+1}) \leq \phi(\alpha_0) + \phi'_{i_k}(\alpha_0)(\alpha_{m+1} - \alpha_0) + \frac{\gamma}{2}(\alpha_{m+1} - \alpha_0)^2.
\]

Recalling \( \phi(\alpha_0) = \phi(0) = \lambda_k, \phi'_{i_k}(\alpha_0) = \phi'(0) = \nabla \lambda_k^T p \) and \( (\alpha_{m+1} - \alpha_0) = \|\omega - \omega_k\| \), we obtain the desired inequality

\[
\lambda_{\text{min}}(A(\omega)) \leq \lambda_k + \nabla \lambda_k^T (\omega - \omega_k) + \frac{\gamma}{2}||\omega - \omega_k||^2.
\]

\[\square\]
Given a feasible point \( \omega_0 \in \mathbb{R}^d \) satisfying \( \lambda_{\min}(A(\omega_0)) \leq 0 \), the algorithm generates a sequence \( \{\omega_k\} \) of feasible points in \( \mathbb{R}^d \). The update of \( \omega_k \) is based on the solution of the following convex optimization problem:

\[
\begin{align*}
\text{maximize} & \quad c^T \omega \\
\text{subject to} & \quad q_k(\omega) := \lambda_k + \nabla \lambda_k^T (\omega - \omega_k) + \frac{\gamma}{2} \|\omega - \omega_k\|^2 \\ & \quad \leq 0.
\end{align*}
\]

The next point \( \omega_{k+1} \) is defined to be the unique maximizer of the problem above. Notice that the feasible set of the convex problem (7) is contained inside the feasible set of the original problem (1), i.e.,

\[ F_k := \{\omega \in \mathbb{R}^d | q_k(\omega) \leq 0\} \subseteq F := \{\omega \in \mathbb{R}^d | \lambda(\omega) \leq 0\}. \]

Thus \( \omega_{k+1} \in F_k \subseteq F \) remains feasible. It is assumed by the algorithm that \( \lambda_{\min}(A(\omega_k)) \) is simple for each \( \omega_k \) in the sequence, which introduces no difficulties in practice, since a point \( \omega \) such that \( \lambda_{\min}(A(\omega)) \) is not simple is isolated in \( \mathbb{R}^d \). On the other hand, being close to a multiple eigenvalue does not cause any harm.

There is a degenerate case for the convergence of the algorithm as suggested by the following observation.

**Theorem 2.3.** Suppose the maximizer \( \omega_* \) of (7) is such that \( \nabla q_k(\omega_*) = 0 \). Then (i) \( \omega_* = \omega_k \) and (ii) \( \nabla \lambda_k = 0 \).

**Proof.** The maximizer \( \omega_* \) of (7) must be attained on the boundary of \( F_k \), that is \( q_k(\omega_*) = 0 \). Assuming

\[ \nabla q_k(\omega_*) = \nabla \lambda_k + \gamma (\omega_* - \omega_k) = 0 \]

yields \( q_k(\omega_*) = \lambda_k - \frac{\gamma}{2} \|\omega_* - \omega_k\|^2 = 0 \). Furthermore, since \( \omega_k \) is feasible, \( \lambda_k = \lambda_{\min}(A(\omega_k)) \leq 0 \). This would imply \( \lambda_k = 0 \) and \( \omega_* = \omega_k \). Now the second assertion follows from (8). \( \square \)

The first assertion of the theorem above means that \( \omega_* = \omega_k \) and \( q_s(\omega) \equiv q_k(\omega) \) for each \( s > k \). Thus convergence to a point \( \omega_* \) such that \( \nabla \lambda(A(\omega_*)) = 0 \) seems possible. We rule this out by assuming \( \nabla \lambda_k \neq 0 \) for each \( k \).

Now we apply the Karush-Kuhn-Tucker conditions to the constrained problem (7). The maximizer \( \omega_* \) must satisfy

\[
\begin{align*}
c = \mu \nabla q_k(\omega_*) & \quad \text{and} \quad q_k(\omega_*) = 0
\end{align*}
\]

for some positive \( \mu \in \mathbb{R} \). Solving the equations above for \( \omega_* \) and the positive scalar \( \mu \), and setting \( \omega_{k+1} = \omega_+ \), leads us to the update rule

\[
\omega_{k+1} = \omega_k + \frac{1}{\gamma} \left[ \frac{1}{\mu_+} c - \nabla \lambda_k \right], \quad \text{where} \quad \mu_+ = \frac{||c||}{\sqrt{||\nabla \lambda_k||^2 + 2\gamma \lambda_k}}.
\]

**3 Convergence**

We establish that the sequence \( \{\omega_k\} \) converges to a local maximizer of (1) under mild assumptions. The proof depends on the existence of the so called feasible ascent directions from every feasible non-degenerate point that is not a local maximizer.
Lemma 3.1. Suppose \( \omega_s \in \mathcal{F} \) is not a local maximizer of \( \mathbf{1} \), and is such that \( \lambda_{\min}(\mathcal{A}(\omega_s)) \) is simple and \( \nabla \lambda_{\min}(\mathcal{A}(\omega_s)) \neq 0 \). Then there exists \( p \in \mathbb{R}^d \) such that

\[
c^T p > 0 \quad \text{and} \quad \nabla \lambda_{\min}(\mathcal{A}(\omega_s))^T p < 0.
\]

The next theorem relates the local maximizer of problems \( \mathbf{1} \) and \( \mathbf{7} \).

**Theorem 3.2.** Suppose \( \omega_k \in \mathbb{R}^d \) is such that \( \lambda_{\min}(\mathcal{A}(\omega_k)) \) is simple and \( \nabla \lambda_{\min}(\mathcal{A}(\omega_k)) \neq 0 \). The point \( \omega_k \) is a local maximizer of \( \mathbf{7} \) if and only if it is a local maximizer of \( \mathbf{1} \).

**Proof.** If \( \omega_k \in \mathcal{F} \) is a local maximizer of \( \mathbf{1} \), then there exists a \( \delta > 0 \) such that

\[
c^T \omega_k \geq c^T \omega \quad \forall \omega \in \mathcal{B}(\omega_k, \delta) \cap \mathcal{F},
\]

where \( \mathcal{B}(\omega_k, \delta) := \{ \omega \in \mathbb{R}^d \mid \| \omega - \omega_k \| \leq \delta \} \). But notice that \( \omega_k \in \mathcal{F}_k \) (i.e., \( q_k(\omega_k) = 0 \)), and due to the property \( \mathcal{F}_k \subseteq \mathcal{F} \) we have \( c^T \omega_k \geq c^T \omega \quad \forall \omega \in \mathcal{B}(\omega_k, \delta) \cap \mathcal{F}_k \), meaning \( \omega_k \) is a local maximizer of \( \mathbf{7} \).

On the other hand, if \( \omega_k \in \mathcal{F} \) is not a local maximizer of \( \mathbf{1} \), then there exists a direction \( p \in \mathbb{R}^d \) such that \( c^T p > 0 \) and \( \nabla \lambda_k^2 p < 0 \) due to Lemma 3.1. But then, for all small \( \alpha > 0 \), we have

\[
q_k(\omega_k + \alpha p) = \lambda_k + \nabla \lambda_k^T (\alpha p) + O(\alpha^2) < \lambda_k \leq 0, \quad \text{and} \quad c^T (\omega_k + \alpha p) > c^T \omega_k.
\]

Thus \( \omega_k \) is not a local maximizer of \( \mathbf{7} \).

An implication of the theorem above is that if \( \omega_k \in \mathcal{F} \) is a local maximizer of \( \mathbf{1} \), then \( \omega_k = \omega_s \) for each \( s > k \). Thus convergence to a local maximizer occurs. Unfortunately, this type of finite convergence cannot happen if \( \gamma \) defined by \( \mathbf{5} \) is a strict upper bound, since \( \omega_k \) lies strictly inside \( \mathcal{F} \) and thus cannot be a local maximizer of \( \mathbf{1} \).

For the main result in this section, we first observe that the values of the objective function must converge.

**Lemma 3.3.** The sequence \( \{c^T \omega_k\} \) is convergent.

**Proof.** Notice that

\[
\omega_{k+1} = \arg \max_{\omega \in \mathcal{B}(\omega_k, \delta) \cap \mathcal{F}} c^T \omega
\]

Since \( \omega_k \) is feasible with respect to the problem above, we must have \( c^T \omega_{k+1} \geq c^T \omega_k \). Thus the sequence \( \{c^T \omega_k\} \) is monotonically increasing. Moreover, denoting a global maximizer for the original problem \( \mathbf{1} \) with \( \omega_s \), due to \( \mathcal{F}_k \subseteq \mathcal{F} \), we have \( c^T \omega_s \geq c^T \omega_k \). Thus the sequence \( \{c^T \omega_k\} \) is also bounded above, meaning the sequence must converge.

It appears difficult at first to prove the convergence of \( \{\omega_k\} \), but, since each \( \omega_k \) belongs to the bounded set \( \mathcal{F} \), it must have convergent subsequences by the Bolzano-Weierstrass theorem. First we establish the convergence of each of these subsequences to a local maximizer of \( \mathbf{1} \).

**Lemma 3.4.** Consider a convergent subsequence of \( \{\omega_k\} \) with limit \( \omega_s \) such that \( \lambda_{\min}(\mathcal{A}(\omega_k)) \), \( \lambda_{\min}(\mathcal{A}(\omega_s)) \) are simple, and \( \nabla \lambda_{\min}(\mathcal{A}(\omega_k)) \neq 0 \), \( \nabla \lambda_{\min}(\mathcal{A}(\omega_s)) \neq 0 \) for each \( k \). Then \( \omega_s \) is a local maximizer of \( \mathbf{1} \).
Furthermore, suppose that each local maximizer is strict by assumption. Let \( \lambda_{k_j} = \lambda_{\min}(A(\omega_j)) \), \( \lambda_* = \lambda_{\min}(A(\omega_*)) \), and \( \nabla\lambda_{k_j} = \nabla\lambda_{\min}(A(\omega_j)) \), \( \nabla\lambda_* = \nabla\lambda_{\min}(A(\omega_*)) \). Note that \( \lim_{j \to \infty} \omega_j = \omega_* \) must be feasible, since all \( \omega_k \) are feasible and \( \lambda_{\min}(A(\omega)) \) varies continuously with respect to \( \omega \).

Suppose for the sake of contradiction \( \omega_* \) is not a local maximizer, then we infer from Lemma 3.1 the existence of a direction \( p \in \mathbb{R}^d \) such that \( c^T p = \eta > 0 \) and \( \nabla\lambda_*^T p = -\beta < 0 \). Without loss of generality, we assume \( \|p\| = 1 \). There exists a ball \( B(\omega_*, \delta) \) such that \( \nabla\lambda_{\min}(A(\omega)) \) is simple for all \( \omega \in B(\omega_*, \delta) \). Furthermore, there exists an integer \( j' \) such that each \( \omega_{k_j} \) for \( j \geq j' \) lies in \( B(\omega_*, \delta) \). Due to part (iv) of Lemma 2.1 (indicating the continuity of the partial derivatives of \( \lambda_{\min}(A(\omega)) \) on \( B(\omega_*, \delta) \)) there also exists an integer \( j'' \geq j' \) such that

\[
\|\nabla\lambda_* - \nabla\lambda_{k_j}\| \leq \beta/2 \quad \forall j \geq j''.
\]

Next we benefit from the convergence of \( \{c^T \omega_k\} \) (Lemma 3.3). In this respect we note that \( \lim_{k \to \infty} c^T \omega_k = c^T \omega_* \). For some \( k' \) we must have

\[
0 \leq (c^T \omega_* - c^T \omega_k) \leq (\eta\beta)/(2\gamma) \quad \forall k \geq k'.
\]

Now consider any \( \omega_{k_j} \) such that \( j \geq j'' \) and \( k_j \geq k' \). Recalling \( \lambda_{k_j} \leq 0 \), i.e., \( \omega_{k_j} \) is feasible, the corresponding support function satisfies

\[
q_{k_j}(\omega_{k_j} + \alpha p) = \lambda_{k_j} + \nabla\lambda_{k_j}^T (\alpha p) + \frac{\gamma}{2} \alpha^2 \leq 0
\]

for all \( \alpha \in [0, (2/\gamma)(-\nabla\lambda_{k_j}^T p)] \). Furthermore,

\[
\|\nabla\lambda_* - \nabla\lambda_{k_j}\| \geq (\nabla\lambda_{k_j} - \nabla\lambda_*)^T p \quad \implies \quad -\nabla\lambda_{k_j}^T p \geq -\nabla\lambda_*^T p - \|\nabla\lambda_* - \nabla\lambda_{k_j}\| \geq \beta/2
\]

where the last inequality is due to (11). Thus for \( \tilde{\alpha} = (2/\gamma)(-\nabla\lambda_{k_j}^T p) \), and employing (12), we deduce

\[
c^T (\omega_{k_j} + \tilde{\alpha} p) = c^T \omega_{k_j} + (\tilde{\alpha})c^T p \geq c^T \omega_* + (\eta\beta)/(2\gamma).
\]

Since \( \omega_{k_j} + \tilde{\alpha} p \) is a feasible point of \( \| \), this implies that \( \omega_{(k_j+1)} \) is such that \( c^T (\omega_{(k_j+1)}) \geq c^T \omega_* + (\eta\beta)/(2\gamma) \) contradicting (12). Thus, \( \omega_* \) must be a local maximizer.

Next we present the main convergence result, where a point \( \omega_* \in \mathbb{R}^d \) is defined to be a strict local maximizer if there exists a \( \delta > 0 \) such that \( c^T \omega_* > c^T \omega \) for all \( \omega \in [B(\omega_*, \delta) \cap \mathcal{F}] \setminus \{\omega_*\} \).

**Theorem 3.5.** Suppose that \( \lambda_{\min}(A(\omega_k)) \) are simple, and \( \nabla\lambda_{\min}(A(\omega_k)) \neq 0 \) for each \( k \). Furthermore, suppose that each local maximizer \( \omega_* \) of \( \| \) is strict, and such that \( \lambda_{\min}(A(\omega_*)) \) is simple and \( \nabla\lambda_{\min}(A(\omega_*)) \neq 0 \). Then the sequence \( \{\omega_k\} \) converges to a local maximizer of \( \| \).

**Proof.** Let \( \{\omega_{k_j}\} \) be a subsequence as in Lemma 3.4 converging to a local maximizer \( \omega_* \), which is strict by assumption. Let \( L_k^* \) denote the connected component of the set

\[
L_k := \{\omega \mid c^T \omega \geq c^T \omega_k\} \cap \mathcal{F}
\]
containing $\omega_*$. Due to the continuity of $\lambda_{\min}(A(\omega))$, and since $\omega_*$ is a strict local maximizer, there exists an $\eta$ such that $c^T\omega_* > c^T\omega$ for all $\omega \in L^*_{k_\eta} \setminus \{\omega_*\}$.

We claim that all $\omega_k$ for $k \geq k_\eta$ belong to the set $L^*_{k_\eta}$. To see this, first recall that $\{c^T\omega_k\}$ is monotonically increasing, and each $\omega_k$ is feasible. Thus $\omega_k \in L_{k_\eta}$ for each $k \geq k_\eta$.

Furthermore, $\omega = \omega_k + \alpha(\omega_{k+1} - \omega_k) \in L_{k_\eta}$ for all $\alpha \in [0,1]$ and $k \geq k_\eta$. This is due to $c^T(\omega_{k+1} - \omega_k) \geq 0$ so that $c^T\omega \geq c^T\omega_k$, as well as $\omega_k, \omega_{k+1} \in F_k$ and the convexity of $F_k$ implying $\omega = \omega_k + \alpha(\omega_{k+1} - \omega_k) \in F_k \subseteq F$. Thus each $\omega_k$ for $k \geq k_\eta$ belongs to the same connected component of $L_{k_\eta}$. Finally notice that $\omega_{k_\eta}$, thus all $\omega_k$ for $k \geq k_\eta$, must belong to the connected component of $L_{k_\eta}$ containing $\omega_*$. Assuming otherwise yields that $\|\omega_{k_j} - \omega_*\|$ for each $j \geq \eta$ is greater than or equal to the minimum distance from the component of $L_{k_\eta}$ containing all $\omega_k$ for $k \geq k_\eta$ to $\omega_*$, which contradicts $\{\omega_{k_j}\}$ converging to $\omega_*$.

For the sake of contradiction, assume that the sequence $\{\omega_k\}$ does not converge to $\omega_*$. Then there exists an $\epsilon > 0$ such that

$$\forall N \exists k \geq N \quad \|\omega_k - \omega_*\| \geq \epsilon.$$ 

We can choose this $\epsilon$ as small as we like. On the other hand, since $\{c^T\omega_k\}$ is convergent by Lemma 3.3, we claim that all $\omega_k$ converge to $c^T\omega_*$, for any given positive integer $\ell$ there must exist a positive integer $N(\epsilon, \ell)$ such that

$$\forall k \geq N(\epsilon, \ell) \quad c^T\omega_k \geq c^T\omega_* - \epsilon/\ell.$$ 

Thus for each positive integer $\ell$ there exists a $k(\ell) \geq k_\eta$ such that

$$c^T\omega_{k(\ell)} \geq c^T\omega_* - \epsilon/\ell \quad \text{and} \quad \|\omega_{k(\ell)} - \omega_*\| \geq \epsilon. \quad (13)$$

Now consider the maximal value of $c^T\omega$ over all $\omega \in \{\tilde{\omega} \mid \|\tilde{\omega} - \omega_*\| \geq \epsilon\} \cap L^*_{k_\eta}$. This maximal value must be strictly less than $c^T\omega_*$, say $c^T\omega_* - \beta$ for some $\beta > 0$, as the maximization is over a compact subset of $L^*_{k_\eta}$. But all $\omega_{k(\ell)}$ belongs to $\{\tilde{\omega} \mid \|\tilde{\omega} - \omega_*\| \geq \epsilon\} \cap L^*_{k_\eta}$. In particular for any integer $\ell > \epsilon/\beta$ we end up with the contradiction $\omega_{k(\ell)} \in \{\tilde{\omega} \mid \|\tilde{\omega} - \omega_*\| \geq \epsilon\} \cap L^*_{k_\eta}$ and $c^T\omega_{k(\ell)} > c^T\omega_* - \beta$ from the inequalities in (13).

\hfill \Box

4 A Fixed-Point View: Rate of Convergence

In this section, under the assumption that $\{\omega_k\}$ itself converges to a local maximizer $\omega_*$, we deduce a linear rate of convergence revealing also the factors affecting the speed of convergence. Throughout the section we use the short-hands $\lambda_\gamma$, $\nabla\lambda_\gamma$ and $\nabla^2\lambda_\gamma$ for $\lambda_{\min}(A(\omega_*)), \nabla\lambda_{\min}(A(\omega_*))$ and $\nabla^2\lambda_{\min}(A(\omega_*))$, respectively. As we shall see, the rate of convergence is mainly determined by the eigenvalue distribution of the projected Hessian

$$H_V := V^T \cdot \nabla^2\lambda_\gamma \cdot V$$

where $V \in \mathbb{R}^{d \times d-1}$ is an isometry with columns formed by an orthonormal basis for the subspace orthogonal to $\nabla\lambda_*$. In particular, the convergence is faster when the eigenvalues of $H_V$ are closer to $\gamma$. In the extreme case, when $H_V = \gamma I$, the rate of convergence becomes superlinear.
We will put a fixed point theory in use: it follows from (10) that the sequence \( \{ \omega_k \} \) is a fixed point sequence \( \omega_{k+1} = f(\omega_k) \) where

\[
f(\omega) := \omega + \frac{1}{\gamma} \left[ \sqrt{\| \nabla \lambda_{\min}(A(\omega)) \|^2 - 2\gamma \lambda_{\min}(A(\omega))} \cdot c - \nabla \lambda_{\min}(A(\omega)) \right].
\] (14)

The Jacobian of \( f(\omega) \) given by

\[
J(\omega) = I + \frac{1}{\gamma} \left[ c \cdot \nabla \lambda_{\min}(A(\omega))^T (\nabla^2 \lambda_{\min}(A(\omega)) - \gamma I) - \nabla^2 \lambda_{\min}(A(\omega)) \right]
\]

for \( \omega \) close to \( \omega_* \) plays a prominent role in determining the rate of convergence. The following second order necessary conditions must hold at the local maximizer \( \omega_* \).

**Theorem 4.1.** Suppose that \( \omega_* \) is a local maximizer of (15) such that \( \lambda_* \) is simple, and \( \nabla^2 \lambda_* \neq 0 \). Then (1) \( \lambda_* = 0 \), (2) \( c = \mu \nabla \lambda_* \) for some \( \mu > 0 \), and (3) \( V^T \nabla^2 \lambda_* V \succeq 0 \) where \( V \in \mathbb{C}^{d \times (d-1)} \) is a matrix whose columns form an orthonormal basis for the subspace orthogonal to \( \nabla \lambda_* \).

It is straightforward to verify that any fixed point of \( f(\omega) \) satisfies the first order optimality conditions (parts (1) and (2) of Theorem 4.1), or otherwise \( \nabla \lambda_{\min}(A(\omega)) \) vanishes at the fixed point.

At the local maximizer \( \omega_* \), due to parts (1) and (2) of Theorem 4.1 we must have \( \lambda_* = 0 \) and \( c/\|c\| = \nabla \lambda_*/\|\nabla \lambda_*\| \). Thus, simple calculations yield

\[
J(\omega_*) = \left[ I - \frac{\nabla \lambda_* \cdot \nabla \lambda_*^T}{\| \nabla \lambda_* \|^2} \right] \left[ I - \frac{1}{\gamma} \nabla^2 \lambda_* \right] = (VV^T) \left[ I - \frac{1}{\gamma} \nabla^2 \lambda_* \right].
\] (15)

We could deduce a linear convergence result rather quickly, if \( \|J(\omega_*)\| < 1 \). Unfortunately, this is not true in general; indeed the right-hand factor in the expression above for \( J(\omega_*) \) can have its norm larger than one due to the negative eigenvalues of \( \nabla^2 \lambda_* \). On the other hand, the projected version of the Jacobian

\[
V^T J(\omega_*) V = I - \frac{1}{\gamma} V^T \nabla^2 \lambda_* V = \frac{1}{\gamma} (\gamma I - H_V)
\]

is a contraction, provided \( V^T \nabla^2 \lambda_* V \succ 0 \) (i.e., the sufficient condition for the optimality of \( \omega_* \), which is slightly stronger than the necessary condition (3) in Theorem 4.1), due to the following lemma.

**Lemma 4.2.** Suppose \( S \in \mathbb{R}^{k \times k} \) is a symmetric positive semi-definite matrix such that \( \|S\| \leq 1 \). Then \( \|I - S\| \leq 1 \). Furthermore, if \( S \) is positive definite, then \( \|I - S\| < 1 \).

**Proof.** Let \( v_1, \ldots, v_k \) be eigenvectors associated with the eigenvalues \( \lambda_1, \ldots, \lambda_k \) of \( S \) such that \( V = \{v_1, \ldots, v_k\} \) is orthonormal. Note that \( \lambda_j \in [0,1] \) for \( j = 1, \ldots, k \). Expand each \( v \in \mathbb{R}^k \) of unit norm with respect to \( V \), that is \( v = \alpha_1 v_1 + \alpha_2 v_2 + \cdots + \alpha_k v_k \) where \( \sqrt{\alpha_1^2 + \cdots + \alpha_k^2} = 1 \). Then

\[
\| (I - S) v \| = \| \alpha_1 (1 - \lambda_1) v_1 + \cdots + \alpha_n (1 - \lambda_n) v_n \| = \sqrt{\alpha_1^2 (1 - \lambda_1)^2 + \cdots + \alpha_n^2 (1 - \lambda_n)^2} \leq 1
\]

meaning \( \|I - S\| \leq 1 \). If \( S \) is positive definite, then \( \lambda_j \in (0,1] \) for \( j = 1, \ldots, k \). In this case the argument above yields \( \| (I - S) v \| < 1 \) and \( \|I - S\| < 1 \).
Theorem 4.3. Let \( \omega_s \) be a local maximizer of \( f \) such that \( \lambda_s \) is simple, and \( \nabla \lambda_s \neq 0 \). Then we have \( \frac{1}{\gamma} \| J - \mathcal{H}_V \| \leq 1 \). Additionally, if \( V^T \nabla^2 \lambda_s V > 0 \), then \( \frac{1}{\gamma} \| J - \mathcal{H}_V \| < 1 \).

The projected Jacobian \( V^T J(\omega_s) V \) assumes the role of \( J(\omega_s) \) for large \( k \), since \( \omega_k - \omega_s \) lies almost on \( \text{Col}(V) \) for such \( k \) and has very little component in the direction of \( u := \nabla \lambda_s / \| \nabla \lambda_s \| \). This is proven next.

Lemma 4.4. Suppose that \( \{ \omega_k \} \) converges to a local maximizer \( \omega_s \), \( \lambda_s \) is simple, and \( \nabla \lambda_s \neq 0 \). Furthermore, suppose \( \lim_{k \to \infty} [I - 1/\gamma \nabla^2 \lambda_s](\omega_k - \omega_s)/\| \omega_k - \omega_s \| \not\in \text{span}\{u\} \). Then \( \| u^T (\omega_k - \omega_s) \|/\| V^T (\omega_k - \omega_s) \| \to 0 \) as \( k \to \infty \).

Proof. Letting \( p_k = \omega_k - \omega_s \), we have

\[
p_{k+1} = \omega_{k+1} - \omega_s = f(\omega_k) - f(\omega_s) = J_k \cdot p_k \quad \text{where} \quad J_k = \left[ \begin{array}{c} \nabla f_1(\omega_s + \eta_1 p_k)^T \\ \nabla f_2(\omega_s + \eta_2 p_k)^T \\ \vdots \\ \nabla f_d(\omega_s + \eta_d p_k)^T \end{array} \right]
\]

for some \( \eta_1, \ldots, \eta_d \in (0, 1) \) by the mean value theorem. Above \( f_j(\omega) \) denotes the \( j \)th component of \( f(\omega) \). The recurrence above can be rearranged as

\[
p_{k+1} = J(\omega_s)p_k + [J_k - J(\omega_s)]p_k = (V V^T) \left[ I - \frac{1}{\gamma} \nabla^2 \lambda_s \right] p_k + [J_k - J(\omega_s)]p_k. \tag{16}
\]

By dividing both sides above by \( \| p_k \| \), taking the norms and then the limit as \( k \to \infty \) yield

\[
\lim_{k \to \infty} \frac{\| p_{k+1} \|}{\| p_k \|} = \lim_{k \to \infty} \left\| (V V^T) \left[ I - \frac{1}{\gamma} \nabla^2 \lambda_s \right] \frac{p_k}{\| p_k \|} + [J_k - J(\omega_s)] \frac{p_k}{\| p_k \|} \right\|
\]

\[
= \lim_{k \to \infty} \left\| (V V^T) \left[ I - \frac{1}{\gamma} \nabla^2 \lambda_s \right] \frac{p_k}{\| p_k \|} \right\|,
\]

where we utilized \( \lim_{k \to \infty} J_k = J(\omega_s) \). This means that \( \lim_{k \to \infty} \| p_{k+1} \|/\| p_k \| > 0 \) due to the assumption \( \lim_{k \to \infty} (I - 1/\gamma \nabla^2 \lambda_s)(p_k/\| p_k \|) \not\in \text{span}\{u\} = \text{Null}(V V^T) \).

Multiplying both sides of (16) by \( u^T \) from the left, and taking the absolute value lead us to

\[
\lim_{k \to \infty} \frac{|u^T p_{k+1}|}{\| p_k \|} = |u^T [J_k - J(\omega_s)]p_k|,
\]

thus

\[
\lim_{k \to \infty} \frac{|u^T p_{k+1}|}{\| p_k \|} = |u^T [J_k - J(\omega_s)] \frac{p_k}{\| p_k \|}| = 0.
\]

On the other hand

\[
0 < \lim_{k \to \infty} \frac{\| p_{k+1} \|}{\| p_k \|} = \lim_{k \to \infty} \sqrt{\| V^T p_{k+1} \|^2 + |u^T p_{k+1}|^2} \frac{\| V^T p_{k+1} \|}{\| p_k \|} = \lim_{k \to \infty} \frac{\| V^T p_{k+1} \|}{\| p_k \|}.
\]

Now the result follows from

\[
\lim_{k \to \infty} \left( \frac{|u^T p_{k+1}|}{\| p_k \|} \right) / \left( \frac{\| V^T p_{k+1} \|}{\| p_k \|} \right) = \lim_{k \to \infty} \frac{|u^T p_{k+1}|}{\| V^T p_{k+1} \|}.
\]
Theorem 4.5 (Rate of Convergence). Suppose that \( \{\omega_k\} \) converges to a local maximizer \( \omega_* \), \( \lambda_* \) is simple, and \( \nabla \lambda_* \neq 0 \). Then one of the following two hold:

1. If \( \lim_{k \to \infty} |I - 1/\gamma \nabla^2 \lambda_*| \|(\omega_k - \omega_*)/\|\omega_k - \omega_*\|\| \in \text{span}\{u\} \), then
   \[
   \lim_{k \to \infty} \frac{\|\omega_{k+1} - \omega_*\|}{\|\omega_k - \omega_*\|} = 0; \tag{18}
   \]

2. Otherwise,
   \[
   \frac{1}{\gamma} \sigma_{\min}(\gamma I - \mathcal{H}_V) \leq \lim_{k \to \infty} \frac{\|\omega_{k+1} - \omega_*\|}{\|\omega_k - \omega_*\|} \leq \frac{1}{\gamma} \|\gamma I - \mathcal{H}_V\|. \tag{19}
   \]

Proof. If \( \lim_{k \to \infty} |I - 1/\gamma \nabla^2 \lambda_*| \|(\omega_k - \omega_*)/\|\omega_k - \omega_*\|\| \in \text{span}\{u\} \), then (18) is an immediate consequence of (17).

Thus suppose \( \lim_{k \to \infty} |I - 1/\gamma \nabla^2 \lambda_*| \|(\omega_k - \omega_*)/\|\omega_k - \omega_*\|\| \notin \text{span}\{u\} \). We exploit the recurrence (16), and the identities

\[
|u^T (\omega_k - \omega_*)|/\|(\omega_k - \omega_*)\| \to 0, \quad \|V^T (\omega_k - \omega_*)\|/(\omega_k - \omega_*)\| \to 1 \quad \text{as} \quad k \to \infty, \tag{20}
\]

which are immediate corollaries of Lemma 4.4 as

\[
\|(\omega_k - \omega_*)\| = \sqrt{|u^T (\omega_k - \omega_*)|^2 + \|V^T (\omega_k - \omega_*)\|^2}.
\]

Dividing the norms of both sides of (16) by \( \|p_k\| \) we obtain

\[
\frac{\|p_{k+1}\|}{\|p_k\|} = \left\|V V^T \left[ I - \frac{1}{\gamma} \nabla^2 \lambda_* \right] V V^T \frac{p_k}{\|p_k\|} + V V^T \left[ I - \frac{1}{\gamma} \nabla^2 \lambda_* \right] u u^T \frac{p_k}{\|p_k\|} + \left[J_k - J(\omega_*)\right] \frac{p_k}{\|p_k\|}\right\|
\]

where \( p_k = \omega_k - \omega_* \). Finally, taking the limits of both sides, and utilizing the identities (20) yield

\[
\lim_{k \to \infty} \frac{\|p_{k+1}\|}{\|p_k\|} = \lim_{k \to \infty} \left\|V V^T \left[ I - \frac{1}{\gamma} \nabla^2 \lambda_* \right] V V^T \frac{p_k}{\|p_k\|}\right\| = \lim_{k \to \infty} \left\|\frac{1}{\gamma} (\gamma I - \mathcal{H}_V) \frac{V V^T p_k}{\|p_k\|}\right\| = \lim_{k \to \infty} \left\|\frac{1}{\gamma} (\gamma I - \mathcal{H}_V) \frac{V V^T p_k}{\|p_k\|}\right\| = \frac{1}{\gamma} \sigma_{\min}(\gamma I - \mathcal{H}_V) \frac{\|V^T p_k\|}{\|p_k\|}.
\]

The lower bound can be deduced similarly from the inequality \( \frac{1}{\gamma} (\gamma I - \mathcal{H}_V) \frac{V^T p_k}{\|p_k\|} \geq \frac{1}{\gamma} \sigma_{\min}(\gamma I - \mathcal{H}_V) \frac{\|V^T p_k\|}{\|p_k\|} \).

\[\square\]

5 Estimation of an Upper Bound on Second Derivatives

The practicality of the algorithm presented and analyzed relies on the availability of an upper bound \( \gamma \) satisfying (3). The next result is helpful in determining such a \( \gamma \) analytically. An analogous result was proven in [10] Theorem 6.1 for the Hessian of a weighted sum of the \( j \) largest eigenvalues. We include a proof for the sake of completeness.
Theorem 5.1. Let $A(\omega) : \mathbb{R}^d \to \mathbb{C}^{n \times n}$ be a Hermitian and analytic matrix-valued function. Then

$$\lambda_{\max} \left[ \nabla^2 \lambda_{\min}(A(\omega)) \right] \leq \lambda_{\max} (\nabla^2 A(\omega))$$

for all $\omega \in \mathbb{R}^d$ such that $\lambda_{\min}(A(\omega))$ is simple, where

$$\nabla^2 A(\omega) := \begin{bmatrix} \frac{\partial A^2(\omega)}{\partial \omega_1^2} & \frac{\partial A^2(\omega)}{\partial \omega_1 \partial \omega_2} & \cdots & \frac{\partial A^2(\omega)}{\partial \omega_1 \partial \omega_d} \\ \frac{\partial A^2(\omega)}{\partial \omega_2 \partial \omega_1} & \frac{\partial A^2(\omega)}{\partial \omega_2^2} & \cdots & \frac{\partial A^2(\omega)}{\partial \omega_2 \partial \omega_d} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial A^2(\omega)}{\partial \omega_d \partial \omega_1} & \frac{\partial A^2(\omega)}{\partial \omega_d \partial \omega_2} & \cdots & \frac{\partial A^2(\omega)}{\partial \omega_d^2} \end{bmatrix}$$

Proof. By Theorem 2.1 part (iv) we have

$$\lambda_{\max} \left[ \nabla^2 \lambda_{\min}(A(\omega)) \right] = H_n(\omega) + 2 \sum_{m=1}^{n-1} \frac{1}{\lambda_{\min}(A(\omega)) - \lambda_m(\omega)} \Re(H_{n,m}(\omega))$$

where the entries of $H_n(\omega)$ and $H_{n,m}(\omega)$ at position $(k, \ell)$ are given by

$$v_n^*(\omega) \frac{\partial^2 A(\omega)}{\partial \omega_k \partial \omega_\ell} v_n(\omega) \quad \text{and} \quad \left( \begin{array}{c} v_n(\omega) \\ v_m(\omega) \end{array} \right) \left( \begin{array}{c} \frac{\partial A(\omega)}{\partial \omega_k} v_m(\omega) \\ \frac{\partial A(\omega)}{\partial \omega_\ell} v_n(\omega) \end{array} \right),$$

respectively. It is straightforward to verify that $H_{n,m}(\omega)$ is positive semidefinite, since for each $u \in \mathbb{C}^d$ we have

$$u^* H_{n,m}(\omega) u = \left| \sum_{\ell=1}^d h_{\ell}^{(n,m)} u_\ell \right|^2 \geq 0$$

where $h_{\ell}^{(n,m)} = v_m(\omega)^* \frac{\partial A(\omega)}{\partial \omega_\ell} v_n(\omega)$.

This implies that $\Re(H_{n,m}(\omega))$ is also positive semi-definite due to $u^T \Re(H_{n,m}(\omega)) u = u^T H_{n,m}(\omega) u \geq 0$ for each $u \in \mathbb{R}^d$. Thus we deduce

$$\lambda_{\max} \left[ \nabla^2 \lambda_{\min}(A(\omega)) \right] \leq \lambda_{\max}(H_n(\omega)) \leq \lambda_{\max}(\nabla^2 A(\omega)).$$

Denoting the Kronecker product with $\otimes$, the last inequality above follows from $H_n(\omega) = [I_d \otimes v_n^*(\omega)] \nabla^2 A(\omega) [I_d \otimes v_n(\omega)]$ and the observation that there exists a unit vector $v \in \mathbb{C}^d$ satisfying

$$\lambda_{\max}(H_n(\omega)) = v^* H_n(\omega) v = [v^* \otimes v_n^*(\omega)] \nabla^2 A(\omega) [v \otimes v_n(\omega)] \leq \lambda_{\max}(\nabla^2 A(\omega)).$$

\hfill \Box

6 Case Study: Pseudospectral Functions

Pseudospectral Abscissa: The $\epsilon$-pseudospectrum of a matrix $A \in \mathbb{C}^{n \times n}$ is the subset of the complex plane consisting of the eigenvalues of all matrices within an $\epsilon$-neighborhood of $A$, formally defined by

$$\Lambda_\epsilon(A) := \bigcup_{\|\Delta\| \leq \epsilon} \Lambda(A + \Delta),$$
with the singular value characterization

$$\Lambda_\varepsilon(A) = \{ z \in \mathbb{C} \mid \sigma_n(A - zI) \leq \varepsilon \},$$

(21)

when it is defined in terms of the matrix 2-norm \[12\]. Here $\sigma_n(\cdot)$ denotes the smallest singular value. The rightmost point in this set $\alpha_\varepsilon(A)$ is called the $\varepsilon$-pseudospectral abscissa, and is an indicator of the transient behavior of the dynamical system $x'(t) = Ax(t)$. Globally and locally convergent algorithms for $\alpha_\varepsilon(A)$ have been suggested in \[9\] and \[3\], respectively. The $\varepsilon$-pseudospectral abscissa can be cast as the following optimization problem

$$\max_{\omega \in \mathbb{R}^2} \omega_1 \quad \text{subject to } \lambda_{\min}(A(\omega)) \leq 0$$

where

$$A(\omega) = [A - (\omega_1 + i\omega_2)I]^* [A - (\omega_1 + i\omega_2)I] - \varepsilon^2 I,$$

that fits into the framework \[1\]. It follows from the expressions in part (iv) of Lemma 2.1 that

$$\nabla \lambda_{\min}(A(\omega)) = \left( v_n(\omega)^*(-A - A^* + 2\omega_1 I)v_n(\omega), \ v_n(\omega)^*(-iA + iA^* + 2\omega_2 I)v_n(\omega) \right).$$

Furthermore, the matrix $\nabla^2 A(\omega)$ in Theorem 5.1 is given by

$$\nabla^2 A(\omega) = \begin{bmatrix}
\frac{\partial A^2(\omega)}{\partial \omega_1} & \frac{\partial A^2(\omega)}{\partial \omega_2}\frac{\partial A^2(\omega)}{\partial \omega_1} \\
\frac{\partial A^2(\omega)}{\partial \omega_2}\frac{\partial A^2(\omega)}{\partial \omega_1} & \frac{\partial A^2(\omega)}{\partial \omega_2} \\
\end{bmatrix} = 2I.$$

Thus, we deduce $\lambda_{\max} \left[ \nabla^2 \lambda_{\min}(A(\omega)) \right] \leq \gamma := 2$ for all $\omega$ such that $\lambda_{\min}(A(\omega))$ is simple by Theorem 5.1.

We run the algorithm on a $10 \times 10$ matrix with random entries selected from a normal distribution with zero mean and variance equal to one to compute $\alpha_\varepsilon(A)$, as well as to compute the real part of the left-most point in $\Lambda_\varepsilon(A)$ for $\varepsilon = 1$. The algorithm is initiated with $\omega_0$ equal to the right-most eigenvalue. The progress of the algorithm is illustrated in Figure 1 with red and blue asterisks. The algorithm requires 39 iterations to compute both the right-most and the left-most points accurate up to 12 decimal digits. In Figure 2 on the left the later iterates of the algorithm for the right-most point are shown. Remarkably, at the later iterations the directions $(\omega_k - \omega_*)$ become more or less orthogonal to $\nabla \lambda_{\min}(A(\omega_*))$ (equivalently tangent to the boundary of $\Lambda_\varepsilon(A)$), confirming the validity of Lemma 14.

As for the rate of convergence, the errors $\|\omega_k - \omega_*\|$ involved in computing the right-most point at later iterations are listed in Table 1. The table indicates a linear convergence. Furthermore, the projected Hessian reduces to the scalar $H_V = \frac{\partial^2 \lambda_{\min}(A(\omega_*))}{\omega_*^2}$, thus Theorem 14 implies

$$\lim_{k \to \infty} \frac{\|\omega_{k+1} - \omega_*\|}{\|\omega_k - \omega_*\|} = \left| 1 - \frac{1}{\gamma} H_V \right| = \left| 1 - \frac{1}{2} \frac{\partial^2 \lambda_{\min}(A(\omega_*))}{\partial \omega_*^2} \right| \approx 0.506.$$

This ratio of decay in the error is also confirmed in practice by Table 1.
Figure 1: The progress of the algorithm to compute the right-most, left-most and outer-most points in $\Lambda_\epsilon(A)$ is illustrated for a random $10 \times 10$ matrix and $\epsilon = 1$. The orange curve represents the boundary of $\Lambda_\epsilon(A)$, while the red, blue and green asterisks mark the iterates of the algorithm to compute the right-most, left-most and outer-most points in $\Lambda_\epsilon(A)$. The real part of the right-most and the modulus of the outer-most points correspond to $\alpha_\epsilon(A)$ and $\rho_\epsilon(A)$, respectively.

Table 1: The errors $\|\omega_k - \omega_*\|$ for various $k$ to compute the right-most point in $\Lambda_\epsilon(A)$, rounded to 12 decimal digits, are listed for the random matrix example and $\epsilon = 1$. 
Figure 2: Left - A closer look at the iterates for the right-most point; the blue circle marks the right-most point computed by the highly accurate algorithm in [2]. Right - Later iterates for the outer-most point; the blue circle marks the outer-most point computed by the algorithm in [3].
Pseudospectral Radius: The modulus of the outermost point $\rho_\epsilon(A)$ in the $\epsilon$-pseudospectrum $\Lambda_\epsilon(A)$ is called the $\epsilon$-pseudospectral abscissa \[^{[12]}\]. This quantity is associated with the transient behavior of the discrete dynamical system $x_{k+1} = Ax_k$. When $\Lambda_\epsilon(A)$ is defined in terms of the spectral norm and using the singular value characterization \[^{[21]}\] we deduce

$$
\rho_\epsilon(A) := \operatorname{maximize}_{\omega \in \mathbb{R}^2} \omega_1 \quad \text{subject to} \quad \lambda_{\min}(A(\omega)) \leq 0
$$

where

$$
A(\omega) = (A - \omega_1 e^{i\omega_2}I)^* (A - \omega_1 e^{i\omega_2}I) - \epsilon^2 I.
$$

Now the expressions for the first derivatives take the form

$$
\nabla \lambda_{\min}(A(\omega)) = \left( v_n(\omega)^* (-2 \Re(e^{-i\omega_2}A) + 2\omega_1 I) v_n(\omega), \quad v_n(\omega)^* (-2\Im(e^{-i\omega_2}A)) v_n(\omega) \right),
$$

whereas

$$
\nabla^2 A(\omega) = \begin{bmatrix}
2I & -2\Im(e^{-i\omega_2}A) \\
-2\Im(e^{-i\omega_2}A) & 2\Re((\omega_1 e^{-i\omega_2}A))
\end{bmatrix}.
$$

Since $\rho_\epsilon(A) \leq \|A\| + \epsilon$, for all feasible $\omega$ we have $\omega_1 \leq \|A\| + \epsilon$. Thus, Gersgorin’s theorem \[^{[4]}\] Theorem 6.1.1] applied to $\nabla^2 A(\omega)$, combined with Theorem \[^{[5,1]}\] yields

$$
\lambda_{\max} \left[ \nabla^2 \lambda_{\min}(A(\omega)) \right] \leq \gamma := \max \left( 2 + 2\|A\|, 2\epsilon\|A\| + 2\|A\|^2 + 2\|A\| \right)
$$

for all feasible $\omega$ such that $\lambda_{\min}(A(\omega))$ is simple.

We apply the algorithm to compute $\rho_\epsilon(A)$ starting with $\omega_0$ equal to the eigenvalue with the largest modulus. The iterates of the algorithm are shown in Figure \[^{[1]}\] with the green asterisks for the 10 $\times$ 10 random matrix of the previous part concerning the computation of $\alpha_\epsilon(A)$, and $\epsilon = 1$. The later iterations, as illustrated on the right in Figure \[^{[2]}\] again become tangential to the boundary of $\Lambda_\epsilon(A)$, which is in harmony with Lemma \[^{[4,4]}\].

For the rate of convergence, by Theorem \[^{[4,5]}\] we obtain

$$
\lim_{k \to \infty} \frac{\|\omega_{k+1} - \omega_*\|}{\|\omega_k - \omega_*\|} = \left| 1 - \frac{1}{\gamma} \right| \approx 1 - \frac{1}{\gamma} \frac{\partial^2 \lambda_{\min}(A(\omega_*))}{\partial \omega_*^2} \approx 0.791.
$$

This is confirmed by Table \[^{[2]}\] below, which indicates a linear convergence with the ratio of two consecutive errors roughly equal to 0.791.

### Table 2: The errors $\|\omega_k - \omega_*\|$ for various $k$ to compute the outer-most point in $\Lambda_\epsilon(A)$ are listed for the random matrix example and $\epsilon = 1$.

| $k$ | 41 | 42 | 43 | 44 | 45 | 46 |
|-----|----|----|----|----|----|----|
| $\|\omega_k - \omega_*\|$ | $1.105 \times 10^{-7}$ | $8.742 \times 10^{-8}$ | $6.918 \times 10^{-8}$ | $5.474 \times 10^{-8}$ | $4.332 \times 10^{-8}$ | $3.428 \times 10^{-8}$ |

7 Conclusion

There are quite a few applications that require optimization of linear functions subject to a minimum eigenvalue constraint, or optimization problems of similar spirit, such as the calculation of the pseudospectral functions, shape optimization problems in structural design,
and robust stability problems in control theory. We explored the support based global optimization ideas for such problems. The use of quadratic support functions benefiting from derivatives yield a simple linearly convergent algorithm robust against the non-smooth nature of the eigenvalue functions. We establish the convergence assuming the simplicity of the eigenvalue at the optimal point, which we believe is not essential. In any case, the algorithm is immune to non-smoothness at points close to optimal points. The rate of the convergence of the algorithm is analyzed in detail leading us to a fine understanding of the factor affecting the rate of convergence, basically the eigenvalue distribution of a projected Hessian matrix.

The algorithm suggested may be applicable in other occasions when the constraint involves an eigenvalue function other than the smallest one. We should, however, note practical difficulties in this more general setting, for instance a global lower bound on the second derivatives may not be easy to deduce.

The algorithm suggested for constrained eigenvalue optimization is locally convergent, while the counter-part for unconstrained optimization in an earlier work [10] is globally convergent. It is worth pursuing how the algorithm can be modified in order to achieve global convergence.
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