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1 Introduction

There is a classic combinatorial result for two point functions of gauge invariant half BPS operators in $\mathcal{N} = 4$ SYM [1]. Let $X,Y,Z$ be the chiral adjoint scalar field of $\mathcal{N} = 4$ SYM with respect to an $\mathcal{N} = 1$ decomposition. Let $R,R'$ be two different representations of $U(N)$ characterized by Young diagrams with $n$ boxes and let $\chi_R$ be the character of $U(N)$ in the corresponding representation. Then the following is true:

$$\langle \chi_R(\bar{Z})(x)\chi_{R'}(Z)(0) \rangle = \frac{1}{C^n|x|^{2n}}\delta_{RR'}f_R,$$

(1.1)

where $C$ is a normalization constant that depends on conventions. The quantity $f_R$ is a product over the labels of the boxes of the Young diagram associated to $R$, and is defined as:

$$f_R = \prod_{i,j \in \text{boxes}} (N + i - j),$$

(1.2)

where $i$ moves to the right along the rows, $j$ moves vertically downward along the columns, and both indices start at $(i,j) = (1,1)$ in the leftmost upper corner.

Various arguments suggest that this result is not renormalized [2, 3] (see also [4] and references therein). These combinatorial calculations have been extended to other (free field) quiver setups in the works [5–7] (the results are written succinctly in [8] in terms of generalized free fermions).
Part of the importance of the characters, apart from their orthogonality, is that they can also be interpreted geometrically in terms of D-branes, particularly, giant gravitons [9]. Giant gravitons expanding along the sphere directions (sphere giants for us) arise from column representations [10], and giant gravitons expanding in AdS [11, 12] (AdS giants for us) arise from large row representations [1]. These have served as a starting point to compute the anomalous dimensions of D-branes and the open strings ending on them. There is a combinatorial formalism developed in the works [13–16] to add open strings. The main issue with these approaches is that they are computationally very difficult to master; the required combinatoric calculus is laborious. We can ask if there is another way to arrive at these results that might lessen the burden of computations and provide additional intuition to the dynamics of these setups.

When one works in less supersymmetric situations, such as with 1/4 or 1/8 BPS states, there are generalized orthogonal bases at zero coupling called restricted Schur bases (see [17, 18] and references therein). However, as soon as one turns on the coupling constant of \( \mathcal{N} = 4 \) SYM, one expects that the dynamics (at least semiclassically) reduce to some type of model of commuting matrices [19]. Such commuting matrix models are an ad-hoc uncontrolled approximation of the dynamics; they can be used to mimic the droplet picture of half BPS states in terms of free fermions in two dimensions [20] and extend the picture to more complicated setups with less supersymmetry where there is eigenvalue repulsion, but no fermions. The two dimensional droplet picture can also be seen directly in supergravity solutions [21]. Is there a systematic way to do calculations with these more general states that has less supersymmetry and embodies the spirit of commuting matrices, but is actually a complete field theory calculation that can be done ab initio?

In this paper we will see that the answers to both of these questions is yes — we can lessen the burden of computations for half BPS states (with strings attached) and find an exact commuting matrix model that captures 1/4 and 1/8 BPS states. The technique we introduce will reproduce all the results in equation (1.1) from a generating function. Similarly, we will discover a generating function that captures all 1/4 and bosonic 1/8 BPS states that survive at one loop. In this second problem, the basis we find is implicit, rather than the explicit character basis described above.

Let us write the basic idea. The first step is to realize that when studying local operator insertions in the \( \mathcal{N} = 4 \) conformal field theory, one can equally well describe the states on the cylinder \( S^3 \times \mathbb{R} \) for a real quantum system, rather than the Euclidean formulation. That is, one uses radial quantization to turn the problem into quantum mechanics. Following [20], one replaces the matrix scalar operator \( Z(0) \leftrightarrow a_1^\dagger \) with the raising operator of the s-wave of the field \( Z \) on the sphere including the matrix indices. Here, these indices are implicit. The free field correlators of \( Z \) appearing in (1.1) can equally well be described by overlaps of states in the Fock space of states of the \( a_1^\dagger \) that are gauge invariant. At this stage, we have only applied the operator state correspondence in the conformal field theory.

The next step is to think of the dynamics of the oscillators semiclassically by introducing coherent states. We start with the following object:

\[
|\Lambda\rangle \sim \exp(\text{tr}(\Lambda a^\dagger)) \, |0\rangle, \tag{1.3}
\]
where $\Lambda$ is an $N \times N$ matrix of parameters. The trace indicates that we have a general linear combination of all possible raising operators.

Coherent states have the property that they are overcomplete. They have minimal uncertainty; they behave classically, but they are also eigenstates of the lowering operators. A formalism that can deal with these states is in principle able to deal with all the information of the Hilbert space, because of overcompleteness. The obvious problem with the object introduced in (1.3) is that it is not gauge invariant. We solve this issue by projecting the answer onto gauge invariant states, which we achieve by introducing an averaging over the gauge group. That is, we correct our naïve coherent state by the following:

$$|\Lambda\rangle = \frac{1}{\mathcal{Z}} \int dU \int dV \exp(tr(U \Lambda U^{-1} a^\dagger)) |0\rangle.$$ 

(1.4)

Because we projected an overcomplete basis to the set of gauge invariant states, we have an overcomplete basis of the gauge invariant states. One can check that the state defined this way is still a coherent state as far as gauge invariant combinations of lowering operators are concerned:

$$\text{tr}(a^n) |\Lambda\rangle = \text{tr}(\Lambda^n) |\Lambda\rangle.$$ 

(1.5)

These expressions only depend on the eigenvalues of $\Lambda$. At this stage, we can think of $\Lambda$ as a diagonal matrix without loss of generality.

The matrix integrals that appear are well known. If $a^\dagger$ were a c-number matrix rather than a set of operators, then these would be the integrals of Harish-Chandra-Itzykson-Zuber [22, 23] (we will call this integral the HCIZ integral in this paper). Such integrals can be computed in a variety of ways. We refer the reader to the review paper [24] (and also [25]) for a list of methods and references. We will liberally make use of the collected results in that paper. An important observation is that the HCIZ integral can be computed by localization [26]. The overlaps

$$I(\Lambda', \Lambda) = \langle \Lambda'|\Lambda\rangle$$

(1.6)

can be computed exactly with the HCIZ integral. Upon writing equation (1.4) in a character expansion, we can recover all of the overlaps in (1.1) by comparing it to the character expansion of the overlap integral itself (1.6).

We are repackaging a lot of non-trivial combinatorial information in the manipulations of the coherent state object itself. The fact that the final result is an exact sum over saddles makes it possible to understand approximations to calculations that are not apparent in the combinatorial expressions that were performed to arrive at (1.1). This idea extends to insertions of open strings, which we will describe in this formalism as well. The idea is to understand which saddle dominates and in what regimes. Once we have the coherent states, we can promote the $\Lambda$ eigenvalue parameters to collective coordinates and find a coherent state effective action for the parameters $\Lambda$ that describe the dynamics we are interested in. We extend this idea to $A_{n-1}$ quiver theories and to states that preserve less supersymmetry. The new idea is that for $1/4$ and $1/8$ BPS states, we need to introduce more than one matrix $\Lambda_{X,Y,Z}$. When we insist on the 1-loop anomalous dimension of these states
vanishing, we find that the three matrices must commute and be able to be diagonalized simultaneously. We thus find a generalization of the HCIZ integral that satisfies some of the conditions for evaluation by localization and embodies the commuting matrix model reduction to eigenvalues. The point is that the matrices that commute are not the original fields. They are the collective coordinate parameters of the states in question.

The idea of localization in $\mathcal{N} = 4$ SYM is important for many other observables. In particular, Wilson loop correlators reduce to matrix model computations [27, 28]. These are exact results, which arise from a localization argument [29]; all the important computations are done with free fields. For the results leading to equation (1.1), this also holds true: the computation arises from free fields. Thus in this paper, we are seeing a new application of the Harish-Chandra-Itzykson-Zuber integral; the fact that it can be described by localization arguments becomes important as we try to find approximations to the physics by looking at the dominant saddle. A general review of localization methods can be found in [30].

The paper is organized as follows. In section 2 we start with a model of a single harmonic oscillator and a gauged pair of harmonic oscillators to establish the method we will use later. The goal is to show that the denominators in a generating function of coherent states encode the information of the norms of states that are defined algebraically from the vacuum. Then in section 3, we introduce the main types of objects we study in this paper: coherent states in matrix models averaged over a gauge orbit. We show how to compute overlaps of these states in terms of the Harish-Chandra-Itzykson-Zuber integrals and study various generalizations of these ideas to simply laced quivers. We show that this method reproduces many results that are known in the literature. We also discuss the fact that in the integral representation, one gets exact sums over saddles. This becomes important later on when we discuss approximations of the dominant saddle and other extensions of these ideas.

In section 4 we study generating functions made by determinants rather than coherent states. These are related to sphere giant gravitons in $AdS_5 \times S^5$. The point is to show that these objects admit an integral representation with a dominant saddle. The idea is to introduce fermions so that the determinant arises from Grassman integrals. Overlaps can be computed with the help of the Hubbard-Stratonovich trick and the fermions can be eliminated completely in terms of a pair of complex auxiliary variables. The integral over these variables reproduces many results. We show how these fermionic variables allow us to introduce open strings attached to the giant gravitons and demonstrate how this formalism simplifies other approaches in the literature. In section 5 we show how the fact that there are dominant saddles in the integrals allow one to not only promote the parameters of the gauge invariant coherent states to collective coordinates, but also calculate the effective action for them. In the HCIZ formula, these parameters are associated to multiple AdS giant gravitons. We explain how open strings are added to these configurations as well. We then turn to the problem of studying multiple sphere giant gravitons and argue that the correct multi-giant generalization involves products of determinants. This uses additional information involving character formulas and the Cauchy identity. We also explain how one has a Hilbert space of strings attached to multiple giants and explain the origin of the
Gauss' law constraint. In section 6 we extend the idea of averaged coherent states to 1/4 and 1/8 bosonic BPS states. These require matrix parameters that commute with each other as is expected from the moduli space of vacua of these theories. We show that the saddles for half BPS states survive and focus on the dominant saddle for a single large eigenvalue and explain some of the differences that appear in the collective coordinate representation of these states. Finally, we close with a brief discussion of our results and present a possible extension of the ideas we discuss here in 7.

2 Warmup: the harmonic oscillator and the gauged double harmonic oscillator

Let us start with the simplest problem of a single harmonic oscillator. This example is intended to showcase the method we will use later in more complex settings. The idea is to consider a harmonic oscillator in the Hamiltonian formalism, described by a Weyl algebra constructed with a raising and a lowering operator, \([a, a^\dagger] = 1\). The ground state is described by \(a |0\rangle = 0\). Consider now the following generating function of states:

\[
F[z] = |z\rangle = \exp(z a^\dagger) |0\rangle. \tag{2.1}
\]

Because \((a^\dagger)^k |0\rangle\) is a complete basis of states, in principle \(F(Z)\) contains (all of the) information about the full Hilbert space of states.

For the time being, the variable \(z\) is a formal parameter. If we call the non-normalized state \(|n\rangle = (a^\dagger)^n |0\rangle\), we can ask how to compute its norm from \(F[z]\) and indeed, the overlaps \(\langle m | n \rangle\) for all \(m, n\). Once we decide that \(F[z]\) is well defined, we can think of it like a state \(|z\rangle\) where \(z\) is an actual complex variable and not just a formal parameter. The idea is to compute the overlap:

\[
\langle \xi | z \rangle = \bar{F}[\bar{\xi}] * F[z] = \langle 0 | \exp(\bar{\xi} a) \exp(z a^\dagger) |0\rangle, \tag{2.2}
\]

where \(F\) is the adjoint of the generating function and \(\xi\) is another formal parameter. We should notice that in the bra-ket notation, \((\langle \xi \rangle)^\dagger = \langle \xi \rangle\) and includes an implicit complex conjugation. We make this explicit in \(\bar{F}\) and implicit in \(\langle \xi \rangle\). Hopefully, this will not lead to confusion.

There are two ways to do the calculation. First, we can expand the double series to obtain:

\[
\langle \xi | z \rangle = \sum_{m,n=0}^{\infty} \frac{\bar{\xi}^m z^n}{m!n!} \langle m | n \rangle. \tag{2.3}
\]

The other way to do the calculation is to contract the \(a\) and the \(a^\dagger\) (using the Baker-Campbell-Hausdorff formula) to obtain:

\[
\langle \xi | z \rangle = \exp(\bar{\xi} z) = \sum_{n=0}^{\infty} \frac{\bar{\xi}^n z^n}{n!}. \tag{2.4}
\]

Comparing the two formulas, we find that the coefficient of \(\bar{\xi}^m z^n\) for \(n \neq m\) vanishes, which is to say that the states \(|m\rangle\) and \(|n\rangle\) are orthogonal to each other if \(n \neq m\). We also find,
comparing the coefficients of $\bar{\xi}^n z^n$, that:

$$\frac{\langle n|n \rangle}{n! n!} = \frac{1}{n!},$$

(2.5)

so that $\langle n|n \rangle = n!$. This can be proved immediately using the raising/lowering operator algebra. The point is that $n!$ is the denominator of the terms of $\bar{\xi}^n z^n$ in the exponential function.

Now, because the exponential function has an infinite radius of convergence, the overlaps are well defined for any value of the complex variables $\bar{\xi}, z$. In particular, the norm:

$$\langle z|z \rangle = \exp(\bar{z}z) > 0,$$

(2.6)

is positive definite if $\bar{z}$ is the complex conjugate of $z$ and defines an $L^2$ normalizable state in the Hilbert space.

Coherent states also satisfy $a|z\rangle = z|z\rangle \simeq \partial_{\bar{z}} F[z]$, so it is easy to evaluate matrix elements of $(a^\dagger)^k a^m$ from the generating function, giving us:

$$\bar{F}[\bar{\xi}] * (a^\dagger)^k a^m * F[z] = z^m \bar{\xi}^k \langle \bar{\xi}|z \rangle,$$

(2.7)

which lets us identify operationally $a^\dagger \sim \partial_z$ and $a \sim \partial_{\bar{\xi}}$ as far as normal ordered computations go. The point is that the generating function is not only a generating function of states, but can also be used to compute matrix elements by comparing the double expansion (2.3) with the evaluation formula similar to (2.4).

We now go to our second example, where we have two oscillator algebras with raising operators $a^\dagger, b^\dagger$, and consider the symmetry generator $\hat{Q} = a^\dagger a - b^\dagger b$. We want to build a generating function as above, using gauge invariant states where $Q = 0$. A naïve guess is to do the following:

$$\exp(zb^\dagger a^\dagger) |0\rangle.$$

(2.8)

This turns out not to be optimal: the Baker-Campbell-Hausdorff trick doesn’t yield a simple answer. Another option is to use a simple coherent state:

$$|\alpha, \beta\rangle = \exp(\alpha a^\dagger + \beta b^\dagger) |0\rangle = \sum \frac{(\alpha^m \beta^n)}{m! n!} |m\rangle \otimes |n\rangle,$$

(2.9)

but we notice that the generating function also contains non gauge invariant states. We need to project them onto the $n = m$ subset. Because we start with full coherent states, we have all of the information of the Hilbert space, including the states that are not gauge invariant. If we perform the correct projection, we should retain all the information that is gauge invariant in the generating function.

This can be done if we notice that the formal parameters $\alpha, \beta$ can be made to transform under a $U(1)$ symmetry that tracks the charges of $a^\dagger$ and $b^\dagger$. That is, we take $\alpha \rightarrow \exp(i\theta) \alpha$ and $\beta \rightarrow \exp(-i\theta) \beta$. Then we find:

$$|\alpha, \beta, \theta\rangle = \exp(\alpha e^{i\theta} a^\dagger + \beta e^{-i\theta} b^\dagger) |0\rangle = \sum \frac{(\alpha^m \beta^n)}{m! n!} \exp(i(m-n)\theta) |m\rangle \otimes |n\rangle,$$

(2.10)
and if we seek to only obtain the states with \( n = m \), we can average over \( \theta \). That is, we consider a generating function of the form:

\[
F[\alpha, \beta] = \frac{1}{2\pi} \int_0^{2\pi} d\theta \exp(\alpha e^{i\theta} a^\dagger + \beta e^{-i\theta} b^\dagger) |0\rangle ,
\]

(2.11)

where we average over the group action on the operators. This formal functional is given by:

\[
F[\alpha, \beta] = \frac{1}{2\pi} \int d\theta \exp(i \hat{Q}\theta) \exp(\alpha a^\dagger + \beta b^\dagger) |0\rangle ,
\]

(2.12)

where \( \hat{Q} \) is the charge operator defined previously.

This is almost a coherent state, except for the group projection. It is straightforward to compute the overlap:

\[
\bar{F}[\bar{\alpha}, \bar{\beta}] * F[\alpha, \beta] = \frac{1}{(2\pi)^2} \int_0^{2\pi} d\tilde{\theta} d\theta \exp \left[ \bar{\alpha} \alpha \exp(i(\theta - \tilde{\theta})) + \bar{\beta} \beta \exp(i(\tilde{\theta} - \theta)) \right] .
\]

(2.13)

We can now shift variables to \( \theta' = \theta - \tilde{\theta}, \tilde{\theta} \), so that one group integral becomes trivial, leaving the other to be explicitly evaluated. We find that:

\[
\bar{F}[\bar{\alpha}, \bar{\beta}] * F[\alpha, \beta] = \sum_{n=0}^{\infty} \frac{(\bar{\alpha} \bar{\beta})^n}{n!} = I_0 \left( 2\sqrt{\bar{\alpha} \bar{\beta}} \right)
\]

(2.14)

which only depends on the gauge invariant combination of parameters \( \alpha \beta \) and \( \bar{\alpha} \bar{\beta} \). It can also be written explicitly in terms of a Bessel function. At this stage we can set \( \alpha = \beta \) if we want to, as they do not have an independent meaning any longer. We also find through comparing coefficients that:

\[
(n \otimes n) (m \otimes m) = (n!)^2 \delta_{n,m}
\]

(2.15)

where again, the norm of the state is the denominator in the (integrated) generating function.

We can check that this is an eigenstate of the gauge invariant composite \( ab \) operator, finding that

\[
abF[\alpha, \beta] = \alpha \beta F[\alpha, \beta].
\]

(2.16)

It is this property that makes these states more convenient: they act as coherent states for the composite gauge invariant operators built from lowering operators. This property can be readily used to compute matrix elements. In this example, the algebra is fairly straightforward, so the calculations can be done without the generating functions.

We can do one more variation on this calculation. The idea is to use the charge \( Q = a^\dagger a - b^\dagger b - k \) where \( k \) is an integer. In this case, the state \( |0\rangle \times |0\rangle \) has charge \(-k\) and is not gauge invariant. The gauge invariant states are \( |k + n \rangle \otimes |n\rangle \). In the double sum of the coherent state:

\[
|\alpha, \beta, \theta\rangle = \exp(\alpha e^{i\theta} a^\dagger + \beta e^{-i\theta} b^\dagger) |0\rangle = \sum \frac{(\alpha \beta)^n}{m!n!} \exp(i(m - n)\theta) |m\rangle \otimes |n\rangle ,
\]

(2.17)
we need to project onto states where \( m - n = k \). This is straightforward. We use the Fourier transform coefficients of the generating function:

\[
\bar{F}[\alpha, \beta]_k = \frac{1}{2\pi} \int_0^{2\pi} d\theta \exp(-ik\theta) \exp(\alpha e^{i\theta} a^\dagger + \beta e^{-i\theta} b^\dagger) |0\rangle
\]

so that the overlap integral is

\[
F[\tilde{\alpha}, \tilde{\beta}]_k * F[\alpha, \beta]_k = \frac{1}{2\pi} \int_0^{2\pi} d\theta \exp(-ik\theta) \exp(\tilde{\alpha} \alpha e^{i\theta} + \tilde{\beta} \beta e^{-i\theta})
\]

\[
= \sum_{n=0}^{\infty} \frac{(\tilde{\alpha} \alpha)^{n+k}(\tilde{\beta} \beta)^n}{(n+k)!n!} (n + k)!n!
\]

\[
= (\tilde{\alpha} \alpha)^k \left(\sqrt{\tilde{\alpha} \alpha \tilde{\beta} \beta}\right)^{-k/2} I_k \left(2\sqrt{\tilde{\alpha} \alpha \tilde{\beta} \beta}\right). \tag{2.21}
\]

Again, the norm of the fixed charge states is the denominator \((n + k)!n!\) in the sum, and the generating function can be explicitly written in terms of Bessel functions. It is a convergent power series for all \( \alpha, \beta \) in the complex plane. The norm is well defined if \( \alpha \) and \( \tilde{\alpha} \) transform oppositely, which they do if they are complex conjugates of each other. These are also coherent states in the sense of being an eigenvalue of the gauge invariant composite \( ab \) operator with eigenvalue \( \alpha \beta \). Notice that in this case, \( \alpha \) and \( \beta \) appear slightly differently in the overlap. We can think of this as an anomaly. We can also take states given by \( \alpha^{-k} F[\alpha, \beta]_k \), which are still coherent states; in that case, the final answer only depends on the product \( \alpha \beta \), so we can take them to be equal to each other if we want to.

3 Half BPS coherent states in \( \mathcal{N} = 4 \) SYM and some generalizations

We now turn to the problem of finding coherent states for the half BPS states \( \mathcal{N} = 4 \) SYM that are gauge invariant. These states are special in that they are created by a single matrix of raising operator \((a^\dagger_Z)^i_j\). Under the operator state correspondence, the matrix valued operator inserted at the origin is equivalent to the raising operators \( Z(0) \leftrightarrow a^\dagger_Z \), where \( a^\dagger \) is the raising operator for the s-wave of the field \( Z \) on \( S^3 \), when studying \( \mathcal{N} = 4 \) SYM on the cylinder [20]. We first consider a naïve coherent state:

\[
F[\Lambda] = \exp(\text{tr}(\Lambda \cdot a^\dagger_Z)) |0\rangle \tag{3.1}
\]

with a matrix valued \( \Lambda \) set of parameters. This is a coherent state for the gauge invariant traces \( \text{tr}(a^k) \), so that

\[
\text{tr}(a^k) F[\Lambda] = \text{tr}(\Lambda^k) F[\Lambda]. \tag{3.2}
\]

Since these traces generate all the gauge invariant states from the vacuum, we notice that the only information that we get from \( \Lambda \) is contained in the traces of powers of \( \Lambda \). This is equivalent to knowing only the eigenvalues of \( \Lambda \). In that sense, most of the parameters are redundant. We take \( \Lambda \) to be diagonal in what follows. The next problem we have to deal
with is that this is not a gauge invariant state. We now introduce the $U(N)$ group action on these states and average over the group. This will look as follows:

$$F[\Lambda] = \frac{1}{\text{Vol}(U(N))} \int dU \exp \left( \text{Tr} \left( U \Lambda U^{-1} a_Z^\dagger \right) \right) |0\rangle,$$  \hspace{1cm} (3.3)

where $dU$ is the Haar measure. The volume of $\text{Vol}(U(N)) = \int dU$ and we will call it $\text{Vol}$ for short. For fixed $U$, the integrand will have the same coherent state properties with respect to $\Lambda, \tilde{\Lambda}$ if $\Lambda \rightarrow \tilde{\Lambda} = U \Lambda U^{-1}$ (they are related by conjugation), so that $\tilde{\Lambda}$ and $\Lambda$ have the same eigenvalues and traces. We can think either of the matrix $\Lambda$ transforming with $U$ at fixed eigenvalues, or the matrix operator $a_Z^\dagger$ transforming with $U$. In the first case, we can think of the combination $\text{tr}(\Lambda \cdot a_Z^\dagger)$ as being gauge invariant if both $\Lambda$ and $a_Z^\dagger$ transform opposite to each other. Diagonalizing $\Lambda$ is a gauge choice and we are summing over the gauge orbit. In the second case, we may think of this as transforming $a_Z^\dagger$ and projecting onto the gauge invariant states at fixed $\Lambda$. Either way, we should think of this integral as generating all of the possible half-BPS states.

Right now, we define $\Lambda$ as an external matrix such that when we act on $F$, the lowering operators act as $a_Z^\dagger \sim U \text{diag}(\lambda_1, \ldots, \lambda_N) U^{-1} = U \Lambda U^{-1}$ at fixed $U$. The $U$ disappear inside traces. We now wish to find the inner product of $\bar{F}[\bar{\Lambda}]$ and $F[\Lambda]$. Using eq. (3.3) and the Baker-Campbell-Hausdorff formula, we arrive at:

$$\bar{F}[\bar{\Lambda}] \ast F[\Lambda] = \frac{1}{\text{Vol}^2} \int dU^* dU \langle 0 | \exp \left( \text{Tr} \left( U^* \tilde{\Lambda} U^{-1} a_Z^\dagger \right) \right) \exp \left( \text{Tr} \left( U \Lambda U^{-1} a_Z^\dagger \right) \right) |0\rangle = \frac{1}{\text{Vol}^2} \int dU^* dU \exp \left( \text{Tr} \left( U \Lambda U^{-1} U^* \tilde{\Lambda} U^{-1} \right) \right).$$  \hspace{1cm} (3.4)

Here, there is an implicit convention for transposes in $F$ for the contraction of the raising/lowering operators that lets us concatenate the matrices in the order shown. Any other way of doing the contraction will give a similar answer with $U^*$ either transposed or inverted in the formulas. They are all equivalent under a change of variables in the Haar measure. Notice that the expression above depends only on the combination $U^{-1} U^*$ and its inverse. We can therefore call a new group variable $\tilde{U} = U^{-1} U^*$ and still keep $U$. Since the Haar measure is group invariant, at fixed $U$, we have $d\tilde{U} = dU^*$, which allows us to write $dU dU^* = d\tilde{U} d\tilde{U}$. The integral over $U$ can then be done — it cancels one factor of the volume. The end result is that the integral simplifies into:

$$\bar{F}[\bar{\Lambda}] \ast F[\Lambda] = \frac{1}{\text{Vol}} \int d\tilde{U} \exp \left( \text{Tr} \left( \tilde{U}^{-1} \Lambda \tilde{U} \right) \right).$$  \hspace{1cm} (3.5)

This integral is of the same type as the original definition of the coherent state that gave rise to (3.3), but it is now also a complex analytic function of $\Lambda, \tilde{\Lambda}$, instead of a formal state in the Hilbert space. This is a well known integral: the Harish-Chandra-Itzykzon-Zuber integral (HCIZ) whose value can be computed via localization [26]. This can not be directly done in the original generating function of states because the operator matrix $(a_i^\dagger)_j$ cannot be diagonalized.

The integral localizes to solutions of:

$$\text{Tr}(\tilde{U}^{-1} [\delta U, \Lambda] \tilde{\Lambda} \right).$$  \hspace{1cm} (3.6)
This is equivalent to:

\[ [\Lambda, \bar{U}\Lambda \bar{U}^{-1}] = 0 \]  (3.7)

so that \( \Lambda \) and \( \bar{U}\Lambda \bar{U}^{-1} \) are diagonalized simultaneously. This means that the labels of diagonal components \( \lambda_i \) and \( \lambda'_i \) differ by a permutation \( \sigma \). We can take the matrices to be diagonal and described by \( \Lambda_i, \lambda'_\sigma(i) \), which is to say that \( U \) is a permutation matrix. The correct space for matrices \( U \) is \( U(N)/U(1)^N \), where the \( U(1)^N \) can be taken as the matrices that commute with \( \Lambda \) automatically. The saddle value of the integrand is \( \vec{\lambda} \cdot \vec{\lambda}'_\sigma = \sum \lambda_i \lambda'_\sigma(i) \).

We know from [25] that we can expand our integrand from eq. (3.3) through a character expansion, giving a formula of the type:

\[ F[\Lambda] = \sum_R \frac{1}{f_R} \chi_R(\Lambda) \chi_R(a_\Lambda^\dagger) |0\rangle , \]  (3.8)

where we have a denominator \( f_R \) that we will compute later. The denominator is found in equation (34) of [25], or the denominator in equation (2.11b) of [24] if we divide by the prefactor of the equation. We will recompute the answer by using the exact evaluation of the integral.

We can do the same with the explicit HCIZ integral:

\[ \bar{F}[\bar{\Lambda}] \ast F[\Lambda] = \sum_R \frac{1}{f_R} \chi_R(\bar{\Lambda}) \chi_R(\Lambda) . \]  (3.9)

Comparing coefficients of the characters of the matrices \( \Lambda \) to the double sum

\[ \bar{F}[\bar{\Lambda}] \ast F[\Lambda] = \sum_{R,R'} \frac{1}{f_{R'R'}} \chi_{R'}(\bar{\Lambda}) \chi_{R}(\Lambda) \langle 0 | \chi_{R'}(a) \chi_{R}(a^\dagger) |0\rangle , \]  (3.10)

we arrive at \( \langle 0 | \chi_{R'}(a) \chi_{R}(a^\dagger) |0\rangle = 0 \) if \( R \neq R' \), and we also find:

\[ \frac{\langle 0 | \chi_{R}(a) \chi_{R}(a^\dagger) |0\rangle}{f_R^2} = \frac{1}{f_R} . \]  (3.11)

That is, the characters are orthogonal to each other, and the norm of each of the characters is the denominator \( f_R \). This should be contrasted with the explicit combinatorial derivation in [1]. The reader can check that the answer quoted above and the result of the combinatorial formula match each other.

Now, we will compute \( f_R \) directly. This is something that can be done directly from the evaluation of the HCIZ integral. The first step is to understand that the representations appearing in the equation are labeled by Young diagrams for \( U(N) \). Each diagram is characterized by the length of the rows, which appear in descending order \( j_1 \geq j_2 \geq \ldots j_N \).

We need the explicit Weyl character formula:

\[ \chi_{j_1} (\Lambda) = \frac{\det (\lambda_k^{j_1+N-i})}{\Delta(\Lambda)} , \]  (3.12)

which is written as a ratio of determinants, where \( \Delta(\Lambda) \) is the Vandermonde determinant of \( \Lambda \) (we can also obtain it from the numerator by setting \( j_i = 0 \) for all \( i \)).
The second item we need is the explicit value of the HCIZ integral:

\[
I(\Lambda, \bar{\Lambda}) = \frac{1}{\text{Vol}} \int d\bar{U} \exp \left( \text{Tr} \left( \bar{U}^{-1} \Lambda \bar{U} \Lambda^\dagger \right) \right) = \Omega \frac{\det \left( \exp(\lambda_i \lambda_j^\dagger) \right)}{\Delta(\Lambda) \Delta(\bar{\Lambda})},
\]  

(3.13)

where \( \Omega \) is a normalization constant. The determinant in the numerator is a sum over permutations, it is an explicit sum over all the \( N! \) possible saddles that are solutions of equations (3.7).

We can find \( f_R \) by first multiplying the result by the product of the Vandermonde determinants. This way, we obtain:

\[
I(\Lambda, \bar{\Lambda}) \Delta(\Lambda) \Delta(\bar{\Lambda}) = \Omega \det \left( \exp(\lambda_i \lambda_j^\dagger) \right) = \sum_j \frac{1}{f_j} \det \left( \lambda_k^{j_i+N-i} \right) \det \left( \lambda_k^{\bar{j}_i+N-i} \right),
\]  

(3.14)

where we are now labeling the representations \( R \) by the vector of values \( j \) determining the Young diagram. We will consider on the right hand side the monomials of the type \( \lambda_1^{r_1} \cdots \lambda_N^{r_N} \) with \( r_1 > r_2 > \cdots > r_N \). These monomials are in one to one correspondence with the characters. This corresponds to the unique term in the numerator of the determinant that is the product of the diagonal entries:

\[
\det \left( \lambda_k^{j_i+N-i} \right) \rightarrow \prod_i \lambda_i^{j_i+N-i} + \ldots
\]  

(3.15)

Now, we expand the exponentials in the determinant \( \det \left( \exp(\lambda_i \lambda_j^\dagger) \right) \) of the evaluated HCIZ integral and use the multilinearity of the determinant to arrive at:

\[
\det \left( \exp(\lambda_i \lambda_j^\dagger) \right) = \sum_{[n]} \frac{1}{[n]!} \det((\lambda_i \lambda_j^\dagger)^{n_i}) = \sum_{[n]} \frac{1}{[n]!} \det(\lambda_i^{n_i}) \prod_i \lambda_i^{n_i}
\]  

(3.16)

where \([n]\) is the multi-index \( n_1, \ldots, n_N\), while \([n]!\) is the product \( \prod_j n_j! \). Restricting to the monomials with the correct descending order forces us to take \( n_1 > n_2 \ldots \) in the sum. We see that we get an explicit sum over characters if we set \( n_i = j_i + N - i \), which also have this descending value property. We therefore find that the denominators can be readily computed:

\[
f_j = [n]! \Omega^{-1} = \Omega^{-1} \prod_i (j_i + N - i)!. \]

(3.17)

Setting \( f_0 = 1 \) by using \( \langle 0|0 \rangle = 1 \), we find \( \Omega = \prod_{i=1}^N (N - i)! \).

This is the same answer that was obtained by direct combinatorial methods. Similar localization formulas exist for other groups [26]. What is less straightforward is the corresponding character expansion. This is explained cursorily in [24]. The goal would be to reproduce the combinatorial formulas in [31, 32] and check if the bases agree. We will not pursue this calculation in this paper. Instead, we will look at other integrals for simply laced quiver theories (\( A_{n-1} \) quivers) to show how the method works in those cases as well.

Let us start with a gauge theory of \( U(N_1) \times U(N_2) \) matrices (we start with \( N_1 = N_2 \)) and consider a pair of bifundamental fields \( a_{12}^\dagger, a_{21}^\dagger \) in the \((N_1, N_2)\) and the \((N_2, N_1)\) representations. We want to build the same type of coherent states as above. We build with:

\[
F[\Lambda] \sim \exp \left( \text{Tr}(A_{21} \cdot a_{12}^\dagger + A_{12} \cdot a_{21}^\dagger) \right) |0\rangle.
\]  

(3.18)
The idea is that $\Lambda^{ij}$ is in the dual space of $a_{ji}^\dagger$, so we reverse the order of the $i$, $j$ labels. In this sense, the lowering operators are also reversed $a_{ji} = (a_{ij}^\dagger)^\dagger$. Just like before, we need to average over the group $U(N_1) \times U(N_2)$. This is done by the following procedure:

$$F[\Lambda] = \frac{1}{\prod_i \text{Vol}_i} \int \prod_i^2 dU_i \exp \left( \text{Tr}(\Lambda_{21} U_1 a_{12}^\dagger U_2^{-1} + \Lambda_{12} U_2 a_{21}^\dagger U_1^{-1}) \right) |0\rangle$$

(3.19)

where all the contractions are matrix multiplications.

With the usual use of the Baker-Campbell-Hausdorff formula, we arrive at a formula where we end up replacing $a_{12}^\dagger$ by the $\Lambda'_{12}$ matrix. We obtain:

$$F[\bar{\Lambda}] * F[\Lambda] = \frac{1}{\prod_i \text{Vol}_i} \int \prod_i^2 dU_i \exp \left( \text{Tr}(\Lambda_{21} U_1 \bar{\Lambda}'_{12} U_2^{-1} + \Lambda_{12} U_2 \bar{\Lambda}'_{21} U_1^{-1}) \right).$$

(3.20)

These are well known generalizations of the HCIZ integral, first solved in [33]. We now assume, without loss of generality, that the matrices $\Lambda$, $\bar{\Lambda}'$ are diagonal. The eigenvalues are:

$$\Lambda_{12} \equiv \text{diag} \left( \lambda_{1(12)} \ldots \lambda_{\min(N_1,N_2)} \right)$$

(3.21)

$$\bar{\Lambda}_{12} \equiv \text{diag} \left( \bar{\lambda}_{1(12)} \ldots \bar{\lambda}_{\min(N_1,N_2)} \right).$$

(3.22)

Here, the $(ij)$ label of the matrix is in the lower component, and the upper components label the eigenvalues. If $N_1 \neq N_2$, the matrix has diagonal entries to the extent that it is permitted, and the off-diagonal elements vanish. Let $A^\alpha = \prod_{ij} \lambda_{(ij)}^\alpha$ be the diagonal product of the $\Lambda$ matrices. Similarly $\bar{A}^\beta = \prod_{ij} \lambda_{(ij)}^\beta$. The integral can also be done with localization methods. First, when $N_1 = N_2$, we need to be careful over what we mean by localization. The original localization formula for the HCIZ integral is evaluated on a compact complex manifold $U(N)/U(1)^N$. It is important that we do the same here. However, we are doing integrals over the full $U(N_i)$ and not just $U(N_i)/U(1)^{N_i}$. We need to separate the $U(1)^{N_i}$ explicitly. These are tori, so we have variables $\exp(i\theta_i^\alpha)$ for each group. We choose these to be multiplying $U$ on the left. We define $U_1 = \text{diag}(i\theta_i^\alpha) * U_1$ where $U_i^* \in U(N_i)/U(1)^{N_i}$, which is a proper complex space on which localization can be had.

When we do so, we get a similar equation to (3.7); this time, however, we need to restrict ourselves to $dU$ that are strictly off-diagonal (they need to be orthogonal to the tori that we selected). The result is the same: $\Lambda$ and a conjugate of $\Lambda$ are mutually diagonal for all $\Lambda$. This gives rise to a common permutation of the $\lambda$ variables. The value of the “action” at the saddle is:

$$S = \sum_{\alpha} \lambda_{ij}^\alpha \bar{\lambda}^\alpha_{ij}(\alpha) \exp(i\theta_i^\alpha - i\theta_j^\alpha),$$

(3.23)

which still depends explicitly on the angles $\theta_i$. The localization integral is over the off-diagonal pieces. We still need to do an integral over the phases $\theta_i^\alpha$. We may simplify the integral by absorbing the phases into the $\lambda_i$. The denominator is computed using the method of images, under the assumption that $S$ is real. The result is:

$$\sqrt{\text{det}(\delta_{\alpha}^\alpha S)} = \Delta(\Lambda)\Delta(\bar{\Lambda}),$$

(3.24)
a product of Vandermonde determinants. The localization formula (for each saddle) we need is then given by the following integral:

\[ I_{\text{sad}} = \frac{1}{\Delta(A)\Delta(\bar{A})} \int \prod d\theta \exp \left[ \sum_{\alpha,i} \chi_{\alpha}^i \bar{\chi}_{\alpha}^{\sigma(\alpha)} \exp(i\theta_i^\alpha - i\theta_j^\beta) \right]. \tag{3.25} \]

The integral is done by expanding the exponential as a series and using the binomial expansion. We find:

\[ \frac{1}{\Delta(A)\Delta(\bar{A})} \sum [n] \frac{1}{[n]^2} A^{[n]} A^{[n]}_. \tag{3.26} \]

This can be understood as \( N \) copies of the computation in (2.13), so we get a product of Bessel functions. Each saddle also has a sign, \((-1)^\sigma\). We find that up to a normalization constant \( \Omega \), we have:

\[ \bar{F}[^\Lambda] * F[^\Lambda] = \frac{\Omega}{\Delta(A)\Delta(\bar{A})} \det \left( J_0 \left[ 2\sqrt{A^\alpha \bar{A}^\beta} \right] \right). \tag{3.27} \]

Because of the determinant structure, it admits a character expansion. This is another way to arrive at the answer by a direct computation. Again, it is the denominator of the characters that count. We replace \([n]! \to ([n])]^2\) in all the formulas in (3.16).

\[ f_j = [n]^2\Omega^{-1} = \Omega^{-1} \prod_k (j_k + N - k)!, \tag{3.28} \]

including the normalization factor \( \Omega \), which is determined by \( f_0 = 1 \).

Once we go to more general \( \mathcal{A}_{n-1} \) quivers, with all groups of the same rank, the integrals that need to be done are of the type (3.25), but with the sum over \( i \) containing more terms, as many as there are in the \( \mathcal{A}_{n-1} \) quivers. The most general formulas obtained this way contain different ranks for the different groups:

\[ f_j = \Omega^{-1} \prod_{i,k} (j_k + N_i - k)!, \tag{3.29} \]

again normalized to \( f_0 = 0 \) (see [24, 25]). The Bessel function gets replaced by a generalized hypergeometric series, given by:

\[ \Phi(A \bar{A}) = \sum_{m} \frac{1}{m!} (A^\alpha \bar{A}^\sigma(\alpha))^m \tag{3.30} \]

where \( N_0 = \min(N_i) \) and the determinant that generalizes equation (3.27) is a determinant of a \( N_0 \times N_0 \) matrix, so that the overlap reads:

\[ \bar{F}[\Lambda] * F[\Lambda] = \frac{\Omega}{\Delta(A)\Delta(\bar{A})} \det \left( \Phi \left[ (A^\alpha \bar{A}^\beta) \right] \right). \tag{3.31} \]

When the ranks of the groups are not the same, the localization integral actually does not work. Let us explain this in the simplest setup where we use a \( U(N) \times U(1) \) quiver. The integral we need to do is:

\[ I = \frac{1}{2\pi} \frac{1}{\text{Vol}} \int dU d\phi \exp \left( \bar{a} \cdot U \cdot a \exp(i\phi) + \exp(-i\phi)bU^{-1} \bar{b} \right), \tag{3.32} \]
where $a$ is a column vector, and $b$ is a row vector, given explicitly by:

$$
\vec{a} = \begin{pmatrix} \tilde{a} \\ 0 \\ \vdots \end{pmatrix}, \quad \vec{b} = (\tilde{b}, 0 \ldots 0), \tag{3.33}
$$

where the product $\vec{b} \cdot \vec{a} = \tilde{a} \tilde{b}$ is gauge invariant. Notice that the vectors $\vec{a}$ and $\vec{b}$ are invariant under a common $U(N - 1)$ group. Thus, when we do the integral, we should do the integral over the quotient space:

$$
S^{2N-1} \sim U(N)/U(N - 1), \tag{3.34}
$$

which is a round sphere of dimension $2N - 1$. This is not a complex manifold, but the quotient $\mathbb{C}P^N = S^{2N-1}/U(1)$ is such a space. This complex geometry would be the one where localization would take place. Instead of that, let us choose the metric of the sphere as follows:

$$
ds^2 = \cos^2(\theta) d\phi^2 + d\theta^2 + \sin^2(\theta) d\Omega_{2N-3}^2. \tag{3.35}
$$

The action has a pair of rotated vectors dotted into another such vector. This inner product has a $\cos(\theta) \exp(i\phi_1)$ factor in it. We find that:

$$
I \sim \int \sin(\theta)^{2N-3} \cos(\theta) d\theta d\phi_{12} \exp \left( \tilde{a} \tilde{a} \cos(\theta) \exp(i\phi_{12}) + \tilde{b} \tilde{b} \exp(-i\phi_{12}) \right) \tag{3.36}
$$

where the angle $\theta \in [0, \pi/2]$ and $\phi_{12}$ is a relative angle. We can get the same type of answers if we use Euler angle parameterizations in $U(2)$ and $U(3)$ (see [34, 35] to get Euler angles for SU(3) and SU(N)).

We can do the integral explicitly in two different orders. We can expand the exponential series and pick the Fourier terms that have vanishing momentum. We obtain:

$$
I \sim \sum_n \int \sin(\theta)^{2N-3} \cos(\theta) d\theta (\tilde{a} \tilde{a} \tilde{b} \tilde{b})^n \frac{1}{(2n)!} \left( \frac{2n}{n} \right) \cos(\theta)^{2n}. \tag{3.37}
$$

The individual integrals can be written in terms of $\Gamma$ functions. Up to a normalization factor, we get:

$$
I \sim \sum_n (\tilde{a} \tilde{a} \tilde{b} \tilde{b})^n \frac{1}{n!} \frac{\Gamma[N - 1] \Gamma[n + 1]}{\Gamma[n + N]} = \sum_n (\tilde{a} \tilde{a} \tilde{b} \tilde{b})^n \frac{1}{n!} \frac{\Gamma[N - 1]}{(n + N - 1)!}. \tag{3.38}
$$

The denominator takes the form we expect: $f_n = (n + 1 - N_0)!(n + N - N_0)!$, where $N_0 = 1$. Everything is fixed if we require that the leading term of the series is equal to one. The second way to do the integral is to introduce a new variable $x = \cos(\theta)$ and let $y = \tilde{a} \tilde{a} \exp(i\phi_{12}) + \tilde{b} \tilde{b} \exp(-i\phi_{12})$. Then the integral takes the form:

$$
I \propto \int d\phi \int_0^1 dx (1 - x^2)^{N-2} x \exp(xy) \tag{3.39}
$$

The first few of the answers, for $N = 2, 3$ are:

$$
I_2 = \int d\phi \left( \frac{1}{y^2} + \frac{e^y(y - 1)}{y^2} \right) \tag{3.40}
$$

$$
I_3 = \int d\phi y^{-4} (-6 + y^2 + 2e^y(3 - 3y + y^2)) \tag{3.41}
$$
and this suggests that there are two saddles: one at \( \theta = 0 \) and the other at \( \theta = \pi/2 \). The first saddle has action \( y \), and the other has action 0. The measure factor from the saddle should be the maximum inverse power of \( y \) in the expression. But we notice that there are curious factors of \( y \) in the numerator. This is because the two endpoints of the \( \theta \) integral correspond to manifolds of different dimensions. For \( \theta = 0 \) in \eqref{eq:3.35} we get a circle parametrized by \( \phi_1 \), whereas for \( \theta = \pi/2 \), we get a sphere of dimension \( 2N - 3 \). One of the two “critical points” in \( S^{2N-3}/U(1) \), if we can call them like that, is not isolated and the other one is. In that sense, a naive notion of localization fails. The Duistermaat-Heckman theorem requires isolated critical points. In the case of \( N = 2 \), both of the critical points lead to circles shrinking to zero size, but these circles are not the same circles. The theorem of localization only pertains to the fixed points under the same \( U(1) \) action. In spite of this, because we can do the integral in the other order (where we integrate the angle variables \( \phi \) first), we get an expression that is a quotient of determinants that admits a character expansion. That is enough to show the orthogonality of character wave functions and compute the norm in terms of a denominator that fits the description above. Since the expression looks like sums over saddles with denominators, we can abuse the language of localization if need be.

For conformal field theories in four dimensions, we usually find ourselves in cases where all the \( N_i \) are equal to each other, so the process of localization is valid.

## 4 Determinants and strings attached to them

Consider the following gauge invariant object:
\[
G[\lambda] = \det(\lambda - a^\dagger)|0\rangle, \tag{4.1}
\]
where \( \lambda \) is a c-number formal variable. This expression can be expanded in characters (more precisely, subdeterminants) as follows:
\[
G[\lambda] = \sum_{n=0}^{N} (-\lambda^n) s\det_{N-n}(a^\dagger). \tag{4.2}
\]
We can consider the overlap:
\[
\bar{G}[\bar{\lambda}] \ast W[\lambda]. \tag{4.3}
\]

Our goal right now is to find an expression of this overlap that can be computed with saddle point methods, as a saddle of a specific integral. The idea is to write the determinant as a fermionic integral (we follow the setup \cite{36–39}, see also \cite{40}):  
\[
\det(\lambda - a^\dagger) = \iint d\xi d\bar{\xi} \exp(\bar{\xi}(\lambda - a^\dagger)\xi), \tag{4.4}
\]
where the fermions \( \xi, \bar{\xi} \) are column and row vectors of size \( N \). The determinant is the result of a fermion integral over an auxiliary set of fermions that can be taken to transform under \( U(N) \) as a fundamental or antifundamental. Notice that the term in the exponential
is again linear in $a^\dagger$. What this means is that we may apply the Baker-Campbell-Hausdorff trick again in the overlap computation. The overlap we need is of the form:

$$\bar{G}[\bar{\lambda}] * G[\lambda] = \int d\bar{\chi}d\chi d\bar{\xi}d\xi \exp(\bar{\xi}\lambda \xi + \bar{\chi}\bar{\lambda}\chi - \bar{\chi}\xi\chi),$$  

(4.5)

where the minus sign of the quartic term comes from a fermion sign.

As is standard, we use the Hubbard-Stratonovich trick by inserting a complex boson Gaussian integral to find:

$$\bar{G}[\bar{\lambda}] * G[\lambda] = \int d\bar{\chi}d\chi d\bar{\phi}d\phi \exp(\bar{\phi}\phi + i\bar{\phi}\xi\chi + i\bar{\chi}\xi\phi).$$  

(4.6)

The fermion integral is now diagonal in the $U(N)$ indices, so we get that:

$$\bar{G}[\bar{\lambda}] * G[\lambda] = \Omega \sum_{k=0}^{N} \frac{\lambda}{k!} \frac{\bar{\lambda}}{k!} \Gamma[k^N] = \frac{\lambda}{N!} \sum_{k=0}^{N} \frac{\bar{\lambda}}{k!} \Gamma[k^N]$$  

(4.7)

up to a normalization constant of $\Omega$, which has been implicit in the measure of the integrals. We need to normalize the answer so that the term with $(\bar{\lambda}\lambda)^N$ (the vacuum overlap) has a coefficient equal to one. This means that $\Omega = 1$. We find in a straightforward manner that the subdeterminants are orthogonal and that their norm is $|s\det_{N-K}|^2 = N!/k!$; we can compare this expression to the results in [10, 41].

The results presented here are very direct. We notice that because we have an integral expression, we can evaluate it using a saddle point approximation by varying over $r = \bar{\phi}\phi$. The saddle is the minimum of:

$$-\bar{\phi}\phi + N \log(\bar{\lambda}\lambda + \bar{\phi}\phi).$$  

(4.10)

Equivalently, using $r \equiv \bar{\phi}\phi$:

$$-1 + \frac{N}{r + \lambda\lambda} = 0,$$  

(4.11)

we find that $r = N - \bar{\lambda}\lambda$. For the saddle point method to be a good approximation, we need the saddle to be close to the positive real axis, which is the line over which we integrate $r$. When $\lambda$ and $\lambda$ are complex conjugates of each other, this requires that:

$$\bar{\lambda}\lambda < N.$$  

(4.12)

In this setup, $\bar{\phi}\phi$ is of order $N$. Necessarily, so is $\lambda$, which we think of as a parameter.
We find:
\[
\bar{G}[\bar{\lambda}] \ast G[\lambda] \sim \Omega' \exp(-r) \simeq N! \exp(\bar{\lambda}\lambda).
\] (4.13)

If we compare this expression to (4.9), we see that the exact answer is a truncated exponential, and that the saddle point approximation gives the exponential function. This fact was first seen in [41], but not as a saddle point with respect to the integral representation. The saddle makes it clear that we have a $1/N$ expansion, because of the specific $N$ dependence of the logarithm. This is induced when we integrate out the fermions.

4.1 Adding open strings

The idea of the saddle point calculation is that in the end, $\bar{\lambda}$ and $\lambda$ become complex variables. The generating function $G[\lambda]$ is to be considered as a state in the Hilbert space of states. We can build other states around this state. Consider a collection of words $W_j$ made of raising operators different from $a^\dagger$ (like the ones that appear in spin chains of $\mathcal{N} = 4$ SYM). We can consider more general states that are of the form:

\[
G[\lambda, W] = \int d\bar{\xi}d\xi \exp(\bar{\xi}(\lambda - a^\dagger)\xi) \prod_j (\bar{\xi}W_j\xi)|0\rangle.
\] (4.14)

These are open words $W_j$ with fermion flavors attached at the boundaries. The boundary fermions on the words make these states gauge invariant as well: the $\bar{\xi}, \xi$ transform under $U(N)$. In this formalism, the introduction of the fermion variables suggests that there are emergent degrees of freedom in the determinant. When we write the determinant as an integral over the fermion variables, we “integrate out” these degrees of freedom when we do the integral. This has been studied in [40, 42].

Keeping the fermions in more places than just the determinant allows us to affix strings to the defect. Hence, the determinants behave like D-branes; indeed, they are supposed to be sphere giant gravitons. Without the explicit fermions, one would get a formalism similar to [41], which is more cumbersome. Attaching strings combinatorially for single determinant branes was pioneered in [43–45]. This formalism with fermions does the same work more economically and moreover has a well defined saddle, which allows one to make approximations useful for computations.

Let us now show, mimicking [41], that any such $W$ should not begin or end in the letter $a^\dagger$, because we would be overcounting. Consider $W = W' a^\dagger$. The idea is to write
\[
a^\dagger = \lambda + (a^\dagger - \lambda).
\]
The term with just $\lambda$ is a c-number, so it can be taken out and written in terms of shorter words, in this case $W'$. There is a second term, which can be written as a fermion derivative as follows:

\[
G[\lambda, W'(a^\dagger - \lambda)] = -\int d\bar{\xi}d\xi W' \partial_\xi \exp(\bar{\xi}(\lambda - a^\dagger)\xi)|0\rangle.
\] (4.15)

Now we integrate the fermion derivative by parts and find that:

\[
G[\lambda, W'(a^\dagger - \lambda)] = -\int d\bar{\xi}d\xi \exp(\bar{\xi}(\lambda - a^\dagger)\xi)\text{tr}(W')|0\rangle,
\] (4.16)
which is usually interpreted as the object $G$ with a closed string $\text{tr}(W')$. These manipulations are straightforward, whereas the original combinatorial calculation was more challenging. The original combinatorial setup with the $\lambda$ acting as collective coordinates allows one to understand the boundary conditions for the closed spin chain in more detail [46–48] and is useful at higher loop orders [49–51], but it becomes prohibitive to understand how the various diagram contribute at various orders in $1/N$. The saddle approximation and the introduction of fermions help facilitate the latter goal. The fermion variables make it easy to generalize further beyond one string and should prove helpful to understanding how strings split and join more generally once non-planar interactions are added. These types of words with fermions can be generated by interactions; the Hamiltonian lowering operators can bring down powers of the $\xi$ fermions. The integration by parts can also act on other insertions of $\bar{\xi}$, producing the splitting and joining of words. Computing overlaps of states with strings will involve fermion correlators (this is how computations are done in [39], for example). These are easy to compute at the saddle point obtained at (3.7), and involve the $2 \times 2$ inverse of the quadratic form appearing in the fermion integral. Namely, we have a Feynman rule for a fermion propagator that eliminates the fermion insertions in the strings. The fermion propagator is:

$$\pi = \left( \begin{array}{c} \lambda \\ i\phi \\ \bar{\phi} \\ \bar{\lambda} \end{array} \right)^{-1}. \tag{4.17}$$

Exploring these issues in detail is beyond the scope of the present paper.

5 Collective coordinates

So far, we have defined coherent states labeled by either eigenvalue parameters $\Lambda \sim (\lambda^1, \ldots, \lambda^N)$, or by a generating function made of a single parameter $\lambda$ in the case of determinants. In all of these cases we have found that the overlaps of these states with different parameters can be well described by saddle points of an integral. When the integral is done by localization, the expansion in terms of a sum over a finite number of saddles is exact. When the states have the same parameters (that is, when we are computing the norm of a state), there is usually a single saddle that dominates, as we will describe. In such cases, the physics can become semiclassical. The parameters $\lambda^i$ that describe the individual state can be promoted to collective coordinates, which will allow us to describe the dynamics of the state in terms of a simplified dynamics of the $\lambda$ parameters as functions of time. We will demonstrate this process in this section.

So far, we have not discussed the Hamiltonian of the system. We have described raising and lowering operators in a harmonic oscillator context, but at no point did we make it explicit that these are solutions of the dynamics of a quantum system with a Hamiltonian. We want to understand how to do this directly from the $\lambda$ parameters. Rather than solve the oscillator dynamics of $a^\dagger$ and port it over to the $\lambda$, we want to have an effective action for the $\lambda$ itself that reproduces it. The reason for doing this is that eventually the dynamics of BPS states get corrected when we add other oscillators. In that sense, we get an effective action of collective coordinates and additional excitations, which interact with one another.
These interactions lead to corrections of motion in $\lambda$, but the fact that the saddles are in some sense strong saddles means that these can still be treated semiclassically and the states will have big overlaps with the coherent states described so far.

The effective action of the collective coordinates on their own is usually written as a first order formulation as follows:

$$S = \int dt \langle \lambda | i\partial_t | \lambda \rangle - \langle \lambda | \hat{H} | \lambda \rangle,$$

where the first term is a Berry phase. The states $|\lambda\rangle$ are required to be normalized. Applying the variational principle to the action produces an approximation to the Schrödinger equation, restricted to the states of the prescribed form. Our idea is to use the saddle point expressions directly to compute the effective action $S$. This is very similar to what was done in [41] for a single sphere giant graviton.

The main idea behind computing $\hat{H} |\lambda\rangle$ is that the energy in the generating series is equal to the number of raising operators in the expansion of the exponential. This is identical to counting powers of $\Lambda$. In that sense, we take the un-normalized $|\vec{\lambda}\rangle$, which is strictly holomorphic, and find that:

$$\hat{H} |\lambda\rangle = \sum \lambda^i \partial_{\lambda_i} |\lambda\rangle. \quad (5.2)$$

After this evaluation, we can rescale the state by multiplying by a c-number (the square root of the norm of the state). If we define the normalization constant as:

$$N(\lambda) = \langle \lambda | \lambda \rangle = \bar{F}[\bar{\Lambda}] * F[\Lambda], \quad (5.3)$$

where $\bar{\Lambda}$ is the complex conjugate matrix to the $\Lambda$ diagonal matrix, we find after a straightforward computation that:

$$\langle \lambda | \hat{H} | \lambda \rangle = \sum \lambda^i \partial_{\lambda_i} \log(N(\lambda)) = \sum p_i \dot{\lambda}^i, \quad (5.4)$$

where $p_i$ are a new set of variables, given by derivatives of $K = \log(N(\lambda))$.

Similarly, the Berry phase term is given by:

$$\lim_{\bar{\lambda} \to \lambda} \frac{\langle \bar{\lambda} | i\partial_t | \lambda \rangle}{\sqrt{N(\bar{\lambda})} \sqrt{N(\lambda)}} = \lim_{\bar{\lambda} \to \lambda} \langle \bar{\lambda} | \lambda \rangle \frac{1}{\sqrt{N(\bar{\lambda})}} i\partial_t \frac{1}{\sqrt{N(\lambda)}} + \frac{1}{\sqrt{N(\bar{\lambda})}N(\lambda)} \langle \bar{\lambda} | i\partial_t | \lambda \rangle = i \sum_i \dot{\lambda}^i \partial_{\lambda_i} \log(N(\lambda)) + \text{total time derivative}$$

$$\simeq \sum_i ip_i \dot{\lambda}^i, \quad (5.5)$$

where we drop the term that is a total derivative of $\log(N)$, since total derivatives do not contribute to the action. The action we get is surprisingly simple:

$$S = \int dt \sum ip_i \dot{\lambda}^i - p_i \lambda_i. \quad (5.6)$$

In this equation, we should think of $p_i$ as the canonical conjugates of $\lambda^i$. Solving the equations of motion immediately gives $\lambda_i = \lambda_i(0) \exp(-it)$, which is the correct classical
behavior for the coherent state fields. The $\lambda^i$ are well defined for the HCIZ integral, but when we consider some of the generalizations, we realize that we should use the $A^i$ variables rather than the $\lambda$ directly. The $A^i$ variables are products of $\Lambda$ for a quiver; only the $A$ eigenvalues enter $N$. We want the $p_i$ variables to be independent variables, so we rewrite the action in terms of the $A$ variables:

$$S = \int dt \sum_i i p_i \dot{A}^i - n p_i A^i,$$

(5.7)

where $n$ is the number of nodes in the quiver diagram.

A more pressing question is evaluating $p_i$. We turn to (3.14), which allows us to compute $p_i$. We want to express the result in the saddle point approximation and check where it is valid. Consider a single large eigenvalue parameter of $\lambda^1$ (and make the others as small as needed). We want to know which saddles contribute. It is clear that the exponential in the saddle satisfies the following inequality:

$$|\exp(\bar{\lambda}^{n(1)}\lambda^1 + \ldots)| < |\exp(\bar{\lambda}^1\lambda^1 + \bar{\lambda}^2\lambda^2 + \ldots)|,$$

(5.8)

which can be proved by the Cauchy-Schwarz inequality. We see that we require $\pi(1) = 1$. If we add more large eigenvalues, it becomes obvious that the dominant saddle is the one of the identity permutations by the same method. Keeping in mind that the other $\lambda$ are small, our expression for the overlap is approximated by:

$$\log(N(\lambda^1, \bar{\lambda}^1)) \sim \lambda^1\bar{\lambda}^1 - (N - 1) \log(\bar{\lambda}^1\lambda^1),$$

(5.9)

where we only take into account the $\lambda^1$ dependence and the dominant saddle. We find this way that:

$$p_1\lambda^1 = \bar{\lambda}^1\lambda^1 - (N - 1)$$

(5.10)

We expect the energy of the configuration to be positive. This gives a lower bound on the collective coordinate $\lambda$, as follows:

$$\bar{\lambda}^1\lambda^1 > N,$$

(5.11)

where we have taken the large $N$ approximation. This is the complementary regime to the one found in (4.12). The analysis in [52] looked directly at the expansions of truncated exponentials to do this. Here, we see that the saddle point encodes this information systematically. More importantly, if we say that $\lambda \sim \sqrt{N}$ in a scaling sense, then the energy stored in the state is of order $N$. This is usually associated with the energy of a D-brane. Indeed, these eigenvalues must be collective coordinates for AdS giant gravitons.

We also notice that $\bar{\lambda}\lambda$ is the Kahler potential of a flat manifold. This is recovered easily in the present formulation. Let us define:

$$K = \log(N(\bar{\Lambda}, \Lambda)).$$

(5.12)

The wave functions we constructed begin as holomorphic functions of the $\lambda^i$. Therefore, they already represent a complex structure of the parameters. The action we wrote induces
a symplectic structure on the $\lambda, p$ coordinates; we note that $p$ is essentially $\bar{\lambda}$. We find that the symplectic form (expressed in terms of the $\bar{z}, z$ coordinates) is given by:

$$
\omega = d\left(\sum p_i dz^i\right) = d\sum \bar{\partial}_j K dz^j = d(\bar{\partial} + \partial) K = (\partial_j \partial_i K) dz^j \land dz^i = \sum_i \bar{dz}^i \land dz^i.
$$

(5.13)

We find from the dominant saddle point computation that if we include all eigenvalues, the logarithmic correction to $K$ does not affect the metric. The metric is flat. This matches what we expect. The eigenvalues $\lambda$ parametrize the coherent states we have described. More importantly, in the semi-classical limit, the coherent states encode a particular field theory configuration, where the field we are quantizing ($Z$ in this case) has a classical vacuum expectation value $Z \sim \Lambda$. Notice that because the HCIZ integral is exactly a sum over saddles, all corrections to $K$ that could further arise are the contribution of other saddles: they are to be considered as a non-perturbative effect.

A similar result holds for the determinant calculation, where we would again find the flat Kähler metric, as the overlap is a simple exponential. The one difference is how to compute the energy. When we count powers of $(a^\dagger)^k$ in the determinant, they are paired with powers of $\lambda^{N-k}$. In this case, the Hamiltonian is therefore $N - \lambda \partial_\lambda$. Putting everything together, we find that the energy in this case is:

$$
H_{\text{det}} = N - \bar{\lambda}\lambda = \bar{\phi}\phi.
$$

(5.14)

For the energy to be greater than zero, we need $\bar{\lambda}\lambda < N$, which coincides with the condition that the Hubbard-Stratonovich field $\phi$ has a good saddle. Again, if we look at the scaling of the energy, it scales like $N$. This again must be interpreted as a D-brane. These are the sphere giant gravitons.

Let us now turn to the $A_n-1$ quivers. We need to understand the asymptotic expansion of the generalized hypergeometric function (see also [24]) for the dominant saddle:

$$
\Phi_n(A\bar{A}) = \sum_m \frac{1}{(m!)^n} (A\bar{A})^m,
$$

(5.15)

which replaces the exponential; in the denominator, we have $(A\bar{A})^N$. Notice that since this only depends on $A = \prod_{i=1}^n (\lambda^1_{(i,i+1)})$, we can take all $\lambda$ variables to be identical (we should do this anyhow as they are not gauge invariant on their own). We can do the same with $\bar{\lambda}$. From our integral representation of $\Phi$, we find that:

$$
\Phi_n(A\bar{A}) = \frac{1}{(2\pi)^n} \int \prod d\theta_i \exp(\lambda\bar{\lambda} \exp(i(\theta_i - \theta_{i+1}))) .
$$

(5.16)

Now, $\bar{\lambda}\lambda$ should be large, so we can saddle the integral over the angles. The critical point for the maximum is when all the angles are equal to one other. At this point, the saddle is for real values of $\theta$. If the $\lambda$ are not equal to one other, then the saddles move in the complex plane, and we will need to worry about both the real and imaginary parts of the variables $\theta$. 
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Asymptotically, we find that:

$$\Phi_n(A\bar{A}) \sim \exp(n\lambda\bar{\lambda}) = \exp(n(A\bar{A})^{1/n}).$$  \hspace{1cm} (5.17)

We obtain two results from this. Our first result is:

$$p \sim \bar{A}(A\bar{A})^{1/n-1} - N/A,$$  \hspace{1cm} (5.18)

where we have included the measure term. In this case, $p$ is not the complex conjugate of $A$ and a holomorphic correction. The energy function is $\sum \lambda_{i,i+1}\partial_{i,i+1}$. This measures the degree with respect to $\lambda$. Since $A$ is composed of a product of $n$ lambdas, we need to multiply the degree of $A$ by $n$ to get the Hamiltonian. We find that the effective action is

$$S = i \int p\dot{A} - (n)pA = \int dt \left( ip\dot{A} - n[(\bar{A}A)^{1/n} - (N - 1)] \right)$$  \hspace{1cm} (5.19)

as expected. The Kähler potential gives rise to a flat geometry, but the complex structure is that of $\mathbb{C}/\mathbb{Z}_n$, as one would expect from the quiver theory. We get a similar constraint from the positive energy of a single large eigenvalue, namely that $\bar{\lambda}\lambda > N - 1$. The Kähler form we get for the one eigenvalue is:

$$\omega = \frac{1}{n}(\bar{A}A)^{1/n-1}d\bar{A} \wedge dA.$$  \hspace{1cm} (5.20)

Notice that these coherent states also match the generalized coherent states introduced in [8] that were constructed combinatorially. That the energy is essentially the Kähler potential is a semiclassical result expected for BPS states [19, 53].

Consider now a $U(1) \times U(N + 1)$ theory in the example where we showed that naive localization does not work. We still get a function similar to $\phi$, but now we have:

$$\Phi = \sum_{m=0}^{\infty} \frac{1}{m!(m+N)!}(\bar{A}A)^m = (\bar{A}A)^{-N/2}I_N \left(2\sqrt{A\bar{A}}\right)$$  \hspace{1cm} (5.21)

and because one of the terms is a $U(1)$, there is no denominator. The hypergeometric function, when written in terms of Bessel functions, looks as if it does have a denominator, with $N/2$ other eigenvalues. It is as if gauging $U(N)$ only counts for half as many eigenvalues. We want to understand the corresponding expressions at medium to moderate large $N$.

There are two regimes we want to consider: large $A$ and small $A$. For large $A$, we need to use the asymptotic expansion of the Bessel function. This time, we choose to start from a different integral representation of $I_v(z)$ and use Watson’s lemma to compute the asymptotic expansion of $I_v(z)$. We begin with:

$$I_v(z) = \frac{(2z)^{-1/2}e^z}{\sqrt{\pi\Gamma(v + 1/2)}} \int_0^1 e^{-2zt}t^{v-1/2}(1-t)^{v-1/2} dt,$$  \hspace{1cm} (5.22)

where we’ve stipulated that $\Re(v) > -\frac{1}{2}$. We use Watson’s lemma, which holds that an integral $F_\lambda(z)$, defined such that:

$$F_\lambda(z) = \int_0^\infty t^{\lambda-1}f(t)e^{-zt}dt,$$  \hspace{1cm} (5.23)
where $\Re(\lambda) > 0$ and the function $f(t)$ has a Taylor series expansion:

$$f(t) \approx \sum_{n=0}^{\infty} a_n t^n,$$

as $t \to 0_+$, can be approximated as:

$$F_\lambda(z) \approx \sum_{n=0}^{\infty} a_n \frac{\Gamma(n + \lambda)}{z^{n+\lambda}}$$

in the large argument limit for $z$. For our case, in the large argument limit, our asymptotic expansion of $I_v(z)$ becomes:

$$I_v(z) = \frac{e^z}{\sqrt{2\pi z}} \sum_{k=0}^{\infty} (-1)^k \binom{v - \frac{1}{2}}{k} \frac{\Gamma(k + v + \frac{1}{2})}{z^k}.$$  

Putting it all together, we get that:

$$\log(\phi) \sim 2(\bar{A}A)^{1/2} - (N/2 + 1/2) \log(A\bar{A}) - \frac{4N^2 - 1}{2\sqrt{\bar{A}A}},$$

so for very large $A$, we once again arrive at the Kähler potential of $\mathbb{C}/\mathbb{Z}_2$ when we are allowed to ignore the $1/\sqrt{\bar{A}A}$ term. The expression above is valid when the second term is smaller than the first in the series (5.26), or when $(4N^2 - 1)/(2\sqrt{\bar{A}A})^{-1} < 1$. So $A\bar{A} \sim N^2$ has a $N^2$ scaling. This is equivalent to $\sqrt{\bar{A}} \sim \sqrt{N}$, which gives the estimate in terms of the naive eigenvalues $\lambda$, rather than the composite object $A$.

Notice, however, that there is a large correction at large $N$. For small $A$, we use the series directly to find that:

$$\Phi \sim \sum_n \frac{1}{n!N^n} (A\bar{A})^n \sim \exp(A\bar{A}/N),$$

where we have used a large $N$ approximation for the denominator. This way, we have:

$$\log(\Phi) \sim (A\bar{A})/N,$$

so the metric becomes that of the flat complex plane, rather than a cone. This applies so long as $A\bar{A}$ is not too large, so that the approximation of the denominators is valid near the terms of the series that contribute the most. This means that the tip of the cone is flattened (rounded) over a rather large range. We can think of this geometric calculation as quantum effects deforming the singularity away in a manner analogous to [54, 55], where the extra “fractional” branes at the tip of a cone lead to a measurable deformation of the geometry.

This effect can be thought of as a toy model of geometric transitions. The crossover from the small $A$ to the large $A$ happens when the formulas are roughly comparable to each other; that is, when $(A\bar{A})^{1/2} \sim A\bar{A}/N$, or equivalently, where $(A\bar{A})^{1/2} \sim N$, which is the same estimate we obtained from the asymptotic series.
5.1 More open strings

In our discussion so far, we have been able to introduce open strings for the sphere giant graviton D-brane (the determinant). We now want to do this for the coherent state excitation parameterized by a few large eigenvalues \( \lambda_i \). We notice that in the space of matrices associated with \( \Lambda \), we already have a diagonal matrix; to each eigenvalue, we can associate an eigenvector \( |v_i\rangle \). When we multiply the matrix by \( U\Lambda U^{-1} \), this vector is rotated to \( U|v_i\rangle \). We can stretch a sting between eigenvalues \( ij \) if we add words \( W \) as follows:

\[
|\Lambda, W\rangle \sim \int dU \exp \left( \text{tr}(U\Lambda U^{-1}a^\dagger) \right) \langle v|_j U^{-1}WU |v_i\rangle_0,
\]

We may add more words in a similar manner. Notice that we are still doing integrals over \( U(N) \) and that now the vectors \( v \) transform with the phases of \( U(1)^N \) that do not belong to the coset space \( U(N)/U(1)^N \). The total phase must cancel, so we find that for each \( |v_i\rangle \), there must be another \( \bar{v}_i \) somewhere else, which is to say that we get the Gauss’ law constraint for \( U(1)^N \). This is as expected. The Coulomb branch in \( Z \) breaks the gauge group to \( U(1)^N \), tied to diagonalizing the expectation values of \( Z \). When we consider saddles in the integral, the saddles in \( U \) are very pronounced if for a single eigenvalue \( |\lambda| \) that is large of order \( N \). This means that we can ignore contributions from the \( W \) to the saddles. Instead, we evaluate \( U \) in the corresponding permutation matrix and keep the integration over the phases explicit. This procedure can lead to an effective action of D-branes with strings. Let us understand this for a pair of large eigenvalues \( \lambda_1, \lambda_2 \) and the word \( a^\dagger_X \). We need to add the contribution \( \langle v|_1 U^{-1}a^\dagger_X U |v\rangle_2 \). Now we act with the 1 loop effective Hamiltonian in \( N = 4 \) SYM, which is written as a contribution coming strictly from F-terms as in [56] (here we use a slightly modified version of [57] with raising and lowering operators, similar to the notation in [58]):

\[
g^2_{YM} \text{tr} \left( [a^\dagger_X, a^\dagger_Z] [a_Z, a_X] \right).
\]

When acting on the simple word, the extra lowering operator \( a_Z \) brings down a copy of \( U\Lambda U^{-1} \), either to the left or to the right. For more general states, the reader may refer to the works [59, 60] (see [61] for a review of the integrability program). These two pieces come as:

\[
g^2_{YM} \langle v|_1 U^{-1} U\Lambda U^{-1} [a^\dagger_X, a^\dagger_Z] U |v\rangle_2 - \langle v|_1 U^{-1} [a^\dagger_X, a^\dagger_Z] U \Lambda U^{-1} |v\rangle_2.
\]

Cancelling the \( U \) and noting that \( |v\rangle_1 \) are eigenstates of \( \Lambda \), we obtain the answer:

\[
g^2_{YM} (\lambda_1 - \lambda_2) \langle v|_1 U^{-1} [a^\dagger_X, a^\dagger_Z] U |v\rangle_2.
\]

We now perform the same trick when computing with the dual vector, so that \( a^\dagger_Z \) brings down powers of \( \bar{\Lambda} \). Again, we obtain an integral that involves \( U^{*-1} \), and we pick the identity saddle, so that we get:

\[
H_{1\text{-loop}} \sim g^2_{YM} (\lambda_1 - \lambda_2)^2.
\]
With the $N$ scaling of $\lambda$, we get a finite contribution in the 't Hooft limit. This is exactly what is expected from other approaches that are based on coherent states without the $U$ integral formalism [49, 52, 62, 63]. This should be contrasted with the difficult combinatoric computations that lead to “open spring theory” [64], which contains the same physics. More generally, such correlators of matrix elements of $U$ have been studied in [65–67], where some exact expressions can be found. It should be interesting to develop that further.

Developing this idea further is beyond the scope of the present paper. The eventual goal of such a program would be to simplify the types of analysis found in the works [68, 69]. It is likely that this basis is close to the so called Gauss graph basis described in [70, 71].

There is a second problem we would like to discuss: how to include more than one sphere giant graviton in this discussion. The idea of how to do it correctly should be motivated by what we have seen already, namely, that there is a good character expansion formalism. For sphere giants, we should have a generalization of the type:

$$G[M] \sim \sum_R \frac{1}{s_R} \chi_R(a_z^\dagger)\chi_{RT}(M^{-1}),$$

(5.35)

where the characters of the generalized eigenvalues $M$ involve the dual partition $R^T$. We are also including some denominator expressions $s_R$ in case they are needed. We should also have inverse powers of $M$; as in our example of a single sphere giant, counting $a^\dagger$ runs opposite to counting powers of $\lambda$. Alternatively, we can go ahead and introduce new variables $u = 1/\lambda$; then, counting powers of $u$ counts the powers of $a^\dagger$. Curiously, inversion of coordinates also seems to play an important role for the spin chain in the $SL(2)$ sector for open strings [63]. Based also on the introduction of fermions to deal with a single determinant, we would expect that such a generalization involves a fermion integral with more fermions. The proportionality constant in front of $G$ should be $\lambda^N$ for a single eigenvalue (that is, when $M$ is of rank 1). This suggests using $(\det M)^N$ as a normalization factor more generally, which is suggestive of an integral over fermionic rectangular matrices of size $\text{rank}(M) \times N$.

In the paper [41], multiple giants are introduced as products of determinants. We will justify this idea further. There is an expansion in characters from an algebraic identity (see for example [25]):

$$\sum_R \chi_R(t)\chi_R(a_z^\dagger) = \frac{1}{\det (I \otimes I - t \otimes a_z)}$$

(5.36)

where $t$ is an arbitrary $M \times M$ matrix that is tied to the “coordinates” of M AdS giant gravitons. A straightforward evaluation of the norm of the left shows that the state is not normalizable unless $t = 0$. This is because the operators $a_z^\dagger$ are unbounded, so the Taylor expansion around $t = 0$ is not convergent. In this sense, this is a formal expansion.

Because the formula is an inverse determinant, it can be written as a bosonic integral. In the study of Wilson loops, it is noted that if one bosonizes a determinant Wilson loop, one passes from single column Young tableaux to row Young tableaux [72], thus switching between two types of “dual” D-brane representation: D5 and D3 branes. Here we see how
the same idea can be written; the idea is then to fermionize the determinant above written as a bosonic integral to find:

$$
\det \left( I \otimes I - t \otimes a_z^\dagger \right) = \int d\bar{\chi}d\chi \exp \left( \text{tr}(\bar{\chi}\chi - \bar{\chi}a_z^\dagger\chi t) \right). \tag{5.37}
$$

In this case, to each eigenvalue $t_s$, we associate a flavor of fermions. For each such $t_s$ eigenvalue, we can isolate fermions on the left and on the right, and thus get the open strings attached to different giants. This would reproduce the ideas of [41], but would use the fermion language. To generalize the calculation, when one considers the Hubbard-Stratonovich trick, one should introduce an $M \times M$ collective field. One would like to have a saddle of this field that aligns in the “identity” permutation. The $t$ variables here are exactly like the inverse of the $\lambda$ parameters. Notice also that in matrix quantum models of rectangular matrices with fermions, one usually ends up pairing representations with dual young diagrams of the two groups under which the matrices transform [17, 73, 74].

We can also check that if we use the second Cauchy identity for Schur functions, we arrive at:

$$
\sum_R \chi_R(t)\chi_{R^T}(a_z^\dagger) = \det \left( 1 + t \otimes a_z^\dagger \right) \tag{5.38}
$$

so that up to a sign, we get the correct generating series that we wanted in terms of characters.

Now, adding open strings becomes very simple. In the basis where $t$ is diagonal, we can have fermions $\psi^i$ and $\bar{\psi}^j$. Sandwicking words between these fermions allows one to form general states with open strings. The Gauss’ law constraint becomes trivial: there is a $U(1)_M$ charge under which the fermion integral is invariant. This symmetry sends $\bar{\psi}_j \rightarrow \exp(-i\theta_j)\bar{\theta}_j$ and $\psi^j \rightarrow \exp(i\theta_j)\psi^j$, one for each parameter $t_j$. We find that there needs to be as many $\psi^j$ as $\bar{\psi}_j$, that is, the same number of positively charged and negatively charged particles with respect to the D-brane $U(1)$ charge. When two of the $t$ coincide, there is an enhanced $U(2)$ symmetry of the fermionic integral. This should be the generating series counterpart of how to attach strings to sphere giants combinatorially by adding boxes to Young diagrams [13, 14].

There should also be a more general theory of coherent states that has both sphere giants and AdS giants appearing more democratically, as one expects from the strict infinite $N$ limit, where they can be constructed directly by making note of the symmetry between Young diagrams and their transposes [75]. In the strict $N \rightarrow \infty$ limit this can be made very precise. For example, the overlaps of multiple giants [76] are easily seen to be given by formulae that can be expanded in terms of Cauchy’s character formulae. The parameters of those coherent states play the role of eigenvalue collective coordinates. A general setup for finite $N$ that is democratic between these probably involves both fermion and boson integrals. It is likely that there is a supermatrix model that does this.
6 Coherent states for 1/4 and 1/8 BPS states

We are now ready to tackle coherent states for 1/4 and 1/8 BPS bosonic states. The idea, following our previous development, is to start with averaged coherent states:

\[ F[\Lambda_Z, \Lambda_X, \Lambda_Y] = \frac{1}{\text{Vol}} \int dU \exp \left( \text{tr}(U\Lambda_X U^{-1}a_X^+ + U\Lambda_Y U^{-1}a_Y^+ + U\Lambda_Z U^{-1}a_Z^+) \right) |0\rangle. \]

(6.1)

We now want to concentrate on the states that are 1/4 and 1/8 BPS at one loop order. The effective Hamiltonian is given by:

\[ H = \text{tr} \left( [a_X^+, a_Y^+] [a_Y, a_X] \right) + \text{cyclic}, \]

(6.2)

and since \( H \) is a sum of squares, we get \( H \geq 0 \) as an operator. When we let \( H \) act on \( F \), we see that we get a result that is identically equal to zero when the \( \Lambda \) matrices commute.

We thus insist that the parameters \( \Lambda_X, \Lambda_Y, \lambda_Z \) are commuting matrices, as they should be. The coherent states are a semiclassical approximation to expectation values of fields. The moduli space of vacua occurs when the classical expectation values of the fields (after gauge fixing) commute. Namely, we need the expectation values to commute: \( [X, Y] = 0 \ldots \).

Now we perform our usual manipulations contracting \( a_X^+, a_X \) etc., to find the overlap:

\[ \bar{F}[\tilde{\Lambda}_Z, \tilde{\Lambda}_X, \tilde{\Lambda}_Y] \ast F[\Lambda_Z, \Lambda_X, \Lambda_Y] = \frac{1}{\text{Vol}} \int dU \exp \left( \text{tr}(U\Lambda_X U^{-1}\tilde{\Lambda}_X + U\Lambda_Y U^{-1}\tilde{\Lambda}_Y + U\Lambda_Z U^{-1}\tilde{\Lambda}_Z) \right) |0\rangle. \]

(6.3)

This answer has a manifest \( U(3) \) symmetry of rotations where the matrices \( \Lambda_X, \Lambda_Y, \Lambda_Z \) transform as a 3 of \( U(3) \), and the conjugate \( \bar{\Lambda} \) transform as the \( \bar{3} \).

Here are a couple of observations. First, the action in the integral is also evaluated on a \( U(N)/U(1)^N \) geometry; thus, the phases of \( U \) acting on the left disappear. Some of the critical points of \( U \) are the same as those in the HCIZ integral: permutation matrices. There may be additional ones. The conditions for critical points are:

\[ [\tilde{\Lambda}_X, U\Lambda_X U^{-1}] + [\tilde{\Lambda}_Y, U\Lambda_Y U^{-1}] + [\tilde{\Lambda}_Z, U\Lambda_Z U^{-1}] = 0. \]

(6.4)

It is clear that when \( U \) is a permutation matrix, they are critical points.

If \( \tilde{\Lambda} \) and \( \Lambda \) are real, then the term in the exponential is real. In that case, Morse theory for the compact manifold over which we are doing the integral suggests that for small enough perturbations in \( \Lambda_X, \Lambda_Y \) slightly away from zero, the set of isolated critical points does not change (these depend continuously on the action when thought of as a Morse function on the manifold we are interested in). That means that we can evaluate a 1-loop approximation around the same saddles and get an approximation for the overlap. These should be dominant. If the integral above is localizable (which we have not proved), then the sum over all saddles (including complex saddles) is exact. Considering that one can localize on 1/8 BPS Wilson loops in [77], the idea that an integral like the one above or a variation of it is amenable to exact localization is very plausible. If additional saddles are needed, they will be complex.
We will do the naive saddle sum now, over the saddles we know. We find that for each saddle, we have a permutation matrix \( U \sim P \), and the saddle gives:

\[
S_\pi = \sum_i \lambda^i_X \bar{\lambda}^{\pi(i)}_X + \lambda^i_Y \bar{\lambda}^{\pi(i)}_Y + \lambda^i_Z \bar{\lambda}^{\pi(i)}_Z. 
\] (6.5)

The square root of the measure at the saddle is evaluated readily to a product:

\[
\mu_\pi = \prod_{i<j} (\vec{\lambda}_i - \vec{\lambda}_j) \cdot (\vec{\bar{\lambda}}^{\pi(i)} - \vec{\bar{\lambda}}^{\pi(j)}). 
\] (6.6)

Such measures appear in the computation of the volume of the gauge orbit in [19] (they can also be extended to other orbifolds or more general setups [53, 78, 79]). Unlike in the case of the HCIZ integral, this measure does not factorize holomorphically. Moreover, different saddles have different denominators. This suggests that some poles will not cancel to give rise to a polynomial in the \( \lambda \) variables. If the poles are not cancelled, then there are two possibilities: either localization does not work, or there exist additional complex saddles in the complexified \( U \) variables that need to be taken into account.

The measure does reduce to the product of Vandermonde determinants when we get rid of the \( X,Y \) variables \( \lambda_X = \lambda_y = 0 \). It is also invariant under the SU(3) rotations in \( X,Y,Z \), so the answer is consistent from the SU(3) group theory considerations. Notice that \( \mu^2 \) does change sign with the permutations in the same way the Vandermonde does, so the accompanying sign in the saddle point evaluation at \( \lambda_x = \lambda_y = 0 \) should be kept.

We find an approximation given by

\[
\bar{F}[\bar{\Lambda}_Z, \bar{\Lambda}_X, \bar{\Lambda}_Y] * F[\Lambda_Z, \Lambda_X, \Lambda_Y] = \sum_\pi (-1)^\pi \exp(S_\pi) \frac{\mu_\pi}{\mu^2}. 
\] (6.7)

We can also try to go to our collective coordinate formulation. In that case, \( \bar{\Lambda} \) is the adjoint of \( \Lambda \), and the trivial permutation dominates (which one can show by the Cauchy-Schwarz inequality). In that limit, we find that:

\[
\bar{F}[\bar{\Lambda}_Z, \bar{\Lambda}_X, \bar{\Lambda}_Y] * F[\Lambda_Z, \Lambda_X, \Lambda_Y] \sim \frac{\exp(\text{tr}(\bar{\Lambda}\Lambda))}{\prod_{i<j} |\vec{\lambda}_i - \vec{\lambda}_j|^2}, 
\] (6.8)

and that the energy would evaluate to:

\[
\text{tr}(\bar{\Lambda}\Lambda) - \lambda \partial_\lambda \ln \left( \prod_{i<j} |\vec{\lambda}_i - \vec{\lambda}_j|^2 \right) = \text{tr}(\bar{\Lambda}\Lambda) - N(N - 1), 
\] (6.9)

where we are using the fact that the measure is a homogeneous function (see [19]). For a single large eigenvalue to be well behaved, we require that the energy in that eigenvalue (evaluated with \( N - 1 \) eigenvalues set to zero) is positive compared to the result when \( N \rightarrow N - 1 \). This gives a SU(3) covariant version of the eigenvalue being larger than \( N \). That is:

\[
\vec{\lambda} \cdot \vec{\lambda} > N - 1. 
\] (6.10)
We know that the equation of motion of $\lambda_i$ is $i\dot{\lambda}_i = \lambda_i$, and that the Hamiltonian is essentially $\sum \bar{\lambda}_i \lambda_i$ up to a constant. This suggests that the canonical conjugate to $\lambda_i$ is $\bar{\lambda}_i$. Indeed, an action based on that prescription alone would give the correct equations of motion. Moreover, the Kähler potential would be that of a flat geometry. Notice, however, that we have a quantum correction from the measure.

This is important. One way of interpreting this correction has to do with the counting of states. When we write the generating function for a single large eigenvalue, we get:

$$\bar{F} * F \sim \exp(\bar{\lambda}\lambda) / (\bar{\lambda}\lambda)^2 \rightarrow \sum_{m=0}^{\infty} N! \frac{(\bar{\lambda}\lambda)^m}{(m+N)!}$$

(6.11)

where we only keep the regular part of the answer, as the full generating series has no singularities at the origin. In this notation, we are suppressing the SU(3) labels, and we only keep the polynomial part of the answer. We see that there is one state per monomial $\lambda_1^n \lambda_2^m \lambda_3^p$ from expanding each of the terms of the sum; the expansion gives a sum of squares. The number of states at energy $k$ is the number of states of the k-th completely symmetric representation of SU(3). This has dimension $(1+k)(2+k)/2$. Semiclassically, this should be the volume of phase space between energy $k$ and $k+1$; our phase space is the complex manifold we are discussing. We should now substitute $k = E \sim \bar{\lambda}\lambda - N = r^2 - N$, where $r^2$ is the norm. We find that the volume at fixed $r$ scales like $(r^2 - N)^2 r dr / 2$, which is different from that of a flat geometry at the origin. At large $r$, the correction does not matter and the metric becomes scaling, but at finite $r$, we get the wrong counting of states. The representation theory has also been studied directly in [80], using different methods.

If we have a few branes with large eigenvalues, the measure gets a correction from the product of two measures that is singular when the large eigenvalues coincide. This indicates the enhanced symmetry of the integral — when the eigenvalues coincide, the critical point leaves SU(2) invariant, and the fixed point is not isolated. This is associated with the enhanced gauge symmetry of coinciding branes.

The main point we are making is that the idea of saddles dominating is still accurate and the type of constructions that are used for attaching strings to these setups still hold, including energies like equation (5.34), properly covariantized to be U(3) invariant. The BPS states here are only implicit. They are expressed as polynomials of the eigenvalues $\lambda$ multiplying functions of oscillators that we have not computed explicitly, and written as integrals over the group. They are also invariant under combined permutations of the eigenvalues. This should be contrasted with other approaches to this problem [81, 82].

Another option is to keep $\Lambda_Z$ finite and expand the exponential in the other variables $\Lambda_{X,Y}$ as a power series. Results to each order would then be given in terms of correlators of $U, U^{-1}$ matrix elements in the “HCIZ ensemble”. Such correlators have been studied in [65–67] and they do correspond to elaborate sums over the saddles. Such formal expansions would add open strings to the eigenvalues of the $\Lambda_Z$ configuration and would tie in with the open string formalism briefly mentioned in this paper.

7 Discussion

In this paper, we have discussed a new application of the Harish-Chandra-Itzykson-Zuber integrals and their generalizations to study correlators of BPS states in $\mathcal{N} = 4$ SYM.
The main idea was to introduce coherent states and average them over a group orbit to obtain gauge invariant states. We were able to reproduce various results that were obtained originally from combinatorial arguments. We then promoted the parameters in the generating function to collective coordinates of states. We exploited the fact that the integrals in question are written as sums of saddles to find that there is a dominant saddle. This allows one to make various approximations to find the effective action of these collective coordinates directly. We showed how a similar structure could be found with determinants that also lead to dominant saddles and explained why this is the correct generalization in terms of the type of algebraic structure that arises.

We also showed how to introduce open strings in all of these setups. We found that computations done this way require knowledge of correlators of matrix elements of unitary matrices in the HCIZ ensemble. This method provides a complementary approach to study anomalous dimensions of open strings that we are currently investigating. Again, the fact that there is a dominant saddle for the setup allows simplifications to be made in computations. We demonstrated that these open strings need to satisfy a Gauss’ law constraint that becomes evident in the formulation, including the non-abelian enhancement that occurs when D-branes coincide.

We extended these ideas to more general group integrals for 1/4 and 1/8 BPS states. We believe that because 1/8 BPS Wilson loops are computable using localization, one can find a formalism where the correlators of these states are computed this way, rather than the combinatorial approaches found in current literature.

It would be interesting if similar ideas can be used to study the ABJM theory [83] correlators. In that case, Wilson loops can be computed with supermatrix models [84], derived using localization methods [85]. The associated spin chain is integrable [86].

We have not yet applied our ideas to the study of higher point functions along the lines of [87] which may also be computed using localization methods, nor to the fact that the HCIZ integrals are also tau functions of integrable systems (see [25]). All of these avenues suggest a rich setup of possible applications of the ideas presented in this paper to the computation of protected quantities in various setups.
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