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Abstract

Over the past decade, kirigami—the Japanese art of paper cutting—has been playing an increasing role in the emerging field of mechanical metamaterials and a myriad of other mechanical applications. Nonetheless, a deep understanding of the mathematics and mechanics of kirigami structures is yet to be achieved in order to unlock their full potential to pioneer more advanced applications in the field. In this work, we study the most fundamental geometric building block of kirigami: a thin sheet with a single cut. We consider a reduced two-dimensional plate model of a circular thin disk with a radial slit and investigate its deformation following the opening of the slit and the rotation of its lips. In the isometric limit—as the thickness of the disk approaches zero—the elastic energy has no stretching contribution and the thin sheet takes a conical shape known as the e-cone. We solve the post-buckling problem for the e-cone in the geometrically nonlinear setting assuming a Saint Venant-Kirchhoff constitutive plate model; we find closed-form expressions for the stress fields and show the geometry of the e-cone to be governed by the spherical elastica problem. This allows us to fully map out the space of solutions and investigate the stability of the post-buckled e-cone problem assuming mirror symmetric boundary conditions on the rotation of the lips on the open slit.

Keywords: Kirigami, mechanical metamaterials, plate mechanics, nonlinear elasticity

\*Corresponding author

Email addresses: souhayl.sadik@eng.au.dk (Souhayl Sadik), madias@eng.au.dk (Marcelo A. Dias)

Preprint submitted to ... September 9, 2020
1. Introduction

Careful tailoring of micro-architectures in thin elastic sheets results in macroscopic structures that often reveal interesting non-linear responses to external stimuli. This is of particular interest for mechanical metamaterials, morphing structures, highly stretchable devices, and mechanical actuators. In order to illustrate this idea, let us first consider a flat sheet of paper. Depending on how it is probed, one would observe different mechanical behaviours: it is flexible when bent and stiff when subjected to an in-plane stretch. This occurs because bending offers less resistance than stretching by a factor of \((h/R)^2\), where \(h\) is the thickness (smallest relevant length scale) and \(R\) is a large dimension of the paper sheet. A large stretching modulus offers a high energetic cost to in-plane strains; and upon insisting on the imposition of a stretch, tearing of the sheet may occur instead. Surprisingly, by purposely placing cuts in strategic places on the sheet, as shown in Fig. 1-(a), high stretchability becomes possible, thus effectively reducing the homogenized stretching modulus and consequently preventing tearing. This strategy may seem counter-intuitive, as the insertion of cuts or cracks in any medium is often associated to the introduction of potential sources of failure. However, the non-linear response to the applied stretch is such that the localized deformation at the crack tip is compensated by large out-of-plane deflections, which, due to the fact that the sheet is assumed to be thin enough, causes bending modes to be triggered much before crack propagation. What is then observed is a beautiful textured surface, as shown in Fig. 1-(b), with interesting mechanical properties. This is akin to the well-known Japanese art of paper cutting, namely kirigami, found ubiquitously in children’s pop-up books. What we may call “kirigami mechanics” provides us with a radical paradigm shift, whereby potential sources of failure are instead functionalized. This, in turn, offers novel routes to tailor the elastic response as well as geometric pattern formation in thin elastic sheets.

Engineering applications of kirigami-based materials have recently emerged in a broad range of length-scales. From large scale morphing and deployable structures \(^8\) to the stretchability of graphene sheets at the atomistic level \(^5\), kirigami has been found to be a useful tool to prescribe and control geometric features \(^3\) \(^7\) \(^8\) as well as mechanical behaviours \(^9\). These ideas have inspired further development in stretchable electronics \(^10\) \(^11\),
Figure 1: Introducing cuts in a flat sheet, i.e., creating a kirigami (a), yields a highly stretchable structure following the cuts’ opening and the resulting local out-of-plane buckling (b). Locally, around the cut tip, the e-cone (c) emerges as the basic building block of kirigami.

nanocomposites [12, 13], MEMS devices [14, 15], and tunable tribological properties [16]. As for the multi-scale nature of the problem, it has been demonstrated, both theoretically and experimentally, that a robust link in behaviour exists across length-scales ranging over six orders of magnitude [17]. This has made it possible to design kirigami actuators for non-linear control-response relationships capable of reliably delivering predictable motions in 3D space across multiple scales [17, 18]. Besides these discoveries in the domain of shape-changing structures, kirigami-inspired mechanical metamaterials have been proposed for high stretchability [19] and precise manipulation of materials’ stiffness [20]. Other types of unconventional mechanical properties have been achieved with kirigami—to name a few: zero and negative stiffness for energy dissipation [21], auxetic behaviour [22, 23, 24], and propagating instabilities [25].

The system shown in Fig. 1 demonstrates the fundamental local mechanism of interest in this article: high stretchability in kirigami is a direct consequence of the local large out-of-plane deflections induced through cut opening. In other words, we observe buckling under tension, which occurs due to a build-up of compressive stresses near the crack tip [26]. Despite recent attention given to kirigami-inspired materials, so far, analytical models capturing this rich non-linear mechanics are few and far between. Scaling laws have been derived for the amount of out-of-plane deflection near a
cut, whereby an imposed tension field in the medium causes the system to equilibrate by balancing stresses at the crack tips and the available bending modes [17]. This calculation has demonstrated that the detailed mechanics of the crack tip cannot, therefore, be neglected if we wish to understand such phenomena. Around the crack tip, stresses develop owing to an applied mode type (or a combination of the three available modes), which are related to out-of-plane bending and twisting in a non-linear way [27, 28]. More progress has been possible when looking at the detailed geometry of the internal boundaries of cuts, which when subjected to an applied load may either tend to overlap or splay apart. It has been demonstrated that these basic motifs can be interpreted as disclinations in the medium [6], hence locally prescribing the geometry of the entire sheet through localized sources of Gaussian curvature. Notice that, in Fig. 1-(c), when the boundaries of a cut move apart from each other, an excess angle around the crack tip gives rise to negative disclination. This motif is commonly referred to as an e-cone [29, 30, 31], where ‘e’ stands for excess angle. These disclinations have strengths that are dependent on the external applied load and act as sources or charges for the system’s Airy stress potential. This behavior has been shown to be a mechanism of stress relief through a buckling response [32].

Of further interest to the scope of this article, we hope to shed light on the process that allows for precise manipulation of materials’ stiffness along with the ability to tune such properties in situ, which has been demonstrated by locally pre-programing bi-stable unit cell configurations [20].

In this article, we study the mechanics of the e-cone—the basic building block for kirigami-based metamaterials. We propose an analytical model to resolve the geometry and mechanics around the tip of the cut in the regime of large out-of-plane deflections; when geometric non-linearities play a critical role. We derive general and explicit expressions for the e-cone shape as well as the stress fields near the cut region. Further, we focus on the effects that careful control of the edges of the cut, namely lips, has on questions of stability. By opening the slit and subjecting its lips to a mirror symmetric imposed angular distribution, we are able to track the whole space of solutions and give a complete picture of the stability map of e-cones. We are, hence, providing a solution to the local post-buckling problem in kirigami.

The manuscript is organised as follows. In §2, we derive the kinematics of e-cones as we lay out a geometric description of the deformation of the idealised thin sheet as a plate. The model hinges on the assumption of developability and further ensuring inextensibility. In §3, assuming a Saint
Figure 2: Geometry of the disk and its loading parameters. (a): the disk in its relaxed configuration. It has an inner radius $R_i$, an outer radius $R_o$, thickness $h$, and a slit to the centre of width $t$. The blue thick lines represent the rigid sticks attached to the lips of the slit. (b): the disk is loaded by an in-plane rotation of the rigid sticks around its centre in order to control $\psi$, the opening angle of the slit. The disk is further loaded by rotating the rigid sticks around their respective axes to control the lips’ rotation angles $\eta_1$ and $\eta_2$.

Venant-Kirchhoff constitutive model for plates, we derive the balance laws and find a closed-form solution for the stress field in the e-cone. We also find the governing equation for the shape of the e-cone as the solution of the spherical elastica problem in terms of the normal curvature of the e-cone. In §4, we specialise to the case of mirror symmetric boundary conditions on the lips rotation following the opening of the slit. We are able to map out the full space of post-buckling solutions as well as investigate their orbits’ stability. In §5, we provide concluding remarks.

2. Kinematics of e-cones

We consider a thin, initially planar, and circular disk\footnote{Technically, we have an annulus with inner radius $R_i$ and a radial thin slit of width $t$ to the centre. The hole in the centre is made so as to prevent a singular bending energy.} of thickness $h$ and radius $R_o$; see Fig. 2(a). We concern ourselves with the study of its deformation following the opening of the slit with an angle $\psi$ and the rotation of its lips with angles $\eta_1$ and $\eta_2$, respectively; see Fig. 2(b). In order to control the opening of the slit, its lips are thought to be attached to sticks of a significantly higher stiffness so that the lips may be assumed to be rigid. The slit opens such that the sticks—and the slit’s lips with it—rotate around the centre of the disk to form an angle $\psi$ while remaining on the original plane.
of the disk’s mid-surface. The sticks can also rotate around their respective axes in order to control the lips’ rotation angles $\eta_1$ and $\eta_2$, respectively. See Fig. 2 for a schematic of the geometry of the disk and how it is loaded.\footnote{Note that for the sake of simplicity of presentation at this point of the manuscript, Fig. 2 does not depict the out-of-plane deformation of the disk. Such a depiction may however be found in Fig. 3 and later on in the results section §4.}

In its undeformed state, we reduce the disk to its mid-surface and identify it with a two-dimensional circular plate $\mathcal{H}$ sitting in $\mathbb{R}^3$. Further, the slit of the disk is modelled by a radial width-less cut to the centre. We let $\{R, \Phi\}$, $0 \leq \Phi \leq 2\pi$, be a polar coordinates system on $\mathcal{H}$ such that its origin is located at the centre of $\mathcal{H}$; and such that $\Phi = 0$ and $\Phi = 2\pi$ arbitrarily and respectively correspond to the two lips of the slit. As a planar hyper-surface in $\mathbb{R}^3$, $\mathcal{H}$ is equipped with a first fundamental form $G$ which in local Lagrangian coordinates $\{R, \Phi\}$ reads as $G = \text{diag}(1, R^2)$; and with a vanishing second
fundamental form $B = 0$. We identify the three-dimensional ambient space $S$ with $\mathbb{R}^3$ and denote by $\bar{g}$ its flat Euclidean metric and by $\nabla^{\bar{g}}$ its Levi-Civita connection. We let $\{r, \theta, \phi\}$, $0 \leq \theta \leq \pi$, $0 \leq \phi < 2\pi$ be a spherical coordinate system in $\mathbb{R}^3$. The deformation of the disk into the ambient space is modelled by a deformation mapping $\varphi: \mathcal{H} \rightarrow S$. See Fig. 3 for a schematic representing the plate model and its deformation. We adopt the standard convention to denote objects and indices in the material (reference) manifold $\mathcal{H}$ by uppercase characters (e.g., a material point $X \in \mathcal{H}$) and in the spatial (deformed) manifold $\varphi(\mathcal{H}) \subset \mathbb{R}^3$ by lowercase characters (e.g., a spatial point $x \in \varphi(\mathcal{H})$). Unless otherwise stated, we adopt Einstein’s repeated index summation convention, i.e., $T^A_A = \sum_{K=1}^{2} T^K_K$ and $t^a_a = \sum_{k=1}^{3} t^k_k$.

For small values of $\psi$, the plate undergoes circumferentially-uniform compression and deforms into a planar configuration—as depicted in Fig. 2(b). However, beyond a certain critical value $\psi = \psi_c$, this planar configuration becomes unstable and buckles out-of-plane—as depicted in Fig. 3. Similarly to a rectangular plate under axial compression [33], the critical out-of-plane buckling threshold for a disk of radius $R_0$ scales as $\psi_c \propto (h/R_0)^2$. Since we are interested in this work in studying thin sheets in their isometric limit—as the thickness approaches zero ($h/R_0 \ll 1$)—we may hence assume that the plate buckles out-of-plane at $\psi_c = 0$. Besides, we are not interested in exploring the onset of the out-of-plane instability in itself; instead, we are interested in studying the buckled configuration that follows it and its post-buckling stability. Furthermore, we also idealise the sheet as an inextensible plate so that it remains developable after deformation; it will later become apparent, using an energy scaling argument in the first paragraph of §3, why we may make such an assumption.

As the slit of the flat sheet opens, the only way for the sheet to remain developable and maintain its structural integrity (i.e., no crack propagation) is for its radial generators to remain straight and unstretched. In terms of the deformation embedding, fixing the origin of $(r, \theta, \phi)$ at the centre of the plate, it amounts to assuming the following conical ansatz for the deformation mapping

$$\varphi(R, \Phi) = (R, \theta(\Phi), \phi(\Phi)) . \quad (2.1)$$

We further assume the following boundary conditions to enforce the opening

---

3This condition only ensures radial inextensibility. We will later make sure the deformation is indeed an isometry, not to violate the inextensibility assumption.
of the slit by an angle $\psi$ and control the angles of rotation of its lips by $\eta_1$ and $\eta_2$

$$\theta(0) = \theta(2\pi) = \frac{\pi}{2}, \quad \theta'(0) = \tan(\eta_1), \quad \theta'(2\pi) = \tan(\eta_2),$$

$$\phi(0) = \frac{\psi}{2}, \quad \phi(2\pi) = 2\pi - \frac{\psi}{2}. \quad (2.2)$$

We also assume traction-free, shear-free, and moment-free boundary conditions on the inner and outer boundaries of the plate, i.e., at $R = R_o$ and $R = R_i$, respectively. Introducing an excess angle $\psi$ to constrain the conical shape of the buckled plate given by the conical ansatz in Eq. (2.1) leads to the so-called e-cone shape. Note that the conical ansatz is such that a circle of radius $R$ centred at the material origin on the undeformed plate deforms into a curve that lives on a sphere of the same radius $r = R$ centred at the spatial origin on the deformed configuration—see Fig. 3. A parametrization of such a curve is exactly given by Eq. (2.1) for a fixed $R$, i.e., $\Phi \mapsto (R, \theta(\Phi), \phi(\Phi))$.

In the deformed configuration $\varphi(H) \subset \mathbb{R}^3$, we denote the normal of the surface by $n$ and its first and second fundamental forms by $g = g_{\varphi(H)}$ and $\beta = - (\nabla g n)^{\flat}$, respectively. To quantify the strain, we define an intrinsic strain measure $C = \varphi^* g^{\flat}$, the right Cauchy-Green deformation tensor$^6$—and an extrinsic strain measure $\Theta = \varphi^* \beta$. We denote by $J$ the Jacobian of the deformation, and it can be shown that $J = \sqrt{\det C / \det G}$. We define the convected manifold $(H, C, \Theta)$ as the Riemannian manifold resulting from pulling-back the geometry of the deformed surface onto $H$, i.e., taking $C$ and $\Theta$ to be the first and second fundamental forms of $H$, respectively. In the local chart $\{R, \Phi\}$, the components of $C$ and $\Theta$ read as follow

$$C_{AB} = \varphi_A \cdot \varphi_B, \quad \Theta_{AB} = \varphi_{,A} \times \varphi_B, \quad \| \varphi_{,A} \times \varphi_B \|.$$  \quad (2.3)

where $\cdot$, $\times$, and $\| . \|$ denote the dot product, the cross product, and the standard norm in $\mathbb{R}^3$, respectively.

---

$^4$The flat symbol in $(.)^{\flat}$ denotes the operator for lowering tensor indices.

$^5$\(\varphi^*\) denotes the pullback by the diffeomorphism $\varphi$. As examples, the pullback of a $(0_2)$-rank tensor $w$ reads in local coordinates $(\varphi^* w)_{AB} = \frac{\partial \varphi^a}{\partial x^A} \frac{\partial \varphi^b}{\partial x^B} w_{ab}$; and the pullback of a $(2_0)$-rank tensor $\omega$ reads in local coordinates $(\varphi^* \omega)_{AB} = \frac{\partial \varphi^A}{\partial x^a} \frac{\partial \varphi^B}{\partial x^b} \omega^{ab}$.

$^6$Note that the right Cauchy-Green deformation tensor is typically defined as $F^T F$ where $^T$ denotes the transpose operator. In our notation, we have $C = (F^T F)^{\flat}$. 
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For the ansatz given in Eq. (2.1), and following Eq. (2.3), the first fundamental form reads in \( \{R, \Phi\} \) as

\[
C = \begin{pmatrix}
1 & 0 \\
0 & R^2 \left[ \theta'^2(\Phi) + \sin^2(\theta(\Phi))\phi'^2(\Phi) \right]
\end{pmatrix}.
\]

To complete enforcing the inextensibility condition, which amounts to assuming the deformation map to be an isometry, i.e., \( C = G \), we need to have \( \theta'(\Phi)^2 + \sin^2(\theta(\Phi))\phi'(\Phi)^2 = 1 \). It then follows that

\[
\phi(\Phi) = \frac{\psi}{2} + \int_{0}^{\Phi} \frac{\sqrt{1 - \theta'^2(\zeta)}}{\sin(\theta(\zeta))} d\zeta,
\]  

where only one boundary condition—\( \phi(0) = \frac{\psi}{2} \)—out of the six appearing in Eq. (2.2) has been used. Notice that the inextensibility condition \( \theta'(\Phi)^2 + \sin^2(\theta(\Phi))\phi'(\Phi)^2 = 1 \) implies that \( |\theta'(\Phi)| \leq 1 \), which in turn implies that the lips rotation angles need to be such that \( |\eta_i| \leq \frac{\pi}{4} \) not to violate the inextensibility condition. Finally, using Eq. (2.3) and Eq. (2.4), the second fundamental form for the assumed ansatz, i.e., Eq. (2.1), reads in \( \{R, \Phi\} \) as

\[
\Theta = \begin{pmatrix}
0 & 0 \\
0 & R\kappa(\Phi)
\end{pmatrix},
\]

where we introduced

\[
\kappa(\Phi) := \frac{\cot[\theta(\Phi)] \left( 1 - \theta'^2(\Phi) \right) - \theta''(\Phi)}{\sqrt{1 - \theta'^2(\Phi)}}.
\]  

As noted earlier, the conical ansatz given in Eq. (2.1) is such that every circle of radius \( R \) centred at the material origin deforms into a curve that lives on the sphere of radius \( R \) centred at the spatial origin. However, the geometry of such curves is further constrained by the linear \( R \)-dependence of the ansatz forcing the curves to form a conical surface. As such, for a fixed radius \( R \), the intrinsic curvature \( \kappa_c \) of such a curve reads

\[
\kappa_c^2(R, \Phi) = R^2(1 + \kappa^2(\Phi)).
\]

\[\text{Note that the inextensibility condition is stronger than the incompressibility condition. Incompressibility requires that the volume is preserved, i.e., } J = 1; \text{ while inextensibility requires that the deformation does not induce any in-plane stretch of the material, i.e., } C = G, \text{ which indeed implies that the volume is preserved.}\]
Note that besides the inherent spherical polar coordinates induced indeterminacy at the origin, the assumed ansatz, i.e., Eq. (2.1), violates the inextensibility condition at the apex of the e-cone, i.e., at $R = 0$. Indeed, as discussed earlier, inextensibility dictates that the initially flat sheet should remain developable after the deformation; however, the e-cone is flat almost everywhere except on its apex at $R = 0$ where there would be a concentrated curvature charge due to the excess angle $\psi$. Cutting out a hole around the apex wouldn’t solve this issue [34]; indeed, it turns out that the violation of the inextensibility condition is unavoidable. As we will later discuss following Eq. (3.8), it would be necessary to relax the inextensibility condition on both an inner and an outer boundary layer to ensure the system’s global equilibrium. However, cutting out a small disk of material of radius $R_i$ around the apex is still necessary to get around a bending energy singularity (and a resulting stress singularity) at the apex as $R$ approaches 0 that would later be revealed by the expression of the elastic energy in Eq. (4.1) (and the stress computations in Eq. (3.8), respectively).

3. Constitutive behaviour and balance law

For a plate, the elastic energy density $\mathcal{W}$ may be approximated by the sum of a stretching contribution $\mathcal{W}_s$ and a bending contribution $\mathcal{W}_b$, i.e., $\mathcal{W} = \mathcal{W}_s + \mathcal{W}_b$, such that $\mathcal{W}_s \propto h$ and $\mathcal{W}_b \propto h^3$, $h$ being the thickness of the plate [35]. In its isometric limit, which is our scope of interest in this work, a sheet would hence rather bend than stretch as the energetic cost is 2 orders of magnitude more favourable. In this case, in-plane strains would have a much higher energetic cost and the plate would be forced to buckle as soon as the slit opens. Thus, it appears reasonable to assume an inextensible plate. Furthermore, inextensibility constrains the deformation embedding to be an isometry, which as such, preserves the Gaussian curvature. Therefore, starting with a flat sheet, the deformed configuration needs to be flat as well, i.e., a developable surface.

In what follows, we assume that the disk is made of a material with a Saint Venant-Kirchhoff constitutive model. In the convected manifold $(\mathcal{H}, \mathcal{C}, \Theta)$,
the strain energy density \( W \) of the material reads

\[
W = \frac{h}{4} \left\{ \mu \text{tr} \left[ (C - G)^2 \right] + \frac{\mu \lambda}{2\mu + \lambda} [\text{tr} (C - G)]^2 \right\} - p : (C - G)
+ \frac{h^3}{12} \left\{ \mu \text{tr} \left[ (\Theta - B)^2 \right] + \frac{\mu \lambda}{2\mu + \lambda} [\text{tr} (\Theta - B)]^2 \right\},
\]

where \( h \) is the thickness of the disk, \( \mu \) and \( \lambda \) the Lamé coefficients, and \( p \) a \((2,0)\)-rank tensor Lagrange multiplier enforcing the inextensibility condition \( C = G \). Without any loss of generality, we assume the following form for the Lagrange multiplier \( p \)

\[
p(R, \Phi) = \left( \begin{array}{c} p_1(R, \Phi) \\ \tau(R, \Phi) \\ \frac{\tau(R, \Phi)}{R} \\ \frac{\tau(R, \Phi)}{R} \end{array} \right).
\]

The convected stress and couple-stress tensors are respectively given by

\[
\Sigma = \frac{2}{J} \frac{\partial \psi}{\partial C} \quad \text{and} \quad \Lambda = \frac{1}{J} \frac{\partial \psi}{\partial \Theta}.
\]

It hence follows that

\[
\Sigma = - \left( \begin{array}{c} p_1(R, \Phi) \\ \tau(R, \Phi) \\ \frac{\tau(R, \Phi)}{R} \\ \frac{\tau(R, \Phi)}{R} \end{array} \right), \quad \Lambda = \left( \begin{array}{ccc} \frac{h^3 \lambda \mu \nu(\Phi)}{6R(\lambda + 2\mu)} & 0 \\ 0 & \frac{h^3 \mu (\lambda + \mu) \nu(\Phi)}{3R^3(\lambda + 2\mu)} \end{array} \right).
\]

Not surprisingly, note that the inextensibility condition \( C = G \) implies that the contribution of the stretching energy vanishes, as can be observed in Eq. (3.1). The buckling of the plate is then solely governed by the bending energy; however, the plate remains indeed constrained by the inextensibility condition and the associated Lagrange multiplier \( p \) emerges to enforce it in the form of a in-plane stress field.

We now turn our attention to the governing equations. In the convected manifold \((\mathcal{H}, C, \Theta)\), the balance laws for shells read

\[
\begin{align*}
\text{Div}_C \left( \Sigma + C^g \cdot \Theta \cdot \Lambda \right) + C^g \cdot \Theta \cdot \text{Div}_C (\Lambda) &= 0, \quad (3.2a) \\
(\Sigma + C^g \cdot \Theta \cdot \Lambda) : \Theta - \Delta_C (\Lambda) &= 0, \quad (3.2b)
\end{align*}
\]

\footnote{Note that in the convected manifold, raising \((.,.)^T\) and lowering \((.,.)^\flat\) tensor indices is performed using the convected metric \( C \), e.g., \( T^A_B = C^{AK}T_{KB} \); indeed, one has \( C^{AK}C_{KB} = \delta^A_B \). Also, the trace of a tensor is computed by using the convected metric \( C \), e.g., \( \text{tr} (T) = C^{AB}T_{AB} \) and \( \text{tr} (C) = 3 \).}

\footnote{Note that the convected stress and couple-stress tensors are respectively defined as the pullback by the deformation mapping of the Cauchy stress tensor \( \sigma \) and the spatial couple-stress tensor \( \mu \), i.e., \( \Sigma := \varphi^* \sigma \) and \( \Lambda := \varphi^* \mu \).}
where \( \text{Div}_C \) and \( \Delta_C \) respectively denote the divergence and the Laplace operators in the convected manifold. In components, \( \text{Div}_C \Sigma = \Sigma^{AB} \, \| \, B \) and \( \Delta_C \Lambda = \Lambda^{AB} \, \| \, AB \), where a subscripted double stroke “\( \| \)” denotes covariant differentiation with respect to \( C \) taken as a metric on \( \mathcal{H} \). We explicitly compute the governing equations above, i.e., Eq. (3.2), and obtain the following system of partial differential equations

\[
\begin{align*}
    p_1(R, \Phi) + R p_{1,R}(R, \Phi) - p_2(R, \Phi) + \tau_\Phi(R, \Phi) + \frac{h^3 \mu (\lambda + \mu) \kappa^2(\Phi)}{3 R^2 (\lambda + 2 \mu)} &= 0, \\
p_2(R, \Phi) + R \tau_{,R}(R, \Phi) + 2 \tau(R, \Phi) - \frac{h^3 \mu (\lambda + \mu) \kappa(\Phi) \kappa'(\Phi)}{R^2 (\lambda + 2 \mu)} &= 0, \\
\kappa''(\Phi) - \kappa^3(\Phi) + \left( \frac{3(\lambda + 2 \mu) R^2 p_2(R, \Phi)}{h^3 \mu (\lambda + \mu)} - 1 \right) \kappa(\Phi) &= 0.
\end{align*}
\]

From Eq. (3.3b), it follows that

\[
p_2(R, \Phi) = \frac{h^3 \mu (\lambda + \mu) \kappa^2(\Phi)}{2 R^2 (\lambda + 2 \mu)} - \int_0^\Phi (R \tau_{,R}(R, \zeta) + 2 \tau(R, \zeta)) \, d\zeta + f(R),
\]

for some function \( f \) that depends only on the radius \( R \). Now, if we look at Eq. (3.3c), it appears that \( R^2 p_2(R, \Phi) \) ought to be a function of \( \Phi \) only, i.e., \( \frac{\partial}{\partial R} [R^2 p_2(R, \Phi)] = 0 \); which, by using the expression above for \( p_2 \), yields for all \( 0 \leq \Phi \leq 2\pi \)

\[
\frac{\partial}{\partial R} \left[ -R^2 \int_0^\Phi (R \tau_{,R}(R, \zeta) + 2 \tau(R, \zeta)) \, d\zeta + R^2 f(R) \right] = 0. \tag{3.4}
\]

In particular, for \( \Phi = 0 \), one has \( \frac{\partial}{\partial R} [R^2 f(R)] = 0 \), and we may accordingly let

\[
f(R) = \frac{\alpha h^3 \mu (\lambda + \mu)}{3 R^2 (\lambda + 2 \mu)};
\]

for some constant \( \alpha \). Using the expression above for \( f \), and by localizing the integral term in (3.4), it follows that

\[
\frac{\partial}{\partial R} \left[ R^2 (R \tau_{,R}(R, \Phi) + 2 \tau(R, \Phi)) \right] = 0,
\]
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which in turn yields that

\[ \tau(R, \Phi) = \frac{a(\Phi)}{R^2} + \frac{\ln(R)b(\Phi)}{R^2}, \]

for some functions \(a\) and \(b\) of \(\Phi\). Now, having closed-form expressions for both \(p_2\) and \(\tau\), we use them in Eq. (3.3a) to solve for \(p_1\); and we summarize the expressions for the components of \(p\) as follow:

\[ p_1(R, \Phi) = -\frac{h^3\mu(\lambda + \mu)(\kappa(\Phi)^2 + 2\alpha)}{6R^2(\lambda + 2\mu)} + \frac{1}{R^2} \left[ a'(\Phi) + (\ln(R) + 1)b'(\Phi) + \int_0^\Phi b(\zeta) d\zeta \right] + \frac{c(\Phi)}{R}, \quad (3.5a) \]

\[ p_2(R, \Phi) = \frac{h^3\mu(\lambda + \mu)(3\kappa^2(\Phi) + 2\alpha)}{6R^2(\lambda + 2\mu)} - \frac{1}{R^2} \int_0^\Phi b(\zeta) d\zeta, \quad (3.5b) \]

\[ \tau(R, \Phi) = \frac{a(\Phi)}{R^2} + \frac{\ln(R)b(\Phi)}{R^2}, \quad (3.5c) \]

for some constant \(\alpha\) and some functions \(a\), \(b\), and \(c\) of the angle \(\Phi\). Using the above expressions, i.e., Eq. (3.5), the system of balance equations appearing in Eq. (3.3) reduces to the following governing equation for \(\kappa\):

\[ \kappa''(\Phi) + \frac{\kappa^2(\Phi)}{2} + \left[ 1 + \alpha - \frac{3(\lambda + 2\mu)}{h^3\mu(\lambda + \mu)} \int_0^\Phi b(\zeta) d\zeta \right] \kappa(\Phi) = 0, \quad (3.6) \]

which we shall be revisiting later in this work.

Let us now explore the effective physical stress fields in the plate. Along a direction \(d\) in the deformed configuration of the shell, the traction vector \(f_d\), the moment vector \(m_d\), and the out-of-plane shear \(s_d\) are respectively given by

\[ f_d = \varphi_* \left[ (\Sigma + 2C^\tau \cdot \Theta \cdot \Lambda) \cdot D^\phi - (D^\phi \cdot \Lambda \cdot D^\phi) C^\tau \cdot \Theta \cdot D \right], \]

\[ m_d = \varphi_* [\Lambda \cdot D], \quad s_d = - (\text{Div}_C \Lambda) \cdot D, \]

\(^{10}\)\(\varphi_*\) denotes the pushforward by the diffeomorphism \(\varphi\). As examples, the pushforward of a \(\left(\begin{smallmatrix} 2 \\ 0 \end{smallmatrix}\right)\)-rank tensor \(\Omega\) reads in local coordinates \((\varphi, \Omega)_{ab} = \frac{\partial \varphi^a}{\partial x^A} \frac{\partial \varphi^b}{\partial x^\pi} \Omega^{AB}\); and the pushforward of a \(\left(\begin{smallmatrix} 0 \\ 2 \end{smallmatrix}\right)\)-rank tensor \(W\) reads in local coordinates \((\varphi, W)_{ab} = \frac{\partial \varphi^{-b}}{\partial x^x} \frac{\partial \varphi^{-a}}{\partial x^\pi} W_{AB}\).
where \( D := \varphi^* d \) is the material direction corresponding to \( d \). Written in terms of their physical components, the radial and circumferential aforementioned quantities read

\[
f_{R}(R, \Phi) = \left[ -\frac{a'(\Phi) + (\ln(R) + 1)b'(\Phi) + \int_{0}^{\Phi} b(\zeta)d\zeta}{R^2} - \frac{c(\Phi)}{R} \right]
+ \frac{h^3\mu(\lambda + \mu)\frac{1}{2}\kappa^2(\Phi) + \alpha}{3(\lambda + 2\mu)} \frac{u}{R^2} - \left[ \frac{a(\Phi) + \ln(R)b(\Phi)}{R^2} \right] t;
\]

\[
f_{\Phi}(R, \Phi) = \left[ a(\Phi) + \ln(R)b(\Phi) \right] \frac{R^2}{u} + \left[ \frac{h^3\mu(\lambda + \mu)\frac{1}{2}\kappa^2(\Phi) + \alpha}{3(\lambda + 2\mu)} \right] \frac{t}{R^2};
\]

\[
m_{R}(R, \Phi) = \frac{h^3\mu\lambda}{6(\lambda + 2\mu)} \kappa(\Phi) \frac{R}{u}; \quad m_{\Phi}(R, \Phi) = \frac{h^3\mu(\lambda + \mu)\kappa(\Phi)}{3(\lambda + 2\mu)} \frac{R}{t};
\]

\[
s_{R}(R, \Phi) = \frac{h^3\mu(\lambda + \mu)\kappa(\Phi)}{3(\lambda + 2\mu)} \frac{R}{u}; \quad s_{\Phi}(R, \Phi) = \frac{h^3\mu(\lambda + \mu)\kappa'(\Phi)}{3(\lambda + 2\mu)} \frac{R}{t};
\]

where \( t = \varphi_* \partial_{\Phi}/\|\varphi_* \partial_{\Phi}\| \) and \( u = \varphi_* \partial_R \). Note that \( t \) and \( u \) are the unit tangent and the unit in-plane normal, respectively, of the spherical curve parametrized by Eq. (2.1) for a fixed \( R \)—see Fig. 3.

Our traction and out-of-plane shear results in Eq. (3.8) agree with those for d-cones that were reported by Guven and Müller [38, Eqs. 19-23]—note that in addition, we have computed the moment vectors. Comparing their notation to ours: their \( f_{\perp} \) corresponds to our \(-f_{R} + s_{R} n\); their \( f_{\parallel} \) corresponds to our \(-f_{\Phi} - s_{\Phi} n\); their \( C_{\parallel \perp} \) corresponds to our \( a \); their \( C_{\parallel} \) corresponds to our \( \int_{0}^{\Phi} b(\zeta)d\zeta - \alpha \); and their \( C_{\perp} \) corresponds to our \( c \)—note however that they implicitly assume \( \frac{h^3\mu(\lambda + \mu)}{3(\lambda + 2\mu)} \) to be equal to 1. Furthermore,

\[11\]In a general curvilinear coordinate system, the components of a tensor field representing a given physical quantity may not necessarily carry the right physical dimension. The physical components of a tensor field do however carry the right physical dimension and can be readily interpreted as the corresponding physical quantity they represent. For a \((1)\)-rank tensor \( T \), we denote its physical components as barred and are given by

\[
\bar{T}^{\Lambda}_{\beta} = T^{\Lambda}_{\beta} \sqrt{G_{\Lambda \Lambda}} \sqrt{G_{\beta \beta}}, \quad \text{no summation over A nor B.} \quad (3.7)
\]
if \( a(\Phi) = b(\Phi) = 0 \), we obtain the same results for the traction, moment, and out-of-plane shear given in Eq. (3.8), as those reported for d-cones by Cerda and Mahadevan\cite{39} §4.b. In their notation: \( a^2 = \alpha + 1 \), \( B = \frac{h^3 \mu (\lambda + \mu)}{3(\lambda + 2 \mu)} \), and \( \sigma = \frac{\lambda}{2(\lambda + \mu)} \).

The traction-free boundary conditions on the inner and outer boundaries, i.e., \( f_R(R_o, \Phi) = f_R(R_i, \Phi) = 0 \), yield that \( a(\Phi) = b(\Phi) = 0 \). However, they also yield two possible expressions for \( c(\Phi) \): \( \frac{h^3 \mu (\lambda + \mu)}{3(\lambda + 2 \mu)} \frac{\frac{1}{2} \kappa(\Phi)^2 + \alpha}{R_o} \) or \( \frac{h^3 \mu (\lambda + \mu)}{3(\lambda + 2 \mu)} \frac{\frac{1}{2} \kappa(\Phi)^2 + \alpha}{R_i} \). This situation leads to a contradiction unless \( \kappa \) and \( \alpha \) are identically zero, which in itself is an undesirable scenario as it corresponds to a circumferentially shrinking flat disk. Moreover, the moment \( m_R \) and out-of-plane shear \( s_R \) cannot satisfy the zero boundary conditions on the inner and outer boundaries either, unless \( \kappa \) is identically zero. Therefore, in order to resolve these incompatibilities, it appears necessary to introduce both an inner and an outer boundary layer as we approach \( R = R_o \) and \( R = R_i \), respectively. In these boundary layers, both the inextensibility assumption and the ansatz given in Eq. (2.1) would need to be relaxed for the system to be equilibrated therein. Nevertheless, the proposed model yields results that are valid far enough from the boundary and we do not concern ourselves in this work with the study of these boundary layers.

Let us now look back at the remaining governing equation, i.e., Eq. (3.6), as we have yet to solve for \( \kappa \). Following the discussion above on the boundary conditions, it was established that \( a(\Phi) = b(\Phi) = 0 \). Therefore, Eq. (3.6) simplifies to
\[
\kappa''(\Phi) + \frac{\kappa^3(\Phi)}{2} + (1 + \alpha) \kappa(\Phi) = 0.
\tag{3.9}
\]
Here, it is appropriate to highlight that the equation above, i.e., Eq. (3.9), which is describing the e-cone, may be interpreted as the spherical elastica problem\cite{40}—since \( \kappa \) denotes the normal curvature of a curve living on a sphere. Further, the solution for the spherical elastica problem, as written in Eq. (3.9), may be explicitly given in terms of elliptic functions. In this case,
\[ \kappa(\Phi) = \kappa_o \operatorname{cn} \left( \frac{\kappa_o}{2k} (\Phi - \Phi_o), k \right), \quad k = \frac{\kappa_o}{\sqrt{2\kappa_o^2 + 4(1 + \alpha)}}, \quad (3.10) \]

where \( \operatorname{cn}(., k) \) denotes the elliptic cosine function with elliptic modulus \( k \). In order to wrap up the solution of the e-cone problem, we still have to solve for \( \theta(\Phi) \) by integrating the following Ordinary Differential Equation (ODE):

\[ \frac{\cot[\theta(\Phi)] (1 - \theta'^2(\Phi)) - \theta''(\Phi)}{\sqrt{1 - \theta'^2(\Phi)}} = \kappa_o \operatorname{cn} \left( \frac{\kappa_o}{2k} (\Phi - \Phi_o), k \right), \quad (3.11) \]

where \( \theta(0) = \theta(2\pi) = \frac{\pi}{2}, \quad \phi(2\pi) = 2\pi - \frac{\psi}{2}, \quad \theta'(0) = \tan(\eta_1), \quad \theta'(2\pi) = \tan(\eta_2), \)

where there are five boundary conditions to solve a second order ODE in \( \theta \) and find three unknown constants: \( \kappa_o, k, \) and \( \Phi_0 \)—the unknown \( \alpha \) follows from Eq. (3.10) and reads\[ \alpha = \frac{\kappa_o^2}{4k^2} - \frac{\kappa_o^2}{2} - 1. \]

We proceed to numerically integrate Eq. (3.11) by a finite difference scheme for the ODE—using the Differential Quadrature Method on a Chebyshev grid—together with a Newton-Raphson based method to find the values of \( \kappa_o, k, \) and \( \Phi_0 \): some initial guesses are given for \( \kappa_o, k, \) and \( \Phi_0 \); the ODE is numerically integrated by finite difference for these guesses using the boundary conditions \( \theta(0) = \theta(2\pi) = \frac{\pi}{2} \); then a Newton-Raphson based method is used to iteratively find the values of the parameters \( \kappa_o, k, \) and \( \Phi_0 \) that satisfy the remaining boundary conditions (note that the ODE is numerically integrated at each step).

### 4. Discussion of the results

Numerical integration of Eq. (3.11) reveals—not surprisingly—the non-uniqueness of its solution for some values of \( \eta_1 \) and \( \eta_2 \). Indeed, we are dealing

---

12 Note that the solution given by Eq. (3.10) of the spherical elastica problem, i.e., Eq. (3.9), may be alternatively written using the delta amplitude function: \( \kappa(\Phi) = \kappa_o \operatorname{dn} \left( \frac{\kappa_o}{2k} (\Phi - \Phi_o), 1/k \right), \) or using the elliptic sine function (as in [28, 41]): \( \kappa(\Phi) = \kappa_o \operatorname{sn} \left( \frac{\kappa_o}{2k} (\Phi - \Phi_o) + K(k_1), ik_1 \right), \) where \( k_1 = \frac{\kappa_o}{\sqrt{\kappa_o^2 + 4(1 + \alpha)}}, \) \( i \) is the imaginary unit (\( i^2 = -1 \)), and \( K(.) \) is the elliptic integral of the first kind.

13 Recall from Eq. (2.4) that we already found \( \phi(\Phi) = \frac{\psi}{2} + \int_0^\Phi \frac{\sqrt{1 - \theta'^2(\zeta)}}{\sin[\theta(\zeta)]} d\zeta. \)
with a second order boundary value problem coupled with three boundary conditions acting as nonlinear constraints; as such, it does not necessarily have a unique solution. In what follows, we assume boundary conditions with mirror symmetry, i.e., \( \eta = \eta_1 = -\eta_2 \), and we set out to explore the structure of the solution space of Eq. (3.11). To do so, we track the solution orbits in an appropriately chosen phase space. A natural choice of such a space would be \( \{\eta, m_1\} \), where \( m_1 \) denotes the magnitude of the lips moment: the conjugate variable of the lips rotation \( \eta \). Note however that, from Eq. (3.8), the lips moment is proportional to the lips normal curvature \( \kappa_l \). Thus, we equivalently choose the phase space to be \( \{\eta, \kappa_l\} \). Indeed, having two lips means that \( \kappa_l \) may be equal to either \( \kappa(0) \) or \( \kappa(2\pi) \). In the case of a symmetric configuration, they are identical and the orbit is represented by a single curve; otherwise, they may be different and the orbit would be represented by two simultaneous curves, one for each lip.

In the presence of different configurations for the same set of boundary conditions (same \( \eta \) in the present case), barring any defects in the disk, the configuration that ought to be observed is the one with the lowest elastic energy. In order to examine the energy landscape of the solution space of Eq. (3.11), we first compute the elastic energy of a given e-cone configuration; following Eq. (3.1), it reads

\[
E = \ln \left( \frac{R_o}{R_i} \right) \frac{h^3 \mu(\lambda + \mu)}{6(\lambda + 2\mu)} \int_0^{2\pi} \kappa(\zeta)^2 d\zeta. \tag{4.1}
\]

From this point on, we will be looking at the rescaled energy \( \int_0^{2\pi} \kappa(\zeta)^2 d\zeta \) to perform such an examination. As \( \eta \) varies, the family of solutions \( \kappa \) of the governing ODE, i.e., Eq. (3.11), implicitly depend on \( \eta \). We may hence compute \( \frac{\partial^2 E}{\partial \eta^2} \left[ \int_0^{2\pi} \kappa(\zeta)^2 d\zeta \right] \) to evaluate the stability of any given solution.

Assuming mirror symmetric boundary conditions, we first look for symmetric solutions, i.e., solutions satisfying \( \theta(\Phi) = \theta(2\pi - \Phi) \). Fig. 4 shows the truncated symmetric solution orbits in the phase space \( \{\eta, \kappa_l\} \) for \( \psi = \frac{\pi}{5} \). Starting from the inextensibility limits \( |\eta| < \pi/4 \), as discussed earlier in §2, we find a unique solution on either ends and we rotate the lips to track the symmetric equilibrium orbits. We find two such orbits and the numerical computations performed suggest they do not connect. As a matter of fact, as shown in Fig. 4 there seems to be no equilibrium path of symmetric configurations leading from configuration \( A \) to its mirror image, configuration \( A^* \); instead, starting from \( A \), the e-cone symmetric configuration adopts increas-
Figure 4: Symmetric solution orbits for $\psi = \frac{\pi}{5}$ in the $\{\eta, \kappa_l\}$ phase space. The orbits “I” and “II” do not connect; they are a reflection of each other with respect to the origin $\{0,0\}$, such that two antipodal points correspond to configurations that mirror image each other, e.g., $A$ and $A^*$. The configurations $B-F$ show fundamental equilibrium states of the e-cone at $\eta = -\frac{\pi}{16}$.

ingly higher energy deformation states throughout its evolution along the orbit “I”. In particular, the configurations $B-F$ are a subset of the fundamental equilibrium states of the e-cone at $\eta = -\pi/16$ ordered alphabetically from lower to higher energy modes.

However, when the symmetry constraint is relaxed—allowing for the e-cone to adopt asymmetric configurations, yet still satisfying the mirror symmetric boundary conditions $\eta_1 = -\eta_2$—we are able to track another branch consisting of asymmetric unstable equilibrium states. This reveals a path connecting the two symmetric stable solution orbit branches. Recall, however, that unlike the symmetric configurations, the asymmetric configurations do not satisfy $\kappa(0) = \kappa(2\pi)$; the path of asymmetric unstable equilibria is hence represented in the phase space $\{\eta, \kappa_l\}$ by two simultaneous curves, one for each lip: $\text{III}_1$ for $\kappa(0)$ and $\text{III}_2$ for $\kappa(2\pi)$, as shown in Fig. 5. Looking for example at the configuration R, despite the mirror symmetry of the boundary conditions at its lips, i.e., $\eta = \eta_1 = -\eta_2$, this configuration is effectively asymmetric. In particular, the normal curvatures of its lips are given by the two simultaneous but different curves “$\text{III}_1$” and “$\text{III}_2$”. Alternatively, in Fig. 6 we show the representation of the same orbits in the phase space
Figure 5: The symmetric solution orbits and the connecting path of asymmetric unstable equilibria in the \{\eta, \kappa_l\} phase space for \(\psi = \frac{\pi}{5}\). The symmetric solution orbits “I” and “II” are connected via a pair of simultaneous paths of asymmetric unstable solutions \(\text{III} = (\text{III}_1, \text{III}_2)\); each individual path of which tracks the normal curvature of one of the lips—unlike the symmetric case where both lips have equal normal curvature.
Asymmetric unstable equilibria
Symmetric unstable equilibria

\[ \eta \]
\[ \hat{z}_a \]

Figure 6: An alternative representation of the symmetric solution orbits and the connecting path of asymmetric unstable equilibria shown in Fig. 5. In here, they are represented in the \{\eta, \hat{z}_a\} phase space for \( \psi = \frac{\pi}{5} \), where \( \hat{z}_a = \frac{z_a}{R_o} \), \( z_a \) being the deflection of the antipodal point to the slit as shown in the bottom right box.

\{\eta, \hat{z}_a\}, where \( \hat{z}_a = \frac{z_a}{R_o} \), \( z_a \) being the deflection of the antipodal point to the slit. Similarly to Fig. 5, the orbit branch of asymmetric unstable solutions “III” connects the two orbit branches of symmetric solutions “I” and “II”. In this case, however, we do not observe the breaking of the orbit “III” to two simultaneous orbits since we are tracking the deflection of a single point as opposed to two lips. Moreover, we also see that the asymmetric orbit passes through the origin point \{0, 0\}, thus highlighting the symmetry of the phase space with respect to the origin. In order to further understand the phase space orbits mapped above, we show the corresponding energy landscape in Fig. 7. We plot the rescaled elastic energy of each of the configurations on the orbits “I”-“III” as a function of the control parameter \( \eta \). Note that the stability limits of the symmetric orbits correspond to the inflection points shown therein, respectively. Also, it is interesting to note that orbit “III” presents a lower energy alternative to both orbits “I” and “II”.
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In both Fig. 5 & 6, starting from the inextensibility limit on the symmetric orbit “I” (“II”, respectively), i.e., $\eta > -\pi/4$, ($\eta < \pi/4$, respectively), the orbit describes a path of stable and symmetric configurations, e.g., configuration $P$ (configuration $P^*$, respectively) until it reaches its limit of stability, i.e., where the symmetric configuration is no longer stable. Beyond the stability limit, the e-cone may snap-through at any given point from its unstable state on orbit “I” (“II”, respectively) to the corresponding stable state on orbit “II” (“I”, respectively) along the line of equal $\eta$, e.g., snapping from configuration $Q$ to configuration $P^*$ (snapping from configuration $Q^*$ to configuration $P$, respectively). However, before reaching its stability limit, the e-cone encounters a branching point where a path, orbit “III”, of asymmet-
ric and unstable equilibrium configurations, e.g., configuration $R$, connects the two symmetric orbits. Although this path is of a unstable equilibria, it interestingly presents a lower energy alternative to the symmetric orbits as shown by the energy landscape of the solution space presented in Fig. 7. This suggests that it may be possible to drive the e-cone to follow path “III” before reaching the limit of stability. Nevertheless, since this branch is unstable, staying on that orbit requires fine control and additional constraints in order to prevent witnessing a snap-through transition. Indeed, unstable equilibria are notoriously hard to maintain experimentally [42].

5. Concluding remarks

Kirigami-inspired matematerials are on the rise and much of their applications are found in the realm of mechanics. It has become clear, from the short history of these materials, that an analytical grasp of their local mechanics is crucial to effectively use them in applications relating to programming both shape and effective mechanical properties. In this article, we have presented an analytical study of local kirigami mechanics. This amounts to studying the deformation of a thin sheet with a slit, the post-buckled shape of which yields the so-called e-cone. We have set out the problem in the framework of geometrically nonlinear plate theory and solved the outer post-buckling problem of e-cones. We found their shape as the solution of the spherical elastica problem. We also found a closed-form solution for the full stress field (traction, moment, and shear) around their apex in the case of a Saint-Venant-Kirchhoff plate model. Further, we were able to map out the full space of solutions and investigate the stability for the slit opening with mirror symmetric boundary conditions on the lips’ rotations.

These solutions are valid away from the apex of the e-cone, thus providing candidates to the outer-solution of a problem manifesting a logarithmic singularity at the tip of the slit. It is noteworthy that the nature of the e-cone is such that the opening of lips can be interpreted as an edge disclination of negative charge. This in turn leads to concentration of negative Gaussian curvature, which serves as a source of stress potential [32]. We believe that this is the source of the inherent singular nature of this problem, which corresponds to the inner-solution of a boundary layer problem partially resolving the crack tip singularity. Besides, we have observed that the post-buckled solution would only be compatible with a specifically chosen set of boundary traction, moment, and shear. This suggests that it would be necessary to
introduce a second boundary layer on the outer boundary of the e-cone to ensure the compatibility of the post-buckled solution with any chosen set of boundary conditions. Although these questions go beyond the scope of this article, we foresee that our work is part of a more complete story. We hope that, after having provided the community with the full space of post-buckling solutions corresponding to the outer-problem, more progress will be possible from past attempts in solving or offering fundamental insights to questions involving cracks on thin elastic plates and shells undergoing large out-of-plane deflections \[27, 28, 43, 44, 45\]. There are many applications in which having a full understanding of the post-buckling behaviour of cuts or cracks in thin structures would play a fundamental role; to name a few: aircraft fuselage fatigue under in- and out-of-plane loading \[46, 47\]; and tearing of brittle sheets \[48, 49, 50\].
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