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Abstract

Objectives: The main objective of this study is to compare the performance evaluation of ensemble based methods and neural network learning on various combinations of unigram, bigram, and trigram feature vector along with feature selection (IG) and feature reduction (PCA) for sentiment classification of movie reviews. Methods: Bagging and Adaboost are the techniques used in ensemble learning to learn the sentiment classifier to get better classification accuracy, using SVM, NB as a core learner for different models of attribute vectors. The classification results of the ensemble approach are compared with neural network learning for classification of movie reviews. Among the ensemble methods, AdaBoost with base learner SVM outperforms in classifying attribute vectors for model m-iii. The backpropagation algorithm is used to improve classification accuracy in the neural network learning and IG and PCA are used in sentiment classification to reduce the feature length and training time. Findings: The classification results of ensemble based approach are compared with neural network learning. Between the two ensemble based methods, Adaboost + SVM outperform in classifying the sentiment of movie reviews for m-iii feature vector. IG and PCA are used in sentiment classification in order to reduce the feature length. Between the IG and PCA methods, IG performs better than PCA. Among IG+AdaBoost+SVM and neural network learning methods, IG+AdaBoost+SVM performs better than neural network learning. Improvement: In our application, we are using the ensemble based methods and neural network learning, these methods are compared and analyzed the performance for various levels of feature vectors. A classification algorithm may be designed to analyze the performance with other neural network methods.
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1 Introduction

Sentiment analysis is a continuous study of knowledge discovery. This is a process for determining people’s thoughts, opinions and feelings about a given topic or item. “Sentiment analysis” is highly domain-dependent. The performance will differ considerably from one field to another that makes a very exciting and difficult task. Machine learning methods have been analyzed for classification performance. Ensemble learning and neural network learning have been applied in various relevance domains for the Sentiment classification.

Sentiment analysis aims to categorize product reviews or opinions into good or bad to measure the comprehensive customer sentiment behind their brand. But, the problem is that most sentiment analysis work uses simple terms to express sentiment about product or service. “There are three classification levels in sentiment analysis, document level, sentence level and aspect level sentiment analysis. Document level sentiment analysis aims to classify an opinion document as expressing a positive or negative opinion or sentiment. It considers the whole document a basic information unit. Sentence level sentiment analysis aims to classify emotion expressed in each sentence. Aspect level sentiment analysis aims to classify the sentiment with respect to an aspect of entities.”

With the development e-commerce and social networking websites, the social media has huge amounts of data. Opinions shared on social media websites play a prominent part in the analysis of the business industry. As the amount of posts has been expanding at a quick rate, analyzing comments written on social media becomes complex and difficult for the customer.

In Ref. [4], Xia et al. suggested an attribute ensemble plus specimen selection, to learn a new classification function. PCA based ensemble selections were used in FE for adaptation. The experimental analysis was carried out in sentiment classification on multi-domain dataset. The result showed that the SS-FE superior to individual FE and PCA-SS.

In Ref. [5], Namsrai et al. the authors use the attribute selection method to select a set of original attributes from the arrhythmia dataset. Attribute or feature selection was used in sentiment classification to decrease the dimensionality of attribute vector and reduce the training data size. The voting methods were used to measure the score for each classification in the ensemble, both for the classification error and for the feature selection rate. Experimental analysis was performed for arrhythmia dataset to classify the model based on voting approach. SVM, NB, Bayesian, decision trees are the base classifier used in voting approach. Among SVM, NB, Bayesian and feature based ensemble method classifiers used in voting approach, it has shown that feature selection based ensemble method performs better than other methods.

In Ref. [6], Gang Wang et al. proposed the ensemble method as a machine learning technique in which multiple classifiers are trained to enhance the classification accuracy for the algorithm. To increase the classification accuracy authors examined “bagging” and “boosting” strategies in learning approaches to ensemble learning. The information gain method was employed to recognize and eliminate the duplicate dataset from the original dataset. The methods DT and NB were used as base learners for bagging ensemble learning technique. IGF-Bagging performed better than bagging and boosting which uses a decision tree and NB as a base learner.

In Ref. [7], Xia et al. presented a sentiment analysis process to identify the function of commonly evaluating as either good or bad review. The part-of-speech (POS) based attribute selection and the feature relation based attribute selection was used in sentiment classification. An ensemble algorithm was implemented to incorporate various feature collection and classification algorithms. For each of the feature collection, authors investigated naive bayes (NB), maximum entropy (ME) and support vector machines (SVM) as a base learner. The evaluation was conducted on the various product dataset and film review dataset for the part-of-speech (POS) based ensemble. In part-of-speech based ensemble and word relation based ensemble, comparative study had taken based on three strategies. Strategy 1 is the results of individual classifiers, Strategy 2 is an ensemble along with classification algorithm and Strategy 3 is the grouping of attribute selection and supervised learning classification algorithm. Strategy3 outperformed in meta-classifier combination in sentiment classification.

In Ref. [8], Duncan, Brett, and Yanqing Zhang, discussed sentiment classification on twitter dataset. Bloggers rapidly spread negative comments or product assessments on digital worlds on commercial blogs. These negative remarks have often been hazardous to companies and could cause major damage. The neural network based measure was proposed to assist companies in quickly and effectively finding bad comments. Performance analysis had been performed for “feed forward pattern network”. The result recommended that the “principle component analysis (PCA)” was not effective feature reduction technique.

In Ref. [9], Tan, Songbo, and Jin Zhang proposed study for Chinese dataset using MI, CHI, IG and DF for attribute selection. Authors evaluated KNN, SVM, centroid classifier, winnow classifier and NB classifier. The classification results for Chinese review dataset were compared. The evaluation shows that IG outperforms the best for sentimental term selection than other feature selection methods. Among the various machine learning approaches, SVM performed best in experimental methods.

Consequently, we need a system of an opinion mining which allows for the collection of comments. Companies can use such opinion mining system to determine how the person perceives their product, how the match up to competition. It is perfectly natural to often rely on the comments and the knowledge of others during the purchasing of items. Individuals
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and businesses are generally always interested in the opinions of others such as if anyone wishes to buy a new product, what others think about the product and what they think about it\(^{(1)}\).

The key objective of the study would be to evaluate the performance with ensemble methods and neural network learning on various combinations of unigram, bigram and trigram feature vectors along with attribute choice and attribute reduction for opinion classification of movie reviews.

This paper consists of five sections. The introduction and literature surveys are discussed in section 1. The methodology is covered in section 2. Section 3 discusses performance validation. Section 4 contains the study outcome and discussions. Section 5 deals with the conclusion of this study.

### 2 Methodology

Ensemble learning methods such as “bagging” and “AdaBoost” are used to enhance the accuracy in classifying the review dataset. The movie review dataset is collected and the opinions are categorized into good or bad class labels. Opinions are preprocessed and the attributes are extracted. The extracted attributes are grouped based on unigram, bigram, and trigram. After preprocessing, the IG and PCA are used to reduce the dimensionality of the movie review dataset. An analysis is done to compare the outcome of the ensemble approaches and the neural network method and provide the best combination result.

The methodology for testing the different classification models has been described below.

1. Data preprocessing is performed to remove the irrelevant data.
2. Attribute vector space for the model, m-i is developed with unigram, the model, m-ii with unigram and bigram, and the model, m-iii with unigram, bigram, and trigram are developed.
3. IG on the models m-i, m-ii, m-iii to produce selected feature sets.
4. PCA on the models m-i, m-ii, m-iii to produce reduced feature sets.
5. The following classification models are developed with the models m-i, m-ii, m-iii
   (a) support vector machine (SVM) model
   (b) Naïve Bayes model
   (c) Bagging with support vector machine (SVM) model
   (d) Bagging with Naïve Bayes model
   (e) AdaBoost with support vector machine (SVM) model
   (f) AdaBoost with naive Bayes model
   (g) Neural Network (Backpropagation) model
6. The class label of the respective user opinion in the testing dataset is classified.
7. The performance measure accuracy and other measures are computed from the final table values.
8. Compare all the model’s performance values.

#### 2.1 Data preprocessing

In preprocessing steps, movie review datasets are preprocessed. The preprocessing includes tokenization, conversion of the upper case to lowercase, stop-word, stemming, and TF-IDF value is calculated for each feature in the review dataset. Tokenization is a process used to split the sentence into multiple words. Case transformation operation is used to convert the review upper case into a lower case. Stop words are words that no meaning to be used in a review dataset. The stemming process is used to remove suffix words from the given word in the dataset. The suffix characters are removed to reduce the word length in the dataset. The TF-IDF is a statistical measure which represents how important a feature for reviews. The number of times a feature occurs in a review is called “term frequency”. The inverse document frequency is a statistical weight used for measuring the importance of a feature in a review data and it can be calculated as follows

\[
TF = 1 + \log(1 + \log(f \text{requency}(w, D_w)))
\]

\[
IDF = \log\left(\frac{1 + D}{D_w}\right)
\]

Where D is the number of opinion reviews, and \(D_w\) is the number of terms w present in reviews. TF-IDF can be calculated as follows

\[
TF - IDF = TF \times IDF
\]
2.2 Attribute Selection and Attribute Reduction

In the general attribute selection and attribute reduction methods are used to reduce the dimension of feature vectors\(^{(12)}\). The selection of attributes is the procedure of selecting a sample of important attributes to be used in model development. Attribute reduction is finding a subspace that has less dimension that of original feature space. The popular feature selection and reduction methods, information gain (IG) and principle component analysis (PCA) are used as the dimension reduction of the feature.

2.2.1 Information Gain (IG)

IG is a method of selecting attributes. The preprocessed data of the review dataset are given as input for feature selection. “It is used to reduce bias towards multi-valued attributes by taking the number and size of branches into account when choosing an attribute. It is applied to attributes that can take on a large number of distinct values and might learn the training set too well. It is often used to select which of the attributes are the most frequently used in the dataset.”\(^{(13)}\)

2.2.2 Principal Component Analysis (PCA)

The PCA is commonly used as a statistical technique. In PCA technique, the original data space is mapped into the standardized transformation matrices. The covariance matrix for each word in a given review dataset is calculated and the correlation matrix is also calculated from the covariance matrices. The correlation matrix shows how the words in the dataset are strongly correlated. The value ranges from -1 to 1 in the correlation matrix. It is represented in a symmetric matrix. If the correlation value is -1, then the attribute is negative. If the correlation value is +1, then the attribute is positive. If the correlation value is 0, then the word is equally correlated\(^{(12)}\). If the variance covered is 0.1 then more words can be reduced and gives less accuracy. If variance covered is 0.95 then less words can be reduced and gives less accuracy. If variance is between 0.4 and 0.5, then average words are reduced and give more accuracy. The feature can be reduced based on variance used and sample features along with PCA weight.

2.3 Bagging

The bagging algorithm generates a series of models for learning a system in which every model provides a prediction with equal weight. The classifier is trained on a selection of review words taken from the training set and predicts the class label for each word in each classifier. Then each classifier returns its majority vote and predicts the class label to word for unknown sample X. Where M is the model to construct the classifier and P is the predicted output value for each classifier\(^{(14,15)}\). The bagging algorithm works as follows. Given Training reviews dataset R of X={X\(_1\), X\(_2\) ... X\(_n\)} and class label Y= {positive, negative} training words. For each iteration k (i.e. k=10), training words are sampled with replacement with the original set of review data. For each training dataset, the classifier learns and returns its majority votes classify unknown test sample attribute and gives the class label with most labels.

2.4 Adaptive boosting

AdaBoost algorithm work as follows. Given a training review dataset R of X={X\(_1\), X\(_2\) ... X\(_n\)} and Y= {positive, negative} training words. The AdaBoost assigns each training data to an equal weight of \(1/Y\), for each iteration k (i.e. k=10), the training words from movie reviews dataset R are sampled and derive a model M using a base classifier and calculate the error for each classifier \(M_{i}^{(16,17)}\). The inaccuracy value of a model M and the misclassification value of attribute X\(_j\) is calculated. If the review word is misclassified then error \((M_{i})\) is 1 otherwise it is 0. The error \((M_{i})\) is above 0.5 then reinitializes the weight and go to another distribution because the performance is poor when error rate exceeds 0.5. At each iteration, weights for the correctly classified training words are updated. The weights for each training data are standardized as a result of their addition of the weight is the same as the addition of the old weight. Boosting assigns a weight to each classifier's vote, based on how well the classifiers performed. The classifier error rate is lower, accuracy gets more. After calculating the weight for each classifier, sum the weight of each classifier that assigns class c to X. The class with the high score weight is returned as the class prediction.

2.5 Support Vector Machine (SVM)

Support Vector Machine (SVM) is a best classification method for linear as well as non-linear sentiment dataset. The “support vector machine” is used to evaluate opinion data used for classification\(^{(18)}\). Let R be the movie review dataset with class labels positive and negative. Movie review dataset is viewed by a non-dimensional attribute vector X={X\(_1\), X\(_2\) ... X\(_n\)} and Y= {positive, negative}, positive represents a positive attribute label and negative represents a negative attribute label. Based on a maximal
marginal hyperplane is calculated as follows

$$d \left( X' \right) = \sum_{i=1}^{l} Y_i a_i x_i X' + b_i$$  \hspace{1cm} (4)

$X_i$ is the set of training words in movie reviews, $Y_i$ is the good or bad attribute label, $X_i$ is the testing words, $a_i$, $b_i$ are the parameter to determine automatically by an optimized support vector. If $d(X')$ is positive, then $X'$ needs to fall on or above the maximal marginal hyper plane and so the SVM predicts that $X'$ as a positive (good) attribute label otherwise $X'$ is a negative (bad) attribute label.

### 2.6 Naive Bayes (NB)

The naive bayes (NB) is one of supervised learning classification algorithms. Let $R$ be the movie review dataset with class labels positive and negative. Each review dataset $R$ is viewed by “n-dimensional” attribute vector, $X=\{X_1, X_2, \ldots, X_n\}$. The probability of each class label negative and positive, $P (C_{\text{positive}})$ and $P (C_{\text{negative}})$ can be computed based on the training words and conditional probabilities $P (X|C_{\text{positive}})$ and $P (X|C_{\text{negative}})$ and each attribute vector needs to be maximized $P (X|C_i) P (C_i)$ \(^{(19)}\).

### 2.7 Neural Network Learning

Backpropagation algorithm is a technique in neural network learning. It learns by iteratively processing reviews dataset of training words, comparing the network prediction for each word with a class label (positive/ negative). The words in the review dataset are entered and passed through the input neurons and are sent to a second layer known as hidden neurons. The input and output for the units in the hidden layer can be calculated from a weighted sum of input neurons along with weight at input level. The weighted output of the hidden unit is input to the output nodes, which provide network prediction of the given word in the dataset \(^{(20,21)}\). The user needs to determine the topology of the network, specifying a bias value, and specifying the learning value for the algorithm between 0.1 and 0.9.

### 3 Performance Validation

A confusion matrix includes information on classification actual and predicted classifications. Table 1 displays confusion matrix for a classifier of two classes. The matrix column shows the instance in the predicted class whereas the instance in an actual class is represented each row.

| Actual   | Predicted |         |
|----------|-----------|---------|
|          | Negative  | Positive|
| Negative | True Negative (TN) | False Positive (FP) |
| Positive | False Negative (FN) | True positive (TN) |

“Accuracy” is defined as proportions of total number of predictions were correct. “Precision” is defined as the ratio of estimated positive words, recall as the correctly identified ratio of positive words. “F- Measure” is defined as proportion of precision and recall of correctly identified instances. Performance measures can be calculated from the confusion matrix.

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}$$  \hspace{1cm} (5)

$$\text{Precision} = \frac{TP}{TP + FP}$$  \hspace{1cm} (6)

$$\text{Recall} = \frac{TP}{TP + FN}$$  \hspace{1cm} (7)

$$F - \text{Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$  \hspace{1cm} (8)
4 Experimental Result

In this Section, comparison studies are performed with two feature selection techniques (IG, and PCA), two classifiers (SVM, and NB), two ensemble methods, and back propagation. These methods are discussed in the methodology section. The features are extracted from the movie review dataset. The attribute vector model is developed with a TF-IDF measure. The attributes are grouped as “unigram”, “bigram”, and “trigram”. The impact of an attribute size is identified in three models and its features shown in Table 2. The model, m-i is described as attribute vector with unigram, m-ii is viewed as an attribute vector with bigram, and m-iii is viewed as an attribute vector with trigram.

The weka tool is used to identify the PCA of models m-i, m-ii, and m-iii. The stopping rule used is an eigenvalue, which is greater than value 1. The number of “principal components” is reduced to 165, 150, and 147 for the models, m-i, m-ii, and m-iii. Cumulative variance of 30% gained for the models, m-i, m-ii, and m-iii feature vector. The variance percentage is also reduced based on the stopping rule selected. The “information gain” value for the models, m-i, m-ii, and m-iii is identified by setting the threshold value of 0.002. Table 3 displays an attribute reduced set of IG and PCA.

The SVM and NB are the base learners used in “ensemble learning” technique to classify training and testing dataset. The support vector machine that uses the kernel function, the chosen kernel type normalized poly kernel with a default value of kernel parameter. A backpropagation algorithm is used in neural network learning. The parameter for momentum is set to 0.2, learning value is assigned to 0.3 along with training time is assigned to 50.

4.1 Comparison of Classifiers

Based on the workflow, the performance of different classification algorithms are analyzed on various combinations of unigram, bigram, and trigram attribute vectors. In this analysis, accuracy is used to evaluate the various approach to the movie review dataset. All studies have been verified through tenfold cross-validation. Table 4 shows the experimental results when using the classifiers together with IG and PCA. The result in Table 4, shows that the combination of IG, SVM, and m-iii achieved 84.40% best accuracy.

### Table 2. Properties of Input data

| Properties           | m-i  | m-ii | m-iii |
|----------------------|------|------|-------|
| Number of reviews    | 2000 | 2000 | 2000  |
| Positive Review      | 1000 | 1000 | 1000  |
| Negative Review      | 1000 | 1000 | 1000  |
| Number of feature    | 1160 | 1138 | 1144  |
| Type / Model         | Unigram | Bigram | Trigram |

### Table 3. Three Model Description

| Properties                  | m-i | m-ii | m-iii |
|-----------------------------|-----|------|-------|
| Number of feature           | 1160| 1138 | 1144  |
| Variance covered            | 0.37| 0.37 | 0.37  |
| Threshold value             | 0.002| 0.002| 0.002 |
| Number of principal components | 165| 150  | 147   |
| Number of feature in IG     | 168 | 153  | 150   |

The classification results of NB show that accuracy result is comparatively lesser than other classifier. NB is not an efficient algorithm on bigram. The reason for higher error rate performance is that all features are independent. The classification results obtained for feature selection IG, ensemble bagging and classifiers, SVM and NB combinations and feature reduction PCA, ensemble bagging, and classifiers, SVM and NB combination results are tabulated in Table 5. The results in Table 5, shows that the model, m-i, feature selection IG, ensemble bagging, and classifier, SVM combination outperformed than other models. The combination of PCA, bagging, and the model, m-ii gives less accuracy of 78.90%. The classification results of NB show that accuracy result is comparatively lesser than all other hybrid model. NB is not an efficient algorithm on bigram. The reason for less accuracy performance is that all features are independent.
The classification results attained for feature selection IG, ensemble AdaBoost and classifiers, SVM, and NB combinations and also feature reduction PCA, ensemble AdaBoost and classifiers, SVM and NB combinations are tabled in Table 6. The results presented in Table 6 show that model, m-ii, feature selection IG, ensemble AdaBoost, classifier, SVM combination outperformed other models. The combination of PCA, AdaBoost ensemble, and the model, m-iii gives less accuracy of 79.45%. The classification results of NB show that accuracy result is comparatively lesser than all other hybrid model. The NB is not an efficient algorithm on trigram.

Table 7, shows the classification result of IG along with AdaBoost and SVM, and the combination of IG, Neural Network. It can be observed from Table 7, combination of AdaBoost, classifier SVM performs better than other model. The performance of feature selection IG, ensemble AdaBoost, and classifier SVM outperformed than IG, Neural Network. Compared with two methods, model, m-iii, AdaBoost, and SVM combination predicts high accuracy of 84.45%. the results show that the combination of IG, NN, model, m-ii provide a less accuracy value of 80.35%.

Among all models, model, m-iii of AdaBoost, SVM predicts reviews with high accuracy of 84.45%. This shows that this model predicts positive reviews that were correctly classified as positive reviews and negative reviews were correctly classified as negative reviews for trigram feature. Among all models, the combination of PCA, Bagging, model, m-iii gives less accuracy of 78.90%. This shows that this model predicts negative reviews that were incorrectly classified as positive reviews and vice versa.
for trigram feature. Figure 1, depicts the ROC curve for different classifiers with IG and PCA as feature selection and feature reduction. Figure 2, depicts the ROC curve for Neural Network and AdaBoost. In Figure 1, and 2, X-axis is a false positive rate and Y-axis is a true positive rate. The combination of AdaBoost, SVM classifier is known to perform better than other methods.

5 Summary & Conclusion

In this study, movie reviews are collected and preprocessed. The features are extracted from the movie review dataset and the attribute vector model is developed with a TF-IDF measure. The attributes are grouped as "unigram", "bigram", and "trigram" and the impact of an attribute size is identified in three models. We empirically compared two feature selection techniques (IG, and PCA), two classifiers (SVM, and NB), two ensemble methods, and Back propagation. Between the IG and PCA methods, IG performs better than PCA. Between the two ensembles methods and Back propagation, AdaBoost + SVM outperform in classifying the sentiment of movie reviews for m-iii feature vector.
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