Direct $Q$-Value Determination of the $\beta^-$ Decay of $^{187}$Re
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The cyclotron frequency ratio of $^{187}$Os$^{29+}$ to $^{187}$Re$^{29+}$ ions was measured with the Penning-trap mass spectrometer PENTRAP. The achieved result of $R = 1.0000001382(5)$ is to date the most precise such measurement performed on ions. Furthermore, the total binding-energy difference of the 29 missing electrons in Re and Os was calculated by relativistic multiconfiguration methods, yielding the value of $\Delta E = 53.5(10)$ eV.

Finally, using the achieved results, the mass difference between neutral $^{187}$Re and $^{187}$Os, i.e., the $Q$ value of the $\beta^-$ decay of $^{187}$Re, is determined to be $2470.9(13)$ eV.

At 2.5 keV, the $\beta^-$ decay of $^{187}$Re has the smallest decay energy ($Q$ value) among beta transitions between nuclear ground states. By investigating its $\beta^-$ spectrum, multiple aspects of fundamental physics can be studied. Among them are the determination of the neutrino rest mass [1–3], the search for hypothetical sterile neutrinos [4, 5], weak interaction symmetry tests [6], and a test of low-energy electron-electron interactions [1][7].

The $Q$ value is the key parameter for the description of the spectrum. It can be deduced from the $\beta^-$ spectrum itself via the Kurie plot [8]. However, if the experimentally measured spectrum is affected by systematic effects, and/or if the shape of the spectrum is not accurately known, the extracted $Q$ value may significantly deviate from the “true” one. High-precision Penning-trap mass spectrometry (PTMS) provides a direct and independent way for the determination of the $Q$ value by measuring the mass difference between the parent and daughter nuclides. In order to examine possible effects, which can affect the shape of the spectrum, the directly measured $Q$ value should be known with an uncertainty similar to the energy resolution of the detector, which for modern cryogenic microcalorimeters (CM) is on the order of a few eV in the energy range of a few keV.

Because of a long half-life of 41.2 Gy, the $\beta^-$ decay of neutral $^{187}$Re is usually recorded in a solid state where a large concentration of $^{187}$Re atoms can be found. The electron emitted from such a decay process is most likely to be trapped in the corresponding material, and the singly charged $^{187}$Os$^+$ ion will be eventually neutralized. As a result, the kinetic energy (except that from the antineutrino) released from the $\beta^-$ decay can be transformed into heat that can be measured by CM [2][9][10]. Thus, the mass difference $\Delta M$ of neutral $^{187}$Re and $^{187}$Os atoms can be considered approximately equal to the $Q$ value of the $\beta^-$ decay of $^{187}$Re in solid state, which can be inferred from the endpoint energy $E_0$ recorded by the CM. The difference of up to a few eV between the $Q$ value and $\Delta M$ can arise from solid state effects that may shift binding energies for $^{187}$Re and $^{187}$Os atoms in a rhenium crystal. Thus, a direct determination of the $\Delta M$ by PTMS will probe the validity of the theoretical model employed to describe the $\beta^-$-decay spectrum, and might point at possible systematic effects inherent in the CM technique.

The endpoint energy $E_0$ recommended by the atomic mass evaluation (AME) [11] is 2466.7(16) eV. The only direct measurement of the $\Delta M$ was carried out with SHIPTRAP, yielding $\Delta M = 2492(33)$ eV [12]. A necessary improvement toward an eV level in the precision of $\Delta M$ determination is required. It has become possible with the development of the experiment PENTRAP [13][16] and elaborate calculations of the electron binding energies in Re and Os atoms.

In this Letter, we report on a mass-difference $\Delta M$ measurement of $^{187}$Re and $^{187}$Os with an uncertainty of 1.3 eV. For this, the measurement of the cyclotron-frequency ratio $R$ of $^{187}$Os$^{29+}$ to $^{187}$Re$^{29+}$ ions and the theoretical calculation of the binding energy difference $\Delta E = E_{^{187}\text{Re}^{29+}} - E_{^{187}\text{Os}^{29+}}$ are combined. Here, $E_{^{187}\text{Re}^{29+}}$ and $E_{^{187}\text{Os}^{29+}}$ are the binding energy of the 29 missing electrons in Re and Os, respectively. In PTMS, the cyclotron frequencies $\nu_c = \frac{1}{2\pi m} E_0$ of ions with charge $q$ and mass $m$ in a uniform magnetic field $B$ are compared. The ion’s cyclotron frequency is determined by measuring the eigenfrequencies $\nu_+, \nu_-$ and $\nu_0$ of the ion in a Penning trap and by applying the invariance theorem $\nu_c^2 = \nu_+^2 + \nu_-^2 + \nu_0^2$ [17]. The $\Delta M$ is determined as

$$\Delta M = \left[ m_{^{187}\text{Os}} - 29m_e - E_{^{187}\text{Os}^{29+}} \right] [R - 1] + \Delta E,$$

(1)

where $m_e$ is the electron mass [18] and $m_{^{187}\text{Os}}$ is the mass of the neutral $^{187}$Os atom. The masses are given in energy units. Since $(R - 1) \sim 10^{-8}$, the contributions of the $E_{^{187}\text{Os}^{29+}}$
The ions’ eigenfrequencies are measured as follows. Since the magnetron frequency $\nu_c$ is almost exactly the same for ions of both nuclides, it is measured once with a moderate uncertainty. Thus, the procedure reduces to a simultaneous measurement of the reduced cyclotron frequency $\nu_z$ with the phase-sensitive pulse-and-phase technique [22, 23] and the axial frequency $\nu_c$ with the “single-dip” method [24]. The measurement is performed synchronously on two ions situated in two traps, giving an additional flexibility in the analysis of the acquired data. A set of 3 ions is loaded into the starting position 1 (Fig. [1b]). The first and the last ion is $^{187}\text{Re}^{29+}$; the middle one is $^{187}\text{Os}^{29+}$. The $\nu_c$ and $\nu_z$ frequencies of the ions in trap 2 and trap 3 are then measured for approximately 15 min. Afterwards, the ions are moved by consecutive adiabatic transport into the neighboring traps [position 2 in Fig. [1b]] with subsequent measurements of their eigenfrequencies for again about 15 min. This procedure is repeated until the measurement is stopped. The measurements take place at nights and on weekends when the stray magnetic field and the temperature fluctuations in the laboratory are minimal. Typically, between the night measurements the traps are emptied and a new set of three ions is loaded. In this way, the systematic frequency shifts due to a potential presence of unwanted additional ions circling on large orbits in the traps are avoided. A measurement with the same set of ions is called a data block. The total measurement campaign consists of 10 such data blocks (see Fig. [2] top).

Several methods are employed for the $\nu_c$ data analysis to provide a reliable assessment of the statistical and systematic uncertainties. Although based on method-specific assumptions and approximations, all methods yield statistically equal frequency ratios with similar uncertainties. The mean between the values obtained using the applied analysis methods is considered the final cyclotron frequency ratio to be used for the determination of the $\Delta M$. Since the complete detailed data analysis will be published soon in a dedicated paper [19], only the so-called “polynomial” method, which has already become conventional in the PTMS community [15, 16, 25], is presented here. The method is based on the reasonable assumption that the time dependence of the magnetic field drift and, hence, of the $\nu_c$ drift can be approximated...
FIG. 2. Top: the cyclotron frequencies of $^{187}\text{Os}^{29+}$ and $^{187}\text{Re}^{29+}$ ions in trap 2 (in red, left ordinate) and trap 3 (in blue, right ordinate) acquired over the entire measurement campaign, giving, in total, about 1100 $\nu_c$ data points. Middle four plots: enlargement of data block 4 plotted at the top. The interval is divided into five sub-blocks and the simultaneous fit of the third-order polynomials is applied to each sub-block for both traps (solid curves). Alternatively, a fifth-order polynomial was found to be the most reasonable model for the entire data block using the corrected Akaike information criterion as a model quality estimator (dashed purple curves). A common drift of $-2.4$ mHz/h is subtracted for the sake of clarity of the scattered data points. Bottom: the corresponding cyclotron frequency ratios $R_{sb}$ determined for each sub-block for both traps. The black line and the gray shaded band are the weighted mean of the $R_{sb}$ values for both traps and its statistical uncertainty, respectively.

FIG. 3. The cyclotron frequency ratios $R_{sb}$ determined over the entire measurement campaign for trap 2 (left) and trap 3 (right). The ratios are calculated by fitting polynomials of the third order to the sub-blocks of data, as shown in Fig. 2, middle. The weighted mean value and its statistical uncertainty for each trap are represented by the black line and the gray shaded band, respectively.

by a polynomial. Thus, the $\nu_c$ frequency drift of Os and Re ions is approximated by two polynomials that differ only by a coefficient of proportionality $R$. The frequency ratios $R$ are then obtained from the simultaneous fit of two polynomials to the chosen $\nu_c$ dataset.

Two approaches have been used within the polynomial method. The first approach is based on the division of each data block into two-hour long sub-blocks. The polynomials of third order are then fitted to the $\nu_c$ dataset of each sub-block (Fig. 2 middle), thus yielding a sub-block frequency ratio $R_{sb}$ (Fig. 2 bottom). The final frequency ratio and its internal and external uncertainties [26] are determined by a weighted average of all $R_{sb}$ values from trap 2 and trap 3 (Fig. 3). The final uncertainty is the larger of the internal and external uncertainties. This approach has a certain degree of freedom in the choice of the polynomial order and the size of the sub-block. This is accounted for by a variation of the sub-block size and the polynomial order with a subsequent adjustment of the uncertainty of the final frequency ratio. For the second approach, the entire data block is subject to the polynomial fit. The polynomial order is chosen on the basis of the corrected Akaike information criterion [27].
Ultimately, the final cyclotron frequency ratio is $R_{\text{final}} = 1.000 \times 1382(5)(1)$, where the values in parentheses are the statistical and systematic uncertainties, respectively. Hereinafter, the digits in parentheses are the one-standard-deviation uncertainty in the last digits of the given value. The systematic uncertainty is dominated by the uncertainty in the determination of the ion cyclotron frequency due to a non-linear deviation of the pulse-and-phase readout part from the real phase of the ion cyclotron motion. Since the fractional mass difference between the $^{187}$Re$^{29+}$ and $^{187}$Os$^{29+}$ ions is only $10^{-8}$, all other contributions to the systematic uncertainty in the determination of the final ratio due to, for example, image charge shift, relativistic shift, the anharmonicity of the trap potential, and the inhomogeneity of the magnetic field are well below $10^{-12}$ and hence can be neglected [19].

In order to determine the $\Delta M$ from $R_{\text{final}}$, the total binding energy of the 29 outermost electrons $E_{\text{Re}}^{29+}$ in the Re atom and $E_{\text{Os}}^{29+}$ in the Os atom, and their difference $\Delta E$, is subject to theoretical calculations. For this, two fully relativistic multiconfiguration methods are employed. The first one is the multiconfiguration Dirac-Hartree-Fock method (MCDHF) [25, 29] and its combination with the Brillouin-Wigner many-body perturbation theory [30, 31]. While the ground state of the Re$^{29+}$ ion is a simple configuration $[\text{Kr}]4d^{10}1s_0$, the neutral Re atom is in the $[\text{Xe}]4f^{12}5d^66s^26p_{3/2}6d_{5/2}$ electronic state. The Os ion and atom have an additional electron compared to their Re counterparts, thus their ground states are the $[\text{Kr}]4d^{10}4f^25d_{3/2}$ and $[\text{Xe}]4f^{15}6s^26d_5^5D_4$ configurations, respectively. Within the MCDHF scheme, the many-electron atomic state function is given as a linear combination of configuration state functions (CSFs) with a common angular momentum, magnetic and parity quantum numbers. The CSFs are constructed as $jj$-coupled Slater determinants of one-electron orbitals. Using the GRASP2018 code package [31], we systematically expand the active space of virtual orbitals used in the generation of CSFs by electron exchanges to monitor the convergence of the binding energy differences, and to assess their calculational uncertainties. The set, consisting of 4 to 5 million CSFs, is generated with single and double electron exchanges from the $3p_6s$ states up to $9h$, with the virtual orbitals optimized layer by layer. By doing so, we obtain $E_{\text{Re}}^{29+} = 10894.5(259)$ eV and $E_{\text{Os}}^{29+} = 10947.9(246)$ eV, with the electron correlation effects contributing tens of eVs. Nevertheless, correlation terms and errors largely cancel in the binding energy difference $\Delta E = E_{\text{Re}}^{29+} - E_{\text{Os}}^{29+}$ due to the similarities of the two atoms and ions. Thus, the MCDHF method yields a rather accurate value of $\Delta E_{\text{MCDHF}} = 53.4(10)$ eV.

A check with an independent MCDHF code [32], using a more limited set of configurations but with all orbitals fully relaxed and with all-order Breit interaction in the correlation evaluation (see, e.g., [33] and references therein) gives a similar value $\Delta E_{\text{BMCDHF}} = 53.9(15)$ eV. It is worth noticing that this result is strongly dominated by the Coulomb interactions.

In another set of calculations performed with the QUANTY package [34], the Hilbert space is spanned by multi-Slater-determinant states constructed from relativistic Kohn-Sham single-electron orbitals, obtained from the density functional code FPLO [35], using the local spin density functional [36]. On this basis, the Dirac-Coulomb-Breit Hamiltonian is solved. In order to make the calculations tractable, the number of Kohn-Sham orbitals is restricted to a finite set. Within the resulting large but finite Hilbert space, the determinant states are selected by including only determinants with a significant contribution to the state of interest [37]. The basis set is converged such that the variance of the energy reaches the required accuracy, which was set to $10^{-6}$. To benefit from error cancellation, the difference in binding energies is calculated as $\Delta E = E_{\text{Os}}^{29+} - E_{\text{Re}}^{29+}$, where $E_{\text{Os}}^{29+}$ and $E_{\text{Re}}^{29+}$ are the energy differences between Os and Re in their neutral and 29-fold ionized ground states, respectively. Orbitals up to $n_{\text{max}} = 7$ are included. To extrapolate to $n_{\text{max}} = \infty$, results for calculations with $n \leq 5, n \leq 6, n \leq 7$ are compared. By successively increasing the number of configurations, the binding energy difference and error estimate are extrapolated to $\Delta E_{\text{Quanty}} = 53.4(13)$ eV.

The final value $\Delta E_{\text{final}} = 53.5(10)$ eV is obtained from the averaging the theoretical results $\Delta E_{\text{MCDHF}}, \Delta E_{\text{BMCDHF}}$ and $\Delta E_{\text{Quanty}}$, weighted with their inverse uncertainties. Since the employed theoretical methods are not fully independent, the 1.0-eV lowest uncertainty among the three theoretical uncertainties is used for $\Delta E_{\text{final}}$.

Finally, with the experimentally measured cyclotron frequency ratio $R_{\text{final}}$ and the theoretically calculated electron binding energy differences $\Delta E_{\text{final}}$, the mass diff-

![FIG. 4. The blue filled circles are endpoint energy values $E_0$ obtained from the analysis of the $\beta^-$ decay of $^{187}$Re in Alessandrello [9], Galeazzi [10], Arnaboldi [2]. The green empty circle is the evaluated $Q$ value from AME [11]. The red filled square is the $\Delta M$ (in energy units) determined in this work.](image-url)
ference between neutral $^{187}\text{Re}$ and $^{187}\text{Os}$ is determined to be 2470.9(13) eV (see Table [1]), which is 25 times more accurate than the previous SHIPTRAP result. Fig. [4] shows the comparison between the three most precise endpoint energy values $E_0$ obtained by different groups using cryogenic microcalorimetry, the evaluated $Q$ value from AME, and the $\Delta M$ obtained in the present work. Within two combined standard deviations, the value obtained in the present work agrees with the value of 2466.7(16) eV derived by AME [11]. The small difference between the values might be caused by solid state effects in rhenium crystal and thus spurs the need for a more precise $Q$ value or $\Delta M$ determination by both techniques. Although further high-statistical-accuracy of the $^{187}\text{Re}$ $\beta^-$ spectrum faces certain difficulties, mostly related to demanding technical requirements to the cryogenic microcalorimetric technique, the obtained result may stimulate the resumption of the activities on the accurate $^{187}\text{Re}$ decay spectra acquisition for the benefit of multiple researches in fundamental physics.
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