Transport properties of Lévy walks: An analysis in terms of multistate processes
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Abstract – Continuous time random walks combining diffusive and ballistic regimes are introduced to describe a class of Lévy walks on lattices. By including exponentially distributed waiting times separating the successive jump events of a walker, we are led to a description of such Lévy walks in terms of multistate processes whose time-evolution is shown to obey a set of coupled delay differential equations. Using simple arguments, we obtain asymptotic solutions to these equations and rederive the scaling laws for the mean squared displacement of such processes. Our calculation includes the computation of all relevant transport coefficients in terms of the parameters of the models.

Random walks described by Lévy flights give rise to complex diffusive processes [1–4] and have found many applications in physics and beyond [5–8]. Whereas the random walks associated with Brownian motion are characterized by Gaussian propagators whose variance grows linearly in time, the propagators of Lévy flights have infinite variance [9–11]; they occur in models of random walks such that the probability of a long jump decays slowly with its length [12].

By considering the propagation time between the two ends of a jump, one obtains a class of models known as Lévy walks [13–19]. A Lévy walker thus follows a continuous path between the two end points of every jump, performing each in a finite time; instead of having an infinite mean squared displacement, as happens in a Lévy flight whose jumps take place instantaneously, a Lévy walker moves with finite velocity and, ipso facto, has a finite mean squared displacement, although it may increase faster than linearly in time.

A Lévy flight is characterized by its probability density of jump lengths $x$, or free paths, which we denote $\phi(x)$. It is assumed to have the asymptotic scaling, $\phi(x) \sim x^{-\alpha-1}$, whose exponent, $\alpha > 0$, determines whether the moments of the displacement are finite. In particular, for $\alpha \leq 2$, the variance diverges.

In the framework of continuous time random walks ([5], Chapt. 10 and 13), a probability distribution $\Phi(r,t)$ of making a displacement $r$ in a time $t$ is introduced, such that, for instance, in the so-called velocity picture, $\Phi(r,t) = \phi(|r|)\delta_D(t - |r|/v)$, where $v$ denotes the constant speed of the particle and $\delta_D(.)$ is the Dirac delta function. Considering the Fourier-Laplace transform of the propagator of this process, one obtains, in terms of the parameter $\alpha$, the following scaling laws for the mean squared displacement after time $t$ [13,20]:

$$
\langle r^2 \rangle_t \sim \begin{cases} 
    t^2, & 0 < \alpha < 1, \\
    t^2/\log t, & \alpha = 1, \\
    t^{3-\alpha}, & 1 < \alpha < 2, \\
    t \log t, & \alpha = 2, \\
    t, & \alpha > 2.
\end{cases}
$$

(1)

In this letter, we consider Lévy walks on lattices and generalize the above description, according to which a
new jump event takes place as soon as the previous one is completed, to include an exponentially distributed waiting time which separates successive jumps. This induces a distinction between the states of particles which are in the process of completing a jump and those that are waiting to start a new one. As shown below, such considerations lead to a theoretical formulation of the model as a multistate generalized master equation [21–23], which translates into a set of coupled delay differential equations for the corresponding distributions.

The physical motivation for the inclusion of an exponentially distributed waiting time between successive jump events stems, for instance, in the framework of chaotic scattering, from the time required to escape a fractal repellor [24,25], or, more generally, the time spent in a chaotic transient [26]. In the framework of active transport, such as dealing with the motion of particles embedded within living cells [27], such waiting times may help model the complex process related to changes in the direction of propagation of such particles. This is also relevant to laser cooling experiments [28], where a competition in the damping and increase of atomic momenta induces a form of random walk in momentum space. The times spent by atoms in small momenta states typically follow exponential distributions.

The stop-and-go patterns of random walkers thus generated have been studied in the context of animal foraging [29]. Such search strategies have been termed saltatory. In contrast to classical strategies, according to which animals either move while foraging or stop to ambush their prey, a saltatory searcher alternates between scanning phases, which are performed diffusively on a local scale, and relocation phases, during which motion takes place without search. Examples of such intermittent behaviour have been identified in a variety of animal species [30,31], as well as in intracellular processes such as proteins binding to DNA strands [32]. Visual searching patterns whereby information is extracted through a cycle of brief fixations interspersed with gaze shifts [33] provide another illustration in the context of neuroscience. One can also think of applications to sociological processes, for instance when interactions between individuals are sampled at random times, independently of the underlying process [34].

From a mathematical perspective, an important question that arises in the framework of foraging is that of optimal strategies [35]. As reported in [36], Lévy flight motion can, under some conditions on the nature and distribution of targets, emerge as an optimal strategy for non-destructive search, i.e., when targets can be visited infinitely often. For destructive searches on the other hand, intermittent search strategies with exponentially-distributed waiting times provide an alternative to Lévy search strategies, which turns out to minimize the search time [37]. The processes we analyze in this letter, although they are restricted to motion on lattices, can be thought of as extensions of intermittent search processes to power-law–distributed relocation phases which are typical of Lévy search strategies, thus opening a new perspective.

We show below that, inasmuch as the dispersive properties are concerned, a complete characterisation of the process can be obtained, which reproduces the scaling laws (1), as well as yields the corresponding transport coefficients, whether normal or anomalous. These results also elucidate the incidence of exponential waiting times on these coefficients.

**Lévy walks as multistate processes.** – We call propagating the state of a particle which is in the process of completing a jump. In contrast, the state of a particle waiting to start a new jump is called scattering
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1Bénichou et al. [37] refer to these two states as, respectively, ballistic and diffusive.
\[ \partial_t P_{k,j}(n,t) = \frac{1}{z \tau_R} \sum_{k'=1}^{\infty} \rho_{k+k'-1} \left[ P_0(n - k'e_j, t - (k' - 1)\tau_B) - P_0(n - k'e_j, t - k'\tau_B) \right]. \] (6)

in terms of the parameters \(0 < \epsilon < 1\), which weights scattering states relative to propagating ones, and \(\alpha > 0\), the asymptotic scaling parameter of free path lengths.

**Master equation.** – The probability distribution of particles at site \(n\) and time \(t\), \(P(n,t)\), is a sum of the distributions over the scattering states, \(P_0(n,t)\), and propagating states, \(P_{k,j}(n,t)\), \(k \geq 1\) and \(1 \leq j \leq z\). According to eqs. (2) and (3), changes in the distribution of \((k,j)\)-states, \(k \geq 1\), in cell \(n\) arise from particles located at cell \(n - e_j\), which make a transition from either state 0 or state \((k + 1, j)\). Since the latter transitions can be traced back to changes in the distribution of \((k + 1, j)\)-states in cell \(n - e_j\), at time \(\tau_B\) earlier, we can write\(^2\)

\[ \partial_t P_{k,j}(n,t) - \partial_t P_{k+1,j}(n - e_j, t - \tau_B) = \frac{\rho_k}{z \tau_R} [P_0(n - e_j, t - \tau_B)] \sum_{j=1}^{\infty} \rho_{k+1} P_0(n - (k + 1)e_j, t - k\tau_B)], \] (5)

which accounts for the fact that a positive 0-state contribution at time \(t\) becomes a negative one at time \(t + \tau_B\). Applying this relation recursively, we have

\[ \text{see eq. (6) above} \]

Terms lost by \((1,j)\)-states in cells \(n - e_j, j = 1, \ldots, z\), are gained by the 0-state in cell \(n\), which also gains contributions from 0-state transitions. Since the scattering state also loses particles at exponential rate \(1/\tau_R\), we have

\[ \partial_t P_0(n,t) = \frac{1}{z \tau_R} \sum_{j=1}^{\infty} \rho_j P_0(n - (k + 1)e_j, t - k\tau_B) \]

\[ - \frac{1}{\tau_R} P_0(n,t). \] (7)

It is straightforward to check that eqs. (6) and (7) are consistent with conservation of probability\(^3\), \(\sum_n P(n,t) = 1\).

**Fraction of scattering particles.** – As discussed below, an important role is played by the overall fraction of particles in the scattering state, \(S_0(t) \equiv \sum_{n \in \mathbb{Z}} P_0(n,t)\). From eq. (7), this quantity is found to obey the following linear delay differential equation:

\[ \tau_R \dot{S}_0(t) = \sum_{k=1}^{\infty} \rho_k S_0(t - k\tau_B) - \epsilon S_0(t). \] (8)

Given initial conditions, e.g. \(S_0(t) = 0, t < 0\), and \(S_0(0) = 1\) (all particles start in a scattering state), this equation can be solved by the method of steps [38]. Because the sum of the coefficients on the right-hand side of eq. (8) is zero, the solutions are asymptotically constant and can be classified in terms of the parameter \(\alpha\).

For \(\alpha > 1\), the average return time to the 0-state, \(\sum_{k=0}^{\infty} \rho_k (\tau_R + k\tau_B)\), is finite and given in terms of the Riemann zeta function, since \(\sum_{k=0}^{\infty} k\rho_k = \epsilon \zeta(\alpha)\). The process is thus positive-recurrent and we have

\[ \lim_{t \to \infty} \frac{S_0(t)}{\tau_R + \epsilon \tau_B \zeta(\alpha)} = (\alpha > 1). \] (9a)

In the remaining range of parameter values, \(0 < \alpha \leq 1\), the process is null-recurrent: the average return time to the 0-state diverges and \(\lim_{t \to \infty} S_0(t) = 0\). If \(\alpha \neq 1\), the decay is algebraic,

\[ \lim_{t \to \infty} \frac{(t/\tau_B)^{1-\alpha} S_0(t)}{\tau_R} = \frac{\sin(\pi \alpha)}{\pi} \frac{\tau_R}{\tau_B} \] (0 < \alpha < 1), (9b)

which can be obtained from a result due to Dynkin [39]; see also refs. [40], Vol. 2, § XIV.3 and [28], § 4.4. The case \(\alpha = 1\) is a singular limit with logarithmic decay,

\[ \lim_{t \to \infty} \frac{\log(t/\tau_B) S_0(t)}{\tau_R} = \frac{1}{\tau_B} \] (\alpha = 1). (9c)

**Mean squared displacement.** – Assuming an initial position at the origin, the second moment of the displacement is \(\langle n^2 \rangle_t = \sum_{n \in \mathbb{Z}} n^2 P(n,t)\). Its time-evolution is obtained by differentiating this expression with respect to time and substituting eqs. (6) and (7),

\[ \tau_R \frac{d}{dt} \langle n^2 \rangle_t = S_0(t) + \epsilon \sum_{k=1}^{\infty} \frac{2k + 1}{k^{\alpha}} S_0(t - k\tau_B). \] (10)

where, using eq. (4), we made use of the identity \(\sum_{j=1}^{\infty} \rho_j = 1\) for \(k = 0\) and \(ck^{-\alpha}\) otherwise. The time-evolution of the second moment is thus obtained by integrating the fraction of 0-state particles,

\[ \tau_R \langle n^2 \rangle_t = \int_0^t ds S_0(s) + \epsilon \sum_{k=1}^{\infty} \frac{2k + 1}{k^{\alpha}} \int_0^{t-k\tau_B} ds S_0(s), \] (11)

where, assuming the process starts at \(t = 0\), we set \(S_0(t) = 0\) for \(t < 0\).

As emphasized earlier, eq. (8) can be solved analytically given initial conditions on the state of walkers. By extension, so can eq. (11), thus providing an exact time-dependent expression of the mean squared displacement. This is particularly useful when one wishes to study transient regimes and the possibility of a crossover between different scaling behaviours, or indeed when the asymptotic regime remains experimentally or numerically un-accessible. The analytic expression of the mean squared
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displacement and the issue of the transients will be studied elsewhere. Here, we focus on the asymptotic regime, i.e., \( t \gg \tau_B \).

Substituting the asymptotic expressions (9) into eq. (11), we retrieve the regimes described by eq. (1) and obtain the corresponding coefficients.

Starting with the positive-recurrent regime, \( \alpha > 1 \), eq. (9a), we have the three asymptotic regimes,

\[
\langle n^2 \rangle_t \sim \frac{t}{\tau_R + \epsilon \tau_B \zeta(\alpha)}
\]

\[
\times \begin{cases} 
1 + \epsilon \zeta(\alpha) + 2 \zeta(\alpha - 1), & \alpha > 2, \\
2 \epsilon \log(t/\tau_B), & \alpha = 2, \\
\frac{2}{2-\alpha} (t/\tau_B)^{2-\alpha}, & 1 < \alpha < 2.
\end{cases}
\]

For \( \alpha > 2 \), the first regime yields normal diffusion, the other two correspond, for \( \alpha = 2 \), to a weak form of super-diffusion, and, for \( 1 < \alpha < 2 \), to super-diffusion, such that the mean squared displacement grows with a power of time \( 3 - \alpha > 1 \), faster than linearly\(^4\).

Ballistic diffusion occurs in the null-recurrent regime of the parameter, \( 0 < \alpha \leq 1 \). Using eqs. (9b) and (9c), we find

\[
\langle n^2 \rangle_t \sim \frac{t^2}{\tau_B} \begin{cases} 
\frac{1}{\log(t/\tau_B)}, & \alpha = 1, \\
1 - \alpha, & 0 < \alpha < 1.
\end{cases}
\]

The asymptotic regimes described by eqs. (12) generalize to continuous-time processes similar results found in the context of countable Markov chains applied to discrete time processes \([41]\). They can also be compared to results obtained in ref. \([42]\). Although the Lévy walks considered by these authors do not include exponentially distributed waiting times separating successive propagating phases, our results are rather similar to theirs; the only actual differences arise in the regime of normal diffusion, \( \alpha > 2 \).

In figs. 1 and 2, the asymptotic results (12) are compared to numerical measurements of the mean squared displacement of the process defined by eqs. (2), (3) and the transition probabilities (4). Time scales were set to \( \tau_R \equiv \tau_B \equiv 1 \) and the lattice dimension to \( d = 1 \). The algorithm is based on a classic kinetic Monte Carlo algorithm \([43]\), which incorporates the possibility of a ballistic propagation of particles after they undergo a transition from a scattering to a propagating state. For each realization, the initial state is taken to be scattering. Positions are measured at regular intervals on a logarithmic time scale for times up to \( t = 10^4 \tau_R \). Averages are performed over sets of \( 10^8 \) trajectories.

**Concluding remarks.** – The specificity of our approach to Lévy walks lies in the inclusion of exponentially distributed waiting times that separate successive jumps.

\(^4\)Equation (12a) assumes \( \epsilon > 0 \). If one takes the limit \( \epsilon \to 0 \), sub-leading terms may become relevant. In particular, when \( \epsilon = 0 \), normal diffusion is recovered and the right-hand side of (12a) is \( t/\tau_B \) for all \( \alpha \).

Fig. 1: Examples of numerical computations of \( \langle n^2 \rangle_t \) for parameter values \( \alpha > 1 \), rescaled by their respective asymptotic scalings with respect to time (\( \epsilon = 1/2 \) in all cases). The dotted lines correspond to eq. (12a). The insets show the evolution of the fraction of scattering states towards their asymptotic values, given by eq. (9a).

This additional feature induces a natural description of the process in terms of multiple propagating and scattering states whose distributions evolve according to a set of coupled delay differential equations.

The mean squared displacement of the process depends on the distribution of free paths and boils down to a simple expression involving time-integrals of the fraction of scattering states. Using straightforward arguments, precise asymptotic expressions were obtained for this quantity, which reproduce the expected scaling regimes \([13,20]\), and provide values of the diffusion coefficients, whether normal or anomalous.
Our results confirm that in the null-recurrent regime of ballistic transport, scattering events are unimportant. Furthermore, these events do not modify the exponent of the mean squared displacement in the positive-recurrent regime; in other words, the addition of a scattering phase has no incidence on the scaling exponents. In this regime, however, the transport coefficients, whether normal or anomalous, depend on the details of the model, underlying the relevance of pausing times that separate long flight events, for example, in the context of animal foraging [36].

Although the results we reported are limited to walks with exponentially distributed waiting times, our formalism can be easily extended to include the possibility of waiting times with power law distributions such as observed in ref. [44]. Such processes are known to allow for sub-diffusive transport regimes [11]. The combination of two power law scaling parameters, one for the waiting time and the other for the duration of flights, indeed yields a richer set of scaling regimes [45], which can be studied within our framework.

Our results can, on the other hand, be readily applied to the regime $\tau_B/\tau_R \ll 1$, i.e., such that the waiting times in the scattering state are typically negligible compared to the ballistic time scale. This is the regime commonly studied in reference to Lévy walks.

Our investigation simultaneously opens up new avenues for future work. Among results to be discussed elsewhere, our formalism can be used to obtain exact solutions of the mean squared displacement as a function of time. As discussed already, this is particularly useful to study transient regimes, such as those that can be observed when the distribution of free paths has a cut-off or, more generally, when it crosses over from one regime to another, e.g., from a power law for small lengths to exponential decay for large ones, or when the anomalous regime is masked by normal sub-leading contributions which may nonetheless dominate over time scales accessible to numerical computations [46]. One can also apply these ideas to the anomalous photon statistics of blinking quantum dots [47,48]. The on/off switchings of a quantum dot typically exhibit power law distributions. In the limit of strong fields, however, the on-times display exponential cut-offs.

Another interesting regime occurs when, in the positive-recurrent range of the scaling parameter, $\alpha > 1$, the likelihood of a transition from a scattering to a propagating state is small, $\epsilon \ll 1$. A similar perturbative regime arises in the infinite horizon Lorentz gas in the limit of narrow corridors [49]. As is well known [50], the scaling parameter of the distribution of free paths has the marginal value $\alpha = 2$, such that the mean squared displacement asymptotically grows with $t \log t$. Although it has long been acknowledged that the infinite horizon Lorentz gas exhibits features similar to a Lévy walk [51,52], we argue that a consistent treatment of this model in such terms is not possible unless exponentially distributed waiting times are taken into account that separate successive jumps. Indeed, the parameter $\epsilon$, which weights the likelihood of a transition from scattering to propagating states, is the same parameter that separates the average relaxation time of the scattering state from the ballistic time scale, i.e., $\tau_B/\tau_R \sim \epsilon \ll 1$. This is the subject of a separate publication [53].
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