Abstract

A local surrogate for an AI-model correcting a simpler 'base' model is introduced representing an analytical method to yield explanations of AI-predictions. The approach is studied here in the context of the base model being linear regression. The AI-model approximates the residual error of the linear model and the explanations are formulated in terms of the change of the interpretable base model’s parameters. Criteria are formulated for the precise relation between lost accuracy of the surrogate, the accuracy of the AI-model, and the surrogate fidelity. It is shown that, assuming a certain maximal amount of noise in the observed data, these criteria induce neighborhoods of the instances to be explained which have an ideal size in terms of maximal accuracy and fidelity.
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1 Introduction

1.1 Explainable AI and Regression

After its initial hype during the past ten years [8] [4] [10] [20], the topic of Explainable Artificial Intelligence (XAI) has seen strong growth in its various subfields [22]. While various publications are devoted to fundamental discussions concerning explainability [17] [23] and metrics to assess them [12], the maturing of the individual sub-fields lead to a stronger focus on the methodologies necessary to realize explainability pertinent to the respective sub-fields. Recently, research in XAI has started to focus on fostering explainability for learning models which solve regression tasks [16]. Similar to the history of statistical learning theory, in which a full 'theory of the learnable' [26] was developed [11] only after it had been discussed intensively for classification [25], regression-specific XAI methods are only developed now, after explainability of classifying predictive models has seen considerable attention. While in the case of statistical learning theory it was necessary to find generalisations of combinatorial terms such as the VC-dimension [27] (delivered in the form of the covering number), it is necessary for explainability concepts of regression models to generalize what is meant by an interpretation of a decision boundary to the (infinitely) more complex case of an interpretation of a regression function. While, local surrogate models for classifiers may answer the question ‘Why did the predictor decide this class to be valid for this given instance?’ they usually cannot naturally be transformed into systems answering questions such as 'Why is the numerical value of the prediction for this instance larger than 0.5?'. The simple idea of turning contour lines of regression functions into decision boundaries only turns the nature of the problem back into a classification problem and ignores the greater wealth of information of the analytical properties of the regression function (such as continuity, steepness, curvature etc.).

In the present paper, we investigate our approach Before and After prediction Parameter Comparison (BAPC) first proposed for a probit regression model in [21] where the power of the method is documented for the case of a physical application under different degrees of noise. The focus of BAPC is the setting where a pair of models is combined additively into a total model, where one of them is interpretable, and the other has black-box character. The interpretable one, termed base model, is assumed to approximate the ground truth fairly well (on its own), and to be much more
dominant in numerical magnitude than the other model, called 'AI-model', which gives non-linear corrections to the predictions of the base model. The idea of BAPC to provide explainability is now to mimic the total model locally only by the base model: The parameter change necessary to achieve this for a given instance (and its neighborhood) is the local explanation of the predictive model.

1.2 Local surrogates at work

This paper presents a method for making improvements, provided by a non-interpretable AI-model, over given predictions of a model with parameters interpretable in terms of geometric properties of the prediction model as a function of the input data. The approach can be localised in the XAI literature as a model-agnostic, local surrogate of the correcting machine learning model [20]. The problem setup of our approach is often (but not exclusively) found in industrial applications such as predictive maintenance applications [14]. The usefulness of advanced machine learning in the industry of manufacturing processes for mere increase of the predictive accuracy is questionable in the context of applications with many ways of potential improvement in process performance. If there is no hint as to how the improvement of the prediction is conveyed, there is no prescription of a systematic change of the underlying standard procedure, so as to remove the cause for the need of correction [1]. Furthermore, user acceptance in industry of predictive approaches depends heavily on the ability to interpret machine learning models' solutions [13].

Further related work consists in all local surrogate approaches such as LIME [22], which however is designed to explain AI models performing classification tasks. Local surrogates are used heavily in applications for failure control [3], cancer research [5], epidemiology [2], optimal shape design [15], production optimization [6], and borehole research [24]. In all these cases the question of locality in the sense of the size of the neighborhood in the input space of a given instance plays an important role.

1.3 Problem addressed by this paper

In the light of these observations, we provide a solution for specifically making those non-linear machine learning models interpretable which provide small corrections to regression models. The interpretations are delivered in the form of characteristic changes of the regression model’s parameters. The changes in the parameters are typically also meant to be small, such that the initial choice of the interpretable model is already reasonably accurate and the passing to new, effective parameters (valid locally) doesn’t represent a fundamental change in the picture of the model.

A difficult task in XAI is achieving model-agnostic interpretability on one hand while maintaining model fidelity on the other hand [23]. It is typically not possible to find good global explanations for a given model, instead local surrogate models are used to provide local explanations. These local surrogate models usually differ in ’how local they are’ [9], that is, in the exact definition of the local region for which an explanation is given. In particular, model-agnostic procedures such as LIME or SHAP assume the existence of some proximity measure, with a width parameter ($\sigma$ in [22]) resulting in a Fidelity-Interpretability-Tradeoff.

Our goal is to provide -apart from the AI model accuracy- a notion of surrogate (i) accuracy and (ii) fidelity, referring to the correctness of the surrogate to the data, on the one hand, and to the AI model, on the other hand. The definitions are supposed to enable the determination of the size of the neighborhood for given instance of interest which is to be explained. We show how a ’weak’ form of these definitions leads to a practical method of determining this size for a certain surrogate accuracy to be fulfilled. The result is delivered in a special form of diagram, which we call the $FIDAC$-graph, and allows to control the concurrent existence of surrogate fidelity under given AI model accuracy.

The restrictions that we impose, refer to the model setup: Only model pairs are chosen consisting of a base model together with an AI-model. Only the latter needs interpretation which is delivered as parameter changes of the underlying ‘more dominant’ base model. In this work, we focus on regression problems. However, the approach may also be extended to classification problems, which will be the topic of forthcoming work.

The paper is structured as follows: In Sec. 2, we introduce our approach (BAPC) and its general mathematical concept. The workflow of BAPC and a discussion of its local strategy is given in Sec. 3 by means of the physical example of an accelerated body due to air-friction. The results are further discussed in Sec. 4.
2 A new XAI approach: BAPC

The proposed approach BAPC ("Before and After prediction Parameter Comparison") is explicitly designed for the situation where a given interpretable base model is combined with an error-correcting non-interpretable AI-model. This situation is often found in applications, where a process is approximated by a (simple) base model, such as linear regression for instance, and the resulting predictions are then -in a second step- improved by a more complex predictive model. In this context, BAPC aims at explaining the effect of the predictive model in terms of the parameters of the interpretable base model. More precisely, the influence of local corrections performed by a black-box style predictive machine learning model (e.g. single layer perceptron) is formulated as the change in the coefficients obtained after fitting the base model a second time – namely, after the error correction.

In this section, we establish the theoretical framework of our approach BAPC for regression, discuss crucial aspects such as locality, and define criteria for model accuracy and fidelity. The extension to classification problems will be the topic of future work.

2.1 Before and After prediction Parameter Comparison (BAPC [21])

We consider \( \langle X_i, Y_i \rangle \) with \( i \in \{0, \ldots, n-1\} \), a labeled training set in \( X \times Y = \mathbb{R}^{p+1} \) with \( X \) a \( p \)-dimensional instance space and one-dimensional labels \( Y_i \in Y \). We simplify the notation by setting \( \langle X^n, Y^n \rangle := \{ \langle X_i, Y_i \rangle \}_{i \in \{0, \ldots, n-1\}} \). This training data will be used to train the models in our approach that can then be used to predict the unknown outcome \( Y_n \) of some future input \( X_n \).

As shown in Fig. 1, our approach BAPC consists of the three following steps:

\[ X = X_n \rightarrow \text{Test} \]
\[ \{X_i\}_{i=0}^{n-1} \rightarrow \text{Train} \]
\[ \text{Before and After correction Parameter Comparison} \]

**Figure 1:** Schematics of BAPC: The 3-step workflow of BAPC is shown for both, training on some data set \( \langle X^n, Y^n \rangle \) (yellow lines) and prediction for a new input data point \( X_n \) (black lines). The base model (blue box) estimates the system’s output \( Y \) by \( \tilde{Y} \). For training of the base model, labeled data pairs \( \langle X_i, Y_i \rangle \) are used to determine the model parameters \( \theta \). The AI-model correction and its corresponding interpretation are obtained in the red box: The AI-model is trained on the input values \( X_i \) together with the residual errors \( \varepsilon_i = Y_i - \tilde{Y}_i \) as target labels. This determines the AI-model’s parameters \( \xi \) and the corrected ‘complete’ model \( \tilde{Y}_i = f_i + \varepsilon_i \). In the last step, the base model is fitted again, this time using the modified labels \( \langle X_i, Y'_i \rangle \), where \( Y'_i = Y_i - \varepsilon_i \) inside a predefined neighborhood of \( X_n \) and to \( Y_i \) everywhere else (see also Eqn. (4)). The parameter difference \( \theta - \theta' \) of the two base model versions is used as interpretation of the AI-model’s effect. For the sake of a simple notation, the indices \( i \) of the training data are omitted in the graphics.
(1) **First application of the base model:** The base model is first fitted using the training data \( (X^n, Y^n) \) and then applied to \( X_n \). The model is given as a function \( f_\theta : \mathcal{X} \rightarrow \mathcal{Y} \) with \( \theta \) being a vector of parameters having a well-defined geometric meaning:

\[
Y_n = f_\theta(X_n) + \varepsilon_n. \tag{1}
\]

The crucial assumption here is that the base model itself is interpretable. The standard examples are linear regression (minimization of sum of squared residuals, \( \mathcal{Y} = \mathbb{R} \) and \( \theta \in \mathbb{R}^{d+1} \)), or probabilistic classification, i.e., \( \mathcal{Y} = [0,1] \) and \( \theta \in \mathbb{R}^2 \) (e.g., probit or logistic regression). For the sake of a simple notation, we will write \( f \) instead of \( f_\theta \).

(2) **Application of the AI-correction:** In addition to the base model, some non-interpretable \([17]\) supervised machine learning model \( \mathcal{A}_\xi : \mathcal{X} \rightarrow \mathcal{Y} \) is trained on the labeled data \( \xi = \{(X_i, \varepsilon_i)\}_{i=0}^{n-1} \), where \( \varepsilon_i = Y_i - f(X_i) \) is the residual error of the base model (therefore \( \mathcal{A}_\xi \) is also called the difference model).

This yields the corrected prediction \( x \mapsto f(x) + \mathcal{A}_\xi(x) \), from which we obtain

\[
Y_n' = f(X_n) + \mathcal{A}_\xi(X_n) + \Delta \varepsilon_n. \tag{2}
\]

Here, the AI-model \( \tilde{\varepsilon}_n := \mathcal{A}_\xi(X_n) \) estimates the residual \( \varepsilon_n = Y_n - f(X_n) \) and thereby adds additional accuracy to the predictions of the base model \( f \). In particular, the AI-model is assumed to improve the prediction of the base model, i.e. \( |\Delta \varepsilon_n| \leq |\varepsilon_n| \) (see Criterion (C1) below).

(3) **Second application of the base model:** Now, in order to render the AI-part of the prediction interpretable in terms of the base model, another version of the base model is fitted, but to a different set of data, where the AI-correction is taken into account in a local neighborhood \( \mathcal{N}(X_n) \subseteq \mathcal{X} \) around the instance of interest \( X_n \). This leads to the modified training data set \( \{(X_i, Y_i')\}_{i=0}^{n-1} \), where

\[
Y_i' := \begin{cases} 
Y_i - \tilde{\varepsilon}_i, & X_i \in \mathcal{N}(X_n) \cap X^n \\
Y_i, & X_i \notin \mathcal{N}(X_n) \cap X^n
\end{cases} \tag{3}
\]

Fitting the base model a second time, but this time on \( \{(X_i, Y_i')\}_{i=0}^{n-1} \), we obtain

\[
Y_n'' = f_\theta'(X_n) + \varepsilon_n'. \tag{4}
\]

Again, we simplify the notation by writing \( f' \) instead of \( f_\theta' \).

The region \( \mathcal{N}(X_n) \) in Step (3) is typically, assumed to be a star domain with center point \( X_n \), that is, for each point \( x \in \mathcal{N}(X_n) \) all points on the line segment from \( X_n \) to \( x \) are contained in \( \mathcal{N}(X_n) \). We explicitly emphasize that Equ. (2) already gives the corrected prediction for \( X_n \). The third step of BAPC does not aim to further correct this prediction but merely to interpret the correction of the AI-model. The surrogate of the AI-model \( \mathcal{A}_\xi(X) = \tilde{\varepsilon} \), i.e., the effect of the AI-correction, is given by the difference of the two base models. To understand the correct sign of this correction, note that passing from \( Y \) to \( Y' \) corresponds to locally removing within \( \mathcal{N}(X_n) \) the systematic error of the data which can only be captured by the AI-model. As however the real data contains this error, the corrected prediction of the true observations must contain the step from the corrected to the uncorrected model given by \( f(X_n) - f'(X_n) \). In other words, the difference between \( f \) and \( f' \) represents this contamination on the level of the base model. The surrogate model of the AI-prediction \( \tilde{\varepsilon} \) is therefore defined as:

**Definition 2.1 (AI-model Surrogate).** Let the corrected prediction \( \hat{Y}_n \in \mathcal{Y} \) for some \( X_n \in \mathcal{X} \) be given by \( f(X_n) + \mathcal{A}_\xi(X_n) \) for a pair of supervised learning models \( f \) (interpretable base model) and \( \mathcal{A}_\xi \) (residual error predictor). The change in the base model due to the AI-correction is locally captured by the AI-model surrogate, which is defined as

\[
\Delta f(x) := f(x) - f'(x) \tag{5}
\]

for \( x \in \mathcal{X} \). On the parameter level, the AI-model surrogate is described by the difference of the fitted parameters:

\[
\Delta \theta := \theta - \theta'. \tag{6}
\]
The fitted parameters, and thereby also their difference, can by assumption be interpreted in the context of the base model. Hence, the difference vector of the fitted parameters \( \theta \) and \( \theta' \) provides an interpretation (or explanation) of the effect of the AI-model \( \mathcal{A}_c \) in terms of overestimation or underestimation of the parameters by the base model. More precisely, a negative entry of \( \Delta \theta \) in some given local region, say \( \Delta \theta_i = \theta_i - \theta'_i < 0 \), corresponds to a smaller predicted parameter \( \theta_i \) compared to \( \theta'_i \), i.e., the parameter is smaller if the AI corrections are included in the data. From this and the fact that \( \Delta f(X_n) \) represents the action \( \delta_n \) of the AI-correction of \( f(X_n) \), we can conclude that the AI-model corrects the base model’s predictions in the direction of smaller values of the respective parameter. In other words, for \( X_n \), the base model \( f \) overestimates \( \theta_i \). Analogously, we can interpret \( \Delta \theta_i > 0 \) as an underestimation of \( \theta_i \) by the base model. The explainability of \( \mathcal{A}_c \) is therefore provided locally at some data point \( x \in \mathcal{X} \) by the comparison of the base model’s action on \( x \) with the parameters \( \theta \) and \( \theta' \) - before and after the correction is applied (“Before and After correction Parameter Comparison” - BAPC). We explicitly emphasize that Equ. (2) already gives the corrected prediction for \( X_n \). The third step of BAPC does not aim to further correct this prediction but to interpret the correction of the AI-model.

The idea to ‘explain’ a small deviation from a state of a well-interpreted system by the parameters of that system includes the notion of the change not to be as dramatic as to render the description of the changed system with these parameters meaningless. A change induced by the correction is thought to be small if the base model’s prediction essentially captures the bulk of the true data and the correction only adapts the precise numerical value of the base model parameters. The notion of small deviations is captured in more detail in Def. 2.2 below (Condition (C2)) by comparing the base model’s change with the AI-model’s predictions.

### 2.2 Locality of BAPC

A crucial point of BAPC is the locality of the corrections in Step (3). This restriction is needed as otherwise any effect that a correction \( \delta_n \) may locally have on \( \theta' \), and thus on \( f' \), could be re-compensated by other corrections elsewhere in the instance space. A typical scenario are variations in data density in different parts of the instance space. In this case, the base model of Step (1) does insufficiently represent sparse regions of the instance space and AI-corrections over the whole instance space would largely dilute or even completely cover the effect of the corrections within these sparse regions. For this reason, we restrict the action space of the AI-model to some local instance space would largely dilute or even completely cover the effect of the corrections within a region. In other words, for \( X_n \), the base model \( f \) overestimates \( \theta_i \). Analogously, we can interpret \( \Delta \theta_i > 0 \) as an underestimation of \( \theta_i \) by the base model. The explainability of \( \mathcal{A}_c \) is therefore provided locally at some data point \( x \in \mathcal{X} \) by the comparison of the base model’s action on \( x \) with the parameters \( \theta \) and \( \theta' \) - before and after the correction is applied (“Before and After correction Parameter Comparison” - BAPC). We explicitly emphasize that Equ. (2) already gives the corrected prediction for \( X_n \). The third step of BAPC does not aim to further correct this prediction but to interpret the correction of the AI-model.

#### 2.2.1 Accuracy Condition (C1)

A crucial point of BAPC is the locality of the corrections in Step (3). This restriction is needed as otherwise any effect that a correction \( \delta_n \) may locally have on \( \theta' \), and thus on \( f' \), could be re-compensated by other corrections elsewhere in the instance space. A typical scenario are variations in data density in different parts of the instance space. In this case, the base model of Step (1) does insufficiently represent sparse regions of the instance space and AI-corrections over the whole instance space would largely dilute or even completely cover the effect of the corrections within these sparse regions. For this reason, we restrict the action space of the AI-model to some local region \( \mathcal{N}(X_n) \) around the instance of interest \( X_n \) (see Step (3) of BAPC). In order to determine a suitable size of this region, we impose two criteria guaranteeing the accuracy of the AI-model on one hand and the fidelity of the surrogate \( \Delta f = f - f' \) on the other hand in some subregion \( \mathcal{U}(X_n) \subseteq \mathcal{N}(X_n) \).

**Definition 2.2 (Strong BAPC-Criteria).** Let \( \langle \mathcal{X}^n, \mathcal{Y}^n \rangle \) := \( \{\langle X_i, Y_i \rangle\}_{i \in \{0, \ldots, n-1\}} \) with \( X_i, Y_i \in \mathcal{X} \times \mathcal{Y} = \mathbb{R}^{p+1} \) be the training data set used for fitting some interpretable base model \( f \) and \( X_n \in \mathcal{X} \) be the ‘new instance’ for which (i) a prediction \( Y_n = f(X_n) + \varepsilon_n \) and (ii) an interpretation of the AI-correction \( \varepsilon_n \) has to be made. Let \( \mathcal{N}(X_n) \) be the neighborhood around \( X_n \), used in Step (3) of BAPC. For \( (x, y) \in \mathcal{X} \times \mathcal{Y} \), let \( \varepsilon(x) = y - f(x) \) be the unknown residual, \( \varepsilon(x) \) its AI-prediction at \( x \), and \( \Delta \varepsilon(x) \) the corresponding testing error. Moreover, let \( \mathcal{U}(X_n) \subseteq \mathcal{N}(X_n) \) and \( s := \mathbb{E}[\|\varepsilon(X)\| : X \in \mathcal{U}(X_n)] = \mathbb{E}[(\varepsilon(X)) : X \in \mathcal{U}(X_n)] \) be the mean of \( \|\varepsilon(X)\| \), \( X_i \in \mathcal{U}(X_n) \). Then, if for each \( x \in \mathcal{U}(X_n) \) and for some constants \( \eta_1, \eta_2 \in (0, 1] \), it is true that

\begin{align}
(\text{C1}) \quad (\text{Accuracy}) & \quad |\Delta \varepsilon(x)| \leq \eta_1 \cdot s \quad (7) \\
(\text{C2}) \quad (\text{Fidelity}) & \quad |\varepsilon(x) - \Delta f(x)| \leq \eta_2 \cdot s, \quad (8)
\end{align}

we say that \( \mathcal{U}(X_n) \) satisfies \( \eta_1 \)-accuracy and \( \eta_2 \)-fidelity.

The Accuracy Condition (C1) guarantees that the AI-model’s correction does not deteriorate the overall prediction for all data points in the chosen neighborhood \( \mathcal{U}(X_n) \) of \( X_n \). Condition (C2) checks for the change in the base model after applying the AI correction not to be different in comparison to the AI-model’s prediction. In other words (C2) ensures the fidelity of the base model’s change towards the AI-model. In addition, these criteria immediately imply that the model surrogate stays within a certain range of the base model’s residual:
Lemma 2.1. Given the setup from Def. 2.2, let $U(X_n)$ satisfy $\eta_1$-accuracy and $\eta_2$-fidelity. Then, any $x \in U(X_n)$ satisfies

$$|\varepsilon(x) - \Delta f(x)| \leq s \cdot (\eta_1 + \eta_2).$$

(9)

Proof. By definition (see Step (2) of the BAPC procedure in Sec. 2.1), we have $\varepsilon(x) = \bar{\varepsilon}(x) + \Delta \varepsilon(x)$. Together with (C1) and (C2), we thus immediately obtain

$$|\varepsilon(x) - \Delta f(x)| = |\bar{\varepsilon}(x) - \Delta f(x) + \Delta \varepsilon(x)|$$

(10)

$$\leq |\bar{\varepsilon}(x) - \Delta f(x)| + |\Delta \varepsilon(x)|$$

(11)

$$\leq s \cdot (\eta_1 + \eta_2).$$

(12)

Def. 2.2 requires the criteria (C1) and (C2) to be satisfied for each single data point in the region $U(X_n)$. However, this assumption turns out to be of limited use in practical applications: On the one hand, typically only a (small) subset of data points in $U(X_n) \subseteq X \times Y$ is known. On the other hand, data in real-world applications is usually noisy. Highly noise-perturbed data points $(X_i, Y_i)$ are not captured well by the AI-model and thus cause fidelity at $X_i$ to not be fulfilled in the neighborhood even though, typically, the model accuracy and fidelity are fulfilled for other input vectors close to $X_i$. We therefore additionally propose a weaker form of these criteria:

**Definition 2.3 (Weak BAPC-Criteria).** Consider the probability measure $P$ on the Borel sets of $Z = X \times Y$, the distribution of the independent and identically distributed random variables $(X_i, Y_i)_{i=0}^{n-1}$. Let $P_n$ refer to the probability of the product measure $P^n$ on $Z^n$. Moreover, given the setting and constants of Def. 2.2, let $\delta_1, \delta_2 \in (0, 1)$ some (confidence) parameters. Then, if for each $x \in U(X_n)$ and with respect to this measure $P$, it is true that

(PC1) (Accuracy)

$$P[|\Delta \varepsilon(x)| \leq \eta_1 \cdot s] \geq 1 - \delta_1,$$

(13)

(PC2) (Fidelity)

$$P[|\bar{\varepsilon}(x) - \Delta f(x)| \leq \eta_2 \cdot s] \geq 1 - \delta_2,$$

(14)

we say that $U(X_n)$ satisfies weak $(\eta_1, \delta_1)$-accuracy and weak $(\eta_2, \delta_2)$-fidelity.

In contrast to the strong BAPC-Criteria, the weak BAPC-Criteria do not require all but only a certain proportion of the data points in $U(X_n)$ to satisfy (C1) and (C2). Thereby, this definition sets the basis to consider model accuracy and fidelity on the whole sample space, as opposed to only on the sample itself. While the underlying distribution is not known explicitly, it is possible to estimate the probabilities from Equ. (13) and (14) by the given data set $(X^n, Y^n)$ - this makes the definition useful in an applied setting. In the simulation experiments conducted in the next section, we will have a closer look at these criteria and discuss suitable values of $\delta_1$ and $\delta_2$. We will determine the size of the interval $U(X_n)$ by running the estimates of $\delta_1$ and $\delta_2$ on differently sized test-intervals. The largest interval with acceptable accuracy and fidelity represents the optimal choice of ‘neighborhood’ on which the same interpretation is valid.

### 2.3 Relating surrogate accuracy with AI-model accuracy and fidelity

The definitions (C1) of AI-model accuracy and (C2) of surrogate fidelity allow making precise statements of the performance of the surrogate. However, it is also useful to control how far off the surrogate model is from the true data. Given a desired surrogate accuracy for some incidence $X_n$, it is of interest to know how to choose a neighborhood of $X_n$ within which this model accuracy holds. As we only have information about the surrogate distribution from the available data samples, estimates of this accuracy will be performed using these samples. In particular, we are interested in the size of an interval placed around a given $X_n \in \mathbb{R}^n$ such that with high probability the surrogate of the correction is smaller than some predefined value:

$$P[|\varepsilon_n - (f(X_n) - f'(X_n))| \leq \alpha].$$

(15)

Equivalently, for a desired fidelity, the corresponding quantile function (inverse function of the one defined in (15)) yields the corresponding maximum error of the surrogate.

The following theorem gives an upper bound for surrogate accuracy. In this theorem and the application that follows, we will assume (in accordance with the definition of BAPC) that we are
equipped with a labeled data set \((X_i, Y_i) \in \mathcal{X} \times \mathcal{Y}, i \in \{0, \ldots, n-1\}\) which allows the definition of the base model \(f(x)\) and the training of an arbitrary AI-model \(\mathcal{A}_\xi: \mathbb{R}^p \rightarrow \mathbb{R}\) with \(\xi = \mathcal{A}_\xi(X_i)\). Using this model pair, we consider the point \((X_n, Y_n) \in \mathcal{Z}\), where \(X_n\) is chosen deterministically. We write \(P[\cdot]\) for the probability related to the distribution of \(Y_n\).

**Theorem 2.1 (Surrogate Accuracy).** Given the setup from Def. 2.3, let \(U(X_n)\) satisfy the weak criteria and \(\alpha \geq s \cdot (\eta_1 + \eta_2)\). Then, it holds for any \(x \in U(X_n)\):

\[
P[|\varepsilon(x) - \Delta f(x)| > \alpha] \leq \delta_1 + \delta_2. \tag{16}
\]

**Proof.** Let \(x\) be an instance for which we seek explainability of \(\varepsilon(x)\). Note that if \(|\Delta \varepsilon(x)| \leq s \cdot \eta_1\) and \(|\varepsilon(x) - \Delta f(x)| \leq s \cdot \eta_2\), then the sum of the terms under the absolute value signs is \(|\varepsilon(x) - \Delta f(x)| \leq s \cdot (\eta_1 + \eta_2)\), by Lemma 2. Conversely, \(|\varepsilon(x) - \Delta f(x)| > s \cdot (\eta_1 + \eta_2)\) implies \(|\Delta \varepsilon(x)| > s \cdot \eta_1\) or \(|\varepsilon(x) - \Delta f(x)| > s \cdot \eta_2\). Therefore,

\[
P[|\varepsilon(x) - \Delta f(x)| > \alpha] = P[|\Delta \varepsilon(x) + \varepsilon(x) - \Delta f(x)| > s \cdot (\eta_1 + \eta_2)] \tag{17}
\]

\[
\leq P[|\Delta \varepsilon(x)| > s \cdot \eta_1 + P[|\varepsilon(x) - \Delta f(x)| > s \cdot \eta_2] \tag{18}
\]

\[
\leq \delta_1 + \delta_2, \tag{19}
\]

where the last inequality sign follows from assumptions (13) and (14).

This inequality may seem to be of limited use since \(\alpha\) cannot be chosen arbitrarily small. However, as we cannot hope that the surrogate is more accurate than the AI-model, any improvement of its error bound in comparison to the error of the base model restricted to the neighborhood \(U(X_n)\) is valuable and can be attributed to the prediction of the AI-model.

As a sketch of BAPC applied to linear regression, consider Figure 2, in which a simple regression line (blue) approximates data in an unsatisfactory way. The underlying trend of the data is not captured by the differential equation

\[
\frac{dv}{dt} = g - \frac{\rho AC_d}{2m} v^2. \tag{20}
\]

with the solution

\[
v(t) = v_t \cdot \tanh \left( t \cdot \frac{g}{v_t} + \arctanh \left( \frac{v_i}{v_t} \right) \right), \tag{21}
\]

where \(g\) is the gravitational acceleration and \(v_t\) the terminal velocity [19]. The terminal velocity is the maximum velocity that is attained once the acting forces are at equilibrium, and can be calculated by

\[
v_t = \sqrt{\frac{2mg}{\rho AC_d}}, \tag{22}
\]

3 Application: The departure of linear growth of acceleration due to air-friction

Using a well-known example from physics, we demonstrate in this section the workflow of BAPC, further discuss our local strategy, and compare data sets with different amount and type of noise.

3.1 Description of the Experiment

The velocity of an object falling through a medium of low density with initial velocity \(v_i\) is described by the differential equation

\[
\frac{dv}{dt} = g - \frac{\rho AC_d}{2m} v^2. \tag{20}
\]

with the solution

\[
v(t) = v_t \cdot \tanh \left( t \cdot \frac{g}{v_t} + \arctanh \left( \frac{v_i}{v_t} \right) \right), \tag{21}
\]

where \(g\) is the gravitational acceleration and \(v_t\) the terminal velocity [19]. The terminal velocity is the maximum velocity that is attained once the acting forces are at equilibrium, and can be calculated by

\[
v_t = \sqrt{\frac{2mg}{\rho AC_d}}, \tag{22}
\]
where \( m \) is the object’s mass, \( \rho \) the fluid’s density, \( A \) the projected area of the object, and \( C_d \) the drag coefficient.

Using these formulas, we generate a labeled data set \( \{t_i, v_i\}, 0 \leq i \leq 499, \) of 500 time points and the corresponding velocity of the falling object by randomly drawing time points \( t_i \) from \([0, 3]\) and then calculate \( v_i \) using Equ. (21). As parameters we choose \( g = 9.81, m = 10, \rho = 1.2 \) (corresponding to the air at sea level), \( A = 1, C_d = 0.47 \) (corresponding to a sphere), and \( v_i = 0. \)

This procedure generates a data set without noise. For comparison of BAPC with different noise levels, we additionally introduce noise of the form \( v_i + \eta \cdot Z_i \), where \( Z_i \) is either normally distributed, i.e. \( Z_i \sim \mathcal{N}(0, 1) \), or uniformly distributed, i.e. \( Z_i \sim \mathcal{U}([-1, 1]) \). Finally, we randomly split the data set into 400 samples \( \{(T_{v}, V_{v})\} \) for training and 100 samples \( \{(T_{v}, V_{v})\} \) for validation.

The BAPC workflow proposed in Sec. 2.1 is carried out with linear regression as base model and a neural network with one hidden layer of 32 nodes as the AI-model (MLPRegressor from the Scikit-learn library, activation: relu, solver: lbfgs). For the third step of BAPC, we choose \( X_n = 2.5 \) together with a symmetric neighborhood, more precisely the interval \( \mathcal{N}(X_n) = \{X : |X_n - X| \leq 0.5\} = [2, 3] \). The results are shown in Fig. 3 for the validation data set \( \{(T_{v}, V_{v})\} \).

Moreover, we check Conditions (C1) and (C2) (see Sec. 2.2) for the data sets with normally distributed noise and symmetric intervals \( \mathcal{U}(X_n, r) = \{X : |X_n - X| \leq r\} = [2.5 - r, 2.5 + r] \) with different values for \( r \in [0, ..., 0.5] \). We then estimate \( \delta_1 \) in (PC1) as well as \( \delta_2 \) and (PC2) by checking, for different values of the radius \( r \), what fraction of points in \( \mathcal{U}(X_n) \) satisfies (C1) resp. (C2). In this context of weak criteria, we repeat the whole BAPC procedure for 100 randomly generated data sets by using different splits for generating the training and validation data sets from \( \{t_i, v_i\} \). The results are summarized in Fig. 4 and 5 for \( \eta_1 = \eta_2 = 1 \). We finally analyze to what extent Thm. 2.1 can be applied to determine an optimal choice for \( \eta_1 \) and \( \eta_2 \).

### 3.2 Workflow and AI-model interpretation in BAPC

Fig. 3 shows the models resulting from the three fitting steps of BAPC for different type of noise and for the validation data set \( \{(T_{v}, V_{v})\} \). Not surprisingly, due to the concave shape of the falling object’s velocity curve on the interval \( \mathcal{N}(X_n) \), the global fit \( f \) of the linear regression base model (Step (1)) is hardly a good approximation of the target data \( V_{v} \). This is true in particular for increasing time points (larger than 2), no matter to what extent the data set has been perturbed. However, the error of \( f \) is captured well by a well-trained AI-model in Step (2), even for a highly perturbed data set and particularly for the noiseless data (the light blue dots practically coincide with the black dots in the upper left plot in Fig. 3). As discussed in Sec. 2.1 (cf. Def. 2.1), the
Figure 3: The three steps of BAPC with different noise level. The labeled validation data set (black dots) consists of 100 randomly generated time points \( t_i \) in \([0, 3]\) and corresponding velocities \( v_i \), \( 0 \leq i \leq 99 \), where \( v_i \) has been generated by Eqn. (21) and is perturbed by different noise levels (no noise, normally distributed noise, and uniformly distributed noise) according to \( v_i + \sigma \cdot Z_i \). The same set of time points has been used for all noise levels. The first fit \( f \) of the base model (linear regression) is shown as a (dark) blue line, while (light) blue dots correspond to the base model including the AI-correction \( f + \varepsilon \), where the AI-model is a neural network with one hidden layer containing 32 nodes. The second fit of the base model \( f' \) is shown in red, the orange line represents \( f + \Delta f \) in \( \mathcal{N}(X_n) \). The chosen query data point \( X_n = 2.5 \) and the local neighborhood \( \mathcal{N}(X_n) \) are indicated by the gray vertical line and the gray area, respectively. See Sec. 3.1 for further details of this experiment.

Explanation of the AI-model correction is given by \( \Delta \theta = \theta - \theta' \). In this context we are primarily interested in the corresponding difference \( \Delta \theta_s \) of the slopes, from which we can infer a potential “over-” or “underestimation” of \( \theta_s \). For the interval \( \mathcal{N}(X_n) \) (indicated as gray area in Fig. 3), it can be seen that \( \Delta \theta_s < 0 \), i.e., the acceleration of the falling object is predicted to be larger after removal of the AI-model’s correction. In other words, inclusion of the AI corrections results in a smaller acceleration, from which it can be concluded that the AI-model acts to decrease the acceleration, that is, the acceleration \( \theta \) is overestimated by the base model \( f \) in the local region \( \mathcal{N}(X_n) \). The function \( f + \Delta f \) shows that the corrected base model follows the trend of the AI-model in the region of interest \([2, 3]\), even though it cannot grasp the entire complexity of the AI-model.

3.3 Discussion of BAPC-Criteria

Fig. 4 summarizes the results for the Criteria (C1) and (C2) for the unperturbed data based on \( \mathcal{U}(X_n) = [2, 3] \), where \( f' \) has been generated using \( \mathcal{N}(X_n) = [2, 3] \). Note that only the left-hand side of the inequality (C2) is influenced by the choice of \( \mathcal{N}(X_n) \) since, in contrast to \( \varepsilon \) and \( \Delta \varepsilon \), the refitted base model \( f' \) depends on \( \mathcal{N}(X_n) \). We observe that the Accuracy Condition (C1) is satisfied for all validation data points in \([0, 3]\) reflecting the fact that the AI correction strongly improves the base model’s prediction on a global level. In contrast, the Surrogate Fidelity Condition (C2) is
Figure 4: Accuracy and Fidelity (no noise). Using the data set without noise, we check the two Criteria (C1) and (C2) for the validation data set in $U(2.5) = N(2.5) = [2, 3]$. The blue resp. red dots indicate the left-hand side of the inequality of (C1), resp. (C2) for all validation data points. The right-hand side of the inequalities is represented by the green horizontal line, where we have chosen $\eta_1 = \eta_2 = 1$. In contrast to Def. 2.2, which uses the absolute values, the real number values - i.e., including the correct sign - are shown. The blue (below x-axis) resp. red (above x-axis) vertical lines indicate those data points in $U(2.5)$, for which Condition (C1) resp. (C2) is satisfied. Black lines indicate that these conditions are not satisfied.
Figure 5: Accuracy and Fidelity (normally distributed noise). Top row: Using the same data set (with normally distributed noise and three different noise levels $\sigma = 0.1, \sigma = 0.5, \text{ and } \sigma = 1$) and setup as in Fig. 3, we checked the strong BAPC Criteria (C1) and (C2) for $U(2.5) = N(2.5) = [2,3]$. The blue resp. red dots indicate the left-hand side of the inequality of (C1), resp. (C2) for all validation samples. The right-hand side of the inequalities is represented by the green horizontal line, where we have chosen $\eta_1 = \eta_2 = 1$. In contrast to Def. 2.2, which uses the absolute values, the real number values - i.e., including the sign - are shown. The blue (below x-axis) resp. red (above x-axis) vertical lines indicate those points in $U(2.5)$, for which Condition (C1) resp. (C2) is satisfied. Black lines indicate that these conditions are not satisfied. Middle/bottom row: Using different values for the radius $r$, the fraction of data points in $U_r(2.5) := [2.5 - r, 2.5 + r]$ not satisfying (C1) (middle row) resp. (C2) (bottom row) is shown as boxplots over 100 randomly generated data sets (cf. Sec. 3.1). The mean is shown in green, the median in orange. This fraction can be used as an estimate of $\delta_1$ resp. $\delta_2$ in the weak BAPC Criteria (PC1) resp. (PC2). The blue line indicates the minimum of the sum $\text{mean}(\hat{\delta}_1) + \text{mean}(\hat{\delta}_2)$. Again, the same data set with normally distributed noise and three different noise levels from previous experiments has been used.

not satisfied for all validation samples in $U(X_n)$. At the upper end of $U(X_n)$, where the base model is not a good fit for the samples, the AI correction is large in comparison to the model surrogate $\Delta f$ (cf. Fig. 3) and thus, (C2) is not satisfied. At the lower end of $U(X_n)$, the AI correction and $f'$ lie on the same site of $f$ (in this case above), in other words $f'$ does not follow the trend of the corrected predictions from Step (2) of BAPC. Whenever this is too expressed, as it is the case around $x = 2$ opposed to e.g. $x = 2.3$, this causes (C2) to not be satisfied.

Not surprisingly, the situation is somewhat different in the presence of noise, where outliers cannot be perfectly predicted neither by the base model nor by the AI-model. Fig. 5 (top row) summarizes the results for Conditions (C1) and (C2), based on data sets with different amount of normally distributed noise. Here, both Conditions (C1) and (C2) are not satisfied by a considerable amount of data points in $U(2.5) = [2,3]$. We are thus particularly interested in the weak BAPC Criteria (PC1) and (PC2) as formulated in Def. 2.3 allowing a certain fraction of data points in the local region to not satisfy the strong BAPC Criteria. In this context, we determined the fraction...
Figure 6: This is the result of the experiment with $\mathcal{U} = \mathcal{N}$: We use normal noise with $\sigma = 0.5$ standard deviations, a repetition of the experiment of 100 times, and a cross-validation scheme for each model (data set is the same but the split between training and validation data differs). The boxplots from left to right: neural network, SVM, random forest, xgboost. The green line is the mean, the orange the median. It is seen, that the total upper bound (bottom) is best for some value in between 0 and 0.5. Also, all models perform similarly well.

$\delta_1$, resp. $\delta_2$ of points in a local neighborhood $\mathcal{N}(2.5)$ around $X_n = 2.5$ that do not satisfy (C1) resp. (C2) for different values of the radius $r$ (see Fig. 5 (center/bottom row)). These values can be considered as estimations for the parameters $\delta_1$ and $\delta_2$ in (PC1) and (PC2). Unsurprisingly, both $\delta_1$ and $\delta_2$ increase for higher noise levels. Furthermore, for a given noise level, $\delta_1$ decreases for increasing radius, while on the other hand $\delta_2$ increases. Clearly, the variance of $\delta_1$ resp. $\delta_2$ is higher for small $\mathcal{U}(X_n)$ containing less samples. A similar behavior can be seen for different values of $X_n$ (see Fig. 8 and 9 in the appendix for $X_n = 2.3$ with $\mathcal{N}(X_n) = [1.6, 3]$ and $X_n = 2.7$ with $\mathcal{N}(X_n) = [2.4, 3]$). We conclude that we cannot minimize both $\delta_1$ and $\delta_2$ at the same time, hence we need some criteria to chose the optimal radius, or in other words the optimal $\mathcal{U}(X_n)$. A straightforward, yet suitable choice seems to be the minimization of $\text{mean}(\delta_1) + \text{mean}(\delta_2)$ (blue line in Fig. 5), which is also in line with Thm. 2.1 (cf. Eqn. (16)). Here, $\text{mean}(\delta_i)$ refers to the mean of $\delta_i$ over the 100 different validation data sets used. Fig. 7 (left/middle) shows the minimum of $\text{mean}(\delta_1) + \text{mean}(\delta_2)$ and the corresponding optimal radius for different noise levels $\sigma$ from 0.1 to 3.0. It can be seen that the optimal radius quickly reaches the maximal possible size of 0.5 for very large levels of noise. This suggests that there is some upper bound for noise levels above which a good balance between (PC1) and (PC2) cannot be guaranteed. On the other hand, however, we observe that the blue line indicating the minimum of $\text{mean}(\delta_1) + \text{mean}(\delta_2)$ is quite flat for higher noise levels - which is shown for $\sigma = 1$ in Fig. 5 and was observed in our experiments for higher noise levels as well (not shown here).

We now perform an experiment for the case $\mathcal{N}(X_n) = \mathcal{U}(X_n)$ with $X_n = 2.5$ and four different...
AI models: The neural network (nnet) from the previous experiments, a random forest (rf), and the gradient boosting algorithm XGBoost. For various sizes of the neighborhood (measured with the radius $r$), support vector machine (SVM), and the gradient boosting algorithm XGBoost. For various sizes of AI models: The neural network (nnet) from the previous experiments, a random forest (rf), a

from our previous experiments and apply Equ. (16) of Thm. 2.1 to calculate $\alpha_r$ for each trained predictive model fulfills the accuracy ($\Delta \varepsilon_i$) and fidelity ($\varepsilon_i - \Delta f_i$) condition. It is evaluated with cross-validation with 5 equally sized folds. Fig. 6 shows the result for a noise level of $\sigma = 0.5$: It is seen that

1. The results for all four models are very similar (even though SVM and nnet perform best, the bounds for the other two models are not significantly worse).
2. There is minimum at around $r = 0.4$ with an error of about 0.4 standard deviations of the surrogate approximating the true data on $\mathcal{N}(X_n)$.
3. Too small values of the radius $r$ make $\tilde{\delta}_1$ too large to reliably estimate the standard deviation $\sigma$.
4. Large values of the radius $r$ lead to infidelity (high values of $\tilde{\delta}_2$) of the surrogate to the AI-model, of which the non-linear nature becomes more apparent on the larger $\mathcal{N}(X_n)$.

This is seen also very clearly for the run of the experiment with a noise level of $\sigma = 0.1$ (see appendix, with a smaller value for the optimal $r$ and estimated error bound $\tilde{\delta}_1 + \tilde{\delta}_2$). Our choice of $\mathcal{N}(X_n) = \mathcal{U}(X_n)$ was made to check the method in the case in which no initial guess for the true range of the ‘anomalous’ behavior deviating from the linear model’s prediction is available. Further experiments have shown that qualitatively similar results are obtained when a fixed (known) size of the influence region $\mathcal{N}(X_n)$ (Step 3 of BAPC) of the perturbation of the data around $X_n$ is chosen, and subsequently different sizes of $\mathcal{U}(X_n)$ are checked in terms of the best explanation $\Delta f(x)$ for $x \in \mathcal{U}(X_n)$. In other words, in this experiment, we are following the principle that choosing a certain size of the set of points where an explanation is reasonably accepted should also be the set of points on which the correction of the data is allowed to take place. Our experimental findings were such that we couldn’t reject this principle on the basis of any observed changes in the estimations of $\delta_1$ and $\delta_2$.

As a last step, we analyze if Thm. 2.1 can be used to optimize the choice of $\eta_1$ and $\eta_2$ (reminder: so far, we choose $\eta = \eta_1 = \eta_2 = 1$). For this, we use the optimal $\mathcal{U}(X_n)$ and the optimal $\tilde{\delta}_1 + \tilde{\delta}_2$ from our previous experiments and apply Equ. (16) of Thm. 2.1 to calculate $\alpha$ by the $(\tilde{\delta}_1 + \tilde{\delta}_2)$-quantile. The resulting $\alpha$’s for the 100 data sets are shown as boxplot in Fig. 7 (left). Note that for these results, we needed to estimate $s$ also for small values of the radius $r$ where this estimation increases due to there being only few data points left in $\mathcal{U}(X_n)$, there is a natural limitation of the method in the sense that it needs sufficiently large sample sizes $\mathcal{U}(X_n)$. At the same time, a neighborhood of $X_n$ on which the correction $\hat{\varepsilon}$ changes non-linearly will not be approximated well by (difference of) a linear model. We conclude, that for linear regression there is a certain optimal noise level ($\sigma \sim 0.5$ in our example) for the weak BAPC concept to be working optimally, i.e., to obtain a useful predictive power of the surrogate $\Delta f$ of the true data.

![Figure 7: Optimal Neighborhood. Left/Middle: Based on Fig. 5, the minimum of mean($\tilde{\delta}_1$) + mean($\tilde{\delta}_2$) and the corresponding radius is shown for different noise levels $\sigma \in [0.1, 3.0]$. Right: Using Thm. 2.1 and $\delta_1 + \delta_2$ from the middle plot, values for $\alpha$ and $\eta = \eta_1 = \eta_2$ were calculated for different noise levels $\sigma \in [0.1, 3.0]$.](image-url)
4 Discussion

With Definitions 2.2 and 2.3, we are introducing a rigorous definition of explainable AI for a specific class of local surrogates. Namely, those which are applied to predictive models correcting parametric ‘base models’. The base model is meant to act as a ground truth, giving an interpretable, yet usually not sufficiently accurate additive prediction. The complete model is the sum of the (explainable) base model’s prediction and the (non-explainable) AI correction. Explainability of the corrector is then provided for a given instance by the parameter changes necessary to yield the complete model’s prediction. We call this vector of parameter changes the explanation vector $\Delta \theta$ which ‘tweaks’ the base model towards the more accurate prediction of the complete model.

The local nature of the approach becomes eminent by the parameter changes being dependent on the specific input data point (instance $x$). If the assumptions (13) and (14) are satisfied in some neighborhood $\mathcal{N}(x)$, then the same ‘explanation’ can be used for all instances from this set. The quality of the base model being less accurate in comparison with the AI-correction naturally limits its power to replace it. At the same time, it ‘explains’ the AI-model’s action by providing a simplification or ‘sketch’ of it.

We provide quantitative bounds for the size of $\mathcal{N}(x)$ such that the validity of the vector of parameter shifts in the base model, which yields the complete model’s prediction, is guaranteed within the region.

If the quality of model fidelity can be maintained within a region of the instance space which is covered by the union of the neighborhoods $\mathcal{N}(x_i)$ of all instance points $x_i$ of a given sample, then the complete model satisfies an AI-induced increase of accuracy under simultaneous explainability in this region. A second characteristic quality of the complete model is the accuracy of the explanation, termed ‘surrogate accuracy’, which is also limited by the nature of the base model and the size of the neighborhood on which the explanation vector $\Delta \theta$ is valid.

Altogether, we presented a study of the interplay between the complete model’s accuracy, the model fidelity, and the surrogate accuracy on precisely defined neighborhoods $\mathcal{N}(x)$ of an arbitrary instance $x$. A ‘complete model prediction’ corrects the linear regression estimate of the data and needs to be explained. The definitions PC1 and PC2 provide us with two independent error control parameters ($\delta_1, \delta_2$). They refer to two independent sources of error of the surrogate: The training error $\Delta \varepsilon$ and the lack of fidelity. In Theorem 2.1 they enter into the error bound of the surrogate accuracy as the sum of two independent variables. It shows that typically this bound has a minimum for reasonable sizes defined by the radius $r$ of the neighborhood $\mathcal{U}(x)$ which results from a lack of estimation power of $s$ (for small $r$), and a lack of fidelity (for large values of $r$).

5 Conclusion and Outlook

In this work, we have introduced a new model-agnostic approach to provide explainability of an AI-model acting as a corrector of a parametric, interpretable base model. The explainability is established in the framework of local surrogates, more precisely, it is provided in terms of a parameter shift that is locally interpretable in the context of the base model. We furthermore provided criteria for accuracy of the AI-correction and fidelity of the base model’s change, caused by the AI-model, within local neighborhoods. In an application of BAPC to a simulated data set, we investigated the influence of noisy data as well as of the choice of the local neighborhood. Although the AI-model’s explanation of BAPC is found to be fairly robust against noise, the level of noise in the data does, not surprisingly, influence both accuracy and fidelity, leading to a distinction between weak and strong BAPC Criteria. On the other hand, the choice of the local neighborhood does likewise influence accuracy and fidelity and thus also the choice of suitable parameters $\delta_1$ and $\delta_2$ of the weak BAPC Criteria (PC1) and (PC2). We determined an optimal local region by using a minimization criterion on estimations of $\delta_1$ and $\delta_2$ from multiple experiments. Finally, we provided an upper bound for surrogate inaccuracy that was checked in experiments with the result that under the presence of noise, the upper bound is smallest for some positive $r$ (see Fig. 7). Furthermore, finding the optimal radius (i.e. optimal $\mathcal{U}(X_n)$) for a given noise level, this radius tends to zero for the noise intensity becoming small. However, the probability $\mathbb{P}[\|\varepsilon_n - \Delta f(X_n)\| > s(\eta_1 + \eta_2)]$ for fixed $\eta_1, \eta_2 > 0$ and MAE $s = \mathbb{E}[\|\varepsilon(X)\| | X \in \mathcal{U}(X_n)]$ doesn’t converge to zero, but shows to have a minimum at some ‘ideal’ case-dependent positive noise intensity.

In ongoing work, we are extending BAPC to classification problems and are applying it to classification base models such as decision trees. Once the theoretical framework has been established, BAPC can be applied to a variety of problems, e.g., different predictive maintenance tasks.
on production data such as ‘perturbed’ time-series of sensor readings. Furthermore, there is work of BAPC applied to time series [18]. The ability to place high-performing machine learning models (such as neural networks) into the framework of a conventional base model (such as linear or probit regression) is highly attractive as in this case the base model is likely to emerge from the understanding of underlying processes, such as physical or biological processes. Such a procedure is typical for applications like predictive maintenance, in which “to tune the machine configuration towards less likely faults to happen” (see [7], Sect. 2) is an Industry 4.0 “methodological criterion”.
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A Detailed fidelity simulation results

We repeated the simulated data from Sec. 3.1 and the setup from Fig. 5 for $X_n = 2.3$ and $X_n = 2.7$. The results are shown in Fig. 8 and 9. We observe a similar behavior as for $X_n = 2.5$, in particular $\hat{\delta}_1$ decreases while $\hat{\delta}_2$ increases with increasing $U(X_n)$. The experiment with a comparison of different AI-models and $U = N$ has been repeated for the noise levels $\sigma = 0.1$ and $\sigma = 1.0$ (see Fig. 10 and Fig. 11).

![Graphs showing velocity, time, and radius plots](image-url)

**Figure 8:** Using the same setup as in Fig. 5, this shows the results for $X_n = 2.3$. Here, the range of the radius is chosen as $r \in [1.6, 3.0]$ in steps of 0.05.
Figure 9: Using the same setup as in Fig. 5, this shows the results for $X_n = 2.7$. Here, the range of the radius is chosen as $r \in [2.4, 3.0]$ in steps of 0.05.
Figure 10: Using the same setup as in Fig. 6, this shows the results for $\sigma = 0.1$. 
Figure 11: Using the same setup as in Fig. 6, this show the results for $\sigma = 1$. 
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