Equivalence between classical epidemic model and non-dissipative and dissipative quantum tight-binding model
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Abstract

The equivalence between classical epidemic model and non-dissipative and dissipative quantum tight-binding model is derived. Classical epidemic model can reproduce the quantum entanglement emerging in the case of electrostatically coupled qubits described by von-Neumann entropy both in non-dissipative and dissipative case. The obtained results shows that quantum mechanical phenomena might be almost entirely simulated by classical statistical model. It includes the quantum like entanglement and superposition of states. Therefore coupled epidemic models expressed by classical systems in terms of classical physics can be the base for possible incorporation of quantum technologies and in particular for quantum like computation and quantum like communication. The classical density matrix is derived and described by the equation of motion in terms of anticommutator.

Existence of Rabi like oscillations is pointed in classical epidemic model. Furthermore the existence of Aharonov-Bohm effect in quantum systems can also be reproduced by the classical epidemic model. Every quantum system made from quantum dots and superposition of states. Therefore coupled epidemic models expressed by classical systems in terms of classical physics can be the base for possible incorporation of quantum technologies and in particular for quantum like computation and quantum like communication. The classical density matrix is derived and described by the equation of motion in terms of anticommutator.

Index terms— Epidemic model, tight-binding model, stochastic finite state machine, position-based qubits, COVID

I. INTRODUCTION TO CLASSICAL EPIDEMIC MODEL

Epidemic model can model sickness propagation and various phenomena in sociology, physics and biology. The most basic form of epidemic model relies on co-dependence of two probabilities of occurrence of state 1 and 2 that can be identified at the state of being healthy and sick as it is being depicted in Fig.1. It is expressed in the compact way in the following way:

\[
(s_{11}(t)|1\rangle|1\rangle + s_{22}(t)|2\rangle|2\rangle + s_{12}(t)|1\rangle|2\rangle) = \frac{d}{dt} (p_1(t)|1\rangle + p_2(t)|2\rangle) = \frac{d}{dt} |\psi_{\text{classical}}\rangle = \hat{S} |\psi_{\text{classical}}\rangle,
\]

where occurrence of $|\psi_1\rangle_{\text{after}}$ and $|\psi_2\rangle_{\text{after}}$ occurs with probability $p_1(t_{\text{measurement}})$ and $p_2(t_{\text{measurement}})$.

We notice that matrix $\hat{S}$

\[
\hat{S} = \begin{pmatrix} s_{11}(t) & s_{12}(t) \\ s_{21}(t) & s_{22}(t) \end{pmatrix}
\]
has 2 eigenvalues

\[
E_1(t) = \frac{1}{2} \left( -\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}(t) + s_{11}(t) + s_{22}(t)} \right)
\]

\[
E_2(t) = \frac{1}{2} \left( +\sqrt{(s_{11} - s_{22})^2 + 4s_{12}(t)s_{21}(t) + s_{11}(t) + s_{22}(t)} \right)
\]

and we have the corresponding classical eigenstates

\[
\left| \psi_{E_1} \right> = \frac{2s_{21}}{2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} \left( \frac{-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}}{2s_{21}} \right)
\]

\[
\left| \psi_{E_2} \right> = \frac{2s_{21}}{2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} \left( \frac{+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}}{2s_{21}} \right)
\]

We recognize that two states \( \left| \psi_{E_1} \right> \) and \( \left| \psi_{E_2} \right> \) are orthogonal, so \( \left< \psi_{E_1} | \psi_{E_2} \right> = \left< \psi_{E_2} | \psi_{E_1} \right> = 0 \). We also recognize that

\[
\left< \psi_{E_1} | \psi_{E_1} \right> = \left[ \frac{-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}}{2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} \right]^2 + \left[ \frac{2s_{21}}{2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} \right]^2
\]

\[
= 1 - \left[ \frac{4s_{21}(-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})}{(2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}))^2} \right] = n_{E_1}(t),
\]

\[
\left< \psi_{E_2} | \psi_{E_2} \right> = \left[ \frac{+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}}{2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} \right]^2 + \left[ \frac{2s_{21}}{2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} \right]^2
\]

\[
= 1 - \left[ \frac{4s_{21}(+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})}{(2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}))^2} \right] = n_{E_2}(t).
\]

It shall be underlined that necessary condition for identification the superposition of two classical eigenstates is expressed by \( (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}) > 0 \) and \( (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}) > 0 \) what preimposes some constrains on real value functions \( s_{11}(t) \), \( s_{12} \), \( s_{21} \) and \( s_{22} \). The full classical state can be written as the superposition of two ensembles with probabilities \( p_I \) and \( p_{II} \) expressed by the following classical state

\[
\left| \psi(t) \right>_{\text{classical}} = p_I(t) \left| \psi_{E_1} \right> + p_{II}(t) \left| \psi_{E_2} \right>
\]

\[
= \frac{p_I(t)}{2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} \left( \frac{-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}}{2s_{21}} \right) +
\]

\[
+ \frac{p_{II}(t)}{2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} \left( \frac{+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}}{2s_{21}} \right)
\]

\[
= p_I(t) \left( \frac{-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}}{2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} \right) +
\]

\[
+ p_{II}(t) \left( \frac{+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}}}{2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} \right)
\]

\[
= \left( \frac{p_I(t)}{2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} + \frac{p_{II}(t)}{2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21} + s_{11} - s_{22}})} \right) \left| \psi(t) \right>_{\text{classical}}.
\]
We have superposition of states with 2 statistical ensembles occurring with probabilities \( p_1(t) \) and \( p_2(t) \) that are encoded in probabilities \( p_1(t) \) and \( p_2(t) \) that are directly observable. We can extract probabilities \( p_1(t) \) and \( p_2(t) \) from \( |\psi(t)\rangle_{\text{classical}} \) in the following way

\[
p_1(t) = \frac{1}{n_{E_1}(t)} \langle \psi_{E_1} | \psi(t) \rangle_{\text{classical}} = 1 - \left[ \frac{4s_{21}(-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})}{(2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22}))^2} \right] \langle \psi_{E_1} | \psi(t) \rangle_{\text{classical}} = \\
\times \left( \frac{-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22}}{2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})} \right), \left( \frac{2s_{21}}{2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})} \right) p_1(t), \right) \tag{11}
\]

and

\[
p_2(t) = \frac{1}{n_{E_2}(t)} \langle \psi_{E_2} | \psi(t) \rangle_{\text{classical}} = 1 - \left[ \frac{4s_{21}(+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})}{(2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22}))^2} \right] \langle \psi_{E_2} | \psi(t) \rangle_{\text{classical}} = \\
\times \left( \frac{+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22}}{2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})} \right), \left( \frac{2s_{21}}{2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})} \right) p_2(t), \right) \tag{12}
\]

Probabilities \( p_1(t) \) and \( p_2(t) \) will describe the occupancy of energy levels \( E_1 \) and \( E_2 \) in real time domain of epidemic simplistic model. We have the same superposition of two eigenvalues as in the case of quantum tight-binding model. The same reasoning can be conducted for \( N \)-th state classical epidemic model expressed as

\[
(s_{11}(t)\{1\} + s_{12}(t)\{2\} + s_{13}(t)\{3\} + ... + s_{1N}(t)\{N\})\{1\} + \\
+ s_{21}(t)\{2\} + s_{22}(t)\{2\} + s_{23}(t)\{3\} + ... + s_{2N}(t)\{N\})\{2\} + \\
+ ... + \\
+ s_{N1}(t)\{N\} + s_{N2}(t)\{N\} + s_{N3}(t)\{N\} + ... + s_{NN}(t)\{N\})\{N\}
\]

\[
(p_1(t)\{1\} + p_2(t)\{2\} + ... + p_N(t)\{N\}) = \frac{d}{dt}(p_1\{1\} + p_2\{2\} + ... + p_N\{N\}) = \\
= \frac{d}{dt} \begin{pmatrix} p_1(t) \\ p_2(t) \\ ... \\ p_N(t) \end{pmatrix} = \begin{pmatrix} s_{11}(t) & s_{12}(t) & ... & s_{1N}(t) \\ s_{21}(t) & s_{22}(t) & ... & s_{1N}(t) \\ ... & ... & ... & ... \\ s_{N1}(t) & s_{N2}(t) & ... & s_{NN}(t) \end{pmatrix} \begin{pmatrix} p_1(t) \\ p_2(t) \\ ... \\ p_N(t) \end{pmatrix} = \begin{pmatrix} s_{11}(t) & s_{12}(t) & ... & s_{1N}(t) \\ ... & ... & ... & ... \\ s_{N1}(t) & s_{N2}(t) & ... & s_{NN}(t) \end{pmatrix} |\psi_{\text{classical}}\rangle \geq \begin{pmatrix} s_{11}(t) \\ s_{12}(t) \\ ... \\ s_{NN}(t) \end{pmatrix}
\]

\[
= \hat{S}_t(p_1(t)\{1\} + p_2(t)\{2\} + ... + p_N(t)\{N\}) = \frac{d}{dt}|\psi_{\text{classical}}\rangle > . \tag{13}
\]

II. ANALYTICAL SOLUTIONS OF SIMPLISTIC CLASSICAL EPIDEMIC MODEL

In principle we can also introduce weak measurement procedure that will be partly omitted in this work. In very real way if we have the population of \( N \) individuals possibly infected with COVID we can inspect \( N_1 \) individuals, where \( N_1 < N \) and we can introduce some corrections to \( p_1(t_{\text{measurement}}) \rightarrow \frac{1}{N}(N - N_1)p_1(t_{\text{measurement}}) + N_1p_1(t_{\text{fresh}}) \) and \( p_2(t_{\text{measurement}}) \rightarrow \frac{1}{N}(N - N_1)p_2(t_{\text{measurement}}) + N_1p_2(t_{\text{fresh}}) \) where \( p_1(t_{\text{fresh}}), p_2(t_{\text{fresh}}) \) are probabilities obtained by testing \( N_1 \) individuals what could correspond to weak measurement conducted on assembly of \( N \) individuals. Let us consider the state of the system before measurement and its natural evolution. Such set of equations has two analytical solutions for probabilities \( p_1(t) \) and \( p_2(t) \) expressed as

\[
\exp \left( \int_{t_0}^{t} s_{11}(t) dt' \right) \exp \left( \int_{t_0}^{t} s_{21}(t) dt' \right) \begin{pmatrix} p_1(t) \\ p_2(t) \end{pmatrix} = \exp \left( \begin{pmatrix} s_{11}(t) & s_{12}(t) & ... & s_{1N}(t) \\ s_{21}(t) & s_{22}(t) & ... & s_{1N}(t) \\ ... & ... & ... & ... \\ s_{N1}(t) & s_{N2}(t) & ... & s_{NN}(t) \end{pmatrix} \begin{pmatrix} p_1(t) \\ p_2(t) \end{pmatrix} = \begin{pmatrix} s_{11}(t) & s_{12}(t) & ... & s_{1N}(t) \\ ... & ... & ... & ... \\ s_{N1}(t) & s_{N2}(t) & ... & s_{NN}(t) \end{pmatrix} |\psi_{\text{classical}}\rangle > \begin{pmatrix} s_{11}(t) \\ s_{12}(t) \\ ... \\ s_{NN}(t) \end{pmatrix}
\]

\[
= \hat{U}(t_{\text{fresh}}) \begin{pmatrix} p_1(t) \\ p_2(t) \end{pmatrix} = \begin{pmatrix} p_1(t) \\ p_2(t) \end{pmatrix} \tag{14}
\]
with

\[ S_{11}(t,t_0) = \int_{t_0}^{t} s_{11}(t) dt', S_{12}(t,t_0) = \int_{t_0}^{t} s_{12}(t) dt', S_{22}(t,t_0) = \int_{t_0}^{t} s_{22}(t) dt', S_{21}(t,t_0) = \int_{t_0}^{t} s_{21}(t) dt', \] (15)

and

\[ U_{1,1}(t,t_0) = e^{\frac{s_{11}(t,t_0) + s_{22}(t,t_0)}{2}} \left[ + \frac{(S_{11}(t,t_0) - S_{22}(t,t_0)) \sinh \left( \frac{1}{2} \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right)}{\sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)}} + \cosh \left( \frac{1}{2} \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right) \right] \] (16)

\[ U_{2,2}(t,t_0) = e^{\frac{s_{11}(t,t_0) + s_{22}(t,t_0)}{2}} \left[ - \frac{(S_{11}(t,t_0) - S_{22}(t,t_0)) \sinh \left( \frac{1}{2} \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right)}{\sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)}} + \cosh \left( \frac{1}{2} \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right) \right] \] (17)

\[ U_{1,2}(t,t_0) = \frac{2S_{12}(t,t_0)e^{\frac{s_{11}(t,t_0) + s_{22}(t,t_0)}{2}} \sinh \left( \frac{1}{2} \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right)}{\sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)}} \] (18)

\[ U_{2,1}(t,t_0) = \frac{2S_{21}(t,t_0)e^{\frac{s_{11}(t,t_0) + s_{22}(t,t_0)}{2}} \sinh \left( \frac{1}{2} \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right)}{\sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)}} \] (19)

We obtain explicit formula for probabilities

\[ p_1(t) = e^{\frac{s_{11}(t,t_0) + s_{22}(t,t_0)}{2}} \left[ + \frac{(S_{11}(t,t_0) - S_{22}(t,t_0)) \sinh \left( \frac{1}{2} \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right)}{\sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)}} + \cosh \left( \frac{1}{2} \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right) \right] p_1(t_0) + \right] p_2(t_0) \] (20)

\[ p_2(t) = e^{\frac{s_{11}(t,t_0) + s_{22}(t,t_0)}{2}} \left[ + \frac{2S_{21}(t,t_0) \sinh \left( \frac{1}{2} \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right)}{\sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)}} \right] p_1(t_0) + \right] p_2(t_0) \] (21)
It is useful to express the ratio of probabilities \( p_1(t) \) and \( p_2(t) \) in the following analytical way as

\[
\frac{r_{12}(t)}{p_2(t)} = \frac{p_1(t)}{p_2(t)} = \\
\left[ (S_{11}(t,t_0) - S_{22}(t,t_0))p_1(t_0) + 2S_{21}(t,t_0)p_2(t_0) \right] \tanh\left( \frac{1}{2} \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right) + \\
\left[ -(S_{11}(t,t_0) - S_{22}(t,t_0))p_2(t_0) + 2S_{21}(t,t_0)p_1(t_0) \right] \tanh\left( \frac{1}{2} \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right) + \\
\left[ p_1(t_0) \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right] / \\
\left[ - p_2(t_0) \sqrt{(S_{11}(t,t_0) - S_{22}(t,t_0))^2 + 4S_{12}(t,t_0)S_{21}(t,t_0)} \right]
\]

(22)

III. EQUATIONS OF MOTION FOR CLASSICAL EPIDEMIC MODEL IN PROJECTOR REPRESENTATION IN CASE OF TIME INDEPENDENT MATRIX \( S \)

Let us consider the equations of motion for the case of time-independent \( s_{11}, s_{12}, s_{21} \) and \( s_{22} \). In Dirac notation it can be written in the following way:

\[
(E_1 | \Psi_{E_1} \rangle, \langle \Psi_{E_1} | + E_2 | \Psi_{E_2} \rangle, \langle \Psi_{E_2} |) (p_I | \Psi_{E_1} \rangle + p_{II} | \Psi_{E_2} \rangle) = \frac{d}{dt} (p_I | \Psi_{E_1} \rangle + p_{II} | \Psi_{E_2} \rangle) = \left( \frac{d}{dt} p_I \right) | \Psi_{E_1} \rangle + \left( \frac{d}{dt} p_{II} \right) | \Psi_{E_2} \rangle,
\]

(23)

since \( E_1, E_2, | \Psi_{E_1} \rangle \) and \( | \Psi_{E_2} \rangle \) are time independent. By applying \( | \Psi_{E_1} \rangle \) and \( | \Psi_{E_1} \rangle \) on the left side we obtain and using orthogonality relation between \( | \Psi_{E_1} \rangle \) and \( | \Psi_{E_2} \rangle \) we obtain set of equations

\[
\frac{E_1}{n_{E_1}} p_I = \frac{d}{dt} p_I, \quad \frac{E_2}{n_{E_2}} p_{II} = \frac{d}{dt} p_{II},
\]

(24)

that has the solutions

\[
\frac{p_I}{p_{II}}(t-t_0) p_I(t_0) = p_I(t_0), \quad e^{\frac{E_2}{n_{E_2}}(t-t_0)} p_{II}(t_0) = p_{II}(t).
\]

(25)

Sum of probabilities is not normalized. However physical significance between ratio \( p_1(t) \) and \( p_2(t) \) that is expressed by ratio

\[
\frac{r_{12}(t)}{p_2(t)} = \frac{p_1(t)}{p_2(t)} = \frac{p_1(t_0)}{p_{II}(t_0)} = \exp(\left( \frac{E_1}{n_{E_1}} - \frac{E_2}{n_{E_2}} \right)(t-t_0)).
\]

(26)

It means that Rabi oscillations or more precisely change of occupancy among levels is naturally built in classical epidemic model. Still superposition of two states is maintained so the analogy of classical epidemic model to quantum tight-binding model is deep.

IV. CASE OF CONSTANT OCCUPANCY OF 2 EIGENERGY LEVELS IN CLASSICAL EPIDEMIC MODEL

We consider the case of \( p_1(t) = \text{constant}_1 \) and \( p_{II}(t) = \text{constant}_{II} \). We have time-dependent parameters \( s_{11}, s_{22}, s_{12} \) and \( s_{21} \) and we obtain the following equations of motion

\[
(E_1 | \Psi_{E_1} \rangle, \langle \Psi_{E_1} | + E_2 | \Psi_{E_2} \rangle, \langle \Psi_{E_2} |) (p_I | \Psi_{E_1} \rangle + p_{II} | \Psi_{E_2} \rangle) = \frac{d}{dt} (p_I | \Psi_{E_1} \rangle + p_{II} | \Psi_{E_2} \rangle) = (p_I \frac{d}{dt} | \Psi_{E_1} \rangle + p_{II} \frac{d}{dt} | \Psi_{E_2} \rangle).
\]

(27)

We obtain the set of 2 equations

\[
E_1(t)p_I = (p_I \langle \Psi_{E_1} | \frac{d}{dt} | \Psi_{E_1} \rangle) + (p_I \langle \Psi_{E_1} | \frac{d}{dt} | \Psi_{E_2} \rangle),
\]

(28)

\[
E_2(t)p_{II} = (p_I \langle \Psi_{E_2} | \frac{d}{dt} | \Psi_{E_1} \rangle + (p_{II} \langle \Psi_{E_2} | \frac{d}{dt} | \Psi_{E_2} \rangle).
\]

(29)

Consequently we obtain

\[
\frac{p_I}{p_{II}} = \langle \Psi_{E_1} | \frac{d}{dt} | \Psi_{E_1} \rangle, \\
\frac{p_I}{p_{II}} = \langle \Psi_{E_2} | \frac{d}{dt} | \Psi_{E_2} \rangle
\]

(30)
and it implies

\[
\frac{\langle \psi_{E_1} | \frac{d}{dt} | \psi_{E_2} \rangle}{(E_1(t) - \langle \psi_{E_1} | \frac{d}{dt} | \psi_{E_1} \rangle)} = \frac{(E_2(t) - \langle \psi_{E_2} | \frac{d}{dt} | \psi_{E_2} \rangle)}{\langle \psi_{E_2} | \frac{d}{dt} | \psi_{E_1} \rangle}
\]

(31)

V. EQUATIONS OF MOTION FOR CLASSICAL EPIDEMIC MODEL IN PROJECTOR REPRESENTATION (DIRAC NOTATION) AND RABI OSCILLATIONS IN CLASSICAL EPIDEMIC MODEL

Let us consider the equations of motion in the following way:

\[
\langle E_1(t) | \psi_{E_1} \rangle \frac{1}{n_{E_1}} (\psi_{E_1} + E_2(t) | \psi_{E_2} \rangle + e_{12}(t) | \psi_{E_2} \rangle + e_{21}(t) | \psi_{E_1} \rangle) (p_I | \psi_{E_1} \rangle + p_H | \psi_{E_2} \rangle) = \frac{d}{dt} (p_I | \psi_{E_1} \rangle + p_H | \psi_{E_2} \rangle).
\]

This equation is equivalent to the set of 2 coupled ordinary differential equations given as

\[
\begin{align*}
E_1(t)p_I(t) + e_{21}(t)p_H(t) &= \langle \psi_{E_1}(t) | \frac{d}{dt} (p_I(t) | \psi_{E_1}(t) \rangle) + \langle \psi_{E_1(0)} | \frac{d}{dt} (p_H(t) | \psi_{E_2}(t) \rangle, \\
E_2(t)p_H(t) + e_{12}(t) p_I(t) &= \langle \psi_{E_2}(t) | \frac{d}{dt} (p_I(t) | \psi_{E_1}(t) \rangle) + \langle \psi_{E_2(0)} | \frac{d}{dt} (p_H(t) | \psi_{E_2}(t) \rangle).
\end{align*}
\]

(33)

and can be rewritten to be as

\[
\begin{align*}
E_1(t)p_I(t) + e_{21}(t)p_H(t) &= \frac{d}{dt} p_I(t) + p_I(t) (\langle \psi_{E_1}(t) | \frac{d}{dt} | \psi_{E_1}(t) \rangle) + p_H(t) (\langle \psi_{E_1(0)} | \frac{d}{dt} | \psi_{E_2}(t) \rangle, \\
e_{12}(t)p_I(t) + E_2(t)p_H(t) &= \frac{d}{dt} p_H(t) + p_H(t) (\langle \psi_{E_2}(t) | \frac{d}{dt} | \psi_{E_2}(t) \rangle) + p_I(t) (\langle \psi_{E_2(0)} | \frac{d}{dt} | \psi_{E_1}(t) \rangle).
\end{align*}
\]

(34)

It will lead to further simplification that can be written as

\[
\begin{align*}
&+ [E_1(t) - (\langle \psi_{E_1}(t) | \frac{d}{dt} | \psi_{E_1}(t) \rangle)] p_I(t) + [e_{21}(t) - p_H(t)] (\langle \psi_{E_1(0)} | \frac{d}{dt} | \psi_{E_2}(t) \rangle)] p_H(t) = \frac{d}{dt} p_I(t) \\
&+ [e_{12}(t) - (\langle \psi_{E_2}(t) | \frac{d}{dt} | \psi_{E_2}(t) \rangle)] p_I(t) + [E_2(t) - (\langle \psi_{E_2}(t) | \frac{d}{dt} | \psi_{E_2}(t) \rangle)] p_H(t) = \frac{d}{dt} p_H(t).
\end{align*}
\]

(35)

We can write it in the compact form as

\[
\begin{bmatrix}
E_1(t) - (\langle \psi_{E_1}(t) | \frac{d}{dt} | \psi_{E_1}(t) \rangle) & e_{21}(t) - (\langle \psi_{E_1(0)} | \frac{d}{dt} | \psi_{E_2}(t) \rangle) \\
e_{12}(t) - (\langle \psi_{E_2}(t) | \frac{d}{dt} | \psi_{E_2}(t) \rangle) & E_2(t) - (\langle \psi_{E_2}(t) | \frac{d}{dt} | \psi_{E_2}(t) \rangle)
\end{bmatrix}
\begin{bmatrix}
p_I(t) \\
p_H(t)
\end{bmatrix}
= \frac{d}{dt}
\begin{bmatrix}
p_I(t) \\
p_H(t)
\end{bmatrix}.
\]

(36)

The solution is analytical given as

\[
\begin{align*}
\hat{G}(t,t_0) &\begin{bmatrix}
p_I(t_0) \\
p_H(t_0)
\end{bmatrix} = \exp\left(
\int_{t_0}^{t} dt' [E_1(t') - (\langle \psi_{E_1}(t') | \frac{d}{dt} | \psi_{E_1}(t') \rangle)] \\
\int_{t_0}^{t} dt' [e_{21}(t') - (\langle \psi_{E_1(0)} | \frac{d}{dt} | \psi_{E_2}(t') \rangle)] \\
\int_{t_0}^{t} dt' [e_{12}(t') - (\langle \psi_{E_2}(t') | \frac{d}{dt} | \psi_{E_2}(t') \rangle)]
\right)
\begin{bmatrix}
p_I(t_0) \\
p_H(t_0)
\end{bmatrix} = \begin{bmatrix}
p_I(t) \\
p_H(t)
\end{bmatrix},
\end{align*}
\]

(37)

and can be written as

\[
\begin{bmatrix}
g_{11}(t_0,t_0) & g_{12}(t_0,t_0) \\
g_{21}(t_0,t_0) & g_{22}(t_0,t_0)
\end{bmatrix}
\begin{bmatrix}
p_I(t_0) \\
p_H(t_0)
\end{bmatrix} = \begin{bmatrix}
p_I(t) \\
p_H(t)
\end{bmatrix} = \begin{bmatrix}
G_{11}(t_0,t_0) & G_{12}(t_0,t_0) \\
G_{21}(t_0,t_0) & G_{22}(t_0,t_0)
\end{bmatrix}
\begin{bmatrix}
p_I(t_0) \\
p_H(t_0)
\end{bmatrix} = \begin{bmatrix}
p_I(t) \\
p_H(t)
\end{bmatrix},
\]

(38)

where

\[
\begin{align*}
g_{11}(t_0,t_0) &= \int_{t_0}^{t} dt' [E_1(t') - (\langle \psi_{E_1}(t') | \frac{d}{dt} | \psi_{E_1}(t') \rangle)], \\
g_{12}(t_0,t_0) &= \int_{t_0}^{t} dt' [e_{21}(t') - (\langle \psi_{E_1(0)} | \frac{d}{dt} | \psi_{E_2}(t') \rangle)], \\
g_{21}(t_0,t_0) &= \int_{t_0}^{t} dt' [e_{12}(t') - (\langle \psi_{E_2}(t') | \frac{d}{dt} | \psi_{E_1}(t') \rangle)], \\
g_{22}(t_0,t_0) &= \int_{t_0}^{t} dt' [E_2(t') - (\langle \psi_{E_2}(t') | \frac{d}{dt} | \psi_{E_2}(t') \rangle)].
\end{align*}
\]

(39-42)
and we have the corresponding classical eigenstates

\[
\langle \psi_{E_1}(t') \rangle \left( \frac{d}{dt'} \langle \psi_{E_1}(t') \rangle \right) = \left[ \frac{1}{2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})} \left( -\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22} \right) \right] \times
\]

\[
\times \frac{d}{dt} \left[ \frac{1}{2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})} \left( -\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22} \right) \right],
\]

\[
\langle \psi_{E_2}(t') \rangle \left( \frac{d}{dt'} \langle \psi_{E_2}(t') \rangle \right) = \left[ \frac{1}{2s_{21} + (-\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})} \left( -\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22} \right) \right] \times
\]

\[
\times \frac{d}{dt} \left[ \frac{1}{2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})} \left( +\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22} \right) \right],
\] (43)

\[
\langle \psi_{E_2}(t) \rangle \left( \frac{d}{dt} \langle \psi_{E_2}(t) \rangle \right) = \left[ \frac{1}{2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})} \left( +\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22} \right) \right] \times
\]

\[
\times \frac{d}{dt} \left[ \frac{1}{2s_{21} + (+\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22})} \left( +\sqrt{(s_{11} - s_{22})^2 + 4s_{12}s_{21}} + s_{11} - s_{22} \right) \right],
\] (44)

and

\[
\int_0^t dt' E_1(t') = \int_0^t dt' \frac{1}{2} \left( -\sqrt{(s_{11}(t') - s_{22}(t'))^2 + 4s_{12}(t')s_{21}(t') + s_{11}(t') + s_{22}(t')} \right)
\]

\[
\int_0^t dt' E_2(t') = \int_0^t dt' \frac{1}{2} \left( +\sqrt{(s_{11}(t') - s_{22}(t'))^2 + 4s_{12}(t')s_{21}(t') + s_{11}(t') + s_{22}(t')} \right).
\] (45)

and

\[
G_{1,1}(t, t_0) = e^{\frac{g_{11}(t, t_0) + g_{22}(t, t_0)}{2}} \left[ \left( g_{11}(t, t_0) - g_{22}(t, t_0) \right) \sinh \left( \frac{1}{2} \sqrt{(g_{11}(t, t_0) - g_{22}(t, t_0))^2 + 4g_{12}(t, t_0)g_{21}(t, t_0)} \right) \right.
\]

\[
\left. + \cosh \left( \frac{1}{2} \sqrt{(g_{11}(t, t_0) - g_{22}(t, t_0))^2 + 4g_{12}(t, t_0)g_{21}(t, t_0)} \right) \right]
\] (47)

\[
G_{2,2}(t, t_0) = e^{\frac{g_{11}(t, t_0) + g_{22}(t, t_0)}{2}} \left[ \left( g_{11}(t, t_0) - g_{22}(t, t_0) \right) \sinh \left( \frac{1}{2} \sqrt{(g_{11}(t, t_0) - g_{22}(t, t_0))^2 + 4g_{12}(t, t_0)g_{21}(t, t_0)} \right) \right.
\]

\[
\left. + \cosh \left( \frac{1}{2} \sqrt{(g_{11}(t, t_0) - g_{22}(t, t_0))^2 + 4g_{12}(t, t_0)g_{21}(t, t_0)} \right) \right]
\] (48)

\[
G_{1,2}(t, t_0) = 2g_{12}(t, t_0) e^{\frac{g_{11}(t, t_0) + g_{22}(t, t_0)}{2}} \sinh \left( \frac{1}{2} \sqrt{(g_{11}(t, t_0) - g_{22}(t, t_0))^2 + 4g_{12}(t, t_0)g_{21}(t, t_0)} \right)
\] (49)
We have 4 eigenstates

\[
G_{2,1}(t,t_0) = \frac{2g_{21}(t,t_0)e^{\frac{g_{11}(t,t_0)+g_{22}(t,t_0)}{2}}}{\sqrt{(g_{11}(t,t_0) - g_{22}(t,t_0))^2 + 4g_{12}(t,t_0)g_{21}(t,t_0)}} \sinh \left( \frac{1}{2} \sqrt{(g_{11}(t,t_0) - g_{22}(t,t_0))^2 + 4g_{12}(t,t_0)g_{21}(t,t_0)} \right)
\]  

(50)

VI. ANALOGY OF QUANTUM ENTANGLEMENT IN CLASSICAL EPIDEMIC MODEL

It is now easy to generalize our considerations for 2 coupled statistical ensembles as corresponding to cities with flight traffic. We have

\[
\begin{pmatrix}
\sinh (s_1(t)) & 0 & \sinh (s_2(t))
\end{pmatrix}
\begin{pmatrix}
(p_1(t))_A \\
(p_1(t))_B
\end{pmatrix} = \hat{S}_1 |\psi_{\text{classical}}\rangle = \frac{d}{dt} \begin{pmatrix}
(p_1(t))_A \\
(p_1(t))_B
\end{pmatrix}
\]

(51)

We make the analytic simplifications by assumption of two symmetric systems A and B interacting in asymmetric way as

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
(s_1(t))_A \\
(s_1(t))_B \\
(s_2(t))_A \\
(s_2(t))_B
\end{pmatrix}
= \hat{S}_1 |\psi_{\text{classical}}\rangle
\]

(52)

We have 4 eigenstates

\[
|V_1(t)\rangle = \begin{pmatrix}
\frac{\sqrt{4(5-S12)(5-S21)+(S11-S22)^2-S11+S22}}{2(5-S21)}, \\
\frac{-1}{2(5-S21)}, \\
\frac{-1}{2(5-S21)}, \\
1
\end{pmatrix}
\]

(53)

\[
|V_2(t)\rangle = \begin{pmatrix}
\frac{\sqrt{4(5-S12)(5-S21)+(S11-S22)^2-S11+S22}}{2(5-S21)}, \\
\frac{-1}{2(5-S21)}, \\
\frac{-1}{2(5-S21)}, \\
1
\end{pmatrix}
\]

(54)

\[
|V_3(t)\rangle = \begin{pmatrix}
\frac{\sqrt{4(5-S12)(5+S21)+(S11-S22)^2+S11-S22}}{2(5+S21)}, \\
\frac{1}{2(5+S21)}, \\
\frac{1}{2(5+S21)}, \\
1
\end{pmatrix}
\]

(55)

\[
|V_4(t)\rangle = \begin{pmatrix}
\frac{\sqrt{4(5+S12)(5+S21)+(S11-S22)^2+S11-S22}}{2(5+S21)}, \\
\frac{1}{2(5+S21)}, \\
\frac{1}{2(5+S21)}, \\
1
\end{pmatrix}
\]

(56)

and \(|V_1(t)\rangle \) and \(|V_4(t)\rangle \) are physically justifiable in framework of epidemic model that can be used for classical entanglement. We have 4 projectors corresponding to the measurement of \(p_{1A} \), \(p_{2A} \), \(p_{1B} \) and \(p_{2B} \) represented as matrices

\[
\hat{P}_{p_{1A}} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \hat{P}_{p_{2A}} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \hat{P}_{p_{1B}} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

(57)

Measurement conducted on system A also brings the change of system B state what is due to presence of non-diagonal matrix elements in system evolution equations (generalized epidemic model). It is therefore analogical to measurement of quantum entangled state. After the measurements we obtain the following classical states.
\[ \hat{p}_{p1A} \left| \psi_{\text{classical}} \right> = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} p_{A1}(t) \\ p_{A2}(t) \\ p_{B1}(t) \\ p_{B2}(t) \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ p_{B1}(t) \\ p_{B2}(t) \end{pmatrix}, \]

\[ \hat{p}_{p2A} \left| \psi_{\text{classical}} \right> = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} p_{A1}(t) \\ p_{A2}(t) \\ p_{B1}(t) \\ p_{B2}(t) \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \\ p_{B1}(t) \\ p_{B2}(t) \end{pmatrix}, \]

\[ \hat{p}_{p1B} \left| \psi_{\text{classical}} \right> = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} p_{A1}(t) \\ p_{A2}(t) \\ p_{B1}(t) \\ p_{B2}(t) \end{pmatrix} = \begin{pmatrix} p_{A1}(t) \\ p_{A2}(t) \\ 1 \\ 0 \end{pmatrix}, \]

\[ \hat{p}_{p2B} \left| \psi_{\text{classical}} \right> = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} p_{A1}(t) \\ p_{A2}(t) \\ p_{B1}(t) \\ p_{B2}(t) \end{pmatrix} = \begin{pmatrix} p_{A1}(t) \\ p_{A2}(t) \\ 0 \\ 1 \end{pmatrix}. \]

\[ \text{(58)} \]

**VII. 2 CLASSICAL STATISTICAL SYSTEMS INTERACTING IN QUANTUM MECHANICAL WAY**

We are going to reformulate the description of 2 classical noninteracting systems A and B. We have

\[ \hat{H}_0(t) = \begin{pmatrix} s_{11A}(t) & s_{12A}(t) \\ s_{21A}(t) & s_{22A}(t) \end{pmatrix} \times \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \times \begin{pmatrix} s_{11B}(t) & s_{12B}(t) \\ s_{21B}(t) & s_{22B}(t) \end{pmatrix} = \]

\[ = \begin{pmatrix} s_{11A}(t) & 0 \\ 0 & s_{11A}(t) \end{pmatrix} \begin{pmatrix} s_{12A}(t) & 0 \\ 0 & s_{12A}(t) \end{pmatrix} + \begin{pmatrix} s_{11B}(t) & 0 \\ 0 & s_{11B}(t) \end{pmatrix} \begin{pmatrix} s_{12B}(t) & 0 \\ 0 & s_{12B}(t) \end{pmatrix} = \]

\[ \begin{pmatrix} s_{11A}(t) + s_{11B}(t) & s_{12A}(t) \\ s_{21A}(t) & s_{21A}(t) \end{pmatrix} \begin{pmatrix} s_{12B}(t) \\ s_{22B}(t) \end{pmatrix} = \]

\[ = \begin{pmatrix} (E_{1A}(t) |\psi_{E_{1A}}(t)\rangle + E_{2A}(t) |\psi_{E_{2A}}(t)\rangle) \langle \psi_{E_{1A}}(t) | + |\psi_{E_{1A}}(t)\rangle \langle \psi_{E_{1A}}(t) | + \langle \psi_{E_{1A}}(t) | + |\psi_{E_{1A}}(t)\rangle \langle \psi_{E_{1A}}(t) | + E_{2B}(t) |\psi_{E_{2B}}(t)\rangle + \\ + (|\psi_{E_{1A}}(t)\rangle \langle \psi_{E_{1A}}(t) | + |\psi_{E_{1A}}(t)\rangle \langle \psi_{E_{1A}}(t) | + (E_{1B}(t) |\psi_{E_{1B}}(t)\rangle + E_{2B}(t) |\psi_{E_{2B}}(t)\rangle) \langle \psi_{E_{1B}}(t) | + |\psi_{E_{1B}}(t)\rangle \langle \psi_{E_{1B}}(t) | + E_{2B}(t) |\psi_{E_{2B}}(t)\rangle \langle \psi_{E_{2B}}(t) | \end{pmatrix}. \]

\[ \text{(59)} \]

and we have the

\[ |\psi(t)\rangle = \gamma_1(t) |\psi_{E_{1A}}(t)\rangle |\psi_{E_{1B}}(t)\rangle + \gamma_2(t) |\psi_{E_{2A}}(t)\rangle |\psi_{E_{2B}}(t)\rangle + \gamma_3(t) |\psi_{E_{1A}}(t)\rangle |\psi_{E_{2B}}(t)\rangle + \gamma_4(t) |\psi_{E_{1B}}(t)\rangle |\psi_{E_{2A}}(t)\rangle \]

\[ = (p_{1A}(t) |x_{1A}\rangle + p_{2A}(t) |x_{2A}\rangle) |p_{1B}(t) |x_{1B}\rangle + p_{2B}(t) |x_{2B}\rangle \]

\[ = p_{1A}(t) p_{1B}(t) |x_{1A}\rangle |x_{1B}\rangle + p_{1A}(t) p_{2B}(t) |x_{1A}\rangle |x_{2B}\rangle + p_{2A}(t) p_{1B}(t) |x_{2A}\rangle |x_{1B}\rangle + p_{2A}(t) p_{2B}(t) |x_{2A}\rangle |x_{2B}\rangle, \]

\[ \text{(60)} \]

where \(|x_{1A}\rangle |x_{1B}\rangle\) are time-independent and \(k\) and \(l\) are 1 or 2 and \(\gamma_1(t) + \gamma_2(t) + \gamma_3(t) + \gamma_4(t) = 1\). We observe that \(\frac{d}{dt} \langle \psi \rangle = \frac{d}{dt} \langle \psi \rangle\), explicitly given as

\[ \frac{d}{dt} \begin{pmatrix} p_{1A}(t) p_{1B}(t) \\ p_{1A}(t) p_{2B}(t) \\ p_{2A}(t) p_{1B}(t) \\ p_{2A}(t) p_{2B}(t) \end{pmatrix} = \begin{pmatrix} s_{11A}(t) + s_{11B}(t) & s_{12A}(t) & 0 \\ s_{21A}(t) & s_{21A}(t) + s_{22A}(t) & s_{21B}(t) \\ 0 & s_{22A}(t) & s_{22B}(t) + s_{22A}(t) \end{pmatrix} \begin{pmatrix} p_{1A}(t) p_{1B}(t) \\ p_{1A}(t) p_{2B}(t) \\ p_{2A}(t) p_{1B}(t) \\ p_{2A}(t) p_{2B}(t) \end{pmatrix} = \]

\[ = \begin{pmatrix} s_{11A}(t) + s_{11B}(t) & s_{12A}(t) & 0 \\ s_{21A}(t) & s_{21A}(t) + s_{22A}(t) & s_{21B}(t) \\ 0 & s_{22A}(t) & s_{22B}(t) + s_{22A}(t) \end{pmatrix} \begin{pmatrix} p_{1A}(t) p_{1B}(t) \\ p_{1A}(t) p_{2B}(t) \\ p_{2A}(t) p_{1B}(t) \\ p_{2A}(t) p_{2B}(t) \end{pmatrix} = \]

\[ \begin{pmatrix} p_{IQ}(t) \\ p_{IQ}(t) \\ p_{IQ}(t) \end{pmatrix} \]

\[ \text{(61)} \]

where \(p_{IQ}(t)\), \(p_{IQ}(t)\), \(p_{IQ}(t)\) and \(p_{IV}(t)\) (with \(p_{IQ}(t) = p_{1A}(t) p_{1B}(t)\), \(p_{IQ}(t) = p_{1A}(t) p_{2B}(t)\), \(p_{IQ}(t) = p_{2A}(t) p_{1B}(t)\), \(p_{IV}(t) = p_{2A}(t) p_{2B}(t)\)) are describing probabilities for 4 different states of statistic finite machine. Similar situation occurs in
the case of Schroedinger equation written for 2 non-interacting systems, but instead of probabilities we have square root of probabilities times phase factor. In general case of interaction between A and B systems in classical epidemic model we have

\[
\hat{H}_0(t) + \hat{H}_{A-B}(t) = E_1(t) |\psi_{s1}(t)\rangle \langle \psi_{s1}(t)| + E_2(t) |\psi_{s2}(t)\rangle \langle \psi_{s2}(t)| + E_{11}(t) |\psi_{E_{11}}(t)\rangle \langle \psi_{E_{11}}(t)| + E_{12}(t) |\psi_{E_{12}}(t)\rangle \langle \psi_{E_{12}}(t)| + E_{21}(t) |\psi_{E_{21}}(t)\rangle \langle \psi_{E_{21}}(t)| + E_{22}(t) |\psi_{E_{22}}(t)\rangle \langle \psi_{E_{22}}(t)| + E_{112}(t) |\psi_{E_{112}}(t)\rangle \langle \psi_{E_{112}}(t)| + E_{122}(t) |\psi_{E_{122}}(t)\rangle \langle \psi_{E_{122}}(t)| + E_{212}(t) |\psi_{E_{212}}(t)\rangle \langle \psi_{E_{212}}(t)| + E_{222}(t) |\psi_{E_{222}}(t)\rangle \langle \psi_{E_{222}}(t)| + \Psi(t) |\Psi(t)\rangle \langle \Psi(t)|.
\]

The presented analytical approach can be applied for system A with 4 distinct states as well as for system B with 4 distinct states since isolated system A(B) with 4 states can be described by evolution matrix 4 by 4 that has analytical eigenvalues and eigenstates and becomes non-analytical for 5 and more distinct states due to fact that roots of polynomial of higher order than 4 becomes non-analytical and becomes numerical with some limited exceptions. We can write the matrix

\[
\hat{H}_{E_{IQ},E_{IVQ}} = \begin{pmatrix} E_{IQ}(t) & e_{1(1A,1B)\rightarrow(1A,1A)}(t) & e_{2(1A,1B)\rightarrow(1A,1A)}(t) & e_{2(2A,2B)\rightarrow(1A,1B)}(t) \\ e_{1(1A,1B)\rightarrow(1A,1A)}(t) & E_{IQ}(t) & e_{2(1A,1B)\rightarrow(1A,1B)}(t) & e_{2(2A,2B)\rightarrow(1A,1B)}(t) \\ e_{1(1A,1B)\rightarrow(1A,1A)}(t) & e_{1(1A,1B)\rightarrow(1A,1B)}(t) & E_{IQ}(t) & e_{2(2A,2B)\rightarrow(1A,1B)}(t) \\ e_{1(1A,1B)\rightarrow(1A,1A)}(t) & e_{1(1A,1B)\rightarrow(1A,1B)}(t) & e_{2(1A,1B)\rightarrow(1A,1B)}(t) & E_{IQ}(t) \end{pmatrix}
\]

VIII. FROM EPIDEMIC MODEL TO TIGHT-BINDING EQUATIONS

A. Case of 2 level classical stochastic finite state machine

Let us be motivated by work on single electron devices by [19], [1], [20], [5] and [7]. Instead of probabilities it will be useful to operate with square root of probabilities as they are present in quantum mechanics and in Schroedinger or Dirac equation. Since

\[
\frac{d}{dt} \left( \sqrt{p_1} \right) = 2 \sqrt{p_1(t)} \frac{d}{dt} \sqrt{p_1(t)},
\]

\[
\frac{d}{dt} \left( \sqrt{p_2} \right) = 2 \sqrt{p_2(t)} \frac{d}{dt} \sqrt{p_2(t)}.
\]

we can rewrite the epidemic equation as

\[
\begin{pmatrix} s_{11}(t) \\ s_{12}(t) \\ s_{21}(t) \\ s_{22}(t) \end{pmatrix} \begin{pmatrix} p_1(t) \\ p_2(t) \end{pmatrix} = \begin{pmatrix} 2 \sqrt{p_1(t)} \frac{d}{dt} \sqrt{p_1(t)} \\ 2 \sqrt{p_2(t)} \frac{d}{dt} \sqrt{p_2(t)} \end{pmatrix} \begin{pmatrix} p_1(t) \\ p_2(t) \end{pmatrix}.
\]

This equation is equivalent to

\[
\begin{pmatrix} \frac{1}{2} s_{11}(t) \\ \frac{1}{2} s_{12}(t) \\ \frac{1}{2} s_{21}(t) \\ \frac{1}{2} s_{22}(t) \end{pmatrix} \begin{pmatrix} \sqrt{p_1(t)} \\ \sqrt{p_2(t)} \end{pmatrix} = \begin{pmatrix} \frac{d}{dt} \sqrt{p_1(t)} \\ \frac{d}{dt} \sqrt{p_2(t)} \end{pmatrix} \frac{i \hbar}{2} \begin{pmatrix} p_1(t) \\ p_2(t) \end{pmatrix}
\]

and we set \( t_1 = i \hbar t \) so one has \( dt_1 = i \hbar dt \) and \( t = \frac{t_1}{\hbar} \) so we have

\[
\begin{pmatrix} \frac{1}{2} s_{11}(\frac{t_1}{\hbar}) \\ \frac{1}{2} s_{12}(\frac{t_1}{\hbar}) \\ \frac{1}{2} s_{21}(\frac{t_1}{\hbar}) \\ \frac{1}{2} s_{22}(\frac{t_1}{\hbar}) \end{pmatrix} \begin{pmatrix} \sqrt{p_1(\frac{t_1}{\hbar})} \\ \sqrt{p_2(\frac{t_1}{\hbar})} \end{pmatrix} = \frac{i \hbar}{dt_1} \begin{pmatrix} p_1(\frac{t_1}{\hbar}) \\ p_2(\frac{t_1}{\hbar}) \end{pmatrix}
\]

The following notation is introduced:

\[
S_{12}[\frac{t_0}{\hbar}, t_1] = \frac{1}{2} \sqrt{\frac{p_1(t_1)}{p_2(t_1)}} s_{12}(\frac{t_1}{\hbar}) = S_{12}[\frac{t_0}{\hbar}, t_1] + iS_{12}[\frac{t_0}{\hbar}, t_1]
\]

\[
S_{21}[\frac{t_0}{\hbar}, t_1] = \frac{1}{2} \sqrt{\frac{p_2(t_1)}{p_1(t_1)}} s_{21}(\frac{t_1}{\hbar}) = S_{21}[\frac{t_0}{\hbar}, t_1] + iS_{21}[\frac{t_0}{\hbar}, t_1]
\]
and one obtains
\[
\begin{pmatrix}
\frac{1}{2}S_{11}\left[\frac{\hbar}{\mathcal{R}}t_{1}\right] - \hbar \frac{d}{dt} \Theta_{1}(t) \\
S_{21}\left[\frac{\hbar}{\mathcal{R}}t_{1}\right] + iS_{21}\left[\frac{\hbar}{\mathcal{R}}t_{1}\right] e^{i\Theta_{1}(t) - \Theta_{1}(i)} \\
\frac{1}{2}S_{22}\left[\frac{\hbar}{\mathcal{R}}t_{1}\right] - \hbar \frac{d}{dt} \Theta_{2}(t)
\end{pmatrix}
\begin{pmatrix}
S_{12}\left[\frac{\hbar}{\mathcal{R}}t_{1}\right] + iS_{12}\left[\frac{\hbar}{\mathcal{R}}t_{1}\right] e^{i\Theta_{1}(t) - \Theta_{2}(t)} \\
\frac{\sqrt{p_{1}}}{\mathcal{R}} e^{i\Theta_{1}(t)} \\
\frac{\sqrt{p_{2}}}{\mathcal{R}} e^{i\Theta_{2}(t)}
\end{pmatrix}
= \frac{i\hbar}{dt} \begin{pmatrix}
\sqrt{p_{1}} e^{i\Theta_{1}(t)} \\
\sqrt{p_{2}} e^{i\Theta_{2}(t)}
\end{pmatrix}.
\]

Let us start from quantum mechanical perspective
\[
\begin{pmatrix}
E_{p_{1}} & t_{R} + it_{d} \\
t_{R} - it_{d} & E_{p_{2}}
\end{pmatrix}
\begin{pmatrix}
\sqrt{p_{1}} \cos(\Theta_{1}) + i\sqrt{p_{1}} \sin(\Theta_{1}) \\
\sqrt{p_{2}} \cos(\Theta_{2}) + i\sqrt{p_{2}} \sin(\Theta_{2})
\end{pmatrix}
= \frac{i\hbar}{dt} \begin{pmatrix}
\sqrt{p_{1}} \cos(\Theta_{1}) + i\sqrt{p_{1}} \sin(\Theta_{1}) \\
\sqrt{p_{2}} \cos(\Theta_{2}) + i\sqrt{p_{2}} \sin(\Theta_{2})
\end{pmatrix}
\]
and we obtain the set of 4 equations
\[
\begin{pmatrix}
E_{p_{1}} & t_{R} + it_{d} \\
t_{R} - it_{d} & E_{p_{2}}
\end{pmatrix}
\begin{pmatrix}
\sqrt{p_{1}} \cos(\Theta_{1}) + i\sqrt{p_{1}} \sin(\Theta_{1}) \\
\sqrt{p_{2}} \cos(\Theta_{2}) + i\sqrt{p_{2}} \sin(\Theta_{2})
\end{pmatrix}
= \frac{i\hbar}{dt} \begin{pmatrix}
\sqrt{p_{1}} \cos(\Theta_{1}) + i\sqrt{p_{1}} \sin(\Theta_{1}) \\
\sqrt{p_{2}} \cos(\Theta_{2}) + i\sqrt{p_{2}} \sin(\Theta_{2})
\end{pmatrix}
\]
that can be rewritten
\[
E_{p_{1}}(\sqrt{p_{1}} \cos(\Theta_{1}) + i\sqrt{p_{1}} \sin(\Theta_{1})) + (t_{R} + it_{d})(\sqrt{p_{2}} \cos(\Theta_{2}) + i\sqrt{p_{2}} \sin(\Theta_{2})) = \]
\[
= \frac{i\hbar}{dt} (\sqrt{p_{1}} \cos(\Theta_{1}) + i\sqrt{p_{1}} \sin(\Theta_{1})) \]
\[
(t_{R} - it_{d})(\sqrt{p_{1}} \cos(\Theta_{1}) + i\sqrt{p_{1}} \sin(\Theta_{1})) + E_{p_{2}}(\sqrt{p_{2}} \cos(\Theta_{2}) + i\sqrt{p_{2}} \sin(\Theta_{2})) = \]
\[
= \frac{i\hbar}{dt} (\sqrt{p_{2}} \cos(\Theta_{2}) + i\sqrt{p_{2}} \sin(\Theta_{2}))
\]
and that can be translated into
\[
E_{p_{1}}\sqrt{p_{1}} \cos(\Theta_{1}) + t_{R}\sqrt{p_{2}} \cos(\Theta_{2}) - t_{d}\sqrt{p_{2}} \sin(\Theta_{2}) = -\frac{\hbar}{dt} \sqrt{p_{1}} \sin(\Theta_{1})
\]
\[
E_{p_{1}}\sqrt{p_{1}} \sin(\Theta_{1}) + t_{R}\sqrt{p_{2}} \sin(\Theta_{2}) + t_{d}\sqrt{p_{2}} \cos(\Theta_{2}) = +\frac{\hbar}{dt} \sqrt{p_{1}} \cos(\Theta_{1})
\]
\[
E_{p_{2}}\sqrt{p_{2}} \cos(\Theta_{2}) + t_{R}\sqrt{p_{1}} \cos(\Theta_{1}) + t_{d}\sqrt{p_{1}} \sin(\Theta_{1}) = -\frac{\hbar}{dt} \sqrt{p_{2}} \sin(\Theta_{2})
\]
\[
E_{p_{2}}\sqrt{p_{2}} \sin(\Theta_{2}) + t_{R}\sqrt{p_{1}} \sin(\Theta_{1}) - t_{d}\sqrt{p_{1}} \cos(\Theta_{1}) = +\frac{\hbar}{dt} \sqrt{p_{2}} \cos(\Theta_{2})
\]
so one can write
\[
\frac{1}{\hbar} \begin{pmatrix}
0 & E_{p_{1}} & +t_{d} & t_{R} \\
-E_{p_{1}} & 0 & -t_{R} & t_{d} \\
-t_{d} & t_{R} & 0 & E_{p_{2}} \\
t_{d} & -t_{R} & -E_{p_{2}} & 0
\end{pmatrix}
\begin{pmatrix}
\sqrt{p_{1}} \cos(\Theta_{1}) \\
\sqrt{p_{1}} \sin(\Theta_{1}) \\
\sqrt{p_{2}} \cos(\Theta_{2}) \\
\sqrt{p_{2}} \sin(\Theta_{2})
\end{pmatrix}
= \frac{d}{dt} \begin{pmatrix}
\sqrt{p_{1}} \cos(\Theta_{1}) \\
\sqrt{p_{1}} \sin(\Theta_{1}) \\
\sqrt{p_{2}} \cos(\Theta_{2}) \\
\sqrt{p_{2}} \sin(\Theta_{2})
\end{pmatrix}
\]
what can be written as
\[
\dot{\mathbf{A}}(t) = \frac{d}{dt} \begin{pmatrix}
\sqrt{p_{1}(t)} \cos(\Theta_{1}(t)) \\
\sqrt{p_{1}(t)} \sin(\Theta_{1}(t)) \\
\sqrt{p_{2}(t)} \cos(\Theta_{2}(t)) \\
\sqrt{p_{2}(t)} \sin(\Theta_{2}(t))
\end{pmatrix},
\]
what implies
\[
\exp\left[\frac{\hbar}{i}(\mathbf{A}(t')dt')\right] = \begin{pmatrix}
\sqrt{p_{1}(t_0)} \cos(\Theta_{1}(t_0)) \\
\sqrt{p_{1}(t_0)} \sin(\Theta_{1}(t_0)) \\
\sqrt{p_{2}(t_0)} \cos(\Theta_{2}(t_0)) \\
\sqrt{p_{2}(t_0)} \sin(\Theta_{2}(t_0))
\end{pmatrix}
= \begin{pmatrix}
\sqrt{p_{1}(t_0)} \cos(\Theta_{1}(t_0)) \\
\sqrt{p_{1}(t_0)} \sin(\Theta_{1}(t_0)) \\
\sqrt{p_{2}(t_0)} \cos(\Theta_{2}(t_0)) \\
\sqrt{p_{2}(t_0)} \sin(\Theta_{2}(t_0))
\end{pmatrix}
\]
Furthermore we can obtain

\[
\begin{pmatrix}
\sqrt{p_1(t)} \cos(\Theta_1(t)) & 0 & 0 & 0 \\
0 & \sqrt{p_1(t)} \sin(\Theta_1(t)) & 0 & 0 \\
0 & 0 & \sqrt{p_2(t)} \cos(\Theta_2(t)) & 0 \\
0 & 0 & 0 & \sqrt{p_2(t)} \sin(\Theta_2(t))
\end{pmatrix}
\begin{pmatrix}
0 & 0 & 0 & 0 \\
\sqrt{p_1(t)} \cos(\Theta_1(t)) & 0 & 0 & 0 \\
0 & \sqrt{p_1(t)} \sin(\Theta_1(t)) & 0 & 0 \\
0 & 0 & \sqrt{p_2(t)} \cos(\Theta_2(t)) & 0 \\
0 & 0 & 0 & \sqrt{p_2(t)} \sin(\Theta_2(t))
\end{pmatrix}
\cdot e^{\int_0^t \dot{\lambda}'(\tau) d\tau}
\]

\[
\begin{pmatrix}
\sqrt{p_1(t)} \cos(\Theta_1(t))^2 & 0 & 0 & 0 \\
0 & \sqrt{p_1(t)} \sin(\Theta_1(t))^2 & 0 & 0 \\
0 & 0 & \sqrt{p_2(t)} \cos(\Theta_2(t))^2 & 0 \\
0 & 0 & 0 & \sqrt{p_2(t)} \sin(\Theta_2(t))^2
\end{pmatrix}
\begin{pmatrix}
\sqrt{p_1(t)} \cos(\Theta_1(t))^2 & 0 & 0 & 0 \\
0 & \sqrt{p_1(t)} \sin(\Theta_1(t))^2 & 0 & 0 \\
0 & 0 & \sqrt{p_2(t)} \cos(\Theta_2(t))^2 & 0 \\
0 & 0 & 0 & \sqrt{p_2(t)} \sin(\Theta_2(t))^2
\end{pmatrix}
\cdot e^{\int_0^t \dot{\lambda}'(\tau) d\tau}
\]

The last set of equations is equivalent to

\[
\begin{pmatrix}
2 \sqrt{p_1(t)} \cos(\Theta_1(t)) & 0 & 0 & 0 \\
0 & \sqrt{p_1(t)} \sin(\Theta_1(t)) & 0 & 0 \\
0 & 0 & \sqrt{p_2(t)} \cos(\Theta_2(t)) & 0 \\
0 & 0 & 0 & \sqrt{p_2(t)} \sin(\Theta_2(t))
\end{pmatrix}
\begin{pmatrix}
2 \sqrt{p_1(t)} \cos(\Theta_1(t)) & 0 & 0 & 0 \\
0 & \sqrt{p_1(t)} \sin(\Theta_1(t)) & 0 & 0 \\
0 & 0 & \sqrt{p_2(t)} \cos(\Theta_2(t)) & 0 \\
0 & 0 & 0 & \sqrt{p_2(t)} \sin(\Theta_2(t))
\end{pmatrix}
\cdot e^{\int_0^t \dot{\lambda}'(\tau) d\tau}
\]

\[
\begin{pmatrix}
\frac{d}{dt} \sqrt{p_1} \sqrt{p_1} & \frac{d}{dt} \sqrt{p_1} \sqrt{p_2} & \frac{d}{dt} \sqrt{p_1} \sqrt{p_3} & \frac{d}{dt} \sqrt{p_1} \sqrt{p_4} \\
\frac{d}{dt} \sqrt{p_2} \sqrt{p_1} & \frac{d}{dt} \sqrt{p_2} \sqrt{p_2} & \frac{d}{dt} \sqrt{p_2} \sqrt{p_3} & \frac{d}{dt} \sqrt{p_2} \sqrt{p_4} \\
\frac{d}{dt} \sqrt{p_3} \sqrt{p_1} & \frac{d}{dt} \sqrt{p_3} \sqrt{p_2} & \frac{d}{dt} \sqrt{p_3} \sqrt{p_3} & \frac{d}{dt} \sqrt{p_3} \sqrt{p_4} \\
\frac{d}{dt} \sqrt{p_4} \sqrt{p_1} & \frac{d}{dt} \sqrt{p_4} \sqrt{p_2} & \frac{d}{dt} \sqrt{p_4} \sqrt{p_3} & \frac{d}{dt} \sqrt{p_4} \sqrt{p_4}
\end{pmatrix}
\begin{pmatrix}
p_1(t) \\
p_2(t) \\
p_3(t) \\
p_4(t)
\end{pmatrix}
= \begin{pmatrix}
p_{1R}(t) \\
p_{1I}(t) \\
p_{2R}(t) \\
p_{2I}(t)
\end{pmatrix}
\]

\[= \frac{\partial}{\partial t} \begin{pmatrix}
p_{1R}(t) \\
p_{1I}(t) \\
p_{2R}(t) \\
p_{2I}(t)
\end{pmatrix}
\]

\[B. \ Case\ of\ 2\ coupled\ 2\ level\ classical\ stochastic\ finite\ state\ machines\]

Instead of probabilities it will be useful to operate with square root of probabilities as they are present in quantum mechanics and in Schrödinger or Dirac equation. Since

\[
\frac{d}{dt} (\sqrt{p_1} \sqrt{p_1}) = 2 \sqrt{p_1(t)} \frac{d}{dt} \sqrt{p_1(t)},
\]

\[
\frac{d}{dt} (\sqrt{p_2} \sqrt{p_2}) = 2 \sqrt{p_2(t)} \frac{d}{dt} \sqrt{p_2(t)},
\]

\[
\frac{d}{dt} (\sqrt{p_3} \sqrt{p_3}) = 2 \sqrt{p_3(t)} \frac{d}{dt} \sqrt{p_3(t)},
\]

\[
\frac{d}{dt} (\sqrt{p_4} \sqrt{p_4}) = 2 \sqrt{p_4(t)} \frac{d}{dt} \sqrt{p_4(t)},
\]

we can rewrite the epidemic equation as

\[
\begin{pmatrix}
s_{11}(t) & s_{12}(t) & s_{13}(t) & s_{14}(t) \\
s_{21}(t) & s_{22}(t) & s_{23}(t) & s_{24}(t) \\
s_{31}(t) & s_{32}(t) & s_{33}(t) & s_{34}(t) \\
s_{41}(t) & s_{42}(t) & s_{43}(t) & s_{44}(t)
\end{pmatrix}
\begin{pmatrix}
p_{1}(t) \\
p_{2}(t) \\
p_{3}(t) \\
p_{4}(t)
\end{pmatrix}
= \begin{pmatrix}
2 \sqrt{p_1(t)} \sqrt{p_1(t)} \\
2 \sqrt{p_2(t)} \sqrt{p_2(t)} \\
2 \sqrt{p_3(t)} \sqrt{p_3(t)} \\
2 \sqrt{p_4(t)} \sqrt{p_4(t)}
\end{pmatrix}
\]

\[= \begin{pmatrix}
p_{1R}(t) \\
p_{1I}(t) \\
p_{2R}(t) \\
p_{2I}(t)
\end{pmatrix}
\]
Equivalently we have

\[
\begin{pmatrix}
\sqrt{p_1(t)} & 0 & 0 & 0 \\
0 & \sqrt{p_2(t)} & 0 & 0 \\
0 & 0 & \sqrt{p_3(t)} & 0 \\
0 & 0 & 0 & \sqrt{p_4(t)}
\end{pmatrix}
\begin{pmatrix}
s_1(t) \\
s_2(t) \\
s_3(t) \\
s_4(t)
\end{pmatrix}
=
\begin{pmatrix}
\sqrt{p_1(t)} \\
\sqrt{p_2(t)} \\
\sqrt{p_3(t)} \\
\sqrt{p_4(t)}
\end{pmatrix}
\begin{pmatrix}
s_1(t) \\
s_2(t) \\
s_3(t) \\
s_4(t)
\end{pmatrix}
\]  \hspace{1cm} (85)

and we have

\[
\frac{1}{2}
\begin{pmatrix}
\frac{1}{\sqrt{p_1(t)}} & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{p_2(t)}} & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{p_3(t)}} & 0 \\
0 & 0 & 0 & \frac{1}{\sqrt{p_4(t)}}
\end{pmatrix}
\begin{pmatrix}
s_1(t) \\
s_2(t) \\
s_3(t) \\
s_4(t)
\end{pmatrix}
=
\frac{1}{2}
\begin{pmatrix}
\frac{1}{\sqrt{p_1(t)}} & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{p_2(t)}} & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{p_3(t)}} & 0 \\
0 & 0 & 0 & \frac{1}{\sqrt{p_4(t)}}
\end{pmatrix}
\begin{pmatrix}
\sqrt{p_1(t)} \\
\sqrt{p_2(t)} \\
\sqrt{p_3(t)} \\
\sqrt{p_4(t)}
\end{pmatrix}
\]  \hspace{1cm} (86)

In very real way we obtain the following classical physics Hamiltonian and we obtain

\[
\hat{H}_{\text{classical}}(t) = \frac{1}{2}
\begin{pmatrix}
\frac{1}{\sqrt{p_1(t)}} & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{p_2(t)}} & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{p_3(t)}} & 0 \\
0 & 0 & 0 & \frac{1}{\sqrt{p_4(t)}}
\end{pmatrix}
\begin{pmatrix}
s_1(t) \\
s_2(t) \\
s_3(t) \\
s_4(t)
\end{pmatrix}
=
\frac{1}{2}
\begin{pmatrix}
\frac{1}{\sqrt{p_1(t)}} & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{p_2(t)}} & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{p_3(t)}} & 0 \\
0 & 0 & 0 & \frac{1}{\sqrt{p_4(t)}}
\end{pmatrix}
\begin{pmatrix}
\sqrt{p_1(t)} \\
\sqrt{p_2(t)} \\
\sqrt{p_3(t)} \\
\sqrt{p_4(t)}
\end{pmatrix}
\]  \hspace{1cm} (87)

This equation is equivalent to

\[
\begin{pmatrix}
\frac{1}{2}s_1(t) \\
\frac{1}{2}\sqrt{p_2(t)}s_1(t) \\
\frac{1}{2}\sqrt{p_3(t)}s_1(t) \\
\frac{1}{2}\sqrt{p_4(t)}s_1(t)
\end{pmatrix}
\begin{pmatrix}
\frac{1}{2}s_2(t) \\
\frac{1}{2}\sqrt{p_2(t)}s_2(t) \\
\frac{1}{2}\sqrt{p_3(t)}s_2(t) \\
\frac{1}{2}\sqrt{p_4(t)}s_2(t)
\end{pmatrix}
\begin{pmatrix}
\frac{1}{2}s_3(t) \\
\frac{1}{2}\sqrt{p_2(t)}s_3(t) \\
\frac{1}{2}\sqrt{p_3(t)}s_3(t) \\
\frac{1}{2}\sqrt{p_4(t)}s_3(t)
\end{pmatrix}
\begin{pmatrix}
\frac{1}{2}s_4(t) \\
\frac{1}{2}\sqrt{p_2(t)}s_4(t) \\
\frac{1}{2}\sqrt{p_3(t)}s_4(t) \\
\frac{1}{2}\sqrt{p_4(t)}s_4(t)
\end{pmatrix}
\]

\[
\frac{d}{dt}
\begin{pmatrix}
\sqrt{p_1(t)} \\
\sqrt{p_2(t)} \\
\sqrt{p_3(t)} \\
\sqrt{p_4(t)}
\end{pmatrix}
= i\hbar
\begin{pmatrix}
\sqrt{p_1(t)} \\
\sqrt{p_2(t)} \\
\sqrt{p_3(t)} \\
\sqrt{p_4(t)}
\end{pmatrix}
\]

At this stage we can identify analytical solutions given as
\[
\exp\left(\begin{array}{cccc}
    f_0^t dt' \frac{1}{2} s_{11}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{12}(t')}{p_1(t')}} s_{12}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{13}(t')}{p_1(t')}} s_{13}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{14}(t')}{p_1(t')}} s_{14}(t') \\
    f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{21}(t')}{p_2(t')}} s_{21}(t') & f_0^t dt' \frac{1}{2} s_{22}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{23}(t')}{p_2(t')}} s_{23}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{24}(t')}{p_2(t')}} s_{24}(t') \\
    f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{31}(t')}{p_3(t')}} s_{31}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{32}(t')}{p_3(t')}} s_{32}(t') & f_0^t dt' \frac{1}{2} s_{33}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{34}(t')}{p_3(t')}} s_{34}(t') \\
    f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{41}(t')}{p_4(t')}} s_{41}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{42}(t')}{p_4(t')}} s_{42}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{43}(t')}{p_4(t')}} s_{43}(t') & f_0^t dt' s_{44}(t')
\end{array}\right) = \left(\begin{array}{c}
    \sqrt{p_1(t)} \\
    \sqrt{p_2(t)} \\
    \sqrt{p_3(t)} \\
    \sqrt{p_4(t)}
\end{array}\right) = \hat{\rho}_{\text{classical}}(t)
\]

We have
\[
\frac{d}{dt} \langle \psi(t) \rangle_{\text{classical}} = \langle \psi(t) \rangle_{\text{classical}} [\hat{H}(t)_{\text{classical}}]^T.
\]
and it implies that
\[
\frac{d}{dt} (\langle \psi(t) \rangle_{\text{classical}} + \langle \psi(t) \rangle_{\text{quantum}}) = \frac{d}{dt} (\langle \psi(t) \rangle_{\text{classical}} + i\hbar (\langle \psi(t) \rangle_{\text{quantum}})) = [\hat{H}(t)_{\text{classical}}, \psi(t) \rangle_{\text{classical}}] + [\hat{H}(t)_{\text{quantum}}, \psi(t) \rangle_{\text{quantum}}] = [\hat{H}(t)_{\text{classical}}, \psi(t) \rangle_{\text{classical}}]
\]

We recognize analogies with Schrödinger equation that are occurring only in case of real valued wave functions. We can introduce the object similar to quantum density matrix that is classical density matrix. We have
\[
\hat{\rho}_{\text{classical}}(t) = \left(\begin{array}{cccc}
    \sqrt{p_1(t)} & \sqrt{p_2(t)} & \sqrt{p_3(t)} & \sqrt{p_4(t)} \\
    \sqrt{p_2(t)} & \sqrt{p_1(t)} & \sqrt{p_3(t)} & \sqrt{p_4(t)} \\
    \sqrt{p_3(t)} & \sqrt{p_2(t)} & \sqrt{p_1(t)} & \sqrt{p_4(t)} \\
    \sqrt{p_4(t)} & \sqrt{p_3(t)} & \sqrt{p_2(t)} & \sqrt{p_1(t)}
\end{array}\right) = \hat{\rho}_{\text{classical}}(t)^T
\]

We can obtain the analytical solution for such system in quite straightforward way:
\[
\hat{\rho}_{\text{classical}}(t) = \exp\left(\begin{array}{cccc}
    f_0^t dt' \frac{1}{2} s_{11}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{12}(t')}{p_1(t')}} s_{12}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{13}(t')}{p_1(t')}} s_{13}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{14}(t')}{p_1(t')}} s_{14}(t') \\
    f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{21}(t')}{p_2(t')}} s_{21}(t') & f_0^t dt' \frac{1}{2} s_{22}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{23}(t')}{p_2(t')}} s_{23}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{24}(t')}{p_2(t')}} s_{24}(t') \\
    f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{31}(t')}{p_3(t')}} s_{31}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{32}(t')}{p_3(t')}} s_{32}(t') & f_0^t dt' \frac{1}{2} s_{33}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{34}(t')}{p_3(t')}} s_{34}(t') \\
    f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{41}(t')}{p_4(t')}} s_{41}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{42}(t')}{p_4(t')}} s_{42}(t') & f_0^t dt' \frac{1}{2} \sqrt{\frac{p_{43}(t')}{p_4(t')}} s_{43}(t') & f_0^t dt' s_{44}(t')
\end{array}\right)^T
\]
We can compute the reduced density matrix of subsystem A and B in standard way and we can establish von-Neumann entropy relation.

By introducing $t_1 = i\hbar t$ we have $\frac{\hbar}{i} = t$ and it leads to

\[
\left( \begin{array}{cccc}
\frac{1}{2} s_{11} \left( \frac{t}{\hbar} \right) & \frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{12} \left( \frac{t}{\hbar} \right) & \frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{13} \left( \frac{t}{\hbar} \right) & \frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{14} \left( \frac{t}{\hbar} \right) \\
\frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{21} \left( \frac{t}{\hbar} \right) & \frac{1}{2} s_{22} \left( \frac{t}{\hbar} \right) & \frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{23} \left( \frac{t}{\hbar} \right) & \frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{24} \left( \frac{t}{\hbar} \right) \\
\frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{31} \left( \frac{t}{\hbar} \right) & \frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{32} \left( \frac{t}{\hbar} \right) & \frac{1}{2} s_{33} \left( \frac{t}{\hbar} \right) & \frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{34} \left( \frac{t}{\hbar} \right) \\
\frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{41} \left( \frac{t}{\hbar} \right) & \frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{42} \left( \frac{t}{\hbar} \right) & \frac{1}{2} \sqrt{\frac{p_1(\frac{t}{\hbar})}{p_1(\frac{t}{\hbar})}} s_{43} \left( \frac{t}{\hbar} \right) & s_{44} \left( \frac{t}{\hbar} \right)
\end{array} \right)
\right)
= i\hbar \frac{d}{dt_1} \left( \begin{array}{c}
\sqrt{p_1 \left( \frac{t}{\hbar} \right)} \\
\sqrt{p_2 \left( \frac{t}{\hbar} \right)} \\
\sqrt{p_3 \left( \frac{t}{\hbar} \right)} \\
\sqrt{p_4 \left( \frac{t}{\hbar} \right)}
\end{array} \right)
(95)

It leads us towards analytical solution

\[
= \exp \left[ \begin{array}{cccc}
\frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} s_{11} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_1(\frac{t'}{\hbar})}} s_{12} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_1(\frac{t'}{\hbar})}} s_{13} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_1(\frac{t'}{\hbar})}} s_{14} \left( \frac{t'}{\hbar} \right) \\
\frac{1}{\hbar} \int_0^{t_1} dt' \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_2(\frac{t'}{\hbar})}} s_{21} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} s_{22} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_2(\frac{t'}{\hbar})}} s_{23} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_2(\frac{t'}{\hbar})}} s_{24} \left( \frac{t'}{\hbar} \right) \\
\frac{1}{\hbar} \int_0^{t_1} dt' \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_3(\frac{t'}{\hbar})}} s_{31} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_3(\frac{t'}{\hbar})}} s_{32} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} s_{33} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_3(\frac{t'}{\hbar})}} s_{34} \left( \frac{t'}{\hbar} \right) \\
\frac{1}{\hbar} \int_0^{t_1} dt' \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_4(\frac{t'}{\hbar})}} s_{41} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_4(\frac{t'}{\hbar})}} s_{42} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' \frac{1}{2} \sqrt{\frac{p_1(\frac{t'}{\hbar})}{p_4(\frac{t'}{\hbar})}} s_{43} \left( \frac{t'}{\hbar} \right) & \frac{1}{\hbar} \int_0^{t_1} dt' s_{44} \left( \frac{t'}{\hbar} \right)
\end{array} \right]
\right)
(96)

Dealing in similar fashion we can obtain quantum density matrix given as

\[
\begin{pmatrix}
\sqrt{p_1(\frac{x}{m})} \\
\sqrt{p_2(\frac{x}{m})} \\
\sqrt{p_3(\frac{x}{m})} \\
\sqrt{p_4(\frac{x}{m})}
\end{pmatrix}
\]

\[
\left(\sqrt{p_1(\frac{x}{m})} \quad \sqrt{p_2(\frac{x}{m})} \quad \sqrt{p_3(\frac{x}{m})} \quad \sqrt{p_4(\frac{x}{m})}\right)
\]

\[
= \exp\left[\begin{pmatrix}
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{11}(\frac{\hbar}{m}) \\
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{12}(\frac{\hbar}{m}) \\
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{13}(\frac{\hbar}{m}) \\
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{14}(\frac{\hbar}{m})
\end{pmatrix}
\right] \times
\exp\left[\begin{pmatrix}
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{21}(\frac{\hbar}{m}) \\
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{22}(\frac{\hbar}{m}) \\
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{23}(\frac{\hbar}{m}) \\
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{24}(\frac{\hbar}{m})
\end{pmatrix}
\right]
\]

\[
\times \exp\left[\begin{pmatrix}
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{31}(\frac{\hbar}{m}) \\
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{32}(\frac{\hbar}{m}) \\
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{33}(\frac{\hbar}{m}) \\
\frac{1}{\hbar} \int_0^t dt' \frac{1}{2} s_{34}(\frac{\hbar}{m})
\end{pmatrix}
\right]
\]  (97)

It is quite straightforward to establish the reduced density matrix of system A and B and hence obtain von-Neumann entropy with time that characterizes the quantum like entropy in time in classical epidemic model in 2 coupled systems. We can extract density of matrix for system A given as

\[
\rho_A = \begin{pmatrix}
\rho(1,1) + \rho(2,2) & \rho(1,3) + \rho(2,4) \\
\rho(3,1) + \rho(4,2) & \rho(3,3) + \rho(4,4)
\end{pmatrix}
\]

and for system B given as

\[
\rho_B = \begin{pmatrix}
\rho(1,1) + \rho(3,3) & \rho(1,2) + \rho(3,4) \\
\rho(2,1) + \rho(4,3) & \rho(2,2) + \rho(4,4)
\end{pmatrix}
\]

(98) (99)

Those density matrices needs to be normalized so finally we obtain

\[
\rho_A = \frac{1}{\rho(1,1) + \rho(2,2) + \rho(3,3) + \rho(4,4)} \begin{pmatrix}
\rho(1,1) + \rho(2,2) & \rho(1,3) + \rho(2,4) \\
\rho(3,1) + \rho(4,2) & \rho(3,3) + \rho(4,4)
\end{pmatrix}
\]

(100)

and for system B given as

\[
\rho_B = \frac{1}{\rho(1,1) + \rho(2,2) + \rho(3,3) + \rho(4,4)} \begin{pmatrix}
\rho(1,1) + \rho(3,3) & \rho(1,2) + \rho(3,4) \\
\rho(2,1) + \rho(4,3) & \rho(2,2) + \rho(4,4)
\end{pmatrix}
\]

(101)

In such case we can apply von-Neumann entropy measure to characterize the density matrix of classical state so we have

\[S_A = Tr(\rho_A \log(\rho_A))\] and \[S_B = Tr(\rho_B \log(\rho_B))\]. In our general case \(S_A \neq S_B\), while in case of two quantum systems with mutual interaction, but isolated from external environment we have \(S_A = S_B\).

We conduct reverse reasoning and show that any quantum system describing by tight binding model can be modeled by stochastic finite state machine. This proves the fact that classical electronics can model quantum system made from single-electron devices as in CMOS quantum computer. This reasoning can be conducted for N coupled quantum dots implementing CMOS quantum computer. It has therefore its meaning in quantum machine learning implemented in CMOS quantum computer.
IX. FROM QUANTUM TIGHT-BINDING MODEL TO CLASSICAL EPIDEMIC MODEL

We are considering two position-based qubits interacting by means of electrostatic Coulomb force as depicted in Fig. 2. We define the Hamiltonian of 2 interacting Wannier qubits in the simplistic form given by tight-binding model. We have

\[
\hat{H} = (\hat{H}_A)_0 + (\hat{H}_B)_0 + \hat{H}_{A-B} = \\
= (E_{p1A}|1_A\rangle\langle 1_A| + E_{p2A}|2_A\rangle\langle 2_A| + t_{s(1_A \rightarrow 2_A)}|1_A\rangle\langle 2_A| + t_{s(2_A \rightarrow 1_A)}|2_A\rangle\langle 1_A|) \hat{I}_B + \\
+ \hat{I}_A \times (E_{p1B}|2_B\rangle\langle 2_B| + E_{p2B}|2_B\rangle\langle 2_B| + t_{s(1_B \rightarrow 2_B)}|1_B\rangle\langle 2_B| + t_{s(2_B \rightarrow 1_B)}|2_B\rangle\langle 1_B|) \hat{I}_B + \\
+ \frac{q^2}{d_{1A-1B}}(|1_A\rangle\langle 1_B| + |1_B\rangle\langle 1_A|) + \frac{q^2}{d_{1A-2B}}(|1_A\rangle\langle 2_B| + |2_B\rangle\langle 1_A|) + \frac{q^2}{d_{2A-2B}}(|2_A\rangle\langle 1_B| + |1_B\rangle\langle 2_A|), \\
\hat{I}_A = |1_A\rangle\langle 1_A| + |2_A\rangle\langle 2_A|, \hat{I}_B = |1_B\rangle\langle 1_B| + |2_B\rangle\langle 2_B|,
\]

and for quantum state of the form

\[
|\psi(t)\rangle = |\gamma_1(t)|1_A\rangle|1_B\rangle + |\gamma_2(t)|1_A\rangle|2_B\rangle + |\gamma_3(t)|2_A\rangle|1_B\rangle + |\gamma_4(t)|2_A\rangle|2_B\rangle = \left(\begin{array}{c}
\gamma_1(t) \\
\gamma_2(t) \\
\gamma_3(t) \\
\gamma_4(t)
\end{array}\right), |\gamma_1(t)|^2 + |\gamma_2(t)|^2 + |\gamma_3(t)|^2 + |\gamma_4(t)|^2 = 1,
\]

and with \(\gamma_i(t) = \sqrt{p_{Ii}(t)} e^{i\Theta_i(t)}\), \(\ldots\), \(\gamma_{IV}(t) = \sqrt{p_{IV}(t)} e^{i\Theta_{IV}(t)}\). We have the following evolution of non-dissipative quantum state of isolated system in tight-binding model given as

\[
\begin{pmatrix}
E_{p1A} + E_{p1B} + \frac{q^2}{d_{1A-1B}} & I_s(2A-1B) & I_s(2A-1A) & 0 \\
I_s(1B-2A) & E_{p1A} + E_{p2B} + \frac{q^2}{d_{1A-2B}} & 0 & I_s(2A-1B) \\
I_s(1A-2A) & 0 & E_{p2A} + E_{p1B} + \frac{q^2}{d_{2A-1B}} & I_s(1B-2A) \\
0 & I_s(1A-2A) & I_s(1B-2B) & E_{p2A} + E_{p2B} + \frac{q^2}{d_{2A-2B}}
\end{pmatrix} = i\hbar \begin{pmatrix}
\sqrt{p_{Ii}(t)} e^{i\Theta_i(t)} \\
\sqrt{p_{II}(t)} e^{i\Theta_{II}(t)} \\
\sqrt{p_{III}(t)} e^{i\Theta_{III}(t)} \\
\sqrt{p_{IV}(t)} e^{i\Theta_{IV}(t)}
\end{pmatrix}
\]

\[
= i\hbar \begin{pmatrix}
\sqrt{p_{Ii}(t)} e^{i\Theta_i(t)} \\
\sqrt{p_{II}(t)} e^{i\Theta_{II}(t)} \\
\sqrt{p_{III}(t)} e^{i\Theta_{III}(t)} \\
\sqrt{p_{IV}(t)} e^{i\Theta_{IV}(t)}
\end{pmatrix} = \begin{pmatrix}
\gamma_1(t) \\
\gamma_2(t) \\
\gamma_3(t) \\
\gamma_4(t)
\end{pmatrix}.
\]

After reshaping we have

\[
\begin{pmatrix}
E_{p1A} + E_{p1B} + \frac{q^2}{d_{1A-1B}} + \frac{1}{2} \frac{\epsilon}{\hbar} \frac{\partial}{\partial t} \Theta_i(t) \\
E_{p1A} + E_{p2B} + \frac{q^2}{d_{1A-2B}} + \frac{1}{2} \frac{\epsilon}{\hbar} \frac{\partial}{\partial t} \Theta_{II}(t) \\
E_{p2A} + E_{p1B} + \frac{q^2}{d_{2A-1B}} + \frac{1}{2} \frac{\epsilon}{\hbar} \frac{\partial}{\partial t} \Theta_{III}(t) \\
E_{p2A} + E_{p2B} + \frac{q^2}{d_{2A-2B}} + \frac{1}{2} \frac{\epsilon}{\hbar} \frac{\partial}{\partial t} \Theta_{IV}(t)
\end{pmatrix} = \begin{pmatrix}
\gamma_1(t) \\
\gamma_2(t) \\
\gamma_3(t) \\
\gamma_4(t)
\end{pmatrix}.
\]

Equivalently we have

\[
\begin{pmatrix}
\rho_{ii}(t) \\
\rho_{ii}(t) \\
\rho_{ii}(t) \\
\rho_{ii}(t)
\end{pmatrix} = \begin{pmatrix}
\gamma_1(t) \\
\gamma_2(t) \\
\gamma_3(t) \\
\gamma_4(t)
\end{pmatrix}.
\]
SINGLE ELECTRON LINE (SEL) AS POSITION BASED QUDIT

(A): $V_0(t)$ $V_1(t)$ $V_2(t)$ $V_3(t)$

V(x) of SEL

(B): $V_0'(t)$ $V_1'(t)$ $V_2'(t)$ $V_3'(t)$

2 SINGLE ELECTRON LINES (2SELS) COUPLING CAPACITIVELY

(C): $I_{in1}(t)$ $I_{out1}(t)$

(D): $I_{in2}(t)$ $I_{out2}(t)$

2 SINGLE ELECTRON LINES IMPLEMENT IN CMOS TECHNOLOGY

(U Line) L Line

2 CLASSICAL LINES COUPLING CAPACITIVELY

Fig. 2. 2 interacting position-based qubits implemented in CMOS semiconductor technology [16]
and final form of classical epidemic model mimicking the quantum tight-binding model in the form as

\[
\left(\begin{array}{cccc}
E_{p1A} + E_{p1B} + \frac{q^2}{\Delta_{1A-1B}} + \hbar \frac{d}{dt} \Theta_I(t) & t_{I(1A-2A)} & 0 & 0 \\
0 & E_{p2A} + E_{p2B} + \frac{q^2}{\Delta_{2A-1B}} + \hbar \frac{d}{dt} \Theta_{II}(t) & 0 & 0 \\
0 & 0 & E_{p2A} + E_{p2B} + \frac{q^2}{\Delta_{2A-1B}} + \hbar \frac{d}{dt} \Theta_{IV}(t) & t_{I(2A-1A)} \\
0 & 0 & 0 & t_{I(2A-1A)} \\
\end{array}\right)
\]

\[
\times 
\left(\begin{array}{cccc}
\left(e^{-i\Theta_I(t)} \sqrt{p_I(t)}\right) & 0 & 0 & 0 \\
0 & \left(e^{-i\Theta_{II}(t)} \sqrt{p_{II}(t)}\right) & 0 & 0 \\
0 & 0 & \left(e^{-i\Theta_{IV}(t)} \sqrt{p_{IV}(t)}\right) & 0 \\
0 & 0 & 0 & \left(e^{-i\Theta_{IV}(t)} \sqrt{p_{IV}(t)}\right) \\
\end{array}\right) \frac{2}{\hbar} dt
\]

We obtain

\[
\left(\begin{array}{cccc}
\left(e^{-i\Theta_I(t)} \sqrt{p_I(t)}\right) & 0 & 0 & 0 \\
0 & \left(e^{-i\Theta_{II}(t)} \sqrt{p_{II}(t)}\right) & 0 & 0 \\
0 & 0 & \left(e^{-i\Theta_{IV}(t)} \sqrt{p_{IV}(t)}\right) & 0 \\
0 & 0 & 0 & \left(e^{-i\Theta_{IV}(t)} \sqrt{p_{IV}(t)}\right) \\
\end{array}\right) \frac{2}{\hbar} dt
\]

and in compact form we have

\[
\frac{d}{dt} \begin{pmatrix} p_I(t) \\ p_{II}(t) \\ p_{IV}(t) \end{pmatrix} = \begin{pmatrix} \left(e^{-i\Theta_I(t)} \sqrt{p_I(t)}\right) & 0 & 0 & 0 \\
0 & \left(e^{-i\Theta_{II}(t)} \sqrt{p_{II}(t)}\right) & 0 & 0 \\
0 & 0 & \left(e^{-i\Theta_{IV}(t)} \sqrt{p_{IV}(t)}\right) & 0 \\
0 & 0 & 0 & \left(e^{-i\Theta_{IV}(t)} \sqrt{p_{IV}(t)}\right) \\
\end{pmatrix} \frac{2}{\hbar} dt
\]

\[
X. \text{ MAPPING QUANTUM TIGHT-BINDING MODEL TO STOCHASTIC FINITE STATE MACHINE}
\]

Let us start from equations of motion for 2 electrostatically coupled position based qubits as by [16] expressed by minimalistic tight-binding model and we have

\[
\begin{pmatrix}
E_{p1A} + E_{p1B} + \frac{q^2}{\Delta_{1A-1B}} & t_{I(1A-2A)} & 0 & 0 \\
0 & E_{p2A} + E_{p2B} + \frac{q^2}{\Delta_{2A-1B}} & 0 & 0 \\
0 & 0 & E_{p2A} + E_{p2B} + \frac{q^2}{\Delta_{2A-1B}} & t_{I(2A-1A)} \\
0 & 0 & 0 & t_{I(2A-1A)} \\
\end{pmatrix} \begin{pmatrix}
\sqrt{p_I(t) \cos(\Theta_I(t))} + i \sqrt{p_I(t) \sin(\Theta_I(t))} \\
\sqrt{p_{II}(t) \cos(\Theta_{II}(t))} + i \sqrt{p_{II}(t) \sin(\Theta_{II}(t))} \\
\sqrt{p_{IV}(t) \cos(\Theta_{IV}(t))} + i \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))} \\
\sqrt{p_{IV}(t) \cos(\Theta_{IV}(t))} + i \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))} \\
\end{pmatrix} = \frac{ih}{\hbar} \begin{pmatrix}
\sqrt{p_I(t) \cos(\Theta_I(t))} + i \sqrt{p_I(t) \sin(\Theta_I(t))} \\
\sqrt{p_{II}(t) \cos(\Theta_{II}(t))} + i \sqrt{p_{II}(t) \sin(\Theta_{II}(t))} \\
\sqrt{p_{IV}(t) \cos(\Theta_{IV}(t))} + i \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))} \\
\sqrt{p_{IV}(t) \cos(\Theta_{IV}(t))} + i \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))} \\
\end{pmatrix}.
\]
and equivalently we can write

\[
(E_{p1A} + E_{p1B} + \frac{q^2}{d_{1A-1B}}) \sqrt{p_I(t) \cos(\Theta_I(t))} + (t_{sr(2a-1a)}) \sqrt{p_H(t) \cos(\Theta_H(t))} + \\
-(t_{sim(2a-1a)}) \sqrt{p_H(t) \sin(\Theta_H(t))} + (t_{sr(2a-1a)}) \sqrt{p_H(t) \cos(\Theta_H(t))} - (t_{sim(2a-1a)}) \sqrt{p_H(t) \sin(\Theta_H(t))}) = -h \frac{d}{dt} \sqrt{p_I(t) \cos(\Theta_I(t))}
\]

\[
(t_{sim(2a-1a)}) \sqrt{p_H(t) \cos(\Theta_H(t))} + t_{sre(2a-1a)} \sqrt{p_H(t) \sin(\Theta_H(t))}) + (t_{sim(2a-1a)}) \sqrt{p_H(t) \cos(\Theta_H(t))} + t_{sre(2a-1a)} \sqrt{p_H(t) \sin(\Theta_H(t))},
\]

\[
= h \frac{d}{dt} \sqrt{p_I(t) \cos(\Theta_I(t))}
\]

\[
(E_{p2A} + E_{p2B} + \frac{q^2}{d_{2A-1B}}) \sqrt{p_{II}(t) \cos(\Theta_{II}(t))} + (t_{sr(1a-2a)}) \sqrt{p_{IV}(t) \cos(\Theta_{IV}(t))} + \\
-(t_{sim(1a-2a)}) \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))} + (t_{sr(1a-2a)}) \sqrt{p_{IV}(t) \cos(\Theta_{IV}(t))} - (t_{sim(1a-2a)}) \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))}) = -h \frac{d}{dt} \sqrt{p_{II}(t) \cos(\Theta_{II}(t))}
\]

\[
(t_{sim(1a-2a)}) \sqrt{p_{II}(t) \cos(\Theta_{II}(t))} + t_{sre(1a-2a)} \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))} + (t_{sim(1a-2a)}) \sqrt{p_{IV}(t) \cos(\Theta_{IV}(t))} + t_{sre(1a-2a)} \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))},
\]

\[
= h \frac{d}{dt} \sqrt{p_{II}(t) \cos(\Theta_{II}(t))}
\]

\[
(E_{p2A} + E_{p2B} + \frac{q^2}{d_{2A-2B}}) \sqrt{p_{III}(t) \cos(\Theta_{III}(t))} + (t_{sr(2a-2a)}) \sqrt{p_{IV}(t) \cos(\Theta_{IV}(t))} + \\
-(t_{sim(2a-2a)}) \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))} + (t_{sr(2a-2a)}) \sqrt{p_{IV}(t) \cos(\Theta_{IV}(t))} - (t_{sim(2a-2a)}) \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))}) = -h \frac{d}{dt} \sqrt{p_{III}(t) \sin(\Theta_{III}(t))}
\]

\[
(t_{sim(2a-2a)}) \sqrt{p_{III}(t) \cos(\Theta_{III}(t))} + t_{sre(2a-2a)} \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))} + (t_{sim(2a-2a)}) \sqrt{p_{IV}(t) \cos(\Theta_{IV}(t))} + t_{sre(2a-2a)} \sqrt{p_{IV}(t) \sin(\Theta_{IV}(t))},
\]

\[
= h \frac{d}{dt} \sqrt{p_{III}(t) \sin(\Theta_{III}(t))}
\]

The established relation can be written in the compact form as
and equivalently we have

\[
\begin{pmatrix}
0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 & (\epsilon_{24,1} - 1)^2 & \epsilon_{24,1} & \epsilon_{24,1} \\
\epsilon_{24,1} & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 & (\epsilon_{24,1} - 1)^2 & \epsilon_{24,1} \\
\epsilon_{24,1} & 0 & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 & (\epsilon_{24,1} - 1)^2 \\
\epsilon_{24,1} & 0 & 0 & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 \\
\epsilon_{24,1} & 0 & 0 & 0 & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) \\
\epsilon_{24,1} & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
\times \begin{pmatrix}
(\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 & (\epsilon_{24,1} - 1)^2 & \epsilon_{24,1} & \epsilon_{24,1} \\
0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 & (\epsilon_{24,1} - 1)^2 & \epsilon_{24,1} \\
0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 & (\epsilon_{24,1} - 1)^2 \\
0 & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 \\
0 & 0 & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
= 2 \begin{pmatrix}
0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 & (\epsilon_{24,1} - 1)^2 & \epsilon_{24,1} & \epsilon_{24,1} \\
(\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 & (\epsilon_{24,1} - 1)^2 & \epsilon_{24,1} \\
0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 & (\epsilon_{24,1} - 1)^2 \\
0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & (\epsilon_{24,1} - 1)^2 \\
0 & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) \\
0 & 0 & 0 & 0 & (\epsilon_{24,1} + \epsilon_{24,8} + \frac{t^2}{16}) & 0 & 0 \\
\end{pmatrix}
\]
The S matrix from classical epidemic model can be written as

\[
\begin{pmatrix}
p_1(t) \\
p_2(t) \\
p_3(t) \\
p_4(t) \\
p_5(t) \\
p_6(t) \\
p_7(t) \\
p_8(t)
\end{pmatrix} = \begin{pmatrix}
s_{1,1}(t) & s_{1,2}(t) & s_{1,3}(t) & s_{1,4}(t) & s_{1,5}(t) & s_{1,6}(t) & s_{1,7}(t) & s_{1,8}(t) \\
s_{2,1}(t) & s_{2,2}(t) & s_{2,3}(t) & s_{2,4}(t) & s_{2,5}(t) & s_{2,6}(t) & s_{2,7}(t) & s_{2,8}(t) \\
s_{3,1}(t) & s_{3,2}(t) & s_{3,3}(t) & s_{3,4}(t) & s_{3,5}(t) & s_{3,6}(t) & s_{3,7}(t) & s_{3,8}(t) \\
s_{4,1}(t) & s_{4,2}(t) & s_{4,3}(t) & s_{4,4}(t) & s_{4,5}(t) & s_{4,6}(t) & s_{4,7}(t) & s_{4,8}(t) \\
s_{5,1}(t) & s_{5,2}(t) & s_{5,3}(t) & s_{5,4}(t) & s_{5,5}(t) & s_{5,6}(t) & s_{5,7}(t) & s_{5,8}(t) \\
s_{6,1}(t) & s_{6,2}(t) & s_{6,3}(t) & s_{6,4}(t) & s_{6,5}(t) & s_{6,6}(t) & s_{6,7}(t) & s_{6,8}(t) \\
s_{7,1}(t) & s_{7,2}(t) & s_{7,3}(t) & s_{7,4}(t) & s_{7,5}(t) & s_{7,6}(t) & s_{7,7}(t) & s_{7,8}(t) \\
s_{8,1}(t) & s_{8,2}(t) & s_{8,3}(t) & s_{8,4}(t) & s_{8,5}(t) & s_{8,6}(t) & s_{8,7}(t) & s_{8,8}(t)
\end{pmatrix}
\]

and can be written in relation to 2 coupled single electron devices as

\[
\begin{pmatrix}
p_1(t) \\
p_2(t) \\
p_3(t) \\
p_4(t) \\
p_5(t) \\
p_6(t) \\
p_7(t) \\
p_8(t)
\end{pmatrix} = \frac{d}{dt} \begin{pmatrix}
p_1(t) \\
p_2(t) \\
p_3(t) \\
p_4(t) \\
p_5(t) \\
p_6(t) \\
p_7(t) \\
p_8(t)
\end{pmatrix} = \frac{\partial}{\partial t} \Psi(t).
\]
Matrix $\hat{S}_1$ is given as:

$$\hat{S}_1 = \begin{bmatrix}
\text{Im}(E_{pA} + E_{pB}) & \text{Im}(E_{pA} + E_{pB}) \\
-\text{Re}(E_{pA} + E_{pB}) + \frac{q}{\Delta k} & \text{Re}(E_{pA} + E_{pB}) + \frac{q}{\Delta k} \\
\text{Re}(E_{pA} + E_{pB}) - \frac{q}{\Delta k} & \text{Im}(E_{pA} + E_{pB}) \\
\text{Re}(E_{pA} + E_{pB}) - \frac{q}{\Delta k} & \text{Im}(E_{pA} + E_{pB}) \\
\text{Im}(E_{pA} - E_{pB}) & \text{Im}(E_{pA} - E_{pB}) \\
\text{Re}(E_{pA} - E_{pB}) - \frac{q}{\Delta k} & \text{Re}(E_{pA} - E_{pB}) + \frac{q}{\Delta k} \\
\text{Re}(E_{pA} - E_{pB}) + \frac{q}{\Delta k} & \text{Im}(E_{pA} - E_{pB}) \\
\text{Im}(E_{pA} - E_{pB}) & \text{Im}(E_{pA} - E_{pB})
\end{bmatrix} \begin{bmatrix}
\text{Re}(p_1(t)) \\
\text{Im}(p_1(t)) \\
\text{Re}(p_{II}(t)) \\
\text{Im}(p_{II}(t)) \\
\text{Re}(p_{III}(t)) \\
\text{Im}(p_{III}(t)) \\
\text{Re}(p_{IV}(t)) \\
\text{Im}(p_{IV}(t))
\end{bmatrix} = \frac{d}{dt} \begin{bmatrix}
\text{Re}(p_1(t)) \\
\text{Im}(p_1(t)) \\
\text{Re}(p_{II}(t)) \\
\text{Im}(p_{II}(t)) \\
\text{Re}(p_{III}(t)) \\
\text{Im}(p_{III}(t)) \\
\text{Re}(p_{IV}(t)) \\
\text{Im}(p_{IV}(t))
\end{bmatrix},$$
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and matrix $\hat{S}_2$ is given as:

$$\hat{S}_2 = \begin{bmatrix}
\text{Im}(E_{pA} - E_{pB}) & \text{Im}(E_{pA} - E_{pB}) \\
\text{Re}(E_{pA} - E_{pB}) - \frac{q}{\Delta k} & \text{Re}(E_{pA} - E_{pB}) + \frac{q}{\Delta k} \\
\text{Re}(E_{pA} - E_{pB}) - \frac{q}{\Delta k} & \text{Im}(E_{pA} - E_{pB}) \\
\text{Re}(E_{pA} - E_{pB}) + \frac{q}{\Delta k} & \text{Im}(E_{pA} - E_{pB}) \\
\text{Im}(E_{pA} + E_{pB}) & \text{Im}(E_{pA} + E_{pB}) \\
\text{Re}(E_{pA} + E_{pB}) - \frac{q}{\Delta k} & \text{Re}(E_{pA} + E_{pB}) + \frac{q}{\Delta k} \\
\text{Re}(E_{pA} + E_{pB}) - \frac{q}{\Delta k} & \text{Im}(E_{pA} + E_{pB}) \\
\text{Re}(E_{pA} + E_{pB}) + \frac{q}{\Delta k} & \text{Im}(E_{pA} + E_{pB})
\end{bmatrix} \begin{bmatrix}
\text{Re}(p_1(t)) \\
\text{Im}(p_1(t)) \\
\text{Re}(p_{II}(t)) \\
\text{Im}(p_{II}(t)) \\
\text{Re}(p_{III}(t)) \\
\text{Im}(p_{III}(t)) \\
\text{Re}(p_{IV}(t)) \\
\text{Im}(p_{IV}(t))
\end{bmatrix},$$

with

$$\text{Re}(p_1(t)) = \cos(\Theta_I(t))^2 p_1(t),$$
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$$\text{Im}(p_1(t)) = \sin(\Theta_I(t))^2 p_1(t),$$

(116)

$$\text{Re}(p_{II}(t)) = \cos(\Theta_{II}(t))^2 p_{II}(t),$$

(117)

$$\text{Im}(p_{II}(t)) = \sin(\Theta_{II}(t))^2 p_{II}(t),$$

(118)

$$\text{Re}(p_{III}(t)) = \cos(\Theta_{III}(t))^2 p_{III}(t),$$

(119)

$$\text{Im}(p_{III}(t)) = \sin(\Theta_{III}(t))^2 p_{III}(t),$$

(120)

$$\text{Re}(p_{IV}(t)) = \cos(\Theta_{IV}(t))^2 p_{IV}(t),$$

(121)

$$\text{Im}(p_{IV}(t)) = \sin(\Theta_{IV}(t))^2 p_{IV}(t).$$

(122)

After conducted considerations it becomes explicitly visible that usage of magnetic Aharonov-Bohm effect will have impact on the occupancy of nodes $(1_A,1_B),(1_A,2_B),(2_A,1_B),(2_A,2_B)$. Let us assume that two interacting qubits are symmetric and aligned along x axes. In such case we need to renormalize
phases dynamics with time so $\Theta_I(t) \rightarrow \Theta_I(t) + (A_x(1_A,t) + A_x(1_B,t))\Delta L_\delta^\xi$, $\Theta_{II}(t) \rightarrow \Theta_{II}(t) + (A_x(1_A,t) + A_x(2_B,t))\Delta L_\delta^\xi$, $\Theta_{III}(t) \rightarrow \Theta_{III}(t) + (A_x(2_A,t) + A_x(1_B,t))\Delta L_\delta^\xi$, $\Theta_{IV}(t) \rightarrow \Theta_{IV}(t) + (A_x(2_A,t) + A_x(2_B,t))\Delta L_\delta^\xi$, where $\delta L$ is the diameter each of 4 quantum dots and $e$ is elementary charge of electron. Such situation was described by means of Schrödinger formalism in [18]. Furthermore the noninvasive detection of charge movement by single electron devices [26] can also be also mapped to epidemic model. Various analytical solutions of tight-binding model that can be used in epidemic model can be found in [28], [29], [13], [30].
Here we have assumed that there is possible escape of electron(s) from the system of quantum dots to outside environment by tunneling from the system of 2 coupled quantum dots what can be reflected in imaginary values of \( E_{p1A} \), \( E_{p2A} \), \( E_{p1B} \), \( E_{p2B} \). Furthermore we can also assume that electron is being injected to the structure of 2 coupled quantum dots what also corresponds to non-zero imaginary value of \( E_{p1A} \), \( E_{p2A} \), \( E_{p1B} \), \( E_{p2B} \) and is denoted as \( \Im(E_{p1A}) \), \( \Im(E_{p2A}) \), \( \Im(E_{p1B}) \), \( \Im(E_{p2B}) \). Presence of electrons at positions \((1A,1B),(1A,2B),(2A,1B),(2A,2B)\) is reflected by probabilities \( p_{1}(t) + p_{2}(t) + p_{4}(t) + p_{6}(t) \), \( p_{1}(t) \). Dependence of evolution of quantum phases \( \Theta_{I}(t), \Theta_{II}(t), \Theta_{III}(t), \Theta_{IV}(t) \) is encoded by square of tangents of phases given by \( \tan(\Theta_{I}(t))^{2} = \frac{p_{1}(t)}{p_{2}(t)}, \tan(\Theta_{II}(t))^{2} = \frac{p_{4}(t)}{p_{6}(t)} \), \( \tan(\Theta_{III}(t))^{2} = \frac{p_{6}(t)}{p_{1}(t)} \), \( \tan(\Theta_{IV}(t))^{2} = \frac{p_{4}(t)}{p_{2}(t)} \). If tight-binding model is time-independent the evolution of phase can be tracked in unique way by classical epidemic model. Furthermore matrix \( \hat{S}(t) \) of classical epidemic model can be determined in unique way, since all its eigenstates and eigenvectors can be determined analytically. This is not the case of bigger matrices than 4 by 4. Furthermore one can incorporate the noise in case of 2 coupled position based qubits with use of delta functions and such situation can also be mapped to classical epidemic model. We notice that for the case of coupled position based qubits system expressed by matrix \( N \) by \( N \) possible states of 2 coupled position based qubits with use of delta functions and such situation can also be mapped to classical epidemic model. It is open issue to what extent we can parameterize various condensed matter phenomena by stochastic finite state machine.

XI. Conclusions

The obtained results shows that quantum mechanical phenomena might be almost entirely simulated by classical statistical model. It includes the quantum like entanglement and superposition of states. Therefore coupled epidemic models expressed by classical systems in terms of classical physics can be the base for possible incorporation of quantum technologies and in particular for quantum like computation and quantum like communication. In the conducted computations Wolfram software was used [23]. All work presented at [25], [13] can be expressed by classical epidemic model. It is expected that time crystals can be also described in the given framework [14], [15]. It is open issue to what extent we can parameterize various condensed matter phenomena by stochastic finite state machine [21].
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