Nonlinear Reduced Order Modelling of Soil Structure Interaction Effects via LSTM and Autoencoder Neural Networks
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ABSTRACT
In the field of structural health monitoring (SHM), inverse problems which require repeated analyses are common. With the increase in the use of nonlinear models, the development of nonlinear reduced order modelling techniques is of paramount interest. Of considerable research interest, is the use of flexible and scalable machine learning methods which can learn to approximate the behaviour of nonlinear dynamic systems using input and output data. One such nonlinear system of interest, in the context of wind turbine structures, is the soil structure interaction (SSI) problem. Soil demonstrates strongly nonlinear behaviour with regards to its restoring force and has been shown to considerably influence the dynamic response of wind turbine structures. In this work, we demonstrate the application of a recently developed nonlinear reduced order modelling method, which leverages Autoencoder and LSTM neural networks, to a nonlinear soil structure interaction problem of a wind turbine monopile subject to realistic loading at the seabed level. The accuracy and efficiency of the methodology is compared to full order simulations carried out using Abaqus. The ROM was shown to have good fidelity and a considerable reduction in computational time for the system considered.
INTRODUCTION

The inverse formulations required within the context of structural health monitoring require repeated and rapid analyses of dynamic models. With the increased use of nonlinear models, the computational burden of these repeated analyses can become prohibitive. This motivates the use of reduced order modelling (ROM) methods, which can approximate these forward simulations with sufficient accuracy, whilst reducing the computational burden. There has been considerable research interest in the leveraging of machine learning (ML) methods for delivery of efficient ROMs [1,2]. This involves training ML models from full order simulations and using the powerful capacity of ML to capture nonlinear relationships in data, such that these models can then be used to approximate the response of the full order model (FOM) under different inputs [3,4].

One such nonlinear problem, in the context of wind turbine structures, is the soil structure interaction (SSI) problem. The effect of soil stiffness has been shown to bear significant effects on the dynamic response of wind turbines, which is not always beneficial [5], as was often previously assumed. A common method to computationally represent SSI is the py curve method. The soil resistance is represented by multiple nonlinear springs, which restrain the motion of the foundation. The properties of the nonlinear springs vary with depth and are defined by relations that are experimentally derived.

The majority of existing ROM techniques involve projection onto linear bases with the most widely used methods being the Craig-Bampton and MacNeal-Rubin methods [6,7]. These methods make use of linear, or linearised, modes as reduction bases and are widely implemented in finite element software [8]. Such methods are well established for linear systems, but when considering nonlinear systems their application becomes more difficult. Targeted schemes for nonlinear systems are available, which involve the use of multiple linear reduction bases [9,10] or the enrichment of traditional bases [11]. However, these methods tend to be limited to the types of nonlinearity to which they are applicable and require extensive knowledge of the modelled system.

In this work, we demonstrate exploitation of a recently developed nonlinear ROM framework [4]. The developed framework makes use of autoencoder neural networks for dimensionality reduction [12]; LSTM neural networks [13] are then used to model the dynamics of the system on the reduced basis. The ROM method is based purely on input and output data from training simulations carried out with the FOM. This then allows for the system response to be approximated for new forcing input time histories.

We demonstrate the ROM framework for the problem of nonlinear SSI for a realistic wind turbine monopile. The exemplar system consists of linear beam elements representing the monopile; at each node, the monopile is constrained laterally with nonlinear spring elements defined by the soil stiffness. The monopile is excited by 2 lateral forces and 2 moments applied at the seabed level, which corresponds to the top structural node of the section of the monopile modeled. We demonstrate how a time series ROM of the system can be constructed on a reduced basis extracted by the autoencoder. The accuracy and efficiency of the ROM is compared to the full order.
simulation carried out using Abaqus Finite Element software [14].

The paper consists of the following sections, first the soil structure interaction problem considered is presented and the finite element modelling explained. Following this, the ROM methodology and its application to this problem is explained. The next section details the procedure for training of the ROM. We then compare the results of the ROM to the FOM on a testing dataset and compare the computational time. The final section gives some concluding remarks and future work.

SOIL STRUCTURE INTERACTION PROBLEM

The SSI problem is of significant interest as it exhibits considerable nonlinearity in the response and can have significant impact on the response of a turbine. Due to its inherently nonlinear nature, the modeling of such SSI problems requires a nonlinear analysis which are more computationally expensive. As such, the SSI problem can prove to be a bottleneck in coupled analyses of wind turbine systems. Whilst the rest of the structure can be analysed more rapidly, the overall computational time is dictated by the nonlinear analysis of the SSI.

Figure 1: (a) The finite element model of the steel monopile. (b) The nonlinear restoring force of the soil at various depths.

The SSI problem examined herein consists of a wind turbine monopile constrained by soil which exhibits a nonlinear stiffness. The monopile’s boundary condition is assumed at “ground level”, with forcing applied at this “ground level” node. By isolating the monopile/soil system for the analysis, the remains of the wind turbine structure is represented only as this exogenous forcing. The monopile itself has a length of 30 m, diameter of 9.5 m and wall thickness of 0.08 m. It is considered to be constructed of steel and is modelled using 30 linear beam elements, of 1 m length, as shown in Figure 1a. The soil is modelled using nonlinear springs which constrain the motion of the monopile in both the x and y axis. The restoring forces of these springs are
defined according to nonlinear relations provided by Siemens Gamesa and are depth dependent. The restoring forces of the springs at each node are plotted in Figure 1b. The exogenous forcing applied at the “ground level” node is applied as forcing along both the x and y directions and bending moment about the x and y axis giving a total of 4 input vectors.
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Figure 2: Example snapshots of the input forcing and bending moment time histories used in the analysis.

**REDUCED ORDER MODELLING METHODOLOGY**

The reduced order modelling method used herein is a purely data-driven approach, in the sense that it relies on response time histories of input and output data, which in this case stem from FOM simulations, but that would further be possible to retrieve via measurements. The method makes use of an autoencoder neural network, for the purpose of dimensionality reduction and an LSTM neural network for the learning of system dynamics [4]. The process is demonstrated in figure 3 where the training of the ROM initially involves the generation of input-output data using the FOM of the system of concern. The first step of training the ROM involves taking the output data, in this case the x and y displacement time histories at each of the 31 nodes of the FE model, this data is represented as the matrix $X$. This output-only data is then used to train an autoencoder neural network to reduce the dimensionality of the original space. An autoencoder neural network is a neural network variant that is often used for dimensionality reduction or denoising problems [12]. The autoencoder network learns a nonlinear transform, which reduces the 62 DOF displacement data to a reduced number, $n$, of latent variables represented as $Z$. The value of $n$ is considerably smaller than 62 and is to be chosen as a hyperparameter. Simultaneously, the autoencoder learns the inverse operation; this is a nonlinear transform which returns from the reduced latent space $Z$ to the physical DOFs $X$.

Following the training of the Autoencoder, an LSTM network is trained to learn the dynamics of the system. LSTM neural networks are a variant of a recurrent neural network, specifically designed for making predictions on sequence data and learning long term effects [13]. Concretely, the LSTM network learns to predict the response of the system, within the reduced latent space $Z$, taking as exogenous input the forcing time series collected in matrix $F$. The key here is that the LSTM network
must only predict response within the reduced coordinate space which results in a much more lightweight and trainable model. Finally, in order to use the ROM for prediction, as illustrated in Figure 4, a new set of forcing time series are given to the LSTM network. The network then predicts response of the system within the latent space, $\tilde{Z}$, and the predicted response of the full system is recovered by passing $\tilde{Z}$ through the decoder to recover the prediction in the physical space $\tilde{X}$. The full methodology is extensively described and demonstrated in [4].

**ROM TRAINING**

For the purpose of training and testing the ROM, 12 sets of forcing and bending moment time series were provided from Siemens Gamesa. These forces and moments, which are considered as inputs to the monopile structure at the ground level node, are taken from coupled simulations between an aeroelastic model and an existing foundation model. The different datasets are taken from simulations performed at different amplitude of wind and wave loading: from normal to extreme conditions, and different operating conditions including normal production and idle. For each of the 12 time series, dynamic finite element simulations were carried out as previously specified, in order to create 12 sets of input output data. 11 of these datasets were used for training the ROM and 1 set for testing the ROM.

Firstly, the Autoencoder network was trained to extract a low-dimensional representation of the response data. When constructing the autoencoder, a key hyperparameter to select is the number of neurons in the bottleneck layer. This defines the number of latent variables in the reduced representation of the system. This value is

Figure 3: AE-LSTM based ROM framework in training mode.

Figure 4: AE-LSTM based ROM framework in testing mode.
selected as a balance of reduction and fidelity achieved by the ROM. However, the size and number of hidden layers in the autoencoder are also of vital importance to the performance, along with the activation functions used. In this case, it was chosen to retain 4 latent variables in the compressed representation as this was found to adequately recreate the important response of the system. Having chosen this bottleneck layer size, the network architecture was then optimised. The final autoencoder used, consisted of five layers: a 62 dimensional input layer with linear activation functions, a 62 dimensional hidden layer with *tanh* activation functions, a 4 dimensional bottleneck layer with *tanh* activation functions, a 62 dimensional hidden layer with *tanh* activation functions followed by a 62 dimensional output layer with linear activation functions. The network was trained using the ADAM optimisation algorithm [15].

An LSTM network was subsequently trained, which learns to predict the response of the system in the latent space given the forcing inputs. For the regression, a single *tanh*-activated LSTM unit was used, with a cell state size of 45, with a 4 dimensional fully connected layer as an output layer with linear activation function. The LSTM network was herein set up in an explicitly auto-regressive manner, which is not typically the case. As such, in order to make a prediction at each time step the network input was not only fed the exogenous (forcing) variables and the hidden state variable from the previous time step, but was further explicitly passed the output (NNM response) values from the previous time steps. In training mode, these previous values were passed in prediction error manner, meaning that the exact output values of the system at time $t_{k-1}$ were passed on as inputs at time $t_k$. On the testing datasets, however, a simulation error type arrangement was used meaning that the *predicted* outputs at time $t_{k-1}$ were passed as inputs for prediction at time $t_k$. During the prediction phase, the input was formulated again after each prediction to include the autoregressive features, with repeated one step ahead predictions. When training an RNN using the back propagation through time (BPTT) algorithm, a maximum number of time steps to back propagate error for each training example must be given. The number of time steps considered is another hyperparameter of the network to be chosen for optimum performance. In this case, 100 time steps were included for the BPTT algorithm.

**FULL ROM PERFORMANCE**

The fidelity of the autoencoder is an upper limit on the accuracy of the ROM, Figure 5 compares full order response, to the response reconstructed using an autoencoder with 4 units in the hidden layer. The DOFs presented comprise of the $x$ and $y$ response at the mud line for $X_1$ and $Y_1$, at a depth of 15 m for $X_{15}$ and $Y_{15}$ and a depth of 30 m for $X_{30}$ and $Y_{30}$. The fidelity of the response can be seen, in Figure 5a, to be very good in the steady state. In the initial transient regime after the sudden application of forcing, however, it can be seen, from Figure 5b, that the autoencoder fails to capture the high frequency transient response.

To test the performance of the trained ROM, we make use of the 12th set of time series, which was not used during training. The trained LSTM network predicts the response for the given input time series, within the latent space. The predicted response in the physical space is then recovered using the Decoder portion of the
autoencoder. Figures 6 and 7 compare the response of the ROM with that of the Abaqus simulation for the X and Y displacements at depths of 0, 15 and 30 m. The response is compared both in time and frequency domains. The steady state performance, as demonstrated in Figure 6 of the ROM is good, note that whilst the time series shows only a section of the response for clarity, the spectra is taken from the full response. The normalised mean squared error of the response averaged across all DOFs was found to be 1.87% in the steady state (ignoring the first 100 s of simulation). Figure 7a, in which the first 50 seconds of response and the associated spectra are plotted, shows that once again the performance is significantly worse in the initial transient regime, as can be observed both in the time series and spectra of the response. However, it is considered that the transient regime is not of great concern due to the unrealistic nature of the loading: from zero loading to instantaneous wind and wave loading.
An important aspect of any ROM is the reduction in computational time compared against the FOM. In this case, a comparison was made between the prediction time of the ROM and Abaqus simulations on the same computing hardware, Intel® Core™ i7-6700 CPU, 3.40GHz 8 core Processor. In both cases a 500 second simulation was carried out and in Table I it can be seen that the ROM provides a large benefit in computational time with an over 300 times speed up in computation time.

|                | Full Order Abaqus Model | AE-LSTM ROM |
|----------------|-------------------------|-------------|
|                | 2272 s                  | 6.99 s      |

TABLE I: Computational time of the ROM vs. Abaqus for a 500 s simulation.

CONCLUDING REMARKS

A newly developed ROM method was demonstrated on a wind turbine monopile system of considerable interest in wind energy systems. The ROM method utilises both Autoencoder and LSTM neural networks to create a data-driven scheme purely relying on input and output data from the system of interest. The method was demonstrated on a monopile structure constrained in a nonlinear soil; represented using nonlinear springs defined from py curves. It was shown that by retaining only 4 latent space variables, a high fidelity ROM could be constructed which accurately predicted steady state response of the structure to a novel forcing input. The method also exhibited significant time improvement when compared to the full scale simulation carried out in Abaqus. Future developments will concentrate on further developing this application-inspired use case to also monitor rotational degrees of freedom and to consider more complex soil models used in the full order simulations.
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