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Abstract
In this paper, our aim is to establish some mean value inequalities for the Fox–Wright functions, such as Turán-type inequalities, Lazarević and Wilker-type inequalities. As applications we derive some new type inequalities for hypergeometric functions and the four-parametric Mittag–Leffler functions. Furthermore, we prove the monotonicity of ratios for sections of series of Fox–Wright functions. The results are also closely connected with Turán-type inequalities. Moreover, some other type inequalities are also presented. At the end of the paper, some problems are stated which may be of interest for further research.
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1 Introduction

In a series of recent papers, the authors have studied certain functional inequalities and geometric properties for some special functions, for example, the classical Gauss and Kummer hypergeometric functions, as well as the generalized hypergeometric functions [1], the classical and generalized Mittag–Leffler functions [2,3] and the
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Wright function [4]. Here, in our present investigation, we generalize some of these results to the Fox–Wright function $p\Psi_q$.

Here, and in what follows, we use $p\Psi_q$ to denote the Fox–Wright generalization of the familiar hypergeometric $pFq$ function with $p$ numerator and $q$ denominator parameters (see [5]), defined by (cf., e.g., [6, p. 4, Eq. (2.4)])

$$p\Psi_q\left[(\alpha_1, A_1), \ldots, (\alpha_p, A_p)\right]_{(\beta_1, B_1), \ldots, (\beta_q, B_q)}(z) = p\Psi_q\left[(\alpha_p, A_p)\right]_{(\beta_q, B_q)}(z) = \sum_{k=0}^{\infty} \prod_{l=1}^{p} \Gamma(\alpha_l + kA_l) z^k \prod_{l=1}^{q} \Gamma(\beta_l + kB_l) k!,$$

(1)

where $A_l \geq 0$, $l = 1, \ldots, p$; $B_j \geq 0$, and $l = 1, \ldots, q$. The series (1) converges absolutely and uniformly on any bounded subset of $\mathbb{C}$, when

$$\epsilon = 1 + \sum_{l=1}^{q} B_l - \sum_{l=1}^{p} A_l > 0.$$

The generalized hypergeometric function $pFq$ is defined by

$$pFq\left[\alpha_1, \ldots, \alpha_p\right]_{\beta_1, \ldots, \beta_q}(z) = \sum_{k=0}^{\infty} \prod_{l=1}^{p} (\alpha_l)_k \prod_{l=1}^{q} (\beta_l)_k k! z^k,$$

(2)

where, as usual, we make use of the following notation:

$$(\tau)_0 = 1, \quad \text{and} \quad (\tau)_k = (\tau + 1) \cdots (\tau + k) = \frac{\Gamma(\tau + k)}{\Gamma(\tau)}, \quad k \in \mathbb{N},$$

to denote the shifted factorial or the Pochhammer symbol. Obviously, we find from the definitions (1) and (2) that

$$p\Psi_q\left[(\alpha_1, 1), \ldots, (\alpha_p, 1)\right]_{(\beta_1, 1), \ldots, (\beta_q, 1)}(z) = \frac{\Gamma(\alpha_1) \cdots \Gamma(\alpha_p)}{\Gamma(\beta_1) \cdots \Gamma(\beta_q)} pFq\left[\alpha_1, \ldots, \alpha_p\right]_{\beta_1, \ldots, \beta_q}(z).$$

(3)

We define the normalized Fox–Wright function $p\Psi_q^*$ by

$$p\Psi_q^*\left[(\alpha_1, A_1), \ldots, (\alpha_p, A_p)\right]_{(\beta_1, B_1), \ldots, (\beta_q, B_q)}(z) = \prod_{l=1}^{p} \Gamma(\beta_l) \sum_{k=0}^{\infty} \prod_{l=1}^{p} \Gamma(\alpha_l + kB_l) z^k \prod_{l=1}^{q} \Gamma(\beta_l + kB_l) k!.$$

(4)

The Mittag–Leffler functions with $2n$ parameters are defined for $B_j \in \mathbb{R}$ ($B_1^2 + \cdots + B_n^2 \neq 0$) and $\beta_j \in \mathbb{C}$ ($j = 1, \ldots, n \in \mathbb{N}$), by the series

$$E_{(B, \beta)_n}(z) = \sum_{k=0}^{\infty} \prod_{j=1}^{n} \frac{z^k}{\Gamma(\beta_j + kB_j)}, \quad z \in \mathbb{C}.$$

(5)
When \( n = 1 \), the definition in (5) coincides with the definition of the two-parametric Mittag–Leffler function

\[
E_{(B, \beta)}(z) = E_{B, \beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\beta + kB)}, \quad z \in \mathbb{C},
\]

and similarly for \( n = 2 \), where \( E_{(B, \beta)}(z) \) coincides with the four-parametric Mittag–Leffler function

\[
E_{(B, \beta)}(z) = E_{B_1, \beta_1; B_2, \beta_2}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\beta_1 + kB_1)\Gamma(\beta_2 + kB_2)}, \quad z \in \mathbb{C},
\]

is closer by its properties to the Wright function \( W_{B, \beta}(z) \) defined by

\[
W_{B, \beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{k!\Gamma(\beta_1 + kB_1)}, \quad z \in \mathbb{C}.
\]

The generalized \( 2n \)-parametric Mittag–Leffler function \( E_{(B, \beta)}(z) \) can be represented in terms of the Fox–Wright function \( p \Psi_q(z) \) by

\[
E_{(B, \beta)}(z) = E_{B_1, \beta_1; \ldots; B_n, \beta_n}(z) = p \Psi_q^{\left[(\alpha_1, A_1), \ldots, (\alpha_p, A_p)\right]}_{\left[(\beta_1, B_1), \ldots, (\beta_q, B_q)\right]}(z), \quad z \in \mathbb{C}.
\]

Throughout this paper, we adopt the following convention:

\[
\alpha = (\alpha_1, \ldots, \alpha_p), \quad \beta = (\beta_1, \ldots, \beta_q), \quad A = (A_1, \ldots, A_p), \quad B = (B_1, \ldots, B_q)
\]

and

\[
p \Psi_q^{\left[(\alpha_1, A_1), \ldots, (\alpha_p, A_p)\right]}_{\left[(\beta_1, B_1), \ldots, (\beta_q, B_q)\right]}(z) = p \Psi_q^{\left[(\alpha_1, A_1), \ldots, (\alpha_p-1, A_{p-1})\right]}_{\left[(\beta_1, B_1), \ldots, (\beta_q-1, B_{q-1})\right]}(z).
\]

The present sequel to some of the aforementioned investigations is organized as follows. In Sect. 2, we state some useful lemmas which will be needed in the proofs of our results. In Sect. 3, we present some Turán-type inequalities for the Fox–Wright functions \( p \Psi_q(z) \). As a consequence, we deduce the Turán-type inequalities for the hypergeometric functions \( p F_q(z) \) and for the \( 2n \)-parametric Mittag–Leffler functions \( E_{(B, \beta)}(z) \). Moreover, we prove monotonicity of ratios for sections of series of the Fox–Wright functions, and the result is also closely connected with Turán-type inequalities. In Sect. 4, we give the Lazarević and Wilker-type inequalities for the Fox–Wright function \( \Psi_2(z) \). As applications, we derive the Lazarević and Wilker-type inequalities for the for the hypergeometric functions \( F_2(z) \) and for the four-parametric Mittag–Leffler functions \( E_{B_1, \beta_1; B_2, \beta_2}(z) \). In Sect. 5, we present some other inequalities for the Fox–Wright function \( p \Psi_{p+1}(z) \). Finally, in Sect. 6, we pose two open problems, which may be of interest for further research.
Each of the following definitions will be used in our investigation.

**Definition 1** A function $f : [a, b] \subseteq \mathbb{R} \to \mathbb{R}$ is said to be log-convex if its natural logarithm $\log f$ is convex, that is, for all $x, y \in [a, b]$ and $\alpha \in [0, 1]$ we have

$$f(\alpha x + (1 - \alpha)y) \leq [f(x)]^\alpha [f(y)]^{1-\alpha}.$$  

If the above inequality is reversed, then $f$ is called a log-concave function. It is also known that if $g$ is differentiable, then $f$ is log-convex (log-concave) if and only if $f'/f$ is increasing (decreasing).

### 2 Preliminary lemmas

In the proof of the main result we will need the following lemmas.

**Lemma 1** Let $(a_n)$ and $(b_n)$ $(n = 0, 1, 2, \ldots)$ be real numbers, such that $b_n > 0$, $n = 0, 1, 2, \ldots$ and $\left(\frac{a_n}{b_0 + \cdots + b_n}\right)_{n \geq 0}$ is increasing (decreasing), then $\left(\frac{a_0 + \cdots + a_n}{b_0 + \cdots + b_n}\right)_{n \geq 0}$ is also increasing (decreasing).

The second lemma is about the monotonicity of two power series, see [7] for more details.

**Lemma 2** Let $(a_n)$ and $(b_n)$ $(n = 0, 1, 2, \ldots)$ be real numbers and let the power series $A(x) = \sum_{n=0}^{\infty} a_n x^n$ and $B(x) = \sum_{n=0}^{\infty} b_n x^n$ be convergent for $|x| < r$. If $b_n > 0$, $n = 0, 1, 2, \ldots$ and the sequence $\left(\frac{a_n}{b_n}\right)_{n \geq 0}$ is (strictly) increasing (decreasing), then the function $\frac{A(x)}{B(x)}$ is also (strictly) increasing on $[0, r)$.

### 3 Turán-type inequalities for Fox–Wright function

Our first main result is asserted by the following theorem.

**Theorem 1** Let $\alpha, \beta > 0$, and $A, B \geq 0$ such that $\epsilon > 0$. Then the Fox–Wright function $p \Psi_q$ possesses the following Turán-type inequality:

$$p \Psi_q \left[\begin{array}{c}(\alpha_1, A_1), (\alpha_{p-1}, A_{p-1}) \\ (\beta_q, B_q)\end{array}\right] p \Psi_q \left[\begin{array}{c}(\alpha_1+2, A_1), (\alpha_{p-1}, A_{p-1}) \\ (\beta_q, B_q)\end{array}\right] \geq \left(p \Psi_q \left[\begin{array}{c}(\alpha_1+1, A_1), (\alpha_{p-1}, A_{p-1}) \\ (\beta_q, B_q)\end{array}\right]\right)^2 > 0, \quad (z \in (0, \infty)).$$

**Proof** By using the Cauchy product formula, we have

\[ \text{Springer} \]
$$\left( p \Psi_q^{(\alpha_1, A_1), (\alpha_{p-1}, A_{p-1})} \right)_z^2 = \sum_{k=0}^{\infty} \sum_{j=0}^{k} \frac{\Gamma(\alpha_1 + j A_1 + 1) \Gamma(\alpha_1 + (k - j) A_1 + 1) \prod_{i=2}^{p} \Gamma(\alpha_i + j A_i) \Gamma(\alpha_i + (k - j) A_i)}{j!(k - j)! \prod_{i=1}^{q} \Gamma(\beta_i + j B_i) \Gamma(\beta_i + (k - j) B_i)},$$

and

$$\left( p \Psi_q^{(\alpha_1, A_1), (\alpha_{p-1}, A_{p-1})} \right)_z p \Psi_q^{(\alpha_1+2, A_1), (\alpha_{p-1}, A_{p-1})} \right)_z = \sum_{k=0}^{\infty} \sum_{j=0}^{k} K_{j,k}^{(1)} T_{j,k}^{(1)} (\alpha_1, A_1) z^k,$$

Thus

$$\left( p \Psi_q^{(\alpha_1+1, A_1), (\alpha_{p-1}, A_{p-1})} \right)_z^2 = \sum_{k=0}^{\infty} \sum_{j=0}^{k} K_{j,k}^{(1)} T_{j,k}^{(1)} (\alpha_1, A_1) z^k,$$

where $T_{j,k}^{(1)} (\alpha_1, A_1)$ and $K_{j,k}^{(1)}$ are defined by

$$T_{j,k}^{(1)} (\alpha_1, A_1) = \Gamma(\alpha_1 + j A_1 + 1) \Gamma(\alpha_1 + (k - j) A_1 + 1) - \Gamma(\alpha_1 + j A_1) \times \Gamma(\alpha_1 + (k - j) A_1 + 2)$$

$$= [(2j - k - 1)] \Gamma(\alpha_1 + j A_1) \Gamma(\alpha_1 + (k - j) A_1 + 1),$$

and

$$K_{j,k}^{(1)} = \frac{\prod_{i=2}^{p} \Gamma(\alpha_i + j A_i) \Gamma(\alpha_i + (k - j) A_i)}{j!(k - j)! \prod_{i=1}^{q} \Gamma(\beta_i + j B_i) \Gamma(\beta_i + (k - j) B_i)}.$$

**Case 1** Let $n$ be an even positive integer. Then

$$\sum_{j=0}^{k} K_{j,k}^{(1)} T_{j,k}^{(1)} (\alpha_1, A_1) = \sum_{j=0}^{\frac{k}{2} - 1} K_{j,k}^{(1)} T_{j,k}^{(1)} (\alpha_1, A_1) + \sum_{j=\frac{k}{2} + 1}^{k} K_{j,k}^{(1)} T_{j,k}^{(1)} (\alpha_1, A_1)$$

$$+ K_{k/2,k}^{(1)} T_{k/2,k}^{(1)} (\alpha_1, A_1)$$

$$= \sum_{j=0}^{k/2 - 1} K_{j,k}^{(1)} (T_{j,k}^{(1)} (\alpha_1, A_1) + T_{k-j,k}^{(1)} (\alpha_1, A_1))$$

$$+ K_{k/2,k}^{(1)} T_{k/2,k}^{(1)} (\alpha_1, A_1)$$
On the other hand, we have
\[
\sum_{j=0}^{k-1} K_{j,k}^{(1)}(T_{j,k}(\alpha_1, A_1) + T_{k-j,k}(\alpha_1, A_1)) + K_{k/2,k}^{(1)} T_{k/2,k}(\alpha_1, A_1),
\]
where as usual, \([k]\) denotes the greatest integer part of \(k \in \mathbb{R}\).

**Case 2** Let \(n\) be an odd positive integer. Then, just as in Case 1, we get
\[
\sum_{j=0}^{k} K_{j,k}^{(1)} T_{j,k}(\alpha_1, A_1) = \sum_{j=0}^{k-1} K_{j,k}^{(1)}(T_{j,k}(\alpha_1, A_1) + T_{k-j,k}(\alpha_1, A_1)) + K_{k/2,k}^{(1)} T_{k/2,k}(\alpha_1, A_1).
\]

Thus, by combining Cases 1 and 2, we have
\[
\left(p \Psi_q \left[\begin{array}{c} \alpha_1+1, A_1, (\alpha_{p-1}, A_{p-1}) \\ \beta_p, B_q \end{array} \right] \right)^2 - p \Psi_q \left[\begin{array}{c} \alpha_1, A_1, (\alpha_{p-1}, A_{p-1}) \\ \beta_p, B_q \end{array} \right] p \Psi_q \left[\begin{array}{c} \alpha_1+2, A_1, (\alpha_{p-1}, A_{p-1}) \\ \beta_p, B_q \end{array} \right] = \sum_{k=0}^{\infty} \sum_{j=0}^{k-1} K_{j,k}^{(1)}(T_{j,k}(\alpha_1, A_1) + T_{k-j,k}(\alpha_1, A_1)) + K_{k/2,k}^{(1)} T_{k/2,k}(\alpha_1, A_1)z^k.
\]

which, upon simplifying, yields
\[
T_{j,k}(\alpha_1, A_1) + T_{k-j,k}(\alpha_1, A_1) = -[(2k - j)^2 + (2\alpha_1 + kA_1)] \Gamma(\alpha_1 + (k - j)A_1) 
\times \Gamma(\alpha_1 + jA_1) < 0.
\]

On the other hand, we have
\[
T_{k/2,k}^{(1)}(\alpha_1, A_1) = - \left(\alpha_1 + \frac{k}{2} \right) \Gamma^2 \left(\alpha_1 + \frac{k}{2}A_1 \right) < 0,
\]
which evidently completes the proof of Theorem 1.

Letting in (10) the values \(A = B = 1\) and using the formula (3), we get the following Turán-type inequality for the hypergeometric function \(pF_q\).

**Corollary 1** Let \(\alpha, \beta > 0\). Then the following Turán-type inequality
\[
pF_q \left[\begin{array}{c} \alpha_1, \alpha_2, ..., \alpha_p \\ \beta_1, ..., \beta_q \end{array} \right] z \right] pF_q \left[\begin{array}{c} \alpha_1+2, \alpha_2, ..., \alpha_p \\ \beta_1, ..., \beta_q \end{array} \right] z \right] = \frac{\alpha_1}{\alpha_1 + 1} \left(pF_q \left[\begin{array}{c} \alpha_1+1, \alpha_2, ..., \alpha_q \\ \beta_1, ..., \beta_q \end{array} \right] z \right)^2 > 0
\]
holds true for all \(z \in (0, \infty)\).
Theorem 2 Let \( \alpha, \beta > 0 \), and \( A, B \geq 0 \) such that \( \epsilon > 0 \). Then the following Turán-type inequality

\[
 p \Psi_q \left[ \frac{(\alpha_p, A_p)}{\beta_1, B_1, (\beta_q-1, B_q-1)} \right] z^p \Psi_q \left[ \frac{(\alpha_p, A_p)}{\beta_1+1, B_1, (\beta_q-1, B_q-1)} \right] - \frac{\beta_1}{\beta_1 + 1} \left( p \Psi_q \left[ \frac{(\alpha_p, A_p)}{\beta_1, B_1, (\beta_q-1, B_q-1)} \right] z^2 \right) \geq 0
\]  
(14)

holds true for all \( z \in (0, \infty) \). Moreover, the hypergeometric function \( p F_q \) satisfies the following Turán-type inequality

\[
 p F_q \left[ \frac{\alpha_1, \ldots, \alpha_p}{\beta_1, \beta_2, \ldots, \beta_q} \right] p F_q \left[ \frac{\alpha_1, \ldots, \alpha_p}{\beta_1+1, \beta_2, \ldots, \beta_q} \right] - \left( p F_q \left[ \frac{\alpha_1, \ldots, \alpha_p}{\beta_1, \beta_2, \ldots, \beta_q} \right] \right)^2 \geq 0,
\]  
\( (z \in (0, \infty)) \).

Proof We set

\[
 p \tilde{\Psi}_q \left[ \frac{(\alpha_p, A_p)}{\beta_1, B_1, (\beta_q-1, B_q-1)} \right] = \Gamma(\beta_1) p \Psi_q \left[ \frac{(\alpha_p, A_p)}{\beta_q, B_q} \right] z.
\]  
(16)

By using the Cauchy product we get

\[
 p \tilde{\Psi}_q \left[ \frac{(\alpha_p, A_p)}{\beta_1, B_1, (\beta_q-1, B_q-1)} \right] p \tilde{\Psi}_q \left[ \frac{(\alpha_p, A_p)}{\beta_1+1, B_1, (\beta_q-1, B_q-1)} \right] - p \tilde{\Psi}_q \left[ \frac{(\alpha_p, A_p)}{\beta_1, B_1, (\beta_q-1, B_q-1)} \right] \right]^2
\]  
(17)

where

\[
 K_{k,j}^{(2)} = \prod_{i=1}^{p} \frac{\Gamma(\alpha_i + j A_i) \Gamma(\alpha_i + (k-j) A_i)}{j!(k-j)! \prod_{i=1}^{p} \Gamma(\beta_i + j B_i) \Gamma(\beta_i + (k-j) B_i)}
\]  
(18)

and

\[
 T_{k,j}^{(2)}(\beta_1, B_1) = \frac{\beta_1 \beta_1(2j-k) + j B_1}{\Gamma(\beta_1 + j B_1 + 1) \Gamma(\beta_1 + (k-j) B_1 + 2)}.
\]  
(19)

If \( k \) is even, we have

\[
 \sum_{j=0}^{k} K_{k,j}^{(2)} T_{k,j}^{(2)}(\beta_1, B_1) = \sum_{j=0}^{k/2-1} K_{k,j}^{(2)} T_{k,j}^{(2)}(\beta_1, B_1) + \sum_{j=k/2+1}^{k} K_{k,j}^{(2)} T_{k,j}^{(2)}(\beta_1, B_1)
\]  
\( + K_{k,k/2}^{(2)} T_{k,k/2}^{(2)}(\beta_1, B_1) \)

\[
 = \sum_{j=0}^{k/2-1} K_{k,j}^{(2)} T_{k,j}^{(2)}(\beta_1, B_1) + \sum_{j=0}^{k/2-1} K_{k,j}^{(2)} T_{k,j}^{(2)}(\beta_1, B_1)
\]  
\( + K_{k,k/2}^{(2)} T_{k,k/2}^{(2)}(\beta_1, B_1) \)

\( \square \) Springer
where \([\cdot]\) denotes the greatest integer function. Similarly, if \(k\) is odd, then

\[
\sum_{j=0}^{k} K_{k,j}^{(2)} T_{k,j}^{(2)}(\beta_1, B_1) = \sum_{j=0}^{\lfloor (k-1)/2 \rfloor} K_{k,j}^{(2)}(\beta_1, B_1) \left( T_{k,j}^{(2)}(\beta_1, B_1) + T_{k,k-j}^{(2)}(\beta_1, B_1) \right) + K_{k,k/2}^{(2)} T_{k,k/2}^{(2)}(\beta_1, B_1),
\]

By a simple computation we get

\[
T_{k,j}^{(2)}(\beta_1, B_1) + T_{k,k-j}^{(2)}(\beta_1, B_1) = \frac{B_1 \beta_1 (k - 2j)^2 + j^2 B_1^2 + B_1^2 (k - j)^2 + k(B_1 + \beta_1)}{\Gamma(\beta_1 + jB_1 + 1) \Gamma(\beta_1 + (k - j)B_1 + 2)} \geq 0,
\]

and using the fact

\[
K_{k,k/2}^{(2)} T_{k,k/2}^{(2)}(\beta_1, B_1) = \frac{B_1 k \prod_{i=1}^{p} \Gamma^2 \left( \frac{\alpha_i + \frac{kB_i}{2}}{2} \right)}{2 \Gamma^2 \left( \frac{k}{2} + 1 \right) \Gamma \left( \beta_1 + \frac{kB_i}{2} + 1 \right) \Gamma \left( \beta_1 + \frac{kB_i}{2} + 2 \right) \prod_{i=2}^{q} \Gamma^2 \left( \beta_i + \frac{kB_i}{2} \right)} \geq 0,
\]

we deduce that

\[
p\tilde{\Psi}_q \left[ (\alpha_p, A_p) \mid \beta_1, B_1, (\beta_{q-1}, B_{q-1}) \right] \geq 0.
\]

It is important to mention here that there is another proof of the inequality (14). Namely, we consider the expression

\[
p\tilde{\Psi}_q \left[ (\alpha_p, A_p) \mid \beta_q, B_q \right] = \sum_{n=0}^{\infty} \delta_{A,B,n}(\alpha, \beta) n^z,
\]

where \(\delta_{A,B,n}(\alpha, \beta) = \frac{\Gamma(\beta_1) \prod_{i=1}^{p} \Gamma(\alpha_i + nA_i)}{\Gamma(\beta_1 + nB_1) \prod_{i=2}^{q} \Gamma(\beta_i + nB_i)}\).

Computations show that for each \(n \geq 0\) we get

\[
\frac{\partial^2 \log[\delta_{A,B,n}(\alpha, \beta)]}{\partial \beta_1^2} = \psi'(\beta_1) - \psi(\beta_1 + nB_1),
\]

where \(\psi(x) = \frac{\Gamma'(x)}{\Gamma(x)}\) is the digamma function. It is well known that the function \(x \mapsto \psi(x)\) is concave on \((0, \infty)\), i.e., the trigamma function \(x \mapsto \psi'(x)\) is decreasing on \((0, \infty)\). Therefore, the function \(\beta_1 \mapsto \delta_{A,B,n}(\alpha, \beta)\) is log-convex on \((0, \infty)\).
Thus, the function $\beta_1 \mapsto p \tilde{\psi}_q \left[\left(\frac{\alpha_p}{\beta_q}, A_q\right); z\right]$ is also log-convex on $(0, \infty)$. So, for all $\alpha$, $\beta$, $\beta'_1 > 0$, and $t \in [0, 1]$, we get

$$p \tilde{\psi}_q \left[\left(\frac{\alpha_p}{\beta_q}, A_q\right); (t\beta_1 + (1-t)\beta'_1, B_1), (\beta_q - 1, B_q - 1)\right] \leq (p \tilde{\psi}_q \left[\left(\frac{\alpha_p}{\beta_q}, A_q\right); (\beta_1, B_1), (\beta_q - 1, B_q - 1)\right])^t \left(p \tilde{\psi}_q \left[\left(\frac{\alpha_p}{\beta_q}, A_q\right); (\beta'_1, B_1), (\beta_q - 1, B_q - 1)\right]\right)^{1-t}. \tag{24}$$

Letting $t = 1/2$ and $\beta'_1 = \beta_1 + 2$, in the above inequality we deduce that the inequality (14) holds true. The inequality (15) follows by using the inequalities (14) and (3). So, the proof of Theorem 2 is complete. \hfill \Box

Choosing in (14) the values $p = 1$, $\alpha_1 = A_1 = 1$, we obtain the following Turán-type inequality for the generalized 2$n$-parametric Mittag–Leffler function:

**Corollary 2** Let $\beta > 0$ and $B \geq 0$. Then the following Turán-type inequality

$$E_{B_1, \beta_1; \ldots; B_n, \beta_n}(z) E_{B_1, \beta_1+2; \ldots; B_n, \beta_n}(z) - \frac{\beta_1}{\beta_1 + 1} \left(E_{B_1, \beta_1+1; \ldots; B_n, \beta_n}(z)\right)^2 \geq 0 \tag{25}$$

holds true for all $z > 0$.

**Corollary 3** The generalized hypergeometric function $2F_2$ possesses the following inequality:

$$2F_2 \left[\beta_1 - \alpha_1 - 1, f + 1 \left| \beta_1, f \right.\right] - 2F_2 \left[\beta_1 - \alpha_1 + 1, g + 1 \left| \beta_1, g \right.\right] - \left(2F_2 \left[\beta_1 - \alpha_1, h + 1 \left| \beta_1, h \right.\right]\right)^2 \geq 0, \tag{26}$$

with

$$f = \frac{\beta_2(1 + \alpha_1 - \beta_1)}{\alpha_1 - \beta_2}, \quad g = \frac{\beta_2(\alpha_1 - \beta_1 - 1)}{\alpha_1 - \beta_2} \quad \text{and} \quad h = \frac{\beta_2(\alpha_1 - \beta_1)}{\alpha_1 - \beta_2}.$$

**Proof** The Kummer transformation for the hypergeometric function $2F_2$ reported by Paris [8, Eq. 4],

$$2F_2 \left[\frac{a, c+1}{b, c} \left| z\right.\right] = e^z 2F_2 \left[\frac{a, f_1 + 1}{b, f_1} \left| -z\right.\right], \quad \text{with} \quad f_1 = \frac{c(1 + a - b)}{a - c},$$

and the Turán-type inequality (15) lead to the asserted inequality. \hfill \Box

**Remark 1** (a) If we choose $p = q = 1$, $B_1 = \alpha$, $\beta_1 = \beta$, and $A_1 = 0$ in (14), we obtain the following Turán-type inequality for the Wright function [4, Theorem 3.1]:

$$\mathcal{W}_{\alpha, \beta}(z) \mathcal{W}_{\alpha, \beta+2}(z) - \mathcal{W}_{\alpha, \beta+1}(z)^2 \geq 0,$$
where \( \mathcal{W}_{\alpha, \beta}(z) = \Gamma(\beta) W_{\alpha, \beta}(z) \).

(b) Letting \( n = 2 \) in (25), we deduce the following Turán-type inequality for the Mittag–Leffler function [2, Theorem 1]:

\[
E_{\alpha, \beta}(z) E_{\alpha, \beta+2}(z) - E_{\alpha, \beta+1}(z) \geq 0,
\]

where \( E_{\alpha, \beta}(z) = \Gamma(\beta) E_{\alpha, \beta}(z) \).

**Theorem 3** Let \( \alpha, \beta, \beta'_1 > 0, \) and \( A, B \geq 0 \) such that \( \epsilon > 0 \). If \( \beta'_1 < \beta_1, (\beta_1 < \beta'_1) \), then the function

\[
z \mapsto p \Psi_q \left[ \frac{(\alpha_p, A_p)}{(\beta_1, B_1, (\beta_{q-1}, B_{q-1}))} z \right] / p \Psi_q \left[ \frac{(\alpha_p, A_p)}{(\beta'_1, B_1, (\beta_{q-1}, B_{q-1}))} z \right]
\]

is decreasing (increasing) on \((0, \infty)\). Moreover, the following inequality

\[
\leq (\geq) p \Psi_q \left[ \frac{(\alpha_p+A_p, A_p)}{(\beta'_1+B_1+B_1, (\beta_{q-1}+B_{q-1}, B_{q-1}))} z \right] / p \Psi_q \left[ \frac{(\alpha_p+A_p, A_p)}{(\beta'_1, B_1, (\beta_{q-1}, B_{q-1}))} z \right]
\]

(27)

holds.

**Proof** Let

\[
\frac{p \Psi_q \left[ \frac{(\alpha_p, A_p)}{(\beta_1, B_1, (\beta_{q-1}, B_{q-1}))} z \right]}{p \Psi_q \left[ \frac{(\alpha_p, A_p)}{(\beta'_1, B_1, (\beta_{q-1}, B_{q-1}))} z \right]} = \sum_{k=0}^{\infty} U_k^0(\alpha, A, \beta, B) z^k / \sum_{k=0}^{\infty} V_k^0(\alpha, A, \beta', B) z^k,
\]

where

\[
U_k^0(\alpha, A, \beta, B) = \frac{\prod_{i=1}^{p} \Gamma(\alpha_i + k A_i)}{\Gamma(\beta_1 + k B_1) \prod_{i=2}^{q} \Gamma(\beta_i + k B_i)}, \quad \text{and}
\]

\[
V_k^0(\alpha, A, \beta', B) = \frac{\prod_{i=1}^{p} \Gamma(\alpha_i + k A_i)}{\Gamma(\beta'_1 + k B_1) \prod_{i=2}^{q} \Gamma(\beta_i + k B_i)}.
\]

We set

\[
W_k = \frac{U_k^0(\alpha, A, \beta, B)}{V_k^0(\alpha, A, \beta', B)} = \frac{\Gamma(\beta'_1 + k B_1)}{\Gamma(\beta_1 + k B_1)}.
\]

Using the fact that the Gamma function \( \Gamma(z) \) is log-convex on \((0, \infty)\), we deduce that the ratio \( z \mapsto \frac{\Gamma(z + a)}{\Gamma(z)} \) is increasing on \((0, \infty)\) when \( a > 0 \), which implies that the following inequality

\[
\frac{\Gamma(z + a)}{\Gamma(z)} \leq \frac{\Gamma(z + a + b)}{\Gamma(z + b)}
\]

(28)
holds for all \( a, b, z > 0 \). In the case \( \beta'_1 < \beta_1 \), we let \( z = \beta'_1 + kB_1, \ a = B_1, \) and \( b = \beta_1 - \beta'_1 > 0 \) in (28) we obtain that

\[
\frac{W_{k+1}^0}{W_k^0} = \frac{\Gamma(\beta'_1 + B_1 + kB_1)\Gamma(\beta_1 + kB_1)}{\Gamma(\beta'_1 + kB_1)\Gamma(\beta_1 + B_1 + kB_1)} \leq 1. \tag{29}
\]

Thus, \( W_{k+1}^0 \leq W_k^0 \) for all \( k \geq 0 \) if and only if \( \beta_1 > \beta'_1 \), and the function

\[
z \mapsto p \Psi_q \left[ \left( \frac{(\alpha_p, A_p)}{(\beta_1, B_1), (\beta_{q-1}, B_{q-1})} \right) \right] / p \Psi_q \left[ \left( \frac{(\alpha_p, A_p)}{(\beta'_1, B_1), (\beta_{q-1}, B_{q-1})} \right) \right]
\]

is decreasing on \((0, \infty)\) if \( \beta_1 > \beta'_1 \), by means of Lemma 2. In the case \( \beta'_1 > \beta_1 \), we set \( z = \beta_1 + kB_1, \ a = B_1, \) and \( b = \beta'_1 - \beta_1 > 0 \) in (28), we conclude that \( W_{k+1}^0 \geq W_k^0 \) for all \( k \geq 0 \). We thus implies that the function

\[
z \mapsto p \Psi_q \left[ \left( \frac{(\alpha_p, A_p)}{(\beta_1, B_1), (\beta_{q-1}, B_{q-1})} \right) \right] / p \Psi_q \left[ \left( \frac{(\alpha_p, A_p)}{(\beta'_1, B_1), (\beta_{q-1}, B_{q-1})} \right) \right]
\]

is increasing on \((0, \infty)\) if \( \beta'_1 > \beta_1 \), by Lemma 2. Therefore,

\[
\left( p \Psi_q \left[ \left( \frac{(\alpha_p, A_p)}{(\beta_1, B_1), (\beta_{q-1}, B_{q-1})} \right) \right] \right)' \leq 0,
\]

if \( \beta_1 > \beta'_1 \). Therefore, the differentiation formula

\[
\left( p \Psi_q \left[ \left( \frac{(\alpha_p, A_p)}{(\beta_q, B_q)} \right) \right] \right)' = p \Psi_q \left[ \left( \frac{(\alpha_p + A_p, A_p)}{(\beta_q, B_q)} \right) \right]
\]

completes the proof of the asserted results immediately. \( \Box \)

**Remark 2** (a) Letting in Theorem 3, the values \( A = B = 1 \), we conclude that, if \( \beta'_1 < \beta_1 \) (rep. \( \beta_1 < \beta'_1 \)), then the function

\[
z \mapsto p F_q^{\alpha_1,\ldots,\alpha_p}_{\beta_1,\ldots,\beta_q} \left( z \right) / p F_q^{\alpha_1,\ldots,\alpha_p}_{\beta'_1,\ldots,\beta_q} \left( z \right)
\]

is decreasing (resp. increasing) on \((0, \infty)\). Consequently the following inequality holds true:

\[
p F_q^{\alpha_1+1,\ldots,\alpha_p+1}_{\beta_1+1,\ldots,\beta_q+1} \left( z \right) p F_q^{\alpha_1,\ldots,\alpha_p}_{\beta'_1,\ldots,\beta_q} \left( z \right) \leq \left( \frac{\beta_1}{\beta'_1} \right) p F_q^{\alpha_1,\ldots,\alpha_p}_{\beta_1,\ldots,\beta_q} \left( z \right) p F_q^{\alpha_1+1,\ldots,\alpha_p+1}_{\beta'_1+1,\ldots,\beta_q+1} \left( z \right)
\]

when \( \beta'_1 < \beta_1 \) and \( z > 0 \). Moreover, the above inequality is reversed if \( \beta_1 < \beta'_1 \) and \( z > 0 \).

(b) Choosing \( q = p + 1, \ A_i = B_{i+1}, \ \alpha_i = \beta_{i+1}, \ i = 1, \ldots, p \) in Theorem 3, we deduce that the ratios \( z \mapsto W_{B_1,\beta_1}(z)/W_{B_1,\beta'_1}(z) \) is decreasing (resp. increasing) on
(0, ∞) if β′_1 < β_1 (resp. β_1 < β′_1) (cf. see [4, Theorem 3.2]), and consequently we obtain the following inequality [4, Theorem 3.2, Eq. 3.2]:

\[ W_{B_1, β_1}(z) W_{B_1, β_1′ + B_1}(z) - W_{B_1, β_1′}(z) W_{B_1, β_1 + B_1}(z) ≥ 0, \]

when β′_1 < β_1. The above inequality reduces to the following Turán-type inequality:

\[ W_{1,2}^2(z) - W_{1,1}(z) W_{1,3}(z) ≥ 0, \quad (z > 0). \]

(c) Choosing p = α_1 = A_1 = 1 and q = 1 in Theorem 3, we deduce that the ratios \( z \mapsto E_{B_1, β_1}(z) / E_{B_1, β_1′}(z) \) is decreasing (resp. increasing) on (0, ∞) if β′_1 < β_1 (resp. β_1 < β′_1) (cf. see [2, Theorem 4]), and we get

\[ E_{B_1, β_1}(z) \Psi_1^{(2,1)}_{(β_1′ + B_1, B_1)}[z] - E_{B_1, β_1′}(z) \Psi_1^{(2,1)}_{(β_1 + B_1, B_1)}[z] ≥ 0, \quad (32) \]

when β′_1 < β_1. By using the familiar relationship:

\[ \Psi_1^{(2,1)}_{(β_1 + B_1, B_1)}[z] = (E_{B_1, β_1}(z))′ \]

and

\[ \frac{d}{dz} E_{B_1, β_1}(z) = \frac{E_{B_1, β_1′ - 1}(z) - (β_1′ - 1) E_{B_1, β_1}(z)}{B_1 z}, \]

we obtain [2, Theorem 4, Eq. 10]

\[ E_{B_1, β_1}(z) E_{B_1, β_1′ - 1}(z) - E_{B_1, β_1′}(z) E_{B_1, β_1′ - 1}(z) + (β_1′ - β_1) E_{B_1, β_1}(z) E_{B_1, β_1′}(z) ≥ 0, \quad (z > 0). \]

(d) By a similar argument to the proof of Theorem 3, we obtain the following results: let α, β, α′ > 0, and A, B ≥ 0 such that ε > 0. If α_1 < α′_1, (resp. α′_1 < α_1), then the function

\[ z \mapsto p \Psi_q^{((α_1, A_1), (α_{p-1}, A_{p-1})]}_{(β_q, B_q)}[z] / p \Psi_q^{((α′_1, A_1), (α_{p-1}, A_{p-1})]}_{(β_q, B_q)}[z] \]

is decreasing (increasing) on (0, ∞). Furthermore, the following inequality

\[ p \Psi_q^{((α_1 + A_1, A_1), (α_{p-1} + A_{p-1}, A_{p-1})]}_{(β_q + B_q, B_q)}[z] p \Psi_q^{((α′_1, A_1), (α_{p-1}, A_{p-1})]}_{(β_q, B_q)}[z] ≤ (≥) p \Psi_q^{((α′_1 + A_1, A_1), (α_{p-1} + A_{p-1}, A_{q-1})]}_{(β_q + B_p, B_p)}[z] p \Psi_q^{((α, A_p)}_{(β_q, B_q)}[z] \quad (33) \]

 Springer
holds true for all \( z > 0 \). Letting \( A = B = 1 \) in the above inequality, we obtain the following inequality for the hypergeometric function \( {}_pF_q \):

\[
_{\beta_1+\ldots+\beta_q+1}^pF_q\left[\begin{array}{c}
\alpha_1+\ldots+\alpha_p+1 \\
\beta_1+\ldots+\beta_q
\end{array}\right](z) \leq \left( {}_pF_q \left[\begin{array}{c}
\alpha_1+\ldots+\alpha_p+1 \\
\beta_1+\ldots+\beta_q+1
\end{array}\right](z) \right)^p
\]

\begin{equation}
(34)
\end{equation}

**Theorem 4** Let \( \alpha, \beta > 0 \), \( A, B \geq 0 \) and \( n \in \mathbb{N} \), we define the function \( {}_p\Psi^n_q \) by

\[
_{\beta_q+1}^pF_q\left[\begin{array}{c}
\alpha, A_p \\
\beta_q, B_q
\end{array}\left| z \right.\right] = {}_p\Psi_q^n\left[\begin{array}{c}
\alpha, A_p \\
\beta_q, B_q
\end{array}\left| z \right.\right] - \sum_{k=0}^{n} \frac{\prod_{j=1}^{p} \Gamma(\alpha_j + k A_j) z^k}{k! \prod_{j=1}^{q} \Gamma(\beta_j + k B_j)}
\]

\[
= \sum_{k=n+1}^{\infty} \frac{\prod_{j=1}^{p} \Gamma(\alpha_j + k A_j) z^k}{k! \prod_{j=1}^{q} \Gamma(\beta_j + k B_j)}.
\]

Then, the following Turán-type inequality

\[
\left( {}_p\Psi_q^n+1\left[\begin{array}{c}
\alpha, 0 \\
\beta_q, B_q
\end{array}\left| z \right.\right] \right)^2 - {}_p\Psi_q^n\left[\begin{array}{c}
\alpha, 0 \\
\beta_q, B_q
\end{array}\left| z \right.\right] {}_p\Psi_q^{n+2}\left[\begin{array}{c}
\alpha, 0 \\
\beta_q, B_q
\end{array}\left| z \right.\right] \geq 0
\]

\begin{equation}
(35)
\end{equation}

is valid for all \( z \in (0, \infty) \).

**Proof** By taking into account the obvious equations:

\[
{}_{\beta_q+1}^pF_q\left[\begin{array}{c}
\alpha, A_p \\
\beta_q, B_q
\end{array}\left| z \right.\right] = {}_{\beta_q}^pF_q\left[\begin{array}{c}
\alpha, A_p \\
\beta_q, B_q
\end{array}\left| z \right.\right] + \frac{\prod_{j=1}^{p} \Gamma(\alpha_j) z^{n+1}}{(n+1)! \prod_{j=1}^{q} \Gamma(\beta_j + (n+1) B_j)}
\]

and

\[
{}_{\beta_q+2}^pF_q\left[\begin{array}{c}
\alpha, 0 \\
\beta_q, B_q
\end{array}\left| z \right.\right] = {}_{\beta_q+1}^pF_q\left[\begin{array}{c}
\alpha, 0 \\
\beta_q, B_q
\end{array}\left| z \right.\right] - \frac{\prod_{j=1}^{p} \Gamma(\alpha_j) z^{n+2}}{(n+2)! \prod_{j=1}^{q} \Gamma(\beta_j + (n+2) B_j)}
\]

we get

\[
\left( {}_p\Psi_q^n\left[\begin{array}{c}
\alpha, 0 \\
\beta_q, B_q
\end{array}\left| z \right.\right] \right)^2 - {}_p\Psi_q^n\left[\begin{array}{c}
\alpha, 0 \\
\beta_q, B_q
\end{array}\left| z \right.\right] {}_p\Psi_q^{n+2}\left[\begin{array}{c}
\alpha, 0 \\
\beta_q, B_q
\end{array}\left| z \right.\right] = \frac{\prod_{j=1}^{p} \Gamma(\alpha_j) z^{n+2}}{(n+2)! \prod_{j=1}^{q} \Gamma(\beta_j + (n+1) B_j)}
\]

\[
= \frac{\prod_{j=1}^{p} \Gamma(\alpha_j) z^{n+2}}{(n+2)! \prod_{j=1}^{q} \Gamma(\beta_j + (n+1) B_j)}
\]

\[
+ \frac{\prod_{j=1}^{p} \Gamma(\alpha_j) z^{n+2}}{(n+2)! \prod_{j=1}^{q} \Gamma(\beta_j + (n+1) B_j)} \sum_{k=n+2}^{\infty} \frac{z^k}{k! \prod_{j=1}^{q} \Gamma(\beta_j + k B_j)}
\]

\[
= \frac{\prod_{j=1}^{p} \Gamma(\alpha_j) z^{n+2}}{(n+2)! \prod_{j=1}^{q} \Gamma(\beta_j + (n+2) B_j)} \sum_{k=n+2}^{\infty} \frac{z^k}{k! \prod_{j=1}^{q} \Gamma(\beta_j + k B_j)}
\]
where $\Delta_{n,k}(\beta, B)$ is defined for all $k \geq n + 3$ by

$$
\Delta_{n,k}(\beta, B) = (n + 1)! \prod_{j=1}^{q} \Gamma(\beta_j + k B_j) \Gamma(\beta_j + (n + 1) B_j) - (n + 2)! (k - 1)! \prod_{j=1}^{q} \Gamma(\beta_j + (k - 1) B_j) \Gamma(\beta_j + (n + 2) B_j) \\
\times \prod_{j=1}^{q} \Gamma(\beta_j + (k - 1) B_j) \Gamma(\beta_j + (n + 1) B_j) \\
\geq (n + 2)! (k - 1)! \left( \prod_{j=1}^{q} \Gamma(\beta_j + k B_j) \Gamma(\beta_j + (n + 1) B_j) \\
- \prod_{j=1}^{q} \Gamma(\beta_j + (k - 1) B_j) \Gamma(\beta_j + (n + 2) B_j) \right).
$$

Now, let $z = \beta_j + (n + 1) B_j$, $a = B_j$, and $b = B_j (k - (n + 2))$ in (28) we deduce that

$$
\Gamma(\beta_j + k B_j) \Gamma(\beta_j + (n + 1) B_j) \geq \Gamma(\beta_j + (k - 1) B_j) \Gamma(\beta_j + (n + 2) B_j).
$$

The desired inequality (35) is thus established. □

**Theorem 5** Let $\alpha, \beta > 0$, $A, B \geq 0$ and $n \in \mathbb{N}$. We define the function $\kappa_{n}(\alpha, \beta)(A, B, z)$ by

$$
\kappa_{n}(\alpha, \beta)(A, B, z) = \frac{p \Psi_{q}^{n} \left[ \frac{(\alpha p, A p)}{(\beta q, B q)} | z \right]}{p \Psi_{q}^{n+2} \left[ \frac{(\alpha p, A p)}{(\beta q, B q)} | z \right]^{2}}.
$$

Then, the function $z \mapsto \kappa_{n}(\alpha, \beta)(0, B, z)$ is increasing on $(0, \infty)$. Moreover, the following Turán-type inequality
By applying the Cauchy product, we find that
\[
\left( \frac{n+2}{n+3} \right) \left( \frac{\prod_{j=1}^{\ell} \Gamma^2 (\beta_j + (n+2)B_j)}{\prod_{j=1}^{\ell} \Gamma (\beta_j + (n+1)B_j) \Gamma (\beta_j + (n+3)B_j)} \right) \left( \begin{pmatrix} \nu \Psi_{q}^{n+1} \left[ \frac{\Gamma (\alpha_p, 0)}{\Gamma (\beta_q, B_q)} \right] \end{pmatrix} \right)^2 \leq p \Psi_{q}^{n+2} \left[ \frac{\Gamma (\alpha_p, 0)}{\Gamma (\beta_q, B_q)} \right]
\]
(37)
holds for all $\alpha, \beta > 0$, $n \in \mathbb{N}$ and $z \in (0, \infty)$. The constant in LHS of inequality (37) is sharp.

**Proof** By applying the Cauchy product, we find that
\[
K_{n}^{(\alpha, \beta)} (0, B, z) = \sum_{k=0}^{\infty} \sum_{i=0}^{k} U_{i}^{1}(\alpha, \beta, B) z^{k} / \sum_{k=0}^{\infty} \sum_{i=0}^{k} V_{i}^{1}(\alpha, \beta, B) z^{k},
\]
where
\[
U_{i}^{1}(\alpha, \beta, B) = \prod_{j=1}^{\ell} \frac{\Gamma^2 (\alpha_j)}{(i+n+1)(k-i+n+3)! \prod_{j=1}^{\ell} \Gamma (\beta_j + (i+n+1)B_j) \Gamma (\beta_j + (k-i+n+3)B_j)}
\]
and
\[
V_{i}^{1}(\alpha, \beta, B) = \prod_{j=1}^{\ell} \frac{\Gamma^2 (\alpha_j)}{(i+n+2)(k-i+n+2)! \prod_{j=1}^{\ell} \Gamma (\beta_j + (i+n+2)B_j) \Gamma (\beta_j + (k-i+n+2)B_j)}.
\]

Next, we define the sequence $(W_{i}^{1}(\alpha, \beta, B) = U_{i}^{1}(\alpha, \beta, B) / V_{i}^{1}(\alpha, \beta, B))_{i \geq 0}$. Thus
\[
\begin{align*}
\frac{W_{i+1}^{1}(\alpha, \beta, B)}{W_{i}^{1}(\alpha, \beta, B)} &= \frac{(i+n+2)(k-i+n+2)}{(i+n+1)(k-i+n+1)} \times \frac{\prod_{j=1}^{\ell} \Gamma (\beta_j + (i+n+1)B_j) \Gamma (\beta_j + (k-i+n+1)B_j) \Gamma (\beta_j + (i+n+3)B_j) \Gamma (\beta_j + (k-i+n+3)B_j)}{\prod_{j=1}^{\ell} (\Gamma^2 (\beta_j + (i+n+1)B_j) \Gamma (\beta_j + (k-i+n+1)B_j))} \\
&\geq \frac{\prod_{j=1}^{\ell} \Gamma (\beta_j + (i+n+1)B_j) \Gamma (\beta_j + (k-i+n+1)B_j) \Gamma (\beta_j + (i+n+3)B_j) \Gamma (\beta_j + (k-i+n+3)B_j)}{\prod_{j=1}^{\ell} (\Gamma^2 (\beta_j + (i+n+2)B_j) \Gamma (\beta_j + (k-i+n+2)B_j))} \\
&= \left( \frac{\prod_{j=1}^{\ell} \Gamma (\beta_j + (i+n+1)B_j) \Gamma (\beta_j + (i+n+3)B_j)}{\prod_{j=1}^{\ell} (\Gamma^2 (\beta_j + (i+n+2)B_j))} \right) \\
&\times \left( \frac{\prod_{j=1}^{\ell} \Gamma (\beta_j + (k-i+n+1)B_j) \Gamma (\beta_j + (k-i+n+3)B_j)}{\prod_{j=1}^{\ell} (\Gamma^2 (\beta_j + (k-i+n+2)B_j))} \right).
\end{align*}
\]
(38)

Let $z = \beta_j + (i+n+1)B_j$ and $a = b = B_j$ in (28) we deduce that
\[
\Gamma (\beta_j + (i+n+1)B_j) \Gamma (\beta_j + (i+n+3)B_j) \geq \Gamma^2 (\beta_j + (i+n+2)B_j).
\]
(39)

Upon replacing $i$ by $k-i$ in (39), we obtain
\[
\Gamma (\beta_j + (k-i+n+1)B_j) \Gamma (\beta_j + (k-i+n+3)B_j) \geq \Gamma^2 (\beta_j + (k-i+n+2)B_j).
\]
(40)
In view of (38)–(40) we deduce that the sequence \((W_1^{1}(\alpha, \beta, B))_{i \geq 0}\) is increasing, and consequently \(\sum_{i=0}^{k} U_{i}^1(\alpha, \beta, B)/\sum_{i=0}^{k} V_{i}^1(\alpha, \beta, B)\) is increasing by means of Lemma 1. Hence, the function \(z \mapsto k_{n}(\alpha, \beta)(0, B, z)\) is increasing on \((0, \infty)\), by Lemma 2. Finally, since

\[
\lim_{x \to 0} k_{n}(\alpha, \beta)(0, B, z) = \left(\frac{n+2}{n+3}\right) \cdot \left(\frac{\prod_{j=1}^{q} \Gamma^2(\beta_j + (n+2)B_j)}{\prod_{j=1}^{q} \Gamma(\beta_j + (n+1)B_j) \Gamma(\beta_j + (n+3)B_j)}\right),
\]

and it follows that the constant

\[
\left(\frac{n+2}{n+3}\right) \cdot \left(\frac{\prod_{j=1}^{q} \Gamma^2(\beta_j + (n+2)B_j)}{\prod_{j=1}^{q} \Gamma(\beta_j + (n+1)B_j) \Gamma(\beta_j + (n+3)B_j)}\right)
\]

is the best possible for which the inequality (37) holds for all \(\alpha, \beta > 0\), \(B \geq 0\) and \(z > 0\). With this the proof of Theorem 5 is complete. 

4 Lazarević and Wilker-type inequalities for the Fox–Wright function

Theorem 6 Let \(\alpha_1, \beta > 0\) and \(B_1 \geq 0\). If \(\alpha_1 \geq \beta_2\), then the function

\[
\beta_1 \mapsto \chi(\beta_1) = \frac{1}{2} \tilde{\Psi}_2^{(\alpha_1+1, 1)}_{(\beta_1+B_1, B_1), (\beta_2+1, 1)} \left[ \left(\frac{\alpha_1}{\alpha_1-1}\right) \left(\frac{1}{\beta_1} \right) \left(\frac{1}{\beta_2+1} \right) \left[ \left(\frac{1}{\beta_1-B_1} \right) \left(\frac{1}{\beta_2} \right) \right] \right]
\]

is increasing on \((0, \infty)\).

Proof By using the fact we that the function \(\beta_1 \mapsto 2 \tilde{\Psi}_2^{(\alpha_1, A_1), (\alpha_2, A_2)}_{(\beta_1, B_1), (\beta_2, B_2)} z\) is log-convex on \((0, \infty)\) (see the proof of Theorem 2), and hence the function

\[
\beta_1 \mapsto \log 2 \tilde{\Psi}_2^{(\alpha_1, A_1), (\alpha_2, A_2)}_{(\beta_1+B_1, B_1), (\beta_2, B_2)} z
\]

is increasing on \((0, \infty)\). Consequently the function

\[
\beta_1 \mapsto \phi(\beta_1) = \frac{2 \tilde{\Psi}_2^{(\alpha_1, A_1), (\alpha_2, A_2)}_{(\beta_1+B_1, B_1), (\beta_2, B_2)} z}{2 \tilde{\Psi}_2^{(\alpha_1, A_1), (\alpha_2, A_2)}_{(\beta_1, B_1), (\beta_2, B_2)} z}
\]
is increasing on $(0, \infty)$ for all $z > 0$. In particular, the function

$$
\beta_1 \mapsto \chi_1(\beta_1) = \frac{1}{1 - \Psi_2} \left[ \begin{array}{c} \frac{(\alpha_1, 1)}{(\beta_1 + 1, B_1), (\beta_2, 1)} z \\
\frac{(\alpha_1, 1)}{(\beta_1, B_1), (\beta_2, 1)} z \end{array} \right]
$$

is increasing on $(0, \infty)$ for all $z > 0$. On the other hand, we set

$$
\chi_2(\beta_1) = \frac{1}{1 - \Psi_2} \left[ \begin{array}{c} \frac{(\alpha_1 + 1, 1)}{(\beta_1 + 1, B_1), (\beta_2 + 1, 1)} z \\
\frac{(\alpha_1, 1)}{(\beta_1 + 1, B_1), (\beta_2, 1)} z \end{array} \right] = \frac{1}{1 - \Psi_2} \left[ \begin{array}{c} \frac{(\alpha_1 + 1, 1)}{(\beta_1 + 1, B_1), (\beta_2 + 1, 1)} z \\
\frac{(\alpha_1, 1)}{(\beta_1 + 1, B_1), (\beta_2, 1)} z \end{array} \right].
$$

Then,

$$
\Omega(\beta_1) = \left( \frac{\partial}{\partial \beta_1} \left[ \begin{array}{c} \frac{(\alpha_1, 1)}{(\beta_1 + 1, B_1), (\beta_2, 1)} z \end{array} \right] \right)^2 \cdot \frac{\partial \chi_2(\beta_1)}{\partial \beta_1}
= \frac{\partial}{\partial \beta_1} \left( \frac{\partial}{\partial \beta_1} \left[ \begin{array}{c} \frac{(\alpha_1 + 1, 1)}{(\beta_1 + 1, B_1), (\beta_2 + 1, 1)} z \\
\frac{(\alpha_1, 1)}{(\beta_1 + 1, B_1), (\beta_2, 1)} z \end{array} \right] \right) \cdot \frac{\partial}{\partial \beta_1} \left[ \begin{array}{c} \frac{(\alpha_1 + 1, 1)}{(\beta_1 + 1, B_1), (\beta_2 + 1, 1)} z \\
\frac{(\alpha_1, 1)}{(\beta_1 + 1, B_1), (\beta_2, 1)} z \end{array} \right].
$$

Moreover, we have

$$
\frac{\partial}{\partial \beta_1} \left[ \begin{array}{c} \frac{(\alpha_1 + 1, 1)}{(\beta_1 + 1, B_1), (\beta_2 + 1, 1)} z \end{array} \right] = -\sum_{k=0}^{\infty} \psi(\beta_1 + B_1 + k B_1) \frac{\Gamma(\alpha_1 + k + 1)}{\Gamma(\beta_1 + B_1 + k B_1) \Gamma(\beta_2 + k + 1)} z^k,
$$

and

$$
\frac{\partial}{\partial \beta_1} \left[ \begin{array}{c} \frac{(\alpha_1, 1)}{(\beta_1 + 1, B_1), (\beta_2, 1)} z \end{array} \right] = -\sum_{k=0}^{\infty} \psi(\beta_1 + B_1 + k B_1) \frac{\Gamma(\alpha_1 + k)}{\Gamma(\beta_1 + B_1 + k B_1) \Gamma(\beta_2 + k)} z^k.
$$

By applying the Cauchy product, we find that

$$
\left( \frac{\partial}{\partial \beta_1} \left[ \begin{array}{c} \frac{(\alpha_1 + 1, 1)}{(\beta_1 + 1, B_1), (\beta_2 + 1, 1)} z \end{array} \right] \right) \cdot \frac{\partial}{\partial \beta_1} \left[ \begin{array}{c} \frac{(\alpha_1, 1)}{(\beta_1 + 1, B_1), (\beta_2, 1)} z \end{array} \right]
= -\sum_{k=0}^{\infty} \sum_{j=0}^{k} \frac{\Omega_{j,k} \psi(\beta_1 + B_1 + j B_1)(\alpha_1 + j) z^k}{(\beta_2 + j)}
$$

(45)
and
\[
\frac{\partial}{\partial \beta_1} \left( 1 \Psi_2 \left[ (\alpha_1, 1), (\beta_1 + B_1, B_1, 1), (\beta_2, 1) \right] z \right) \cdot 1 \Psi_2 \left[ (\alpha_1 + 1, 1), (\beta_1 + B_1, B_1), (\beta_2 + 1, 1) \right] z
\]
\[= - \sum_{k=0}^{\infty} \sum_{j=0}^{k} \frac{\Omega_{j,k} \psi(\beta_1 + B_1 + j B_1)(\alpha_1 + (k - j)) z^k}{(\beta_2 + (k - j))}, \quad (46)\]

where
\[
\Omega_{j,k} = \frac{\Gamma(\alpha_1 + j) \Gamma(\alpha_1 + (k - j))}{j!(k - j) \Gamma(\beta_1 + B_1 + j B_1) \Gamma(\beta_1 + B_1 + (k - j) B_1) \Gamma(\beta_2 + j) \Gamma(\beta_2 + (k - j))}.
\]

In view of (42), (45), and (46), we obtain
\[
\Omega(\beta_1) = \sum_{k=0}^{\infty} \sum_{j=0}^{(k-1)/2} \Omega_{j,k} \psi(\beta_1 + B_1 + j B_1) \left[ \frac{\alpha_1 + (k - j)}{\beta_2 + k - j} - \frac{\alpha_1 + j}{\beta_2 + j} \right] z^k
\]
\[= \sum_{k=0}^{(k-1)/2} \sum_{j=0}^{k-2j} \frac{(k - 2j)(\alpha_1 - \beta_2) (\psi(\beta_1 + B_1 + (k - j) B_1) - \psi(\beta_1 + B_1 + j B_1))}{(\beta_2 + k - j)(\beta_2 + j)}.
\]
\[\quad (47)\]

From the fact that the digamma function $\psi$ is increasing on $(0, \infty)$ we deduce for $k - j > j$ (i.e., $[(k - 1)/2] \geq j$),
\[
\psi(\beta_1 + B_1 + (k - j) B_1) - \psi(\beta_1 + B_1 + j B_1) > 0,
\]
and $k - 2j > 0$. Hence the function $\Omega(\beta_1)$ is positive under the conditions stated. Furthermore, the function $\beta_1 \mapsto \chi_2(\beta_1)$ is increasing on $(0, \infty)$. So the function $\chi(\beta_1) = \chi_1(\beta_1) \chi_2(\beta_1)$ is increasing on $(0, \infty)$, as a product of two positive and increasing functions. \hfill \Box

**Theorem 7** Let $\alpha_1, \beta > 0$, such that $B_1 \geq 0$. If $\alpha_1 \geq \beta_2$, Then the following inequality
\[
\left[ \frac{\Gamma(\alpha_1)}{\Gamma(\beta_2)} \right]^{\frac{\beta_1}{\beta_1}} \times 1 \Psi_2 \left[ (\alpha_1, 1), (\beta_1 + B_1, B_1, 1) \right] z^{\frac{\Gamma(\beta_1 + B_1)}{\Gamma(\beta_1)}} \leq 1 \Psi_2 \left[ (\alpha_1, 1), (\beta_1 + B_1, B_1, 1) \right] z^{\frac{\Gamma(\beta_1 + B_1 + 1)}{\Gamma(\beta_1 + 1)}}
\]
holds true for all $z \in (0, \infty)$. \hfill (48)

**Proof** Suppose that $\alpha_1 \geq \beta_2$ and we define the function $\Xi : (0, \infty) \rightarrow \mathbb{R}$ with the following relation:
\[
\Xi(z) = \frac{\beta_1 + B_1}{\beta_1} \log \left[ 1 \Psi_2 \left[ (\alpha_1, 1), (\beta_1 + B_1, B_1, 1) \right] z \right] - \log \left[ 1 \Psi_2 \left[ (\alpha_1, 1), (\beta_1, B_1, (\beta_2, 1) \right] z \right].
\]
Make use of the following formula
\[
\left[ 1 \tilde{\Psi}_2 \left[ \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \right] \right]^{(\alpha_1, 1)}_{(\beta_1+1, B_1), (\beta_2, 1)} \left( z \right) = \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \left[ 1 \tilde{\Psi}_2 \left[ \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \right] \right]^{(\alpha_1+1, 1)}_{(\beta_1+1, B_1), (\beta_2+1, 1)} \left( z \right),
\]
we thus get
\[
\mathcal{E}'(z) = \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \left( \tilde{\Psi}_2 \left[ \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \right]^{(\alpha_1, 1)}_{(\beta_1+1, B_1), (\beta_2, 1)} \left( z \right) - \tilde{\Psi}_2 \left[ \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \right]^{(\alpha_1, 1)}_{(\beta_1+1, B_1), (\beta_2, 1)} \left( z \right) \right) = \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \left( \chi(\beta_1 + 1) - \chi(\beta_1) \right).
\]
By taking into account Theorem 6 we deduce that \( \mathcal{E}'(z) \geq 0 \), and consequently the function \( \mathcal{E}(z) \) is increasing on \((0, \infty)\). Hence
\[
\mathcal{E}(z) \geq \mathcal{E}(0) = \frac{B_1}{\beta_2} \log \left( \frac{\Gamma(\alpha_1)}{\Gamma(\beta_2)} \right). \tag{50}
\]
By these observation and using the relationship:
\[
\frac{\beta_1 + B_1}{\beta_1} = \left( \frac{\Gamma(\beta_1 + B_1 + 1)}{\Gamma(\beta_1 + 1)} \right) \cdot \left( \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \right),
\]
we can complete the proof of the above-asserted results immediately. \( \square \)

**Corollary 4** Let \( \alpha, \beta > 0 \), such that \( \alpha_1 \geq \beta_2 \). Then the following inequality
\[
\tilde{\Psi}_2 \left[ \frac{\Gamma(\beta_2)}{\Gamma(\alpha_1)} \right]^{(\alpha_1, 1)}_{(\beta_1+1, B_1), (\beta_2, 1)} \left( z \right) + \left[ \frac{\Gamma(\beta_2)}{\Gamma(\alpha_1)} \right] \times \tilde{\Psi}_2 \left[ \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \right]^{(\alpha_1, 1)}_{(\beta_1+1, B_1), (\beta_2, 1)} \left( z \right) \geq 2 \tag{51}
\]
is valid for all \( z \in (0, \infty) \).

**Proof** From the inequality (50), we have
\[
\tilde{\Psi}_2 \left[ \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \right]^{(\alpha_1, 1)}_{(\beta_1+1, B_1), (\beta_2, 1)} \left( z \right) = \frac{B_1}{\beta_1} \tilde{\Psi}_2 \left[ \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \right]^{(\alpha_1, 1)}_{(\beta_1+1, B_1), (\beta_2, 1)} \left( z \right) \geq 1.
\]
If we use the above inequality and the Arithmetic–Geometric Mean Inequality, we find that

\[
\frac{1}{2} \left[ \frac{\psi_{2}^{(\alpha_{1}, 1)}}{\psi_{2}^{(\alpha_{1}, 1), (\beta_{1}+1, 1)}} \right] \leq \left[ \frac{\Gamma(\beta_{2})}{\Gamma(\alpha_{1})} \right] \frac{\beta_{1}+1}{\beta_{1}} \left[ \frac{\psi_{2}^{(\alpha_{1}, 1), (\beta_{1}+1, 1)}}{\psi_{2}^{(\alpha_{1}, 1), (\beta_{2}, 1)}} \right]
\]

\[\geq 1. \] (52)

This completes the proof. \(\square\)

Letting in the inequalities (48) and (51) the value \(B_{1} = 1\), we obtain the Lazarević and Wilker-type inequalities for the hypergeometric function \( _{1}F_{2} \).

**Corollary 5** Let \( \alpha_{1}, \beta > 0 \). Then the following inequalities

\[
\left[ _{1}F_{2} \left( \begin{array}{c} \alpha_{1} \\ \beta_{1}, \beta_{2} \end{array} \right) | z \right]^{\beta_{1}} \leq \left[ _{1}F_{2} \left( \begin{array}{c} \alpha_{1} \\ \beta_{1}+1, \beta_{2} \end{array} \right) | z \right]^{\beta_{1}+1}
\]

and

\[
\frac{\psi_{2}^{(\alpha_{1}, 1), (\beta_{1}+1, 1)}}{\psi_{2}^{(\alpha_{1}, 1), (\beta_{2}, 1)}} \geq 1 \] (53)

\[\text{hold true for all } z \in (0, \infty). \]

Letting \( \alpha_{1} = 1 \) in the inequalities (48) and (51), we get the Lazarević and Wilker-type inequalities for the four-parametric Mittag–Leffler function \( E_{B_{1},\beta_{1};1,\beta_{2}}(z) \).

**Corollary 6** Let \( \beta_{1} > 0 \) and \( B_{1} \geq 0 \). If \( 0 < \beta_{2} \leq 1 \), then the following inequalities

\[
\left[ \left( \frac{1}{\Gamma(\beta_{2})} \right) \frac{\beta_{1}}{\beta_{1}} \right]^{\frac{\Gamma(\beta_{1}+B_{1})}{\Gamma(\beta_{1})}} \frac{E_{B_{1},\beta_{1};1,\beta_{2}}(z)}{E_{B_{1},\beta_{1};1,\beta_{2}}(z)} \leq \left[ E_{B_{1},\beta_{1}+1;1,\beta_{2}}(z) \right]^{\frac{\Gamma(\beta_{1}+B_{1}+1)}{\Gamma(\beta_{1}+1)}}
\]

\[\text{and}
\frac{E_{B_{1},\beta_{1}+1;1,\beta_{2}}(z)}{E_{B_{1},\beta_{1};1,\beta_{2}}(z)} + \left[ \Gamma(\beta_{2}) E_{B_{1},\beta_{1}+1;1,\beta_{2}}(z) \right]^{\frac{\beta_{1}}{\beta_{1}}} \geq 2 \] (55)

\[\text{hold true for all } z > 0. \]
Remark 3 (1) Letting $B_1 = 1$ in Theorem 6, we conclude that the function

$$
\beta_1 \mapsto 1 F_2 \left( \frac{\alpha_1 + 1}{\beta_1 + 1}, \frac{\alpha_1}{\beta_1 + \beta_2 + 1} \mid z \right)
$$

is increasing on $(0, \infty)$.

(2) If we choose $\alpha_1 = \beta_2$, in (48) [resp. in (51)], we conclude that the inequality (48) [resp. (51)] is a natural generalization of the Lazarević-type inequality for the Wright function [4, Theorem 4.1, p. 138]

$$
\left[ W_{B_1, \beta_1} (z) \right]^{\frac{\Gamma(\beta_1 + B_1)}{\Gamma(\beta_1)}} \leq \left[ W_{B_1, \beta_1 + 1} (z) \right]^{\frac{\Gamma(\beta_1 + B_1 + 1)}{\Gamma(\beta_1 + 1)}}.
$$

(3) Choosing $B_1 = 1$ and $\beta_1 = \nu + 1$ where $\nu > -1$ in (57), we obtain [9, Theorem 1]:

$$
[I_{v}(z)]^{(\nu+1)/(\nu+2)} \leq I_{\nu+1}(z),
$$

where $z \in \mathbb{R}$. It is worth mentioning that in particular we have $I_{-1/2}(z) = \cosh z$ and $I_{1/2}(z) = \sinh z/z$; thus if $\nu = -1/2$, we derive the Lazarević-type inequality [10, p. 270]:

$$
\cosh z \leq \left( \frac{\sinh z}{z} \right)^3.
$$

(4) If we choose $\alpha_1 = \beta_2$, in (51), we deduce that the inequality (51) is a natural generalization of the Wilker-type inequality for the Wright function

$$
\frac{W_{B, \beta+1}(z)}{W_{B, \beta}(z)} + [W_{B, \beta+1}(z)]^{\frac{\beta}{B}} \geq 2, \quad B, \beta, z > 0.
$$

(5) Taking in (59) the values $\alpha = 1$ and $\beta = \nu + 1$ where $\nu > -1$, we obtain the following inequality [9, Theorem 1]:

$$
[I_{\nu+1}(z)]^{1/(\nu+1)} \geq 2,
$$

where $z \in \mathbb{R}$. If $\nu = -1/2$, we derive the Wilker-type inequality [11,12]:

$$
\left( \frac{\sinh z}{z} \right)^2 + \frac{\tanh z}{z} \geq 2,
$$

where $z \in \mathbb{R}$.

5 Further results

In this section we show other inequalities for the Fox–Wright functions.
Theorem 8 Let $\alpha$, $\beta > 0$, such that $\alpha_i \geq \beta_i + 1$, $i = 1, \ldots, p$. Then, the function $z \mapsto p\Psi^*_{p+1}|_{(\alpha, \beta)}(z)$ is log-concave on $(0, \infty)$. Furthermore, the following inequalities

$$p\Psi^*_{p+1}|_{(\alpha, \beta)}(z) \leq p\Psi^*_{p+1}|_{(\alpha, \beta)}(z_1 + z_2), \quad z_1, z_2 > 0,$$

$$\leq p\Psi^*_{p+1}|_{(\alpha, \beta)}\left(\prod_{i=1}^{p} \frac{\alpha_i}{\beta_i + 1}\right) \left(\frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)}\right), \quad z > 0,$$

$$\leq \prod_{i=1}^{p} \frac{\alpha_i}{\beta_i + 1}\left(\frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)}\right).$$

hold true.

Proof To prove that the function $z \mapsto p\Psi^*_{p+1}|_{(\alpha, \beta)}(z)$ is log-concave on $(0, \infty)$, it suffices to prove that the logarithmic derivative of $p\Psi^*_{p+1}|_{(\alpha, \beta)}(z)$ is decreasing on $(0, \infty)$. Making use of the power series of the normalized Fox–Wright function, we get

$$\left(p\Psi^*_{p+1}|_{(\alpha, \beta)}(z)\right)' = \sum_{k=0}^{\infty} \frac{\prod_{i=1}^{p} \Gamma(\alpha_i + k + 1) z^k}{k! \Gamma(\beta_1 + (k + 1) B_1) \prod_{i=2}^{p+1} \Gamma(\beta_i + k + 1)}.$$  

Now, we define the sequence $(u_k)_{k \geq 0}$ by $u_k = \left(\prod_{i=1}^{p} \frac{\alpha_i}{\beta_i + 1 + k}\right) \cdot \left(\frac{\Gamma(\beta_1 + k + 1 B_1)}{\Gamma(\beta_1 + (k + 1) B_1)}\right).$

Thus,

$$\frac{u_{k+1}}{u_k} = \left(\prod_{i=1}^{p} \frac{\alpha_i + k + 1}{\beta_i + 1 + k}\right) \cdot \left(\frac{\Gamma^2(\beta_1 + (k + 1) B_1)}{\Gamma(\beta_1 + k + 1 B_1) \Gamma(\beta_1 + (k + 2) B_1)}\right).$$

$$\leq \frac{\Gamma^2(\beta_1 + (k + 1) B_1)}{\Gamma(\beta_1 + k B_1) \Gamma(\beta_1 + (k + 2) B_1)}.$$
for $\alpha_i \geq \beta_i + 1$, $i = 1, \ldots, p$. On the other hand, taking in (28) the values $z = \beta_1 + kB_1$ and $a = b = B_1$, we deduce the following Turán-type inequalities

$$\Gamma(\beta_1 + kB_1)\Gamma(\beta_1 + (k + 2)B_1) - \Gamma^2(\beta_1 + (k + 1)B_1) \geq 0. \quad (66)$$

In view of (65) and (66), we deduce that the sequence $(u_k)_{k \geq 0}$ is decreasing. Thus, the function

$$z \mapsto \left( p\Psi^*_{p+1}\left[ (\alpha_p, 1) \right|_{(\beta_1, B_1, (\beta_p, 1))} z \right] \right)^t / \left( p\Psi^*_{p+1}\left[ (\alpha_p, 1) \right|_{(\beta_1, B_1, (\beta_p, 1))} z \right]$$

is decreasing on $(0, \infty)$, and consequently the function $z \mapsto p\Psi^*_{p+1}\left[ (\alpha_p, 1) \right|_{(\beta_1, B_1, (\beta_p, 1))} z]$ is log-concave $(0, \infty)$. This implies that for all $t \in [0, 1]$ and $z_1, z_2 > 0$, we have

$$\left[ p\Psi^*_{p+1}\left[ (\alpha_p, 1) \right|_{(\beta_1, B_1, (\beta_p, 1))} z_1 \right]^t \left[ p\Psi^*_{p+1}\left[ (\alpha_p, 1) \right|_{(\beta_1, B_1, (\beta_p, 1))} z_2 \right]^{1-t} \leq p\Psi^*_{p+1}\left[ (\alpha_p, 1) \right|_{(\beta_1, B_1, (\beta_p, 1))} t z_1 + (1-t)z_2 \right];$$

setting $t = 1/2$ we get the inequality (62). Now let us focus on the inequality (63), to prove this, let

$$f(z) = \log p\Psi^*_{p+1}\left[ (\alpha_p, 1) \right|_{(\beta_1, B_1, (\beta_p, 1))} z \right] \text{ and } g(z) = z.$$

By using the fact that the function $f'(z)$ is decreasing on $(0, \infty)$, we deduce that the function $x \mapsto f(z)/g(z) = \left( f(z) - f(0) \right) / \left( g(z) - g(0) \right)$ is also decreasing on $(0, \infty)$. On the other hand, from the Bernoulli–l’Hospital’s rule and the differentiation formula (30), it is easy to deduce that

$$\lim_{x \to 0} \frac{f(x)}{g(x)} = \left( \prod_{i=1}^{p} \frac{\alpha_i}{\beta_i + 1} \right) \left( \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \right).$$

Finally, for the proof of inequality (64), we appeal again the monotonicity for the ratio $f'(x)/g'(x)$, we get

$$f'(x) \leq \left( \prod_{i=1}^{p} \frac{\alpha_i}{\beta_i + 1} \right) \left( \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \right).$$

By again the differentiation formula (30) the proof of inequality (64) is done, which evidently completes the proof of Theorem 8. \qed

Taking in Theorem 8 the value $B_1 = 1$, we obtain the following inequalities for the hypergeometric function $p F_{p+1}$. 

 Springer
Corollary 7 Let $\alpha_1, \beta_1, \beta_2 > 0$. If $\alpha_i \geq \beta_{i+1}, \ i = 1, \ldots, p$, then the function $z \mapsto pF_{p+1}(z)$ is log-concave on $(0, \infty)$, and satisfies the following inequalities:

\[
\begin{align*}
&pF_{p+1}(\alpha_1, \ldots, \alpha_p | \beta_1, \ldots, \beta_{p+1}) z_1) pF_{p+1}(\alpha_1, \ldots, \alpha_p | \beta_1, \ldots, \beta_{p+1}) z_2, \quad z_1, z_2 > 0, \\
&pF_{p+1}(\alpha_1, \ldots, \alpha_p | \beta_1, \ldots, \beta_{p+1}) \leq e^{\frac{\alpha_1 + \beta_1}{2} z}, \quad z > 0, \\
&pF_{p+1}(\alpha_1, \ldots, \alpha_p | \beta_1, \ldots, \beta_{p+1}) \leq \frac{\alpha_1, \ldots, \alpha_p}{\beta_1, \ldots, \beta_{p+1}} pF_{p+1}(\alpha_1, \ldots, \alpha_p | \beta_1, \ldots, \beta_{p+1}) z).
\end{align*}
\]

Next we show new inequalities for the four-parametric Mittag–Leffler function $E_{\beta_1, \beta_2}(z)$ as follows.

Corollary 8 Let $\beta_1 > 0$ and $B_1 \geq 0$. If $0 < \beta_2 \leq 1$, then the function $z \mapsto E_{\beta_1, \beta_2}(z)$ is log-concave on $(0, \infty)$. Moreover, the following inequalities

\[
E_{\beta_1, \beta_2}(z_1) E_{\beta_1, \beta_2}(z_2) \leq E_{\beta_1, \beta_2}((z_1 + z_2)/2),
\]

\[
E_{\beta_1, \beta_2}(z) \leq \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} (67)
\]

hold true.

**Proof** Setting $\alpha_1 = 1$ in Theorem 8 we deduce that the function $z \mapsto E_{\beta_1, \beta_2}(z)$ is log-concave on $(0, \infty)$. This completes the proof of the two inequalities (20) asserted by Corollary 8.

\[\square\]

6 Open problems

Finally, motivated by the results of Sects. 3 and 4, we pose the following problems:

**Problem 1** To prove the monotonicity of the function $K_n^{(\alpha, \beta)}(A, B, z)$ defined in (36).

**Problem 2** To prove the monotonicity of the function $\mathcal{E} : (0, \infty) \rightarrow \mathbb{R}$ defined

\[
\mathcal{E}(z) = \frac{\beta_1 + B_1}{\beta_1} \log \left[ p\tilde{\Psi}_q\left[\frac{\alpha_p, A_p}{(\beta_1 + B_1), (\beta_{q-1}, B_{q-1})}, z \right] \right] - \log \left[ p\tilde{\Psi}_q\left[\frac{\alpha_p, A_p}{(\beta_1, B_1), (\beta_{q-1}, B_{q-1})}, z \right] \right],
\]

where

\[
\mathcal{E}'(z) = \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} \left( p\tilde{\Psi}_q\left[\frac{\alpha_p + A_p}{(\beta_1 + B_1), (\beta_{q-1} + B_{q-1}), B_{q-1})}, z \right] - \frac{\Gamma(\beta_1)}{\Gamma(\beta_1 + B_1)} (67) \right).
\]
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