HHAR-net: Hierarchical Human Activity Recognition using Neural Networks
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Abstract. Activity recognition using built-in sensors in smart and wearable devices provides great opportunities to understand and detect human behavior in the wild and gives a more holistic view of individuals' health and well being. Numerous computational methods have been applied to sensor streams to recognize different daily activities. However, most methods are unable to capture different layers of activities concealed in human behavior. Also, the performance of the models starts to decrease with increasing the number of activities. This research aims at building a hierarchical classification with Neural Networks to recognize human activities based on different levels of abstraction. We evaluate our model on the Extrasensory dataset; a dataset collected in the wild and containing data from smartphones and smartwatches. We use a two-level hierarchy with a total of six mutually exclusive labels namely, “lying down”, “sitting”, “standing in place”, “walking”, “running”, and “bicycling” divided into “stationary” and “non-stationary”. The results show that our model can recognize low-level activities (stationary/non-stationary) with 95.8% accuracy and overall accuracy of 92.8% over six labels. This is 3% above our best performing baseline¹.
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1 Introduction

Human Activity Recognition (HAR) applied to data streams collected from mobile and embedded sensors [22,4,5] has numerous real-world applications in understanding human behavior in the wild for health monitoring [21] (mental and physical), smart environments [9,2], elderly care [14,15] and sports applications [1,8].

The advancements in mobile and wearable devices have made it possible to collect streams of data from built-in sensors in smartphones and fitness trackers including accelerometer, gyroscope, magnetometer, GPS, and microphone. These

¹ HHAR-net is shared as an open source tool at https://github.com/mehrdadfazli/HHAR-Net
sensor streams have been analyzed and modeled individually or in combination to recognize basic human activities such as running, walking, sitting, climbing stairs as well as daily activities such as cooking, shopping, and watching TV \cite{33,3,17,36,37}. Detecting human activities and discovering behavioral patterns sets the ground for real-time monitoring of individuals’ physical and mental health. This has urged researchers in the field of connected health to strive for building more accurate HAR systems.

Different computational methods ranging from classic machine learning (e.g., decision trees, naïve Bayes\cite{23,16}, and Logistic Regression \cite{35}) to graphical models such as HMM \cite{28,11} and Conditional Random Fields \cite{27,34} to Neural Networks \cite{38,25,30} and Pattern Mining \cite{12,6,13} have been applied to recognize human activities. These methods, however, are unable to recognize different levels of activities and their abstractions in one model.

In this paper, we present a tree-based hierarchical classifier using Neural Networks to both improve accuracy and capture different levels of abstraction. We use the Extrasensory dataset \cite{35} to evaluate our proposed model. We test our approach on 6 activity labels, “Lying down”, “sitting” and “standing” which are stationary activities and “walking”, “running” and “bicycling” which are non-stationary activities. The results obtained on these basic activities are promising and indicate the capability of our method to be applied to more complex HAR systems.

2 Methodology

2.1 Data Processing

To clean the data, we discard all the samples other than those that have at least one relevant label from the six target labels. We do not remove samples with one or more missing labels for those six target labels as long as one of the six labels is relevant. For example, if the user was sitting at a certain time, it means no other activities could be performed. We also apply mean imputation for the missing features to avoid losing data.

2.2 Hierarchical Classification

Hierarchical Classification algorithms employ stacks of machine learning architectures to provide specialized understanding at each level of the data hierarchy \cite{18} which have been used in many domains such as text and document classification, medical image classification \cite{20}, web content \cite{10} and sensor data \cite{24}. Human activity recognition is a multi-class (and in some cases multi-label) classification task. Examples of activities include sitting, walking, eating, watching TV, and bathing. The following contrasts the two types of classifiers we use in this paper for multi-class classification, namely flat and hierarchical. Given \( n \) classes as \( C = \{c_1, c_2, \ldots, c_n\} \) in which \( C \) is the set of all classes, a flat classifier directly outputs one of these classes, whereas a hierarchical classifier first
segments the output in \( \{ c_p, c_p + 1, \ldots, c_q \} \) and then provides the final label in the next level \( c_i \) where \( p \leq i \leq q \). C. N. Silla Jr., A. A. Freitas [31] conducted a comprehensive study on the hierarchical classifications across different fields whose terminology we use in this paper.

Our proposed method is to manually apply the inherent structure that exists in the context (activity) labels to our classifier. For example, activities done by individuals can very well be categorized as stationary and non-stationary activities. Lying down, standing, sleeping, and sitting are all considered stationary activities during which your net body displacement is negligible. On the other hand, activities such as running, walking, swimming, driving, bicycling and working out, are all examples of non-stationary activities where your net body displacement is non-negligible.

Activities can also be divided into indoor and outdoor activities. Indoor activities can be washing dishes, doing laundry and watching TV as opposed to biking and driving that are examples of outdoor activities. However, this classification can be more challenging as many activities can occur both indoor and outdoor. Additionally, many exclusively indoor activities are rare activities that Extrasensory dataset does not have sufficient data for training a model. Hence, we only focused on stationary and non-stationary activities in this paper.

In this experiment, we use the stationary vs non-stationary grouping of six mutually exclusive activities including “lying down”, “sitting”, “standing still”, “walking”, “running”, and “bicycling”. The first three activities are stationary and the rest are non-stationary activities. We also make sure that there is no sample in the dataset that indicates two of them happening at the same time (possibly due to misreporting).

Before introducing a hierarchy into the labels, we train a flat classifier and observe the performance of the classifier carefully. If there is a considerable misclassification between two or more distinct sets of classes, a hierarchy might boost the performance of the model.

Fig. 1: Schematic of the hierarchical model employed for the classification task
As shown in Figure 1, we employ a hierarchical classification with one local classifier per parent node (LCPN) [31]. In this setting, a classifier first classifies activity samples into stationary and non-stationary. In the second (child) level, one algorithm further classifies the stationary samples into sitting, standing, and lying down, and another classifier labels non-stationary activities into walking, running, and biking. This is a two-level hierarchy. The training of the parent nodes are done independently but, in the test phase we use a top-down prediction method to assess the overall performance of the model.

2.3 Deep Neural Networks

Deep neural networks (DNN) are artificial neural networks (ANN) with more than one hidden layer. The schematic architecture of a DNN is shown in Figure 2. The number of nodes at the input layer is equal to the number of the features and the number of the nodes at the output layer is equal to the number of the classes [19]. DNNs are capable of finding a complex nonlinear relationship between the inputs and outputs. Also, they have shown tremendous power in prediction if designed and tuned well. Tuning of a DNN consist of tuning the number of the layers, number of the nodes per layer, appropriate activation function, regularization factor and other hyperparameters.

2.4 Evaluation

Training and testing of the classifiers in this setup are done independently which calls for creating separate training and test sets for each classifier. Since stationary and non-stationary are not among the labels, we create them using a simple logical OR over the child labels and build a binary classifier to label them. The second and third classifiers are corresponding to stationary and non-stationary nodes at the parent level and both of them are three-class classifiers.

The test data is passed through the first classifier at 0th level and based upon the predicted class it is passed to one of the classifiers at the parent level to make the final prediction out of the six labels. By comparing the actual labels with the predicted ones, we calculate the confusion matrix. Other performance metrics, such as accuracy, precision, recall, and F1 score can be readily obtained from the confusion matrix.

Accuracy score definition can be extended to multi-class classification and can be reported per class or averaged over all classes. However, as data becomes more imbalanced, the accuracy can be misleading. Therefore, the balanced accuracy becomes more relevant.

2.5 Baseline Methods

To better evaluate our model we needed a baseline to compare our results with. To our knowledge, there is no similar study with the same setup (same labels and dataset). Therefore we applied several classification algorithms along with a
flat DNN on our data. Decision tree with a max depth of 20, k Nearest Neighbors
(kNN) with k=10, support vector machine (SVM) with "RBF" kernel, random
forest with max depth of 10 and 10 estimators, and multi-layer perceptrons (one
hidden layer with 64 nodes) were applied on the six class classification problem.
The accuracy of these algorithms are compared with our model in the results
section.

3 Experiment

3.1 Dataset

The Extrasensory dataset that is used in this work is a publicly available dataset
collected by Vaizman et al. [35] at the University of California San Diego. This
data was collected in the wild using smartphones and wearable devices. The users
were asked to provide the ground truth label for their activities. The dataset con-
tains over 300k samples (one sample per minute) and 50 activity and context
labels collected from 60 individuals. Each label has its binary column indicating
whether that label was relevant or not. Data was collected from accelerometer,
gyroscope, magnetometer, watch compass, location, audio, and phone state
sensors. Both featurized and raw data are provided in the dataset. Featurized
data has a total of 225 features extracted from six main sensors. We used the
featurized data in this work.

3.2 Results and discussion

As mentioned earlier, we first train a flat classifier and examine the performance
of the classifier before deciding to use the hierarchy. Hence, a DNN with 3 hidden
layers and 256, 512, 128 nodes respectively were trained. A dropout layer was
The resulting confusion matrix is shown in Figure 3a. A quick glance at the confusion matrix reveals that the number of misclassifications between stationary activities and non-stationary activities is not negligible. But, to make a quantitative comparison, we calculated the number of misclassifications, between stationary activities and non-stationary activities and within each of them. To do
(a) Flat DNN. Total misclassifications are 1035.

|       | S  | Non-S |
|-------|----|-------|
| S     | 598| 167   |
| Non-S | 226| 44    |

(b) Hierarchical DNN. Total misclassifications are 735

|       | S  | Non-S |
|-------|----|-------|
| S     | 343| 48    |
| Non-S | 290| 54    |

Table 1: Miss-classification within and between stationary (S) and non-stationary (Non-S) classes.

so, we summarized misclassifications for our flat DNN in Table 1a. The absolute number of misclassifications within the stationary class is 598 which is 57.8% of all misclassifications. It is not a surprise to our intuition as discerning stationary activities are expected to be a challenge. However, the main takeaway from this table, is that nearly 38% of the total misclassifications are coming from the confusion between stationary and non-stationary classes. This implies that our classifier is struggling with distinguishing between these two types of activities in some cases. Surprisingly, misclassifications between ”sitting” and ”walking” is contributing to more than 20% of the total misclassifications. This urged us to come up with a hierarchy to reduce the misclassifications between the two sets of classes.

We trained a hierarchical DNN with the same hyper-parameters that were used for the flat DNN. Then we tested our model on the test data as explained in the evaluation section. The resulting confusion matrix is shown in Figure 3b. Likewise, we calculated the misclassifications and summarized it into Table 1b. By comparing Tables 1a and 1b, we can see that the total misclassifications dropped significantly. Not only the number of misclassifications between stationary activities and non-stationary activities dropped from 393 to 338 but also the

(a) Accuracy.

| Classifier    | Accuracy |
|---------------|----------|
| Decision Tree | 84.3     |
| k-NN          | 87.5     |
| SVM           | 87.7     |
| Random Forest | 83.5     |
| MLP           | 87.8     |
| Flat DNN      | 89.8     |
| **HHAR-Net**  | **92.8** |

(b) Balanced Accuracy

| Classifier    | Balanced Accuracy |
|---------------|-------------------|
| Decision Tree | 75.9              |
| k-NN          | 78.8              |
| SVM           | 79.2              |
| Random Forest | 70.9              |
| MLP           | 81.4              |
| Flat DNN      | 84.1              |
| **HHAR-Net**  | **85.2**          |

Table 2: Performance comparison for several flat classifiers and the hierarchical classifier.
Tables 2a and 2b show the accuracy and balanced accuracy comparison of our proposed model, hierarchical DNN, and the baselines respectively. It is evident that our model is performing better than our baselines and also flat DNN. We achieved the accuracy of 95.8% at the 0th level, differentiating between stationary and non-stationary activities. Moreover, the classification accuracy of the stationary and non-stationary activities at the parent level were 92.8% and 93.2% respectively resulting in a 92.8% total accuracy.

To further verify the performance of HHAR-Net, we measured precision, sensitivity, specificity and F1 score for both flat DNN and HHAR-Net in table 3. All of these metrics can be easily extracted from the confusion matrix nonetheless provided here for a more detailed comparison. One can witness that HHAR-Net shows better precision for all classes and also an improved Sensitivity for all classes except walking and bicycling. The same trend is seen in F1 score as it is a harmonic mean of precision and sensitivity. Another observation is that introducing a hierarchy has led to a significant improvement within the stationary classes which is our abundant class. On the other hand, non-stationary activities suffer from a lack of sufficient training data leading to larger error bars. This makes it hard to draw any conclusion about the slight superiority of the flat DNN F1 score over the HHAR-Net. Nevertheless, we can see a dominant performance of the proposed HHAR-Net over the flat DNN.
4 Conclusion

In this paper, we proposed a hierarchical classification for an HAR system, HHAR-Net. Our model proved to be capable of differentiating six activity labels successfully with a high accuracy surpassing flat classifiers, even a flat DNN with the same architecture. The idea of recognizing a structure in the labels can be applied in many other similar systems to improve the performance of the model and also make it more interpretable. Boosting human activity recognition facilitates the health monitoring of individuals in many scenarios. Based on a user’s activities and routines we can extract useful information about the user’s behavioral patterns and subsequently design and implement intervention systems to play a role in case of an abnormality.

Our approach can be extended by taking into account other possible structures in the context labels. Also, as the number of labels increases, discovering a structure and breaking down the classification task into smaller problems becomes more prominent and may call for efficient hierarchical methods.

References

1. Avci, A., Bosch, S., Marin-Perianu, M., Marin-Perianu, R., Havinga, P.: Activity recognition using inertial sensing for healthcare, wellbeing and sports applications: A survey. pp. 167–176 (01 2010)
2. Bardram, J.E., Doryab, A., Jensen, R.M., Lange, P.M., Nielsen, K.L., Petersen, S.T.: Phase recognition during surgical procedures using embedded and body-worn sensors. In: 2011 IEEE international conference on pervasive computing and communications (PerCom). pp. 45–53. IEEE (2011)
3. Bayat, A., Pomplun, M., Tran, D.A.: A study on human activity recognition using accelerometer data from smartphones. In: Procedia Computer Science. vol. 34, pp. 450–457. Elsevier B.V. (2014). https://doi.org/10.1016/j.procs.2014.07.009
4. Bulling, A., Blanke, U., Schiele, B.: A tutorial on human activity recognition using body-worn inertial sensors. ACM Comput. Surv. 46(3) (Jan 2014). https://doi.org/10.1145/2499621. https://doi.org/10.1145/2499621
5. Chen, L., Hoey, J., Nugent, C.D., Cook, D.J., Yu, Z.: Sensor-based activity recognition (2012). https://doi.org/10.1109/TSMCC.2012.2198883
6. Chikhaoui, B., Wang, S., Pigot, H.: A frequent pattern mining approach for adls recognition in smart environments. In: 2011 IEEE International Conference on Advanced Information Networking and Applications. pp. 248–255. IEEE (2011)
7. Chollet, F., et al.: Keras: Deep learning library for theano and tensorflow. https://keras.io/ (2015)
8. Direkoğlu, C., O’Connor, N.E.: Team activity recognition in sports. In: European Conference on Computer Vision. pp. 69–83. Springer (2012)
9. Doryab, A., Togelius, J.: Activity recognition in collaborative environments. In: The 2012 International Joint Conference on Neural Networks (IJCNN). pp. 1–8. IEEE (2012)
10. Dumais, S., Chen, H.: Hierarchical classification of web content. In: Proceedings of the 23rd annual international ACM SIGIR conference on Research and development in information retrieval. pp. 256–263 (2000)
11. Duong, T.V., Bui, H.H., Phung, D.Q., Venkatesh, S.: Activity recognition and abnormality detection with the switching hidden semi-Markov model. In: 2005 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’05). vol. 1, pp. 838–845. IEEE (2005)
12. Gu, T., Wang, L., Wu, Z., Tao, X., Lu, J.: A pattern mining approach to sensor-based human activity recognition. IEEE Transactions on Knowledge and Data Engineering 23(9), 1359–1372 (2010)
13. Gu, T., Wu, Z., Wang, L., Tao, X., Lu, J.: Mining emerging patterns for recognizing activities of multiple users in pervasive computing. In: 2009 6th Annual International Mobile and Ubiquitous Systems: Networking & Services, MobiQuitous. pp. 1–10. IEEE (2009)
14. Hong, Y.J., Kim, I.J., Ahn, S.C., Kim, H.G.: Activity recognition using wearable sensors for elder care. In: 2008 Second International Conference on Future Generation Communication and Networking. vol. 2, pp. 302–305. IEEE (2008)
15. Jalal, A., Kamal, S., Kim, D.: A depth video sensor-based life-logging human activity recognition system for elderly care in smart indoor environments. Sensors 14(7), 11735–11759 (2014)
16. Jatoba, L.C., Grossmann, U., Kunze, C., Ottenbacher, J., Stork, W.: Context-aware mobile health monitoring: Evaluation of different pattern recognition methods for classification of physical activity. In: 2008 30th Annual International Conference of the IEEE Engineering in Medicine and Biology Society. pp. 5250–5253. IEEE (2008)
17. Khan, A.M., Lee, Y., Lee, S.Y., Kim, T.: Human activity recognition via an accelerometer-enabled-smartphone using kernel discriminant analysis. In: 2010 5th International Conference on Future Information Technology. pp. 1–6 (May 2010). https://doi.org/10.1109/FUTURETECH.2010.5482729
18. Kowsari, K., Brown, D.E., Heidarysafa, M., Meimandi, K.J., Gerber, M.S., Barnes, L.E.: Hdltex: Hierarchical deep learning for text classification. In: 2017 16th IEEE international conference on machine learning and applications (ICMLA). pp. 364–371. IEEE (2017)
19. Kowsari, K., Heidarysafa, M., Brown, D.E., Meimandi, K.J., Barnes, L.E.: Rmdl: Random multimodel deep learning for classification. In: Proceedings of the 2nd International Conference on Information System and Data Mining. pp. 19–28 (2018)
20. Kowsari, K., Sali, R., Ehsan, L., Adorno, W., Ali, A., Moore, S., Amadi, B., Kelly, P., Syed, S., Brown, D.: Hmic: Hierarchical medical image classification, a deep learning approach. Information 11(6), 318 (2020)
21. Lane, N., Rabbi, M., Lin, M., Yang, X., Lu, H., Ali, S., Doryab, A., Berke, E., Choudhury, T., Campbell, A.: Bewell: A smartphone application to monitor, model and promote wellbeing. Proceedings of the 5th International ICST Conference on Pervasive Computing Technologies for Healthcare (01 2011). https://doi.org/10.4108/icst.pervasivehealth.2011.246161
22. Lara, Ó.D., Labrador, M.A.: A survey on human activity recognition using wearable sensors. IEEE Communications Surveys and Tutorials 15(3), 1192–1209 (2013). https://doi.org/10.1109/SURV.2012.110112.00192
23. Maurer, U., Smajilagic, A., Siewiorek, D.P., Deisher, M.: Activity recognition and monitoring using multiple sensors on different body positions. Tech. rep., CARNEGIE-MELLON UNIV PITTSBURGH PA SCHOOL OF COMPUTER SCIENCE (2006)
24. McCall, C., Reddy, K.K., Shah, M.: Macro-class selection for hierarchical k-NN classification of inertial sensor data. In: PECCS. pp. 106–114 (2012)
25. Murad, A., Pyun, J.Y.: Deep recurrent neural networks for human activity recognition. Sensors 17(11), 2556 (2017)
26. Nair, V., Hinton, G.E.: Rectified linear units improve restricted boltzmann machines. In: Proceedings of the 27th international conference on machine learning (ICML-10). pp. 807–814 (2010)
27. Nazerfard, E., Das, B., Holder, L.B., Cook, D.J.: Conditional random fields for activity recognition in smart environments. In: Proceedings of the 1st random fields for activity recognition in smart environments. In: Proceedings of the 1st ACM International Health Informatics Symposium. pp. 282–286. ACM (2010)
28. Nguyen, N.T., Phung, D.Q., Venkatesh, S., Bui, H.: Learning and detecting activities from movement trajectories using the hierarchical hidden markov model. In: 2005 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’05). vol. 2, pp. 955–960. IEEE (2005)
29. Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., Blondel, M., Prettenhofer, P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A., Cournapeau, D., Brucher, M., Perrot, M., Duchesnay, E.: Scikit-learn: Machine learning in Python. Journal of Machine Learning Research 12, 2825–2830 (2011)
30. Ronao, C.A., Cho, S.B.: Human activity recognition with smartphone sensors using deep learning neural networks. Expert Systems with Applications 59, 235–244 (oct 2016). https://doi.org/10.1016/j.eswa.2016.04.032
31. Silla, C.N., Freitas, A.A.: A survey of hierarchical classification across different application domains (jan 2011). https://doi.org/10.1007/s10618-010-0175-9
32. Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I., Salakhutdinov, R.: Dropout: a simple way to prevent neural networks from overfitting. The journal of machine learning research 15(1), 1929–1958 (2014)
33. Su, X., Tong, H., Ji, P.: Activity recognition with smartphone sensors. Tsinghua Science and Technology 19(3), 235–249 (2014). https://doi.org/10.1109/TST.2014.6838194
34. Vail, D.L., Veloso, M.M., Laflerty, J.D.: Conditional random fields for activity recognition. In: Proceedings of the 6th international joint conference on Autonomous agents and multiagent systems. p. 235. ACM (2007)
35. Vaizman, Y., Ellis, K., Lanckriet, G.: Recognizing detailed human context in the wild from smartphones and smartwatches. IEEE Pervasive Computing 16(4), 62–74 (October 2017). https://doi.org/10.1109/MPRV.2017.3971131
36. Wang, A., Chen, G., Yang, J., Zhao, S., Chang, C.: A comparative study on human activity recognition using inertial sensors in a smartphone. IEEE Sensors Journal 16(11), 4566–4578 (June 2016). https://doi.org/10.1109/JSEN.2016.2545708
37. Wang, J., Chen, Y., Hao, S., Peng, X., Hu, L.: Deep learning for sensor-based activity recognition: A survey. Pattern Recognition Letters 119, 3–11 (mar 2019). https://doi.org/10.1016/j.patrec.2018.02.010
38. Zeng, M., Nguyen, L.T., Yu, B., Mengshoel, O.J., Zhu, J., Wu, P., Zhang, J.: Convolutional neural networks for human activity recognition using mobile sensors. In: 6th International Conference on Mobile Computing, Applications and Services. pp. 197–205 (Nov 2014). https://doi.org/10.4108/icst.mobicase.2014.257786