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ABSTRACT

Due to the availability of multi-modal remote sensing (RS) image archives, one of the most important research topics is the development of cross-modal RS image retrieval (CM-RSIR) methods that search semantically similar images across different modalities. Existing CM-RSIR methods require the availability of a high quality and quantity of annotated training images. The collection of a sufficient number of reliable labeled images is time consuming, complex and costly in operational scenarios, and can significantly affect the final accuracy of CM-RSIR. In this paper, we introduce a novel self-supervised CM-RSIR method that aims to: i) model mutual-information between different modalities in a self-supervised manner; ii) retain the distributions of modal-specific feature spaces similar to each other; and iii) define the most similar images within each modality without requiring any annotated training image. To this end, we propose a novel objective including three loss functions that simultaneously: i) maximize mutual information of different modalities for inter-modal similarity preservation; ii) minimize the angular distance of multi-modal image tuples for the elimination of inter-modal discrepancies; and iii) increase cosine similarity of the most similar images within each modality for the characterization of intra-modal similarities. Experimental results show the effectiveness of the proposed method compared to state-of-the-art methods. The code of the proposed method is publicly available at https://git.tu-berlin.de/rsim/SS-CM-RSIR.

Index Terms— Cross-modal image retrieval, deep learning, self-supervised learning, remote sensing.

1. INTRODUCTION

Recent years have witnessed the availability of ever-growing multi-modal remote sensing (RS) image archives. Accordingly, one of the most important research topics in RS is the development of cross-modal RS image retrieval (CM-RSIR) methods that search semantically similar images across different modalities. Although uni-modal RS image retrieval problems have been excessively studied (the reader is referred to [1] for a detailed survey), a few CM-RSIR methods have been introduced in RS [2–4]. When image representation learning is employed for CM-RSIR, it is crucial to characterize intra- and inter-modal similarities, while eliminating inter-modal discrepancies due to semantic gap among different modalities. These issues have been separately addressed by the existing CM-RSIR methods. In [2], a deep neural network based framework for cross-modal retrieval (CMIR-NET) is introduced to learn an unified representation space over the modal-specific features. To this end, CMIR-NET employs a two-stage training procedure, in which the first stage is dedicated to supervised modal-specific feature learning with cross-entropy objective for intra-modal similarity preserving. The second stage is employed for learning the unified representation space by using mean squared error, supervised cross-entropy and reconstruction losses among different modalities that preserves inter-modal similarities. In [3], a deep cross-modality hashing network (DCHMN) is proposed to eliminate inter-modal discrepancy while characterizing intra-modal similarities. To this end, DCHMN employs supervised triplet loss function on the image representations of each modality for intra-modal similarity preserving. To eliminate the inter-modal discrepancy, DCHMN exploits a convolutional neural network (CNN) shared by different modalities that accepts randomly selected image bands from each modality. In [4], a multi-sensor fusion and explicit semantic preserving-based deep hashing method (MsEspH) is introduced to apply fusion with synthetically generated images that can reduce the inter-modal discrepancy among different modalities. MsEspH also employs supervised cross-entropy objective on each modality for the characterization of intra-modal similarities. The existing CM-RSIR systems require the availability of training images annotated by land-use land-cover classes. However, either the availability of labelled multi-modal RS image archives is limited or collecting reliable RS image labels can be time consuming and expensive due to labeling costs. In greater details, these methods partially consider intra- and inter-modal similarity preservation and inter-modal discrepancy elimination that are not simultaneously achieved yet. To address the above mentioned issues, we introduce a novel self-supervised CM-RSIR method. The proposed method is independent from the type of RS image modalities (which are considered for CM-RSIR tasks), and thus can be applied to different multi-modal RS image archives.
2. PROPOSED SELF-SUPERVISED CM-RSIR METHOD

Let $\{X^1, \ldots, X^N\}$ be a set of $N$ image archives, each of which is associated with a different image modality (acquired by a different sensor). An archive $X^j = \{x^j_i\}_{i=1}^M$ includes $M$ images, where $x^j_i$ is the $i$th image in the $j$th image archive and $(x^j_i)_{N=1}^N$ is the $i$th multi-modal image tuple that includes $N$ images acquired by different sensors on the same geographical area. A CM-RSIR task can be formulated as finding images from the image archive $X^j$ that are similar to a given query from the image archive $X^k$ while $j \neq k$.

The proposed method aims to simultaneously preserve intra- and inter-modal similarities and eliminate inter-modal discrepancies without requiring annotated training images. This is achieved by a novel self-supervised objective that includes three loss functions: i) maximize mutual information of different modalities for inter-modal similarity preservation; ii) minimize the angular distance of multi-modal image tuples for the elimination of inter-modal discrepancies; and iii) maximize the cosine similarity of the most similar images within each modality for intra-modal similarity preservation. To this end, the proposed objective can be integrated in any deep neural network (DNN), which embodies one CNN backbone for each modality followed by fully connected (FC) layers as the common cross-modal encoder for different modalities. Let $f^j : \{x^j_i\}_{i=1}^M \mapsto \mathbb{R}^a$ be a CNN backbone that characterizes the modal-specific image features $\{y^j_i\}_{i=1}^M$ having the size of $a$ for the $j$th modality. Let $g : \{(y^j_i, f^k_i)\}_{i=1}^M \mapsto \mathbb{R}^b$ be a common encoder that maps the modal-specific image features into cross-modal embeddings $\{(z^j_i, z^k_i)\}_{i=1}^M$, where $b$ is the embedding size. After learning the parameters of $f^j$, $f^k$ and $g$ based on the proposed objective, $g$ can be used to extract the embedding of an image from any modality that is utilized to perform CM-RSIR. Fig. 1 shows a general overview of the proposed method, which is explained in detail in the following subsections.

2.1. Inter-Modal Similarity Preservation

To preserve inter-modal similarities, inspired by the information theory, we define the capability of preserving inter-modal similarities in the considered DNN as the mutual information between the image embeddings $\{(z^j_i, z^k_i)\}_{i=1}^M$. Let $I(z^j_i; z^k_i)$ be the mutual information between $j$th and $k$th embeddings of the $i$th tuple $(x^j_i, x^k_i)$. If $I(z^j_i; z^k_i)$ is high, $g$ accurately models the shared semantic content between $j$th and $k$th modalities (which leads to preservation of inter-modal similarities) and vice versa. However, directly maximizing the mutual information is not feasible since the true posterior distributions of $z^j_i$ and $z^k_i$ ($P(z^j_i|z^k_i)$ and $P(z^k_i|z^j_i)$) are unknown [5]. To this end, we utilize the normalized temperature-scaled cross entropy (NT-Xent) objective $L_{NT-Xent}$ in a self-supervised manner. In this way, image embeddings are characterized by maximizing agreement between the multiple views of a shared context compared to the negative samples [6]. It is worth noting that NT-Xent objective applied to the features of these multiple views is known to be a lower bound to the mutual information of their features [7] as:

$$I(v_1; v_2) \geq \log(K) - L_{NT-Xent}(v_1, v_2), \quad (1)$$

where $K$ is the number of negative samples and $\{v_1, v_2\}$ represents the features of two multiple views. In the existing applications of $L_{NT-Xent}$, two different views are obtained via data augmentation techniques applied on the same image. In this paper, we consider the images of the $i$th image tuple $(x^j_i, x^k_i)$ as the multiple views of the same geographical area and the images of other tuples as the negative samples. To this end, for each training mini-batch $B$ that includes $T$ image tuples, we define our mutual information maximization loss function $L_{MIM}$ for different modalities based on the NT-Xent objective as follows:

$$\ell^i(j, k) = -\log\left(\frac{e^{S(z^j_i, z^k_i)/\tau}}{\sum_{q=1}^{T} \mathbb{1}_{[q \neq i]} e^{S(z^q_i, z^k_i)/\tau}}\right),$$

$$L_{MIM}(\{(z^j_i, z^k_i)\}_{i=1}^T) = \frac{1}{2T} \sum_{i=1}^{T} \ell^i(j, k) + \ell^i(k, j),$$

where $S(\cdot, \cdot)$ measures cosine similarity, $\mathbb{1}$ is the indicator function, $\tau$ is the temperature parameter and $K = T-1$. Training the considered DNN with $L_{MIM}$ leads to maximizing the similarity of images acquired on the same geographical area from different modalities on the common cross-modal embedding space, which is defined by $g$. Based on (1), decreasing $L_{MIM}$ over cross-modal embeddings $z^j_i, z^k_i$ leads to increasing the mutual information between them $I(z^j_i; z^k_i)$ for the $i$th image tuple $(x^j_i, x^k_i)$ in the archive.
2.2. Inter-Modal Discrepancy Elimination

To eliminate inter-modal discrepancies, the proposed method keeps the distributions of modal-specific image features similar to each other on different feature spaces. In the framework of CM-RSIR, the characteristics of RS images acquired by different sensors on the same geographical area can be significantly different due to profound differences in acquisition conditions, sensor characteristics and considered electromagnetic spectrum. Once modal-specific backbones are used for the feature learning of each modality, inter-modal discrepancies can be encoded by them that lead to inaccurate inter-modal similarity preservation. One could also utilize a common backbone for different modalities to address this issue. However, this could lead to inaccurate characterization of image features in each modality. Accordingly, for inter-modal discrepancy elimination occurred due to using modal-specific image features in each modality. We define the inter-modal discrepancy elimination loss function $L_{\text{MDE}}$ over modal-specific backbones for each training mini-batch $\mathcal{B}$ as follows:

$$L_{\text{MDE}}(\{(y^j_i, y^k_i)\}_{i=1}^T) = \frac{1}{T} \sum_{i=1}^T \log(1 + e^{s_{ij}}).$$

This loss function enforces to have a small angular distance between the modal-specific image features $y^j_i$ and $y^k_i$ of the $j$th and $k$th modalities although they are obtained from different backbones. This leads to modeling similar distributions of modal-specific image features on different feature spaces of $f^j$ and $f^k$. Accordingly, the proposed method prevents the modal-specific backbones from characterizing the inter-modal discrepancies.

2.3. Intra-Modal Similarity Preservation

To preserve intra-modal similarities, the proposed method defines the most similar images in each modality and further decreases their distance in the corresponding feature space. In the framework of CM-RSIR, finding images similar to each other for a given query depends on the effectiveness of the image representations in terms of their capability to encode intra-modal similarities. Since the proposed method does not require the availability of annotated training images, it is not suitable to utilize supervised triplet or cross-entropy loss functions for intra-modal similarity preservation unlike the existing CM-RSIR methods. To this end, we utilize each modal-specific feature space to measure the similarities of images from the corresponding modality. This forms the basis for defining semantically similar images within each modality. Once the most similar images within each modality are defined, their closeness in the modal-specific feature space can be further increased. This leads to preserving intra-modal similarities for all modalities. To this end, for a training mini-batch $\mathcal{B}$, we define the intra-modal similarity preservation loss function $L_{\text{MSP}}$ over modal-specific feature spaces as follows:

$$s_{ij} = S(y^j_i, \text{argmin}_{y^k_i \neq y^j_i} D(y^j_i, y^k_i))$$

$$L_{\text{MSP}}(\{(y^j_i, y^k_i)\}_{i=1}^T) = -\frac{1}{2T} \sum_{i=1}^T s_{ij} + s_{ik},$$

where $D(\cdot, \cdot)$ is the image similarity measure within one modality, defined as the Euclidean distance between two image features in a modal-specific feature space. $L_{\text{MSP}}$ enforces to maximize the cosine similarity of the most similar image pairs within each modality, and thus intra-modal similarity preservation for all modalities.

By combining (2), (3) and (4), the proposed objective of our method is obtained as $L = L_{\text{MIM}} + \alpha L_{\text{MDE}} + \beta L_{\text{MSP}}$, where $\alpha$ and $\beta$ are the weighting parameters of $L_{\text{MDE}}$ and $L_{\text{MSP}}$, respectively. Increasing the importance of $L_{\text{MDE}}$ and $L_{\text{MSP}}$ more than $L_{\text{MIM}}$ on an early stage of training can lead to sub-optimal solutions. Accordingly, we increase $\alpha$ and $\beta$ throughout epochs with the exponential growth scheduling strategy.

3. EXPERIMENTAL RESULTS

Experiments were conducted on the BigEarthNet-MM archive [8] that includes 590,326 multi-modal image pairs. Each pair in BigEarthNet-MM includes one Sentinel-1 (denoted as S1) SAR image and one Sentinel-2 (denoted as S2) multispectral image acquired on the same geographical area. Each pair is associated with one or more class labels (i.e., multi-labels) based on the 19 class nomenclature. To perform experiments, we first selected the 14,832 BigEarthNet-MM image pairs acquired over Serbia during summer season and then divided them into training (52%), validation (24%) and test (24%) sets. The training set was used to perform training and to select query images, while images were retrieved from the test set. In the experiments, we utilized the DenseNet model [9] at the depth of 121 as the CNN backbone, while one FC layer with the size of 128 was used for common cross-modal encoder. The initial values of $\alpha$ and $\beta$ were set to $10^{-4}$, which exponentially increased to 1 until the end of training. We trained our method for 100 epochs with the mini-batch size of 256 by using the Adam optimizer. To assess the effectiveness of the proposed method, we compared it with state-of-the-art fully-supervised (SMC [10], deep-SM [11], DSCMR [12]), unsupervised (DCCA [13]) and self-supervised (SimCLR [14], DUCH [15]) methods. Hash code learning related loss functions used in DUCH were eliminated for a fair comparison. All the methods were trained by using the same CNN backbone architecture under the same experimental setup. For the NT-Xent objectives used in the experiments, the temperature parameter $\tau$ was set to 0.2. In the experiments, the results of S2$\rightarrow$S1 and S1$\rightarrow$S2 retrieval
Table 1. Normalized discounted cumulative gain (NDCG) and $F_1$ scores on $S1 \rightarrow S2$ and $S2 \rightarrow S1$ retrieval tasks. Requirement of labels (RoL) indicates whether the considered methods require the labeled training images or not.

| Method     | RoL | $S1 \rightarrow S2$ | $S2 \rightarrow S1$ | Average |
|------------|-----|----------------------|----------------------|---------|
|            |     | $F_1$ | NDCG | $F_1$ | NDCG | $F_1$ | NDCG |
| S2MC [10]  | ✓   | 41.7  | 28.0  | 45.6  | 21.1  | 43.7  | 24.5  |
| deep-SM [11]| ✓   | 65.0  | 54.1  | 68.7  | 53.8  | 66.8  | 53.9  |
| DSCMR [12] | ✓   | 73.9  | 58.9  | 71.3  | 61.7  | 72.6  | 60.3  |
| DCCA [13]  | ✗   | 49.1  | 36.7  | 40.3  | 30.4  | 44.7  | 33.6  |
| SimCLR [14]| ✗   | 47.3  | 35.8  | 53.5  | 39.5  | 50.4  | 37.6  |
| DUCH [15]  | ✗   | 66.6  | 56.3  | 67.8  | 54.8  | 67.2  | 55.5  |
| Ours       | ✗   | 71.5  | 59.4  | 71.3  | 58.4  | 71.4  | 58.9  |

The retrieval performance was assessed on top-8 retrieved images.

Table 1 shows the corresponding cross-modal retrieval performances. By assessing the table, one can observe that the proposed method leads to the highest scores under both metrics and retrieval tasks compared to the unsupervised and self-supervised methods. This shows that the proposed method accurately addresses the intra- and inter-modal similarities while eliminating inter-modal discrepancies without requiring any training image label. One can also observe from the table that the proposed method provides the highest scores compared to all supervised methods except DSCMR. Compared to DSCMR, it achieves similar NDCG and $F_1$ scores for $S1 \rightarrow S2$ and $S2 \rightarrow S1$ retrieval tasks, respectively. However, DSCMR provides 1% higher metric scores on average than the proposed method at the cost of the training sample requirements (DSCMR utilized 21,367 labeled images to reach this performance). Fig. 2 shows an example of S2 images retrieved by the best performing three methods when the S1 query image contains Urban fabric, Arable land and Land principally occupied by agriculture classes. By assessing the figure, one can see that all the images retrieved by the proposed method contain all these classes. However, the retrieved images by self-supervised DUCH method and supervised DSCMR method contain Urban fabric class at only some of the retrieved images. One can observe from the figure that the proposed method applies CM-RSIR more accurately than DUCH and as effective as DSCMR.

4. CONCLUSION

In this paper, we have introduced a novel self-supervised CM-RSIR method. The effectiveness of our method relies on efficiently preserving intra- and inter-modal similarities and eliminating inter-modal discrepancies without requiring any annotated training image. This is achieved by a novel objective that leads to: i) modelling mutual-information across different modalities in a self-supervised manner; ii) retaining the distributions of modal-specific feature spaces similar to each other; and iii) defining the most similar images for each modality. Experimental results show the success of the proposed method compared to state-of-art unsupervised, self-supervised and fully supervised methods in the framework of CM-RSIR. As a future work, we plan to integrate our method to cross-modal text-image retrieval problems to search for RS images using a query text sentence.
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