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Abstract

We propose a new dataset TEXREL as a playground for the study of emergent communications, in particular for relations. By comparison with other relations datasets, TEXREL provides rapid training and experimentation, whilst being sufficiently large to avoid overfitting in the context of emergent communications. By comparison with using symbolic inputs, TEXREL provides a more realistic alternative whilst remaining efficient and fast to learn. We compare the performance of TEXREL with a related relations dataset Shapeworld. We provide baseline performance results on TEXREL for sender architectures, receiver architectures and end-to-end architectures. We examine the effect of multitask learning in the context of shapes, colors and relations on accuracy, topological similarity and clustering precision. We investigate whether increasing the size of the latent meaning space improves metrics of compositionality. We carry out a case-study on using TEXREL to reproduce the results of an experiment in a recent paper that used symbolic inputs, but using our own non-symbolic inputs, from TEXREL, instead.

1 Introduction

Emergent communications is the study of the linguistic behavior of agents with no pre-training on natural human languages, when placed in a situation where inter-agent communications is needed in order to maximize performance. We can investigate characteristics of the resulting language, such as compositionality; and the extent to which the agents learn to communicate at all. Agents can learn to communicate pictures to each other, e.g. [Lazaridou et al., 2018], or to negotiate with each other, e.g. [Cao et al., 2018]. In general, the resulting emergent language has limited compositionality. For example, [Lazaridou et al., 2018] presented results showing that even when the agents have learned to solve a task with 98% accuracy, the topographic similarity - a measure of compositionality - might be only around 0.16-0.26. The resulting languages do not tend to clearly show certain key characteristics of human languages, such as the formation of atomic re-usable units of tokens, i.e. words.

We hypothesize that in order to increase the compositionality of the emergent languages, we need to increase the dimensionality of the underlying meaning space, such that the only feasible way for models to be able to store the language is to store it in factorized form. For example, if a language

| Num attrs | Num values | Total size | Factorized size |
|-----------|------------|------------|-----------------|
| 1         | 3          | $3^1 = 3$  | $3 \times 1 = 3$ |
| 1         | 10         | $10^1 = 10$ | $10 \times 1 = 10$ |
| 2         | 10         | $10^2 = 100$ | $10 \times 2 = 20$ |
| 3         | 10         | $10^3 = 1,000$ | $10 \times 3 = 30$ |
| 4         | 10         | $10^4 = 10,000$ | $10 \times 4 = 40$ |
| 5         | 10         | $10^5 = 100,000$ | $10 \times 5 = 50$ |

Table 1: Comparison of total meaning space size with factorized meaning space size, for various configurations of number of attributes, and values per attribute

Figure 1: Example images, labels, and ground truth relations for TEXREL dataset Relations task (best viewed in color)
has 10 words for colors, and 10 words for shapes, then a model need memorize only these 20 words in order to describe all possible combinations of colors and shapes. However, if a model uses a unique non-compositional word for each combination of colors and shapes, then the model will need to memorize $10^3 = 100$ such words, which is a heavier burden. Table 1 shows a comparison of the total size of the meaning space, and the size required to store a language in compositional, that is ‘factorized’, form. We can see that for 2 attributes, the space required to store a language is comparable for compositional vs non-compositional. As the number of attributes increases to 4 and above, the space required to store a holistic language, that is a non-compositional language, becomes orders of magnitudes higher than for compositional form, given 10 values per attribute.

Thus, a key step to increasing the compositionality of emergent languages is to train agents in an environment of sufficient complexity, that is with many meaning space dimensions. Our work presents a dataset, TEXREL, which provides an experimental playground for learning emergent languages in a relatively high dimensional meaning space. In this work, we experiment with meaning spaces with up to 6 dimensions.

We find counter-intuitively that increasing the dimensionality of the meaning space does not increase traditional metrics of compositionality, such as topographic similarity ($\rho$, (Brighton and Kirby, 2006)) nor of more recent compositional metrics such as TRE (Andreas, 2019). Whilst this could show that increasing the meaning space does not increase underlying latent ground truth compositionality, we argue that our counter-intuitive result might instead be because existing compositionality metrics do not correlate perfectly with underlying latent ground-truth compositionality. Thus our results show that there could be an opportunity to develop new compositionality metrics, or to refine existing ones.

One way to create a high-dimensional dataset is to use symbolic inputs, e.g. Study 1 in Lazari-dou et al. (2018). However, symbolic input is essentially a language in compositional form, where each token is a single word describing one attribute. Thus it is unclear whether any emergent compositional language is a reflection of a tendency of the agents to learn compositional representations, or to simply reflect the compositional representation of the input.

An alternative approach, which we use in this work, is to represent meanings using images. Each image contains one or more objects, each having shape and color. In addition, we can use the relative positioning of two objects to express relations between objects, adding an additional meaning dimension. An existing dataset, Shapeworld, (Andreas et al., 2018), provides such a dataset. However, as we shall see the training set is small, and models capable of learning on the training set quickly overfit, as alluded to in Andreas et al. (2018). TEXREL provides a much larger training set, 100k training examples, each with 256 images, compared to 9k training images, each with 6 images.

We seek an experimental playground for emergent communications which not only provides high dimensional meaning spaces, using non-symbolic input, but which should ideally be relatively fast to train on. We seek thus to provide images of relatively low resolution, which are friendly to convolutional networks. We note from e.g. Khursheedov (2015) that convolutional networks might pay more attention to the textures of objects than to their outline shape. We thus generate textured objects, all of the same shape, that is a square, rather than shapes with differing outlines, but identical textures. Shapeworld by comparison provides objects with identical solid texture, differing in outline shape. We argue that our approach of using textures allows the use of lower dimensional images, which are easier for a convolutional network to learn. Thus we argue that our family of datasets is ‘green’, that is easy to use in relatively low computational resource environments.

We demonstrate our dataset using a sequence of experiments. We start by comparing the results of training agents to learn a language on Shapeworld versus TEXREL datasets. We examine several potential architectures for the sender agent and for the receiver agent, and measure their performance on TEXREL. We investigate the effect of the number of attributes, and the number of values per attribute, on metrics of compositionality. We look at the extent to which multitask learning across different tasks improves performance on the target task. Finally, we provide a case-study of taking an existing work which uses symbolic inputs, and reproducing the work using non-symbolic inputs, using TEXREL.
Our contributions are as follows:

• create a new dataset, TEXREL, which provides a playground for emergent communications
  – uses non-symbolic inputs, i.e. images
  – is fast to train on, having low-dimensional images, where shapes are distinguished by texture, rather than by outline
  – is much larger than comparable existing emergent communications datasets
  – provides a high dimensional underlying meaning space, allowing experimentation on how the dimensionality of meaning space affects compositionality

• we provide extensive baselines and empirical studies using TEXREL:
  – compare TEXREL with Shapeworld
  – compare potential sender agent and receiver agent architectures
  – examine the effect of meaning space size and dimensionality on compositionality
  – examine the effect of multi-task learning on learning and compositionality, in the context of TEXREL
  – provide a case-study of using TEXREL in place of symbolic inputs, for fast experimentation, on non-symbolic inputs

2 Our work

2.1 Relations learning in the context of emergent communications

TEXREL targets a referential task, e.g. Lazaridou et al. (2018), in the context of emergent communications. See Figure 2(a): a sender agent receives labeled sender images for an example and emits a linguistic utterance. A receiver agent receives the linguistic utterance from the sender agent, along with unlabeled receiver images, and is tasked with predicting the correct label (True or False) for each of the receiver images. That is, the Receiver agent needs to predict which of the receiver images are correct examples of the underlying concept. We hope that the Sender agent will learn to represent the underlying concept from the sender images in the generated linguistic utterance. In the figure, $X_{trn}$ represents the sender images, $Y_{trn}$ represents their labels, and $X_{tst}$ represents the images provided to the receiver. The Receiver agent predicts $\hat{Y}_{tst}$, which will be compared to the ground truth $Y_{tst}$. $\hat{u}$ represents the linguistic utterance generated by the Receiver agent. By comparison with (b), we can see a referential task relates to meta-learning, where the Model has been partitioned into two parts, and a linguistic bottleneck inserted between the two halves.

In practice, in many emergent communications works $X_{trn}$ comprises a single image, and $Y_{trn}$ is always True, i.e. the single image is a positive example of the underlying concept. However, in our work, we wish to target relations, and other concepts that cannot be expressed by a single positive example. Therefore, we have generalized the sender images to be potentially multiple images, potentially both positive and negative, as shown in Figure 2(a). Given the similarity of the referential task for relations to meta-learning, we continue to include multiple receiver examples, in line with standard meta-learning tasks. We choose to draw $X_{tst}$ and $Y_{tst}$ from the same distributions as $X_{trn}$ and $Y_{trn}$. That is, each element of $Y_{tst}$ is a binary True/False value; the Receiver agent needs to label each image in $X_{tst}$ as a true or false example of the underlying concept. This contrasts with many referential tasks where the Receiver agent should choose the one true example of the concept from many distractors, i.e. a multiclass problem.

2.2 Task types

Table 2 shows the task types provided with TEXREL. TEXREL can of course easily be extended with additional task types. These task types allow experimentation with varying dimensions of the underlying meaning space. For example, Col3 has a meaning space of 3 dimensions, TexCol3 has a meaning space of 6 dimensions, and Rel has a meaning space of 5 dimensions. We carry out ex-
Table 2: Description of each task type in TexREL, where C is space of available colors, S is space of available textures, and P is space of available prepositions. ‘Num attrs’ is the number of attributes, i.e. the dimensionality of the meaning space.

| Task type | Description | Num attrs |
|-----------|-------------|-----------|
| Coln      | Includes n objects of colors \(\{C_{c1}, \ldots, C_{cn}\}\), where \(\{c_1, \ldots, c_n\}\) are sampled for each example | \(n\) |
| Texn      | Includes n objects of textures \(\{S_{s1}, \ldots, S_{sn}\}\), where \(\{s_1, \ldots, s_n\}\) are sampled for each example | \(n\) |
| TexColn   | Includes n objects having texture and color \(\{(S_{s1}, C_{c1}), \ldots, (S_{sn}, C_{cn})\}\), where \(\{(s_1, c_1), \ldots, (s_n, c_n)\}\) are sampled for each example | \(2n\) |
| Rel       | Includes an object of texture and color \(\{(S_{s1}, C_{c1})\}\) positioned \(P_{rel}\) relative to an object of texture and color \(\{(S_{s2}, C_{c2})\}\), where \(\{c_1, s_1, p_1, c_2, s_2\}\) are sampled for each example | \(5\) |

2.4 Ground truth labels and annotations

Each image is associated with a ground truth label, True or False. In addition, for each example, we provide an English language description of the underlying ground truth concept, and a tree-structured representation, that could be used for example with TRE. Table 3 shows example annotations.

2.5 Distractor objects

We add distractor objects to each image, to increase the size of the state space, and thus aim to discourage the sender from simply sending the entire state of each image. The distractor objects are chosen such that they do not match any of the objects in the underlying ground truth concept for the example; and therefore cannot change a negative example into a positive example, or visa versa.

2.6 Holdout set

For each task, we carve a holdout set of objects which are not presented at training time. The exact definition of how we decide whether an object was seen at training time or not varies across tasks, see Figures 4. Following the approach in Andreas et al. (2018), we name the eval datasets using the training objects ‘val_same’ and ‘test_same’, and the eval datasets using the holdout objects ‘val_new’ and ‘test_new’. Given the scarcity of objects in the holdout set for some task types, we draw distractors for ‘val_new’ and ‘test_new’ from the union of the training objects and the holdout objects.

2.7 TexREL statistics

For each task, we create a dataset of 100,000 examples. Each example comprises 128 labeled sender images, and 128 labeled receiver images. For each set of 128 labeled images, 64 are positive examples of the underlying concept, and 64 are therefore negative examples. Each evaluation set, i.e. val_same, val_new, test_same and test_new, has 1024 examples.

3 Experiments

3.1 Experimental setup

All results are the mean over 5 runs, unless otherwise indicated. Each run used an NVIDIA 2080Ti GPU. Where early stopping was used, we set the patience to 10, and evaluated acc_{val_same} set every 300 steps. Batch size was 32, unless otherwise indicated. For the emergent communications linguistic
| Task     | English language annotation                                      | Tree-structured annotation                                      |
|----------|------------------------------------------------------------------|-----------------------------------------------------------------|
| Col2     | has-colors color1 color5                                         | ('has-colors', ('color1', 'color5'))                             |
| Tex2     | has-shapes shape2 shape4                                         | ('has-shapes', ('shape2', 'shape4'))                             |
| TexCol2  | has-shapecolors color4 shape1 color5 shape7                      | ('has-shapecolors', ('color4', 'shape1'), ('color5', 'shape7'))  |
| Rel      | color0 shape6 above color1 shape6                                 | ('above', ('color0', 'shape6'), ('color1', 'shape6'))           |

Table 3: Examples of English language annotations made available with each TEXREL example.

| Task type | Holdout approach                                      |
|-----------|-------------------------------------------------------|
| Coln      | Set aside several colors                              |
| Texn      | Set aside several textures                            |
| TexColn   | Set aside several pairs of colors and textures        |
| Rel       | Set aside several pairs of colors and textures        |

Table 4: Holdout approach by task type.

representations, we use a vocab size of 21, and an utterance length of 10.

Code and data will be made available at [1].

3.2 Architectures

Figure 3 shows the detailed architecture of the sender and receiver models. For the sender model, in all cases, the model takes as input a sequence of images and labels, fuses these images and labels into an embedding, then uses an RNN linguistic decoder to generate a linguistic utterance. For the receiver model, in all cases, the model takes as input a linguistic utterance and an image, and outputs a prediction of whether the image is consistent with the received linguistic utterance.

| Image sequence embedder | Description                                                                                   |
|-------------------------|------------------------------------------------------------------------------------------------|
| RNNOverCNN              | Encode the images using a CNN, then pass through an RNN                                       |
| ConvLSTM                | LSTM built from convolutions instead of projections [Shi et al., 2015]                          |
| StackedInputs           | Concatenate the image stacks together, along the feature plane dimension, pass through a CNN  |
| MaxPoolingCNN           | Pass each image through a CNN, max pool                                                        |
| AveragePoolingCNN       | Pass each image through a CNN, average pool                                                    |
| Prototypical            | Pass positive images through a CNN, take mean [Andreas et al., 2018]                          |

Table 5: Image sequence embedder architectures

The specific implementations for the image sequence embedder and the multi-modal fusion are described in Tables 5 and 6. For the sender model, when using the Prototypical sender architecture, only positively labeled images are considered, and other images are ignored. For all other sender architectures, the labels are introduced into the images by adding an additional feature plane to each image, which is either all 1s, or all 0s, depending on the ground truth label for that image. On the receiver side, note that in the general case, the convolutional network cannot be factorized out of the multi-modal fusion. For example, for CCK, the encoded utterance is used as the weights for the convolutional network, and this comprises the entire entanglement between the encoded utterance and the receiver images.

Except where otherwise stated, our experiments use the Prototypical sender architecture and the Cosine receiver architecture. The Cosine receiver architecture is algorithmically identical to the Prototypical receiver architecture described in [Andreas et al., 2018] and [Mu et al., 2020].

The convolutional network architecture is the ‘conv4’ network described in [Snell et al., 2017], which we found worked better than other convolutional architectures we experimented with.

3.3 Metrics

We primarily use topographic similarity, which we denote as $\rho$, for measuring the compositionality.

1https://github.com/asappresearch/texrel
of utterances, by comparison to a ground-truth description of the underlying concept, e.g. [Brighton and Kirby (2006) and Lazaridou et al. (2018)]. In addition, we use holdout accuracy on unseen objects, which we denote as acc\textsubscript{new}, acc\textsubscript{val\_new}, or acc\textsubscript{test\_new}, as an indication of the compositionality of the agents and their communication as a whole. For example, if the agents have seen a \((S_3, C_7)\), and a \((S_2, C_5)\), then if they do well on a \((S_3, C_5)\), then that suggests that their processing of the texture and the color, including their communications about these, are somewhat orthogonal, and thus compositional. However, note that a high acc\textsubscript{new} potentially might indicate little about the apparent compositional structure of the emitted linguistic utterance, since the utterance might have been projected arbitrarily, e.g. see Locatello et al. (2019).

We would like to measure also the expressivity and consistency of the generated language. Expressivity is the extent to which the generated language can express all meanings, e.g. Kirby et al. (2015). Consistency is the extent to which meanings map to the same utterance, e.g. Dagan et al. (2020). One approach to measuring expressivity is to measure the number of unique utterances in the language, the lexicon size, as per Lazaridou et al. (2018). However the lexicon size does not take into account the number of unique ground truth hypotheses. We borrow two metrics from cluster analysis: cluster precision and cluster recall. We group each set of identical generated utterances as predicted clusters; and each set of identical ground truth hypotheses as ground truth clusters. Then, for each possible pair of examples, we evaluate whether the examples are in the same predicted cluster (‘positive’), or not (‘negative’), and similarly for the ground truth clusters, thus classifying each pair as true/false positive or true/false negative. Then we calculate cluster precision as \(tp/\left(tp + fp\right)\) and cluster recall as \(tp/\left(tp + fn\right)\). Cluster precision is high when each unique generated utterance maps to a single ground truth hypotheses. Cluster precision is thus a measure of expressivity. Similarly, recall is high when each unique ground truth utterance maps to a single generated utterance. Recall is thus a measure of consistency. Note that using cluster recall to measure consistency is not the only possible approach: Dagan et al. (2020) use Jaccard Similarity instead. In our experiments we find that precision is surprisingly low: language expressivity is systematically low; while recall is systematically high. Thus the models are generating language with good consistency, but with insufficiently diversity to cover the entire meaning space.

A recent metric of compositionality is \(TRE\), which measures the extent to which an evaluation model taking as input a ground truth concept can generate the emitted linguistic utterances, under certain compositional constraints. We experiment with \(TRE\) in a later experiment in this work.

### 3.4 Comparison with Shapeworld dataset

We start by comparing \(TEXREL\) to the existing Shapeworld relations dataset. We use our own code to learn the \(TEXREL\) dataset. For Shapeworld, we evaluate using two codebases: a modified version of the implementation of ‘Learning with Latent Language’ (‘\(L^3\)’, Andreas et al. (2018)) provided with ‘Learning with Shaped Language’ (‘\(LSL\’’, Mu et al. (2020)); and our own codebase. Figure 4 shows how the training of the \(LSL\) and \(L^3\) models compares to our emergent communications referential task. We can see that in \(LSL\) and \(L^3\), the linguistic utterance is used purely as a supervisory signal during the training. In \(LSL\) and \(L^3\), the utterance is provided as a ground-truth, using English language annotations or similar. However, in emergent communications, the utterance is generated, and is not pre-trained or given any other supervision. We thus modified the \(LSL\) code to enable end-to-end learning, without any supervised pre-training. The \(LSL\) code-base in addition adds data augmentation, which negatively samples data from other concepts. Thus we added also an option to disable this data augmentation. Other training hyper-parameters remained the same: learning took
Table 7: Comparison between TEXP and ShapeWorld datasets for emergent communications scenario. Each result is mean over 5 runs. ‘soft’ means Softmax, ‘gumb’ means Gumbel, ‘discr’ means sample from a Categorical distribution. ‘+aug’ denotes with data augmentation.

| Code    | Dataset    | Sampler | Code | Dataset | Sampler | Time (mins) | train acc | test_same acc | prec | rec | test_new acc | prec | rec |
|---------|------------|---------|------|---------|---------|-------------|-----------|---------------|------|-----|--------------|------|-----|
| LSL     | Shapeworld | soft    | 7    | 0.77    | 0.49    | 0.50        |           |               |      |     |              |      |     |
| LSL     | Shapeworld | soft    | 15   | 0.62    | 0.50    | 0.50        |           |               |      |     |              |      |     |
| LSL     | Shapeworld+aug | soft    | 2    | 0.51    | 0.50    | 0.50        |           |               |      |     |              |      |     |
| LSL     | Shapeworld+aug | soft    | 14   | 0.47    | 0.50    | 0.50        |           |               |      |     |              |      |     |
| ours    | Shapeworld | soft    | 5    | 0.69    | 0.53    | 0.01 0.06   | 0.7       | 0.52 0.01     | 0.07 0.6  |    |              |      |     |
| ours    | Shapeworld | gumb    | 4    | 0.57    | 0.51    | 0.01 0.01   | 0.7       | 0.52 0.01     | 0.01 0.6  |    |              |      |     |
| ours    | TEXREL    | soft    | 50   | 0.76    | 0.75    | 0.10 0.06   | 0.98      | 0.68 0.19     | 0.14 0.77 |    |              |      |     |
| ours    | TEXREL    | gumb    | 40   | 0.68    | 0.67    | 0.08 0.03   | 0.99      | 0.63 0.15     | 0.05 0.81 |    |              |      |     |

Figure 4: Comparison of training for LSL, L3 and our emergent communications referential task

Table 7: Comparison between TEXREL and ShapeWorld datasets for emergent communications scenario. Each result is mean over 5 runs. ‘soft’ means Softmax, ‘gumb’ means Gumbel, ‘discr’ means sample from a Categorical distribution. ‘+aug’ denotes with data augmentation.

Looking at the table, we can see that the results on Shapeworld dataset using both the LSL codebase, and our own codebase are very similar, and essentially at random chance. The problem is a binary prediction task, so accuracy 0.5 is at chance. In addition, topologic similarity, ρ is near zero. With data augmentation disabled, acc_train reaches about 80%, but test accuracy is low, so the model is over-fitting to the dataset. With data augmentation enabled, no overfitting occurs, but the model fails to learn to fit to the training set. Compared to this, using the TEXREL dataset, learning fares better. TEXREL still presents a challenging task, with mean accuracy even with soft intermediate utterances not rising above 0.75. However, TEXREL does succeed in learning the tasks somewhat, and we can see that the measure of compositionality, ρ is slightly higher than 0.

We hypothesize that TEXREL dataset enables stronger learning than Shapeworld because of the relative size of the training set, and because the TEXREL shapes are relatively convolutional-network friendly. TEXREL dataset is much bigger than the Shapeworld dataset: 100,000 training examples, each with 128 sender images and 128 receiver images, compared to 9,000 training examples, each with 5 sender images, and 1 receiver image for Shapeworld. The shapes in TEXREL are arguably more similar to textures than the Shapeworld shapes. The shapeworld shapes each have identical solid textures.

Interestingly, both the measure of compositionality (ρ), and the measure of expressivity (prec), were higher on ‘test_new’ than on ‘test_same’, even though the accuracy was slightly lower.

3.5 Search for effective sender and receiver architectures

We compare the send architectures and received architectures described in Tables 5 and 6 respectively. We first train the sender and receiver architectures
Table 8: Comparison of effect of sender and receiver architectures on acc<sub>val_same</sub> and acc<sub>val_new</sub> using TEXREL dataset. ‘col’ is Colors task, where n is the number of entities; ‘shp’ is Shapes task, ‘sc’ is shapes-colors task, and ‘rels’ is Relations task. In all cases, two distractor objects are added to each image. Each result is the mean over 5 runs. All runs are for 5 minutes elapsed. All models are independently, supervised; then we place the sender and receiver in series, and train end-to-end.

Table 8 (a) and (b) shows the results of training the sender architectures independently, supervised. Each result is the mean of 5 runs, and each run is for 5 minutes elapsed. The Prototypical sender and the StackedInputs model both learn most tasks effectively. We retain these two models for the end-to-end analysis. Interestingly, the simplest models, that is simply passing the feature planes through a CNN then use max pooling or average pooling are very effective. Prototypical model is identical to MaxPoolingCNN, except that negative examples are rejected, whereas MaxPoolingCNN uses all available images, and incorporates the label into the feature planes as an additional layer. Interestingly, Prototypical does slightly better than MaxPoolingCNN, even though it rejects half of the available images. This is perhaps partly because the training in this table is always for 5 minutes elapsed, rather than for a fixed number of steps, so the Prototypical model is exposed to more examples. In addition, perhaps it is easier for the model to learn on only positive examples, rather than to have to learn to interpret the additional label feature planes.

For the receiver models, Table 8 (c) and (d), Cosine, GatedAtt and AllPlaneAtt all learn the data effectively. AllPlaneAtt learns the relations data most effectively. We retain all three models for the end-to-end comparison. Interestingly, CCK entirely failed to learn, in the 5 minutes elapsed available to it. The Concat model also performed at chance.

Figure 9 shows a comparison of all pairs of sender and receiver architectures retained from the in-
| Sender          | Receiver       | Steps | Time (mins) | train acc | test_same acc | ρ | prec | rec | test_new acc | ρ | prec | rec |
|-----------------|----------------|-------|-------------|-----------|---------------|---|------|-----|--------------|---|------|-----|
| StackedInputs   | AllPlaneAtt    | 3k    | 11          | 0.53      | 0.52          | 0.02 | 0.96 | 0.53 | 0.04         | 0.04 | 0.63 |
| StackedInputs   | Cosine         | 16k   | 36          | 0.70      | **0.68**      | **0.09** | **0.05** | **0.97** | **0.65** | **0.16** | **0.05** | **0.69** |
| StackedInputs   | FeatPlaneAtt   | 14k   | 30          | 0.63      | 0.60          | 0.05 | 0.03 | 0.97 | 0.60         | 0.10 | 0.04 | 0.67 |
| Prototypical    | AllPlaneAtt    | 11k   | 30          | 0.67      | 0.63          | 0.06 | 0.02 | 0.98 | 0.57         | 0.11 | 0.04 | 0.80 |
| Prototypical    | Cosine         | 17k   | 40          | 0.68      | 0.67          | 0.08 | 0.03 | **0.99** | 0.63         | 0.15 | **0.05** | **0.81** |
| Prototypical    | FeatPlaneAtt   | 17k   | 40          | 0.66      | 0.65          | 0.07 | 0.02 | 0.98 | 0.60         | 0.13 | **0.05** | **0.77** |

Table 9: Comparison on end-to-end architectures. Each result is mean over 5 runs. Utterances are sampled from Gumbel distributions. The underlying task is Relations. Early stopping on acc_val_same.

dependent supervised sender and receiver model training earlier. This table trains until convergence, using early stopping on acc_val_same. Interestingly, when trained end-to-end, until convergence, AllPlaneAtt performs relatively poorly, even though it fitted best when trained supervised, and generalized well to test_new. The Cosine receiver performs consistently well, with both the StackedInputs sender, and the Prototypical Sender. The strongest pair of architectures was StackedInputs sender with Cosine receiver. However, the Prototypical sender with the Cosine receiver was also strong.

3.6 Effect of multi-task training

We wanted to investigate the extent to which multi-task training on simpler related tasks improves performance on a specific target task. Table 10 shows the results. The subtables are for acc_test_same, acc_test_new, ρ_test_same and ρ_test_new respectively. Within each table, the rows represent specific target tasks, and the columns are tasks that we use for multi-task training. We train to convergence, using early stopping on acc_val_same in all cases. ‘Col1,Col2’ denotes multi-task training with the Col1 and Col2 task, and similarly for ‘Tex1,Tex2’, and ‘TexCol1,TexCol2’. ‘all’ denotes multi-task training on all of ‘Col1, Col2, Col3, Tex1, Tex2, Tex3, TexCol1, Texcol2, TexCol3, Rel’. For all multi-task training tasks described so far, 2 distractor objects are always added to each image. ‘all, +0dists’ denotes that in addition images with 0 distractor objects are also added.

Looking at acc_test_new table, we can see that for Col3, none of the multi-task training approaches improves test_new accuracy. For Tex3, multi-task training on Tex1,Tex2 made the accuracy worse. However, surprisingly, multi-task training on TexCol tasks, whilst not improving the accuracy, did not hurt the accuracy. For TexCol3, and Rel, multi-task training on TexCol1,Texcol2 did improve the test_new accuracy by several percentage points. The ‘all’ and ‘all,+0 dists’ never improved test_new accuracy, and almost always harmed it.

Looking at acc_test_same, multi-task training with Col1,Col2, or with Tex1,Tex2 does improve the accuracy. However, as we saw, this accuracy boost did not generalize to acc_test_new.

Looking at ρ_test_new, here the multi-task training does appear to improve the measured compositionality. Multi-task training with Col1,Col2, or with Tex1,Tex2 always improved measured topographic similarity compositionality, across all tasks. Perhaps the multi-task training forces the model to be able to represent more underlying concepts, and thus needs to be able to represent the concepts in a more compositional way, in order to be able to memorize them effectively? This would not be unaligned with the accuracies not improving, since the pressure to learn more underlying concepts might make the task harder to learn, even though the resulting generated linguistic utterances show much stronger evidence of compositionality.

Note that whilst multi task training on ‘all’ did also boost ρ_test_new somewhat, the effect was not as great as using simply Col1,Col2 or Tex1,Tex2. We hypothesize that combining so many tasks together makes the task so challenging that the model fails to learn effectively. And indeed we can see in the acc_test_new tables that multi-task training on ‘all’ did lead to relatively poor acc_test_same and acc_test_new.

It looks overall like multi-task training can potentially lead to more compositional utterances. We leave to future work further investigation into the relationship between multi-task training, effective learning of the task, and highly compositional generated language.
Table 10: Effect of multitask training on accuracy and topographic similarity $\rho$. Rows are target tasks; and columns are multi-task training tasks. All are using 0 distractors, except ‘+0 dists’ adds in additional tasks with 0 distractors.
All runs use early stopping on acc

### 3.7 Effect of size of meaning space $M$ on metrics of compositionality

We hypothesized that increasing the number of attributes would increase compositionality, and thus increase $\rho$. To test this, we used datasets for color, shapes, and shape-colors, and varied both the number of entities in the hypothesis, and the number of possible attribute values. Figure 5 shows the results.

Interestingly, we can see that $\rho$ does not increase as we increase the number of entities or the number of attribute values (subfigures (a)-(c)). $\rho$ actually decreases, for all conditions. Further, for the case of a single entity, and 3 possible attribute values, both colors and shapes show a $\rho$ of 1.0, meaning perfectly compositional. We note that for the case of a single color or shape entity, given perfect training accuracy, $\rho$ will always be 1.0, even if utterances are drawn randomly for each possible shape or color. Therefore, the measurement of $\rho$ performs perhaps unintuitively at boundary conditions, and there might be an opportunity to find a variation, or alternative measure, of compositionality, that outputs zero for a single attribute value. As the number of attribute values increases, acc\textsubscript{val\_same} stays near perfect, at least up to 6-7 values, and yet we can see that $\rho$ falls. It is counter-intuitive that increasing the number of values would decrease underlying compositionality, and indeed acc\textsubscript{new\_acc} is consistently at chance, as we would expect. We hypothesize that increasing the number of values decreases $\rho$ for a single color entity and for a single shape entity because the distances between utterances for different colors is not constant across pairs of differing ground-truth hypotheses, whilst the distance between the pairs of ground-pair hypotheses is always 1, and therefore the Spearman’s rank correlation between the two sets of distances decreases from 1. Arguably, for a single entity, changing the number of attribute values does not change the underlying compositionality, since each utterance maps to a single attribute value, and thus $\rho$ changing is arguably not aligned with the underlying ground-truth compositionality, and there could be an opportunity to introduce a modified, or new, metric of compositionality that does not
Thus, there is a contradiction between creating alternative metrics of compositionality. We believe that this shows additional evidence by increases with task complexity, and that as measured by the compositionality as measured by $\rho$, which decreases with task complexity, and that as measured by $\rho_{val, new}$, which increases with task complexity. We believe that this shows additional evidence for further work on creating variations on $\rho$, or creating alternative metrics of compositionality.

Looking at $\rho_{val, new}$, we can see that increasing the number of values does improve $\rho_{val, new}$ sub-figures (j)-(l), in line with our intuition that increasing the number of values will increase compositionality. For Shapes and Colors, the increase becomes stronger as the number of entities in the underlying ground truth hypothesis increases. This is also in line with our hypothesis that increasing the number of attributes will increase compositionality, and despite $\rho_{val, same}$ actually decreasing with increasing complexity of the task, sub-figures (g)-(i). Thus, there is a contradiction between the compositionality as measured by $\rho$, which decreases with task complexity, and that as measured by $\rho_{val, new}$, which increases with task complexity. We believe that this shows additional evidence for further work on creating variations on $\rho$, or creating alternative metrics of compositionality.

Figure 5: Experiments on varying size of meaning space $\mathcal{M}$, using TEXREL; shaded areas are 95% confidence intervals, over 5 seeds. Each result is for 5k training steps.

Figure 6: Experiments on TRE based on [Andreas (2019)] section 7, using TEXREL. Each run is for 5k training steps. Each point represents the result of a single run.

3.8 Reproduction of TRE Section 7
Experiments using Non-Symbolic Input

As an example of using TEXREL to run experiments using symbolic data to use non-symbolic data, we reproduce experiments from section 7 of [Andreas (2019)]. We target the experiments that investigate the relationship between compositionality and generalization. Figure 6 (a) shows the relationship between TRE and generalization error, for 100 runs using a Relations dataset from TEXREL, drawn from 9 possible shapes and 9 possible colors. We can see that in line with Andreas’s results, that generalization error does decrease with lower TRE,
but that in addition acc\textsubscript{val,new} also decreases with decreasing TRE, Figure 6(b). These experiments ran in 17 hours, on a single 2080Ti GPU. Therefore the compact size of the images in TexREL allows for rapid, low-cost experimentation on non-symbolic image inputs.

As alluded to in Andreas (2019), we note that low TRE correlates with low precision, Figure 6(c). The general formula for TRE measures the reconstruction error for the utterances, given a ground-truth input. If all utterances are identical, then the TRE model can learn to ignore the ground-truth input, and always predict the same utterance, giving zero reconstruction error. We would argue that low values of TRE for low precision languages, that is languages with low expressivity, might not indicate high compositionality. We can see that the strongest predictor of generalization error is acc\textsubscript{val,same}, Figure 6(d): higher acc\textsubscript{val,same} accuracy leads to higher generalization error. We can see that higher acc\textsubscript{val,same} accuracy tends to correlate with higher acc\textsubscript{val,new}, Figure 6(e), but that the correlation coefficient is less than 1, so the absolute generalization error will tend to increase with acc\textsubscript{val,same}. Given that lower precision correlates with lower acc\textsubscript{val,same}, Figure 6(f), and that lower precision reduces TRE reconstruction error, and therefore the values of the TRE metric, we hypothesize that low TRE values might not be so much an indication of high compositionality so much as an indication of low precision, and thus lower acc\textsubscript{val,same}.

We propose a possible approach to correct TRE for low expressivity languages could be to simply divide the raw TRE score by the precision. We call this metric PTRE. Figure 6(g) shows a graph of generalization error vs PTRE. We can see that PTRE actually correlates negatively with generalization error: that is, lower values of PTRE correspond to larger generalization error. We hypothesize that this is because higher compositionality (lower PTRE) correlates with higher acc\textsubscript{val,same}, and thus higher generalization error. Interestingly, a graph comparing generalization error with topologic similarity shows no correlation at all, Figure 6(h). We leave further investigation of the relationship between TRE, PTRE, topologic similarity, and underlying ground-truth compositionality to future work.

4 Related Work

Our work relates primarily to Shapeworld, (Andreas et al., 2018), which is a dataset of images depicting relations between colored shapes. By comparison with Shapeworld, our work provides a significant larger dataset, and uses textures rather than solid filled shapes, which we would argue allows convolutional networks to learn faster on TexREL, and thus allowed faster experimentation.

Other datasets containing relations include CLEVR (Johnson et al., 2017) and CUB-200 (Welinder et al., 2010). CLEVR is a dataset of high-quality high-resolution 3-dimensional images, created using the Blender application (Blender Foundation, 2002) using ray-tracing; along with English language questions, and ground truth answers, which comprise a single English-language word, from a defined vocabulary. By comparison with our work, CLEVR images are much more beautiful, however might require significantly longer training time, since the images are higher resolution, and the objects cannot be recognized by texture alone. Note that CLEVR does incorporate some notion of texture, since objects can be either shiny metal, or matte rubber. CLEVR is a relatively large dataset, comprising 100,000 images, along with around 1 million associated questions. However, TexREL contains 100k examples, each having 256 images, for a total of about 2.5 million images: significantly larger. In addition, CLEVR targets the visual question-answering setting (‘VQA’), and does not clearly map to usage in emergent communications. We experimented with using the CLEVR code to create a dataset for emergent communications, but found that the ray-tracing generation process is relatively slow; and the resulting images are large, and slow to train on.

CUB-200 (Welinder et al., 2010) is a dataset of photos of birds, comprising 40-60 images for each of 200 species of birds. English-language annotations were created by Reed et al. (2016) using Amazon Mechanical Turk, which tasked workers with describing each image in detail, without reference to the class of bird itself. 10 descriptions are available per image. CUB200 along with the annotations from Reed et al. (2016) was used for example in Mu et al. (2020), where it was used as a meta-learning task. However it is not obviously usable for experimentation with meaning space characteristics in an emergent communications setting, since the ground-truth descriptions are free-form
text. Free-form text might not be easily usable in metrics such as topographic similarity and TRE. In addition, the dataset is relatively small, and agents in an emergent communications setting might overfit to training examples. Finally, the images are photos, and might need considerable training time in order for convolutional networks to form effective representations, which might slow down experimentation in an emergent communications setting.

Our work relates also to the earlier SHAPES dataset (Andreas et al., 2016). SHAPES dataset is similar to the Shapeworld dataset, in that it provides images of solid filled colored shapes. However, like CLEVR, it targets the VQA setting: for each image, English language questions are provided, along with a single binary yes/no response. The SHAPES dataset comprises 64 training images, along with 244 unique questions. By comparison with TexRel, the entire SHAPES training dataset contains four times fewer images than in a single training example from TexRel.

In the domain of emergent communications, there is a plethora of related datasets and tasks, which we can group primarily into: referential tasks, using images, similar to our own tasks; various complex dynamic scenarios, which are much more complicated than our own tasks; and symbolic tasks, which might be conceptually similar to our own tasks, but use symbolic input.

Looking at referential tasks in existing emergent communications papers, three examples are Lazariidou et al. (2018), Andreas et al. (2017), and Dagan et al. (2020). Lazariidou et al. (2018) uses a referential task on images of 3D shapes resting on a chequered plane. The images are higher resolution than TexRel, and therefore potentially slower to train. However, each image only contains a single colored object, of differing color and shape. There are no distractor objects, within each image. All objects have the same solid filled texture. There are a total of 4000 images, split across train and test. By comparison with TexRel, the concepts being communicated by the agents are significantly simpler, i.e. a single color and shape, and the dataset is much smaller. The absence of distractor objects within each image potentially might lead to the agent using simpler strategies than we would like, e.g. only communicating the color, and not the shape. Andreas et al. (2017) uses the CUB-200 dataset we mentioned earlier. Dagan et al. (2020) uses a modified version of the SHAPES dataset.

(Dagan et al., 2020) creates a dataset having 80k training examples, which is similar to TexRel in number of training examples. However, each example comprises a single colored shape, without distractor objects, so the task is potentially much simpler than our own tasks.

As far as more complex dynamic emergent communications scenarios, some examples are the Driving task from Andreas et al. (2017), the Traffic Junction task and the Combat task from Sukhbaatar et al. (2016), and Mordatch and Abbeel (2018). These tasks take place in dynamic 2D game worlds, which might be challenging for the agent to learn. Whilst these tasks are exciting and interesting, given the complex dynamic nature of these tasks, from the point of view of investigation into the generated language, the tasks might be difficult to reason over. Credit assignment to different aspects of the task for aspects of the resulting language might be challenging. For example, it might be unclear what attributes are being communicated by an agent at each time step. We believe that it might be interesting in a first time to experiment with more restricted supervised datasets, where we have close control over the attributes that the agents need to communicate.

Examples of emergent communications works using symbolic input include Kottur et al. (2017), Lowe et al. (2019), Ren et al. (2020), Li and Bowling (2019), Slowik et al. (2020), and Andreas (2019). Kottur et al. (2017) uses symbolic representations of shapes, colors and styles, in a multi-turn referential task setting. Lowe et al. (2019) uses matrix communication games to investigate aspects of emergent communications. Matrix communication games are a generalization of games such as the Prisoner’s Dilemma (Sally, 1995) to randomly generated pay-off matrices. Ren et al. (2020), Li and Bowling (2019) and Andreas (2019) use a referential task with symbolic inputs, similar to Kottur et al. (2017). Lastly, Slowik et al. (2020) uses a referential task for symbolic inputs comprising hierarchical concepts. We hypothesize that these works used symbolic inputs because it is the most computationally efficient approach. However, for the investigation of the form of emergent languages, including analysis of compositionality, we believe that it might be interesting to run experiments such as these using non-symbolic input, so that it is clear the compositional output is not simply a reflection of the compositional symbolic
input. In our own work, we carried out a case study of using TEXREL to reproduce section 7 of Andreas(2019). The entire section 7 experimentation ran on a single consumer NVIDIA 2080Ti GPU in just over a day, which we feel might be a relatively modest training budget. We hope that the creation of TEXREL might provide one additional possible option for future works which could take advantage of computationally efficient training, on non-symbolic inputs.

5 Conclusion

We have presented TEXREL a dataset targeted at fast, green experimentation for emergent communication. TEXREL provides a number of challenging tasks, such as relations learning, and with tight negatives, to minimize any tendency for agents to find ‘short-cuts’. The dataset images are relatively low-resolution, by using textures rather than solid outline shapes, to differentiate between different objects. We provided extensive experimentation on TEXREL. We compared TEXREL with an alternative relations dataset, ‘Shapeworld’, and showed that in an emergent communications scenario TEXREL led to rapid learning, whilst being a challenging task, performing nevertheless far from 100% accuracy. We experimented with different sender and receiver model architectures, finding that StackedInputs and Prototypical sender worked well; and for the receiver, and Cosine receiver worked well as a receiver model. For multi-task learning, we found that adding in additional tasks whilst training on specific target task did not tend to improve the accuracy, however it did show marked improvement in the measured topological rho compositionality metric. We carried out an experiment on the extent to which increasing the size of the meaning space led to higher compositionality. Surprisingly we found that this was not the case. We hypothesized that topological similarity decreasing with the size of the meaning space might reflect a limitation of the use of topological similarity to measure underlying compositionality more than that the increasing meaning space actually decreases underlying ground-truth compositionality. Lastly, we carried out a case-study of replacing a symbolic dataset in an existing work with the TEXREL dataset. We found that the entire experiment could could be run on a single consumer GPU, using TEXREL, in less than a day.

We hope that TEXREL can provide a helpful experimental playground that is an alternative to using symbolic data, and that allows for fast, green experimentation on emergent communications.
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