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Abstract. We provide an explicit description of the Poincaré dual of each generator of the rational cohomology ring of the $SU(2)$ character variety for a genus $g$ surface with central extension — equivalently, that of the moduli space of stable holomorphic bundles of rank 2 and odd degree.

1. Introduction

The goal of this note is to take a deeper look at some known methods of calculating homological duals of the generators of the rational cohomology ring of the $SU(2)$ character variety of a Riemann surface, which is related by the Riemann-Hilbert correspondence and the Narasimhan-Seshadri Theorem [9] to the moduli space of stable bundles of rank 2 on the same Riemann surface. After reviewing the structure of the cohomology ring, we examine methods of systematically identifying the Poincaré duals of each of its three families of generators. It is worth mentioning that certain well-known results are included and proven or sketched for completeness and to better motivate arguments in later parts of the paper, with due reference.

For each of the three families of generators in question, we provide a method for calculating its Poincaré dual. The dual of the degree two generator is presented as the zero section of a particular line bundle, whose existence and construction is well known. The duals of the degree three generators follow from a simple topological operation. Finally, we show that the degree four generator may be represented by the Euler class of a bundle over the moduli space, and state how to represent the dual to this class. We finish by demonstrating how to calculate the Poincaré duals using Euler classes in general.

2. Generators of the Cohomology Ring

This section is a review of known facts and properties regarding the rational cohomology ring of $M_g(n,d)$, the moduli space of stable holomorphic rank $n$, degree $d$ vector bundles with fixed determinant and $n$ coprime to $d$ over a smooth, compact, connected genus $g$ Riemann surface $\Sigma$. The generators of this ring were known to Newstead [10], with relations between generators having been known since the seminal paper of Atiyah and Bott [1]; see also [11]. Explicit knowledge of the Betti numbers of the ring dates even earlier, cf. Newstead [12] and Harder and Narasimhan [5].
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For our purposes, we will use the homeomorphism furnished by Narasimhan-Seshadri and redefine $M_g(n,d)$ to be the space of representations of $\pi_1(\Sigma)$ into $SU(n)$, up to conjugation. While this space is not complex-analytically isomorphic to the moduli space of bundles, the two spaces have the same cohomology ring. Now we pick loops

$$a_1, \ldots, a_g, b_1, \ldots, b_g$$

in $\Sigma$ which generate the fundamental group of $\Sigma$ in the usual way. This is the group

$$\pi_1(\Sigma) = \langle a_1, \ldots, a_g, b_1, \ldots, b_g | \prod_{j=1}^g [a_j, b_j] = 1 \rangle.$$

From now on we restrict to $n = 2$ and $d = 1$ and so for economy we will write $M_g := M_g(2,1)$.

We then wish to look at representations $\rho : \pi_1(\Sigma) \to (SU(2))^{2g}$ which send each generator of $\pi_1(\Sigma)$ to an element of $SU(2)$. Denote these representations by $A_i = \rho(a_i), B_i = \rho(b_i)$. These are subject to the relation

$$\prod_{j=1}^g [A_j, B_j] = I.$$

If we remove a small disk $D$ from $\Sigma$, then this relation no longer holds on $\Sigma \setminus D$, and we simply have the free group on $2g$ generators. Now, fix $G = SU(2)$ and consider the map

$$\mu : (SU(2))^{2g} \to SU(2)$$

$$\mu : (A_1, \ldots, A_g, B_1, \ldots, B_g) \mapsto \prod_{j=1}^g [A_j, B_j].$$

It can be shown that

$$(1) \quad M_g := \mu^{-1}(-I) \subset (SU(2))^{2g}$$

is a smooth submanifold of $(SU(2))^{2g}$ with real dimension $6g - 3$, as $-I$ is a regular value of $\mu$. Elements of $M_g$ can be seen as representations of $\pi_1(\Sigma)$ having holonomy $-I$ around $\partial D$. We then pass to the associated vector bundle and mod out by the action of $SU(2)/\{\pm I\} = SO(3)$, thereby recovering $M_g$.

**Proposition 2.1.** The above action is free.

**Proof.** Let $\phi = \prod_{j=1}^g [A_j, B_j]$. Suppose $H$ is a subgroup of $SU(2)$ larger than the center, and is the stabilizer of a point $(A, B)$ in $\phi^{-1}(c)$, where $c = -I$ is the generator of the center of $SU(2)$. Here, $(A, B) = (A_1, \ldots, A_g, B_1, \ldots, B_g)$ are representations of $\pi_1(\Sigma)$ into $SU(2)$. By assumption $(A, B) \in Z(H)$ which commutes with $H$. This means that $\phi(A, B)$ is in the commutator subgroup $[Z(H), Z(H)]$, which is the identity, but we had assumed $c$ was not the identity. This is a contradiction. \qed
The following is now immediate:

**Corollary 2.1.** The moduli space $\mathcal{M}_g = M_g/\text{SO}(3)$ is a smooth manifold of real dimension $6g - 6$.

Now, if $U$ is the universal bundle over $\mathcal{M}_g \times \Sigma$ and if parentheses denote the slant product

$$(\ , ) : H^N(\Sigma \times \mathcal{M}_g(n, d)) \times H_j(\Sigma) \rightarrow H^{N-j}(\mathcal{M}_g(n, d)),$$

then the generators of the cohomology ring $H^*(\mathcal{M}_g(n, d))$ for $2 \leq r \leq n$ are

$$f_r = ([\Sigma], c_r(U))$$
$$b_j^r = (\alpha_j, c_r(U))$$
$$a_r = (p, c_r(U)),$$

where $[\Sigma] \in H_2(\Sigma)$, $\alpha_j \in H_1(\Sigma)$ are the $2g$ cycles arising from the generators of $\pi_1(\Sigma)$, and $p$ is a point which provides a generator of $H_0(\Sigma)$. Here, $c_r$ is the $r$-th Chern class. These homology classes form a basis of $H_2(\Sigma)$ and $H_1(\Sigma)$ respectively.

In specializing to $\mathcal{M}_g = \mathcal{M}_g(2, 1)$, the generators take the form

$$a \in H^4(\mathcal{M}_g)$$
$$b_j \in H^3(\mathcal{M}_g) \ (1 \leq j \leq 2g)$$
$$f \in H^2(\mathcal{M}_g).$$

Here the classes $b_j$ are associated to a choice of a basis for $H^1(\Sigma, \mathbb{Z})$, chosen so that $b_k$ and $b_{k+g}$ (for all $1 \leq k \leq g$) satisfy that their cup product $b_k \cup b_{k+g}$ is a chosen generator of $H^2(\Sigma, \mathbb{Z})$ corresponding to the orientation of $\Sigma$, and the cup product of $b_k$ with $b_j$ is 0 whenever $j \neq k + g$.

We will now describe intersection pairings — in other words, polynomials in these generators, evaluated on the fundamental class $[\mathcal{M}_g]$. Thaddeus shows in [14] (equation 25, p. 144) that the only potentially nonzero intersection pairings are those of the form

$$(a^m f^n \gamma_{i_1} \gamma_{i_2} \ldots \gamma_{i_p}) [\mathcal{M}_g],$$

where $1 \leq i_1 < i_2 < \ldots < i_p$. Here, we have defined $\gamma_i = b_i b_{i+g}$ for $1 \leq i \leq g$, and require that

$$m + 2n + 3p = 3g - 3.$$  

In [14] (after their equation (25), which is (2) in our paper), Thaddeus writes: “Actually, the value of (25) is independent of the choice of $i_j$. This follows from a diffeomorphism argument ... because any permutation of the handles ... can be realized by a diffeomorphism.”
We define
\[ \gamma = 2 \sum_{k=1}^{g} \gamma_k. \]

The following fact is relevant:

**Proposition 2.2.** ([14], Proposition 24): The value of
\[ a^m f^n \prod_{i=1}^{2g} (b_i)^{p_i}[M_g] \]
is 0 unless all the exponents \( p_i \) appear in pairs \( p_i = p_{i+g} \) and either \( p_i = 0 \) or \( p_i = 1 \).

**Proof.** We start by showing that the quantity in question is zero unless:
1. \( p_i \leq 1 \) for all \( i \);
2. \( p_j = p_{j+g} \) (and so these values must be either 0 or 1).

To prove the first claim, we observe that the\( b_i \) are classes of odd degree so\( (b_i)^2 = 0 \).

To prove the second claim, we proceed as follows. Suppose \( p_i = p_{i+g} = 1 \) (in other words one of the indices is 0 and the other is 1). If we introduce an orientation-preserving diffeomorphism \( \psi \) on \( \Sigma \), an isomorphism on cohomology will be induced, and so \( \psi^* a = a \) and \( \psi^* f = f \), but also \( \psi^* b_i = b_i \) and \( \psi^* b_{i+g} = b_{i+g} \) while \( \psi^* b_j = b_j \) for all the rest. (A half twist of the surface around one loop will suffice.) By naturality with respect to \( \psi \), it follows that
\[ a^m f^n \prod_{i} (b_i)^{p_i}[M_g] = -a^m f^n \prod_{i} (b_i)^{p_i}[M_g] = 0. \]

\[ \square \]

**Remark 2.1.** We note that the factors \( 2^g g! \) appear in the formulas for the intersection pairings. This follows from the fact that \( \gamma / 2 \) is a sum of \( g \) terms \( b_i b_{i+g} \) as \( i \) runs from 1 to \( g \). As we proved above, when computing intersection pairings involving powers of \( \gamma \), we expand the product \( \gamma^n \) and the only terms that contribute are those where each factor \( b_i b_{i+g} \) appears at most once in the product. Any terms where this factor appears more than once contribute zero (as the degree of \( b_j \) is odd and so it squares to 0).

It follows that in the expansion of \( \gamma^n \) there are \( 2^g \binom{g}{p} \) terms, and all of these terms contribute the same amount to the sum.

**Theorem 2.1.** ([14], Proposition 26):
(a) Let \( \eta_i : M_{g-1} \rightarrow M_g \) be the map induced by a map from \( \Sigma_g \) to \( \Sigma_{g-1} \) which collapses the \( i \)-th handle to a point.

The image of \( M_{g-1} \) under \( \eta_i \) is Poincaré dual to the class \( \gamma_i \in H^6(M_g) \).

(b) Furthermore, we have
\[ a^m f^n \gamma^p[M_g] = 2g a^m f^n \gamma^{p-1}[M_{g-1}]. \]

**Proof.** First we prove part (a). Recall that \( M_g \) was defined in [11]. Fix an element of \( M_{g-1} \) of the form
\[ (A_1, ..., A_{i-1}, A_{i+1}, ..., A_g, A_{g+1}, ..., A_{2g-2}), \]
and define a map 
\[ \tau_i : SU(2) \to M_g \]
by 
\[ \tau_i : C \mapsto (A_1, \ldots, A_{i-1}, C, A_{i+1}, \ldots, A_g, A_{i+g-1}, C^{-1}, A_{i+g}, \ldots, A_{2g-2}), \]
which serves as a right inverse for the projection map \( \pi_i : M_g \to SU(2) \) to the \( i \)-th component (for \( 1 \leq i \leq g \)). Likewise there is a right inverse to the projection map \( \pi_{i+g} \). Hence, if we pull back the cohomology classes \( b_i \) by \( \pi_i \) and also pull back \( b_{i+g} \) by \( \pi_{i+g} \), we will get indivisible cohomology classes in \( M_g \) Poincaré dual to the homology cycles \( \pi_i^{-1}(I) \) and \( \pi_{i+g}^{-1}(I) \) of \( M_g \), denoted respectively by 
\[ \chi_i, \chi_{i+g} \in H^3(M_g, \mathbb{Z}). \]
If we denote the quotient map by \( q : M_g \to \mathcal{M}_g \), we then claim that 
\[ \chi_i = q^*(b_i), \quad \chi_{i+g} = q^*(b_{i+g}) \]
for \( \psi_i \in H^3(\mathcal{M}_g) \), up to a sign (which turns out to be unimportant). This claim can be proved by assuming \( \chi_i = q^*(\hat{b}_i) \) for some indivisible \( \hat{b}_i \in H^3(M_g, \mathbb{Z}) \). This \( \hat{b}_i \) is indeed unique, and the only classes invariant under \( f^* \) for all diffeomorphisms \( f : \Sigma \to \Sigma \) are integer multiples of \( b_i \). By the indivisibility of \( \hat{b}_i \) and \( b_i \), we can in fact conclude that \( \hat{b}_i = \pm b_i \) which implies \( \chi_i = \pm q^*(b_i) \).

The proof of part (b) is immediate from part (a) by definition of Poincaré duality. \( \square \)

**Remark 2.2.** It follows from (4) that all intersection pairings will be known if we consider those intersection pairings of the form
\[ a^m f^n [\mathcal{M}_g]. \]
Thaddeus gives a formula for these intersection pairings using the Verlinde formula, a formula for the dimension of the space of holomorphic sections of complex line bundles over \( \mathcal{M}_g \), writing the Riemann-Roch formula in terms of the classes \( a \) and \( f \) (\cite{11}, equation (29)): 
\[ a^m f^n [\mathcal{M}_g] = (-1)^{g-1} \frac{m!}{(m-g+1)!} 2^{2g-2} (2^{m-g+1} - 2) B_{m-g+1} \]
where \( B_j \) is the \( j \)-th Bernoulli number.

**Remark 2.3.** We observe finally that when \( g = 2 \) we have that Theorem 2.1 (b) (in other words, the second part of Thaddeus, Proposition 26) reduces to the fact that \( \gamma_j[\mathcal{M}_2] \) is the number of points in \( \mathcal{M}_1 \) (for \( j = 1, 2 \)) and hence \( \gamma[\mathcal{M}_2] \) is 4 times the number of points in \( \mathcal{M}_1 \). In turn, \( \mathcal{M}_1 \) may be identified with
\[ \{(x, y) \in SU(2) \times SU(2) \mid xyx^{-1}y^{-1} = -I\}/SU(2) \]
where the SU(2) action is conjugation. The quotient has a single orbit, represented by
\[ x = \begin{bmatrix} i & 0 \\ 0 & -i \end{bmatrix}, \quad y = \begin{bmatrix} 0 & i \\ i & 0 \end{bmatrix}. \]
It follows that
\[ \gamma_j[M_2] = 1 \quad (j = 1, 2) \]
and
\[ \gamma[M_2] = 4. \]

3. Poincaré Duals of Generators

Now that we have in place a complete set of generators for \( H^*(\mathcal{M}_g) \), we would like to introduce systematic techniques for calculating the Poincaré duals of these generators.

3.1. Degree Two Generators.

The first generator of \( H^*(\mathcal{M}_g) \) for which we would like to find its Poincaré dual is \( f \in H^2(\mathcal{M}_g) \). This generator is of particular interest: under an appropriate normalization, it represents the cohomology class of the symplectic form on \( \mathcal{M}_g \).

The details of this normalization can be found in [7], for example. The method of calculating the dual of this generator is via the zero section of a prequantum line bundle.

**Definition 3.1.** Let \((M, \omega)\) be a symplectic manifold. A prequantum line bundle with connection on \((M, w)\) is a complex line bundle \( L \to M \) equipped with a connection \( \nabla \) for which the curvature \( F_\nabla = \omega \).

The Poincaré dual of \( \omega \) may then be identified as the zero locus of a section into \( L \). It is worth noting here that all line bundles over \( \mathcal{M}_g \) are simply powers of \( L \). This was proven in [3].

A construction of the prequantum line bundle can be found in [13], and is expanded on in [8]. The authors of [13] construct this bundle in detail, and discuss sections of it. In [8] it is shown this line bundle has degree 1 when \( \Sigma \) has genus 1, and its connection to the symplectic form is elaborated on. Both these papers make the hypothesis that they are considering flat connections on a trivial bundle over a 2-manifold. This is the case where the degree \( d \) of the bundle is 0, not the case where the rank and degree are coprime.

We now describe an analogous situation where the Poincaré duals of degree two classes can be identified explicitly. In [15], Weitsman makes use of the fact that some degree two cohomology classes are Poincaré dual to the zero loci of sections of line bundles to explicitly construct the intersection of a number of such vanishing cycles and show that it is empty. Specifically, Weitsman studies spaces \( S_g(t_1, \ldots, t_N) \) of conjugacy classes of flat SU(2) connections over surfaces with \( N \) boundary components where the holonomy of the connections over each boundary component is...
constrained to a constant value (the trace of the holonomy around the \( m \)-th boundary component is \( 2 \cos(\pi t_m) \) for all \( m = 1, \ldots, N \)). The author constructs circle bundles \( V^m_g(t_1, \ldots, t_n) \) over \( S_g(t_1, \ldots, t_N) \) and identifies their Poincaré duals (see \cite{15}, Proposition 3.7). By geometric arguments he is able to show that sufficiently high intersections of sufficiently many of these Poincaré duals are empty. By this means he gives a proof of an analogue of the conjecture of Newstead \cite{10} according to which \( a^g = 0 \), where \( a \) is the degree 4 generator described above.

This argument is adapted by Gamse and Weitsman \cite{4} to show vanishing of intersections of powers of suitable cycles. This article generalizes the techniques of \cite{15} to \( SU(n) \). It gives a concise summary of the main argument of \cite{15}. We specialize to \( SU(2) \), and restrict to a surface with one boundary component where the holonomy around the boundary component is \( t \in SU(2) \), where \( t \) is assumed not to be in the center \( \{ \pm I \} \). Gamse and Weitsman define a section which takes a connection to the off-diagonal part of the \( m \)-th matrix \( A_m \) in \((A_1, \ldots, A_g, B_1, \ldots, B_g)\). The Poincaré dual of the first Chern class of a line bundle they define is the zero locus of this section. This Poincaré dual consists of the connections for which the \( m \)-th matrix is in the maximal torus (in other words, it is diagonal). The authors find that if sufficiently many of these zero loci have nonempty intersection, it follows that

\[
\prod_{i=1}^g [A_i, B_i] = I,
\]

which is a contradiction since it is assumed that

\[
\prod_{i=1}^g [A_i, B_i] = t
\]

where \( t \neq I \) is an element of \( SU(2) \).

3.2. Degree Three Generators.

To construct the Poincaré duals of \( b_1, \ldots, b_{2g} \in H^3(M_g) \), we first note that the \( b_1, \ldots, b_{2g} \) are integral generators of \( H^3(M_g, \mathbb{Z}) \). We find the Poincaré duals of these generators by working in the space of representations of \( \pi_1(\Sigma) \) considered in section 2, which is denoted by \( M_g \).

In this setting, we can consider the operation of collapsing the \( i \)-th handle of the orientable 2-manifold to a point. This induces an embedding

\[\eta_i : M_{g-1} \hookrightarrow M_g\]

of a lower genus moduli space into our original moduli space. More precisely, this embedding is the result of setting two of the generators of the fundamental group to the identity in \( M_g \). If we define \( \pi_i \) to be the restriction of \((SU(2))^{2g}\) to \( M_g \) and projecting onto the \( i \)-th component, then this becomes

\[\eta_i(M_{g-1}) = (\pi_i^{-1}(I) \cap \pi_{i+g}^{-1}(I))/SO(3)\]

We have \( \dim_{\mathbb{R}}(M_g) = 6g - 6 \), and thus \( M_{g-1} \) will have real codimension 6. We are now in a position to construct its Poincaré dual, which was the content of Theorem 2.1 (a) proved above. That result is due to Michael Thaddeus \cite{14}.
In the proof of Theorem 2.1(a) given above, it is shown that the Poincaré dual of the class $b_j$ pulls back under the quotient map $q : M_g \to M_g$ to the cycle $\pi_j^{-1}(I) \subset M_g$, where $\pi_j$ is the projection to the $j$-th copy of $SU(2)$.

3.3. Degree Four Generators.

Finally, we wish to study the Poincaré dual of the degree four generator $a \in H^4(M_g)$.

On our moduli space $M_g$, we may define characteristic classes of the restriction of the universal bundle $U$ over $M_g \times \Sigma$ to $M_g \times \{p\}$, where $p \in \Sigma$ is a point.

The class $a$ is the Euler class of the restriction of $U$ to $M_g \times \{p\}$. The Euler class of a rank 2 vector bundle is the same as the second Chern class. Then, we have from [2].

**Proposition 3.1.** The Poincaré dual of the Euler class of a vector bundle $E \to M$ over an oriented manifold $M$ is the submanifold which is a zero section of $E$.

So the Poincaré dual of the degree four generator $a$ is the zero locus of a section of the bundle $U$ restricted to $M_g \times \{p\}$.

4. Non-compact Analogue

A natural question is how this extends to the non-compact setting, that is, to $SL(2, \mathbb{C})$. Here, the character variety itself is non-compact and is diffeomorphic to the moduli space of rank 2 stable Higgs bundles via nonabelian Hodge theory. The generators of this moduli space are identified in [6]. In future work, we will consider the problem of explicitly calculating homological duals for these generators.
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