CARELESS: A VARIATIONAL BAYESIAN MODEL FOR MERGING X-ray DIFFRACTION DATA
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ABSTRACT

The primary data in X-ray diffraction experiments are images which contain bright spots known as reflections. In order to compute the electron density of the crystal which yields these reflections, the intensity of each reflection must be estimated. Redundant observations must be parsimoniously reduced to a set of summary intensities and corresponding error estimates. This task is confounded by a range of systematic effects leading to equivalent reflections being expressed on different scales. Here, we present a modern Bayesian solution to this problem, Careless, which uses deep learning and variational inference to simultaneously merge and scale reflection observations. We successfully apply this method to conventional monochromatic X-ray diffraction data, polychromatic diffraction data, and finally X-ray free-electron laser data. Thereby, we find that this single model is generally applicable to many types of X-ray diffraction experiments.

Keywords X-ray crystallography · Variational inference · Deep learning

1 Introduction

In an X-ray diffraction experiment, the electrons of a molecular crystal scatter X-rays, yielding patterns of constructive interference recorded on an X-ray detector. The resulting images contain discrete spots, or reflections, with intensities proportional to the squares of the amplitudes of the corresponding Fourier components, or structure factors, of the electron density in the crystal. Each structure factor reports on a specific 3D direction and spatial frequency, indexed by triplets of discrete Miller indices. Estimates of the amplitudes and phases of these structure factors allow one to reconstruct the 3D electron density in the crystal by Fourier synthesis. Based on these principles, X-ray diffraction has revolutionized our understanding of the molecular basis of life over the past 60 years.

Recent advances in X-ray diffraction now enable direct visualization of biomolecules in action, imaged by short X-ray pulses generated at synchrotrons and X-ray Free-Electron Lasers (XFELs). Full realization of the promise of these methods requires very accurate measurement of the often small changes in structure factor amplitudes that result from conformational change. In addition, the conditions of these new time-resolved experiments are complex and rapidly evolving—including the use of polychromatic X-ray beams, new detectors, new methods for sample delivery, and a range of perturbation methods. Spurred on by these challenges, we here introduce a new approach to accurately scale
Figure 1: Classical crystallographic data reduction. (a) X-rays diffracted from a crystal are collected. In indexing, the Miller index of each spot is assigned after finding approximate unit cell dimensions and crystal orientation. Geometric parameters are refined, minimizing the mismatch between predicted (blue circles) and observed (red) spot centroids. The total X-ray intensity is integrated over predicted spot pixels (red box), and background is estimated based on surrounding pixels. (b) Scaling corrects effects of various physical factors, followed by weighted averaging of corrected intensities. French-Wilson scaling then yields positive estimates.

and merge X-ray reflections in order to extract such subtle structural signals. We refer to this approach as careless, in homage to earlier methods[1]. careless is based on variational inference, making it highly flexible in terms of its physical and statistical model, and providing a unifying statistical treatment of XFEL and synchrotron data, both polychromatic.

Conversion of diffraction images to a non-redundant set of structure factor amplitudes—a process known as data reduction—involves sequential application of a series of algorithms (Fig. 1a). First, during indexing, the orientation of the crystal lattice is determined, starting from a subset of strong reflections in each image, mapping each observed reflection to a Miller index. Next, in geometry refinement the mismatch between predicted and observed reflection centroids is minimized by optimizing estimates of detector position, tilt, beam center, crystal unit cell parameters, goniometer rotation axis, and other geometric parameters. In integration, the intensities of the reflections are then estimated, either by summing the pixel values in a region around the predicted spot centroid or by fitting a profile model to each reflection. In either case the region around a reflection can be used to estimate the background contribution from X rays resulting from other processes, such as inelastic scatter and scatter by sample mounts, bulk liquid, or air. This background is typically subtracted from the raw integrated intensity to yield the intensity estimate associated with each predicted reflection.

At this point, the integrated intensities need to be converted into structure factor amplitudes (Fig. 1b). Traditionally this is done in three steps. In scaling, scale parameters are learned per image to account for beam intensity fluctuations, crystal disorder, radiation damage, sample absorption, and any other effects which may vary systematically throughout a diffraction experiment. The parameters are applied to each reflection to yield scaled intensities. At this point, the data still contain many redundant observations for each Miller index. In merging, equivalent observations are merged by a weighted summation. The weighted summation relies on the assumption that the errors affiliated with each reflection observation are normally distributed. This works well if the errors in the observations are dominated by photon counting statistics or other random additive errors, but is sensitive to outliers. In French-Wilson scaling, the merged intensities are then “corrected” because they can be negative, resulting from random fluctuations and errors in the estimated intensity of reflections and background, inconsistent with the reflection intensities being proportional to squared structure factor amplitudes, and therefore positive.

This last step follows a Bayesian argument: structure factor amplitudes are positive and can, under simple assumptions, be expected to follow the so-called Wilson distribution [2]. In a Bayesian sense, the Wilson distribution can serve as a precise prior probability distribution, or prior, which can be combined with a statistical model of the true intensity given the observed merged intensity to yield a posterior probability distribution, or posterior, of the true merged intensity, or squared structure factor amplitude, which is guaranteed to be positive. The Wilson distributions are parameterized by the mean intensity, \( \Sigma \). In an ideal crystal this mean intensity would be a simple constant. In real crystals, \( \Sigma \) cannot be taken as constant across all reflections. In particular crystal disorder often manifests as a resolution-dependent decrease in mean intensity. The Bayesian routine introduced by French & Wilson first estimates \( \Sigma \) per resolution shell in
Figure 2: (a) General graphical model for merging X-ray data showing the statistical dependencies between the random variables underlying the reflections observed in the data. Observed intensities, $I_{h,i}$, for image $i$ and Miller index $h$ are dependent on the structure factor, $F_h$, and the scale factor, $\Sigma$. (b) The general parameterization underlying the graph in panel (a). $\Sigma$ and $F_h$ are drawn from unspecified prior distributions. $I_{h,i}$ is drawn from a family likelihood distribution centered at $F_h^2 \Sigma_{h,i}$ with empirical standard deviation $\sigma_{I_{h,i}}$. (c) The joint probability for a data set can be factorized over all variables in the graph.

The merging of X-ray data can be abstractly expressed by a probabilistic graphical model. The most general form of this model is illustrated in Figure 2. This graph represents a statistical model which predicts the observed intensities $I_{h,i}$ for Miller index $h$ in image $i$ in the data set from structure factor amplitudes $F_h$ and scale factors $\Sigma$, which must both be estimated. The structure factor amplitudes can be reasonably considered statistically independent across Miller indices. However, most contributions to scale factors vary slowly across the data set and are best accounted for using a global parameterization.

As uncertainty estimates, $\sigma_{I_{h,i}}$, are usually available for each intensity observation, the elements of the graph can be parameterized as in Figure 2 with $\mathcal{L}$ corresponding to a suitable error distribution. careless implements several choices of error distribution and structure factor prior distributions $P(F_h)$.

The goal of merging is to estimate the posterior distributions over structure factors, $P(F_h|I_{h,i}, \sigma_{I_{h,i}})$. Exact inference of this model presents two major obstacles. First, the posterior over structure factor amplitudes is high dimensional. Typically tens to hundreds of thousands of structure factor amplitudes need to be estimated to produce a high-resolution structure of a biomolecular crystal. Exact inference of such a high-dimensional posterior distribution is beyond the scope of routine computing. Instead, we will address this by variational inference, as described in the next section. Second, there is no obvious choice of prior distribution on scale factors, $P(\Sigma)$, which is a prerequisite for exact inference. Indeed, the appropriate form and parameters of the scale factor prior distribution depends heavily on the particulars of the experiment which vary between facilities and samples. Fortunately, the success of crystallographic scaling models suggests that estimation of a scale function is well posed for each particular data set. Therefore, careless neglects...
to impose a prior distribution, \( P(\Sigma) \). Variational methods for approximate inference readily admit such parameters, allowing them to “float” by maximum likelihood in the absence of explicit prior distributions.

### 2.2 The Careless Parameterization

At heart, careless is based on a probabilistic forward model of X-ray diffraction: a stochastic description of how the data are generated. Such a forward calculation is not constrained by whether the inverse calculation is analytically tractable, and can include both explicit physics calculations and machine learning concepts. Careless learns two objects, the first of which is a bank of merged structure factor amplitudes and corresponding uncertainties. The second is a scale function that ingests metadata about each reflection observation and outputs the appropriate scale factor distribution for an observation. For example, these metadata may include information such as position on the detector, reflection resolution, goniometer rotation angle, or the observed Miller index of the reflection. The software can leverage any information about the observation which might be useful in determining the appropriate scale. The particular parameterization of the scale function used in careless is a deep, fully connected neural network, but other models can be implemented. careless then uses the scale function, reflection metadata, and structure factors to predict an intensity for each reflection observation in the data set. The scale function is learned such that the predictions match the data as best as possible while imposing a prior distribution on the structure factors. In careless, the intensity, \( I_{h,i} \), corresponding to Miller index \( h \) and image \( i \) must have an empirical error estimate, \( \sigma_{I_{h,i}} \). Each reflection observation must be associated with a metadata vector, \( m_{h,i} \in \mathbb{R}^d \). The metadata are standardized by careless to stabilize the optimization. The graphical model implemented in careless, parameterizes the scale factors \( \Sigma \) in the general model (Figure 2) by a neural network, \( NN_w \), with weights denoted by \( w \) which takes as input the metadata vectors. With some abuse of notation, the model is schematized in a graphical model in Figure 3a.

During training, careless attempts to estimate posterior distribution over structure factor amplitudes corresponding to each non-redundant Miller index observed in the experiment. To do so, the model relies on variational inference\[3, 4\]. In this approach, the exact density of the joint posterior distribution is not determined, as in, for example, Markov Chain Monte Carlo sampling. Instead, the shape is assumed. By default, the assumed posterior for the scale factors are normal distributions with means and variances dictated by the neural network (Fig. 3b), while the posterior distribution for the structure factors is assumed to the product of truncated normal distributions on \([0, \infty)\) with independent location and scale parameters, \( \mu_q \) and \( \sigma_q \) (Fig. 3c).

**Figure 3:** The careless parameterization. (a) The careless augmented graphical model with the crystallographic scale factors, \( \Sigma \), parameterized by a neural network transformation, \( NN_w \), with weight variables \( w \), of the reflection metadata, \( M \). The statistical model generating reflection observations from metadata, \( M \), and the structure factors, \( F_h \), careless does not place an explicit prior on the neural network parameters, \( w \), or the scales, \( \Sigma \). They are learned by maximum likelihood. (c) The variational approximation used by careless. The form of the posterior over structure factors is assumed truncated normal with support on \([0, \infty)\).
2.3 Implementation

Variational inference models are trained by maximizing the Evidence Lower BOund (ELBO) \[4\]. Training models by maximizing the ELBO is now routine and a number of straightforward and general methods \[5\, 6\] for doing so have been proposed. Careless relies on the method known as the reparameterization trick \[6\]. Reparameterization states the sampling operation as a transformed draw from a well-behaved distribution such as a standard normal. This allows gradients of expectations with respect to a random variable to be computed automatically under the assumption of a particular parameterization. Thereby, sampling operations can be included as a member of a computational graph and be efficiently optimized with modern machine learning libraries.

For careless, this takes the following form:

\[
ELBO(\mu_{q_h}, \sigma_{q_h}, w) = \sum_{h,i} \mathbb{E} \left[ \log \mathcal{L}(I_{h,i}|F_h^2 \Sigma_{h,i}, \sigma_{I_{h,i}}) \right] - \sum_h D_{KL} \left( q_h(F_h) \| P(F_h) \right)
\]

\[
= \sum_{h,i} \mathbb{E} \left[ \log \mathcal{L}(I_{h,i}|F_h^2 \Sigma_{h,i}, \sigma_{I_{h,i}}) \right] - \sum_h \mathbb{E} \left[ \log q_h(F_h) - \log P(F_h) \right]
\]

\[
\approx \sum_{j=1}^s \left[ \sum_{h,i} \log \mathcal{L}(I_{h,i}|F_{h,j}^2 \Sigma_{h,i,j}, \sigma_{I_{h,i,j}}) - \sum_h \left[ \log q_h(F_{h,j}) - \log P(F_{h,j}) \right] \right]
\]

where sampling is indicated by the index \( j \). Careless relies on the reparameterized distributions implemented in Tensorflow Probability \[7\] to estimate the ELBO, and automatic differentiation as well as optimizers from Tensorflow \[8\]. Because these reparameterized gradients can be noisy, the loss function is optimized using the Adam optimizer \[9\] which was developed specifically for stochastic objective functions.

The entire probabilistic program can be implemented concisely in Python (Figure 4). The inputs to the algorithm are the per-reflection metadata, intensities, and uncertainty estimates. A proper implementation also requires a zero indexed vector of integer Miller index IDs, a vector indicating which indices are centric, and a vector of multiplicities. The example code in Figure 4 is fully functional, and is incorporated into an example script on the careless GitHub page \[10\].

2.4 Prior Distributions in Careless

Careless implements several prior distributions for structure factor amplitudes, the most generally applicable being the Wilson distributions \[2\]. Wilson’s priors,

\[
\text{Wilson}(F_h) = \begin{cases} 
\text{Halfnormal}(F_h|\epsilon_h) = \sqrt{\frac{2}{\pi \epsilon_h}} \exp \left( -\frac{F_h^2}{2\epsilon_h^2} \right) & h \text{ centric} \\
\text{Rayleigh}(F_h|\epsilon_h) = \frac{2}{\epsilon_h} F_h \exp \left( -\frac{F_h^2}{2\epsilon_h^2} \right) & h \text{ acentric} 
\end{cases}
\]

arise from a model of random atomic coordinates inside the crystal’s unit cell. The probability distribution over the structure factor amplitude \( F_h \) for Miller index \( h \) is expressed in terms of the multiplicity of the reflection \( \epsilon_h \). The multiplicity, a feature of the crystal’s space group, is a constant which can be determined for each Miller index. Briefly, it corresponds to the contribution to the relative intensity of each reflection solely due to crystal symmetry. The Wilson prior has separate parameterizations for the so-called centric and acentric reflections. This form of Wilson’s priors differs from the one employed in the French Wilson algorithm \[11\] in that it is independent of the scale, \( \Sigma \). Because of this choice, the scale function can be inferred in parallel with the structure factor amplitudes. However, it implies that the structure factors output by careless are on the same scale across resolution bins. This is an important consideration for downstream processing. Careless output may, for some applications, need to be rescaled to meet the expectations of crystallographic data analysis packages.

2.5 Robust likelihoods, not outlier rejection

Traditional crystallography software relies on least squares routines for fitting scaling models. This paradigm asserts that the residuals during optimization must be well approximated by a normal distribution. Otherwise, the scale parameters will not converge to reasonable values. Most crystallographic data sets contain several outliers which would distort the inferred scales if least squares was applied naïvely. The traditional solution to this problem has been to intersperse rounds of scaling and statistical outlier rejection. This is a principled way to handle outliers in an optimization context.
```python
steps=10000
n_layers = 20
mc_samples = 3
p_centric  = tfd.HalfNormal(np.sqrt(multiplicity))
p_acentric = tfd.Weibull(2., np.sqrt(multiplicity))

#Construct variational distributions
loc_init = tf.where(centric, p_centric.mean(), p_acentric.mean())
scale_init = tf.where(centric, p_centric.stddev(), p_acentric.stddev())
q = tfd.TruncatedNormal(
    loc = tf.Variable(loc_init),
    scale = tfp.util.TransformedVariable(scale_init, tfp.bijectors.Softplus()),
    low = tf.where(centric, 0., 1e-30),
    high = 1e30,
)

#Construct error model
likelihood = tfd.Normal(loc=intensities, scale=uncertainties)

#Construct scale function
n,d = metadata.shape
NN = tf.keras.models.Sequential()
NN.add(tf.keras.Input(d))
for i in range(n_layers):
    NN.add(tf.keras.layers.Dense(d, kernel_initializer='identity'))
    NN.add(tf.keras.layers.Dense(2, kernel_initializer='identity'))

#Evaluate the elbo
def minus_elbo():
    z = q.sample(mc_samples)
    F = tf.gather(z, miller_id, axis=1)
    loc, scale = tf.unstack(NN(metadata), axis=1)
    Sigma = tfd.Normal(loc, scale).sample(mc_samples)
    log_likelihood = tf.reduce_sum(likelihood.log_prob(F * F * Sigma))
    log_p_z = tf.where(centric, p_centric.log_prob(z), p_acentric.log_prob(z))
    log_q_z = q.log_prob(z)
    kl_div = tf.reduce_sum(log_q_z - log_p_z)
    return -log_likelihood + kl_div

#Train the model
optimizer = tf.keras.optimizers.Adam()
for i in range(steps):
    optimizer.minimize(minus_elbo, [q.trainable_variables, NN.trainable_variables])

#Export the results
F,SigF = q.mean().numpy(), q.stddev().numpy()
```

Figure 4: Example implementation of the Careless model using TensorFlow Probability

which has been extremely successful for crystallography. In the context of variational inference, it is trivial to achieve a similar result by the likelihood function $\mathcal{L}$. The default likelihood function in careless is the probability density of the normal distribution corresponding to a normally distributed error model. However, careless also supports the use of Student’s T distribution as the likelihood. This distribution is a popular choice for robust estimation as it has heavier tails than the normal distribution. The version of T distribution used in this work is a member of the location-scale family, and has 3 parameters: location, scale, and degrees of freedom. It includes several other distributions as limits or special cases. Notably, the T distribution with a single degree of freedom is equivalent to the Cauchy distribution. The limit of the T distribution as the degrees of freedom approach infinity is the normal distribution. The key to successfully applying the T-distributed error model, is to choose the degrees of freedom to best suit the application. This can be done on the basis of cross-validation. To illustrate this principle, the following section presents the application of the T-distributed error model to conventional X-ray data that are contaminated with outliers.
3 Results

3.1 Careless allows for robust inference of small crystallographic signals

To begin, we assessed the ability of Careless to extract small crystallographic signals from conventional monochromatic rotation series data.

To do so, we applied Careless to a sulfur single-wavelength anomalous diffraction (SAD) data set of hen egg white lysozyme. It consists of a single 1,440 image rotation series in 0.5 degree increments collected at a low X-ray energy, 6.5 keV recorded at Advanced Photon Source beamline 24-ID-C. The refined structure is deposited in the Protein Data Bank (PDBID: 7L84), and the raw diffraction images will be made available through the SBGrid Data Bank. The reason these data are challenging to analyze is threefold. Firstly, they were collected at ambient temperature and very low flux in order to limit radiation damage. Approximately 50% of the pixels on each image did not record an event. Secondly, there is a shadow from the beam stop mounting bracket on each image near the edge of the detector in the 2 to 2.2 Å range. Finally, there was some leakage from a higher energy undulator harmonic which means there is a second, smaller diffraction pattern in the center of each image. This artifact, combined with the shadow, means that there are outliers at both high and low resolution in this data set. (Figure 5a).

To address the outliers, we used cross-validation to select an appropriate degrees of freedom (d.f.) parameter of the likelihood for these data. In titrating this parameter, we found that a value of 16 degrees of freedom resulted in the largest $CC_{1/2}$ value (Figure 5b). Reassuringly, the region around 16 degrees of freedom exhibits comparatively high half data set anomalous correlations in the intermediate resolution range and suppressed spurious anomalous signal in the low and high resolution ranges attributable to outliers (Fig 5c, 5d). As is apparent in Figure 5d, the tuned likelihood function recovers comparable signal to the conventional merging program, Aimless [1]. However, with a normal likelihood ($\infty$ d.f.) the model becomes fixated on the outliers in the high resolution region of reciprocal space.

In order to validate the anomalous correlations in real space, we used Autosol [13] to phase our merging results using the single wavelength anomalous diffraction method. Specifically, we compared the Careless output with $\infty$ or 16 d.f. to the same data merged by the conventional method, Aimless. In order to ensure a consistent solution, we supplied the sulfur atom substructure from the final refined model (PDBID: 7L84) during phasing. Although we provided the heavy atom substructure in the experiments reported here, we were able to phase each of these data sets ab initio and automatically build a model (not shown). It is clear from the density-modified experimental maps, Figure 5e, 5f, 5g that the Careless output with the normally distributed error model ($\infty$ d.f.) is much lower quality. By contrast, both Careless with 16 d.f. and aimless produced clearly interpretable experimental maps. The refined heavy atom structure factors yielded similar sulfur peak heights (Table 1) for all three processing modalities despite the apparent difference in initial phase estimates for the protein underscoring the subtle differences in processing quality necessary for successful SAD phasing of this data set.

3.2 Polychromatic Data Merging with Careless

The global scaling model incorporated in Careless is flexible with respect to the metadata it can leverage. One particularly intriguing use case, is in the reduction of polychromatic X-ray data. In this sort of experiment, a crystal is excited by an X-ray beam with a larger bandwidth than a conventional source. Usually referred to as Laue diffraction, these experiments contain reflections over a variety of wavelengths which has several benefits. Most importantly, enough photons can be delivered in a very short pulse in order to record a diffraction image allowing Laue crystallographers to

| Site       | $CC_{1/2}$ | Careless 16 | Aimless $\infty$ |
|------------|------------|-------------|-----------------|
| C30-C115   | 22.38      | 25.60       | 22.28           |
| C6-C127    | 17.84      | 16.77       | 16.33           |
| C64-C80    | 23.34      | 24.21       | 21.64           |
| C76-C94    | 19.62      | 19.93       | 19.44           |
| M105       | 17.06      | 19.04       | 19.92           |
| M12        | 18.39      | 20.34       | 20.50           |

Table 1: Anomalous peak heights for the sulfur atoms in the heavy atom substructure solution of hen egg white lysozyme from Autosol [13].
(a) Sources of outliers in the lysozyme data set

(b) Cross-validation of merging

(c) Anomalous half data set correlations

(d) Anomalous half data set correlations

(e) Careless (∞ d.f.)

(f) Careless (16 d.f.)

(g) Aimless

Figure 5: The results of processing the lysozyme sulfur SAD data set with careless. a) A sample diffraction pattern from the lysozyme data set indicating strong spots which could or could not be indexed by DIALS [12]. Insets show sources of outliers in the data. b) Cross-validation of careless merging as a function of the likelihood degrees of freedom. c-d) Resolution and d.f. dependent lysozyme anomalous signal. Panels e, f, g: Density modified experimental electron density maps produced with PHENIX Autosol [13] using the sulfur substructure from a reference structure (PDBID: 7L84) contoured at 1.5 σ. In these experiments, careless was minimized with the exact same parameters as the example on the GitHub page [10] except with 30,000 instead of 10,000 steps and except where the degrees of freedom has been changed to a value other than 16 or ∞.
probe time-dependent structural changes in the crystal on the picosecond timescale. Laue patterns, because of their polychromatic nature, also yield many more reflections per image than monochromatic still images making it a very attractive technology for serial crystallography.

Laue crystallography is, however, not without its drawbacks. The spectral nature of the Laue beam is typically peaked with a long tail toward lower energies. This, so-called “pink” beam means that reflections recorded at different wavelengths are inherently on different scales. Complicating matters is the fact that reflections which lie on the same central ray in reciprocal space become superposed on the detector. A central ray is a ray in reciprocal space with its origin at \( hkl = \{0, 0, 0\} \). These "harmonic" reflections need to be deconvolved algorithmically in order to be merged. Typical polychromatic data reduction software, uses the experimental geometry to infer which photon energy contributed most strongly to each reflection observation. It then scales the reflections in a wavelength dependent manner by inferring a wavelength normalization curve which is, ideally, proportional to the spectrum of the X-ray beam. After this is done, the contributions to each harmonic reflection can be deconvolved by solving a system of linear equations for each image. These complications make it a significant challenge to scale and merge polychromatic data. Perhaps it is not surprising that there are currently no open source merging packages supporting both wavelength normalization and harmonic deconvolution.

Fortunately, the forward modelling approach implemented in careless makes it relatively easy to account for these features of Laue diffraction. Firstly, in order to tackle wavelength normalization, all careless requires is access to the wavelength contributing to each reflection observation. Providing the empirical wavelength of each reflection observation from the experimental geometry enables the scale function to carry out wavelength normalization. In order to implement harmonic deconvolution, the careless ELBO approximator needs to be modified to update the center of the likelihood distribution. By summing over each contributor on the central ray, the new ELBO approximation becomes

\[
\text{ELBO}(\mu_{q_h}, \sigma_{q_h}, w) \approx \sum_{j=1}^{s} \log \mathcal{L} \left( I_{h,i} \left| \sum_{r \in \text{ray}} F_{r,j}^2 \sigma_{r,i,j}, \sigma_{h,i} \right. \right) - \sum_h \log q(F_{h,j}) - \log P(F_{h,j}) \right) \right], (3)
\]

which is readily optimized by same protocol demonstrated in Figure 1. In the code base, harmonics are handled by having a separate class of likelihood objects for Laue experiments. In practice, one could use the polychromatic likelihood to merge monochromatic data with no ill effect on the quality of the results. In that sense, this is the more general version of the ELBO for diffraction data. However, doing so would incur a performance cost given the underlying implementation which is why we maintain separate likelihoods for mono and polychromatic experiments. Regardless, the core merging class inside careless is competent to fit both sorts of data.

To demonstrate that careless can effectively merge Laue data with high sensitivity, we applied it to a time resolved crystallography data set. The input data include 20 images from a single crystal of photoactive yellow protein (PYP) in the dark state and 20 images 2ms after a blue laser pulse. Blue light induces a trans to cis isomerization in the p-coumaric acid chromophore in the PYP active site which can be observed in time-resolved experiments (see Fig. 6a). These data were integrated in the Precognition (Renz Research, Inc.) Laue data reduction package. The unmerged reflections from Precognition were converted to .mtz files with a custom script based on reciprocalspaceship[14]. These files contain the intensity, uncertainty estimate, detector coordinates, and empirical wavelength of each reflection observation. As metadata, we supplied careless with the observed Miller index, wavelength, resolution, and detector position of each reflection observation. The dark and 2ms .mtz files were merged to produce separate outputs. We found that the quality of merging for this data set was quite high as judged by half data set correlation coefficients (Fig 6b, 6c). We then refined the dark data against a reference model (PDBID: 2PHY) [15]. We found 5 cycles of rigid body and isotropic B-factor refinement sufficient to generate high quality \( 2F_o - F_c \) electron density maps (Figure 6d). Using the phases from the refined ground state model, we then constructed unweighted difference maps \( |\Delta F_h| \equiv |F_{2\text{ms}} - F_{\text{dark}}| \), \( \phi_h \approx \phi_{\text{dark}} \). As shown in Figure 6e, these maps contained peaks in the vicinity of the PYP chromophore. In order to enhance the visualization of these maps, we applied a previously described weighting procedure [16]. The weighted maps (Figure 6f) show stronger difference density which is predominantly chromophore localized.

With previous generations of Laue merging software, it has been necessary to discard reflections below a particular \( 1/\sigma \) cutoff during scaling and merging. Otherwise, the resulting structure factor estimates are not accurate enough to be useful in the analysis of time-resolved structural changes. For the analysis presented here, we applied no such cutoff. Therefore, the ability of careless to identify the weak difference signals in this data set demonstrates an unprecedented degree of accuracy and a robustness to outliers. Furthermore, the appearance of interpretable difference electron density in the absence of a weighting scheme (Figure 6c) is equally exceptional. This observation strongly
Figure 6: Merging time-resolved Laue crystallography data of photoactive yellow protein demonstrates that careless can merge polychromatic diffraction data robustly with high accuracy. (a) The PYP chromophore undergoes a trans to cis isomerization when exposed to blue light. In total, 40 images from a single crystal of PYP were processed. 20 were recorded in the dark state and 20 2ms after the arrival of a blue laser pulse. (b) Dividing the data in half and merging them with careless gave excellent correlation between the structure factor estimates. Error bars indicate the standard deviation of the structure factor posteriors for the half data sets. Points are colored by resolution as in (c) Plot of the half data set correlation coefficients color by resolution bin including both the dark and 2ms data. (d) Ground state 2Fo-Fc map created by refining the ground state model (PDBID: 2PHY) against the dark merging results (e) time-resolved difference map showing the accumulation of blue positive density around the excited state chromophore (blue model, PDBID: 3UME) (f) weighted time-resolved difference map showing localization of the difference density to the region surrounding the chromophore. (g) weighted time-resolved difference map showing large differences around the chromophore.

suggests that careless represents a substantial improvement over the state of the art for the analysis of time-resolved Laue experiments

3.3 Merging X-ray Free-Electron Laser Data using Careless

To further establish generality of variational inference as a tool for merging X-ray data, we used careless to merge serial crystallography data from an X-ray free-electron laser experiment. To do so, we introduced an option to in the command line interface. The default merging model introduced in Figure 3 is most suited to merging single crystal data wherein the scale corrections vary smoothly across a rotation series. In serial crystallography, each image originates from a different sample with a different amount of scattering mass. A completely global scaling model is therefore not appropriate for such an experiment. In order to overcome this limitation, we exploited the modular design of the software to incorporate local image scale factors as shown in Figure 7a. This is a strategy used commonly in XFEL
and conventional merging programs \[17, 18, 19, 20\]. With the inclusion of local scales, \(a_i\), the augmented ELBO becomes

\[
ELBO(\mu_{q_h}, \sigma_{q_h}, w, a) \approx \sum_{j=1}^{s} \left[ \sum_{h,i} \log L \left( I_{h,i} \mid a_i F_{h,j}^2 \Sigma_{h,j,i}, \sigma_{f_{h,i}} \right) - \sum_h \left[ \log q(F_{h,j}) - \log P(F_{h,j}) \right] \right],
\]

where \(a_1 = 1\) is fixed during optimization to avoid introducing equivalent classes of solutions.

The unmerged XFEL data we analyzed are available from the Coherent X-ray Imaging Data Bank (CXIDB) \[21\] under entry ID 81. In this experiment, a slurry of thermolysin microcrystals was delivered to the XFEL beam by a liquid jet. The data were recorded at an X-ray wavelength of 1.27 Å and contain significant anomalous signal from the zinc and calcium ions in the structure. The data were integrated with DIALS \[12\], and the full analysis including all intermediate files is deposited in the CXIDB. For this experiment, we analyzed a single run containing 3,160 images. Using a custom script, the integrated intensities from CXIDB were converted to an mtz file. Both are available on the careless GitHub page \[10\]. This file contains as metadata the detector coordinates and Ewald offset of every reflection. For a still image, the maximal intensity for a given reflection is observed on the detector if the so-called Ewald sphere intersects the reflection centroid. The Ewald offset (EO) is a scalar value which summarizes the degree to which a particular reflection observation deviates from its maximum attainable diffraction intensity (Figure 7b). To test if our model could leverage this information about experimental geometry, we applied careless with local image scales to the unmerged intensities with and without the inclusion of the Ewald offset metadata. The resulting merged structure factors were phased by isomorphous replacement from PDBID 2TLI \[24\]. With the EO, our protocol yielded markedly superior results as judged by the half dataset correlation coefficient (Figure 7d) as well as the refinement residuals (Figure 7c). To verify that including the metadata actionably improved the information content of the output, we constructed anomalous omit maps. The anomalously scattering ions in the reference structure were omitted during refinement against the careless output. The anomalous difference peak heights at the former location of each of the anomalous scatterers, tabulated in Figure 7c, strongly suggest the inclusion of Ewald offsets actionably improves the resulting structure factor estimates.

4 Discussion

4.1 Physical Models Recapitulated in These Results

We have demonstrated in this manuscript that variational inference without explicit physical models can be very successful in scaling and merging X-ray diffraction data. This begs the question, what sorts of physical effects does variational inference account for in modeling these data? Unfortunately, our scale function operates in a high dimensional space making it difficult to interrogate. In our own experiments, we have found that inclusion of the reflection resolution is essential for proper data reduction in careless. This suggests that, one of the most basic corrections the model learns is an isotropic scale factor akin to the per image temperature factors which many merging packages include. We have also found that in some cases, the merging model benefits from the inclusion of the observed Miller indices during scaling, as was the case with the lysozyme and PYP data presented here indicating that for some data sets, careless is able to learn an effective anisotropic scaling model. Likewise, the inclusion of the detector positions of the reflections seems to increase merging performance. Furthermore, it seems to be essential in cases where no polarization correction has been applied to the unmerged intensities such as the Laue and XFEL data presented here. This hints at the possibility that source polarization is implicitly corrected by the model. The success of merging Laue data would suggest that careless is able to infer the spectrum of the source as well or a projection thereof. Finally, the XFEL example suggests the model is competent to infer partialities in still images. Unlike other approaches \[25, 18, 26\] for partiality inference, careless does not postrefine the crystallographic orientation for each frame. Therefore, it must rely entirely on the accuracy of the geometric parameters inferred in upstream processing. It remains to be seen whether this approach will be valid in cases with poor refined geometry.

4.2 Scale Function Priors

At present, careless does not enforce any particular prior distribution on the scale factors, \(\Sigma\). A thoughtful prior on this portion of the model would likely increase the robustness of the model by limiting overfitting. Given the variability in detector physics and sample quality it is hard to imagine a correct and general parameterization of a prior distribution over scale factors. However, it may be possible to develop a family of tunable prior distributions which could be tailored to the physics of a particular experimental apparatus. We imagine that in the near future, beamline scientists will be able to develop their own prior distributions bespoke for each experimental end station. Future work should focus on protocols for developing and optimizing such prior distributions.
Figure 7: careless can leverage geometric metadata to improve XFEL data merging. a) By including local image scale parameters, careless can scale XFEL data. The parameters $a_i$ can simply be allowed to optimize by maximum likelihood. b) The Ewald offset, shown in red, can optionally be included during refinement. c) Peak heights of anomalous scatterers in an anomalous omit maps, in $\sigma$ units, for careless output with ("Yes") and without ("no") Ewald offsets. d) careless $2F_O - F_C$ electron density map contoured at 1.5 $\sigma$ overlayed with thermolysin anomalous omit map contoured at 5.0 $\sigma$. Data merged with EO.

4.3 Stochastic Training

Although not addressed in this manuscript, it should be possible to implement stochastic training for the careless model. In stochastic training, gradient descent is conducted on a subset of the data at each iteration. This training paradigm, would allow variational inference to be employed in merging data sets too large to fit in memory on single accelerator card. If stochastic training can be successfully implemented for the careless model, it would be an ideal candidate for merging data at the next generation of X-ray free-electron lasers which expect to see data acquisition rates in the kilo to megahertz regime. Stochastic training could merge these data on the fly during data acquisition enabling quicker feedback during X-ray free-electron laser experiments.
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6 Data Availability

The three data sets discussed in this manuscript have been adapted into examples available through the careless GitHub page [10] including the relevant merging and refinement scripts.
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