A New Technology for Real-Time File System of High-Speed Storage System in Airborne sensors
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Abstract The airborne sensors with high data rate demand the onboard high-speed storage system due to the limited bandwidth of the downlinks. The NAND Flash and its products are the most common storage medium, and the conventional FAT file system is widely used in the storage systems. However, there has been a problem in recording the live high-speed data stably with this file system. The management time of the FAT file system is relatively long due to the internal overhead which includes the retrieving and updating of the FAT and FDT. The aim of this study is to investigate the technology for the real-time file system. A technology called FPFPA (FAT post- and FDT post-allocation) method is presented to solve this problem. To evaluate the performance of the proposed method, the management time of the file system using our proposed method is tested on the high-speed storage system of an airborne radar. The result indicates that the proposed method achieves our goal successfully in that the management time of the file system is significantly reduced and sufficiently small.
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1. Introduction

The data rate of the airborne sensors is usually hundreds of Mb/s or several Gb/s [1,2,3]. This demands onboard data storage system with the high speed, because the data transfer rate of the aerial vehicles’ downlink can hardly achieve over 400 Mb/s [4,5,6,7].

With the advantages of shock resistance, large capacity, and fast data reading/writing rate, the products based on NAND Flash, such as solid-state disk and compact flash (CF), are usually used as the medium of the storage system [8,9,10]. Meanwhile, the file system is required to organize the storage effectively. The conventional file allocation table (FAT) file system has been widely used in the airborne storage systems. However, it is not originally designed for the flash products, but for magnetic storages. The file management time of FAT system, which includes the retrieving and updating time for controlling the data files, is relatively long, which becomes an obstacle to the high-speed storage.

To reduce the management time of the FAT file system in the embedded storage systems, many revised methods have been proposed by different scholars [11]. For example, a method called new FAT file system (NFAT) is presented by Monsoon Choi. The NFAT could reduce the data retrieving time for searching free cluster in FAT [12]. However, the updating time of FAT and file description table (FDT) is still long in NFAT, which significantly decreases the storage speed. To reduce the updating operation of the file system, the all clusters pre-allocation (ACPA) method is proposed and pre-allocates all the available clusters when a file is created [13]. Although ACPA method avoids frequent FAT updating, the file management time is still long when frequently pre-allocating and releasing many free clusters in the storage system. The FAT pre- and FDT quasi-allocation (FPFQA) method greatly compresses file management time [14,15], but all storage space is pre-allocated in this method, which results in the inability to modify any file information during the storage process. Therefore, this method is only suitable for the mass data storage, not for normal applications.

The technology called FPFPA (FAT post- and FDT post-allocation) is proposed to remove or reduce the retrieving and updating of the FAT and FDT in this study. To evaluate the performance of our new technology, we modified the FAT file system with the FPFPA method, and implemented the prototype real-time FAT file system on the miniature high-speed data storage system of an airborne frequency modulated continuous wave synthetic aperture radar (FMCW SAR).

The remaining sections of the study are organized as follows. The background of the FAT file system is described in Section 2. The FPFPA method is presented to solve the problem in Section 3. Section 4 evaluates the performance of the proposed method. Finally, conclusions are drawn in Section 5.

II. Background

The three main components of the FAT file system are FAT, FDT, and data region [16,17,18,19], as shown in Fig. 1.
The FAT is the core of the file system. It is used to manage and describe the internal space of the files in the data storage. The space with the size of 4B in FAT is used to describe the linking relationship of a cluster. Two duplicated FATs are maintained for robustness in the FAT file system [20,21,22,23].

The FDT contains the directory information of the files in the storage medium. It uses space with the size of 32B to describe the information of one file, such as the file name, size, type, storage starting position and time [24,25,26].

The data region is the area where the data are actually stored and occupies the main space of the storage medium. It is composed of a large number of clusters which contains dozens of sectors [27,28,29,30]. The sector is the basic unit of data reading and writing, and its size is 512 B.

In the FAT file system, with the data of one cluster stored in the data region, there are four file management operations in addition to the actual data writing: the retrieving for a free cluster in FAT, the updating of a cluster link relationship in FAT, the retrieving for the file information in FDT and the updating of file information in FDT. Therefore, the total time is

$$T_{write\_cluster} = T_{data\_write} + T_{FAT\_read} + T_{FAT\_write} + T_{FDT\_read} + T_{FDT\_write}$$

(1)

where \(T_{data\_write}\) is the data writing time of one cluster, \(T_{FAT\_read}\) and \(T_{FDT\_read}\) is the retrieving time of the FAT and FDT, respectively. \(T_{FAT\_write}\) and \(T_{FDT\_write}\) is the updating time of the FAT and FDT, respectively.

Because the cluster link information is searched sequentially in the FAT file system, the size of the data for retrieving FAT ranges from one sector to the total sectors of the FAT. So \(T_{FAT\_read}\) is

$$T_{FAT\_read} = n \times [(512 \times T_r) + T_{w\_req}]$$

(2)

where \(n\) is the number of the retrieving sectors, \(T_r\) are the average reading time of 1 B data, \(T_{w\_req}\) is the average response time of the reading request.

Although only a cluster link information with the size of 4 B is required to be written into FAT, one sector’s data need to be updated each FAT, because the basic unit for the data writing operation is the sector. So \(T_{FAT\_write}\) is

$$T_{FAT\_write} = 2 \times [(512 \times T_w) + T_{w\_req}]$$

(3)

where \(T_w\) are the average writing time of 1 B data, which is slightly larger than \(T_r\). \(T_{w\_req}\) is the average response time of the writing request.

As we know, NAND flash memory has some limitations, such as erase-before-write and limited erase count, the \(T_r\) and \(T_w\) are the time which have already taken these characteristics of the NAND flash in account.

The file is also searched sequentially in FDT, so the \(T_{FDT\_read}\) is

$$T_{FDT\_read} = m \times [(512 \times T_r) + T_{w\_req}]$$

(4)

where \(m\) is the number of the retrieving sectors in FDT.

Although only a directory entry with a size of 32 B needs to be updated, one sector’s data are also needed to be written to the FDT. So \(T_{FDT\_write}\) is:

$$T_{FDT\_write} = 512 \times T_w + T_{w\_req}$$

(5)

The ratio of the file management time to the data writing time is called \(Rate_{ed}\) in this study. The value of \(Rate_{ed}\) is equal to:

$$Rate_{ed} = \frac{T_{FAT\_read} + T_{FAT\_write} + T_{FDT\_read} + T_{FDT\_write}}{T_{data\_write}}$$

$$= \frac{3 \times [(512 \times T_w) + T_{w\_req}] + (n + m) \times [(512 \times T_r) + T_{w\_req}]}{k \times T_w + T_{w\_req}}$$

(6)

where \(k\) is the size of one cluster.

It can be seen that the file management time cannot be ignored in comparison with the real data writing time. Sometimes the value of \(Rate_{ed}\) can even exceed dozens. Therefore, the file management of the original FAT could significantly decrease the speed of the data storage.

### III. FPFPA Method

The FAT file system is not suitable for directly applying to the high-speed data storage. Although there is a FTL (flash translation layer) which support the FAT file system, the FTL cannot be modified in many NAND flash products. So, a FPFPA method is proposed to reduce the overhead of file system in this study. Four proposals are presented in this method.

First, all the clusters are linked sequentially in FAT, and this proposal is called FAT sequentially link method. The used cluster numbers are got by retrieving the FAT before the storage starts. During the data storage, the data are sequentially written into the free clusters of the data region and their cluster numbers can be obtained by calculating the amount of the stored data. Therefore, the operation for retrieving free clusters is not needed in the data storage, i.e., \(T_{FAT\_read}\) is eliminated.

Fig. 2 shows how the retrieving of the FAT is eliminated.
using this method. Fig. 2 (a) is the FAT of a blank storage medium, where “F8FF FF0F FFFF FFFF” identifies the starting position of the FAT and Cluster_N is the total number of clusters. According to this method, the data storage could start from any cluster number N indicated by the arrow. The data are recorded in sequence until the end position of storage medium. Then the storage position returns to the cluster D + 1, where cluster 2 to cluster D are the space allocated for the FDT. The data are continually recorded in sequence until there is no storage space. The purpose of starting storage from any cluster N is to make the probability of storage device space being used equally, and to ensure the service life of the storage medium. Fig. 2 (b) denotes the partly used FAT, where cluster N + M is the last used cluster and “FF0F FFFF” identifies the end position of a file. The difference between the operations shown in Fig. 2 (a) and (b) is only that their starting storage positions differ. The partly used storage medium starts recording data from cluster N+M+1. As shown in two figures, the retrieving of the FAT is only operated before the data storage, and the cluster number can be calculated according to the amount of the stored data, without need to query the FAT during data storage.

**Fig.2.** FAT sequentially link method

Second, the clusters of the file are post allocated in FAT, and this proposal is called FAT post-allocation method. The cluster link information is only updated after the data of one file are completely written into the data region, which greatly reduces \( T_{FAT\_write} \). Fig. 3 shows how the FAT is post allocated using this proposal, where \( N+U \) is the last used cluster number. Only when all the data of the file \( K \) are stored in the data region, the cluster updating starts from the first unused cluster \( N+U+I \), as indicated by the arrow in the Fig. 3, and ends at the cluster \( N+U+F \) of the file. Where \( F \) is the number of clusters contained in the file \( K \). This proposal allows the FAT to be updated only once after one file is stored, thus reducing the updating time of the FAT to \( 1/F \) of that in the original FAT file system.

**Fig.3.** FAT Post-Allocation method

Third, the file information is sequentially stored in FDT, and it is called FDT sequentially store method. Specifically, the last used directory entry of the file is obtained by retrieving the FDT before the data storage, the subsequent clusters are all free and then store the file information in order during the storage. Therefore, there is no need to query the FDT, i.e., \( T_{FDT\_read} \) is removed. Fig. 4 shows how the retrieving of the FDT is eliminated using this proposal. Fig. 4 (a) is the FDT when the storage medium is blank. There is not any file’s information inside. During the data storage, the file information is written sequentially from the beginning of the FDT. Fig. 4 (b) depicts partly used FDT, where \( S \) represents the number of the used files. During the data storage, the file information is written sequentially from the \((S+1)\)th file, as indicated by the arrow in the Fig. 4. Therefore, the querying of the FDT is not needed.

**Fig.4.** FDT sequentially store method: (a) Blank FDT; (b) Partly used FDT

Finally, the information of 16 files is post allocated in the FDT whenever the data of the 16 files are stored, and this proposal is called FDT post-allocation method. Therefore, \( T_{FDT\_write} \) is reduced to \( 1/(16\text{files’ cluster numbers}) \) of the original FDT updating time. Fig. 5 shows how the FDT is post allocated in this proposal. Fig. 5(a) denotes the FDT after each 16 files’ data are written into the data storage. The 16 files’ information is updated simultaneously in FDT because it is described by the data of 1 sector, and the sector is the smallest unit of reading and writing. If the number of the data files is less than 16, the last \( M \) files’ information is updated, as shown in Fig. 5(b).
IV. Experimental Result

The real-time file system with the FPFPA method is implemented on a miniature high-speed mass storage system of an airborne sensor, as shown in Fig. 7. The red rectangle in the right of the figure is the storage system which is mounted on an airborne radar. The FPGA is the host of the CF card which is one of the NAND Flash productions. The maximum data writing rate of the CF card is 160MB/s, and its storage is 128 GB. To evaluate the performance of the FPFPA method, we measured the file management time of the following four file systems: (1) the original FAT file system, (2) the file system with the ACPA method, (3) the file system with FPFQA method, (4) the system with our proposed FPFPA method.

![Fig.7. The miniature high-speed mass storage system of an airborne radar](image)

Because the $Rate_{td}$, as shown in formula (6), represents the proportion of the file management time to the data writing time, it is used to evaluate the performance of different file systems. The test methods for measuring and calculating $Rate_{td}$ of four file systems vary due to the difference of their working mechanism.

To measure the $Rate_{td}$ of the original FAT file system, the size of each writing request is a cluster with the size of 128 KB, and 16 K sequential writing requests were generated. Fig. 8 denotes the test result. The vertical axis represents $Rate_{td}$ of each writing requests. The range of the result is from 36 to 151 and the average value is about 93, so the $Rate_{td}$ of the original FAT file system is large. The value of the result increases linearly, because the size of the retrieving in FAT and FDT grow with the amount of the data storage.

![Fig.8. The $Rate_{td}$ of the FAT file system](image)
The \( \text{Rate}_{f,d} \) of the ACPA method is proportional to the size of free space. Taking the file with the size of 64 MB as an example, Fig. 9 depicts the measured and calculated \( \text{Rate}_{f,d} \) with the ACPA method, where the vertical axis represents \( \text{Rate}_{f,d} \) of a file. The value of result is from \( 3.1 \times 10^{-3} \) to 0.63 and the average value is about 0.315.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig9.png}
\caption{The \( \text{Rate}_{f,d} \) of the file system with the ACPA method.}
\end{figure}

To measure \( \text{Rate}_{f,d} \) of the file systems with the FPFQA method and the FPFPA method, taking the file with the size of 256 MB as an example, the data of 128 GB are written to the CF card. Fig. 10 denotes the result using FPFQA method, the horizontal axis is the size of the data storage, and the vertical axis represents \( \text{Rate}_{f,d} \). It is shown that \( \text{Rate}_{f,d} \) is sufficiently small.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig10.png}
\caption{The \( \text{Rate}_{f,d} \) of the file system with the FPFQA method.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig11.png}
\caption{The \( \text{Rate}_{f,d} \) of the file system with FPFPA method.}
\end{figure}

Table 1 shows the average value of the \( \text{Rate}_{f,d} \) using the four file management methods.

| Method          | Original FAT system | ACPA method | FPFQA method | FPFPA method |
|-----------------|---------------------|-------------|--------------|--------------|
| Average value of \( \text{Rate}_{f,d} \) | 93 \( \times 10^{-3} \) | 0.315 | < \( 5 \times 10^{-4} \) | < 0.027 |

Compared with other file systems, the \( \text{Rate}_{f,d} \) of the FPFPA method is much smaller than that of the FAT file system and the ACPA method. Although it is larger than that of the FPFQA method, the storage speed decreases only 2.63% at most. And the space of the storage medium is not required to be pre allocated. Therefore, the file management time of the FPFPA method is sufficiently small, and the FPFPA can be commonly used in the high-speed airborne storage.

V. Conclusion

This paper investigates the technology for real-time file system in airborne high-speed embedded storage. The problems for the file management are analyzed in the airborne application which has the many special requirements such as the fast reading/writing speed and shock resistance. The retrieving and updating time of the FAT and the FDT is relatively long. The called FPFPA is proposed to reduce the file management time. The performance of the FPFPA method is evaluated in the storage system of an airborne radar. The results indicate that the capability of the real-time file management is achieved. The FPFPA method can be widely used in the airborne storage system.
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