We study experimentally and theoretically the phenomenon of persistent response in ultra-strongly driven membrane resonators. This term denotes the development of a vibrating state with nearly constant amplitude over an extremely wide frequency range. We reveal the underlying mechanism of the persistent response state by directly imaging the vibrational state using advanced optical interferometry. We argue that the persistent state is related to the nonlinear interaction between higher order flexural modes and higher-order overtones of the driven mode. Finally, we propose a stability diagram for the different vibrational states that the membrane can adopt.

Mechanical resonators have applications as ultra-sensitive sensors of e.g. molecular transport [1] or as nanomechanical logic gates [2–4]. Nonlinear mechanical properties have come into focus for signal enhancement [5–7] and noise reduction in metrology [8, 9] for signal processing. In membrane resonators, different flexural modes can be excited and have been utilized e.g. for coupling mechanical energy to other degrees of freedom such as light and atoms [10–15]. For micro- and nanomechanical systems in the nonlinear regime the Duffing model is widely used to describe the vibrational behavior [16, 17]. The nonlinearity can be caused by motion-induced tension, i.e., the oscillation of one mode induces an elongation of the resonator that affects the dynamics also of another mode. Hence, for large deflection amplitudes, displacement-induced changes of the mechanical properties may give rise to nonlinear mode coupling [17, 18]. Membrane oscillators in the strongly nonlinear regime offer the possibility to explore nonlinear mode coupling mechanisms [16, 19–24]. Such coupling leads to exotic line shapes of the response function due to the transfer of energy between mechanical modes that can be faster than the energy relaxation time [22–24].

Here we report a previously undescribed nonlinear behavior achieved in ultra-strongly driven resonators, which occurs when we apply a single sinusoidal drive at a frequency in the range of a flexural mode of a membrane resonator. For simplicity we concentrate here on the fundamental mode ((1,1) mode); similar observations have been made for other flexural modes, though. Varying the drive frequency, we observe the development of a plateau in the response curves that extends over a considerable frequency range with a nearly constant amplitude, see Fig. 1(a). We denote the almost constant amplitude over an extremely wide frequency range as persistent response. We argue that this state is maintained by two different interaction mechanisms: nonlinear coupling between different flexural modes and spatial modulation of overtones [24] (i.e. the appearance of frequency multiples of one flexural mode). Here we focus on the latter mechanism which becomes progressively dominant at large detuning. In the final part, we make a connection with our previous results [24] and propose a stability diagram for the vibrational state of the membrane under ultra-strong drive.

The sample fabrication and measurement principles have been described in detail elsewhere [24–26]. In brief, a chip carrying a high-stress silicon nitride membrane is glued onto a piezo ring and installed in a vacuum chamber. Vibrations of the membrane are excited by applying an AC voltage $V_{exc} \cdot \sin(\omega_d t)$ to the piezo resulting in an inertial excitation of the membrane. The vibrational states of a specific $(m,n)$ mode (the integers $m$ and $n$ indicating the number of deflection nodes in $x$- and
y-direction) of the membrane are observed by imaging white light interferometry (IWLI), spatially resolving the deflection profile and obtaining the averaged mean amplitude response over the membrane surface area [24, 27], and on the other hand by Michelson interferometry (MI) focusing on one particular position of the membrane with a spot diameter of ~1 μm. Further experimental details are given in the Supplemental Material (SM) [28].

We utilize the IWLI signal integrated over the entire membrane area to record the nonlinear vibration behavior under ultra-strong excitation and with a driving frequency \( \omega_d \) around \( \omega_{11} \). Four selected traces revealing the pronounced amplitude saturation recorded for different \( V_{\text{exc}} \) are plotted over a limited frequency range in Fig. 1(a). The complete frequency-vs-drive map is shown in Fig. S3 in the SM [28]. The flattening of the response curve for small detuning above the linear eigenfrequency (here up to 324 kHz) can be described by the spatial modulation of localized overtones as explained in Ref. [24]. We here concentrate on the frequency range in which the amplitude is almost independent of the drive frequency highlighted by the grey area in Fig. 1(a). At even larger detuning, we observe features that deviate from the smooth curve of the persistent response, see below.

By expanding the complex elastic energy potential of the membrane in terms of the normal modes, one generates all possible nonlinear interactions between the different modes. The generic term reads

\[
V_{(n,m|\ell,p)}^{(kh)} = \lambda_{(n,m|\ell,p)}^{(kh)} q_n^k q_m^h, \tag{1}
\]

with the coupling strength \( \lambda_{(n,m|\ell,p)}^{(kh)} \) where \( k, h \) are integers and \( q_n^k, q_m^h \) the amplitudes of the two modes \( (n, m) \) and \( (\ell, p) \). Except for some frequency ranges, where we observe features that deviate from the smooth curve of the persistent response, we assume the higher-order modes and/or the overtones are weakly excited due to nonlinear interaction with the fundamental mode \((1,1)\) such that they oscillate in their linear or Duffing state.

However, the dynamics of the higher-order modes affects the response of the driven mode. To illustrate this idea, we discuss a model in which we consider the mode \((1,1)\) coupled to the three modes \((n,n)\) with \( n = 2, 3, 4 \) through the potential \( \sum_{n=2}^{4} V_{(11|n,n)}^{(n1)} = \sum_{n=2}^{4} \lambda_{(11|n,n)}^{(n1)} q_n^1 q_n q_n \). If the higher-order modes are in the harmonic regime, as shown in [28], the dynamic of the fundamental mode driven by a linear force can be described by effective high-order nonlinearities as follows

\[
\ddot{q}_{11}(t) = -\omega_{11}^2 q_{11}(t) - 2\eta_{11} \dot{q}_{11}(t) + F \cos(\omega_d t) - \gamma_1 q_{11}^3(t) - \mu q_{11}^5(t) - \nu q_{11}^7(t), \tag{2}
\]

where \( \gamma \) is the Duffing nonlinearity whereas the quintic and the septic nonlinearity have coefficients \( \mu > 0 \) and \( \nu > 0 \). Using the rotating wave approximation (RWA) [28], we determine the maximum amplitude and detuning [29]. For a sufficiently strong drive, the vibration amplitude is large and the nonlinear higher-order terms become increasingly important. Figure 1(b) displays that the curve progressively flattens by adding nonlinear self-interaction terms. Furthermore setting \( A_{\text{max}} \) as the maximum achievable amplitude at a given drive force, we have that

\[
(\omega_{d,\text{max}} - \omega_{11}) = \frac{3\gamma_1 A_{\text{max}}^2}{8\omega_{11}} + \frac{5\mu A_{\text{max}}^4}{16\omega_{11}} + \frac{35\nu}{128\omega_{11}} A_{\text{max}}^6. \tag{3}
\]

Figure 2(a) shows a zoom into the grey-shaded area in Fig. 1(a), where the amplitude is almost independent of the drive \( V_{\text{exc}} \). However, nanometer scale variations are detected in all four curves, signaled by small steps and kinks on the plateaus. For \( \omega_d < \omega_{22}/2 \) we only see the deflection pattern of the \((1,1)\) mode. When \( \omega_d \approx \omega_{22}/2 \), a \((2,2)\) mode pattern is observed superimposed over the \((1,1)\) mode pattern in the area \( A \). Further increasing \( \omega_d \), the \((2,3)\) mode is switched on abruptly and then transitions into the \((3,2)\) mode in the region \( B \). For even larger
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FIG. 2. Persistent response and visualization of deflection patterns. (a) Blow-up of the grey area of Fig. 1(a) without normalizing the y-axis. The plateau reveals small steps and kinks superimposed, some of them being marked by colored areas \( A, B \) and \( C \). The red arrows indicate the positions where we captured the deflection patterns for \( V_{\text{exc}} = 4.6 \text{ V} \) shown in the insets. The black arrow indicates the frequency at which the ring-down experiments shown in Fig. 4(a) are performed. (b) Numerical solutions of the nonlinear coupling model (solid lines: coupled modes, dashed lines: driven modes). Left: model interaction between the mode \((1,1)\) and the mode \((2,2)\); Right: model interaction between the mode \((1,1)\) and the mode \((1,2)\) (see text for details).
\( \omega_d \), the pattern of the \((1,2)\) mode appears which then switches to \((3,4)\) pattern at the first shoulder in area \( C \). Before they disappear again, both patterns are observed simultaneously.

The appearance of higher order modes \((m, n)\) in the deflection profile, is a signature of nonlinear mode coupling. Together with the possibility to excite overtones of the individual \((m,n)\) modes \cite{24}, we argue that the complex superposition of several modes is generated by an effective nonlinear coupling between different types of modes and overtones. The appearance of changes of the slope was explained in \cite{24} in terms of standard nonlinear resonance, e.g. \( 1 : k \) coupling. Here we discuss the discontinuous steps. They can be explained by an indirect parametric nonlinear interaction mediated by the overtones of the fundamental mode \((m = n)\) or direct parametric nonlinear interaction between the modes \((m \neq n)\). We discuss two examples to illustrate this idea.

The first example is the indirect interaction of the driven mode \((1,1)\) with the \((2,2)\) mode, with eigenfrequency \( \omega_{22} \approx 2 \omega_{11} \). We consider the nonlinear interaction term

\[
V^{(22)}_{(11|22)} = \frac{1}{2} \lambda^{(22)}_{(11|22)} q_{11} q_{22}^2
\]  

between the two Duffing resonators \( q_{11} \) and \( q_{22} \) (for simplicity and qualitative analysis, we neglect high order nonlinearities of the fundamental mode). Due to the presence of an overtone of the fundamental mode, we use the ansatz \( q_{11} \approx (u_1 e^{i \omega_d t} + u_3 e^{i 3 \omega_d t} + c.c.) / 2 \). [30] Then, the mixing term \( q_{11}^2 \propto u_1 u_3 e^{i \w_{22} t} \) in Eq. (4) represents the parametric excitation for the high frequency mode \((2,2)\), which becomes resonant and relevant as soon as \( 4 \omega_d \approx 2 \omega_{22} \). Using the RWA (see SM \[28\]), we obtain the numerical solutions for the amplitudes of the \((1,1)\) and the \((2,2)\) mode shown in the left panel of Fig. 2(b).

As a second example, we consider the interaction between the driven mode \((1,1)\) and the \((1,2)\) mode with eigenfrequency \( \omega_{12} \approx \frac{3}{2} \omega_{11} \). These modes are described as before as two Duffing resonators for which we have the nonlinear potential

\[
V^{(32)}_{(11|12)} = \frac{1}{2} \lambda^{(32)}_{(11|12)} q_{11}^3 q_{12}^2.
\]  

This parametric interaction becomes resonant and relevant when \( 3 \omega_d \approx 2 \omega_{12} \). In the nonlinear interaction Eq. (5) the term \( q_{11}^3 \propto u_1^3 e^{i \omega_d t} \) represents the parametric excitation for the mode \((1,2)\). For this second example, the numerical solution of the amplitudes is shown in the right panel of Fig. 2(b).

To obtain further insight into this nonlinear interaction, \( \omega_d \) is swept upward from a starting frequency above the linear eigenfrequency (here \( \omega_d / 2 \pi > 326 KHz \)) such that the mode \((1,1)\) vibrates in its low-amplitude state (amplitude < 50 nm). The results are shown in Fig. 3. For the first example, the curves in Fig. 3(a) show the subharmonic amplitude response of mode \((2,2)\) for different excitation strengths. Figure 3(b) displays a series of power spectra taken during the ring-down of the mode. As soon as the drive has been switched off, the components \( \omega_d \) and \( 3 \omega_d \) show a jump which is typical for a nonlinear vibration in low amplitude (harmonic) state. These components can be associated with the fundamental mode with \( \omega_{11} \) and its odd overtone \( 3 \omega_{11} \) (\( \neq \omega_{33} \)). On the other side, the components at \( 2 \omega_d \) of the mode \((2,2)\) decays smoothly. Notice that the majority of the power is observed around \( \omega_{22} \). All these features are consistent with mode \((2,2)\) being parametrically driven by the mode \((1,1)\) and its odd overtone due to nonlinear coupling according to Eq. (4).

In Fig. 3(c) we show the subharmonic response of the mode \((1,2)\), when the fundamental mode oscillates in the low-amplitude state. Upon increasing \( \omega_d \), the amplitude is suddenly pumped up when \( V_{exc} > 6.09 \) V. This is characteristic for parametric coupling. Here, the parametric excitation is stronger than in the previous example since the nonlinear interaction with the mode \((1,1)\) in Eq. (5) is direct and not mediated by overtones. The ring-down in Fig. 3(d) is performed for \( \omega_d / 2 \pi = \frac{2}{3} \omega_{12} / 2 \pi = 332.5 \) kHz and \( V_{exc} = 7 \) V. The

![Fig. 3. The subharmonic response functions of the flexural mode (2,2) [(a),(b)] and the mode (1,2) [(c),(d)]. (a) Subharmonic amplitude response of the (2,2) mode. (b) Frequency spectrum of the ring-down for \( V_{exc} = 5.0 \) V and \( \omega_{22} / 2 \pi = 322.0 \) kHz (instantly, \( \omega_{22} / 2 \pi = 319 \) kHz) showing three integer overtones of \( \omega_d \). The drive is turned off at \( t = 0 \). (c) Subharmonic response of the flexural mode (1,2). (d) Same as (b) but for \( V_{exc} = 7.0 \) V and \( \omega_{22} / 2 \pi = 332.5 \) kHz, showing three half-integer overtones of \( \omega_d \). The energy decay during ring-down is shown in the SM [28].](image)
corresponding power spectra reveal the half-integer frequencies \( \frac{3}{2} \omega_d, \frac{5}{2} \omega_d \), and \( \frac{9}{2} \omega_d \) which decay to \( \omega_{12}, 2 \omega_{12} \) and \( 3 \omega_{12} \) after the drive is switched off. Notice the absence of the overtones of the mode (1, 1). Again, these features are consistent with a parametrical drive of the mode (1, 2) by the mode (1, 1).

As an additional example, we shortly discuss the possible excitation mechanism of the pattern observed in area B of Fig. 2(a): The eigenfrequencies \( \omega_{23} \) and \( \omega_{32} \) differ slightly from each other, because of the small deviation of the membrane from a square shape. The 2nd overtones of these frequencies, \( 2 \omega_{23}/2\pi = 1636 \text{ kHz} \) and \( 2 \omega_{32}/2\pi = 1624 \text{ kHz} \) are close to \( 5 \omega_d \). We therefore argue that these modes are excited subharmonically via nonlinear interaction with the fundamental mode of type \( \propto q_{11}^5 q_{32}^2 \) or \( \propto q_{11}^5 q_{32}^2 \).

We will now turn to the analysis of the persistent response of the (1, 1) mode. We repeat the experiment shown in Fig. 1(a) to explore the frequency response and the ring-down behavior of the membrane subject to an ultra-strong excitation, \( V_{\text{exc}} = 5.0 \text{ V} \) at \( \omega_d/2\pi = 338.6 \text{ kHz} \), marked as black arrow in Fig. 2(a), well above \( \omega_{11} \) using MI. With the excitation switched off \( (t = 0) \), the time-resolved power spectrum recorded in the frequency range 250 kHz to 2.5 MHz displayed in Fig. 4(a) shows the contribution of \( \omega_d \) and its overtones up to 6th order. Owing to the detuned drive \( (n \omega_d \neq \omega_{nn}) \), the frequency of the individual contributions shifts towards a nearby eigenfrequency of the membrane [31, 32]. By comparison with the eigenfrequencies, the most prominent modes are identified as (i) flexural modes with \( m = n \) and their overtones (e.g. the 2nd overtones of the modes (1, 1) and (2, 2)); (ii) flexural modes with \( m \neq n \), here the 2nd overtone of the (2, 3) and the (3, 2) modes and the 4th overtone of the (1, 2) mode; (iii) mixed frequency response such as \( 2 \omega_{11} + \omega_{22} \) in the decay of \( 4 \omega_d \) (the detailed identification of the mixed-frequency modes is shown in the SM [28]).

Finally, combining the findings in the various regimes enables us to establish a tentative stability diagram of the complex vibrational behavior of the persistent response of the membrane resonator subject to strong excitation, as shown in Fig. 4(b). When increasing the excitation strength beyond the linear response regime, a gradual transition to the usual Duffing behavior occurs (green shaded area). For even larger \( V_{\text{exc}} \), the spatial modulation regime with overtones sets in as in the blue-shaded area labeled S. When increasing \( \omega_d \), this state transitions gradually to the flexural mode coupling state. In the transition range (green shaded area labeled S+F), flexural modes and spatially modulated overtones of the fundamental mode are observed simultaneously, as exemplified in the inset. Here, a ring-down experiment is shown for the frequency range around \( \omega_d \). After turning off the drive, the components at \( 2 \omega_d \) splits into two branches that decay into the \( 2 \omega_{11} \) and \( \omega_{22} \) frequencies, namely to one higher flexural mode and to one spatial overtone of the fundamental mode.

Summarizing, by combination of two complementary experimental approaches and with nonlinear coupling models, we described the persistent response effect of the membrane resonator and revealed unconventional nonlinear interaction between the driven fundamental mode, its overtones and higher-order flexural modes, which occurs under ultra-strong drive. This persistent response state has, in the example shown here, an extension of more than 50% of the eigenfrequency of the driven mode, but even longer plateaus are shown in the SM [28]. Hence,
ultra-strongly driven membranes lend themselves to be utilized as adaptive resonators without actively tuning their eigenfrequency, e.g. for energy transfer to resonating systems with different degrees of freedom. So far, we have investigated membranes with quality factors $Q$ around 20,000. We argue that the observed phenomena might become even more pronounced when increasing the $Q$ factor by using thinner membranes. We expect that our findings will help clarifying other unusual phenomena appearing in strongly nonlinear systems, also beyond the mechanical case.
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Note that the inclusion of higher-order terms causes still three possible solutions in the parameter regime of the experiment, two stable and an unstable one, as in the Duffing case, not shown in in Fig. 1(b).
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I. FABRICATION AND MEASUREMENT PRINCIPLES

A. Fabrication

The silicon nitride (SiN) membranes are fabricated from a 0.5 mm thick commercial (100) silicon wafer, both sides of which are coated with ~500 nm thick LPCVD SiN. The membrane is fabricated on the front layer, and the backside layer serves as an etch mask. Laser ablation is used to open the etch mask with a typical size of 1 × 1 mm². Using anisotropic etching in aqueous potassium nitride (KOH), a hole is etched through the openings of the mask. After about twenty hours the KOH solution reaches the topside layer and a membrane is formed, supported by a massive silicon frame. The cross section of a free-standing SiN membrane supported by the silicon substrate is presented in Fig. S1(a). In this work, a 478 nm thick and 413.5 × 393.5 µm² wide membrane is employed. The chip carrying the membrane is glued using 2-component adhesive with contact points (5 mm diameter) at each corner of the substrate to a piezo ring with 20 mm diameter and 5 mm thickness, as shown in Fig. S2 [S1, S2].

FIG. S1. SiN membrane sample and experimental setup of IWLI. (a) Cross section of a free-standing 500 nm thick SiN membrane supported by a 0.5 mm thick silicon substrate. (b) Sketch of the IWLI measurement setup showing the membrane chip, the piezo ring, the vacuum chamber and the objective. (c) Camera view of a 298 × 296 µm² membrane under the imaging interferometer objective using continuous light. The measurement area is indicated by the green frame. Here the membrane is in the (1,2) mode, as indicated by the blurring of the almost diagonal interference lines. (d) False color image of an amplitude profile of the membrane recorded at an excitation frequency of 909 kHz, corresponding to the (2,2) mode.
B. Imaging white light interferometry (IWLI)

The sample is placed in a vacuum chamber connected to a pressure controller, see Fig. S1(b), to ensure full control over the pressure of the surrounding atmosphere in a pressure range from $p = 0.001$ mbar to atmospheric pressure. The measurements discussed in the present work have been performed at $2 \times 10^{-2}$ mbar. The surface of the membrane is observed by an imaging interferometer using different light sources, described in detail in Ref. [S2, S3]. The excitation voltage is applied using a sinusoidal function generator the phase of which can be locked to the stroboscopic light of the imaging white light interferometer, as shown in Fig. S2. The observed interference pattern represents the surface profile of the sample as exemplified in Fig. S1(c). The interference fringes can be used to quantitatively measure the vibrational amplitude. Figure S1(d) shows a measurement example for the (2,2) mode. The vibrational deflection pattern can be measured by stroboscopic illumination and by continuous illumination. The deflection pattern measured by stroboscopic light contains vibrational phase information but is limited to the specific driving frequency with a locked phase. The continuous light can be applied without any phase lock-in, and thus provides deflection amplitude patterns. In this work, we utilized continuous light for recording the mode deflection patterns, stroboscopic light was utilized to measure the image shown in Fig. S1(d).

![Sketch of the experimental setups](image)

FIG. S2. Sketch of the experimental setups showing the membrane chip carrying a free-standing SiN membrane, the piezo ring and drive, the objective of the imaging white light interferometer (IWLI) and the laser beam of the Michelson interferometer (MI).

C. Michelson interferometry

A Michelson Interfermeter (MI) is utilized to measure the sweep-up and ring-down processes of the deflection at a certain point on the membrane area as shown in Fig. S2. A ($\lambda = 1550$ nm) laser beam is focused on a spot ($d \approx 1 \mu m$) on the free-standing membrane which is positioned using an $xyz$ piezo-positioning stage. The vibrations of the oscillating membrane modulate the reflected light, which is interfered with a phase reference (stabilized with a control bandwith of 50 kHz). The detected power of the interference signal is proportional to the amplitude squared for deflections much smaller than the optical wavelength. For strong excitation voltages, this limit is hard to obey. At most positions the deflection amplitude is then much larger than a quarter of the laser wavelength used in the MI. To avoid ambiguities in the data interpretation we focus the laser on a point close to one edge of the membrane, where the amplitude remains well within one fringe of the MI signal. Frequency response spectra are measured using a fast lock-in amplifier with a band width of 1 kHz. For the frequency-resolved ring-down measurements, the oscillations are recorded with an oscilloscope with a sampling rate of 10 MS/s. Then an fast Fourier transform (FFT) is performed on sets of 2000 sample points each. Integration around a particular oscillation frequency yields the separated energy decay traces shown in Figs. 3 and 4 of the main text.
By applying our customized VICL (Vibrometry In Continuous Light) [S4] and APSStro (Automated Phase-Shifting and Surface Measurement in Stroboscopic Light) measurement methods [S3, S5] dispersion relations of the bending waves of the membrane are measured using IWLI. From this data, Young’s modulus $E$ and the residual stress $\sigma$ are determined by fitting. The resonance frequencies as well as the mechanical $Q$ factors of different vibrational modes of this SiN membrane are quantitatively determined. For the (1,1) mode we find $\omega_{11}/2\pi = 323.5$ kHz, $Q_{11} = 2 \times 10^4$, $E = 240.2$ GPa, $\sigma = 0.1261$ GPa. Note that temperature drifts induce frequency shifts in the order of 500 Hz/K. The temperature in the lab is stabilized with a precision of ±1K. The IWLI and the MI are located in two different labs with slightly different average temperature. Thus, the absolute values of the eigenfrequencies may vary about ±2.5 kHz from set-up to set-up. The absolute values indicated correspond to the ones measured with MI. The full width at half maximum (FWHM) of the (1,1) mode in the linear response regime is about 50 Hz. Table S1 gives an overview over the expected eigenfrequencies of the membrane, measured by MI and IWLI, and calculated using the formula:

$$\omega_{mn} \approx 2\pi \sqrt{\left(\sigma_{xx} m^2 + \sigma_{yy} n^2\right)/L^2}/(4\rho).$$  \hfill (S1)

Here the $\rho = 3.18 \times 10^3$ kg/m$^3$ is the mass density, $L_w = 413.5$ $\mu$m and $L_h = 393.5$ $\mu$m are the edge lengths of the membrane, and $m$, $n$ denote the integer mode indices representing the number of antinodes. The observed temperature dependence of the eigenfrequencies is attributed to temperature-dependent stress tensor components $\sigma_{xx}$ and $\sigma_{yy}$ along the $x$ and $y$ axis, respectively. The values given in the table have been calculated using the values $\sigma_{xx} = 0.110$ GPa and $\sigma_{yy} = 0.108$ GPa determined by our spatially resolved measurement method described in Ref. [S6]. Table S1 lists the experimental and theoretical values of different flexural modes ($m$, $n$) in kHz. The frequency values have been measured by IWLI and MI (underlined).

As an example, we find $\omega_{11}/2\pi = 321$ kHz and $\omega_{22}/2\pi = 646$ kHz for the eigenfrequencies of (1,1) and (2,2) mode, respectively, both with quality factors in the order of 20000. Note that $\omega_{22}$ is not exactly twice the (1,1) mode frequency because of the non-zero bending rigidity and the slightly rectangular shape of the membrane. This feature will become important in the nonlinear regime.

### II. CHARACTERIZATION OF MECHANICAL PROPERTIES

In Fig. 1(a) of the main text we present four typical resonance curves to reveal the spatial modulation and flexural mode coupling behavior. In Fig. S3, we present a complete 2D map of the amplitude to demonstrate the excitation-dependent response near the (1,1) mode. Like in Fig. 1(a) and Fig. 2(a) of the main text, the data is obtained by IWLI integrating over the whole membrane area. Figure S3 gives an overview of the behavior for $0.1 \leq V_{\text{exc}} \leq 9.5$ V and in a frequency range of 320 kHz to 480 kHz as a false-color plot. After an initial fast increase of the amplitude, we observe a wide plateau that extends over a broad frequency range of up to 50% of $\omega_{11}$. At the end of the plateau, the amplitude drops down abruptly by more than an order of magnitude. The dropping frequency shows a step-wise, non-monotonic, but reproducible dependence on $V_{\text{exc}}$, indicating the existence of at least two (metastable) vibrational states of the membrane. For excitation voltages $5.2 \leq V_{\text{exc}} \leq 6.4$ V, additional nonlinear resonances are excited at around 410 kHz after the end of the persistent response plateau of the (1,1) mode. No other eigenfrequency beside the fundamental (1,1) mode is comprised in the plateau range. The driving force $5.2 \leq V_{\text{exc}} \leq 6.4$ V is not strong enough to generate the persistent response plateau of the (1,1) mode between 400 kHz and 440 kHz, as seen by the fluctuating amplitude in this range.

### III. PERSISTENT RESPONSE BEHAVIOR

$
\begin{array}{cccccccc}
\text{Mode} & 1 (m) & 2 & 3 & 4 & 5 & 1 & 2 & 3 \\
\text{Experimental} & \text{Theoretical} \\
1 & 321 & 500 & 712 & 927 & 1174 & 325 & 507 & 714 \\
\text{ } & \text{ } & \text{ } & \text{ } & \text{ } & \text{ } & 930 & 1149 & \\
2 & 517 & 646 & 818 & 1018 & 1233 & 520 & 649 & 821 \\
\text{ } & \text{ } & \text{ } & \text{ } & \text{ } & \text{ } & 1014 & 1218 & \\
3 & 747 & 837 & 983 & 1148 & 1326 & 738 & 834 & 974 \\
\text{ } & \text{ } & \text{ } & \text{ } & \text{ } & \text{ } & 1141 & 1226 & \\
4 & 977 & 1052 & 1160 & 1314 & 1495 & 963 & 1039 & 1154 \\
\text{ } & \text{ } & \text{ } & \text{ } & \text{ } & \text{ } & 1299 & 1463 & \\
5 & 1188 & 1260 & 1351 & 1511 & 1640 & 1192 & 1254 & 1351 \\
\text{ } & \text{ } & \text{ } & \text{ } & \text{ } & \text{ } & 1477 & 1623 & \\
\end{array}$
FIG. S3. Nonlinear response and amplitude saturation. False-color map of the nonlinear response of the membrane at frequency \(\omega_d\) under increasing sinusoidal drive \(V_{\text{exc}}\), measured by IWLI. The drive frequency is increased around the linear eigenfrequency \(\omega_{11}\). The color bar shows the absolute amplitude response averaged over the entire membrane. The colored dashed lines mark the selected traces given in Fig. 1 of the main text.

IV. NONLINEAR RESPONSE IN THE FLEXURAL MODE COUPLING REGIME

A. Sub-harmonically driven nonlinear flexural modes

Mode assignment of the ring-down measurements in Fig. 3 of the main text: In Fig. 3(b), for sub-harmonically driven \((2,2)\) mode, we observe the following ring-down developments (\(\rightarrow\): decays to): \(\omega_d/2\pi = 322.0\) kHz \(\rightarrow \omega_{11}/2\pi = 319.3\) kHz, \(2\omega_d/2\pi = 644.0\) kHz \(\rightarrow \omega_{22}/2\pi = 643.3\) kHz and \(3\omega_d/2\pi = 966.0\) kHz \(\rightarrow 3\omega_{11}/2\pi = 957.9\) kHz. In Fig. 3(d), for sub-harmonically driven \((1,2)\) mode, we observe the following ring-down developments: \(\omega_d/2\pi = 332.5\) kHz \(\rightarrow \omega_{11}/2\pi = 319.0\) kHz, \(\frac{3}{2}\omega_d/2\pi = 498.8\) kHz \(\rightarrow \omega_{12}/2\pi = 496.9\) kHz, \(\frac{\omega_d}{2}\pi = 997.5\) kHz \(\rightarrow 2\omega_{12}/2\pi = 993.8\) kHz and \(\frac{3}{2}\omega_d/2\pi = 1496.3\) kHz \(\rightarrow 3\omega_{12}/2\pi = 1490.7\) kHz. Higher frequency range are cut out and shown in Fig. S6 for the further discussion.

FIG. S4. Off-resonantly measured amplitude response. (a) Amplitude response of sub-harmonically driven \((3,3)\) mode. Drives for each curves are: 4.62, 4.71, 4.76, 4.80, 4.85, 4.90, 4.94, 4.99, 5.17, 5.36, 5.54, 5.73 V, respectively. (b) Amplitude response of sub-harmonically driven \((2,3)\) mode. Drives selected for each curves are 5.86, 5.91, 5.95, 6.00, 6.05, 6.09 V, respectively.

As an supplement to the \((2,2)\) and \((1,2)\) modes shown in the main text in Fig. 3, two additional examples, the \((3,3)\)
and (2,3) mode are shown here. We drive flexural modes sub-harmonically at frequencies higher than \( \omega_{11}/2\pi \) to exclude the strong contribution of the (1,1) mode.

The curves in Fig. S4(a) show the amplitude response of the sub-harmonically driven (3,3) mode under different excitations, the drive frequencies are around \( \omega_d = \frac{1}{3} \frac{\omega_{33}}{2\pi} = 331 \text{ kHz} \). \( V_{\text{exc}} \) is calibrated as: 4.62, 4.71, 4.76, 4.80, 4.85, 4.90, 4.94, 4.99, 5.17, 5.36, 5.54, 5.73 V, respectively. The “Duffing-like” curves are attribute to the indirect parametric nonlinear interaction \((m = n)\) character, the high background amplitude around 100 nm corresponds to the contribution of the (1,1) mode vibrating in low amplitude state. The curves in Fig. S4(b) show the amplitude response of the sub-harmonically driven (2,3) mode under different excitations again in the nonlinear regime, the drive frequencies are around \( \omega_d/2\pi = \frac{2}{5} \frac{\omega_{23}}{2\pi} = 333.5 \text{ kHz} \). \( V_{\text{exc}} \) is calibrated as 5.86, 5.91, 5.95, 6.00, 6.05, 6.09 V, respectively. The curves shows a sub-harmonically driven direct parametric nonlinear interaction \((m \neq n)\) character.

We discuss the parametric resonance curves of the (1,1) mode in the following.

For a quick overview of the parametric resonance, we perform a simple parametric excitation of (1,1) mode and measure the amplitude response by using MI as shown in Fig. S5. The forward and backward frequency sweeps are recorded. The amplitude response of 2\(^{\text{nd}}\) and 3\(^{\text{rd}}\) higher order components measured by lock-in are plotted as well. The \( \omega_d \) is swept around \( 2\omega_{11} \) with excitation \( V_{\text{exc}} = 90 \text{ mV} \) and \( V_{\text{exc}} = 200 \text{ mV} \). The corresponding resonance curves are plotted in (a) and (b). In Fig. S5 (a), only the (2,2) mode is excited at the \( \omega_{22}/2\pi = 643.6 \text{ kHz} \), note here we didn’t see any sign of parametric resonance of (1,1) mode. In the case of \( V_{\text{exc}} = 200 \text{ mV} \), the \( \omega_d \) is swept around \( 2\omega_{11} \) again and the curves in panel (b) shows a strongly driven parametric resonance of (1,1) mode at \( 2\omega_{11}/2\pi = 639.2 \text{ kHz} \) identified by the back-ward sweep. For the higher detuning, the (2,2) mode starts pumping up and coupling with the parametric driven (1,1) mode, we will not discuss this behavior into details here. The parametric resonance of (1,1) mode shown in panel (b) is similar to the resonance curves we measured by IWLI as shown in Fig. 3(d) in the main text for the (1,2) mode as well as in Fig. S4(b) for the (2,3) mode. Differently, in the main text, we discussed the sub-harmonic parametrically driven response. The higher overtone of the driven nonlinear mode acts as a parametric driving source, transferring part of its energy, as long as the frequency of the overtone matches (close to) the twice the eigenfrequency of one specific flexural mode.

**FIG. S5.** Parametrically driven resonance curve of the (1,1) mode (forward and backward frequency sweep) by using MI. The amplitude response of the 2\(^{\text{nd}}\) and 3\(^{\text{rd}}\) higher order components measured by lock-in are plotted as well. (a) The (2,2) mode is driven around \( \omega_{22}/2\pi = 643.6 \text{ kHz} \), with excitation \( V_{\text{exc}} = 90 \text{ mV} \). (b) with \( V_{\text{exc}} = 200 \text{ mV} \), the typical parametric resonance curve of (1,1) mode are recorded around \( 2\omega_{11}/2\pi = 639.2 \text{ kHz} \). Two spikes corresponding to \( 2\omega_{11} \) and \( \omega_{22} \) can be found while sweeping backward at a distance of around 4.7 kHz.

Similar to the sub-harmonic parametrically driven (1,2) mode shown in Fig. 3(d) in the main text, simultaneously, the 5\(^{\text{th}}\) overtone of the drive (5\( \omega_d \)) can parametrically excite the (2,3) and (3,2) mode as shown in Fig. S6 but with much weaker amplitude response. The ringdown power spectrum of the (2,3) and (3,2) mode shown in Fig. S6 is the
same measurement shown in Fig. 3(d), cut out from frequency range of \( \frac{5}{2} \omega_d \).

The fractional relation of sub-harmonic parametrically driven modes can be predicted as \( 2 \omega_{mn} = (m + n) \cdot \omega_d \). The corresponding fractional frequency relations identified in the experiments and in theory are:

For the (1,2) mode:
- \( \omega_{12} \approx \frac{3}{2} \omega_d \),
- \( 2 \omega_{12} \approx \frac{9}{2} \omega_d \),
- \( 3 \omega_{12} \approx \frac{9}{2} \omega_d \),

for the (2,3) mode:
- \( \omega_{23} \approx \frac{5}{2} \omega_d \),
- \( 2 \omega_{23} \approx \frac{10}{2} \omega_d \),

summarizing, for the \((m, n)\) mode:
- \( \omega_{mn} \approx \frac{m+n}{2} \omega_d \),

and for the \(i\)th overtone of the \((m, n)\) mode:
- \( i \omega_{mn} \approx \frac{i(m+n)}{2} \omega_d \).

FIG. S6. Ring-down frequency spectrum of sub-harmonically driven (1,2) mode for \( V_{exc} = 7.0 \) V and \( \omega_d/2\pi = 332.5 \) kHz, showing the frequency spectrum in the range of \( \frac{5}{2} \omega_d \). The same measurement showing in Fig. 3(d) in the main text. The drive is switched off at \( t = 0 \) ms. The mode frequency reading from the ring-down trace is \( \omega_{23}/2\pi = 814 \) kHz and the \( \omega_{32}/2\pi = 833 \) kHz.

In the main text we show the driving nonlinear flexural modes sub-harmonically at a frequencies higher than \( \omega_{11} \) to exclude the strong amplitude contribution of the (1,1) mode. Two examples, for the (2,2) and the (1,2) mode are showing in Fig. 3 (a,b) and (c,d) in the main text. Figure S7 presents the time-resolved FFT power spectra obtained by integrating over a certain frequency range around the individual resonance frequencies. For the sub-harmonically driven (2,2) mode, the power is mainly concentrated on the \( \omega_{22} \), and characterized by the integrated ring-down power traces shown in Fig. S7(a), which shows a single-exponential decay of the (2,2) mode. The ring-down traces present anomalous decay behavior for \( \omega_{11} \): A sudden drop of the amplitude of \( \omega_{11} \) can be seen might due to the jumping of the driven state of \( \omega_{11} \) to the back-bone trace of (1,1) mode in Duffing nonlinear regime when the power is off.

For the sub-harmonically driven (1,2) mode shown in the main text, the power is mainly concentrated on the \( \omega_{12} \), and characterized by the integrated ring-down power traces shown in Fig. S7(b). The ring-down traces present anomalous
FIG. S7. Ring-down amplitude of sub-harmonically driven nonlinear flexural modes. Time resolved, and frequency integrated power spectra of the ringdown data shown in Fig. 3(b) and 3(d) of the main text for different sub-harmonically driven modes. (a) The ringdown trace of sub-harmonically driven (2,2), the ringdown traces plotted as $\omega_{11}$ black, $\omega_{22}$ yellow, $\omega_{33}$ blue). The trace of $3\omega_{11}$ is not shown due to the weak power. The ring-down starts at $t = 0$. (b) The ringdown trace of sub-harmonically driven (1,2), the ringdown traces plotted as $\omega_{11}$ black, $\omega_{12}$ yellow, $2\omega_{12}$ blue, $3\omega_{12}$ green). The ring-down starts at $t = 0$. The amplitude of the $\omega_{12}$ persists for around 30 ms and then decays exponentially, the 2\textsuperscript{nd} and the 3\textsuperscript{rd} overtone of sub-harmonically driven (1,2) mode decay immediately after switching off the drive and with a larger decay rate.

FIG. S8. (a) Time-resolved and frequency-integrated power vs. frequency decay for $2\omega_d \rightarrow \omega_{22}$ (black circles), fitted by a quadratic function (red line). Ring-down data shown in Fig. 3(b). (b) Same as (a) but for the data shown in Fig. 3(d) in the main text, i.e. $\frac{3}{2}\omega_d \rightarrow \omega_{12}$ (black circles), fitted by a quartic (red line) and a quadratic (blue-dashed line) function.

decay for $\omega_{11}$, the sudden drop similar to the behavior in Fig. S7 (a). Meanwhile, the anomalous decay for $\omega_{12}$ can be seen. its 2\textsuperscript{nd} overtone which reveals an oscillating faster decay. The signal powers of $2\omega_{12}$ and $3\omega_{12}$ are weaker than the one of $\omega_{12}$. The signal power of $\omega_{12}$ only starts decaying 30 ms after the drive has been switched off. Then starts a slow anomalous decay process between 30 ms to 70 ms. The decay traces of the $\omega_{12}$ power shows an exponential decay process 70 ms after the power has been switched off. The decay rates of the individual overtones are calculated by fitting an exponential function to the ring-down power integrated over the respective frequency range. The power oscillation of $2\omega_{12}$ can be directly seen even at the steady state with power on. We argue that this extremely slow oscillation might be due to heat redistribution caused by thermoelastic processes. The response and the power oscillations of the $2\omega_{12}$ mode are similar to the behavior of spatial modulation [S1]. The frequency-integrated ring-down amplitude vs. frequency decay traces of the experiment in the main text of Fig. 3(b) shown in Fig. S8(a) presents a typical quadratic decay of the (2,2) mode, indicating a cubic nonlinearity in the sub-harmonically driven (2,2) mode. The frequency-integrated ring-down amplitude vs. frequency decay trace of the experiment in the main text of Fig. 3(d) is mainly concentrated on $\omega_{12}$, which can be fitted by a quartic decay relation (red line) shown in Fig. S8(b).
The decay relation is indicating that the higher order nonlinearity exist in the system and might caused the large amplitude and the flatness of the amplitude response curves in the sub-harmonically driven 3/2 parametric resonance of (1,2) mode, see Fig. 3(c) in the main text. The best approximation of quadratic decay (blue-dashed line) is also shown.

### B. Flexural mode coupling and ring-down measurement

We identified all the flexural modes and their overtones shown in Fig 4(a) in the main text. We observe the following main developments:

\[
\frac{\omega_d}{2\pi} = 338.6 \text{ kHz} \rightarrow \frac{\omega_{11}}{2\pi} = 320.2 \text{ kHz}, \quad 2\frac{\omega_d}{2\pi} = 677.2 \text{ kHz} \rightarrow \frac{\omega_{22}}{2\pi} = 645 \text{ kHz}, \quad 3\frac{\omega_d}{2\pi} = 1015.8 \text{ kHz} \rightarrow \frac{\omega_{11}}{2\pi} = 320.2 \text{ kHz}, \quad \frac{2\omega_{22}}{2\pi} = 1292 \text{ kHz} \quad \text{and} \quad 2\frac{\omega_{11}}{2\pi} + \frac{\omega_{22}}{2\pi} = 1287 \text{ kHz}, \quad 6\frac{\omega_d}{2\pi} = 2031.6 \text{ kHz} \rightarrow 3\frac{\omega_{22}}{2\pi} = 1946 \text{ kHz} \quad \text{and} \quad 4\frac{\omega_{11}}{2\pi} = 1939 \text{ kHz}, \quad 7\frac{\omega_d}{2\pi} = 2370.2 \text{ kHz} \rightarrow 2\frac{\omega_{33}}{2\pi} = 2304 \text{ kHz (not plotted in (a))}. \]

The 5th overtone splits up into the 2nd overtone of the (2,3) and the (3,2) modes.

\[
5\frac{\omega_d}{2\pi} = 1693 \text{ kHz} \rightarrow 2\frac{\omega_{23}}{2\pi} = 1636 \text{ kHz} \quad \text{and} \quad 2\frac{\omega_{32}}{2\pi} = 1624 \text{ kHz}. \]

![Mode identification of all curves measured in Fig. 3 in the text. The frequencies of the flexural (1,1), (2,2) and (3,3) mode at t = 33 ms, they can be read from the ring-down spectra: \(\omega_{11}/2\pi = 322.5 \text{ kHz}, \omega_{22}/2\pi = 648.2 \text{ kHz} \) and \(\omega_{33}/2\pi = 981.3 \text{ kHz}\). We only consider the \(m = n\) modes for the frequency mixing due to the coupling possibility. We locate all the calculated modulated frequency on the ring-down spectrum by the white dots on figures and labeled as white mode names, for the flexural modes been marked as black dots and labeled as yellow mode names. From (a) to (f) we labeled all identified flexural modes and mixed modes from 1 \(\omega_d\) up to 6 \(\omega_d\).

Other traces are produced by frequency mixing between flexural modes and their overtones. We propose that the frequency mixing of a specific mode can be predicted by \(\omega_{\text{mix}} = i\omega_{11} \pm j\omega_{22} \pm k\omega_{33} \pm \ldots \pm z\omega_{mn}\), here \(i, j, k \ldots z\ldots\) \text{ are integer} and we only consider the \(m = n\) modes for the frequency mixing due to the coupling possibility. The mixed frequencies have been identified and marked in the Fig. S9. The flexural modes and their overtones contribute to the frequency mixing behaviour are marked as black dots and labeled as yellow mode names. To identify the
observed mixed modes we calculated the $\omega_{\text{mix}}$ by using $\omega_{11}$ and $\omega_{22}$ with the combination index up to 3. We select the $t = 33$ ms to identify the mode frequencies, ensure that all modes are complete separated during the ring-down process. Here, $\omega_{11}/2\pi = 322.5$ kHz, $\omega_{22}/2\pi = 648.2$ kHz at $t = 33$ ms. We locate all the calculated mixed frequencies (e.g., $\omega_{11} \pm \omega_{22}, 2\omega_{22} \pm \omega_{11}, \omega_{22} \pm 2\omega_{11}$ and $\omega_{22} \pm 3\omega_{11}$, etc.) on the ring-down spectrum by the white dots on figures show nice consistence with the measured ring-down data, names of mixed modes are labeled as white.

In Fig. S10, we present the same data as shown in Fig. 4(a) of the main text. We zoom into the ring-down frequency response around the $\omega_{11}$, $\omega_{22}$, and the $4\omega_{12}$ modes. At $t = 16$ ms after switching off the drive, the $4\omega_{12}$ mode is generated abruptly at $\omega_{\text{rd}} = 1965$ kHz. As shown in Fig 4(a) in the main text, the $\omega_{33}$, $2\omega_{23}/3\omega_{22}$ and $2\omega_{34}$ modes are decaying fast and to the noise floor within the first 16 ms, while the (1,1) and the (2,2) mode decay more slowly and shift their frequencies. At $t = 16$ ms the ring-down frequencies of the modes are 325.5 kHz and 655 kHz, respectively. We noticed that the $\omega_{\text{rd}}$ of $4\omega_{12}$ mode at $t = 16$ ms is exactly three times the actual frequency of the (2,2) mode. Hence, because of the equality $4\omega_{12} = 3\omega_{22}$ at this particular moment, we argue that the 4th overtone of the (1,2) mode is generated by energy transfer from the (2,2) mode during the ring-down process. No other integer factor relation between mode eigenfrequencies (up to mode (4,5)) or their overtones (up to 4th overtone) are fulfilled at that time.

In Fig. S11, the power decay of the resonances in the frequency range from 300 kHz to 2.5 MHz are shown. To interpret the data, one has to keep in mind that the measurement is local, meaning that sudden jumps up or down of the amplitude of particular modes are not violating energy conservation, but just indicate a rearrangement of the spatial distribution of vibration power. At the spot investigated here, the (1,1) mode shows a simple exponential energy decay. The power of the (2,2) mode jumps down immediately after switching off the drive and then also decays exponentially, but slower than the (1,1) mode. For the higher harmonics, the decay behavior is more complex, also involving spatial overtones of the flexural modes [S1, S7–S9] and the sub-harmonic parametric resonance mechanism discussed above. The decay of the (2,3)/(3,2) modes are exponential with rather small time constant. In the decay of $6\omega_{d}$, the 4th overtone of the (1,2) mode abruptly jumps up at $\sim 30$ ms, when the frequency of the (2,2) mode has shifted such that the condition $4\omega_{12} = 3\omega_{22}$ is fulfilled. This sudden power increase of $4\omega_{12}$ is reproducible when measuring repeatedly at the same spot, but different mode combinations are detected when measuring at another spot on the membrane as shown in Fig. S10. The common phenomenon is a mutual energy transfer between several flexural modes and their overtones whenever an internal resonance condition is fulfilled during ring-down [S10, S11]. This behavior is consistent with what we observed by IWLI shown in Fig. 2(a) in the shaded areas in the main text, where at particular driving frequencies internal resonances are met. This observation of an overall redistribution of the excited modes and overtones can be interpreted as an indication for the non-equilibrium property of the persistent response state obtained by the ultra-strong and off-resonant drive.

FIG. S10. Frequency decay in the strongly driven persistent response regime of the (1,1) mode, selected frequency ranges from the same measurement shown in Fig. 3 in the main text. The indicated values of $\omega_{\text{rd}}$ in each frequency ranges are reading at the time $t = 16$ ms.
V. THEORETICAL MODELS

The full theoretical description of the nonlinear coupling between different types of tones and modes and the complex superposition of these internal resonances is quite challenging. To explain the experimental observations qualitatively, we focus on the underlying process of each feature and show, solving the theoretical models for three individual cases, that each model explains one of the observations.

We first develop a model for the nonlinearly excited fundamental mode \((1,1)\) of the membrane with eigenfrequency \(\omega_{11}\). The goal is to explain qualitatively the experimental observation of the “persistent response”, namely the two central facts that first, the average vibration amplitude of the membrane is almost flat by increasing the detuning and second, the maximum frequency detuning at which the resonator switches from the high amplitude state to the low amplitude state is much larger with respect to the Duffing model. These two facts can be explained by a consistent theoretical scenario.

In a second step we consider the interaction of the fundamental mode and one specific higher-frequency mode, where we focus on one example for each of two different coupling cases. This is either an indirect parametric nonlinear interaction moderated by the overtones of the fundamental mode, where we study the case of the third overtone of the \((1,1)\) mode with eigenfrequency \(3 \omega_{11}\) which drives indirectly the \((2,2)\) mode with \(\omega_{22} \approx 2 \omega_{11}\). Or it’s a direct parametric nonlinear interaction with a fractional resonance, where we study the interaction of the fundamental mode \((1,1)\) with the \((1,2)\) mode with \(\omega_{12} \approx \frac{3}{2} \omega_{11}\).

A. Interaction of the fundamental mode \((1,1)\) with the harmonic modes \((2,2), (3,3)\) and \((4,4)\)

As explained in the main text, we assume the overtones and the high frequency modes are weakly excited due to nonlinear interaction with the fundamental mode \((1,1)\). However, the dynamics of the activated high frequency modes affects the response of the mode \((1,1)\). To illustrate this idea, we discuss as example a toy model in which we consider the mode \((1,1)\) with eigenfrequency \(\omega_{11} \approx \omega_d\) only coupled to the three modes \((n, n)\) with \(n = 2, 3, 4\) and eigenfrequencies \(\omega_{nn} \approx n \omega_{11}\) through the potential

\[
V_{(11|nn)}^{(n1)}(\zeta) = \frac{4}{\lambda_{(11|nn)}^{(n1)}} q_{11}^{n} q_{nn}.
\]

(S2)
Then the dynamical equations read

\[ \ddot{q}_{11} = -\omega_{11}^2 q_{11}(t) - 2\Gamma_{11} \dot{q}_{11}(t) - \gamma q_{11}(t) + F_d \cos(\omega_d t) - \sum_{n=2}^{4} n \lambda_{(11|nn)}^{(n)} q_{11}^{n-1} q_{nn}, \quad (S3) \]

\[ \ddot{q}_{nn} = -\omega_{nn}^2 q_{nn}(t) - 2\Gamma_{nn} \dot{q}_{nn}(t) - \lambda_{(11|nn)}^{(n)} q_{11}^n, \quad (n \geq 2). \quad (S4) \]

Using the canonical transformations

\[ u_n(t) = e^{-i\omega_d t/2} q_{nn}(t) - i\dot{q}_{nn}(t)/(n\omega_d)/2, \quad (S5) \]

\[ u_n^*(t) = e^{i\omega_d t} [q_{nn}(t) + i\dot{q}_{nn}(t)/(n\omega_d)/2, \quad (S6) \]

and applying the rotating wave approximation (RWA), we get the equations

\[ \dot{u}_1(t) = -\left( \Gamma_{11} + i\delta \omega_1 - i \frac{3\gamma}{2\omega_d} (u_1(t))^2 \right) u_1(t) - i \frac{F}{4\omega_d} + \sum_{n=2}^{4} \frac{in}{2\omega_d} \lambda_{(11|nn)}^{(n)} u_n(t)(u_1(t))^{n-1}, \quad (S7) \]

\[ \dot{u}_n(t) = - (\Gamma_{nn} + in\delta \omega_n) u_n(t) + i \frac{\lambda_{(11|nn)}^{(n)}}{2n\omega_d} u_1^*(t), \quad (n \geq 2), \quad (S8) \]

with the detuning \( \delta \omega_n = \omega_d - \omega_{nn} \). \( u(t) \) describes the vibration amplitude in the rotating frame at the driving frequency \( \omega_d \). We scale the amplitude like

\[ u_n(t) = \sqrt{\frac{2\omega_d \Gamma_{11}}{3\gamma}} z_n(t), \quad (S9) \]

and introduce new parameters: the scaled detuning, the scaled damping and the scaled force

\[ \Omega_n = \frac{\delta \omega_n}{\Gamma_{11}}, \quad \kappa_n = \frac{\Gamma_{nn}}{\Gamma_{11}}, \quad \beta = \frac{3F^2\gamma}{32\omega_d^2 \Gamma_{11}^2}. \quad (S10) \]

With these parameters we get the scaled equations

\[ \dot{z}_1(t) = - (\Gamma_{11} + i\delta \omega_1 - i \Gamma_{11} |z_1(t)|^2) z_1(t) - i \Gamma_{11} \sqrt{\beta} + \sum_{n=2}^{4} \frac{in}{2\omega_d} \lambda_{(11|nn)}^{(n)} \left( \sqrt{\frac{2\omega_d \Gamma_{11}}{3\gamma}} \right)^{n-1} z_n(t)(z_1^*)^{n-1}, \quad (S11) \]

\[ \dot{z}_n(t) = - (\Gamma_{nn} + in\delta \omega_n) z_n(t) + i \frac{\lambda_{(11|nn)}^{(n)}}{2n\omega_d} \left( \sqrt{\frac{2\omega_d \Gamma_{11}}{3\gamma}} \right)^{n-1} z_1^*(t). \quad (S12) \]

In the steady state, \( \dot{z}_n(t) = 0 \) one can obtain a closed equation from Eq. (S11) and (S12) for the the stationary solution \( \bar{z}_1 \). With the abbreviation

\[ g_n = \left( \frac{\lambda_{(11|nn)}^{(n)}}{4\omega_d^2 \Gamma_{11}^2} \right)^2 \left( \frac{2\omega_d \Gamma_{11}}{3\gamma} \right)^{n-1}, \quad (S13) \]

we finally get

\[ -i\sqrt{\beta} = \left[ 1 + i\Omega_1 - \left( 1 - \frac{g_2}{(\kappa_2 + 2i\Omega_2)} \right) |z_1|^2 + \frac{g_3}{(\kappa_3 + 3i\Omega_3)} |z_1|^4 + \frac{g_4}{(\kappa_4 + 4i\Omega_4)} |z_1|^6 \right] z_1 \]

\[ \approx \left[ 1 + i\Omega_1 - i \left( 1 + \frac{g_2}{2i\Omega_2} \right) |z_1|^2 - i \frac{g_3}{3\Omega_3} |z_1|^4 - i \frac{g_4}{4\Omega_4} |z_1|^6 \right] z_1, \quad (S14) \]

where we used the condition \( \kappa_n \ll \Omega_n \). The latter result corresponds to an effective septic force for the fundamental mode in the RWA.
B. Theoretical description of fundamental mode as nonlinear resonator with an effective septic potential

From the previous section, we argue that the dynamics of the fundamental mode (1,1) of the membrane with eigenfrequency \( \omega_{11} \) can be modeled by an effective septic force. Therefore, with the drive \( \omega_d \simeq \omega_{11} \) we assume the following equation for the dynamics of the (1,1) mode

\[
\ddot{q}_{11}(t) = -\omega^2_{11} q_{11}(t) - 2\Gamma_{11} \dot{q}_{11}(t) + F \cos(\omega_d t) - \gamma_{11} q^3_{11}(t) - \mu q^5_{11}(t) - \nu q^7_{11}(t),
\]

which corresponds to an effective resonator, driven by a linear force, the Duffing nonlinearity with parameter \( \gamma \), a quintic nonlinearity with parameter \( \mu > 0 \) and a septic nonlinearity with parameter \( \nu > 0 \).

One expects a priori that, for a sufficiently strong drive, the vibration amplitude is large and the nonlinear higher-order terms become more and more important. In particular, the Duffing nonlinearity is not sufficient to explain the dynamics and we need to include these higher-order nonlinearities. The crucial effect of the latter terms is to produce a deflection of the Duffing response curve as a function of the drive frequency. It is also important to note that the inclusion of the quintic (or other higher-order terms) does not imply necessarily that the resonator has more stable solutions than the ones in the Duffing model. As will be shown below, in the regime of parameters that describe the experimental observations of this work, the nonlinear resonator of Eq. (S15) still has 3 possible real solutions, out of which two are stable and one unstable, as in the Duffing case.

Using the canonical transformations

\[
u(t) = [q_{11}(t) - \frac{\omega_d}{\omega_{11}} t] e^{-i \omega_d t},
\]

and applying the RWA we get the equation

\[
u^*(t) = [q_{11}(t) + \frac{\omega_d}{\omega_{11}} t] e^{i \omega_d t},
\]

and introduce the new parameters: the scaled detuning, the scaled quintic and septic nonlinearity parameters and the scaled force, provided by an external drive,

\[
\Omega = \delta \omega_d \Gamma_{11}, \quad \tilde{\mu} = \frac{20}{9} \frac{\omega_d}{\gamma} \Gamma_{11}, \quad \tilde{\nu} = \frac{140}{27} \frac{\omega_d^2 \Gamma_{11}}{\gamma^3}, \quad \beta = \frac{3 \gamma F^2}{32 \omega_d^3 \Gamma_{11}}.
\]

With these we get the short equation for the scaled amplitude in the RWA

\[
\frac{1}{\Gamma_{11}} \ddot{z}(t) = (-i \Omega - 1 + i |z(t)|^2 + i \tilde{\mu} |z(t)|^4 + i \tilde{\nu} |z(t)|^6) z(t) - i \sqrt{\beta}. \tag{S21}
\]

In the steady state, \( \dot{z}(t) = 0 \), the stationary solution \( \tilde{z} \) is given by the equation

\[
\beta = \left[ 1 + (\Omega - |\tilde{z}|^2 - \tilde{\mu} |\tilde{z}|^4 - \tilde{\nu} |\tilde{z}|^6) \right] |\tilde{z}|^2. \tag{S22}
\]

If the external driving force is fixed, the parameter \( \beta \) is fixed. One can then plot the solutions of Eq. (S22) as a function of the scaled detuning \( \Omega \). With the scaling proposed above, the solutions then depend only on two parameters, namely \( \tilde{\nu} \) and \( \tilde{\mu} \), as evident from Eq. (S22). This is shown in Fig. 1 (b) of the main text. The Duffing resonator is recovered if \( \mu = \nu = 0 \). One can then compare the solutions of the RWA, so Eq. (S22), for the amplitude with the full numerical simulation of a version of Eq. (S15) that is scaled in the same way. Deviations between the full numerical solution and the RWA solution appear at large detuning beyond the validity of the RWA which is given by

\[
|\omega_d - \omega_{11}| \ll \omega_d, \quad |\omega_d - \omega_{11}| \ll \omega_{11}. \tag{S23}
\]

The RWA breaks down when the detuning is comparable to \( \omega_{11} \).
Solving Eq. (S22) for the detuning $\Omega$, we assume that we have either 1 or 3 real solutions for $|\bar{z}|^2$. Then the condition $\beta/|\bar{z}|^2 - 1 = 0$ set the maximum amplitude $|u_{\text{max}}|^2 = \beta$ leads to the maximum detuning of

$$\Omega_{\text{max}} = |\bar{z}|_{\text{max}}^2 + \tilde{\mu}(|\bar{z}|_{\text{max}}^2)^2 + \tilde{\nu}(|\bar{z}|_{\text{max}}^2)^3 = \beta + \tilde{\mu}\beta^2 + \tilde{\nu}\beta^3.$$  

(S24)

Without the scaling, the maximum amplitude and maximum detuning become

$$|u_{\text{max}}|^2 = \frac{F^2}{4\omega_d^2\Gamma_i^{11}},$$  

(S25)

$$\frac{\delta\omega_d}{\Gamma_i^{11}} = \frac{3\gamma F^2}{32\omega_d^4\Gamma_i^{11}} + \frac{5\mu F^4}{256\omega_d^6\Gamma_i^{11}} + \frac{35\nu F^6}{21\omega_d^8\Gamma_i^{11}}.$$

(S26)

As it is possible to see in Fig. 1 (b) of the main text, the curve of the amplitude vs. detuning becomes flatter by adding nonlinear self-interaction terms in the equation. This explains qualitatively the observed saturation in the measurements.

C. Indirect parametric nonlinear interaction activated by the third overtone of the fundamental mode

For the first coupling mechanism, the indirect parametric nonlinear interaction activated by the overtone of the fundamental mode, we study the specific case of the third overtone of the (1,1) mode with eigenfrequency $3\omega_1$ which drives indirectly the (2,2) mode with $\omega_{22} \simeq 2\omega_1$. We set the following coupled equations for the amplitudes $q_{11}(t)$ and $q_{22}(t)$

$$\dot{q}_{11}(t) = -\omega_{22}^2 q_{11}(t) - 2\Gamma_{11} \dot{q}_{11}(t) + F \cos(\omega_d t) - \gamma_1(t) q_{11}^3(t) - \lambda q_{11}(t) q_{22}^2(t),$$

$$\dot{q}_{22}(t) = -\omega_{22}^2 q_{22}(t) - 2\Gamma_{22} \dot{q}_{22}(t) - \gamma_2(t) q_{22}^3(t) - \lambda q_{11}(t) q_{22}(t).$$

(S27)

(S28)

Both effective resonators of Eq. (S27) and (S28) are characterized by a Duffing nonlinearity with strength $\gamma_1$ or $\gamma_2$, the eigenfrequencies $\omega_1$ and $\omega_{22}$, and a damping constant $\Gamma_1$ or $\Gamma_2$. The first resonator is linearly driven by the force $F$. The nonlinear interaction of the two resonators is described by the potential $V_{11|22}^{(22)} = 1/2 \lambda \gamma_{11|22}^2 q_{11}^2 q_{22}^2$ with interaction strength $\lambda \equiv \lambda_{11|22}^{(22)}$. We use the following anzats to include also the presence of the overtone of the fundamental mode

$$q_{11}(t) = \frac{1}{2} |u_1(t)| e^{i\omega_d t} + u_1^*(t) e^{-i\omega_d t} + \frac{1}{2} |u_3(t)| e^{3i\omega_d t} + u_3^*(t) e^{-3i\omega_d t},$$

$$q_{22}(t) = \frac{1}{2} |v(t)| e^{2i\omega_d t} + v^*(t) e^{-2i\omega_d t},$$

(S29)

(S30)

and apply the RWA we get then coupled equations

$$0 = -i \delta\omega_1 - \Gamma_{11} + i \frac{3\gamma_1}{8\omega_d} |u_1(t)|^2 + i \frac{3\gamma_1}{4\omega_d} |u_3(t)|^2 + i \frac{\lambda}{4\omega_d} |v(t)|^2 \right) u_1 - i \frac{F}{2\omega_d} + \frac{3\gamma_1}{8\omega_d} u_1^2 u_3(t) + \frac{\lambda}{8\omega_d} u_3^2 v(t),$$

(S31)

$$0 = \left( 4 - \frac{3\gamma_1}{8\omega_d} |u_3(t)|^2 - \frac{3\gamma_1}{4\omega_d} |u_1(t)|^2 - \frac{\lambda}{4\omega_d} |v(t)|^2 \right) u_3(t) - \gamma_1 u_3^3(t) - \lambda u_3(t) v(t),$$

(S32)

$$0 = -i \delta\omega_2 - \Gamma_{22} + i \frac{3\gamma_2}{16\omega_d} |v(t)|^2 + i \frac{\lambda}{8\omega_d} \left( |u_1(t)|^2 + |u_3(t)|^2 \right) v(t) + i \frac{\lambda}{8\omega_d} u_1(t) u_3(t) v(t),$$

(S33)

with the detunings $\delta\omega_1 = \omega_2 - \omega_1$ and $\delta\omega_2 = 2\omega_d - \omega_1$. We use the following scaling for the amplitudes

$$z_1(t) = \sqrt{\frac{3\gamma_1}{8\omega_d\Gamma_{11}}} u_1(t), \quad z_3(t) = \sqrt{\frac{3\gamma_1}{8\omega_d\Gamma_{11}}} u_3(t), \quad w(t) = \sqrt{\frac{3\gamma_2}{8\omega_d\Gamma_{22}}} v(t),$$

(S34)

and the parameters for the difference between the resonance frequencies scaled by $\Gamma_{11}$, the scaled force, the detuning of the first resonator scaled by $\Gamma_{11}$ and the detuning of the second resonator scaled by $\Gamma_{22}$, a coupling parameter and an asymmetry factor

$$\Delta = \frac{\Delta\omega}{\Gamma_{11}}, \quad \sqrt{\beta} = \sqrt{\frac{3\gamma_1 F^2}{32\omega_d^3\Gamma_{11}}}, \quad \Omega_1 = \frac{\delta\omega_1}{\Gamma_{11}}, \quad \Omega_2 = \frac{\delta\omega_2}{\Gamma_{22}} = \frac{\Gamma_{11}}{\Gamma_{22}} (2\Omega_1 - \Delta), \quad g = \frac{\lambda}{\sqrt{\gamma_1 \gamma_2}}, \quad \alpha = \sqrt{\frac{\gamma_1}{\gamma_2}} \left( \frac{\Gamma_{22}}{\Gamma_{11}} \right).$$

(S35)
The scaled coupled equations read as follows:

\[
0 = \left( -1 - i\Omega_1 + i|z_1(t)|^2 + 2|z_3(t)|^2 + \frac{2}{3} g\alpha|w(t)|^2 \right) z_1(t) - i\sqrt{\beta} + i(z_1^*(t))^2 z_3(t) + \frac{g}{3}\alpha z_3^*(t)w^2(t) \quad (S36)
\]

\[
0 = \left( 4 - \frac{\Gamma_1}{\omega_d} |z_3(t)|^2 - 2 \frac{\Gamma_1}{\omega_d} |z_1(t)|^2 - \frac{2}{3} g\alpha \frac{\Gamma_1}{\omega_d} |w(t)|^2 \right) z_3(t) - \frac{\Gamma_1}{3\omega_d} z_1^*(t) + \frac{\Gamma_1}{3\omega_d} g\alpha z_1^*(t)w^2(t) \quad (S37)
\]

\[
0 = \left( -1 - \frac{\Gamma_1}{\Gamma_2} (2\Omega_1 - \Delta) + \frac{i}{2} w(t)^2 + \frac{g}{3\alpha} \left( |z_1(t)|^2 + |z_3(t)|^2 \right) \right) w(t) + \frac{g}{3\alpha} z_1(t)z_3^*(t) \quad (S38)
\]

For \( w(t) \neq 0 \) the last equation can be transformed to a direct expression for \( |w(t)| \) depending on \( z_1(t) \) and \( z_3(t) \). Assuming \( \frac{\Gamma_1}{\omega_d} |z_1|^2 \ll 1, \frac{\Gamma_1}{\omega_d} |z_3|^2 \ll 1, \frac{\Gamma_1}{\omega_d} |w|^2 \ll 1 \) and \( \alpha \ll 1 \) we can simplify the equations to

\[
0 = \left( -1 - i\Omega_1 + i|z_1|^2 + 2|z_3|^2 + \frac{2}{3} g\alpha|w|^2 \right) z_1 - i\sqrt{\beta} + i(z_1^*)^2 z_3 \quad (S39)
\]

\[
z_3 = \frac{\Gamma_1}{\Gamma_2} z_1^3 \quad (S40)
\]

\[
|w|^2 = 2 \frac{\Gamma_1}{\Gamma_2} (2\Omega_1 - \Delta) - \frac{2g}{3\alpha} (|z_1|^2 + |z_3|^2) \pm 2\sqrt{\frac{1}{9} \left( \frac{g}{\alpha} \right)^2 |z_1|^2 |z_3|^2 - 1} \quad (S41)
\]

Inserting Eq. (S40) in Eq. (S39) yields a closed equation for \( |z_1| \). Inserting Eq. (S40) in Eq. (S41) we obtain an equation for \( |w| \) depending only on \( |z_1| \) that has been determined by the closed equation before. We solved this problem numerically. The result is shown in the right panel of Fig. 2(b) in the main text. Notice that the result for \( z_1 \) is having an effective high-order nonlinearities.

**D. Direct parametric nonlinear interaction caused by fractional resonance**

For the direct parametric nonlinear interaction with higher flexural modes (\( m \neq n \)), so caused by a fractional resonance, we consider the interaction of the fundamental mode (1,1) with eigenfrequency \( \omega_{11} \), with the (1,2) mode with frequency \( \omega_{12} \approx 3/2 \omega_{11} \). To this end, we treat both modes as individual resonators and consider a nonlinear coupling between both. We set the following coupled equations for the amplitudes \( q_{11}(t) \) and \( q_{12}(t) \):

\[
\dot{q}_{11}(t) = -\omega_{11}^2 q_{11}(t) - 2\Gamma_{11} \dot{q}_{11}(t) + F \cos(\omega_d t) - \gamma_1 q_{11}^3(t) - \frac{3}{2} \lambda q_{11}^2(t) q_{12}(t),
\]

\[
\dot{q}_{12}(t) = -\omega_{12}^2 q_{12}(t) - 2\Gamma_{12} \dot{q}_{12}(t) - \gamma_2 q_{12}^3(t) - \lambda q_{11}(t) q_{12}(t). \quad (S42)
\]

Both effective resonators of Eq. (S42) and (S43) are characterized by a Duffing nonlinearity with strength \( \gamma_1 \) or \( \gamma_2 \), the eigenfrequencies \( \omega_{11} \) and \( \omega_{12} \), and a damping constant \( \Gamma_{11} \) or \( \Gamma_{12} \). The first resonator is linearly driven by the force \( F \). An essential ingredient is the nonlinear interaction of the two resonators, described by the potential \( V^{(32)}_{(11|12)} = \frac{1}{2} \lambda^{(32)}_{(11|12)} q_{11}^2 q_{12}^2 \) with interaction strength \( \lambda^{(32)}_{(11|12)} \). Using the canonical transformations

\[
u_1(t) = q_{11}(t) - i\dot{q}_{11}(t)/\omega_d e^{-i\omega_d t}, \quad \nu_1(t)^* = q_{11}(t) + i\dot{q}_{11}(t)/\omega_d e^{i\omega_d t},
\]

\[
u_2(t) = q_{12}(t) - i2\dot{q}_{12}(t)/(3\omega_d) e^{-i\omega_d t}, \quad \nu_2(t)^* = q_{12}(t) + i2\dot{q}_{12}(t)/(3\omega_d) e^{i\omega_d t},
\]

and applying the RWA we obtain two coupled equations

\[
\dot{\nu}_1(t) = \left( -i\delta \omega_1 - \Gamma_{11} + \frac{3\gamma_1}{8\omega_d} |\nu_1(t)|^2 \right) \nu_1(t) - i\frac{F}{2\omega_d} + i\frac{3}{32} \lambda \nu_1(t) \nu_2(t),
\]

\[
\dot{\nu}_2(t) = \left( -i\delta \omega_2 - \Gamma_{12} + \frac{\gamma_2}{4\omega_d} |\nu_2(t)|^2 \right) \nu_2(t) + i\frac{\lambda}{24\omega_d} \nu_1(t) \nu_2(t),
\]

with the detunings \( \delta \omega_1 = \omega_d - \omega_{11} \) and \( \delta \omega_2 = \omega_d - 2/3 \omega_{12} \). The variables \( \nu_1(t) \) and \( \nu_2(t) \) describe the vibration amplitude of the two effective resonators. We use the following scaling for the two amplitudes

\[
u_1(t) = \sqrt{\frac{8\omega_d \Gamma_{11}}{3\gamma_1}} z_1(t), \quad \nu_2(t) = \sqrt{\frac{4\omega_d \Gamma_{12}}{\gamma_2}} z_2(t),
\]
and directly introduce the parameter $\sqrt{\beta}$ for the scaled force and the abbreviations $g$ and $h$

$$\beta = \frac{3\gamma_1 F^2}{32\omega_0^2 \Gamma_{11}}, \quad g = \frac{27}{8} \left( \frac{\Gamma_{12}}{\Gamma_{11}} \right)^2 \left( \frac{\gamma_1}{\gamma_2} \right) h, \quad h = \frac{3}{9} \left( \frac{\Gamma_{11}}{\Gamma_{12}} \right) \sqrt{\frac{8\omega_0^2 \Gamma_{11}}{3\gamma_1}}.$$ (S49)

In the steady state $\dot{z}_1 = \dot{z}_2 = 0$, the stationary solutions $z_1$ and $z_2$ are given by the two coupled equations

$$0 = \left( -i \frac{\delta \omega_1}{\Gamma_{11}} - 1 + i |z_1|^2 \right) z_1 - i \sqrt{\beta} + ig(z_1^*)^2 z_2^2,$$ (S50)

$$0 = \left( -i \frac{\delta \omega_2}{\Gamma_{12}} - 1 + i |z_2|^2 \right) z_2 + ih(z_2^*)^2 z_1^2.$$ (S51)

Transforming Eq. (S51) and taking the square modulus of both sides yields an expression for $|z_2| \neq 0$ depending only on $|z_1|$

$$|z_2|^2 = \frac{3\delta \omega_2}{2\Gamma_{12}} + \sqrt{h^2|z_1|^6 - 1}.$$ (S52)

To transform Eq. (S50) we focus first on the phase via $\bar{z}_i = |z_i|e^{i\Theta_i}$. With Eq. (S52) and the phase representation for the two amplitudes we can approximate from Eq. (S50) the phase relation $\Theta_2 = 3/2\Theta_1$ in the long amplitude limit. With this phase relation Eq. (S50) can be transformed into a phase-independent equation

$$\beta = \left[ 1 + \left( \frac{\delta \omega_1}{\Gamma_{11}} - |z_1|^2 - g|z_1||z_2|^2 \right) \right] |z_1|^2.$$ (S53)

Replacing $|z_2|$ by Eq. (S52) we get a closed equation for $|z_1|$ and solve the problem numerically for

$$\left[ 1 + \left( \frac{\delta \omega_1}{\Gamma_{11}} - |z_1|^2 - g|z_1| \left( \frac{3\delta \omega_2}{2\Gamma_{12}} + \sqrt{h^2|z_1|^6 - 1} \right) \right) \right] |z_1|^2 = \beta.$$ (S54)

The result is shown in the left panel of Fig. 2(b) of the main text.
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