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Figure 1: DAVIS [23] dataset with different types motion (translation, rotation and 6-dof) (a) Shapes (b) Boxes (c) Poster.

ABSTRACT
A neuromorphic camera is an image sensor that emulates the human eyes capturing only changes in local brightness levels. They are widely known as event cameras, silicon retinas or dynamic vision sensors (DVS). DVS records asynchronous per-pixel brightness changes, resulting in a stream of events that encode the time, location, and polarity of brightness change. DVS consumes little power and can capture a wider dynamic range with no motion blur and higher temporal resolution than conventional frame-based cameras. Despite yielding a lower bit rate compared to conventional video capture, the present approach of event capture demonstrates enhanced compressibility. Hence, we introduce a novel deep learning-based compression methodology tailored for event data. The proposed technique employs a deep belief network (DBN) to condense the high-dimensional event data into a latent representation, which is subsequently encoded utilising an entropy-based coding method. Notably, our proposed scheme represents one of the initial endeavours to integrate deep learning methodologies for event compression. It achieves a high compression ratio while maintaining good reconstruction quality outperforming state-of-the-art event data coders and other lossless benchmark techniques.

1 INTRODUCTION
In conjunction with the brain’s cognitive processing, the sense of vision takes a primary role among human sensory modalities in perceiving the surrounding environment and acquiring new knowledge. “Silicon Retina” [19] mimics the neural architecture of human eyes and reveals a new, powerful way of computations, sparking the emerging field of neuromorphic engineering. Bio-inspired novel sensors such as Dynamic Vision Sensors (DVS) [17] measure intensity changes asynchronously rather than capturing intensity images at a fixed rate. As a result, it generates a stream of events that encodes the time, location, and polarity of brightness changes, where the data rate depends on scene complexity and camera speed. When compared to traditional cameras, DVS have superior properties. They have a very high dynamic range (140 dB versus 60 dB), no motion blur, and measurements with latency on the order of microseconds. DVS devices, such as Dynamic and Active-pixel Vision Sensor (DAVIS) [5] and Asynchronous Time-based Image Processing
Sensor (ATIS) [24] are a viable alternative in challenging conditions for standard cameras, such as high-speed high-dynamic-range motion photography, robotic automation, and intelligent surveillance [13, 25, 28, 31].

The neuromorphic silicon technology uses Address Event Representation (AER) [6], a communication protocol for transferring spikes events between bio-inspired chips. A tuple \((X, Y, p, t)\) represents each event, where \(X\) and \(Y\) denote the location of the event at a particular timestamp \(t\) with polarity \(p\) indicating an increase or decrease in event brightness. Each tuple is represented by 64 bits, with the timestamp being 32 bits and the remaining three fields being 32 bits. The goal is to gather helpful information from event data and utilize it for processing.

DVS acquire information asynchronously and sparsely, with high temporal resolution and low latency. Hence, the temporal aspect, particularly latency, is critical in the event data processing. The output stream cannot use traditional vision algorithms since it is a series of asynchronous events rather than actual intensity images. Therefore, development of new algorithms that take advantage of the sensor’s high temporal resolution and asynchronous nature is necessary. There are two types of algorithms based on the processing number of events at the same time. The first approach operates on an event-by-event basis, in which the system’s state changes upon the occurrence of a single event, resulting in minimal latency. The second approach involves latency because it operates on groups or packets of events. It can still provide a system state update upon the occurrence of each event if the window moves by one event at a time. The data storage and transmission bandwidth limitation for onboard DVS processing is an open challenge and requires immediate solutions. Spike coding [3] is a dedicated lossless compression strategy that exploits event data’s time-series and asynchronous nature. It follows a cube-based coding framework where the spike sequence is divided into multiple macro-cubes and encoded accordingly. Entropy-based coding strategies like Huffman [30] and Arithmetic [2] can effectively encode DVS data by treating each spike event field as an input symbol. Existing lossless coding schemes such as dictionary-based [1, 7, 8] and fast-integer [4, 15] encoders can also compress the DVS data after converting the spike events into a multivariate stream of integers.

The applications of DVS range from self-driving cars [20] to robotics [26] and drones [22]. Applications such as coordinating multiple intelligent vehicles (IoV) (cars, drones, etc.) having onboard processing constraints require real-time data sharing and feedback. In contrast to conventional sensing techniques, neuromorphic sensing exhibits an inherent ability to achieve compression. Such supplementary compression of event data holds distinct advantages for efficient transmission within the Internet of Things (IoT) and the Internet of Vehicles (IoV) domains. As a contribution to the field, this paper introduces a novel approach designed explicitly for compressing Dynamic Vision Sensor (DVS) data, employing the deep learning algorithm known as Deep Belief Network (DBN) [21]. Figure 3 depicts the complete workflow of event compression. The comprehensive event stream transforms into a dimensionally reduced latent representation facilitated by multiple code layer blocks, employing the Deep Belief Network (DBN). Recurring information is embedded within the resulting compact latent code blocks, rendering them well-matched for lossless symbol-based encoders. Consequently, the latent code is subjected to an entropy-based Huffman [30] coding technique to achieve compression. The primary contributions of the proposed scheme are as follows:

- The current framework stands as one of the pioneering endeavours to integrate deep learning methodologies into event data processing. A multilayer neural network called a deep belief network is employed to effectively transform the high-dimensional event data into a low-dimensional latent code. To attain a more compact representation, we utilise entropy-based encoders to perform lossless encoding of the low-dimensional latent features, further compressing the data.
Extensive comparisons were conducted with various lossless benchmark strategies using a diverse standard dataset, encompassing scenes with varying complexity and camera movement. The learning-based framework employed in this study yields a concise latent code for high-dimensional event data, resulting in enhanced compression gains while preserving satisfactory reconstruction quality. Consequently, the proposed framework demonstrates superior performance compared to the benchmark strategies.

2 PROPOSED ARCHITECTURE

DVS generates a high-dimensional multivariate data stream indicating each event’s occurring timestamp, location and polarity. The proposed methodology’s primary goal is to obtain an efficient representation of the high-dimensional input event data. Algorithms such as autoencoders can encode input data into a significantly lower-dimensional representation, encapsulating latent information about the input data distribution. However, autoencoders often need help locating suboptimal local minima, particularly when initialised with large weights [29]. Conversely, initialising with small weights can lead to minute gradients in the early layers, rendering the training of autoencoders with multiple hidden layers infeasible. A deep Belief Network (DBN) is employed to address these issues, which utilizes multiple Restricted Boltzmann Machines (RBMs) [9] to obtain the initial weights for the autoencoder network. DBN is the foundation for the proposed coding framework, facilitating reducing high-dimensional event data into a more compressed form.

The latent version of events is a string of repetitive integer values that are further compressible using an entropy-based encoder such as the Huffman encoder.

2.1 Event Arrangement

Even though the coding framework can encode DVS data on an event-by-event basis, we devise a unique arrangement of event data by applying time aggregation at particular time intervals. The primary benefit of event aggregation is the generation of temporal frames which reduces data size by projecting the DVS spike event stream into a series of frames recording the location histogram count, i.e., the number of event counts at each pixel. We segregate the spike sequence into two separate frames, one for increasing luminance (polarity 1) and one for decreasing luminance (polarity 0). On a particular pixel, if the previous event’s polarity was zero (or one), the next event has a high probability of having zero (or one) polarity due to smooth change in luminance [3]. The polarities of the accumulated spike events have a strong correlation so we record the event count separately for each polarity with each frame having full pixel array resolution. This increases the temporal correlation between frames of the same polarity [14]. We combine the frames with the same timestamp from each polarity into a single super-frame as shown in Figure 3. It comprises a ‘0’ polarity frame on the left and ‘1’ polarity frame on the right resulting in high inter-frame correlation. Hence, super-frames have inherent polarity information and reduce the required frame rate for processing, saving space to store the data.
Figure 4: Workflow of deep auto-encoder with RBM pretraining. (a) Pre-training of RBM weights (b) Unrolling of stacked RBMs (c) Fine-tuning of the unrolled stacked RBMs network.

2.2 Super-frames to Latent Representation

Utilising the inherent spatial, temporal, and statistical correlations present within the event frames of the Dynamic Vision Sensor (DVS) sequence, we propose a compression method that transforms the accumulated spike events into a latent code representation employing a Deep Belief Network (DBN). DBNs are well-suited in autoencoding tasks, particularly for unsupervised feature learning, generative modelling, and handling complex data with multiple abstraction levels. Their proficiency in handling missing data is critical in choosing DBNs, given the prevalence of zero pixels in the super-frames. The DBN architecture consists of a stacked configuration of two-layered stochastic networks comprising visible and hidden layers. Notably, the hidden layer of one Restricted Boltzmann Machine (RBM) is the visible layer for the subsequent RBM in the stack. It is a probabilistic model composed of weights and biases. The structure consists of “n” visible units \( v = (v_1, ..., v_n) \) representing the observed data and “m” hidden units \( h = (h_1, ..., h_m) \) to illustrate the dependencies in the observed data. There is no interconnection among the nodes in each layer to ensure their mutual independence. In binary RBMs, the random variables take the value \( \{0,1\} \in \mathbb{R}^{m+n} \). The hidden and visible variable vectors, \( v \) and \( h \) can be represented by their joint probability density as

\[
p(v, h) = e^{-E(v, h)} \int \int e^{-E(v, h)}
\]

where \( E(v, h) \) is the associated energy function. Since the input data is binary-value, we apply binary-binary energy function [27] as described in (2).

\[
E(v, h) = - \sum_{i=1}^{m} \sum_{j=1}^{n} w_{ij} v_i h_j - \sum_{j=1}^{n} b_j v_j - \sum_{i=1}^{m} c_i h_i
\]

where, \( w_{ij} \) is the weight associated with the nodes \( v_i \) and \( h_j \). The bias terms for \( j^{th} \) visible and \( i^{th} \) hidden node are \( b_j \) and \( c_i \) respectively. The network assigns a probability to every possible image using the energy function. Adjusting the weights and biases to reduce the energy of a training image, increases the probability of that image. The weights are adjusted as shown in (3).

\[
\Delta w_{ij} = \varepsilon (\langle v_i h_j \rangle_{\text{data}} - \langle v_i h_j \rangle_{\text{recon}})
\]

where \( \varepsilon \) is the learning rate, \( \langle v_i h_j \rangle_{\text{data}} \) and \( \langle v_i h_j \rangle_{\text{recon}} \) are the fraction of times pixel \( i \) and feature \( j \) are on together when driven by data and reconstruction data respectively.

The layer-by-layer learning as shown in algorithm 2 is a very effective way to pre-train the weights of a deep auto-encoder. Each feature layer captures high-order correlations between the events in the layer below. This gradually reveals the low-dimensional, nonlinear structures in a wide range of data sets. The workflow of DBN starts with pretraining process of feature detector layers with initial weights update (3), as shown in Figure 4a. After pretraining is completed, the model is unfolded (Figure 4b) to form a deep auto-encoder network initialised with the pre-trained weights. The training of each RBM maximises the probability of its input data exploiting contrastive divergence (CD) [10] algorithm to update the network parameters. Each feature layer detects the strong and high-order correlations between the units in the layer beneath it. The pre-trained weights of deep auto-encoder are finetuned by replacing
A Novel Approach for Neuromorphic Vision Data Compression based on Deep Belief Network

ICVGIP ’23, December 15–17, 2023, Rupnagar, India

Adding Huffman coding to the DBN framework improves compression gains and peak-signal-to-noise ratio (PSNR). The end-to-end compression ratio of the proposed scheme is reported in Table 1, where we test two different trained models, Model 1 and Model 2, on various datasets at various time aggregation values.

3 EXPERIMENTS
In this work, we first assess the compression gain of the proposed scheme based on two key performance metrics, end-to-end and input-output compression ratios. The end-to-end compression ratio is between uncompressed events and compressed event bitstream size. In contrast, the input-output compression ratio is the input and output frame size ratio. Subsequently, we provide an extensive performance comparison with benchmark strategies regarding compression gains and peak-signal-to-noise ratio (PSNR). The end-to-end compression ratio of the proposed scheme is reported in

Algorithm 1: Deep Belief Encoding of DVS data.

Input: Temporal Resolution $T_e[s]$  
Input: Spike event aggregation duration $T_{agg}[s]$  
Input: Total frame count $F_{total} = \frac{T_e}{T_{agg}}$

1. for $i = 1$ to $F_{total}$ do
2.   for $j = 1$ to $F_{seq}$ do
3.     Record event count with polarity flag "0" in a "M x N" frame.
4.     Record event count with polarity flag "1" in a "M x N" frame.
5.   Merge both event frames to create a super-frame sequence $F_{super}$
6.   Pass $F_{super}$ to fine-tuned model defined in Algorithm 2 to generate its latent space representation $F_l$
7.   $F_l \leftarrow$ Deep Belief Net ($F_{super}$)
8. Apply entropy encoding on $F_l$ to obtain $F_c$
9. $F_c \leftarrow$ Huffman Encoder ($F_l$)
10. Output: Compressed representation of input event frames $F_c$

Algorithm 2: Layer-by-layer training of DBN

Input: DBN, training set $E_{seq}$

1. Initialize network parameters $w, b$
2. $Input \leftarrow X$
3. for all RBM in DBN do
4.   for epoch = 1 to e do
5.     for $k = 1$ to $floor(N_{sample}/N_{batchsize})$ do
6.       $B \leftarrow$ batch from Input
7.       $\Delta w, \Delta b \leftarrow$ Contrastive Divergence
8.       $w \leftarrow w + \gamma \Delta w$
9.       $b \leftarrow b + \gamma \Delta b$
10. $E_{seq} \leftarrow Input \times w + b$
11. Output: Trained Deep Belief Net

3.1 Implementation Details
To test our compression scheme’s performance, we used standard event camera datasets [23]. We choose three different datasets Boxes, Poster and Shapes to evaluate the competence of our proposed scheme at varying degree of scene complexity and camera movement speed. The evaluation was done on a workstation with Intel Xeon 2.30GHz CPU, Nvidia K80 12GB GPU and 12GB RAM specifications. All the experiments were conducted using the Pytorch framework.

We use two different models of the auto-encoder, Model 1 and Model 2. The auto-encoder Model 1 framework comprises an encoder with layers size $(30 \times 30)-1000-500-250-20$ and Model 2 with $(20 \times 20)-600-300-150-20$. The framework possesses a symmetric decoder layer structure. Therefore, a performance comparison of the two models on different datasets with varying scene complexity and motion is depicted in Table 1. The units in the code layer are linear, while other units are logistics. The model’s accuracy increases with lesser units in the code layer, but it has the drawback of longer training time and an increase in low-dimensional code blocks. Hence, we settled with a 20-dimensional code layer maintaining a balance between training time, accuracy and the number of code blocks. The 20-dimensional code blocks are compressed using an entropy-based Huffman coding technique generating a compressed DVS bitstream. The network is trained on 108,000 event blocks derived from the first 10 seconds of the event sequence with 10ms time-aggregation for 20 epochs and 10 batch sizes. The average training time for each sample is approximately 3 hours with a mean squared reconstruction error of 0.164, while the learning rate is set at 0.1. The network is evaluated with test samples obtained with various degrees of time aggregation (0.5ms, 5ms, 10ms, 20ms and 30ms). An average compression bitrate of approximately 13.296 Kbps is achieved, yielding an average PSNR of 64.34 dB. The testing and training sequences are different.

3.2 Experimental Results
As shown in Table 1, we compared our performance with existing benchmark strategies regarding end-to-end compression ratio
on standard datasets with diverse scene complexity and camera movement speed. The framework performs better with the trained Model 1. We outperform all the benchmark coders at almost all time-aggregation values. We also compared our performance with a state-of-the-art event data coder proposed by Khan et al. [12] in terms of end-to-end compression and input-output compression ratio. In both cases of compression metrics, our proposed compression scheme outperforms the TALVEN method [12] at all time-aggregation values as depicted in Figure 5a and Figure 5b respectively. In addition, higher event rate sequences produce better compression performance than low event rate sequences. The

Table 1: Comparison of End-to-End Compression Ratio of Proposed Scheme with Benchmark Coders.

| Tagg | Shapes | Boxes | Poster |
|------|--------|-------|--------|
|      | Motion | Model 1 | Model 2 | Model 1 | Model 2 | Model 1 | Model 2 |
|      | Rotation | 0.58 | 0.24 | 2.82 | 0.64 | 9.20 | 1.94 |
|      | Translation | 0.94 | 0.32 | 9.34 | 3.16 | 14.38 | 6.13 |
| 6 dof | 1.00 | 0.45 | 5.50 | 1.72 | 4.96 | 1.92 |
|      | Average | 0.84 | 0.33 | 5.89 | 1.84 | 9.52 | 3.33 |
|      | Rotation | 6.59 | 2.37 | 27.18 | 6.20 | 95.16 | 21.82 |
|      | Translation | 6.33 | 2.37 | 93.82 | 30.94 | 148.78 | 66.59 |
| 6 dof | 9.30 | 4.16 | 52.95 | 16.38 | 52.15 | 20.40 |
|      | Average | 7.41 | 2.97 | 57.98 | 17.84 | 98.70 | 36.27 |
|      | Rotation | 13.25 | 5.93 | 29.54 | 23.65 | 120.34 | 60.62 |
|      | Translation | 15.46 | 7.69 | 167.21 | 85.05 | 189.90 | 102.55 |
| 6 dof | 19.09 | 8.74 | 60.40 | 57.76 | 76.06 | 31.99 |
|      | Average | 15.94 | 7.46 | 85.72 | 56.15 | 128.83 | 71.72 |
|      | Rotation | 24.56 | 10.27 | 64.15 | 31.93 | 229.33 | 104.74 |
|      | Translation | 35.78 | 15.47 | 279.90 | 121.82 | 353.37 | 162.03 |
| 6 dof | 37.32 | 17.20 | 138.86 | 63.85 | 133.63 | 60.33 |
|      | Average | 32.55 | 14.31 | 160.97 | 72.33 | 238.77 | 109.03 |
|      | Rotation | 37.45 | 18.42 | 92.67 | 46.77 | 309.31 | 155.00 |
|      | Translation | 45.56 | 23.25 | 393.71 | 186.36 | 477.07 | 220.93 |
| 6 dof | 56.14 | 25.22 | 204.00 | 95.03 | 194.89 | 92.68 |
|      | Average | 46.38 | 22.30 | 230.13 | 109.38 | 327.09 | 156.20 |

Figure 5: Comparison of compression performance of Proposed Scheme with respect to TALVEN. (a) Input-Output Compression Ratio (b) End-to-end Compression Ratio (c) PSNR at various Time Aggregation.
Poster sequence, for example, has a very high event rate (4.01 Mega-events/s), while the Shapes sequence has the lowest event rate (0.245 Mega-events/s). The Shapes sequence has low scene complexity and camera speed. Naturally, it should have high compression gains while, in reality, the Poster sequence yields high compression gain. In sequences with high event rate, the delta-coded timestamp need lesser bits to be encoded when compared to low event rate sequences. Additionally, we computed the reconstruction quality of our proposed model with the help of the peak-signal-to-noise ratio (PSNR) metric. The proposed model can reconstruct the dynamic vision sensor event data from the compressed bitstream with a high PSNR value, as shown in Figure 5c.

4 CONCLUSION

The dynamic vision sensor effectively captures changes in per-pixel intensity, generating an asynchronous stream of event data. Our research introduces a novel event data arrangement and compression framework, leveraging the Deep Belief Network (DBN). Notably, our framework represents one of the pioneering efforts to employ deep learning in event data processing. Time aggregation of spike events emerged as a valuable strategy, enhancing efficiency by contextualizing specific event groups. Leveraging the super-frame arrangement, we observed heightened spatial and temporal correlations among events, effectively utilized by the DBN to extract latent feature codes. The extensive performance comparison study presented in this paper substantiates the superiority of our proposed coding framework over benchmark compression schemes. These findings highlight the potential of deep learning-based approaches in significantly improving event data compression efficiency. In conclusion, our research contributes valuable insights and advancements to the field of event data processing for dynamic vision sensors.
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