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HIGHLIGHTS
• Assembles dataset of 269 hourly load profiles and occupant time-use data from UK households.
• Clusters cumulative load profiles to capture their full shape during evening peak hours.
• Predicts load profile cluster membership using occupant-reported activity data.
• Applies regularized logistic regression and random forests for load profile classification.
• Finds that cooking/eating, screen time, and laundry are key predictors of evening usage patterns.

GRAPHICAL ABSTRACT

ABSTRACT
Researching the dynamics of residential electricity consumption at finely-resolved timescales is increasingly practical with the growing availability of high-resolution data and analytical methods to characterize them. One methodological approach that is popular for exploring consumption dynamics is load profile clustering. Despite an abundance of available algorithmic techniques, clustering load profiles is challenging because clustering methods do not always capture the temporal aspects of electricity consumption and because clusters are difficult to explain without additional descriptive household data. These challenges limit the use of cluster analysis to better understand behavioral and other drivers of electricity usage patterns.

We address these challenges by applying a novel clustering approach to a unique data set of high-resolution electricity and occupant time-use data from UK households. We cluster cumulative rather than raw load profiles to capture their full shape. Our clustering approach identifies two distinct patterns of electricity consumption during evening weekdays (5–9 p.m.), which are primarily differentiated by the timing of their peak demand. Next, we apply several classification algorithms to assess the potential for using time-use activity data to predict membership in these distinct usage clusters. The methods we use are suited to this predictive modeling context and are able to identify key activities driving patterns of electricity demand. We discuss how such an approach can inform more targeted strategies for residential peak demand reduction and response interventions as well as improve our understanding of constraints and opportunities for demand-side flexibility in the residential sector.
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1. Introduction

The residential sector accounts for around 30% of total UK electricity consumption and 50% of UK national peak electricity demand [1,2]. Reducing overall electricity demand in buildings through energy efficiency is an important component of climate mitigation strategies. But in addition to reducing total demand, better understanding the temporal aspects of electricity consumption is important in energy research, especially in the residential sector where temporal variability is high [3]. Reducing system peak demand lowers the costs and carbon-intensity of electricity generation [4]. Delivering more responsive demand can also help integrate variable renewable energy into existing power systems. Beyond making electricity use more efficient, understanding how to increase the flexibility of use will benefit any low-carbon energy strategy [5,6].

Deeper insight into the factors that influence consumption patterns across hours of the day can inform solutions for demand flexibility and can improve efforts to target consumers for time-sensitive reductions in usage. Recent research suggests occupant activity data may be particularly valuable for understanding patterns of electricity consumption during different times of day [7]. Access to high-resolution electricity consumption and activity data can strengthen these insights if appropriate methods are used to characterize them.

One technique used to identify temporal variations in electricity consumption that has gained popularity in recent years is cluster analysis of electric load profiles [8–13]. Cluster analysis is an algorithmic approach used to identify homogeneous groupings of data where no a priori grouping exists [14]. This data mining technique has gained popularity with the rise of ‘big’ data and machine learning, and it has been applied in recent research to interval meter data from residential customers.

Cluster analysis of load profiles in the residential sector can be used for numerous practical purposes, including identifying characteristics that correlate with different energy usage patterns [15,16], creating more accurate profiles for groups of utility customers [16,17], which can then be used to design more appropriate tariffs [18], or targeting customers that may be particularly viable for demand response schemes [8,19,20]. These applications of cluster analysis can aid utility program designers in discovering potential energy saving opportunities for customers based on their specific patterns of usage while also enabling them to better coordinate demand-side resources for energy management.

Despite the emergence of this research, however, identifying representative classes of customers that can be explained by socio-demographic or other household data remains challenging for several reasons. First, clustering results have been shown to be highly sensitive to numerous methodological considerations and assumptions [21]. Especially in the context of clustering load profiles, comparatively few studies have addressed the issue that cluster analysis of time-series electricity data using conventional distances does not adequately capture temporal variations in consumption patterns [22–24].

Second, because clustering is a technique that always yields some segmentation of data into groups, it can be difficult to gauge whether in addition to being mathematically sound, the clustering results are helpful for utilities or policymakers. In the context of targeting customers for demand response schemes, designing better tariffs, or identifying characteristics associated with energy usage behaviors, it is essential that clusters can be explained by associated descriptive data from the dwelling and its occupants.

Numerous studies have highlighted the need for additional information from households to verify the social, lifestyle, and behavioral patterns that underpin temporal variations in electricity consumption [8,10,20,25]. These studies stop short of investigating the social forces that influence the magnitude and timing of consumption because of data availability issues, and they instead make assumptions or simple guesses about the lifestyle and activity factors that explain different clusters [18,26,27]. Empirical, data-based evidence, rather than evidence from models based on assumptions or guesses as to which end-uses are driving consumption, is lacking.

This paper addresses these two challenges through an integrated cluster and classification analysis of evening peak-period electricity consumption in UK households. It introduces a novel data set of high-resolution electricity consumption and detailed time-use activity data and applies cluster and classification analyses to these for the purpose of identifying key activities that drive different patterns of electricity use from 5 to 9 p.m. in UK homes. It makes two primary contributions to the literature on household load profile segmentation and prediction.

First, it makes a methodological contribution by introducing a novel approach for pre-processing load profiles prior to clustering that focuses the cluster analysis on capturing temporal variations in electricity consumption. We propose clustering cumulative rather than raw load profiles, which enables more appropriate use of Euclidean distances to properly account for temporal differences between clusters. This approach to clustering load profiles does not appear to have been used in previous research. After we apply this pre-processing step, we cluster profiles using several different Euclidean distances and two types of clustering algorithms and then select the best performing methods, as evaluated using several cluster validity indicators (CVIs), to determine the optimal cluster assignment for our data.

The paper’s second contribution is its incorporation of detailed time-use activity data from household occupants to predict cluster membership. We apply two classification models, which are specifically chosen for their ability to handle the complexities inherent to incorporating thousands of reported activities in the prediction task, as well as for their ability to identify key activities associated with distinct usage patterns. The aim of this stage of the analysis is to show how access to household time-use data can improve segmentation of customers and identify activities driving their demand. To the authors’ knowledge, no previous studies have combined load profile segmentation via cluster analysis with time-use activity data in a predictive context to identify activities driving temporal variations in household electricity demand. This novel approach can inform efforts to develop more targeted and effective strategies for peak demand reduction and demand response in the residential sector.

The paper is organized as follows: Section 2 reviews related work, both on clustering electric load profiles and using time-use activity data in models of building electricity consumption. Section 3 describes the data used for subsequent analyses. Section 4 describes the clustering and classification analyses undertaken in this paper. Section 5 presents results, and Section 6 discusses implications of these and avenues for future research.

2. Related work

2.1. Cluster analysis of electric load profiles

There is a large and active literature on electric load profile segmentation using cluster analysis. In this review, we mostly focus on the empirical findings of papers that have used this approach, but we note that the literature reviewing various methodological approaches and considerations is equally active. The authors recommend [14,28,29] for reviews of this literature.

We summarize previous empirical findings in Table 1. As shown in the table, studies are concentrated primarily in Europe and the U.S., with one study each from China, South Korea, and South Africa. Numerous studies used the same data sets, such as the Irish Commission for Energy Regulation (CER) smart metering trial data. The residential sector is the most commonly analyzed. In terms of temporal resolution, most studies use data sampled at either 15 min, 30 min, or hourly, and data is in most cases sampled for one part of the year only (e.g., summer or fall). Sample sizes for these studies vary considerably. While cluster analysis in other disciplines is usually applied to large data sets, for load
profile segmentation there are numerous studies with samples in the hundreds of customers. Several, however, have much larger sample sizes in the hundreds of thousands.

The number of clusters (K) determined as optimal in different studies is highly variable and often dependent on the clustering algorithm used and nature of the data. Still, there does seem to be some consistency across studies with most finding 5–15 clusters. In numerous cases the authors do not select the number given as optimal by a CVI but instead use some judgment to determine a cut-off in number of clusters in light of the segmentation goal or to better match numbers that would be useful for electricity companies [e.g., 11,30]. Finally, the right-most columns in Table 1 indicate whether and what types of auxiliary household data (HD) are linked to clusters and whether or not these data are used in statistical models (SM) to predict cluster assignment. About a third of studies reviewed take this additional step after clustering.

From the papers reviewed, we generally find that cluster analysis for load profile segmentation is done for several different but often related purposes. These include, in order of frequency in the literature reviewed, (1) comparative analyses to determine which combinations of distances and clustering algorithms perform the best for load profiles given varying approaches for validating cluster results or different temporal resolutions for the data [19,22–24,27,29,32,34,36,37,41]; (2) studies of stability of cluster assignments or entropy of load shapes for individual households, which measures how often households consume the same daily load shape pattern [8,20,23–25,27,38,42,43]; (3) analyses that use statistical methods to link load profile clusters to dwelling or other household data [9,11–13,30,35]; (4) investigations of the variability in timing of peak demand, the contributions of different customer segments to peak demand, or related time-of-day and seasonal effects on electricity consumption patterns [25,31,39,42]. Given that this paper’s aims are primarily related to (3) and (4), several findings specific to these aims from the literature are given here. Studies that have used statistical models to associate household data with cluster assignment show that several dwelling, socio-demographic, and appliance factors are influential in predicting load profile cluster. Granell et al. [36] find that number of bedrooms and occupants are key drivers, while Gouveia and Seixas [35] find that dwelling year of construction, floor area, and heating and cooling equipment, along with number of occupants and monthly income, are important. In Viegas et al. [13], the authors find customer employment status and age are significant, as well as number of dishwashers, electric cookers, and washing machines. McLoughlin et al. [11] associate dwelling, socio-demographic, and appliance ownership variables to 10 profile clusters, finding that factors such as number of bedrooms, ownership of energy-intensive appliances, and age of head-of-household (HoH) are significant. The authors note, however, that in many cases, standard errors for regression coefficients are large owing to small samples in certain variable sub-categories. Finally, Rhodes et al. [12] find that variables such as working from home, hours of television watched per week, and education levels have significant relationships with average load profile shape but that these are variable across seasons.

### Table 1

Summary of previous electric load profile clustering papers reviewed.

| Study | Country | Building sector(s) | Data period and resolution | Sample size | Summary \(^a\) | K | HD\(^b\) | SM |
|-------|---------|--------------------|----------------------------|------------|--------------|---|-----|-----|
| Albert and Rajagopal [8] | U.S. | Residential | March-October 2010; 10-min | 952 | 8 | AF, SDF | x |
| Azza and Wallin [31] | Ireland | Residential | 2009–2010 | 4232 | 5 | 14 |
| Cao et al. [19] | Romania | Commercial, Industrial | July 2009-December 2010; 30-min | 4000 | 15 |
| Chico et al. [32] | UK | Residential | Date not given; 15-min | 234 | 9 |
| Dent et al. [33] | Portugal | Residential, Commercial, Industrial | 3 months in summer & winter; hourly | 93 | 6–9 | x |
| Figueiredo et al. [30], Rodrigues et al. [34] | Portugal | Residential, Commercial, Industrial | 3 months in summer & winter; 15-min | 165 | 10–14 |
| Flath et al. [18] | Germany | Residential, Commercial | Winter 2010–2011; 15-min | 215 | 10 | AF, DF, SDF |
| Gouveia and Seixas [35] | Portugal | Residential | July-August 2014; 15-min | 265 | 10 | AF, DF, SDF |
| Granell et al. [36] | UK & Bulgaria, UK & Bulgaria (res), UK (com) | Residential | 2010; various temporal resolutions | 197 | 2–4 | AF, SDF |
| Granell et al. [9] | Ireland | Residential | April-November 2010 (res); 2009-2010 (com); 1-min (res), 30-min (com) | 197 (res), 1207 (com) | 4 (res), 6 (com) | x |
| Haben et al. [26] | Ireland | Residential | 2009–2010; 30-min | 3622 | 10 |
| Iglesias and Kastner [22] | Spain | Commercial | August 2011–January 2012; hourly | 5 | n/a |
| Jin et al. [37] | U.S. | Residential | June 2011-May 2012; hourly | 100,000 | 15–30 |
| Kvac et al. [38,20,10] | U.S. | Residential | April 2008-October 2011; hourly | 220,000 | n/a |
| Liu et al. [39] | Finland | Residential | 2009; quasi-daily | 11,964 | 4 |
| McLoughlin et al. [11] | Ireland | Residential | July-December 2009; 30-min | 3,941 | 10 | AF, DF, SDF |
| Panapaki et al. [40] | Greece | Commercial | January 2010-December 2011; 15-min | 27 | 15 |
| Fiao et al. [23] | South Korea | Commercial, Industrial | January 2007; hourly | 1,205 | 4 |
| Rasinen et al. [16] | Finland | Residential, Commercial, Industrial | 2008; hourly | 3,989 | 19 |
| Rhodes et al. [12] | U.S. | Residential | November 2012-October 2013; hourly | 103 | 2 | AF, DF, SDF |
| Smith et al. [25] | U.S. | Residential | Summer 2011; 15-min | 6,662 | 6 |
| Teerarakkul et al. [27] | U.S. | Residential | July-August 2012; hourly | 1,057 | 12 |
| du Toit et al. [24] | South Africa | Residential, Commercial, Industrial | Summer 2007–2014; 30-min | Not given | 2–3 |
| Toskouras et al. [41] | Greece | Industrial | 2003; 15-min | 93 | 8–12 | AF, DF, SDF |
| Viegas et al. [13] | Ireland | Residential | 2009-2010; 30-min | 3,440 | 4 |
| Xu et al. [42] | U.S. | Residential | January 2015; 15-min | 155 | 5 |
| Zhang et al. [43] | China | Residential, Commercial, Industrial | August 2009; 30-min | 155 | 5 |

\(^a\) Optimal number of clusters (K); Links household data (HD); Conducts statistical modeling (SM).
\(^b\) Appliance factors (AF); Dwelling factors (DF); Socio-demographic factors (SDF).
2.2. Prediction and classification of building electricity consumption

Cluster analysis is often used as a pre-processing step for predicting or classifying building electricity consumption, and there exist numerous data-driven approaches that can be applied to the clustering results in a predictive context. Given that we combine both cluster analysis and classification in an integrated analysis in this paper, in this section we provide a brief review of the literature on building energy prediction and classification.

Wei et al. [44] present a recent and detailed review of the main categories of approaches for building energy prediction. These categories are described as white-box, grey-box, and black-box approaches. White-box approaches refer to physics-based models that use detailed building characteristics, such as appliance power ratings, and thermo-dynamic principles to simulate building operations and predict energy consumption. These approaches do not require historical energy consumption information and have high accuracy but also require detailed data measurements of building characteristics, which makes them more computationally intensive [45]. Grey-box approaches require both physical building information as well as historical data and combine statistical methods with building physics models to predict building electricity consumption [44]. Conditional demand analysis (CDA) is a specific method that performs regression to determine the use level of individual appliances [46]. While these methods benefit from the use of statistical methods and thus can be applied to larger samples, one disadvantage is that they involve complex interactions between end-uses, which increases the uncertainty of their predictions. The final category, black-box approaches, refers to methods that predict building electricity consumption strictly using historical data and statistical analysis. These approaches are becoming increasingly popular for their ability to incorporate a wide range of data types, including occupant behavior and socio-demographic factors, without sacrificing predictive accuracy [47].

As this paper’s classification approach falls under the black box or “data-driven” family of building energy consumption prediction, a short review of several common methods within this family is provided here. Some of the more well-known data-driven methods include various types of regression (e.g., multiple linear regression, polynomial regression) as well as more complex non-linear methods such as support vector machines (SVM), artificial neural networks (ANN), and decision trees (DT). In a systematic review of the data-driven building energy consumption literature, Amasyali and El-Gohary [48] found that around half of the studies reviewed employ ANNs, a quarter use either SVM or regression methods, and only around 4% use decision trees. Due to their highly non-linear nature, both ANNs and SVMs and their extensions are able to achieve high accuracy in energy consumption prediction tasks [e.g., 48]. Regression approaches have historically shown lower predictive accuracy than ANNs and SVMs because of their inflexibility [44], but recent extensions to standard multiple linear regression, such as regularization methods, deliver performance gains in terms of prediction and model interpretability [7,21]. DTs have been shown to perform as well as ANNs and SVMs in some contexts [50,51], though in general their predictive accuracy is somewhat lower [44].

There are many other data-driven algorithms for building energy consumption, and a more detailed review is beyond the scope of this paper. We recommend both Wei et al. [44] and Amasyali and El-Gohary [48] for more in-depth reviews of these approaches. As will be described in Section 4, we apply two of the four types of data-driven methods reviewed above—regression and decision trees. Our approach, however, goes beyond previous research by applying extensions to these two methods, which are necessary given the complexities inherent in our predictive modeling context.

2.3. Time-use activity data in electricity demand models

This paper uses time-use data to predict load profile membership, so to familiarize readers with this area of research, in this section we provide a brief review of time-use data and its application to energy demand modeling. For a more complete review, we direct interested readers to Torriti [52].

Time-use activity data have been collected as part of national studies on how people spend their time [53,54]. More recently, these data have been used as inputs to energy demand models [55–59]. Studies investigating the associations between time-use and electricity use have found some consistency in terms of the activities that influence electricity use patterns. Key activities linked to higher consumption include meal preparation-related activities and meal times [60–63], housework and personal time [58,64], and some recreational activities, especially TV use [7]. Activities that are linked with lower consumption unsurprisingly include sleeping and resting [61,62].

Approaches for incorporating time-use data into energy demand models vary widely, and a detailed review is beyond the scope of this paper. Key limitations, however, have been summarized in previous literature [52,65]. Among these, several are particularly relevant for this paper. First, as McKenna et al. [65] note, time-use studies were not originally designed for energy demand modeling, so time-use data often are not tailored to questions regarding electricity use. For instance, study participants are not asked to differentiate between energy-intensive or low-energy alternatives of the same activity (e.g., cold meals versus hot meals). Second, as time-use data have historically been collected using paper diaries that ask participants to write a primary and secondary activity during each 10-min window of the day (the ‘time budget’ approach), overlapping activities were not easily accounted for, and some electricity-relevant activities that may occur during shorter time periods but might still be important for understanding demand (e.g., boiling the kettle) were underreported. Furthermore, as Torriti [52] notes, another key challenge is using activity data to model multiple-person households [cf. 65].

The data collection process described in the following section was designed with these limitations in mind and addresses these through a new approach to collecting time-use data.

3. Data

The collection process for the data analyzed in this paper has been described in previous work [7,66]. We briefly review the study design and data collection methods and then describe several updates to the data and specific sampling considerations for this paper’s analysis.

Data are collected as part of a five-year study for which data collection is ongoing [67]. Participating households, which are recruited online, via e-mail and social media, complete a household survey before participating wherein they provide socio-demographic data along with physical dwelling characteristics and household appliance ownership details. Fuel type used for heating and cooking appliances is also collected here. Households then receive a parcel prior to their selected study date containing an electricity recorder, activity recorder(s), and an instruction booklet. Any household member above the age of eight can participate.

On their selected date, which can be any day of the week excluding holidays, participants are instructed to attach the electricity recorder to their mains electricity. The recorder collects electricity consumption data at one second resolution for 28 h, from 5 p.m. until 9 p.m. on the following day, thus covering two typical peak demand periods in the early evening. The UK is winter-peaking, and around two-thirds of data are therefore collected between September and April.

Activities are recorded using a purpose-built app that comes pre-installed on individual devices. The app guides participants through screens where they can enter the activity location, details of the activity, number of people participating, and enjoyment of the activity. A schema representing an example activity entry sequence is shown in Fig. 1. The ‘Activity’ screens are tailored to collect numerous details on the type of activity, appliances used, and other energy-relevant details.
4. Methods

In this section, we describe our methods for clustering 5 to 9 p.m. load profiles and then predicting load profile cluster using occupant activity data. The overall analysis approach taken in this paper is most similar to the approaches demonstrated in [11–13,30]. The key difference is our use of occupant activity data for the predictive modeling task and our application of regularization methods for identifying key predictive activities. A graphical overview of our methodological approach is shown in Fig. 2 and explained step-by-step in Sections 4.1–4.3. Section 4.1 describes how we approach the clustering task and then pre-process and normalize the data, including the assumptions we make at these steps. Section 4.2 explains our procedure for validating cluster results and assigning cluster membership. Section 4.3 then describes the predictive modeling component of our analysis, which uses occupant activity data to predict cluster membership. In this section we also describe our model training and evaluation procedures.

4.1. Data pre-processing and normalization

In this paper we take a raw-data-based approach [11,12,16,27,42] and apply clustering algorithms to whole time-series electricity data rather than extracted features [e.g., 10,31,26]. We downsample our raw electricity readings to create hourly profiles1 where the hourly average is assigned to the interval beginning hour (e.g., electricity use data from 5:00 to 5:59 p.m. are averaged and assigned to 5:00 p.m.). We then extract the four values corresponding to the hourly averages from 5 to 8 p.m. for day 1 and day 2 of the study period so that each household can be represented by two 4-element vectors, given by:

\[
l_i = \begin{pmatrix} P_{d1} \\ P_{d6} \\ P_{d7} \\ P_{d8} \end{pmatrix}
\]

where \(l_i\) is the load profile for each home \(i\), and \(P_{dh}\) is the hourly power consumption in Watts (W) of home \(i\) on day \(d\) at hour \(h\).

The two load vectors per household (day 1 and day 2) are treated as independent in this analysis in order to increase the sample size. Fig. A.1 in the appendix shows that when only day 1 profiles are analyzed, results for cluster membership and shape are similar to those obtained on the combined sample. This step improves the performance of both the cluster and classification algorithms we use, as these are typically better suited to larger sample sizes.

Our final sample size consists of \(N = 269\) household load profiles. The normalization technique we use is that proposed by Jin et al. [37] to normalize profiles by first subtracting minimum demand from each hourly value (‘de-minning’) and then dividing each hour’s consumption by the ‘de-minned’ total. For our 5-9 p.m. profiles, we subtract the minimum over this four-hour period rather than the daily minimum. After normalization, each household load profile represents hourly discretionary usage. We use this normalization technique because our focus is segmenting households by the temporal variation in their electricity use in order to identify different shapes of peak-period usage profiles. We expect de-minning is especially appropriate for linking occupant activities to electricity consumption patterns, as activities are most likely drivers of discretionary changes in usage (as opposed to baseline demand). De-minning also mitigates distortion of load profiles for households with high baseline demand [71].

We take one final data-preprocessing step to more appropriately capture the temporal variations in de-minned hourly load profiles during clustering. When clustering time-series data, it is important to account for their ordered, temporal nature. Even though distances in Euclidean space are used widely for clustering time-series data, these do not capture temporal variations and thus are inadequate for determining dissimilarity of time-series vectors. A simple example of this issue is given in Fig. 3, which plots three 6-element vectors with magnitude 5 as raw time series. Using a Euclidean distance to calculate the pairwise distance for each pair of these vectors results in the same distance equal to 500/\(\sqrt{2}\). In other words, when using a Euclidean distance, these vectors are equidistant from one another. However, given their overall shape, we would likely say profiles a and b are more similar to one another than they are to profile c.

Several studies have noted the issue of Euclidean distances not appropriately handling time-series load data [24,27]. We propose a novel solution to this problem: instead of clustering the raw time-series data, we take the integral of the load shape \(l_i\), constructing a new sequence \(C_i\) of the same length that gives the cumulative load, where each component is of the form:

---

1 We use hourly averages because we do not find clear performance gains in the clustering task when sampling our data at higher resolutions, such as 30-min or 15-min [cf. 35], and because using hourly averages reduces the dimensionality of the data considerably.
where $C_i$ is the cumulative load profile for each home $i$, and $P_{ih}$ is the hourly electricity consumption (W) of home $i$ at hour $h$. Returning to the example above, the new cumulative load profiles shown in Fig. 4 are no longer equidistant. The Euclidean distance between $d$ and $e$ is 500, the distance between $d$ and $f$ is 1000, and the distance between $e$ and $f$ is 500/3. Clustering the cumulative load profiles would thus group together $d$ and $e$, which better accounts for the similarities in

Fig. 2. Overview of methodological approach for clustering and classifying load profiles, with Stages 1, 2, and 3 described in Sections 4.1–4.3, respectively.

Fig. 3. Example of three hypothetical load profiles with equal Euclidean distances between each pair.
their temporal shape.

While several other approaches have been proposed for clustering time-series data, such as the specific distance measures proposed in Liao [14], we argue our approach is advantageous both in its conceptual simplicity as well as its ease of implementation. Based on our review of existing load profile cluster analyses, this step is wholly absent from past work. Xu et al. [42] suggest a similar approach to integrate load shapes, but they do so to consider maximum demand over the time series rather than to capture the temporal shape of load profiles.

After these pre-processing and normalization steps, we next move to clustering these de-minned, cumulative load profiles where we are able to achieve the simultaneous goals of focusing on temporal variations in discretionary usage while also enabling straightforward use of Euclidean distances.

4.2. Cluster analysis of peak-period load profiles

In this section we describe our approach to cluster peak-period, de-minned, cumulative load profiles. Because numerous studies have identified the issue of unstable clustering results when using just one clustering algorithm to determine the optimal number of clusters [21,29], we address this issue by using the NbClust package in R to compare clustering results across numerous distance and algorithm combinations. Specifically, we compare three measures of Euclidean distance, two types of clustering algorithm, and six cluster validity indices (CVIs). Our aim is to ensure the cluster assignment is robust to numerous methodological considerations [cf. 22,41].

The distance measures used are three variants of the Minkowski metric, which is defined as:

\[ D(X, Y) = \sqrt[p]{\sum_{i=1}^{n} |(x_i - y_i)|^p} \]  

(3)

where \( D(X, Y) \) gives the distance of order \( p \) between two points \( X = (x_1, x_2, \ldots x_n) \) and \( Y = (y_1, y_2, \ldots, y_n) \) in \( \mathbb{R}^n \). The simple Euclidean distance is given when \( p = 2 \), the Manhattan or city block distance when \( p = 1 \), and the Chebyshev or maximum distance when \( p = \infty \). In addition to our motivation to use Euclidean distances given the preprocessing step taken to cluster cumulative load profiles, these distance measures are some of the most frequently used in previous research and have shown improved clustering results in terms of stability and performance across various CVIs [22,24,32,37].

We include two types of clustering algorithms in our comparative analysis. These are \( k \)-means and several variants of hierarchical agglomerative clustering (hac). From the studies reviewed, these were the

| Clustering algorithm | Equation | Description |
|----------------------|----------|-------------|
| \( k \)-means        | \[ \arg\min_{\mu_k} \sum_{i=1}^{n} d(x_i, \mu_k)^2 \] | This method minimizes the distance between each household load profile \( x \) and the groups \( \mu_k \). |
| Single (hac)         | \[ \min_d(X, Y) \] | This method minimizes the distance between the closest members of the two clusters. |
| Complete (hac)       | \[ \max_d(X, Y) \] | This method minimizes the distance between the most dissimilar or furthest apart members of the two clusters. |
| Average (hac)        | \[ \frac{1}{k} \sum_{i=1}^{k} \sum_{j=1}^{n} d(X_i, Y_j) \] | This method minimizes the average distance between all pairs of members of the two clusters. |
| Centroid (hac)       | \[ \|c_k - c_l\| \] | This method finds the mean vector location for each of the clusters and takes the distance between these two centroids. |
| Ward (hac)           | \[ \Delta(A, B) = \sum_{i \in A} \|x_i - m_A\|^2 = \sum_{i \in B} \|y_i - m_B\|^2 \] | This method minimizes the total within-cluster sum-of-squares. Clusters are combined such that their merger results in minimum information loss. |

where:

- for \( k \)-means, the centroid of cluster \( S_k \) is its mean vector \( m_k = \frac{1}{|S_k|} \sum_{x \in S_k} x \),
- for single, complete, and average, \( (X_1, \ldots, X_p) \) and \( (Y_1, \ldots, Y_p) \) are the observations for clusters \( X \) and \( Y \),
- for centroid, \( c_j \) and \( c_l \) are the centroids of clusters \( A \) and \( B \), respectively,
- for Ward, \( m_A \) is the center of cluster \( j \), and \( n_j \) the number of points in \( i \).

Fig. 4. Cumulative load profiles with Euclidean distances such that \( d \) and \( e \) are closer together than either is to \( f \).
most commonly applied, and numerous studies also concluded that these perform well for load profile clustering [9,32,34,37,41]. For the hierarchical clustering, we use several linkage criteria, which determine how clusters are merged together at successive steps. A list of the algorithms used, along with their formulas and descriptions, is given in Table 2.

For each combination of distance measure and clustering algorithm, we evaluate the clustering results using several CVIs to determine the optimal number of clusters and cluster assignment. There are many different CVIs reported in the clustering literature, and for load profile clustering specifically, there are several that are used quite frequently. A list of the CVIs we validate our clustering results with is given in the appendix (Table A.1).

To determine the optimal number of clusters, we again use the NbClust package, which returns the optimal number as selected by each of the combinations of distance and algorithm. We constrain the number of clusters to between 2 and 20 and do not evaluate results for larger numbers of clusters given our sample size and segmentation objective. While a comparative analysis of clustering results across the different indices (in terms of cluster assignment and optimal number of clusters) is interesting from a methodological perspective, doing so is beyond the scope of this paper.

Instead, to determine the optimal number of clusters and then assign cluster membership, we select the CVI that shows the least variability in index scores across the combinations of distances and algorithms and for varying numbers of clusters. We take this approach because some indices show widely varying results in index scores across different methods. A less variable index suggests clustering results are robust to different algorithms and distances. To assign final cluster membership, we use the most common clustering assignment across the different distances and algorithms, given the selected CVI and the number of clusters shown to be optimal for the data.

### 4.3. Classification of cluster membership using occupant activity data

The final stage of our analysis aims to train models to predict the cluster membership of a new household, as determined by its peak-period electric load profile, given the activities reported by its occupants. For this analysis, we train two different classifiers. The first is a linear binary logistic regression classifier with elastic net regularization, and the second is a non-linear random forests classifier. Each of these is described in Sections 4.3.2 and 4.3.3. Before we introduce these methods, however, we first explain how a generic classification algorithm works and how we prepare our activity data for model training.

#### 4.3.1. Classification model setup

A classifier is a function $f$ that maps a set of predictors $p$ of an observation, in this case a set of activities associated with a given load profile, to a categorical response variable $y$, which represents one of the $J$ load profile clusters. It is given by Eq. (4).

$$ f: R^p \rightarrow y $$

$$ y \in \{c_1, c_2, ..., c_J\}. $$

Previous studies that have trained classifiers to predict load profile cluster membership have used various predictors or features, such as household socio-demographic data, physical characteristics of the dwelling, appliance ownership, other occupant-related survey data, and extracted features from load profiles [8,9,11–13,27]. To the author’s knowledge, this is the first paper that attempts to predict load profile cluster membership using occupant time-use data.
We set up our training data in the following way: first, we group individual time-use codes (TUCs) into categories of activities that are similar. For instance, while there are separate TUCs for 'Screen time' to indicate whether a TV, tablet, computer, or other device is used, we group these into one category. Doing so has the benefit of reducing 113 unique TUCs into 61 activity groupings. In total, $N = 3038$ activities are reported in our sample of households during the hours of 5 to 9 p.m. (across both the first and second days of each household’s study participation).

Next, for each household and each hour from 5 to 9 p.m., we count the number of times an activity is reported. In doing so, we create an ‘hour-activity’ predictor variable for each household to indicate the number of times a given activity group is reported each hour. We aggregate activities at the hour level to prevent the predictor matrix from getting too large. Even still, given the number of hours and activity groupings, the matrix $\mathcal{Y}^T$ has dimensions $269 \times 177$, where the number of weekday load profiles is $N = 269$ and the number of ‘hour-activity’ predictors is $N = 177$. Fig. 5 gives activity counts for all activities by the hour in which they are reported.

This approach to the predictive modeling task presents some specific analytical challenges. First, the predictor matrix is relatively wide, and although it is not ‘high-dimensional’ in the sense of $p \gg n$, the inclusion of such a large number of predictors in a conventional linear model creates challenges for interpretability as well as makes the model more prone to overfitting [72]. Second, because the predictors are activity counts and because many activities are not commonly reported, the predictor matrix is also very sparse with many zero values. This issue raises to two additional challenges, the first of which is that in a two-class modeling scenario with wide data, the classes will almost always be linearly separable, meaning the outcome variable separates a predictor or combination of predictors completely or quasi-completely [73]. When this is the case, typical linear modeling approaches, such as logistic regression, cannot be used. The second related challenge is that of multicollinearity, which occurs when two or more predictors are highly correlated [74]. Multicollinearity can cause issues of stability, where simple changes to the model or data lead to large changes in model parameters. As was the case with the former issue, the predictor matrix as it is designed in this analysis is prone to issues of multicollinearity given some activities are rarely reported and thus several hour-activity variables have near zero variance.

The specific classification methods described in the following sections are designed to address these challenges. We choose a linear method and a non-linear method to compare their performance in correctly classifying load profiles as belonging to clusters given activities reported by household occupants. Our objective in this part of the analysis is both examining the predictive power of activities while also identifying key activities that explain varying patterns of peak-period electricity consumption.

### 4.3.2. Logistic regression with elastic net regularization

Logistic regression is a Generalized Linear Model (GLM), a generalization of linear regression that allows for responses that are not continuous, quantitative variables. In the classification setting, especially when the dependent variable is binary, logistic regression is commonly used, and it has been applied to load profile classification in several previous studies [11–13]. We use logistic regression to determine the likelihood a load profile will be classified as belonging to a specific cluster given the activities occupants report each hour from 5 to 9 p.m.

In the case of a binary response coded as $Y \in \{0, 1\}$, linear logistic regression models the log-likelihood ratio as a linear combination of predictor variables, as in

$$
\log \left( \frac{\text{Pr}(Y = 1|X = x)}{\text{Pr}(Y = 0|X = x)} \right) = \beta_0 + \beta^T x
$$

(5)

where $X = X_1, X_2, ..., X_p$ is a vector of predictors, $\beta_0 \in \mathbb{R}$ is an intercept term, and $\beta \in \mathbb{R}^p$ is a vector of parameters or regression coefficients. The inverse of this transformation gives the conditional probability

$$
\text{Pr}(Y = 1|X = x) = \frac{e^{\beta_0 + \beta^T x}}{1 + e^{\beta_0 + \beta^T x}}
$$

(6)

which, without restricting the parameters ($\beta_0$, $\beta$), necessarily constrains the probabilities to lie in $[0, 1]$. The logit transformation (Eq. (5)) transforms this conditional probability to a log-linear scale, which enables fitting the model parameters without constraints.

Fitting a logistic regression model is typically done by maximizing the likelihood, which is equivalent to minimizing the negative log-likelihood

$$
\text{minimize}_{\beta_0, \beta} \left\{ -\frac{1}{N} \sum_{i=1}^{N} [y_i \log \text{Pr}(Y = 1|x_i) + (1 - y_i) \log \text{Pr}(Y = 0|x_i)],
\right\}
$$

(7)

where $y$ is the N-vector of outcomes (in a binary classification problem, $y \in \{0, 1\}$), $X$ is the $N \times p$ predictor matrix, and $\beta$ is the log-likelihood function, as given in Eq. (5). The negative log-likelihood for logistic regression thus takes the form

$$
= -\frac{1}{N} \sum_{i=1}^{N} \left[ y_i [\beta_0 + \beta^T x_i] - \log(1 + e^{\beta_0 + \beta^T x_i}) \right].
$$

(8)

The model parameters or coefficients ($\beta$) in binary logistic regression are interpreted as the expected change in the log(odds) of $Y = 1$ for each one-unit increase in the corresponding predictor variable, holding other predictor variables in the model constant. To ease interpretation of coefficients, we convert the log(odds) to odds by finding the exponent $\exp(\beta)$, and we can then find the increase or decrease in the likelihood of being in a particular load profile cluster given an increase in the number of activities reported in each hour of the evening peak period. Model coefficients for the logistic regression are reported both as log(odds) ($\beta$) and odds ($\exp(\beta)$) for this reason. While we have not discussed specific details here, logistic regression can be extended to multi-class classification problems, as well.

Returning to the challenges inherent to our analysis approach, we address these through the application of regularization to the logistic regression model. Regularization, also called penalized regression, refers to a family of methods that regularize or constrain the parameter estimation process by adding a penalty term that shrinks the magnitude of model coefficients toward zero. There are several benefits to penalizing the estimation process in this way.

The first benefit is that doing so can significantly reduce the variance of regression coefficient estimates. Variance refers to the amount by which model coefficients change if they are estimated with different observational data. Ideally, these estimates should not change much between different data sets, but if a method has high variance, then small variations in the training data can result in large changes in model estimates. This is called overfitting, which often occurs when a very complex model is fit too specifically to the data it is trained on and thus does not generalize well to new data. Especially when $p$ is large, fitting the full model typically increases both its complexity and the variance of its predictions.

In addition to the benefit of reducing the variance of estimates, a certain class of regularization methods have the benefit of sparsity, meaning they can estimate some of the coefficients to be exactly zero. In this way, these sparse statistical modeling methods can also perform variable selection. Sparsity in statistical models improves their interpretability and is especially useful in the case of large predictor sets. For more detail on statistical learning with sparsity, we direct interested readers to Hastie et al. [75], and for an overview of regularization methods and the benefits of applying these in statistical models of energy consumption, see Satre-Meloy [7].
While there are numerous types of sparse regularization methods, in this analysis we use the elastic net penalty, introduced by Zou and Hastie [76]. The elastic net penalty is a combination of two other regularization methods, the lasso and ridge penalties. Its lasso-related properties are the ability to set coefficients exactly to zero, thus yielding sparse models, but it also has properties that make it suitable both for handling data where classes are linearly separable and where there exist highly correlated variables [75]. The elastic net penalty is given by

$$\lambda \sum_{j=1}^{p} \{(1 - \alpha)\beta_j^2 + \alpha |\beta_j|\}$$

(9)

where $\lambda$ is a tuning parameter that determines the magnitude of the penalty that is applied and $\alpha$ is tuned to combine lasso and ridge penalties. If $\alpha = 0$, the coefficients are penalized by the sum of their squares (ridge or $\ell_2$ penalty), and if $\alpha = 1$ they are penalized by the sum of their absolute value (lasso or $\ell_1$ penalty). Setting $\alpha$ between these gives the elastic net penalty. When applied in the case of logistic regression, the general form of the penalized optimization problem for minimizing the negative log-likelihood is

$$\text{minimize}_{\beta, \lambda} \left\{ \frac{1}{N} \mathcal{L}(y, \beta, X) + \lambda \sum_{j=1}^{p} \{(1 - \alpha)\beta_j^2 + \alpha |\beta_j|\} \right\}$$

(10)

where the notation is the same as in Eqs. (7) and (9) and the likelihood function $\mathcal{L}$ is as in Eq. (8). The elastic-net problem is convex and can be solved with numerous different algorithms. The R package glmnet uses coordinate descent and specifically a proximal-Newton iterative approach, which uses a quadratic function to repeatedly approximate the negative log-likelihood [77]. The predictors and response are centered and standardized before the algorithm is run.

Because both $\alpha$ and $\lambda$ can be tuned across a range of values to find the best combination and magnitude of $\ell_1$ and $\ell_2$ penalties that minimizes the training error, cross-validation is typically used to find these. More details on this procedure are given in Section 4.3.4.

One final note on the use of regularization in logistic regression concerns the question of inference. We do not present typical inferential concepts such as confidence intervals and significance levels for model coefficients because these are not generally appropriate for use with regularization methods [78]. There is, however, a growing literature on post-selection inference [75,79,80], which aims to develop methods that can construct confidence intervals and significance tests for regularization methods. We do not take the additional step of significance testing in this paper given the non-random nature of our study sample.

### 4.3.3. Random forests

Tree-based methods for classification involve splitting the predictor space into regions that can be used to make predictions for new observations. These methods are so-called because they incorporate a set of rules used to partition the predictor space that can be summarized in a tree. Tree-based methods have been used in many instances for classification and regression related to load profile prediction [13,30,81,82].

Decision trees are a popular statistical learning method because of their simplicity and intuitiveness, but they are often prone to overfitting, which makes them less accurate for predictions. An ensemble method called random forests, which involves producing many decision trees from bootstrap aggregated samples of the data (called bagging) and then giving a consensus prediction across these, can greatly reduce the variance of predictions. Random forests is also able to handle high-dimensional data and is robust to outliers and imbalanced classes. The improved predictive performance using random forests over a single decision tree, however, comes at the expense of some interpretability, as it can be difficult to determine which predictors are most important in the model.

In the classification setting, a decision tree predicts each observation to belong to the most commonly occurring class of observations in a given region or node. Because most predictors cannot perfectly separate or predict the correct class for a given observation, they are considered ‘impute’. To determine which separation is best given different predictors, a measure of impurity is used. While there are numerous ways to compare impurities, a popular measure is the Gini index [83], which is a measure of variance across $K$ classes and is given by

$$G = \sum_{k=1}^{K} \hat{p}_{mk}(1 - \hat{p}_{mk})$$

(11)

where $m$ is a node representing region $R_m$ with $N_m$ observations, and observations in node $m$ are classified to class $k$ with $\hat{p}_{mk}$, the majority class in node $m$. The Gini index takes on a small value when a node contains mostly observations from one class. At each split, the predictor with the lowest impurity is used to partition the predictor space until impurity does not decrease further with any subsequent split.

Because random forests works by resampling $B$ bootstrapped training sets with replacement from the training data and then constructing $B$ decision trees for each of these training sets, it is possible that the decision trees could be highly correlated, especially if there is a particularly strong predictor that is selected as the first (or root) node. For this reason, at each split in the tree a random subset of predictors rather than the full set is considered. The size of the random subset $M$ of predictors $p$ that can be selected at each split in the tree is typically chosen such that $M \approx \sqrt{p}$, but this is also a hyperparameter that can be tuned using cross-validation.

Finally, as mentioned above, interpretability is sometimes challenging when using random forests given the bagging procedure. However, we can still obtain an overall summary of the importance of each predictor using the Gini index by summing the total amount the Gini index decreases when split by a given predictor, averaged across the total number of $B$ trees. The variable importance value for each predictor can then be normalized to a range of $[0, 1]$ for comparison.

#### 4.3.4. Model training and evaluation procedure

Models are trained on a sample of 70% of the observations, which we subsequently refer to as the ‘training set’. We hold out 30% of our data as the ‘test set’. These splits are chosen to create a slightly larger test set than would be the case if we used a standard 80/20 split. As both classifiers require tuning of hyperparameters, we use $k$-fold cross-validation to tune and train the models. $K$-fold cross-validation involves splitting the training data into $k$ subsets of equal size. Then each of the $k$ subsets is left out and the other $k - 1$ subsets are used to train the model. The left out subset is what the trained model predicts on, and some type of performance metric is computed. The $k$ estimates of performance are averaged to get an overall training error. We use repeated $k$-fold cross-validation, which repeats the procedure above more than once, randomly resampling the $k$ subsets or folds each time. This method often leads to a reduction in variance for test set predictions, and it is feasible with the relatively small number of observations in our training data. We use 5-fold cross-validation with 5 repeats.

The performance metric we use for all model training and testing is the receiver operating characteristic (ROC) and associated area under the ROC curve (AUC). While model accuracy is a straightforward method for describing classifier performance, it is a weak measure when the classes are imbalanced because it treats all classes equally, meaning if 80% of the training data observations belong to one of two classes, then simply predicting the dominant class for all observations would give an accuracy of 80%. Accuracy also does not assess whether the classifier’s errors are more often false positives or false negatives.
For this reason, the performance criteria sensitivity and specificity are commonly used for assessing classification performance. Sensitivity (SNS) is a measure of the classifier’s ability to correctly identify positive labels. It is a ratio of the number of true positives (TP) to the sum of true positives and false negatives (FN), as in

\[
\text{SNS} = \frac{TP}{TP + FN}.
\]

Specificity (SPC) is a measure of the classifier’s ability to correctly identify negative labels, or the ratio between the number of true negatives (TN) and the sum of the TN and false positives (FP). It is given by

\[
\text{SPC} = \frac{TN}{TN + FP}.
\]

The ROC curve is a convenient way to summarize the relationship between these two metrics to illustrate the trade-off between a classifier’s true positive rate (TPR) and false positive rate (FPR), where the TPR is the same as the SNS, and the FPR can be written as \(1 - SPC\). These metrics are computed given the classifier’s predicted probabilities for each class across a number of different classification thresholds, and the results are plotted to show how the TPR and FPR are related. The AUC is a scale-invariant and classification-threshold-invariant metric that can be used to compare the general performance of a classifier by computing the total area under the plotted ROC curve. The AUC ranges in value from 0 to 1, with values closer to 1 indicating perfect classification and values equal to 0.5 or below indicating poor classifier performance.

For the logistic regression model with elastic net regularization, a sequence of 100 values for \(\lambda\) are evaluated to determine the overall complexity of the model [75]. A sequence of 10 \(\alpha\) values are specified during the training procedure to find the best mix of ridge and lasso penalties. The hyperparameter to be tuned in the random forests model, the \(mtry\) parameter, is tuned across a sequence of values below and above \(\sqrt{p}\) [72]. In both models, the hyperparameters are tuned such that the final selected model maximizes the AUC.

After selecting final models, we evaluate their performance on the test set and compute ROC curves and AUC values for each.

### 4.4. Software

We conduct all of our analyses in the R Statistics environment [85]. We use the following packages: for data processing and manipulation we use dplyr [86], and for plotting we use ggplot2 [87]. Our comparative cluster analysis is carried out using the NbClust package [88]. For our classification models, we use the caret [89] and caretEnsemble [90] packages, which incorporate both the glmnet package [77] for regularization and the ranger package [91] for random forests. Finally, we use the pROC package [92] to compute and measure classifier performance.

### 5. Results

This section first presents results of the cluster analysis, including the optimal number of clusters selected and visualizations of these. Second, it presents results of the classification analysis, including the predictive power of activity data and key activities associated with varying peak-period electricity consumption patterns.

#### 5.1. Cluster analysis results

Across all distance-algorithm combinations (including both k-means as well as hierarchical clustering with five different linkage methods), we evaluate results with several CVIs for 2 to 20 clusters. We find that of the CVIs with which we validate results, the gap statistic [93] shows the least variability of index scores across the different distance-algorithm methods tested, suggesting it is robust to numerous clustering approaches. Index scores across all six CVIs are shown in the appendix (Fig. A.2).

The gap statistic is a statistical testing method that compares the change in within-cluster dispersion given different numbers of clusters \(k\) with that expected under a reference null distribution of the data. The optimal number of clusters is that which maximizes the gap statistic (meaning the clustering structure is most different from a random uniform distribution).

We use the gap statistic to select the optimal number of clusters and assign final cluster membership. Fig. 6 presents values of the gap statistic for \(k = 2, ..., 20\). It shows that across the 13 distance-algorithm combinations, 2 clusters is returned as optimal in all cases.

The gap statistic is a statistical testing method that compares the change in within-cluster dispersion given different numbers of clusters \(k\) with that expected under a reference null distribution of the data. The optimal number of clusters is that which maximizes the gap statistic (meaning the clustering structure is most different from a random uniform distribution).

We use the gap statistic to select the optimal number of clusters and assign final cluster membership. Fig. 6 presents values of the gap statistic for \(k = 2, ..., 20\). It shows that across the 13 distance-algorithm combinations, 2 clusters is returned as optimal in all cases.

We assign load profiles to the cluster (1 or 2) each is most frequently clustered in across these 13 methods. This approach avoids the need to select a specific distance-algorithm combination to assign final cluster membership, especially since the index performance across most of the methods for \(k = 2\) is similar (see Fig. 6).

Fig. 7 plots all load profiles along with the mean value at each hour for the two clusters. From left to right, we present visualizations of each
Fig. 7. Cluster analysis results for \( K = 2 \), where plots show member load profiles and cluster averages for cumulative, normalized, and raw data.

cluster and the cluster average for the normalized cumulative load profiles (the data on which the cluster analysis is performed), as well as the normalized clusters and the raw data. To highlight the methodological advantage of clustering cumulative rather than raw load profiles, we compute results for a counterfactual case, where the clustering is applied to de-minned profiles rather than cumulative de-minned profiles. This plot is included in the appendix (Fig. A.3) and shows how the cluster analysis is dominated by the magnitude of each profile’s usage at 5 p.m. rather than its full shape throughout the evening period.

As shown in the top panel of Fig. 7, the first cluster consists of just under half the sample, and the average profile shape is characterized by higher discretionary usage in the earlier hours of the evening at 5 p.m. and then declining consumption through the peak period. The second cluster is slightly larger in sample size, and its average profile shape is characterized by lower usage at 5 p.m. but increased consumption through the peak period until 7 p.m., after which usage remains stable.

In Fig. 8, we show both cluster averages along with all load profiles on the same plot. Comparing the two, cluster 1’s hourly usage of 978 W is nearly twice as high as cluster 2’s (469 W) at 5 p.m. and around 1.5 times higher at 6 p.m. The cluster averages cross between 6 and 7 p.m., with Cluster 2’s usage remaining around 150 W higher than Cluster 1’s from 7 to 9 p.m.

The clustering approach demonstrated here fulfills the segmentation goal of identifying distinct clusters in terms of peak-period electric load profile shape. The results are especially useful for separating load profiles by the timing of peak demand, as cluster 1 should clearly be prioritized for interventions to reduce or shift demand during the early hours of the evening peak given its comparatively higher demand.

Understanding the activity patterns driving these load profile groupings can help inform these efforts. For this reason, we next turn to the task of predicting cluster membership using occupant activity data.

5.2. Classification results

In both the logistic regression and the random forests models, we set up the prediction task as a binary classification problem, where the
reference or base response category is membership in cluster 1, the early-peaking cluster. The models thus aim to predict the likelihood a load profile will be classified in the later-peaking cluster given the activities reported by occupants from 5 to 9 p.m.

In this section, we first present results related to model performance assessment and second on the predictive power of specific activities in the models.

5.2.1. Model performance assessment

We train our models on 70% of the data and use 5-fold repeated cross-validation to tune model hyperparameters and estimate test set error using AUC as the performance measure. The training results show that the best elastic net model is found with $\alpha = 0.22$ and $\lambda = 0.21$ and has an average cross-validation AUC of 0.73. The best random forests model is found with $mtry = 5$ and has an average cross-validation AUC of 0.72.

To assess the variability of these performance measures for the different samples taken during the cross-validation procedure, we use Caret’s built-in resamples function to compute the AUC metric across the 25 resamples (5 cross-validation folds with 5 repeats). Fig. 9 presents a box-and-whisker plot of the variability in model training AUC for these 25 cross-validation samples.

Fig. 9 shows that the elastic net model has a smaller interquartile range for training AUC than the random forests model, though there are not large performance differences between the models on the training data. Both do have relatively high overall ranges, however, suggesting the results are somewhat variable.

Next, we select the model with the tuning parameters that give the highest average cross-validated AUC in each case and use these to make predictions on the test set. We calculate ROC curves for each model’s performance in predicting cluster membership for the test data. Fig. 10 shows these curves and AUC values for each model. In both cases, the model performance declines slightly on the test data, which is typical in most model prediction contexts [94]. The random forests model has a slightly higher test set AUC than the elastic net model, indicating that the elastic net model may have overfit the training data more than the random forests model.

5.2.2. Key activity variables

We inspect which activity predictors are influential in both classification models. For the elastic net model, we examine all non-zero coefficients that are selected, and for the random forests model, we assess variable importance using average impurity measured with the Gini index, as explained in Section 4.3.3. Table 3 presents predictors with non-zero coefficients in the elastic net model, including both their log(odds) ($\beta$) and exponentiated coefficients ($\text{Exp}]\beta]$. These are ordered by hour and magnitude of $\beta$.

The elastic net regularization technique delivers substantial sparsity for the logistic regression model, selecting 22 variables from the set of 177 candidate predictors. This result highlights that many of the hour-activity variables, perhaps owing to their low frequency, could be excluded from the model without sacrificing predictive performance. Elastic net regularization is especially useful in this context, where $p \approx n$ after the testing data is held out. The technique helps balance the interests of including all hour-activity predictors as candidates for predicting peak-period electricity consumption patterns while also selecting a more interpretable model.

Given that the base category in the model is membership in the earlier-peaking cluster, negative $\beta$ coefficients signal a decrease in the likelihood that a load profile will belong to the later-peaking cluster or, similarly, an increased likelihood it will belong to the earlier-peaking cluster. For instance, the predictor ‘5–6 p.m. Eating hot meal’ has $\beta = -0.13$ and $\text{Exp}]\beta] = 0.878$. This means that for each additional time this activity is reported in a given household, its likelihood of being classified in the later-peaking cluster decreases by 12%. In the case of the ‘5–6 p.m. Laundry’ activity, each additional time it is reported decreases the likelihood a household will be classified in the later-peaking cluster by 23.5%.

As Table 3 shows, nearly all of the earlier (5–6 or 6–7 p.m.) selected predictors have negative coefficients, whereas most of the activity...
predictors reported later in the evening have positive coefficients. There are several exceptions, such as using the dishwasher from 5–6 p.m. or screen time from 7–8 p.m., but these generally have smaller coefficients.

In general, we find that meal-related activities are influential in the model, both in the case of earlier reports of meal activities showing strong associations with higher consumption patterns in the early evening and later reports of meal activities showing strong associations with patterns in the later evening. Other key activities include laundry and washing machine use, screen time, and socializing.

Turning to the random forests model, we plot normalized variable importance in Fig. 11, where the most important predictor is given a score of 1. We plot only the top 20 predictors for brevity.

As seen in the plot, many of the same variables that were influential in the elastic net model also have high variable importance scores in the random forests model. This is especially the case for the eating and meal-related predictors, screen time, and socializing.

An important difference between the linear elastic net model and the non-linear random forests model is that the predictors in the random forests model do not have coefficients and thus do not have a positive or negative sign and so cannot as easily be associated with increased probability of being in the early- or late-peaking cluster. Their importance is determined by how well they are able to split the predictor space. This lack of interpretability is one of the drawbacks of the random forests model, but considering many of the variables with high importance scores in this model are those selected in the elastic net model, it is reasonable to assume the direction of prediction is similar between the two. The random forests model, then, can provide further support to the findings on which activities are most influential for predicting peak-period electricity consumption patterns.

6. Discussion and conclusions

This paper presents an integrated analysis to cluster a sample of 269 peak-period electric load profiles from homes in the UK. We introduce a novel solution to capture temporal variations in consumption patterns by clustering cumulative load profiles. We show a new technique to appropriately use Euclidean distances with time-series data in order to cluster profiles based on their full shape during peak evening hours. This approach is beneficial for both its conceptual simplicity and its ease of implementation, and it does not appear to have been used previously for load profile segmentation.

### Table 3

| Hour (p.m.) | Activity group predictor | $\beta$  | $\exp(\beta)$ |
|-------------|--------------------------|---------|---------------|
| 5           | Washing machine           | ~0.399  | 0.671         |
| 5           | Socializing               | ~0.351  | 0.704         |
| 5           | Laundry                   | ~0.268  | 0.765         |
| 5           | Eat                       | ~0.151  | 0.860         |
| 5           | Screen time               | ~0.131  | 0.877         |
| 5           | Eating hot meal           | ~0.130  | 0.878         |
| 5           | Tending domestic animals  | 0.107   | 1.113         |
| 5           | Oven                      | ~0.105  | 0.900         |
| 5           | Cook on hob               | ~0.052  | 0.950         |
| 5           | Other appliance           | ~0.036  | 0.964         |
| 5           | Dishwasher                | 0.024   | 1.024         |
| 6           | Eating hot meal           | ~0.337  | 0.714         |
| 6           | Eat                       | ~0.307  | 0.735         |
| 6           | Got home                  | 0.286   | 1.331         |
| 6           | Other appliance           | 0.178   | 1.194         |
| 6           | Pet                       | ~0.162  | 0.850         |
| 6           | Bath                      | ~0.149  | 0.861         |
| 7           | Oven                      | 0.152   | 1.164         |
| 7           | Childcare                 | ~0.089  | 0.915         |
| 7           | Screen time               | ~0.009  | 0.991         |
| 8           | Laundry                   | 0.388   | 1.474         |
| 8           | Oven                      | 0.281   | 1.325         |
| 8           | Eating hot meal           | 0.012   | 1.012         |
| Intercept   |                          | 0.499   | 1.648         |

Fig. 11. Normalized variable importance as determined by the Gini impurity method for the random forests model.
We have shown how activity data can help to predict membership in early and late-peaking clusters. We introduce two classification methods that are appropriate for the predictive modeling task given analytical challenges inherent to this classification problem. The first is logistic regression with elastic net regularization and the second is random forests. Both are used to evaluate the predictive power of activities on held out test data, as well as to identify key activity variables for predicting cluster membership.

The two classification algorithms used to predict cluster membership from occupant-reported activities show test set AUC values of 0.66–0.69. These scores are not indicative of highly accurate predictive models, but they also clearly outperform a null classification model, which would have an AUC of 0.5. This finding suggests that activity data as it is incorporated in this analysis shows some promise for predicting patterns of electricity consumption during peak hours. To the authors’ knowledge, this paper presents the first attempt to show how detailed time-use data can be used in a cluster-and-classification approach to better understand the activities driving electricity consumption patterns in the residential sector.

The identification of key activities driving evening demand is important given the complexity of the modeling task, for which simpler regression/classification techniques fail to give accurate and stable results. Both models confirm the importance of certain activities for predicting the shape of a household’s evening weekday demand. The strongest link is found between food preparation and meal-time activities, especially cooking with energy-intensive appliances and eating hot meals. Other activities, including screen time, laundry, and socializing are shown to be important predictors, as well.

These empirical findings are useful for better understanding the potential for activity-led peak demand reduction and demand response in households [5]. Usage curtailment potential varies considerably across customers, so understanding the factors that make customers more or less able to shift or curtail demand at different times of day can help to achieve a greater response. For instance, our results suggest that the households that contribute the most to UK system-wide peak demand are those that have earlier cooking and meal times. This knowledge is useful for considering appropriate interventions, as evening meal practices may be particularly challenging to shift. Design of targeted interventions can benefit from taking this knowledge into account.

Similarly, deeper insight into electricity demand patterns in homes and their relationship to occupant activities can inform the design of more suitable electricity tariffs. Assessing household responses to time-varying electricity tariffs is an active area of research, but there is still little agreement on how adoption of such tariffs influences electricity use patterns [95]. Previous analyses of a smaller sample of households from the METER study provide some evidence that electricity tariff choice is associated with different patterns of daily electricity use. Satre-Meloy et al. [96] found that households enrolled in a renewable electricity tariff have lower average daily electricity consumption, as well as lower consumption during evening peak hours, than those on standard tariffs. The study also found that enrollment in an Economy 7 or 10 tariff, both of which charge lower prices for electricity use during nighttime hours, is linked to slightly higher nighttime electricity use. This evidence is based on a small number of households, however, as the share of those on either a renewable or Economy 7/10 tariff is less than 25%.

These initial findings are worth exploring in further detail with a larger sample of households enrolled in time-varying electricity tariffs. The implications of tariff selection on peak-period electricity usage patterns are especially important to understand given that time-varying tariffs are likely to become more common in the future with further deployment of smart metering infrastructure [97]. Furthermore, as most of the research on household responses to dynamic electricity prices has focused on how much of a peak reduction is achievable, the data collected in this study can provide insight into what activities are shifted, curtailed, or substituted to actually deliver those reductions. For instance, understanding whether or not households on electricity tariffs that charge higher prices during peak hours are more likely to shift high-consumption activities, such as laundry, cooking, or screen time activities—all of which were shown in this study to be predictive of evening peak-period consumption patterns—can provide unique understanding on which types of activities may be more or less price-responsive. This knowledge could further be used to inform tariff design for different classes of customers, identify constraints to demand response in households, or enable better integration of demand-side resources in the electricity system [18].

Some limitations are present in the data and analysis. The sample size for this study is small, non-representative, and it consists of households that participate across different seasons and days of the week, excluding weekends (though most of our sample participated during the winter season). Day of week and seasonal differences are no doubt important for understanding the temporal aspects of activities and electricity consumption, and future larger samples could be segmented to explore such variations. We also expect biases are present in our sample’s activity reporting and in its socio-demographic makeup. Participant self-selection is a further source of bias.

Regarding the statistical methods we use, the predictive power demonstrated in the classification models is somewhat limited, though we expect this might improve with access to larger training data sets. Training AUC across cross-validation resamples also has high variability. Cluster analysis is typically applied to larger data sets, and for many of the CVIs used to evaluate our clustering results, the index scores are highly variable for different numbers of clusters. We use the Gap index for final cluster assignment because it shows less variability than the other CVIs, but our exploratory analysis of cluster results across different methods and CVIs shows that final segmentation of the load profiles is dependent on the clustering algorithm and distance metric chosen.

We expect the approach demonstrated in this paper to yield clearer insights when applied to a larger, more representative sample, and for this reason, data collection is ongoing. Future work should further assess the performance of both cluster and classification analyses presented in this paper. For the cluster analysis approach, we advocate for further comparisons of cumulative load profile clustering with other time-series-specific clustering approaches. For the classification analysis, we encourage similar analyses of the predictive power of time-use activity data. While we restrict our focus to predicting evening peak-period consumption patterns, a similar approach could be applied to different times of day or to longer periods. The approach to aggregate and represent activities in the models should be tested in future analyses, especially the use of different time windows for aggregation (for instance, counting all activities reported every half hour rather than hour). Further work should also explore how results change if the modeling approach is set up as a regression rather than classification problem, especially if the key concern is predicting drivers of peak demand.

As one key objective of this analysis is to identify activities that could be specifically targeted in demand response programs, future work should also aim to test whether and how much these kinds of targeted interventions can increase reductions in usage during peak hours. Collecting data on the kinds of activities that are shifted during demand response interventions provides numerous avenues for further research, such as exploring whether occupant responses to interventions are sustainable over longer time periods or understanding the unintended consequences that might result from these interventions. At
present, utilities receive little feedback of this nature, and there thus remain substantial opportunities to better inform demand response interventions. We encourage more detailed investigations of high-resolution electricity data and occupant activities to ensure these deliver energy and cost saving benefits without adversely affecting vulnerable populations.

Data availability

The data used in this study are publicly available from the UK Data Service [98].

Appendix A

Table A.1.
See Figs. A.1–A.3.

Table A.1
Cluster validity indices (CVIs) for determining optimal number of clusters.

| Index                                      | Equation                                                                 | Optimal number of clusters |
|--------------------------------------------|--------------------------------------------------------------------------|-----------------------------|
| Caliński and Harabasz [99]                | \( CH(q) = \frac{\max(W_q/(q-1))}{\max(W_q)/q} \)                        | Maximum of index            |
|                                            | where:                                                                  |                             |
|                                            | • \( W_q \) is the within-group dispersion matrix for data clustered into \( q \) clusters, |                             |
|                                            | • \( R_q \) is the between-group dispersion matrix for data clustered into \( q \) clusters, |                             |
|                                            | • \( q \) is the number of clusters,                                     |                             |
|                                            | • \( n \) is the number of observations                                  |                             |
| C-index [100]                             | \( C_{\text{index}} = \frac{S_{w} - S_{\text{min}}}{S_{\text{min}}} \) | Minimum of index            |
|                                            | where:                                                                  |                             |
|                                            | • \( S_{w} \) is the sum of within-cluster distances \( S_{w} = \sum_{i=1}^{N} \sum_{j<i} d(x_i, x_j) \) |                             |
|                                            | • \( S_{\text{min}} \) is the sum of the \( N \) smallest distances between all the pairs of points in the entire dataset (there are \( N \) such pairs), |                             |
| Davies-Bouldin [101]                      | \( DB(q) = \frac{1}{q} \sum_{i=1}^{q} \max_{k \neq l} \left( \frac{d_{kl}}{d_{kk}} \right) \) | Minimum of index            |
|                                            | where:                                                                  |                             |
|                                            | • \( k, l = 1, \ldots, q \) is the cluster number,                      |                             |
|                                            | • \( d_{kl} \) is the distance between centroids of clusters \( C_k \) and \( C_l \), |                             |
|                                            | • \( d_{kk} \) is the dispersion measure of a cluster \( C_k \)         |                             |
| Duda [102]                                | \( Duda = \frac{J(2)}{J(1)} = \frac{P_k + P_l}{W_{mk}} \)              | Smallest number of clusters such that index > critical value [see 103] |
|                                            | where:                                                                  |                             |
|                                            | • \( J(2) \) is the sum of squared errors within clusters when the data are partitioned into two clusters, |                             |
|                                            | • \( J(1) \) gives the squared errors when only one cluster is present. |                             |
|                                            | • It is assumed clusters \( C_k \) and \( C_l \) are merged to form \( C_{mk} \) |                             |
| Gap statistic [93]                        | \( \text{Gap}(q) = \frac{1}{B} \sum_{b=1}^{B} \log W_{\phi} - \log W_q \) | Smallest number of clusters such that critical value \( \geq 0 \) |
|                                            | where:                                                                  |                             |
|                                            | • \( B \) is the number of reference data sets generated using uniform prescription, |                             |
|                                            | • \( W_{\phi} \) is the within-dispersion matrix defined as in Hartigan [104] |                             |
| Silhouette [105]                          | \( \text{Silhouette} = \frac{\sum_{i=1}^{N} S(i)}{N}, \text{Silhouette} \in [-1, 1] \) | Maximum of index            |
|                                            | where:                                                                  |                             |
|                                            | • \( S(i) = \frac{h(i - a(i))}{\min_{i \neq j} \{h(j - a(j)), a(i - d_{Cj})\}} \) |                             |
|                                            | • \( a(i) \) is average dissimilarity of the \( i \)th object to all other objects of cluster \( C_i \), |                             |
|                                            | • \( h(i) = \min_{C_j} \)                                             |                             |
|                                            | • \( d_{Cj} \) is the average dissimilarity of the \( i \)th object to all objects of cluster \( C_j \) |                             |
Fig. A.1. Clustering results using only load profiles from each household’s first day of the study.

Fig. A.2. Results for cluster analysis evaluated with six CVIs for 2–20 clusters to show index score variability across different method combinations.
Fig. A.3. Results for cluster analysis applied to normalized load profiles (middle column plots) rather than cumulative normalized load profiles (left column plots).

Appendix B. Supplementary material

Supplementary data associated with this article can be found, in the online version, at https://doi.org/10.1016/j.apenergy.2019.114246.
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