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Abstract—Multiple-input multiple-output (MIMO) array based millimeter-wave (MMW) imaging has a tangible prospect in applications of concealed weapons detection. A near-field imaging algorithm based on wavenumber domain processing is proposed for a cylindrical MIMO array scheme with uniformly spaced transmit and receive antennas over both the vertical and horizontal-arc directions. The spectrum aliasing associated with the proposed MIMO array is analyzed through a zero-filling discrete-time Fourier transform. The analysis shows that an undersampled array can be used in recovering the MMW image by a wavenumber domain algorithm. The requirements for the antenna inter-element spacing of the MIMO array are delineated. Numerical simulations as well as comparisons with the backprojection (BP) algorithm are provided to demonstrate the effectiveness of the proposed method.
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I. INTRODUCTION

Millimeter-wave (MMW) imaging can provide high target resolutions. Hence, it is applicable in broad sensing areas, such as remote sensing [1], [2], radio astronomy [3], biomedical diagnosis [4], indoor target tracking [5], [6], and scattering diagnosis [7]. Since millimeter waves penetrate regular clothing, they can be used to form an accurate image of a person for detection of concealed objects. This type of imaging can be accomplished at moderate power levels without causing health hazards. This attribute offers great potentials in personnel security inspections [8]. Typically, a one-dimensional (1-D) antenna array with scanning along only the perpendicular direction is used to gather the backscattered electromagnetic (EM) waves from the human body [9]. Due to mechanical scanning, this approach has suffered from slow data acquisition. The two-dimensional (2-D) antenna arrays with the full Nyquist samplings overcome this problem and meet the requirement of real-time imaging, but the system cost is often unaffordable.

The multiple-input multiple-output (MIMO) systems have become ubiquitous and essential for wireless communications [9]. MIMO system configuration has also been extensively applied in various radar applications [10]–[14]. It was recently utilized for near-field millimeter-wave imaging with reduced number of antenna elements required in a large aperture. MIMO imaging systems enable gathering multistatic scattering information of the target which aids in mitigating the ghosts arising with monostatic arrays [15]. A high-resolution imaging system, combining the 1-D ultrawideband MIMO array and synthetic aperture radar (SAR), was proposed in [16] for concealed weapons detection. This type of MIMO-SAR imaging scheme was also discussed in [17]–[21] with different scanning apertures.

Two-dimensional (2-D) MIMO arrays were examined in [22]–[27] for near-field imaging. A 2-D planar MIMO system constructed by square clusters was developed in [22], where back-projection (BP) algorithm was utilized for image reconstruction. In [24], the wavenumber domain algorithm, also named range migration, was proposed, in lieu of BP, for fast image reconstruction. A version of this algorithm with improved image reconstructions, referred to as transverse spectrum deconvolution range migration, was considered in [28]. A wavenumber domain algorithm based on a cross MIMO array was presented in [29]. Parallelizable Fourier-based imaging algorithms were adopted for planar multistatic radar systems in [30], [31].

Different from the aforementioned planar array topologies, we presented a cylindrical MIMO array in [32]. This array type provides better observation angles than planar arrays. We employed an algorithm based on a multistatic-to-monostatic transformation along with an effective phase calibration method [33]. However, approximation errors and imaging restrictions remained. Therefore, for multistatic imaging, it has become important to deal directly with the scattered data.

In this paper, we propose an effective wavenumber domain algorithm, named cylindrical range migration algorithm for convenience, for cylindrical MIMO array configurations. The transmit and receive antennas are uniformly spaced over both the vertical and horizontal-arc directions. To the best of our knowledge, MIMO arrays employing frequency-domain imaging algorithms have been only designed in accordance to the Nyquist sampling criterion [17]–[19], [24]. These designs reduce aperture exploitation efficiency, and offer reduced resolution relative to monostatic arrays with a same aperture size. In order to reach the same image resolution as a monostatic array, the transmit and receive MIMO arrays should have the same spatial frequency extent (i.e., half extent of a monostatic array due to the one-way EM wave propagation related to either the transmit or the receive arrays). Then, in this situation and according to the Nyquist sampling
uniform sparse along the vertical direction. The receive array assumes the opposite sampling configuration.

The scattered EM waves from the target are given by,

$$s(k, \theta_T, \theta_R, z_T, z_R) = \iiint g(x, y, z) e^{-jk(R_T + R_R)} dx dy dz,$$

where $k = \frac{2\pi f}{c}$ denotes the wavenumber, $f$ is the working frequency, $c$ is the speed of light, $g(x, y, z)$ represents the scattering coefficient of the target located at the Cartesian coordinate position $(x, y, z)$, $R_T$ and $R_R$ are, respectively, the distances from the transmit antenna to the target and from the target to the receive antenna, as shown in Fig. 1. These distances are expressed by,

$$R_T = \sqrt{x_T^2 + (z - z_T)^2},$$

$$R_R = \sqrt{x_R^2 + (z - z_R)^2},$$

and

$$\rho_T = \sqrt{(x - x_T)^2 + (y - y_T)^2},$$

$$\rho_R = \sqrt{(x - x_R)^2 + (y - y_R)^2}.$$

The transmit and receive antenna Cartesian positions are denoted by $(x_T, y_T, z_T)$ and $(x_R, y_R, z_R)$, respectively. They can also be represented in the cylindrical coordinates, according to $x_T = R_0 \sin \theta_T$, $y_T = -R_0 \cos \theta_T$, $x_R = R_0 \sin \theta_R$, and $y_R = -R_0 \cos \theta_R$, where $R_0$ denotes the radius of the cylindrical array aperture, and $\theta$ is the angle between the negative direction of $y$-axis and the radius of the aperture in the $(x, y)$ plane, as depicted in Fig. 1. Below, we present a wavenumber domain imaging algorithm using the cylindrical MIMO scheme.

The exponential terms $e^{-jkR_T}$ and $e^{-jkR_R}$, appearing in (1), are referred to as the free space Green’s functions, whose Fourier transforms with respect to $z_T$ and $z_R$ can be, respectively, expressed as [34]

$$\mathcal{F}_{z_T}[e^{-jkR_T}] = e^{-j(k_{RT} \rho_T + k_{RZ} z)},$$

$$\mathcal{F}_{z_R}[e^{-jkR_R}] = e^{-j(k_{RR} \rho_R + k_{RZ} z)},$$

where

$$k_{RT} = \sqrt{k^2 - k_{TX}^2},$$

$$k_{RR} = \sqrt{k^2 - k_{RX}^2}.$$  

Using the above equations, we proceed to apply the Fourier transforms to both sides of (1) with respect to $z_T$ and $z_R$,

$$\mathcal{F}[s(k, \theta_T, \theta_R, k_{zT}, k_{zR})] = \iiint g(x, y, z) e^{-j(k_{RT} \rho_T + k_{RZ} z)} e^{-j(k_{RR} \rho_R + k_{RZ} z)} dx dy dz,$$

Based on (4) and (5), and using the inverse Fourier transform expression, we decompose the cylindrical wave associated with $(R_0 \sin \theta, -R_0 \cos \theta)$, for $\theta = \theta_T$ or $\theta_R$, into a superposition of plane wave components [34],

$$e^{-jk_{RT} \rho_T} = \int e^{-jk_{RT} (x - x_T)} e^{-jk_{RT} (y - y_T)} dk_{zT}.$$
\[ e^{-jk_{pR}R} = \int e^{-jk_{xT}(x-x_R)}e^{-jk_{yR}(y-y_R)}dk_{xR}, \]  

where \( k_{pR} = \sqrt{k_{xR}^2 + k_{yR}^2} \), and \( k_{pR} = \sqrt{k_{xR}^2 + k_{yR}^2} \).

Substituting (8) and (9) in (7), and rearranging the integral sequence, we obtain,

\[ \tilde{s}(k, \theta_T \theta_R, k_{zT}, k_{zR}) = \int \int \int G(x, y, z) e^{-jk_{xR}x} e^{-jk_{yR}y} e^{-jk_{zR}z}, \]

where \( k = k_{xT} + k_{xR}, k_{y} = k_{yR}, k_{z} = k_{zT} + k_{zR} \).

The inner integrals over \( x, y, \) and \( z \) can be expressed as a three-dimensional Fourier transform of \( g \), denoted by \( G(k_x, k_y, k_z) \), with the subscript \( \theta \) transforms with respect to \( \theta_T \theta_R \).

\[ e^{jk_{xT}x} e^{jk_{yT}y} e^{jk_{zT}z} e^{jk_{xR}x} e^{jk_{yR}y} e^{jk_{zR}z} \]

The relation of differential elements between the Cartesian and the polar coordinates is \( dk_{xR}dk_{yR} = k_{pR}dk_{pR}d\phi_T \), where \( \phi_T \) is the angle between \( k_{pR} \)-axis and \( -k_{pR} \)-axis, satisfying \( k_{xT} = k_{pR} \sin \phi_T \) and \( k_{yR} = -k_{pR} \cos \phi_T \). We maintain that \( dk_{yT} \approx -dk_{yR} \) for small values of \( \phi_T \). Accordingly, \( dk_{xR} \approx -dk_{xR}d\phi_T \). Representing the space wavenumbers in the cylindrical coordinates, we obtain

\[ \tilde{s}(k, \theta_T \theta_R, k_{zT}, k_{zR}) = k_{pR} \tilde{G}(k_{pR}, k_{pR}, \theta_T \theta_R, k_{zR}), \]

where the wavenumber relations between the polar and Cartesian coordinates are given by,

\[ k_{xR} = k_{pR} \sin \phi_T, \]

\[ k_{yR} = -k_{pR} \cos \phi_T, \]

with the subscript \( T/R \) meaning the transmit or the receive part.

The above integrals over \( \phi_T \) and \( \phi_R \) can be represented by the convolutions with respect to \( \theta_T \) and \( \theta_R \) respectively.

\[ \tilde{s}(k, \theta_T \theta_R, k_{zT}, k_{zR}) = k_{pR} \tilde{G}(k_{pR}, k_{pR}, \theta_T \theta_R, k_{zR}) \]

where \( \oplus_T \) and \( \oplus_R \) denote convolutions in the \( \theta_T \) and \( \theta_R \) domains, respectively.

The imaging involves the deconvolutions of the two exponential functions, which are performed by applying the Fourier transforms to both sides of (15) with respect to \( \theta_T \) and \( \theta_R \). Using the Fourier convolution property, we can write

\[ \tilde{s}(k, \xi_T \xi_R, k_{zT}, k_{zR}) = k_{pR} \tilde{G}(k_{pR}, \xi_T \xi_R, k_{zR}). \]

where \( \xi_T = k_{pR} \xi_T, k_{pR} \xi_R \) and \( \xi_T = k_{pR} \xi_T, k_{pR} \xi_R \).

\[ H_{\xi_T}^{(1)}(k_{pR}R_0)e^{i\pi \xi_T^2/2}H_{\xi_R}^{(1)}(k_{pR}R_0)e^{i\pi \xi_R^2/2}, \]

where \( \xi_T/R \) denotes the Fourier domain for \( \theta_T/R \), and \( H_{\xi_T}^{(1)}(k_{pR}R_0) \) is the Hankel function of the first kind, \( \xi_T/R \) order.

The Hankel function can be determined analytically for \( \xi \ll k_{pR}R_0 \) as follows,

\[ H_{\xi_T}^{(1)}(k_{pR}R_0) = e^{i\sqrt{k_{pR}R_0^2-\xi^2}}e^{-\pi /2}. \]

By dividing both sides of (15) by the two Hankel functions and exponentials, and performing the inverse Fourier transforms with respect to \( \xi_T \) and \( \xi_R \), we obtain

\[ G(k_{pR}, k_{pR}, \theta_T \theta_R, k_{zT}, k_{zR}) = \]

\[ \mathcal{F}^{-1}_{\xi_T \xi_R}\left[ e^{i\pi \xi_T^2/2}H_{\xi_T}^{(1)}(k_{pR}R_0)e^{i\pi \xi_T^2/2}ight]. \]

The left side of the above equation expresses dependence on \( k_{pR} \) and \( k_{pR} \) as these variables relate to \( k \) according to (6a) and (6b). Finally, interpolations and dimension reduction are needed to bring \( G(k, \theta_T \theta_R, k_{zT}, k_{zR}) \) into the form of \( G(k_x, k_y, k_z) \), over which the 3-D inverse fast Fourier transform (IFFT) is performed to yield \( g(x,y,z) \). The details will be discussed in the next section.

### III. Several Important Issues

#### A. Interpolations and Dimension Change

To properly perform interpolations from the polar coordinates \( (k_{pR}, \theta_T \theta_R) \) to the Cartesian \( (k_{xT}, k_{yT}, k_{zT}) \), we should change \( G(k, \theta_T \theta_R, k_{xT}, k_{zT}) \) to \( G(k_T, k_R, k_T, k_{zT}, k_{zR}) \) via higher dimension manipulation using

\[ k = k_T + k_R \]

where

\[ k_{xT} = \frac{1}{2} \sqrt{k_{pR}^2 + k_{yR}^2}, \]

\[ k_{yT} = \frac{1}{2} \sqrt{k_{pR}^2 + k_{yR}^2}, \]

which are based on (6a) and (6b).

We then reformulate the function \( G(k, \cdots) \) based on the relationship between the variables depicted in Fig. 2. This provides the data matrix corresponding to the independent spectrum support \( (k, \theta_T) \) and \( (k_R, \theta_R) \), respectively. \( G(k_{pR}, \theta_T \theta_R, k_{pR}, k_{pR}, R_0) \) can then be obtained by employing (20a) and (20b). Next, we acquire \( G(k_{xT}, k_{yT}, k_R, k_{xT}, k_{yT}) \) via interpolations of the data in \( (k_{pR}, \theta_T/R) \) to \( (k_{xT}, k_{yT}/R) \) in accordance with (14a) and (14b).
Finally, dimension reduction is applied to obtain \( G(k_x, k_y, k_z) \) based on Eq. (12a), (12b), and (12c), using the fact that the ideal sub-matrices related to \((k_{xT}, k_{xR}), (k_{yT}, k_{yR}), \) and \((k_{zT}, k_{zR})\) are symmetric. The symmetry property emerges if we choose the grids of the spatial frequencies of the transmit and receive arrays to be the same. This first requires the array inter-element spacing along the vertical direction to satisfy the equality [24],

\[
\frac{1}{N_{zT} \Delta z_T} = \frac{1}{N_{zR} \Delta z_R} \tag{21}
\]

where \( \Delta z_T \) and \( \Delta z_R \) are the antenna spacings of the transmit and receive arrays, respectively, \( N_{zT} \) and \( N_{zR} \) denote the points of fast Fourier transforms (FFTs) which transform the data from \((z_T, z_R)\) domain to \((k_{zT}, k_{zR})\) domain.

Since the data in \((k_{xT}, k_{yT}, k_{xR}, k_{yR})\) is generated by interpolations, then we can readily set the grids to be the same for the transmitter and receiver. However, we should carefully perform FFTs with respect to \( \theta_T \) and \( \theta_R \) to ensure the accuracy of convolutions in the frequency domain.

The block diagram of the complete imaging procedure considered is shown in Fig. 3.

### B. Spectrum Aliasing

Existing work based on frequency-domain processing has only considered the case in which both the transmit and receive arrays satisfy the Nyquist sampling criteria [17]–[19], [24]. However, in this case, either the number of antenna elements cannot be significantly reduced, or the image resolution is worse than the monostatic counterpart with a same aperture size.

1) Spectrum Aliasing Based on the Discrete-time Fourier Transform: To fully utilize the aperture, we configure the transmit and receive arrays as shown in Fig. 1. Consider first the following discrete-time Fourier transform (DTFT) of temporal-domain data \( s_p \) obtained by placing \( P - 1 \) zeros between successive values of \( s \) [36],

\[
S_P(e^{j\omega}) = \sum_{n=-\infty}^{\infty} s_p(nP)e^{-j\omega nP} \tag{22}
\]

where \( n \) denotes discrete time, and \( \omega \) represents the frequency satisfying \( \omega = 2\pi f \). Note that the corresponding Fourier transform \( S_P(e^{j\omega}) \) is compressed to have a new period \( 2\pi/P \) in comparison to \( S(e^{j\omega}) \) [36]. In other words, there are more periods of spectrum of the original data within the \( 2\pi \) segment.

The above relationship can be extended to the spatial frequency domain. Consider the simple example of a linear sparse monostatic array along the \( z \) direction, with the inter-element spacing \( \Delta z \) that is larger than the Nyquist sampling spacing. Assume one point target is located at a distance \( R_0 \) away from the array center. The data in the spatial frequency domain obtained by the Fourier transforms of the received echo across the array are depicted in Fig. 2. The true target wavenumber domain spectrum is shown in Fig. 2(a) which is determined by the geometrical relation between the target and array. Here, we use triangles for illustration of different periods of the spectrum. If we perform FFT of the data across the sparse array without zero padding, the obtained spectrum is indicated by the shadow part of the overlapping replicas shown in Fig. 2(b). On the other hand, the spectrum associated with zero padded data is illustrated in Fig. 2(c) (the shadow part). Although spectrum aliasing is still present, the complete spectrum distribution exists within the shadow part, since the FFT extent is enlarged to \( 2\pi P/\Delta z \). The other parts can be viewed as spectra corresponding to targets located at different positions relative to the true one. This is depicted in Fig. 2 where only one aliasing target is included.

If we filter the spectrum according to the extent of the true target spectrum, i.e., \( 2k_{\text{max}} \), as depicted in Fig. 2(a) then the result is more like that of tomographic processing. From the perspective of tomography, the demodulated echo signal can be interpreted as the approximate Fourier transform of the projection of the target to be imaged [37]. Accordingly, we can achieve a similar imaging result with that of BP by using a frequency-domain algorithm.

2) Example of a 1-D MIMO Array: We consider the scenario of a linear MIMO array along the \( z \) direction, consisting of a receive array satisfying the Nyquist sampling criterion (with the inter-element spacing \( \Delta z_R \)) and a uniform sparse transmit array (with the inter-element spacing \( \Delta z_T = P \Delta z_R \)), both having a same length, as shown in Fig. 6. We illustrate the aforementioned aliasing effect by evaluating the performance of the near-field beam patterns [38] of the transmit and the receive arrays, respectively. Here, we choose the array length as \( L = 1 \text{m} \), the working frequency as \( f = 30 \text{GHz} \), and set \( P = 20 \).
The near-field beam patterns (evaluated at $R_0 = 1$m) are obtained by frequency-domain processing, referred to as the range migration algorithm (RMA) \[39\]. The corresponding results using BP are treated as benchmarks. The data in the spatial frequency domain and the near-field beam pattern of the receive array (referred to as the fully sampled array) are shown in Figs. 7(a) and 7(b) respectively. The related results of the transmit array (referred to as the undersampled array) without zero padding of the data are illustrated in Fig. 8. Note
that only a small part of the original spectrum is obtained, which results in a beam pattern with a much wider mainlobe (different from a sinc function) than the BP result.

The results, with \( P = 1 \) zeros placed between successive antenna elements of the transmit array to reach an equivalent inter-element spacing with the receive array, are shown in Fig. 9. Clearly, the spectrum shows highly overlapping replicas. However, similar to Fig. 4(c), there is a complete spectrum present in the result. The corresponding mainlobe of beam pattern is closer to that of BP than the result in Fig. 8(b). But, the sidelobes are much higher than those of a standard sinc function.

To approach the BP result, we multiply the data in the spatial frequency domain by a rectangular window (in reality, it can be realized by using a weighted windowing function to reduce sidelobes), whose extent is chosen as the extent of the true data spectrum that can be calculated according to the relation between the wave vectors \( \vec{k} \) and \( \vec{k}_z \), in other words, based on the geometry between the array and the considered distance. The results are illustrated in Fig. 10, where we can clearly identify the mainlobe at the center of the image zone, with slightly higher sidelobes than those of BP. The grating lobes are also very close to the BP results.

This equivalence can be deduced as follows. Since the interval between the successive spectra is \( 2\pi/\Delta z \) based on (25), we can calculate the distance \( \Delta z = \lambda_0 \frac{1}{\sqrt{R_0^2 + L^2/4}} - \frac{L/2 - D}{\sqrt{R_0^2 + (L/2 - D)^2}} \), where \( \lambda_0 = 2\pi/k_0 \) denotes the middle wavenumber of the working EM waves. Here, we consider the distance between the true target and the virtual one in Figs. 5(a) as \( D \). Accordingly, the spacing between successive antennas of the undersampled array is given by,

\[
\Delta z = \lambda_0 \frac{1}{\sqrt{R_0^2 + L^2/4}} - \frac{L/2 - D}{\sqrt{R_0^2 + (L/2 - D)^2}},
\]

which is clearly consistent with that of BP.

Fig. 11 shows a comparison between (25) and (24) (the value is normalized by \( \lambda_0 \)), assuming \( L = 1 \)m, \( R_0 = 1 \)m, and \( D \) varying from 0 to 1m. It is evident that the two curves match pretty well. On the other hand, for a given \( \Delta z \), \( \lambda_0 \) and \( R_0 \), we can calculate the distance \( D \) between the mainlobe and the grating lobe. For example, when we choose the same parameters of Figs. 7 to 10 (i.e., \( \Delta z = 0.1 \)m, \( \lambda_0 = 1 \)cm, and \( R_0 = 1 \)m), the value of \( D \) calculated by (25) is equal to 0.1m, which is very close to the one marked in Fig. 10(b).

Finally, we show in Figs. 12 and 13 the results of the MIMO array by combining the transmit and the receive beams. Due to multiplication of the transmit and the receive beam patterns, the amplitudes of the grating lobes in Figs. 9 and 10 are reduced to lower than -30dB.

Fig. 14 shows the comparison between the MIMO configuration and that of a monostatic array with a same aperture size. Note that the resolution of the proposed technique for MIMO array is only mildly coarser than that of a monostatic array (see Table 1). This is caused by the convolution between the transmit and receive spectra. In essence, the beam pattern of the MIMO array has a wider mainlobe, but lower sidelobes than those of the monostatic array.

The resolutions and peak sidelobe ratios (PSLRs) of the different scenarios are listed in Table 1. Note that these results are consistent with the spectrum aliasing analysis. With regards to the MIMO case, the resolution and PSLR obtained by the proposed technique are comparable to those of the BP algorithm.
C. Sampling Criteria

From the above analysis, it is apparent that the MIMO array combining the fully sampled array and the undersampled array can achieve good imaging result. Next, we present the corresponding sampling requirements for both arrays. According to $e^{-jk_zz}$, the inter-element spacing $\Delta z$ of the fully sampled array should satisfy $2\pi/\Delta z \geq k_{z_{\text{max}}} - k_{z_{\text{min}}}$ to ensure no spectrum aliasing would occur. Based on the linear array shown in Fig. 13, we obtain

$$\Delta z \leq \frac{\lambda_0}{2} \sqrt{\frac{R_0^2 + (L + D)^2}{L + D}}$$

which is consistent with the requirement in [19], [24]. Here, $L$ denotes the array length, and $D$ represents the target dimension along the $z$ direction.

In regards of the antenna spacing associated with the undersampled array, we note that the final imaging result of MIMO is equivalent to the multiplication of the result of the transmit array by that of the receive array. Thus, the inter-element spacing of the undersampled array does not need to satisfy (25), as long as we process the data using the method mentioned in Sec. III. B. Theoretically, the MIMO array can achieve a similar resolution with the monostatic one, even with the working EM waves, and $\Theta_0$ represents the maximal angle subtended by the array aperture, assuming the beamwidth of each antenna can fully illuminate the target in the horizontal direction. Thus, we have

$$\delta x = \frac{\pi}{k_{x_{\text{max}}}},$$

where $k_{x_{\text{max}}}$ denotes the maximum value of $k_x$.

According to the relation $k_x = k_{x_T} + k_{x_R}$, and the array configuration in Fig. 11, we note that $k_{x_{\text{max}}} = k_{x_{T_{\text{max}}} + k_{x_{R_{\text{max}}}}}$ with $k_{x_{T_{\text{max}}}} = k_{x_{R_{\text{max}}}} \approx k_c \sin(\Theta_0/2)$ with the help of (6a), (6b), and (14a), where $k_c$ denotes the center wavenumber of the working EM waves, and $\Theta_0$ represents the maximal angle subtended by the array aperture, assuming the beamwidth of each antenna can fully illuminate the target in the horizontal direction. Thus, we have

$$\delta x = \frac{\pi}{2k_c \sin \frac{\Theta_0}{2}} = \frac{\lambda_c}{4 \sin \frac{\Theta_0}{2}}.$$  

This is the same result for the monostatic imaging scenario. Correspondingly, the resolution along the vertical direction is given by,

$$\delta z = \frac{\pi}{k_{z_{\text{max}}}} = \frac{\lambda_c}{4 \sin \frac{\Theta_0}{2}},$$

where $\Theta_0$ denotes the minimal value of the angle subtended by the vertical array length from the target and the beamwidth of the antenna element. Clearly, it is also the same as the monostatic one if we design the transmit and receive arrays with a same aperture size.

Finally, the down-range resolution is determined by,

$$\delta y = \frac{c}{2B},$$

where $B$ represents the bandwidth of the working EM waves.

D. Results

First, we consider the cross-range resolution along the horizontal direction, i.e., the resolution of the circular MIMO array. Due to the exponential function $\exp(-jk_zx)$, the cross-range resolution $\delta x$ is determined by the range of the spatial frequency $k_x$, that is,

$$\delta x = \frac{\pi}{k_{x_{\text{max}}}},$$

where $k_{x_{\text{max}}}$ denotes the maximum value of $k_x$.

According to the relation $k_x = k_{x_T} + k_{x_R}$, and the array configuration in Fig. 11, we note that $k_{x_{\text{max}}} = k_{x_{T_{\text{max}}} + k_{x_{R_{\text{max}}}}}$ with $k_{x_{T_{\text{max}}}} = k_{x_{R_{\text{max}}}} \approx k_c \sin(\Theta_0/2)$ with the help of (6a), (6b), and (14a), where $k_c$ denotes the center wavenumber of the working EM waves, and $\Theta_0$ represents the maximal angle subtended by the array aperture, assuming the beamwidth of each antenna can fully illuminate the target in the horizontal direction. Thus, we have

$$\delta x = \frac{\pi}{2k_c \sin \frac{\Theta_0}{2}} = \frac{\lambda_c}{4 \sin \frac{\Theta_0}{2}}.$$  

This is the same result for the monostatic imaging scenario. Correspondingly, the resolution along the vertical direction is given by,

$$\delta z = \frac{\pi}{k_{z_{\text{max}}}} = \frac{\lambda_c}{4 \sin \frac{\Theta_0}{2}},$$

where $\Theta_0$ denotes the minimal value of the angle subtended by the vertical array length from the target and the beamwidth of the antenna element. Clearly, it is also the same as the monostatic one if we design the transmit and receive arrays with a same aperture size.

Finally, the down-range resolution is determined by,

$$\delta y = \frac{c}{2B},$$

where $B$ represents the bandwidth of the working EM waves.

IV. RESULTS

This section shows the performance of the proposed imaging algorithm using simulations via MATLAB and a full wave simulation tool – gprMax [40]. The parameters related to the cylindrical MIMO array are shown in Table II.
The 3-D imaging result of the proposed cylindrical RMA is shown in Fig. 16. The 2-D image slices with respect to the three coordinate planes are given in Fig. 17. To compare the results with BP, the 1-D image slices along the three dimensions are provided in Fig. 18. Note that the image amplitudes of the cylindrical RMA are lower than those of BP which are primarily caused by the truncation of the target spectrum associated with the 2-D interpolations. Concerning the resolutions, the two algorithms have similar performance, as evident in Fig. 18.

The computations of both algorithms are extensive, with the cylindrical RMA taking about 1,500 seconds, and the BP more than 5,000 seconds, for the above imaging parameters. For the cylindrical RMA, most of computation time is taken by the 2-D interpolations in 5-D loops with respect to the antenna array and frequencies. This calls for the need to find more efficient approaches in lieu of the 2-D interpolation.

Finally, we provide the results using gprMax - a full wave simulation software that solves Maxwell’s equations in 3-D using the Finite-Difference Time-Domain (FDTD) method [40]. To reduce the calculation region in gprMax, we change the radius of the cylindrical aperture to be 0.5m. The reconstructed images by BP and the cylindrical RMA are shown in Figs. 19 and 20. Here, we only present the results with respect to the height and cross range dimensions, which is typically how a 3-D image is shown on a screen, especially
for the detection of concealed objects carried by personnel.

Note that the focusing performance of the cylindrical RMA is very close to that of BP, further indicating the effectiveness of the proposed algorithm.

V. CONCLUSIONS

We proposed a near-field imaging algorithm based on the wavenumber-domain processing, named cylindrical RMA, for a cylindrical MIMO array configuration. The spectrum aliasing was examined via the zero-filling Fourier transform and frequency-wavenumber domain analysis. It was shown that the MIMO with undersampled subarray can provide desired imaging results under certain sampling and target conditions. The requirement for the inter-element spacing of the MIMO array was presented. The performance of the undersampled array is similar to the one obtained by a time-domain algorithm, such as BP. Hence, we can design a MIMO array with either the transmit or the receive array assuming an undersampled array was presented. The performance of the undersampled array can provide desired imaging results under certain sampling and target conditions. The merit of this design is that we can efficiently utilize the aperture size to achieve a comparable resolution to a monostatic array. Numerical experiments demonstrated the effectiveness of the proposed imaging technique in comparison with the BP algorithm and the conventional wavenumber domain algorithm for a monostatic array with a same aperture geometry.

REFERENCES

[1] L. M. H. Ulander, H. Hellsten, and G. Stenstrom, “Synthetic-aperture radar processing using fast factorized back-projection,” IEEE Trans. Aerosp. Electron. Syst., vol. 39, no. 3, pp. 760–776, 2003.

[2] A. Moreira, P. Prats-Iroala, M. Younis, G. Krieger, and et al., “A tutorial on synthetic aperture radar,” IEEE Geosci. Remote Sens. Mag., vol. 1, pp. 6–43, March 2013.

[3] S. Zhang, Y. Gu, B. Wang, and Y. D. Zhang, “Robust astronomical imaging under coexistence with wireless communications,” in 2017 51st Asilomar Conference on Signals, Systems, and Computers, pp. 1301–1305, Oct. 2017.

[4] S. Di Meo, P. F. Espín-López, A. Martelllosio, and et al., “On the feasibility of breast cancer imaging systems at millimeter-waves frequencies,” IEEE Trans. Microw. Theory Tech., vol. 65, pp. 1795–1806, May 2017.

[5] M. Amin, Through-the-Wall Radar Imaging. Taylor & Francis, 2010.

[6] M. G. Amin and F. Ahmad, “Change detection analysis of humans moving behind walls,” IEEE Trans. Aerosp. Electron. Syst., vol. 49, no. 3, pp. 1410–1425, 2013.

[7] S. Li, G. Zhao, H. Li, and et al., “Near-field radar imaging via compressive sensing,” IEEE Trans. Antennas Propag., vol. 63, pp. 828–833, Feb 2015.

[8] D. M. Sheen, D. L. McMakin, and T. E. Hall, “Near field imaging at microwave and millimeter wave frequencies,” in 2007 IEEE/MTT-S International Microwave Symposium, pp. 1693–1696, June 2007.

[9] T. G. Lesher, M. Shafi, Da-shan Shiu, P. J. Smith, and A. Naguib, “From theory to practice: an overview of MIMO space-time coded wireless systems,” IEEE J. Sel. Areas Commun., vol. 21, pp. 281–302, April 2003.

[10] Y. Liu, X. Xu, and G. Xu, “MIMO radar calibration and imagery for near-field scattering diagnosis,” IEEE Trans. Aerosp. Electron. Syst., vol. 54, no. 1, pp. 442–452, 2018.

[11] J. Li and P. Stoica, “MIMO radar with colocated antennas,” IEEE Trans. Signal Process., vol. 24, no. 5, pp. 106–114, 2007.

[12] X. Zhang, L. Xu, L. Xu, and D. Xu, “Direction of departure (DOD) and direction of arrival (DOA) estimation in MIMO radar with reduced-dimension MUSIC,” IEEE Commun. Lett., vol. 14, no. 12, pp. 1161–1163, 2010.

[13] C. Hu, J. Wang, W. Tian, R. Wang, H. Li, and L. Zhu, “Generalized ambiguity function properties of ground-based wideband imaging radar,” IEEE Trans. Aerosp. Electron. Syst., vol. 55, no. 2, pp. 578–591, 2019.

[14] W. Tian, Y. Li, C. Hu, Y. Li, J. Wang, and T. Zeng, “Vibration measurement method for artificial structure based on MIMO imaging radar,” IEEE Trans. Aerosp. Electron. Syst., vol. 56, no. 1, pp. 748–760, 2020.

[15] G. Gennarelli and F. Soldovieri, “Multipath ghosts in radar imaging: Physical insight and mitigation strategies,” IEEE J. Sel. Topics Appl. Earth Observations Remote Sens., vol. 8, no. 3, pp. 1078–1086, 2015.

[16] X. Zhuge and A. G. Yarovoy, “A sparse aperture MIMO-SAR-based UWB imaging system for concealed weapon detection,” IEEE Trans. Geosci. Remote Sens., vol. 49, pp. 509–518, Jan. 2011.

[17] F. Gumbmann and L. Schmidt, “Millimeter-wave imaging with optimized sparse periodic array for short-range applications,” IEEE Trans. Geosci. Remote Sens., vol. 49, pp. 3629–3638, Oct. 2011.

[18] J. Gao, Y. Qin, B. Deng, and et al., “Novel efficient 3D short-range imaging algorithms for a scanning 1D-MIMO array,” IEEE Trans. Image Process., vol. 27, pp. 3631–3643, July 2018.

[19] J. Gao, B. Deng, Y. Qin, H. Wang, and X. Li, “An efficient algorithm for MIMO cylindrical millimeter-wave holographic 3-D imaging,” IEEE Trans. Microw. Theory Tech., vol. 66, pp. 5065–5074, Nov. 2018.

[20] H. Gao, C. Li, S. Wu, H. Geng, S. Zhang, X. Qu, and G. Fang, “Study of the extended phase shift migration for three-dimensional MIMO-SAR imaging in terahertz band,” IEEE Access, vol. 8, pp. 24773–24783, 2020.

[21] W. Wang and J. Cai, “MIMO SAR using chip diverse waveform for wide-swath remote sensing,” IEEE Trans. Aerosp. Electron. Syst., vol. 48, no. 4, pp. 3171–3185, 2012.

[22] S. S. Ahmed, A. Schiessl, and L. Schmidt, “A novel fully electronic active real-time imager based on a planar multistatic sparse array,” IEEE Trans. Microw. Theory Tech., vol. 59, pp. 3567–3576, Dec. 2011.

[23] X. Zhuge and A. G. Yarovoy, “Study on two-dimensional sparse MIMO UWB arrays for high resolution near-field imaging,” IEEE Trans. Antennas Propag., vol. 60, pp. 4173–4182, Sep. 2012.

[24] X. Zhuge and A. G. Yarovoy, “Three-dimensional near-field MIMO array imaging using range migration techniques,” IEEE Trans. Image Process., vol. 21, pp. 3026–3033, June 2012.

[25] K. Tan, S. Wu, Y. Wang, S. Ye, and et al., “A novel two-dimensional sparse MIMO array topology for UWB short-range imaging,” IEEE Antennas Wireless Propag. Lett., vol. 15, pp. 702–705, 2016.
[26] K. Tan, S. Wu, Y. Wang, S. Ye, J. Chen, X. Liu, G. Fang, and S. Yan, “On sparse MIMO planar array topology optimization for UWB near-field high-resolution imaging,” *IEEE Trans. Antennas Propag.*, vol. 65, no. 2, pp. 989–994, 2017.

[27] J. Wang, P. Aubry, and A. Yarovoy, “3-d short-range imaging with irregular mimo arrays using nufft-based range migration algorithm,” *IEEE Trans. Geosci. Remote Sens.*, vol. 58, no. 7, pp. 4730–4742, 2020.

[28] T. Fromenteze, O. Yurduseven, F. Berland, C. Decroze, D. R. Smith, and A. G. Yarovoy, “A transverse spectrum deconvolution technique for mimo short-range fourier imaging,” *IEEE Trans. Geosci. Remote Sens.*, vol. 57, no. 9, pp. 6311–6324, 2019.

[29] J. Zhou, R. Zhu, G. Jiang, L. Zhao, and B. Cheng, “A precise wavenumber domain algorithm for near range microwave imaging by cross mimo array,” *IEEE Trans. Microw. Theory Tech.*, vol. 67, no. 4, pp. 1316–1326, 2019.

[30] Y. Álvarez, Y. Rodriguez-Vaqueiro, B. Gonzalez-Valdes, and etc., “Fourier-based imaging for multistatic radar systems,” *IEEE Trans. Microw. Theory Tech.*, vol. 62, no. 8, pp. 1798–1810, 2014.

[31] M. Abbasi, A. Shayei, M. Shabany, and etc., “Fast fourier-based implementation of synthetic aperture radar algorithm for multistatic imaging system,” *IEEE Trans. Instrum. Meas.*, vol. 68, no. 9, pp. 3339–3349, 2019.

[32] S. Li, S. Wang, Q. An, G. Zhao, and H. Sun, “Communication cylindrical mimo array based near-field microwave imaging,” *IEEE Trans. Antennas Propag.*, pp. 1–1, 2020.

[33] W. F. Moulder, J. D. Krieger, J. J. Majewski, and etc., “Development of a high-throughput microwave imaging system for concealed weapons detection,” in *2016 IEEE International Symposium on Phased Array Systems and Technology (PAST)*, pp. 1–6, Oct 2016.

[34] M. Soumekh, “Reconnaissance with slant plane circular SAR imaging,” *IEEE Trans. Image Process.*, vol. 5, no. 8, pp. 1252–1265, 1996.

[35] D. M. Sheen, D. L. McMakin, T. E. Hall, and R. H. Severtsen, “Real-time wideband cylindrical holographic surveillance system,” U.S. Patent 5 859 609, Jan. 1999.

[36] A. Oppenheim, A. Willsky, S. Nawab, and P. Education, *Signals & Systems*. Always Learning, Pearson, 2015.

[37] M. D. Desai and W. K. Jenkins, “Convolution backprojection image reconstruction for spotlight mode synthetic aperture radar,” *IEEE Trans. Image Process.*, vol. 1, no. 4, pp. 505–517, 1992.

[38] X. Zhuge and A. G. Yarovoy, “A sparse aperture MIMO-SAR-based UWB imaging system for concealed weapon detection,” *IEEE Trans. Geosci. Remote Sens.*, vol. 49, no. 1, pp. 509–518, 2011.

[39] J. M. Lopez-Sanchez and J. Fortuny-Guasch, “3-D radar imaging using range migration techniques,” *IEEE Trans. Antennas Propag.*, vol. 48, no. 5, pp. 728–737, 2000.

[40] C. Warren, A. Giannopoulos, and I. Giannakis, “gprMax: Open source software to simulate electromagnetic wave propagation for ground penetrating radar,” *Computer Physics Communications*, vol. 209, pp. 163–170, 2016.