Impact of Data Transformation: An ECG Heartbeat Classification Approach
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Cardiovascular diseases continue to be a significant global health threat. The electrocardiogram (ECG) signal is a physiological signal that plays a major role in preventing severe and even fatal heart diseases. The purpose of this research is to explore a simple mathematical feature transformation that could be applied to ECG signal segments in order to improve the detection accuracy of heartbeats, which could facilitate automated heart disease diagnosis. Six different mathematical transformation methods were examined and analyzed using 10s-length ECG segments, which showed that a reciprocal transformation results in consistently better classification performance for normal vs. atrial fibrillation beats and normal vs. atrial premature beats, when compared to untransformed features. The second best data transformation in terms of heartbeat detection accuracy was the cubic transformation. Results showed that applying the logarithmic transformation, which is considered the go-to data transformation, was not optimal among the six data transformations. Using the optimal data transformation, the reciprocal, can lead to a 35.6% accuracy improvement. According to the overall comparison tested by different feature engineering methods, classifiers, and different dataset sizes, performance improvement also reached 4.7%. Therefore, adding a simple data transformation step, such as the reciprocal or cubic, to the extracted features can improve current automated heartbeat classification in a timely manner.
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INTRODUCTION

Electrocardiographs (ECGs) have been a staple in medical practice for around a century. A complete heartbeat process is initiated by the sinus node—consisting of the depolarization of atriums and ventricles and the repolarization of the ventricles—in which atrial depolarization forms a P wave, ventricular depolarization forms a QRS complex wave, and the repolarization of the ventricles forms a T wave. Since its inception, ECGs have been used to diagnose physical heart abnormalities (1). When beats conform to the basic structure of a QRS complex, they are called normal beats; otherwise, they may be called arrhythmic. In an arrhythmic heartbeat—such as a beat that occurs too fast, too slow, or is irregularly timed—the morphology of the ECG waves changes accordingly.
The accurate determination of beat types can assist in the diagnosis of ECG signals. However, a more simplistic and accurate way to distinguish the heartbeats is still an unmet need. Past research has explored several ECG morphological features and many complex classifiers for achieving higher classification performance. Note that ECG morphological features (2), including RR-interval features (3) and PT-interval features (4), have been proposed, and some complex classification models, such as artificial neural networks (5), extreme learning machines (6), and deep neural networks (7) have been adopted. Although these methods can achieve slight performance improvements, the heavy computation (requiring off-line processing) limits the application of these methods. Due to the development of mobile medical technology, a greater need for robust lower computational overhead is emerging.

The rapidly increasing accessibility of mobile devices and their use in classifying different types of beats makes the investigation of different potential patterns in ECG data especially important. Any simple mathematical model can be incorporated in a mobile app to provide preliminary diagnoses of heart-related problems; this would offer patients awareness of a problem before receiving a formal diagnosis from a physician. It could also be used to promote timely self-treatment (e.g., electrolytic rebalance and breathing techniques). Recently, in 2019, Oscar et al. noted that the total number of smartphone users worldwide was projected to surpass 2.5 billion. Furthermore, the United States of America found that, as of 2017, ~64% of its population uses smartphones (8). Hence, the transformation method developed in this study was aimed for use in the growing field of mobile health. Therefore, this study focuses on whether it is possible to devise a simple feature transformation method that can improve the classification of different heartbeat events using multiple feature calculations of ECG signals without the need for complex algorithms that require high computational power to achieve similar results.

MATERIALS AND METHODS

Hypotheses
To our knowledge, no study has investigated feature transformations to classify different heartbeat events. The main research question is: “What is the simplest mathematical transformation that can improve classification performance compared with the original features?”

Feature Engineering
ECG signals contain a wealth of heartbeat process information, and high-quality, clear ECG signals can be used for the diagnosis and evaluation of a variety of heart diseases. However, in some cases, researchers can obtain only a small portion of the total number of ECG features. For example, ECG signals can be obtained from wearable ECG devices, but they are generally of low quality and have high interference rates, thus making it difficult to extract more accurate and effective information. In this study, to reduce the effects of noise, an 8th order 0.5–30 Hz bandpass Butterworth filter was used for the raw ECG signal (9). Meanwhile, the raw ECG signal without any filter to process (unfiltered data) was also explored in this study in order to compare the information with the filtered ECG data. Feature engineering methods in time-series biomedical signals are a common step in; for example, extraction of skewness, kurtosis, entropy, signal-noise ratio, and so on, all of which have been applied to ECG (10), photoplethysmogram (PPG) (11) and electroencephalogram (EEG) (12) signals. In this study, we adopted six feature-engineering methods to calculate ECG features based on unfiltered and filtered ECG signals (13), such as skewness ($f_s$), kurtosis ($f_k$), entropy ($f_E$), the zero-crossing rate ($f_z$), the signal-to-noise ratio ($f_N$), and relative power ($f_R$). The formulas of these features are as follows:

1. **Skewness ($f_s$)**

$$f_s = \frac{1}{N} \sum_{n=1}^{N} [x[n] - \hat{\mu}_x/\sigma]^3$$

where $\hat{\mu}_x$ and $\sigma$ are the empirical estimates of the mean and standard deviation of $x$, respectively, and $N$ is the number of sampling points in unfiltered and filtered ECG signals.

2. **Kurtosis ($f_k$)**

$$f_k = \frac{1}{N} \sum_{n=1}^{N} [x[n] - \hat{\mu}_x/\sigma]^4$$

where $\hat{\mu}_x$ and $\sigma$ are the empirical estimates of the mean and standard deviation of $x$, respectively, and $N$ is the number of sampling points in unfiltered and filtered ECG signals.

3. **Entropy ($f_E$)**

$$f_E = -\sum_{n=1}^{N} x[n]^2 \log_2(x[n]^2)$$

where $x$ is the unfiltered and filtered ECG signal and $N$ is the number of sampling points.

4. **Zero-crossing rate ($f_z$)**

$$f_z = \frac{1}{N} \sum_{n=1}^{N} \Pi[y < 0]$$

where $y$ is the filtered ECG signal of length $N$ and $\Pi$–the indicator function $\Pi[A]$–is 1 if its argument $A$ is true, and 0 otherwise.

5. **Signal-to-noise ratio ($f_N$)**

$$f_N = \frac{\sigma^2_{signal}}{\sigma^2_{noise}}$$

where $\sigma_{signal}$ is the standard deviation of the absolute value of the unfiltered and filtered ECG signal ($y$) and $\sigma_{noise}$ is the standard deviation of the $y$ signal.
6. Relative power ($f_R$)

Because most of the energy of the ECG signal is concentrated within the 5–15 Hz frequency band, the ratio of the power spectral density (PSD) in this band to the PSD of the overall 1–40 Hz signal provides a measure of $f_R$:

$$f_R = \frac{\sum_{f=5}^{15} \text{PSD}}{\sum_{f=1}^{40} \text{PSD}}$$  \hspace{1cm} (6)

where PSD is calculated using Welch’s method.

Feature Transformation

To improve features’ separability, a feature transformation is applied to convert an original feature to a high dimensional space. The original input features, obtained from the previous subsection, are written as $f$. Feature transformation is a function of the input attributes $\varphi(f)$, defined as follows:

$$\varphi(f) = \left[\begin{array}{c} f \\ \ln(f) \\ \frac{1}{f} \\ \sqrt{f} \\ f^2 \\ f^3 \\ \arcsin(f) \end{array}\right]$$  \hspace{1cm} (7)

where $f$ is the tested feature. This study explores whether the classification performance can be improved based only on mathematical transformations, without the use of other external features. We investigated six data transformations based on the recommendations in (14, 15).

Database

The ECG dataset used in this study was obtained from the MIT-BIH Arrhythmia Database (16, 17), which includes ECG signals and corresponding annotated beat types. The database is made up of 30-min ECG recordings from 48 patients. For the consistency of feature calculations, we calculated the features from the 10s-long ECG signal segments; each segment was part of a separate heartbeat category. Some categories only had a small sample size, so only normal beats (Norm), atrial fibrillation (AF), atrial premature beats (APBs), and premature ventricular contractions (PVCs) were included in this study, as they had the largest sample sizes. Table 1 shows the statistics of the heartbeat segments in the MIT-BIH Arrhythmia Database, in which we can see that the number of samples in the different categories varies greatly. Specifically, the number of Norms (category 1) is four times larger than that of APBs (category 4) and two times larger than that of AFs (category 2) and PVCs (category 3). An unbalanced dataset can incorrectly represent classification performance and, because a balanced dataset was needed, a resampling technique was required. However, undersampling and oversampling have their own flaws (18), and in order to reduce the impact of a resampling technique, two different techniques were adopted to balance the data, namely the random under-sampling technique (RUS) and the synthetic minority oversampling technique (SMOTE) (19). For the RUS process, the samples of category 1 (Norm) were resampled randomly according to the numbers in category 2 (AF), category 3 (PVC), and category 4 (APB) to classify each other. For the SMOTE process, categories 2, 3, and 4 were resampled according to the number in category 1. The RUS and SMOTE random samples were generated using MATLAB version R2019a (The MathWorks, Inc., MA, USA). Finally, RUS-balanced and SMOTE-balanced datasets were generated and used to classify the different categories, as shown in Table 2.

Feature Evaluation

The original features were calculated first using six feature-engineering methods and were named $f_5$, $f_6$, $f_E$, $f_{3Z}$, $f_N$, and $f_R$. New features were then developed from different dimensionalities based on these original features, including logarithmic $[\ln(f)]$, reciprocal $(1/f)$, square-root $(\sqrt{f})$, square $(f^2)$, cube $(f^3)$, and arcsine $[\arcsin(f)]$ calculations. To classify the different ECG categories, these ECG features were extracted and constructed based on the different feature-engineering methods and mathematical transformations. The features were evaluated by classifying the different heartbeat categories using multiple linear and non-linear classifiers.

The dataset—and each category within the dataset—was divided into a training set (70%) and a testing set (30%). In the training set, 10-fold cross-validation was adopted to validate the generalization ability of the trained classifier. In the testing phase, the performance evaluation was based on the testing set by the trained model. The F1 score was calculated as an evaluation measure as follows:

$$F1 = 2 \times \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}$$  \hspace{1cm} (8)

where precision = TP/(TP + FP) and recall = TP/(TP + FN). Here, TP stands for true positives, FP stands for false positives, and FN stands for false negatives.

In order to compare the change in the classification performance, the difference measure (D-value) was adopted and calculated as follows:

$$D \text{ value} = F1_{\text{transformed feature}} - F1_{\text{original feature}}$$  \hspace{1cm} (9)

If $D$ is positive ($D > 0$) then the transformed feature improved the F1 accuracy, if $D$ is zero, then transformed feature scored the
same F1 score as the original feature, and if D is negative (D < 0), then the transformed feature scored less F1 score than the original feature. Certainly, the main goal of this study is to find the transformation method that is consistently achieve a D value > 0, regardless of the feature extraction method, classifier, signal quality, and sampling technique.

Classification
We used five linear and non-linear classifiers to evaluate the different feature-engineering methods and mathematical transformations. The classifiers were the k-nearest neighbor (KNN), neural net (NN), support vector machine (SVM), decision tree (TREE), and Naïve Bayes (NB). For the KNN classifier, the number of neighbor points was set to 10. The NN classifier was a feedforward neural network with an input layer, a hidden layer with 10 neurons, and an output layer. The SVM classifier with a quadratic kernel was used. For the TREE, the split criterion of TREE was Gini’s diversity index (gdi); the maximal number of decision splits was 100. For the Naïve Bayes classifier, the kernel smoother type was the Gaussian kernel, and the kernel smoothing density support was unbounded. In training the kernel smoother type was the Gaussian kernel, and the kernel smoothing density support was unbounded. In training the model, 10-fold cross-validation was used, which protected against overfitting by partitioning the dataset into multiple parts and estimating the accuracy of each fold. Code written in MATLAB was used to perform the feature evaluation and model training.

Data Availability
The MIT-BIH Arrhythmia Database is publicly available and can be downloaded from https://www.physionet.org/physiobank/database/mitdb/.

RESULTS AND DISCUSSION
Each feature was used to classify different heartbeat categories, and the F1 score for each of the feature classifications was recorded and summarized in Appendix Table A. In Appendix Tables A.1–A.3 showed the performance of three classification trials (Norm vs. APB, Norm vs. AF, and Norm vs. PVC) that were achieved based on the unbalanced dataset. Tables A.4–A.6 showed the performance of three classification trials that were achieved based on the RUS balanced dataset. Tables A.7–A.9 showed the performance of three classification trials that were achieved based on the SMOTE balanced dataset. Each table in Appendix Table A contained the F1 score of five classifiers that were achieved by unfiltered and filtered ECG signals. The D-value in the table was calculated based on the maximum F1 score of classifiers between the original feature and the transformed features. For the original feature, the D-value was always zero as the F1 score is subtracted from itself, while the transformed feature had either a positive, negative, or zero D value. A positive value meant that the transformed feature improved the classification performance, and a negative value meant that the transformed feature was not helpful in classification. The first and last columns of Appendix Table A are the D-values. The results show that not all the mathematical transformations were consistently effective. We set the original feature as the baseline of classification with a D-value of zero. The D-value after the mathematical transformations was either positive or negative. For example, the D-value of fS had the most negative value, which showed that the mathematical transformations for the signal-to-noise ratio feature were not helpful.

When we analyzed Appendix Table A, we found some interesting changes for filter processing, feature engineering, feature transformations, and different classifiers. In Table A.2, the F1 score of fS is only 40% by the KNN classifier. However, the reciprocal of fS (1/fS) improves the F1 score to 75.6%. In Table A.8, the F1 score of the same solution improved from 71.6 to 91.9%. From other tables, we also found a 10% improvement of KNN after the reciprocal transformation of skewness. For filter processing, the F1 score of KNN also had a big improvement. In Table A.1, the F1 score of KNN for fZ, calculated by an unfiltered ECG signal, was only 18.2%, which means that the solution can’t work well at all. However, after the filtering process, the F1 score of KNN reached 70%. In Table A.4, the F1 score of KNN for fZ also improved from 46.5 to 73.7% after filtering. In addition, when we see the F1 score difference in classifiers, we found that KNN was not the best classifier, as it only shows a poor result compared to other classifiers. However, when we adopted some proper processing, such as filtering, transformation, and resampling methods, the performance of KNN increased from 18.2 to 95.2%, which was higher than other classifiers found in Tables A.1, A.4, A.7.

Actually, other feature engineering methods, except fZ, don’t improve the performance of KNN. This tells us that the use of a zero-crossing rate (fZ) and a KNN classifier should be concerned with the noise of physiological signals, and a suitable filter should be implemented first. It is an imperative that a solution regarding the combining of optimal filter, feature engineering, feature
transformation, and classifiers achieve better performance. In addition, different feature engineering methods show different characteristics. The reciprocal transformation of skewness ($\frac{1}{K}$) significantly improves the F1 score. However, the reciprocal transformation of other feature-engineering methods does not show improvement at all, or only shows minor improvement. For example, in Table A.2, the reciprocal transformation of skewness improved the F1 score by 35.6% for the KNN classifier, and improved the F1 score by more than 10% for other classifiers. Tables A.1, A.4, A.5, A.7–A.9 also show similar changes.

We also analyzed cases of performance reduction. In Table A.4, the D-value of $(f_K)^2$ and the original $f_K$ was $-15.1\%$, which demonstrates that the square transformation does not provide any help for the classification. From Table A.2, $\ln(f_Z)$ reduces the F1 score by 4.3%, and other transformed features of $f_Z$ also had a negative D-value. As mentioned above regarding $f_Z$, the logarithm transformation of $f_Z$ wasn’t helpful in improving the classification, which was not the best choice of mathematical transformation.

For different classification issues, reciprocal transformation did not improve the classification accuracy of all trials. In Table A.9, the cube transformation made the highest improvement for Norm vs. PVC classification by reaching about 9.3%. Although the reciprocal transformation also made an improvement, the improvement was only about 3.8%. In Tables A.3, A.6, cube transformation was also superior to the reciprocal transformation. According to this analysis, cube transformation had an advantage in classifying Norm and PVC compared with AF and APB.

As observed above, there was no one transformation to solve all problems. Based on Appendix Table A, we summarize the D-value as follows below:

A. **D-value = 0 (No classification accuracy improvement)**

The D-value being equal to zero means that applying feature transformation can lead to no improvement. In fact, transformed features can only provide the same result as the feature itself. As can be seen in Table A.1, when the square root was applied to the zero-crossing feature, the F1 score of $f_Z$ and $\sqrt{f_Z}$ were the same result (89.8%); this was achieved by the Naïve Bayes classifier. Feature transformation did not improve the classification accuracy.

For the filtered process, similar results are shown in Tables A.2, A.3, A.5, A.7; when $f_S$ was transformed to $\sqrt{f_S}$, the F1 score did not improve and the D-value was equal to zero. For the unfiltered process, there were also similar results, as shown in Tables A.1–A.3, A.6, A.7. The square root did not improve the performance when compared to the original feature.

B. **D-value > 0 (Classification Improvement)**

The D-value > 0 meant that the transformation improved the classification performance when compared to the original feature. We easily found the phenomenon in Table A.2 when the $f_Z$ was transformed to $\frac{1}{f_Z}$, the F1 score improved from 80.8 to 89.9%. The D-value reached up to 9.1%. In Table A.4, the D-value of $(f_N)^3$ and $f_N$ reached up to 12.7% and $\frac{1}{f_S}$ obtained a 16% D-value in Table A.5. In Table A.8, the same transformation of $\frac{1}{f_S}$ improved the F1 score from 71.6 to 91.9%, which obtained a 20.3% D-value. More positive D-values can be found in Tables A.2–9.

C. **D-value < 0 (Negatively impact classification accuracy)**

In Appendix Table A, it’s easy to find some negative D-values. Negative D-values mean that the transformation is terrible and is not helpful in classifying. It demonstrates that it is better not to transform for an inappropriate transformation. In Table A.4,
Comparison of classification performance between unfiltered data and filtered data. Note that the reciprocal is the most consistently effective data transformation.

\((f_k)^2\) obtained a lower F1 score, from 68.1 to 52.9%, and the D-value was \(-15.2\%\). Similarly, \((f_k)^3\) decreased the F1 score from 74.2 to 65.9% in Table A.5, and its D-value was \(-8.3\%\).

The D-value clearly shows the change of different solutions. This performance difference occurs due to the intercorrelation between the classification, feature engineering methods, and transformations. The optimal combination is valuable to explore when the available methods are limited, such as in the application with low computation and low battery.

Furthermore, to analyze the results clearly, an average calculation for an overall analysis was conducted based on the six feature engineering methods, and the averaged results were plotted in Figure 2. Meanwhile, the corresponding D-values between original and transformed features were shown in Figure 3. From Figures 2, 3, we see that the filter improved the performance for the unbalanced, RUS, and SMOTE. Overall, the SMOTE achieved greater improvement than the unbalanced and RUS balanced datasets. In addition, most of the transformed features achieved a positive improvement compared to the original feature. In Figure 2, the red box pointed out the best transformation for each figure. According to the statistics of F1 score, \(\frac{1}{f}\) and \(f^3\) made greater improvements, which were 4.7% (Norm vs. AF) and 3.3% (Norm vs. PVC). Furthermore, \(\frac{1}{f}\) achieved the five best results, and \(f^3\) achieved the four best results. From these two sides, \(\frac{1}{f}\) was the most stable mathematical transformation. Figure 4 shows the average F1 score of the unbalanced, RUS, and SMOTE datasets, which were a further overall calculation based on Figure 2. And Figure 5 shows the corresponding D-values between original and transformed features. The performance of Norm vs. APB, Norm vs. AF, and Norm vs. PVC were improved by 1.9, 2.6, and 1.8% by \(\frac{1}{f}\), \(\frac{1}{f}\), and \(f^3\), respectively.
FIGURE 3 | D-value comparison between the original and transformed features. Note that the reciprocal is the most consistently effective data transformation.

FIGURE 4 | Overall impact of data transformations on classifying ECG heartbeats by averaging the unbalanced, RUS, and SMOTE results. Note that the reciprocal is the most consistently effective data transformation.

Most of the previous research on this topic focused on the RR interval and various other morphological features. Because of the broad spectrum of varying heart diseases—as well as signal noise—ECG waveform morphologies can vary greatly. One of the most difficult issues in this field of study is the correct extraction of ECG morphological features. Although some researchers have achieved higher classification performances using methods based on hundreds of ECG morphological features (20–23), ECG
signals with high levels of noise and many morphological features are usually incorrectly extracted (7, 24, 25), and this affects the robustness and effectiveness of the morphological method used. A simple feature extraction followed by optimal mathematical transformation, as this paper proposes, could be a new way to improve the detection of heart rate abnormalities.

A simple mathematical transformation, as discussed in this study, would likely not use significant processing energy or battery life and would be especially helpful in situations in which time and mobile battery life are critical. In contrast, complex calculations and classifiers, which take longer to run on even high-performance computers, would likely be less useful, as mobile devices are usually used for their simplicity and quickness, both of which the algorithm in this study promotes. However, mobile processing is evolving rapidly, so it may be possible to incorporate more complex methods into mobile devices in the near future. It is therefore important to continue improving the accuracy and reproducibility of the transformed features so they can compete with more complex methods while having the advantage of speed and simplicity.

Our findings are significant as they show the impact of mathematical transformations on extracted features and the overall accuracy in detecting abnormal heartbeats. Calculating the optimal feature (such as skewness in our study) and the optimal mathematical feature transformation is easily programmable into simple-to-use heart activity detection devices, unlike their more complex counterparts. As mentioned earlier, considering battery life, processing power, and the urgent need for an algorithm to run on even mobile devices, would likely be less useful, as mobile devices are usually used for their simplicity and quickness, both of which the algorithm in this study promotes. However, mobile processing is evolving rapidly, so it may be possible to incorporate more complex methods into mobile devices in the near future. It is therefore important to continue improving the accuracy and reproducibility of the transformed features so they can compete with more complex methods while having the advantage of speed and simplicity.

Our findings are significant as they show the impact of mathematical transformations on extracted features and the overall accuracy in detecting abnormal heartbeats. Calculating the optimal feature (such as skewness in our study) and the optimal mathematical feature transformation is easily programmable into simple-to-use heart activity detection devices, unlike their more complex counterparts. As mentioned earlier, considering battery life, processing power, and the urgent need for an algorithm to run on even high-performance computers, would likely be less useful, as mobile devices are usually used for their simplicity and quickness, both of which the algorithm in this study promotes. However, mobile processing is evolving rapidly, so it may be possible to incorporate more complex methods into mobile devices in the near future. It is therefore important to continue improving the accuracy and reproducibility of the transformed features so they can compete with more complex methods while having the advantage of speed and simplicity.

The findings of this study do not mean that we always have to use reciprocal transformation to improve classification accuracy. However, it shows the importance of feature transformation. Meanwhile, it also has some disadvantages and limitations. First, the sample size is small in this study, and more clinical data is needed to explore these new findings. Our study focused on ECG segments that are 10s in length, which only contain three types of abnormal heartbeats. Future research will explore other types of abnormalities. Second, the dataset is not balanced, which required the use of methods to upsample and downsample the dataset. Third, reciprocal transformation is applicable in solving the AF and APB detection, but it is not helpful in recognizing the PVC category. In other ways, the cube transformation is more favorable in solving the PVC category recognition. It is important to note that this is an interrelated optimization problem. In addition, given the data we have, we found that the reciprocal improves feature sensitivity and separability, which is beneficial to the classification. However, only AF, APB, and PVC were studied. More abnormal heartbeat events should be explored and validated in future work. Meanwhile, for upcoming studies, regardless of the application, we recommend testing the reciprocal as a feature transformation step and examining different classifiers for better classification results.

**CONCLUSION**

We tested the hypothesis that a simple mathematical transformation can lead to better heartbeat classification, which could improve studies that rely on transformed features as biomarkers. Six mathematical transformations were evaluated for heart activity classification performance, and we found that some processing steps for original $f_Z$ made the F1 score improve from 18.2 to 95.2%. Meanwhile, we also found that reciprocal $f_Z$ improved the overall (tested over different feature engineering methods and different dataset sizes) classification accuracy to 4.7%. The main finding was that the application of a reciprocal transformation to features extracted from the ECG signals improved heartbeat classification consistently. The proposed extra mathematical step is therefore useful for big data analytics and can be easily incorporated into mobile and portable health applications.
DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article/Supplementary Materials, further inquiries can be directed to the corresponding author/s.

AUTHOR CONTRIBUTIONS

YL, AH, and ME processed the signals and drafted the manuscript. DA, CM, and RW advised and supervised the project. ME designed the experiment and led this investigation. All authors contributed to the article and approved the submitted version.

REFERENCES

1. Klabunde RE. Cardiovascular Physiology Concepts, 2nd edn. Lippincott Williams & Wilkins (2011).
2. Akhondi MPaf. Providing an efficient algorithm for finding R peaks in ECG signals and detecting ventricular abnormalities with morphological features. J Med Signals Sensors. (2016) 6:218–23. doi: 10.4103/2228-7477.195090
3. Tateno K, Glass L. A method for detection of atrial fibrillation using RR intervals. Comp Cardiol. (2000) 27:391–4. doi: 10.1016/j.amjcard.2011.01.028
4. Elgendi M, Jonkman M, De Boer F. In: 2008 7th IEEE International Conference on Cognitive Informatics. (2008). p. 83–8.
5. Krishna Prasad GJSS. Classification of ECG arrhythmias using multi-resolution analysis and neural networks. In TENCON 2003. Bangalore (2003). p. 227–31.
6. Kim J, Shin HS, Shin K, Lee M. Robust algorithm for arrhythmia classification in ECG using extreme learning machine. Biomed Eng Online. (2009) 8:31. doi: 10.1186/1475-925X-8-31
7. Rahhal MMA, Bazi Y, AlHichri H, Alajlan N, Melgani F, Yager RR, et al. Deep learning approach for active classification of electrocardiogram signals. Bioengineering. (2016) 3:26. doi: 10.3390/bioengineering3040026
8. Zhao Z, Zhang Y. SQI quality evaluation mechanism of single-lead ECG signal based on simple heuristic fusion and fuzzy comprehensive evaluation. Front Physiol. (2018) 9:727. doi: 10.3389/fphys.2018.00727
9. Elgendi M. Optimal signal quality index for photoplethysmogram signals. Bioengineering. (2016) 3:1–15. doi: 10.3390/bioengineering3040021
10. Grosselin F, Navarro-Sune X, Vozei A, Pandiremmou K, De Vico Fallani F, Attal Y, et al. Quality assessment of single-channel EEG for wearable devices. Sensors. (2019) 19:601. doi: 10.3390/s19030601
11. Lyon A, Mincholé A, Martínez JP, Laguna P, Rodríguez B. Computational techniques for ECG analysis and interpretation in light of their contribution to medical advances. J R Soc Interface. (2018) 15:20170821. doi: 10.1098/rsif.2017.0821
12. Manikandan S. Data transformation. J Pharmacol Pharmacotherapeut. (2010) 1:126. doi: 10.4103/0976-500X.72373
13. McDonald JH. Handbook of Biological Statistics, Vol. 2. Baltimore, MD: Sparky House Publishing (2009).
14. Goldberger AL, Glass L, Hausdorff JM, Ivanov PCh, Mark RG, Mietus JE, et al. PhysioBank, PhysioToolkit, and PhysioNet: components of a new research resource for complex physiologic signals. Circulation. (2000) 101:1e215–20. doi: 10.1161/01.CIR.101.23.e215
15. Moody GBMR. The impact of the MIT-BIH arrhythmia database. IEEE Eng Med Biol. (2001) 20:45–50. doi: 10.1109/51.932724
16. Rajesh KNPS, Dhuli R. Classification of imbalanced ECG beats using re-sampling techniques and AdaBoost ensemble classifier. Biomed Signal Process Control. 14:242–54. doi: 10.1016/j.bspc.2017.12.004
17. Alberto Ferrándiz SG, Nitesh FH, Chawla V. SMOTE for learning from imbalanced data: progress and challenges, marking the 15-years anniversary. J Artificial Intelligence Res. (2018) 61:863–905. doi: 10.1613/jair.1.11192
18. Tsiourvas MGDF, Sideris D. Arrhythmia classification using the RR-interval duration signal. Comput Cardiol. (2002) 29:485–8. doi: 10.1109/CIC.2002.1166815
19. Cuesta P, Lado MJ, Vila XA, Alonso R. Detection of premature ventricular contractions using the RR-interval signal: a simple algorithm for mobile devices. Technol Health Care. (2014) 22:651–6. doi: 10.3233/THC-140818
20. deChazal P, O’Dwyer M, Reilly RB. Automatic classification of heartbeats using ECG morphology and heartbeat interval features. IEEE Trans Biomed Eng. (2004) 51:1196–206. doi: 10.1109/TBME.2004.827359
21. Asl BM, Setarehdan SK, Mohebbi, M. Support vector machine-based arrhythmia classification using reduced features of heart rate variability signal. Artificial Intelligence Med. (2008) 44:51–64. doi: 10.1016/j.artmed.2008.04.007
22. Acharya UR, Fujita H, Lih OS, Hagiwara Y, Tan JH, Adam M. Automated detection of arrhythmias using different intervals of tachycardia ECG segments with convolutional neural network. Inform Sci. (2017) 405:81–90. doi: 10.1016/j.ins.2017.04.012
23. Luz ELDS, Nunes TM, de Albuquerque VHC, Papa JP, Menotti D. ECG arrhythmia classification based on optimum-path forest. Expert Syst Appl. (2012) 40:3561–73. doi: 10.1016/j.eswa.2012.12.063

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

FUNDING

This research was supported by the NSERC grant RGPIN-2014-04462 and Canada Research Chairs (CRC) program. RW was supported by NPRP grant # NPRP12S-0305-190231 from the Qatar National Research Fund (a member of Qatar Foundation). The findings achieved herein are solely the responsibility of the authors.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fdgth.2020.610956/full#supplementary-material