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Abstract

Main subject of the paper is a (strong) Morse function on a compact manifold with boundary. We construct a cellular structure and discuss its algebraic properties in this paper. Also we get an estimation on Arnold’s question on a number of critical points of a Morse function with given boundary condition.

Introduction

0.1. Classical Morse theory studies the relationship between the set of critical points of a Morse function on a manifold and the topology of the manifold. In this paper we consider the case of a manifold with boundary.

We consider so-called strong Morse functions. Recall that a function $F$ defined on a compact manifold $M$ with boundary $\partial M$ is called a Morse function if

1. all of its critical points are non-degenerate and are contained in the interior of $M$;

2. the restriction $F|_{\partial M}$ is Morse function on the closed manifold $\partial M$.
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Denote by Crit($F$) the set of all critical points of the function $F$. A Morse function $F$ is called a \textit{strong Morse function} if for any $x, y \in \text{Crit}(F) \cup \text{Crit}(F|_{\partial M})$ we have $F(x) \neq F(y)$. We will refer to a germ of a strong Morse function along the boundary as a \textit{strong Morse germ}.

Let $F$ be a strong Morse function on $M$, and let $E$ be a field. The main result of this paper is the existence of powerful combinatorial structure on Crit($F$).

0.2. \textit{Pairs of complexes}. The main algebraic object of the paper is a pair of chain complexes of vector spaces over $E$ equipped with additional structure. A pair of chain complexes arises in the following way. Using Morse theory one associates to each strong Morse function $F$ on $M$ a pair $(X, Y)$ of $CW$-complexes which is homotopy equivalent to the pair $(M, \partial M)$. We note here, that the pair $(X, Y)$ is not uniquely defined in general, it depends on choices of cell approximation in the construction. It turns out that cells contained in $Y$ are in one-to-one correspondence with the critical points of $F|_{\partial M}$. Cells of $X$ which are not contained in $Y$ are in one-to-one correspondence with elements of the union of the set of critical points of the function $F$ and the set of outward directed critical points of the function $F|_{\partial M}$. It turns out that there is a natural order on all cells of $X$, such that the cellular boundary of each cell is either a linear combination of cells of lower order or zero.

Consider the pair of cellular chain complexes with coefficients in $E$ of the pair $(X, Y)$. This is a pair of graded vector spaces $(L_1, L_2)$ with the differential $\partial$. The pair $(L_1, L_2)$ is independent of $(X, Y)$ and has a preferred ordered basis which depends only on the function $F$. The differential $\partial$, in general, depends on the pair $(X, Y)$. The value of $\partial$ on a basis element is either a linear combination of basis elements having lower order or zero. We say that such a differential is an $M$-differential.

The ambiguity in a choice of $(X, Y)$ leads to an arbitrariness of $M$-differentials. We refer to an upper triangular group a group of all graded automorphisms of $L_1$ preserving $L_2$ and having upper triangular matrices in the preferred basis. Upper triangular group acts on $M$-differentials by conjugation.

Let $\partial, \partial_1$ be two $M$-differentials on $(L_1, L_2)$ given by Morse theory. We show that there exists an upper triangular automorphism $S$, such that $\partial = S^{-1}\partial_1 S$.

0.3. \textit{Partition of $M$-differentials}. By the consideration above, each strong Morse function $F$ corresponds to an orbit $O_F$ of the action of the upper
triangular group on the space of \(M\)-differentials. We consider the space of all \(M\)-differentials acting on a pair of graded vector spaces equipped with an ordered basis and the action by conjugation of the upper triangular group on this space. Additional conditions motivated by topological reasons determine a subspace \(\mathcal{D}\) of the space of all \(M\)-differentials which is invariant under the action of the upper triangular group. Our main result is a partition of the set of orbits of this action on \(\mathcal{D}\) into a finite number of subsets. This partition is generalization of Barannikov normal forms of Morse complexes of Morse functions on a closed manifold [1].

0.4. Morse type estimation. We apply that partition to get estimates in the following question of Arnold: what could be an estimation from below of a number of critical points of Morse extension of a strong Morse germ along the boundary of a compact manifold?

We construct numbers \(n_1(g, M, E)\) and \(n_2(g, M, E)\) and estimate total number of a critical points of any Morse extension of a germ \(g\) along \(\partial M\) by \(n_1(g, M, \mathbb{E})\) and \(n_2(g, M, \mathbb{E})\) (see Theorems 5.1 and 5.2). Also we give a criterium of existence of critical points (possibly degenerate) of any extension of \(g\) to \(M\) in a simple Theorem 5.3.

1 Functions on manifolds with boundary and pairs of complexes

The standard procedure of Morse theory [3] associates a CW-complex to a Morse function on a closed manifold. Starting from a strong Morse function on a manifold \(M\) with the boundary \(\partial M\) we construct a pair \((X, Y)\) of CW-complexes which is homotopy equivalent to the pair \((M, \partial M)\). In general, the pair \((X, Y)\) is not uniquely defined. It depends on cellular approximations used in the construction below. We study (at the level of cellular differentials) the ambiguity in our construction.

1.1. Bifurcations of sublevel sets. Let \(F\) be a strong Morse function on a manifold \(M\) with the boundary \(\partial M\). We denote a sublevel set \(\{F \leq c\}\) by \(F_c\), and the set \(\{F|_{\partial M} \leq c\}\) by \(F_{c^\partial}\). Let \(c_1 < \ldots < c_N\) be critical values of the functions \(F\) and \(F|_{\partial M}\). For a topological space \(X\) and a continuous map \(\varphi: S^{k-1} \to X\) we denote by \(X \cup_{\varphi} e^k\) the result of attaching a cell \(e^k\) of dimension \(k\) along \(\varphi\) to \(X\). Recall that a pair of topological spaces \((A, B)\) is a strong deformation retract of a pair \((A_1, B_1)\), if \((A_1, B_1) \supset (A, B)\) and there
exists a family \( f_{t, \epsilon}[0,1] : A_1 \rightarrow A_1 \) of continuous maps such that \( f_0 = Id, f_t(B_1) \subset B_1, f_t|_A = Id \) for any \( t \in [0,1] \) and \( f_1(A_1) = A, f_1(B_1) = B \).

The topology of the pair \((F_c, F_c^\partial)\) changes when the parameter \( c \) goes through critical values as follows:

**Proposition 1.1** (0) If an interval \([a, b]\) does not contain critical values \( c_1, ..., c_N \), then the pair \((F_a, F_a^\partial)\) is a strong deformation retract of the pair \((F_b, F_b^\partial)\).

Take \( c \in \{c_1, ..., c_N\} \) and a sufficiently small number \( \epsilon > 0 \). Consider the pairs \((F_{c-\epsilon}, F_{c-\epsilon}^\partial) \subset (F_{c-\epsilon} \cup F_{c+\epsilon}^\partial, F_{c+\epsilon}^\partial) \subset (F_{c+\epsilon}, F_{c+\epsilon}^\partial)\).

(1) Let \( c \) be the value of the function \( F \) at a critical point of index \( k \). The pair \((F_{c-\epsilon}, F_{c-\epsilon}^\partial)\) is a strong deformation retract of \((F_{c-\epsilon} \cup F_{c+\epsilon}^\partial, F_{c+\epsilon}^\partial)\). There exist an attaching map \( \varphi \) and a homotopy equivalence

\[
h : (F_{c+\epsilon}, F_{c+\epsilon}^\partial) \rightarrow ((F_{c-\epsilon} \cup F_{c+\epsilon}^\partial) \cup \varphi \epsilon^k, F_{c+\epsilon}^\partial),
\]

which is the identity on \( F_{c-\epsilon} \cup F_{c+\epsilon}^\partial \).

(2) Let \( c \) be the value of the function \( F|_{\partial M} \) at an inward directed critical point of index \( k \). There exist an attaching map \( \varphi \) and a homotopy equivalence

\[
h : (F_{c-\epsilon} \cup F_{c+\epsilon}^\partial, F_{c+\epsilon}^\partial) \rightarrow (F_{c-\epsilon} \cup \varphi \epsilon^k, F_{c+\epsilon}^\partial \cup \varphi \epsilon^k),
\]

which is the identity on \( F_{c-\epsilon} \). The pair \((F_{c-\epsilon} \cup F_{c+\epsilon}^\partial, F_{c+\epsilon}^\partial)\) is a strong deformation retract of \((F_{c+\epsilon}, F_{c+\epsilon}^\partial)\).

(3) Let \( c \) be the value of the function \( F|_{\partial M} \) at an outward directed critical point of index \( k \). There exist an attaching map \( \varphi \) and a homotopy equivalence

\[
h : (F_{c-\epsilon} \cup F_{c+\epsilon}^\partial, F_{c+\epsilon}^\partial) \rightarrow (F_{c-\epsilon} \cup \varphi \epsilon^k, F_{c+\epsilon}^\partial \cup \varphi \epsilon^k),
\]

which is the identity on \( F_{c-\epsilon} \). Moreover, there exist an attaching map \( \varphi_1 \) and a homotopy equivalence

\[
h_1 : (F_{c+\epsilon}, F_{c+\epsilon}^\partial) \rightarrow ((F_{c-\epsilon} \cup F_{c+\epsilon}^\partial) \cup \varphi_1 \epsilon^{k+1}, F_{c+\epsilon}^\partial),
\]

which is the identity on \( F_{c-\epsilon} \cup F_{c+\epsilon}^\partial \). The space \( F_{c-\epsilon} \) is a strong deformation retract of the space \( F_{c+\epsilon} \). \( \square \)

Proposition 1.1 is a relative version of standard results from Morse theory, see [6]. Its proof is parallel to the standard considerations, and follows from the relative version of the Morse lemma, which states that for each inward
(respectively, outward) critical point of \(F|_{\partial M}\) with the critical value \(c\) there exist local coordinates \((x, y)\) \((y \in \mathbb{R}_+)\) centered at the critical point such that \(F(x, y) = c + y + Q(x)\) (respectively, \(F(x, y) = c - y + Q(x)\)) where \(Q\) is a “sum of squares”, and from an explicit description of cells and retractions for such coordinate choice. We omit the details.

1.2. Remark. There exists a surgery on a strong Morse function which eliminates its outward (respectively, inward) critical points and does not change the restriction to the boundary. This surgery is local, that is defined in a collection of neighborhoods of critical points of the restriction to the boundary. Two-dimensional examples of such a surgery are shown in Figure [I][II]. Each surgery adds an additional critical point inside the manifold. The surgery eliminating all inward points was used in [4]. It is easy to obtain the classical Morse inequalities by combining this surgery with the results of parts (0),(1) and (3) of Proposition 1.1.

![Figure 1. Surgery on a strong Morse function](image)

1.3. Morse chain. We continue with the notations introduced in Section 1.1. The function \(F\) takes its maximal value at a point from the set \(\text{Crit}(F) \cup \text{Crit}(F|_{\partial M})\). Hence, the value set of the function \(F\) belongs to the interval \([c_1, c_N]\). We fix numbers \(a_0, ..., a_N\) such that \(a_0 < c_1 < a_1 < ... < a_{N-1} < c_N < a_N\). Consider the chain of inclusions of topological spaces:

\[
(\emptyset, \emptyset) \subset (F_{a_0}, F_{a_0}^\partial) \subset (F_{a_0} \cup F_{a_1}^\partial, F_{a_1}^\partial) \subset (F_{a_1}, F_{a_1}^\partial) \subset ...
\]

\[
... \subset (F_{a_{N-1}}, F_{a_{N-1}}^\partial) \subset (F_{a_{N-1}} \cup F_{a_N}^\partial, F_{a_N}^\partial) \subset (F_{a_N}, F_{a_N}^\partial) = (M, \partial M).
\]

There are \(2N + 1\) pairs in the chain, we denote them as \((U_0, V_0) \subset (U_1, V_1) \subset ...
\subset (U_{2N}, V_{2N})\).
According to Proposition 1.1, either $U_{i+1}$ is homotopy equivalent to $U_i$ or $U_{i+1}$ is homotopy equivalent to $U_i$ with a cell attached. Applying the standard technique (see [3]) one can construct a chain of inclusions of pairs of CW-complexes

$$(\tilde{X}_0, \tilde{Y}_0) \subset (\tilde{X}_1, \tilde{Y}_1) \subset \ldots \subset (\tilde{X}_{2N}, \tilde{Y}_{2N})$$

and homotopy equivalences $\tilde{h}_i: (U_i, V_i) \to (\tilde{X}_i, \tilde{Y}_i)$ for $i \in \{0, \ldots, 2N\}$ such that the diagram

$$(U_0, V_0) \subset (U_1, V_1) \subset \ldots \subset (U_{2N}, V_{2N})$$

$$\downarrow \quad \downarrow \quad \quad \downarrow \quad \downarrow \quad \quad \downarrow \quad \downarrow$$

$$(\tilde{X}_0, \tilde{Y}_0) \subset (\tilde{X}_1, \tilde{Y}_1) \subset \ldots \subset (\tilde{X}_{2N}, \tilde{Y}_{2N})$$

is commutative and satisfies the following condition: for $i \in \{0, \ldots, 2N-1\}$, $\tilde{Y}_i = \tilde{Y}_{2N} \cap \tilde{X}_i$ and $\tilde{X}_{i+1}$ is either equal to $\tilde{X}_i$ or is the result of attaching of a single cell to $\tilde{X}_i$.

We recall standard topological notions. Let $(A_0, B_0) \subset (A_1, B_1) \subset \ldots \subset (A_K, B_K) = (A, B)$ and $(C_0, D_0) \subset (C_1, D_1) \subset \ldots \subset (C_K, D_K) = (C, D)$ be filtered pairs of topological spaces. A filtered (continuous) map is a map of pairs $h: (A, B) \to (C, D)$ such that $h(A_i) \subset C_i$, $h(B_i) \subset D_i$ for any $i \in \{0, \ldots, K\}$. A filtered homotopy between filtered maps $h_j: (A, B) \to (C, D)$, $j \in \{0, 1\}$ is a filtered map $H: (A \times I, B \times I) \to (C, D)$ such that $H|_{A \times \{j\}} = h_j$, $j \in \{0, 1\}$. Two filtered maps $h_j: (A, B) \to (C, D)$, $j \in \{0, 1\}$ are called filtered homotopic if there exists a filtered homotopy between them. A filtered map $h: (A, B) \to (C, D)$ is a filtered homotopy equivalence if there exists a filtered map $g: (C, D) \to (A, B)$, such that the maps $h \circ g$ and $g \circ h$ are filtered homotopic to $Id_A$, $Id_C$ respectively. It is easy to show along the lines of [3], pp. 20–23, that the map $\tilde{h}_{2N}$ above is a filtered homotopy equivalence.

We say that a Morse chain $\textbf{M}$ of a strong Morse function $F$ is a following triple:

1. a CW-pair $(X, Y)$;
2. a CW-filtration $(\emptyset, \emptyset) = (X_0, Y_0) \subset \ldots \subset (X_{2N}, Y_{2N}) = (X, Y)$, such that, for each $i \in \{0, \ldots, 2N-1\}$, $Y_i = Y_{2N} \cap X_i$ and $X_i$ is either equal to $X_{i-1}$ or is the result of attaching a single cell to $X_i$;
3. a filtered homotopy equivalence $h: (M, \partial M) \to (X, Y)$.
We will assume below that orientation of cells in a Morse chain is somehow fixed.

In general, the complexes \( X_i, Y_i \) from a Morse chain are not uniquely defined. However, for any \( i \in \{0, ..., 2N\} \) the number of cells of a given dimension in \( X_i, Y_i \) is determined by the function \( F \) only. According to Proposition 1.1, the total number \( T = T(F) \) of cells in the complex \( X_{2N} \) is the number of outward critical points of the function \( F|_{\partial M} \) plus the number of critical points of the function \( F \). The total number of cells in the complex \( Y_{2N} \) is equal to the number of critical points of the function \( F|_{\partial M} \).

1.4. Upper-triangularity. Consider a Morse chain \( \mathbf{M} \) of a strong Morse function \( F \). We enumerate the cells of \( \mathbf{M} \) by \( e_1(\mathbf{M}), ..., e_T(\mathbf{M}) \) in the order of their appearance in the subcomplexes \( X_i \) — a cell attached later has a bigger number than a cell attached on earlier step.

Take two Morse chains \( \mathbf{M}, \mathbf{M}' \) of the same strong Morse function \( F \). Let \( \mathbf{M} \) consist of pairs \( \{(X_i, Y_i)\} \) and a filtered homotopy equivalence \( h \) and we mark the same objects for \( \mathbf{M}' \) with primes. Consider a filtered homotopy inverse \( g: (X_{2N}, Y_{2N}) \to (U_{2N}, V_{2N}) \) of the filtered map \( h \). Set \( S = h \circ g \). The map \( S \) induces a cellular homotopy equivalence \( S_i: X_i \to X_i' \) for any \( i \in \{1, ..., 2N\} \). Let \( S^\#_i \) denote the induced map of the cellular chain complexes. The map \( S^\#_i \) is an isomorphism of complexes, moreover, the following statement holds.

Proposition 1.2 The matrix of \( S^\#_{2N} \) with respect to the bases \( (e_1(\mathbf{M}), ..., e_L(\mathbf{M})) \) and \( (e_1(\mathbf{M}'), ..., e_L(\mathbf{M}')) \) is upper-triangular with \( \pm 1 \) on the diagonal.

Proof. Consider a cell \( e_k(\mathbf{M}) \). Consider the minimal \( i = i(k) \) such that \( e_k(\mathbf{M}) \in X_i \). By definition \( X_i \) consists of \( k \) cells \( e_1(\mathbf{M}), ..., e_k(\mathbf{M}) \). The map \( S \) is filtered, hence \( S^\#_{2N}(e_k(\mathbf{M})) = S^\#_i(e_k(\mathbf{M})) \). The number of cells in \( X_i' \) is equal to the number of cells in \( X_i \). Therefore, \( S^\#_i(e_k(\mathbf{M})) \) is a linear combination of cells \( e_1(\mathbf{M}'), ..., e_k(\mathbf{M}') \). This proves that the matrix of \( S^\#_{2N} \) is upper-triangular.

A diagonal element \( (S^\#_{2N})_{k,k} \) is the degree of the map

\[
S^{\dim e_k(\mathbf{M})} = X_{i(k)}/X_{i(k)-1} \to X'_{i(k)}/X'_{i(k)-1} = S^{\dim e_k(\mathbf{M}')}
\]

induced from \( S_{i(k)} \). Since \( S_{i(k)} \) is a homotopy equivalence, this degree is equal to \( \pm 1 \). \( \square \)
The considerations above motivate the following definitions.

1.5. Definition of $M$-complexes and of their isomorphisms. An $M$-complex is a following structure:

1. A finite complex of finite-dimensional vector spaces over a field $\mathbb{E}$:

$$0 \rightarrow C_K \xrightarrow{\partial_K} C_{K-1} \xrightarrow{\partial_{K-1}} \ldots \xrightarrow{\partial_{L+1}} C_L \xrightarrow{\partial_L} C_{L-1} \rightarrow 0$$

(that is, $\partial_i \circ \partial_{i+1} = 0$ for all $i$). We denote the direct sum $\oplus_i \partial_i$ by $\partial$.

2. Every space $C_i$ is equipped with a fixed basis.

3. A linear order is chosen on the union $A$ of all bases, so that the “decreasing order” condition is satisfied: for any $a \in A$ either the vector $\partial(a)$ is a linear combination of elements from $A$ of orders smaller then $a$ or zero.

We will also need another equivalent definition of an $M$-complex. Let $A$ be a finite linearly ordered graded set $\{a_1, \ldots, a_N\}$, $a_1 < \ldots < a_N$. A grading on $A$ is a mapping to $A \rightarrow \mathbb{Z}$, we denote it by $\deg$. The number $\deg(a)$ is called the degree of the element $a \in A$. The vector space $\mathbb{E}(A) = \mathbb{E} \otimes A$ of all formal linear combination of elements of $A$ with coefficients in $\mathbb{E}$ is naturally graded. An $M$-differential ($M_A$-differential if we need to be more specific) is a differential $\partial$ on $\mathbb{E}(A)$ of degree $-1$, such that $\partial(\mathbb{E} \otimes \{a_1, \ldots, a_i\}) \subset \mathbb{E} \otimes \{a_1, \ldots, a_{i-1}\}$ for all $i \in \{1, \ldots, N\}$. An $M$-complex is a graded vector space $\mathbb{E}(A)$ with a $M$-differential $\partial$. We denote it by $M_{A,\partial}$. $M$-complexes equipped with additional structure were considered in [1] under the name of framed Morse complexes.

We say that two $M$-complexes $M_{A_1,\partial_1}$ and $M_{A_2,\partial_2}$ are equal, if the sets $A_1$ and $A_2$ are graded ordered isomorphic and the matrices of the differentials $\partial_1$ and $\partial_2$ in the bases $A_1$ and $A_2$ coincide. By $\text{Aut}(A)$ we denote a group of all graded automorphisms of the space $\mathbb{E}(A) = \mathbb{E} \otimes A$. By $\text{Aut}_T(A) \subset \text{Aut}(A)$ we denote a subgroup of all graded automorphisms of the space $\mathbb{E}(A)$, preserving each vector subspace $\mathbb{E} \otimes \{a_1, \ldots, a_i\}$, $i \in \{1, \ldots, N\}$. The matrices in the basis $A$ of operators from the group $\text{Aut}_T(A)$ are upper-triangular. We say that $M_A$-differentials $\partial_1, \partial_2$: $\mathbb{E}(A) \rightarrow \mathbb{E}(A)$ are equivalent (or $A$-equivalent), if there exists $g \in \text{Aut}_T(A)$, such that $\partial_2 = g \partial_1 g^{-1}$. We say that two $M$-complexes are isomorphic, if they become equal after replacing of one of the
1.6. Pairs of $M$-complexes. Let $M_A, \partial$ be an $M$-complex. For a subset $B$ of $A$ such that $\partial (\mathbb{E}(B)) \subset \mathbb{E}(B)$, $M_{B, \partial|_{\mathbb{E}(B)}}$ is an $M$-complex (the order and the grading on $B$ are induced from those on $A$). We will say that $M_{B, \partial|_{\mathbb{E}(B)}}$ is an $M$-subcomplex of the $M$-complex $M_A, \partial$ and will denote $\partial|_{\mathbb{E}(B)}$ by $\partial_B$. A pair consisting of an $M$-complex and its $M$-subcomplex will be called a pair of $M$-complexes or an $M$-pair. The differential $\partial$ in that case will be called an $M_{A,B}$-differential. We denote an $M$-pair $(M_A, \partial, M_B, \partial_B)$ by $M_{A,B, \partial}$.

By Aut$(A, B) \subset$ Aut$(A)$ we denote a subgroup of all graded automorphisms $g \in$ Aut$(A)$ such that $g(\mathbb{E} \otimes B) = \mathbb{E} \otimes B$. Consider the subgroup $\text{Aut}_T(A, B)$ of the group Aut$_T(A)$, consisting of all elements $g \in$ Aut$_T(A)$ such that $g(\mathbb{E} \otimes B) = \mathbb{E} \otimes B$. Clearly Aut$_T(A, B) = \text{Aut}(A, B) \cap$ Aut$_T(A)$.

Two $M_{A,B}$-differentials $\partial_1$ and $\partial_2$ are called $(A, B)$-equivalent (or equivalent), if $\partial_2 = g \partial_1 g^{-1}$ for some $g \in$ Aut$_T(A, B)$. Two $M$-pairs $M_{A_1, B_1, \partial_1}$ and $M_{A_2, B_2, \partial_2}$ are called isomorphic, if they become equal after changing of one of the $M$-differentials on an $(A_1, B_1)$-equivalent.

1.7. Algebraic model of a strong Morse function. Let $F$ be a strong Morse function and $M$ be a Morse chain of $F$. The cellular boundary of $e_k(M)$ is either zero or linear combination of cells with smaller indices. Hence, a Morse chain naturally generates a pair of $M$-complexes $M_{A_F, B_F, \partial}$ with the $M$-differential $\partial = \partial(M)$. The set $B_F$ may be identified with critical points of the function $F|_{\partial M}$ graded by the Morse index ind$_M$ and ordered with respect to critical values. The set $A_F$ is a result of the following operations. Firstly we add to $B_F$ the set of critical points of function $F$ graded by ind$_M$. Denote the resulting set by $X_F$. It is naturally ordered with respect to the critical values. Denote by $C_F \subset B_F$ a subset consists of all outward critical points of the function $F|_{\partial M}$. For each element $b \in C_F$ we add to $X_F$ an element $b_+$ next to $b$ with degree ind$_M F|_{\partial M}(b) + 1$. The resulting set is $A_F$.

The following statement summarizes the previous observations.

**Statement 1.3** A strong Morse function $F$ naturally corresponds to a pair of $M$-complexes $M_{A_F, B_F, \partial}$, defined up to an isomorphism. □

An arbitrary pair of $M$-complexes $M_{A_F, B_F, \partial}$ isomorphic to an $M$-pair constructed following Morse theory from a strong Morse function $F$ will be called an algebraic model of function $F$. The boundary of a 1-cell consists of at most two 0-cells. Hence, even if we consider integer coefficients and
isomorphisms only, then not every algebraic model corresponds to a Morse chain from Section 1.3.

1.8. Drawing of a pair of $M$-complexes. An $M$-pair $\mathcal{M}_{A,B,\partial}$ we will draw as follows. Elements of the set $A$ we draw by circles and place this circles along the vertical axis in correspondence with the order on $A$: a circle corresponding to an element $a_i$ is higher then a circle corresponding to an element $a_j$ if $i > j$. Circles corresponding to elements from the set $B$ we draw left to the vertical axis, circles corresponding to elements from the set $A \setminus B$ we draw right to the vertical axis. If $\partial a_i = \sum_{k \in I} \lambda_k a_k$, $\lambda_k \neq 0$ then we connect circles corresponding to elements $a_i$ and $a_k$, $k \in I$ by segments labelled by $\lambda_k$ if $\lambda_k \neq 1$. For example, an $M$-pair $\mathcal{M}_{A,B,\partial}$, where $A = \{a_1, a_2, a_3, a_4\}$, $B = \{a_1, a_3\}$, and differential $\partial$ defined on basis elements: $\partial a_4 = a_3 + a_2$, $\partial a_3 = a_1$, $\partial a_2 = -a_1$, $\partial a_1 = 0$ is shown on the left side of Fig. 2.

We show below that each outward critical point $b \in C_F$ appears with non-zero coefficient in $\partial(b_+)$. We will draw double segment connecting $b$ with $b_+$ instead of ordinary segment. On the Fig. 2 (center and right) we show a graph of a function $F$ on a segment and its algebraic model with $\mathbb{Z}_2$-coefficients. In that case $A_F$ consists of five, $B_F$ of two and $C_F$ of one element.

![Figure 2. Examples of $M$-pairs](image-url)
2 Pair of M-complexes. Formulation of the Main Theorem.

An arbitrary $M$-pair considered up to the equivalence is a difficult object to work with. We will stratify the set of all $M$-pairs into pieces so that each stratum contains a relatively simple $M$-pair encoding the stratum.

2.1. $\partial$-trivial elements. Consider an $M$-pair $M_{A,B, \partial}, A = \{a_1 \prec ... \prec a_N\}$. We call an element $a_k \in B \partial$-trivial, if $k < N$, $a_{k+1} \in A \setminus B$ and $a_k$ appears in the decomposition of $\partial(a_{k+1})$ with respect to the basis $A$ with a nonzero coefficient.

Lemma 2.1 Let $\partial$ and $\partial'$ be $(A, B)$-equivalent differentials. Then the set of all $\partial$-trivial elements coincides with the set of all $\partial'$-trivial elements.

Proof. Let $\partial' = g\partial g^{-1}$ for some $g \in \text{Aut}_T(A, B)$. We denote by dots a linear combination of elements with indices smaller than $k$. We have $g^{-1}(a_{k+1}) = \lambda_1 a_{k+1} + ...$, $g(a_k) = \lambda_2 a_k + ...$ for some $\lambda_1, \lambda_2 \neq 0$. Then $\partial(a_{k+1}) = \mu a_k + ...$ with $\mu \neq 0$ implies $\partial'(a_{k+1}) = \lambda_2 \mu \lambda_1 a_k + ...$. □

2.2. Set $D_{A,B,C}$. We fix a triple $A \supset B \supset C$ of finite sets and suppose that $A$ is non-empty. The set $A$ is graded and linearly ordered. Denote by $D_{A,B,G}$ the set of all $(A, B)$-differentials, such that any element of $C$ is $\partial$-trivial for any $\partial \in D_{A,B,C}$. For each (necessarily $\partial$-trivial) element $a \in C$ we draw on the corresponding figure double segment joining $a$ with the next element in $A$.

Recall, that for a strong Morse function $F$ we constructed (see Section 1.7) a triple of graded sets $A_F \supset B_F \supset C_F$ ($C_F$ consists of all critical outward critical points).

Statement 2.2 Differential of an algebraic model of a strong Morse function $F$ belongs to $D_{A_F,B_F,C_F}$.

Proof. Consider an algebraic model $M_{A_F,B_F,\partial}$ of $F$. We need to show that any element $a_k \in C_F$ is $\partial$-trivial. By construction $a_{k+1} \in A_F \setminus B_F$. Elements $a_k, a_{k+1}$ are generators of a complex calculating relative homologies of a pair $(F_{c+\varepsilon}, F_{c-\varepsilon})$, where $c = F(a_k)$. Since $F_{c-\varepsilon}$ is a strong deformation retract of $F_{c-\varepsilon}$ by Proposition 1.1(3) these homologies are trivial and hence $a_k$ is $\partial$-trivial. □
The space \( \mathcal{D}_{A,B,C} \) is a main object of the paper. It is obviously a union of classes of equivalence. One can show that in general the number of classes of equivalence containing in \( \mathcal{D}_{A,B,C} \) is infinite.

2.3. Quotient \( M \)-complex. Consider an \( M \)-pair \( \mathcal{M}_{A,B,\partial} \). We will identify the set \( A \setminus B \) with a basis of the quotient complex \( \mathcal{M}_{A,\partial}/\mathcal{M}_{B,\partial B} \). The linear order and grading on \( A \) induce in a natural way the linear order and grading on \( A \setminus B \). It is clear that the induced differential on \( \mathcal{M}_{A,\partial}/\mathcal{M}_{B,\partial B} \) is an \( M \)-differential with respect to the linear order and grading on \( A \setminus B \). We denote the induced differential by \( \partial_{A \setminus B} \) and the quotient \( M \)-complex by \( \mathcal{M}_{A \setminus B,\partial A \setminus B} \).

2.4. Weak equivalence. We say that differentials \( \partial_1, \partial_2 \in \mathcal{D}_{A,B,C} \) are weakly equivalent if there exists an automorphism \( g \in \text{Aut}(A, B) \) (\( g \) is not necessarily upper-triangular), such that \( g\partial_1 = \partial_2 g \) and naturally induced automorphism \( g_{A \setminus B} \) belongs to \( \text{Aut}_T(A \setminus B) \) and the restriction \( g|_{E \otimes B} \) belongs to \( \text{Aut}_T(B) \).

We will show that \( \mathcal{D}_{A,B,C} \) is a disjoint union of weak equivalence classes. In each class of weak equivalence we will construct a unique convenient representative (a section of weak equivalence). To do that we need the following definitions and construction.

2.5. Direct sum decomposition. We say that an \( M \)-pair \( \mathcal{M}_{A,B,\partial} \) is decomposable into a direct sum of two \( M \)-pairs (or, equivalently, a differential \( \partial \) is decomposable into direct sum), if there exists a decomposition \( A = A_1 \cup A_2 \) into disjoint nonempty subsets, such that the subspaces \( E(A_i) \) and \( E(A_2) \) are \( \partial \)-invariant.

In this case spaces \( E(A_i \cap B) \) are also \( \partial \)-invariant, so the \( M \)-pairs \( \mathcal{M}_{A_1,B_1,\partial_1} \) and \( \mathcal{M}_{A_2,B_2,\partial_2} \) are well defined, where \( B_i = A_i \cap B, i \in \{1, 2\} \) and the \( \partial_i \) are the restrictions of \( \partial \). We will write \( \mathcal{M}_{A,B,\partial} = \mathcal{M}_{A_1,B_1,\partial_1} \oplus \mathcal{M}_{A_2,B_2,\partial_2} \) in this case. If \( \mathcal{M}_{A,B,\partial} = \mathcal{M}_{A_1,B_1,\partial_1} \oplus \mathcal{M}_{A_2,B_2,\partial_2} \) and \( C \) is a set of \( \partial \)-trivial elements then, the set \( C_i = B_i \cap C (i \in \{1, 2\}) \) consists of \( \partial_i \)-trivial elements and we write \( \mathcal{M}_{A,B,C,\partial} = \mathcal{M}_{A_1,B_1,C_1,\partial_1} \oplus \mathcal{M}_{A_2,B_2,C_2,\partial_2} \) (or \( \partial = \partial_1 \oplus \partial_2 \) in that case. Decomposition into the direct sum of greater number of summands is defined in a similar way. Decomposition of an \( M \)-pair into a direct sum of indecomposable summands is unique up to a reordering of the summands.

2.6. Operation \#. Consider the following partially defined operation on \( M \)-pairs. Consider non-zero \( M \)-pairs \( \mathcal{M}_{A,B,C,\partial} \) and \( \mathcal{M}_{X,Y,Z,\delta} \), such that \( A \cap X = \emptyset \). Let \( A = \{a_1 < ... < a_K\}, X = \{x_1 < ... < x_L\} \). We suppose that degree of \( x_L \) is bigger by one than degree of \( a_1 \) and that \( a_1 \in B, a_1 \notin C, x_L \in X \setminus Y \),
\( x_{L-1} \notin Z \). We denote by \( A\#X \) the set \( A \cup X \) with the order

\[
x_1 \prec ... \prec x_{L-1} \prec a_1 \prec x_L \prec a_2 \prec ... \prec a_K.
\]

We define a linear operator \( \partial\#\delta \) on elements of \( A\#X \) as follows: \( \partial\#\delta(a_i) = \partial(a_i) \) for any \( i \in \{1, ..., K\} \), \( \partial\#\delta(x_i) = \delta(x_i) \) for any \( i \in \{1, ..., L - 1\} \) and \( \partial\#\delta(x_L) = \delta(x_L) + a_1 \). Denote by \( C\#Z \) the set \( C \cup Z \cup \{a_1\} \). Clearly, \( \partial\#\delta \) is an \( M \)-differential and the set \( C\#Z \) consists of \( \partial\#\delta \)-trivial elements. We denote \( M\#\) pair \( M_{A\#X,B\#Y,C\#Z,\partial\#\delta} \) (\( B\#Y = B \cup Y \)) as \( M_{A,B,C,\partial\#\delta} \). We set \( M\#0 = M \), \( 0\#M = M \) for any \( M \)-pair \( M \). Operation \( \# \) is obviously associative.

2.7. Definition of \( M \)-pairs \( L_k \) and \( R_l \). Let us define \( M \)-pairs \( L_k \) and \( R_l \) \((k, l \geq 0)\) as follows: \( L_0 = R_0 = 0 \), and for \( k, l \geq 1 \) we define \( L_k, R_l \) (up to the common shift of grading) from the (infinite) table on the Fig. 3. The grading of any \( M \)-pair \( L_k, R_l \) is defined uniquely up to a common shift. Each \( L_k, R_l \) belongs to the corresponding \( D_{A,B,C} \) where \( C \) is determined by double segments.

![Figure 3. Definition of \( M \)-pairs \( L_k \) and \( R_l \)](image-url)
2.8. Main Theorem. Consider a triple \((A, B, C)\) of finite graded sets. We assume that \(A\) is nonempty.

**Theorem 2.3** The number of classes of weak equivalence is finite. Any \(M\)-differential \(\partial \in D_{A,B,C}\) weakly equivalent to unique differential decomposable into a direct sum of differentials of \(M\)-pairs of type:

\[
L_k\#R_l(k + l \geq 1), \ L_k\# o(k \geq 0), \ o\#R_l(l \geq 0),
\]

2.9. Remark. The notion of weak equivalence, \(G\)-equivalence and last theorem are a product of naive attempts of “simplifying” an \(M\)-differential. For closed manifold Theorem 3

3 On \(M\)-complexes and \(M\)-pairs

This section contains preliminary results needed for the proof of Theorem 2.3. For a given \(M\)-differential we construct an equivalent \(M\)-differential having relatively simple form. We call differentials of this type quasi-elementary differentials. This construction is, in fact, the first step in the proof of Theorem 2.3. The proof of Theorem 2.3 (Sec. 4 below) involves subsequent simplifications of the constructed quasi-elementary differential. On the level of matrix elements of differential we choose an equivalent differential having many zeroes in its matrix.

3.1. On the structure of an \(M\)-complex. Let \(A\) be a finite linearly ordered graded set. An \(M_A\)-differential \(\partial\) is called an elementary differential, if it satisfies the following two conditions:

1. for each \(a \in A\) either \(\partial(a) = 0\), or there exists \(b \in A\) such that \(\partial(a) = b\);
2. \(\partial(x) = \partial(y) = z\) and \(x, y, z \in A\) implies \(x = y\).

**Theorem 3.1** Any \(M\)-differential \(\partial\) over a field \(E\) is equivalent to a unique elementary \(M\)-differential. \(\square\)
Proof. An elementary $M$-differential, equivalent to the given one, is constructed explicitly by induction as follows. For an one-dimensional $M$-complex the statement is trivial. Assume that the statement is proved for $M$-complexes of dimension $k$. Let $A = \{a_1 \prec ... \prec a_{k+1}\}$. Consider an $M$-complex $M_{A,\partial}$. A restriction $\partial_1$ of the $M$-differential $\partial$ on subcomplex $F_k(A)$ could be reduced to an elementary form by the induction hypothesis. We assume that this is done already.

We define a map $\partial^{-1}$ on elements $a_1, ..., a_k$ as follows: if $\partial_1(a_j) = a_i$, then $\partial^{-1}_1(a_i) = a_j$, in other case $\partial^{-1}_1(a_i) = 0$. Consider $\partial(a_{k+1})$. If $\partial(a_{k+1}) = 0$, then $\partial$ is elementary and the statement is proved. Let $\partial(a_{k+1}) = \sum_{i \in I \subset \{1, ..., k\}} \lambda_i a_i$, $\lambda_i \neq 0$ for $i \in I$. Since differential $\partial_1$ is elementary differential and $\partial^2(a_{k+1}) = 0$, then for each $i \in I$ holds $\partial(a_i) = 0$. We decompose the set $I$ as a disjoint union of a set $I_1$, consist from all $i \in I$, such that $\partial^{-1}_1(a_i) \neq 0$ and a set $I_2$, consists of all other elements of the set $I$.

Suppose that the set $I_2$ is empty. Consider an automorphism $T$, defined on basis elements as follows: $a_{k+1} \mapsto a_{k+1} - \sum_{i \in I_1} \lambda_i \partial^{-1}_1(a_i)$, all rest basis elements are fixed by $T$. Obviously $T \in \text{Aut}_T(A)$. The differential $\partial_T = T^{-1} \partial T$ is an elementary $M$-differential, since $\partial_T(a_i) = \partial(a_i)$ for $i \in \{1, ..., k\}$, and $\partial_T(a_{k+1}) = 0$.

Suppose that the set $I_2$ is nonempty. Let $l$ be a maximal element of the set $I_2$. Consider an automorphism $T$, defined on basis elements: $a_{k+1} \mapsto a_{k+1} - \sum_{i \in I_1} \lambda_i \partial^{-1}_1(a_i)$, $a_l \mapsto \sum_{i \in I_2} \lambda_i a_i$, all rest basis elements are fixed by $T$. Obviously $T \in \text{Aut}_T(A)$. $M$-differential $\partial_T$ is an elementary $M$-differential, since $\partial_T(a_{k+1}) = a_m$, $\partial_T^{-1}(a_m) = 0$ and on all rest basis elements $\partial_T$ coincide with $\partial$.

Let us prove uniqueness. Denote by $d(m, n, \partial)$ the dimension of relative homologies (see [2]) $H_*(F_m(A), F_n(A), \partial)$. Obviously $d(m, n, \partial)$ depends only on a class of equivalence of differential $\partial$. Let $\partial$ be an elementary $M$-differential $\partial$ and $\partial(a_i) = a_j$. Then, obviously, the following equalities hold:

$$d(i, j, \partial) = d(i - 1, j - 1, \partial) = d(i - 1, j, \partial) + 1 = d(i, j - 1, \partial) + 1.$$

And conversely – it is easy to check that if these equalities hold, than $\partial(a_i) = a_j$. Uniqueness is proved. \qed

3.2. Partition of a basis of an $M$-complex into pairs and homologically essential elements. Consider an $M$-complex $M_{A,\partial}$, $A = \{a_1 \prec ... \prec a_N\}$. Let $\partial_1$
be the elementary $M$-differential equivalent to $\partial$ (as in Theorem 3.1). We say that basis elements $a_i, a_j$ of an $M$-complex $\mathcal{M}_{A,\partial}$ form a $\partial$-pair if $\partial_1(a_i) = a_j$. We say that a basis element is $(\partial)$-homologically essential element if it does not appear in a $\partial$-pair. According to Theorem 3.1 any element of $A$ is either a homologically essential element or a member of a unique $\partial$-pair. The following assertions describe this combinatorial structure on $A$ in terms of an $M$-differential $\partial$.

For $A = \{a_1 \prec ... \prec a_N\}$ denote by $A^k$ the set $\{a_1 \prec ... \prec a_k\}$. We denote by $\iota$ the inclusion $E(A^j) \to E(A)$ (the value of $j$ will be clear from the context) and by $\iota_\ast$ the induced map in the homology.

Lemma 3.2 (1) An element $a_j \in A$ of degree $l$ is homologically essential, if and only if
$$\dim \iota_\ast(H_l(E(A^j), \partial)) = \dim \iota_\ast(H_l(E(A^{j-1}), \partial)) + 1.$$ 

The number of homologically essential elements of degree $k$ is equal to $\dim H_k(\mathcal{M}_{A,\partial})$.

(2) An element $a_i \in A$ is not homologically essential if and only if
$$\iota_\ast H_\ast(E(A^i), \partial) = \iota_\ast H_\ast(E(A^{i-1}), \partial).$$

(3) Elements $a_m, a_n \in A$, $m > n$ form a $\partial$-pair if and only if
$$\dim H_\ast(E(A^m), E(A^n), \partial) = \dim H_\ast(E(A^{m-1}), E(A^{n-1}), \partial) =$$
$$= \dim H_\ast(E(A^{m-1}), E(A^k), \partial) + 1 = \dim H_\ast(E(A^m), E(A^{n-1}), \partial) + 1.$$

Proof. The statement of the Lemma is obvious for an elementary differential. Hence, by Theorem 3.1 it holds for any $M$-differential, since the dimensions of homologies in the statement depend only on the equivalence class of the $M$-differential. □

3.3. Boundary homologically essential elements of $M$-pairs. A filtration on a topological space or on a chain complex gives rise to a filtration on any subspace of its homology. This simple observation leads us to the following definition.

Consider an $M$-pair $\mathcal{M}_{A,B,\partial}$. Let $B = \{b_1 \prec ... \prec b_K\}$. The subspace $E(B^k) = E \otimes \{b_1, ..., b_k\} \subset E(B)$ is $\partial_B$-invariant, and hence graded space of homologies $H_\ast(E(B^k), \partial_B)$ is well defined. Let $\iota_\ast: H_\ast(E(B^k), \partial_B) \to$
$H_*(E(B), \partial_B)$ denote the map induced by the inclusion $E(B^k) \hookrightarrow E(B)$. Let $\partial_* : H_{*+1}(E(A), E(B), \partial) \to H_*(E(B), \partial_B)$ be the boundary map of the long exact sequence of the pair $(E(A), E(B), \partial)$. Introduce the intersections

$$I_k = \iota_* H_*(E(B^k), \partial_B) \cap \partial_* H_*(E(A), E(B), \partial) \subset H_*(E(B), \partial_B).$$

A basis element $b_k \in B$ is called (partial-)boundary homologically essential, if $I_k \neq I_{k-1}$ (we set $I_0 = 0$).

We will denote by $H(\partial)$ the set of all $\partial$-boundary essential elements. It is clear that if an $M$-differential $\partial$ is $(A,B)$-equivalent to an $M$-differential $\partial'$ then $H(\partial) = H(\partial')$.

3.4. Homologically essential and boundary homologically essential basis elements. Consider an $M$-pair $M_{A,B,\partial}$. Some elements of the set $B$ are $\partial$-boundary homologically essential (see Section 3.3).

**Lemma 3.3** Every $\partial$-boundary homologically essential element is $\partial_B$-homologically essential. The number of $\partial$-boundary homologically essential elements of degree $k$ is equal to $\dim \partial_*(H_{k+1}(E(A), E(B), \partial))$.

**Proof.** According to Lemma 3.2 applied to the $M$-complex $M_{B,\partial_B}$, $\iota_* H_*(E(B'), \partial_B) \neq \iota_* H_*(E(B'^{-1}), \partial_B)$ if and only if $b_l$ is $\partial_B$-homologically essential. For such $l$ the dimensions of the spaces $\iota_* H_*(E(B'), \partial_B)$ and $\iota_* H_*(E(B'^{-1}), \partial_B)$ differ by 1, so we get a full graded flag in $\iota_* H_*(E(B), \partial_B)$, consisting of spaces $\iota_* H_*(E(B^k), \partial_B)$. The intersection of a graded subspace with a full flag is a full flag in the subspace. This proves the first claim of Lemma. Spaces $\iota_* H_*(E(B'), \partial_B)$ and $\partial_*(H_*(E(A), E(B), \partial))$ are direct sums of their homogeneous components. This proves the second claim. \qed

3.5. The sets $P,Q,R$ and $X,Y,Z$ and bijections. Consider an $M$-pair $M_{A,B,\partial}$. By Theorem 3.1 the $M$-differential $\partial_0$ of the $M$-pair $M_{A,B,\partial}$ is $(A,B)$-equivalent to an $M$-differential $\partial$, such that $\partial_B$ and $\partial_{A\setminus B}$ are elementary $M$-differentials.

The differential $\partial_B$ is elementary, hence, the set $B$ is decomposed into a disjoint union of subsets $P,Q,R$ such that $\partial_B$ restricts to a bijection $Q \to R$ and $\partial_B$ to zero on $P$. Similarly, the differential $\partial_{A\setminus B}$ is elementary, hence, the set $A \setminus B$ is decomposed into a disjoint union of subsets $X,Y,Z$ such that $\partial_{A\setminus B}$ restricts to a bijection $Y \to Z$ and $\partial_{A\setminus B}$ to zero on $X$. 
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By Theorem 3.1, the sets $P, Q, R$ and $X, Y, Z$ and bijections $Q \to R$ and $Y \to Z$ depend only on the equivalence class of the differential $\partial_0$.

3.6. The definition of a quasi-elementary differential. Consider a vector space $L$ and a basis $W$ of $L$. We say that $v = \sum_{w \in W} v_w w \in L$ contains an $a \in W$ (or $a$ appears in $v$) if $v_a \neq 0$.

We say that an $M_{A,B}$-differential $\partial$ is quasi-elementary if it satisfies following conditions:

1. differentials $\partial_B$ and $\partial_{A \setminus B}$ are elementary;
2. for each element $x \in X$, the vector $\partial(x)$ contains at most one element of $P$;
3. if $\partial(x)$ contains $p \in P$ then the corresponding coefficient $\partial(x)_p$ equals to 1;
4. any element of the set $P$ appears in at most one vector $\partial(x)$ for $x \in X$.

3.7. From $M$-differentials to quasi-elementary differentials. Recall that $H(\partial)$ denotes the set of $\partial$-boundary homologically essential elements of a $M$-differential $\partial$ (see Section 3.3).

Lemma 3.4 (1) Any $M$-differential is equivalent to a quasi-elementary $M$-differential.

(2) Suppose that $\partial$ is a quasi-elementary $M$-differential. The set $H(\partial)$ coincides with the set of all elements of $P$ appearing in vectors $\partial(x)$ for $x \in X$.

(3) Suppose that $\partial, \partial_1$ are equivalent quasi-elementary differentials. For any $x \in X$ and $p \in P$, $\partial(x)$ contains $p$ if and only if $\partial_1(x)$ contains $p$.

Note that an equivalence class of $M$-differentials may contain more than one quasi-elementary differential. The proof of Lemma 3.4 is given in 3.9 below.

3.8. The injection $h_+$. Consider an $M$-pair $M_{A,B,\partial}$. We define the map $h_+: H(\partial) \to X$ as follows. Let $\partial'$ be a quasi-elementary differential equivalent to $\partial$. For $b \in H(\partial)$, $h_+(b)$ is, by definition, the element $x \in X$ such that $\partial'(x)$ contains $b$. By Lemma 3.4, the map $h_+$ is defined correctly and depends only on the equivalence class of $\partial$. It is clear that $h_+$ is an injection. Notice that $h_+$ increases degree by 1.

Figure 4.
The following assertion is an immediate corollary of Lemma 3.4.

**Corollary 3.5** The partitions

\[ B = P \sqcup Q \sqcup R, A \setminus B = X \sqcup Y \sqcup Z, \]

the bijections \( Q \to R \) and \( Y \to Z \), the subset \( H = H(\partial) \subset P \) and the injection \( h_+ : H \to X \) are invariants of an \( M \)-pair \( M_{A,B,\partial} \) (see Fig. 4 for schematic diagram). □

3.9. Proof of Lemma 3.4. We prove the first claim of the Lemma. Consider an \( M \)-pair \( M_{A,B,\partial} \), \( A = \{a_1 < ... < a_N\} \).

We assume that the differentials \( \partial_B, \partial_{A\setminus B} \) are elementary. The claim is obvious if the set \( X \) is empty. Suppose now that \( X \) is not empty. Denote its elements \( x_1 < ... < x_I \) with respect to the order induced from the order on \( A \). We will use induction to prove the following statement: \( \partial \) is equivalent to a differential \( \delta_k \) such that

1. for any \( i \in \{1, ..., k\} \) vector \( \delta(x_i) \) contains at most one element from \( P \);

2. each element from \( P \) appears in at most one vector \( \delta(x_j) \) for \( j \in \{1, ..., k\} \) and \( \partial_B = \delta_B, \partial_{A\setminus B} = \delta_{A\setminus B} \).

Let \( k = 1 \). The vector \( \partial(x_1) \) may contain only elements from sets \( P, R \) since \( \partial_{A\setminus B}, \partial_B \) are elementary and \( \partial^2(x_1) = 0 \). Hence, \( \partial(x_1) = p + r, p \in E(P), r \in E(R) \). If \( p = 0 \) then the first step of the induction is proved. Consider the case \( p \neq 0 \). Let \( p_i \) be the maximal element of \( P \) which appears in \( p \). Consider \( T_p \in \text{Aut}_T(A, B) \) such that \( T_p(p_i) = p \) and the rest of basis elements is fixed by \( T_p \). Then, the differential \( \delta_1 = T_p^{-1}\partial T_p \) has the properties desired. This establishes the base of the induction.

Suppose that \( \partial \) is equivalent to \( \delta_k \) as above. We may assume that \( \partial = \delta_k \). If \( \partial(x_{k+1}) \) does not contain elements from \( P \) then \( \delta_{k+1} = \partial \) is the differential we need. Let \( x \in E(\{x_1, ..., x_k\}) \). Denote by \( T_x \in \text{Aut}_T(A, B) \) the automorphism which maps \( x_{k+1} \) to the sum \( x_{k+1} + x \) and fixes all other basis elements. For every \( x \in E(\{x_1, ..., x_k\}) \), the differential \( T_x^{-1}\partial T_x \) satisfies the \( k \)-th induction hypothesis and, for a suitable \( x_0 \in E(\{x_1, ..., x_k\}) \), the vector \( T_{x_0}^{-1}\partial T_{x_0}(x_{k+1}) \) does not contain elements from \( P \) which appear in \( T_{x_0}^{-1}\partial T_{x_0}(d_i) \) for \( i \in \{1, ..., k\} \). So, we may assume that \( \partial(x_{k+1}) \) does
not contain elements from \( P \) which appear in \( \partial(x_i) \) for \( i \in \{1, ..., k\} \). Let 
\[ \partial(x_{k+1}) = p + q. \]
Then, the differential \( \delta_{k+1} = T_p^{-1}\partial T_p \) has the properties desired. The first claim of Lemma is proved.

Let \( \partial \) be a quasi-elementary differential. Then, space \( I_k = \iota_\ast H_\ast(B_k, \partial_B) \cap \partial \ast H_\ast(E(A), E(B), \partial) \) from the definition of \( \partial \)-boundary homologically essential elements is spanned on elements \( b_i \in \{b_1, ..., b_k\} \cap P \) appearing in vectors \( \partial(x) \) for \( x \in X \). This proves the second claim of Lemma.

We are now going to prove the third statement. Let \( (A, B) \) be a pair of finite ordered graded sets. Let \( B = \{b_1 \prec ... \prec b_K\} \), \( A \setminus B = \{a_1 \prec ... \prec a_L\} \). Denote by \( A' \) the ordered graded set which is equal (as a graded set) to \( A \) with the linear order \( \prec_n \):

\[ b_1 \prec_n ... \prec_n b_K \prec_n a_1 \prec_n ... \prec_n a_L. \]

An \( M_{(A, B)} \)-differential \( \partial \) naturally induces the \( M_{A'} \)-differential \( \partial' \) which is equal (as a linear map) to \( \partial \). Obviously, the map sending \( \partial \) to \( \partial' \) maps \( (A, B) \)-equivalent differentials to \( A' \)-equivalent ones.

In view of Theorem 3.1, the third statement follows from the following assertion.

**Lemma 3.6** Let \( \partial \) be a quasi-elementary differential. If \( p \in H(\partial) \) appears in \( \partial(x) \) for \( x \in X \) then the elements \( x, p \) form a \( \partial' \)-pair.

**Proof.** From the assumption of the Lemma it follows that \( \partial(x) = \lambda p + r \), where \( \lambda \neq 0 \) and \( r \in E(R) \). Let \( q \in E(Q) \) satisfy \( \partial(q) = r \). It easily follows from \( \partial^2 = 0 \) that the element \( p \in H(\partial) \) does not appear in any \( \partial(z) \), \( z \in Z \). Let \( y_1, ..., y_k \in Y \) be all elements such that \( p \) appears in \( \partial(y_i) \) with a coefficient \( \lambda_i \neq 0 \). Denote \( \partial_{A \setminus B}(e_i) \) by \( z_i \). Consider a map \( T \) such that \( T(z_i) = z_i + \lambda_i p \) for \( i \in \{1, ..., k\} \) and \( T \) fixes all other basis elements. Each \( z_i \) is bigger than \( p \) in the set \( A' \). Hence, \( T \in \text{Aut}_T(A') \). The differential \( \partial'_1 = T^{-1}\partial T \) is \( M_{A'} \)-differential \( A' \)-equivalent to \( \partial' \). The element \( p \) appears in \( \partial'_1(x) \) and does not appear in the \( \partial'_1 \)-images of other basis elements. Denote by \( T_1 \) an automorphism, such that \( T_1(x) = x - q \) and \( T_1 \) fixes all other elements. The differential \( \partial'_2 = T_1^{-1}\partial'_1 T_1 \) is \( A' \)-equivalent to \( \partial'_1 \) and the subspace \( E \otimes \{x, p\} \) is its direct summand. Now \( \partial'_2(x) = \lambda p \) means that \( d, p \) form a \( \partial' \)-pair. \( \square \)
4 The proof of Theorem 2.3

In this section we are proving Theorem 2.3. Our strategy is the following. On the first step for a \( M \)-differential \( \partial \in \mathcal{D}_{A,B,C} \) we consider a quasi-elementary differential \( \tilde{\partial} \in \mathcal{D}_{A,B,C} \). On the second step we start the procedure of eliminating of matrix elements of \( \partial' \). When the procedure stops we get a weakly equivalent to \( \partial \) quasi-elementary differential which is decomposable (up to the action of diagonal subgroup in \( \text{Aut}_T(A,B) \)) into the summands of Theorem 2.3.

4.1. Nonvanishing matrix elements. Consider an \( M \)-differential \( \partial \in \mathcal{D}_{A,B,C} \). According to Lemma 3.4, there exists a quasi-elementary differential \( \tilde{\partial} \equiv \partial \). By Lemma 2.1, all elements of the set \( C \) are \( \tilde{\partial} \)-trivial. Thus \( \tilde{\partial} \in \mathcal{D}_{A,B,C} \). We denote by \( P, Q, R, X, Y, Z, H \) and \( h_+ \) the sets and map from Statement 3.5. Let \( \langle \cdot, \cdot \rangle \) be the standard scalar product on \( \mathbb{E}(A) \): \( \langle a_i, a_j \rangle = \delta_{ij} \), the Kronecker symbol.

We will use the following simple Lemma. We leave its proof (which is easily following from \( \tilde{\partial}^2 = 0 \)) to the reader.

**Lemma 4.1** Suppose \( \tilde{\partial} \) is a quasi-elementary differential.

Assume elements \( q \in Q, r \in R, y \in Y, z \in Z \) are such that \( \tilde{\partial}(q) = r, \tilde{\partial}_{A \setminus B}(y) = z \). Then \( \langle \tilde{\partial}(y), q \rangle = -\langle \tilde{\partial}(z), r \rangle \).

Assume elements \( y \in Y \) and \( z \in Z \) are such that \( \tilde{\partial}_{A \setminus B}(y) = z \), and \( b \in B \) appears in \( \tilde{\partial}(z) \). Then \( b \in R \) and there exists \( q \in Q \) such that \( \tilde{\partial}(q) = b \) and \( q \) appears in \( \tilde{\partial}(y) \). \( \square \)

For an element \( c \in C \) we denote by \( c_+ \in A \) the minimal element bigger than \( c \). The element \( c_+ \) belongs to the set \( A \setminus B \). We also used notation \( C_+ \) for the set of elements \( c_+ \) for all \( c \in C \). We say that elements \( c \) and \( c_+ \) form a \( C \)-pair (or \( (c, c_+) \) is a \( C \)-pair). Also for element \( a \in C_+ \) we denote by \( a_- \) an element \( c \) such that \( c_+ = a \).

Next Lemma describes a (distinguished) subset of non-zero coefficients of the matrix of \( \tilde{\partial} \).

**Lemma 4.2** Suppose that elements \( a \in A \setminus B, b \in B, b < a \) satisfy at least one of the following conditions:

1. \( (b, a) \) is a \( C \)-pair;
2. \( b \in H \) and \( a = h_+(b) \);

3. \( a \in Y, b \in Q, \) and elements \( \tilde{\partial}(b) \) and \( \tilde{\partial}_{A \setminus B}(a) \) generate a \( C \)-pair;

4. \( a \in Z, b \in R, \) and elements \( q \in Q, y \in Y \) such that \( \tilde{\partial}(q) = b, \tilde{\partial}_{A \setminus B}(y) = a \) generate a \( C \)-pair.

Then \( \langle \tilde{\partial}(a), b \rangle \neq 0 \).

Proof. If \( (a, b) \) satisfies to either (1) or (2) then \( \langle \tilde{\partial}(a), b \rangle \neq 0 \) by the definitions of \( C \) and \( h_+ \) respectively. If \( (a, b) \) satisfies (3) then, by Lemma 4.1, \( \langle \tilde{\partial}(a), b \rangle = -\langle \tilde{\partial}(\tilde{\partial}_{A \setminus B}(a)), \tilde{\partial}(b) \rangle \). Since \( (\tilde{\partial}(b), \tilde{\partial}_{A \setminus B}(a)) \) is a \( C \)-pair we have \( \langle \tilde{\partial}(a), b \rangle \neq 0 \). For condition (4) we have \( \langle \tilde{\partial}(y), q \rangle = -\langle \tilde{\partial}(a), b \rangle \) and, by Lemma 4.1, \( \langle \tilde{\partial}(a), b \rangle \neq 0 \) since \( (q, y) \) is a \( C \)-pair.

4.2. Elimination of matrix elements. From an \( M \)-differential to a minimal differential. We say that a quasi-elementary differential \( \tilde{\partial} \in D_{A,B,C} \) is minimal, if any pair \( a \in A \setminus B, b \in B, b \prec a \) such that \( \langle \tilde{\partial}(a), b \rangle \neq 0 \) satisfies at least one of the conditions of Lemma 4.2. We call the corresponding \( M \)-pair minimal as well.

We call differentials \( \partial, \partial' \) similar if \( \langle \partial(a_i), a_j \rangle = 0 \) if and only if \( \langle \partial'(a_i), a_j \rangle = 0 \) for any \( i, j \) (in other words the matrices of \( \partial \) and \( \partial' \) have zeroes at same places).

**Lemma 4.3** For any differential \( \partial \in D_{A,B,C} \) there exists a minimal differential \( \delta \in D_{A,B,C} \) weakly equivalent to \( \partial \). All such minimal differentials are similar.

If differentials \( \partial, \partial' \in D_{A,B,C} \) are similar and \( \partial, \partial' \) are weakly equivalent (respectively) to minimal differentials \( \delta, \delta' \) then \( \delta, \delta' \) are similar.

Proof. Let \( \partial_1 \) be a quasi-elementary differential equivalent to \( \partial \). We will construct a finite sequence of differentials \( \partial_1, \ldots, \partial_m \) such that for any \( a \in A \setminus B, b \in B \) the equality \( \langle \partial_{i-1}(a), b \rangle = 0 \) implies \( \langle \partial_i(a), b \rangle = 0 \) for any \( i \in \{2, \ldots, m\} \), differential \( \partial_i \) is quasi-elementary and weakly equivalent to \( \partial_{i-1} \), and \( \partial_m = \delta \) is a minimal differential. We proceed by induction. Suppose that \( \partial_i = \rho \) is not a minimal differential, consider a pair \( a \in A \setminus B, b \in B \) such that \( \langle \rho(a), b \rangle \neq 0 \) and \( (a, b) \) does not satisfy to any of the condition (1) – (4) of Lemma 4.2.
Lemma 4.4  The pair \((a, b)\) satisfies to one of the conditions:

- **N1.** \(a \in Y, b \in Q\) and each pair \((b, a)\), \((r, z)\) is not a \(C\)-pair, where \(r = \rho(b), z = \rho_{A\setminus B}(a)\);
- **N2.** \(a \in Y, b \in R\) and \((b, a)\) is not a \(C\)-pair;
- **N3.** \(a \in Y, b \in P\) and \((b, a)\) is not a \(C\)-pair;
- **N4.** \(a \in Z, b \in R\) and each pair \((b, a), (q, y)\) is not a \(C\)-pair, where \(q \in Q\) and \(y \in Y\) be such elements that \(\rho(q) = b, \rho_{A\setminus B}(y) = a\);
- **N5.** \(a \in X, b \in R\) and \((b, a)\) is not a \(C\)-pair.

**Proof.** Consider the following cases \(a \in Y, a \in Z\) and \(a \in X\).

Let \(a \in Y\). If \(b \in Q\) then \((b, a)\) does not satisfy to conditions (1), (2) and (4) of Lemma 4.2 automatically. Hence N1 holds, because it contradicts to the condition (3). If \(b \in R\) then \((b, a)\) does not satisfy to conditions (2), (3) and (4) automatically. Hence N2 holds, because it contradicts to (1). If \(b \in P\) then \((y, x)\) does not satisfy to conditions (2), (3) and (4) automatically and N3 holds.

Let \(a \in Z\). Then, by Lemma 4.4, \(b \in R\). The pair \((b, a)\) does not satisfy to conditions (2) and (3) automatically. Hence it satisfies N4 since it contradicts to conditions (1) and (4).

Let \(a \in X\). In that case \(b \notin P\) otherwise we have \(a = h_+(b)\). The equality \(\rho^2(a) = 0\) implies \(b \notin Q\). Hence \(y \in R\) and we get the condition N5. \(\square\)

For each case N1-N5 we define a subsequent differential \(\partial_{i+1}\) by the following Lemma.

Lemma 4.5  Let \(\partial_{i+1}\) be a linear operator such that:

If \((a, b)\) satisfies N1 then \(\partial_{i+1}(a) = \rho(a) - \langle \rho(a), b \rangle b, \partial_{i+1}(z) = \rho(z) - \langle \rho(z), r \rangle r, \) where \(r = \rho(b), z = \rho_{A\setminus B}(a),\) and \(\partial_{i+1}\) coincides with \(\rho\) on all other basis elements;

If \((a, b)\) satisfies N4 then \(\partial_{i+1}(a) = \rho(a) - \langle \rho(a), b \rangle b, \partial_{i+1}(y) = \rho(y) - \langle \rho(y), q \rangle q,\) where \(q \in Q\) such that \(b = \rho(q), a = \rho_{A\setminus B}(y),\) and \(\partial_{i+1}\) coincides with \(\rho\) on all other basis elements;

If \((a, b)\) satisfies either N2 or N3 or N5 then \(\partial_{i+1}(a) = \rho(a) - \langle \rho(a), b \rangle b\) and \(\partial_{i+1}\) coincides with \(\rho\) on all other basis elements;

In each these cases \(\partial_{i+1}\) is quasi-elementary differential, \(\partial_{i+1} \in \mathcal{D}_{A, B, C}\) and \(\partial_{i+1}\) is weakly equivalent to \(\rho\).

**Proof.** If \((a, b)\) satisfies N1 then \(\partial_{i+1}\) is equal to \(S_1 \rho S_{i}^{-1}\) for an automorphism \(S_1\) such that \(S_1(x) = x - \langle \rho(a), b \rangle b\) and \(S_1\) fixes all other basis elements. Thus
\(\partial_{i+1}\) is differential \((\partial_{i+1}^2 = 0)\). Matrix elements \(\langle \partial_{i+1}(a), b \rangle\) and \(\langle \partial_{i+1}(z), r \rangle\) are equal to zero. Indeed
\[
\langle \partial_{i+1}(a), b \rangle = \langle \rho(a) - \langle \rho(a), b \rangle b, b \rangle = \langle \rho(a), b \rangle - \langle \rho(a), b \rangle = 0
\]
and
\[
\langle \partial_{i+1}(z), r \rangle = \langle \rho(z + \langle \rho(a), b \rangle b), r \rangle = \langle \rho(a), b \rangle + \langle \rho(z), r \rangle = 0.
\]
Obviously, all other matrix elements \(\langle \partial_{i+1}(a_m), a_n \rangle\) of \(\partial_{i+1}\) coincides with matrix elements \(\langle \rho(a_m), a_n \rangle\) of \(\rho\). Hence the differential \(\partial_{i+1}\) belongs to the space \(D_{A,B,C}\) and it is quasi-elementary differential. The subspace \(E|_B\) is \(S_1\)-invariant and automorphisms \(S_1|_B\) and \(S_1|_{A\setminus B}\) are upper-triangular by construction, hence \(\partial_{i+1}\) is weakly equivalent to \(\rho\).

Proof for other cases is analogous to the considered one. If \((a, b)\) satisfies \(N_j\) \((j \in \{2, 3, 4, 5\})\) then \(\partial_{i+1} = S_j \rho S_j^{-1}\). Operator \(S_4\) acts nontrivially on the element \(a\) only and \(S_4(a) = a + \langle \rho(a), b \rangle q\). Operators \(S_2\) and \(S_5\) act nontrivially on \(a\) only: \(S_2(a) = S_5(a) = a + \langle \rho(a), b \rangle q\), where \(q \in Q\) and \(\partial(q) = b\). An operator \(S_3\) acts nontrivially only on element \(y = \rho_{A\setminus B}(a)\) and \(S_3(y) = y - \langle \rho(a), b \rangle q\).

A set of non-zero matrix elements of minimal differential weakly equivalent to \(\partial\) is uniquely defined by sets \(P, Q, R, X, Y, Z, H\) and the map \(h_+\). Hence all minimal differentials weakly equivalent to \(\partial\) are similar. If differentials are weakly equivalent then sets \(P, Q, R, X, Y, Z, H\) and the map \(h_+\) coincide. It proves the second claim of Lemma.

4.3. End of proof. Indecomposable summands of minimal differential. The proof of Theorem [2.3] ends with next Lemma.

**Lemma 4.6** Assume that \(\partial \in D_{A,B,C}\) is minimal quasi-elementary differential. Then any indecomposable summand of \(\partial\) is equivalent to unique summand of Theorem [2.3].

**Proof.** Let \(\partial \in D_{A,B,C}\) be a quasi-elementary differential. Consider corresponding sets \(P, Q, R, X, Y, Z, H\) and the map \(h_+\). We define a graph \(G = G(\partial)\) as follows. Vertices of \(G\) are all one elements subsets in \(P\) and in \(X\), all two elements subsets \(\{p, q\}\), such that \(p \in P, q \in Q\) and \(\partial(p) = q\), and all two element subsets \(\{y, z\}\), such that \(y \in Y, z \in Z\) satisfying \(\partial|_{A\setminus B}(y) = z\).

We draw vertices corresponding to elements in \(C\) and \(C_+\) by circles with two
segments, we draw vertices corresponding to elements of $H$ and $h_+(H) \subset X$ as black circles. It is easy to check that there are sixteen types of vertices. All various possibilities are shown on Fig. 5. Vertices of $\mathcal{G}(\partial)$ naturally correspond to parts in a picture for $\partial$.

Two distinct vertices $\alpha$ and $\beta$ of $\mathcal{G}(\partial)$ are connected by at most one edge and we connect $\alpha$ with $\beta$ by an edge if and only if there are elements $a \in \alpha$ and $b \in \beta$ such that $\langle \partial(a), b \rangle \neq 0$ or $\langle \partial(b), a \rangle \neq 0$.

Obviously, connected components of $\mathcal{G}(\partial)$ are in one to one natural correspondence with indecomposable summands of $\partial$. By simple checking of minimality conditions we get the next Lemma.

**Lemma 4.7** Let $\partial \in \mathcal{D}_{A,B,C}$ be a minimal quasi-elementary differential. The corresponding equivalent direct summands of Theorem 2.3 are $\#R_0$, $L_1\#R_0$, $L_0\#L_0$ and $L_0\#R_1$ respectively. □

In what follows we will assume that $\partial \in \mathcal{D}_{A,B,C}$ is a minimal quasi-elementary differential and $\mathcal{G} = \mathcal{G}(\partial)$ is its graph.

Consider vertices of types $\text{----}$ and $\text{-----}$. We say that a vertex $\{p,q\}, p \in P, q \in Q, \partial(p) = q$ of the type $\text{----}$ (resp. $\{y,z\}, y \in Y, z \in Z, \partial(y) = z$ of the type $\text{-----}$) is *closed* if elements $p_+, q_+$ form $\partial_{A\setminus B}$-pair (resp. $y_-, q_-$ form $\partial_{B}$-pair). Similarly, we say that a vertex of type $\text{-----}$ (resp. $\text{-----}$) is *closed* if it consists of an element $c \in C \cap H$ such that $c_+ = h_+(c)$ (resp. $c \in C_+ \cap h_+(H)$ such

---

Figure 5. Vertices of $\mathcal{G}(\partial)$
that \( h_+(c-) = c \). We say that a vertex of types \( \bullet \), \( \circ \), or \( \downarrow \) is open if it is not closed.

**Lemma 4.8** Every closed vertex of the type \( \bullet \) or \( \circ \) corresponds to a direct summand of \( \partial \) which is equivalent to a summand \( \bullet \) of Theorem 2.3. Every closed vertex of the type \( \circ \) or \( \downarrow \) corresponds to a direct summand of \( \partial \) which is a summand \( \circ \) of Theorem 2.3. \( \square \)

From now on we will assume that \( G = G(\partial) (\partial \in D_{A,B,C}) \) does not contain closed vertices and isolated vertices. For a vertex \( a \) of \( G \) consider its closed neighbourhood \( B(a) \) (\( a \) and all vertices adjacent to \( a \) in \( G \)). We draw all elements of \( A \) generating vertexes of \( B(a) \) in a manner similar to drawing of \( \partial \) taking care on non-zero coefficients only. So the picture for \( B(a) \) is a fragment for the picture of \( \partial \) up to values of non-zero coefficients on segments.

One can show by exhaustion that the table from Fig. 6 contains the full list of all possible pictures for \( B(a) \). From that table we get the following statement.

**Statement 4.9** Every vertex of \( G \) has valency 2 or 1. All vertices of type \( \bullet \), \( \circ \), and \( \downarrow \) has valency 2 in \( G \). All vertices of type \( \bullet \), \( \circ \), \( \circ \), \( \bullet \), \( \circ \), \( \bullet \), \( \circ \), \( \bullet \) have valency 1 in \( G \). \( \square \)

Accordingly to Fig. 6 every vertex \( v \) of type \( \bullet \) or \( \circ \) has valency 2 in \( G \). One of the edges beginning at \( v \) is naturally distinguished and we equip it by orientation as follows.

The set \( A \) is ordered, \( A = \{ a_1 \prec ... \prec a_N \} \). Consider an auxiliary order \( \prec_C \) on \( A \) obtained from the order \( \prec \) by transposing of all \( C \)-pairs: \( c_+ \prec_C c \) for all \( c \in C \). Then, by for each vertex \( v = \{ a \prec b \} \) of type \( \bullet \) or \( \circ \) there exists a unique adjacent to \( v \) vertex \( u = \{ x \prec y \} \), such that \( a \prec_C x \prec_C y \prec_C b \) (we say, that \( u \) is nested in \( v \)). We orient this edge from \( v \) to \( u \) and call it oriented edge. We say that a vertex \( v \) of type \( \bullet \) or \( \circ \) is a head if \( v \) is not an end point for any oriented edge of \( G \). Every head vertex of type \( \bullet \) continues according to oriented edges by a sequence of vertices \( \circ \), \( \circ \), \( \circ \), \( \bullet \), \( \circ \), \( \circ \), \( \bullet \) (\( \bullet \), \( \bullet \), \( \bullet \), \( \circ \), \( \circ \), \( \circ \) in the case of \( \circ \)) and ends by a vertex of type \( \circ \) or \( \circ \) exactly as it is shown on Fig. 3 for \( L_k, R_l \) for \( k, l \geq 3 \). We call this, subsequent to the head, part of \( G \) a tail of \( G \).
Figure 6. Adjacent vertices of $\mathcal{G}$ in $\partial$

If a connected component of $\mathcal{G}$ contains a vertex of type $\mathcal{B}$ or $\mathcal{C}$ then it contains at least one head, since there is a vertex of type $\mathcal{B}$ or $\mathcal{C}$ which is not nested in a sense of $\prec_C$ in any other vertices of type $\mathcal{B}$ or $\mathcal{C}$.

Consider a connected component of $\mathcal{G}$. It follows from Statement 4.9 that it is either homeomorphic to a segment or to a circle, since all valencies of its vertices are 1 or 2. Let us call a base of a connected component this component with all tails removed. The list of all bases is finite. Corresponding to bases parts of $\partial$ are shown on Fig. 7 and Fig. 8.

Bases without heads corresponds to direct summands of $\partial$ which are equivalent (by action of diagonal subgroup of $\text{Aut}_T(A, B)$) to summands of type $L_0\#R_2$, $L_2\#R_0$, $L_1\# \circ \circ \# R_1$, $L_1\# \circ \circ \# R_0$, $L_0\# \circ \circ \# R_1$. 
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Figure 7. List of all bases without heads

$L_0 \# \sigma \# R_0, L_1 \# R_1$ and $L_1 \# \sigma \# R_1$ of Theorem 2.3. Therefore, each component of $G$ are homotopically trivial. Bases containing a head vertices are shown on Fig. 8.

Figure 8. List of all bases without heads

They corresponds to direct summands of $\partial$ which are equivalent (up to an action of diagonal subgroup of $\text{Aut}_T(A, B)$) to summands $L_0 \# R_l (l \geq 3), L_k \# R_0 (k \geq 3), L_k \# \sigma (k \geq 2), \sigma \# R_l (l \geq 2), L_k \# \sigma R_0 (k \geq 2), L_0 \# \sigma R_l (l \geq 2), L_k \# R_1 (k \geq 2), L_1 \# R_l (l \geq 2), L_1 \# \sigma R_1, L_k \# \sigma R_1 (k \geq 2), L_1 \# \sigma R_l (l \geq 2), L_k \# R_l (k, l \geq 2), L_k \# \sigma R_l (k, l \geq 2)$ of Theorem 2.3. Now it is easy to check that we get the list of summands of Theorem 2.3. It completes the proof of Lemma 4.6 and Theorem 2.3. \hfill $\Box$
5 An extension of a strong Morse germ

5.1. Critical points of an extension.

A strong Morse function $F$ on a compact manifold $M$ of dimension $n$ defines a triple of graded linearly ordered sets $A_F \supset B_F \supset C_F$ (see 1.7). $C_F$ is a set of outward critical points of $F|_{\partial M}$. For each outward critical point $x$ of $F|_{\partial M}$ the set $A_F$ contains an element next to $x$. Also it contains all the critical points of $F$. A number of critical points of $F$ is equal to $\#A_F - \#B_F - \#C_F$.

The function $F$ defines an $M$-pair $M_{A_F,B_F,\partial}$ up to equivalence (see Statement 1.3). There is a unique $M$-pair $M_{A_F,B_F,\partial}$ weak equivalent to $M_{A_F,B_F,\partial}$ and decomposed into direct summands of Theorem 2.3. For this pair $M_{A_F,B_F,\partial}$ all elements of $C_F$ are $\partial$-trivial and a set of its boundary homologically essential elements conside with boundary homologically essential elements for $M_{A_F,B_F,\partial}$.

Critical value $c$ of $F|_{\partial M}$ is called boundary homologically essential if a function of a parameter $a$

$$\dim(\partial^*H_*(M,\partial M; E) \cap i_*H_*(\{F|_{\partial M} \leq a; E\}))$$

jumps at $a = c$. Here $\partial^*$ is a connected homomorphism from long exact sequence of a pair $(M, \partial M)$, a map $i_*$ is induced by a natural inclusion $\{F|_{\partial M} \leq a\} \hookrightarrow \partial M$. By definition homologically essential critical values of $F|_{\partial M}$ depend on $(M, \partial M)$ and $F|_{\partial M}$ only. Homologically essential critical points $H(F|_{\partial M})$ of $F|_{\partial M}$ correspond to homologically essential elements of $M_{A_F,B_F,\partial}$.

There are a finite number of all linearly ordered graded sets (with values of degree in $\{0, \ldots, n\}$) of cardinality at most $k$. There are a finite number of all summands of Theorem 2.3 having total dimension at most $k$. Hence, there are a finite number of $M_{A,B}$-pairs such that 1) its homologies correspondingly equal to $H_i(M,\partial M; E)$, $H_i(M; E)$ and $H_i(\partial M; E)$; 2) $B$ is graded ordered isomorphic to the set of all critical points of $g|_{\partial M}$ and $\partial|_{B}$ is algebraic model for $g|_{\partial M}$; 3) all points in $B$ corresponding to outward critical points are $\partial$-trivial; 4) the set of boundary essential elements isomorphic to $H(g|_{\partial M})$; 5) $M$-pair is decomposed into direct sum of summands of Theorem 2.3. We say that such an $M$-pair is tamed to $(g, M, E)$. Moreover, one can explicitly find smallest $k = \#A$ such that such $M$-pair exists. A number $n_1(g, M, E) = k - \#B_F - \#C_F$ is a (possible) answer to Arnold’s question of estimation from
below of a number of critical points of Morse extension of a strong Morse germ.

**Theorem 5.1** Let $F$ be a Morse function extending $g$ to $M$. Then total number $T$ of critical points is greater than or equal to $n_1(g, M, \mathcal{E})$.

This result is a generalization of Barannikov result [1] for a ball $M = D^n$. It also can be viewed as a generalization of weak Morse estimation

$$T \geq \sum \dim H_i(M, \mathcal{E})$$

in the case of closed manifold, since for the case of empty boundary $n_1(g, M, \mathcal{E}) = \sum \dim H_i(M, \mathcal{E})$.

Consider now a function $G = -F$. It also produces triple of sets $A_G \supset B_G \supset C_G$. It is clear how this triple of sets connected with $A_F \supset B_F \supset C_F$. Each critical point of $F|_{\partial M}$ is a critical point for $G|_{\partial M}$, each inward critical point of $F|_{\partial M}$ is outward critical point for $G|_{\partial M}$ and vice versa, each critical point of $F$ is a critical point for $G$. It is clear that $A_G$ ($B_G$ corr.) is a function of $A_F$ ($B_F$ corr.) and denote it by $\hat{A}_G$ ($\hat{B}_G$ corr.). Consider now a smallest number $l = \# A$ such that there exists a $M$-pair on $(A, B)$ tamed to $(g, M, \mathcal{E})$ and that there exists a $M$-pair on $(\hat{A}, \hat{B})$ tamed to $(-g, M, \mathcal{E})$. By $n_2(g, M, \mathcal{E})$ we denote $l - \#B_F - \#C_F$. We get the following result.

**Theorem 5.2** Let $F$ be a Morse function extending $g$ to $M$. Then total number of critical points is greater than or equal to $n_2(g, M, \mathcal{E})$.

By construction we get $n_2(g, M, \mathcal{E}) \geq n_1(g, M, \mathcal{E})$.

### 5.2. Examples

Consider $\mathbb{R}P^{2n}$. We construct a germ of a function along a sphere $S^{2n-1}$ embedded in $\mathbb{R}P^{2n}$. Let $D^{2n}$ be a (small) coordinate disk in $\mathbb{R}P^{2n}$, consider a function $F = \sum a_i x_i^2 + C$ in coordinates on $D^{2n}$, all $a_i$ are positive ad distinct numbers. Consider a sphere $S^{2n-1} = \{ \sum x_i^2 = \varepsilon \} = \partial D^{2n}(\varepsilon)$. A germ of $F$ along $S^{2n-1}$ is a Morse germ with two critical points of each index $i \in \{0, ..., 2n - 1\}$. Let $g$ be its $C^\infty$-small perturbation such that $f$ is strong Morse germ. Consider now a manifold $M = \mathbb{R}P^{2n} \setminus \text{Int}(D^{2n}(\varepsilon))$ with a boundary $S^{2n-1}$ and a germ $g$ along $S^{2n-1}$. Then one can calculate $n_1(g, M, \mathcal{E})$ and get $n_1(g, M, \mathcal{E}) = 2$ for $\text{char} \mathcal{E} \neq 2$. Surprisingly $n_2(g, M, \mathcal{E}) = 2n$, moreover one can deduce from the construction of $M$-pairs for Theorem 5.2 that a number of critical points of index $i$ is at least 1 for
each \( i \in \{1, \ldots, 2n\} \). Note that classical Morse estimates \cite{Morse} cannot guarantee a single point of extension of \( g \) to \( M \).

This example is related with the following. Suppose now that a closed manifold \((\partial M = \emptyset)\) \( M \) is \( E \)-homological point \((H_i(M; E) = 0\) for each \( i > 0\)) and \( \dim M = 2n \). Let \( \text{char} E \neq 2 \). Such a manifold exists, for example \( M = \mathbb{RP}^{2n} \). Then \( n_1(g, M, E) = 1 \), but \( n_2(g, M, E) = 2n + 1 \). Moreover it is easy to show that a number of critical points of index \( i \) is at least 1.

Note that last example is related with Takens and White result \cite{Takens}, claiming that a Morse function on a sphere \( S^n \) having even number of critical points in each index has greater than or equal to \( 2n + 2 \) critical points.

We will consider the Morse inequalities in more detail in subsequent works.

5.3. Criterium for existence of critical point of any extension.

Estimations of Theorems 5.1 and 5.2 can guarantee an existence of possible degenerate critical points of any extension. Note that each compact connected manifold with nonempty boundary admits a Morse function without critical points.

**Theorem 5.3** Suppose \( g \) is strong Morse germ along \( \partial M \) such that \( n_2(g, M, E) \neq 0 \) (or \( n_1(g, M, E) \neq 0 \)). Then any extension of \( g \) to the whole \( M \) has at least one (possibly degenerate) critical point.

**Proof.** Indeed an extension without critical points inside \( M \) is a strong Morse function. For its algebraic model \( k - \#B_F - \#C_F = 0 \). \( \square \)
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