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Abstract

In this paper, we interpret disentanglement as the discovery of local charts of the data manifold and trace how this definition naturally leads to an equivalent condition for disentanglement: commutativity between factors of variation. We study the impact of this manifold framework to two classes of problems: learning matrix exponential operators and compressing data-generating models. In each problem, the manifold perspective yields interesting results about the feasibility and fruitful approaches their solutions. We also link our manifold framework to two other common disentanglement paradigms: group theoretic and probabilistic approaches to disentanglement. In each case, we show how these frameworks can be merged with our manifold perspective. Importantly, we recover commutativity as a central property in both alternative frameworks, further highlighting its importance in disentanglement.
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1. Introduction

Disentanglement has many definitions but is broadly understood as the discovery of semantically meaningful factors that describe a dataset (Bengio (2013); Bengio et al. (2014); Higgins et al. (2018); Burgess et al. (2018)). On a seemingly unrelated note, there have been attempts to understand real-world data from the perspective of manifolds (Roweis and Saul (2000); Zheng and Xue (2009); Tenenbaum et al. (2000); Chen et al. (2018)); a prime example is the manifold hypothesis (Fefferman et al. (2016)), which posits that high-dimensional data from the real world has a low-dimensional description. We argue that these two topics touch on the same idea, and there is a natural interpretation of disentanglement as learning the data manifold’s local charts. Indeed, this perspective has already been advanced several times (Brahma et al. (2016); Zhou et al. (2021); Reed et al. (2014)), linking manifold learning and disentanglement as the same task. In this paper, we give precise definitions to the informal concepts of disentanglement and factors of variation under this manifold framework, and we proceed to explore the implications of these definitions. Importantly, we show that commutativity between factors of variation is central to disentanglement. We demonstrate the utility of this framework applied to two problems - the learning of matrix exponential operators and the distillation of data-generating models. Finally, we conclude with a discussion of how our manifold framework relates to two other common disentanglement frameworks: group theoretic and probabilistic disentanglement.

2. Disentanglement from the Manifold Perspective

Most approaches to disentanglement involve learning a data-generating function whose arguments correspond to semantically meaningful variations in the data. That is, given a
dataset $P$, one learns a generative function $f$ such that:

$$\forall p \in P, \exists x_i \in X_i \text{ s.t. } f(x_1, \ldots, x_n) \approx p$$

and each $x_i$ captures something meaningful about the data. The above requirement might be unrealistic for real datasets where the data can vary in many distinct ways. For example, consider a collection of portraits of multiple people, taken under varying lighting conditions and poses. It would difficult to learn a global function $f(x_1, x_2)$ where $x_1$ controls lighting and $x_2$ controls pose, since there is so much variability in facial features between subjects. Instead, it might be more realistic to learn a local function $f_p$ that controls lighting and pose for each person $p$.

The above process of breaking up the generative function $f$ can be further extended: for many or all data points $p_i$ we learn a local generative function $f_{p_i}(x_1, \ldots, x_n)$ such that

$$f_{p_i}(x_1, \ldots, x_n) \approx p'$$

for all points $p'$ close to $p_i$. Hence, we pass from the strong requirement of a global function $f$ to the weaker requirement of a collection of local functions $f_{p_i}(x_1, \ldots, x_n)$. Intuitively, we can interpret the latent variables $x_i$ as the intrinsic coordinates of the local patches they describe, and we shall shortly formalize this notion.

### 2.1 Defining Disentanglement

The manifold hypothesis posits that high-dimensional data drawn from the real world lies on or near a low-dimensional manifold. More informally, high-dimensional data has a low-dimensional description. This description is given by the manifold’s local charts, which map patches of the manifold to Euclidean coordinates. Returning to our disentangling function $f(x_1, \ldots, x_n)$, let us assume the latent variables $x_i$ are all real numbers. As previously discussed, we can interpret these disentangled latent variables as the data manifold’s coordinates.

**Definition 1.** The data lies on or near a smooth manifold $M$, and the function $f(x_1, \ldots, x_n)$ **disentangles** the data if (locally) its latent variables $x_i$ correspond to the coordinates of some local chart of $M$. We call $f(x_1, \ldots, x_n)$ a **disentangling function**.

In practice, a learned generative map $f$ might not be a chart map itself but instead becomes a local chart after suitable restriction. For example, consider the positions of a clock’s hour hand, which can be identified with the unit circle $S^1$. We have the natural covering map $\pi$:

$$\pi : \mathbb{R} \mapsto S^1 \ ; \ t \mapsto e^{2\pi it}$$

This covering map describes the full set of hour hand positions but is not injective and hence cannot be a local chart. However, if we restrict $\pi$ to any suitably small interval $I$, then $\pi|_I$ is a local chart. Importantly, the latent variable of $\pi|_I$ coincides with the coordinate of a
local chart. Note that our definition of disentanglement is a local one, and for the remainder of this paper we shall primarily concern ourselves with local properties of a disentangling function.

2.2 Defining Factors of Variation

Another prevalent concept in the disentanglement literature is that of a factor of variation. While its precise definition varies, there are a few properties that are generally agreed upon (Bengio et al. (2014); Reed et al. (2014)). Firstly, a factor of variation encodes a single semantically meaningful dimension on which the data can vary, and manipulating that dimension generates other valid data points. Going back the portraits example, the lighting condition of each portrait can be considered a single factor of variation. For a given portrait, we can slightly brighten or dim the lighting, and doing so would generate a new valid portrait. Secondly, a factor of variation has an implicit consistency condition, where sequential variations must be consistent with their total variation. Given a portrait \( p_0 \), suppose we dimmed its lighting condition by 10 lumens to generate a new portrait \( p_1 \), and then we dimmed the lighting condition of portrait \( p_1 \) by 10 lumens to generate another portrait \( p_2 \). If we dimmed the lighting of the original \( p_0 \) by 20 lumens, this should generate the same portrait \( p_2 \). Finally, different data points can be described by different factors of variation, and if a data point \( p \) is unaffected by a change in a factor’s value then it isn’t described by that factor. In summary, we have the following basic properties of a factor of variation:

1. Feasibility: At data point \( p \in M \), varying the factor \( F \) by small enough \( t \) results in another data point:

\[
F(t, p) \in M
\]

2. Consistency: At data point \( p \), varying factor \( F \) by \( t + s \) gives the same result as sequentially varying by \( t \) and then \( s \):

\[
F(t + s, p) = F(s, F(t, p))
\]

3. Non-degeneracy: If \( p \) is described by the factor \( F \), then varying the factor \( F \) causes a change in the data. That is, there is no interval \( I \) containing 0 such that \( F(t, p) \) is constant for \( t \in I \).

The first two conditions characterize a factor of variation as a flow function, which is a function \( F : D \rightarrow M \), where \( D \subseteq \mathbb{R} \times P \), that satisfies the first two conditions. Intuitively, at each data point \( p \) a factor’s flow function describes a path through the dataset resulting from varying that factor. For example, given a portrait \( p \), continuously changing its lighting condition generates a path of through the portrait dataset where each point on that path is a portrait \( p_t \) that differs from \( p \) in only its lighting condition. If we further assume that a factor’s flow be smooth with respect to the data manifold’s topology, we can formalize a factor of variation in the language of smooth manifolds:
Definition 2. A \textbf{factor of variation $\theta$} is a collection of smooth non-degenerate local flows on the data manifold $M$. If $p \in M$ is described by the factor $\theta$, there is a smooth non-degenerate local flow $\theta_p$ on a neighborhood of $p$ called a \textbf{local factor of variation}.

Note the locality condition in our definition. In a heterogeneous dataset, certain factors of variation might not be universal across the data. For example, not all mammals have tails, and tail length would be a factor of variation unique to a subset of mammals. The locality condition allows our definition to flexibly cover such cases.

2.2.1 Discrete Factors, Parameterization, and Smoothness

We assumed that each factor of variation is continuous, but in practice there are many examples of discrete factors. The subject’s identity in our portrait dataset is one such example, where we have portraits of different people. However, discrete factors of variation can still be subsumed in our manifold framework. Continuous factors describe small local changes, and we will shortly establish that continuous factors correspond to variations in the data manifold’s coordinates. On the other hand, discrete factors describe jumps in the data manifold. For example, in our portrait dataset, the collection of portraits of a single person constitute a cluster, and varying continuous factors like lighting conditions or camera angles keeps us within that cluster. However, varying the subject identity makes us jump from cluster to cluster, and in the language of manifolds we can imagine discrete factors as describing jumps between disjoint neighborhoods or even components of the data manifold. Hence, discrete factors describe a fundamentally different change in the data, and in keeping with our emphasis on local coordinates we shall consider only continuous factors.

We also assumed that each factor of variation was parametrized by a real number. Notably, in the group theory definition of disentanglement, a factor of variation may take values in some other group other than the reals. However, in Section 6 we shall see that for a large class of naturally-occurring groups, group-valued factors can be equivalently described by a collection of real-valued factors.

Finally, we argue that our smoothness assumption is a mild one. Often, factors correspond to variations that are smooth with respect to the ambient Euclidean space the data lives in. If the data manifold $M$ is an immersed manifold of the ambient Euclidean space, then such factors are also smooth with respect to the smooth topology on $M$ because immersions are local embeddings. Since our low dimensional data manifold $M$ is assumed to live in a much higher dimensional Euclidean space, it seems reasonable to assume that $M$ is an immersed submanifold. Indeed, stronger results like the Whitney embedding theorems corroborate this.

2.3 Factors of Variation and Disentanglement

Having defined both disentanglement and factors of variation, we now discuss their relation within the smooth manifold framework. Recall that a disentangling function $f(x_1, \cdots, x_n)$ is a function whose latent variables locally correspond to coordinates of the data manifold. Within a local chart, suppose we varied the latent $x_i$ while holding all others fixed. This in
fact generates a smooth local flow over the manifold, and each coordinate has an associated local flow over the data manifold. Conversely, given a data point \( p \) described by factor \( \theta \), we have a local flow \( \theta_p \) around \( p \). It turns out that there exists a local chart such that \( \theta_p \) corresponds to a coordinate of that chart.

**Theorem 1** (Local Factors of a Disentangling Function). *Suppose our data lies on a smooth manifold \( M \), and let \( f : \mathbb{R}^n \to M \) be a disentangling function.*

1. For open \( U \subseteq \mathbb{R}^n \), if \( f|_U \) is a local chart of \( M \) then each latent \( x_i \) of \( f|_U \) corresponds to a unique local factor of variation \( \theta_i \).

2. Every factor of variation can be locally realized as the latent variable of a disentangling function.

### 2.4 Semantic Meaning

In our definitions of disentanglement and factors of variation, we made no mention of semantic meaningfulness. This was intentional, as semantic meaning is a subjective quality left to the interpretation of the observer. Moreover, there are often multiple ways to meaningfully describe the same data. In language of manifolds, there are multiple meaningful coordinate systems for the data manifold, and the choice of a particular coordinate system is arbitrary. Therefore, we focus on structural properties common to all coordinate systems, and the issue of choosing a particular one is left untouched.

### 3. Commutativity and Disentanglement

Theorem 1 of the previous section shows that locally every disentangling function gives rise to a collection of distinct factors. What about the converse: can a set of local factors be realized as the latent variables of a disentangling function? In this section, we establish commutativity between factors as a necessary and sufficient condition for their joint disentanglement. This commutativity criterion serves as a guiding principle for designing disentangling algorithms and suggests that commutativity is a useful "inductive bias" - properties that are a priori baked into a learning algorithm to encourage the emergence of good representations (Goyal and Bengio (2022)). In this vein, in Section 4 we demonstrate the utility of enforcing commutativity in the problem of learning matrix exponentials that describe the data.

### 3.1 Local Dynamics of a Factor

Before we get to the main result of this section, we first establish a relevant technical notion. Recall that locally, a factor of variation is a smooth local flow \( \theta(t,p) \) on some patch of the data manifold. Working in local coordinates, consider the function \( X(p) = \frac{\partial}{\partial t}|_{t=0} \theta(t,p) \) that assigns to each point \( p \) the instantaneous change dictated by \( \theta \). \( X(p) \) captures the local dynamics of factor \( \theta_i \), and \( X(p) \) is the manifold analogue of a vector field over \( \mathbb{R}^m \) encountered in vector calculus. This function \( X(p) \) is in fact independent of our choice of coordinates, and for every local factor \( \theta \) we have the associated local vector field \( X_\theta \).
Furthermore, just like how Euclidean vector fields form a real vector space, (local) vector fields over a manifold also have a vector space structure. Hence, we make the following definitions:

**Definition 3.** Given a local factor of variation $\theta$, we call its associated local vector field $X(p) \equiv \frac{\partial}{\partial t}|_{t=0}\theta(t, p)$ the local dynamics of factor $\theta$. Two vector fields are **linearly independent** if they are pointwise linearly independent.

### 3.2 The Commutativity Criterion

We first define what it means for a collection of factors to commute. Returning to our dataset of portraits, each portrait is an image on a two-dimensional pixel grid. Suppose we generated new images by manipulating the spatial orientation of the portrait subject by two operations: rotating the subject about the center of the pixel grid and translating (shifting) the subject. It is well known that these two operations are not interchangeable: the resulting image depends on the order of their application. On the other hand, changing the lighting condition or shifting the subject results in the same image regardless of the order of their operation. The former is an example of non-commuting factors, while the latter is an example of commuting factors. With this definition of commutativity, we now state the central result of this paper.

**Definition 4.** Given a set of local factors $\{\theta_i\}$, they **commute** if:

$$\theta_i(s, \theta_j(t, p)) = \theta_j(t, \theta_i(s, p))$$

for all pairs $i,j$ and for all $s,t,p$ that lie in the flows’ domain. In other words, two factors commute if the end result does not depend on their order of application.

**Theorem 2 (The Commutativity Criterion).** Let $\theta_1, \cdots, \theta_k$ be a set of local factors whose local dynamics $X_i$ are linearly independent. The factors can be locally disentangled - ie. they are the coordinates of a local chart - if and only if they commute.

The condition of linear independence is a technical condition that enforces the factors to be distinct. For example, any factor commutes with itself, and linear independence ensures we do not have copies of the same factor. Theorem 2 shows that commutativity is a central property of disentanglement: the coordinates of a local chart define commuting factors, and a set of factors can be realized as the coordinates of a local chart only if they commute. Note that Theorem 2 does not require that the number of factors equal to the dimension of the data manifold: we can apply the commutativity criterion to any set of factors, even if they only partially describe the data.
3.3 Example: Grid-Centric Rotations and Translations

The commutativity criterion implies that it is impossible for a system of non-commuting factors to be jointly disentangled. Consider again the example of grid-centric rotation and translation applied to the portrait dataset. Each operation is a factor of variation, and their disentanglement amounts to a local chart $\phi$:

$$\phi(x_1, x_2, x_3) = p$$

such that $x_1$ corresponds to grid-centric rotation and $x_2, x_3$ correspond to translations. However, as previously mentioned grid-centric rotation does not commute with translation, so no such $\phi$ can exist by Theorem 2. It is impossible for any disentangling function to represent these operations.

Now suppose we took a single portrait and generated a new dataset by applying grid-centric rotations and translations to the portrait subject. Is it now possible to learn a function that disentangles the two operations? Again, Theorem 2 asserts that this is impossible. However, we explicitly generated the data through these two operations, so what went wrong? For example, we can certainly define a function that generates the entire dataset by sequentially applying translation and rotation to the original portrait $p_0$:

$$g(x_1, x_2, x_3) = R(x_1)T(x_2, x_3)p_0$$

where $R(x_1)$ is rotation and $T(x_2, x_3)$ is horizontal and vertical translation respectively. The issue is that the latent variables do not correspond to the original data-generating operations. Suppose we fixed $x_1 = \frac{\pi}{4}$, so we always apply a fixed rotation after translation. Then, varying $x_2$ would not translate the portrait subject horizontally but instead translates them along an axis rotated $\frac{\pi}{4}$ from the $x$-axis. Similarly, varying $x_3$ translates the subject on an axis rotated $\frac{\pi}{4}$ from the $y$-axis. The factors defined by $x_2$ and $x_3$ do not correspond to the original data-generating factors of horizontal and vertical translation!

Now say we flipped the order of application, so we first apply rotation and then translation:

$$h(x_1, x_2, x_3) = T(x_2, x_3)R(x_1)p_0$$

Suppose the subject of the original portrait $p_0$ was centered such that their nose was in the center of the pixel grid, and we fix the translation parameters $(x_2, x_3)$ to $(3,3)$ so the subject is displaced relative to the grid’s center. Now if we vary the rotation parameter $x_1$, this would result in the subject rotating about their nose displaced $(3,3)$ units relative to the grid center. In other words, the factor $x_1$ captures nose-centric rotation rather than grid-centric rotation. Again, we have a factor that does not correspond to the original data-generating factors.

3.4 Local Dynamics of Commuting Factors

In fact, we can more precisely analyze the previous example to demonstrate an interesting equivalent characterization of commutativity. Recall that we generated the data by applying grid-centric rotation and translation to the subject of a single portrait $p_0$. Let us assume that images have infinite dimension and infinite resolution, so our data can be identified
with the manifold $\mathbb{S}^1 \times \mathbb{R}^2$. Around $p_0$, we have the local coordinates $(x_1, x_2, x_3)$ that track orientation and position relative to $p_0$ respectively, so $p_0$ has coordinates $(0, 0, 0)$. We again consider the data-generating function $g(x_1, x_2, x_3) = R_{x_1} T(x_2, x_3) p_0$, which in local coordinates has the form:

$$g : (x_1, x_2, x_3) \mapsto (x_1, R_{x_1} [x_2, x_3])$$

where $R_{x_1}$ is the $2 \times 2$ rotation matrix of angle $x_1$. Computing the Jacobian of $g$ in this coordinate basis, we see that the associated local coordinate dynamics of $g$ are:

$$X_1 = \frac{\partial}{\partial x_1} + (-x_2 \sin x_1 - x_3 \cos x_1) \frac{\partial}{\partial x_2} + (x_2 \cos x_1 - x_3 \sin x_1) \frac{\partial}{\partial x_3}$$

$$X_2 = \cos x_1 \frac{\partial}{\partial x_2} + \sin x_1 \frac{\partial}{\partial x_3}$$

$$X_3 = -\sin x_1 \frac{\partial}{\partial x_2} + \cos x_1 \frac{\partial}{\partial x_3}$$

Notably, the local dynamics of all three factors involve the angle of rotation $x_1$, and their dynamics depend on each other! This explains why grid-centric rotation and translation cannot be disentangled.

The coupling between the local dynamics $X_i$ of a pair of factors $\theta_i$ can be computed through their Lie derivative, denoted $L_{X_i} X_j$. Roughly, $L_{X_i} X_j$ computes the change in the local dynamics of factor $\theta_2$ when varying $\theta_1$. Hence, the local dynamics of the factors are decoupled if they do not depend on other factors, and we formalize this concept.

**Definition 5.** For local factors $\{\theta_i\}$ with local dynamics $\{X_i\}$, we say their local dynamics are **decoupled** if:

$$L_{X_i} X_j = L_{X_j} X_i = 0 \quad \forall i \neq j$$

That is, the local dynamics of each factor do not depend on the values of other factors.

**Theorem 3 (Commutativity and Local Dynamics).** A set of local factors commute if and only if their local dynamics are decoupled.

Theorem 3 gives us another way of interpreting why commutativity between factors of variation is so important: it captures the property that a factor of variation affects the data in the same way regardless of the other factors’ values. This captures the desiderata that factors of variation encode separate qualities of the data (Bengio et al. (2014)), which by Theorems 2 and 3 is equivalent to commutativity between factors.

### 4. Application to Matrix Exponential Operators

In this section, we apply the framework developed so far to algorithms that learn data-generating operators through the matrix exponential (Cohen and Welling (2014); Miao and Rao...
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(2007); Sohl-Dickstein et al. (2017); Xiao and Liu (2020); Chau et al. (2020); Xu and Ma (2012)). While these algorithms might vary in guise and name, their core approach is the same: learning a suitable dictionary of matrices so that their matrix exponential results in a broad set of data-generating operators. By applying these operators to a data point, one generates new data points that differ from the original in interesting, meaningful ways. We shall see that enforcing commutativity has both theoretical and practical benefits to this class of algorithms. In a later section, we also discuss their relation to the group theoretic definitions of disentanglement.

4.1 Problems with the Matrix Exponential

Computing a matrix exponential is relatively expensive (Moler and Van Loan (2003)), and a common computational shortcut (Cohen and Welling (2014); Sohl-Dickstein et al. (2017)) is to assume the generators $A_i$ are jointly diagonalizable: $A_i = P D_i P^{-1}$ for some diagonal matrix $D_i$ with common matrix $P$. For such matrices, the matrix exponential is easy to compute and takes the following form:

$$\exp\left(\sum \alpha_i A_i\right) = \exp\left(\sum \alpha_i P D_i P^{-1}\right) = P \exp\left(\sum \alpha_i D_i\right) P^{-1}$$

where $\exp(\sum \alpha_i D_i)$ is a diagonal matrix whose entries are the entry-wise exponential of the diagonal matrix $\sum \alpha_i D_i$. However, the assumption of joint diagonalization is often not a natural one and is instead invoked as a shortcut.

Another problem when working with sums of matrix generators is that the property $e^{sA}e^{tB} = e^{sA+tB}$ generally holds for all $t, s$ only if $A$ and $B$ are commuting matrices (this directly follows from the Baker-Campbell-Hausdorff formula). This has an important consequence for interpreting the impact of each dictionary element’s coefficient. It is well-known that the matrix exponential has the property: $\frac{\partial}{\partial t}\big|_{t=0} \exp(tA) = A$. However, this property fails to extend to sums of non-commuting matrices: $\frac{\partial}{\partial \alpha_i}\big|_{\alpha_i=0} \exp(\sum \alpha_i A_i) \neq \sum A_i$. In particular, this means that the data change induced from varying $\alpha_i$ does not equal the local flow $\theta_i(\alpha, p) = \exp(\alpha_i A_i) p$. This makes the effect of $\alpha_i$ hard to interpret, since its dynamics might be considerably more complicated than the local flow of $A_i$.

4.2 Commutativity and the Matrix Exponential

Let us examine the task of learning matrix exponentials from the manifold perspective. Applying the matrix exponential to a point $p$, we have the local data-generating function:

$$\phi(\alpha_1, \cdots, \alpha_n) = e^{\sum \alpha_i A_i} p$$

Again, we associate each dictionary element $A_i$ to its canonical factor $\theta_i(t, p) = \exp(tA_i)p$. Under what conditions do the coordinates of $\phi$ reflect these dictionary factors? We apply the commutativity criterion of Theorem 2 to establish a simplified form of the matrix exponential.
Theorem 4 (Commutativity and the Matrix Exponential). Consider a data-generating operator of the form \( \exp(\sum \alpha_i A_i) \) from a dictionary of linearly independent square matrices \( A_i \). At each point \( p \), the coordinates of the data-generating function

\[
 f_p(\alpha_1, \cdots, \alpha_n) = \exp\left(\sum \alpha_i A_i\right)p
\]

correspond to the dictionary factors \( \theta_i(t, p) = \exp(tA_i)p \) if and only if the dictionary elements \( A_i \) commute as matrices. Furthermore, the \( A_i \) can be simultaneously diagonalized (possibly over \( \mathbb{C} \)) and the matrix exponential splits into a product of the dictionary factors.

Commutativity of the dictionary elements \( A_i \) is precisely the condition that allows them to be realized as the factors of a local chart. Furthermore, it justifies the computational shortcut of assuming joint diagonalization and makes it easy to interpret the coefficients of the model. Viewing the data-generating operator as a disentangling function, the manifold disentanglement framework tells us to restrict our attention to dictionaries of commuting matrix generators, which are both easy to work with and interpret.

5. Distilling and Disentangling Data-Generating Models

In the previous section, we examined disentanglement for a specific type of data-generating model: the matrix exponential. In this section, we show how any smooth data-generating model can be locally distilled and disentangled at points where it is full rank. This implies a possibility result for distilling complex data-generating models into a more compact one, and this compact representation is (almost) the smallest one that still preserves the descriptive power of the original model.

We first define the notion of a data-generating model’s local expressivity. Intuitively, a model’s local expressivity captures the number of directions one can move the data manifold \( M \) by small variations in the model’s latent variables. In coordinates, this notion is naturally captured by the rank of model’s Jacobian, and at such points a joint distillation and disentanglement procedure is possible.

**Definition 6.** Let \( f : \mathbb{R}^m \to M \) be a smooth data-generating function describing the \( n \)-dimensional data manifold \( M \). For \( x \in \mathbb{R}^m \), the **local rank of \( f \) at \( x \)** is the rank of its differential \( \partial f_x \), which in coordinates is the Jacobian of \( f \). We say \( f \) is **full rank at \( x \)** if \( \partial f_x \) is full rank.
Theorem 5 (Distillation and Disentanglement of Models). Let $f : \mathbb{R}^m \to M$ be a smooth data-generating function describing the $n$-dimensional data manifold $M$. If $f$ is full rank at $x \in \mathbb{R}^m$, then there exists a smooth reparametrization $\psi$ of an open set $V$ containing $x$ and a local chart containing $f(x) \in M$ with the following property:

1. If the rank of $f$ is $m$, in coordinates $f \circ \psi^{-1}$ takes the form:
   
   $f \circ \psi^{-1} : (x_1, \ldots, x_m) \mapsto (x_1, \ldots, x_m, 0, \ldots, 0)$

2. If the rank of $f$ is $n$, in coordinates $f \circ \psi^{-1}$ takes the form:
   
   $f \circ \psi^{-1} : (x_1, \ldots, x_n, \ldots, x_m) \mapsto (x_1, \ldots, x_n)$

Corollary 1 (Distillation of Overcomplete Models). Let $f : \mathbb{R}^m \to M$ be a smooth data-generating function describing the $n$-dimensional data manifold $M$, with $m \geq n$. If $f$ is surjective and full-rank everywhere, then:

1. $f$ can be locally distilled and disentangled using $n$ parameters at every point in its latent space.

2. $f$ can be globally distilled into a function $f^*$ defined on a subset of $\mathbb{R}^{n+1}$ that is surjective and full-rank with respect to the first $n$ latent variables.

Theorem 5 shows that there exists a reparameterization $\psi$ of the latent space of a model such that a subset of the reparametrized variables capture all of the possible variation of $f$. In this sense, the distillation procedure is similar in spirit to dimensionality reduction techniques, and it can be seen as their analogue for data-generating models. Moreover, we see that these reparameterized variables $\psi(x)$ correspond to manifold coordinates, meaning that the data-generating function now also locally disentangles the data.

Corollary 1 captures the common situation of a complex, overcomplete model that fully describes the data. It not only establishes that such overcomplete models can be locally distilled and disentangled, one can also stitch these local distillations into a global one using at most one extra parameter. This alternative model $f^*$ is just as expressive as $f$ while having the (almost) minimal number of latent variables, and its latent space is essentially a reparametrized subset of the original latent space of $f$. Hence, Corollary 1 gives a possibility result that one can always distill an overcomplete model into a more compact one.

6. Connection to Group Theoretic Disentanglement

In this section, we highlight the connections between our manifold framework and group theoretic approaches to disentanglement. The group theoretic framework equips the data $M$ with a group of symmetries $G$ that act on it, and one seeks to factorize this action into a product of group factors $G = G_1 \times \cdots \times G_n$ acting on $M$ (Higgins et al. (2018); Wang et al. (2021)). Each individual group factor $G_i$ controls its own set of data properties, and they are
the group theoretic versions of factors of variation. Under this framework, disentanglement amounts to learning a factorized group action on the data.

In following subsections, we will show that commutativity is an implicit assumption in group factorization. In fact, as is the case in our manifold framework, commutativity is a necessary and sufficient condition for group theoretic disen
tanglement. Furthermore, many groups of physical significance are Lie groups, and we will show how the group theoretic framework can be recast in the manifold framework when working with Lie groups.

6.1 Commutativity and Factorized Group Actions

As previously mentioned, disentanglement in the group theoretic framework amounts to factorizing the group of data symmetries $G\defeq G_1 \times \cdots \times G_n$, where each group factor $G_i$ represents an independent set of data properties. For example, in our portrait dataset, the portraits of a subject might be governed by their orientation and position relative to the camera as well as the lighting condition, and the corresponding group of symmetries would be $G = SO(3) \times \mathbb{R} \times \mathbb{R}^2$. Disentanglement would entail recovery the factorized group structure and its corresponding action on the data.

Interestingly, the product structure of the factorized group implies commutativity between the group factors $G_i$. Each factor $G_i$ corresponds to the subgroup $(e, \cdots, G_i, \cdots, e) \subseteq G$, and these subgroups naturally must commute. For example, multiplication in the product group $G = G_1 \times G_2$ has the following property:

$$(g_1, e) \ast (e, g_2) = (g_1, g_2) = (g_2, e) \ast (e, g_1) \quad \forall g_1 \in G_1, \forall g_2 \in G_2$$

This holds for any product group, even if the factors themselves are not abelian groups.

Conversely, suppose we have a set of factors of variation, which in the group theoretic framework are groups $G_i$ acting on the data $M$. A group action is equivalently a group homomorphism from $G_i$ into the automorphism group of $M$, and our set of factors is equivalent to a set of group homomorphisms $f_i : G_i \rightarrow Aut(M)$. By universality, these homomorphisms must filter through the group coproduct $\coprod G_i$:

$$
\begin{array}{ccc}
G_i & \longrightarrow & \coprod G_i \\
| f_i | & \downarrow & \coprod f_i \\
& Aut(M) & 
\end{array}
$$

However, the group coproduct is the free product, not the product group as required under the group theoretic framework. This is because the factors $G_i$ might not commute, and the construction of the induced map $\coprod f_i$ is order-dependent. Intuitively, this is incompatible with disentanglement, since each $G_i$ governs a separate set of data symmetries: the order should not matter when changing different types of symmetries. Again, commutativity seems to capture some intrinsic quality of separateness between factors, and in fact there is a corresponding commutativity criterion for group theoretic disentanglement.
**Theorem 6** (Commutativity Criterion for Group Theoretic Disentanglement). Consider a set of group theoretic factors of variation, which are groups $G_i$ acting on the data $M$. They are the factors of a product group action $f : G = G_1 \times \cdots \times G_n \to \text{Aut}(M)$ if and only if their actions commute.

### 6.2 Lie Groups and Manifold Disentanglement

Lie groups, groups that are also smooth manifolds, serve as a bridge between the group theoretic framework and our manifold framework. In the case of a Lie group $H$, a smooth action of $H$ on the data $M$ is a group action that is also smooth. In our manifold framework, factors of variation are in fact also local smooth actions of $\mathbb{R}$ on the data manifold $M$, at least restricted to an open interval. Given a smooth action of $H$ on $M$, at each $p \in M$ the data manifold locally inherits a (partial) coordinate chart from $H$ via its orbit map $f_p(h) = h \cdot p$. If $H$ is a product group, then $M$ inherits a coordinate chart that is a product of each factor $H_i$’s coordinates.

**Theorem 7** (Group-Manifold Disentanglement Correspondence). For a product Lie group $H = H_1 \times \cdots \times H_k$ acting smoothly on the data manifold $M$, at every point $p \in M$ there exist coordinate charts containing $e \in H$ and $p \in M$ respectively such that the orbit map $f_p$ has the following coordinate form:

$$f_p : \prod_{i=1}^k (x_{i1}, \cdots, x_{in_i}) \mapsto \prod_{i=1}^k (x_{i1}, \cdots, x_{ij_i})$$

where $n_i = \text{dim}(H_i)$ and $j_i \leq n_i$. In other words, at every $p \in M$ there exists a factorized set of coordinates around $p$ such that the $i^{th}$ factor is induced from a subset of the coordinates of $H_i$. The number of dimensions $j_i$ described by each $H_i$ is constant within the same orbit.

This results links disentanglement between the group theoretic and manifold frameworks. The smooth action of any factorized Lie group $H$ induces a correspondingly factorized coordinate chart at each point of $M$. Each subgroup $H_i$ acts on a different set of coordinates of $M$, and so we have groupings of local coordinates of the data that are controlled by distinct symmetry groups $H_i$.

In fact, a Lie group $H$ that acts transitively on the data manifold, meaning we can transform any data point to another via its action, is a model of $M$ itself. For example, consider the manifold of a subject’s portraits. As previously mentioned, the orientation, position, and lighting of the portraits all naturally correspond to the Lie groups $SO(3)$, $\mathbb{R}^2$, and $\mathbb{R}$ respectively. The joint action of these groups allows us to switch between any two of their portraits, and fixing a reference portrait $p_0$ we can identify each portrait $p$ with a unique group element $g_p$ such that $p = g_p \cdot p_0$. In this sense, the subject’s portrait manifold is equivalent to the group of symmetries acting on it. Formally, such spaces are called homogeneous spaces and are essentially quotient manifolds of the symmetry Lie group.
**Theorem 8.** *(Homogeneous Spaces and Disentanglement)* Suppose Lie group $H$ acts transitively on data manifold $M$, meaning the orbit map is surjective for every $p \in M$. Then $M$ is diffeomorphic to a quotient manifold of $H$. If $H$ also acts freely, meaning the orbit map is injective for every $p \in M$, then $M$ is diffeomorphic to $H$ itself.

### 6.3 Revisiting Matrix Exponentials

As a brief aside, we return to the problem of learning matrix exponentials of Section 4. Given a dictionary of matrices $A_i$, the set of matrix exponentials of the form $\exp(\sum \alpha_i A_i)$ forms a Lie group and in many cases is an embedded Lie subgroup of the general linear group. Each dictionary element $A_i$ is a member of the Lie algebra of $H$, which intuitively gives a linear picture of $H$ around the identity element. The matrix exponential provides a local diffeomorphism between the Lie algebra and its Lie group, and so the dictionary coefficients $\alpha_i$ in fact correspond to a local chart of $H$ provided the $A_i$ are linearly independent. By Theorem 7, the data manifold $M$ in turn inherits (some of) these coordinates, so the Lie group coordinates $\alpha_i$ also serve as manifold coordinates when applying these operators.

Each element of the Lie algebra defines a unique global flow over $H$, and any commuting, spanning set of dictionary elements $A_i$ in fact defines a global chart over $H$. Such a commuting Lie algebra basis implies that the identity component of $H$, which is a Lie subgroup, is an abelian group. Thus, working with a commuting dictionary means locally modeling the action of an abelian Lie group, which are all of the form $\mathbb{R}^n \times \mathbb{T}^m$ where $\mathbb{T}^m$ is the $m$-dimensional torus. Such groups are particularly simple to understand: for example, the representation theory of such groups is well-known and easy to compute (Cohen and Welling (2014); Chau et al. (2020)). This reinforces the benefits of commutativity in simplifying the matrix exponential problem.

### 7. Connection to Probabilistic Disentanglement

In this section, we highlight the connections between probabilistic definitions of disentanglement and our manifold framework. Broadly, under the probabilistic framework one hopes to learn a factorized latent representation of the data $Z = (Z_1, \cdots, Z_k)$ such that the factors $Z_i$ are independent (Higgins et al. (2017); Kim and Mnih (2018); Burgess et al. (2018)). This latent representation might be the latent code of an autoencoder (Kim and Mnih (2018)) , the sources of a signal mixture (Hyvärinen and Oja (2000)), or even the principal axes of the data distribution as in principal component analysis. However, in all cases the factorization into independent $Z_i$ is central, and these factors $Z_i$ are probabilistic versions of factors of variation. We will detail the effects of commutativity within this probabilistic framework and show how it can be merged with our manifold framework.

#### 7.1 Probability Measures in Coordinates

Under the probabilistic framework, the latent representation $Z = (Z_1, \cdots, Z_k)$ gives rise to the data $M$ via a generative function $p(M|Z)$. From the manifold perspective, we can naturally interpret the latent representation $Z$ as local coordinates of $M$ and the generative function $p(M|Z)$ as its (possibly noisy) inverse chart map. Assuming $Z$ is a set of full
coordinates describing the manifold patch \( U \subseteq M \), any probability measure on \( Z \) induces a unique local measure on \( U \) and vice versa. Now, if we have another coordinate system for \( U \), how are the two coordinate measures related? It turns out that these coordinate measures must be consistent with one another and are essentially the same measure under different parameterizations.

**Lemma 1** (Consistency of Local Coordinate Measures). For the data manifold \( M \), consider any measure \( \mu \) on \( M \) with respect to its Borel \( \sigma \)-algebra. For any open \( U \subseteq M \), let \( \phi_1, \phi_2 : U \to \mathbb{R}^n \) be two local charts. Then,

1. For \( i \in \{1, 2\} \), \( \mu|_U \) induces the unique coordinate measure \( \mu_i \) on \( \phi_i(U) \) via the pushforward map: \( \mu_i = \phi_i^*(\mu|_U) \).

2. Any two coordinate measures are related to each other via their transition map \( \psi \):
   \[
   \mu_2 = \psi^*(\mu_1)
   \]

3. All three \( \phi_1, \phi_2, \psi \) are invertible measurable maps.

### 7.2 On the Impossibility of Probabilistic Disentanglement

We now tackle an impossibility result stating that probabilistic disentanglement is impossible in a general setting (Locatello et al. (2019)). **For the rest of this section, we will assume that the data \( X \) lies near a manifold \( M \) rather than exactly on it, reflected in our notation.** The distinction of the data lying on or near the manifold did not matter in previous sections, but we adopt it now for clarity and convenience.

The impossibility result states that given a latent measure \( P(Z) \) and likelihood \( P(X|Z) \), there exist infinitely many \( \psi : Z \to Z \) such that \( \psi(Z) \not\equiv Z \) and the Jacobian \( \partial \psi \) has non-zero entries. The alternate latent variables \( \tilde{Z} = \psi(Z) \) are entangled with respect to \( Z \) since each entry depends on all of \( Z \), yet they induce the same data distribution \( P(X) \). Therefore, the two parameterizations \( Z \) and \( \tilde{Z} \) are indistinguishable when inferring their values from the data, and the recovery of \( Z \) is ill-posed.

Viewing this situation from the manifold perspective, the two latent variables \( Z \) and \( \tilde{Z} \) are different local coordinate systems of the manifold \( M \). By the consistency requirements of Lemma 1, their measures must be pushforwards of each other through their transition map \( \psi \), and they induce the same local measure on the manifold. Now, the crux of the issue lies in the form of the likelihood \( P(X|Z) \). Consider the following data generating process:

\[
Z \to M \to M + \epsilon = X
\]

where \( \epsilon \) is Gaussian noise. In other words, conditioned on a particular point \( p \in M \), the data \( X \) is normally distributed about \( p \). If \( \phi \) is the chart map of \( Z \), then the likelihood is \( P(X|Z) = \mathcal{N}(\phi^{-1}(Z), \text{I}) \). A similar situation holds for \( \tilde{Z} \) and its chart map \( \tilde{\phi} \). Importantly, we see that if a latent point \( z \) maps to different points on the manifold under each chart, then we have \( P(X|Z = z) \neq P(X|\tilde{Z} = z) \) since the two Gaussians have different means. Even if \( Z \) and \( \tilde{Z} \) have the same distribution, they can be still distinguished via their likelihoods! We can extend the conclusion of this particular example to a more general result.
Theorem 9 (Likelihoods Distinguish Local Coordinates). Let $Z$ and $\tilde{Z}$ be distinct (partial) local coordinates of the same open $U \subseteq M$. For data $X$ lying on or near the manifold $M$, suppose the family of likelihoods $\{P(X|p)|p \in M\}$ is identifiable in $M$. Then, there exists an open set $V$ such that:

$$P(X|Z = v) \neq P(X|\tilde{Z} = v) \quad \forall v \in V$$

When $Z$ and $\tilde{Z}$ have non-negative densities with respect to the Lebesgue measure, Theorem 9 implies that their likelihoods differ on a set of positive probability. Hence, while it might not be possible to distinguish between two local coordinates based on their distributions, one can distinguish between them using their likelihoods. Moreover, note that we can still apply Theorem 9 when we have only a partial description of the manifold, so even an incomplete set of local coordinates can be distinguished.

Indeed, in our manifold framework, the impossibility result essentially states that given a local coordinate system, there are infinitely many other coordinate systems whose transition maps preserve its coordinate measure. The consistency condition of Lemma 1 ensures that any two coordinate measures induce the same measure on $M$ and hence on the data $X$. Therefore, it is impossible to infer the values of a particular set of coordinates from the data, since there are are infinitely many coordinate charts with the same measure that describe a manifold patch. Instead, one must choose a particular coordinate system independently of the data by fixing the likelihood and hence local chart map, making the problem of recovering its coordinates become well-posed. In light of this, the task of finding a factorized latent representation $Z$ requires the recovery of a local chart map, and the goal of probabilistic disentanglement aligns with the goal of manifold disentanglement.

7.3 Commutativity and Probabilistic Disentanglement

Here, we establish an analogous commutativity criterion for probabilistic disentanglement in a Bayesian setting. Recall that factors of variation in our manifold framework are local flows over the data manifold, and we will use the shorthand $\theta_{t_i,p} \equiv \theta_{t_i}(t_i,p)$. Given a set of local factors $\theta_{1}, \cdots, \theta_{k}$ at $p \in M$, we have a local data-generating function $f : T \to M$ defined on $T \subseteq \mathbb{R}^k$:

$$f(t_1, \cdots, t_k) = \theta_{t_1} \circ \cdots \circ \theta_{t_k}p$$

Any probability measure over the factor values $T = (T_1, \cdots, T_k)$ naturally induces a corresponding local measure on $M$ and hence on $X$. However, if the factors $\theta_i$ do not commute, then the data-generating function depends on their order of application and knowing just the factor values $T$ does not specify a location on the manifold. Treating the order of application $\sigma$ as a random variable, our likelihood then becomes a mixture:

$$P(X|T = T_1, \cdots, T_k) = \sum_{\sigma \in S_k} P(\sigma)P(X|T; \sigma)$$

where $P(X|T; \sigma) = P(X|f(t_{\sigma(1)}, \cdots, t_{\sigma(k)})$. Non-commutativity introduces ambiguity in the manifold location, expressed as a mixture of different likelihoods. For example, again
suppose the data \( X \) is conditionally Gaussian about the manifold \( M \). Then, non-commutativity of the factors causes \( P(X|T) \) to be a mixture of Gaussians, and the mixture becomes only becomes a single Gaussian when the factors commute. We generalize this example to the following result.

**Theorem 10** (Commutativity and Probabilistic Disentanglement). Let \( \theta_1, \ldots, \theta_k \) be a set of local factors at \( p \in M \), and let \( T = (T_1, \ldots, T_k) \) be their joint time domain at \( p \). Suppose the family of likelihoods \( \{P(X|m)|m \in M\} \) is identifiable in \( M \) and affinely independent. The likelihood of \( X \) given \( T \) takes the form:

\[
P(X|T) = \sum_{\sigma \in S_k} P(\sigma)P(X|T; \sigma) = \sum_{\sigma \in S_k} P(\sigma)P(X|f_\sigma(T))
\]

The likelihood \( P(X|T) \) is not a mixture if and only if the factors commute.

In a probabilistic setting, commutativity between the factors means that the manifold location is fully specified from the flow parameters \( T \) alone, as the order of application does not matter. This in turn implies that our likelihood \( P(X|T) \) is not a mixture, which might be advantageous for computational reasons. Especially in Bayesian settings where computational concerns are prominent, being able to guarantee that the posterior is not a mixture is a desirable property to have.

### 7.4 Sources of Noise in the Likelihood

In many parts of this section, we assumed that the data \( X \) did not lie exactly on the manifold \( M \), and we often invoked a noisy data-generating process so that the likelihood \( P(X|Z) \) did not collapse into a single point. While our results can be applied even if the likelihood collapses to a single point, the non-point likelihoods were more illustrative. Furthermore, assuming a noisy setting is not the only way to prevent the likelihood from collapsing. For example, \( Z \) might be an partial set of coordinates so we are not able to specify the manifold location given \( Z \). In that case, we may consider a noiseless setting and still have a non-point likelihood.

### 8. Conclusion

In this paper, we define disentanglement and factors of variation from the perspective of manifolds, unifying disentanglement with the manifold hypothesis. Under our framework, disentanglement amounts to recovering the data manifold’s local coordinates. Along the way, we established that commutativity between factors is of central importance to disentanglement, capturing the property of separateness between factors. We studied the application of our framework to the problem of learning matrix exponentials, showing how enforcing commutativity makes the solution computationally tractable and easy to interpret. We then tackled the problem of distilling data-generating models, establishing the existence of a local procedure that simultaneously distills and disentangles a data-generating model. Finally, we related our manifold framework to other disentanglement frameworks: group theoretic and probabilistic. In each case, we demonstrated how each framework can be
integrated within the manifold framework. Importantly, we also established an analogous commutativity criterion for each alternative framework, demonstrating that commutativity is central to disentanglement regardless of what framework one works in. We hope that this paper highlights the utility of the manifold framework of disentanglement and stimulates further research into the role of commutativity in disentanglement.
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A. Proofs

Theorem 1

Proof The first claim is a basic property of a local chart \((\phi, U)\), where the coordinate flows in \(\phi(U)\) are mapped to smooth flows on \(U\) via the diffeomorphism \(\phi\). For the second claim, if the vector field of a local flow \(\theta\) is 0 at \(p\), then \(\theta\) is constant at \(p\) on some interval containing 0 (Proposition 9.21 of Lee (2003)). Since our factors are non-degenerate, their vector fields must be non-zero at every point. The second claim then follows from Theorem 9.2.2 of Lee (2003).

Theorems 2 and 3

Proof A set of smooth local flows commute if and only if their vector fields commute by Theorem 9.44 of Lee (2003), establishing Theorem 3. Since we assumed the vector fields are linearly independent, Theorem 2 is a statement of the canonical form of commuting vector fields (Theorem 9.46 of Lee (2003)).

Theorem 4

Proof The dictionary factors are global flows, since they are the action of the one-parameter subgroups \(\gamma_i(t) = \exp(tA_i)\) at each point \(p\). Hence, the flows commute if and only if the one-parameter subgroups commute. By the Baker-Campbell-Hausdorff formula (Theorem 5.3 of Hall (2010)), this is true if and only if the generators \(A_i\) commute. It is well-known that commuting matrices can be simultaneously diagonalized, and every matrix can be diagonalized over \(\mathbb{C}\).

Theorem 5 and Corollary 1

Proof If the differential of a smooth function \(f : \mathbb{R}^m \to M\) is full-rank at \(x \in \mathbb{R}^m\), there exists an open \(U \subseteq \mathbb{R}^m\) containing \(x\) such that \(f|_U\) is a smooth immersion or submersion (Proposition 4.1 of Lee (2003)). Hence, on this \(U\) we may apply the Rank Theorem (Theorem 4.12 of Lee (2003)) to get Theorem 5.

The first claim of the corollary is a consequence of Theorem 5. For the second claim, for every \(p \in M\) there is an \(x_p \in \mathbb{R}^m\) such that \(f(x_p) = p\) since \(f\) is surjective. Let \(V_p\) and \(U_p\) be the coordinate charts of Theorem 5 containing \(x_p\) and \(p\) respectively. The set \(\{U_p\}_{p \in M}\) forms an open cover of \(M\), so there exists a countable open subcover \(\{U_\alpha\}_{\alpha \in \mathbb{Z}}\). Let \(W_\alpha\) be the projection onto the first \(n\)-coordinates of the reparametrization \(\psi(V_\alpha)\). We can then define the distilled version \(f^*\) on the set \(\bigcup_\alpha(W_\alpha \times \{\alpha\}) \subseteq \mathbb{R}^{n+1}\) as:

\[ f^*((w, \alpha)) = f(\psi^{-1}_\alpha(w, 0, \cdots, 0)) \quad w \in W_\alpha, \alpha \in \mathbb{Z} \]

Hence, using one more parameter to distinguish the local chart, \(f^*\) is surjective and full-rank at every point in its latent space.
Theorem 6

Proof Given the product group structure $G = G_1 \times \cdots G_n$, the subgroup associated with each factor must commute. As $f$ is a group homomorphism, their images $f(G_i)$ must also commute in $\text{Aut}(M)$. Conversely, suppose we have a collection of group homomorphisms $f_i : G_i \to \text{Aut}(M)$. Then, one can define a map $f : G \to \text{Aut}(M)$ via $f(g_1, \cdots, g_n) = f_1(g_1) \ast \cdots \ast f_n(g_n)$. Since $f_i(G_i) \subseteq \text{Aut}(M)$ commute, $f$ is in fact a group homomorphism:

$$f(g_1 \ast g'_1, \cdots, g_n g'_n) = f_1(g_1 \ast g'_1) \ast \cdots \ast f_n(g_n \ast g'_n)$$

$$= f_1(g_1) \ast f_1(g'_1) \ast \cdots \ast f_n(g_n) \ast f_n(g'_n)$$

$$= [f_1(g_1) \ast \cdots \ast f_n(g_n)] \ast [f_1(g'_1) \ast \cdots \ast f_n(g'_n)]$$

$$= f((g_1, \cdots, g_n) \ast (g'_1, \cdots, g'_n))$$

The second equality follows from the fact that each $f_i$ is a group homomorphism, and the third equality follows from commutativity of the subgroups $f_i(G_i) \subseteq \text{Aut}(M)$. The other properties of a group homomorphism are similarly checked using a similar computation. ■

Theorem 7

Proof For any $p \in M$, the orbit map $f_p : H \to M$ is an equivariant map, viewing $H$ as a $H$-set under self-multiplication. Hence, the orbit map is constant rank by Theorem 7.25 of Lee (2003). Since $H$ is a product manifold with a product group action, we can apply the Rank Theorem to each factor group’s coordinates. For $p \in M$, every $p' \in \text{Orb}(p)$ can be expressed as $p' = h' \cdot p$ for some $h' \in H$. Therefore, $f_{p'} = f_p \circ R_{h'}$ where $R_{h'}$ is right multiplication by $h'$. As $R_{h'}$ is a diffeomorphism, $f_{p'}$ has the same rank as $f_p$. ■

Theorem 8

Proof This is just a restatement of the Homogenous Space Characterization Theorem (Theorem 21.19 of Lee (2003)). The latter claim follows since $M$ is diffeomorphic to $H/\text{Stab}(p)$ under the above theorem and that $\text{Stab}(p) = e$ if $H$ acts freely. ■

Lemma 1

Proof For the first claim, since $U$ is open and $M$ is equipped with the Borel $\sigma$-algebra, $\mu$ restricts to local measure $\mu|_U$. Equipping $\phi_i(U) \subseteq \mathbb{R}^n$ with its Borel $\sigma$-algebra inherited from $\mathbb{R}^n$, as $\phi_i$ is homeomorphism it is an invertible measurable map and the pushforward $\mu_i = \phi_i^*(\mu|_U)$ is unique. Since $U$ and $\phi_i(U)$ are related by an invertible measurable map, the only valid coordinate measure on $\phi_i(U)$ is $\phi_i^*(\mu|_U)$ in order to be consistent with $\mu|_U$. As usual, equality and uniqueness is up to sets of measure 0. To prove the second claim, we note that since $\phi_1$ is an invertible measurable map we have $\mu|_U = \phi_1^{-1*}(\mu_1)$. We then
calculate:

\[ \mu_2 = \phi_2^*(-\mu_1) = (\phi_2 \circ \phi_1^{-1})^*(\mu_1) \]

As \( \psi = \phi_2 \circ \phi_1^{-1} \), we have the second claim. To finish the third claim, we note that the transition map \( \psi \) is also a homeomorphism and hence a invertible measurable map with respect to the Borel \( \sigma \)-algebras.

---

**Theorem 9**

**Proof** Let \( Z \) and \( \tilde{Z} \) be distinct local coordinates of an open set \( U \subseteq M \) with chart maps \( \phi \) and \( \tilde{\phi} \) respectively. If they are distinct coordinate systems, there exists at least one point \( x \) such that \( \phi^{-1}(x) \neq \tilde{\phi}^{-1}(x) \). Since \( M \) is Hausdorff, there exist disjoint open sets \( W \) and \( \tilde{W} \) containing \( \phi^{-1}(x) \) and \( \tilde{\phi}^{-1}(x) \) respectively. Then, \( V = \phi(W \cap U) \cap \tilde{\phi}(\tilde{W} \cap U) \) is an open set containing \( x \) such that \( \phi^{-1}(v) \neq \tilde{\phi}^{-1}(v) \) for all \( v \in V \). As \( P(X|Z = v) = P(X|\phi^{-1}(v)) \) and \( P(X|\tilde{Z} = v) = P(X|\tilde{\phi}^{-1}(v)) \), since the likelihoods are identifiable in \( M \) we have the result. A similar proof establishes the result for a set of partial coordinates, as long as the family of likelihood are identifiable in \( M \).

---

**Theorem 10**

**Proof** In general, given the factor values \( T \) the likelihood takes the form:

\[ P(X|T) = \sum_{\sigma \in S_n} P(\sigma)P(X|f_\sigma(T)) \]

where \( f_\sigma(T) \) correspond to the action of the factors in order \( \sigma \) and \( P(\sigma) \) is our prior over the order. Since the family is identifiable and affinely independent, we see that the likelihood is not a mixture if and only if \( P(X|f_\sigma(T)) \) is the same for all \( \sigma \in S_n \). This is equivalent to \( f_\sigma \) being the same for all \( \sigma \), which is equivalent to the factors commuting.

---

**B. Smooth Manifolds: Technical Overview**

We give a brief technical overview of smooth manifolds. For thorough references, we point the reader in the direction of Lee’s introductory texts on smooth manifolds (Lee (2003)) and Riemmanian manifolds (Lee (2019)) as well as Hall’s text on Lie groups (Hall (2010)).

**B.1 Smooth Manifolds**

A manifold is a space that locally looks like Euclidean space, much like how a sphere locally looks like a plane. More formally, a \( n \)-dimensional manifold \( M \) is a second-countable Hausdorff space equipped with a collection of local charts \( \phi_i : V_i \rightarrow U_i \). Here, the \( V_i \) form an open cover of \( M \), and each local chart is a homeomorphism between an open set in the manifold \( V_i \subseteq M \) and an open set in Euclidean space \( U_i \subseteq \mathbb{R}^n \). Unpacking this definition, a manifold is some space with a collection of small patches that tile it, and each patch is...
associated with its own chart map that gives a bijective mapping between the manifold patch and a corresponding patch of Euclidean $n$-space. If we consider each dimension of Euclidean space as a spatial coordinate, the chart map $\phi_i$ gives the $n$ local coordinates of the patch $V_i$. Hence, manifolds are locally equivalent to patches of Euclidean space.

A manifold is smooth if the transition maps between its local coordinates are smooth maps with smooth inverse. That is, consider the neighborhood $V_1 \cap V_2$, which is the intersection between the local charts $\phi_1 : V_1 \to U_1$ and $\phi_2 : V_2 \to U_2$. These give two coordinate systems describing $V_1 \cap V_2$, and we require that reparameterizing from coordinates $U_1$ to coordinates $U_2$ be a smooth function $\phi_1 \circ \phi_2^{-1} : U_1 \to U_2$ with smooth inverse. Note that the transition map is just a map between open subsets of Euclidean space, and so we can interpret smoothness in the usual Euclidean sense. In summary, a smooth manifold is a manifold where reparameterization of local coordinates is smooth.

Finally, we define smooth maps between smooth manifolds. We say a map $f : M \to N$ is smooth if at each $p \in M$ there exist open patches $U \subseteq M$ and $V \subseteq N$ such that: $p \in U$, $f(p) \in f(U) \subseteq V$, and the maps between their coordinates is smooth. That is, restricting the map $f$ to local coordinate patches, the map $f$ is a smooth map if it is smooth in local coordinates.

**B.2 Tangent Spaces, the Tangent Bundle, and Vector Fields**

Each point $p$ on the smooth manifold $M$ has an associated vector space called the tangent space, denoted $T_pM$. Intuitively, the tangent space $T_pM$ is the set of directional derivatives along the manifold at $p$, and we can interpret an element of the tangent space $v \in T_pM$ as the derivative along velocity $v$. For example, consider the unit sphere. The tangent space at a point $p$ on the sphere is isomorphic as a vector space to $\mathbb{R}^2$, and visually it’s represented by the tangent plane to the sphere at $p$. Every vector in this plane represents a possible direction we could move on that sphere. Note that the vector perpendicular to this plane does not lie in the tangent space - it represents a direction that takes us off the sphere.

Consider a smooth function between smooth manifolds $f : M \to N$. At every $p \in M$, $f$ induces a linear map between the tangent spaces $T_pM$ and $T_{f(p)}N$, and we call this induced map the differential $\partial f_p$. Representing $f$ in local coordinates, the differential $\partial f_p$ coincides with the Jacobian of $f$ at $p$. Just as the Jacobian linearly maps directional derivatives in one space to another, the differential is a linear map between tangent spaces. As a linear map, we define the rank of the differential $\partial f_p$ to be its rank as a linear map. For a smooth map $f : M \to N$ with $\dim(M) = m$ and $\dim(N) = n$, we say that $f$ is a map of constant rank of its differential has the same rank at every $p \in M$. If $f$ has constant rank $m$ we say that it is a smooth immersion, and if $f$ has constant rank $n$ we say that it is a smooth submersion. Intuitively, smooth immersions are those that locally are smooth embeddings, where the coordinates of $M$ are a subset of those of $N$. Similarly, smooth submersions admit local sections, where the coordinates of $N$ are a subset of those of $M$.

Now we define vector fields over a manifold $M$. In the Euclidean case, a vector field assigns a directional derivative to each point, and analogously a vector field on a manifold $M$ assigns to each point $p \in M$ an element of its tangent space $T_pM$. If we take the disjoint union of the tangent spaces of each point in the manifold $\bigsqcup T_pM$, the resulting set has a natural atlas of charts induced from $M$. This makes it into another manifold called the
tangent bundle $TM$. Returning to vector fields, we define smooth vector fields as smooth functions $X: M \to TM$ such that $X(p) \in T_pM \subseteq TM$.

**B.3 Smooth Flows and Lie Derivatives**

We define a smooth flow on a manifold $M$ as a smooth function $\theta: D \times M \to M$, where $D \times p \subseteq \mathbb{R}$ is some open interval containing 0 for every $p$ such that:

$$\theta(t, \theta(s, p)) = \theta(t + s, p) \quad ; \quad \theta(0, p) = p$$

We may also restrict the flow to be defined locally over some open set $U \subset M$ rather than the entire manifold.

Importantly the coordinates of a local chart $(U, \phi)$ have their associated flows. First, in coordinate space $\phi(U)$ consider the flow along the $i$th dimension:

$$\tilde{\theta}_i(t, x) = x + te_i$$

where $e_i$ is the $i$th coordinate vector. This flow has its corresponding vector field $\tilde{X}_i$ that at each point $x$ assigns $\frac{\partial}{\partial x_i}|_x \in T_x\mathbb{R}^n$. The flow and its associated vector field are related through the following relation

$$\tilde{X}_i(x) = \frac{\partial}{\partial t}|_{t=0} \tilde{\theta}_i(t, x)$$

and so we say that $\tilde{X}_i$ is the infinitesimal generator of $\tilde{\theta}_i$. In turn, through the inverse local chart map $\phi^{-1}$, $\tilde{\theta}_i$ induce a flow $\theta_i$ on the manifold patch $U$. Similarly, the differential $\partial \phi^{-1}$ maps $\tilde{X}_i$ to a corresponding vector field $X_i$ on $U$, and $X_i$ is the infinitesimal generator of $\theta_i$. We call $\theta_i$ the coordinate flows of the local chart, and every coordinate chart has its own unique set of coordinate flows.

Intuitively, we can think of the infinitesimal generator $X$ of a smooth flow $\theta$ as defining dynamics over the manifold. If we started at $p \in M$ and followed the dynamics of $X$ for time $t$, we would end up at the point $\theta(t, p)$. In this way, the flow of a vector field returns the ending location on the manifold after starting at $p$ and following the vector field for time $t$.

Having defined the notion of a vector field and its associated smooth flow, we can now tackle the Lie derivative. The Lie derivative $L_{X_1}X_2$ of vector field $X_2$ with respect to vector field $X_1$ is another vector field whose value at every point is the change in $X_2$ along the flow of $X_1$. Point-wise it has the complicated form:

$$L_{X_1}X_2|_p = \frac{\partial}{\partial t}|_{t=0} \theta_{-t}|_{\theta(t,p)}X_{\theta(t,p)}$$

where $\theta_{-t}(p) = \theta(-t, p)$. Since the Lie derivative is antisymmetric, if $L_{X_1}X_2 = 0$ then $L_{X_2}X_1 = 0$ also and vice versa: invariance under the other’s flow is a symmetric property. It turns out that the Lie derivative coincides with the Lie bracket operation, a bilinear operation taking two vector fields and returning another vector field. The Lie bracket often gives an easier way to compute the Lie derivative between two vector fields: for example, in Euclidean coordinates the Lie bracket of the general linear group $GL(n, \mathbb{R})$ is the matrix commutator bracket.