Systematization of approaches to assessing the quality of spatio-temporal knowledge sources
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Abstract. There are two main ways of creating and filling spatio-temporal knowledge bases: by professional cartographers and by volunteers using the crowdsourcing concept. The knowledge provided by professionals is highly accurate, but narrow in scope and domain-specific, as well as rarely updated. Editing of this kind of sources is impossible without permission, which makes them closed, despite the possibility of free use of the knowledge itself. On the opposite, ordinary users can provide a large amount of information in various fields of knowledge with minimal delay. However, the quality of such information and its accuracy will differ depending on the subject area and external factors, such as the accuracy of user devices, sensors, the distribution of users in the area, etc. The integration of knowledge from various sources will increase the overall accuracy and relevance of the data provided, which can be used to increase quality of decision making. Automatic integration requires the development of methods for estimating quality of knowledge sources, to rank them and choose only those that can provide sufficient quality in the criteria of the problem being solved. This paper presents a systematization of existing approaches to assessing sources of knowledge and, in particular, spatio-temporal knowledge.

1. Introduction

The formation of sources containing spatial and temporal data requires significant effort due to the complexity of the concepts of space and time. These sources can represent geodata (various maps), a history of various objects changes (objects history) or a sequence of events (events history). To create the structure of such data a long work of specialists is required, and before the digitalization process start, most of the work was performed only by professionals - cartographers, surveyors, archaeologists, historians, etc. The development and implementation of digital technologies allowed attracting a significant number of enthusiasts who are ready to contribute to the creation of sources of spatio-temporal data [1]. As a result, two main ways of forming spatio-temporal knowledge bases can be distinguished: by professionals and by volunteers.

The knowledge provided by professionals is highly accurate, but narrow in scope and focus in terms of the domain, and is rarely updated. Professionals can use very precise devices and all their knowledge and background to provide high-quality data. At the same time, editing these sources is impossible without permission, which makes them closed, despite the possibility of free use of the knowledge itself. Examples of this type of sources are knowledge provided through state portals, for example, the Russian Open Data Portal.
Unlike professionals, volunteers can provide a large amount of information in various fields of knowledge with minimal delay due to the development of mobile networks and sensors embedded in personal mobile devices. This data is not so accurate due to the hardware limitations of used devices, low background of participants[2]. However, open sources of knowledge are available for everyone and can be formed, edited, and used by any volunteer so the average result will be good enough for usage even in business purposes. An example is the OpenStreetMap portal, which provides an open world map with additional information about geographic features. The quality of such information and its accuracy will differ greatly depending on the considered subject area and external factors, such as the accuracy of the sensors of user devices, the density of distribution of users on the ground, and others [3].

The integration of knowledge from various sources (proprietary and open) could increase the overall accuracy and relevance of the data provided. The resulting integration can be used as a context in information system to make decision to support actions of a smart city residents. However, automatic integration requires the development of methods for assessing the quality of knowledge, which will allow ranking sources of knowledge and choosing for integration only those that are of sufficient quality in the criteria of the problem being solved. Thus, the development of criteria and methods for assessing the quality of sources of spatio-temporal knowledge is an urgent task to improve the quality of integration of knowledge from various sources of knowledge.

2. Overview of quality metrics for spatio-temporal data
Currently, studies are being conducted on both the development of methods and criteria for evaluating data and knowledge, and their practical verification on existing databases and knowledge. Quite often, the concepts of data quality and knowledge quality are used interchangeably and imply a multi-criteria measure of meeting the criteria for using data in a particular task. [4]. In this regard, three main areas of research in this area can be distinguished: the definition of criteria for the quality of data and knowledge, the definition of a combination of criteria that are relevant for a specific task, and the formation of an overall assessment of the quality of data and knowledge [5,6]:

• Accuracy/Inaccuracy - How much the data and knowledge correspond to the true values;
• Relevance - how much knowledge corresponds to the user's task;
• Representativeness - how understandable the knowledge is;
• Accessibility - are there any restrictions on access to knowledge.

The following criteria are often added to them [5,6]:

• Completeness/Incompleteness - how fully the knowledge corresponds to the task;
• Correctness (absence of mistakes) - knowledge is correct;
• Consistency - how much the formats of knowledge correspond when re-accessing the source;
• Timeliness - how old the data is over time.
• Mismembership – existence of data that should not exit in the source

For each of the criteria, units of measurement are determined to assess knowledge in accordance with the criterion. A detailed analysis of the measures used is presented in the work [4]. It should also be noted here that most of the presented criteria are subjective and require the involvement of experts to form an assessment. Some of them, for example, accuracy / inaccuracy, completeness /incompleteness, mismembership, timeliness can be formed in objective manner using algorithms, which makes them especially valuable when assessing knowledge sources [6].

Despite the universality of the considered criteria, for open sources of knowledge, additional quality assessment measures can be applied, clarifying the existing metrics, such as time accuracy, thematic accuracy, usability, logical consistency, [7]. The need to use additional measures and indicators arises due to the lack of a single standard for the formation of open sources of knowledge, as a result of which the knowledge in them is rather heterogeneous and cannot be assessed as in proprietary sources. Among the quality indicators, indicators of data and knowledge (for example, the density of points), demographic indicators (population density according to the geographic area for
which knowledge is available), socio-economic indicators, characteristics of volunteers who provide information are considered [7].

Proprietary sources can also be used to assess open source knowledge [8], or expert knowledge [3,9,10]. In the first case, automatic tools for assessing the quality of knowledge are being developed, in the second, assessing and comparing quality is a separate scientific task, as, for example, in the work [10].

Separately, we can highlight the use of expert opinion to form an assessment of the data source. The methods using experts are based on the formation of a questionnaire that allows you to eliminate ambiguity (for example, using pedigree matrix [11]), combining assessments from several experts and forming a ranked list of sources. Probabilistic estimation methods are also used, which are based on the probability distribution of obtaining quality data depending on semantic consistency. [12].

Fuzzy logic can also be used to assess data quality. Thus, the paper [13] presents a system that evaluates three parameters (type of source, quality of data extraction, age of source) for data sources on electronic health records (EHR) based on fuzzy rules.

3. Assessment of the quality of the result of knowledge integration
The consolidation of data sources into a single system allows not only to create a single point of access to them, but also to improve the quality of the data provided. This is achieved due to the possible overlap of the data provided by the sources and the formation of averaged data when combined.

For the merging of spatio-temporal data sources, a system is proposed, which is based on data representation using ontologies. Spatial and temporal concepts in the system are represented in the form of relationships between ontology concepts and can be used in queries to select data from sources corresponding to a certain area of space and / or time interval. Due to the use of logical and semantic constructions of time and space, such relations as “near”, “close”, “distant”, “now”, “before”, “after”, “during” and others can be modeled.

To connect data sources, it is proposed to create mediators (see figure 1.). Their main role is to provide an ontological description of the data provided by the source and translation of requests to the data source and the response from it from and to the ontology. The ontologies presented by mediators can be partially or completely integrated and combined into a common ontology of the problem domain. During the integration process, modules describing related concepts are allocated in ontologies. These modules are then linked through equivalent ontology classes. Due to this, the consistency of the common ontology is achieved.

![Figure 1. Integrating data from various data sources through ontology.](image-url)
Requests to an information system using a common ontology and mediators for accessing spatio-temporal data sources are made using the SPARQL language. For each source, the query is mapped according to the source type. For example, to query a spatial database running PostgreSQL with the PostGIS extension, the query from SPARQL is converted to SQL using specialized functions for finding geodata.

When the query results are returned, they are converted from a table view (or another one used in the given data source) to an ontology using a mediator. In the case of overlapping or conflicting data comes from a query from different sources, the source estimation described in the previous section should be applied. Sources are ranked according to the results of the assessment. The higher the position of the source in the ranked list, the higher the credibility of its data. Therefore, depending on the rules for combining data, they will either be accepted as the only possible ones, or they will have a higher coefficient in the convolution function.

The assessment of the completeness of the result of spatio-temporal knowledge integration was not carried out in any of the studied works. However, for the integration of knowledge, metrics have been developed, borrowed from the methods of mathematical statistics used to assess the classification and the process of extracting knowledge. [14]. These metrics are based on the analysis of sets and the assessment of the elements included in these sets. Among these metrics stand out: Precision, recall, F-measure [14–16]. To assess the quality of the resulting integration, as well as individual data sources, a set of metrics data can also be used, as suggested in the work [17]. The main quality characteristic in this metric is how good quality recommendations can be formed using data from certain sources.

4. Conclusion
In general, the analysis of the current state of research shows that the metrics for assessing data and knowledge are well developed, however, they require verification and adaptation for use in assessing spatio-temporal knowledge, due to their specificity arising from the use of complex concepts and relations of space and time. Much attention in research is paid to assessing the quality of spatial knowledge from open sources (Volunteered Geographic Information, VGI), such as OpenStreetMap, Wikidata, and others. At the same time, due attention has not been paid to the assessment of the quality of integration of spatio-temporal knowledge, although there are works on the integration of spatio-temporal knowledge [18].
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