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Abstract

The need of fast distributed solvers for optimization problems in networked systems has motivated the recent development of the Fast-Lipschitz optimization framework. In such an optimization, problems satisfying certain qualifying conditions, such as monotonicity of the objective function and contractivity of the constraints, have a unique optimal solution obtained via fast distributed algorithms that compute the fixed point of the constraints. This paper extends the set of problems for which the Fast-Lipschitz framework applies. Existing assumptions on the problem form are relaxed and new and generalized qualifying conditions are established by novel results based on Lagrangian duality. It is shown for which cases of more constraints than decision variables, and less constraints than decision variables Fast-Lipschitz optimization applies. New results are obtained by imposing non strict monotonicity of the objective functions. The extended Fast-Lipschitz framework is illustrated by a number of examples, including a non-linear optimal control problem.

I. INTRODUCTION

Fast-Lipschitz optimization is a recently proposed class or problems where the special structure ensures that the optimal point is the fixed point of the constraints. These problems can therefore be solved through simple and decentralized algorithms, making the framework an interesting alternative for distributed applications over networks. The special structure of Fast-Lipschitz problems makes them useful also in centralized applications, where it is guaranteed that the solutions can be obtained through simple system of equations that do not use the traditional Lagrangian approach.
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1We give a brief technical summary of Fast-Lipschitz optimization in Section II.
In a general networked optimization problem, the network nodes or agents must coordinate their actions to optimize a network-wide objective function. When information such as nodes’ objectives, constraints and decision variables are distributed among the nodes and physically scattered across the network, or if the amount of information is too large to collect centrally, it can be impractical or even impossible to centrally compute the solution. For example, collecting information in one place might be too expensive if the network has limited communication resources, or it may be too slow if the solution is needed at the local nodes in real time. In these situations, fast distributed solution algorithms must be used.

Distributed optimization has a long history, and much of the recent developments build upon the work of Tsitsiklis [2], [3]. Several approaches exist for solving these problems, such as primal and dual decomposition methods. In these methods, the primal or the dual problem is decomposed into local subproblems solved at the nodes. The subproblems are coordinated through a centralized master problem, which is usually solved by gradient or subgradient methods [4]. These methods have found many applications in network utility maximization, e.g., [5]–[7]. Due to the slow convergence of subgradient algorithms, recent works have explored higher order methods. For example, [8] replaces the subgradient step with a Newton-like step. An other decomposition approach which is faster and more robust than the standard decomposition methods is the alternating direction method of multipliers (ADMM). The method has recently attracted a substantial interest, especially for problems with large data sets [9]–[13].

Although the decomposition methods mentioned above distribute the computational workload over the network nodes, the subproblems must still be coordinated among the nodes. For example, dual decomposition based methods must update dual variables in a central master problem. This requires the network to iteratively 1) transfer information from all nodes to some central “master” node; 2) centrally update the dual variables; 3) broadcast the updated dual variables to all nodes of the network and back to 1) until convergence.

To avoid the centralized master node, peer-to-peer or multi-agent methods have recently been proposed to coordinate the subproblem through local neighbor interactions based on consensus algorithms, e.g., [14]–[18]. In these algorithms, nodes update their decision variables as convex combinations of the decision variables of their neighbors without a centralized master. In [19], the consensus algorithm has been combined with gradient descent to solve an unconstrained optimization problem where the objective is a sum of local, convex functions. The work is
extended in [20], [21], which investigate constraints and randomness. While the previous papers solve the primal problem, [22]–[24] use consensus-based algorithms for the dual problem. Higher order methods are considered also for peer-to-peer optimization, e.g., [25] solves an unconstrained primal problem, whereas [26] solves a linearly constrained dual problem, both by approximating Newton’s algorithm through consensus.

Consensus based methods have many benefits, such as resilience to node failures and changing network topology. However, since every round of consensus requires message passings, also these methods may suffer from communication overheads. A recent study of the tradeoff between communication and local computation can be found in [27]. The communication overhead is a problem especially in large scale distributed networks or wireless sensor networks, where the energy expenditure for communication can be orders of magnitude larger than the energy for computation [28].

The methods discussed thus far assume convex problems. There are other classes of algorithms that do not rely necessarily on convexity, but on other structural properties. Three such classes are abstract optimization [29], which generalizes linear optimization, monotonic optimization [30]–[32], where the monotonicity of the objective function is used to iteratively refine a solution within bounds of the feasible region, and Interference Function optimization [33]–[37], which is the fundamental framework to solve radio power control problems over wireless networks. Given the importance of Interference Function optimization as a precursor of Fast Lipschitz optimization, and considering that we will give some application examples later on in this paper, we give below some technical detail on such an optimization framework.

In Interference Function optimization, typical radio power control problems are solved in a simple distributed (as in decentralized) way. In such an optimization approach, it is assumed that the nodes of a wireless network transmit signals of a certain level of radio power, say node \( i \) transmits with power \( p_i \). The signal is received at the intended receiver corrupted by multiplicative wireless channel attenuations and additive interference by other transmitter nodes. The level of power that the transmit power of node \( i \) has to overcome at the receiver in order to get the signal decoded is usually denoted by \( I_i(p) \), the interference function of transmitter \( i \) [36], where \( p = [p_1, p_2, \ldots, p_n]^T \) is the vector of all transmit radio powers of the \( n \) transmitters in the wireless network. The goal of the basic power control problem is to minimize the radio powers
\[ p_i, \text{ while overcoming the interference at each receiver, i.e.,} \]
\[ \min_{\mathbf{p}} \mathbf{p} \]
\[ \text{s.t. } p_i \geq \mathcal{I}_i(\mathbf{p}) \quad \forall i. \] (1)

Note that the problem above is a vector optimization, where the minimization is carried out with respect to the non-negative orthant (see Section II.B for details). Roughly speaking, the minimization of problem (1) makes all the components of \( \mathbf{p} \) become small simultaneously. The solution of problem (1) is a particularly successful instance of distributed optimization. Affine versions of \( \mathcal{I}_i(\mathbf{p}) \) are the simplest and best studied type of interference function, but in theory one can consider functions \( \mathcal{I}(\mathbf{p}) \) of any form. The first distributed algorithm to solve such a problem was proposed in [33], and improved in [34], [35]. The algorithm was later generalized to the Interference Function framework by Yates [36]. In this framework, a function \( \mathcal{I}(\mathbf{p}) \) is called standard if, for all \( \mathbf{p} \geq 0 \), it fulfills

- **Monotonicity**: If \( \mathbf{p} \geq \mathbf{p}' \), then \( \mathcal{I}(\mathbf{p}) \geq \mathcal{I}(\mathbf{p}') \),

- **Scalability**: For all \( \alpha > 1 \), \( \alpha \mathcal{I}(\mathbf{p}) > \mathcal{I}(\alpha \mathbf{p}) \).

When problem (1) above is feasible, and the functions \( \mathcal{I}_i(\mathbf{p}) \) are standard, the unique optimal solution is given by the fixed point of the iteration

\[ p_i^{k+1} := \mathcal{I}_i(\mathbf{p}^k), \] (2)

or \( \mathbf{p}^{k+1} := \mathcal{I}(\mathbf{p}^k) \) in vector form. Here, \( p_i^k \) is the power of transmitter \( i \) at time \( k \) and \( \mathbf{p}^k = [p_1^k, p_2^k, \ldots, p_n^k]^T \). The computation of the optimal solution by these iterations is much simpler than using the classical parallelization and decomposition methods. This is because there is no longer a need to centrally collect, compute and redistribute the coupling variables of the problem since \( \mathcal{I}_i(\mathbf{p}^k) \) can be know locally at node \( i \) [36]. Even in a centralized setting, iteration (2) is simpler than traditional Lagrangian methods, since no dual variables need to be stored and manipulated. The iterations require only that every node successively updates its transmit power by using local knowledge of other nodes’ current decision variables (radio powers). Another advantage is that the algorithm converges even though such a knowledge is delayed, i.e., when the decision variables \( p_j^k \) of other nodes come with some delay at node \( i \) [38].

Extensions of the Interference Function framework have been proposed in [39], where optimization problems whose interference functions are not standard by Yates’ definition are investigated. Instead, they introduce Type-II standard functions, which for all \( \mathbf{p} \geq 0 \) fulfill
• **Type-II monotonicity:** If \( p \leq p' \), then \( I(p) \geq I(p') \).

• **Type-II scalability:** \( \forall \alpha > 1, I(\alpha p) > (1/\alpha)I(p) \).

These functions are shown to have the same fixed point properties as Yates’ standard functions, i.e., problem (1) with Type-II standard constraints can be solved through repeated iterations of the constraints (2).

Fast-Lipschitz optimization is a natural generalization of the Interference Function approach on how to solve distributed optimization problems over networks by using fixed point iterations similar to (2), but when the constraints are neither standard nor Type-II standard [28]. It also considers more general objective functions \( g_0(p) \) for problem (1). The framework considers a class of possibly non-convex and multi-objective problems with monotonic objective functions. These problems have unique Pareto optimal solutions, well defined by a contractive system of equations formed by the problem constraints. Therefore, Fast-Lipschitz problems are solved without having to introduce Lagrangian functions and dual variables or consensus based iterations. This makes the framework particularly well suited when highly decentralized solutions, with few coordination messages, are required. This is important in typical areas such as wireless sensor networks and in multi-agent systems.

In this paper, we substantially extend the class of problems that are currently solvable with the Fast-Lipschitz framework. In particular, we 1) introduce a new qualifying condition that unifies and extends the existing conditions of [28], 2) consider problems with more, or less, constraints than variables, which was not considered in [28], and 3) study objective functions that are not strictly monotonic, which was not considered in [28].

The remainder of this paper is organized as follows. In Section II we clarify our notation and give a brief overview of the current state of Fast-Lipschitz optimization. Section III presents a new, general qualifying condition for Fast-Lipschitz optimization. The new qualifying condition is proved (using an approach different from [28]) in III.C. In Section IV we give special cases of the general qualifying condition that have much less analytical and computational complexity, and highlight the connection of these special cases to existing qualifying conditions and related work. Furthermore, Section V relaxes some of the requirements of Fast-Lipschitz form by considering problems with more constraints than variables in Subsection V.A, and problems with less constraints than variables in V.B, while Subsection V.C refines some of the requirements on the objective function. Section VI.A features an example that illustrates some of the new results.
of this paper. In Section VI.B the new results developed in this paper are applied to a family
of optimal control problems, where the problem structure is utilized to determine the optimal
solution without computations. Finally, the paper is concluded in Section VII.

II. PRELIMINARIES

This section clarifies notation and recalls Fast-Lipschitz optimization to provide the essential
background definitions for the core contribution of this paper.

A. Notation

Vectors and matrices are denoted by bold lower and upper case letters, respectively. The
components of a vector $x$ are denoted $x_i$ or $[x]_i$. Similarly, the elements of the matrix $A$
are denoted $A_{ij}$ or $[A]_{ij}$. The transpose of a vector or matrix is denoted $\cdot^T$. $I$ and $1$
denote the identity matrix and the vector of ones. A vector or matrix where all elements are zero is denoted
by 0.

The gradient $\nabla f(x)$ is the transpose of the Jacobian matrix, i.e., $[\nabla f(x)]_{ij} = \partial f_j(x)/\partial x_i$,
whereas $\nabla_i f(x)$ denotes the $i$th row of $\nabla f(x)$. Note that $\nabla f(x)^k = (\nabla f(x))^k$, which has not to
be confused with the $k$th derivative. The spectral radius of $A$ is denoted $\rho(A)$. Vector norms are
denoted $\|\cdot\|$ and matrix norms are denoted $|||\cdot|||$. Unless specified $\|\cdot\|$ and $|||\cdot|||$ denote arbitrary
norms. $|||A|||_\infty = \max_{i} \sum_j |A_{ij}|$ is the norm induced by the $\ell_\infty$ vector norm.

All inequalities are intended element-wise, i.e., they have nothing to do with positive definite-
ness.

B. Vector optimization and Pareto optimality

In this paper we are concerned with maximization of vector valued objective functions $f_0(x) \in \mathbb{R}^m$. A vector optimization problem involves a proper cone $\mathcal{K}$ (see, e.g., [40, Section 4.7]). In
this paper we focus on the case when $\mathcal{K}$ is non-negative orthant

$$\mathcal{K} = \mathbb{R}_+^m \triangleq \{y : y_i \geq 0, \forall i = 1, \ldots, m\}.$$ 

This maximization of a vector is formally expressed as

$$\text{maximize (with respect to } \mathbb{R}_+^m) \ f_0(x).$$  

2In this paper we only consider optimization with respect to the cone $\mathbb{R}_+^m$. Therefore, for notational simplicity we simply
write $\max f_0(x)$, and the vector optimization (3) should be understood whenever $f_0(x)$ is vector valued.
The goal of the maximization (3) is to find the decision vector $x$ such that the components of $f_0(x)$ are as big as possible with respect to the cone $\mathbb{R}_m^+$. In particular, when comparing two vectors $x$ and $y$ with respect to the cone $\mathbb{R}_m^+$, we say $x \succeq_{\mathbb{R}_m^+} y$ if $x - y \in \mathbb{R}_m^+$ and $x \preceq_{\mathbb{R}_m^+} y$ if $y - x \in \mathbb{R}_m^+$. Note that this corresponds exactly to the component-wise inequalities ($y \geq x$ and $y \leq x$), and for this reason we will use $\geq$ rather than $\succeq_{\mathbb{R}_m^+}$ throughout the rest of the paper. Unlike scalars, where it must hold that either $a \geq b$, or $a < b$, two vectors might not be comparable. For example, for $x = [1, 2]^T$ and $y = [3, 1]^T$, we have $x \not\succeq y$ and $y \not\succeq x$.

Based on the discussion above, $x_1$ is preferable to $x_2$ in problem (3) if $f_0(x_1) \geq f_0(x_2)$. A feasible decision variable $\hat{x}$ is said to be Pareto optimal if there is no other feasible vector $x$ such that $f_0(x) \geq f_0(\hat{x})$. A problem can have several Pareto optimal points – in this case each Pareto optimal point is incomparable to any other Pareto optimal points, but preferable to any point that is not Pareto optimal. If a problem only has one Pareto optimal point $x^*$, then $x^*$ is the unambiguously best choice among the decision vectors.

Scalarization is a useful technique for generating Pareto optimal points. Scalarization is performed by picking a weight vector $\mu$ in the interior of $\mathbb{R}_m^+$, i.e., $\mu > 0$, and solving the scalar optimization problem

$$\max \mu^T f_0(x) = \sum_{i=1}^m \mu_i [f_0(x)]_i. \quad (4)$$

Any point $\hat{x}$ that is optimal in problem (4) is Pareto optimal in (3). Although scalarization does not necessarily generate all Pareto optimal points, one can show that if a point $x^*$ is optimal for all scalarization vectors $\mu > 0$, then $x^*$ is the unique Pareto optimal point.

C. Fast-Lipschitz optimization

We will now give a formal definition of Fast-Lipschitz problems. For a thorough discussion of Fast-Lipschitz properties we refer the reader to the above mentioned paper.

**Definition 1.** A problem is said to be on Fast-Lipschitz form if it can be written

$$\max \ f_0(x)$$

s.t. \hspace{0.5cm} $x_i \leq f_i(x) \ \forall i \in A$

$$x_i = f_i(x) \ \forall i \in B,$$

where

- $f_0 : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is a differentiable scalar ($m = 1$) or vector valued ($m \geq 2$) function,
• A and B are complementary subsets of \{1, \ldots, n\},

• \( f_i : \mathbb{R}^n \to \mathbb{R} \) are differentiable functions.

We will refer to problem (5) as our main problem. From the individual constraint functions we form the vector valued function \( f : \mathbb{R}^n \to \mathbb{R}^n \) as \( f(x) = \begin{bmatrix} f_1(x) & \cdots & f_n(x) \end{bmatrix}^T \).

**Remark 2.** The characteristic feature of Fast-Lipschitz form is a pairing such that each variable \( x_i \) is associated to one constraint \( f_i(x) \). The form \( x \leq f(x) \) is general, since any constraint on canonical form, \( g(x) \leq 0 \), can be written \( x \leq x - \gamma g(x) \) for some positive constant \( \gamma \).

**Definition 3.** For the rest of the paper, we will restrict our attention to a bounding box \( D = \{ x \in \mathbb{R}^n \mid a \leq x \leq b \} \). We assume \( D \) contains all candidates for optimality and that \( f \) maps \( D \) into \( D \), \( f : D \to D \). This box arise naturally in practice, since any real-world quantity or decision must be bounded.

**Definition 4.** A problem is said to be Fast-Lipschitz when it can be written in Fast-Lipschitz form and admits a unique Pareto optimal solution \( x^* \), defined as the unique solution to the system of equations

\[
x^* = f(x^*). \tag{6}
\]

A problem written in Fast-Lipschitz form is not necessarily Fast-Lipschitz. The following qualifying conditions guarantee that a problem in Fast-Lipschitz form is Fast-Lipschitz.

**Old Qualifying Conditions.** For all \( x \) in \( D \), \( f_0(x) \) and \( f(x) \) should be everywhere differentiable and fulfill at least one of the following cases (e.g., (0) and (i), or (0) and (ii)):
\[ \nabla f_0(x) > 0 \quad (7a) \]

AND

(i.a) \[ \nabla f(x) \geq 0 \quad (7b) \]

(i.b) \[ \| \nabla f(x) \| < 1 \quad (7c) \]

OR

(ii.a) \[ f_0(x) = c_1^T x, \quad \text{with} \quad c > 0 \quad (7d) \]

(ii.b) \[ \nabla f(x) \leq 0 \quad (\text{or more generally,} \quad \nabla f(x)^2 \geq 0) \quad (7e) \]

(ii.c) \[ \| \nabla f(x) \|_{\infty} < 1 \quad (7f) \]

OR

(iii.a) \[ f_0(x) \in \mathbb{R} \quad (7g) \]

(iii.b) \[ \| \nabla f(x) \|_{\infty} < \frac{\bar{\delta}}{\bar{\Delta} + \bar{\Delta}}, \quad \text{where} \quad \bar{\delta} \triangleq \min_i \min_{x \in \mathcal{D}} \nabla_i f_0(x), \quad \bar{\Delta} \triangleq \max_i \max_{x \in \mathcal{D}} \nabla_i f_0(x) \quad (7h) \]

**Theorem 5** ([28, Theorem 3.3]). A problem in Fast-Lipschitz form that fulfills any pair of the Old Qualifying Conditions is Fast-Lipschitz, i.e., it has a unique Pareto optimal point given by \( x^* = f(x^*) \).

Once it is known that a problem is Fast-Lipschitz, computing the solution becomes a matter of solving the system of equations (6), which in general is much easier than solving an optimization problem using Lagrangian multipliers. This is particularly evident when \( f(x) \) is contractive on \( \mathcal{D} \), a property assured by the qualifying conditions. In this case, the iterations \( x^{k+1} := f(x^k) \) converge geometrically to the optimal point \( x^* \), starting from any initial point \( x^0 \in \mathcal{D} \).

Fast-Lipschitz optimization problems need not be convex, but convex problems that fulfill the qualifying conditions can be rewritten and solved with the Fast-Lipschitz framework. For example, this is true for any problem where the constraints are standard:

**Proposition 6** ([41, Theorems 4.2]). If problem (1) is feasible, and the constraints standard, then the problem is Fast-Lipschitz.

This concludes the preliminary part of the paper. We are now ready to present the core contributions of this paper.
III. A GENERAL QUALIFYING CONDITION

This section presents a new qualifying condition, that generalizes and unifies the conditions of Section II.C. The new condition is introduced in Subsection III.A, together Theorem 7, which formally states the role of the condition. Subsection III.B shows that problems fulfilling the general qualifying condition of Subsection III.A have contractive constraints. These results enable finding the optimal point through fixed point iterations, and they also function as a preliminary result to the proof of Theorem 7 in Subsection III.C.

From this point and onwards we will do small change of terminology. We will call each set of related conditions a “Qualifying Condition”, rather than a “case” of the qualifying conditions. We will still use the notion of “case” when referring to the Old Qualifying Conditions (7). For example, “case (i)” will refer to the groups (7a)-(7c) of the old qualifying conditions, while “case (ii)” refers to (7a) and (7d)-(7f).

A. New Qualifying Conditions

Consider once again the optimization problem (5) on Fast-Lipschitz form, surrounded by the bounding box $D$. Just as in Section II.C, the qualifying conditions presented in this section are used to ensure that a problem in Fast-Lipschitz form also is Fast-Lipschitz. In the upcoming qualifying conditions, we will use the ratio

$$q(x) \triangleq \min_j \frac{\min_i \lvert \nabla f_0(x) \rvert_{ij}}{\max_i \lvert \nabla f_0(x) \rvert_{ij}}.$$  

(8)

The value of $q(x)$ is the smallest ratio of any two elements from the same column of $\nabla f_0(x)$. When $\nabla f_0(x) \geq 0$, $q(x)$ is always non-negative. Furthermore, $q(x) \leq 1$ by construction, with equality if and only if all rows of $\nabla f_0(x)$ are identical. In fact, $q(x)$ can be seen as a penalty for when the objective function gradient points in a different direction than the vector $1$.

We are now ready to state the new qualifying conditions. We will begin with the most general form of the qualifying conditions. Special cases of this condition will be discussed in Section IV.
In the condition above, we allow the parameter $k$ to be any positive integer, or infinity. Each value of $k$ corresponds to a different case in the proof of Theorem 7 below. In the extremes $k = \infty$ and $k = 1$, there is no need to fulfill conditions (GQC.c) and (GQC.d) respectively. Both these cases will be discussed further in Section IV.

We now give Theorem 7, which plays a role analogous to that of Theorem 5 in Section II.C.

**Theorem 7.** Assume problem (5) is feasible, and that GQC holds for every $x \in \mathcal{D}$. Then, the problem is Fast-Lipschitz, i.e., the unique Pareto optimal solution is given by $x^* = f(x^*)$.

**Proof:** The theorem is proved in Section III.C. \qed 

**Remark 8.** It should be emphasized that all qualifying conditions of this paper are only sufficient, i.e., a problem that does not fulfill the qualifying conditions can still be Fast-Lipschitz. For example, by considering certain transformations of the constraint functions, it is possible to relax condition the condition (GQC.d) that contains the norm $\|\cdot\|_\infty$. One can also relax certain requirements on the Fast-Lipschitz form of problem (5), (e.g. by considering problems with more variables than constraints or problem where the objective function only depends on a subset of the variables (see Section V).

**B. Contraction properties of Fast-Lipschitz problems**

In this subsection we briefly discuss the contractiveness of $f(x)$. This is important since it allows a Fast-Lipschitz optimization problem to be solved through fixed point methods. These results will also be used in the proof of Theorem 7 in the next subsection.

Once optimization problem (5) is shown to be Fast-Lipschitz, solving it becomes a matter of finding the point $x^* = f(x^*)$. In a centralized setting, one can use any suitable method for solving such a system of equations, e.g., Newton like methods. However, if $f(x)$ is contractive, the simplest way to solve $x^* = f(x^*)$ is to repeatedly evaluate $f(x)$. This method works both in a centralized and a distributed setting. Compared to other distributed methods, it has the benefit of being totally decentralized, i.e., there is no master problem or coordinating node. Furthermore, the iterations converge even when some of the nodes, due to dropped or delayed packets, only have
access to outdated information of the neighbors’ decisions, see [28, Proposition 3.6] or [38] for details. We show below that if the general qualifying condition GQC holds, then \( f(x) \) is contractive.

**Proposition 9** (Sec. 3.1 in [38]). Let \( f \) be a mapping from a closed subset of \( \mathbb{R}^n \) into itself, \( f : \mathcal{X} \to \mathcal{X} \). If there is a norm \( \| \cdot \| \) and a scalar \( \alpha < 1 \) such that \( \| f(x) - f(y) \| \leq \alpha \| x - y \| \) for all \( x, y \in \mathcal{X} \), then \( f(x) \) is a contraction mapping. As a result:

- \( x^\ast = f(x^\ast) \) is the unique fixed point of \( f \) in \( \mathcal{X} \).
- For every initial point \( x^0 \in \mathcal{X} \), the sequence \( x^{k+1} := f(x^k) \) converges linearly to \( x^\ast \).

Since we know \( f : D \to D \), \( f \) is a contraction mapping if we can find a vector norm such that \( \| f(x) - f(y) \| \leq \alpha \| x - y \| \) for all \( x, y \in D \).

**Lemma 10.** If the general qualifying condition GQC holds, \( f(x) \) is contractive.

**Proof:** Parameterize the line between \( x, y \in D \) by \( u(t) = tx + (1-t)y, \ 0 \leq t \leq 1 \), and let \( g(t) = f(u(t)) \). Then, \( \frac{dg(t)}{dt} = \nabla f(u(t))^T (x - y) \), wherefore

\[
\| f(x) - f(y) \| = \| g(1) - g(0) \| = \int_0^1 \frac{dg(t)}{dt} \, dt = \int_0^1 \nabla f(u(t))^T \, dt \, (x - y) \triangleq A(x - y),
\]

where each element in \( A \) is the integral of the corresponding element in \( \nabla f(u(t)) \). Let \( \| \cdot \|_a \) be the matrix norm that satisfies condition (GQC.b), and define \( \| \cdot \|_b \) such that \( \| A \|_b \triangleq \| A^T \|_a \). It is straightforward to show that \( \| \cdot \|_b \) inherits the matrix norm properties of \( \| \cdot \|_a \).³ We can now bound

\[
\| A \|_b = \left\| \int_0^1 \nabla f(u(t))^T \, dt \right\|_b \leq \int_0^1 \| \nabla f(u(t)) \|_b \, dt \leq \int_0^1 \max_{z \in D} \| \nabla f(z) \|_b \, dt \leq \max_{z \in D} \| \nabla f(z) \|_a \triangleq \alpha.
\]

The first inequality above is the triangle inequality. The second inequality holds since \( D \) is convex whereby \( u(t) \in D \) for all \( t \). The maximum exists since \( D \) is compact, and \( \alpha < 1 \) by (GQC.b).

From [42, Theorem 5.6.26], we know that there exists an *induced* matrix norm \( \| \cdot \|_V \) such that \( \| M \|_V \leq \| M \|_a \) for every matrix \( M \in \mathbb{R}^{n \times n} \). Let \( \| \cdot \|_v \) be the vector norm that induces \( \| \cdot \|_V \). By the properties of induced matrix norms we get

\[
\| f(x) - f(y) \|_v = \| A(x - y) \|_v \leq \| A \|_V \| (x - y) \|_v \leq \| A \|_a \| (x - y) \|_v \leq \alpha \| (x - y) \|_v
\]

as desired. Since \( f(x) : D \to D \), \( f(x) \) is a contraction mapping. This concludes the proof. \( \square \)

We are now ready for the main proof of the paper.

**C. Proof of Theorem 7**

In this section we prove Theorem 7, which is one of the main contributions of this paper. The proof will be given as a series of lemmas as outlined in the following.

³See the appendix for a short proof.
Proof of Theorem 7: Consider optimization problem (5). When the general qualifying condition GQC holds for all \( x \in D \), then the following steps ensure that \( x^* = f(x^*) \) is the unique optimal solution.

1) First, we restrict ourselves to optimization problems on Fast-Lipschitz form with only inequality constraints, without loss of generality by Lemma 11 below.

2) The inequality-only constrained optimization problem allows us to show that all feasible points of the optimization problem are regular [43], wherefore any optimal point \( \hat{x} \) must fulfill the KKT-conditions, see Lemma 13 below.

3) Any point that fulfills the KKT-conditions must be a fixed point of \( f(x) \), see Lemma 15.

4) Finally, we show that there exists a unique fixed point \( x^* = f(x^*) \) by Proposition 9 and Lemma 10. Therefore, \( x^* \) is the only point fulfilling the KKT-conditions and \( x^* \) must be the optimum.

Lemma 11. If the inequality-only constrained optimization problem

\[
\begin{align*}
\max f_0(x) \\
\text{s.t. } x_i \leq f_i(x) & \quad \forall i \in \{1, \ldots, n\}
\end{align*}
\]  

(9)

is Fast-Lipschitz, then so is any problem

\[
\begin{align*}
\max f_0(x) \\
\text{s.t. } x_i \leq f_i(x) & \quad \forall i \in \mathbb{A} \quad \mathbb{A} \cup \mathbb{B} = \{1, \ldots, n\} \\
x_i = f_i(x) & \quad \forall i \in \mathbb{B}, \quad \mathbb{A} \cap \mathbb{B} = \emptyset
\end{align*}
\]  

(10)

obtained by switching any number of the inequalities for equalities.

Proof: Let \( \mathcal{F}_9 \) and \( \mathcal{F}_{10} \) be the feasible regions of problem (9) and problem (10) respectively. The point \( x^* = f(x^*) \) is feasible in both problems and by definition uniquely optimal for problem (9) since it is Fast-Lipschitz. Suppose, contrary to the lemma, that problem (10) is not Fast-Lipschitz. Then there exists some feasible point \( \hat{x} \in \mathcal{F}_{10} \subset \mathcal{F}_9 \) such that \( f_0(\hat{x}) \geq f_0(x^*) \) which contradicts the unique optimality of \( x^* \) in problem (9).

With Lemma 11 in mind, we develop the rest of the proof of Theorem 7 by focusing on the inequality-only constrained problem (9) instead of main problem (5). The inequality-only problem on canonical form is

\[
\begin{align*}
\min -f_0(x) \\
\text{s.t. } g_i(x) = x_i - f_i(x) \leq 0 & \quad \forall i.
\end{align*}
\]  

(11)

Definition 12. In problem (11), a point \( x \) is regular if the gradients of all active constraints at \( x \) form a linearly independent set (see [43]).
Lemma 13. If problem (9) fulfills the general qualifying condition GQC, then every point \( x \in D \) in problem (11) is regular.

Proof: The gradients of the individual constraints \( g_i(x) \) are the columns of \( \nabla g(x) = I - \nabla f(x) \). Since condition (GQC.b) implies \( \rho(\nabla f(x)) \leq \|\nabla f(x)\| < 1 \), the eigenvalues of \( \nabla g(x) \) lie in a ball of radius \( \rho(\nabla f(x)) < 1 \), centered at 1. Hence, no eigenvalue of \( \nabla g(x) \) is zero and \( \nabla g(x) \) is invertible, wherefore the constraint gradients \( \nabla g_i(x) \) (the columns of \( \nabla g(x) \)) form a linearly independent set.

We now scalarize problem (11), by considering

\[
\min -\mu^T f_0(x) \\
\text{s.t. } g_i(x) = x_i - f_i(x) \leq 0 \quad \forall i.
\]

for a positive vector \( \mu \in \mathbb{R}^m \) (see Subsection II.B). Since an arbitrary scaling of \( \mu \) does not change the solution of the problem, we restrict ourselves to \( \mu \) fulfilling \( \sum_k \mu_k = 1 \).

Introduce dual variables \( \lambda \in \mathbb{R}^n \), and form the Lagrangian function \( L(x, \lambda) = -\mu^T f_0(x) + \lambda^T (x - f(x)) \). Since every \( x \in D \) in problem (12) is regular (Lemma 13), any pair \( (\hat{x}, \hat{\lambda}) \) of locally optimal variables must satisfy the KKT-conditions (see e.g., [38, 3.1.1]). In particular, \( \hat{x} \) must be a minimizer of \( L(x, \hat{\lambda}) \), which requires

\[
\nabla_x L(\hat{x}, \hat{\lambda}) = -\nabla f_0(\hat{x}) \mu + \hat{\lambda} - \nabla f(\hat{x}) \hat{\lambda} = 0,
\]

and complementarity must hold, i.e.,

\[
\hat{\lambda}_i(\hat{x}_i - f_i(\hat{x})) = 0 \quad \forall i.
\]

We will soon show that GQC implies \( \hat{\lambda} > 0 \). To this end, the following remark is useful.

Remark 14. Let \( \lambda = A\mu \). If \( c > 0 \) and \( A \geq 0 \) with non-zero rows, then \( \lambda > 0 \).

The statement above is trivial, but we give it as Remark 14 since we will refer to it several times throughout the paper. Note that \( A \geq 0 \) and \( c > 0 \) is not sufficient for \( A\mu > 0 \), this is the reason that condition (GQC.a) requires non-zero rows.

The following lemma is the main part of the proof of Theorem 7, and establishes that the optimal dual variable is strictly positive.

Lemma 15. Whenever GQC holds, any pair \( (\hat{x}, \hat{\lambda}) \) with \( \hat{x} \in D \) satisfying equation (13) must have \( \hat{\lambda} > 0 \).

Proof: For notational convenience, let us fix one \( x \in D \), which we denote \( \hat{x} \), and introduce

\[
A \triangleq \nabla f(\hat{x}) \in \mathbb{R}^{n \times n} \quad \text{and} \quad c \triangleq \nabla f_0(\hat{x}) \mu \in \mathbb{R}^n.
\]

Note that condition (GQC.a) and Remark 14 give \( c > 0 \) for every \( \mu > 0 \).

With the new notation, equation (13) can be written as

\[
-c + \hat{\lambda} - A\hat{\lambda} = 0, \quad \text{or} \quad \hat{\lambda} = (I - A)^{-1}c
\]
The fraction in (20) can therefore be bounded by
\[
\hat{\lambda} = (I + A + A^2 + \ldots) c
\]
(17a)
\[
= (I + A^k + A^{2k} + \ldots)(I + A + \ldots + A^{k-1}) c
\]
(17b)
The first step is showing that the “left matrix” above is non-negative with non-zero rows. If \( k \to \infty \), the “right vector” becomes identical to the right hand side of (17a). The “left matrix” must therefore equals identity\(^4\), which is non-negative with non-zero rows. For all other \( k < \infty \), the “left matrix” is ensured non-negative by condition (GQC.c) (with non-zero rows guaranteed by the first term \( A^0 = I \)).

When the “left matrix” is non-negative with non-zero rows, a sufficient condition for \( \hat{\lambda} > 0 \) is that the right vector is positive (Remark 14), i.e.,
\[
(I + A + \ldots + A^{k-1}) c > 0 \iff -Bc < c.
\]
(18)
When \( k = 1 \), then \( B = 0 \) and (18) holds trivially, since \( c > 0 \). For \( k > 1 \), let \( c_{\min} \) and \( c_{\max} \) be the minimum and maximum elements of \( c \) and consider row \( i \) of inequality (18). We can now bound the right side by \( c_{\min} \leq c_i \) and the left side by
\[
[-Bc]_i = \left| \sum_{j=1}^n B_{ij} c_j \right| \leq \sum_{j=1}^n |B_{ij}| c_j \leq \max_i \sum_{j=1}^n |B_{ij}| c_{\max} = \|B\|_\infty c_{\max}.
\]
(19)
Therefore, equation (18) holds if \( \|B\|_\infty c_{\max} < c_{\min} \), or
\[
\|B\|_\infty < \frac{c_{\min}}{c_{\max}}.
\]
(20)
Let \( \nabla_i f_0(\hat{x}) \) be the \( i \)th row of \( \nabla f_0(\hat{x}) \) and define
\[
a(\mu) = \arg\min_{\nabla_i f_0(\hat{x})} \nabla_i f_0(\hat{x}) \mu, \quad {\text{and}} \quad b(\mu) = \arg\max_{\nabla_i f_0(\hat{x})} \nabla_i f_0(\hat{x}) \mu.
\]
Let \( d_k(\mu) = a_k(\mu)/b_k(\mu) \) and express the components of \( a \) as \( a_k(\mu) = d_k(\mu) b_k(\mu) \). Since \( c = \nabla f_0(\hat{x}) \mu \), we have
\[
c_{\min} = a(\mu) \nabla f_0(\hat{x}) = \sum_k a_k(\mu) \mu_k = \sum_k d_k(\mu) b_k(\mu) \mu_k
\]
and
\[
c_{\max} = b(\mu) \nabla f_0(\hat{x}) = \sum_k b_k(\mu) \mu_k.
\]
The fraction in (20) can therefore be bounded by
\[
\frac{c_{\min}}{c_{\max}} = \frac{\sum_k a_k(\mu) \cdot \mu_k}{\sum_k b_k(\mu) \cdot \mu_k} = \frac{\sum_k d_k(\mu) \cdot b_k(\mu) \cdot \mu_k}{\sum_k b_k(\mu) \cdot \mu_k} \geq \frac{\sum_k d_{\min}(\mu) \cdot b_k(\mu) \cdot \mu_k}{\sum_k b_k(\mu) \cdot \mu_k} = d_{\min}(\mu),
\]
(21)
\(^4\)A different way to see this is by noting that \( \lim_{k \to \infty} A^k = 0 \) since \( \rho(|A|)1 \) by condition (GQC.b). The “left matrix” therefore evaluates to \( \sum_{l=1}^\infty 0' \), where only the term \( 0' = I \) gives a contribution.
where

\[ d_{\min}(\mu) = \min_k d_k(\mu) = \min_k \frac{a_k(\mu)}{b_k(\mu)} \geq \min_k \frac{\min_i |\nabla f_i(\hat{x})|}{\max_i |\nabla f_i(\hat{x})|} = q(\hat{x}) \]  

(22)

with \( q(x) \) defined in (8). By the definition of \( B \) and condition (GQC.d) we get

\[ \|B\|_\infty = \left\| \sum_{i=1}^{k-1} \nabla f_i(\hat{x}) \right\|_\infty < q(\hat{x}), \]

which together with inequalities (20)-(22) ensures

\[ \|B\|_\infty = \left\| \sum_{i=1}^{k-1} \nabla f_i(\hat{x}) \right\|_\infty < q(\hat{x}) \leq d_{\min} \leq \frac{c_{\min}}{c_{\max}}, \]

wherefore \( \hat{\lambda} > 0 \) by inequalities (18)-(20) and Remark 14.

We now know that every pair \((\hat{x}, \hat{\lambda})\) satisfying the KKT conditions must have \( \hat{\lambda} > 0 \), provided that GQC holds. Furthermore, strict complementarity (equation (14)) must hold. Since \( \hat{\lambda}_i > 0 \), we have \( \hat{\lambda}_i(\hat{x}_i - f_i(\hat{x})) = 0 \) only if \( \hat{x}_i - f_i(\hat{x}) = 0 \), i.e., \( \hat{x} = f(\hat{x}) \). In other words, any candidate for primal optimality must be a fixed point of \( f(x) \).

It remains to show that there always exists a fixed point, and that this fixed point is unique. But this is already done, since GQC and Lemma 10 ensure \( f(x) \) is contractive, and the result follow from Proposition 9.

By now, we have shown that the unique point \( x^* = f(x^*) \) is the only possible optimum of problem (12). Since this is true for any scalarization vector \( \mu > 0 \), \( x^* \) is the unique Pareto optimal point of problem (9). Finally, Lemma 11 extends this to the originally considered problem (5). By this, we have taken all the steps to prove Theorem 7.

In the next section we revisit the GQC, through a number of special cases.

IV. SPECIAL CASES OF GQC

In this section, we discuss the general qualifying condition (GQC) in more detail. Moreover, we present several new qualifying conditions, each of which implies GQC.

GQC has the benefit of giving a unified view of the qualifying conditions. This is convenient for proving properties of Fast-Lipschitz problems, and also for giving an overall understanding for what the qualifying conditions ensure. However, GQC may not always be suitable when determining whether or not a given problem (or class of problems) is Fast-Lipschitz. This is because the generality of GQC comes at the price of analytical and computational complexity and cumbersome notation. For example, conditions (GQC.c) and (GQC.d) become increasingly tedious to verify as the integer \( k \) grows. However, as we will see, the special cases can yield clean and easily verifiable conditions, which are much easier to use in practice than GQC.

Furthermore, the specialized cases provide easy comparison to the old qualifying conditions, and other related work such as the standard and type-II standard function of [36] and [39]. We start with the simplest case \( Q_1 \), given below.
Qualifying Condition 1

| Condition | Description |
|-----------|-------------|
| (Q₁.a)    | $\nabla f_0(x) \geq 0$ with non-zero rows |
| (Q₁.b)    | $\|\nabla f(x)\| < 1$ |
| (Q₁.c)    | $\nabla f(x) \geq 0$ |

Qualifying condition $Q_1$ is the special case of GQC when $k = 1$. It is the simplest case of Fast-Lipschitz optimization, and only requires a monotonic objective function $f_0(x)$ and a monotonic, contractive constraint function $f(x)$. $Q_1$ is highly related to standard interference functions [36]. In fact, any problem (5) with monotonic objective function and standard constraints is Fast-Lipschitz [41, Theorem 4.2], [44]. The difference between $Q_1$ and case (i) of the Old Qualifying Conditions (7) lies in condition (Q₁.a), where we now allow $\nabla f_0(x) \geq 0$ as long as no row consists only of zeros.

Qualifying Condition 2 is a simplified version of GQC with $k = 2$.

| Condition | Description |
|-----------|-------------|
| (Q₂.a)    | $\nabla f_0(x) > 0$ |
| (Q₂.b)    | $\nabla f(x)^2 \geq 0$, (e.g., $\nabla f(x) \leq 0$) |
| (Q₂.c)    | $\|\nabla f(x)\|_\infty < q(x) \leq 1$, $q(x) = \min_j \frac{\min_i |\nabla f_0(x)|_{ij}}{\max_i |\nabla f_0(x)|_{ij}}$ |

**Proposition 16.** Qualifying condition $Q_2$ implies GQC

*Proof:* Condition (GQC.a) is implied by (Q₂.a). Note that if any element of $\nabla f_0(x)$ is zero, then $q(x) = 0$ and condition (Q₂.c) cannot be fulfilled. We can therefore, without loss of generality, use a strict inequality in (Q₂.a). Condition (GQC.b) is fulfilled since $\|\nabla f(x)\|_\infty < q(x)$ by condition (Q₂.c), and $q(x) \leq 1$. Finally, conditions (GQC.c) and (GQC.d) are (for $k = 2$) given exactly by (Q₂.b) and (Q₂.c), respectively. \qed

Condition (Q₂.b) requires that the square of the gradient is non-negative, but is particularly easy to verify when $\nabla f(x) \leq 0$. Note that also $\nabla f(x) \geq 0$ fulfills (Q₂.b), i.e., (Q₂.b) is more general than (Q₁.c). However, this generalization comes at a cost since (Q₂.c) is more restrictive than (Q₁.b) in the sense that it requires the specific norm $\|\cdot\|_\infty$ and that $q(x)$ in general is less than one.

The formulation where $\nabla f(x) \leq 0$ corresponds to a non-increasing objective function, and the norm $\|\nabla f(x)\|_\infty$ is small enough, $Q_2$ is closely related to type-II standard functions [44].

Qualifying Condition 3

| Condition | Description |
|-----------|-------------|
| (Q₃.a)    | $\nabla f_0(x) > 0$ |
| (Q₃.b)    | $\|\nabla f(x)\|_\infty \leq \frac{q(x)}{1 + q(x)}$ |

Qualifying condition $Q_3$ can be seen as the special case of GQC when $k = \infty$, as we see in Proposition 17. In
contrast to the other qualifying conditions, \( Q_3 \) does not require non-negativity of \( \nabla f(x) \) (or \( (\nabla f(x))^k \)). It is only required that \( f_0 \) is monotonic and the infinity norm of \( \nabla f(x) \) is small enough. However, \( (Q_3,b) \) is significantly stricter than \( (Q_2,c) \) because \( 0 \leq q(x) \leq 1 \) implies \( \|\nabla f(x)\|_\infty < q(x)/(1 + q(x)) \leq 1/2 \) in \( (Q_3,b) \).

**Proposition 17.** Qualifying condition \( Q_3 \) implies GQC.

Proof: Condition \( (Q_3,a) \) implies \( \text{GQC.a} \) and condition \( (Q_3,b) \) implies \( \|\nabla f(x)\|_\infty < 1/2 \), whereby condition \( \text{GQC.b} \) is fulfilled. Condition \( \text{GQC.c} \) is irrelevant when \( k = \infty \). Finally, condition \( \text{GQC.d} \) is implied by \( (Q_3,b) \) because

\[
\|\nabla f(x)\|_\infty < \frac{q(x)}{1 + q(x)} \implies \frac{\|\nabla f(x)\|_\infty}{1 - \|\nabla f(x)\|_\infty} < q(x),
\]

where the implication above follows from that

\[
\|\sum_{l=1}^{\infty} \nabla f(x)^l\|_\infty \leq \sum_{l=1}^{\infty} \|\nabla f(x)^l\|_\infty \leq \sum_{l=1}^{\infty} \|\nabla f(x)\|_\infty^l = \frac{\|\nabla f(x)\|_\infty}{1 - \|\nabla f(x)\|_\infty} < q(x).
\]

The first two inequalities follow from sub-additive and sub-multiplicative properties of matrix norms. The equality follows from the geometric series because \( \|\nabla f(x)\|_\infty < 1 \), and the last inequality is expression (23). This concludes the proof.

The qualifying conditions can be further simplified by introducing \( \delta(x) \triangleq \min_{i,j} |\nabla f_0(x)|_{ij} \) and \( \Delta(x) \triangleq \max_{i,j} |\nabla f_0(x)|_{ij} \). These are the smallest and largest elements of \( \nabla f_0(x) \), regardless of column. The difference compared to \( \bar{\delta} \) and \( \bar{\Delta} \) in (7h) is that we now evaluate \( \delta \) and \( \Delta \) for each \( x \), instead of taking the extremes over all \( x \). We can now bound

\[
q(x) = \min_j \frac{\min_i |\nabla f_0|_{ij}}{\max_i |\nabla f_0|_{ij}} \geq \frac{\min_{i,j} |\nabla f_0|_{ij}}{\max_{i,j} |\nabla f_0|_{ij}} = \frac{\delta(x)}{\Delta(x)}. \tag{24}
\]

Since both \( q(x) \) and \( q(x)/(1 + q(x)) \) are increasing in \( q \) (recall \( q(x) \geq 0 \)), we can lower bound \( q(x) \) by \( \delta(x)/\Delta(x) \) in any one of the qualifying conditions above. This gives the remaining qualifying conditions of this section. They are all special cases of previous conditions --- easier to verify and analyze, at the expense of being more conservative.

Qualifying conditions \( Q_4 \) and \( Q_5 \) are obtained when inserting inequality (24) in \( (Q_2,c) \) and \( (Q_3,b) \) respectively. They imply \( Q_2 \) and \( Q_3 \) which in turn imply GQC by construction. Note that qualifying conditions \( Q_4 \) and \( Q_5 \) have previously appeared as [1, case (ii)-(iii)].

We will now end this section with the observation that the old qualifying conditions are a special case of GQC.

**Proposition 18.** The Old Qualifying Conditions (7) imply GQC.

Proof: We will show how each case of the old qualifying conditions imply one of the qualifying conditions 1-5 above, which in turn implies GQC.

**case (i) \( \Rightarrow Q_1 \):** Condition \( (Q_1,a) \) is implied by (7a), \( (Q_1,b) \) and \( (Q_1,c) \) are the same as (7b) and (7c).

\(^{5}\text{This is discussed in the proof of Theorem 7, after equation (17).}\)
Qualifying Condition 4

| Q₄ | (Q₄,a) $\nabla f₀(x) > 0$ |
|----|--------------------------|
|    | (Q₄,b) $\nabla f(x)^2 \geq 0$, (e.g., $\nabla f(x) \leq 0$) |
|    | (Q₄,c) $\|\nabla f(x)\|_\infty < \frac{\delta(x)}{\Delta(x)}$ |

Qualifying Condition 5

| Q₅ | (Q₅,a) $\nabla f₀(x) > 0$ |
|----|--------------------------|
|    | (Q₅,b) $\|\nabla f(x)\|_\infty < \frac{\delta(x)}{\delta(x) + \Delta(x)}$ |

**case (ii) $\Rightarrow$ Q₄**: Conditions (Q₄,a) and (Q₄,b) are the same as (7a) and (7e). Condition (7d) implies $\nabla f₀(x) = c₁$, whereby $\delta(x) = \Delta(x) = c$. Condition (Q₄,c) therefore requires that $\|\nabla f(x)\|_\infty < 1$, which is ensured by (7f).

**case (iii) $\Rightarrow$ Q₅**: Condition (7g) requires $f₀(x)$ to be scalar valued, whereby $\nabla f₀(x)$ only has one column. The deltas of condition (7h) can therefore be written as $\bar{\delta} \triangleq \min_{x \in \mathcal{D}} \delta(x) \leq \delta(x)$ and $\bar{\Delta} \triangleq \max_{x \in \mathcal{D}} \Delta(x) \geq \Delta(x)$. This gives

$$\frac{\delta_{\text{min}}}{\Delta_{\text{max}}} \leq \frac{\delta(x)}{\Delta(x)},$$

wholly

$$\|\nabla f(x)\|_\infty < \frac{\bar{\delta}}{\delta + \Delta} = \frac{\bar{\delta}/\bar{\Delta}}{1 + \delta/\Delta} \leq \frac{\delta(x)/\Delta(x)}{1 + \delta(x)/\Delta(x)} = \frac{\delta(x)}{\delta(x) + \Delta(x)}$$

and (Q₅,b) is ensured. The first inequality is condition (7h), the second inequality follows from (25) because $h(a) = a/(1 + a)$ is an increasing function of $a$.

We have now showed how each case of the Old Qualifying Conditions implies GQC, through the implication chain

$$\iff Q₁ \iff (i)$$

$$GQC \iff Q₂ \iff Q₄ \iff (ii)$$

$$\iff Q₃ \iff Q₅ \iff (iii).$$

This concludes the proof.

The next section will loosen some of the assumptions of the optimization problem structure, i.e., investigate problems not entirely in Fast-Lipschitz form.

**V. RELAXATIONS OF THE FAST-LIPSCHITZ FORM**

This section considers relaxations of the Fast-Lipschitz form that, e.g., require the same number of constraints as variables. Subsection V.A shows a technique for handling more constraints than variables, and Subsection V.B
shows a situation with fewer constraints than variables. Finally, Subsection V.C discusses the case when the objective function does not depend on all variables.

A. Additional constraints

In this section we complement the Fast-Lipschitz form (5) with an additional set \( \mathcal{X} \). Hence, we consider the following problem:

\[
\begin{align*}
\max & \quad f_0(x) \\
\text{s.t.} & \quad x_i \leq f_i(x) \quad \forall i \in \mathcal{A} \\
& \quad x_i = f_i(x) \quad \forall i \in \mathcal{B} \\
& \quad x \in \mathcal{X}.
\end{align*}
\]

(26)

**Corollary 19.** If GQC holds, and \( \mathcal{X} \) contains a point \( x^* = f(x^*) \), then problem (26) is Fast-Lipschitz.

**Proof:** Relax the problem by removing the new constraint \( x \in \mathcal{X} \). The relaxed problem is our main problem (5), whereby the qualifying conditions and Theorem 7 ensure \( x^* = f(x^*) \) is the unique optimum. Since \( x^* \in \mathcal{X} \), this is also the unique optimum of problem (26).

In theory, we can handle any set \( \mathcal{X} \) provided we can show \( x^* \in \mathcal{X} \). For example, \( \mathcal{X} \) does not need to be bounded, convex, or even connected (i.e., \( \mathcal{X} \) can consist of mutually disconnected subsets). In practice however, the most common form of \( \mathcal{X} \) is a box constraint, for example a requirement of non-negativity, \( \mathcal{X} = \{ x : 0 \leq x \} \). In these cases, \( \mathcal{X} \) becomes the natural choice for the imagined bounding box \( D \).

B. Fewer constraints than variables – Constant bounding constraints

The Fast-Lipschitz form in problem (5) requires one (and only one) constraint \( f_i \) for each variable \( x_i \). In this section we will look at the case when the number of constraints \( (f_i) \) are fewer than the number of variables. We will assume that the individual variables are upper and lower bounded, which is always the case for problems of engineering interest, such as wireless networks. This means we get an extra constraint set \( \mathcal{X} \) as discussed in Section V.A. We investigate the case when all constraints are inequalities. It follows from Lemma 11 that the following results are true also for problems with equality constraints.

Consider a partitioned variable \( x = [y^T \ z^T]^T \in \mathcal{X} \subset \mathbb{R}^n \) and the problem

\[
\begin{align*}
\max & \quad f_0(x) \\
\text{s.t.} & \quad y \leq f_y(x) \quad \text{with} \quad \mathcal{X} = \left\{ x : \begin{array}{l}
\mathcal{X}_y = \{ y : a_y \leq y \leq b_y \} \\
\mathcal{X}_z = \{ z : a_z \leq z \leq b_z \}
\end{array} \right\}, \\
x \in \mathcal{X},
\end{align*}
\]

(27)

In the formulation above, there are no constraints \( f_i \) for the variables \( z_i \). However, by enforcing \( z \in \mathcal{X}_z \) twice we get the equivalent problem

\[
\begin{align*}
\max & \quad f_0(x) \\
\text{s.t.} & \quad y \leq f_y(x) \\
& \quad z \leq f_z(x) = b_z \\
& \quad x \in \mathcal{X}.
\end{align*}
\]

(28)
This problem has the right form (26) and is Fast-Lipschitz if
\[ \nabla f = \begin{bmatrix} \nabla_y f_x(x) & \nabla_y f_z(x) \\ \nabla_x f_y(x) & \nabla_x f_z(x) \end{bmatrix} \quad \text{and} \quad \nabla f_0 = \begin{bmatrix} \nabla_y f_0(x) \\ \nabla_x f_0(x) \end{bmatrix} \]
fulfills GQC. Since \( f_z(x) = b_x \) is constant, \( \nabla f(x) \) simplifies to
\[ \nabla f = \begin{bmatrix} \nabla_y f_y(x) & 0 \\ \nabla_x f_y(x) & 0 \end{bmatrix} . \]
the qualifying conditions. Moreover, they add nothing to either of \( || \cdot ||_1 \) or \( || \cdot ||_\infty \) and does therefore not have an impact on the qualifying conditions. The special structure of \( \nabla f_0(x) \) can be exploited to construct less restrictive qualifying conditions.

First, consider problem (27) with a fixed \( z \in X_z \). The problem can be written
\[ \max \quad f_0|z(y) \]
\[ \text{s.t.} \quad y \leq f_y|z(y) \]
\[ y \in X_y . \]
We will refer to problem (29) as the subproblem \((f_0|z, f_y|z)\).

**Proposition 20.** Consider problem (28). Suppose that (a) the subproblem \((f_0|z, f_y|z)\) fulfills GQC for all \( z \in X_z \), and it holds for all \( x \in X \), that either
(b.i) \( \nabla_x f_0(x) \geq 0 \), and \( \nabla_x f_y(x) \geq 0 \) with non-zero rows, or
(b.ii) \( \nabla_x f_0(x) \geq 0 \) with non-zero rows, and \( \nabla_x f_y(x) \geq 0 \), or
(b.iii) \( \frac{\| \nabla_x f_y(x) \|_\infty}{1 - \| \nabla_y f_y(x) \|_\infty} < \delta_x(x) \), where \( \delta_x(x) = \min_{ij} [\nabla_x f_0(x)]_{ij} \) and \( \Delta_y(x) = \max_{ij} [\nabla_y f_0(x)]_{ij} \).

Then, problem (27) is Fast-Lipschitz.

**Proof:** We refer to the arguments of Section III.C where we modify Lemma 15 as follows.

The particular form and partitioning remains in the definitions (15), giving
\[ A = \begin{bmatrix} \nabla_y f_y(\hat{x}) & 0 \\ \nabla_x f_y(\hat{x}) & 0 \end{bmatrix} = \begin{bmatrix} A_{11} & 0 \\ A_{21} & 0 \end{bmatrix} \quad \text{and} \quad c = \begin{bmatrix} \nabla_y f_0(\hat{x}) \\ \nabla_x f_0(\hat{x}) \end{bmatrix} \mu = \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} . \]
Consider again equation (16) and denote \( E \triangleq (I - A)^{-1} \), i.e., \( \lambda = Ec \). As in the proof of Lemma 15, \( E \) is well defined if \( \rho(A) < 1 \). This is the case, since the eigenvalues of a block triangular matrix are the union of the eigenvalues of the diagonal blocks, wherefore \( \rho(A) = \rho(A_{11}) < 1 \) by assumption (a).

As in the proof of Lemma 15, we must show \( \lambda \geq 0 \). This time we will make use of the block structure of \( A \) and \( c \). From the block matrix inverse formula we get
\[ \lambda = (I - A)^{-1}c = \begin{bmatrix} E_{11} & E_{12} \\ E_{21} & E_{22} \end{bmatrix} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} , \]
\[ \text{Formulas for the inverse of a block matrix, as well as the products of two block matrices can be found in [45].} \]
where $E_{11} = (I - A_{11})^{-1}$, $E_{12} = 0$, $E_{21} = A_{21}E_{11}$ and $E_{22} = I$, i.e.,

$$
\begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix} =
\begin{bmatrix}
E_{11}c_1 \\
E_{21}c_1 + c_2
\end{bmatrix} =
\begin{bmatrix}
E_{11}c_1 \\
A_{21}E_{11}c_1 + c_2
\end{bmatrix}.
\end{align*}
$$

Note that $\lambda_1 = E_{11}c_1 = (I - A_{11})^{-1}c_1$, so $\lambda_1 > 0$ since the subproblem $(f_0|z, f_y|z)$ fulfills Lemma 15 by assumption (a). The second block component is

$$
\lambda_2 = A_{21}E_{11}c_1 + c_2 = A_{21}\lambda_1 + c_2. \quad (31)
$$

Given that $\lambda_1 > 0$, we need to show $\lambda_2 > 0$ if either of assumptions (b.i)-(b.iii) hold.

We start with assumption (b.i), which ensures $c_2 \geq 0$ and $A_{21} \geq 0$ with non-zero rows (so $A_{21}\lambda_1 > 0$ by Remark 14), wherefore $\lambda_2 > 0$ by equation (31).

Assumption (b.ii) assures $A_{21} \geq 0$ and $c_2 > 0$, wherefore $\lambda_2 > 0$ by equation (31).

Finally, assuming (b.iii) is fulfilled, we see that $\lambda_2 > 0$ if $c_2 > -A_{21}E_{11}c_1$. Analogous to equations (19) and (20), this holds if $\min_{i}[c_2]_i > \|A_{21}E_{11}\|_\infty \max_{i}[c_1]_i$, or since $c_1 > 0$ and $E_{11} = (I - A_{11})^{-1} = \sum_{k=0}^{\infty} A_{11}^k$, when

$$
\frac{\min_{i}[c_2]_i}{\max_{i}[c_1]_i} > \left\|A_{21}\sum_{k=0}^{\infty} A_{11}^k\right\|_\infty. \quad (32)
$$

By the triangle inequality, the sub-multiplicative property of matrix norms and the geometric series, the right side of equation (32) can be upper bounded by

$$
\frac{\|A_{21}\|_\infty}{1 - \|A_{11}\|_\infty} \geq \left\|A_{21}\sum_{k=0}^{\infty} A_{11}^k\right\|_\infty. \quad (33)
$$

Finally the definitions of $c_i$ and $\sum_i \mu_j = 1$ gives

$$
\frac{\min_{i}[c_2]_i}{\max_{i}[c_1]_i} = \frac{\min_i \sum_j |\nabla_x f_0(x)|_{ij} \mu_j}{\max_i \sum_j |\nabla_y f_0(x)|_{ij} \mu_j} \geq \frac{\min_{ij} [\nabla_x f_0(x)]_{ij} \sum_j \mu_j}{\max_{ij} [\nabla_y f_0(x)]_{ij} \sum_j \mu_j} = \frac{\delta_x(x)}{\Delta_y(x)}. \quad (34)
$$

By combining inequalities (32)-(34), a sufficient condition ensuring $\lambda_2 > 0$ is

$$
\frac{\|A_{21}\|_\infty}{1 - \|A_{11}\|_\infty} < \frac{\delta_x(x)}{\Delta_y(x)},
$$

which is guaranteed by assumption (d). This concludes the proof. \hfill \Box

### C. Non-strictly monotonic objective function – Variables missing in objective function

Sometimes it is practical or necessary to formulate problems where not all variables appear in the objective function.

For example, the problem

$$
\begin{align*}
\max \ & f_0(x) \\
\text{s.t.} \ & x \leq f_y(x, z) \\
\ & z \leq f_z(x, z)
\end{align*}
$$

has some variables not affecting the objective function and is not in Fast-Lipschitz form. Redefining $f_0 = f_0(x, z)$ gives a problem of the right form (5), but $\nabla_x f_0(x, z) = 0$ everywhere. Therefore, condition (GQC:a) and Theorem 7 can not be used to classify the problem as Fast-Lipschitz.
The situation above is a special case of the following problem. Consider a partitioned optimization variable \((x, z)\) and the problem
\[
\begin{align*}
\max \quad & f_0(x, z) \\
\text{s.t.} \quad & x \leq f_k(x, z) \\
& z \leq f_k(x, z).
\end{align*}
\] (35)

Suppose \(f_0\) is monotonic, i.e. \(\nabla f_0 \geq 0\), but partitioned such that
\[
\nabla f_0(x, z) = \begin{bmatrix}
\nabla_x f_0(x, z) \\
\nabla_z f_0(x, z)
\end{bmatrix},
\]
where \(\nabla_x f_0(x, z)\) has non-zero rows for all \((x, z) \in \mathcal{D}\), while \(\nabla_z f_0(x, z)\) can have zero rows. By partitioning the objective function gradient, one can find situations when problem (35) is actually Fast-Lipschitz.

**Proposition 21.** Consider problem (35). If it holds, for all \(x\) in \(\mathcal{D}\), that

(a) \(\nabla_x f_0(x, z) > 0\) and \(\nabla_z f_0(x, z) \geq 0\)

(b) \(\nabla f(x, z) = \begin{bmatrix}
\nabla_x f(x, z) \\
\nabla_z f(x, z)
\end{bmatrix} \geq 0\),

(c) \(\|\nabla f(x)\| < 1\) for some matrix norm, and

(d) \(\nabla_z f(x, z)\) has non-zero rows.

Then, problem (35) is Fast-Lipschitz.

**Remark 22.** The condition that the \(i^{th}\) row of \(\nabla_x f(x, z)\) is non-zero means that an increase in the variable \(z_i\) will allow an increase of some variable \(x_j\), which in turn will influence the objective.

**Proof:** The proof of Theorem 7 can be reused, with some alterations to Lemma 15.

The partitioning of \(\nabla f\) and \(\nabla f_0\) remains in \(A\) and \(c\), i.e.,
\[
A = \begin{bmatrix}
\nabla_x f(x, z) \\
\nabla_z f(x, z)
\end{bmatrix} = \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix} \quad \text{and} \quad c = \begin{bmatrix}
\nabla_x f_0(x, z) \\
\nabla_z f_0(x, z)
\end{bmatrix} \mu = \begin{bmatrix}
c_1 \\
c_2
\end{bmatrix}.
\]

Assumption (a) and \(\mu > 0\) gives \(c_1 > 0\) and \(c_2 \geq 0\). Just as in Lemma 15, assumptions (b) and (c) guarantee the existence and non-negativity of \(E = (I - A)^{-1}\), so \(\lambda = (I - A)^{-1} c \geq 0\) is well defined and non-negative.\(^7\)

Thus, it remains to show \(\lambda = Ec > 0\).

Expressing the inverse \(E = (I - A)^{-1}\) block-wise, we have
\[
(I - A)^{-1} = \begin{bmatrix}
I - A_{11} & A_{12} \\
A_{21} & I - A_{22}
\end{bmatrix}^{-1} = \begin{bmatrix}
E_{11} & E_{12} \\
E_{21} & E_{22}
\end{bmatrix},
\]
where \(E_{11} = (I - A_{11} + A_{12} (I - A_{22})^{-1} A_{21})^{-1}\) and \(E_{21} = (I - A_{22})^{-1} A_{21} E_{11}\). We now have
\[
\begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix} = \begin{bmatrix}
E_{11} & E_{12} \\
E_{21} & E_{22}
\end{bmatrix} \begin{bmatrix}
c_1 \\
c_2
\end{bmatrix} = \begin{bmatrix}
E_{11} c_1 \\
E_{21} c_1 + E_{22} c_2
\end{bmatrix}.
\]

\(^7\)In contrast to Lemma 15, we only have the weak inequality \(c \geq 0\).
Since $E \geq 0$, all blocks $E_{ij}$ are non-negative. The second term is always non-negative and can be ignored, it is enough to show that the first term is strictly positive.

Since $c_1 > 0$, and $E_{11} \geq 0$, we have that $\lambda_1 > 0$ if $E_{11}$ has non-zero rows (Remark 14). This is always the case since $E_{11}$ (defined as an inverse) is invertible. The second component can be expressed in terms of the first component: $\lambda_2 = (I - A_{22})^{-1}A_{21}\lambda_1$, when $\lambda_1 > 0$, $A_{21}\lambda_1 > 0$ if $A_{21} = \nabla_x f_x(x, z)$ has non-zero rows (Remark 14). This is true by assumption (d). Since $(I - A_{22})^{-1}$ is invertible it has non-zero rows and $\lambda_2 = (I - A_{22})^{-1}(A_{21}\lambda_1) > 0$, which concludes the proof. □

We end this section by a general example.

**Example:** Start with problem (5). For a lighter notation, we assume all constraints are inequalities.

Transforming the problem to an equivalent problem on epigraph form gives

$$\begin{align*}
\text{max} & \quad t \\
\text{s.t.} & \quad t \leq f_0(x), \\
& \quad x \leq f(x).
\end{align*}$$

This problem has a (non-strictly) monotonic objective, regardless of $f_0(x)$. By writing this as

$$\begin{align*}
\text{max} & \quad g_0(t, x) = t \\
\text{s.t.} & \quad t \leq g(t, x) = f_0(x) \\
& \quad x \leq g_x(t, x) = f(x)
\end{align*}$$

we obtain

$$\nabla g_0(t, x) = \begin{bmatrix}
\nabla_t g_0(t, x) \\
\nabla_x g_0(t, x)
\end{bmatrix} = \begin{bmatrix}
I \\
0
\end{bmatrix}, \quad \text{and}
$$

$$\nabla g(t, x) = \begin{bmatrix}
\nabla_t g(t, x) & \nabla_t g_x(t, x) \\
\nabla_x g(t, x) & \nabla_x g_x(t, x)
\end{bmatrix} = \begin{bmatrix}
0 & 0 \\
0 & \nabla f_0(x) & \nabla f(x)
\end{bmatrix}.$$ 

Proposition 21 can now be applied, and the problem is Fast-Lipschitz if $\nabla g \geq 0$, $\rho(\nabla g) < 1$ and $\nabla f_0$ has non-zero rows. Since the eigenvalues of a block triangular matrix are the union of the eigenvalues of the diagonal blocks, we have $\rho(\nabla g) = \rho(\nabla f)$, wherefore the problem is Fast-Lipschitz if

- $\nabla f(x) \geq 0$, $\|\nabla f(x)\| < 1$, and
- $\nabla f_0(x) \geq 0$ with non-zero rows.

This is precisely qualifying condition $Q_1$ applied to the original problem (5), i.e., no generalization was achieved by considering the epigraph form of the problem.

This concludes the main part of the paper. In the following section we will illustrate the new theory with two examples.

**VI. EXAMPLES**

We begin by illustrating Fast-Lipschitz optimization on a non-convex optimization example in Section VI.A. In Section VI.B, we apply the novel results established in this paper to state conditions for when a non-linear optimal control problem is easily solvable.
A. Simple non-convex example

Consider the problem

\[
\begin{align*}
\max & \quad f_0(x) \\
\text{s.t.} & \quad x \leq f(x) \\
& \quad x \in X = \{x : 0 \leq x \leq 1\},
\end{align*}
\]

(36)

where \(x \in \mathbb{R}^2\),

\[
f_0(x) = \begin{bmatrix} 2x_1 + x_2 \\ x_1 + 2x_2 \end{bmatrix}, \quad \text{and} \quad f(x) = 0.5 \begin{bmatrix} 1 + ax_2^2 \\ 1 + bx_1^2 \end{bmatrix}.
\]

If either \(a\) or \(b\) are positive, the problem is not convex (the canonical constraint functions \(x_i - f_i(x)\) become concave).

At this point we do not know if \(x^* = f(x^*) \in X\). However, following the results of Section V.A, we can assume this is the case and examine whether

\[
\begin{align*}
\max & \quad f_0(x) \\
\text{s.t.} & \quad x \leq f(x)
\end{align*}
\]

(37)

fulfills GQC (or \(Q_1\)-\(Q_5\)). The qualifying conditions must apply in the box \(D\), which we select equal to \(X\) (no point outside of \(D = X\) is feasible, hence all feasible points lie in \(D\)).

The gradients of the objective and constraint functions are

\[
\nabla f_0 = \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix} \quad \text{and} \quad \nabla f = \begin{bmatrix} 0 & bx_1 \\ ax_2 & 0 \end{bmatrix}.
\]

Since \(\nabla f_0 > 0\) for all \(x\), the assumptions (GQC.a) on the objective function is always fulfilled. We will now check all sign combinations of \(a\) and \(b\).

\(a, b \geq 0\): If both \(a\) and \(b\) are non-negative, then \(\nabla f(x) \geq 0\) for all \(x\) in \(D\) and condition (\(Q_1\).c) holds.

To verify condition (\(Q_1\).b), one must find a norm \(||\cdot||\) such that \(||\nabla f(x)|| < 1\) for all \(x\) in \(D\). When the \(\infty\)-norm is used, we get

\[
\max_{x \in D} ||\nabla f(x)||_\infty = \max_{x \in D} \max\{|bx_1|, |ax_2|\} \leq \max\{b, a\} < 1
\]

if \(a, b < 1\). Thus, when \(0 \leq a, b < 1\), the problem is Fast-Lipschitz by \(Q_1\).

\(a, b \leq 0\): If \(a\) and \(b\) are instead non-positive, we have \(\nabla f(x) \leq 0\) for all \(x\) in \(D\) and condition (\(Q_4\).b) is fulfilled. In order to verify (\(Q_4\).c), we need \(\delta(x)\) and \(\Delta(x)\). These are defined pointwise in \(x\), as the smallest and largest (in absolute value) element of \(\nabla f_0\), i.e., \(\delta(x) = 1\) and \(\Delta(x) = 2\) \(\forall x\). Condition (\(Q_4\).c) now requires, for all \(x\) in \(D\), that

\[
||\nabla f(x)||_\infty \leq \frac{\delta(x)}{\Delta(x)} = \frac{1}{2}.
\]

From the previous case we know that \(||\nabla f(x)||_\infty \leq \max\{|a|, |b|\}\) for all \(x \in D\), so the problem is guaranteed Fast-Lipschitz by qualifying condition \(Q_4\), provided that \(-1/2 < a, b \leq 0\). Note that this would not have met the old case (ii) in (7d), since \(f_0(x) \neq c1^T x\).
With $a = -0.3$ and $b = 0.3$ (making the feasible region non-convex). The iterates (38) of the solution quickly converges to $x^* = f(x^*)$, where all constraints are active.

**Fig. 1:** Plots from the simple example in Section VI.A

**ab < 0:** When $a$ and $b$ have different signs, neither (Q$_1$.c), nor (Q$_2$.b) holds. Instead, one can try qualifying condition Q$_5$, which does not place any sign restrictions on $\nabla f(x)$. It is only required, in (Q$_3$.b), that

$$\|\nabla f(x)\|_\infty < \frac{\delta(x)}{\delta(x) + \Delta(x)}.$$  

These quantities are unchanged from the previous cases, so $\delta(x) = 1$, $\Delta(x) = 2$ and $\|\nabla f(x)\|_\infty \leq \max\{|a|, |b|\}$, so the problem is Fast-Lipschitz by qualifying condition Q$_5$ if both $|a|$ and $|b|$ are less than 1/3. Also in this case, the Old Qualifying Conditions would not have worked since case (iii) in (7g) requires a scalar objective function.

**Solution of the problem:** If problem (37) is Fast-Lipschitz by any of the cases above, the optimal point $x^*$ is found by solving $x^* = f(x^*)$. We now solve the problem when $a = -0.3$ and $b = 0.3$, by iterating

$$x^{k+1} := f(x^k).$$  

This sequence will converge to $x^* = f(x^*)$ since the qualifying conditions imply that $f$ is contractive (Lemma 10). The iterates $x^k$ of (38), together with the feasible region of the problem is shown in Fig. 1a. Clearly, $x^* = f(x^*) \in \mathcal{X}$, so Proposition 19 applies and $x^*$ is optimal also for the original problem (36). The convergence the iterations (38) is shown in Fig. 1b.

**B. Optimal control example**

Consider a dynamical system with a state $s \in \mathbb{R}^n$ and control variable $u \in \mathbb{R}^p$. The state evolves in discrete time and the state at time instance $t + 1$ is given by

$$s^{i+1} = f(s^i, u^i) + w^i,$$  

(39)
where \( f : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^n \) and \( w^i \in \mathbb{R}^n \) is an additive, bounded disturbance. The control variables are required to be positive and bounded, i.e., \( 0 \leq u \leq u_{\text{max}} \). As a consequence of the bounded disturbance and control variables, the state \( s^N \) after a finite number of \( N \) iterations also remains bounded. At each time instance, the system has a cost \( g(s^i, u^i) \) that is strictly increasing in all variables, i.e., all states represent something expensive and all controls are naturally associated with a positive cost. The design objective is to choose the control inputs \( \{u^i\}_{i=1}^{N} \) that minimizes the accumulated cost over \( N \) periods. The optimal control problem, given the disturbances \( \{w^i\}_{i=1}^{N} \) and the initial state \( s_{\text{init}} \), becomes

\[
\begin{equation}
\min_{\{u^i\}_{i=1}^{N}} \quad \sum_{i=1}^{N} g(s_i, u_i) \\
\text{s.t.} \quad s^1 = s_{\text{init}} \\
\quad s^{i+1} = f(s^i, u^i) + w^i, \quad i = 1, \ldots, N - 1, \\
\quad 0 \leq u^i \leq u_{\text{max}}, \quad i = 1, \ldots, N.
\end{equation}
\]

(40)

Note that this can be seen as a centralized or as a distributed optimization problem. Suppose that \( f(s, u) \) is increasing in \( u \). The optimal control would then trivially be \( u^{i*} = 0 \) for all \( i \), since the cost \( g(s, u^i) \) at time \( i \) increases with \( u^i \) and the cost at time \( i + 1 \) increases with \( s^{i+1} \), which in turn increases with \( u^i \). On the other hand, if \( f(s, u) \) is instead decreasing in \( u \), there would be a tradeoff between choosing a small \( u^i \) in order to make \( g(s^i, u^i) \) small, or a large \( u^i \) to make \( g(s^{i+1}, u^{i+1}) \) small. Throughout the rest of this example we will assume the non-trivial case when \( f(s, u) \) is decreasing in \( u \). With Fast-Lipschitz optimization it is possible to determine conditions on the costs and dynamics of problem (40), under which the optimal control is simply given by \( u^{i*} = 0 \) for all \( i \). This is a very useful result, which allows to avoid computing the control decision. The following result is based on Proposition 20 and applies to dynamics given by a general function \( f(s, u) \):

**Result 23.** Consider problem (40) and assume that \( g(s, u) \) is increasing in all variables. Assume further that the pair \( \nabla_s f(s, u) \) and \( \nabla_u g(s, u) \) fulfill the GQC (in place of \( \nabla f(x) \) and \( \nabla f_i(x) \) respectively) and

\[
\frac{\max_{s, u}\|\nabla_u f(s, u)\|_{\infty}}{1 - \max_{s, u}\|\nabla_s f(s, u)\(s), u\|_{\infty}} < \frac{\min_{s, u}\min_i[\nabla_u g(s, u)]_i}{\max_{s, u}\max_i[\nabla_s g(s, u)]_i}
\]

(41)

for all allowed \( u \) and all reachable \( s \). Then, the optimal solution \( \{u^{i*}\}_{i=1}^{N} \) is given by \( u^{i*} = 0 \) for all \( i \), regardless of the problem horizon \( N \), the initial state \( s_{\text{init}} \), and the disturbances \( \{w^i\}_{i=1}^{N} \).

The result can be derived be considering a Fast-Lipschitz problem equivalent to (40) as follows. Introduce the vectors

\[
\begin{align*}
\mathbf{y} &= \begin{bmatrix} -s^1 \\ \vdots \\ -s^N \end{bmatrix} \in \mathbb{R}^{nN}, \\
\mathbf{z} &= \begin{bmatrix} -u^1 \\ \vdots \\ -u^N \end{bmatrix} \in \mathbb{R}^{pN}, \quad \text{and} \quad \mathbf{w} &= \begin{bmatrix} w^1 \\ \vdots \\ w^N \end{bmatrix} \in \mathbb{R}^{nN},
\end{align*}
\]

and let \( y^i = -s^i, z^i = -u^i \). Furthermore, let \( x = \begin{bmatrix} \mathbf{y}^T & \mathbf{z}^T \end{bmatrix}^T \). Problem (40) can then be transformed to the
equivalent maximization problem
\[
\begin{align*}
\max_x & \quad f_0(x) \\
\text{s.t.} & \quad y = f_y(x), \\
& \quad z_{\min} \leq z \leq 0,
\end{align*}
\] (42)

where the \( i \)th \((n \times 1)\)-block of \( f_y(x) \) is given by
\[
f_y[i](x) = \begin{cases} 
-s_{\text{init}} & \quad i = 1 \\
-f(-y^i, -z^i) - w^i & \quad i = 2, \ldots, N,
\end{cases}
\]

and \( f_0(x) = -\sum_{i=1}^N g(-y_i, -z_i). \) By Corollary 19 and Lemma 11 we know that problem (42) is Fast-Lipschitz if the relaxed problem (obtained by replacing the equality constraints by inequality constraints, and holding the constraint \( z \geq z_{\min} \) implicit)
\[
\begin{align*}
\max_x & \quad f_0(x) \\
\text{s.t.} & \quad y \leq f_y(x), \\
& \quad z \leq 0,
\end{align*}
\] (43)
is Fast-Lipschitz. This is precisely a problem in the form of (28), wherefore Proposition 20 applies.

To see this, we first denote the gradients of the original system dynamics (39) by \( \nabla_s f(s, u) \triangleq A(s, u) \) and \( \nabla_u f(s, u) \triangleq B(s, u). \) Simple calculations show that the gradient \( \nabla_y f_y(x) \) consists of \( N \times N \) blocks, each of dimension \( n \times n. \) All blocks are zero except the block sub-diagonal, which is given by the blocks
\[
\begin{pmatrix}
A(-y^1, -z^1), \ldots, A(-y^{N-1}, -z^{N-1})
\end{pmatrix},
\]
i.e.,
\[
\nabla_y f_y(x) = \begin{bmatrix}
0 & & \\
A(-y^1, -z^1) & & \\
& \ddots & \\
& & \ddots & \\
& & & A(-y^{N-1}, -z^{N-1}) & 0
\end{bmatrix}.
\] (44)

Similarly, the gradient \( \nabla_z f_y(x) \) consists of \( N \times N \) blocks of dimension \( n \times p, \) with
\[
\begin{pmatrix}
B(-y^1, -z^1), \ldots, B(-y^{N-1}, -z^{N-1})
\end{pmatrix}
\]
on the block sub-diagonal and zeros everywhere else.

In order to use Proposition 20 one must first verify that the subproblem \( (f_0|_z, f_y|_z), \) obtained by fixing \( z \) in problem (43), is Fast-Lipschitz for all permissible \( z. \) This can be done by showing that \( \nabla_y f_y(y, z) \) and \( \nabla_y f_0(y, z) \) fulfills one of the qualifying conditions of Section III. Next, one must verify part (b) of Proposition 20. As we have restricted ourselves to the non-trivial case when \( f(s, u) \) is decreasing in \( u, \) we have \( B(s, u) \leq 0. \) Consequently, \( \nabla_z f_y(x) \geq 0, \) and neither condition (b.i), nor condition (b.ii) applies. We therefore use condition (b.iii). Due to the block structure in (44), we have
\[
\|\nabla_y f_y(x)\|_\infty \leq \max_{s, u} \|A(s, u)\|_\infty = \max_{s, u} \|\nabla_s f(s, u)\|_\infty
\]
and
\[ \| \nabla_x f_y(x) \|_{\infty} \leq \max_{s,u} \| B(s,u) \|_{\infty} = \max_{s,u} \| \nabla_u f(s,u) \|_{\infty}. \]

The maximizations above are carried out over all permissible controls \( u \), and the corresponding achievable states \( s \). Furthermore, we need \( \Delta_y(x) = \max_{i} |(\nabla_y f_0(x))|_{ij} \) and \( \delta_u(x) = \min_{ij} |(\nabla_z f_0(x))|_{ij} \). Note that the gradients \( \nabla_y f_0(x) \) and \( \nabla_z f_0(x) \) are column vectors since \( f_0 \) is scalar. This gives
\[ \Delta_y(x) = \max_{i} |(\nabla_y f_0(x))|_{i} \leq \max_{s,u} \max_{i} |(\nabla_u g(s,u))|_{i} \]
and
\[ \delta_u(x) = \min_{i} |(\nabla_u f_0(x))|_{i} \leq \min_{s,u} \min_{i} |(\nabla_u g(s,u))|_{i}, \]
where the optimizations are over the permissible controls \( u \) and the reachable states \( s \). Condition (b.iii) is now fulfilled if
\[ \frac{\| \nabla_x f_y(x) \|_{\infty}}{1 - \| \nabla_y f_y(x) \|_{\infty}} < \frac{\delta_u(x)}{\Delta_y(x)}, \]
i.e., if
\[ \frac{\max_{s,u} \| \nabla_u f(s,u) \|_{\infty}}{1 - \max_{s,u} \| \nabla_u f(s,u) \|_{\infty}} < \frac{\min_{s,u} \min_{i} |(\nabla_u g(s,u))|_{i}}{\max_{s,u} \max_{i} |(\nabla_u g(s,u))|_{i}} \tag{45} \]
When the inequality above holds, problem (43) fulfills Proposition 20, whereby problems (43) and (42) are Fast-Lipschitz. This implies that the optimal solution is given by
\[ \begin{bmatrix} y^* \\ z^* \end{bmatrix} = \begin{bmatrix} f_y(y^*, z^*) \\ 0 \end{bmatrix}, \]
i.e., the optimal solution of the original problem (40) is given by \( u^{i*} = -z^{i*} = 0 \) for all \( i \). We will now apply Result 23 on two concrete examples of the dynamics \( \nabla f(s,u) \), one linear and one non-linear first order system.

\( a) \) **Linear first order system:** Consider for illustrative purposes a linear first order system with a linear cost function. The optimal control problem (40) becomes
\[ \min_{(u^i)_{i=1}^{N}} \sum_{i=1}^{N} g(s_i, u_i) \]
\[ \text{s.t.} \begin{align*}
 s^1 &= s_{\text{init}} \\
 s^{i+1} &= f(s^i, u^i) + w^i, \quad i = 1, \ldots, N-1, \\
 0 &\leq u^i \leq u_{\text{max}}, \quad i = 1, \ldots, N, 
\end{align*} \tag{46} \]
where
\[ f(s, u) = as - bu \quad \text{and} \quad g(s, u) = cs + cu, \]
with \( a, b, c_s, c_u > 0 \). In this case, the gradients are given by \( \nabla_s f(s, u) = a, \nabla_u f(s, u) = -b, \nabla_s g(s, u) = c_s \) and \( \nabla_u g(s, u) = c_u \). Since the gradients are scalar and constant, it is straightforward to see that Result 23 applies to problem (46) provided that \( a < 1 \) and
\[ \frac{b}{1 - a} < \frac{c_u}{c_s}. \]
If this is the case, the optimal solution must be \( u^{i*} = 0 \) for all \( i \). We remark that this is an important and non-obvious result.
Tab. 1: Shared problem parameter values

| $N$ | $s_{init}$ | $\{w^i\}_{i=1}^{N}$ | $a$ | $c_s$ | $c_u$ |
|-----|------------|----------------------|-----|-------|-------|
| 20  | 1          | $w^i \sim \text{uni}[0,1]$ | 0.5 | 3     | 2     |

b) Non-linear first order system: Consider again problem (46), but with the dynamics given by

$$f(s, u) = \frac{as}{1 + s} s - bu.$$  \hfill (47)

We continue to assume $a, b > 0$, and the cost function $g(s, u)$ is left unchanged from the linear case. The factor $as/(s + 1)$ can be seen as a variable decay-rate, under which large states decay with a factor close to $a$ while small states decay almost instantly. Assume that the disturbances $w^i$ are non-negative, and let the upper limit of $u^i$ depend on the current state $s^i$:

$$u \leq u_{\max}(s^i) \quad \text{where} \quad u_{\max}(s) = \frac{as^2}{b(1 + s)}.$$  

Note that Corollary 19 still applies when moving from problem (42) to problem (43) because $u^i* = 0 \leq u_{\max}(s^i)$, so the optimal values $u^i* = 0$ of the relaxed problem (43) are always feasible in problem (42). The modified constraints $u_{\max}(s^i)$ ensure $f(s^i, u^i) \geq 0$, whereby a non-negative $s_{init} \geq 0$ implies that all future states $s^i$ are non-negative. All gradients from the linear example are left unchanged, except

$$\nabla_s f(s, u) = a \frac{s^2 + 2s}{s^2 + 2s + 1}.$$  

This gradient can be bounded by $0 \leq \nabla_s f(s, u) \leq a$, since the modified constraint $u_{\max}(s^i)$ ensures that only non-negative states $s$ can be reached. Therefore, it holds that

$$\max_{s,u} \|\nabla_s f(s, u)\|_\infty \leq a,$$

whereby the conditions

$$|a| < 1 \quad \text{and} \quad \frac{b}{1-a} < \frac{c_u}{c_s}$$  \hfill (48)

remain unchanged from the linear example. When these conditions hold, we know that $u^i = 0$ for all $i$ is the optimal solution. Because of the non-affine equality constraints in (47), problem (48) is a non-convex problem in $N$ variables subject to $2N$ non-trivial constraints when $u_{\max}$ is a function of $s^i$. However, by using the Fast-Lipschitz properties of the problem we have solved it without performing any calculations, except for those involved in verifying the assumptions.

We now conclude this example by numerically solving two instances of problem (46).

\hspace{1cm} c) Numerical example: Consider two different instances of problem (46), with the non-linear dynamics given by (47). The two problems share all parameter values, given in Tab. 1, except for that of $b$; the first problem instance has $b = 0.3$ and the second instance has $b = 0.5$. Both instances fulfill $0 \leq a < 1$, but only the first instance fulfill

$$\frac{b}{1-a} = \frac{0.3}{1-0.5} = 0.6 < \frac{2}{3} = \frac{c_u}{c_s}.$$  


Fig. 2: The plots show the optimal control variables, and the resulting states and costs. The first system ($b = 0.3$) is marked with a solid blue line and dots. As expected, the optimal control is zero at all times. The second system ($b = 0.5$) is marked by a dashed red line and stars. The total accumulated cost (i.e., the sum over each stage-cost line) is 42.03 and 40.85 respectively. The second system ($b = 0.5$) has a lower total cost and this is expected, since the second system has a more powerful actuator (at the same actuation cost).

We can therefore guarantee that $u^i = 0$ for all $i$ solves the first instance, but we cannot say anything about the second instance. Remember, the conditions in this paper are only sufficient. The two problems are solved numerically with Matlab’s built-in solver `fmincon`, and the results are shown in Fig. 2. As expected by Result 23, the optimal actions for the first system ($b = 0.3$) is to always keep the control variables at the lower bound. The second system
(b = 0.5) illustrates a case when Result 23 does not apply.

VII. CONCLUSIONS AND FUTURE WORK

In this paper we significantly extended the previous Fast-Lipschitz framework proposed in [28]. A new set of qualifying conditions, that unify and generalize previous conditions, was presented. Furthermore, we investigated problems that deviate from the required Fast-Lipschitz form, either by not having the same number of constraints as variables or by having variables that do not affect the objective function. For these cases we established conditions for which they are still Fast-Lipschitz. Based on these new results, a larger set of convex and non-convex optimization problems can be solved by the Fast-Lipschitz method of this paper, both in a centralized and in a distributed set-up. This avoids using Lagrangian methods, which are inefficient in terms of computations and communication complexity especially when used over networks.

Several possible extensions remain to consider, for example:

- We believe that the Fast-Lipschitz optimization framework can be extended to cover also non-smooth problems. A potential benefit of such an extension would be to form expressions such as $x \leq f(x) = \min \{f_1(x), f_2(x)\}$, whereby problems with more constraints than variables ($f(x) : \mathbb{R}^n \rightarrow \mathbb{R}^p$ where $p > n$) could be considered.
- So far, only problems with $\nabla f_0(x) \succeq 0$ have been considered. The standard inequality we have used is a partial ordering induced by the non-negative orthant $\mathbb{R}_+^n$, i.e., $\nabla f_0(x) \succeq 0$. A possible extension is to allow for problems where $\nabla f_0(x) \succeq K 0$ for a more general cone $K$. This would allow a tradeoff between conditions for $\nabla f_0(x)$ and conditions on $\nabla f(x)$, which may give more flexibility in the qualifying conditions.

We have already seen a similar example of this, when case (ii) of the old conditions is generalized to $Q_2$. In this case, condition (7d) required $f_0(x) = c1^T x$ for some $c > 0$, which can also be stated $f_0(x) \in \mathbb{R}$, and $\nabla f_0(x) \succeq 1 0$ where $K_1$ is the cone (ray) generated by the single vector $1$. In $Q_2$ it is instead required that $\nabla f_0(x) > 0$, which is more general. This, however, comes at the price of a less general requirement on $f(x)$, since $(Q_2,c)$ requires

$$\|\nabla f(x)\|_\infty < q(x) \leq 1,$$

while (7f) only requires $\|\nabla f(x)\|_\infty < 1$.
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APPENDIX

Lemma 24. Let $\| \cdot \|_a$ be a matrix norm. Then $\| \cdot \|_b$, defined as $\|A\|_b = \|A^T\|_a$ is also a matrix norm.
Proof: A function $\| \cdot \|$ is a matrix norm if it fulfills

1) $\| A \| \geq 0$
2) $\| A \| = 0 \iff A = 0$
3) $\| cA \| = c \| A \|$ for all scalars $c$
4) $\| A + B \| \leq \| A \| + \| B \|$
5) $\| AB \| \leq \| A \| \| B \|$

The norm $\| A \|_b = \| A^T \|_a$ fulfills all the matrix norm properties from above, since

1) $\| A \|_b = \| A^T \|_a \geq 0$
2) $\| A \|_b = \| A^T \|_a = 0 \iff A^T = 0 \iff A = 0$
3) $\| cA \|_b = \| cA^T \|_a = c \| A^T \|_a = c \| A \|_b$ for all scalars $c$
4) $\| A + B \|_b = \| A^T + B^T \|_a \leq \| A^T \|_a + \| B^T \|_a = \| A \|_b + \| B \|_b$
5) $\| AB \|_b = \| B^T A^T \|_a \leq \| B^T \|_a \| A^T \|_a = \| A \|_b \| B \|_b$

Each of the chains above uses only the definition of $\| \cdot \|_b$, and the corresponding property that holds for the matrix norm $\| \cdot \|_a$ (marked by $^*$).