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ABSTRACT

In our earlier target detection and classification papers, we used 8-bit infrared videos in the Defense Systems Information Analysis Center (DSIAC) video dataset. In this paper, we focus on how we can improve the target detection and classification results using 16-bit videos. One problem with the 16-bit videos is that some image frames have very low contrast. Two methods were explored to improve upon previous detection and classification results. The first method used to improve contrast was effectively the same as the baseline 8-bit video data but using the 16-bit raw data rather than the 8-bit data taken from the avi files. The second method used was a second order histogram matching algorithm that preserves the 16-bit nature of the videos while providing normalization and contrast enhancement. Results showed the second order histogram matching algorithm improved the target detection using You Only Look Once (YOLO) and classification using Residual Network (ResNet) performance. The average precision (AP) metric in YOLO was improved by 8%. This is quite significant. The overall accuracy (OA) of ResNet has been improved by 12%. This is also very significant.
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1. INTRODUCTION

Target detection algorithms for infrared videos can be divided into two groups. One group is to utilize supervised machine learning algorithms. For instance, some conventional target tracking methods [1]-[5] belong to this group. Target locations may need to be specified in the first frame of the videos. The second group of target detection and classification schemes uses deep learning algorithms such as You Only Look Once (YOLO) for optical and infrared videos [6]-[27]. Training videos are required in these algorithms. However, there is no need to specify the target locations in the first frame when using YOLO. Among those deep learning algorithms, it is worth mentioning that some of them [6]-[16] are using compressive measurements directly for target detection and classification. This means that no reconstruction of compressive measurements is needed and hence fast target detection and classification can be achieved. The algorithms in [17]-[26] require target locations to be known.

The image quality of infrared videos in ground based imagers is of low quality due to the presence of air turbulence, sensor noise, etc. In addition, the image contrast may also be poor in these infrared videos. In practical applications, the image quality of infrared videos may seriously affect the target detection and classification performance. In our earlier papers[12][13], we used 8-bit videos even though the raw DSIAC videos are in 16-bit format; someone else already converted 16-bit videos to 8-bit in the DSIAC database. Some contrast enhancement was applied
to those 8-bit videos in our earlier papers. In this research, we would like to investigate the use of 16-bit videos for target detection and classification and see how much improvement we can achieve over our earlier results of using 8-bit videos. When the raw 16-bit data were used at the beginning of this research, the images were much darker and hence required significant contrast enhancement. We then decided to focus on evaluating the impact of contrast enhancement techniques on target detection and classification performance of deep learning algorithms using 16-bit videos. In particular, we carried out extensive evaluations of two contrast enhancement techniques, which are all simple and efficient to implement. The first method uses an 8-bit image with decent contrast as reference and all the 16-bit videos are histogram matched to the reference image. Compared with the previous results using 8-bit videos, the new detection and classification results with 16-bit videos improved over the earlier results. The second method uses a second order contrast enhancement algorithm which achieves contrast enhancement and at the same time retains the 16-bit video format. Experiments showed that the results using the second method improved over the first method as well as earlier results in [12][13].

Our contributions are as follows. First, we evaluated two simple and efficient contrast enhancement algorithms that can improve the video quality in real 16-bit infrared videos. Second, using many DSIAC videos, we demonstrated that using 16-bit videos with contrast enhancement can significantly improve the target detection and classification performance.

Our paper is organized as follows. Section 2 describes the contrast enhancement methods, target detection and classification algorithms, performance metrics, and infrared videos. Section 3 summarizes the experimental results. Finally, some remarks are included in Section 4.

2. METHODS, PERFORMANCE METRICS AND DATA

2.1. Contrast Enhancement Methods

The raw videos are with a bit depth of 16. Figure 1 shows one frame with 16-bit. It can be seen that the image can be quite dark and hence contrast enhancement is needed in order for target detection and tracking algorithm to function properly.
Although there are quite a few image enhancement algorithms in the literature, we experimented with two simple and efficient approaches to enhancing the contrast of these raw frames. In particular, we used the following approaches.

Approach 1: Histogram matching to an 8-bit reference frame

Approach 1 was implemented using the MATLAB function `imhistmatch`. It should be noted that the contrast enhancement was done off-line in the pre-processing step. One issue with this approach is that when a 16-bit image is histogram matched to an 8-bit reference image with good contrast, the bit depth of the resulting image is still 8-bit. In addition, it can be seen from Figure 2 that there are overly bright areas in the background.

![Raw image and contrast enhanced image](image.png)

Figure 2. Before and after comparison of applying Approach 1.

Approach 2: Second order histogram matching

Approach 1 used an 8-bit video frame with decent quality as reference. Consequently, the 16-bit low contrast videos are matched to 8-bit intervals. In practical applications, it will be important to retain the 16-bit data quality in the raw videos. Here, we applied a simple second-order contrast enhancement method that has been widely used in remote sensing [32]. This method preserves the 16-bit data quality in the raw video and is a simple normalization and histogram matching algorithm denoted by

\[
J = \frac{ref_{std}}{I_{std}} (I - I_{mean}) + ref_{mean}
\]

In the equation, \(J\) is the resulting image, \(ref_{std}\) is the numeric distance between standard deviations in the reference image, \(I_{std}\) is the numeric distance between standard deviations in the original image, \(I_{mean}\) is the mean value of the original image, and \(ref_{mean}\) is the mean value of the reference image. The reference image used was an image from the middle of one DSIAC video that is compressed to 8 bits as it has the best histogram of any set of images.

Approach 2 uses a simple formula found in [32] to perform histogram matching. Figure 3 illustrates the differences between images before and after applying Approach 2. Comparing Figure 2 and Figure 3 shows that the frame of Approach 2 appears to have better contrast.
2.2. YOLO for Target Detection

In the literature, there are some deep learning based object detectors such as YOLO and Faster R-CNN that do not require initial bounding boxes and can simultaneously detect objects. The YOLO detector [29] is fast and has similar performance to the Faster R-CNN [30]. The input image is resized to 448x448. There are 24 convolutional layers and two fully connected layers. The output is 7x7x30. We have used YOLOv2 because it is more accurate than YOLO version 1. The training of YOLO is quite simple. Images with ground truth target locations are needed. The bounding box for each vehicle was manually determined using tools in MATLAB. For YOLO, the last layer of the deep learning model was re-trained. We did not change any of the activation functions. YOLO took approximately 2000 epochs to train.

YOLO also comes with a built-in classification module. However, based on our earlier evaluations, the classification accuracy using YOLO’s built-in module is not good as compared to ResNet [6]-[11].

2.3. ResNet for Target Classification

As mentioned in Section 1, YOLO’s built-in classifier did not perform well, which is probably due to limited training data. Moreover, we think that, although YOLO is good for object detection, its built-in classifier is probably more suitable for inter-class (humans, traffic signs, vehicles, buses, etc.) discrimination and not good for inter-class (e.g. BTR70 vs. BMP2) discrimination. The ResNet-18 model [31] is an 18-layer convolutional neural network (CNN) that can avoid performance saturation when training deeper layers.

It is important to explain the relationship between YOLO and ResNet in our paper. YOLO[29] was used to determine where, in each frame, the vehicles were located. YOLO generated bounding boxes for those vehicles and that data were used to crop the vehicles from the image. The cropped vehicles would be fed into the ResNet-18 for classification and classification results were generated. To be more specific, ResNet-18 is used directly after bounding box information is obtained from YOLO.

Training of ResNet requires target patches. The targets are cropped from training videos. Mirror images are then created. We then perform data augmentation using scaling (larger and smaller), rotation (every 45 degrees), and illumination (brighter and dimmer) to create more training data.
For each cropped target, we are able to create a data set with 64 more images. For ResNet, the last layer of the deep learning model was re-trained. The ResNet model was trained until the validation score plateaued.

2.4. Performance Metrics for Assessing Target Detection and Classification Performance

The six different performance metrics to quantify the detection performance are: Center Location Error (CLE), Distance Precision at 10 pixels (DP@10), Estimates in Ground Truth (EinGT), Intersection over Union (IoU), Average Precision (AP), and number of frames with detection. These metrics are detailed below:

- **Center Location Error (CLE):** This is the error between the center of the bounding box and the ground-truth bounding box. Smaller means better. CLE is calculated by measuring the distance between the ground truth center location \((C_{x,gt}, C_{y,gt})\) and the detected center location \((C_{x,est}, C_{y,est})\). Mathematically, CLE is given by
  \[
  CLE = \sqrt{(C_{x,est} - C_{x,gt})^2 + (C_{y,est} - C_{y,gt})^2}.
  \]

- **Distance Precision (DP):** This is the percentage of frames where the centroids of detected bounding boxes are within 10 pixels of the centroid of ground-truth bounding boxes. Close to 1 or 100% indicates good results.

- **Estimates in Ground Truth (EinGT):** This is the percentage of the frames where the centroids of the detected bounding boxes are inside the ground-truth bounding boxes. It depends on the size of the bounding box and is simply a less strict version of the DP metric. Close to 1 or 100% indicates good results.

- **Intersection over the Union (IoU):** It is the ratio of the intersected area over the union of the estimated and ground truth bounding boxes.
  \[
  IoU = \frac{\text{Area of Intersection}}{\text{Area of Union}}
  \]

- **Average Precision (AP):** AP is the ratio between the intersection area and the area of the estimated bounding box and the value is between 0 and 1, with 1 or 100% being the perfect overlap. The AP being used can be computed as
  \[
  AP = \frac{\text{Area of Intersection}}{\text{Area of estimated bounding boxes}}.
  \]

As shown in Equation (4), AP is calculated by taking the area of intersection of the ground truth bounding box and the estimated bounding box, then dividing that area by the union of those two areas.

- **Number of frames with detection:** This is the total number of frames that have detection.

We used confusion matrices for evaluating vehicle classification performance using ResNet. From the confusion matrix, we can also evaluate overall accuracy (OA), average accuracy (AA), and kappa coefficient.
2.5. DSIAC Data

We selected five vehicles in the DSIAC videos for detection and classification. There are optical and mid-wave infrared (MWIR) videos collected at distances ranging from 1000 m to 5000 m with 500 m increments. The five types of vehicles are shown in Figure 4. These videos are challenging for several reasons. First, the target sizes are small due to long distances. This is quite different from some benchmark datasets such as MOT Challenge [28] where the range is short and the targets are big. Second, the target orientations also change drastically. Third, the illuminations in different videos are also different. Fourth, the cameras also move in some videos.

In this research, we focus mostly on MWIR night-time videos because MWIR is more effective for surveillance during the nights.

![Figure 4. Five vehicles in DSIAC: (a) BTR70; (b) BRDM2; (c) BMP2; (d) T72; and (e) ZSU23-4.](image)

3. Experimental Results

In this section, we summarize two experiments. First, we histogram matched the 16-bit low contrast raw videos to a reference video in 8-bit format. The resulting videos, however, are still 8-bit. Although the enhanced videos are still 8-bit, we have seen some positive improvements in terms of target detection using YOLO and target classification using ResNet. Second, we investigated another contrast enhancement method that can preserve the 16-bit videos and yet can generate better contrast videos. The performance of target detection and classification has been further improved.

3.1. Histogram Matching Results (16-bit to 8-bit)

Previous processes in our earlier papers to generate images from the raw data did not preserve the 16-bit nature of the data. The raw 16-bit infrared image for every different distance and vehicle is quite dark, as seen in Figure 1. In order for it to be used by the different detection and classification methods, different processes need to be made to the images to enhance contrast while preserving the data as much as possible.
The first method attempted was simply histogram matching the 16-bit image to an 8-bit reference image, which was found in our earlier studies. The biggest difference in quality was that the image was no longer being saved in JPEG format and therefore was not losing information each time it was saved, in combination with the increased image quality from using a 16-bit image rather than an 8-bit image. The issue with this method is that because it was histogram matching to an 8-bit reference image, the new histogram matched image was then converted to the quality of the reference image, which is still 8-bit. Regardless, a model for both YOLO and ResNet was trained and performance metrics were generated to see what improvement, if any, there would be. Figure 5 shows one histogram matched frame.

![Figure 5](image)

Figure 5. Histogram matched MWIR image (8-bit) at 3500 meter distance with BRDM2 vehicle.

Table 1 contains all detection results generated from the YOLO model while Table 2 contains all classification results generated by ResNet. 1500 m videos were used for training and videos in other ranges were used for testing. Further analysis will be provided in the observational remarks section but in general each distance slightly improves upon the original histogram matched image (8-bit to 8-bit). However, the improvements are not much.

**Table 1. YOLO results for the new model trained on the new histogram matched images.**

| Distance (m) | CLE   | DP    | EinGT | IoU  | AP    | % det. |
|-------------|-------|-------|-------|------|-------|--------|
| 1000        |       |       |       |      |       |        |
| BTR70       | 3.677 | 100.00%| 100.00%| 67.89%| 74.48%| 99.89% |
| BRDM2       | 3.829 | 100.00%| 100.00%| 72.02%| 85.33%| 92.22% |
| BMP2        | 3.762 | 100.00%| 100.00%| 70.52%| 93.22%| 99.22% |
| T72         | 3.638 | 100.00%| 100.00%| 72.90%| 81.78%| 85.17% |
| ZSU23-4     | 3.316 | 100.00%| 100.00%| 75.61%| 81.40%| 94.28% |
| **Avg**     | 3.645 | 100.00%| 100.00%| 71.79%| 83.24%| 94.15% |
### 1500 m

|        | CLE  | DP  | EinGT | IoU  | AP   | % det. |
|--------|------|-----|-------|------|------|--------|
| BTR70  | 1.401| 100.00% | 100.00% | 83.00% | 87.72% | 100.00% |
| BRDM2  | 1.266| 100.00% | 100.00% | 83.16% | 89.76% | 100.00% |
| BMP2   | 1.293| 100.00% | 100.00% | 86.42% | 93.06% | 100.00% |
| T72    | 1.491| 100.00% | 100.00% | 85.90% | 90.95% | 100.00% |
| ZSU23-4| 1.387| 100.00% | 100.00% | 81.45% | 84.93% | 100.00% |
| **Avg**| 1.368| 100.00% | 100.00% | 83.99% | 89.29% | 100.00% |

### 2000 m

|        | CLE  | DP  | EinGT | IoU  | AP   | % det. |
|--------|------|-----|-------|------|------|--------|
| BTR70  | 2.039| 100.00% | 100.00% | 46.21% | 46.28% | 91.72% |
| BRDM2  | 2.328| 100.00% | 100.00% | 52.79% | 52.88% | 99.39% |
| BMP2   | 2.005| 100.00% | 100.00% | 59.22% | 59.44% | 68.61% |
| T72    | 1.467| 100.00% | 100.00% | 51.99% | 52.05% | 94.44% |
| ZSU23-4| 2.208| 99.95%  | 99.95%  | 50.97% | 51.04% | 99.06% |
| **Avg**| 2.009| 99.99%  | 99.99%  | 52.24% | 52.34% | 90.64% |

### 2500 m

|        | CLE  | DP  | EinGT | IoU  | AP   | % det. |
|--------|------|-----|-------|------|------|--------|
| BTR70  | 2.804| 99.89%  | 99.89%  | 16.85% | 16.86% | 36.61% |
| BRDM2  | 3.193| 100.00% | 99.12%  | 18.85% | 18.85% | 71.44% |
| BMP2   | 22.030| 91.97%  | 91.97%  | 21.60% | 21.60% | 28.78% |
| T72    | 2.978| 100.00% | 100.00% | 24.18% | 24.18% | 45.44% |
| ZSU23-4| 3.046| 100.00% | 100.00% | 19.23% | 19.23% | 37.89% |
| **Avg**| 6.810| 98.37%  | 98.20%  | 20.14% | 20.14% | 44.03% |

### 3000 m

|        | CLE  | DP  | EinGT | IoU  | AP   | % det. |
|--------|------|-----|-------|------|------|--------|
| BTR70  | 1.843| 100.00% | 100.00% | 8.44%  | 8.44%  | 10.33% |
| BRDM2  | 4.367| 100.00% | 98.52%  | 11.16% | 11.16% | 13.94% |
| BMP2   | 5.242| 100.00% | 0.00%   | 11.80% | 11.80% | 0.11%  |
| T72    | 5.033| 100.00% | 93.14%  | 14.12% | 14.12% | 18.00% |
| ZSU23-4| 3.137| 100.00% | 100.00% | 12.15% | 12.15% | 15.00% |
| **Avg**| 3.924| 100.00% | 78.33%  | 11.54% | 11.54% | 11.48% |

### 3500 m

|        | CLE  | DP  | EinGT | IoU  | AP   | % det. |
|--------|------|-----|-------|------|------|--------|
| BTR70  | 1.860| 100.00% | 71.05%  | 2.50%  | 2.50%  | 1.83%  |
| BRDM2  | 3.795| 100.00% | 45.24%  | 2.79%  | 2.79%  | 2.28%  |
| BMP2   | n/a  | n/a   | n/a    | n/a    | n/a    | 0.00%  |
| T72    | 4.692| 100.00% | 25.43%  | 3.51%  | 3.51%  | 16.06% |
| ZSU23-4| 3.578| 100.00% | 57.61%  | 2.98%  | 2.98%  | 10.78% |
| **Avg**| 3.481| 100.00% | 49.83%  | 2.94%  | 2.94%  | 6.19%  |
Table 2. ResNet results for new histogram matched images. This is the 16-bit to 8-bit case.

| Distance | Class | OA     | AA     | kappa |
|----------|-------|--------|--------|-------|
| 1000 m   | BTR70 | 94.38% | 94.42% | 0.9298|
| 1500 m   | BRDM2 | 100%   | 100%   | 1.000 |
| 2000 m   | BMP2  | 62.38% | 64.93% | 0.5298|
| 2500 m   | T72   | 19%    | 16%    | -0.006|
| 3000 m   | ZSU23-4 | 43.91% | 27.42% | 0.2989|
| 3500 m   | 15%    | 20%    | 3%     | 0.2989|

3.2. Enhanced Results Using a Second Order Contrast Enhancement Method (16-bit to 16-bit)

The previous histogram matching in Section 3.1 used an 8-bit video as reference. As a result, the 16-bit low contrast videos are matched to 8-bit intervals. Here, we applied a simple second-order contrast enhancement method mentioned in Section 2. This method can preserve the 16-bit data and is a simple normalization and histogram matching algorithm. The reference image used was an image from the middle of the BTR70 vehicle video that is compressed to 8 bits as it has the...
best histogram of any set of images. Figure 6 shows the resulting image generated from this method.

Figure 6. Enhanced MWIR image (16-bit, right) and original MWIR image (16-bit, left) of BRDM2 vehicle at 3500 meters.

The results for this method prove to be an improvement on the other method. Table 3 contains the detection results for the YOLO model and Table 4 shows the classification results for ResNet. Additional remarks will be given in Section 3.3.

Table 3. Detection statistics for the YOLO model using second order contrast enhancement videos (16-bit to 16-bit).

| 1000 m | CLE | DP | EinGT | IoU  | AP   | % det. |
|--------|-----|-----|-------|------|------|--------|
| BTR70  | 3.695 | 100.00% | 100.00% | 72.66% | 79.27% | 93.78% |
| BRDM2  | 2.956 | 100.00% | 100.00% | 77.04% | 90.96% | 99.94% |
| BMP2   | 4.613 | 100.00% | 100.00% | 72.24% | 86.72% | 90.89% |
| T72    | 3.929 | 100.00% | 100.00% | 76.31% | 86.35% | 99.89% |
| ZSU23-4 | 3.901 | 99.87% | 99.87% | 74.64% | 86.93% | 99.00% |
| Avg    | 3.819 | 99.97% | 99.97% | 74.58% | 86.05% | 96.70% |

| 1500 m | CLE | DP | EinGT | IoU  | AP   | % det. |
|--------|-----|-----|-------|------|------|--------|
| BTR70  | 1.363 | 100.00% | 100.00% | 87.38% | 93.31% | 100.00% |
| BRDM2  | 1.334 | 100.00% | 100.00% | 87.65% | 93.45% | 100.00% |
| BMP2   | 1.271 | 100.00% | 100.00% | 83.94% | 98.66% | 100.00% |
| T72    | 1.579 | 100.00% | 100.00% | 87.61% | 94.49% | 100.00% |
| ZSU23-4 | 2.169 | 100.00% | 100.00% | 81.90% | 93.64% | 98.89% |
| Avg    | 1.543 | 100.00% | 100.00% | 85.70% | 94.71% | 99.78% |

| 2000 m | CLE | DP | EinGT | IoU  | AP   | % det. |
|--------|-----|-----|-------|------|------|--------|
| BTR70  | 1.604 | 100.00% | 100.00% | 53.21% | 53.27% | 96.78% |
| BRDM2  | 2.719 | 100.00% | 100.00% | 54.07% | 54.12% | 99.72% |
| BMP2   | 1.639 | 100.00% | 100.00% | 64.43% | 64.49% | 87.22% |
| T72    | 1.634 | 100.00% | 100.00% | 60.79% | 60.92% | 95.50% |
| ZSU23-4 | 1.886 | 100.00% | 100.00% | 60.44% | 60.51% | 97.89% |
| Avg    | 1.896 | 100.00% | 100.00% | 58.59% | 58.66% | 95.42% |
Table 4. Classification results for the ResNet model using second order contrast enhancement videos (16-bit to 16-bit).

|        | CLE | DP | EinGT | IoU | AP | % det. |
|--------|-----|----|-------|-----|----|--------|
| 2500 m |     |    |       |     |    |        |
| BTR70  | 2.762 | 99.90% | 99.81% | 18.99% | 18.99% | 51.28% |
| BRDM2  | 3.253 | 100.00% | 99.32% | 21.60% | 21.60% | 40.56% |
| BMP2   | 4.086 | 99.55% | 99.55% | 26.32% | 26.34% | 24.00% |
| T72    | 3.414 | 100.00% | 100.00% | 25.43% | 25.43% | 46.67% |
| ZSU23-4| 2.915 | 100.00% | 100.00% | 17.97% | 17.97% | 38.00% |
| **Avg**| 3.286 | 99.89% | 99.73% | 22.06% | 22.07% | 40.10% |

|        | CLE | DP | EinGT | IoU | AP | % det. |
|--------|-----|----|-------|-----|----|--------|
| 3000 m |     |    |       |     |    |        |
| BTR70  | 2.337 | 100.00% | 99.64% | 7.77% | 7.77% | 23.78% |
| BRDM2  | 4.588 | 100.00% | 98.18% | 11.72% | 11.72% | 13.72% |
| BMP2   | 4.123 | 100.00% | 100.00% | 17.63% | 17.63% | 0.06% |
| T72    | 4.478 | 100.00% | 82.84% | 14.67% | 14.67% | 29.72% |
| ZSU23-4| 2.413 | 100.00% | 100.00% | 12.03% | 12.03% | 15.22% |
| **Avg**| 3.588 | 100.00% | 96.13% | 12.76% | 12.76% | 16.50% |

|        | CLE | DP | EinGT | IoU | AP | % det. |
|--------|-----|----|-------|-----|----|--------|
| 3500 m |     |    |       |     |    |        |
| BTR70  | 2.750 | 100.00% | 71.19% | 2.14% | 2.14% | 3.22% |
| BRDM2  | 4.181 | 100.00% | 36.67% | 2.83% | 2.83% | 1.67% |
| BMP2   | n/a  | n/a | n/a   | n/a | n/a | 0.00% |
| T72    | 3.867 | 100.00% | 62.11% | 3.51% | 3.51% | 9.67% |
| ZSU23-4| 2.564 | 100.00% | 45.49% | 2.75% | 2.75% | 13.39% |
| **Avg**| 3.340 | 100.00% | 53.86% | 2.81% | 2.81% | 5.59% |

|        | 5  | 6  | 9  | 11 | 12 |
|--------|----|----|----|----|----|
| 1000 m |    |    |    |    |    |
| BTR70  | 2139 | 0  | 0  | 50 | 0  |
| BRDM2  | 0   | 1875 | 0  | 13 | 0  |
| BMP2   | 2   | 0  | 1713 | 446 | 1  |
| T72    | 1   | 0  | 0  | 1964 | 0  |
| ZSU23-4| 28  | 0  | 3  | 326 | 1934 |
| **Class Stats**: OA 91.71% | AA 92.13% | kappa 0.9171 |

|        | 5  | 6  | 9  | 11 | 12 |
|--------|----|----|----|----|----|
| 1500 m |    |    |    |    |    |
| BTR70  | 1800 | 0  | 0  | 0  | 0  |
| BRDM2  | 0   | 1800 | 0  | 0  | 0  |
| BMP2   | 0   | 0  | 1800 | 0  | 0  |
| T72    | 0   | 0  | 0  | 1800 | 0  |
| ZSU23-4| 0   | 0  | 0  | 1  | 1779 |
| **Class Stats**: OA 99.99% | AA 99.99% | kappa 0.9999 |

|        | 5  | 6  | 9  | 11 | 12 |
|--------|----|----|----|----|----|
| 2000 m |    |    |    |    |    |
| BTR70  | 2097 | 0  | 25 | 1  | 0  |
| BRDM2  | 0   | 1837 | 0  | 0  | 0  |
| BMP2   | 0   | 0  | 1570 | 0  | 0  |
| T72    | 0   | 0  | 40 | 2123 | 10 |
| ZSU23-4| 0   | 3  | 93 | 1  | 1740 |
| **Class Stats**: OA 98.19% | AA 98.24% | kappa 0.9819 |

|        | 5  | 6  | 9  | 11 | 12 |
|--------|----|----|----|----|----|
| 2500 m |    |    |    |    |    |
| BTR70  | 244 | 71  | 9  | 663 | 42 |
| BRDM2  | 0   | 540 | 7  | 135 | 51 |
| BMP2   | 0   | 38  | 330 | 9  | 64 |
| T72    | 0   | 0  | 10 | 1015 | 0 |
| ZSU23-4| 2   | 0  | 143 | 267 | 386 |
| **Class Stats**: OA 62.47% | AA 63.92% | kappa 0.6247 |
3.3. Comparisons and Key Observations

There are several important observations to be seen from the two methods that had new YOLO and ResNet models generated for them. Compared to the original histogram matching results shown in Table 5, there is overall improvement. Taking the average results for each distance and combining it into one table where an average of those values is also taken shows a good representation of the overall performance of a given model. Table 5 shows the results in that format for the original baseline data. Table 6 shows the results for the new histogram matched data. Table 7 shows the results for the second order matching algorithm. Looking at these tables together helps show the improvement between the original method and the two generated for this work.

Comparing the YOLO results between each method there is incremental improvement when looking between each method. The new histogram matched method (16-bit to 8-bit) generates better results for CLE, DP, IoU, and AP when compared to the original method (8-bit to 8-bit) in our previous papers. The same is true for the second order contrast enhancement algorithm (16-bit to 16-bit), but the difference is that CLE is much improved than the original. The AP metric has been improved by 8% using the second order histogram matching method. This is very significant. The other improved statistics are also improved from the new histogram matching method but less extremely.

The next set of data to observe is the ResNet classification results. Again, for each method, the averages were taken for each distance as well as an average of all distances. Table 8 shows the results for the original baseline data. Table 9 shows the results for the new histogram matched data. Table 10 shows the results for the second order contrast enhancement algorithm. The overall accuracy (OA) has been improved by 12%. This is very significant.

Table 5. Average performance metrics for each vehicle distance for the earlier model in our previous papers (8-bit to 8-bit). 1500 m videos were used for training; other videos were used for testing.
Table 6. Average performance metrics for each vehicle distance for the new histogram matched model (16-bit to 8-bit). 1500 m videos were used for training; other videos were used for testing.

| Distance (m) | CLE | DP | EinGT | IoU  | AP  | % det. |
|-------------|-----|-----|-------|------|-----|--------|
| 1000        | 3.645 | 100.00% | 100.00% | 71.79% | 83.24% | 94.15% |
| 1500        | 1.368 | 100.00% | 100.00% | 83.99% | 89.29% | 100.00% |
| 2000        | 2.009 | 99.99%  | 99.99%  | 52.24% | 52.34% | 90.64% |
| 2500        | 6.810 | 98.37%  | 98.20%  | 20.14% | 20.14% | 44.03% |
| 3000        | 3.924 | 100.00% | 78.33%  | 11.54% | 11.54% | 11.48% |
| 3500        | 3.481 | 100.00% | 49.83%  | 2.94%  | 2.94%  | 6.19%  |
| Avg         | 3.540 | 99.73%  | 87.73%  | 40.44% | 43.25% | 57.75% |

Table 7. Average performance metrics for each vehicle distance for the second order contrast enhancement algorithm model (16-bit to 16-bit). 1500 m videos were used for training; other videos were used for testing.

| Distance (m) | CLE | DP | EinGT | IoU  | AP  | % det. |
|-------------|-----|-----|-------|------|-----|--------|
| 1000        | 3.819 | 99.97%  | 99.97%  | 74.58% | 86.05% | 96.70% |
| 1500        | 1.543 | 100.00% | 100.00% | 85.70% | 94.71% | 99.78% |
| 2000        | 1.896 | 100.00% | 100.00% | 58.59% | 58.66% | 95.42% |
| 2500        | 3.286 | 99.89%  | 99.73%  | 22.06% | 22.07% | 40.10% |
| 3000        | 3.588 | 100.00% | 96.13%  | 12.76% | 12.76% | 16.50% |
| 3500        | 3.340 | 100.00% | 53.86%  | 2.81%  | 2.81%  | 5.59%  |
| Avg         | 2.912 | 99.98%  | 91.62%  | 42.75% | 46.18% | 59.01% |

Table 8. Average performance metrics for the original histogram matching ResNet model (8-bit to 8-bit). 1500 m videos were used for training; other videos were used for testing.

| Distance (m) | OA  | AA  | kappa |
|-------------|-----|-----|-------|
| 1000        | 89.76%  | 89.74%  | 0.900 |
| 1500        | 99.98%  | 99.98%  | 1.000 |
| 2000        | 84.99%  | 86.50%  | 0.850 |
| 2500        | 50.89%  | 52.61%  | 0.510 |
| 3000        | 10.22%  | 27.53%  | 0.100 |
| 3500        | 16.66%  | 27.06%  | 0.170 |
| Avg         | 58.75%  | 63.90%  | 0.588 |

Table 9. Average performance metrics for the new histogram matching ResNet model (16-bit to 8-bit). 1500 m videos were used for training; other videos were used for testing.

| Distance (m) | OA  | AA  | kappa |
|-------------|-----|-----|-------|
| 1000        | 94.38%  | 94.42%  | 0.930 |
| 1500        | 99.98%  | 99.98%  | 1.000 |
| 2000        | 90.06%  | 91.65%  | 0.876 |
| 2500        | 62.38%  | 64.93%  | 0.530 |
| 3000        | 19.48%  | 15.58%  | -0.006 |
| 3500        | 43.91%  | 27.42%  | 0.299 |
| Avg         | 68.37%  | 65.67%  | 0.605 |

Table 10. Average performance metrics for the second order histogram matched ResNet model (16-bit to 16-bit). 1500 m videos were used for training; other videos were used for testing.

| Distance (m) | OA  | AA  | kappa |
|-------------|-----|-----|-------|
| 1000        | 91.71%  | 92.13%  | 0.917 |
| 1500        | 99.99%  | 99.99%  | 1.000 |
| 2000        | 98.19%  | 98.24%  | 0.902 |
| 2500        | 62.47%  | 63.92%  | 0.625 |
| 3000        | 38.42%  | 34.49%  | 0.384 |
| 3500        | 34.64%  | 21.02%  | 0.346 |
| Avg         | 70.90%  | 68.30%  | 0.709 |
4. CONCLUSIONS

In this paper, we focus on target detection and classification performance improvements using contrast enhanced infrared videos. Overall, the new histogram matching method from 16-bit to 8-bit improves on the old method (8-bit videos) in each category with the largest jump coming in the overall accuracy. The second order contrast enhancement model not only improves on the OA of both competing methods, in the original methods case a 12% improvement. It also beats the overall kappa by 12%. This improvement is systematic with each distance of the second order contrast enhancement method beating each value for the original. It can definitively be determined that the second order contrast enhancement method is worth using in the future over the past baseline for image correction with this dataset.

The detection and classification results in this paper used off-line image contrast enhancement methods. The YOLO detector and ResNet classifier are also not fast enough for real-time applications. One future direction is to integrate contrast enhancement algorithms with a fast object detector and classifier so that real-time experiments can be carried out. Another direction is to further investigate the use of super-resolution algorithms for target detection and classification performance enhancement.
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