Abstract—We consider a hardware-impaired multi-cell Rician-faded massive multi-input multi-output (mMIMO) system with two-layer pilot decontamination precoding, also known as large-scale fading precoding (LSFP). Each BS is equipped with a flexible dynamic analog-to-digital converter (ADC)/digital-to-analog converter (DAC) architecture and the user equipments (UEs) have low-resolution ADCs. Further, both BS and UEs have hardware-impaired radio frequency chains. The dynamic ADC/DAC architecture allows us to vary the resolution of ADC/DAC connected to each BS antenna, and suitably choose them to maximize the SE. We propose a distortion-aware minimum mean squared error (DA-MMSE) precoder and investigate its usage with two-layer LSFP and conventional single-layer precoding (SLP) for hardware-impaired mMIMO systems. We discuss the use cases of LSFP and SLP with DA-MMSE and distortion-unaware MMSE (DU-MMSE) precoders, which will provide critical insights to the system designer regarding their usage in practical systems.

I. INTRODUCTION

A massive multiple-input multiple-output (mMIMO) base station (BS) multiplexes a large number of user equipments (UEs) on the same spectral resource, which leads to a high spectral efficiency (SE) [1]. In a multi-cell mMIMO system, due to limited number of orthogonal pilots, UEs in different cells are forced to reuse the pilots. This leads to pilot contamination, which reduces the SE [2]. To mitigate the detrimental effects of pilot contamination, Ashkmin et al. in [2] proposed a two-layer large-scale fading precoding (LSFP) scheme. In the first layer of LSFP, a central network controller (CNC) generates a weighted combination of the messages of pilot-sharing UEs. The LSFP weights depend on the large-scale fading coefficients of the channels between the BS and a UE. The BSs later locally perform the second layer of precoding. The LSFP mitigates the effects of pilot contamination, outperforms the single-layer precoding (SLP) technique, which only performs local precoding. Demir et al. in [3] considered the downlink of a spatially-correlated Rician-faded mMIMO system with phase-shifts, and designed optimal LSFP coefficients. The authors in [4] and [5] designed LSFD scheme (uplink counterpart of the LSFP scheme) for the uplink of multi-cell and cell-free mMIMO systems by considering correlated Rayleigh and Rician fading, respectively.

For a cost-effective implementation of mMIMO systems, it is preferable to design them using low-cost radio-frequency (RF) chains and low-resolution analog-to-digital converters (ADCs)/digital-to-analog converters (DACs). Such components, however, distort the transmit/receive signals [6]–[8].
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Bjornson et al. in [6] investigated the impact of correlated RF distortion in the uplink of a single-cell mMIMO system. The authors in [7] considered low-resolution ADC and derived an asymptotic-SE expression for uncorrelated Rician-faded channels. Jacobsson et al. in [8] showed that the SE achieved using infinite-resolution ADCs can be approached using few bits of resolution. The aforementioned single-cell mMIMO works considered either RF impairments [6] or low-resolution ADC/DACs [7], [8]. Xu et al. in [9] explored the joint impact of low-resolution ADCs and RF impairments.

The authors in [10]–[12] proposed a mixed-resolution ADC architecture for single cell mMIMO systems, wherein the BS employs a combination of low- and high-resolution ADCs. Liang et al. in [10] showed that the mixed-resolution ADC architecture has a significantly higher SE than its low-resolution counterpart. Pirzadeh et al. in [11] designed a channel estimator, while Zhang et al. in [12] derived closed-form uplink SE expression for the mMIMO system with mixed-resolution architecture. References [6]–[12] considered single-cell correlated uplink mMIMO systems with Rayleigh fading, except [12], which considered uncorrelated Rician fading.

The existing works in [6]–[12] did not study the effect of low/mixed-resolution ADCs/DACs and low-cost RF chains on a multi-cell mMIMO system with LSFP/LSFD. The current work address these gaps for the downlink of a multi-cell mMIMO LSFP system with RF impairments and dynamic resolution architecture, which enables us to vary the resolution of each ADC/DAC from 1 to b bits. Further, the combiners in [7]–[12] are unaware of hardware impairments. Their performance degrades in a hardware-impaired mMIMO system. References [6], [13] investigated distortion-aware combiners for hardware-impaired mMIMO systems. The hardware-impaired mMIMO works in [6]–[13] considered Rayleigh fading channels, except [12], [13], which considered Rician fading channels, but only with static phase-shifts in the line of sight (LoS) component. The static LoS phase-shift incorrectly models the mobility and phase noise [4]. To model them correctly, the authors in [3], [4] considered a uniformly-distributed random phase-shift in the LoS component. References [3], [4], however, assumed ideal hardware. The main contributions of the current work are next summarized as follows:

- We consider the downlink of a multi-cell spatially-correlated Rician-faded mMIMO system with random LoS phase-shifts, and study the impact of dynamic-ADC/DAC architecture and cost-effective RF chains at the BS and UE. We extend the two-layer LSFP design from [2], [3] to mitigate the interference due to pilot contamination and hardware impairments. We also
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propose a distortion-aware (DA) MMSE precoder and demonstrate its gains over its distortion-unaware (DU) counterpart and maximal ratio (MR) precoding.

- We maximize the non-convex sum-SE by optimizing the LSFP coefficients using minorization-maximization (MM) technique [14], which iteratively maximizes a non-concave objective using its concave surrogate lower bound function [14].

- We provide tangible insights regarding the use of DA and DU precoders, and LSFP design in a hardware-impaired multicell mMIMO systems. We show that for low-to-moderate hardware impairments, the DA-MMSE with SLP, has almost same SE as that of the DU-MMSE with LSFP. The proposed DA-MMSE precoder can thus help in avoiding the LSFP implementation, which requires the BS to exchange LSFP coded symbols over backhaul. The current study, therefore, plays a key role in helping a system designer make an informed decision about the LSFP usage.

II. SYSTEM MODEL

We consider the downlink of an L-cell mMIMO cellular network, with each cell consisting of an M-antenna BS and K single-antenna UEs. The BSs are equipped with dynamic resolution ADC/DAC architecture and low-cost RF chains, while the UEs are equipped with low-resolution ADC/DAC and low-cost RF chains. The dynamic resolution ADC/DAC architecture enables each BS antenna to be connected to a different resolution ADC. This architecture is relevant for commercial 5G mMIMO deployment, as these systems, due to thermal constraints, are often designed as multiple 4/8 antenna subsystems which are then interfaced together [15]. The proposed dynamic architecture allows us to choose different resolution for each sub-system, and can achieve higher system SE. We next explain the channel model, and then the channel estimation and data transmission phases.

Channel Model: We denote the kth UE in the lth cell as $U_{lk}$. Its Rician-faded channel to the jth BS, i.e., $h_{lk}^j \in \mathbb{C}^{M \times 1}$, is expressed as [3], [4]:

$$h_{lk}^j = \bar{h}_{lk}^j e^{j\phi_{lk}^j} + R_{lk}^j \tilde{h}_{lk}^j.$$  

(1)

Here $h_{lk}^j \triangleq \sqrt{\beta_{lk}^j} R_{lk}^j \bar{h}_{lk}^j$ and $R_{lk}^j \triangleq 1 - (\bar{h}_{lk}^j)^2$, with $\bar{K}_{lk} = K_{lk}/(K_{lk} + 1)$. The scalar $\phi_{lk}^j$ in (1) is the random LoS phase-shit, which is uniformly distributed between $[-\pi, \pi]$ [3]. The vector $h_{lk}^j$ in $\bar{h}_{lk}^j$ is the deterministic LoS component. The scalars $\bar{K}_{lk}$ and $\beta_{lk}$ denote the Rician K-factor and the large-scale fading coefficient, respectively. The matrix $\Sigma_{lk}^j \in \mathbb{C}^{M \times M}$ in $R_{lk}^j$ represent the spatial correlation matrix of the channel $h_{lk}^j$. The vector $h_{lk}^j$ with $\Sigma_{lk} = (0, 1)$ elements, models small scale fading.

Channel Estimation: The BSs estimate the uplink channel using the pilot signals transmitted by the UEs, and use the estimated uplink channels later to design its downlink precoders [3]. We assume that all the UEs in each cell transmit orthogonal pilots, and UEs with same indices in different cells share the same pilot, which causes pilot contamination [1]. Let $\phi_{lk} \in \mathbb{C}^{\tau \times 1}$ be the unit-power pilot signal of the kth UE in each cell, such that $\phi_{lk}^k \phi_{lk}^k = \tau_p$, for $k = k'$ and 0 otherwise. The UE $U_{lk}$ scales its pilot signal $\phi_{lk}$ as $\sqrt{p_{lk}} \phi_{lk}$, with $p_{lk}$ being its transmit power. This signal is fed to a low-resolution DAC, which distorts it. The distorted output signal of the UE $U_{lk}$, based on Bussgang model [16], is given as:

$$s_{DAC_{lk}} = \alpha_{dlk} \sqrt{p_{lk}} \phi_{lk}^k + \tilde{u}_{DAC_{lk}}.$$  

(2)

Here $\alpha_{dlk} = (1 - \rho_{dlk})$ is the Bussgang gain, with $\rho_{dlk}$ being the DAC distortion factor [16]. The vector $\tilde{u}_{DAC_{lk}}$ is the quantization noise, whose elements have zero mean and variance $\alpha_{dlk}(1 - \alpha_{dlk})^2 p_{lk}^2$. This quantized signal is then fed to the low-cost hardware impaired RF chains. They further add a distortion noise $\tilde{n}_{tu_{lk}}$ which, according to the error vector magnitude (EVM) model, has zero mean and covariance $\alpha_{dlk}^2 E(\tilde{s}_{DAC_{lk}} \tilde{s}_{DAC_{lk}}^H)$ [6]. Here $\tilde{n}_{tu_{lk}}$ characterizes the EVM of the UE transmit RF chain. The effective pilot signal transmitted by UE $U_{lk}$ is therefore $\alpha_{dlk} \sqrt{p_{lk}} \phi_{lk}^k + \tilde{u}_{DAC_{lk}}^T + \tilde{n}_{tu_{lk}}^T$. The signal received at the antennas of the jth BS is

$$Y_{BS_j} = \sum_{l' = 1}^{L} \sum_{k' = 1}^{K} h_{l'k'}^j \alpha_{dlk'} \sqrt{p_{lk'}} \phi_{lk'}^k + \tilde{u}_{DAC_{lk'}}^T + \tilde{n}_{tu_{lk'}}^T.$$  

The signal received by the BS is fed to its low-cost RF chains whose distorted output, based on the EVM model [6], is given as $Y_{RF_j} = Y_{BS_j} + \tilde{u}_{RF_j} + \tilde{Z}_j$. The matrices $\tilde{u}_{RF_j}$ and $\tilde{Z}_j$ denote the receive distortion and AWGN at the jth BS. The columns of the matrix $\tilde{u}_{RF_j}$ are i.i.d. with zero mean and covariance $\alpha_{dlk}^2 \tilde{W}_j$, where $\tilde{W}_j$ denotes the receive EVM of the jth BS and $\tilde{Z}_j = \text{diag}\{E[y_{BS_j}^H y_{BS_j}|l'=1,\ldots,K', k'=1, \ldots, K,]}, \quad \text{with } y_{BS_j}^H \text{ being column of the matrix } Y_{BS_j}.$

The columns of $\tilde{Z}_j$ are i.i.d with pdf $CN(0, \sigma^2 I_{2M})$. The RF output $Y_{RF_j}$ is then quantized using dynamic-resolution ADCs, which introduces quantization errors. Recall that this architecture enables to vary the resolution of each ADC from 1-bit to its maximum $b$ bits. The quantized output, based on multi-dimensional Bussgang model [16], is given as

$$Y_{ADC_j} = Q(Y_{RF_j}) = A_{Q}^j Y_{RF_j} + \tilde{N}_q.$$  

(3)

The matrix $A_{Q}^j = \text{diag}(\alpha_{Q1}^j, \ldots, \alpha_{Qb}^j)$, with $\alpha_{Q}^j$ denoting the Bussgang gain for the $l$th antenna of jth BS. The vector $\tilde{N}_q$ is the additive ADC quantization noise whose i.i.d. columns have zero mean and covariance $\Sigma_{Q} = \text{diag}\{E[y_{RF_j}^H y_{RF_j}|l'=1,\ldots,K', k'=1, \ldots, K,]}$. The pilot signal received at the jth BS is given as

$$Y_j = \sum_{l'=1}^{L} \sum_{k'=1}^{K} A_{Q}^j h_{l'k'}^j (\alpha_{dlk'} \sqrt{p_{lk'}} \phi_{lk'}^k + \tilde{u}_{DAC_{lk'}}^T + \tilde{n}_{tu_{lk'}}^T) + A_{Q}^j \tilde{u}_{RF_j} + A_{Q}^j \tilde{Z}_j + \tilde{N}_q.$$  

(4)

The jth BS estimates $\hat{h}_{lk}^j$, which is the channel of UE $U_{lk}$, by correlating its received signal (4) with the pilot signal $\phi_k$ as follows: $y_{jk} = Y_j^T \phi_k = \sum_{l'=1}^{L} \sum_{k'=1}^{K} A_{Q}^j h_{l'k'}^j (\alpha_{dlk'} \sqrt{p_{lk'}} \phi_{lk'}^k + \tilde{u}_{DAC_{lk'}}^T + \tilde{n}_{tu_{lk'}}^T) \phi_k^* + A_{Q}^j \tilde{u}_{RF_j}^H \phi_k^* + A_{Q}^j \tilde{Z}_j \phi_k^* + A_{Q}^j \tilde{N}_q^H \phi_k^*$. In a practical system, the BS is unaware of the phases [3], [4]. We next derive a phase-unaware linear MMSE (LMMSE) channel estimate of $h_{lk}^j$ in the following theorem. The proof, due to page constraints, is provided in [17].

1We assume that $l' = 1, \ldots, L, k' = 1, \ldots, K$ throughout the paper.
Theorem 1. The phase-unaware LMMSE estimate of the uplink correlated Rician-faded channel $h^l_{lk}$ with dynamic-resolution ADC architecture and RF impairments, is given as

$$y_{ADC_{lk}} = \alpha_{dlk} \sum_{r=1}^{R} h^l_{rk} w^r_{lk} \gamma^r_{lk} s_{lk} + \alpha_{dlk} \sum_{p=1}^{P} \sum_{q=1}^{Q} h^l_{pk} A^l_{pq} w^p_{lk} \gamma^p_{lk} s_{lk} + \alpha_{dlk} \sum_{k'=1}^{K} \sum_{r=1}^{R} h^l_{rk'} A^l_{l_k} \tilde{w}^r_{lk} \gamma^r_{lk} s_{lk},$$

where $\gamma^r_{lk}$ is the complex LSF weight which satisfies the transmit power constraint of the BS i.e., $\sum_{k=1}^{K_l} \sum_{l=1}^{L} |\gamma^l_{lk}|^2 \leq \rho_d$, for $r = 1, \ldots, L$. They are designed later to maximize the SE.

Layer II – Local precoding at the BS: The BS feeds the LSF-encoded symbols to the BSs, which locally perform second layer of precoding using the estimated channels. The local precoder is designed to mitigate the multi-UE interference from the UEs in the same/neighboring cells. The locally-precoded signal transmitted by the $l$th BS is given as

$$x^l_{RF} = A^l_D x^l_{lK} + n^l_{DAC} + \eta_{lk}.$$  

The AWGN $\eta_{lk}$ has pdf $CN(0, 0.2)$, while the hardware distortion $n_{DAC}$ has zero mean and variance $\kappa^2 \delta_{lk}$, where $\delta_{lk} = \max \{E[\sum_{r=1}^{L} h^l_{rk} x_{RF}^r]^2, \sum_{r=1}^{L} h^l_{rk} x_{RF}^r, h^l_{rk}] \}$. The disturbed RF chain output is fed to the low-resolution ADC, whose quantized output, based on Bussgang model [16], is

$$y_{RF_{lk}} = \sum_{r=1}^{L} h^l_{rk} x^r_{RF} + \eta_{RF_{lk}} + n_{lk}.$$  

Hardware impaired BS receive signal: Each UE receives the signal transmitted by all the BSs. Recall that the UEs have a hardware-impaired RF chain and a low-resolution ADC. The RF chain output of the UE $U_{lk}$ is given as [6]:

$$x^l_{RF} = A^l_D x^l_{lK} + n^l_{DAC} + \eta_{lk}.$$  

The AWGN $\eta_{lk}$ has pdf $CN(0, 0.2)$, while the hardware distortion $n_{DAC}$ has zero mean and variance $\kappa^2 \delta_{lk}$, where $\delta_{lk} = \max \{E[\sum_{r=1}^{L} h^l_{rk} x_{RF}^r]^2, \sum_{r=1}^{L} h^l_{rk} x_{RF}^r, h^l_{rk}] \}$. The distorted RF chain output is fed to the low-resolution ADC, whose quantized output, based on Bussgang model [16], is

$$y_{ADC_{lk}} = \sum_{r=1}^{L} h^l_{rk} x^r_{RF} + \eta_{RF_{lk}} + n_{ADC_{lk}}.$$  

The scalar $\alpha_{dlk}$ is the Bussgang gain. The additive ADC quantization noise $n_{ADC_{lk}}$ has zero mean and variance $\alpha_{dlk} (1 - \alpha_{dlk}) \epsilon_{lk}$ such that $\epsilon_{lk} = \max \{E[\sum_{r=1}^{L} h^l_{rk} x_{RF}^r]^2, \sum_{r=1}^{L} h^l_{rk} x_{RF}^r, h^l_{rk}] \}. We now decompose the signal $y_{ADC_{lk}}$ to show various interference and noise terms as in (11) at the top of this page.

In (11), the pilot contamination interference occurs due to sharing of pilots by UEs in different cells, while non-pilot co-channel interference is caused by the non pilot sharing UEs in all the cells. The remaining interference terms model the distortions of various UE and BS hardware impairments.

Local-precoder designs: We now design various local precoders to be used at the BS. Note that the receive signal of the UE $U_{lk}$ in (11), depends on the precoders of all the UEs in the network i.e., $w^l_{lk}, \forall l', k'. This makes downlink precoder design a non-trivial task [1], [3], [4]. Existing mMIMO literature [1], [3], [4] commonly designs downlink precoders from the uplink combiners by leveraging the uplink-downlink duality principle [1], [3]. Two widely popular downlink precoders in the multi-cell mMIMO literature are [1], [13]:

- MR precoder: $w^l_{lk} = \omega_{lk} h^l_{lk}$, where $\omega_{lk} = 1/E[|h^l_{lk}|^2]$. This makes downlink precoder design a non-trivial task [1], [3], [4]. Existing mMIMO literature [1], [3], [4] commonly designs downlink precoders from the uplink combiners by leveraging the uplink-downlink duality principle [1], [3]. Two widely popular downlink precoders in the multi-cell mMIMO literature are [1], [13]:

- DU-MMSE precoder: $w^l_{lk} = \tilde{\omega}_{lk} h^l_{lk}$, where $\tilde{\omega}_{lk} = 1/E[|v^l_{lk}|^2]$, and $v^l_{lk}$ being the $k$th column of matrix

$$V^l_{du} = \left( h^l_{lk} P_{lK} + \sum_{i=1}^{L} \sum_{\mu=1}^{\mu} v^l_{cl} R_{l'k'} + \sigma^2 I \right)^{-1} H_{lK} P_{lK}.$$  

The MR and DU-MMSE precoder precoders, however, cru-
cially ignore the distortion caused by non-ideal BS and UE hardware. In a hardware-impaired mMIMO system, to realize tangible SE gains, it is crucial to mitigate the effect of hardware impairments along with different interferences [6]. We now propose a novel distortion-aware precoder, which exploits the statistical knowledge about hardware impairments. Its proof due to page constraints is provided in [17].

**Proposition 1.** For a hardware-impaired multi-cell mMIMO system, a distortion-aware MMSE precoder that mitigates the detrimental effect of imperfect hardware is given as

\[ V_{ik} = v_{ik}^H, \ldots, v_{ik}^{Lk} = \tilde{V}_{ik}^{-1}H_{ik}P_i \] \[ \text{and } w_{ik} = \tilde{w}_{ik}v_{ik}^H. \] \[ (12) \]

Here \( \tilde{w}_{ik}^2 = 1/E]\{||v_{ik}^H||^2\} and \( \tilde{V} \) is defined in [17, Eq.(B4)].

### III. ACHIEVABLE SE AND LSFP OPTIMIZATION

We now exploit the “hardening-bound” technique to derive a SE lower bound. We re-express the signal in (11) as [3]:

\[ y_{ADC_{ik}} = \alpha_{e_{ik}} \sum_{r=1}^{Lk} \frac{\sum_{k=1}^{K_{ik}} C_{ikk} \gamma_{lk} \gamma_{rk}}{||A_d^H w_{rk}||^2} \] \[ \sum_{k=1}^{K_{ik}} C_{ikk} \gamma_{lk} \gamma_{rk} \] \[ \text{effective noise} \]

\[ \text{desired signal} \]

\[ \tilde{z}_{ik} \]

\[ (13) \]

The effective noise term \( \tilde{z}_{ik} \) includes all the interference terms in (11) plus beamforming uncertainty given as

\[ \alpha_{e_{ik}} \sum_{r=1}^{Lk} \left(b_{ik}^H A_d^H w_{rk} - E\{b_{ik}^H A_d^H w_{rk}^H\}\right) \] \[ \gamma_{lk} \text{ effective noise} \]

\[ \tilde{z}_{ik} \text{ is the sum of many terms, which enables us to treat it as worst-case Gaussian noise [1].} \]

This helps in proposing the following tight SE lower bound:

\[ SE_{\text{sum}} = \frac{\tau_e - \tau_p}{\tau_e} \sum_{l=1}^{N_{tlk}} \sum_{k=1}^{K_{l_k}} \log_2 \left( 1 + SINR_{ik} \right), \] \[ \text{where } \] \[ SINR_{ik} \]

\[ (14) \]

\[ \text{is given in (15) at the top of next page. In (15), } \] \[ \gamma_{lk} \]

\[ \text{is a linear surrogate function over } \] \[ \gamma_{ik} \]

\[ \gamma_{lk} \text{ is non-convex according to the composition rules [18].} \]

The denominator term \( D_{lk}(\gamma) \) consists of product of optimization variables \( \gamma_{nk} \gamma_{rk} \) (see fifth term in the denominator of (15)).

We now state two lemmas to handle the non-convexities, and eventually lower-bound the SE. Their proofs are given in [17].

**Lemma 1.** Let \( A_{ik}(x) : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) and \( B_{ik}(x) : \mathbb{R}^n \rightarrow \mathbb{R}_+ (\forall l = 1, \ldots, L \text{ and } k = 1, \ldots, K) \), be a positive function and a non-negative function, respectively. At any feasible point \( x = x_t \), a surrogate function that lower bounds \( \frac{A_{ik}(x)}{B_{ik}(x)} \) is:

\[ \frac{A_{ik}(x)}{B_{ik}(x)} \geq 2y_{ik} A_{ik}(x) - \frac{y_{ik}^2 B_{ik}(x)}{x_t(H_{ik}(x), x_t)}. \] \[ (18) \]

Here \( y_{ik} \) is a function of \( x_t \) and is calculated as \( y_{ik} = \frac{A_{ik}(x_t)}{B_{ik}(x_t)} \).

**Lemma 2.** Given a non-concave function \( f_1(\gamma_{lk}) = \sqrt{\gamma_{ik} b_{ik}^H b_{ik}^H \gamma_{lk}} \) and \( f_2(\gamma_{nk}, \gamma_{rk}) = \gamma_{nk}^r \gamma_{rk}^r \), we can construct a linear surrogate function \( g_1(\gamma_{lk}) \) and \( g_2(\gamma_{nk}, \gamma_{rk}) \) at \( \gamma_{lk}, \gamma_{nk}, \gamma_{rk} \) respectively, by using Taylor’s first order expansion as

\[ g_1(\gamma_{lk}) = \sqrt{\gamma_{lk}^H b_{ik}^H b_{ik}^H \gamma_{lk}^H} + \frac{\gamma_{lk}^H b_{ik}^H b_{ik}^H (\gamma_{lk} - \gamma_{lk}^H)}{2} \] \[ \] \[ \] \[ \text{and} \] \[ g_2(\gamma_{nk}, \gamma_{rk}) = \gamma_{nk}^r \gamma_{rk}^r r_{nk}^" \gamma_{rk} \gamma_{rk}^r - \gamma_{nk}^r \gamma_{rk}^r \gamma_{rk} \gamma_{rk}^r \] \[ \text{respectively.} \]

The functions \( h_{ik}(x_t), g_1(\gamma_{lk}) \) and \( g_2(\gamma_{nk}, \gamma_{rk}) \), can be easily shown to satisfy the aforementioned necessary conditions in (17), and are therefore valid surrogate functions. We now use Lemma 1 to decouple the multiple fractions and Lemma 2 for the non-convex terms in the numerator and denominators of the sum SE metric. The equivalent lower bound, at a feasible point \( \gamma = \gamma^{(l)} \), is given as \( f_{SE}(\gamma) \leq \frac{A_{ik}(\gamma)}{B_{ik}(\gamma)} \), where

\[ f_{SE}(\gamma, \gamma^{(l)}) = \sum_{l=1}^{L} \sum_{k=1}^{K} \log_2 \left( 1 + 2z_{ik} \sqrt{N_{ik}(\gamma)} - z_{ik}^2 D_{ik}(\gamma) \right). \] \[ (19) \]

The scalar \( z_{ik} \), using Lemma 1, is given as \( z_{ik} = \sqrt{N_{ik}(\gamma^{(l)}) / D_{ik}(\gamma^{(l)})} \). Here \( N_{ik}(\gamma) \) (resp. \( D_{ik}(\gamma) \)) is linear surrogate function over \( N_{ik}(\gamma) \) (resp. \( D_{ik}(\gamma) \)) obtained using

MM algorithm [14], which considers the following problem: maximize \( f(x) \). The MM algorithm has minorization and maximization steps. In the former step, it constructs a surrogate function \( g(x|x_t) \) to lower bound the objective \( f(x) \) at a feasible point \( x_t \). In the latter step, it finds a feasible point by maximizing the surrogate as \( x_{t+1} = \arg \max_{x} g(x|x_t) \).

The MM algorithm, thus, iteratively generates a sequence of feasible points \( (x_t|t \in \mathbb{N}) \) which converge to a stationary solution of the original problem. A surrogate function is valid if it additionally satisfies the following two conditions [14]:

\[ g(x|x_t) = f(x_t) \] \[ \text{and } \nabla_x g(x|x_t)_{x=x_t} = \nabla_x f(x|x_t)_{x=x_t}. \] \[ (17) \]

**Surrogate function construction:** We will construct a valid surrogate function for the non-concave objective of \( P1 \) i.e., \( f_{SE}(\gamma) \). Recall that SE is sum of multiple ratios, further:

- the numerator in each ratio \( \sqrt{N_{ik}(\gamma)} \) is a composition of square root and a convex function, which is non-convex according to the composition rules [18].
- the denominator term \( D_{ik}(\gamma) \) consists of product of optimization variables \( \gamma_{nk}, \gamma_{rk} \) (see fifth term in the denominator of (15)).
Problem P2 is now concave in \(\gamma\), which can be solved using MM algorithm given in Algorithm 1.

**Algorithm 1:** MM Algorithm for SE optimization

1. **Input:** Choose a suitable tolerance \(\epsilon > 0\) and initialize \(\gamma(0)\) such that it satisfies the per BS power constraint in (20).

2. **Output:** \(\gamma\)

3. for \(t \leftarrow 1 \rightarrow T_d\) do

4. **Minorization:** For a given feasible point \(\gamma(t-1)\), construct a surrogate function \(f_{SE}(\gamma, \gamma^{(t-1)})\) as given in (19).

5. **Maximization:** Compute \(\gamma^{(t)}\) by solving problem P2.

6. Repeat steps 4 and 5 until \(||\gamma^{(t)} - \gamma^{(t-1)}|| \leq \epsilon\).

IV. Simulations Results

We now numerically analyze the performance of LSFP design in a multi-cell mMIMO system with i) low-cost RF chains; and ii) dynamic ADC/DAC architecture. We consider a four-cell mMIMO network which is deployed in a geographical area of 1Km \(\times\) 1Km. We assume that each BS is located at the cell center, and that each UE is randomly deployed at a distance greater than 35m from the BS. We consider, similar to [1], that the area is wrapped around to remove boundary effects. We consider a communication bandwidth of \(B = 20\) MHz and a receiver noise floor of \(\sigma^2 = -96\) dBm. The large-scale fading coefficients and the Rician \(K\) factors are modelled as in [1, Eq. (68)]. The BS is equipped with a uniform linear array (ULA) with a half-wavelength spacing. The correlation matrices \(\{\Sigma_{lk}^j\}_{l \neq k, j}\) are modelled using Gaussian local scattering model with angular standard deviation of 30° [1]. The BSs use dynamic-DAC architecture with 1, 2, 4 and 6 bit resolution in equal proportion while transmitting data, and the UE ADC/DAC has \(b = 4\) bit resolution. The corresponding distortion factors are chosen from Table 1 in [12]. We fix i) \(K = 5\) UEs per cell; ii) \(M = 100\) BS antennas; and iii) pilot power \(p_{lk} = 23\) dBm. The optimal LSFP coefficients are obtained using Algorithm 1. We present extensive numerical results for the following designs:

- **Single-layer precoding (SLP) schemes:** BS performs MR, DU-MMSE and DA-MMSE precoding. They are denoted as MR-SLP, DU-SLP, DA-SLP, respectively. The SE for SLP scheme can be obtained by setting the LSFP coefficients as \(\gamma_{lk}^r = 0\) for \(r \neq l\) and \(\gamma_{lk}^l = \sqrt{3du}\) in (14).

- **LSFP schemes:** CNC performs LSFP and the BS performs MR, DU-MMSE and DA-MMSE precoding. They are denoted as MR-LSFP, DU-LSFP, DA-LSFP, respectively.

1) **Comparison of LSFP and SLP:** We first investigate in Fig. 1a, the percentage SE gains provided by the LSFP over SLP. We perform this study when the BS employs MR and DA-MMSE precoders. We consider the following configurations i) ideal hardware:- \(\kappa_{b} = \kappa_{b} = \kappa_{ab} = 0, \kappa_{du} = \kappa_{tu} = \kappa_{ue} = 0\) and \(b = \infty\) at both BS and UE; ii) low hardware impairments:- \(\kappa_{b} = 0.01, \kappa_{ue} = 0.01, 5\) bits at UE, and \(b = (3, 4, 5, 6)\) bits at BS in equal proportions; iii) moderate hardware impairments:- \(\kappa_{b} = 0.1, \kappa_{ue} = 0.05, 4\) bits at UE and \(b = (2, 3, 4, 6)\) bits at BS in equal proportions; and iv) high hardware impairments:- \(\kappa_{b} = 0.175, \kappa_{ue} = 0.1, 3\) bits at UE and \(b = (1, 2, 3, 4)\) bits at BS in equal proportions. We crucially observe from Fig. 1a that for ideal hardware, the SE gain provided by LSFP over SLP for i) DA-MMSE precoder is 9.35%; and ii) MR precoder is 3.75%. These numbers show that with ideal hardware, LSFP provides reasonable gain for the DA-MMSE precoder, and only moderate gain for the MR precoder. For high hardware impairments, LSFP provides 2.76% gain for the DA-MMSE precoder, and 0.23% gain for the MR precoder. The LSFP gain is now considerably reduced for both precoders. This is because the interference due to hardware impairments dominate the interference due to pilot contamination. We, however, crucially note that the LSFP is still able to provide marginal gain for the DA-MMSE precoder, but only a cosmetic gain for the MR precoder. The better performance of LSFP-DA-MMSE combination is because LSFP coefficients are designed using long-term channel statistics. They are unable to effectively mitigate the interference due to hardware impairments. The proposed DA-MMSE precoder can mitigate that, but MR cannot. With the reduced hardware impairment interference, the LSFP is able to perform better. This study crucially informs a system designer that for practical hardware-impaired mMIMO systems, it is better to combine LSFP with DA-MMSE precoding rather with MR precoding. The cosmetic gain provided by LSFP with MR precoding is too little to justify the LSFP complexity.

2) **Comparison of DA-SLP versus DU-LSFP:** We now compare in Fig. 1b the SE ratio of DA-MMSE when it is used with SLP, and when DU-MMSE is used with LSFP. This study will help in investigating the use cases for LSFP. For this study, we consider following hardware impairments i) low: \(b = 5\) bits, \(\kappa = 0.05\); ii) moderate: \(b = 3\) bits, \(\kappa = 0.1\); iii) high: \(b = 2\) bits, \(\kappa = 0.1\); and iv) severe: \((\kappa, b) = (0.15, 1)\). We see that for low impairment, the SE ratio is slightly less than unity. For this use case, the DU-MMSE-LSFP combination has a marginally higher SE than DA-MMSE-SLP combination. The LSFP usage is, therefore, suggested in this case. For low-to-high impairment values, the SE ratio is close to unity. For severe hardware impairments, the SE ratio is 1.5. The increased gain of DA-MMSE-SLP combination for severe hardware impairments is due to the ability of DA-
MMSE precoder to mitigate hardware impairments, which the DU-MMSE precoder is unable to. The LSFP gains for high hardware impairments with DU-MMSE precoder are relatively lower than the DA-MMSE precoder. A system designer should, therefore, prefer DA-SLP for high hardware impairments, when compared with DU-LSFP precoding.

We present in Fig. 1c the regions where DA-SLP design outperforms DU-LSFP design and vice-versa, for different hardware impairment values $\kappa$, and bit resolution $b$. In the orange region, the DU-LSFP outperforms DA-SLP precoder, while in the yellow region, it is the other way round. This study provides critical insights to the system designer regarding the use cases of DA-SLP and DU-LSFP in practical mMIMO systems.

3) Comparison of DA-MMSE and DU-MMSE precoders: We next plot in Fig. 1d the SE gain provided by the DA-MMSE precoder over the DU-MMSE precoder, when both of them are used with LSFP. This will help us in motivating the use of DA-MMSE precoder. For this study, we assume equal RF impairments and equal bit resolution at the BS and UE i.e., $\kappa_{bs} = \kappa_{ue} = \kappa$ and $b_{BS} = b_{UE} = b$. These assumptions are made only for the sake of brevity, but the observations remain same for different impairments/resolutions. We first observe that the SE of DA-MMSE and DU-MMSE precoders match for zero RF impairments and a reasonably high ADC/DAC resolution i.e., $(\kappa, b) = (0, 6)$ (i.e., point A in Fig. 1d). This shows that DA-MMSE reduces to DU-MMSE precoder for close-to-ideal hardware, which validates its correctness. The DA-MMSE precoder gain, however, increases with $\kappa$. For $\kappa = 0.15$ and $b = 1$ bit (i.e., point B in Fig. 1d), the DA-MMSE precoder has $20\%$ gain over the DU-MMSE one, which strongly motivates its use.

V. CONCLUSION

We considered a multi-cell spatially-correlated Rician-faded mMIMO system with two-layer LSFP, dynamic-resolution ADC/DAC architecture and RF impairments at the BS and UEs. We practically modeled the Rician fading channel by including a random phase-shift in its LoS component. We derived a closed-form SE expression and proposed an algorithm to optimize the LSFP vectors to maximize the non-convex sum-SE metric. We showed that the proposed DA-MMSE precoder with single-layer processing outperforms the DU-MMSE with LSFP. However, if we need even higher gains, then LSFP with DA-MMSE is the choice.
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