Reducing the complexity of distance measurement methods for circular turbo codes that use structured interleavers
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SUMMARY

The knowledge of turbo code’s minimum Hamming distance \( d_{\text{min}} \) and its corresponding codeword multiplicity \( A_{\text{min}} \) is of a great importance because the error correction capability of a code is strongly tied to the values of \( d_{\text{min}} \) and \( A_{\text{min}} \). Unfortunately, the computational complexity associated with the search for \( d_{\text{min}} \) and \( A_{\text{min}} \) can be very high, especially for a turbo code that has high \( d_{\text{min}} \) value. This paper introduces some useful properties of turbo codes that use structured interleavers together with circular encoding. These properties allow for a significant reduction of search space and thus reduce significantly the computational complexity associated with the determination of \( d_{\text{min}} \) and \( A_{\text{min}} \) values. © 2014 The Authors. International Journal of Communication Systems published by John Wiley & Sons, Ltd.
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1. INTRODUCTION

Turbo codes [1] are widely used in many mobile and satellite communication systems such as the Enhanced Voice-Data Optimized (EV-DO) [2], the Long Term Evolution (LTE) [3] of the 3rd Generation Partnership Project (3GPP), and the digital video broadcasting with return channel via satellite (DVB-RCS) [4]. The error rate performance of turbo codes is divided into two important regions. The first region, known as the waterfall region, is associated with low-to-moderate signal-to-noise ratio (SNR) values. The second region, known as the ‘error floor’ region, is associated with moderate-to-high SNR values. The authors of [5, 6] presented a method for performance evaluation of turbo-like codes based on estimating the probability density function of the bit log-likelihood-ratio using higher-order statistics.

The error floor [7] is mainly determined by the turbo code’s minimum Hamming distance \( d_{\text{min}} \) and its corresponding codeword multiplicity \( A_{\text{min}} \). The higher the \( d_{\text{min}} \) value and/or the lower the \( A_{\text{min}} \) value is, the lower the error floor is. The value of \( d_{\text{min}} \) does not depend only on interleaver size, but also on the constraint lengths of the component encoders as well as the proper selection of feedback and feedforward polynomials of the component encoders. That is, the higher the constraint length value is, the higher the \( d_{\text{min}} \) value is, assuming the use of a proper interleaver design. However, for fixed component encoders and fixed trellis termination scheme (e.g., circular
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(also called tail-biting) [8], dual-termination [9], or state-mapping [10]), the value of $d_{\text{min}}$ depends entirely on the deployed interleaver. The better the interleaver design is, the higher the $d_{\text{min}}$ value is.

In [11], it has been shown that a parallel concatenated turbo code that uses tail-biting component encoders and quasi-cyclic permutation (i.e., structured interleaver) can be viewed as a quasi-cyclic turbo code, whose equation can be studied on an extension field of $GF(2)$. This creates a meaningful bridge between the rich algebraic theory of cyclic and the quasi-cyclic codes—that have led to design of large minimum Hamming distance block codes—and the problem of interleaver design and convolutional code selection for turbo codes. The work in [11] inspired the authors of [12] to study quasi-cyclic interleavers. The authors of [12] proposed a bidimensional quasi-cyclic interleaver and showed that, with probability that tends to 1 as the block length tends to infinity, the associated turbo code’s minimum Hamming distance is of order $\log(K)$, where $K$ is the size of the interleaver.

Other structured interleavers, capable of achieving high $d_{\text{min}}$ values, have also been introduced. Examples of such interleavers are the dithered relative prime (DRP) interleavers [13], the almost regular permutation (ARP) interleavers [14], and the quadratic permutation polynomial-based (QPP) interleavers [15]. The author of [16] presented some upper bounds on the best achievable $d_{\text{min}}$ values for turbo codes that use sufficiently large QPP interleavers. Through the use of exhaustive computer search, it has been verified that these upper bounds are tight for larger interleaver lengths. Furthermore, the author of [16] introduced a new set of improved QPP interleavers for 3GPP LTE turbo codes [17].

The determination of $d_{\text{min}}$ and $A_{\text{min}}$ values is a real challenge, especially when dealing with a well-designed interleaver that yields high $d_{\text{min}}$ value. This is because the determination of $d_{\text{min}}$ and $A_{\text{min}}$ values is typically based on searching all potential input sequences that can generate the $d_{\text{min}}$ value; and the number of potential input sequences (i.e., the search space) increases rapidly with a small increase in $d_{\text{min}}$ value.

This paper introduces a set of properties for structured interleavers and discusses their impacts on the search for $d_{\text{min}}$ and $A_{\text{min}}$ values when dealing with turbo codes that use circular encoding. Some of these properties have been used in [18, 19] to reduce the computational complexity associated with the determination of $d_{\text{min}}$ and $A_{\text{min}}$ values. However, the use of these properties in [18, 19] was based on intuitive reasoning rather than theoretical analysis. The main contribution of this paper is the introduction of a number of theorems and their proofs which form the theoretical foundation for the properties used in [18, 19]. To the best of my knowledge, this paper is the first one that provides theoretical analyses on how to explore the properties of structured interleavers and circular encoding to reduce the complexity associated with the determination of $d_{\text{min}}$ and $A_{\text{min}}$.

2. SYSTEM MODEL

Let $u = (u_0, \cdots, u_{K-1})$ be an input sequence of size $K$ information bits that enters the turbo-code encoder. Let $c = (u, p_1, p_2)$ be the output sequence (i.e., codeword) of size $N$ data bits that corresponds to $u$, where $u$ is the systematic part (i.e., the input sequence itself), $p_1$ is the first parity part generated by the first recursive systematic convolutional (RSC) constituent encoder that operates on the $K$ uninterleaved information bits $u$, and $p_2$ is the second parity part generated by the second constituent RSC encoder that operates on the $K$ interleaved information bits $v$. The bits in $v$ are constructed from the input sequence $u$ using the interleaver $\pi$. The value at position $i$ in $v$ is identical to the value at position $\pi(i)$ in $u$ (i.e., $v(i) = u(\pi(i))$, often written as $v_i = u_{\pi(i)}$). Consequently, $v$ can be expressed as $v = (u_{\pi(0)}, \cdots, u_{\pi(K-1)})$.

2.1. Encoding model

Each constituent RSC encoder uses circular encoding to avoid the use of termination bits that induces a code rate penalty. In circular encoding, the encoder starts the encoding at a sequence dependent state (called the circular state) $S_e$ and ends the encoding in the same state. The existence of circular state $S_e$ is guaranteed, if $K$ is not a multiple of $(2^\delta - 1)$, where $\delta$ is the number of shift registers of the constituent RSC encoder. The determination of $S_e$ requires a pre-encoding operation.
in which the RSC encoder starts in the all-zero state, encodes the sequence, and store the last state as \( S_0^K \). The circular state \( S_c \) is then obtained using the expression \( S_c = (I \oplus G^K)^{-1} \cdot S_0^K \) [8], where \( \oplus \) denotes the bit-by-bit exclusive OR operation, \( I \) the identity matrix, and \( G \) the generator matrix. The circular states can be pre-computed and stored for the desired interleaver length.

2.2. Interleaving model

The deployed interleaver is a structured interleaver from the DRP, ARP, or QPP family. Each one of these interleavers has the following interesting structural property [13]:

\[
\pi ([i + M]_K) = [\pi(i) + Mp]_K, \quad \forall i = 0, \ldots, K - 1
\]

where \([x]_K\) is \( x \)-modulo-\( K \). \( M \) is the size of repeating index increments of \( \pi \). \( K \) must be a multiple of \( M \) and the integer values \( p \) and \( K \) must be relatively prime to ensure that the interleaver references all \( K \) indices. Let vector \( q \) denotes the first \( M \) indices of \( \pi \) (i.e., \( q(0) = \pi(0), \ldots, q(M - 1) = \pi(M - 1) \)). It follows from (1) that the entire structured interleaver \( \pi \) is completely determined by the vector \( q \) and the parameters \( M \), \( p \), and \( K \).

Let \( \pi^{-1} \) denote the deinterleaver (i.e., the inverse interleaver) which is given by \( \pi^{-1}(\pi(i)) = i, \forall i = 0, \ldots, K - 1 \), where \( K \) is the size of the interleaver \( \pi \). Remember that, by definition, the value at position \( \pi(i) \) in \( u \) is interleaved using the interleaver \( \pi \) to the position \( i \) in \( v \). Substituting \( j \) for \( \pi(i) \), the expression \( i = \pi^{-1}(\pi(i)) \) becomes \( i = \pi^{-1}(j) \). This means that the position \( j \) in \( u \) is interleaved to the position \( \pi^{-1}(j) \) in \( v \).

3. SOME PROPERTIES OF STRUCTURED INTERLEAVERS

The following theorems and proofs introduce some useful properties of turbo codes that use circular encoding together with structured interleavers. Theorem 1 introduces a property of structured interleavers. This property will be used to facilitate the proof of Theorem 2.

A ‘shift’ of a sequence \( u \) by \( z \) positions refers to a circular shift of \( u \) to the left by \( z \) positions and is denoted \( u \downarrow z \). That is, if \( u = (u_0, u_1, \ldots, u_{z-1}, u_z, u_{z+1}, \ldots, u_{K-1}) \), then \( u \downarrow z = (u_z, u_{z+1}, \ldots, u_{K-1}, u_0, u_1, \ldots, u_{z-1}) \).

**Theorem 1**

Adding the value \( M \) to all indices of the structured interleaver \( \pi \), given by (1), yields an interleaver \( \pi' = \pi \uparrow \mu \), where \( \mu = [\lambda M]_K \) and \( \lambda \) is the congruent solution of the congruence equation \( p\lambda \equiv 1 \pmod{K} \).

**Proof**

By using (1), each element of the interleaver \( \pi \) can be expressed as \( \pi([i]_K) = \pi([i - M]_K + Mp]_K \). Applying this equation recursively \( \lambda \) times yields the expression \( \pi([i]_K) = [\pi([i - \lambda M]_K + \lambda Mp]_K \). Now, if there exists an integer \( \lambda \) such that \([\lambda M]_K = M \) is satisfied, then \([\pi([i - \lambda M]_K + \lambda Mp]_K \) is simply \([\pi([i - \lambda M]_K + M]_K \) (i.e., \( \pi([i]_K) = [\pi([i - \lambda M]_K + M]_K \). Substituting \( \ell \) for \( i - \lambda M \) yields \( [\pi([\ell + \lambda M]_K) = [\pi([\ell]_K) + M]_K \). Because by definition \( \pi'(\ell) = [\pi([\ell]_K) + M]_K \), then \( \pi'(\ell) = [\pi([\ell + \lambda M]_K) \). This means that \( \pi' \) is simply a circular shift of \( \pi \) to the left by \( [\lambda M]_K \) indices (i.e., \( \pi' = \pi \uparrow \mu \), where \( \mu = [\lambda M]_K \).

The proof of the existence of \( \lambda \) is based on the linear congruence theorem. Let \( a, b, \) and \( m \) be integers, and let \( g \) be the greatest common divisor of \( a \) and \( m \) (denoted by \( gcd(a, m) \)). According to the linear congruence theorem, the congruence equation \( ax \equiv b \pmod{m} \) has exactly \( g \) congruent solutions if \( g \) divides \( b \).

The term \([\lambda M]_K = M = [M]_K \) is simply saying that \( \lambda M p \) and \( M \) are congruent modulo \( K \) (i.e., \( \lambda M p \equiv M \pmod{K} \)). The congruence equation \( \lambda M p \equiv M \pmod{K} \) simplifies to \( p\lambda \equiv 1 \pmod{K} \) and because \( p \) and \( K \) are, by the definition of structured interleavers, relatively
prime (i.e., \( \gcd(p, K) = 1 \)), then there exits a congruent solution for \( \lambda \). In fact, there is a single congruent solution because \( g = 1 \).

The next theorem is introduced to pave the way for the main theorems, namely, Theorem 3 and Theorem 4.

Theorem 2

Let \( u = (u_0, u_1, \ldots, u_{M-1}, u_M, \ldots, u_{K-1}) \) be the input sequence that has by definition the corresponding interleaved sequence \( v = (u_{

50 \pi(0)}, u_{\pi(1)}, \ldots, u_{\pi(M-1)}, u_{\pi(M)}, \ldots, u_{\pi(K-1)}) \). For unpunctured turbo codes that use circular encoding together with a structured interleaver of length \( K \) and \( M \) repeating index increments, the input sequence \( \overrightarrow{u}^M \) has the corresponding interleaved sequence \( \overrightarrow{v}^\tau \) where \( \tau = \left\lfloor \pi^{-1}(M) - \pi^{-1}(0) \right\rfloor_K \) (i.e., \( \overrightarrow{v}^\tau \) is a circular shift of \( u \) by a multiple of \( M \) positions).

Proof

The proof consists of two parts. The first part shows the circular property and the second part determines the number of shift positions \( \tau \).

By definition, the input sequence \( \overrightarrow{u}^M \) has the corresponding interleaved sequence \( \overrightarrow{v}' = (\overrightarrow{v}^\tau_M(0), \overrightarrow{v}^\tau_M(1), \ldots, \overrightarrow{v}^\tau_M(K-1)) \). Because the position \( i \) in \( \overrightarrow{u}^M \) has the bit value \( u(i + M)_K \), it follows, by substituting \( \pi(j) \) for \( i \), that \( \overrightarrow{v}^M(\pi(j)) = \overrightarrow{u}((\pi(j) + M)_K) \). Consequently, \( \overrightarrow{v}' \) can be expressed as \( \overrightarrow{v}' = (\overrightarrow{u}^\pi(0)_K, \overrightarrow{u}^\pi(1)_K, \ldots, \overrightarrow{u}^\pi(K-1)_K) \). By using Theorem 1, \( \overrightarrow{v}' \) can be expressed as \( \overrightarrow{v} = (u_{\pi(0)}, u_{\pi(1)}, \ldots, u_{\pi(K-1)}) \). Because \( \pi' \) is simply a circular shift of \( \pi \) by a multiple of \( M \) positions, then \( \overrightarrow{v}' \) is also a circular shift of \( v \) by a multiple of \( M \) positions.

The number of shift positions \( \tau \) is determined as follows. Before the circular shift, \( u_M \) was at position \( M \) in \( u \) and also at position \( \pi^{-1}(M) \) in \( v \). After the circular shift, \( u_M \) is at position 0 in \( \overrightarrow{u}^M \) and also at position \( \pi^{-1}(0) \) in \( \overrightarrow{v}' \). If \( \pi^{-1}(0) < \pi^{-1}(M) \), then there is a circular shift to the left by \( \tau = \pi^{-1}(M) - \pi^{-1}(0) = \left\lfloor \pi^{-1}(M) - \pi^{-1}(0) \right\rfloor_K \) positions. If \( \pi^{-1}(0) > \pi^{-1}(M) \), then there is a circular shift to the right by \( \tau = \left\lfloor \pi^{-1}(M) - \pi^{-1}(0) \right\rfloor_K = \pi^{-1}(M) - \pi^{-1}(0) \) positions. Therefore, a circular shift to the right by \( \tau \) positions is the same as a circular shift to the left by \( \pi \) positions. Consequently, if \( \pi^{-1}(0) > \pi^{-1}(M) \), then there is a circular shift to the left by \( K + (\pi^{-1}(M) - \pi^{-1}(0)) = \pi^{-1}(M) - \pi^{-1}(0) \) positions.

Note that when combining Theorems 1 and 2, the number of shift positions \( \tau \) can be determined, without the computation of the inverse interleaver \( \pi^{-1} \), by simply solving the congruence equation \( p\lambda \equiv 1 \pmod{K} \) and then setting \( \tau = \lfloor \lambda M \rfloor_K \).

Theorem 3

For unpunctured turbo codes that use circular encoding together with a structured interleaver of length \( K \) and \( M \) repeating index increments, the codewords \( c \) and \( c' \) generated by \( u \) and \( \overrightarrow{u}^M \), respectively, have the same Hamming weight \( w \).

Proof

Let \( c = (u, p1, p2) \) be the codeword generated by \( u \). When applying Theorem 2, then the second parity of the codeword \( c' \) generated by the interleaved version of \( \overrightarrow{u}^M \) is \( \overrightarrow{p}^{2\tau} \), where \( \tau \) is a multiple of \( M \). Because the first parity of \( c' \) is simply \( p1^M \), then \( c' = (\overrightarrow{u}^M, \overrightarrow{p1}^M, \overrightarrow{p}^{2\tau}) \). Let \( w_H(c) = w \) denote the Hamming weight of \( c \). Because each value of \( c' \) is simply a shifted version of its corresponding value in \( c \), then \( w_H(c') = w \).

Theorem 4

This theorem deals with punctured turbo codes, where the repeating puncturing masks for the systematic part \( u \), the first parity part \( p1 \), and the second parity part \( p2 \) are of lengths \( M_s \), \( M_{p1} \), and \( M_{p2} \), respectively. For this punctured turbo codes that use a circular encoding together with a structured interleaver of length \( K \) and \( M \) repeating index increments, the codewords \( c \) and \( c' \)
generated by \( u \) and \( \overline{u}^T \), respectively, have the same Hamming weight \( w \), where \( T \) is the least common multiple (LCM) of \( M \), \( M_s \), \( M_{p1} \), and \( M_{p2} \).

**Proof**

Let \( w = w_0 + w_1 + w_2 \) be the Hamming weight of the punctured codeword \( c = (u, p1, p2) \) generated by the input sequence \( u \), where \( w_0 = w_H(u) \), \( w_1 = w_H(p1) \), and \( w_2 = w_H(p2) \). Let \( T \) be the minimum shift value such that \( \overline{u}^T \) generates the codeword \( c' = \left( \overline{u}^T, \overline{p1}^T, \overline{p2}^T \right) \) with the same Hamming weight \( w \). The value of \( \tau \) is a multiple of the value of \( T \), as shown in Theorem 2. If \( T \) is selected such that \( w_0 = w_H(\overline{u}^T) \), \( w_1 = w_H(\overline{p1}^T) \), and \( w_2 = w_H(\overline{p2}^T) \), then the Hamming weight of \( c' \) is guaranteed to be the same as the Hamming weight of \( c \).

Because of the presence of puncturing masks, the condition \( \left[ w_0 = w_H(\overline{u}^T) \right. \) and \( w_1 = w_H(\overline{p1}^T) \) \) and \( w_2 = w_H(\overline{p2}^T) \) \] is guaranteed to be satisfied only if \( [T \) is equal to \( M \) or a multiple of \( M_s \), and at the same time, \( T \) is equal to \( M_{p1} \) or a multiple of \( M_{p1} \), and at the same time, \( \tau \) is equal to \( M_{p2} \) or a multiple of \( M_{p2} \) (i.e., \( T \) is equal to \( M_{p2} \) or a multiple of \( M_{p2} \) because \( \tau \) is a multiple of \( T \)). Further, because of the nature of the structured interleaver, \( T \) must be also equal \( M \) or a multiple of \( M \). Consequently, the minimum value of \( T \) is the least common multiple of \( M_s, M_{p1}, M_{p2}, \) and \( M \). \( \square \)

4. IMPACT ON DISTANCE MEASUREMENT METHODS

This section discusses how the theorems, discussed in the previous section, can be used to (i) reduce the complexity of distance measurement methods and (ii) provide an upper bound on codeword multiplicity.

4.1. Complexity reduction

For unpunctured turbo codes, it was shown in Theorem 3 that if \( u_1 \) generates codeword \( c_1 \) with \( w_H(c1) = w \), then \( \overline{u}_1^M \) will also generate codeword \( c'_1 \) with \( w_H(c'_1) = w \). Applying this result recursively shows that all shift versions \( \overline{u}_1^M, \overline{u}_1^{2M}, \ldots, \overline{u}_1^{(L-1)M} \) will also generate codewords with Hamming weight \( w \), where \( L = \frac{K}{M} \). This means that if a distance measurement method tests the input sequence \( u_1 \) and finds out that it yields a codeword \( c_1 \) with Hamming weight \( w \), then it does not need to test all circular shifts of \( u_1 \) by a multiple of \( M \) positions because they are guaranteed to yield the same Hamming weight \( w \). Consequently the search space for a specific distance, let say \( d_{min} \), is reduced by a factor of \( L \).

For punctured turbo codes, Theorems 4 shows, when applied recursively, that all input sequences \( u_1, \overline{u}_1^T, \overline{u}_1^{2T}, \ldots, \overline{u}_1^{(L-1)T} \) generates codewords with the same Hamming weight, where \( L' = \frac{K}{T} \). Consequently the search space for a specific distance, let say \( d_{min} \), is reduced by a factor of \( L' \). A Summary of complexity reduction for both unpunctured and punctured turbo codes is provided in Table I.

The magnitude of complexity reduction is demonstrated using the powerful structured QPP interleavers, which are generated using quadratic polynomial of the form \( f(x) = f_1 x + f_2 x^2 \ (mod \ K) \), where \( f_1 \) and \( f_2 \) are nonnegative integers. For a QPP interleaver of length \( K \), the size of the repeating index increments \( M \) is given by \( M = \frac{K}{gcd(2 \cdot f_2, K)} \) [20], where \( gcd(a, b) \) denotes the greatest common divisor of \( a \) and \( b \). For the interleaver of length \( K = 1600 \), the 3GPP

| Table I. A Summary of complexity reduction for unpunctured and punctured turbo codes. |
|-----------------------------------|-----------------|-----------------|
| Unpunctured turbo code            | Punctured turbo code |
| Interleaver length                | \( K \)          | \( K \)          |
| Repeating pattern length          | \( M \)          | \( T = LCM (M, M_s, M_{p1}, M_{p2}) \) |
| Complexity reduction              | \( L = \frac{K}{M} \) | \( L' = \frac{K}{T} \) |
LTE turbo codes use the polynomial $f(x) = 17x + 80x^2 \pmod{1600}$ [16], which means that $M = 1600/gcd(2 \cdot 80, 1600) = 10$. Consequently, for this interleaver, the complexity associated with the determination of $d_{\text{min}}$ can be reduced by a factor of $K/M = 1600/10 = 160$.

4.2. Upper bound on codeword multiplicity

It has been shown for unpunctured turbo codes that all input sequences $u_1, \hat{u}_1^M, \hat{u}_1^{2T}, \cdots, \hat{u}_1^{(L-1)M}$ generate codewords with the same Hamming weight $w$, where $L = \frac{K}{d}$. It has also been shown for punctured turbo codes that all input sequences $u_1, \hat{u}_1^T, \hat{u}_1^{2T}, \cdots, \hat{u}_1^{(L-1)T}$ generate codewords with the same Hamming weight $w'$, where $L' = \frac{K}{d}$. For illustration purpose, let assume that the only input sequences that generate codewords with Hamming weights $w$ and $w'$ are the ones listed previously. Consequently, there are ‘at most’ $L$ and $L'$ codewords with Hamming weights $w$ and $w'$.

The reason for saying ‘at most’ because one or several shift versions of $u_1$ might produce identical codewords. The following examples illustrate this. The codeword caused by all-one input sequence $u_1 = (1, 1, \cdots, 1, 1)$ has a multiplicity of 1 because all shift versions of $u_1$ by a multiple of $M$ produce a codeword identical to the codeword produced by $u_1$. Another example, for $M = 4$, the codeword caused by $u_2 = (e_1, e_1, \cdots, e_1)$ and $e_1 = (1, 0, 0, 0)$ have a multiplicity of 1 because all shift versions of $u_2$ by a multiple of 4 produce a codeword identical to the codeword produced by $u_2$.

Last example, for $M = 4$ and $K = 32$, let $d_{\text{min}}$ be caused by two identical events $e_2 = (1, 0, 0, 1)$ and $e_3 = (1, 0, 0, 1)$, where $e_2$ is at position 0 and $e_3$ is at position 16 and are separated by 12 zeros (i.e., $u_{\text{min}} = (e_2, 0000, 0000, 0000, e_3, 0000, 0000, 0000)$). Because a shift of $u_{\text{min}}$ by 16 positions results in the same $u_{\text{min}}$, the codeword multiplicity is $\frac{32}{4} - 1 = 7$.

From the discussion in the previous text, it follows that if any distance, let say $d_{\text{min}}$, is caused by $\ell$ unique input sequences (i.e., no circular shift of one is identical to the other), then the codeword multiplicity is upper bounded by $\ell \cdot L$ in case no puncturing is applied and $\ell \cdot L'$ in case puncturing is applied. In fact, extensive test results for different structured interleaves have shown that the multiplicity of codewords of Hamming weight $d_{\text{min}}$ are exactly $\ell \cdot L$ and $\ell \cdot L'$ for unpunctured and punctured turbo code, respectively (see references [18, 21]). In general, it is fair to say that the upper bound on multiplicity is very tight for very low-weight codewords (i.e., $d_{\text{min}}$ and next few distances) and the upper bound gets looser for higher distances. In any case, the multiplicity of codewords of Hamming weight $d_{\text{min}}$ can be determined accurately by simply counting only unique shift versions of each one of the $\ell$ input sequences that cause $d_{\text{min}}$.

4.3. Experimental results

To assess the actual reduction in computational complexity, the following setting has been used:

(1) The 4-state turbo codes that use circular encoding is considered. The 4-state turbo codes use recursive systematic convolutional constituent encoders each with feedback and feedforward polynomials of 7 and 5 in octal, respectively. The deployed interleaver is the QPP interleaver, discussed in the previous text (generated by the polynomial $f(x) = 17x + 80x^2 \pmod{1600}$), of length $K = 1600$ and $M = 10$ (i.e., the size of repeating index increments is 10). For unpunctured turbo code, the code rate is 1/3. For punctured turbo code, the code rate is 1/2 and is obtained using the puncturing masks [1, 1, 0, 0] and [1, 1, 0, 0] for systematic part, first parity part, and second parity part, respectively. The values 0 and 1 indicate punctured (removed) and kept bits, respectively. The puncturing masks have the lengths $M_s = 1$, $M_{p1} = 2$, and $M_{p2} = 4$, which implies $T = \text{LCM} (M, M_s, M_{p1}, M_{p2}) = \text{LCM} (10, 1, 2, 4) = 20$.

(2) The $d_{\text{min}}$ and $A_{\text{min}}$ are computed using the double-impulse distance estimation method, which assumes that the all-zero codeword has been transmitted, but when decoding the decoder is forced to produce a non-zero codeword that have the bit value 1 at positions $i$ and $j$ in the systematic part. All possible combinations for $i$ and $j$ are tested (i.e., $i = (0, 1, \cdots, K - 1)$ and $j = (i + 1, \cdots, K - 1)$), and the value of $d_{\text{min}}$ is the one associated with the codeword that has the lowest Hamming distance. More details about the double-impulse method are available in [22].
The values $d_{\text{min}}$ and $A_{\text{min}}$ are for the classical case where all possible positions (i.e., $i = (0, 1, \cdots, K - 1)$ and $j = (i + 1, \cdots, K - 1)$) are tested. The values $d_{\text{min}}^*$ and $A_{\text{min}}^*$ are the values when applying Theorem 3 (for unpunctured turbo code) and Theorem 4 (for punctured turbo code), respectively. That is, for unpunctured turbo code, the test space is reduced to the combinations $i = (0, 1, \cdots, M - 1)$ and $j = (i + 1, \cdots, K - 1)$; and for punctured turbo code, the test space is reduced to the combinations $i = (0, 1, \cdots, T - 1)$ and $j = (i + 1, \cdots, K - 1)$, where $K = 1600$, $M = 10$, and $T = 20$. The ratio $\omega^*_i / \omega^*$ is the actual reduction in complexity obtained from the computational experiment, where $\omega$ is the time needed to compute $d_{\text{min}}$ and $\omega^*$ the time needed to compute $d_{\text{min}}^*$.

The reported CPU times in Table II were obtained with a 3.20 GHz Intel Xeon Processor W3670. Table II shows that the experimental results are inline with the theoretical results. That is,

1. The same minimum Hamming distance has been found for both cases,
2. The reduction in computational complexity is essentially in the same range (i.e., theoretical and actual complexity differ only by a factor of about 2), and
3. The codeword multiplicity are within acceptable range to each other. This is because the packet error rate (PER) depends linearly on the codeword multiplicity (e.g., if the true PER is $10^{-6}$, then a pessimistic mismatch in codeword by a factor of 2 will yield a PER of $2 \cdot 10^{-6}$, which is essentially the same as the true PER).

5. CONCLUSIONS

Some useful distance properties of structured interleavers have been presented. These properties are useful when searching for the minimum Hamming distance ($d_{\text{min}}$) of a turbo code that uses structured interleaver together with circular encoding because these properties allow for a significant reduction of search space and thereby reduce significantly the computational complexity associated with the determination of $d_{\text{min}}$ value. Further, an upper bound on codeword multiplicity has been presented. The knowledge of $d_{\text{min}}$ and its corresponding codeword multiplicity ($A_{\text{min}}$) is of a great importance because the error correction capability of a turbo code is strongly tied to the values of $d_{\text{min}}$ and $A_{\text{min}}$.
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