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Abstract: The Heisenberg group is one of the simplest sub-Riemannian settings in which we can define non-elliptic Hörmander type generators. We can then consider coercive inequalities associated to such generators. We prove that a certain class of non-trivial Gibbs measures with quadratic interaction potential on an infinite product of Heisenberg groups satisfy logarithmic Sobolev inequalities.
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1 Introduction

Ever since L. Gross proved that a logarithmic Sobolev inequality is equivalent to hypercontractivity of the associated semigroup (see [12]), these inequalities have been the subject of much research and interest. They have proved extremely useful as a tool
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in the control of the rate of convergence to equilibrium of spin systems, and were extensively studied (see for example [8], [13], [17], [22], [26], [28], [30]). Up until recently, however, most of the attention has been focused on the case of elliptic generators, for which there are some very powerful methods for proving such inequalities. Our aim here is to show that a certain class of infinite dimensional measures corresponding to non-elliptic Hörmander type generators satisfy logarithmic Sobolev inequalities.

One method that exists for proving coercive inequalities such as the logarithmic Sobolev inequality and the spectral gap inequality, as well as gradient bounds (which are closely related) involves showing that the so-called \( CD(\rho, \infty) \) condition holds (see [1], [2]). Indeed, let \( L \) be the generator of a Markov semigroup \( P_t \), and define the operators

\[
\Gamma(f, f) = \frac{1}{2} \left( L(f^2) - 2fLf \right)
\]

\[
\Gamma_2(f, f) = \frac{1}{2} \left[ L\Gamma(f, f) - 2\Gamma(f, Lf) \right].
\]

We say that the \( CD(\rho, \infty) \) holds when there exists \( \rho \in \mathbb{R} \) such that

\[
\Gamma_2(f, f) \geq \rho \Gamma(f, f).
\]

When \( L \) is elliptic such a condition holds in many situations. In the case when \( M \) is a complete connected Riemannian manifold, and \( \nabla \) and \( \Delta \) are the standard Riemannian gradient and Laplace-Beltrami operators, taking \( L = \Delta \), the condition reads

\[
|\nabla^2 f|^2 + \operatorname{Ric}(\nabla f, \nabla f) \geq \rho |\nabla f|^2.
\]

This holds for some \( \rho \in \mathbb{R} \) when \( M \) is compact, or for \( \rho = 0 \) when \( M = \mathbb{R}^n \) with the usual metric, since Ricci = 0.

However, in this paper we will consider non-elliptic Hörmander generators. For such generators these methods do not work, since the \( CD(\rho, \infty) \) condition does not hold. Indeed, the Ricci tensor of our generators can be thought of as being \(-\infty\) almost everywhere.

We consider an \( N \)-dimensional lattice and impose interactions between points in the lattice described by an unbounded quadratic potential. In the standard case where the underlying space is Euclidean, the \( CD(\rho, \infty) \) condition allows us to prove that the finite dimensional measures on the lattice, which depend on the boundary conditions, satisfy logarithmic Sobolev inequalities uniformly on the boundary conditions. It is then possible to pass to the infinite dimensional measure. We aim for a comparable result in a more complicated sub-Riemannian setting, using different methods.

In [19] a similar situation is studied, in that the authors consider a system of Hörmander generators in infinite dimensions and prove logarithmic Sobolev inequalities as well as some ergodicity results. The main difference between the present set up and their situation is that we consider a non-compact underlying space, namely the Heisenberg group, in which the techniques of [19] cannot be applied.
2 Logarithmic Sobolev inequalities on the Heisenberg group

We consider the Heisenberg group, \( \mathbb{H} \), which can be described as \( \mathbb{R}^3 \) with the following group operation:

\[
x \cdot \tilde{x} = (x_1, x_2, x_3) \cdot (\tilde{x}_1, \tilde{x}_2, \tilde{x}_3) = (x_1 + \tilde{x}_1, x_2 + \tilde{x}_2, x_3 + \frac{1}{2}(x_1 \tilde{x}_2 - x_2 \tilde{x}_1)).
\]

\( \mathbb{H} \) is a Lie group, and its Lie algebra \( \mathfrak{h} \) can be identified with the space of left invariant vector fields on \( \mathbb{H} \) in the standard way. By direct computation we see that this space is spanned by

\[
X_1 = \partial x_1 - \frac{1}{2} x_2 \partial x_3, \\
X_2 = \partial x_2 + \frac{1}{2} x_1 \partial x_3, \\
X_3 = \partial x_3 = [X_1, X_2].
\]

From this it is clear that \( X_1, X_2 \) satisfy the Hörmander condition (i.e. \( X_1, X_2 \) and their commutator \([X_1, X_2]\) span the tangent space at every point of \( \mathbb{H} \)). It is also easy to check that the left invariant Haar measure (which is also the right invariant measure since the group is nilpotent) is the Lebesgue measure \( dx \) on \( \mathbb{R}^3 \).

\( \mathbb{H} \) is naturally equipped with a 1-parameter family of automorphisms \( \{\delta_\lambda\}_{\lambda > 0} \) defined by

\[
\delta_\lambda(x) := (\lambda x_1, \lambda x_2, \lambda^2 x_3).
\]

\( \{\delta_\lambda\}_{\lambda > 0} \) is called a family of dilations. Thus \( \mathbb{H} \) is an example of a homogeneous Carnot group (see [9] for an extensive study of such groups).

On \( C_0^\infty(\mathbb{H}) \), define the sub-gradient to be the operator given by

\[
\nabla := (X_1, X_2)
\]

and the sub-Laplacian to be the second order operator given by

\[
\Delta := X_1^2 + X_2^2.
\]

\( \nabla \) can be treated as a closed operator from \( L^2(\mathbb{H}, dx) \) to \( L^2(\mathbb{H} \times \mathbb{R}^2, dx) \). Similarly, since \( \Delta \) is densely defined and symmetric in \( L^2(\mathbb{H}, dx) \), we may treat \( \Delta \) as a closed self-adjoint operator on \( L^2(\mathbb{H}, dx) \) by taking the Friedrich extension.

We introduce the logarithmic Sobolev inequality on \( \mathbb{H} \) in the following way.

**Definition 2.1.** Let \( q \in (1, 2] \), and let \( \mu \) be a probability measure on \( \mathbb{H} \). \( \mu \) is said to satisfy a \( q \)-logarithmic Sobolev inequality (\( LS_q \)) on \( \mathbb{H} \) if there exists a constant \( c > 0 \) such that for all smooth functions \( f : \mathbb{H} \to \mathbb{R} \)

\[
\mu \left( |f|^q \log \frac{|f|^q}{\mu |f|^q} \right) \leq c \mu (|\nabla f|^q) \tag{2.1}
\]

where \( \nabla \) is the sub-gradient on \( \mathbb{H} \).
Remark 2.2. The $(LS_q)$ was introduced in [6] and further studied in [7], as a variation of the more standard $(LS_2)$ inequality. Here it is noted that for $q < 2$, the $(LS_q)$ inequality serves as a certain sharpening of $(LS_2)$, at least when the underlying space is finite dimensional.

Remark 2.3. We recall four important standard properties of $(LS_q)$ inequalities that will be used below (see [7] and [13]):

(i) $(LS_q)$ is stable under tensorisation: Suppose $\mu_1$ and $\mu_2$ satisfy $(LS_q)$ inequalities with constants $c_1$ and $c_2$ respectively. Then $\mu_1 \otimes \mu_2$ satisfies an $(LS_q)$ inequality with constant $\max\{c_1, c_2\}$.

(ii) $(LS_q)$ is stable under bounded perturbations: Suppose $d\mu = e^{-U/Z}dx$ satisfies an $(LS_q)$, and that $W$ is bounded. Then $\tilde{\mu}(dx) = e^{-U-W/Z}dx$ satisfies an $(LS_q)$ inequality.

(iii) $(LS_q) \Rightarrow (SG_q)$: Suppose $\mu$ satisfies an $(LS_q)$ inequality with constant $c$. Then $\mu$ satisfies a $q$-spectral gap inequality (we say $\mu$ satisfies an $(SG_q)$ inequality) with constant $\frac{4c}{\log 2}$ i.e.

$$\mu |f - \mu f|^q \leq \frac{4c}{\log 2} \mu (|\nabla f|^q)$$

for all smooth $f$.

(iv) When the underlying space is finite dimensional, $(LS_q) \Rightarrow (LS_{q'})$ and $(SG_q) \Rightarrow (SG_{q'})$ for $q < q'$.

The operator $\Delta$ is non-elliptic, but by Hörmander’s theorem it is hypoelliptic, so that the associated heat semigroup $P_t$ has a smooth convolution kernel with respect to the Haar measure. Note that we can calculate the $\Gamma$ and $\Gamma_2$ functions for this generator explicitly, and we can easily see that there does not exist a constant $\rho \in \mathbb{R}$ such that $\Gamma_2 \geq \rho \Gamma$. However, despite this, in [3] and [18] it was recently shown that there exists a constant $C$ such that

$$|\nabla P_tf(x)| \leq CP_t(|\nabla f|)(x), \quad \forall x \in \mathbb{H},$$

which is a surprising result. It follows directly from this gradient bound that the heat kernel measure on $\mathbb{H}$ satisfies an $(LS_2)$ inequality on $\mathbb{H}$.

Remark 2.4. Since we have the sub-gradient on the right-hand side, (2.1) is a logarithmic Sobolev inequality corresponding to a Hörmander type generator. Indeed, if $\mu(dx) = e^{-U/Z}dx$ then it is clear that $L = \Delta - \nabla U \cdot \nabla$ is a Dirichlet operator satisfying

$$\mu (f Lf) = -\mu (|\nabla f|^2),$$

where $\Delta$ is the sub-Laplacian, and $\nabla$ the sub-gradient.
Independently, and by very different methods, in [14] the authors were able to show that a related class of measures on $\mathbb{H}$ satisfy $(LS_q)$ inequalities (see Theorem 2.8 below). To describe these we first need to introduce the extra structure that the Heisenberg group possesses.

We define the Carnot-Carathéodory distance between two points in $\mathbb{H}$ by considering only admissible curves between them. A Lipschitz curve $\gamma : [0,1] \to \mathbb{H}$ is said to be admissible if $\gamma'(s) = a_1(s)X_1(\gamma(s)) + a_2(s)X_2(\gamma(s))$ almost everywhere with measurable coefficients $a_1, a_2$ i.e. if $\gamma'(s) \in sp\{X_1(\gamma(s)), X_2(\gamma(s))\}$ a.e. Then the length of $\gamma$ is given by

$$l(\gamma) = \int_0^1 (a_1^2(s) + a_2^2(s))^{1/2} \, ds$$

and we define the Carnot-Carathéodory distance between two points $x, y \in \mathbb{H}$ to be

$$d(x,y) := \inf\{l(\gamma) : \gamma \text{ is an admissible path joining } x \text{ to } y\}.$$ 

Write $d(x) = d(x,e)$, where $e$ is the identity.

**Remark 2.5.** This distance function is well defined as a result of Chow’s theorem, which states that every two points in $\mathbb{H}$ can be joined by an admissible curve (see for example [9], [11]).

It is well known that $d$ is a homogeneous norm on $\mathbb{H}$ i.e. $d(\delta_\lambda(x)) = \lambda d(x)$ for all $\lambda > 0$, where $\delta_\lambda$ is the dilation as defined above (see for example [9]).

Geodesics are smooth, and are helices in $\mathbb{R}^3$. They have an explicit parameterisation. For details see [3], [4], [5], [21]. We also have that $x = (x_1, x_2, x_3) \mapsto d(x)$ is smooth for $(x_1, x_2) \neq 0$, but not at points $(0,0,x_3)$, so that the unit ball has singularities on the $x_3$-axis (one can think of it as being 'apple' shaped).

In our analysis, we will frequently use the following two results. The first is the well-known fact that the Carnot-Carathéodory distance satisfies the eikonal equation (see for example [21]):

**Proposition 2.6.** Let $\nabla$ be the sub-gradient on $\mathbb{H}$. Then $|\nabla d(x)| = 1$ for all $x = (x_1, x_2, x_3) \in \mathbb{H}$ such that $(x_1, x_2) \neq 0$.

We must be careful in dealing with the notion of $\Delta d(x)$, since it will have singularities on the $x_3$-axis. However, the following (proved in [14]) provides some control of these singularities.

**Proposition 2.7.** Let $\Delta$ be the sub-Laplacian on $\mathbb{H}$. There exists a constant $K$ such that $\Delta d \leq \frac{K}{\rho}$ in the sense of distributions.

**Proof.** For the sake of completeness, we recall part of the proof given in [14]. It suffices to show that $\Delta d \leq K$ on $\{d(x) = 1\}$. Indeed, using dilations and homogeneity, we have that

$$\Delta d(x) = \lambda \Delta d(\delta_\lambda(x))$$
for all $x \neq 0, \lambda > 0$, so that for any $x \in \mathbb{H}\setminus\{0\}$

$$\Delta d(x) \leq \frac{1}{d(x)} \sup_{\{d(y)=1\}} \Delta d(y). \tag{2.2}$$

Since everything is smooth away from the $x_3$ axis, in order to prove that $\Delta d \leq K$ on $\{d(x) = 1\}$, it suffices to look at what happens in a small neighbourhood of $(0, 0, z)$, where $z$ is such that $d((0, 0, z)) = 1$. To do this, let

$$A_\eta := \{(r, s) \in \mathbb{R}^2 : s > 0, r > -\eta s\},$$

and for $x = (x_1, x_2, x_3) \in \mathbb{H}$ write $\|x\| := (x_1^2 + x_2^2)^{1/2}$. Then it is shown that there exists $\eta > 0$ and a smooth function $\psi(r, s)$ defined on $A_\eta$ such that for $x = (x_1, x_2, x_3) \in \mathbb{H}$,

$$d(x) = \psi(\|x\|, |x_3|),$$

and moreover that $\partial_r \psi < 0$ when $r = 0$. One can then compute that

$$\Delta d(x) = \frac{1}{\|x\|} \partial_r \psi(\|x\|, |x_3|) + \partial^2_r \varphi(\|x\|, |x_3|) + \|x\|^2 4 \partial_s \varphi(\|x\|, |x_3|). \tag{2.3}$$

From (2.3) it follows that $\Delta d$ is bounded from above in a small neighbourhood of $(0, 0, z)$, since although the first term is unbounded, it is negative.

The following result is also found in [14].

**Theorem 2.8.** Let $\mu_p$ be the probability measure on $\mathbb{H}$ given by

$$\mu_p(dx) = \frac{e^{-\beta d_p(x)}}{\int_{\mathbb{H}} e^{-\beta d_p(x)} dx} dx$$

where $p \geq 2, \beta > 0$, $dx$ is the Lebesgue measure on $\mathbb{R}^3$ and $d(x)$ is the Carnot-Carathéodory distance. Then $\mu_p$ satisfies an $(LS_q)$ inequality, where $\frac{1}{p} + \frac{1}{q} = 1$.

In the remainder of this paper we use the methods contained in [14], together with an iterative procedure based on ideas contained in [13], [17], [29] and [30] to prove an $(LS_q)$ inequality for a class of infinite dimensional measures on $(\mathbb{H})^\mathbb{Z}^N$.

### 3 Infinite dimensional setting and main result

**The Lattice:** Let $\mathbb{Z}^N$ be the $N$-dimensional square lattice, for some fixed $N \in \mathbb{N}$. We equip $\mathbb{Z}^N$ with the $l^1$ lattice metric $\text{dist}(\cdot, \cdot)$, defined by

$$\text{dist}(i, j) := \sum_{l=1}^N |i_l - j_l|$$

for $i = (i_1, \ldots, i_N), j = (j_1, \ldots, j_N) \in \mathbb{Z}^N$. For $i, j \in \mathbb{Z}^N$ we will also write

$$i \sim j \iff \text{dist}(i, j) = 1$$

i.e. $i \sim j$ when $i$ and $j$ are nearest neighbours in the lattice.

For $\Lambda \subset \mathbb{Z}^N$, we will write $|\Lambda|$ for the cardinality of $\Lambda$, and $\Lambda \subset \subset \mathbb{Z}^N$ when $|\Lambda| < \infty$. 

The Configuration Space: Let $\Omega = (\mathbb{H})^{\mathbb{Z}^N}$ be the configuration space. We introduce the following notation. Given $\Lambda \subset \mathbb{Z}^N$ and $\omega = (\omega_i)_{i \in \mathbb{Z}^N} \in \Omega$, let $\omega_\Lambda := (\omega_i)_{i \in \Lambda} \in \mathbb{H}^\Lambda$ (so that $\omega \mapsto \omega_\Lambda$ is the natural projection of $\Omega$ onto $\mathbb{H}^\Lambda$).

Let $f : \Omega \rightarrow \mathbb{R}$. Then for $i \in \mathbb{Z}^N$ and $\omega \in \Omega$ define $f_i(\cdot | \omega) : \mathbb{H} \rightarrow \mathbb{R}$ by

$$f_i(x|\omega) := f(x \bullet_i \omega)$$

where the configuration $x \bullet_i \omega \in \Omega$ is defined by declaring its $i$th coordinate to be equal to $x \in \mathbb{H}$ and all the other coordinates coinciding with those of $\omega \in \Omega$. Let $C^{(n)}(\Omega)$, $n \in \mathbb{N}$ denote the set of all functions $f$ for which we have $f_i(\cdot | \omega) \in C^{(n)}(\mathbb{H})$ for all $i \in \mathbb{Z}^d$.

For $i \in \mathbb{Z}^N$, $k \in \{1, 2\}$ and $f \in C^{(1)}(\Omega)$, define

$$X_{i,k}f(\omega) := X_kf_i(x|\omega)|_{x = \omega_i},$$

where $X_1, X_2$ are the left invariant vector fields on $\mathbb{H}$ defined in section 2.

Define similarly $\nabla_i f(\omega) := \nabla f_i(x|\omega)|_{x = \omega_i}$ and $\Delta_i f(\omega) := \Delta f_i(x|\omega)|_{x = \omega_i}$ for suitable $f$, where $\nabla$ and $\Delta$ are the sub-gradient and the sub-Laplacian on $\mathbb{H}$ respectively. For $\Lambda \subset \mathbb{Z}^N$, set $\nabla_\Lambda f = (\nabla_i f)_{i \in \Lambda}$ and

$$|\nabla_\Lambda f|^q := \sum_{i \in \Lambda} |\nabla_i f|^q.$$

We will write $\nabla_\mathbb{Z} = \nabla$, since it will not cause any confusion.

Finally, a function $f$ on $\Omega$ is said to be localised in a set $\Lambda \subset \mathbb{Z}^N$ if $f$ is only a function of those coordinates in $\Lambda$.

Local Specification and Gibbs Measure: Let $\Phi = (\phi_{(i,j)})_{i,j \in \mathbb{Z}^N, i \sim j}$ be a family of $C^2$ functions such that $\phi_{(i,j)}$ is localised in $(i,j)$. Assume that there exists an $M \in (0, \infty)$ such that $\|\phi_{(i,j)}\|_\infty \leq M$ and $\|\nabla_i \nabla_j \phi_{(i,j)}\|_\infty \leq M$ for all $i, j \in \mathbb{Z}^N$ such that $i \sim j$. We say $\Phi$ is a bounded potential of range 1. For $\omega \in \Omega$, define

$$H_\Lambda^\omega(x_\Lambda) = \sum_{\{i, j\} \cap \Lambda \neq \emptyset, i \sim j} \phi_{(i,j)}(x_i, x_j),$$

for $x_\Lambda = (x_i)_{i \in \Lambda} \in \mathbb{H}^\Lambda$, where the summation is taken over couples of nearest neighbours $i \sim j$ in the lattice with at least one point in $\Lambda$, and where $x_i = \omega_i$ for $i \notin \Lambda$.

Now let $(E_\Lambda^\omega)_{\Lambda \subset \mathbb{Z}^N, \omega \in \Omega}$ be the local specification defined by

$$E_\Lambda^\omega(dx_\Lambda) = \frac{e^{-U_\Lambda^\omega(x_\Lambda)}}{\int e^{-U_\Lambda^\omega(x_\Lambda)} dx_\Lambda} dx_\Lambda \equiv \frac{e^{-U_\Lambda^\omega(x_\Lambda)}}{Z_\Lambda^\omega} dx_\Lambda \quad (3.1)$$

where $dx_\Lambda$ is the Lebesgue product measure on $\mathbb{H}^\Lambda$ and

$$U_\Lambda^\omega(x_\Lambda) = \alpha \sum_{i \in \Lambda} d^p(x_i) + \varepsilon \sum_{\{i, j\} \cap \Lambda \neq \emptyset, i \sim j} (d(x_i) + \rho d(x_j))^2 + \theta H_\Lambda^\omega(x_\Lambda), \quad (3.2)$$

for $\alpha > 0, \varepsilon, \rho, \theta \in \mathbb{R}$, and $p \geq 2$, where as above $x_i = \omega_i$ for $i \notin \Lambda$.
Remark 3.1. In the case when $p = 2$, we must have that $\varepsilon > -\frac{\alpha}{2N}$ to ensure that $\int e^{-U}dx_\Lambda < \infty$. 

We define an infinite volume Gibbs measure $\nu$ on $\Omega$ to be a solution of the (DLR) equation:

$$\nu E_\Lambda f = \nu f$$

for all bounded measurable functions $f$ on $\Omega$. $\nu$ is a measure on $\Omega$ which has $E_\Lambda$ as its finite volume conditional measures.

The main result of this paper is the following:

Theorem 3.2. Let $\nu$ be a Gibbs measure corresponding to the local specification defined by (3.1) and (3.2). Let $q$ be dual to $p$ i.e. $\frac{1}{p} + \frac{1}{q} = 1$ and suppose $\varepsilon > 0$, with $\varepsilon > -\frac{\alpha}{2N}$ if $p = 2$. Then there exists $\varepsilon_0, \theta_0 > 0$ such that for $|\varepsilon| < \varepsilon_0$ and $|\theta| < \theta_0$, $\nu$ is unique and satisfies an $(LS_q)$ inequality i.e. there exists a constant $C$ such that

$$\nu \left( |f|^q \log \frac{|f|^q}{\nu f} \right) \leq C \nu \left( \sum_i \nabla_i f|^q \right)$$

for all $f$ for which the right-hand side is well defined.

We briefly mention some consequences of this result. The first follows directly from Remark 2.3 part (iii).

Corollary 3.3. Let $\nu$ be as in Theorem 3.2. Then $\nu$ satisfies the $q$-spectral gap inequality. Indeed

$$\nu |f - \nu f|^q \leq \frac{4C}{\log 2} \nu \left( \sum_i \nabla_i f|^q \right)$$

where $C$ is as in Theorem 3.2.

The proofs of the next two can be found in [7].

Corollary 3.4. Let $\nu$ be as in Theorem 3.2 and suppose $f : \Omega \rightarrow \mathbb{R}$ is such that $\|\nabla f|^q\|_\infty < 1$. Then

$$\nu \left( e^{\lambda f} \right) \leq \exp \left\{ \lambda \nu(f) + \frac{C}{q(q-1)} \lambda^q \right\}$$

for all $\lambda > 0$ where $C$ is as in Theorem 3.2. Moreover, by applying Chebyshev’s inequality, and optimising over $\lambda$, we arrive at the following ‘decay of tails’ estimate

$$\nu \left\{ \left| f - \int f d\nu \right| \geq h \right\} \leq 2 \exp \left\{ - \frac{(q-1)^p}{C^{p-1}} h^p \right\}$$

for all $h > 0$, where $\frac{1}{p} + \frac{1}{q} = 1$. 
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Corollary 3.5. Suppose that our configuration space is actually finite dimensional, so that we replace $\mathbb{Z}^N$ by some finite graph $G$, and $\Omega = (\mathbb{Z})^G$. Then Theorem 3.2 still holds, and implies that if $\mathcal{L}$ is a Dirichlet operator satisfying

$$\nu (f \mathcal{L} f) = -\nu (|\nabla f|^2),$$

then the associated semigroup $P_t = e^{t\mathcal{L}}$ is ultracontractive.

Remark 3.6. In the above we are only considering interactions of range 1, but we can easily extend our results to deal with the case where the interaction is of finite range $R$.

4 Results for the single site measure

The aim of this section is to show that the single site measures

$$\mathbb{E}_{\omega}^i(dx_i) =: \mathbb{E}_{\omega}^i(dx_i) = \frac{e^{-U_{\omega}^i(x_i)}}{Z_{\omega}^i} dx_i, \quad i \in \mathbb{Z}^N,$$

satisfy an $\left( L_{S_q} \right)$ inequality uniformly on the boundary conditions $\omega \in \Omega$. We will often drop the $\omega$ in the notation for convenience. The work is strongly motivated by the methods of Hebisch and Zegarlinski described in [14].

Theorem 4.1. Let $\frac{1}{q} + \frac{1}{p} = 1$, and $\varepsilon \rho > 0$ with $\varepsilon > -\frac{\alpha}{2N}$ if $p = 2$. Then there exists a constant $c$, independent of the boundary conditions $\omega \in \Omega$ such that

$$\mathbb{E}_{\omega}^i \left( |f|^q \log \frac{|f|^q}{\mathbb{E}_{\omega}^i |f|^q} \right) \leq c \mathbb{E}_{\omega}^i (|\nabla f|^q)$$

for all smooth $f : \Omega \to \mathbb{R}$.

It will be convenient to work with alternative measures to the ones defined above. Indeed, if we can prove uniform $\left( L_{S_q} \right)$ inequalities for the single site measures when $\theta = 0$ (so that we no longer have the the bounded interaction term in (3.2)), then by Remark 2.3 (ii), which states that $\left( L_{S_q} \right)$ inequalities are stable under bounded perturbations, Theorem 4.1 will hold. Moreover, it is clear that

$$\int e^{-\alpha d^p(x_i) - \varepsilon \sum_{j:j \sim i}(d(x_i) + \rho d(\omega_j))^2} dx_i = \int e^{-\tilde{U}_{\omega}^i} dx_i,$$

where

$$\tilde{U}_{i}(x_i) = \alpha d^p(x_i) + 2N\varepsilon d^2(x_i) + 2\varepsilon \rho d(x_i) \sum_{j:j \sim i} d(\omega_j).$$

It is therefore sufficient to work with the measures defined by $\tilde{E}_{\omega}^i(dx_i) = (\tilde{Z}_{\omega}^i)^{-1} e^{-\tilde{U}_{\omega}^i}$, instead of $\mathbb{E}_{\omega}^i$.

The proof of the theorem will be in three steps. We first prove the following inequality, designated a ’$U$-bound’ in [14].
Lemma 4.2. Let $\frac{1}{p} + \frac{1}{q} = 1$ and suppose $\varepsilon \rho > 0$, with $\varepsilon > -\frac{1}{2N}$ if $p = 2$. Then the following inequality holds:

$$E_\tau^\omega \left( |f|^q \left( d^p + d \sum_{j:j \sim i} d(\omega_j) \right) \right) \leq A E_\tau^\omega |\nabla_i f|^q + B E_\tau^\omega |f|^q,$$

for all smooth $f : \Omega \to \mathbb{R}$, and some constants $A, B \in (0, \infty)$ independent of $\omega$.

Proof. Without loss of generality assume $f \geq 0$. By the Liebniz rule, we have

$$\langle \nabla_i f \rangle e^{-\hat{U}_i} = \nabla_i (f e^{-\hat{U}_i}) + f \nabla_i \hat{U}_i e^{-\hat{U}_i}. \quad (4.1)$$

Taking the inner product of both sides of this equation with $d(x_i) \nabla_i d(x_i)$ and integrating yields

$$\int_H d\nabla_i d \cdot \nabla_i \hat{U}_i e^{-\hat{U}_i} dx_i \leq \int_H d|\nabla^H f| d\nabla_i \hat{U}_i e^{-\hat{U}_i} dx_i - \int_H d\nabla_i d \cdot \nabla_i \hat{U}_i e^{-\hat{U}_i} dx_i$$

$$= \int_H d|\nabla^H f| e^{-\hat{U}_i} dx_i + \int_H f \nabla_i \cdot (d\nabla_i d) e^{-\hat{U}_i} dx_i,$$

where we have used integration by parts and Proposition 2.6. Now by Proposition 2.7, we have

$$\nabla_i \cdot (d\nabla_i d) = |\nabla_i d|^2 + d\Delta_i d \leq 1 + K$$

in terms of distributions. Therefore we have

$$\int_H f d\nabla_i d \cdot \nabla_i \hat{U}_i e^{-\hat{U}_i} dx_i \leq \int_H d|\nabla^H f| e^{-\hat{U}_i} dx_i + (1 + K) \int_H f e^{-\hat{U}_i} dx_i.$$

Replacing $f$ by $f^q$ in this inequality, and using Young’s inequality, we arrive at

$$\int_H f^q d\nabla_i d \cdot \nabla_i \hat{U}_i e^{-\hat{U}_i} dx_i \leq \frac{1}{\tau} \int_H \left| \nabla^H f \right|^q e^{-\hat{U}_i} dx_i + \frac{q}{p} \tau^{p-1} \int_H f^q d\nabla_i d \cdot \nabla_i \hat{U}_i e^{-\hat{U}_i} dx_i$$

$$+ (1 + K) \int_H f^q e^{-\hat{U}_i} dx_i, \quad (4.2)$$

for all $\tau > 0$.

We now calculate that

$$\nabla_i d(x_i) \cdot \nabla_i \hat{U}_i(x_i) = p \alpha d^{p-1}(x_i) + 4N \varepsilon d(x_i) + 2\varepsilon \rho \sum_{j:j \sim i} d(\omega_j),$$

almost everywhere, again using Proposition 2.6.

For $\varepsilon \rho > 0$, we therefore have that there exist constants $a_1, b_1 \in (0, \infty)$ such that

$$d(x_i) \nabla_i d(x_i) \cdot \nabla_i \hat{U}_i(x_i) \geq a_1 \left( d^p(x_i) + d(x_i) \sum_{j:j \sim i} d(\omega_j) \right) - b_1. \quad (4.3)$$
This is clear if $\varepsilon > 0$. If $\varepsilon < 0$ and $p > 2$ then we use the fact that for any $\delta \in (0, 1)$ there exists a constant $C(\delta)$ such that $d \leq \delta p \varepsilon + C(\delta)$. If $p = 2$, recall from Remark 3.1 that we must assume $\varepsilon > -\frac{1}{2N}$, and the assertion follows.

Using the estimate (4.3) in (4.2) and taking $\tau$ small enough, we see that there exist constants $A, B \in (0, \infty)$ independent of $\omega$ such that

$$\int f^q \left( d^p(x_i) + d(x_i) \sum_{j \neq i} d(\omega_j) \right) e^{-\tilde{U}_i} dx_i \leq A \int |\nabla_i f|^q e^{-\tilde{U}_i} dx_i + B \int f^q e^{-\tilde{U}_i} dx_i,$$

which proves the lemma.

The second step is to use this to prove that $\tilde{E}_i^\omega$ satisfies a $q$-spectral gap inequality uniformly on the boundary conditions $\omega$.

**Lemma 4.3.** Let $\frac{1}{p} + \frac{1}{q} = 1$ and suppose $\varepsilon \rho > 0$, with $\varepsilon > -\frac{1}{2N}$ if $p = 2$. Then $\tilde{E}_i^\omega$ satisfies the $q$-spectral gap inequality uniformly on the boundary conditions $\omega$. There exists a constant $c_0 \in (0, \infty)$ independent of $\omega$ such that

$$\tilde{E}_i^\omega |f - \tilde{E}_i^\omega f|^q \leq c_0 \tilde{E}_i^\omega |\nabla_i f|^q$$

for all smooth $f : \Omega \to \mathbb{R}$.

**Proof.** First note that

$$\tilde{E}_i |f - \tilde{E}_i f|^q \leq 2^q \tilde{E}_i |f - m|^q$$

for any $m \in \mathbb{R}$.

Let $W_i^\omega(x_i) := d^p(x_i) + d(x_i) \sum_{j \neq i} d(\omega_j)$. Then, for any $L \in (0, \infty)$, we have

$$\tilde{E}_i |f - m|^q = \tilde{E}_i |f - m|^q 1_{\{W_i \leq L\}} + \tilde{E}_i |f - m|^q 1_{\{W_i \geq L\}}$$

where $1_{\{W_i \leq L\}}$ is the indicator function of the set $A_i^\omega(L) := \{x_i \in H : W_i(x_i) \leq L\}$. Let

$$I_1 := \tilde{E}_i |f - m|^q 1_{\{W_i \leq L\}}, \quad I_2 := \tilde{E}_i |f - m|^q 1_{\{W_i \geq L\}}.$$

We estimate each of these terms separately. We can treat $f$ as a function of $x_i$ only by fixing all the others. Take

$$m = m(f) := \frac{1}{|A_i^\omega(L)|} \int_{A_i^\omega(L)} f(x_i) dx_i$$

where $|A_i^\omega(L)| = \int_{A_i^\omega(L)} dx_i$ is the Lebesgue measure of $A_i^\omega(L)$. Then we have that

$$I_1 = \int_{A_i^\omega(L)} \left| f(x_i) - \frac{1}{|A_i^\omega(L)|} \int_{A_i^\omega(L)} f(y_i) dy_i \right|^q e^{-\tilde{U}_i(x_i)} \tilde{Z}_i dx_i \leq \frac{2^{N\varepsilon L^q}}{\tilde{Z}_i} \int_{A_i^\omega(L)} \left| f(x_i) - \frac{1}{|A_i^\omega(L)|} \int_{A_i^\omega(L)} f(y_i) dy_i \right|^q dx_i$$

(4.5)
since on $A^ω(L)$ we have that $\tilde{U}_ω^i \geq -2N[ε]L^2$. Now, using the invariance of the Lebesgue measure with respect to the group translation

$$\int_{A^ω(L)} \left| f(x_i) - \frac{1}{|A^ω(L)|} \int_{A^ω(L)} f(y_i)dy_i \right|^q dx_i$$

$$\leq \frac{1}{|A^ω(L)|^q} \int_{A^ω(L)} \left( \int_H |f(x_i) - f(x_iy_i)|^q 1_{A^ω(L)}(x_iy_i)dy_i \right) dx_i$$

$$\leq \frac{1}{|A^ω(L)|} \int_H \int_H |f(x_i) - f(x_iy_i)|^q 1_{A^ω(L)}(x_iy_i)1_{A^ω(L)}(x_i)dy_idx_i$$

(4.6)

using Hölder’s inequality. Let $γ : [0, t] \to \mathbb{H}$ be a geodesic in $\mathbb{H}$ from 0 to $y_i$ such that $|γ(s)| \leq 1$. Then

$$|f(x_i) - f(x_iy_i)|^q = \left| \int_0^t \frac{d}{ds} f(x_iγ(s))ds \right|^q$$

$$= \left| \int_0^t \nabla_i f(x_iγ(s))γ(s)ds \right|^q$$

$$\leq 1 \frac{q}{p} \int_0^t |\nabla_i f(x_iγ(s))|^q ds$$

again by Hölder’s inequality, where $\frac{1}{p} + \frac{1}{q} = 1$. Here $t = d(y_i)$. Using this estimate in (4.6) we see that

$$\int_{A^ω(L)} \left| f(x_i) - \frac{1}{|A^ω(L)|} \int_{A^ω(L)} f(y_i)dy_i \right|^q dx_i$$

$$\leq \frac{1}{|A^ω(L)|} \int_H \int_H d^p(y_i) \int_0^t |\nabla_i f(x_iγ(s))|^q ds 1_{A^ω(L)}(x_iy_i)1_{A^ω(L)}(x_i)dy_idx_i.$$  (4.7)

Note that when $x_iy_i \in A^ω(L)$ and $x_i \in A^ω(L)$ then we have $d(x_iy_i) \leq L^\frac{1}{p}$ and $d(x_i) \leq L^\frac{1}{p}$, so that

$$d(y_i) = d(x_i^{-1}x_iy_i) \leq d(x_i) + d(x_iy_i) \leq 2L^\frac{1}{p}.$$  

Therefore, continuing (4.7),

$$\int_{A^ω(L)} \left| f(x_i) - \frac{1}{|A^ω(L)|} \int_{A^ω(L)} f(y_i)dy_i \right|^q dx_i$$

$$\leq \frac{(2L^\frac{1}{p})^p}{|A^ω(L)|} \int_H \int_H \int_0^t |\nabla_i f(x_iγ(s))|^q 1_{A^ω(L)}(x_iy_i)1_{A^ω(L)}(x_i)dsdy_idx_i.$$  (4.8)

Next we note that for $x_iy_i \in A^ω(L)$ and $x_i \in A^ω(L)$ we have

$$d^p(y_i) + d(y_i) \sum_{i,j} d(ω_j) \leq 2^pL$$
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Thus we can continue (4.8) by writing
\[
d^p(x_i \gamma(s)) + d(x_i \gamma(s)) \sum_{j:j \sim i} d(\omega_j) \leq 2^{p-1} \left( d^p(x_i) + d(x_i) \sum_{j:j \sim i} d(\omega_j) \right) + 2^{p-1} \left( d^p(\gamma(s)) + d(\gamma(s)) \sum_{j:j \sim i} d(\omega_j) \right) \leq 2^{p-1} L + 2^{p-1} \left( d(\gamma_i) + d(y_i) \sum_{j:j \sim i} d(\omega_j) \right) \leq 2^{p-1} L(1 + 2^p) =: R.
\]

Thus we can continue [4.8] by writing
\[
\int_{A^{\omega(L)}} \left| f(x_i) - \frac{1}{|A^{\omega(L)}|} \int_{A^{\omega(L)}} f(y_i) dy_i \right|^q dx_i \\
\leq \frac{(2L^p)^{\frac{q}{2}}}{|A^{\omega(L)}|} \int_H \int_0^t \left| \nabla_i f(x_i) \right|^q ds \mathbf{1}_{A^{\omega(R)}}(x_i \gamma(s)) \mathbf{1}_{A^{\omega(2pL)}}(y_i) dy_i dx_i \\
\leq \frac{(2L^p)^{\frac{q}{2}}}{|A^{\omega(L)}|} \int_H d(y_i) \left( \int_{\mathbb{R}} \left| \nabla_i f(x_i) \right|^q \mathbf{1}_{A^{\omega(R)}}(x_i) dx_i \right) \mathbf{1}_{A^{\omega(2pL)}}(y_i) dy_i \\
\leq \frac{(2L^p)^{\frac{q}{2} + 1}}{|A^{\omega(L)}|} \int_{\mathbb{R}} \left( \int_{\mathbb{R}} \left| \nabla_i f(x_i) \right|^q \mathbf{1}_{A^{\omega(R)}}(x_i) dx_i \right) \mathbf{1}_{A^{\omega(2pL)}}(y_i) dy_i \\
= 2^q L^p \frac{|A^{\omega(2pL)}|}{|A^{\omega(L)}|} \int_{A^{\omega(R)}} \left| \nabla_i f(x_i) \right|^q dx_i \\
\leq 2^q L^p \tilde{C}_1 |\nabla_i f|^q \quad (4.9)
\]

where in the last line we have used the fact that on the set \( A^{\omega(R)} \) we have \( e^{-\tilde{U}_i} \geq e^{-R} \). We finally note that \( |A^{\omega(2pL)}|/|A^{\omega(L)}| \) can be bounded above by a constant \( C_1 \) independent of \( \omega \). This is because \( |A^{\omega(2pL)}|/|A^{\omega(L)}| \geq 1 \) and
\[
\frac{|A^{\omega(2pL)}|}{|A^{\omega(L)}|} \to 1 \quad \text{as} \quad \sum_{j:j \sim i} d(\omega_j) \to \infty.
\]

Then, using (4.9) in (4.5) yields
\[
I_1 \leq C_2 \tilde{E}_i |\nabla_i f|^q
\]

where \( C_2 = 2^q L^p \tilde{C}_1 e^{2N|\xi|L^p + R} \) is independent of \( \omega \).
For the second term, we have that

\[ I_2 \leq \frac{1}{L} \tilde{E}_i (|f - m|^q \mathcal{W}_i) \]
\[ \leq \frac{A}{L} \tilde{E}_i |\nabla f|^q + \frac{B}{L} \tilde{E}_i |f - m|^q \]

where we have used Lemma 4.2. Putting the estimates for \( I_1 \) and \( I_2 \) together, we see that

\[ \tilde{E}_i |f - m|^q \leq \left( C_2 + \frac{A}{L} \right) \tilde{E}_i |\nabla_i f|^q + \frac{B}{L} \tilde{E}_i |f - m|^q \]
\[ \Rightarrow \tilde{E}_i |f - m|^q \leq \frac{C_2 + A}{1 - B/L} \tilde{E}_i |\nabla_i f|^q \]

for \( L > B \), where all constants are independent of \( \omega \). We can finally use this in (4.4) to get the result.

\[ \square \]

We can now prove Theorem 4.1:

**of Theorem 4.1** Our starting point is the classical Sobolev inequality on the Heisenberg group for the Lebesgue measure ([27]): there exists a \( t > 0 \) such that

\[ \left( \int |f|^{1+t} dx_i \right)^{1/t} \leq a \int |\nabla_i f| dx_i + b \int |f| dx_i, \quad (4.10) \]

for some constants \( a, b \in (0, \infty) \). Without loss of generality, we may assume that \( f \geq 0 \). Suppose also, to begin with, that \( \bar{E}_i(f) = 1 \). Now, if we set

\[ g \equiv \frac{f e^{-\tilde{U}_i}}{Z_i} \]

then

\[ \tilde{E}_i(f \log f) = \int_{\mathbb{H}} g \log g dx_i + \tilde{E}_i(f \tilde{U}_i) + \log \tilde{Z}_i. \quad (4.11) \]
Now by Jensen’s inequality
\[
\int g \log g \, dx_i = \frac{1}{t} \int g \log g' \, dx_i
\]
\[
= \frac{1}{t} \int g \log \left( d^{1+t} g' \right) \, dx_i - \frac{1+t}{t} \int g \log \, dx_i
\]
\[
\leq \frac{1+t}{t} \log \left( \int (dg)^{1+t} \, dx_i \right)^\frac{1}{1+t} + \frac{1+t}{t} \int g \log \, dx_i
\]
\[
\leq \frac{1+t}{t} \left( \int (dg)^{1+t} \, dx_i \right)^\frac{1}{1+t} + \frac{1+t}{t} \tilde{\mathbb{E}}_i(f \, dx)
\]
\[
\leq \frac{a(1+t)}{t} \int |\nabla_i (dg)| \, dx_i + \frac{1+t}{t} (b+1) \tilde{\mathbb{E}}_i(f \, dx) + a(1+t),
\]
where we have used the classical Sobolev inequality \((4.10)\), the fact that we have assumed \(\tilde{\mathbb{E}}_i(f) = 1\), and the elementary inequality \(\log x \leq x\). Hence by \((4.11)\)
\[
\tilde{\mathbb{E}}_i(f \, \log f) \leq \frac{a(1+t)}{t} \int |\nabla_i \left( \frac{fe^{-\tilde{U}_i}}{Z_i} \right)| \, dx_i + \tilde{\mathbb{E}}_i(f \tilde{U}_i) + \frac{1+t}{t} (b+1) \tilde{\mathbb{E}}_i(f \, dx)
\]
\[
+ \frac{a(1+t)}{t} + \log \tilde{Z}_i
\]
\[
\leq \frac{a(1+t)}{t} \tilde{\mathbb{E}}_i(d|\nabla_i f|) + \frac{a(1+t)}{t} \tilde{\mathbb{E}}_i(f \, d|\nabla_i \tilde{U}_i|) + \tilde{\mathbb{E}}_i(f \tilde{U}_i)
\]
\[
+ \frac{1+t}{t} (b+1) \tilde{\mathbb{E}}_i(f \, dp) + 1 + \frac{a(1+t)}{t} + \log \tilde{Z}_i.
\]
(4.12)

Now, since \(\varepsilon \rho > 0\) we have that \(\tilde{Z}_i^\omega \leq C_3\) for some constant \(C_3 \in (0, \infty)\) independent of \(\omega\).

Moreover, we can directly calculate that
\[
d(x_i)|\nabla_i \tilde{U}_i^\omega|(x_i) \leq \alpha p d^p(x_i) + 4N|\varepsilon|d^2(x_i) + 2\varepsilon \rho d(x_i) \sum_{j:j \sim i} d(\omega_j)
\]
\[
\leq (\alpha p + 4N|\varepsilon|) d^p(x_i) + 2\varepsilon \rho d(x_i) \sum_{j:j \sim i} d(\omega_j) + 4N|\varepsilon|
\]
\[
\leq a_3 W_i^\omega(x_i) + b_3
\]
(4.13)

almost everywhere, where \(W_i^\omega(x_i) = d^p(x_i) + d(x_i) \sum_{j:j \sim i} d(\omega_j)\) as in Lemma \((4.3)\) and \(a_3 = \max\{\alpha p + 4N|\varepsilon|, 2\varepsilon \rho\}\) and \(b_3 = 4N|\varepsilon|\) are constants independent of \(\omega\). Similarly there exist constants \(a_4, b_4 \in [0, \infty)\) independent of \(\omega\) such that
\[
\tilde{U}_i^\omega(x_i) \leq a_4 W_i^\omega(x_i) + b_4.
\]
(4.14)
We can substitute estimates (4.13) and (4.14) into (4.12). This yields
\[ \tilde{E}_i(f \log f) \leq c_1 \tilde{E}_i(d|\nabla_i f|) + c_2 \tilde{E}_i(fW_i) + c_3 \]  

(4.15)

where
\[ c_1 = \frac{a(1 + t)}{t}, \quad c_2 = \frac{aa_3(1 + t)}{t} + a_4 + \frac{1 + t}{t}(b + 1) \]
\[ c_3 = 1 + \frac{a(1 + t)}{t} + \log C_3 + b_3 + b_4 \]
are all independent of \( \omega \).

Now, by first replacing \( f \) by \( f \tilde{E}_i \) and then \( f \) by \( f^q \) in (4.15), after an application of Young’s inequality we see that
\[ \tilde{E}_i(f^q \log f^q) \leq \tilde{c}_1 \tilde{E}_i(|\nabla_i f|^q) + \left( c_2 + \frac{c_1}{p} \right) \tilde{E}_i(f^qW_i) + c_3 \tilde{E}_i(f^q). \]

(4.16)

We recognise that the second term in (4.16) can be bounded using Lemma 4.2. Indeed, using this estimate
\[ \tilde{E}_i(f^q \log f^q) \leq \tilde{c}_1 \tilde{E}_i(|\nabla_i f|^q) + \tilde{c}_2 \tilde{E}_i(f^q), \]

(4.17)

where \( \tilde{c}_1 = \frac{c_1}{q} + A \left( c_2 + \frac{c_4}{p} \right) \) and \( \tilde{c}_2 = c_3 + B \left( c_2 + \frac{c_4}{p} \right) \). Thus \( \tilde{E}_i^\nu \) satisfies the generalised (\( LS_q \)) inequality uniformly on the boundary conditions.

Finally, we have the \( q \)-Rothaus inequality (see [7], [25]), which states that
\[ \tilde{E}_i(f^q \log f^q) \leq \tilde{E}_i \left( f - \tilde{E}_i f \right)^q \log \frac{|f - \tilde{E}_i f|^q}{|\tilde{E}_i f - \tilde{E}_i f|^q} + 2^{q+1} \tilde{E}_i |f - \tilde{E}_i f|^q. \]

Using this together with (4.17) and the \( q \)-spectral gap inequality proved in Lemma 4.3 we thus arrive at a constant \( c \) independent of \( \omega \) such that
\[ \tilde{E}_i(f^q \log f^q) \leq c \tilde{E}_i(|\nabla_i f|^q), \]
which proves Theorem 4.1.

\[ \square \]

5 The logarithmic Sobolev inequality for Gibbs measures

In this section we show how to pass from the uniform (\( LS_q \)) inequality for the single site measures \( E_i^\nu \), to the (\( LS_q \)) inequality for the corresponding Gibbs measure \( \nu \) on
the entire configuration space \( \Omega = (\mathbb{H})^{\mathbb{Z}_N} \). In the more standard Euclidean model, this problem has been extensively studied in the case \( q = 2 \), for example in \[8\], \[13\], \[17\], \[20\] and more recently in \[22\], as well as in many of the afore mentioned papers. The case \( q < 2 \) was looked at in \[7\]. The following argument is strongly related to these methods, though it is based on the work contained in \[29\] and \[30\].

We work in greater generality than is required for Theorem 3.2, though the results of section 4 show that in the specific case where the local specification is defined by (3.1) and (3.2), the hypotheses \((H0)\) and \((H1)\) below are satisfied. Then Theorem 3.2 follows as an immediate corollary of Theorem 5.2.

Consider a local specification \( \{ E^\omega_{\lambda} \}_{\lambda \subset \subset \mathbb{Z}_N, \omega \in \Omega} \) defined by

\[
E^\omega_{\lambda}(dx_\lambda) = \frac{e^{-\sum_{i \in \lambda} \phi(x_i) - \sum_{(i,j) \cap \lambda \neq \emptyset, i \sim j} J_{ij} V(x_i, x_j) dx_\lambda}}{Z^\omega_\lambda}(5.1)
\]

where \( Z^\omega_\lambda \) is the normalisation factor and the summation is taken over couples of nearest neighbours \( i \sim j \) in the lattice with at least one point in \( \lambda \) and where \( x_i = \omega_i \) for \( i \notin \lambda \), as before. We suppose that \( |J_{ij}| \in [0, J_0] \) for some \( J_0 > 0 \).

We will work with the following hypotheses:

\[(H0)\]: The one dimensional single site measures \( E^\omega_i \) satisfy \((LS_q)\) with a constant \( c \) which is independent of the boundary conditions \( \omega \).

\[(H1)\]: The interaction \( V \) is such that

\[\| \nabla_i \nabla_j V(x_i, x_j) \|_{\infty} < \infty.\]

Remark 5.1. In the situation where \((H1)\) is not satisfied, i.e. when the interaction potential grows faster than quadratically, a number of results have been obtained in \[23\] and \[24\] under some additional assumptions.

Theorem 5.2. Suppose the local specification \( \{ E^\omega_{\lambda} \}_{\lambda \subset \subset \mathbb{Z}_N, \omega \in \Omega} \) defined by (5.1) satisfies \((H0)\) and \((H1)\). Then, for sufficiently small \( J_0 \), the corresponding infinite dimensional Gibbs measure \( \nu \) is unique and satisfies the \((LS_q)\) inequality

\[
\nu \left( |f|^q \log \frac{|f|^q}{\nu|f|^q} \right) \leq C \nu(\| \nabla f \|^q)
\]

for some positive constant \( C \).

For notational sake we only prove this result for the case \( N = 2 \), but our methods are easily generalised. Before proving Theorem 5.2 we will present some useful lemmata.
5.1 Lemmata:

Define the following sets

\[ \Gamma_0 = (0,0) \cup \{ j \in \mathbb{Z}^2 : \text{dist}(j,(0,0)) = 2m \text{ for some } m \in \mathbb{N} \}, \]
\[ \Gamma_1 = \mathbb{Z}^2 \setminus \Gamma_0. \]

where \( \text{dist}(\cdot,\cdot) \) is as in section 3. Note that \( \text{dist}(i,j) > 1 \) for all \( i,j \in \Gamma_k, k = 0,1 \) and \( \Gamma_0 \cap \Gamma_1 = \emptyset \). Moreover \( \mathbb{Z}^2 = \Gamma_0 \cup \Gamma_1 \). As above, for the sake of notation, we will write \( \mathbb{E}_{\Gamma_k} = \mathbb{E}_{\Gamma_k}^\omega \) for \( k = 0,1 \). We will also define

\[ \mathcal{P} := \mathbb{E}_{\Gamma_1} \mathbb{E}_{\Gamma_0}. \]

**Lemma 5.3.** If the local specification \( \{ \mathbb{E}_A^\omega \}_{A \subset \mathbb{Z}^N, \omega \in \Omega} \) satisfies (H0) and (H1), then, for sufficiently small \( J_0 \), there exist constants \( D > 0 \) and \( \bar{\eta} \in (0,1) \) such that

\[ \nu |\nabla_{\Gamma_k}(\mathbb{E}_{\Gamma_0} f)|^q \leq \tilde{D} \nu |\nabla_{\Gamma_k} f|^q + \bar{\eta} \nu |\nabla_{\Gamma_l} f|^q \]

for \( k,l \in \{0,1\} \) such that \( k \neq l \).

**Proof.** For convenience, suppose \( k = 1 \) and \( l = 0 \). The case \( k = 0,l = 1 \) follows similarly. We can write

\[ \mathcal{I} := \nu |\nabla_{\Gamma_1}(\mathbb{E}_{\Gamma_0} f)|^q = \nu \sum_{i \in \Gamma_1} |\nabla_i(\mathbb{E}_{\Gamma_0} f)|^q \]
\[ \leq \nu \sum_{i \in \Gamma_1} |\nabla_i(\mathbb{E}_{\sim i} f)|^q \]
\[ \leq 2^{q-1} \nu \sum_{i \in \Gamma_1} |\mathbb{E}_{\sim i} \nabla_i f|^q + 2^{q-1} J_0^q \nu \sum_{i \in \Gamma_1} |\mathbb{E}_{\sim i}(f \mathcal{U}_i)|^q \]

where above we have denoted \( \{ \sim i \} = \{ j : j \sim i \} \), \( W_i = \sum_{j \in \{ \sim i \}} \nabla_i V(x_i, x_j) \) and

\[ \mathcal{U}_i = W_i - \mathbb{E}_{\sim i} W_i. \]

Then

\[ \mathcal{I} \leq 2^{q-1} \nu \sum_{i \in \Gamma_1} |\mathbb{E}_{\sim i} \nabla_i f|^q + 2^{q-1} J_0^q \nu \sum_{i \in \Gamma_1} |\mathbb{E}_{\sim i}(f - \mathbb{E}_{\sim i} f) \mathcal{U}_i|^q \]
\[ \leq 2^{q-1} \nu \sum_{i \in \Gamma_1} |\mathbb{E}_{\sim i} \nabla_i f|^q + 2^{q-1} J_0^q \nu \left( \sum_{i \in \Gamma_1} |\mathbb{E}_{\sim i}(f - \mathbb{E}_{\sim i} f)|^q \mathbb{E}_{\sim i} |\mathcal{U}_i|^p \right)^{p/q} \]

using Hölder’s inequality and the fact that \( \mathbb{E}_{\sim i} \mathcal{U}_i = 0 \). Since interactions occur only between nearest neighbours in the lattice, we have that no interactions occur between points of the set \( \{ \sim i \} \). Hence the measure \( \mathbb{E}_{\sim i}^\omega \) is the product measure of the single site measures i.e. \( \mathbb{E}_{\sim i}^\omega = \otimes_{j \in \{ \sim i \}} \mathbb{E}_j^\omega \). Moreover, by (H0), all measures \( \mathbb{E}_{\sim i}^\omega, j \in \{ \sim i \} \)
satisfy the \((LS_q)\) inequality with a constant \(c\) uniformly on the boundary conditions. Therefore, since the \((LS_q)\) inequality is stable under tensorisation (see Remark 2.3 (i)), we have that the product measure \(E_{\{\sim_i\}}E_{\{\sim_j\}}\) also satisfies the \((LS_q)\) inequality with the same constant \(c\). By Remark 2.3 (iii), it follows that \(E_{\{\sim_i\}}\) also satisfies the \(q\)-spectral gap inequality with constant \(c_0 = \frac{4e}{\log 2}\).

Hence we have

\[
\mathbb{E}_{\{\sim_i\}} |f - \mathbb{E}_{\{\sim_i\}} f|^q \leq c_0 \mathbb{E}_{\{\sim_i\}} |\nabla f|^q. \tag{5.5}
\]

Moreover, by Remark 2.3 (iv), since \(q < p\) and \(E_{\{\sim_i\}}\) is a measure on a finite dimensional space, we have there exists a constant \(\tilde{c}_0\) such that

\[
\mathbb{E}_{\{\sim_i\}} |U_i|^p = \mathbb{E}_{\{\sim_i\}} |W_i - \mathbb{E}_{\{\sim_i\}} W_i|^p \leq \tilde{c}_0 \sum_{j \in \{\sim_i\}} \mathbb{E}_{\{\sim_i\}} |\nabla_j W_i|^p
\]

\[
\leq \tilde{c}_0 \sum_{j \in \{\sim_i\}} \mathbb{E}_{\{\sim_i\}} |\nabla_j \nabla_i V(x_i, x_j)|^p \leq 4\tilde{c}_0 M^p \tag{5.6}
\]

where \(M = \|\nabla_i \nabla_j V(x_i, \omega_j)\|_\infty < \infty\) by \((H1)\).

If we combine \([5.4], [5.5]\) and \([5.6]\) we obtain

\[
\nu |\nabla \Gamma_i (\mathbb{E}_{\Gamma_0} f)|^q \leq 2^{q-1} \nu \left( \sum_{i \in \Gamma_1} \mathbb{E}_{\{\sim_i\}} |\nabla_i f|^q \right) + 2^{q-1} c (4\tilde{c}_0)^q M^q J_0 \nu \left( \sum_{i \in \Gamma_1} \mathbb{E}_{\{\sim_i\}} |\nabla_i f|^q \right)
\]

\[
\leq 2^{q-1} \nu \left( \sum_{i \in \Gamma_1} |\nabla_i f|^q \right) + 2^{q+1} c (4\tilde{c}_0)^q M^q J_0 \nu \left( \sum_{i \in \Gamma_0} |\nabla_i f|^q \right).
\]

Therefore, choosing \(J_0\) sufficiently small so that \(2^{q+1} c (4\tilde{c}_0)^q M^q J_0 < 1\), we see that

\[
\nu |\nabla \Gamma_i (\mathbb{E}_{\Gamma_0} f)|^q \leq \tilde{D} \nu |\nabla f|^q + \tilde{\eta} \nu |\nabla f|^q
\]

with \(\tilde{D} = 2^{q-1}\) and \(\tilde{\eta} = 2^{q+1} c (4\tilde{c}_0)^q M^q J_0 < 1\), as required.

\[
\square
\]

**Lemma 5.4.** Suppose the local specification \(\{E_{A\omega}\}_{A \subset \mathbb{Z}^N, \omega \in \Omega}\) satisfies \((H0)\) and \((H1)\), and let \(W_i = \sum_{j \in \{\sim_i\}} \nabla_i V(x_i, x_j)\) be as in the previous lemma. Then there exists a constant \(\kappa\), independent of the boundary conditions, such that

\[
\mathbb{E}_{\{\sim_i\}} (|f|^q; W_i) \leq (\mathbb{E}_{\{\sim_i\}} f^q)^{\frac{1}{p}} (\kappa \mathbb{E}_{\{\sim_i\}} |\nabla f|^q)^{\frac{1}{q}},
\]

where \(\frac{1}{p} + \frac{1}{q} = 1\) and \(\mathbb{E}_{\{\sim_i\}} (g; h) := \mathbb{E}_{\{\sim_i\}} (gh) - \mathbb{E}_{\{\sim_i\}} (g) \mathbb{E}_{\{\sim_i\}} (h)\) for any functions \(g, h\).
Applying this to the right hand side of (5.9) with $\mu$-measure then

Proof. Without loss of generality, we may suppose that $f \geq 0$. Let $\hat{E}_{\sim i}$ be an isomorphic copy of $E_{\sim i}$. Then we have

$$E_{\sim i}(f^q; W_i) = \frac{1}{2} E_{\sim i} \otimes \hat{E}_{\sim i} \left( \left( f^q - \hat{f}^q \right) \left( W_i - \hat{W}_i \right) \right)$$

$$= \frac{1}{2} E_{\sim i} \otimes \hat{E}_{\sim i} \left[ \left( \int_0^1 \frac{d}{ds} F_s^q ds \right) \left( W_i - \hat{W}_i \right) \right]$$

where $F_s = sf + (1 - s)\hat{f}$ for $s \in [0, 1]$. Then

$$E_{\sim i}(f^q; W_i) = \frac{q}{2} E_{\sim i} \otimes \hat{E}_{\sim i} \left[ \left( \int_0^1 F_s^{q-1} ds \right) \left( f - \hat{f} \right) \left( W_i - \hat{W}_i \right) \right]$$

$$\leq \frac{q}{2} \left\{ E_{\sim i} \otimes \hat{E}_{\sim i} \left( \int_0^1 F_s^{q-1} ds \right) \right\}^\frac{1}{p}$$

$$\times \left\{ E_{\sim i} \otimes \hat{E}_{\sim i} \left| f - \hat{f} \right|^q \left| W_i - \hat{W}_i \right|^q \right\}^\frac{1}{q}.$$  \hspace{1cm} (5.7)

Now by Jensen’s inequality and convexity of the function $y \mapsto y^q$ we have

$$\left\{ E_{\sim i} \otimes \hat{E}_{\sim i} \left( \int_0^1 F_s^{q-1} ds \right)^\frac{1}{p} \right\}^q \leq \left\{ \int_0^1 E_{\sim i} \otimes \hat{E}_{\sim i} F_s^q ds \right\}^\frac{1}{p}$$

$$\leq \left\{ \int_0^1 E_{\sim i} \otimes \hat{E}_{\sim i} \left( sf^q + (1 - s)\hat{f}^q \right) ds \right\}^\frac{1}{p}$$

$$= \left( E_{\sim i}(f^q) \right)^\frac{1}{p}.$$  \hspace{1cm} (5.8)

Moreover,

$$E_{\sim i} \otimes \hat{E}_{\sim i} \left| f - \hat{f} \right|^q \left| W_i - \hat{W}_i \right|^q$$

$$\leq 2^q E_{\sim i} \otimes \hat{E}_{\sim i} \left| f - E_{\sim i} f \right|^q \left| W_i - \hat{W}_i \right|^q.$$  \hspace{1cm} (5.9)

We have the following relative entropy inequality (see eg [11, 12]): if $\mu$ is a probability measure then

$$\mu(uv) \leq \frac{1}{\tau} \mu(u) \log \mu(e^{\tau v}) + \frac{1}{\tau} \mu \left( u \log \frac{u}{\mu(u)} \right), \quad \forall \tau > 0.$$

Applying this to the right hand side of (5.9) with $\mu = E_{\sim i} \otimes \hat{E}_{\sim i}$ we see that $\forall \tau > 0$

$$E_{\sim i} \otimes \hat{E}_{\sim i} \left| f - \hat{f} \right|^q \left| W_i - \hat{W}_i \right|^q$$

$$\leq \frac{2^q}{\tau} E_{\sim i} \left| f - E_{\sim i} f \right|^q \log E_{\sim i} \otimes \hat{E}_{\sim i} \left( e^{\tau |W_i - \hat{W}_i|^q} \right)$$

$$+ \frac{2^q}{\tau} E_{\sim i} \left( \left| f - E_{\sim i} f \right|^q \log \frac{|f - E_{\sim i} f|^q}{E_{\sim i} |f - E_{\sim i} f|^q} \right).$$  \hspace{1cm} (5.10)
Now, by the Herbst argument, see for example [15] or [16], and using both (H0) and (H1), we have that for some \( \tau > 0 \) there exists a constant \( \Theta > 0 \) independent of \( \omega \) such that

\[
\mathbb{E}_{\{\sim i\}} \otimes \hat{\mathbb{E}}_{\{\sim i\}} \left( e^{\tau |W_i - \hat{W}_i|^q} \right) \leq \Theta.
\]

We can also use (H0) to bound the second term of (5.10). This gives

\[
\mathbb{E}_{\{\sim i\}} \otimes \hat{\mathbb{E}}_{\{\sim i\}} \left| f - \hat{f} \right|^q |W_i - \hat{W}_i|^q \leq \frac{2q \log \Theta}{\tau} \mathbb{E}_{\{\sim i\}} \left| f - \mathbb{E}_{\{\sim i\}} f \right|^q + \frac{2q}{\tau} \mathbb{E}_{\{\sim i\}} \left| \nabla \mathbb{E}_{\{\sim i\}} f \right|^q
\]

\[
\leq \frac{2q}{\tau} (c_0 \log \Theta + c) \mathbb{E}_{\{\sim i\}} \left| \nabla \mathbb{E}_{\{\sim i\}} f \right|^q
\]

(5.11)

where \( c_0 = \frac{4e}{\log 2} \) as above, by Remark 2.3 (iii).

Putting estimates (5.8) and (5.11) into (5.7) we see that

\[
\mathbb{E}_{\{\sim i\}} (f^q; W_i) \leq (\mathbb{E}_{\{\sim i\}} f^q)^{\frac{1}{q}} \left( \frac{q}{\tau} (c_0 \log \Theta + c) \mathbb{E}_{\{\sim i\}} \left| \nabla \mathbb{E}_{\{\sim i\}} f \right|^q \right)^{\frac{1}{2q}}
\]

which gives the desired result. \( \square \)

**Lemma 5.5.** Suppose the local specification \( \{\mathbb{E}_A^\lambda\}_{\lambda \subseteq \mathbb{Z}^N, \omega \in \Omega} \) satisfies (H0) and (H1). Then, for sufficiently small \( J_0 \), there exist constants \( D > 0 \) and \( \eta \in (0, 1) \) such that

\[
\nu \left| \nabla \Gamma_k (\mathbb{E}_\Gamma f)^{\frac{1}{q}} \right|^q \leq D \nu \left| \nabla \Gamma_k f \right|^q + \eta \nu \left| \nabla \Gamma_k f \right|^q
\]

(5.12)

for \( k, l \in \{0, 1\}, k \neq l \).

**Proof.** Again we may suppose \( f \geq 0 \). For \( k = 1, l = 0 \) (the other case is similar), we can write

\[
\nu \left| \nabla \Gamma_k (\mathbb{E}_\Gamma f^q)^{\frac{1}{q}} \right|^q \leq \nu \sum_{i \in \Gamma_1} \left| \nabla_i (\mathbb{E}_{\{\sim i\}} f^q)^{\frac{1}{q}} \right|^q
\]

\[
= \nu \sum_{i \in \Gamma_1} \frac{1}{q^q} (\mathbb{E}_{\{\sim i\}} f^q)^{-\frac{1}{q}} \left| \nabla_i (\mathbb{E}_{\{\sim i\}} f^q) \right|^q.
\]

(5.13)

We will compute the terms in the sum on the right hand side of (5.13). For \( i \in \Gamma_1 \), we have

\[
\nabla_i (\mathbb{E}_{\{\sim i\}} f^q) = q (\mathbb{E}_{\{\sim i\}} f^{q-1} \nabla_i f) - \sum_{j \in \{\sim i\}} J_{i,j} \mathbb{E}_{\{\sim i\}} (f^q; \nabla_i V(x_i, x_j))
\]

\[
\Rightarrow \left| \nabla_i (\mathbb{E}_{\{\sim i\}} f^q) \right| \leq q \left( \mathbb{E}_{\{\sim i\}} f^q \right)^{1/p} \left( \mathbb{E}_{\{\sim i\}} \left| \nabla_i f \right|^q \right)^{1/q} + J_0 \left| \mathbb{E}_{\{\sim i\}} (f^q; W_i) \right|,
\]

so that

\[
\left| \nabla_i (\mathbb{E}_{\{\sim i\}} f^q) \right|^q \leq 2q^{-1} q^q \left( \mathbb{E}_{\{\sim i\}} f^q \right)^{\frac{q}{p}} \left( \mathbb{E}_{\{\sim i\}} \left| \nabla_i f \right|^q \right) + 2q^{-1} J_0^q \left| \mathbb{E}_{\{\sim i\}} (f^q; W_i) \right|^q,
\]
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where \( W_i = \sum_{j \in \{ \sim i \}} \nabla_i V(x_i, x_j) \) as above.

We can use Lemma \[5.3\] to bound the correlation in the second term. Indeed, this gives
\[
|\nabla_i (E_{\sim i} f^q)|^q \leq (E_{\sim i} f^q)^{2q} (2^{q-1} q^q E_{\sim i} |\nabla_i f|^q + 2^{q-1} \kappa J_0^q E_{\sim i} |\nabla_{\sim i} f|^q).
\]

Using this in \([5.13]\) yields
\[
\nu |\nabla_\Gamma (E_{\Gamma_0} f^q)^{\frac{1}{q}}|^q \leq \nu \sum_{i \in \Gamma_1} \left( 2^{q-1} E_{\sim i} |\nabla_i f|^q + \frac{2^{q-1}}{q^q} \kappa J_0^q \sum_{i \in \Gamma_1} |\nabla_{\sim i} f|^q \right)
= 2^{q-1} \nu |\nabla_i f|^q + \frac{2^{q-1}}{q^q} \kappa J_0^q \nu \sum_{i \in \Gamma_1} |\nabla_{\sim i} f|^q
= 2^{q-1} \nu |\nabla_i f|^q + \frac{2^{q+1}}{q^q} \kappa J_0^q |\nabla_{\Gamma_0} f|^q.
\]

Finally, taking \( J_0^q < \frac{2^q}{2^{q-1} \kappa} \) we see that
\[
\nu |\nabla_\Gamma (E_{\Gamma_0} f^q)^{\frac{1}{q}}|^q \leq D \nu |\nabla_i f|^q + \eta \nu |\nabla_{\Gamma_0} f|^q,
\]
where \( D = 2^{q-1} \) and \( \eta = \frac{2^{q+1}}{q^q} \kappa J_0^q < 1 \), as required. \( \square \)

**Lemma 5.6.** Suppose the local specification \( \{ E_{\Delta}^{\omega} \}_{\Delta \subset \mathbb{Z}^2, \omega \in \Omega} \) satisfies (H0) and (H1). Then \( \mathcal{P} f \) converges \( \nu \)-almost everywhere to \( \nu f \), where we recall that \( \mathcal{P} = E_{\Gamma_1} E_{\Gamma_0} \). In particular, \( \nu \) is unique.

**Proof.** We will follow [13]. We have
\[
\nu |f - E_{\Gamma_1} E_{\Gamma_0} f|^q \leq 2^{q-1} \nu |f - E_{\Gamma_0} f|^q + 2^{q-1} \nu E_{\Gamma_1} |f - E_{\Gamma_1} E_{\Gamma_0} f|^q
\leq 2^{q-1} c_0 \nu |\nabla_{\Gamma_0} f|^q + 2^{q-1} \nu |\nabla_\Gamma (E_{\Gamma_0} f)|^q,
\]
by (H0) and Remark 2.3 both the measures \( E_{\Gamma_0} \) and \( E_{\Gamma_1} \) satisfy the \((SG_q)\) inequality with constant \( c_0 = \frac{4}{\log 2} \) independant of the boundary conditions. If we use Lemma 5.3 we get
\[
\nu |f - E_{\Gamma_1} E_{\Gamma_0} f|^q \leq 2^{q-1} c_0 \nu |\nabla_{\Gamma_0} f|^q + 2^{q-1} \nu \left( \hat{D} \nu |\nabla_i f|^q + \tilde{\eta} \nu |\nabla_{\Gamma_0} f|^q \right)
\]
From the last inequality we obtain that for any \( n \in \mathbb{N} \),
\[
\nu |\mathcal{P}^n f - \mathcal{P}^{n+1} f|^q \leq 2^{q-1} c_0 \nu |\nabla_{\Gamma_0} \mathcal{P}^n f|^q + 2^{q-1} \nu \hat{D} \nu |\nabla_{\Gamma_0} \mathcal{P}^n f|^q
= 2^{q-1} c_0 (1 + \tilde{\eta}) \nu |\nabla_{\Gamma_0} \mathcal{P}^n f|^2,
\]
using the fact that \( \mathcal{P}^n \) does not depend on coordinates in \( \Gamma_1 \) by definition, so that \( \nabla_{\Gamma_1} \mathcal{P}^n = 0 \). By repeated applications of Lemma 5.3 we see that,
\[ \nu \left| P^n f - P^{n+1} f \right|^q \leq 2^{q-1} c_0 (1 + \tilde{\eta}) \tilde{\eta}^{2n-1} \nu |\nabla \Gamma_0 \nu f|^q \leq 2^{q-1} c_0 (1 + \tilde{\eta}) \tilde{\eta}^{2n-1} \left( \tilde{D} \nu |\nabla \Gamma_{1,f}|^q + \tilde{\eta} \nu |\nabla \Gamma_0 f|^q \right). \]

Since \( \tilde{\eta} < 1 \), this clearly tends to zero as \( n \to \infty \), so that the sequence \( \{P^n\} \) is Cauchy in \( L^q(\nu) \). Moreover, by the Borel-Cantelli lemma, the sequence
\[ \{P^n f - \nu P^n f \}_{n \in \mathbb{N}} \]
converges \( \nu \)-a.s. The limit of \( P^n f - \nu P^n f = P^n f - \nu f \) is therefore constant and hence identical to zero. \( \square \)

### 5.2 Proof of Theorem 5.2

**Proof.** Recall that we want to extend the \((LS_q)\) inequality from the single-site measures \( \mathbb{E}_x \) to the Gibbs measure corresponding to the local specification \( \{\mathbb{E}_x\}_{x \subset \mathbb{Z}^2, \omega \in \Omega} \) on the entire lattice (since we are taking \( N = 2 \) for convenience). As mentioned, to do so, we will follow the iterative method developed by B. Zegarlinski in [29] and [30].

Again without loss of generality, suppose \( f \geq 0 \). We can write
\[ \nu \left( f q \log \frac{f}{\nu f} \right) = \nu \mathbb{E}_{\Gamma_0} \left( f q \log \frac{f}{\mathbb{E}_{\Gamma_0} f} \right) + \nu \mathbb{E}_{\Gamma_1} \left( \mathbb{E}_{\Gamma_0} f q \log \mathbb{E}_{\Gamma_0} f \right) \]
\[ + \nu (\mathbb{E}_{\Gamma_1} \mathbb{E}_{\Gamma_0} f q \log \mathbb{E}_{\Gamma_1} \mathbb{E}_{\Gamma_0} f) - \nu (f q \log \nu f). \] (5.15)

As mentioned above, by \((H0)\) and since the measures \( \mathbb{E}_{\Gamma_0} \) and \( \mathbb{E}_{\Gamma_1} \) are in fact product measures, we know that they both satisfy \((LS_q)\) with constant \( c \) independent of the boundary conditions. Using this fact in (5.15) yields
\[ \nu \left( f q \log \frac{f}{\nu f} \right) \leq c \nu (\mathbb{E}_{\Gamma_0} |\nabla \Gamma_0 f|^q) + c \nu \mathbb{E}_{\Gamma_1} \left| \nabla \Gamma_1 (\mathbb{E}_{\Gamma_0} f) \frac{1}{2} \right|^q \]
\[ + \nu (\mathcal{P} f q \log \mathcal{P} f) - \nu (f q \log \nu f). \] (5.16)

For the third term of (5.16) we can similarly write
\[ \nu (\mathcal{P} f q \log \mathcal{P} f) = \nu \mathbb{E}_{\Gamma_0} \left( \mathcal{P} f q \log \frac{\mathcal{P} f q}{\mathbb{E}_{\Gamma_0} \mathcal{P} f} \right) + \nu \mathbb{E}_{\Gamma_1} \left( \mathbb{E}_{\Gamma_0} \mathcal{P} f q \log \mathbb{E}_{\Gamma_0} \mathcal{P} f q \right) \]
\[ + \nu (\mathbb{E}_{\Gamma_1} \mathbb{E}_{\Gamma_0} \mathcal{P} f q \log \mathbb{E}_{\Gamma_1} \mathbb{E}_{\Gamma_0} \mathcal{P} f). \]

If we use again the \((LS_q)\) inequality for the measures \( \mathbb{E}_{\Gamma_k}, k = 0, 1 \) we get
\[ \nu (\mathcal{P} f q \log \mathcal{P} f) \leq c \nu \left| \nabla \Gamma_0 (\mathcal{P} f)^{1/2} \right|^q + c \nu \left| \nabla \Gamma_1 (\mathbb{E}_{\Gamma_0} \mathcal{P} f)^{1/2} \right|^q + \nu (\mathcal{P}^2 f^q \log \mathcal{P}^2 f^q). \] (5.17)
Working similarly for the last term $\nu (\mathcal{P}^2 f^q \log \mathcal{P}^2 f^q)$ of (5.17) and inductively for any term $\nu(\mathcal{P}^k f^q \log \mathcal{P}^k f^q)$, then after $n$ steps (5.16) and (5.17) will give

$$
\nu \left( f^q \log \frac{f^q}{\nu f^q} \right) \leq c \sum_{k=0}^{n-1} \nu \left| \nabla \Gamma_0 (\mathcal{P}^k f^q) \right|^q + c \sum_{k=0}^{n-1} \nu \left| \nabla \Gamma_1 (E \Gamma_0 \mathcal{P}^k f^q) \right|^q
$$

$$
+ \nu (\mathcal{P}^n f^q \log \mathcal{P}^n f^q) - \nu (f^q \log \nu f^q).
$$

(5.18)

In order to deal with the first and second term on the right-hand side of (5.18) we will use Lemma 5.5. If we apply inductively relationship (5.12), for any $k \in \mathbb{N}$ we obtain

$$
\nu \left| \nabla \Gamma_0 (\mathcal{P}^k f^q) \right|^q \leq \eta^{2k-1} D \nu \left| \nabla \Gamma_1 f \right|^q + \eta^{2k} \nu \left| \nabla \Gamma_0 f \right|^q
$$

(5.19)

and

$$
\nu \left| \nabla \Gamma_1 (E \Gamma_0 \mathcal{P}^k f^q) \right|^q \leq \eta^{2k+1} D \nu \left| \nabla \Gamma_1 f \right|^q + \eta^{2k+1} \nu \left| \nabla \Gamma_0 f \right|^q.
$$

(5.20)

Using (5.19) and (5.20) in (5.18) we see that

$$
\nu \left( f^q \log \frac{f^q}{\nu f^q} \right) \leq c D \left( \eta^{-1} + 1 \right) \left( \sum_{k=0}^{n-1} \eta^{2k} \right) \nu \left| \nabla \Gamma_1 f \right|^q
$$

$$
+ c (1 + \eta) \left( \sum_{k=0}^{n-1} \eta^{2k} \right) \nu \left| \nabla \Gamma_0 f \right|^q
$$

$$
+ \nu (\mathcal{P}^n f^q \log \mathcal{P}^n f^q) - \nu (f^q \log \nu f^q).
$$

(5.21)

By Lemma 5.6 we have that $\lim_{n \to \infty} \mathcal{P}^n f^q = \nu f^q$, $\nu - a.s$. Therefore, taking the limit as $n \to \infty$ in (5.21) yields

$$
\nu \left( f^q \log \frac{f^q}{\nu f^q} \right) \leq c D \left( \frac{1}{\eta} + 1 \right) K \nu \left| \nabla \Gamma_1 f \right|^q + c(1 + \eta) K \nu \left| \nabla \Gamma_0 f \right|^q
$$

where $K = \sum_{k=0}^{\infty} \eta^{2k} = \frac{1}{1-\eta^2}$ for $\eta < 1$. Hence

$$
\nu \left( f^q \log \frac{f^q}{\nu f^q} \right) \leq C \nu \left| \nabla f \right|^q
$$

for $C = \max \left\{ c D \left( \frac{1}{\eta} + 1 \right) K, c(1 + \eta) K \right\}$, as required.

\[\square\]
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