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We develop a framework for simulating measure-preserving, ergodic dynamical systems on a quantum computer. Our approach provides a new operator-theoretic representation of classical dynamics by combining ergodic theory with quantum information science. The resulting quantum embedding of classical dynamics (QECD) enables efficient simulation of spaces of classical observables with exponentially large dimension using a quadratic number of quantum gates. The QECD framework is based on a quantum feature map that we introduce for representing classical states by density operators on a reproducing kernel Hilbert space, $\mathcal{H}$. Furthermore, an embedding of classical observables into self-adjoint operators on $\mathcal{H}$ is established, such that quantum mechanical expectation values are consistent with pointwise function evaluation. In this scheme, quantum states and observables evolve unitarily under the lifted action of Koopman evolution operators of the classical system. Moreover, by virtue of the reproducing property of $\mathcal{H}$, the quantum system is pointwise-consistent with the underlying classical dynamics. To achieve an exponential quantum computational advantage, we project the state of the quantum system onto a finite-rank density operator on a $2^n$-dimensional tensor product Hilbert space associated with $n$ qubits. By employing discrete Fourier-Walsh transforms of spectral functions, the evolution operator of the finite-dimensional quantum system is factorized into tensor product form, enabling implementation through an $n$-channel quantum circuit of size $O(n)$ and no interchannel communication. Furthermore, the circuit features a state preparation stage, also of size $O(n)$, and a quantum Fourier transform stage of size $O(n^2)$, which makes predictions of observables possible by measurement in the standard computational basis.

We prove theoretical convergence results for these predictions in the large-qubit limit, $n \to \infty$. In light of these properties, QECD provides a consistent, exponentially scalable, stochastic simulator of the evolution of classical observables, realized through projective quantum measurement. We demonstrate the consistency of the scheme in prototypical dynamical systems involving periodic and quasiperiodic oscillators on tori. These examples include simulated quantum circuit experiments in Qiskit Aer, as well as actual experiments on the IBM Quantum System One.

I. INTRODUCTION

Ever since a seminal paper of Feynman in 1982 [1], the problem of identifying physical systems that can faithfully and efficiently simulate large classes of other systems (performing, in Feynman’s words, universal computation) has received considerable attention. Under the operating principle that nature is fundamentally quantum mechanical, and with the realization that simulating quantum systems by classical systems is exponentially hard, much effort has been focused on the design of universal simulators of quantum systems. Such efforts are based on the axioms of quantum mechanics, with gates connected in quantum circuits performing unitary (and thus reversible) transformations of quantum states [2,3].

Over the past decades, several numerically hard problems have been identified, for which quantum algorithms are significantly faster than their classical counterparts. A prominent example is the Grover search algorithm, which results in a quadratic speedup over classical search [4]. In a few cases, such as random sampling, quantum computers have solved problems that would be effectively unsolvable with present-day classical supercomputing re-
sources, thus opening the way to quantum supremacy [9]. See also Ref. [10] for a discussion of the result in Ref. [9].

Yet, at least at the level of effective theories, a great variety of phenomena are well described by classical dynamical systems, generally formulated as systems of ordinary or partial differential equations. Since simulating a quantum system by a classical system can be exponentially hard, it is natural to ask whether simulation of a classical system by a quantum system is an exponentially "easy" problem, enabling a substantial increase in the complexity and range of computationally amenable classical phenomena.

The possibility to simulate classical dynamical systems on a quantum computer has attracted growing attention, on par with research on fundamental new quantum algorithms and their practical implementation [11].

Already 20 years ago, for example, Benenti et al. [12] studied the sawtooth map generating rich and complex dynamics. The implementation of an Euler method to solve systems of coupled nonlinear ordinary differential equations (ODEs) was addressed by Leyton and Osborne [13]. A framework for sequential data assimilation (filtering) of partially observed classical systems based on the Dirac–von Neumann formalism of quantum dynamics and measurement was proposed in Ref. [14].

The simulation of classical Hamiltonian systems using a Koopman–von Neumann approach was studied by Joseph [15]. This quantum computational framework was shown to be exponentially faster than a classical simulation when the Hamiltonian is represented by a sparse matrix. More recently, the potential of quantum computing for fluid dynamics, in particular turbulence, was explored in Refs. [16, 17]. This includes, for example, transport simulators for fluid flows in which the formal analogy between the lattice Boltzmann method and Dirac equations is used [18].

Lubasch et al. [19] took a different path inspired by the success of quantum computing in solving optimization problems, modeling the one-dimensional Burgers equation by a variational quantum computing method, made possible by its correspondence with the nonlinear Schrödinger equation. Quantum systems have also been employed in the modeling of classical stochastic processes, where they have shown a superior memory compression [20, 21].

Here, we present a procedure for simulating a classical, measure-preserving, ergodic dynamical system by means of a finite-dimensional quantum mechanical system amenable to quantum computation. Combining operator-theoretic techniques for classical dynamical systems with the theory of quantum dynamics and measurement, our framework leads to exponentially scalable quantum algorithms, enabling the simulation of classical systems with otherwise intractably high-dimensional spaces of observables. Our work thus opens a novel route to the full realization of quantum advantage in the computation of classical dynamical systems.

Another noteworthy aspect of our approach is that it interfaces between classical [22–29] and quantum [30–36] computing, on par with research on fundamental new quantum algorithms and their practical implementation [11].

We develop the principal mathematical tools employed in this construction using Koopman and transfer operator techniques [44, 45] and the theory of reproducing kernel Hilbert spaces (RKHSs) [46, 47] and Banach function algebras on locally compact abelian groups [48–50]. The connection between the dynamical system and
the Koopman operator is illustrated in Fig. 1. Using RKHSs as the foundation to build quantum mechanical models (as opposed to the $L^2$ spaces employed in Ref. [24]) leads to pointwise consistency with the underlying classical dynamical system; that is, consistency for every classical initial condition, rather than in the sense of expectations over initial conditions. This result should be of independent interest in the broader context of representations of classical dynamics in terms of quantum systems, which has received significant attention [51–55].

3. In the particular setting of quantum computation, we establish theoretical convergence results for the finite-dimensional systems generated by the compiler, including asymptotic convergence rates in the large-qubit limit, $n \to \infty$. The time evolution of the quantum computational systems leverages discrete Fourier-Walsh techniques [56] to efficiently represent the Koopman operator using a circuit of size $O(n)$ and depth $O(1)$. The state preparation step, which is a major challenge in quantum computing [57, 58], is also carried with a circuit of size $O(n)$ and depth $O(1)$. In particular, we take advantage of the fact that every quantum state associated with a classical initial state in $X$ can be reached to any desired accuracy by efficient unitary transformations applied to a uniform-superposition state constructed using Hadamard gates. Meanwhile, the measurement process employs the quantum Fourier transform (QFT) to perform efficient approximate diagonalization of observables with a circuit of size $O(n^2)$ and depth $O(n)$ [59, 60].

4. We demonstrate the QECD framework in simple, analytically solvable examples of classical dynamics, so that all steps of the procedure are fully reproducible. Specifically, we use QECD to simulate the evolution of observables of periodic and quasiperiodic dynamical systems in a one- and two-dimensional phase space, respectively. We employ the gate-based, universal quantum computing toolkit Qiskit Aer [61, 62], using up to $n = 8$ qubits. Results from simulated quantum circuit experiments (see Figs. 6 and 8) are found to be in good agreement with the true classical dynamics. In addition, we perform experiments for the periodic system on an actual quantum computer, the IBM Quantum System One, demonstrating the ability of QECD to simulate a classical system on a noisy intermediate-scale quantum (NISQ) device.

We note that the two-dimensional quasiperiodic dynamics in our examples can be straightforwardly extended to higher dimensions, where the dynamics becomes increasingly indistinguishable from a chaotic system. For quasiperiodic dynamics, no interchannel communication is necessary. Circuits of higher complexity that create inter-qubit entanglement may need to be explored for treatment of chaotic dynamics.

The outline of the paper is as follows. First, in Sec. III we introduce the class of dynamical systems under study, along with the corresponding RKHSs of classical observables. This is followed in Secs. IV–VIII by a detailed description of the construction of the QECD for this class of systems. In Secs. IX and X we present our results from simulated and actual quantum computation experiments, respectively. Our primary conclusions are summarized in Sec. XI. The paper contains appendices on RKHS-based quantum mechanical representations of classical systems (Appendix A), Fourier-Walsh factorization of the Koopman generator (Appendix B), and QFT-based approximate diagonalization of observables (Appendix C). In addition, we provide an overview of elements of Koopman operator theory related to this work and associated numerical techniques as supplementary material (SM) [63].

II. A ROUTE TO QUANTUM EMBEDDING OF CLASSICAL DYNAMICS

We begin by describing the main components of the QECD framework for representing classical dynamics on a quantum computer. Figure 2 schematically summarizes the successive levels used in the procedure, passing through classical, classical statistical, infinite-dimensional quantum mechanical, finite-dimensional quantum mechanical (referred to as matrix mechanical), and quantum computational levels. This diagram juxtaposes the steps for states and observables side-by-side for easy comparison. In the following subsections, we discuss the individual horizontal and vertical connections (which are maps) on each of the five levels of this diagram.

A. Classical and classical statistical levels

Consider a classical dynamical system on a compact metric space $X$, described by a dynamical flow map

$$\Phi^t : X \to X \quad \text{with} \quad t \in \mathbb{R}, \quad (1)$$

as indicated by a horizontal arrow in the left-hand column of Fig. 2. The classical state space $X$ is embedded into the space of Borel probability measures $\mathcal{P}(X)$ (i.e., the classical statistical space) by means of the map $\delta$ sending $x \in X$ to the Dirac measure $\delta_x \in \mathcal{P}(X)$ supported at $x$. The dynamics acts naturally on the classical statistical space by the pushforward map on measures,

$$\Phi^t_* : \mathcal{P}(X) \to \mathcal{P}(X) \quad \text{with} \quad \Phi^t_*(\nu) = \nu \circ \Phi^{-t}, \quad (2)$$

also known as the transfer or Perron-Frobenius operator [41-45]. The map $\delta$ has the equivariance property $\Phi^t_* \circ \delta = \delta \circ \Phi^t$, represented by the top loop in the left-hand column in Fig. 2.

Associated with the dynamical system are spaces of classical observables, which we take here to be spaces
FIG. 2. Schematic representation of the QECD framework applied to states and observables of a classical dynamical system in five successive levels, leading to an n-qubit quantum computational system. These are the classical, classical statistical, quantum mechanical, matrix mechanical, and quantum computational levels. The horizontal arrows from top to bottom in the left- and right-hand columns represent the time evolution maps of states and observables, respectively. These are the quantum mechanical, matrix mechanical, and quantum computational levels. The horizontal arrows from top to bottom in five successive levels, leading to an

of complex-valued functions on $X$. A natural example is the space of continuous functions, denoted as $C(X)$, which also forms an (abelian) algebra with respect to the pointwise product of functions. The Koopman operator \cite{64, 65}, $U^t$, acts on observables in $C(X)$ by composition with the flow map, i.e.,

$$U^t : C(X) \rightarrow C(X) \quad \text{with} \quad U^t f = f \circ \Phi^t; \quad (3)$$

see also Fig. 1. The horizontal arrow in the first line of the right-hand column in Fig. 2 represents the action of the Koopman operator on a subalgebra $\mathfrak{A} \subseteq C(X)$ that will be described in Sec. 11 below.

In this context, a simulator of the system can be described as a procedure which takes as an input an observable $f \in C(X)$ and an initial condition $x \in X$, and produces as an output a function $\tilde{f}^{(t)}(x)$ approximating the evolution $f(\Phi^t(x))$ of the observable under the dynamics. For instance, if $\Phi^t$ is the flow generated by a system of ODEs $\dot{x} = \tilde{V}(x)$ on $\mathcal{X} = \mathbb{R}^m$, and $X \subset \mathcal{X}$ is an invariant subset of this flow (e.g., an attractor), a standard simulation approach is to construct a finite-difference approximation $\tilde{\Phi}^t : \mathcal{X} \rightarrow \mathcal{X}$ of the dynamical flow based on a timestep $\Delta t$ (using interpolation to generate a continuous-time trajectory), and obtain $\tilde{f}^{(t)}(x) = f(\tilde{\Phi}^t(x))$ by evaluating the observable of interest $f$ on the approximate trajectory. The scheme then converges in a limit of $\Delta t \rightarrow 0$ by standard results in ODE theory and numerical analysis for observables $f$ of sufficient regularity.

From an observable-centric standpoint, a simulator of the system corresponds to a linear operator $\hat{U}^t$ approximating the Koopman operator $U^t$, giving $\tilde{f}^{(t)}(x) = \hat{U}^t f(x)$. For instance, the ODE-based approximation just mentioned can be described in this way for $\hat{U}^t f = f \circ \hat{\Phi}^t$, but note that not every approximation of $U^t$ has to be of the form of a composition operator by a flow. Indeed, “lifting” the task of simulation from states to (classical) observables opens the possibility of using new approximation techniques, which in some cases can resolve computational bottlenecks, e.g., due to high dimensionality ($m$) of the ambient state space $\mathcal{X}$ \cite{66}. Invariably, every practical simulator $\hat{U}^t$ is restricted to act on a space of observables of finite dimension, $N$ (e.g., a subspace of $C(X)$ or $L^2$). In general, the computation cost of acting with $\hat{U}^t$ on elements of this space scales as $N^2$, but can be reduced to $O(N)$ if $\hat{U}^t$ is efficiently represented by a diagonal matrix. The evaluation cost of observables, which corresponds to summation of an $N$-term basis expansion
such as a Fourier series, is typically \( O(N) \).

In what follows, rather than employing an approximation \( U^t \) acting on classical observables, our goal is to simulate the action of \( U^t \) using a \textit{quantum mechanical} system. As we will see, this can be achieved at a logarithmic cost of elementary quantum operations (gates); specifically, QECD allows simulation of spaces of classical observables of dimension \( N = 2^n \) using \( O(n^2) \) gates.

### B. Quantum computational representation

The QECD framework effecting the representation of the classical system by a quantum mechanical system employs the following key spaces:

1. The classical state space \( X \).
2. A Banach \( * \)-algebra \( \mathfrak{A} \subseteq C(X) \) of classical observables.
3. An infinite-dimensional RKHS \( \mathcal{H} \subset \mathfrak{A} \).
4. A finite-dimensional Hilbert space \( \mathbb{B}_n \) associated with the quantum computer.

The Hilbert spaces \( \mathcal{H} \) and \( \mathbb{B}_n \) have corresponding (non-abelian) algebras of bounded linear operators, \( B(\mathcal{H}) \) and \( B(\mathbb{B}_n) \), respectively, acting as quantum mechanical observables. Moreover, states on these algebras are represented by density operators, i.e., trace-class, positive operators of unit trace, acting on the respective Hilbert space. We denote the spaces of densities operators on \( \mathcal{H} \) and \( \mathbb{B}_n \) by \( Q(\mathcal{H}) \) and \( Q(\mathbb{B}_n) \), respectively. Below, \( n \) represents the number of qubits, thus the dimension of \( \mathbb{B}_n \) is \( 2^n \).

The spaces of classical states and observables \( X \) and \( \mathfrak{A} \) are mapped into the spaces of quantum states and observables \( Q(\mathbb{B}_n) \) and \( B(\mathbb{B}_n) \), respectively; see Fig. 2. The following maps on states (left-hand column) and observables (right-hand column) transform the classical system into a quantum-mechanical one on \( \mathbb{B}_n \):

- We construct a map \( \tilde{\mathcal{F}}_n : X \to Q(\mathbb{B}_n) \) from classical states (points) in \( X \) to quantum states on \( \mathbb{B}_n \).
- We finally apply a unitary \( \mathcal{W}_n : Q(\mathcal{H}_n) \to Q(\mathbb{B}_n) \), so that the full quantum feature map from \( X \) to \( Q(\mathbb{B}_n) \) takes the form \( \tilde{\mathcal{F}}_n = \mathcal{W}_n \circ \Pi'_n \circ \mathcal{P} \circ \delta \).

- We construct a linear map \( \tilde{T}_n : \mathfrak{A} \to B(\mathbb{B}_n) \) from classical observables in \( \mathfrak{A} \) to quantum mechanical observables in \( B(\mathbb{B}_n) \). This map takes the form \( \tilde{T}_n = \mathcal{W}_n \circ \Pi_n \circ T \), where \( \Pi_n : B(\mathcal{H}) \to B(\mathcal{H}_n) \) is a projection, so that \( \tilde{T}_n \) yields a quantum computational representation of classical observables passing through intermediate quantum and matrix mechanical representations. Here, \( T : \mathfrak{A} \to B(\mathcal{H}) \) is one-to-one on real-valued functions in \( \mathfrak{A} \), and \( Tf \) is self-adjoint whenever \( f \) is real.

Next, we describe the maps governing the temporal evolution of states and observables, represented by horizontal arrows in Fig. 2:

- At the quantum mechanical level, states in \( Q(\mathcal{H}) \) evolve under the operator \( \hat{\Psi} \) (horizontal arrow in the left-hand column) induced by a unitary Koopman operator \( U^t = e^{itV} \) on \( \mathcal{H} \). This evolution is generated by a skew-adjoint generator \( V : D(V) \to \mathcal{H} \), defined on a dense subspace \( D(V) \subset \mathcal{H} \) possessing a countable spectrum of eigenfrequencies.

- The generator \( V \) is mapped to a self-adjoint Hamiltonian \( H_n : \mathbb{B}_n \to \mathbb{B}_n \) given by \( H_n = \mathcal{W}_n \Pi_n V/i \). This Hamiltonian is decomposable as a sum \( H_n = \sum G_j \) of mutually-commuting operators \( G_j \in B(\mathbb{B}_n) \), each of which is of pure tensor product form, \( G_j = \bigotimes_{i=1}^n G_{ij} \). The latter property enables quantum parallelism in the unitary evolution \( \hat{\Psi}_t : Q(\mathbb{B}_n) \to Q(\mathbb{B}_n) \) at the quantum computational level generated by \( H_n \) (see horizontal arrow at the bottom of the left-hand column of Fig. 2).

One of our main results is that \( \hat{\Psi}_t \) can be implemented via a quantum circuit of size \( O(n) \) and no interchannel communication (see Figs. 4 and 5).

- The horizontal arrow at the quantum mechanical level represents the action of the Heisenberg evolution operator \( U^t : B(\mathcal{H}) \to B(\mathcal{H}) \). Under the assumption that the RKHS \( \mathcal{H} \) is invariant under the Koopman operator, \( U^t \) acts on \( B(\mathcal{H}) \) by conjugation with \( U^t \), i.e., \( U^t A = U^t A U^{t*} \).

- The corresponding Heisenberg evolution operator at the quantum computational level, \( \mathcal{U}^t : B(\mathbb{B}_n) \to B(\mathbb{B}_n) \), acting on quantum mechanical observables on the Hilbert space \( \mathbb{B}_n \), is represented by the horizontal arrow at the bottom of the right-hand column. This operator is obtained by projection of \( \mathcal{U}^t \), viz. \( \mathcal{U}^t = \mathcal{W}_n \Pi_n \mathcal{U}^t \).

Given a classical initial condition \( x \in X \), the quantum computational system constructed by QECD makes probabilistic predictions \( \hat{f}_n^{\langle t \rangle}(x) \) of \( f(\hat{\Psi}_t(x)) \) through quantum mechanical measurement of the projection-valued measure (PVM) \( \Pi_n \mathcal{U}^t \Pi_n \) associated with the quantum register on the quantum state \( \hat{\rho}_x := \hat{\Psi}_t\mathcal{U}^t(\hat{\rho}_x) \), where \( \hat{\rho}_x := \tilde{\mathcal{F}}_n(x) \). The state \( \hat{\rho}_x \) is prepared by means
of a circuit of size $O(n)$, which is applied to the standard initial state vector of the quantum computer. Furthermore, the measurement step is effected by performing a rotation $\hat{\rho}_{x,n}^{(t)} \mapsto \hat{\rho}_{x,n}^{(t)}$ by a QFT, which is implementable via a circuit of size $O(n^2)$. An ensemble of such measurements then approximates the quantum mechanical expectation value

$$\langle \hat{T}_n f \rangle_{\hat{\rho}_{x,n}^{(t)}} := f_n^{(t)}(x).$$

(4)

The function $x \mapsto f_n^{(t)}(x)$ converges in turn uniformly to the true classical evolution, i.e., $U^t f(x)$, in the large-qubit limit, $n \to \infty$. We will return to these points in a more detailed discussion in Secs. V–VIII.

In summary, the key distinguishing aspects of QECD are as follows:

1. **Dynamical consistency.** The predictions made by the quantum quantum computational system via (4) converge to the true classical evolution as the number of qubits $n$ increases. In particular, since $\dim \mathbb{B}_n = 2^n$, the convergence is exponentially fast in $n$.

2. **Quantum efficiency.** The full circuit implementation of the scheme, including state preparation, dynamical evolution, and measurement, requires a circuit of size $O(n^2)$ and depth $O(n)$. Since, as just mentioned, the dimension of $\mathbb{B}_n$ increases exponentially with $n$, the quantum computational system constructed by QECD has an exponential advantage over classical simulators of the underlying $2^n$-dimensional subspace of classical observables.

3. **State preparation.** The quantum computational state $\hat{\rho}_{x,n}$ corresponding to classical state $x$ is prepared by passing the standard initial state vector of the quantum computer through a circuit of size $O(n)$ and depth $O(1)$. This overcomes the expensive (potentially exponential) state preparation problem affecting many quantum computational algorithms.

4. **Measurement process.** The process of querying the system to obtain predictions is a standard projective measurement of the quantum register. Importantly, no quantum state tomography or auxiliary classical computation is needed to retrieve the relevant information.

In the ensuing sections, we lay out the properties of the classical system under study (Sec. III), and describe the conversion to the quantum computational system using QECD (Secs. IV–VII).

### III. CLASSICAL DYNAMICS AND OBSERVABLES

#### A. Dynamical system

We focus on the class of continuous, measure-preserving, ergodic flows with a pure point spectrum generated by finitely many eigenfrequencies and continuous corresponding eigenfunctions. Every such system is topologically conjugate (for our purposes, equivalent) to an ergodic rotation on a $d$-dimensional torus, so we will set $X = \mathbb{T}^d$ without loss of generality. Using the notation $x = (\theta^1, \ldots, \theta^d)$ to represent a point $x \in \mathbb{T}^d$, where $\theta^j \in [0, 2\pi)$ are canonical angle coordinates, the dynamics is described by the flow map

$$\Phi^t(x) = (\theta^1 + \alpha_1 t, \ldots, \theta^d + \alpha_d t) \mod 2\pi,$$

(5)

where $\alpha_1, \ldots, \alpha_d$ are positive, rationally independent (incommensurate) frequency parameters. This dynamical system is also known as a linear flow on the $d$-torus, but note that $\mathbb{T}^d$ is not a linear space. In dimension $d > 1$, the orbits $\Phi^t(x)$ of the dynamics do not close by incommensurability of the $\alpha_j$, each forming a dense subset of the torus (i.e., a given orbit passes by any point in $\mathbb{T}^d$ at an arbitrarily small distance). The case $d = 2$ is shown for two choices of $\alpha_j$ in Fig. 3, illustrating the difference between ergodic and non-ergodic dynamics. In dimension $d = 1$, the flow map corresponds to a harmonic oscillator on the circle, $\mathbb{T}^1 = S^1$, where each orbit is periodic and samples the whole space.

It is important to note that if the dynamical system is not presented in the form of a torus rotation, then standard constructions from ergodic theory may be used to transform it into the form in (5). These constructions are based entirely on spectral objects (i.e., eigenfunctions and eigenfrequencies) associated with the Koopman operator of the system. See Sec. I D in the SM for further details [3]. The same constructions allow one to treat the case where $X$ is a periodic or quasiperiodic attractor of a dynamical flow $\Phi^t : X \to X$ on a higher-dimensional space $X \supset X$. By virtue of these facts, the quantum mechanical framework described in this paper can readily handle simulations of observables of general measure-preserving, ergodic flows with pure point spectrum. Relevant examples include ODE models on $X = \mathbb{R}^m$ with quasiperiodic attractors [70], as well as PDE models where $X$ is an infinite-dimensional function space. The latter class includes many pattern-forming physical systems such as thermal convection flows [70], plasmas [71], and reaction-diffusion systems [72] in moderate-forcing regimes.

At any dimension $d$, the flow in (5) is measure-preserving and ergodic for a probability measure $\mu$ given by the normalized Haar measure. The dynamics of classical observables $f : X \to \mathbb{C}$ is governed by the Koopman operator $U^t$, which is a linear operator, acting by composition with the dynamical flow in accordance with (3) \[ 1 \] 44 45 73. The Koopman operator acts as an isometry on the Banach space of continuous functions on $X$, i.e., $\|U^t f\|_{C(X)} = \|f\|_{C(X)}$, where $\|f\|_{C(X)} = \max_{x \in X} |f(x)|$ is the uniform norm. In addition, $U^t$ lifts to a unitary operator on the Hilbert space $L^2(\mu)$ associated with the invariant measure. That is, using $\langle f, g \rangle_{L^2(\mu)} = \int_X f \overline{g} \, d\mu$ to denote the $L^2(\mu)$ inner product, we have $\langle U^t f, U^t g \rangle_{L^2(\mu)} = \langle f, g \rangle_{L^2(\mu)}$ for.
FIG. 3. Ergodic (a) and non-ergodic (b) linear flows on the two-dimensional torus $T^2$. In (a) the ratio of the frequency parameters $\alpha_1/\alpha_2$ is irrational, and the trajectory starts to fill the torus surface. In (b) the ratio of the frequencies is rational, and the trajectory is closed. The corresponding frequency parameters $\alpha_1$ and $\alpha_2$ are given to the right of each figure.

all $f, g \in L^2(\mu)$, which implies, in conjunction with the invertibility of $\Phi^t$, that

$$U^{ts} = U^{t-1}.$$  

Here, $U^{ts}$ denotes the operator adjoint, which is also frequently denoted as $(U^t)^\dagger$. The collection $\{U^t : L^2(\mu) \to L^2(\mu)\}_{t \in \mathbb{R}}$ then forms a strongly continuous unitary group under composition of operators [74]. See again Fig. 1.

By Stone’s theorem on one-parameter unitary evolution groups [75], the Koopman group on $L^2(\mu)$ has a skew-adjoint infinitesimal generator, i.e., an operator $V : D(V) \to L^2(\mu)$ defined on a dense subspace $D(V) \subset L^2(\mu)$ satisfying

$$V^* = -V \quad \text{and} \quad Vf = \lim_{t \to 0} \frac{U^t f - f}{t},$$  

for all $f \in D(V)$. The generator gives the Koopman operator at any time $t$ by exponentiation,

$$U^t = e^{tV}.$$  

Modulo multiplication by $1/i$ to render it self-adjoint, it plays an analogous role to a quantum mechanical Hamiltonian generating the unitary Heisenberg evolution operators.

As already noted, the torus rotation in (5) is a canonical representative of a class of continuous-time continuous dynamical systems on topological spaces with quasiperiodic dynamics generated by finitely many basic frequencies. This means that every such system can be transformed into an ergodic torus rotation of a suitable dimension by a homeomorphism (continuous, invertible map with continuous inverse). By specializing to this class of systems (as opposed to a more general measure-preserving, ergodic flow), we gain two important properties:

1. The dynamics has no mixing (chaotic) component. This implies that the spectrum of the Koopman operator for this system acting on $L^2(\mu)$, or a suitable RKHS as in what follows, is of “pure point” type, obviating complications arising from the presence of continuous spectrum as would be the case under mixing dynamics.

2. The state space $X$ is a smooth, closed manifold with the structure of a connected, abelian Lie group. The abelian group structure, in particular, renders this system amenable to analysis with Fourier analytic tools.

Below, we use a $d$-dimensional vector $j = (j_1, \ldots, j_d) \in \mathbb{Z}^d$ to represent a generic multi-index, and

$$\phi_j(x) = \prod_{m=1}^d \varphi_{j_m}^{(m)} \quad \text{with} \quad \varphi_1(\theta) = e^{i\theta},$$  

(8)

to represent the Fourier functions on $T^d$. In Sec. XI we will discuss possible avenues for extending the framework presented here to other classes of dynamical systems, such as mixing dynamical systems with continuous spectra of the Koopman operators.

### B. Algebra of observables

According to the scheme described in Sec. 11.B, we perform quantum conversion of an (abelian) algebra $\mathfrak{A}$ of classical observables, i.e., a space of complex-valued functions on $X$ which is closed under the pointwise product of functions. We construct $\mathfrak{A}$ such that it is a subalgebra of $C(X)$ with additional (here, $C^\infty$) regularity and RKHS structure. This structure is induced by a smooth, positive-definite kernel function $\bar{k} : X \times X \to \mathbb{R}$, which has the following properties for every point $x \in X$ and function $f \in \mathfrak{A}$.

1. The kernel section $\hat{k}_x := \bar{k}(x, \cdot)$ lies in $\mathfrak{A}$.

2. Pointwise evaluation, $x \mapsto f(x)$, is continuous, and satisfies

$$f(x) = \langle \hat{k}_x, f \rangle_\mathfrak{A},$$  

(9)

where $\langle \cdot, \cdot \rangle_\mathfrak{A}$ is the inner product of $\mathfrak{A}$.

Equation (9) is known as the reproducing property, and underlies the many useful properties of RKHSs for tasks such as function approximation and learning. Note, in
particular, that $L^2$ spaces, which are more commonly employed in Koopman operator theory and numerical techniques (see Sec. [11A]), do not have a property analogous to [9]. In fact, pointwise evaluation is not even defined for the $L^2(\mu)$ Hilbert space on $\mathbb{T}^d$. See Refs. [48, 47, 70] for detailed expositions on RKHS theory.

Our construction of $\mathfrak{A}$ follows Ref. [50]. We begin by setting parameters $p \in (0, 1)$ and $\tau > 0$, and defining the map $|\cdot|_p : \mathbb{Z}^d \to \mathbb{R}_+$,

$$|j|_p := |j_1|^p + \ldots + |j_d|^p,$$

and the functions $\psi_j \in C(X)$,

$$\psi_j := e^{-\tau |j|_p / 2} \delta_j \text{ with } j \in \mathbb{Z}^d.$$  

We then define a kernel $\tilde{k} : X \times X \to \mathbb{R}_+$ via the series

$$\tilde{k}(x, x') = \sum_{j \in \mathbb{Z}^d} \psi_j^*(x) \psi_j(x'), \quad (10)$$

where the sum over $j$ converges uniformly on $X \times X$ to a smooth function. Intuitively, $\tau$ can be thought of as a locality parameter for the kernel, meaning that as $\tau$ decreases $\tilde{k}(x, x')$ becomes increasingly concentrated near $x = x'$, approaching a $\delta$-function as $\tau \to 0$.

An important property of the kernel that holds for any $\tau > 0$ is that it is translation-invariant on the abelian group $X = \mathbb{T}^d$. That is, using additive notation to represent the binary group operation on $X$, we have

$$\tilde{k}(x + y, x' + y) = \tilde{k}(x, x'), \quad \forall x, x', y \in X. \quad (11)$$

In particular, setting $y = \Phi(x)$, where $x$ is the identity element of $X$, and noticing that the dynamical flow from $[5]$ satisfies $\Phi^t(x) = x + \Phi(x)$, we deduce the dynamical invariance property

$$\tilde{k}(\Phi^t(x), \Phi^t(x')) = \tilde{k}(x, x'), \quad \forall x, x' \in X, \quad \forall t \in \mathbb{R}.$$  

In Ref. [50] it was shown that for every $p > 0$ and $\tau > 0$, the kernel $\tilde{k}$ in [10] is a strictly positive-definite kernel on $X$, so it induces an RKHS, $\mathfrak{A}$, which is a dense subspace of $C(X)$. One can verify that the collection $\{\psi_j : j \in \mathbb{Z}^d\}$ forms an orthonormal basis of $\mathfrak{A}$, consisting of scaled Fourier functions, so every observable $f \in \mathfrak{A}$ admits the expansion

$$f = \sum_{j \in \mathbb{Z}^d} \tilde{f}_j \psi_j = \sum_{j \in \mathbb{Z}^d} \tilde{f}_j e^{-\tau |j|_p / 2} \delta_j,$$

where the sum over $j$ converges in $\mathfrak{A}$ norm. The above manifests the fact that $\mathfrak{A}$ contains continuous functions with Fourier coefficients decaying faster than any polynomial, implying in turn that every element of $\mathfrak{A}$ is a smooth function in $C^\infty(X)$.

It can also be shown that the RKHS induced by $\tilde{k}$ acquires an important special property which is not shared by generic RKHSs—namely, it becomes an abelian, unital, Banach *-algebra under pointwise multiplication of functions. We list the defining properties for completeness in Appendix [A1]. In Ref. [50], the space $\mathfrak{A}$ was referred to as a reproducing kernel Hilbert algebra (RKHA) as it enjoys the properties of both RKHSs and Banach algebras. In particular, a distinguishing aspect of $\mathfrak{A}$ is that it simultaneously has Hilbert space structure (as $L^2(\mu)$) and Banach *-algebra structure (as $C(X)$), while also allowing pointwise evaluation by continuous functionals, (i.e., the reproducing property in [9]). The RKHAs associated with the family of kernels in [10] are examples of symmetric components on locally compact abelian groups [48], and are also closely related (by Fourier transforms) to weighted convolution algebras [49] on the dual group $\mathbb{Z}^d$ of $X = \mathbb{T}^d$.

Table [I] summarizes the properties of $\mathfrak{A}$ and other function spaces on $X$ employed in this work. In what follows, we shall let $\mathfrak{A}_{sa}$ denote the set of self-adjoint elements of $\mathfrak{A}$, i.e., the elements $f \in \mathfrak{A}$ satisfying $f^* = f$. Since the * operation of $\mathfrak{A}$ corresponds to complex conjugation of functions, it follows that $\mathfrak{A}_{sa}$ contains the real-valued functions in $\mathfrak{A}$. Note that if $f = \sum_{j \in \mathbb{Z}^d} \tilde{f}_j \psi_j$ is an element of $\mathfrak{A}_{sa}$, then its expansion coefficients in the $\psi_j$ basis satisfy $\tilde{f}_j = \tilde{f}_j$.

Next, we state a product formula for the orthonormal basis functions $\psi_j$, which follows directly from their definition, viz.

$$\psi_j \psi_l = c_{jl} \psi_{j+l} \quad \text{with} \quad c_{jl} = \exp \left( -\tau |j|_p + |l|_p - |j + l|_p \right). \quad (12)$$

In the above, we interpret the coefficients $c_{jl}$ as “structure constants” of the RKHA $\mathfrak{A}$. Figure [A] displays representative matrices formed by the $c_{jl}$ in dimension $d = 1$ and $2$ for $p = 1/4$ and $\tau = 1/4$.

In the special case $d = 1$, we will let $\mathfrak{A}^{(1)}$ be the RKHA on the circle $S^1 \equiv \mathbb{T}$ constructed as above. We denote the reproducing kernel of $\mathfrak{A}^{(1)}$ by $\tilde{k}$, and let $\psi_j, j \in \mathbb{Z}$, be the corresponding orthonormal basis functions with $\tilde{\psi}_j(\theta) = e^{-|j|^2 \tau / 2} \varphi_j(\theta)$. It then follows that $\mathfrak{A}$ admits the tensor product factorization

$$\mathfrak{A} = \bigotimes_{i=1}^d \mathfrak{A}^{(1)}, \quad (13)$$

and the reproducing kernel and orthonormal basis functions of $\mathfrak{A}$ similarly factorize as

$$\tilde{k}(x, x') = \prod_{i=1}^d \tilde{k}^{(1)}(\theta^i, \theta^{i'}),$$

$$\tilde{\psi}_j(x) = \prod_{i=1}^d \tilde{\psi}_j^{(1)}(\theta^i),$$

where $j = (j_1, \ldots, j_d)$, and $\theta^i, \theta^{i'}$ are canonical angle coordinates of the points $x = (\theta^1, \ldots, \theta^d)$, $x' = (\theta^{i'}, \ldots, \theta^{d})$, respectively (see also [8]).
C. Evolution of RKHA observables

From an operator-theoretic perspective, simulating the dynamical evolution of a continuous classical observable \( f \in C(X) \) can be understood as approximating the Koopman operator \( U^t \) on \( C(X) \); for, if \( U^t \) were known one could use it to compute \( U^t f(x) = f(\Phi^t(x)) \) for every observable \( f \in C(X) \), time \( t \in \mathbb{R} \), and initial condition \( x \in X \) (cf. Sec. [1]). Yet, despite its theoretical appeal, consistently approximating the Koopman operator on \( C(X) \) is challenging in practice, as this space lacks the Hilbert space structure underpinning commonly employed operations used in numerical techniques, such as orthogonal projections (see Table I). For a measure-preserving, ergodic dynamical system such as the torus rotation in (5), a natural alternative is to consider the unitary Koopman operator on the \( L^2(\mu) \) Hilbert space associated with the invariant measure \( \mu \). While this choice addresses the absence of orthogonal projections on \( C(X) \), \( L^2(\mu) \) lacks the notion of pointwise evaluation of functions, so one must correspondingly abandon the notion of pointwise forecasting in this space.

In light of the above considerations, RKHSs emerge as attractive candidates of spaces of classical observables in which to perform simulation, as they allow pointwise evaluation through the reproducing property in (9) while having a Hilbert space structure. Unfortunately, an obstruction to using RKHSs in dynamical systems forecasting is that a general RKHS \( \mathcal{H} \) on \( X \) need not be preserved under the dynamics, even if the reproducing kernel \( k \) is continuous. That is, in general, if \( f : X \rightarrow \mathbb{C} \) lies in an RKHS, the composition \( f \circ \Phi^t \) need not lie in the same space, and thus the Koopman operator is not well-defined as an operator mapping the RKHS into itself [27]. Intuitively, this is because membership of a function \( f \) in an RKHS generally imposes stringent requirements in its regularity, as we discussed for example in Sec. [IVA] with the rapid decay of Fourier coefficients, which need not be preserved by the dynamical flow.

An exception to this obstruction occurs when the reproducing kernel is translation-invariant, which holds true for the class of kernels introduced in Sec. [III B] (see (11)). In fact, it can be shown [55] that the RKHA \( \mathfrak{A} \) associated with the kernel \( \tilde{k} \) in (10) is invariant under the Koopman operator \( U^t \) for all \( t \in \mathbb{R} \), and \( U^t : \mathfrak{A} \rightarrow \mathfrak{A} \) is unitary and strongly continuous. Analogously to the \( L^2(\mu) \) case, the evolution group \( \{U^t : \mathfrak{A} \rightarrow \mathfrak{A}\}_{t \in \mathbb{R}} \) is uniquely characterized through its skew-adjoint generator \( \mathcal{V} : D(\mathcal{V}) \rightarrow \mathfrak{A} \), defined on a dense subspace \( D(\mathcal{V}) \subset \mathfrak{A} \), and acting on observables as displayed in (5).

For the torus rotation in (5), \( V \) is diagonalizable in the \( \{\psi_j\} \) basis of \( \mathfrak{A} \). That is, for \( j = (j_1, \ldots, j_d) \in \mathbb{Z}^d \), we have

\[
V \psi_j = i \omega_j \psi_j,
\]

where \( \omega_j \) is a real eigenfrequency given by

\[
\omega_j = j_1 \alpha_1 + \cdots + j_d \alpha_d.
\]
Moreover, $V$ admits a decomposition into mutually commuting, skew-adjoint generators $V_1, \ldots, V_d$ satisfying
\[ V_l \psi_j = i j_l \alpha_l \psi_j \quad \text{with} \quad l = 1, \ldots, d. \] (15)
In particular, since $\{ \psi_j \}$ is an orthonormal basis, (15) completely characterizes $V_l$, and we have
\[ V = V_1 + \ldots + V_d, \quad [V_j, V_l] = 0, \quad [V_j, V] = 0. \] (16)
It should be noted that the Koopman generator on $L^2(\mu)$ admits a decomposition into mutually commuting operators. First, in Sec. IV A we build $H$ as a subspace of the RKHS $\mathcal{A}$ from Sec. III B. Then, in Secs. IV B and IV C we establish representation maps $Q : X \rightarrow Q(H)$ and $T : \mathcal{A} \rightarrow B(H)$ from classical states and observables into quantum mechanical states and observables, respectively, on $H$. Note that the quantum mechanical embedding of states $Q$ passes through an intermediate classical statistical level associated with probability measures on the classical state space (second row in the left-hand column of Fig. 2). In Secs. IV D and IV E, we establish the classical-quantum consistency and associated dynamical properties of our embeddings.

A. Reproducing kernel Hilbert space

We choose $H$ as an infinite-dimensional subspace of the RKHS $\mathcal{A}$ containing zero-mean functions. For that, we introduce the (infinite) index set
\[ J = \{(j_1, \ldots, j_d) \in \mathbb{Z}^d : j_i \neq 0 \}, \] (17)
and define $H$ as the corresponding infinite-dimensional closed subspace
\[ H = \text{span}\{ \psi_j : j \in J \}. \]
The space $H$ is then an RKHS with the reproducing kernel
\[ k(x, x') = \sum_{j \in J} \psi^*_j(x) \psi_j(x'). \] (18)
In particular, for every $f \in \mathcal{H}$, which is necessarily an element of $\mathcal{A}$, the reproducing property in (9) reads
\[ f(x) = \langle k_x, f \rangle_H = \langle \hat{k}_x, f \rangle_{\mathcal{A}}, \]
where $k_x := k(x, \cdot)$ is the section of the kernel $k$ at $x \in X$, and $\langle \cdot, \cdot \rangle_H$ denotes the inner product of $H$.

By excluding zero indices from the index set $J$, every element $f$ of $H$ has zero mean, $\int_X f \, d\mu = 0$, as noted above. The reason for adopting this particular definition for $H$, instead of, e.g., working with the entire space $\mathcal{A}$, is that later on it will facilitate construction of infinite-dimensional subspaces $H_n \subset H$ suitable for quantum computation (see Sec. IV). In what follows, $\Pi : \mathcal{A} \rightarrow \mathcal{A}$ will denote the orthogonal projection with $\text{ran} \Pi = H$. Moreover, we set
\[ \kappa = k(x, x) = \sum_{j \in J} e^{-\tau |j|^p}, \]
\[ \hat{\kappa} = \hat{k}(x, x) = \sum_{j \in \mathbb{Z}^d} e^{-\tau |j|^p}, \]
where these definitions are independent of the point $x \in X$ by (11). We also note that, by construction, $H$ is a Koopman-invariant subspace of $\mathcal{A}$, so we may define unitary Koopman operators $U^t : H \rightarrow H$ by restriction of $U^t : \mathcal{A} \rightarrow \mathcal{A}$ from Sec. III C.

B. Representation of states with a quantum feature map

For our purposes, a key property that the RKHS structure of $H$ endows is the feature map, which is the continuous map $F : X \rightarrow H$ mapping classical state $x \in X$ to the RKHS function
\[ F(x) = k_x. \] (19)
It can be shown that for the choice of kernel in (18), $F$ is an injective map, and the functions $\{ F(x) \in H : x \in X \}$ are linearly independent. It is then natural to think of the normalized feature vectors
\[ \xi_x := \frac{k_x}{\|k_x\|_H} = \frac{k_x}{\kappa} \] (20)
as “wavefunctions” corresponding to classical states $x \in X$.

We can generalize this idea by associating every such wavefunction $\xi_x$ with the pure quantum state $\rho_x = \langle \xi_x, \cdot \rangle_H \xi_x$. The mapping $\mathcal{F} : X \rightarrow Q(H)$ with
\[ \mathcal{F}(x) = \rho_x \] (21)
then describes an embedding of the classical state space $X$ into quantum mechanical states in $Q(H)$, which we refer to as a quantum feature map. Note that there is no loss of information in representing $x \in X$ by $\rho_x \in Q(H)$. Moreover, $\mathcal{F}$ can be understood as a composition
\[ F = P \circ \delta, \text{ where } \delta : X \rightarrow \mathcal{P}(X) \text{ maps classical state } x \in X \text{ to the Dirac probability measure } \delta_x \in \mathcal{P}(X), \text{ and } P : \mathcal{P}(X) \rightarrow Q(\mathcal{H}) \text{ is a map from classical probability measures on } X \text{ to quantum states on } \mathcal{H}, \text{ such that} \]
\[ P(p) = \int_X \rho_x \, dp(x). \quad (22) \]

The map \( P \) describes an embedding of the state space \( X \) into the space of probability measures \( \mathcal{P}(X) \), i.e., the classical statistical level in the left-hand column of Fig. 2. See Ref. [50] for further details on the properties of this map.

By virtue of it being an RKHS, we can also define classical and quantum feature maps for the RKHA \( \mathfrak{A} \). Specifically, we set \( \tilde{F} : X \rightarrow \mathfrak{A} \) and \( \mathcal{F} : X \rightarrow Q(\mathfrak{A}) \), where
\[ \tilde{F}(x) = \langle \tilde{k}_x, \cdot \rangle_{\mathfrak{A}}, \quad \mathcal{F}(x) = \langle \xi_x, \cdot \rangle_{\mathfrak{A}} \xi_x, \quad (23) \]
and \( \xi_x = \tilde{k}_x / \| \tilde{k}_x \|_{\mathfrak{A}} \). The feature maps \( \tilde{F} \) and \( \mathcal{F} \) have analogous properties to \( F \) and \( \mathcal{F} \), respectively, which we do not discuss here in the interest of brevity.

C. Representation of observables

The quantum mechanical representation of classical observables in \( \mathfrak{A} \) is considerably facilitated by the Banach algebra structure of that space. In Sec. IV C 1 we leverage that structure to build representation maps from functions in \( \mathfrak{A} \) to bounded linear operators in \( B(\mathfrak{A}) \). Then, in Sec. IV C 2 we consider associated representations mapping into bounded linear operators on the RKHS \( \mathcal{H} \) (which is a strict subspace of \( \mathfrak{A} \)), arriving at the map \( T : \mathfrak{A} \rightarrow B(\mathcal{H}) \) depicted in the right-hand column of Fig. 2. Additional details on the construction are provided in Appendix A.

1. Representation on the RKHA \( \mathfrak{A} \)

We begin by noting that the joint continuity of the multiplication operation of Banach algebras (see (A1)) implies that for every \( f \in \mathfrak{A} \) the multiplication operator \( A_f : g \mapsto fg \) is well-defined as a bounded operator in \( B(\mathfrak{A}) \). This leads to the regular representation \( \pi : \mathfrak{A} \rightarrow B(\mathfrak{B}(\mathfrak{A})) \), which is the algebra homomorphism of \( \mathfrak{A} \) into \( B(\mathfrak{A}) \), mapping classical observables in \( \mathfrak{A} \) to their corresponding multiplication operator,
\[ \pi f := A_f. \quad (24) \]

This mapping is a homomorphism since
\[ \pi(fg) = A_{fg} = A_f A_g, \quad \forall f, g \in \mathfrak{A}, \]
and it is injective (i.e., faithful as a representation) since \( (\pi(f - f'))1_X = f - f' \neq 0 \) whenever \( f \neq f' \). However, \( \pi \) is not a *-representation; i.e., \( \pi(f^*) \) is not necessarily equal to \( A_f^* \). In particular, \( A_f \) need not be a self-adjoint operator in \( B(\mathfrak{A}) \) if \( f \) is a self-adjoint element in \( \mathfrak{A}_{sa} \). To construct a map from \( \mathfrak{A} \) into the self-adjoint operators in \( B(\mathfrak{A}) \), we define \( \tilde{T} : \mathfrak{A} \rightarrow B(\mathfrak{A}) \) with
\[ \tilde{T}f = \pi f + (\pi f)^*. \quad (25) \]

By construction, \( \tilde{T}f \) is self-adjoint for all \( f \in \mathfrak{A} \), and it can also be shown (see Appendix A 2) that \( \tilde{T} \) is injective on \( \mathfrak{A}_{sa} \). That is, \( \tilde{T} \) provides a one-to-one mapping between real-valued functions in \( \mathfrak{A} \) and self-adjoint operators in \( B(\mathfrak{A}) \).

It follows from the product formula in (12) that if \( f \in \mathfrak{A} \) has the expansion \( f = \sum_{j \in \mathbb{Z}^d} f_j \psi_j \), where \( f_j = \langle \psi_j, f \rangle_{\mathfrak{A}} \), then the corresponding multiplication operator \( A_f = \pi f \) has the matrix elements
\[ (A_f)_{ij} := \langle \psi_i, A_f \psi_j \rangle_{\mathfrak{A}} = \langle \psi_i, f \psi_j \rangle_{\mathfrak{A}}, \]
and thus
\[ (A_f)_{ij} = c_{j, i-j} \tilde{f}_{i-j}. \quad (26) \]
Correspondingly, the matrix elements of the self-adjoint operator \( S_f := \tilde{T}f \) are given by
\[ (S_f)_{ij} := \langle \psi_i, S_f \psi_j \rangle_{\mathfrak{A}} = \frac{(A_f)_{ij} + (A_f)^*_{ji}}{2}. \]

If, in addition, \( f \) lies in \( \mathfrak{A}_{sa} \), then we have \( \tilde{f}_{j-i}^* = \tilde{f}_{i-j} \) and the formula above reduces to
\[ (S_f)_{ij} = \frac{c_{j, i-j} + c_{j-i} \tilde{f}_{j-i}}{2}. \quad (27) \]

Here, of particular interest are the multiplications and self-adjoint operators representing the basis elements of \( \mathfrak{A} \), i.e., \( A_{\psi_l} \) and \( S_{\psi_l} \), respectively, for \( l \in \mathbb{Z}^d \). Since \( \tilde{f}_{j-i} = \delta_l \tilde{f}_{i-j} \) for \( f = \psi_l \), it follows from (26) that after a suitable lexicographical ordering of multi-indices (as in Fig. 4), \( (A_f)_{ij} \) forms a banded matrix with nonzero elements only in the diagonal corresponding to multi-index \( k \). Figure 5(a) illustrates the nonzero matrix elements of \( A_{\psi_l} \) in the one-dimensional case, \( d = 1 \). Similarly, the self-adjoint operator \( S_{\psi_l} \) is a bi-diagonal matrix with nonzero entries in the diagonals corresponding to \( \pm 1 \), as shown in Fig. 5(b).

We deduce from these observations that if \( f \) is a bandlimited observable (i.e., expressible as a finite linear combination of Fourier functions \( \phi_l \)), \( A_f \) is represented by a banded matrix, whose \( l \)-th diagonal comprises of the structure constants \( c_{ij} \) multiplied by \( f_l \). The matrix representing \( S_f \) is also banded whenever \( f \) is bandlimited. If, in addition, \( f \) is real, the \( l \)-th diagonal of \( (S_f)_{ij} \) is given by the multiple of \( (c_{ij} + c_{ji})/2 \) with \( f_l \).
mapping elements of $A$ level). To that end, let $\Pi$ in infinite-dimensional system at the quantum mechanical $H \subset RKHS$ maps $\pi$ elements in the first upper and lower diagonals, $1$. The matrix in (b) is a symmetric bidiagonal matrix with $A$ kernel Hilbert algebra $\tau = 1$ dimension $i$, $\psi^j$, indices $1$, $S$, $A$ multiplication operator $A$. FIG. 5. Matrix elements ($A_{\psi_1}$)_{ij} (a) and ($S_{\psi_1}$)_{ij} (b) of the multiplication operator $A_{\psi_1}$ (Eq. (26)) and the self-adjoint operator $S_{\psi_1}$ (Eq. (27)) representing the basis function $\psi_1$ for dimension $d = 1$. As in Fig. (a), we consider the reproducing kernel Hilbert algebra $A$ on the circle from with $p = 1/4$ and $\tau = 1/4$, and map the indices $i$ and $j$ into standard matrix indices $1, 2, \ldots, 2^n + 1$ with $n = 3$. The matrix in (a) has nonzero elements only in the first lower diagonal, $i - j = 1$. The matrix in (b) is a symmetric bidiagonal matrix with elements in the first upper and lower diagonals, $i - j = \pm 1$.

2. Representation on the RKHS $H$

We now take up the task of defining analogs of the maps $\pi : A \to B(A)$ and $T : A \to B(A)$ from Sec. IV C 2 mapping elements of $A$ to bounded operators on the RKHS $H \subset A$ (i.e., the Hilbert space underlying the infinite-dimensional system at the quantum mechanical level). To that end, let $\Pi$ be the projection map from $B(A)$ to $B(H)$, defined as

$$\Pi A := \Pi A \Pi,$$

where $\Pi$ is the orthogonal projection from $A$ to $H$ introduced in Sec. IV A. One can explicitly verify that the map $\Pi \circ \pi : A \to B(H)$ is injective, so there is no loss of information in representing $f \in A$ by $\Pi(\pi f) \in B(H)$ as opposed to $\pi f \in B(A)$. For our purposes, however, in addition to injectivity we require that our representation maps provide value-level consistency between classical and quantum measurements (in a sense made precise in Sec. IV D below). For that, it becomes necessary to modify the map $\Pi \circ \pi$, as well as its self-adjoint counterpart $\Pi \circ T$, to take into account the contractive effect of the projection $\Pi$.

In Appendix A 3, we construct a self-adjoint, invertible operator $L : A \to A$, which is diagonal in the $\{\psi_j\}$ basis, and whose role is to counter-balance the contraction. Specifically, we define $\varpi : A \to B(H)$ and $T : A \to B(H)$ with

$$\varpi = \Pi \circ \pi \circ L^{-1}, \quad T = \Pi \circ T \circ L^{-1}.$$

Here, $L^{-1}$ inflates the expansion coefficients of functions in the $\{\psi_j\}$ basis of $A$, absorbing the contractive action of $\Pi$. Analogously to $\pi$ and $T$, respectively, $\varpi$ is one-to-one, and $T$ is one-to-one on the real functions in $A_{sa}$. Moreover, every operator in the range of $T$ is self-adjoint. The map $T$ provides the representation of classical observables in $A$ by self-adjoint operators in $B(H)$ at the quantum mechanical level, depicted by vertical arrows in the right-hand column of Fig. 2.

D. Classical–quantum consistency

We now come to a key property of the regular representation $\pi$ and the associated map $T$, which is a consequence of the reproducing property and Banach algebra structure of $A$. Namely, $\pi$ and $T$ provide a consistent correspondence between evaluation of classical observables and quantum mechanical expectation values. To see this, for any quantum state $\rho \in Q(A)$ and quantum mechanical observable $A \in B(A)$, let

$$\langle A \rangle_c := \text{tr}(\rho A)$$

be the standard quantum mechanical expectation functional. Then, it follows from the reproducing property in $A$, the definition of the quantum feature map $\tilde{F}$ in $F(A)$, and the definition of the regular representation in $A$ that for any observable $f \in A$ and classical state $x \in X$,

$$f(x) = \langle \pi f \rangle_{c,x} = \langle \tilde{T} f \rangle_{c,x},$$

where $\rho_x = \tilde{F}(x)$. The last equality in (31) requires that $f$ is a self-adjoint element in $A_{sa}$; see Ref. [50] for further details. Equation (31) shows, in particular, that
by passing to the quantum mechanical representation we maintain pointwise consistency with the classical measurement processes for special sets of quantum mechanical observables and states. These are the self-adjoint operators \( S_f \) and the pure states \( \varrho_x \).

To express these relationships in terms of matrix elements, note first that the quantum state \( \varrho_x \) satisfies
\[
(\varrho_x)_{ij} := \langle \psi_i, \varrho_x \psi_j \rangle_\mathfrak{A} = \frac{\langle \psi_i, \hat{f}_x \rangle_\mathfrak{A} \langle \hat{f}_x, \psi_j \rangle_\mathfrak{A}}{\hat{K}} = \frac{\psi_i^*(x) \psi_j(x)}{\hat{K}},
\]
(32)
Combining this result with (26), we obtain
\[
f(x) = \text{tr}(\varrho_x(\pi f)) = \sum_{i,j \in \mathbb{Z}^d} (\varrho_x)_{ij} (A_f)_{ji} = \sum_{i,j \in \mathbb{Z}^d} \psi_i^*(x) \psi_j(x) c_{i,j-i} \tilde{f}_{j-i},
\]
and this relationship holds irrespective of whether \( f \) is self-adjoint or not. If \( f \) is a self-adjoint element in \( \mathfrak{A}_{sa} \), we can then use the matrix elements of the self-adjoint operator \( S_f \) from (27), in conjunction with the fact that \( \varrho_x \) is self-adjoint, to arrive at the expression
\[
f(x) = \text{tr}(\varrho_x(\tilde{T} f)) = \sum_{i,j \in \mathbb{Z}^d} (\varrho_x)_{ij} (S_f)_{ji} = \sum_{i,j \in \mathbb{Z}^d} \psi_i^*(x) \psi_j(x) (c_{i,j-i} + c_{j,i-j}) \tilde{f}_{j-i}.
\]

Even though \( \mathcal{H} \) is a strict subspace of the RKHA \( \mathfrak{A} \), it is still possible to consistently recover all predictions made for classical observables, as we describe in Appendix A.3. There we show that the modified versions \( \varpi : \mathfrak{A} \to B(\mathcal{H}) \) and \( \tilde{T} : \mathfrak{A} \to B(\mathcal{H}) \) of \( \pi : \mathfrak{A} \to B(\mathfrak{A}) \) and \( \tilde{T} : \mathfrak{A} \to B(\mathfrak{A}) \), respectively (defined in (29)), satisfy the analogous consistency relation to (31), i.e.,
\[
f(x) = \langle \varpi f \rangle_{\varrho_x} = \langle \tilde{T} f \rangle_{\varrho_x},
\]
where \( \varrho_x = \mathcal{F}(x) \) is the quantum state on \( \mathcal{H} \) obtained from the feature map in (21). As with (31), the first equality in (33) holds for any \( f \in \mathfrak{A} \) and the second holds for real-valued elements \( f \in \mathfrak{A}_{sa} \).

E. Dynamical evolution

In this section, we describe the dynamics of quantum states and observables associated with the RKHA \( \mathfrak{A} \) and RKHS \( \mathcal{H} \subset \mathfrak{A} \), and establish consistency relations between the classical and quantum evolution.

First, recall that the Koopman operators \( U^t \) act on \( \mathfrak{A} \) as a unitary evolution group. As a result, there is an induced action \( U^t : B(\mathfrak{A}) \to B(\mathfrak{A}) \) on quantum mechanical observables in \( B(\mathfrak{A}) \), given by
\[
U^t A = U^t AU^{t*}.
\]
(34)
This action has the important property of being compatible with the action of the Koopman operator on functions in \( \mathfrak{A} \) under the regular representation. Specifically, for every \( f \in \mathfrak{A} \) and \( t \in \mathbb{R} \), we have
\[
U^t(\pi f) = \pi(U^t f).
\]
(35)
The unitary evolution in (34) has a corresponding dual action \( \Psi^t : Q(\mathfrak{A}) \to Q(\mathfrak{A}) \) on quantum states, given by
\[
\Psi^t(\varrho) = U^{t*} \varrho U^{t*} \equiv U^{-t} \varrho.
\]
(36)
One can verify that this action is compatible with the classical dynamical flow under the feature map \( \tilde{F} : X \to Q(\mathfrak{A}) \), viz.
\[
\Psi^t(\tilde{F}(x)) = \tilde{F}(\Psi^t(x)).
\]
(37)
Using (31), (34), and (36), we arrive at the consistency relationships
\[
U^t f(x) = \langle U^t(\pi f) \rangle_{\varrho_x} = \langle \pi f \rangle_{\Psi^t(\varrho_x)},
\]
(38)
with \( \varrho_x = \tilde{F}(x) \). This holds for every classical observable \( f \in \mathfrak{A} \), initial condition \( x \in X \), and evolution time \( t \in \mathbb{R} \). If, in addition, \( f \) is a self-adjoint element in \( \mathfrak{A}_{sa} \), we may compute the evolution \( U^t f \) using the self-adjoint operator \( \tilde{T} f \), which is accessible via physical measurements. That is, for \( f \in \mathfrak{A}_{sa} \) we have
\[
U^t f(x) = \langle U^t(\tilde{T} f) \rangle_{\varrho_x} = \langle \tilde{T} f \rangle_{\Psi^t(\varrho_x)}.
\]
(39)

In summary, we have constructed a dynamically consistent embedding of the torus rotation from (5) into a quantum mechanical system on the RKHA \( \mathfrak{A} \). For completeness, we note that the matrix elements of the state \( \Psi^t(\varrho_x) \) are given by
\[
\langle \psi_i, \Psi^t(\varrho_x) \psi_j \rangle_\mathfrak{A} = \langle U^t \psi_i, U^t \varrho_x \psi_j \rangle_\mathfrak{A} = e^{i(\omega_j - \omega_i)t} (\varrho_x)_{ij}.
\]
Using this formula together with the expressions for the matrix elements of \( \tilde{T} f \) in (27), respectively, we arrive at the expression
\[
U^t f = \sum_{i,j \in \mathbb{Z}^d} e^{i(\omega_j - \omega_i)t} \psi_i^*(x) \psi_j(x) (c_{i,j-i} + c_{j,i-j}) \tilde{f}_{j-i},
\]
which holds for all self-adjoint elements \( f = \sum_{j \in \mathbb{Z}^d} f_j \psi_j \in \mathfrak{A}_{sa} \).

Our discussion was thus far based on the RKHA \( \mathfrak{A} \), as opposed to the RKHS \( \mathcal{H} \). In Appendix A.4, we establish that the dynamics of classical states and observables can
be represented consistently through their representatives on \( \mathcal{H} \) using the maps \( \varpi \) and \( T \) in (20). Specifically, we show that for any \( f \in \mathfrak{A} \),
\[
U^t f(x) = \langle U^t(\varpi f)\rangle_{\rho_x} = \langle \varpi f \rangle_{\psi'(\rho_x)},
\]
while for any real-valued \( f \in \mathfrak{A}_{sa} \),
\[
U^t f(x) = \langle U^t(T f)\rangle_{\rho_x} = \langle T f \rangle_{\psi'(\rho_x)},
\]
where \( \rho_x = \mathcal{F}(x) \). In the above, \( U^t : B(\mathcal{H}) \rightarrow B(\mathcal{H}) \) and \( \Psi : Q(\mathcal{H}) \rightarrow Q(\mathcal{H}) \) are evolution operators on quantum observables and states on \( \mathcal{H} \), respectively, defined analogously to their counterparts on \( \mathfrak{A} \) using the Koopman operator \( U^t : \mathcal{H} \rightarrow \mathcal{H} \) (see Sec. IV A).

\[\text{V. PROJECTION TO FINITE DIMENSIONS}\]

While being dynamically consistent with the underlying classical evolution, the quantum system constructed in Sec. IV is infinite-dimensional, and thus not directly accessible to simulation by a quantum computer. We now describe an approach for projecting the infinite-dimensional quantum system to a finite-dimensional system. In Fig. 2 we refer to this level of representation as \textit{matrix mechanical}, since all linear operators involved have finite rank and are representable by matrices. Our objectives are to construct this projection such that (a) it is refinable, i.e., the original quantum system is recovered in a limit of infinite dimension (number of qubits); and (b) it facilitates the eventual passage to the quantum computational level (to be described in Sec. VI).

We begin by fixing a positive integer parameter \( n \) (the number of qubits), chosen such that it is a multiple of the dimension \( d \) of the classical state space \( X \), and defining the index sets
\[
J_{n,d} = \{-2^{n/d-1}, \ldots, -1, 1, \ldots, 2^{n/d-1}\},
J_n = \{(j_1, \ldots, j_d) \in \mathbb{Z}^d : j_i \in J_{n,d}\}. \tag{40}
\]
Note that \( J_n \) is a subset of \( J \) from (17) with \( N \equiv 2^n \) elements. Next, consider the \( N \)-dimensional subspace of \( \mathcal{H} \) given by
\[
\mathcal{H}_n = \text{span}\{\psi_j : j \in J_n\},
\]
and let \( \Pi_n : \mathcal{H} \rightarrow \mathcal{H}_n \) be the orthogonal projection mapping into \( \mathcal{H}_n \). When appropriate, we will interpret \( \Pi_n \) as a map into its range, i.e., \( \Pi_n : \mathcal{H} \rightarrow \mathcal{H}_n \), without change of notation. The subspace \( \mathcal{H}_n \) has the structure of an RKHS of dimension \( 2^n \), associated with the spectrally truncated reproducing kernel
\[
k_n(x, x') = \sum_{j \in J_n} \psi_j(x)\psi_j(x').
\]
Moreover, \( \mathcal{H}_d, \mathcal{H}_{2d}, \mathcal{H}_{3d}, \ldots \) is a nested family of subspaces, increasing towards \( \mathcal{H} \).

By virtue of being spanned by eigenfunctions of the generator \( V \), \( \mathcal{H}_n \) is invariant under the Koopman operator, i.e., \( U^t \mathcal{H}_n = \mathcal{H}_n \) for all \( t \in \mathbb{R} \). Moreover, the projection \( \Pi_n \) commutes with both \( V \) and \( U^t \),
\[
[V, \Pi_n] = 0, \quad [U^t, \Pi_n] = 0.
\]
These invariance properties allow us to define a projected generator
\[
V_n = \Pi_n V \Pi_n, \tag{41}
\]
and an associated Koopman operator
\[
U^t_n := e^{tV_n} = \Pi_n U^t \Pi_n,
\]
such that the following diagram commutes for all \( t \in \mathbb{R} \):
\[
\begin{array}{ccc}
\mathcal{H} & \xrightarrow{U^t} & \mathcal{H} \\
\Pi_n \downarrow & & \downarrow \Pi_n \\
\mathcal{H}_n & \xrightarrow{U^t_n} & \mathcal{H}_n
\end{array} \tag{42}
\]

Similarly, we define a finite-rank Heisenberg operator
\[
\mathcal{U}_n := \mathcal{U} \Pi_n,
\]
where \( \Pi_n : B(\mathcal{H}) \rightarrow B(\mathcal{H}) \) is the projection on \( B(\mathcal{H}) \) defined as \( \Pi_n A = \Pi_n A \Pi_n \). This leads to an analogous commutative diagram to that in (42) viz.,
\[
\begin{array}{ccc}
B(\mathcal{H}) & \xrightarrow{\mathcal{U}_n} & B(\mathcal{H}) \\
\Pi_n \downarrow & & \downarrow \Pi_n \\
B(\mathcal{H}_n) & \xrightarrow{\mathcal{U}_n} & B(\mathcal{H}_n)
\end{array}
\]

Next, we introduce a spectrally truncated feature map \( F_n : X \rightarrow \mathcal{H}_n \), defined analogously to (19) as
\[
F_n(x) = k_{x,n} := k_n(x, \cdot),
\]
as well as a corresponding quantum feature map \( \mathcal{F}_n : X \rightarrow Q(\mathcal{H}_n) \), such that \( \mathcal{F}_n(x) = \rho_{x,n} \) is given by
\[
\rho_{x,n} = \langle \xi_{x,n} \rangle_{\mathcal{H}_n} \xi_{x,n} \quad \text{with} \quad \xi_{x,n} = \frac{k_{x,n}}{\sqrt{\kappa_n}}, \quad \kappa_n = k_n(x, x) = \sum_{j \in J_n} e^{-r|j|^2}. \tag{43}
\]

In the sequel, we will use the states \( \rho_{x,n} \) as approximations of the states \( \rho_x = \mathcal{F}(x) \). These approximations have the following properties.

1. The dynamical evolution of \( \rho_{x,n} \) is governed by a \textit{finite-rank} operator \( \Psi^t_n : Q(\mathcal{H}_n) \rightarrow Q(\mathcal{H}_n) \), where
\[
\Psi^t_n(\rho_{x,n}) = U^t_n \rho_{x,n} U^t_n.
\]

2. As \( n \rightarrow \infty \) (i.e., in the infinite qubit limit), \( \rho_{x,n} \) converges to \( \rho_x \), in the sense that for any quantum mechanical observable \( A \in B(\mathcal{H}) \),
\[
\langle A_n \rangle_{\rho_{x,n}} \xrightarrow{n \rightarrow \infty} \langle A \rangle_{\rho_x}, \tag{44}
\]
where \( A_n = \Pi_n A \), and the convergence is uniform with respect to \( x \in X \).
In light of the above, we employ the following approximations to the quantum mechanical representation of the evolution of classical observables from Sec. IV E (see also Appendix A 4).

\[ \hat{f}_n^{(t)}(x) := (\Pi_n(\varpi f)) \psi(t, \rho_{x,n}), \]
\[ \hat{f}_n^{(t)}(x) := (\Pi_n(T f)) \psi(t, \rho_{x,n}). \]

By (41), for every function \( f \in \mathfrak{A} \) and evolution time \( t \in \mathbb{R} \), \( \hat{f}_n^{(t)}(x) \) converges as \( n \to \infty \) to \( \hat{U}^t f(x) \), uniformly with respect to \( x \in X \), whereas \( f_n^{(t)}(x) \) converges to \( U^t f(x) \) if \( f \) is self-adjoint (real-valued).

VI. REPRESENTATION ON A QUANTUM COMPUTER

We are now ready to perform the final step in the QECD pipeline, namely passage from the matrix mechanical level to the quantum computational level associated with the \( n \)-qubit Hilbert space \( \mathfrak{B}_n = \mathbb{B}^{\otimes n} \) (see bottom row in Fig. 2). We will do so by applying a unitary map, so that the systems in the matrix mechanical and quantum computational levels are isomorphic as quantum systems. However, the key aspects that the quantum computational system provides are that (a) it can be efficiently implemented as a quantum circuit with a quadratic number of gates in \( n \); and (b) information about the evolution of classical observables can be extracted by measurement of the standard projection-valued measure associated with the computational basis. We describe the construction of the unitary map from the matrix mechanical to quantum computational levels and the properties of the resulting quantum system in Secs. V I A and V I B respectively.

A. Quantum computational system on the tensor product Hilbert space

Being expressible in terms of finite-rank quantum states, observables, and evolution operators, the approximation framework described in Sec. IV can be encoded in a quantum computing system operating on a finite-dimensional Hilbert space. In particular, letting \( \mathfrak{B} \simeq \mathbb{C}^2 \) denote the 2-dimensional Hilbert space associated with a single qubit, it follows immediately from the fact that \( \mathcal{H}_n \) is a \( 2^n \)-dimensional Hilbert space that there exists a unitary map \( W_n : \mathcal{H}_n \to \mathfrak{B}_n \), where

\[ \mathfrak{B}_n := \mathbb{B}^{\otimes n} \simeq \mathbb{C}^2 \otimes \cdots \otimes \mathbb{C}^2 \]

is the tensor product Hilbert space associated with \( n \) qubits. Under such a unitary, the projected generator \( V_n \) from (41) maps to a skew-adjoint operator \( \hat{V}_n := W_n V_n W_n^* \), inducing a self-adjoint Hamiltonian

\[ H_n := \frac{1}{i} \hat{V}_n, \]

and a corresponding unitary evolution operator \( \hat{U}_n^t := e^{iH_n t} \) on \( \mathfrak{B}_n \). This leads to the commutative diagram

\[ \begin{array}{ccc}
\mathcal{H}_n & \xrightarrow{U_n^t} & \mathcal{H}_n \\
W_n & \downarrow & W_n \\
\mathfrak{B}_n & \xrightarrow{\hat{U}_n^t} & \mathfrak{B}_n
\end{array} \]

expressing the fact that elements of \( \mathcal{H}_n \) and \( \mathfrak{B}_n \) evolve consistently under \( U_n^t \) and \( \hat{U}_n^t \), respectively. Note that we work here with the self-adjoint Hamiltonian \( H_n \) as opposed to the skew-adjoint generator \( V_n \) for consistency with the usual convention in quantum mechanics.

In addition, \( W_n \) induces a unitary \( \mathcal{W}_n : B(\mathcal{H}_n) \to B(\mathfrak{B}_n) \), with \( \mathcal{W}_n A = W_n A W_n^* \), mapping quantum mechanical observables on \( \mathcal{H}_n \) to quantum mechanical observables on \( \mathfrak{B}_n \). The restriction of \( \mathcal{W}_n \) on \( Q(\mathcal{H}_n) \subset B(\mathcal{H}_n) \) then induces a continuous, invertible map \( \mathcal{W}_n : Q(\mathcal{H}_n) \to Q(\mathfrak{B}_n) \) from quantum states on \( \mathcal{H}_n \) to quantum states on \( \mathfrak{B}_n \) (which we continue to denote using the symbol \( \mathcal{W}_n \)). Moreover, we have the evolution maps

\[ \hat{\Psi}_n^t : Q(\mathfrak{B}_n) \to Q(\mathfrak{B}_n) : \hat{\rho}_n \to \hat{\Psi}_n^t(\hat{\rho}_n) = \hat{U}_n^t \hat{\rho}_n \hat{U}_n^{t*}, \]
\[ \hat{\Psi}_n^t : B(\mathfrak{B}_n) \to B(\mathfrak{B}_n) : \hat{A}_n \to \hat{\Psi}_n^t(\hat{A}_n) = \hat{U}_n^t \hat{A}_n \hat{U}_n^{t*}, \]

such that the maps for states and observables between and within the matrix mechanical and quantum computational level in Fig. 2 constitute commutative diagrams. In particular, following the vertical arrows in the left- and right-hand columns from the classical level to the quantum computational level gives the maps \( \hat{\mathcal{F}}_n : X \to Q(\mathfrak{B}_n) \) and \( \hat{T}_n : \mathfrak{A} \to B(\mathfrak{B}_n) \), where

\[ \hat{\mathcal{F}}_n = \mathcal{W}_n \circ \Pi_n' \circ P \circ \delta \]
\[ \hat{T}_n = \mathcal{W}_n \circ \Pi_n \circ T. \]

The maps \( \hat{\mathcal{F}}_n \) and \( \hat{T}_n \) provide the quantum computational representation of classical states and observables, respectively, which are two of the main ingredients of the QECD (see Sec. IV). By unitary equivalence, they have analogous convergence properties in the \( n \to \infty \) limit as those of their matrix mechanical counterparts \( \mathcal{F}_n \) and \( \mathcal{T}_n \) described in Sec. V We also note that the evolution operator \( \hat{U}_n^t \) at the quantum computational level can be equivalently obtained as a projection of the Koopman operator \( \hat{U}^t \) on \( \mathfrak{A} \), i.e.,

\[ \hat{U}_n^t = (\mathcal{W}_n \circ \Pi_n \circ \Pi) \hat{U}^t. \]

B. Factorizing the Hamiltonian in tensor product form

In order for the representation of the dynamics on \( \mathfrak{B}_n \) to exhibit robust quantum parallelism, i.e., implementation on a quantum circuit of small depth, it is highly
beneficial that the Hamiltonian $H_n$ can be decomposed as a sum of commuting operators in pure tensor product form, i.e.,

$$H_n = \sum_{j \in J_n} G_j = \sum_{j \in J_n} G_{ij} \otimes \cdots \otimes G_{nj},$$

(51)

where $[G_e, G_j] = 0$ and $G_{ij} : \mathbb{B} \to \mathbb{B}$ are mutually-commuting, single-qubit Hamiltonians. With such a decomposition, the unitary operator $\hat{U}_n^t = e^{itH_n}$ generated by $H_n$ factorizes as

$$\hat{U}_n^t = \exp \left( i \sum_{j \in J_n} G_j t \right) = \prod_{j \in J_n} \exp \left( \otimes_{l=1}^n i G_{ij} t \right).$$

(52)

Thus, $\hat{U}_n^t$ can be split into a composition of up to $2^n$ unitaries $\exp(iG_j t)$ (depending on the number of nonzero terms $G_j$ in the right-hand side of (51)), which can be applied in any order by commutativity of the $G_j$. Moreover, each unitary $\exp(iG_j t)$ has a generator of pure tensor product form, and thus can be represented as a quantum circuit with at most $n$ quantum gates for rotations of the individual qubits.

In fact, as we will now show, using a Walsh operator representation [54], for a dynamical system with pure point spectrum the decomposition in (51) only has $n$ nonzero terms $G_j$, and for each nonzero term, the tensor product factorization $G_j = \otimes_{l=1}^n G_{ij}$ has all but one factors $G_{ij}$ equal to the identity. As a result,

$$\exp \left( \otimes_{l=1}^n i G_{ij} t \right) = \otimes_{l=1}^n \exp(iG_{ij} t),$$

and the decomposition in (52) reduces to a tensor product of $n$ unitaries,

$$\hat{U}_n^t = \otimes_{l=1}^n \Xi_l^t \quad \text{with} \quad \Xi_l^t = \exp \left( i \sum_{j \in J_n} G_{ij} t \right).$$

(53)

The key point about (53) is that $\hat{U}_n^t$ can be implemented via a quantum circuit of $n$ qubit channels with no cross-channel communication. We will return to this point in Sec. [VII]

1. Walsh-Fourier transform and Walsh operators

Classical states and observables of the dynamical system have been transformed into pure state density operators and self-adjoint operators on the $2^n$-dimensional Hilbert space $\mathbb{B}_n$ which is a tensor product of the single qubit quantum state spaces as given in (49). We will employ the commonly used Dirac bra-ket notation [55] to denote vectors in $\mathbb{B}_n$. We let $\{ |0\rangle, |1\rangle \}$ be the standard orthonormal basis of the single-qubit Hilbert space $\mathbb{B} \simeq \mathbb{C}^2$ comprising of eigenvectors of the Pauli $Z$ operator,

$$Z|0\rangle = |0\rangle, \quad Z|1\rangle = -|1\rangle,$$

with

$$Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad |0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \text{and} \quad |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.$$

Thus, each vector $|\psi\rangle \in \mathbb{B}$ can be expanded in this basis as

$$|\psi\rangle = \alpha|0\rangle + \beta|1\rangle \quad \text{with} \quad \alpha, \beta \in \mathbb{C}.$$  

(54)

In order to arrive at the decomposition in (53), we employ the approach developed in Ref. [56], which is based on discrete Walsh-Fourier transforms, and the associated Walsh operators, as follows. First, for any non-negative integer $j \in \mathbb{N}_0$, we let $\beta(j) = (\beta_1(j), \ldots, \beta_k(j)) \in \{0, 1\}^l$ be its binary expansion; that is,

$$j = \sum_{i=1}^l \beta_i(j) 2^{i-1} = \beta_1(j)2^0 + \beta_2(j)2^1 + \ldots + \beta_l(j)2^l,$$

where $l \in \mathbb{N}$ is the smallest positive integer such that $j \leq 2^l - 1$. For example, we have $\beta(0) = 0$, $\beta(1) = 1$, $\beta(2) = (0, 1)$, $\beta(3) = (1, 1)$, and $\beta(4) = (0, 0, 1)$. Moreover, for every real number $u \in [0, 1)$ we let $\gamma(u) = (\gamma_1(u), \gamma_2(u), \ldots) \in \{0, 1\}^\mathbb{N}$ be its dyadic expansion, i.e.,

$$u = \sum_{i=1}^\infty \gamma_i(u)2^{-i} = \frac{\gamma_1(u)}{2} + \frac{\gamma_2(u)}{4} + \frac{\gamma_3(u)}{8} + \ldots.$$

Note that the most significant digit in $\beta(j)$ is the last one, $\beta_l(j)$, whereas the most significant digit in $\gamma(u)$ is the first one, $\gamma_1(u)$.

With this notation, for every $j \in \mathbb{N}_0$ we define the Walsh function $w_j : [0, 1) \to \{0, 1\}$ as

$$w_j(u) = (-1)^{\sum_{i=1}^l \beta_i(j) \gamma_i(u)}.$$

Furthermore, for any $n \in \mathbb{N}_0$ and $j \in \{0, \ldots, 2^n - 1\}$, we define the discrete Walsh function of order $n$, $w_j^{(n)} : \{0, \ldots, 2^n - 1\} \to \{0, 1\}$ as

$$w_j^{(n)}(m) = w_j(m/2^n), \quad \text{with} \quad m = 0, \ldots, 2^n - 1.$$

It then follows that

$$w_j^{(n)}(m) = (-1)^{\sum_{i=1}^l \beta_i(j) \gamma_i(m/2^n)} = (-1)^{\sum_{i=1}^l \beta_i^{(n)}(j) \beta_i^{(n)}(m)}.$$

Here, $\beta^{(n)}(j) = (\beta_1, \ldots, \beta_l, 0, \ldots, 0)$ is the $n$-digit binary expansion of $j$ obtained by padding $\beta(j)$ to the right with zeros, as needed. Moreover,

$$\bar{\beta}^{(n)}(j) = (\bar{\beta}^{(n)}(j), \ldots, \bar{\beta}^{(n)}(j)) = (\gamma_1(j/2^m), \ldots, \gamma_n(j/2^m))$$

is the $n$-digit reversed binary representation of $m$. Thus, the exponent in the expression for $w_j^{(n)}(m)$ is given
by the inner product between the $n$-digit binary expansion of $j$ with the bit-reversed binary expansion of $m$. For example, with $n = 2$ and $m = 0, 1, 2, 3$, we have $w_0^2(m) = \{1, 1, 1\}$, $w_1^2(m) = \{1, 1, -1, -1\}$, $w_2^2(m) = \{1, -1, 1, -1\}$, and $w_3^2(m) = \{1, -1, -1, 1\}$.

Among the Walsh functions $w_j$, those with $j = 1, 2, 4, \ldots, 2^l$ for $l \in \mathbb{N}_0$ are called Rademacher functions, $R_l$, and satisfy

$$w_2^l(u) = R_l(u) = (-1)^{\gamma_l(u)}.$$  

That is, $R_l(u)$ depends only on the $(l+1)$-th bit in the dyadic expansion of $u$. Using (55), it follows that for any integer $m \in \{0, \ldots, 2^n - 1\}$, we have

$$\frac{m}{2^n} = \sum_{i=0}^{n-1} \frac{1 - R_{i+1}(m/2^n)}{2^{i+2}},$$

meaning that we can express the $i$-th bit in the dyadic decomposition of $m/2^n$ in terms of the $(i-1)$-th Rademacher function,

$$\gamma_i(m/2^n) = \frac{1 - R_{i-1}(m/2^n)}{2}.$$  

(56)

It is known that the set $\{w_j\}_{j \in \mathbb{N}_0}$ forms an orthonormal basis of the Hilbert space $L^2([0, 1])$ with respect to Lebesgue measure. In the discrete case, we let $L^2_n([0, 1])$ be the $N$-dimensional Hilbert space, $N = 2^n$, with respect to the normalized counting measure supported on $\{0, 1/N, 2/N, \ldots, (N-1)/N\}$. Then, the set of discrete Walsh functions of order $n$, $\{w^{(n)}_j\}_{j = 0}^{N-1}$, is an orthonormal basis of $L^2_n([0, 1])$. One obtains

$$f = \sum_{j=0}^{N-1} \hat{f}_j w^{(n)}_j \in L^2_n([0, 1]) \quad \text{with} \quad \hat{f}_j = \frac{1}{N} \sum_{m=0}^{N-1} \bar{w}^{(n)}_j(m) f(m/N).$$

The map $F_n : L^2_n([0,1]) \rightarrow \mathbb{C}^N : f \mapsto (\hat{f}_0, \ldots, \hat{f}_{N-1})$ is called the discrete Walsh-Fourier transform of the function $f \in L^2_n([0,1])$.

Next, consider the tensor product basis $\{\mathbf{b} = |b_1\rangle \otimes \cdots \otimes |b_n\rangle\}$ of $\mathbb{B}_n$ with $|b_i\rangle \in \{0, 1\}$, where the multi-index $\mathbf{b} = (b_1, \ldots, b_n) \in \{0, 1\}^n$ runs over all binary strings of length $n$. Whenever convenient, we will employ the notation $|\mathbf{b}\rangle \equiv |\mathbf{b}\rangle$, where $\mathbf{b} = \beta^{(n)}(\mathbf{b})$. That is, $\mathbf{b}$ is an integer in the range $0, \ldots, 2^n - 1$, whose reversed binary representation is equal to $\mathbf{b}$.

$$\mathbf{b} = \sum_{i=1}^{n} \beta_i^{(n)}(\mathbf{b}) 2^{n-i} = \sum_{i=1}^{n} b_i 2^{n-i}.$$  

For example, in a system with $n = 3$ qubits $\mathbf{b} = |6\rangle$ corresponds to $|\mathbf{b}\rangle = |110\rangle$, where the least significant bit is the one to the right. Note that $\{|\mathbf{b}\rangle\}_{\mathbf{b}=0}^{2^n-1}$ is also the standard quantum computational basis for an $n$-qubit problem in the Qiskit framework [61][62] that we will employ in Sec. [X][77].

For every $\mathbf{b} \in \{0, 1\}^n$, we define the associated Walsh operator $Z_{\mathbf{b}} : \mathbb{B}_n \rightarrow \mathbb{B}_n$ as

$$Z_{\mathbf{b}} = Z^{b_1} \otimes Z^{b_2} \otimes \cdots \otimes Z^{b_n}.$$  

By construction, the $Z_{\mathbf{b}}$ form a collection of mutually-commuting, self-adjoint operators, which have pure tensor product form and are diagonal in the $\{|\mathbf{b}\rangle\}$ basis of $\mathbb{B}_n$, i.e.,

$$Z_{\mathbf{b}} |\mathbf{c}\rangle = \left( \prod_{i=1}^{n} (-1)^{b_i (c_i - 1)} \right) |\mathbf{c}\rangle,$$

where $|\mathbf{c}\rangle$ is again a quantum computational basis vector. For example, for $n = 2$ qubits, the Walsh operator $Z_{\mathbf{b}}$ with $\mathbf{b} = |0, 1\rangle$, and the basis vector $|\mathbf{c}\rangle = |\mathbf{b}\rangle$, one obtains

$$Z_{\mathbf{b}} |\mathbf{c}\rangle = (I \otimes Z)(|0\rangle \otimes |1\rangle) = -|\mathbf{c}\rangle.$$  

It follows from a counting argument that the collection $\{Z_{\mathbf{b}}\}_{\mathbf{b} \in \{0, 1\}^n}$ forms a basis of the vector space of operators in $B(\mathbb{B}_n)$ which are diagonal in the $\{|\mathbf{b}\rangle\}$ basis. In Ref. [58], it was shown that if $A \in B(\mathbb{B}_n)$ is such a diagonal operator,

$$A |\mathbf{b}\rangle = a_{\mathbf{b}} |\mathbf{b}\rangle \quad \text{with} \quad a_{\mathbf{b}} \in \mathbb{C},$$

then it admits the expansion

$$A = \sum_{j=0}^{N-1} \hat{f}_j Z_{\beta^{(n)}(j)}, \quad \hat{f}_j \in \mathbb{C},$$

(57)

where the expansion coefficients $\hat{f}_j$ are the complete Walsh-Fourier coefficients $\langle \hat{f}_0, \ldots, \hat{f}_{N-1} \rangle = F_n f$ of the function $f = (f_0, \ldots, f_{N-1}) \in L^2_n([0,1])$ with $f_j = a_{\beta^{(n)}(j)}$. That is, $\hat{f}_j$ is equal to the eigenvalue $a_{\mathbf{b}}$, where $\mathbf{b}$ is the $n$-digit binary representation of the integer $j$.

2. Walsh representation of the Hamiltonian

In order to effect the decomposition in (51) for the generator-induced Hamiltonian from (14), let $o : J_{n,d} \rightarrow \{0, 1, \ldots, 2^n/d - 1\}$ be the enumeration on the index set $J_{n,d}$ from (44) based on the standard order of integers, i.e., $o(-2^n/d-1) = 0, 1, \ldots, 2^n/d - 1 = o(2^n/d-1)$. For example, $n = 2$, $d = 1$ gives $j \in J_{2,1} = \{-2, -1, 1, 2\}$, which is mapped to $o(j) = (0, 1, 2, 3)$. The mapping of $J_{2,2} (n = 2, d = 2)$ is displayed in first and third columns of Table [X]. We define $W_n : \mathcal{H}_n \rightarrow \mathbb{B}_n$ as the unique (unitary) linear map such that for $j = (j_1, \ldots, j_d)$,

$$W_n |\psi_j\rangle = |\mathbf{b}\rangle \quad \text{with} \quad \mathbf{b} = \eta(j) := (\eta(j_1), \ldots, \eta(j_d)), \quad \eta(j_i) = \beta^{(n/d)}(o(j_i)).$$

(58)
That is, $W_n$ maps the basis element $\psi_j$ of $\mathcal{H}_n$ with multi-index $j = (j_1, \ldots, j_d) \in J_n$ to the tensor product basis element $|b\rangle$, with $b$ given by an invertible binary string encoding of $j$. Here, $b$ is obtained as a concatenation $(\eta(j_1), \ldots, \eta(j_d))$ of $d$ binary strings of length $n/d$, corresponding to the dyadic decompositions of $\eta(j_1), \ldots, \eta(j_d)$, respectively. See again Table II, where we list the mapping for a two-dimensional torus with $2 = n/d$ qubits for each torus dimension.

Since $\hat{V}_n \psi_j = i \omega_j \psi_j$ with $\omega_j$ given by (14), we have

$$H_n(b) = b^\otimes \omega^{-1} \eta(b)|b\rangle,$$

(59)

Thus, in order to decompose $H_n$ into Walsh operators as in (57), we need to compute the discrete Walsh transform of the function $h \in L_n^2([0, 1])$ with

$$h(m/N) = \omega_j, \quad j = \eta^{-1}(\beta(n)(m)).$$

(60)

This calculation is detailed in Appendix B. The eigenvalues $\omega_j$ for the example of a two-dimensional torus with $n = 2$ qubits are listed in the fifth column of Table II.

By virtue of the decomposition in (51), the only nonzero coefficients in the Walsh-Fourier transform $\hat{h} = \langle h_0, \ldots, h_{n-1} \rangle = \mathbf{F}_n h$ are the coefficients $\hat{h}_j$ with $j = 2l + (i-1)d$ and $1 \leq l \leq n/d, 1 \leq i \leq d$. Correspondingly, the only nonzero terms $\hat{h}_j Z_{\beta(n)(j)}$ in the Walsh operator expansion from (57) for the Hamiltonian in (59) are those for which the binary string $\eta(j)$ has exactly one bit equal to 1 and the remaining $n-1$ bits equal to 0. In particular, we have

$$H_n = \sum_{i=1}^n \sum_{l=0}^{2l} \hat{h}_{2l+(i-1)n/d} Z_{\beta(2l+(i-1)n/d)}$$

\begin{align*}
&= \hat{h}_1 Z \otimes I \otimes I \otimes \cdots \otimes I \\
&\quad + \hat{h}_2 I \otimes Z \otimes I \otimes \cdots \otimes I \\
&\quad + \hat{h}_4 I \otimes I \otimes Z \otimes I \otimes \cdots \otimes I + \cdots \\
&\quad + \hat{h}_{2n-1} \otimes I \otimes \cdots \otimes I \otimes Z. \\
&= 4 \quad \text{with 2 qubits}
\end{align*}

(61)

Equation (61) verifies the assertion made earlier that the decomposition of $H_n$ in (51) can be arranged to have $n$ nonzero terms, each of which factorizes as a tensor product of $n$ operators, with all but one factors equal to the identity. Since $e^{itI \otimes \cdots \otimes I \otimes Z \otimes \cdots \otimes I} = I \otimes \cdots \otimes I \otimes e^{itZ} \otimes I \otimes \cdots \otimes I$, we conclude that

$$\hat{U}_n^t = e^{iH_n t} = \bigotimes_{k=1}^{2^{n-1}} \exp(it\hat{h}_k Z),$$

(62)

which is consistent with the decomposition in (53).

**VII. PROJECTIVE MEASUREMENT OF OBSERVABLES**

In the classical setting, the process of obtaining the results of a computation is a straightforward readout of the state of the computer. In contrast, in quantum computing, extracting information from the system is a non-trivial process, as it must invariably confront with the intricacies of quantum measurement. In this section, we describe how the QEC performs probabilistic predictions of the evolution of classical observables through projective measurement of quantum computational observables. First, in Sec. VII A we consider an idealized measurement scenario, where one has access to the spectral measure of the observable of interest. Then, in Sec. VII B we develop an approximate measurement procedure based on the QFT, which yields asymptotically consistent results with the idealized measurement, while maintaining an exponential quantum advantage. Additional technical results are provided in Appendix C.

**A. Idealized quantum measurement**

Our goal is to approximate the classical evolution $U^t f(x)$ through projective measurement of the quantum mechanical observable $\hat{S}_n := \hat{T}_n f$ on the quantum state

$$\rho_{x, n} := \hat{\Psi}_n^t (\hat{\rho}_{x, n}), \quad \hat{\rho}_{x, n} = \hat{\mathcal{F}}_n(x),$$

(63)

where the representation maps $\hat{T}_n$ and $\hat{\mathcal{F}}_n$ are defined in (49), and the evolution map $\hat{\Psi}_n^t$ is defined in (48) (see

| $(j_1, j_2)$ | $(\eta(j_1), \eta(j_2))$ | $b$ | $\omega_j$ |
|------------|-----------------|-----|-----------|
| $(-2, -2)$ | $((0, 0), (0, 0))$ | 0   | $-2\alpha_1 - 2\alpha_2$ |
| $(-2, -1)$ | $((0, 0), (0, 1))$ | 1   | $-2\alpha_1 - \alpha_2$ |
| $(-2, +1)$ | $((0, 0), (1, 0))$ | 2   | $-2\alpha_1 + \alpha_2$ |
| $(-2, +2)$ | $((0, 0), (1, 1))$ | 3   | $-2\alpha_1 + 2\alpha_2$ |
| $(-1, -2)$ | $((0, 1), (0, 0))$ | 4   | $-\alpha_1 - 2\alpha_2$ |
| $(-1, -1)$ | $((0, 1), (0, 1))$ | 5   | $-\alpha_1 - \alpha_2$ |
| $(-1, +1)$ | $((0, 1), (1, 1))$ | 6   | $-\alpha_1 + 2\alpha_2$ |
| $(-1, +2)$ | $((0, 1), (1, 0))$ | 7   | $-\alpha_1 + \alpha_2$ |
| $(-1, -2)$ | $((1, 0), (0, 0))$ | 8   | $\alpha_1 - 2\alpha_2$ |
| $(-1, +1)$ | $((1, 0), (0, 1))$ | 9   | $\alpha_1 - \alpha_2$ |
| $(-1, +2)$ | $((1, 0), (1, 0))$ | 10  | $\alpha_1 + 2\alpha_2$ |
| $(+2, -2)$ | $((1, 1), (0, 0))$ | 11  | $\alpha_1 + \alpha_2$ |
| $(+2, -1)$ | $((1, 1), (0, 1))$ | 12  | $\alpha_1 + 2\alpha_2$ |
| $(+2, +1)$ | $((1, 1), (1, 0))$ | 13  | $\alpha_1 - 2\alpha_2$ |
| $(+2, +2)$ | $((1, 1), (1, 1))$ | 15  | $\alpha_1 + 2\alpha_2$ |
also Fig. 2]. Since \( \hat{S}_n \) is a finite-rank, self-adjoint operator, it has a spectral resolution

\[
\hat{S}_n = \sum_{s \in \sigma(\hat{S}_n)} s P_s, \tag{64}
\]

where \( \sigma(\hat{S}_n) \) is the spectrum of \( \hat{S}_n \), i.e., the set of its eigenvalues, and \( P_s \in B(\mathbb{B}_n) \) are the orthogonal projections onto the corresponding eigenspaces. For example, if \( s \in \sigma(\hat{S}_n) \) is an eigenvalue of multiplicity 1 with a corresponding normalized eigenvector \( |s\rangle \), then \( P_s \) is the rank-1 projection given by \( P_s = |s\rangle \langle s| \). The collection \( \{ P_s \} \) defines a projection-valued measure (PVM) on \( \sigma(\hat{S}_n) \), i.e., a map \( S_n : \Sigma(\hat{S}_n) \to B(\mathbb{B}_n) \) given by

\[
S_n(\mathcal{Y}) = \sum_{s \in \mathcal{Y}} P_s, \tag{65}
\]

where \( \Sigma(\hat{S}_n) \) is the collection (\( \sigma \)-algebra) of all subsets of \( \sigma(\hat{S}_n) \), and \( \mathcal{Y} \) a set in \( \Sigma(\hat{S}_n) \). A projective measurement of \( \hat{S}_n \) on the quantum state \( \hat{\rho}_{x,n} \) then corresponds to a randomly drawn eigenvalue \( s \) from the spectrum \( \sigma(\hat{S}_n) \) with probability

\[
P_{\hat{\rho}_{x,n}}(s) = \text{tr}(\hat{\rho}_{x,n} P_s).
\]

The random draws \( s \) have expectation

\[
\sum_{s \in \sigma(\hat{S}_n)} s P_{\hat{\rho}_{x,n}}(s) = \sum_{s \in \sigma(\hat{S}_n)} \text{tr}(\hat{\rho}_{x,n} P_s) =: f_n(x),
\]

which is equivalent with [43] by unitarity of the transformations from the matrix mechanical to quantum computational level.

One can compute a Monte Carlo (ensemble) estimate of \( f_n(x) \) by performing a collection \( \{ s_1, \ldots, s_K \} \) of measurements of \( \hat{S}_n \) on \( K \) independently and identically prepared quantum systems. The number \( K \) is often times referred to as the number of shots. The ensemble mean,

\[
\bar{f}_n(x) := \frac{1}{K} \sum_{k=1}^{K} s_k \tag{66}
\]

converges as \( K \to \infty \) to the expectation \( f_n(x) \). The latter, converges in turn to the true value \( U^t f(x) \) in the infinite-qubit limit, \( n \to \infty \); that is, we have

\[
\lim_{n \to \infty} \lim_{K \to \infty} \bar{f}_n(x) = U^t f(x). \tag{67}
\]

### B. Approximate quantum measurement using quantum Fourier transforms

Despite its theoretical consistency, the quantum measurement process described in Sec. \[ VII A \] is not well-suited for practical quantum computation. The reason is that, in general, a quantum computing platform does not support the measurement of arbitrary PVMs such as \( \mathcal{S}_n \) in (64), and instead only allows measurement of the PVM associated with the quantum register. For an \( n \)-qubit system, the latter is defined as the PVM \( \mathcal{E}_n : \Sigma(\{0,1\}^n) \to B(\mathbb{B}_n) \) (cf. (65)),

\[
\mathcal{E}_n(\mathcal{Y}) = \sum_{b \in \mathcal{Y}} E_b \text{ with } E_b = |b \rangle \langle b|,
\]

where \( E_b \) is the orthogonal projection along the computational basis vector \( |b \rangle \).

In order to transform a measurement of \( \mathcal{S}_n \) to an equivalent measurement of \( \mathcal{E}_n \), one must apply a unitary transformation \( \hat{\rho}_{x,n} \to \Lambda_n \hat{\rho}_{x,n} \Lambda_n^* \) to the quantum state \( \hat{\rho}_{x,n} \), where \( \Lambda_n : \mathbb{B}_n \to \mathbb{B}_n \) is a unitary map that diagonalizes \( \mathcal{S}_n \), i.e., \( \Lambda_n^* \mathcal{S}_n \Lambda_n \) is a diagonal operator in the \( \{ |b \rangle \} \) basis of \( \mathbb{B}_n \). Two issues arise with this approach. First, \( \Lambda_n \) is generally not known in closed form, and must be determined by solving an (exponentially large) eigenvalue problem for \( \hat{S}_n \). Secondly, even if \( \Lambda_n \) were known explicitly, it would likely be difficult to implement efficiently in a quantum circuit as it would generally be represented by a fully occupied matrix.

To overcome these challenges, instead of working with \( \Lambda_n \) directly, we will employ a different unitary map on \( \mathbb{B}_n \) associated with the QFT. As is well known, the QFT on the \( n \)-qubit space \( \mathbb{B}_n \) has a circuit implementation of size \( O(n^2) \) and depth \( O(n) \) [5, 59, 60]. Thus, including it in the QECD pipeline does not result in loss of an exponential advantage in \( n \) over classical computation. Crucially for our purposes, moreover, the class of operators \( \hat{S}_n \) induced from multiplication operators \( \pi \mathcal{F} \) by classical observables on \( X \) turns out to be approximately diagonalized by the QFT, with an error that vanishes in a suitable asymptotic limit.

In more detail, for any \( n \in \mathbb{N} \), let \( \mathfrak{F}_n : \mathbb{B}_n \to \mathbb{B}_n \) be the Fourier operator on \( \mathbb{B}_n \), defined as

\[
\mathfrak{F}_n|m\rangle = \frac{1}{\sqrt{2^n}} \sum_{p=0}^{2^n-1} e^{-2\pi ipm/2^n} |p\rangle, \tag{68}
\]

where \( |m\rangle \) and \( |p\rangle \) are again two basis vectors of \( \mathbb{B}_n \), parameterized by integers \( m \) and \( p \), respectively, by conversion of the corresponding binary sequences. Moreover, for \( n \) divisible by the state space dimension \( d \), let \( \mathfrak{F}_{n,d} : \mathbb{B}_n \to \mathbb{B}_n \) be the tensor product operator defined as

\[
\mathfrak{F}_{n,d} = \underbrace{\mathfrak{F}_{n/d} \otimes \cdots \otimes \mathfrak{F}_{n/d}}_{d}. \tag{69}
\]

and \( \mathfrak{F}_{n,d} : B(\mathbb{B}_n) \to B(\mathbb{B}_n) \) the induced operator on quantum computational observables, given by

\[
\mathfrak{F}_{n,d}A = \mathfrak{F}_{n,d}A \mathfrak{F}_{n,d}^*. \tag{70}
\]

In Appendix C, we show that \( \hat{S}_n := \mathfrak{F}_{n,d} \hat{S}_n \mathfrak{F}_{n,d}^* \) is an approximately diagonal operator in the computational basis \( \{ |b \rangle \} \). In particular, decomposing \( b = (b^{(1)}, \ldots, b^{(d)}) \),
where \( \mathbf{b}^{(i)} = (b_1^{(i)}, \ldots, b_n^{(i)}) \) are binary strings of length \( n/d \), and defining the points
\[
x_b = (\theta_b^{(1)}, \ldots, \theta_b^{(d)}) \in \mathbb{T}^d
\]
with the canonical angle coordinates
\[
\theta_b^{(i)} = \frac{2\pi i (\beta^{(n/d)})^{-1}(b^{(i)})}{2n/d},
\]
we have
\[
\tilde{S}_n(b) = \tilde{s}_b(b) + r_{nb}, \quad \tilde{s}_b = f(x_b).
\] (72)

Here, \( |r_{nb}\rangle \) is a residual that vanishes as \( n \to \infty \), and \( L : \mathfrak{A} \to \mathfrak{A} \) is the self-adjoint, diagonal operator defined in Appendix A3 (see also Sec. V C2). Effectively, the points \( x_b \) define a uniform grid on the \( d \)-torus \( \mathbb{T}^d \), indexed by the \( n \)-digit binary strings \( b \). The quantities \( \tilde{s}_b \) can thus be interpreted as approximate eigenvalues of \( S_n \), which can be obtained from classical measurement of \( f \) at the points \( x_b \), avoiding the need to solve an exponentially large eigenvalue problem for \( S_n \).

By virtue of these facts, and since
\[
\text{tr}(\rho_{x,n}(S_n)) = \text{tr}(\rho_{x,n}(\tilde{S}_n)),
\]
we can approximate a measurement of \( \tilde{S}_n \) on the state \( \rho_{x,n}^{(t)} \) by a measurement of the PVM \( E_n \) on the state \( \rho_{x,n}^{(t)} \). The latter measurement returns a random string \( b \in \{0,1\}^n \) with probability
\[
P_{\rho_{x,n}^{(t)}}(b) = \text{tr}(\rho_{x,n}^{(t)}E_b) = (b)\rho_{x,n}^{(t)}(b),
\]
inducing a sample \( \tilde{s}_b = f(x_b) \). Analogously to \[60], we estimate \( U^t f(x) \) by forming an ensemble of \( K \) independent measurements \( b_1, \ldots, b_K \) of \( E_n \), and computing the ensemble mean by
\[
\hat{f}_n^{(t)}(x) := \frac{1}{K} \sum_{k=1}^K \tilde{s}_{b_k}.
\] (74)

Further details on this approximation, such as the proof of asymptotic consistency, can be found in Appendix C. Here, we note that due to errors associated with the QFT-based measurement process, the convergence of \( f_n^{(t)} \) to \( U^t f \) is not unconditional, but requires taking a sequence of decreasing RKHA parameters \( \tau \) (unlike the limit in \[67] which holds for any \( \tau > 0 \)). It should also be noted that it is possible to simulate multiple classical observables using the same circuit and ensemble of quantum measurements \( \{b_1, \ldots, b_K\} \). That is, to simulate the evolution of a different observable \( g : X \to \mathbb{C} \), we use the \( b_k \) to generate samples \( \tilde{s}_{b_k} = g(x_{b_k}) \), and estimate \( U^t g(x) \) by \( \hat{g}_n^{(t)}(x) := \sum_{k=1}^K \tilde{s}_{b_k}/K \), analogously to \[73].

**VIII. STATE PREPARATION**

Besides measurement of observables, the preparation, or loading, of the quantum state representing the input (initial conditions) to a quantum computer is challenging. In a typical scenario involving an \( n \)-qubit computation, the register of a quantum computer is initialized with a state vector associated with an unentangled tensor product state, \( |0\rangle \equiv |0\rangle^\otimes n \). The desired initial state must be prepared by applying a unitary transformation (encoder) to \( |0\rangle \), which may in general require a circuit of exponential depth in \( n \) when the algorithm is broken down to elementary gate operations \[57\] \[58\]. This poses a potentially significant obstruction to the scalability of quantum computational algorithms.

In QECD, our task is to prepare the quantum state \( \hat{\rho}_{x,n} = \hat{F}_n(x) \) from \[63\] associated with the classical initial condition \( x \in X \). This state is a pure state,
\[
\hat{\rho}_{x,n} = |\xi_{x,n}\rangle\langle\xi_{x,n}|,
\]
where the state vector \( |\xi_{x,n}\rangle = W_n|\xi_{x,n}\rangle \) is obtained by application of the unitary \( W_n : \mathcal{H}_n \to \mathcal{B}_n \) from \[58\] on the normalized RKHS feature vector \( \xi_{x,n} \) from \[43\]. Specifically, we have
\[
|\xi_{x,n}\rangle = \frac{\kappa_{x,n}}{\sqrt{\kappa_n}} = \sum_{j \in J_n} \frac{1}{\sqrt{\kappa_n}} \psi_j^*(x)\psi_j,
\]
and thus
\[
|\tilde{\xi}_{x,n}\rangle = W_n|\xi_{x,n}\rangle = \sum_{j \in J_n} \frac{\psi_j^*(x)}{\sqrt{\kappa_n}} W_n\psi_j
\]
\[
= \sum_{b \in \{0,1\}^n} \frac{\psi_{\eta^{-1}}^*(b)(x)}{\sqrt{\kappa_n}} |b\rangle.
\] (75)

We now describe how, in the limit of small RKHA parameter \( \tau \), this state can be prepared to any degree of accuracy using a circuit of size \( O(n) \) and depth \( O(1) \).

First, let \( |\Omega\rangle \in \mathcal{B}_n \) be the state vector associated with a uniform superposition of the quantum computational basis vectors,
\[
|\Omega\rangle = \frac{1}{\sqrt{2^n}} \sum_{b \in \{0,1\}^n} |b\rangle.
\]
The state vector \( |\Omega\rangle \) can be prepared from \( |0\rangle \) using a circuit of depth 1, associated with an \( n \)-fold tensor product of Hadamard gates, i.e.,
\[
|\Omega\rangle = \left( \bigotimes_{i=1}^n H \right) |0\rangle,
\] (76)
where \( H : \mathcal{B} \to \mathcal{B} \) is the Hadamard gate, represented by the matrix
\[
H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.
\]
We will come back to this point in Sec. X when the algorithm is implemented on an actual quantum computer.

Next, recall that the basis functions \( \psi_j \) of \( \mathcal{H}_n \) have the form \( \psi_j = e^{-\tau |j|/2} \phi_j \), where the \( \phi_j \) are Fourier functions on the abelian group \( X = T^d \) (see Sec. III.B). Since the Fourier functions are characters of the group, they take the value \( \phi_j(e) = 1 \) on the identity element \( e \in X \) (the point with angle coordinates \( \theta = 0 \)), and thus

\[
|\xi_{e,n}\rangle = \sum_{b \in \{0,1\}^n} \frac{e^{-\tau |n^{-1}(b)|/2}}{\sqrt{\kappa_n}} |b\rangle.
\]

It follows that

\[
\left\| |\xi_{e,n}\rangle - |\Omega\rangle \right\|_{\mathcal{B}_n}^2 = \sum_{b \in \{0,1\}^n} \left| \frac{1}{\sqrt{\kappa_n}} - \frac{e^{-\tau |n^{-1}(b)|/2}}{\sqrt{\kappa_n}} \right|^2,
\]

and noting that \( \lim_{\tau \to 0} \kappa_n = N \) (see (43)), we conclude that, for fixed \( n \), \( |\xi_{e,n}\rangle \) converges to \( |\Omega\rangle \) as \( \tau \to 0 \). In particular, since \( |\Omega\rangle \) can be efficiently prepared via (76), we can efficiently approximate \( |\xi_{e,n}\rangle \) by \( |\Omega\rangle \) to arbitrarily high precision.

We now claim that every state vector \( |\xi_{e,n}\rangle \) from (75) can be reached efficiently from \( |\xi_{e,n}\rangle \) by applying a suitable unitary Koopman operator. Indeed, letting \( S^x : \mathcal{H} \to \mathcal{H} \) be the shift operator by \( x = (\theta^t_1, \ldots, \theta^t_d) \in T^d \), i.e.,

\[
(S^x f)(y) = f(x + y),
\]

we have that \( S^x = U^t \), where \( U^t \) is the Koopman operator for any time \( t \) and rotation frequencies \( \alpha_1, \ldots, \alpha_d \) such that \( x = (\alpha_1 t, \ldots, \alpha_d t) \). Thus, if \( S^x_n : \mathbb{B}_n \to \mathbb{B}_n \) is the unitary operator induced at the quantum computational Hilbert space \( \mathbb{B}_n \), by \( S^x \) (cf. (50)),

\[
\hat{S}^x_n = (W_n \circ \Pi_n \circ \Pi)S^x
\]

we can implement \( \hat{S}^x_n \) with a circuit of size \( O(n) \) and depth \( O(1) \) using an analogous approach to that used for the Koopman operator. In particular, by translation invariance of the kernel \( k \) (see (11)), we have \( \xi_x = S^{-x}\xi_e \), and thus \( |\xi_{x,n}\rangle = \hat{S}^{-x}_n |\xi_{e,n}\rangle \). Therefore, the state vector \( |\xi_{x,n}\rangle \) can be obtained efficiently by application of that circuit to \( |\xi_{e,n}\rangle \).

Consider now the state vector

\[
|\xi_{x,n}\rangle := \hat{S}^{-x}_n |\Omega\rangle.
\]

We have

\[
\left\| |\xi_{x,n}\rangle - |\xi_{x,n}\rangle \right\|_{\mathcal{B}_n} = \left\| \hat{S}^{-x}_n |\Omega\rangle - \hat{S}^{-x}_n |\xi_{e,n}\rangle \right\|_{\mathcal{B}_n}
= \left\| |\Omega\rangle - |\xi_{e,n}\rangle \right\|_{\mathcal{B}_n},
\]

where we have used the unitarity of \( \hat{S}^{-x}_n \) to obtain the last equality. By (77), it follows that as \( \tau \to 0 \) at fixed \( n \), \( |\xi_{x,n}\rangle \) converges to \( |\xi_{x,n}\rangle \). We therefore conclude that for any error tolerance \( \epsilon \) there exists \( \tau > 0 \) such that the desired initial state vector, \( |\xi_{x,n}\rangle \), is approximated by \( |\xi_{x,n}\rangle \) with an error of at most \( \epsilon \) in the norm of \( \mathcal{B}_n \). Moreover, the state vector \( |\xi_{x,n}\rangle \) can be prepared by passing the initial quantum computational state vector \( |0\rangle \) through a circuit of size \( O(n) \) and depth \( O(1) \). As with the QFT-based measurement scheme (see Sec. VII.B and Appendix C), as \( n \to \infty \), errors due to approximation of \( |\xi_{x,n}\rangle \) by \( |\xi_{x,n}\rangle \) can be controlled by taking a decreasing sequence of RKHA parameters \( \tau \).

## IX. SIMULATED QUANTUM CIRCUIT EXPERIMENTS

In this section, we demonstrate the performance of the QECQ framework with simulated quantum circuit experiments implemented in the ideal Qiskit Aer simulator [61, 62]. We consider a periodic example on the circle (Sec. IX.A), as well as a quasiperiodic system on the 2-torus (Sec. IX.B). In both cases, we compare the mean from an ensemble of quantum measurements with the true dynamical evolution of representative classical observables. The numerical results, displayed in Figs. 6 and 8 for the one- and two-dimensional examples, respectively, are in good agreement with the theory developed in Secs. [V] and [VII].

### A. Circle rotation

According to (5), in dimension \( d = 1 \) the orbits of the dynamics are given by

\[
x(t) = \Phi^t(x) = (\theta^1 + \alpha_1 t) \mod 2\pi,
\]

where \( \alpha_1 \) is the frequency parameter and \( x = \theta^1 \) the initial condition. We set \( \alpha_1 = \frac{\pi}{\sqrt{2}} \), so the orbits have period \( 2\pi/\sqrt{2} = 1 \). We seek to approximate the evolution of a real-valued observable \( f : S^1 \to \mathbb{R} \) on the orbit starting at \( x \), which is represented using the Koopman operator as

\[
f^{(t)}(x) = U^tf(x) = f(\Phi^t(x)) = f(\theta^1 + \alpha_1 t).
\]

In this experiment, we consider the bandlimited observable \( f(x) = \sin x \).

The quantum circuit output by the compiler, displayed graphically in Fig. 6(a), consists of the following four logical stages:

1. A load stage, where the initial quantum state \( \hat{\rho}_{x,n} = \hat{F}_n(x) \) is prepared using the quantum feature map \( \hat{F}_n \) in (49).

2. A dynamical evolution stage, which evolves \( \hat{\rho}_{x,n} \) to the state \( \hat{\rho}^{(t)}_{x,n} = \hat{\Psi}_{n}^{(t)}(\hat{\rho}_{x,n}) \) using the evolution operator \( \hat{\Psi}_{n}^{(t)} \) in (48).
ensemble means, $\hat{x}_N = 2$ range $0$ at a fixed timestep $\Delta t$ input parameter is the evolution time state is given by operators on the corresponding state vectors. First, the initial purposes of visualization.

The circuit is parameterized by three parameters, namely the RKHA parameters $p$ and $\tau$ and the number of qubits $n$. We set $p = \tau = 1/4$, and consider experiments with $n = 3$ and $n = 7$ qubits, corresponding to the quantum computational Hilbert spaces $\mathbb{B}_3$ and $\mathbb{B}_7$ of dimension $N = 2^3 = 8$ and $N = 2^7 = 128$, respectively. Another input parameter is the evolution time $t$, which we set to integer multiples of a fixed timestep $\Delta t = 0.02$ for purposes of visualization.

Since all quantum states in the pipeline are pure, in practice we implement the circuit as a sequence of operators on the corresponding state vectors. First, the initial state is given by

$$\hat{\rho}_{x,n} = |\xi_{x,n}\rangle \langle \xi_{x,n}|,$$

where the state vector $|\hat{\xi}_{x,n}\rangle = W_n \xi_{x,n}$ is obtained by application of the unitary $W_n : \mathcal{H}_n \rightarrow \mathbb{B}_n$ from (58) on the normalized RKHS feature vector $\xi_{x,n}$ from (43). See also (75). We note that in these experiments the state vector $|\hat{\xi}_{x,n}\rangle$ is loaded into the quantum register “exactly”, using an amplitude encoding scheme applied to the initial state vector $|0\rangle$ (see Fig. 6(a)), as opposed to the efficient approximate scheme described in Sec. VIII. In particular, we loaded $|\hat{\xi}_{x,n}\rangle$ using the Qiskit function `QuantumCircuit.initialize`.

The next step is the unitary Koopman evolution, given by

$$\hat{\rho}_{x,n}^{(t)} = \hat{\Psi}_{x,n}^t (\hat{\rho}_{x,n}) = \hat{U}_{x,n}^\dagger \hat{\xi}_{x,n} \langle \hat{\xi}_{x,n} | \hat{U}_{x,n}^t,$$

where $\hat{U}_{x,n}^t = e^{itH_n}$ is the unitary operator in (53), which is generated by the Hamiltonian $H_n$ with the Walsh factorization in (61). We have $\hat{\rho}_{x,n}^{(t)} = |\hat{\xi}_{x,n}^{(t)}\rangle \langle \hat{\xi}_{x,n}^{(t)}|$ with

$$|\hat{\xi}_{x,n}^{(t)}\rangle = \hat{U}_{x,n}^\dagger \hat{\xi}_{x,n} \rangle = e^{-iH_n} \hat{\xi}_{x,n} \rangle.$$

Therefore, our circuit implements the transformation

---

FIG. 6. Quantum circuit implementation of the 3- and 7-qubit approximation of a circle rotation with frequency $\alpha_1 = 2\pi$ in the ideal Qiskit Aer environment. (a) Circuit diagram with $n = 3$ qubits, comprising (from left to right) of state vector load, Koopman evolution over time $t$ using $R_\alpha$ gates, quantum Fourier transform (QFT), and measurement. (b) Empirical distribution of an ensemble of $K = 10^6$ projective measurements (shots) of the projection-valued measure (PVM) associated with the computational basis vectors $|b\rangle \equiv |b\rangle$ for $n = 3$ and $t = 0.94$. (c) Temporal evolution of the empirical probability distributions for $n = 3$ and 7. (d) Reconstruction of the classical observable $f^{(t)}(x) = \sin(x(t)) = \sin(\theta + \alpha_1 t)$ from the ensemble means, $\hat{f}^{(t)}_{x,n}(x)$. The analytical result $f^{(t)}(x)$ is plotted as a cyan solid line. In Panels (b)–(d), the initial condition is $x = \theta^t = 2.5$ and the reproducing kernel Hilbert algebra (RKHA) parameters are $p = \tau = 1/4$. Measurements are performed at a fixed timestep $\Delta t = 0.02$. In Panels (b) and (c), the computational basis vectors $|b\rangle$ are indexed by an integer $b$ in the range $0, \ldots, 2^n - 1$.
channel separately, as seen in Fig. 6(a), by a step on the quantum computer is done for each qubit and the seven non-vanishing coefficients are from (61). In more detail, using (B6) with \( h \), we obtain that all coefficients \( \tilde{\xi}_{x,n} \rangle \mapsto |\tilde{\xi}_{x,n} \rangle \), i.e.,

\[
\begin{align*}
\tilde{\xi}_{x,n} \rightarrow |\tilde{\xi}_{x,n} \rangle,
\tilde{\xi}_{x,n}^{(t)} = \sum_{b=0}^{2^n-1} \frac{\psi^*(b)}{\sqrt{K_n}} e^{-itH_n} |b\rangle
\end{align*}
\]

where \( \tilde{\xi}_{x,n}^{(t)} = \tilde{\xi}_{x,n}^*(t) \). We again operate at the level of state vectors, effecting the transformation \( |\tilde{\xi}_{x,n} \rangle \mapsto |\tilde{\xi}_{x,n} \rangle \) using a standard QFT circuit. The subsequent measurement of the PVM \( E_n \) on the state represented by \( |\tilde{\xi}_{x,n} \rangle \) for \( K \) shots leads to an empirical probability distribution over the binary strings \( b \in \{0,1\}^n \) (which index the basis vectors \( |b\rangle \equiv |b\rangle \)), depicted in Fig. 6(b) for a representative evolution time \( t \). In Fig. 6(c), we display the time evolution of this probability distribution for \( K = 10^6 \) shots and \( n = 3 \) and \( n = 7 \) qubits. Notice that as \( n \) increases, the probability distribution becomes increasingly concentrated around straight lines that periodically fold wrap around the set \( b = 0, \ldots, 2^n \) indexing the \( |b\rangle \) vectors. This is a manifestation of the fact that the time-dependent quantum state \( \tilde{\rho}_{x,n}^{(t)} \) “tracks” the underlying classical state \( x(t) \).

The third step is the application of the QFT, which results to

\[
\tilde{\rho}_{x,n}^{(t)} = \tilde{S}_{x,n} \tilde{\rho}_{x,n}^{(t)} = \tilde{\xi}_{x,n}^{(t)} (|\tilde{\xi}_{x,n}^{(t)}\rangle \langle \tilde{\xi}_{x,n}^{(t)}|),
\]

where \( |\tilde{\xi}_{x,n}^{(t)}\rangle = \tilde{S}_{x,n} |\tilde{\xi}_{x,n}^{(t)}\rangle \). Figure 6(d) displays the true \( f(x) \) and simulated \( \tilde{f}_n^{(t)}(x) \) evolution of the observable \( f(x) = \sin x \) over the time interval \( t \in [0,1] \) starting from the initial condition \( x = \theta^1 = 2.5 \). The simulated evolution \( \tilde{f}_n^{(t)}(x) \), which is
of $n = 8$ qubits, which corresponds to 4 qubits allocated to each torus dimension. The quantum computational Hilbert space, $B_8$, is thus 256-dimensional, and admits the tensor product factorization

$$B_8 = B_4 \otimes B_4.$$  

(79)

For convenience in the notation, we will label the basis vectors for each of the $B_4$ factors in (79) as $|k\rangle$ and $|l\rangle$, where $k = (k_1, k_2, k_3, k_4)$ and $l = (l_1, l_2, l_3, l_4)$ are 4-digit binary strings. Note that the factorization in (79) is compatible with the tensor product structure of the infinite-dimensional RKHA $A$ in (13), in the sense that each $B_4$ factor corresponds to the image space under a projection of the $A^{(1)}$ spaces in (13). See also Appendix B and in particular (B6). A similar tensor product structure applies for the quantum feature map, dynamical evolution, and QFT operators,

$$\hat{f}_n = \hat{f}^{(1)}_{n/2} \otimes \hat{f}^{(1)}_{n/2},$$

$$\hat{U}^t_n = (U^{t/2}_{n/2})^{(1)} \otimes (U^{t/2}_{n/2})^{(1)},$$

(80)

so we can form the entire circuit by composing two 4-qubit circuits from the one-dimensional case; see Fig. 8(a) for an illustration. In (80), (1)-subscripts and 1-subscripts denote maps inherited from the one-dimensional case.

As in the one-dimensional example of Sec. IX A, all quantum states occurring in our scheme are pure, so we implement the circuit in Fig. 8(a) at the level of the vectors $\xi_{x,n}$ (normalized RKHS feature vectors), $|\xi_{x,n}\rangle = W_n \xi_{x,n}$ (initial state vectors), $|\xi^{(1)}_{x,n}\rangle = \hat{U}^t_n |\xi_{x,n}\rangle$ (Koopman-evolved state vectors), and $|\tilde{\xi}^{(1)}_{x,n}\rangle = \hat{f}^{(1)}_{n/2} |\xi^{(1)}_{x,n}\rangle$ (state vectors after application of the QFT). Note that the normalized feature vector associated with classical state $x \in \mathbb{T}^2$ takes the form

$$\xi_{x,n} = \sum_{j \in J_{n,2}} \frac{\psi_j^* (x)}{\sqrt{n}} \psi_j,$$

with $n = 8$ and

$$\psi_j^* (x) = \exp \left[ -\frac{r}{2} (|j_1|^p + |j_2|^p) \right] \exp \left[ -i (j_1 x_1 + j_2 x_2) \right].$$

See again Table 11 for an example of the ordering of the multi-index $j$ and its mapping to the computational basis in the case $n = 4$ (the table would have 256 rows in the current example). We also note that our $n = 8$ example has $2 \times 4$ nonzero Walsh-Fourier expansion coefficients: $\hat{h}_1 = -9/2$, $\hat{h}_2 = -2$, $\hat{h}_4 = -1$, and $\hat{h}_8 = -1/2$ for each torus dimension.

Figure 8(b) displays snapshots of the empirical joint probability distribution of the $(k, l)$ indices at representative evolution times $t$, obtained from ensembles of $K = 10^6$ measurements of the quantum computational PVM $\mathcal{E}_n$ on the state represented by $|\xi^{(1)}_{x,n}\rangle$ for the initial
FIG. 8. As in Fig. 6 but for an 8-qubit approximation of a quasiperiodic rotation on the 2-torus with frequency parameters \( \alpha_1 = 3\sqrt{2}\pi \) and \( \alpha_2 = 2\pi \). (a) Quantum circuit for the quasiperiodic system, composed as two parallel copies of the circuit in Fig. 6(a) for the one-dimensional case, with 4 qubits allocated to each dimension of the 2-torus. An empirical probability distribution obtained from \( K = 10^6 \) shots is shown to the right of the circuit diagram, where the integers \( b = 0, \ldots, 2^8 - 1 = 255 \) index the computational basis vectors \( \left| b \right\rangle \) of the 256-dimensional Hilbert space \( \mathbb{B}_n \) with \( n = 8 \). The RKHA parameters are again \( p = \tau = 1/4 \). (b) Snapshots of the probability distribution at three representative evolution times, combined in a single surface plot. The horizontal axes labeled \( \left| k \right\rangle \) and \( \left| l \right\rangle \) correspond to the basis vector indices for each of the 4-qubit spaces associated with each torus dimension through the factorization \( \mathbb{B}_8 = \mathbb{B}_4 \otimes \mathbb{B}_4 \). Note that the indices \( k \) and \( l \) range from 0 to \( 2^4 - 1 = 15 \). (c, d) Evolution of the marginal distributions obtained by measurement of the PVMs of each of the two 4-qubit spaces, i.e., one of the two torus dimensions only. The initial condition is \( x = (1.0, 2.5) \). The locality of the distributions is indicative of the fact that the quantum computing model successfully tracks the orbit of the underlying classical dynamical system. Figs. 8(c) and 8(d) show marginals of these distributions over the \( k \) and \( l \) index spaces as a function time \( t \), where periodic evolution at the generating frequencies \( \alpha_2 \) and \( \alpha_1 \), respectively, is apparent.

In Fig. 8(e) we compare the approximate evolution \( \hat{f}_n^{(t)}(x) \) of the observable \( f \) computed from the same ensembles of quantum measurements against the true evolution \( f^{(t)}(x) \). Despite the modest number of qubits allocated to each torus dimension, \( \hat{f}_n^{(t)}(x) \) reproduces the quasiperiodic behavior of \( f^{(t)}(x) \) to an adequate degree of accuracy, with more pronounced errors occurring near the extrema of the true signal. As in the one-dimensional example of Fig. 8(d), we expect such discrepancies to rapidly diminish as the number of qubits increases. Similarly, from this example it becomes clear how one can generalize the dynamics to a torus of dimension \( d > 2 \).

X. EXPERIMENTS ON THE IBM QUANTUM SYSTEM ONE

The circle rotation algorithm for \( n = 3 \) qubits was also implemented on the IBM Quantum System One to demonstrate the readiness of QECD on a real NISQ device. This system has a quantum volume (an empirical metric that quantifies the capability and error rates of a quantum device) of 32. The corresponding program was again written in Qiskit (see Sec. IX), and then transpiled (translated) into a sequence of appropriate elementary
gate operations acting on the physical superconducting qubits via microwave channels at the hardware level. No error correction was used in our simulation. As mentioned in Sec. VIII the encoding of $2^n$ (complex) amplitudes that represent the feature vector $|\xi_{x,n}\rangle$ associated with classical state $x \in X$ in an $n$-qubit quantum register can lead to an exponential growth of gates. To give a concrete example for $n = 3$: amplitude encoding using QuantumCircuit.initialize with no circuit optimization is transpiled into a sequence of 84 elementary quantum gates. This conversion results to 52 elementary gates for a higher transpiler optimization level of 2.

To circumvent this expensive amplitude encoding of classical data, it was shown in Sec. VIII that the initial state vector $|\xi_{x,n}\rangle$ can also be obtained to any degree of accuracy with a circuit of size $O(n)$ and depth $O(1)$. In the particular case $x = e$ (i.e., the point with canonical angle coordinates $\theta^1, \ldots, \theta^d = 0$), the encoding reduces to a uniform superposition state for $n$-qubits, $|\Omega\rangle$, which is obtained via $n$ Hadamard gates $H$ applied to the standard basis quantum state $|0\rangle \otimes n$ (see [76]). This step reduces the number of gates, and thus the circuit depth, significantly to 33 and 30 for the transpiler optimization levels 0 and 2, respectively. This depth is close to the quantum volume of the computer.

Figure 9 directly compares the results of an ideal Qiskit Aer simulator for $n = 3$ and $\tau = p = 1/4$ with an experiment on the IBM Quantum System One for the observable $f(x) = \sin x$ and an initial uniform superposition state $|\Omega\rangle$ (approximating $|\xi_{x,n}\rangle$). Despite the noise caused by decoherence, the evolution of probability densities (Fig. 9b) and expectation values (Fig. 9c) obtained from the NSQ device remain consistent with the Qiskit simulation (Fig. 9a,c). The number of shots, which is limited to 8192 on the Quantum System One, was enhanced to $2^{18}$ by aggregating results from multiple jobs.

Unfortunately, increasing the number of qubits beyond $n = 3$ led to noticeable degradation of the results on the quantum computer relative to the Qiskit simulations, despite our best efforts to manage noise and decoherence with the tools available to us. Still, to our knowledge, the $n = 3$ results reported in this section constitute the first successful simulation of an observable of a classical dynamical system on a manifold by an actual NISQ device. We expect that as the coherence characteristics, error mitigation and/or circuit optimization schemes for quantum computation improve, the QEC framework presented in this paper will successfully scale to higher qubit numbers.

**XI. SUMMARY AND OUTLOOK**

We have developed a framework for approximating the evolution of observables of a classical dynamical system by a finite-dimensional quantum system implementable on an actual quantum computer. The procedure, which we refer to as quantum embedding of classical dynamics (QECD), takes the classical system as an input, and passes through intermediate classical statistical, infinite-dimensional quantum mechanical, and finite-dimensional quantum mechanical (matrix-mechanical), representations, ultimately arriving at an $n$-qubit quantum computational representation of the system. We have thus addressed the full pipeline starting from the classical dynamical system all the way to its experimental verification on a real quantum computer, the IBM...
Quantum System One.

For the class of dynamical systems under study (i.e., measure-preserving, ergodic dynamical systems with pure point spectra), QECD provides an exponential quantum advantage over classical computation, in the sense of being able to simulate a $2^n$-dimensional Hilbert space of classical observables using circuits of size $O(n^2)$ and depth $O(n)$. In addition, the quantum state encoding the initial classical quantum state is efficiently prepared, and predictions from the quantum computational system are extracted through projective measurement in the standard computational basis without requiring post-processing techniques such as quantum state tomography.

One of the mathematical underpinnings of our approach is the theory of reproducing kernel Hilbert spaces (RKHSs). RKHS theory is widely used in machine learning methods for machine learning, but was employed here to construct quantum mechanical analogs of feature maps that behave consistently under classical function evaluation and quantum mechanical expectation. A further foundational ingredient is the operator-theoretic description of dynamical systems, which utilizes linear Koopman operators to characterize the action of a (nonlinear) dynamical system on observables.

We described how QECD proceeds along two composite mappings, one taking state variables $x \mapsto \hat{p}_{x,n}$ to density operators $\rho_{x,n}$ on an $n$-qubit Hilbert space, $\mathbb{B}_n$, and another one taking classical observables $f \mapsto \hat{S}_n$ to self-adjoint operators $\mathbb{S}_n$ on $\mathbb{B}_n$. A key aspect of the resulting quantum system is a tensor product factorization of its Hamiltonian in terms of Walsh operators, yielding quantum circuits of low size and depth. In particular, it was shown that for an ergodic dynamical system with finitely-generated pure point spectrum, this results in a circuit of size $O(n)$ and no cross-channel communication, implementing unitary Koopman evolution. The QECD framework also includes a state preparation stage of size $O(n)$, as well as a quantum Fourier transform (QFT) stage of size $O(n^2)$ to enable information retrieval through measurement in the computational basis.

The scheme exhibits three types of approximation error, all of which can be controlled, as we have shown, in appropriate asymptotic limits:

1. Finite-dimensional approximation errors due to projection of the infinite-dimensional quantum system on the RKHS $\mathcal{H}$ to the finite-dimensional quantum computational system on $\mathbb{B}_n$. These errors vanish as $n \to \infty$, and the convergence is unconditional on the defining parameters of $\mathcal{H}$ if idealized state preparation and measurement is employed (see Sec. VII).

2. Bias errors due to preparation of an approximate initial quantum state and measurement of an approximate observable using efficient circuits. These errors vanish in a joint limit of decreasing RKHS parameter $\tau$ and increasing $n$ (see Secs. VII, VIII and Appendix C).

3. Monte Carlo errors associated with approximation of quantum mechanical expectations with a finite number of measurement shots (see Sec. VII B). These errors vanish as the number of shots, $K$, increases at fixed $n$ and $\tau$.

We illustrated our approach with periodic and quasiperiodic dynamical systems on the circle and 2-torus, respectively, where many aspects of the quantum embedding of classical dynamics can be directly validated against closed-form solutions. Our numerical experiments were based on simulated quantum circuits of up to $n = 8$ qubits, implemented using the Qiskit framework. In addition we demonstrated the ability of our framework to deal with a classical dynamical system on a real noisy quantum computer. The results demonstrated high-fidelity simulation of the evolution of classical observables through ensemble averages of independent quantum measurements. Our approach is straightforwardly generalizable to quasiperiodic dynamics of arbitrarily large intrinsic dimension through parallel comosition of quantum circuits.

The work presented in this paper should be considered a first step, particularly given its focus on systems with pure point spectra. Applications of the procedure to mixing (chaotic) dynamical systems will invariably have to deal with the continuous spectrum of the Koopman operator, potentially generating quantum circuits of higher connectivity than for quasiperiodic dynamics. Studies in this direction are currently underway using RKHS-based spectral discretization approaches for Koopman operators (see Sec. II C 2 in the SM), which are able to consistently approximate, in a spectral sense, measure-preserving, ergodic dynamical flows of arbitrary spectral character (pure point spectrum, mixed spectrum, and continuous spectrum) by unitary evolution groups with pure point spectra. A possible route to generalize QECD to this class of systems is to employ the scheme of Ref. 24 to first approximate the Koopman group on $L^2(\mu)$ by a unitary evolution group on an RKHS with a discrete spectrum, and then apply the quantum computational techniques developed in this paper to simulate the discrete-spectrum system.

Another avenue of future research is to develop data-driven formulations of the present quantum embedding framework, using kernel methods to build orthonormal bases from dynamical trajectory data, and employ these bases to represent quantum mechanical states and observables (see Sec. II in the SM). This line of research should lead to a systematic development of quantum machine learning algorithms that can describe classical dynamical systems on NISQ devices. This comprises not only classification and regression tasks, but also the development of data-driven quantum algorithms for modeling nonlinear dynamics in high-dimensional phase spaces. A longer-term goal would be to explore applica-
tions of quantum mechanical methodologies to perform simulation and forecasting of real-world systems such as climate dynamics [78] and turbulent fluid flows [79].
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Appendix A: Quantum mechanical representation of classical observables

In this appendix, we state various properties and results on the representation of classical observables by quantum mechanical operators employed in the main text.

1. Banach *-algebra structure of \( \mathfrak{A} \)

The fact that the RKHA \( \mathfrak{A} \) from Sec. [111B] is an abelian, unital, Banach *-algebra under pointwise multiplication of functions means that it has the following defining properties:

1. \( \mathfrak{A} \) is closed under pointwise multiplication of functions, i.e., the function \( h : X \to \mathbb{C} \) with \( h(x) = f(x)g(x) \) lies in \( \mathfrak{A} \) whenever \( f \) and \( g \) lie in \( \mathfrak{A} \). Thus, \( \mathfrak{A} \) is an algebra, and is clearly abelian since \( fg = gf \).

2. \( \mathfrak{A} \) is equipped with an antilinear involution operation \( * : \mathfrak{A} \to \mathfrak{A} \) given by complex conjugation of functions, i.e. \( (f^*)(x) = f(x)^* \). Thus, \( \mathfrak{A} \) is also a *-algebra.

3. There exists a constant \( C > 0 \) such that for every \( f, g \in \mathfrak{A} \) the relationships

\[
\|fg\|_{\mathfrak{A}} \leq C\|f\|_{\mathfrak{A}}\|g\|_{\mathfrak{A}}, \quad \|f^*\|_{\mathfrak{A}} = \|f\|_{\mathfrak{A}}. \tag{A1}
\]

hold. Thus, \( \mathfrak{A} \) is a Banach *-algebra.

4. The function \( 1_X : X \to \mathbb{C} \) equal everywhere to 1 lies in \( \mathfrak{A} \) and satisfies \( 1_X f = f \) for all \( f \in \mathfrak{A} \). Thus, finally \( \mathfrak{A} \) is also unital.

More generally, the topic of Banach function algebras on locally compact abelian groups (with respect to either pointwise multiplication or convolution), has a long history of study; e.g., [49, 80–83].

2. Injectivity of the map \( \hat{T} \)

We verify the assertion made in Section [IV.C] that the map \( \hat{T} : \mathfrak{A} \to B(\mathfrak{A}) \) is injective on \( \mathfrak{A}_{sa} \). For that, it is enough to show that if \( \hat{T}f = 0 \) for \( f \in \mathfrak{A}_{sa} \), then \( f = 0 \).

By definition of \( \hat{T} \), \( \hat{T}f = 0 \) implies that \( \pi f = -(\pi f)^* \), or, equivalently

\[
\langle \psi_i, f\psi_j \rangle_{\mathfrak{A}} = -\langle f\psi_i, \psi_j \rangle_{\mathfrak{A}}, \quad \forall i, j \in \mathbb{Z}^d. \tag{A2}
\]

Expanding \( f = \sum_{l \in \mathbb{Z}^d} \hat{f}_l \psi_l \), and setting \( i = 0 \) in [A2], we get

\[
\hat{f}_j = -c_{j,-j} \hat{f}_{-j}.
\]

However, because \( f \) is real, we have \( \hat{f}_j = \hat{f}_{-j} \), and since \( c_{j,-j} \) is nonzero we conclude that \( \hat{f}_j = 0 \), and thus \( f = 0 \).

3. Consistency of representations based on the reproducing kernel Hilbert space \( \mathcal{H} \)

Recall the construction of the RKHS \( \mathcal{H} \) in Sec. [IVA]. Even though \( \mathcal{H} \) is a strict subspace of the RKHA \( \mathfrak{A} \), the quantum feature map \( F : X \to Q(\mathcal{H}) \) from [21] allows us to consistently recover all predictions made for classical observables obtained via the feature map \( \tilde{F} : X \to Q(\mathfrak{A}) \) of \( \mathfrak{A} \) in [23], as we now describe.

First, observe that by definition of \( \varrho_x = \tilde{F}(x) \) and \( \rho_x = F(x) \), we have

\[
\rho_x = \frac{\hat{\kappa}}{\kappa} \Pi \rho_x, \tag{A3}
\]

where \( \Pi \) is the projector onto \( B(\mathcal{H}) \), defined in [25]. As a result, if \( A \in B(\mathfrak{A}) \) is a quantum mechanical observable whose range is included in \( \mathcal{H} \) (so that \( A \) is well-defined
as an operator on $\mathcal{H}$, and whose nullspace includes the orthogonal complement $\mathcal{H}^\perp$ in $\mathfrak{A}$, we have

$$\langle A \rangle_{\varrho_x} = \frac{\kappa}{\bar{\kappa}} \langle A \rangle_{\rho_x}. \quad (A4)$$

Indeed, since every observable $A$ in this class satisfies $\Pi A = A$, using (A3) and the cyclic property of the trace, we get

$$\langle A \rangle_{\varrho_x} = \text{tr}(\varrho_x A) = \text{tr}(\varrho_x (\Pi A))$$
$$= \text{tr}(\varrho_x \Pi A \Pi) = \text{tr}(\Pi \varrho_x \Pi A)$$
$$= \frac{\kappa}{\bar{\kappa}} \text{tr}(\rho_x A) = \frac{\kappa}{\bar{\kappa}} \langle A \rangle_{\rho_x},$$

which verifies (A4). Thus, for all observables $A \in B(\mathfrak{A})$ satisfying

$$\text{ran} \ A \subseteq \mathcal{H}, \quad \ker \ A \supseteq \mathcal{H}^\perp, \quad (A5)$$

expectation values with respect to $\varrho_x$ can be recovered from expectation values with respect to $\rho_x$ up to a constant scaling factor. For our purposes, this means that the quantum mechanical observables $\Pi (\pi f)$ and $\Pi (T f)$ obtained through the projections $\Pi \pi$ and $\Pi T$ of $\pi$ and $T$ from (24) and (25), respectively, satisfy (A4).

As noted in Sec. IV C 2, in order to reach consistency between classical function evaluation and quantum mechanical expectation, analogously to (31), we introduce the modified representation maps $\varpi : \mathfrak{A} \to B(\mathcal{H})$ and $T : \mathfrak{A} \to B(\mathcal{H})$ in (29) to account for scaling errors. We reproduce the definitions here for convenience:

$$\varpi = \Pi \pi L^{-1}, \quad T = \Pi \hat{T} L^{-1}.$$  

We define $L : \mathfrak{A} \to \mathfrak{A}$ as the self-adjoint, diagonal operator satisfying the eigenvalue equation

$$L \psi_l = \frac{\eta_l}{\kappa} \psi_l \quad \text{with} \quad \eta_l = \sum_{j \in J_1'} e^{-\tau |j|^p}, \quad (A6)$$

where $J_1'$ is the index set defined as

$$J_1' = \{ j \in J : j + l \in J \}.$$

Note that by construction of $J_1'$, the numbers $\eta_l$ are strictly positive, and have the maximum value $\eta_0 = \kappa$. Moreover, the $\eta_l$ attain their smallest value, $e^{-\tau}$, when $|l| = 1$, i.e., the multi-index $l = (l_1, \ldots, l_d) \in \mathbb{Z}^d$ has exactly one entry $l_i$ equal to $\pm 1$ and all other entries equal to 0. As a result, $L$ is an invertible operator with bounded inverse, satisfying

$$L^{-1} \psi_l = \frac{\kappa}{\eta_l} \psi_l.$$  

Since $\kappa/\eta_l \geq 1$, we deduce that $L^{-1}$ acts by inflating the expansion coefficients of elements of $\mathfrak{A}$ in the $\{ \psi_l \}$ basis.

We then have:

**Proposition 1.** The following classical–quantum consistency relation holds for every $f \in \mathfrak{A}$ and $x \in X$:

$$f(x) = \langle \varpi f \rangle_{\rho_x}.$$  

Moreover, if $f$ is a real-valued observable in $\mathfrak{A}_{sa}$, we have

$$f(x) = \langle T f \rangle_{\rho_x}.$$  

Proof. Suppose that $g = \psi_l$ for some $l \in \mathbb{Z}^d$, and let $A = \Pi A_g$, where $A_g = \pi \psi_l \in B(\mathfrak{A})$ is the multiplication operator by $\psi_l$. Then, $A$ satisfies (A5), and using (A4), we get

$$\langle A \rangle_{\rho_x} = \frac{\kappa}{\bar{\kappa}} \langle A \rangle_{\varrho_x} = \frac{\kappa}{\bar{\kappa}} \text{tr}(\varrho_x \Pi A_g \Pi)$$
$$= \frac{\kappa}{\bar{\kappa}} \sum_{j \in J} \langle \varrho_j, \varrho_x \Pi A_g \Pi \psi_j \rangle_{\mathfrak{A}}$$
$$= \frac{\kappa}{\bar{\kappa}} \sum_{j \in J} \langle \psi_j, \varrho_x \Pi A_g \psi_j \rangle_{\mathfrak{A}}$$
$$= \frac{\kappa}{\bar{\kappa}} \sum_{j \in J} \langle \psi_j, \Pi A_g \psi_j \rangle_{\mathfrak{A}}$$
$$= \frac{1}{\kappa} \sum_{j \in J} \langle \pi \psi_j, \psi_j \rangle_{\mathfrak{A}}$$
$$= \frac{1}{\kappa} \sum_{j \in J} \langle \pi \psi_j, \psi_j \rangle_{\mathfrak{A}}$$
$$= \frac{1}{\kappa} \sum_{j \in J} e^{-\tau |j|^p} \langle \phi_j(x), \phi_j(x) \rangle_{\mathfrak{A}}$$
$$= \frac{1}{\kappa} \sum_{j \in J} e^{-\tau |j|^p} \psi_j(x)$$
$$= \frac{\eta_l}{\kappa} \psi_l(x) = L \psi_l(x). \quad (A7)$$

Meanwhile, an application of (31) for $f = L \psi_l$ gives

$$L \psi_l(x) = \langle \pi (L \psi_l) \rangle_{\varrho_x}, \quad (A8)$$

and combining (A7) and (A8) we arrive at

$$\langle \Pi (\pi g) \rangle_{\rho_x} = \langle \pi (L g) \rangle_{\varrho_x}. \quad (A9)$$

where $g = \psi_l$. Since the basis vector $\psi_l$ was arbitrary, it follows by linearity that (A9) holds for every $g \in \mathfrak{A}$. Setting, in particular, $g = L^{-1} f$ yields

$$\langle \Pi (\pi (L^{-1} f)) \rangle_{\rho_x} = \langle \pi f \rangle_{\varrho_x} \iff \langle \varpi f \rangle_{\rho_x} = f(x),$$

which confirms the first claim of the proposition. The second claim, $f(x) = \langle T f \rangle_{\rho_x}$, follows similarly under the additional assumption that $f^* = f$. \hfill \square
4. Dynamics on the reproducing kernel Hilbert space $\mathcal{H}$

By construction, the RKHS $\mathcal{H}$ is a Koopman-invariant subspace of $\mathfrak{A}$, i.e., $U^t\mathcal{H} = \mathcal{H}$ for all $t \in \mathbb{R}$. As a result, we can define a generator $V : D(V) \to \mathcal{H}$ with $D(V) \subseteq \mathcal{H}$, a corresponding Koopman operator $U^t : \mathcal{H} \to \mathcal{H}$, and corresponding evolution maps on observables, $U^t : B(\mathcal{H}) \to B(\mathcal{H})$, and states, $\Psi^t : Q(\mathcal{H}) \to Q(\mathcal{H})$ analogously to the corresponding operators associated with $\mathfrak{A}$. These operators satisfy the compatibility relations (cf. (35) and (37))

$$U^t(\varphi f) = \varphi(U^t f), \quad \Psi^t(\mathcal{F}(x)) = \mathcal{F}(\Psi^t(x))$$

for every $f \in \mathfrak{A}$, $x \in X$, and $t \in \mathbb{R}$, where $\varphi : \mathfrak{A} \to B(\mathcal{H})$ is the map on observables in (29) and $\mathcal{F} : X \to Q(\mathcal{H})$ the quantum feature map in (21). In addition, using the consistency relations in Proposition 1 and (39), we get

$$U^t f(x) = (U^t(\varphi f)\rho_x) = (\varphi f)\psi(\rho_x),$$

$$U^t f(x) = (U^t(T f)\rho_x) = (T f)\psi(\rho_x), \quad (A10)$$

where $T : \mathcal{H} \to B(\mathcal{H})$ was defined in (29), and the equalities in the second line hold for real-valued functions in $\mathcal{H}$. It follows from (A10) that we can consistently represent the evolution of classical observables in $\mathfrak{A}$ (which is a dense subspace of $C(X)$) by quantum mechanical evolution of observables in $B(\mathcal{H})$, even though $\mathcal{H}$ is a non-dense subspace of $\mathfrak{A}$. 

Appendix B: Walsh operator representation of the Koopman generator

Here, we lay out the calculation of the discrete Walsh transform of the spectral function $h \in L^2_{\mathbb{R}}([0,1])$ of the Hamiltonian $H_n$ induced by the Koopman generator of a quasiperiodic dynamical system, defined in (60). In particular, we show that $h$ is expressible as a linear combination of Rademacher functions $R_l = w_l$ (without contributions from more general Walsh functions), leading to the factorization of $H_n$ in (61).

First, by (14) and (60), for any $m \in \{0, \ldots, 2^n - 1\}$ we have

$$h \left( \frac{m}{2^n} \right) = \omega_j = \alpha_1 j_1 + \alpha_2 j_2 + \ldots + \alpha_d j_d, \quad (B1)$$

where $j_1, \ldots, j_d$ are integers in the set $J_1$, defined uniquely by the property that the concatenated binary strings $\eta(j_1), \ldots, \eta(j_d)$ give the dyadic decomposition of $m/2^n$,

$$\gamma \left( \frac{m}{2^n} \right) = (\eta(j_1), \ldots, \eta(j_d)). \quad (B2)$$

We can express the left-hand side of (B2) in terms of Rademacher functions using (56), viz.

$$\gamma \left( \frac{m}{2^n} \right) = \left[ \gamma_1 \left( \frac{m}{2^n} \right), \ldots, \gamma_n \left( \frac{m}{2^n} \right) \right] = \frac{1}{2} - \frac{1}{2} \left[ R_0 \left( \frac{m}{2^n} \right), \ldots, R_{n-1} \left( \frac{m}{2^n} \right) \right]. \quad (B3)$$

Meanwhile, setting $m_i = o(j_i)$ and using again (56), the right-hand side of (B2) becomes

$$[\eta(j_1), \eta(j_2), \ldots, \eta(j_d)] = \left[ \gamma \left( \frac{m_1}{2^{n/d}} \right), \ldots, \gamma \left( \frac{m_d}{2^{n/d}} \right) \right] = \frac{1}{2} - \frac{1}{2} \left[ R_0 \left( \frac{m_1}{2^{n/d}} \right), \ldots, R_{n/d-1} \left( \frac{m_1}{2^{n/d}} \right) \right], \quad (B4)$$

$$\ldots$$

$$R_0 \left( \frac{m_d}{2^{n/d}} \right), \ldots, R_{n/d-1} \left( \frac{m_d}{2^{n/d}} \right).$$

Substituting for $\gamma(m/2^n)$ and $\eta(j_1), \ldots, \eta(j_d))$ in (B2) using (B3) and (B4), respectively, we deduce that for each $i \in \{1, \ldots, d\}$ and $l \in \{0, \ldots, n-1\}

$$R_l \left( \frac{m}{2^n} \right) = R_{l-(i-1)n/d} \left( \frac{m_i}{2^{n/d}} \right), \quad (B5)$$

for all $m \in \{0, \ldots, 2^n-1\}$.

Observe now that for $j_1 \in J_1,

$$j_i = \begin{cases} m_i - 2^{n/d-1} & 0 \leq m_i \leq 2^{n/d-1} - 1, \\
2^{n/d-1} + m_i - 2^{n/d-1} & 2^{n/d-1} \leq m_i \leq 2^{n/d} - 1 \end{cases}$$

$$= \sum_{l=0}^{n/d-1} \frac{1 - R_l \left( \frac{m_i}{2^{n/d}} \right)}{2^{l+2-n/d}} + \frac{1 - R_0 \left( \frac{m_i}{2^{n/d}} \right)}{2} - 2^{n/d-1}$$

$$= - \sum_{l=0}^{n/d-1} \frac{R_{l+(i-1)n/d} \left( \frac{m_i}{2^{n/d}} \right)}{2^{l+2-n/d}} - \frac{R_{(i-1)n/d} \left( \frac{m_i}{2^{n/d}} \right)}{2},$$

where we used (B5) to obtain the last line. Substituting the above in (B1), we obtain

$$h \left( \frac{m}{2^n} \right) = \sum_{l=0}^{n/d-1} \sum_{i=1}^{d} \alpha_i R_{l+i(n-1)d} \left( \frac{m}{2^n} \right) - \frac{\alpha_i}{2} R_{(i-1)n/d} \left( \frac{m}{2^n} \right)$$

$$- \sum_{i=1}^{d} \frac{\alpha_i}{2} R_{(i-1)n/d} \left( \frac{m}{2^n} \right)$$

$$= \sum_{i=1}^{d} \frac{\alpha_i}{2} R_{l+i(n-1)d} \left( \frac{m}{2^n} \right) + \sum_{l=0}^{n/d-1} \frac{\left[ 2^{l+1-n/d} + \delta_{l0} \right]}{2}$$

$$\times R_{l+i(n-1)d} \left( \frac{m}{2^n} \right).$$

We therefore conclude that for a quasiperiodic system, the spectral function of the generator $h$ is expressible as a linear combination of Rademacher functions. Explicitly, we have

$$h = \sum_{i=1}^{d} \sum_{l=0}^{n/d-1} h_{l+i(n-1)d} R_{l+i(n-1)d}, \quad (B6)$$
with
\[ \hat{h}_{2^l+(-1)^{n/d}} = -\alpha_s(2^{-l-1+n/d} + \delta_0)/2, \]
which is consistent with the factorization of the Hamiltonian \( H_n \) in (61).

**Appendix C: Approximate diagonalization of observables using the quantum Fourier transform**

In this appendix, we perform an analysis of approximate diagonalization of quantum mechanical observables induced at the quantum computational level from classical observables through the use of the QFT. In Appendices C.1 and C.2, we describe how such quantum mechanical observables become increasingly diagonal as the number of qubits \( n \) increases, and provide explicit bounds verifying the approximate eigenvalue equation (72). In Appendix C.3, we show that quantum mechanical expectation values of the approximately diagonalized observables converge to the true expectation values in a limit of infinite qubit number \( n \) and vanishing RKHA parameter \( \tau \). Appendices C.3 and C.4 contain proofs of two auxiliary lemmas, Lemma 2 and 4, which are stated in Appendices C.1 and C.2, respectively.

1. **Approximate diagonalization in dimension \( d = 1 \)**

   We begin with the one-dimensional case, \( d = 1 \), where \( X = S^1 \). In this case, the index set \( J_n \) in (17) becomes \( J_n = J_{n,1} = \{-N/2, \ldots, -1,1, \ldots, N/2\} \) with \( N = 2^n \), and the map \( \tilde{\mathcal{H}}_{n,d} \) in (69) reduces to the standard \( n \)-qubit QFT, \( \tilde{\mathcal{H}}_{n,d} = \tilde{\mathcal{H}}_n \). We also recall that \( p \in (0,1) \) and \( \tau > 0 \) are the parameters associated with the RKHA \( \mathcal{A} \).

   a. **Diagonalization using the regular representation \( \pi \)**

   Fixing \( m \in \mathbb{Z} \), consider the regular representer (multiplication map) \( \pi \psi_m \in B(\mathcal{A}) \) of basis vector \( \psi_m \), the associated quantum computational observable

   \[ \hat{A}_{m,n} := (W_n \circ \Pi_n \circ \Pi \circ \pi) \psi_m \in B(\mathcal{B}_n), \]

   and the Fourier-transformed observable

   \[ \hat{A}_{m,n} = \tilde{\mathcal{H}}_n \hat{A}_{m,n} = \tilde{\mathcal{H}}_n \hat{A}_{m,n} \tilde{\mathcal{H}}_n. \] (C1)

   First, note that by definition of the projection \( \Pi_n \), \( \hat{A}_{m,n} \) is the zero operator (and thus trivially diagonal) whenever \( |m| > N/2 \). This is a manifestation of an effective “Nyquist limit” on the wavenumber \( m \) of classical observables that can be resolved by the finite-dimensional system on \( \mathbb{B}_n \). Here, we are interested in characterizing the behavior of \( \hat{A}_{m,n} \) in the “well-resolved” regime, \( |m| \ll N/2 \). The following lemma provides a bound showing that (a) such well-resolved observables \( \hat{A}_{m,n} \) are approximately diagonal in the quantum computational basis \( \{|0\}, \ldots, |N-1\} \), and (b) the diagonal part approximately recovers the values of \( \psi_m \) at particular points on the circle \( S^1 \).

**Lemma 2.** With the notation of (C1), the observable \( \hat{A}_{m,n} \) satisfies

\[ (\hat{A}_{m,n})_{kl} := \langle k | \hat{A}_{m,n} | l \rangle = \psi_m(\theta_l) \delta_{kl} + \epsilon_{m,nkl}, \]

where \( \theta_l = 2\pi l/N \), and \( \epsilon_{m,nkl} \) is a residual obeying the bound

\[ |\epsilon_{m,nkl}| \leq C \tau |m| \left| \frac{(2|m|+1)e^{-\tau|m|}p}{N} \right|, \]

for a constant \( C \) independent of \( k, l, m, n, p, \) and \( \tau \).

A proof of Lemma 2 will be given in Appendix C.4. Using this basic result, we can derive error estimates for more general quantum mechanical observables than those induced by the individual basis functions \( \psi_m \).

First, note that the terms \( (2|m|+1)e^{-\tau|m|}p \), \( m \in \mathbb{Z} \), are bounded by a constant that depends on \( p \) and \( \tau \) (and diverges as either of these parameters tends to 0). Moreover, since \( p > 0 \), \( 1/N \) is bounded by a constant times \( 1/N^{1-p} \). Thus, for every \( p \in (0,1) \) and \( \tau > 0 \) there exists a constant \( C_{p,\tau} \) such that for all \( m \in \mathbb{Z} \),

\[ \frac{(2|m|+1)e^{-\tau|m|}p}{N} \leq C_{p,\tau} \frac{N^{1-p}}{N}. \]

This means that we can simplify the estimate for \( |\epsilon_{m,nkl}| \) in Lemma 2 to (the less precise) bound

\[ |\epsilon_{m,nkl}| \leq C_{p,\tau} \frac{C \tau |m|}{N^{1-p}}, \] (C2)

Using (C2), we estimate the square norm of the residual

\[ |r_{mnl}| := |\hat{A}_{m,n} |l \rangle - \psi_m(\theta_l) |l \rangle \]

as

\[ \|r_{mnl}\|_B^2 = \|\langle (\hat{A}_{m,n} - \psi_m(\theta_l) I) |l \rangle \|_B^2 \]

\[ = \sum_{k=0}^{N-1} (|\langle k | \hat{A}_{m,n} - \psi_m(\theta_l) I |l \rangle |^2) \]

\[ = \sum_{k=0}^{N-1} |\epsilon_{m,nkl}|^2 \leq \sum_{k=0}^{N-1} \left( \frac{C_{p,\tau} + C \tau |m|}{N^{1-2p}} \right)^2 \]

\[ = \frac{(C_{p,\tau} + C \tau |m|)^2}{N^{1-2p}}, \]

giving

\[ \|r_{mnl}\|_B \leq \frac{C_{p,\tau} + C \tau |m|}{N^{1/2-p}}. \] (C3)
Thus, so long as $p<1/2$, the norm of the residual converges to zero as $n \to \infty$, uniformly with respect to $l \in \mathbb{N}_0$.

We next generalize to bandlimited observables, i.e., observables $f^{(M)} : X \to \mathbb{C}$ for which there exists $M \in \mathbb{N}$ such that $f^{(M)} = \sum_{m=-M}^{M} \tilde{f}_m \phi_m$, where the $\phi_m$ are the Fourier functions on $X$, and the $\tilde{f}_m$ are complex expansion coefficients. We denote the vector space of such bandlimited observables on $X$ by $\mathfrak{B}$. Note that $\mathfrak{B}$ is a dense subalgebra of $C(X)$, and is also a dense subalgebra of $\mathfrak{A}$ for any $\tau > 0$ and $p \in (0,1)$ (in the respective norms). In particular, viewed as an element of $\mathfrak{A}$, $f^{(M)} = \sum_{m=-M}^{M} \tilde{f}_m \phi_m$ can be equivalently expressed as

$$f = \sum_{m=-M}^{M} \tilde{f}_m \psi_m,$$

where $\tilde{f}_m = e^{\pi|m|^p/2} \tilde{f}_m$.

By linearity, every such observable $f^{(M)} \in \mathfrak{B}$ is represented at the quantum computational level by

$$\tilde{A}^{(M)}_n := (\mathcal{W}_n \circ \Pi_n \circ \Pi \circ \pi) f^{(M)} = \sum_{m=-M}^{M} \tilde{f}_m A_{m,n},$$

and after application of the QFT by

$$\tilde{A}^{(M)}_n = \mathfrak{F}_n \tilde{A}^{(M)} = \sum_{m=-M}^{M} \tilde{f}_m \tilde{A}_{m,n}.$$  \hspace{1cm} (C4)

Thus, using Lemma 2 and (C3), we obtain

$$(k|\tilde{A}^{(M)}_n|l) = \sum_{m=-M}^{M} \tilde{f}_m (k|A_{m,n}|l)$$

$$= \sum_{m=-M}^{M} \tilde{f}_m \psi_m (\theta_l) \delta_{kl} + \sum_{m=-M}^{M} \tilde{f}_m \epsilon_{m,nkl}$$

$$= f^{(M)}(\theta_l) \delta_{kl} + \epsilon_{nkl}^{(M)},$$

where the residual $\epsilon_{nkl}^{(M)} := \sum_{m=-M}^{M} \tilde{f}_m \epsilon_{m,nkl}$ can be estimated as

$$|\epsilon_{nkl}^{(M)}| = \left| \sum_{m=-M}^{M} \tilde{f}_m \epsilon_{m,nkl} \right|$$

$$\leq \left( \sum_{m=-M}^{M} |\tilde{f}_m|^2 \right)^{1/2} \left( \sum_{m=-M}^{M} |\epsilon_{m,nkl}|^2 \right)^{1/2}$$

$$\leq \|f^{(M)}\|_{\mathfrak{A}} \left( \sum_{m=-M}^{M} (C_p, \tau + C\tau |m|)^2 \right)^{1/2}.$$  \hspace{1cm} (C5)

We thus conclude that for bandlimited observables the off-diagonal residual $\epsilon_{nkl}^{(M)}$ vanishes as $n \to \infty$ at fixed $p$ and $\tau$, uniformly with respect to $k, l \in \mathbb{N}_0$. For later convenience, we set

$$C_{p,\tau, M} = \sum_{m=-M}^{M} (C_p, \tau + C\tau |m|)^2,$$

so that

$$|\epsilon_{nkl}^{(M)}| \leq C_{p,\tau, M} \left( \sum_{m=-M}^{M} |\epsilon_{m,nkl}|^2 \right)^{1/2}.$$  \hspace{1cm} (C5)

Analogously to (C3), we can bound the norm of the residual $|r_{nl}^{(M)}| := |\tilde{A}^{(M)}_n|l - f^{(M)}(\theta_l)|l$ as

$$|r_{nl}^{(M)}| \leq \left( \sum_{k=0}^{N-1} \|\epsilon_{nkl}^{(M)}\|_{\mathfrak{A}}^2 \right)^{1/2} \leq \|f^{(M)}\|_{\mathfrak{A}} \left( \sum_{m=-M}^{M} (C_p, \tau + C\tau |m|)^2 \right)^{1/2},$$  \hspace{1cm} (C6)

and we deduce that the residual vanishes as $n \to \infty$ if $p < 1/2$.

Suppose now that $f = \sum_{m=-\infty}^{\infty} \tilde{f}_m \psi_m \in \mathfrak{A}$ is not bandlimited. Then, for any $\epsilon > 0$ there exists $M \in \mathbb{N}_0$ such that the bandlimited observable $f^{(M)} := \sum_{m=-M}^{M} \tilde{f}_m \psi_m \in \mathfrak{B}$ satisfies

$$\|f - f^{(M)}\|_{\mathfrak{A}} < \epsilon.$$  \hspace{1cm} (C7)

Defining

$$\tilde{A}_n := (\mathfrak{F}_n \circ \mathcal{W}_n \circ \Pi_n \circ \Pi \circ \pi) f$$

and $\tilde{A}^{(M)}_n$ by (C4), we get

$$|\langle k|\tilde{A}_n|l \rangle - f(\theta_l)\delta_{kl}| = ||\langle k|(|\tilde{A}^{(M)}_n|l) - |f^{(M)}(\theta_l)|l\rangle - (f(\theta_l) - f^{(M)}(\theta_l))\delta_{kl}|$$

$$\leq |\langle k|(|\tilde{A}^{(M)}_n|l)| - |f^{(M)}(\theta_l)|l\rangle|$$

$$+ |\langle k|(|\tilde{A}^{(M)}_n|l) - f^{(M)}(\theta_l)|l\rangle|$$

$$\leq |\langle k|(|\tilde{A}^{(M)}_n|l)| - f^{(M)}(\theta_l)|l\rangle| + \epsilon |f^{(M)}(\theta_l)|l\rangle.$$  \hspace{1cm} (C8)

To bound the terms in the right-hand side of the last inequality, note first that the operators $\Pi : \mathfrak{A} \to B(\mathfrak{B})$, $\Pi_n : B(\mathfrak{H}) \to B(\mathfrak{H}_n)$, $\mathcal{W}_n : B(\mathfrak{H}_n) \to B(\mathfrak{B}_n)$, and $\mathfrak{F}_n : B(\mathfrak{B}_n) \to B(\mathfrak{B}_n)$ all have unit norm. Using this fact, it follows that

$$\|\langle k|\tilde{A}^{(M)}_n|l\rangle\| = ||\langle k|\Pi_n \circ \Pi \circ \pi |f^{(M)}(\theta_l)|l\rangle|$$

$$\leq \|\Pi_n \circ \Pi \circ \pi |f^{(M)}(\theta_l)|l\rangle\|_{\mathfrak{B}_n}$$

$$\leq \|\Pi_n \circ \Pi \circ \pi \|_{\mathfrak{B}_n} \|f^{(M)}(\theta_l)|l\rangle\|_{\mathfrak{B}_n}$$

$$\leq \epsilon \|f^{(M)}(\theta_l)|l\rangle\|_{\mathfrak{B}_n}.$$

Moreover, it follows from the reproducing property of $\mathfrak{A}$ that

$$|f(\theta_l) - f^{(M)}(\theta_l)| \leq \epsilon \|f^{(M)}(\theta_l)|l\rangle\|_{\mathfrak{B}_n}$$

$$\leq \epsilon \|f^{(M)}(\theta_l)|l\rangle\|_{\mathfrak{B}_n}$$

$$\leq \epsilon \|f^{(M)}(\theta_l)|l\rangle\|_{\mathfrak{B}_n}.$$
Using these bounds and (C5), we obtain
\[ |\langle k | \tilde{A}_n | l \rangle - f(\theta_l) \delta_{kl} | \leq \epsilon (1 + \kappa) \| f \|_\infty, \]
\[ + \frac{C_{p,M}}{N^{1-p}} \| f^{(M)} \|_\infty \]
\[ \leq \left( 1 + \kappa \right) \epsilon + \frac{C_{p,M}}{N^{1-p}} \| f \|_\infty. \]
In particular, for large-enough N we have
\[ \frac{C_{p,M}}{N^{1-p}} < \epsilon, \]
and thus
\[ |\langle k | \tilde{A}_n | l \rangle - f(\theta_l) \delta_{kl} | \leq \epsilon (2 + \kappa) \| f \|_\infty. \] (C9)

Since \( \epsilon \) was arbitrary, we conclude that as \( n \to \infty \),
\[ |\langle k | \tilde{A}_n | l \rangle - f(\theta_l) \delta_{kl} | \] converges to 0, i.e., the matrix elements of the quantum mechanical observable \( \tilde{A}_n \) are consistently approximated by the matrix elements of the diagonal observable associated with the values \( f(\theta_l) \). Note that unlike the bandlimited case we do not have an explicit rate for this convergence.

Consider now the residual
\[ |r_{nl}| = \tilde{A}_n | l \rangle - f(\theta_l) | l \rangle. \] (C10)

In order to examine the asymptotic behavior of \( |r_{nl}| \) as \( n \to \infty \), it is useful to view the spaces \( \mathbb{B}_n \) as a nested family of subspaces of the sequence space \( \ell^2 \), i.e., \( \mathbb{B}_1 \subset \mathbb{B}_2 \subset \cdots \subset \ell^2 \). With this identification, \{0, 1, \ldots \} is an orthonormal basis of \( \ell^2 \), and \( |r_{11}|, |r_{12}|, \ldots \) is a bounded sequence in \( \ell^2 \). According to (C9), for any \( k \in \mathbb{N}_0 \), this sequence satisfies
\[ \lim_{n \to \infty} \langle k | r_{nl} | \mathbb{B}_n \rangle = 0. \]

It then follows from standard Hilbert space results that as \( n \to \infty \), \( |r_{nl}| \) converges to zero in the weak topology of \( \ell^2 \). That is, for any \( u \in \ell^2 \), we have
\[ \lim_{n \to \infty} \langle u | r_{nl} | \mathbb{B}_n \rangle = 0, \] (C11)
where \( u \) is the orthogonal projection of \( u \) onto \( \mathbb{B}_n \).

In summary, in dimension \( d = 1 \), the residual \( |r_{nl}| \) from (C10) converges weakly to zero as \( n \to \infty \) for any \( f \in \mathfrak{A} \). Moreover, if \( f \) is bandlimited, the convergence is strong (i.e., the residual norm vanishes) with a rate of convergence estimated by (C6).

b. Diagonalization using the self-adjoint representation \( \tilde{T} \)

Using the estimates obtained in Appendix C1a, we now derive approximate diagonalization results for the self-adjoint observables induced by the map \( \tilde{T} : \mathfrak{A} \to B(\mathfrak{B}) \) in (25). For any \( f \in \mathfrak{A} \), consider the self-adjoint observable \( \hat{S}_n \in B(\mathbb{B}_n) \) with
\[ \hat{S}_n = (\tilde{S} \circ \mathcal{W}_n \circ \Pi_n \circ \Pi \circ \tilde{T}) f \equiv \frac{\hat{A}_n + \hat{A}_n^*}{2}, \] (C12)
where \( \hat{A}_n \) is defined in (C8). Then, we have
\[ |\langle k | \hat{S}_n | l \rangle - \text{Re} f(\theta_l) | \]
\[ = \frac{1}{2} |\langle k | \tilde{A}_n | l \rangle - f(\theta_l) \delta_{kl} + \langle k | \hat{A}_n^* | l \rangle - f^*(\theta_l) \delta_{kl} | \]
\[ \leq \frac{1}{2} |\langle k | \tilde{A}_n | l \rangle - f(\theta_l) \delta_{kl} + |\langle k | \hat{A}_n^* | l \rangle - f^*(\theta_l) \delta_{kl} | \]
\[ = \frac{1}{2} |\langle k | \tilde{A}_n | l \rangle - f(\theta_l) \delta_{kl} | + |\langle l | \hat{A}_n^* | k \rangle - f(\theta_l) \delta_{kl}^* | \]
\[ = \frac{1}{2} |\langle k | \tilde{A}_n | l \rangle - f(\theta_l) \delta_{kl} | + |\langle l | \hat{A}_n | k \rangle - f(\theta_l) \delta_{kl}^* |, \]
and we can use the results of Appendix C1a to bound the two terms in the last line. In particular, if \( f = \sum_{m=-M}^{M} f_m \psi_m \) is bandlimited, then it follows from (C5) that
\[ |\langle k | \hat{S}_n | l \rangle - \text{Re} f(\theta_l) | \]
\[ \leq \frac{|\langle \Pi_{nl}^{(M)} \rangle | + |\langle \Pi_{kl}^{(M)} \rangle |}{2} \leq \frac{C_{p,M}}{N^{1-p}} \| f \|_{\mathfrak{A}}, \]
and for general \( f \in \mathfrak{A} \),
\[ |\langle k | \hat{A}_n | l \rangle - \text{Re} f(\theta_l) \delta_{kl} | \leq \epsilon (2 + \kappa) \| f \|_{\mathfrak{A}}, \]
with the same notation as (C9). Moreover, convergence results for the residual \( \hat{S}_n | l \rangle - \text{Re} f(\theta_l) | l \rangle \) can be derived analogously to those for \( |r_{nl}| \) in Appendix C1a.

2. Approximate diagonalization in dimension \( d > 1 \)

We can extend the results in Appendix C1 to dimension \( d > 1 \) by taking advantage of the tensor product structure of the RKHA \( \mathfrak{A} \) on \( \mathbb{T}^d \) and the maps effecting the transformations from the classical to the quantum computational level. Following the notation of Sec. II B, we will use (1)-superscripts to distinguish vector spaces, vectors, and linear maps associated with the circle \( S^1 \); see, e.g., (13). With this notation, the representation map \( \pi : \mathfrak{A} \to B(\mathfrak{B}) \) for dimension \( d \) decomposes as \( \pi = \bigotimes_{i=1}^{d} \pi^{(i)} \), and similarly we have \( \Pi : \mathfrak{B}(\mathfrak{B}) \to B(\mathcal{H}) \), \( \Pi_n : B(\mathcal{H}) \to B(\mathcal{H}_n) \), and \( \mathcal{W}_n : B(\mathcal{H}_n) \to B(\mathbb{B}_n) \) with \( \Pi = \bigotimes_{i=1}^{d} \Pi^{(i)} \), \( \Pi_n = \bigotimes_{i=1}^{d} \Pi_n^{(i)} \), and \( \mathcal{W}_n = \bigotimes_{i=1}^{d} \mathcal{W}_n^{(i)} \), where we have assumed that the number of qubits \( n \) is an integer multiple of \( d \). We also recall the definition of the tensor product QFT operator \( \mathfrak{S}_{n,d} : B(\mathbb{B}_n) \to B(\mathbb{B}_n) \) in (70), i.e.,
\[ \mathfrak{S}_{n,d} A := \mathfrak{S}_{n,d} A \mathfrak{S}_{n,d}^{\dagger} = \bigotimes_{i=1}^{d} \mathfrak{S}_{n/d}^{(i)} A. \]

Given any tensor product element \( f = \bigotimes_{i=1}^{d} f^{(i)} \in \mathfrak{A} \), we have
\[ \hat{A}_n := (\mathfrak{S}_{n,d} \circ \mathcal{W}_n \circ \Pi_n \circ \Pi \circ \pi) f = \bigotimes_{i=1}^{d} \hat{A}^{(i)}_n, \]
where
\[ \tilde{A}_n^{(i)} = (\tilde{S}_{n/d} \circ W_{n/d}^{(1)} \circ \Pi_{n/d}^{(1)} \circ \pi^{(1)}) f^{(i)} \]

Meanwhile, for any binary string \( b = (b^{(1)}, \ldots, b^{(d)}) \in \{0, 1\}^n \) with associated evaluation point \( x_b \in \mathbb{T}^d \) from \( \text{[71]} \) we have
\[ f(x_b) = \prod_{i=1}^d f(\theta_{b^{(i)}}). \]

Thus, for any two computational basis vectors \( |a\rangle \) and \( |b\rangle \) of \( \mathbb{B}_n \) with \( a = (a^{(1)}, \ldots, a^{(d)}) \) and \( b = (b^{(1)}, \ldots, b^{(d)}) \) we have
\[ |\langle a|\tilde{A}_n|b\rangle - f(x_b)\delta_{ab}| = \prod_{i=1}^d \left| \langle a^{(i)}|\tilde{A}_n^{(i)}|b^{(i)}\rangle - f^{(i)}(\theta_{b^{(i)}})\delta_{a^{(i)}b^{(i)}} \right|, \]

and we can use the results of Appendix \( \text{C1} \) to bound the right-hand side. In particular, it follows from \( \text{[C9]} \) that \( |\langle a|\tilde{A}_n|b\rangle - f(x_b)\delta_{ab}| \) converges to 0 as \( n \to \infty \), so that \( \tilde{A}_n \) is consistently approximated by a diagonal observable with eigenvalues equal to the values of \( f \) at the points \( x_b \). Moreover, the residual is \( O(N^{1-p}) \) analogously to \( \text{[C6]} \) if \( f \) is bandlimited, and converges weakly to zero as \( n \) increases in the sense of \( \text{[C11]} \).

The extension to elements of \( \mathfrak{A} \) which are not of tensor product form follows by linearity. We omit the details of these calculations in the interest of brevity.

Note now that for every \( f \in \mathfrak{A} \), the spectrum of the corresponding multiplication operator \( \pi f \) consists precisely of the range of values of \( f \), i.e., \( \sigma(\pi f) = \text{ran } f \). In particular, since the elements of \( \mathfrak{A} \) are all continuous functions, \( \pi f \) has nonempty continuous spectrum, unless \( f \) is constant. Define \( D_n : \mathbb{B}_n \to \mathbb{B}_n \) and \( E_n : \mathbb{B}_n \to \mathbb{B}_n \) as the diagonal operators satisfying
\[ D_n(b) = f(x_b)|b\rangle, \quad E_n(b) = \text{Re } f(x_b)|b\rangle, \quad (\text{C13}) \]

where \( E_n \) is self-adjoint. The following theorem summarizes the properties of the quantum computational observables approximating \( \pi f \) and \( \tilde{T}f \) obtained in Appendices \( \text{C1} \) and \( \text{C2} \).

**Theorem 3.** Let \( f \in \mathfrak{A} \) be arbitrary, and consider the operators \( \tilde{A}_n \) and \( \tilde{S}_n \) defined as in \( \text{[C8]} \) and \( \text{[C12]} \) for dimension \( d \geq 1 \). Consider also the diagonal operators in \( \text{[C13]} \). Then, the following hold as \( n \to \infty \):

a. The matrix elements \( \langle k|\tilde{A}_n|l\rangle \) of \( \tilde{A}_n \) converge to the matrix elements \( \langle k|D_n|l\rangle = f(x_k)\delta_{kl} \) of \( D_n \).

b. The matrix elements \( \langle k|\tilde{S}_n|l\rangle \) of \( \tilde{S}_n \) converge to the matrix elements \( \langle k|E_n|l\rangle = \text{Re } f(x_k)\delta_{kl} \) of \( E_n \).

c. For each basis vector \( |l\rangle \), the residuals \( \langle \tilde{A}_n - E_n|l\rangle \) and \( \langle \tilde{S}_n - E_n|l\rangle \) converge to zero weakly. Moreover, if \( f \) is bandlimited, the convergence is strong and the norms of the residuals are \( O(N^{1-p}) \).

d. For every element \( z \in \text{ran } f \) there exists a sequence of eigenvalues \( z_n \) of \( D_n \) and a sequence of eigenvalues \( u_n \) of \( E_n \) such that \( z = \lim_{n \to \infty} z_n \) and \( \text{Re } z = \lim_{n \to \infty} u_n \).

The approximate diagonalization result in \( \text{[C13]} \) is a consequence of Theorem 3.

**3. Convergence of quantum mechanical expectations**

Thus far, we have established that every element \( f \in \mathfrak{A} \) can be consistently approximated in a spectral sense by operators \( D_n \in B(\mathbb{B}_n) \) which are diagonal in the computational basis. By construction (see Theorem 3) the spectra of \( D_n \) are subsets of the range of values of \( f \). As a result, quantum measurement of \( D_n \) (which can be equivalently realized by measurement of the PVM associated with the computational basis as described in Sec. \( \text{VIIB} \)) yields outcomes consistent with values that \( f \) takes on classical states in \( X \). While this is a desirable property to have, it does not in itself guarantee that the quantum mechanical measurements are consistent with the value of \( f \) on the particular classical state that the system happens to have. Establishing this type of consistency is the goal of this appendix.

The convergence results that we derive will turn out to hold for a decreasing sequence of RKHA parameters \( \tau \), as opposed to fixed \( \tau \) values in Appendices \( \text{C1} \) and \( \text{C2} \).

Thus, in what follows, we will use the notation \( \mathfrak{A}_\tau \equiv \mathfrak{A} \) to make the dependence of the RKHAs on \( \tau > 0 \) explicit. By construction, the spaces \( \mathfrak{A}_\tau \) form an increasing nested family as \( \tau \) decreases to 0; that is, for every \( 0 < \tau < \tau' \) and \( f \in \mathfrak{A} \) we have \( \mathfrak{A}_\tau \subset \mathfrak{A}_{\tau'} \) and \( \|f\|_{\mathfrak{A}_{\tau}} \geq \|f\|_{\mathfrak{A}_{\tau'}} \). We also introduce explicit \( \tau \) subscripts in our notation for the RKHSSs \( \mathcal{H}_\tau \subset \mathfrak{A}_\tau \) and \( \mathcal{H}_n \subset \mathcal{H}_\tau \) and the operators \( L_{\tau} : \mathfrak{A}_\tau \to \mathfrak{A}_{\tau}, \pi_{\tau} : \mathfrak{A}_\tau \to B(\mathcal{H}_\tau), \Pi_{\tau} : B(\mathcal{H}_\tau) \to B(\mathcal{H}_\tau), \Pi_{\tau,n} : B(\mathcal{H}_\tau) \to B(\mathcal{H}_n), \) \( \tau \) subscripts will also be introduced in our notation for elements of \( \mathcal{H}_\tau \), \( \mathcal{H}_n \), and the associated operator spaces as appropriate.

As in Appendices \( \text{C1} \) and \( \text{C2} \) we consider first the one-dimensional case, \( d = 1 \), and an observable \( f = \psi_{m,\tau} \) equal to a basis vector of \( \mathfrak{A}_\tau \). We define the diagonal operator \( D_{m,\tau,n} : \mathbb{B}_n \to \mathbb{B}_n \) with
\[ D_{m,\tau,n}(|l\rangle) = \psi_{m,\tau}(\theta_l)|l\rangle \]

analogously to \( \text{[C13]} \), and also set \( \tilde{D}_{m,\tau,n} \in B(\mathcal{H}_{\tau,n}) \) with
\[ \tilde{D}_{m,\tau,n} = (W_n^* \circ \tilde{S}_n^*)D_{m,\tau,n} = W_n^*\tilde{S}_nD_{m,\tau,n}\tilde{S}_n^*W_n. \]

We also define
\[ \tilde{A}_{m,\tau,n} = (\tilde{S}_n \circ W_n \circ \Pi_{\tau,n} \circ \Pi_{\tau} \circ \pi_{\tau})\psi_{m,\tau} \in B(\mathbb{B}_n) \quad (\text{C14}) \]
as in \( \text{[C1]} \). For any \( x \in X = \mathbb{S}^1 \), we consider the quantum computational state \( \tilde{\rho}_{x,\tau,n} = \tilde{F}_{\tau,n}(x) \in \mathcal{Q}(\mathbb{B}_n) \) and the state \( \rho_{x,\tau,n} \in \mathcal{Q}(\mathbb{B}_n) \) after application of the QFT,
\[ \tilde{\rho}_{x,\tau,n} = \tilde{S}_n\tilde{\rho}_{x,\tau,n} = (\tilde{S}_n \circ W_n)\rho_{x,\tau,n}. \quad (\text{C15}) \]
We then have:

**Lemma 4.** With notation as above, the \( n \to \infty \) limit of the expected difference \( \langle \hat{A}_{m,\tau,n} - D_{m,\tau,n} \rangle \hat{\rho}_{x,\tau,n} \) between measurements of \( \hat{A}_{m,\tau,n} \) and \( D_{m,\tau,n} \) on the state \( \hat{\rho}_{x,\tau,n} \) exists, and satisfies

\[
\lim_{n \to \infty} \| \langle \hat{A}_{m,\tau,n} - D_{m,\tau,n} \rangle \hat{\rho}_{x,\tau,n} \| = \leq 1 - e^{-\tau|m|^p/2}.
\]

A proof of Lemma 4 can be found in Appendix C.5. For our purposes, a key implication of the result is that while the bias in measuring \( D_{m,\tau,n} \) (instead of \( \hat{A}_{m,\tau,n} \)) need not vanish as \( n \to \infty \), it can be made arbitrarily small for a suitable choice of \( \tau \). In particular, for any \( \epsilon > 0 \) there exists \( \tau_M > 0 \) such that for all \( \tau \in (0, \tau_M) \) we have \( 1 - e^{-\tau|m|^p/2} < \epsilon \), and thus

\[
\lim_{n \to \infty} \| \langle \hat{A}_{m,\tau,n} - D_{m,\tau,n} \rangle \hat{\rho}_{x,\tau,n} \| < \epsilon. \quad (C16)
\]

Since \( 1 - e^{-\tau|m|^p/2} \leq \tau|m|^p/2 \), the choice \( \tau_m = 2\epsilon|m|^{-p} \) will suffice for (C16) to hold.

Next, consider bandlimited observables \( f(M) \in \mathfrak{B} \) of the form \( f(M) = \sum_{m=-M}^M \hat{f}_m \rho_m \). Let

\[
\hat{A}_{\tau,n}^{(M)} = (\mathfrak{F}_n \circ W_n \circ \Pi_{\tau,n} \circ \Pi_{\tau} \circ \tau_{\pi}) f
\]

be the corresponding quantum computable observable, and let \( D_{\tau,n} \in B(\mathfrak{B}_n) \) be the diagonal observable approximating \( A_{\tau,n} \),

\[
D_{\tau,n}(\hat{\rho}) = f(\theta)(\hat{\rho}), \quad D_{\tau,n} = \sum_{m=-M}^M \hat{f}_m \tau_D_{m,\tau,n}. \quad (C18)
\]

Using Lemma 4 and following a similar approach as in Appendix C.1 we find

\[
\lim_{n \to \infty} \| \langle \hat{A}_{\tau,n} - D_{\tau,n} \rangle \hat{\rho}_{x,\tau,n} \| \leq C_{p,\tau,M} \| f \|_{\mathfrak{A}_\tau}, \quad (C19)
\]

where

\[
C_{p,\tau,M}^2 = \sum_{m=-M}^M \left( 1 - e^{-\tau|m|^p/2} \right) \leq 1 - e^{-\tau|M|^{p+\frac{1}{2}}}. \quad (C20)
\]

Again, for any \( \epsilon > 0 \), there exists \( \tau_M > 0 \) such that

\[
\lim_{n \to \infty} \| \langle \hat{A}_{\tau,n} - D_{\tau,n} \rangle \hat{\rho}_{x,\tau,n} \| < \epsilon \| f \|_{\mathfrak{A}_\tau}, \quad \forall \tau \in (0, \tau_M). \quad (C20)
\]

In this case, the choice \( \tau_M = 2\epsilon|M|^{-(p+\frac{1}{2})} \) is sufficient for the bound to hold.

To generalize to non-bandlimited observables, we must take into account the fact that the error bounds in (C16) and (C20) imply convergence on a decreasing sequence of RKHA parameters \( \tau \), as opposed to the diagonalization results in Appendix C.1 which hold for fixed \( \tau \). With that in mind, we consider a space of classical observables that contains the RKHAs \( \mathfrak{A}_\tau \) for all admissible values of the parameters \( \tau \) and \( p \). In particular, we consider observables in the Wiener algebra of \( X \), i.e., the space of functions \( f : X \to \mathbb{C} \) with absolutely convergent Fourier series, which we denote here by \( \mathfrak{W} \). The Wiener algebra \( \mathfrak{W} \) is a dense subalgebra of \( C(X) \). Moreover, the RKHAs \( \mathfrak{A}_\tau \) employed in this work are all dense subalgebras of \( \mathfrak{W} \). Thus, we have the following relationships between algebras of classical observables (which also hold in dimension \( d > 1 \)):

\[
\mathfrak{W} \subset \mathfrak{A}_\tau \subset \mathfrak{W} \subset C(X). \quad (C21)
\]

Suppose then that \( f = \sum_{m=-\infty}^{\infty} \hat{f}_m \phi_m \) is an arbitrary element of \( \mathfrak{W} \), where the sum over \( m \) converges uniformly on \( X \). Then, for any \( \epsilon > 0 \) there exists \( \delta > 0 \) such that for every \( M > M_0 \) the bandlimited observable \( f(M) = \sum_{m=-M}^M \hat{f}_m \phi_m \in \mathfrak{W} \) satisfies

\[
\| f - f(M) \|_{C(X)} < \epsilon/3. \quad (C22)
\]

The bandlimited observable \( f(M) \) is an element of \( \mathfrak{A}_\tau \) for any \( \tau > 0 \), with RKHA norm satisfying

\[
\| f(M) \|_{\mathfrak{A}_\tau} = \left( \sum_{m=-M}^M e^{\tau|m|^p} |\hat{f}_m|^2 \right)^{1/2} \leq e^{\tau M^p/2} \left( \sum_{m=-M}^M |\hat{f}_m|^2 \right)^{1/2} \leq e^{\tau M^p/2} \sum_{m=-M}^M |\hat{f}_m| \leq e^{\tau M^p/2} \sum_{m=-M}^M \| f \|_{C(X)} = (2M + 1)e^{\tau M^p/2} \| f \|_{C(X)}. \quad (C22)
\]

We will also need the observable

\[
f_{\tau}(M) = L_{\tau} f(M) = \kappa_{\tau} \sum_{m=-M}^M \hat{f}_m \phi_m
\]

as an intermediate approximation associated with the bias correction introduced in Sec.11A and Appendix A.3 to take into account the projection from \( \mathfrak{A}_\tau \) to \( \mathfrak{H}_\tau \). Here, \( L_{\tau} \) is operator introduced in [11A] and \( \eta_m, \tau \) are its eigenvalues, where we have again used \( \tau \) subscripts to make dependencies on that parameter explicit. We have

\[
\| f(M) - f_{\tau}(M) \|_{C(X)} = \left\| \sum_{m=-M}^M \left( \frac{\eta_{m,\tau}}{\kappa_{\tau} - 1} \right) \hat{f}_m \phi_m \right\|_{C(X)} \leq C_{\tau} \sum_{m=-M}^M |\hat{f}_m|,
\]

where

\[
C_{\tau} = \mathcal{L}_{\tau}(\mathfrak{W}) < \infty.
\]
where
\[ C_\tau = \max_{m \in [-M,M]} \eta_m \left| \frac{\kappa_m - 1}{\kappa_\tau} \right| = e^{-\tau}. \]

Note that to obtain the last result we used the fact that
\[ |f(x)| \leq C_\tau (2M + 1) \|f\|_{C(X)} \] (C23)

Next, define the quantum observable \( \hat{y}_{\tau,n} \in B(\mathcal{B}_n) \) as
\[ \hat{y}_{\tau,n} = (\mathfrak{B}_n \circ \mathcal{W}_{\tau,n} \circ \Pi_{\tau,n} \circ \Pi_{\tau} \circ \varpi_n) f^{(M)} \]
\[ = \kappa_n \sum_{m=-M}^{M} \eta_n \tau_m \hat{y}_{m,n} \] (C24)

where \( \hat{y}_{m,n} = e^{\tau|m|^2} \hat{f}_m \), and \( \hat{y}_{m,n} \) are operators defined as in (C14). Define also the diagonal observable
\[ D^{(M)}_{\tau,n} = f^{(M)}(\vartheta_l) |l\rangle = \sum_{m=-M}^{M} \hat{f}_m \psi_{m,n}(\vartheta_l) |l\rangle. \] (C25)

Letting \( x \) be an arbitrary point in \( X \), defining the quantum state \( \hat{\rho}_{x,\tau,n} \in Q(\mathcal{B}_n) \) as in (C15), and using (C21) and (C22) we get
\[ |f(x) - \langle \hat{D}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}}| \]
\[ = |f(x) - f^{(M)}(x) + f^{(M)}(x) - f^{(M)}(x) + f^{(M)}(x)| \]
\[ - \langle \hat{A}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}} + \langle \hat{A}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}} - \langle \hat{D}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}} | \]
\[ \leq |f(x) - f^{(M)}(x)| + |f^{(M)}(x) - f^{(M)}(x)| \]
\[ + |f^{(M)}(x) - \langle \hat{A}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}}| + |\langle \hat{A}^{(M)}_{\tau,n} - D^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}}| \]
\[ \leq \|f - f^{(M)}\|_{C(X)} + \|f^{(M)} - f\|_{C(X)} \]
\[ + |f^{(M)}(x) - \langle \hat{A}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}}| + |\langle \hat{A}^{(M)}_{\tau,n} - D^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}}| \]
\[ < \frac{\varepsilon}{3} + C_\tau (2M + 1) \|f\|_{C(X)} + \|f^{(M)}(x) - \langle \hat{A}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}}| \]
\[ + |\langle \hat{A}^{(M)}_{\tau,n} - D^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}}|. \]

We can now bound the second, third, and fourth terms in the right-hand side of the last inequality. In particular, it follows by applying Proposition [1] to the observable \( f^{(M)}_\tau \) that
\[ \lim_{n \to \infty} \|f^{(M)}_\tau(x) - \langle \hat{A}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}}| = 0, \]
and from [C19] and [C22] that
\[ \lim_{n \to \infty} \|\langle \hat{A}^{(M)}_{\tau,n} - D^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}}| \]
\[ \leq C_{p,M} \|f^{(M)}\|_{C(X)} \]
\[ \leq C_{p,M} (2M + 1) e^{\tau M^2/2} \|f\|_{C(X)}. \]

Then, using the above in conjunction with the fact that
\[ \lim_{\tau \to 0} C_{\tau} = 0, \]
it follows that for any \( M \in \mathbb{N} \) there exists \( \tau_M > 0 \) such that for all \( \tau \in (0, \tau_M) \) we have, simultaneously,
\[ \begin{cases} \]
\[ C_\tau (2M + 1) \|f\|_{C(X)} < \epsilon/3, \]
\[ C_{p,M} (2M + 1) e^{\tau M^2/2} \|f\|_{C(X)} < \epsilon/3, \]
\[ \end{cases} \] (C26)

and thus
\[ \lim_{n \to \infty} |f(x) - \langle \hat{D}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}}| < \frac{\epsilon}{3} + \frac{\epsilon}{3} + 0 + \frac{\epsilon}{3} = \epsilon. \]

Since \( \epsilon \) was arbitrary, we conclude that there exists a decreasing sequence of RKHA parameters \( \tau_M \) such that the quantum mechanical expectation \( \langle \hat{D}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}} \) converges to the classical value \( f(x) \) in the limited interval of \( M \to \infty \) (finite bandwidth) after \( n \to \infty \) (finite qubits), and the convergence is uniform with respect to \( x \in X \).

Having established this convergence result in dimension \( d = 1 \), we can extend it to higher dimensions using tensor product arguments analogous to those in Appendix [C2]. It is also straightforward to derive analogous results using the symmetrized map \( \hat{T}_{\tau} : \mathfrak{B}_\tau \to B(\mathcal{H}_\tau) \), inducing the self-adjoint quantum computational observable (cf. [C24])
\[ \hat{S}^{(M)}_{\tau,n} = (\mathfrak{B}_n \circ \mathcal{W}_{\tau,n} \circ \Pi_{\tau,n} \circ \Pi_{\tau} \circ \hat{T}_{\tau}) f^{(M)} \]
and the diagonal observable
\[ E^{(M)}_{\tau,n} |x_i\rangle = \text{Re} f^{(M)}(\vartheta_l) |x_i\rangle. \] (C27)

We do not reproduce the details of these analyses in the interest of brevity. The following theorem summarizes the asymptotic convergence of our approach in these settings.

**Theorem 5.** Let \( f = \sum_{m \in \mathbb{Z}} \hat{f}_m \phi_m \) be a classical observable in the Wiener algebra \( \mathcal{W} \) of \( X = \mathbb{T}^d \). For \( M \in \mathbb{N}, \tau > 0, \) and \( n \in \mathbb{N}, \) define the bandlimited observable \( f^{(M)} = \sum_{|m| \leq M} \hat{f}_m \phi_m \) and the corresponding diagonal quantum mechanical observables \( D^{(M)}_{\tau,n} \) and \( E^{(M)}_{\tau,n} \) from (C25) and (C27), respectively. Then, there exists a sequence \( \tau_1, \tau_2, \ldots \), decreasing to 0, such that for any \( x \in X \),
\[ \lim_{M \to \infty} \lim_{n \to \infty} \langle \hat{D}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}} = f(x), \]
\[ \lim_{M \to \infty} \lim_{n \to \infty} \langle \hat{E}^{(M)}_{\tau,n} \rangle_{\hat{\rho}_{x,\tau,n}} = \text{Re} f(x), \]
uniformly with respect to \( x \in X \).

The fact that quantum states at the quantum computational level evolve compatibly with the underlying classical dynamics, i.e., \( \hat{\Psi}_n(\hat{\rho}_{x,\tau,n}) = \hat{\rho}_{\Phi(x),n} \), leads to the following corollary of Theorem 5 which establishes the asymptotic consistency of QEDC in simulating the evolution of classical observables.
Corollary 6. With the notation of Theorem 5 and for any \( t \geq 0 \), let \( \hat{f}_{M,n}^{(t)} \in C(X) \) with
\[
\hat{f}_{M,n}^{(t)}(x) = \langle D_{\tau M,n}^{(M)} \rangle_{x,\tau,M},
\]
be the function representing the expected value of the time-\( t \) simulation of \( f \) by the quantum computer, given initial conditions \( x \). Then,
\[
\lim_{M \to \infty} \lim_{n \to \infty} \hat{f}_{M,n}^{(t)}(x) = U^{t} f(x),
\]
where the convergence is uniform with respect to \( x \in X \) and \( t \) in compact sets. Moreover, if \( f \) is real-valued, the analogous result holds for
\[
\hat{f}_{M,n}^{(t)}(x) = \langle E_{\tau M,n}^{(M)} \rangle_{x,\tau,M},
\]
Before closing this section, we note that while the convergence results in Theorem 5 and Corollary 6 hold for observables in the Wiener algebra \( \mathcal{M} \) with absolutely convergent Fourier series, the fact that \( \mathcal{M} \) is a dense subspace of \( C(X) \) means that any observable \( f \in C(X) \) can be approximated to arbitrarily high precision in uniform norm by an observable \( g \in \mathcal{M} \), whose dynamical evolution can in turn be simulated to arbitrarily high precision using the quantum compiler as established in Corollary 6. The function \( g \) may be constructed by several means available from signal processing, e.g., by convolution of \( f \) by an appropriate smoothing kernel. A detailed study of this topic is beyond the scope of the present work.

4. Proof of Lemma 2

Using the definition of the map \( W_{n} \) in 58 and the QFT in 68, we get
\[
W_{n}^{*} \pi \mathfrak{F}_{n} |l \rangle = W_{n}^{*} \left( \frac{1}{\sqrt{N}} \sum_{q=0}^{N-1} e^{-2\pi i q/N} |q \rangle \right) = \frac{1}{\sqrt{N}} \sum_{q=0}^{N-1} e^{-2\pi i q/N} \pi \mathfrak{F}_{n-1} |q \rangle = \frac{1}{\sqrt{N}} \sum_{j \in J_{n}} e^{-2\pi i \psi_{j}/N} |j \rangle,
\]
leading to
\[
\pi \mathfrak{F}_{n} |l \rangle = \frac{1}{\sqrt{N}} \sum_{j \in J_{n}} e^{-2\pi i \psi_{j}/N} \pi \mathfrak{F}_{n} |j \rangle = \frac{1}{\sqrt{N}} \sum_{j \in J_{n}} e^{-2\pi i \psi_{j}/N} \psi_{j} = \frac{1}{\sqrt{N}} \sum_{j \in J_{n}} e^{-2\pi i \psi_{j}/N} c_{m} \psi_{j},
\]
Therefore, the operator \( \hat{A}_{m,n} \) has the matrix elements
\[
\langle \hat{A}_{m,n} |_{kl} = \langle k | \hat{A}_{m,n} |l \rangle = \langle k | \pi \mathfrak{F}_{n}^{*} W_{n}^{*} \pi \mathfrak{F}_{n} |l \rangle = \langle \pi \mathfrak{F}_{n}^{*} W_{n}^{*} \pi \mathfrak{F}_{n} |l \rangle_{A} = \frac{1}{\sqrt{N}} \sum_{j \in J_{n}} e^{-2\pi i \psi_{j}/N} c_{mj} \psi_{j},
\]
and
\[
\langle \hat{A}_{m,n} |_{kl} = \langle k | \hat{A}_{m,n} |l \rangle = \langle k | \pi \mathfrak{F}_{n}^{*} W_{n}^{*} \pi \mathfrak{F}_{n} |l \rangle = \langle \pi \mathfrak{F}_{n}^{*} W_{n}^{*} \pi \mathfrak{F}_{n} |l \rangle_{A} = \frac{1}{\sqrt{N}} \sum_{j \in J_{n}} e^{-2\pi i \psi_{j}/N} c_{mj} \psi_{j}.
\]
Thus, defining
\[
\varepsilon_{m,j} = \sum_{j \in J_{n}} e^{2\pi i ((k-l)\psi_{j}+km)/N} c_{m,j}^{(n)},
\]
we get
\[
\langle \hat{A}_{m,n} |_{kl} = \sum_{j \in J_{n}} e^{2\pi i ((k-l)\psi_{j}+km)/N} e^{-\tau|\psi_{j}|^{2}/2} + \varepsilon_{m,j}.
\]
Note that we used standard properties of discrete Fourier transforms to arrive at the last line. It then follows by definition of the \( \psi_{m} \) basis vectors and \( \theta \) gridpoints that
\[
\langle \hat{A}_{m,n} |_{kl} = \psi_{m}(\theta_{t}) \delta_{kl} + \varepsilon_{m,k},
\]
as claimed in the statement of the lemma.
We now proceed to bound the remainder $\varepsilon_{mnkl}$, assuming, for now, that $m \geq 0$. Letting $N = N/2$, we have

$$|\varepsilon_{mnkl}| = \left| \frac{1}{N} \sum_{j \in J_n} e^{2\pi i ((k-l)j + km)/N} \right| \leq \frac{1}{N} \sum_{j \in J_n} c_{m,j}^{(n)}$$

$$= \frac{1}{N} \sum_{j = -N}^{-m} c_{m,j}^{(n)} + \frac{1}{N} \sum_{j = -m+1}^{-1} e^{-\tau |m|^p}$$

$$+ \frac{1}{N} \sum_{j = 1}^{N-m-1} c_{m,j}^{(n)} + \frac{1}{N} \sum_{j = N-m+1}^{N} e^{-\tau |m|^p}$$

$$= \left( \frac{2|m| + 1}{N} \right) e^{-\tau |m|^p} + \varepsilon_- + \varepsilon_+,$$

where

$$\varepsilon_- = \frac{1}{N} \sum_{j = -N}^{-m} c_{m,j}^{(n)}, \quad \varepsilon_+ = \frac{1}{N} \sum_{j = 1}^{N-m-1} c_{m,j}^{(n)}.$$

Next, to bound the $\varepsilon_+$ term, consider the function $f(u) = u^p$. Since $p \in (0, 1)$, $f$ is strictly concave on the positive real line. Thus, for $m \geq 0$ and $j \geq 1$, we have

$$|m + j|^p - |j|^p = |f(m + j) - f(j)| \leq |f'(j)||m|$$

$$= pj^{p-1}|m|. \quad (C29)$$

Consider also the function $g(u) = e^{\tau u/2} - 1$ on the interval $u \in [0, u_{\text{max}}]$ with $u_{\text{max}} = pm$. The function $g$ is strictly convex, so

$$g(u) \leq g'(u_{\text{max}})u = \frac{\tau}{2} e^{\tau u_{\text{max}}/2} u = \frac{\tau}{2} \tau pm/2u.$$

Therefore, for $m \geq 0$ and $j \geq 1$, we obtain

$$c_{m,j}^{(n)} = e^{-\tau |m|^p/2} g(f(m + j) - f(j)) \leq \tau pm |j|^{p-1}/2. \quad (C30)$$

Note that we have used (C29) and the fact that $f(m + j) - f(j) \leq pm$ (which follows from the same equation).

Next, let $a_N$ be the series

$$a_N = \sum_{j = 1}^{N} \left( \frac{j}{N} \right)^{p-1} \frac{1}{N}.$$

As $N \to \infty$, $a_N$ converges to the integral $\int_0^1 u^{p-1} du = 1/p$. Therefore, $a_N$ is bounded by a constant, $\tilde{C}$, leading to the bound

$$\frac{1}{N} \sum_{j = 1}^{N} j^{p-1} = \tilde{N}^{p-1} a_N \leq \tilde{C} N^{p-1}. \quad (C31)$$

Using (C30) and (C31), we thus obtain

$$\varepsilon_+ := \left| \frac{1}{2N} \sum_{j = 1}^{N} e^{2\pi i ((k-l)j + km)/N} \right| \leq \frac{1}{2N} \sum_{j = 1}^{N} c_{m,j}^{(n)}$$

$$\leq \tilde{C} \tau p |m| N^{p-1}/2. \quad (C32)$$

Moreover, analogous arguments for $j \leq -1$ lead to the estimate

$$\varepsilon_- := \left| \frac{1}{2N} \sum_{j = -N}^{-1} e^{2\pi i ((k-l)j + km)/N} \right| \leq \tilde{C} \tau p |m| N^{p-1}/2 \quad (C33)$$

for a constant $\tilde{C}$.

Substituting (C32) and (C33) into (C28), it follows that

$$|\varepsilon_{mnkl}| \leq \frac{(2|m| + 1) e^{-\tau |m|^p} N}{N} + \varepsilon_+ + \varepsilon_- \leq \frac{(2|m| + 1) e^{-\tau |m|^p} N}{N} + \frac{C \tau p |m| N^{p-1}}{N^{1-p}}$$

with $C = \min\{\tilde{C}, \tilde{C}\}$, which verifies the claim of the lemma for $m \geq 0$. However, since $\psi_{-m} = \psi_m^*$, repeating the calculation described above for $m < 0$ leads to the same bound, so we conclude that the claim holds for any $m \in \mathbb{Z}$.

5. Proof of Lemma A

We have

$$\langle \tilde{A}_{m,\tau,n} - D_{m,\tau,n} \rangle_{\tilde{\rho}_{x,\tau,n}}$$

$$= \text{tr} (\tilde{\rho}_{x,\tau,n} (\tilde{A}_{m,\tau,n} - D_{m,\tau,n}))$$

$$= \text{tr} (\rho_{x,\tau,n} (\Pi_{\tau,n} (\pi_{\psi_m,\tau}) - D_{m,\tau,n})). \quad (C34)$$

By the results in Sec. [V] and Appendix [A] it follows that

$$\lim_{n \to \infty} \text{tr} (\rho_{x,\tau,n} (\Pi_{\tau,n} (\pi_{\psi_m,\tau})))$$

$$= \text{tr} (\rho_{x,\tau} (\Pi_{\tau} (\pi_{\psi_m,\tau})))$$

$$\leq \frac{\eta_{m,\tau}}{\kappa_{\tau}} \psi_{m,\tau}(x). \quad (C34)$$

where we recall the definition of the index set $J'_m$,

$$J'_m = \{ j \in J : j + m \in J \}.$$
Moreover, we have

\[
\begin{align*}
\text{tr}(\rho_{x,t,n} \hat{D}_{m,t,n}) &= \langle \xi_{x,t,n}, \hat{D}_{m,t,n} \xi_{x,t,n} \rangle_{\mathcal{H}} \\
\text{As a result, we have}
\lim_{n \to \infty} \hat{D}_{m,t,n}(x,y) &= \frac{1}{\kappa_r} \sum_{j,j' \in J_n} \psi_{j,t}^*(x) \psi_{j'+t}(y) e^{-\tau |m|^p/2} |j-j'| ^p \psi_{m,t}(x) \psi_{m,t}(y).
\end{align*}
\]

In the above, the function \( \hat{D}_{m,t,n}k_{x,t,n} \in \mathcal{H}_{t,n} \) can be expressed as

\[
D_{m,t,n}k_{x,t,n} = W_n^* \hat{D}_n D_{m,t,n} \bar{D}_n^* W_n \left( \sum_{j \in J_n} \psi_{j,t}^*(x) \psi_{j,t} \right)
\]

and upon evaluation at \( x \),

\[
\lim_{n \to \infty} \hat{D}_{m,t,n}(x) = \frac{1}{\kappa_r} \sum_{j \in J_n} e^{-\tau |j|^p} \psi_{m,t}(x).
\]
so that
\[
\lim_{n \to \infty} |\langle \hat{A}_{m, \tau, n} - D_{m, \tau, n} \rangle_{\tilde{\rho}_{x, \tau, n}}| \\
\leq \frac{1}{\kappa_\tau} \sum_{j \in J_n} e^{-\tau|j|^p} \left( 1 - e^{-\tau|m|^p/2} \right) \\
= \frac{\eta_{m, \tau}}{\kappa_\tau} \left( 1 - e^{-\tau|m|^p/2} \right) \\
\leq 1 - e^{-\tau|m|^p/2},
\]
proving the lemma. \(\square\)
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