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Abstract
With the growth of interest in the attack and defense of deep neural networks, researchers are focusing more on the robustness of applying them to devices with limited memory. Thus, unlike adversarial training, which only considers the balance between accuracy and robustness, we come to a more meaningful and critical issue, i.e., the balance among accuracy, efficiency and robustness (AER). Recently, some related works focused on this issue, but with different observations, and the relations among AER remain unclear. This paper first investigates the robustness of pruned models with different compression ratios under the gradual pruning process and concludes that the robustness of the pruned model drastically varies with different pruning processes, especially in response to attacks with large strength. Second, we test the performance of mixing the clean data and adversarial examples (generated with a prescribed uniform budget) into the gradual pruning process, called adversarial pruning, and find the following: the pruned model’s robustness exhibits high sensitivity to the budget, i.e., is only robust when confronting attacks with the same strength. Furthermore, to better balance the AER, we propose an approach called blind adversarial pruning (BAP), which introduces the idea of blind adversarial training into the gradual pruning process. The main idea is to use a cutoff-scale strategy to adaptively estimate a nonuniform budget to modify the AEs used during pruning, thus ensuring that the strengths of AEs are dynamically located within a reasonable range at each pruning step and ultimately improving the overall AER of the pruned model. The experimental results obtained using BAP for pruning classification models based on several benchmarks demonstrate the competitive performance of this method: the robustness of the model pruned by BAP is more stable among varying pruning processes, and BAP exhibits better overall AER than adversarial pruning.

1. Introduction

Deep learning [26, 10] has enabled great breakthroughs in many fields, such as computer vision [23], speech recognition [30, 17], and natural language processing [39]. However, after adversarial examples (AEs) were introduced [41, 11], the weakness of deep neural networks (DNNs) has attracted increasing attention. Many effective AEs generation methods and defensive strategies concerning the balance between accuracy and robustness are proposed [1, 51]. At the same time, as the architecture of DNNs has become increasingly expressive, lightweight networks have become one of the inevitable needs. There are also many effective compression methods [20, 6] concerning the balance between accuracy and efficiency. However, as DNNs may be applied on devices with limited memory and face potential attacks, we need to consider a more meaningful and critical issue, i.e., the balance among accuracy, efficiency and robustness (AER), which is the main goal of the proposed method.

Of these methods to strengthen the robustness of DNNs against adversarial attacks, i.e., balancing accuracy and robustness, adversarial training (AT) is the most commonly used approach, which is a process of training a neural network on a mixture of clean data and AEs; see [41, 11, 29] for white-box attacks and [24, 44, 38] for black-box attacks. However, for those AT approaches, it was proven numerically [29] and theoretically [45] that improvement in the robustness is always accompanied by loss of accuracy. Furthermore, the limitation of incurring a minimal impact on accuracy requires the architecture of the network to be sufficiently expressive [1, 51], as guaranteed by the universal approximation theorem [11, 19] and regularization [36]. Thus, these existing AT approaches may lose efficiency while improving robustness.

Meanwhile, for balancing accuracy and efficiency, nu-
numerous advanced techniques for compacting and accelerating DNNs have been developed, such as parameter pruning [15, 16] and sharing [5], quantization [46, 14] and binarization [8, 34], low-rank factorization [25, 42], transferred/compact convolutional filters [7], and knowledge distillation [4, 18]. Within these methods, parameter pruning is effective in reducing the network complexity and addressing the overfitting problem [6]. Han et al. [15] proposed an unstructured parameter pruning method to reduce the total number of parameters and operations in the entire network by pruning redundant or noninformative weights in a pretrained CNN model. Although the parameter pruning method can reduce the scale of parameters without significantly decreasing the model performance (clean accuracy), it is unable to ensure the robustness of the model, as discussed in Reference [49] and Section 2.

Therefore, the exploration of the relationship between AER of DNNs requires more attention. There are few related research efforts focused on this stage, and the conclusions are divergent. Some of the studies indicate that adversarial robustness requires a significantly larger capacity of the network than that for the normal training while maintaining accuracy both numerically [29] and theoretically [45, 32]. The others suggest active pruning as a defense method [28, 9]. References [13, 47] theoretically analyze the relationship between efficiency and robustness; their results show that a proper compression ratio can increase the robustness of the model. Guo et al. [13] state that only the pruned model with less than 2.5% nonzero weights can achieve the best robustness under FGSM attacks with $\ell_\infty$ norm $\varepsilon = 0.1$. Furthermore, different pruning ratios exert a drastic nonmonotonic impact on robustness, and appropriate sparsity can lead to both good accuracy and robustness, whereas over-sparsification may cause model fragility; the inflection point is related to the attack budgets. We now give a simple explanation of how these conclusions diverge. It is known that the main strategy of model compression, such as model pruning, is to remove or compress redundant weights of the loss-function involving only the clean data. Thus, intuitively, normal training with model pruning (denoted as normal pruning (NP)) discards weights based on the clean data during pruning, which can ensure good performance on the clean data but cannot guarantee the robustness with respect to adversarial attacks. We can qualitatively analyze this by a simple two circles classification problem as in Figure 1. If we use NP, the pruning only takes into account the loss of clean data. Discarding the weights corresponding to edges 1 and 2 will not lead to a decrease in clean accuracy: obviously, only pruning edge 1 will exert no impact on the robustness of the model, while cutting edge 2 will lower the robustness instead. Since the importance of edges 1 and 2 to the robustness is not reflected in the loss, we may expect that the pruning process will prune one of them randomly. This means that if we repeat pruning several times independently, we will find that the model’s robustness fluctuates greatly. More numerical experiments and discussions about the robustness of pruned models with different compression ratios under the gradual pruning process (training a random initial model to one with high accuracy; then, gradually pruning it to one with a target compression ratio) will be carried out later, and it can be concluded that model pruning cannot ensure good robustness of the pruned model. Thus, NP exhibits great fluctuation or instability with different pruning processes, especially under attacks with large strength.

There also exist few related works focused on how to better balance AER. References [50] combine adversarial training and weight pruning, finding that the pruning of a large model can achieve both higher clean accuracy and adversarial robustness than a small model. ATMC proposed by Gui et al. [12] obtains a remarkably more favorable trade-off among model size, accuracy and robustness. Sehwag et al. [37] improve the robustness of the pruning model by introducing scaled-initialization of the importance scores in each layer. Their results could be explained according to the benefits of overparameterization [52, 2, 3], and they focus on improving robustness for a given efficiency or improving efficiency without loss of robustness, respectively. We refer to this type of method combining adversarial training and model pruning as an adversarial pruning (AP) method. We should notice that a primary characteristic which the existing AP methods have in common is to use norm-constrained AEs with a prescribed uniform budget in the gradual pruning process, and we evaluate the robustness of models by AEs with the same budget. Because the model discarded weights based on adversarial loss-function during pruning, it can ensure good performance on the trained data (the clean data and AEs of the prescribed budget), but it cannot guarantee the robustness of attacks with other budgets. From the numerical experiments and discussions about AP, we can conclude that the pruned model’s robustness shows high sensitivity to the budget by AP; i.e., the pruned model obtained with the prescribed uniform budget is only robust when confronting attacks with the same strength.

To better analyze the relation between AER, we first propose an evaluation criterion, also called AER, which can comprehensively describe the comprehensive performance of the algorithm with respect to accuracy, efficiency and robustness. For the later discussion on AER of NP and AP, we can clearly observe the abovementioned drawbacks of NP and AP. Furthermore, to ameliorate these drawbacks, i.e., better balance the AER, we propose an approach called blind adversarial pruning (BAP) which introduces the idea of blind adversarial training [48] into the gradual pruning process [14]. Like BAT, the main idea of BAP is to
Existing methods only change the compression ratio or attack budget to modify the AEs used in the gradual pruning, thereby ensuring that the strengths of the AEs are dynamically located within a reasonable range at each pruning step and ultimately improving the overall AER of the pruned model. The experimental results obtained using BAP for pruning classification models based on several benchmarks (LeNet-5 on MNIST, and FitNet-4 on CIFAR10 and CIFAR100) demonstrate the competitive performance of this method: the robustness of the pruned model by BAP is more stable with the varying pruning process; BAP exhibits better overall AER than NP and AP.

2. Analysis of AER

As discussed above, the relationship among accuracy, efficiency and robustness (AER) seems to be highly non-straightforward and contextually varying; this section explores this relationship by focusing on efficiency with respect to model pruning and robustness under adversarial attacks. Thus, we use the compression ratio \( \alpha \) and attack budget of AEs (also called norm of AEs perturbation) [11] to measure the model pruning and adversarial attack.

\( M_\alpha \) denotes the compression model of DNN model \( M \) with compression ratio \( \alpha \in (0, 1] \). This means that \( \alpha = |M_\alpha|/|M| \), the ratio of the number of unpruned weights to the total weights. For given AEs under \( \ell_p \)-norm, the attack budget \( \varepsilon \) can be defined as

\[
\varepsilon = ||\delta(x)||_p = ||x - x_{Adv}||_p,
\]

where \( \delta(x) \) is the adversarial perturbation, \( x \) and \( x_{Adv} \) correspond to the clean data and AEs, and we set \( p = \infty \) for FGSM [11] and \( p = 2 \) for DeepFool [31].

Existing methods only change the compression ratio or attack budget alone; for example, reference [50] compares different algorithms by considering a given compression ratio and attack budget, while reference [12] compares different algorithms by observing different compression ratios in a fixed attack budget. These methods cannot give comprehensive information about AER. To comprehensively characterize AER, this paper considers traversing compression ratio and attack budget to comprehensively evaluate the training algorithms. We refer to our evaluation criterion as AER (accuracy, efficiency and robustness), which is defined by

\[
\text{AER}(\alpha, \varepsilon) = A(x + \delta(x, \varepsilon), M_\alpha)
\]

where \( \varepsilon \) denotes the attack budget as Equation (1), and \( \alpha \) is the compression ratio. \( A(\cdot) \) shows the accuracy of model \( M_\alpha \) with data \( x + \delta(x, \varepsilon) \), and \( \delta(x, \varepsilon) \) means cut-off by the norm of adversarial perturbation \( \delta(x) \) with budget \( \varepsilon \), which is defined as \( \delta(x, \varepsilon) \) if \( ||\delta(x)|| > \varepsilon \), \( \delta(x) \leftarrow \delta(x)/||\delta(x)|| \cdot \varepsilon \); otherwise, there is no change in \( \delta(x) \). It can be observed by definition that AER can describe the comprehensive performance of the algorithms with respect to accuracy, efficiency and robustness.

Furthermore, to simplify the expression and to exhibit improvements more intuitively in Section 4, average AER is defined to show the overall performance within an interval of compression ratio \( \alpha \) and attack strength \( \varepsilon \) according to the expectation of the collection of several independent pruning processes \( \xi \),

\[
\text{avg-AER}(\Gamma, \Delta) = \mathbb{E}_{\varepsilon} \frac{1}{1 - \Gamma - \Delta} \int_{\Gamma}^{1} \int_{0}^{\Delta} \text{AER}(\alpha, \varepsilon) d\alpha d\varepsilon.
\]

In actual calculations, for each pruning process, we first numerically compute the two-dimensional integration about \( \alpha \) and \( \varepsilon \) and then average these values for several pruning pro-
cesses. A larger avg-AER(Γ, Δ) means that the model exhibits greater overall performance.

3. Blind Adversarial Pruning

The comprehensive performance of the models obtained by different training strategies is completely different, and introducing the idea of adversarial training can significantly improve the robustness of the model under the same compression ratio. References [50] and [12] combine model pruning and adversarial training into a unified optimization framework, but they only consider restricted AT and the trained model is more capable of resisting attacks of the given budget. Thus, they only improve the performance of AER(α, ε) with a fixed attack budget ε, and this cannot effectively represent the comprehensive performance.

Here, we combine the ideas of blind adversarial training (BAT) and model pruning, proposing blind adversarial pruning (BAP), as shown formally in the following formula:

\[
\min_{\theta} E_{(x,y)} \max_{\delta(x)} \left\{ L(\theta, x + \rho \delta(x), y) - \lambda_1 ||\delta(x)||_2 \right\} \\
- \lambda_2 (||\delta(x)||_2 - \varepsilon) + \lambda_3 (||\theta||_0 - \alpha ||\theta||) + .
\]

(4)

BAP consists of three parts: ‘cutoff’ and ‘scale’ form the BAT part, and ‘pruning’ forms the model pruning part. Within the BAT part, the two parameters ε and ρ are used to control the cutoff and the scale process, respectively. The parameter α corresponds to the targeted compression ratio, and ||θ|| indicates the number of elements. Values of λ_i, i = 1, 2, 3 represent the Lagrangian multiplier coefficients, and the formula in the calculation will be solved alternately in blocks, and so the coefficients are only formal parameters.

The procedure of BAP is given in algorithm 1, with BAT and pruning parts. BAT attempts to produce a model that can fully resist attacks of different budgets [48] by using the unrestricted AE method, DeepFool, which aims for the decision boundary of a model. BAT proposes a cutoff-scale (CoS) strategy based on the DeepFool-AT in order to ensure that the AEs are dynamically located within a reasonable range such that the AT model can be robust when encountering attacks of varying strengths. The BAT part starting with the AEs generated by DeepFool corresponds to only maximizing the first two terms in the objective of Equation (4) (with ρ = 1), and we simply calculate the third term (equivalent to minimizing (||\delta(x)||_2 - \varepsilon)) by cutting off the perturbations of AEs with a norm larger than ε, as defined by δ(x, ε): if ||\delta(x)|| > ε, δ(x) ← δ(x)/||\delta(x)|| · ε; otherwise, no change of δ(x). Then, we scale the new perturbations with weight ρ and add these CoS AEs into the training process, i.e., \{x + ρ\delta(x)\}. We set ε = E||\delta(x)||

and ρ < 1 (a predefined parameter), corresponding to adaptively estimating a nonuniform budget. \( \delta(x, E||\delta(x)||) \) implies that the budget ε ← E||\delta(x)|| is computed prior to cutting off the perturbations δ(x). For more details, see the BAT paper [48].

Next, pruning is conducted by pruning the model parameters according to their importance, and the redundant parameters of the expected proportion are gradually converted to 0 [14]. First, we obtain the current compression ratio \( \alpha_{\text{step}} = \alpha + (1 - \alpha) \ast (1 - j_{\text{step}}/(N_{\text{epoch}}N_{\text{step per epoch}}))^2 \) Current α, the current step number, \( N_{\text{epoch}} \) denotes the number of epochs that reach targeted α and \( N_{\text{step per epoch}} \) means the number of steps per epoch. Then, we sort model parameters \( \theta_i \) by importance and set redundant parameters to \( \theta_i = 0 \) until reaching the current compression ratio \( \alpha_{\text{step}} \) if \( i < \alpha_{\text{step}} \theta \), where \( |\theta| \) is the total number of parameters. Alternately, these two parts update θ gradually if \( \theta \neq 0 \) until the model reaches the expected compression ratio and the accuracy values of CoS AEs converge to the highest value.

The proposed BAP method can obtain a model with comprehensive robustness for a given compression ratio. Compared with other training methods, the model obtained by BAP exhibits better comprehensive performance including accuracy, efficiency and robustness. See Section 4 for more information.
4. Experimental Results

In this section, we evaluate the BAP approach on various benchmark datasets. The code for these experiments is based on the open source library cleverhans [33] for adversarial attack and tensorflow/model-optimization [43] for model pruning. We consider using BAP to train LeNet-5 [27] for MNIST [27] and train FitNet-4 [35] for CIFAR-10 and CIFAR-100 [22]. We compare the BAP approach with several state-of-the-art training approaches, such as normal training with model pruning (NP), FGSM-AT (AT with FGSM AEs) with model pruning (AP (FGSM)), and DF-AT (AT with DeepFool AEs) with model pruning (AP (DeepFool)). We mark the type of AE used in the brackets behind the AP to distinguish between different algorithms, where AP (FGSM) is also accompanied by a budget mark, such as AP (FGSM Budget 0.1) as in Figure 2.

Experimental setup. For all of the experiments, we normalize the pixels to [0, 1] by dividing by 255, use label smoothing regularization [40] to avoid overfitting, and perform data augmentation (with a width/height shift range of 0.1 and random flips) for the CIFAR-10 and CIFAR-100 datasets to improve the clean data accuracy. For AE generations for all of the datasets, we use norm-constrained FGSM [11] AEs with $\ell_\infty$ norm, and unconstrained DeepFool [31] AEs with $\ell_2$ norm (number of steps: 5 during training and 100 during evaluation).

For the training process, we use Adam optimization [21] with batch size 128 and set the epochs/learning rate of MNIST as 70/1e-3, with those of CIFAR-10 and CIFAR-100 set as 200/1e-4 (NP) and 300/1e-4 (AP & BAP), respectively. We set the scale parameter $\rho = 0.9$ in the BAT part of BAP for the final results. Within the pruning part, we prune the model beginning at epoch 0 with pruning frequency 100 batches/steps, ending at epoch 30 for MNIST and epoch 150 for CIFAR-10 and CIFAR-100; see algorithm 1 for the dynamic variation formula of compression ratio.

Compute Overhead. BAP combines the characteristics of BAT and model pruning, so the calculation cost of each step is the superposition of these two parts, with no additional calculation increase. From the perspective of the number of epochs, the requirements of BAP and AP methods are essentially the same, and the numerical experimentation shows that slightly more epochs are required than for model pruning with NT. Therefore, the BAP method is very efficient in terms of calculation cost.

Unlike existing work, this article proposes to show the average and standard deviation of the results through repeated experiments. This approach has resulted in large amounts of calculation, especially for CIFAR-10 and CIFAR-100 datasets. Therefore, in consideration of the limited computing resources, we have repeated the calculation results in a targeted manner and indicated them in detail in the caption of each image. The existing results can fully explain the improvement effect of our proposed BAP algorithm.

4.1. AER of NP and AP under FGSM attack

First, we analyze NP and AP approaches facing FGSM attacks on MNIST, CIFAR-10 and CIFAR-100 datasets as in Figure 2-4 to show the effects of AER, and we display the results about accuracy, efficiency and robustness to analyze the relationships among them. To show the stability of the algorithm more clearly, we repeat each method several times, using the solid line to represent the average results and the shaded area to represent the standard deviation of these results. At the same time, we show the results of AER for three-dimensional surfaces, which can more clearly display the trend of the accuracy as the model compression ratio and attack budget change.

For each subfigure, different attack budgets have different accuracy-compression ratio curves. NP only uses clean data in training, while AP (FGSM) uses both clean data and prescribed budget AEs in training, and thus, the accuracy of the clean data and trained budget AEs is the highest, with minor fluctuations. In contrast, accuracy under other attack budgets is lower, with large fluctuations. This result is due to the training process only considering clean data and AEs with the budget; the pruning process disregards the weights that have little impact on these data, but these lost weights may be very important for attacks with other budgets. It can be concluded that the redundant weights in loss do not indicate unimportance for attack. Neither NP nor AP methods can ensure that the pruned model has good robustness, and the results drastically vary (exhibit great fluctuation or instability) with different pruning processes (training a random initial model to one with high accuracy and then gradually pruning it to one with the target compression ratio), especially under attacks of large strength.

By comparing the results of these datasets and carefully observing each accuracy-compression ratio curve, we can divide the curve into the stages stable, falling and failing, corresponding to no significant changes in accuracy, rapid declines and complete failure of the model, respectively. Curves of different budgets correspond to different inflection points in the stable and falling stages. Both NP and AP perform best with respect to the trained clean data and AEs with the budget, exhibiting the longest stable stages and inflection points which are more to the left. AP can only significantly improve the robustness of the budget. For curves of different budgets, the farther the budget is from the prescribed budget or clean data, the faster it will enter the falling stage. This effect was rarely mentioned in pre-
Figure 2. Comparison between the NP model and AP model (FGSM budgets $\varepsilon = 0.1 \& 0.3$) of different compression ratios and different attack budgets for MNIST datasets. Each column corresponds to a different training method, while in each column: (Upper) The solid colored lines and the corresponding gray area represent the average and standard deviation of the accuracy with different attack budgets obtained by independently repeating the pruning process 5 times. The wider the gray area is, the more unstable the models robustness. (Lower) Three-dimensional representation of AER.

Figure 3. Comparison between the NP model and AP model (FGSM budgets $\varepsilon = 0.024 \& 0.1$) of different compression ratios and different attack budgets for CIFAR-10 datasets. Each column corresponds to a different training method, while in each column: (Upper) The solid colored lines and the corresponding gray area represent the average and standard deviation of the accuracy with different attack budgets obtained by independently repeating the pruning process 5 times for NP and 1 time for AP. The wider the gray area is, the more unstable the models robustness is. (Lower) Three-dimensional representation of AER.

vions work; for example, Guo et al. [13] report that under FGSM attacks with $\ell_\infty$ norm $\varepsilon = 0.1$, the pruned model with less than 2.5% nonzero weights can achieve the best robustness. However, it can be found from the figure that at this time, the model only exhibits high robustness under the 0.1 budget attack and that the robustness against other budgets has been greatly reduced. Within the falling stage,
proached. Finally, in the failure stage, curves with different budgets are no longer significantly different, and they all decline quickly. This result is possibly due to gradient masking with such high-intensity compression ratios, resulting in FGSM method failure; at the same time, the model at this stage has no practical application value.

In summary, compared with the existing evaluation criteria discussed before, we can clearly observe that on the one hand, our evaluation criterion can more clearly reflect the comprehensive performance of the model in all aspects and comprehensively evaluate the accuracy performance of the model under different compression ratios and facing different budget attacks; on the other hand, the existing AP (FGSM) methods are based on the prescribed budget, and they can obviously only guarantee high clean accuracy and prescribed budget robustness but cannot ensure the robustness with respect to other budget attacks at all, which indicates high sensitivity to the budget.

4.2. AER of NP, AP and BAP under DeepFool attack

Next, we show the BAP results in Figure 5 & 6. Overall, from the three-dimensional figures, under the same compression ratio and attack budget, BAP achieves the highest accuracy in most cases with less fluctuations. This result is expressed as the overall AER surface moving away from the origin. In a sentence, it is shown that the model obtained by our BAP exhibits better comprehensive AER performance.

The most notable feature of the result of BAP compared with the AP methods is that there is no prescribed budget, and the model’s robustness to different attack budgets is improved by adaptively estimating a nonuniform budget. Judging from the results, BAP will not produce two peaks corresponding to budgets like the AP (FGSM) method, as shown in Figure 3 & 4 with budget 0.1. With an increase in the budget, the performance of different budget attacks is improved and the accuracy tends to monotonically decrease. By carefully observing the value of the results in Table 1, we can find that the clean accuracy of the results trained by BAP is significantly higher than that of AP (DeepFool), which indicates less loss of accuracy caused by the BAP AEs. Overall, BAP can achieve clean accuracy very close to that of NP and at the same time can achieve accuracy close to that of AP (DeepFool) in the face of a very large budget attack. On this basis, compared with that of NP and AP (DeepFool), the overall accuracy performance of BAP with clean data and different budget attacks is very prominent, ranking first in most cases in Table 1, and BAP is obviously stronger than NP and AP (DeepFool). BAP fails to perform best with respect to individual data, which will be the subject of further improvement in the future.

We analyze and compare BAP from the point of view of stability. First, the stability of BAP results under different attack budgets and compression ratios is compared in Figure 5. Similarly to the previous analysis, clean accuracy exhibits the best stability, and the accuracy under attack shows slightly greater instability. However, the overall standard
deviation is relatively small and smooth. Comparing the stability of BAP with that of other methods, we can summarize that the fluctuation of BAP results is not much different from that of the clean accuracy or accuracy of trained budget (AP) (especially for DeepFool attacks with budgets less than 0.1) and is significantly less than that of the accuracy under untrained attack budgets (AP). Since the AP is trained directly using clean data and AEs with the prescribed budget, its fluctuation of trained data is small. Due to BAP’s use of the dynamically estimated budget of AEs, AEs with different budgets may be used during training, and the stability of the calculation results can be guaranteed for all budgets. BAP thus exhibits better stability than existing AP methods. Therefore, BAP can achieve better overall AER performance (taking accuracy, efficiency and robustness into account) with more stable results.
Table 1. Comparison of the AER($\alpha$, $\varepsilon$) and avg-AER($\Gamma$, $\Theta$) of BAP with AP (DeepFool) and NP for various datasets, various compression ratios and various $\ell_2$ white-box DeepFool attack budgets. Note that AER($\alpha$, $\varepsilon$) with $\varepsilon = 0$ corresponds to clean accuracy and that nonzero $\varepsilon$ corresponds to accuracy of AEs with varying attack budgets. We chose 2 different representative $\alpha$ and $\varepsilon$ combined with $\alpha = 1$ and $\varepsilon = 0$ to show the performance of AER($\alpha$, $\varepsilon$) and the corresponding avg-AER($\Gamma$, $\Theta$). We indicate the highest result with bold red and the second highest result with blue underline.

| Defense | avg-AER($\Gamma$, $\Theta$) | AER($\alpha$, $\varepsilon$) |
|---------|-----------------------------|------------------------------|
|         | $\Gamma / \alpha$          | $\Theta / \varepsilon$      | $\alpha$ | $\varepsilon$ | avg-AER | AER |
|         | 0.3 | 0.03 | 1 | 1 | 1 | 0.3 | 0.3 | 0.3 | 0.03 | 0.03 | 0.03 |
| Must    | 0.05 | 0.1 | 0 | 0.05 | 0.1 | 0 | 0.05 | 0.1 | 0 | 0.05 | 0.1 |
| NP      | 88.2 | 54.0 | 99.4 | 82.6 | 31.1 | 99.3 | 42.2 | 0.7 | 98.2 | 10.5 | 3.0 |
| AP      | 96.9 | 90.7 | 98.9 | 94.0 | 77.9 | 98.6 | 92.3 | 74.4 | 96.4 | 85.3 | 57.1 |
| BAP     | 97.8 | 92.6 | 99.3 | 94.8 | 81.2 | 99.3 | 94.5 | 78.7 | 97.1 | 86.5 | 58.3 |
| Cifar10 | $\Gamma / \alpha$          | $\Theta / \varepsilon$      | $\alpha$ | $\varepsilon$ | avg-AER | AER |
|         | 0.3 | 0.03 | 1 | 1 | 1 | 0.3 | 0.3 | 0.3 | 0.03 | 0.03 | 0.03 |
|         | 0.01 | 0.02 | 0 | 0.01 | 0.02 | 0 | 0.01 | 0.02 | 0 | 0.01 | 0.02 |
| NP      | 56.1 | 38.0 | 90.1 | 56.7 | 37.1 | 87.7 | 24.5 | 9.8 | 77.8 | 21.6 | 13.2 |
| BAP     | 72.0 | 60.7 | 82.3 | 63.9 | 44.8 | 82.4 | 61.0 | 38.0 | 77.6 | 48.0 | 23.8 |
| Cifar100 | $\Gamma / \alpha$         | $\Theta / \varepsilon$      | $\alpha$ | $\varepsilon$ | avg-AER | AER |
|         | 0.3 | 0.03 | 1 | 1 | 1 | 0.3 | 0.3 | 0.3 | 0.03 | 0.03 | 0.03 |
|         | 0.002 | 0.005 | 0 | 0.002 | 0.005 | 0 | 0.002 | 0.005 | 0 | 0.002 | 0.005 |
| NP      | 49.1 | 35.7 | 60.4 | 35.8 | 18.4 | 56.0 | 38.9 | 21.1 | 36.4 | 31.2 | 22.5 |
| BAP     | 48.7 | 40.9 | 50.7 | 43.9 | 31.2 | 52.0 | 44.9 | 30.8 | 44.3 | 38.9 | 28.0 |

5. Conclusion and Future Work

Most existing studies only consider efficiency or robustness alone; fewer research efforts combine accuracy, efficiency and robustness (AER). In this paper, we analyze the performance of the model under different compression ratios and attack budgets for the gradual pruning process, finding that different pruning ratios drastically impact robustness. The robustness of the existing NP approaches drastically varies with different pruning processes, especially under attacks with large strength. Few AP approaches exist that combine efficiency and robustness by mixing the clean data and AEs with prescribed budgets into the gradual pruning process; these approaches cannot obtain the models with the best comprehensive performance, and the robustness of existing models exhibits high sensitivity to the budget and is only robust when confronting attacks with the same budget. Furthermore, to better balance the AER between the different training approaches, this paper proposes a training method based on model pruning and blind adversarial training called blind adversarial pruning (BAP). The main idea of this approach is to use BAT to adaptively estimate a nonuniform budget to modify the AEs used in the training, ensuring that the strengths of the AEs are dynamically located within a reasonable range, and to work with pruning to ultimately improve the overall AER of the pruned model. The experimental results obtained using BAP for pruning classification models on several benchmarks demonstrate the competitive performance of this method: the robustness of the pruned model by BAP is more stable with varying pruning processes; and BAP exhibits better overall AER than AP does. The present research is still in the early stage. There are several aspects that deserve deeper investigation:

- The effectiveness of the BAP algorithm could be verified through richer numerical experiments, especially for more complex datasets.
- Theoretical analysis could be combined to discuss the theoretical commonalities of the AER of different models.
- The effects and improvement of different training parameters with respect to the results of BAP could be studied in greater detail.
- The idea of BAP could be applied to more abundant compression and adversarial methods to find the essential advantages and disadvantages of the method.

Acknowledgements

This work was supported in part by the Innovation Foundation of Qian Xuesen Laboratory of Space Technology, and in part by Beijing Nova Program of Science and Technology under Grant Z191100001119129.

References

[1] Naveed Akhtar and Ajmal Mian. Threat of adversarial attacks on deep learning in computer vision: A survey. *IEEE Access*, 6:14410–14430, 2018. 1
[2] Zeyuan Allen-Zhu, Yuanzhi Li, and Yingyu Liang. Learning and generalization in overparameterized neural networks, going beyond two layers. *CoRR*, abs/1811.04918, 2018. 2
[3] Zeyuan Allen-Zhu, Yuanzhi Li, and Zhao Song. A convergence theory for deep learning via over-parameterization. CoRR, abs/1811.03962, 2018. 2

[4] Lei Jimmy Ba and Rich Caruana. Do deep nets really need to be deep? In Advances in Neural Information Processing Systems, pages 2654–2662, 2014. 2

[5] Wenlin Chen, James T. Wilson, Stephen Tyree, Kilian Q. Weinberger, and Yixin Chen. Compressing neural networks with the hashing trick. In JMLR Workshop and Conference Proceedings, 2015. 2

[6] Yu Cheng, Duo Wang, Pan Zhou, and Tao Zhang. A survey of model compression and acceleration for deep neural networks. CoRR, abs/1710.09282, 2017. 1, 2, 3

[7] Taco S. Cohen and Max Welling. Group equivariant convolutional networks. In International Conference on Machine Learning (ICML), 2016. 2

[8] Matthieu Courbariaux, Yoshua Bengio, and Jean-Pierre David. Binaryconnect: Training deep neural networks with binary weights during propagations. In Advances in Neural Information Processing Systems 28, pages 3123–3131. Curran Associates, Inc., 2015. 2

[9] Guneet S. Dhillon, Kamyar Azizzadenesheli, Zachary C. Lipton, Jeremy Bernstein, Jean Kossaifi, Aran Khanna, and Anima Anandkumar. Stochastic activation pruning for robust adversarial defense. CoRR, abs/1803.01442, 2018. 2

[10] Ian Goodfellow, Yoshua Bengio, and Aaron Courville. Deep Learning. MIT Press, 2016. 1

[11] Ian J. Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. In International Conference on Learning Representations (ICLR), 2015. 1, 3, 5

[12] Shupeng Gui, Haotao Wang, Chen Yu, Haichuan Yang, Zhangyang Wang, and Ji Liu. Model compression with adversarial robustness: A unified optimization framework. CoRR, abs/1902.03538, 2019. 2, 3, 4

[13] Yiwen Guo and Chao Zhang. Sparse dnn with improved adversarial robustness. In International Conference on Neural Information Processing Systems, 2018. 2, 6

[14] Song Han, Huizi Mao, and William J. Dally. Deep compression: Compressing deep neural networks with pruning, trained quantization and huffman coding. In International Conference on Learning Representations (ICLR), 2016. 2, 4

[15] Song Han, Jeff Pool, John Tran, and William J. Dally. Learning both weights and connections for efficient neural networks. In International Conference on Neural Information Processing Systems, page 11351143, 2015. 2

[16] Babak Hassibi and David G. Stork. Second order derivatives for network pruning: Optimal brain surgeon. In Advances in Neural Information Processing Systems, volume 5, page 164171, 1993. 2

[17] G. Hinton, L. Deng, D. Yu, G. E. Dahl, A. Mohamed, N. Jaitly, A. Senior, V. Vanhoucke, P. Nguyen, T. N. Sainath, and B. Kingsbury. Deep neural networks for acoustic modeling in speech recognition: The shared views of four research groups. IEEE Signal Processing Magazine, 29(6):82–97, 2012. 1

[18] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean. Distilling the knowledge in a neural network. In CoRR, volume abs/1503.02531, 2015. 2

[19] Kurt Hornik, Maxwell Stinchcombe, and Halbert White. Multilayer feedforward networks are universal approximators. Neural networks, 2(5):359–366, 1989. 1

[20] Rongrong Ji, Shaohui Lin, Fei Chao, Yongjian Wu, and Feiyue Huang. Deep neural network compression and acceleration: A review. Journal of computer research and development, 55(9):1871, 2018. 1

[21] Diederik Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014. 5

[22] Alex Krizhevsky. Learning multiple layers of features from tiny images. Master’s thesis, 2009. 5

[23] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification with deep convolutional neural networks. In International Conference on Neural Information Processing Systems, pages 1097–1105, 2012. 1

[24] Alexey Kurakin, Ian Goodfellow, and Samy Bengio. Adversarial machine learning at scale. arXiv preprint arXiv:1611.01236, 2016. 1

[25] Vadim Lebedev, Yaroslav Ganin, Maksim Rakhuba, Ivan Oseledets, and Victor Lempitsky. Speeding-up convolutional neural networks using fine-tuned cp-decomposition. abs/1412.6553, 2014. 2

[26] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep learning. Nature, 521(7553):436–444, 2015. 1

[27] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner. Gradient-based learning applied to document recognition. Proceedings of the IEEE, 86(11):2278–2324, 1998. 5

[28] Ji Lin, Chuan Gan, and Song Han. Defensive quantization: When efficiency meets robustness. In International Conference on Learning Representations (ICLR), 2019. 2
Adversarial robustness may be at odds with accuracy. In *Advances in neural information processing systems*, pages 3104–3112, 2014.

C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna. Rethinking the inception architecture for computer vision. In *2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, pages 2818–2826, June 2016.

Christian Szegedy, Wojciech Zaremba, Ilya Sutskever, Joan Bruna, Dumitru Erhan, Ian Goodfellow, and Rob Fergus. Intriguing properties of neural networks. In *International Conference on Learning Representations (ICLR)*, 2014.

Cheng Tai, Tong Xiao, Yi Zhang, Xiaogang Wang, and . Weinan. E. Convolutional neural networks with low-rank regularization. abs/1511.06067, 2015.

Tensorflow. Model optimization. https://github.com/tensorflow/model-optimization/.

Florian Tramèr, Alexey Kurakin, Nicolas Papernot, Ian Goodfellow, Dan Boneh, and Patrick McDaniel. Ensemble adversarial training: Attacks and defenses. *arXiv preprint arXiv:1705.07204*, 2017.

Dimitris Tsipras, Shibani Santurkar, Logan Engstrom, Alexander Turner, and Aleksander Madry. Robustness may be at odds with accuracy. *arXiv preprint arXiv:1805.12152*, 2018.

J. Wu, C. Leng, Y. Wang, Q. Hu, and J. Cheng. Quantized convolutional neural networks for mobile devices. In *2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, pages 4820–4828, 2016.

Kai Y. Xiao, Vincent Tjeng, Nur Muhammad (Mahi) Shafiullah, and Aleksander Madry. Training for faster adversarial robustness verification via inducing relu stability. In *International Conference on Learning Representations (ICLR)*, 2018.

Haidong Xie, Xueshuang Xiang, Bin Dong, and Nai-jin Liu. Blind adversarial training. 2020.

H. Xu, C. Caramanis, and S. Mannor. Sparse algorithms are not stable: A no-free-lunch theorem. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 34(1):187–193, 2012.

Shaoke Ye, Kaidi Xu, Sijia Liu, Hao Cheng, Jan-Henrik Lambrechts, Huan Zhang, Aojun Zhou, Kaisheng Ma, Yanzhi Wang, and Xue Lin. Adversarial robustness vs model compression, or both? *CoRR*, abs/1903.12561, 2019.

Jiliang Zhang and Xiaoxiong Jiang. Adversarial examples: Opportunities and challenges. *arXiv preprint arXiv:1809.04790*, 2018.

Difan Zou, Yuan Cao, Dongrui Zhou, and Quan-quan Gu. Stochastic gradient descent optimizes
over-parameterized deep relu networks. \textit{CoRR}, abs/1811.08888, 2018.