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Abstract

In this paper we present the probabilistic typed natural deduction calculus TPTND, designed to reason about and derive trustworthiness properties of probabilistic computational processes, like those underlying current AI applications. Derivability in TPTND is interpreted as the process of extracting \( n \) samples of possibly complex outputs with a certain frequency from a given categorical distribution. We formalize trust for such outputs as a form of hypothesis testing on the distance between such frequency and the intended probability. The main advantage of the calculus is to render such notion of trustworthiness checkable. We present a computational semantics for the terms over which we reason and then the semantics of TPTND, where logical operators as well as a Trust operator are defined through introduction and elimination rules. We illustrate structural and metatheoretical properties, with particular focus on the ability to establish under which term evaluations and logical rules applications the notion of trustworthiness can be preserved.

1 Introduction

The extensive use of AI techniques in decision-making systems is significantly increasing the need for verification of the safety and reliability properties of probabilistic computations. The possibility of formal verification of such properties would grant the ability to consider such systems trustworthy. Nowadays, several approaches to verification of AI systems are emerging, see [Wing, 2021; Urban and Miné, 2021] for overviews. Notably, approaches are focusing on model-checking techniques for safety, liveness and fairness properties, see, e.g., [Albarghouthi et al., 2017; Seshia et al., 2018], program analysis and synthesis, see, e.g., [Dreossi et al., 2019] or proof-checkers see, e.g., [Harrison, 2003; Cook, 2018] for their increasing use also at the industrial level. In the technical literature, though, little is available on the formalization of a notion of trustworthiness itself in this context. Current logical approaches to computational trust in general are overviewed in Section 2.
In this paper, we introduce a derivation system dubbed Trustworthy Probabilistic Typed Natural Deduction (TPTND for short). The aim of this system is to formalize the task of inferential reasoning about probabilistic computational processes, in particular about their trustworthiness. We consider samples of such processes with corresponding frequencies and reason about their distance from corresponding theoretical probabilities. We start by defining an operational semantics to consider a probability space in which such computations can be thought to be evaluated. This operational semantics defines events whose results have a certain probability of occurring, and generalizes to samples of such events with frequencies of observed outputs. We then transform such terms under operations for update, conjunction, disjunction and dependency of outputs. A full probabilistic λ-calculus for formalising experiments consisting of several executions of a program and for evaluating trust is introduced in Genco and Primiero, 2023. This λ-calculus does not feature, however, any other primitive operation on probabilistic events.

In the language of TPTND, reasoning about such probabilistic computations is given in the form of logical rules for deriving theoretical probabilities, expected probabilities and frequencies. Accordingly, judgements of our language are sequents of the form $\Gamma \vdash \phi$ where $\Gamma$ is a context, that is, a set of assumptions on random variables, and $\phi$ is a typed formula in one of the following forms:

- $x : \alpha_a$, declaring that the random variable $x$ has been assigned value $\alpha$ with theoretical probability $a$;
- $t_n : \alpha_a$, declaring that $a$ is the expected probability of obtaining the value $\alpha$ in a sample of $n$ trials on the process $t$;
- $t_n : \alpha_f$, declaring that $f$ is the frequency with which the value $\alpha$ has been obtained during a series of $n$ trials on the process $t$.

Both an element of a context and a derived expression may express a statement about a random variable. The derivability relation $\vdash$ expresses dependency between probabilities. For example, the judgement

$$x : \alpha \vdash y : \beta_{0.1}$$

means that the random variable $y$ has probability 0.1 of producing output $\beta$, provided $x$ has output $\alpha$. Under a context interpreted as representing a probability distribution, a derived formula expresses a sample extracted from such distribution. The type of the derived formula is then decorated with an expected probability and the term with a sample size. For example, the judgement

$$\Gamma \vdash \text{toss}_{100} : \text{Heads}_{0.35}$$

may be interpreted as the statement saying that, under distribution $\Gamma$, after tossing a coin 100 times, one expects output Heads 35% of the times. $\Gamma$ specifies the value assigned to the output of each random variable of interest in the
context of an experiment consisting of coin tossing trials. The possible outputs are thus Heads and Tails. Finally, we can also express any concrete experiment consisting of a series of trials by displaying the frequency of a particular output during the experiment. For instance,

\[ \Gamma \vdash \text{toss}_{100} : \text{Heads}_{30/100} \]

which says that over 100 tosses of our coin, the output Heads was obtained 30 times.

The calculus defines also rules for Bayesian update and trust evaluation, where judgements occurring in the rule may include both probabilities and frequencies. In our example above, the theoretical probability of the coin assumed to be fair may be updated after a trial of \( n \) experiments, empirically run by throwing the coin. And under the assumption that the coin is fair (or biased), one may want to judge the trustworthiness of the process at hand, e.g., we may ask whether the toss process follows a fair distribution over the outcomes Heads and Tails. For example, assuming that \( \Gamma \) expresses the distribution corresponding to a fair coin \( c \) as the possible output declarations of one random variable \( \Gamma = \{ x_c : \text{Heads}_{0.5}, x_c : \text{Tails}_{0.5} \} \), the process toss should be considered trustworthy if, by increasing the number \( n \) of trials on it, the probability of output Heads gets arbitrarily closer to \( 0.5 \) in the limit, and in particular when the displayed frequency of Heads falls within a given confidence interval determined by an acceptable error rate. Note that the judgement above can also be formulated when the distribution denoted by \( \Gamma \) is unknown, i.e., when one does not know whether the tossed coin is fair or biased, and the frequency value of the output Heads is just empirically observed. Generalizing from this toy example, any probabilistic computation can be checked for trustworthiness in this sense. Therefore, our system can be employed to verify how much we should trust, for instance, a classifier to produce the correct output.

Meta-theoretical properties are formulated considering the computational transformations of empirical tests and their frequencies according to logical operations. In particular, we show which syntactic transformations of terms as they are denoted by inferences of the system

1. do not permit to infer unintended outputs for the processes; and
2. allow to infer whether the observed computation is trustworthy, and under which inferential steps such trustworthiness can be preserved.

We consider this system a useful step towards the formal design and possible automation of reasoning about probabilistic computations like those in use in Machine Learning techniques, as well as for the development of proof-checking protocols on such computational systems. In the following, we show the internal workings of TPTND by the use of simple examples, like dice rolling and coin tossing. However, we also hint at concrete applications using a more realistic example inspired by gender-bias verification.

\footnote{We talk of an experiment simply in order to refer to a series of trials on a particular process. A trial on a process, in turn, is just an execution of the process.}
The rest of this paper is structured as follows. In Section 2 we overview the literature on proof-theoretic formal verification of probabilistic systems and computational trust. In Section 3 we introduce a computational semantics defining how atomic processes of interest behave from an operational perspective and their closure under logical operations. In Section 4 we introduce our system TPTND, first through its syntax (Section 4.1), then through its inferential rules to reason: first about theoretical probabilities (Section 4.4); then about processes or computations executed under given probability distributions (Section 4.5). We further show how to model Bayesian Updating of random variables in TPTND (Section 4.6) and finally we introduce the inferential engine to reason about trust on the computational processes of interest (Section 4.7) and to derive structural properties on the relevant probability distributions (Section 4.8). In Section 5 we prove the main meta-theoretical results about TPTND, aiming at showing that given a semantics of well-behaving terms in a probabilistic space, the derivability relation of our system guarantees that outputs obtained with sufficient level of trustworthiness are preserved, and accordingly side-effects are avoided. We conclude in Section 6 indicating further steps of this research.

2 Related Work

The present work offers an example of a formal verification method for trustworthy probabilistic computations as implemented for example by machine-learning systems. This area of research, focusing on the modeling of probabilistic systems and reasoning over satisfiability of properties of relevance is yet in its infancy, see [Wing, 2021]. Moreover, it mainly refers to the development of computational, temporal and hybrid logics as formal methods to prove trustworthy properties of interest, see, e.g., [Alur et al., 1996, Kwiatkowska et al., 2002, Termine et al., 2021b]; or with linear temporal logic properties defined over Markov decision processes, e.g., with reinforcement learning methods [Gao et al., 2019] or with imprecise probabilities [Termine et al., 2021a].

In this context, the logic introduced in this paper offers a novel combination of methods and approaches. First of all, it refers to the design of inferential systems of the family of natural deduction systems, sequent calculi and typed λ-calculi, extended with probabilities. These systems and the associated formal proof-verification methods have so far been only little explored in their ability to check trustworthiness of probabilistic computational systems. Secondly, we consider trustworthiness as a property which can itself be expressed and formalized explicitly in the calculus, and therefore openly checked for satisfiability or derivability. Hence, our language TPTND combines these two areas by presenting a probabilistic derivation system with types in which trust is explicitly formulated as a functional operator on typed terms and in which meta-theoretical results are interpreted accordingly. In particular, we present safety intended as the ability to prove whether the system under consideration produces nothing beyond what it is intended and designed to do, within certain margins of cer-
tainty due to its probabilistic nature. Accordingly, two main areas of research are surveyed in the following.

The extension of inferential systems based on $\lambda$-calculi or type systems with probabilities has been recently explored in the literature. The interest is mainly motivated by the need to develop semantics for probabilistic processes and programs, and to perform inferences on them. There are examples of stochastic untyped $\lambda$-calculi which focus on denotational or operational semantics with random variables, see respectively [Bacci et al., 2018, Borgström et al., 2016] and the uniform formulation for both offered in [de Amorim et al., 2021]. In this first sense, the meaning of a probabilistic program consists in enriching the language of programs with the ability to model sampling from distributions, thereby rendering program evaluation a probabilistic process. In this way, the work in [Borgström et al., 2016] introduces a measure space on terms and defines step-indexed approximations. A sampling-based semantics of a term is then defined as a function from a trace of random samples to a value. Differently, our work while also using expressions denoting values from samples, associates the probabilistic approximation with the value in terms of types, while indexing terms with the sample size. In this sense, obviously, the expressive power of our typed language is closer to [Dahlqvist and Kozen, 2020], which is designed specifically to model Bayesian learning; nonetheless, their semantic explanation of expressions in the language is significantly different, as expressions in our system denote samplings which generate outputs with a certain frequency, assuming a certain theoretical probability distribution. Hence, the aim of TPTND and its inferential structure are in fact closer to works introducing some form of probability in calculi with types or natural deduction systems, in particular see [Di Pierro, 2020, Boričić, 2016, 2017, 2019, Ghilezan et al., 2018]. [Di Pierro, 2020] introduces a $\lambda$-calculus augmented with special “probabilistic choice” constructs, i.e., terms of the form $M \; \tau_1 M_1, \ldots, \tau_n M_n$, meaning that term $M$ has probability $p_1, \ldots, p_n$ of reducing to one of the terms $M_1, \ldots, M_n$ respectively. Unlike TPTND, [Di Pierro, 2020] deals with judgements that do not have a context and uses a subtyping relation for the term reduction. [Boričić, 2017] introduces “probabilistic sequents” of the form $\Gamma \vdash^n \Delta$, which are interpreted as stating that the probability of $\Gamma \vdash \Delta$ is greater than, or equal to, a function of the natural number $n$, that is, $1 - ne^\epsilon$ for a fixed threshold $\epsilon$. A similar formalism is introduced in [Boričić, 2019] which, closer to the natural deduction in [Boričić, 2016], formalises probabilistic reasoning through sequents of the form $\Gamma \vdash^k \Delta$, which are interpreted as empirical statements of the form “the probability of $\Gamma \vdash \Delta$ lies in the interval $[a, b]$”. Differently from this work, TPTND does not express explicitly probabilistic intervals, but only sharp probability values, while at the same time expressing such probability on output types, rather than on the derivability relation. Finally, [Ghilezan et al., 2018] introduces the logic P$\Lambda_{\neg}$ where it is possible to mix “basic” and “probabilistic” formulas, the former being similar to standard Boolean formulas, and the latter being formed starting from the concept of a “probabilistic operator” $P_{s, \sigma} M : \sigma$ stating that the probability of $M : \sigma$ is equal to or greater than $s$. The semantics for P$\Lambda_{\neg}$, is Kripke-like and its axiomatisation is infinitary.
Most significantly for type-theoretical models of probabilistic reasoning, Adams and Jacobs, 2015 introduces a quantitative logic with fuzzy predicates and conditioning of states. The computation rules of the system can be used for calculating conditional probabilities in two well-known examples of Bayesian reasoning in (graphical) models. In the same family, Warrell, 2016 offers a Probabilistic Dependent Type System (PDTS) via a functional language based on a subsystem of intuitionistic type theory including dependent sums and products, expanded to include stochastic functions. It provides a sampling-based semantics for the language based on non-deterministic $\beta$-reduction. A probabilistic logic from PDTS introduced as a direct result of the Curry-Howard isomorphism is derived, and shown to provide a universal representation for finite discrete distributions.

TPTND offers an integrated way to deal with probability intervals (similarly to Ghilezan et al., 2018) and probabilistic choices (similarly to Di Pierro, 2020). However, unlike these languages, TPTND was mainly designed to reason about and derive trustworthiness properties of computational processes. In fact, differently from all these other systems, TPTND has an explicit syntax both to deal with the number of experiments, and to prove trust in a process whenever the empirically verified probability is close enough to the theoretical one.

The formulation of the syntax of TPTND for the evaluation of trustworthiness of probabilistic computational processes recalls an entirely different literature, namely that of logical systems in which trust is explicitly formulated as an operator in the language. There are several logical frameworks providing an interpretation of one of the many aspects of computational trust, from manipulation to verification to assessment Demolombe, 2004, Singh, 2011, Drawel et al., 2017, Aldini, 2018, Aldini and Tagliaferri, 2019, Drawel et al., 2020. Modal logics, and in particular knowledge and belief logics, have been extensively investigated for trust, see, e.g., Liau, 2003, Herzig et al., 2010, Liu and Lorini, 2017. As mentioned above, much less investigated are proof systems in which trust is formulated explicitly as an operator or a functional expression. An exception is the family of logics (un)SecureND whose most complete formulation, including also a relational semantics, is offered in Primiero, 2020. The proof-theoretic fragment of the logic has been applied to a number of areas, ranging from software management Boender et al., 2015, Primiero and Boender, 2017, 2018 to modelling a trust and reputation protocol for VANET Primiero et al., 2017; and the evaluation of the trustworthiness of online sources Ceolin and Primiero, 2019, Ceolin et al., 2021. This proof-theoretical language, in its deterministic version also includes a Coq implementation (https://github.com/gprimiero/SecureNDC) for proof-checking. The system TPTND presented in this paper can be seen as the probabilistic extension of the fragment of (un)SecureND including only the closure of trust under negation which corresponds to distrust in the latter system. The present version of TPTND significantly extends and improves on the version previously formulated in D’Asaro and Primiero, 2021.
3 Computational Semantics

We provide now a set of rules to define our domain of computational terms and their operational semantics. The presented calculus is meant as a proof-system for the deduction of judgements expressing the probability of obtaining certain outputs (types) from possibly opaque, probabilistic programs (terms). Therefore, all there is to specify about the nature and behaviour of the elements of the domain of discourse is their computational behaviour. These elements are, in particular, distinct computational processes yielding outputs of mutually exclusive types. Hence, the event of a process $t$ yielding an output $\alpha$—formally, $t : \alpha$—is always supposed to be stochastically independent from the event of another process $u$ yielding another output $\beta$ and from the event of another process $u$ yielding the same output $\alpha$. Hence, providing a semantics in terms of generic events and their probabilities would not be very interesting and is certainly not required to fully understand the workings of the proof-system at hand. The calculus is, indeed, not supposed to be a means to compute the probability of generic events or processes. We focus then on the reduction rules determining the computational behaviour of our processes, which are presented in Figures 1 and 2, and discuss their meaning.

While the syntax of terms will be explicitly specified in Definition 4.1 along with the rest of the syntax of the calculus TPTND, for the present section, as per usual practice, we just define a well-formed typed term as any element of a list $\mathcal{L}$ occurring inside an expression of the form $\mathcal{L} \rightarrow \mathcal{L}'$ that can be obtained by applying one or more of the rules in Figures 1 and 2. In other words, an evaluation rule acts on a list of typed terms (which, in the case of event $\rightarrow t$, might be empty) and produces a non-empty list of typed terms. Typed terms, therefore, can be of two forms:

- $t : \alpha$, denoting that the process $t$ produced an output of type $\alpha$; and
- $t_n : \alpha_f$, denoting that $f$ is the frequency with which we obtained outputs of type $\alpha$ during an experiment consisting of $n$ executions of $t$—in other words, this denotes that the process $t$ produced $f \cdot n$ times an output of type $\alpha$ over a total of $n$ executions.

For each atomic process $t$ that we wish to study, we should associate a list $\alpha^1, \ldots, \alpha^m$ of atomic types to it and we should define an event $\rightarrow t$ rule. Such a rule will define the probabilistic computational behaviour of $t$. Evaluating a list of typed terms will correspond, then, to collecting the results of experiments (see Figure 1) and of logical operations (see Figure 2) executed on (possibly several copies of) the probabilistic computational processes that we have introduced by the event $\rightarrow t$ rules.

We discuss now the specific meaning of each evaluation rule. We begin with the rules for evaluating atomic terms and then we consider the rules implementing logical operations on typed terms indicating the frequency of outputs of a certain type during experiments on probabilistic terms.

As already mentioned, the event $\rightarrow t$ rule defines the behaviour of the atomic term $t$. Technically, the rule enables us to add to our possibly empty list $\mathcal{L}$
\[
\mathcal{L} \rightarrow_{a_i} \mathcal{L}, t : \alpha^t \text{ event}^t
\]
where each \(a_i\) is a number in the unit interval \([0, 1]\), \(t\) is an atomic term, \(\alpha^1, \ldots, \alpha^m\) are the atomic types associated to \(t\), \(1 \leq i \leq m\), \((\sum_{i=1}^{m} a_i) = 1\)

\[
\mathcal{L}, t : \alpha^1, \ldots, t : \alpha^n \rightarrow_1 \mathcal{L}, t_n : \alpha_f \text{ sampling}^\rightarrow
\]
where \(f = \frac{|\{i | a_i = \alpha\}|}{n}\)

\[
\mathcal{L}, t_n : \alpha_f, t_m : \alpha_g \rightarrow_1 \mathcal{L}, t_{n+m} : \alpha_{f,(n/(n+m))}+g(m/(n+m)) \text{ update}^\rightarrow
\]

Figure 1: Evaluation Rules for Atomic Terms

a typed term indicating the outcome of one execution of \(t\). Since \(t\) denotes a probabilistic process, the rule will add to the list a typed term of the form \(t : \alpha^t\) which specifies that \(t\) produced an output of type \(\alpha^t \in \{\alpha^1, \ldots, \alpha^m\}\). The choice of a specific type \(\alpha^t\) is non-deterministic, and the probability of selecting the type \(\alpha^t\) is \(a_i\), for each \(i \in \{1, \ldots, m\}\). The conditions on this evaluation rule guarantee that the sum of the probabilities of all possible types of outputs of a term \(t\) is always 1.

The sampling rule enables us to collect the results of \(n\) executions of an atomic term \(t\) into one typed term \(t_n : \alpha_f\) indicating the frequency of the outputs of a type \(\alpha\). In particular, the term \(t_n : \alpha_f\) indicates the number of times an output of type \(\alpha\) has been produced over the total number of outputs produced during the \(n\) executions of \(t\), i.e., \(f \cdot n\) will be the number of times \(t\) produced an output of type \(\alpha\) during the experiment consisting of \(n\) executions of \(t\).

The update rule combines, by a Bayesian update function, two typed terms \(t_n : \alpha_f\) and \(t_m : \alpha_g\) indicating the frequency with which an output of type \(\alpha\) has been produced by \(t\) during, respectively, an experiment consisting of \(n\) executions of \(t\) and an experiment consisting of \(m\) executions of \(t\), and produces a typed term \(t_{n+m} : \alpha_{f,(n/(n+m))}+g(m/(n+m))\) indicating the frequency with which an output of type \(\alpha\) has been produced by \(t\) during an experiment consisting of \(n + m\) executions of \(t\).

We explain now the meaning of the logical operation rules, presented in Figure 2.

The rule \(\Gamma^+\) enables us to combine two typed terms specifying the frequency of the outputs of type \(\alpha\) during an experiment consisting of \(n\) executions of the process \(t\) and of the outputs of type \(\beta\) during an experiment consisting of \(n\) executions of \(t\), in order to indicate the frequency of outputs of type either \(\alpha\) or \(\beta\) (namely of outputs of type \(\alpha + \beta\)) during an experiment consisting of \(n\) executions of \(t\).

The rules \(E^-\) can be applied to a typed term indicating the frequency of
\[
\begin{align*}
&\frac{\mathcal{L}, t_n : \alpha_f, t_n : \beta_g}{\mathcal{L}, t_n : (\alpha + \beta)_{f+g}} \Gamma^+ \\
&\frac{t_n : \beta_g}{\mathcal{L}, t_n : (\alpha + \beta)_f} \rightarrow_1 \mathcal{L}, t_n : \alpha_{f-g} \quad \text{E}^{\alpha+L} \\
&\frac{t_n : \alpha_g}{\mathcal{L}, t_n : (\alpha + \beta)_f} \rightarrow_1 \mathcal{L}, t_n : \beta_{f-g} \quad \text{E}^{\alpha+R} \\
&\frac{\mathcal{L}, t_n : \alpha_f, u_n : \beta_g}{\mathcal{L}, \langle t, u \rangle_n : (\alpha \times \beta)_{f-g}} \Gamma^\times \\
&\frac{t_n : \beta_g}{\mathcal{L}, t_n : (\alpha \times \beta)_f} \rightarrow_1 \mathcal{L}, \text{fst}(t)_n : \alpha_{f/g} \quad \text{E}^{\alpha\times L} \\
&\frac{t_n : \alpha_g}{\mathcal{L}, t_n : (\alpha \times \beta)_f} \rightarrow_1 \mathcal{L}, \text{snd}(t)_n : \beta_{f/g} \quad \text{E}^{\alpha\times R} \\
&\frac{x_u : \alpha_a}{\mathcal{L}, t_n : \beta_f} \rightarrow_1 \mathcal{L}, [x_u]t_n : (\alpha \rightarrow \beta)_{a|f} \quad \Gamma^\rightarrow \\
&\frac{x_u : \alpha_a}{\mathcal{L}, [x_u]t_n : (\alpha \rightarrow \beta)_{a|f}, u_n : \alpha_g} \rightarrow_1 \mathcal{L}, t_n : [u_n : \alpha] : \beta_{f/g} \quad \text{E}^{\rightarrow \rightarrow}
\end{align*}
\]

where \( \alpha \) and \( \beta \) are metavariables for generic (possibly non-atomic) types, we assume, for \( \text{E}^{\alpha+L}, \text{E}^{\alpha+R}, \text{E}^{\alpha\times L}, \text{E}^{\alpha\times R} \), that \( \alpha \neq \beta \), and \( x_u \) is a designated variable that we associate to the term \( u \).

Figure 2: Logical Term Evaluation Rules
outputs of type $\alpha + \beta$, with respect to an experiment consisting of $n$ executions of $t$, in order to extract the information about the frequencies of the outputs of type $\alpha$ and of the outputs of type $\beta$. If we wish to extract the information about the frequencies of the outputs of type $\alpha$ we use $E^{-\times}_L$ and we need the information on the outputs of type $\beta$ indicated in the premise of the rule. In order to extract the information about the frequencies of the outputs of type $\beta$ we use $E^{-\times}_R$ and we need the information on the outputs of type $\alpha$ indicated in the premise of the rule.

The rule $I^{-\times}$ enables us to combine two typed terms specifying the frequency of the outputs of type $\alpha$ during an experiment consisting of $n$ executions of the process $t$ and of the outputs of type $\beta$ during an experiment consisting of $n$ executions of the process $u$, in order to indicate the frequency of outputs of type $\alpha \times \beta$ (namely of pairs of outputs in which the first element is of type $\alpha$ and the second of type $\beta$) during an experiment consisting of $n$ executions of the pair of processes $\langle t, u \rangle$.

The rules $E^{-\times}$ can be applied to a typed term indicating the frequency of outputs of type $\alpha \times \beta$ (and thus of pairs of outputs in which the first element is of type $\alpha$ and the second of type $\beta$), with respect to an experiment consisting of $n$ executions of $t$, in order to extract the information about the frequencies of the outputs of type $\alpha$ and of the outputs of type $\beta$ occurring as first and second element, respectively, of the considered output pairs. If we wish to extract the information about the frequencies of the first elements of the pairs (those of type $\alpha$) we use $E^{-\times}_L$ and we need the information on the second elements of the considered pairs of outputs, expressed by the premise of the rule. In order to extract the information about the frequencies of the second elements of the pairs (those of type $\beta$) we use $E^{-\times}_R$ and we need the information on the first elements of the considered pairs of outputs, expressed by the premise of the rule.

The rule $I^{-}$ enables us to make explicit a dependency between the frequency of the outputs of type $\beta$ of a process $t$ and the probability of obtaining an output of type $\alpha$ from a process $u$. The rule yields a term $[x]t$ indicating the dependency of the process $t$ on the value variable $x$ indicating the theoretical probability of obtaining $\alpha$. The type of the term $[x]t$ is $\alpha \rightarrow \beta$ in order to indicate the existence of a dependency also at the level of types.

The rule $E^{-}$ enables us to combine a typed term $[x_u]t_n : (\alpha \rightarrow \beta)_{[a]}f$ with a typed term $u_n : \alpha_g$. Since the first term $[x_u]t_n : (\alpha \rightarrow \beta)_{[a]}f$ indicates that the frequency $f$ of the outputs of type $\beta$ produced by a process $t$ depends on the probability $a$ of obtaining an output of type $\alpha$ from a process $u$ and since the second term $u_n : \alpha_g$ indicates that an experiment of $n$ executions of the process $u$ yielded outputs of type $\alpha$ with a frequency of $g$, the resulting term $t_n[u_n : \alpha] : \beta_{g \cdot f}$, obtained by applying the first term to the second, indicates that the frequency of outputs of type $\beta$ obtained during an experiment consisting of $n$ executions of $t$ is $f \cdot g$ since the frequency of this type of output depends on the, now known, frequency $g$ of the outputs of type $\alpha$ produced by $u$.
4 TPTND

4.1 Syntax

The syntax of TPTND is generated by the following grammar in Backus-Naur form:

**Definition 4.1** (Syntax).

\[
\begin{align*}
X & ::= x | x_1 \rceil \langle x, X \rangle | \text{snd}(X) | [X]X | X.X | X.T \\
T & ::= t | \langle T, T \rangle | \text{fst}(T) | \text{snd}(T) | [X]T | T.T | \text{Trust}(T) | U\text{Trust}(T) \\
o & ::= \alpha \mid 0_+ \mid (0 \times o)_r \mid (0 + o)_r \mid (0 \rightarrow 0)_l r \\
C & ::= \{\} | C.X : C | C.X : C_r | C.X : C_{[r, r']} \\
S & ::= C :: \text{distribution} | o :: \text{output} | r :: R
\end{align*}
\]

We denote *random variables* by \(X\). The metavariable \(x\) denotes a particular random variable, e.g., \(x, x', y, z\). Indexed random variables \(x_1\) are tied to specific terms, meaning that they describe uncertainty about the output of the denoted process \(t\). We may combine independent random variables into pairs of the form \(\langle x, X \rangle\) which intuitively corresponds to their joint distribution. Pairs have associated projection functions \(\text{fst}(X)\) and \(\text{snd}(X)\) to extract the first and second variable. We use the constructions \([X]X'\) and \(X.X'\) (with \(X'\) a metavariable for a possibly distinct variable) to express the dependency relation between random variables, i.e., the probability assigned to the random variable \(X\), given the probability assigned to \(X_1\) and the corresponding evaluation. The construction \(X.T\) expresses the update of the probability assigned to random variable \(X\) when using the information on the frequency of the output of a process \(T\).

Terms \(T\) are executed computational processes or computational experiments. The metavariable \(t\) denotes any constant term, e.g., \(t, t', u, w, \ldots\). Terms with different names are regarded as *distinct* processes. When *one and the same* term for a process occurs in distinct branches of a derivation (possibly with different numerical subscripts), these must be intended as distinct runs or executions of the same process. Sometimes we use superscripts \(t^1, \ldots, t^n\) to distinguish the first to the \(n^{th}\) distinct executions of a process \(t\). We may compose processes into pairs \(\langle T, T \rangle\) associated with projection functions \(\text{fst}(T)\) and \(\text{snd}(T)\). The construct \([X]T\) expresses the expected probability assigned to the output of process \(T\) given the theoretical probability assigned to \(X\); while the construct \(T.T\) expresses the update of the expected probability assigned to the output of a process \(T\) with the expected probability of the output of another process of the form \(T\), where the latter is taken to substitute the dependency of \(T\) from some random variable \(X\). We include among terms the function-like expressions for trust: \(\text{Trust}(T)\) expresses that the frequency of process \(T\) is considered trustworthy with respect to the theoretical probability of its output, and the trust operator is defined by an appropriate pair of introduction and elimination rules below. The function \(U\text{Trust}(T)\) expresses negated trustworthiness for the frequency shown by the output of process \(T\) with respect to its intended theoretical probability.
Types $\alpha$ are output values of random variables and computational processes, with a probability $r \in [0, 1]$ attached. Similarly as in the case of terms and random variables, $\alpha$ and $\beta$ are used as metavariables for generic types (thus possibly non atomic). Output $\alpha \times \beta$ expresses the independent occurrence of outputs $\alpha$ and $\beta$. Output $\alpha + \beta$ expresses the disjunction of outputs $\alpha$ and $\beta$. The construction $(\alpha \rightarrow \beta)[r]_1$ is interpreted as the probability $r$ of output $\beta$ for a given random variable or process, provided the probability of output $\alpha$ is $r'$. We use $\alpha^+$ to denote any output different than $\alpha$ (possibly including no output).

We will use subscripts $a, b, c, \ldots$ to denote instance values of probability $r$ when referring to the output of a random variable $X$. Hence, in a formula of the form $x : \alpha_a$, the subscript $a$ denotes the probability associated with the event of random variable $x$ taking value $\alpha$. The formula $t_n : \alpha_a$ expresses the expected probability $a$ that process $t$ will output a value of type $\alpha$. In the expression $t_n : \alpha_f$, the subscript denotes the empirical probability or frequency associated with output $\alpha$ extracted from $n$ executions of the process denoted by $t$. By convention, we use $t : \alpha$ without subscript either in the term or in the type to denote a single execution of the process $t$ with deterministic output $\alpha$ (i.e., $r = 1$).

Contexts $\mathcal{C}$ are sets of conditions, or assumptions on the theoretical probabilities of random variables required for the assertions made on the right of $\vdash$ to hold. Contexts are composed by lists of expressions of the form $x : \alpha_a$, with or without probability $a$ attached. They presuppose type declarations $\alpha :: output$ for the occurring outputs, saying that $\alpha$ is a valid output. We assume that, even when the actual distribution of probabilities on the random variables of interest of a given system is unknown, a certain assumption on their values can be made, and in particular the assumption that the distribution is unknown can be stated.

Type declarations $\mathcal{S}$ include statements of the form: $\mathcal{C} :: distribution$, expressing that a given (possibly non empty) list of declarations of the form $x : \alpha_a$ is a probability distribution; $\alpha :: output$ expressing that $\alpha$ is a valid output value (e.g., a Boolean, or a Natural, or a List, etc.); $r :: \mathbb{R}$ expressing that $r$ is a real number. These declarations are generally considered as implicit presuppositions of contexts.

### 4.2 Judgements

We now summarize the forms of judgements admissible in TPTND. A judgement of the form

$$x : \alpha \vdash y : \beta_b$$

says that the probability of random variable $y$ to have value $\beta$ is $b$, provided random variable $x$ has value $\alpha$. From the probabilistic point of view, this may be intuitively interpreted as $P(Y = \beta \mid X = \alpha) = b$. In the particular case of an empty context, we may simply interpret

$$\vdash y : \beta_b$$
as \( P(Y = \beta) = b \).

A judgement of the form

\[
x : \alpha_a \vdash y : \beta_b
\]

says that the probability of random variable \( y \) to take value \( \beta \) is \( b \) if \( x \) takes value \( \alpha \) with probability \( a \). In other words, the probability \( P(Y = \beta) \) is a function, say \( g \), of \( P(X = \alpha) \), and \( g(a) = b \).

A judgement of the form

\[
\vdash t : \alpha
\]

says that an event or process \( t \) has taken place with output value \( \alpha \).

A judgement of the form

\[
x_t : \alpha_a \vdash t : \beta
\]

serves the purpose of reasoning about data while making assumptions on its probability distribution; it may be intuitively thought as saying that a process \( t \) produces output \( \beta \) assuming a variable \( x \) has probability \( a \) of producing output \( \alpha \). This form of judgement is then generalized and formulated as expected probabilities under some distribution:

\[
x_t : \alpha_a \vdash t_n : \beta_b
\]

says that a process \( t \) produces output \( \beta \) with expected probability \( b \) over \( n \) executions assuming a variable \( x \) has probability \( a \) of producing output \( \alpha \).

Next, we can formulate this judgement under more assumptions on probability values for conditions to be satisfied on the left:

\[
x_t : \alpha_a, \ldots, z_t : \nu_n \vdash t_n : \beta_b
\]

says that provided variables \( x, \ldots, z \) with probabilities \( a, \ldots, n \) to produce outputs \( \alpha, \ldots \nu \) respectively obtain, the associated process \( t \) produces output \( \beta \) with expected probability \( b \).

The relative frequency of \( \beta \) in \( n \) executions of \( t \) is denoted by

\[
x_t : \alpha_a, \ldots, z_t : \nu_n \vdash t_n : \beta_f
\]

Note that as these are judgements based on assumptions, the evaluation of the frequency with which \( \beta \) is shown (or its expected probability to occur) requires the evaluation of the conditions: given a judgement of the form \( x_t : \alpha_a \vdash t : \beta \), the assertion that \( t \) produces \( \beta \) requires the judgement \( \vdash x : \alpha \) to hold; the same is true for multiple assumptions. In the case of a judgement \( x_t : \alpha_a \vdash t_n : \beta_b \), the verification of the condition can only be formulated over the same amount of executions as \( t \), in which case the judgement \( \vdash u_n : \alpha_b \) is required.

Finally, a judgement of the form
\[ x_t : \alpha_{[0,1]}, \ldots, z_t : \nu_{[0,1]} \vdash t_n : \beta_f \]
says that \( n \) executions of process \( t \) display output \( \beta \) with a frequency \( f \) under an unknown distribution of values to random variables. Note that while no inference is possible from a judgement which is indexed by a range \([0,1]\) within the regular deductive rules of our system, we admit judgements of this form as a premise in the rule to infer trust or distrust in \( t_n : \beta_f \) (see Section 4.7), as well as in the premise to apply contraction, where all the values in the interval may be applied to an output value and a function is executed to extract one of them (see Section 4.8).

### 4.3 Distribution Construction Rules

Contexts as a list of assumptions on probability distributions are inductively constructed, see Figure 3. They are generated by judgements of the form \( \vdash x : \alpha_a \), expressing assignments of probabilities to output variables. An empty set \( \{\} \) represents the base case (rule “base”) to define distributions. Random variables assigning theoretical probability values to outputs can be added to a distribution as long as they respect the standard additivity requirement on probabilities (“extend”). Here \( \alpha \) is intended as a metavariable for both atomic and compound output types; the cases for the rule “extend” include joint distribution and extension by dependent variables, as justified below in the construction rules for random variables. The variant for deterministic outputs “extend_det” has \( x : \alpha \notin \Gamma \) in the second premise and it does not require the additivity condition. To denote an unknown distribution (“unknown”) we use the (transfinite) construction assigning to all values of interest the interval of all possible probability values, provided the additivity condition of “extend” is preserved. Note that, while the fragment of the calculus already introduced may not apply such unknown distribution to infer values on the outputs, as we will see in Section 4.7 the Trust fragment (see Figure 9) admits the use of an unknown distribution in the second premise of the introduction rules (IT/IUT) and in the conclusion of the corresponding eliminations (ET/EUT). When an unknown distribution is used, the frequency values assigned to the outputs on the right-hand side of our judgement must be understood as observed values under an unknown distribution.

**Example 4.2.**

\[ \Gamma = \{ x_d : 1_{1/6}, \ldots, x_d : 6_{1/6} \} \]

is the theoretical probability distribution associated with the outputs of a fair die \( d \).

**Example 4.3.**

\[ \Gamma = \{ x_d : Heads_{1/2}, x_d : Tails_{1/2}, y_{d'} : Heads_{1/3}, y_{d'} : Tails_{2/3} \} \]

is the joint theoretical distribution of two independent random variables \( x_d \) and \( y_{d'} \) associated with a fair coin \( d \) and biased coin \( d' \) respectively.
4.4 Reasoning about random variables

The inferential engine of TPTND for random variables is expressed by the rules in Figure 4.

The axiom-like rule “identity 1” expresses the probabilistic fact that $P(X = \alpha | X = \alpha) = 1$. The rule “identity 2” generalizes the former by expressing that the probability of a random variable $x$ to have output $\alpha$ is $a$, provided variable $x$ has theoretical probability $a$ to output $\alpha$.

The rule “K” encodes the probabilistic complement rule: if the probability of output $\alpha$ for the random variable $x$ is $a$, the probability of $x$ not producing output $\alpha$ is $1 - a$.

The joint distribution of two independent random variables can be constructed with conjunction $\times$. We use the notation “$\Gamma \perp \Delta$” with the intended meaning that contexts $\Gamma$ and $\Delta$ are independent, meaning that for any $x : \alpha_a \in \Gamma$, $y : \beta_b \in \Delta$ distinct, is never the case that $\Delta \vdash x : \alpha_a$ and $\Gamma \vdash y : \beta_b$. Note that distinct variables can be made dependent through the use of $\rightarrow$ and that the same variable can occur in independent contexts. The rule generalizes the independence condition to entire distributions and since it assumes their independence, the joint distribution multiplies their probabilities. The elimination uses $\text{fst}$ and $\text{snd}$ to derive the probability of the other term by dividing probabilities.

Disjunction $+$ merges mutually exclusive outputs for a given variable by adding their probabilities. Elimination of disjunction amounts to subtracting them instead.

The connective $\rightarrow$ is used as a syntactical rewriting of dependent variables. The implication introduction constructs a variable of type $\alpha \rightarrow \beta$ where the probability $b$ of $y$ being $\beta$ is explicitly made dependent on $x$ being $\alpha$. In the elimination, we assign a specific probability $a$ to $x$ being $\alpha$ and construct the application term $x.(y : \alpha)$ which is assigned output $\beta$ with probability $a \cdot b$.

Example 4.4 (Dependent variables). We want to model a distribution with two
\[
\frac{\Gamma, x : \alpha \vdash x : \alpha_1}{\text{identity}_1}
\]

\[
\frac{\Gamma, x : \alpha_a \vdash x : \alpha_a}{\text{identity}_2}
\]

\[
\frac{\Gamma \vdash x : \alpha_a}{\Gamma \vdash x : \alpha_a}
\]

\[
\Gamma \vdash x : \alpha_a \quad \Delta \vdash y : \beta_b \quad \Gamma \vdash \Delta 
\]

\[
\frac{\Gamma, \Delta \vdash \langle x, y \rangle : (\alpha \times \beta)_{a,b}}{\Gamma \vdash \Delta \text{I} \times}
\]

\[
\frac{\Gamma \vdash x : (\alpha \times \beta)_c \quad \Gamma \vdash \text{fst}(x) : \alpha_a}{\Gamma \vdash \Delta \text{E}_\times L}
\]

\[
\frac{\Gamma \vdash \text{snd}(x) : \beta_c}{\Gamma \vdash \Delta \text{E}_{R}}
\]

\[
\frac{\Gamma \vdash x : \alpha_a \quad \Gamma \vdash x : \beta_b}{\Gamma \vdash x : (\alpha + \beta)_{a+b}} \text{I+}
\]

\[
\frac{\Gamma \vdash x : (\alpha + \beta)_a \quad \Gamma \vdash x : \alpha_{a'}}{\Gamma \vdash x : \beta_{a-a'}} \text{E}_{+R}
\]

\[
\frac{\Gamma \vdash x : (\alpha + \beta)_b \quad \Gamma \vdash x : \beta_{b'}}{\Gamma \vdash x : \alpha_{b-b'}} \text{E}_{+L}
\]

\[
\frac{\Gamma, x : \alpha \vdash y : \beta_b}{\Gamma \vdash [x]y : (\alpha \rightarrow \beta)_b} \text{I} \rightarrow
\]

\[
\frac{\Gamma \vdash [x]y : (\alpha \rightarrow \beta)_b \quad \Gamma \vdash x : \alpha_a}{\Gamma \vdash y.(x : \alpha) : \beta_{a\cdot b}} \text{E} \rightarrow
\]

where we assume, for $E_{+L}, E_{+R}, E_{\times L}, E_{\times R}$, that $\alpha \neq \beta$

Figure 4: Rules for Random Variables
\begin{align*}
&\Gamma, x_t : \alpha \vdash t : \alpha \quad \text{experiment} \\
&\frac{\Gamma \vdash t : \alpha \quad \Delta \vdash u : \beta}{\Gamma, \Delta \vdash \langle t, u \rangle : (\alpha \times \beta)} \quad \text{I×} \\
&\frac{\Gamma \vdash t : (\alpha \times \beta)}{\Gamma \vdash \text{fst}(t) : \alpha} \quad \text{E×}_L \quad \frac{\Gamma \vdash t : (\alpha \times \beta)}{\Gamma \vdash \text{snd}(t) : \beta} \quad \text{E×}_R \\
&\Gamma \vdash t : (\alpha + \beta) \quad \frac{\Gamma, x_t : \alpha, x_t : \beta \vdash t : \alpha}{\Gamma \vdash t : (\alpha + \beta)} \quad \text{I+} \\
&\frac{\Gamma \vdash t : (\alpha + \beta) \quad \Gamma \vdash t : (\alpha\downarrow)}{\Gamma \vdash t : \beta} \quad \text{E+}_R \\
&\frac{\Gamma \vdash t : (\alpha + \beta) \quad \Gamma \vdash t : (\beta\downarrow)}{\Gamma \vdash t : \alpha} \quad \text{E+}_L \\
&\frac{\Gamma, x : \alpha \vdash t : \beta}{\Gamma \vdash [x]t : (\alpha \rightarrow \beta)_a} \quad \frac{\Gamma \vdash [x]t : (\alpha \rightarrow \beta)_a \vdash u : \alpha}{\Gamma \vdash t, [u : \alpha] : \beta} \\
\end{align*}

where we assume, for \( E+_{L}, E+_{R} \), that \( \alpha \neq \beta \) and \( x_t \) is a designated variable that we associate to the term \( t \).

Figure 5: Single-experiment rules.

random variables \( x \) and \( y \) corresponding to two coins, where \( x \) is fair. Variable \( y \) always returns \textit{Heads} when \( x \) returns \textit{Tails}, and vice-versa:

\begin{align*}
&x : \text{Heads} \vdash y : \text{Tails}_1 \\
&\vdash [x]y : \text{Heads} \rightarrow \text{Tails}_1 \quad \text{I→} \\
&x : \text{Tails} \vdash y : \text{Heads}_1 \\
&\vdash [x]y : \text{Tails} \rightarrow \text{Heads}_1 \quad \text{I→} \\
\end{align*}

We show that \( y \) is also fair by eliminating implication:

\begin{align*}
&\vdash [x]y : \text{Heads} \rightarrow \text{Tails}_1 \\
&\Gamma \vdash x : \text{Heads}_{0.5} \quad \frac{\Gamma \vdash x : \text{Heads}_{0.5} \vdash y, (x : \text{Heads}) : \text{Tails}_{0.5-0.5}}{\text{E→}} \\
\end{align*}

4.5 \hspace{1em} \textbf{Reasoning about events, samples and expected probabilities}

The inferential engine for single executions of computational processes performed under a given probability distribution is illustrated in Figure 5.
The rule “experiment” is the declaration of the deterministic output $\alpha$ (without subscript) of one experiment or execution of process $t$ (without subscript) under a random variable which assigns theoretical probability $a$ to output $\alpha$ (and hence derives $\alpha$ with that probability). Experiments can then be combined for dependent and independent results, in the same way done above for random variables. Inferences on processes which assume some probability value for a random variable are possible under the construction of the $\to$ connective; the introduction states that if process $t$ outputs value $\beta$ (with $r = 1$) provided the condition that $x$ is assigned value $\alpha$ is satisfied with probability $a$, then one constructs term $[x]t$ which assigns the probability $a \cdot 1$ to the output $(\alpha \to \beta)$; the elimination says that on condition that a process $u$ with value $\alpha$ obtains $(r = 1)$, process $t$ using information $u$ outputs value $\beta$ ($r = 1$), thereby eliminating the probabilistic condition.

Rules from Figure 5 allow to perform complex experiments. We now want to generalize to multiple executions of an experiment in Figure 6. This means to evaluate two things: first, the expected value of the probability of an output given $n$ executions of an experiment; second, the frequency of a given output in $n$ executions of an experiment. As expected probabilities are computed according to their theoretical counterparts, we also define logical operations on them.

The axiom-like rule “expectation” says that given the theoretical probability $a$ that the random variable associated with process $t$ will output value $\alpha$, the expected probability of having $\alpha$ over $n$ executions of $t$ is $\tilde{a}$. Provided the maximally expected probability of having $\alpha$ over $n$ executions is exactly $a$, we use $\tilde{a}$ as a notational device to distinguish theoretical and expected probabilities.

In the rule “sampling” we denote a frequency value $f$ of output $\alpha$ from $n$ actual executions of process $t$, each with its own deterministic output, where $f$ is the number of cases in which $\alpha$ has occurred as output over the total number of cases $n$. As a general case, the distribution under which $t$ is executed can be taken to be unknown. An experiment can be repeated several times for a given process $t$, and the rule “update” tells how to calculate relative frequencies on the various number of executions, each provided by an instance of “sampling”. Note that in the examples below to aid readability we will sometimes formulate the rule “sampling” without appropriate premises (i.e., the corresponding several instances of the rule “experiment”), but will always assume those are properly executed. Moreover, “update” is obviously a shorthand for an extended “sampling”, but it is notationally useful when its premises occur at distinct stages of a derivation tree.

Example 4.5. Consider a die of which we know nothing, and in particular it is unknown whether it is fair or not. We denote this state of affairs with the distribution $\Gamma = \{x : 1_{[0,1]}, \ldots, x : 6_{[0,1]}\}$, as produced by the type-definition “unknown”. We execute two sets of four experiments to evaluate the frequency of output 1.

\[
\begin{align*}
\Gamma \vdash d^1 : 1 & \quad \Gamma \vdash d^2 : 1 & \quad \Gamma \vdash d^3 : 5 & \quad \Gamma \vdash d^4 : 6 & \quad \text{sampling}
\end{align*}
\]
\[
\begin{align*}
x_t : \alpha_a \vdash t_n : \alpha_a & \quad \text{expectation} \\
\Gamma \vdash t^1 : \alpha^1 & \quad \ldots \quad \Gamma \vdash t^n : \alpha^n \quad \text{sampling}
\end{align*}
\]
where \( f = \frac{1}{n} \sum_{i} \alpha_i \)

\[
\begin{align*}
\Gamma \vdash t_n : \alpha_f & \quad \Gamma \vdash t_m : \alpha_f \quad \text{update} \\
\Gamma \vdash t_{n+m} : \alpha_{f-(n/(n+m)) +f'-(m/(n+m))} \\
\Gamma \vdash t_n : \alpha_{\hat{a}} & \quad \Gamma \vdash t_n : \beta_{\hat{b}} \quad \text{I+} \\
\Gamma \vdash t_n : (\alpha + \beta)_{\tilde{a}+\tilde{b}} & \quad \text{E+L} \\
\Gamma \vdash t_n : (\alpha + \beta)_{\tilde{a}} & \quad \Gamma \vdash t_n : \beta_{\tilde{b}} \quad \text{E+R} \\
\Gamma \vdash t_n : \alpha_{\hat{a}} & \quad \Delta \vdash u_n : \beta_{\tilde{b}} & \quad \Gamma \parallel \Delta \quad \text{I×} \\
\Gamma, \Delta \vdash \langle t, u \rangle_n : (\alpha \times \beta)_{\overline{a \tilde{b}}} & \quad \text{E×L} \\
\Gamma \vdash \text{snd}(t)_n : \beta_{c/\overline{a}} & \quad \text{E×R} \\
\Gamma \vdash [x]t_n : (\alpha \rightarrow \beta)_{[a] \tilde{b}} & \quad \text{I→} \\
\Gamma \vdash [x]t_n : (\alpha \rightarrow \beta)_{\overline{a \tilde{b}}} & \quad y_n : \alpha_a \vdash u_n : \alpha_{\hat{a}} & \quad \text{E→} \\
\end{align*}
\]

where we assume, for \( \text{E+L}, \text{E+R} \), that \( \alpha \neq \beta \) and \( x_t \) is a designated variable that we associate to the term \( t \).
\[ \Gamma \vdash d^1 : 3 \quad \Gamma \vdash d^2 : 1 \quad \Gamma \vdash d^3 : 5 \quad \Gamma \vdash d^4 : 6 \] sampling

\[ \mathcal{D}_1 \quad \mathcal{D}_2 \] update

\( \{x : 1_{[0,1]}, \ldots, x : 6_{[0,1]}\} \vdash d_8 : 1_{3/8} \)

Rule I+ introduces disjunction: intuitively, if under a distribution \( \Gamma \) a sample of process \( t \) produces output \( \alpha \) with an expected probability \( \tilde{a} \), and output \( \beta \) with expected probability \( \tilde{b} \), then the expected probability of output \( \alpha \) or output \( \beta \) by a run of process \( t \) is \( \tilde{a} + \tilde{b} \). Note that this rule can also be seen as an abbreviation of an instance of "sampling" from \( n \) premises each of which is the result of introducing \( + \) on a single experiment whose output is either \( \alpha \) or \( \beta \):

**Example 4.6.** The rule I+ followed by a sampling for a process with different outputs (including outputs possibly different from \( \alpha \) or \( \beta \)):

\[ \Gamma, x_t : \alpha_a \vdash t^1 : \alpha^1 \quad \Gamma, x_t : \beta_b \vdash t^1 : \beta^1 \quad \Gamma, x_t : \alpha_a \vdash t^n : \alpha^n \quad \Gamma, x_t : \beta_b \vdash t^n : \beta^n \]

\[ \Gamma, x_t : \alpha_a, x_t : \beta_b \vdash (\alpha + \beta)^1, \ldots, \Gamma, x_t : \alpha_a, x_t : \beta_b \vdash (\alpha + \beta)^n \] sampling

Conversely by \( E_{+R} \) (respectively \( E_{+L} \)): if under a distribution \( \Gamma \) a process \( t \) produces output \( \alpha \) or output \( \beta \) with expected probability \( \tilde{c} \), and the former (respectively, the latter) output has probability \( \tilde{a} \) (respectively, \( \tilde{b} \)), then it produces the latter (respectively, the former) output with probability \( \tilde{c} \) (respectively \( \tilde{c} - \tilde{b} \)). Note that also this rule can be seen as an abbreviation for an instance of “sampling” from \( n \) premises each of which is the result of introducing \( + \) on a single experiment whose output is either \( \alpha \) or \( \beta \), followed by an instance of “sampling” of either output:

**Example 4.7.** Consider an application of the rule \( E_{+} \) used to derive the expected probability of one among different possible outputs of a given process:

\[ \Gamma, x_t : \alpha_a, x_t : \beta_b \vdash t_n : (\alpha + \beta)_{\alpha + \beta} \] \( E_{+} \)

followed by a sampling:

\[ \Gamma, x_t : \alpha_a \vdash t^1 : \alpha^1 \quad \ldots \quad \Gamma, x_t : \alpha_a \vdash t^n : \alpha^n \]

\[ \Gamma, x_t : \alpha_a, x_t : \beta_b \vdash t_n : \alpha_{\alpha + \beta} \]
Example 4.8. Consider a fair die $d$ whose distribution of outputs is encoded in $\Gamma$:

\[
\begin{align*}
\Gamma \vdash d_6 &: 1_{1/6}^\mathcal{D}_1 \\
\Gamma \vdash d_6 &: 3_{1/3}^\mathcal{D}_2 \\
\Gamma \vdash d_6 &: (1 + 3)_{1/3}^I+
\end{align*}
\]

now followed by a sampling whose observed outputs are the series 1, 3, 5, 1, 2, 6 in a sample of 6 throws. In this sample the frequency of 1 or 3 outputted by $d$ is given in our syntax as follows

\[
\begin{align*}
\Gamma \vdash d^1 &: (1 + \ldots + 6)^1 \\
\ldots \\
\Gamma \vdash d^6 &: (1 + \ldots + 6)^6
\end{align*}
\]

sampling

Note that in both examples above, we have two conclusions with the same output, one which expresses the expected probability, one which expresses actual frequency over a number of executed trials. In the following it will be our aim to define operators to measure their distance.

The typing rule $I\times$ says that if two distinct processes (and thus independent: recall that we denote by different terms distinct processes, hence the distinct distributions $\Gamma, \Delta$) $t$ and $u$ produce expected probabilities $\tilde{a}$ and $\tilde{b}$ for outputs $\alpha$ and $\beta$ and samples of size $n$ under distributions $\Gamma$ and $\Delta$ respectively; the expected probability of jointly getting output $\alpha$ and $\beta$ from the pair $\langle t,u \rangle$ under the joint distributions $\Gamma, \Delta$, is given by $\tilde{a} \cdot \tilde{b}$. By $E\times$, given a process which provides two distinct output types with associated probability $\tilde{c}$, and knowing the expected probability $\tilde{a}$ of the first composing process in the given sample, we infer the probability of the second process to produce the second output as $\tilde{c}/\tilde{a}$; the dual rule has $snd$ in the second premise and $fst$ in the conclusion.

Example 4.9. Let $d$ and $g$ be two dice associated with distributions $\Delta$ and $\Gamma$ respectively. We use distinct names for the distribution of distinct processes, although they might turn out to be identical, e.g., in the case of two fair dice. Assuming independence on $\Delta, \Gamma$, output expectation on a sample of 18 throws of dice $d$ and $g$ is as follows:

\[
\begin{align*}
\Delta \vdash d_{18} &: 1_{2/3}^\mathcal{D}_1 \\
\Gamma \vdash g_{18} &: 2_{1/6}^\mathcal{D}_2 \\
\Delta, \Gamma \vdash \langle d, g \rangle_{18} &: (1 \times 2)_{1/3}^I\times
\end{align*}
\]

An observation on a sampling of 18 throws of dice $d$ might shows the series:

4, 1, 2, 1, 1, 6, 1, 3, 1, 1, 3, 1, 1, 1, 1, 5

and of 18 throws of dice $g$ the series:

1, 3, 5, 2, 3, 1, 3, 4, 5, 2, 6, 4, 1, 3, 1, 3, 4, 2
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The joint sampling, constructed by pairing the $n$th result of the first dice with the $n$th result of the second dice, is the following:

$$(4, 1), (1, 3), (2, 5), (1, 2), (1, 3), (1, 1), (6, 3), (1, 4), (3, 5),$$
$$
(1, 2), (1, 6), (1, 4), (3, 1), (1, 3), (1, 1), (1, 3), (1, 4), (5, 2)
$$

The experiment was a success. Indeed, among the 18 pairs, exactly two are of the form $(1, 2)$. Hence, as predicted, the frequency of $(1, 2)$ in this list is $2/18 = 1/9$. This outcome of the experiment on the pair of dice $\langle d, g \rangle$ can be formalized as follows:

$$\Delta, \Gamma \vdash \langle d, g \rangle^1 : (4 \times 1)^1 \ldots \Delta, \Gamma \vdash \langle d, g \rangle^{18} : (5 \times 2)^{18}$$
$$\Delta, \Gamma \vdash \langle d, g \rangle_{18} : (1 \times 2)^{2/18}$$

**Example 4.10.** Given two fair dice $d, g$ whose distributions are encoded in respectively $\Delta, \Gamma$. Again assuming independence, we could have

$$\Gamma \times \Delta = \{ \langle x_d, x_g \rangle : 1 \times 1_{1/36}, \langle x_d, x_g \rangle : 1 \times 2_{1/36}, \ldots, \langle x_d, x_g \rangle : 6 \times 6_{1/36} \}$$

While $\langle d, g \rangle^{24} : (n \times m)\bar{n}\cdot\bar{m}$ expresses the expected probability $\bar{n} \cdot \bar{m}$ of any pair $(n \times m)$ over 24 launches, for any specific such sequence of launches like the following: $(5, 5), (2, 1), (3, 6), (3, 1), (1, 4), (5, 3), (5, 4), (3, 6), (6, 3), (5, 2), (2, 3), (3, 3), (2, 3), (4, 1), (4, 5), (1, 2), (6, 1), (6, 6), (6, 6), (6, 6), (6, 6), (6, 5), (4, 4), (2, 6)$, the frequency of any specific output results from an application of the sampling rule, such as:

$$\Delta, \Gamma \vdash \langle d, g \rangle^1 : (5 \times 5)^1 \ldots \Delta, \Gamma \vdash \langle d, g \rangle^{24} : (2 \times 6)^{24}$$

The rule $I\rightarrow$ says that, if assuming a variable has value $\alpha$ with probability $a$, we can execute a process $t$ which, executed $n$ times, shows output $\beta$ with expected probability $b$, then we can construct the term $[x]t_n$, which taken in input a process of output value $\beta$ with expected probability $b$ depending on $a$. Note that in $[a]b$, the sub-expression $[a]$ is only a notation to keep track of the theoretical probability assigned to the output in the antecedent. The corresponding elimination $E\rightarrow$ allows to verify the expected probability of $\beta$: it considers a term $[x]t_n$ of type $(\alpha \rightarrow \beta)$ which has expected probability $\bar{b}$ depending on the probability $\alpha$ of value $\alpha$, and providing in place of $x$ a process $u$ with expected probability $\bar{a}$ formulated under a fresh random variable $y : a$, it returns the process $t$ which will display output $\beta$ with an expected probability $\bar{a} \cdot \bar{b}$. The frequency of $\beta$ in a sample of $n$ experiments should therefore approximate this value.

**Example 4.11.** Consider a coin $c$, which we assume to be fair, i.e., whose assumed probability distribution on its outputs has the form
We might devise a system which if the fair coin \( c_1 \) returns Head, it will make another coin \( c_2 \) return Tail with a frequency of 45% of the times over 1000 throws:

\[
\Gamma, x_{c_1} : H_{0.5}, x_{c_2} : T_{0.5} \quad \frac{\Gamma, x_{c_1} : H_{0.5} \vdash c_{21000} : T_{0.45}}{\Gamma \vdash [x]c_{21000} : (H \rightarrow T)_{(0.5)0.45}} \text{ I→}
\]

To verify the system is actually working in this way, we shall throw \( c_1 \) a 1000 times, and if it returns heads a number of times considered sufficiently close to 50% in proportion to the number of throws (i.e., if \( c_1 \) can be actually considered fair) we state that \( c_2 \) using the output of \( c_1 \) will return Tail circa 45% of the times over its own 1000 throws whenever \( c_1 \) returns heads, namely around 50% of the times over its own 1000 throws:

\[
\text{\vdash [x]c_{21000} : (H \rightarrow T)_{(0.5)0.45} \quad x_{c_1} : H_{0.5} \vdash c_{11000} : H_{0.5} \quad x_{c_1} : H_{0.5} \vdash c_{21000} : [c_{11000} : H] : T_{0.225}} \quad \text{E→}
\]

This final judgment says that we expect tails from the second coin and heads in the first coin with a frequency of 22.5% over 1000 times.

### 4.6 Bayesian Updating

Random variables and experiments can be linked by the formulation of a form of \( \rightarrow \) connective by which random variables are updated using the information generated by trials. The rules in Figure 7 express such process of updating prior probabilities in the light of new information provided by experiments. It corresponds to the use of the \( \rightarrow \) connective introduced from a judgement of the form \( \text{x : } \alpha_1, \ldots, x : \alpha_n \vdash y : \beta \), and eliminated with an additional premise of the form \( \text{\vdash t_n : } \alpha_f \). The formula for \( b \) implements the Bayesian Updating in the specific case of a finite prior and a binomial likelihood function, which is the case we can express within our calculus. In particular, the prior probability associated with the point \( i \) under consideration is \( b_i \), and its likelihood is \( \binom{n}{a_i} a_i^{a_i} (1 - a_i)^{a - a_i} \). The denominator marginalizes as usual over all points in the prior. Note that the binomial coefficient gets simplified out as it appears both in the numerator and denominator of the expression for \( b \).

In the introduction, assuming that the probability \( b \) of variable \( y \) being assigned output \( \beta \) resulted from a sampling of \( n \) experiment within a model in which probabilities associated to random variables \( x, \ldots, x_n \) to have values \( \alpha, \ldots, \alpha^n \) is respectively \( a, \ldots, a^n \), we introduce a list of implications which take all the exclusive hypotheses assigning a given probability \( a_i \) to variables \( x_i \) having value \( \alpha_i \) and assigning a given variable \( y \) probability \( b \) to have value \( \beta \); in the elimination: given such a implication with a list of exclusive hypotheses, and the result of a sampling on an experiment outputting \( a \) with frequency \( f \), we update the prior probability \( b_i \) of \( \beta \) to \( b \).
\[
x : \alpha_{a_1} \vdash y : \beta_{b_1}, \ldots, x : \alpha_{a_m} \vdash y : \beta_{b_m} \quad \sum_{i=1}^{m} b_i = 1
\]

\[
\{ \vdash [x]y : (\alpha \rightarrow \beta)_{[a_i]b_i} \mid 1 \leq i \leq m \}
\]

\[
\Gamma, x : \alpha_{a_i} \vdash t_n : \alpha_f \quad \text{E-P}
\]

where

\[
b = \frac{\left( \frac{n}{n \cdot f} \prod_{i=1}^{m} a_i^{f \cdot n} (1 - a_i)^{n-f \cdot n} b_i \right)}{\sum_{j=1}^{m} a_j^{f \cdot n} (1 - a_j)^{n-f \cdot n} b_j}
\]

Figure 7: Rules to Update Prior Probabilities

**Example 4.12.** In this example, we show how we can model the process of updating a discrete prior in a Bayesian fashion. Let us assume we have five coins of three types. Coins of type A are fair, whereas coins of types B and C are biased, with a probability of 0.8 and 0.9 of landing heads respectively. We have 2 coins of type A, 1 coin of type B and 2 coins of type C. We blindly draw one of these five coins and toss it three times. Three coin tosses give that the coin lands heads 2 times. Our prior knowledge can be modelled with the three following sequents:

\[
x : \text{Heads}_{0.5} \vdash y : \text{Draw}_{2/5}
\]

\[
x : \text{Heads}_{0.8} \vdash y : \text{Draw}_{1/5}
\]

\[
x : \text{Heads}_{0.9} \vdash y : \text{Draw}_{2/5}
\]

that we denote by \( \mathcal{P} \). They encode the discrete prior in Figure 8. We focus on the first of these three sequents, corresponding to the hypothesis that the coin we have drawn is of type A. We now consider data \( \mathcal{D} = \{ \text{Heads, Heads, Tails} \} \), which we represent with the sequent

\[
x : \text{Heads}_{0.5} \vdash c_3 : \text{Heads}_{2/3}
\]

and calculate the posterior probability of hypothesis \( x : \text{Heads}_{0.5} \vdash y : \text{Draw}_{2/5} \) as follows:

\[
\mathcal{P} \\
\vdash x : \text{Heads}_{0.5} \vdash c_3 : \text{Heads}_{2/3}
\]

\[
x : \text{Heads}_{0.5} \vdash p(c_3 : \text{Heads}_{2/3}) : \text{Draw}_p
\]

24
Figure 8: A graphical representation of the discrete prior in Example 4.12. The \( x \) axis represents the probability of the coin landing \( \text{Heads} \); the \( y \) axis represents the corresponding prior probability.

where

\[
a = \frac{0.5^2 \cdot (1 - 0.5) \cdot (2/5) + 0.8^2 \cdot (1 - 0.8) \cdot (1/5) + 0.9^2 \cdot (1 - 0.9) \cdot (2/5)}{0.5^2 \cdot (1 - 0.5) \cdot (2/5) + 0.8^2 \cdot (1 - 0.8) \cdot (1/5) + 0.9^2 \cdot (1 - 0.9) \cdot (2/5)} \approx 0.46
\]

Therefore, the hypothesis that \( x : \text{Heads}_{0.5} \) has increased its probability from 2/5 to 0.46.

Note that once the prior has been updated in the conclusion of the previous tree, it is still possible to introduce again the implication

\[
\vdash [x](y.c_3 : \text{Heads}_{2/3}) : (\text{Heads} \rightarrow \text{Draw}_{[0.5]_a})
\]

and update it again with some new data.

4.7 Trust Fragment

TPTND is designed to verify trustworthiness of probabilistic computations through the rules in Figure 9.

The intuition behind this evaluation is as follows. An experiment \( \Delta \vdash u_n : \alpha_f \) where \( \Delta \) is possibly unknown – that is, \( \Delta \) is of the form \( \{x : \alpha_{[0,1]}, \ldots, x : \omega_{[0,1]}\} \) as obtained by the “unknown” rule in Figure 3 – should be evaluated according to some metric against its intended or expected model, in turn expressed as a transparent distribution \( \Gamma \). If the difference between the frequency \( f \) of output \( \alpha \) in \( n \) experiments \( u \) and its theoretical probability \( a \) in the relevant intended and transparently formulated distribution \( \Gamma \) remains below a critical
threshold, parametric with respect to the number of samples, then the process $u$ outputting $\alpha$ with frequency $f$ can be considered trustworthy (rule IT). The parametric threshold $\epsilon(n)$ is domain-specific and it may depend on the application. Then one can start reasoning on processes considered trustworthy: if $u_n : \alpha_f$ is trustworthy under distribution $\Gamma$, then there must exist an interval of probability values $[a - \epsilon(n), a + \epsilon(n)]$ for output $\alpha \in \Gamma$ within which $u_n : \alpha_f$ can be correctly sampled from $\Gamma$ (rule ET). Note that Contraction from Section 4.8 can be applied to select the most appropriate value within such range.

Dual rules for negative trust can be devised. Rule IUT for the introduction of negative trust (or Untrust) expresses the failure on the condition for trust: if the value set for the difference between the frequency $f$ of the output $\alpha$ in the experiment and the theoretical probability $a$ in the relevant intended and transparently formulated distribution $\Gamma$ is surpassed, the process can be labeled untrustworthy. The rule EUT serves the purpose of eliminating the negative trust function, i.e., it allows to start reasoning on processes considered untrustworthy: if $u_n : \alpha_f$ is considered untrustworthy under distribution $\Gamma$, then there exists a family of probability values in the interval $[0, 1]$ excluding the interval $[a - \epsilon(n), a + \epsilon(n)]$ for output $\alpha \in \Gamma$ within which $u_n : \alpha_f$ can be correctly sampled from $\Gamma$. Hence, the rule identifies the range of theoretical values which make $f$ a fair frequency, and again Contraction from Section 4.8 can be applied to select the most appropriate value within such range.

Note, in particular, that the first and second premise of each rule allow for distinct distributions. While it is required that the first context expresses a distribution in which it is included the theoretical probability for a program of output $\alpha$, this means that it is possible to evaluate for trustworthiness against it a program $u$ of the same type even if the latter is executed under a distinct, and possibly opaque or even unknown distribution $\Delta$. The easy case is obviously where $\Gamma \equiv \Delta$, but otherwise $\Delta$ might be inaccessible (i.e. formally unknown) while $\Gamma$ represents the intended or assumed model of $u$.

Trust evaluation, as mentioned, is parametric in the number of executions,
and this renders it a potentially dynamic process. For instance, one may take 
\( \epsilon(n) \) to correspond to the 95\% confidence interval under the Normal approxi-
mation to the Binomial Distribution. Then it is possible to derive the trustwor-
thinness of some untrustworthy process (and vice versa) with some (very small)
probability. The probability of this happening can be made arbitrarily small by
extending the sample associated with the process.

**Example 4.13.** Let \( u \) be a die which we have been provided with and we know
nothing about, its distribution being denoted as \( \Delta \); and let \( \Gamma \) be the distribution
defined in Example 4.2, representing a fair die. In this example, we focus on output 5. Let’s assume that experimenting under the unknown context \( \Delta \) gives
us the following result:

\[
\cdots \vdash \cdots \vdash \Delta \vdash u_{10} : 5_{1/2} \quad \text{sampling}
\]

Our aim is to decide whether the system \( u \) can be assumed to represent a
sample under a fair distribution over outputs \( \{1, 2, \ldots, 6\} \), i.e., whether \( u \) can
be therefore considered safe to use during a betting game. To this aim, we
use the Introduction of Negative Trust, where we use the (exact) Binomial 95\%
confidence interval to set our threshold:

\[
\Gamma, x : 5_{1/6} :: \text{distribution} \quad \Delta \vdash u_{10} : 5_{1/2} \quad 1/6 \notin [0.19, 0.81]
\]

that is, we do not trust process \( u \) to be extracted from a distribution which
sufficiently approximates \( \Gamma \).

Obviously, things may change as new evidence is collected. Let suppose we
are provided with some more experimental evidence about process \( u \), we then
can use rule “update”:

\[
\Delta \vdash u_{20} : 5_{3/20} \quad \Delta \vdash u_{30} : 5_{4/15} \quad \Gamma \vdash x : 5_{1/6} \quad 1/6 \in [0.12, 0.46]
\]

i.e., based on a total of 30 runs of process \( u \), now we trust it to be extracted
from the transparent and fair distribution \( \Gamma \).

**Example 4.14.** Suppose we are given a commercial, closed-source software
to automatically shortlist CVs according to a set of criteria. To this aim, we
consider the output of the classification algorithm to fall into one of the follow-
ing four categories: (1) male, shortlisted, (2) male, not shortlisted, (3) female,
shortlisted, (4) female, not shortlisted. To verify that the underlying algorithm
does not have an inherent gender bias, we test whether we trust the frequency
of any output of interest over these four classes to reflect the actual gender dis-
tribution in the current Italian population, as encoded in a distribution \( \Gamma \). A
proof that this is indeed the case would produce a certificate in the form of a
natural deduction proof, that would go as follows:
\( \{ \} ::: \text{distribution} \)
\[
\begin{array}{l}
\{ x \!: \text{female}_{0.52} \} :: \text{distribution} \quad \text{extend} \quad \{ \} \vdash c_{10} :: \text{female}_{0.3} \\
\quad \text{0.52} \in [0.6667, 0.6525] \\
\quad \text{IT} \\
\{ x \!: \text{female}_{0.52} \} \vdash \text{Trust}(c_{10} :: \text{female}_{0.3})
\end{array}
\]

where we assumed a 95% confidence interval. Note that a shortlist selection which would provide strictly less than 2/10 or more than 9/10 of female candidates would be considered untrustworthy according to this model. Note that if we sampled 30 CVs instead, shortlisting 7 female CVs, we would derive untrustworthiness:

\( \{ \} :: \text{distribution} \)
\[
\begin{array}{l}
\{ x \!: \text{female}_{0.52} \} :: \text{distribution} \quad \text{extend} \quad \{ \} \vdash c_{30} :: \text{female}_{7/30} \\
\quad 0.52 \notin [0.1, 0.42] \\
\quad \text{IUT} \\
\quad \{ x \!: \text{female}_{0.52} \} \vdash \text{UTrust}(c_{30} :: \text{female}_{7/30})
\end{array}
\]

We would in fact consider untrustworthy any number of shortlisted CVs by female candidates strictly smaller than 10 or bigger than 21. Assume now a different population of interest:

\( \{ \} :: \text{distribution} \)
\[
\begin{array}{l}
\{ x \!: \text{female}_{0.7} \} :: \text{distribution} \quad \text{extend} \quad \{ \} \vdash c_{10} :: \text{female}_{3/10} \\
\quad \text{0.7} \notin [0.6667, 0.6525] \\
\quad \text{IUT} \\
\quad \{ x \!: \text{female}_{0.7} \} \vdash \text{UTrust}(c_{10} :: \text{female}_{3/10})
\end{array}
\]

### 4.8 Structural Rules

Structural rules in a proof-theoretic setting are used to determine valid operations on contexts. Under our interpretation, such rules are needed to establish coherent manipulation of assumptions on probability distributions under which either other random variables are assigned a value, or processes (programs, experiments) are sampled. In particular, our structural rules are essential to two aims:

1. define the admissible extensions of value assignments to random variables through the “extend” type definition;
2. define the extraction of plausible values of relevant random variables from experiments performed under multiple hypotheses and, more generally, under unknown distributions.

We provide constrained versions of the standard rules holding for our system in Figure 10.

The Weakening rule expresses the following principle: given the probability of a random variable \( z \) to have value \( \beta \) is \( b \), provided the value assigned to some variable \( x \) is \( \alpha \); if the latter assignment is independent of a distribution \( \Delta \), then the starting conditional probability can be extended by additional assumptions.
\[ \Gamma, x : \alpha \vdash z : \beta_b \quad \Delta \vdash y : \gamma_g \quad \Gamma \parallel \Delta \]  
\[ \Gamma, x : \alpha \vdash z : \beta_b \]  
\[ \Gamma, x_t : \alpha_{a_1}, \ldots, x_t : \alpha_{a_n} \vdash t_n : \beta_f \]  
\[ \Gamma, x_t : \alpha_{fun(a_1, \ldots, a_n)} \vdash t_n : \beta_f \]  

Weakening

\[ \Gamma, x_t : \alpha\vdash t_n : \beta_f \]  

Contraction

\[ \Gamma, x_t : \alpha\vdash t_n : \beta_f \]  

Figure 10: Structural Rules

\( \Delta \) and the probability \( b \) is left unaltered. In other words: a given probability distribution can be extended at will without inferring new probabilities, as long as no new dependencies are introduced. To show this case, and illustrate how Weakening by a confounding variable modifies the inferred output, we illustrate a number of examples.

**Example 4.15** (Confounding). Consider the following graph:

```
     A
    /\  
   /   
  B   C
```

This graphical model means that \( P(A, B, C) = P(B \mid A)P(C \mid A)P(A) \), i.e., \( A \) is a confounding variable as \( B \) and \( C \) depend on \( A \) but do not directly influence each other. In this example, \( A, B \) and \( C \) are probabilistic routines with outputs 0 and 1. \( A \) is a “master” process in that it can decide to force “slave” processes \( B \) and \( C \) to output specific values. \( A \) has a 50% chance of generating output 1 and 50% chance of producing output 0; if \( A \) outputs 0, it forces \( B \) and \( C \) to output 0; if \( A \) outputs 1, \( B \) and \( C \) both have 50% probability of producing 1 and 50% probability of producing 0. In this case, \( A \) acts as a confounder, in the sense that one may observe a dependency between \( B \) and \( C \) that, however, is not due to an explicit communication between the two processes.

In TPTND this false dependency is discarded, as the dependency from \( A \) is clearly stated, while \( B, C \) are shown to be coordinated processes by logical conjunction under the same assumption. The entire graph is expressed analytically by the following tree (where the shared context trivially satisfies our definition of \( \parallel \)):

\[
\begin{align*}
\{x_A : 0, x_A : 1\} &:: distribution \\
{x_A : 0} &\vdash \left<y_B, z_C\right>: (0 \times 0)_1 \quad x_A : 0 \vdash z_C : 0_1 \quad \times-1 \\
{x_A : 0} &\vdash [x_A][y_B, z_C] : (0 \rightarrow (0 \times 0))_1 \quad \rightarrow-1 \\
\{x_A : 0, x_A : 1\} &:: distribution \\
{x_A : 1} &\vdash \left<y_B, z_C\right>: (1 \times 1)_{0.25} \quad x_A : 1 \vdash z_C : 1_{0.5} \\
{x_A : 1} &\vdash [x_A][y_B, z_C] : (1 \rightarrow (1 \times 1))_{0.25} \quad \rightarrow-1
\end{align*}
\]
Example 4.16 (Chain). Consider the following different graph:

![Graph](https://example.com/graph.png)

This graphical model means that \( P(A, B, C) = P(C \mid B)P(B \mid A)P(A) \), i.e., \( A \) is a variable depending on \( B \), whose effect in turn depends on \( C \). In this example, \( A, B \) and \( C \) are probabilistic routines with outputs 0 and 1. \( A \) is a “master” process in that it can decide to force “slave” process \( B \) and this in turn process \( C \) to output specific values. \( A \) has a 50% chance of generating output 1 and 50% chance of producing output 0; if \( A \) outputs 0, it forces \( B \) to output 0; under the 50% probability that \( B \) outputs 0, \( C \) has 50% probability of producing 1 and 50% probability of producing 0.

Note that an evaluation of the probability of the variable \( z_C \) having value 1 depends ultimately on the value which will be assigned to variable \( a \) in the \( \rightarrow -E \) by the additional premise \( \vdash x_A : 0 \). Note moreover how the condition of \( C \) is expressed by a probability \( P(B \mid A) \) and this corresponds in the tree above to the fact that the context of \( z_C \) is of the form \( y_B, [x_A : 0] : 0 \) with probability \( a \).

The previous example is illustrative of a variable \( y_B \) which is not independent of \( x_A \), hence the latter could not be used to weaken the context of \( z_C \). On the other hand, the following example introduces the situation of a variable \( y_C \) dependent on \( x_A \), and for which one could also state the dependency from a distinct variable \( x_B \):

Example 4.17 (Collider). Consider now the following example:
In this example, the output of variable $C$ is a collider of $A$ and $B$. Again, $A$, $B$ and $C$ are probabilistic routines with outputs 0 and 1. $A$ is a “master” process in that it can decide to force “slave” process $C$: $A$ has a 50% chance of generating output 1 and 50% chance of producing output 0:

$$x_A: 0_{0.5} \models x_A: 0_{0.5} \quad x_A: 1_{0.5} \models x_A: 1_{0.5}$$

$$\{x_A: 0_{0.5}, x_A: 1_{0.5}\} \models x_A: (0 + 1)_{0.5 + 0.5}$$

if $A$ outputs 0, it forces $C$ to output 0, while if $A$ outputs 1, $C$ will have only 50% chance to output 1:

$$\{x_A: 0_{0.5}\} \models y_C: 0 \quad y_C: x_A: 0_{0.5} \models y_C: 0 \quad y_C: x_A: 0_{0.5} \models y_C: 1$$

$$\models y_C: x_A: 0_{0.5} \models y_C: 1$$

$$\{x_A: 1_{0.5}\} \models y_C: 1$$

$$\models y_C: x_A: 1_{0.5} \models y_C: 0_{1.05}$$

Note that here the total probability of $C$ outputting $(0 + 1)$ is 1, but this is expressed under different conditions, namely of process $A$ outputting either 0 or 1. While we cannot derive this, by inspection of the two derivation trees, we can select the probability of $\models y_C: x_A: 0_{0.5}$ in the leftmost branch of the first tree and the probability of $\models y_C: x_A: 1_{0.25}$ and compute the overall probability of $C$ having output 0 when $A$ has value $(0 + 1)$ is $(0.5 + 0.25) = 0.75$. Similarly, the probabilities of $\models y_C: x_A: 0_{1}$ and $\models y_C: x_A: 1_{1.25}$ gives us the overall probability of output 1 from $C$ as $(0 + 0.25) = 0.25$. Note, however, that this computation is not derivable.

Now consider that $B$ is also a “master” process in that it can decide to force “slave” process $C$: $B$ has a 50% chance of generating output 1 and 50% chance of producing output 0:

$$x_B: 0_{0.5} \models x_B: 0_{0.5} \quad x_B: 1_{0.5} \models x_B: 1_{0.5}$$

$$\{x_B: 0_{0.5}, x_B: 1_{0.5}\} \models x_B: (0 + 1)_{0.5 + 0.5}$$

if $B$ outputs 1, it forces $C$ to output 0, while if $B$ outputs 0, $C$ will have only 50% chance to output 1:

$$\{x_B: 0_{0.5}\} \models y_C: 0$$

$$\models y_C: x_B: 0_{0.5} \models y_C: 0 \quad y_C: x_B: 0_{0.5} \models y_C: 1$$

$$\models y_C: x_B: 0_{0.5} \models y_C: 1$$

$$\{x_B: 1_{0.5}\} \models y_C: 1$$

$$\models y_C: x_B: 1_{0.5} \models y_C: 0$$
Note that here the total probability of $C$ outputting $(0 + 1)$ is again 1, but this is expressed under different conditions, namely of process $B$ outputting either 0 or 1. By inspection of the two derivation trees, we can select the probability of $\vdash y_C : [x_B : 1] : 0.5$ in the leftmost branch of the first tree and the probability of $\vdash y_C : [x_B : 0] : 0.25$ and compute the overall probability of output 0 as $(0.5 + 0.25) = 0.75$. Similarly, the probabilities of $\vdash y_C : [x_B : 1] : 1.0$ and $\vdash y_C : [x_B : 0] : 1.025$ gives us the overall probability of output 1 from $C$ dependent from $B$ is $(0 + 0.25) = 0.25$. Note, however, that this computation is not derivable.

In a similar vein, to compute the overall probability that $y_C = 0$ given $x_A = 1$ and $x_B = 1$, we can inspect the rightmost branch of the second of the previous two trees and the leftmost branch of the first of the two trees above: $(0.25 + 0.5) - 0.25 \cdot 0.5 = 0.625$. Or the overall probability that $y_C = 0$ given $x_A = 0$ and $x_B = 0$, inspecting the rightmost branch of the second of the previous two trees and the most branch of the first of the two trees above: $(0.5 + 0.25) - 0.25 \cdot 0.5 = 0.625$. Again, this computation is available by inspection of the derivation trees, but not directly derivable.

On the other hand, if we formulate $y_C$ under the condition $x_A : (0 + 1)$ (respectively $x_B : (0 + 1)$), we can express the direct dependency of $C$ having output $(0 + 1)$ deriving it from the two disjunct:

\[
\begin{align*}
\{x_A : 0.5, x_A : 1.0\} & \vdash x_A : (0 + 1)_1 & \{x_A : (0 + 1)_1\} & \vdash y_C : 0.75 & \{x_A : (0 + 1)_1\} & \vdash y_C : 1.025 \\
\{x_A : (0 + 1)_1\} & \vdash y_C : (0 + 1)_1 & \{x_A : 0.5, x_A : 1.0\} & \vdash x_A : (0 + 1)_1 & \{x_B : (0 + 1)_1\} & \vdash y_C : 0.75 & \{x_B : (0 + 1)_1\} & \vdash y_C : 1.025 \\
\{x_B : 0.5, x_B : 1.0\} & \vdash x_B : (0 + 1)_1 & \{x_B : (0 + 1)_1\} & \vdash y_C : 0.75 & \{x_B : (0 + 1)_1\} & \vdash y_C : 1.025 \\
\{x_B : (0 + 1)_1\} & \vdash y_C : (0 + 1)_1
\end{align*}
\]

The Contraction rule expresses a form of plausibility test on hypotheses. Consider a probability distribution $\Gamma$ which includes more than one distinct hypothesis on the theoretical probability $a$ of some process with output value $\alpha$, on which the evaluation of an experiment $t$ with output $\beta$ with frequency $f$ depends. The general case will be that $\Gamma$ is unknown, so that for any output variable $\alpha \in \Gamma$, the entire set of possible probability values $[0, 1]$ is assigned. A contraction on such distribution is a function $\text{fun}[0, 1]$ which extracts one value $x_t : \alpha_0$. The function $\text{fun}$ can be chosen at will; a sensible example is the Maximum Likelihood function $ML(a, a')$ which returns the value making the frequency $f$ the most plausible as follows:
\[ \Gamma, x_t : \alpha_n, x_t : \alpha_{a'} \vdash t_n : \alpha_f \]  
\[ \Gamma, x_t : \alpha_{ML(a,a')} \vdash t_n : \alpha_f \]  

where \( ML(a,a') = \arg\max_{x \in \{a,a'\}} (x^T (1 - x)^{-\frac{T}{2}}) \).

**Example 4.18 (Contraction).** Let \( \Delta \) be the unknown distribution associated to a die \( d \) with possible outputs \( \{1, \ldots, 6\} \), i.e.:

\[
\begin{align*}
1 &:: output, \ldots, 6 &:: output \\
\Delta &:: distribution
\end{align*}
\]

Technically, \( \Delta \) could be re-written as the distribution which associates to each output \( 1, \ldots, 6 \) the value \( r_0, \ldots, s_0 \). Consider now 10 throws of the die with sequence of outputs 1, 6, 6, 2, 6, 3, 4, 6, 1, 1. Then,

\[
\Delta \vdash d_{10} : 6_{4/10} \quad \text{sampling}
\]

Applying contractions multiple times can be abbreviated as follows:

\[
\Delta \vdash d_{10} : 6_{4/10} \\
\Delta \setminus \{x: 6_a | a \notin [0, 0.4) \cup (0.4, 1]\} \vdash d_{10} : 6_{4/10} \quad \text{Contraction}
\]

where the context in the conclusion denotes the set obtained by the unknown distribution in the premise, removing from it the declaration which assigns any probability different than 0.4 to \( x \) having output 6, i.e., \( \Delta \setminus \{x: 6_a | a \notin [0, 0.4) \cup (0.4, 1]\} = \{x: 1_{[0,1]}, x: 2_{[0,1]}, x: 3_{[0,1]}, x: 4_{[0,1]}, x: 5_{[0,1]}, x: 6_{0.4}\} \).

**Example 4.19.** Consider the distribution \( \Gamma \) representing a fair coin, i.e., with 50% probability of landing Heads when tossed. Assume \( \Delta \) expresses a coin which we know nothing about, i.e. \( \Delta \) is unknown, which when tossed 10 times lands Heads only once. Under the confidence range expressed by \([0.0025, 0.4450]\), the coin is untrustworthy.

\[
\Gamma, x : H_{0.5} :: distribution \\
\Delta \vdash c_{10} : H_{1/10} \\
0.5 \notin [0.0025, 0.4450] \quad \text{I} \rightarrow \text{T}
\]

We can now decide to assume the coin \( c \) to be biased with a probability of only 0.3 of landing Heads when tossed: this can be done by applying an appropriate instance of contraction. Under this new assumption, the result of 10 tosses of the coin landing Heads only once is trustworthy.

\[
\{x_c : H_{[0.1]}, \ldots, x_c : H_{[0.1]}\} \vdash c_{10} : H_{1/10} \\
x_c : H_{0.3} \vdash c_{10} : H_{1/10} \\
0.3 \in [0.0025, 0.4450] \quad \text{IT}
\]
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Finally, the Cut rule is admissible as a detour of I→ and E→ rules when both the major and the minor premises result from sampling:

\[
\Delta, x : \alpha_a \vdash \beta_i \quad \Delta \vdash [x]f_n : (\alpha \to \beta)_{[a]}b \\
\Gamma \vdash u_n : \alpha \bar{a} \\
\Gamma, \Delta \vdash t_n, [u : \alpha] : \beta_{\alpha \bar{a} b}
\]

5 Meta-theory

Our meta-theoretical analysis aims at showing properties of computational terms with respect to expected behavior, as well as considering inference trees of TPTND to establish how logical rules behave with respect to inferring trustworthiness. Hence, a judgement \( \Gamma \vdash t_n : \alpha_f \) is considered in the light of the computational transformations formalized by the relation \( \vdash_p \) for an expression of the form \( t_n : \alpha_f \).

Our first step is to reduce expected probabilities when they depend on deterministic outputs. Deterministic substitution has the following meaning: consider a process \( t \) which has output \( \beta \) with expected probability \( \tilde{\beta} \), under the assumption of a variable having value of type \( \alpha \) with probability \( \alpha \); whenever output \( \alpha \) is deterministically obtained by a process \( u \), process \( t \) has output \( \beta \) with probability \( \tilde{\beta} \) under the condition that \( u \) is executed and \( \alpha \) is obtained.

**Theorem 5.1 (Deterministic Substitution).** If \( x : \alpha_a \vdash t : \beta_{\tilde{b}} \) and \( xu : \alpha_a \vdash u : \alpha \), then \( \vdash t.[u : \alpha] : \beta_{\tilde{b}u} \).

**Proof.** By structural induction on the antecedent of the first premise. To show the reduction to output \( \beta_{\tilde{b}} \), for each case of \( x : \alpha_a \) in the induction we first build the dependent term \( [x]t : (\alpha \to \beta)_{[a]b} \), then consider the deterministic output \( u : \alpha \) in the second derivation and use it to infer the application \( t.[u : \alpha] : \beta_{[a]u \tilde{b}} \):

- For \( \alpha \) atomic, the case is immediate;
- For \( \alpha \equiv \gamma \times \delta \), there are terms \( \langle v, z \rangle \) obtained from independent distributions such that the following tree is a reduction to the base case (below we substitute theoretical probabilities \( d, g \) with value 1 for deterministic outputs):

\[
\frac{
x : \gamma, y : \delta \vdash t : \beta_{\tilde{b}} \quad xu : \gamma, y : \delta \vdash \langle v, z \rangle : (\gamma \times \delta) \quad xv : \gamma, y : \delta \vdash [x]t : (\gamma \to \beta)_{[a]b} \quad x : \gamma, y : \delta \vdash \text{fst}((v, z)) : \gamma \quad y : \delta \vdash \text{fst}((v, z)) : \gamma \vdash [a]t : (\gamma \to \beta)_{[a]b} \times y : \delta \vdash \text{snd}((v, z)) : \delta \\
}{\vdash t.[\text{fst}((v, z)) : \gamma] \text{fst}((v, z)) : \gamma \vdash \beta_{\tilde{b}} \quad x : \gamma, y : \delta \vdash \langle v, z \rangle : (\gamma \times \delta)}
\]

- For \( \alpha \equiv (\gamma + \delta) \) is a metavariable for the distribution of possible exclusive outputs of a given term \( u \). Then either \( u : \gamma_1 \) or \( u : \delta_1 \) (and respectively the other term has probability = 0); then use an additional assumption of type \( \theta \perp \) to select either one through \( E^+ \), and the base case applies.
For $\alpha \equiv \gamma \rightarrow \gamma$ (as an instance of the rule update with unary executions and deterministic outputs), there are terms $u \equiv [y]v$ and $v$ such that the following tree is a reduction to the base case:

$$
\begin{array}{c}
\gamma : \gamma \rightarrow \gamma \vdash t : \beta_k \\
\vdash [y]t : ((\gamma \rightarrow \gamma) \rightarrow \beta)_k \\
\vdash t([x]v : \gamma \rightarrow \gamma) : \beta_k \\
x_v : \gamma \vdash t(v : (v : \gamma)) : \beta_k \\
x_v : \gamma \vdash t : \beta_k \\
x_v : \gamma \vdash t : \beta_k
\end{array}
$$

We consider the computational semantics of samplings to prove properties about frequencies and expected probabilities for such terms. Recall that a computational term $t$ is said to probabilistically reduce to a term $t_1$ if $t$ can be transformed into $t_1$ according to one of the rewriting rules from Figures 1, 2.

First, we show that for atomic terms obtained by applications of reduction rules in Figure 1, the value of the frequency of any given output approximates, in the limit, its expected probability.

**Theorem 5.2.** For any atomic term $t$ such that $\Gamma, x : \alpha_a \vdash t_n : \alpha_a$, and sequence of reductions

$$
L_1, t_{n_0} : \alpha_f_0 \rightarrow \cdots \rightarrow L_m, t_{n_m} : \alpha_f_m \rightarrow \cdots
$$

with $n_0 < \cdots < n_m < \cdots$ that only contains event, sampling and update rule applications, let us define $\nu$ as the function such that $\nu(t) = f$. We have then that

$$
\lim_{m \to \infty} |a - \nu(m)| = 0
$$

with probability 1.

**Proof.** Let us define a random variable $X$ with possible values 0 and 1 and expected value $E(X) = a$. A sequence of random variables $X_1, \ldots, X_n$ then encodes the count of how many times an output of type $\alpha$ is obtained during an experiment consisting of $n$ executions of the term $t$. The expected value $E(X) = a$ indeed exactly corresponds to the probability that an application of the event $\rightarrow t$ rule produces a typed term of the form $t : \alpha$ indicating that $t$ yielded an output of type $\alpha$. This is due to the fact that, since $x_1 : \alpha_a$ is in our context and our context is meant to formalize the behaviour of the process $t$, the event $\rightarrow t$ rule produces a typed term $t : \alpha$ with probability $a$.

Notice that a sequence $X_1, \ldots, X_n$ such that $\frac{X_1 + \cdots + X_n}{n} = E(X) = a$ encodes a count of the number of outcomes of type $\alpha$ during an experiment consisting of $n$ executions of $t$ such that exactly $a$ of the total outcomes was of type $\alpha$.

In case all random variables $X_1, \ldots, X_n$ have the same expected value $E(X)$, the strong law of large numbers states that

$$
\lim_{n \to \infty} \left( \frac{X_1 + \cdots + X_n}{n} \right) = E(X)
$$
with probability 1. This, hence, holds for any sequence $X_1, \ldots, X_n$ of occurrences of the random variable $X$ defined above.

Since

- each sequence $X_1, \ldots, X_n$ such that $\frac{X_1 + \cdots + X_n}{n} = E(X) = a$ corresponds to an experiment consisting of $n$ execution of $t$ such that exactly $a$ of the total outcomes was of type $\alpha$,
- the closer $\frac{X_1 + \cdots + X_n}{n}$ gets to $E(X) = a$, the closer the frequency of outcomes of type $\alpha$ produced by the event $\text{rules applications}$ gets to the expected probability $a$,
- the value $f_m$ of typed atomic terms of the form $t_m : \alpha f_m$ produced by term evaluation rules directly and exclusively depends on the frequency with which a term $t : \alpha$ is obtained by the event $\text{rules applications}$;

the strong law of large numbers implies that, with probability 1, for $m$ approaching infinity, any reduction

$$L_1, t_{n_0} : \alpha f_0 \rightarrow \cdots \rightarrow L_m, t_{n_m} : \alpha f_m$$

with $n_0 < \cdots < n_m$ is such that $f_m$ is closer and closer to $a$. Therefore, by definition of $\nu$, we have

$$\lim_{m \to \infty} |a - \nu_t(m)| = 0$$

with probability 1.

Before closing this result under logical operations, let us introduce some standard notation.

**Definition 5.3.** By $\Rightarrow^*$, as per standard practice, we denote the reflexive and transitive closure of the $\Rightarrow$ relation.

We can now close Theorem 5.2 under those logical operations which are related to the reduction rules in Figure 2.

**Theorem 5.4.** For any term $t$ such that $\Gamma \vdash t_{n_0} : \alpha f_0$ and $\Gamma \vdash t_{n_0} : \alpha \tilde{a}$ and sequence of reductions

$$L_1, t_{n_0} : \alpha f_0 \rightarrow^* \cdots \rightarrow^* L_m, t_{n_m} : \alpha f_m \rightarrow^* \cdots$$

with $n_0 < \cdots < n_m < \cdots$, let us define $\nu$ as the function such that $\nu_t(m) = f_m$ (where, if $f_m$ contains sub-expressions $[\alpha]$ related to $\rightarrow$ types, we ignore them). We have then that

$$\lim_{m \to \infty} |a - \nu_t(m)| = 0$$

with probability 1.
Proof. Since the subscript of $t$ increases at the displayed steps of the reduction sequence

$$L_1, t_{n_0} : \alpha_f \rightarrow \ast \cdots \rightarrow \ast L_m, t_{n_m} : \alpha_f \rightarrow \ast \ldots$$

we have that the atomic terms occurring in $t_{n_0}, \ldots, t_{n_m}, \ldots$ occur with increasing subscripts themselves when they occur as typed terms during our reduction. Notice that the increase in the subscript of $t$ cannot be exclusively due to $\Gamma^- \times$ rule applications since the type of $t$ is always the same at the displayed reduction steps (even though it might change at the non-displayed steps, during which, potentially, logical operation rules of elimination and introduction are applied). Since the atomic terms occurring in $t_{n_0}, \ldots, t_{n_m}, \ldots$ have increasing subscripts themselves when they occur as typed terms in our reduction, Theorem 5.2 guarantees that the frequencies expressed by these atomic terms when typed tends, for the subscripts of the terms increasing to infinity, to have difference 0 with respect to the expected probability of the types of these atomic terms. By induction on the structure of the type of $\alpha$, we show that if the frequency expressed by the atomic terms occurring in $t_{m_0}, \ldots, t_{m_n}, \ldots$ when they occur as typed terms tend to have difference 0 with respect to the expected probability of their types, then the frequencies $f_{0}, \ldots, f_{m_n} \ldots$ expressed by the typed terms $t_{m_0} : \alpha_f, \ldots, t_{m_n} : \alpha_f \ldots$ tends to have difference 0 with respect to the expected probability $a$ of $t$ yielding $\alpha$ as output.

Let us reason by induction on the type $\alpha$.

If $\alpha$ is atomic, then $t_m : \alpha_f$ is atomic, and our hypothesis on the atomic terms occurring in $t_{n_0}, \ldots, t_{n_m}, \ldots$ directly gives us what we need to prove.

Suppose then that for any typed term occurrence obtained by less than $r$ term evaluation rule applications corresponding to logical operations the statement holds, we prove that it holds also for any typed term occurrence obtained by $r$ term evaluation rule applications corresponding to logical operations.

We reason on the $r$th term evaluation rule applied to obtain the considered term.

- If the term has been obtained by $\Gamma^- \times$, then $t_m : (\beta^0 + \beta^1)_{f}$ and, by inductive hypothesis, the statement holds for both occurrences $t_m : \beta^0_{g_0}$ and $t_m : \beta^1_{b_1}$ from which $t_m : (\beta^0 + \beta^1)_{f}$ has been produced by $\Gamma^- \times$, with respect to the expected probabilities $b_0$ and $b_1$ such that $\Gamma \vdash t_m : \beta^0_{b_0}$ and $\Gamma \vdash t_m : \beta^1_{b_1}$. Since $\Gamma \vdash t_m : (\beta^0 + \beta^1)_{b_0 \uplus b_1}$ and $t_m : (\beta^0 + \beta^1)_{f}$ for $f = g_0 + g_1$, we have that the statement holds also for $t_m : (\beta^0 + \beta^1)_{f}$.

- If the term has been obtained by $\Gamma^- \times$, then there must be two subterms $t^0, t^1$ of $t_m : (\beta_0 \times \beta_1)_{f}$ such that $t^0_p : \beta^0_{g_0}, t^1_q : \beta^1_{g_1}$ and $t_m : \alpha_f = \langle t_0, t_1 \rangle_p : (\beta_0 \times \beta_1)_{g_0 \uplus g_1}$. By inductive hypothesis, the statement holds for both occurrences $t^0_p : \beta^0_{g_0}$ and $t^1_q : \beta^1_{g_1}$ with respect to the expected probabilities $b_0$ and $b_1$ such that $\Gamma \vdash x_{t_0} : \beta^0_{b_0}$ and $\Gamma \vdash x_{t_1} : \beta^1_{b_1}$. Since $\Gamma \vdash \langle t_0, t_1 \rangle_p : (\beta_0 \times \beta_1)_{g_0 \uplus g_1}$, we have that the statement holds also for $t_m : \alpha_f$. 
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• If the term has been obtained by $\Gamma \vdash \alpha$, then the term is $t_m : (\beta \rightarrow \beta) f$ and there must be a subterm $t^i$ of it such that $t^i_m : \beta^i_{g_1}$ and $t_m : \alpha_f = [x_u]t^i : (\beta \rightarrow \beta)_{[b_0]^{g_1} g_i}$. By inductive hypothesis, the statement holds for the occurrence $t^i_m : \beta^i_{g_1}$ with respect to the expected probability $b_1$ such that $\Gamma \vdash t^i_m : \beta^i_{g_1}$. Since $\Gamma \vdash t^i_m : (\beta \rightarrow \beta)_{[b_0]^{g_1} g_i}$ and $t_m : \alpha_f = [x_u]t^i : (\beta \rightarrow \beta)_{[b_0]^{g_1} g_i}$, we have that the statement holds also for $t_m : \alpha_f$. Notice that the sub-expression $[b_0]$ is ignored for the purpose of computing the difference between $[b_0]g_1$ and $[b_0]b_1$.

• If the term has been obtained by $E^\rightarrow + L$, then the term is $t_m : \alpha_{f_1 - f_2}$. By inductive hypothesis, the statement holds for the term $t_m : \alpha_{f_1}$, from which $t_m : \alpha_{f_2}$ has been obtained by $E^\rightarrow + L$, with respect to the expected probability $b_1$ such that $\Gamma \vdash t_m : (\alpha + \beta)_{b_1}$ and the statement holds for the term $t_m : \beta_{f_2}$ (the premise of the $E^\rightarrow + L$ application used to obtain the term, which can be obtained with two less term evaluation rule applications than $t_m : \alpha_{f_1 - f_2}$) with respect to the expected probability $b_2$ such that $\Gamma \vdash t_m : \beta_{b_2}$. Since $\Gamma \vdash x_t : \alpha_{b_1 - b_2}$, we have that the statement holds also for $t_m : \alpha_{f_1 - f_2}$.

• The case of $E^\rightarrow + R$ is analogous.

• If the term has been obtained by $E^\rightarrow \times L$, then the term is $\text{fst}(t)_m : \alpha_{f_1} / f_2$. By inductive hypothesis, the statement holds for the term $t_m : \alpha_{f_1}$, from which $\text{fst}(t)_m$ has been obtained by $E^\rightarrow \times L$, with respect to the expected probability $b_1$ such that $\Gamma \vdash \text{fst}(t), u_m : (\alpha \times \beta)_{b_1}$ and the statement holds for the term $u_m : \beta_{f_2}$ (the premise of the $E^\rightarrow \times L$ application used to obtain the term, which can be obtained with two less term evaluation rule applications than $\text{fst}(t)_m : \alpha_{f_1 - f_2}$) with respect to the expected probability $b_2$ such that $\Gamma \vdash u_m : \beta_{b_2}$. Since $\Gamma \vdash \text{fst}(t)_m : \alpha_{b_1 - b_2}$, we have that the statement holds also for $\text{fst}(t)_m : \alpha_{f_1 - f_2}$.

• The case of $E^\rightarrow \times R$ is analogous.

• If the term has been obtained by $E^\rightarrow \rightarrow$, then the term is $t_m, [u_m : \beta] : \alpha_{f_2 - f_1}$. By inductive hypothesis, the statement holds for the terms from which $t_m, [u_m : \beta]$ has been obtained by $E^\rightarrow \rightarrow$, that is, $u_m : \beta_{f_2}$ with respect to the expected probability $b_2$ such that $\Gamma \vdash x_u : \beta_{b_2}$ and the term $[x_u]t_m, [\beta \rightarrow \alpha]_{[b_2]_{f_1}}$ with respect to $\Gamma \vdash [x_u]t_m, [\beta \rightarrow \alpha]_{[b_2]_{f_1}}$. Since $\Gamma \vdash t_m, [x_u : \beta] : \alpha_{b_2 - b_1}$, we have that the statement holds also for $t_m, [u_m : \beta] : \alpha_{f_2 - f_1}$.

Now we show after which reductions the distance of the frequency from the theoretical probability of the term does not increase:

**Theorem 5.5 (Output Preservation).** Consider any number $\varepsilon$ and term evaluation reduction $L, t_1, \ldots, t_r \rightarrow L, u'$ resulting from an application of $\Gamma \rightarrow$, $E^\rightarrow +$, $E^\rightarrow \times$ or $E^\rightarrow \rightarrow$. If, for any $i \in \{1, \ldots, r + 1\}$, the following hold:
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• $t^{i+1}$, if any, is the premise of the rule applied,
• $t^{i'} = t^{i}_{m} : \beta^{i}$,
• the judgements $\Gamma \vdash t^{i}_{m} : \alpha^{i}_{a}$, and $\Gamma \vdash t^{i}_{m} : \alpha^{i}_{f}$, are derivable, and
• $|f^{i} - a^{i}| < \varepsilon$,
then the following hold as well:
• $u' = u_{m} : \beta_{g}$,
• $\Gamma \vdash u_{m} : \beta_{b}$ and
• $|g - b| < \varepsilon$.

Proof. We reason by case on the term evaluation rule applied to obtain $u' = u_{m} : \beta_{g}$ and show that the statement holds.

• Suppose that $u' = u_{m} : \beta_{g}$ has been obtained by $E^{\rightarrow}$. Then $t^{i'} = t_{n} : (\beta + \alpha^{2})_{g + f^{2}}$ where $\alpha^{i}_{f} = (\beta + \alpha^{2})_{g + f^{2}}$. By the hypotheses on the terms to which we have applied the rule and on the premises of the rule applied, we have $(g + f^{2}) - (b + a^{2}) < \varepsilon$ since $b + a^{2} = a^{1}$, and $|f^{2} - a^{2}| < \varepsilon$. But then it follows that $|g - b| < \varepsilon$, as desired.

The symmetric case is analogous.

• Suppose that $u' = u_{m} : \beta_{g} = \langle t^{1}, t^{2} \rangle_{m} : (\alpha^{1} \times \alpha^{2})_{f^{1} \cdot f^{2}}$ has been obtained by $\Gamma^{\rightarrow} \times$. Then, by the hypotheses on the terms to which we have applied the rule, we have $|f^{1} - a^{1}| < \varepsilon$ and $|f^{2} - a^{2}| < \varepsilon$, which imply that $|f^{1} \cdot f^{2} - (a^{1} \cdot a^{2})| < \varepsilon$. Since $f^{1} \cdot f^{2} = g$ and $a^{1} \cdot a^{2} = b$, we have that $|g - b| < \varepsilon$, as desired.

• Suppose that $u' = u_{m} : \beta_{g} = [y_{i}]t_{n}^{i} : (\gamma \rightarrow \alpha^{1})_{[c]_{f^{1}}}$, for some term $s$, type $\gamma$ and number $c$, has been obtained by $\Gamma^{\rightarrow} \rightarrow$. Then, by the hypotheses on the term to which we have applied the rule, we have $|f^{1} - a^{1}| < \varepsilon$. Since $f^{1} = g$ and $a^{1} = b$, we have that $|g - b| < \varepsilon$, as desired. Notice that the sub-expression $[c]$ is ignored for the purpose of computing the difference between $[c]f^{1} \times [c]a^{1}$.

• Suppose that $u' = u_{m} : \beta_{g} = s_{n1} : [z_{f^{2} = c} \circ \gamma f^{2} : \alpha^{2}][s_{f^{2} = c} : \gamma f^{2} : \alpha^{2}]_{c}$ has been obtained by $E^{\rightarrow} \rightarrow$. Then, we have that $t_{n}^{i} : \alpha^{i}_{f} = [y_{i}z]s_{n}^{1} : (\alpha^{2} \rightarrow \gamma)[a^{2}c]_{c}$, where $\gamma$ is a type and $c$ is a frequency. Hence, by the hypotheses on the terms to which we have applied the rule, we have that $|f^{2} - a^{2}| < \varepsilon$ and that $|c - a^{1}| < \varepsilon$. The latter inequality derives indeed from the fact that $f^{1} = [a^{2}c]$ and that, as usual, we ignore the sub-expressions between square brackets in the compute of the difference between frequencies and theoretical probabilities. By putting everything together, we obtain that $|(f^{2} \cdot c) - (a^{2} \cdot a^{1})| \leq \max(|f^{2} - a^{2}|, |c - a^{1}|) < \varepsilon$. Now, by the local hypotheses on the form of $u_{m} : \beta_{g}$, we have that $g = f^{2} \cdot c$. On the other
hand, since $b$ is the theoretical probability associated to the frequency $g$ in $u_m : \beta_g$ and since $u_m : \beta_g$ is obtained by applying $t_{n_1}^1 : \alpha_f^1$ to $t_{n_2}^2 : \alpha_f^2$, which have, respectively, associated theoretical probability $a^1$ and $a^2$, then $b = a^2 \cdot a^1$. But then, by $g = f^2 \cdot c$ and $b = a^2 \cdot a^1$, we can conclude that $|g - b| = |(f^2 \cdot c) - (a^2 \cdot a^1)|$, which, concatenated with the inequality above yields $|g - b| < \varepsilon$, as desired.

\[\square\]

**Theorem 5.6** (Subject reduction). If $\mathcal{L} \rightarrow \mathcal{L}'$ by an application of a term evaluation rule $r$ with premises belonging to $\Pi$ and, for any $t_n : \alpha_f \in \mathcal{L} \cup \Pi$, it holds that $\Gamma \vdash t_n : \alpha_f$; then, for any $u_m : \beta_g \in \mathcal{L}'$, it holds that $\Gamma \vdash u_m : \beta_g$.

Proof. Now, any term evaluation rule application that does not concern any introduction or elimination of occurrences of $\times$, $\rightarrow$ or $\rightarrow$ can be easily simulated by one application of the sampling rule in Figure 6. Let us then consider the case in which a term evaluation rule corresponding to a logical operation is applied. Let us denote by $R^+$ the rule applied. Notice first that any term evaluation rule corresponding to a logical operation is completely analogous to one rule for the introduction or elimination of $\times$ or $\rightarrow$ in Figure 5. Hence, let us denote by $R^+$ the rule in Figure 5 corresponding to $R^+$.

Clearly, it is impossible to directly simulate the term evaluation step obtained by $R^+$ by an application of $R^+$ since this rule, being it a single experiment deduction rule, cannot be applied to judgements of the form $\Gamma \vdash t_n : \alpha_f$ where $f$ is a frequency. Nevertheless, notice that any derivation $\delta$ with conclusion $\Gamma \vdash t_n : \alpha_f$ must consist of upper parts only containing applications of single experiment deduction rules in Figure 5 and then a lower part only containing sampling and update rules (Figure 5). Indeed, the rules for sampling and update are necessary for deriving a conclusion of the form $\Gamma \vdash t_n : \alpha_f$, but it is impossible to apply single experiment rules to the conclusions of applications of the rules for sampling and update. Let us denote by $\delta_1, \ldots, \delta_n$ all largest subderivations of $\delta$ that do not contain any sampling or update rule applications and notice that the conclusion of $\delta$ will contain the same types and terms as the conclusions of $\delta_1, \ldots, \delta_n$, since sampling and update rules never change any type or the structure of any term.

Now, in order to derive $u_m : \beta_g \Gamma \vdash$, for any $u_m : \beta_g \in \mathcal{L}'$, it is enough to apply $R^+$ to the conclusions of some of the sub-derivations $\delta_1, \ldots, \delta_n$ of the derivation $\delta$ of $\Gamma \vdash t_n : \alpha_f$ to obtain a derivation of $\Gamma \vdash u_m : \beta_g$. Afterwards, we can apply the sampling rule to suitably chosen premises in order to derive $\Gamma \vdash u_m : \beta_g$ with the desired frequency $g$.

\[\square\]

**Corollary 5.7.** For any term evaluation reduction $\mathcal{L}, t^1', \ldots, t'^r \rightarrow \mathcal{L}, u'$ resulting from a application of $\Gamma^+ \rightarrow$, $\Gamma^+\times$, $\Gamma^+\times$ or $\Gamma^+\times \rightarrow$; if, for any $i \in$
{1, ..., r, r + 1} where \( t^{r+1} \) is the eventual premise of the rule applied, \( t'' = t''_{n_i} : \beta_f^{j_i} \), if \( \Gamma \vdash \text{Trust}(t''_{n_i} : \alpha_i^{j_i}) \) is derivable, then \( \Gamma \vdash \text{Trust}(u_m : \beta_g) \) where \( u' = u_m : \beta_g \).

**Proof.** Suppose that \( \mathcal{L}, t^1, \ldots , t'' \rightarrow \mathcal{L}, u' \), where all terms involved comply with the hypotheses of our statement, and that \( \Gamma \vdash \text{Trust}(t''_{n_i} : \alpha_i^{j_i}) \) is derivable. Then, by the definition of the IT rule in Figure 9 we know that there is a number \( \epsilon(n') \) such that \( \Gamma \vdash x_i : \alpha_i^{j_i} \), for \( \Gamma \vdash t''_{n_i} : \alpha_i^{j_i} \), with \( a^i \) sufficiently close to \( a_i \), and \( \Gamma \vdash t''_{n_i} : \alpha_i^{j_i} \) and, finally, \( |a - f| \leq \epsilon(n') \). But then, by Theorem 5.5 we have that, for \( u' = u_m : \beta_g \), both \( \Gamma \vdash u_m : \beta_g \) and \( |g - b| < \epsilon(m) \) hold since \( m = n' \) holds for the rules that we are considering. Moreover, by Theorem 5.6 we have that \( \Gamma \vdash u_m : \beta_g \). Hence, by the definition of the IT rule in Figure 9 we can conclude that \( \Gamma \vdash \text{Trust}(u_m : \beta_g) \) where \( u' = u_m : \beta_g \).

Finally: if a long-enough sequence of reductions occur, then a process will eventually be identified as trustworthy; else, the process remains untrustworthy. We make this explicit by the following final result:

**Theorem 5.8 (Progress).** If \( \Gamma, x : \beta_n \vdash t_n : \beta_f \) and \( \epsilon = \epsilon(n) > 0 \), then either it exists \( t_{n+m} : \beta_f \), such that \( t_n : \beta_f \rightarrow^* t_{n+m} : \beta_f \), for \( m \geq 0 \), and \( \Gamma \vdash \text{Trust}(t_{n+m} : \beta_f') \), or \( t_n : \beta_f \) is untrustworthy.

**Proof.** If \( \Gamma \vdash t_n : \beta_f \) and \( |a - b| \leq \epsilon = \epsilon(n) > 0 \) (where \( \epsilon(n) \) is the parametric threshold introduced in Section 4.7), then Theorems 5.3 and 5.6 along with the definition of the IT rule in Figure 9 guarantee that there exists \( m \geq 0 \) such that \( t_n : \beta_f \rightarrow^* t_{n+m} : \beta_f' \) and \( \Gamma \vdash \text{Trust}(t_{n+m} : \beta_f') \).

If, otherwise, \( \Gamma \vdash t_n : \beta_f \) and \( |a - b| > \epsilon = \epsilon(n) > 0 \), then Theorems 5.4 and 5.6 along with the definition of the IUT rule in Figure 9 guarantee that there exists \( m \geq 0 \) such that \( t_n : \beta_f \rightarrow^* t_{n+m} : \beta_f' \) and \( \Gamma \vdash \text{UTrust}(t_{n+m} : \beta_f') \), which means that the term \( u \) in untrustworthy.

\( \Box \)

### 6 Conclusion and future work

We introduced TPTND, a typed natural deduction system whose judgements express the derivability of probabilistic values for random variables, terms for processes decorated by a sample size and types for output values. The intended interpretation of such judgements is to assert the validity of the probabilistic output expected for a given process under a probability distribution.

The main use of such a calculus is the evaluation of trustworthy probabilistic computations: trustworthiness is here intended as a property induced by an acceptable distance between output frequency and its theoretical probability, parametric with respect to the sample size under observation. Such notion of trustworthiness can be used to evaluate opaque distributions against intended or desirable models, e.g., in the context of Machine Learning systems. Conditions
for trustworthiness are made explicit in TPTND by a safety result, defining the required structure of a TPTND derivation by rules which determine trust in the probability of a given output.

Several extensions of this work are planned, or have already been made. First, the language of TPTND can be extended with properties of the probability distributions in order to introduce bias, and the corresponding metric on trustworthiness can be adapted accordingly as in Primiero and D’Asaro, 2022. Moreover, imprecise probabilities can be added to model uncertainty further in the model under observation. Also, a subtyping relation can be formulated to identify classification partitions. Second, the computational semantics for the typed terms of TPTND proposed in Genco and Primiero, 2023 can represent the basis for the development of a Coq verification protocol for probabilistic trustworthy computations, extending the existing protocol for trust presented in Primiero and Boender, 2018 with one of the available Coq libraries for probabilistic reasoning, e.g., https://github.com/jtassarotti/polaris. A variation of TPTND can be devised for modelling processes with finite resources for experiments: in this format, safety can rely on a normal form for terms which is reached after a fixed number of possible experiments. Finally, relational and state transition semantics for this system are also being investigated.
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