The multi-frequency angular power spectrum in parameter studies of the cosmic 21-cm signal
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ABSTRACT

The light-cone effect breaks the periodicity and statistical homogeneity (ergodicity) along the line-of-sight direction of cosmological emission/absorption line surveys. The spherically averaged power spectrum (SAPS), which by definition assumes ergodicity and periodicity in all directions, can only quantify some of the second-order statistical information in the 3D light-cone signals and therefore gives a biased estimate of the true statistics. The multi-frequency angular power spectrum (MAPS), by extracting more information from the data, does not rely on these assumptions. It is therefore better aligned with the properties of the signal. We have compared the performance of the MAPS and SAPS metrics for parameter estimation for a mock 3D light-cone observation of the 21-cm signal from the Epoch of Reionization. Our investigation is based on a simplified 3-parameter 21cmFAST model. We find that the MAPS produces parameter constraints which are a factor of ~ 2 more stringent than when the SAPS is used. The significance of this result does not change much even in the presence of instrumental noise expected for 128 hours of SKA-Low observations. Our results therefore suggest that a parameter estimation framework based on the MAPS metric would yield superior results over one using the SAPS metric.
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1 INTRODUCTION

The 21-cm signal produced by neutral hydrogen (H\(^{\text{I}}\)) in the Intergalactic Medium (IGM) during the Epoch of Reionization (EoR) encodes the answer to several key questions about reionization. Significant efforts are underway to measure the 21-cm Spherically Averaged Power Spectrum (SAPS) by ongoing and upcoming radio interferometric experiments, which can measure the signal in the sky at different frequencies and thus in three dimensions. Examples of such experiments are LOFAR (Mertens et al. 2020), MWA (Trott et al. 2020), GMRT (Paciga et al. 2013); HERA (The HERA Collaboration et al. 2021) and the future SKA (Mellema et al. 2013). Although for now, the primary goal remains the first detection, eventually it will be the measurement of the evolution of the SAPS at a range of spatial scales that will be crucial for our understanding of the EoR; for example, determining key IGM properties and astrophysical parameters such as the average ionization fraction, bubble size distributions, average ionizing emissivities and characteristic masses of the galaxies responsible for reionization (e.g. Ghara et al. 2020; Mondal et al. 2020b; Greig et al. 2021a,b; Abdurashidova et al. 2022).

It has long been known that the SAPS has some intrinsic drawbacks as a summary statistic for the 21-cm signal. The strongly non-Gaussian character of the 21-cm signal has for example prompted the exploration of the bispectrum as an additional summary statistic (e.g. Bharadwaj & Loeb 2005; Watkinson et al. 2017; Majumdar et al. 2020; Mondal et al. 2021). Another complication for the SAPS is caused by the so-called light-cone (LC) effect (Barkana & Loeb 2006; Datta et al. 2012), i.e. the evolution of the signal along the frequency direction, which breaks the statistical homogeneity (or ergodicity) along the line-of-sight (LoS) direction (Mondal et al. 2018). The effect is particularly important for 21-cm observations as the mean (global) brightness temperature changes rapidly as the universe evolves (Mondal et al. 2019). Mondal et al. (2018) have shown that the SAPS can only quantify a part of the entire second-order statistics of the 21-cm signal and gives a biased estimate of the true two-point statistics (Trott 2016), as it assumes the signal is ergodic and periodic in all three directions. One can reduce these effects by analysing the signal over small frequency intervals. However, this reduces accuracy as we miss out on the large-scale LoS modes. We therefore use a different metric, the Multi-frequency Angular Power Spectrum (MAPS), which does not rely on these assumptions (Santos et al. 2005; Datta et al. 2007; Mondal et al. 2018). An ad-
2 SIMULATING THE LIGHT-CONE 21-CM SIGNAL

To simulate 21-cm light-cones we use the publicly available semi-numerical code 21cmFAST\(^6\) (Mesinger et al. 2011; Murray et al. 2020). In particular, we simulate light-cones between \(z = 7.21\) to 8.90, and assume the spin temperature is saturated (\(T_S \gg T_{\text{CMB}}\), i.e. we do not model spin temperature fluctuations).

Specifically, we use the simple 3-parameter astrophysical model from Greig & Mesinger (2015), foregoing the complexity of newer models that incorporate e.g. PopII stars, and we also ignore redshift-space distortions and inhomogeneous recombinations. These three parameters are: the ionizing efficiency (\(\zeta\)), the mean free path of ionizing photons within ionizing regions (\(R_{\text{mfp}}\)) and the minimum virial temperature of star-forming halos (\(T_{\text{vir}}\)). These have been shown to span the greater portion of reasonable physical models (Greig & Mesinger 2015), and are adequate for our proof-of-concept work here. We adopt \(\{\zeta, R_{\text{mfp}}, \log(T_{\text{vir}})\} = \{34, 15, \log(50000)\}\) as our fiducial values. For our fiducial model, the change in the \(H_1\) fraction, which characterizes the strength of the LC effect, is \(\Delta x_{H_1} = 0.68 - 0.26 = 0.42\) over the aforementioned \(z\) range.

We perform simulations in volumes of size [500 Mpc]\(^3\)\(^3\), in which the initial density field is computed on a \(N = 512^3\) grid, which is smoothed down to an \(N = 128^3\) grid on which the astrophysics is simulated.

3 STATISTICAL ANALYSIS METHODOLOGY

We define the MAPS using

\[C_\ell(v_1, v_2) = C_{2\pi U}(v_1, v_2) = \frac{1}{\Omega} \langle \tilde{T}_\ell(U, v_1) \tilde{T}_\ell(U, v_2) \rangle,\]

(1)

where \(\ell = 2\pi U\) is the angular multipole, \(\Omega\) is the solid angle subtended by the simulation at the observer, angle brackets represent an ensemble average and \(\tilde{T}_\ell(U, v)\) is the 2D Fourier transform of the brightness temperature fluctuations \(\delta b(\theta, v)\). In this work, we have adopted the flat-sky approximation where \(\theta\) is the 2D vector on the plane of the sky and its Fourier conjugate is denoted by \(U\). The definition of MAPS assumes that the signal is statistically homogeneous and isotropic on the plane of the sky but it does not assume this for the LoS direction.

As mentioned, the SAPS \(P(k)\) assumes the signal to be ergodic (E) and periodic (P) in all three directions. If we were to impose statistical homogeneity on \(C_\ell(v_1, v_2)\) along the frequency direction, it is obvious that its values will only depend on the distance along the LoS, or in other words, on the frequency separation \(\Delta \nu = \left| v_1 - v_2 \right|\). If we further impose periodicity, we have \(C_\ell^{\text{EP}}(\Delta \nu) = C_\ell^{\text{EP}}(\ell, \Delta \nu)\), where \(\ell\) is the frequency bandwidth over which we are extracting the \(C_\ell\). Under these two assumptions, we can write the relation between \(P(k)\) and \(C_\ell^{\text{EP}}(\Delta \nu)\) as (Eq. 14 of Mondal et al. 2018)

\[P(k) = P(k_{\perp}, k_{\parallel}) = r_c^2 r_c' \int d(\Delta \nu) e^{-ik_{\parallel} r_c' \Delta \nu} C_\ell^{\text{EP}}(\Delta \nu),\]

(2)

where \(k_{\perp} = \ell/r_c\) and \(k_{\parallel}\) are the perpendicular and parallel components of \(k\) to the LoS, respectively. Here, \(r_c\) is the comoving distance to the centre of the light-cone and \(r_c' = \frac{d_{\text{LoS}}}{D_{\text{LoS}}}\). Eq. 2 shows that \(P(k)\) is essentially the Fourier transform of \(C_\ell^{\text{EP}}(\Delta \nu)\) along the frequency axis. Therefore below, we use \(C_\ell^{\text{EP}}(\Delta \nu)\) as a proxy for \(P(k)\) to keep MAPS and SAPS metrics in the same dimension.

We have used our publicly available MAPS\(^7\) code (Mondal et al. 2018, 2019, 2020a) to calculate the bin averaged \(C_\ell(v_1, v_2)\) and \(C_\ell^{\text{EP}}(\Delta \nu)\). We have used 10 equally spaced logarithmic \(\ell\) bins in the range \([114.74, 7342.9]\). We use the scale-independent \(D_\ell(v_1, v_2) = \ell(\ell + 1)C_\ell(v_1, v_2)/2\pi\) and \(D_\ell^{\text{EP}}(\Delta \nu) = \ell(\ell + 1)c^{\text{EP}}(\Delta \nu)/2\pi\) in our analysis. Fig. 1 shows the average \(D_\ell^{\text{EP}}(v_1, v_2)\) at \(\ell = 133.94, 348.10, 763.50, 1774.1\) and 4081.7 (from left to right respectively) for the fiducial model using 100 independent realizations, where the central frequency \(v_c = 158.2\) MHz. The two main features of MAPS are that its magnitude peaks along the diagonal and falls off rapidly away from it as the frequency separation increases. This is more clear in Fig. 2 where we show the corresponding \(D_\ell^{\text{EP}}(\Delta \nu)\). We see that the signal falls off faster for higher \(\ell\) values but oscillates close to zero beyond \(\Delta \nu \gtrsim 4\) MHz for all \(\ell\).

To understand why the power spectrum gives a biased estimate of the true 2-point statistics and captures only the ergodic and periodic part of the information in the signal, we plot the diagonal and 2nd off-diagonal terms of the MAPS matrix as a function of \(\nu\) in Fig. 3. It shows the variation of the 2-point statistics of the signal along the frequency direction. In Fig. 3, we also show the \(D_\ell^{\text{EP}}(\Delta \nu)\), which does not vary with \(\nu\), corresponds to the average of \(D_\ell(v_1, v_2)\) over all possible combinations of \(v_1\) and \(v_2\) which are \(\Delta \nu\) apart. We find that \(D_\ell(v_1, v_2)\) shows a systematic statistical variation along the \(\nu\) direction as compared to \(D_\ell^{\text{EP}}(\Delta \nu)\), which signifies that the power spectrum misses out some 2-point statistical information in the signal. We do not discuss these further here and refer the reader to the discussion of fig. 9 in Mondal et al. (2018).

Fig. 3 also shows that at small scales (right-hand panel) our MAPS results show an oscillatory pattern with \(\nu\) which is not statistical in nature. The origin of this is likely a mix of noise on small-scales from the excursion set approach mixed with the stitching of boxes to construct the light-cones in 21cmFAST. Simulated light-cone data from the C\(^2\)-ray (Mellema et al. 2006) and ReionYuga (Mondal et al. 2015, 2017) do not show this spurious feature. How we deal with this is discussed in Sec. 4.

3.1 The MAPS emulator

We develop a MAPS emulator based on artificial neural networks and use this as part of our MCMC analysis (see e.g. Kern et al. 2017;
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Jennings et al. 2019). This approach is very efficient and computationally fast. We use Latin Hypercube sampling to choose the parameter values for creating our set of training and testing 21cmFAST simulation results. We have generated 1200 light-cone simulations with the same initial conditions in the parameter range $15 < \zeta < 55$, $5 < R_{\text{mfp}} < 25$ and $4.0 < \log(T_{\text{vir}}) < 5.4$, out of which 1100 were used for training and 100 were used for testing. Our network was built using the Keras package, which runs on top of Tensorflow. The network consists of four hidden layers of sizes 16, 64, 256, and 1024, respectively. We refer the reader to Fling (2019) for a detailed description of the methodology. The accuracy of the emulator is quantified through the mean-square error which we find to be around 8 per cent.

4 THE ERROR ESTIMATES

We consider two sources of errors in the measurements, namely instrumental noise and cosmic variance (CV). The system noise $\sigma_{I}^{N}$ is an independent Gaussian random variable and it dominates the total error at small scales. At large scales the CV error $\sigma_{I}^{\text{CV}}$ dominates. It arises from the finite volume of the universe accessible to the measurement and as shown by Mondal et al. (2015, 2016), the highly non-Gaussian nature of the 21-cm signal affects the CV error.

However, it is unfortunately not computationally feasible to consider non-Gaussian effects in our CV error estimates. We therefore ignore the effects of non-Gaussianities. As our analysis is mostly sensitive to large scales where the non-Gaussianities are smaller, this is a reasonable assumption.

With regard to the instrumental noise, we consider three different scenarios in the context of a future SKA-Low observation. These are [a] a CV only case that corresponds to observation time $t_{\text{obs}} = \infty$, [b] a deep survey with $t_{\text{obs}} = 128$ hrs, and [c] a shallow survey with $t_{\text{obs}} = 16$ hrs. The noise level of the latter is roughly equivalent to what can be achieved with ~ 1000 hours with LOFAR or MWA. Note that the entire analysis assumes the foregrounds are perfectly suppressed.

To reduce our data size as well as the noise we average the signals over 8 consecutive channels, which corresponds to ~ 1.6 MHz. This is reasonable as we have found that the mean, as well as the statistics of the signal, do not change much over that frequency range. To calculate the combined effect of the CV and instrumental noise errors on the MAPS we use the same formalism as in Mondal et al. (2020a), specifically their eq. 13.

To account for the modelling error from the emulator as well as to suppress the contribution from small scales (as discussed in Sec. 3), we introduce an additional 20% modelling error i.e. $\sigma_{I}^{m} = 0.2 \times$ fiducial model MAPS. Mondal et al. (2020b), who used an analogous emulator, employed a similar uncertainty in modelling. For a more detailed discussion, we refer the reader to the appendix of that paper. Thus, the total error in our mock data is given by $\sigma_{I}^{T} = \sqrt{\sigma_{I}^{CV}^2 + \sigma_{I}^{N}^2} + \sigma_{I}^{m}^2$.

5 RESULTS

We use the publicly available emcee package (Foreman-Mackey et al. 2013) to perform our MCMC parameter sampling using models from the emulator for each walker at each step in the chain. We assume uniform priors on all three parameters in the ranges: $15 < \zeta < 55$, $5 < R_{\text{mfp}} < 25$ and $4.0 < \log(T_{\text{vir}}) < 5.4$. We show the posterior distribution (1D and 2D) of the parameters in Fig. 4 for the three different observational scenarios considered in this work. The corresponding best-fit values of the marginalised posterior and the +/- 68% upper/lower credible limits for each parameter are tabulated in Table 1. The dashed lines in Fig. 4 denote the fiducial values of the parameters. The results for MAPS are shown with a cyan colour and for SAPS with orange colour. A detailed description of the behaviour of the parameter posteriors can be found in Greig & Mesinger (2015). In this work, we are interested in the difference in constraints between using the MAPS and the SAPS as the metric for parameter estimation. From
we have a factor with the future SKA-Low. We have compared the performance of two different statistical metrics for parameter estimation from mock light-cone observations of the 21-cm signal from the EoR. The first is the usual power spectrum $P(k)$, or more correctly the SAPS and the second is the MAPS $C_{\ell}(v_1, v_2)$. We find that the latter yields parameter constraints which have a factor $\sim 2$ smaller uncertainty, both with and without the inclusion of instrumental noise. For our assumption on modelling errors, this advantage is already present for observation time 128 hrs with the future SKA-Low.

6 DISCUSSION AND CONCLUSIONS

We have compared the performance of two different statistical metrics for parameter estimation from mock light-cone observations of the 21-cm signal from the EoR. The first is the usual power spectrum $P(k)$, or more correctly the SAPS and the second is the MAPS $C_{\ell}(v_1, v_2)$. We find that the latter yields parameter constraints which have a factor $\sim 2$ smaller uncertainty, both with and without the inclusion of instrumental noise. For our assumption on modelling errors, this advantage is already present for observation time 128 hrs with the future SKA-Low.

As the MAPS metric extracts more information from the data than the SAPS metric, it is perhaps not so surprising that it performs better. The main problem is the invalid assumptions of periodicity and ergodicity along the LoS implied by the use of SAPS. Our results show that the extra information is not only relevant for parameter estimation but also extractable in the presence of realistic instrument...
noise. It would therefore seem advisable to base future work on parameter extraction on MAPS rather than SAPS.

The results in this letter constitute only a first exploration. We only consider one model and the improvement seen may be different for other models. We expect MAPS to work better the stronger the light-cone effect as it does not mix frequency and angular information the way SAPS does (see e.g. Mondal et al. 2018). For the chosen model the average ionized fraction over the ∼29 MHz light-cone changes by 0.42 which is substantial but not extreme. The significance of our results will decrease (increase) if a slower (faster) reionization history or shorter (wider) bandwidth is considered. We plan to quantify the improvement of MAPS over SAPS for different astrophysical parameters in future work. As part of this, we also plan to eliminate the emulator for the MAPS calculation and instead calculate it directly from the 21cmFAST results. In that case it could be possible to decrease the modelling error used in the analysis. Furthermore, the calculation can possibly be made more efficient by neglecting those modes which lie furthest away from the diagonal and which likely contribute little in terms of information. Depending on the field of view which is being considered, it could also be good to take into account the curvature of the sky.

However, the largest challenge will be to gauge the impact of the (residual) foregrounds. The MAPS does not allow for foreground avoidance, which is possible for SAPS (Datta et al. 2010; Trott et al. 2012) and so it will be necessary to subtract the foreground signals. This will inevitably leave some residuals which may be strongly correlated over large distances in frequency and thus affect the MAPS. One advantage of using MAPS will actually be that any anomalous correlations between different frequency channels will be very obvious but the disadvantage is that they will interfere with the parameter estimation. However, an assessment of their actual impact requires a careful investigation based on actual foreground subtraction techniques and realistic residuals. It may be possible to perform an eigenmode analysis to eliminate the modes most affected by foregrounds residuals (see e.g. Koshambi-Karhunen-Loève eigenmode analysis in Liu & Tegmark 2012; Shaw et al. 2014). Recent efforts to estimate MAPS in the presence of foregrounds show encouraging results (see e.g. Pal et al. 2021, and references therein). A first step could also be to obtain the actual MAPS data from currently existing data, such as LOFAR, HERA and MWA. Even though those signals are noise dominated, their properties can still be useful to increase our understanding of this promising summary statistic.
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