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An Improved Tool Wear Monitoring Method Using Local Image and Fractal Dimension of Workpiece
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Tool wear is a key factor that dominates the surface quality and distinctly influences the generated workpiece surface texture. In order to realize accurate evaluation of the tool wear from the generated workpiece surface after machining process, a new tool wear monitoring method is developed by fractal dimension of the acquired workpiece surface digital image. A self-made simple apparatus is employed to capture the local digital images around the region of interest. In addition, a skew correction method based on local fast Fourier transformation energy is also proposed for the surface texture direction adjustment. Furthermore, the tool wear quantitative evaluation was derived based on fractal dimension utilizing its high reliability for inherent irregularity description. The proposed tool wear monitoring method has verified its feasibility as well as its effectiveness in actual milling experiments using the material of AISI 1045 in a vertical machining center. Testing results demonstrate that the proposed method was capable of tool wear condition evaluation.

1. Introduction

Machining tool is a major component in a manufacturing system, and its failure (tool wear and breakage) attributes up to 20% of the machine downtime [1], and the costs of tools and tool changes account for 3–12% of the total processing cost [2]. Therefore, machining tool reliability becomes a crucial important aspect in ubiquitous manufacturing which directly influences the energy consumption and production rate [3]. Conventional tool replacement strategies employ uniform time periods determined by the subjective experience of operators. But such experiential strategies will inevitably result in early replacement which leads to that only 50–80% of the tool effective life is used [4]. To enhance the manufacturing system reliability, many strategies are proposed for the machining tool condition monitoring. With ubiquitous computing, tool wear real-time monitoring emerges as a heated research area.

Tool wear is considered to be a key factor that dominates the surface quality and also a critical index to fulfill the accuracy requirements during the machining process [5]. Tool wear monitoring or estimating is usually divided into direct monitoring and indirect monitoring [6]. Direct sensing techniques of a tool wear by using microscope or charged-couple-device (CCD) camera is a traditional vision-based tool wear measurement method [7]. But this method has to stop machine and remove the tool from holder. So, it prolongs the tact time and increases the production costs. On the contrary, many tool indirect monitoring methods are proposed by modern sensors. Indirect methods are advantageous because they do not directly affect the machining process and offer high recognition accuracy under ideal conditions.

Due to its manufacturing costs advantage and real-time monitoring, indirect tool wear detection attracts the attention of many scholars. Vibration signal is the most widely
used method for machinery condition monitoring and fault detection [8–10]. Besides, machine learning techniques also identified a promising option in various engineering application scenarios [11–13]. Recently, advances in sensing technology have led to proposals for tool condition monitoring using various signals, such as temperature, acoustic emission, cutting force, and sound. Kovac et al. developed a novel method for predicting functional lifetime in tool parts based on a tool-work thermocouple temperature with tool wear experiment [14]. Wang et al. proposed a nondestructive tool wear evaluation method by clustering energy of acoustic emission (AE) burst signals under minimal quantity lubrication cutting condition [15]. Kong et al. presented a real-time tool wear predictive model (cutting force signal) based on the integrated radial basic function-based kernel principal component analysis (KPCA_IRBF) and relevance vector machine (RVM) and verified by two different cutting experiments [16]. Ravikumar and Ramachandran performed a tool wear monitoring system using sound signals acquired during milling of aluminum alloys [17]. Due to the interference of processing conditions and limited sensing physical characteristics, multiple modalities of sensors are instrumented to measure the different aspects of tool conditions. Wang et al. presented a virtual tool wear sensing technique based on multisensory data fusion and artificial intelligence model for tool condition monitoring [18]. Rizal et al. proposed a novel approach for tool wear classification and detection in milling process using multisensor signals and Mahalanobis-Taguchi system (MTS) [19]. However, these indirect methods present a significant drawback: all these signals could be seriously affected by the inherent noise generated in industrial environments [20–23], which reduces their performance.

Milling is the process of machining using rotary cutters to remove material by advancing a cutter into a workpiece. Highly efficient milling processes are suitable for mass production and have been widely used in manufacturing. Compared with turning machines, it is difficult for measuring rotating tools wear with multiple moving axes in milling. According to related researches [24], a reliable tool condition monitoring (TCM) can largely reduce the manufacturing costs by 10–40% by reducing downtime and maximizing the usable life of milling tools.

Machined surface topographies are the final product after manufacturing and could probably be the carriers for fabrication process and functional information. Compared with conventional direct and indirect tool wear evaluation method, machined surface topographies evaluation can be performed without the need to stop the cutting process and also enjoys the merit of free noise interference. Different machined surface defects after machining with the worn tools are investigated in the previous literatures and directly affect the subsequent mechanical properties of the manufacturing components. Machining parameters, tool type, and geometry as well as workpiece properties are among the most influential parameters in the tool wear process [25]. A higher level of surface damage was generated on machined surface under condition of worn tools than new cutting tools without considering other cutting conditions. Literature found that, apart from the cutting conditions (the cutting speed, the feed rate, and the depth of cut), tool wear has primary effects on the modification of surface roughness and has drawn the attention of many researchers [26]. However, some studies obtained the opposite results when evaluating the tool wear by surface roughness. Li et al.’s study results showed that tool wear had distinct deterioration influence on the surface roughness [27]. However, in [28], authors found that the surface roughness firstly increased and then declined when flank wear varied from 0 to 0.3 mm. Therefore, a tool wear evaluation method based on a more reliable surface topography statistical indicator is indispensable.

Inspired by these different topography parameters tool wear condition monitoring methods, a new tool wear evaluation method is developed by fractal dimension from the acquired workpiece surface digital image. In this research, local digital images are acquired by a self-made simple apparatus. A skew correction method based on local fast Fourier transformation (FFT) energy is also proposed for the surface texture direction adjustment. The tool wear quantitative evaluation was derived based on fractal dimension from the skew corrected digital image because of its high reliability for inherent irregularity description.

The rest of the paper is organized as follows: the tool wear monitoring framework is briefly described in Section 2. The experiment studies are presented in Section 3, as well as the model calibration. The application examples of the developed method are explained in detail in Section 4. Some concluding remarks are given in Section 5.

2. Tool Wear Monitoring Framework

2.1. The Proposed Tool Wear Evaluation Method. This research proposed a new tool wear monitoring method by fractal dimension from the acquired workpiece surface digital image. The flow chart of the proposed method is presented in Figure 1. Relevant details are also described below.

Step 1: place the self-made image acquisition system (described in Section 3.1.2) on a machined workpiece surface to capture the local surface images. Meanwhile, the cutting tool is taken off to evaluate the tool wear by traditional direct tool wear method (described in Section 3.1.4).

Step 2: correct the texture skew of the raw image with the proposed skew correction algorithm in Section 2.2.

Step 3: in this step, the estimating contour is determined by the similar criterion in [29]. Then, the extracted contour curve fractal dimension is calculated (described in Section 2.2). Finally, a regression model is fitted according to the fractal dimensions and the acquired tool wear based on traditional direct tool wear method (Section 3.3).

2.2. Skew Correction Algorithm. Hough transform, projection characteristics, Fourier transform, and shearlet transform are the commonly used algorithms for skew correction
Those skew detection and correction algorithms are mainly aiming at detecting the deviation of the document orientation angle from the horizontal or vertical direction. In this research, the investigated subject has a focus on the machined surface. Prior research shows that two-dimensional signal may contain strong noises in the whole frequency domain. Therefore, a new skew correction algorithm is necessary.

### 2.2.1. Local Energy of the FFT

Figure 2 is a striped image with noise interference where \(\lambda\) is the dominant wavelength, \(\lambda_u\) and \(\lambda_v\) are the wavelength components in x and y directions, respectively. \(u = 1/\lambda_u\) and \(v = 1/\lambda_v\) are the sampling rates in the two directions, and they are also the period components of the FFT spectrum \(F(u, v)\). As can be seen in Figure 2, acquired surface image contains strong noises in the whole frequency domain. Therefore, the general used Fourier transform in document scanning is not suitable in this research. Notice that the wavelength of main direction ((a) in Figure 2) is slightly different from the x and y directions ((b) and (c) in Figure 2); it could be possible to correct the skewed images by local FFT energy distribution. Define the local FFT energy as the energy in x positive half axis of Fourier spectrum \(F(u, v)\). According to this definition, if the local energy reaches its maximum, the images should be well skewed.

### 2.2.2. Skew Correction Algorithm

In this paper, a novel skew correction algorithm based on local 2D FFT energy is proposed to improve the skew correction accuracy. Flow chart of the proposed method is presented in Figure 3 and illustrated in the following steps:

**Step 1:** input the original image.

**Step 2:** use FFT to acquire the Fourier spectrum \(F(u, v)\).

**Step 3:** calculate the local energy \(L_i\) from the Fourier spectrum.

**Step 4:** rotate the image counterclockwise with 1° and go to Step 2 until the rotate degree reach 360°.

**Step 5:** output the image which has the maximum energy \(L_i\).

A typical captured image is shown in Figure 4(a). It can be seen that the original image has an obvious skew. This skew will strongly influence the tool wear evaluation. The local FFT energy distribution is shown in Figure 4(c) where horizon axis indicates the rotation angle and vertical axis indicates the corresponding local FFT energy. Figure 4(c) shows that the local FFT energy reaches its maximum when the rotation angle is 22°. Rotate the image with 20°; the rotated image is shown in Figure 4(b). The adjusted image result shows that the proposed method has good skew correction ability.

![Figure 1: Flow chart of the proposed tool wear monitoring method.](image1)

![Figure 2: Illustration for the parameters of the 2D FFT.](image2)
2.3. Fractal Dimension. Many surface topography parameters have been widely employed for the purpose of evaluating the tool wear from the generated workpiece. In this research, authors utilized fractal dimension as the tool wear evaluation metric.

Multifractal analysis, which is a natural extension of the fractal modeling, has aroused more attention and is applied to characterize various physical phenomena in recent years. Each geometric entity can be interpreted as a specific sort of point group. The distribution of different points on the 2D projection indicates different intrinsic structural topology. Generally, the distributions of 2D point group can be categorized into three types: even distribution, random distribution, and collectively distribution.

Fractal dimension is reported as an effective tool for describing the inherent irregularity of natural objects, as well as the point group holistic morphological characteristics [37]. The value of the fractal dimension reflects the filling ability of the point group; it is greater than the topology dimension and less than the spatial dimension [38]. The analysis of fractal patterns has aroused heated discussion during the last years, mainly in the field of empirical applications [39]. The fractal dimension could be represented by several types of dimensions, for instance, the similarity dimension, Hausdorff dimension, and box-counting dimension (BCD) [40]. Among these methods, the BCD method is the most well-accepted method to determine the fractal dimension in various application fields due to its relative simplicity and reliability [37, 41].

Mandelbrot [42] defined that a set in an Euclidean space is said to be self-similar if it is the union of \( N(r) \) distinct subsets, each of which is a copy of the original scaled down by a ratio \( 1/r \) in each spatial direction. The fractal dimension of an object is defined by

\[
D = \lim_{r \to 0} \frac{\log(N(r))}{\log(1/r)},
\]

where \( N(r) \) is the least number of boxes of length \( r \) needed to completely cover the object. Based on this definition, many different dimension types are proposed. Introduced by Gangepain and Roques-Carmes [43], BCD is found to be the most simple and reliable method for approximate fractal dimension estimation. The principle of BCD is shown in Figure 5. Using a fixed rectangle to decompose the point group, the number of filling unit element will be changed with the changing of rectangle dimension \( w \). By counting the length of the unit element \( w \) and the filling element number \( N(w) \), the fractal dimension can be approximately described with

\[
D \approx \frac{\log(N(w))}{\log(1/w)}.
\]

Hence, the overall procedure of the BCD method can be summarized into the following steps (as can be seen in Figure 6): (a) divide the point group by boxes under different length \( w \), (b) compute the number \( N \) of the boxes whose number of pore pixels is bigger than 1, and (c) plot \( \log(N(w)) \) vs. \( \log(1/w) \) and use the linear correlation to fit the data; the slope of the generated line denotes the BCD fractal dimension [44].

As mentioned above, fractal dimension should be bigger than the topology dimension while smaller than the spatial dimension. Therefore, for the 2D projection, the fractal dimension is greater than 1 but less than 2. The fractal dimension reflects the distribution evenness of the point group; large fractal dimension means good distribution evenness. Figure 5 shows three different point group
distribution situations. For the left blue rhombic point group, the fractal dimension is 2, while the fractal dimension of middle and right rhombic point groups is less than 2.

3. Experiment Studies

In order to investigate the proposed tool wear evaluation method, a series of AISI 1045 steel milling cutting experiments were carried out.

3.1. Experiment Setup

3.1.1. Workpiece and Cutting Tool. The workpiece used in this test was AISI 1045 steel, rectangular block with the dimensions of 230 mm (L) x 90 mm (W) x 90 mm (H). A cemented carbide end milling cutter (the diameter is 10 mm) with three teeth is employed for the experiments.

3.1.2. Image Acquisition. Workpiece surface images are collected by a self-made image acquisition system; the structure sketch of the image acquisition system is shown in Figure 7. The platform is constructed of mobile phone (Xiaomi 8, produced by Xiaomi Corporation, Beijing, China), coaxial light sources (blue light, VP-24, produced by Vanch Photoelectric Technology Co., Ltd., Shanghai, China) and other auxiliary mechanism. As can be seen in Figure 7, coaxial light has a semireflective mirror to align the light from the LED array to the same optical axis as the camera lens. Mirror surface workpieces are uniformly illuminated without unevenness. Focal length regulator is used to adjust the focal length. Focal length regulator is used to ensure the unity of focusing distance of different photos. After machining, the image acquisition is placed on the machined workpiece surface and captures the digital image. Details about the capture parameters are available in Table 1.

3.1.3. Experimental Parameters. The milling cutting experiments are conducted on a vertical machining center (DMTG VDL850A, produced by General technology group Dalian Machine Tool Co., Dalian, China). The experimental setup for the milling test is shown in Figure 8. The machining parameters for the milling tests are selected as spindle speed of 2000 rpm, feed rate of 600 mm/min, cutting depth of 0.5 mm, and cutting width of 8 mm.
3.1.4. Direct Wear Area Evaluation Instrument. In this experiment, the milling process is multitooth machining and each tooth is independent of each other. The corresponding average wear area is measured by an electron measuring microscope via direct measurement method (GP-300C, produced by Gaopin precision instruments Co., Ltd., Kunshan, China, as shown in Figure 9).

3.2. Evaluation Metrics. To quantitatively evaluate the performance of the developed method, different metrics are investigated including standard deviation, variance, skewness, kurtosis, roughness, and fractal dimension.

Skewness is typically used to measure the asymmetry of the probability distribution of a random variable. If skewness $S < 0$, there is a negative skew which means the mass of the distribution is concentrated on the right of the distribution figure. If $S > 0$, there is a positive skew which means the mass of the distribution is concentrated on the left of the distribution figure. The distribution is similar to a Gaussian normal distribution when $S = 0$.

Kurtosis is a measure of whether the data are heavy-tailed or light-tailed relative to a Gaussian normal distribution. Data sets with high kurtosis tend to have heavy tails, or outliers. Data sets with low kurtosis tend to have light tails, or lack of outliers.

Surface roughness is a typical parameter which refers to the amplitude information and high frequency irregularities. There are many different roughness parameters in practice, but Ra (the arithmetical mean of the deviations) is by far the most commonly used one. Ra is defined as

$$Ra = \frac{1}{L} \int_0^L |z| \, dl,$$

where $L$ is the length and $z$ denotes the height. According to this definition, the surface roughness can quantify the deviations in the direction of the normal vector of a real surface from its ideal form [39].

3.3. Model Calibration

3.3.1. Tool Wear Evaluation by Direct Method. Some microscopic images of the employed tool are shown in Figure 10. After tool wear calculation from the acquired images, the tool wear progression with different processing layers is shown in Table 2 (direction measurement method). It has been found that the tool wear area deteriorates with the increase of processing time. According to Table 3, the tool wear process can be obviously divided into two stages, the stable wear stage and the sharp wear stage. In the stable wear stage, the mean tool wear area gradually increases from 0.023 mm$^2$ to 0.088 mm$^2$. In the sharp wear stage, the mean tool wear area rapidly deteriorates from 0.088 mm$^2$ to 0.529 mm$^2$.

3.3.2. Tool Wear Evaluation by Different Metrics. Surface images were collected from the milled AISI 1045 steel workpiece surface via the self-made image acquisition system. In the experiment, 3 images were acquired for each layer. Some typical samples of images are displayed in Figure 11. As can be seen in Figure 11, the image texture becomes blurred with the worsening of tool wear. Therefore, we can further explore the relationship between tool wear and surface image texture by appropriate statistics.

In this research, various metrics (standard deviation, variance, skewness, kurtosis, and fractal dimension) are investigated according to the acquired workpiece local images. According to the instruction of ISO 4288, the workpiece shall be properly positioned so that the direction of the section corresponds to the maximum value of the roughness. Therefore, in this research, metrics are calculated along the red dashed lines in Figure 11. Besides, a mobile roughness measuring device (type: MarSurf PS10 (produced by Mahr (Gottingen, Germany)), Figure 12) is engaged to measure the machined surface roughness by averaging the roughness values of repeated measurements. The roughness

| Property                | Information  |
|-------------------------|--------------|
| Exposure time           | 1/250 s      |
| Sensor sensitivity (ISO)| 400          |
| Equivalent focal length | 12 mm        |
| White balance           | 3200         |
Ra during different processing layers is shown in Table 4. According to the recorded table, the new tool produces a large roughness and decreases soon. However, with further deterioration of tool wear, the corresponding surface roughness also increases.

Figure 13 shows all the metrics change in different processing layers. As can be seen in the figure, there is no obvious correlation between all statistical parameters and the number of cutting layers. It looks more like a random walk. To measure their similarity quantitatively, authors use the following correlation coefficient:

$$\text{Corr}(M_i, w_a) = \frac{\sum (M_i - \bar{M}_i)(w_a - \bar{w}_a)}{\sqrt{\sum (M_i - \bar{M}_i)^2\sum (w_a - \bar{w}_a)^2}}$$

(4)

where $M_i$ is the $i$-th evaluation metric and $w_a$ is the tool wear area.

### Table 2: Tool wear areas.

| Processing layer | Tooth 1# wear area | Tooth 2# wear area | Tooth 3# wear area | Mean wear area |
|------------------|---------------------|---------------------|---------------------|----------------|
| 1                | 0.0266              | 0.0192              | 0.0237              | 0.023167       |
| 2                | 0.0533              | 0.0577              | 0.0533              | 0.054767       |
| 3                | 0.1109              | 0.0695              | 0.0843              | 0.088233       |
| 4                | 0.1598              | 0.1169              | 0.4423              | 0.239667       |
| 5                | 0.2604              | 0.3417              | 0.5044              | 0.368833       |
| 6                | 0.716               | 0.3698              | 0.5                  | 0.5286         |

### Table 3: Experimental parameters and results.

| No. | 1          | 2          | 3          |
|-----|------------|------------|------------|
| Spindle speed | 1600 rpm | 1600 rpm | 1600 rpm |
| Feed speed    | 400 mm/min| 500 mm/min| 600 mm/min|
| Cutting depth | 0.5 mm    | 0.7 mm    | 0.9 mm    |
| Cutting width | 8 mm      | 8 mm      | 8 mm      |
| Evaluation layer | 2        | 4         | 1         |
| Fractal dimension | 0.3374   | 0.3520    | 0.0286    |
| Tool wear area (proposed method) | 0.0234 | 0.1499    | 0.019     |
| Tool wear area (direct method)   | 0.019    | 0.148     | 0.019     |
| Error        | 23.16%    | 1.28%     | 14.21%    |
Figure 11: Typical samples of acquired images.

Figure 12: Typical samples of acquired images.

### Table 4: Capture parameters.

| Processing layer | Ra 1# | Ra 2# | Ra 3# | Mean Ra |
|------------------|-------|-------|-------|---------|
| 1                | 5.031 | 4.761 | 5.634 | 5.142   |
| 2                | 2.217 | 2.359 | 1.962 | 2.179333|
| 3                | 2.467 | 2.795 | 2.464 | 2.575333|
| 4                | 2.882 | 2.293 | 1.838 | 2.337667|
| 5                | 3.314 | 4.014 | 4.481 | 3.936333|
| 6                | 5.097 | 5.139 | 5.169 | 5.135   |

Figure 13: Continued.
The correlation coefficients between the metrics and the measured tool wear areas are listed in Figure 14. It is inferred from Figure 14 that the fractal dimension strongly correlated to the tool wear area and their correlation coefficient is as high as 0.96. Based on the results, it is consolidated to conclude that fractal dimension is an effective utensil to evaluate the tool wear area.

3.3.3. Model Calibration. As presented before, tool wear area is strongly related to the fractal dimension of workpiece local image and exhibit proportional relation. Applying linear fitting to the fractal dimension (shown in Figure 15, where x axis indicates the corresponding fractal dimension and y axis indicates the tool wear area), the $R^2$ square is 0.9247 with root mean squared error (RMSE) of 0.007394, which means the linear fitting is highly significant. The fitting linear equation can be represented as

$$F_d = 0.1154w_a + 0.3347,$$

where $w_a$ is the tool wear area and $F_d$ is the fractal dimension.

As can be seen in Figure 15, it can be concluded that tool wear areas are highly proportional to fractal dimensions. As a consequence, linear fitting can efficiently reveal the relationship between tool wear area and fractal dimension, which also demonstrates that tool wear can be accurately evaluated by fractal dimension of workpiece local image.

4. Validation Experiments of the Developed Method

To make a quantitative analysis of the results, the measurements collected using the calibrated model are compared to those from conventional direct tool wear evaluation method in this section. The performance of the developed method was tested on 3 different milling experiments. According to the results, the values of these indicators are highly consistent with those measured via direct method. Considering the results from the direct method as the theoretical value of tool wear, the relative errors were calculated to be 23.16%, 1.28%, and 14.21% respectively. As can
be seen in Table 3, the proposed method offers exciting opportunities for tool wear evaluation. However, uncertainty still remains during the validation experiment, and relative error is reported as 23.16% in the first experiment and is worth further mechanistic research.

5. Conclusion

This paper developed a new tool wear monitoring method by fractal dimension from the acquired workpiece surface digital image. In this research, a self-made simple apparatus is employed to capture the local digital images. Then, a skew correction method based on local FFT energy is also proposed for the surface texture direction adjustment. Finally, tool wear situations are accurately evaluated by fractal dimension of workpiece local image. An actual milling experiment is performed in a vertical machining center to verify the proposed method. Testing results demonstrate the proposed method has achieved high-precision tool wear estimation. The major findings of this work can be summarized as follows:

1. A novel tool wear monitoring method is proposed in this research where surface texture information is employed for the tool wear estimation. Compared with conventional methods, the proposed method can be performed without the need to stop the cutting process and also enjoys the merit of free noise interference.

2. A skew correction method based on local FFT energy is also proposed for the surface texture direction adjustment. The test result shows that the proposed algorithm can effectively correct the skew in strong noises.

3. Fractal dimension is firstly utilized for the tool wear estimation. Compared with other various metrics, fractal dimension strongly correlated to the tool wear area. The result demonstrates that tool wear can be accurately evaluated by fractal dimension of workpiece local image.

The research demonstrated that workpiece surface texture contains much tool geometrical information which can be utilized to extract the toll wear information based on the surface digital information. However, the authors believed that machined surface topographies carry far more fabrication processes and functional information and are worth further explorations.
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