MULTIPLICITY OF SOLUTIONS FOR THE MINKOWSKI-CURVATURE EQUATION VIA SHOOTING METHOD
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ABSTRACT. In this paper we prove the existence and the multiplicity of radial positive oscillatory solutions for a nonlinear problem governed by the mean curvature operator in the Lorentz-Minkowski space. The problem is set in a ball $B_R$ of $\mathbb{R}^N$ and is subject to Neumann boundary conditions. The main tool used is the shooting method for ODEs.

SUNTO. In questo lavoro dimostriamo esistenza e molteplicità di soluzioni oscillanti, radiali e positive che oscillano di un problema non-lineare governato dall’operatore di curvatura media nello spazio di Lorentz-Minkowski. Il problema è ambientato in una palla $B_R$ di $\mathbb{R}^N$ ed soggetto a condizioni di Neumann al bordo. Il principale strumento usato è il metodo di shooting per le EDO.
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1. INTRODUCTION

We consider the following Neumann problem

$$\begin{cases}
-\text{div} \left( \frac{\nabla u}{\sqrt{1 - |\nabla u|^2}} \right) = f(u) & \text{in } B_R \\
u > 0, \quad u \text{ radial} & \text{in } B_R \\
\partial_\nu u = 0 & \text{on } \partial B_R,
\end{cases}$$

(1)

where $\nu$ is the outer unit normal of $\partial B_R$ and $B_R \subset \mathbb{R}^N$ ($N \geq 1$) the ball of radius $R$ centered at the origin. Since we are interested in radial solutions, with the usual abuse of notation, we will often write $u(x) = u(r)$ for $r = |x|$.

The operator $-\text{div} \left( \frac{\nabla u}{\sqrt{1 - |\nabla u|^2}} \right)$ that governs the equation is usually referred to as mean curvature operator in the Lorentz-Minkowski space. It naturally arises in several
problems of Differential Geometry and General Relativity [BS83, Eck86, Ger83], and also in the Born-Infeld theory of Electromagnetism [BI34, BCF19, BdP16, BI19]. In the last decades, the interest in problems involving the Minkowski-curvature operator has increased also in the field of Nonlinear Analysis. Existence and multiplicity results for this class of problems have been proved both in bounded and unbounded domains, both under Dirichlet boundary conditions and under Neumann boundary conditions (see, among others, [Azz14, Azz16, BJM09, BJT13a, BJT13b, BM07, BF18, BG19, CCOO12, CCR14, COOR13, DW17, Maw13, BCN20] and the references therein). In particular, in [BCN20], under suitable assumptions on \( f \), we proved the existence of pairs of oscillatory solutions of (1), via shooting method. The aim of the present paper is to cover a class of nonlinearities that was not allowed in [BCN20].

We assume that the nonlinearity \( f \) satisfies the following hypotheses
\[
\begin{align*}
(f_{\text{reg}}) & \quad f \in C^1([0, +\infty)); \\
(f_{\text{eq}}) & \quad f(0) = f(1) = 0, f(s) < 0 \text{ for } 0 < s < 1 \text{ and } f(s) > 0 \text{ for } s > 1; \\
(f_1) & \quad f'(1) = 0.
\end{align*}
\]

We observe that assumption \((f_{\text{eq}})\) is motivated by the fact that, under Neumann boundary conditions, no positive solution to (1) exists if \( f \) has constant sign. Therefore, we assume that \( f \) vanishes at some point \((s = 1\) without loss of generality) and we note that, as a consequence, problem (1) always admits the constant solution \( u \equiv 1 \). We look for non-constant solutions.

An example of admissible nonlinearity \( f \) satisfying \((f_{\text{reg}}), (f_{\text{eq}})\) and \((f_1)\) is the function \( f : [0, \infty) \to \mathbb{R} \) defined as
\[
f(s) = s(s - 1)^3.
\]

Before stating the main result of this paper, we recall the multiplicity result proved in [BCN20].

**Theorem** (Theorem 1.1 of [BCN20]) Let \( f \) satisfy \((f_{\text{reg}}), (f_{\text{eq}})\) and
\[
(f_1)' \quad f'(1) > \lambda_{k+1}^{\text{rad}} \text{ for some integer } k \geq 1,
\]

where \( \lambda_{k+1}^{\text{rad}} \) is the \((k+1)\)-th eigenvalue of the radial Laplace-Beltrami operator.
where $\lambda_{k+1}^{\text{rad}}$ is the $k$-th non-zero radial eigenvalue of the Laplacian in $B_R$ with Neumann boundary conditions. Then there exist at least $2k$ distinct non-constant radial solutions $u_1^\pm, \ldots, u_k^\pm$ to (1). Moreover, we have

(i) $u_j^+(0) > 1$ for every $j = 1, \ldots, k$;
(ii) $u_j^-(0) < 1$ for every $j = 1, \ldots, k$;
(ii) $u_j^+(r) - 1$ and $u_{k+1-j}^+(r) - 1$ have exactly $j$ zeros for $r \in (0, R)$, for every $j = 1, \ldots, k$.

In the present paper, we prove the following theorem.

**Theorem 1.1.** Let $f$ satisfy $(f_{\text{reg}})$, $(f_{\text{eq}})$ and $(f_1)$. Then, for every integer $k \geq 1$ there exists a threshold radius $R_k^* > 0$ such that, if $R \geq R_k^*$, problem (1) admits $4k$ distinct non-constant solutions $u_1^\pm, \ldots, u_{2k}^\pm$. Moreover, we have

(i) $u_j^+(0) > 1$ for every $j = 1, \ldots, 2k$;
(ii) $u_j^-(0) < 1$ for every $j = 1, \ldots, 2k$;
(ii) $u_j^+(r) - 1$ and $u_{2k+1-j}^+(r) - 1$ have exactly $j$ zeros for $r \in (0, R)$, for every $j = 1, \ldots, k$.

We compare now the two results. Firstly, we note that when $(f_1)'$ is in charge, $(f_1)$ is never satisfied; the prototype nonlinearity for Theorem 1.1 of [BCN20] is $f(s) = s^{q-1} - s$, with $q > 2 + \lambda_{k+1}^{\text{rad}}$. On the other hand, the two assumptions are clearly not complementary: the case $0 < f'(1) \leq \lambda_2^{\text{rad}}$ is still left out. Actually, the reasoning for proving Theorem 1.1 does not require $f'(1) = 0$, we could weaken the hypothesis $(f_1)$ into $0 \leq f'(1) < \lambda_2^{\text{rad}}$. The only reason why we stated Theorem 1.1 under the stronger assumption $f'(1) = 0$ is that, since $\lambda_2^{\text{rad}} \searrow 0$ as $R \to \infty$, the hypothesis $R > R_k^*$ and $f'(1) < \lambda_2^{\text{rad}}$ are in competition with each other, unless $f'(0) = 0$, cf. also [BCN19, Remark 4.3]. Secondly, the most evident difference between the two theorems is that, while in [BCN20] we find $2k$ non-constant solutions sharing, in pairs, the same oscillatory behavior around the constant solution $u \equiv 1$, in the present setting, we can find $4k$ non-constant solutions sharing, in groups of four, the same oscillatory behavior. A similar pattern of multiple solutions was found in [BCN19] for a $p$-Laplacian Neumann problem with $1 < p < 2$, and, in the semilinear setting, for a Neumann Laplacian problem with a nonlinearity satisfying $(f_1)$. 


To explain where this difference originates, we need to briefly describe the technique used to prove the two theorems. As already mentioned, in both cases we use the shooting method for the equivalent ODE problem

\[
\begin{align*}
\left( r^{N-1} \frac{u'}{\sqrt{1-(u')^2}} \right)' + r^{N-1} f(u) &= 0 \quad r \in (0, R) \\
u &> 0 \\
u'(0) = u'(R) = 0.
\end{align*}
\]

Namely, we rewrite the second-order equation in (2) as the equivalent first-order planar system

\[
\begin{align*}
u' &= \frac{v}{r^{N-1} \sqrt{1 + (v/r^{N-1})^2}}, \\v' &= -r^{N-1} f(u),
\end{align*}
\]
coupled with the initial condition \((u(0), v(0)) = (d, 0)\), and we look for values \(d \in (0, +\infty) \setminus \{1\}\) such that the solution \((u_d, v_d)\) satisfies \(v_d(R) = 0\) (that is \(u'_d(R) = 0\), being \(u_d\) ultimately a solution of (2)). Now, thanks to \(f_{eq}\), the solutions \((u_d, v_d)\), with \(d \neq 1\), of (3) turn clockwise around the equilibrium point \((1, 0)\) in the phase plane, see Fig. 1. Furthermore, the number of half-turns around such \((1, 0)\) is exactly the number of zeros of \(u_d - 1\). Using condition \((f_1)\) or \((f_1)'\), it is possible to estimate the number of half-turns when the solution is shot from \(d\) close to 1 (cf. Lemma 2.3 below and [BCN20, Lemma 3.1]):

\[f'(1) < \text{resp.} > \lambda_{k+1}^{\text{rad}} \implies (u_d, v_d) \text{ performs less (resp. more) than } k \text{ half-turns.}\]

On the other hand, for \(d = 0\) the solution is constant \((u_0 \equiv 0)\) and so it performs zero
half-turns around \((1, 0)\). Finally, for \(d\) large enough \((d \geq R + 1)\) the solution performs less than one half-turn, cf. Lemma 2.4. Therefore, when \((f_1)'\) holds, we immediately have the multiplicity result and the precise oscillatory behavior using a continuity argument. Conversely, when \((f_1)\) holds, the situation is more involved, because the continuity argument, in general, does not ensure the existence of any non-constant solution. In this case, we adapt to the Neumann problem a technique used in [BG19] for a similar Dirichlet problem, to prove the existence, for every \(k \in \mathbb{N}\) and for sufficiently large domains, of two initial data \((d_k^+)^* \in (1, R + 1)\) and \((d_k^-)^* \in (0, 1)\), such that the solutions of (3) shot from \((d_k^\pm)^*\) perform more than \(k\) half-turns around \((1, 0)\). This allows to use the continuity argument both on the left and on the right of each \((d_k^\pm)^*\), thus proving the existence of a double number of solutions with respect to the ones found under assumption \((f_1)'\), cf. Figg. 2 and 3.
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\includegraphics[width=\textwidth]{figure2.png}
\caption{Under the assumption \((f_1)'\): the number of half-turns around the point \((1, 0)\) performed by the solution \((u_d, v_d)\) of (3), when shot from different values of \(d > 0\).}
\end{figure}
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\includegraphics[width=\textwidth]{figure3.png}
\caption{Under the assumption \((f_1)\) and in domains \(B_R\) sufficiently big: the number of half-turns around the point \((1, 0)\) performed by the solution \((u_d, v_d)\) of (3), when shot from different values of \(d > 0\).}
\end{figure}
We remark that all the results proved in this paper hold also in annular domains, where some proofs are simplified by the fact that the weight $r^{N-1}$ appearing in (3) is away from zero, cf. the proof of Theorem 1.1 and also [BCN20].

The plan of the paper is the following. In Section 2 we prove that, if a solution $(u_d,v_d)$ of (3) is shot from some $d$ in a neighborhood of 1 or from some very large $d$, it performs less than one half-turn around $(1,0)$ in the phase plane. This result and its preliminary lemmas are essentially contained in [BCN19, BCN20]. In Section 3 we prove Theorem 1.1 namely that, if the domain is sufficiently large, we can get as many oscillatory solutions as we want, and those solutions exhibit the same oscillatory behavior in groups of four. The results of Section 3 are inspired from the ones of [BG19].

2. The “slow” solutions of (3)

For $f$ satisfying $(f_{reg})$, $(f_{eq})$ and $(f_1)$, let $\hat{f}$ denote its trivial continuous extension

$$\hat{f}(s) := \begin{cases} f(s) & \text{if } s \geq 0 \\ 0 & \text{if } s < 0. \end{cases}$$

Let $\varphi(s) := \frac{s}{\sqrt{1-s^2}}$. We observe that $\varphi$ is invertible with inverse $\varphi^{-1}(t) = \frac{t}{\sqrt{1+t^2}}$, and that

$$|\varphi^{-1}(t)| < 1 \quad \text{for all } t \in \mathbb{R}.$$ 

Since we are dealing with radial solutions, it is useful to consider the radial version of problem (1), with $f$ replaced by $\hat{f}$:

$$\begin{cases} (r^{N-1} \varphi(u'))' + r^{N-1} \hat{f}(u) = 0 & r \in (0,R) \\ u'(0) = u'(R) = 0, \end{cases}$$

where the prime symbol $'$ denotes the derivative with respect to $r$. In view of the following maximum principle-type result, $u$ is a non-constant solution of (1) if and only if $u$ is a non-constant solution of (6).

**Lemma 2.1** (Lemma 2.3 of [BCN20] and Lemma 2.1 of [BCN18]). The function $u$ is a radial solution of (1) if and only if $u$ solves (6) and $u \neq -C$ with $C \geq 0$. 
As described in the Introduction, we pass to the equivalent first-order planar system and we consider the associated Cauchy problem

\begin{align}
&u'(r) = \varphi^{-1}\left(\frac{v}{r^{N-1}}\right) \quad r \in (0, R) \\
v'(r) = -r^{N-1}\hat{f}(u) \quad r \in (0, R) \quad (d \geq 0).
\end{align}

The following uniqueness, global continuability, continuous dependence from the initial data, and regularity result holds for (7).

**Lemma 2.2** (Lemma 2.1 of [BCN20]). For every \(d \geq 0\), the local \(W^{1,\infty}\) solution \((u_d, v_d)\) of (7) is unique and can be defined on the whole \([0, R]\); moreover, \(u_d\) is of class \(C^2(\[0, R]\))\), with \(u'_d(0) = 0\).

In addition, if \((d_n) \subset \[0, +\infty)\) is such that \(d_n \to d \in \[0, +\infty)\) as \(n \to +\infty\), then

\begin{align}
(u_{d_n}(r), v_{d_n}(r)) &\to (u_d(r), v_d(r)) \text{ uniformly for } r \in [0, R], \\
u'_{d_n}(r) &\to u'_d(r) \text{ uniformly for } r \in [0, R].
\end{align}

Thanks to the uniqueness stated in the previous lemma, we can pass to (clockwise) polar coordinates centered at \((1, 0)\) for system (7):

\begin{align}
&u(r) - 1 = \rho(r) \cos \theta(r) \\
v(r) = -\rho(r) \sin \theta(r)
\end{align}

for \(r \in [0, R]\).

For \(d \in [0, \infty) \setminus \{1\}\), if \((u_d, v_d)\) solves (7), the corresponding \((\theta_d, \rho_d)\) is such that \(\theta_d\) satisfies the following differential equation in \((0, R)\),

\begin{align}
\theta_d' &\frac{1}{\rho_d^2}\left[\varphi^{-1}\left(\frac{v_d}{r^{N-1}}\right) v_d + r^{N-1}\hat{f}(u_d)(u_d - 1)\right] \\
&= \frac{\sin^2 \theta_d}{r^{N-1}[1 + (v_d/r^{N-1})^2]^{1/2}} + r^{N-1}\hat{f}(u_d)\frac{u_d - 1}{\rho_d^2}
\end{align}

with initial conditions

\begin{align}
\theta_d(0) = \begin{cases} 
\pi & \text{if } 0 < d < 1 \\
0 & \text{if } d > 1.
\end{cases}
\end{align}
By (10) and \((f_{eq})\), \(\theta_d'(r) > 0\) for every \(r \in [0, R]\), so that the solution \((u_d, v_d)\) is actually turning clockwise around \((1, 0)\) in the phase plane \((u, v)\); furthermore, by \((9)\), \(u_d(r) = 1\) if and only if \(\theta_d(r) = \frac{\pi}{2} + k\pi\) for some \(k \in \mathbb{Z}\). Therefore, since the solutions \((u_d, v_d)\) of \((7)\) have \(v_d(0) = 0\), the number of half-turns of the solutions around \((1, 0)\), is equal to the number of zeros of \(u_d(r) - 1\) in \((0, R)\), as anticipated in the Introduction (cf. Fig. 4). We further remark that the continuous dependence, stated in Lemma 2.2 for \((u_d, v_d)\) from the initial data, continues to hold also for \((\rho_d, \theta_d)\), when passing to the description of the problem in polar coordinates.

Our next goal is to count the number of half-turns performed by a solution of \((7)\), shot from \(d\) in a neighborhood of 1. To this aim, we will estimate the quantity \(\theta_d(R) - \theta_d(0)\) for \(d\) close enough to 1. As it will be clear from the proof of Lemma 2.3 below, hypothesis \((f_1)\) plays a crucial role in this estimate, together with a comparison with the linear eigenvalue problem for the Laplacian in the ball \(B_R\) under Neumann boundary conditions, namely

\[
-(r^{N-1}u')' = \lambda r^{N-1}u \quad \text{in} \quad (0, R), \quad u'(0) = u'(R) = 0.
\]

We consider the change of variables

\[
\begin{aligned}
u(r) &= \vartheta_\lambda(r) \cos \vartheta_\lambda(r) \\
r^{N-1}u'(r) &= -\vartheta_\lambda(r) \sin \vartheta_\lambda(r).
\end{aligned}
\]

If \(u_\lambda\) solves \((12)\), its polar coordinates \((\vartheta_\lambda, \vartheta_\lambda)\) are such that

\[
\theta_\lambda' = \frac{\sin^2 \vartheta_\lambda}{r^{N-1}} + \lambda r^{N-1} \cos^2 \vartheta_\lambda > 0, \quad r \in [0, R].
\]
Therefore, the angular variable $\vartheta(r)$ is strictly increasing in $r$. Moreover, by convention, we consider eigenfunctions $u_\lambda$ with $u_\lambda(0) > 0$, thus $\vartheta(0) = 0$.

We recall a monotonicity result from [RW99] (see Theorem 4 therein):

\begin{equation}
\vartheta_\lambda(R) \text{ is strictly increasing in } \lambda.
\end{equation}

Moreover, the eigenfunctions of (12) satisfy the classical Sturm theory, as stated in the following Theorem.

Theorem 2.1. [RW99, Theorem 1] The problem (12) has a countable number of simple eigenvalues $0 = \lambda_1^\rad < \lambda_2^\rad < \lambda_3^\rad < \ldots$, $\lim_{k \to +\infty} \lambda_k^\rad = +\infty$, and no other eigenvalues. The eigenfunction $u_k$ that corresponds to the $k$-th eigenvalue $\lambda_k^\rad$ has exactly $k - 1$ simple zeros in $(0, R)$. Namely, its angular variable satisfies

\begin{equation}
\vartheta_{\lambda_k^\rad}(R) = (k - 1)\pi \text{ for every integer } k \geq 1.
\end{equation}

We are now ready to count the number of half-turns performed by a solution $(u_d, v_d)$ of (7), with $d$ close to 1.

We prove the following lemma under a weaker hypothesis on $f$ than $(f_1)$, because, as mentioned in the Introduction, the arguments in the proofs of Theorem 1.1 and of the previous lemmas continue to hold even under the weaker assumption $f'(1) < \lambda_2^\rad$.

Lemma 2.3 (cf. Lemma 2.5 of [BCN19]). Suppose that, for some integer $k \geq 1$, $f'(1) < \lambda_{k+1}^\rad$. Then, there exists $\delta > 0$ such that $\theta_d(R) - \theta_d(0) < k\pi$ for $d \in [1 - \delta, 1 + \delta] \setminus \{1\}$.

In particular, if $(f_1)$ holds, $\theta_d(R) - \theta_d(0) < \pi$ for $d \in [1 - \delta, 1 + \delta] \setminus \{1\}$, that is $(u_d, v_d)$ performs less than one half-turn around $(1,0)$.

Proof. Let $\bar{\lambda}, \varepsilon > 0$ be such that

\begin{equation}
f'(1) + \varepsilon \leq \bar{\lambda} \leq \lambda_{k+1}^\rad.
\end{equation}

Then, using assumptions $(f_{\text{reg}})$ and $(f_{\text{eq}})$, there exists $\delta > 0$ such that, for every $s$ satisfying $|s - 1| \leq \delta$, it holds

\begin{equation}
\hat{f}(s)(s - 1) \leq (f'(1) + \varepsilon)(s - 1)^2 \leq \bar{\lambda}(s - 1)^2.
\end{equation}
Thanks to (8), there exists $\tilde{\delta} > 0$ such that, for every $d \neq 1$ satisfying $|d - 1| \leq \tilde{\delta}$, it holds

$$|u_d(r) - 1| \leq \delta \quad \text{for every } r \in [0, R],$$

being $u_1 \equiv 1$ in $[0, R]$. By replacing (17) and (18) into (10), and recalling (9), we obtain that, for every $d$ satisfying $0 < |d - 1| \leq \bar{\delta}$ and $r \in [0, R],$

$$\theta'_d(r) \leq \frac{\sin^2 \theta_d(r)}{r^{N-1}} + \bar{\lambda} r^{N-1} \cos^2 \theta_d(r).$$

Using equation (13) with $\lambda = \bar{\lambda}$, the Comparison Theorem for ODEs (see [Lemma 4, RW99]), and recalling that $\vartheta_{\bar{\lambda}}(0) = 0$, we obtain, for all $d \neq 1$ satisfying $0 < |d - 1| \leq \bar{\delta}$,

$$\theta_d(r) - \theta_d(0) \leq \vartheta_{\bar{\lambda}}(r) \quad \text{for all } r \in [0, R].$$

In particular, by the fact that $\theta'_d > 0$, relation (16), the monotonicity (14) and Theorem 2.1, we have

$$\theta_d(R) - \theta_d(0) < \vartheta_{\lambda_{k+1}}(R) = k\pi. \quad \Box$$

Up to now, we have found that solutions of (7) shot from some $d$ close to 1 are very “slow”, in the sense that, in the interval $[0, R]$, they cannot even complete one half-turn. We also know that, if the solution is shot exactly from $d = 0$, it is even slower (it is constant!) and it performs exactly zero half-turns around the point $(1, 0)$. In the next lemma, arguing as in the proof of [BCN20, Theorem 1.1], we will prove that also solutions shot from $d$ large are very “slow”. Here the singular character of the Minkowski-curvature operator and, in particular, relation (5) play an important role.

**Lemma 2.4.** If $d \geq 1 + R$, the solution $(u_d, v_d)$ of (7) performs less than one half-turn around $(1, 0)$ in the phase plane. Equivalently, $\theta_d(R) < \pi$ if $d \geq 1 + R$.

**Proof.** By (5), we get for every $r \in [0, R]$

$$u_d(r) \geq d - \int_0^r |u'_d(s)| ds \geq d - R \geq 1.$$

Since $(u_d, v_d)$ is turning around $(1, 0)$ and $u_d(0) > 1$, this proves that $v_d(r) \neq 0$ for every $r \in [0, R]. \quad \Box$
3. The “fast” solutions of (3) and the proof of Theorem 1.1

In this section we prove a sufficient condition on the size of the domain $B_R$, to get multiplicity of oscillatory solutions to (1). In the previous section, we found that the Cauchy problem (7) does not have any solutions $(u_d,v_d)$ with $v_d(R) = 0$ if $d \in (0,\bar{\delta}] \cup (1,1+\bar{\delta}) \cup (1+R,\infty)$, for $\delta > 0$ sufficiently small and $\bar{\delta}$ as in Lemma 2.3. Adapting a method introduced in [BZ13], we are able to prove that, if the radius of the ball $B_R$ is sufficiently large, there exist two initial values, $(d^-_k)^* \in (\delta,1-\bar{\delta})$ and $(d^+_k)^* \in (1+\bar{\delta},1+R)$, such that the solutions $(u_{(d^-_k)^*},v_{(d^-_k)^*})$ of (7) turn around $(1,0)$ more than $k$ half-times.

The estimate is performed using two spiral-like curves which bound the solution either from below or from above in each quarter of the phase plane. Once we have proved the existence of such $(d^\pm_k)^*$, Theorem 1.1 immediately follows by a continuation argument, cf. Fig. 3.

We report below the statement of the general result that uses the method of the spiral-like curves, in the version proved in [BG19].

Lemma 3.1 (Proposition 2.1 of [BG19]). Let $a_i, b_i : (-\delta,\delta) \to \mathbb{R}, i \in \{1,2\}, \delta > 0$, be two locally Lipschitz functions verifying

\[
0 < a_1(s)s \leq b_1(s)s \quad \text{and} \quad 0 < b_2(s)s \leq a_2(s)s \quad \text{for every} \ s \in (-\delta,\delta) \setminus \{0\}.
\]

Then, for every $k \in \mathbb{N}, k \geq 1$, there exist $\tau_k^* > 0$ and $\rho_k^* \in (0,\delta)$ such that for every interval $I = [r_0,r_1]$, with $r_1 - r_0 > \tau_k^*$, and for every couple of locally Lipschitz functions $X, Y : I \times \mathbb{R} \to \mathbb{R}$ satisfying

\[
a_1(y)y \leq X(r,y)y \leq b_1(y)y \quad \text{for every} \ (r,y) \in I \times (-\delta,\delta),
\]

\[
b_2(x)x \leq Y(r,x)x \leq a_2(x)x \quad \text{for every} \ (r,x) \in I \times (-\delta,\delta),
\]

it holds that every solution $(x(r),y(r))$ defined in $I$ of

\[
\begin{aligned}
x' &= X(r,y), \\
y' &= -Y(r,x),
\end{aligned}
\]

with $x(r_0)^2 + y(r_0)^2 = (\rho_k^*)^2$, satisfies
(i) $x(r)^2 + y(r)^2 > 0$ for every $r \in I$;
(ii) $\theta(r_1) - \theta(r_0) > k\pi$,
where $(\rho, \theta)$ are the polar coordinates of $(x, y)$ centered at $(0, 0)$, namely $x(r) = \rho(r) \cos(\theta(r))$ and $y(r) = -\rho(r) \sin(\theta(r))$.

As in [BG19], we introduce the following auxiliary Cauchy problem:

\begin{equation}
\begin{cases}
u' = -r^{N-1} \tilde{f}(u) & r \in (0, R) \\
u(0) = 0 & d \geq 0,
\end{cases}
\end{equation}

where $\tilde{f} : \mathbb{R} \to \mathbb{R}$ is a locally Lipschitz function such that

$$
\tilde{f}(s) := \begin{cases}
\hat{f}(s) & \text{if } |s| \leq 1 + R, \\
0 & \text{if } |s| \geq 2 + R.
\end{cases}
$$

Let $M := \max_{s \in \mathbb{R}} |\tilde{f}(s)|$ and $\gamma := \varphi^{-1}(MR) \in (0, 1)$. The $C^1$-function $\tilde{\varphi} : \mathbb{R} \to \mathbb{R}$ is defined as follows:

$$
\tilde{\varphi}(s) := \begin{cases}
\varphi(s) & \text{if } |s| \leq \gamma, \\
\varphi'(\gamma)(s - \gamma) - \varphi(\gamma) & \text{if } s < -\gamma, \\
\varphi'(\gamma)(s - \gamma) + \varphi(\gamma) & \text{if } s > \gamma.
\end{cases}
$$

We observe that $\tilde{\varphi}$ is odd and strictly increasing and so, also its inverse enjoys the same properties.

As for (7), also for (23) it is possible to prove global existence, uniqueness, and continuous dependence on the initial data of the solution, cf. [BG19] Lemma 3.2 with $\lambda = 1$.

Furthermore, we prove below that the oscillatory solutions of (23) solve also (7).

**Lemma 3.2.** Let $(u, v)$ be a solution of (23) such that $u \in C^1([0, R])$ and $u(\bar{r}) = 1$ for some $\bar{r} \in (0, R)$. Then, $(u, v)$ solves (7).

**Proof.** Following the argument in the proof of [BG19] Lemma 3.1, for every $r \in [0, R]$, we integrate the equation for $v$ in (23) to get

$$
r^{N-1} \tilde{\varphi}(u'(r)) = -\int_0^r s^{N-1} \tilde{f}(u(s))ds.
$$
Thus, using the properties of \( \tilde{\varphi}^{-1} \),

\[
|u'(r)| = \left| -\tilde{\varphi}^{-1}\left(\frac{1}{r^{N-1}} \int_0^r s^{N-1} \tilde{f}(u(s))ds\right) \right| \\
\leq \tilde{\varphi}^{-1}\left(\int_0^r \left| \left(\frac{s}{r}\right)^{N-1} \tilde{f}(u(s)) \right| ds\right) \leq \tilde{\varphi}^{-1}\left(\int_0^R M ds\right) = \gamma.
\]

Therefore, \( \tilde{\varphi}(u'(r)) = \varphi(u'(r)) \), that is \( u'(r) = \varphi^{-1}\left(\frac{v}{r^{N-1}}\right) \) for every \( r \in [0, R] \). On the other hand, since \( u(\bar{r}) = 1 \), by (24), we get for every \( r \in [0, R] \)

\[
\left| u(r) \right| = \left| 1 + \int_{\bar{r}}^r u'(s)ds \right| \leq 1 + \int_0^R |u'(s)|ds \leq \gamma R + 1 < R + 1,
\]

and so \( \tilde{f}(u(r)) = \hat{f}(u(r)) \), that is \( v'(r) = -r^{N-1} \hat{f}(u(r)) \) for every \( r \in [0, R] \). \( \square \)

Thanks to the uniqueness, also in (23) we can pass to polar coordinates \((\rho, \theta)\) centered at \((1, 0)\) as in (9). If \((u_d, v_d)\) for some \( d \in [0, \infty) \setminus \{1\} \) solves (23), its angular variable \( \theta_d \) solves the following differential equation

\[
\theta'_d = \frac{1}{\rho_d^2} \left[ \tilde{\varphi}^{-1}\left(\frac{v_d}{r^{N-1}}\right) v_d + r^{N-1} \tilde{f}(u_d)(u_d - 1) \right],
\]

with initial conditions as in (11). Again, \( \theta_d'(r) \geq 0 \) by (feq) and the definitions of \( \tilde{f} \) and \( \tilde{\varphi} \), so that the solution \((u_d, v_d)\) turns clockwise around \((1, 0)\) in the phase plane \((u, v)\).

We are now ready to prove the main result of this paper.

- **Proof of Theorem 1.1** We want to apply Lemma 3.1 with

\[
x(r) = u(r) - 1, \quad y(r) = v(r), \quad X(r, y) = \tilde{\varphi}^{-1}\left(\frac{y}{r^{N-1}}\right), \quad Y(r, x) = r^{N-1} \hat{f}(x + 1).
\]

In order to let conditions (20), (21) and (22) be satisfied, we need the factor \( r^{N-1} \) to be away from zero. Thus, let \( r_0 \) be any constant such that \( 0 < r_0 < R \), and consider the interval \( I = [r_0, R] \). Let \( 0 < \delta < \min\{1, R\} \). If we define, for \( i \in \{1, 2\} \), the locally Lipschitz functions \( a_i, b_i : (-\delta, \delta) \to \mathbb{R} \) as follows

\[
a_1(s) := \frac{s}{\varphi'(\gamma)R^{N-1}}, \quad b_1(s) := \frac{s}{r_0^{N-1}}, \quad a_2(s) := R^{N-1} \hat{f}(s + 1), \quad b_2(s) := r_0^{N-1} \hat{f}(s + 1),
\]
condition (20) is clearly satisfied (notice that \( \phi'(\gamma) = (1 + M^2 R^2)^{3/2} > 1 \)). Furthermore, for every \( r \in I \) and \( (u-1, v) \in (-\delta, \delta) \times (-\delta, \delta) \) the following conditions hold:

\[
\frac{v^2}{\phi'(\gamma) R^{N-1}} \leq \phi^{-1} \left( \frac{v}{r^{N-1}} \right) \leq \frac{v^2}{r_0^{N-1}},
\]

\[
r_0^{N-1} \tilde{f}(u)(u-1) \leq r^{N-1} \tilde{f}(u)(u-1) \leq R^{N-1} \tilde{f}(u)(u-1),
\]

where we used that for every \( s \in \mathbb{R} \), \( f(s)(s-1) \geq 0 \) by \( f_{eq} \), \( \tilde{\phi}(s) \geq 0 \), and \( s^2 \phi'(\gamma) \leq \tilde{\phi}^{-1}(s) s \leq s^2 \) for every \( s \in \mathbb{R} \).

Therefore, since all hypotheses of Lemma 3.1 are satisfied, for every integer \( k \geq 1 \), there exist \( R_k^* := r_k^* \) and \( \rho_k^* \in (0, \delta) \) such that for every solution \((u(r), v(r))\) of

\[
(u'(r), v'(r)) = \begin{cases} 
\frac{1}{\phi'} \left( \frac{v}{r^{N-1}} \right), \\
-r^{N-1} \tilde{f}(u)
\end{cases}
\]

defined in \([r_0, R]\), such that \((u(r_0) - 1)^2 + v(r_0)^2 = (\rho_k^*)^2\), the corresponding angular variable verifies

\[
\theta(R) - \theta(r_0) > k\pi.
\]

Now, since \( \delta < R \), and using the fact that (23) admits the constant solutions \((u_0, v_0) \equiv (0, 0), (u_1, v_1) \equiv (1, 0)\) and \((u_{R+2}, v_{R+2}) \equiv (R + 2, 0)\), by continuous dependence (BGI9 Lemma 3.2]) there exist \((d_k^*)^* \in (0, 1)\) and \((d_k^*)^* \in (1, R + 1)\) such that the solution \((u(r), v(r))\), defined in \(I\), actually comes from a solution \((u(d_k^*)^*, v(d_k^*)^*)\) of (23) defined in the whole interval \([0, R]\):

\[
(u(d_k^*)^*, (r_0) - 1)^2 + v(d_k^*)^*(r_0^2) = (\rho_k^*)^2.
\]

Then, recalling that \( \theta'(d_k^*)^* \geq 0 \) (cf. 25), we obtain

\[
\theta'(d_k^*)^*(R) - \theta'(d_k^*)^*(0) \geq \theta(d_k^*)^*(R) - \theta(d_k^*)^*(r_0) > k\pi.
\]

This means that the two functions \( u(d_k^*)^* - 1 \) have more than \( k \) zeros, with \( k \geq 1 \). So, by Lemma 3.2, we know that they actually solve (7). Therefore, using Lemmas 2.3 and 2.4.
the fact that $\theta_0 \equiv 0$ in $[0, R]$, and the continuous dependence \[8\], we get the existence of $4k$ initial data $d_j^\pm$ ordered as follows (cf. also Fig. \[3\] )

\[
0 < d_1^- < d_2^- < \cdots < d_k^- < (d_k^-)^* < d_{k+1}^- < \cdots < d_{2k}^- < \cdots < d_k^+ < d_{k+1}^+ < \cdots < d_{2k}^+ < R + 1,
\]

such that every solution $(u_j^\pm, v_j^\pm) := (u_{d_j^\pm}, v_{d_j^\pm})$ of \[7\] has $(u_j^\pm)'(R) = 0$, and moreover

\[
(29) \quad u_j^\pm(r) - 1 \quad \text{and} \quad u_{2k+1-j}^\pm(r) - 1 \quad \text{have exactly } j \text{ zeros for every } j = 1, \ldots, k.
\]

Clearly, being oscillating, those solutions are non-constant. In conclusion, by Lemma \[2.1\] $u_j^\pm$ are solutions of \[1\] satisfying the conditions (i), (ii) and (iii) of Theorem \[1.1\].
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