Model Predictive Base Direct Speed Control of Induction Motor Drive—Continuous and Finite Set Approaches
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Abstract: In the paper a comparative study of the two control structures based on MPC (Model Predictive Control) for an electrical drive system with an induction motor are presented. As opposed to the classical approach, in which DFOC (Direct Field Oriented Control) with four controllers is considered, in the current study only one MPC controller is utilized. The proposed control structures have a cascade free structure that consists of a vector of electromagnetic (torque, flux) and mechanical (speed) states of the system. The first investigated framework is based on the finite-set MPC. A short horizon predictive window is selected. The continuous set MPC is used in the second framework. In this case the predictive horizon contains several samples. The computational complexity of the algorithm is reduced by applying its explicit version. Different implementation aspects of both MPC structures, for instance the model used in prediction, complexity of the control algorithms, and their properties together with the noise level are analyzed. The effectiveness of the proposed approach is validated by some experimental tests.
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1. Introduction

Electrical drives play a very important role in modern industries. They transform electrical energy into a required one, e.g., mechanical. Different types of electrical machines are used in industries. One of the most popular is an induction motor (IM). This is because of multiple reasons [1–5]. They are cheap in manufacturing and services, and IMs are very robust under different operational and environmental factors. However, the nonlinear mechanical characteristic as well as difficulty in speed regulation are the classical drawbacks of IMs. Therefore, IMs were used in classical industries where there is no speed regulation. Due to the progress of power electronics and microprocessor technique, different control concepts have been proposed to regulate the speed of IMs. Nowadays, vector control methods are the industrial standard for IMs. The most popular ones are DFOC (direct field-oriented control) and DTC (direct torque control).

The DFOC algorithm was first proposed in the late of seventies and has become an industrial standard. These structures have two major control loops, namely flux and torque. For the separate control of those variables, transformation blocks and a decoupling circuit are required. Although there are unquestionable advantages to the DFOC structure, it has some drawbacks, such as: complicated control structure, limited robustness to the parameter changes, and limited control performance. In the DFOC there are four controllers, which are tuned separately for an assumed linear point of the work. When working conditions change, the performances of the drive worsen. Due to the industrial demands for efficient regulation, new control algorithms are sought after.
The model predictive control (MPC), being a sophisticated control strategy, has received much interest from a variety of industries. The MPC has been introduced in petrochemical engineering in the 1970s [6]. From then on, the MPC gradually has become popular in other branches, including those of power electronics and electrical drives. Firstly, it functions better than the classical PID system. The prediction of the future behavior of the plant allows to shorten the transition times. A crucial feature of the MPC is its capability of taking into account the constraints of the control signal and state variables. Still, a main drawback of MPC is its requirement for large computational power [7–16]. Due to the progress of microprocessor technology it is no longer a critical factor. Nowadays, the MPC-based algorithm is applied to the different industrial plants with high sampling rate, including modern electrical drives.

In the MPC algorithm the mathematical model of the plant is utilized so as to indicate the future states of the object. The optimization problem is solved on the basis of the specified cost function in order to determine the best sequence of the control signal. Different MPC concepts can be found in the literature [5,9–11,16–32]. The algorithm can be divided, taking into account the prediction horizon length. The first framework is called the long-horizon MPC, in which the prediction windows is several samples ahead [9,10,14,15,23,33,34]. This allows to obtain a better control performance of the plant, especially with respect to state constraints. The second approach is referred to as the short-horizon MPC, in which only a few samples are predicted ahead (usually one or two) [10,23,35]. This allows to minimize the complexity of the calculations in the algorithm, yet at the same time the dynamics of the plant could be worse, especially in the presence of the constraints. However, according to the review of the literature, this approach is commonly used in the domain of power electronics and drive control, particularly of current and torque control [5,8–12,18,23,28–34,36–41].

The MPC can also be divided, with reference to the character of the control signal, into CS-MPC (Continuous Set Model Predictive Control) and FS-MPC (Finite Set Model Predictive Control) [9–11,33,34,36–38]. In the first framework the MPC controller generates the signal, which takes any value within the specified range. It means that in the control structure for IM the modulator is evident. This approach is obviously quite demanding in realization as far as computation is concerned. The second framework based on the fact that the number of the power switches is limited (six in a standard 2-level inverter). This means that the possible values of the control signal are also reduced, which in turn decreases the computational effort of the algorithm. Hence, it is not necessary to include a modulator in the control structure.

The MPC algorithm can also be divided into linear or non-linear models of the plant. Obviously, the non-linear approach ensures the performances of the drive but at the same time drastically increases the computational effort, which is especially visible in the long-horizon approach [9,10,19]. Therefore, the short horizon FS MPC is preferable, especially for a practical implementation. The linear MPC is far less numerically demanding, thus the long horizon CS is preferable.

In a significant number of papers, the FS-MPC [14,15,18,20,21,37,38] is used to control the electromagnetic part of the induction motor. Usually, based on the similarity to the DFOC structure, the rotor torque and the component of the stator current are regulated. The speed is controlled in the outer loop of the drive with the help of PI controller. Additionally, in the CS-MPC, the direct regulation of all variables (electromagnetic and mechanical) of IM is a rare approach.

However, due to the progress in processor technique, the computational power is no longer a limitation factor. Therefor the control structure which directly regulate the electromagnetic and mechanic variables seem to be attractive for future applications.

In the literature there is a limited number of papers in which the comparative studies of the application of different MPC strategies for power converters and drives are presented. In [31] applications of the FS- and CS-MPC for a DC-DC converter were demonstrated. The authors described the abovementioned algorithms in detail. Then, the performance of MPC approaches in steady-stay and dynamic responses were evaluated. The theoretical considerations and simulation results were supported by experimental tests. The results of application of two methodologies (FS- and CS-MPC) to
control of a grid-connected two-level inverter were shown in [32]. The authors tested these two MPC approaches and then proposed the so-called hybrid algorithm, which takes advantage of both of them. The hybrid solution allows to obtain better performances for switching losses and low current ripple. The features of the system have been specified through simulation studies.

The application of the two MPC approaches (FS- and CS-MPC) to the speed and torque control of an IM drive is presented in [40]. The authors have proposed a cascade system, in which two major loops are evident, i.e., torque and speed. The speed MPC based loop generates a control signal for the torque loop. In both loops a different cost function is specified. The investigated control strategies are implemented and tested with the help of an experimental ring with a 3.7 kW IM. The general conclusion formulated in the paper is that both strategies ensure similar dynamic performances, yet the CS- possess a smaller torque ripple. In [41] comparative studies discussing the application of FS- and CS-MPC to a power converter and PMSM are presented. The system performances in terms of current ripple and switching frequency are evaluated. Both systems are characterized by similar dynamic responses, although the CS-MPC is preferred.

The control of PMSM with the help of the FS- and CS- is presented in [42]. The authors have proposed the optimal current control taking into account the voltage of the inverter. Additionally, the parameter variation is considered during tests. The effectiveness of the proposed algorithm is verified through experimental tests.

Contrary to the above-discussed paper, in the current research a cascadeless control structure is proposed. It requires to define only one cost function in which the performance of speed and torque control are specified. The cascadeless structure allows to react to the changes in the system faster.

The main goal of the work is to presents the comparative analysis of two MPC algorithms applied for the direct speed control of the IM drive. The first approach is based on the short horizon non-linear FS MPC. The length of the horizon is set to one sample ahead and the non-linear model of the IM motor is used here. There is no modulator in the control structure; the power electronics switches are directly controlled by algorithm. The second approach relies on long horizon linear CS MPC. The prediction windows are composed with 10 samples in this case. The model of IM is linearized with the use of decoupling circuits. Moreover, the off-line version was used, which further reduced the complexity of the algorithm. These two algorithms have been tested in the laboratory stands. The influence of the different design parameters on the dynamic performance is shown. On the basis of the obtained results a critical comparison was carried out.

2. Model Predictive Control

In the MPC algorithm, the plant’s explicit model is used to predict the reaction of the process output to the changes of control signal [43,44]. Usually, a discrete-time, linear state-space model is applied in MPC as presented below:

$$
\begin{align*}
    x(k+1) &= Ax(k) + Bu(k) \\
    y(k) &= Cx(k)
\end{align*}
$$

where $x(t) \in \mathbb{R}^n$, $u(t) \in \mathbb{R}^m$, $y(t) \in \mathbb{R}^p$ are the system vectors (state, input, and output). $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $C \in \mathbb{R}^{p \times n}$ are matrices of the object, and $k$ is a discrete constant.

The problem of optimization is computed at each time step $k$.

$$
\min_{u_0^T, \ldots, u_{N-1}^T} \left\{ \sum_{i=0}^{N} (y_{k+i|k}^{ref} - y_{k+i|k})^T Q (y_{k+i|k}^{ref} - y_{k+i|k}) + \sum_{i=0}^{N-1} u_{k+i|k}^T R u_{k+i|k} \right\}
$$

(2a)
where $Q \geq 0$ and $R > 0$ mean the matrices with weights, $N_u$ and $N$ mean the control and prediction horizon, and the system’s input and output constraints are $u_{\text{min}}$, $u_{\text{max}}$, $y_{\text{min}}$, and $y_{\text{max}}$. The following inequality held in the system: $N_u \leq N$.

With the help of quadratic programming, formula (2a) can be presented \[43,44\]:

$$f(U, x(k)) = X^T \tilde{Q} X + U^T \tilde{R} U$$

where $X \in \mathbb{R}^N$ and $U \in \mathbb{R}^{N_u}$ are predictive vectors of state variables and controls:

$$X(k) = \begin{bmatrix} x(k + N_1) \\ \vdots \\ x(k + N) \end{bmatrix}, \quad U(k) = \begin{bmatrix} u(k) \\ \vdots \\ u(k + N_u - 1) \end{bmatrix}$$

The matrices $\tilde{Q} \in \mathbb{R}^{N \times N}$ and $\tilde{R} \in \mathbb{R}^{N_u \times N_u}$ have the following form:

$$\tilde{Q} = \begin{bmatrix} Q & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & Q \end{bmatrix}, \quad \tilde{R} = \begin{bmatrix} R & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & R \end{bmatrix}$$

Finally, the problem of optimal control using quadratic programming can be formulated:

$$V(x(k)) = x(k)^T \tilde{Y} x(k) + \min_U \left\{ \frac{1}{2} U^T \tilde{H} U + x'(t) \tilde{F} \right\}$$

subject to $G U \leq W + E x(k)$

where $H, F,$ and $Y$ are defined in the following way:

$$H = B^T \tilde{Q} B + \tilde{R}; \quad F = A^T \tilde{Q} B; \quad Y = A^T \tilde{Q} A$$

There are two main implementing frameworks of the MPC algorithm, taking into account the way of solving the optimization problem (2). Originally, the optimization procedure is calculated on-line in a receding-horizon fashion for a provided $x(k)$. Thus at the current time $k$, only the first element of the control signal $u_k$ is supplied to the plant. The remaining part of the control sequence is discarded. Next, the described procedure is repeated in the step $(k+1)$ for the output $y(k+1)$. The presented strategy could be too computationally demanding for the system with a very small time constant.

The optimization problem can be also solved off-line for all the possible combinations of the state vector $X_f$ with the use of multi-parametric programming \[45,46\]. If the state vector $x(k)$ is treated as a parameter vector, it could be proven that the parameter space $X_f$ can be further divided into specific
regions. Then, the optimizer can be presented as an explicit function of its parameters. The following formula describes the output of the controller:

\[ U(x) = K_r x + g_r, \quad \forall x \in P_r \]  

(9)

where \( P_r \) is represented as:

\[ P_r = \{ x \in \mathbb{R}^n | H_r x \leq d_r \}, \quad r = 1, \ldots N_r \]  

(10)

and \( N_r \) indicates the number of polyhedral regions \([45,46]\).

3. Mathematical Model of IM and MPC-Based Control Structures

Different mathematical models of the controlled plant can be selected as a starting point of the analysis. In control engineering the model should be accurate enough to detect the different physical phenomena but it should not be too computationally demanding, to allow real time calculations. Taking these factors into account, the present article is based on the IM model with the space vector orientated on the rotor flux. The values are expressed in per unit system. The equations below describe the IM, including the acknowledged simplifications \([47]\):

\[ T_N \frac{d\Psi_r}{dt} = \frac{r_s x_M i_{sx}}{x_r} - \frac{r_s \Psi_r}{x_r} \]  

(11)

\[ 0 = \frac{r_s x_M i_{sy}}{x_r} - \omega_s \Psi_r \]  

(12)

\[ m_e = \frac{x_M}{x_r} (\Psi_r i_{sy}) \]  

(13)

The motion equations can be presented as:

\[ \frac{d}{dt} \omega = \frac{1}{T_1} (m_e - m_L) \]  

(14)

where \( i_s, i_r \) are the vectors of stator and rotor currents, \( \Psi_r \) is the vector of rotor flux, \( \omega, \omega_s \) are the angular shaft and slip pulsation, \( T_1, T_N \) are the mechanical and reference time constant, \( r_s \) is the rotor resistance, \( x_r, x_M \) are the reactance of rotor and magnetizing, and \( m_e, m_L \) are the electromagnetic and load torque.

The additional components are calculated in order to perform the decoupling of the flux and torque control loops and inserted to the system (15)–(20) \([47]\):

\[ u_{sk} = r_s i_{sk} + T_N \frac{di_{sk}}{dt} + j \omega_k \Psi_{sk} \]  

(15)

\[ \Psi_{sk} = x_s i_{sk} + \Psi_{ik} \]  

(16)

\[ \Psi_{rk} = x_r i_{rk} + x_M i_{sk} \]  

(17)

\[ u_s = r_s i_s + T_N x_s \frac{di_s}{dt} + j \omega_s x_s i_s + \frac{x_M}{x_r} T_N \frac{d\Psi_r}{dt} + j \omega_s \frac{x_M}{x_r} \Psi_r \]  

(18)

\[ u_{is} = r_s i_{is} + T_N \sigma \frac{di_{is}}{dt} - \omega_s x_s i_{is} + \frac{x_M}{x_r} T_N \frac{d\Psi_r}{dt} \]  

(19)

\[ u_{ir} = r_s i_{ir} + T_N \sigma \frac{di_{ir}}{dt} + \omega_s x_s i_{ir} + \omega_s \frac{x_M}{x_r} \Psi_r \]  

(20)
where $\sigma$ is the total engine scattering factor, $\omega_{\psi}$ is the field pulsation, $u_{sk}, i_{sk}, \Psi_{sk}$, and $\Psi_{rk}$ are the vectors of stator/rotor voltage, current, and flux rotating with speed $\omega_k$, in this case $\omega_k = \omega_{\psi}$, and $x_s$ is the reactance of stator.

The CS-MPC is depicted in Figure 1. Unlike the DFOC, it comprises one controller instead of four. Drawing on the system states, two control signals for the speed and torque paths are generated by the MPC, with the sampling frequency of the modulator set to 10 kHz.

**Figure 1.** The CS-MPC (a) and FS-MPC (b) based control structure.

Due to the fact that the four traditional PI controllers are replaced with one predictive controller, the number of controller parameters is reduced, and hence, the system tuning process is less troublesome. Moreover, the use of a single predictive controller allows for simple and effective entering of the constraints of individual variables. Traditional structures equipped with PI regulators involve anti-windup systems, which can saturate quickly in transient states. As a consequence, such a structure may serve as an open loop system.

The matrices describing the system are submitted in Equation (21).

Electromagnetic (11)–(13) and motion (14) equations determine the discrete model of the plant in MPC. By virtue of the decoupling terms (19)–(20), the system is treated as linear and an explicit MPC algorithm can be applied. In the state vector reference variables for rotor flux and speed are introduced. The matrices describing the system are submitted in Equation (21).

The control signal and system states can be limited by the MPC algorithm. In the following studies the limitations of stator current in $x$ and $y$ axis are specified. The cost function utilized in the paper is described by Equation (22):

$$\min_{\Delta u_x, \Delta u_y} \left\{ \sum_{k=1}^{N} \left[ q_{11} (\psi_x(k) - \psi_{ref}^r(k))^2 + q_{22} (\omega_{12}(k) - \omega_{ref}^r(k))^2 \right] + \sum_{p=0}^{N-1} r_1 (i_{ref, x}(p) + r_2 (i_{ref, y}(p)) \right\}$$

$$\left| i_{sx} \right| \leq i_{sx}^{max}; \left| i_{sy} \right| \leq i_{sy}^{max}; \left| i_{sx} \right| \leq i_{sx}^{max}; \left| i_{sy} \right| \leq i_{sy}^{max}$$
where $N$ and $N_t$ means length of prediction and control horizon, respectively, $q_{11}$, $q_{22}$ are weights for output vectors, and $r_1$, $r_2$ are weights for controls.

The block diagram of the control structure based on the FS-MPC is demonstrated in Figure 1b, where the following elements can be distinguished: the FS-MPC speed controller, drive system, supplied converter, and measuring devices. State variables can be measured or in some cases estimated. Drawing on the present value of the state vector and control signals, the future process states are predicted using the mathematical model of the drive (23)–(27). The reference values are compared in an objective function with the computed future system states. The conditions for meeting the restrictions are also checked. The control signal that minimizes the objective function and meets the restriction conditions is the output signal of the regulator.

In the proposed controller the model of the motor in $\alpha$-$\beta$ coordinates is used. The control signal is generated in the sequence as follows: estimation of rotor flux (23) and the prediction of: stator flux (24), stator current (25), electromagnetic torque (26), and speed (27):

$$\Psi_r(k) = \frac{L_r}{L_m} \Psi_s(k) + L_s(k) \left( L_m - \frac{L_r L_s}{L_m} \right)$$  \hfill (23)

$$\Psi_s(k+1) = \Psi_s(k) + T_s \Psi_s(k) - T_s R_s L_s(k)$$  \hfill (24)

$$L_s(k+1) = \left( 1 + \frac{T_s}{\tau_o} \right) L_s(k) + \frac{T_s}{\tau_o} + \frac{T_s}{\tau_r} \left( \frac{k_r}{\tau_r} - k_i \right) \Omega_r(k) + \Psi_s(k+1) \right)$$  \hfill (25)

$$T_s(k+1) = \frac{3}{2} p \text{Im} \left( \Psi_s(k+1) L_s(k+1) \right)$$  \hfill (26)

$$\Omega(k+1) = \frac{T_s}{J} (T_s(k+1) - T_L) + \Omega(k)$$  \hfill (27)

where $T_s$ is the sample time, $\tau_o = \alpha L_o R_o$, $R_o = R_s + k_r^2 R_r$, $k_r = L_m / \tau_r$, $\tau_L = L_s / \tau_r$, $\sigma = 1 - L_m^2 / (L_s L_o)$, $k$ is the sampling instant, $R_o$, $R_r$ are the stator and rotor resistance, $L_s$, $L_r$, $L_m$ are the inductances: stator, rotor, and magnetizing, $\Psi_s$ is the vector of stator voltages, $\Omega$ is the speed, $T_s$, $T_L$ are the electromagnetic and load torque, $p$ is the number of poles pair, and $J$ is the moment of inertia of the drive.

The sequence given above is reproduced for each of the assumed steps of prediction. Estimating the value of the objective function is the final step, in which the speed and flux errors are minimized. The cost function is also equipped with penalty coefficients for going beyond limits and switching the keys of the converter. A direct influence on the system’s performance is exerted by the weighing coefficients, which at the same time have an effect of individual components and hence on the final value of this function. The objective function is characterized by Equation (28). The optimal control vector is selected owing to an assessment of the objective function value:

$$g = \sum_{n=1}^{N} \mu_n \left| \Omega^r(k+n) - \Omega^r(k+n) \right| + \sum_{n=1}^{N} \lambda_n \left| \Psi_s^r(k+n) - \Psi_s^p(k+n) \right| + \sum_{n=1}^{N} (\alpha_n f_n + \beta_n h_n)$$  \hfill (28)

where $\Omega^r$, $\Omega^p$ are the reference and predicted speeds, $\Psi_s^r$, $\Psi_s^p$ are the reference and predicted stator flux; $f_n$, $h_n$ are the penalties for limits exceeding and switching frequency of the converter’s keys, $\mu$, $\lambda$, $\alpha$, $\beta$ are the weighting factors, and $N$ is the prediction horizon.

4. Results

The following section is devoted to the presentation of the experimental results related to both control structures. Figure 2 depicts the block diagram of the experimental set-up, including an induction motor of nominal power 1.1 kW driven by a power converter. The motor and the load machine were connected with a shaft. Incremental encoders of 36,000 pulses provided measurement of the speed and position of the drive. A digital signal processor using the dSPACE 1103 calculated the
control algorithms. The sampling time of the predictive controller was set to 0.2 ms. A simulation current model was utilized to estimate the rotor flux [47].

![Figure 2. The block diagram of the laboratory set-up.](image)

To begin with, both systems were tested under a reverse condition and for a low value of the reference speed. The drive worked under the following conditions. At time $t = 1.9$ s, the value of the reference signal changed from -0.2 to 0.2. The switching on and off of the load torque was performed at a time of 2.2 s and 2.5 s, respectively (it is marked in picture with arrow and description). At a time of 2.9 s the reference signal of the speed changed to -0.02. Then, the process of loading of the system was repeated. At a time of 2.9 s the negative set value was reversed. Some transients of the systems are shown in Figure 3.

![Figure 3. Selected transients of the CS-MPC (a,b) and FC-MPC (c,d) structures: speed transients (a,c) and fragment of the stator currents (b,d) for the value of the reference signal equal $\omega_{ref} = 0.2$.](image)

In Figure 3 the transients of mechanical velocities (Figure 3a,c) and fragments of the currents (Figure 3b,d) are demonstrated in CS-MPC (a,b) and FS-MPC control structures. From the above-presented transients the following remarks can be formulated. Both control structures were working properly and followed the reference signal accurately. The raising time depended on the set driving torque limitation in the system. Applying the load torque resulted in the small disruption in the rotor speed, yet the CS-MPC structure possesses smaller speed fall. The difference between the two presented approaches is clearly visible in the shape of the stator currents (Figure 3b,d). In CS-MPC the currents contain much fewer high-frequency noises. It has an almost sinusoidal shape. Contrary to
that, in FS-MPC the current possesses a lot of harmonics, stemming from the lack of a modulator in the system as well as the short prediction horizon.

Next, the effect of the limitation of the stator current was investigated. The FS-MPC was analyzed first. In Figure 4 transients of the states are presented.

![Figure 4](https://example.com/figure4.png)

**Figure 4.** Selected transients of the FS-MPC: speed (a), electromagnetic torque (b), and currents (c,d,e) for different value of the stator current limitation: abs(imax) = 1, 1.5, and 2 and \( \omega_{\text{ref}} = 0.2 \).

In Figure 4 transients of the speeds (a), driving torque (b), and stator current (c,d,e) for different values of the stator limitation (abs(imax) = 1, 1.5 and 2) are presented. As can be concluded from Figure 4, the system worked correctly. Depending on the assumed signal limits, different torque levels and speed rising times were obtained. Despite correct work of the control structure, some oscillations were evident into torque transients. Those oscillations caused the shape of the speed transients during the raising time, which are not straight. The current possessed high frequency noises, which are characteristic for FS-MPC.

Then, the CS-MPC was investigated. Different values of the stator current component \( i_{sy} \) were set during tests. The obtained transients are presented in Figure 5.

![Figure 5](https://example.com/figure5.png)

**Figure 5.** Selected transients of the CS-MPC: speed (a), driving torque (b), and currents (c,d,e) for different value of the stator current limitation: \( i_{sy} = 1, 1.5, \) and 2 and value of the reference signal \( \omega_{\text{ref}} = 0.2 \).
The transients of the speeds, driving torque, and stator currents are presented in Figure 5 for CS-MPC for different values of the stator component limitation. In this case the electromagnetic torque transients had no oscillations. This resulted in the straight shape of the speed transients during start-up. Additionally, the overshoots in speed transients are much smaller than previously. The bigger the value of the limitation, the smaller the obtained settling time of the speed. The current transients were much smoother as compared to the FS-MPC. The set limitation value of the current was not violated.

The robustness of both control algorithms for changes of the selected parameters of the IM was investigated. Firstly, the FC-MPC to the variation of the stator resistance and inertia of the rotor was tested. The value of the parameters was changed into the model of the object used in the algorithm. Some of the obtained transients are shown in Figures 6 and 7.

**Figure 6.** Selected transients of the FS-MPC: speeds (a), fragment of speeds (b), stator flux (c), and driving torques (d) for various value of the stator resistance and value of the reference signal $\omega_{\text{ref}} = 0.5$.

**Figure 7.** Selected transients of the FS-MPC: speeds (a), electromagnetic torques (b), and stator flux for various value of the motor inertia: $J_n$ (c); $0.5J_n$ (d); $0.25J_n$ (e); $2J_n$ (f).

In Figure 6, the speed, stator flux, and torque transients for different values of the stator resistance are presented. The reference value of the speed was set to the half of the nominal one. The system was working under reverse conditions. It should be noted that in this case the shape of the speed during start-up was straighter than for smaller value of the reference signal. The decrease of the value of the stator resistance influenced the system properties significantly. The settling time of the speed
was bigger than for the other cases. Additionally, oscillations of the speed during transients were bigger (Figure 6b). The increase of the stator resistance value had a small effect on the system speed. The settling time of the speed was almost identical as for the nominal parameters. The stator flux was smaller (Figure 6b). The increase of the stator resistance value had a small effect on the transients of the system. The shapes of the system variables were similar to the nominal system parameter is presented with the blue line. The increase of the inertia had a relatively bigger (Figure 6b). The increase of the stator resistance value had a small effect to the transients of the system. The shapes of the system variables were similar to the system with nominal parameters. Contrary to this, the decrease of the inertia can be seen more clearly in the transients. The settling time of the speed increased, and the hodograph of the flux was noisier. Then, the performance of the CS-MPC was tested for the variation of the system parameters. The transients of the plant for changes of rotor resistance and inertia are shown in Figures 8 and 9.

Then, the effect of the changing of the inertia was analyzed using transients presented in Figure 7. The following cases were considered: inertia equal to nominal value \( J = J_n \), decrease \( J = 0.5J_n \) and \( J = 0.25J_n \), and increase \( J = 2J_n \) of the inertia. The analyzed system worked under a reverse condition; the reference speed changed from 0.2 to \(-0.2\). The transient of the speed, torque, and flux for the nominal system parameter is presented with the blue line. The increase of the inertia had a relatively small effect on the transients of the system. The shapes of the system variables were similar to the following cases: inertia equal to nominal value \( J = J_n \), decrease \( J = 0.5J_n \) and \( J = 0.25J_n \), and increase \( J = 2J_n \) of the inertia. The analyzed system worked under a reverse condition; the reference speed changed from 0.2 to \(-0.2\). The transient of the speed, torque, and flux for the nominal system parameter is presented with the blue line. The increase of the inertia had a relatively small effect on the transients of the system. The shapes of the system variables were similar to the following cases. Contrary to this, the decrease of the inertia can be seen more clearly in the transients. The settling time of the speed increased, and the hodograph of the flux was noisier.

Then, the performance of the CS-MPC was tested for the variation of the system parameters. The transients of the plant for changes of rotor resistance and inertia are shown in Figures 8 and 9.

---

**Figure 8.** Selected transients of the CS-MPC: speeds (a), fragment of speeds (b), stator flux (c), and driving torques (d) for different values of the stator resistance and of the reference signal value \( \omega_{\text{ref}} = 0.5 \).

**Figure 9.** Selected transients of the CS-MPC: speeds (a), electromagnetic torques (b), and stator flux for different values of the motor inertia: \( T_n \) (c); \( 0.5T_n \) (d); \( 0.25T_n \) (e); \( 2T_n \) (f).
In Figure 8, transients of mechanical speeds (Figure 8a) and fragments of speeds (Figure 8b), rotor torques (Figure 8c), and electromagnetic torques (Figure 8d) are demonstrated for different values of the stator resistance. After analyzing the above-presented transients, the following conclusions can be reached. The changes of the stator resistance had a much smaller effect to the transients of the drive than in FS-MPC. The speed transients were similar. For the decreasing of the stator resistance the settling time of the speed was slightly bigger. The oscillation evident for speed transients was relatively small (Figure 8b). It resulted from the smooth shape of the torque transients (Figure 8d). Small fluctuations were evident in the rotor flux transients in all cases (Figure 8c).

Then, the effect of the inertia changes on the properties of the system was investigated, similar to previous work, where the increase ($J = 2J_n$) and decrease ($J = 0.5J_n$ and $J = 0.25J_n$) of inertia was considered. The transients of the speed (Figure 9a), torques (Figure 9b), and the rotor flux (Figure 9c) are presented. The quoted figures may lead to the following remarks. The changes of the inertia had limited impact on the transients of the drive in CS-MPC. The shape of all variables was similar for all cases. The differences between states were smaller than in the FC-MPC.

5. Conclusions

The core of this paper is a detailed investigation of two MPC-based control structures for speed control of an IM drive. The first control algorithm relies on FS-MPC approach, while the second one works with the use of the CS-MPC. Theoretical considerations and experimental validations may be summarized as follows.

When referring to the classical field-oriented control structure of the IM drive, the MPC approach seems to be an easier case at first glance. Instead of four classical PI controllers evident in the DFOC control structure, only one controller regulating all variables is visible.

Practical implementation of the long horizon CS-MPC is rather difficult due to the fact that this algorithm is computationally complex. Hence, the following steps should be taken. First, an IM model is made linear by means of inserting a decoupling circuit, i.e., the transformation blocks evident in DFOC, has to be applied. As a next step, the off-line MPC version is utilized in order to simplify the algorithm. This allows to decrease the complexity of traditional long-horizon MPC and run real time tests.

The mathematic model of IM does not include nonlinearities evident in the real system, such as the non-linear magnetizing characteristic, nonlinear friction. Those factors will reduce the performance in the drive especially in specific condition (e.g., in ultra-speed region). A similar problem arises for the change of the system parameters. Thus, the on-line version of MPC can be used, but the complexity of the algorithm increases as a result.

For the short horizon FS-MPC the optimization problem is solved on-line. Non-linearities may be included in the mathematical model of the plant in a natural way, which is why it is especially recommended for the low speed operation range. Moreover, when the parameters of the plant change, the changes can be easily incorporated in the algorithm.

In the control structure of CS-MPC the modulator is evident. It determines the constant value of the switching frequency. Contrary to this case, the modulator is not required in the FS-MPC. In this case the switching frequency is directly determinate as a function of the switches, which means that the modulation frequency is changeable. In order to hold it constant, the additional algorithm have to be applied.

In the FS-MPC, the phase currents possess many more components with high frequency. Those noises generate oscillations into electromagnetic torque. On the contrary, the CS-MPC results in the sinusoidal currents and smooth driving torque.

Both control algorithms allow for directly including the limitation (the control signal, state variables).
The proposed algorithms worked correctly in experimental tests. The reference signal as followed quickly by the system and changes of the load torque were removed swiftly. The constraints formulated in the control problem were not violated during the tests.

The CS-MPC is less sensitive to parameter changes of the plant, which results from the length of the horizon. In the CS-MPC it has a value of 10 samples, contrary to this approach, in FS-MPC only one sample is calculated ahead.

The attempt to increase the length of horizon in FS-MPC has been done. However, real-time implementation was not possible due to the computational requirements of the experimental processor. Thus, both implemented structures CS- and FS- need similar computational power.
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