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**Abstract**

Reliable Confidence Estimates are hugely important for any machine learning model to be truly useful. In this paper we argue that any confidence estimates based upon standard machine learning point prediction algorithms are fundamentally flawed and under situations with a large amount of epistemic uncertainty are likely to be untrustworthy. To address these issues, we present MACEst, a Model Agnostic Confidence Estimator, which provides reliable and trustworthy confidence estimates. The algorithm differs from current methods by estimating confidence *independently* as a local quantity which explicitly accounts for both aleatoric and epistemic uncertainty. This approach differs from standard calibration methods that use a global point prediction model as a starting point for the confidence estimate.
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1. Introduction

Over recent decades a huge amount of progress have been made on improving the global accuracy of machine learning models, however calculating how likely a single prediction is to be correct has seen considerably less attention. In some fields, where making a single bad prediction can have major consequences, having trustworthy confidence estimates may be the limiting factor before introducing AI. It is important in these situations that a model is able to understand how likely any prediction is to be correct before acting upon it; being able to do this well requires satisfying two closely related conditions:

1. Confidence estimates must approximate the true relative frequency of being correct, i.e. if a model estimates a confidence of 80% it should be correct roughly 80% of the time.
Figure 1: A simple example illustrating the two types of uncertainty: Aleatoric refers to the uncertainty due to the intrinsic randomness inherent in any system. This is shown by the spread of observed data about the learnt model which is a good approximation to the true model in the region we have observed data. Epistemic uncertainty is the uncertainty due to a lack of knowledge (i.e data) to inform the model’s predictions. This is shown above when the model becomes a worse approximation to the true function as we move further away from the observed data. (e.g $x > 1$)

2. Confidence estimates should also indicate ignorance, i.e. the model must know what it doesn’t know so that it will not blindly make bad predictions.

A similar way to think about confidence estimation is to say that any estimate must account for any uncertainty that is present. Uncertainty can be split into two forms (Lakshminarayanan et al. (2017); Kendall and Gal (2017)):

1. Aleatoric Uncertainty: this refers to the intrinsic variance or randomness inherent in any process, i.e. even with unlimited data there will always be errors in any modelling and therefore aleatoric uncertainty cannot be reduced by collecting more data.

2. Epistemic Uncertainty: this refers to the uncertainty due to the lack of knowledge of a model, the knowledge of any model comes from data; i.e. does the model have the relevant data to predict something? Epistemic Uncertainty can sometimes be reduced by collecting more or different data.

Understanding and accounting for uncertainty is crucial to understanding the capabilities and limitations of any machine learning model, but it is especially crucial if one wants to produce a confidence estimate. Confidence estimation for a prediction is therefore most naturally expressed in a Bayesian language where uncertainty can be explicitly accounted for in both the data and the model. Once we have accounted for this uncertainty we can...
then reason about the effect it has upon a prediction; this is in general done by marginalising out our uncertainty to produce a distribution of outputs for any prediction that will then reflect our confidence (Bishop (2006)).

Despite the Bayesian framework being the natural way to tackle the problem of confidence estimation, it is often prohibitively computationally expensive in its application. It also does not naturally lend itself to being combined with popular machine learning algorithms which have a large number of parameters or non-linearities such as Decision trees, Random Forest, support vector machine etc. (Loh (2014); Breiman (2001); Cortes and Vapnik (1995))

Most popular machine learning algorithms adopt methods to produce an estimate of how likely a prediction is to be correct, for example a random forest model (Breiman (2001)) estimates the confidence score by the fraction of trees that predict a certain class. Each of such techniques are in effect heuristics which correspond to ordering predictions that are more or less likely, however they certainly cannot be interpreted as true probability or confidence estimates.

Although these heuristics can be useful, and when calibrated can estimate the aleatoric uncertainty well (see 4.1), we argue that they will always be fundamentally flawed when estimating confidence due to using the classification model estimate as a starting point - see Section 5 for a more detailed analysis of this claim.

In Jiang et al. (2018) the authors present a method which provides Trust scores that attempt to quantify how much one can trust a classifier, this is very closely related to the notion of our confidence in being correct. These scores are computed explicitly by calculating the relative distance to a set of $k$ nearest neighbours from each class, which can be seen as quantifying the epistemic uncertainty for a given prediction.

In this paper we highlight the fundamental problem with using point prediction algorithms (even if well calibrated to data) and present an alternative model MACEst (Model Agnostic Confidence Estimator) that seeks to bridge the gap between trust scores and the current state of the art for confidence calibration. We show that for many tasks our method is competitive with the state of the art and, as it can directly account for both aleatoric and epistemic uncertainty, is more robust to problems such as extrapolation and out of sample bias.

The original contributions of this work are as follows:

- A comparison of trust scores and confidence calibration highlighting key similarities and differences between these methods.
- Demonstration of how calibration methods in general do not properly account for epistemic uncertainty and therefore can return high confidence but a low trust score.
- A novel algorithm called MACEst that is agnostic to the model which produces point predictions and which explicitly models both aleatoric and epistemic uncertainty.
- Experimental evidence of MACEst’s competitive calibration performance with respect to popular calibration, measured across a range of metrics; and its robustness to large epistemic uncertainty, where existing calibration methods perform poorly.
An implementation of the method as well as code to reproduce the results of the paper is freely available at https://github.com/oracle/macest.

2. Confidence Estimation

The general approach of classification involves using labelled pairs of training data \((X, y)\) where each \(x_i \in X\) is a vector corresponding to features, and each \(y_i \in Y\) is an associated class for the element \(i\): the goal being to learn a transformation function \(\psi(X)\) that maps any new unseen data point \(x_*\) to an estimated label \(\hat{y}_*\).

The problem can then be interpreted as wanting to estimate the class label \(y_*\) of \(x_*\) given a learnt model \(\psi(X)\) from training data \(X\). It is important to highlight that, although somewhat obvious, any prediction explicitly depends upon the specific model which has been trained using a specific set of training data \(X\). For a given point \(x_*\) we estimate the confidence as:

\[
C(\hat{y}_* = y_* \mid x_*, \psi(x_*), X) = \hat{p}_*
\]

Where \(y_*\) is the true class label, \(\hat{y}_*\) is the predicted class label for a point \(x_*\) and \(\hat{p}_*\) is the estimated confidence associated with that prediction. This then corresponds to estimating the probability that our prediction \(\hat{y}\) is correct given a model \(\psi\) learnt from the training data \((X, y)\).

Note that in this work we will be looking at Confidence estimation, therefore we only look at the confidence of a point prediction being correct rather than estimating the full distribution across all classes (these are equivalent for binary classification but not multi-class) - this is similar to the definitions in Guo et al. (2017). We argue that this is the more natural question to be answered by a confidence estimator given an already trained point prediction model, it is also more similar to the notion of Trust Scores defined in Jiang et al. (2018) to which we would like to draw parallels.

The confidence estimator \(C\) defined above must also explicitly account for the training data and, more importantly, how informative the training data is when trying to classify a specific point, \(x_*\). This notion is the foundation of Gaussian Process modelling (Rasmussen (2003); Williams and Rasmussen (2006)) where the confidence of any prediction is calculated by explicitly considering the kernel (or co-variance) function \(K(x_*, X)\), where the kernel can be interpreted as a measure of similarity between a point \(x_*\) and the training data \(X\). Here, the confidence of any prediction is conditioned upon the similarity between the predicted point and the training data: if a point is not similar to what has been seen during training then we cannot be confident when predicting it.

Having set out what we mean by a confidence estimate (equation 1), for brevity and ease of comparison of notation with other literature, we will also henceforth adopt the convention of, whilst of course not ignoring, leaving the dependence upon training data and model implicit. We therefore define the confidence of a given point prediction being correct as:

\[
C(\hat{y}_* = y_*) = \hat{p}_*
\]

where again we define \(p\) as the confidence of being correct, \(y_*\) as the true label, and \(\hat{y}_*\) as the predicted label.
3. Performance Metrics

The calibration of a confidence estimator is the degree to which the estimates match the empirical accuracy of a classifier, i.e. if a confidence estimator estimates a probability of 75%, this should be correct approximately 75% of the time. We say that it is perfectly calibrated if this is true for all estimated probabilities, \( p \in [0, 1] \). If this is not the case then we say that the confidence estimator is either over or under confident: i.e. if it is correct less often than the estimated probability an estimator is said to be over-confident and vice versa.

Formally, this can be defined as needing to satisfy the following condition:

\[
P(\hat{y}_i = y_i | \hat{p}_i = p_i) = p \quad \forall p \in [0, 1]
\]

As the true probability of an event is an unknown random variable, it is generally not possible to calculate this exactly, so the standard technique is to convert the continuous confidence space into a set of \( n \) discrete bins, \( B_n \) (e.g. \([0.5, 0.6, 0.7, 0.8, 0.9, 1.0]\)) and compare the average confidence estimate \( \bar{p} \) of each bin to the empirical accuracy of the bin.

That is:

\[
\text{Acc}(B_n) = \frac{1}{|B_n|} \sum_{i \in B_n} \delta_{\hat{y}_i, y_i}
\]

Where,

\[
\delta_{\hat{y}, y} = \begin{cases} 
1, & \text{if } \hat{y} = y \\
0, & \text{otherwise}
\end{cases}
\]

And,

\[
C(B_n) = \frac{1}{|B_n|} \sum_{i \in B_n} \bar{p}_i
\]

A perfectly calibrated estimator will then have \( C(B_n) = \text{Acc}(B_n) \) for each bin.

The standard metric when looking to evaluate the calibration error directly is Expected Calibration Error (ECE) (Naeini et al., 2015). This metric measures the difference between the predicted confidence estimates and the empirical accuracy of each bin. These residuals are then combined in a sum weighted by the number of points in each bin:

\[
ECE = \frac{1}{|n|} \sum_{i=1}^{n} |C(B_i) - \text{Acc}(B_i)| \cdot |B_i|
\]

In Nixon et al. (2019) they evaluate this metric and highlight potential problems when using it. In particular it is shown that many somewhat arbitrary choices in the metric such as the choice of norm, binning strategy, and class weighting can produce metrics that yield slightly different measures of calibration error. The authors produce a total of 32 possible variations of this calibration error and when comparing calibration methods the ranking is generally inconsistent across these 32 metrics.

It is likely that the optimal calibration metric will depend upon the use case in mind, therefore general comparisons between calibration methods are likely to be a difficult problem.
In this work we evaluate calibration methods using the probability that the classifier is correct together with adaptive binning schemes and weighted by the total number of points in each bin rather than also conditioning on the class - this corresponds to the general calibration metric 20 defined in the appendix of Nixon et al. (2019). We chose this metric for ease of comparison with other studies (such as Guo et al. (2017); Naeini et al. (2015)) and because the metric is sufficient to highlight the utility of MACEst for confidence estimation.

As noted previously, in particular in Nixon et al. (2019), it has been shown that calibration errors can sometimes be misleading. It is therefore important to have additional criteria against which to measure estimators. The quality of a set of probabilistic predictions has been a long-standing issue in many fields such as Meteorology where, as well as calibration metrics, the notion of proper scoring rules have developed.

Proper scoring rules are metrics which, when minimised, correspond to approximating the ground truth probability distribution (Gneiting and Raftery, 2007). This means that a biased forecaster will perform worse in these metrics than an honest forecaster - evaluation by proper scoring rules was advocated by Lakshminarayanan et al. (2017). The two most popular scoring rules are the Brier Score (Murphy and Winkler (1977)) and the Negative log loss (NLL) (Friedman et al. (2001)).

As we are looking to draw parallels between trust scores and calibration methods we are trying to estimate the probability that our point prediction is correct, therefore these scoring rules are also defined with respect to a prediction being correct, i.e. \( O_i = \delta_{\hat{y}_i, y_i} \). This is equivalent to giving class probabilities in the binary case but equates to a one vs. rest strategy in multi-class problems. We therefore use the Brier Loss as follows:

\[
BL = \sum_{i=1}^{n} (p_i - O_i)^2
\]  

(8)

And the Negative Log Likelihood (NLL) as:

\[
NLL = -\sum_{i=1}^{n} (O_i \log(p_i) + (1 - O_i) \log(1 - p_i))
\]  

(9)

Intuitively both of these metrics penalise (via squared loss for Brier and logarithmic loss for NLL) incorrect predictions with high confidence but also correct predictions with low confidence. Therefore performing well in these metrics generally corresponds to predicting correctly with high confidence and predicting incorrectly with low confidence. This differs slightly with respect to calibration metrics where the only measured quantity is how well the predicted confidence scores approximate the empirical accuracy of the predictions.

All evaluation metrics are evaluated, as will be shown below, using K-fold cross-validation by taking the error intervals on these estimates to be twice the standard deviation of the K folds - thereby approximating roughly the 95% error interval. This provides a useful way to evaluate if there are any significant differences between calibration methods.
4. Related Work

4.1 Confidence Calibration

Confidence calibration was first studied in Platt et al. (1999), since then there have been many more calibration techniques developed (Zadrozny and Elkan, 2002; Niculescu-Mizil and Caruana, 2005; Naeini et al., 2015; Guo et al., 2017; Kull et al., 2019). Each of these techniques aim to transform the raw scores from the point prediction algorithms into a confidence score that approximates the empirically derived accuracy. This is generally by some distributional transformation or scaling, where the parameters required to do the transformation are learnt using a single hold out set of data.

For example if the point prediction model predicts a confidence score of 80% one of the techniques above may learn a transformation that down-scales that score to a 70%. It should be noted here that these transformations are dependent upon the point prediction algorithm score only: they are not explicitly dependent upon a given data point for which they are asked to give a confidence estimate.

These methods have been shown to work very well across a range of machine learning problems. However, as we will show in section 5, they learn a global representation of uncertainty and are therefore often only actually learning to model aleatoric uncertainty. This means that they are vulnerable to giving overly confident predictions due to ignoring epistemic uncertainty.

4.2 Trust Scores

In (Jiang et al. (2018)) the authors introduce a method that produces a trust score for model predictions, i.e. a high trust score means that a model is likely to be correct and vice versa. This notion is very closely related to the confidence one has that a prediction is correct. The problem of trust is approached by looking at the similarity between the point you want to predict and the training data. The relative distances between a set of $k$ nearest neighbours from the predicted class and from all other classes are then compared. For example a trust score of 1 corresponds to the prediction being equally as close to the $k$ nearest neighbours from the predicted class to those of all other classes; a trust score of 2 means it is twice as close to the predicted class, etc. The intuition here is that if a data point is similar to previously seen points of the same class then the prediction is more likely to be correct and therefore more trustworthy. This can be interpreted as estimating the epistemic uncertainty: when the trust score is large, the distance to similar points is small and therefore the epistemic uncertainty is small. One would then expect that there is a greater chance of the prediction being correct, i.e. more likely to be trustworthy.

4.3 Other related works

Quantifying the uncertainty in a prediction is most naturally considered within a Bayesian framework, parametric methods such as Bayesian parametric modelling (Tipping (2003) Congdon (2014)) and non-parametric methods such as Gaussian Process (GP) Regression (Rasmussen (2003); Williams and Rasmussen (2006)) and Bayesian Neural Networks (Neal (2012)) have proven to be effective for providing prediction intervals. These methods however suffer from some drawbacks that MACEst attempts to address, generally they are
considerably more computationally expensive at both training and inference time than algorithms that do not include confidence estimates: this is potentially a major barrier for many applications.

There is in general no method that the authors are aware of to explicitly combine Bayesian uncertainty estimates with an arbitrary point prediction algorithm. MACEst is not a Bayesian algorithm however, and, as described in the introduction, it is motivated by some of the underlying Bayesian principles. It seeks to bridge the gap by combining some of the benefits of Bayesian modelling with less computational costs and, by being compatible with any point prediction algorithm, considerably more flexibility.

Outside of the explicitly Bayesian framework there are several methods that have been utilised for the problem of confidence and uncertainty estimation. The Dropout method introduced in Gal and Ghahramani (2015) could potentially be applied to other methods by perturbing or dropping model parameters and generating a range of predictions, however such Monte Carlo simulation methods used to get a good coverage of the parameter space where the number of model parameters is large are computationally expensive. Ensemble methods similar to those introduced for neural networks in Lakshminarayanan et al. (2017) could also be applied for any model, however the cost of training a large enough ensemble to is often prohibitive for many applications.

5. Calibrated Models Are Not Necessarily Trustworthy

Above we have seen that there are two different approaches to answering very similar questions, i.e. how confident are we in a prediction (calibration methods)? And how much can we trust a prediction (Trust scores)? Intuitively these seem to be very related, yet the two approaches estimate their score very differently. This section asks the question: can we trust well calibrated estimators?

To answer this question we perform classification on the classic MNIST data set (LeCun et al. (2010)), which consists of 60,000 examples of 28x28 pixel images of handwritten digits with the task of classifying those digits. As trust score uses a distance metric the raw pixels are not suitable, so we took 50 principal components and used those as our features. We then trained a simple random forest model as the point prediction model and used a selection of the cited calibration methods described above to compute confidence estimates. We now look at the correlation between trust scores and these confidence estimates.

Figure 2 shows the joint distributions for the confidence estimates and trust scores evaluated on an unseen test data set. The point prediction model is generally very accurate ($\approx 95\%$) and thus, as expected, for each confidence estimator we have a confidence distribution which is very high, thereby corresponding to high ($\approx 2$) trust scores. We calculated the Spearman rank correlation coefficient between the confidence predictions and trust scores, and found that for each calibration model the correlation between them is very strong (Isotonic = 0.797, Platt = 0.803, Temp = 0.814, Dirichlet= 0.773). This is generally what we should expect: the models are reliable and predicting well and so both the confidence and trust scores are high. In this situation we see that the standard calibration methods are working well, and the confidence estimates are reliable.

Next, we simulated 28x28 pixel images using 10,000 different uniform noise realisations and asked our model to make predictions on this data (See figure 3 for an example of a
noise realisation) after having trained the models on the standard MNIST dataset. As this does not look like any digit, we would expect the confidence estimates also be very low for any prediction and should, ideally, return something like a uniform distribution across all classes that would then reflect minimal confidence. We can see from Figure 4 that although the confidence is considerably lower than most of the in-sample confidence estimates, it is still often high. Most predictions are greater than 0.5 and there are a considerable number (∼ 30%) which are greater than 0.8.

What about the trust scores? We see in Figure 5 the trust scores are now much lower. 95% of trust scores are now ≤ 1.05, this reflects our intuition that noise should be roughly as close to the predicted class as any other. When comparing to the confidence scores however
Figure 3: An example of the uniform random noise which we asked our model (which was trained on MNIST) to classify. Confidence estimates calibrated using Dirichlet, Temperature, Isotonic and Platt all reported > 85% confidence.

![Figure 3](image)

Figure 4: Example of $10^4$ confidence estimates on random noise similar to Figure 3: we show the probability distribution function (left) and the smoothed cumulative density function (right). These distributions should be shifted towards 0.1 thereby indicating the model’s lack of confidence given the presence of pure noise: instead, we see for all calibration methods that there are a large number of high confidence predictions despite the input.

![Figure 4](image)

we see that the correlation between trust scores and confidence estimates has effectively disappeared (Isotonic = 0.056, Platt = 0.085, Temp = 0.108, Dirichlet= 0.089). This example highlights that despite confidence estimators being calibrated to the data they are not necessarily trustworthy, as posited by Jiang et al. (2018).

We argue that this effect is fundamental to the way classification models work in practice. The classification paradigm is effectively to learn a global decision boundary and split the features into distinct regions of classes. This is a natural and incredibly effective way to perform classification, however we argue it is not a good way to estimate confidence. This is because it does not take into account the similarity of a given point to the data that
Figure 5: Pair plots comparing trust scores and confidence predictions when predicting uniform noise: when epistemic uncertainty is large then trust scores and confidence estimates become uncorrelated. Trust scores are generally low $\sim 1$ but confidence predictions can be high. Note the correlation between the predictions of the models, this is because they all perform a slightly different transformation on the same set of original predictions: therefore the ranking of points will not change.
Figure 6: Example illustrating the problem with extrapolating confidence: because the confidence estimate does not account for the similarity to the training data, the model confidence will not decrease however far we extrapolate from the data from which the model learnt.

space into regions where it will predict either red and blue. In the regions close to the data the confidence is very high because the model is generally predicting very accurately. As we move away from the training data, we see that the predictions are extrapolated according to the global boundary which splits the feature space. We also see however that the confidence estimates are extrapolated, this means that in regions of the feature space very far away from the training data the model is still returning very high confidence results. We argue that the confidence estimate should decrease as we move away from the training data because the epistemic uncertainty is considerably higher in these regions.

Both of these examples highlight a fundamental problem with using the model estimates as a starting point for a confidence estimate. Confidence estimates derived from model estimates can generally be calibrated to estimate the aleatoric uncertainty well, however confidence estimates are not reliable when being used for data that is significantly different from the training set. This can often result in over-confident predictions, despite a high degree of epistemic uncertainty being present.
Trust scores, as an estimate of the distance to similar data from the training set, are an effective way of highlighting cases where the epistemic uncertainty is high, however they do not have any mechanism to account for aleatoric uncertainty and are also not easy to interpret as a likelihood or probability of being correct. The algorithm we now present seeks to bridge the gap between these two approaches by producing well calibrated confidence estimates which account for both epistemic and aleatoric uncertainty.

6. MACEst

We start with the heuristic that confidence is a local quantity, e.g. if the model is terrible globally then there are still some predictions for which the model can be very confident. Similarly if the model is very accurate (even perfect) globally on a given test set then for any given new prediction there exists the possibility that the model is not capable of providing a good answer and should therefore have very low confidence for this point. We also argue above that the point prediction model may fail to produce good confidence estimates and therefore the confidence for a prediction should be estimated independently of the model that produced the classification.

The following assumptions outline our approach to model the local confidence estimate:

1. A point that not similar to any training data is an unusual point and predictions on that point should not have a high confidence value associated with them.
2. The distance to a set of nearest neighbours from the training data is a good proxy for how similar any point is to the training data, and as a consequence this can then be used to estimate the epistemic uncertainty.
3. The accuracy of a set of predictions for a set of $k$ nearest neighbours can be used as a proxy for the local prediction variance, i.e. the aleatoric uncertainty for the prediction can be estimated by the accuracy in these $k$ nearest neighbours.

To implement this for a given prediction on a point $x_*$, we define the local neighbourhood by finding the $k$ nearest neighbours to $x_*$. Using these nearest neighbours we then attempt to directly estimate proxies for the epistemic and aleatoric uncertainty for predictions in that neighbourhood. Once we have estimated these quantities we define a simple parametric function of them and calibrate the function so that our confidence estimates approximate the empirical accuracy. By modelling these two effects directly, confidence estimates produced by MACEst are able to encapsulate the local variance accurately whilst also being aware of when the model is being asked to predict a point that is very different to those it has been trained on. This makes MACEst robust to problems such as overconfident extrapolations and bad out of sample predictions. We now describe the algorithm in more detail.

6.1 Algorithm

MACEst requires that a given dataset is split into four distinct sets: the standard labelled training set for the point prediction model; a set of labelled data from which MACEst finds the nearest neighbours for any given point; a set of labelled data to optimise the MACEst

---

1. One could use the point prediction training data for this however this may mean that there is bias when estimating the local prediction accuracy due to information leakage when training the point prediction model. We therefore use an extra split in our dataset to avoid this.
parameters (see equation 10 below) by minimising the expected calibration error; and finally the unseen hold-out data used to test the model, one can use the same test data for both MACEst and the point prediction model.

Next, one must define a notion of similarity, this is equivalent to defining a sensible distance measure between points. Often choices such as a Euclidean distance will be sufficient if the co-ordinates are sensible, i.e. not highly correlated, however any measure of similarity may be suitable depending upon the data one is trying to model. For difficult problems one can generally improve the performance of MACEst by exploiting techniques such as PCA, Word2Vec, transformers, ect (Jolliffe (2003); Hinton and Salakhutdinov (2006); Mikolov et al. (2013); Devlin et al. (2018)) to embed the data into a space where the metric better reflects the similarity between points. In a standard pipeline this would be a modular step, i.e. the downstream algorithm works with any definition of similarity so one can swap in any embedding technique depending upon the problem. The calibration of MACEst may then be better or worse depending upon the choice of metric.

Once we have defined a notion of similarity, for any given point \( x^* \), we find the \( k \) most similar points from the known MACEst training data. Finding the \( k \) nearest neighbours exactly has \( O(n^2) \) complexity which is prohibitively expensive for many situations. Finding Approximate Nearest Neighbours (ANN) can however be considerably less expensive and is an active area of research. In this work we used the Hierarchical Navigable Small World algorithm (Malkov and Yashunin, 2018) for ANN search, which leads to a complexity of \( O(n \log n) \) during training in order to build the graph and then \( O(\log n) \) complexity at inference once the graph has been built. Due to the simplicity of MACEst these are usually the dominant costs for both training and inference.

We note here that the nearest neighbour search is also a modular step. MACEst, in principle, does not rely on any particular nearest neighbour algorithm so other methods for example Johnson et al. (2017); Guo et al. (2020) may be more appropriate depending on the application. See Aumüller et al. (2017) for a comparison of approximate nearest neighbour methods.

Once we have found the \( k \) nearest neighbours we use these \( k \) points to estimate proxies for both epistemic and aleatoric uncertainty. The local aleatoric uncertainty will be the (distance weighted) error, i.e. the number of incorrect predictions on these \( k \) points each weighted by the distance from the point where we would like to predict. The epistemic uncertainty will be approximated by the average (weighted by the rank order of closeness) distance to these \( k \) neighbours. We define the error as \( \epsilon(x_k) \) and the average distance to the set of neighbours as \( \mathcal{K}(x_s, x_k) \). The un-normalised confidence score is then approximated to be a simple function of these terms as follows:

\[
\sigma_s = \alpha \epsilon(x_s, x_k) + \beta \mathcal{K}(x_s, x_k)
\]  \hspace{1cm} (10)

Where we define \( \epsilon(x_k) \) and \( \mathcal{K}(x_s, x_k)^2 \) as:

\[
\mathcal{K}(x_s, x_k) = \sum_{i=1}^{k} \frac{d(x_s, x_i)}{i}
\]  \hspace{1cm} (11)

2. In the average distance definition below, we weight the distance by the rank order in terms of closeness, we found that this heuristic gave a more robust average in cases where the \( k \) neighbours were split between several disjoint clusters and therefore the average distance is not well-defined.
And,

\[ \epsilon(x_s, x_k) = \sum_{i=1}^{k} \frac{\delta_{y_i,y_k}}{d(x_s, x_i)} \]  \hspace{1cm} (12)

In both definitions, we assume that the \( k \) points are ordered by their relative distances to \( x_s \), and we used the Euclidean distance\(^3\) as our distance function:

\[ d(p,q) = \sqrt{\sum_{j=1}^{D} (p_j - q_j)^2} \]  \hspace{1cm} (13)

We can then see that if points are very similar to the training set then \( \beta K(x_s, x_k) \ll \alpha \epsilon(x_k) \) and the uncertainty will be dominated by the local aleatoric uncertainty but if points are very distant then \( \beta K(x_s, x_k) \gg \alpha \epsilon(x_k) \) and the epistemic uncertainty will dominate. The coefficients \( \alpha \) and \( \beta \) can then be interpreted by the relative importance of both factors and can be learnt during the MACEst training phase.

For the classification problem we repeat these steps for each class and then have a \( \sigma^\ast \) for each class. These scores are then normalised first by dividing by the average score across all classes for a given point: this can be interpreted as returning a score for each class which is relative to the average uncertainty across all classes. We then apply a negative softmax normalisation to these relative scores in order to return probabilities within the interval \([0, 1]\).

Note that for the purposes of this work we are only concerned with estimating the probability that the point prediction produced by the original model is correct, we therefore minimise the expected calibration error for the predicted class only when training. This need not necessarily be the largest confidence according to MACEst because the point prediction model and MACEst are calculating the relative likelihood of each class independently. We found empirically that this rarely happens but in cases where they clearly disagree this suggests that either a point is particularly unusual, and therefore the point prediction algorithm is likely to perform badly on them, or the distance metric used by MACEst may not be optimal.

In principle this algorithm could of course be extended to be made more flexible by adding non-linearities or including higher order effects for each factor however, in principle, we found that a simple linear model was generally sufficient for the experiments shown below.

7. Experiments

We evaluated MACEst with three different experiments, in each case comparing MACEst to other standard calibration methods. The first experiment looked at the performance of MACEst compared to other methods on several standard UCI datasets. The models were compared on a held-out test dataset where this test set was unseen but drawn from the same dataset which the models were trained on: this experiment therefore focus on how the models deal with aleatoric uncertainty. The second experiment simulated a situation where

\(^3\) The Euclidean distance may be calculated in an embedded space rather than the Euclidean distance between the data points themselves.
data changes after a point prediction model has been trained: here, standard confidence estimators may fail thereby highlighting a key difference between the way MACEst and other methods deal with epistemic uncertainty. Finally we repeated the experiment shown in section 5 with MACEst to show that MACEst is generally robust to problems caused by predicting on out-of-sample data, we also show that the relationship between Trust scores and MACEst remains highly correlated with both in-sample and out-of-sample data.

7.1 Aleatoric Experiments

For this set of experiments we used seven datasets from the UCI collection (Dua and Graff (2017)). As discussed above, the choice of similarity metric will influence the results so for all datasets we first performed a simple embedding strategy: Principal Component Analysis for non-text datasets and TF-IDf followed by Neighbourhood Component analysis (Goldberger et al., 2004) for text datasets. Once we had embedded the data we measured similarity using the Euclidean distance in this space. We then trained a Random Forest classifier (Breiman, 2001) and calibrated the Random Forest uncertainty using each of the MACEst, Platt, Isotonic, Temperature scaling and Dirichlet Calibration methods. Finally we computed the ECE, NLL, and Brier score using K-fold cross validation with 10 folds. We then reported the 95% error intervals as twice the standard deviation over these 10 folds.

Looking first at Tables 1 and 2, where we evaluated the models using the proper scoring rules Negative Log Loss and Brier loss, we see that MACEst records the lowest mean Negative Log Likelihood (NLL) for two datasets MNIST and EEG. For these two datasets we see a significant difference between MACEst and the other models. The large difference in negative log likelihood is likely because MACEst is able to reduce the confidence of bad predictions and therefore will have less high confidence predictions that are incorrect. This increases the resolution of the model as it is able to distinguish between very high and very low confidence predictions to a greater degree. We see that rankings are broadly consistent across the different metrics however there are some differences. For example on the Letters dataset when looking at the mean score MACEst is ranked fourth on NLL but second on Brier loss.

Looking now at table 3 we see similar results, this is expected as calibration is one part of the proper scoring rules. Again we see some differences between the rankings of various models on each of the datasets. MACEst is again clearly the lowest on MNIST and EEG with the rankings varying across other datasets. In general across each of the metrics MACEst seems to perform less well on the NLP tasks, this is not surprising as the induced similarity metric used in this work is very simple. It is likely that by using more sophisticated text embedding methods we would be able to perform better on these datasets.

To summarise the results, we find that, as has been seen previously, the differences between various methods are very problem dependent, and that the ordering of methods changes across the experiments as well as across different metrics. Looking at the error intervals across the three metrics we see that often the distributions are overlapping meaning that it is difficult to draw statistically significant conclusions regarding a best model on any
of the datasets. We do however see that MACEst is generally competitive with other methods commonly used to tackle the problem of confidence estimation.

It is likely that for many problems each of the calibration methods generally performs well and the differences between them are small. We therefore suggest that for problems where the data is unlikely to differ considerably to the training data then each of the calibration methods will likely be good enough and that ultimately the choice of method should be based upon other problem-dependent factors such as computational costs, the specific objective function, and whether epistemic uncertainty is likely to be a problem.

Table 1: Negative log likelihoods calculated for each of the benchmark UCI datasets, error bars are estimated using K-fold validation with 10 folds.

| Dataset        | MACEst | Platt  | Isotonic | Temperature | Dirichlet |
|----------------|--------|--------|----------|-------------|-----------|
| EEG            | 0.147 ± 0.06 | 0.217 ± 0.05 | 0.228 ± 0.06 | 0.225 ± 0.06 | 0.221 ± 0.06 |
| Text Sentiment | 0.525 ± 0.26 | 0.49 ± 0.17  | 0.504 ± 0.26 | 0.520 ± 0.26 | 0.607 ± 0.61 |
| Letters        | 0.199 ± 0.03 | 0.20 ± 0.02  | 0.187 ± 0.17 | 0.168 ± 0.02 | 0.170 ± 0.04 |
| Mnist          | 0.07 ± 0.01  | 0.13 ± 0.01  | 0.125 ± 0.01 | 0.118 ± 0.01 | 0.115 ± 0.01 |
| Fashion        | 0.30 ± 0.01  | 0.30 ± 0.01  | 0.28 ± 0.01  | 0.28 ± 0.01  | 0.28 ± 0.01  |
| 20 news        | 0.38 ± 0.08  | 0.29 ± 0.08  | 0.38 ± 0.26  | 0.10 ± 0.27  | 0.28 ± 0.14  |
| Adult          | 0.43 ± 0.02  | 0.42 ± 0.02  | 0.40 ± 0.02  | 0.49 ± 0.07  | 0.49 ± 0.07  |

Table 2: Brier score calculated for each of the benchmark UCI datasets, error bars are estimated using K-fold validation with 10 folds.

| Dataset        | MACEst | Platt  | Isotonic | Temperature | Dirichlet |
|----------------|--------|--------|----------|-------------|-----------|
| EEG            | 0.042 ± 0.02 | 0.065 ± 0.02 | 0.068 ± 0.02 | 0.068 ± 0.02 | 0.067 ± 0.02 |
| Text Sentiment | 0.162 ± 0.07 | 0.160 ± 0.07 | 0.156 ± 0.07 | 0.159 ± 0.08 | 0.167 ± 0.06 |
| Letters        | 0.054 ± 0.01 | 0.055 ± 0.007 | 0.057 ± 0.01 | 0.052 ± 0.01 | 0.055 ± 0.01 |
| Mnist          | 0.02 ± 0.003 | 0.037 ± 0.003 | 0.037 ± 0.002 | 0.035 ± 0.003 | 0.035 ± 0.003 |
| Fashion        | 0.095 ± 0.005 | 0.09 ± 0.005 | 0.089 ± 0.004 | 0.089 ± 0.03 | 0.089 ± 0.03 |
| 20 news        | 0.109 ± 0.02 | 0.083 ± 0.03 | 0.079 ± 0.03 | 0.079 ± 0.03 | 0.082 ± 0.03 |
| Adult          | 0.13 ± 0.007 | 0.13 ± 0.006 | 0.13 ± 0.006 | 0.13 ± 0.005 | 0.13 ± 0.005 |

Table 3: ECE calculated for each of the benchmark UCI datasets, error bars are estimated using K-fold validation with 10 folds.
Figure 7: Here we add zero mean Gaussian noise with a standard deviation defined by the noise level. This simulates data drift by iteratively making the test set more different to the training data. We show the mean of the test set confidence distribution for each model and see that because MACEst explicitly calculates the epistemic uncertainty it is able to track the degradation in model performance considerably better than the other calibration methods.

7.2 Epistemic Experiment

Motivated by use cases where models are trained at a fixed moment in time (e.g. each morning, start of each week) and then used for some period of time after, we split the data into training and testing: a model was then trained on the former while the latter set had noise artificially added to its features, thereby simulating heteroskedastic noise, i.e. replicating the situation where data often changes throughout the life cycle of a model. In these cases it is therefore important that a model is able to understand that the data is changing and adjust the confidence in predictions accordingly. To add simulate noise, we consecutively added Gaussian noise to the features in the test data by increasing the standard deviation of the noise at each iteration. We then recorded the average point prediction accuracy and the mean confidence for each calibration model.

The results in Figure 7 show the average accuracy of the model and the average confidence estimate of each confidence estimator. We see that initially all models respond to the noise in a very similar way, i.e. dropping the mean confidence to follow the trend in mean prediction accuracy. As the amount of noise increases the model accuracy continues to decrease, until eventually it is scoring around 10% which corresponds to a random choice. When we compare the accuracy to the confidence estimates we see that each of the models, apart from MACEst, decreases its confidence scores but are bounded at around 50% despite the continuous decrease in model performance. This is likely because the other calibration models, that have learnt a fixed transformation on the Random Forest confidence
MACEst: The reliable and trustworthy Model Agnostic Confidence Estimator

Figure 8: Comparison of the distribution of confidence predictions on random noise. We show the probability distribution function (left) and the smoothed cumulative density function (right). MACEst is shown to be significantly less confident than the other methods with many predictions returning $\sim 0.1$ corresponding to no clear information and effectively zero high confident predictions.

score rather than producing their confidence as a function of the data itself, have no way of adapting sufficiently to the extreme changes in the data and therefore have no way of anticipating such a drastic decrease in model performance.

MACEst on the other hand continues to follow the trend in accuracy and generally indicates a more appropriate level of confidence relative to the performance of the model. In particular, when the noise becomes large enough, MACEst is able to report that the model is returning predictions which are no better than random guesses.

This is incredibly important when using models in real-world applications as often beyond the training data, it is hard to have immediate feedback regarding the outcome of any given prediction. This means that it is generally non-trivial to monitor the model performance live, so the model confidence may be the only metric available in real-time. If one were to use that metric in this example, beyond the noise level with a standard deviation of 2, then unless MACEst was used, there would be no indication that the data had changed and that the model is getting less capable at making good predictions.

7.3 Is MACEst trustworthy?

We now turn to our final critique of traditional calibration models. We have shown that often the correlation between confidence and trust scores can be broken when data is sufficiently different to the training data. This indicates that traditional calibration methods are not accounting for epistemic uncertainty and are therefore not necessarily trustworthy. We now repeat the experiment in section 5 with MACEst and compare the behaviour between MACEst and traditional calibration methods.
Figure 9: The joint distribution between confidence estimates and trust scores for MACEst. We see that, unlike other methods, there is a very clear correlation between the two indicating that MACEst remains trustworthy under large epistemic uncertainty.

As shown in fig 8 when MACEst is asked to make predictions on random noise, the distribution clearly changes relative to the calibration methods. We quantify this difference with the Kolmogorov–Smirnov (KS) statistic and find that MACEst vs. Isotonic, Platt, Temperature, Dirichlet scores are $0.95 \pm 0.02$. This significant change is because MACEst’s distribution tends towards very low confidence predictions. We find that often MACEst returns probabilities of around 0.1 indicating that the model is not able to make a clear prediction.

We now compare MACEst and trust scores. As expected when we are making predictions on data that is similar to the training data confidence and trust scores are generally both very high (Spearman rank correlation = 0.964). In Figure 9 of the joint distribution between MACEst confidence estimates and trust scores when making predictions on random noise we see that MACEst and trust scores remain highly correlated (correlation = 0.841). This indicates that MACEst is correctly incorporating epistemic uncertainty and therefore remains trustworthy despite the data being entirely different to the data which the point
### Table 4:

| Method       | In sample test data | Out of sample Noise |
|--------------|---------------------|---------------------|
| MACEst       | 0.964               | 0.841               |
| Isotonic     | 0.797               | 0.056               |
| Platt        | 0.803               | 0.085               |
| Temperature  | 0.814               | 0.108               |
| Dirichlet    | 0.773               | 0.089               |

Table 4: Table comparing the Spearman rank correlation between trust scores and confidence estimates for MNIST data. The first column shows the correlation when estimating both quantities on an unseen test set. The second column shows the correlation when calculating each quantity on random noise prediction model was trained on. See table 4 for a full comparison between each calibration method.

## 8. Discussion

The results from our experiments suggest that despite MACEst being an incredibly simple model, a linear sum of two derived quantities (there are likely more sophisticated versions based on this philosophy that may be better), it is comparable with the state of the art across a variety of metrics whilst also not suffering from the flaws highlighted in the methods based upon scaling point prediction scores. We will first address some caveats and limitations of this method before pointing to several potential important applications of MACEst and looking forward to future work in this area.

### 8.1 Potential Limitations

Firstly, MACEst relies on the assumption that it is possible to define a notion of similarity between data points, however the distance between raw features is not necessarily a good measure of similarity and it is likely that more care will be needed in the data cleaning and feature engineering steps - this is evidenced in its relatively poor performance in NLP use cases. This can be equivalently expressed as the need to embed the data into a sensible co-ordinate space so that a similarity measure is appropriate. Embedding into a specific distance metric area is a very active area of research (see Kaya and Bilge (2019) for a recent survey).

The computational costs associated with MACEst are predominantly in the neighbour search, exact nearest neighbour search is $O(n^2)$ that might be expensive for any reasonably large dataset. Despite our use of efficient approximate nearest neighbour search the cost of building an additional nearest neighbour model may still be prohibitive for some applications.

In terms of data efficiency, MACEst does not have many parameters to train so does not require a large amount of data to tune them; however sufficient data is needed to train the point prediction model, as well as large graph data, and then the calibration and test sets must be sufficiently large to be useful, i.e. to induce the graph space and generate
representative accuracy estimations. As a very rough rule of thumb we found that in order to have sufficient data to train both MACEst and the point prediction model well, we required several thousand or more data points for the above classification tasks.

8.2 Practical Applications

As well as the intrinsic utility of getting good confidence estimates we believe that the intuitive nature of MACEst means that it has other important uses in the data science community. Firstly, the confidence estimates have a clear interpretation. If you have low confidence you either don’t have enough relevant data or the model predictions in this region are noisy or error-prone. This can easily be translated into useful insights for human in the loop pipelines, i.e. seeking to understand why the model struggles to predict well and/or collect more data in certain regions.

Anomaly detection is also trivial when using MACEst, any anomalous data point will by definition be very different to the training data. This will mean that MACEst predicts a large uncertainty, and in particular a large epistemic uncertainty. This could easily be converted into an automated test, for which points with epistemic uncertainty larger than some threshold are automatically flagged.

Another issue that practitioners face is how to effectively monitor a model and when a model will need to be re-trained, this is related to the issue of data-drift over time. This is the notion that over time data will change and models will become less effective. Models must then be re-trained on new data, however re-training models can be costly and when to re-train is a somewhat arbitrary choice because there are generally not good metrics for goodness of data making this choice particularly difficult (Sambasivan et al. (2021)). MACEst again provides a very simple solution to this problem, as shown in section 7.2, as the data becomes more different to the initial training data the confidence estimates will on average decrease. This means there is a very clear metric to track when considering how well a model is performing. This is a better metric than predictive accuracy because the reason for confidence decline will be more clearly related to the data-drift. This could lead to simple automation rules such as re-train if average confidence falls below x%.

8.3 Future work

There are some problems where knowledge of a single feature of many is enough to be very confident about a prediction, this concept of feature importance and feature interaction is not explicitly accounted for in MACEst currently. Accounting for feature importance is a common problem in machine learning applications and is an active area of research (Fisher et al. (2019); Huang et al. (2019)). Pre-processing and feature engineering can somewhat mitigate these problems, however in future work we plan to explicitly incorporate feature interactions and feature importance into any similarity metric.

This study has not explicitly looked at applications in deep learning, this is because MACEst is a general method which is supposed to be model agnostic. Deep learning is effective when tackling problems where the raw features themselves are not necessarily good predictors, and so the network is able to induce new features. This of course means the notion of a similarity metric between two data points is more challenging.
In future work we plan to explore the applications of MACEst to deep learning, in particular we plan to compare methods which will induce a similarity metric such as Auto-encoders, embeddings, etc. In principle as long as there is, or one can induce, a good measure of similarity then MACEst should be effective. Combining metric learning and similarity networks Kaya and Bilge (2019) with MACEst would make this method applicable to a wider range of problems.

The applications to deep learning are important because many of the problems highlighted above, in particular decision boundaries and extrapolation are even bigger issues for deep learning applications. The most extreme version of this being adversarial attacks (Szegedy et al. (2013)). In principle MACEst will offer a very robust counter-measure to adversarial attacks for the same reasons that MACEst is robust to high confidence predictions on pure noise.

This paper has presented MACEst as working in the context of classification algorithms, however the principles are also applicable to regression and a very similar study into using MACEst for prediction intervals is in preparation.

9. Conclusion

Modern Machine learning algorithms are incredibly effective at classification tasks: in this paper we have argued and evidenced that despite this such algorithms are not a good starting point for computing confidence estimates. Our position is that any confidence estimates based upon this paradigm inevitably fail to account for epistemic uncertainty that is crucial to producing reliable confidence estimates. This often leads to over-confident predictions on data points that are dissimilar to the data used to train the point prediction model. To counteract this, in this work we presented a simple alternative, MACEst, that is based upon a fundamentally different paradigm. Using a set of nearest neighbours, MACEst estimates uncertainty locally and explicitly accounts for both epistemic and aleatoric uncertainty. MACEst can be applied as an ad-hoc step in any machine learning pipeline to provide accurate and robust confidence estimates. We have shown that in many situations the confidence estimates produced by MACEst will be more reliable and are therefore more suitable than other methods for most practical applications.
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