Graph neural networks (GNNs) are a type of deep learning models that are trained on graphs and have been successfully applied in various domains. Despite the effectiveness of GNNs, it is still challenging for GNNs to efficiently scale to large graphs. As a remedy, distributed computing becomes a promising solution of training large-scale GNNs, since it is able to provide abundant computing resources. However, the dependency of graph structure increases the difficulty of achieving high-efficiency distributed GNN training, which suffers from the massive communication and workload imbalance. In recent years, many efforts have been made on distributed GNN training, and an array of training algorithms and systems have been proposed. Yet, there is a lack of systematic review of the optimization techniques for the distributed execution of GNN training. In this survey, we analyze three major challenges in distributed GNN training: massive feature communication, the loss of model accuracy, and workload imbalance. Then, we introduce a new taxonomy for the optimization techniques in distributed GNN training that address the above challenges. The new taxonomy classifies existing techniques into four categories: GNN data partition, GNN batch generation, GNN execution model, and GNN communication protocol. We carefully discuss the techniques in each category. In the conclusion, we summarize existing distributed GNN systems for multi–graphics processing units (GPUs), GPU-clusters.
and central processing unit (CPU)-clusters, respectively, and present a discussion about the future direction of distributed GNN training.
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1 INTRODUCTION

Graph neural networks (GNNs) are powerful tools to handle problems modeled by the graph and have been widely adopted in various applications, including social networks (e.g., social spammer detection [102, 132], social network analysis [107]), bio-informatics (e.g., protein interface prediction [40], disease–gene association [97]), drug discovery [12, 79], traffic forecasting [67], health care [3, 25], recommendation [37, 55, 61, 131, 135], natural language processing [156, 168], and others [31, 99, 155, 163, 166]. By integrating the information of graph structure into the deep learning models, GNNs can achieve significantly better results than traditional machine learning and data mining methods.

A GNN model generally contains multi-graph convolutional layers, where each vertex aggregates the latest states of its neighbors, updates the state of the vertex, and applies a neural network to the updated state of the vertex. Taking the traditional graph convolutional network (GCN) as an example, in each layer, a vertex uses a sum function to aggregate the neighbor states and its own state, then applies a single-layer Multi-layer Perceptron (MLP) to transform the new state. Such procedures are repeated $L$ times if the number of layers is $L$. The vertex states generated in the $L$th layer are used by the downstream tasks, such as node classification, link prediction, and so on. In the past, many research works have made remarkable progress in the design of GNN models. Prominent models include GCN [128], GraphSAGE [52], GAT [112], GIN [138], and many other application-specific GNN models [150, 152, 167]. To date, there are tens of surveys reviewing the GNN models [134, 136, 157, 170]. On the other hand, to efficiently develop different GNN models, many GNN-oriented frameworks have been proposed based on various deep learning libraries [9, 17, 39, 50, 81, 123]. Many new optimizations have been proposed to speed up GNN training, including GNN computation kernels [43, 58, 59, 95, 109, 151], efficient programming models [57, 133, 137], and full utilization of new hardware [23, 48, 146, 171]. However, these frameworks and optimizations mainly focus on training a GNN on a single machine, while not paying much attention to the scalability of input graphs.

Nowadays, large-scale GNNs [45, 68, 83] are a hot topic because of the prevalence of massively large graph data. It is common to have graphs with billions of vertices and trillions of edges, such as the social networks in Sina Weibo, WeChat, Twitter, and Meta. However, most of the existing GNN models have been tested only on small graph datasets, and it is impossible or inefficient to process large graph datasets [56]. This is because GNN models are complex and require massive computation resources when handling large graphs. A line of works achieve large-scale GNNs by designing scalable GNN models. They use simplification [41, 53, 130], quantization [5, 38, 60, 84, 106, 119, 120, 126, 161], sampling [24, 145, 147] and distillation [30, 141, 153] to design efficient models. Another line of works adopt distributed computing for GNN training, i.e.,
Distributed GNN training, because when handling large graphs, the limited memory and computing resource of a single device, e.g., a graphics processing unit (GPU), become the bottleneck of large-scale GNN training, and distributed computing provides more computing resources, e.g., multi-GPUs and central processing unit (CPU) clusters, to improve training efficiency. However, previous systems targeted distributed graph processing [85, 87] and distributed deep learning [2, 78] separately. Graph processing systems do not consider the acceleration of neural network operations, whereas deep learning systems lack the ability to process graph data. Therefore, many efforts have been made in designing efficient distributed GNN training frameworks and systems [65, 116, 117, 164, 173].

In this survey, we focus on the works and specific techniques proposed for distributed GNN training. Distributed GNN training divides the whole workload of model training among a set of workers, and all the workers process the workload in parallel. However, due to the data dependency in GNNs, it is non-trivial to apply existing distributed machine learning methods [113, 122] to GNNs. Thus, many new techniques for optimizing the distributed GNN training pipeline have been proposed. Although there are a lot of surveys [134, 157, 170] about GNNs, to the best of our knowledge, little effort has been made to systematically review the techniques for distributed GNN training. Recently, Besta and Hoefler [10] only reviewed the parallel computing paradigm of GNN, Abadal et al. [1] surveyed GNN computing from algorithms to hardware accelerators, and Vatter et al. [111] provided a comprehensive overview of the evolution of the distributed systems for scalable GNN training.

To clearly organize the techniques for distributed GNN training, we introduce a general distributed GNN training pipeline that consists of three stages: data partition, batch generation, and GNN model training. These stages involve GNN-specific execution logic that includes graph processing and graph aggregation. In the context of this general distributed GNN training pipeline, we discuss three main challenges of distributed GNN training that are caused by the data dependency in graph data and require new techniques specifically designed for distributed GNN training. To help readers understand various optimization techniques that address the above challenges better, we introduce a new taxonomy that classifies the techniques into four orthogonal categories: GNN data partition, GNN batch generation, GNN execution model, and GNN communication protocol. This taxonomy not only covers the optimization techniques used in both mini-batch distributed GNN training and full-graph distributed GNN training but also discusses the techniques from graph processing to model execution. We carefully review the existing techniques in each category, followed by describing 28 representative distributed GNN systems and frameworks either from industry or academia. Finally, we briefly discuss the future directions of distributed GNN training.

The contributions of this survey are as follows:

- This is the first survey focusing on the optimization techniques for efficient distributed GNN training, which helps researchers quickly understand the landscape of distributed GNN training.
- We introduce a new taxonomy of distributed GNN training techniques by considering the life-cycle of end-to-end distributed GNN training. At the highest level, the new taxonomy consists of four orthogonal categories: GNN data partition, GNN batch generation, GNN execution model, and GNN communication protocol.
- We provide a detailed and comprehensive technical summary of each category in our new taxonomy.
- We review 28 representative distributed GNN training systems and frameworks from industry to academia.
- We discuss the future directions of the distributed GNN training.
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Survey organization. In Section 2, we introduce the background of GNNs and discuss the differences between GNN training and traditional neural network training. In Section 3, we present the distributed GNN training pipeline, highlight the specific challenges faced by distributed GNN training, and introduce our taxonomy of the techniques used in distributed GNN training. On the basis of the taxonomy, we present a detailed discussion on the techniques of distributed GNN training, including data partition (Section 4), batch generation (Section 5), execution model (Section 6), and communication protocol (Section 7). In Section 8, we discuss various existing distributed GNN training systems. We unveil some promising future directions for distributed GNN training in Section 9 and present our conclusions in Section 10.

2 PRELIMINARIES OF GRAPH NEURAL NETWORKS

Graph and Graph Partition. A graph \( G = (V, E) \) consists of a vertex set \( V \) and an edge set \( E \). The set of neighbors of a vertex \( v \in V \) is denoted by \( N(v) \) and the degree of \( v \) is denoted by \( d = |N(v)| \). In the directed graph, the set of incoming and outgoing neighbors of a vertex \( v \in V \) is denoted by \( N_{in}(v) \) and \( N_{out}(v) \), respectively, and the corresponding degree is denoted by \( d_{in} = |N_{in}(v)| \) and \( d_{out} = |N_{out}(v)| \). An edge \( e \in E \) is represented by \( (u, v) \), where \( u, v \in V \). The adjacent matrix of \( G \) is represented by \( A \), where an entry \( a_{uv} \) of \( A \) equals 1 when \( (u, v) \in E \); otherwise, \( a_{uv} = 0 \). Each vertex \( v \) in a graph has an initial feature vector \( x_v \in \mathbb{R}^D \), where \( D \) is the dimension size of feature vectors, and the feature matrix of the graph is denoted by \( X \).

A graph can be partitioned in distributed settings. For an edge-cut graph partition, a graph \( G = (V, E) \) is divided into \( P \) partitions \( \{G_i = (V_i, E_i)\} \), \( 1 \leq i, j \leq P \), which satisfy \( V = \bigcup V_i, V_i \cap V_j = \emptyset, 1 \leq i, j \leq P \). The end vertices of cross edges are called boundary vertices, and other vertices in \( G \) are inner vertices. For a vertex-cut graph partition, the above \( P \) partitions should satisfy \( E = \bigcup E_i, E_i \cap E_j = \emptyset, 1 \leq i, j \leq P \). A vertex can be replicated among partitions and the number of replications of vertex \( v \) is called the replication factor. When the replication factor of a vertex is larger than 1, the vertex is called a boundary vertex, and other vertices in \( G \) are inner vertices.

Graph Neural Networks (GNNs). Given a graph \( G \) with adjacent matrix \( A \) and the feature matrix \( X \), where each row is the initial feature vector \( x_v \) of a vertex \( v \) in the graph \( G \), an \( l \)-th layer in a GNN updates the vertex feature by aggregating the features from the corresponding neighborhoods. The process can be formalized in matrix view as follows:

\[
H^l = \sigma(\tilde{A}H^{l-1}W^{l-1}),
\]

(1)

where \( H^l \) is the hidden embedding matrix and \( H^0 = X \), \( W^{l-1} \) is the model weights, \( \tilde{A} \) is a normalized \( A \), and \( \sigma \) is a non-linear function, e.g., ReLU, Sigmoid, etc. Equation (1) is the global view of GNN computation. The local view of GNN computation is the computation of a single vertex. Given a vertex \( v \), the local computation of the \( l \)-th layer in the message passing schema [47] can be formalized as follows:

\[
h^l_v = \sigma(\bigoplus_{u \in N(v)} (\phi(h^{l-1}_{uv}, h^{l-1}_u, h^{l-1}_{e_{uv}}))),
\]

(2)

where \( \oplus \) is an aggregation function, \( \phi \) is an update function, and \( h^{l-1}_{e_{uv}} \) is the hidden embedding of edge \( (u, v) \) at the \((l - 1)\)-th layer.

In contrast to traditional neural networks, where the data samples are typically independent and identically distributed (i.i.d.), GNN introduces data dependencies due to the underlying graph structure. These dependencies arise from the fact that the hidden embedding of each vertex in a GNN is updated based on the embeddings of its neighbors at the previous layer, which is formalized by Equation (1) in global view and Equation (2) in local view, respectively. This dependency enables GNNs to capture the structural information in the graph. By leveraging the graph
structure and capturing the dependencies between vertices and edges, GNNs are able to model complex relational data and perform tasks such as node classification and link prediction.

**GNN Training Methods.** To train a GNN model, a basic method is to update the model parameters once in a single epoch, which is called *full-graph GNN training*. However, full-graph GNN training is memory intensive [128] since it requires accessing the whole training graph and cannot scale to large graphs. Alternatively, we may choose to update the GNN model parameters multiple times over the course of a single epoch. This is known as *mini-batch GNN training*. An epoch is divided into multiple iterations and each iteration updates the GNN model with a batch (i.e., a subset of the whole training dataset).

Compared with traditional **deep neural network (DNN)** training, GNN training has two essential differences, which are illustrated by an example in Figure 1. First, for the batch generation in mini-batch training, the GNN constructs a batch with $L$-hop neighbors involved, whereas a traditional DNN involves the selected training samples only. Because of the data dependency in GNN training, to compute the output embedding in the final layer (layer $L$) of a training vertex, we need all the embeddings of its neighbors from the previous layer (layer $L - 1$). Recursively, in order to compute the embeddings of neighboring vertices at layer $L - 1$, embeddings of its 2-hop neighbors are required. Therefore, an exact mini-batch containing only one training vertex involves all its $L$-hop neighbors, along with their features, as the input of mini-batch training. A significant challenge arises when constructing such mini-batches: they can quickly become large and expand to include a substantial portion of the complete graph, even if only a few vertices are selected as the central training vertices. Some methods are proposed to mitigate this problem by sampling in the neighborhood to reduce the total size of the mini-batch, such as node-wise sampling [22, 52], layer-wise sampling [20, 62, 174], and subgraph sampling [27, 147].

Second, for the model computation in both mini-batch training and full-graph training, an additional aggregation process is introduced, to collect vertex information from the neighborhood. Certain GNN architectures [28, 112] may also require an extra message-passing phase prior to the aggregation stage, to generate edge-corresponded embeddings to be aggregated. After the output embeddings of training vertices are computed, a backward propagation is performed to compute
the gradient for each parameter. Similar to the forward computation, the gradients on each vertex are sent alongside the edges to their neighbors during backward propagation, incurring an additional scatter process compared with DNN training. The aggregation and scatter operation among data samples leads to a much more complex computation process compared with DNN training.

**Distributed DNN Training.** Distributed DNN training [71, 73] is a solution to large-scale DNNs.Parallelism and synchronization are two key components. (1) **Parallelism.** Data parallelism is a prevalent training paradigm in distributed DNN training. In data parallelism, the model is replicated across multiple devices or machines, with each replica processing a different subset of the training data. Computed gradients are exchanged and averaged to synchronize the model parameters, often utilizing communication operations such as all-reduce [21]. To handle large models that exceed the capacity of a single GPU, model parallelism is adopted, in which each device processes a distinct part of the model during forward and backward propagation. (2) **Synchronization.** Distributed training can be categorized into synchronous and asynchronous training. In synchronous training, all workers complete a forward and backward pass before model updates occur. This ensures that all workers are using the same model parameters for computation. In asynchronous training, workers update the model parameters independently to remove the global synchronization point between each mini-batch. Based on the idea of asynchronous training, pipeline parallelism is proposed [63, 92] to perform flexible mini-batch training and improve resource utilization to accelerate the overall training time.

Because of the large models in the DNNs, most efforts are made to manage the storage and synchronization of model parameters for the distributed DNN training. Since GNN models typically have shallow network structures, the management of model parameters is trivial. However, the input graphs of GNNs can be extremely large. The specific data dependency introduced by graph data structure significantly impacts the computation process of distributed GNN training, resulting in a substantial communication overhead that differs from DNN training, which becomes the main consideration and introduces new challenges (see Section 3.2).

### 3 DISTRIBUTED GNN TRAINING AND CHALLENGES

#### 3.1 General Distributed GNN Training Pipeline

To better understand the general workflow of end-to-end distributed GNN training, we divide the training pipeline into three stages: data partition, batch generation, and GNN model training. The GNN model training stage is further divided into model execution (including the design of the execution model and communication protocol) and parameter update. Figure 2 visualizes the high-level abstraction of end-to-end distributed GNN training workflow.

**Data partition.** This is a preprocessing stage enabling distributed training. It distributes the input data (i.e., graph and feature) among a set of workers. Considering that the training data in GNNs are dependent, the data partition stage becomes more complex than the one in traditional distributed machine learning. As shown in Figure 2, the cross-worker edges among the partitioned data (i.e., subgraphs) imply the data dependency. If we acknowledge the data dependency among partitions, the distributed training efficiency is reduced by communication; if we simply ignore the data dependency, the model accuracy is destroyed. Therefore, data partition is a critical stage for the efficiency of end-to-end distributed GNN training.

**GNN batch generation.** This stage is only involved in distributed mini-batch training. In this stage, each worker generates a computation graph from the partitioned input graph and feature. However, due to the data dependency, the computation graph generation is quite different from the traditional deep learning model. The computation graph for the mini-batch training strategy may not be generated correctly without accessing remote input data. The remote data accessing makes the distributed batch generation more complicated than the traditional deep learning model.
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Fig. 2. The abstraction of distributed GNN training pipeline. Key stages are noted with the number of the section in which they will be further discussed. Stages marked with star ★ are optional for different training methods: batch generation is only involved in mini-batch training, and the communication protocol that is used to communicate hidden embeddings and gradients is involved in full-graph training.

GNN model training. This is the core stage for the embedding computing and model updating. It is further divided into model execution stage and parameter update stage. The model execution stage is specifically designed for distributed GNN training, whereas the parameter update stage is consistent with that of traditional DNN model training. We further divide the model execution stage into execution model and communication protocol. For distributed mini-batch training, only the execution model is involved, which manages the scheduling of different training operators and how to overlap them efficiently with the batch generation stage. For distributed full-graph training, both execution model and communication protocol are included. The execution model involves $k$-layer graph aggregation of GNN models and the aggregation exhibits an irregular data access pattern. Furthermore, the graph aggregation in each layer needs to access the hidden embeddings and computed gradients of the remote neighbors via the communication protocol, and the synchronization schema between layers should also be considered. Finally, for the parameter update stage, the existing techniques in classical distributed machine learning can be directly applied to the distributed GNN training. In conclusion, the distributed GNN model training stage is more complicated than traditional DNN training and needs careful design for both the execution model and the communication protocol.

3.2 Challenges in Distributed GNN Training

Due to the data dependency, it is non-trivial to train distributed GNNs efficiently. We summarize three major challenges here.

Challenge #1: Massive feature communication. For the distributed GNN training, massive feature communication is incurred in both the batch generation and GNN model training stage. When the GNN model is trained in a mini-batch manner, the batch generation needs to access the remote graph and features as in operation ① in Figure 2 to create a batch for local training. Even if in multi-GPU training with a centralized graph store (e.g., CPU memory), the computation graph generation incurs massive data movement from the graph store to workers (e.g., GPU memory). Existing empirical studies demonstrate that the cost of mini-batch construction becomes the bottleneck during the end-to-end training [64, 162]. When the GNN model is trained in a full-graph manner, the computation graph can be the same as the partitioned graph without communication. However, the graph aggregation in each layer needs to access the hidden features in the remote neighbors of vertices (operation ② in Figure 2), which causes massive hidden...
feature (or embedding) communication. In summary, both distributed mini-batch training and distributed full-graph training of GNN models suffer from massive feature communication.

**Challenge #2: The loss of model accuracy.** Mini-batch GNN training is more scalable than full-graph training, thus, it is adopted by most existing distributed GNN training systems. However, with the increase of model depth, the exact mini-batch training suffers from the neighbor-explosion problem. A de-facto solution is to construct an approximated mini-batch by sampling or ignoring cross-worker edges. Although the approximated mini-batches improve the training efficiency, it cannot guarantee the model convergence in theory. Therefore, for the distributed mini-batch GNN training, we need to make a trade-off between model accuracy and training efficiency. In addition, there is a trend to develop full-graph distributed GNN training, which has a convergence guarantee and is able to achieve the same model accuracy compared with the local training on a single worker.

**Challenge #3: Workload imbalance.** Workload balance is an intrinsic problem in distributed computing. However, the various workload characteristics of GNN models increase the difficulty of partitioning the training workload balance among workers. Because it is hard to model the GNN workload in a simple and unified way. Without formal cost models, the classical graph partitioning algorithms cannot be used to balance the GNN workload among workers. In addition, distributed mini-batch GNN training requires that each worker handle the same number of mini-batches with the same batch size (i.e., subgraph size), not simply balancing the number of vertices in subgraphs. In summary, it is easy to encounter workload imbalance when training GNNs in a distributed environment, thus, incurring workers waiting for each other and destroying the training efficiency.

### 3.3 Taxonomy of Distributed GNN Training Techniques

To realize the distributed GNN training and optimize the efficiency via solving the above challenges, many new techniques have been proposed in the past years. Figure 3 illustrates the relationship between challenges and the proposed techniques. Previous works typically present their own contributions as a component of their proposed systems or frameworks and may lack a comprehensive discussion of the techniques used in the same stage of distributed GNN training or the techniques addressing the same challenge. In this survey, we introduce a new taxonomy by organizing the techniques specifically designed for distributed GNN training on the basis of the stages in the end-to-end distributed training pipeline. With such a design, we organize similar techniques that optimize the same stage in the distributed GNN training pipeline together and help readers fully understand the existing solutions for the different stages in distributed GNN training.

![Fig. 3. Challenges and techniques of distributed GNN training.](image-url)
According to the previous empirical studies, due to the data dependency, the bottleneck of distributed GNN training generally comes up in the stages of data partition, batch generation and GNN model training, as shown in the pipeline. Furthermore, various training strategies (e.g., mini-batch training, full-graph training) bring in different workload patterns and result in different optimization techniques used in batch generation stage and model training stage. For example, the computation graph generation in batch generation stage is important to mini-batch training while communication protocol is important to full-graph training. In consequence, our new taxonomy classifies the techniques specifically designed for distributed GNN training into four categories (i.e., GNN data partition, GNN batch generation, GNN execution model and GNN communication protocol) as shown in Figure 4. In the following, we introduce the overview of each category.

**GNN data partition.** In this category, we review the data partition techniques for distributed GNN training. The goal of data partition is to balance the workload and minimize the communication cost for a GNN workload. GNN training is an instance of distributed graph computing.
Many traditional graph partition methods can be directly used. However, they are not optimal for distributed GNN training because of the new characteristics of GNN workloads. Researchers have put much effort into designing GNN-friendly cost models that guide traditional graph partition methods. In addition, the graph and features are two typical types of data in GNN, both of which are partitioned. Some works decouple the features from the graph structure and partition them independently. In Section 4, we elaborate on the existing GNN data partition techniques.

**GNN batch generation.** In this category, we review the techniques of GNN batch generation for mini-batch distributed GNN training. The methods of mini-batch generation affect both the training efficiency and model accuracy. Graph sampling is a popular approach to generating a mini-batch for large-scale GNN training. However, the standard graph sampling techniques do not consider the factors of distributed environments and each sampler on a worker will frequently access data from other workers, incurring massive communication. Recently, several new GNN batch generation methods optimized for distributed settings have been introduced. We further classify them into distributed sampling mini-batch generation and partition-based mini-batch generation. In addition, the cache has been extensively studied to reduce communication during GNN batch generation. In Section 5, we elaborate on the existing GNN batch generation techniques.

**GNN execution model.** In this category, we review the execution model for both mini-batch and full-graph GNN training. In mini-batch GNN training, sampling and feature extraction are two main operations that dominate the total training time. To improve efficiency, different execution models are proposed to schedule the training stage of a mini-batch with the sampling and feature extraction stage in order to fully utilize computing resources. In full-graph GNN training, the neighbors’ state for each vertex is aggregated in the forward computation and the gradients are scattered back to the neighbors in the backward computation, leading to massive communication of remote vertices. Due to the data dependency and irregular computation pattern, traditional machine learning parallel models (e.g., data parallel, model parallel) are not optimal for graph aggregation, especially when feature vectors are high dimensional. We introduce the full-graph execution model from both matrix view and graph view. From the matrix view, we classify the execution of distributed SpMM into computation-only, communication-computation, and communication-computation-reduction models. From the graph view, we classify the execution models from two perspectives. From the perspective of the execution orders of graph operators, we classify the full-graph execution models into one-shot execution models and chunk-based execution models. From the perspective of the synchronization timeliness in graph aggregation, we classify the full-graph execution models into synchronous execution models and asynchronous execution models. Based on the removal of different synchronization points, the asynchronous execution model can be further categorized into two types. A detailed description of these techniques is presented in Section 6.

**GNN communication protocol.** In this category, we review the communication protocols of distributed full-graph parallel training. The graph aggregation of distributed full-graph training needs to access remote hidden embedding because the neighbors of a vertex cannot always be local with graph partitioning. Based on the synchronous and asynchronous execution models in graph aggregation, these communication protocols can also be categorized as synchronous communication protocols and asynchronous communication protocols, respectively. The former assumes that in each layer, the model accesses the latest embedding while the latter assumes that in each layer the model is allowed to access stale embedding (or historical embeddings). A detailed description of various communication protocols is presented in Section 7.

## 4 GNN DATA PARTITION

In this section, we review existing techniques of GNN data partition in distributed GNN training. Figure 5 describes the overview of the techniques. Considering the fact that graphs and features
are two typical types of data in GNN, we classify partition methods into graph partition and feature partition. The optimization objectives are workload balance and communication and computation minimization, which aim at addressing challenges #1 and #3. In addition, the cost model is another critical component that captures the characteristics of GNN workloads. With a well-designed cost model, workloads on each partition can be accurately estimated. A graph partition strategy can better address the challenges in GNN by adopting a more accurate cost model. In the following, we first present various cost models, which are the basis of graph partition. Then we discuss the graph partition and feature partition.

4.1 Cost Model of GNN
The cost model estimates the computation and communication cost of a GNN workload. Therefore, building a cost model is an important technique that underpins the data partition. In general, for a graph analysis task, we use the number of vertices to estimate the computation cost and the number of cross-edges to estimate the communication cost [70]. However, this simple method is not proper for the GNN tasks because they are not only influenced by the number of vertices and cross-edges but also influenced by the dimension of features, the number of layers, and the distribution of training vertices. Researchers have proposed several GNN-specific cost models, including the heuristics model, learning-based model, and operator-based model.

The **heuristics model** selects several graph metrics to estimate the cost via simple user-defined functions. Several heuristics models for GNN workloads have been introduced in the context of streaming graph partitions [104, 139], which assign a vertex or block to a partition one by one. Such models define an affinity score for each vertex or block and the score helps the vertex or block select a proper partition.

Assume that a GNN task is denoted by $GNN(L, G, V_{train}, V_{valid}, V_{test})$, where $L$ is the number of layers, $G$ is the graph, and $V_{train}, V_{valid},$ and $V_{test}$ are the vertex set for train, validation, and test, respectively. The graph $G$ is partitioned into $K$ subgraphs. In the context of the streaming graph partition, for each assignment of vertex or block, let $P_i (1 \leq i \leq K)$ be the set of vertices that have been assigned to it already, and $V_{train}^i, V_{valid}^i,$ and $V_{test}^i$ are the corresponding vertex set belong to partition $P_i$.

Lin et al. [80] define an affinity score vector with $K$ dimension for each train vertex $v_t \in V_{train}$, in which each score represents the affinity of the vertex to a partition. Let $IN(v_t)$ be the $L$-hop in-neighbor set of train vertex $v_t$. The score of $v_t$ with respect to partition $P_j$ is defined as
Table 1. The Vertex Features Used in ROC’s Cost Model

| Name  | Type                | Definition | Description |
|-------|---------------------|------------|-------------|
| $x_1$ | graph-structural feature | 1          | the vertex itself |
| $x_2$ | graph-structural feature | $|N(v)|$ | the number of neighbors |
| $x_3$ | graph-structural feature | $|C(v)|$ | continuity of neighbors |
| $x_4$ | runtime feature | $\sum_i \left\lceil \frac{\eta_i}{WS} \right\rceil$ | mem accesses to load neighbors |
| $x_5$ | runtime feature | $\sum_i \left\lceil \frac{\xi_i}{WS} \right\rceil$ | mem accesses to load the activations of all neighbors |

follows:

$$score_{li}^i = |V_{train} \cap IN(v_l)| \cdot \frac{V_{avg}^i - |V_{train}^i|}{|P_l|},$$  

(3)

where $V_{avg}^i = \frac{V_{train}^i}{K}$. This score function implicitly balances the number of training vertices among partitions. Liu et al. [82] define a similar affinity score with respect to a block (or subgraph) $B$. The formal definition is

$$|P_l \cap IN(B)| \cdot \left(1 - \frac{|P_l|}{P_{avg}}\right) \cdot \left(1 - \frac{|V_{train}^i|}{V_{train}^i}\right),$$  

(4)

where $P_{avg} = \frac{|V|}{K}$. Zheng et al. [162] define the affinity score of a block $B$ by considering all the training, validation, and test vertices. The formula is

$$\frac{\text{CrossEdge}(P_l, B)}{|P_l|} \cdot \left(1 - \alpha \frac{V_{train}^i}{V_{train}^i} - \beta \frac{V_{valid}^i}{V_{valid}^i} - \gamma \frac{V_{test}^i}{V_{test}^i}\right),$$  

(5)

where $\text{CrossEdge}(P_l, B)$ is the number of cross-edges between $B$ and $P_l$, and $\alpha, \beta, \gamma$ are hyper-parameters manually set by users.

The learning-based model takes advantage of machine learning techniques to model the complex cost of GNN workloads. The basic idea is to manually extract features via feature engineering and apply classical machine learning to train the cost model. The learning-based model is able to estimate the cost using not only the static graph structural information but also runtime statistics of GNN workloads, thus achieving a more accurate estimation than the heuristic models. Jia et al. [65] introduce a linear regression model for GNN computation cost estimation. The model estimates the computation cost of a single GNN layer $l$ with regard to any input graph $G = (V, E)$. For each vertex in the graph, they select five features (listed in Table 1), including three graph-structural features and two runtime features. The estimation model is formalized as follows:

$$t(l, v) = \sum_i w_i(l)x_i(v)$$  

(6)

$$t(l, G) = \sum_{v \in V} t(l, v) = \sum_{v \in V} \sum_i w_i x_i(v) = \sum_i w_i \sum_{v \in V} x_i(v) = \sum_i w_i x_i(G),$$  

(7)

where $w_i(l)$ is a trainable parameter for layer $l$, $x_i(v)$ is the $i$-th feature of $v$, and $x_i(G)$ sums up the $i$-th feature of all vertices in $G$.

Wang et al. [121] use a polynomial function $f$ to estimate the computation cost of a vertex over a set of manually selected features. The formal definition is

$$f = \sum_{i=0}^{T} n_i m_i,$$  

(8)
where $T$ is the number of neighbor types (e.g., a metapath [121]), which is defined by the GNN models, $n_i$ is the number of neighbors for the $i$-th type, $m_i$ is the total feature dimensions of the $i$-th type of neighbor instance (i.e., a neighbor instance of the $i$-th type has $n$ vertices and each vertex has feature dimension $f_i$, then $m_i = n \times f_i$). Refer to the original work [121] for the detailed examples of the function $f$. The total computation cost of a subgraph is the sum of the estimated costs of the vertices in the subgraph.

The operator-based model enumerates the operators in a GNN workload and estimates the total computation cost by summing the cost of each operator. Zhao et al. [158] divide the computation of a GNN workload into forward computation and backward computation. The forward computation of a GNN layer is divided into aggregation, linear transformation, and activation function. The backward computation of a GNN layer is divided into gradient computation towards loss function, embedding gradient computation, and gradient multiplications. As a result, the costs of computing embedding $h_l^l(v)$ of vertex $v$ in layer $l$ in forward and backward propagation are estimated by $c_f(v, l)$ and $c_b(v, l)$, respectively:

$$c_f(v, l) = \alpha |N_v| d_{l-1} + \beta d_l d_{l-1} + \gamma d_l,$$  \hspace{1cm} (9)

$$c_b(v, l) = \begin{cases} (\lambda + \eta) d_l + (2\beta + \eta) d_l d_{l-1}, & l = L \\ \alpha |N_v| d_l + (\beta + \eta) d_l d_{l-1} + \eta d_l, & 0 < l < L \end{cases},$$ \hspace{1cm} (10)

where $d_l$ is the dimension of hidden embeddings in the $l$-th GNN layer, $|N_v|$ is the number of neighbors of vertex $v$, $\alpha$, $\beta$, $\gamma$, and $\eta$ are constant factors that can be learned through testing the runtime in practice. Finally, the computation cost of a mini-batch $B$ is computed by summing up the computation cost from all vertices in the $B$ from layer $1$ to layer $L$ as follows:

$$C(B) = \sum_{l=0}^{L-1} \sum_{v \in \bigcup_{u \in B} N_u^l} (c_f(v, l) + c_b(v, l)),$$ \hspace{1cm} (11)

where $N_u^l$ represents the vertices in graph $G$ that are $l$-hops away from vertex $u$.

### 4.2 Graph Partition in GNNs

The GNN is a type of graph computation task. Classical graph partition methods can be directly applied to GNN workloads. Many distributed GNN training algorithms and systems such as AliGraph [173] and DistGNN [89] adopt METIS [70], Vertex-cut [49], Edge-cut [70], streaming graph partition [104], and other graph partition methods [11] to train the GNN models in different applications. Recently, Tripathy et al. [110] empirically studied the performance of 1-D, 2-D, 1.5-D, and 3-D graph partitioning methods with respect to GCN models. However, due to the unique characteristics of GNN workloads, classical graph partition methods are not optimal to balance the GNN workload while minimizing the communication cost.

In distributed mini-batch GNN training, to balance the workload, we need to balance the number of train vertices (i.e., the number of batches per epoch) among workers. As a result, new optimization objectives are introduced. Zheng et al. [164] formulate the graph partition problem in the DistDGL as a multi-constraint partition problem that aims at balancing training/validation/test vertices/edges in each partition. They adopt the multi-constraint mechanism in METIS to realize the customized objective of graph partition for both homogeneous graphs and heterogeneous graphs [165], and further expand this mechanism to a two-level partitioning strategy that handles the situation with multi-GPUs and multi-machines and balances the computation. Lin et al. [80] apply streaming graph partition – **Linear Deterministic Greedy (LGD)** [104] and use a new...
affinity score (Equation (3)) to balance the GNN workload. Furthermore, they ensure that each vertex in a partition has its complete $L$-hop neighbors to avoid massive communication during sampling. Recently, block-based streaming graph partition methods [82, 162] have been introduced for mini-batch distributed GNN training. They first use multi-source BFS to divide the graph into many small blocks, then apply greedy assignment heuristics with customized affinity scores (Equations (4) and (5)) to partition the coarsened graph and uncoarsen the block-based graph partition by mapping back the blocks to the vertices in the original graph. Besides workload balance, some works minimize the total computation cost. Zhao et al. [158] prove that the computation cost function (Equation (11)) is a submodular function and use METIS to partition the graph into cohesive mini-batches achieving $2 - \frac{2}{M}$ approximation of the optimal computation cost.

In distributed full-graph GNN training, we need to balance the workload of each GNN layer among a set of workers while minimizing the embedding communication among workers. One approach is to leverage a heuristic method to model the computation workload and the communication overhead, and adopt the multi-constraint graph partitioning mechanism. Wan et al. [118] models the computation workload as both the number of vertices and the number of edges, and treat them as two constraints. The communication overhead is modeled as the number of remote vertices in each worker. Therefore, with multi-constraint graph partitioning, the computation workload can be balanced and the communication overhead can be reduced. To further balance the communication overhead, an iterative re-partitioning stage is adopted to swap vertices between workers with the highest and lowest communication volumes. Demirci et al. [29] model the computation workload as the total number of vertices’ neighbors in each worker. To model the communication overhead under point-to-point (P2P)–based communication protocol (introduced in Section 7.1), they introduce the hypergraph to model the communication cost of each vertex as the connectivity of its corresponding net in the hypergraph. Based on the hypergraph model, existing methods [16] for hypergraph partitioning are adopted to distribute vertices on different workers. Another approach is to apply learning-based cost models to model the complex cost for diverse GNN models. On top of the model-aware cost models, existing graph partition methods are adopted. For example, Jia et al. [65] utilize the linear regression–based cost model (Equation (7)) and apply range graph partitioning to balance the workload estimated by the cost model. In addition, range graph partition guarantees that each partition holds consecutively numbered vertices, thus reducing the data movement cost between CPU and GPU. Wang et al. [121] use Equation (8) to estimate the computation cost of a partition and apply the application-driven graph partition method [36] to generate a workload balancing plan, which adaptively mitigates the workload and minimizes the communication cost. Based on the vertex-cut partition, Hoang et al. [54] leverage the two-dimensional (2D) Cartesian vertex cut to improve scalability.

4.3 Feature Partition in GNN

Being an important type of data in GNN, features need to be partitioned as well. Most distributed GNN training solutions treat features as the vertex properties of a graph and they are partitioned along with the graph partition. For example, if the graph is partitioned by the edge-cut method, then each vertex feature is stored in the partition where the corresponding vertex lies. In other words, the feature matrix is partitioned in a row-wise fashion.

Considering the different processing patterns of features compared with the graph structure, a line of works partition a feature matrix independent of the graph. When a graph is partitioned by the 2D partition method, Tripathy et al. [110] partition the feature matrix with the 2D partition method as well, while Md et al. [89] use a row-wise method to partition the feature matrix with replication and ensure that each vertex has the complete feature locally. Gandhi and Iyer [46] deeply analyze the communication pattern in distributed mini-batch GNN training and find
that classical graph partition methods only reduce the communication cost at the first hop process. Furthermore, sophisticated graph partitioning, e.g., METIS, is an expensive preprocesstep. They introduce partitioning the graph and feature separately. The graph is partitioned randomly to avoid the expensive preprocess. The input features are partitioned along the feature dimension (i.e., column-wise partition). In other words, each partition contains a sub-column of all vertices’ features. With this data partition strategy, they further design a new execution model, introduced in Section 6.2.5, and train the GNN model with minimal communication, as described in Section 7.2.2, especially when the input feature has high dimension and the hidden features have low dimension. Wolf et al. [129] also use a column-wise feature partition method of distributed training for ultra-wide GCN models. In contrast, in this method, the graph is partitioned with METIS and both input and intermediate features are partitioned along the feature dimension.

5 GNN BATCH GENERATION

Mini-batch GNN training is a common approach to scaling GNNs to large graphs. Graph sampling is a de-facto tool to generate mini-batches in standalone mode. So far, many sampling-based GNNs [20, 27, 52, 62, 147, 174] have been proposed, which can be classified into vertex-wise sampling, layer-wise sampling and subgraph-wise sampling. Different batch generation methods influence both the training efficiency and training accuracy. To avoid graph sampling becoming a bottleneck, there are some explorations to improve the performance and scalability of it [6, 32, 76, 144].

In mini-batch distributed GNN training, the data dependence brings in massive communication for the batch generation process. To improve the training efficiency in distributed settings, several new GNN batch generation techniques that are specific to distributed training have been proposed and address challenge #1 and challenge #2. As shown in Figure 6, one solution is generating a mini-batch via distributed sampling and the other is directly using the local partition (or subgraph) as the mini-batch. In the following, we describe these techniques.

5.1 Mini-batch Generation with Distributed Sampling

Based on existing sampling-based GNNs, it is straightforward to obtain the distributed version by implementing distributed sampling. In other words, we use distributed graph sampling to create mini-batches over large graphs. Most of existing distributed GNN systems, such as AliGraph [173], DistDGL [164], and BGL [82], follow this idea. However, in a distributed environment, a basic sampler on a worker will frequently access data from other workers, incurring massive communication. In multi-GPU settings, although graphs and features might be centralized and stored in CPU memory, each GPU needs to access the mini-batch from CPU memory via massive CPU–GPU data movement.

To reduce communication in distributed computing, caching is a common optimization mechanism for improving data locality. At the system level, many GNN-oriented cache strategies have
been proposed. The basic idea of caching is to store frequently accessed remote vertices locally. Zheng et al. [164] propose to replicate the remote neighbors of boundary vertices locally for each partitioned graph in DistDGL and ensure that each vertex locally has all neighbors so that the mini-batch generator (e.g., sampler) can compute locally without communicating to other partitions. However, such a method only reduces the communication caused by the direct (i.e., one-hop) neighbor access and is unaware of the access frequency. Zhu et al. [173] introduce a metric called $l$-th importance of $v$, denoted by $\text{Imp}^{(l)}(v)$. The metric is formally defined as $\text{Imp}^{(l)}(v) = \frac{D^{(l)}_{in}(v)}{D^{(l)}_{out}(v)}$, where $D^{(l)}_{in}(v)$ and $D^{(l)}_{out}(v)$ are the number of $l$-hop in- and out-neighbors of the vertex $v$. To balance the communication reduction and storage overhead, they only cache the vertices when its $\text{Imp}^{(l)}(v)$ is larger than a threshold. Lin et al. [80] design a static GPU cache that stores the high out-degree vertices for the multi-GPU training. The static cache can reduce the feature movement between CPU and GPU. Min et al. [90] introduce weighted reverse PageRank (Weighted R-PageRank) [7], which incorporates the labeling status of the vertices into the reverse PageRank method to identify the frequent access vertices. The hot vertex features with a high score are cached in GPU memory and the rest of the cold vertex features are placed in CPU memory. Due to the different bandwidths between NVLink and PCIe, they divided the hot vertex features into the hottest one and the next hottest one. The hottest vertex features are replicated over multiple GPUs. The next hottest data is scattered over multiple GPUs that can be accessed from the peer GPU memory. While the above strategies only focus on the feature cache, the latest studies [105, 154] find that when GPU sampling is used, caching both the vertex features and graph topology achieves better performance. To find the optimal cache allocation for graph topology and vertex features, Sun et al. [105] leverage a linear search strategy to obtain the ratio of the two cache sizes and allocate each cache with the top hottest data. In contrast, Zhang et al. [154] model this allocation problem as a knapsack problem and design a greedy algorithm to find the optimal cache allocation strategy.

The above static cache strategies cannot be adaptive to various graph sampling workloads. Liu et al. [82] propose a dynamic cache mechanism that applies the first-in-first-out (FIFO) policy by leveraging the distribution of vertex features. To improve the cache hit ratio, they introduce proximity-aware ordering for a mini-batch generation. The order constrains the training vertex sequence in breadth-first search (BFS) order. To ensure model convergence, they introduce randomness to the BFS-based sequence by selecting a BFS sequence in a round-robin fashion and randomly shifting the BFS sequence. Yang et al. [142] propose a more robust cache approach, called a pre-sampling-based caching policy. Given a graph $G$, a sampling algorithm $A$, and a training set $T$, it first executes $K$ sampling stages to collect statistics, then uses the statistics to identify the frequency (or hotness) of the data, and finally caches the data with larger hotness. Kayer et al. [69] adopt the same idea and propose an analysis-based cache policy that performs more accurate predictions on the data hotness. A propagation model is designed in the analysis method, which iteratively propagates and calculates the sampled probability of each vertex given $G$, $A$, and $T$. Both the pre-sampling-based and analysis-based caching policies consider all three factors that influence the data access frequency, which are more robust than previous cache strategies for the various GNN workloads.

Besides the cache strategy, another approach is to design new distributed sampling techniques that are communication-efficient and maintain the model accuracy. A basic idea of communication-efficient sampling is to prioritize a sampling local vertex. However, this introduces bias for the generated mini-batch. Inspired by the linear weighted sampling methods [20, 174], Jiang et al. [66] propose a skewed linear weighted sampling for the neighbor selection. Concretely, the skewed sampling scales the sampling weights of local vertices by a factor $s > 1$ and Jiang et al. theoretically
prove that the training can achieve the same convergence rate as the linear weighted sampling by properly selecting the value of $s$. Cai et al. propose a technique called collective sampling primitive (CSP) \cite{15}. CSP reduces communication costs by pushing the sampling tasks to remote workers instead of pulling the entire neighbor lists to the local worker. This is beneficial because the full neighbor list of a center vertex is often much larger than the sampled results. With CSP, sampling tasks for remote vertices are conducted on remote workers and only the results are sent back, reducing communication overhead.

In addition to the above GNN-specific distributed sampling techniques, other general distributed graph sampling methods on CPU clusters or GPU clusters can also provide help, such as C-SAW \cite{93}, Knightking \cite{143} and Skywalker \cite{124}.

### 5.2 Partition-Based Mini-batch Generation

According to the abstraction of distributed GNN training pipeline in Figure 2, we know that the graph is partitioned at first. If we restrict each worker to only training the GNN model with the local partition, massive communication can be avoided. In such a training strategy, a partition is a mini-batch, which we call a partition-based mini-batch. PSGD-PA \cite{96} is a straightforward implementation of the above idea with a Parameter Server. In GraphTheta \cite{75}, the partitions are obtained via a community detection algorithm.

However, the ignorance of cross edges among partitions causes a loss of model accuracy. To improve the model accuracy, subgraph (i.e., partition) expansion is introduced. It preserves the local structural information of boundary vertices by replicating remote vertices locally. Xue et al. \cite{140} use METIS to obtain a set of unoverlapped subgraphs and then expand each subgraph by adding the one-hop neighbors of vertices that do not belong to the subgraph. Similarly, Angerd et al. \cite{4} use the breadth-first method to expand the $l$-hop subgraph. Zhao et al. \cite{160} define a Monte Carlo-based vertex importance measurement and use a depth-first sampling to expand the subgraph. They further introduce variance-based subgraph importance and weighted global consensus to reduce the impact of subgraph variance and improve the model accuracy. In addition, Ramezani et al. \cite{96} introduced LLCG (Learn Locally, Correct Globally) to improve the model accuracy for the partition-based mini-batch training. LLCG follows the Parameter Server architecture and periodically executes a global correction operation on a parameter server to update the global model. The empirical results demonstrate that the global correction operation can improve the model accuracy significantly.

## 6 GNN EXECUTION MODEL

The execution model is the core stage for GNN model training, as shown in Figure 2. It is responsible for scheduling different operations to achieve high training efficiency. For distributed mini-batch training, as the sampling and feature extraction operations in batch generation dominate the training efficiency and make the computation graph generation expensive, the execution model focuses on how to efficiently schedule these operations with the batch training operation. For distributed full-graph training, the computation graph execution is complicated due to the data dependency among workers, and the execution model focuses on the scheduling of graph aggregation and communication during computation graph execution.

In the following, due to different execution methods of mini-batch and full-graph GNN training, we discuss the execution model of them separately.

### 6.1 Mini-Batch Execution Model

In distributed mini-batch GNN execution, sampling and feature extraction are two unique operations, which become the bottleneck. As shown in \cite{46, 82}, the sampling and feature extraction
takes up almost 83% to 99% of the overall training time. The low efficiency is caused by massive communication and resource contention. Therefore, several execution models for mini-batch execution are proposed.

A conventional execution model performs the sampling and feature extraction of each computation graph (i.e., batch) in sequence before batch training is performed, as shown in Figure 7(a). When CPU-based graph sampling is applied, the sampling is executed on a CPU to construct the graph structure; feature extraction with respect to the graph is executed on a GPU with cache support, and training is executed on the GPU as well. When GPU-based sampling [64, 93] is applied, all the operations in a pipeline are executed on a single device. This conventional execution model is popular among existing GNN training systems [80, 164, 173]. The optimizations in the context of the conventional execution model lie in the optimization of the sampling operation and the cachestrategy for feature extraction, as introduced in Sections 4 and 5. However, the conventional execution model causes resource contention. For example, processing graph sampling requests and subgraph construction compete for CPUs when CPU-based graph sampling is applied; graph sampling and feature extraction compete for GPUs’ memory when GPU-based graph sampling is used.

A factored execution model uses a dedicated device or isolated resources to execute a single operation, as shown in Figure 7(b). Empirical studies demonstrate that during the mini-batch GNN training, an operation shares a large amount of data in different epochs and preserves inter-epoch data locality. This observation motivates the factored execution model to avoid resource contention and improves the data locality. Yang et al. [142] introduce a factored execution model that eliminates resource contention on GPU memory. The new model assigns a sampling operator and training operator to individual devices. More specifically, it uses some dedicated GPUs for graph sampling, and the remaining GPUs are used for feature extraction and model training. With the help of the factored design, the new execution model is able to sample larger graphs while GPUs for feature extraction can cache more features. To improve the CPU utilization when CPU-based graph sampling is used, Liu et al. [82] assign isolated resources (i.e., CPUs) to different operations and balance the execution time of each operation by adjusting resource allocation. They introduced a profiling-based resource allocation method to improve CPU utilization and processing efficiency. The new resource allocation method first profiles the cost of each operator and solves an optimization problem, minimizing the maximal completion time of all operations with resource constraints.
An operator-parallel execution model enables inter-batch parallelism and generates multi-computation graphs in parallel by mixing the execution of all operators in the pipeline, as shown in Figure 7(c). Zheng et al. [165] decompose the batch generation stage into multiple stages (e.g., graph sampling, neighborhood subgraph construction, and feature extraction) and each stage is treated as an operator. Dependencies exist among different operators, while there are no dependencies among mini-batches. Therefore, the operators in different mini-batches can be scheduled into a pipeline, and operators without dependencies can be executed in parallel. In this way, the batch generation of a later batch can be performed immediately after or concurrently with that of the former batch instead of waiting for the former batch to finish the model training stage. The idea introduced by Cai et al. [15] is very similar, as they set a sampler and a loader to conduct the sampling and feature extraction operation, respectively. A queue is used to manage the execution of different mini-batches. With a followed trainer to perform the execution of computation graph, the training process of mini-batches forms a training pipeline. Several mini-batches can be executed simultaneously, thus improving the GPU utilization and accelerating both the computation graph generation and execution stage. Zheng et al. [162] also decouple the batch generation while further modeling the dependencies among different operators into a directed acyclic graph (DAG). Treating each operator as a node in the DAG, a two-level scheduling strategy is proposed by considering both the scheduling among DAGs (coarse-grained) and among operators (fine-grained). With such two-level scheduling, the cost of CPU-based sampling and GPU-based feature extraction can be balanced to improve the CPU utilization and reduce the end-to-end GNN training time.

Execution model with pull-push parallelism. All of the above execution models construct the subgraph with sampling first followed by extracting features according to the subgraph. When the input features are high-dimensional, the communication caused by the feature extraction becomes the bottleneck in the end-to-end GNN training pipeline. The expensive high-quality graph partition introduced in Section 4.2.1 is an option to reduce communication. Gandhi and Iyer [46] introduce a new execution model with pull-push parallelism. The new model partitions the graph using fast hash partition and the feature matrix using column-wise hash partition. It constructs the subgraph by pulling remote vertices and edges locally and then pushes the constructed subgraph to all the workers. Then each worker extracts partial features and performs aggregation of these partial features for all the received subgraphs in parallel, forming the model parallel stage shown in Figure 7(d). A data parallel stage that trains subgraphs (i.e., mini-batches) individually on each worker is performed next. Light communication overhead is incurred between the model parallel stage and data parallel stage to move the low-dimensional hidden embeddings. With the help of pull-push parallelism, the execution model replaces the expensive input feature movement with light graph structure movement, thus improving the efficiency of batch generation and model training.

6.2 Full-Graph Execution Model

For distributed mini-batch GNN training, it is trivial to parallelize the execution of computation graphs, i.e., mini-batches, among the distributed workers, since each mini-batch is completely stored in a single worker. For distributed full-graph or large-batch GNN training, the execution of a computation graph is partitioned among a set of workers. Due to the data dependency in the computation graph, it is non-trivial to achieve the high efficiency of the GNN training. So far, many computation graph execution models specific to GNN training have been proposed.

In the following section, we first discuss the full-graph execution model from the perspective of vertex computation. We delve into the execution model from both the view of graph operation (Section 6.2.1) and matrix multiplication (Section 6.2.2). From the view of graph operation, the GNN execution can be modeled as SAGA-NN [86], which is inspired by the traditional GAS model.
in graph processing. From the view of matrix multiplication, the core of GNN execution can be modeled as \textbf{SpMM (Sparse Matrix Multiplication)}. We also make a comparison in Section 6.2.3. Second, we focus on the update mode, which determines whether the vertex embeddings and model parameters used for computation are updated in time or with delay. We categorize the full-graph execution model into synchronous execution models (Section 6.2.4) and asynchronous execution models (Section 6.2.5). Note that the above two perspectives (i.e., vertex computation and update mode) intersect, and a system simultaneously adopts one execution model from each of the two perspectives.

6.2.1 Graph View. From the view of graph processing, we use the most well-known programming model \textbf{SAGA-NN} \cite{86} for the following discussion. SAGA-NN divides the forward computation of a single GNN layer into four operators \textit{Scatter (SC)}, \textit{ApplyEdge (AE)}, \textit{Gather (GA)}, and \textit{ApplyVertex (AV)}. SC and GA are two graph operations, in which vertex features are scattered along the edges and gathered to the target vertex, respectively. AE and AV may contain neural network (NN) operations, which process directly on the edge features or the aggregated features of the target vertices, respectively.

According to different computation paradigms of graph operators (i.e., SC and GA), we divide computation graph execution models into \textit{one-shot execution} and \textit{chunk-based execution}.

\textbf{One-Shot Execution.} One-shot execution is the most common model adopted by GNN training. On each worker, all the neighbor features (or embeddings) needed for one graph aggregation of local vertices is collected in advance to the local storage, and the graph aggregation is processed in one shot, which is illustrated in the upper part of Figure 8. The remote information may require communication with remote workers; the communication protocol will be discussed in Section 7. From the local view of graph aggregation, each target vertex is assigned to a specific worker. The worker gathers the neighbors’ features of the target vertex and aggregates all of these features at the same time. As an example, DistDGL \cite{164} adopts this model straightforwardly. BNS-GCN \cite{116} leverages a sampling-based method to aggregate neighbor vertices’ features at random. One-shot execution can also be easily incorporated with the asynchronous execution model \cite{117} (see Section 6.2.5), in which the stale embeddings are collected for graph aggregation.

\textbf{Chunk-Based Execution.} One-shot execution is straightforward, yet it causes expensive memory consumption and heavy network communication. For example, storing all the data required in the local storage of a worker may cause the \textbf{Out-of-Memory (OOM)} problem. On the other hand, transferring all the vertex features may lead to heavy network overhead. To address these problems, an alternative approach is to split the complete aggregation into several partial aggregations and
accumulate the partial aggregations to get the final graph aggregation. To achieve this, the neighborhoods of a vertex are grouped into several sub-neighborhoods. We call each sub-neighborhood along with the vertex features or embeddings a \textit{chunk}. The chunks can be processed sequentially (\textit{sequential chunk-based execution}) or in parallel (\textit{parallel chunk-based execution}), which is illustrated in the lower part of Figure 8.

Under \textit{sequential chunk-based execution}, partial aggregation is conducted sequentially and accumulated to the final aggregation result one after another. NeuGraph \cite{86} uses the 2D partitioning method to generate several edge chunks, thus the neighborhood of a vertex is partitioned accordingly into several sub-neighborhoods. It assigns each worker with the aggregation job of certain vertices and feeds their edge chunks sequentially to compute the final result. SAR \cite{91} uses the edge-cut partitioning method to create chunks, retrieves the chunks of vertex from remote workers sequentially, and computes the partial aggregations locally. Sequential chunk-based execution effectively addresses the OOM problem, since each worker only needs to handle the storage and computation of one chunk at a time.

Under \textit{parallel chunk-based execution}, the partial aggregations of different chunks are computed in parallel. After all chunks finish partial aggregation, communication is invoked to transfer the results, and the final aggregation result is computed at the same time. Since the communication volume incurred by transferring the partial aggregation result is much less than transferring the complete chunk, the network communication overhead can be reduced. DeepGalois \cite{54} straightforwardly adopts this execution model. DistGNN \cite{89} orchestrates the parallel chunk-based execution model with the asynchronous execution model to transfer the partial aggregation with staleness. FlexGraph \cite{121} further overlaps the communication of remote partial aggregations with the computation of the local partial aggregation to improve efficiency.

6.2.2 \textbf{Matrix View}. As described in Section 2, the matrix formulation of a GNN model is given by $H_l = \sigma(\tilde{A}H_{l-1}W_{l-1})$, which involves SpMM since matrix $A$ is sparse. In order to perform computations for the GNN model, three matrices (i.e., $A$, $H$, and $W$) need to be stored either locally or in a distributed manner. For a GNN on large graphs, it is impractical for a single worker (e.g., a GPU processor) to store all three matrices simultaneously. At least one matrix must be partitioned and distributed across different workers. The execution of distributed SpMM in a GNN can be divided into three stages: communication, computation, and reduction. The computation stage is the core of matrix multiplication, which is performed locally in each worker. Prior to the computation stage, workers may require specific blocks of a matrix from other workers, necessitating a communication stage. Typically, the communication stage is accomplished through a broadcasting mechanism. After the computation stage, a worker may only possess partial results of the final matrix block. In such cases, a reduction stage is necessary to gather the remaining partial results from other workers. Workers retrieve and sum up these partial results to obtain the final matrix.

According to the existence of the above three stages, we categorize the distributed SpMM into three execution models: \textit{computation-only}, \textit{communication-computation}, and \textit{communication-computation-reduction}. The existence of the communication and reduction stage is determined by two factors: ①\textbf{partition strategy}, how the matrix is partitioned and stored; and ②\textbf{stationary strategy}, which matrix is kept as the stationary matrix (i.e., no communication is incurred to move data in this matrix). The partition strategy determines whether a matrix is replicated stored on multiple workers or partitioned into blocks and distributed to different workers. The partition strategy also dictates the matrix partitioning mechanisms, such as 1D, 2D, etc. The stationary strategy determines the choice of the stationary matrix. During the execution of distributed SpMM, each partitioned block of the stationary matrix is pinned on the corresponding worker, and no communication is required for the stationary matrix. We summarize how these factors impact the execution model in Table 2, which will be introduced in detail in the following.
As discussed in Section 2, the weight parameter matrix $W$ is relatively small in GNN models. As a result, $W$ is fully replicated across all workers, adhering to the basic data parallelism principle. The subsequent discussion primarily focuses on matrices $A, H,$ and their product $P = AH$.

**Computation-only Execution Model.** In this model, both the communication and reduction stages are eliminated by adopting a specific partition strategy. One of $A$ or $H$ is fully replicated across each worker, while the other matrix is partitioned properly among different workers to achieve a communication-free paradigm [72]. For instance, matrix $A$ is replicated across all workers and matrix $H$ is partitioned into column blocks. Each worker holds a column block, which contains multiple columns of $H$. In this case, no communication is required prior to local computation. After local computation, each worker holds a corresponding column block of the final matrix $P = AH$, thus, no reduction is required either. In this case, only the computation stage is performed in the SpMM operation. However, this execution model lacks strong scalability if both matrices $A$ and $H$ exceed the memory capacity of an individual worker since at least one of the matrices needs to be fully replicated across all workers.

**Communication-Computation Execution Model.** For the circumstances in which both matrices $A$ and $H$ have to be partitioned and stored on the workers in a distributed manner, the communication-computation execution model is introduced. In this execution model, the workers need to share the matrix partitions they hold with each other, necessitating the communication stage prior to local computation. This communication can be performed either in a broadcast fashion or a P2P fashion, as detailed in Section 7. Furthermore, since the reduction stage is not executed, a $P$-Stationary strategy is adopted in the communication-computation execution model and no communication is required to obtain the resulting matrix $P$.

The third column in Table 2 shows that when a $P$-Stationary strategy is adopted, many partition strategies (1D, 1.5D, and 2D) can be applied in the communication-computation execution model. For $P$-Stationary 1D partitioning, each worker stores a row block of matrices $A, H,$ and $P$. During the communication stage, each worker broadcasts its row block of $H$ to all other workers. Subsequently, local computation is performed to compute the block rows of $P$. In this paradigm, matrix $A$ is also stationary, making this 1D $P$-Stationary SpMM also $A$-Stationary. It is worth noting that the 1D partitioning can also be performed in a column-wise manner [46]. In such cases, the 1D $P$-Stationary is also $H$-Stationary. In short, under 1D partitioning, both $A$-Stationary and $H$-Stationary are equivalent to $P$-Stationary. Therefore, the 1D partitioning follows a communication-computation execution model. However, 1D $P$-Stationary faces scalability challenges as a worker needs to broadcast the partition to all remote workers, resulting in linear communication costs proportional to the number of workers [110]. To address this, optimizations such as P2P communication and non-blocking techniques [29, 94] can be employed to accelerate the communication stage, which will be discussed in Section 7.

For $P$-Stationary 1.5D partitioning, either matrix $A$ or matrix $H$ is partitioned in a 2D manner, whereas the other matrix is partitioned in a 1D manner. To partition a matrix in a 2D manner, each processor holds a row-column block of the complete matrix, comprising elements in the matrix that satisfy both the assigned column IDs and row IDs for the processor. Under 1.5D partitioning, although matrix $P$ is set to be stationary, either matrix $A$ or matrix $H$ needs to be broadcast to all processors, leading to scalability challenges similar to 1D partitioning.

Another approach is to leverage $P$-Stationary 2D partitioning, where both matrix $A$ and matrix $H$ are partitioned in a 2D manner. For a row-column block in matrix $P$, the processor holding this block also holds the corresponding row-column blocks for matrix $A$ and matrix $H$. It only needs to receive the blocks with the same row ID of matrix $A$ and the blocks with the same column ID of matrix $H$. In this way, the total communication overhead is reduced.
Table 2. Two Factors in Distributed SpMM Execution Model

| Replicated | A-Stationary | H-Stationary | P-Stationary | Non-stationary |
|------------|--------------|--------------|--------------|----------------|
| 1D         | CC           | CC           | CC           | -              |
| 1.5D       | CCR          | CCR          | CC           | -              |
| 2D         | CCR          | CCR          | CC           | -              |
| 3D         | -            | -            | -            | CCR            |

The rows indicate the partition strategy and columns indicate the stationary strategy. C: Computation-only. CC: Communication-computation. CCR: Communication-computation-reduction. Non-stationary corresponds to 3D partition, where none of the three matrices is kept stationary during the execution.

Communication-computation-reduction Execution Model. As described above, adopting a P-Stationary strategy is the key to eliminating the reduction stage. Therefore, in this model, a P-Stationary strategy is not adopted. In other words, different from the communication-computation execution model in which a P-Stationary strategy is adopted, other stationary strategies, including A-Stationary, H-Stationary, and Non-Stationary, are considered. As discussed previously, under both replicated and 1D partitioning, all stationary strategies are equivalent to P-Stationary, and no reduction stage is required. For A-Stationary and H-Stationary, under 1.5D and 2D partitioning, the results obtained after the local computation stage are still partial. Each worker performs a reduction operation to sum up these remote partial results with its local partial result. The 3D partitioning can be viewed as the aggregation of multiple 2D partitioning SpMM operations. As a result, a final reduction operation is required to aggregate the results of multiple 2D partitioning SpMM operations. Under 3D partitioning, none of the three matrices A, H, P can be stationary. Therefore, 3D partitioning only corresponds to Non-stationary strategy.

Discussion. Both partition strategy and stationary strategy play crucial roles in distributed SpMM computation. We summarize the impact of these two factors on the distributed SpMM execution model as shown in Table 2. For the circumstances in which one of A and H is replicated and stored, a communication-free SpMM can be performed, leading to a computation-only execution model. However, since the GNN model consists of both SpMM and GeMM (General dense Matrix Multiplication) operations, a redistribution step is required between them to achieve both communication-free SpMM and GeMM [72]. Additionally, the order in which SpMM and GeMM are executed (i.e., SpMM first or GeMM first) can also impact the communication and computation overhead [72, 127]. When both matrices A and H are distributed across different processors and the 1D partitioning method or the P-Stationary is adopted, SpMM follows the communication-computation execution model. However, this execution model faces scalability and communication overhead. Finally, for A-Stationary or H-Stationary with 1.5D or 2D partitioning, and for the Non-stationary strategy, they follow the communication-computation-reduction execution model. The communication cost in the overall SpMM operation varies depending on the selected stationary mechanism, and different matrix partitioning methods contribute differently to the communication cost, as discussed in more detail in previous studies [100, 110].

6.2.3 Comparison of Graph View and Matrix View. We provide a comparison between the graph view and matrix view of GNN models and highlight the connections between these two views. The graph view and matrix view are two different programming interfaces that handle GNN models at different levels. The matrix view is a lower-level representation of GNN models, as it directly manages the data presented in matrices. On the other hand, the graph view provides a higher-level understanding of GNN models. In most GNN frameworks such as DGL and PyG, the programming
interfaces are organized based on the graph view for ease of use and convenience. However, during model training, graph operations such as feature aggregation are ultimately transformed into matrix multiplications. Both the one-shot execution and chunk-based execution in the graph view can be mapped to the matrix view. In a simple one-shot execution, each vertex is assigned to a specific worker along with its input features. The worker performs an aggregation when it receives the features of all its neighbors. This corresponds to the 1D partitioning $P$-Stationary in the matrix view, which follows a communication-computation paradigm. In other stationary mechanisms that follow a communication-computation-reduction paradigm, the partial results obtained from the reduction operation correspond to the partial aggregation results in the chunk-based execution from the graph view.

6.2.4 Synchronous Execution Model. In synchronous execution model (Figure 9(a)), the computation of each operator begins after the communication is synchronized. Almost all distributed SpMM executions follow a synchronous model. Therefore, to achieve a better understanding of the difference between synchronous and asynchronous execution models while also adhering to the page limit, we introduce the following from the graph view only with the SAGA-NN model as an example. In a SAGA-NN model, four operators and their backward counterparts form an execution pipeline for the graph data, following the order of SC-AE-GA-AV-$\nabla$AV-$\nabla$GA-$\nabla$AE-$\nabla$SC.

Among these eight stages, two involve the communication of states of boundary vertices, that is, GA and $\nabla$GA. In GA, neighbor vertices features should be aggregated to the target vertices, thus, the features of boundary vertices should be transferred. In $\nabla$GA, the gradients of the boundary vertices should be sent back to the workers they belong to. Therefore, GA and $\nabla$GA are two synchronization points in a synchronous execution model. On these points, the execution flow has to be blocked until all communication finishes. Systems such as NeuGraph [86], CAGNET [110], FlexGraph [121], and DistGNN [89] apply this execution model. To reduce communication cost and improve training efficiency, several communication protocols are proposed, which we review in Section 7.1. We point out that these two synchronization points exist irrespective of the view of execution model. From a matrix view, GA corresponds to the $AH$ SpMM operation, and $\nabla$GA corresponds to the $AG$ SpMM operation, where $G$ represents the gradient matrix in backward propagation.

6.2.5 Asynchronous Execution Model. The asynchronous execution model allows the computation to start with historical states and avoids the expensive synchronization cost. According to the different types of states, we classify the asynchronous execution model into type I asynchronization and type II asynchronization.

Type I asynchronization. As mentioned above, two synchronization points exist in the execution pipeline of the SAGA-NN model, and similar synchronization points exist in other programming models as well. Removing such synchronization points of computation graph computation
in the execution pipeline introduces type I asynchronization [89, 94, 117]. In type I asynchronization (Figure 9(b)), workers do not wait for the hidden embeddings (hidden features after the first GNN layer) of boundary vertices to arrive. Instead, it uses the historical hidden embeddings of the boundary vertices from previous epochs which are cached or received earlier to perform the aggregation of target vertices. Similar historical gradients are used in the ∇GA stage.

Type II asynchronization. During GNN training, another synchronization point occurs when the weight parameters need to be updated. This is identical to traditional deep learning models, where many efforts have been made to remove this synchronization point [92, 98]. Gandhi and Iyer [46] further adopt this idea into GNN models, which forms type II asynchronization. Under such protocol, mini-batches are executed in parallel and form a mini-batch pipeline.

Note that type I and type II asynchronization can be adopted individually or jointly. Detailed communication protocol for a GNN-specific Type I asynchronous execution model is described in Section 7.2.

7 GNN COMMUNICATION PROTOCOLS

In this section, we review GNN communication protocols that support different computation graph execution models, which are responsible for transferring hidden embeddings and gradients. According to the types of computation graph execution models, we classify GNN communication protocols into synchronous GNN communication protocols and asynchronous GNN communication protocols.

7.1 Synchronous GNN Communication Protocols

Synchronous GNN communication protocols handle the communication in a synchronous execution model, where a synchronous barrier is set in GA and ∇GA of each layer, to ensure that the hidden embeddings used for aggregation are computed from the exact last layer in the current iteration. There are several approaches to transferring the hidden embeddings; we introduce them one by one as follows.

7.1.1 Broadcast-Based Protocol. Broadcasting is a general technique to share information among a set of workers. In the GNN context, each worker broadcasts the latest hidden embeddings or graph structure it holds according to the underlying data partitioning methods, and other workers start the corresponding graph convolutional computation once they receive the required data from that worker. When all workers finish broadcasting, the hidden embeddings of the full graph are shared among all workers, and all workers receive the latest hidden embeddings they need in the current iteration. The authors of CAGNET [110] model the GNN computation as matrix computation. They partition the matrices (i.e., graph adjacency matrix and feature matrix) into sub-matrices with 1-D, 1.5-D, 2-D, and 3-D graph partitioning strategies. During the GNN training, each worker directly broadcasts the partial matrix of graph structure or vertex features to other workers for synchronization, guaranteeing that the vertices on a worker have a complete neighborhood. The efficiency of the broadcast can be destroyed by the workload imbalance problem, which causes a stall in computation.

7.1.2 P2P-Based Protocol. The aforementioned broadcast sends data to all the workers in the distributed environment and might cause redundant communication. In contrast, P2P transmission is a fine-grained communication method to share information among workers, which only transfers data alongside cross edges in an edge-cut graph partition or replicated vertices in a vertex-cut graph partition. For example, ParallelGCN [29] leverages edge-cut graph partitioning, and maintains a special data structure to manage the different vertex sets for different worker pairs. Each vertex set indicates the vertices that need to be sent between the two workers. The communication
of these vertices is then performed in a P2P fashion. The communication volume is thus reduced
since only necessary vertices are sent and received. DistGNN [89] employs the vertex-cut partitioning strategy. Each edge is assigned to one specific worker, while each vertex along with its features may be stored repetitively. Among the replications, one vertex is called the master vertex.

When aggregating the neighbors of a vertex, P2P transmission is applied. Specifically, partial aggregations of the replications of the master vertex are sent to the worker where the master vertex is located instead of broadcasting to all workers. As a result, the master vertex can aggregate the embeddings from all its neighbors. However, according to the studies of CAGNET [110], the naïve P2P transmission brings in the overhead of request-and-send operations and increases the latency. To mitigate this extra overhead, pipeline-based protocol is introduced, which further overlaps the communication with local computation, as described in Section 7.1.3.

7.1.3 Pipeline-Based Protocol. Since the naïve P2P-based protocol leads to an extra overhead of request-and-send operations introduced in Section 7.1.2, a pipeline-based protocol is proposed as an optimization technique. It divides the complete task of vertex aggregation on workers to several sub-tasks and overlaps the communication and computation of these sub-tasks. The execution of these sub-tasks thus forms a pipeline.

G3 [118] introduces a bin packing mechanism to pack local vertices into different bins (i.e., sub-tasks). During the aggregation stage, some vertices may be ready to execute the aggregation of the next layer prior to other vertices once all of their remote neighbors’ embeddings are received. These vertices are prioritized to be packed into bins and to compute the aggregation results. Once the computation of a bin finishes, the aggregation result of the vertices in that bin is sent to remote workers. In this way, a fine-grained overlap of communication and computation can be achieved, and different bins form a pipeline.

In systems that adopt the chunk-based execution model introduced in Section 6.2.1, such as SAR [91], DistGNN [89], and FlexGraph [121], the aggregation of each neighborhood chunk can be treated as a sub-task, providing the opportunity to overlap the communication and computation of different chunks. Here we call the aggregation of a vertex’s partial neighborhood the partial aggregation. SAR [91] aggregates the chunks in a predefined order. Each worker in SAR first computes the partial aggregation of the local neighborhood of the target vertex then fetches the remote neighborhood in the predefined order, computes the partial aggregation of the remote neighborhood, and accumulates the results locally one-by-one. Consequently, the aggregation of the complete neighborhood in SAR is divided into different stages and, in each stage, a partial aggregation is performed. The final aggregation is computed when all partial aggregation completes. SAR applies the pipeline-based communication protocol to reduce memory consumption since it does not need to store all the features of the neighborhood and compute the aggregation at once. ParallelGCN adopts a similar idea without pre-defining the aggregation order. The remote chunks of neighborhood are received in a random order, and it starts aggregating the received vertices immediately. Furthermore, to reduce the overhead of network communication caused by transferring of the partial neighborhood, DeepGalois [54] performs a remote partial aggregation before communication. Therefore, only the partial aggregation results need to be transferred. The cd-0 communication strategy in DistGNN is similar, which simply performs remote partial aggregation, fetches it to the local worker, and computes the final aggregation result. To further improve the training efficiency, FlexGraph [121] overlaps the computation and communication. Each worker first issues a request to partially aggregate the neighborhood at the remote worker and then computes the local partial aggregation while waiting for the remote partial aggregations to complete the transfer. After receiving the remote partial aggregations, the worker directly aggregates them with the local partial aggregation. Therefore, the local partial aggregation is overlapped with the communication to get remote partial aggregation.
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Table 3. Summary of Asynchronous Communication Protocols

| Type I | Type II | Use Stale Embedding | Use Stale Gradient | Staleness Model | Staleness bound | Parallelism | Mechanism       |
|--------|---------|---------------------|-------------------|----------------|----------------|-------------|----------------|
| ✓      | ✗       | ✓                   | ✓                 | Epoch-adaptive | s              | Data        | Embedding server |
| ✓      | ✗       | ✓                   | ✓                 | Epoch-adaptive | s              | Data        | Embedding server |
| DistGNN| ✓       | ✓                   | ✓                 | Epoch-fixed    | 3              | Model       | Pipeline       |
| PipeGCN| ✓       | ✓                   | ✓                 | Epoch-fixed    | 3              | Model       | Pipeline       |
| P3     | ✗       | ✓                   | ✓                 | Epoch-fixed    | 0              | Data        | Mini-batch pipeline |
| CM-GCN | -       | -                   | -                 | -              | -              | -           | -              |

The staleness bound $s$ is set by users.

7.1.4 Communication Via Shared Memory. To train large GNNs at scale, it is also feasible to leverage the CPU memory to retrieve the required information instead of GPU–GPU communication. The complete graph and feature embeddings are stored in shared memory (i.e., CPU memory) and the device memory of each GPU is treated as a cache. In ROC [65], the authors assume that all the GNN data is fit in the CPU memory and they repetitively store the whole graph structure and features in the CPU DRAM on each worker. GPU-based workers retrieve the vertex features and hidden embeddings from the local CPU-shared memory. For larger graphs or scenarios in which all the GNN data cannot fit into the CPU DRAM of a single worker, distributed shared memory is preferred. DistDGL [164] partitions the graph and stores the partitions with a specially designed KVStore. During the training, if the data is co-located with the worker, DistDGL accesses them via local CPU memory; otherwise, it incurs Remote Procedure Call (RPC) requests to retrieve information from other remote CPU memory. In NeuGraph [86], the graph structure data and hidden embeddings are also stored in shared memory. To support large-scale graphs, the input graph is partitioned into $P \times P$ edge chunks by the 2D partitioning method, and the feature matrix (as well as hidden embedding matrix) is partitioned into $P$ vertex chunks by the row-wise partition method. As described in Section 6.2.1, it follows a chunk-based execution model. To compute the partial aggregation of a chunk, each GPU fetches the corresponding edge chunk as well as the vertex chunk from the CPU memory. To speed up the vertex chunk transfer among GPUs, a chain-based streaming scheduling method is applied considering the communication topology to avoid bandwidth contention.

7.2 Asynchronous GNN Communication Protocol

Asynchronous GNN communication protocols are used to support asynchronous execution models. As described in Section 6.2.5, there are two asynchronizations in GNN training: type I asynchronization, which removes the synchronization in aggregation stages; and type II asynchronization, which removes synchronization in model weight updating stages. Type I asynchronization is specific to GNN model computation, whereas type II asynchronization has been widely used in traditional deep learning and the corresponding techniques can be directly introduced into GNN training. In the following, we focus on reviewing the asynchronous GNN communication protocols that are specific to distributed GNN training. Table 3 summarizes the popular asynchronous GNN communication protocols.

7.2.1 Staleness Models for Asynchronous GNN Communication Protocol. Generally, bringing in asynchronization means information with staleness should be used in training. Specifically, in type I asynchronization, the GA or ∇GA stage is performed without completely gathering the latest states of the neighborhood, and the historical vertex embeddings or gradients are used in aggregation. Different staleness models are introduced to maintain the staleness of historical information; each should ensure that the staleness of aggregated information is bounded so that the GNN training is converged. In the following, we review three popular staleness models.
**Epoch-Fixed Staleness.** One straightforward method is to aggregate historical information with fixed staleness [46, 89, 117]. Let $e$ be the current epoch in training and let $\tilde{e}$ be the epoch of the historical information used in aggregation. In the epoch-fixed staleness model, $|\tilde{e} - e| = \epsilon_e$, where $\epsilon_e$ is a hyper-parameter set by users. In this way, the staleness is bounded explicitly by $\epsilon_e$.

**Epoch-Adaptive Staleness.** Another variation of the above basic model is to use an epoch-adaptive staleness [18, 108]. During the aggregation of a vertex $i$, let $\tilde{e}_{N_j}$ be the epoch of historical information of any vertex $j \in N(i)$ (i.e., any neighbor vertex of $i$) used in aggregation. In the epoch-adaptive staleness model, for all $j \in N(i)$, $|\tilde{e}_{N_j} - e| \leq \epsilon_A$ holds. This means that in different epochs, the staleness of historical information for aggregation may be different, and in one epoch, the staleness of aggregated neighbors of a vertex may also be different. Generally, once $\tilde{e} - e$ reaches $\epsilon_A$, then the latest embeddings or gradients should be broadcast under decentralized training or pushed to the historical embedding server under centralized training. If the above condition does not hold when aggregation is performed, then the aggregation is blocked until the historical information within the staleness bound (i.e., $\epsilon_A$) can be retrieved.

**Variation-Based Staleness.** Third, the staleness can also be measured by the variation of embeddings or gradients. In other words, we only aggregate embeddings or gradients when they are significantly changed. Specifically, let $H_w^{(l)}$ be the embeddings of layer $l$ held by worker $W$ and let $\tilde{H}_w^{(l)}$ be the historical embedding last shared with other workers. In the variation-based staleness model, $H_w^{(l)} - \tilde{H}_w^{(l)} \leq \epsilon_V$, where $\epsilon_V$ is the maximum difference bound set by users so that the latest embeddings or gradients are broadcast if the historical version available for other workers are too stale. In this way, the staleness is bounded with the help of $\epsilon_V$.

7.2.2 Realization of Asynchronous GNN Communication Protocols. As described above, historical information can be used in aggregation during GA or VGA stages. Some protocols only take the GA stage into consideration, supporting asynchronous embedding aggregation. Some protocols are designed to use historical information during both GA and VGA stages, supporting both asynchronous embedding and gradient aggregation.

Asynchronous Embedding Aggregation. Peng et al. [94] take the basic training paradigm of broadcast in CAGNET into consideration and design a skip-broadcast mechanism under a 1D partition. This mechanism auto-checks the staleness of the partitioned vertex features on each compute vertex and skips the broadcast if it is not too stale. If the broadcast of a partition is skipped, then other workers should use the historical vertex embeddings cached previously to process the forward computation. Three staleness check algorithms are further proposed, each one of which ensures that the staleness of cached vertex embeddings is bounded.

Chai et al. [18] adopt a similar idea while using parameter servers to maintain the historical embeddings of all workers. The vertex hidden embeddings are pushed to these servers every several epochs, and the workers pull the historical embeddings to their local cache in the next epoch after the push. The staleness of historical vertex embeddings is thus bounded by the push–pull period.

The cd-r algorithms introduced by Md et al. [89] overlap the communication of partial aggregation results from each worker with the forward computation in a GNN. Specifically, the partial aggregation in iteration $i$ is transmitted asynchronously to the target vertex, and the final aggregation is performed in iteration $i + r$. Under this algorithm, the staleness is bounded to $r$.

Asynchronous Embedding and Gradient Aggregation. As we introduced in Section 6.2.4, GA and VGA are two synchronization points in the GNN execution model. While the above protocols only use historical vertex embeddings during stage GA, Wan et al. [117] also take the synchronization point VGA into consideration and use stale vertex gradients in the back propagation. During the training, both embeddings and gradients from the neighborhood are asynchronously sent in a P2P fashion in the last epoch and received by the target vertex in the current epoch.
Therefore, the communication is overlapped in both forward and backward computation and the training pipeline with a fixed-epoch gap is thus constructed, in which workers are only allowed to use features or gradients exactly one epoch ago, and the staleness is bounded. Thorpe et al. [108] design a finer and more flexible pipeline. Similar to the method proposed by Wan et al. [117], both stale vertex embeddings and vertex gradients are used in the pipeline. Moreover, it also removes the type II synchronization; thus, a trainer may use stale weight parameters and start the next epoch immediately. The staleness in the pipeline is explicitly bounded with $S$ set by users. The bounded staleness $S$ ensures that the trainer that moves the fastest in the pipeline is allowed to use historical embeddings or gradients at most $S$ epochs earlier. With this staleness bound, the staleness of weight parameters is also bounded accordingly.

**Vertex-Level Asynchronization.** Without using stale embeddings or gradients, asynchronization can also be designed in the vertex level [158], where each vertex starts the computation of the next layer as soon as all its neighbors’ embeddings are received. In contrast to the traditional synchronous method in which all vertices on a worker start the computation of a layer together, during vertex-level asynchronous processing, different vertices in one worker may be computing different layers at the same time. Note that this asynchronization does not make any difference in the aggregation result, since all the information required should be the latest, and no embeddings or gradients from previous epochs are used.

### 8 DISTRIBUTED GNN TRAINING SYSTEMS

In recent years, many distributed GNN systems have been proposed as a combination of distributed graph processing systems and distributed deep learning systems. The distributed GNN systems take the general idea of efficiently processing graph data from the former systems, while combining the capability of processing structured data from the latter systems. A recent survey systematically introduced the evolution from the graph processing system to the GNN system [111]. Based on the taxonomy proposed in this survey, we review 28 distributed GNN training systems and frameworks as the representatives summarized in Table 4, and mainly classify them into three categories.
according to the computation resources: (a) systems on a single machine with multi-GPUs, (b) systems on GPU clusters, and (c) systems on CPU clusters. In addition, there are a few distributed GNN training systems using more diversified computation resources, such as serverless threads, mobile devices, and edge devices. We classify them as miscellaneous systems. In the table, we make a summarization of the techniques the systems incorporate according to our new taxonomy. Note that for the column of execution model, we ignore the conventional, one-shot, and synchronous execution models as they are the basic execution models adopted by most systems. Therefore, we only note the execution models of systems with special designs. For a detailed introduction of each system and their relations, please refer to our online supplemental materials.

9 FUTURE DIRECTION

As a general solution to training on large-scale graphs, distributed GNN training has gained widespread attention in recent years. In addition to the techniques and systems discussed above, there are other interesting but emerging research topics in distributed GNN training. We discuss some interesting directions in the following.

Benchmark for distributed GNN training. Many efforts have been made in benchmarking traditional deep learning models. For instance, DAWNBench [26] provides a standard evaluation criterion to compare different training algorithms. It focuses on the end-to-end training time consumed to converge to a state-of-the-art accuracy as well as the inference time. Both single machine and distributed computing scenarios are considered. Furthermore, many benchmark suites are developed for traditional DNN training to profile and characterize the computation [33, 88, 172]. As for GNNs, Dwivedi et al. [35] attempt to benchmark the GNN pipeline and compare the performance of different GNN models on medium-size datasets. Meanwhile, larger datasets [34, 42, 56] for graph machine learning tasks have been published. However, to our knowledge, few efforts have been made to compare the efficiency of different GNN training algorithms, especially in distributed computing scenarios. GNNMark [8] is the first benchmark suite developed specifically for GNN training. It leverages the NVIDIA nvprof profiler [13] to characterize kernel-level computations. The NVBit framework [114] profiles memory divergence and further modifies PyTorch source code to collect data sparsity. However, it lacks flexibility for quick profiling of different GNN models and does not pay much attention to profiling the distributed and multi-machine training scenarios. Therefore, it would be practical for a new benchmark to be designed for large-scale distributed GNN training.

Large-scale dynamic graph neural networks. In many applications, graphs are not static. The vertex attributes or graph structures often evolve with changes, which requires the representations to be updated in time. Li and Chen [74] proposed a general cache-based GNN system to accelerate representation updating. It sets a cache for hidden representations and selects valuable representations to save time for updating. DynaGraph [51] efficiently trains GNNs via cached message passing and timestep fusion. Furthermore, it optimizes the graph partitioning in order to train GNNs in a data-parallel method. Although dynamic GNNs has long been an interesting area of research, as far as we know, there are no more works that specifically focus on distributed dynamic GNN training. The dynamism, including features and structure, poses new challenges to the ordinary solution in a distributed environment. Graph partitioning has to quickly adjust to the change of vertices and edges while meeting the requirements of load balance and communication reduction. The update of the graph structure drops the cache hit ratio, which significantly influences the end-to-end performance of GNN training.

Large-scale heterogeneous graph neural networks. Many heterogeneous GNN structures have been proposed in recent years [19, 44, 77, 125, 148, 159]. However, few distributed systems take the unique characteristic of heterogeneous graphs into consideration to support
heterogeneous GNNs. Since the size of the feature and the number of neighbors may vary greatly for vertices with different types, processing heterogeneous graphs in a distributed manner may cause severe problems, such as load imbalance and high network overhead. The Paddle Graph Learning framework provides easy and fast programming of message passing–based graph learning on heterogeneous graphs with distributed computing. DistDGLv2 [165] takes the imbalanced workload partition into consideration and leverages the multi-constraint technique in METIS to mitigate this problem. More attention should be paid to this research topic to address the above problems.

**GNN model compression technique.** Although model compression, including pruning, quantization, weight sharing, and more, is widely used in deep learning, it has not been extensively applied in distributed GNN training. The compression on network structures such as pruning [169] can be contacted with a graph sampling strategy to solve the OOM problem. Model quantization is another promising approach to improving the scalability of GNN models. SGQuant [38] is a GNN-tailored quantization algorithm that develops multi-granularity quantization and auto-bit selection. Degree-Quant [106] stochastically protects (high-degree) vertices from quantization to improve weight update accuracy. BinaryGNN [5] applies a binarization strategy inspired by the latest developments in binary neural networks for images and knowledge distillation for graph networks. For the distributed settings, Song et al. [103] recently proposed EC-Graph for distributed GNN training with CPU clusters, which aims to reduce the communication costs by message compression. It adopts lossy compression and designs compensation methods to mitigate the induced errors. Meanwhile, a Bit-Tuner is used to keep the balance between model accuracy and message size. GNN model compression is orthogonal to the aforementioned distributed GNN optimization techniques, which deserves more attention to help improve the efficiency of distributed GNN training.

10 CONCLUSION

Distributed GNN training is one of the successful approaches of scaling GNN models to large graphs. In this survey, we systematically reviewed the existing distributed GNN training techniques from graph data processing to distributed model execution and covered the life-cycle of end-to-end distributed GNN training. We divide the distributed GNN training pipeline into three stages, data partition, batch generation, and GNN model training, which heavily influence GNN training efficiency. To clearly organize the new technical contributions that optimize these stages, we proposed a new taxonomy that consists of four orthogonal categories: GNN data partition, GNN batch generation, GNN execution model, and GNN communication protocol. In the GNN data partition category, we described the data partition techniques for distributed GNN training; in the GNN batch generation category, we presented techniques of fast GNN batch generation for mini-batch distributed GNN training; in the GNN execution model category, we discussed the execution model used in mini-batch and full-graph training; and in the GNN communication protocol category, we discussed both synchronous and asynchronous protocols for distributed GNN training. After carefully reviewing the techniques in the four categories, we summarized existing representative distributed GNN systems for multi-GPUs, GPU-clusters, and CPU-clusters, and gave a discussion about the future direction in optimizing distributed GNN training.
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