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Abstract

The BP neural network was optimized by particle swarm optimization algorithm (PSO), and the PSO-BP neural network model was constructed. The prediction effect of the model was evaluated comprehensively by comparing it with BP neural network model and Logistic regression model. Based on PSO-BP model, the mean impact value algorithm (MIV) was used to screen the risk factors of hypertension, and the disease risk prediction model was established. In the evaluation of fitting effect, the root mean square error and determination coefficient of PSO-BP neural network are 0.09 and 0.29, respectively. In the prediction performance comparison, the accuracy, sensitivity, specificity and area under the ROC curve of PSO-BP neural network were 85.38%, 43.90%, 96.66% and 0.86, respectively. The results show that the BP neural network optimized by particle swarm optimization has the best fitting effect and prediction performance. The MIV algorithm can screen out the risk factors related to hypertension, and then construct the disease prediction model, which can provide a new idea for the analysis of hypertension.

1. Introduction

As one of the most common diseases in the world, hypertension and its complications occupy the first cause of death in the world, and it is called the "silent killer". Hypertension is a key factor determining the degree of atherosclerosis, which increases the risk of cardiovascular and cerebrovascular diseases, poses a great threat to the health of the population, and seriously affects the quality of life of patients with hypertension. Hypertension accounts for almost half of the morbidity and mortality of cardiovascular diseases worldwide. With the improvement of people's living standard and the change of lifestyle, the proportion of global disease burden of hypertension continues to rise. In 2025, it is estimated that 1.6 billion adults will suffer from hypertension. The high prevalence costs a lot of financial and material resources, which makes the health system face management challenges and causes a large economic burden. Before the occurrence of hypertension, it is the most effective and economical way to prevent or delay the occurrence of the disease through lifestyle and diet intervention, but the factors affecting hypertension have not been fully defined, and the measures for the prevention and treatment of hypertension are still not ideal. Disease prediction models can help identify high-risk groups of diseases and screen out the main potential risk factors that affect the occurrence and development of diseases. Therefore, it is particularly important to carry out relevant studies that can accurately identify potential risk factors, protective factors and the construction of risk prediction model of hypertension, which will play a beneficial role in the prevention and control of hypertension disease.

So far, most of the disease risk models constructed by domestic and foreign scholars are based on several risk factors to predict the disease, or through logistic regression analysis or Cox proportional risk regression analysis to further determine the category of risk factors in the pre-screening risk factors, and establish multivariate statistical models to better predict the disease risk. Some of the classic models have been widely applied. For example, in cohort studies, the classic Framingham model can be used to evaluate the short-term risk of hypertension and has a good predictive ability. Genetic risk score (GRS) can be used to evaluate the relationship between genetic single nucleotide polymorphisms and hypertension. Based on the comprehensive effects of known lifestyle factors on overall mortality and attributable mortality in Chinese men, a model of the impact of risky lifestyle behavior patterns on disease was constructed. However, it should be noted that due to the existence of collinearity among the influencing factors, it will increase the difficulty of model fitting and lead to certain errors in the application of classical models, thus exposing some limitations of traditional methods.

In the era of big data, artificial intelligence (AI) methods such as machine learning algorithms to parse complex, multi-dimensional and multi-scale data have been increasingly applied in disease prediction models. Machine learning algorithm can imitate human thinking process to learn and store knowledge, and has better accuracy and predictive ability compared with traditional regression model. In terms of complex model fitting and distribution approximation, BP neural network has incomparable advantages over traditional statistical methods, and can perform well even when the sample size is small. However, when the sample size increases, the training time of the algorithm will become long and its efficiency will decline sharply. In addition, there may be defects such as unsatisfactory network generalization when training neural networks, resulting in local minima and slow convergence speed, especially the weights and deviations in the process of fine-tuning the control parameter set. Therefore, optimization of the algorithm can be considered to improve the parameters of BP neural network. Particle Swarm Optimization (PSO: Particle Swarm Optimization) is a method of optimizing continuous non-linear functions. Adjustable parameters are modified to make the error between the predicted output and the expected output as small as possible. Its advantage is that without adjusting redundant parameters, it can significantly improve the performance of the recognition task and realize the optimization of the structure of the deep neural network. In addition, BP neural network has a certain randomness in the calculation process, which has a poor limitation on the objective function, and has the characteristics of strong local search ability and poor global search ability. PSO can find the optimal solution closest to the global through the collaboration and information sharing between individuals in the group. The global search ability is strong but the local search ability is poor. Therefore, through the construction of a combination model, it is expected to overcome the limitations of each other.

Based on the above, this research will try to complete the construction of the hypertension risk model by constructing a PSO-optimized BP neural network, and further use the mean impact value (MIV) algorithm to screen out the hypertension in the PSO-BP neural network model Complete the
risk factors analysis of the risk of hypertension in Guangdong area, and provide new ideas for the prevention and control of the occurrence and development of the public health problem of hypertension.

2. Methods

2.1 Research object

Based on the monitoring data of chronic diseases and their risk factors in Guangdong Province from 2017 to 2019, this study adopted cluster random sampling, and finally included 3012 subjects (cross-sectional subjects, including normal population and hypertension patients) after data cleaning. Among them, the hypertension diagnosis was based on the hypertension diagnostic criteria published by WHO/ISH in 1999, that is, patients with hypertension whose systolic blood pressure $\geq 140$mmHg and/or diastolic blood pressure $\geq 90$mmHg. This study was approved by the Ethics Committee, and the scheme was implemented in accordance with the relevant guidelines and regulations. All studies were conducted with the consent and informed consent of the subjects.

2.2 Data collection and pretreatment

By consulting the literature and combining the monitoring data of the research subjects (including on-site questionnaire survey and physical examination, etc.), 17 independent variables (X1-X17) were initially screened out, namely gender, age, education level, occupation, smoking status, and alcohol consumption Condition, sleep duration, BMI index, heart rate, blood sugar, hemoglobin, cholesterol, triglycerides, high-density lipoprotein cholesterol, low-density lipoprotein cholesterol, daily salt intake and daily oil intake, and whether you have high Blood pressure as the dependent variable (Y).

Preprocessing the data, verifying the measurement units and measurement standards of the data, collating and cleaning the data, and excluding missing values and outliers. For missing data such as missing too much missing information, and unavailable data caused by temporary inaccessibility of information and human factors, the missing value will reach 70% as the limit for elimination and mode filling (categorical variables) or mean filling (Continuous variables) processing. Before model construction, Min-Max standardization (also called dispersion standardization) is used to normalize the data, so that the original data is transformed into standardized data falling in the interval $[0,1]$. In the process of model construction, the "CV partition" function was used and the test set proportion test size $= 0.2$ was set. 80% of the samples were randomly selected as the training set (2410×17 dimensions) for the training classification model, and 20% as the test set for the evaluation of the model. Among them, 316 and 2094 people in the training set were hypertensive and 2094 people in the non-hypertensive, and 56 and 546 people in the test set were respectively selected.

2.3 Establish hypertension prediction model

After data preprocessing, BP neural network was constructed through MATLAB, and particle swarm optimization was used to adjust weights and thresholds, and the optimal weights and thresholds were assigned to BP neural network to build a prediction model of BP neural network optimized by PSO. In addition, the number of nodes in the input layer of BP neural network is determined by the input data (input vector X1-X17), the number of nodes in the output layer is determined by the output data (output vector Y), and the hidden layer is determined by the trial and error method and the connection weight is determined. In this paper, the number of cells in the hidden layer is 7 layers. Input all samples into the network through batch training, calculate the network error through the expected output value and predicted output value of the network, and define whether to converge with an error tolerance of 0.01, and complete the adjustment and update of the weight and threshold through the momentum factor (0.8), And then calculate the test output, and round the result to calculate the accuracy, specificity, sensitivity, ROC and other evaluation parameters of the test set. In the construction of PSO-BP neural network, after data preprocessing, the optimal weights and thresholds are obtained by setting particle swarm parameters, individual fitness evaluation and particle swarm updating iteration, and the optimal weights and thresholds are assigned to BP neural network for training and testing. Other steps are similar to the construction of BP neural network. In this study, the BP neural network parameter configuration is shown in Table 1, and the PSO-BP neural network parameter setting is shown in Table 2. In addition, the construction of the Logistic model was completed through SPSS 21.0 version.
Table 1
Parameter description of BP neural network prediction model

| The training parameters | Parameter selection |
|-------------------------|--------------------|
| Number of neural network layers | 3 |
| Number of neurons in the input layer | 17 |
| Number of hidden layer neurons | 7 |
| Number of neurons in the output layer | 1 |
| Input layer activation function | tansig |
| Output layer activates the function | purelin |
| The training function | trainlm |
| Displays the maximum number of training steps | 50 |
| Maximum number of iterations | 1000 |
| Learning rate | 0.01 |
| Gradient target value | 1e-7 |

Table 2
Parameter description of PSO-BP neural network prediction model

| The training parameters | Parameter selection |
|-------------------------|--------------------|
| Number of neural network layers | 3 |
| Number of neurons in the input layer | 12 |
| Number of hidden layer neurons | 5 |
| Number of neurons in the output layer | 1 |
| Input layer activation function | tansig |
| Output layer activates the function | purelin |
| The training function | trainlm |
| Velocity upper bound in particle swarm optimization | 0.5 |
| Target error in particle swarm optimization | 1e-7 |
| Maximum speed weight | 0.95 |
| Minimum velocity weight | 0.25 |
| Maximum number of iterations | 10 |
| Local influence factor | 1.5 |
| Global impact factor | 1.5 |

2.4 Evaluation of prediction models

In this paper, the root mean square error (RMSE) and correlation coefficient ($R^2$) are used to evaluate the fitting ability of the model; and the accuracy, sensitivity, specificity and area under the ROC curve (AUC) between the models are used to evaluate the prediction effect of the prediction model.

2.5 Risk factor screening and construction of hypertension risk prediction model

The MIV algorithm of the BP neural network model optimized by PSO is used to screen the risk factors of hypertension in Guangdong from 2017 to 2019, thereby constructing a hypertension risk prediction model.

2.6 Statistical analysis

The mathematical software Matlab R2019b version produced by MathWorks of the United States is used to complete the construction of the BP neural network model and the optimization of the BP neural network model by the particle swarm, as well as the data analysis and the screening of risk factors. Through SPSS 21.0 version, the construction of Logistic regression model and the comparison of related models were completed.
by binary multi-factor Logistic regression analysis, and the risk factors selected by stepwise regression were entered into the Matlab training set to evaluate the predictive performance of Logistic regression.

3. Results

3.1 BP neural network

3.1.1 Parameters

When it is run for 100 times to obtain the optimal performance, the corresponding parameters are shown in Fig. 1. The weights and thresholds from the input layer to the hidden layer, and the weights from the hidden layer to the output layer are shown in Table 3 and Table 4, respectively. The threshold from the hidden layer to the output layer is -0.6783.

| weight | Hidden layer |
|--------|--------------|
| The input layer | 0.2425 | -0.0225 | -0.3058 | 0.1332 | 0.3879 | -0.3369 | -0.5324 |
| 0.1018 | 0.9289 | 1.0490 | -0.2937 | 0.4603 | 1.2348 | 0.0564 |
| 0.2204 | -0.3823 | -0.3731 | 0.3296 | 0.4754 | 0.4274 | 0.2667 |
| -0.6608 | 0.8313 | 0.4074 | -0.4011 | 0.4486 | 0.4611 | -0.4757 |
| 0.2033 | -0.2305 | 0.2382 | -0.7186 | -0.3592 | -1.1651 | -0.4862 |
| 0.3126 | 0.0743 | -0.0046 | 0.5328 | -0.3317 | 0.0247 | -0.2104 |
| 0.3772 | 0.1501 | -0.1222 | -0.1604 | -0.0278 | 0.2180 | 0.0597 |
| 0.4167 | -0.1376 | 0.9324 | 0.4318 | -0.2344 | -0.1270 | 0.6619 |
| 0.5721 | -0.1387 | 0.5544 | 0.0553 | 0.6000 | 0.0779 | 0.1295 |
| 0.1738 | 0.6132 | 0.4533 | 0.2727 | -0.4571 | -0.4711 | -0.4056 |
| 0.3328 | -0.2157 | 0.1966 | -0.0745 | 0.4474 | -0.1763 | -0.5612 |
| -0.3460 | 0.1834 | -0.1201 | -0.0874 | 0.3419 | 0.0995 | -0.0551 |
| 0.4276 | -0.3685 | 0.3851 | 0.2863 | -0.1547 | 0.4086 | -0.7055 |
| -0.5980 | -0.1587 | 0.2343 | 0.7824 | -0.3389 | 0.0544 | 0.1300 |
| 0.5251 | -0.4328 | 0.1275 | 0.2206 | -0.1657 | 0.1700 | -0.1773 |
| 0.0812 | -0.0831 | 0.3192 | 0.4543 | 0.2891 | -0.1361 | -0.5478 |
| -0.3301 | 0.6049 | -0.2861 | 0.5753 | 0.0800 | 0.5621 | -0.7337 |

| Table 4 |
|---------|
| Input layer to hidden layer threshold | -1.5158 | -1.0760 | 0.5800 | -0.0877 | 0.6017 | -1.0622 | -1.4430 |
| Weight from hidden layer to output layer | 0.3514 | -0.8881 | 0.7184 | -0.6160 | 0.0342 | 0.8585 | 0.0963 |

3.1.2 Model training effect

(1) BP neural network effect display

In the model training process of BP neural network, with the gradual increase of the number of iterations, about 50 steps, the model prediction error of validation set and test set tends to steady state gradually, and the model prediction error of training set decreases gradually. In the green circle of the figure (about 4 steps), although the model error of the training set is relatively large, the model prediction and expectation of the verification set and the test set are relatively close, and the minimum MSE is 0.11156, indicating that the model at this time will no longer have over-fitting or under-fitting phenomenon, and the model reaches the optimal level (Fig. 2).
(2) BP neural network effect display - training state

The BP neural network showed gradient descent in training, with a learning rate of 0.0001 and an effective test number of 996 stops, indicating that the error curve of confirmed samples did not decline for 996 consecutive iterations in the training process of the network using training samples (Fig. 3).

(3) Effect display of BP neural network - network fitting ability

The correlation coefficient of the BP neural network's training set is 0.41866, the correlation coefficient of the verification set is 0.33997, the correlation coefficient of the test set is 0.39906, and the total correlation coefficient is 0.40259, indicating that the correlation degree is low positive correlation, and the lines are not on the diagonal, which comprehensively indicates that the fitting ability of the BP neural network is relatively general, and there is no over-fitting phenomenon (Fig. 4).

3.1.3 Prediction performance of BP neural network

In this study, the ROC curve area of BP neural network is $AUC = 0.76103$, within the range of $[0.7, 0.85]$, indicating that the effect of BP neural network model is general (Fig. 5). The comparison graph of prediction effect of BP neural network on test set shows the real category and prediction category of BP neural network on test set. The more overlap, the better the model effect (Fig. 6). For the convenience of analysis, the model confusion matrix of the test set is calculated (Table 10). Since there is no over-fitting phenomenon in BP neural network in this study, the prediction evaluation was completed through the test set. In the test set, 17 of the 28 positive cases (hypertension) were correctly predicted and 11 were wrongly judged, and the correct rate reached 60.71%. Of the 574 negative cases, 468 were correctly predicted and 106 were wrongly judged, with a correct proportion of 81.53%. Therefore, the overall accuracy of training set prediction is 80.56% (Table 11).

3.1.4 Risk factors for MIV assessment in BP neural network

Risk factors were evaluated by MIV in BP neural network. The absolute value of MIV value was greater than 0.02 as the screening limit, and the average value of multiple runs was taken. After feature selection, risk factors were ranked (from heavy to light) according to MIV weight, and the risk factors affecting hypertension were obtained. If the value of MIV is positive, the independent variable is positively correlated with the dependent variable; otherwise, it is negatively correlated. Factors positively associated with hypertension included low-density lipoprotein cholesterol, cholesterol, triglyceride, daily oil intake, daily salt intake, smoking, age, BMI, and alcohol consumption, and negatively associated factors included sleep duration, heart rate, high-density lipoprotein cholesterol, cholesterol, and hemoglobin (Table 5).
Table 5
MIV screening results in BP neural network

| The serial number | dependent variable | MIV value | weight |
|-------------------|--------------------|-----------|--------|
| 1                 | LDL-C              | 0.022848  | 0.16202|
| 2                 | Cholesterol        | 0.0092056 | 0.10992|
| 3                 | The sleep time     | -0.010039 | 0.10027|
| 4                 | triglycerides      | 0.0017972 | 0.079886|
| 5                 | Daily oil intake   | 0.007317  | 0.078942|
| 6                 | Daily salt intake  | 0.0089765 | 0.074292|
| 7                 | Smoking            | 0.0062768 | 0.060133|
| 8                 | Age                | 0.0072    | 0.053676|
| 9                 | BMI index          | 0.0069582 | 0.052572|
| 10                | Blood glucose      | -0.0012076| 0.043836|
| 11                | Heart rate         | -0.0053262| 0.040962|
| 12                | Gender             | 0.0011152 | 0.036111|
| 13                | HDL-C              | -0.0045044| 0.033973|
| 14                | Drinking           | 0.0034115 | 0.028692|
| 15                | Hemoglobin         | -0.0028802| 0.021162|
| 16                | Occupation         | -0.0010221| 0.018237|
| 17                | Level of education | -0.000166 | 0.0053088|

3.2 PSO-BP neural network

3.2.1 Parameters

When it is run for 100 times to obtain the optimal performance, the corresponding parameters are shown in Fig. 7. The weights and thresholds of input layer to hidden layer and the weights of hidden layer to output layer are shown in Table 6 and Table 7 respectively, and the threshold of hidden layer to output layer is 0.9853.
Table 6
The weights from input layer to hidden layer of PSO-BP neural network

| weight | Hidden layer |
|--------|--------------|
| The input layer | 93.7685 | 0.0164 | -4.4586 | 17.9715 | 23.1298 |
| | -4.0682 | -0.5389 | -146.7394 | 65.6651 | -19.7487 |
| | -52.1364 | 0.3170 | 2.8780 | 12.5227 | 50.8008 |
| | -42.5850 | 0.2302 | -18.1300 | 2.5535 | -13.8177 |
| | 3.3955 | -0.6073 | 2.1371 | 109.3244 | 4.9018 |
| | -7.6784 | 0.0390 | 1.1806 | -5.7198 | -22.1686 |
| | -149.1449 | 1.6124 | -23.3165 | 10.0733 | 84.8294 |
| | -6.1923 | -0.9055 | -57.5894 | 12.9795 | -21.9905 |
| | -93.2607 | -0.7994 | -9.9727 | -12.3276 | 12.4312 |
| | -18.4475 | -0.9582 | 43.7620 | 49.2285 | -26.0898 |
| | 45.7022 | 0.6678 | -137.9323 | 41.0848 | -40.5153 |
| | 25.2071 | 0.0700 | 41.5357 | 61.3890 | -12.7826 |
| | -69.8777 | 0.2628 | 10.6211 | -43.1675 | -28.9981 |
| | -56.3734 | 0.9910 | 52.2766 | -45.2839 | 11.0177 |
| | 125.2475 | -2.6197 | 5.6143 | 8.7258 | -25.9603 |
| | -19.6131 | 0.1143 | -115.8592 | 68.9152 | -66.5466 |
| | -30.6039 | -0.0304 | 81.2053 | -65.6769 | 19.6224 |

Table 7
PSO-BP neural network input layer to hidden layer threshold and hidden layer to output layer weight

| Input layer to hidden layer threshold | 13.2229 | 1.8184 | -15.1179 | -64.5822 | 18.1935 |
| Weight from hidden layer to output layer | -0.2708 | -0.8767 | -0.1847 | -0.1562 | 0.2266 |

3.2.2 Model training effect

(1) Effect display of PSO-BP neural network

During the model training process of the PSO-BP neural network, as the number of iterations increases to the initial maximum number of iterations of 5000 steps, the model prediction errors of the validation set and test set gradually become stable, and the model prediction errors of the training set gradually decrease. At this time, the minimum MSE is 0.085778, indicating that the model no longer has over-fitting or under-fitting, and the model reaches the optimal level (Fig. 8), but there are more iterations and long training time. In addition, with the gradual increase of iterations, the overall trend of fitness decreased. The fitness is used to describe the model error, and the smaller the fitness is, the smaller the model error is. After the fifth iteration, the current fitness and global fitness of the model begin to converge, and the error has converged. After the number of iterations is 10, the fitness is the minimum, about 0.104, and the optimal solution under this parameter is obtained (Fig. 9).

(2) PSO-BP neural network effect display-training status

The PSO-BP neural network presents gradient descent in training. Compared with the gradient descent curve of BP neural network, the fluctuation of the PSO-BP neural network descent curve is small. The learning rate is 0.0001 and the number of effective tests is 0 times, indicating that the error curve of confirmed samples does not decline at the beginning of the training process of the network using the training samples, which is relatively stable (Fig. 10).

(3) PSO-BP neural network effect display - network fitting ability

The correlation coefficient of PSO-BP neural network was 0.53627, indicating that the correlation degree was moderately positive (Fig. 11).

3.2.3 Prediction performance of PSO-BP neural network

The ROC curve area of PSO-BP neural network is 0.85815, within the range of [0.85, 0.95], indicating that the BP neural network model has a good effect (Fig. 12). The comparison figure of prediction effect of PSO-BP neural network test set shows the prediction category of real category and
BP neural network for test set. The more overlapping part, the better the model effect (Fig. 13). For the convenience of analysis, the model confusion matrix of training set and test set is calculated (Table 10). In the test set, 49 of the 63 positive cases (hypertension) were correctly predicted, 14 were wrongly judged, and the correct rate reached 76.56%. Of the 539 negative cases (non-hypertension), 465 were correctly predicted and 74 were wrongly judged, a correct ratio of 86.27%. Therefore, the overall prediction accuracy of the test set is 85.38%. According to the AUC, accuracy, sensitivity and specificity of the PSO-BP neural network model, the prediction effect of this model is good (Table 11).

### 3.2.4 Risk factors for MIV assessment in PSO-BP neural network

Risk factors were evaluated by MIV in the PSO-BP neural network. Taking the absolute value of MIV value greater than 0.02 as the screening limit, the average value of multiple runs was taken. After feature selection, risk factors were ranked (from heavy to light) according to MIV weight, and the risk factors affecting hypertension were obtained. Factors that are positively related to high blood pressure include cholesterol, low-density lipoprotein cholesterol, daily oil intake, triglycerides, daily salt intake, smoking, age, BMI index, and alcohol consumption. Factors that are negatively related include length of sleep, high-density lipoprotein cholesterol, hemoglobin (Table 8).

| The serial number | dependent variable | MIV value | weight  |
|-------------------|--------------------|-----------|---------|
| 1                 | LDL-C              | 0.027307  | 0.069858|
| 2                 | Cholesterol        | 0.63461   | 0.61935 |
| 3                 | The sleep time     | -0.021362 | 0.072334|
| 4                 | triglycerides      | 0.011243  | 0.030626|
| 5                 | Daily oil intake   | 0.0036201 | 0.032021|
| 6                 | Daily salt intake  | 0.011187  | 0.029155|
| 7                 | Smoking            | 0.0058964 | 0.026019|
| 8                 | Age                | 0.0062726 | 0.015869|
| 9                 | BMI index          | 0.0036371 | 0.012329|
| 10                | Blood glucose      | 0.00047164| 0.01562 |
| 11                | Heart rate         | -0.0015596| 0.0052576|
| 12                | Gender             | -0.0054725| 0.026225|
| 13                | HDL-C              | -0.0034072| 0.014852|
| 14                | Drinking           | 0.0026665 | 0.0085437|
| 15                | Hemoglobin         | -0.0052897| 0.013865|
| 16                | Occupation         | -0.0015046| 0.0053823|
| 17                | Level of education | -0.00060963| 0.0026992|

### 3.3 logistic regression model

#### (1) Establishment of risk prediction model

Logistic regression analysis was performed using SPSS software, and multivariate analysis of stepwise regression was used (the criteria for selection variables is $P < 0.05$; the criteria for elimination variables is $P > 0.10$), and 9 risk factors are screened out, namely gender, age, education level, smoking history, BMI index, hemoglobin, high-density lipoprotein cholesterol, low-density lipoprotein cholesterol and heart rate (Table 9).
Table 9
Results of dichotomous multivariate logistic stepwise regression analysis

| Analysis of the factors | b  | S.E. | Wals  | Sig | Exp(b) | Exp(b) 95%C.I. |
|------------------------|----|------|-------|-----|--------|-----------------|
|                        |    |      |       |     |        | down | up   |
| Gender                 | -0.799 | 0.161 | 24.667 | 0.000 | 0.450 | 0.328 | 0.616 |
| Age                    | 0.040 | 0.005 | 56.018 | 0.000 | 1.041 | 1.030 | 1.052 |
| educational status     | -0.175 | 0.048 | 13.383 | 0.000 | 0.839 | 0.764 | 0.922 |
| Smoking                | 0.104 | 0.052 | 4.016 | 0.045 | 1.109 | 1.002 | 1.228 |
| BMI                    | -0.153 | 0.017 | 81.518 | 0.000 | 1.165 | 1.127 | 1.205 |
| Hemoglobin             | 0.007 | 0.004 | 2.986 | 0.084 | 1.007 | 0.999 | 1.014 |
| HDL-C                  | -0.459 | 0.188 | 5.972 | 0.015 | 0.632 | 0.437 | 0.913 |
| LDL-C                  | 0.294 | 0.068 | 18.796 | 0.000 | 1.342 | 1.175 | 1.533 |
| Heart rate             | 0.039 | 0.005 | 66.708 | 0.000 | 1.039 | 1.030 | 1.049 |

(2) Logistic regression prediction and evaluation

The early warning factors screened were taken as independent variables, and 'whether patients with hypertension' was taken as dependent variable. MATLAB software was used to establish Logistic regression model. After running, it can be found that the area under the ROC curve of Logistic regression model is AUC = 0.48749, less than 0.5. Therefore, it can be inferred that the prediction performance of this model is worse than random guess, so it has no predictive value (Fig. 14). The comparison diagram of the prediction effect of Logistic regression model on the test set was further obtained (Fig. 15), and the model confusion matrix between the training set and the test set was statistically analyzed (Table 10). In the test set, 72 of the 287 positive cases (hypertension) were correctly predicted, 215 were wrongly judged, and the correct rate reached 25.08%. Among 315 negative cases (non-hypertension), 51 were correctly predicted and 264 were wrongly judged, with a correct rate of 16.19%. Therefore, the overall accuracy of training set prediction is 55.81%. According to the AUC, accuracy, sensitivity and specificity of Logistic regression model, the prediction effect of this model is not very good (Table 11).

Table 10. Model confusion matrix of each prediction model test set

| Model          | BP neural network | PSO-BP neural network | Logistic regression |
|----------------|-------------------|-----------------------|---------------------|
| Actual value   |                   |                       |                     |
| Non-hypertensive | 468(TN)           | 106(FN-type2)         | 264(TN)             |
| Hypertensive   | 11(FP-type1)      | 17(TP)                | 51(FN-type2)        |
| Predictive value |                 |                       |                     |
| Non-hypertensive | 468(TN)           | 106(FN-type2)         | 264(TN)             |
| Hypertensive   | 11(FP-type1)      | 17(TP)                | 51(FN-type2)        |

Table 11. Evaluation results of each prediction model

|                      | BP neural network | PSO-BP neural network | Logistic regression |
|----------------------|-------------------|-----------------------|---------------------|
| Accuracy             | 80.56%            | 85.38%                | 55.81%              |
| Sensitivity          | 13.82%            | 43.90%                | 58.54%              |
| Specificity          | 97.70%            | 96.66%                | 55.11%              |
| AUC                  | 0.76103           | 0.85815               | 0.48749             |

4. Discussion

As a common disease in the population, hypertension is an important risk factor for heart failure, coronary heart disease, aortic dissection, stroke and other cardiovascular and cerebrovascular diseases, which has a great impact on the health of the population. As the proportion of the number of patients increased year by year, the disease burden caused by hypertension also increased year by year. The interaction and multicollinearity among the risk factors that may affect the incidence of hypertension may lead to errors in the fitting of traditional models. The emerging research of machine algorithm can provide more possibilities for the analysis of disease prevention and control. BP neural network has
great potential in the research of medical field, and the optimization of neural network can further improve its prediction and risk assessment performance, which has certain research significance.

In this study, a neural network prediction model of hypertension was established based on the monitoring data of chronic diseases and risk factors, and the POS algorithm was further used to complete the optimization of the neural network. Considering that too many neurons in the input layer will have higher requirements on the sample size, this study selected the independent variables preliminarily by referring to literatures and combining existing monitoring data, and took whether the patient had hypertension as the dependent variable to enter the neural network model. In order to prevent model overfitting and ensure test accuracy, the data set is divided into training set and test set in a ratio of 4:1. In addition, the establishment of neural network is flexible, and there is no uniform value of function and parameters in the process of establishment. Through comparison, it can be seen that the performance of BP neural network and BP neural network optimized by PSO is different during and after modeling. Therefore, after many times of training, the best prediction indexes in BP neural network and PSO-BP neural network were selected for horizontal comparison.

In the construction model, the iteration times and running time of BP neural network and PSO-BP neural network are significantly different. BP can achieve the best performance in a single iteration with four runs of about 10 seconds, while PSO-BP can achieve the best performance only when the iteration reaches the maximum number of times initially set, and the running time is about 500 seconds. However, in Zhang Yijun's study, the optimization algorithm will lead to shorter modeling time\textsuperscript{[18]}, which is different from this study. This may be because when the two algorithms are combined to achieve local and global optimality, more iterations and runtimes are needed to achieve the optimal performance of the model. In addition, the error of PSO-BP neural network has converged in the 10th iteration, and the optimal solution of this parameter is obtained. However, after the combination, it needs to iterate 5000 times to get the lowest root mean square error. It is comprehensively verified that PSO-BP neural network may have poor local search ability and need more iteration times.

In the comparison of the fitting ability and the performance of the training data set constructed by the model, the root mean square error of BP and PSO-BP is 0.34 and 0.09 respectively. When evaluating the performance ability of network fitting, the total coefficient of determination of BP neural network is 0.16, and the coefficient of determination of PSO-BP is 0.29, which is closer to 1 than that of BP neural network, indicating that the data set of PSO-BP model is more correlated with the reality. This result is consistent with Liu Xin's research results in strain prediction of wind turbine blades by using PSO-BP neural network, that is, PSO-BP neural network has a small error but higher fitting ability\textsuperscript{[19]}. Through the comparison of root mean square error and determination coefficient, it can be concluded that PSO-BP nonlinear fitting ability is better. In addition, the gradient descent curve of PSO-BP neural network is more stable than that of BP neural network, which also proves that PSO-BP neural network has better stability.

In addition, in the prediction performance comparison, the data of each model does not change much in multiple runs. The optimal operating results of each model were selected for horizontal comparison, and the predictive ability of BP neural network, PSO-BP neural network and Logistic regression was observed. Combined with the current data, this study found that compared with Logistic, BP neural network and PSO-BP neural network were significantly improved in accuracy, specificity and AUC. In view of accuracy and specificity can measure the accuracy of prediction, and AUC, as a performance index to measure the advantages and disadvantages of the learner, can be used to judge the advantages and disadvantages of the prediction model. The above results show that the neural network has better prediction accuracy than the traditional model. Through the comparison of neural network algorithm, it can be found that the accuracy, sensitivity and AUC of PSO-BP neural network prediction model are improved after POS algorithm optimization. Overall, PSO-BP neural network has the best performance in prediction and diagnosis. This result is consistent with the results of prediction performance comparison between neural network and traditional model that are mostly discussed at present\textsuperscript{[10,18]}, indicating that PSO-BP neural network can also be well applied in the prediction of hypertension risk. However, it is undeniable that, unlike other studies, the sensitivity of the neural network in this study has been reduced, indicating that the diagnostic ability of the neural network constructed in this study has been reduced when predicting the risk of local hypertension. In conclusion, the neural network model has better adaptability and fitting effect for diseases such as hypertension, where there are many pathogenic factors and there may be interactions among various factors. Although the PSO-BP modeling time has been extended, the error is smaller, the correlation degree is higher, the nonlinear fitting ability is better, and the prediction performance is better. It indicates that the performance of BP neural network has been improved after optimization, and PSO-BP can be better applied to the study of hypertension risk.

In addition, since MIV algorithm is often used in engineering\textsuperscript{[19]}, meteorology, circuit technology\textsuperscript{[20]} and other aspects to screen risk factors, it can complete the screening of influencing factors and has a good identification performance. In this study, MIV algorithm is further used to complete the screening of risk factors for hypertension diseases in Guangdong region in the neural network model. The greater the absolute value of MIV, the greater the influence of the influencing factors on hypertension; The greater the weight of MIV, the greater the influence of this factor on rank. However, there is no unified standard for how much the MIV value can be regarded as the influencing factor. Through literature review, combined with professional knowledge and comparative prior knowledge, the absolute value > 0.002 of the self-determined factor MIV in this study can be considered as the influencing factor of hypertension in this area, and the influencing factors are ranked according to the MIV weight. In the prediction of BP neural network, it can be obtained through the screening of MIV algorithm that the risk factors of the disease in Guangdong area...
from heavy to light can be low-density lipoprotein cholesterol, cholesterol, sleep duration, daily oil intake, daily salt intake, smoking, age, BMI index, heart rate, high-density lipoprotein cholesterol, drinking, hemoglobin. The PSO-BP neural network analyzes the risk factors of the disease in the region, and the risk factors that affect high blood pressure are in order of cholesterol, sleep duration, low-density lipoprotein cholesterol, daily oil intake, triglycerides, Daily salt intake, gender (categorical variable), alcohol consumption, age, high-density lipoprotein cholesterol, hemoglobin, BMI index, alcohol consumption. Through comparison, it can be concluded that the selected risk factors obtained by MIV analysis under BP neural network and PSO-BP neural network model are different, and the weight of risk factors will also be changed, indicating that the algorithm optimization will produce differences in the establishment of prediction model.

It is worth noting that in comparison with the Logistic regression model for screening risk factors, the neural network MIV algorithm screening factors are different. The BP neural network screens cholesterol, sleep duration, daily oil intake, daily salt intake, and Drinking and other factors, while the more risk factors in the PSO-BP neural network are cholesterol, sleep duration, daily oil intake, triglycerides, daily salt intake, and alcohol consumption. However, the neural network lacks education as a risk factor, which shows that when the neural network-based MIV algorithm is used to screen risk factors in the analysis of hypertension, there will also be differences in the results of screening factors. Finally, after a comprehensive comparison between the fitting performance and the prediction performance, the PSO-BP neural network has the best performance. Based on this research, the PSO-BP neural network is finally selected as the prediction model for hypertension in Guangdong region.

Studies have shown that the risk factors for cardiovascular development are different in the elderly and the young \[21\]. Among the subjects in this study, age was a positively correlated risk factor, and the risk of disease increased with age. In addition, gender is also a risk factor, and the gender difference is significant. In this study, the incidence of female is lower than that of male. In Tao Hong's study of hypertension population, the incidence of hypertension in women is also lower than that in men, which may be related to the fact that women pay more attention to hypertension and have better compliance than men, and are more able to adhere to a good lifestyle than men \[22\]. Therefore, the prevention and control work in this region can be considered to take targeted measures for different groups of people to improve the effectiveness of publicity and the degree of concern.

Although the specific mechanism is unclear, more and more studies have shown that people with abnormal lipid indexes have a higher prevalence of hypertension than normal people \[23\]. The results of model screening in this study indicate that cholesterol is the primary positively correlated risk factor in this area, and the risk of hypertension will increase with the increase of cholesterol content. In addition, the risk of hypertension increased with increases in LDL cholesterol and triglycerides, and increased with decreases in HDL cholesterol and hemoglobin. This screening is consistent with multiple studies showing that cholesterol, LDL cholesterol, and triglycerides are associated with an increased risk of hypertension, while HDL cholesterol has cardiovascular benefits \[24, 25\]. Reduced hemoglobin usually indicates a relatively poor health status of the human body, which may lead to hypertension \[26\]. Studies have shown that the incidence of dyslipidemia can be effectively reduced by controlling body weight, blood sugar, blood pressure and consumption of meat products \[27\]. To sum up, lifestyle change and drug intervention can be considered to reduce the occurrence of dyslipidemia, so as to reduce the incidence of hypertension.

In terms of life risk factors, the sleep duration in this study model is the primary risk factor with negative correlation, indicating that the decrease of sleep duration will lead to the increase of the risk of hypertension. In recent years, more researchers have paid attention to the relationship between this risk factor and hypertension \[28\]. Studies believe that adequate sleep time is conducive to the control of blood pressure \[29\], and this study further supports this view. Based on this study, daily oil intake, daily salt intake, smoking, BMI and alcohol consumption were positively related factors, and the risk of hypertension increased with their increase. These risk factors overlap with those proposed in China's hypertension prevention and control guidelines \[30\].

In conclusion, based on the PSO-BP model, the risk factors of hypertension in Guangdong were analyzed from the perspective of social prevention and control. On the one hand, health education can be carried out in this region to guide people to choose the right lifestyle to prevent hypertension, including the promotion of healthy diet such as low-salt and low-oil diet \[31\], and the promotion of people to reduce the proportion of high-cholesterol food in their daily diet. In addition, promote the industry toward the development conducive to the health of the population, such as the establishment of food counters, set the content of oil and salt in finished or semi-finished products, etc. Encourage the development of corresponding health industry, such as fitness, yoga, etc. On the other hand, from the perspective of personal prevention, first of all, we should reduce staying up all night and develop good work and rest habits; actively develop healthy eating strategies to control salt and oil intake in daily life. At the same time, control smoking or stay away from smoking environments, limit alcohol consumption, and maintain or control body mass index within a healthy range.

**5. Conclusion**

In conclusion, this study constructed BP neural network, optimized BP neural network by PSO, Logistic regression model and completed the comparison, and concluded that the BP neural network optimized by PSO had the best performance. Moreover, MIV algorithm is further used to
screen the risk factors related to hypertension and construct the disease prediction model, which can provide prevention and control advice for the prevention of hypertension. In addition, considering that the PSO-BP neural network model has good predictive ability, it can be extrapolated to other diseases in the future, and it can be considered to combine BP neural network with more optimization algorithms and other algorithms to study the disease risk prediction model.
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