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Abstract. We undertake a systematic investigation of the maxima and minima of the eigenfunctions associated with the first nontrivial eigenvalue of the Laplacian on a metric graph equipped with standard (continuity–Kirchhoff) vertex conditions. This is inspired by the famous hot spots conjecture for the Laplacian on a Euclidean domain, and the points on the graph where maxima and minima are achieved represent the generically “hottest” and “coldest” spots of the graph. We prove results on both the number and location of the hot spots of a metric graph, and also present a large number of examples, many of which run contrary to what one might naïvely expect. Amongst other results we prove the following: (i) generically, up to arbitrarily small perturbations of the graph, the points where minimum and maximum, respectively, are attained are unique; (ii) the minima and maxima can only be located at the vertices of degree one or inside the doubly connected part of the metric graph; and (iii) for any fixed graph topology, for some choices of edge lengths all minima and maxima will occur only at degree-one vertices, while for others they will only occur in the doubly connected part of the graph.

1. Introduction. In recent years there has been a pronounced growth of interest in the structure of the spectrum of quantum graphs, that is, of differential operators such as realisations of the Laplacian defined on metric graphs, see for example [4, 9, 14, 16, 17, 22, 30, 40, 43, 46, 47, 52, 53]. In most of these works particular attention has been given to the relationship between the eigenvalues of such an operator and the topological and metric structure of the graph on which the operator is defined: for example, for the standard Laplacian (i.e., the Laplacian equipped with continuity and Kirchhoff conditions at the vertices), which graph maximises or minimises the first nontrivial eigenvalue among all graphs of fixed total length, or diameter etc.? Even for other variational problems such as nonlinear Schrödinger equations on metric graphs, there is now an extensive literature examining the relationship between the topological and metric structure of the graph and the existence of solutions, e.g., [1, 2, 3, 25, 28, 36, 39] and the references therein.
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By now such questions of “shape optimisation” for eigenvalues (as well as the existence of solutions of nonlinear equations) have been thoroughly investigated. At least as interesting, and as informative, is the behaviour, or profile, of the corresponding eigenfunctions, as the following two motivating examples should demonstrate.

Firstly, one major application of eigenfunctions (say, of the Laplace-Beltrami operator on a manifold), especially those sign-changing ones corresponding to the smallest positive eigenvalue, is that their nodal domains, i.e., the connected components of the set where the eigenfunction is nonzero, tend to be a good way to partition the object on which they are defined: in the case of manifolds, this is the classical observation of Cheeger [26]. But more recently a large body of literature has developed around partitions of discrete graphs via nodal (zero) and sign-changing properties of the (discrete) Laplacian eigenvectors, in particular the so-called Fiedler vectors, the sign-changing eigenvectors corresponding to the smallest nontrivial eigenvalue, also known as the algebraic connectivity; although many results have now been extended to the higher eigenvalues and so-called higher-order Cheeger constants. We refer to [48, 50] and the references therein. There is a large body of work on the nodal structure of the eigenfunctions of Laplacian-type operators on metric graphs, see, for example, [7, 10, 12, 33] and the references therein, although the focus is perhaps more commonly placed on the size of the nodal set of the eigenfunctions (the so-called nodal count) than the distribution of the zeros. Work is currently underway to investigate spectral partition questions on metric graphs, see [11, 37, 42].

Secondly, the hot spots conjecture, originally formulated in the 1970s for domains, roughly speaking asks for which domains (or manifolds, graphs, . . . ) the maximum and minimum of the eigenfunction(s) of the first nontrivial eigenvalue of the Neumann Laplacian are on the boundary of the domain; see, e.g., the introduction of [15] for a motivation and an historical description of the problem on domains, [23] for the famous counterexample to the original conjecture, and [38, 45, 54, 55] for recent advances on the problem. The idea behind the conjecture comes from the corresponding heat equation: an expansion of solutions as Fourier series in the eigenfunctions shows that the maximum and minimum of the first nontrivial eigenfunctions represent the generically hottest and coldest points in the domain; and as heat flow should respect the geometry of the domain, it is natural to expect these points to be located far away from each other in some reasonable sense.

The same question, or rather an adapted variant, has also been asked in the case of discrete graphs: motivated in part by previous applications of the critical points of the Fiedler vector(s) of a finite discrete graph to the analysis of data in various contexts, in [27] the authors conjectured that its points of maximum and minimum should always realise the diameter of the graph; we might call this a version of the hot spots conjecture for discrete graphs. As it turns out, there are fairly simple counterexamples, even among tree graphs, as first exhibited in [29]. But the principle that the graph hot spots should represent an analytic, weighted version of the diameter is intuitively reasonable, and finding classes of graphs for which the graph version of the hot spots conjecture holds (and understanding better the extent to which it fails) is a topic of ongoing research; we refer to [32, 51] and in particular [49].
These same motivations remain valid in the case of quantum graphs, where comparatively little seems to be known, at least in terms of the profile of the eigenfunctions: some work has been done constructing so-called *landscape functions* to control their size [34, 35], and relatively recently the concept of *Neumann domains* of the eigenfunctions, the regions separated by critical points of the eigenfunctions, was introduced and is now being studied [5, 6, 8, 13]. But to date the “hot and cold spots” of a quantum graph do not seem to have received direct attention, a preliminary note of the current authors excluded [44]. Our principal goal here is thus to understand better how these hot and cold spots, more precisely the global, and also local, maxima and minima of the first nontrivial eigenfunction(s) of the standard Laplacian, the natural quantum graph analogue of both the Neumann and the discrete graph Laplacians, depend on metric, geometric and topological features of the metric graph. The current work is thus an attempt to initiate investigation into precisely this relationship, not just in terms of the location of these extrema but also in terms of their number. Since we believe this to be the first systematic investigation into the subject, more open problems and conjectures arise than we can reasonably deal with in one work. Therefore we will summarise a large number of these in a final section.

Let us give a short overview on the results and observations of this paper. First of all, we show that the “naıve” version of the hot spots conjecture, which states that the global maxima and minima of any eigenfunction for the smallest positive eigenvalue of the standard Laplacian are exclusively located at the set of vertices of degree one, proved in [44] for metric trees (i.e. metric graphs without cycles), fails in general. This is obvious for graphs which do not contain vertices of degree one at all, but we also provide examples of graphs with arbitrarily many such vertices where, nevertheless, all the “hot and cold spots” lie elsewhere (see Section 4.2). This may be viewed as evidence that the set of degree-one vertices is not necessarily a good notion of a boundary for a metric graph, at least from an analytic point of view – except for the case of trees. This theme will come to the fore several times over the course of the paper; indeed, intuitively, the low eigenvalues and their eigenfunctions do not “see” extremely short edges, thus a large perturbation of the set of degree-one vertices may correspond to a very small perturbation of the eigenvalues and eigenfunctions.

However, our first major result states that the location of (local as well as global) maxima and minima on a metric graph is not totally arbitrary but they have to lie, if not on degree-one vertices, then within the doubly-connected part of the graph; cf. Section 4.2 and in particular Theorem 4.9. In other words, roughly speaking, maxima and minima of such an eigenfunction can only be located either on a vertex of degree one or inside a cycle. It is natural to ask to what extent which of these cases prevails is dependent on the topology of the underlying discrete graph. We observe that for any given discrete graph one may force maximum and minimum to be achieved arbitrarily on vertices of degree one or in the doubly-connected part by choosing appropriate edge lengths for the corresponding metric graph, provided the graph has at least two degree-one vertices and two cycles; see Section 4.3 and in particular Theorem 4.13.

As regards the relationship between the “hottest” and “coldest” spots of a metric graph and its diameter, we already noted in [44] that the distance between these points does not generally realise the diameter, even on trees; indeed, the counterexample in [44] is very much in the spirit of the “Fiedler rose” graph constructed.
for discrete graphs in [29]. In the present paper we sharpen this construction by giving a family of graphs each of which has diameter one and for which the distance between the maxima and the minima of the eigenfunction for the smallest positive eigenvalue becomes arbitrarily small (Proposition 4.11). On the other hand, we show that for some special classes of graphs such as star graphs the distance between any minimum and any maximum equals the diameter (Proposition 4.12).

Let us now consider the number of hot spots of a metric graph. It is clear that there exist only finitely many such points as long as the eigenfunction of the standard Laplacian corresponding to the smallest positive eigenvalue is unique up to scalar multiples. However, this is not always the case, and in cases where it fails, the number of hot spots may be infinite; for instance, for the graph consisting of a single loop every point is the global maximum of some eigenfunction. We show that this phenomenon is not limited to the loop but happens as well for so-called equilateral pumpkins and for equilateral complete graphs (Proposition 4.2). Using the same tools we show that the set of points where any eigenfunction corresponding to the smallest positive eigenvalue takes a local maximum or minimum is either finite or uncountable (Proposition 4.4). For the global maximum and minimum we show that after an arbitrarily small perturbation of the graph (in the sense of changing edge lengths arbitrarily little or attaching arbitrarily short pendant edges) these points are unique; more specifically, the eigenspace is one-dimensional and the corresponding eigenfunction takes its global maximum and minimum at exactly one point each (Theorem 4.5).

This article is structured as follows. After some preliminaries on metric graphs and their hot spots in Section 2, we use Section 3 to discuss the hot spots of some special classes of graphs such as pumpkins, flowers and complete graphs. This may give the reader a grasp of the possible behaviour of these spots on a metric graph. In Section 4 we provide a complete overview of all our results, including the examples, and state them rigorously. They split into results on the number of hot spots (Section 4.1), the location of the hot spots (Section 4.2) and the behaviour of the hot spots as a function of the edge lengths, among all graphs of a given topology (Section 4.3), including but not limited to the theorems and examples mentioned above. Sections 5–7 contain the proofs of all the results as well as the elaboration of the examples in detail. Finally, Section 8 contains a series of conjectures whose proofs would exceed the scope of this paper, together with some additional remarks. As the proofs of some of our results rely on convergence properties of eigenfunctions if certain edge lengths shrink to zero, we provide the required technical result in the appendix.

2. Preliminaries.

2.1. Basics on metric graphs. Throughout this paper, \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) is a discrete graph consisting of a finite set \( \mathcal{V} \) of vertices and a finite set \( \mathcal{E} \) of edges; we write \( \mathcal{E} \) and \( \mathcal{V} \) for the cardinality of \( \mathcal{E} \) and \( \mathcal{V} \), respectively. We normally assume that \( \mathcal{G} \) is connected, i.e., each two vertices are connected to each other by a path. We assign a length \( L(e) \in (0, \infty) \) to each edge \( e \in \mathcal{E} \) and identify each edge \( e \) with the interval \([0, L(e)]\). Upon taking the natural metric induced by the Euclidean metric on each edge, \( \mathcal{G} \) becomes a compact metric space that we call a metric graph and denote by \( \Gamma \). We will sometimes say that \( \mathcal{G} \) is the underlying discrete graph corresponding to the metric graph \( \Gamma \). Conversely, for a discrete graph \( \mathcal{G} \) we call any metric graph \( \Gamma \) whose underlying discrete graph equals \( \mathcal{G} \) an associated metric
graph. Given a discrete graph $G$, the set of all possible associated metric graphs may be canonically parametrised by $\mathbb{R}^E_+$. More precisely, we fix an ordering of the set $E$ of edges and for each $(y_1, \ldots, y_E) \in \mathbb{R}^E_+$ assign the metric graph with edge lengths $L(e_1) = y_1, \ldots, L(e_E) = y_E$.

The metric on $\Gamma$ gives rise to a distance function $\text{dist}$, with respect to which the diameter of the graph

$$\text{diam}(\Gamma) := \max\{\text{dist}(x, y) : x, y \in \Gamma\}$$

is well defined and finite. We will denote by $\text{dist}_e$ the corresponding distance function on the edge $e \in E$, treated as the interval $[0, L(e)]$. We will, moreover, write

$$L(\Gamma) := \sum_{e \in E} L(e)$$

for the total length of $\Gamma$.

As we identify every edge $e \in E$ with an interval $[0, L(e)]$, it is natural to distinguish the vertex $o(e)$ from which $e$ originates, i.e., which corresponds to the zero endpoint of the interval, and the vertex $t(e)$ at which $e$ terminates. An edge $e$ is called a loop if $o(e) = t(e)$. For a given vertex $v \in V$, we set $E_{v, i} := \{e \in E : v = o(e)\}$ and $E_{v, t} := \{e \in E : v = t(e)\}$ to be the set of all edges that originate from $v$ or terminate at $v$, respectively. The degree $\deg v$ of a vertex $v$ is defined as $\deg v = |E_{v, i}| + |E_{v, t}|$.

We explicitly allow $\Gamma$ to have parallel edges and loops.

The (first) Betti number $\beta$ of a graph $\Gamma$ or $G$ is the number of independent cycles in the graph; equivalently, it is given by $\beta = E - V + 1$. We call $\Gamma$ a tree if it contains no cycles, i.e., between each two points on the graph there is a unique non-self-intersecting path connecting them; equivalently, if $\beta = 0$. Motivated by the situation on trees, see [44], we define the boundary $\partial \Gamma$ to be the set of vertices of degree one,

$$\partial \Gamma := \{v \in V : \deg v = 1\};$$

we point out that the notion of the boundary of a graph needs to be interpreted with care, see the discussion in the introduction. Note that we view $\partial \Gamma$ as a subset of the metric space $\Gamma$ but identify it with a part of the discrete graph $G$; when this perspective is appropriate we will write $\partial G$ instead of $\partial \Gamma$. We call an edge $e$ a bridge if $\Gamma$ is no longer connected after removing $e$ (but not its endpoint vertices) from the graph. In particular, in a tree every edge is a bridge. Finally, we note the following property for future reference.

**Definition 2.1.** We say that a property $P$ holds generically if, for every discrete graph $G$ which is not a cycle graph (see Example 3.2), the set of all vectors $y \in \mathbb{R}^E_+$ for which $P$ holds for the associated metric graph with edge lengths $y$ is residual, i.e., of the second Baire category (that is, a countable intersection of open dense sets).

In particular, if a property holds generically, then given any graph $\Gamma$ it is possible to perturb the edge lengths by an arbitrarily small amount, such that the property holds on the perturbed graph.

2.2. **Function spaces and the standard Laplacian.** If $f : \Gamma \to \mathbb{C}$ or $\mathbb{R}$ is any function defined on $\Gamma$, then we write $f_e := f|_e$ for the restriction of $f$ to a given edge $e \in E$. We use the standard function spaces on $\Gamma$, namely:

1. the space of square-integrable functions $L^2(\Gamma) = \oplus_{e \in E} L^2(0, L(e))$;
(2) the space \( C(\Gamma) \) of functions being continuous on each edge and having, at each vertex, a value independent of the choice of the incident edge; and
(3) the Sobolev spaces
\[
\tilde{H}^k(\Gamma) := \{ f \in L^2(\Gamma) : f_e \in H^k(0, L(e)) \text{ for all } e \in \mathcal{E} \}, \quad k = 1, 2, \ldots,
\]
and \( H^1(\Gamma) = \tilde{H}^1(\Gamma) \cap C(\Gamma) \); cf. [18, Section 1.4] or [16, Section 2].

Since \( \Gamma \) has finite total length, we may identify any continuous function with a function in \( L^2(\Gamma) \) and the embedding \( C(\Gamma) \hookrightarrow L^2(\Gamma) \) of \( C(\Gamma) \), equipped with the supremum norm, in \( L^2(\Gamma) \) is continuous. Likewise, the embedding \( H^1(\Gamma) \hookrightarrow C(\Gamma) \) is continuous.

We consider the Laplacian in \( L^2(\Gamma) \) with standard (continuity–Kirchhoff) vertex conditions given by
\[
(-\Delta_\Gamma f)_e = -f''_e \quad \text{for all } e \in \mathcal{E},
\]
\[
\text{dom } (-\Delta_\Gamma) = \{ f \in H^1(\Gamma) \cap \tilde{H}^2(\Gamma) : \partial_v f(v) = 0 \text{ for all } v \in \mathcal{V} \},
\]
where
\[
\partial_v f(v) = \sum_{t(e)=v} f'_e(L(e)) - \sum_{o(e)=v} f'_e(0)
\]
is the sum of derivatives (taken in the direction pointing towards the vertex) at \( v \) on all edges incident to \( v \). This operator is associated with the usual sesquilinear form given by
\[
\int_{\Gamma} f \bar{g} \, dx = \sum_{e \in \mathcal{E}} \int_e f'_e \bar{g}' \, dx
\]
declared for \( f, g \in H^1(\Gamma) \) in the sense of, e.g., [41, Chapter VI]. Note that up to unitary equivalence this operator is independent of the choice of orientation of the edges, i.e., the choice of originating and terminal vertices. Its spectrum consists of a discrete set of real eigenvalues, each of finite multiplicity; we count them with their multiplicities and denote them by
\[
0 = \mu_1(\Gamma) < \mu_2(\Gamma) \leq \mu_3(\Gamma) \leq \ldots.
\]
We may choose the corresponding eigenfunctions to be real-valued – which we will always do, here and throughout, without further comment – and form an orthonormal basis of \( L^2(\Gamma) \). Each of these eigenfunctions is in \( H^1(\Gamma) \) and thus, in particular, continuous and defined everywhere on \( \Gamma \). The smallest nontrivial eigenvalue \( \mu_2(\Gamma) \) (which we stress may be multiple) admits the variational characterisation
\[
\mu_2(\Gamma) = \inf \left\{ \frac{\int_{\Gamma} |f'|^2 \, dx}{\int_{\Gamma} |f|^2 \, dx} : 0 \neq f \in H^1(\Gamma) \text{ and } \int_{\Gamma} f \, dx = 0 \right\},
\]
with the infimum being achieved exactly by the functions in the eigenspace of the value \( \lambda = \mu_2(\Gamma) \). We stress that if \( \mu_2(\Gamma) \) is multiple, then we consider all eigenfunctions in its (more than one-dimensional) eigenspace. For more details on the properties of Laplace-type operators on metric graphs, we refer to Section 1.4 and Chapter 3 of [18]. We finish by noting that the operator \( -\Delta_\Gamma \) does not feel vertices of degree two as due to the continuity and Kirchhoff conditions one may replace two edges \( e, \hat{e} \) connected by a vertex of degree two by one edge of length \( L(e) + L(\hat{e}) \) without changing the operator (up to unitary equivalence); see also [17, Section 3].
2.3. The hot spots of a metric graph. As mentioned in the introduction, given a metric graph $\Gamma$, we will be interested in the sets of (local and global) extrema of the eigenfunctions corresponding to $\mu_2(\Gamma)$, which we will refer to as hot spots. We recall that we will always restrict to real-valued eigenfunctions, and that a basis of the eigenspace that only consists of real-valued functions can always be chosen. We denote the set of global hot spots by

$$M := \left\{ x \in \Gamma : \text{there exists } \psi \text{ corresp. to } \mu_2(\Gamma) \text{ such that } \psi(x) = \max_{y \in \Gamma} \psi(y) \right\}$$

and its local version by

$$M_{\text{loc}} := \left\{ x \in \Gamma : \text{there exists } \psi \text{ corresp. to } \mu_2(\Gamma) \text{ such that } 0 \neq \psi(x) = \max_{y \in B_{\epsilon}(x)} \psi(y) \text{ for some } \epsilon > 0 \right\},$$

where $B_{\epsilon}(x) = \{ y \in \Gamma : \text{dist}(x, y) < \epsilon \}$ denotes the open $\epsilon$-ball centred at $x$. (Since $\psi$ is an eigenfunction if and only if $-\psi$ is, we could equally replace the maximum with the minimum in the above definitions.) If we wish to emphasise the dependence of $M$ and $M_{\text{loc}}$ on the graph $\Gamma$, then we may alternatively write $M(\Gamma)$ and $M_{\text{loc}}(\Gamma)$, respectively. We first note the following sign property of the local extrema.

Lemma 2.2. Let $\psi$ be any eigenfunction of $-\Delta_\Gamma$. If $\psi$ takes a nonzero local maximum (or minimum, respectively) at some point $x_0 \in \Gamma$ then $\psi(x_0) > 0$ (or $\psi(x_0) < 0$, respectively).

Proof. Assume that $\psi$ has a local maximum at $x_0$ with $\psi(x_0) < 0$; without loss of generality $x_0$ is a vertex as we may interpret any inner point of an edge as a vertex of degree two. Let $e$ be an edge incident to $x_0$. Then $\psi_e$ is differentiable and satisfies the eigenvalue equation up to $x_0$, that is, $\psi''_e(x_0) = -\mu_2(\Gamma)\psi_e(x_0) > 0$ by assumption, that is, $\psi_e$ is convex close to $x_0$, which contradicts the fact that $\psi$ takes a local maximum at $x_0$. The statement on minima follows by replacing $\psi$ by $-\psi$. \qed

For any $\Gamma$, it is immediate from the definitions and the fact that any eigenfunction for $\mu_2(\Gamma)$ must change sign in $\Gamma$ that

$$\emptyset \neq M \subset M_{\text{loc}}.$$

Finally, for a fixed eigenfunction $\psi$ (not necessarily corresponding to $\mu_2(\Gamma)$, although in practice we will only be interested in this case), we will denote its set of global and local extrema by

$$M_\psi := \left\{ x \in \Gamma : \psi(x) = \max_{y \in \Gamma} \psi(y) \text{ or } \psi(x) = \min_{y \in \Gamma} \psi(y) \right\}$$

and

$$M_{\psi, \text{loc}} := \left\{ x \in \Gamma : 0 \neq \psi(x) = \max_{y \in B_{\epsilon}(x)} \psi(y) \text{ for some } \epsilon > 0 \right\},$$

or

$$M_{\psi, \text{loc}} := \left\{ x \in \Gamma : 0 \neq \psi(x) = \min_{y \in B_{\epsilon}(x)} \psi(y) \text{ for some } \epsilon > 0 \right\},$$

respectively. Again, for any $\psi$, we clearly have

$$\emptyset \neq M_\psi \subset M_{\psi, \text{loc}},$$
as well as
\[ M = \bigcup_{\psi} M_{\psi}, \quad M_{\text{loc}} = \bigcup_{\psi} M_{\psi,\text{loc}}, \]
where in both cases the union is taken over all eigenfunctions \( \psi \) corresponding to the same eigenvalue \( \mu_2(\Gamma) \). Note that due to the sinusoidal form of the eigenfunctions, the sets \( M_{\psi} \) and \( M_{\psi,\text{loc}} \) are always finite. Observe, however, that the analogous statement for the sets \( M \) and \( M_{\text{loc}} \) may be false as we discuss below.

3. **Hot spots of special graphs.** In this section we introduce a few special classes of graphs and discuss their hot spots. This may give the reader an impression what the sets of hot spots defined above may look like in specific examples. Moreover, these graphs will play a role in the forthcoming considerations.

**Example 3.1.** A **path graph** is a connected graph consisting of two vertices of degree one and an arbitrary number of vertices of degree two, see the left-hand side of Figure 3.1. As vertices of degree two do not influence the Laplacian with standard vertex conditions, for our purposes we may identify any metric path graph \( \Gamma \) with the interval \( [0, L(\Gamma)] \) and the Laplacian on \( \Gamma \) with the Laplacian on that interval with Neumann boundary conditions \( \psi'(0) = \psi'(L(\Gamma)) = 0 \). In particular, we have \( \mu_2(\Gamma) = \frac{\pi^2}{L(\Gamma)^2} \) with corresponding eigenfunction \( \cos \frac{\pi x}{L(\Gamma)} \). Consequently, \( M = M_{\text{loc}} = \partial \Gamma \) in this case.

**Example 3.2.** A **cycle graph** (or just **cycle**) is a connected graph for which each vertex has degree two, see the right-hand side of Figure 3.1. The Laplacian on such a graph can be identified with the Laplacian on \( [0, L(\Gamma)] \) with periodic boundary conditions
\[
\psi(0) = \psi(L(\Gamma)), \\
\psi'(0) = \psi'(L(\Gamma)),
\]
and the first positive eigenvalue equals \( \mu_2(\Gamma) = \frac{4\pi^2}{L(\Gamma)^2} \). The corresponding eigenspace is two-dimensional and consists of the functions
\[
\psi(x) = A \cos \left( \frac{2\pi x}{L(\Gamma)} - c \right), \quad A, c \in \mathbb{R}.
\]
In particular, by choosing the shift \( c \) appropriately we may move the (unique) local maximum of \( \psi \) to any point on the cycle. As a consequence, on each cycle graph we have \( M = M_{\text{loc}} = \Gamma \), even though \( M_{\psi} = M_{\psi,\text{loc}} \) always contains exactly two points.

**Example 3.3.** A **pumpkin graph** consists of two vertices \( v_1, v_2 \) and a collection of edges each of which connects \( v_1 \) with \( v_2 \), see the left-hand side of Figure 3.2. If \( \Gamma \) is
equilateral with \( L(e) = 1 \) for each edge \( e \) then \( \mu_2(\Gamma) = \pi^2 \). The corresponding eigenspace is \( E \)-dimensional and is spanned by \( E - 1 \) functions each of which has support on two edges and vanishes at both vertices, and one function equal to \( \cos(\pi x) \) on each edge (assuming that all edges are parametrised in the same direction). By taking linear combinations of these eigenfunctions it can be seen that any point on the graph is a hot spot, i.e. \( M = M_{\text{loc}} = \Gamma \); see Proposition 4.2 below. If \( \Gamma \) is not equilateral and \( E \geq 3 \) then we may (still) find a basis of eigenfunctions each of which is either reflection or rotation symmetric with respect to the midpoints of each edge. Assume that \( \Gamma \) has a unique longest edge and \( \mu_2(\Gamma) \) is simple with eigenfunction not vanishing identically on any edge (as is the case generically [21]); then as the eigenfunction is either reflection or rotation symmetric, \( M_{\text{loc}} \) must correspondingly consist either of the set of midpoints of each edge (the reflection symmetric case), or the two points on the longest edge at distance \( \pi / \sqrt{\mu_2(\Gamma)} \) from each other and equidistant from the midpoint of the edge (the rotationally symmetric case).

Example 3.4. A *star graph* is a graph with a “star vertex” \( v_0 \) of degree \( E \) and \( E \) vertices of degree one, see the right-hand side of Figure 3.2. In the equilateral case with \( L(e) = 1 \) for each \( e \) the lowest positive eigenvalue equals \( \mu_2(\Gamma) = \pi^2 / 4 \). The corresponding eigenspace is \( E - 1 \)-dimensional and is spanned by functions each being supported on a pair of two edges; each of these basis functions has its minimum at one boundary vertex and its maximum at another. Thus \( M = M_{\text{loc}} = \partial \Gamma \). For non-equilateral star graphs we will see in Corollary 4.10 below that \( M \subset M_{\text{loc}} \subset \partial \Gamma \), but equality of these sets does not necessarily hold.

Example 3.5. A *flower graph* consists of one vertex and a number of loops (“petals”) attached to this vertex; cf. the left-hand side of Figure 3.3. A flower graph with exactly two petals is called a *figure-8 graph*. For the equilateral flower with \( E \geq 2 \) petals of length one each we have \( \mu_2(\Gamma) = \pi^2 \) with the corresponding eigenfunctions equal to \( \pm \sin(\pi x) \) or constantly zero on each edge. On an arbitrary, not necessarily equilateral flower graph with \( E \geq 2 \) one has \( \mu_2(\Gamma) < 4 \pi^2 / L(e)^2 \) for each edge \( e \) (this follows from the strict inequality statement of [16, Theorem 3.10(2)]), since \( \Gamma \) can be formed by attaching the other \( E - 1 \) edges as a pendant to the loop \( e \), which has an eigenfunction which does not vanish at the point of attachment). Thus the continuity condition \( \psi_e(0) = \psi_e(L(e)) \) implies that the restriction of any corresponding eigenfunction to any edge \( e \) is (reflection) symmetric with respect to the midpoint of the edge. Thus the midpoint is the only critical point on the edge and \( M_{\text{loc}} \) (and hence \( M \)) is contained in the set of edge midpoints on any flower graph.
Example 3.6. A complete graph is a graph such that for each pair of distinct vertices there is exactly one edge connecting the two and every vertex has degree $V - 1$, see the right-hand side of Figure 3.3. In the equilateral case with $L(e) = 1$ for each $e \in E$ we will show in Proposition 4.2 that $M = M_{\text{loc}} = \Gamma$ as long as $V \geq 3$ (see also Lemma 5.2 for a description of those eigenfunctions associated with $\mu_2(\Gamma)$ which will be of principal importance for us).

Example 3.7. A lasso graph, also known as a lollipop or a tadpole graph, is a graph consisting of a loop and a pendant edge attached to each other, see Figure 3.4. Such a graph is a special case of a so-called pumpkin chain; the lowest eigenvalue of the standard Laplacian is simple and, since each of the two “pumpkins” in the chain is equilateral, the corresponding eigenfunction is monotonic along the chain and takes its maximum and minimum at the “end points” of the chain only, i.e. on the vertex of degree one and the midpoint of the loop; see [16, Section 5] (in particular Lemma 5.5 there) for more details.

4. Summary of results. We will now present the results of this article. Their proofs will be given in later sections. Throughout the paper, we will always make the following assumption on our graph $\Gamma$, without exception. Thus, whenever we speak of “a graph $\Gamma$” or “any graph $\Gamma$”, we always mean graphs $\Gamma$ satisfying this assumption.

Assumption 4.1. The metric graph $\Gamma$ has a finite set of vertices and a finite set of edges, and the length of every edge is finite; in particular, $\Gamma$ is a compact metric space. Moreover, $\Gamma$ is connected.
4.1. On the number of hot spots. We first wish to consider the number of hot spots that a graph can have, since the set of these distinguished points may be very large. Indeed, as already claimed in Section 3, one may find examples $\Gamma$ other than cycles, for which $M = \Gamma$.

**Proposition 4.2.** We have that $M = M_{\text{loc}} = \Gamma$ whenever $\Gamma$ is an equilateral pumpkin (cf. Example 3.3) or an equilateral complete graph with $V \geq 3$ (cf. Example 3.6).

This proposition says that in a certain sense all points on any equilateral pumpkin or equilateral complete graph are equally connected. However, these graphs are easily seen to be exceptional in the sense that for a “generic” graph, $M$ is finite. For future reference, let us explain this in more detail: since $\mu_2(\Gamma)$ is generically simple [31] (cf. Definition 2.1), it follows immediately that $M$, in fact $M_{\text{loc}}$, is generically finite. However, we can say more. Firstly, in the case of trees, $M_{\text{loc}}$ is always finite.

**Proposition 4.3.** Suppose $\Gamma$ is a tree. Then $M_{\text{loc}}$, and hence also $M$, are finite sets.

Moreover, it is not difficult to show that if two points of $\Gamma$ sufficiently close to each other are in $M_{\text{loc}}$, then so are all points in between them. This leads to the following dichotomy.

**Proposition 4.4.** The set $M_{\text{loc}}$ always has a finite number of connected components; in particular, it is either finite or uncountable.

We expect that Proposition 4.4 actually remains true for $M$ in place of $M_{\text{loc}}$; see Conjecture 8.1. We next give a stronger version of the statement that $M$ is generically finite: the next theorem states that, up to a small perturbation of the graph which does not essentially change the topology, the idea that each graph should have one maximum (hottest spot) and one minimum (coldest spot) is correct. More precisely, the unperturbed graph has the same underlying discrete graph as the perturbed graph, if we allow that some of the edge lengths of the former may be zero. Here and in what follows we use $|\cdot|$ to denote the cardinality of a set.

**Theorem 4.5.** Given $\Gamma$, for each $\varepsilon > 0$ there exists a graph $\Gamma_\varepsilon$ obtained from $\Gamma$ by modifying the length of each edge by less than $\varepsilon$ and possibly attaching finitely many pendant edges of length less than $\varepsilon$ to points in $\Gamma$ such that $\mu_2(\Gamma_\varepsilon)$ is simple, $M(\Gamma_\varepsilon) \subset \partial \Gamma_\varepsilon$ holds, and the corresponding eigenfunction has exactly one minimum and one maximum, i.e., $|M(\Gamma_\varepsilon)| = 2$.

We expect that Theorem 4.5 can be sharpened in the sense that the property $|M| = 2$ holds generically, that is, one may avoid attaching additional short pendant edges; see Conjecture 8.7 below.

For completeness’ sake, we observe explicitly that $M$ can take on any finite size.

**Proposition 4.6.** For any $n \geq 2$, there is a graph $\Gamma$ for which $|M| = |M_{\text{loc}}| = n$.

We will give the proofs of Propositions 4.2 and 4.4 in Section 5.1, the proof of the key Theorem 4.5 is the subject of Section 5.2, and an explicit construction that proves Proposition 4.6 will be given in Section 5.3. The proof of Proposition 4.3 is based on results on the location of hot spots presented in the following section; in fact, it is an immediate consequence of Corollary 4.10 below.
4.2. **On the location of the hot spots.** In this section we study the location of hot spots on a graph and, in particular, their relation to the boundary and to the diameter of the graph. Moreover, we investigate in which regions of the graph hot spots may or may not be located.

First, we give a negative answer to the question of whether the hot spots of a metric graph need to be located on the boundary. Trivially, this cannot be true for graphs with empty boundary such as, e.g., cycles, pumpkins or complete graphs. However, the following example shows that this can fail also for graphs with nonempty boundary.

**Example 4.7.** Consider a “figure-8 with a small perturbation”, more precisely, a graph \( \Gamma \) with a central vertex \( v_0 \) and four edges attached to \( v_0 \), two of them loops and two edges connecting \( v_0 \) to a vertex of degree one each, see Figure 4.1. Assume that each loop has length \( \pi \) and each of the “boundary edges” has length \( \varepsilon \) for some \( \varepsilon \geq 0 \). In the case \( \varepsilon = 0 \) this is just an equilateral figure-8 with \( \mu_2(\Gamma) = 1 \) (with multiplicity one); the corresponding eigenfunction has a zero at \( v_0 \). As \( \mu_3(\Gamma) \) is strictly larger and the eigenvalues depend continuously on \( \varepsilon \) (see, e.g., the appendix), letting \( \varepsilon \) grow from zero to a sufficiently small positive length will result in a graph whose third eigenvalue continues to be strictly larger than 1. On the other hand, 1 continues to be an eigenvalue (with the same eigenfunction, extended by zero to the boundary edges), and it follows that the second eigenvalue still equals 1, has multiplicity one and the corresponding eigenfunction vanishes on the boundary edges. In particular, \( M \cap \partial \Gamma = M_{\text{loc}} \cap \partial \Gamma = \emptyset \).

By a similar perturbation-type argument one may, more generally, add boundary to any given graph without increasing \( M \). In particular, one may construct graphs \( \Gamma \) with an arbitrarily large number of boundary vertices such that \( M \cap \partial \Gamma = M_{\text{loc}} \cap \partial \Gamma = \emptyset \) holds.

On the other hand, on a graph whose hot spots lie on the boundary it is easily possible to introduce a geometric perturbation that removes the boundary but changes the position of the hot spots only slightly. A simple but prototypical example is as follows.

**Example 4.8.** Consider the path graph \( \Gamma \) given by the interval \([0, \pi]\); cf. Example 3.1. Its hot spots lie on the two boundary vertices, i.e. the two endpoints of the interval. However, by attaching arbitrarily small loops to the endpoints, see Figure 4.2, we obtain a graph with empty boundary, whose hot spots are still at the two points farthest apart from each other, namely the midpoints of the two loops. In fact, the resulting graph is a special case of a so-called *locally equilateral pumpkin chain*, see [16, Section 5.1], and the corresponding eigenfunction corresponding to \( \mu_2 \), unique up to scalar multiples, is a monotonic function of the distance to either of the grey points (*monotonic along the chain*) [16, Lemma 5.1].
Clearly, the principle of attaching a loop is more general, but we abstain here from delving into this here.

Next we provide a theorem that excludes hot spots from certain regions of a graph, more precisely from bridges. In the following we denote by $D_\Gamma \subset \Gamma$ the doubly connected part of $\Gamma$, i.e., the closed subgraph consisting of all points that are part of a cycle in $\Gamma$; note that $D_\Gamma$ can be obtained by successively removing all edges incident to a vertex of degree one as well as all (further) bridges; see also [16, Section 6]. We call $\Gamma$ doubly connected if $\Gamma = D_\Gamma$. Moreover, we denote by $\text{int} \, D_\Gamma = \Gamma \setminus (\Gamma \setminus D_\Gamma)$ the interior of the doubly connected part (with respect to the natural metric on $\Gamma$).

**Theorem 4.9.** Given any graph $\Gamma$, we have

$$M \subset M_{\text{loc}} \subset \partial \Gamma \cup \text{int} \, D_\Gamma.$$  

For tree graphs the doubly connected part is empty and thus Theorem 4.9 implies the following statement; a slightly weaker result was given by the authors in [44].

**Corollary 4.10.** For any tree $\Gamma$, $M \subset M_{\text{loc}} \subset \partial \Gamma$.

We point out that Proposition 4.3 is a trivial consequence of Corollary 4.10 as $\partial \Gamma$ only consists of finitely many points.

Finally we investigate to what extent the “coldest” and “hottest” points on a metric graph are necessarily far apart from each other. In fact this is not necessarily the case:

**Proposition 4.11.** For each $\varepsilon > 0$ there exists a metric tree $\Gamma$ with $\text{diam} \, \Gamma = 1$ such that $\mu_2(\Gamma)$ is simple and

$$\max\{\text{dist}(x, y) : x, y \in M\} < \varepsilon.$$  

Although in general the distance between the hottest and coldest spots on a tree does not need to realise the diameter, this is true for the class of star graphs, as the following proposition shows. A corresponding result also holds for flowers; see Remark 6.3, and it can be extended to more general “star-like” graphs.

**Proposition 4.12.** Let $\Gamma$ be a star graph, let $\psi \in \ker(-\Delta_\Gamma - \mu_2(\Gamma))$ be nontrivial and let $x, y \in \Gamma$ such that $\psi$ takes its global maximum at $x$ and its global minimum at $y$. Then

$$\text{dist}(x, y) = \text{diam} \, \Gamma.$$  

We remark that $x$ and $y$ as in the proposition have to lie on $\partial \Gamma$ by Corollary 4.10. Proposition 4.11 is proved by means of an explicit construction in Example 6.2. The proof of Proposition 4.12 is given in Section 6.2, while Theorem 4.9 will turn out to be a corollary of the slightly more general Theorem 6.1 given below.
4.3. **Graph topology and hot spots.** We just saw that the global extrema either lie on $\partial \Gamma$ or in the doubly connected part of $\Gamma$. Here we show that the question of which of the two it is can depend essentially on the edge lengths of $\Gamma$, not on its topology, if these are chosen correctly.

**Theorem 4.13.** Let $\mathcal{G}$ be a finite, connected discrete graph.

(i) If $|\partial \mathcal{G}| \geq 1$ then there exists an associated metric graph $\Gamma$ (see Section 2.1) such that the eigenvalue $\mu_2(\Gamma)$ is simple and the corresponding eigenfunction takes its maximum only on $\partial \Gamma$.

(ii) If $|\partial \mathcal{G}| \geq 2$ then there exists an associated metric graph $\Gamma$ such that the eigenvalue $\mu_2(\Gamma)$ is simple and the corresponding eigenfunction takes its maximum and minimum only on $\partial \Gamma$.

(iii) If $\beta \geq 1$ and $\mathcal{G}$ is not a cycle graph then there exists an associated metric graph $\Gamma$ such that the eigenvalue $\mu_2(\Gamma)$ is simple and the corresponding eigenfunction takes its maximum only in $D\Gamma$.

(iv) If $\beta \geq 2$ then there exists an associated metric graph $\Gamma$ such that the eigenvalue $\mu_2(\Gamma)$ is simple and the corresponding eigenfunction takes its maximum and minimum only in $D\Gamma$.

The proof of this theorem is provided in Section 7.

**Remark 4.14.** Actually, the proof of Theorem 4.13 will show more than the theorem states: the global extrema may be placed on arbitrary boundary vertices in (i) and (ii), inside an arbitrary edge in the doubly connected part in (iii) and on two arbitrary (but different) cycles in (iv).

5. **On the number of hot spots.**

5.1. **Graphs with an uncountable number of hot spots: proof of Propositions 4.2 and 4.4.** We start with a technical lemma. Recall that for any two points $x_1, x_2 \in \Gamma$ that lie inside the same edge $e$ we write $\text{dist}_e(x_1, x_2)$ for the distance between $x_1$ and $x_2$ in the metric on the interval $[0, L(e)]$. Note that $\text{dist}_e(x_1, x_2) \leq \pi/(2\mu_2(\Gamma))$ holds for the distance $\text{dist}(x_1, x_2)$ with respect to the metric on $\Gamma$.

**Lemma 5.1.** Given $\Gamma$, suppose that $x_1, x_2 \in M_{\text{loc}}$ both lie on a given edge $e \in \mathcal{E}$ and

$$\text{dist}_e(x_1, x_2) \leq \frac{\pi}{2\sqrt{\mu_2(\Gamma)}}.$$ 

Then the segment $[x_1, x_2] \subset e$ between $x_1$ and $x_2$ in $e$ lies in $M_{\text{loc}}$. More precisely, for every $y \in [x_1, x_2]$ there exists an eigenfunction whose unique critical point in $[x_1, x_2]$ is a (local) maximum at $y$.

**Proof.** Identify $e$ with the interval $[0, L]$, where $L = L(e)$, and suppose without loss of generality that $x_1 = 0$, $x_2 = L$. Then since $0 \in M_{\text{loc}}$, there exists an eigenfunction $\psi_0$ which on $e$ up to normalisation has the form $\psi_0(x) = \cos(kx)$, $x \in [0, L]$, where $k = \sqrt{\mu_2(\Gamma)}$. Similarly, since the endpoint of $e$ corresponding to $L$ is in $M_{\text{loc}}$ there exists an eigenfunction $\psi_L(x) = \cos(k(x - L))$, $x \in [0, L]$.

Now since $L \leq \pi/(2k)$ by assumption, we have that $\psi_0$ is non-negative and monotonically decreasing on $[0, L]$, while $\psi_L$ is non-negative and monotonically increasing on $[0, L]$. We claim that for all $y \in (0, L)$ there exists some constant $\alpha_y > 0$ such that the eigenfunction

$$\psi_y := \psi_0 + \alpha_y \psi_L$$
Figure 5.1. The complete graph admits an eigenfunction for $\mu_2$ whose maximum is at $v_0$ and minimum is achieved at the other $v_k$, with no other critical points.

(which means
$$\psi_y(x) = \cos(kx) + \alpha_y \cos(k(x - L))$$
for $x \in [0, L]$) reaches its unique maximum on $[0, L]$ at $y$; this will prove the lemma. To prove the claim, we calculate that
$$\psi_y'(x) = [-\sin(kx) - \alpha_y \sin(k(x - L))]k = 0$$
if and only if
$$\alpha_y = -\frac{\sin(kx)}{\sin(k(x - L))};$$
note that $\alpha_y > 0$ since the numerator is positive and the denominator is negative, whence $\psi_y > 0$ on $(0, L)$. Hence, given $y$, if we set
$$\alpha_y := -\frac{\sin(ky)}{\sin(k(y - L))},$$
then this is the unique value of $\alpha_y$ for which $\psi_y'(y) = 0$. Since
$$\psi_y''(x) = -\mu_2(\Gamma)\psi_y(x) < 0$$
for all $x \in (0, L)$, $y$ is clearly the unique maximum of $\psi_y$ on $[0, L]$. This proves the claim.

With the help of this lemma, we can prove that $M = \Gamma$ for the graphs claimed in Proposition 4.2. First, however, we need a description of the eigenfunctions of the equilateral complete graph.

**Lemma 5.2.** Let $\Gamma$ be the equilateral complete graph on $V \geq 4$ vertices (and $V(V - 1)/2$ edges of length 1 each). Fix any vertex $v_0$ and denote by $v_1, \ldots, v_{(V-2)(V-1)/2}$ the set of points in the middle of any edge not incident to $v_0$ (thus $\text{dist}(v_0, v_k) = \text{diam} \Gamma$ for all $k = 1, \ldots, (V - 2)(V - 1)/2$, cf. Figure 5.1). Then there exists an eigenfunction $\psi$ for $\mu_2(\Gamma)$ taking on its global maximum at $v_0$, its global minimum at the $v_k$, and with no other local minima or maxima on $\Gamma$.

**Proof.** Fix $v_0$ and denote by $e_1, \ldots, e_{V-1}$ the edges incident to $v_0$. Then by symmetry of $\Gamma$, there exists an eigenfunction $\psi$ for $\mu_2(\Gamma)$ which is invariant under permutation of the edges $e_1, \ldots, e_{V-1}$, and which is invariant under permutation of any two other edges not incident to $v_0$, which we will denote by $e_V, \ldots, e_E$. (We omit the elementary proof of this claim, which follows from the same reasoning as, for example, [16, Lemma 5.4(1)].)
Now \( \psi \) cannot have a local extremum on any of the edges \( e_1, \ldots, e_{V-1} \), since if it did, by invariance under permutation it would have (without loss of generality) a local maximum on every edge \( e_1, \ldots, e_{V-1} \), a contradiction to Theorem 6.1 below. Hence it is monotonic on each of these edges. Symmetry (that is, invariance under permutation) now implies that \( \psi \) must have a maximum or a minimum, say a maximum, at \( v_0 \), which is global on \( e_1 \cup \cdots \cup e_{V-1} \).

Now the invariance of \( \psi \) under permutation of the other edges \( e_V, \ldots, e_E \), plus the fact that \( \psi \) takes on the same value at all the vertices of \( e_1, \ldots, e_{V-1} \) different from \( v_0 \), means that \( \psi \) must be symmetric about the midpoint of each of the edges \( e_V, \ldots, e_E \). A further application of Theorem 6.1 (applied to \( \psi \) or \( -\psi \), as appropriate) when combined with the symmetry arguments means that \( \psi \) can have no local maxima on \( e_V, \ldots, e_E \), and it can have at most one local minimum on each of these edges. The only possibility is that \( \psi \) reaches its global minimum at the respective midpoints of \( e_V, \ldots, e_E \), and is otherwise monotonic. 

\[ \square \]

**Proof of Proposition 4.2. Equilateral pumpkin:** Fix any edge \( e \in E \), which we identify with \([0,1]\). As noted in Example 3.3, there exists an eigenfunction \( \psi_0 \) which takes the form \( \psi_0(x) = \cos(\pi x), x \in [0,1], \) both on this and every other edge, and another eigenfunction \( \psi_1(x) = \sin(\pi x), x \in [0,1], \) which is negative on another edge and zero on the rest. Note that \( \psi_0 \) and \( \psi_1 \) have their unique global maximum at 0 and 1/2, respectively. By Lemma 5.1 (applicable since \( \mu_2(\Gamma) = \pi^2 \), so that \( \pi/(2\sqrt{\mu_2(\Gamma)}) = 1/2 = \text{dist}_e(0,1/2) \)), for any \( y \in (0,1/2) \) there exists an eigenfunction of the form \( \psi_y := \psi_0 + \alpha_y \psi_1, \alpha_y > 0 \), which has its unique maximum in \([0,1/2]\) at \( y \).

We claim that \( \psi_y \) actually reaches its global maximum at \( y \). On \([1/2,1]\) \( \subset e \), we have \( \psi_y' = \psi_0' + \alpha_y \psi_1' < 0 \), so \( y \) is certainly the unique maximum on \( e \). Since \( \psi_y|_e(y) > \psi_y|_e(0) = \psi_0|_e(0) = 1 \) and \( \psi_1 \leq 0 \) on all the other edges, meaning that \( \psi_y \leq \psi_0 \leq 1 \) there, it is the unique global maximum on the equilateral pumpkin.

We have thus shown (still under the identification \( e \simeq [0,1] \)) that \([0,1/2] \subset M \). Symmetry with respect to the midpoint (equivalently, reversing the parametrisation of the edges) yields \([1/2,1] \subset M \) as well, that is, \( e \subset M \). Since \( e \) was arbitrary, we conclude that in this case \( M \) is the whole equilateral pumpkin.

**Equilateral complete graph:** Obviously we may assume that \( V \geq 4 \), since \( V = 3 \) corresponds to a loop. The argument is similar to the one for the pumpkin, but now we use the eigenfunctions described in Lemma 5.2. More precisely, again let \( e \simeq [0,1] \) be any edge, where 0 corresponds to some vertex \( v_0 \). Then there exists an eigenfunction \( \psi_0 \) taking its unique global maximum at 0 and another eigenfunction \( \psi_1 \) which has a global maximum at 1/2 (although this maximum is not unique). Since \( \mu_2(\Gamma) < \pi^2 \) (cf. [43, Example 3.3 and Theorem 4.2]), \( \psi_0(1/2), \psi_1(0) > 0 \) and Lemma 5.1 is applicable. Hence for any \( y \in [0,1/2] \) there exists a unique \( \alpha_y > 0 \) such that \( \psi_y = \psi_0 + \alpha_y \psi_1 \) has its unique maximum in \([0,1/2]\) at \( y \).

As before, \( \psi_y \) is strictly decreasing on \([1/2,1]\) and so \( y \) is the unique maximum on \( e \). Now fix another edge \( \tilde{e} \). We distinguish between two cases: (1) \( \psi_1 \) does not have a maximum on \( \tilde{e} \); (2) \( \psi_1 \) does have a maximum on \( \tilde{e} \).

In case (1), by the monotonicity of \( \psi_1 \) on \( \tilde{e} \) we have that \( \psi_1|_{\tilde{e}} \leq \psi_1(v_0) = \psi_1|_{\tilde{e}}(0) \). Since \( \psi_0 \) reaches its global maximum at \( v_0 \), \( \psi_0|_{\tilde{e}} = \psi_0|_{\tilde{e}} + \alpha_y \psi_1|_{\tilde{e}} \leq \psi_0(v_0) + \alpha_y \psi_1|_{\tilde{e}}(0) = \psi_y(v_0) < \psi_y|_{\tilde{e}}(y) \), where the strict inequality follows from the uniqueness statement in Lemma 5.1. In case (2), both \( \psi_0 \) and \( \psi_1 \) are invariant under permutations of \( e \) and \( \tilde{e} \), and hence so is \( \psi_y \). In particular, \( \psi_y \) reaches a unique maximum on \( \tilde{e} \) which is equal to \( \psi_y(y) \).
At any rate, \( y \) remains a global maximum of \( \psi_y \), whence \( y \in M \) and hence 
\[ [0, 1/2] \subset M. \]

Finally, as before, since the orientation of the edge and the choice of edge itself were arbitrary, we conclude that the whole complete graph is contained in \( M \).

**Proof of Proposition 4.4.** If \( M_{\text{loc}} \) is finite, then there is nothing to prove; so suppose it is infinite. Since \( \Gamma \) is assumed to have a finite number of edges it suffices to prove that on any edge \( e \) of \( \Gamma \) the set of connected components of \( M_{\text{loc}} \cap e \) is finite. But since each edge has finite length, this is a direct consequence of Lemma 5.1: fix \( \varepsilon > 0 \) small enough (any \( \varepsilon \leq \pi/(2 \sqrt{\mu_2(\Gamma)} \) will do), then whenever \( x_1, x_2 \in e \) satisfy \( d_{\text{dist}}(x_1, x_2) < \varepsilon \) and \( x_1, x_2 \in M_{\text{loc}} \), it follows that \( [x_1, x_2] \subset M_{\text{loc}} \).

### 5.2. Uniqueness of minimum and maximum up to a small perturbation: proof of Theorem 4.5.

We show that by an arbitrarily small perturbation of the edge lengths and possibly attaching small pendant edges we can always achieve a metric graph with unique “coldest and hottest points”. We recall that for a metric graph \( \Gamma \) the underlying discrete graph is the unique discrete graph that, together with the length function, constitutes \( \Gamma \).

The following lemma will be essential to the proof of Theorem 4.5.

**Lemma 5.3.** Let \( \Gamma \) be different from a path or a cycle, let \( k \geq 2 \) and denote by \( \psi \) an eigenfunction corresponding to \( \mu_k(\Gamma) \). Then for each \( \varepsilon > 0 \) there exists a graph \( \Gamma_{\varepsilon} \) obtained from \( \Gamma \) by modifying the length of each edge by less than \( \varepsilon \) such that \( \mu_k(\Gamma_{\varepsilon}) \) is simple and the corresponding eigenfunction has pairwise distinct values on the boundary vertices.

**Proof.** We may assume that, after an arbitrarily small perturbation of the edge lengths, each eigenvalue of \( \Gamma \) as well as each eigenvalue of any graph that we may obtain from \( \Gamma \) by gluing together any pair of boundary vertices is simple and the corresponding eigenfunction is nonzero on all vertices; since there are only finitely many such graphs, the main result of [21] guarantees that this is possible. In particular, we may find some \( \delta > 0 \) such that the distance between any two distinct eigenvalues of index no larger than \( k \) on any of these graphs is larger than \( \delta \).

Now let \( \varepsilon > 0 \) and assume that \( v_1, v_2 \) are two distinct boundary vertices such that

\[ \psi(v_1) = \psi(v_2). \tag{5.1} \]

Let \( e_1, e_2 \) be the edges incident to \( v_1 \) and \( v_2 \), respectively. Moreover, let \( \Gamma' \) be any graph obtained from \( \Gamma \) by changing the lengths of \( e_1 \) and \( e_2 \) by less than \( \varepsilon \) in such a way that the new lengths satisfy

\[ L'(e_1) + L'(e_2) = L(e_1) + L(e_2) \tag{5.2} \]

and keeping the lengths of all other edges, \( L'(e) = L(e) \) for all \( e \neq e_1, e_2 \). Thereby we choose \( L'(e_j) \) so close to \( L(e_j) \), \( j = 1, 2 \), that

\[ |\mu_k(\Gamma) - \mu_k(\Gamma')| < \delta \tag{5.3} \]

and such that \( \mu_k(\Gamma') \) is still simple. Take the eigenfunction \( \hat{\psi} \) on \( \Gamma' \) corresponding to \( \mu_k(\Gamma') \) and assume for a contradiction that still

\[ \hat{\psi}(v_1) = \hat{\psi}(v_2). \tag{5.4} \]

Consider the graph \( \bar{\Gamma} \) obtained from \( \Gamma \) by joining the vertices \( v_1, v_2 \). Note that this metric graph is the same that one gets from joining \( v_1 \) and \( v_2 \) in \( \Gamma' \) due to (5.2).
Moreover, by (5.1) and (5.4) both functions \( \psi \) and \( \hat{\psi} \) can be interpreted as eigenfunctions on \( \hat{\Gamma} \) corresponding to the eigenvalues \( \mu_k(\Gamma) \) and \( \mu_k(\Gamma') \), respectively, and according to variational principles,

\[
\mu_k(\Gamma) = \mu_m(\hat{\Gamma}) \quad \text{and} \quad \mu_k(\Gamma') = \mu_n(\hat{\Gamma})
\]

for certain indices \( m, n \leq k \). However, comparing this with (5.3) and the initial choice of \( \delta \) yields \( \mu_k(\Gamma) = \mu_k(\Gamma') \) and thus, \( \psi \) and \( \hat{\psi} \) are eigenfunctions on \( \hat{\Gamma} \) corresponding to the same eigenvalue. Since \( \psi \) and \( \hat{\psi} \) take critical points very close to each other but not at exactly the same point, they are linearly independent, which contradicts the simplicity of the eigenvalues of \( \hat{\Gamma} \).

The above argument reduces the number of pairs of boundary vertices on which \( \psi \) has equal values by one. We may now apply it inductively to every pair of vertices with equal value, for a successively smaller value of \( \varepsilon \) each time which preserves non-equality of all pairs of distinct values, to obtain the conclusion of the lemma. \( \square \)

We can now proceed to the proof of Theorem 4.5.

**Proof of Theorem 4.5.** If \( \Gamma \) is a cycle graph then by attaching an arbitrarily small edge to an arbitrary point on the cycle we obtain a lasso graph, which satisfies the assertion of the theorem, see Example 3.7. Otherwise we may assume from the beginning that \( \mu_2(\Gamma) \) is simple and that the corresponding eigenfunction \( \psi \) nonzero on each vertex, see [21]. Let \( \varepsilon > 0 \). First we will attach pendant edges of length less than \( \varepsilon /2 \) to each point (without loss of generality a vertex of degree at least two) on \( \Gamma \setminus \partial \Gamma \) on which \( \psi \) takes its global maximum or minimum and, at the same time, shorten the lengths of all edges incident to that vertex by less than \( \varepsilon /2 \), by an amount to be specified precisely later. Let \( v \in M(\Gamma) \setminus \partial \Gamma \) and let \( e_1, \ldots, e_d \) be the edges incident to \( v \), assumed to be parametrised away from \( v \). As \( \psi \) takes its maximum at \( v \), one has

\[
\psi_{e_j}(x) = \psi(v) \cos(kx), \quad x \in [0, L(e_j)], \quad j = 1, \ldots, d,
\]

where \( k = \sqrt{\mu_2(\Gamma)} \). Let \( x_0 < L(e_j) \) for \( j = 1, \ldots, d \), and let \( \Gamma' \) be the metric graph obtained from \( \Gamma \) by shortening the length of each of the edges \( e_1, \ldots, e_d \) by \( x_0 \) and attaching one additional pendant edge \( e_{d+1} \) of some length \( \eta \) (to be determined later) to \( v \). On the edges \( e_j \), parametrised as \([x_0, L(e_j)], j = 1, \ldots, d \), we keep the eigenfunction \( \psi \) as before, while on \( e_{d+1} \), parametrised away from \( v \) as \([0, \eta]\), we define

\[
\psi_{e_{d+1}}(x) = \psi(v) \cos(kx) - \sum_{j=1}^{d} \psi'_{e_j}(x_0) \sin(kx), \quad x \in [0, \eta],
\]

and we choose \( \eta \) such that \( \psi'_{e_{d+1}}(\eta) = 0 \). Then \( \eta \) depends smoothly on \( x_0 > 0 \) small, with \( \eta \to 0 \) as \( x_0 \to 0 \). In particular, we may choose \( x_0 \) such that both \( x_0 \) and \( \eta \) are less than \( \varepsilon \). The function on \( \Gamma' \) thus obtained is an eigenfunction of \(-\Delta_{\Gamma'}\), corresponding to the eigenvalue \( k^2 = \mu_2(\Gamma) \), and if \( \varepsilon \) is chosen sufficiently small, then by simplicity of \( \mu_2 \) under perturbations and continuity of the low eigenvalues as \( \varepsilon \to 0 \), see [20], we have that \( \mu_2(\Gamma') = k^2 \) and this eigenvalue is still simple. After applying the same procedure to each point in \( M(\Gamma) \) which is not a boundary vertex, we arrive at a graph \( \Gamma' \) such that \( M(\Gamma') \subset \partial \Gamma' \).

It remains to apply Lemma 5.3 to \( \Gamma' \) and \( \varepsilon /2 \) instead of \( \varepsilon \) to obtain a graph \( \Gamma_{\varepsilon'} \) such that \( \mu_2(\Gamma_{\varepsilon'}) \) is simple and the corresponding eigenfunction has pairwise distinct values at all boundary edges. If the perturbation of the edge lengths is
chosen sufficiently small, by continuity we have $M(\Gamma_\varepsilon) \subset \partial \Gamma_\varepsilon$ and, in particular, $|M(\Gamma_\varepsilon)| = 2$.

5.3. Graphs with a finite number of hot spots: proof of Proposition 4.6. Proposition 4.6 follows from the following explicit example.

Example 5.4. For any $n \geq 2$, there exists a graph $\Gamma_n$ such that $\mu_2(\Gamma_n)$ is simple and $|M| = |M_{loc}| = n$. Indeed, start with a path graph (an interval) of length 1 and attach at one end $n - 1$ equal edges of length $\varepsilon > 0$ each to form $\Gamma_n$; that is, $\Gamma_n$ is an $n$-star with one long and $n - 1$ short edges. Denote by $v_0$ the unique vertex of degree $n$. Then by a standard argument, cf. [16, Section 5.1], we may choose a basis of eigenfunctions on $\Gamma_n$ such that each is either invariant with respect to permutations of the short edges (“even”) or zero at $v_0$ and supported on exactly two short edges (“odd”); moreover, each even eigenfunction is the unique even eigenfunction in its eigenspace (up to scalar multiples). The non-constant even eigenfunction with smallest corresponding eigenvalue is monotonic along the graph, reaching its global minimum at (say) the end of the longer edge and its global maximum at the end of each of the $n - 1$ shorter edges. Call its eigenvalue $\mu$. Then one may easily adapt the proof of [16, Lemma 5.5] to show that every odd eigenfunction has an eigenvalue strictly larger than $\mu$; hence, $\mu = \mu_2(\Gamma)$ and this eigenvalue is simple; in particular, $|M| = n$, and as $M = \partial \Gamma$, Corollary 4.10 yields $M_{loc} = M$.

6. On the location of the hot spots.

6.1. Hot spots and bridges: proof of Theorem 4.9. The next theorem has a number of consequences for the location of the hot spots and will, in particular, lead to the proof of Theorem 4.9.

In what follows, by disconnecting a vertex $v_0$ of $\Gamma$ we understand the result of replacing $v_0$ by $\deg v_0$ vertices of degree one. More precisely, we replace $\Gamma$ by a graph with vertex set $(V \setminus \{v_0\}) \cup \{v_1, \ldots, v_{\deg v_0}\}$ and edge set $(E \setminus (E_{v_0,1} \cup E_{v_0,2})) \cup \{e_1, \ldots, e_{\deg v_0}\}$, where $v_1, \ldots, v_{\deg v_0}$ are vertices of degree one and $e_j$ connects $v_j$ to a vertex which was previously adjacent to $v_0$ in the original graph $\Gamma$, $j = 1, \ldots, \deg v_0$. As any interior point of an edge can be interpreted as a vertex of degree two, we speak accordingly of disconnecting arbitrary points on $\Gamma$.

Theorem 6.1. Given $\Gamma$, let $\psi$ be any eigenfunction of $-\Delta_\Gamma$ corresponding to the eigenvalue $\mu_2(\Gamma)$. Then disconnecting all points in $M^+_{\psi,loc} := \{x \in \Gamma : \psi(x) is a nonzero local maximum for \psi\}$ keeps the graph connected.

As the example of the loop shows, removing the set of all nonzero local extrema of a given eigenfunction corresponding to $\mu_2(\Gamma)$ can disconnect the graph $\Gamma$. We also point out that the resulting connected graph after disconnecting all nonzero local maxima does not need to be a tree and may also be equal to $\Gamma$ (which is the case exactly when all local maxima of $\psi$ lie on $\partial \Gamma$).

Proof of Theorem 6.1. Assume the converse, i.e., after disconnecting all points in $M^+_{\psi,loc}$, the graph has at least two connected components $\Gamma_1$ and $\Gamma_2$. As $\psi$ is strictly positive on each point of $M^+_{\psi,loc}$, see Lemma 2.2, the subsets

$$
\Gamma_j := \{x \in \Gamma_j : \psi(x) < 0\}, \quad j = 1, 2,
$$

are disjoint and each is a connected component.
treated as subsets of $\Gamma$ have positive distance to each other and are nonempty as the restriction $\psi|_{\Gamma_j}$ is a non-constant eigenfunction of $-\Delta_{\Gamma_j}$ and thus has a vanishing integral over $\Gamma_j$, $j=1,2$. Define a function $\tilde{\psi} : \Gamma \to \mathbb{C}$ by

$$\tilde{\psi}(x) = \begin{cases} 
  c_1\psi(x), & \text{for } x \in \Gamma_1^-,
  c_2\psi(x), & \text{for } x \in \Gamma_2^-, \\
  0, & \text{otherwise},
\end{cases}$$

where $c_1, c_2 \in \mathbb{R} \setminus \{0\}$ are chosen such that $\int_\Gamma \tilde{\psi}(x)dx = 0$. Then $\tilde{\psi} \in H^1(\Gamma)$. As $\psi|_{\Gamma_j^-}$ is an eigenfunction of $-\Delta_{\Gamma_j^-}$ corresponding to the eigenvalue $\mu_2(\Gamma)$ which vanishes on the set

$$(\Gamma \setminus \Gamma_j^-) \cap \Gamma_j^-$$

of connection points with the remainder of $\Gamma$, $j=1,2$, we have

$$\int_{\Gamma_j^-} |\tilde{\psi}'(x)|^2 dx = c_1^2 \int_{\Gamma_j^-} |\psi'(x)|^2 dx + c_2^2 \int_{\Gamma_j^-} |\psi'(x)|^2 dx = \mu_2(\Gamma) \int_{\Gamma_j^-} |\psi(x)|^2 dx$$

for $j=1,2$. Hence,

$$\int_\Gamma |\tilde{\psi}'|^2 dx = \int_{\Gamma_1^-} |\psi'|^2 dx + \int_{\Gamma_2^-} |\psi'|^2 dx = \mu_2(\Gamma) \int_\Gamma |\psi(x)|^2 dx.$$  

Together with $\int_\Gamma \tilde{\psi}(x)dx = 0$ this implies that $\tilde{\psi}$ is an eigenfunction of $-\Delta_{\Gamma}$ corresponding to the eigenvalue $\mu_2(\Gamma)$. In particular, $\tilde{\psi}$ satisfies the Kirchhoff condition on both of the sets (6.1). On the other hand, $\tilde{\psi}$ has a fixed sign on $\Gamma_1^-$ and on $\Gamma_2^-$, so that each single derivative has to vanish at each point in (6.1), that is, $\tilde{\psi}$ has local extrema on all of (6.1). As the values of $\tilde{\psi}$ there are all equal to zero, it follows that $\tilde{\psi}$ is constantly equal to zero on each edge incident to (6.1). This contradicts the fact that $\psi$ is strictly negative in the interior of $\Gamma_j^-$, $j=1,2$. \hfill\Box

Now Theorem 4.9 follows easily.

Proof of Theorem 4.9. Let $x \in M_{\text{loc}}$. Then there exists an eigenfunction $\psi$ of $-\Delta_{\Gamma}$ corresponding to $\mu_2(\Gamma)$ that takes a nonzero local maximum at $x$. In particular, by Theorem 6.1 removing $x$ from $\Gamma$ does not disconnect the graph, which implies the assertion. \hfill\Box

6.2. Hot spots and diameter: proof of Propositions 4.11 and 4.12. This subsection is devoted to the distance between the “coldest” and “hottest” spots on a graph. In [44, Section 3] an example of a finite, compact, connected tree graph $\Gamma$ was given for which $\mu_2(\Gamma)$ is simple and the points realising the maximum and the minimum do not realise the diameter,

$$\max\{\text{dist}(x,y) : x,y \in M\} < \text{diam}(\Gamma).$$

(6.2)

In what follows we provide a modification of this example that shows that the ratio in (6.2) can become arbitrarily small. This proves Proposition 4.11.

Example 6.2. We are going to construct a tree $\Gamma$ with the properties claimed in Proposition 4.11 by means of a splitting procedure. We start with a graph $\Gamma^*$ being an equilateral star with four edges $e_1, e_2, e_3, e_4$ each of which has length $1/2$, around a central vertex $v_0$, see Figure 6.1. Then $\mu_2(\Gamma^*) = \pi^2$ and this eigenvalue has multiplicity 3. In what follows we assume that the edges $e_2, e_4$ are parametrised
along the path $\mathcal{P}$ from $v_2$ to $v_4$, that is, we identify $\mathcal{P}$ with the interval $[0, 1]$, where $v_0$ is thus identified with $1/2$. Then the function $\psi^*$ acting as $-\cos(\pi x)$ on $\mathcal{P}$ and being identically equal to zero on the remainder of $\Gamma^*$ is an eigenfunction of $-\Delta_{\Gamma^*}$ corresponding to $\mu_2(\Gamma^*)$. On the path $\mathcal{P} \cong [0, 1]$ let $x_0 = 1/2 + \varepsilon$ for some $\varepsilon \in (0, 1/2)$. At $x_0$ we split the path (i.e. the edge $e_4$) in a balanced way along the eigenfunction to get a new graph $\Gamma^\top$. Namely, we replace $e_4$ by a new edge $\hat{e}_4$ of length $\varepsilon$ emanating from $v_0$ and $m$ edges $e_5, \ldots, e_{4+m}$ connecting $x_0$ to new boundary vertices $v_5, \ldots, v_{4+m}$, where $m \in \mathbb{N}$ is arbitrary, and we let each of these $m$ edges have length

$$L(e_j) = \frac{\arctan \frac{A}{mF}}{\pi}, \quad j = 5, \ldots, 4 + m,$$

where $A = \sin(\pi x_0)$ and $F = -\cos(\pi x_0)$. We parametrise the edges $e_5, \ldots, e_{4+m}$ outgoing from $x_0$ and define a function $\psi^\top$ on $\Gamma^\top$ by letting $\psi^\top$ be equal to $\psi^*$ on $e_1, e_2, e_3, \hat{e}_4$ and

$$\psi^\top_{e_j}(x) = F \cos(\pi x) + \frac{A}{m} \sin(\pi x), \quad x \in (0, L(e_j)), \quad j = 5, \ldots, 4 + m.$$

Obviously $\psi^\top$ satisfies $-\psi^\top'' = \pi^2 \psi^\top$ inside every edge $e$ of $\Gamma$, and it can be checked by calculation that $\psi^\top$ satisfies the continuity and Kirchhoff conditions at $x_0$ as well as Neumann vertex conditions at $v_5, \ldots, v_{4+m}$. Hence, $\psi^\top \in \ker(-\Delta_{\Gamma^\top} - \pi^2)$. Moreover, $\psi^\top$ takes its maximum (with value $\sqrt{A^2/m^2 + F^2}$) only at the vertices $v_5, \ldots, v_{4+m}$ and its minimum only at the vertex $v_2$. Moreover, we have

$$\text{dist}(v_0, v_j) = \varepsilon + \frac{\arctan \frac{A}{mF}}{\pi} = \varepsilon + \frac{\arctan \left( \frac{\pi(1/2 - \varepsilon)}{m} \right)}{\pi},$$

and we can make this arbitrarily small by choosing $\varepsilon$ sufficiently small and $m$ sufficiently large. In the next step we construct our final tree $\Gamma$ from $\Gamma^\top$ by splitting $e_2$ at $1/2 - \varepsilon$ in $m$ edges along $\psi^\top$ in an analogous way. The resulting function $\psi$ on the tree $\Gamma$ is an eigenfunction of $-\Delta_{\Gamma^*}$ corresponding to the eigenvalue $\pi^2$. We claim that $\pi^2$ is still the smallest nontrivial eigenvalue of $\Gamma$; indeed, this follows from [16, Theorem 3.18(4)]: since $\Gamma^*$ can be obtained from $\Gamma$ by “unfolding” the pendant edges $e_5, \ldots, e_{4+m}$ at $x_0 \equiv 1/2 + \varepsilon$ and the corresponding pendant edges at $1/2 - \varepsilon$, we have $\pi^2 = \mu_2(\Gamma^*) \leq \mu_2(\Gamma)$, and conclude that $\mu_2(\Gamma) = \pi^2$. Moreover, for any two points $x, y$ on $\Gamma$ such that $\psi$ takes its maximum at $x$ and its minimum
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\caption{The star graph $\Gamma^*$, the intermediate tree $\Gamma^\top$, and the final, symmetric tree $\Gamma$ in the case $m = 5$.}
\end{figure}
at \( y \) we have
\[
\text{dist}(x, y) = 2\varepsilon + 2\arctan\left(\frac{\tan\left(\frac{\pi(1/2-\varepsilon)}{m}\right)}{\pi}\right),
\]
which can be made arbitrarily small by choosing \( m \) sufficiently large. On the other hand, \( \text{diam } \Gamma = 1 \).

Note that \( \pi^2 \) still has multiplicity 3 in the spectrum of \( \Gamma \), and that \( v_1, v_3 \in M(\Gamma) \) still. However, if we lengthen each of the short edges \( e_5, \ldots \) by an arbitrary \( \delta > 0 \) to obtain a new graph \( \tilde{\Gamma} \), then by [16, Corollary 3.12(2)], we have \( \mu_2(\tilde{\Gamma}) < \mu_2(\Gamma) \); moreover, one may argue exactly as in [44, Section 3] to show that \( \mu_2(\Gamma) \) is simple and its eigenfunction is supported on the complement of \( e_1 \cup e_3 \): in particular, all points in \( M(\tilde{\Gamma}) \) are arbitrarily close to each other.

**Proof of Proposition 4.12.** We assume that the star \( \Gamma \) consists of at least three edges; otherwise it is a path graph and the claim is clearly true.

Let \( \psi \) be as in the proposition. Denote by \( v_0 \) the star vertex (the only vertex with degree larger than one) and let us first consider the case where \( \psi(v_0) = 0 \). In this case, if each edge of \( \Gamma \) is parametrised from \( v_0 \) towards the boundary vertex then \( \psi_e(x) = A_e \sin(kx) \) holds for every edge \( e \), where \( A_e \in \mathbb{R} \) and \( k = \sqrt{\mu_2(\Gamma)} \).

As \( \psi \) has no local extremum in the interior of an edge, see Theorem 4.9, but has a vanishing derivative at the boundary vertex, this implies that for each \( e \in \mathcal{E} \) either \( L(e) = \pi/(2k) \) or \( A_e = 0 \). In other words, each edge in the support of \( \psi \) has length \( \pi/(2k) \). On the other hand, each edge on which \( \psi \) vanishes identically (if any) has length no greater than \( \pi/(2k) \): if \( e \) is an edge with \( L(e) > \pi/(2k) \) then
\[
\text{diam } \Gamma \geq \frac{\pi}{2k} + L(e) > \frac{\pi}{k},
\]
and this contradicts the fact that \( k \leq \pi/\text{diam } \Gamma \) for any tree, see [52, Theorem 3.4]. As \( \psi \) takes its maximum and minimum only on \( \partial \Gamma \), the assertion of the proposition follows.

Let us now consider the case \( \psi(v_0) \neq 0 \). Then \( \psi_e \) is necessarily non-vanishing for each \( e \in \mathcal{E} \). Observe that in this case \( \psi \) has exactly one zero: firstly, it is clear that \( \psi \) has at least one zero as \( \int_{\partial \Gamma} \psi \, dx = 0 \). Assume that \( \psi \) has two different zeros. These zeros must lie on two different edges as otherwise \( \psi \) would have a local extremum inside an edge. But then each of these two edges must have length strictly larger than \( \pi/(2k) \), which implies \( \text{diam } \Gamma > \pi/k \), which again contradicts [52, Theorem 3.4]. Thus \( \psi \) has exactly one zero. Let us denote the edge that contains the zero by \( e_0 \). Without loss of generality we may assume that \( \psi \) is negative between this zero and the boundary vertex \( \hat{v} \) to which \( e_0 \) is incident and positive on the remainder of \( \Gamma \). In particular, the minimum of \( \psi \) is taken on \( \hat{v} \) only, and \( \psi \) has nonzero local maxima at all further boundary vertices. Let us assume further that \( \Gamma \) is parametrised as a rooted tree with root \( \hat{v} \) in the direction from the root towards the remaining boundary vertices. Let us denote by \( e_1, \ldots, e_{E-1} \) the remaining edges.

Define
\[
F = \psi_{e_0}(L(e_0)) = \psi(v_0) > 0 \quad \text{and} \quad A = \frac{\psi'_{e_0}(L(e_0))}{k} > 0.
\]
Due to the continuity and Kirchhoff conditions at \( v_0 \) we have
\[
\psi_{e_j}(x) = F \cos(kx) + A_j \sin(kx), \quad x \in [0, L(e_j)], \quad j = 1, \ldots, E - 1,
\]
where $A_1, \ldots, A_{E-1}$ are positive numbers such that $\sum_{j=1}^{E-1} A_j = A$. As $\psi_{e_j}$ is monotonically increasing on $[0, L(e_j)]$, $j = 1, \ldots, E-1$ and takes its maximum at the endpoint corresponding to $L(e_j)$, it follows by an elementary calculation that the edge length is related to the slope $A_j$ through

$$L(e_j) = \frac{\arctan \frac{A_j}{F}}{k} \quad (6.3)$$

and that the maximal value of $\psi_{e_j}$ is

$$\psi_{e_j}(L(e_j)) = \sqrt{A_j^2 + F^2} \quad (6.4)$$

for $j = 1, \ldots, E-1$. By (6.4), the latter value is maximised among all these edges if $A_j$ is maximised, and by (6.3) this is the case if and only if $L(e_j)$ is maximal. Hence, the global maximum of $\psi$ on $\Gamma$ is taken only at boundary vertices corresponding to edges with maximal length among $e_1, \ldots, e_{E-1}$. Any such edge $e_{j_0}$ satisfies $L(e_{j_0}) < \frac{\pi}{2k} < L(e_0)$ by the above reasoning or, alternatively, by (6.3). It follows that

$$\text{diam } \Gamma = L(e_0) + L(e_{j_0})$$

and the right-hand side equals the distance between the unique point $y = \hat{v}$ where $\psi$ takes its minimum and any point $x$ where $\psi$ takes its maximum. This completes the proof.

To summarise, in the special case of trees, any global extrema must lie on the boundary, but they do not need to lie as far apart from each other as possible. However, the latter is true for any star graph.

**Remark 6.3.** The conclusion of Proposition 4.12 also holds for flowers; that is, if $\Gamma$ is any flower, without loss of generality with at least 3 petals, and $\psi$ is any eigenfunction of $\mu_2(\Gamma)$ with a global maximum at $x$ and a global minimum at $y$, then $\text{dist}(x, y) = \text{diam } \Gamma$. To see this, simply observe that all eigenfunctions associated with $\mu_2(\Gamma)$ are (reflection) symmetric with respect to the midpoint of each petal (cf. Example 3.5). Hence, if we fix an eigenfunction $\psi$ associated with $\Gamma$ and denote by $\tilde{\Gamma}$ the star formed by replacing each petal $e$ by a pendant edge of length $L(e)/2$, then by [16, Corollary 3.6] we have that $\mu_2(\tilde{\Gamma}) = \mu_2(\Gamma)$, and $\psi$ may be identified canonically with an eigenfunction $\tilde{\psi}$ on $\tilde{\Gamma}$ corresponding to $\mu_2(\tilde{\Gamma})$. The result of Proposition 4.12 applied to $\tilde{\Gamma}$ and $\tilde{\psi}$ now yields the corresponding statement for $\Gamma$ and $\psi$.

**7. Graph topology and hot spots: proof of Theorem 4.13.**

**Proof of Theorem 4.13.** The reasoning is always based on the continuity of the eigenfunctions with respect to varying the edge lengths described in Theorem A.1. The idea is similar in all four cases and we discuss only the first case in full detail.

(i) If $|\partial \mathcal{G}| \geq 1$ we choose an edge $e_0$ incident to a vertex of degree one. We obtain an incarnation of $\mathcal{G}$ as a metric graph $\Gamma(\ell)$ by setting $\ell = \{L(e)\}_{e \in \mathcal{E}}$, where $L(e_0) = 1$ and $L(e) = \delta$ for a given $\delta > 0$ to be specified shortly and all edges $e \neq e_0$ (cf. the appendix). Our aim is to compare the eigenfunction on $\Gamma(\ell)$ corresponding to $\mu_2(\Gamma(\ell))$ with the respective eigenfunction on the metric graph $\Gamma$ obtained from $\mathcal{G}$ by setting $\ell(e_0) = 1$ and $\ell(e) = 0$ for all $e \neq e_0$. Then the standard Laplacian on $\Gamma$ can be identified with the Neumann Laplacian on the interval $[0, 1]$ and $\mu_2(\Gamma) = \pi^2$ is a simple eigenvalue. By Theorem A.1 $\mu_2(\Gamma(\ell))$ is simple for all sufficiently small $\delta$
and for each \( \varepsilon > 0 \) we may choose \( \delta \) so small that the corresponding eigenfunctions \( \psi_{2,\ell} \) and \( \psi_2 \) on \( \Gamma(\ell) \) and \( \Gamma \), respectively, satisfy

\[
\sup_{x \in \Gamma(\ell)} \left| \psi_{2,\ell}(x) - \left( J_\ell \psi_2 \right)(x) \right| < \varepsilon,
\]

(7.1)

where the rescaling operator \( J_\ell \) is defined as in (A.1). Note that the function \( \psi_2 \) can be chosen such that its maximum equals one and is taken at the endpoint corresponding to the vertex of degree one in \( G \) to which \( e_0 \) is incident and the function \( J_\ell \psi_2 \) defined on \( \Gamma(\ell) \) is then constantly equal to \(-1\) on every edge apart from \( e_0 \). Thus, as long as \( \varepsilon < \frac{1}{2} \), (7.1) implies that the value of \( \psi_{2,\ell} \) at the boundary vertex belonging to \( e_0 \) is larger than \( \frac{1}{2} \) while on the edges different from \( e_0 \) the function \( \psi_{2,\ell} \) is bounded by \( \frac{1}{2} \). As \( \psi_{2,\ell} \) cannot attain its global maximum inside the edge \( e_0 \) by Theorem 4.9, the global maximum must lie on the boundary vertex of \( e_0 \).

(ii) If \(|\partial G| \geq 2\) we choose two edges corresponding to vertices of degree one, set the corresponding edge lengths to one and make all other lengths small to obtain a metric graph \( \Gamma(\ell) \) corresponding to \( G \). We then compare \( \Gamma(\ell) \) with the eigenfunction of the graph \( \Gamma \) with all lengths zero apart from the two chosen edges that have length one each. This graph can be identified with the interval \([0, 2]\) and the corresponding eigenfunction takes its minimum and maximum on the endpoints of the interval only. Now the eigenfunction on \( \Gamma(\ell) \) is a small perturbation of the one on \( \Gamma \) and has again minimum and maximum at the two chosen boundary vertices only.

(iii) In the case \( \beta \geq 1 \) we may assume that also \(|\partial G| \geq 1\); otherwise we are in the situation of (iv) as \( \Gamma \) is not a cycle graph. Let \( e_0 \) be an edge in the doubly connected part and let \( e_1 \) be an edge incident to a boundary vertex. We choose \( \Gamma(\ell) \) to be the metric graph associated with \( G \) for which \( L(e_0) = L(e_1) = 1 \) and \( L(e) = \delta \) for a sufficiently small \( \delta > 0 \) for all \( e \) different from \( e_0 \) and \( e_1 \). Then the graph \( \Gamma \) to compare with is the lasso graph consisting of a loop \( e_0 \) and a boundary edge \( e_1 \) attached to it, each of them having length one (see also Example 3.7). As for this graph the eigenvalue \( \mu_2(\Gamma) \) is simple and the eigenfunction can be chosen to have its maximum at the midpoint of the loop only (and its minimum at the boundary vertex), also on \( \Gamma(\ell) \) the second eigenfunction takes its maximum only inside \( e_0 \).

(iv) Let us now assume \( \beta \geq 2 \) and let \( e_0, e_1 \) be two edges located in two different cycles of \( G \). We let \( L(e_0) = L(e_1) = 1 \) and make all further edges sufficiently small in the graph \( \Gamma(\ell) \). Then \( \Gamma \) corresponds to the figure-8 graph consisting of two loops of length one each. The corresponding eigenfunction on the figure-8 graph takes, without loss of generality, its minimum at the midpoint of \( e_0 \) only and its maximum at the midpoint of \( e_1 \) only. From this the statement for \( \Gamma(\ell) \) follows as in the earlier cases.

Example 7.1. In order to illustrate the proof of Theorem 4.13 we look at the discrete graph \( G \) consisting of a 3-pumpkin with a boundary edge attached to each of the two vertices, see Figure 7.1. Figure 7.2 indicates possible choices of edge lengths that lead to different locations of hot spots, either both or one or none of them being on the boundary.

8. Further conjectures and remarks. We finish by providing a number of further observations, questions and conjectures about properties of the size and location of the sets \( M \) and \( M_{locc} \) that we expect to hold. In many cases, especially with
the examples, we strongly expect that with enough effort the ideas presented could be made rigorous, but this would go beyond the scope of this work. Here, as always, we are only interested in graphs satisfying Assumption 4.1.

8.1. Conjectures about the number of hot spots. We start with the cardinality of $M$. We saw in Proposition 4.4 that the set of all possible local extrema, $M_{loc}$, is always either finite or uncountable (in fact, it always has a finite number of connected components). If we can find eigenfunctions $\psi_1$ and $\psi_2$ whose respective local maxima are close enough together, then we can form appropriate linear combinations having a local maximum in between those of $\psi_1$ and $\psi_2$; this is the statement of Lemma 5.1. It seems natural to expect that the same is true globally.

Conjecture 8.1. The set $M$ always has a finite number of connected components; in particular, it is either finite or uncountable.

The difficulty lies in controlling the interaction of $\psi_1$ and $\psi_2$ a long way from the maxima in question, as an eigenfunction may potentially have multiple global maxima at considerable distance from each other. Actually, it seems reasonable to ask a stronger question.

Question 8.2. Is it true that $M$ is either finite or equal to $\Gamma$?

The only known examples where $M$ is infinite (equilateral pumpkins, equilateral complete graphs; see Proposition 4.2) have this property because of a high eigenvalue multiplicity and different eigenfunctions supported throughout the graph. To generate a graph $\Gamma$ for which $M$ is infinite but $M \subseteq \Gamma$, one would need to find distinct eigenfunctions both (or all) supported within a proper subset of the graph. At least for the standard Laplacian, it seems unlikely that such eigenfunctions could be generated; the particular case of graphs with bridges should be easier to handle.

Conjecture 8.3. Suppose the graph $\Gamma$ has a bridge. Then $M$ and even $M_{loc}$ are finite.
Note that the presence of a bridge (obviously) does not imply the simplicity of $\mu_2(\Gamma)$, as elementary examples such as stars or star-like graphs show. A related question is a type of inverse problem: if the set $M$ is small, what can we conclude about the eigenfunctions?

Question 8.4. Suppose that $|M| = 2$. Does it follow that $\mu_2(\Gamma)$ is simple?

However, it is natural to ask whether introducing delta or other vertex conditions into the mix might change the picture.

Question 8.5. Is it possible to arrange for an infinite set $M$ of all global minima and maxima of second eigenfunctions of $\Gamma$ for which $M \subset \Gamma$, or even a countably infinite $M$, if other vertex conditions than standard are allowed?

Returning to standard vertex conditions, we may in fact ask:

Question 8.6. Are there any graphs $\Gamma$ for which $M = \Gamma$ apart from equilateral pumpkins and complete graphs?

We saw in Theorem 4.5 above that up to a small modification of the edge lengths and possibly attaching short pendant edges one has $|M| = 2$. Actually, it may be expected that this is a generic property, that is, it can be reached by only perturbing the edge lengths by an arbitrarily small perturbation.

Conjecture 8.7. Generically, the eigenvalue $\mu_2(\Gamma)$ is simple and the corresponding eigenfunction has exactly one minimum and one maximum, i.e., $|M| = 2$.

However, producing examples $\Gamma$ where $|M| \geq 3$ should also be possible even in the absence of symmetry or commensurability properties of $\Gamma$.

Conjecture 8.8. There exists a graph $\Gamma$ all of whose edge lengths are pairwise rationally independent but for which $|M| = 3$ (or $|M| = n$ for any given $n \geq 2$).

We expect the graph depicted in Figure 8.1 to provide such an example.

![Figure 8.1. A graph for which we expect that $M = \{v_-, v_2, v_3\}$ is possible even if the edge lengths are incommensurable.](image)

The idea is that $e_-$ should be very long, so that the eigenfunction reaches its unique minimum (say) at $v_-$, and is monotonically increasing on the other edges towards $v_1, v_2, v_3$. For any given edge length $L(e_3)$, it is possible to choose $L(e_0), L(e_1), L(e_2)$ in such a way that the global maximum is at both $v_2$ and $v_3$ (this requires $L(e_2) > L(e_1)$ and $L(e_0) + L(e_2) > L(e_3)$). Since for any value of $L(e_3)$ there exist multiple possible choices of $L(e_0), L(e_1), L(e_2)$ which work, a continuity argument should be able to establish that there is a rationally independent choice which works.
8.2. **Conjectures about the location of the hot spots.** We now formulate a couple of conjectures regarding the location of the hot spots which arise from our considerations above, in particular the question of the distance between them and the diameter of the graph. We recall from Proposition 4.11 and Example 6.2 that in general there is no relation between diameter and the distance between the hottest and coldest points of the graph. While this example was a tree, it is of course possible to find graphs without any boundary for which the distance between hottest and coldest points is still arbitrarily small compared with the diameter (cf. Example 4.8). But such examples still have an essentially tree-like structure.

**Conjecture 8.9.** For every $\varepsilon > 0$ there exists a doubly connected graph $\Gamma$ (cf. Section 4.2) with $\text{diam} \, \Gamma = 1$ such that $\mu_2(\Gamma)$ is simple and $\max \{\text{dist}(x, y) : x, y \in M\} < \varepsilon$.

A candidate graph, a kind of “pumpkin necklace”, is depicted in Figure 8.2.

![Figure 8.2](image)

**Figure 8.2.** A candidate graph for Conjecture 8.9. Candidate locations for the hot spots are marked in grey (the precise location will depend on the respective edge lengths and the “thickness” of the pumpkins, and could be within the pumpkins).

The idea is that the two small but thick equilateral pumpkins are of order $\varepsilon$ apart from each other. If they are thick enough (i.e., have enough parallel edges), then the eigenfunction should take on its maximum on or near one and its minimum on or near the other. On the subject of pumpkins, we briefly mention the following question arising from Example 3.3: we noted there that $M_{\text{loc}}$ either consists of the midpoints of each edge, or the two points on the longest edge at the correct distance from each other. In fact, for $M$, it seems clear that the global extrema should be at the midpoints of the longest two edges (corresponding to the diameter of the graph). This should be easy but tedious to prove; since we do not need it, we leave it as a conjecture.

**Conjecture 8.10.** If $\Gamma$ is a (non-equilateral) pumpkin for which $\mu_2(\Gamma)$ is simple, then $|M| = 2$ and $\max \{\text{dist}(x, y) : x, y \in M\} = \text{diam} \, \Gamma$.

Note that in this case we would have $|M_{\text{loc}}| = E$.

**Appendix A. Continuity of the eigenfunctions with respect to edge lengths.** In this appendix we establish convergence of eigenfunctions in an appropriate sense as the edge lengths of the metric graph $\Gamma$ (as always taken to satisfy Assumption 4.1) vary and tend to some limit, including possibly length zero in the limit. The convergence of the corresponding eigenvalues is now well known and can be found, for example, in [14, Appendix A] or [20, Theorem 3.6]; convergence of the eigenvalues and eigenfunctions when the edge lengths remain strictly positive in the limit has been known for longer (see for example [19]). While [20] also establishes
generalised norm resolvent convergence (again, in an appropriate sense; see also [24] for related results in a somewhat different context), here we will give an elementary proof “by hand” that the eigenfunctions, suitably scaled, converge in $H^1$ and hence in $L^\infty$. As a direct consequence hot and cold spots behave continuously with respect to edge length perturbations (although care is needed in the case of eigenvalue crossings).

We will work with the following set-up. Let $\mathcal{G}$ be a given discrete graph. Consider a corresponding metric graph $\Gamma(\ell)$ obtained by equipping $\mathcal{G}$ with a vector $\ell = \{L(e)\}_{e \in E}$ of positive edge lengths. We are going to send the vector $\ell$ to a limit $\tilde{\ell} = \{L(e)\}_{e \in \tilde{E}}$ that is allowed to contain zero entries and denote the metric graph corresponding to these edge lengths by $\Gamma(\tilde{\ell})$. We stress that the underlying discrete graph of $\Gamma(\ell)$ no longer equals $\mathcal{G}$ if $\ell$ has zero entries. In fact, denoting by $\Gamma_+(\ell)$ the subgraph of $\Gamma(\ell)$ that consists of all edges $e$ such that $L(e) > 0$ and by $\mathcal{G}_+$ the corresponding subgraph of $\mathcal{G}$, the underlying discrete graph of $\Gamma(\tilde{\ell})$ may be obtained from $\mathcal{G}_+$ by gluing together pairs of vertices incident with edges to be shrunk to zero. We denote by $\mathcal{E}_+$ the subset of edges $e$ of $\mathcal{G}$ for which $L(e)$ is positive, i.e. the edge set of $\mathcal{G}_+$. Accordingly we set $\mathcal{E}_0 = \mathcal{E} \setminus \mathcal{E}_+$ and denote by $\Gamma_0(\ell)$ the subgraph of $\Gamma(\ell)$ formed by the edges in $\mathcal{E}_0$. To simplify notation we will often suppress the $\tilde{\ell}$ and just write $\Gamma$ for the limit graph $\Gamma(\tilde{\ell})$.

Given the $k$-th eigenvalue $\mu_k(\Gamma(\ell))$ of the standard Laplacian on $\Gamma(\ell)$, we will denote by $\psi_{k,\ell}$ a corresponding eigenfunction, normalised so that $\|\psi_{k,\ell}\|_{L^2(\Gamma(\ell))} = 1$. Likewise, for the eigenvalue $\mu_k(\Gamma)$ on $\Gamma$, $\psi_k$ will denote a corresponding eigenfunction with $\|\psi_k\|_{L^2(\Gamma)} = 1$. Finally, we define a family of scaling operators $J_\ell: H^1(\Gamma) \to H^1(\Gamma(\ell))$ as follows. Given a function $f \in H^1(\Gamma)$, we define

$$
(J_\ell f)(x) := \begin{cases} 
\sum_{e \in \mathcal{E}_+} \chi_e(x) \sqrt{\frac{L(e)}{L(\ell)}} f \left( \frac{L(e)}{L(\ell)} x \right), & x \in \Gamma_+(\ell), \\
\sum_{e \in \mathcal{E}_0} \chi_e(x) f(v_e), & x \in \Gamma_0(\ell),
\end{cases}
$$

where $v_e$ is the vertex of $\Gamma$ into which the edge $e$ collapses; that is, we rescale the edges that tend to a positive limit linearly and extend $f$ by a constant to the edges that are shrunk to zero. We remark that this approach differs slightly from the one used in [20, Section 3]. Now we can state the convergence result for the eigenfunctions.

**Theorem A.1.** With the notation described above, suppose that $\mu_k(\Gamma)$ is a simple eigenvalue of the Laplacian on $\Gamma = \Gamma(\ell)$ with standard vertex conditions. Then $\mu_k(\Gamma(\ell))$ is also simple for all $\ell$ sufficiently close to $\tilde{\ell}$, $\mu_k(\Gamma(\ell)) \to \mu_k(\Gamma)$ as $\ell \to \tilde{\ell}$, and if the normalised eigenfunctions $\psi_{k,\ell}$ are chosen correctly (i.e., with the correct sign), then $\psi_{k,\ell} - J_\ell \psi_k \to 0$ in $H^1(\Gamma(\ell))$. In particular,

$$
\sup_{x \in \Gamma(\ell)} \left| \psi_{k,\ell}(x) - (J_\ell \psi_k)(x) \right| \to 0
$$

as $\ell \to \tilde{\ell}$.

**Remark A.2.** If $\mu_k(\Gamma)$ is not simple, say $\mu_k(\Gamma) = \mu_{k+1}(\Gamma)$, then there are two possibilities: either (1) $\mu_k(\Gamma(\ell)) = \mu_{k+1}(\Gamma(\ell))$ for all $\ell$ sufficiently close to $\tilde{\ell}$ and the convergence statements of the theorem continue to hold for both $\mu_k$ and $\mu_{k+1}$ and a suitably chosen basis of the space of corresponding eigenfunctions; or (2) $\mu_k(\Gamma(\ell)) < \mu_{k+1}(\Gamma(\ell))$. In the latter case, given $\psi_{k,\ell}$ and $\psi_{k+1,\ell}$, we can find a basis of eigenfunctions $\{\psi_k, \psi_{k+1}\}$ for $\mu_k(\Gamma) = \mu_{k+1}(\Gamma)$, such that the conclusions
Lemma A.3. Given Γ, let ψ be an eigenfunction corresponding to the eigenvalue μ > 0 of the Laplacian on Γ with standard vertex conditions, normalised so that ∥ψ∥_{L^2(Γ)} = 1. Then

∥ψ∥_{L^\infty(Γ)} \leq \sqrt{\mu L(Γ)}. \tag{A.2}

In particular, if Γ₀ ⊂ Γ is an arbitrary subgraph of Γ, then

∥ψ|_{Γ₀}∥_{L^2(Γ₀)} \leq \sqrt{L(Γ₀)μ L(Γ)}. \tag{A.3}

For the derivative ψ' we have

∥ψ'∥_{L^\infty(Γ)} \leq μ L(Γ)∥ψ∥_{L^\infty(Γ)}, \tag{A.4}

and, with Γ₀ as above,

∥ψ'|_{Γ₀}∥_{L^2(Γ₀)} \leq \sqrt{L(Γ₀)μ L(Γ)}∥ψ∥_{L^\infty(Γ)} \leq \sqrt{L(Γ₀)(μ L(Γ))^{3/2}}. \tag{A.5}

Proof. Since μ > 0 is not the first eigenvalue, ψ changes sign in Γ and so there exist x₀, xₘ ∈ Γ such that ψ(x₀) = 0 and |ψ(xₘ)| = ∥ψ∥_{L^\infty(Γ)}; we will assume without loss of generality that ψ(xₘ) > 0, and that x₀ and xₘ are vertices (possibly of degree two). Now since Γ is connected, there exists a non-self-intersecting path P ⊂ Γ running from x₀ to xₘ. Hence, by the fundamental theorem of calculus applied to ψ ∈ C^∞(0, L(e)) along each edge e in P,

∥ψ∥_{L^\infty(Γ)} = \psi(xₘ) - \psi(x₀) = \int_P ψ'(x) dx \leq \int_P |ψ'(x)| dx \leq \sqrt{L(P)}∥ψ'∥_{L^2(P)},

where the last estimate follows from the Cauchy–Schwarz inequality. Since P is non-self-intersecting, L(P) ≤ L(Γ) and

∥ψ'∥_{L^2(P)} \leq ∥ψ'∥_{L^2(Γ)} = \sqrt{μ}.

This proves the first assertion. For the second, simply use the inequality

∥ψ|_{Γ₀}∥_{L^2(Γ₀)}^2 \leq L(Γ₀)∥ψ|_{Γ₀}∥_{L^\infty(Γ₀)}^2.

For the third, fix any edge e ≃ [0, L(e)]; then for any x, y ∈ [0, L(e)] we have

|ψ'(x) - ψ'(y)| = \left| \int_x^y ψ''(t) dt \right| = μ \left| \int_x^y ψ(t) dt \right| ≤ μ L(e)∥ψ∥_{L^\infty(0, L(e))}.

This gives us a corresponding bound on the oscillation on that edge,

osc_e ψ' := \sup_{x,y \in [0, L(e)]} |ψ'(x) - ψ'(y)| ≤ μ L(e)∥ψ∥_{L^\infty(0, L(e))}. \tag{A.6}

Since ψ' is not continuous on Γ, an additional argument is necessary to obtain (A.4) from (A.6). First observe that since μ > 0 and hence ψ is not constant, it attains a maximum; moreover, since ψ' is continuous on each (closed) edge, ∥ψ'∥_{L^\infty(Γ)} is attained. We select a point v₀ at which |ψ'| attains its maximum; we assume without loss of generality that v₀ is a vertex, possibly of degree two (and the maximum is attained at the endpoint of a given edge e₀ incident to v₀); we also assume that the edge orientation is such that v₀ = o(e₀) and ψ'e₀(0) > 0. Finally, we likewise assume that every local maximum of ψ is a vertex (of degree ≥ 1). Note that at
any local maximum of $\psi$ the Kirchhoff condition guarantees that all derivatives are zero.

By assumption, with our orientation $\psi$ is monotonically increasing on $e_0$. We now consider the closed subset $\hat{\Gamma}$ of $\Gamma$ consisting of all (oriented) maximal increasing paths from $v_0$, as follows: we call a non-self-intersecting oriented path starting from $v_0$ (more precisely, starting along $e_0$) maximal if $\psi$ is increasing along each edge of the path, and the path ends at a local maximum of $\psi$. Since $\psi$ has at least one maximum, the set of all maximal paths is non-empty; as announced, we denote by $\hat{\Gamma}$ their union.

We claim that

$$\|\psi'|_{L^\infty(\Gamma)} \leq \sum_{e \in \hat{\Gamma}} \text{osc}_e \psi'.$$

(A.7)

The desired estimate (A.4) then follows from (A.7) and (A.6) by summing the latter over all edges in $\hat{\Gamma}$. To prove the claim, we note that the orientation of all paths in $\hat{\Gamma}$ is consistent, in the sense that if any two paths share an edge, then that edge carries the same orientation on both paths; moreover, with said orientation, $\psi$ is monotonically increasing on each edge. For each such edge $e \simeq [0, L(e)]$, we will assume the orientation is such that 0 is the initial vertex and $L(e)$ the terminal vertex, that is, $\psi(0) < \psi(x) < \psi(L(e))$ for all $x \in (0, L(e))$.

As such, for any vertex $v \in \hat{\Gamma}$ (excluding $v_0$) all edges in $\hat{\Gamma}$ incident to it may be classified as either incoming (if the paths are oriented towards $v$ on these edges, equivalently, $\psi$ on these edges is below $\psi(v)$) or outgoing ($\psi$ is above $\psi(v)$). Moreover, by construction, if $v \in \hat{\Gamma}$ is not a local maximum, then every edge incident to it such that $\psi$ is increasing on that edge away from $v$, that is the derivative on $e$ in the direction towards $v$ is negative, is necessarily in $\hat{\Gamma}$, as this set is the union of all possible maximal paths. Hence, for every such $v$, with the notation and orientation as above, the Kirchhoff condition implies that

$$\sum_{e \in \mathcal{E}(\hat{\Gamma}) \text{ incoming at } v} \psi'(L(e)) \leq \sum_{e \in \mathcal{E}(\hat{\Gamma}) \text{ outgoing at } v} \psi'(0).$$

(A.8)

Now by our choice of orientation and the fact that $\psi$ is monotonically increasing (and hence $\psi'$ is positive but monotonically decreasing), on every edge $e$ in $\hat{\Gamma}$ we have

$$\psi'(0) = \psi'(L(e)) + \text{osc}_e \psi'.$$

(A.9)

An induction argument combining (A.8) and (A.9), plus the initial condition $\psi'|_{e_0}(0) = \|\psi'|_{L^\infty(\Gamma)}$ at the initial edge $e_0$, and the terminal conditions $\psi' = 0$ at the end of every path, proves the claim and hence (A.4). Finally, (A.5) follows from (A.4) just as (A.3) follows from (A.2). \qed

Proof of Theorem A.1. The convergence of the eigenvalues follows directly from the references given at the beginning of the appendix. We have to prove the statements about the eigenfunctions. For this we introduce the following notation: for any $f \in L^2(\Gamma)$ we define a function $\tilde{f} \in L^2(\Gamma)$ by

$$\tilde{f}(x) := \sum_{e \in \mathcal{E}} \chi_e(x) \sqrt{\frac{L(e)}{L_0}} f\left(\frac{L(e)}{L_0} x\right), \quad x \in \Gamma,$$
that is, \( \tilde{f} \) is obtained from \( f \) by rescaling the function on edges that maintain a positive length in the limit as \( \ell \to \tilde{\ell} \) and the edges whose lengths converge to zero are cut off from the support of \( f \). We remark that \( f \in H^1(\Gamma(\ell)) \) implies that \( f \) belongs to \( \widetilde{H}^1(\Gamma) \) but not necessarily to \( H^1(\Gamma) \). We remark also that for any \( f \in H^1(\Gamma) \) and any \( \ell \) we have \( \mathcal{J}_\ell f = f \) with \( \mathcal{J}_\ell \) defined in \((A.1)\). In steps 1–5 of this proof we will show that for the eigenfunctions \( \psi_{k,\ell}, \psi_k \) mentioned in the theorem we have

\[ \psi_{k,\ell} \to \psi_k \]  

in \( \widetilde{H}^1(\Gamma) \) and, hence, also in \( C(0, \widetilde{L}(e)) \) for each edge \( e \) of \( \Gamma \). In Step 6 we will then obtain the actual statement of the theorem.

**Step 1:** up to a subsequence, \( (\psi_{k,\ell}) \) has a weak limit \( \psi^* \) in \( \widetilde{H}^1(\Gamma) \) as \( \ell \to \tilde{\ell} \); convergence is strong in \( L^2(\Gamma) \), and \( \|\psi^*\|_{L^2(\Gamma)} = 1 \). To prove this, first note that (with our normalisation) \( \|\psi_{k,\ell}\|_{L^2(\Gamma(\ell))} = \mu_k(\Gamma(\ell)) \to \mu_k(\Gamma) \), which means, when combined with the definition of \( \psi_k \) and the convergence of the edge lengths, that the family \( (\psi_{k,\ell}) \) is bounded in \( \widetilde{H}^1(\Gamma) \) for \( \ell \) in a neighbourhood of \( \tilde{\ell} \). This gives the existence of a weakly convergent subsequence as \( \ell \to \tilde{\ell} \) (say, to \( \psi^* \)), which is strongly convergent in \( L^2(\Gamma) \) by compactness of the embedding \( \widetilde{H}^1(\Gamma) \hookrightarrow L^2(\Gamma) \).

Now it follows from a short calculation that

\[ \|\tilde{\psi}_{k,\ell}\|_{L^2(\Gamma)}^2 = \int_{\Gamma_+}(\ell) |\tilde{\psi}_{k,\ell}|^2 \, dx = \|\psi_{k,\ell}\|_{L^2(\Gamma(\ell))}^2 - \int_{\Gamma_0(\ell)} |\psi_{k,\ell}|^2 \, dx, \]

and by \((A.3)\) we have

\[ \int_{\Gamma_0(\ell)} |\psi_{k,\ell}|^2 \, dx \leq L(\Gamma_0(\ell))\mu_k(\Gamma(\ell))L(\Gamma(\ell)) \to 0 \]

as \( \ell \to \tilde{\ell} \). As the \( \psi_{k,\ell} \) are normalised it follows that \( \|\psi^*\|_{L^2(\Gamma)} = \lim_{\ell \to \tilde{\ell}} \|\tilde{\psi}_{k,\ell}\|_{L^2(\Gamma)} = 1 \).

**Step 2:** \( \psi^* \in H^1(\Gamma) \). Let \( e \in \mathcal{E}_0 \), that is, \( L(e) \to 0 \) as \( \ell \to \tilde{\ell} \). To show that \( \psi^* \in H^1(\Gamma) \), it suffices to show that

\[ \psi_{k,\ell}(L(e)) - \psi_{k,\ell}(0) \to 0 \]  

\((A.11)\)

as \( \ell \to \tilde{\ell} \), since then \( \psi^* \) will satisfy the continuity condition at the corresponding vertex in \( \Gamma \) (since then \((A.11)\) will hold for all such edges, and \( \tilde{\psi}_{k,\ell} \) is by construction continuous across every pair of adjacent edges which are not separated by vanishing edges in \( \Gamma(\ell) \)). To prove \((A.11)\) we argue as in the proof of Lemma \(A.3: \)

\[ \int_0^{L(e)} |\psi_{k,\ell}| \, dx \leq \sqrt{L(e)}\|\psi_{k,\ell}\|_{L^2(0,L(e))} \leq \sqrt{L(e)}\|\psi_{k,\ell}\|_{L^2(\Gamma(\ell))} = \sqrt{L(e)}\sqrt{\mu_k(\Gamma(\ell))} \to 0 \]

since \( L(e) \to 0 \) and \( \mu_k(\Gamma(\ell)) \) remains bounded as \( \ell \to \tilde{\ell} \).

**Step 3:** up to a subsequence,

\[ \|\tilde{\psi}_{k,\ell}\|_{\widetilde{H}^1(\Gamma)}^2 \to 1 + \mu_k(\Gamma) \]  

\((A.13)\)

as \( \ell \to \tilde{\ell} \). Indeed, we already showed that \( \|\tilde{\psi}_{k,\ell}\|_{L^2(\Gamma)}^2 \to 1 \) in Step 1. Moreover,

\[ \|\tilde{\psi}_{k,\ell}\|_{L^2(\Gamma)}^2 = \sum_{e \in \mathcal{E}_+} \left( \frac{L(e)}{L(\ell)} \right)^2 \int_0^{L(e)} |\psi_{k,\ell}|^2 \, dx \leq \max_{e \in \mathcal{E}_+} \left( \frac{L(e)}{L(\ell)} \right)^2 \int_{\Gamma_+(\ell)} |\psi_{k,\ell}|^2 \, dx \]
and in the same way
\[ \psi_k,\ell \to k,\ell \] by Step 3. Since
\[ \psi \to k,\ell \] as
\[ \ell \to \ell \] by (A.5), the latter estimates and
\[ \|\psi_k,\ell\|_{L^2(\Gamma)}^2 = \mu_k(\Gamma) \] yield
\[ \|\psi_k,\ell\|_{L^2(\Gamma)} \to \mu_k(\Gamma) \] as
\[ \ell \to \ell \]. This proves (A.13).

**Step 4:** \[ \psi^* = \psi_k \] is the eigenfunction for \( \mu_k(\Gamma) \). We prove this by induction on \( k \).

When \( k = 1 \) the claim is a direct consequence of the fact that the eigenfunctions are constant: we have
\[ \tilde{\psi}_1,\ell = \frac{1}{L(\Gamma)} \quad \tilde{\psi}_1 = \frac{1}{L(\Gamma)} \]
and \( L(\Gamma) \to L(\Gamma) \) as \( \ell \to \ell \). Now suppose the assertion is true for \( i = 1, \ldots, k - 1 \).

Firstly, since up to a subsequence \( \tilde{\psi}_k,\ell \) converges weakly to \( \psi^* \) in \( H^1(\Gamma) \), for this subsequence we have
\[ \|\psi^*\|_{H^1(\Gamma)}^2 \leq \liminf_{\ell \to \ell} \|\tilde{\psi}_k,\ell\|_{H^1(\Gamma)}^2 = 1 + \mu_k(\Gamma) \]
by Step 3. Since \( \psi^* \in H^1(\Gamma) \) with \( \|\psi^*\|_{L^2(\Gamma)} = 1 \), by the variational characterisation of \( \mu_k(\Gamma) \) it suffices to show that \( \psi^* \) is orthogonal in \( L^2(\Gamma) \) to the eigenfunctions \( \psi_1, \ldots, \psi_{k-1} \). For this, in turn it suffices to show that
\[ \int_\Gamma \tilde{\psi}_i,\ell \tilde{\psi}_k,\ell \, dx \to 0 \] (A.14)
for all \( i = 1, \ldots, k - 1 \), since then
\[ \int_\Gamma \tilde{\psi}_i \psi^* \, dx = \lim_{\ell \to \ell} \int_\Gamma \tilde{\psi}_i \tilde{\psi}_k,\ell \, dx = \lim_{\ell \to \ell} \int_\Gamma \tilde{\psi}_i,\ell \tilde{\psi}_k,\ell \, dx = 0, \]
where we have used the weak convergence of \( \tilde{\psi}_k,\ell \) to \( \psi_k \), and the strong convergence of \( \tilde{\psi}_i,\ell \) to \( \psi_i \), in \( L^2(\Gamma) \). To prove (A.14), fix \( i \) and use the definition of the rescaled functions:
\[ \int_\Gamma \tilde{\psi}_i,\ell \tilde{\psi}_k,\ell \, dx = \int_{\Gamma_\ell} \psi_i,\ell \psi_k,\ell \, dx. \] (A.15)
Since on the other hand by the orthogonality of the eigenfunctions on \( \Gamma(\ell) \) we have
\[ 0 = \int_{\Gamma_\ell} \psi_i,\ell \psi_k,\ell \, dx + \int_{\Gamma_0(\ell)} \psi_i,\ell \psi_k,\ell \, dx, \]
and
\[ \left| \int_{\Gamma_0(\ell)} \psi_i,\ell \psi_k,\ell \, dx \right| \leq \|\psi_i,\ell\|_{L^2(\Gamma_0(\ell))} \|\psi_k,\ell\|_{L^2(\Gamma_0(\ell))} \to 0 \]
by (A.3), together with (A.15) this establishes (A.14) and hence the claim.
Step 5: assertion (A.10). This is now an easy consequence of the previous steps. Indeed, up to a subsequence \((\tilde{\psi}_{k,\ell})\) converges weakly to \(\psi_k\) in \(H^1(\Gamma)\) by Step 4 and the norms converge to \(\sqrt{1 + \mu_k(\Gamma)} = \|\psi_k\|_{H^1(\Gamma)}\). From this we obtain strong convergence of a subsequence in \(H^1(\Gamma)\). Since the same argument applies to a subsequence of any sequence in the family \((\tilde{\psi}_{k,\ell})\), always with the same limit \(\psi_k\) (possibly up to the choice of the sign), this yields the convergence (A.10) in \(H^1(\Gamma)\). As the embedding of \(H^1(0, \tilde{L}(e))\) into \(C(0, \tilde{L}(e))\) is continuous on each edge \(e\) of \(\Gamma\), convergence also in \(C(0, \tilde{L}(e))\) follows on each edge.

Step 6: assertion of the theorem. First note that for \(x \in \Gamma_+(\ell)\) we have

\[
\psi_{k,\ell}(x) - (J_\ell \psi_k)(x) = \sum_{e \in \mathcal{V}_+} \chi_e(x) \sqrt{\frac{L(e)}{\tilde{L}(e)}} \left( \tilde{\psi}_{k,\ell} \left( \frac{\tilde{L}(e)}{L(e)} x \right) - \psi_k \left( \frac{\tilde{L}(e)}{L(e)} x \right) \right)
\]

and thus

\[
\sup_{x \in \Gamma_+(\ell)} \left| \psi_{k,\ell}(x) - (J_\ell \psi_k)(x) \right| \leq \max_{e \in \mathcal{V}_+} \sqrt{\frac{L(e)}{\tilde{L}(e)}} \sup_{y \in \Gamma} \left| \tilde{\psi}_{k,\ell}(y) - \psi_k(y) \right| \to 0 \quad (A.16)
\]

as \(\ell \to \tilde{\ell}\) by the result of Step 5. In order to show the desired convergence on the edges in \(\mathcal{E}_0\) we assume first for simplicity that \(|\mathcal{E}_0| = 1\) and that \(e\) is the unique edge in \(\mathcal{E}_0\). Denote by \(v_e\) the vertex corresponding to the zero endpoint of \(\Gamma(e)\) (assuming without loss of generality that the parametrisation direction is chosen independently of \(\ell\)) and by \(\Gamma_+\) the metric graph obtained by equipping \(\mathcal{G}_+\) with the edge lengths \(\tilde{L}(e), e \in \mathcal{E}_+\). Then \(\tilde{\psi}_{k,\ell}|_{\Gamma_+}\) is continuous on \(\Gamma_+\) and for \(x \in [0, \tilde{L}(e)]\) we have

\[
\left| \psi_{k,\ell}(x) - (J_\ell \psi_k)(x) \right| = \left| \psi_{k,\ell}(x) - \psi_k(v_e) \right| \leq \left| \psi_{k,\ell}(x) - \psi_{k,\ell}(v_e) \right| + \left| \psi_{k,\ell}(v_e) - \psi_k(v_e) \right|.
\]

The second summand converges to zero as \(\ell \to \tilde{\ell}\) by the result of Step 5. For the first one analogously to the computation (A.12) we get

\[
\left| \psi_{k,\ell}(x) - \psi_{k,\ell}(v_e) \right| \leq \int_0^x |\psi'_{k,\ell}(t)| \, dt \leq \sqrt{\tilde{L}(e)} \sqrt{\tilde{\ell} \mu_k(\Gamma)} \to 0
\]

as \(\ell \to \tilde{\ell}\). Putting this into (A.17) and combining it with (A.16) we obtain the assertion of the theorem in the case that only one edge length shrinks to zero. The general result can be obtained by applying what we have proved successively. \(\square\)
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