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Abstract

\textbf{Background:} Quality indicators are frequently used to assess the performance of healthcare providers, in particular hospitals. Established approaches to the design of such indicators are subject to distortions due to indirect standardization and high variance of estimators. Indicators for geographical regions are rarely considered.

\textbf{Objectives:} To develop and evaluate a methodology of Multilevel Quality Indicators (MQI) for both healthcare providers and geographical regions.

\textbf{Research Design:} We formally derived MQI from a statistical multilevel model, which may include characteristics of patients, providers, and regions. We used Monte Carlo simulation to assess the performance of MQI relative to established approaches based on the standardized mortality/morbidity ratio (SMR) and the risk-standardized mortality rate (RSMR).

\textbf{Measures:} Rank correlation between true provider/region effects and quality indicator estimates; shares of the 10\% best and 10\% worst providers identified by the quality indicators.

\textbf{Results:} The proposed MQI are 1) standardized hospital outcome rate (SHOR), 2) regional SHOR (RSHOR), and 3) regional standardized patient outcome rate (RSPOR). Monte Carlo simulations indicated that the SHOR provides substantially better estimates of provider performance than the SMR and RSMR in almost all scenarios. RSPOR was slightly more stable than the regional SMR. We also found that modeling of regional characteristics generally improves the adequacy of provider-level estimates.

\textbf{Conclusions:} MQI methodology facilitates adequate and efficient estimation of quality indicators for both healthcare providers and geographical regions.

Introduction

Quality indicators are used to assess and compare the performance of healthcare providers, in particular hospitals\textsuperscript{1–3}. Over the last decades, numerous quality indicators have been designed for different patient groups and various outcomes. At the same time, there has been extensive research on the methodological foundations of quality measurement in healthcare. This research has highlighted several methodological issues and potentials for improvement. As briefly described in the following, key methodological challenges include the choice of an appropriate standardization approach and issues related to statistical efficiency. Moreover, while many indicators aim to measure quality at the level of healthcare providers, there is a lack of broader, policy-relevant indicators at the level of geographical regions.

Indirect vs. direct standardization

Most quality indicators are adjusted for patient-specific risk factors to account for case mix differences between healthcare providers. While there is considerable methodological heterogeneity\textsuperscript{4–6}, the most common approach to risk adjustment in practical applications is based on the standardized mortality/morbidity ratio (SMR)\textsuperscript{7–9}. The SMR relates each healthcare provider’s observed outcome rate (e.g., mortality, morbidity, or complication rate) to the outcome rate that would be expected based on the
provider’s case mix. The provider’s expected outcome rate is usually derived from a logistic regression model.

Previous studies showed that measures of indirect standardization such as the SMR are subject to distortions that may induce misleading results.\textsuperscript{10–12} In principle, direct standardization overcomes the shortcomings of indirect standardization. However, conventional approaches to direct standardization require that all patient groups considered in risk adjustment were treated by all considered healthcare providers.\textsuperscript{13} This requirement is almost never fulfilled. A possible solution is direct standardization based on a (semi-)parametric statistical model.\textsuperscript{13–15} Despite its advantages, this approach is rarely used in practical applications.

**Statistical efficiency**

An essential assumption that underlies quality indicators is that the performance of healthcare providers has sufficiently strong, measurable influence on patient outcomes. The validity of this assumption has been questioned, particularly regarding quality indicators focusing on hospital mortality.\textsuperscript{16,17} From a statistical viewpoint, weak influence of provider performance on patient outcomes corresponds to a low signal-to-noise ratio. This low signal-to-noise ratio results in a high variance of estimators of provider performance. Consequently, empirical estimates may not facilitate reliable assessment and comparison of healthcare providers.\textsuperscript{18} Since the variance of estimators is, in general, inversely related to sample size, this issue is particularly relevant for the assessment of healthcare providers treating a small number of patients.

A promising approach that has the potential to address the problem of low signal-to-noise ratios effectively has recently been proposed in the methodological literature.\textsuperscript{15,19} The basic idea of this approach is to exploit information on healthcare provider characteristics that are related to quality of care. Together with patient-specific risk factors, those characteristics are included in a statistical model for the considered patient outcome. For instance, the case volumes of hospitals may be included in a model for hospital mortality if there is reason to expect a volume-outcome relationship. The estimation results of this model may then be used to derive performance estimates for single providers. This procedure deviates from conventional approaches to the design of quality indicators by using information from the whole sample to characterize specific healthcare providers. The resulting gains in precision of estimates have particularly been demonstrated for small-volume hospitals.\textsuperscript{15}

**Provider-level and area-level indicators**

Generally, the task of healthcare providers is to improve or preserve the health status of their patients. Consequently, the provider level is the natural focal point of quality indicators. While numerous quality indicators have been developed to assess provider performance, only few indicators aim to measure healthcare quality within geographical regions.\textsuperscript{20–22} However, such area-level indicators can be valuable for patients, healthcare professionals, and policy makers as they may help to identify regions that lack behind in terms of population health and healthcare quality. Such insights may have important policy implications. Hence, developing suitable area-level indicators is an important but neglected task in healthcare quality measurement.

**Objectives**

Against the background outlined above, this paper proposes an approach to the design of Multilevel Quality Indicators (MQI). The MQI methodology derives quality indicators for both healthcare providers and geographical regions based on a single statistical model. This model may include characteristics of providers and regions to increase the precision of statistical estimators. By applying direct standardization, the MQI avoid the shortcomings of indirect standardization and provide easily interpretable results. In addition to defining MQI, we used Monte Carlo simulation to assess their performance relative to established approaches to quality measurement in healthcare.
**Methods**

**Statistical model**

We consider patients $i = 1, \ldots, n$ living in patient regions $r = 1, \ldots, R$. Each patient was treated because of a specific medical condition (e.g., stroke) at a hospital $h = 1, \ldots, H$ located in hospital region $s = 1, \ldots, S$. We refer to hospitals for convenience only. Depending on the context, $h$ may denote other types of healthcare providers.

Note that patient regions $r$ and hospital regions $s$ do not have to be identical. In our notation, subscripts indicate patient characteristics and superscripts indicate hospital characteristics. Thus, we use $H_r$ to denote the number of hospitals that treated patients living in region $r$ and $H^s$ to denote the number of hospitals in hospital region $s$. In a similar way, we write $n_{ri}^h$ to denote the number of patients living in region $r$ who were treated at hospital $h$ and $n_{ri}^s$ to denote the number of patients living in region $r$ who were treated at hospitals located in region $s$.

For each patient $i$ living in region $r$ who was treated at hospital $h$, we consider an outcome $y_{ri}^h | \mu_{ri}^{h \text{ ind.}}, G(\mu_{ri}^h)$, which is distributed according to $G(\cdot)$ with expected value $\mu_{ri}^h$. Examples of possible outcomes in real world applications include in-hospital mortality, complications after surgery, or hospital readmission.

We model the expected value of $y_{ri}^h$ as

$$\mu_{ri}^h = E[y_{ri}^h | x_{ri}^h, \beta, \theta^h, \eta_r] = F^{-1}(x_{ri}^h \beta + \theta^h + \eta_r),$$  

(1)

where $x_{ri}^h$ represents patient-specific risk factors with coefficient vector $\beta$, which are linked to patient outcomes via the inverse link function $F^{-1}(\cdot)$. In addition to patient characteristics, (1) includes a hospital-specific effect $\theta^h$ and a patient-region-specific effect $\eta_r$. $\theta^h$ represents the influence of hospital characteristics such as case volume or the availability of specialized treatments on patient outcomes. Thus, $\theta^h$ captures outcome-related hospital quality of care. $\eta_r$ represents the influence of regional characteristics on patient outcomes. Those characteristics may, for instance, include accessibility of healthcare services.

Our model exploits available information on hospital characteristics by including them as predictors. Given hospital characteristics $z^h$, we model the hospital-specific effect as

$$\theta^h = z^h \gamma + \nu^h,$$  

(2)

where $\gamma$ is a vector of coefficients and $\nu^h \overset{i.i.d.}{\sim} N(0, \sigma^2_\nu)$ is a random effect that represents unobserved heterogeneity between hospitals.

In a similar fashion, we model the patient-region effect as

$$\eta_r = w_r \delta + v_r + \phi_r,$$  

(3)

where $w_r$ are regional characteristics with coefficients $\delta$ and $v_r \overset{i.i.d.}{\sim} N(0, \sigma^2_v)$ is a random effect capturing unobserved heterogeneity between patient regions. As an additional term, (3) includes an intrinsic conditional auto-regressive (ICAR) component $\phi_r$, which is a spatially structured random effect that captures correlation between patient outcomes in neighboring patient regions. Such correlation may, for instance, arise when patients living in different regions use healthcare services from the same providers. Another cause of such correlation may be a high level of air pollution in one region that also affects patient outcomes in neighboring regions.

Expressions (1)-(3) represent a multilevel model. This model may be written in a more simplified way by inserting (2) and (3) into (1):

$$\mu_{ri}^h = F^{-1}(x_{ri}^h \beta + z^h \gamma + \nu^h + [w_r \delta + v_r + \phi_r]).$$  

(4)

The expected outcome of a patient is thus modeled as a function of patient, hospital, and regional characteristics. The coefficients $\gamma$ and $\delta$ may be used to directly assess relationships between specific characteristics of hospitals/regions and patient outcomes. For the ultimate purpose of comparison of hospitals and regions and for public reporting, we use the indicators defined in the following.
Definition of MQI

Based on the model described above, we propose three indicators: one at the hospital level and two at the regional level. All indicators answer specific questions, which are formulated below. In contrast to approaches relying on indirect standardization by using measures such as the SMR, the proposed indicators use direct standardization by averaging outcomes across the whole patient population.\[15\]

**Standardized hospital outcome rate (SHOR):**

**Question:** Consider a hospital indexed by \(h\). What is the expected outcome rate (e.g., the expected mortality, complication, or readmission rate) if all patients had been treated at a hospital identical to the considered hospital?

**Answer:** The SHOR of hospital \(h\) is defined as

\[
\text{SHOR}^h = \frac{1}{n} \sum_{r^* = 1}^R \sum_{h^* = 1}^H \sum_{i = 1}^n F^{-1}(x'_{r^*,i} \beta + [z'^h \gamma + u^h] + [w'_r, \delta + v_{r^*} + \phi_{r^*}]).
\]

(5)

Note that the hospital effect \(z'^h \gamma + u^h\) in (5) is specific to the considered hospital \(h\) whereas characteristics of patients and regions vary according to the original data. This is equivalent to the hypothetical situation in which the outcome-relevant characteristics of the considered hospital are assigned to all hospitals while keeping case mix and regional effects unchanged. Alternatively, one may think of (5) as the hypothetical result of opening one new hospital with the same characteristics as the considered hospital in each region. The SHOR then is the average outcome rate if all patients in all regions were allocated to these hypothetical new hospitals.

**Regional standardized hospital outcome rate (RSHOR):**

**Question:** Consider a hospital region indexed by \(s\). What is the expected outcome rate (e.g., the expected mortality, complication, or readmission rate) if all patients had been treated at hospitals in the considered region?

**Answer:** The RSHOR of region \(s\) is defined as

\[
\text{RSHOR}^s = \sum_{h = 1}^H n_h^s \cdot \text{SHOR}^h,
\]

(6)

where \(n_h^s / n_s\) is the share of patients treated in region \(s\) that were treated at hospital \(h\).

The RSHOR is the patient-share weighted mean of the SHORs of the hospitals located in the considered region. This corresponds to a hypothetical situation in which all patients are allocated to the hospitals of that region according to these hospitals’ actual shares of patients treated in that region. Thus, the RSHOR makes statements about the average quality of care in regional hospitals.

**Regional standardized patient outcome rate (RSPOR):**

**Question:** Consider a patient region indexed by \(r\). What is the expected outcome rate (e.g., the expected mortality, complication, or readmission rate) if all patients had been living in that region?

**Answer:** The RSPOR of region \(r\) is defined as

\[
\text{RSPOR}_r = \sum_{h = 1}^H n_h^r \cdot \tilde{p}_r^h,
\]

(7)

where \(n_h^r / n_r\) is the share of patients living in region \(r\) who were treated at hospital \(h\) and

\[
\tilde{p}_r^h = \frac{1}{n} \sum_{r^* = 1}^R \sum_{h^* = 1}^H \sum_{i = 1}^n F^{-1}(x'_{r^*,i} \beta + [z'^h \gamma + u^h] + [w'_r, \delta + v_{r^*} + \phi_{r^*}]).
\]

(8)
is the hypothetical average outcome rate (e.g., the expected mortality, complication, or readmission rate) of patients living in region \(r\) who were treated at hospital \(h\).

The RSPOR is a patient-share weighted arithmetic mean of the expected outcome rates of the hospitals that treated patients living in the considered region. This corresponds to a hypothetical situation in which all patients in the sample are living in region \(r\) and are allocated to hospitals according to these hospitals’ actual shares of treated patients from the considered region. Contrary to (5), (8) includes both the effect of the considered hospital \(z^h \gamma + u^h\) and effect of the considered patient region \(w_r^i \delta + v_r + \phi_r\). This ensures that regional characteristics, which are related to patient outcomes, are taken into account. Patient characteristics in (8) vary according to the original data, which ensures that the same case mix is underlying the comparison of regions.

The RSHOR and the RSPOR represent different, complementary perspectives on regional healthcare. By focusing on hospital performance in a specific region, the RSHOR represents a supply-oriented perspective. This perspective may be useful to identify potentials for improvement in regional inpatient care. On the contrary, the RSPOR represents a demand-oriented perspective as it describes the standardized outcomes of patients living in a specific region. This perspective may be relevant to identify those regional populations with the highest need for improvements in healthcare and living conditions.

**Data generation process**

We used Monte Carlo simulation to assess the statistical properties of MQI methodology. We also compared MQI methodology to conventional approaches to the design of quality indicators. In contrast to real-world applications, Monte Carlo simulation offers the advantage that the data generation process (DGP) is fully specified by the researcher. This implies that the true parameter values, including those related to quality of care, are known. These true parameter values, in turn, provide the basis to assess the performance of different estimation approaches.

Our DGP considered \(R\) regions, which were characterized by the same number of hospitals \(\bar{H}\). Hence, the total number of simulated hospitals was \(H = \bar{H} \cdot R\). For simplicity, we assumed that all patients living in a specific region \(r\) were treated at a hospital located in that region. We also did not consider inter-regional dependencies as captured by the ICAR component \(\phi_r\). Given these simplifications, we defined the region-specific effect as

\[
\eta_r = \delta w_r + v_r, \tag{9}
\]

where \(w_r \sim \text{Ber}(0.5)\) is a binary, region-specific, observed variable (e.g., urban/rural area) with expected value \(E[w_r] = p_w = 0.5\) and variance \(V[w_r] = \sigma^2_w = 0.25\) and \(v_r \sim \text{N}(0, \sigma^2_v)\) is an unobserved term.

To determine the value of \(\delta > 0\), we fixed the share of the variance of \(\eta_r\) induced by \(w_r\) to \(\xi_{w_r}^\eta = V[\delta w_r]/V[\eta_r]\). Accordingly, \(\delta\) was derived as

\[
\delta = \frac{\sigma_v}{\sigma_w} \sqrt{\frac{\xi_{w_r}^\eta}{1 - \xi_{w_r}^\eta}}. \tag{10}
\]

Thus, (10) was used to determine \(\delta\) by setting the share \(\xi_{w_r}^\eta\) of variance caused by observed influence factors at the regional level. By keeping region-level variation constant at \(\sigma^2_n = V[\eta_r]\), we also derived \(\sigma^2_v = (1 - \xi_{w_r}^\eta) \sigma^2_n\).

At the hospital level, the DGP considered hospital case volume \(n^h\) as observed influence factor, i.e.,

\[
\theta^h = \gamma n^h + u^h, \tag{11}
\]

where \(u^h \sim \text{N}(0, \sigma^2_u)\) captures unobserved heterogeneity at the hospital level. The DGP allowed hospital volume to differ systematically between regions. This was achieved by generating hospital volume according to a conditional discrete uniform distribution

\[
n^h | \lambda_r \sim \text{Uni}(1, \lambda_r), \tag{12}
\]
where the maximum hospital volume $\lambda_r$ was given by

$$
\lambda_r = \begin{cases} 
\lambda_{r0} = 2\bar{n} - 1 - \Delta n/2 : w_r = 0 \\
\lambda_{r1} = 2\bar{n} - 1 + \Delta n/2 : w_r = 1 
\end{cases}.
$$

Here, $\Delta n (|\Delta n| \leq 4(\bar{n} - 1))$ is an even number governing the difference between maximum hospital volumes in regions with $w_r = 0$ and regions with $w_r = 1$. Thus, a higher (absolute) value of $\Delta n$ induces higher heterogeneity of regions with respect to hospital volume.

Given the generating equations and assumptions outlined above, the expected hospital volume is $E[n^h] = \bar{n}$ and the expected total number of simulated patients amounts to $E[n] = \bar{n} \cdot H$. Thus, expected sample size is independent from $\Delta n$.

Analogous to $\delta$, we determined the value of $\gamma < 0$ by setting the variance of $\theta^h$ induced by the observed hospital-specific influence factors to $\xi_{n+h}^{\theta^h} = V[\gamma n^h]/V[\theta^h]$. Solving for $\gamma$ yields

$$
\gamma = -\frac{\sigma_u}{\sigma_{n+h}} \sqrt{\frac{\xi_{n+h}^{\theta^h}}{1 - \xi_{n+h}^{\theta^h}}}.
$$

By imposing that $\gamma < 0$, our DGP induced better patient outcomes in hospitals with higher case volumes and, thus, assumed the presence of volume-outcome relationships. Given the above expressions, we kept the variance of the hospital effect constant at $\sigma_\theta^2 = V[\theta^h]$ and used the relation $\sigma_u^2 = (1 - \xi_{n+h}^{\theta^h})\sigma_\theta^2$ to determine the variance of the term capturing unobserved hospital-level variation.

At the patient level, we considered a continuous risk factor $x_{ri}^h | \mu_x^h, \sigma_x^2 \overset{\text{ind.}}{\sim} N(\mu_x^h, \sigma_x^2)$, where $\mu_x^h$ is a hospital-specific expected value and $\sigma_x^2$ represents within-hospital variance of patient risk. By letting the expected value $\mu_x^h$ vary between hospitals, our DGP allowed for systematic differences between hospitals in terms of case mix. In addition, we induced possible correlation $\rho = \text{Corr}[\mu_x^h, n^h]$ between the expected value of the patient-specific risk factor and hospital case volume by specifying

$$
\mu_x^h = \chi n^h + \epsilon^h,
$$

where $\epsilon^h \overset{\text{i.i.d.}}{\sim} N(0, \sigma_\epsilon^2)$ represents hospital-specific random variation. Given a specified value of $\rho$, we set the value of $\chi$ by using

$$
\chi = \text{sign}(\rho) \frac{\sigma_x}{\sigma_{n+h}} \sqrt{\frac{\sigma_u^2}{1 - \rho^2}}.
$$

The patient-specific risk factor, the hospital-specific effect, and the region-specific effect were related to a binary patient outcome $y_{iri}^h | p_{iri}^h \overset{\text{ind.}}{\sim} \text{Ber}(p_{iri}^h)$ (e.g., in-hospital-mortality: no/yes), where

$$
p_{iri}^h = \text{logit}^{-1}(\alpha + x_{iri}^h + \theta^h + \eta_r)
$$

is the outcome probability of patient $i$ living in region $r$ who was treated at hospital $h$. While the coefficient of $x_{ri}^h$ in (18) was set to unity, the importance of patient risk relative to hospital effects was governed by the variance parameter $\sigma_x^2$. We defined $\xi_{\epsilon^h}^{\mu_x^h} = V[\mu_x^h]/V[\theta^h]$ as the variance of hospital-specific case mix differences relative to the variance of the hospital effect. Given this definition, we set

$$
\sigma_\epsilon^2 = \xi_{\epsilon^h}^{\mu_x^h} \cdot (1 - \rho^2) \cdot \sigma_\theta^2.
$$
to keep this variance ratio constant.

Another crucial parameter in our DGP is the average outcome probability \( \bar{p}_y = E[p^h_{yri}] \). To keep this probability constant across different scenarios, we determined the constant term \( \alpha \) by applying first-order Taylor series expansion of (18) around the point \( \text{logit}(\bar{p}_y) \):

\[
\bar{p}_y \approx \bar{p}_y + \bar{p}_y \cdot (1 - \bar{p}_y) \cdot (\alpha + E[x^h_{r1}] + E[\theta^h] + E[\eta_r] - \text{logit}(\bar{p}_y)).
\]

Solving for \( \alpha \) yields

\[
\alpha \approx \text{logit}(\bar{p}_y) - E[x^h_{r1}] - E[\theta^h] - E[\eta_r] - \zeta \delta
\]

where

\[
E[n^h] = \frac{1}{3} \left[ \zeta \cdot (2\lambda_{r1} + 1) + (1 - \zeta) \cdot (2\lambda_{r0} + 1) \right]
\]

and

\[
\zeta = \frac{\lambda_{r1} + 1}{\lambda_{r0} + \lambda_{r1} + 2}
\]

When using (22), it is noteworthy that the expectation of \( n^h \) at the patient level differs from the expectation of \( n^h \) at the hospital level. The reason for this deviation is that a hospital with volume \( n^h \) is represented not once but with \( n^h \) patients in each final simulated dataset. Accordingly, \( n^h | \lambda_r \) is uniformly distributed at the hospital level but not at the patient level. The same argument applies to the expected value of \( \eta_r \).

**Scenarios**

**Baseline scenario**

For simulation, we defined a baseline scenario, which was characterized by the parameter values shown in Table 1. We considered \( R = 20 \) regions, each with \( \bar{H} = 10 \) hospitals. The average case volume was set to \( \bar{n} = 10 \), resulting in an expected sample size of \( E[n] = 2,000 \). The average outcome probability was set to 30% (\( \bar{p}_y = 0.3 \)). The baseline scenario assumed no systematic differences between regions in terms of hospital size (\( \Delta n = 0 \)) and no correlation between case mix and hospital volume (\( \rho = 0 \)). The shares of the total variance induced by observed variables were set to 50% at both the hospital level (\( \xi^{\theta^h}_h = 0.5 \)) and the regional level (\( \xi^{\eta_r}_r = 0.5 \)). Case mix differences between hospitals and the hospital effect were assumed to have equal variance (\( \xi^{\mu^h}_x = 1 \)). We chose equal variance parameter values at the regional and the hospital level (\( \sigma_{\eta} = \sigma_{\theta} = 0.5 \)) and a smaller within-hospital case mix variance (\( \sigma_x = 0.2 \)).

**Variations of parameter values**

We investigated the influence of changes in specific parameter values on the performance of different quality indicators (Table 2). The considered scenarios included different directions and strengths of correlation between case mix and case volume \( \rho \), different magnitudes of between-hospital case mix variation as governed by \( \xi^{\mu^h}_x \), different shares of variance at the hospital level induced by hospital case volume \( \xi^{\theta^h}_h \), different degrees of regional heterogeneity with respect to hospital case volume as determined

| Table 1: Baseline parameter values |
|----------------------------------|
| \( R \) | \( \bar{H} \) | \( \bar{n} \) | \( \bar{p}_y \) | \( \Delta n \) | \( \rho \) | \( \xi^{\theta^h}_h \) | \( \xi^{\mu^h}_x \) | \( \xi^{\eta_r}_r \) | \( \sigma_{\eta} \) | \( \sigma_{\theta} \) | \( \sigma_x \) |
| 20 | 10 | 10 | 0.3 | 0 | 0 | 0.5 | 0.5 | 1 | 0.5 | 0.5 | 0.2 |
Table 2: Parameter values used for simulation

| Parameter | Values |
|-----------|--------|
| $\rho$    | $\{-0.8, -0.6, \ldots, 0.8\}$ |
| $\xi_{\rho_h}$ | $\{0.2, 0.5, 0.75, 1, 1.25, 1.5, 2, 5, 7.5, 10\}$ |
| $\theta_{\rho_h}$ | $\{0.01, 0.1, 0.2, 0.4, 0.5, 0.6, 0.8, 0.9, 0.99\}$ |
| $\Delta n$ | $\{-16, -10, -6, -2, 0, 2, 6, 10, 16\}$ |
| $\bar{\rho}_y$ | $\{0.03, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.5\}$ |
| $\sigma_{\eta}$ | $\{0, 0.1, 0.25, 0.5, 0.75, 1, 2\}$ |

by $\Delta n$, different expected outcome probabilities $\bar{\rho}_y$, and different standard deviations of the regional effect $\sigma_{\eta}$. For each of the considered scenarios, we ran 1,000 simulations to obtain Monte Carlo estimates of the performance measures described below.

**Alternative quality indicators**

**Hospital-level indicators**

In addition to the SHOR defined by (5), we assessed alternative indicators of hospital performance. First, we calculated the raw mortality rates of all hospitals:

$$\bar{y}^h = \frac{1}{n_h} \sum_{i=1}^{n_h} y_{hi}^r.$$  \hfill (25)

Since the raw mortality rate does not adjust for case mix, it is rarely used as a measure of hospital quality in practical applications. However, it is considered here as reference.

Second, we calculated the hospitals’ SMRs as

$$\text{SMR}^h = \frac{\sum_{i=1}^{n_h} y_{hi}^r}{\sum_{i=1}^{n_h} \hat{p}_{yri}^h},$$  \hfill (26)

where $\hat{p}_{yri}^h$ is the patient’s predicted outcome probability, which was derived from the logistic regression model

$$E[y_{rl}^h|x_{rl}^h] = \logit^{-1}(b_0 + b_1 x_{rl}^h).$$  \hfill (27)

Given the parameter estimates $\hat{b}_0$ and $\hat{b}_1$, $\hat{p}_{yri}^h$ was calculated as

$$\hat{p}_{yri}^h = \logit^{-1}(\hat{b}_0 + \hat{b}_1 x_{rl}^h).$$  \hfill (28)

Since this procedure of deriving hospital SMRs is frequently used to estimate hospital quality, it served as an important benchmark in our simulation.

We also considered the risk standardized mortality rate (RSMR) as used by the Centers for Medicare & Medicaid Services (CMS). The RSMR relies on the random-intercept multilevel model

$$E[y_{rl}^h|x_{rl}^h, a^h] = \logit^{-1}(a^h + bx_{rl}^h).$$  \hfill (29)

where $a^h \sim N(\hat{a}, \sigma_a^2)$ is a normally distributed random effect. Given the estimates $\hat{a}^h$, $\hat{a}$, and $\hat{b}$, the RSMR was derived as

$$\text{RSMR}^h = \frac{\sum_{i=1}^{n_h} \logit^{-1}(\hat{a} + \hat{b} x_{rl}^h)}{\sum_{i=1}^{n_h} \logit^{-1}(\hat{a} + \hat{b} x_{rl}^h)}.$$  \hfill (30)
Finally, we investigated the effect of omitting the regional effect from the model underlying the SHOR by specifying the expected outcome of a patient as

\[ \mu_{hri} = F^{-1}(x'_{hri}\beta + [z'_{hri}\gamma + u_{hri}]). \]  

(31)

The performance of the SHOR without regional effects derived from this model was used to assess the relevance of modeling the regional level for the adequacy of hospital-level estimates.

**Area-level indicators**

At the regional level, we compared the performance of the RSPOR (7) with the regional SMR, which was defined as

\[ SMR_r = \frac{\sum_{i=1}^{n_r} y_{hri}}{\sum_{i=1}^{n_r} \hat{p}_{hri}}, \]  

(32)

where the estimate \( \hat{p}_{hri} \) was given by (28).

**Performance assessment**

We used three performance measures to assess the adequacy of the different approaches to estimate hospital quality:

1. Spearman’s rank correlation coefficient between the true hospital effect \( \theta_h \) and the considered hospital quality indicator,
2. the share of the 10% best hospitals identified by the hospital quality indicator,
3. the share of the 10% worst hospitals identified by the hospital quality indicator.

For all of these performance measures, higher values indicate better correspondence of estimation results with true hospital quality. While the rank correlation coefficient evaluates the adequacy of the full hospital ranking implied by a specific indicator, the shares of the 10% worst and 10% best hospitals focus on the tails of the hospital quality distribution.

Due to the small number of simulated regions, we only used Spearman’s rank correlation with \( \eta_r \) to assess the performance of area-level indicators.

**Results**

**Rank correlation with true hospital effects**

In all considered scenarios, the SHOR outperformed the raw mortality rate, the SMR, and the RSMR in terms of rank correlation with the true hospital effect \( \theta_h \) (Figure 1). The SHOR based on the model including regional effects consistently showed better or equal performance compared with the SHOR based on the model without regional effects. In most scenarios, the RSMR yielded a more adequate hospital ranking than the raw mortality rate and the SMR.

The SHOR was robust against correlation between hospital case mix and case volume \( \rho \) whereas the SMR, the RSMR, and particularly the raw mortality rate were affected by changes in this parameter (upper left panel of Figure 1). Since case volume entered our DGP as a component of hospital quality, the finding that the SMR is sensitive to such correlation is consistent with those of previous simulations highlighting distortions due to correlation between hospital quality and patient-specific risk factors.\(^6\)

The robustness of the SHOR results from the fact that both the patient-specific risk factor \( x_{hri} \) and case volume \( n_{h} \) enter the multilevel model (1) as regressors. Hence, correlation between these variables is captured when estimating the model parameters.

The SHOR also proved to be robust against larger case mix differences between hospitals as induced by higher values of \( \xi_{n_{h}} \) (upper right panel of Figure 1). In contrast, the performance of the raw mortality rate, the SMR, and the RSMR declined in between-hospital patient heterogeneity. The latter result is notable, since it demonstrates that case mix adjustment based on the SMR and the RSMR does not
Estimation approach

Raw mortality  RSMR  SHOR  SHOR wo reg.  SMR

Figure 1: Rank correlation between the true hospital effect $\theta^h$ and quality indicators under different scenarios
fully account for differences between hospitals although patient risk $x^h_{ph}$ has been fully observed and was included in the logistic regression models (27) and (29).

A higher share of the variance of the hospital effect induced by hospital case volume $\xi^{\phi_h}$ was related to better performance of the SHOR (middle left panel of Figure 1). Intuitively, this finding reflects that estimation of hospital quality becomes more accurate when more relevant hospital characteristics related to patient outcomes are included in the model (1) underlying the SHOR. Notably, the SHOR based on the model with regional effects also performed better than the other measures when case volume was assumed to account for a very low share of the variance of $\theta^h$.

Higher regional heterogeneity in terms of hospital size affected the performance of all estimation approaches (middle right panel of Figure 1). However, the SHOR based on the model including regional effects was most robust to such heterogeneity. Both positive and negative values of $\Delta n$ were related to slightly worse performance of the SHOR including regional effects. This worse performance is caused by the higher variance of the estimator of $\gamma$ that results from correlation between the region-specific variable $w_r$ and hospital case volume $n^h$ as induced by $\Delta n \neq 0$. The SHOR without regional effects was strongly affected by changes in $\Delta n$, which reflects that correlation between the hospital effect and omitted regional effect induces bias in the estimator of $\gamma$. The raw mortality rate, the SMR, and the RSMR showed better performance for negative and worse performance for positive values of $\Delta n$.

Since estimators of model coefficients generally show high variance in the case of rare outcomes, a higher average outcome probability $\bar{p}_y$ induced better performance of all estimation approaches (lower left panel of Figure 1). Again, the SHOR was remarkably more stable than its competitors. While the rank correlation with the hospital effect $\theta^h$ approached zero for the raw mortality rate and the SMR when the average outcome probability was small, the SHOR still yielded a reasonably well ranking of hospitals. Hence, these results indicate that adequate estimation of hospital quality based on the SHOR may be possible even for rare outcomes.

Variations of the standard deviation of the regional effect $\sigma_\eta$ particularly affected the performance of the SHOR based on the model without regional effects (lower right panel of Figure 1). While the adequacy of hospital rankings based on the SHOR with and without regional effects was similar when the variance of the regional effect was low, the performance of the SHOR without regional effects declined dramatically when $\sigma_\eta$ was increased. This result reflects the higher variance of the estimator of $\gamma$ caused by unobserved heterogeneity. In contrast, the performance of the SHOR with regional effects was hardly affected by changes in $\sigma_\eta$ because the underlying model captured the higher variance at the regional level.

Further insights into differences between the SHOR and the SMR may be gained by considering data from a typical simulation run of the baseline scenario (Figure 2). The left panel of the figure illustrates the relationship between the true hospital effect $\theta^h$ and case volume $n^h$ in this simulated dataset. The volume-outcome relationship induced by (11) was revealed by the LOESS estimate for these simulated data. As shown in the middle panel of the figure, this volume-outcome relationship was less pronounced when considering the SMR. In addition, SMR estimates showed a relatively high variance, particularly for small-volume hospitals. In contrast, the SHOR estimates clearly revealed the volume-outcome relationship as shown in the right panel of the figure. The variability of the SHOR estimates along the LOESS estimate was relatively small and reached its minimum for low-volume hospitals. This is a consequence of the random effects estimator underlying the SHOR, which shrinks estimates towards the (conditional) mean.\textsuperscript{15,25}

Identification of best and worst hospitals

The finding that the SHOR gives more adequate estimates of hospital quality than the raw mortality rate, the SMR, and the RSMR was also confirmed when considering the shares of the 10% best hospitals (Figure 3) and the 10% worst hospitals (Figure 4) identified by these estimation approaches. Interestingly, there was little difference between the performances of the raw mortality rate and the SMR under most scenarios. In contrast, the SHOR performed obviously better in almost all cases. In our scenarios, those differences in performance were more pronounced when aiming to identify the best hospitals, particularly due to a relatively poor performance of the raw mortality rate and the SMR. However, this finding is likely driven by the link between hospital quality and case volume in the DGP and may not generalize to other settings.
Rank correlation with true region effects

At the regional level, our simulation results indicated only small performance differences between the RSPOR and the regional SMR (Figure 5). Both were robust against changes in hospital-level parameters ($\rho, \xi_{1h}^\theta, \xi_{2h}^\theta$). In contrast, changes in region-level parameters ($\Delta n, \sigma_y$) and the average outcome rate $\bar{p}_y$ affected the performance of both measures. The RSPOR generally showed slightly higher robustness compared with the regional SMR.

Discussion

This paper presented a methodological foundation of quality indicators for both healthcare providers and geographical regions. These Multilevel Quality Indicators (MQI) are derived from a single statistical model and facilitate comprehensive and consistent estimation of healthcare quality at different levels of aggregation.

Monte Carlo simulations showed that the proposed standardized hospital outcome rate (SHOR) provides more adequate and robust estimates of healthcare provider performance than established approaches based on the SMR and the RSMR. This result holds true under almost all considered scenarios. The main reason for the substantially better performance of the SHOR is the more efficient estimation of provider effects due to the inclusion of provider characteristics in the underlying statistical model. In addition, our results indicate that the inclusion of relevant regional characteristics in the statistical model also increases the adequacy of provider-level estimates.

At the regional level, our simulation results indicated that the regional standardized patient outcome rate (RSPOR) provides adequate estimates of regional differences and is slightly more robust than the regional SMR. However, due to the small number of simulated regions, our results for this area-level indicator should be considered as preliminary.

While our simulations demonstrate the superior performance of the MQI methodology, these results are based on the assumption that the underlying statistical model is correctly specified. Presumably, model misspecification would reduce the adequacy of MQI estimates. While investigating this issue is beyond the scope of this paper, the literature provides promising strategies to mitigate the risk of model misspecification, e.g., by the use of generalized additive mixed models (GAMM). Therefore, investigating effects of model misspecification and more flexible modeling strategies is an important task for future studies.
Figure 3: Share of the 10% best hospitals identified under different scenarios
Figure 4: Share of the 10% worst hospitals identified under different scenarios
Figure 5: Rank correlation between the true region effect $\eta_r$ and quality indicators under different scenarios.
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