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Abstract

We evaluate the correlators for the vector potential and for the field strength tensor of the electromagnetic field in the geometry of two parallel planar plates in AdS spacetime. Two types of boundary conditions are considered on the plates. The first one is a generalization of perfect conductor boundary condition and the second one corresponds to the confining boundary conditions. By using the expressions for the correlators, the vacuum expectation values (VEVs) of the photon condensate and of the electric and magnetic fields squared are investigated. As another important local characteristic of the vacuum state we consider the VEV of the energy-momentum tensor. The Casimir forces acting on the plates are decomposed into the self-action and interaction parts. It is shown that the interaction forces are attractive for both types of boundary conditions. At separations between the plates larger than the curvature radius of the background geometry they decay exponentially as functions of the proper distance. The self-action force per unit surface of a single plate does not depend on its location and depending on the boundary condition and on the number of spatial dimensions can be either attractive or repulsive with respect to the AdS boundary. By using the generalized zeta function technique we also evaluate the total Casimir energy. Applications are given in $Z_2$-symmetric braneworld models of the Randall-Sundrum type for vector fields with even and odd parities.

1 Introduction

In a large number of physical problems the interactions of quantum fields are expressed in terms of boundary conditions imposed on the field operator. This idealization essentially simplifies the quantization and renormalization procedures. For points outside of boundaries the structure of divergences is the same as in the boundary-free theory and consequently the renormalization prescriptions for local physical observables (like the expectation values of the energy-momentum tensor and the current density) are the same as well. Additional divergences on constraining boundaries are removed by renormalization of the physical characteristics located on them. Depending on the specific problem, the physical nature of boundaries can be different. The examples include macroscopic bodies in quantum electrodynamics, interfaces separating different phases of the theory, horizons in gravitational physics, branes in higher dimensional models and so on. Another type of constraints on the field operator, periodicity conditions, appear in field-theoretical models with compact spatial dimensions. The boundary conditions on the field operator modify the spectrum of the field fluctuations and as a consequence the expectation values of physical quantities are shifted. This general class of phenomena is known as the Casimir effect (for reviews see [I]).
The physical characteristics in the Casimir effect depend on the field, on the bulk and boundary geometries and on the boundary conditions imposed. In particular, motivated by applications in gravity, cosmology and in condensed matter systems, the investigations of the influence of the background geometry are of special interest. Already in the case of free fields closed analytic expressions for boundary-induced contributions in the expectation values of physical observables are obtained for highly symmetric geometries. Particularly, the de Sitter and anti-de Sitter (AdS) spacetimes have attracted a great deal of attention. These spacetimes possess the same number of symmetries as the Minkowski spacetime and, as a consequence, a large number of physical problems are exactly solvable on their background. This gives an idea on the influence of gravitational field on physical phenomena in more complicated geometries.

In the present paper, as a background geometry we consider the AdS spacetime. In addition to high symmetry, the importance of this geometry in quantum field theory is motivated by a number of other reasons. The AdS spacetime is not globally hyperbolic and the early interest was mainly related to principal questions of the quantization procedure in such spacetimes. To yield well defined dynamics, boundary conditions should be chosen on timelike conformal infinity and this brings several qualitatively new features compared to the Minkowskian theories. In particular, new type of instabilities may arise. The importance of such studies is also due to the appearance of AdS spacetime as a ground state in extended supergravity and in string theories and as near horizon limit of extremal black holes and black strings. The non-zero curvature of the AdS spacetime provides an infrared regulator for correlation functions, consistent with supersymmetry and modular invariance [2]. Another new feature of the dynamics, that distinguishes the AdS bulk from the Minkowski one, is the existence of consistent theories for interacting higher spin fields. On top of all this, the geometrical properties of the AdS spacetime play a crucial role in two fascinating modern developments of high-energy physics. The first one, the AdS/CFT correspondence (see [3] for reviews), is a realization of the holographic principle. It states a duality between theories formulated in different numbers of spacetime dimensions: the supergravity or string theory in AdS bulk and conformal field theory on its boundary. Among the most important implications of this correspondence is the possibility for the investigation of nonperturbative effects in one theory through the weak coupling expansion of the dual theory. In addition to the high-energy physics, the recent developments include applications in condensed matter physics (holographic superconductors, quantum phase transitions, and topological insulators) [4]. The second focus of intense interest with AdS spacetime as the background geometry is various types of braneworld models [5] where the standard model fields are restricted to a hypersurface (brane) embedded in a higher dimensional spacetime. Initially proposed for a resolution of the gauge hierarchy problem, these models give new insights into various problems of particle physics and cosmology. The existence of the branes on which the matter fields are confined is predicted also by string theories.

The boundary-induced quantum vacuum effects for planar branes have been widely studied in background of the AdS bulk for scalar [6,7], fermionic [8] and gauge [9,10] fields. These investigations were mainly motivated by the possibility of the radion field stabilization in Randall-Sundrum type braneworld models by using the Casimir forces acting on the branes, by generation of the cosmological constant on the branes and by extensions of the AdS/CFT correspondence to the case with boundaries in the conformal field theory side [11]. The vacuum expectation values of the energy-momentum tensor for scalar and fermion fields were investigated in [12]. The vacuum energy, the energy-momentum tensor, and the current density for charged fields in higher-dimensional models with compact subspaces have been considered in [13,14]. The models on the AdS bulk with de Sitter and AdS branes have been discussed in [15].

In the present paper we consider both the local and global effects for quantum electromagnetic field induced by two parallel plates in the AdS bulk with an arbitrary number of spatial dimensions. The propagators for vector fields in AdS spacetime in the absence of additional boundaries/branes have been considered in [16]. The different types of boundary conditions for vector fields on the
AdS boundary and their interpretations in the context of AdS/CFT correspondence were considered in [17]. The dynamics of bulk gauge fields in the 5D Randall-Sundrum model have been discussed in [18]. The electromagnetic Casimir energy and the forces acting on the branes in 5D Randall-Sundrum model have been investigated in [9, 10] for perfectly conducting boundary condition. For the same boundary condition, the two-point functions and the vacuum expectation value of the energy-momentum tensor in the geometry of a single plate on AdS bulk with general number of spatial dimensions were considered in [19]-[22]. The electromagnetic two-point functions and the Casimir effect in background of Friedmann-Robertson-Walker cosmologies with power-law scale factors were considered in [25].

The outline of the paper is as follows. In the next section we describe the geometry of the problem and present the mode functions. The two-point functions for the vector potential and field strength tensor are presented in section 3 and 4. By using the two-point functions for the field strength tensor, the VEVs of the electric and magnetic fields squared and the photon condensate are investigated in section 5. The VEV of the energy-momentum tensor is discussed in section 6. The Casimir forces acting on the plates are considered in section 7. In section 8 we investigate the total vacuum energy by using the zeta function regularization scheme. The applications of the obtained results to higher dimensional generalizations of the Randall-Sundrum type braneworld models are discussed in section 9. The main results are summarized in section 10.

2 Background geometry and the modes

We consider quantum electromagnetic field with the vector potential \( A_\mu(x) \), \( \mu = 0, 1, \ldots, D \), and with the field strength tensor \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) in a \((D+1)\)-dimensional spacetime with the metric tensor \( g_{\mu\nu} \). The dynamics of the field is governed by the Maxwell equation

\[
\nabla_\nu F^{\nu\mu} = \frac{1}{\sqrt{|g|}} \partial_\nu \left( \sqrt{|g|} F^{\nu\mu} \right) = 0,
\]

(2.1)

where \( g = \det(g_{\mu\nu}) \). We will assume that the vector potential is constrained by the Lorentz condition

\[
\nabla_\mu A^\mu = \frac{1}{\sqrt{|g|}} \partial_\mu \left( \sqrt{|g|} A^\mu \right) = 0.
\]

(2.2)

When boundaries are present, in order to have a well-posed Cauchy problem one needs to impose appropriate boundary conditions on the field.

In the present paper the background geometry is the AdS spacetime generated by a negative bulk cosmological constant \( \Lambda \). In the Poincaré coordinates \((x^0 = t, x^1, \ldots, x^{D-1}, x^D = z)\) the metric tensor is given by

\[
\n g_{\mu\nu} = \left( \frac{\alpha}{z} \right)^2 \eta_{\mu\nu},
\]

(2.3)

where \( \eta_{\mu\nu} = \text{diag}(1, -1, \ldots, -1) \) is the metric tensor for \((D + 1)\)-dimensional Minkowski spacetime. For the coordinates one has \(-\infty < x^i < +\infty\) for \(i = 0, 1, \ldots, D - 1\), and \(0 \leq z < \infty\). The geometry is conformally related to the half of the Minkowski spacetime. The hypersurfaces \( z = 0 \) and \( z = \infty \) present the boundary and the horizon of the AdS spacetime. The parameter \( \alpha \) is expressed in terms of the negative cosmological constant \( \Lambda \) as \( \alpha = \sqrt{(1 - D)\Lambda/(2\Lambda)} \). Instead of the coordinate \( z \) one can introduce the coordinate \( y \) in accordance with \( y = \alpha \ln(z/\alpha) \), \(-\infty < y < +\infty\). In terms of this coordinate the metric is given by \( g_{\mu\nu} = \text{diag}(e^{-2y/\alpha} \eta_{ik}, -1) \) with \( i, k = 0, 1, \ldots, D - 1 \). The gauge condition (2.2) does not fix the vector potential uniquely. We will impose an additional condition \( A^D = 0 \) (for the consistency with (2.2) see [10]). Under this condition the constraint (2.2) is reduced to \( \partial_\mu A^\mu = 0 \).
We are interested in the effects of two codimension one plates (branes in braneworld models), parallel to the AdS horizon, on the properties of the electromagnetic vacuum. The locations of the plates will be denoted by \( z = z_1 \) and \( z = z_2 \), \( z_2 > z_1 \). If we denote by \( y_1 \) and \( y_2 \) the corresponding values of the \( y \)-coordinate, \( y_j = \alpha \ln(z_j/\alpha) \), \( j = 1, 2 \), then the proper distance between the plates is expressed as \( a = y_2 - y_1 = \alpha \ln(z_2/z_1) \). Two types of boundary conditions will be considered below. The first one is the higher-dimensional generalization of the perfect conductor boundary condition in 3D electrodynamics and reads

\[
n^{\mu_1} * F_{\mu_1 \cdots \mu_{D-1}} = 0, \quad z = z_1, z_2, \tag{2.4}
\]

where \( * F_{\mu_1 \cdots \mu_{D-1}} = \varepsilon_{\mu\nu\mu_1 \cdots \mu_{D-1}} F^{\mu\nu} / (D - 1)! \) is the dual of the field tensor and \( n^\mu \) is the normal vector to the boundary. As the second type of boundary conditions we will take the condition

\[
n^\mu F_{\mu\nu} = 0, \quad z = z_1, z_2. \tag{2.5}
\]

It is used in bag models of hadrons for the confinement of gluons inside the bag. Both the conditions \((2.4)\) and \((2.5)\) are gauge invariant.

In the problem under consideration, all the properties of the quantum vacuum are encoded in two-point functions or the vacuum fluctuations correlators. For the evaluation of the correlators we will use the mode-sum method. In that method the two-point functions are presented in the form of a sum over the products of the complete set of the electromagnetic modes obeying the boundary conditions. We will denote the complete set for the vector potential by \( \{ A_{(\beta)\mu}, A^*_{(\beta)\mu} \} \), where \( \beta \) corresponds to the set of quantum numbers specifying the modes and the star stands for the complex conjugate. In accordance with the problem symmetry the dependence of the modes on the coordinates \( x^l, l = 0, 1,\ldots, D - 1 \), can be taken in the form \( e^{ikx^l} \) with the wave vector components \( k_l \). With this choice and by taking into account that \( A_{(\beta)D} = 0 \), the boundary condition \((2.4)\) is reduced to \( A_{(\beta)\mu} = 0 \) for \( z = z_1, z_2 \), and from the condition \((2.5)\) we get \( \partial_D A_{(\beta)\mu} = 0, \quad z = z_1, z_2 \). This shows that in the geometry under consideration the conditions \((2.4)\) and \((2.5)\) are the analogs of Dirichlet and Neumann boundary conditions for scalar fields. The \( z \)-dependence of the modes can be found from the field equation and the mode functions for the vector potential are presented as

\[
A_{(\beta)\mu}(x) = \epsilon_{(\sigma)\mu} z^{D/2 - 1} \left[ c_1 J_{D/2 - 1}(\lambda z) + c_2 Y_{D/2 - 1}(\lambda z) \right] e^{ikx}, \tag{2.6}
\]

where \( J_\nu(x) \) and \( Y_\nu(x) \) are the Bessel and Neumann functions, \( k_0 = \omega = \sqrt{\lambda^2 + k^2} \), \( k^2 = \sum_{l=1}^{D-1} k_l^2 \). The polarization vector \( \epsilon_{(\sigma)\mu} \), with \( \sigma = 1,\ldots, D - 1 \) corresponding to different polarizations, is normalized by the condition \( \eta_{\mu\rho} \epsilon_{(\sigma)\mu} \epsilon_{(\sigma')\rho} = -\delta_{\sigma\sigma'} \). From the gauge conditions it follows that \( \epsilon_{(\sigma)D} = 0 \) and \( \eta_{\mu\rho} k_\mu \epsilon_{(\sigma)\rho} = 0 \). The set \( \beta \) of quantum numbers is specified as \( \beta = \sigma, \lambda, k_1,\ldots, k_{D-1} \). The normalization condition for the modes \((2.6)\) has the form

\[
\int d^D x \sqrt{|g|} \left[ A^*_{(\beta')\mu} \nabla^0 A_{(\beta)\mu}^\nu - (\nabla^0 A^*_{(\beta')\mu}) A_{(\beta)\mu} \right] = 4i\pi \delta_{\beta\beta'}, \tag{2.7}
\]

where \( \delta_{\beta\beta'} \) is understood as the Kronecker delta for discrete components of \( \beta \) and the Dirac delta function for the continuous ones. Note that for a scalar field with the curvature coupling parameter \( \xi \) and the mass \( m \) the radial part of the mode functions has the form \( z^{D/2} [c_1 J_{\nu_s}(\lambda z) + c_2 Y_{\nu_s}(\lambda z)] \), where \( \nu_s = \sqrt{D^2/4 - D(D + 1)\xi + m^2\alpha^2} \). This shows that, unlike to the case of the Minkowski bulk, for the AdS bulk the electromagnetic modes are not reduced to the set of massless scalar modes with minimal or conformal couplings.

The plates \( z = z_1 \) and \( z = z_2 \) divide the space into three parts: the region between the AdS boundary and plate \( z = z_1 \), \( 0 \leq z \leq z_1 \) (region I), the region between the plates, \( z_1 \leq z \leq z_2 \) (region II), and the region between the plate \( z = z_2 \) and the horizon, \( z_2 \leq z < \infty \) (region III). The coefficients \( c_1 \) and \( c_2 \) in \((2.6)\) depend on the region. We will consider the region between the plates. From the boundary condition on \( z = z_1 \) it is seen that

\[
c_1 = C Y_\nu(\lambda z_1), \quad c_2 = -C J_\nu(\lambda z_1), \tag{2.8}
\]
\[ \nu = \begin{cases} D/2 - 1, & \text{for condition (2.3)}, \\ D/2 - 2, & \text{for condition (2.5)}, \end{cases} \] (2.9)

and the constant \( C \) is determined from the normalization condition (2.7). With the coefficients from (2.8), the mode functions in the region II are expressed as

\[ A_{(2)\mu} = C \epsilon_{(\sigma)\mu} z^{D/2-1} g_{\nu,D/2-1}(\lambda z_1, \lambda z) e^{ikx}, \] (2.10)

where we have introduced the function

\[ g_{\nu,\rho}(x, y) = Y_{\nu}(x) J_{\rho}(y) - J_{\nu}(x) Y_{\rho}(y). \] (2.11)

From the boundary condition on \( z = z_2 \) we find that the allowed values of \( \lambda \) are roots of the equation

\[ g_{\nu,\nu}(\lambda z_1, \lambda z_2) = 0, \] (2.12)

with \( \nu \) from (2.9). The positive solutions of this equation with respect to the first argument will be denoted by \( \lambda_{\nu,n} = \lambda z_1, n = 1, 2, \ldots, \lambda_{\nu,n+1} > \lambda_{\nu,n} \). For the eigenvalues of the energy one obtains

\[ \omega_{\nu,n} = \sqrt{\lambda_{\nu,n}^2/z_1^2 + k^2}. \] (2.13)

Note that for \( \nu = \pm 1/2 \) we have

\[ g_{\pm 1/2,\pm 1/2}(\lambda z_1, \lambda z) = -\frac{2 \sin [\lambda(z - z_1)]}{\pi \lambda \sqrt{zz_1}}, \] (2.14)

and the corresponding eigenvalues are given by

\[ \lambda_{\pm 1/2,n} = \frac{\pi n}{z_2/z_1 - 1}. \] (2.15)

These are the eigenvalues for the boundary condition (2.4) in the case \( D = 3 \) and the eigenvalues for the boundary condition (2.5) in \( D = 3, 5 \). For the boundary condition (2.5), the modes (2.12) have been discussed in [9, 10] within the framework of \( D = 4 \) Randall-Sundrum setup.

By using the condition (2.12), from (2.7), with the integration over \( z \) in the range \( z \in [z_1, z_2] \), for the coefficient \( C \) one gets

\[ |C|^2 = \frac{\lambda_{\nu,n} T_{\nu}(\eta, \lambda_{\nu,n})}{8 (2\pi)^{D-4} \alpha^{D-3} z_1^2 \omega_{\nu,n}}, \] (2.16)

where

\[ \eta = z_2/z_1 = e^{a/\alpha}, \] (2.17)

and we have introduced the notation

\[ T_{\nu}(\eta, x) = x \left[ \frac{J_{\nu}^2(x)}{J_{\nu}^2(x\eta)} - 1 \right]^{-1}. \] (2.18)

Note that \( J_{\nu}(\lambda_{\nu,n})/J_{\nu}(\lambda_{\nu,n}\eta) = Y_{\nu}(\lambda_{\nu,n})/Y_{\nu}(\lambda_{\nu,n}\eta) \) and the expression (2.18) can also be written in terms of the Neumann function. With the normalization constant (2.16), the modes for the vector potential are completely specified.

Let us consider the mode functions in the limit \( z_1 \to 0 \) (the left plate tends to the AdS boundary). For \( \nu \geq 0 \) one has \( g_{\nu,\nu}(\lambda z_1, \lambda z_2) \approx Y_{\nu}(\lambda z_1) J_{\nu}(\lambda z_2) \) and the equation determining the eigenvalues of the radial quantum number \( \lambda \) is reduced to \( J_{\nu}(\lambda z_2) = 0 \). By taking into account (2.18), with the ratio of the Bessel functions replace by the ratio of the Neumann functions, we can see that

\[ C g_{\nu,D/2-1}(\lambda z_1, \lambda z) \to C_{(1)} J_{D/2-1}(\lambda z), \] (2.19)
with the normalization constant $|C_{(1)}|^2 = 2/[(2\pi)^{D-2} \alpha^{D-3} \omega z_2^2 J_\nu^2(\lambda z_2)]$. For the boundary condition (2.4) the mode functions obtained in this way coincide with those considered in [20, 22] for the geometry of a single plate. For the boundary condition (2.5) and for $D = 3$ one has $\nu = -1/2$ the equation for the eigenvalues of $\lambda$ is reduced to $Y_\nu(\lambda z_2) = 0$ which is equivalent to $\sin(\lambda z_2) = 0$. For the radial part of the mode functions we get

$$C_z^{D/2 - 1} g_{\nu, D/2 - 1}(\lambda z_1, \lambda z) \rightarrow \frac{\cos(\lambda z)}{\sqrt{\pi z_2 \omega}}.$$  \hfill (2.20)

Notice that for $D = 3$ and in the case of the boundary condition (2.4) the eigenvalue equation is the same, $\sin(\lambda z_2) = 0$, and the mode functions are obtained from (2.20) by the replacement $\cos(\lambda z) \rightarrow \sin(\lambda z)$.

In the geometry of a single plate at $z = z_2$ and for the region $0 \leq z \leq z_2$ the mode functions have the form (2.6). The integral over $z$ in the normalization condition (2.7) is reduced to $\int_0^{z_2} dz z Z_{D/2-1}(\lambda' z) Z_{D/2-1}(\lambda z)$, where $Z_\mu(x) = c_1 J_\mu(x) + c_2 Y_\mu(x)$. For $c_2 \neq 0$, near the lower limit the integrand behaves as $z^{3-D}$. From here it follows that for $D \geq 4$ and for normalizable modes one should take $c_2 = 0$. Imposing the boundary condition (2.4) or (2.5) on $z = z_2$ we see that the eigenvalues for $\lambda$ are the roots of $J_\nu(\lambda z_2) = 0$ with $\nu$ given by (2.9). These are the modes we have obtained by the limiting transition $z_1 \rightarrow 0$. For $D = 3$ the mode functions with $c_2 \neq 0$ are normalizable and in order to uniquely specify them an additional boundary condition is required on the AdS boundary. As a result of the limiting transition $z_1 \rightarrow 0$, depending on the conditions imposed at $z = z_1$, we have obtained two special types of boundary conditions.

## 3 Two-point functions for the vector potential

The two-point functions of a free field theory are important characteristics of quantum fields describing the correlations of fluctuations at different spacetime points. Having these functions one can evaluate the VEVs for various physical quantities like the field squared, the energy-momentum tensor and the current density. The free-field two-point functions are the building blocks in the perturbative expansion of correlation functions in interacting field theories. First we consider the two-point function for the vector potential. With the mode functions (2.10) and the eigenvalues of $\lambda$ determined from (2.12), the two-point function (the positive-frequency Wightman function)

$$\langle 0 | A_\mu(x) A_\rho(x') | 0 \rangle \equiv \langle A_\mu A_\rho' \rangle$$ \hfill (3.1)

is evaluated by using the mode-sum formula

$$\langle A_\mu A_\rho' \rangle = \int dk \sum_{n=0}^{\infty} \sum_{\sigma=1}^{D-1} A_{(\beta)\mu}(x) A_{(\beta)\rho}(x'),$$ \hfill (3.2)

where $|0\rangle$ stands for the vacuum state and $\int dk = \int_{-\infty}^{+\infty} dk_1 \cdots \int_{-\infty}^{+\infty} dk_{D-1}$. The summation over the polarizations is done by using the formula

$$\sum_{\sigma=1}^{D-1} \tilde{\epsilon}(\sigma) \epsilon(\sigma) = \frac{k_\mu k_\rho}{\lambda^2} - \eta_{\mu\rho},$$ \hfill (3.3)

and for the nonzero components one finds

$$\langle A_\mu A_\rho' \rangle = \frac{(z z')^{D/2-1}}{8 (2\pi)^{D-4} \alpha^{D-3}} \int dk \sum_{n=1}^{\infty} \frac{\lambda_{\nu,n} T_\nu(\eta, \lambda_{\nu,n}) e^{ik_0 x^0}}{\sqrt{\lambda_{\nu,n}^2 + k^2}} \times g_{\nu, D/2-1}(\lambda_{\nu,n}, \lambda_{\nu,n} z/z_1) g_{\nu, D/2-1}(\lambda_{\nu,n}, \lambda_{\nu,n} z'/z_1) \left( \frac{k_\mu k_0}{\lambda_{\nu,n}^2} - \frac{\eta_{\mu\rho}}{z_1^2} \right).$$ \hfill (3.4)
where \( k_0 = \omega_{\nu,n} \), \( \Delta x^l = x^l - x'^l \), \( \mu, \rho, l = 0, 1, \ldots, D - 1 \).

In [26, 27] the eigenvalues \( \lambda_{\nu,n} \) for general spatial dimension are given implicitly and this representation is not convenient for the evaluation of the VEVs in the coincidence limit of the arguments. A more adapted representation is obtained by making use of a variant of the generalized Abel-Plana formula

\[
\sum_{n=1}^{\infty} f(\lambda_{\nu,n}) T_\nu(\eta, \lambda_{\nu,n}) = \frac{2}{\pi^2} \int_{0}^{\infty} \frac{f(u) du}{J_\nu^2(u) + Y_\nu^2(u)} - \frac{1}{2\pi} \int_{0}^{\infty} du \Omega^{(1)}_\nu(u, \eta u) \left[ f(iu) + f(-iu) \right],
\]

with the notations \( \Omega^{(1)}_\nu(x, y) = \frac{K_\nu(y)}{K_\nu(x) G_{\nu,\nu}(x, y)} \)

and \( G_{\nu,\rho}(x, y) = K_\nu(x) I_\rho(y) - (-1)^{\nu-\rho} I_\nu(x) K_\rho(y) \).

Here, \( I_\nu(x) \) and \( K_\rho(x) \) are the modified Bessel functions. In the case of the function \( f(u) \) corresponding to (3.4), the conditions of the validity for (3.5) are satisfied if \( z + z' + |\Delta t| < 2z_2 \). In the coincidence limit and for the region between the plates this condition is obeyed for points away from the plate at \( z = z_2 \).

For the series in (3.4) the function \( f(u) \) is given by the expression

\[
f(u) = \frac{ue^{-i\sqrt{u^2/z_1^2+k^2}\Delta t}}{\sqrt{u^2/z_1^2+k^2}} g_{\nu,D/2-1}(u, uz/z_1)\ g_{\nu,D/2-1}(u, uz'/z_1)\ \left(k\mu k\rho u^2 - \eta_{\mu\rho}\right).
\]

By applying (3.5), the two-point function is presented in the decomposed form

\[
\langle A_{\mu} A'_{\rho} \rangle = \langle A_{\mu} A'_{\rho} \rangle_1 + \frac{4\delta_{\nu}(zz')D/2-1}{(2\pi)^{D-1} \alpha^{D-3}} \int dk \int_{k}^{\infty} du \times \left( \eta_{\mu\rho}u^2 + \partial_{\mu}\partial_{\rho}' e^{ik\Delta x^l} \right) \frac{\Omega^{(1)}_\nu(uz_1, uz_2)}{u\sqrt{u^2 - k^2}} \times G_{\nu,D/2-1}(uz_1, uz)\ G_{\nu,D/2-1}(uz_1, uz') \cosh(\Delta t \sqrt{u^2 - k^2}),
\]

for \( \mu, \rho = 0, 1, \ldots, D - 1 \) and \( l = 1, \ldots, D - 1 \) for the summation in \( k_l \Delta x^l \). Here we have defined

\[
\delta_{\nu} = \begin{cases} 
1, & \text{for } \nu = D/2 - 1, \\
-1, & \text{for } \nu = D/2 - 2.
\end{cases}
\]

The first term in the right-hand side of (3.9) is given by the expression

\[
\langle A_{\mu} A'_{\rho} \rangle_1 = \frac{(zz')D/2-1}{(2\pi)^{D-2} \alpha^{D-3}} \int dk \int_{0}^{\infty} d\lambda \frac{\lambda}{\omega} \left(k\mu k\rho - \eta_{\mu\rho}\right) \times \frac{g_{\nu,D/2-1}(\lambda z_1, \lambda z)\ g_{\nu,D/2-1}(\lambda z_1, \lambda z')}{J_\nu^2(\lambda z_1) + Y_\nu^2(\lambda z_1)} e^{ik_l \Delta x^l},
\]

where \( \omega = \sqrt{\lambda^2 + k^2} \) and \( l = 0, 1, \ldots, D - 1 \).

In the limit \( z_2 \to \infty \) the last term in (3.9) tends to zero and the part (3.11) is interpreted as the two-point function in the region \( z > z_1 \) for the geometry of a single plate at \( z = z_1 \). This can also be seen directly by evaluating the corresponding mode-sum. The mode functions are still given by (2.10) where now the eigenvalues of \( \lambda \) are continuous. The normalization constant is obtained from (2.7) with the z-integral over the region \( z_1 \leq z < \infty \) and is given by

\[
|C_{\text{(III)}}|^2 = \frac{(2\pi)^{2-D} \alpha^{3-D} \lambda}{\omega [J_\nu^2(\lambda z_1) + Y_\nu^2(\lambda z_1)]}.
\]
The mode-sum with the functions (2.10) and the normalization coefficient (3.12) leads to the representation (3.11). The boundary-induced contribution in (3.11) can be separated in a way similar to that used in [21] for the special case of the boundary condition (2.4). The corresponding expression reads

\[ \langle A_\mu A'_\rho \rangle_1 = \langle A_\mu A'_\rho \rangle_0 + \frac{4 \delta_\nu (zz')^{D/2-1}}{(2\pi)^{D-1} \alpha^{D-3}} \int dk \int_k^\infty du \left( \eta_{\mu\rho} u^2 + \partial_\mu \partial_\rho \right) e^{ikl \Delta x^l} \times \frac{\cosh(\Delta t \sqrt{u^2 - k^2}) I_\nu(uz_1)}{u\sqrt{u^2 - k^2} K_\nu(uz_1)} K_{D/2-1}(uz) K_{D/2-1}(uz'), \]  

(3.13)

where \( l = 0, 1, \ldots, D - 1 \), and \( \langle A_\mu A'_\rho \rangle_0 \) is the two-point function in AdS spacetime when the plates are absent.

An alternative representation for the two-point function of the vector potential in the region between the plates is obtained by using the relation

\[ \frac{I_\nu(uz_1)}{K_\nu(uz_1)} K_{D/2-1}(uz) K_{D/2-1}(uz') - \frac{K_\nu(uz_2)}{I_\nu(uz_2)} I_{D/2-1}(uz) I_{D/2-1}(uz') = \sum_{j=1,2} (-1)^j \Omega_\nu^{(j)}(uz_1, uz_2) G_{\nu,D/2-1}(uz_j, uz) G_{\nu,D/2-1}(uz_j, uz'), \]

(3.14)

where

\[ \Omega_\nu^{(2)}(x, y) = \frac{I_\nu(x)}{I_\nu(y)} G_{\nu,y}(x, y). \]

(3.15)

This leads to the expression

\[ \langle A_\mu A'_\rho \rangle = \langle A_\mu A'_\rho \rangle_2 + \frac{4 \delta_\nu (zz')^{D/2-1}}{(2\pi)^{D-1} \alpha^{D-3}} \int dk \int_k^\infty du \left( \eta_{\mu\rho} u^2 + \partial_\mu \partial_\rho \right) e^{ikl \Delta x^l} \times \frac{\Omega_\nu^{(2)}(uz_1, uz_2)}{u\sqrt{u^2 - k^2} K_{\nu}(uz_1)} K_{D/2-1}(uz) K_{D/2-1}(uz') \cosh(\Delta t \sqrt{u^2 - k^2}), \]

(3.16)

where

\[ \langle A_\mu A'_\rho \rangle_2 = \langle A_\mu A'_\rho \rangle_0 + \frac{4 \delta_\nu (zz')^{D/2-1}}{(2\pi)^{D-1} \alpha^{D-3}} \int dk \int_k^\infty du \left( \eta_{\mu\rho} u^2 + \partial_\mu \partial_\rho \right) e^{ikl \Delta x^l} \times \frac{\cosh(\Delta t \sqrt{u^2 - k^2}) K_\nu(uz_2)}{u\sqrt{u^2 - k^2} K_\nu(uz_2)} I_{D/2-1}(uz) I_{D/2-1}(uz'), \]

(3.17)

is the two-point function in the region \( 0 \leq z \leq z_2 \) for the geometry of a single plate at \( z = z_2 \).

In the region I the two-point function is given by (3.17) with the replacement \( z_2 \to z_1 \). For the region III, \( z_2 \leq z < \infty \), the two-point function is obtained from (3.13) replacing \( z_2 \to z_1 \). The corresponding result could also be obtained directly considering the field dynamics in that region.

The mode functions are given by (2.10) with the replacement (2.19) and \( z_2 \to z_1 \) and the eigenvalues for \( \lambda \) are the zeros of the function \( J_\nu(\lambda z_1) \). The series over these zeros in the mode sum for the two-point function \( \langle A_\mu A'_\rho \rangle_1 \) is summed by using the respective formula from [26, 27]. That allows to separate the plate-induced contribution explicitly.

### 4 Correlators for the field tensor

The VEVs of physical observables bilinear in the fields, such as the fields squared and energy-momentum tensor, are obtained from the two-point function for the field strength tensor

\[ \langle 0 | F_{\mu\sigma}(x) F_{\kappa\rho}(x') | 0 \rangle = \langle F_{\mu\sigma} F_{\kappa\rho}' \rangle. \]

(4.1)
Given the plate-induced contributions to the two-point function for the vector potential we can find the corresponding contributions to the correlator (4.1) by differentiations. First of all for the components with \( \mu, \sigma, \kappa, \rho \) = 1, \ldots, \( D - 1 \) we get

\[
\langle F_{\mu \sigma} F'_{\kappa \rho} \rangle = \langle F_{\mu \sigma} F'_{\kappa \rho} \rangle_j + \frac{8 \delta_\nu (zz')^{D/2-1}}{(2\pi)^{D-1}} \int \frac{dk}{k} e^{ikz} \int_k^\infty \frac{du}{u} \left[ \cosh(\Delta t \sqrt{u^2 - k^2}) \right] F'_{\nu}^{(j)}(uz, u'z') \left( \eta_{[\sigma \rho]k[i]}k_\kappa + \eta_{[\mu \kappa]k[\rho]} \right), \tag{4.2}
\]

\[
\langle F_{\mu} F_{\kappa D} \rangle = \langle F_{\mu} F_{\kappa D} \rangle_j + \frac{4 \delta_\nu \alpha^{3-D}}{(2\pi)^{D-1}} \int \frac{dk}{k} e^{ikz} \int_k^\infty \frac{du}{u} \left[ \cosh(\Delta t \sqrt{u^2 - k^2}) \right] \partial_{z'} \left[ (zz')^{D/2-1} F'_{\nu}^{(j)}(uz, u'z') \right], \tag{4.3}
\]

where \( j = 1, 2, l = 1, \ldots, D - 1 \), the square brackets in the index expression mean anti-symmetrization with respect to the corresponding indices (indices \( \sigma \) and \( \mu \) in (4.2) and

\[
F'_{\nu}^{(j)}(xz, x'z') = \Omega_{\nu}^{(j)}(xz, x'z') G_{\nu, D/2-1} (xz, xz) G_{\nu, D/2-1} (xz, x'z') . \tag{4.4}
\]

Here, \( j = 1 \) and \( j = 2 \) provide two equivalent representations. These representations are also valid for \( \mu = \kappa = 0 \) if \( k_0 \) is understood as \( k_0 = \sqrt{k^2 - u^2} \). For the components with only one of the indices being 0 and \( D \) we have

\[
\langle F_{0 \mu} F'_{0 \kappa} \rangle = \langle F_{0 \mu} F'_{0 \kappa} \rangle_j - \frac{8i \delta_\nu (zz')^{D/2-1}}{(2\pi)^{D-1}} \alpha^{D-3} \int \frac{dk}{k} e^{ikz} \int_k^\infty \frac{du}{u} \sinh(\Delta t \sqrt{u^2 - k^2}) F'_{\nu}^{(j)}(uz, u'z') \delta_{[\mu k]}k_\kappa, \tag{4.5}
\]

\[
\langle F_{D \mu} F'_{D \kappa} \rangle = \langle F_{D \mu} F'_{D \kappa} \rangle_j - \frac{8i \delta_\nu (zz')^{D/2-1}}{(2\pi)^{D-1}} \alpha^{D-3} \int \frac{dk}{k} e^{ikz} \int_k^\infty \frac{du}{u} \cosh(\Delta t \sqrt{u^2 - k^2}) \partial_{z'} \left[ (zz')^{D/2-1} F'_{\nu}^{(j)}(uz, u'z') \right] \delta_{[\mu k]}k_\kappa. \tag{4.6}
\]

The remaining components are found by using the relation

\[
\langle F_{\mu \sigma} F'_{\kappa \rho} \rangle = \langle F'_{\kappa \rho} F_{\mu \sigma} \rangle^*, \tag{4.7}
\]

valid for all values of the indices. The parts \( \langle F_{\mu \sigma} F'_{\kappa \rho} \rangle_j \) in (4.2)-(4.6) present the two-point functions in the geometry for a single plate at \( z = z_j \). They are decomposed as

\[
\langle F_{\mu \sigma} F'_{\kappa \rho} \rangle_j = \langle F_{\mu \sigma} F'_{\kappa \rho} \rangle_0 + \langle F_{\mu \sigma} F'_{\kappa \rho} \rangle^{(b)}_j , \tag{4.8}
\]

where \( \langle F_{\mu \sigma} F'_{\kappa \rho} \rangle_0 \) is the corresponding function in the geometry without plates and the part \( \langle F_{\mu \sigma} F'_{\kappa \rho} \rangle^{(b)}_j \) is induced by a single plate at \( z = z_j \). The expressions for \( \langle F_{\mu \sigma} F'_{\kappa \rho} \rangle^{(b)}_j \) are obtained from the last terms in (4.2), (4.3), (4.5) and (4.6) by the replacement

\[
F'_{\nu}^{(j)}(xz, x'z') \rightarrow \frac{K_\nu(uz_j)}{I_{\nu}(uz_j)} I_{D/2-1}(uz) I_{D/2-1}(uz'), \tag{4.9}
\]
for the region $z, z' < z_j$ and by the replacement

$$F^{(j)}_{\nu}(xz, xz') \to \frac{I_{\nu}(uz_j)}{K_{\nu}(uz_j)} K_{D/2-1}(uz) K_{D/2-1}(uz'), \quad (4.10)$$

in the region $z, z' > z_j$. The last terms in (4.2), (4.3), (4.5) and (4.6) are induced by the plate $z = z_j^\prime$, $j' = 1, 2, j' \not= j$, when one adds it to the geometry with a single plate at $z = z_j$. In the evaluation of the local VEVs we need the two-point functions in the coincidence limit $x' \to x$. For $\mu, \sigma, \kappa, \rho = 0, 1, \ldots, D - 1$ and in the coincidence limit, for the nonzero components one finds

$$\langle F_{\mu \sigma \kappa \rho} \rangle = \langle F_{\mu \sigma \kappa \rho} \rangle_j - \frac{2\delta_{\nu}(\eta_{\mu \kappa} \eta_{\sigma \rho} - \eta_{\mu \rho} \eta_{\sigma \kappa}) z^{D-2}}{(4\pi)^{D/2-1} \Gamma(D/2 + 1)\alpha^{D-3}} \times \int_{0}^{\infty} du u^{D+1} \Omega^{(j)}_{\nu}(uz_1, uz_2) G^2_{\nu, D/2-1}(uz_j, uz), \quad (4.11)$$

$$\langle F_{\mu D \kappa \sigma} \rangle = \langle F_{\mu D \kappa \sigma} \rangle_j + \frac{\delta_{\nu} \eta_{\mu \kappa} (D - 1) \alpha^{3-D} z^{D-2}}{(4\pi)^{D/2-1} \Gamma(D/2 + 1)} \times \int_{0}^{\infty} du u^{D+1} \Omega^{(j)}_{\nu}(uz_1, uz_2) G^2_{\nu, D/2-2}(uz_j, uz), \quad (4.12)$$

where the relation

$$\partial_z \left[ z^{D/2-1} G_{\nu, D/2-1}(uz_j, uz) \right] = uz^{D/2-1} G_{\nu, D/2-2}(uz_j, uz), \quad (4.13)$$

has been used. The boundary-induced contributions in the VEVs $\langle F_{\mu \sigma \kappa \rho} \rangle_j$ for the geometry of a single plate at $z = z_j$ are obtained from the last terms in (4.11) and (4.12) by the replacements $z_j \to z$ and $z_j^\prime \to z$. Note that for points away from the boundaries the divergences in the coincidence limit are contained in the parts $\langle F_{\mu \sigma \kappa \rho} \rangle_0$ only. In the representations given above the contribution $\langle F_{\mu \sigma \kappa \rho} \rangle_0$ is explicitly extracted and consequently the renormalization of the local observables at points outside of plates is reduced to the renormalization in the geometry without plates. In the following sections the expressions (4.11) and (4.12) are used for the evaluation of the VEVs of fields squared and of the energy-momentum tensor.

5 VEVs of the electric and magnetic fields squared and photon condensate

We start the investigation of the local VEVs from the electric field squared. Having the two-point functions of the field tensor in the coincidence limit, this VEV is evaluated by using the relation

$$\langle E^2 \rangle = -g^{00} g^{\mu \rho} \langle F_{0 \mu} F_{0 \rho} \rangle. \quad (5.1)$$

From (4.11) and (4.12), in the region $z_1 < z < z_2$ one gets

$$\langle E^2 \rangle = \langle E^2 \rangle_j + \frac{\delta_{\nu} (D - 1) \alpha^{-1-D} z^{D+2}}{(4\pi)^{D/2-1} \Gamma(D/2 + 1)} \int_{0}^{\infty} dx x^{D+1} \Omega^{(j)}_{\nu}(xz_1, xz_2) \times \left[ 2G^2_{\nu, D/2-1}(xz_j, xz) + G^2_{\nu, D/2-2}(xz_j, xz) \right]. \quad (5.2)$$

Here, $\langle E^2 \rangle_j$ is the VEV of the electric field squared for the geometry of a single plate at $z = z_j$ in the region $z > z_j$ for $j = 1$ and $z < z_j$ for $j = 2$. For $j = 1$ the VEV is given by the expressions

$$\langle E^2 \rangle_1 = \langle E^2 \rangle_0 + \frac{\delta_{\nu} (D - 1) \alpha^{-1-D} z^{D+2}}{(4\pi)^{D/2-1} \Gamma(D/2 + 1)} \int_{0}^{\infty} dx x^{D+1} \frac{I_{\nu}(xz_1)}{K_{\nu}(xz_1)} \left[ 2K^2_{D/2-1}(xz) + K^2_{D/2-2}(xz) \right], \quad (5.3)$$
where $\langle E^2 \rangle_0$ is the VEV in the absence of the plates. For $j = 2$ the expression $\langle E^2 \rangle_2$ in (5.2) is obtained from (5.3) by the replacements $z_1 \rightarrow z_2$ and $I \equiv K$. In the region $z < z_1$ the VEV of the electric field squared is given by (5.3) with the replacements $I \equiv K$ (in the special case of boundary condition (2.4) the sign difference with the result in [20] is related to the definition of $\langle E^2 \rangle$ in (5.1) without the minus sign in the right-hand side). The VEV for the region $z > z_2$ is obtained from (5.3) by the replacement $z_1 \rightarrow z_2$. The second term in the right-hand side of (5.2) is interpreted as the contribution induced by the second plate when we add it to the geometry of a single plate at $z = z_j$.

Note that in the asymptotic region under consideration $|z - z_1| \gg 1$, the corresponding VEV in the region $z < z_1$ for the coordinate $y$ the leading term does not depend on the curvature radius. To the leading order the VEV coincides with that for plates in the Minkowski spacetime (see below). This feature was expected by taking into account that near the plates the dominant contribution to the VEVs comes from the gravitational field on those modes is weak.

The VEV (5.2) diverges on the plates. The divergences come from the single plate contributions $\langle E^2 \rangle_j$ and the second plate contribution in (5.2) is finite on the plate $z = z_j$. In order to find the leading term in the asymptotic expansion over the distance from the plate we note that for points near the plate the dominant contribution to the integral in (5.3) (and in the analog integral for $\langle E^2 \rangle_2$) comes from large values of $x$ and we can use the corresponding asymptotics for the modified Bessel functions. For $|z/z_j - 1| \ll 1$, to the leading order this gives

$$\langle E^2 \rangle_2 \approx \langle E^2 \rangle_j \approx \delta_\nu \frac{3}{2} \left( \frac{D+2}{D-1} \right) \frac{\Gamma((D+1)/2)}{2(4\pi)^{(D-1)/2}} \frac{1}{|1 - z_j/z|^{D+1}}.$$  \hspace{1cm} \text{(5.4)}$$

Note that in the asymptotic region under consideration $|1 - z_j/z| \approx |y - y_j|/\alpha$ and in terms of the coordinate $y$ the leading term does not depend on the curvature radius. To the leading order the VEV coincides with that for plates in the Minkowski spacetime (see below). This feature was expected by taking into account that near the plates the dominant contribution to the VEVs comes from the fluctuations with small wavelengths (compared with the curvature radius) and the influence of the gravitational field on those modes is weak.

In a similar way we can find the VEV $\langle F_{\mu\sigma} F^{\mu\sigma} \rangle$. It is the analog of the gluon condensate in quantum chromodynamics and is known as photon condensate (see, for instance, [28]). From (4.11) and (4.12) we find

$$\langle F_{\mu\sigma} F^{\mu\sigma} \rangle = \langle F_{\mu\sigma} F^{\mu\sigma} \rangle_j - \frac{4\delta_\nu (D - 1)}{(4\pi)^{D/2-1}} \frac{\Gamma(D/2)}{\alpha^{D+1}} \int_0^\infty dx x^{D+1}$$

$$\times \Omega^{(j)}(x_1, x_2) \left[ G^2_{\nu,2-1} (uz_j, uz) + G^2_{\nu,2-1} (uz_j, uz) \right],$$  \hspace{1cm} \text{(5.5)}$$

where

$$\langle F_{\mu\sigma} F^{\mu\sigma} \rangle_1 = \langle F_{\mu\sigma} F^{\mu\sigma} \rangle_0 - \frac{4\delta_\nu (D - 1)}{(4\pi)^{D/2-1}} \frac{\Gamma(D/2)}{\alpha^{D+1}} \int_0^\infty dx x^{D+1}$$

$$\times \left[ I_{\nu}(z_1) \frac{K^2_{D/2-1}(x)}{K_{D/2-1}(z_1)} + K^2_{D/2-2}(x) \right],$$  \hspace{1cm} \text{(5.6)}$$

is the corresponding VEV in the region $z > z_1$ for the geometry of a single plate at $z = z_1$. For $j = 2$, the term $\langle F_{\mu\sigma} F^{\mu\sigma} \rangle_2$ is the VEV in the geometry of a single plate at $z = z_2$ for the region $z < z_2$. The boundary induced contribution to the photon condensate is negative for the boundary condition (2.4) and positive for the condition (2.5). Near the plates one has the asymptotic $\langle F_{\mu\sigma} F^{\mu\sigma} \rangle \approx -2 \langle E^2 \rangle_2 /3$ with $\langle E^2 \rangle$ given by (5.4).

Having the VEVs of the electric field squared and the photon condensate we can find the VEV of the magnetic field squared by using the relation $\langle B^2 \rangle = \langle E^2 \rangle + \langle F_{\mu\sigma} F^{\mu\sigma} \rangle /2$. Note that in dimensions $D > 3$ the magnetic field is not a spatial vector and the corresponding VEV is given by

$$\langle B^2 \rangle = \frac{1}{2} g^{lm} g^{np} \langle F_{ln} F_{mp} \rangle,$$  \hspace{1cm} \text{(5.7)}$$
with \(l, m, n, p = 1, 2, \ldots, D\). From (5.2) and (5.3) one gets
\[
\langle B^2 \rangle = \langle B^2 \rangle_0 - \frac{\delta_\nu (D-1) \alpha^{-1} D z D^2 + 2}{(4\pi)^{D/2-1} \Gamma (D/2 + 1)} \int_0^\infty dx x^{D+1} \Omega^{(j)}_\nu (x z_1, x z_2)
\]
\[
\times \left[ (D-2) G_{\nu, D/2-1} (x z_j, x z) + (D-1) G_{\nu, D/2-2} (x z_j, x z) \right].
\] (5.8)

Here the part corresponding to a single plate geometry is defined as
\[
\langle B^2 \rangle_1 = \langle B^2 \rangle_0 - \frac{\delta_\nu (D-1) \alpha^{-1} D z D^2 + 2}{(4\pi)^{D/2-1} \Gamma (D/2 + 1)} \int_0^\infty dx x^{D+1} \frac{I_\nu (x z_1)}{K_\nu (x z_1)}
\]
\[
\times \left[ (D-2) K_{\nu, D/2-1} (x z) + (D-1) K_{\nu, D/2-2} (x z) \right],
\] (5.9)

for \(j = 1\) and the expression for \(\langle B^2 \rangle_2\) is obtained from (5.9) by the replacements \(I \leftarrow K\) and \(z_1 \rightarrow z_2\) in the boundary-induced contribution. In a way similar to that for the electric field squared we can see that the single plate induced (the last term in (5.9)) and the second plate induced (the last term in (5.8)) contributions to the VEV of the magnetic field squared are negative/positive for the boundary condition (2.4)/(2.5). Near the plates the VEV of the magnetic field squared behaves like \(\langle B^2 \rangle \approx (1 - 2D/3) \langle B^2 \rangle_0\), where the asymptotic for \(\langle E^2 \rangle\) near the plate \(z = z_j\) is given by (5.4).

For \(D = 3\), by using the expressions for the functions \(I_{\pm 1/2} (x), K_{\pm 1/2} (x)\), we can see that
\[
G_{\pm 1/2, \pm 1/2} (x z_j, x z) = \frac{\sinh [x (z - z_j)]}{x \sqrt{z z_j}},
\]
\[
G_{\pm 1/2, \mp 1/2} (x z_j, x z) = \frac{\cosh [x (z - z_j)]}{x \sqrt{z z_j}}.
\] (5.10)

With these expressions, from (5.2), (5.3), (5.8) and (5.9) one finds
\[
\langle F^2 \rangle = \langle F^2 \rangle_0 - \frac{3 \delta_\nu (F)}{4 \pi \alpha^4} \frac{z^4 \delta_\nu (F)}{4 \pi \alpha^4} \left[ \frac{\pi^4}{45} + \frac{3}{z^2 - z_1^2} \right] + \int_0^\infty dx \frac{x^3 \cosh [x (z - z_1)]}{e^{x (z^2 - z_1)} - 1},
\] (5.11)

where \(F = E, B\), for the electric and magnetic fields respectively and
\[
\delta_\nu (E) = -\delta_\nu (B) = 1.
\] (5.12)

The upper and lower signs in (5.11) correspond to the boundary conditions (2.4) and (2.5), respectively. An alternative expression is obtained by using the expansion \(1/(e^u - 1) = \sum_{n=1}^\infty e^{-nu}\) in the integral term:
\[
\langle F^2 \rangle = \langle F^2 \rangle_0 - \frac{3 \delta_\nu (F)}{4 \pi \alpha^4} - \frac{\alpha^{-4} z^4}{4 \pi (z^2 - z_1)^4} \left[ \frac{\pi^4}{45} + 3 \delta_\nu (F) \sum_{n=-\infty}^\infty \left( n - \frac{z - z_1}{z_2 - z_1} \right)^{-4} \right],
\] (5.13)

again, with the upper and lower signs corresponding to the conditions (2.4) and (2.5).

In the Minkowskian limit, corresponding to \(\alpha \rightarrow \infty\) for fixed \(y\), one has \(z \approx \alpha + y\) and \(z, z_j\) are large. By using the asymptotic expressions for the modified Bessel functions for large values of the argument, we can see that
\[
G_{\mu, \mu} (x z_1, x z) \approx \frac{\sinh [x (y - y_1)]}{\alpha x},
\]
\[
G_{\mu, \mu \pm 1} (x z_1, x z) \approx \frac{\cosh [x (y - y_1)]}{\alpha x},
\] (5.14)

and
\[
\Omega^{(j)}_\nu (x z_1, x z_2) \approx \frac{2 \alpha x}{e^{2ax} - 1}.
\] (5.15)
In the limit $z \to \infty$ asymptotic expressions for the modified Bessel functions $f_\nu$ or $j_\nu$ with a single plate at $z$, (5.4) for the electric field).

Asymptotic expansion over the distance from the plate coincides with that for the Minkowski bulk (see Subsection 5.1 for boundary condition (2.5) the corresponding asymptotic has the form

$$\langle F^2 \rangle - \langle F^2 \rangle_1 \approx \frac{3\delta_\nu}{2} \frac{D+2\nu}{D/2+1} \frac{K_\nu(x)}{I_\nu(x)},$$

(5.18)

In the case $D = 3$ the asymptotic is directly obtained from (5.11):

$$\langle F^2 \rangle - \langle F^2 \rangle_1 \approx -\frac{\pi^3}{180\alpha^4} (1 - 3\delta_\nu \delta_{(F)}).$$

(5.19)

For $D = 4$ and for the boundary condition (2.5) the corresponding asymptotic has the form

$$\langle F^2 \rangle - \langle F^2 \rangle_1 \approx -\frac{3\delta_{(F)} \langle z/z_2 \rangle^4}{4\pi\alpha^5 \ln^2 (z_1/z_2)} \int_0^{\infty} dx x^3 \frac{K_0(x)}{I_0(x)}.$$

(5.20)

In terms of the physical distance of the observation point from the plate $z = z_2$, given by $y_{2} - y$, the second plate induced contributions decay as $\exp[-(D+2\nu)(y_{2}-y)/\alpha]$ for $D \geq 5$, as $e^{-4(y_{2}-y)/\alpha}/(y_{2}-y)^2$ for $D = 4$ and like $e^{-4(y_{2}-y)/\alpha}$ for $D = 3$. In all these cases one has an exponential decay as a function of the distance. In the Minkowski bulk the decay of the second plate induced contributions is power-law, like $1/(y_{2}-y)^{D+1}$.

In the limit $z_1 \to 0$, for fixed values $z$ and $z_2$, the corresponding asymptotics are obtained from (5.2) and (5.8) with $j = 2$ by taking into account that for $\nu > 0$ one has

$$\Omega^{(2)}_{\nu}(x_{z_1}, x_{z_2}) \approx \frac{2\nu (x_{z_1}/2)^{2\nu}}{I^2(\nu+1)I^2_{\nu}(x_{z_2})}.$$

(5.21)
As a consequence, the second boundary induced contributions \( \langle E^2 \rangle - \langle E^2 \rangle_2 \) and \( \langle B^2 \rangle - \langle B^2 \rangle_2 \) tend to zero like \((z_1/z_2)^{2\nu}\). For \( D = 3 \) the corresponding asymptotic expressions are obtained from (5.11) and \( \langle F^2 \rangle - \langle F^2 \rangle_2 \) decays as \( z_1/z_2 \). For \( D = 4 \) and for the boundary condition (2.5) one has \( \nu = 0 \) and the difference \( \langle F^2 \rangle - \langle F^2 \rangle_2 \) behaves as \( 1/\ln(z_1/z) \).

In figure 1 we have plotted the boundary induced parts \( \langle F^2 \rangle_b = \langle F^2 \rangle - \langle F^2 \rangle_0 \) in the VEVs of the electric \((F = E)\) and magnetic \((F = B)\) fields squared in the region between the plates as functions of the distance from the plate at \( z = z_1 \) (in units of the curvature scale \( \alpha \)). The graphs are plotted for \( a = \alpha \) and the full and dashed curves correspond to the electric and magnetic fields respectively. The numbers near the curves are the corresponding values of the spatial dimension. The left and right panels are plotted for the boundary conditions (2.4) and (2.5). For the example presented in figure 1 the quantity \( |\langle F^2 \rangle_b| \) increases with increasing \( D \). This is not a general feature. For example, in the case \( a = 2 \) in the region near the point \( y - y_1 = a/2 \) the boundary induced VEV \( |\langle F^2 \rangle_b| \) decreases with increasing \( D \).

Having the correlators for the field strength tensor we can also evaluate the Casimir-Polder forces acting on a polarizable particle for general case of anisotropic polarizability tensor and dispersion. In the static limit and for isotropic polarizability \( \alpha_P \), the Casimir-Polder potential is expressed in terms of the electric field squared as \( U_{CP} = -\alpha_P \langle E^2 \rangle/2 \). From the graphs in figure 1 it follows that in the region between the plates the Casimir-Polder forces near the plate at \( z = z_j \) are attractive (repulsive) with respect to that plate for the boundary condition (2.4) (2.5). At some intermediate point one has \( \partial_z \langle E^2 \rangle = 0 \) and the force vanishes. This equilibrium position of a polarizable particle is unstable for the condition (2.4) and stable for the condition (2.5).

6 VEV of the energy-momentum tensor

Another important local characteristic of the vacuum state is the VEV of the energy-momentum tensor:

\[
\langle T^\mu_\rho \rangle = -\frac{1}{4\pi} \left[ \langle F^\rho_\kappa F^{\mu\kappa} \rangle - \frac{1}{4} \delta^\mu_\rho \langle F^\kappa_\sigma F^{\kappa\sigma} \rangle \right].
\] (6.1)

By using the expressions (4.11) and (4.12) for the two-point functions in the coincidence limit, we can see that the off-diagonal components vanish and for the diagonal components in the region \( z_1 < z < z_2 \)
we get

\[ \langle T_\mu^\nu \rangle = \langle T_\rho^\mu \rangle_j - \frac{\delta_\nu^\rho (D - 1) \alpha^{-1-D} z^{D+2}}{2 (4\pi)^{D/2} \Gamma(D/2 + 1)} \int_0^\infty dx \, x^{D+1} \Omega^j_\nu (x z_1, x z_2) \]

\[ \times \left[ (D - 4) G^2_{\nu,D/2-1} (x z_j, x z) + (D - 2) G^2_{\nu,D/2-2} (x z_j, x z) \right]. \tag{6.2} \]

for \( \mu, \rho = 0, \ldots, D - 1 \) and

\[ \langle T_D^D \rangle = \langle T_D^D \rangle_j - \frac{\delta_\nu^\rho (D - 1) \alpha^{-1-D} z^{D+2}}{2 (4\pi)^{D/2} \Gamma(D/2)} \int_0^\infty dx \, x^{D+1} \Omega^j_\nu (x z_1, x z_2) \]

\[ \times \left[ G^2_{\nu,D/2-1} (x z_j, x z) - G^2_{\nu,D/2-2} (x z_j, x z) \right]. \tag{6.3} \]

The expressions \( (6.2) \) and \( (6.3) \) with \( j = 1 \) and \( j = 2 \) provide two equivalent representations of the VEVs. In these formulas, \( \langle T_\mu^\nu \rangle_j \) is the VEV in the geometry of a single plate located at \( z = z_j \). For \( z > z_j \) one has

\[ \langle T_\mu^\nu \rangle_j = \langle T_\mu^\nu \rangle_0 - \frac{\delta_\nu^\rho (D - 1) \alpha^{-1-D} z^{D+2}}{2 (4\pi)^{D/2} \Gamma(D/2 + 1)} \int_0^\infty dx \, x^{D+1} \frac{I_\nu (x z_j)}{K_\nu (x z_j)} \]

\[ \times \left[ (D - 4) K^2_{D/2-1} (x z) + (D - 2) K^2_{D/2-2} (x z) \right], \tag{6.4} \]

and for the boundary condition \( (2.4)/(2.5) \), the boundary induced contribution to the normal stress

\[ z^{D+1} \partial_z \left( z^{-D} \langle T_D^D \rangle_b \right) + D \langle T_D^D \rangle_b = 0 \tag{6.5} \]

between the energy density and the normal stress. For \( D > 3 \) the boundary induced contribution in the vacuum energy density is negative for the boundary condition \( (2.4) \) and positive for the boundary condition \( (2.5) \) for all values of \( z \), including the regions \( z < z_1, z > z_2 \). Near the plate \( z = z_j \) and for the boundary condition \( (2.4)/(2.5) \), the boundary induced contribution to the normal stress \( \langle T_D^D \rangle \) is negative/positive in the region \( z > z_j \) and positive/negative in the region \( z < z_j \). The trace
of the boundary induced contribution in the VEV of the energy-momentum tensor is related to the corresponding photon condensate by the formula
\[ \langle T_{\mu}^{\mu} \rangle_b = -\frac{D - 3}{16\pi} \langle F_{\mu\sigma} F^{\mu\sigma} \rangle_b. \] (6.6)

For \( D = 3 \) that contribution is traceless. The latter property is a consequence of the conformal invariance of the electromagnetic field in \( D = 3 \). Note that because of the conformal anomaly the boundary free part has nonzero trace, \( \langle T_{\mu}^{\mu} \rangle_0 \neq 0 \).

For \( D > 3 \) the VEVs diverge on the plates. The divergence on the plate \( z = z_j \) comes from the single boundary part \( \langle T_{\mu}^{\mu} \rangle_j \). The leading terms in the asymptotic expansion over the distance from the plate are expressed as
\[ \langle T_0^0 \rangle \approx -\frac{D - 3}{12\pi} \langle E^2 \rangle, \]
\[ \langle T_D^D \rangle \approx (z/z_j - 1) \langle T_0^0 \rangle \approx \frac{y - y_j}{\alpha} \langle T_0^0 \rangle, \] (6.7)
with \( \langle E^2 \rangle \) given by (6.4). This type of divergence is well-known in quantum field theory with boundaries. In (6.2) and (6.3) the second plate induced contributions (the second terms in the right-hand sides) are finite at \( z = z_j \).

In the special case \( D = 3 \), by using the expressions for the functions \( I_{1/2}^\pm(u) \), \( K_{1/2}^\pm(u) \), and (5.10) we can see that in the region between the plates
\[ \langle T_{\mu}^{\mu} \rangle = \langle T_{\mu}^{\mu} \rangle_0 - \frac{\delta_{\mu}^{\rho} \pi^2 (z/\alpha)^4}{720 (z_2 - z_1)^4}, \]
\[ \langle T_3^3 \rangle = \langle T_3^3 \rangle_0 + \frac{\pi^2 (z/\alpha)^4}{240 (z_2 - z_1)^4}, \] (6.8)
where \( \mu \neq 3 \). Note that the boundary-induced contributions (the second terms in the right-hand sides) in these expressions are the same for the boundary conditions (2.4) and (2.5). Those contributions are conformally related to the corresponding VEVs in the region between two plates in the Minkowski bulk with the conformal factor \((z/\alpha)^4\). In the region \( z > z_2 \) one has \( \langle T_{\mu}^{\mu} \rangle = \langle T_{\mu}^{\mu} \rangle_0 \). In the region \( z < z_1 \) the VEVs for the boundary condition (2.4) are given by the expressions (\( \mu, \rho = 0, 1, 2 \))
\[ \langle T_{\mu}^{\mu} \rangle = \langle T_{\mu}^{\mu} \rangle_0 + \frac{\delta_{\mu}^{\rho} \pi^2}{720} \left( \frac{z}{\alpha z_1} \right)^4, \]
\[ \langle T_3^3 \rangle = \langle T_3^3 \rangle_0 + \frac{\pi^2}{240} \left( \frac{z}{\alpha z_1} \right)^4. \] (6.9)

From (6.9) it follows that the \( z \)-projection of Casimir force acting per unit surface of the plate at \( z = z_1 \) (from the side \( z = z_1 - 0 \)) is given by \(-\pi^2 \alpha^{-4}/240\). The latter does not depend on the location of the plate and is directed towards the AdS boundary. For the boundary condition (2.5) the expressions for VEVs in the region \( z < z_1 \) read
\[ \langle T_{\mu}^{\mu} \rangle = \langle T_{\mu}^{\mu} \rangle_0 + \frac{\delta_{\mu}^{\rho} 7\pi^2}{5760} \left( \frac{z}{\alpha z_1} \right)^4, \]
\[ \langle T_3^3 \rangle = \langle T_3^3 \rangle_0 - \frac{7\pi^2}{1920} \left( \frac{z}{\alpha z_1} \right)^4, \] (6.10)
with \( \mu = 0, 1, 2 \). Note that (6.10) differs from the corresponding result for the boundary condition (2.4) (given by (6.9)). The corresponding energy density is positive and the \( z \)-projection of Casimir
force acting per unit surface of the side \( z = z_1 - 0 \) is given by \( 7\pi^2\alpha^{-4}/1920 \). The latter is repulsive with respect to the AdS boundary.

In the Minkowskian limit \( \alpha \to \infty \) for fixed \( y, y_j \), by using the relations (5.15), to the leading order we get \( \langle T_{\mu}^\mu \rangle \to \langle T_{\mu}^\mu \rangle_M \), with the Minkowskian VEVs

\[
\langle T_{\mu}^\mu \rangle_M = -\delta_{\mu} \frac{(D-1) \Gamma((D+1)/2)}{(4\pi)^{(D+1)/2} a^{D+1}} \left[ \zeta(D+1) \pm \sum_{n=-\infty}^{\infty} \frac{(D-3)/2}{n - (y - y_1)/a^{D+1}} \right],
\]

\[
\langle T_D^D \rangle_M = \frac{D(D-1) \Gamma((D+1)/2)}{(4\pi)^{(D+1)/2} a^{D+1}} \zeta(D+1),
\]

where \( \mu = 0, 1, \ldots, D - 1 \), and the upper and lower signs correspond to the boundary conditions (2.4) and (2.5). For \( D = 3 \) these results are conformally related to the boundary-induced VEVs in the AdS bulk (see (6.8)). Note that the normal stress is uniform and is the same for the conditions (2.4) and (2.5).

The last terms in (6.2) and (6.3) are the contribution induced by the second plate when we add it to the geometry with a single plate located at \( z = z_j \). Let us consider the corresponding asymptotics for limiting values of the second plate location. In the limit \( z_2 \to \infty \), when \( z \) and \( z_1 \) are fixed, for \( D > 4 \) from (6.2) and (6.3) with \( j = 1 \) we find

\[
\langle T_D^D \rangle - \langle T_D^D \rangle_1 \approx -\delta_{\nu} \frac{\langle T^0_0 \rangle - \langle T^0_0 \rangle_1}{D - 3 + \delta_{\nu}} \approx \frac{(D-1)\alpha^{-1-D} (z/2z)^{D+2\nu}}{2^{D+2\nu-2\pi D/2} \Gamma(D/2) \Gamma^2(\nu)} \times (z_1/z)^{2\nu(1-\delta_{\nu})} \int_0^\infty dx x^{D+2\nu-1} \frac{K_{\nu}(x)}{I_{\nu}(x)},
\]

and the second plate contributions decay as \((z/2z)^{D+2\nu}\). Note that for the boundary condition (2.4) the leading term does not depend on \( z_1 \). For \( D = 4 \), the leading terms in the limit \( z_2 \to \infty \) are given by

\[
\langle T_D^D \rangle - \langle T_D^D \rangle_1 \approx -2 \left( \langle T^0_0 \rangle - \langle T^0_0 \rangle_1 \right) \approx \frac{3\alpha^{-5} (z_1/z_2)^4}{16\pi^2 \ln^2(z_1/z_2)} (z/2z)^6 \int_0^\infty dx x^3 \frac{K_0(x)}{I_0(x)}. \]

The asymptotic for \( D = 3 \) is directly obtained from (6.8). The leading terms in the limit \( z_1 \to 0 \), for fixed \( z \) and \( z_2 \), are obtained from (6.2) and (6.3) with \( j = 2 \) by the replacement (5.21) and the second plate induced contributions vanish like \((z_1/z_2)^{D-2}\).

Figure 2 presents the boundary induced contributions in the VEVs of the energy density (\( \mu = 0 \), full curves) and the normal stress (\( \mu = D \), dashed curves) in the region between the plates with the separation \( a/\alpha = 1 \). The left and right panels correspond to the boundary conditions (2.4) and (2.5), respectively. For \( D = 3 \) the VEVs are finite on the boundaries and in the region between the plates they coincide for the conditions (2.4) and (2.5).

7 The Casimir forces

The Casimir force acting on the plate is determined by the normal stress \( \langle T_D^D \rangle \) evaluated at the location of the plate. The boundary-free contributions to the normal stress are the same on the left- and right-hand sides of the plate and will not contribute to the net force. For the plate at \( z = z_j \), the remaining contribution to the Casimir force per unit surface is decomposed into two parts:

\[
p_j = p_j^{(s)} + p_j^{(int)},
\]

where \( p_j^{(s)} \) is the vacuum pressure on the plate at \( z = z_j \) when the second plate is absent (self-action force) and the part \( p_j^{(int)} \) is induced by the second plate (interaction force). The expression
For $p_j^{(s)}$ is obtained by combining the vacuum pressures on the left- and right-hand sides of the plate. The $z$-projection of the self-action force acting per unit surface of the plate at $z = z_j$ is given by $f_j^{(s)} = \langle T^D_B \rangle_j|_{z=z_j+\delta} - \langle T^D_B \rangle_j|_{z=z_j-\delta}$. For $D > 3$ the self-action contributions are divergent and they require an additional renormalization. For $D = 3$ and for the boundary condition (2.4) one has $\langle T^D_B \rangle_j = (T^D_B)_0 + \pi^2\alpha^{-4}/240$ for $z = z_j + 0$ and $\langle T^D_B \rangle_j = (T^D_B)_0 + \pi^2\alpha^{-4}/240$ for $z = z_j - 0$. Hence, in this case one gets

$$f_j^{(s)} = -\frac{\pi^2}{240\alpha^4},$$

and the self-action force is directed towards the AdS boundary. In a similar way, for the boundary condition (2.5) and for $D = 3$ we find

$$f_j^{(s)} = \frac{7\pi^2}{1920\alpha^4}.$$ 

For this case the force is directed from the AdS boundary. Note that in both cases of the boundary conditions the self-action force per unit surface do not depend on the location of the plate.

In contrast to the self-action part, the interaction term $p_j^{(\text{int})}$ is finite and does not require a further renormalization. By using the expression (6.3) for the normal stress, one finds

$$p_{1}^{(\text{int})} = -\frac{(D-1)\alpha^{-1-D}}{2D\pi^{D/2}\Gamma(D/2)} \int_0^\infty dx \frac{x^{D-1}K_\nu(x\eta)}{K_\nu(x)G_{\nu,\nu}(x,x\eta)},$$

$$p_{2}^{(\text{int})} = -\frac{(D-1)\alpha^{-1-D}}{2D\pi^{D/2}\Gamma(D/2)} \int_0^\infty dx \frac{x^{D-1}I_\nu(x/\eta)}{I_\nu(x)G_{\nu,\nu}(x/\eta,x)}.$$  

(7.4)

where $\eta$ is defined as (2.17). Here, $p_{1}^{(\text{int})}$ acts on the side $z = z_1 + 0$ for the plate at $z = z_1$ and $p_{2}^{(\text{int})}$ acts on the side $z = z_2 - 0$ for the plate at $z = z_2$. The $z$-projection of the corresponding force acting per unit surface of the plate at $z = z_j$ is given by $f_j^{(\text{int})} = (-1)^j p_j^{(\text{int})}$. By taking into account that $G_{\nu,\nu}(u,v) > 0$ for $v > u$, we see that $p_j^{(\text{int})} < 0$ and the interaction forces between the plates are always attractive. As is seen, the interaction terms depend on the locations of the plates through the ratio $z_2/z_1$. This is a consequence of the maximal symmetry of the AdS spacetime. Note that the integrand in (7.4) for $p_j^{(\text{int})}$ is also expressed as $x^{D-1}\Omega^{(j)}_\nu(x,\eta)$. By taking into account that

$$\Omega^{(j)}_\nu(uz_1,uz_2) = (-1)^j z_j \partial_{z_j} \ln \left| 1 - \frac{I_\nu(uz_1)K_\nu(uz_2)}{I_\nu(uz_2)K_\nu(uz_1)} \right|,$$ 

(7.5)

Figure 2: The boundary induced parts in the VEVs of the energy density (full curves) and the normal stress (dashed curves) versus the distance from the plate at $z = z_1$. The left and right panels present the graphs for the boundary conditions (2.4) and (2.5), respectively. The numbers near the curves correspond to the values of $D$. 
the $z$-projection of the interaction force is presented in an alternative form

$$f_j^{(\text{int})} = -\frac{(D-1)\alpha^{-1}-D}{2D\pi^{D/2}\Gamma(D/2)}\partial_{z_j}\int_0^\infty du u^{D-1}\ln\left|1 - \frac{I_\nu(uz_1)K_\nu(uz_2)}{I_\nu(uz_2)K_\nu(uz_1)}\right|. \quad (7.6)$$

In the Minkowskian limit, $\alpha \to \infty$, by using the asymptotic expressions \(5,13\), we can see that $p_j^{(\text{int})} \to p_M$, where the Casimir pressure in the Minkowski bulk is given by

$$p_M = -D(D-1)\Gamma((D+1)/2)\zeta(D+1)/(4\pi)^{(D+1)/2}a^{D+1}. \quad (7.7)$$

Note that the self-action stresses $\langle T^D_j \rangle_{z=z_j=0}$ and $\langle T^D_j \rangle_{z=z_j=0}$ on a single plate in the Minkowski bulk are equal and the corresponding net force vanishes. Another special case corresponds to $D = 3$ with general $\alpha$. The interaction parts are obtained from (7.4). The $z$-projection of the total force acting per unit surface of the plate at $z = z_j$ is expressed as

$$f_j = f_j^{(s)} + (-1)^j p_j^{(\text{int})}. \quad (8.8)$$

By taking into account the expressions (7.2) and (7.3) for $f_j^{(s)}$, for the boundary condition (2.4) one finds

$$f_1 = -\frac{\pi^2}{240\alpha^4}\left[1 - \left(e^{a/\alpha} - 1\right)^{-4}\right],$$

$$f_2 = -\frac{\pi^2}{240\alpha^4}\left(1 - e^{-a/\alpha}\right)^{-4}, \quad (7.9)$$

where $a/\alpha$ is the proper distance between the plates measured in units of the AdS curvature scale $\alpha$. For the boundary condition (2.5) $f_2$ coincides with (7.9) and for $f_1$ we get

$$f_1 = \frac{\pi^2}{240\alpha^4}\left[\frac{7}{8} + \left(e^{a/\alpha} - 1\right)^{-4}\right]. \quad (7.10)$$

The difference of the forces $f_1$ for the boundary conditions (2.4) and (2.5) is a consequence of different interactions of the plate at $z = z_1$ with the AdS boundary. In figure 1 we have plotted the forces $f_j$ from (7.9) and (7.10) as functions of $a/\alpha$. The curve 1 corresponds to the force $f_1$ for the condition (2.4), the curve 2 presents the force $f_2$ (is the same for both the boundary conditions), and the curve 3 corresponds to the force $f_1$ for the condition (2.5). As seen from the graphs, the Casimir force on the plate at $z = z_2$ is always directed toward the AdS boundary for both boundary conditions. For the boundary condition (2.5) the force on the plate at $z = z_1$ is directed toward the AdS horizon. In the case of the boundary condition (2.4), the force acting on the plate at $z = z_1$ is directed toward the AdS horizon for small separations between the plates and towards the AdS boundary for large separations. At $a/\alpha \approx 0.693$ that force becomes zero.

Now let us consider the asymptotics of the interaction forces at small and large separations between the plates. For proper distances much smaller than the AdS curvature scale one has $a/\alpha \ll 1$ and $z_2/z_1 - 1 \ll 1$. In this limit the dominant contribution to the integrals in (7.4) come from large values of $x$. By using the asymptotic expressions for the modified Bessel functions for large arguments we can see that to the leading order $p_1^{(\text{int})} \approx p_2^{(\text{int})} \approx p_M$, where the vacuum pressures in the Minkowski bulk are given by (7.7). This shows that for small separations the effect of gravity on the Casimir forces is weak. This is related to fact that at such separations the dominant contribution to the forces come from the vacuum fluctuations with wavelengths smaller than the curvature radius. The influence of the gravitational field on these fluctuations is weak. At large separations between the plates one
Figure 3: The $z$-projections of the Casimir forces for $D = 3$ as functions of the separation between the plates. The curves 1 and 3 correspond to the force $f_1$ for the boundary conditions (2.4) and (2.5), respectively. The curve 2 correspond to the force $f_2$ (it coincides for the conditions (2.4) and (2.5). has $a/\alpha \gg 1$ and $z_2/z_1 \gg 1$. For $D = 3$ the corresponding asymptotics are obtained from (7.9) and (7.10). For $D > 3$ from (7.4) to the leading order we find

$$p_1^{\text{(int)}} \approx -\frac{4(D-1)\alpha D e^{-D+2\nu}a^2}{2D+2\nu\pi D/2\Gamma(D/2)\Gamma^2} \int_0^\infty dx x^{D+2\nu-1} K_{\nu}(x),$$

$$p_2^{\text{(int)}} \approx -\frac{2\nu(D-1)\alpha D e^{-2\nu a/\alpha}}{2D+2\nu\pi D/2\Gamma(D/2)\Gamma^2} \int_0^\infty dx x^{D+2\nu-1} I_{\nu}(x).$$

The case $D = 4$ for the boundary condition (2.5) should be considered separately:

$$p_1^{\text{(int)}} \approx -\frac{3e^{-4a/\alpha}}{16\pi^3\alpha^3 a^2} \int_0^\infty dx x^3 K_0(x),$$

$$p_2^{\text{(int)}} \approx -\frac{3\alpha^{-4}}{16\pi^3 \alpha^3 x} \int_0^\infty dx x^3 T_0^2(x).$$

The integrals in (7.12) are equal to 1.0045 and 4.0181 for $p_1^{\text{(int)}}$ and $p_2^{\text{(int)}}$, respectively. From (7.11) we see that for confining boundary conditions (2.5) the decay of the interaction forces is weaker. For both the boundary conditions (2.4) and (2.5) at large separations the interaction parts are exponentially suppressed as functions of the separation $a$. This behavior is in clear contrast with that for the Minkowski bulk where the Casimir forces decay as $1/a^{D+1}$ for all separations between the plates.

In figures 4 and 5 we display the interaction pressures (7.4) versus the separation between the plates (in units of the curvature radius) for different values of the spatial dimension $D$ (numbers near the curves). The left and right panels correspond to the forces acting on the plates $z = z_1$ and $z = z_2$, respectively. Figure 4 is plotted for the boundary condition (2.4) and figure 5 presents the results for the condition (2.5).

8 Vacuum energy

In the previous sections we have considered the local characteristics of the vacuum and the Casimir forces acting on the boundaries. Here we are interested in the total vacuum energy and its relation to the Casimir forces.
Figure 4: The interaction parts in the vacuum pressures on the plates for the boundary condition (2.4) as functions of the separation. The left and right panels correspond to the forces acting on the plates \( z = z_1 \) and \( z = z_2 \), respectively, and the numbers near the curves are the values of the spatial dimension \( D \).

Figure 5: The same as in figure 4 for the boundary condition (2.5).
8.1 Zeta function and the vacuum energy in the region between the plates

In the region between the plates the corresponding eigenvalues of the quantum number \( \lambda \) are solutions of the equation (2.12) where \( \nu \) is defined as (2.9) and the function \( g_{\nu,\rho}(x, y) \) is given by (2.11). First let us consider the expression for the VEV of the energy density based on the representation (3.4) for the two-point function. By using (6.1) we get

\[
\langle T_0^0 \rangle = \frac{(D-1)}{16(2\pi)^{D-3}} \sum_{n=1}^{\infty} \frac{u}{\omega_{\nu,n}} T_{\nu}(\eta, u) \left\{ \omega_{\nu,n}^2 g_{\nu,D/2-1}^2 (u, uz/z_1) + \left( \frac{k^2}{D-1} + \frac{u^2}{2z_1^2} \right) \left[ g_{\nu,D/2-2}^2 (u, uz/z_1) - g_{\nu,D/2-1}^2 (u, uz/z_1) \right] \right\}_{u=\lambda_{\nu,n}},
\]

where \( \omega_{\nu,n} \) is given by (2.13).

By taking into account the boundary conditions (2.12) and making use of the integral for the square of cylinder functions, it can be seen that

\[
\int_{z_1}^{z_2} dz \left( \int_{z_1}^{z_2} dz g_{\nu,D/2-1}^2 (u, uz/z_1) \right) = \int_{z_1}^{z_2} dz \left( \int_{z_1}^{z_2} dz g_{\nu,D/2-2}^2 (u, uz/z_1) \right) = \frac{2z_1^2}{\pi^2 u T_{\nu}(\eta, u)},
\]

where \( u = \lambda_{\nu,n} \). Combining this with (8.1) the following relation is obtained

\[
\mathcal{E}_{(II)} = \int_{z_1}^{z_2} dz \left( \frac{\alpha}{z} \right)^{D+1} \langle T_0^0 \rangle.
\]

Here

\[
\mathcal{E}_{(II)} = \frac{1}{2} \sum_{\sigma} \int \frac{dk}{(2\pi)^{D-1}} \sum_{n=1}^{\infty} \omega_{\nu,n} = \frac{D-1}{2} \int \frac{dk}{(2\pi)^{D-1}} \sum_{n=1}^{\infty} \sqrt{\lambda_{\nu,n}^2 / z_1 + k^2},
\]

is the total vacuum energy in the region \( z_1 \leq z \leq z_2 \) (region II) per unit coordinate volume along the parallel directions \( (x^1, \ldots, x^{D-1}) \). The factor \( D-1 \) in the second expression is the number of independent polarizations of the electromagnetic field in \( D \)-dimensional space. Hence, we have seen that the integral of the bulk energy density is equal to the vacuum energy evaluated as the sum of the ground state energies of elementary oscillators. Note that these two quantities, in general, can be different. The difference may be related to the surface energy density located on the boundaries. An example of this kind of problem is provided by a scalar field with Robin boundary condition [30]. The corresponding surface energy-momentum tensor for general bulk and boundary geometries has been considered in [31]. The VEV of the surface energy density and the energy balance in braneworld models on the AdS bulk were discussed in [32].

For the regularization of the divergent expression in the right-hand side of (8.3) we use the generalized zeta function method [33]. This method has been widely used in the evaluation of the Casimir energy for various bulk and boundary geometries [1], in particular, in braneworld models [6]-[9]. Let us introduce the zeta function related to (8.3):

\[
\zeta(s) = \frac{(D-1)}{\Gamma((D-1)/2)} \mu^{s+1} \sum_{n=1}^{\infty} \int_0^\infty dk \frac{k^{D-2}}{(\lambda_{\nu,n}^2 / z_1^2 + k^2)^{s/2}},
\]

considered as a function of the complex variable \( s \). The parameter \( \mu \) has dimension of mass and is introduced to keep the dimension of the right-hand side. For the evaluation of the vacuum energy we need the analytical continuation of \( \zeta(s) \) at the point \( s = -1 \). After the integration over \( k \), (8.4) is presented in terms of the partial zeta function \( \zeta_p(s) = \sum_{n=1}^{\infty} \lambda_{\nu,n}^s \). The corresponding formula reads

\[
\zeta(s) = \frac{(D-1)\Gamma((s+1-D)/2)}{2(4\pi)^{(D-1)/2} \Gamma(s/2) z_1^D} (\mu z_1)^{s+1} \zeta_p(s+1-D).
\]
Hence, the problem is reduced to the analytic continuation of the partial zeta function \( \zeta_p(s) \) at the point \( s = -D \).

In the cases \( \nu = \pm 1/2 \) the function \( g_{\nu,\nu}(\lambda z_1, \lambda z) \) is given by (2.14) and the eigenvalues \( \lambda_{\nu,n} \) are simplified to (2.15). The corresponding partial zeta function \( \zeta_p(s) \) is expressed in terms of the Riemann zeta function \( \zeta_R(x) \). For the function (8.5) one finds

\[
\zeta(s) = \frac{(D - 1)\Gamma((D - s)/2)\mu^{s+1}}{2D\pi^{D/2}\Gamma(s/2)(z_2 - z_1)^{D-1-s}} \zeta_R(D - s).
\]

(8.6)

In deriving this expression we have used the relation

\[
\pi^{x+1/2}\Gamma(-x/2)\zeta_R(-x) = \Gamma((x + 1)/2)\zeta_R(x + 1),
\]

(8.7)

for the product of the gamma and Riemann zeta functions. The expression (8.6) is finite at the physical point \( s = -1 \) and for the vacuum energy we get

\[
\mathcal{E}_{(II)} = -\frac{(D - 1)\Gamma((D + 1)/2)\zeta_R(D + 1)}{(4\pi)^{(D+1)/2}(z_2 - z_1)^{D}}.
\]

(8.8)

The special cases under consideration are realized for \( D = 3 \):

\[
\mathcal{E}_{(II)} = -\frac{\pi^2}{720(z_2 - z_1)^3},
\]

(8.9)

for both the boundary conditions (2.4) and (2.5). This coincides with the \( D = 3 \) Casimir energy for plates in the Minkowski bulk with separation \( z_2 - z_1 \). In the case of boundary condition (2.5) one has \( \nu = 1/2 \) for \( D = 5 \) and the corresponding energy is given by

\[
\mathcal{E}_{(II)} = -\frac{\pi^3}{7560(z_2 - z_1)^6}.
\]

(8.10)

Now we return to the general case of \( \nu \). The partial zeta function is presented as the contour integral

\[
\zeta_p(s) = \frac{1}{2\pi i} \int_C \frac{du}{u^s} \partial_u \ln \left[ g_{\nu,\nu}(u, u\eta) \right],
\]

(8.11)

in the complex plane \( u \). The closed counterclockwise contour \( C \) consists of large semicircle \( C_R \) in the right half-plane, with the center at \( u = 0 \) and with the radius \( R \) tending to infinity, and a straight part that coincides with the imaginary axis. The point \( u = 0 \) is avoided by semicircle \( C_r \) in the right half-plane with small radius \( r \). For \( \text{Re}s < 2 \) the contribution from the latter contour to the integral in (8.11) vanishes in the limit \( r \to 0 \). The integral is decomposed as

\[
\zeta_p(s) = \frac{\eta^s}{2\pi i} \int_C \frac{du}{u^s} \partial_u \ln \left[ u^{-\nu} J_\nu(u) \right] + \frac{1}{2\pi i} \sum_{j=1,2} \int_{C_j} \frac{du}{u^s} \partial_u \ln \left[ u^\nu H^{(j)}_\nu(u) \right]
\]

\[
+ \frac{1}{2\pi i} \sum_{j=1,2} \int_{C_j} \frac{du}{u^s} \partial_u \ln \left[ 1 - \frac{J_\nu(u) H^{(j)}_\nu(\eta u)}{H^{(j)}_\nu(u) J_\nu(\eta u)} \right],
\]

(8.12)

where \( C_1 \) and \( C_2 \) are the parts of the contour \( C \) in upper and lower half-planes, \( H^{(1,2)}_\nu(x) \) are the Hankel functions and \( \eta \) is defined by (2.17). In the integrals over the imaginary axis we introduce the modified Bessel functions. Under the condition \( \text{Re}s > 1 \), the integrals over the circular parts of the
contour C tend to zero in the limit \( R \to \infty \) and we obtain the integral representation of the function \( \zeta_p(s) \). Substituting in (8.5), for the zeta function we get

\[
\zeta(s) = \frac{(D - 1)(4\pi)^{(1-D)/2}}{2\Gamma(s/2)\Gamma((D + 1 - s)/2)} \int_0^\infty dx \, x^{D-1-s} \partial_x \times \left\{ \ln \left[ x^{-\nu}I_\nu(xz_2) \right] + \ln \left[ x^{\nu}K_\nu(xz_2) \right] + \ln \left[ 1 - I_\nu(xz_1)K_\nu(xz_2) \right] \right\}.
\] (8.13)

This integral representation is valid in the range \( D < \Re s < D + 1 \). We need the analytical continuation of this expression to the point \( s = -1 \).

The part of the zeta function with the last term in figure braces of (8.13) is finite at \( s = -1 \). We will denote the corresponding contribution to the vacuum energy by \( \Delta E_{(II)} \). After integration by parts it is presented in the form

\[
\Delta E_{(II)} = \frac{D - 1}{(4\pi)^{D/2}\Gamma(D/2)} \int_0^\infty dx \, x^{D-1} \ln \left[ 1 - I_\nu(xz_1)K_\nu(xz_2) \right] \] (8.14)

Now, comparing with (7.3), we see that the Casimir interaction forces per unit surface acting on the plates are related to the energy (8.14) by the formula

\[
f_j^{(int)} = -(z_j/\alpha)^{D+1} \frac{\partial}{\partial z_j} \Delta E_{(II)}.\] (8.15)

This relation provides an alternative way for the evaluation of the Casimir forces acting on the plates. Note that the main part of previous investigations of the Casimir effect on the AdS bulk follow this procedure.

### 8.2 Zeta function in the geometry with a single plate

In the limit \( z_1 \to 0 \) the part of the zeta function \( \zeta(s) \) with the last two terms in figure braces of (8.13) tends to zero. Based on this, the part with the first term can be interpreted as the zeta function for the vacuum energy in the region \( 0 \leq z \leq z_2 \) for the geometry of a single plate at \( z = z_2 \). This can also be seen by direct evaluation. Indeed, for a single plate at \( z = z_j \) the mode functions for the vector potential in the region \( 0 \leq z \leq z_j \) have the form (2.4) with \( C_2 = 0 \). From the boundary conditions it follows that the eigenvalues of the quantum number \( \lambda \) are solutions of the equation \( J_\nu(\lambda z_j) = 0 \) with the same \( \nu \) as in (2.12). The total energy of the vacuum per unit coordinate volume along the parallel directions is given by (8.3), with \( z_1 \) replaced by \( z_j \), where now \( \lambda_{\nu,n} \) is the \( n \)-th positive zero of the function \( J_\nu(x) \). Introducing the related zeta function \( \zeta_{(I)}(s,z_j) \) similar to (8.4), by transformations like those presented above, the following integral representation is obtained

\[
\zeta_{(I)}(s,z_j) = \frac{(D - 1)(4\pi)^{(1-D)/2}}{2\Gamma(s/2)\Gamma((D + 1 - s)/2)} \int_0^\infty dx \, x^{D-1-s} \partial_x \ln \left[ x^{-\nu}I_\nu(x) \right],
\] (8.16)

with the range of validity \( D < \Re s < D + 1 \).

The analytical continuation of (8.16) to the physical point \( s = -1 \) is done by the method widely discussed in the context of the Casimir effect. As the first step we decompose the integral into integrals over the regions \( x \in [0,1] \) and \( x \in [1,\infty) \). The part of the zeta function with the first integral is finite at \( s = -1 \). For the analytic continuation of the part with the second integral we subtract and add in the integrand the first \( N \) terms of the corresponding asymptotic expansion for large values of \( x \). This gives

\[
\zeta_{(I)}(s,z_j) = \frac{(D - 1)(4\pi)^{(1-D)/2}}{2\Gamma(s/2)\Gamma((D + 1 - s)/2)} \int_0^1 dx \, x^{D-1-s} \partial_x \ln \left[ x^{-\nu}I_\nu(x) \right] + \int_1^\infty dx \, x^{D-1-s} \left[ \partial_x \ln \left( x^{-\nu}I_\nu(x) \right) - \sum_{k=0}^N \frac{b_{I,k}}{x^k} \right] - \sum_{k=0}^N \frac{b_{I,k}}{D - s - k},
\] (8.17)
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where $b_{I,k}$ are the coefficients of the asymptotic expansion of the function $\partial_z \ln (x^{-\nu} I_\nu(x))$ for large $x$. For those coefficients one has

$$b_{I,0} = 1, \quad b_{I,1} = -\nu - 1/2, \quad b_{I,k} = -(k - 1) \beta_{k-1}, \quad k \geq 2. \quad (8.18)$$

Here, $\beta_k$ are defined by the relation

$$\ln \left( \sum_{k=0}^{\infty} \frac{\alpha_k}{x^k} \right) = \sum_{k=1}^{\infty} \frac{\beta_k}{x^k}, \quad (8.19)$$

and

$$\alpha_k = \frac{(-1)^k \Gamma (\nu + k + 1/2)}{2^k k! \Gamma (\nu - k + 1/2)}. \quad (8.20)$$

are the coefficients of the asymptotic expansion of the function $\sqrt{2\pi x}e^{-x}I_\nu(x)$ (the expressions for the first six coefficients $\beta_k$ are given, for example, in [7]).

For $N > D$, in (8.17) the integral over $[1, \infty)$ is finite at $s = -1$. The only singularity at this physical point comes from the simple pole corresponding to the term $k = D+1$ of the last sum in figure braces of (8.17). Denoting by $\zeta^{(p)}(s, z_j)$ and $\zeta^{(f)}(s, z_j)$ the pole and finite parts of the zeta function, from (8.17) one gets

$$\zeta^{(p)}_{(1)}(s, z_j) = -\frac{(D-1)b_{I,D+1}}{D(4\pi)^{D/2}\Gamma(D/2)z_j^D} \frac{1}{s+1}. \quad (8.21)$$

The finite part of the zeta function gives the finite part of the vacuum energy induced by the brane $z = z_j$ in the region $0 \leq z \leq z_j$:

$$\xi^{(f)}_{(1)}(z_j) = \zeta^{(f)}_{(1)}(z_j) = -\frac{(D-1)\pi^{-D/2}}{2^D D\Gamma(D/2)z_j^D} \left\{ \int_0^1 dx \, x^D \partial_x \ln \left( \frac{I_\nu(x)}{x^\nu} \right) \right. $$

$$+ \int_1^\infty dx \, x^D \left[ \partial_x \ln \left( \frac{I_\nu(x)}{x^\nu} \right) - \sum_{k=0}^{\infty} \frac{b_{I,k}}{x^k} \right] $$

$$+ b_{I,D+1} \left[ \ln (\mu z_j) - \psi \left( \frac{D}{2} + 1 \right) - \psi \left( -\frac{1}{2} \right) \right] + \sum_{k=0}^{\infty} \frac{b_{I,k}}{k - D - 1} \right\}, \quad (8.22)$$

where $\psi(x) = \Gamma'(x)/\Gamma(x)$ is the digamma function and the prime on the summation sign means that the term $k = D + 1$ is excluded from the sum.

In order to provide a physical interpretation for the second term in figure braces of (8.13) let us consider the limit $z_2 \to \infty$. The contributions with the first and third terms tend to zero. This allows us to interpret the function

$$\zeta^{(p)}_{(1)}(s, z_j) = \frac{(D-1)(4\pi)^{(1-D)/2}(\mu z_j)^{s+1}}{2\Gamma(s/2)\Gamma((D + 1 - s)/2)z_j^D} \int_0^\infty dx \, x^{D-1-s} \partial_x \ln [x^\nu K_\nu(x)], \quad (8.23)$$

as the zeta function for the region $z_j \leq z < \infty$ in the geometry of a single plate at $z = z_j$. The validity range of this representation is the same as that for (8.16). The analytical continuation of the zeta function (8.23) is similar to that for the function (8.16). The corresponding pole part is presented as

$$\zeta^{(p)}_{(1)}(s, z_j) = -\frac{(D-1)b_{K,D+1}}{D(4\pi)^{D/2}\Gamma(D/2)z_j^D} \frac{1}{s+1}. \quad (8.24)$$
The expression for the finite part of the vacuum energy, induced by the plate at \( z = z_j \) in the region \( z_j \leq z < \infty \), reads
\[
E^{(f)}_{(III)}(z_j) = \zeta^{(f)}_{(III)}(z_j) = \frac{(D - 1)\pi^{-D/2}}{2^D D! (D/2)^{D/2}} \int_0^1 dx \, x^D \partial_x \ln (x^\nu K_\nu(x)) \\
+ \int_1^\infty dx \, x^D \left[ \partial_x \ln (x^\nu K_\nu(x)) - \sum_{k=0}^N \frac{b_{K,k}}{x^k} \right] \\
+ b_{K,D+1} \left[ \ln (\mu z_j) - \psi \left( \frac{D}{2} + 1 \right) - \psi \left( \frac{-1}{2} \right) \right] + \sum_{k=0}^N \frac{b_{K,k}}{k - D - 1}, \tag{8.25}
\]
where
\[
b_{K,0} = -1, \ b_{K,1} = \nu - 1/2, \ b_{K,k} = (-1)^k (k - 1) \beta_{k-1}, \ k \geq 2. \tag{8.26}
\]
In deriving (8.24) and (8.25) we have used the asymptotic expansion \( \sqrt{2\pi/\pi e^x} K_\nu(x) = \sum_{k=0}^\infty (-1)^k \alpha_k/x^k \)
for the Macdonald function. Note that \( b_{K,k} = (-1)^k b_{I,k} \) for \( k \geq 2 \).

### 8.3 Total zeta function and the vacuum energy

Based on (8.21), (8.22), (8.24), and (8.25), for the pole part of the zeta function in the region between the plates we find
\[
\zeta^{(p)}(s) = \zeta^{(p)}_{(III)}(s, z_1) + \zeta^{(p)}_{(I)}(s, z_2). \tag{8.27}
\]
The pole terms in the right-hand side come from the single plate contributions. The finite part of the vacuum energy in the region between the plates is given by
\[
E^{(f)}_{(II)} = E^{(f)}_{(III)}(z_1) + E^{(f)}_{(I)}(z_2) + \Delta E_{(II)}. \tag{8.28}
\]
The divergent part of the vacuum energy coming from the pole term is absorbed by renormalizing the cosmological constants on the plates. Indeed, if \( g_{(j)ik} \) is the induced metric tensor on the plate at \( z = z_j \) and \( R_{(j)} \) is the corresponding Ricci scalar, then the surface action for that plate is given by
\[
S_{(j)} = \frac{(\alpha/\pi z_j)^D}{16\pi G_{(j)}} \int d^Dx dz \sqrt{|g_{(j)}|} [R_{(j)} - 2\Lambda_{(j)}] \delta(z - z_j), \tag{8.29}
\]
where \( \Lambda_{(j)} \) is the cosmological constant on the plate. As seen, the pole term in the vacuum energy has the same dependence on \( z_j (z_j^D) \) as the part in the action with the cosmological constant and can be absorbed by the renormalization of the latter. This point has been widely discussed in [6]-[9] in the context of Randall-Sundrum braneworlds.

Having the zeta functions in separate regions \( 0 \leq z \leq z_1, \ z_1 \leq z \leq z_2 \) and \( z_2 \leq z < \infty \) we can find the total zeta function:
\[
\zeta_{\text{tot}}(s) = \frac{(D - 1)(4\pi)^{(1-D)/2} \mu^{s+1}}{2\Gamma(s/2)\Gamma((D + 1 - s)/2)} \int_0^\infty dx \, x^{D-1-s} \partial_x \\
\times \left\{ \sum_{j=1,2} \ln [I_\nu(xz_j)K_\nu(xz_j)] + \ln \left[ 1 - \frac{I_\nu(xz_1)K_\nu(xz_2)}{K_\nu(xz_1)I_\nu(xz_2)} \right] \right\}. \tag{8.30}
\]
The parts with the separate terms of the sum over \( j \) are the total zeta functions in the problems with single plates at \( z = z_j \). For the corresponding pole part one has
\[
\zeta^{(p)}_{\text{tot}}(s) = -\frac{1 + (-1)^D}{s + 1} \sum_{j=1,2} \frac{(D - 1)b_{I,D+1}}{D(4\pi)^{D/2} \Gamma(D/2)z_j^{D}}, \tag{8.31}
\]
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Table 1: The Casimir energies for a single plate in different numbers of odd spatial dimensions for the boundary conditions (2.4) and (2.5).

| $D$ | 3       | 5       | 7       | 9       |
|-----|---------|---------|---------|---------|
| $z_j^D E_j$, BC (2.4) | -0.01371 | 0.01269 | -0.01640 | 0.02701 |
| $z_j^D E_j$, BC (2.5) | 0.01199  | -0.00410 | 0.00312 | -0.00378 |

where we have used the relation $b_{K,D+1} = (-1)^D b_{I,D+1}$. It is the sum of the pole parts for single plate geometries. For odd values of the spatial dimension $D$ the total pole part is zero and the finite part does not depend on the renormalization scale $\mu$. In this case the total vacuum energy is unambiguously defined and is given by

$$\mathcal{E} = \sum_{j=1,2} \mathcal{E}_j + \Delta \mathcal{E}_{(II)},$$

where

$$\mathcal{E}_j = -\left(\frac{D - 1}{2D}\right)^{D/2} \frac{\alpha}{D \Gamma(D/2) z_j^D} \left\{ \frac{1}{D} \sum_{l=1}^{N_1} \frac{4l^2}{2l-D} + \int_0^1 dx \, x^{D-1} \ln (I_{\nu}(x)K_{\nu}(x)) \right\} + \int_{1}^{\infty} dx \, x^{D-1} \left[ x \partial_x \ln (I_{\nu}(x)K_{\nu}(x)) + 1 + 4 \sum_{l=1}^{N_1} \frac{l^2}{x^2} \right],$$

with $N_1 \geq (D+1)/2$, is the total vacuum energy for the geometry of a single boundary at $z = z_j$. For $D = 3, \nu = D/2 - 1 = 1/2$ one finds

$$\mathcal{E}_j = -\frac{\pi^2}{720 z_j^3},$$

and for $D = 3, \nu = D/2 - 2 = -1/2$ we get

$$\mathcal{E}_j = \frac{7\pi^2}{5760 z_j^3}.$$  

In table 1 we present the Casimir energy $\mathcal{E}_j$ in a single plate geometry for odd spatial dimensions and for boundary conditions (2.4) and (2.5). As seen, depending on the boundary condition and on the spatial dimension the energy can be either positive or negative.

The $z$-component of the force acting per unit surface of the plate at $z = z_j$ can be evaluated by using the formula

$$f_j = -(z_j/\alpha)^{D+1} \frac{\partial}{\partial z_j} \mathcal{E}.$$  

Based on the decomposition (8.32) of the vacuum energy the force is presented in the form (7.8), where the interaction part $f_j^{(\text{int})} = (-1)^j f_j^{(\text{int})}$ is obtained from the contribution $\Delta \mathcal{E}_{(II)}$ in (8.32) (see (8.15)). The self-action part of the force comes from the single plate energies:

$$f_j^{(s)} = -(z_j/\alpha)^{D+1} \frac{\partial}{\partial z_j} \mathcal{E}_j = \frac{D z_j^D}{\alpha^{D+1}} \mathcal{E}_j.$$  

Comparing with (8.33) we see that the self-action force does not depend on the location of the plate and it is the same for both plates. The corresponding values of $z_j^D \mathcal{E}_j$ for odd number of spatial dimensions are given in table 1. The force acting on the plate is attractive with respect to the AdS boundary for $\mathcal{E}_j < 0$ and repulsive for $\mathcal{E}_j > 0$. It has opposite signs for the boundary conditions (2.4) and (2.5).
9 Applications to $Z_2$-symmetric braneworld models

Higher-dimensional braneworld models of the Randall-Sundrum type [34] are among modern developments in theoretical physics where the AdS spacetime plays a central role. The original model with two branes is formulated on a slice of the $D = 4$ AdS bulk with the extra dimension $x^4$ compactified on a $S^1/Z_2$ orbifold. The branes are located at the fixed points of the orbifold. Considering general number of spatial dimensions $D$, the metric tensor in terms of the radial coordinate $y$ is given by $g_{\mu\nu} = \text{diag}(e^{-2|y|/\alpha},-1)$ with the fixed points $y = 0$ and $y = a$ and with $-a \leq y \leq a$. The two regions $y < 0$ and $y > 0$ are identified by the $Z_2$ symmetry. The boundary conditions for fields propagating in the bulk are dictated by that symmetry (see, for example, the discussion in [35, 36] for the case $D = 4$).

In fact, one has two reflection symmetries. The first one corresponds to the reflection with respect to the brane at $y = 0$ with $y \rightarrow -y$ and the second one is the symmetry under the reflection with respect to the brane at $y = a$ with $y - a \rightarrow a - y$. For fields even under both these reflections the mode functions are given by (2.6) with $z = \alpha e^{y/\alpha}$. The corresponding boundary conditions are obtained by the integration of the field equation near the points $y = 0$ and $y = a$. The conditions on the radial function are reduced to the constraints $\partial_D A_{(\beta)\mu} = 0$ for $y = 0, a$, and correspond to the boundary condition (2.5) discussed in previous sections. For odd fields the modes are obtained from (2.6) taking $z = \alpha e^{y/\alpha}$ and adding an additional coefficient $\text{sgn}(y)$. In this case from the continuity of the modes at the locations of the branes we get the boundary conditions $A_{(\beta)\mu} = 0$ for $y = 0, a$, that correspond to the condition (2.4). From this consideration it follows that the modes for massless vector fields in higher-dimensional generalization of the Randall-Sundrum models are given by (2.10) with $\nu = D/2 - 1$ for odd fields under the $Z_2$ symmetry and $\nu = D/2 - 2$ for even fields. The normalization constants in both these cases are given by (2.16) with an additional factor $1/2$ in the right-hand side. The latter difference is related to the fact that now the integration over $y$ in the normalization condition (2.7) goes over the region $[-a,a]$ instead of $[0,a]$ in the problem we have discussed before.

Hence, the expressions for the local characteristics of the electromagnetic vacuum in $Z_2$-symmetric braneworlds, such as the correlators, the VEVs of the fields squared, of the energy-momentum tensor and the Casimir forces, are obtained from the expressions given above with an additional factor $1/2$ and with $z_1 = \alpha$, $z_2 = \alpha e^{a/\alpha}$. For odd and even fields with respect to the $Z_2$ reflection the results for the boundary conditions (2.4) and (2.5) have to be taken. The expression for the total Casimir energy in the region between the branes remains the same (the integration over the region $y \in [-a,a]$ brings a factor of 2). The regions I and III we have discussed above are excluded in the braneworld setup.

We can also consider the case when the $Z_2$-parities of the field with respect to the branes $y = 0$ and $y = a$ have opposite signs (for different combinations of parities in the case of vector fields see [36]). For example, let us discuss the field odd under the reflection with respect to the brane $y = 0$ and even under the reflection with respect to the second brane at $y = a$. Now, the field obeys the boundary condition $A_{(\beta)\mu} = 0$ for $y = 0$ and the condition $\partial_D A_{(\beta)\mu} = 0$ for $y = a$. In the region $0 \leq y \leq a$ the mode functions are given by (2.6). From the boundary condition at $y = 0$ it follows that $c_2/c_1 = -J_{D/2-1}(\lambda z_1)/Y_{D/2-1}(\lambda z_1)$. For the corresponding modes we get

$$A_{(\beta)\mu} = C\epsilon(y)\alpha z^{D/2-1}g_{D/2-1,D/2-1}(\lambda z_1,\lambda z)e^{ikx^d}. \quad (9.1)$$

The boundary condition on the brane $y = a$ leads to the equation $g_{D/2-1,D/2-2}(\lambda z_1,\lambda z_2) = 0$ for the eigenvalues of the quantum number $\lambda$. The normalization coefficient is obtained from (2.7) with the integration over the region $y \in [-a,a]$ and is given by

$$|C|^2 = \frac{\pi^2\alpha^{3-D}\lambda_n^2}{4(2\pi)^{D-2}\omega_1^2} \left[ \frac{J_{D/2-1}^2(\lambda_n)}{J_{D/2-2}^2(\lambda_n\eta)} - 1 \right]^{-1}, \quad (9.2)$$

with $\lambda_n$ being the eigenvalues for $\lambda z_1$. The investigation of the VEVs is similar to that we have described in the previous sections. The summation formula for the series in the mode sums over the
eigenvalues of \( \lambda \) is given in \([26, 27]\). Note that we could consider the analog of the problems discussed in the previous sections with the boundary condition \((2.4)\) on the plate \( z = z_1 \) and the condition \((2.5)\) on the plate \( z = z_2 \). The corresponding mode functions in the region \( z_1 \leq z \leq z_2 \) are given by \((9.1)\) with an additional factor 2 in the expression \((9.2)\) for the normalization coefficient.

\section{10 Summary}

We have discussed the effects of two parallel plates in AdS spacetime on the properties of the electromagnetic vacuum in an arbitrary number of spatial dimensions. The plates are parallel to the AdS boundary and two types of boundary conditions were discussed on them. The first one is the generalization of the perfect conductor boundary condition for an arbitrary number of spatial dimensions and the second one corresponds to the confining boundary condition used in quantum chromodynamics to confine gluons. In the model under consideration the properties of the electromagnetic vacuum are encoded in two-point functions and we have started the consideration from the two-point function of the vector potential. It is presented in the form of the sum over complete set of electromagnetic modes. In the region between the plates, the eigenvalues of the quantum number corresponding to the direction normal to the plates are roots of the equation \((2.12)\). The application of the summation formula \((3.5)\) to the corresponding series allowed us to extract the contribution of the single plate and to present the second plate induced part in the form that is well adapted for the evaluation of the VEVs for local observables. Two equivalent representations of the two-point function for the vector potential are given by \((3.9)\) and \((3.16)\). The VEVs of local physical observables are obtained from the two-point functions for the field tensor and the expressions for those functions are given in section 4.

We have provided the expressions for both the single plate and the second plate induced contributions. As important local characteristics of the vacuum state we have considered the VEVs of the electric and magnetic fields squared and the photon condensate. The single plate and the second plate induced contributions to the VEV of the electric field square are positive for the boundary condition \((2.4)\) and negative for the condition \((2.5)\). The signs of the corresponding contributions in the VEV of the magnetic field squared and in the photon condensate are opposite to that for the electric field. Near the plates the VEVs are dominated by single plate contributions. In those regions the effects of the gravity on the VEVs are weak and the leading terms in the asymptotic expansions over the distance from the plate coincide with those in the corresponding problem on the Minkowski bulk. The effects of the gravity are essential for separations between the plates larger than the curvature radius of the background geometry. Having the correlators for the field tensor one can evaluate the Casimir-Polder forces acting on a polarizable particle. As an illustration we have considered the simplest case of isotropic polarizability in the static limit. Near the plate, the Casimir-Polder force is attractive/repulsive with respect to that plate for the boundary condition \((2.4)/\(2.5)\).

Similar investigations for the VEV of the energy-momentum tensor are presented in section 6. The off-diagonal components vanish and the diagonal components are decomposed as \((6.2)\), \((6.3)\), with the single plate contributions given by \((6.4)\). The vacuum stresses along the directions parallel to the plates are equal to the energy density. We have checked that the boundary induced VEV in the energy-momentum tensor obeys the covariant continuity equation and its trace is expressed in terms of the photon condensate as \((6.6)\). For \( D \geq 4 \) the boundary induced contribution in the vacuum energy density is negative for the condition \((2.4)\) and positive for \((2.5)\). In \( D = 3 \) spatial dimensions the electromagnetic field is conformally invariant and the vacuum energy-momentum tensor in the region II is given by simple expressions \((6.8)\). The latter is the same for the boundary conditions \((2.4)\) and \((2.5)\). For \( D = 3 \) the boundary induced VEV in the energy-momentum tensor vanishes in the region III. In the region I the vacuum energy-momentum tensor is given by \((6.9)\) for the condition \((2.4)\) and by \((6.10)\) for \((2.5)\). Those expressions are different and that is a consequence of different interactions with the AdS boundary.

Based on the expressions for the normal stress we have investigated the Casimir forces acting on
the plates. They are decomposed into the self-action and interaction contributions. The first parts come from the single plate contributions in the normal stress and for \( D \neq 3 \) require an additional renormalization because of the surface divergences. The interaction parts in the vacuum pressures on the plates are given by (7.4) and they are attractive for both the boundary conditions (2.4) and (2.5). An alternative expressions are given by (7.6). For \( D = 3 \) the self-action forces are finite and the total forces per unit surface of the plates are presented as (7.9) and (7.10). The force on the right plate is directed toward the AdS boundary for both the boundary conditions. The force on the left plate for the condition (2.5) is directed toward the AdS horizon. For the condition (2.4) the force on the left plate is directed towards the AdS horizon for small separations and towards the AdS boundary for large separations. For general \( D \) and at small separations between the plates, compared to the AdS curvature radius, the leading terms in the Casimir forces coincide with that for the plates in the Minkowski bulk. This is a consequence of the fact that at small separations the contribution of the vacuum fluctuations with small wavelengths dominates in the vacuum forces and the influence of gravity on those fluctuations is weak. At separations larger than the AdS curvature scale the gravity essentially changes the behavior of the Casimir forces: considered as functions of the interplate separation, the forces decay exponentially in contrast to the power-law decay for the Minkowski bulk. Another feature differing the AdS and Minkowski bulks is that the forces on the left and right plates differ.

Among the interesting directions in the investigations of the Casimir effect is the relation between the local and global characteristics of the vacuum state. In section 8 the total vacuum energy per unit surface of the plate is considered. For regularization of the corresponding divergent expression we have used the generalized zeta function approach. By using the standard technique, an integral representation of the zeta function is provided for the region between the plates with separated single plate and interaction contributions. The latter is finite at the physical point and the analytic continuation is required for single plate parts only. In order to do that we have employed the well-known procedure from the theory of the Casimir effect. The pole and finite parts of the zeta functions are explicitly provided for both regions in the geometry of a single plate. The pole parts can be absorbed by the renormalization of the cosmological constant on the plate. Considering the total zeta function for a single plate as the sum of the zeta functions in separate regions, the pole parts are canceled in odd numbers of spatial dimensions and the total vacuum energy, given by (8.33), does not depend on the mass scale in the renormalization procedure. For a single plate, the force per unit surface of the plate is obtained by differentiation of the Casimir energy and does not depend on the location of the plate. Depending on the boundary condition and on the spatial dimension, that force can be either attractive or repulsive with respect to the AdS boundary (see the numerical data in table 1).

The results obtained can be directly used for the investigation of quantum vacuum effects in \( Z_2 \)-symmetric braneworlds of the Randall-Sundrum type. The boundary conditions on the branes are dictated by the \( Z_2 \) symmetry and are reduced to the condition (2.4) for odd fields and to the condition (2.5) for even fields. The expressions for both the local and global characteristics of the vacuum state are obtained from those we have discussed. One can consider also the situation when the \( Z_2 \)-parities of the fields on the branes are different. In this case we have the condition (2.4) on one brane and the condition (2.5) on the other. The corresponding mode functions are given by (9.1) with the normalization constant (9.2). The evaluation procedure for the VEVs is similar to that we have described in this paper.
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