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The inductance of spintronic devices that transport charge neutral spin currents is discussed. It is known that in a media that contains charge neutral spins, a time-varying electric field induces a spin current. We show that since the spin current itself produces an electric field, this implies existence of inductance and electromotive force when the spin current changes with time. The relations between the electromotive force and the corresponding flux, which is a vector calculated by the cross product of electric field and the trajectory of the device, are clarified. The relativistic origin generally renders an extremely small inductance, which indicates the advantage of spin current in building low inductance devices. The same argument also explains the inductance due to electric dipole current, and applies to physical dipoles consist of polarized bound charges.

I. INTRODUCTION

The past few decades witness remarkable progress in the field of spintronics. Based on transport of spin angular momentum, several principles for generation and detection of spin current have been clarified or proposed, making building large scale, complex devices approaching reality. It has also been demonstrated that a spin current does not necessarily have to carry charge. Such a charge neutral spin current, or "pure spin current", can be realized in a variety of metallic or insulating systems. For instance, spin waves in magnetic insulators can also transport angular momentum and be converted into the counterpropagate of conductive electrons with opposite spins. The helical edge states in quantum spin Hall state and topological superconductors also support pure spin currents that consist of counterpropagate of opposite spins. Another example is the spin supercurrent in magnetic insulators that originates from virtual hopping of electrons, typically proportional to the vector chirality between spins on neighboring sites and , and is shown to be the main mechanism of incommensurate magnetic ordering in multiferroic materials. Added to the list is the spin Josephson effect between two coupled ferromagnetic metals with misaligned magnetizations, whose Josephson current is a pure spin current carried by the magnetic condensate.

Despite the exciting progress in spintronics, one important aspect regarding building practical devices seems to be omitted in the literature, namely the inductance of spintronic devices. One should be reminded that a motive that drives the research in spintronic devices is their advantage over electronic devices, such as lower power consumption. However, as far as inductance is concerned, it is unclear at present if spintronic devices, especially those transport pure spin currents, are still better options compared to electronic devices.

In this article, we clarify the origin of the inductance due to pure spin currents, discussed entirely within the framework of classical electromagnetism. We noticed that, following the discovery of Aharonov-Casher (AC) effect, it has been recognized that a time-varying electric (E) field renders a spin motive force on spin 1/2 particles, which can be formulated within a SU(2) gauge theory that treats the spin as gauge charge. Owing to this spin motive force, we show that when a spin current changes with time, the Lorentz boost of the spins creates a time-varying E field that in turn exerts a force on the spins, hence the self-inductance. The induction is related to a proposed "electric flux vector" calculated by the cross product of the electric field and the particle trajectory. The relation between spin motive force, inductance, and electric flux vector bears a form similar to Faraday's law of induction. The analog of Lenz's law can be deduced from the energy conservation argument, which states that the induced emf always opposes changing of the spin current. Moreover, the electric flux vector is consistent with that defined from quantum interference of magnetic dipoles. This correspondence clarifies the fundamental role of the electric flux vector in both quantum mechanics and classical electromagnetism.

We further show that because of the relativistic origin, the inductance due to spin current is practically negligible, hence pure spin currents are indeed better options over electric currents for devices that require low inductance. On the other hand, in low dimensional systems where the relativistic effect is generally enhanced by several orders of magnitude, the emf due to a time-varying electric field may create small yet detectable pure spin currents.

Besides the inductance of spintronic devices, the duality between electricity and magnetism immediately suggests that the inductance of devices that transport electric dipole currents also has the same relativistic origin. The analog of Faraday's law in this case is related to a "magnetic flux vector" defined similarly to the electric flux vector. Although there is no sizable point electric dipoles in nature, we show that the same principle also applies to physical dipoles consists of electrons and holes bound by Coulomb interaction, as recently realized in semiconductor heterostructures and bilayer graphene, as well as dipolar molecules. A time variance of magnetic flux vector can generate small yet de-
tactable electric dipole currents as long as the system has strong relativistic effect.

II. INDUCTANCE DUE TO SPIN CURRENT

To discuss the self-inductance due to dipole currents, we begin by considering the force on a magnetic dipole moving in an \( \mathbf{E} \) field, calculated from the relativistic Lagrangian \( 29-32 \) (SI units are adopted throughout the article). Bold face symbols are vectors, except inductance tensor \( \mathbf{L}_{\mu,d} \) defined later

\[
\mathcal{L}_\mu = \frac{1}{2} mv \cdot \mathbf{v} + \frac{1}{c^2} \mathbf{E} \cdot (\mathbf{v} \times \mathbf{\mu}) \quad (1)
\]

The second term comes from the Lorentz boost of the magnetic dipole, which yields an electric dipole \( \mathbf{d} = \mathbf{v} \times \mathbf{\mu}/c^2 \) that interacts with external electric field in the lab frame (we only take the leading order in \( \mathbf{v}/c \) by assuming \( |\mathbf{v}| \ll c \)). The force calculated from classical equation of motion is

\[
\mathbf{F} = \frac{d}{dt} \mathbf{mv} = \frac{1}{c^2} \nabla [\mathbf{E} \cdot (\mathbf{v} \times \mathbf{\mu})] - \frac{1}{c^2} \mathbf{\mu} \times \frac{d\mathbf{E}}{dt} \quad (2)
\]

which recovers the same spin motive force (to leading order in \( \mathbf{E} \)) derived rigorously from covariant derivative of the \( SU(2) \) gauge theory for spinful particles.\( 29-32 \) Another support of this classical formalism is that it derives the Rashba spin-orbit coupling (SOC) in condensed matter systems where Lorentz invariance is generally irrelevant. Either from this classical formalism or the \( SU(2) \) gauge theory, we stress that our point is not to repeat the detail derivation of the spin motive force, but to show that it is intimately related to the inductance due to spin currents. Moreover, Eq. (2) implies that the spin motive force also manifests in spintronic devices which operate at much lower energy scale that Lorentz invariance is unimportant. Notice that we express the force in terms of \( \frac{\partial}{\partial t} = \frac{\partial}{\partial r} + \mathbf{v} \cdot \nabla \) instead of \( \frac{\partial}{\partial r} \) as in most of the literature,\( 29-33 \) and ignored the effect of magnetic field, both for the sake of discussing inductance. If the dipole is moving in a closed trajectory, the work done by the force is

\[
W = -\frac{1}{c^2} \oint \mathbf{\mu} \times \frac{d\mathbf{E}}{dt} \cdot dl = -\frac{1}{c^2} \mathbf{\mu} \cdot \left( \oint \frac{d\mathbf{E}}{dt} \times dl \right) \quad (3)
\]

by assuming a constant \( \mathbf{\mu} \). The gradient term in Eq. (2) drops out after loop integration.

The dc spin current generated by the spin motive force can be described by a Drude model. It is, however, unlikely to create such a dc current over a long period of time, since a constant \( d\mathbf{E}/dt \) requires increasing \( \mathbf{E} \) with time indefinitely. The ac current generated by a homogeneous, time varying \( \mathbf{E}(t) = Re(\mathbf{E}(\omega) e^{-i\omega t}) \) is more promising, which yields an ac conductivity \( \sigma_\mu(\omega) = n|\mathbf{\mu}|^2 \tau/m \left( 1 - i\omega \tau \right) \), where \( \tau \) is the mean free time. Despite its similarity to the usual ac conductivity, an important difference is that Drude model is adequate only if the time scale at which \( \mathbf{E}(t) \) varies is much longer than \( \tau \), such that many collision events happen within the time period of the driving force. This constraints the frequency of the driving force \( \omega \tau \ll 1 \).

We now address self-inductance. Wires carrying a spin current have self-inductance simply because the spin current itself produces electric field.\( 34-35 \) Consider the case that changing of electric field \( d\mathbf{E}/dt \) is due to change of the spin current itself \( d\mathbf{I}_{\mu}/dt \). One can always write

\[
\oint \frac{d\mathbf{E}}{dt} \times dl = c^2 \mathbf{L}_{\mu} \cdot \dot{\mathbf{I}}_{\mu}/dt \quad (4)
\]

which means after integrating \( d\mathbf{E}/dt \times dl \) along the wire, the result is a quantity that points at the direction \( \mathbf{L}_{\mu} \cdot \dot{\mathbf{I}}_{\mu}/dt \) and proportional to \( d\mathbf{I}_{m}/dt \). Here \( \mathbf{L}_{\mu} \) represents self-inductance tensor that depends on the shape of the wire, and \( \dot{\mathbf{I}}_{\mu} \) is the unit vector along the direction of \( \mathbf{\mu} \). Writing Eq. (3) in terms of Eq. (4), one obtains a spin motive force

\[
\mathcal{E}_\mu = \frac{W}{|\mathbf{\mu}|} = -\dot{\mathbf{\mu}} \cdot \mathbf{L}_{\mu} \cdot \dot{\mathbf{I}}_{m} \quad (5)
\]

This means a changing spin current induces a spin motive force \( \mathcal{E}_\mu \), that tends to oppose the change of spin current, which is precisely the meaning of self-inductance. Eq. (4) suggests that the flux caused by the spin current itself is a vector

\[
\Phi_E = \oint d\mathbf{l} \times \mathbf{E} = c^2 \mathbf{L}_{\mu} \cdot \dot{\mathbf{I}}_{m} \quad (6)
\]

and is related to the self-inductance and spin current by \( \mathcal{E}_\mu = -\dot{\mathbf{\mu}} \cdot d\Phi_E/c^2d\tau \), analogous to Faraday’s law of induction. Compared to previous investigations on spin motive force,\( 29 \) that write \( \mathcal{E} = -(h/|\mathbf{\mu}|) \dot{\Phi}^{AC}/c^2 \) with \( \dot{\Phi}^{AC} = \mathbf{\mu} \cdot \Phi_E/hc^2 \), the expressions in Eqs. (5) and (6) clarify the flux caused by the spin current itself, and the role of inductance that is only determined by the shape of the wire. We remark that \( \Phi_{\mathbf{E}} \) also manifests itself in quantum mechanics, where it characterizes the phase acquired by a magnetic dipole moving in an \( \mathbf{E} \) field.

To claim that \( \mathcal{E}_\mu \) in Eq. (6) acts against changing of spin current, i.e., Lenz’s law, one needs to prove \( \dot{\mathbf{\mu}} \cdot \mathbf{L}_{\mu} \cdot \dot{\mathbf{I}}_{m} > 0 \) holds for wires of any shape and with any orientation of magnetization \( \dot{\mathbf{\mu}} \). To see this, we introduce two fictitious monopole currents that compose the spin current.\( 29 \) Consider \( +I_m \) and \( -I_m \) running on two closed paths, denoted by \( C_+ \) and \( C_- \), that are of the same shape and lie on parallel planes that are distance \( \delta \) apart, as shown in Fig. (1a). The \( +q_m \) at \( r_+ = \delta \) is bound to the \( -q_m \) at \( r_- = -\delta \) on \( C_- \). The path spanned by \( r = (r_+ + r_-)/2 \) is trace of the spin current denoted by \( C_0 \). We denote the electric field produced by \( +I_m \) running on \( C_0 \) as \( \mathbf{E}_0 \). Now the field experienced on \( C_0 \) from the \( +I_m(-I_m) \) running on \( C_+(C_-) \) is \( \pm \mathbf{E}_0 - (\nabla \cdot \delta \mathbf{V}) \mathbf{E}_0 \) for small \( |\delta| \), so the total field on \( C_0 \) is

\[
\mathbf{E}_{disp} = -(\delta \cdot \nabla) \mathbf{E}_0 \quad (7)
\]
The work done by external power source against $E_\mu$ to build up $I_\mu$ is

$$W^{\text{ext}} = \frac{1}{2} \hat{\mu} \cdot L_\mu \cdot \hat{\mu} I^2_\mu = \frac{1}{2} c^2 I_\mu \hat{\mu} \cdot \int \mathbf{E}_{\text{dip}} \times d\mathbf{l}$$

$$= \frac{1}{2} c^2 \delta \cdot \int \mathbf{E}_{\text{dip}} \times \mathbf{J}_m \, d\tau$$  \hspace{1cm} (8)

where we have used $I_\mu \hat{\mu} = I_m \delta$, and $\int I_m \, d\mathbf{l} = \int \mathbf{J}_m \, d\tau$.

Since $\nabla \times \mathbf{E}_0 = -\mu_0 \mathbf{J}_m$, we have

$$W^{\text{ext}} = -\frac{\epsilon_0}{2} \int \mathbf{E}_{\text{dip}} \cdot [\nabla \times \mathbf{E}_0] \times \delta \, d\tau$$

$$= \frac{\epsilon_0}{2} \int d\tau \left| \mathbf{E}_{\text{dip}} \right|^2 + \frac{\epsilon_0}{2} \int d\mathbf{a} \cdot \left[ (\delta \cdot \mathbf{E}_0) \mathbf{E}_{\text{dip}} \right] \cdot (\mathbf{J}_m \times \mathbf{E}_0) \cdot \mathbf{J}_m \, d\tau$$  \hspace{1cm} (9)

where we have used two vector identities $\nabla (\delta \cdot \mathbf{E}_0) = \delta \cdot (\nabla \times \mathbf{E}_0) + (\delta \cdot \nabla) \mathbf{E}_0$ for constant $\delta$, and $\mathbf{E}_{\text{dip}} \cdot [\nabla (\delta \cdot \mathbf{E}_0)] = \nabla \cdot [(\delta \cdot \mathbf{E}_0) \mathbf{E}_{\text{dip}}] - (\delta \cdot \mathbf{E}_0) \nabla \cdot \mathbf{E}_{\text{dip}}$, and the fact that $\nabla \cdot \mathbf{E}_{\text{dip}} = - (\delta \cdot \nabla) (\nabla \cdot \mathbf{E}_0) = 0$ since there is no charge in this problem. The surface term in Eq. (9) drops out at $r \to \infty$. We conclude that

$$W^{\text{ext}} = \hat{\mu} \cdot L_\mu \cdot \hat{\mu} I^2_\mu / 2$$

$$= \epsilon_0 \int d\tau \left| \mathbf{E}_{\text{dip}} \right|^2 / 2 = W^{\text{field}} > 0$$  \hspace{1cm} (10)

so the work is indeed stored as the energy of the dipolar field, and $\hat{\mu} \cdot L_\mu \cdot \hat{\mu} > 0$, so Lenz’s law is justified.
TABLE I. Relations between flux, inductance, and mot-ive force, classified according to the electric or magnetic monopole or dipole moment of the particles.

| Electric | Magnetic |
|----------|----------|
| Dipole | Dipole |
| $\Phi_B = \oint \mathbf{B} \cdot d\mathbf{l}$ | $\Phi_E = -\oint \mathbf{E} \cdot d\mathbf{l}$ |
| $= \mathbf{L}_e \mathbf{I}_e$ | $= e^2 \mathbf{L}_m \mathbf{I}_m$ |
| $\mathbf{E}_e = -d\Phi_B/dt$ | $\mathbf{E}_m = -d\Phi_E/e^2 dt$ |
| $= -\mathbf{L}_e d\mathbf{I}_e/dt$ | $= -\mathbf{L}_m d\mathbf{I}_m/dt$ |

### III. Inductance Due to Electric Dipole Current

The analysis for spin current also applies to electric dipole current. Starting from the relativistic Lagrangian for an electric dipole moving in a magnetic field, 

$$\mathcal{L}_d = \frac{1}{2} m \mathbf{v} \cdot \mathbf{v} + \mathbf{B} \cdot (\mathbf{d} \times \mathbf{v})$$

The last term again comes from Lorentz boost of the electric dipole. Following Eq. (2), the motive force can be derived from classical equation of motion without concerning Lorentz invariance. For dipoles moving on a closed trajectory, the motive force integrated along the loop is

$$W_d = -\oint \frac{d\mathbf{B}}{dt} \times \mathbf{d} \cdot d\mathbf{l} = -\mathbf{d} \cdot \left( \oint \mathbf{d} \times \frac{d\mathbf{B}}{dt} \right)$$

Since an electric dipole current itself produces magnetic field, the existence of inductance is evident. The inductance tensor is defined by

$$\oint \mathbf{d} \times \frac{d\mathbf{B}}{dt} = \mathbf{L}_d \cdot \hat{\mathbf{d}} \mathbf{I}_d$$

The corresponding magnetic flux vector is

$$\Phi_B = \oint \mathbf{d} \times \mathbf{B} = \mathbf{L}_d \cdot \hat{\mathbf{d}} \mathbf{I}_d$$

and hence $\mathcal{E}_d = -\hat{\mathbf{d}} \cdot d\Phi_B/dt$. Introducing two charge currents that compose the electric dipole current and following the procedure in Eqs. (8)–(11), one can also verify Lenz’s law $\hat{\mathbf{d}} \cdot \mathbf{L}_d \cdot \hat{\mathbf{d}} > 0$.

There is no sizable point $\mathbf{d}$ in nature, but Eq. (14) also applies to a physical dipole composed of $\pm q$ that are $\delta$ apart, as we prove below. Consider the geometry shown in Fig. 1(a) again, with particles carrying $+q(-q)$ situated in $C_+(-)$. Each $-q$ is rigidly bound to a $+q$ that is $\delta$ away. In the presence of a time varying B field, the force on $C_\pm$ is $F_{\pm} = \mp q \mathbf{d} \times \mathbf{A} (\mathbf{r}_\pm)/dt$, so the work done on a pair of $\pm q$ is, for small $\|d\|$, 

$$\sum_{\sigma = \pm} \oint_{C_\sigma} \mathbf{F}_\sigma \cdot d\mathbf{r}_\sigma = -\frac{d}{dt} q \oint_{C_0} (\delta \cdot \nabla) \mathbf{A} \cdot d\mathbf{r} = \frac{d}{dt} \oint_{C_0} \delta \cdot (\nabla \times \mathbf{A}) \cdot d\mathbf{r} = W_d$$

where we have used $(\delta \cdot \nabla) \mathbf{A} = \nabla (\delta \cdot \mathbf{A}) - \delta \times (\nabla \times \mathbf{A})$ and $\oint \nabla \cdot \mathbf{A} \cdot d\mathbf{r} = 0$. From Eqs. (14) and (17), it is clear that $d\mathbf{B}/dt$ also creates dipole current in a media composed of physical dipoles. The inductance per unit length of the coaxial cable in Fig. 1(b) carries electric dipole current $J_d = \pm n q |v|$ can be estimated from the energy stored in the magnetic field it produces, which yields $\hat{\mathbf{d}} \mathbf{L}_d \cdot \hat{\mathbf{d}}/l \sim \mu_0/\mathbf{R}_d^2$. Comparing with a charge current that transports the same amount of particles $J_e = \pm n c v$, the ratio of time constants in an $RL$ circuit is $\tau_{RL}/\tau_{RL} = |d|^2/c^2 \mathbf{R}_d^2 = |\mathbf{d}|^2/\mathbf{R}_d^2 \ll 1$, so $J_d$ is

---

### Footnotes

1. For concreteness, we consider $|E| \sim 10^3 \text{V/m}$ and $\omega \sim 10^{13} \text{Hz}$ in this setup. The changing $E$ field yields a force $|F| \sim 10^{-24} \text{N}$ according to Eq. (2), and a velocity $|v| \sim 10^{-3} \text{m/s}$ within Drude model for an exciton with mass $m = 0.1 m_e$. Although this velocity seems negligible, it can be dramatically enhanced in systems that have strong Rashba SOC. For instance, in semiconductor heterostructures the Rashba SOC is equivalent to replacing $1/e^2$ in Eqs. (10)–(11) by a phenomenological prefactor $\lambda$ that can be 5 orders of magnitude larger.22 The drifting velocity $|v| \sim 10^{-3} \text{m/s}$ increases accordingly in the ac field considered here. Thus we anticipate that a strong Rashba SOC is necessary to produce an observable spin current via time-varying $E$ field.

The changing $E$ field also induces a magnetic field $B = \hat{\mathbf{d}} \mathbf{B} = -\mathbf{L}_m \cdot \hat{\mathbf{d}} \mathbf{I}_m$ that is parallel to the oscillating current that pumps the surface charge in and out of the cylinder. Since it is linear to $z$, one can put the semiconducting ring at the bottom of the cylinder(we ignore any complication at the boundary of the cylinder) to minimize $B$, so its effect on $\mathbf{L}$, such as Larmor precession or torque, can be ignored, and the assumption of fixed $\mathbf{L}$ is satisfied. The exciton current may be measured by verifying the Joule heating law.

The force in Eq. (2) can serve as the driving force for excitons to exhibit other phenomena. An example of particular interest at present is the spin Hall effect (SHE) of excitons. If the excitons experience Berry curvature in momentum space, the anomalous velocity causes spin up and down excitons to deflect into opposite directions, if they are accelerated by certain force at the first place. For the set up in Fig. 1(c) that contains strong Rashba SOC, the force can reach $F \sim 10^{-19} \text{N}$ or higher, comparable to that produced by an uniaxial strain originally proposed to accelerate the excitons. Thus a time-varying $E$ field may be an efficient way to accelerate excitons and observe SHE, although the ac nature of the force also constraints the time scale and distance that excitons travel.
also a much better choice than $J_z$, as far as inductance is concerned.

Besides electrically polarized atoms or molecules, a likely candidate for sizable physical dipole is the bilayer exciton that binds an electron and a hole that reside in different planes. At present, $|\mathbf{J}| \sim 10^{-8} \text{m}$ can be achieved. We assume the dipoles remain rigid at temperature $k_B T \ll qV$ smaller than the binding energy. In the device proposed in Fig. 1(d), the ac current in a solenoid produces $\partial \mathbf{B}/\partial t = \omega \mathbf{B}_0 \cos \omega t$. For $\omega \sim 10^9 \text{Hz}$, $|\mathbf{B}_0| \sim 1 \text{G}$, $\tau \sim 10^{-15} \text{s}$, and $m \sim 0.1 \text{m_e}$, this yields a drifting velocity $\sim 10^{-6} \text{m/s}$. The magnetic field may cause precession on the spin of the excitons, but this does not contribute to the electric dipole current.

Finally, merely for the sake of completing the duality between electricity and magnetism, it is obvious the inductance due to electric dipole currents also has the same relativistic origin. A time-varying magnetic field can generate a detectable electric dipole current in systems that display strong relativistic effect, such as low-dimensional systems that contain polarized bound charges.
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