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Abstract

Inverse problems and, in particular, inferring unknown or latent parameters from data are ubiquitous in engineering simulations. A predominant viewpoint in identifying unknown parameters is Bayesian inference where both prior information about the parameters and the information from the observations via likelihood evaluations are incorporated into the inference process. In this paper, we adopt a similar viewpoint with a slightly different numerical procedure from standard inference approaches to provide insight about the localized behavior of unknown underlying parameters. We present a variational inference approach which mainly incorporates the observation data in a point-wise manner, i.e. we invert a limited number of observation data leveraging the gradient information of the forward map with respect to parameters, and find true individual samples of the latent parameters when the forward map is noise-free and one-to-one. For statistical calculations (as the ultimate goal in simulations), a large number of samples are generated from a trained neural network which serves as a transport map from the prior to posterior latent parameters. Our neural network machinery, developed as part of the inference framework and referred to as Neural Net Kernels (NNK), is based on hierarchical (deep) kernels which provide greater flexibility for training compared to standard neural networks. We showcase the effectiveness of our inference procedure in identifying bimodal and irregular distributions compared to a number of approaches including a maximum a posteriori probability (MAP)-based approach, Markov Chain Monte Carlo sampling with both Metropolis-Hastings and Hamiltonian Monte Carlo algorithms, and a Bayesian neural network approach, namely the widely-known Bayes by Backprop algorithm via a pedagogical example. We further apply our inference procedure to two and three dimensional topology optimization problems where we identify the latent parameters in the random field elastic modulus, modeled as a Karhunen-Loève expansion, considering the high dimensional design iterate-displacement pair as training data. As future research, we discuss the application of this inference approach in identifying constitutive models in nonlinear elasticity and development of fast linear algebraic solvers for large scale similar, i.e. finite element-based inverse problems calculations.
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1. Introduction

1.1. Background

The problem of inferring parameters of a mathematical model from observations has significant practical interest. This particular inverse problem has been tackled from two major distinct perspectives: a) the deterministic view which tries to find the optimal parameters by minimizing the prediction misfit and b) the probabilistic view which uses prior knowledge about the parameters’ probability distribution and updates this knowledge via an inference procedure known as Bayesian inference to find the posterior distribution.
The latter view accommodates: 1) the inherent uncertainty in the observations also known as data noise as well as model parameters and 2) the potential ill-posedness of the inverse problems. In practice within the Bayesian framework, one is typically interested in computing the statistical moments of the model’s quantity of interest with respect to the posterior distribution and drawing samples from the posterior distribution e.g. in reliability estimation. Both of these tasks are onerous since the posterior distribution often has a non-obvious form. Markov Chain Monte Carlo (MCMC) sampling approaches [1, 2] have been devised to facilitate the sampling from the posterior distribution. MCMC sampling which entails a random walk however comes with the price of evaluating a large number of samples to find a rather small set of accepted samples. Hamiltonian Monte Carlo (HMC) [3], in particular tackles this issue by traversing the important regions of posterior probability in a deterministic fashion via a Hamiltonian dynamics simulation informed by gradient of the posterior. The computational cost is still notable especially in physics simulations where each evaluation entails an expensive large-scale computation. As another class of approaches, variational Bayesian inference [4] formulates the Bayesian inference as a deterministic optimization problem on the Kullback–Leibler (KL) divergence between the target distribution and a simpler parameterized distribution. In variational inference the KL divergence is transformed to the evidence lower bound form which consists of the prior-dependent complexity cost and the data-dependent likelihood cost [5]. Variational inference plays a significant role in machine learning as these optimization approaches are scalable to large datasets in contrast to slower MCMC techniques.

Aside from the computational complexity, a practical issue with these inference approaches is their inability to predict the true distribution of the underlying parameter. The MCMC approaches at best provide samples from the posterior probability which is formulated in a Bayesian setting. Often, and as will be demonstrated, the Bayesian posterior distributions are mainly suitable for describing the average behavior of the unknown underlying parameter and subsequently the model output. Variational inference can suffer from the same issue if the data-dependent (likelihood) part is computed and optimized considering all data points (observations). Indeed, the formulation of the inference procedure and the manner according which the data is assimilated in the process (through the likelihood function) has the most significant impact on the identification of the true underlying parameter. It should also be emphasized that an inverse problem is generally construed to be ill-posed as the inverse map may yield many possible solutions. An in-depth discussion of this issue from a measure-theoretic perspective is provided in [6]. When the forward map is many-to-one, the identification of true underlying uncertainty is impossible. We, however, specifically aim to tackle this problem and develop a practical computational framework which is shown to be more successful in identifying challenging distributions in comparison with standard existing approaches. As a result, our approach outperforms generic Bayesian neural nets as widely-known probabilistic surrogates in terms of predicting the statistical distribution of model outputs.
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Figure 1: Top row: schematic representation of our inference procedure where $J = [\partial G / \partial m_1] \in \mathbb{R}^{n \times k}$ is the Jacobian, $\tilde{m}_0$ are the permuted prior samples and $m_1$ are the posterior samples of the uncertain parameter (left), the neural net kernel (NNK) with optimizable $\alpha \in \mathbb{R}^{n \times n \times k}$ (right). In this plot $m_{*, i}$ denotes the $i$th dimension of $m_*$. Bottom row: a standard Bayesian neural network (BNN) with uncertain weights. In both cases (top and bottom rows), a probabilistic surrogate between $x$ and $y$ is trained; however, as opposed to the simulation-based procedure on top, a black-box BNN does not provide any insight about the underlying uncertain parameters.
Our inference procedure, depicted schematically in Figure 1, is summarized in three main steps which are explained in details in Section 3:

- **Sample-wise optimization of the forward model:** This step stems from our variational inference formulation which mainly puts emphasis on the data-dependent term and is explained in Section 2. The result of this step yields a small number of true samples of the underlying parameter used for training a neural net.

- **Permutation of the prior samples:** The randomly distributed prior samples are permuted according to their distance to the optimized samples of the underlying parameter to facilitate the neural network training.

- **Training of a specialized deterministic neural network for generating a large number of posterior samples:** The surrogate, referred to as NNK, is developed based on hierarchical kernels which encode the relationship between samples as the neural net function of their distances. The prediction is in the form of $m_{\ast|1} = k(m_{\ast|0}, m_0)\alpha$ where $k(m_{\ast|0}, m_0)$ is a neural network-based kernel, $m_{\ast|0}$ are the prior samples (denoted by 0 subscript), $m_{\ast|1}$ (denoted by 1 subscript) are the posterior samples and $\alpha$ are optimizable coefficients which enhance the approximation power of the deterministic surrogate. $m_0$ in this work are chosen as randomly distributed points following the same distribution as prior samples $m_{\ast|1}$.

A notable aspect of our approach is the inference on the space of samples rather than fictitious analytical distributions. Our approach can be practically used to infer about the underlying parameters when the parametric form of the forward model and its sensitivity are known. In other words, in cases when a computer model such as a finite element model is considered a viable representation of reality, the real observations such as displacements acquired via accurate sensors could be practically used in conjunction with our approach to infer about the distribution of unknown underlying parameters. In what follows, we briefly mention a number of related works in the general context of Bayesian inference as well as a more detailed description of (and comparison to) three existing research papers in the literature which address similar issues in this paper.

### 1.2. Related Work

Several researchers have developed computational approaches for Bayesian inference and posterior approximation. The literature is vast on these topics. As examples, the authors in [7–18] have addressed the problem of posterior characterization and statistical computation with respect to posterior by deterministic quadrature approaches, Gaussian posterior approximation and transport maps. In a similar vein, authors in [19–29] have tackled the issue of efficient MCMC sampling by developing methods on Langevin and Hamiltonian MCMC, dimensionality reduction MCMC and randomized/optimized MCMC, etc. The issue of large-scale forward computation, as an indispensable part of inverse problems is addressed in [8, 12, 25, 30–33, 33–42] via polynomial approximation, model reduction (greedy reduced basis) and multifidelity/multilevel modeling. It is also worth mentioning that part of our approach which relies on optimization of forward model can benefit from multifidelity approximation to accelerate the forward model and adjoint computation [43, 47]. Our work in this paper addresses similar issues which were considered in the following three papers:

- **Variational inference with normalizing flows** [15]: In this work the authors use neural networks to approximate irregular posterior distributions. A part of our approach adopts the same idea, i.e. we take advantage of the approximation power of neural networks to train a transport map however the aforementioned work considers analytical distributions and performs the identification in the space of analytical distributions rather than samples which are usually observed in the real setting. **Stein variational gradient descent** [48]: This work discusses a variational inference approach with a distinct feature; the authors considers Stein identity as opposed to KL divergence to formulate the variational inference procedure. The derivation of the method is based on a new theory which connects the derivative of KL divergence with Stein’s identity. It is shown (via a numerical example) that the approach is capable of approximating a bimodal distribution in one dimension however as mentioned above these approaches are mainly considered in the setting of analytical distributions. It appears that utilization of these approaches in conjunction with standard likelihood evaluation from samples will result in the same averaged behavior for underlying parameter. **Bayesian inference with optimal maps** [13]: Our development in this paper is mainly motivated by this paper in terms of training a transport map.
The foundation of their approach is based on finding transport map such that the inverted map applied to the observation data matches the prior distribution. The transport map is also considered in the form of hierarchical polynomials which is similar to the transport map in this paper. A number of practical engineering examples are provided which demonstrates the success of the approach on identification of relatively straight-forward uncertain parameters. This work also follows standard form of likelihood function which may hamper its successful application for non-trivial distributions.

1.3. Contributions of This Paper

Our contribution in this work is twofold: 1) We present a numerical procedure which explicitly takes advantage of gradient information in simulations. By explicit, we mean the ability to directly optimize the forward model for the underlying uncertain parameters as opposed to approaches such as HMC where the gradient information is implicitly used in an MCMC fashion for evolving a dynamic process. As a result, we demonstrate successful identification of underlying parameter when the forward map is noise-free and one-to-one. For many-to-one maps where the identification of latent parameters are less accurate, we demonstrate that our procedure yield very accurate system outputs as the optimization always minimizes the discrepancy to system output. 2) The approach in this paper can be a practical replacement to back-box probabilistic surrogates such as Bayesian neural networks (BNN) when the parametric forward model and its sensitivity are known. A BNN approach for uncertainty quantification in data-driven materials modeling is presented in [49]. BNNs can only predict the output and provides no insight on the underlying parameter. Our simulation-based approach is inherently more informative than a BNN as the knowledge of forward model guides the identification of unknown parameters. It is shown that our procedure outperforms a standard BNN on model prediction. Our approach can also be scaled to large problems as the optimization is done using established linear algebra procedures. On the other hand, for large input-output data, the utilization of BNN requires dimensionality reduction. Our approach can handle those large scale data with no further modifications. In fact the dimensionality reduction is effectively performed in the optimization stage and subsequently the computations are performed in the possibly low-dimensional latent parameter space.

Inherent challenges in inverse problems and our approach:

Consideration of noise: As mentioned at the beginning of this section, Bayesian inference approaches naturally accommodate noise in their formulation (in the form of a weighted $\ell_2$ norm in the likelihood function); however, from a practical perspective the amount of noise is unknown. Also the widely-used form of additive noise is an assumption which may not be realistic. Our sample-wise inference approach is less amenable to noise consideration however we show how to practically model noise and perform statistical sample-wise optimization in the numerical examples. Non-unique solution to the inverse problem: This inherent challenge (also briefly mentioned) limits the ability to find true underlying uncertain parameters. However, an advantage of our approach which matches the model output in a sample-wise manner is more accurate prediction of model output compared to standard inference procedures irrespective of the correct identification of the latent parameters. Highly nonlinear maps: Our approach adopts a transport map which transforms randomly distributed prior samples (i.e. uninformed samples) to particular posterior samples. These generic transformations are often highly nonlinear. In one of our examples, we consider the shape of $U$ as the distribution of posterior samples in addition to bimodal (and trimodal) distributions. A viable tool for approximating such generic maps is neural network which we take advantage of in this work. To facilitate the training of these highly nonlinear maps, we permute the prior samples according to the distribution of the limited number of posterior samples (which we find in the first step of our procedure) and demonstrate appreciable improvement in our numerical examples.

This paper is organized as follows. In Section 2 we briefly discuss the mathematical setting of Bayesian and variational Bayesian inference. In particular, we discuss the variational inference formulation which we consider for optimization of the forward model in this paper. In Section 3 we discuss the algorithmic details of the three steps in our inference procedure, namely the optimization of forward model, permutation of optimized samples and training via neural net kernels, NNK. Section 4 presents the numerical examples on an illustrative problem including comparisons to MAP-based approaches, MCMC sampling and Bayesian neural network, in addition to inference on random field elastic modulus in two and three dimensional topology optimization problems. Finally, in Section 5 we discuss the concluding remarks including plans/ideas for future research.
2. Bayesian Inference

2.1. Notation

We use bold characters to denote matrices, vectors, and multivariate quantities. For example, \( \mathbf{x} \in \mathbb{R}^l \) indicates a vector of variables in the domain of a multivariate function. We will write \( \mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(n)} \) to denote a collection of points in \( \mathbb{R}^l \), and each point \( \mathbf{x} \) has components \( \mathbf{x} = (x_1, \ldots, x_l) \). Given a finite-dimensional Euclidean set \( M \subset \mathbb{R}^d \) for some \( d \in \mathbb{N} \), the uncertain parameter which we seek to find its posterior measure is denoted by \( \mathbf{m} \in M \). The model output \( \mathbf{y} \) is also defined on a finite-dimensional set \( Y \subset \mathbb{R}^n \) for some \( n \in \mathbb{N} \). We denote the parameter to observable map by \( \mathcal{G} : X \times M \rightarrow Y \) which maps the parameter \( \mathbf{m} \in M \) to the observation \( \mathbf{y} \in Y \) i.e. \( \mathbf{y} = \mathcal{G}(\mathbf{x}, \mathbf{m}) \). The map involves another set of input \( \mathbf{x} \in X \subset \mathbb{R}^l \) which is specifically considered in our computational setting to mimic the generic setting of probabilistic surrogates between \( \mathbf{x} \) and \( \mathbf{y} \) such as BNN. The most expensive part of the computation is the evaluation of \( \mathcal{G} \) and its gradient with respect to \( \mathbf{m} \) which involves several linear solves associated with the discretized form of a partial differential equation (PDE).

2.2. Bayesian Inference

The inverse problem has significant practical interest as this problem is inherent in the engineering design. It can be cast as finding a suitable parameter \( \mathbf{m} \) to a mathematical model denoted by \( \mathcal{G} \) given output (or observation) \( \mathbf{y} \) i.e. solving for \( \mathbf{m} \in M \), given \( \mathbf{y} \in Y \) from the following equation

\[
\mathbf{y} = \mathcal{G}(\mathbf{m}). \tag{1}
\]

In the above equation, it is noted that we remove the input parameter \( \mathbf{x} \) as we only discuss the standard Bayesian setting at this juncture. We introduce the input parameter \( \mathbf{x} \) later in Subsection 2.3. This inverse problem is usually challenging to solve as it may be ill-posed or the solution might be sensitive to the observation data \( \mathbf{y} \). A deterministic approach to solve this problem is to replace it with a least-square problem using an appropriate norm on \( Y \) (typically \( \ell^2 \) norm) i.e. \( \mathbf{m} \equiv \text{argmin} \left( \frac{1}{2} \| \mathbf{y} - \mathcal{G}(\mathbf{m}) \|_Y^2 \right) \). Solving the above optimization problem might be still challenging as it may yield non-unique solutions. This issue can be circumvented by solving a regularized problem

\[
\mathbf{m} \equiv \text{argmin}_{\mathbf{m} \in M} \left( \frac{1}{2} \| \mathbf{y} - \mathcal{G}(\mathbf{m}) \|_Y^2 + \frac{1}{2} \| \mathbf{m} - \mathbf{m}_0 \|_M^2 \right). \tag{2}
\]

In this treatment to the problem, the choice of norms for minimization as well as the point \( \mathbf{m}_0 \) are somewhat arbitrary. On the other hand the richer or more comprehensive approach is to solve this problem in a statistical fashion i.e. via a Bayesian approach. Bayesian approach finds a probability measure on \( M \) which describes the relative probability of different states \( \mathbf{m} \) given observation \( \mathbf{y} \). The probabilistic framework is comprehensive as it considers that the observation is subject to noise. In this probabilistic context, the model equation \(#1#) often takes the form

\[
\mathbf{y} = \mathcal{G}(\mathbf{m}) + \eta \tag{2}
\]

where \( \eta \), a mean zero random variable whose statistical properties might be known but its actual value is unknown, is referred to as observational noise.

In the Bayesian context, the prior belief about \( \mathbf{m} \) is described in terms of a probability measure \( p_0(\mathbf{m}) \) and the goal is to find the posterior probability measure \( p_1(\mathbf{m}) \). The probability of \( \mathbf{y} \) given \( \mathbf{m} \) can be expressed in terms of the probability density function of noise:

\[
p(\mathbf{y}|\mathbf{m}) = p(\mathbf{y} - \mathcal{G}(\mathbf{m})).
\]

Using the Bayes formula, the probability density function of posterior \( p_1(\mathbf{m}) \) is obtained via

\[
p_1(\mathbf{m}) = \frac{p(\mathbf{y} - \mathcal{G}(\mathbf{m}))p_0(\mathbf{m})}{\int_M p(\mathbf{y} - \mathcal{G}(\mathbf{m}))p_0(\mathbf{m})d\mathbf{m}} \tag{3}
\]
which can be written as a proportionality with its constant only dependent on $y$, i.e. $p_1(m) \propto p(y - \mathcal{G}(m))p_0(m)$. This relation between the prior and posterior measures is also equivalent to the Radon-Nikodym derivative, $p_1(m)/p_0(m) \propto p(y - \mathcal{G}(m))$ cf. Theorem 6.2 in [50].

The relation (4) characterizes the Bayesian posterior $p_1(m)$ in a generic setting. In the case where $M, Y$ are both finite-dimensional, the noise $\eta$ is additive and Gaussian defined by $\eta \sim \mathcal{N}(0, \Gamma_{\text{noise}})$, and the prior measure is Gaussian defined by $p_0 = \mathcal{N}(m_0, \Sigma_0)$, the posterior distribution is given by

$$p_1(m) \propto \exp \left( -\frac{1}{2} \|y - \mathcal{G}(m)\|_\Gamma_{\text{noise}}^2 - \frac{1}{2} \|m - m_0\|_{\Sigma_0}^2 \right)$$

where $\|a\|_A$ is the notation for the $A$ weighted norm, i.e. $\|a\|_A^2 = a^T A^{-1} a$ and $a^T$ is the transpose of $a$.

In general, finding the posterior distribution in high dimensions is difficult. A suitable measure in such situations which provide useful information about the probabilistic content of the posterior is a maximum a posteriori or MAP estimator. A MAP estimator is a point that maximizes posterior PDF $p_1(m)$. Given Equation (4), the MAP estimator is expressed by $m_1 = \arg\min_{m \in \mathbb{R}^d} \mathcal{P}(m)$ where

$$\mathcal{P}(m) = \frac{1}{2} \|y - \mathcal{G}(m)\|_{\Gamma_{\text{noise}}}^2 + \frac{1}{2} \|m - m_0\|_{\Sigma_0}^2.$$  \hspace{1cm} (5)

Considering Equation (4) the posterior probability is not always Gaussian; it is only Gaussian when the map $\mathcal{G}$ is linear with the form of $\mathcal{G}(m) = Am$ where $A \in \mathbb{R}^{n \times d}$ and $m \in \mathbb{R}^d$ [50]. In such scenarios, the following theorem from [50] provides analytical relations for the mean of the posterior (MAP point) and the covariance matrix. The derivations are based on completing the square process. For more details see the proofs of Theorem 6.20 and Lemma 6.21 in [50].

**Theorem 2.1.** Suppose the map $\mathcal{G}$ is linear with the form $\mathcal{G}(m) = Am$ and the equation $y = Am$ has unique solutions for every $y \in \mathbb{R}^n$. Also further suppose that $\eta \sim \mathcal{N}(0, \Gamma_{\text{noise}})$, $p_0(m) = \mathcal{N}(m_0, \Sigma_0)$ and that $\Gamma_{\text{noise}}$ and $\Sigma_0$ are invertible, then the posterior is Gaussian $p_1(m) = \mathcal{N}(m, \Sigma)$ with

$$m = m_0 + \Sigma_0 A^T (\Gamma_{\text{noise}} + A^T \Sigma_0 A)^{-1} (y - Am_0)$$

$$\Sigma = \Sigma_0 - \Sigma_0 A^T (\Gamma_{\text{noise}} + A^T \Sigma_0 A)^{-1} (A \Sigma_0).$$  \hspace{1cm} (6)

In many practical situations, however, the map $\mathcal{G}$ is nonlinear or the map takes additional inputs (independent of $m$) which we consider in this paper. In those cases one needs to solve the optimization problem (3) to find the MAP point $m$. Subsequently assuming the posterior measure is linearized around the MAP, the local curvature of $\mathcal{P}$ at the MAP point i.e. the Hessian of $\mathcal{P}$ at the MAP denoted by $H(m_1)$ gives the inverse of the covariance operator [8] [50]

$$H(m_1) = \frac{\partial^2 \mathcal{P}(m)}{\partial m^2} = H_{\text{model}} + \Sigma_0^{-1}, \quad \Sigma_1 \equiv H^{-1}(m_1)$$

where $H_{\text{model}}$ is the Hessian associated with the first term which involves the forward model, i.e. $H_{\text{model}} = 0.5(\partial^2 \|y - \mathcal{G}(m)\|_{\Gamma_{\text{noise}}}^2 / \partial m^2)$. In practice, the second derivative of $\mathcal{P}$ can be obtained from the last iteration of the unconstrained minimization of $\mathcal{P}$ using the BFGS method [21]. As part of numerical experiments, we compare our approach in this paper with the MAP-based approach described above in Section 4.

### 2.3. Variational Bayesian Inference

The goal in inference procedures and in general probabilistic models, is the evaluation of posterior probability given data $p_1(m) \equiv p(m|D)$ where $D \equiv y$ and further computing the expectation of a function $f(m)$ with respect to this distribution, i.e.

$$\mathbb{E}(f|D) = \int_{\mathbb{R}^d} f(m)p(m|D)dm.$$  

In variational inference, the main idea is to approximate the posterior distribution $p(m|D)$ with a variational distribution $q(m)$ which admits a simple parameterization. A typical statistical quantity for optimization is the Kullback–Leibler (KL) divergence between the approximate and target density, i.e.

$$D_{KL}(q||p) := -\int_{\mathbb{R}^d} q(m) \log \frac{p(m|D)}{q(m)} dm.$$  \hspace{1cm} (8)
It is supposed that the direct optimization of KL divergence which involves the conditional probability \( p(m|D) \) is difficult and the optimization with respect to joint probability \( p(m, D) \) is significantly easier. To be precise, denoting the prior distribution by \( p(m) \equiv p_0(m) \), the conditional probability \( p(m|D) \) is

\[
p(m|D) = \frac{p(D|m)p(m)}{p(D)} = \frac{p(D|m)p(m)}{\int \mathbb{R} \cdot p(D, m) \, dm}
\]

(9)

whose computation involves the marginalization over latent variable \( m \) (in the denominator). For high dimensional latent variables accurate computation of \( \int \mathbb{R} \cdot p(D, m) \, dm \) is challenging. Accordingly, it is common to optimize a similar quantity, evidence lower bound (ELBO) involving the joint probability between latent variable and data. For any choice of \( q(m) \) the following decomposition holds (by simple algebraic manipulations): \( \log p(D) = \mathcal{L}(q) + D_{KL}(q||p) \) where

\[
\mathcal{L}(q) = \int \mathbb{R} \cdot q(m) \log \frac{p(m, D)}{q(m)} \, dm
\]

(10)

is the lower bound for the evidence log \( p(D) \), ELBO. It is apparent that \( \mathcal{L}(q) \leq \log p(D) \) since \( D_{KL}(q||p) \geq 0 \) with equality when \( p(m|D) = q(m) \). Maximizing \( \mathcal{L}(q) \) is equivalent to minimizing KL divergence as \( \log p(D) \) is fixed with respect to approximated distribution \( q(m) \). Using the relation \( p(m, D) = p(D|m)p(m) \), the negative of ELBO which should be minimized (it is a positive cost function), is expressed as

\[
-\mathcal{L}(q) = \mathbb{E}_q(\log q(m) - \log p(m)) - \mathbb{E}_q(\log p(D|m)),
\]

(11)

where \( \mathbb{E}_q \) is the expectation with respect to the variational distribution, the first term, denoted by \( C_1 \) is the complexity cost (the cost of discrepancy between the variational posterior and the prior) and the second term, denoted by \( C_2 \) is the likelihood cost.

Equation \( 11 \) is the heart of variational Bayesian inference and training of a Bayesian neural net. A typical approach to minimize the cost function given by Equation \( 11 \) is (stochastic) gradient descent. In reality, the prior information is often insignificant and the most important part of the identification is the one associated with the observation data. As an example, in [5] the authors consider an adaptive weight on the complexity cost within the total cost \( C = w_1C_1 + C_2 \), namely \( w_i = 2^{(M-M_i)/2M - 1} \) where \( i \) is the mini-batch index and \( M \) is the total number of mini-batches, which decreases as more mini-batches of data are observed in the training process.

In this paper, we follow the same logic and consider less emphasis on the complexity cost. However, the significant difference between our approach and the usual Bayesian inference procedures is the computation of likelihood. Neglecting the constant normalizing factors in multivariate Gaussian distributions, the standard way of computing log likelihood term for an instance of the latent parameter \( m^{(i)} \) is

\[
-\log p(D|m^{(i)}) = \sum_{j=1}^{n_{data}} \left( y^{(j)} - \mathcal{G}(x^{(j)}, m^{(i)}) \right)^T \Gamma_{noise}^{-1} \left( y^{(j)} - \mathcal{G}(x^{(j)}, m^{(i)}) \right)
\]

(12)

where \( n_{data} \) is the number of observations. In the above equation, we include another set of inputs \( x \in \mathbb{R}^d \) which has one-to-one correspondence to observation \( y \in \mathbb{R}^n \). This is the setting that we consider in this paper for building a probabilistic surrogate between \( x \) and \( y \), i.e. we are given the data points as pairs \( D \equiv \{ x^{(i)}, y^{(i)} \}_{i=1}^{n_{data}} \) and the goal is to build a probabilistic map between \( x \) and \( y \). The expression \( 12 \) allows for incorporation of noise which is discussed in Equation \( 2 \), however, as will be shown in all numerical examples the summation over all data points precludes the identification of more localized latent parameter distributions. Following loosely the ELBO formulation, we propose an alternative optimization problem to find the distribution of latent parameters \( m \):

\[
\min_{m, \sigma} C_1 = \mathbb{E}_q(\log q(m) - \log p(m))
\]

subject to \( C_{2, i} = y^{(i)} - \mathcal{G}(x^{(i)}, m^{(i)}) = 0 \), \( 1 \leq i \leq n_{data} \)

(13)

where we note that all variables are indexed by \( i \) in the equality constraint. Some remarks are in order: 1) Based on Gibbs inequality the objective function \( C_1 \) is always positive, i.e. it is a KL distance. The objective
function depends on the variational distribution which we parameterize as a Gaussian mixture model (GMM) with centers \( \mathbf{m}^{(i)} \) and covariances that depend on a scalar parameter \( \sigma \), i.e. \( \Sigma^{(i)} = \sigma \mathbf{I} \) where \( \mathbf{I} \in \mathbb{R}^d \) is an identity matrix. We assume uniform weights for the GMM. 2) The GMM centers are found from solving the equality constraints which is done in a sample-wise manner and described in the next section. The most important part of our simulation-based inference is indeed solving these nonlinear constraints for \( \mathbf{m}^{(i)} \). 3) Once the optimal centers are found, they could be plugged into the objective function to minimize the most important part of our simulation-based inference is indeed solving these nonlinear constraints for \( \mathbf{m}^{(i)} \).

Remark 2.1. We provide the details for computation of the scalar variable \( \sigma \) for the sake of a complete presentation and for occasions when respecting the prior knowledge is crucial. As mentioned several times, the minimization of \( C_1 \) is often insignificant and could be misleading in cases where prior knowledge is different from reality. To generate large number of samples of posterior, we train a neural net which only uses the training data on the optimal \( \mathbf{m}^{(i)} \) centers where themselves are informed by/obtained from the forward model.

As described, our inference procedure mainly revolves around solving \( \mathcal{G}(\mathbf{x}^{(i)}, \mathbf{m}^{(i)}) = \mathbf{y}^{(i)} \). This in essence is done in a deterministic manner. To consider the effect of noise \( \eta \), we propose solving the noisy version of \( C_2 \), i.e. we solve \( \mathcal{G}(\mathbf{x}^{(i)}, \mathbf{m}^{(i)}) + \eta = \mathbf{y}^{(i)} \) for different realizations of \( \eta \). The ensemble of solutions for \( \mathbf{m}^{(i)} \) are then used as a larger (not necessarily richer) set for neural net training. We empirically study the effect of noise on our inference procedure in the first numerical example.

3. Computational Framework

3.1. Inversion of the Forward Model

The training samples for the transport map is obtained by inverting the forward model or solving the forward model for the latent parameters, i.e. we solve \( \mathcal{G}(\mathbf{x}^{(i)}, \mathbf{m}^{(j)}) = \mathbf{y}^{(i)} \). A common approach, widely-used in training neural nets, is to minimize the mean squared error or solve an unconstrained optimization problem

\[
\mathbf{m}^* = \arg\min_{\mathbf{m}} \| \mathcal{G}(\mathbf{x}, \mathbf{m}) - \mathbf{y} \|^2 \tag{14}
\]

where we omitted the dependence on every sample \( i \). In a basic gradient descent approach, the optimization is done by updating the estimates of \( \mathbf{m} \) with \( \mathbf{m} \leftarrow \mathbf{m} - \beta \Delta_{\text{GD}} \) where \( \beta \) is a learning rate and \( \Delta_{\text{GD}} \) is the derivative of loss function which is iteratively computed as \( \Delta_{\text{GD}} \leftarrow \partial \mathcal{G}(\mathbf{x}, \mathbf{m}) - \mathbf{y} \| / \partial \mathbf{m} \). The popularity of gradient descent is due to its simplicity and its straight-forward application of its stochastic version with parallel processing (i.e. mini-batch computations); however, it is well-known that this approach has linear convergence as opposed to the Newton method which enjoys quadratic convergence.

In this paper, we use the Newton-Raphson method to solve nonlinear equations in both cases of solving \( \mathcal{G}(\mathbf{x}^{(i)}, \mathbf{m}^{(i)}) = \mathbf{y}^{(i)} \) and training the NNK in Section 3.3. The iterations are similar to gradient descent iterations; the only difference is the way that we compute (Newton) updates (or for rectangular nonlinear systems more commonly referred to as Gauss-Newton) \( \Delta_{\text{NR}} \) in \( \mathbf{m} \leftarrow \mathbf{m} - \beta \Delta_{\text{NR}} \). In a multivariate setting, the Newton updates are obtained from \( \Delta_{\text{NR}} = \mathbf{J}^T \mathbf{R} \) where \( \mathbf{J}^T \) is the pseudo-inverse of the Jacobian \( \mathbf{J} = [\partial \mathcal{G} / \partial \mathbf{m}] \) and \( \mathbf{R} = \mathcal{G} - \mathbf{y} \). To take advantage of fast built-in inversion tools, instead of computing the pseudo-inverse, we find the Newton’s updates from a square linear system \( \Delta_{\text{NR}} = (\mathbf{J}^T \mathbf{J} + \delta_{\text{Tikh}} \mathbf{I})^{-1} \mathbf{J}^T \mathbf{R} \) where \( \mathbf{I} \) is an identity matrix and \( \delta_{\text{Tikh}} \) is a user-specified Tikhonov regularization parameter similar to the learning rate.

Remark 3.1. In general, it is possible that the NR approach does not converge, i.e. it is possible that it does not achieve a sufficiently small residual \( \mathbf{R} \). As an example applying the NR approach for solving the forward model with noise, i.e. \( \mathcal{G}(\mathbf{x}^{(i)}, \mathbf{m}^{(i)}) + \eta = \mathbf{y}^{(i)} \) may not always yield a small residual cf. Section 4.1.7. The convergence of NR can also be slow for particularly highly nonlinear functions. As a high-level remedy for the convergence issue, one could start with a GD approach and perform several GD iterations until a suitable initial guess is found for the NR approach. The suitability of the initial guess however is not well defined for any generic function. In problems that we have solved in this paper, we have only used the NR approach, and we deem the obtained results to be satisfactory.

We provide the details of computation for the Jacobian \( \mathbf{J} = [\partial \mathcal{G} / \partial \mathbf{m}] \) and the derivative of the scalar \( \mathcal{P}(\mathbf{m}) \) cf. Equation (5) in Appendix A. Algorithm I lists the main steps for optimization of the forward model using the Newton-Raphson approach.
Algorithm 1 Inversion of the forward model

**Input:** \( x, y, \beta, \delta_{Tikh}, \delta_R \)

**Output:** \( m^* \)

1. \( R \leftarrow 1 \in \mathbb{R}^{n_{data} \times n} \) where \( n \) is the dimensionality of observation data \( y \)
2. while \( \| R \| > \delta_R \) do
3. \( \mathcal{G} \leftarrow \mathcal{G}(x, m), \ J \leftarrow \nabla_m \mathcal{G}(x, m) \)
4. \( R \leftarrow \mathcal{G} - y \)
5. \( \Delta_{NR} \leftarrow (J^T J + \delta_{Tikh} I)^{-1}(J^T R) \)
6. \( m \leftarrow m - \beta \Delta_{NR} \)
7. end while

3.2. Permutation of Prior Samples

The transport map as shown in Figure 1 takes randomly distributed prior samples. These unstructured samples are mapped to the posterior samples that are supposed to follow the true distribution of the underlying parameter. This mapping in a general setting is expected to be highly nonlinear and utilization of deep networks alone may not be sufficient for its approximation.

Performing the optimization explained in the previous subsection yields samples of the latent parameter \( m \). To facilitate the training of the neural net map, we permute the randomly distributed prior samples according to the formation of the optimized samples. To this end, we first scale the randomly distributed samples which we always consider to be uniformly distributed i.e. \( m_0 \sim U[0, 1]^d \) with the information that we gain in the previous step from the range of the list of optimized samples denoted by \( m_{opt} \). The list of scaled prior samples are obtained as \( \hat{m}_0 = \min(m_{opt})m_0 + (\max(m_{opt}) - \min(m_{opt})) \). Within the list \( m_0 \), we then find the closest samples (with respect to the Euclidean distance) to the optimized samples denoted by \( m_{opt} \) in a greedy procedure, i.e. for every sample in the optimized list we find the closest sample in \( m_0 \), add it to a new list which includes the permuted scaled random samples and remove it from \( m_0 \). The pseudocode associated with this procedure is provided in Algorithm 2.

Algorithm 2 Permutation of the optimized samples

**Input:** A list of randomly distributed prior samples \( m_0 \) and a list of optimized samples \( m_{opt} \)

**Output:** A list of permuted prior samples \( \hat{m}_0 \)

1. \( \hat{m}_0 \leftarrow \min(m_{opt}) + (\max(m_{opt}) - \min(m_{opt}))m_0 \)
2. \( \hat{m}_0 \leftarrow \{ \} \)
3. for \( i = 1, \ldots, n_{data} \) do
4. \( r \leftarrow \| m_{opt}^{(i)} - \hat{m}_0 \|_2 \) where e.g. \( r \in \mathbb{R}^{n_{data}} \) for \( i = 1 \), and \( r \in \mathbb{R} \) for \( i = n_{data} \)
5. Find index \( i_{min} \) where \( \hat{m}_0^{(i_{min})} = \min(r) \)
6. \( \hat{m}_0 \leftarrow \text{append}(\hat{m}_0, \hat{m}_0^{(i_{min})}) \)
7. \( \hat{m}_0^{(i_{min})} \leftarrow \{ \} \)
8. end for

3.3. Neural Net Kernel (NNK)

Kernel methods such as support vector machine or GP regressors have been extensively used for various machine learning tasks. The predictive power of kernels could be enhanced by combining them with a neural net architecture. The idea of using deep kernels (or many other similar names in the literature) has been gaining more attention in the past several years mainly due to the fact that they enjoy both elegant features of kernels such as describing the relationship between two data points via tangible measures i.e. some form of their distance and approximation power of deep/hierarchical architectures [52][58].

One of the best known kernels is the Gaussian RBF or squared exponential kernel

\[
k(m_*, m_0) = \exp(-\| m_* - m_0 \|^2 / 2\ell^2), \quad m_*, m_0 \in X
\]

where \( X \subset \mathbb{R}^d \) and \( \ell \) is often treated as an optimizable hyperaparameter in regression models. A typical approach in e.g. GP regression is to maximize the marginal likelihood which is parameterized with this
hyerparameter. More sophisticated parameterizations are expected to yield more predictive regressors. To
this end, we build a hierarchical kernel in the form of a neural network, depicted in Figure 1.

The input to the neural network is the absolute of difference between prior samples denoted by \( \mathbf{m}_0 \)
(equivalent to \( \mathbf{m}_0 \) in the previous subsection) and another set of randomly distributed points denoted by
\( \mathbf{m}_s \) in each dimension of samples, i.e. \( |\mathbf{m}_{s_0,j} - \mathbf{m}_{s,j}| \). Note that the input features are matrices in our
construction, i.e. \( |\mathbf{m}_{s_0,j} - \mathbf{m}_{s,j}| \in \mathbb{R}^{n_s \times n_o} \) where \( n_s \) and \( n_o \) are number of \( \mathbf{m}_{s_0} \) and \( \mathbf{m}_s \) samples.

The hidden nodes are indexed by \( ji \) where the first index denotes the layer number and the second one
denotes the hidden node number in that layer which has a total of \( n_i \) nodes. The hidden nodes in the first
layer are evaluated as:

\[
k_{1i}(\mathbf{m}_{s_0}, \mathbf{m}_s) = \sum_{j=1}^{d} w_{ij}|\mathbf{m}_{s_0,j} - \mathbf{m}_{s,j}| + b_i, \quad \hat{k}_{1i} = \tanh(k_{1i}), \quad i = 1, \ldots, n_1
\]

Subsequently, the hidden nodes in the next layers \( l = 2, \ldots, L - 1 \) are

\[
k_{li}(\mathbf{m}_{s_0}, \mathbf{m}_s) = \sum_{j=1}^{n_{li-1}} w_{li,j}\hat{k}_{l-1,j} + b_i, \quad \hat{k}_{li} = \tanh(k_{li}), \quad i = 1, \ldots, n_l
\]

and finally in the last layer \( l = L \), one unit/node is computed via

\[
k_L(\mathbf{m}_s, \mathbf{m}_s) = \sum_{j=1}^{n_{L-1}} w_{L,0}\hat{k}_{L-1,j} + b, \quad k(\mathbf{m}_{s_0}, \mathbf{m}_s) = (1 + \tanh(k_L))/2
\]

where we removed the index for one unit and the linear transformation ensures that \( k(\mathbf{m}_{s_0}, \mathbf{m}_s) \in [0,1] \). In
our implementation, we use tanh activation function as shown in above expressions. This choice is relatively
generic in neural network computations. Other activation functions could be incorporated if there is particular
knowledge about the problem at hand. The output of the last node similarly to the input features is a matrix
\( k(\mathbf{m}_{s_0}, \mathbf{m}_s) \in \mathbb{R}^{n_s \times n_o} \). The target data \( \mathbf{m}_{s_1} \equiv \alpha_{opt} \) is predicted in a support vector machine format, i.e.

\[
\mathbf{m}_{s_1} = \sum_{i=1}^{n_o} \alpha_i k(\mathbf{m}_{s_0}, \mathbf{m}_s^{(i)}).
\]

The above equation can be written in the matrix form as \( \mathbf{m}_{s_1} = k(\mathbf{m}_{s_0}, \mathbf{m}_s)\alpha \) where \( \alpha \in \mathbb{R}^{n_s \times d} \) are optimiz-
able coefficients and \( \mathbf{m}_{s_1} \in \mathbb{R}^{n_s \times d} \) are posterior samples. We recall that \( d \) is the dimensionality of the prior
and posterior samples. Training this neural network-based kernel entails optimization of hyperparameters in
addition to coefficients i.e. \{\( w_{ij}, b_i, \alpha \). We train these parameters with Newton-Raphson approach similarly
to what we described in Section 3.1, i.e. we solve nonlinear equations \( k(\mathbf{m}_{s_0}, \mathbf{m}_s)\alpha - \mathbf{m}_{s_1} = 0 \) by forming
the Jacobian that now includes gradients with respect to \( \alpha \) in addition to hyperparameters of \( k(\mathbf{m}_{s_0}, \mathbf{m}_s) \).

Similarly to the discussion in Section 3.1 the most significant part of our neural network training is the
computation of Jacobian within a neural network architecture. The derivative computation involves the well-
known chain rule and the idea of backpropagation which evaluates the derivative of last layer as a product
of derivatives obtained from each two successive layers from right to left. We have implemented the neural
net kernel and the backpropagation with basic matrix operations using mainly fast vectorized MATLAB
computations. An excerpt of the overall code, i.e. one function script which involves backpropagation is provided in [Appendix B]. The codes for this paper are available upon request. We will publish more
extensive version of these codes in our future research where we plan to investigate the possibility of solving
generic PDEs such as linear elasticity problems with our neural net kernel.

Remark 3.2. Another approach for training this deep kernel is to maximize the marginal likelihood similar
to GP regression. Based on our experience, optimization of marginal likelihood, i.e. minimization of a scalar
parametrized via a neural net can be challenging as the objective function is highly non-convex. In addition,
the optimized hyperparameters and the resulting kernel may not always result in more accurate regression
data. We note that the standard marginal likelihood as an objective function is derived from a statistical
perspective. Training with these statistical quantities can be less effective compared to directly solving the
residual equations \( \mathbf{R} = k(\mathbf{m}_{s_0}, \mathbf{m}_s)\alpha - \mathbf{m}_{s_1} \), which we consider in this paper.
4. Numerical Examples

4.1. Illustrative Numerical Example with d = 2

In the first example in this section we consider a simplistic system to elucida our inference procedure. This system comprised of two linear static springs connected in series is shown in Figure 2.

![Diagram of two linear static springs](image)

Figure 2: A system of two linear static springs.

The spring stiffnesses are parameterized according to

\[
 k_1 = x_1 g(m_1) + 0.1, \quad k_2 = x_2 g(m_2) + 0.5, \tag{17}
\]

where \( x_1 \) and \( x_2 \) are assumed to be the input to the system, \( m_1 \) and \( m_2 \) are the latent parameters, \( g(m) = \exp(m) \) and the forces are assumed to be fixed \( f_1 = f_2 = 1 \). In one of the examples where we investigate non-unique maps we consider \( g(m) = m^2 \). The displacements \( u_1, u_2 \) are found from the following linear system

\[
 \begin{bmatrix}
 k_1 & -k_1 \\
 -k_1 & k_1 + k_2
\end{bmatrix}
\begin{bmatrix}
 u_1 \\
 u_2
\end{bmatrix}
= \begin{bmatrix}
 f_1 \\
 f_2
\end{bmatrix}. \tag{18}
\]

The variables \( x_1 \) and \( x_2 \) are often considered as design parameters for optimizing the stiffness (compliance) in illustrative design optimization problems [59]. In this paper, we consider an uncertain form for \( x \) which is \( x \sim U[-1, 1]^2 \) a two dimensional uniform random variable. The parameter \( \delta_x \) controls the scatter in the input data. In our numerical experiments, we mainly consider \( \delta_x = 0.005 \).

In this example, we investigate the performance of the approach on four different true distributions on \( m \). The distributions of \( x \), prior \( m \) which is \( m_0 \sim U[0, 1]^2 \) and four different true distributions, namely an analytical, unimodal, bimodal and U shape on \( m \) are shown in Figure 3.

In all examples, the number of training and test samples (denoted by \( n_* \)) are 200 and 1000. The number of \( m_\circ \) used within the kernels is variable in different examples. The number of data points \( n_{data} \) cf. Algorithm is equal to the number of training data points \( n_* \).

4.1.1. An Analytical Map

We start the experiments with the analytical map. In this example, we only consider the performance of the NNK in predicting an analytical distribution. There is no observation or simulation data in this example. The expression for the analytical distribution is

\[
 m = [\sin(8x_1 + 0.1x_2), \ x_1 - 0.1x_2] \tag{19}
\]

where \( x \in U[0, 1]^2 \) only in this example. The goal in this example is to train an NNK which maps \( x \) to \( m \) (unlike the original setting which maps permuted prior samples \( m_0 \) to posterior samples \( m_1 \)). For the sake of comparison, we consider two approaches for training NNK, the Newton-Raphson (NR) and Gradient-Descent (GD). The network architecture is comprised of four layers with \( [2, 7, 4, 1] \) nodes and \( \alpha \in \mathbb{R}^{20 \times 2} \), i.e. the NNK has two hidden layers with 7, 4 nodes, the output layer (always) with 1 node in addition to the input layer which takes two features \( |x_{*,1} - x_{0,1}| \) and \( |x_{*,2} - x_{0,2}| \), i.e. two nodes.

The learning rate for the Newton-Raphson is set to \( \beta = 5 \times 10^{-3} \). This learning rate is too steep for the GD approach and results in divergence, therefore we decrease the learning rate to \( \beta = 5 \times 10^{-4} \) in the case of GD. Also, we set a fixed (Tikhonov) regularization parameter in inversion of \( J^T J \) cf. Algorithm as following

\[
 \delta_{tikh} = \begin{cases} 
 10^{-5}, & \|R\|_2 \geq 0.01 \\
 10^{-6}, & otherwise 
\end{cases} \tag{20}
\]
This regularization yields robust results throughout the examples that we consider in this paper. The training can be accelerated by employing more sophisticated approaches for solving the linear system $J \Delta_{NR} = R$ which is an idea for our future research. Also, the learning rate could be estimated by a formal line search method which we also consider as further developments for the NNK tool.

Figure 4 (first pane) shows the convergence of both NR and GD approaches for the training of the analytical map. The second and third panes show training and testing for the NR approach. To investigate the accuracy, we compute the normalized error between the predicted samples $m$ and exact samples $m_{exc}$ via $e = \|m - m_{exc}\|/\|m_{exc}\|$ in both training and testing. We also measure the training time for both NR and GD. The results are presented in Table 1. It is apparent that the NR approach is more accurate and significantly faster. Both approaches are done on the same computer on a single processor. From the first pane of Figure 4 note that the GD approach exhibits poor convergence; we indeed manually limit the number of iterations to 10000. Getting a better performance from GD for this neural network architecture might require significant hand engineering which is less desirable for a robust numerical tool. On the other hand, the NR approach requires proper computation of $J$ and the Newton step $\Delta_{NR}$ where both involve linear solves that could be further accelerated for utilization on large scale problems.

We again mention that the conclusion drawn is solely pertinent to this particular small scale example. For larger scale problems, a combination of both approaches i.e. starting with a cheap GD approach for the sake of finding a suitable starting point for the NR approach may result in less computational time.

|                | $e_{train}$ | $e_{test}$ | $n_{iter}$ | time(sec) |
|----------------|-------------|------------|------------|-----------|
| Newton-Raphson | $5.00 \times 10^{-5}$ | $5.20 \times 10^{-3}$ | 1066 | 20.39 |
| Gradient Descent | $5.24 \times 10^{-2}$ | $5.77 \times 10^{-2}$ | 10000 | 191.51 |

### 4.1.2. Effect of Permutation of Prior Samples

In this example, we consider the unimodal distribution for $m$ and investigate the effect of the second step i.e. permutation of prior samples in our procedure. The unimodal distribution is a bivariate Gaussian distribution $m \sim \mathcal{N}(\mu, \Sigma)$ where $\mu = [1, 1]$ and $\Sigma = \begin{bmatrix} 1.4 & 0.63 \\ 0.63 & 0.41 \end{bmatrix}$. 

To begin the procedure, we generate 200 observation data points $y$ and solve the $\mathcal{G}(x, m) = y$. To solve these nonlinear equations associated with the simulation model, we use the same Tikhonov parameter cf. Equation (20) to regularize $J^TJ$. We also consider a fixed learning rate for solving the forward throughout all examples in this paper, i.e. we set $\beta = 0.1$.

To test the robustness of this approach to different levels of scatter in $x$, we consider a larger $\delta_x$, i.e. $\delta_x = 0.05$. We also set the tolerance for residual of nonlinear equations to $\delta_R = 10^{-3}$ cf. Algorithm [1]. In both cases i.e. $\delta_x = 0.005$ and $\delta_x = 0.05$ the NR approach converges successfully and satisfies the residual tolerance. The result of this optimization for samples $m$ are shown in the first pane of top row in Figure 5. Note that we only show one scenario as there is no difference between two cases.

After finding optimized samples $m$ we consider two scenarios for prior samples: 1) we only scale the uniformly distributed samples according to the optimized samples and do not permute, 2) we permute the uniformly distributed samples using Algorithm [2]. To visualized both cases, we connect the prior samples to the optimized samples. The results are shown in the second and third panes of the top row in Figure 5. For better visualization we only show a small number of points in these figures. It is apparent that the map on the left is more erratic and its training is expected to be more challenging.

We use both sets of prior samples for training the NNK. The network architecture in this example is $[2, 10, 4, 1]$ with $\alpha \in \mathbb{R}^{20 \times 2}$ and $\beta = 5 \times 10^{-3}$. As these are not analytical maps, they do not achieve similar small residuals for training as the previous experiment. The training residual for without and with permutation is $||R|| = 0.39$, 0.16 after $n_{iter} = 4197$, 2073 iterations. The results for training and testing for both cases are shown in the bottom row of Figure 5. It is observed that the training and testing results associated with the permuted samples are more effective in predicting the scatter in the underlying parameter. To numerically investigate the predictions, we compute normalized error (for prediction of $m$) in mean and standard deviation for training and testing with both scenarios of with and without permutation. The results are provided in Table [2]. Based on the numerical results, the permutation improves the results in both mean and standard deviation for training and testing.

|          | $\mu_{\mu_1}$ | $\mu_{\mu_2}$ | $\sigma_{\mu_1}$ | $\sigma_{\mu_2}$ |
|----------|---------------|---------------|-----------------|-----------------|
| NNK train-WO. Perm | $1.20 \times 10^{-3}$ | $2.80 \times 10^{-3}$ | $1.56 \times 10^{-1}$ | $2.19 \times 10^{-1}$ |
| NNK train-W. Perm | $1.00 \times 10^{-5}$ | $3.97 \times 10^{-4}$ | $1.89 \times 10^{-2}$ | $5.51 \times 10^{-2}$ |
| NNK test-WO. Perm | $2.64 \times 10^{-1}$ | $1.31 \times 10^{-1}$ | $2.23 \times 10^{-1}$ | $1.32 \times 10^{-1}$ |
| NNK test-W. Perm | $7.29 \times 10^{-2}$ | $7.79 \times 10^{-2}$ | $4.29 \times 10^{-2}$ | $6.44 \times 10^{-2}$ |

In the final part of this example, we use the predicted samples of NNK, i.e. test samples associated with the second scenario (with permutation) to generate displacements $u_1$ and $u_2$ and make comparison
with true observations. We consider two individual sample inputs, one within the range of training inputs i.e. \( \mathbf{x} = [0.501, 0.502] \) cf. Figure 3 and one without the range i.e. \( \mathbf{x} = [0.9, 0.8] \). The results are shown in Figure 6. For numerical investigation, we also compute the normalized error in the mean of \( u_1 \) and find \( e_{\mu_{u1}} = 6.37 \times 10^{-2}, 7.51 \times 10^{-2} \) for both cases which are almost similar.

Based on the results in this experiment, we deem our inference procedure yields accurate enough estimates for underlying parameters which could be used for prediction of simulation outputs. In the next examples, we directly compare the predictions obtained from our inference procedure and the ones obtained with a number of standard approaches.

4.1.3. Bimodal and Irregular Distributions and Non-uniqueness of the Inverse Map

In this example, we apply the inference procedure to a bimodal and an irregular distribution with the shape of U and investigate the performance of the procedure on a non-bijective map by considering \( g(m) = m^2 \) in Equation 17.

The bimodal distribution is comprised of two equally weighted bivariate Gaussian distributions i.e.

\[
\mathbf{m} \sim 0.5\mathcal{N}(\mu_1, \Sigma_1) + 0.5\mathcal{N}(\mu_2, \Sigma_2)
\]  

(21)
this end we add a small Gaussian noise to the prior training samples according to

\[ \mu_1 = [2, 2], \quad \mu_2 = [-2, -2] \]

\[ \Sigma_1 = \begin{bmatrix} 0.51 & 0.49 \\ 0.49 & 0.51 \end{bmatrix}, \quad \Sigma_2 = \begin{bmatrix} 0.51 & -0.49 \\ -0.49 & 0.51 \end{bmatrix} \]  

(22)

The results of inference procedure, including the optimization in the first step are shown in Figure 7. The numerical parameters and the NNK architecture are similar to the previous example. Similarly to the previous example, the training residual saturates at some level as this map is also non-analytical, i.e. it converges to \( \|R\| = 0.209 \) after \( n_{iter} = 755 \) iterations.

The result of training is shown in the second pane of first row which appears to be promising for a challenging bimodal map. To generate test samples, we first generate 1000 uniformly distributed samples according to the scaled samples of prior training samples (top row, third pane). The NNK test samples for this case are shown in the first pane of the bottom row. The prediction of displacements associated with these samples with the input \( x = [0.9, 0.8] \) is shown in the second pane. As can be seen, the test samples using a uniformly distributed prior exhibit a large scatter as seen in both first and second panes of the bottom row. To restrict these large scatters we consider a set of prior samples that are close to the training samples. To this end we add a small Gaussian noise to the prior training samples according to

\[ \hat{m}_0 \leftarrow m_0 + 0.002N(0, 1) \]  

(23)

where we refer to \( \hat{m}_0 \) as augmented training samples. Note that we add five noise values to each \( m_0 \), therefore we generate 1000 samples for testing from the original 200 training samples. These augmented training samples are shown in the fourth pane of the first row. The results associated with this set of training samples are shown in the third and fourth pane of the bottom row. The samples in these cases are apparently less scattered and provide better representations for the bimodality.

As a numerical investigation, similarly to the previous example, we compute the normalized error in the mean of \( u_1 \) and find \( e_{\mu_{m_1}} = 4.53 \times 10^{-2}, 7.61 \times 10^{-3} \) for both cases of uniformly distributed prior and augmented prior samples. We also compute the error in standard deviation and find \( e_{\sigma_{m_1}} = 7.13 \times 10^{-2}, 3.80 \times 10^{-3} \) which we deem to be accurate for this very challenging distribution. The less accurate case of randomly distributed prior can still predict bimodality to some extent. For example, in a reliability analysis if we need to find the probability of \( u_1 > 4 \) the obtained predictions could still provide a viable estimate. In many other approaches such as BNN (as we will see in next examples), the output is only predicted as a unimodal distribution in a narrow range. Therefore in those cases, it is possible that the probability of \( u_1 > 4 \) is erroneously estimated as zero.

We now apply the same procedure to the distribution with the shape of \( U \). The samples are generated from a Gaussian mixture model with several centers that are located on a shape of \( U \). For this example we also consider a larger network, i.e. we build an NNK with five layers and \([2, 20, 7, 4, 1]\) nodes with \( \alpha \in \mathbb{R}^{40 \times 2} \). We perform the inference procedure on both forward models with \( g(m) = \exp(m) \) and \( g(m) = m^2 \). The results are shown in Figure 8. The top and bottom rows show results for \( g(m) = \exp(m) \) and \( g(m) = m^2 \) respectively. The main difference is in the first step where the non-uniqueness of the forward map \( g(m) = m^2 \) results in emergence of samples on top of the \( U \) shape.

The NNK appears to be relatively successful in learning the \( U \) shape. The test samples for both uniformly distributed prior samples and augmented training samples exhibit the shape of \( U \). However in the case of \( g(m) = m^2 \), since the NNK training is done with non-true samples the resulting performance in identification of the true underlying parameter is inferior which could be seen visually.

We use the test samples for both cases of \( g(m) = \exp(m) \) and \( g(m) = m^2 \) and both cases of uniformly distributed prior samples and augmented training samples to generate forward model outputs on \( x = [0.9, 0.8] \). The results are shown in Figure 9. The normalized errors in the mean of \( u_1 \) and \( u_2 \) associated with the prediction in the four panes of Figure 9 are \( e_{\mu_{m_1}} = 7.99 \times 10^{-2}, 1.32 \times 10^{-2}, 1.77 \times 10^{-1}, 3.05 \times 10^{-1} \) and \( e_{\mu_{m_2}} = 4.32 \times 10^{-2}, 4.54 \times 10^{-2}, 4.63 \times 10^{-1}, 1.12 \times 10^{-1} \). Based on these results, the predictions associated with \( g(m) = \exp(m) \) are more accurate than the ones with \( g(m) = m^2 \). Also, there are cases that the uniformly distributed training samples yield more accurate estimates than the augmented training samples. For example, the mean of \( u_1 \) associated with \( g(m) = m^2 \) is predicted more accurately using the uniformly distributed training samples.
4.1.4. Comparison with a MAP-based Inference

In this example, we investigate the MAP-based formulation as described in Section 2.2. To this end, we consider the dataset associated with the unimodal distribution. The MAP-based approach involves a deterministic optimization cf. Equation (5). To perform the optimization, we need to assign values to \( \Gamma_{\text{noise}} \) and \( \Sigma_0 \). Specifying these values is one of the inherent challenges in Bayesian inference as they are usually unknown. As we have no prior knowledge we assign identity matrix to these quantities.

Assuming a prior sample for \( \bm{m}_0 \) we can compute the posterior mean \( \bm{m}_1 \) by solving Equation (5) which
Figure 9: Forward model outputs computed with $\exp(m)$ (first two panes) and $m^2$ (second two panes). The left and right panes in each pair are associated with uniformly distributed prior samples and augmented training samples. The result of output prediction in this plot (for $g(m) = \exp(m)$) will be compared with the result of prediction from a Bayesian neural network in Section 4.1.6. The NNK approach outperforms BNN in predicting the output.

consequently yields the hessian of $P$ using the BFGS approach. To get a richer approximation for the posterior we assume several prior samples and perform the MAP-based approach to find associated mean $m_1$ and the covariance $\Sigma_1$. To this end, we consider designed quadrature nodes (obtained for Gaussian weight) as prior samples and compute the MAP point and the covariance associated with them individually. Once we find the MAP points and the covariances, we estimate the posterior probability as the Gaussian mixture model with uniform weights, i.e.

$$p(m_1) = \sum_{i=1}^{n_{dq}} (1/n_{dq}) N(m_1^{(i)}, \Sigma_1^{(i)}).$$

(24)

The quadrature rule in this example is comprised of $n_{dq} = 17$ points. The prior samples (designed quadrature nodes) and optimized MAP points are shown in the first and second panes of Figure 10. The posterior samples drawn from the distribution (24) are shown in the third pane. Comparing this result with the result shown in the fourth pane of Figure 5, it is seen that our inference procedure provides an obviously closer distribution to the underlying true distribution. As we mentioned before, the typical Bayesian approaches yield only averaged-type/like distributions which is apparent in these results. We also further use the identified samples into the forward model and compute the displacements for the input $x = [0.9, 0.8]$. The result is shown in the fourth pane. We compute the normalized errors in mean and standard deviation of $u_1$. The normalized error $e_{\sigma u_1} = 2.57$ is significant for the MAP-based approach. Similar calculation on the right pane of Figure 6 yields $e_{\sigma u_1} = 4.36 \times 10^{-1}$ which is one order of magnitude more accurate than the MAP-based approach. In terms of the mean, we reported $e_{\mu u_1} = 7.51 \times 10^{-2}$ for our inference procedure. The MAP-based approach yields slightly better estimate for the mean, i.e. $e_{\mu u_1} = 2.17 \times 10^{-2}$ which might be due to the very fact that we just mentioned. The Bayesian approaches might be suitable for estimating mean behavior however they are incapable of revealing the localized behavior of the underlying parameters. We also expect that the success of the Bayesian approach in estimating the mean is only pertinent to this less sophisticated spring problem. For more challenging forward maps our sample-wise approach may yield better estimates for the mean.

Figure 10: MAP-based inference: prior and posterior samples (first and second panes), distribution of the latent parameter $m$ (third), and output (observations) obtained by the true distribution and the one inferred by the MAP-based approach.
4.1.5. Comparison with MCMC Sampling: Metropolis-Hastings and Hamiltonian Monte Carlo

In this example we use the bimodal dataset and compare the results we obtained in the first part of Example 4.1.3 with MCMC samplings, particularly two approaches: Metropolis Hastings and Hamiltonian Monte Carlo.

A key part of MCMC sampling is the evaluation of likelihood as well as the process of acceptance/rejection of samples. In Metropolis-Hastings the new samples are generated by a random realization from a proposal distribution which is typically a multivariate Gaussian distribution centered on the previous accepted sample. The covariance of this proposal distribution is user-defined. The new sample is accepted if it satisfies the criterion which mainly depends on the likelihood function. If the new sample has a higher likelihood it is more likely to be accepted. For details of Metropolis-Hastings implementation see [61].

To test the correctness of our Metropolis-Hastings (MH) algorithm we first consider a unimodal distribution, i.e. only one of two modes shown in the bimodal distribution cf. Figure 3 (bottom row-third pane). We also compute the likelihood slightly differently from a typical evaluation in Bayesian inferences. We compute the likelihood directly based on the distance between the underlying parameter samples and the proposed samples using a small number of small distances. To this end we first compute the list of distances between the proposed sample and true underlying samples

\[ r_i = \|m^* - m^{(i)}\|_2, \quad i = 1, \ldots, n_{\text{data}} \] (25)

then sort this list \( \hat{r} \leftarrow \text{sort}(r, \text{"ascend"}) \) and finally compute the (log) likelihood associated with \( m^* \) as

\[ -\log p(D|m^*) = \sum_{i=1}^{n_{\text{kl}}} r_i \] (26)

with a small number of sample, i.e. we assume \( n_{\text{kl}} = 20 \). We consider small number of samples for this particular experiment to avoid the averaged behavior that we have mentioned many times throughout the paper. The results for both lower left and top right modes of bimodal distribution are shown in the first and second panes of Figure 11. The identification appears to be successful with Metropolis-Hastings algorithm, considering a unimodal distribution, computing the likelihood directly as distance between the proposed sample and the underlying true samples, and considering a limited number of data points with high likelihood.

In practice, however, we utilize the MH algorithm differently. We consider both modes, we assume \( n_{\text{kl}} = 200 \) (i.e. all data points) and we set \( \Gamma^{\text{noise}} = 0.01I_{2 \times 2} \) (larger values of \( \Gamma^{\text{noise}} \) will result in narrower distributions for the realized MH samples) and subsequently compute \( r_i = \|m^* - m^{(i)}\|_2^{\Gamma^{\text{noise}}} \). The result is shown in the third pane which clearly indicates that the computed likelihood and the resulting MH algorithm is incapable of identifying both modes. Similarly to the previous example, a unimodal distribution is identified.

In the result of third pane, we still compute the likelihood directly based on the samples distances. In Bayesian inference, the likelihood is computed based on the simulation output. Therefore in the fourth pane we compute the likelihood in the standard way i.e. we use Equation (12). We assume a uniform prior which does not make any impact on the ratio between two likelihoods in the MCMC procedure. The result is shown in the fourth pane which is similar to the third pane in terms of not identifying double modes.

One issue with these statistical samplings is their slow convergence compared to optimization-based or variational approaches. For example, in the first and second panes of Figure 11 out of 500 samples only 272 and 286 samples are accepted, slightly over 50% success. In the third and fourth panes we assume longer chains and consider 2000 samples. Out of this number of proposed samples, 1587 and 1348 samples are accepted which in terms of percentage are more successful than the first two panes. This might be due to the fact that, the likelihood is less localized in the last two panes as we consider all data points for calculation of the likelihood. We expect that the MCMC convergence is slower in higher dimensions.

A more effective approach in MCMC sampling is the Hamiltonian Monte Carlo (HMC) approach which replaces the random walk step in MH with a deterministic walk, consequently resulting in more effective traverse of the probability distribution. The deterministic walk is performed by simulating a dynamical system, specifically evolving Hamiltonian dynamics. The dynamics simulation requires the gradient of the target distribution modeled as position state; however, the approach in essence is statistical since another key
part of the simulation, the momentum state is sampled randomly. This approach is discussed with practical
details in [3].

Similarly to the previous part of the example, we first consider HMC for the true distribution of the
underlying parameter. To this end, we consider the target distribution according to (21) where the computation
of derivative is straight-forward. We start the chains from initial points \( \mathbf{m} = [-3, -3] \) and \( \mathbf{m} = [3, 3] \) and
consider 500 iteration of the Markov chain. The results are shown in the first and second panes of Figure 12.
It is again observed that the HMC approach is incapable of identifying both modes and it converges to only
one of two modes. We also start the chain from \( \mathbf{m} = [0, 0] \) a number of times and find that the algorithm
mainly identifies the one on the lower left. To test the approach for a practical situation, we again consider
the likelihood of Equation (12). To run the HMC algorithm, we need to provide the derivative which is
already discussed in Section 2.3, see Appendix A. The result of HMC sampling using the standard likelihood
is shown in the third pane which again appears to be representing only the middle of two modes. The success
rates for the HMC algorithm is slightly higher, i.e. in the first two panes and running the chain for 500
iterations we find 391 and 291 samples and in the third pane from 2000 iterations, we find 1602 samples
which indicate that incorporating the derivative and performing HMC algorithm makes the MCMC sampling
more effective/successful.

Similarly to previous examples, we use the identified samples in the last panes of Figures 11 and 12 in
the forward model with the input \( \mathbf{x} = [0.9, 0.8] \) and compute the simulation outputs \( u_1 \) and \( u_2 \). cf. Figure 13.
The normalized errors in mean and standard deviation of \( u_1 \) are \( e_{\mu_{u_1}} = 7.98 \times 10^{-2} \), \( 4.84 \times 10^{-2} \) and
\( e_{\sigma_{u_1}} = 8.30 \times 10^{-1} \), \( 8.24 \times 10^{-1} \) for the left and right panes respectively. Comparing these results with
the results of the second and fourth panes of the bottom row in Figure 7 i.e. \( e_{\mu_{u_1}} = 4.53 \times 10^{-2} \), \( 7.61 \times 10^{-3} \), \( e_{\sigma_{u_1}} = 7.13 \times 10^{-2} \), \( 3.80 \times 10^{-3} \), it is apparent that the sample-wise inference procedure outperforms
the MCMC sampling approaches especially in prediction of the standard deviation.
4.1.6. Comparison with Bayesian Neural Network

In this example, we use the dataset associated with the $U$ shape distribution and consider $g(m) = \exp(m)$. The main goal in this example is to compare the statistical prediction of the simulation output obtained from a trained BNN with the prediction of our inference procedure we presented in Section 4.1.3.

The BNN implementation is based on the Bayes by Backdrop algorithm [5] which is explained with implementation details based on the Keras API (API: Application Programming Interface) of Tensorflow in [62]. The main idea behind the Bayes by Backdrop approach is consideration of the mean field approximation for the variational distribution of neural net weights. More precisely, the approach assumes independent one dimensional Gaussian random variables (with two optimizable parameters: mean and standard deviation) for each neural net weight which facilitates the variational inference using the standard backpropagation approaches.

In our implementation of BNN, we assume $M = 4$ batches where each batch includes $n_{data} = 50$ samples. We assume standard normal prior for the variational inference procedure and we consider the recommendation in [5] for weighting the complexity cost based on the number of batches cf. Section 2.3. For our inference procedure, we consider the same network as the one in Section 4.1.3.

Figure 14 (first pane) shows the normalized residual versus timing for the BNN and NNK where we normalized the residuals to the maximum value in order to provide an insight about the convergence of both approaches which have different implementations. The final time $t_{BNN} = 193.22$ (sec) for the BNN is associated with 500 iterations. The final time $t_{NNK} = 49.26$ is associated with 1076 iterations. While the BNN approach could be stopped earlier since it has achieved the final residual in about 50 seconds similar to NNK, it is clear that each iteration of NNK, $t_{iter,NNK} = 0.0458$ (sec) is much faster than the iterations of BNN, $t_{iter,BNN} = 0.3864$; almost one order of magnitude faster. This is a promising result which motivates further development of NNK for large scale problems. To be fair in our comparison, we mention that our inference procedure requires inversion of the forward model which in this example takes 17.22 seconds and permutation of prior samples which takes 0.00776 seconds. Therefore in total the BNN approach might be slightly faster than our inference approach (only if smaller number of iterations is assumed, however this is also after the fact) but we expect that for larger scale problems our total time of inference will be less than the total time of the BNN inference.

The second and third panes show the distribution of displacements for two inputs $x = [0.5, 0.5]$ and $x = [0.75, 0.75]$. NNK 1 and 2 refer to considering randomly distributed and augmented training samples for the prior parameters in our inference procedure. It is again visually obvious that, the BNN is suitable for representing the mean behavior of displacement whereas both NNK approaches are able to reveal localized behavior of the output.

Focusing on the output $u_1$, we evaluate the normalized errors in its mean and standard deviation for a larger input set. In particular we consider a line outside the training range $x_1 \in [0.25, 0.75], x_2 = 0.75$ and compute normalized errors for 500 equally spaced samples on this line. The sorted values associated with these errors are shown in Figure 15. We notice that for some samples BNN yields more accurate estimates in terms of mean compared to NNK 1. However, the difference are less significant compared to the difference in standard deviation which clearly indicate inadequacy of BNN for approximating localized behaviors. We also visualize the mean values and standard deviations around mean values for these statistical results on $u_1$ in Figure 16. Poor performance of BNN and appreciable performance of NNK 2 in approximating the standard deviation are evident.
Figure 14: Predictions with BNN and NNK on a point inside the training $x = [0.5, 0.5]$ (left) and outside the training $x = [0.75, 0.75]$. NNK 1 and 2 refer to randomly distributed and augmented training samples for latent parameter prior.

Figure 15: Normalized errors in mean (left) and standard deviation (right) of $u_1$ evaluated on input points outside the training range, i.e. $x_1 \in [0.25, 0.75], x_2 = 0.75$.

Figure 16: Mean and standard deviation along the line $x_1 \in [0.25, 0.75], x_2 = 0.75$.

4.1.7. Inference with Noise

As the last part of the examples in this section, we investigate the performance of our approach in the presence of noise. Specifically, the presence of noise impacts the identification of true samples in the first step of our procedure.

We consider the noise in the first step by solving $G(x^{(i)}, m^{(i)}) + \eta = y^{(i)}$ follows the distribution $\eta \delta_{\text{noise}} N(0, 1)$. For each training sample we assume 100 noise values. Therefore, in total we find $2 \times 10^4$ optimized samples after inverting the forward model with noise. Figure 17 shows the optimized samples for three levels of noise $\delta_{\text{noise}} = 10^{-3}, 10^{-2}, 10^{-1}$. It should be noted that for the larger levels of noise, specifically $\delta_{\text{noise}} = 10^{-2}, 10^{-1}$ the convergence to the preset tolerance $\delta_R = 0.01$ in the NR approach is not always achieved. We set the maximum number of iteration as $\max_{\text{iter}} = 500$ and record the obtained sample as the optimized sample at the end of 500th iteration if the tolerance is not met.

Using the optimized samples we proceed with the next steps of the inference procedure. We specifically choose 200 samples out of $2 \times 10^4$ optimized samples and perform NNK training similarly to the study in Section 4.1.3. The results of latent parameter inference and prediction of displacements on the input
The normalized errors in mean and standard deviation of $u_1$ for these three predictions are listed in Table 3.

The result of this table can be compared with the BNN prediction: the normalized errors in mean and standard deviation of $u_1$ associated with the input $x = [0.75, 0.75]$ are $e_{\mu_{u_1}} = 1.85 \times 10^{-1}$ and $e_{\sigma_{u_1}} =$
9.02 \times 10^{-1}. Even the least accurate NNK result in approximation of standard deviation i.e. NNK 1 with rather significant noise $\delta_{\text{noise}} = 10^{-1}$ is more accurate than the BNN approximation. In terms of mean however BNN is more accurate compared to this particular scenario.

We cannot draw a strong conclusion by making a comparison between the noisy version of our procedure and generic probabilistic surrogates such as BNN. However, as it is apparent visually, the sample-wise inference provides more insight in terms of the localized behavior of the underlying parameter and simulation output even in the presence of noise. In extreme cases of noise, the true underlying parameter will not be identifiable however in those challenging situations, Bayesian approaches yield narrow distributions (prior will have more impact in the inference) which are also distant from reality.

4.2. Identification of Elastic Modulus in 2D Topology Optimization

The goal in this example is to demonstrate the applicability of our generic framework in identifying random parameters for standard simulation problems such as topology optimization. This example involves much larger number of degrees of freedom as well as larger dimensionality of the underlying parameter. The randomness is assumed on the elastic modulus which is modeled as a function of a Karhunen-Loève (KL) expansion with multiple modes.

Figure 19 (left) shows the geometry of the structure and its discretization which is achieved with triangular elements. The structure has fixed degrees of freedom in both $x$ and $y$ directions on the left side i.e. $x = -1$ and it is subject to a vertical point load on the right side at $x = 1, y = 0$. The mesh is generated using the distmesh code [63, 64]. We developed the finite element and topology optimization solvers with triangular and tethrahedral meshes (next example) as part of the overall framework in this paper. We plan to extend the current codes in terms of incorporating fast linear algebra approaches as well as application to nonlinear elasticity problems.

![Figure 19](image)

In this example, we seek to find the distribution for elastic modulus $E(x, m)$ given the observations on the nodal displacements $u$ using a dataset which involves high-dimensional topology optimized designs $x$. The equation governing the forward model is a linear elliptic PDE

$$-\nabla \cdot (E(x, m) \nabla u) = f$$

where the elastic modulus $E(x, m) = \exp(\tilde{E}(x, m))$ is expressed via the following expansion,

$$\tilde{E}(x, m) = \sum_{i=1}^{d} \sqrt{\lambda_i} E_i(x) m_i.$$  \hspace{1cm} (28)

In this examples, the input $x$ is the vector of design variables in topology optimization, in particular the volume fraction of each element. Three different input $x$ are visualized in Figure 20. These design instances are obtained from solving a similar deterministic topology optimization and they correspond to intermediate iterations within the overall topology optimization process. The number of iterations in the deterministic
topology optimization however is not necessarily equal to the number of training points (in this example again we consider \( n_{\text{data}} = 200 \)). To generate 200 individual input vectors \( x \) we select 20 intermediate iterations from the deterministic topology optimization and add 10 noise vector to each one of them to generate total of 200 samples, i.e. we generate the input samples via

\[
x \leftarrow \min(1, \max(0.001, x + 0.01N(0, 1)))
\] (29)

where we ensure that the volume fractions are in the range \([10^{-3}, 1]\).

![Figure 20: Different iterations (used as input \( x \)) in a deterministic 2D topology optimization.](image)

The eigenvalues \( \lambda_i \) and basis functions \( E_i \) are taken as those for an exponential kernel \( C(x, x') = \exp(-\|x - x'\|_1) \) on \( D = [0, 1]^2 \). The details of KL expansion with this choice of kernel function is provided in [40].

The first step is to invert the forward model \( K(x, m)u = f \) and find samples of \( m \). We have noticed that using the original basis vectors \( E_i \) result in a map that is many-to-one. To demonstrate this issue we first consider a smaller problem i.e. \( d = 6 \) and apply the inference procedure to the dataset simulated with the original \( E_i \). In this simpler case (in terms of underlying uncertainty) we assume a unimodal distribution. To make the map one-to-one (or perhaps less smooth) we apply sin and cos functions to the original basis functions and find the transformed basis vectors \( \hat{E}_i \) according to

\[
\hat{E}_i = \begin{cases} 
\sin(E_i), & \text{i is odd} \\
\cos(E_i), & \text{i is even}.
\end{cases}
\] (30)

The original basis vector \( E_1 \) and the the transformed vector are shown in Figure 19 (second and third panes). We then consider a larger dimension for the KL expansion \( d = 28 \), use the transformed basis vectors and assume a bimodal distribution.

The true underlying parameter for the lower dimensional problem (with many-to-one map) is a multivariate Gaussian distribution \( m \sim \mathcal{N}(\mu, \Sigma) \) with

\[
\mu = [1.1 : 0.1 : 1.6]^T, \quad \Sigma = I_{6 \times 6}
\] (31)

where the notations \([a : i : b]\) denotes equidistant points between \( a \) and \( b \) with the distance \( i \) including both ends \( a \) and \( b \).

The result of inversion of the forward map is shown in the left pane of Figure 21 for the slice of \( m_1, m_6 \). Note that there is a discrepancy between the true samples and the optimized ones. It should be noted that the NR approach in this case achieves the \( \delta_R = 0.01 \) tolerance. The issue here is the non-uniqueness of the inverse map, which results in samples that are not equivalent to underlying parameter samples but they satisfy the forward model equation, i.e. \( G(x^{(i)}, m^{(i)}) = y^{(i)} \). We also again mention that the NR approach in Algorithm 1 involves a large number of degrees of freedom. More precisely, there are 3380 degrees of freedom, i.e. the vector of nodal displacements is \( y \in \mathbb{R}^{3380 \times 1} \). Considering only one sample of \( m \), the solution of the nonlinear equations take \( t = 23.08 \) seconds. The total time for all dataset i.e. 200 samples is 76 minutes. The Jacobian computation is more involved as it entails the computation of \( \partial K / \partial m \) which itself requires another matrix assembly and later a linear solve in the form of \( Ax = b \), cf. Appendix A.
Finding the optimized samples, we proceed with the next steps of our inference procedure. We train a network with three hidden layers. The number of nodes in all layers is \([6, 12, 7, 4, 1]\) and the coefficients are \(\alpha \in \mathbb{R}^{25 \times 6}\). The results of training and testing are shown in the second and third panes of Figure 21. Similarly to previous examples, we compute the normalized error in mean and standard deviation of one direction of displacement (in this example \(y\) direction) for particular degrees of freedom and a fixed design iterate (last iterate of the deterministic optimization). The particular degrees of freedom are those whose associated nodes admit \(-0.05 < y < 0.05\), i.e. we consider (almost) a line in the middle of the structure (in the \(y\) direction). For true solution we compute the displacements with 1000 Monte Carlo samples drawn from the true distribution. Based on these results, it appears that the inference has been successful even considering the first step resulted in less accurate samples. The test dataset which is the prediction of the NNK seems almost similar to the distribution of the underlying parameter.

We now consider larger number of dimensions \(d = 28\) with the transformed basis vectors \(\hat{E}_i\). For this part of the example, we assume the underlying parameter has a bimodal distribution which consists of two equally weighted multivariate Gaussian distributions in the form of \(m \sim 0.5N(\mu_1, \Sigma_1) + 0.5N(\mu_2, \Sigma_2)\) with \(\mu_1 = \mathbf{0}_{28 \times 1}, \mu_2 = 4 \times \mathbf{1}_{28 \times 1}\) and \(\Sigma_1 = \begin{bmatrix} 0.11 & 0.01 & 0.38 \end{bmatrix}^T, \Sigma_2 = \begin{bmatrix} 0.38 & -0.01 & 0.11 \end{bmatrix}^T\) where \(\mathbf{0}_{28 \times 1}\) and \(\mathbf{1}_{28 \times 1}\) are the vectors of zeros and ones with size \(d = 28\).

The result of optimization for the samples is shown in Figure 22. As we had shown in the previous example, the step of forward model optimization/inversion can accurately find bimodal distributions so long as the forward map is one-to-one and noise-free.

Next, we perform training and testing with a similar NNK, the only difference is the number of nodes in the first layer, i.e. \([28, 12, 7, 4, 1]\) and the second dimension of \(\alpha\), i.e. \(\alpha \in \mathbb{R}^{25 \times 28}\). The results of training and testing for two scenarios of randomly distributed prior samples and augmented training samples are shown.
As expected, the test dataset with augmented training samples yield closer distribution to the bimodal uncertain parameter. To investigate the effectiveness of these predictions, similarly to the previous part we compute statistical displacements (in $y$ direction denoted by $\upsilon$) on the same finite element nodes considered previously. The result of this statistical study is shown in Figure 24. The prediction with uniform samples of prior exhibits some discrepancy with the true solution (Monte Carlo analysis) especially in terms of scatter, i.e. standard deviation, however the prediction on the third pane which is associated with the augmented training samples is very similar to the true solution.
4.3. Identification of Elastic Modulus in 3D Topology Optimization

In this example we investigate the performance of our approach on a three dimensional topology optimization problem. The geometry of the full and half structure and their discretization with tetrahedral elements are shown in Figure 25 The structure is assumed as a cantilever beam which is clamped in \( x = 0 \).

Vertical point loads are applied in \( z \) direction at the nodes with \( x = 4, -1 \leq y \leq 1, -0.05 \leq z \leq 0.05 \).

The final result of the deterministic topology optimization is shown in Figure 26. The procedure is similar to the previous case, however the problem involves larger number of degrees of freedom, i.e. \( y \in \mathbb{R}^{5817 \times 1} \). We assume a KL expansion with \( d = 10 \) basis vector and consider a more challenging trimodal distribution. In particular the true underlying parameter is comprised of three equally weighted multivariate Gaussian distributions i.e. \( m \sim \mathcal{N}(\mu_1, \Sigma_1) + \mathcal{N}(\mu_2, \Sigma_2) + \mathcal{N}(\mu_3, \Sigma_3) \)/3 where

\[
\begin{align*}
\mu_1 &= 0_{10 \times 1}, \\
\Sigma_1 &= [0.11 : 0.01 : 0.2]^T \\
\mu_2 &= 4 \times 1_{10 \times 1}, \\
\Sigma_2 &= [0.2 : -0.01 : 0.11]^T \\
\mu_3 &= [6 \times 1_{1 \times 5}, -1_{1 \times 5}]^T \\
\Sigma_3 &= 0.1 \times 1_{10 \times 1}.
\end{align*}
\]

The computation of KL basis vectors is similar to the previous case; the only difference is that the analytical results of the eigenvalues and eigenvectors of the exponential kernel are associated with a three dimensional domain, i.e. \( D = [0, 1]^3 \). We also apply the same transformation cf. Equation (30) to ensure that the inversion of the forward map results in unique solutions. In this example we also consider larger number of training data, i.e. \( n_{data} = 300 \). The test dataset is also generated with 1500 samples. The results associated with the inversion of the forward model are shown in Figure 27. Again, it is observed that the challenging trimodal distribution can be accurately identified in the first step of the procedure. The NNK in this example...
Figure 27: Finding samples of latent parameters via optimization of the forward model $K(x, m)u = f$ for three slices of $m_1 - m_{10}$, $m_2 - m_6$ and $m_3 - m_4$.

is slightly larger; in the second layer we consider 18 nodes instead of 12 in the previous example. The quality of training prediction and testing predictions with randomly distributed prior samples and augmented training prior samples is similar to the previous example. Since there are three modes covering both dimensions of $m_1 - m_{10}$, the testing dataset for the randomly distributed prior samples shows scatter that cover both dimension. In the previous example, trained NNK produced an almost line that was going through three modes.

Figure 28: Inference in 10 dimensions and trimodal uncertainty associated with the 3D topology optimization problem. Prior samples: training (top-left), randomly distributed samples for testing (top-middle), augmented training prior samples (top-right). Posterior samples, i.e. the prediction of the NNK map: training (bottom-left), prediction with randomly distributed prior samples (bottom-middle) and prediction with augmented training prior samples (bottom-right).
We also investigate the predictions numerically on degrees of freedom that are almost in the middle line of the cylinder i.e. those nodes that admit \( 0 \leq x \leq 4, \ -0.05 \leq y \leq 0.05, \ -0.05 \leq z \leq 0.05 \). As observed before, the prediction with randomly distributed prior samples exhibits some difference with the exact solution obtained with Monte Carlo analysis but the one with augmented training samples is very similar to the true solution on this very challenging trimodal distribution.

![Figure 29: Statistical study on displacement in y direction using Monte Carlo samples of the latent variables, i.e. true solution (left), posterior samples from the NNK map with randomly distributed prior samples (middle), posterior samples from the NNK map with augmented training prior samples (right).](image)

5. Conclusions

We present an inference procedure for identifying underlying uncertain parameters of general simulation models. At its heart, our approach involves inversion of the simulation model using a Newton-Raphson method. This inversion yields a limited number of true samples of the underlying parameter when the forward model is one-to-one and noise-free, or possibly close to true samples otherwise. The optimized samples are used for training of a specialized neural network, neural network kernel (NNK) which is subsequently used for generating large number of samples of the underlying parameter. The performance of the proposed procedure is compared with several standard statistical approaches via a simple numerical example. The following ideas can be pursued as directions for future research on the problem in this paper. 1) Development of a black-box probabilistic surrogate: The high level motivation behind this paper is to devise a procedure to replace Bayesian neural networks. The success of this approach relies on the knowledge of forward model and its sensitivity. In cases when only the information on \( \mathbf{x}, \mathbf{y} \) is given, one can perform similar sample-wise training of a neural net which results in an ensemble of network hyperparameters. Proper regularization of these identified hyperparameters, e.g. minimizing their variance, may yield accurate probabilistic black-box surrogates outperforming standard BNNs. Such approaches require fast neural network computations/training which we discuss in the next remark. 2) Large scale forward/inverse computations with fast linear algebra procedures: The approach in this paper depends on finite element computations as well as neural network training based on a Newton-Raphson method which both involve linear solves in the form of \( \mathbf{A}\mathbf{x} = \mathbf{b} \). Developing fast linear solvers which exploit the sparsity or low-rankness of the stiffness or Jacobian matrices for similar problems is one of our main future research directions. In a similar vein, we plan to extend NNK in this paper to solution of partial differential equations, specifically linear elasticity problems, and subsequently use the solver for inverse problems and topology optimization. 3) Design optimization of probabilistic hyperelastic structures: Having real observations from a hyper-elastic material, different hyper-elastic models can be identified by incorporating nonlinear finite element analysis into the proposed framework [65][67]. The identified models can then be further used for the task of design optimization with realistic probabilistic nonlinear models.
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Appendix A. Computing the Jacobian

In cases where the number of output variables is small and the number of optimization variables are large, the adjoint sensitivity analysis is useful. We briefly explain this approach for computing the derivative of the scalar $P(m)$ cf. Equation (A.1) which is used in the first numerical example, and subsequently explain how to compute $\partial G/\partial m$ which involves a large number of outputs and a small number of inputs. The derivative of $P(m)$ is written as

$$\frac{\partial P(m)}{\partial m} = (\frac{\partial G}{\partial m})^T F_G + \Sigma_0^{-1}(m - m_0). \tag{A.1}$$

where we define $F_G = \Gamma_{noise}^{-1}(y - G(m))$. Computing the second term is easy; the first term requires computation of the forward model $G$ sensitivity with respect to the parameter $m$. The solution of the forward problem $G$ is typically obtained from a linear system of equations (as a result of e.g. finite element analysis) in the form of $K G = F$ where $K$ and $F$ are stiffness matrix and force vectors. The first term in (A.1) can be equivalently written as

$$F_G^T \left( \frac{\partial G}{\partial m} \right) = F_G^T \left( \frac{\partial G}{\partial m} \right) + \Lambda^T (\frac{\partial K}{\partial m} G + K \frac{\partial G}{\partial m} - \frac{\partial F}{\partial m}) \tag{A.2}$$

with the use of adjoint parameter $\Lambda$ where the second term in the parenthesis is zero since $K G = F$. The last term $\partial F/\partial m$ is also zero since we assume that the force vector $F$ (in PDE/structural analysis) is independent of the parameter $m$. The adjoint solution is obtained by grouping terms associated with the implicit derivative $\partial G/\partial m$ and solving for the zero coefficient, i.e. $F_G + K \Lambda = 0$ which yields $\Lambda = -K^{-1}F_G$. As a result, Equation (A.1) is written as

$$\frac{\partial P(m)}{\partial m} = (K^{-1}F_G)^T \frac{\partial K}{\partial m} (K^{-1}F) + \Sigma_0^{-1}(m - m_0). \tag{A.3}$$

In the above equation, note that if we remove $F_G$ we can compute the derivative term $\partial G/\partial m$, i.e.

$$\frac{\partial G(x,m)}{\partial m} = -K^{-1} \frac{\partial K}{\partial m} (K^{-1}F) \tag{A.4}$$

The above equation can also be simply obtained by differentiating $K G = F$ with respect to $m$ which is a direct differentiation approach. The difference between Equations (A.3) and (A.4) is that, for every parameter $m_i \in m$ the result of Equation (A.3) is a scalar and that of Equation (A.4) is a vector. Concatenating these column vectors for different $m_i \in m$ yields the Jacobian $J$.

Computation of $\partial K/\partial m$ for the first example on linear static springs is straightforward as each entry of the two by two matrix can be directly differentiated with respect to $m$. This computation, however, in the examples involving KL expansion and large finite element matrices requires another matrix assembly. The global stiffness matrix is obtained as

$$K = \sum_{i=1}^{n_{ele}} K_{ele}^{(i)} E(x^{(i)}, m) \tag{A.5}$$

where $K_{ele}^{(i)}$ and $E(x^{(i)}, m)$ are the stiffness matrix of element $i$ and the elastic modulus at the centroid of element $i$. The derivative of the global stiffness matrix with respect to $m$ is written as

$$\frac{\partial K}{\partial m} = \sum_{i=1}^{n_{ele}} K_{ele}^{(i)} \frac{\partial E(x^{(i)}, m)}{\partial m} \tag{A.6}$$

where the derivative of the elastic modulus field with respect to each $m_i$ is obtained as $\partial E(x, m)/\partial m_i = \sqrt{\lambda_i} E_i(x) \exp(E)$ cf. Equation (28).
Appendix B. Deep Kernels Implementation

```matlab
function [Kscell, backprop, KsWcell, Ksbcell, Wb] = many_layer(Ksi, Wnet, bnet, indzero)
    nlayer = length(bnet);
    Kscell = cell(1, nlayer);
    Ksinpcell = cell(1, nlayer);
    KsWcell = cell(1, nlayer);
    Ksbcell = cell(1, nlayer);
    for i = 1:nlayer
        flag = (i == nlayer);
        [Kso, Kso_inp, Kso_W, Kso_b] = one_layer(Ksi, Wnet{i}, bnet{i}, real(flag), indzero);
        Kscell{i} = Kso;
        Ksinpcell{i} = Kso_inp;
        KsWcell{i} = Kso_W;
        Ksbcell{i} = Kso_b;
        Ksi = Kso;
    end
    backprop = cell(1, nlayer - 1);
    backprop{1} = Ksinpcell{nlayer};
    for i = 2:nlayer - 1
        backprop{i} = multsumcell(backprop{i - 1}, Ksinpcell{nlayer - i + 1});
    end
    Ws = cell(nlayer, 1); bs = Ws;
    for i = 1:nlayer
        Ws{i, 1} = Wnet{i}(:);
        bs{i, 1} = bnet{i}(:);
    end
    Wb = cell2mat([Ws; bs]);
end
```
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