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1 Introduction

Many problems in machine learning and statistical inference (e.g., [11]), risk management (e.g., [13]), multi-stage stochastic programming (e.g., [40]) and adaptive simulation (e.g., [17]) require minimization of linear or non-linear compositions of expected value functions (CEVF) [47]. Of particular interest are finite-sum versions of the CEVF optimization problems (FS-CEVF for short) which find applications in estimating sparse additive models (SpAM) [33], maximizing softmax likelihood functions [15] (with a wide range of applications in supervised learning [4, 16, 44]), portfolio optimization [27], and policy evaluation in reinforcement learning [41].

Stochastic gradient descent (SGD) methods [22, 35], fast first-order methods for optimization of differentiable convex functions, and their variants, have long found applications in machine learning and related areas [11, 13, 12, 23, 26, 32, 36, 37, 42, 43, 51, 52]. SGD methods continue to be an area of active research focused on methods for their parallelization [19, 21, 34, 48, 52, 54], and theoretical guarantees [20, 30, 32, 39].

CEVF and FS-CEVF optimization problems have been topics of focus in several recent papers. Because SGD methods update the parameter iteratively by using unbiased samples (queries) of the gradient, the linearity of the objective function in the sampling probabilities is crucial for establishing the attractive properties of SGD. Because the CEVF objective functions violate the required linearity property, classical SGD methods no longer suffice [47]. Against this background, Wang et al. [47], introduced a class of stochastic compositional gradient descent (SCGD) algorithms for solving CEVF optimization problems. SCGD, a compositional version of stochastic quasi-gradient methods [14], has been proven to achieve convergence rate that is sub-linear in K, the number of stochastic samples (i.e. iterations) [46, 48].

Lian et al. [27] proposed compositional variance-reduced gradient methods (C-SVRG) for FS-CEVF optimization problems. C-SVRG methods combine SCGD methods for CEVF optimization [47] with stochastic variance-reduced gradient (SVRG) method [21] to achieve a convergence rate that is constant linear in K, the number of stochastic
samples, when the FS-CEVF to be optimized is strongly convex [27]. Recently, several extensions and variants of the C-SVRG method have been proposed. Liu et al. [29] investigated compositional variants of SVRG methods that can handle non-convex compositions of objective functions that include inner and outer finite-sum functions. Yu et al. [49] incorporated the alternating direction method of multipliers (ADMM) method [8] into C-SVRG to obtain com-SVR-ADMM to accommodate compositional objective functions with linear constraints. They also showed that com-SVR-ADMM has a linear convergence rate when the compositional objective function is strongly convex and Lipschitz smooth. Others [18, 28] have incorporated proximal gradient descent techniques into C-SVRG to handle objective functions that include a non-smooth convex regularization penalty. Despite the differences in motivations behind the various extensions of C-SVRG and their mathematical formulations, the query complexity per iteration of gradient-based update remains unchanged from that of C-SVRG. Specifically, C-SVRG methods make two oracle queries for every targeted component function to estimate gradient per update iteration.

In light of the preceding observations, it is tempting to consider compositional extensions of stochastic average gradient (SAG) [36, 38] which offers an attractive alternative to SVRG. SAG achieves $O(1/K)$ convergence rate when the objective function is convex and a linear convergence rate when the objective function is strongly-convex [36, 38]. While in the general setting, the memory requirement of SAG is $O(np)$ where $n$ is the number of data samples and $p$ is the dimensionality of the space, in many cases, it can be reduced to $O(n)$ by exploiting problem structure [38]. We introduce the compositional stochastic average gradient (C-SAG) method to minimize composition of finite-sum functions. C-SAG is a natural extension of SAG to the compositional setting. Like SAG, C-SAG estimates gradient by incorporating memory of previous gradient information. We present theoretical analyses of C-SAG which show that C-SAG, like SAG, and C-SVRG, achieves a linear convergence rate when the objective function is strongly convex. However, C-SAG achieves lower oracle query complexity per iteration than C-SVRG. We present results of experiments showing that C-SAG converges substantially faster than full gradient (FG), as well as C-SVRG.

The rest of the paper is organized as follows. Section 2 introduces the FS-CEVF optimization problem with illustrative examples. Section 3 describes the proposed C-SAG algorithm. Section 4 establishes the convergence rate of C-SAG. Section 5 presents results of experiments that compare C-SAG with C-SVRG. Section 6 concludes with a summary and discussion.

2 Finite-Sum Composition of Expected Values Optimization

In this section, we introduce some of the key definitions and illustrate how some machine learning problems naturally lead to FS-CEVF optimization problems.

2.1 Problem Formulation

A finite-sum composition of expected value function (FS-CEVF) optimization problem [27] takes the form:

$$\min_x f(x) := F \circ G(x) = F(G(x))$$

$$G(x) = \frac{1}{m} \sum_{j=1}^{m} G_j(x), \quad F(y) = \frac{1}{n} \sum_{i=1}^{n} F_i(y).$$

(1)

where the inner function, $G : \mathbb{R}^p \rightarrow \mathbb{R}^q$, is the empirical mean of $m$ component functions, $G_j : \mathbb{R}^p \rightarrow \mathbb{R}^q$, and the outer function, $F : \mathbb{R}^q \rightarrow \mathbb{R}$, is the empirical mean of $n$ component functions, $F_i : \mathbb{R}^q \rightarrow \mathbb{R}$.

2.2 Example: Statistical Learning

Estimation of sparse additive models (SpAM) [33] is an important statistical learning problem. Suppose we are given a collection of $d$-dimensional input vectors $x_i = (x_{i1}, x_{i2}, \ldots, x_{id})^T \in \mathbb{R}^d$, and associated responses $y_i$. Suppose that $y_i = \alpha + \sum_{j=1}^{d} h_j(x_{ij}) + \epsilon_i$ for each pair $(x_i, y_i)$. In the equation, $h_j : \mathbb{R} \rightarrow \mathbb{R}$ is a feature extractor and $\epsilon_i$ is zero-mean noise. It is customary to set $\alpha$ to zero by first subtracting from each data sample, the mean of the data samples. The feature extractors $h_j$ can in general be non-linear functions. SpAM estimates the feature extractor functions by solving the following minimization problem:

$$\min_{h_j \in \mathbb{R}, j = 1, \ldots, d} \frac{1}{n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{d} h_j(x_{ij}) \right)^2,$$
where \( \mathbb{H}_j \) is a pre-defined set of functions chosen to ensure that the model is identifiable. In many machine learning applications, the feasible sets \( \mathbb{H}_j \) are usually compact and the feature functions \( h_j \)'s are continuously differentiable. In such scenario, it is straightforward to formulate the objective function in the form of Eq. (1).

In many practical applications of machine learning, \( h_j \)'s are assumed to be linear. In this case, the model is simplified to \( y_i = w^T x_i + \epsilon_i \), where \( w \) is a coefficient vector. Penalized variants of regression models (e.g. \cite{2, 45, 50}) are often preferred to enhance stability and to induce sparse solutions. Of particular interest is the \( l_1 \)-penalized regression, which is well-known by the LASSO estimator \cite{45} which can be written as follows:

\[
w^* = \text{arg min}_w \frac{1}{n} \sum_{i=1}^{n} (y_i - w^T x_i)^2 + \lambda \|w\|_1.
\]

The objective function can be formulated as an FS-CEVF problem in Eq. (1):

\[
G_j(w) = (\lambda |w_j|, w_j \cdot x_i) \in \mathbb{R}^2
\]

\[
z = \frac{1}{d} \sum_{j=1}^{d} G_j(w) = \left( \frac{\lambda}{d} |w|_1, \frac{1}{d} w^T x_i \right) \in \mathbb{R}^2
\]

\[
F_i(z) = (y_i - d \cdot z_2)^2 + d \cdot z_1
\]

\[
\Rightarrow f := \frac{1}{n} \sum_{i=1}^{n} F_i \left( \frac{1}{d} \sum_{j=1}^{d} G_j(w) \right) = \frac{1}{n} \sum_{i=1}^{n} (y_i - w^T x_i)^2 + \lambda \|w\|_1,
\]

where \( z_i \) denotes the \( i \)-th element in vector \( z \).

2.3 Example: Reinforcement Learning

Policy evaluation in reinforcement learning \cite{41} presents an instance of FS-CEVF optimization. Let \( S \) be a set of states, \( A \) a set of actions, \( \pi : S \rightarrow A \) a policy that maps states into actions, and \( r : S \times A \rightarrow \mathbb{R} \) a reward function, Bellman equation for the value of executing policy \( \pi \) starting in some state \( s \in S \) is given by:

\[
V^\pi(s) = E_{\pi} \left\{ r_{s,s'} + \gamma V^\pi(s') \middle| s \right\}, \forall s,s' \in S,
\]

where \( r_{s,s'} \) denotes the reward received upon transitioning from \( s \) to \( s' \), and \( 0 \leq \gamma < 1 \) is a discounting factor. The goal of reinforcement learning is to find an optimal policy \( \pi^* \) that maximizes \( V^\pi(s) \) \( \forall s \in S \).

The Bellman equation becomes intractable for moderately large \( S \). Hence, in practice it is often useful to approximate \( V^\pi(s) \) by a suitable parameterized function. For example, \( V^\phi(w) = \phi^T w \) for some \( w \in \mathbb{R}^d \), where \( \phi \in \mathbb{R}^d \) is a \( d \)-dimensional compact representation of \( s \). In this case, reinforcement learning reduces to finding an optimal \( w^* \):

\[
w^* = \text{arg min}_w \frac{1}{|S|} \sum_{s} \left( \phi^T w - q_{\pi,s'}(w) \right)^2,
\]

where \( q_{\pi,s'}(w) = \sum_{s'} P_{s,s'}^\pi (r_{s,s'} + \gamma \phi^T w) \), \( P_{s,s'}^\pi \) is the state transition probability from \( s \) to \( s' \). The objective can be formulated as an FS-CEVF problem in Eq. (1):

\[
G_j(w) = (w, P_{s,s'}^\pi (r_{s,s'} + \gamma \phi^T w)) \in \mathbb{R}^{d+1}
\]

\[
z = \frac{|S|}{|S|} \sum_{j=1}^{d} G_j(w) = \left( w, \frac{1}{|S|} \sum_{j=1}^{d} P_{s,s'}^\pi (r_{s,s'} + \gamma \phi^T w) \right) \in \mathbb{R}^{d+1}
\]

\[
F_i(z) = \left( \phi^T z_{1:d} - |S| \cdot z_{d+1} \right)^2
\]

\[
\Rightarrow f := \frac{1}{|S|} \sum_{i=1}^{S} F_i \left( \frac{1}{|S|} \sum_{j=1}^{d} G_j(w) \right) = \frac{1}{|S|} \sum_{i=1}^{S} \left( \phi^T w - q_{\pi,s'}(w) \right)^2.
\]
2.4 Example: Mean-Variance Portfolio Optimization

Portfolio optimization characterizes human investment behavior. For each investor, the goal is to maximize the overall return on investment while minimizing the investment risk. Given $N$ assets, the objective function for the mean-variance portfolio optimization problem can be specified as:

$$\max_x \frac{1}{n} \sum_{i=1}^{n} < r_i, x > - \frac{1}{n} \sum_{i=1}^{n} \left( < r_i, x > - \frac{1}{n} \sum_{j=1}^{n} < r_j, x > \right)^2,$$  \hspace{1cm} (2)

where $r_i \in \mathbb{R}^N$ is the reward vector observed at time point $i$, where $i$ ranges from 1, 2, ..., $n$. The investment vector $x$ has dimensionality $\mathbb{R}^N$ and is the amount invested in each asset. To this end, overall profit is described as the mean value of the inner product of the investment vector and the observed reward vectors. The variance of the return is used as a measure of risk. To this end, overall profit is described as the mean value of the inner product of the investment vector and the observed reward vectors. The variance of the return is used as a measure of risk.

The objective can be formulated as an instance of FS-CEVF optimization problem. First, we change the sign of the maximization problem and turn it into a minimization problem. Next, specify the function $G_j(x)$ as:

$$G_j(x) = \left( \begin{array}{c} x \\ < r_j, x > \end{array} \right) \in \mathbb{R}^{N+1}, \ j = 1, \ldots, n.$$  \hspace{1cm} (3)

The output is a vector in $\mathbb{R}^{N+1}$, where the investments are encoded by first $N$ dimensions and the inner product of the investment vector and the reward vector at time point $j$ is stored in the $(N+1)$-th dimension. Setting $y = \frac{1}{m} \sum_{j=1}^{m} G_j(x)$, we specify the function $F_i(y)$ as

$$F_i(y) = -y_{N+1} + (< r_i, y_{1:N} > - y_{N+1})^2 \in \mathbb{R}, \ i = 1, \ldots, n.$$ \hspace{1cm} (4)

In the equation, $y_{N+1}$ indicates the value of the $(N+1)$-th component of the vector $y$, and $y_{1:N}$ refers to the first to the $N$-th element of the vector $y$.

3 Compositional Stochastic Average Gradient Method

In this section, we describe the proposed compositional stochastic average gradient (C-SAG) method for optimizing FS-CEVF objective functions.

3.1 Stochastic average gradient algorithm

Because compositional stochastic average gradient (C-SAG) algorithm is an extension of the stochastic average gradient method (SAG) [36][38], we begin by briefly reviewing SAG. SAG designed to optimize the sum of a finite number of smooth optimization functions:

$$\min_x f(x) = \frac{1}{n} \sum_{i=1}^{n} F_i(x)$$  \hspace{1cm} (5)

The SAG iterations take the form

$$x^k = x^{k-1} - \frac{\alpha_k}{n} \sum_{i=1}^{n} y_i^k,$$  \hspace{1cm} (6)

where $\alpha_k$ is the learning rate and a random index $i_k$ is selected at each iteration during which we set

$$y_i^k = \begin{cases} F_i(x^{k-1}) & \text{if } i = i_k \\ y_i^{k-1} & \text{otherwise.} \end{cases}$$  \hspace{1cm} (7)

Essentially, SAG maintains in memory, the gradient with respect to each function in the sum of functions being optimized. At each iteration, the gradient value of only one such function is computed and updated in memory. The SAG method estimates the overall gradient at each iteration by averaging the gradient values stored in memory. Like stochastic gradient (SG) methods [22][35], the cost of each iteration is independent of the number of functions in the sum. However, SAG has improved convergence rate compared to conventional SG methods, from $O(1/\sqrt{K})$ to $O(1/K)$ in general, and from the sub-linear $O(1/K)$ to a linear convergence rate of the form $O(\rho^K)$ for $\rho < 1$ when the objective function in Eq.(5) is strongly-convex.
3.2 From SAG to C-SAG

C-SAG extends SAG to accommodate a finite-sum compositional objective function. Specifically, C-SAG maintains in memory, the items needed for updating the parameter $x^{k-1}$ to $x^k$. At each iteration, the relevant indices are randomly selected and the relevant gradients are computed and updated in the memory.

Notations We denote by $z_i$ the $i$-th component of vector $z$. We denote the value of the parameter $x$ at the $k$-th iteration by $x^k$. Given a smooth function $H(x) : \mathbb{R}^N \rightarrow \mathbb{R}^M$, $\partial H$ denotes the Jacobian of $H$ defined as:

$$\partial H := \frac{\partial H}{\partial x} = \begin{pmatrix} \frac{\partial[H_1]}{\partial[x]_1} & \cdots & \frac{\partial[H_1]}{\partial[x]_N} \\ \vdots & \ddots & \vdots \\ \frac{\partial[H_M]}{\partial[x]_1} & \cdots & \frac{\partial[H_M]}{\partial[x]_N} \end{pmatrix}. $$

The value of the Jacobian evaluated at $x_k$ is denoted by $\partial H(x_k)$. For function $h : \mathbb{R}^N \rightarrow \mathbb{R}$, the gradient of $h$ is defined by

$$\nabla h(x) = \left( \frac{\partial h(x)}{\partial x} \right)^T = \left( \frac{\partial h}{\partial x_1}, \ldots, \frac{\partial h}{\partial x_N} \right)^T$$

The gradient of a composition function $f = F(G(x))$ is given by chain rule:

$$\nabla f(x) = (\partial G(x))^T \nabla F(G(x)),$$

where $\nabla F(G(x))$ stands for the gradient of $F$ evaluated at $G(x)$. Evaluating the gradient requires three key terms, namely, the Jacobian of the inner function $\partial G(\cdot)$, value of the inner function $G(\cdot)$, and the gradient of the outer function $\nabla F(\cdot)$.

We use $\hat{f}$ to denote an estimate of the function $f$, and analogously, $\hat{\partial} H$ and $\nabla \hat{h}(x)$ to denote estimates of Jacobian matrices $\partial H$ and gradient vectors $\nabla h(x)$ respectively. To minimize notational clutter, we use $G_j^k$ to denote $G_j(x^k)$, $\partial G_j^k$ to denote $\partial G_j(x^k)$, and $\nabla F_i^k$ to denote $\nabla F_i(x^k)$. Given a set $A$, we use $|A|$ to denote the number of elements in the set. We use $\mathbb{E}$ to denote expectation.

C-SAG Algorithm We define memories $J_j$ for storing the Jacobian of the inner function $\partial G_j(\cdot)$, $V_j$ for storing the value of the inner function $G_j(\cdot)$, and $Q_i$ for storing the gradient of the outer function $\nabla F_i(\cdot)$. At iteration $k$, we randomly select indices $j_k, i_k$, and a mini-batch $A_k$. We update the $J_j$’s as follows:

$$J_j^k = \begin{cases} \partial G_j(x^{k-1}) & \text{if } j = j_k \\ J_j^{k-1} & \text{otherwise.} \end{cases}$$

We update the $V_j$’s as follows:

$$V_j^k = \begin{cases} G_j(x^{k-1}) & \text{if } j \in A_k \\ V_j^{k-1} & \text{otherwise.} \end{cases}$$

We update the $Q_i$’s as follows:

$$Q_i^k = \begin{cases} \nabla F_i \left( \frac{1}{m} \sum_{j=1}^m V_j^k \right) & \text{if } i = i_k \\ Q_i^{k-1} & \text{otherwise.} \end{cases}$$
Evaluating the exact full gradient, such as line 4, 5, and 6 in Algorithm 1, takes 2\(m\) queries. In the algorithm, we define the cost of an oracle query as the unit cost of computing \(\partial G_j(\cdot)\), \(G_j(\cdot)\), and \(\nabla F_i(\cdot)\). Evaluating the exact full gradient, such as line 4, 5, and 6 in Algorithm 1 takes \(m\) and \(n\) oracle queries, for \(\partial G(\cdot)\), \(G(\cdot)\), and \(\nabla F(\cdot)\) respectively, yielding an oracle query complexity of \(O(2m + n)\). On the other hand, lines 11 to 13 of Algorithm 1 estimate gradient by incorporating the memory of previous steps, yielding \(2 + |A|\) queries at each iteration, which is independent of the number of component functions.

We proceed to compare the oracle query complexity per iteration between C-SAG with the state-of-the-art C-SVRG methods C-SVRG-1 and C-SVRG-2 [27]. C-SVRG-1 requires \(2A + 4\) oracle queries in each iteration (where \(A\) is the mini-batch size used by C-SVRG-1) except for the reference update iteration, in which exact full gradient is evaluated which requires \(2m + n\) queries. The reference update iteration in C-SVRG methods is equivalent corresponds to the memory refreshing mechanism in C-SAG. In addition, C-SVRG-2 takes \(2A + 2B + 2\) queries per iteration (where \(B\) is a second mini-batch size used by C-SVRG-2) except for the reference update iteration. On the other hand, the
proposed C-SAG takes \( A + 2 \) queries per iteration except for the refresh iteration. The number of queries required by C-SAG during memory refresh iterations are the same as those for C-SVRG-1 and C-SVRG-2 during their reference update iterations. We conclude that C-SAG, in general, incurs only half the oracle query complexity of C-SVRG-1, and less than half that of C-SVRG-2.

4 Convergence Analysis of C-SAG

We proceed to establish the convergence and the convergence rate of C-SAG. Because of space constraints, the details of the proof are relegated to the Appendix.

Suppose the objective function in Eq. (1) has a minimizer \( x^* \). In what follows, we make the same assumptions regarding the functions \( f(\cdot) \), \( F(\cdot) \), and \( G(\cdot) \) as those used in [27] to establish the convergence of C-SVRG methods. We assume:

(a) Strongly Convex Objective: \( f(x) \) in Eq. (1) is strongly convex with parameter \( \mu_f \):

\[
    f(y) \geq f(x) + \langle \nabla f(x), y - x \rangle + \frac{\mu_f}{2} \| y - x \|^2, \quad \forall x, y.
\]  

(b) Bounded Jacobian of Inner Functions We assume that the Jacobian of all inner component functions are upper-bounded by \( B_G \):

\[
    \| \partial G_j(x) \| \leq B_G, \quad \forall x, \forall j \in \{1,...,m\}. \tag{A2}
\]

Using this inequality, we can bound the estimated Jacobian \( \hat{J}^k_j \). Because \( J^k_j = \partial G^k_j \) for some \( k' < k \), we have:

\[
    \| J_j \| \leq B_G, \quad \forall j \in \{1,...,m\}. \tag{A3}
\]

(c) Lipschitz Gradients: We assume that there is a constant \( L_F \) such that \( \forall x, \forall y, \forall i \in \{1,...n\} \), the following holds:

\[
    \| \nabla F_i(x) - \nabla F_i(y) \| \leq L_F \| x - y \|. \tag{A4}
\]

Armed with the preceding assumptions, we proceed to establish the convergence of C-SAG.

Theorem 1. (Convergence of C-SAG algorithm). For the proposed C-SAG algorithm, we have:

\[
    \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\| x_k - x^* \|^2] \leq \frac{\gamma_1}{\gamma_2} \mathbb{E}[\| \bar{x} - x^* \|^2].
\]

where

\[
    \gamma_1 = \frac{1}{K} + \left( n\sigma_1 + 3m \left( 1 - \left( \frac{a}{m} \right)^2 \right) \sigma_2 \right) B_G L_F^2
\]

\[
    \gamma_2 = \alpha \mu_f - \left( 32a(1-a) + 3a(2-a) \sigma_2 \right) B_G L_F^2,
\]

and

\[
    \sigma_1 = 9 \alpha^2 \left( (m-1)^2(1 - \frac{1}{n})(n+2) + (n-1)(4m-3) \right) + 16a \left( \frac{(m-1)^2(1-\frac{1}{n})^2}{\mu_f} + (1-\frac{1}{m})^2 \right)
\]

\[
    \sigma_2 = \frac{9 \alpha^2}{m} \left( (m-1)^2(2n-1) + n + 4n(m-1) \right) + 16a \left( \frac{(1-\frac{1}{n})^2m + 16(m-a)}{m^2 \mu_f} \right).
\]

Proof. The proof proceeds as follows: (i) We express \( \mathbb{E}[\| x_k - x^* \|^2] \) in terms of \( J^{k-1}, V^{k-1}, Q^{k-1}, \) and \( x^{k-1} \); (ii) We use the assumptions (a) through (c) above to bound \( J^{k-1}, V^{k-1}, \) and \( Q^{k-1} \) in terms of \( x^{k-1}, \) and \( \bar{x}; \) and (iii) We use the preceding bounds to establish the convergence of C-SAG, and the choice of parameters (refresh frequency \( 1/K \), batch size \( a \), and learning rate \( \alpha \) etc.) that ensure convergence (See Appendix for details).
Corollary 1. (Convergence rate of C-SAG algorithm). Suppose we choose the user-specified parameters of C-SAG such that:

\[
\begin{align*}
    a &> m \left(1 - \frac{\mu_f^2}{128\beta_{L,F}^2}\right), \\
    \alpha &< \min\{\alpha_1, \alpha_2, \alpha_3\}, \\
    K &> \frac{8}{\alpha \mu_f},
\end{align*}
\]

where

\[
\begin{align*}
    \alpha_1 &= \frac{m \left(\frac{\mu_f}{12n(2 + \frac{1}{n})\beta_{L,F}^2} - \frac{16(1 - \frac{1}{n})^2m + 16(m - \alpha)}{m^2} \mu_f\right)}{9 \left((m - 1)^2(2n - 1) + n + 4n(m - 1)\right)}, \\
    \alpha_2 &= \frac{\frac{\mu_f}{8n\beta_{L,F}^2} - \frac{16n(m - 1)^2(1 - \frac{1}{n})^2m + 16(m - \alpha)}{\mu_f}}{9 \left((m - 1)^2(1 - \frac{1}{n})(n + 2) + (n - 1)(4m - 3)\right)}, \\
    \alpha_3 &= \frac{m \left(\frac{\mu_f}{24n(1 - \frac{1}{n})^2\beta_{L,F}^2} - \frac{16(1 - \frac{1}{n})^2m + 16(m - \alpha)}{m^2} \mu_f\right)}{9 \left((m - 1)^2(2n - 1) + n + 4n(m - 1)\right)},
\end{align*}
\]

Then we have:

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}\|x_k - x^*\|^2 < \frac{3}{4} \mathbb{E}\|\bar{x} - x^*\|^2.
\]

Corollary 1 implies a linear convergence rate \[27\].

5 Experimental evaluation of C-SAG

We report results of comparison of C-SAG with two variants of C-SVRG \[27\], C-SVRG-1 and C-SVRG-2, which are among the state-of-the-art methods for FS-CEVF optimization, as well as the classical full gradient (FG) method \[9\], on the mean-variance portfolio optimization problem (See Section 2 for details).

Our experimental setup closely follows the setup in \[27\]. Synthetic data were drawn from a multi-variate Gaussian distribution and absolute values of the data samples were retained. We generated two synthetic data sets (D1 and D2). D1 consists of 2000 time points, and 200 assets, i.e., \( n = 2000, N = 200 \); D2 consists of 5000 time points, and 300 assets, i.e., \( n = 5000, N = 300 \). We also controlled \( \kappa_{on} \), the condition number of the covariance matrix used in the multi-variate Gaussian distribution to generate the synthetic data. We compared our proposed algorithm to the classical FG method \[9\], and two state-of-the-art algorithms, C-SVRG-1 \[27\] and C-SVRG-2 \[27\]. The initialization and the step sizes were chosen to be identical for all algorithms. The parameters are set to their default values in the implementation provided by the authors of \[27\]. The size of the mini-batch was set to 20 (\( a = 20 \)), the update period was set to 20 iterations (\( K = 20 \)), and the constant step size was set to 0.12 (\( \alpha = 0.12 \)).

The experimental results comparing the different methods on data sets D1 and D2 are shown in Fig. 1 and Fig. 2 respectively. The number of oracle queries is proportional to the runtime of the algorithm. Note that the sudden drop at the tail of each curve results from treating the smallest objective value in the convergence sequence, which is usually found at the end of the sequence, as the optimum value. We observe that on both data sets, all stochastic gradient methods converge faster than full gradient (FG) method, and that C-SAG achieves better (lower) value of the objective function at each iteration. Although the three stochastic methods under comparison (C-SVRG-1, C-SVRG-2, and our method, C-SAG) all have linear convergence rates, C-SAG converges faster in practice by virtue of lower oracle query complexity per iteration as compared to C-SVRG-1 and C-SVRG-2.

C-SAG has three user-specified parameters. It is especially interesting as to how the update period, \( K \), and the size of the mini-batch, \( a \), impact the convergence of C-SAG. The parameter \( K \) controls the frequency at which the full gradient is computed, and hence represents a trade-off between the accuracy and the computational efficiency of C-SAG. We experimented with C-SAG with \( K \) set to 10, 20, 50, and 200 iterations. The results of this experiment are
Fig. 1: Mean-variance portfolio optimization on synthetic data D1 with 200 assets ($N = 300$) and the number of time points $n = 2000$. The logarithm of the objective value minus the optimum is plotted along the Y-axis and the number of oracle queries is plotted along the X-axis. The $\kappa_{\text{cov}}$ is the conditional number of the covariance matrix of the corresponding Gaussian distribution used to generate reward vectors.

Fig. 2: Mean-variance portfolio optimization on synthetic data D2 with 300 assets ($N = 200$) and the number of time points $n = 5000$. The logarithm of the objective value minus the optimum is plotted along the Y-axis and the number of oracle queries is plotted along the X-axis. The $\kappa_{\text{cov}}$ is the conditional number of the covariance matrix of the corresponding Gaussian distribution used to generate reward vectors.

summarized in Fig. 3(a). As expected, C-SAG converges faster for larger values of $K$ (i.e., the time elapsed between consecutive memory refresh events or full gradient computation is longer). However, for larger values of $K$, C-SAG may fail to converge to the optimum value of the objective function.

A second parameter of interest is the size of the mini-batch used by C-SAG. We experiment with different mini-batch sizes, from 1, 10, 20, to 50. The results are shown in Figure 3(b). Not surprisingly, we observe that C-SAG converges faster as mini-batch size is decreased.

6 Summary and Discussion

Many machine learning, statistical inference, and portfolio optimization problems require minimization of a composition of expected value functions. We have introduced C-SAG, a novel extension of SAG, to minimize composition of finite-sum functions, i.e., finite sum variants of composition of expected value functions. We have established the convergence of the resulting algorithm and shown that it, like other state-of-the-art methods e.g., C-SVRG, achieves a linear convergence rate when the objective function is strongly convex, while benefiting from lower oracle query
complexity per iteration as compared to C-SVRG. We have presented results of experiments that show that C-SAG converges substantially faster than the state-of-the-art C-SVRG variants.

Work in progress is aimed at (i) analyzing the convergence rate of C-SAG for general (weakly convex) problems; (ii) developing a distributed optimization algorithm for the composition finite-sum problems by combining C-SAG with the ADMM framework [8]; and (iii) applying C-SAG and its variants to problems of practical importance in machine learning.
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Appendix

We present here the convergence analysis of the C-SAG algorithm.

Preliminaries

Let $x^*$ be the unique minimizer of the $f$ in Eq. (1). Let the random variables $z_i^k$, $y_i^k$, and $w_i^k$ be defined as follows:

\[
    z_i^k = \begin{cases} 
    1 - \frac{1}{m} & \text{with probability } \frac{1}{m} \\
    -\frac{1}{m} & \text{otherwise}
    \end{cases}
\]

\[
    y_i^k = \begin{cases} 
    1 - \frac{a}{m} & \text{with probability } \frac{a}{m} \\
    -\frac{a}{m} & \text{otherwise}
    \end{cases}
\]

\[
    w_i^k = \begin{cases} 
    1 - \frac{1}{n} & \text{with probability } \frac{1}{n} \\
    -\frac{1}{n} & \text{otherwise}
    \end{cases}
\]

where $a$ is the size of the mini batch $A_k$. We can rewrite $J_j$, $V_j$, and $Q_i$ as

\[
    J_j^k = (1 - \frac{1}{m})J_{j-1}^k + \frac{1}{m}\partial G_j^k + z_j^k \left[ \partial G_j^k - J_{j-1}^k \right],
\]

\[
    V_j^k = (1 - \frac{a}{m})V_{j-1}^k + \frac{a}{m}\partial G_j^k + y_j^k \left[ \partial G_j^k - V_{j-1}^k \right],
\]

\[
    Q_i^k = (1 - \frac{1}{n})Q_{i-1}^k + \frac{1}{n}\nabla f_i(\hat{G}^{k-1}) + w_i^k \left[ \nabla f_i(\hat{G}^{k-1}) - Q_{i-1}^k \right],
\]

and therefore Eq. (12) is equivalent to

\[
    x^k = x^{k-1} - \alpha \nabla \hat{f}(x^{k-1})
    = x^{k-1} - \alpha \left( \partial \hat{G}^{k-1} \right)^T \left( \nabla \hat{F}(\hat{G}^{k-1}) \right)
    = x^{k-1} - \alpha \left( \frac{1}{m} \sum_{j=1}^{m} J_j^k \right)^T \left( \frac{1}{n} \sum_{i=1}^{n} Q_i^k \right)
    = x^k - \frac{\alpha}{mn} \left( (1 - \frac{1}{m})e^T J^{k-1} + \partial G^{k-1} + (z^k)^T \left[ G^{k-1} - J^{k-1} \right] \right)^T
    \left( (1 - \frac{1}{n})e^T Q^{k-1} + \nabla f(\hat{G}^{k-1}) + (w^k)^T \left[ f(\hat{G}^{k-1}) - Q^{k-1} \right] \right)
    = x^{k-1} - \frac{\alpha}{mn} S
\]

with

\[
    e = \begin{pmatrix} I \\ \vdots \\ I \end{pmatrix} \in \mathbb{R}^{mq \times q}, \quad G^{k-1} = \begin{pmatrix} \partial G_1^{k-1} \\ \vdots \\ \partial G_m^{k-1} \end{pmatrix} \in \mathbb{R}^{mq}, \quad F^{k-1} = \begin{pmatrix} \nabla F_1^{k-1} \\ \vdots \\ \nabla F_n^{k-1} \end{pmatrix} \in \mathbb{R}^{pq},
\]

\[
    J^{k-1} = \begin{pmatrix} j_1^{k-1} \\ \vdots \\ j_m^{k-1} \end{pmatrix} \in \mathbb{R}^{mq \times p}, \quad Q^{k-1} = \begin{pmatrix} Q_1^{k-1} \\ \vdots \\ Q_m^{k-1} \end{pmatrix} \in \mathbb{R}^{mq}, \quad z^k = \begin{pmatrix} z_1^k \\ \vdots \\ z_m^k \end{pmatrix} \in \mathbb{R}^{mq},
\]

\[
    w^k = \begin{pmatrix} w_1^k I \\ \vdots \\ w_m^k I \end{pmatrix} \in \mathbb{R}^{mq \times q}.
\]
In the last line of Eq.(15), we denote
\[
S = \left( (1 - \frac{1}{m})e^T J^{k-1} + \partial G^{k-1} + (\frac{1}{m})e^T [G^{k-1} - J^{k-1}] \right)^T
\]
\[
\left( (1 - \frac{1}{m})e^T Q^{k-1} + \nabla F(\hat{G}^{k-1}) + (\frac{1}{m})e^T [F'(\hat{G}^{k-1}) - Q^{k-1}] \right).
\]
Expanding the matrix multiplication, we obtain
\[
S = \left( 1 - \frac{1}{m} \right) \left( 1 - \frac{1}{n} \right) (J^{k-1})^T e e^T \hat{Q}^{k-1}
+ \left( 1 - \frac{1}{m} \right) (w_k)^T e \nabla F(\hat{G}^{k-1})
+ \left( 1 - \frac{1}{m} \right) (J^{k-1})^T e (w_k)^T [F'(\hat{G}^{k-1}) - Q^{k-1}]
+ \left( 1 - \frac{1}{n} \right) (G^{k-1})^T e Q^{k-1}
+ \left( \partial G^{k-1} \right)^T \nabla F(\hat{G}^{k-1})
+ (\partial G^{k-1})^T (w_k)^T [F'(\hat{G}^{k-1}) - Q^{k-1}]
\]
\[
+ \left( 1 - \frac{1}{n} \right) [G^{k-1} - J^{k-1}]^T (\hat{z})^T \hat{Q}^{k-1}
+ \left( G^{k-1} - J^{k-1} \right)^T (\hat{z})^T (w_k)^T [F'(\hat{G}^{k-1}) - Q^{k-1}].
\]

In addition to the assumptions in Section 4, we make use of several inequalities in our proof. First, for any $\alpha > 0$, we have:
\[
\frac{1}{\alpha} \|x\|^2 + \alpha \|y\|^2 \geq |\langle x, y \rangle|.
\]  
(\Box \_1)
Second, for any $x$ we have:
\[
\|x_1 + x_2 + \ldots + x_j\|^2 \leq j \left( \|x_1\|^2 + \ldots + \|x_j\|^2 \right), \ \forall j \in \mathbb{N}^+.
\]  
(\Box \_2)
Third, for any matrix $A$ and vector $x$, we have:
\[
\|Ax\|^2 \leq \|A\|^2 \|x\|^2
\]  
(\Box \_3)
Lastly, note that $\nabla f(x^*) = (\partial G(x^*))^T \nabla F(G(x^*)) = 0$.

**Proof of Convergence of C-SAG**

We decompose the expectation $\mathbb{E}\|x_k - x^\ast\|^2$ as follows:
\[
\mathbb{E}\|x_k - x^\ast\|^2 = \mathbb{E}\|x^{k-1} - x^\ast\|^2 + \mathbb{E}\|x^k - x^{k-1}\|^2 + 2\mathbb{E}\langle x^k - x^{k-1}, x^{k-1} - x^\ast \rangle
= \mathbb{E}\|x^{k-1} - x^\ast\|^2 + \alpha^2 \mathbb{E}\|S\|^2 - 2\alpha \mathbb{E}\langle S, x^{k-1}, x^\ast \rangle.
\]  
(17)
Recalling that $\mathbb{E}[z^k] = 0$, $\mathbb{E}[w^k] = 0$, and $z^k, w^k$ are independent, we can rewrite the last term as:
\[
\mathbb{E}\langle S, x^{k-1}, x^\ast \rangle = \left( 1 - \frac{1}{m} \right) \left( 1 - \frac{1}{n} \right) \langle (J^{k-1})^T e e^T Q^{k-1}, x^{k-1} - x^\ast \rangle
+ \left( 1 - \frac{1}{m} \right) \langle (J^{k-1})^T e \nabla F(\hat{G}^{k-1}), x^{k-1} - x^\ast \rangle.
\]  
(\Box \_4)
(\Box \_5)
Letting $\beta_1 = (1 - \frac{1}{m})(1 - \frac{1}{n})$ we have:

\[
\begin{align*}
\frac{s_1}{\alpha_1} &= (1 - \frac{1}{m})(1 - \frac{1}{n}) \left< (J^{k-1})^T e^T Q^{k-1}, x^{k-1} - x^* \right> \\
&\geq - \frac{\beta_1}{\alpha_1} \left< (J^{k-1})^T e^T Q^{k-1} \right>^2 - \alpha_1 \beta_1 \| x^{k-1} - x^* \|^2 \\
&\geq - \frac{\beta_1}{\alpha_1} \| e^T J^{k-1} \|^2 \| e^T Q^{k-1} \|^2 - \alpha_1 \beta_1 \| x^{k-1} - x^* \|^2 \\
&= - \frac{\beta_1}{\alpha_1} \| \sum_{j=1}^m J_j x^{k-1} - \nabla F_i(g^*) \|^2 - \alpha_1 \beta_1 \| x^{k-1} - x^* \|^2, \tag{18}
\end{align*}
\]

for any $\alpha_1 > 0$. Letting $\beta_2 = 1 - \frac{1}{m}$, we have:

\[
\begin{align*}
\frac{s_2}{\alpha_2} &= (1 - \frac{1}{m}) \left< (J^{k-1})^T e^T \nabla F(G^{k-1}), x^{k-1} - x^* \right> \\
&\geq - \frac{\beta_2}{\alpha_2} \left< (J^{k-1})^T e^T \nabla F(G^{k-1}) \right>^2 - \alpha_2 \beta_2 \| x^{k-1} - x^* \|^2 \\
&\geq - \frac{\beta_2}{\alpha_2} \| e^T J^{k-1} \|^2 \| \nabla F(G^{k-1}) - \nabla F(G^*) \|^2 - \alpha_2 \beta_2 \| x^{k-1} - x^* \|^2 \\
&\geq - \frac{\beta_2}{\alpha_2} B_{G}^2 L_J \| G^{k-1} - G^* \|^2 - \alpha_2 \beta_2 \| x^{k-1} - x^* \|^2, \tag{19}
\end{align*}
\]

for any $\alpha_2 > 0$. Similarly letting $\beta_3 = 1 - \frac{1}{n}$, we have:

\[
\begin{align*}
\frac{s_3}{\alpha_3} &= (1 - \frac{1}{n}) \left< (\partial G^{k-1})^T e^T Q^{k-1}, x^{k-1} - x^* \right> \\
&\geq - \frac{\beta_3}{\alpha_3} \left< (\partial G^{k-1})^T e^T Q^{k-1} \right>^2 - \alpha_3 \beta_3 \| x^{k-1} - x^* \|^2 \\
&\geq - \frac{\beta_3}{\alpha_3} \| \partial G^{k-1} \|^2 \| e^T Q^{k-1} \|^2 - \alpha_3 \beta_3 \| x^{k-1} - x^* \|^2 \\
&= - \frac{\beta_3}{\alpha_3} \| \partial G^{k-1} \|^2 \| \sum_{i=1}^n Q_i^{k-1} - \nabla F_i(g^*) \|^2 - \alpha_3 \beta_3 \| x^{k-1} - x^* \|^2 \\
&\geq - \frac{\beta_3}{\alpha_3} B_{G}^2 n T_0 - \alpha_3 \beta_3 \| x^{k-1} - x^* \|^2, \tag{20}
\end{align*}
\]
for any $\alpha_3 > 0$. Lastly, we have:

$$
\begin{align*}
s_4 &= \left( \partial G^{k-1} \right)^T \nabla F(\hat{x}^k) \cdot (x^{k-1} - x^*) \\
&= \left( \partial G^{k-1} \right)^T \nabla F(\hat{x}^k) - \nabla f(x^{k-1}) \cdot (x^{k-1} - x^*) + \nabla f(x^{k-1}) \cdot (x^{k-1} - x^*) \\
&\geq \epsilon_1 \left( \partial G^{k-1} \right)^T \nabla F(\hat{x}^k) - \nabla f(x^{k-1}) \cdot (x^{k-1} - x^*) + \mu_f \|x^{k-1} - x^*\|^2,
\end{align*}
$$

(21)

and

$$
\begin{align*}
t_0 &\geq - \frac{8}{\mu_f} \|\partial G^{k-1} \|^2 \|\nabla F(\hat{x}^k) - \nabla F(G^{k-1})\|^2 - \frac{\mu_f}{8} \|x^{k-1} - x^*\|^2 \\
&\geq - \frac{8}{\mu_f} \|\partial G^{k-1} \|^2 \|\nabla F(\hat{x}^k) - \nabla F(G^{k-1})\|^2 - \frac{\mu_f}{8} \|x^{k-1} - x^*\|^2 \\
&\geq - \frac{8}{\mu_f} \|\partial G^{k-1} \|^2 \|\nabla F(\hat{x}^k) - \nabla F(G^{k-1})\|^2 - \frac{\mu_f}{8} \|x^{k-1} - x^*\|^2 \\
&\geq - \frac{8}{\mu_f} \|\nabla F(\hat{x}^k) - \nabla F(G^{k-1})\|^2 - \frac{\mu_f}{8} \|x^{k-1} - x^*\|^2.
\end{align*}
$$

(22)

Since there are $a$ terms among $V_{j}^{k}, j \in [1, \ldots, m]$, which get evaluated, we can write:

$$
\begin{align*}
\mathbb{E}\|\hat{x}^{k-1} - G^{k-1}\|^2 &= \mathbb{E}\frac{1}{m^2} \sum_{j \in A_k} \|V_j^{k} - G_j^{k-1}\|^2 + \sum_{j \in A_k} \|G_j^{k-1} - G_j^{k-1}\|^2 \\
&\leq \frac{m-a}{m^2} \sum_{j=1}^m \|V_j^{k} - G_j^{k-1}\|^2 \\
&= \frac{m-a}{m^2} \sum_{j=1}^m \|V_j^{k} - G_j^{k-1} + G_j^{k-1} - G_j^{k-1}\|^2 \\
&\leq \frac{2(m-a)}{m^2} \sum_{j=1}^m \|V_j^{k} - G_j^{k-1}\|^2 + \|(G_j^{k-1} - G_j^{k-1})\|^2 \\
&\leq \frac{2(m-a)}{m^2} \left(T_1 + mB_G^2 \|x^{k-1} - x^*\|^2\right),
\end{align*}
$$

Hence, $s_4$ can be bounded by:

$$
\begin{align*}
s_4 &\geq - \frac{8}{\mu_f} \|\nabla F(\hat{x}^k) - \nabla F(G^{k-1})\|^2 - \frac{\mu_f}{8} \|x^{k-1} - x^*\|^2 \\
&\geq - \frac{16(m-a)}{m^2 \mu_f} \|B_G^2 T_1 + \left( \frac{7}{8} \mu_f - \frac{16(m-a)}{m \mu_f} \right) B_G^2 L_f^2 \|x^{k-1} - x^*\|^2.
\end{align*}
$$

(23)

Adding up $s_1$ through $s_4$, we have:

$$
\begin{align*}
\mathbb{E}\left\langle S, x^{k-1} - x^* \right\rangle &\geq \left( - \frac{\beta_1}{\alpha_1} m^2 - \frac{\beta_3}{\alpha_3} \right) nB_G^2 T_0 \\
&\quad + \left( - \frac{\beta_2}{m \alpha_2} - \frac{16(m-a)}{m^2 \mu_f} \right) B_G^2 L_f^2 T_1 \\
&\quad + \left( \frac{7}{8} \mu_f - \frac{16(m-a)}{m \mu_f} \right) B_G^2 L_f^2 - \alpha_1 \beta_1 - \alpha_2 \beta_2 - \alpha_3 \beta_3 \right\|x^{k-1} - x^*\|^2.
\end{align*}
$$

(24)

Next, we shall derive the inequality for the $\mathbb{E}\|S\|^2$ term. Using the inequality (22) we obtain:

$$
\mathbb{E}\|S\|^2 \leq 9 \left( (1 - \frac{1}{m})^2 \frac{1}{n} \|J^{k-1} \|^2 e^T e \right)
$$

(25)
The term $s_5$ can be bounded by:

$$s_5 = \left(1 - \frac{1}{m}\right)^2 \left(1 - \frac{1}{n}\right)^2 \| (\mathbf{J}^{k-1})^T e \nabla F(\hat{G}^{k-1}) \|^2$$

$$\leq \left(1 - \frac{1}{m}\right)^2 \left(1 - \frac{1}{n}\right)^2 \| e^T (\mathbf{J}^{k-1}) \|^2 \| e^T Q^{k-1} \|^2$$

$$\leq \left(1 - \frac{1}{m}\right)^2 \left(1 - \frac{1}{n}\right)^2 m^2 B_G^2 \left\| \sum_{i=1}^{m} Q_i^{k-1} - \nabla F_i(G^*) \right\|^2$$

$$\leq (m-1)^2 \left(1 - \frac{1}{n}\right)^2 B_G^2 n T_0.$$

The term $s_6$ can be bounded by:

$$s_6 = \left(1 - \frac{1}{m}\right)^2 \| (\mathbf{J}^{k-1})^T e \nabla F(\hat{G}^{k-1}) \|^2$$

$$\leq \left(1 - \frac{1}{m}\right)^2 \| e^T (\mathbf{J}^{k-1}) \|^2 \| \nabla F(\hat{G}^{k-1}) - \nabla F(G^*) \|^2$$

$$\leq (m-1)^2 B_G^2 L_F^2 \frac{T_1}{m}.$$

To bound the term $s_7$, we observe that:

$$s_7 = \left(1 - \frac{1}{m}\right)^2 \| (\mathbf{J}^{k-1})^T e (\mathbf{w}^k)^T \left[ F'(\hat{G}^{k-1}) - Q^{k-1} \right] \|^2$$

$$\leq \left(1 - \frac{1}{m}\right)^2 \| e^T (\mathbf{J}^{k-1}) \|^2 \| (\mathbf{w}^k) \|^2 \| F'(\hat{G}^{k-1}) - Q^{k-1} \|^2$$

$$\leq \left(1 - \frac{1}{m}\right)^2 m^2 B_G^2 \| (\mathbf{w}^k) \|^2 \| F'(\hat{G}^{k-1}) - F'(G^*) + F'(G^*) - Q^{k-1} \|^2$$

$$\leq 2 \left(1 - \frac{1}{m}\right)^2 m^2 B_G^2 \| (\mathbf{w}^k) \|^2 \left( \| F'(\hat{G}^{k-1}) - F'(G^*) \|^2 + \| F'(G^*) - Q^{k-1} \|^2 \right)$$

$$\leq 2 \left(1 - \frac{1}{m}\right)^2 m^2 B_G^2 \| (\mathbf{w}^k) \|^2 \left( nL_F^2 \| \hat{G}^{k-1} - G^* \|^2 + \| Q^{k-1} - F'(G^*) \|^2 \right)$$

$$\leq 2 (m-1)^2 B_G^2 \| (\mathbf{w}^k) \|^2 \left( nL_F^2 \frac{T_1}{m} + T_0 \right).$$
Next, the term $s_8$ can be bounded by:

\[
 s_8 = (1 - \frac{1}{n})^2 \| (\partial G^{k-1})^T e^T Q^{k-1} \|^2 \\
\leq (1 - \frac{1}{n})^2 \| \partial G^{k-1} \|^2 \| \sum_{i=1}^{n} Q_i^{k-1} - \nabla F_i(G^*) \|^2 \\
\leq (1 - \frac{1}{n})^2 B_G^2 n T_0.
\] (28)

The term $s_9$ can be bounded by:

\[
 s_9 = \| (\partial G^{k-1})^T \nabla F(\hat{G}^{k-1}) \|^2 \\
\leq \| \partial G^{k-1} \|^2 \| \nabla F(\hat{G}^{k-1}) - \nabla F(G^*) \|^2 \\
\leq B_G^2 L_F^2 \frac{T_1}{m}.
\] (29)

Similar to $s_7$, we can bound $s_{10}$ by:

\[
 s_{10} = \| (\partial G^{k-1})^T (w_k)^T \left[ F'(\hat{G}^{k-1}) - Q^{k-1} \right] \|^2 \\
\leq \| \partial G^{k-1} \|^2 \| w_k \|^2 \| F'(\hat{G}^{k-1}) - Q^{k-1} \|^2 \\
\leq B_G^2 \| w_k \|^2 \left( n L_F^2 \frac{T_1}{m} + T_0 \right).
\] (30)

To bound $s_{11}$, observe that:

\[
 s_{11} = (1 - \frac{1}{n})^2 \| \left[ G^{k-1} - J^{k-1} \right]^T (\hat{z}^k) e^T Q^{k-1} \|^2 \\
\leq (1 - \frac{1}{n})^2 \| G^{k-1} - J^{k-1} \|^2 \| \hat{z}^k \|^2 \| \sum_{i=1}^{n} Q_i^{k-1} - \nabla F_i(G^*) \|^2 \\
\leq (1 - \frac{1}{n})^2 2(\| G^{k-1} \|^2 + \| J^{k-1} \|^2) \| \hat{z}^k \|^2 n T_0 \\
\leq (1 - \frac{1}{n})^2 4 m B_G^2 \| \hat{z}^k \|^2 n T_0.
\] (31)

Similarly, we can bound the term $s_{12}$ by:

\[
 s_{12} = \| \left[ G^{k-1} - J^{k-1} \right]^T (\hat{z}^k) \nabla F(\hat{G}^{k-1}) \|^2 \\
\leq \| G^{k-1} - J^{k-1} \|^2 \| \hat{z}^k \|^2 \| \nabla F(\hat{G}^{k-1}) \|^2 \\
\leq 4 m B_G^2 \| \hat{z}^k \|^2 \| \nabla F(\hat{G}^{k-1}) - \nabla F(G^*) \|^2 \\
\leq 4 m B_G^2 \| \hat{z}^k \|^2 \| 2 L_F^2 \| \hat{G}^{k-1} - G^* \|^2 \\
= 4 m B_G^2 \| \hat{z}^k \|^2 L_F^2 \frac{T_1}{m}.
\] (32)

Lastly, to bound $s_{13}$, proceeding similar to the cases of $s_{10}$ and $s_{12}$, we obtain:

\[
 s_{13} = \| \left[ G^{k-1} - J^{k-1} \right]^T (\hat{z}^k)(w_k)^T \left[ F'(\hat{G}^{k-1}) - Q^{k-1} \right] \|^2 \\
\leq 4 m B_G^2 \| \hat{z}^k \|^2 \| w_k \|^2 \left( n L_F^2 \frac{T_1}{m} + T_0 \right).
\] (33)

Additionally, since $w_k^i$ and $w_k^i$ are dependent for $i, i' \in [1, n]$, we have the following,

\[
 \mathbb{E}\| w \|^2 = \mathbb{E}\| [w_1 I, w_2 I, \ldots, w_n I]^T \|^2 \\
= \mathbb{E}\( w_1^2 + w_2^2 + \ldots + w_n^2 \) \| I \|^2 \\
= (1 - \frac{1}{n})^2 + (-\frac{1}{n})^2 (n - 1) \\
= 1 - \frac{1}{n}.
\] (34)
In a similar fashion, we can show that $\mathbb{E}[\|z\|^2] = 1 - \frac{1}{m}$. Hence, we can bound $\mathbb{E}[\|S\|^2]$ by:
\[
\mathbb{E}[\|S\|^2] \leq 9 \left( (m-1)^2 (1 - \frac{1}{n}) n + 2(m-1)^2 (1 - \frac{1}{n}) \\
+ (1 - \frac{1}{n})^2 n + (1 - \frac{1}{n}) + (1 - \frac{1}{n})^2 2m(1 - \frac{1}{m}) n \\
+ 4m(1 - \frac{1}{m})(1 - \frac{1}{n}) B_G^2 T_0 \\
+ 9 \left( \frac{(m-1)^2}{m} + 2(m-1)^2 (1 - \frac{1}{n}) \frac{n}{m} \\
+ \frac{1}{m} + (1 - \frac{1}{n}) \frac{n}{m} + 4(1 - \frac{1}{m}) \\
+ 4(1 - \frac{1}{m})(1 - \frac{1}{n}) B_G^2 L_T^2 T_1 \\
\right) \cdot \left( \frac{n}{m} \right) \cdot \left( (m-1)^2 (2n-1) + n + 4n(m-1) \right) B_G^2 L_T^2 T_1
\] (35)

Substituting Eq. (35) and Eq. (24) into Eq. (17), and choosing the parameters $\alpha_1$, $\alpha_2$, and $\alpha_3$, appropriately, we have:
\[
\mathbb{E}[\|x^k - x^*\|^2] \leq \|x^{k-1} - x^*\|^2 - 2\alpha \left( \frac{1}{2} \mu_f - \frac{16(m-a)}{m \mu_f} B_G^4 L_T^2 \right) \|x^{k-1} - x^*\|^2 \\
+ \left[ 9\alpha^2 \left( (m-1)^2 (1 - \frac{1}{n}) (n+2) + (n-1)(4m-3) \right) \\
+ 16\alpha n \left( \beta_1^2 m^2 + \beta_3^2 \right) \right] B_G^2 T_0 \\
+ \left[ \frac{9\alpha^2}{m} \left( (m-1)^2 (2n-1) + n + 4n(m-1) \right) \\
+ 16\alpha \left( \beta_2^2 m + 16(m-a) \right) m^2 \frac{1}{\mu_f} \right] B_G^2 L_T^2 T_1
\] (36)

We now proceed to bound the remaining terms $T_0$ and $T_1$. Starting with $T_0$,
\[
T_0 = \|Q^{k-1} = F'(G(x^*))\|^2 = \sum_{i=1}^{n} \|Q_i^{k-1} - \nabla F_i(G(x^*))\|^2.
\] (37)

We argue that although each $Q_i$’s is not updated at each iteration, it must be updated at least once in $K$ iterations during the refresh. If we refer to the coefficient vector $x$ at the refresh stage as $\bar{x}$, we have:
\[
\mathbb{E}[\|Q_i(x^{k-1}) - \nabla F_i(G(x^*))\|^2] \leq \mathbb{E}[\|F_i(G(\bar{x})) - \nabla F_i(G(x^*))\|^2] \\
\leq L_T^2 \|G(\bar{x}) - G(x^*)\| \\
\leq L_T^2 B_G^2 \|\bar{x} - x^*\|^2 \\
\Rightarrow T_0 \leq n L_T^2 B_G^2 \|\bar{x} - x^*\|^2.
\] (38)

Next we bound $T_1$.
\[
\mathbb{E}[T_1] = \mathbb{E} \sum_{j=1}^{m} \|V_j^k - G_j^k\|^2 \\
= \sum_{j=1}^{m} \mathbb{E}[\|V_j^k - G_j^k\|^2] \\
= \sum_{j=1}^{m} \mathbb{E}[(1 - \frac{a}{m}) V_j^{k-1} + \frac{a}{m} G_j^{k-1} + y_j \left[ G_j^{k-1} - V_j^{k-1} \right] - G_j^k] \\
\] (39)
Substituting the above results back into Eq. (36) we obtain:

\[
\mathbb{E}[t_1] = \mathbb{E}\left[ \left( 1 - \frac{a}{m} \right) y_j^k + \frac{a}{m} G_{j-1}^k - G_j^k \right]^2 \\
= \mathbb{E}\left[ \left( 1 - \frac{a}{m} \right) (V_j^k - G_j^k) + \frac{a}{m} (G_j^{k-1} - G_j^k) \right]^2 + \mathbb{E}\left[ \left( G_j^{k-1} - V_j^k \right)^2 \right]^2 \\
\leq 3 \left( (1 - \frac{a}{m})^2 \|V_j^k - G_j^k\|^2 + \left( \frac{a}{m} \right)^2 \|G_j^{k-1} - G_j^k\|^2 + \mathbb{E}\left[ (y_j^k)^2 \right]\|G_j^{k-1} - V_j^k\|^2 \right) \\
\leq 3 \left( (1 - \frac{a}{m})^2 \|V_j^k - G_j^k\|^2 + \left( \frac{a}{m} \right)^2 B_G^2 \|x^k - x^*\|^2 + \mathbb{E}\left[ (y_j^k)^2 \right]\|G_j^{k-1} - V_j^k\|^2 \right) \\
\tag{40}
\]

Rewriting \((G_j^{k-1} - V_j^k)\) as \((G_j^{k-1} - G_j^* + G_j^* - V_j^k)\), we have:

\[
\begin{align*}
(1 - \frac{a}{m})^2 \|V_j^k - G_j^*\|^2 &+ \mathbb{E}\left[ (y_j^k)^2 \right]\|G_j^{k-1} - V_j^k\|^2 \\
= &\left( 1 - \frac{a}{m} \right)^2 \|V_j^k - G_j^*\|^2 + (1 - \frac{a}{m})^2 \|G_j^{k-1} - G_j^* + G_j^* - V_j^k\|^2 \\
\leq &\left( 1 - \frac{a}{m} \right)^2 \|V_j^k - G_j^*\|^2 + 2 \left( 1 - \frac{a}{m} \right) \left( \|G_j^{k-1} - G_j^*\|^2 + \|V_j^k - G_j^*\|^2 \right) \\
\leq &\left( 1 - \frac{a}{m} \right)^2 \|V_j^k - G_j^*\|^2 + 2 \left( 1 - \frac{a}{m} \right) \left( B_G^2 \|x^k - x^*\|^2 + \|V_j^k - G_j^*\|^2 \right) \\
= &\left( 1 - \frac{a}{m} \right) \left( 1 + \frac{a}{m} \right) \|V_j^k - G_j^*\|^2 + 2 \left( 1 - \frac{a}{m} \right) \frac{a}{m} B_G^2 \|x^k - x^*\|^2.
\end{align*}
\tag{41}
\]

Using an argument similar to that used in Eq. (38), we can bound \(\|V_j^k - G_j^*\|^2\) using the coefficient vector \(\tilde{x}\) at the refresh step:

\[
\|V_j^k - G_j^*\|^2 \leq \|G_j(\tilde{x}) - G_j(x^*)\|^2 \leq B_G^2 \|\tilde{x} - x^*\|^2. \\
\tag{42}
\]

Substituting Eq. (42) and Eq. (41) back into Eq. (40), we obtain:

\[
\mathbb{E}[t_1] \leq 3 \left( (1 - \frac{a}{m})(1 + \frac{a}{m}) B_G^2 \|\tilde{x} - x^*\|^2 + (\frac{a}{m})(2 - \frac{a}{m}) B_G^2 \|x^k - x^*\|^2 \right). \\
\tag{43}
\]

Finally, \(\mathbb{E}[T_1]\) in Eq. (39) is bounded by:

\[
\mathbb{E}[T_1] = \sum_{j=1}^{m} \mathbb{E}[t_1] \\
\leq 3m \left( (1 - \frac{a}{m})^2 B_G^2 \|\tilde{x} - x^*\|^2 + (\frac{a}{m})(2 - \frac{a}{m}) B_G^2 \|x^k - x^*\|^2 \right). \\
\tag{44}
\]

Substituting the above results back into Eq. (56) we obtain:

\[
\begin{align*}
\mathbb{E}\|x^k - x^*\|^2 &\leq \|x^k - x^*\|^2 - 2 \alpha \left( \frac{1}{2} \mu_f - \frac{16(m - a)}{m \mu_f} B_G^4 L_f^2 \right) \|x^k - x^*\|^2 \\
&\quad + \left[ 9 \alpha^2 \left( (m - 1)^2 (1 - \frac{1}{n})(n + 2) + (n - 1)(4m - 3) \right) \\
&\quad + 16 \alpha n \left( \frac{\beta_3^2 m^2 + \beta_2^2}{\mu_f} \right) \right] n B_G^4 L_f^2 \|\tilde{x} - x^*\|^2 \\
&\quad + \left[ 9 \alpha^2 \left( (m - 1)^2 (2n - 1) + n + 4(n - 1) \right) \\
&\quad + 16 \alpha \left( \frac{\beta_3^2 m + 16(m - a)}{m \mu_f} \right) \right] B_G^4 L_f^2 \|x^k - x^*\|^2 \\
&\quad + \left[ \alpha \mu_f - \left( \frac{32 \alpha (m - a)}{m \mu_f} + 3 \alpha (2 - \frac{a}{m}) \sigma_2 \right) \right] B_G^4 L_f^2 \|\tilde{x} - x^*\|^2 \\
&\quad + \left[ n \sigma_1 + 3 m \sigma_2 \left( 1 - \left( \frac{a}{m} \right)^2 \right) \right] \|x^k - x^*\|^2 \\
&\quad + \left[ n \sigma_1 + 3 m \sigma_2 \left( 1 - \left( \frac{a}{m} \right)^2 \right) \right] B_G^4 L_f^2 \|\tilde{x} - x^*\|^2.
\end{align*}
\tag{45}
\]
Summing this inequality from $k = 0$ (where $x^0 = \bar{x}$) to $k = K - 1$, we obtain:

\[
\mathbb{E}\|x^K - x^*\|^2 \\
\leq \mathbb{E}\|\bar{x} - x^*\|^2 \\
- \left[ \alpha \mu_f - \frac{32 \alpha (m - a)}{m \mu_f} + 3a(2 - \frac{a}{m}) \sigma_2 \right] B_{G,f}^2 \frac{\sum_{k=0}^{K-1} \mathbb{E}\|x^{k-1} - x^*\|^2}{\sum_{k=0}^{K-1} \mathbb{E}\|x^{k-1} - x^*\|^2} \\
+ K \left[ n\sigma_1 + 3m\sigma_2 \left( 1 - \left( \frac{a}{m} \right)^2 \right) \right] B_{G,f}^2 \mathbb{E}\|\bar{x} - x^*\|^2,
\]

where

\[
\sigma_1 = 9 \alpha^2 \left( (m - 1)^2 \left( 1 - \frac{1}{n} \right) (n + 2) + (n - 1)(4m - 3) \right) + 16 \alpha m \left( \beta_2^m + \beta_2^2 \right) \\
\sigma_2 = \frac{9 \alpha^2}{m} \left( (m - 1)^2 (2n - 1) + n + 4n(m - 1) \right) + 16 \alpha \left( \beta_2^m + 16(m - a) \right) / m^2 \mu_f.
\]

Hence, we have:

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}\|x_k - x^*\|^2 < \frac{1}{K} \left[ \frac{1}{\alpha \mu_f - \frac{32 \alpha (m - a)}{m \mu_f} + 3a(2 - \frac{a}{m}) \sigma_2} \right] B_{G,f}^2 \mathbb{E}\|\bar{x} - x^*\|^2. 
\]

In order to ensure that the fraction in Eq. (47) above is < 1, we need to choose the parameters $(a, K, \alpha)$ appropriately:

\[
\frac{32 \alpha (m - a)}{m \mu_f} B_{G,f}^2 < \frac{\alpha \mu_f}{4} \\
\Rightarrow a > m \left( 1 - \frac{\mu_f^2}{128 B_{G,f}^2} \right).
\]

Next, consider:

\[
3a(2 - \frac{a}{m}) \sigma_2 B_{G,f}^2 < \frac{\alpha \mu_f}{4} \\
\Rightarrow \sigma_2 < \frac{\alpha \mu_f}{12a(2 - \frac{a}{m}) B_{G,f}^2} \\
\Rightarrow \alpha < \frac{\mu_f}{9 (m - 1)^2 (2n - 1) + n + 4n(m - 1)} = \alpha_1.
\]

Hence, we have:

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}\|x_k - x^*\|^2 < \frac{1}{K} \left[ \frac{1}{\alpha \mu_f - \frac{32 \alpha (m - a)}{m \mu_f} + 3a(2 - \frac{a}{m}) \sigma_2} \right] B_{G,f}^2 \mathbb{E}\|\bar{x} - x^*\|^2.
\]

Next consider:

\[
n\sigma_1 B_{G,f}^2 < \frac{\alpha \mu_f}{8} \\
\Rightarrow \sigma_1 < \frac{\alpha \mu_f}{8n B_{G,f}^2} \\
\Rightarrow \alpha < \frac{\mu_f}{8n B_{G,f}^2} - \frac{16 \beta_2^m + \beta_2^2}{\mu_f} = \alpha_2.
\]

and

\[
3m \left( 1 - \left( \frac{a}{m} \right)^2 \right) \sigma_2 B_{G,f}^2 < \frac{\alpha \mu_f}{8}.
\]
\[ \Rightarrow \sigma_2 < \frac{\alpha \mu_f}{24m \left( 1 - \left( \frac{a}{m} \right)^2 \right) B_2^2 L_f^2} \]

\[ \Rightarrow \alpha < \frac{m \left( \frac{\mu_f}{24m \left( 1 - \left( \frac{a}{m} \right)^2 \right) B_2^2 L_f^2} - \frac{16 (\beta^2 m + 16 (m - a))}{m^2 \mu_f} \right)}{9 \left( (m - 1)^2 (2n - 1) + n + 4n (m - 1) \right)} = \alpha_3, \]

Hence, we have:

\[ \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \| x_k - x^* \|^2 < \frac{1}{K} + \frac{\alpha \mu_f}{\alpha \mu_f} \mathbb{E} \| \tilde{x} - x^* \|^2 \]

Thus, if

\[ \frac{1}{K} < \frac{\alpha \mu_f}{8} \]

\[ \Rightarrow K > \frac{8}{\alpha \mu_f}, \]

we have:

\[ \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \| x_k - x^* \|^2 < \frac{\alpha \mu_f}{8} + \frac{\alpha \mu_f}{2} \mathbb{E} \| \tilde{x} - x^* \|^2 = \frac{3}{4} \mathbb{E} \| \tilde{x} - x^* \|^2. \]

Thus, if

\[ \begin{cases} 
  a > m \left( 1 - \frac{a^2}{128 B_2^2 L_f^2} \right), \\
  \alpha < \min \{ \alpha_1, \alpha_2, \alpha_3 \}, \\
  K > \frac{8}{\alpha \mu_f},
\end{cases} \]

then C-SAG converges linearly with a rate of 3/4. This concludes the proof.