Multiplicities of charged pions and charged hadrons from deep-inelastic scattering of muons off an isoscalar target
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Abstract
Multiplicities of charged pions and charged hadrons produced in deep-inelastic scattering were measured in three-dimensional bins of the Bjorken scaling variable x, the relative virtual-photon energy y and the relative hadron energy z. Data were obtained by the COMPASS Collaboration using a 160-GeV muon beam and an isoscalar target (6LiD). They cover the kinematic domain in the photon virtuality Q^2 > 1 (GeV/c^2)^2, 0.004 < x < 0.4, 0.2 < z < 0.85 and 0.1 < y < 0.7. In addition, a leading-order pQCD analysis was performed using the pion multiplicity results to extract quark fragmentation functions.
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1. Introduction

Hadron production in semi-inclusive measurements of deep-inelastic lepton–nucleon scattering (SIDIS) is one of the most powerful tools to investigate the structure and formation of hadrons. Within the standard framework of leading-twist perturbative QCD (pQCD), factorisation theorems [1] allow one to write the SIDIS cross section as a convolution of hard scattering cross sections, which are calculable in pQCD, with non-perturbative Parton Distribution Functions (PDFs) and Fragmentation Functions (FFs). The PDFs account for the partonic structure of hadrons in the initial state. The FFs encode the details about the hadronisation mechanism that describes the transition from final-state partons into colour-neutral hadrons. Both types of functions are believed to be universal, i.e. process independent, and can be interpreted in leading-order (LO) as number densities. While PDFs have been studied in detail for several decades and are hence known with good precision, new accurate measurements are necessary to constrain the FFs. In what follows, we will restrict ourselves to transverse-momentum-integrated PDFs and FFs.

The universality of FFs allows their determination from different high-energy processes, which provide complementary information on the hadronisation mechanism and cover complementary kinematic ranges. The study of hadron production in the electron–positron annihilation process is particularly well suited because its cross section has no dependence on parton densities and gives direct access to FFs. Measurements cover a wide range in the characteristic hard scale, from 10 GeV for recent data from BELLE [2] and BaBar [3] to 100 GeV at the Z boson mass at LEP [4] and SLAC [5], at which only the singlet combination of FFs is accessible. In spite of the high precision, these e+e− data cannot be used to disentangle quarks from antiquarks, as they only access the sum of quark and antiquark FFs and hence do not allow for a full flavour separation. Hadron multiplicity data from SIDIS provide charge and full flavour separation of fragmentation functions. The SIDIS data from fixed target experiments explore characteristic hard scales down to 1 GeV. The large kinematic range spanned by the mentioned reactions allows one to study QCD scaling violations, which also constrains the gluon FF. The latter is indirectly probed by hadron–hadron collisions, e.g. at RHIC [6], via single-inclusive hadron production at high transverse momentum [7].

The present paper reports on COMPASS measurements of multiplicities of charged pions and charged hadrons. The (x, Q^2) range covered by the COMPASS data extends to much higher values of Q^2 and is shifted to lower values of x when compared to the one of HERMES [8], while the kinematic range is similar to the one covered by EMC [9].

The process 1N → γ’ hX is described by the negative square of the four-momentum transfer Q^2 = −q^2, the Bjorken variable x = −q^2/(2P · q) and the fraction of the virtual-photon energy that is carried by the final-state hadron, z = (P − p_h)/(P · q). Here, q = k − k’, P and p_h denote the four-momenta of the virtual photon, the nucleon N and the observed hadron h respectively, with k (k’) the four momentum of the incident (scattered) lepton. Additional variables used are the lepton energy fraction carried by the virtual photon, y = (P · q)/(P · k), and the invariant mass of the final hadronic system, W = √((P + q)^2). In order to study the hadronisation mechanism in SIDIS, the relevant observable is the differential multiplicity for hadrons of a specific type h, which is defined as the differential cross section for hadron production normalised to the differential inclusive DIS cross section:

\[
\frac{dM_h(x, z, Q^2)}{dz} = \frac{d^2\sigma_h(x, z, Q^2) / dx dQ^2 dz}{d^2\sigma_{DIS}(x, Q^2) / dx dQ^2 dz}.
\]

Interpreted in pQCD, the cross sections on the right-hand side are expressed in terms of PDFs and FFs and read at leading-order (LO)

\[
\frac{d^2\sigma_{DIS}}{dx dQ^2} = C(x, Q^2) \sum_q c_q^2 q(x, Q^2),
\]

\[
\frac{d^2\sigma_h}{dx dQ^2 dz} = C(x, Q^2) \sum_q c_q^2 q(x, Q^2) D_h^q(z, Q^2).
\]

Here, C(x, Q^2) = 2πα^2/(1 + (1 − y)^2)/Q^2 with α the fine structure constant, q(x, Q^2) is the quark PDF for the flavour q and D_h^q(z, Q^2) the quark-to-hadron FF. In LO, D_h^q denotes the number density of hadrons h produced in the hadronisation of partons of species q.

2. The COMPASS experiment

In this Section a short description of the experimental set-up is given, while a more detailed description can be found in Ref. [10]. The measurement was performed in 2006 with the naturally polarised muon beam of the CERN SPS using positive muons of 160 GeV/c. The beam momentum had a spread of 5%. The intensity was 4 × 10^12 s^{-1} with spills of 4.8 s and a cycle time of 16.8 s. The momentum of each incoming muon was measured before the COMPASS experiment with a precision of 0.3%. Before the target, the trajectory of each incoming muon was measured in a set of silicon and scintillating fibre detectors with a precision of 0.2 mrad. The muons were impinging on a longitudinally polarised solid-state target positioned inside a large aperture solenoid. The target consisted of three cells, which were located along the beam one after the other and filled with 4Li dispersed in a liquid 3He/4He mixture. The admixtures of H, 3He and 4Li in the isoscalar target lead to an effective excess of neutrons of about 0.2%. The direction of the polarisation in the 60 cm long middle cell was opposite to that in the two 30 cm long outer cells and was reversed once per day. In the analysis, the data are averaged over the target polarisation for the determination of multiplicities.

The two-stage COMPASS spectrometer was designed to reconstruct scattered muons and produced hadrons in a wide range of angle and momentum. Particle tracking was performed by a variety of tracking detectors before and after the two spectrometer magnets. The direction of the reconstructed tracks at the interaction point is determined with a precision of 0.2 mrad, and the momentum resolution is 1.2% in the first spectrometer stage and 0.5% in the second. Muons are identified downstream of hadron absorbers. A ring imaging Cherenkov counter (RICH) in the first stage is used for pion, kaon and proton separation [11]. It was filled with a C_{4}F_{10} radiator leading to thresholds for pion, kaon and proton detection of about 2.9 GeV/c, 9 GeV/c and 18 GeV/c respectively. In the central part, photon detection was performed using multi-anode photomultiplier tubes that yielded high photodetection efficiency and a fast response in the high rate environment. In the outer part, multi-wire proportional chambers with CsI cathodes were used to detect the UV Cherenkov photons. The trigger,
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based on pairs of hodoscopes, selected scattered muons above a minimum scattering angle.

3. Data analysis

The data analysis includes event selection, particle identification (PID), acceptance correction as well as corrections for radiative effects and diffractive vector meson production. Differential multiplicities are determined in 3-dimensional \((x, y, z)\) bins from the acceptance-corrected hadron yields \(N^{\text{DV}}\) normalised by the number of DIS events, \(N^{\text{DIS}}\):

\[
\frac{dM^h(x, y, z)}{dz} = \frac{1}{N^{\text{DIS}}(x, y)} \frac{dN^{h}(x, y, z)}{dz} \frac{1}{A(x, y, z)} .
\]

(3)

The acceptance correction factor \(A\) takes into account the limited geometric and kinematic acceptance of the spectrometer and the efficiency of event reconstruction. The choice of the \(z\) and \(x\) variables is natural because multiplicities depend mostly on these variables. Because of the strong correlation between \(x\) and \(Q^2\) in the COMPASS fixed-target kinematics, it appears more appropriate to use \(y\) instead of \(Q^2\) as the third variable.

3.1. Event and hadron selection

The present analysis is based on events with inclusive triggers that use only information on the scattered muons. Selected events are required to have a reconstructed interaction vertex associated to an incident and a scattered muon track. This vertex has to lie inside the fiducial target volume. The incident muon energy is constrained to the interval \([140, 180]\)GeV. Events are accepted if \(Q^2 > 1\)\,(GeV/c\(^2\))\(^2\), \(0.004 < x < 0.4\) and \(W > 5\) GeV/c\(^2\). These requirements select the deep-inelastic scattering regime and exclude the nucleon resonance region. The relative virtual-photon energy is constrained to the range \(0.1 < y < 0.7\) to exclude kinematic regions where the momentum resolution degrades and radiative effects are most pronounced. The number of inclusive DIS events selected for this analysis is \(13 \times 10^6\), corresponding to an integrated luminosity of 0.54 fb\(^{-1}\) (for the covered \((x, Q^2)\) range, see Fig. 1).

For a selected DIS event, all reconstructed tracks are considered. Hadron tracks must be detected in tracking detectors placed before and after the magnet in the first stage of the spectrometer. The fraction of the virtual-photon energy transferred to a final-state hadron is constrained to \(0.2 \leq z \leq 0.85\), whereby for an unidentified charged hadron the pion mass is assumed. The lower limit avoids the contamination from target remnant fragmentation, while the upper one excludes muons wrongly identified as hadrons, and it also excludes the region with large diffractive contributions. Further constraints on momentum and polar angle of the hadrons as well as on \(y\) are discussed below.

The corrections for higher-order QED effects are applied on an event-by-event basis taking into account the target composition. For \(N^{\text{DIS}}(x, y)\) they are computed according to the scheme described in Ref. [12]. For \(dN^{h}(x, y, z)\) the elastic and quasielastic radiative tails are subtracted from the correction. The \(z\)-integrated radiative correction factor for the multiplicities is always below 5%. A possible \(z\) dependence of radiative corrections is neglected.

3.2. Hadron identification using the RICH detector

Particle identification (PID) is performed using the RICH detector [13]. The identification procedure relies on a likelihood function, which is based upon the number and distribution of photons that are detected in the RICH detector and associated to a charged particle trajectory. The likelihood values are calculated by comparing the measured photo-electron pattern with the one expected for different mass hypotheses \((\pi, K, p)\), taking the distribution of background photons into account. The mass is assigned to the detected hadron choosing the hypothesis with the maximum likelihood. In order to improve the separation between the different mass hypotheses and thus the sample purity, constraints are imposed on the ratios of the maximum over the other likelihood values.

The purity of the identified hadron samples depends on the probabilities of correct identification and misidentification. The true hadron yields \(N_{\text{true}}\) are obtained by applying an unfolding algorithm to the measured hadron yields \(N_{\text{meas}}\):

\[
N_{\text{true}} = \sum_j (P^{-1})_{ij} \cdot N_{\text{meas}}^j .
\]

(4)

The RICH PID matrix \(P\) contains as diagonal elements the efficiencies and as off-diagonal elements the misidentification probabilities. The elements of this \(3 \times 3\) matrix are constrained by \(\sum_j (P^{-1})_{ij} \leq 1\), where \(i, j = \{\pi, K, p\}\). They are determined from real data using samples of \(\pi, K\) or \(p\) originating from the decay of \(K^0\), \(\phi\) or \(\Lambda\) into two charged particles. The dependence of the RICH performance on the particle momentum \(p_{h}\) and polar angle \(\theta\) at the RICH entrance is taken into account by determining the RICH PID matrix in 2-dimensional bins of these variables. The \(p_{h}\) dependence accounts for effects arising from momentum thresholds for particle identification and from saturation at high momentum. The \(\theta\) dependence accounts for occupying occupancy and background level in the RICH photon detectors. The polar angle is selected in the range \(10\,\text{mrad} < \theta < 120\,\text{mrad}\), where the efficiencies are high and precisely measured. The \(\theta\) dependence of \(P_{ij}\) is relatively weak, so that two bins are sufficient in the analysis. In order to achieve good pion–kaon separation and high particle identification probabilities for kaons and pions, momenta between 12 GeV/c and 40 GeV/c are used. In this range, the momentum dependence of the probabilities of \(\pi^+\), \(K^+\) and \(p\) to be identified as \(\pi^+\) is shown in Fig. 2 for the lower \(\theta\) bin in 10 momentum bins. Pions are identified with 98% efficiency up to 30 GeV/c, where the efficiency starts to decrease. The probability to misidentify kaons and protons as pions is below 2% and 6%, respectively, over all the selected momentum range. Similar values are obtained for \(\pi^-\). The number \(N_{\text{true}}\) of identified pions available for the analysis after all PID cuts is \(3.4 \times 10^6\). Without likelihood cuts, the number of charged hadrons is \(4.6 \times 10^6\).

3.3. Acceptance correction

The raw multiplicities must be corrected for the geometric and kinematic acceptances of the experimental set-up as well as for
detector inefficiencies, resolutions and bin migration. The full correction is evaluated using a Monte Carlo (MC) simulation of the muon–nucleon deep-inelastic scattering process. Events are generated with the LEPTO [14] generator, where the parton hadronisation mechanism is simulated using the JETSET package [15] with the tuning from Ref. [16]. The spectrometer is simulated using the GEANT3 toolkits [17], and the MC data are reconstructed with the same software as the experimental data [10]. Secondary hadron interactions are simulated using the FLUKA package [18]. The kinematic distributions of the experimental data are reproduced within 5% by the MC simulation with differences going up to 10% at the edges.

In order not to introduce a strong dependence on the physics generator used in the simulation, the extraction of hadron multiplicities is performed in narrow kinematic bins of \( x, y \) and \( z \). In each \( (x, y, z) \) bin, the acceptance correction is calculated from the ratio of reconstructed and generated multiplicities according to

\[
A(x, y, z) = \frac{N_{\text{gen}}(x, y, z)/N_{\text{DIS}}(x, y)}{N_{\text{rec}}(x, y, z)/N_{\text{DIS}}(x, y)}.
\]

The generated kinematic variables are used for the generated particles, while the reconstructed kinematic variables are used for the reconstructed particles. After reconstruction, all particles are subject to the same kinematic and geometric selection criteria as the data, while the generated ones are subject to kinematic requirements only. At this place, the correction for possible misidentification of electrons as pions is included in the acceptance correction. The average value of the acceptance correction is about 70% for \( y < 0.3 \) and about 50% for \( y > 0.3 \). The acceptance correction is almost flat in \( z \) and \( x \), except at high \( y \) and low \( x \), and always larger than 40%. Generated hadrons are lost mainly by secondary interactions in the long solid-state target, due to track reconstruction inefficiency and because of constraints required for RICH particle identification.

With the hadron momentum cut, the \( y \) range is more limited for the hadron sample than for the DIS sample. Thus for each bin in \( z \), the \( y \) range is restricted to the kinematic region accessible with hadron momenta between 12 \( \text{GeV/c} \) and 40 \( \text{GeV/c} \).

### 3.4. Vector meson correction

A fraction of the mesons measured in SIDIS originates from diffractive production of vector mesons, which subsequently decay into lighter hadrons. This fraction can be considered as a higher-twist contribution to the SIDIS cross section [8]. It cannot be described by the QCD parton model with the independent-fragmentation mechanism, which is encoded in the FFs. Moreover, fragmentation functions extracted from data including this fraction would be biased, which violates in particular the universality principle of the model. Therefore, the fraction of final-state hadrons originating from diffractive \( \rho^0 \) decay is estimated. Our evaluation is based on two MC simulations, one using the LEPTO event generator simulating SIDIS free of diffractive contributions (see Section 3.3), and the other one using the HEPGEN [19] generator simulating diffractive \( \rho^0 \) production. Further channels, which are characterised by smaller cross sections, are not taken into account.

Events with diffractive dissociation of the target nucleon are also simulated and represent about 25% of those with the nucleon staying intact. The simulation of these events includes nuclear effects, i.e. coherent production and nuclear absorption as described in Ref. [19]. A correction factor for the multiplicities is calculated taking into account the diffractive contribution to pion (hadron) and DIS yields. As an example, the \( z \) dependence of the correction factor \( f^\pi_{\rho^0} \) for \( \pi^+ \) multiplicities is shown in Fig. 3 for three \( Q^2 \) bins. The correction varies between 1.02 and 0.55 for pions, with the largest value appearing at small \( Q^2 \) and high \( z \), whereby the latter region is characterised by very small multiplicities.

### 3.5. Systematic uncertainties

The main contributions to the systematic uncertainties arise from the uncertainties on the determination of the acceptance, of the RICH performance and of the diffractive \( \rho^0 \) contribution. The uncertainty on the acceptance correction is evaluated by two different methods: first, by varying in the MC the PDF set used and the JETSET parameters related to the hadronisation mechanism; secondly, by determining the acceptance correction in a different dimensional space adding additional variables. The validity of the correction for electron contamination is confirmed by comparing the simulated and measured electron distributions for momenta below 8 \( \text{GeV/c} \), where electrons are identified using the RICH detector. An uncertainty of 4% is found that includes the uncertainty of the electron contamination. With the three different target cells three independent measurements of the multiplicities can be performed. The multiplicities from the upstream and the downstream target cells are found to agree within two to three percent, while the agreement is better with the middle cell. These differences are well covered by the acceptance correction uncertainty.

In order to estimate the uncertainty linked to the RICH identification and unfolding procedure, different RICH matrices are built by varying the matrix elements within their statistical uncertainties. The differences between the resulting multiplicities and the original ones yield an estimate of the uncertainty, which is below 1% for \( z < 0.4 \) and reaches 2% at high \( z \). No time dependence is ob-
Table 1
Bin limits for the three-dimensional binning in x, y and z.

| Bin limits |
|------------|
| x          |
| y          |
| z          |


![Figure 4](image-url) Positive pion multiplicities versus z for nine x bins and five y bins (for clarity staggered vertically by α). The bands correspond to the total systematic uncertainties for the range 0.30 < y < 0.50. The curves correspond to the COMPASS LO fit (see Section 5). (Coloured version online.)

The cross section for exclusive production of $\rho^0$ calculated in HEPGEN is normalised to the phenomenological model of Ref. [20]. The theoretical uncertainty on the predicted cross section close to COMPASS kinematics amounts to about 30%. This results in an uncertainty on the diffractive $\rho^0$ correction factor, which amounts to at most 30% and depends on the kinematic range.

Nuclear effects may be caused by the presence of $^3$He/$^4$He and $^6$Li in the target. A detailed study of such effects was previously performed by the EMC [9] in a similar kinematic range for carbon, copper and tin. A $z$-dependent decrease of 5% was observed for the multiplicities of copper compared to the ones of deuterium. While the effect was larger for tin, no such effect was found for carbon, so that possible nuclear effects in the present experiment are expected to be very small and are hence neglected.

All contributions to the systematic uncertainties are added in quadrature and yield the total systematic uncertainty shown as bands in Figs. 6 and 7, which varies between 5% and 10% of the measured multiplicities. Note that not all systematic uncertainties are correlated from bin to bin. It was estimated that, when considering quadratic summation, about 0.8\(\sigma_{syst}\) is correlated from bin to bin. In this case $\sqrt{1-0.8^2\sigma_{syst}^2}=0.6\sigma_{syst}$ is uncorrelated and is treated together with the statistical uncertainties in the fits discussed in Section 5.

4. Results for charged pion and charged hadron multiplicities

The multiplicities presented in the following figures are all corrected for the diffractive $\rho^0$ contribution. The numerical values are available on HepData [21] for multiplicities with and without this correction. The separate correction factors for DIS and pion (hadron) yields are provided as well. The present results feature a larger data sample, an extended kinematic domain, and an improved treatment of the particle identification, when compared to the results of Ref. [22]. The x, y and z binning used in the analysis is given in Table 1. The $Q^2$ values range from 1(GeV/c)^2 at the smallest x to about 60(GeV/c)^2 at the highest x, with $\langle Q^2 \rangle = 3$ (GeV/c)^2.

In Figs. 4 and 5, the results for the z and y dependences of the $\pi^+$ and $\pi^-$ multiplicities are presented in the nine bins of x. Statistical uncertainties are shown for all points, while a band at the bottom of the panels illustrates the size of the total systematic uncertainty for a typical y bin (0.30 < y < 0.50). For the other y bins, the systematic uncertainties are similar or smaller in size. The curves correspond to the LO pQCD fit as discussed in Section 5.

In Fig. 6, multiplicities of positively (closed circles) and negatively (open circles) charged pions are shown versus z, separately for the nine x bins but averaged over y. The error bars correspond to the statistical uncertainties and the bands to the total systematic ones. Fig. 7 shows the results for the charged hadron multiplicities. Both figures exhibit a strong dependence on z, as already observed in previous measurements, and a weak one on x. Multiplicities are higher for positively than for negatively charged hadrons because of u-quark dominance. This difference is more pronounced for all hadrons than for pions since negative kaons and antiprotons, which are included in the hadron sample, do not contain nucleon valence quarks.

In the next section, we demonstrate that the multiplicities in the COMPASS kinematic domain are well described at LO pQCD. In this approximation, the sum of multiplicities of positively and negatively charged hadrons produced on an isoscalar target is of special interest as several terms in the LO cross section expression cancel. This quantity for charged kaons was used by HERMES [23] to extract at LO the product of the strange quark PDF and the strange quark-to-kaon FF. However, the x dependence of the HERMES multiplicity results for pions and kaons gave rise to some dispute [24–26].
Fig. 5. Same as Fig. 4 for negative pions. (Coloured version online.)

Fig. 6. Positive (closed) and negative (open) pion multiplicities versus $z$ for nine $x$ bins. The bands correspond to the total systematic uncertainties.

Fig. 7. Same as Fig. 6 for all charged hadrons.
For an isoscalar target and taking into account only two independent quark FFs $D_{\pi^+}^{\pi^+}$ and $D_{\pi^-}^{\pi^-}$ (see Section 5), the sum of $\pi^+$ and $\pi^-$ multiplicities integrated over $z$ can be written at LO as
\[ \mathcal{M}^{\pi^+} + \mathcal{M}^{\pi^-} = \mathcal{F}_{\pi^+}^{\text{fav}} + \mathcal{F}_{\pi^-}^{\text{fav}} - \frac{2S}{5U + 2S} (\mathcal{F}_{\pi^+}^{\text{unf}} - \mathcal{F}_{\pi^-}^{\text{unf}}), \]
with $\mathcal{M}^{\pi^\pm} = \int (M^{\pi^\pm}(x, y, z))_y \, dz$. The combinations of PDFs $U = u + \bar{u} + d + \bar{d}$ and $S = s + \bar{s}$ depend on $x$ and $Q^2$, and $\mathcal{F}_{\pi^\pm}^{\text{fav}}(Q^2) = \int D_{\pi^\pm}^{\text{fav}}(z, Q^2) \, dz$ and $\mathcal{F}_{\pi^\pm}^{\text{unf}}(Q^2) = \int D_{\pi^\pm}^{\text{unf}}(z, Q^2) \, dz$ are integrated over the measured $z$ range and depend on $Q^2$ only. The pion multiplicity sum is expected to be almost flat in $x$, as the term $2S/(5U + 2S)$ is small and the $Q^2$ dependence of $\mathcal{F}_{\pi^\pm}^{\text{fav}} + \mathcal{F}_{\pi^\pm}^{\text{unf}}$ is rather weak (of the order of 3%) at COMPASS kinematics [7].

Fig. 8 (left) shows the result for the sum $\mathcal{M}^{\pi^+} + \mathcal{M}^{\pi^-}$ of $\pi^+$ and $\pi^-$ multiplicities, integrated over $z$ from 0.2 to 0.85 and averaged over $y$ between 0.1 and 0.7, as a function of $x$. The expected weak $x$ dependence is indeed observed in the data. In the same figure, the results of HERMES [8] integrated over $z$ from 0.2 to 0.8 are shown using the so-called $x$ representation. The HERMES multiplicities are larger and show a different dependence on $x$. Note however that the HERMES data were measured at a lower energy and correspond to different kinematics, in particular accepting lower $W$ values. In order to compare the COMPASS results also with the EMC ones [9], the sum of charged hadron multiplicities is shown in Fig. 8 (right). The results from COMPASS and EMC, which correspond to comparable kinematics, are found in excellent agreement.

Another quantity of interest is the $x$ dependence of the ratio $\mathcal{M}^{\pi^+} / \mathcal{M}^{\pi^-}$, where most experimental systematic effects cancel. The results are shown in Fig. 9 (left) as a function of $x$. They are in reasonable agreement with the HERMES values in the measured range. The values obtained from the JLab E00-108 experiment [27] for $z > 0.3$ at higher $x$ and lower $W$ values are also shown for completeness. In Fig. 9 (right), the ratio $\mathcal{M}^{\pi^+} / \mathcal{M}^{\pi^-}$ calculated for charged hadron multiplicities is shown for COMPASS and EMC data. These results are in excellent agreement.

5. Extraction of quark-to-pion fragmentation functions

The present data on charged pion and charged hadron multiplicities cover a wide kinematic range in $x$ and $z$ and represent an important input for the extraction of quark-to-pion FFs in future NLO pQCD analyses of the world data. We present here an extraction of quark-to-pion FFs, however restricted to the present pion data and limited to LO pQCD. Below it will be shown that the results of this fit are compatible with those of an independent direct extraction of the two quark-to-pion FFs in fixed kinematic bins.

The fragmentation of a quark of a given species into a final-state hadron is called favoured if the quark flavour corresponds to a valence quark in the hadron, otherwise the fragmentation is called unfavoured. According to isospin and charge symmetry, and assuming in addition that the strange quark FF is equal to the other unfavoured FFs, only two independent quark-to-pion FFs remain:

\begin{align*}
D_{\pi^\pm}^{\text{fav}} &= D_{\bar{u}}^{\pi^\pm} = D_{\bar{d}}^{\pi^\pm} = D_{\bar{s}}^{\pi^\pm} = D_{\bar{s}}^{\pi^\pm}, \\
D_{\pi^\pm}^{\text{unf}} &= D_{d}^{\pi^\pm} = D_{u}^{\pi^\pm} = D_{s}^{\pi^\pm} = D_{s}^{\pi^\pm} = D_{s}^{\pi^\pm}.
\end{align*}

A LO pQCD fit to the present set of $\pi^+$ and $\pi^-$ multiplicities in $(x, y, z)$ bins is performed to extract a parametrisation of these two FFs as a function of $z$. For the evolution to the $Q^2$ value of a given data point, the DGLAP $Q^2$ evolution code of Ref. [28] is used. Even at LO, this evolution involves the additional gluon FF, $D_\gamma^{\pi^\pm} = D_\gamma^{\pi^\pm} = D_\gamma^{\pi^\pm}$. For the PDFs, MSTW08 at LO [29] is used. The
following functional form is assumed for the $z$ dependence of the FFs:

$$zD_i(z) = N_i \frac{z^{\delta_i} (1 - z)^{\delta_i}}{\int_{0.2}^{0.8} z^{\delta_i} (1 - z)^{\delta_i} dz},$$

where the reference scale is $Q_0^2 = 1 \text{ (GeV/c)}^2$ and $i = \{\text{fav, unf}\}$.

In order to fit simultaneously $M^{\pi^+}$ and $M^{\pi^-}$, a $\chi^2$ minimisation procedure is applied. It takes into account the quadratic sum of the statistical and uncorrelated systematic uncertainties, $\Delta^2$:

$$\chi^2 = \sum \sum_{\pi^+, \pi^-} \left[ \frac{\sum q_c^2 q(x_j, Q_j^2) D_i^{\pi^\pm}(z_j, Q_j^2)}{\sum q_c^2 q(x_j, Q_j^2)} - M_{\exp}^{\pi^\pm}(x_j, Q_j^2)^2 / \Delta_j \right],$$

where $N$ denotes the number of data points. The multiplicities are well described by the fit as shown in Figs. 4 and 5.

The results for the extracted favoured and unfavoured quark FFs and the ratio $D_i^{\pi^+} / D_i^{\pi^0}$ are shown in Fig. 10 as a function of $z$ evolved to $Q^2 = 3 \text{ (GeV/c)}^2$. The unfavoured FF is smaller than the favoured one, as expected, and their ratio is seen to decrease with $z$. The shaded bands depict the total uncertainty. These bands are determined using a MC sampling method (bootstrap method in Ref. [30]). One hundred replicas of the original data set are built by generating standard normal deviates as noise factors that are then multiplied by the data point uncertainties and added to the original data point. For the statistical uncertainty and uncorrelated systematic uncertainty the noise factor is generated for each point separately, while for the correlated systematic uncertainty the noise factor is generated only once per replica. The bands widths are given by the root mean square of the corresponding distributions. Note that for the ratio $D^{\pi^+} / D^{\pi^0}$ most of the correlated systematic uncertainties cancel.

In Fig. 10, also recent parametrisations of FFs obtained from NLO analyses by the LSS [31], DSEHS [32] and HKNS [33] groups are compared to the COMPASS LO fit. While the present fit disagrees with the HKNS parametrisation based on electron-positron annihilation data only, qualitative agreement is obtained with the DSEHS and LSS parametrisations that include, in addition to HERMES data, preliminary COMPASS data based only on a fraction of the presently analysed data with a reduced kinematic coverage and larger systematic uncertainties. Therefore, the impact of the present COMPASS results on the global fits will be considerably enhanced when comparing to the impact of the preliminary data discussed in Ref. [22].

An alternative method to extract the FFs from the pion multiplicity data is to solve the system of two linear equations for $M^{\pi^+}$ and $M^{\pi^-}$ in each $(x, y, z)$ bin for the values of $D_i^{\pi^0}(z, Q^2)$ and $D_i^{\pi^0}(z, Q^2)$ by using Eqs. (1) and (2). No functional form has to be assumed, and the DGLAP evolution for FFs is not needed. The same PDFs as mentioned above are used. The results from this direct extraction of FFs are in good agreement with the results obtained from the LO fit. This is illustrated in Fig. 11 for one $(x, y)$ bin.

6. Summary and conclusions

We have presented differential multiplicities of charge-separated pions and charge-separated hadrons measured in SIDIS of muons off an isoscalar target. The results are given in 3-dimensional bins of $x$, $y$ and $z$ and cover the kinematic range $Q^2 > 0.06$. The $z$ dependence of the favoured (closed symbols) and unfavoured (open symbols) quark-to-pion fragmentation functions, $zD_i^{\pi^+}$ and $zD_i^{\pi^-}$, extracted directly from pion multiplicities at the measured $Q^2$ for one $(x, y)$ bin ($0.04 < x < 0.06$, $0.3 < y < 0.5$). For comparison, the results from the present LO QCD fit to the pion multiplicities is shown at $Q^2 = 0 \text{ (GeV/c)}^2$. The bands represent the total uncertainties of the QCD fit (see text).
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