Looking at the posterior: on the origin of uncertainty in neural-network classification
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Abstract. Bayesian inference can quantify uncertainty in the predictions of neural networks using posterior distributions for model parameters and network output. By looking at these posterior distributions, one can separate the origin of uncertainty into aleatoric and epistemic. We use the joint distribution of predictive uncertainty and epistemic uncertainty to quantify how this interpretation of uncertainty depends upon model architecture, dataset complexity, and data distributional shifts in image classification tasks. We conclude that the origin of uncertainty is subjective to each neural network and that the quantification of the induced uncertainty from data distributional shifts depends on the complexity of the underlying dataset. Furthermore, we show that the joint distribution of predictive and epistemic uncertainty can be used to identify data domains where the model is most accurate. To arrive at these results, we use two common posterior approximation methods, Monte-Carlo dropout and deep ensembles, for fully-connected, convolutional and attention-based neural networks.
1. Introduction

Recently there has been an intensive effort towards better understanding uncertainty of neural-network predictions [1, 2]. To quantify this uncertainty, and to identify its sources, is of key significance in many applications of machine-learning algorithms using neural networks, from real-time predictions to active learning [3]. Bayesian inference provides a theoretical framework to reason about uncertainties by quantifying probability distributions of the neural-network output given the model architecture and training data [4]. More precisely, given a neural network with parameters $\theta$ and a training dataset $\mathcal{D} = \{(x_1, y_1), (x_2, y_2), \ldots\}$ of pairs (input, target), Bayesian arguments determine a distribution over the neural-network parameters $p(\theta|\mathcal{D})$ [5]. This so-called posterior distribution tells us the probability of different model parameters given the training dataset. Using this posterior distribution for the parameters, a corresponding posterior distribution of the neural-network predictions can be derived, the posterior predictive distribution $p(y|x, \mathcal{D})$. The Bayesian posterior predictive distribution can be computed conditioned on a particular input, either previously unseen or contained in the training dataset. The posterior predictive distribution can be used to obtain a mean prediction, and more importantly to draw conclusions regarding the uncertainty of the model and the data.

In order to characterize the posterior predictive distribution, it is common to look at derived quantities, such as different measures of entropy, to quantify the uncertainty associated with predictions [1]. A fruitful distinction can be drawn between uncertainty stemming from the model or from the data, captured by classifying uncertainty as either epistemic or aleatoric [6].

The usefulness of this classification of uncertainty can be seen when asking specific questions such as “Should we trust the predictions of our neural network in this domain?” A region with low epistemic uncertainty instills confidence that the model has seen enough data to make a valid prediction but might still have a high aleatoric uncertainty due to, for example, the nature of the input. On the other hand, a region with high epistemic uncertainty is not expected to provide meaningful predictions. In terms of active learning [7], answers to questions such as “What data should we annotate to improve our model?” requires us to know of the origin of uncertainty: high epistemic uncertainty corresponds to regions where the model can improve by providing more training data.

Bayesian modeling makes the distinction between these sources clear. The posterior probability $p(\theta|\mathcal{D})$ of the neural-network parameters $\theta$ given the observations $\mathcal{D}$ contains the epistemic uncertainty, whereas the likelihood $p(y|\theta, x)$ given model parameters $\theta$ and input data $x$ contains the aleatoric part. The predictive distribution, i.e. the marginalization over model parameters $\theta$ using the posterior $p(\theta|\mathcal{D})$

$$p(y|\mathcal{D}, x) = \int_{\theta} p(y|\theta, x)p(\theta|\mathcal{D})d\theta,$$

contains, through the two factors in the integrand, a mixture of aleatoric and epistemic
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uncertainty. In very simple examples, the posterior can be computed in closed form (see Appendix A for an example) or with much computational effort [8], but usually we must rely on approximations introducing deviations from the true posterior. A computationally tractable approximation for the posterior predictive distribution is dropout inference [9], where the posterior is sampled by applying dropout in multiple inference passes for the same input, effectively sampling from different parameter configurations. It can be shown that this yields an approximation to the Bayesian posterior [10]. A more computationally demanding, but conceptually simple, alternative is deep ensembling [11] where a neural network is trained multiple times starting from different parameter initializations, creating an ensemble distribution to provide an approximation to the true posterior. Recent results show that deep ensembles provide a good approximation to the Bayesian posterior [8, 3, 12].

Although uncertainty quantification for neural networks in terms of aleatoric and epistemic uncertainty has been the subject of much work, application and analysis of the different uncertainties continues to be an active field of research. The large set of possible neural-network architectures and data domains present many concrete settings where an understanding of the uncertainty content is important for a wide range of applications. Some of the most important open questions in this context are: How does the separation of uncertainty into aleatoric and epistemic parts depend on the neural-network architecture? For a given model, how does the complexity of the dataset impact the perceived uncertainty for different forms of data distributional shifts? For which models and data domains can uncertainty quantification help us improve our model predictions?

To answer these questions we evaluate uncertainty quantification using the joint distribution of total predictive uncertainty and epistemic uncertainty. Our results show that different neural-network architectures can disagree about the aleatoric and epistemic uncertainty of the same data. In other words, the origin of uncertainty is not objective. Using the joint distribution of total predictive uncertainty and epistemic uncertainty, we quantify how the approximate posteriors of three common neural-network architectures for image classification differ from each other and how they depend on data distributional shifts in the form of impulse noise [13] for MNIST [14] and CIFAR [15]. Furthermore, we show that the joint distribution of total predictive uncertainty and epistemic uncertainty can be used to identify data domains where a model is accurate, and that it is difficult to do so using the predictive or epistemic uncertainty alone. We use two common approximation methods for the posterior predictive distribution, dropout inference and deep ensembles, to evaluate predictive and epistemic uncertainty.

2. Contributions

• We use the joint distribution of predictive entropy and mutual information of the neural-network parameter posterior to quantify the variability of uncertainty measures over different model architectures, data distributional shifts and posterior
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approximation methods.

- We show that neural networks with different architectures can disagree about the origin of uncertainty for data distributional shifts in image classification tasks.
- We show that the complexity of the dataset impacts the sensitivity of the uncertainty measures to data distributional shifts.
- We quantify the correlation between model accuracy and the joint distribution of total and epistemic uncertainty.
- We evaluate our results by using two different posterior approximation schemes, Monte-Carlo dropout and deep ensembles, in order to quantify the extent to which our conclusions depend on the posterior approximation.

3. Related work

Ref. [16] uses both uncertainty measures separately in connection with active learning, concluding that epistemic uncertainty provides a better selection criterion than the total predictive uncertainty. In the context of reinforcement learning Ref. [16] use a combination of aleatoric and epistemic uncertainty to find balanced policies. The joint distribution, architecture dependence, and dataset dependence is not considered. In Ref. [17], the correlation between accuracy and uncertainty is quantified for image classification. The correlation with accuracy is evaluated for total predictive uncertainty and epistemic uncertainty separately, the architecture and dataset dependence is not discussed. The joint distribution of aleatoric and epistemic uncertainty is considered in Ref. [18], where the correlation between predictive probabilities and the joint uncertainty distribution is quantified in the context of medical image semantic segmentation. Using a fixed residual U-Net architecture and datasets for semantic segmentation it was shown that there is a correlation between predictive probabilities and the uncertainty measures, and that accuracy for their semantic segmentation model on the considered datasets shows correlation with epistemic uncertainty. Ref. [18] conclude that open questions include the effect of data distributional shifts, model architecture, and data modality on the quality of uncertainty quantification. These are in line with two of our target questions on how the perceived origin of uncertainty depends on model architecture and how dataset complexity impacts uncertainty quantification. Quantifying uncertainty under data distributional shifts was investigated in Ref. [19] where accuracy, calibration and entropy of the posterior predictive is evaluated for different shifts introduced in Ref. [20]. Here, the epistemic uncertainty is not considered and the model dependence of the uncertainty measures is not analyzed.
4. Background

4.1. Bayesian inference

An artificial neural network $f$ with parameters $\theta \in \mathbb{R}$ can be seen as a map from input space $X$ the output space $Y$ [21], where we take $Y$ to be the space of distributions over possible outcomes so that the likelihood is given by $p(y|\theta) = f(y; \theta)$. Bayesian inference [22] allows us to reason about uncertainty in terms of posterior distributions for the parameters of a model. With a training dataset $D \in X \times Y$ corresponding to observations $(x_t, y_t)$ with $t \in \{1 \cdots N\}$, the posterior distribution for the neural-network parameters $p(\theta|D)$ can be calculated using Bayes theorem in terms of the likelihood as

$$p(\theta|D) = \frac{p(D|\theta)p(\theta)}{p(D)},$$

(2)

where $p(D|\theta)$ (assuming independent samples in the dataset $D$) can be expressed as $p(D|\theta) = \prod_{i=1}^{N} f(y_i, x_i; \theta)$, $p(\theta)$ the parameter prior and the evidence $p(D)$ is the marginalization over the parameter prior.

A prediction, or more generally a distribution over possible outputs, is computed using the posterior predictive distribution in (1) by marginalizing over the parameters. Each parameter configuration is weighted by its posterior probability given the training data. For large neural-network architectures, the integral over the parameter space $\theta$, which is typically some subset of $\mathbb{R}^n$ with large $n$, is both analytically and computationally [8] infeasible, see Appendix A for a simple toy example where the Bayesian posterior is computed in closed form and evaluated numerically.

To implement Bayesian inference for neural networks, the posterior needs to be approximated, as mentioned in the introduction. There are a number of different methods available that range from computationally expensive Monte-Carlo simulations [4] to more efficient dropout approximations [9] and simpler ensembling methods [11]. The most accurate approximation to the true posterior available are the Hamiltonian Monte-Carlo methods. Through intensive computational efforts these have recently been used to compute the posteriors of larger convolutional neural networks such as a 20-layer ResNet [8]. The HMC computations show that simpler approximation schemes such as ensembling and variational inference can fail to accurately describe the true posterior, but that ensembles often provide more accurate posteriors than more advanced methods.

4.2. Dropout posterior

The posterior predictive distribution can be approximated using dropout [9]. In this scheme, the posterior predictive distribution for a sample $x$ is calculated as

$$p(y|x, D) = \int_{\theta} f(y, x; \theta)p(\theta|D) \, \text{d}\theta \approx \frac{1}{N} \sum_{i=0}^{N} f(y, x; \theta^{(i)}),$$

(3)
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where $\theta^{(i)}$ are $N$ samples of parameters using dropout indexed by $i$, of a neural network trained with dropout [23] and $L^2$-regularization [24] and $N$ is the ensemble size.

For a classification problem over a finite number of classes $c \in \{1, \cdots, M\}$, the variable $y$ is discrete, so that (3) becomes

$$p(y = c|x, D) \approx \frac{1}{N} \sum_{i=0}^{N} f_c(x; \theta^{(i)}).$$

(4)

The dropout approximation is equivalent to variational inference when the prior distribution over the weights together with the choice of distribution family $q(\theta)$ satisfies certain conditions [9, 25]. Variational inference is itself an approximation scheme to the true posterior, so that even if dropout approaches variational inference for a particular choice of distributional family $q(\theta)$, it may still be a bad approximation to the true posterior.

4.3. Ensemble posterior

A second, frequently employed method to sample from the model space is to train an ensemble [11] of $N$ identical neural networks using different initial parameter values $\theta^{(i)}_{\text{initial}}$ sampled from some prior distribution. Training these neural networks to maximize the likelihood of the training data gives a set of parameters $\theta^{(i)}$, that then provides an approximation to the Bayesian mean by equation (4), where $\theta^{(i)}$ are now the ensemble member parameters instead of the dropout samplings. Here it is assumed that the likelihood of the minima attained by $\theta^{(i)}$ are equally probable. Note that it is not clear a priori whether the minima $\theta^{(i)}$ are degenerate, but for the regime of neural networks for visual perception it is typically the case that they are not [26].

The difference between the dropout posterior and ensemble posterior lies in the way the parameters are sampled. For dropout, the parameters are sampled by dropout inference whereas for ensembles the different parameter sets are trained independently. The ensemble members are local maximums of the likelihood function whereas a dropout sampling tends to sample around such points [25].

4.4. Uncertainty quantification

For classification over a discrete set of $M$ classes, the entropy [27] of the predictive distribution

$$H(p) = - \sum_{c=1}^{M} p(c) \log(p(c)),$$

(5)

provides a measure of the information content and thus its uncertainty.

In terms of the dropout and ensemble approximations of the posterior predictive distribution in (4), this takes the form

$$H(y|x, D) = - \sum_{c=1}^{M} \left( \frac{1}{N} \sum_{i=1}^{N} f_c(x; \theta^{(i)}) \right) \log \left( \frac{1}{N} \sum_{i=1}^{N} f_c(x; \theta^{(i)}) \right),$$

(6)
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where $H(y|x, D) \equiv H(p(y|x, D))$ is the entropy of the posterior predictive distribution, referred to here as total predictive uncertainty, and $H(\theta|D, (x, y))$ is the entropy of the posterior given a training set containing the union $D \cup (x, y)$. Looking at the posterior predictive distribution in (1), we see that the entropy of $p(y|x, D)$ in equation (6), as a measure of uncertainty, contains contributions that are both epistemic and aleatoric.

Epistemic uncertainty stems from uncertainty in model parameters. This is captured by the shape of the posterior distribution of the model parameters. To quantify the epistemic uncertainty associated with a single data sample $x$ we can ask how this shape changes [5]. One says that the epistemic uncertainty associated with a data sample $x$ is measured by the expected change in entropy of the model parameter posterior distribution $p(\theta|D)$ when $x$ is added to the observations [5],

$$I(x) = E_{p(y|x, D)}[H(\theta|D, (x, y)) - H(\theta|D)],$$

where $H(\theta|D) = H(p(\theta|D))$. The entropy difference in equation (7) can be related to the more easily computable entropy of the posterior predictive distribution [28]:

$$I(x) = H(y|x, D) - E_{p(\theta|D)}[H(y|\theta, x)],$$

where $H(y|\theta, x)$ is the entropy of the likelihood $p(y|\theta, x)$. See Appendix A for an illustration of this relation in a toy model. The first term in (8) is the entropy of the posterior predictive distribution given the dataset $D$, whereas the second term is the expected value of the likelihood entropy over the model posterior distribution. An equivalent way of arriving at equation (8) is compute the conditional mutual information $I(\theta, y|x, D)$ between the model parameters and target $y$ conditioned on the dataset $D$ and the new sample $x$ [29], motivating our simplified notation $I(x)$ for the same quantity as a function of the new data sample $x$.

Using the approximate posteriors from the dropout and ensemble methods, the first term in (8) is given by (6) and the second term is given by

$$E_{p(\theta|D)}[H(y|\theta, x)] = \frac{1}{N} \sum_{i=1}^{N} \sum_{c=1}^{M} f_c(x; \theta^{(i)}) \log (f_c(x; \theta^{(i)})].$$

Together, equations (6) and (9) provide a concrete way to evaluate epistemic uncertainty as defined by (8) in practice.

The epistemic uncertainty in (8) is large when the posterior predictive entropy is large and the mean likelihood entropy is small. In terms of the ensemble members this corresponds to the situation where each member has a sharp distribution but they disagree about the mean. Large aleatoric uncertainty is ascribed to broad output distributions from the individual members $f(\cdot; \theta^{(i)})$, also implying a large posterior predictive entropy. Since entropy is positive, both the term $H(y|x, D)$ and the expected entropy of the likelihood in (8) are positive, and so the entropy difference in (8) is bounded by the posterior entropy in (6), resulting in the inequality

$$I(x) \leq H(x).$$
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This means that a large epistemic uncertainty implies a large posterior predictive entropy. This can be seen by noting that a collection of sharp member distributions that disagree about the mean necessarily adds up to a broad mean distribution. One way to describe a sample with large epistemic uncertainty is that the model might fit the data well, but in many different ways. The parameters with high posterior probability could all result in sharp distributions, whereas the full posterior can be broad [30].

Since the epistemic uncertainty in (8) measures the change in posterior entropy, a model can have some irrelevant parameters that contribute to a broad posterior distribution, but the change in posterior entropy can still be small for a given sample. If the parameter posterior for some irrelevant parameter is equally broad after we add sample \( x \), then we do not want to consider this as a point of high epistemic uncertainty.

In summary, the entropy \( H(y|x, D) \) of the posterior predictive distribution \( p(y|x, D) \) in (6) and the mutual information in (8) quantify the total predictive uncertainty and epistemic uncertainty respectively.

5. Methods

5.1. Datasets

Two datasets are used for all numerical experiments, MNIST [14] and a grayscale version of CIFAR10 [31]. To be able to compare relative shifts in uncertainty measures between the two datasets we choose to work with a grayscale version of CIFAR denoted CIFAR10G so that the data distributional shift acts in exactly the same way for both MNIST and CIFAR10G. MNIST is an example of an image classification dataset with minimal complexity, whereas CIFAR10 provides a more realistic data distribution for image classification. The grayscale conversion for the RGB data from CIFAR10 is given by the standard BT.601 luminance \( Y = 0.2989r + 0.5870g + 0.1140b \). We apply impulse noise [13], a common corruption present in digital images, to the original data sets (MNIST, CIFAR10G) where the strength of the perturbation is controlled by a noise parameter \( \alpha \). For “salted” noise with parameter \( \alpha > 0 \) a random sample of pixels of size \( \alpha N_{\text{pixels}} \) are given the maximum value 1.0, and for “peppered” noise with \( \alpha < 0 \) a corresponding amount of pixels are set to 0. We pick \( N_{\alpha} \) distinct values between \( \alpha_{\min} = -0.3 \) and \( \alpha_{\max} = 0.3 \).

MNIST consists of 60000 grayscale images with resolution 28×28. The original CIFAR10 dataset consists of 60000 RGB images with resolution 32×32 that we resample to a single grayscale channel. See figure 1 for examples of the different noise levels.

5.2. Network architectures

In order to quantify how the architecture affects the uncertainty estimates, we use three neural-network architectures: fully connected (dense), convolutional (cnn) and attention-based (swin) neural networks. For the fully connected neural network we use a simple three-layer architecture with two 128-neuron hidden layers using ReLU
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Figure 1: MNIST (left) and CIFAR10G (right) with impulse noise parametrized by $\alpha$. Darker colors indicate a value closer to 0. For CIFAR10G the original RGB image is shown in the right-most column. The CIFAR10 classes in the examples are, from top to bottom: airplane, automobile, bird, cat, deer.

| Model  | Parameters | MNIST         | CIFAR10G      |
|--------|------------|---------------|---------------|
| Dense  | 118k       | 99.5% ± 0.07% | 45.8% ± 0.5%  |
| CNN    | 836k       | 99.9% ± 0.06% | 74.1% ± 0.95% |
| Swin   | 147k       | 97.3% ± 0.1%  | 66.2% ± 1.3%  |

Table 1: Summary of the three different neural-network architectures used for comparisons. The accuracy for MNIST and CIFAR10G is over the validation datasets with standard deviation calculated for 10 separate trainings. The dense model uses 3 layers (128, 128, 10) with ReLU activations, CNN is model A in [32] and the transformer is Swin [33].

activations. The convolutional neural network is identical to model A in [32], a simple fully convolutional model with 5 layers using max-pooling for spatial down-sampling and ReLU activations. Finally, we also use Swin-Transformer (swin) [33], a popular attention-based model for computer vision. See Table 1 for a summary of the model sizes and baseline accuracy on the target datasets.

6. Results

6.1. Model architecture

Figure 2 shows, for different neural-network architectures (columns) and posterior approximation methods (rows), the joint distribution of the total predictive uncertainty defined by equation (6) and epistemic uncertainty as defined by equation (8) with histograms in the ($H, I$) plane. The joint distributions in Figure 2 are evaluated on the test set of CIFAR10G shifted by impulse noise with noise parameter $\alpha = 0.09$, corresponding to 9% of pixels set to the maximum grayscale intensity. The joint distribution allows us to separate the origin of uncertainty: a sample with large value of $I$ on the vertical axis has higher epistemic uncertainty, whereas a sample on the
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horizontal axis has no epistemic uncertainty. The dashed red diagonal indicates the bound on epistemic uncertainty imposed by equation (10). In particular this means that a sample close to the epistemic bound is dominated by epistemic uncertainty. The mean and standard deviation of the joint distributions in Figure 2 are summarized in Table 4 together with prediction accuracies. For reference, the moments and accuracy on the unshifted test set is shown in Table 2.

In Figure 2, for the fully connected neural network (left column), convolutional neural network (middle column) and Swin model (right column), the joint distribution using ensembling (top) and dropout (bottom) show rough agreement. For CIFAR10G, the posterior of the convolutional neural network shows the most disagreement between the ensemble and dropout posterior, as can be verified numerically in table 4.

The center column of panels in Figure 2 shows the joint uncertainty distribution for the convolutional neural network. Here the perceived epistemic uncertainty is larger compared to the other models. The right-most column of panels in Figure 2 shows that the attention-based model exhibits similar epistemic uncertainty to the convolutional neural network in the middle column of panels. The attention-based model does however perceive a lower aleatoric uncertainty, although this is not accompanied by a significant increase in accuracy.

For MNIST, the joint distributions of predictive and epistemic uncertainty evaluated on the same distributional shift with $\alpha = 0.09$ can be found in Figure 3. Table 3 contains the moments of the joint distributions and the prediction accuracies. In Figure 3 and table 3 we find that for MNIST, the joint distributions for ensemble (top row) and dropout (bottom row) of the dense (left column) and convolutional (center column) neural networks show better agreement, whereas the Swin model shows a larger discrepancy between the different posterior approximation methods.

6.2. Dataset

To evaluate the dependence of the uncertainty quantification on the training dataset we calculate the induced shift in joint distribution of predictive and epistemic uncertainty when we apply the same data distributional shift to neural networks trained on MNIST and CIFAR10G. In Figure 4 the observed shift in joint distribution for the convolutional neural network is shown from $\alpha = 0$ (top) to $\alpha = 0.09$ (bottom) for both MNIST (left) and CIFAR10G (right). The shift in mean predictive and epistemic uncertainty is quantified in table 5. For the dense and Swin model we observe a significantly smaller shift in both $H$ and $I$ on CIFAR10G compared to MNIST, whereas the convolutional neural network perceives a larger shift on CIFAR10G compared to MNIST.

6.3. Accuracy

Figures 5 and 6 show the accuracy of the predictions of three neural networks conditioned on entropy regions and posterior approximations evaluated on the union of all noise
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H = 1.66 ± 0.39
I = 0.10 ± 0.04
acc = 41%
dense ensemble

H = 1.92 ± 0.22
I = 0.39 ± 0.11
acc = 19%
cnn ensemble

H = 1.12 ± 0.47
I = 0.27 ± 0.14
acc = 20%
winn ensemble

H, Predictive uncertainty
I, Epistemic uncertainty

Figure 2: Joint distribution \((H, I)\), corresponding to predictive uncertainty and epistemic uncertainty, for different neural networks trained on CIFAR10G and evaluated on noised data with noise parameter \(\alpha = 0.09\). For each model, the joint entropy distribution is shown for dropout (top) and ensemble (bottom). Inset in each frame is the noise level \((\alpha)\), accuracy of the model \((\text{acc})\) on the noised data together with mean and standard deviation of both axes. The dashed diagonal indicates the bound on epistemic uncertainty from equation (10).

| Architecture | Posterior | Acc. | H (nat) | I (nat) |
|--------------|-----------|------|---------|---------|
| dense        | ensemble  | 45%  | 1.58 ± 0.41 | 0.07 ± 0.04 |
| dense        | dropout   | 38%  | 1.85 ± 0.30 | 0.10 ± 0.04 |
| cnn          | ensemble  | 75%  | 1.07 ± 0.64 | 0.14 ± 0.10 |
| cnn          | dropout   | 64%  | 1.27 ± 0.61 | 0.11 ± 0.06 |
| swin         | ensemble  | 65%  | 0.90 ± 0.55 | 0.08 ± 0.06 |
| swin         | dropout   | 59%  | 1.01 ± 0.52 | 0.08 ± 0.06 |

Table 2: Mean and standard deviation for predictive and epistemic uncertainty and accuracy for fully connected (dense), convolutional (cnn) and attention-based (swin) models with posterior approximations using ensembles and dropout evaluated on CIFAR10G without data distributional shift.

levels, including the uncorrupted test set. We see that lower epistemic and aleatoric uncertainty does not always imply higher accuracy. The top middle panel of figure 6 shows that for the convolutional neural network, for a fixed moderate predictive uncertainty, the accuracy is not monotonically increasing with epistemic uncertainty. On the other hand, the attention-based Swin architecture in the top right panel shows a monotonically increasing accuracy with decreasing epistemic uncertainty.

The dropout posterior struggles to separate the high and low accuracy regions.
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H = 0.54 ± 0.47
I = 0.35 ± 0.32
acc = 65%
dense ensemble

H = 0.67 ± 0.54
I = 0.25 ± 0.22
acc = 73%
cnn ensemble

H = 0.69 ± 0.44
I = 0.44 ± 0.30
acc = 73%
cnn dropout

H = 0.57 ± 0.50
I = 0.29 ± 0.28
acc = 69%
dense dropout

H = 0.72 ± 0.54
I = 0.25 ± 0.21
acc = 73%
cnn dropout

H = 0.46 ± 0.38
I = 0.21 ± 0.19
swin dropout

Table 3: Mean and standard deviation for predictive and epistemic uncertainty for fully connected (dense), convolutional (cnn) and attention-based (swin) models with posterior approximations using ensembles and dropout for MNIST at fixed data distributional shift α = 0.09.

Comparing e.g. the two rightmost panels in figure 5, the ensemble posterior clearly separates a region of high accuracy whereas the dropout posterior mixes up high- and low accuracy samples. In the same figure the dropout posterior for the convolutional neural network also shows a degraded separation of high accuracy regions. For the simple fully connected neural network there is a more pronounced correlation between the predictive uncertainty and model accuracy.
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| Architecture | Posterior | Acc. | H (nat)        | I (nat)        |
|--------------|-----------|------|----------------|----------------|
| dense        | ensemble  | 41%  | 1.66 ± 0.39    | 0.10 ± 0.04    |
| dense        | dropout   | 36%  | 1.91 ± 0.27    | 0.10 ± 0.04    |
| cnn          | ensemble  | 20%  | 1.92 ± 0.22    | 0.39 ± 0.11    |
| cnn          | dropout   | 23%  | 1.65 ± 0.39    | 0.20 ± 0.07    |
| swin         | ensemble  | 20%  | 1.12 ± 0.47    | 0.27 ± 0.14    |
| swin         | dropout   | 24%  | 1.10 ± 0.42    | 0.18 ± 0.12    |

Table 4: Mean and standard deviation for predictive and epistemic uncertainty for fully connected (dense), convolutional (cnn) and attention-based (swin) models with posterior approximations using ensembles and dropout evaluated on CIFAR10G at fixed data distributional shift $\alpha = 0.09$.

Figure 4: Change in joint distribution $(H, I)$ from $\alpha = 0$ (top) to $\alpha = 0.09$ (bottom) on CIFAR10G (left) and MNIST (right) for the convolutional model.

7. Discussion

7.1. Model architecture

There are three points we want to make regarding how uncertainty quantification depends on model architecture.

First, the origin of uncertainty is not objective. Table 2 shows that there are significant differences in the perceived origin of uncertainty between the different model architectures for in-domain data. For CIFAR10G, the fully connected neural network perceives a higher degree of aleatoric uncertainty, and low epistemic uncertainty
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| Architecture | Dataset | $\alpha$ | $\Delta H$ (nat) | $\Delta I$ (nat) |
|--------------|---------|---------|----------------|----------------|
| dense        | mnist   | 0.09    | 0.49           | 0.33           |
| dense        | cifar   | 0.09    | 0.08           | 0.03           |
| cnn          | mnist   | 0.09    | 0.65           | 0.24           |
| cnn          | cifar   | 0.09    | 0.85           | 0.25           |
| swin         | mnist   | 0.09    | 0.63           | 0.41           |
| swin         | cifar   | 0.09    | 0.22           | 0.20           |

Table 5: Change in mean predictive and epistemic uncertainty, $\Delta H$ and $\Delta I$, for fully connected (dense), convolutional (cnn) and attention-based (swin) models from $\alpha = 0$ to $\alpha = 0.09$. Posterior approximation by ensembling.

Figure 5: Accuracy distribution in the $(H, I)$-plane for a union over noise levels $-0.27 \leq \alpha \leq 0.27$ evaluated on CIFAR10G. Prediction accuracy conditioned on the joint distribution of posterior predictive entropy $H$ and epistemic uncertainty $I$ is shown for the ensemble posterior (top) and dropout posterior (bottom).

compared to the convolutional and attention-based model. This shows that the origin of uncertainty depends on the model architecture: the fully connected neural network struggles to express the relationship between inputs and classes of CIFAR10G, and thus perceives a higher degree of aleatoric uncertainty. Even though the model has
Figure 6: Accuracy distribution in the \((H, I)\)-plane for a union over noise levels \(-0.27 \leq \alpha \leq 0.27\) evaluated on MNIST. Prediction accuracy conditioned on the joint distribution of posterior predictive entropy \(H\) and epistemic uncertainty \(I\) is shown for the ensemble posterior (top) and dropout posterior (bottom).

For CIFAR10G, Figures 2 and Table 4 show that for a moderate data distributional shift, the fully connected neural network perceives a higher degree of aleatoric uncertainty and low epistemic uncertainty compared to the convolutional and attention-based models.

Second, the different model posteriors agree about the origin of uncertainty when the dataset complexity is low. In the case of MNIST, Figures 3 and Table 3 show that all neural-network architectures considered here show rough agreement between the joint distributions of predictive and epistemic uncertainty. For the considerably less complex dataset of MNIST, as evident by the higher accuracies in Table 1, all three architectures can easily capture the features necessary. Hence, they also agree about the origin uncertainty. The simplicity of the dataset is also reflected in that the different posterior approximations show more agreement compared with CIFAR10G, with the exception of the attention-based model.

Third, the accuracy of posterior approximations depends on architecture. The two posterior approximations, ensemble and dropout, show particularly good agreement...
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regarding the epistemic uncertainty of the fully connected model as shown in Table 4. On CIFAR10G, for the convolutional and attention-based neural networks there are larger differences between the approximations, and the posteriors for the convolutional model show the least agreement. Thus, a posterior approximation method that is robust for one architecture, might not perform as well for another.

In summary, besides looking for performant architectures, we should also search for architectures and posterior approximations that provide robust uncertainty quantification for a given data domain.

7.2. Dataset

We discuss two points concerning how the posteriors depend on the dataset.

First, the relative change in perceived uncertainty under a fixed data distributional shift depends on the dataset, and varies with model architecture. By comparing the change in the joint distribution under a fixed data distributional shift in Figure 4 we observe that a given model architecture perceive the same data distributional shift in different ways, depending on the underlying training dataset. We find an asymmetry in shift sensitivity: only the convolutional model shows a stronger sensitivity of the predictive and epistemic uncertainty when evaluated on CIFAR10G compared to MNIST, as evident by Table 5 and Figure 4. Furthermore, the fully connected model perceives the impulse noise on CIFAR10G very differently from the impulse noise on MNIST. The distributional shift for MNIST induces a large change in both epistemic and predictive uncertainty, whereas for CIFAR10C the induced shift in uncertainty is significantly smaller. Since CIFAR10C contains realistic digital images, one might expect impulse noise to be more in-domain than for MNIST. The converse is true for the convolutional model, where the induced shift is larger for CIFAR10G. Thus, the sensitivity to a particular data distributional shift depends on the data domain and on neural-network architecture. Even though this difference in perceived relative change of uncertainty is present for widely different data, it also has implications for different domains in the same training dataset, something that would be interesting to quantify in more detail.

Secondly, robustness of prediction accuracy under data distributional shifts for a given model depends on the dataset. For CIFAR10G, the higher accuracy of the fully connected neural network on noised data in Table 4 shows that this architecture is more robust against this particular distributional shift, even though the model is less accurate close to the training domain as seen in Table 2. For MNIST, the convolutional model is instead more robust than both the dense and attention-based architectures as seen in Table 3.

7.3. Accuracy

In this section we discuss three points regarding the connection between the joint distribution of epistemic and total predictive uncertainty, and prediction accuracy.
First, looking at the joint distribution helps to identify samples where a given model is more accurate. One important goal of uncertainty quantification is to assess when the predictions of a model can be trusted. It is natural to expect that a prediction is more accurate when the total predictive uncertainty is low. We show that the joint distribution of epistemic and total uncertainty can identify accurate predictions where predictive uncertainty or epistemic uncertainty alone cannot. This can be seen in Figures 5 and 6, where the joint distribution clearly resolves where the models are more accurate. Figures 5 and 6 show that the projection of the joint distribution on either the axis of predictive uncertainty or the axis of epistemic uncertainty mixes samples with high and low accuracy. As a consequence, selecting for predictive uncertainty or epistemic uncertainty alone, is not as effective in identifying where a given model is more accurate. This confirms observations made in e.g. Refs. [18, 34], regarding the clustering of incorrect predictions at high uncertainty.

Second, when dropout posteriors differ from ensemble posteriors, they tend to be worse at identifying samples where the model is accurate. In particular, Figure 5 illustrates that approximate posteriors obtained with untuned dropout rates are significantly worse at separating high and low accuracy regions.

Third, for the attention-based model it is difficult to find a threshold of the projected distribution on either predictive uncertainty or epistemic uncertainty that results in high accuracy. The top-right panels in Figures 5 and 6 show a distinct structure for the accuracy conditioned on the joint distribution where the marginalized distribution on either axis mixes samples of high and low accuracy. This has implications for active learning. In the present example, choosing samples based on e.g. posterior predictive uncertainty alone is inefficient, because it results in training on data regions where the model is already accurate.

8. Conclusions

Posterior predictive entropy and mutual information are used extensively as measures of total predictive uncertainty and epistemic uncertainty to assess the uncertainty and performance of neural networks and their predictions [2]. We introduced the joint distribution of predictive uncertainty and epistemic uncertainty and used it to show the variability of uncertainty measures for different neural-network architectures, data distributional shifts and posterior approximation methods. Our main conclusion is that the origin of uncertainty is not objective. Different neural-network architectures disagree about the epistemic and aleatoric uncertainty of the same data. For a given model, the sensitivity of the uncertainty quantification to a specific type of data distributional shift depends on the underlying training dataset. Our results imply that the joint distribution contains information about where a model is more accurate, and can be used to improve the separation of high accuracy regions compared to epistemic and predictive uncertainty alone.

An open question is whether it is possible to explain how uncertainty quantification
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depends on architecture from the mathematical theory of neural networks, and how to use this to build architectures that target robust uncertainty quantification. Do the attention-based models provide a more challenging architecture in general for posterior approximation? Recently there have been efforts towards understanding attention-based models from the Bayesian perspective better [35]. In practical application, uncertainty quantification using the Bayesian posterior depends on accurate posterior approximations. Thus it continues to be of utmost importance to find computationally efficient methods to obtain accurate posterior approximations.

Predictive entropy and mutual information are two measures of uncertainty derived from the high-dimensional model posterior and the posterior predictive distribution. If there are other, complementary or more informative, derived quantities that can capture the uncertainty of artificial neural networks better also remains an interesting question.
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Appendix A. Toy model posterior

The relation between mutual information of the parameter posterior and mutual information of the posterior predictive in equation (8) provides a way of calculating the expected change in entropy of the high-dimensional parameter posterior \( p(\theta|D) \) in terms of the typically lower-dimensional posterior predictive distribution \( p(y|x,D) \) and the likelihood \( p(y|x,\theta) \). To illuminate this relation, and evaluate the involved quantities in closed-form, we present a detailed verification for a simple toy model. This also serves as an illustration of the computational complexity involved in computing the Bayesian posterior directly.

The toy problem consists of classifying points on the real line into two classes \( c_1, c_2 \) and we use a simple two-parameter linear model

\[
\begin{align*}
    p(c_1|x, \theta_1, \theta_2) &= \begin{cases} 
        1 & x - \theta_1 < -\theta_2, \\
        \frac{(x-\theta_1+\theta_2)}{2\theta_2} & |x - \theta_1| < \theta_2, \\
        0 & x - \theta_1 > \theta_2,
    \end{cases} \\
    p(c_2|x, \theta_1, \theta_2) &= 1 - p(c_1|x, \theta_1, \theta_2).
\end{align*}
\]

By construction, this model has a strong prior for samples of class 1 being located to the left of a decision boundary at \( \theta_1 \) and class 2 to the right. See figure A1 for the resulting probability distributions for a particular choice of the model parameters \( \theta_1 \) and \( \theta_2 \).

Let \( \theta_1 \) be uniformly distributed on \([-1, 1]\) and \( \theta_2 \) on \([\frac{1}{2}, 2]\). With this prior on the parameters, we can calculate the prior predictive distribution over the two classes by

\[
p(c|x) = \int_{\theta_1} \int_{\theta_2} p(c|x, \theta_1, \theta_2)p(\theta_1, \theta_2)d\theta_1d\theta_2,
\]

visualized in figure A2, where we see that the prior parameter distribution results in a smooth prior predictive distribution.

Figure A1: Example of the likelihood \( p(c|\theta_1, \theta_2, x) \) in equations A.1 and A.2 over the two classes \( c \in \{c_1, c_2\} \) for different values of \( x \) with model parameters \( \theta_1 = 5 \) and \( \theta_2 = 1 \) corresponding to the decision boundary.
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Figure A2: Prior class distribution given the uniform prior $p(\theta_1, \theta_2)$ on the model parameters.

Figure A3: Posterior predictive distribution given one observation of class $c_1$ at $x_1 = 2$ compared to the prior predictive distribution. The observation of class 1 to the right shifts the posterior in this direction.

Suppose we observe class $c_1$ at $x_1 = 2$, we can then calculate a posterior distribution for the model parameters

$$p(\theta_1, \theta_2 \{x_1, c_1\}) = \frac{p(c_1|x_1, \theta_1, \theta_2)p(\theta_1, \theta_2)}{p(c_1|x_1)}$$ \hspace{1cm} (A.4)

where we have used Bayes theorem to express the parameter posterior in terms of conditional probabilities that can be calculated explicitly.

With this posterior we calculate the posterior predictive distribution in equation (1) of the introduction, resulting in a slightly shifted distribution for class 1 in figure A3, compared to the class prior in figure A2.

Using the toy model we can now explicitly verify the relation between (7) and (8). The expected entropy difference in (7) is given by

$$I(\theta_1, \theta_2|x) = \int_{\theta_1} \int_{\theta_2} p(\theta_1, \theta_2) \log(p(\theta_1, \theta_2)) d\theta_1 d\theta_2$$

$$- \sum_{i=1,2} p(c_i|x) \int_{\theta_1} \int_{\theta_2} p(\theta_1, \theta_2 \{x_1, c_i\}) \log (p(\theta_1, \theta_2 \{x_1, c_i\})) d\theta_1 d\theta_2 \hspace{1cm} (A.5)$$
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Figure A4: Entropy difference $I(\theta_1, \theta_2| x)$ and $I(c|x)$ for the toy model quantifying the epistemic uncertainty for different $x$ using only the prior.

and the posterior predictive entropy difference in (8) is given by

$$I(c|x) = \sum_{i=1,2} p(c_i|x) \log(p(c_i|x))$$

$$- \int_{\theta_1} \int_{\theta_2} \left( \sum_{i=1,2} p(c_i|x, \theta_1, \theta_2) \log(p(c_i|x, \theta_1, \theta_2)) \right) p(\theta_1, \theta_2) \, d\theta_1 \, d\theta_2 \quad (A.6)$$

Note that in this case, where we compute the entropy difference when adding a single observation equation (A.6) only uses the prior distribution.

Numerically evaluating these expressions gives figure A4 where the two curves are indistinguishable, as expected.

Figure A4 shows that the epistemic uncertainty is largest close to the decision boundary of the prior. This can be understood intuitively by the fact that the model and parameter priors are such that adding observations of class 1 far to the left (or class 2 far to the right) does not add new information.

Continuing, we can perform the same calculation but instead add a new observation on top of the first one. Assuming independent observations the posterior now becomes

$$p(\theta_1, \theta_2 | (x_1, c_1), (x_2, c_2)) = \frac{p(c_1|x_1, \theta_1, \theta_2) \, p(c_2|x_2, \theta_1, \theta_2) \, p(\theta_1, \theta_2)}{p((x_1, c_1), (x_2, c_2))} \quad (A.7)$$

and carefully calculating the entropy differences now instead results in the epistemic uncertainty in figure A5. Note first that the two expressions are still in excellent agreement. The observation of class 1 at $x = 2$ is in tension with the prior which can be seen by the bi-modal epistemic uncertainty.

The epistemic uncertainty can be compared to the entropy of the posterior predictive distribution in figure A6 which peaks in the region between the prior decision boundary and the observed class 1 sample.
Figure A5: Entropy difference $I(\theta_1, \theta_2|x, \{x_1 = 2, c = 1\})$ and $I(c|x, \{x_1 = 2, c = 1\})$ for the toy model quantifying the epistemic uncertainty for different $x$ after a single observation $\{x = 2, c = 1\}$.

Figure A6: Entropy of the posterior predictive distribution using the prior $H(c|x)$ and after one observation $H(c|x, \{x_1 = 2, c = 1\})$ for the toy model quantifying aleatoric and epistemic uncertainty for different $x$.
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