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ABSTRACT

Personalized news recommendation aims to provide attractive articles for readers by predicting their likelihood of clicking on a certain article. To accurately predict this probability, plenty of studies have been proposed that actively utilize content features of articles, such as words, categories, or entities. However, we observed that the articles’ contextual features, such as CTR (click-through-rate), popularity, or freshness, were either neglected or underutilized recently. To prove that this is the case, we conducted an extensive comparison between recent deep-learning models and naive contextual models that we devised and surprisingly discovered that the latter easily outperforms the former. Furthermore, our analysis showed that the recent tendency to apply overly sophisticated deep-learning operations to contextual features was actually hindering the recommendation performance. From this knowledge, we design a purposefully simple contextual module that can boost the previous news recommendation models by a large margin.

CCS CONCEPTS

• Information systems → Recommender systems.
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1 INTRODUCTION

Nowadays, the majority of news consumption happens online. Online news platforms seek to assemble news articles from multiple sources and provide a personalized recommendation of these articles for each user. These services face unique challenges since the lifespan of each news is very short, the volume of articles and the number of users are very large, and users have very diverse and dynamic interests. Therefore, the system requires a news recommendation model that can effectively model the relevance of news articles in a timely manner [6, 31, 37, 38, 42].

News recommendation models have benefited from the recent advances in deep learning methods in terms of news modeling and user modeling. Since deep learning methods are capable of creating meaningful representations in embedding space, they were used to create succinct news representations from the articles’ content features such as words, images, and categories [16, 25, 34, 49, 52–54, 56]. Likewise, deep learning techniques were also used to capture the preferences of users by generating user representations from their past interactions with the system [1, 24–26, 34, 35, 43, 48, 49, 52–54, 56–58, 65, 68]. These representations were then used to measure the relevance of an article to a user, which ultimately led to better recommendation performance.

While the research progress has been immense in modeling these content features, we claim that contextual features (for instance, the trendiness of an article) haven’t been paid the same amount of attention recently. To show this, we relied on a recent thorough survey [55] to gather the published papers on these subjects, then plotted their distributions over the years in Figure 1. As it shows, the amount of research on utilizing contextual features of news articles has continuously been fairly low compared to the amount of research on utilizing content features which has been rapidly increasing with the advent of deep learning. However, considering that news consumption often happens with regard to its context (e.g., how “hot” is this subject right now?), there seems to be a need to reevaluate the importance of the contextual features and their potential for improving recommendation quality.

In this paper, we attempt such reevaluation as follows. First, we select and define the contextual features that prove to be consistently effective across many datasets. Then, we devise a number of naive contextual models that work with these features. By showing that these naive models easily outperform recent content-based deep-learning models, we show the overlooked importance of the
contextual features, and analyze the reasons for such underutilization. From this analysis, we finally suggest a deep learning module that can boost the accuracy of previous content-based models by a large margin. We present extensive experiments on four real-world datasets where we achieve state-of-the-art performance.

2 RELATED WORK

The goal of this section is mainly threefold. First, in section 2.1, we aim to summarize recent deep learning based approaches to news recommendation. We only covered deep learning models here since there is a big performance gap between them and the more traditional methods (e.g. Bag-of-Words, TF-IDF, etc). These works naturally consist of content-based models because of their abundance in recent publications. Second, in section 2.2, we trace the history of works that tried to utilize contextual features of news articles. Unlike section 2.1, in section 2.2 we also include traditional works to give our work the right context. Few deep-learning models that are included here are excluded from section 2.1. Finally, in section 2.3, we briefly touch on gradient boosting methods that we used in section 4.

2.1 News Recommendation

2.1.1 Problem Formulation. The problem of news recommendation can be formulated as follows. Let \( \mathcal{U} \) be a set of users and \( \mathcal{N} \) be a set of news articles. The history of each user \( u \in \mathcal{U} \) can be represented as \( \mathcal{N}^u = [(n_1^u, r_1^u), ..., (n_{|\mathcal{N}|}^u, r_{|\mathcal{N}|}^u)] \) where \( n_k^u \in \mathcal{N} \) is the \( k \)th news article clicked by \( u \) at timestamp \( t_k^u \).

Given the above, our goal is to recommend a set of news articles for a user at target timestamp. More specifically, at target time \( t_{\text{target}} \), given \( K \) candidate news articles \([cand_1, ..., cand_K]\) and the user’s history \([n_{1}^u, ..., n_{|\mathcal{N}|}^u]\), our goal is to rank those candidates in the order of the user’s estimated preferences.

For a more thorough history we refer the reader to [55].

2.1.2 Architecture. Figure 2 illustrates a typical architecture for news recommendation [54], which roughly captures most recent deep-learning based news recommendation models. Their approach is similar in the sense that they compare the user vector with the vectors of candidate news articles based on similarity-measure operations such as dot product. Therefore, central to the whole framework are two components that create these vectors: news encoder and user encoder. A typical news encoder [54] encodes a news article into a low-dimensional vector. Then a typical user encoder [54] generates a user representation by aggregating news representations from the user’s history that are each encoded by the former news encoder. In this section, we will describe in detail how previous works approached each one of these components.

2.1.3 News Modeling. As news is inherently textual, many works focused on generating news representations from the text. DSSM [16] was an early attempt to learn representations of web documents and queries by using letter n-gram based word hashing and dense layers to project them into low-dimensional vectors. Okura et al. [34] proposed to apply denoising autoencoder to news articles to get distributed representations. Meanwhile, other works proposed to use Convolutional Neural Networks (CNNs) in various ways [1, 25, 48, 49, 52, 53, 65, 68]. For example, Weave&Rec [25] applied CNN on word2vec representations of words in news articles. DKN [49] designed a KCNN module to make use of knowledge entities aligned with news titles. More recently, attention mechanisms were used to boost the power of news encoders [11, 52–54, 56–58]. For example, NRMS [54] proposed to apply self-attention and additive attention to the word embeddings to generate news representations that are aware of the importance of each word. NAML [52] suggested to include (sub)category information of news articles by using (sub)category embeddings together with word representations in an attention operation. Wu et al. [56] showed that one can empower the news encoder by using pre-trained language models.
(e.g. BERT [8]), which seems to imply that the power of news encoders will continue to improve as long as there are advances in NLP research.

2.1.4 User Modeling

Deep learning methods were shown to be much more effective than traditional methods in terms of user modeling. For example, Okura et al. [34] reported significant performance improvement over traditional temporal methods such as time decay when they used Recurrent Neural Networks (RNNs) to model user behaviors. In fact, since GRU4Rec [15] was first proposed, many sequential recommendation methods employed RNN to benefit from its sequence understanding capability [14, 40, 51, 59, 64, 66, 67]. The same trend occurred in the news domain for user modeling [1, 24, 26, 34, 35, 43, 65, 68]. For example, LSTM [1] proposed to use GRU on the users’ history to learn their short-term representations while their long-term representations were learned by ID-based embeddings. Some found Convolutional Neural Networks (CNNs) to be useful [25, 48]. For example, Weave&Rec [25] applied 3D CNN to the user’s behavior sequence where each item was represented as a 2D matrix comprised of word embeddings. More recently, prevalent usage of attention mechanisms were witnessed in recommendation models. In sequential recommendation, following the huge success of transformers in NLP [4, 8, 46, 61], models such as SASRec [21], BERT4Rec [44] and other variants [28] fully adopted attention techniques, in contrast to previous models where attention was merely a supplementary part of the model [27, 32]. The same was true for user modeling in news domain [49, 52–54, 56–58, 65, 68]. For example, models such as NRMS [54], NAML [52] and NPA [53] all used similar attention operations to combine the user’s history into a single representation.

2.2 Contextual Features

In contrast to content features which capture relatively static information about news articles and users, contextual features try to capture their more dynamic aspects. For example, popularity of an article is an important signal that measures its relevance to the mass at a certain point of time [3, 5, 10, 12, 17, 19, 20, 22, 29, 30, 33, 45, 69]. For the same reason, CTR (click-through-rate) of an article is also an important signal since it measures the article’s general attractiveness [3, 39]. Freshness/Recency should also be taken into account to consider the staleness of an article [5, 12, 22, 29, 30, 39, 45, 69]. Some works incorporate other contexts such as location [17, 22, 42, 45, 47, 62] or weather [62].

Central difference between these works lies in the way they choose to encode these signals. For example, [5] suggested to use number of views of an article as its popularity, whereas [29] suggested to encode the article popularity as \( \frac{\# \text{ clicked users}}{\# \text{ all users}} \), and [12] suggested \( \log(1 + \# \text{ clicked users}) \) to represent it\(^2\). An article’s recency was represented as \( \frac{\Delta t}{\text{pub time}} \) in [29], while \( \log(1 + \Delta t) \) was used in [12]\(^3\). For CTR, [3] proposed to estimate the CTR at event time by using Kalman filters, whereas [39] chose to use past CTR either as its raw value (in their popularity predictor module), or by quantifying its value then doing an embedding look-up (in their popularity-aware user encoder).

From this we would like to note two things. First, judging by the number of publications, some features such as past CTR haven’t been paid much attention despite being very important signals. In fact, experiments in [39] suggest that a simple baseline model that rank articles only by their CTRs can match the performance of heavy deep learning models. Our work seeks to further explore this discovery. Second, the encoding methods for these features remained rather primitive, and the effect of recent non-linear methods such as deep learning on these features needs to be reevaluated, which is precisely what we aim in this work.

2.3 Gradient Boosting

Gradient boosting method is a machine technique that trains a prediction model from an ensemble of decision trees. It grows decision trees by progressively reducing the residual errors from the previous trees. Gradient boosting libraries such as XGBoost [2], LightGBM [23], and CatBoost [9] are currently go-to solutions for many data science and machine learning challenges that deal with tabular data. In fact, although the prominent approach for recommendation tasks has shifted to deep learning, gradient boosting methods persistently appear as winner solutions in recommendation challenges [18, 41]. Also, a recent paper [63] surprisingly discovered that gradient boosting methods can be both more efficient and more effective than over-parameterized deep learning methods in CTR prediction task.

3 FEATURE DEFINITIONS

In this section we define the contextual features that will be used throughout the rest of the paper.

3.1 CTR

Click-through-rate of an article is naturally defined as follows:

\[
CTR = \frac{\text{number of clicks}}{\text{number of impressions}} \quad (1)
\]

In other words, it is a ratio of the number of clicks to the total number of times it has been shown to all users. Since higher CTR usually indicates successful recommendation, predicting CTRs has been a popular optimization task for recommendation models [63]. However, one should note that it can also be used as a feature of an item that describes its attractiveness, and therefore as an input to the recommendation model. In an offline evaluation setting, one should be careful not to incorporate current and future records when creating features since it causes data leakage problem. Therefore, to use as a valid feature, we parameterize CTR with current time \( t \):

\[
CTR(t) = \frac{\text{number of clicks before } t}{\text{number of impressions before } t} \quad (2)
\]

3.2 Popularity

We use two popularity features. First is the obvious number of clicks:

\[
\text{numclicks}(t) = \text{number of clicks before } t \quad (3)
\]

The downside of this feature is that it is not affected by the temporal distance between now and the event of the click. However, in reality, even articles that have a large amount of clicks should not...
be considered as being popular if the clicks happened a long time ago. To incorporate this temporal influence, we suggest a second popularity feature called \textit{trendiness}:

\[
trendiness(t) = \sum_k m(t,k) \tag{4}
\]

\[
m(t,k) = \begin{cases} 
e^{-\alpha(t-t_k)}, & \text{if } t \geq t_k \\ 0, & \text{otherwise} \end{cases} \tag{5}
\]

where \(m(t,k)\) is the "mass" of the \(k^{th}\) click of the article at time \(t\), \(t_k\) is the timestamp of the \(k^{th}\) click, and \(\alpha\) is a hyperparameter to control the degree of decay (we use \(\alpha = 0.001\) in this paper). In other words, every click generates a mass of 1 at the time of the click which gets exponentially decayed as time passes. The article's trendiness is defined as the accumulation of these decayed masses.

The benefit of this feature is that it captures both the popularity and its temporal relevance, and that it is computationally simple to maintain its value because exponential functions support easy updates (multiplications can be chained).

### 3.3 Freshness

Following previous works, we define freshness feature as:

\[
freshness(t) = t - \text{publish time} \tag{6}
\]

In other words, it measure how much time has passed since the publication of the article. We use seconds as the unit of time.

### 3.4 Discussion

Although we settle for these four features in this paper, note that the list is not exhaustive and that more features can be imagined. We have tried other features such as CTR in a particular user group (e.g. groups by age and gender), CTR in a particular time window (e.g. pertaining only to the last 10 minutes), timestamp (or hour) of the event of recommendation, etc. However, we omitted them since they weren’t proved to be consistently effective across all datasets. Engineering more useful features remains as a future work.

### 4 REEVALUATING THE IMPORTANCE OF CONTEXTUAL FEATURES

This section aims to prove the overlooked importance of contextual features with the following strategy. We prepare four real-word news recommendation datasets for solid comparison between models. Then, on the other hand, we prepare recent deep-learning news recommendation models that heavily make use of content features of articles, some of which tries to also incorporate contextual features. In addition, we devise naive contextual models that make use of contextual features in a purposefully naive way. By showing that the latter models easily achieve superior performance, we emphasize the overlooked significance of contextual features and assess the reasons for such underutilization in the past.

### 4.1 Datasets

We used three public datasets (Mind [60], Globo [7], and Adressa [13]) and one proprietary dataset (Prop) to conduct experiments. Mind is a large English news recommendation dataset used for a recent challenge [60] collected from Microsoft News 4.5. Adressa 6 is a large Norwegian news recommendation dataset collected from Adresseavisen 7. Prop is a large news recommendation dataset collected from a large news service company 8. The details of these datasets can be found in Table 1. As the table shows, some datasets lack important information. Since Globo and Adressa don’t have impressions, CTR can’t be computed for them. Since Mind lacks publish timestamps of news articles, freshness can’t be computed. Models that utilize entity 9 embeddings can only be applied to Mind. As a temporary solution, features which can’t be computed were omitted from the experiments for that dataset.

### 4.2 Evaluation

We sorted the targets by their timestamps and split them by 8:1:1 to get train, validation, and test set respectively. For datasets with impressions (Mind and Prop), the unclicked items in the same impression were used as negative items. \(K = 4\) items were sampled from them for training, and all negative items were used for evaluation. For datasets without impressions, following [7], we sampled negative items from the clicks of other users within the recent queue of 10 minutes. \(K = 4\) and \(K = 20\) items were sampled for training and evaluation respectively. Model’s performance was measured as its capability to rank positive items higher than negative items, which was measured with metrics such as NDCG@k, Recall@k, and AUC. For this section, we sampled 5K users from each dataset and used these subsets for experiments.

### 4.3 Methods

We compared five different kinds of methods. The first two consist of existing baselines: (1) Previous deep-learning content models and (2) Previous deep-learning content models that incorporated contextual features. Then, to compare against these baselines, we

---

1[https://microsoftnews.msn.com/]
2Mind dataset has two versions: MIND and MIND-SMALL. We used MIND-SMALL in this paper for faster experiments.
3Adressa dataset has two versions: 1w (one week) and 10w (ten weeks). We used 1w for this paper.
4[https://www.adressa.no/]
5to be revealed after the publication of this paper.
6Entity denotes recognizable objects in news content, for example a famous person or an event.
Figure 3: Five kinds of methods we compare. Each method uses various features and operations to predict the probability of the user clicking on the candidate article ($\hat{y}$ in the figure) (a) Previous deep-learning content models (illustrated in detail in Figure 2) (b) The architecture of PP-Rec [39]. (c) Naive-CTR which uses raw CTR value as the logit. (d) NRMS+Naive which does a weighted sum of content logits and naive contextual logits to make the final prediction. Some contextual features such as numclicks and trendiness are omitted in the figure for the sake of space. The scale operation is identity for CTR and $\log(1 + x)$ for the rest. (e) Decision tree created by gradient boosting method. The prediction is made by the value of the leaf node.

devised three kinds of models: (3) Naive context models, (4) Deep-learning content model with naive context incorporation, and (5) Gradient boosting context models.

First, previous deep-learning content models denote the models described in section 2.1. It is also illustrated in Figure 3 (a). For experiments in this section, we used NRMS to represent this class of models. NRMS is a good representative because many other models can be seen as its variations. For example, if we simply replace its self-attention layers with convolution layers, and additionally use articles’ category/subcategory information in its news encoder, we get NAML [52]. Also, it is a good representative because its performance is on par with other models according to [39]. For Globo, since it doesn’t provide textual information of news articles and instead provides each item’s pre-trained embedding, we had to use a variation of NRMS where we replace the output of news encoders with those embeddings.

Second, for previous deep-learning content models that incorporated contextual features, we used PP-Rec [39] since there were no other alternatives to our knowledge. Its architecture is illustrated in Figure 3 (b). As for the usage of content features, PP-Rec uses a similar news encoder as the one from NRMS, except with additional entity information and cross-attention operations (the details of the news encoder are abstracted in the figure for the sake of space). PP-Rec incorporates contextual features mainly in two ways. First, it proposes a news popularity predictor (left side of the figure), which takes CTR, freshness, and content features as its input. The CTR is used as its raw value, while freshness is quantized into an embedding, and content features are processed by a separate news encoder from the one in the content side. The last two are combined with a gating operation, whose output is combined with CTR by weighted summation to produce the final popularity prediction. The second usage of contextual features in PP-Rec is in its user encoder (right side of the figure), which is also similar to the one from NRMS, except for the additional usage of CTR value and content-popularity joint attention network (the details of the user encoder are also abstracted in the figure). In this module, CTR value is quantized into an embedding to be used in the joint attention network. Finally, PP-Rec aggregates the results from the popularity predictor and from the content side via a personalized aggregator that uses the computed user embedding as the input for the gating operation.

Since PP-Rec requires CTR and freshness features, experiments couldn’t be conducted on MIND, Globo and Adressa [10]. In addition, since it also requires entity information, it also couldn’t be experimented on Prop. However, this would mean eliminating PP-Rec from our experiments completely, which could be viewed as an unfair comparison. Therefore, we enabled its experiments for Prop by using its variation where we removed entity inputs and the corresponding cross-attentions in its news encoder, which basically makes it identical to the one from NRMS.

Third, naive context models are the ones that utilize the features we’ve defined in Section 3 without applying any sort of operations to them. For example, Naive-CTR will rank the candidate news articles just by their $CTR(t)$ values (articles with higher $CTR(t)$ values will be ranked higher). Its concept is captured in Figure 3 (c). Likewise, Naive-numclicks, Naive-trendiness, and Naive-freshness will rank the items according to their $numclicks(t)$,

10The authors of PP-Rec recognized this problem and had to build their own proprietary datasets containing these features. However, to our knowledge, those datasets weren’t published.
Table 2: Performance Comparison between four kinds of models. The numbers are measured by NDCG@10 metric.

|        | Prop | Mind | Globo | Adressa |
|--------|------|------|-------|---------|
| NRMS   | 0.5327 | 0.3712 | 0.3595 | 0.3467  |
| PP-Rec | 0.5286 | -     | -     | -       |
| Naive-CTR | 0.5858 | 0.4023 | -     | -       |
| Naive-CT | 0.5012 | 0.3439 | 0.2467 | 0.2041  |
| Naive-trendiness | 0.5195 | 0.3744 | 0.2642 | 0.2947  |
| Naive-freshness | 0.35   | -     | 0.2822 | 0.3107  |
| NRMS+Naive | 0.5985 | 0.3946 | 0.3697 | 0.3832  |
| Gradient Boosting | 0.5865 | 0.4034 | 0.5198 | 0.4281  |

Table 3: PP-Rec ablation.

| Model                  | Recall@10 | NDCG@10 |
|------------------------|-----------|---------|
| PP-Rec                 | 0.7963    | 0.5286  |
| PP-Rec-onlyctr         | 0.798     | 0.5312  |
| PP-Rec-onlyctr-noagg   | 0.8315    | 0.5944  |
| NRMS+Naive             | 0.8291    | 0.5985  |

Second, for similar reasons as the first, other context features also proved to be effective, offering decent performance in Prop and Mind without any kind of operations. numclicks(t), which is equivalent to the numerator in the definition of CTR(t), proved to be less effective than CTR(t), which again emphasizes the importance of having impression data in the dataset. freshness(t), which incorporate temporal factors into numclicks(t), proved to be more effective, which suggests that temporal aspects must indeed be considered. freshness(t) was shown to be the most effective in Globo and Adressa, while it wasn’t shown to be a defining factor in Prop.

Third, the performance gap between PP-Rec and NRMS+Naive is noticeable. Recall that while they utilize the same features (both content and context), PP-Rec utilizes the contextual features in an intricate manner while NRMS+Naive just uses them as additional logits. This seems to contradict the myth that complicated deep-learning operations must be applied to the features in order to utilize them properly. In fact, to investigate the factors that were hindering the performance of PP-Rec, we conducted a simple ablation study by taking out some of its components. Table 3 shows the performance comparison between PP-Rec and two of its variants. The first variant, PP-Rec-onlyctr, was created by removing freshness and content components in the news popularity predictor module, leaving only the CTR value as its output. As a result, the performance increased slightly, but the big gap persisted. Then, we identified the big difference between PP-Rec-onlyctr and NRMS+Naive, which was the personalized aggregator module at the final layer in PP-Rec, which was blocking the direct contribution of CTR value to the final prediction. Replacing this layer with a simple linear one as in NRMS+Naive (PP-Rec-onlyctr-noagg), the performance greatly increased and achieved similar performance as NRMS+Naive. This suggests that direct usage of contextual features can be more effective than using them indirectly through complex deep-learning operations.

Fourth, the impressive performance of gradient boosting model is notable. In Mind, Globo, and Adressa, gradient boosting method outperforms NRMS+Naive. This is very impressive because the former only utilizes the contextual features with a light tabular method, whereas the latter utilizes content features besides the contextual features, with a deep-learning method that is much heavier than gradient boosting both in terms of the number of parameters and the training time. Since NRMS+Naive uses contextual features without any operations, whereas the gradient boosting model uses them via decision trees, we can infer that the presence of such learnable non-linear operations are crucial for good recommendation performance.

---

In the case of freshness, lower values will be ranked higher because it implies that the article is more fresh.

Hence the term NRMS+Naive.
Lastly, we stress the importance of good quality datasets to facilitate news recommendation research. Note that the absence of some features in the datasets crucially affected the experiments on multiple levels. On the feature-level, the absence of impression data made it impossible to compute features such as CTR, which excludes the possibility of utilizing these features for recommendation. Even for the datasets where impression data was present, note that the $\text{CTR}(t)$ values we used were just an approximation, since it was reconstructed from only within the dataset which is only a sample from the real-world. The same goes for every other contextual feature. Therefore, better results are possible for those that have access to the real-world records, or at least the true values for the contextual features. On the evaluation-level, for datasets with no impression items, negative items couldn’t be constructed naturally, and instead had to be sampled from other users’ clicks. This makes the experiments inaccurate, since it is difficult to regard those items as being truly negative because the users might have clicked the items they had they been shown to them. In fact, this factor could have contributed to the comparatively large performance gap in Globo and Adressa compared to Prop and Mind. Also, since Globo provides no text information, existing content deep-learning models such as NRMS couldn’t be used as-is, and had to be transformed into a weaker version. We assume that the unusually large performance gap in Globo results from this tragedy. These observations offer a consideration for future parties willing to publish a good quality news recommendation dataset.

We summarize the lessons of this section below.

- Contextual features such as CTR, popularity, and freshness prove to be very powerful. Without any operations, contextual features alone can match and sometimes outperform the heavy deep-learning models that use content features.
- Contextual features have largely been neglected or underutilized in recent models.
- Recent models that tried to incorporate contextual features haven’t been able to use them to their full potential. Our analysis shows that such underutilization results from trying to use them indirectly through sophisticated deep-learning operations, whereas a more direct approach proved to be more effective.
- When using these contextual features directly, having a learnable non-linear operation applied to them is crucial for recommendation performance. This is shown by the effectiveness of the gradient boosting method.
- Many published news recommendation datasets lack crucial features such as impression data. This affects fair evaluation of certain news recommendation models and can possibly hinder the research in this area.

5 DEEP LEARNING SOLUTION

5.1 Motivation

Although the previous section seems to imply that the contextual features and cheap tabular methods are all we need for good news recommendation, this is not quite the case when the data size increases. Recall that the previous experiments were each done with a subset of 5k users. As the data size grows into a larger scale, it becomes difficult to outperform deep-learning content models by contextual features and cheap tabular methods alone (however, the comparison and the analysis from the previous section still hold at this scale). In addition, while it is true that non-personal features such as CTR or popularity greatly affect the users’ news consumption, the users’ distinct preferences cannot be ignored in order to provide personalized news recommendation, thereby making the usage of content features necessary. Furthermore, since many companies already deploy deep-learning based models, it would be more convenient for them to reinforce their models if our solution is in the form of a deep-learning module.

For these reasons, we suggest a contextual deep-learning module, which can be attached to any previous content-based deep-learning model in a modular manner to boost their performance by a large margin.

5.2 Method

We propose a purposefully simple method to accommodate the lessons learned in the previous section. Since direct usage of contextual features proved to be more effective, we suggest to use the architecture illustrated in Figure 3 (d). The left side of the figure represents any previous content-based deep-learning news recommendation model, while the right side of the figure represents an additional context module that we propose. Unlike Figure 3 (d) however, we suggest to apply an additional dense layer (i.e. MLP) right after the scaling operation of the contextual features. These dense layers, with learnable parameters, offer the non-linearity that was shown to be crucial in the previous section. Note that other learnable non-linear operations such as decision trees are applicable here, but it would require an additional engineering to connect the deep-learning components and the decision tree. Therefore, for companies that are already deploying deep-learning recommendation models at scale, our approach comes in handy.

5.3 Experiments

To show the effectiveness of our method, we conducted the following experiment. Using the same datasets and evaluation schemes in Section 4, we evaluated how much the recommendation performance is increased when we attach our context module to a previous content-based model. For this experiment we used the full-scale datasets to give the deep-learning models the full leverage. We used the following models as baselines:

- **NPA** [53]: A news recommendation model that uses CNNs and personalized attention module to identify important words with regard to each user in the news encoder. Words from news titles are used as news encoder inputs. Similarly, personalized attention is used as user encoder to identify important articles with regard to each user.
- **NRMS** [54]: A news recommendation model that uses self-attention and additive attention operation to learn both news and user representations. Words from news titles are used as news encoder inputs.
- **LSTUR** [1]: A news recommendation model that uses GRUs and ID-based embeddings to learn the user’s short-term and long-term representations respectively. It uses CNNs and additive attentions on word embeddings then concatenate
Table 4: Performance Comparison. +CTX columns denote the model on its left side with our context module attached to it. Each ‘Improv.’ column computes the relative improvement between the two.

| Dataset | Metric | NPA | +CTX | Improv. | NRMS | +CTX | Improv. | LSTUR | +CTX | Improv. | NAML | +CTX | Improv. |
|---------|--------|-----|------|--------|------|------|--------|-------|------|--------|------|------|--------|
| Prop    | AUC    | 0.6716 | 0.7097 | 5.67% | 0.6773 | 0.7299 | 7.76% | 0.6680 | 0.7209 | 7.91% | 0.6865 | 0.7287 | 6.14% |
|         | Recall@10 | 0.7999 | 0.8218 | 2.74% | 0.8049 | 0.8337 | 3.59% | 0.7963 | 0.8251 | 3.63% | 0.8078 | 0.8341 | 3.27% |
|         | NDCG@10 | 0.5360 | 0.5766 | 7.45% | 0.5418 | 0.5954 | 9.91% | 0.5328 | 0.5841 | 9.63% | 0.5512 | 0.5936 | 7.70% |
| Mind    | AUC    | 0.6509 | 0.6943 | 6.66% | 0.6636 | 0.7086 | 6.78% | 0.6793 | 0.7094 | 4.42% | 0.6787 | 0.7083 | 4.36% |
|         | Recall@10 | 0.6474 | 0.6799 | 5.01% | 0.6595 | 0.6948 | 5.35% | 0.6691 | 0.6939 | 3.72% | 0.6776 | 0.6971 | 2.89% |
|         | NDCG@10 | 0.3857 | 0.4304 | 11.60% | 0.4020 | 0.4439 | 10.43% | 0.4154 | 0.4476 | 7.75% | 0.4191 | 0.4496 | 7.28% |
| Globo   | AUC    | 0.6530 | 0.6306 | -1.32% | 0.6431 | 0.7106 | 10.49% | 0.6503 | 0.7118 | 9.46% | 0.6558 | 0.7156 | 9.12% |
|         | Recall@10 | 0.6503 | 0.6150 | -5.43% | 0.6562 | 0.7281 | 10.96% | 0.6620 | 0.7306 | 10.36% | 0.6723 | 0.7324 | 8.94% |
|         | NDCG@10 | 0.3746 | 0.3849 | 2.75% | 0.3768 | 0.4673 | 24.02% | 0.3919 | 0.4701 | 19.95% | 0.3975 | 0.4763 | 19.82% |
| Adressa | AUC    | 0.6265 | 0.6756 | 7.84% | 0.6306 | 0.6800 | 7.83% | 0.6888 | 0.7182 | 4.27% | 0.6441 | 0.6975 | 8.29% |
|         | Recall@10 | 0.6290 | 0.6726 | 6.93% | 0.6422 | 0.6809 | 6.03% | 0.7093 | 0.7319 | 3.19% | 0.6561 | 0.7045 | 7.38% |
|         | NDCG@10 | 0.3763 | 0.4397 | 16.85% | 0.3737 | 0.4463 | 19.43% | 0.4367 | 0.4868 | 11.47% | 0.3855 | 0.4669 | 21.12% |

the output with (sub)category embeddings to represent an article.

- **NAML** [52]: A news recommendation model that uses CNNs and additive attentions on word embeddings and applies another additive attention on its output together with (sub)category embeddings to learn news representations. It uses additive attention operation to learn user representations.

We implemented all baselines in PyTorch [36] and experimented with the same device (Tesla M40). For each model we used the hyperparameters suggested by the authors. We used appropriate pre-trained word embeddings for each dataset (300-dimension Glove embeddings for **Mind** [13], 100-dimension skip-gram Norwegian word embeddings for **Adressa** [14], and 128-dimension word embeddings pre-trained on large corpus of proprietary news articles for **Prop**).

As in our earlier experiment, for **Globo**, since it doesn’t provide articles’ textual information and instead provide their pre-trained item embeddings, we had to use variations of the models where we used the pre-trained item embeddings in place of news encoder outputs.

### 5.4 Results

Table 4 shows the comparison results. As the table shows, the addition of our context module increases the performance of previous content-based models by a large margin. As noted earlier, the relatively larger gaps in **Globo** and **Adressa** could have partially resulted from their lack of crucial features. However, since the experiments in **Prop** and **Mind** were done in a more realistic setting, our module can be said to be effective in a real-world environment.

Note that the performance gain is profitably high, especially when considering that the addition of our context module adds very small number of parameters and the amount of computation to the system compared to the heavy content models.

### 6 CONCLUSION & FUTURE WORKS

In this paper we sought to reevaluate the significance of contextual features of news articles. We conducted a thorough comparison between recent deep-learning news recommendation models and naive contextual models on four real-world datasets. As a result, we learned (1) that contextual features hold great potential for improving recommendation performance, (2) that these features were largely neglected or underutilized in recent research, (3) that one reason for such underutilization was the tendency to apply overly sophisticated deep-learning operations to the features, (4) that a more direct usage with learnable non-linear operations prove to be much more effective, and (5) that currently published news recommendation datasets lack crucial features that hinder fair evaluation of contextual models. From this knowledge, we proposed a simple contextual deep-learning module that can be attached to previous content-based solutions in a modular manner. Experiments showed that our module boosts the recommendation performance by a large margin on many real-world datasets.

Although in this paper we only proposed a context module for news articles, suggesting a similar module for users could be a possible future work. The user’s context might include: user’s CTR, user group, age, gender, location, etc. As [50] pointed out, the separation of user module, item module, and user-item module could enable a counterfactual inference and reduce the popularity bias. Also, as mentioned earlier, examining more contextual features such as user-group specific CTR remains as a future work.
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