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Abstract

Architecture ranking has recently been advocated to design an efficient and effective performance predictor for Neural Architecture Search (NAS). The previous contrastive method solves the ranking problem by comparing pairs of architectures and predicting their relative performance, which may suffer generalization issues due to local pairwise comparison. Inspired by the quality stratification phenomenon in the search space, we propose a predictor, namely Neural Architecture Ranker (NAR), from a new and global perspective by exploiting the quality distribution of the whole search space. The NAR learns the similar characteristics of the same quality tier (i.e., level) and distinguishes among different individuals by first matching architectures with the representation of tiers, and then classifying and scoring them. It can capture the features of different quality tiers and thus generalize its ranking ability to the entire search space. Besides, distributions of different quality tiers are also beneficial to guide the sampling procedure, which is free of training a search algorithm and thus simplifies the NAS pipeline. The proposed NAR achieves better performance than the state-of-the-art methods on two widely accepted datasets. On NAS-Bench-101, it finds the architectures with top 0.01‰ performance among the search space and stably focuses on the top architectures. On NAS-Bench-201, it identifies the optimal architectures on CIFAR-10, CIFAR-100, and ImageNet-16-120. We expand and release these two datasets covering detailed cell computational information to boost the study of NAS.

1. Introduction

Deep neural networks (DNNs) have received great attention in recent years. Many DNNs that are artificially designed by researchers have been applied to many scenarios, such as image classification [15, 31], object detection [29, 30], semantic segmentation [3, 22] and other real-world applications [14, 42, 43]. Though these artificially designed DNNs have been proved to be powerful, designing them requires rich human expertise and is labor-intensive. Furthermore, dedicated knowledge is needed in the network architecture design for many specific target domains.

Neural architecture search (NAS) offers a powerful tool for automating effective DNN designing for specific objectives. Previous studies directly apply different search and optimization methods, including Reinforcement Learning (RL) [26, 44], Evolutionary Algorithm (EA) [20, 27], and differentiable methods [2, 21], to find candidates in the search space. To reduce the prohibitive cost in evaluating a population of candidates, performance predictor is proposed to replace the evaluation metrics with the predicted performance of architectures [1, 25, 35]. However, these predictors try to approximate the absolute performance of the architecture and suffer the ranking problem [37], i.e., the architectures with similar ground-truth performance have the incorrect predicted rankings due to the prediction bias. As a result, it misleads the search algorithm to select the low-ranking architectures and yields the deteriorate results.

The most recent contrastive method solves the ranking problem by comparing pairs of sampled architectures and calculating the probability that one architecture is better than the other [4]. Such an approach may suffer generalization issue because it only focuses on the rankings between two involved architectures and neglects the overall quality tiers¹ in the search space. Inspired by the architecture clustering phenomenon [38], we propose to learn and utilize these quality tiers: match each sampled architecture with the representation of different tiers, classify the architecture to the tier they belong and score it with the relative metric. Different from previous studies which locally learn the relative relationship between pair-wise architectures, we provide a new and global perspective to train the predictor by leveraging the architectures in various quality tiers. As a result, we are able to fully understand the quality distributions of the whole search space to improve the efficiency of the performance evaluation.

During the searching phase, most of the studies adopt

¹The definition of quality tier is that architectures are classified into multiple quality levels according to their ground-truth performance.
The overall contribution can be summarized as follows: additional searching cost and simplifies the NAS pipeline. In this way we relax the performance prediction into quality architectures in the search space and provide an accurate ranking and scores the candidates according to their ground-truth per-
cussion of various quality tiers from a global perspective. Consequently, the NAR is capable of ranking and selects which quality tier it belongs to. In this way we relax the performance prediction into quality classification problem. We also leverage the extracted feature to predict the relative scores of the sampled architectures. Consequently, the NAR is capable of ranking and scoring the candidates according to their ground-truth performance in the search space. Furthermore, the distributions of the different quality tiers are collected to guide the sampling procedure in the searching phase, which requires no additional training cost and complicates the NAS pipeline. Interestingly, we can benefit from collecting the distributions of top quality tiers and focus on the outperformed architectures by sampling with them in the search space. This makes our method free of training an RL controller or employing EA methods.

In this work, we propose a Neural Architecture Ranker (NAR) framework to learn the difference of various quality architectures in the search space and provide an accurate ranking for them. Firstly, the architectures in the training set are divided into five quality tiers and each is encoded to represent its structural and computational feature. Then, we match each sampled architecture with the embeddings of all tiers alternately to decide which quality tier it belongs to. In this way we relax the performance prediction into quality classification problem. We also leverage the extracted feature to predict the relative scores of the sampled architectures. Consequently, the NAR is capable of ranking and scoring the candidates according to their ground-truth performance in the search space. Furthermore, the distributions of the different quality tiers are collected to guide the sampling procedure in the searching phase, which requires no additional searching cost and simplifies the NAS pipeline. The overall contribution can be summarized as follows:

- Different from locally comparing pairs of architectures and calculating relative probability, we propose a Neural Architecture Ranker (NAR) that ranks and scores the architectures by matching them with the representation of various quality tiers from a global perspective.
- We propose to collect the distributions with different quality tiers to guide the sampling in the searching phase, which reduces cost in training an RL controller or employing EA method like before.
- We achieve state-of-the-art results on two widely accepted cell-based NAS datasets. On the NAS-Bench-101, our NAR with proposed sampling method finds the architecture with top 0.01% performance among the search space of 423k individual architectures. On the NAS-Bench-201, the proposed method finds the optimal architectures trained on CIFAR-10, CIFAR-100 and ImageNet-16-120.

2. Related Work

2.1. Neural architecture search

NAS offers to automate the design procedure of an efficient neural network given scenario constraints. It is often formulated as a constrained optimization problem:

$$\min_{\alpha \in \mathcal{A}} \mathcal{L} (W_\alpha^*, D_{val}),$$

s.t. $$W_\alpha^* = \arg \min_{W_\alpha} \mathcal{L} (W_\alpha; D_{trn}),$$

$$\text{cost} (\alpha) < \tau,$$

where $$W_\alpha$$ are the weights of the architecture $$\alpha$$, $$\mathcal{A}$$ denotes the search space, $$D_{trn}$$ and $$D_{val}$$ mean the training and validation set respectively, $$\mathcal{L} (\cdot)$$ is the loss function, and cost (\alpha) denotes the computational cost with respect to $$\alpha$$, e.g. FLOPs, #parameters or latency for different devices. Pioneering work applies RL [16,26,32,44] and EA [20,27,28] to select $$\alpha$$ to evolve into the training and validation procedure which endures prohibitive cost.

In order to save the evaluation cost and simplify the optimization difficulties, two-stage NAS decouples the training and searching into two separate steps [6,13]. The first step
is to jointly optimize all the candidates in one supernet:
\[
\min_W \mathbb{E}_{\alpha \in A} [L(W_\alpha; D_{trn})].
\]
(2)

Then, RL or EA methods are utilized to select the subnet with best performance from the supernet given the constraints during the second searching phase:
\[
\{\alpha^*_i\} = \arg \min_{\alpha_i \in A} L(W_{\alpha^*_i}; D_{val})
\]
\[\text{s.t. } \text{cost}(\alpha_i) < \tau_i, \forall i,\]
(3)

where \(W^*\) denotes the sharing weights inheriting from the trained supernet in Eq. (1).

Quite a lot of attention has been paid to improve the training quality and efficiency of the supernet in Eq. (1), e.g., progressive shrinking [1], sandwich rule [39], attentive sampling [34] and ranking regulation [40]. During the searching phase, all of existing methods either train an RL controller, or employ the EA to select the candidates with top quality. In this paper, we try to avoid the cost of searching phase by collecting the distribution of outperformed architectures in the process of training the predictor and sampling according to them directly in the searching phase.

### 2.2. Predictor and the Ranking problem

To further boost the training and searching efficiency, the performance predictor is widely accepted both in one-stage and two-stage NAS [19]. FBNetv3 [7] applies a multilayer perceptron to predict the accuracy and corresponding training recipe simultaneously. When training the supernet, predictor is utilized to facilitate the Pareto-aware sampling of the architectures in the process of training the predictor and sampling according to the predicted Pareto frontier. Previous studies adopt the absolute performance, e.g, FLOPs, #parameters and node operations. However, the poor ranking correlation between ground-truth performance and evaluated metric of the architectures could deteriorate the searching results [40], since the incorrect predicted rankings caused by the prediction bias will mislead the search algorithm to select the low-ranking architectures. In this case, the predictor based NAS algorithms focus on learning the relative ranking of the neural architectures instead of the absolute ones and can achieve the state-of-the-art results. ReNAS [4] learns the correct rankings between pairs of architectures by leveraging a ranking loss to punish the disordering predicted metric. CTNAS [37] directly compares two architectures and predicts the probability of one being better than the other. Both of the predictors limit to local pair-wise comparison, losing the overall picture of the entire search space. Besides, these comparators which learn a mapping relationship between pair-wise architectures and relative metric, heavily rely on the training data and may not generalize well to unseen architectures.

### 3. Proposed Method

We propose Neural Architecture Ranker (NAR) to exploit the search space. We first relax the accuracy prediction into a quality classification problem. During the classification, the distributions of the representative parameters of the architectures, e.g., FLOPs, #parameters and node operations, are then collected separately with respect to their quality. Finally, we utilize the distributions of the top tier to guide the sampling procedure, which is free of training an RL controller or employing EA in the searching phase.

### 3.1. Neural Architecture Ranker

In model design, we utilize the original Transformer [33] to implement the main procedures of matching and classifying. Previous work only compares pair-wise architectures and learns a mapping relationship between the extracted features and metric, while we believe the more variety of architectures from the search space the predictor can handle, the more precise and confident the predictor examines.
the quality of the architecture. In this way, we first determine five different quality tiers $T = \{T_1, T_2, T_3, T_4, T_5\}$, according to the ground-truth performance of architectures. For specific architecture $\alpha$, $\alpha \in T_1$ denotes that the architecture score is among the top 20% rank. Then, we match each sampled architecture with the embedding which represents the population of the networks in each tier, and classify it into the corresponding tier. Algorithm 1 provides the overall meta-algorithm of our Neural Architecture Ranker (NAR). The training pipeline of the NAR is shown in Fig. 1.

**Architecture encoding.** Similar to ReNAS, we encode each architecture of NAS-Bench-101 and NAS-Bench-201 datasets into feature tensor $X \in \mathbb{R}^{N \times P \times P}$, where $N$ denotes the number of the samples and $(P, P)$ is the patch resolution. We put the implementation of encoding in Appendix A. We will release the detailed cell information datasets based on above datasets, including node FLOPs and #parameters in each cell, as well as the feature tensor encoding codes to boost the NAS research one step further.

Once obtain the feature tensor, the $X$ is reshaped into a sequence of flattened patches $x_p \in \mathbb{R}^{N \times P^2}$. The $x_p$ are then mapped to constant dimensions $D$ by a trainable linear projection which is similar to the ViT [10]. We split the tensor into patches in a channel-wise way while ViT is along projection which is similar to the ViT [10]. We split the ten-

dence of architecture to guide the selecting procedure in the searching phase. The supervised architecture feature extraction which helps keep the architecture macro skeleton information, are added to obtain the input embeddings $x_0$ as

$$x_0 = x_pE + E_{pos}, \quad (4)$$

where $E \in \mathbb{R}^{P^2 \times D}$ denotes the weights of the linear projection, $E_{pos} \in \mathbb{R}^{N \times D}$ adopts the original sine and cosine functions for the Transformer.

**Supervised architecture feature extraction.** We utilize the sampled architecture features for three purposes: 1) compare with the five different tier embeddings and decide which tier it belongs; 2) update the tier embeddings with the classified architecture; 3) predict the relative metric of architecture to guide the selecting procedure in the searching phase. The supervised architecture feature extracting is introduced due to its crucial role in the NAR.

We adopt the encoder to utilize self-attention for extracting needed feature. The encoder stacks $L = 6$ identical layers and each layer consists of a Multiheaded Self-Attention (MSA) block and a fully connected Feed-Forward Network (FFN) block. LayerNorm (LN) is applied to each input of the block, and the block outputs are added with the value passed by the residual connection. We obtain the extracted architecture feature $x_{\alpha} \in \mathbb{R}^{N \times D}$ by applying LN to the output feature of the last encoder layer (Eq. (7)).

$$x_i' = \text{MSA}(\text{LN}(x_{i-1}')) + x_{i-1}', \quad l = 1, \cdots, L, \quad (5)$$

$$x_i = \text{FFN}(\text{LN}(x_i')) + x_i', \quad l = 1, \cdots, L, \quad (6)$$

$$x_{\alpha} = \text{LN}(x_L). \quad (7)$$

Inspired by the work [4, 40], we employ two layers of linear projection with ReLU activation in-between on the feature $x_{\alpha}$ to predict the relative metric $\hat{y}_{\alpha}$ of the architecture as follows (neglect the bias),

$$\hat{y}_{\alpha} = \max(0, x_{\alpha}W_r^1)W_r^2 \quad (8)$$

and adopt the ranking based loss [37] for supervised training

$$\mathcal{L}_1 = \sum_{m=1}^{k-1} \sum_{n=m+1}^{k} \psi((\hat{y}_{\alpha_m} - \hat{y}_{\alpha_n}) \text{sign}(y_{\alpha_m} - y_{\alpha_n})), \quad (9)$$

where $y_{\alpha_m}$ is the ground-truth accuracy of architecture $\alpha_m$, $k$ is the batch size, and $\psi(\epsilon) = \log(1 + e^{-\epsilon})$ denotes the logistic loss function. With the supervised feature extraction, we expect that $y_{\alpha}$ is able to prominently distinguish one architecture from others and obtain the correct rankings. This is critical for selecting the best network inside the top tier when sampling described later in Sec. 3.3.

**Matching-based tier classification.** The decoder is utilized to extract tier embeddings which will be matched in turn with the sampled architecture feature and predict the probabilities of which quality tier it belongs to. The decoder stacks the same number of layers and each layer is inserted by one additional MSA block in addition to the two sub-layers of the encoder.

We initialize five tier embeddings, $\{e_1, e_2, e_3, e_4, e_5\}$, where $e_i \in \mathbb{R}^{N \times D}$. Each tier embedding $e_i$ represents the architecture information of the corresponding quality tier $T_i$ and is added with the position embeddings, yielding the input $z_i^0$. The first MSA block of the decoder layer acts on $z_i^0$ and outputs $q_i^l$ as the Query like the way in Eq. (5). We calculate the cross-attention function by matching the sampled architecture feature $x_{\alpha}$ with $q_i^l$ in the second MSA block as

$$z_i^l = \text{MSA}(\text{LN}(q_i^{l-1}), x_{\alpha}) + q_i^{l-1}, \quad l = 1, \cdots, L. \quad (10)$$

Then $z_i^L$ goes through the FFN sub-layer of the decoder as Eq. (6) and in the last stack it yields the output $z_i = \text{LN}(z_i^L)$. Notice that we apply above procedure five times to match the architecture with five different tier embeddings. All five outputs are summed up and we apply two layers of learnable linear transformation with ReLU in-between, as well as the softmax function to predict the probabilities of which tier the architecture belongs to:

$$p_{\alpha} = \text{softmax} (\max(0, zW_p^1)W_p^2), \quad (11)$$

where $z = \sum_{i=1}^{5} z_i$ and $p_{\alpha} \in \mathbb{R}^5$. We employ cross-entropy loss, denoted as $\mathcal{L}_2$, to jointly train the encoder (Eq. (9)) and decoder of the NAR,

$$\mathcal{L} = \mathcal{L}_2 + \lambda \mathcal{L}_1, \quad (12)$$
Algorithm 2 Distribution selection.

Input: Tier distributions \( \{\hat{\pi}_{T_1}, \cdots, \hat{\pi}_{T_5}\} \); batch size \( k \) and factor \( \theta \); Kullback-Leibler divergence threshold \( \zeta \); tier index \( \beta (\beta > 1)\).

1: for \( i \leftarrow \beta : 5 \) do
2: Compute \( d = KL(\hat{\pi}_{T_i} \parallel \hat{\pi}_{T_1}) \).
3: if \#(samples) in \( \hat{\pi}_{T_i} < \theta \cdot k \) or \( d < \zeta \) then
4: Drop \( \hat{\pi}_{T_i} \) possibilities but keep its interval \( r_{T_i} \).
5: end if
6: end for
7: return \( \hat{\pi}_{T_1} \).

where \( \lambda \) controls the importance between two different loss functions. In this way, the NAR manages to extract the feature of the sampled architecture, matching it with the embeddings of all five tiers and deciding its class.

3.2. Tier representation and statistics

Once training one batch of \( k \) sampled architectures is completed, their extracted features \( \{x_{v_1}, x_{v_2}, \cdots, x_{v_k}\} \) obtained by Eq. (7) are updated to corresponding tier embedding \( e_i \) according to their ground-truth tier labels (GT) by calculating the mean value of the features at the end of the iteration \( t \):

\[
e^t_i = \frac{\sum_{i=1}^{t-1} c^t_i + \sum x_{\alpha_i}}{\sum_{i=1}^{t} c^t_i}, \quad (13)
\]

where \( x_{\alpha_i} \in \{x_\alpha \mid GT(\alpha) = T_i\} \) and \( c_i^t \) denote the counts of the architecture features belonging to \( T_i \) at iteration \( it \). This is similar to the case when we introduce a memory mechanism to store the features of sampled architectures and leverage them to match with the new ones. Notice that we update according to tier predictions during searching phase since no labels are available during evaluating.

The distributions about FLOPs, \#parameters and node operations are also collected to guide the sampling procedure at the same time. For every batch, we discretize the interval of the FLOPs and \#parameters into \( q \) constraints equally where size is calculated as

\[
\delta' = \frac{\tau_{\max} - \tau_{\min}}{q},
\]

where \( \tau_{\max} \) and \( \tau_{\min} \) are the maximum and minimum of the FLOPs or \#parameters, respectively, in one batch. We round up the step \( \delta = \lceil \delta' \rceil \) and then empirically approximate the distributions \( \pi(\tau) \) as follows,

\[
\hat{\pi}(\tau_i) = \frac{\#(\tau_i = \tau_{\min} + k \cdot \delta)}{k}, \quad \kappa = 1, \cdots, q \quad (15)
\]

where \( \tau_{\kappa} \) denotes the \( \kappa \)-th constraints on the interval, \( \#(\tau_{\kappa}) \) denotes the number of the architecture located in constraint range \( (\tau_{\kappa-1}, \tau_{\kappa}] \) for FLOPs or \#parameters. As for every type of node operation, we just collect its total counts in each tier without discretization. Different from the offline way in AttentiveNAS [34], we train the NAR and simultaneously count the distributions for different quality tiers, \( \{\hat{\pi}_{T_1}(\tau_i) \mid i = 1, \cdots, 5; \kappa = 1, \cdots, q\} \). In this way, we have a thorough understanding about the hierarchical distribution of the search space for guiding the sampling process.

3.3. Searching with tier statistics

We utilize the trained NAR and the collected distributions to guide the searching phase. Distributions of FLOPs, \#parameters and node operations are carefully selected first. Because, for some cases, one distribution depicting the top tier may be similar to those of low ranking tiers. Therefore, we apply Kullback-Leibler divergence to measure the difference between top and last ranking distributions as shown in Algorithm 2. Specifically, once the divergence is less than the specified threshold, we discard the possibilities of distribution but sample architectures randomly on the interval. Noted that, this is not equivalent to discarding the entire distribution since we still sample on the interval where good candidates may locate in. Besides, we sample randomly on the interval in the same way when the population of the top tier is less than specific proportion of the sample size.
Table 1. Search results on the NAS-Bench-101 search space. “Average Accuracy” denotes the average of the classification accuracy (%) of the best architecture searched in each run on CIFAR-10 dataset. “Best Accuracy” and “Best Rank” denote the classification accuracy (%) and thousandth rank of the best architecture searched in all runs. “†” denotes our implementation. All experiments are run 10 times.

| Methods      | Average Accuracy (%) | Best Accuracy (%) | Best Rank (%) | Cost (seconds) |
|--------------|----------------------|------------------|---------------|---------------|
| DARTS [21]   | 92.21±0.61           | 93.02            | 13.47         | -             |
| ENAS [26]    | 91.83±0.42           | 92.54            | 22.88         | -             |
| FairNAS [6]  | 91.10±1.84           | 93.55            | 0.77          | -             |
| SPOS [13]    | 89.85±3.80           | 93.84            | 0.07          | -             |
| FBNet [36]   | 92.29±1.25           | 93.98            | 0.05          | -             |
| CTNAS† [4]   | 93.91±0.13           | 94.14            | 0.02          | 188.37, 750.97|
| ReNAS† [37]  | 93.96±0.08           | 94.02            | 0.09          | 73.68         |

NAR (random) | 94.04±0.07           | 94.11            | 0.03          | 255,86, 53.51 |
NAR (statistics) | 94.05±0.09           | 94.19            | 0.01          | 292,61, 189.94|

For every iteration, we sample k subnets from the search space. Specifically we sample FLOPs and #parameters as constrains with the selected distributions yielded in Algorithm 2 and reuse the constrains for every m (m < k) subnets. The implementation of the architectures sampling for NAS-Bench-101 and NAS-Bench-201 are detailed in Appendix B. After sampling the architecture, we build the subnet and reject those exceeding the constrains. In addition, we randomly sample certain proportion of subnets from the entire search space to increase the diversity.

Giving a batch of k samples, we leverage the trained NAR to rank and score the architectures, i.e., select top 5 architectures according to the predicted score in the classified tier $T_1$ as candidates at each iteration. Then, We train these candidates and obtain their evaluated accuracy. Thus, our sampling method fully exploits the knowledge of the training set to approximate the search space and achieves a top quality aware sampling procedure. The sampling procedure in the searching phase is shown in Fig. 2.

### 4. Experiments

In this section, we have verify the effectiveness of the proposed NAR and sampling method on two widely accepted NAS search space, namely NAS-Bench-101 [38] and NAS-Bench-201 [9]. All our experiments are implemented on a single NVIDIA TITAN RTX GPU. The learning rate schedule and positional embeddings closely follow the settings from the Transformer [33]. We adopt AdamW [23] as the optimizer in our experiments. The NAR codes and the detailed cell information datasets will be released at https://github.com/AlbertiPot/nar.git.

#### 4.1. Architecture search results on NAS-Bench-101

We verify the effectiveness of the proposed NAR method on the NAS-Bench-101 dataset, which is a cell-based dataset containing over 423k unique convolutional architectures. All of the architectures are trained on the CIFAR-10 for 3 times to obtain the validation and test accuracy. We randomly sample 1% (4236) of the architectures and their averaged accuracy as our training set and another 1024 architectures as the validation set. Two types of sampling methods are tested: 1) random: randomly sample one batch of architectures from the entire search space in every iteration; 2) statistics: randomly sample a certain proportion of architectures and the rest of the batch is sampled with the collected distributions of FLOPs and #parameters. The detailed training settings are listed in Appendix C.

The proposed method is compared with the state-of-the-art NAS method and main results are shown in Tab. 1. All of the experiments are repeated 10 times with different random seeds. For fair comparison, we re-implement the recent state-of-the-art work [4, 37] with the same random seeds and the training set size. As shown in Tab. 1, the proposed NAR combined with random or statistics sampling method achieves new state-of-the-art performance. With statistics sampling, the proposed NAR framework outperforms other competitors on the average accuracy with relative low variance. Even more, it finds the individual architecture with top 0.01% performance among the search space. The fact of achieving the superior performance is attributed to three reasons: 1) the NAR is capable of well classifying the architectures of all tiers from the search space; 2) the combination of the use of the collected distributions and the random sampling method; 3) the adopted ranking based loss is helpful to score the top architectures correctly. With random sampling, the proposed NAR performs slightly worse than statistics but still works better and more stable than the competitors. This demonstrates the superiority of the NAR for distinguishing top architectures given a random candidates. Without the collected distributions, it finds the individual architecture with top 0.03% performance among the
search space, which is still competitive to others.

As for search cost, the proposed sampling methods cost lower compared to the CTNAS in which a LSTM is trained to generate architectures during searching. When sampling with random, it achieves the lowest cost since it does not require rejection sampling. Different from encoding the architectures beforehand in ReNAS, our pipeline encodes architectures and trains the NAR simultaneously which costs more but is closer to the real application. ReNAS achieves the lowest training cost because it adopts LeNet-5 as the predictor while we utilize the advanced Transformer.

### 4.2. Architecture search results on NAS-Bench-201

NAS-Bench-201 is also a cell-based dataset with 15625 unique convolutional architectures and corresponding training, validation and test accuracy trained on CIFAR-10, CIFAR-100 and ImageNet-16-120 datasets. We randomly sample 1000 architectures with their validation accuracy from the entire search space as our training set, and another 256 architectures as the validation set. The training and searching are the same with NAS-Bench-101 except for we sample randomly on the interval of the collected distribution since the search space is small. We compare the performance of the NAR with other NAS methods in Tab. 2. The proposed NAR achieves new state-of-the-art average validation and test accuracy on all of three datasets with relative low variance. It demonstrates that our NAR is capable of finding the top quality architectures more stably compared to the competitors. Besides, adequate training samples which can offer useful distribution under acceptable evaluation cost are key to the good performance. Furthermore, the proposed method finds the optimal architecture which holds highest test classification accuracy among 3 datasets, proving the superiority and generality of the proposed NAR framework. The total cost consists of training at 126 seconds and searching cost at 51 seconds, which are both acceptable and competitive.

### 5. Ablation Study

#### 5.1. Effect of random samples

In order to investigate the effect of the proportion of the randomly sampled architectures, we conduct more experiments on the NAS-Bench-101 search space. As shown in Tab. 3, when sampling entirely with the distribution collected during training (p = 0), the NAR framework finds the superior individual architecture but with a relative lower and more unstable average accuracy. However, with a certain proportion of randomly sampled architectures p ∈ 0.3, 0.5, 0.7 added in or even all (p = 1), the proposed
Figure 3. Rank correlation between the predicted ranking and the actual ranking of the proposed NAR. 1024 architectures are randomly sampled from the NAS-Bench-101 dataset. Architectures are marked with their ground-truth tier. Kendall’s $\tau = 0.7974$ is obtained in one trial of ten experiments.

Table 4. Comparisons of the proposed NAR trained with and without ranking based loss. All experiments are run 10 times on the NAS-Bench-101 dataset.

| Method          | Average Acc. (%) | Queries | Kendall’s $\tau$ |
|-----------------|------------------|---------|------------------|
| Ranking loss    |                  |         |                  |
| X               | 93.99±0.09       | 50      | -                |
| ✓               | 94.05±0.09       | 250     | 0.7971           |

Table 5. Comparisons of different number of the selected architectures during search phase. “top-$k$” denotes the $k$ architectures with the highest prediction scores. “Queries” denotes the total number of queries to the ground-truth test accuracy for 50 iterations. All experiments are run 10 times on the NAS-Bench-101 dataset.

| top-$k$ | Average Acc. (%) | Queries | Ranking loss |
|---------|------------------|---------|--------------|
| 1       | 94.02±0.11       | 50      | ✓            |
| 3       | 94.05±0.09       | 150     |              |
| 5       | 94.05±0.09       | 250     | ✓            |
| 7       | 94.05±0.08       | 350     |              |
| 10      | 94.05±0.08       | 500     |              |

| top-$k$ | Average Acc. (%) | Queries | Ranking loss |
|---------|------------------|---------|--------------|
| 1       | 93.82±0.08       | 50      | ✓            |
| 5       | 93.99±0.09       | 250     |              |

Method reaches a high mean accuracy. This may attribute to two points: 1) the distribution is collected in each batch during the training, and distributions from all batches will be used by turns across all sampling iterations, so the samples of each distribution might not be adequate; 2) The NAR is trained with different tiers of architectures while it can not compare and distinguish architectures from the same tier, so we propose to add certain proportion of randomly sampled architectures to the batch to improve the data diversity.

One more thing, the accuracy of the best found architectures are higher when sample with low random proportion. This demonstrates that the collected distributions does help to sample good candidates in large search space.

### 5.2. Effect of the ranking based loss

To verify the effectiveness of the ranking based loss, we compare the results of our NAR ($p = 0.5$) trained with and without the ranking loss. For the latter, the architectures with top 5 predicted classification probabilities $p_o$ from tier $T_1$ are selected as candidates. As shown in Tab. 4, the NAR trained only with cross-entropy loss achieves competitive results compared to previous methods in Tab. 1 and with the help of the ranking loss, the NAR achieves slightly better. This demonstrates the NAR is capable of distinguishing individual architectures of good quality and we strength it by further improving the ranking ability. The average ranking correlation (Kendall’s $\tau$) between the predicted and actual accuracy is 0.7971 on the validation set. We further visualize the ranking and tier classification results in Fig. 3.

### 5.3. Evaluate cost in sampling procedure

During the search phase, we sample for 50 iterations and select the top 5 architectures to query their test accuracies in every iteration, which are total 250 architectures to evaluate. In other words, the less architectures selected, the more evaluate cost we save. This requires the NAR holds high ranking and classification ability to ensure that we can find the outperforming candidates under limit selection trials. We compare the results of different number of the selected architectures in Tab. 5. It shows that the NAR can still achieve higher performance even with only one architecture selected, which dramatically reduces the search cost. We further investigate the results of the NAR trained without ranking loss, the average accuracy degrades more when one architecture selected. This demonstrates the ranking based loss is essential to improve the ranking ability.

### 6. Conclusion

In this work, we propose the Neural Architecture Ranker to rank and score the architectures for improving the searching efficiency of NAS. The NAR framework classifies the architectures into five different quality tiers and scores them with the relative metric. The tier distributions are collected to guide the sampling during the searching phase which is free of excessive searching cost. Our methods outperforms previous NAS competitors on both the NAS-Bench-101 and NAS-Bench-201 datasets, stably finding the superior architectures from the search space with competitive cost. We will release two detailed cell information datasets to boost in-depth research into the micro structure in NAS field.
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A. Architecture representation

For NAS-Bench-101, each cell of the network contains at most 7 nodes, and there are total 9 cells. Nodes in each cell are denoted as operations and edges as connections. Following ReNAS [37], cell connection is modeled by an adjacent matrix $A \in \{0, 1\}^{7 \times 7}$. When nodes are less than 7, we pad the missing rows and columns with 0. An operation type vector $o \in \{1, \ldots, 5\}^5$ is built to represent IN node, $1 \times 1$ convolution, $3 \times 3$ convolution, $3 \times 3$ max-pooling and OUT node, respectively. Besides, in order to represent the computational ability of the cell, the FLOPs and #parameters of each node are calculated, and formed into FLOP vector $f \in \mathbb{R}^7$ and #parameters vector $p \in \mathbb{R}^7$ for all nodes in each cell, where the missing nodes are padded with 0 when nodes of the cell are less than 7. Vectors $o$ is first broadcast into matrices, and then element-wisely multiplied with the adjacent matrix $A$ to form the operation matrix $O$. Vectors $f$ and $p$ of each cell are transformed into the FLOPs matrix $F$ and #parameters matrix $P$ in the same way. Finally, operation matrix $O$ and matrices of all cells are concatenated into one feature tensor $X$, whose size is $(19, 7, 7)$.

For NAS-Bench-201, each node represents the sum of the feature maps and each edge as an operation. Every architecture has fixed 4 nodes and we build an adjacent matrix $A \in \{0, 1\}^{4 \times 4}$ without padding. The operation vector $o \in \{0, \ldots, 4\}^5$ represents zoroize, skip connect, $1 \times 1$ convolution, $3 \times 3$ convolution and $3 \times 3$ avg-pooling. The FLOPs vector $f \in \mathbb{R}^4$ and the #parameters vector $p \in \mathbb{R}^4$ are obtained identically and broadcast into matrices. We concatenate those matrices according to the order of the cells and obtain the final feature tensor $\mathcal{X}$ with size $(31, 4, 4)$. Every two matrices, from the second matrix to the last, correspond to the FLOPs and #parameters of nodes for each cell, except for the first matrix representing the operations.

B. Sampling details

The sample size is the same as the training batch size. As discussed in Sec. 5.1, we set $p = 0.5$ to balance between the stable average accuracy and the superior individual selection ability. The constraints are reused for every 25 sampling trails and we sample total 50 iterations. For variables in Algorithm 2, thresholds $\zeta$ of Kullback-Leibler divergence for FLOPs and #parameters are both 2.5, the batch factor $\theta = 0.1$ and tier index $\beta = 4$.

For total 7 nodes of the cell in NAS-Bench-101, traversing from the second node (the first node is IN node) to the last OUT node, we first randomly sample from previous nodes of one specific node to build the connection, then sample the operation type of the node according to the distribution collected during training. For the remaining 3 edges (maximum 9 edges in each cell), two nodes are randomly sampled to build the connection and we repeat the procedure for 3 times. For NAS-Bench-201, since each cell has 4 nodes with fixed connection (each node connects to all of its previous nodes), we only sample the operation type for the edges of all nodes.

C. Training settings

For NAS-Bench-101, the AdamW optimizer is set with $\beta_1 = 0.9$, $\beta_2 = 0.982$, weight decay term is $5 \times 10^{-4}$ and $\epsilon = 10^{-9}$. The batch size is set to 256 and the NAR is trained for 35 epochs with 50 iterations as warm-up. For NAS-Bench-201, the AdamW optimizer is set with $\beta_1 = 0.9$, $\beta_2 = 0.99$, weight decay term is $1 \times 10^{-2}$ and $\epsilon = 10^{-9}$. The batch size is set to 128 and the NAR is trained for 55 epochs with 30 iterations as warm-up.

D. The number of training samples

The training samples are not only used to train the NAR, but also utilized to collect the distributions of all tiers. We further investigate the effect of the number of the training samples, i.e., train and collect on $\{1024, 2048, 4236, 8192, 16384\}$ architectures randomly sampled from the NAS-Bench-101 dataset. Since the training size could affect the selection of the Kullback-Leibler divergence thresholds when sampling, we perform two kinds of random sampling during the searching phase: 1) randomly sample from the entire search space, denoted as random; 2) randomly sample a batch of architectures on the interval of the collected distribution in every iteration, denoted as interval. As shown in Fig. 4, when the samples size is 1024, the accuracy deteriorates significantly. Moreover, random sampling performs better and more stably over sampling on the interval. This requires that we add certain proportion of randomly sampled architectures as discussed in Sec. 5.1.