MONOTONE SETS AND LOCAL MINIMIZERS FOR THE PERIMETER IN CARNOT GROUPS

SÉVERINE RIGOT

ABSTRACT. Monotone sets have been introduced about ten years ago by Cheeger and Kleiner who reduced the proof of the non biLipschitz embeddability of the Heisenberg group into $L^1$ to the classification of its monotone subsets. Later on, monotone sets played an important role in several works related to geometric measure theory issues in the Heisenberg setting. In this paper, we work in an arbitrary Carnot group and show that its monotone subsets are sets with locally finite perimeter that are local minimizers for the perimeter. Under an additional condition on the ambient Carnot group, we prove that their measure-theoretic interior and support are precisely monotone. We also prove topological and measure-theoretic properties of local minimizers for the perimeter whose interest is independent from the study of monotone sets. As a combination of our results, we get in particular a sufficient condition under which any monotone set admits measure-theoretic representatives that are precisely monotone.

1. INTRODUCTION

Monotone sets have been introduced by Cheeger and Kleiner in [7] where the proof of the non biLipschitz embeddability of the Heisenberg group into $L^1$ is reduced to the classification of its monotone subsets, see also [8]. Later on, this classification played an important role in several works related to the study of locally finite perimeter sets and to geometric measure theory issues in the Heisenberg setting [24, 10, 25, 29].

In this paper we will work in an arbitrary Carnot group. Our results concern both monotone sets and local minimizers for the perimeter. We will first prove that monotone sets are sets with locally finite perimeter that are local minimizers for the perimeter, Theorems 1.1 and 1.2. Next, we prove topological and measure-theoretic properties of local minimizers for the perimeter, Theorem 1.3 whose interest is independent from the study of monotone sets. We will finally go back to monotone sets. We prove that under an additional assumption on the ambient Carnot group both the measure-theoretic interior and support of a monotone set are precisely monotone, see (H) and Theorem 1.5. As a consequence of our results, we get in particular that under condition (H) any monotone set admits precisely monotone measure-theoretic representatives, Corollary 1.6 which was the initial motivation for the present paper. We will come back to this initial motivation later on in this introduction.

To describe our results, let us consider a Carnot group $G$. We denote by $\oplus_{i=1}^s g_i$ a stratification of its Lie algebra of left-invariant vector fields, see Section 2 for precise definitions, and by $\mu$ a Haar measure on $G$. A line in $G$ is the unparameterized oriented image of an integral curve of a left-invariant vector field in $g_1 \setminus \{0\}$. According to [7, Definition 3.7] a subset $E$ of $G$ is monotone if it is $\mu$-measurable and for a.e. line $L$ the restriction of its characteristic function to $L$ agrees a.e. with a monotone function, equivalently, $L \cap E$ coincides up to a null subset of $L$ with a connected subset of $L$ that has connected complement in $L$, see Section 2.1.
We will first prove that monotone sets have locally finite perimeter, meaning that for any \( X \in \mathcal{g}_1 \) the distributional derivate of their characteristic function along \( X \) is a Radon measure.

**Theorem 1.1.** Monotone subsets of \( G \) have locally finite perimeter.

We stress that monotonicity combined with properties of sets with locally finite perimeter have already been used in the literature. However, monotone sets that were considered were known, for some other reason than monotonicity, or assumed, to have locally finite perimeter. The fact that monotonicity on its own implies locally finite perimeter was not explicitly known before, at least to our knowledge, and will be obtained as a rather direct consequence of the definitions.

We will next prove that monotone sets are local minimizers for the perimeter. We refer to Section 2 for precise definitions, see in particular Definition 2.1.

**Theorem 1.2.** Given any scalar product \( \langle \cdot, \cdot \rangle \) on \( \mathcal{g}_1 \) with associated collection \( \mathbf{X} \) of orthonormal bases of \( (\mathcal{g}_1, \langle \cdot, \cdot \rangle) \), monotone subsets of \( G \) are local minimizers for the \( \mathbf{X} \)-perimeter.

Theorem 1.2 will be obtained as a consequence of the kinematic formula [21] Proposition 3.13 which relates the \( \mathbf{X} \)-perimeter to 1-dimensional perimeter on lines. It should be compared with [29] Proposition 3.9 where local minimality of locally finite perimeter monotone subsets of the Heisenberg group is shown inside open convex sets. Note that \( G \) is here an arbitrary Carnot group and local minimality will be proved in any open set. Recall also, as already mentioned, that thanks to Theorem 1.1 we can drop the assumption about local finiteness of the perimeter which appears in [29] Proposition 3.9.

We will then turn to the study of local minimizers for the \( \mathbf{X} \)-perimeter. Such local minimality conditions have already been widely studied, especially in connection with the Bernstein problem, see for instance [4][13][26][28]. We prove topological and measure-theoretic properties that nevertheless do not seem to be available in the literature and have their own interest. They will be obtained by rather standard arguments. Theorem 1.3 should in particular be compared with [17] Section 5 where global minimizers for the perimeter under a volume constraint are considered.

Given a subset \( E \) of \( G \) we denote by \( \text{Int}(E), \overline{E}, \) and \( \partial E \) its topological interior, closure, and boundary. Given a Borel measure \( \nu \) on \( G \) we denote by \( \text{spt} \nu \) its support. Given a \( \mu \)-measurable subset \( E \) of \( G \) we denote by \( \text{spt}_\mu(E) \) its measure-theoretic support, i.e., the support of the restriction of \( \mu \) to \( E \). We denote by \( \text{Int}_\mu(E) = G \setminus \text{spt}_\mu(E^c) \) its measure-theoretic interior and by \( \partial_\mu E = \text{spt}_\mu(E) \cap \text{spt}_\mu(E^c) \) its measure-theoretic boundary. Here \( E^c = G \setminus E \) denotes the complement of \( E \). We denote by \( E_1 \) and \( E_0 \) the set of \( \mu \)-density 1, respectively \( \mu \)-density 0, points for \( E \) with respect to some, equivalently any, left-invariant homogeneous distance on \( G \), see Section 2.2 and by \( \partial^* E = G \setminus (E_0 \cup E_1) \) the essential boundary of \( E \). Given a distance \( d \) on \( G \), we denote by \( B_d(x, r) = \{ y \in G : d(x, y) < r \} \) the open ball with center \( x \in G \) and radius \( r > 0 \) with respect to the distance \( d \).

**Theorem 1.3.** Given any scalar product \( \langle \cdot, \cdot \rangle \) on \( \mathcal{g}_1 \) with associated collection \( \mathbf{X} \) of orthonormal bases of \( (\mathcal{g}_1, \langle \cdot, \cdot \rangle) \) and given any left-invariant homogeneous distance \( d \) on \( G \), there is \( \epsilon > 0 \) such that for any local minimizer \( E \) for the \( \mathbf{X} \)-perimeter,

\[
\partial_\mu E \left\{ x \in G : \min \left\{ \frac{\mu(E \cap B_d(x, r))}{\mu(B_d(x, r))}, \frac{\mu(E^c \cap B_d(x, r))}{\mu(B_d(x, r))} \right\} > \epsilon \right \} \forall r > 0
\]
and consequently,

\[(1.2) \quad \text{Int}_\mu(E) = E_1 \text{ and } \text{spt}_\mu(E) = G \setminus E_0,\]

\[(1.3) \quad \text{spt Per}_X(E, \cdot) = \partial E = \partial^* E = \partial \text{Int}_\mu(E) = \partial \text{spt}_\mu(E),\]

\[(1.4) \quad \text{Int}_\mu(E) = \text{spt}_\mu(E) \text{ and } \text{Int}(\text{spt}_\mu(E)) = \text{Int}_\mu(E).\]

We refer to Section 3 for more comments that put the conclusions of Theorem 1.3 into perspective, see also Remark 3.6. Note that, as an immediate consequence of (1.2) and (1.3), we get the following corollary.

**Corollary 1.4.** Given any scalar product \(\langle \cdot, \cdot \rangle\) on \(g_1\) with associated collection \(X\) of orthonormal bases of \((g_1, \langle \cdot, \cdot \rangle)\) and given any local minimizer \(E\) for the \(X\)-perimeter, both \(\text{Int}_\mu(E)\) and \(\text{spt}_\mu(E)\) are measure-theoretic representatives of \(E\), and given any left-invariant homogeneous distance \(d\) on \(G\), the restriction of \(\mathcal{H}_d^{Q-1}\) to \(\partial E\) is a locally finite measure.

Here, given \(E, F \subset G\), we say that \(F\) is a measure-theoretic representative of \(E\) if \(F\) is equivalent to \(E\), i.e., \(\mu(E \Delta F) = 0\) where \(E \Delta F = (E \setminus F) \cup (F \setminus E)\) denotes the symmetric difference between \(E\) and \(F\). We denote by \(Q = 1 + \sum_{i=1}^{s} i \dim g_i\) the homogeneous dimension of \(G\) and by \(\mathcal{H}_d^{Q-1}\) the \((Q - 1)\)-dimensional Hausdorff measure with respect to the distance \(d\).

We will finally go back to monotone sets and investigate precise monotonicity of their measure-theoretic interior and support. We say that a subset \(E\) of \(G\) is precisely monotone if for every line \(L\) both \(E \cap L\) and \(L \setminus E\) are connected. As already mentioned, our initial motivation for the present work was the question to know whether monotone sets admit measure-theoretic representatives that are precisely monotone. This is in turn motivated by attempts to classify monotone sets, see [23] and Remark 4.2 for more comments about classification issues. On the other hand, given a \(\mu\)-measurable set \(E\), the sets \(E_1\) and \(G \setminus E_0\) are natural, and well known, measure-theoretic representatives of \(E\). When \(G\) is abelian, i.e. \(s = 1\), then \(E_1\) and \(G \setminus E_0\) can be proved to be precisely monotone when \(E\) is monotone [24, Lemma 64]. However, any reasonable attempt to extend in a direct way this property in non abelian Carnot groups should involve both left- and right-translations and seems to be hardly reachable because right-translations are not Lipschitz with respect to left-invariant homogeneous distances, and vice-versa. On the other hand, considering the measure-theoretic interior and support turns out to be more natural when dealing with monotonicity, see [7, Section 5] and Theorem 1.5. However, neither \(\text{Int}_\mu(E)\) nor \(\text{spt}_\mu(E)\) are measure-theoretic representatives of \(E\) in general. Therefore, using Theorem 1.2 about local minimality of monotone sets and Corollary 1.4 about local minimizers for the perimeter gives a way to overcome this issue.

Going back to precise monotonicity, we give in the next theorem a sufficient condition on the ambient Carnot group under which for any monotone subset \(E\) both \(\text{Int}_\mu(E)\) and \(\text{spt}_\mu(E)\) are precisely monotone.

**Theorem 1.5.** Assume that

(H) for any \(X \in g_1 \setminus \{0\}\) there is an integer \(p \geq 2\) such that the map \(\Gamma_p : (g_1)^p \to G\) defined by \(\Gamma_p(X_1, \ldots, X_p) = \exp X_1 \cdots \exp X_p\) is open at \((X, \ldots, X) \in (g_1)^p\).

Then for any monotone subset \(E\) of \(G\) both \(\text{Int}_\mu(E)\) and \(\text{spt}_\mu(E)\) are precisely monotone.

As explained above, we then get from Theorem 1.2 Corollary 1.4 and Theorem 1.5 the following corollary.

**Corollary 1.6.** Assume that (H) holds. Then for any monotone subset \(E\) of \(G\) both \(\text{Int}_\mu(E)\) and \(\text{spt}_\mu(E)\) are precisely monotone measure-theoretic representatives of \(E\).
Theorem 1.5 is inspired by [7, Proposition 5.8] where the ambient space is the Heisenberg group and where for $p = 2$ the map $\Gamma_2$ is open (it is actually a submersion) at any $(X,Y) \in g_1 \times g_1$ such that $X + Y \neq 0$. Note that condition (H) does not require the map $\Gamma_\nu$ to be a submersion but only to be open. Although there are examples of Carnot groups where condition (H) does not hold [20, Section 4], it is known to hold in step-2 Carnot groups [22, Theorem 2.1]. Therefore, Corollary 1.6 gives in particular a positive answer to the existence of precisely monotone measure-theoretic representatives for monotone sets in the step-2 setting.

The rest of this paper is organized as follows. Section 2.1 is devoted to the definition of monotone sets. We will in particular give explicit representations of 1-dimensional measures on lines, as well as of measures on the set of lines, that will be particularly helpful in the rest of the paper. We recall some well known facts about left-invariant homogeneous distances that will be relevant for our purposes in Section 2.2. Theorems 1.1 and 1.2 are proved in the first part of Section 3 while Theorem 1.3 is proved in the second part of the section. We conclude this paper with the proof of Theorem 1.5 in Section 4.
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2. Preliminaries

In the rest of this paper, we consider a Carnot group $G$, i.e., a connected, simply connected Lie group whose Lie algebra $g$ of left-invariant vector fields admits a stratification. We let $(g_1, \ldots, g_s)$ denote a stratification of $g$, i.e., $s$ is a positive integer, $g_1, \ldots, g_s$ are linear subspaces of $g$ such that $g = g_1 \oplus \cdots \oplus g_s$ and $[g_1, g_i] = g_{i+1}$ for $i = 1, \ldots, s$, where $[g_1, g_i]$ denotes the linear subspace of $g$ generated by $[X, Y]$ with $X \in g_1, Y \in g_i, g_s \neq \{0\}$ and $g_i = \{0\}$ for $i > s$. We recall that any two stratifications of a stratifiable Lie algebra are isomorphic (see [15, Proposition 2.17]) for a precise statement) and stress that all notions considered in the present paper are invariant under isomorphisms of stratified Lie algebras. We let $\exp : g \to G$ denote the exponential map and recall that it is a smooth diffeomorphism from $g$ to $G$. We let $\mu$ denote a Haar measure on $G$. We refer to [27] and the references therein for a comprehensive introduction to Carnot groups.

2.1. Monotone sets. Given a left-invariant vector field $X \in g$, we denote by $\Phi_X : G \times \mathbb{R} \to G$ its associated flow, namely,

$$\Phi_X(x, t) = x \cdot \exp(tX).$$

In the rest of this paper, we equip $\mathbb{R}$ with its usual 1-dimensional Lebesgue measure denoted by either $\mathcal{L}^1$ or $dt$. We stress that all Borel measures considered in the present paper are tacitly extended as outer measures, i.e., non-negative countably sub-additive set functions defined on the whole power set of the underlying space, see [19, Chapter 1 (1.2)].

A line in $G$ is the unparameterized oriented image of an integral curve of a left-invariant vector field in $g^*_1 = g_1 \setminus \{0\}$. Given a line $L$, we write $L = (X, x) \in g^*_1 \times G$ to mean that $L = \Phi_X(x, \mathbb{R})$ and $X$ is the orientation of $L$. Lines are homeomorphic to $\mathbb{R}$ and we say that a subset $A$ of a line $L$ is a null subset of $L$ if $\Phi_* \mathcal{L}^1(A) = 0$ for some, equivalently any, homeomorphism $\Phi$ from $\mathbb{R}$ to $L$, where $\Phi_* \mathcal{L}^1$ denotes the image of the measure $\mathcal{L}^1$ on $\mathbb{R}$ under the homeomorphism $\Phi$. We say that two subsets of a line $L$ are equivalent if their symmetric difference within $L$ is a null subset of $L$.

Given $E \subset G$, we denote by $1_E$ its characteristic function.
**Definition 2.1.** We say that a line \( L \) is monotone for a subset \( E \) of \( G \) if for some, equivalently any, homeomorphism \( \Phi \) from \( \mathbb{R} \) to \( L \) the function \( t \in \mathbb{R} \mapsto \mathbb{I}_E(\Phi(t)) \) agrees \( L^1 \)-a.e. with a monotone function, equivalently, if there is a connected subset of \( L \) that is equivalent to \( E \cap L \) and has connected complement in \( L \).

The collection of all lines in \( G \) has a natural smooth structure that induces a natural notion of null sets of lines. Namely, let \( \langle \cdot, \cdot \rangle \) be a scalar product on \( g_1 \). Let \( \| \cdot \| \) denote its associated norm and set \( S(g_1) = \{ X \in g_1 : \| X \| = 1 \} \). Given \( X \in S(g_1) \), we set \( L_X = \exp \mathbb{R} \cdot X \). We let \( X^\perp \) denote the direct sum of the orthogonal complement of \( \mathbb{R} \cdot X \) in \( (g_1, \langle \cdot, \cdot \rangle) \) with \( \bigoplus_{i=2}^s g_i \) and set \( N_X = \exp X^\perp \). It is well known that for any \( X \in S(g_1) \) both \( L_X \) and \( N_X \) are subgroups of \( G \) that are complementary, i.e., \( N_X \cap L_X = \emptyset \) and \( N_X \cdot L_X = G \). There is a one to one correspondence between lines in \( G \) and elements in

\[
L_{\langle \cdot, \cdot \rangle}(G) = \bigsqcup_{X \in S(g_1)} \{ X \} \times N_X.
\]

Indeed, since \( N_X \) and \( L_X \) are complementary subgroups, it can easily be seen that \( L \) is a line in \( G \) if and only if there is \( (X, x) \in L_{\langle \cdot, \cdot \rangle}(G) \) such that \( L = (X, x) \) and such an \( (X, x) \in L_{\langle \cdot, \cdot \rangle}(G) \) is unique. We can therefore identify the collection of all lines in \( G \) with \( L_{\langle \cdot, \cdot \rangle}(G) \) equipped with its natural structure of smooth orientable manifold. Then we say that a set of lines \( A \) is a null set if \( N(A) = 0 \) for some, equivalently any, smooth measure with positive density \( \nu' \) on \( L_{\langle \cdot, \cdot \rangle}(G) \). We stress that any choice of scalar product on \( g_1 \) leads to the same null sets of lines.

**Definition 2.2.** [7, Definition 3.7] We say that \( E \) is monotone if \( E \) is a \( \mu \)-measurable subset of \( G \) and almost every line in \( G \) is monotone for \( E \).

Note that \( E \) is monotone if and only if its complement \( E^c = G \setminus E \) is monotone.

**Remark 2.3.** We indeed have that a \( \mu \)-measurable subset of \( G \) is monotone in the sense of Definition 2.2 if and only if it is monotone in the sense of [7, Definition 3.7]. Working with oriented lines, rather than unoriented ones as in [7], is nothing more than a technical convenience that was also adopted in subsequent works involving monotone subsets of the Heisenberg group (see for instance [3]).

**Remark 2.4.** Monotonicity is preserved under left-translations, meaning that if \( E \) is monotone then \( y \cdot E \) is monotone for any \( y \in G \). Indeed, since left-translations are homeomorphisms that send lines to lines, it is clear from Definition 2.2 that if a line \( L \) is monotone for a set \( E \) then the line \( y \cdot L \) is monotone for \( y \cdot E \) for any \( y \in G \). Next, if \( A \) is a null set of lines then \( y \cdot A \) is a null set of lines for any \( y \in G \). Indeed, let \( y \in G \) and a scalar product \( \langle \cdot, \cdot \rangle \) on \( g_1 \) be given. For any \( L = (X, x) \in L_{\langle \cdot, \cdot \rangle}(G) \), \( t \in \mathbb{R} \), we have

\[
y \cdot \Phi_X(x, t) = y_N \cdot \exp(t_y X) \cdot x \cdot \exp(-t_y X) \cdot \exp((t_y + t)X).
\]

Here \( (y_N, t_y) \) is the unique element in \( N_X \times \mathbb{R} \) such that \( y = y_N \cdot \exp(t_y X) \). Since \( N_X \) is a normal subgroup of \( G \), it follows that, as an element in \( L_{\langle \cdot, \cdot \rangle}(G) \), the left-translate \( y \cdot L \) of a line \( L = (X, x) \in L_{\langle \cdot, \cdot \rangle}(G) \) is given by \( y \cdot L = (X, \Psi_{X,y}(x)) \in L_{\langle \cdot, \cdot \rangle}(G) \) where \( \Psi_{X,y}(x) = y \cdot x \cdot \exp(-t_y X) \). Since the map \( (X, x) \in L_{\langle \cdot, \cdot \rangle}(G) \mapsto (X, \Psi_{X,y}(x)) \in L_{\langle \cdot, \cdot \rangle}(G) \) is a smooth diffeomorphism, it sends null sets of lines to null sets of lines.

**Remark 2.5.** For similar reasons, monotonicity is preserved under dilations, meaning that if \( E \) is monotone then \( \delta_\lambda(E) \) is monotone for any \( \lambda > 0 \). Here \( \delta_\lambda : G \to G \) denotes the dilation with factor \( \lambda \) given by \( \delta_\lambda(\exp \sum_{i=1}^s X_i) = \exp \sum_{i=1}^s \lambda X_i \) for any \( X_i \in g_i \), \( i = 1, \ldots, s \). Indeed, since dilations are group homomorphisms, we have \( \delta_\lambda(\Phi_X(x, R)) = \Phi_X(\delta_\lambda(x), R) \) for any \( (X, x) \in g_1^s \times G \), \( \lambda > 0 \). Therefore
dilations are homeomorphisms that send lines to lines and it follows from Definition 2.1 that if a line $L$ is monotone for a set $E$ then the line $\delta_\lambda(L)$ is monotone for $\delta_\lambda(E)$ for any $\lambda > 0$. Next, if $A$ is a null set of lines then $\delta_\lambda(A)$ is a null set of lines for any $\lambda > 0$. Indeed, fix a scalar product $\langle \cdot, \cdot \rangle$ on $g_1$. Since $N_X$ is a homogeneous subgroup of $G$ for any $X \in \mathbb{S}(g_1)$, meaning that $\delta_\lambda(N_X) \subset N_X$ for any $\lambda > 0$, it follows that, as an element in $\mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$, the dilation $\delta_\lambda(L)$ of a line $L = (X, x) \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$ is given by $\delta_\lambda(L) = (X, \delta_\lambda(x)) \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$ for any $\lambda > 0$. Since for $\lambda > 0$ the map $(X, x) \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G) \mapsto (X, \delta_\lambda(x)) \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$ is a smooth diffeomorphism, it sends null sets of lines to null sets of lines.

For any given choice of scalar product $\langle \cdot, \cdot \rangle$ on $g_1$, it will be convenient for our purposes to work with particular choices of the notions defined above. Namely, let $\langle \cdot, \cdot \rangle$ be scalar product on $g_1$. First, given $X \in \mathbb{S}(g_1)$, we equip $N_X$ with a Haar measure $\mu_X$ normalized in such a way that the restriction of $\Phi_X$ to $N_X \times \mathbb{R}$ is a measure preserving smooth diffeomorphism from $(N_X \times \mathbb{R}, \mu_X \otimes dt)$ to $(G, \mu)$. This is indeed always possible as we briefly explain now. Complete $X$ into a basis $(X, X_2, \ldots, X_n)$ of $g$ adapted to the stratification and so that $(X, X_2, \ldots, X_r)$ is an orthonormal basis of $(g_1, \langle \cdot, \cdot \rangle)$. Here $n = \dim g$ and $r = \dim g_1$. Using exponential coordinates of the first kind associated to such a basis, one can identify $G$ with $\mathbb{R}^n$. As a well known fact, it follows from the Baker-Campbell-Hausdorff (BCH) formula that the $n$-dimensional Lebesgue measure is a Haar measure on $G \simeq \mathbb{R}^n$. Similarly, we identify $N_X$ with $\mathbb{R}^{n-1}$ using exponential coordinates of the first kind associated to the basis $(X_2, \ldots, X_n)$ of $N_X$ and it also follows from the BCH formula that the $(n-1)$-dimensional Lebesgue measure is a Haar measure on $N_X \simeq \mathbb{R}^{n-1}$. Using once again the BCH formula, it is a routine computation to verify that the smooth map

$$\Phi_X|_{N_X \times \mathbb{R}} : N_X \times \mathbb{R} \simeq \mathbb{R}^{n-1} \times \mathbb{R} \to G \simeq \mathbb{R}^n$$

$$(\exp \sum_{j=2}^n x_jX_j, t) \mapsto (\exp \sum_{j=2}^n x_jX_j) \cdot \exp(tX)$$

has Jacobian determinant identically equal to 1.

Next, we denote by $\sigma_{\langle \cdot, \cdot \rangle}$ the standard measure on $\mathbb{S}(g_1)$ and define the measure $\mathcal{N}_{\langle \cdot, \cdot \rangle}$ on $\mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$ setting

$$\mathcal{N}_{\langle \cdot, \cdot \rangle}(A) = \int_{\mathbb{S}(g_1)} \mu_X\{\{x \in N_X : (X, x) \in A\}\} \, d\sigma_{\langle \cdot, \cdot \rangle}(X)$$

for any Borel subset $A$ of $\mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$. It can easily be seen from the previous construction that $\mathcal{N}_{\langle \cdot, \cdot \rangle}$ is a smooth measure with positive density on $\mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$.

Finally, given $L = (X, x) \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$, the map $\Phi_X(x, \cdot)$ is a homeomorphism from $\mathbb{R}$ to $L$, and we set $\mathcal{L}^1_{\mathbb{L}_{\langle \cdot, \cdot \rangle}} = \Phi_X(x, \cdot), \mathcal{L}^1$. A non empty connected strict subset of $L$ that has connected complement in $L$ is called a half-line in $L$. Equivalently, a half-line in $L$ is a set of the form $\Phi_X(x, I)$ where $I$ is a half-line in $\mathbb{R}$, i.e., $I$ is an unbounded strict subinterval of $\mathbb{R}$.

**Definition 2.6.** Given a scalar product $\langle \cdot, \cdot \rangle$ on $g_1$, we say that $X \in \mathbb{S}(g_1)$ is a monotone direction for a subset $E$ of $G$ if for $\mu_X$-a.e. $x \in N_X$ the line $L = (X, x) \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$ is monotone for $E$, where this latter property can be rephrased saying that the following equivalent conditions hold:

(i) $\mathbb{1}_E(\Phi_X(y, t)) = \mathbb{1}_I(t)$ for $\mathcal{L}^1$-a.e. $t \in \mathbb{R}$ where either $I \in \{0, \mathbb{R}\}$ or $I$ is a half-line in $\mathbb{R}$,

(ii) either $\mathcal{L}^1_{\mathbb{L}_{\langle \cdot, \cdot \rangle}}(E \cap L) = 0$, or $\mathcal{L}^1_{\mathbb{L}_{\langle \cdot, \cdot \rangle}}(E^c \cap L) = 0$, or there is a half-line $I$ in $L$ such that $\mathcal{L}^1_{\mathbb{L}_{\langle \cdot, \cdot \rangle}}((E \triangle I) \cap L) = 0$. 


As an immediate consequence of the previous constructions, we get the following characterization of monotone sets.

**Lemma 2.7.** A $\mu$-measurable subset $E$ of $G$ is monotone if and only if $\sigma_\langle \cdot, \cdot \rangle$-a.e. $X \in \mathcal{S}(g_1)$ is a monotone direction for $E$ for some, equivalently any, scalar product $\langle \cdot, \cdot \rangle$ on $g_1$.

**Remark 2.8.** Constant-normal sets are monotone. Constant-normal sets play an important role in the study of sets with locally finite perimeter, see for instance [11, 12, 1]. They are fully understood in step-2 and type-$\star$ important role in the study of sets with locally finite perimeter, see for instance [6] and one should in particular compare [6, Section 3] with Theorem 1.3. We would like to stress here that the study of monotone sets goes beyond that of constant-normal ones and is in many respects more delicate. Recall that $E$ has constant-normal if $E$ is a $\mu$-measurable subset of $G$ and there is a closed half-space $W$ of $g_1$ such that for any $X \in W$ we have $X \mathbb{1}_E \geq 0$ in the sense of distribution. Equivalently, a $\mu$-measurable subset $E$ of $G$ has constant-normal if and only if for some, equivalently any, scalar product $\langle \cdot, \cdot \rangle$ on $g_1$, there is $X_1 \in \mathcal{S}(g_1)$ such that the following holds for any $X \in \mathcal{S}(g_1)$ such that $(X_1, X) \geq 0$: for $\mu_X$-a.e. $x \in N_X$ the function $t \in \mathbb{R} \mapsto \mathbb{1}_E(\Phi_X(x, t))$ agrees $\mathcal{L}^1$-a.e. with a nondecreasing function, equivalently, there is $t_x \in [-\infty, +\infty]$ such that $E \cap \Phi_X(x, \mathbb{R})$ is equivalent to $\Phi_X(x, \{t_x, +\infty]\}$, see [6] Proposition 2.8. If $G$ is abelian, i.e., $s = 1$ and the Carnot group structure of $G$ is therefore nothing but that of a finite dimensional real vector space, monotone sets are equivalent to half-spaces [24] Lemma 64] and have constant-normal. On the contrary, when $G$ is non abelian, i.e., when $s \geq 2$, having constant-normal is a much more restrictive condition that monotonicity. As an easy example, it is not hard to verify that in an arbitrary Carnot group of step $s \geq 2$, for any $Z \in g_2$, $Z \neq 0$, the half-space $E_Z = \{\exp Y \in G : Y \in g, \langle Y, Z \rangle > 0\}$ is monotone but does not have constant-normal. In this example $\langle \cdot, \cdot \rangle$ denotes a scalar product defined on the whole $g$ and adapted to the stratification. Moreover, if $G$ is of Métivier’s type, i.e., if the map $Y \in g_1 \mapsto [X, Y] \in [g, g]$ is surjective for any $X \in g_1$, then there is no $X \in g_1$ such that $X \mathbb{1}_{E_Z}$ has constant sign and there is no open cone $C$ with respect to which $E_Z$ satisfies the $C$-cone condition considered in [6]. We also recall that in an arbitrary Carnot group sublevel sets of horizontally affine functions are precisely monotone sets that may not be equivalent to half-spaces, and this does already happen in some step-2 cases [9, 23]. On the contrary, constant-normal subsets of step-2 Carnot groups are known [12] to be equivalent to vertical half-spaces, i.e., sets of the form $\{\exp Y \in G : Y \in g, \langle Y, X \rangle > 0\}$ for some $X \in g_1$.

### 2.2. Left-invariant homogeneous distances

A distance $d$ on $G$ is said to be homogeneous if $d(\delta_\lambda(x), \delta_\lambda(y)) = \lambda d(x, y)$ for any $x, y \in g$, $\lambda > 0$. Here $\delta_\lambda : g \to g$ denotes the dilation with factor $\lambda$ (see Remark 2.5). It is well known that the topology induced by any left-invariant homogeneous distance coincide with the topology induced by the Lie group structure of $G$, see for instance [16] Proposition 2.26. We recall below some well known facts that will be relevant for our purposes.

---

1We warn the reader not to be confused by the terminology "monotone direction" used in several papers where constant-normal sets are considered and where it does not have the same meaning that the one introduced by Cheeger and Kleiner [7] when dealing with the larger class of monotone sets, which is the one we follow in the present paper. More explicitly, recall from Definitions 2.1 and 2.6 see also [7] Definition 5.3, that in the present paper a direction $X \in \mathcal{S}(g_1)$ is said to be monotone for a $\mu$-measurable set $E$ if for $\mu_X$-a.e. $x \in N_X$ the function $t \in \mathbb{R} \mapsto \mathbb{1}_E(\Phi_X(x, t))$ agrees $\mathcal{L}^1$-a.e. with a monotone function, while in e.g. [1, 6] a direction $X \in \mathcal{S}(g_1)$ is said to be monotone for a $\mu$-measurable set $E$ if $X_1 \mathbb{1}_E \geq 0$, meaning that for $\mu_X$-a.e. $x \in N_X$ the function $t \in \mathbb{R} \mapsto \mathbb{1}_E(\Phi_X(x, t))$ agrees $\mathcal{L}^1$-a.e. with a nondecreasing function.
For any left-invariant homogeneous distance $d$ on $G$, Haar measures are doubling with respect to $d$. They are more precisely $Q$-uniform, i.e.,

$$\mu(B_d(x, r)) = c_d r^Q$$

for any $x \in G$, $r > 0$, where $c_d = \mu(B_d(0, 1)) > 0$ and $Q = \sum_{i=1}^n i \dim g_i$ denotes the homogeneous dimension of $G$.

Given a left-invariant homogeneous distance $d$ on $G$, a subset $E$ of $G$, and $t > 0$, we set

$$E_{d,t} = \left\{ x \in G : \lim_{r \downarrow 0} \frac{\mu(E \cap B_d(x, r))}{\mu(B_d(x, r))} = t \right\}.$$ 

We recall that if $E$ is $\mu$-measurable then any two left-invariant homogeneous distances $d$ and $\rho$ yield the same sets $E_{d,0} = E_{\rho,0}$ and $E_{d,1} = (E^c)_{d,0} = (E^c)_{\rho,0} = E_{\rho,1}$ that we denote by $E_0$ and $E_1$ respectively. This indeed follows from the doubling property of Haar measures with respect to left-invariant homogeneous distances together with the fact that any two such distances are bilipschitz equivalent. We also denote by $\partial^* E = G \setminus (E_0 \cup E_1)$ the essential boundary of a set $E$.

As another consequence of the doubling property of Haar measures with respect to left-invariant homogeneous distances, we recall that if $E$ is $\mu$-measurable then both $E_1$ and $G \setminus E_0$ are measure-theoretic representatives of $E$, i.e.,

$$\mu(E \triangle E_1) = 0 \quad \text{and} \quad \mu(E^c \triangle E_0) = 0.$$

**Example.** Given a scalar product $\langle \cdot, \cdot \rangle$ on $g_1$, we denote by $X$ the collection of all orthonormal bases of $(g_1, \langle \cdot, \cdot \rangle)$ and by $d_X$ the sub-Riemannian distance induced by some, equivalently any, element in $X$. It is well known that $d_X$ is left-invariant and homogeneous, see for instance [27].

**Remark 2.9.** Given any scalar product $\langle \cdot, \cdot \rangle$ on $g_1$, a subset $A$ of a line $L = (X, x) \in L_1(\cdot, \cdot)(G)$ is a null subset of $L$ if and only if for some, equivalently any, left-invariant homogeneous distance $d$ on $G$ we have $\mathcal{H}^1_d(A) = 0$ where $\mathcal{H}^1_d$ denotes the 1-dimensional Hausdorff measure induced by $d$. Indeed, let $d$ be a left-invariant homogeneous distance on $G$. Then $d(\Phi_X(x, t), \Phi_X(x, s)) = c_{d,X}|t - s|$ for all $s, t \in \mathbb{R}$ where $c_{d,X} = d(0, \exp X)$ and therefore $\mathcal{L}^1_{d,\langle \cdot, \cdot \rangle} = c_{d,X} \mathcal{H}^1_{d,[L]}.$

### 3. Monotone sets and local minimizers for the perimeter

Given $X \in g$ and a $\mu$-measurable subset $E$ of $G$, we denote by $X \mathbb{1}_E$ the distribution given by

$$\langle X \mathbb{1}_E, \varphi \rangle = -\int_E X \varphi \, d\mu, \quad \varphi \in C_c^\infty(G).$$

We recall that a subset $E$ of $G$ is said to have locally finite perimeter if $E$ is a $\mu$-measurable subset of $G$ and $X \mathbb{1}_E$ is a Radon measure for any $X \in g_1$.

We first prove Theorem 1.1 which asserts that monotone sets have locally finite perimeter. In the rest of this paper, given $E, F \subset G$, we write $E \subset\subset F$ to mean that $E$ is a relatively compact subset of $F$.

**Proof of Theorem 1.1** Let $E$ be monotone. Fix a scalar product $\langle \cdot, \cdot \rangle$ on $g_1$. Let $X \in S(g_1)$ be a monotone direction for $E$. For $\mu_X$-a.e. $x \in N_X$ the line $(X, x) \in L_1(\cdot, \cdot)(G)$ is monotone for $E$, i.e., $X \mathbb{1}_E(\Phi_X(x, t)) = \mathbb{1}_{I_x}(t)$ for a.e. $t \in \mathbb{R}$ where either $I_x \in \{0, \mathbb{R}\}$ or $I_x$ is a half-line in $\mathbb{R}$. Let $\Omega \subset \subset G$ be open, $K \subset N_X$ be compact, and $a, b \in \mathbb{R}$, $a < b$, be such that $\Phi_X^1(\Omega) \cap (N_X \times \mathbb{R}) \subset K \times [a, b]$. Let $\varphi \in C_c^1(\Omega)$. Since $\Phi_X$ is a
measure preserving diffeomorphism from \((N_X \times \mathbb{R}, \mu_X \otimes dt)\) to \((G, \mu)\), we have
\[
\int_E X\varphi\,d\mu = \int_R \int_a^b \mathbb{1}_{E}(\Phi_X(x,t))X\varphi(\Phi_X(x,t))\,dt\,d\mu_X(x)
\]
\[
= \int_R \int_{(a,b) \cap I_x} X\varphi(\Phi_X(x,t))\,dt\,d\mu_X(x).
\]
Since either \(I_x \in \{\emptyset, \mathbb{R}\}\) or \(I_x\) is a half-line, \((a, b) \cap I_x\) is either empty or a subinterval of \((a, b)\) such that \(\inf(a, b) \cap I_x = a\) or \(\sup(a, b) \cap I_x = b\). Since
\[
\int_c^d X\varphi(\Phi_X(x,t))\,dt = \varphi(\Phi_X(x,d)) - \varphi(\Phi_X(x,c))
\]
for any \(c, d \in \mathbb{R}\), we get that
\[
|\int_{(a,b) \cap I_x} X\varphi(\Phi_X(x,t))\,dt| \leq \sup |\varphi|.
\]
Therefore
\[
|\int_E X\varphi\,d\mu| \leq \mu_X(K) \sup |\varphi|,
\]
i.e., \(X\mathbb{1}_E\) is a Radon measure. Since \(\sigma(\cdot, \cdot)\)-a.e. direction in \(S(g_1)\) is monotone for \(E\) and \(\{X \in g_1 : X\mathbb{1}_E\) is a Radon measure\}\) is a linear subspace of \(g_1\), we get that \(X\mathbb{1}_E\) is a Radon measure for any \(X \in g_1\), i.e., \(E\) has locally finite perimeter. ■

Given a scalar product \(\langle \cdot, \cdot \rangle\) on \(g_1\) with associated collection \(X\) of orthonormal bases of \((g_1, \langle \cdot, \cdot \rangle)\), the \(X\)-perimeter of a \(\mu\)-measurable set \(E\) in an open set \(\Omega\) is defined as
\[
\text{Per}_X(E, \Omega) = \sup \left\{ \int_E \sum_{i=1}^r X_i\varphi\,d\mu : \varphi \in C^1_c(\Omega, \mathbb{R}^r), \|\varphi\|_\infty \leq 1 \right\}
\]
for some, equivalently any, \((X_1, \ldots, X_r) \in X\).

The value of the \(X\)-perimeter depends on the choice of the scalar product \(\langle \cdot, \cdot \rangle\) on \(g_1\). However, for any two choices of scalar product on \(g_1\) with associated collection \(X\) and \(X'\) of orthonormal bases, there are \(c, C > 0\) such that \(c\text{Per}_X(E, \Omega) \leq \text{Per}_{X'}(E, \Omega) \leq C\text{Per}_X(E, \Omega)\) for any \(\mu\)-measurable set \(E\) and any open set \(\Omega\), where these inequalities hold in \([0, +\infty]\).

It is well known that a \(\mu\)-measurable set \(E\) has locally finite perimeter if and only if for any \(\Omega \subset \subset G\) open we have \(\text{Per}_X(E, \Omega) < +\infty\) for some, equivalently any, scalar product \(\langle \cdot, \cdot \rangle\) on \(g_1\). Furthermore, when \(E\) has locally finite perimeter, the set function \(\Omega \mapsto \text{Per}_X(E, \Omega)\) is the restriction to the relatively compact open subsets of \(G\) of a Radon measure that we denote by \(\text{Per}_X(E, \cdot)\). We refer to [27] and the references therein for more information about the \(X\)-perimeter.

**Definition 3.1.** Given a scalar product \(\langle \cdot, \cdot \rangle\) on \(g_1\) with associated collection \(X\) of orthonormal bases of \((g_1, \langle \cdot, \cdot \rangle)\), we say that a subset \(E\) of \(G\) is a local minimizer for the \(X\)-perimeter if \(E\) has locally finite perimeter and for any open set \(\Omega \subset \subset G\) we have \(\text{Per}_X(E, \Omega) \leq \text{Per}_{X'}(F, \Omega)\) for any \(\mu\)-measurable set \(F\) such that \(E \Delta F \subset \subset \Omega\).

**Remark 3.2.** A local minimizer for the \(X\)-perimeter for some given choice of scalar product on \(g_1\) with associated collection \(X\) of orthonormal bases may not be a local minimizer for the \(X'\)-perimeter for any other different choice of scalar product on \(g_1\) with associated collection \(X'\) of orthonormal bases. Note that Theorem [1.1] shows that monotone sets are local minimizers for the perimeter in the stronger sense that they are local minimizer of the \(X\)-perimeter for any choice of scalar product on \(g_1\). This is in turn coherent with the fact that monotonicity is independent of the choice of a scalar product on \(g_1\).
From now on in this section, we let \( \langle \cdot, \cdot \rangle \) be a given scalar product on \( g_1 \) with associated collection \( X \) of orthonormal bases of \( \langle g_1, \langle \cdot, \cdot \rangle \rangle \). The proof of Theorem 1.2 saying that monotone sets are local minimizers for the \( X \)-perimeter will be obtained as a consequence of the kinematic formula \cite{21} Proposition 3.13 that relates the \( X \)-perimeter to 1-dimensional perimeter on lines.

Given a line \( L = (X, x) \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G) \), a \( L^1_{\langle \cdot, \cdot \rangle} \)-measurable subset \( E \) of \( L \), and an open subset \( U \) of \( L \) set

\[
\text{Per}_L(E, U) = \text{Per}_\mathbb{R}(\Phi_X(x, \cdot)^{-1}(E), \Phi_X(x, \cdot)^{-1}(U))
\]

where \( \text{Per}_\mathbb{R} \) denotes the usual perimeter for \( L^1 \)-measurable subsets of \( \mathbb{R} \).

Note that it follows from well known properties of finite perimeter subsets of \( \mathbb{R} \) (see \cite{3}) that a \( \mu \)-measurable set \( E \) is monotone if and only if for \( \mathcal{N}_{\langle \cdot, \cdot \rangle} \)-a.e. \( L \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G) \) the 1-dimensional perimeter \( \text{Per}_L(E \cap L, L) \) is either 0 or 1. Note incidentally that if \( E \) is \( \mu \)-measurable then \( E \cap L \) is \( L^1_{\langle \cdot, \cdot \rangle} \)-measurable for \( \mathcal{N}_{\langle \cdot, \cdot \rangle} \)-a.e. \( L \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G) \).

It is proved in \cite{21} that there is \( c_X > 0 \) such that for any open set \( \Omega \subset G \) and any \( \mu \)-measurable set \( E \) with \( \text{Per}_X(E, \Omega) < +\infty \) the map \( L \mapsto \text{Per}_L(E \cap L, \Omega \cap L) \) lies in \( L^1(\mathbb{L}_{\langle \cdot, \cdot \rangle}(G), \mathcal{N}_{\langle \cdot, \cdot \rangle}) \) and one has

\[
(3.1) \quad \text{Per}_X(E, \Omega) = c_X \int_{\mathbb{L}_{\langle \cdot, \cdot \rangle}(G)} \text{Per}_L(E \cap L, \Omega \cap L) d\mathcal{N}_{\langle \cdot, \cdot \rangle}(L).
\]

**Proof of Theorem 1.2** Let \( E \) be monotone. We know from Theorem 1.1 that \( E \) has locally finite perimeter and thus it remains to verify that \( E \) satisfies the minimality condition given in Definition 3.1. Let \( \Omega \subset G \) be open and \( F \) be \( \mu \)-measurable such that \( E \triangle F \subset \subset \Omega \). Assume that \( \text{Per}_X(F, \Omega) < +\infty \) since otherwise we obviously have \( \text{Per}_X(E, \Omega) \leq \text{Per}_X(F, \Omega) \). By the kinematic formula (3.1) it is sufficient to prove that

\[
(3.2) \quad \text{Per}_L(E \cap L, \Omega \cap L) \leq \text{Per}_L(F \cap L, \Omega \cap L)
\]

for \( \mathcal{N}_{\langle \cdot, \cdot \rangle} \)-a.e. \( L \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G) \).

Let \( L = (X, x) \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G) \) be such that \( F \cap L \) is \( L^1_{\langle \cdot, \cdot \rangle} \)-measurable and \( L \) is monotone for \( E \). Since both conditions hold for \( \mathcal{N}_{\langle \cdot, \cdot \rangle} \)-a.e. line, we only need to verify (3.2) for such a line. If \( \text{Per}_L(E \cap L, \Omega \cap L) = 0 \) then obviously \( \text{Per}_L(E \cap L, \Omega \cap L) \leq \text{Per}_L(F \cap L, \Omega \cap L) \). If \( \text{Per}_L(E \cap L, \Omega \cap L) = 1 \) then \( E \cap L \) is equivalent to a half-line \( f \) in \( L \) whose endpoint \( x_f \) is contained in \( \Omega \). Set \( \Phi(x, \cdot) = \Phi_X(x, \cdot) \) and recall that \( \Phi \) is a homeomorphism from \( \mathbb{R} \) to \( L \). Let \( J_L \) denote the connected component of \( \Phi^{-1}(\Omega) \) containing \( t_f = \Phi^{-1}(x_f) \). Set \( E_L = \Phi^{-1}(E) \) and \( F_L = \Phi^{-1}(F) \). Since \( (E \triangle F) \subset \subset \Omega \), we have \( (E_L \triangle F_L) \cap J_L \subset J_L \). Let \( U_L \subset J_L \) be open and such that \( (E_L \triangle F_L) \cup \{t_f\} \subset U_L \). Since \( J_L \) is a non empty open bounded interval of \( \mathbb{R} \), both \(( -\infty, t_f) \cap J_L \backslash U_L \) and \(( t_f, +\infty) \cap J_L \backslash U_L \) are open and non empty. It follows that

\[
\min \{ L^1(F_L \cap J_L), L^1(F_L^+ \cap J_L) \} \geq \min \{ L^1(F_L \cap J_L \backslash U_L), L^1(F_L^+ \cap J_L \backslash U_L) \} = \min \{ L^1((-\infty, t_f) \cap J_L \backslash U_L), L^1((t_f, +\infty) \cap J_L \backslash U_L) \} > 0
\]

which implies that \( \text{Per}_\mathbb{R}(F_L, J_L) \geq 1 \). Since \( \text{Per}_L(F \cap L, \Omega \cap L) \geq \text{Per}_\mathbb{R}(F_L, J_L) \), this concludes the proof.
We now turn to the study of local minimizers for the X-perimeter. We recall that given a Borel measure \( \nu \) on \( G \), we denote by \( \text{spt} \, \nu \) its support. Given a \( \mu \)-measurable set \( E \), we denote by \( \text{spt}_\mu(E) \) the support of the restriction of \( \mu \) to \( E \),

\[
\text{spt}_\mu(E) = G \setminus \bigcup \{ U \subset G : U \text{ open}, \mu(E \cap U) = 0 \}
\]

\[
= \{ x \in G : \mu(E \cap B_d(x, r)) > 0 \ \forall r > 0 \},
\]

we set

\[
\text{Int}_\mu(E) = G \setminus \text{spt}_\mu(E^c)
\]

\[
= \{ x \in G : \exists r > 0 \text{ such that } \mu(E^c \cap B_d(x, r)) = 0 \}
\]

and

\[
\partial_\mu E = \text{spt}_\mu(E) \cap \text{spt}_\mu(E^c)
\]

\[
= \{ x \in G : \min \{ \mu(E \cap B_d(x, r)), \mu(E^c \cap B_d(x, r)) \} > 0 \ \forall r > 0 \}.
\]

Here \( d \) denotes any left-invariant homogeneous distance, or more generally, any distance \( d \) whose topology coincides with the topology induced by the Lie group structure of \( G \).

To put Theorem [13] into perspective, note first that for any \( \mu \)-measurable set \( E \) and any left-invariant homogeneous distance \( d \) we have

\[
\partial^* E = \{ x \in G : \limsup_{r \downarrow 0} h_d(x, r) > 0 \} \subset \partial_\mu E = \{ x \in G : h_d(x, r) > 0 \ \forall r > 0 \}
\]

where

\[
(3.3) \quad h_d(x, r) = \min \left\{ \frac{\mu(E \cap B_d(x, r))}{\mu(B_d(x, r))}, \frac{\mu(E^c \cap B_d(x, r))}{\mu(B_d(x, r))} \right\}.
\]

This inclusion is strict in general and it may even happen that \( \mu(\partial_\mu E \setminus \partial^* E) = +\infty \) already for sets with locally finite perimeter. Recall indeed that if \( E \) has locally finite perimeter then the measure \( \text{Per}_X(E, \cdot) \) is concentrated on \( \partial^* E \) and the restriction of \( H^{n-1}_0 \) to \( \partial^* E \) is a locally finite measure for any left-invariant homogeneous distance \( d \) on \( G \). We refer to [2] Theorems 4.2 and 4.3] for more precise statements that should be compared with [11] and [13]. Recall also that if \( E \) has locally finite perimeter then \( \text{spt} \, \text{Per}_X(E, \cdot) = \partial_\mu E \). Indeed, on the one hand it follows from the relative isoperimetric inequality [14] Theorem 1.18] that \( \partial_\mu E \subset \text{spt} \, \text{Per}_X(E, \cdot) \). On the other hand, one knows that \( \text{Per}_X(E, \cdot) \) is concentrated on \( \partial^* E \) and hence on \( \partial_\mu E \). Since \( \partial_\mu E \) is closed and \( \text{spt} \, \text{Per}_X(E, \cdot) \) is the smallest closed set on which \( \text{Per}_X(E, \cdot) \) is concentrated, we get that \( \text{spt} \, \text{Per}_X(E, \cdot) = \partial_\mu E \). We stress that there are examples of sets \( E \) with locally finite perimeter for which \( \mu(\text{spt} \, \text{Per}_X(E, \cdot)) = +\infty \), i.e., \( \mu(\partial_\mu E \setminus \partial^* E) = +\infty \). Note also that any of the following topological boundaries, \( \partial \text{Int}_\mu(E), \partial \text{spt}_\mu(E), \partial E_1, \) and \( \partial E_0 \) is a subset of \( \partial_\mu E \), which is in turn contained in the topological boundary of \( E \). Once again, any of these inclusions may be strict. These observations should be compared with [1.1] and [1.2].

Next, note that for any \( \mu \)-measurable set \( E \) we have

\[
\text{Int}(E) \subset \text{Int}_\mu(E) \subset E_1 \subset G \setminus E_0 \subset \text{spt}_\mu(E) \subset \overline{E}
\]

and any of these inclusions may be strict. It may indeed happen that \( \mu(E_1 \setminus \text{Int}_\mu(E)) = +\infty \), or \( \mu(\text{spt}_\mu(E) \setminus E_0) = +\infty \), already for sets \( E \) with locally finite perimeter. This should be compared with [1.2].

Concerning topological properties, neither \( E_1 \), nor \( E_0 \), nor \( \partial^* E \), are open nor closed in general, while \( \text{Int}_\mu(E) \) is open and \( \text{spt}_\mu(E) \) and \( \partial_\mu E \) are closed. Therefore [1.2] and [1.3] contain non trivial topological informations as well. Note also that [1.4] implies that \( \text{Int}_\mu(E) \) coincides with the interior of its closure and \( \text{spt}_\mu(E) \) with the closure of its interior.
The main step for the proof of Theorem 1 is given in the following lemma. Recall that \(d_X\) denotes the sub-Riemannian distance induced by any element in \(X\).

**Lemma 3.3.** There is \(\epsilon_X > 0\) such that for any local minimizer \(E\) for the \(X\)-perimeter, \(x \in G, r > 0\), one has

\[
\mu(E \cap B_{d_X}(x, r)) \leq \epsilon_X \mu(B_{d_X}(x, r)) \Rightarrow \mu(E \cap B_{d_X}(x, r/2)) = 0,
\]

(3.4) \(\mu(E_c \cap B_{d_X}(x, r)) \leq \epsilon_X \mu(B_{d_X}(x, r)) \Rightarrow \mu(E_c \cap B_{d_X}(x, r/2)) = 0\).

**Proof.** Let \(\epsilon > 0\) to be fixed small later. Let a local minimizer \(E\) for the \(X\)-perimeter, \(x \in G, r > 0\), be given, and assume that \(\mu(E \cap B_{d_X}(x, r)) \leq \epsilon \mu(B_{d_X}(x, r))\). Since \(E\) is a local minimizer for the \(X\)-perimeter, we have for \(t \in (0, r)\)

\[
\Per_X(E, B_{d_X}(x, t)) \leq \Per_X(E \setminus B_{d_X}(x, t), B_{d_X}(x, r))
\]

\[
= \Per_X(E, B_{d_X}(x, r) \setminus B_{d_X}(x, t)) + \Per_X(E \setminus B_{d_X}(x, t), \partial B_{d_X}(x, t))
\]

\[
\leq \Per_X(E, B_{d_X}(x, r)) - \Per_X(E, B_{d_X}(x, t)) + \Per_X(E \setminus B_{d_X}(x, t), \partial B_{d_X}(x, t)),
\]

i.e.,

\[
\Per_X(E, B_{d_X}(x, t)) \leq \Per_X(E \setminus B_{d_X}(x, t), \partial B_{d_X}(x, t)).
\]

For \(t > 0\) set \(m(t) = \mu(E \cap B_{d_X}(x, t))\). It follows from the previous inequality, the relative isoperimetric inequality [14] Theorem 1.18, and [2] Lemma 3.5, that

\[
\min\{\mu(E \cap B_{d_X}(x, t)), \mu(E_c \cap B_{d_X}(x, t))\}^{(Q-1)/Q} \lesssim m'(t)
\]

(3.6) for a.e. \(t \in (0, r)\). Here \(\lesssim\) means that the inequality holds up to a positive multiplicative constant that depends only on \(X\). Since \(\mu\) is a doubling measure with respect to \(d_X\), we have for \(t \in (r/2, r)\)

\[
\mu(E \cap B_{d_X}(x, t)) \leq \mu(E \cap B_{d_X}(x, r)) \leq \epsilon \mu(B_{d_X}(x, t)) \lesssim \epsilon \mu(B_{d_X}(x, t)).
\]

Therefore, if \(\epsilon > 0\) is chosen small enough, we have \(\min\{\mu(E \cap B_{d_X}(x, t)), \mu(E_c \cap B_{d_X}(x, t))\} = \mu(E \cap B_{d_X}(x, t)) = m(t)\) for all \(t \in (r/2, r)\) and we get from (3.6)

\[
m(t)^{(Q-1)/Q} \lesssim m'(t) \quad \text{for a.e. } t \in (r/2, r).
\]

Assume that \(m(r/2) > 0\) otherwise we are done. Then \(1 \leq m(t)^{(1-Q)/Q} m'(t)\) for a.e. \(t \in (r/2, r)\). Integrating over \((r/2, r)\) and using (2.1) we get

\[
r \lesssim m(r)^{1/Q} - m(r/2)^{1/Q} \lesssim \epsilon^{1/Q} \mu(B_{d_X}(x, r))^{1/Q} \lesssim \epsilon^{1/Q} r.
\]

This gives a contradiction if \(\epsilon > 0\) is chosen small enough and concludes the proof of (3.4). Since a set \(E\) is a local minimizer for the \(X\)-perimeter if and only if \(E^c\) is a local minimizer for the \(X\)-perimeter, (3.5) follows as well. \(\square\)

**Corollary 3.4.** For any left-invariant homogeneous distance \(d\) on \(G\) there is \(\epsilon > 0\) such that for any local minimizer \(E\) for the \(X\)-perimeter one has

\[
\partial_\mu E = \left\{ x \in G : \min \left\{ \frac{\mu(E \cap B_d(x, r))}{\mu(B_d(x, r))}, \frac{\mu(E^c \cap B_d(x, r))}{\mu(B_d(x, r))} \right\} > \epsilon \forall r > 0 \right\}.
\]

(3.7)

**Proof.** Let \(E\) be a local minimizer for the \(X\)-perimeter. Recall that

\[
\partial_\mu E = \{ x \in G : h_d(x, r) > 0 \forall r > 0 \}
\]

for any left-invariant homogeneous distance \(d\) on \(G\), where \(h_d(x, r)\) is given by (3.3). Then, as an immediate consequence of Lemma 3.3 one gets the existence of \(\epsilon_X > 0\) such that

\[
\partial_\mu E = \{ x \in G : h_{d_X}(x, r) > \epsilon_X \forall r > 0 \}.
\]
Any two left-invariant homogeneous distances on $G$ are bi-Lipschitz equivalent and $\mu$ is doubling with respect to $d_X$. Therefore, for any left-invariant homogeneous distance $d$ on $G$, there is $\epsilon > 0$ such that
\[
\{ x \in G : h_d(x, r) > \epsilon \forall r > 0 \} \subset \{ x \in G : h_d(x, r) > \epsilon \forall r > 0 \},
\]
which in turn implies (3.7).

\[\text{Lemma 3.5.}\]
Let $E$ be $\mu$-measurable and assume that (3.7) holds for some left-invariant homogeneous distance $d$ on $G$ and some $\epsilon > 0$. Then
\begin{align}
(3.8) \quad & \text{Int}_\mu(E) = E_1 \text{ and } \text{spt}_\mu(E) = G \setminus E_0, \\
(3.9) \quad & \partial \mu E = \partial^* E = \partial \text{Int}_\mu(E) = \partial \text{spt}_\mu(E), \\
(3.10) \quad & \text{Int}_\mu(E) = \text{spt}_\mu(E) \text{ and } \text{Int}(\text{spt}_\mu(E)) = \text{Int}_\mu(E).
\end{align}

\[\text{Proof.}\]
To prove (3.8), recall first that $\text{Int}_\mu(E) \subset E_1$. Conversely, note that
\[
E_1 \subset \{ x \in G : \lim_{r \downarrow 0} h_d(x, r) = 0 \}
\]
where $h_d(x, r)$ is given by (3.3). Then we get from (3.7) that $E_1 \cap \partial \mu E = \emptyset$.
Since $E_1 \subset \text{spt}_\mu(E)$, it follows that $E_1 \subset \text{spt}_\mu(E) \setminus \partial \mu E = \text{Int}_\mu(E)$. Therefore $\text{Int}_\mu(E) = E_1$. Exchanging the role of $E$ and $E^c$, we get that $\text{Int}_\mu(E^c) = E_0$ and hence $\text{spt}_\mu(E) = G \setminus \text{Int}_\mu(E^c) = G \setminus E_0$, which concludes the proof of (3.8). To prove (3.9), note that the first equality is an immediate consequence of (3.8), namely,
\[
\partial \mu E = \text{spt}_\mu(E) \setminus \text{Int}_\mu(E) = G \setminus (E_0 \cup E_1) = \partial^* E.
\]
Next, recall that
\[
\partial \text{Int}_\mu(E) \cup \partial \text{Int}_\mu(E^c) \subset \partial \mu E.
\]
On the other hand, (3.9) and (2.2) imply that $\mu(E \triangle \text{Int}_\mu(E)) = \mu(E \triangle E_1) = 0$ and $\mu(E^c \triangle \text{Int}_\mu(E^c)) = \mu(E^c \triangle E_0) = 0$ and we get from the definition of $\partial \mu E$ that
\[
\partial \mu E \subset \partial \text{Int}_\mu(E) \cap \partial \text{Int}_\mu(E^c).
\]
It follows that $\partial \mu E = \partial \text{Int}_\mu(E) = \partial \text{Int}_\mu(E^c) = \partial (G \setminus \text{Int}_\mu(E^c)) = \partial \text{spt}_\mu(E)$, which concludes the proof of (3.9). To prove (3.10), we use the fact that $\text{Int}_\mu(E)$ is open together with (3.9) to get that
\[
\text{Int}_\mu(E^c) = \text{Int}_\mu(E) \cup \partial \text{Int}_\mu(E) = \text{Int}_\mu(E) \cup \partial \mu E = \text{spt}_\mu(E).
\]
Exchanging the role of $E$ and $E^c$, we get
\[
\text{Int}_\mu(E) = \text{Int}_\mu(E^c) \setminus \text{Int}_\mu(E) = G \setminus \text{Int}_\mu(E).
\]
Since $\text{spt}_\mu(E) = G \setminus \text{Int}_\mu(E^c)$, it follows that
\[
\text{Int}(\text{spt}_\mu(E)) = G \setminus \text{Int}_\mu(E^c) = \text{Int}_\mu(E),
\]
which concludes the proof.

\[\text{Remark 3.6.}\]
Arguing as in [17 Section 5], one can also deduce from local minimality and Lemma 3.3 that if $E$ is a local minimizer for the $X$-perimeter then $\partial \mu E$ is a codimension-1 Ahlforss-regular set and $\text{Int}_\mu(E)$ satisfies the so-called condition B.
4. MEASURE-THEORETIC INTERIOR AND SUPPORT OF MONOTONE SETS

In this section we prove Theorem 1.5, i.e., we prove that under assumption (H) the measure-theoretic interior and support of a monotone set are precisely monotone. This will be obtained as a rather immediate consequence of Lemma 4.1, which is inspired by [7, Proposition 5.8].

We fix a scalar product $\langle \cdot, \cdot \rangle$ on $g$. Given a line $L \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$ and $x, y \in L$, we denote by $(x, y)$ the open connected subset of $L$ with extremities $x$ and $y$.

**Lemma 4.1.** Assume that (H) holds. Let $E$ be monotone, $L \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$, and $x, y \in L$. Then the following hold:

(i) If $x \in \text{spt}_\mu(E)$ and $y \in \text{Int}_\mu(E)$ then the open segment $(x, y)$ is contained in $\text{Int}_\mu(E)$.

(ii) If $x \in \text{spt}_\mu(E^c)$ and $y \in \text{Int}_\mu(E)$ then the connected component of $L \setminus \{y\}$ not containing $x$ lies in $\text{Int}_\mu(E)$.

The same statements hold with the role of $E$ and $E^c$ exchanged.

**Proof.** Let $E$ be monotone. Let $X \in \mathcal{G}_1 \setminus \{0\}$, $x \in G$, $p \in \mathbb{N} \setminus \{0, 1\}$, $t > 0$. Set $z = x \cdot \exp(pX) = x \cdot \Gamma_p(X, \ldots, X)$ and $y = x \cdot \exp(tX)$. Assume that $y \in \text{Int}_\mu(E)$. Then, arguing as in [7, Lemma 5.9], we get that there is an open neighborhood $U$ of $x$ in $G$ and an open neighborhood $V$ of $(X, \ldots, X)$ in $(g_1)^p$ such that for $\mu$-a.e. $x' \in U \cap E$ we have $x' \cdot \Gamma_p(X_1, \ldots, X_p) \in E$ for $\mu$-a.e. $(X_1, \ldots, X_p) \in V$.

Here we equip $(g_1)^p$ with its canonical Lebesgue measure of dimension $p \dim g_1$. If $\Gamma_p$ is open at $(X, \ldots, X)$ then there is an open neighborhood $V$ of $\Gamma_p(X, \ldots, X)$ such that $V \subset \Gamma_p(V)$. If moreover $x \in \text{spt}_\mu(E)$ and since the map $x' \mapsto x' \cdot z$ is continuous, one can find $x' \in U \cap E$ close enough to $x$ so that $z \in x' \cdot V$ and so that there is a full measure subset $V'$ of $V$ such that $x' \cdot \Gamma_p(V') \subset E$. Then we have

$$\mu(E^c \cap x' \cdot V) \leq \mu(x' \cdot (\Gamma_p(V) \setminus \Gamma_p(V'))) = \mu(\Gamma_p(V) \setminus \Gamma_p(V')).$$

Since $\Gamma_p$ is a smooth map, we know from Sard’s Theorem that $\Gamma_p^{-1}\{\{u\}\}$ is a $m$-dimensional submanifold of $(g_1)^p$ for $\mu$-a.e. $u \in \Gamma_p(V)$ where $m = p \dim g_1 - \dim g$. This implies in particular that $\mathcal{H}^m(\Gamma_p^{-1}\{\{u\}\}) > 0$ where $\mathcal{H}^m$ denotes the $m$-dimensional Euclidean Hausdorff measure on $(g_1)^p$. On the other hand, the coarea formula asserts that for $\mu$-a.e. $u \in G$ we have $\mathcal{H}^m(\Gamma_p^{-1}\{\{u\}\} \cap V \setminus V') = 0$. It follows that $\mathcal{H}^m(\Gamma_p^{-1}\{\{u\}\} \cap V) > 0$ and therefore $\Gamma_p^{-1}\{\{u\}\} \cap V' \neq \emptyset$ for $\mu$-a.e. $u \in \Gamma_p(V)$, i.e., $\mu(\Gamma_p(V) \setminus \Gamma_p(V')) > 0$. Therefore $x' \cdot V$ is an open neighborhood of $z$ such that $\mu(E^c \cap x' \cdot V) = 0$, i.e., $z \in \text{Int}_\mu(E)$.

Let us now prove (i). Let $x \in \text{spt}_\mu(E)$ and $y \in \text{Int}_\mu(E)$ be such that $x \cdot y \in \text{exp}(g_1 \setminus \{0\})$. Let $z \in (x, y)$ and $Z \in g_1 \setminus \{0\}$ be such that $z = x \cdot \exp Z$. By assumption (H) there is an integer $p \geq 2$ such that the map $\Gamma_p$ is open at $(Z, \ldots, Z) \in (g_1)^p$. Since dilations are homeomorphisms and group homomorphisms, $\Gamma_p$ is open at $(\lambda Z, \ldots, \lambda Z) \in (g_1)^p$ for any $\lambda > 0$. In particular $\Gamma_p$ is open at $(X, \ldots, X) \in (g_1)^p$ where $X = Z/p$ so that $z = x \cdot \Gamma_p(X, \ldots, X)$. Then it follows from the previous observation that $z \in \text{Int}_\mu(E)$, which concludes the proof of (i).

Since $E^c$ is monotone, statement (i) also holds with the role of $E$ and $E^c$ exchanged. Since $\text{Int}_\mu(E)^c \cap \text{Int}_\mu(E^c) = \emptyset$, this implies that if $x \in \text{spt}_\mu(E^c)$ and $y \in \text{Int}_\mu(E)$ then the connected component of $L \setminus \{y\}$ not containing $x$ lies in $G \setminus \text{Int}_\mu(E^c) = \text{spt}_\mu(E)$. To conclude the proof of (ii) we use statement (i) for $E$ to infer that for any $z$ that lies in the connected component of $L \setminus \{y\}$ not containing $x$ we have $(y, z) \subset \text{Int}_\mu(E)$. \square

**Proof of Theorem 1.5** Let $E$ be monotone and $L \in \mathbb{L}_{\langle \cdot, \cdot \rangle}(G)$. Lemma 4.1(ii) implies that $\text{Int}_\mu(E) \cap L$ is connected while Lemma 4.1(i) implies that $\text{spt}_\mu(E^c) \cap L = L \setminus \text{Int}_\mu(E)$ is connected. Therefore $\text{Int}_\mu(E)$ is precisely monotone. Exchanging
the role of $E$ and $E^c$, we get that $\text{Int}_\mu(E^c) = G \setminus \text{spt}_\mu(E)$ is precisely monotone. Therefore $\text{spt}_\mu(E)$ is precisely monotone. 

\begin{remark}
Remark 4.2. Theorem 1.2 and Corollary 1.4 combined with [7] Theorem 4.3 and Proposition 5.8 gives a rather short, and simpler, proof of the classification up to $\mu$-null sets of monotone subsets of the first Heisenberg group $\mathbb{H}$ [7 Theorem 5.1]. Indeed, let $E$ be a monotone subset of $\mathbb{H}$. Then [7 Proposition 5.8], which is the analogue of Lemma 4.1 in the Heisenberg setting, implies that $\text{Int}_\mu(E)$ is precisely monotone and therefore can be described as in [7 Theorem 4.3]. By Theorem 1.2 and Corollary 1.4 we know that $\text{Int}_\mu(E)$ is equivalent to $E$ and it thus follows that $E$ is equivalent to either $\emptyset$, or $\mathbb{H}$, or a half-space. More generally, when condition (H) holds, for instance in any step-2 Carnot group, one can reduce the classification up to $\mu$-null sets of monotone sets to the description of precisely monotone sets. This latter task is in principle easier than the study of monotone sets, but it is however still rather delicate and is known so far only in few other settings beyond the Heisenberg case, see [23].

\end{remark}
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