Abstract

In recent biomedical scientific problems, it is a fundamental issue to integratively cluster a set of objects from multiple sources of datasets. Such problems are mostly encountered in genomics, where data is collected from various sources, and typically represent distinct yet complementary information. Integrating these data sources for multi-source clustering is challenging due to their complex dependence structure including directional dependency. Particularly in genomics studies, it is known that there is certain directional dependence between DNA expression, DNA methylation, and RNA expression, widely called The Central Dogma.

Most of the existing multi-view clustering methods either assume an independent structure or pair-wise (non-directional) dependency, thereby ignoring the directional relationship. Motivated by this, we propose a copula-based multi-view clustering model where a copula enables the model to accommodate the directional dependence existing in the datasets. We conduct a simulation experiment where the simulated datasets exhibiting inherent directional dependence: it turns out that ignoring the directional dependence negatively affects the clustering performance. As a real application, we applied our model to the breast cancer tumor samples collected from The Cancer Genome Atlas (TCGA).
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1 Introduction

The development of several new genomics technologies over the past decade have greatly enabled our capabilities for collecting genomics data from multiple sources. These datasets often provide different but complementary information and hence the datasets can be thought of providing different views or are “multi-view” for the same underlying phenomenon (with each dataset representing a particular view). Integrating the datasets from different sources can provide an immense amount of added information that can significantly improve the diagnosis and prognosis of pathologies.

Integrating multiple datasets had been commonly used in several fields, and one of applications in biomedical scientific problems is to cluster a set of objects (patients) based on the multi-source of data, called the multi-view clustering or consensus clustering [Kirk et al., 2012; Lock and Dunson, 2013]. Most of the multi-view clustering methods in the literature may be categorized as one of two different approaches:

i. Separate or source specific clustering of each dataset and integration of the outcome [Hubert and Arabie, 1985; Wang et al., 2011]. It is typically assumed that there is no dependence structure between the datasets. Post-integration of the outcome is performed by using the level of agreement between the separate clustering [Nguyen and Caruana, 2007; Wang et al., 2011,7].

ii. Integrating all the datasets prior to a joint clustering to obtain a single unified model [Kormaksson et al., 2012; Mo et al., 2013]. Although an integrative model would be capable of exploring the hidden dependence structure, such an approach requires the knowledge of the unknown joint distribution of the data sources. Previous models, such as (Mo et al., 2013) and (Shen et al., 2009), have assumed that the data sources are conditionally independent given the clustering to estimate the joint likelihood.

In such a multi-view clustering, one of key considerations is to how to accommodate the dependence structure existing across the datasets. Incorporating such dependencies between the multiple datasets is called to encapsulate relevant information [Klami and Kaski, 2007]. This has made the latter of the two approaches gain more popularity, as joint clustering
using the integrated datasets provides the possibility of capturing this dependency. However, the integration of multiple datasets and modeling their dependence remains one of the key challenges. Several pioneering works have been done over the years in this domain. For example, (Kirk et al., 2012) proposed multiple dataset integration methods which modeled each dataset using a Dirichlet-multinomial mixture model and then used the pairwise dependencies between the datasets to share information. Their method allowed identification of groups of genes that often fell together in one cluster. On the other hand, (Lock and Dunson, 2013) proposed an integrative statistical model for integrating two or more data sources. The approach was based on defining a source-specific cluster (i.e., separately clustering the samples for each of the datasets) followed by consensus clustering. The dependence between the datasets was captured by defining a parameter that controls the adherence of the source-specific clustering to the consensus clustering. They also emphasized on the computational scalability of the Bayesian framework for simultaneously estimating the consensus clustering as well as the source-specific clustering.

Based on the literature on integrated clustering, we note that the existing research has only focused on modeling dependence structure without considering the directionality. In contrast, most real-world scenarios, especially genomics datasets have dependencies that are often directional. For example, in the transcription and translation process, the information in DNA is transcribed to messenger RNA (mRNA) and then the mRNA is translated into protein (Alberts, 2017; Kim et al., 2017), making these datasets directionally dependent, widely called The Central Dogma (Crick, 1970, 1958).

To address this gap, we propose a Bayesian directional multi-view clustering approach that incorporates the directional dependence between the datasets using a copula function. Copulas are multivariate distribution functions whose one dimensional margins are uniform on the [0, 1] interval that allow us to model the dependence structure by without considering the marginals (Nelsen, 2007). Owing to the great modeling flexibility provided by copulas, they have been used extensively in the literature for obtaining the dependency between datasets. For instance, (Rev and Roth, 2012) used a Gaussian copula to construct a Dirichlet prior mixture of multivariate distributions to perform dependency-seeking clustering and showed significant improvement in the clustering results. Nonetheless, to the best of our
knowledge, no extant work in the multi-view clustering has used directional dependencies. In this work, we obtain the directional dependence between the datasets using an asymmetric copula regression. Symmetric copula can only provide the directional dependence in the marginal behaviour but not in the joint behavior as pointed out by (Sungur, 2005a) and therefore, cannot be used to capture the directional dependence. The asymmetric copula is thus crucial for modeling the directionality. Here, we used the Rodriguez-Lallena and Ubeda-Flores (Rodriguez-Lallena and ´Ubeda-Flores, 2004) family of asymmetric copulas described further in Section 2. Further, we analyzed the asymmetric copulas from a regression perspective that allow us to obtain not only the existence of dependence between the datasets but also to quantify the directional dependence (Sungur, 2005a) (details in Sections 2 and 3). To evaluate the efficacy, we applied our model to both synthetic as well as a real dataset of breast cancer tumor samples, publicly available from The Cancer Genome Atlas (TCGA). (Lock and Dunson, 2013). Using the results, we demonstrate that including the directional dependence significantly improves the clustering performance.

The outline of this article is as follows. In Section 2, we describe the modeling background for the integrative mixture model and the measurement of directional dependence using Copula. Section 3 provides our estimation and inference for the proposed methodology. In Section 4, we describe the simulation and case study examples along with results and comparative analysis and finally conclude with a brief discussion in Section 5.

2 Background

2.1 Dirichlet Mixture Models

Let \( \{X_m\}_{m=1}^{M} \) denotes a collection of \( M \) distinctive data sources from \( N \) objects (e.g., patients with or without cancer tumor), and for each data source \( m \) the notation \( X_{mi} \) represents the data corresponding to the \( i \)-th object. For example, if the first data source (indexed by \( m = 1 \)) is RNA gene expression, then \( X_{1i} \) denotes the RNA gene expression profile for the \( i \)-th patient. For each data source \( m \), let \( L_{mi} = \{1, 2, \ldots, K\} \) denotes a latent variable corresponding to the data \( X_{mi} \), and \( L_{mi} = k \) implies that the \( i \)-th object belongs to the \( k \)-th
clusters.

For each of data source $m$, we assume that the data $X_{mi}$ is generated from a mixture density (Bishop, 2006; McLachlan and Basford, 1988):

$$p_m(X_{mi}) = \sum_{k=1}^{K} \pi_{mk} f(X_{mi} | \theta_{mk}),$$

(1)

where $\pi_{mk} = \Pr[L_{mi} = k] \in [0, 1]$ represents the probability of $X_{mi}$ belonging to the $k$-th cluster, and $f(X_{mi} | \theta_{mk})$ is a probability density function for the data $X_{mi}$ indexed by the parameters $\theta_{mk}$. If the density $f$ is chosen to be a Gaussian density $N(\mu_{mk}, \sigma_{mk}^2)$ with mean $\mu_{mk}$ and variance $\sigma_{mk}^2$, then we have $\theta_{mk} = (\mu_{mk}, \sigma_{mk})$, leading to the Gaussian mixture density (Rasmussen, 2000). For a detailed explanation for the mixture model, refer to page 430 of Bishop (2006).

For each of data source $m$, a hierarchical structure of Dirichlet mixture model (Hjort et al., 2010; Müller et al., 2015; Walker, 2007) is given by

$$X_{mi} | L_{mi}, \theta_m \sim F(\theta_{mL_{mi}}), \quad \theta_m \sim G^{(0)},$$

(2)

$$L_{mi} | \pi_m \sim \text{Multinomial}(\pi_{m1}, \pi_{m2}, \ldots \pi_{mK}),$$

(3)

$$\pi_{m1}, \pi_{m2}, \ldots \pi_{mK} \sim \text{Dirichlet}(\alpha/K, \ldots \alpha/K),$$

(4)

where $F$ is the (cumulative) distribution function for the density $f$ participated in the mixture density (1), and $\alpha > 0$ denotes the scaling parameter for the Dirichlet distribution (4), and $G^{(0)}$ denotes a base measure for the parameter $\theta_{mk}$. For a detailed description for the Dirichlet mixture model, and its practical implementation for clustering a dataset, refer to Görür and Rasmussen (2010).

### 2.2 Motivation to Accommodate Directional Dependency

One of the fundamental ideas of molecular biology is The Central Dogma (Crick, 1970, 1958), which describes the two-step process, transcription and translation, by which the information in genes flows into proteins: DNA to RNA, and RNA to protein, but not in reverse direction. A ground motivation of our research is to make a use of this directional dependency to a multi-view clustering problem (consensus clustering problem) (Kim et al., 1970).
2017; Lock and Dunson, 2013; Wang et al., 2014), eventually leading to a unified clustering
decision.

In this paper, we make a use of a notion of copula (Jaworski et al., 2010; Trivedi et al., 2007) to accommodate such a directional dependency. Copulas is widely used to model the dependence structure between random variables by decoupling the dependence structure from the marginal distribution (Demarta and McNeil, 2005). Technically, a \( n \)-dimensional copula is defined by a \( n \)-dimensional joint distribution function \( C : [0,1]^n \to [0,1] \) with uniform margins. The Sklar’s theorem (Sklar, 1959) is the central theorem in dealing with copulas, which elucidates the role of \( C \) in constructing a dependency between multiple random variables. (For a detailed explanation for the copulas, refer to Nelsen (2007).)

**Theorem 1** (Sklar’s theorem). Let \( F \) be a \( n \)-dimensional joint distribution function with margins \( F_1, \ldots, F_n \). Then there exists a \( n \)-dimensional copula \( C \) that satisfies the following equality for all \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \):

\[
F(x_1, \ldots, x_n) = C(F_1(x_1), \ldots, F_n(x_n)).
\]

Additionally, if all the marginals are continuous, then \( C \) is unique. Conversely, if \( C \) is a copula, and all the margins are distribution functions, then the function \( F \) satisfies the above equation is a joint distribution function with margins \( F_1, \ldots, F_n \).

There have been researches in the literature, aimed at accommodating the directional dependency by using a copula (Dodge and Rousson, 2000; Jung et al., 2008; Kim and Kim, 2014; Kim et al., 2009). Among many of such researches, regression-based approach is widely used. For example, Dodge and Rousson (2000) presented the idea of directional dependence by using an ordinary linear regression. To be specific, the authors showed that when regressing some random variable \( Y \) on \( X \), then there exists a directional dependence of \( X \) on \( Y \) if the square of sample skewness of \( Y \), denoted by \( \hat{\gamma}_Y^2 \), is less than that of \( X \), that is, \( \hat{\gamma}_Y^2 < \hat{\gamma}_X^2 \). Recently, Sungur (2005a,b) argued that copula regression models may offer a possibility to capture the directional dependence between variables. This is mostly because the copula regression approach can model the joint dependence structure between the random variables, independently from the choice of the marginal distributions.
A Copula for Directional Dependency

A key idea of accommodating a directional dependency between two variables, saying $U$ and $V$, is to construct an asymmetric copula (Liebscher, 2008). Technically, bivariate asymmetric copula $C(u, v) : [0, 1]^2 \to [0, 1]$ is defined by any copula that satisfies $C_{U|V}(u, v) \neq C_{V|U}(v, u)$, where $C_{U|V}(u, v) = \partial C(u, v)/\partial v$ and $C_{V|U}(v, u) = \partial C(v, u)/\partial u$.

In this paper, we consider an asymmetric copula from the Rodriguez-Lallena and Ubeda-Flores family (Rodrıguez-Lallena and ´Ubeda-Flores, 2004):

$$C(u, v, \phi) = uv + f(u)g(u) = uv + \vartheta uv(1 - u)^\alpha (1 - v)^\beta,$$

where $u, v \in [0, 1]$, and $\phi = (\vartheta, \alpha, \beta)$, $\alpha > 1, \beta > 1$. The association parameter $\vartheta \in [-1, 1]$ measures the dependence between $u$ and $v$, while the asymmetry in the copula is owing to the parameters $\alpha$ and $\beta$. Given $n$ observations $\{(u_i, v_i)\}_{i=1}^n$, the maximum likelihood estimates (MLE) of $\alpha$ and $\beta$ are given as:

$$\hat{\alpha} = \frac{\sum_{i=1}^n ((1 - u_i)\log(1 - u_i) - u_i)}{\sum_{i=1}^n u_i\log(1 - u_i)},$$

$$\hat{\beta} = \frac{\sum_{i=1}^n ((1 - v_i)\log(1 - v_i) - v_i)}{\sum_{i=1}^n v_i\log(1 - v_i)},$$

and following is the admissibility bound for $\vartheta$ shown by Bairamov et al. (2001):

$$- \min \left\{ \left( \frac{\alpha + 1}{\alpha - 1} \right)^{\alpha-1}, \left( \frac{\beta + 1}{\beta - 1} \right)^{\beta-1} \right\} \leq \vartheta \leq \min \left\{ \left( \frac{\alpha + 1}{\alpha - 1} \right)^{\alpha-1}, \left( \frac{\beta + 1}{\beta - 1} \right)^{\beta-1} \right\}. \quad (6)$$

Let the value of $\rho_{v\to u}$ implies a degree of a directional dependency of $U$ on $V$, with a higher value indicates a stronger directional dependency. Adopting the idea of Sungur (2005a), $\rho_{v\to u}$ can be expressed as:

$$\rho_{v\to u} = 12 \cdot \mathbb{E} \left[ (r_{U|V}(u))^2 \right] - 3, \quad (7)$$

where the expectation $\mathbb{E}[]$ is taken with respect to the copula regression function $r_{U|V}(u)$ defined by $r_{U|V}(u) = 1 - \int_0^1 C_{U|V}(u, v)dv$. For the Rodriguez-Lallena and Ubeda-Flores copula, we can express (7) in a closed-form (Sungur, 2005a,b):

$$\rho_{v\to u} = \frac{3\vartheta^2\alpha^2\beta^2}{(2 + \beta)^2(1 + 2\alpha)} \quad \text{and} \quad \rho_{u\to v} = \frac{3\vartheta^2\alpha^2\beta^2}{(2 + \alpha)^2(1 + 2\beta)} \quad (8)$$
3 Copula-based Multi-view Clustering

3.1 A Copula-based Dirichlet Mixture Model

Note that the Dirichlet mixture model (2) – (4) has been constructed to each data source \( m \) \( (m = 1, \ldots, M) \), hence, still there is no information borrowing between datasets. In what follows, a key idea of the proposed model is, first, to make a use of the formula of the directional dependency (8) between two pairs of dataset, and second, utilize these quantities in clustering through the Dirichlet mixture model (2) – (4).

A hierarchical formulation of a copula-based Dirichlet mixture model based on the Rodriguez-Lallena and Ubeda-Flores copula is

\[
X_{mi} | L_{mi}, \theta \sim F(\theta_{mL_{mi}}), \quad \theta_{mk} \sim G^{(0)}, \quad \rho_{m \rightarrow k} \sim H_{m,k},
\]

where \( \gamma_{mL_{mi}} \) is a re-written version of \( \pi_{mk} \) from equation (3) where \( \sum_{k=1}^{K} \gamma_{mk} = 1 \). Notations \( F \), \( G^{(0)} \), and \( \theta_{mk} \) are used as the same way used in the Dirichlet mixture model (2) – (4). The \( \gamma_{mL_{mi}} \) is the degree of directional dependency associated with the two datasets. Notations \( F \), \( G^{(0)} \), and \( \theta_{mk} \) are used as the same way used in the Dirichlet mixture model (2) – (4). The \( \gamma_{mL_{mi}} \) is a re-written version of \( \pi_{mk} \) from equation (3) where \( \sum_{k=1}^{K} \gamma_{mk} = 1 \). Parameter \( \rho_{u \rightarrow v} \) is the directional dependence of dataset \( u \) onto dataset \( v \), as defined in (7). Finally, \( H_{m,k} \) is the prior on the parameter \( \rho_{m \rightarrow k} \), and it will be discussed in Section 3.2.

We emphasize that what makes a difference of the proposed model (9) from Dirichlet mixture model (2) – (4) is the clustering allocating procedure induced by \( L_{1i}, L_{1n}, \ldots, L_{Mi} \), which is analogous to the idea of Kirk et al. [2012], except that we use a directional dependency parameters \( \rho_{u \rightarrow v} \), while the authors used a two-directional dependency.
3.2 Directional Dependence Prior

For each \(i\), given two datasets \(u\) and \(v\), let the notations \(\hat{\alpha}^i_{uv}\) and \(\hat{\beta}^i_{uv}\) denote the MLEs of the two parameters, \(\alpha\) and \(\beta\), of the Rodriguez-Lallena and Ubeda-Flores copula, given by \(\text{(5)}\). Then after averaging each of the quantities over the \(n\) observations, that is, \(\hat{\alpha}^{uv} = \frac{1}{n} \sum_{i=1}^{n} \hat{\alpha}^i_{uv}\) and \(\hat{\beta}^{uv} = \frac{1}{n} \sum_{i=1}^{n} \hat{\beta}^i_{uv}\), we can express the directional dependence of the \(u\)-th dataset on the \(v\)-th dataset (Sungur, 2005b):

\[
\rho_{u \to v} = \frac{3 \vartheta^{2}_{uv} \hat{\alpha}^{2}_{uv} \hat{\beta}^{2}_{uv}}{(2 + \hat{\alpha}_{uv})^2(1 + 2 \hat{\beta}_{uv})},
\]

(10)

where \(\vartheta_{uv}\) is a measure of association between the random variables \(U\) and \(V\). Note that \(\rho_{u \to v} \ (10)\) is a copula-based random variable: first, two quantities \(\hat{\alpha}_{uv}\) and \(\hat{\beta}_{uv}\) are driven from a directional copula discussed in Subsection 2.3 and second, \(\vartheta\) is the stochastic part, rendering \(\rho_{u \to v}\) as a random quantity.

We define a Gaussian for the \(\vartheta_{uv}\), given by \(\vartheta_{uv} \sim N(0, \frac{b^2_{uv}}{9})\), where the \(b_{uv}\) is again copula-driven:

\[
b_{uv} = \min_{i \in \{1, \ldots, n\}} \left\{ \left( \frac{\hat{\alpha}^i_{uv} + 1}{\hat{\alpha}^i_{uv} - 1} \right)^{\hat{\alpha}^i_{uv} - 1}, \left( \frac{\hat{\beta}^i_{uv} + 1}{\hat{\beta}^i_{uv} - 1} \right)^{\hat{\beta}^i_{uv} - 1} \right\}.
\]

The following is a logic why we choose \(b_{uv}\) above. Since Gaussian random variable \(\vartheta_{uv}\) has the variance \(\frac{b^2_{uv}}{9}\), we have the inequality \(P(|\vartheta_{uv}| \leq b_{uv}) = 0.997\), which implies that \(-b_{uv} \leq \vartheta_{uv} \leq b_{uv}\) holds with very high probability. Since \(-b_{uv} \leq \vartheta_{uv} \leq b_{uv}\) holds with very high probability and the posterior updates are all conjugate updates without the added computational burdens of truncated distributions. Moreover, as \(\vartheta_{uv}\) is normally distributed, it is easy to see that \(\rho_{u \to v} \propto \vartheta^2_{uv}\) follows a gamma distribution. In particular,

\[
\rho_{u \to v} \sim \text{Gamma} \left( \frac{1}{2}, \frac{4(2 + \hat{\alpha}_{uv})^2(1 + 2 \hat{\beta}_{uv})}{2 \hat{\alpha}^2_{uv} \hat{\beta}^2_{uv} (b_{uv}/3)^2} \right)
\]

This defines our prior on \(\rho_{u \to v}\) that is denoted as \(H_{u,v}\).

3.3 Posterior Updates

In this section, we present a general Bayesian approach to estimate the posterior updates using a Gibbs sampling approach.

\[\xi | - \sim \text{Gamma}(N, Z)\]
\[ Z = \sum_{j_1=1}^{K} \cdots \sum_{j_M=1}^{K} \left[ \prod_{k=1}^{M} \gamma_{kj_1} \prod_{k=1}^{M} \prod_{j_1=1}^{M} (1 + \rho_{k->\ell} \mathbb{1}\{j_k = j_\ell\}) \right] \]

\[ \gamma_{mjm} \sim \text{Gamma}(a_\gamma, b_\gamma) \]

\[ a_\gamma = \sum_{i=1}^{N} \mathbb{1}\{L_{mi} = j_m\} + \frac{\alpha_M}{K} \]

\[ b_\gamma = \xi \sum_{j_1=1}^{K} \cdots \sum_{j_{m-1}=1}^{K} \sum_{j_{m+1}=1}^{K} \cdots \sum_{j_M=1}^{K} \left[ \prod_{k=1}^{M} \gamma_{kj_k} \prod_{k=1}^{M} \prod_{\ell=1, \ell \neq k}^{M} (1 + \rho_{k->\ell} \mathbb{1}\{k \rightarrow \ell\} \mathbb{1}\{j_k = j_\ell\}) \right] + 1 \]

\[ \rho_{m->p} \sim \text{Gamma}(a_\rho, b_\rho) \]

\[ a_\rho = \sum_{i=1}^{N} \mathbb{1}\{L_{mi} = L_{pi}\} + \frac{1}{2} \]

\[ b_\rho = \xi \sum_{j_m=j_p=1}^{K} \cdots \sum_{j_{m-1}=1}^{K} \sum_{j_{m+1}=1}^{K} \cdots \sum_{j_M=1}^{K} \sum_{j_{m-1}=1}^{K} \cdots \sum_{j_{M+1}=1}^{K} \cdots \sum_{j_{M-1}=1}^{K} \left[ \prod_{k=1}^{M} \gamma_{kj_k} \prod_{k=1}^{M} \prod_{\ell=1, \ell \neq k, \ell \neq p}^{M} (1 + \rho_{k->\ell} \mathbb{1}\{k \rightarrow \ell\} \mathbb{1}\{L_{ki} = L_{\ell i}\}) \right] \times \frac{4(2 + \hat{\alpha}_{mp})^2(1 + 2 \hat{\beta}_{mp})}{2 \hat{\alpha}^2_{mp} \hat{\beta}^2_{mp}(b_{mp}/3)^2} \]

\[ p(L_{mi} = c | -) = b_L \gamma_{mc} \prod_{k=1}^{m-1} (1 + \rho_{k->m} \mathbb{1}\{k \rightarrow m\} \mathbb{1}\{L_{ki} = L_{mi}\}) \prod_{k=m+1}^{M} (1 + \rho_{m->k} \mathbb{1}\{m \rightarrow k\} \mathbb{1}\{L_{mi} = L_{ki}\}) \times \int f_m(x_{mi}, x_{m,-i}^c | \theta_m) \phi_m^{(0)}(\theta_m) \theta_m \]

where \( x_{mi} \) is observation \( i \) for dataset \( m \), \( x_{m,-i}^c \) are all the observations not including \( x_{mi} \) in dataset \( m \) associated with component \( c \), \( L_{m,-i} \) are all the \( L_{mj} \) such that \( i \neq j \), \( L_{-m,i} \) are all the \( L_{ki} \) such that \( k \neq m \), and \( b_L \) is a normalizing constant that ensures \( \sum_{c=1}^{K} p(L_{mi} = c | \rho, L_{m,-i}, L_{-m,i}, x_{mi}, x_{m,-i}^c) = 1 \).

Please note that a latent variable \( \xi \) has been added to help with the computational efficiency and that the updates on \( \theta_m \) will depend on the choice of \( f_m \) and \( G^{(0)} \).

4 Datasets

To demonstrate the effectiveness of directional dependencies in multi-view clustering, we consider both simulated and real examples which are described in detail in the following subsections.
Figure 1: Similarity matrix for the simulation study when (a) true direction is considered (b) the direction is reversed and (c) when no directionality is considered. The colormaps shows the posterior probability of samples $i$ and $j$ to belong to the same cluster.

4.1 Simulated Data

For the simulation study, we consider two datasets $U$ and $V$ each generated from a univariate Gaussian mixture model with 2 components. The corresponding means and standard deviations of the mixture model are 0, 3 and 1, 0.5, respectively. The dependence structure is defined by an asymmetric Tawn copula given as:

$$C(u, v) = \exp \left( \log(u) \log(v) A \left( \frac{\log(v)}{\log(u) \log(v)} \right) \right)$$

where $A(.)$ is called the Pickands dependence. For the Tawn copula, the Pickands function is given as,

$$A(t) = (1 - \psi_1)(1 - t) + (1 - \psi_2)t + [(\psi_1(1 - t))^\theta + (\psi_2 t)^\theta]^{1/\theta}$$

In this case, we consider the Tawn copula of Type 1 such that $\psi_2 = 1$. For the current simulation study, we set the values of $\psi_1$ and $\theta$ to 0.5 and 30 respectively and the direction of dependence is set from $V$ to $U$. Details on the Tawn copula maybe found in [Kraus, 2017].

For each dataset, we generate 500 data points and the measure of directional dependence (from $V$ to $U$) as estimated from Equation (3) is equal to 1.73. Note the dependence in the opposite direction was obtained to be -1.02, indicating no notable dependence. We first test
the performance of the proposed method when the true directionality is used, i.e., $1\{V \rightarrow U\}$.
In this case, the method is able to correctly predict the 2 clusters and the labels correctly and is shown in the joint similarity matrix in Figure 1(a). A similarity matrix displays the posterior probability of samples $i$ and $j$ to belong to the same cluster (see (Kirk et al., 2012) for details). The overall accuracy of clustering for this case is 98.8%. We test two more possible scenarios, first when there is no direction of dependence and second when the direction of dependence is reversed, i.e., $1\{V \rightarrow U\}$. The clustering results corresponding to these two cases are presented in the joint similarity matrix shown in Figures 1(b) and (c). We note that the clustering performance is affected in both the cases, but more in the second one where we observe 3 different clusters. In the case where no directionality was considered, we do get 2 clusters, however, the accuracy is 97.2%. This is intuitive this scenario only considers dependence without any directionality (similar to (Lock and Dunson, 2013)). In contrast, the second case is similar to assuming no dependence and therefore, the performance is significantly worse as compared to both the other cases.

4.2 TCGA Breast Cancer Data

For the real example, we consider the multi-source genomic data of breast cancer tumor samples from TCGA which was also adopted as data for case study in (Lock and Dunson, 2013). To download the data, visit https://tcga-data.nci.nih.gov/docs/publications/brca_2012/

The TCGA data contains a common set of 348 breast cancer tumor samples ($N = 348$), our dataset comprised of four data sources ($M = 4$):

- RNA gene expression (GE) data for 171 genes.
- DNA methylation (ME) data for 171 probes.
- miRNA expression (miRNA) data for 171 miRNAs.
- Reverse phase protein array (RPPA) data for 171 proteins.

It is known that these four types of data manifest differently, but at the same time, are highly related in that they are directional dependent. Figure 2 shows the four data sources
with the yellow arrows representing the direction of dependence between them. The process which determines the direction of dependence between DNA to RNA is called *transcription* and from RNA to protein is called *translation*. MiRNAs (or MicroRNAs) are single-stranded RNAs, which exert their regulatory action by binding messenger RNAs and preventing their translation into proteins.

![Diagram of biological components](image)

**Figure 2: Directional dependencies among biological components**

From a statistical perspective, both *transcription* and *translation* might be designed in term of directional dependency in our copula model because opposite processes (i.e. Protein to RNA, RNA to DNA) does not occur. Considering the two directions are *a priori* facts, we can design those by providing *deterministic directional indicators* \( \{k \rightarrow p\} \) for each process where \( k \) and \( p \) are corresponding indices for data sources. Also, the corresponding strengths of directional dependencies are quantified by \( \rho_{k \rightarrow p} \). In the numerical perspective, we guess that providing the *deterministic directional indicator* to the model renders the summation in \( b \) less burden, and therefore, improves the computation speed. Because we use the copula to the data level, not to the latent level, matching the data dimensions for each data sources is necessary \( (D_1 = D_2 = D_3 = D_4 = 171) \). These four data sources are measured on different platforms and represent different biological components. However, they all represent genomic data for the same sample set and it is reasonable to expect some shared structure while considering directional dependencies at hand.

As explained in the previous section, we are clustering samples based on four datasets: gene expression, DNA methylation, microRNA, and RPPA for breast cancer from the TCGA data. Prior studies have found that the total number of clusters can vary anywhere from 2 (Duan et al., 2013) to 10 (Curtis et al., 2012). In comparison, four comprehensive sub-
Types have been identified based on multisource consensus clustering of the TCGA data as Basal, Luminal A, Luminal B and HER2 (Network et al., 2012). We incorporated our prior biological knowledge, the directionality based on central dogma, into the clustering of our algorithm. Since proteins are the final outcome, we consider the consensus (or final) clustering to be the protein clusters, which summarize all the information from the other three datasets inside itself. To initialize the Bayesian posterior update algorithm, we take advantage of our finite Dirichlet mixture model to define the number of clusters ($K$). Although our model considers a finite mixture model, it is equivalent to a Dirichlet process mixture model when $N \to \infty$ and therefore, $K$ specifies an upper bound on the number of clusters present in the data. Authors (Rousseau and Mengersen, 2011) argue that if the number of clusters specified by $K$ is sufficiently large, the posterior updates can automatically determine the true number of clusters present in the data. Based on this analogy, (Kirk et al., 2012) suggest that a good choice of the cluster number to avoid the computational burden is $K = \lceil N/2 \rceil$. Even though we set a very large number of 500 as our cluster number, our algorithm correctly predict the number of clusters to be four, similar to the sub-typing in TCGA. Since copy number variation is associated with breast cancer risk and prognosis (Kumaran et al., 2017), we calculated the fraction of the genome altered (FGA) as a measure of copy number activity as described in (Network et al., 2012) Supplementary Section VII (with threshold $T=0.15$) for each cluster. Our result are summarized in table 1 and figure 3. The TCGA sub-types and our clusters have different structures, but they are non-independent based on the Chi-squared test of independence ($p$-value < 0.0001). Clusters 1 is mostly a combination of Luminal like breast cancer sub-types (Lum A and Lum B) which are similar to each other with average FGA ($0.25 \pm 0.12$) and almost 10% of their samples have high FGA (more than 0.4). Cluster 2 is mostly Luminal like breast cancer B with higher FGA ($0.28 \pm 0.16$). Moreover, cluster 2 contains highest FGA among all the four clusters with almost 22%. Cluster 3 is focusing more on the HER2 and Basal sub-types which are more similar to each other with the least FGA ($0.17 \pm 0.13$) and very few high FGA with almost only 6%. Even though cluster 4 is more spread over the 4 known subtypes (Her2, Basal, Lum A and Lum B) but they include samples with high FGA ($0.28 \pm 0.13$) and lower standard deviation compared to cluster 2. Moreover, cluster 4 is second in having high FGA samples with almost 17%.
Figure 3: Distribution of fraction of the genome altered across breast cancer clustering based

There are two other state-of-the-art algorithms for clustering based on multiple datasets which are Bayesian Consensus Clustering (BCC) \cite{Lock2013} and Multiple Dataset Integration (MDI) \cite{Kirk2012} as explained before. We cannot compare our results with them for the following reasons. Firstly, the MDI algorithm provides separate clustering rather than a consensus or global clustering. Secondly, the BCC algorithm calculates a global clustering, but their algorithm needs to know the number of clusters beforehand, which is a great limitation for the cases when we don’t know the number of clusters. They even developed a heuristics to calculate the number of clusters as a pre-processing step, but they wrongly choose three clusters for the TCGA data.

|    | 1 | 2 | 3 | 4 |
|----|---|---|---|---|
| Her2 | 6 | 0 | 28 | 5 |
| Basal | 2 | 1 | 54 | 15 |
| Lum A | 71 | 56 | 3 | 31 |
| Lum B | 54 | 4 | 8 | 10 |

Table 1: Confusion matrix for the clustering assignment
5 Conclusion

It is known that the genomics datasets collected from multiple sources are often related and when used jointly can significantly improve the clustering. Nonetheless, several processes in nature are irreversible and move in a particular direction. This is often true in genomics, where one dataset is not only dependent but directionally dependent, for example, the process of conversion of DNA to protein. We utilized this domain knowledge and proposed a novel method for multi-view clustering by incorporating the directional dependence between the datasets using a copula model. The use of copulas to model directionality provides us with a robust and versatile tool to capture the directional dependence in joint behavior. Application of the proposed method on synthetic as well as real dataset demonstrates its efficacy. Most importantly, we believe that capturing directional dependence instead of simple dependence can provide an added understanding of the underlying process. More rigorous and in-depth comparative analysis between the dependence and directional dependence seeking multi-view clustering.
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