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\textbf{ABSTRACT}
In this paper we deal with the signed Roman domination and signed total Roman domination problems. For each problem we propose two integer linear programming (ILP) formulations, the constraint programming (CP) formulation and variable neighborhood search (VNS) method. We present proofs for the correctness of the ILP formulations and a polyhedral study in which we show that the polyhedrons of the two model relaxations are equivalent.

VNS uses specifically designed penalty function that allows the appearance of slightly infeasible solutions. The acceptance of these solutions directs the overall search process to the promising areas in the long run.

All proposed approaches are tested on the large number of instances. Experimental results indicate that all of them reach optimal solutions for the most of small and middle scale instances. Both ILP models have proven to be more successful than the other two methods.
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1. Introduction

Roman domination has been intensively investigated in recent years. Scientific interest in this problem arose after the papers ”Defendens imperium romanum: a classical
problem in military strategy" (ReVelle and Rosing 2000) and "Defend the Roman Empire!" (Stewart 1999) were published in two well known American journals. In order to protect the Roman territory from enemy attacks in the period of reduced power of the empire in the 4th century, the Emperor of Rome, Constantine the Great, issued a decree which defines the strategy of locating and moving legions through the regions in order to increase security of the Empire. A region is considered unsecured if no legions are stationed, while regions are secured if there is at least one legion there. Legions can move from a secure to an adjacent insecure region only if the old region is still secured, i.e. if one legion is ordered to move to the other region, then another legion still remains there. The Emperor’s intention was to organize his legions in such a way that as few legions as possible are stationed, but they still can defend the Empire according to his strategy.

Motivated by the problem that the glorious Roman emperor Constantine the Great faced in the 4th century, (Cockayne et al. 2004) formally introduced the Roman domination problem (RDP) as a mathematical problem and opened the wide area for further research. There are several variants of RDP, and they are mostly related to the conditions in which the vertices or edges are dominated, or to the introduction of some extra properties to the starting problem.

Among many invariants of the problem, we notice some of them: independent Roman domination (Targhi et al. 2012; Chellali and Rad 2012), weak Roman domination (Henning and Hedetniemi 2003; Cockayne et al. 2003), total Roman domination (Ahangar et al. 2016), edge Roman domination (Chang et al. 2016), signed Roman edge domination (Ahangar et al. 2016a), Roman k-domination (Hansberg and Volkmann 2009; Kammerling and Volkmann 2009; Bouchou et al. 2014), twin signed Roman domination (Sheikholeslami et al. 2016) signed Roman k-domination (Henning and Volkmann 2015), Roman k-tuple domination number of a graph (Kazemi 2014), distance Roman domination (Aram et al. 2013), strong Roman domination with multiple attacks (Henning and Hedetniemi 2003; Alvarez-Ruiz et al. 2015), mixed Roman Domination (Ahangar et al. 2015), restrained Roman domination in graphs (Pushpam and Padmapriya 2015), signed qRoman k-domination number (Adanza and Balbado Jr 2015) and double Roman domination (Beeler et al. 2016).

Domination in graphs is a developing research area with various applications to
different kinds of networks, like social networks, biological networks, distributed networks etc. (Behtoei et al. 2014). For example, some facility location problems can be modelled by Roman domination (Chambers et al. 2009). Dominating function can be interpreted as a cost function: if a vertex is assigned a number 1, that indicates that the vertex is chosen as a low-range hub which can serve only itself, if 2 is assigned to the vertex, that means that the vertex is a high-range hub that can serve neighboring locations, while the vertices assigned a number less than 1 are not hubs. Distribution of the cheaper low-range hubs and more expensive high-range hubs in a wide network can be now considered as a Roman domination, where the task is to minimize the total number of the used hubs, with respect to the requirements that any non-hub node is covered by a high-range hub.

In this paper we deal with the signed Roman domination problem (SRDP) introduced in (Ahangar et al. 2014) and its sub-variant, signed total Roman domination problem (STRDP), introduced in (Volkmann 2016b). In the SRDP, there is a dominating function \( f : V \rightarrow \{-1,1,2\} \) that satisfies two conditions: for each vertex the sum of the values assigned to a vertex and its neighbors is at least 1 and for every vertex \( i \) for which \( f(i) = -1 \) holds that it is adjacent to at least one vertex \( j \) for which \( f(j) = 2 \). In the STRDP, the dominating function \( f : V \rightarrow \{-1,1,2\} \) has to satisfy slightly different first condition: for each vertex the sum of the values assigned exactly to its neighbors is at least 1. The second condition is the same, i.e. for every vertex \( i \) for which \( f(i) = -1 \) there must exists at least one vertex \( j \) adjacent to \( i \), satisfying \( f(j) = 2 \).

The signed Roman domination number (respectively signed total Roman domination number) is then defined as \( \min \sum_{i \in V} f(i) \) over all functions satisfying the stated conditions for SRDP, respectively STRDP.

2. Previous work

In this section we briefly review the previous results on SRDP and STRDP and position our work in the literature.

Signed Roman domination problem was introduced in (Ahangar et al. 2014). The authors presented several lower and upper bounds on the signed Roman domination number of arbitrary graphs, and determined the exact value of the signed Ro-
man domination number for some special classes of graphs, like complete graphs, cycles and paths. Signed Roman $k$-domination problem (SRkDP), introduced in (Henning and Volkmann 2016), generalizes the SRDP. In SRkDP, for each vertex the sum of the values assigned to that vertex and its neighbors is at least $k$ and obviously, SRDP is a special case of SRkDP if $k = 1$.

Both SRDP and its generalization SRkDP have been studied in literature from theoretical point of view. In (Behtoei et al. 2014), the signed Roman domination number of join graphs is analyzed. Beside some results for general join graphs, signed Roman domination number is determined for join of cycles, wheels, fans and friendship graphs. The signed Roman domination number for generalized Petersen graphs $P(n, k)$ is determined for $k = 1$ and $k = 3$ in (Shirkol and Gudgeri 2014). SRDP is also considered in digraphs. In (Sheikholeslami and Volkmann 2015), the authors presented several bounds, also determining the exact values for some special classes of digraphs.

Henning and Volkmann (2015) and Shao et al. (2017) present several theoretical results for SRkDP. In (Henning and Volkmann 2015), a tight lower bound on the SR2DP of a tree is determined. In (Shao et al. 2017), it is proven that SRkDP is NP-complete even when restricted to bipartite and planar graphs. In the same paper, the exact values for thin torus graphs $C_3 \square C_n$ and $C_4 \square C_n$ are determined.

Similarly as for SRDP, results in the literature for STRDP are focused on theoretical contributions.

Following the ideas in (Ahangar et al. 2014), Volkmann initiated the study of signed total Roman dominating number in (Volkmann 2016b). The author found different bounds for signed total Roman dominating number and also determined the signed total Roman domination number of some classes of graphs. In a consecutive work (Volkmann 2016a), the same author continued for study STRDP and analyzed the signed total Roman domination number for some classes of graphs. In a recent paper, Zec et al. (2021) presented exact values and (lower and upper) bounds for signed (total) Roman domination number for several classes of planar graphs.

As mentioned above, SRDP and SRkDP have been studied only theoretically, by proposing results on computational complexity and lower or upper bounds either for graphs in general or for certain graph classes. On the other side, in literature one cannot find any method for computational solving the mentioned problems.

In our paper we mainly investigate SRDP and STRDP from the point of integer
linear programming and variable neighborhood search, as methods for calculating the exact value (or at least upper bound) of signed (total) roman domination number for an arbitrary graph.

2.1. ILP formulations for related problems

ILP models have been proposed for many variants of Roman domination problems. The first ILP formulation for the basic Roman domination problem can be found in an early work (ReVelle and Rosing 2000). It was derived from the well-known problem, the Location Set Covering Problem (Toregas et al. 1971). ReVelle and Rosing (2000) introduced the model two types of binary variables (usually denoted as \(x\) and \(y\)), indicating whether the corresponding vertices are assigned at least one (variables \(x\)) or two (variables \(y\)) legions or not. Another idea, presented, for example, in (Burger et al. 2013), also includes two types of binary variables (also denoted as \(x\) and \(y\)), where the variables \(x\) (respectively \(y\)) are used to indicate if exactly one (respectively two) legion(s) is (are) placed on the corresponding region. These two ideas of using described two types of binary variables are used to construct new or to improve existing ILP models in a number of subsequent papers. Burger et al. (2013) presented ILP formulations for solving three static domination problems: determining domination number, total domination number and Roman domination number, as well as two dynamic domination problems which include moving the guards from one region to another: weak Roman domination (WRD) and secure domination. In dynamic domination problems, a set of additional binary variables were used to indicate a swap of guards between regions. Ivanović (2016) improved the Reveille’s and Burger’s models for Roman domination by relaxing a set of binary variables to real. In addition, Ivanović proved that a set of constraints in Burger’s model can be omitted.

Ivanović (2018) made a contribution on solving WRD, by proposing the new ILP model, keeping the same sets of \(x\) and \(y\) binary variables, but reducing the total number of additional variables and constraints.

Depending on the variant of a particular domination problem, new constraints and variable sets were introduced in ILP models. Ma et al. (2019) proposed three ILP models for solving the weighted total domination problem (WTDP). In all three models, binary variables (variables \(x\)) were used to indicate if a vertex is chosen for the solution or not. Remaining sets of variables, together with the appropriate con-
strains were used to control correctly measure the objective function. Following this approach, Álvarez-Miranda and Sinnl (2019) proposed two alternative ILP formulations for WTDP, that outperform the results presented in Ma et al. (2019).

Cai et al. (2019) propose several ILP models for a stronger version of RDP - double Roman domination problem DRDP, where at most three legions stationed at each region are allowed. In DRDP, three types of vertices with assigned legions are present, so an additional set of binary variables can be introduced, indicating whether a region is assigned three regions or not. In Cai et al. (2019), different models for DRDP follow the same idea, apart from the definition of some binary variables, also using some theoretical observation to reduce the total number of variables and constraints.

Following the idea from ReVelle and Rosing (2000) and Burger et al. (2013), in this paper ILP models are formulated for SRDP and STRDP, as it is described in Section 4. To our knowledge, SRDP and STRDP have not been modelled previously by linear programming and in this paper we propose the first ILP models for solving the mentioned problems.

3. Problem definitions

In this section formal mathematical definitions of SRDP and STRDP are presented. Since the problems are similar, two formulations share the same foundation, differing in one set of constraints.

We first introduce the basic notation. Let $G = (V, E)$ represent a finite and undirected graph with the vertex set $V$ and the set of edges denoted by $E$. The open neighborhood of vertex $i$ is $N(i) = \{j \in V | ij \in E\}$, while the closed neighborhood is defined as $N[i] = N(i) \cup \{i\}$. Let us further introduce a function $f$ on the set of vertices:

$$f : V \rightarrow \{-1, 1, 2\}$$  \hspace{1cm} (1)

In both SRD and STRD problems the modified Roman domination function $f$ has to satisfy the condition that for every vertex $i \in V$, such that $f(i) = -1$, there must
be a vertex \( j \in N(i) \) for which \( f(j) = 2 \). Formally:

\[
f(i) = -1 \implies ((\exists j) j \in N(i) \land f(j) = 2), \; i \in V
\]

(2)

Additional set of constraints for STRDP is given by:

\[
s^{tot}(i) = \sum_{j \in N(i)} f(j) \geq 1, \; i \in V,
\]

(3)

and for SRDP:

\[
s(i) = \sum_{j \in N[i]} f(j) \geq 1, \; i \in V.
\]

(4)

Finally, the objective function, also called the weight function on a graph \( G = (V, E) \) is defined as:

\[
\omega(f) = \sum_{i \in V} f(i)
\]

(5)

The signed total Roman domination number and the signed Roman domination number correspond to the minimal values of \( \omega(f) \) for the graph \( G \) in STRDP and SRDP, respectively.

3.1. Example

Let us consider an example graph given in Figure 1a. This graph consists of 6 nodes denoted by letters A, B, C, D, E and F , and 9 edges: \{A, B\}, \{A, F\}, \{B, C\}, \{B, E\}, \{C, D\}, \{C, E\}, \{D, E\} and \{D, F\}.

In the case of SRDP an optimal assignment is: \( f(A) = -1, \; f(B) = 2, \; f(C) = -1, \; f(D) = -1, \; f(E) = 1 \) and \( f(F) = 2 \) and the signed Roman domination number is equal to 2. The first set of constraints (2) is satisfied since all nodes that are assigned
the value of -1 have a neighbor that has value of 2, i.e. nodes A and C have neighbor B, while node D is neighboring F. The second set of constraints (1) is also satisfied, since the sum of assigned values in the closed neighborhoods of all nodes is greater or equal to 1, i.e. $s(A) = 3$, $s(B) = 3$, $s(C) = 1$, $s(D) = 1$, $s(E) = 1$ and $s(F) = 2$.

In the case of STRDP an optimal assignment is different: $f(A) = -1$, $f(B) = 1$, $f(C) = -1$, $f(D) = 2$, $f(E) = 1$, and $f(F) = 2$. The total signed Roman domination number is equal to 4. Constraints (2) are satisfied because node A is a neighbor with F and node C is a neighbor with D. Finally, the sum of assigned values in the open neighborhood of any node is strictly higher than zero: $s_{tot}(A) = 3$, $s_{tot}(B) = 1$, $s_{tot}(C) = 4$, $s_{tot}(D) = 2$, $s_{tot}(E) = 2$ and $s_{tot}(F) = 2$.

![Graph setting](a) Graph setting
![Optimal SRDP solution](b) Optimal SRDP solution
![Optimal STRDP solution](c) Optimal STRDP solution

**Figure 1.** Example graph.

4. Two ILP formulations

In this section, two new integer linear programming formulations for each of two considered problems are proposed. We denote these two ILP models as **New1** and **New2** for SRDP, while the ILP models for STRDP take labels **New1tot** and **New2tot**.
4.1. New1 formulations

For the function $f$ introduced in (1) and vertices $i \in V$ let us define the following variables:

$$x_i = \begin{cases} 1, & f(i) \geq 1 \\ 0, & otherwise \end{cases},$$  \hspace{1cm} (6)

$$y_i = \begin{cases} 1, & f(i) = 2 \\ 0, & otherwise \end{cases},$$  \hspace{1cm} (7)

The New1 formulation is then given as follows:

$$\min \sum_{i \in V} (2x_i + y_i - 1)$$  \hspace{1cm} (8)

$$x_i \geq y_i, \quad i \in V$$  \hspace{1cm} (9)

$$x_i + \sum_{j \in N(i)} y_j \geq 1, \quad i \in V$$  \hspace{1cm} (10)

$$\sum_{j \in N(i)} (2x_j + y_j - 1) \geq 1, \quad i \in V$$  \hspace{1cm} (11)

$$x_i, y_i \in \{0, 1\}, \quad i \in V$$  \hspace{1cm} (12)
The objective function (8) corresponds to the previously introduced weight function (5), i.e. total number of assigned legions. Constraints (9) and (12) ensure that values of $f$ function are from $\{-1, 1, 2\}$, thus it discards the invalid combination $(x_i, y_i) = (0, 1)$. Constraints (10) forbid the situation in which $f(i) = -1$ and exist no $j \in V(i)$ such that $f(j) = 2$, meaning there cannot exist a weakly defended city without strongly defended neighbor city. Finally, constraints (11) enforce that all cities are surrounded with cities whose total number of legions is at least 1 (including special case cities with negative number of legions).

The New1 formulation, related to SRDP is similar to New1$^{tot}$ since it has the same objective function (8) and the same constraints (9), (10) and (12). The difference is given by replacing (11) with the following set of constraints:

$$\sum_{j \in N[i]} (2x_j + y_j - 1) \geq 1, \quad i \in V$$

which, as in New1$^{tot}$, restricts the total number of surrounding legions, but, here, the cities own legion(s) are included in the count.

### 4.2. New2 formulations

For a function $f$ and vertices $i \in V$ let us define the following variables:

$$x_i = \begin{cases} 1, & f(i) = 1 \\ 0, & \text{otherwise}. \end{cases}$$

$$y_i = \begin{cases} 1, & f(i) = 2 \\ 0, & \text{otherwise}. \end{cases}$$
The New2° formulation is then given as follows:

\[
\min \sum_{i \in V} (2x_i + 3y_i - 1) \tag{16}
\]

\[
x_i + y_i \leq 1, \quad i \in V \tag{17}
\]

\[
x_i + y_i + \sum_{j \in N(i)} y_j \geq 1, \quad i \in V \tag{18}
\]

\[
\sum_{j \in N(i)} (2x_j + 3y_j - 1) \geq 1, \quad i \in V \tag{19}
\]

\[
x_i, y_i \in \{0, 1\}, \quad i \in V \tag{20}
\]

The objective function (16) corresponds to previously introduced weight function (5), i.e. total number of assigned legions. Constraints (17) and (20) ensure that values of \(f\) function are from \{-1, 1, 2\}, thus it discards the invalid combination \((x_i, y_i) = (1, 1)\). Constraints (18) have the same significance as (10) in New1° and New1 models, i.e. they disallow legion constellation in which \(f(i) = -1\) for some \(i \in V\) and exist no \(j \in V(i)\) such that \(f(j) = 2\). Constraints (19) enforce total number of surrounding legions to be at least 1 for each city.

New2 follows the same idea as New2°, so the objective function (16) and constraints (17), (18), (20) are the same. The only difference is in the usage of closed
4.3. Equivalence proofs

In this subsection we present the theorems which guarantee the equivalence between mathematical and two ILP formulations for each of two problems.

**Theorem 1.** Optimal objective function value of the New$^{tot}$ formulation (8)-(11) is equal to the optimal objective function value of the formulation given by (1), (2) and (3).

**Proof.** ($\Rightarrow$) Let a feasible solution of the formulation (8)-(12) be denoted by two $n$-dimensional vectors $x = (x_1, ..., x_n)$ and $y = (y_1, ..., y_n)$ where $n = |V|$.

Let $f$ be the function on the set $V$ defined as:

$$f(i) = \begin{cases} 
-1, & x_i = y_i = 0 \\
1, & x_i = 1, y_i = 0 \\
2, & x_i = 1, y_i = 1.
\end{cases}$$  \hspace{1cm} (22)

Because of the constraints (9), the case $(x_i, y_i) = (0, 1)$ is not possible, so the function $f$ is well defined according to (1).

Let $i \in V$. To prove that the condition (3) is satisfied, we consider three possible cases:

1. $x_i = y_i = 0$: $f(i) = -1$ and $2x_i + y_i - 1 = 2 \cdot 0 + 0 - 1 = -1$;
2. $x_i = 1, y_i = 0$: $f(i) = 1$ and $2x_i + y_i - 1 = 2 \cdot 1 + 0 - 1 = 1$;
3. $x_i = 1, y_i = 1$: $f(i) = 2$ and $2x_i + y_i - 1 = 2 \cdot 1 + 1 - 1 = 2$.

In all three cases we have that for each $i \in V$, $f(i) = 2x_i + y_i - 1$. From the constraint (11), we have

$$1 \leq \sum_{j \in N(i)} (2x_j + y_j - 1) = \sum_{j \in N(i)} f(i) \text{ and (3) holds.}$$

Let us prove (2). Let $i \in V$ and $f(i) = -1$. From the definition (22) of the function

$$\sum_{j \in N[i]} (2x_j + 3y_j - 1) \geq 1, \ i \in V \hspace{1cm} (21)$$
we have $x_i = 0$. From (10) and from the binary nature of the $y$ variables ensured by (12), we have:

$$0 + \sum_{j \in N(i)} y_j \geq 1 \implies ((\exists j \in N(i)) y_j = 1).$$

Because of (9) also $x_j = 1$. From (22), $f(j) = 2$ and (2) holds.

Let $f_{opt}$ be the optimal solution for the STRDP w.r.t. (11) - (3). Let $\text{opt}_1^{\text{tot}}(x, y)$ denote an optimal solution w.r.t. New1$^{\text{tot}}$ formulation (8)-(12).

Then, $\text{opt}_1^{\text{tot}}(x, y) = \sum_{i \in V} \text{opt}_1^{\text{tot}} f(i) = \sum_{i \in V} f(i)$ w.r.t. definitions (6) and (7). It is proven that $f$ corresponds to one Roman domination function w.r.t. (1)-(4).

Therefore the following holds:

$$\text{opt}_f \leq \sum_{i \in V} f(i) = \text{opt}_1^{\text{tot}}(x, y).$$

( \iff ) Let $f$ be a function satisfying (1)-(4). We define the variables $x$ and $y$ according to (6) and (7).

Binary nature of the variables $x$ and $y$, i.e. the constraints (12) are directly implied from the definitions (6) and (7).

Also, from the definition of the variables $x$ and $y$, for each $i \in V$, the case $(x_i, y_i) = (0, 1)$ is excluded, therefore the constraints (9) are satisfied.

Further, for each $i \in V$ we have

$$\begin{align*}
(1) \quad & f(i) = -1 \implies x_i = y_i = 0 \implies 2x_i + y_i - 1 = -1; \\
(2) \quad & f(i) = 1 \implies x_i = 1, y_i = 0 \implies 2x_i + y_i - 1 = 1; \\
(3) \quad & f(i) = 2 \implies x_i = 1, y_i = 1 \implies 2x_i + y_i - 1 = 2.
\end{align*}$$

In all three cases we have that $f(i) = 2x_i + y_i - 1$. Let us prove the constraints (11).

Let $i \in V$. From (3) we have

$$1 \leq \sum_{j \in N(i)} f(j) = \sum_{j \in N(i)} (2x_i + y_i - 1).$$

Let us now prove (10). Let $i \in V$. We analyze three cases:

$$\begin{align*}
(1) \quad & f(i) = 1 \implies x_i = 1 \text{ and (10) is satisfied because } y \text{ variables are non-negative.} \\
(2) \quad & f(i) = 2 \implies x_i = 1 \text{ again and (10) is satisfied because of the same reason} \\
(3) \quad & f(i) = -1 \implies x_i = 0. \text{ Because of (2) and the definition of } y \text{ variables, we have} \\
& ((\exists j \in N(i)) f(i) = 2) \implies ((\exists j \in N(i)) y_j = 1) \implies x_i + \sum_{j \in N(i)} y_j \geq 1 \\
& \text{and (10) is satisfied.}
\end{align*}$$

Let $\text{opt}_f$ be the optimal solution of the STRD problem, i.e. $f$ is the function for which $\sum_{i \in V} f(i)$ is minimal. Let $\mathbf{x}$ and $\mathbf{y}$ be the variables of the New1$^{\text{tot}}$ model, defined according to (6) and (7). It is proven that $\mathbf{x}$ and $\mathbf{y}$ satisfy the constraints
and therefore,
\[ \text{obj}_{\text{New1}} \leq \sum_{i \in V} (2x_i + y_i - 1) = \sum_{i \in V} f(i) = \text{opt}_f. \]

**Theorem 2.** Optimal objective function value of the New1 formulation (8), (9), (10), (13) and (12) is equal to the optimal objective function value of the formulation given by (1), (2) and (4).

The proof of Theorem 2 will be omitted since it is similar to the proof of Theorem 1.

**Theorem 3.** Optimal objective function value of the New2 formulation (16)-(20) is equal to the optimal objective function value of the formulation given by (1), (2) and (3).

**Proof.** ( \( \iff \) ) Let us denote a feasible solution to formulation (16)-(20) by two \( n \)-dimensional vectors \( \mathbf{x} = (x_1, ..., x_n) \) and \( \mathbf{y} = (y_1, ..., y_n) \) where \( n = |V| \) and let \( f \) be a function on the set \( V \). The following holds:

\[
f(i) = \begin{cases} 
-1, & x_i = y_i = 0 \\
1, & x_i = 1, y_i = 0 \\
2, & x_i = 0, y_i = 1.
\end{cases}
\] (23)

The function \( f \) is well defined function because the set of constraints (17) of New2 disallows the remaining possibility \( (x_i, y_i) = (1, 1) \). Hence, the function \( f \) is defined w.r.t. (1).

Let us prove that \( f \) satisfies the condition (3). Let \( i \in V \) be a vertex. We first state the following:

(1) \( x_i = y_i = 0 \): \( f(i) = -1 \) and \( 2x_i + 3y_i - 1 = 2 \cdot 0 + 3 \cdot 0 - 1 = -1 \);
(2) \( x_i = 1, y_i = 0 \): \( f(i) = 1 \) and \( 2x_i + 3y_i - 1 = 2 \cdot 1 + 3 \cdot 0 - 1 = 1 \);
(3) \( x_i = 0, y_i = 1 \): \( f(i) = 2 \) and \( 2x_i + 3y_i - 1 = 2 \cdot 0 + 3 \cdot 1 - 1 = 2 \).

Since in all three cases \( f(i) \) is equal to the expression \( 2x_i + 3y_i - 1 \), from (19) we get \( 1 \leq \sum_{j \in N(i)} (2x_j + 3y_j - 1) = \sum_{j \in N(i)} f(i) \) and (3) is satisfied.

Proving that (2) holds also requires analysis by cases and consideration of con-
Let $\text{opt}_f$ denote optimal solution w.r.t. formulation (1)-(3), and let $\text{opt}_{\text{New}2\text{tot}}(x, y)$ denote an optimal solution w.r.t. $\text{New}2\text{tot}$ formulation (16)-(20). Then, $\text{opt}_{\text{New}2\text{tot}}(x, y) = \sum_{i \in V} 2x_i + 3y_i - 1 = \sum_{i \in V} \bar{f}(i)$ w.r.t. definitions (14) and (15).

Since $\bar{f}$ corresponds to one possible solution w.r.t. formulation (1)-(3), it is at most good as $\text{opt}_f$, and therefore the following holds: $\text{opt}_f \leq \sum_{i \in V} \bar{f}(i) = \text{opt}_{\text{New}2\text{tot}}(x, y)$.

Let $f$ denote the function that satisfies (1)-(3). Let us use definitions for the variables $x$ and $y$ given by (14) and (15). The following is true:

(1) $f(i) = -1 \implies x_i = y_i = 0 \implies 2x_i + 3y_i - 1 = -1$;
(2) $f(i) = 1 \implies x_i = 1, y_i = 0 \implies 2x_i + 3y_i - 1 = 1$;
(3) $f(i) = 2 \implies x_i = 0, y_i = 1 \implies 2x_i + 3y_i - 1 = 2$.

Afterwards, from (2) it follows that $1 \leq \sum_{j \in N(i)} f(j) = \sum_{j \in N(i)} (2x_j + 3y_j - 1), i \in V$, hence, (19) is true.

Let us consider (3), i.e. $(f(i) = -1 \implies (\exists j) j \in N(i) \wedge f(j) = 2), i \in V$. Three cases are of interest:

(1) $f(i) = 1$: $x_i = 1, y_i = 0 \implies x_i + y_i + \sum_{j \in N(i)} y_j = 1 + 0 + \sum_{j \in N(i)} y_j \geq 1,
$ because $x$ and $y$ variables cannot be negative;
(2) $f(i) = 2$: $x_i = 0, y_i = 1 \implies x_i + y_i + \sum_{j \in N(i)} y_j = 0 + 1 + \sum_{j \in N(i)} y_j \geq 1$;
(3) $f(i) = -1$: from (2) it follows $(\exists j) j \in N(i) \wedge f(j) = 2 \implies y_j = 1 \implies x_i + y_i + \sum_{j \in N(i)} y_j = 0 + 0 + \sum_{j \in N(i)} y_j \geq 1$.

Therefore, (18) also holds.

Set of constraints (17) is also proven directly from variable definitions (14) and (15) and following considerations:
(1) \( f(i) = -1 \Rightarrow x_i = 0, y_i = 0 \Rightarrow x_i + y_i = 0 \leq 1, \ i \in V; \)
(2) \( f(i) = 1 \Rightarrow x_i = 1, y_i = 0 \Rightarrow x_i + y_i = 1 \leq 1, \ i \in V; \)
(3) \( f(i) = 2 \Rightarrow x_i = 0, y_i = 1 \Rightarrow x_i + y_i = 1 \leq 1, \ i \in V, \)

Constraints that enforce variables to be binary (20) are directly implied by definitions (14) and (15).

Finally, if \( opt_f \) denotes optimal solution w.r.t. (1)-(3) it can be shown that: \( opt_f = \sum_{i \in V} f(i) = \sum_{i \in V} (2x_i + 3y_i - 1) \geq opt_{New2^{tot}}(x, y) \). This leads to the final conclusion that \( opt_{New2^{tot}}(x, y) = opt_f \). \( \square \)

**Theorem 4.** Optimal objective function value of the New2 formulation (16), (17), (18), (21) and (20) is equal to the optimal objective function value of the formulation given by (1), (2) and (4).

The proof of Theorem 4 is omitted since it is very similar to the proof of Theorem 3.

### 5. Polyhedral analysis

In this section we compare the two polyhedrons defined by two linear programming relaxations of \( New2^{tot} \) and \( New1^{tot} \) formulations.

The idea is based on the following consideration: Let \( LP_{New2^{tot}} \) and \( LP_{New1^{tot}} \) be the linear programming relaxations of two ILP models \( New2^{tot} \) and \( New1^{tot} \) respectively, that are obtained by relaxing the integral (binary) variables from \( \{0, 1\} \) to the continuous variables from \([0, 1]\).

Let us denote the variables of the \( New2^{tot} \) formulation by \((x', y')\).

By introducing the following substitution

\[
x'' = x' + y' \quad \text{and} \quad y'' = y'.
\]

we project the solutions of the \( LP_{New2^{tot}} \) model into the space of solutions \((x'', y'')\) from \( LP_{New1^{tot}} \). By the reverse substitution, we will project the solutions of the \( LP_{New1^{tot}} \) to the space of the \( LP_{New2^{tot}} \) model.

By using the established correspondence between the relaxed solutions, we will prove that two LP relaxations describe the same polyhedron.
Also, consider the objective function of $New_{2^{tot}}$ model (16):

$$
\sum_{i \in V} (2x'_i + 3y'_i - 1) = \sum_{i \in V} (2x'_i + 2y'_i + y'_i - 1) = \sum_{i \in V} (2x''_i + y''_i - 1)
$$

and it is equal to the objective function (8) of the $New_{1^{tot}}$ model in terms of $x''', y'''$ variables.

**Lemma 1.** The polyhedron defined by $LP_{New_{2^{tot}}}$ is contained in the polyhedron of $LP_{New_{1^{tot}}}$.

**Proof.** Let $x', y'$ be a feasible solution of $LP_{New_{2^{tot}}}$ and let $x''', y'''$ be solutions defined by the substitution (24).

We first show that the variables $x''$ and $y'''$ are well defined w.r.t. the relaxed $New_{1^{tot}}$ model. Because of $x', y' \in [0, 1]$ and (17) we have that $x'_i + y'_i = x''_i \in [0, 1]$. Since $y''' = y'$, it is obvious that $y'''_i \in [0, 1]$.

Since $x'_i \geq 0$ it holds $x'_i + y'_i \geq y'_i \implies x''_i \geq y'''_i$ and therefore the inequality (9) holds.

The inequalities (10) are obviously satisfied for $x'''$ and $y'''$, because of (24) and the constraints (18).

Let $i \in V$ and $j \in N(i)$. From

$$
\sum_{j \in N(i)} (2x'_j + 3y'_j - 1) = \sum_{j \in N(i)} (2x'_j + 2y'_j + y'_j - 1) = \sum_{j \in N(i)} (2x''_j + y''_j - 1)
$$

and (19) we have $\sum_{j \in N(i)} (2x''_j + y''_j - 1) \geq 1$, which proves that the inequality (11) holds for $i \in V$.

All the constraints of the relaxed model $LP_{New_{1^{tot}}}$ are satisfied and the Lemma is proven.

**Lemma 2.** The polyhedron defined by $LP_{New_{1^{tot}}}$ is contained in the polyhedron of $LP_{New_{2^{tot}}}$.

**Proof.** Let $x''', y'''$ be a feasible solution of $LP_{New_{1^{tot}}}$. We introduce the reverse pro-
jection of the variables $x'', y''$ to the variables $x', y'$ of a solution for LP1.

$$x' = x'' - y'' \text{ and } y' = y''.$$ \hfill (25)

Firstly, we prove that the relaxed variables $x_i', y_i' \in [0, 1]$. Since $x_i'' \leq 1$ and $y_i'' \geq 0 \implies -y_i'' \leq 0$ we have $x_i' = x_i'' - y_i'' \leq 1$. Further, from (9) we have $x_i' = x_i'' - y_i'' \geq 0$. Therefore, $x_i' \in [0, 1]$. Since $y_i' = y_i''$, it is clear that $y_i' \in [0, 1]$. That shows $x'$ and $y'$ are well defined. Further, $x_i'' \leq 1 \implies x_i'' - y_i'' + y_i'' \leq 1 \implies x_i' + y_i' \leq 1$ and the inequality (17) holds.

The inequality (18) is directly satisfied because of (25) and (10). Let $i \in V$ and $j \in N(i)$. From (11) we have \[ \sum_{j \in N(i)} (2x_j'' + y_j'' - 1) \geq 1 \implies \sum_{j \in N(i)} (2x_j' - 2y_j'' + 3y_j'' - 1) \geq 1 \implies \sum_{j \in N(i)} (2x_j' + 3y_j' - 1) \geq 1, \] which proves (19).

From these two lemmas we have the following result.

**Theorem 5.** Polyhedrons of two relaxed formulations New2$^\text{tot}$ and New1$^\text{tot}$ are equivalent.

**Theorem 6.** Polyhedrons of two relaxed formulations New2 and New1 are equivalent.

Proof of this theorem is omitted since it is analogous to the proof of Theorem 5.

6. Constraint programming formulation

Constraint programming (CP) is a declarative programming paradigm wherein relations between variables are defined in the form of constraints. Comparing to the imperative programming languages, in CP the constraints are not organized as commands or set of commands which are sequentially executed, but they specify the properties of the solution.

Detailed description of the CP methods is out of the scope of this paper and can be found in (Rossi et al. 2006).

Constraint programming (CP) formulations for S(T)RDP follow directly from previously described problem definitions. CP formulations use a vector of $n = |V|$ variables.
denoted by the vector $\mathbf{z} = (z_1, z_2, \ldots, z_n)$.

The correspondence with the definition (1) of the function $f$ is obtained by defining $z_i = f(i)$ for each $i \in V$. From this definition, we derive the objective function (26) and the feasible domain for each variable (27). The constraint (28) is derived from the implication (2). From (1), respectively (3) we derive the relations (29) respectively (30). Thus, the formulation for SRDP is as follows:

$$\min_{\mathbf{z}} \sum_{i=1}^{n} z_i$$  \hspace{1cm} (26)$$

$$z_i \in \{-1, 1, 2\}, \quad i \in \{1, \ldots, n\}$$ \hspace{1cm} (27)$$

$$(z_i \neq -1) \lor \bigvee_{j \in N(i)} (z_j = 2), \quad i \in \{1, \ldots, n\}$$ \hspace{1cm} (28)$$

$$\sum_{i \in N[i]} z_i > 0, \quad i \in \{1, \ldots, n\}.$$ \hspace{1cm} (29)$$

Similarly, in the case of STRDP, equations (26), (27) and (28) are the same, while constraints (29) are replaced with:

$$\sum_{i \in N(i)} z_i > 0, \quad i \in \{1, \ldots, n\}.$$ \hspace{1cm} (30)$$

7. Variable neighborhood search method for SRDP and STRDP

Variable neighborhood search (VNS) is an optimization metaheuristic, firstly proposed in (Mladenović and Hansen, 1997).

VNS belongs to the class of “single point search” optimization techniques, since it
improves a specific solution by systematically exploring its neighborhoods. In order to avoid premature convergence in a local suboptimum, VNS uses a specific strategy of changing the neighborhoods, following the empirical observation that locally optimal solutions found in different neighborhoods are correlated in a way that they also could hold pieces of information about the global optimum. As a robust, effective and very adaptable metaheuristic, in recent years VNS has been used for solving a wide range of optimization problems. The review of these results is out of the scope of this paper and the reader is advised to look in (Hansen et al. 2010) for a detailed overview of VNS methods and its applications.

The simplified scheme of the VNS can be described as follows:

- Method is based on the single solution that is iteratively improved;
- Process starts with an initial solution that is usually randomly chosen;
- Then, iteratively, the following process is done:
  - The solution is moved temporarily to a certain neighborhood solution w.r.t. the given neighborhood structure (this process is called shaking);
  - The temporarily moved solution is then systematically improved by using local search procedure (LS);
  - Finally, the permanent movement is performed if the new solution is better than previous solution.

The most important tasks that must be addressed when dealing with the VNS method are constructing the neighborhood structure (along with shaking mechanism) and local search procedure. Neighborhood structure and shaking mechanism are necessary in providing exploratory, i.e. diversification properties to a method. On the other hand, the local search procedure is vital for controlling intensification nature of VNS. LS therefore considers systematic check of nearby solutions w.r.t. solution obtained during the shaking. Since it is exhaustive, LS needs to be carefully designed and efficiently implemented for a given problem.

The neighborhood structure is a finite list of neighborhoods $N = (N_{k_{\text{min}}}, ..., N_{k_{\text{max}}})$, while $N_k(z)$ is a set of solutions in the $k$-th neighborhood of the solution $z$. The most common structure is such that consecutive neighborhoods have increasing cardinality of the solution neighborhoods sets, i.e. $|N_{k_{\text{min}}}(z)| < |N_{k_{\text{min}}+1}(z)| < ... < |N_{k_{\text{max}}}(z)|$. VNS initially starts with the first neighborhood, thus it sets $k := k_{\text{min}}$. During the
shaking process, a candidate solution is randomly selected from the neighborhood $N_k(z)$ and the local search is then applied to that candidate. If no improvement happen in the local search, the shaking procedure then moves to the next neighborhood $N_{k+1}$. Otherwise, if the improvement occurs, $k$ is again set to $k_{min}$.

If the improvement does not happen to the point when $k$ reaches $k_{max}$, the $k$ is set back to $k_{min}$. VNS stops its execution when the stopping criterion is met, e.g. the maximum number of iterations is reached.

7.1. The overall scheme of VNS for SRDP and STRDP

Pseudocode of the proposed VNS method for SRDP and STRDP is given in Figure 2. The method uses 4 control parameters: $k_{min}$ and $k_{max}$ are controlling the neighborhood structure, $it_{max}$ defines the maximum number of iterations, while $prob$ parameter is related to the movement procedure. The movement procedure functions as follows: after performing shaking and local search on the current solution $z$, the newly obtained candidate solution $z''$ becomes the new current solution if it is strictly better than $z$. However, in the case when this solution is equally good as the previous, the $prob$ parameter defines the probability threshold for the movement. If a randomly generated number from $[0, 1]$ is lower than $prob$, the movement is performed, otherwise the current $z$ remains unchanged. The fifth parameter is a flag variable that defines the type of problem, SRDP or STRDP. This parameter is used in the calculation of the objective value, thus it is passed to initialization and local search procedures.

7.2. Solution representation

Let $G = (V, E)$ be an undirected graph and $n = |V|$. The solution of VNS is a vector $x$ of the size $n$. The values of the corresponding $x$ coordinates are defined as: $z_i = f(i), \ i \in V$, where $f$ is function introduced in (1). Vector $z$ denotes a feasible solution if and only if the corresponding function $f$ satisfy conditions (2) and (3) in the case of STRDP, or conditions (2) and (4) in the case of SRDP.

7.3. Objective and penalty functions

The objective function, denoted by $obj_f$, corresponds to the Roman domination number (5). Therefore, it is calculated as a sum of the coordinates of the solution vector
\[
\text{input: } k_{\text{min}}, k_{\text{max}}, it_{\text{max}}, \text{prob}, \text{tot} \\
\text{output: } z
\]

1. \( z \leftarrow \text{findInitialFeasibleSolution}(\text{tot}) \);
2. \( k \leftarrow k_{\text{min}} \);
3. \text{for } it \leftarrow 1 \text{ to } it_{\text{max}} \text{ do}
4. \quad z' \leftarrow \text{shaking}(z, k);
5. \quad z'' \leftarrow \text{localSearch}(z', \text{tot});
6. \quad \text{move} \leftarrow \text{shouldMove}(z, z'', \text{prob});
7. \text{if } \text{move} \text{ then}
8. \quad z \leftarrow z'';
9. \text{else if } k < k_{\text{max}} \text{ then}
10. \quad k \leftarrow k + 1;
11. \text{else}
12. \quad k \leftarrow k_{\text{min}};
13. \text{end}
14. \text{return } z

**Figure 2.** The proposed VNS method for SRDP and STRDP

\[
\text{obj}_f(z) = \sum_{i=1}^{n} z_i
\]

From the definition (31), one can notice that it does not include the consideration whether a solution is feasible or not. Therefore, an additional mechanism for dealing with infeasible solutions must be introduced. One possibility to handle an infeasible solution is to set its objective value to infinity which could lead to discarding of that solution from the search space.

However, during the execution, VNS often needs to assess the quality of the intermediate solutions that tend to be *slightly* infeasible. Therefore, VNS uses penalty function, defined in such a way that it can make more precise difference between two solutions, even if one or both of them are infeasible. We denote the penalty function by \( \text{pen}_f \) and calculate it as follows:

\[
\text{pen}_f(z) = \left(1 + f_1(z)\right)\left(1 + f_2(z)\right) - 1 + f_3(z) \quad (32)
\]

The function \( f_1 \) calculates the number of violations of the constraints (2), i.e. the
number of nodes with the value -1, which do not have a neighbor with value 2.

\[ f_1(z) = \left| \{ f(z_i) = -1 \land \left( \exists j \in N(i) \land f(z_j) = 2 \right) \mid i \in \{1, \ldots, n\} \} \right| \]  

(33)

The function \( f_2 \) measures the degree of satisfiability of the constraints (4) for SRDP (respectively (3) for STRDP). The equation (34) is related to SRDP (the equation for STRDP case is very similar, it only uses open neighborhood instead).

\[ f_2(z) = \sum_{i=1}^{n} \left( 1 - \sum_{j \in N[i]} z_j \right) \]  

(34)

The function \( f_3 \) represents a scaling of the function \( obj_f \) to interval \([0,1]\):

\[ f_3(z) = \frac{obj_f(z) + n}{3n} \]  

(35)

Scaling truly maps to \([0,1]\), since the assignment of the minimal total value corresponds to the scenario where all nodes have the value of -1, which gives a total value of \( n \). On the other hand, the assignment of the maximal total value corresponds to the scenario where all nodes receive the value of 2, which in total gives a value of \( 2n \).

Finally, the overall interpretation of \( pen_f \) can be explained. We can notice that the expression \( (1 + f_1(z))(1 + f_2(z)) - 1 \) is a kind of penalty component, that penalizes infeasible solutions w.r.t. the number of unsatisfied constraints (2) and the total magnitude of unsatisfied constraints (1), respectively (3). If solution is feasible, the expression \( (1 + f_1(z))(1 + f_2(z)) - 1 \) is equal to zero. The remaining component \( f_3(z) \) is related to the actual quality of the solution w.r.t. the Roman domination number.

7.4. Initialization

The initial solution uses the zero vector \( z \) as a starting point. After this initial step, a random value from the set \( \{-1, 1, 2\} \) is iteratively assigned to a randomly chosen node, until the solution becomes feasible. When this iterative process is finished, the solution
is remembered, and an improvement, called *improvement probing* is performed:

*Improvement probing* is done by trying to decrease the nodes with the value 1 to the value -1, or nodes with the value 2 to the value of 1. If this decrement still produces a feasible solution, that new solution is remembered as the current one.

### 7.5. Shaking

For the given value \( k \), the shaking procedure randomly chooses some \( k \) (out of \( n \)) nodes of the solution vector \( z \) and increases their values in order to obtain the next feasible value. Candidate nodes are only those that can be increased not to violate the constraints, i.e. the nodes with the value of 2 are ignored. At the same time, the shaking chooses mostly \( k \) nodes to decrease their values. In this case, the candidate nodes are those with the values 1 or 2. For each increased node there must be the corresponding decreased node, therefore, the process consists of a loop of mostly \( k \) iterations, where in each iteration, a pair of nodes is selected: one suitable for decrement, and the other, suitable for increment.

If the solution vector remains feasible after these changes, the previously described *improvement probing* is performed.

### 7.6. Local search

Local search systematically tries exclusion of all positively valued nodes for a given solution vector. Then, for a fixed excluded node, the procedure finds the best node to be included. One node is better to be included than another if it yields lower penalty function value w.r.t. (32). If some swapping pair (exclusion/inclusion nodes) corresponds to a penalty value better than the current solution, the swap is immediately applied, and LS continues. If all positively valued nodes are tried without success, LS finishes.

Penalty function calculation is efficiently implemented so that it does not require full recalculation, but only the partial calculation that reuses current penalty value.

The outline of this procedure is shown in Figure 3.
input: z, tot
output: z

1 $n \leftarrow \text{dimension}(z)$;
2 $\text{impr} \leftarrow \text{true}$;
3 while $\text{impr}$ do
4     $\text{impr} \leftarrow \text{false}$;
5     for $i \leftarrow 1$ to $n$ do
6         if $z_i \in \{1, 2\}$ then
7             $\text{newpen} \leftarrow \text{penaltyFunction1Swap}(z,i,tot)$;
8             if $\text{newpen} < z_.\text{pen}$ then
9                 $z \leftarrow \text{perform1Swap}(z,i,tot)$;
10                $\text{impr} \leftarrow \text{true}$;
11         end
12     end
13 return $z$

Figure 3. 1-swap first improvement local search

8. Computational results

This section contains computation results obtained by applying all introduced meth-ods on a large set of instances. All the instances are originally presented in [Curro 2014]. They represent 6 different classes of synthetic graph instances, namely: bipar-tite, grid, net, planar, random and recursive graphs.

Since all the methods are tested on each set of instances, the complete results of testing are too extensive to be presented in this paper. Therefore, full results are available in the form of online resource[1] on the website of the third author.

The set of bipartite graphs contains total of 81 instances, with the dimensions from 50 to 400 vertices. The density of generated graphs is controlled by the probability parameter $p$, which varies between 0.01 and 0.9. The greater value of $p$ indicates the greater density of the graph. The label of a bipartite instance holds information about the dimension of the instance. The first two numbers in the label are the cardinalities of two independent sets, while the third number indicates the density. For example, from the instance’s label 100-100-10, one can conclude that the graph contains 200 vertices (two independent sets with 100 vertices in each set) and that the probability of the edge existence between two vertices is 10%.

The set of grid graphs is the largest one and contains 171 instances. The label of each grid graph indicates its dimension. The smallest grid graph in the set is of the

[1]http://www.matf.bg.ac.rs/~kartelj/sci/strdp/strdp_detailed_results.pdf
dimension 3x3, while the largest one contains 600 vertices and it is of the dimension 30x20.

Tests are performed on 4 so called net graphs. Each net graph can be constructed from the grid graph by adding additional edges that connect “the closest” diagonal vertices. The dimensions of the considered net graphs are from 10x10 to 30x20.

The set of planar graphs contains total of 17 instances. For each planar graph, a pair of geometric coordinates is associated to each vertex, which are further randomly linked by giving a higher probability to nearer vertices. The instance name contain the number of vertices of the planar graph.

The last two classes are random graphs and recursive graphs, containing 72 and 7 instances respectively. The dimensions of random instances are from 50 to 200 vertices, with the given probability of existing of the edges. Similarly to the bipartite instances, the name of an instance contains the number of vertices and the probability of controlling the graph density. The dimensions of recursive graphs are from 7 to 3283 vertices.

Integer programming models \textit{New1} and \textit{New2} are executed on 64-bit version of IBM ILOG CPLEX optimization solver, version 12.6.3. We use Python programming language to preprocess the input graphs and to invoke the CPLEX library. The termination of execution can happen in two cases: the optimal solution is found or the time limit of 7200 seconds is reached.

Constraint programming model \textit{CP} is solved by using 64-bit version of IBM ILOG CP solver, version 12.6.3. Interfacing with CP library is done through C++ programming language. Similarly as CPLEX solver, the CP solver finishes its execution if optimal solution is obtained or if the time limit of 7200 seconds is reached.

The implementation of the VNS is written in C programming language. Termination criterion is based on the maximum number of iterations \(it_{\text{max}} = 50000\). Other control parameters are set in the following way: \(k_{\text{min}} = 2\), \(k_{\text{max}} = 30\) and \(prob = 0.5\).

All methods are executed on the Intel Xeon E5410 @2.33GHz processor, 16GB RAM under the Windows Server 2012 operating system.

In the paper we present the summarized results obtained by all methods. The results for SRDP are summarized in Table \[1\] while the results for STRDP are shown in Table \[2\] Both tables are organized in the same way. The first column contains the names of the methods. For each method and for each class of graphs, we summarize the following
data listed in the second column: total number of achieved optimal solutions, total number of achieved best solutions comparing to the other methods, average value over all instances of each class, as well as the average execution time in seconds over all instances of each class. The following 5 columns contain results obtained by each method on each of 5 classes of instances. In the first row of the table, we put the name of each class of instances as well as the total number of instances in the class. In the last column, we summarize the results obtained on all instances by each method.

From Table 1, one can see that two ILP models are more successful in finding optimal solutions than the other two methods and the New1 model is even more successful than New2. If we take a look at the last column, we can see that New1 finds 344 out of 352 best solutions, New2 268 out of 352, while VNS and CP are weaker, obtaining 159 and 197 best solutions. It should be noticed that in many cases, CP could suggest solutions equal to the optimal ones obtained by ILP models, but it could not verify them as optimal in 7200s. Therefore, the average execution time for CP is near to 7200s, since the CP used much time trying to find the results or to verify the optimality of the found results. Because of the specific nature of the recursive instances, in the optimal solutions many vertices are assigned to -1, so the signed (total) Roman domination numbers for all recursive graphs are negative, with the exception of the smallest one. Even without a deeper look at the detailed results, from Table 1, that fact can be partially concluded by considering the average values obtained on the recursive instances. Although VNS is less successful than the ILP models, the execution time for this method is less than for the other methods.

From Table 2, we can see the behaviour of the proposed methods applied on solving STRDP. All methods are more successful than in the case of SRDP. New1 model is again more successful than the other methods, finding the best solution in 347 out of 352 cases. The second ILP model is also better than VNS and CP, finding 287 out of 352 best solutions. In the case of STRDP, VNS is more successful than for SRDP and finds 241 out of 352 best solutions. CP is also slightly better than in the case of SRDP, finding 209 out of 352 best solutions. Similar to the case of SRDP, the execution time for VNS is less than for the other methods.

New1 model is especially efficient in solving grid graph instances, especially in the case of STRDP, where New1 model succeeds to find almost all optimal solutions (169 out of 171). Both ILP models are also very successful in solving recursive instances,
### Table 1. Summary results for SRDP.

| Method | Measure | Bipartite | Grid | Net | Planar | Random | Recursive | All |
|--------|---------|-----------|------|-----|--------|--------|-----------|-----|
|        | N=81 | N=171 | N=4 | N=17 | N=72 | N=7 | N=352 |
| New1   | #opt  | 32 | 133 | 4 | 5 | 40 | 7 | 221 |
|        | #best | 81 | 167 | 4 | 15 | 70 | 7 | 344 |
|        | avg. value | 22.4 | 28.9 | 41 | 1.1 | 11.3 | -323.3 | 15.6 |
|        | avg. time | 4523.8 | 1793.4 | 80 | 5141.7 | 3425.8 | 0.8 | 2862.2 |
| New2   | #opt  | 31 | 130 | 4 | 5 | 38 | 7 | 215 |
|        | #best | 41 | 154 | 4 | 6 | 56 | 7 | 268 |
|        | avg. value | 24 | 29 | 41 | 3.4 | 11.7 | -323.3 | 16.2 |
|        | avg. time | 4675.1 | 2199.6 | 113.7 | 5512.3 | 3959.4 | 2.5 | 3221.8 |
| VNS    | #opt  | 25 | 84 | 3 | 4 | 28 | 4 | 148 |
|        | #best | 31 | 84 | 3 | 4 | 33 | 4 | 159 |
|        | avg. value | 24 | 31.2 | 41.3 | 6.2 | 12.2 | -317.6 | 17.6 |
|        | avg. time | 1504.1 | 125 | 1341 | 5591.6 | 409.9 | 7288.9 | 920.9 |
| CP     | #opt  | 23 | 124 | 4 | 4 | 24 | 4 | 183 |
|        | #best | 23 | 138 | 4 | 4 | 24 | 4 | 197 |
|        | avg. value | 36.4 | 29.6 | 41 | 47.4 | 16.2 | -291.3 | 23 |
|        | avg. time | 7227.9 | 6688.1 | 7202.5 | 6393 | 7231.6 | 4130.3 | 6864.2 |

since they succeed to find all optimal solutions for both problems for each recursive instance. The other two methods find 4 out of 7 best solutions for these instances. Since the sets of bipartite and random graphs contain many large-scale instances, the exact methods cannot find optimal solutions due to time and memory limitations. This is the case with most bipartite and random graph instances containing 100 vertices and more. On the other hand, even for these instances, the ILP models are better than other two methods in most cases. For these large instances, VNS is more successful than CP and finds better results in general.

### 9. Conclusions

This paper is devoted to two variants of the Roman domination problem: the signed Roman domination problem and the signed total Roman domination problem.

For solving each of two problems we introduce three exact and one heuristic method: two integer linear programming formulations, constraint programming formulation and the variable neighborhood search heuristic method. For both ILP formulations we provide the proof of the correctness. Both presented models use polynomial number of variables and constraints, indicating that the models can be used both in theory and practice. By establishing the correspondence between the dominating functions and the variables in the CP model, the CP constraints are directly derived from the constraints of the starting problems.
Table 2. Summary results for STRDP.

| Method | Measure | Bipartite | Grid | Net | Planar | Random | Recursive | All |
|--------|---------|----------|------|-----|--------|--------|-----------|-----|
| RR     | #opt    | 36       | 169  | 1   | 5      | 44     | 7         | 262 |
|        | #best   | 79       | 169  | 4   | 17     | 71     | 7         | 347 |
|        | avg. value | 25.8 | 35.6 | 55.5 | 0.2 | 13.2 | -281.9 | 21  |
|        | avg. time | 4200.7 | 125.5 | 5407.9 | 5338 | 3042.2 | 2.7 | 1969.2 |
| BVV    | #opt    | 34       | 169  | 1   | 5      | 41     | 7         | 257 |
|        | #best   | 43       | 171  | 1   | 7      | 58     | 7         | 287 |
|        | avg. value | 27.2 | 35.6 | 57.5 | 3.1 | 13.4 | -281.9 | 21.5 |
|        | avg. time | 4451    | 160  | 5408.6 | 5510.1 | 3738.9 | 2.9 | 2194.4 |
| VNS    | #opt    | 30       | 164  | 0   | 4      | 30     | 4         | 232 |
|        | #best   | 36       | 164  | 0   | 4      | 33     | 4         | 241 |
|        | avg. value | 27     | 35.7 | 58.5 | 5.5 | 14    | -277.9 | 21.8 |
|        | avg. time | 1863    | 157  | 1311.4 | 7059.6 | 529.4  | 9588.8 | 1159.8 |
| CP     | #opt    | 25       | 147  | 1   | 4      | 28     | 4         | 209 |
|        | #best   | 25       | 147  | 1   | 4      | 28     | 4         | 209 |
|        | avg. value | 40.3 | 36.1 | 64.8 | 47.2 | 18.4 | -228.9 | 29.1 |
|        | avg. time | 6976.7  | 6499.6 | 7201.2 | 6386.7 | 7210.2 | 5084.5 | 6729.1 |

Variable neighborhood search implements a suitable system of neighborhoods which is based on changing the assigned values to the increasing number of pairs of vertices. In each change, the value assigned to one vertex is increased and the value assigned to another is decreased. Similar system is also applied in the local search procedure, allowing the improvement of the quality of the solution by continuously applying the proposed changes to the pairs of vertices. Specially designed penalty function controls the quality of the solution, allowing the algorithm to handle the infeasible solutions in order to keep their potential quality.

The experimental results are performed on the large sets of instances from the literature used for solving other Roman domination problems. In the comprehensive experiments, all four methods are tested on each instance, obtaining a huge set of results. The overall conclusion is that two ILP models in most cases are more successful than two other methods.

This research can be extended in several ways. The proposed methods can be applied on solving some other variants of Roman domination problems. It could be also interesting if proposed exact and heuristic approaches are combined in a new hybrid method for solving Roman domination problems.
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