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**Abstract**—Diffusion Weighted Imaging (DWI) is an advanced imaging technique commonly used in neuroscience and neurological clinical research through a Diffusion Tensor Imaging (DTI) model. Volumetric scalar metrics including fractional anisotropy, mean diffusivity, and axial diffusivity can be derived from the DTI model to summarise water diffusivity and other quantitative microstructural information for clinical studies. However, clinical practice constraints can lead to sub-optimal DWI acquisitions with missing slices (either due to a limited field of view or the acquisition of disrupted slices). To avoid discarding valuable subjects for group-wise studies, we propose a novel 3D Tensor-Wise Brain-Aware Gate network (TW-BAG) for inpainting disrupted DTIs. The proposed method is tailored to the problem with a dynamic gate mechanism and independent tensor-wise decoders. We evaluated the proposed method on the publicly available Human Connectome Project (HCP) dataset using common image similarity metrics derived from the predicted tensors and scalar DTI metrics. Our experimental results show that the proposed approach can reconstruct the original brain DTI volume and recover relevant clinical imaging information.

**Index Terms**—inpainting, brain MRI, DWI, DTI, gate, tensor coefficient

I. INTRODUCTION

Diffusion Weighted Imaging (DWI) is a non-invasive magnetic resonance imaging (MRI) modality developed to monitor water diffusivity and reveal the micro-structure of the human body [1]. While conventional structural MRI sequences (e.g., T1, T2) provide information about the general morphological information of the brain, DWI provides additional information regarding brain dynamics with water diffusivity as a proxy. This set of sequences acquired with different gradient directions can then be summarised using a Diffusion Tensor Imaging (DTI) model to uncover microstructural information. Based on the fact that different tissues have different diffusion properties, the DTI model explains the directionality of the water diffusivity and its corresponding quantitative anisotropy [2]. The diffusion of a particular voxel can be characterized as an ellipsoid (Figure 1(a)) that can be mathematically formulated as a symmetric $3 \times 3$ tensor matrix (Figure 1(b)). The coordinate system is typically aligned with the main magnetic field and body of patient. Since the relationship between two principal directions is theoretically symmetric, i.e., $D_{xy} = D_{yx}$, $D_{xz} = D_{zx}$, and $D_{yz} = D_{zy}$, only 6 unique coefficients are needed to construct the tensor at a particular voxel.

To better understand the properties of the tensor, several scalar metrics can be derived to quantify its ellipsoid shape for comparison in groupwise analysis [3]. Axial Diffusivity (AD), Mean Diffusivity (MD), and Fractional Anisotropy (FA) are the most commonly used scalar metrics in clinical settings and neurological research. FA and MD are measures of relative anisotropy and average magnitude of diffusion at a voxel, respectively. AD represents the magnitude of diffusion parallel to fiber tracts, assuming that a single fiber tract is available and is represented by the principal direction of the tensor. Examples of research on neurological disorders using these metrics include studies of multiple sclerosis (MS), amyotrophic lateral sclerosis (ALS), Alzheimer’s dementia (AD), Parkinson’s disease (PD), epilepsy, and other disease types resulting in brain damage [4], [5]. In general, FA decreases in the regions impacted by pathological factors including edema, demyelination, gliosis, and inflammation [6], which have been proved to be able to be discriminative biomarkers between patients and controls [7]. For example, DTI has been proven to identify multiple sclerosis lesions with severe tissue damage and monitor tissue changes [8]. Specifically, the patient group had a higher MD and lower FA in the normal appearing white matter [9], [10].

However, the acquisition can be sub-optimal due to clinical imaging constraints, such as acquisition time or patient movement during MRI session. Unlike the structural imaging that usually requires a single acquisition per images, DWI requires multiple sequences with varying gradient pulses. The larger the number of gradient pulses needed in the scanning phase, the higher the angular resolution of the output DWI will have, which leads to a better representation of microstructure at the expense of a longer scanning time and higher cost. As a trade-off in clinical imaging practice, the field of view (FOV) for each subject might be reduced due to time and cost constraints, thus often resulting in missing slices on the top of the brain (this scenario is illustrated in Figure 2). Another common scenario is the unwanted disruption of the images and...
signal caused by different types of artifacts and noise including motion, susceptibility distortions, gradient non-linearity and eddy currents. A typical pipeline for DWI usually includes correction algorithms for these perturbations, however, even those methods can sometimes fail on particular cases leading to their exclusion from the study in real world scenarios. All these factors lead to disrupted DTIs and cascading errors as a result. For example, scalar metrics will be affected at the terminal points of the frontal and parietal lobes if the top part of the brain is cropped [11] and as mentioned, these subjects would fail quality control and be rejected for any further use [12]. Hence a solution for the problems listed above is necessary to obtain consistent and spatially-aware scalar metrics from disrupted DTIs for clinical studies without discarding valuable scans. Inspired by inpainting research, the solution we propose in this work is to reframe the problem as the inpainting of the disrupted regions in DTI volumes.

The aim of image inpainting is to fill the missing areas of images with the most likely estimates based on valid information (e.g. neighboring intensity values or general image structure). Due to its generality, it can be applied to a wide range of real world applications, such as repairing old or damaged pictures [13] or removing specific objects [14]. Traditional approaches matched the region of interest (ROI) with the most similar patches in the remaining part of the input image [15]. With the advancement of deep learning techniques, the overall quality of inpainted images has been improved dramatically. One of the most widely used network structures for any medical imaging task is the U-Net [16] architecture. One of its advancements was the introduction of skip connections between an encoder and a decoder to combine contextual information captured at different levels of a resolution pyramid. Due to its strengths, the U-Net has become a de-facto standard architecture of deep learning and its extensions have achieved state-of-the-art in many different areas of image analysis, including inpainting [13]. Another widely used technique that was proposed at the beginning of the current trend of deep learning techniques was the adversarial training strategy [17]. Generative Adversarial Network (GAN) has rapidly become one of the most popular deep learning algorithms for image generation tasks and inpainting [18], [19]. The strategy proposes the inclusion of a discriminator to distinguish between images generated by the backbone network and the real samples. Through natural competition between the generator and discriminator networks, a Nash equilibrium can be reached where the real and predicted images cannot be distinguished anymore. Due to its superior performance, GAN variants and improvements were proposed based on the original to improve shortcomings of the original proposal. For example, conditional GANs introduce the use of additional input information to condition the generator and discriminator and constrain the output images [20] instead of producing random types of output images. Other advancements, relevant to DTI due to its high dimensionality, are patch-based extensions to break the input image into smaller $N \times N$ patches [21].

While we have presented a short overview on natural images, image generation tasks have also been extensively used in medical imaging in recent years for specific purposes in different scenarios. For example, medical image segmentation could be reformulated as inpainting to better learn the features of ROIs [22], [23] and improve the final masks and image synthesis could be used to enlarge the dataset due to low quality and quantity of the training data [24]. In general, medical images can be disrupted by certain pathology [25], distortions [26], or due to sub-optimal acquisition protocols [27]. Consequently, inpainting has become a popular solution to reconstruct the disrupted images to improve the accuracy of downstream clinical analysis [27], [28].

Although GAN-based methods can achieve satisfying results on natural images, the original implementation and its variations have limitations on their training stability due to the introduction of complex auxiliary architectures and their corresponding unstable losses that can lead to mode collapse [29], [30]. This problem becomes amplified when applied to 3D medical images due to the increased complexity and dimensionality. To this end, we propose Tensor-Wise Brain-Aware Gate (TW-BAG) Network, which is specifically designed for inpainting of missing slices in DTI images\(^1\). The overall framework of TW-BAG Network is shown in Figure 2. To the best of our knowledge, TW-BAG is the first work that inpaints the cropped regions directly on DTI volumes, rather than the raw DWI sequence. Our experimental results show that TW-BAG is able to obtain satisfying inpainting results from both computer vision and clinical metrics. Extensive analysis has also been conducted on the efficiency of the model by feeding different percentages of valid brain training regions into the network to explore how much global brain information can help to reconstruct the missing slices and recover quantitative clinical information.

The remainder of the paper is organized as follows. In Section II, we describe the proposed TW-BAG strategy in details. In Section III, we provide the dataset used to perform the experiments, experimental settings and corresponding results including an ablation study, an efficiency study and a discussion on the clinical impact of these results. Finally, in Section IV, the conclusions are presented.

II. METHODS

A. Problem Definition

The data samples are 4D arrays with the first dimension representing the tensor unique values ordered as follows: $D_{xx}$, $D_{xy}$, $D_{xz}$, $D_{yy}$, $D_{yz}$, and $D_{zz}$, where $D_{xx}$, $D_{yy}$, and $D_{zz}$ represent the diffusion coefficients along the x, y, and z axis; and $D_{xy}$, $D_{yz}$, and $D_{xz}$ reflect the correlation of the random movement between each pair of directions. To evaluate the effect of our proposed inpainting method in a controlled environment, we synthesized the effect of missing slices in DTIs by setting the values in the cropped ROIs to 0 for all the subjects. The dynamic cropped range was adjusted

\(^1\)The repository for this work is available at: https://XXXXX.github.io
to the first valid axial brain slice from the top of the brain and the following 10% of the following brain slices (15 slices) in the superior-to-inferior direction of an axial plane acquisition. The proposed TW-BAG is designed to reconstruct the tensor coefficients from these cropped regions.

B. Tensor-wise Brain-Aware Gate Network

In clinical practice, high quality T1-weighted images are easier to acquire than DWI due to a much shorter scanning time and less potential distortion factors. Thus, structural images are commonly acquired by default and their availability in any diffusion study can be assumed. Therefore, brain masks can be easily generated from T1 images and then co-registered to DWI. The proposed brain-aware gate decoder follows that assumption to introduce a valid brain mask into the network during the training phase. The disrupted DTI volumes and their corresponding brain masks are concatenated before feeding them to a brain-aware gate (BAG) encoder block. Each block is composed of two parallel branches: one of them focuses on learning a dynamic mask to better represent the features, while the other follows a regular 3D convolutional path. The 3D BAG convolution is summarized as:

\[
BAG_{\text{Mask}} = \begin{cases} 
  n = 1, & \text{Conv}_{\text{mask}}(\text{Brain} \oplus BAG_{\text{Mask}}) \\
  n > 1, & \text{Conv}_{\text{mask}}(O_{n-1}) 
\end{cases}
\]

and \(O_n\) is defined as:

\[
O_n = \delta(\text{Conv}_{\text{feat}}(O_{n-1})) \odot \sigma(BAG_{\text{Mask}}_n),
\]

where \(\delta\) can be any activation function (LeakyReLU in this work) and \(\sigma\) is the sigmoid function that provides a soft mask. Each BAG encoder consists of two consecutive BAG convolutions with stride and dilation set to 1. The BAG encoder consists of 4 BAG encoder blocks with output channels of 32, 64, 128, 256 and one bottleneck block with output channel of 512 as illustrated in Figure 2.

As mentioned in the introduction, the diffusion tensor model can be characterized by six unique diffusion coefficients per voxel (\(D_{xx}, D_{xy}, D_{xz}, D_{yy}, D_{yz}, \text{ and } D_{zz}\)). By definition, each coefficient is independent from the others. For example, \(D_{xx}\) is independent from the coefficients related to the \(y\) and \(z\) axes. Thus the value ranges of tensor coefficients are different for each other. To this end, we propose to use independent tensor-wise (TW) coefficient specific decoders. The output from a BAG decoder is fed into six different TW decoders to better learn the features that are specific for a particular coefficient. The L1 distance between the network output and the ground truth is computed independently for each coefficient. The BAG decoder contains 4 BAG convolutions with output channels of 256, 128, 64, 32, respectively. Each TW decoder block consists of one interpolation layer and two BAG convolutions with stride 1.

III. EXPERIMENTAL RESULTS

A. Dataset

The Human Connectome Project (HCP) database\(^2\) [31] includes anatomical T1-weighted imaging and diffusion-weighted imaging acquired using a 3T Siemens ‘Connectom’ Skyra scanner. The high resolution T1-weighted data were acquired with 0.7 mm isotropic resolution, TR/TE = 2400/2.14 ms, and flip angle = 8°. The high-resolution diffusion MRI data were acquired with 1.25 mm isotropic resolution, TR/TE = 5520/89.5 ms, and flip angle = 78°. The diffusion MRI protocol consists of three diffusion-weighted shells which refers to b-value of 1000, 2000, and 3000. Each shell consists of 90 directions. 100 different subjects were selected from the HCP database in our study. Bias correction was applied to the structural T1 images [32]. The corrected image was then registered to the standard MNI space [33] using linear (FLIRT) and non-linear (FNIRT) registration tools from the FSL package [34]. The preprocessing steps of the raw diffusion images included corrections for motion, susceptibility distortions, gradient non-linearity and eddy currents [35]–[37]. The processed diffusion data was then subsampled to 32 directions b1000 DWI to represent as a clinical accessible single-shell low-angular-resolution data [38]. FreeSurfer [39] was used to generate the final brain mask for each subject [40] and the corresponding diffusion tensor model was fit at each voxel [41] using DTIFIT

\(^2\)https://www.humanconnectome.org/
from FSL to generate the corresponding DTI volumes. All the processed images have a size of $6 \times 145 \times 174 \times 145$.

### B. Experimental Settings

We split the 100 preprocessed DTIs into a training and testing set with a commonly used 80-20% ratio, respectively. Each tensor coefficient from training set was $z$-score normalized before being cropped into patches. Two different patch sizes including $64 \times 64 \times 32$ with a $32 \times 32 \times 16$ overlap and $64 \times 64 \times 64$ with a $32 \times 32 \times 32$ overlap were set to conduct the efficiency study. We discarded any patches containing only the background region to reduce the computational cost in regions ignored by our loss function during training. All the models were trained for 50 epochs using Adam with an initial learning rate of 0.001 and the L1 loss inside the brain for batches of 4 patches on a single NVIDIA GeForce Tesla V100-SXM2 GPU. For inference, we reconstruct the final DTI volume by concatenating the predictions of all the cropped patches. The code was implemented on pytorch (version 1.10.1) and numpy package (version 1.21.2).

### C. Quantitative Results

In general, the magnitudes of the tensor coefficients are small, with mean minimum and maximum values of -0.0044 and 0.0045, respectively. Hence the mean squared error (MSE) is omitted and only the mean absolute error (MAE) and peak signal noise ratio (PSNR) between inpainted and ground truth DTIs were reported as shown in Table I. The proposed TW-BAG network achieved the best performance on this metric, which reduced the MAE of the tensor coefficients from 0.0041 to only 0.0009 and increased the PSNR by more than 10 dB. In addition to the traditional computer vision metrics, we also introduce common scalar metrics derived from DTIs to further evaluate the effect of inpainting with respect to microstructural information in the disrupted regions. The tensor model can be characterized using the three main eigenvalues ($\lambda_1$, $\lambda_2$, and $\lambda_3$) of the $3 \times 3$ tensor matrix, ordered from the largest value to the lowest one. Several different metrics based on these eigenvalues have been defined but here we compute the most commonly used ones to characterize water diffusivity (AD, MD, and FA) that are defined as:

$$AD = \lambda_1$$  

(3)
The MAE of AD and MD between cropped image and ground truth in the disrupted region was 0.0013 and 0.0014, respectively. All the inpainting methods were able to reduce the MAE to less than 0.0001, hence the results of these two scalar metrics are omitted from our analysis. The MAE of cropped region and whole-brain FA between the predictions of the different compared methods and the ground truth are reported in Table II. In that setting, the proposed TW-BAG network also achieved the best performance by reducing the regional FA to 0.0327 (from 0.1888) and the whole-brain FA to 0.0018 (from 0.0105).

### TABLE II

| Methods   | FA \(\downarrow\) | Whole-Brain FA \(\downarrow\) | MAE \(\downarrow\) | PSNR \(\uparrow\) |
|-----------|---------------------|-------------------------------|-------------------|------------------|
| Cropped   | 0.1888±0.0212       | 0.0105±0.0025                 | 0.0041±0.0004     | 51.8323±0.9006   |
| U-VQVAE   | 0.0949±0.0372       | 0.0054±0.0026                 | 0.0015±0.0001     | 58.7779±20.6477  |
| w/o BAG-TW| 0.0801±0.0399       | 0.0046±0.0027                 | 0.0013±0.0001     | 60.0557±0.5986   |
| w/o BA-TW | 0.0820±0.0385       | 0.0047±0.0026                 | 0.0010±0.0001     | 62.3824±0.7312   |
| TW-BAG    | 0.0327±0.0192       | 0.0018±0.0012                 | 0.0009±0.0001     | 62.4051±0.6069   |

### D. Qualitative Results

The visualization of inpainted results (showing the whole diffusion tensor for each voxel) generated from different models are demonstrated in Figure 3, where the tensor is represented in RGB coding that colours red, green and blue represent diffusion in the x, y, and z axes respectively. One typical example of reconstruction in the disrupted ROIs has been zoomed for visualization. Compared to the ground truth, TW-BAG is able to generate more distinct orientations following the original distribution and intensity across sagittal, coronal, axial views, which could demonstrate water diffusivity (denoted by eigenvalues of tensor model) more accurately. As indicated in Figure 4, the boundaries and textures of the FA map for TW-BAG are less blurry than the other competing models, validating the effectiveness of TW-BAG from a neuroscience perspective.

### E. Ablation Study

To better understand each new component from our proposal, an ablation study was conducted for the gate convolution, brain-aware mechanism and tensor-wise coefficient specific decoder separately. Summaries of the metrics presented in the previous section for each ablation are shown in Table I and Table II, respectively. The baseline model (w/o BAG-TW) was designed as a 3D-UNet and all the experiments included were built on top of that baseline structure. The gate convolution (w/o BA-TW) reached a slightly worse result when compared to the baseline, while the brain-aware mechanism (w/o TW) increased the performance, especially on the scalar metrics. The results suggest that the gate convolution failed to focus on extracting the features from only the valid brain and the brain-aware mechanism tackled this dilemma by introducing a guidance on the foreground. Although the introduction of specifically designed tensor-wise coefficient decoders only increased the MAE and PSNR by a small margin, it decreased the MAE for FA from 0.07 to 0.03 (55% improvement) and the whole-brain FA from 0.0041 to 0.0018 (56% improvement). The scalar metrics prove the effectiveness of the tensor-wise decoders in learning features tailored for each particular coefficient in the tensor model.

### F. Efficiency Study

Due to the fact that brain tissues are continuous and follow a common structure, we decided to explore how much valid brain information is sufficient to reconstruct the disrupted regions using the same metrics as the previous sections. The same two sets of patch sizes were included in the efficiency study. Due to the limitation of needing at least one missing slice per patch to learn meaningful information, the maximum number of possible additional brain slices was 47 for the smaller patches (64 × 64 × 32). Quantitative results are shown in Figure 5 and Figure 6 while qualitative examples for the FA maps in three anatomical planes are illustrated in Figure 7. When constraining the number of brain slices to 32, the results reach the largest MAE. As shown in Figure 7 (b), the input brain slices are not sufficient for the network to learn the information of brain morphology due to the limited amount of patient’s information (roughly half the patch contains missing slices). As the number of possible additional training patches was increased, more morphological information was learned by the network and further detail was observed in terms of anatomy as shown in Figure 7 (c) (d) (e). With larger training patches (64 × 64 × 64), the MAE between ground truth and inpainted DTIs was reduced significantly. Although a larger range of valid patches with at least 1 missing slice is possible with a larger patch size, the performance increase was marginal (due to these minimal differences, we decided to not include visual examples). According to Figure 6, the MAE for FA decreases when the number of valid brain patches increases and reaches a minimum with the 47 limit for the smaller patches. However, there seems to be no significant improvement in terms of FA by further increasing the number of brain slices for training. The experimental results show...
that 47 (~28% of the whole brain) additional brain slices is sufficient enough to reconstruct the missing information in the 15 (~10% of the whole brain) disrupted slices.

G. Clinical Impact

Clinical studies have shown that decreased FA associates with ageing related neurodegeneration [42], while a significant reduction of FA in the brain is commonly linked to a significant cognition impairment [43]. Studies have also shown FA differences between age and gender matched healthy controls and patients. To illustrate the clinical impact of the FA error due to cropping, FA differences between controls and different disease groups including Multiple Sclerosis (MS), Alzheimer’s Disease (AD), Amyotrophic Lateral Sclerosis (ALS), Parkinson’s Disease–Mild Cognitive Impairment (PD-MCI) and Parkinson’s Disease-Dementia (PD-D), are provided in Table III. For example, a 0.03 whole brain FA difference was observed between healthy controls and MS patients [44]. Similarly, decreased FA values were also observed in white matter (AD, ALS, PD-MCI, PD-D) and grey matter (AD and ALS) for different patient groups [45]–[48]. The synthesized cropped brains used in our experiments had a whole-brain FA MAE of 0.01, which could potentially impact the observed group differences between healthy controls and patients. Regarding the mean FA in pathological ROIs, a difference of 0.16 was found between MS lesions and normal appearing white matter regions [49], which is once again close to the MAE caused by the missing brain slices. Our proposed approach reduces the FA errors in the cropped region and the whole brain by 0.1561 and 0.0087, respectively. Consequently, these measurements errors are lower than the gap between controls...
and patients, avoiding erroneous conclusions in clinical studies and trials. Furthermore, the subjects with disrupted DTIs that are commonly discarded could now be included in these studies by inpainting the missing information and mitigate the impact of these regions in terms of FA metrics.

We have proposed a network called TW-BAG specifically tailored to inpainting cropped DTIs due to sub-optimal acquisition settings. The proposed approach achieved superior performance on the restoration of the missing slices with respect to traditional computer vision metrics and scalar diffusion metrics commonly used in clinical studies. Our experimental results show that TW-BAG mitigates the impact introduced by disrupted regions by inpainting the missing clinical information using the information of the rest of the brain. Therefore, TW-BAG can be used as a post-scanning process to address the disrupted diffusion regions without discarding valuable scans for clinical studies and it can be easily extended to inpaint other disrupted ROIs.

**TABLE III**

| Disease type | Mean FA reduction | ROI           |
|--------------|-------------------|---------------|
|              | Pathology         |               |
| MS           | 0.16              | MS lesions    |
| ALS          | 0.03              | ALS lesions   |
| Whole-brain  |                   |               |
| MS           | 0.03              | Whole brain   |
| AD           | 0.01              | White matter  |
| AD           | 0.06              | Grey matter   |
| ALS          | 0.02              | White matter  |
| ALS          | 0.05              | Grey matter   |
| PD-MCI       | 0.02              | White matter  |
| PD-D         | 0.03              | White matter  |

**IV. CONCLUSION**

We have proposed a network called TW-BAG specifically tailored to inpainting cropped DTIs due to sub-optimal acquisition settings. The proposed approach achieved superior performance on the restoration of the missing slices with respect to traditional computer vision metrics and scalar diffusion metrics commonly used in clinical studies. Our experimental results show that TW-BAG mitigates the impact introduced by disrupted regions by inpainting the missing clinical information using the information of the rest of the brain. Therefore, TW-BAG can be used as a post-scanning process to address the disrupted diffusion regions without discarding valuable scans for clinical studies and it can be easily extended to inpaint other disrupted ROIs.
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