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Abstract: Dual-specificity phosphatases (DSPs) are important, but poorly understood, cell signaling enzymes that remove phosphate groups from tyrosine and serine/threonine residues on their substrate. Deregulation of DSPs has been implicated in cancer, obesity, diabetes, inflammation, and Alzheimer’s disease. Due to their biological and biomedical significance, DSPs have increasingly become the subject of drug discovery high-throughput screening (HTS) and focused compound library development efforts. Progress in identifying selective and potent DSP inhibitors has, however, been restricted by the lack of sufficient structural data on inhibitor-bound DSPs. The shallow, almost flat, substrate binding sites in DSPs have been a major factor in hampering the rational design and the experimental development of active site inhibitors. Recent experimental and virtual HTS studies, as well as advances in molecular modeling, provide new insights into the potential mechanisms for substrate recognition and binding by this important class of enzymes. We present herein an overview of the progress, along with a brief description of applications to two types of DSPs: Cdc25 and MAP kinase phosphatase (MKP) family members. In particular, we focus on combined computational and experimental efforts for designing Cdc25B and MKP-1 inhibitors and understanding their mechanisms of interactions with their target proteins. These studies emphasize the utility of developing computational models and methods that meet the two major challenges currently faced in structure-based in silico design of lead compounds: the conformational flexibility of the target protein and the entropic contribution to the selection and stabilization of particular bound conformers.

Keywords: Dual-specificity phosphatases, computer-aided drug discovery, high throughput screening, structure-based virtual screening, molecular docking, intrinsic dynamics, focused library design.

INTRODUCTION

Dual-specificity phosphatases (DSPs) are important signal transduction enzymes that regulate various cellular processes including cell division, growth differentiation, proliferation and apoptosis, in coordination with protein kinases [1]. They form a subclass of the protein tyrosine phosphatase (PTP) superfamily, which are distinguished by the active-site signature motif HCDX,R at the phosphatase (PTPase) loop [2]. Forty of the 107 PTP genes in the human genome encode DSPs [3]. Deregulation of DSP protein expression levels has been implicated in at least ten cancer types, obesity, diabetes, inflammation, and Alzheimer’s disease [1,4]. This therapeutic spectrum has led to a growing medicinal chemistry interest in exploring DSPs.

DSPs are functionally defined by their ability to catalyze the removal of two covalently attached phosphate groups from tyrosine and serine/threonine residues on the same substrate. This activity is achieved via the PTPase catalytic mechanism at a relatively shallow active site; presumably, this shape is required for accommodating the phosphorylated serine/threonine residues which, in contrast to phosphorylated tyrosine, only extend slightly beyond the peptide backbone [5]. DSP inhibitors have been identified in natural product collections [6,7], diversity-oriented chemical libraries [8-10] as well as in larger scale drug-like compound libraries [11]. These compounds have not been widely used as molecular probes or lead compounds in part because of their lack of potency, redox properties, and inadequate phosphatase selectivity, despite some limited synthetic analog follow up studies [12]. Fig. (1) presents an overview of the ensemble of proteins targeted by approved drugs, retrieved from DrugBank [13], which showcases the small fraction of protein phosphatases and the lack of representation of DSPs.

Computational methods have become ubiquitous in all aspects of drug discovery [15], including structure-based modeling studies broadly used in lead discovery and optimization [16]. Applications of structure-based modeling to DSPs have been limited, however, due to the lack of structural data. Over the past two years, the number of known distinct DSP structures has more than doubled, providing the framework for developing structure-based modeling for compounds of therapeutic interest. Fig. (2) illustrates the catalytic domain of a DSP, cell division cycle 25B (Cdc25B) phosphatase, in comparison to two extensively studied cell signaling enzymes, protein tyrosine phosphatase 1B (PTP1B) [17] and cyclin-dependent kinase 2 (Cdk2) [18]. PTP1B and Cdk2 structures have a deep groove at their active sites, which ensures the tight binding of small molecule ligands, and allows for the design of selective inhibitors. The lack of analogous active site features in DSPs increases the challenge for the design of small molecule inhibitors.

It is reasonable to hypothesize that improving our understanding of the interactions of DSPs with their substrates and inhibitors could accelerate the discovery and development of therapeutic agents. Here we will focus on two therapeutically important groups of the DSPs: Cdc25s and MAP kinase phosphatases (MKPs), and present an overview of recent advances in understanding their interactions with ligands at the molecular level. We summarize the results from high-throughput methods for lead discovery and chemical synthe-
sis and virtual design methods for lead optimization applied to these DSPs. Two major challenges in the in silico design of lead compounds that target these DSPs, which are common with most molecular docking efforts, are modeling the conformational flexibility of the protein and accounting for the entropic effects that stabilize bound inhibitor conformations. Finally, we discuss prospects toward addressing these challenges by applying advances in protein structural dynamics modeling.

**CDC25 PHOSPHATASES: STRUCTURE, FUNCTION AND INTERACTIONS**

**Overview of Function, Sequence and Structure of Cdc25 Phosphatases**

Cdc25 phosphatases are key regulators of the cell division cycle and modify Cdns [19]. The human genome encodes three Cdc25 isoforms, designated by the suffixes A, B, and C. In the normal cell division, they catalyze the activation of Cdk/Cyclin complexes leading to cell cycle progression, e.g., Cdc25B activates Cdk2-pTyr/CycA contributing to early G2 phase progression. In addition, the inactivation of Cdc25s by checkpoint kinases (Chk1 and Chk2) in response to damage to or improper replication of DNA results in cell cycle arrest [20]. In the context of cell division progression, the A and B isoforms have been reported as potential oncogenes [21], being overexpressed in more than ten types of human cancer, including prostate [22] and breast [23] cancers.

The Cdc25 encoding sequences are 460 to 550 amino acids long and are described in terms of N-terminal and C-terminal functional regions. The N-terminal region contains the regulatory sites; the C-terminal region, around 200 residues long, encodes the catalytic domain. The regulatory domain shows high sequence variability among the isoforms including alternative splice variants, whereas 85% of the amino acids in the catalytic domain are identical. The catalytic domain of Cdc25 is topologically unique from that of other PTPs (Fig. 2) and assumes almost identical structures in the isoforms A [24] and B [25] (0.8Å root-mean-square deviation (RMSD) in their 148 Cα-coordinates) with the exception of the disordered C-terminal β-helix in isoform A.

Several high-resolution structures of the catalytic domain of Cdc25B have been determined, including single residue mutations [26] or different oxidation states of the catalytic cysteine [27]. These structures show minor conformational differences in the side chains of solvent-exposed residues.
This conformational variability, illustrated for Arg482 and Asn532 in Fig. 3A, affects the binding pose of the ligand at the active site of Cdc25B.

Cdc25B Substrate Interactions: Enzyme Inhibitors and High Throughput Screening (HTS)

A general challenge in developing effective small molecule inhibitors is the identification of an appropriate starting or lead structure. Such compounds are often identified serendipitously or by systematic experimental or computational HTS of small-molecule libraries. The first Cdc25 inhibitors, the dnacins and the dysidiolides, have been reported more than a decade ago [1, 28]. Since then, a variety of different chemical classes of Cdc25 inhibitors have been identified by traditional or HTS methods. These include lipophilic acids, oxazoles, sterols, polyphenols, terpenoids, indoles, and quinones [28, 29]. HTS strategies to identify small molecule inhibitors of Cdc25s have generally followed the approaches used for other PTPs [30]. Either low or high throughput screens have been developed using recombinant protein with varying affinities for the enzyme. One strategy focuses on identifying single amino acids that are critical for the phosphatase-substrate interaction, so-called hotspots, at protein-protein interfaces [31, 32]. In the case of Cdc25B, 13 residues were selected, based on their proximity to the active site, conservation in Cdc25 isoforms, and potential geometric and physicochemical complementarity to the Cdk2 structure. Site-directed mutagenesis was used to determine the importance of each of the 13 residues for Cdc25B-Cdk2/CycA interaction. [33]. Mutations of Arg488 and Tyr497 reduced both the in vitro and in vivo dephosphorylation of Cdk2-pTpY/CycA by Cdc25B. Computational modeling of the Cdc25B-Cdk2/CycA tertiary complex by Rudolph and coworkers further improved our understanding of the mechanism of substrate recognition by Cdc25B (Fig. 3B) [34]. Binding experiments of mutants selected after computer modeling identified additional key residues (Arg492 on Cdc25B and Asp206 and Asp210 on Cdk2) that mediate the protein-protein association. The Arg492-Asp206 interaction was found to make the largest contribution (3.8 kcal/mol) to the total free energy of binding, followed by Arg488-Asp206 (2.8 kcal/mol). Structural characterization of this region revealed several features that support the feasibility of developing Cdc25B-Cdk2/CycA interaction inhibitors. A pocket located next to the hotspot arginines remained unoccupied by Cdk2, and was suggested by computational models to serve as an anchor for small molecule binding. The hotspot residues and this nearby pocket provided approximately 350 Å² solvent accessible surface area (220 Å² non-polar and 130 Å² polar) [35] and featured several potential hydrogen bond acceptors and donors (backbone atoms of Leu378, Asp397, Arg485, Pro503 and Met505, and side-chain atoms of Glu377, Lys399, Arg485, Arg488, Glu489 and Arg492) (Fig. 3B). The volume of the pocket was approximately 200 Å³, which was large enough to accommodate a fragment-like molecule (MW < 250). Amino acid variations at two positions in the pocket, Phe386 (Cdc25A:Tyr344 and Cdc25C:Cys290) and Met505 (Cdc25A:Leu362 and Cdc25C:Leu409) further supported the feasibility of anchoring selective inhibitors at this site.

MKPs: STRUCTURE, FUNCTION AND INTERACTIONS

Overview of Function, Sequence, and Structure Characteristics of MKPs

MKPs dephosphorylate and inactivate mitogen-activated protein (MAP) kinases [36]. Their substrates include p38 kinases (p38s), c-Jun amino-terminal kinases (JNKs) and
extracellular signaling-related kinases (ERKs) [37]. Members of the MKP family show tissue-specific expression patterns and tight growth/mitogen/stress regulated transcriptional induction profiles [38]. At least five of the 11 family members have been implicated with various cancer types [39]. Among these, MKP-1, the prototypical member, and the structurally well-characterized MKP-3 have been most closely examined. MKP-1 is a nuclear protein and shows selectivity for p38s and JNKs over ERKs. Its expression levels are elevated in at least eight cancer types and correlate with the progression of breast [40] and lung [41] cancers. MKP-3 is a cytosolic phosphatase with preference for ERKs over other MAP kinases. Overexpression of MKP-3 is associated with lung [42] and pancreatic [43] cancers.

MKPs vary in length from 180 to 660 amino acids and all possess a canonical tyrosine phosphatase domain [44]. Most of the members also possess an N-terminal substrate binding domain (BD) that facilitates substrate recognition and specificity. A list of MKP catalytic domain structures resolved to date is given in Table 1, along with Cdc25A and Cdc25B catalytic domains. These DSPs exhibit at least 40% sequence identity with respect to the catalytic domains of MKP-1 and MKP-3 (Table 1). Selected structures are shown in Fig. (4), and their sequence alignments are presented in Fig. (5). MKP catalytic domains share the same fold with PTPs, - a five stranded β-sheet (six stranded in the inactive state of PTPase loop) surrounded by four α-helices on one side and one α-helix on the other (Fig. 4). The MKP structures resolved in the inactive state of the PTPase loop, MKP-3 [45] and PAC-1 [46], are known to adopt the active PTPase loop conformation upon binding their substrates. On the other hand, MKP-5 [47] and VH3 [48] adopt the active state PTPase loop conformation even in the absence of bound substrate, consistent with the intrinsic ability of some enzymes to sample conformations that facilitate ligand binding even in the unbound state [49]. In addition, BD structures of MKP-3 [50] and MKP-5 [51] have been resolved.

**Table 1. Known DSP Catalytic Domain Structures and their Sequence Identities**

| Name   | PDB ID    | Res. (Å) | State       | MKP-1  | MKP-3  | MKP-4  | MKP-5  | PAC-1  | VH3  |
|--------|-----------|----------|-------------|--------|--------|--------|--------|--------|------|
| MKP-1  | –         | –        | –           | –      | 47.26  | 46.58  | 41.78  | 73.97  | 64.38|
| MKP-3  | 1MKP [45] | 2.35     | Inactive    | 58.06  | –      | 80.14  | 47.26  | 47.95  | 43.84|
| MKP-4  | 2HXP [45] | 1.83     | Active      | 54.84  | 96.77  | –      | 46.58  | 47.95  | 43.84|
| MKP-5  | 1ZZW [47] | 1.60     | Active      | 54.84  | 54.84  | 58.06  | –      | 42.47  | 34.93|
| PAC-1  | 1M3G [46] | NMR      | Inactive    | 77.42  | 51.61  | 48.39  | 48.39  | –      | 57.53|
| VH3    | 2G6Z [48] | 2.70     | Active      | 70.97  | 48.39  | 45.16  | 41.94  | 58.06  | –    |
| Cdc25A | 1C25 [24] | 2.30     | –           | –      | –      | –      | –      | –      | –    |
| Cdc25B | 1QBO [25] | 1.91     | –           | –      | –      | –      | –      | –      | –    |

*Upper triangular entries refer to the sequence identity percentages at the catalytic domains; lower triangular entries to those at the active site region of the catalytic domain. The corresponding multiple sequence alignment is given in Fig. (5).

**Substrate Recognition and Catalytic Activation: Alternate Mechanisms for Inhibition**

Substrate recognition is achieved by the BD of MKPs. In the case of MKP-1 [52], MKP-3 [53], and PAC-1 [54], allosterically bound substrate triggers a catalytic activation and induces a movement of about 5 Å in the acidic loop (Fig. 4). This geometric adjustment provides two potential inhibition mechanisms as alternatives to the conventional direct catalytic PTP inhibition. The first would involve the inhibition of substrate recognition, similar to the mechanism proposed above for Cdc25B-Cdk2/CycA. The second would target the obstruction of the allosteric mechanism of activation. Such an inhibitory action has been achieved for PTP1B via the restriction of a catalytically important loop from adopting an active state conformation upon binding a small molecule.
We note that MKP-3 preferentially dephosphorylates ERK2, and in addition to the resolved structures of the catalytic domain and BD, a structure of ERK2 complexed with the kinase interaction motif from MKP-3 BD has been determined [56]. The specific regions of MKP-3 that interact with ERK2 have been elucidated in systematic mutation and deletion analyses [57]; and finally the results from H/D exchange experiments [58] have been used to construct a structural model of the MKP-3/ERK2 complex. All of these data suggest that a further examination of the binding surface and dynamics of MKP-3 is warranted and could assist in identifying novel sites for enzyme inhibition.

**COMPUTATIONAL MODELING OF PROTEIN-INHIBITOR INTERACTIONS**

**Modeling Protēn-Ligand Interactions: Importance of Entropic Effects in Defining Binding Affinities**

Molecular docking enables the rapid investigation of molecular recognition at an atomic scale [59]. With the steady increase in the number of experimentally determined protein structures, docking, including docking virtual libraries, is becoming widely used in drug discovery for predicting inhibitor/substrate binding modes, especially in the absence of a co-crystal structure. A comprehensive overview of current docking methods can be found in a recent review [60]. The critical assessment of a series of docking programs and a large set of scoring functions used in computer-aided drug discovery led to two conclusions: docking software are useful for distinguishing active compounds from a large set of relevant decoys, and (ii) scoring functions are less successful in selecting the crystallographic conformation of a ligand from a set of docking poses, and cannot provide an accurate ranking of the relative binding affinities of different ligands which limits their utility in lead optimization [61].

The deficiency of scoring functions is essentially attributed to the insufficient consideration of entropic effects [62]. Due to computational efficiency considerations, molecular docking simulations are usually conducted by employing an optimal conformation of the target protein; for example, a known structure of the protein complexed with other ligands. The small molecule is allowed to undergo rigid body and internal structural changes to optimize its interaction with the fixed protein or a fixed backbone conformation with a few rotatable side chains. This level of approximation based on a single, ‘optimal’ bound conformation, results in systematic errors in binding free energy calculations [63]. Current docking algorithms predict an incorrect binding pose for 50-70% of all ligands when only a single fixed receptor conformation is considered [64], and models with increased levels of complexity to capture conformational variations have been suggested [65]. In 2007, two notable studies that take rigorous account of entropy showed significant success in predicting binding affinities: Gilson and coworkers analyzed the association of ampienavir with HIV-1 protease using the Mining Minima method, which calculates binding free energy as the difference between the standard chemical potentials in the bound and unbound states using multiple conformations of the ligand at each state [66]. Dill and coworkers, on the other hand, studied T4 lysozyme ligands using an alchemical free energy calculation method in explicit solvent [67]. They showed that the consideration of the multiple binding modes of ligand and multiple side-chain orientations in calculations gradually increases the accuracy of the predictions.

**The Shape, not only the Depth, of the Free Energy Surface Defines Binding Affinities**

Recently, Ruvinkas showed that the energy well associated with the experimentally observed binding mode of ligands is broader than all energy wells associated with non-native binding poses [68]. In other words, the bound conformation accommodates slight variations in the binding pose without affecting (weakening) protein-ligand interaction energy (enthalpy), and this variability, or associated favorable entropy, helps in lowering the free energy of binding. This finding is consistent with the above-mentioned studies of the Gilson and Dill groups, which point to the importance of entropic effects in stabilizing bound conformers. A similar ensemble modeling approach that takes into account the width of the energy wells was recently adopted to explain the differences in the catalytic rates of cytochrome P450 orthologs that process the same substrates [69].

These results provide us with insights into how one should select the most likely docking poses. Using molecular docking programs, an improved accuracy of predictions can be achieved by clustering analysis of a population of docking poses. Thus, it is possible to define various bound ‘states’ (clusters), comprised each of the multiple ‘microstates’ (conformations). The evaluation of the binding energy at each state can then be based both on the energetic interaction and on the population of microstates in each state. Indeed the interaction energies, usually accounted for by the scoring functions of the docking software, simply represent the enthalpic contribution to the binding free energy, and the-
tropic contributions scale with the size of the populations of microstates. A practical shortcut that may improve docking calculations was shown to utilize multiple fixed receptor conformations, i.e., perform the simulations with an ensemble of structures, either experimentally determined by crystallography or NMR, or computationally generated [64]. Such approaches are expected to be particularly useful in the study and design of DSP inhibitors, because the shallow active sites of these enzymes provide considerable conformational freedom to bound small-molecule ligands.

**Modeling Functional Dynamics of Proteins: Flexible Docking**

To make an accurate assessment of the ensemble of microstates accessible in a given bound state, it is important to consider the conformational flexibility of the target protein. A major challenge in virtual docking studies, however, is to accurately consider target protein flexibility without significantly increasing the computational (time) cost [70]. We note that the Abagyan laboratory has made significant progress in developing docking methods and software that incorporate protein flexibility [64, 71, 72].

Recent years have seen a surge in the number of studies exploring the conformational dynamics of proteins using coarse-grained normal mode analysis (NMA) [73] with the realization that the NMA of a given protein structure (e.g., apo form, or ligand-bound) can provide information on alternative functional conformations most likely to be assumed by the same protein in the presence of other ligands, or under other conditions. The beauty of such analyses is the robustness of low frequency modes, which can be captured even by low resolution models such as ENMs. The underlying hypothesis in these studies, now confirmed in many experiments [74, 75], is that each protein has an “intrinsic dynamics” favored by its 3-dimensional structure, i.e. it samples a well-defined ensemble of conformations in the neighborhood of the native state that are structurally defined; the experimentally observed alternative forms are simply those conformations that are intrinsically accessible and stabilized by substrate or ligand binding [49]. This permits one to generate an ensemble of conformers for each target protein, which can be utilized in docking simulations with selected lead compounds. Alternatively, ENM-based methods permit one to make an assessment of conformational changes that are easily accessible and those requiring excessive strains, when evaluating the alternative bound conformations of target proteins. In fact, normal mode analysis is now thought to be a prerequisite for drug design [76].

**COMPUTATIONAL MODELING OF DSP-INHIBITOR INTERACTIONS**

**Modeling Cdc25B Interactions with Inhibitors: Multiple Modes of Binding**

Several groups have performed molecular docking studies to help clarify the nature of catalytic inhibitor interactions with DSPs. We examined two chemotypes, 2,3-bis-[2-hydroxyethylsulfanyl]-[1,4]naphthoquinone (NSC 95397) and 3-benzoyl-naphtho[1,2-b]furan-4,5-dione (5169131), as potential lead compounds for Cdc25B inhibition [9, 11]. The Cdc25B active site was targeted in these docking simulations, revealing a potential small molecule interaction with Arg482 and Arg544 side chains (Fig. 3A). In another study, several inhibitors of Cdc25B were examined using two docking programs and the results were supported by structure-activity relationship and site-directed mutagenesis data and guided the design of more potent inhibitors [77]. More recently, Park et al. studied ligand binding to a relaxed conformation of the Cdc25B catalytic domain generated by molecular dynamics simulations and proposed a new binding pose for NSC 95397 [78]. The different binding poses are likely from the result of the combined effects of the selected docking algorithms, scoring criteria, and receptor conformations, further complicated by the shallow shape of the Cdc25B active site. It is also possible that the enzyme accommodates more than one binding mode, but this has not yet been verified by any structural data. A systematic analysis of the ensemble of the most favorable binding modes using clustering methods would appear to be a plausible computational approach toward gaining further insights into the possible modes of inhibitor binding to Cdc25B.

A more recent application of molecular docking was to identify new catalytic inhibitors of Cdc25B in a multistep virtual screening procedure [79]. The research group selected 1,500 compounds from a set of 313,000 based on their complementarities to the Cdc25B active site. These compounds were subjected to an in vitro enzymatic assay to yield 99 compounds with 20% inhibitory activity at 100 μM concentration. Two compounds with the highest in vitro potency (IC_{50} values of 13 ± 0.5 μM and 19 ± 1.3 μM) were also shown to inhibit the proliferation of HeLa cells in a concentration dependent manner (IC_{50} = 15.8 ± 1.8 μM and 3.6 ± 1.2 μM).

**Assessment of MKP-1 and Inhibitor Interactions Using Ensemble Modeling**

MKP-inhibitor interactions were recently modeled for the first time upon the determination of the active structure of MKP-5 [47]. Members of a pyrrole carboxamide (focused) library were investigated to gain insights into possible mechanisms of MKP-1 inhibition and selectivity [80, 81]. The most potent member of this library, compound (1), based on IC_{50} measurements is shown in Fig. (6). Based on unbiased docking simulations using AutoDock [82], we identified the regions in the vicinity of the active sites of MKP-1, MKP-3, VHR, and Cdc25B that can potentially be involved in competitive inhibition [81]. The comparative analysis of the surface properties of these four DSPs at the identified regions showed that the MKP-1 and MKP-3 are characterized by a more hydrophobic character compared to other DSPs. The higher tendency of these two DSPs to bury a hydrophobic region appears to be in accordance with the relatively higher inhibitory activity of compounds against MKP-1 and MKP-3 observed in in vitro assays.

We further performed targeted (or biased) docking simulations in the putative binding site of MKP-1. Results from ensemble modeling of interactions were obtained using a combination of comparative modeling (MODELLER [83]), structure refinement (Sybyl 7.2; Tripos, Inc. St. Louis, MO), and docking tools (GOLD [84]). Using the catalytic domain
structures of MKPs in the active state listed in Table 1, we generated 300 models (conformations) of MKP-1. The objective was to take into consideration the possible structural flexibility (and/or inaccuracy) of the modeled target proteins (encircled region in Fig. 7A). The two enantiomers of compound 1 were docked five times onto each MKP-1 conformation, resulting in 3,000 docking poses. Analysis of the resulting ensemble of poses to retrieve dominant patterns and identify the most favorable poses revealed the role of the solvent-exposed side-chains of His229 and Phe299 in optimizing the interactions with the inhibitor (Fig. 7B). These residues presumably mediate the binding of pyrrole carboxamide inhibitors in favor of a geometry that occludes the access of substrates to the catalytic site.

These observations suggest some criteria for designing MKP inhibitors. However, achieving selectivity remains a challenge. Sequence comparison between the members of the MKP family shows that MKP-1 shares a high sequence identity with others especially in the active site region (Table 1). Specifically, Phe299 is highly conserved (see Fig 4), while the His229 position appears to sustain substitutions to Trp, Asn or Glu, which may impart some selectivity. MKP-1 inhibitors are known to have comparable inhibitory potency against MKP-3 (see the IC50 values in Fig. 6). We note that the MKP-1 His229 residue is substituted by Trp264 in MKP-3. Cross-docking of the above described compounds to an ensemble of MKP-3 models resulted in similar observations, in accordance with their comparable inhibitory activities. These observations highlighted the need for locating other binding sites on MKP-1 for designing selective inhibitors. We also note that these simulations were based on models generated using the active state structures of the MKP catalytic domains listed in Table 1. Further studies considering the inactive conformation of the active site loop, as well as the accessible conformations predicted by normal mode analysis, are expected to assist in generating more accurate and comprehensive predictions of MKP-inhibitor interactions.

**FUTURE PROSPECTS: INTEGRATED CHEMICAL SYNTHESIS AND VIRTUAL DESIGN**

The studies highlighted above, along with others [85, 86], show that noteworthy advances have recently been made in addressing the challenging problem of designing inhibitors for DSPs, although overall progress in this field has been limited by the peculiar structural characteristics of this class of signaling enzymes. An integrated chemical synthesis and structure-based ligand design strategy, along with virtual docking tools that take into account the conformational variability of the target protein, emerge as key components in the advances made to date in this area. While high throughput screening assays provide us with extensive data, these results are often of limited utility unless they are complemented by structure-based, detailed studies of well-defined target proteins and their interactions with small molecules, which in turn, depend on the availability of accurate experimental data. A major bottleneck toward rapid progress in the structure-based discovery of lead compounds, including in particular those for DSPs, is the lack of detailed, complete datasets, combining both structural and binding affinity data with a series of ligands for well-defined target proteins. The collection of such high quality data for a representative set of protein targets of therapeutic significance is likely to provide...
a benchmarking set that can assist in improving current molecular computational models, methods and software, which in turn, will assist experimental efforts toward drug discovery. It is important to note that the optimal development cycle involves an iterative design-synthesis strategy, whereby new computational hypotheses can be evaluated by specifically prepared synthetic small molecules.

ACKNOWLEDGEMENT
Support from NIH project 1U54MH074411 is gratefully acknowledged by IB and JSL also acknowledges support from NIH grant CA78039.

REFERENCES
[1] Ducruet, A.P.; Vogt, A.; Wipf, P.; Lazo, J.S. *Annu. Rev. Pharmacol. Toxicol.* 2005, 45, 725.
[2] Tonks, N.K. *Nat. Rev. Mol. Cell Biol.* 2006, 7, 833.
[3] Alonso, A.; Sasin, J.; Bottini, N.; Friedberg, I.; Friedberg, I.; Osterman, A.; Godzik, A.; Hunter, T.; Dixon, J.; Mustelin T. *Cell* 2004, 117, 699.
[4] Boutros, R.; Lobiovs, V.; Duvcommun, B. *Nat. Rev. Cancer* 2007, 7, 495.
[5] Denu, J.M.; Dixon, J.E. *Curr. Opin. Chem. Biol.* 1998, 2, 633.
[6] Vogt, A.; Tamewitz, A.; Skoko, J.; Sikorski, R.P.; Giuliani, K.A.; Lazo, J.S. *J. Mol. Pharmacol.* 2005, 280, 19078.
[7] Brissir, M.; Foster, C.; Vogt, A.; Joo, B.; Tomko, R.J.; Nguyen, T.; Lazo, J.S. *Mol. Pharmacol.* 2006, 71, 184.
[8] Lazo, J.S.; Aslan, D.C.; Southwick, E.C.; Cooley, K.; Southwick, E.C.; Nemoto, K.; Pestell, K.E.; Cooley, K.; Southwick, E.C.; Denu, J.M.; Dixon, J.E.

Current Medicinal Chemistry, 2008 Vol. 15, No. 25 2543

[9] Reynolds, R.A.; Yem, A.W.; Wolfe, C.L.; Deibl Jr., M.R.; Chidester, C.G.; Watenpaugh, K.D. *J. Mol. Biol.* 1999, 293, 559.
[10] Sohn, J.; Buhrman, G.; Rudolph, J. *Biochemistry* 2007, 46, 807.
[11] Buhrman, G.K.; Parker, B.; Sohn, J.; Rudolph, J.; Mattos, C. *Biochemistry* 2005, 44, 5307.
[12] Lyon, M.A.; Ducruet, A.P.; Wipf, P.; Lazo, J.S. *Nat. Rev. Drug Discov.* 2002, 1, 961.
[13] Contour-Galcer, M.; Sidhu, A.; Prevost, G.; Bigg, D.; Ducruet, B. *Pharmacol. Ther.* 2007, 115, 1.
[14] Tautz, L.; Mustelin, T. *Methods* 2007, 42, 250.
[15] Gonzalez-Ruiz, D.; Gohlke, H. *Curr. Med. Chem.* 2006, 13, 2607.
[16] Wells, J.A.; McClendon, C.L. *Nature* 2007, 450, 1001.
[17] Sohn, J.; Kristjansson, T.; Saafi, A.; Parker, B.; Kiburz, B.; Rudolph, J. *Proc. Natl. Acad. Sci. U.S.A.* 2004, 101, 16437.
[18] Sohn, J.; Parks, J.M.; Buhrman, G.; Brown, P.; Kristjansson, T.; Saafi, A.; Edelsbrunner, H.; Yang, W.; Rudolph, J. *Biochemistry* 2005, 44, 16563.
[19] McConkey, B.J.; Sobolev, V.; Edelman, M. *Bioinformatics* 2002, 18, 1365.
[20] Theodosiou, A.; Ashworth, A. *Genome Biology* 2002, 3, 1.
[21] Jeffrey, K.L.; Camps, M.; Rommel, C.; Mackay, C.R. *Nat. Rev. Drug Discov.* 2007, 6, 591.
[22] Wang, H.Y.; Cheng, Z.; Malbon, C.C. *Cancer Lett.* 2003, 191, 229.
[23] Vicent, S.; Garayoa, M.; Lopez-Picazo, J.M.; Lozano, M.D.; Tejero, G.; Thunnnissen, F.B.; Manzano, R.G.; Montuenga, L.M. *Clin. Cancer Res.* 2004, 10, 3639.
[24] Chen, H.Y.; Yu, S.L.; Chen, C.H.; Chang, G.C.; Chen, C.Y.; Yuan, A.; Cheng, C.L.; Wang, C.H.; Teng, H.J.; Kao, S.F.; Chan, W.K.; Li, H.N.; Liu, C.C.; Singh, S.; Chen, W.J.; Chen, J.J.; Yang, P.C. *Nat. Engl. J. Med.* 2007, 356, 11.
[25] Furukawa, T.; Sumanuara, M.; Motoi, F.; Matsuno, S.; Horii, A. *Am. J. Pathol.* 2003, 162, 1807.
[26] Farooq, A.; Zhou, M.M. *Cell Signal.* 2004, 16, 769.
[27] Stewart, A.E.; Dowd, S.; Keyse, S.; Mcdonald, N.Q. *Mol. Pharmacol.* 1999, 6, 174.
[28] Farooq, A.; Plotnikova, O.; Chaturvedi, G.; Yan, S.; Zeng, L.; Zhang, Q.; Zhou, Q.; Min-M. *Structure* 2003, 11, 155.
[29] Jeong, D.G.; Cho, Y.H.; Yoo, T.S.; Kim, J.H.; Ryu, S.E.; Kim, S.J. *J. Mol. Biol.* 2006, 360, 946.
[30] Jeong, D.G.; Cho, Y.H.; Yoon, T.S.; Kim, J.H.; Ryu, S.E.; Kim, S.J. *Proteins* 2007, 66, 253.
[31] Bahar, I.; Chennubhotla, C.; Tobi, D. *Curr. Opin. Struct. Biol.* 2007, 17, 633.
[32] Farooq, A.; Chaturvedi, G.; Mujtaba, S.; Plotnikova, O.; Zeng, L.; Dhalluin, C.; Ashton, R.; Zhou, M.M. *Mol. Cell.* 2001, 7, 387.
[33] Tao, X.; Tong, L. *Protein Sci.* 2007, 16, 880.
[34] Hutter, D.; Chen, P.; Barnes, J.; Liu, Y. *Biochem. J.* 2000, 352, 155.
[35] Camps, M.; Nichols, A.; Arkinstall, S. FA SEB J. 2000, 14, 6.
[36] Leach, A.R.; Shoichet, B.K. *Annu. Rev. Biophys. Biomol. Struct.* 2002, 31, 439.
[37] McConkey, B.K.; McGovern, S.L.; Wei, B.; Irwin, J.J. *Curr. Opin. Chem. Biol.* 2002, 6, 439.
[38] Puia, Y.A.; Zhao, Y.; Sullivan, M.; Lawrence, D.S.; Almo, S.C.; Zhang, Z.Y. *Proc. Natl. Acad. Sci. USA* 1997, 94, 13420.
[39] Bramson, H.N.; Corona, J.; Davis, S.T.; Dickerson, S.H.; Edelstein, M.; Fyfe, S.V.; Gampe, R.T.; Harris, P.A.; Hassell, A.; Holmes, W.D.; Hunter, R.N.; Lackey, K.E.; Lovejoy, B.; Luzio, M.; Montana, V.; Rocque, W.J.; Rustnak, D.; Shewchuk, L.; Veal, J.M.; Walker, D.H.; Kupper, L.F. *J. Med. Chem.* 2001, 44, 4339.
[40] Nilsson, J.; Hoffmann, I. *Prog. Cell Cycle Res.* 2000, 4, 107.
[41] Karlsson-Rosenthal, C.; Millar, J.B. *Trends Cell Biol.* 2006, 16, 285.
[42] Kristjansson, K.; Rudolph, J. *J. Biol. Chem.* 2004, 11, 1043.
[43] Ngan, E.S.; Hashimoto, Y.; Ma, Z.Q.; Tsai, M.J.; Tsai, S.Y. *Oncogene* 2003, 22, 734.
[44] Ma, Z.Q.; Chua, S.S.; DeMayo, F.J.; Tsai, S.Y. *Oncogene* 1999, 18, 4564.
[45] Fauman, E.B.; Cogswell, J.P.; Lovejoy, B.; Rocque, W.J.; Holmes, W.; Montana, V.G.; Piwnicka-Worms, H.; Rink, M.J.; Saper, M.A. *Mol. Cell* 1998, 93, 617.
[46] Reynolds, R.A.; Yem, A.W.; Wolfe, C.L.; Deibl Jr., M.R.; Chidester, C.G.; Watenpaugh, K.D. *J. Mol. Biol.* 1999, 293, 559.
[66] Chang, C.E.; Chen, W.; Gilson, M.K. Proc. Natl. Acad. Sci. USA, 2007, 104, 1534.
[67] Moley, D.L.; Graves, A.P.; Chodera, J.D.; McReynolds, A.C.; Shoichet, B.K.; Dill, K.A. J. Mol. Biol., 2007, 371, 1118.
[68] Ruvinsky, A.M. J. Comput. Aided. Mol. Des., 2007, 21, 361.
[69] Prasad, J.C.; Goldstone, J.V.; Camacho, C.J.; Vajda, S.; Stegeman, J.J. Biochemistry, 2007, 46, 2640.
[70] Carlson, H.A.; McCammon, J.A. Mol. Pharmacol., 2000, 57, 213.
[71] Cavasotto, C.N.; Abagyan, R.A. J. Mol. Biol., 2004, 337, 209.
[72] Cavasotto, C.N.; Kovacs, J.A.; Abagyan R.A. J. Am. Chem. Soc, 2005, 127, 9632.
[73] Cui, Q.; Bahar, I. Normal mode analysis. Theory and applications to biological and chemical systems, Chapman & Hall/CRC, 2006.
[74] Henzler-Wildman, K.A.; Thai, V.; Lei, M.; Ott, M.; Wolf-Watz, M.; Fenn, T.; Pozharski, E.; Wilson, M.A.; Petsko, G.A.; Karplus, M.; Hü burner, C.G.; Kern, D. Nature, 2007, 450, 838.
[75] Henzler-Wildman, K.A.; Lei, M.; Thai, V.; Kerns, S.J.; Karplus, M.; Kern, D. Nature, 2007, 450, 913.
[76] Floquet, N.; Marechal, J.D.; Badet-Denisot, M.A.; Robert, C.H.; Dauchez, M.; Perahia, D. FEBS Lett., 2006, 580, 5130.
[77] Lavecchia, A.; Cosconati, S.; Limongelli, V.; Novellino, E. Chem. Med. Chem., 2006, 1, 540.
[78] Park, H.; Carr, B.I.; Li, M.; Ham, S.W. Bioorg. Med. Chem. Lett., 2007, 17, 2351.
[79] Montes, M.; Braud, E.; Mitieva, M.A.; Goddard, M.L.; Mondé sert, O.; Kolb, S.; Brun, M.P.; Ducommun, B.; Garbay, C.; Villoutreix, B.O. J. Chem. Inf. Model., 2007, 48, 157.
[80] Werner, S.; Iyer, P.S.; Fodor, M.D.; Coleman, C.M.; Twining, L.A.; Mitasev, B. Brummond, K.M. J. Comb. Chem, 2006, 8, 368.
[81] Lazo, J.S.; Skoko, J.J.; Werner, S.; Mitasev, B.; Bakan, A.; Ko izumi, F.; Yellow-Duke, A.; Bahar, I.; Brummond, K.M. J. Pharm. Exp. Ther., 2007, 322, 940.
[82] Morris, G.M.; Goodsell, D.S.; Halliday, R.S.; Huey, R.; Hart, W.E.; Belew, R.K.; Olson, A.J. J. Comp. Chem., 1998, 19, 1639.
[83] Sali, A.; Blundell, T.L. J. Mol. Biol., 1993, 234, 779.
[84] Jones, G.; Willett, P.; Glen, R.C.; Leach, A.R.; Taylor, R. J. Mol. Biol., 1997, 267, 727.
[85] Bialy, L.; Waldmann, H. Angew. Chem. Int. Ed., 2005, 44, 3814.
[86] Tautz, T.; Pellecchia, M; Mustelin, T. Expert Opin. Ther. Targets, 2006, 10, 157.