Classifying Examples is More Effective for Learning Relational Categories Than Reading or Generating Examples
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Abstract
Successful teaching requires that student teachers acquire a conceptual understanding of teaching practices. A promising way to promote such a conceptual understanding is to provide student teachers with examples. We conducted a 3 (between-subjects factor example format: reading, generation, classification) x 4 (within-subjects factor type of knowledge: facts, concepts, principles, procedures) experiment with \( N=83 \) student teachers to examine how different formats of learning with examples influence the acquisition of relational categories in the context of lesson planning. Classifying provided examples was more effective for conceptual learning than reading provided examples or generating new examples. At the same time, reading provided examples or generating new examples made no difference in conceptual learning. However, generating new examples resulted in overly optimistic judgments of conceptual learning whereas reading provided examples or classifying provided examples led to rather accurate judgments of conceptual learning. Regardless of example format, more complex categories were more difficult to learn than less complex categories. The findings indicate that classifying provided examples is an effective form of conceptual learning. Generating examples, however, might be detrimental to learning in early phases of concept acquisition. In addition, learning with examples should be adapted to the complexity of the covered categories.
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Classifying Examples is More Effective for Learning Relational Categories Than Reading or Generating Examples

Teachers are a key element in student learning (Hattie, 2012). Accordingly, there is widespread agreement that it is necessary to provide high-quality teacher education (Darling-Hammond, 2006). A promising way to do so is to focus on core practices that teachers must execute to teach effectively (Ball & Forzani, 2009). Examples of such core practices are developing learning objectives in curriculum planning, addressing misbehavior in classroom management, or modeling a solution strategy in explaining (Hogan et al., 2003). To facilitate the acquisition of core practices, it is important that teacher education addresses the knowledge required for executing the to-be-learned core practices (Forzani, 2014). A key aspect of this knowledge refers to the conceptual aspects underlying a core practice. For example, when developing learning objectives for teaching, it is necessary that teachers are aware of the type of knowledge that needs to be acquired to reach an instructional objective. Only then can teachers select instructional methods that specifically support the acquisition of the target knowledge (e.g., Koedinger et al., 2012).

Research has shown that, compared with novice teachers, expert teachers usually possess more conceptual knowledge that helps them to flexibly adapt their teaching to a classroom situation (Feldon, 2007). In addition, there is empirical evidence suggesting that without explicit instruction on conceptual knowledge teachers might rely their teaching upon naïve conceptions of core practices (Calderhead & Robson, 1991). In this article, we present an experiment in which we instructionally supported the learning of relational categories necessary for successfully executing core practices. More specifically, we were interested in how different ways of learning through examples would influence student teachers’ acquisition of relational categories.

Relational Categories in Teacher Education

Concepts are mental representations of categories that consist of entities being the same for some respect (e.g., Medin & Rips 2005). They support not only cognitive activities such as categorization, perception, or memory (Barsalou et al., 2003) but also goal-directed action (Barsalou et al., 2018). Research has catalogued different kinds of categories (Medin et al., 2000; Murphy, 2004). The majority of studies has focused on feature-based categories whose members share properties that are intrinsic to the entities of a specific category (e.g., barking is a property of dogs; Goldwater et al., 2018). In educational settings such as teacher education, however, many categories are not feature-based but relational (Goldwater & Schalk, 2016). Relational categories consist of entities whose membership is determined by a relational structure (Gentner & Kurtz, 2005). Therefore, the role that an entity plays in a relational system is critical for being a member of a relational category.

In the experiment reported in this article, we examined relational categories in the context of lesson planning. More concretely, we focused on different types of knowledge that need to be acquired to achieve a learning objective. Merrill and Twitchell (1994) proposed the following types of knowledge: facts, concepts, principles, and procedures. For example, to understand which type of knowledge students must acquire to reach the learning objective *Can name the rectangle area formula*, a teacher needs to know that the learning objective...
addresses knowledge about facts. This type of knowledge is a relational category because it specifies a relation between the condition under which the knowledge is applied and the type of response required when applying the knowledge (Koedinger et al., 2012).

Learning Relational Categories Through Examples

The literature on concept learning has primarily concentrated on feature-based categories (Goldwater et al., 2018). Learning relational categories, however, can be different from learning feature-based categories (Goldwater & Schalk, 2016; see, however, Little & McDaniel, 2015). First, not intrinsic properties of entities but relational structures need to be identified. Second, the role that each entity plays in a relational structure together with the rule specifying the relationship between the different roles of the entities must be discovered. Third, surface features of entities are usually not relevant for understanding the relations among the entities. Therefore, it is important to abstract from these features and recognize the underlying regularities.

In a series of experiments, Rawson et al. (2015) examined the conditions under which learning of relational categories is most effective. More concretely, they contrasted (re-)reading the definition (i.e., the rule) of relational categories with reading the definition together with provided examples of relational categories. The results showed that reading the definition together with provided examples more effectively supported the acquisition of relational categories than (re-)reading the definition alone. In another series of experiments, Rawson and Dunlosky (2016) showed that not only reading provided examples but also generating examples was more beneficial for learning relational categories than (re-)reading the definition alone. In addition, Zamary and Rawson (2018) investigated whether generating examples would be more effective for learning than reading provided examples. Contrary to expectation, the reading of provided examples was not less but more effective than the generation of examples.

Another line of literature focuses on inductive forms of learning (relational) categories (Brunnair & Richter, 2019). In this research, learners typically observe sequentially presented examples and classify them into categories. After each classification, learners receive feedback and, if their classification was wrong, are presented with the correct category. In this way, learners acquire knowledge about categories by trial and error (Markman & Ross, 2003). In some studies (e.g., Goldwater et al., 2018), learners also receive explicit instruction about the rules determining category membership. Usually, this instruction improves classification and, thus, supports learning (e.g., Jung & Hummel, 2015).

Overall, the reported studies (e.g., Goldwater et al., 2018; Jung & Hummel, 2015; Zamary & Rawson, 2018) demonstrate that examples are important in supporting the learning of relational categories. Their benefits might be attributed to the fact that examples can provide real-world contexts that illustrate how abstract relationships are to be applied (Rawson et al., 2015). In addition, studying examples of a relational category might evoke structural alignment processes by which learners develop a deep understanding of the relational structure instantiated by the examples (Rittle-Johnson & Star, 2011).
Cognitive Engagement in Learning Relational Categories Through Examples

To theoretically explain how different example formats such as reading, generating, or classifying examples affect learning of relational categories, the ICAP framework (Chi & Wylie, 2014) is informative. According to this framework, learners can exhibit four different modes of engagement in learning: passive, active, constructive, interactive. A passive mode of learning means that learners receive information without doing anything else. In active learning, learners manipulate information, for example, by restudying the learning materials. In a constructive mode, new information is created that goes beyond what was presented in the learning materials. Interactive learning occurs when learners cooperate and co-construct new knowledge. Usually, the more engaged learners are, the more they learn.

Drawing on the ICAP framework (Chi & Wylie, 2014), it can be assumed that for learning relational categories a constructive mode of engagement such as generating new examples is more effective than a passive mode of engagement such as reading provided examples. However, Rawson and Dunlosky (2016) as well as Zamary and Rawson (2018) found that the generation of examples was less beneficial for learning than the reading of provided examples. This seemingly counterintuitive result can be explained by the fact that learners generated only partially correct examples, which might have undermined the potential of example generation for learning relational categories. Interestingly, Rawson and Dunlosky (2016) additionally found that interventions to improve the correctness of generated examples such as prompting learners to recall the definition of a relational category or providing learners with the definition of a relational category resulted in more but still limited success. From these results one can conclude that generating examples is cognitively too overwhelming for learners in early phases of concept acquisition. Therefore, it seems to be more effective for learning when reading high-quality examples instead.

In line with the ICAP framework (Chi & Wiley, 2014), classification with initial instruction as examined in research on inductive learning of categories (e.g., Jung & Hummel 2015) can also be conceptualized as a constructive mode of engagement. This is because when learners classify examples into categories, they can do so by comparing their already existing knowledge about the rules determining category membership with the example being classified. As a result, they create new information by assigning a category to the example (see also Zepeda & Nokes-Malach, 2021). It can be assumed that, even though example generation and classification are both modes of constructive engagement, classifying is cognitively less burdensome than generating examples. If this is true, it can be expected that during learning examples are more often classified correctly than examples are generated correctly. Accordingly, example classification might more effectively lead to the acquisition of relational categories than example generation. At the same time, due to its constructive nature, example classification can be assumed to be more helpful in learning relational categories than only reading provided examples.

Monitoring the Learning of Relational Categories Through Examples

For learning to be effective, it is important that learners accurately monitor their learning activities (Prinz et al., 2019). Thus, when generating examples to learn relational categories,
it is necessary that learners judge the correctness of their generated examples. Otherwise, misconceptions are likely to occur. Zamary et al., (2016) found that learners overestimated the correctness of their generated examples. Even when learners received information that could be used to judge the quality of example generation, they remained overconfident. Obviously, example generation results in an illusion of understanding. This illusion probably occurs because learners primarily pay attention to the ease with which they can retrieve information about a generated example without acknowledging whether the information is correct (Prinz et al., 2018; Zamary et al., 2016).

In contrast, when learning relational categories by classifying or reading examples, the amount of actively generated information is rather low. Therefore, learners who monitor their learning under these circumstances cannot intensely retrieve incorrect information. As a result, monitoring activities in these cases might be less error-prone than monitoring the correctness of generated examples. Indirect evidence for this assumption comes from studies (e.g., Miesner & Maki 2007) showing that monitoring accuracy is higher for multiple-choice questions (i.e., questions with provided answer options) than for short-answer questions (i.e., questions without provided answer options).

**Present Study**

We conducted an experiment to examine how student teachers acquire relational categories in the context of lesson planning. More concretely, student teachers learned through examples which type of knowledge needs to be applied to achieve a learning objective. Following the taxonomy proposed by Merrill and Twitchell (1994), four different types of knowledge, namely, facts, concepts, principles, and procedures, were to be learned. According to Koedinger et al., (2012), the four types of knowledge differ in the complexity of their condition-response relationship. Facts have a constant condition (e.g., *name the rectangle area formula*) and constant response (e.g., *area = length x width*) with a one-to-one mapping. Concepts, in contrast, have a variable condition (e.g., *What is a sheepdog? What is a poodle?*) but a constant response (e.g., *dog*) with a many-to-one mapping. Principles and procedures both have a variable condition (e.g., *Find the area of rectangle A. Find the area of rectangle B.*) and a variable response (e.g., *A: 5=5×3, B: 8=2×4*) with a many-to-many mapping. Procedures can be even more complex than principles when they require the understanding of a principle underlying the procedure (Wittwer & Renkl, 2010).

We contrasted three groups of learning through examples: The first group read provided examples, the second group generated examples, and the third group classified provided examples. In line with Zamary & Rawson (2018), we predicted that reading provided examples would be more effective for learning than generating examples (learning-by-reading-examples hypothesis). In addition, we assumed that classifying would increase the effectiveness of studying provided examples for learning. Therefore, we expected that classifying provided examples would be more beneficial to learning than reading provided examples or generating examples (learning-by-classifying-examples hypothesis). In particular, we assumed classifying examples to be more effective for learning than generating examples because during learning the number of correctly classified examples should be higher than the number of correctly generated examples. Accordingly, more correct examples should result in more learning (correctness-of-examples hypothesis). When clas-
sifying examples, feedback was provided. Therefore, we also examined whether feedback improved the number of correctly classified examples during learning (feedback research question). Concerning the type of knowledge to be learned (e.g., Koedinger et al., 2012), we assumed that learning would be more difficult with increasing complexity of the type of knowledge (type-of-knowledge hypothesis). Therefore, we expected more knowledge about facts to be acquired than knowledge about concepts, more knowledge about concepts to be acquired than knowledge about principles, and more knowledge about principles to be acquired than knowledge about procedures. Zamary et al. (2016) showed that learners overestimated the correctness of their generated examples when learning relational categories. It can be assumed that this was because learners mainly used the new but partly incorrect information that they produced through example generation as a basis for judging the quality of their learning. When reading or classifying provided examples, there is limited opportunity to generate new information that could bias judgments of learning. Accordingly, we predicted that reading or classifying provided examples would result in more accurate judgments of learning than generating examples (judgment-bias hypothesis).

Method

Sample and Design

A total of \( N = 83 \) student teachers participated in the experiment. All student teachers had a bachelor’s degree with a teacher training component and were currently enrolled in a master’s degree teacher education program. Student teachers studied natural sciences (\( n = 29 \); i.e., biology, chemistry, mathematics, physics) or social sciences and humanities (\( n = 54 \); i.e., history, languages, politics). We used an experimental design with two independent variables, namely example format and knowledge type. Example format was a between-subject factor. The student teachers were randomly assigned to one of three groups of example format: reading provided examples (\( n = 25 \)), generating examples (\( n = 27 \)), or classifying provided examples (\( n = 31 \)). Knowledge type was a within-subject factor. The student teachers learned about four different types of knowledge, namely facts, concepts, principles, and procedures.

A sensitivity analysis was conducted using G*Power (Faul et al., 2009). For the data analysis using MANOVA including repeated and between-subject measures, alpha level of 0.05, power of 0.80, and correlation among repeated measures of 0.16, the sample provided sufficient sensitivity to detect medium to small effects concerning the between-subject factor, \( \eta^2 = 0.04 \), as well as the within-subject factor, \( \eta^2 = 0.03 \).

Procedure

The experiment was embedded in an online lesson on classroom teaching in a teacher education program at a university in Germany. In this lesson, student teachers learned how to write and analyze learning objectives. The experiment consisted of a learning phase and a testing phase. Completion of all tasks was self-paced to allow student teachers to work on the tasks with sufficient time. The experiment took 30 to 45 min. All participants were provided information about the study and volunteered to participate.
In the learning phase, information about learning objectives and types of knowledge was provided. Each of the four types of knowledge according to the taxonomy proposed by Merrill & Twitchell (1994), that is, facts, concepts, principles, and procedures, was defined. In addition, an example of a learning objective together with each type of knowledge required to reach the learning objective was presented. After that, student teachers received a list of ten school subjects (e.g., mathematics, biology, history) and were asked to select a school subject they were studying. The examples that the student teachers received or generated for learning were taken from the selected school subject. This was done to make learning for every student teacher as relevant as possible. To further engage student teachers in learning, they were asked to have in mind possible commonalities and differences between examples.

Depending on example format, the student teachers read, generated, or classified subsequently two examples of a learning objective for each of the four types of knowledge, resulting in eight examples in total. According to the type of knowledge, we ordered the examples to be read, generated, or classified as follows: (1) concepts, (2) procedures, (3) principles, and (4) facts. In the group reading, the student teachers read provided examples of learning objectives together with the type of knowledge associated with it (e.g., The following learning objective addresses knowledge about concepts: Students can identify action potentials in plots). In the group generating, the student teachers generated examples of learning objectives on their own (e.g., Please provide an example of a learning objective that addresses knowledge about facts). In the group classifying, the student teachers classified the provided examples of learning objectives into the type of knowledge presumably addressed by each of the learning objectives. To do so, they selected one of the four types of knowledge presented (e.g., knowledge about facts). Feedback was given to indicate the correct type of knowledge for the example and whether the selected answer was correct.

In the testing phase, student teachers completed a test measuring their knowledge about the four types of knowledge. The test consisted of four different types of tasks. Then, they indicated the certainty with which they would identify the type of knowledge underlying a learning objective. Finally, they were debriefed.

Measures

Knowledge Test

The knowledge about the four types of knowledge was assessed by four different types of tasks (Markman & Ross, 2003). The first type was a classification task and required student teachers to classify eight sequentially and randomly presented learning objectives. The second type was a generation task. For each of the four types of knowledge, student teachers wrote two examples of a learning objective. They were told to generate the first example for the school subject they had selected and the second example for a second school subject they were studying. The third type was an inference task. Student teachers were provided with examples of learning objectives and had to write down missing features of the examples other than the category label (e.g., A learning objective in the school subject biology refers to osmosis. The learning objective addresses knowledge about principles. Which tasks can students execute with the knowledge obtained through this learning objective?). The fourth type was a definition recall task embedded in a real-world context. The student teachers were told to envision talking to a teacher colleague about learning objectives. They
were asked to write down for each of the four types of knowledge the commonalities that all learning objectives of a type of knowledge would possess, which corresponds to the definition of this type of knowledge.

The written answers to the questions in the generation, inference, and definition recall task were scored for correctness by two raters. Interrater reliability was good, all $\kappa > 0.81$. Every correct answer in the tasks was assigned 1 point. Every incorrect answer was assigned 0 points. The task score for each of the four types of tasks of the knowledge test was calculated as ratio of all correctly answered questions ($0 = \text{no correct answers}; 1 = \text{every answer correct}$).

**Certainty and Judgment Bias**

After completing the knowledge test, student teachers were asked to judge the certainty with which they would identify a type of knowledge underlying a learning objective on a 7-point rating scale for each of the four types of knowledge ($1 = \text{very low}; 7 = \text{very high}$). To examine the accuracy with which student teachers judged the certainty of identifying a type of knowledge underlying a learning objective, we computed a bias measure (see Schraw, 2009). To do so, we $z$-transformed the scores obtained for the certainty for each of the four types of knowledge and the scores obtained for performance in the knowledge test for each of the four types of knowledge. Then, we computed the signed difference between certainty and performance in the knowledge test for each of the four types of knowledge. A positive value indicated overconfidence whereas a negative value indicated underconfidence. A score of zero indicated a completely accurate judgment.

**Learning Phase: Correctness of Example Generation and Classification**

In the learning phase, student teachers in the group generating produced examples of learning objectives for each of the four types of knowledge on their own. The generated examples were scored for correctness by two raters ($0 = \text{incorrect example}; 1 = \text{correct example}$). Interrater reliability was good, $\kappa = 0.87$. In addition, student teachers in the group classifying

| Variables                                      | Example format       | Overall (SD) | Read (SD) | Generate (SD) | Classify (SD) |
|------------------------------------------------|----------------------|--------------|-----------|---------------|---------------|
| Learning phase                                 | 0.64 (0.20)          | -            | 0.59 (0.24)| 0.69 (0.16)   |
| Correctness of first examples                  | 0.68 (0.23)          | -            | 0.59 (0.23)| 0.76 (0.20)   |
| Correctness of second examples                 | 0.61 (0.30)          | -            | 0.58 (0.32)| 0.63 (0.28)   |
| Classification task                            | 0.73 (0.17)          | 0.77 (0.17)  | 0.72 (0.19)| 0.72 (0.15)   |
| Generation task                                | 0.69 (0.23)          | 0.65 (0.22)  | 0.57 (0.24)| 0.83 (0.15)   |
| Generation for covered subject                 | 0.70 (0.29)          | 0.69 (0.26)  | 0.56 (0.32)| 0.84 (0.21)   |
| Generation for second subject                  | 0.67 (0.25)          | 0.60 (0.27)  | 0.57 (0.24)| 0.81 (0.17)   |
| Inference task                                 | 0.67 (0.25)          | 0.67 (0.26)  | 0.58 (0.24)| 0.76 (0.24)   |
| Definition recall task                         | 0.83 (0.26)          | 0.79 (0.30)  | 0.77 (0.27)| 0.93 (0.18)   |

*Note. Numbers represent ratio of correct answers. Standard deviations are presented in parentheses.

*Subordinate rows represent mean correctness over all first/second examples for each knowledge type.
assigned the provided examples to one of the four types of knowledge presented. Correctness of classification was scored (0 = incorrect classification; 1 = correct classification).

**Results**

Table 1 shows descriptive statistics, Table 2 displays bivariate correlations between variables. To account for testing multiple comparisons, we used a Bonferroni-adjusted alpha level of 0.0125.

**Effects of Example Format and Type of Knowledge on Learning**

We conducted a MANOVA with the between-subject factor *example format*, the within-subject factor *type of knowledge*, and the scores obtained in the four types of tasks of the knowledge test (i.e., *classification*, *generation*, *inference*, *definition recall*) as dependent variables. In a first step, we tested the *learning-by-reading hypothesis* that reading examples

| Variables | 2          | 3          | 4          | 5          |
|-----------|------------|------------|------------|------------|
| 1         | Correctness of examples in learning phase | 0.37* | 0.41* | 0.37* | 0.18 |
|           | Generated examples | 0.46* | 0.45* | 0.25 | 0.29 |
|           | Classified examples | 0.26 | 0.08 | 0.40* | −0.25 |
| 2         | Classification task | 0.27* | 0.22* | 0.15 |
| 3         | Generation task | 0.33* | 0.29* |
| 4         | Inference task | 0.42* |
| 5         | Definition recall task |

Table 2 Intercorrelations for Correctness of Examples in the Learning Phase and Knowledge Acquisition Measures

| Hypothesis and univariate measures | F(1, 80) | p     | η^2 |
|-----------------------------------|----------|-------|-----|
| Learning-by-reading hypothesis    |          |       |     |
| Classification task               | 1.23     | 0.136 | 0.02 |
| Generation task                   | 1.73     | 0.096 | 0.02 |
| Inference task                    | 1.63     | 0.103 | 0.02 |
| Definition recall task            | 0.09     | 0.380 | 0.00 |
| Learning-by-classifying hypothesis|          |       |     |
| Classification task               | 0.45     | 0.251 | 0.01 |
| Generation task                   | 21.81    | <0.001 | 0.21 |
| Inference task                    | 5.61     | 0.010 | 0.07 |
| Definition recall task            | 6.68     | 0.006 | 0.08 |
| Type-of-knowledge hypothesis      |          |       |     |
| Classification task               | 2.99     | 0.044 | 0.04 |
| Generation task                   | 10.62    | 0.001 | 0.11 |
| Inference task                    | 41.33    | <0.001 | 0.34 |
| Definition recall task            | 6.86     | 0.006 | 0.08 |

*Note. All p values are one-tailed
would be more beneficial for learning than generating examples. To do so, we computed a planned contrast with the following weights: reading: +1, generating: −1, classifying: 0. The multivariate analysis was not significant, $V=0.038$ (Pillai’s trace), $F(4, 77)=0.76, p=.277, \eta_p^2=0.04$. Follow-up univariate analyses were also not significant (see Table 3). Hence, reading examples was not more effective than generating examples.

In a second step, we examined the learning-by-classifying hypothesis that classifying examples would support learning more effectively than reading or generating examples. We computed a planned contrast with the following weights: reading: −1, generating: −1, classifying: +2. The multivariate analysis was significant, $V=0.290$ (Pillai’s trace), $F(4, 77)=7.86, p<.001, \eta_p^2=0.29$. Follow-up univariate analyses showed that the planned contrast was significant for all types of the tasks of the knowledge test with the exception of the classification task (see Table 3). Accordingly, classifying examples was more beneficial for learning than reading or generating examples.

In a third step, we tested the correctness-of-examples hypothesis to examine the correctness with which student teachers generated or classified examples in the learning phase. Student teachers generated 59% of all examples correctly ($SD=23.72$). In contrast, student teachers classified 69% of all examples correctly ($SD=15.76$). This difference was significant, $F(1, 56)=4.08, p=.048, \eta_p^2=0.07$. Student teachers who classified provided examples received feedback whereas student teachers who generated examples did not. To address the feedback research question, we analyzed whether feedback supported student teachers in improving their classification of the provided examples of the same type of knowledge from the first trial to the second trial in the learning phase. To this end, we compared the number of correctly classified examples between the first trial and the second trial across the four types of knowledge. We conducted a repeated-measures analysis with example format (i.e., generating and classifying) as between-subject factor, trial as within-subject factor and correctness of generated or classified examples as dependent variable. There was no significant effect of trial, $F(1, 56)=2.46, p=.12, \eta_p^2=0.04$, and no significant interaction effect between trial and example format, $F(1, 56)=1.84, p=.18, \eta_p^2=0.03$. Thus, feedback did not improve the number of correctly classified examples in the learning phase (see also Table 1).

To investigate whether the correctness of generated and classified examples influenced learning, we computed correlations with performance in each of the four types of tasks of the knowledge test separately for both experimental conditions. As displayed in Table 2, correctly generating examples was significantly correlated with performance in the classification task and in the generation task but not in the inference task and in the definition recall task. Conversely, correctly classifying examples significantly correlated with performance only in the inference task.

In a fourth step, we tested the type-of-knowledge hypothesis that learning about the different types of knowledge would be more challenging with increasing complexity of the type of knowledge. For the planned contrast, we used the following weights to test a linear decrease in learning with increasing complexity of type of knowledge: facts: +3, concepts: +1, principles: −1, procedures: −3. In line with this hypothesis, the contrast was significant, $V=0.392$ (Pillai’s trace), $F(4, 77)=12.44, p<.001, \eta_p^2=0.39$. Follow-up univariate analyses showed that the planned contrast was significant for all four types of the tasks of the knowledge test (see Table 3). Hence, learning outcomes were lower with increasing complexity of the type of knowledge. Descriptively, however, the learning outcome for knowledge about procedures was rather high in the classification task and in the generation task (see Table 1).
Effects of Example Format on Judgment Bias

We conducted a MANOVA with the between-subject factor example format and judgment bias for the four types of knowledge as dependent variables. According to the judgment-bias hypothesis, we assumed that overconfidence in identifying the type of knowledge underlying a learning objective would be higher when generating examples than when reading or classifying examples. To test this hypothesis, we computed a planned contrast with the following weights: reading: −1, generating: +2, classifying: −1. The multivariate analysis was significant, $V=0.174$ (Pillai’s trace), $F(4, 77)=4.05, p = .003, \eta^2=0.17$. Follow-up univariate analyses showed that the planned contrast was significant for principles and procedures as types of knowledge (see Table 4). Thus, in line with the hypothesis, generating examples resulted in more overconfidence than reading or classifying provided examples particularly with regard to the certainty in identifying that a learning objective addresses knowledge about principles or procedures.

Discussion

In this study, we examined the influence of different example formats on learning relational categories. First, we found that reading examples was not significantly more beneficial for learning than generating examples. This result stands in contrast to the experiments conducted by Zamary and Rawson (2018) who found that reading examples supported learning more effectively than generating examples. The contradictory results might be explained by

| Example Format | Judgment Bias | Performance | Certainty |
|----------------|---------------|-------------|-----------|
|                | $z$           | $M (SD)$    | $z$       | $M (SD)$ | $z$ |
| Facts: $F(1, 80)=1.75, p = .085, \eta^2=0.02$ |               |             |           |
| Reading        | −0.06         | 0.86 (0.15) | 0.08      | 6.00 (0.87) | 0.02 |
| Generation     | 0.34          | 0.77 (0.17) | −0.52     | 5.78 (1.45) | −0.18 |
| Classification | −0.25         | 0.90 (0.11) | 0.39      | 6.13 (0.96) | 0.14 |
| Concepts: $F(1, 80)=0.03, p = .432, \eta^2=0.00$ |               |             |           |
| Reading        | −0.33         | 0.75 (0.24) | 0.06      | 4.28 (1.14) | −0.27 |
| Generation     | 0.28          | 0.66 (0.32) | −0.27     | 4.59 (1.31) | 0.00 |
| Classification | 0.02          | 0.78 (0.21) | 0.19      | 4.84 (1.04) | 0.21 |
| Principles: $F(1, 80)=7.13, p = .005, \eta^2=0.08$ |               |             |           |
| Reading        | −0.12         | 0.59 (0.25) | −0.13     | 3.84 (1.49) | −0.24 |
| Generation     | 0.70          | 0.53 (0.21) | −0.38     | 4.59 (1.37) | 0.32 |
| Classification | −0.51         | 0.71 (0.17) | 0.44      | 4.06 (1.15) | −0.08 |
| Procedures: $F(1, 80)=11.74, p < .001, \eta^2=0.13$ |               |             |           |
| Reading        | 0.06          | 0.69 (0.27) | −0.23     | 4.96 (1.46) | −0.18 |
| Generation     | 0.59          | 0.69 (0.25) | −0.23     | 5.70 (1.49) | 0.36 |
| Classification | −0.56         | 0.83 (0.18) | 0.39      | 4.97 (1.20) | −0.17 |

Note. All $p$ values are one-tailed. Numbers for performance represent the mean ratio of correct answers over all tasks. Numbers for certainty represent the mean of the 7-point rating scale. Judgment bias was computed according to Schraw (2009) using $z$-transformed values to account for the different scales.
differences in the learning materials. Zamary and Rawson (2018) used relational categories from social psychology (e.g., hindsight bias) whereas the relational categories examined in our study came from educational psychology. It can be assumed that the relational categories that we used in our study were somewhat easier to learn than the relational categories investigated by Zamary and Rawson (2018). As a result, example generation was rather successful in our study. This assumption is corroborated by the finding that 59% of the generated examples in our study were correct. In contrast, the correctness of the generated examples in the experiments conducted by Zamary and Rawson (2018) was clearly lower (Experiment 1: 22%; Experiment 2: 19%). Obviously, when the complexity of the learning material is high and, thus, impoverishes the quality of generated examples, reading examples is more advantageous than generating examples. However, the superiority of reading examples over generating examples seems to disappear when the complexity of the learning material is reduced.

Second, our study revealed that classifying examples was more effective for learning than reading or generating examples. More concretely, student teachers who classified examples in the learning phase generated examples, inferred missing information in examples, and communicated about knowledge types more effectively than student teachers who read or generated examples in the learning phase. In line with the ICAP framework (Chi & Wylie, 2014), the advantage of example classification can be attributed to the constructive nature of this form of learning. Student teachers who classified examples might have been more actively engaged in learning than student teachers who just read examples. At the same time, student teachers who classified examples received instructional guidance because they were provided with the labels of the relational categories (i.e., types of knowledge). This might have made example classification cognitively less demanding than example generation where student teachers were completely left to their own devices. The significant difference in the correctness between example classification and example generation in the learning phase adds to this picture: Whereas 69% of all examples were classified correctly, only 59% of all examples were generated correctly. It might be argued that example classification supported learning most effectively mainly because student teachers who classified examples received feedback in the learning phase whereas student teachers who generated examples did not. Our analysis of the correctly classified examples in the learning phase, however, revealed that student teachers did not improve the rate of correctly classified examples from the first to the second trial (see Table 1). Thus, it was not primarily the feedback but the classifying as such that resulted in higher learning outcomes. In other words, the mechanisms underlying improved learning as a result of classifying examples might refer to the processes that are triggered by classification (e.g., Goldwater & Schalk 2016). More concretely, classifying examples usually engages learners in abstracting from the concrete examples within a category to find commonalities. At the same time, it encourages the discrimination between examples of different categories. Reading or generating examples might induce similar processes but does so in much more unpredictable ways. Therefore, when the goal is to acquire knowledge about categories, processes that immediately result in the construction of mental structures in the form of such categories seem to be the most effective.

Third, our study showed that example generation made student teachers too optimistic in identifying the type of knowledge underlying a learning objective. Overconfidence primarily occurred when student teachers were asked to indicate their certainty in identifying that a learning objective addresses knowledge about principles or procedures. In contrast, when
reading or classifying examples, student teachers were more accurate or even tended to underestimate their performance. The observed overestimation that occurred as a result of example generation is in line with the findings obtained by Zamary et al., (2016). Obviously, producing new information when generating examples makes learners prone to erroneously believe in the effectiveness of this form of learning. Thus, our results indicate a double curse of example generation in early phases of concept acquisition: Not only does example generation result in limited learning but it also produces an illusion of understanding.

Fourth, we found that the success with which student teachers learned depended on the complexity of the types of knowledge. Thus, it was easier to acquire knowledge about facts than, for example, about principles. However, student teachers were rather successful in applying their knowledge about procedures when asking to classify or generate examples in the posttest. This result can be explained by the fact that identifying a procedure in a learning objective or generating an example of a learning objective covering knowledge about a procedure primarily required student teachers to be aware of the steps necessary to execute a procedure. This might have been easier than identifying or describing a relationship between concepts as required for learning objectives covering knowledge about principles.

Limitations and Future Research

First, we examined relational categories taken from authentic learning materials relevant for students in their teacher education program. Thus, in contrast to the classical classification paradigm that often uses artificial categories, we focused on real-world categories (see also Goldwater & Schalk 2016). Even so, it is an open question whether the results obtained in our study are generalizable to other relational categories. Although there is an increasing interest in how to learn relational categories, research has mainly focused on classification as the predominant form of learning relational categories (e.g., Corral et al., 2018). Obviously, the implicit assumption in this research is that classification is the best way to learn relational categories. This assumption is in line with the results obtained in our study. Nevertheless, whether example classification is always more effective than example generation regardless of the relational categories to be learned is an interesting question for future research. Similarly, studies might examine how different example formats can be combined to exploit the potential of each example format for conceptual learning. Consistent with our results, example classification seems to be the most effective way to acquire concepts in early phases of concept acquisition. However, after learners have developed some initial understanding, example generation, as opposed to example classification, might be more helpful to actively apply the newly learned concepts to real-world contexts. Although we did not investigate how a combination of classifying and generating examples would affect learning, our findings show that example classification in the learning phase resulted in better example generation in the test phase. Also, research might investigate other forms of learning that are similar to example classification. For example, Goldwater et al., (2018) showed that inference learning, which asks learners to infer missing information in examples, as we studied in our inference task, might also serve as an effective way to learn relational categories.

Second, it is an open question whether the findings obtained in our study are confined to learning relational categories. Usually, it is assumed that it is important to construct a
mental representation of a relational structure to learn relational categories (e.g., Goldwater & Schalk 2016). However, the results of the experiments conducted by Corral et al., (2018) suggest that it can be sufficient to form a feature-based mental representation for learning relational categories. In this case, the relational structure making up a relational category is represented as a feature in the list of elements that form a relational category. For example, instead of constructing a mental representation of the relationship between a constant condition (e.g., name the rectangle area formula) and a constant response (e.g., area = length x width) to identify the learning objective Can name the rectangle area formula as knowledge about facts it might also be possible to directly associate with the rectangle area a fixed formula and, thus, a constant answer. Accordingly, a list making up this relational category could contain the elements constant, rectangle area, formula. Future research is encouraged to examine in more detail which type of mental representation learners form when learning relational categories and the circumstances under which they might select among different types of mental representations. Similarly, studies might seek to extend the results obtained in our study by directly comparing feature-based category learning with relational category learning.

Third, student teachers in our study learned the different types of knowledge in a pre-defined order (i.e., concepts, procedures, principles, facts). This order might have influenced the way student teachers learned. Therefore, the impact of different orders on learning relational categories should be examined in future research. Moreover, in our study, two examples of each of the four types of knowledge were to be read, generated, or classified subsequently. Thus, the examples were presented in a blocked format. Hence, an important next step would be to investigate how studying examples in an interleaved presentation influences learning. For example, the meta-analysis conducted by Brunmair and Richter (2019) suggests that in inductive forms of concept learning interleaving is superior to blocking when learning materials are complex. Similarly, Rawson et al. (2015) found that interleaving is particularly effective for learning by reading examples when definitions are not present during example study.

Fourth, we argued that example generation might be cognitively too overwhelming in early phases of concept acquisition. In contrast, example classification seems to be more beneficial to learning because it is cognitively less burdensome. To provide direct evidence for this assumption, future studies could use cognitive load measures to reveal differences in the amount of cognitive processing associated with an example format (e.g., Sweller, 2020). For example, is plausible to conjecture that the intrinsic load, which results from the complexity of a learning task, is rather high when learners need to generate examples. Classifying examples, in contrast, might free up cognitive resources that can be used to devote attention to understanding what makes up a category. Therefore, when classifying examples, the intrinsic load might not only be lower, but also the germane load, which is associated with connecting new information with prior knowledge, might be higher than when generating examples.

Fifth, although we found differences in learning outcomes as a function of example format, we did not examine long-term effects. Therefore, future studies might use delayed knowledge tests to investigate whether the effectiveness of the different example formats is sustainable. Classifying and generating examples are active forms of cognitive engagement. Therefore, they might produce more stable learning than reading examples which is a fairly passive form of cognitive engagement. Nonetheless, Zamary and Rawson (2016) who used
tests with a 2-day delay in their study, found greater learning for learners who read examples than for learners who generated examples.

Sixth, student teachers in our study learned the relational categories in a self-paced manner. Therefore, learning time might have varied depending on the example format. However, we did not collect data on learning time. Therefore, future studies might investigate whether possible differences in learning time might contribute to explaining the observed differences in learning between the example formats.

Seventh, we showed that classifying examples together with the provision of feedback was more beneficial for learning than reading or generating examples. However, more research is needed to examine the role of feedback for learning by classifying examples. In our study, feedback did not immediately improve classification in the learning phase. Nevertheless, given the general relevance of feedback for learning (e.g., Wisniewski et al., 2020), research is encouraged to systematically examine the influence of feedback on conceptual learning through different example formats. Therefore, studies might investigate the effect of feedback on learning by example classification in direct comparison to learning by example generation. Similarly, it would be important to study how to design feedback to optimally support learning from example classification and example generation. For example, Corral et al. (2021, Experiment 3) found that example classification with delayed feedback resulted in more learning than example classification with immediate feedback.

Eighth, how feedback exactly comes into play when learners self-assess their learning of relational categories is also an issue for future research. In our study, we found that example classification (with feedback) resulted in more accurate self-assessments of learning than example generation (without feedback). Accordingly, it might be that feedback helped learners who classified examples to form rather realistic self-assessments. However, Zamary et al. (2016) found that feedback did not prevent learners from being too optimistic in their conceptual learning. Also, our study revealed that learners who read examples (without feedback) were most often even more accurate in their self-assessments than learners who classified examples. Hence, feedback might not have played a major role for forming accurate self-assessments in learning by classifying examples. Nonetheless, future research is encouraged to use, for example, the think-aloud method to unveil how feedback influences self-assessments when learning relational categories.

Ninth and lastly, concerning the number of examples, we found that two examples for each of the four knowledge types did not result in perfect classification. Hence, it would be interesting to study which number of examples are necessary to optimize learning. In addition, it is worthwhile to examine how to adapt the number of examples specifically to the complexity of the relational category to be learned.

**Practical Implications**

The results of our study show that classifying provided examples is an effective form of learning relational categories. More common forms of learning relational categories such as reading provided examples or generating new examples might be less beneficial than intuitively assumed. This seems to be especially true for generating new examples because this form of learning obviously makes learners particularly prone to an illusion of understanding. Therefore, when teaching concepts, it is recommended to let learners generate their own
examples not in early phases of concept acquisition. Instead, it seems to be more beneficial to make heavier use of classification tasks in which learners can thoroughly reflect upon which example belongs to which relational category. Similarly, when learners engage in self-regulated learning of relational categories, they should refrain from generating examples too early.

The finding that the effectiveness of learning different types of knowledge depended on their complexity suggests that there is no one-size-fits-all approach in learning relational categories. Instead, it seems to be important to adapt instruction to the complexity of relational categories. One way to do so is to increase the number of examples that illustrate complex relational categories. For instance, while it might be sufficient to present two examples of knowledge about facts, more than two examples of knowledge about principles might be necessary to guarantee understanding of this type of knowledge.

Furthermore, our study revealed that student teachers who generated examples in the learning phase were too confident in identifying a learning objective addressing principles or procedures. From this result one can conclude that student teachers might have difficulties in writing learning objectives that cover these types of knowledge. Therefore, it is important that student teachers are aware that they might overestimate their understanding of relational categories when learning through example generation.
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