MUSE: MULTI-MODAL TARGET SPEAKER EXTRACTION WITH VISUAL CUES
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\section*{ABSTRACT}

Speaker extraction algorithm relies on the speech sample from the target speaker as the reference point to focus its attention. Such a reference speech is typically pre-recorded. On the other hand, the temporal synchronization between speech and lip movement also serves as an informative cue. Motivated by this idea, we study a novel technique to use speech-lip visual cues to extract reference target speech directly from mixture speech during inference time, without the need of pre-recorded reference speech. We propose a multi-modal speaker extraction network, named MuSE, that is conditioned only on a lip image sequence. MuSE not only outperforms other competitive baselines in terms of SI-SDR and PESQ, but also shows superior robustness in cross-domain evaluations.

\textbf{Index Terms}— Multi-modal, target speaker extraction, time domain, robustness

\section{1. INTRODUCTION}

Speech separation seeks to separate speakers’ voices from a multi-talk acoustic environment, also known as the cocktail party problem \cite{1}. This is a non-trivial task for machines but useful for downstream applications such as speaker verification and speech recognition. Recent advances include computational auditory scene analysis \cite{2}, non-negative matrix factorization \cite{3}, Deep clustering \cite{4}, ConvTasnet \cite{5}, and cuPIT \cite{6}. However, the formulation of speech separation usually requires the number of speakers to be known in advance, that is not practical in real-world applications.

Humans have the ability to focus the auditory attention to one of the sound sources in a complex cocktail party \cite{7}. Speaker extraction is the technique to emulate such human ability. It generally requires an auxiliary reference that identifies the target speaker. The reference speech can be considered as an attractor for selective auditory attention. It is usually encoded in an utterance-level speaker embedding as speaker’s voice signature \cite{7,9}. One example is VoiceFilter that estimates a speaker-conditioned spectrogram mask for target speaker extraction \cite{8}; SpEx/SpEx+ is another successful implementation that trains speaker embedding network jointly with speaker extraction network \cite{7,10}.

Visual cues also provide informative reference points for target speakers, such as the face or lip image sequences, where phonetic or prosodic content coincides with muscle movement \cite{11,13}. For example, Ephrat et al. uses synchronized face embeddings for speaker extraction \cite{11}, that leverages the temporal correlation between facial expression and speech. A time-domain audio-visual speech separation network, referred to as AV-ConvTasnet in this paper, is another example, which uses pre-trained lip embedding from lip-reading task for speaker extraction \cite{13}. The use of visual cues is intuitively motivated as they are neither corrupted by acoustic noise nor reverberation, furthermore, viseme sequence and phoneme sequence are temporally correlated. However, these methods do not directly use speaker’s voice signature as the attractor, which was proven effective in most of the speaker extraction systems.

Visual cues and speaker’s voice signature provide complementary information. SpeakerBeam is a technique to leverage both for speaker extraction \cite{14}. But it requires pre-registration of reference speech in advance, which limits the scope of real-world applications. For example, a kiosk or service robot in a public area does not possess pre-registered information of visitors or passers-by. This prompts us to look into speaker extraction scenarios \cite{15} where audio-visual stream of data are available, but speech or face pre-registration of the target speaker is not.

We propose a multi-modal speaker extraction network (MuSE) that uses speech-lip synchronization cue to extract speaker embedding to represents target speaker’s voice signature. In this way, neither speaker pre-registration nor reference speech is required. MuSE then uses both speech-lip
visual cues and target speaker’s voice signature as the condition to predict target speech. MuSE not only outperforms the baseline in terms of signal and perceptual quality but also shows superior robustness on cross-domain evaluations.

2. MUSE NETWORK

2.1. MuSE vs AV-ConvTasnet

MuSE shares a similar overall network architecture with AV-ConvTasnet, which consist of four parts \([13]\), namely audio encoder, audio decoder, visual encoder, and speaker extractor as shown in Fig. 1(a).

Visual encoder encodes video stream \(v(t)\) into a sequence of visual embeddings \(V(t)\). Audio encoder transforms the input speech mixture \(x(t)\) into latent representation \(X(t)\), that is also referred to as speech embedding, while audio decoder renders the extracted speech \(\hat{s}(t)\) from \(\hat{S}(t)\) \([16]\).

\[
\hat{s}(t) = \text{Overlap&Add}(\hat{S}(t), L, L/2) \in \mathbb{R}^{1 \times T}
\]

\[
\hat{S}(t) = X(t) \otimes M_r(t) \in \mathbb{R}^{N \times K}
\]

\(N\) and \(L\) are set to 256 and 40 respectively in this paper.

2.3. Visual encoder

As shown in Fig. 1(b), the visual encoder has a 3D convolutional layer (Conv3D), a ResNet18 block, and a video temporal convolutional block (V-TCN) \([13]\). The output of V-TCN is up-sampled to match the temporal resolution of speech embedding. The input to the visual encoder are cropped lip images synchronized with speech. Each image is encoded into a single vector embedding of size 512 dimension. Denoted with a lock in the figure, the Conv3D and ResNet18 are pre-trained from lip-reading task first and their weights are fixed during the speaker extraction training. With the visual encoder, we seek to retain the lip-reading ability and encode the viseme movements that synchronizes phoneme sequence of speech.

2.4. Speaker extractor

Speaker extractor is a stack of \(R\) extractor blocks, each of which consists of a speaker encoder and a mask estimator. The speaker encoder is designed to produce a target speaker embedding \(A'\), the mask estimator estimates a mask \(M'(t)\) that only lets pass target speech. \(A'\) is a fixed dimension embedding vector that encodes an audio-visual sequence of variable length, while \(M'(t)\) is a sequence of masking frames, each corresponds to an input speech frame. They are progressively refined through \(R\) repeated blocks. The \(r\)th block is shown in Fig. 1(c), with \(M^r(t) = X(t)\).
2.4.1. Speaker encoder

As illustrated in Fig. 2(a), speaker encoder consists a stack of three residual blocks followed by an adaptive average pooling layer. The speaker encoder takes a temporal sequence $V(t) \oplus \hat{S}^{r-1}(t)$ as input, where

$$\hat{S}^{r-1} = X(t) \otimes M_d^{r-1}(t)$$ (4)

is the masked speech embedding for target speech from the $(r-1)^{th}$ extractor block. The output is a 256-dimensional single vector $A^r$, representing the speaker encoded at extractor block $r$.

2.4.2. Mask estimator

As shown in Fig. 2(b), mask estimator consists of a stack of $D$ audio temporal convolution block (A-TCN) with an exponential growth dilation factor $2^d$ in the dilated depth-wise separable convolution. The input to the first A-TCN in the stack includes a sequence of visual embeddings $V(t)$, a fixed dimension target speaker embedding $A^r$, and a sequence of masking frames $M_d^{r-1}(t)$, while to the other A-TCNs are $M_d^r(t)$ only.

2.5. Multi-task learning

To ensure MuSE optimizes both the discriminative speaker embedding and the target speaker’s voice, we propose a multi-task learning framework with two objectives. A scale-invariant signal-to-noise ratio (SI-SDR) [17] loss is to measure the quality between the extracted and clean target speech. The cross-entropy (CE) loss is used for speaker classification. The CE loss is applied to every speaker extractor network in the $R$ repeats of the extractor block. The overall loss is defined in equation [5]

$$\mathcal{L} = \mathcal{L}_{SI-SDR} + \gamma \mathcal{L}_{CE}$$ (5)

$$\mathcal{L}_{SI-SDR} = -20 \log_{10} \frac{\|\hat{\delta} \cdot s > a\|_2}{\|\hat{\delta} - \frac{\hat{\delta} \cdot s}{\|\delta\|^2}\|_2}$$ (6)

where $\gamma$ is a scaling factor and set to 0.1. $s$ and $y$ are the ground truth target speech and target speaker’s class label respectively. $C$ is the number of speakers in the dataset. $W^r$ is a learnable weight matrix in each output layer for speaker classification.

3. EXPERIMENT SETUP

We develop a MuSE system as described in Section 2, and re-implement the AV-ConvTasnet as our baseline [13] for comparison. We first evaluate on the VoxCeleb2 dataset [18]. The speakers in the train set and test set do not overlap. All utterances have more than 4 seconds of duration. We obtain 48,000 utterances from 800 speakers in the train set, and 36,237 utterances from 118 speakers in the test set, we create 2 and 3 speakers mixtures of 20,000, 5,000, 3,000 utterances for train, validation and test sets, respectively. Interference speech is mixed with the target speech with a random Signal-to-Noise (SNR) ratio between 10dB to -10dB. The videos are sampled at 25 FPS. The audio is synchronized with the video and sampled at 16 kHz.

We also compare MuSE and AV-ConvTasnet baseline on cross-domain datasets, namely Grid, TCD-TIMIT, LRS2, LRS3 and AVSpeech datasets [11, 19–22]. Grid and TCD-TIMIT are studio videos while LRS2, LRS3 and AVSpeech are created from BBC, TED videos and YouTube videos, respectively. We generate 3,000 utterances to form a test set for each of the above datasets, following VoxCeleb2 protocol. We notice that the speaking rate in Grid and TCD-TIMIT dataset is lower than others.

The Conv3D and RestNet18 blocks in visual encoder are pre-trained on the LRS2 and LRS3 datasets [21]. In training MuSE, adam optimizer is used with an initial learning rate of $1e^{-3}$. The learning rate is halved if the validation loss increases consecutively for 3 epochs. The training stops when validation loss increases for 5 epochs. The number of extracted blocks $R$ and number of A-TCN blocks $D$ are set to 4 and 8 respectively. During inference, only $s(t)$ is extracted while the estimated speaker’s class label in Equation [7] is redundant.

4. EVALUATION RESULTS

4.1. MuSE vs AV-ConvTasnet on VoxCeleb2

We report the performance in terms of SI-SDR (SI-SDRi) and PESQ [23]. SI-SDRi measures the speech signal quality while PESQ measures the overall perceptual quality. PESQ is on a scale from 1 to 5, the higher the better. As shown in Table [1], MuSE shows a relative improvement of 10% and 19% in terms of SI-SDRi over AV-ConvTasnet with 2 speakers and
Table 1. MuSE shows consistent improvement over AV-ConvTasnet on VoxCeleb2 dataset.

| Dataset | Model     | SI-SDRi (db) | PESQ  |
|---------|-----------|--------------|-------|
|         | AV-ConvTasnet | 10.641       | 2.065 |
| 2 Spkr  | MuSE      | 11.673       | 2.211 |
|         | AV-ConvTasnet | 9.778        | 1.470 |
| 3 Spkr  | MuSE      | 11.643       | 1.623 |

Table 2. Cross-datasets evaluations (SI-SDR in dB) of the baseline and our model. Models are trained on VoxCeleb2 and tested on other datasets.

| Domain | Dataset | Model     | 2-mix  | 3-mix  |
|--------|---------|-----------|--------|--------|
|        | LRS2    | AV-ConvTasnet | 10.81  | 9.50   |
| Wild   | LRS3    | AV-ConvTasnet | 12.50  | 10.52  |
|        | AVSpeech| AV-ConvTasnet | 4.96   | 2.77   |
|        | Grid    | AV-ConvTasnet | -0.02  | -0.81  |
|        | TCD-TIMIT | AV-ConvTasnet | 2.98   | 1.16   |

3 speakers mixtures. MuSE also has 7% and 10% relative improvement on PESQ.

4.2. MuSE vs AV-ConvTasnet for cross-domain test

We also evaluated MuSE on other audio-visual datasets. As shown in Table 2, we classify the 5 datasets into “Wild” and “Studio” domains. LRS2, LRS3 and AVSpeech belong to “Wild” videos similar to VoxCeleb2. Grid and TCD-TIMIT are collected in studio. On LRS2 and LRS3, AV-ConvTasnet and MuSE perform equally well as they do on VoxCeleb2 dataset. However, their performance both drops on AVSpeech dataset as the visual encoder encounters mismatch data. Nonetheless, MuSE still shows considerable improvement in terms of SI-SDRi over AV-ConvTasnet. When evaluating on out-of-domain datasets, MuSE shows superior robustness to AV-ConvTasnet on both Grid and TCD-TIMIT datasets.

4.3. Comparison with related work

We compare MuSE with recent audio-visual speaker extraction studies on VoxCeleb2 datasets in Table 3 in terms of signal-to-distortion ratio (SDRi). It is observed that MuSE is as competitive as the state-of-the-art method despite that we only used a subset of the VoxCeleb2 dataset for training. We understand that the SDRi results are not directly comparable as they are not trained on exactly the same dataset.

MuSE is different from the ‘Looking to listen at the cocktail party’ [11]. As MuSE uses speech-lip synchronization in-

4.4. Ablation studies

We study a variant of MuSE that is only trained with the SI-SDR loss without the speaker CE loss, referred to as MuSE-jt. As shown in Table 4, MuSE performs similarly with MuSE-jt and AV-ConvTasnet on VoxCeleb2 dataset, but outperforms them in cross-dataset evaluations.

The difference between MuSE and AV-ConvTasnet is the use of speaker embedding. The results validate the benefit of using speaker embedding in MuSE, which represents a more direct speaker reference point than speech-lip synchronization cue alone. The difference between MuSE and MuSE-jt is the use of speaker loss as shown in Equation (7). The results suggest that the speaker loss improves the domain robustness of the system.

5. CONCLUSION

In this paper, we study a new way to extract the speaker embedding by using speech-lip synchronization cue. The visual information and extracted target speaker embedding are used as references to extract the target speaker’s voice. We show that MuSE has a clear advantage over the baseline in both in-domain and out-of-domain tests. We are considering using additional modalities, such as text, as additional input to the mask estimator.
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