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ABSTRACT

Deep learning plays a vital role in classifying different arrhythmias using electrocardiography (ECG) data. Nevertheless, training deep learning models normally requires a large amount of data and can lead to privacy concerns. Unfortunately, a large amount of healthcare data cannot be easily collected from a single silo. Additionally, deep learning models are like black-box, with no explainability of the predicted results, which is often required in clinical healthcare. This limits the application of deep learning in real-world health systems.

In this paper, to address the above-mentioned challenges, we design a novel end-to-end framework in a federated setting for ECG-based healthcare using explainable artificial intelligence (XAI) and deep convolutional neural networks (CNN). The federated setting is used to solve challenges such as data availability and privacy concerns. Furthermore, the proposed framework effectively classifies different arrhythmias using an autoencoder and a classifier, both based on a CNN. Additionally, we propose an XAI-based module on top of the proposed classifier for interpretability of the classification results, which helps clinical practitioners to interpret the predictions of the classifier and to make quick and reliable decisions. The proposed framework was trained and tested using the baseline Massachusetts Institute of Technology - Boston’s Beth Israel Hospital (MIT-BIH) Arrhythmia database. The trained classifier outperformed existing work by achieving accuracy up to 94.5% and 98.9% for arrhythmia detection using noisy and clean data, respectively, with five-fold cross-validation. We also propose a new communication cost reduction method to reduce the communication costs and to enhance the privacy of users’ data in the federated setting. While the proposed framework was tested and validated for ECG classification, it is general enough to be extended to many other healthcare applications.

1. Introduction

With the increase of internet of things (IoT) devices being used in the 21st century, massive amount of data has been generated [1]. IoT devices are capable of collecting an enormous amount of data each day [2]. This collection of data and the exponentially increasing computational resources have unlocked new dimensions in the information technology sector, especially in deep learning (DL) [3]. Although deep learning is a quite old concept [4] but owing to limited data and computational resources available in the past its use was limited. However, thanks to the internet, IoT devices and the increasing computational power, nowadays we can see deep learning revolutionizing nearly every field, including healthcare [5], economics [6], manufacturing [7], agriculture [8], and military [9].

In regards to healthcare applications, a lot of data is being generated across the globe and it has quite unique properties. Most of the data related to healthcare are multi-dimensional, this makes the use of classical machine learning (ML) models, for example, decision trees and random forests, quiet challenging and complex. However, the new generation machine learning models, especially the deep learning based ones, can solve issues related to multi-dimensional data due to its capability of self learning [10]. In the healthcare industry, deep learning has played a critical role, e.g., to help diagnose life threatening diseases [11]. Nevertheless, it has some limitations [12]. First, to train a deep learning model a large amount of training data is needed, but each silo (for example, a hospital) can have a very limited amount of data, so a single source of data can be insufficient to train a good deep learning model. A solution to this is to collect data from multiple sources and then train the model on the collected data. One major issue of this approach is about privacy concerns [13]. As medical data are highly sensitive and private data, some individual sources may not be willing to share their data with a central data collector [14].

In 2016 Google came forward with an idea called federated learning to solve the conflict between data availability and privacy concerns [15]. The basic idea behind federated learning is to collaboratively train a machine learning model without centralized training data. Federated learning enables edge devices or servers with sufficient computational power (e.g., home computers, mobile phones, wearables and other IoT devices) to collaboratively learn a shared machine learning model while keeping all the training data
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on local devices, decoupling the ability to do machine learning from the need to store the data centrally at a single server or in the cloud. Although deep learning with a federated setting can solve the issues mentioned earlier, there exists the problem of explainability in deep learning. Since the deep learning models are generally black box models, with no reasonable explanation for a given prediction. This ambiguity causes a limitation of deep learning in healthcare, because a clinical practitioner should know the reason for a prediction by a deep learning model [16]. To address the problem of explainability in deep learning models, researchers have proposed different solutions [17, 18, 19]. For instance, Selvaraju proposed a method called Gradient-weighted Class Activation Mapping (Grad-CAM) [20] to visualize input regions that are important for predictions. From such values, we can have an idea about where exactly the machine learning model is focusing when making a prediction and thus the reason. Explainability is important in healthcare, because to convince a clinical healthcare practitioner and a patient we need to give them the reason behind a certain prediction for sample input.

In regards to the application of deep learning in healthcare, electrocardiogram (ECG) classification is a very important routine task. Many machine learning based solutions have been proposed for analyzing and classifying ECG data [19, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31]. However, most of these works are based on a centralized machine learning architecture, thereafter they are prone to issues like privacy concerns and data availability. Moreover, since most of the real-time ECG data is noisy, they cannot perform well in real time because they are being trained on preprocessed (cleaner) data. Furthermore, they do not provide explainability/interpretability (we use explainability and interpretability interchangeably throughout this article), which is one of the key requirements in deep learning based clinical healthcare. Hence, this limits their real-time application. To address all of the above-mentioned challenges, in this paper, we propose an end-to-end explainable healthcare framework in a federated setting. The proposed framework consists of three main parts: an autoencoder, a classifier and an XAI module. Firstly, we propose a novel deep convolutional neural network (CNN) based autoencoder, which is used to denoise the raw ECG signals from the subject directly. Secondly, we propose a novel CNN-based classifier, which uses transfer learning to classify the raw time series of ECG data. Thirdly, we adopt the Grad-CAM model [20] in the framework to explain the classification results in a novel and reliable pattern. Additionally, we propose a custom communication cost reduction approach that reduces the communication cost and increases the privacy protection of the framework.

1.1. Contributions
The main contributions of this paper are as follows:

1. We propose an end-to-end framework which is the first federated transfer learning and explainable-AI based framework for healthcare. It aggregates the data from different edge devices (hospitals, users) without compromising privacy and security, provides relatively personalized model learning through knowledge transfer and provides interpretability of the results, which is one of the key requirements in applications like healthcare. In addition to interpretability, the proposed XAI module can be used to recognize new potential patterns leading to trigger heart arrhythmias.

2. We propose a novel 1-Dimensional CNN-based autoencoder in a federated setting to efficiently denoise the raw time series of ECG signal collected data from patients. The autoencoder provides a denoised version of the input, which we use for further classification and explanation of the predictions.

3. With the help of transfer learning, we use the encoder part of the proposed autoencoder to make a novel 1-Dimensional CNN-based classifier to classify given ECG data into five classes: non-ectopic beats (N), supraventricular ectopic beats (S), ventricular ectopic beats (V), fusion Beats (F), and unknown beats (Q).

4. We propose a novel module, called XAI module for interpretability of predictions of the proposed classifier. The proposed XAI module is combined with the proposed classifier to interpret and explain the decision making process of the classifier. The XAI module can be used with every updated classifier locally at the edge devices in the federated setting, and it does not need any pre-training.

5. We propose a new communication cost reduction method for the federated learning in the proposed framework, which not only reduces the communication costs but also increases the privacy of the classical federated learning method. Furthermore, the proposed method can be integrated into existing cost optimization algorithms to enhance their cost effectiveness and privacy protection level.

6. We used the MIT-BIH Arrhythmia Database [32] to train our proposed framework. It is important to note that to make the data more realistic, we first upsample the data to create more data samples, and then add 10-30% random noise. The proposed framework shows excellent performance by providing an overall accuracy of 94.5% using noisy data and overall accuracy of 98.9% on the clean data in the original MIT-BIH database. Moreover, we evaluated the performance of the proposed framework using four standard metrics: classification accuracy, precision, recall and F1-score.

7. The proposed framework additionally boasts desirable features: interpretability of the results by using the proposed XAI module, and efficient classification of the ECG. Additionally, it provides an enhanced level of privacy protection to users because of the federated setting and the proposed communication cost reduction method.

The rest of the paper is organized as follows. Section 2 presents related work and background. Section 3 discusses detailed description of the proposed framework. Sections 4
and 5 present the experimental setup and performance evaluation, respectively. Section 6 concludes the article.

2. Related Work and Background

Intelligent systems have helped us achieve efficient solutions. Various types of intelligent systems, such as, intelligent systems for modeling uncertainties by robust optimization [33], intelligent parking lots for electrical vehicles [34], and other wide ranges of applications [35] have been a focus of academia and industries. In recent decades, intelligent systems based on ML have been studied in a wide range of applications. For example, its applications have been studied for cyber security [36], economics and agriculture [37], and in healthcare [38]. The use of machine learning in healthcare has been widely studied ranging from detection and diagnosis of different diseases, such as, melanoma [39, 40] and cancer [41, 42]. Owing to the importance of machine learning in healthcare-related applications, in this section we review the literature of machine learning in healthcare, with a special focus on machine learning for ECG analysis.

2.1. Machine Learning in Healthcare

Certain activities in our body are governed by signals of some cognitive diseases [43]. For example, a changing gait may result from a stroke. A number of researchers proposed to monitor users’ activities using wearable sensors, with the help of which different human body activities can be recognized [44, 45, 46]. Based on monitoring of such activities, early prognosis of health issues can be identified. In this regards, there has been significant development in the utilization of ML and DL technologies in healthcare. While such technologies will probably never completely replace clinical practitioners, they can transform the healthcare sector, benefiting both patients and providers [11, 47, 48, 49].

In regards to ECG analysis in healthcare, ML and DL play a vital role. Researchers have proposed many methods for ECG classification into arrhythmia types [50, 51, 52, 28, 26]. Rubin et al. [53] applied deep learning to the task of automated cardiac auscultation, i.e., recognizing abnormalities in heart sounds. They described an automated heart sound classification algorithm that combines the use of time-frequency heat map representations with a deep CNN. Their CNN architecture is trained using a modified loss function that directly optimizes the trade-off between sensitivity and specificity. Gjoreski et al. [54] presented a method for chronic heart failure (CHF) detection based on heart sounds. The method combines classic ML and end-to-end DL models. The classic ML model learns from expert features, and the DL model learns from a spectro-temporal representation of the signal. Moreover, in order to enable intelligent classification of arrhythmias with high accuracy, Huang et al. [55] presented an intelligent ECG classifier using the fast compression residual convolutional neural networks (FCResNet).

Although the aforementioned work seems promising, they may find limited applicability in real world because they use centralized data collection techniques. As discussed earlier that it may cause privacy concerns among users and data owners. Thereafter, traditional centralized healthcare applications find limited applicability due to privacy concerns [56, 57, 58]. To address the privacy issues in machine learning, researchers have been working on Federated learning (FL) and Transfer learning (TF). Federated learning (FL) was introduced by Google [15]. The key idea is to train ML models with privacy by design at the architectural level. FL trains a machine learning model in a distributed architecture, where the edges devices train their own ML model on their local data and a central global server aggregates all of the locally trained models and distribute the aggregated model back to all nodes on the network (more details about FL can be found in Section 2.3). Due to its privacy preserving and efficient communication constraints, FL finds a number of applications in healthcare [59]. Xu et al. [60] summarized the general solutions to the statistical challenges, system challenges, and privacy, and point out the implications and potentials of FL’s application in healthcare. They show that training the model in the federated learning framework leads to comparable performance to the traditional centralized learning setting. Transfer learning (TF) aims at transferring knowledge from an existing trained model to a new model. The key idea is to reduce the distribution divergence between different models. To this end, there are mainly two general approaches: instance reweighting [61] and feature matching [62]. Recently, deep transfer learning methods have made considerable success in many application fields. Chen et al. [24] proposed FedHealth, the first federated transfer learning framework for wearable healthcare to tackle privacy and security challenges. FedHealth performs data aggregation through federated learning, and then builds relatively personalized models by transfer learning. FedHealth makes it possible to do deep transfer learning in the federated learning framework without accessing the raw user data. However, there are certain limitations to it. Firstly, it does not provide the explainability of the predictions, which is often required in sensitive domains like healthcare. Secondly, it does not accommodate any mechanism to denoise the raw signals, which often contain random noise and dealing with the random noise is quite challenging.

In other words, regarding the application of ML and DL healthcare, a lot of promising work has been done as discussed above. However, some of those works are vulnerable to privacy issues. Research work like FedHealth tries to address the issues of privacy concerns using FL and TL architecture. Nevertheless, works like FedHealth have the limitation of explainability, as discussed earlier. Thus there is a need for research work to address such challenges.

2.2. Autoencoder

Autoencoder [63] is an unsupervised neural network that learns the best encoding-decoding scheme from data. In general, it consists of an input layer, an output layer, an encoder neural network, a decoder neural network, and a latent space. When the data is fed to the network, the encoder compresses data into a latent space, whereas the decoder decompresses the encoded representation into the output layer. The
The encoded-decoded output is then compared with the initial data and the error is backpropagated through the architecture to update the weights of the network [64]. Given the input \( x \in \mathbb{R}^m \), the encoder compresses \( x \) to obtain an encoded representation \( z = e(x) \in \mathbb{R}^n \). The decoder reconstructs this representation to give the output \( x' = d(z) \in \mathbb{R}^m \). The autoencoder is trained by minimizing the reconstruction error \( L \), defined by the following equation:

\[
L = \frac{1}{n} \sum_{i=1}^{n} (Y_i - Y'_i)^2,
\]

where \( Y_i \) is the true label, \( Y'_i \) is the predicted label, and \( n \) is the total number of samples. An ideal autoencoder simply copies the input to the output, whereas keeping the latent space to have a smaller dimension than the input. The autoencoder learns the most salient features of the training data, i.e., it reduces the data dimensions while keeping the important information of the data.

Since being proposed, many researchers have proposed many optimized approaches of autoencoder, such as sparse autoencoder, denoising autoencoder, contractive autoencoder, and convolutional autoencoder [65]. We can achieve two main tasks from autoencoders: denoising and dimensionality reduction. In this study, we build a denoising autoencoder, which is an extension of simple autoencoders. It is worth noting that denoising autoencoders were not originally meant to automatically denoise an input. Instead, the denoising autoencoder procedure was invented to help:

1. the hidden layers of the autoencoder learn more robust filters,
2. reduce the risk of overfitting in the autoencoder, and
3. prevent the autoencoder from learning a simple identity function.

In denoising autoencoders noise is stochastically (i.e., randomly) added to the input data, and then the autoencoder is trained to recover the original, non-perturbed signal.

### 2.3. Federated Learning

Federated machine (FL) learning was first proposed by Google [15], an overview of FL is shown in Figure 1. In FL settings machine learning models are trained based on distributed edge devices all over the world. The key idea is to protect user data during the process. FL has the ability to resolve the data islanding problems by privacy-preserving model training in the network.

It works like this: an edge (client) device downloads the current model, improves it by learning from data on its local data, and then summarizes the changes as a small focused update. Only this update to the model is sent to the cloud, using encrypted communication, where it is aggregated with other user updates to improve the global shared model. All the training data remains on local devices, and no individual updates are stored in the cloud. Federated Learning allows for smarter models, lower latency, and less power consumption, while ensuring privacy. This approach has another benefit: in addition to providing an update to the global shared model, the improved model on the local edge device can also be used immediately, powering experiences personalized by the use of IoT devices.

![Figure 1: Architecture of Federated Learning](image_url)

### 2.4. Transfer Learning

Transfer learning aims at transferring knowledge from existing domains to a new domain. The key idea is to reduce the distribution divergence between different domains. Here are mainly two types of transfer learning: instance reweighting [61] and feature matching [62]. Recently, deep transfer learning methods have made considerable success in many application fields.

### 2.5. Explainable Artificial Intelligence

Explainable Artificial Intelligence (XAI) [16] lets humans understand and articulate how an AI system made a decision. XAI is a set of processes and methods that allows human users to comprehend and trust the results and output created by machine learning algorithms. XAI is used to describe an AI model, its expected impact and potential biases. It helps characterize model accuracy, fairness, transparency and outcomes in AI-powered decision making. XAI is crucial for an organization in building trust and confidence when putting AI models into production. AI explainability also helps an organization adopt a responsible approach to AI development. There are many advantages to understanding how an AI-enabled system has led to a specific output. Explainability can help developers ensure that the system is working as expected, it might be necessary to meet regulatory standards, or it might be important in allowing those affected by a decision to challenge or change that outcome. Recent research suggest that it will be of key importance in marketing [66], healthcare, manufacturing, insurance, and automobiles [67].
3. The Proposed Framework

Before describing our proposed framework in detail, let us explain the research problem first. Given data on $N$ different edge nodes (since we are using cross-silo federated learning, each edge node can represent a different organization, i.e., hospital) represented by $E = \{E_1, E_2, \ldots, E_N\}$ and the data of each $E_i$ (here $i = 1, 2, \ldots, N$) is given by $\{D_1, D_2, \ldots, D_i\}$, respectively. A conventional machine learning model, denoted by ConMOD, can be trained by combining all the data $D = \{D_1, D_2, \ldots, D_i\}$. The data from different edge nodes have different distributions. However, in our problem, we want to collaborate all the data to train a federated transfer learning model, denoted by FedMOD, where any user $E_i$ does not expose its data $D_i$ to others. Assume that AccFed represents the accuracy of FedMOD and AccCon$_i$ represents the accuracy of each locally trained model of $E_i$, then one of the objectives of our proposed method is to ensure that the accuracy of AccFed is close to or superior to each AccCon$_i$.

The proposed framework aims to achieve accurate and efficient personal healthcare through federated transfer learning and XAI without compromising privacy. Figure 2 gives an overview of the proposed method. The proposed method consists of three major parts, the autoencoder, the classifier and the XAI module, which are discussed below in the following three sub-sections. The final sub-section discusses the learning process.

3.1. CNN-based Autoencoder

In order to denoise the raw input signal from ECG devices, we propose an autoencoder. The proposed autoencoder is shown in Figure 3. It consists of an input layer, an output layer and 12 hidden layers. Among the hidden layers, there are 6 convolutional layers, 3 maxpooling layers and 3 upsampling layers. Furthermore, the CNN-autoencoder is virtually divided into two parts: Encoder and Decoder. The encoder consists of the input layer, 3 maxpooling layers and 3 convolutional layers in an alternate fashion. On other hand, the decoder consists of 3 upsampling layers, 3 convolutional layers and a convolutional output layer. In the proposed autoencoder, we use a varying learning rate to keep the training process efficient while keeping the reconstruction loss $L$ as small as possible. Equation (2) gives the mathematical representation of the learning rate (lr) used.

$$lr = \begin{cases} 0.01, & \text{if epoch} \leq 40, \\ lr \times e^{-0.1}, & \text{otherwise}. \end{cases} \quad (2)$$

3.2. CNN-based Classifier

The proposed classifier is composed of 4 convolution layers, 3 max pooling layers, 2 fully connected layer and 1 softmax layer for classification, as shown in Figure 4. The classifier is designed for classifying an input ECG signal into one of the five classes, as shown in Table 1. We use transfer learning to transfer the encoder part of the trained autoencoder into the proposed classifier, because these convolution layers aim at removing the noise from raw input data and the next layers in the classifier aim to classify the input ECG signal. Hence, the first 3 convolutional layers do not need to be trained while training the individual local classifiers. In other words, we keep the first 3 convolutional layers static during the classifier training phase, which means that no parameters are updated during back propagation in the first 3 convolutional layers. This provides each local node $E_i$ with the trained parameters for denoising the signal while training the classifier, which increases the performance of the classifier. As for the last 2 convolution layers and the fully connected layers, since they are at a higher level, they focus on learning specific features for the classification task. Therefore, we update their parameters during the classifier training phase. The softmax serves as the classification function, and is given by the following equation:

$$y_i = \frac{e^{x_c}}{\sum_{c=1}^{C} e^{x_c}}, \quad (3)$$

where $C$ is the total number of classes, $x_c$ denotes the learned probability for a specific class $c$, and $y_i$ is the final classification result for a sample $i$. Our classifier uses categorical cross-entropy (CE) as the loss function. This gives probability over the $C$ classes for each input sample, given by Eq. (4). Where $t_c$ is the ground truth for each class $c$.

$$CE = -\sum_{c=1}^{C} t_c \log(y_i) \quad (4)$$

3.3. XAI with Grad-CAM

Inspired by the work in [20] and [68], we decided to use Gradient-weighted Class Activation Mapping (Grad-CAM) and modified it for time series data on top of our classifier, which uses class-specific gradient information to localize important regions. We combine these localized regions with an existing time-series visualization map to create a high-resolution heatmap visualization. Using this visualization, practitioners can understand the reason of a certain prediction given by the classifier. The XAI with GRAD-CAM module is shown in Figure 5.

The creation of this heatmap visualization consists of the following steps:

1. In the first step, we compute the gradient of $y^c$ (where $y^c$ is the score for any class $c$) with respect to the feature map activations $A_k$ for kernel $k$ of the last convolution layer. If $G_c$ represents the gradients for any

| Table 1 | The five classes of ECG signals |
|---------|--------------------------------|
| Class description | Single-letter symbol |
| Non-ecotic beats (normal beat) | N |
| Supraventricular ectopic beats | S |
| Ventricular ectopic beats | V |
| Fusion Beats | F |
| Unknown Beats | Q |
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class $c$, it can be represented as follow:

$$G_c = \frac{\partial y^c}{\partial A^k}. \quad (5)$$

Any particular value calculated in this step depends on the input ECG signal (sample input). The weights of the classifier are fixed at this stage. We first reshape an input sample into the batch size and feed it into the classifier, since the input determines the feature maps $A_k$ as well as $y^c$.

2. The second step consist of global average pooling of the gradients $G_c$, both along height $h$ and width $w$ to obtain the neuron importance weights $a^c_k$ also called alpha values, given by Eq. (6).

$$a^c_k = \frac{1}{Z} \sum_h \sum_w \frac{\partial y^c}{\partial A^k} \quad (6)$$

These alpha values for class $c$ and feature map $k$ will be used later as a weight applied to the feature map $A^k$.

3. The third step consist of weighted linear combination of the feature map activations $A^k$ and $a^c_k$ is calculated using the alpha values, given by Eq. (7).

$$\text{Grad}_\text{CAM}^c = \text{ReLU}(\sum_k a^c_k A^k) \quad (7)$$

This gives us the final Grad-CAM heatmap. A rectifier linear Unit (ReLU) function is applied to empha-
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**Figure 3:** The architecture of the proposed denoising autoencoder

**Figure 4:** The proposed CNN-based classifier
3. Size only the positive values and turn all the negative values into 0.

4. The classifier’s last convolutional layer’s features are quite small, and it is difficult to visualize them for analysis. To address this problem, we upsample the heatmap to the size of the input sample in width. Moreover, we feed the input sample to the autoencoder and receive a denoised version of the input sample and overlap it on the heatmap. In the resulting heatmap, regions overlapping between the heatmap and the ECG signal show the point of focus during prediction. This gives a detailed picture to the practitioners to understand which region of the ECG input signal the classifier is looking at while making a prediction.

3.4. Learning Process

The learning process of the proposed method has been depicted in Figure 2. For a clearer explanation, we present the learning procedure in Algorithm 1. It should be noted that the algorithm works continuously with new emerging data. Optionally, if an $E_i$ wants to personalize the classifier $C_i$, it can be done by keeping all the convolution layers of the final updated classifier static and by training the dense layers for personalization. This is because the convolution layers aim at extracting low-level features about activity recognition and for the densely connected layers, since they are at a higher level, they focus on learning specific features for the task and the user.

The global server $G_s$ (Aggregation Server) creates an au-
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Algorithm 1: Training procedure of Proposed method

| Input: Data from edge nodes $D_1, D_2, \ldots, D_n$ |
| Output: Trained aggregated and updated model |

1. Global Server $G_s$ constructs the initial Global Autoencoder AE and compiles it using the predefined hyper-parameters
2. $G_s$ waits for the $E_i$ to request. If request received, send AE to the $E_i$
3. $E_i$ receives the AE, and trains it on its local data $D_i$ and sends trained weights of AE back to $G_s$
4. $G_s$, waits for $n$ $E_i$-s to send back their locally trained AE.
5. if weights received form $n$ $E_i$-s then
   $F(w) = \sum_{k=1}^{n} \frac{n_k w^k}{r+1}$
   $G_s$ constructs a classifier $C$
   for $i = 1, 2, 3$ do
     set Weight of convolutional Layer, of $C = Weight of convolutional Layer, of F(w)$
     set convolutional Layer, of $C$ trainable = False
   end for
   $G_s$ sends $C$ to $E_i$
   $E_i$ trains $C$ on $D_i$ and sends back the trained $C$ to $G_s$
   $G_s$, wait for $n$ $E_i$ to send back their locally trained $C$
6. if weights received form $n$ $E_i$-s then
   $F(w) = \sum_{k=1}^{n} \frac{n_k w^k}{r+1}$
   $G_s$ sends $F(w)$ to $E_i$
   $E_i$ set $F(w)$ as weight of $C$ and makes predictions
repeat with continuously emerging data.

toencoder AE with predefined hyper-parameters. It should be noted that we use Keras auto-tuner to get the best possible hyper-parameters. Keras auto-tuner empirically tries to find the best possible hyper-parameters. After creating the AE, $G_s$ waits for the clients’ request. When clients request $G_s$, it sends the AE to the client. It is worth noting that, each global round is divided into two tiers, for the first tier $G_s$ sends the AE and for the second tier $G_s$ sends the classifier $C$. Hence while requesting, each client mentions the tier as well.

On receiving the autoencoder, client $E_i$ trains the autoencoder on its local data $D_i$. When the training is completed the client sends back the trained weights of the autoencoder to the global server. The server waits for a fixed number $n$ of clients to send the weights of their locally trained AE. Here, $n$ can be decided by mutual consensus among administrators. When the desired number of clients send their weights and are received by $G_s$, it aggregates the weights of all the clients by using the formula for aggregation given by Eq. (8) from [69].

$$F(w) = \sum_{k=1}^{n} \frac{n_k w^k}{n_t}$$

Here, $F(w)$ are the aggregated weights, $n_t$ is number of data samples of all participants and $n_k$ is the number of samples of $k$-th participant. For a machine learning problem, typically $f_i(w) = (x_i, y_i; w)$, that is, the loss of the prediction on example $x_i, y_i$ made with model parameters $w$. There are $n$ clients over which the data is partitioned, with $P_k$ the set of indexes of data points on client $k$, $n$ is total number of participants in each round and $r$ is the global round number.

After aggregation, $G_s$ creates a new CNN-based classifier $C$ for classification. Here, again we use the Keras auto-tuner for best hyper-parameters for the newly created C. Furthermore, we use the encoder part of the autoencoder for transfer learning. We transfer the weights of the updated and aggregated encoder part of AE to C and set the transferred layers to static. After this, $G_s$ sends $C$ to each client $E_i$. Upon receiving $C$, each $E_i$ trains the classifier using its local data and sends it back to $G_s$. $G_s$ collects the weight of $n$ clients and aggregates them using Eq. (8). After aggregation, it sends the aggregated weights back to each $E_i$. Clients set the aggregated weights as new weights of their local $C$, which can be further used for predictions. During predictions, the XAI module taps the gradients and outputs the visual explanation.

3.5. Communication Cost Reduction and Privacy Enhancement

In the federated learning setting, training data remain distributed over a large number of clients each with unreliable and relatively slow network connections. For the synchronous protocols in federated learning [70], the total number of communication bits that are required during uplink and downlink communication by each of the $N$ clients during training of the global model is given by:

$$x_{up/down} \in \mathcal{O}(U \times |w| \times (H(\Delta w_{up/down}) + r)),$$  (9)

where $U$ is the total number of updates by each client, $|w|$ is the model size and $H(\Delta w_{up/down})$ is the entropy of transmitted weights during communication, $r$ is the difference between the update size and the minimal update size, given by entropy [71]. Generally, there are three ways to reduce the communication costs: (1) reducing the number of clients $N$, (2) reducing the update size, (3) reducing the number of updates $U$. Hence, research on communication-efficient federated learning can be divided into four groups: model compression, client selection, update reduction, and peer-to-peer learning [60]. In order to provide communication-efficient federated learning, we provide a new approach for our proposed architecture called layer selection, which comes under the model compression group. Moreover, layer selection can be added to all of the existing approaches to further reduce the communication costs. The proposed layer selection (communication cost reduction) method is shown in Figure 6, with more details given below.

Suppose that W1 and W2 represent the weights of all layers of encoder and decoder of the autoencoder, respectively, trained at edge devices. Since we are only concerned with the encoder part of the autoencoder, the edge devices select the weights of the encoder part (W1) and send them
to the global server. The global server aggregates the received weights to obtain the global weights, represented as $\text{AW1}$ and sent to the edges. After receiving AW1, the edge devices use transfer learning to transfer these global weights to their local classifier and freeze the transferred layers, as mentioned earlier. The edge devices train the local classifier using their local data. Suppose that WC1 and WC2 represent the weights of the trainable lower (convolutional) and higher (dense) layers of a local classifier, respectively. As the higher layers learn specific features about the underlying data [72], each edge sends only WC1 to the aggregation server that carries common and low-level features about the training data. The aggregation server performs weighted aggregation of all WC1 weights received to obtain AW1C, which are then sent to edge devices. The edge devices use AW1C along with their individual WC2 for a more localized classification of the ECG. Since we share few weights compared to the classical method, this makes the communication lighter and reduces the communication costs. Moreover, since the FL framework continuously performs global training with emerging data, our communication cost reduction method can significantly reduce the overall communication costs.

Furthermore, recall that features in deep neural networks are highly transferable in the lower levels of the network since they focus on learning more common and low-level features. As the edge devices only send the weights of lower layers, the privacy of underlying data at each edge is enhanced. To be more precise, the weights of lower layer, weights of the encoder part in the autoencoder (WC1), contains more common and low-level features about the underlying data, while the weights of higher layers, weights of the decoder part of the autoencoder (WC2), contains more specific features about the underlying data. Hence, by not communicating WC2, we can increase the privacy of the local data by sharing only weights (WC1) that contains more common and low-level (i.e., less private) features.

4. Experimental Results

4.1. Dataset

For the experimental purpose, we used the widely used MIT-BIH Arrhythmia Database [32] as our baseline dataset. This database contains 48 half-hour excerpts of two-channel ambulatory ECG recordings, obtained from 47 subjects studied by the BIH Arrhythmia Laboratory between 1975 and 1979. The dataset includes 109,446 samples. Twenty-three recordings were chosen at random from a set of 4,000 24-hour ambulatory ECG recordings collected from a mixed population of inpatients (about 60%) and outpatients (about 40%) at Boston’s Beth Israel Hospital; the remaining 25 recordings were selected from the same set to include less common but clinically significant arrhythmias that would not be well-represented in a small random sample. In our experiment, we have used ECG lead II re-sampled to the sampling frequency of 125 Hz as the input. It should be noted that this dataset has unbalanced classes. Figure 7 shows the distribution of the original dataset. This highly unbalanced data can cause problems like overfitting. Hence to balance the classes we used upsampling. The resulting data distribution after upsampling is shown in Figure 8. Furthermore, this dataset is highly preprocessed, but in real-world scenarios, the ECG data collected is always noisy. Hence, to simulate more realistic data we introduced 10-30% noise into the original dataset and trained the proposed framework on the noisy version of the dataset, too. A comparison of the original (clean) and noisy datasets is shown in Figure 9.

4.2. Implementation Details

The Framework was implemented using Python and TensorFlow. Secure socket layer communication was used for communication between the server and edge devices. Both the autoencoder and the classifier were trained locally only on three local Raspberry Pi devices (Pi 3 Model B+ with 1.4GHz, 64-bit quad-core ARMv8 CPU and 1GB LPDDR2 SDRAM), denoted by Edge1, Edge2 and Edge3. Furthermore, a workstation with an Intel core i-6700HQ CPU and 32 GB RAM was used as the global server $G_s$. It should be noted that FedHealth [24] initially trained their model at $G_s$, which may cause security risks in the case of a malicious global server. If the models (AE and C) are trained initially on $G_s$ this may cause biased training. Hence, to avoid such risks, we performed only aggregation at the $G_s$. Furthermore, AE adopted a convolution size of 3. It uses a Root Mean Square Propagation (RMSProp) as the optimizer. Each $E_i$ device uses 80% of data for training and 20% of data for evaluation. We distributed the dataset randomly at each edge device and introduced random noise. In this case, the data in Edge1 contains 20% random noise, the data in Edge2 contains 30% random noise, the data in Edge3 contains 10% random noise. Furthermore, each edge used a fixed batch size of 100, and was trained for 50 training epochs. Moreover, each edge used an evolving learning rate, given by Eq. (2).

The classifier C used a batch size of 100. The learning rate was set to 0.001 with 150 training epochs. The accuracy of each of the locally trained C was calculated by using the following equation:

$$A_{cc} = \frac{|x : x \in D_1 \land y(x) = y(x)|}{|x : x \in D_1|}.$$  \hspace{1cm} (10)

In regards to the execution time, given the above setting, it took an average of 745 seconds to complete one global round of training. Furthermore, it took an average of 2.32 seconds to generate prediction and XAI results.

5. Performance Analysis of the Proposed Method

In this section we analyze performance of the proposed framework using some state-of-the-art metrics.

5.1. Reconstruction of Autoencoder

We introduced noise in to the dataset and used the noisy sample as the input in the autoencoder and the cleaned sam-
Figure 6: The layer selection method for communication cost reduction

Figure 7: The distribution of the original dataset

Figure 8: The distribution of the upsampled (re-balanced) dataset

toencoder reconstructed the original signal very well. Moreover, it can be seen that reconstruction MAE aggregation AE is less than or nearly equal to the reconstruction MAE of each locally trained AE.
Figure 9: Comparison of the original and the noisy version of the dataset

Figure 10: Reconstruction MAE
5.2. Classification Performance
Classification performance was measured using the four standard metrics found in the literature [73]: classification accuracy, precision, recall and F1-score. While accuracy measures the overall system performance over all classes in the dataset, the other metrics are specific to each class, and they measure the ability of the classification algorithm to distinguish certain events. For a binary classifier, each of the metrics is defined as follows:

1. **Accuracy** is the most intuitive performance measure and it is simply a ratio of correctly predicted observation to the total observations, as defined below:
   \[
   \text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \quad (11)
   \]
   where TP, TN, FP and FN refer to the numbers of true positives, true negatives, false positives, and false negatives, respectively.

2. **Precision** is the ratio of correctly predicted positive observations to the total predicted positive observations, as defined below:
   \[
   \text{Precision} = \frac{TP}{TP + FP} \quad (12)
   \]

3. **Recall** is the ratio of correctly predicted positive observations to all the observations in actual positive class, as defined below:
   \[
   \text{Recall} = \frac{TP}{TP + FN} \quad (13)
   \]

4. **F1-score** is the harmonic mean of precision and recall, as defined below:
   \[
   \text{F1-Score} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \quad (14)
   \]

The above definitions can be easily extended to multi-class classifiers with \( n \geq 2 \) classes. For instance, accuracy is defined as the ratio between the number of total correct predictions and the total number of samples. For other metrics, i.e., precision, recall, and F1-score, we can derive \( n \) binary classifiers, one for each given class versus all remaining classes (one-vs-rest), and then use the above definitions of the three metrics as usual for each of the \( n \) binary classifiers.

Precision, recall, F1-score metrics of each binary classifier (one for each of five class labels) at the three edge devices (Edge$_1$, Edge$_2$, and Edge$_3$) and the global server are given in Table 2. We also show the accuracy of the five-class classifier in the last column. It should be noted that the results shown in Table 2 are computed using the noisy data which we prepared earlier. We also tested the proposed classifier using the original (clean) data. With this data it provided $98 \pm 0.9\%$ accuracy. Other metrics, such as precision, recall and F1-score, are shown in Table 3. However, for real-time use we expect the data to be noisy, which is why we proceeded with the noisy data.

5.3. Qualitative Analysis
Understanding the reasons for predictions of the model decision is very important in healthcare applications. In order to validate that the decisions made by the proposed XAI module are interpretable, we use visualization to demonstrate that clinically important beats in the ECG wave are used for classification. Figure 12 illustrates the importance for each beat that the ECG classifier is giving while performing classification of some instance ECG signal inputs.

In order to achieve the interpretability/explainability of the XAI module, it is important to understand the ECG signal [74]. Generally, the amplitude and width of the p-wave, QRS complex and the T-wave are important features of an ECG graph, as shown in Figure 11. These regions play a vital role in ECG analysis [75]. The XAI module in the proposed framework shows that the proposed classifier looks at these critical features of the input sample. In Figure 12, the red segments show more important regions of the heartbeat for the network’s decision while predicting a particular class. In other words, the red segments of the heartbeat have more influence on the detection process of the classifier while classifying the input ECG signal. These results can be used to help clinical practitioners to diagnose the underlying health issues. However, we strongly advise that these results should not be used for any medical consultation without prior discussion with a clinical professional. In other words, heat maps should be cross-checked by clinicians with prior expert knowledge.

![Figure 11: The major waves of a single normal ECG pattern](image)

5.4. Comparison With Other State-of-the-Art Methods
We compared our proposed framework with the state-of-the-art methods reported in 2020 [24, 25, 26, 27, 28, 29, 30, 19, 31]. First we compare the previous work with ours to show that the proposed framework provides all of the desirable properties like interpretability, privacy preserving, and working with raw data. Table 4 shows the comparison between our proposed method and the other methods. It can be seen that the proposed scheme outperforms others by providing all desirable properties, while others lack...
Table 2
The classification performance of the proposed framework, with the noisy version of the dataset.

| Class | Precision | Recall | F1-Score | Accuracy |
|-------|-----------|--------|----------|----------|
| N     | 89%       | 91%    | 90%      | 94.9%    |
| S     | 94%       | 89%    | 92%      |          |
| V     | 93%       | 96%    | 94%      |          |
| F     | 95%       | 94%    | 95%      |          |
| Q     | 99%       | 99%    | 99%      |          |

(a) Edge 1 (20% noise)

| Class | Precision | Recall | F1-Score | Accuracy |
|-------|-----------|--------|----------|----------|
| N     | 94%       | 98%    | 96%      |          |
| S     | 98%       | 92%    | 95%      |          |
| V     | 95%       | 99%    | 97%      |          |
| F     | 99%       | 94%    | 96%      |          |
| Q     | 97%       | 100%   | 98%      |          |

(c) Edge 3 (10% noise)

| Class | Precision | Recall | F1-Score | Accuracy |
|-------|-----------|--------|----------|----------|
| N     | 90%       | 99%    | 99%      | 98.9%    |
| S     | 94%       | 92%    | 91%      |          |
| V     | 93%       | 96%    | 94%      |          |
| F     | 96%       | 96%    | 95%      |          |
| Q     | 99%       | 99%    | 99%      |          |

(d) Global/Aggregation Server

some of the desirable properties. Moreover, we also compare our work with existing works for ECG classification. It should be noted that other methods used the baseline MIT-BIH dataset (without noise), with which better accuracy results can be achieved. Contrastingly, we introduced (10%-30%) noise into the data to make it more realistic. Table 5 shows the comparison of classification performance between our proposed method and the other methods. It can be seen that, our proposed method outperformed the methods in others. It should be noted that the proposed classifier deals with the classification tasks of five classes, while others deal with fewer classes (some with two and some with three). Additionally, the proposed method works in federated architecture and performs better compared to others. Our proposed method provides explainability as an additional feature. Moreover, the proposed method provides data privacy to the users via the federated setting, which is not the case for other methods. Furthermore, the proposed method can denoise raw signals without any preprocessing, followed by classification and explainability.

Table 3
The classification performance of the proposed framework, with the original (clean) dataset.

| Class | Precision | Recall | F1-Score | Accuracy |
|-------|-----------|--------|----------|----------|
| N     | 95%       | 99%    | 97%      | 98.9%    |
| S     | 98%       | 97%    | 98%      |          |
| V     | 97%       | 99%    | 98%      |          |
| F     | 99%       | 93%    | 96%      |          |
| Q     | 100%      | 100%   | 100%     |          |

Table 4
Comparison with the state-of-the-art work.

| Scheme | Interpretability | Raw Input | Privacy Preserving |
|--------|------------------|-----------|-------------------|
| [21]   | x                | x         | x                 |
| [22]   | x                | x         | x                 |
| [76]   | x                | x         | x                 |
| [24]   | x                | x         | ✓                 |
| [25]   | x                | x         | x                 |
| [26]   | x                | x         | x                 |
| [27]   | x                | x         | x                 |
| [28]   | x                | x         | x                 |
| [29]   | x                | x         | x                 |
| [30]   | x                | x         | x                 |
| [19]   | ✓                | x         | ✓                 |
| [31]   | x                | x         | x                 |
| Proposed | ✓             | ✓         | ✓                 |

5.5. Privacy Enhancement

As mentioned earlier, digital healthcare data is like digital finger prints that carry a lot of personal information. Hence, we should protect such data as much as possible while using them in machine learning algorithms. Most past studies on ECG classification do not provide privacy protection of such data because they are centralized and data are shared with the central model directly. Recently, Chen et al. [24] used federated learning to provide privacy protection, by only sharing the learned parameters without sharing the data. Although the shared parameters can protect privacy, there are still chances to recover some information from the shared parameters of higher level layers in the classifier, since they can contain more data-specific information as discussed previously. As a comparison, in our proposed framework we only share the learned parameters from lower-level layers that carry only more common and low-level (i.e., less privacy-sensitive) features. Thus, our proposed framework can enhance privacy even further, and at the same time can reduce communication costs as fewer parameters are shared between the edge/local and global servers.

A comparison between with existing work in federated setting for healthcare is shown in Table 6.
5.6. Communication Cost Reduction

Here, we show the communication cost reduction using the proposed communication cost reduction method. The number of total parameters communicated between an edge device and the global server, for one global round, denoted by TPC, is given as follow:

\[
TPC = W_1 + W_2 + WC_1 + WC_2 + AW_1 + AW_2 + AWC_1 + AWC_2, \quad (15)
\]

In the proposed framework, the TPC is given as follow:

\[
TPC = 13386 + 4160 + 13386 + 4160 = 35092, \quad (18)
\]

From Eqs. (16) and (18), we can calculate that the proposed communication cost reduction method reduces the communication cost by 8.2%.
Table 5
Comparison with previous studies for ECG classification

| Scheme          | Centralized or Federated | Acc (clean data) | Acc (noisy data) |
|-----------------|--------------------------|-------------------|------------------|
| [21] Centralized| 86.0%                    | -                 | -                |
| [22] Centralized| 96.9%                    | -                 | -                |
| [25] Centralized| 98.1%                    | -                 | -                |
| [26] Centralized| 96.5%                    | -                 | -                |
| [28] Centralized| 93.1%                    | -                 | -                |
| [29] Centralized| 94.9%                    | -                 | -                |
| [30] Centralized| 98.1%                    | -                 | -                |
| [37] Centralized| 96.6%                    | -                 | -                |
| [70] Centralized| 98.3%                    | -                 | -                |
| [19] Centralized| 98.8%                    | -                 | -                |
| Proposed        | Federated                | 98.9%             | 94.5%            |

Table 6
Comparison with the state-of-the-art work in federated setting for healthcare

| Scheme | Communication Cost Reduction | Privacy Enhancement |
|--------|------------------------------|---------------------|
| [24]   | √                            | √                   |
| Proposed | √                          | √                   |

5.7. Time Complexity of proposed Algorithm
In this section, we provide the time complexity of the proposed Algorithm 1. In a CNN-based network, the number of features in each feature map is at most a constant times the number of input features let us say \( n \) (typically the constant is \(< 1 \)). Convoluting a fixed-size filter across an input signal with \( n \) features takes \( O(n) \) time, since each output is just the sum product between some features let’s say \( k \) in the input, and a fixed number of weights \( w \) in the filter, and \( w \) and \( k \) do not vary with \( n \). Similarly, any max or average pooling operation does not take more than a linear amount of time in the input size. Moreover, the edge node can compute in parallel, therefore, the overall run time is still linear, i.e., \( O(n) \).

5.8. Limitations and Future work
In this section, we discuss some limitations of the proposed framework. Our proposed framework provides a unique way of diagnosing arrhythmias with the explanation of the predicted results. However, there are certain limitations, which can be explored in the future to make the proposed framework more reliable. First, in federated learning, data is not collected at a single server and there are multiple devices for collecting and analyzing data. Such distributed settings increase the chances of data poisoning attacks, hence, methods should be developed for data integrity and authentication. Second, the proposed framework considers the data and devices in distributed edges to be homogeneous, but in some cases, the data and devices may be heterogeneous, and device-specific characteristics may limit the generalizability of the local models from device to device and may reduce the accuracy of the aggregated model. Furthermore, from a security perspective, malicious internal attackers have been not considered in our work, who may attack other peers by inserting hidden back-doors into the joint global model. Last but not the least, in the global server goes down, the whole system may stop working. As part of our future work, we aim to improve the current framework by considering the above-mentioned limitations to produce a more secure and robust framework.

6. Conclusions
In this paper, we proposed a privacy-preserving, efficient and interpretable/explainable AI-based end-to-end framework to address the limitations of deep learning applications for ECG signal classification. Firstly, we proposed a CNN-based autoencoder in a federated architecture to denoise the raw ECG signal from patients. When trained on the baseline dataset, The proposed autoencoder provided an excellent reconstruction of the raw input signals and improved the overall performance when applied in federated settings. Secondly, we proposed a new classifier for ECG signals. When the classifier was trained in federated settings it was able to improve the overall classification performance of the edge devices. Moreover, the experimental results on the baseline database revealed that the proposed framework achieved outperformed existing algorithms, including both centralized and federated ones. Furthermore, we extended the usability of our framework by providing a novel explainable module on top of the classifier, whose usefulness is visually demonstrated by showing that clinically meaningful heartbeat segments of ECG signals are indeed behind the classification results. Additionally, we also proposed a communication cost reduction method, which can significantly reduce communication costs while increasing the level of privacy protection of users’ ECG data against the global server. Hence, the proposed framework shows its applicability by providing many desirable properties including interpretability, privacy protection, communication cost reduction, and high accuracy in classification. Such a combination of such properties does not hold for other existing solutions, therefore making the proposed framework a unique solution for real-world healthcare applications where ECG signal classification is an important task.

Eventually, the proposed framework will encourage (1) more healthcare data owners to participate in training a good machine learning model for patients and health professionals, with fewer privacy concerns, (2) more accurate diagnostic assistance in places with scarce access to cardiologists or healthcare facilities, (3) more interpretable classification results that can be used to identify new potential patterns leading to trigger heart arrhythmias. Hence, the proposed framework has great potential to be added to hospital computer software platforms to support the work of health professionals and ultimately reduce mortality and save human lives.

As a future research direction, we aim at applying the proposed framework to more healthcare applications, especially human activity recognition and anomaly detection in...
the context of home care, and other types of arrhythmia to extract new patterns that might be helpful for their diagnosis and monitoring. We also aim at extending the applicability of the proposed work by addressing the limitations of the proposed framework as mentioned previously.
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