A NOTE ON THE SUP NORM OF EISENSTEIN SERIES

MATTHEW P. YOUNG

1. Introduction

Let \( E(z, s) \) be the usual real-analytic Eisenstein series for the group \( \Gamma = PSL_2(\mathbb{Z}) \).

**Theorem 1.1.** Let \( K \) be a fixed compact subset of \( \mathbb{H} \). Then for \( T \geq 1 \),

\[
\max_{z \in K} |E(z, 1/2 + iT)| \ll_{K, \varepsilon} T^{3/8+\varepsilon}.
\]

For comparison, Iwaniec and Sarnak showed, for \( u_j \) a Hecke-Maass cusp form of spectral parameter \( t_j \), that

\[
\max_{z \in K} |u_j(z)| \ll_{K} t_j^{5/12+\varepsilon}.
\]

The sup norm problem has been an active area and now there exist non-trivial estimates for cusp forms of large level, on higher rank groups, and for half-integral weight forms [BH] [T1] [HT1] [HT2] [T2] [HRR] [BP] [BM] [M] [K]. Nevertheless, the basic estimate for \( \Gamma = PSL_2(\mathbb{Z}) \) in the eigenvalue aspect has not been improved. The case of Eisenstein series seems to have been largely neglected up to now, at least for the sup norm problem, but not for some other norms: Luo and Sarnak proved QUE for Eisenstein series [LS], Spinu estimated the \( L^4 \) norm [Sp], and the author has investigated QUE for geodesic restrictions [Y]. The Eisenstein series case is similar in some ways to the cuspidal case, but has some technical problems because of the constant term in the Fourier expansion. Actually, the main impetus for this note was the realization that one can choose an efficient amplifier for the Eisenstein series, which leads to the improved exponent compared to the cusp form case (see [IS, Remark 1.6]).

2. Notation and summary of the results of Iwaniec and Sarnak

For \( \text{Re}(s) > 1 \), let

\[
E(z, s) = \sum_{\gamma \in \Gamma \setminus \Gamma} (\text{Im}(\gamma z))^s.
\]

As shorthand, we sometimes write \( E_t(z) = E(z, 1/2 + it) \). The Fourier expansion states

\[
\zeta^*(2s) E(z, s) = \zeta^*(2s) y^s + \zeta^*(2(1 - s)) y^{1-s} + 2\sqrt{y} \sum_{n \neq 0} \tau_{s-\frac{1}{2}}(n) e(nx) K_{s-\frac{1}{2}}(2\pi|n|y),
\]

where \( \tau_w(n) = \sum_{ab=n} (a/b)^w \), and

\[
\zeta^*(2s) = \pi^{-s} \Gamma(s) \zeta(2s).
\]
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The Fourier expansion implies the functional equation $\zeta^*(2s)E(z, s) = \zeta^*(2(1-s))E(z, 1-s)$. Specializing to $s = 1/2 + it$, and setting $\varphi(s) = \zeta^*(2(1-s))/\zeta^*(2s)$, one obtains

$$E_t(z) = y^{1/2+it} + \varphi(1/2+it)y^{1/2-it} + \frac{2\sqrt{y}}{\zeta^*(1+2it)} \sum_{n \neq 0} \tau_{it}(n)e(nx)K_{it}(2\pi|n|y).$$

Let $\alpha_n$ be an arbitrary sequence of complex numbers. The main technical result proved by Iwaniec and Sarnak [IS] (A.12)] is

$$\sum_{T \leq t \leq T+1} \left| \sum_{n \leq N} \alpha_n \lambda_j(n) \right|^2 \left| u_j(z) \right|^2 + \int_T^{T+1} \left| \sum_{n \leq N} \alpha_n \tau_{it}(n) \right|^2 |E_t(z)|^2 dt \leq T^\epsilon \left( T \sum_{n \leq N} |\alpha_n|^2 + T^{1/2}(N + N^{1/2}y) \left( \sum_{n \leq N} |\alpha_n| \right)^2 \right).$$

Here $\lambda_j(n)$ are the Hecke eigenvalues of the Hecke-Maass cusp forms $u_j$, scaled so the Ramanujan-Petersson conjecture is $|\lambda_j(n)| \leq \tau_0(n)$. The implied constant is uniform in $y$ for $y \gg 1$.

We have two main problems to overcome to obtain a bound on $E_t$. The first problem is to relate a pointwise bound on $E_t$ to an integral bound of the type occurring in (2.5). We are able to accomplish this by modifying a method of Heath-Brown [H-B Lemma 3]. This shows, roughly, that $|E_T(z)|^2 \lesssim \int_{T-1}^{T+1} |E_t(z)|^2 dt$ (see Corollary 4.2 below for the true result). Normally one constructs an amplifier to be large at a specified point. Because of the above relationship between the integral of $|E_t|^2$ and the pointwise bound, we cannot simply choose $\alpha_n$ to be large at a single value of $t$. Rather, we need the amplifier to be large on an interval of $t$’s of length $\gg T^{-\epsilon}$. This we accomplish with Lemma 5.1 below.

3. Preliminary estimates

For purposes of comparison it is helpful to record the effects of trivially bounding the Eisenstein series using the Fourier expansion. Let $F(z, s) = E(z, s) - y^s - \varphi(s)y^{1-s}$.

**Lemma 3.1.** For $t \geq 1$, and $y \gg 1$, we have

$$F(z, 1/2 + it) \ll (t/y)^{1/2} \log^2 t + y^{1/2}t^{-1/3+\epsilon},$$

and therefore,

$$E(z, 1/2 + it) \ll y^{1/2} + (t/y)^{1/2} \log^2 t.$$

This is analogous to [T2 Proposition 6.2].

**Proof.** Suppose that $t \geq 1$. By Stirling’s formula,

$$F(z, 1/2 + it) \ll \frac{\sqrt{y}}{\zeta(1+2it)} \sum_{n=1}^\infty \tau_0(n)|K_{it}(2\pi ny)| \cosh(\pi t/2).$$
Next we need uniform bounds on the $K$-Bessel function which we extract from the uniform asymptotic expansions due to Balogh [B]:

$(3.4)$

$$\cosh(\pi t/2)K_{it}(u) \leq \begin{cases} 
t^{-1/4}(t-u)^{-1/4}, & \text{if } 0 < u < t - Ct^{1/3} \\
t^{-1/3}, & \text{if } |u-t| \leq Ct^{1/3}, \\
u^{-1/4}(u-t)^{-1/4} \exp \left(-c \left(\frac{u}{t}\right)^{3/2} \left(\frac{u-t}{t\sqrt{t}}\right)^{3/2}\right), & \text{if } u > t + Ct^{1/3}. 
\end{cases}$$

We break up the sum over $n$ according to the different pieces. For instance, the range $2\pi ny \leq \frac{t}{2}$ gives a bound

$(3.5)$

$$\frac{\sqrt{y}}{|\zeta(1+2it)|} \sum_{n \leq t/y} \frac{\tau_0(n)}{t^{1/2}} \ll (t/y)^{1/2} \log^2 t,$$

using $|\zeta(1+2it)|^{-1} \ll \log t$. Similarly, the range $|2\pi ny - t| \approx \Delta$ with $t^{1/3} \ll \Delta \ll t$ gives

$(3.6)$

$$\frac{\sqrt{y}}{|\zeta(1+2it)|^3} (t\Delta)^{-1/4} \sum_{n=t/\Delta + O(\Delta)} \frac{\tau_0(n)}{(t\Delta)^{1/4}} \ll \frac{\sqrt{y} \log t}{t} \left(\frac{\Delta}{y} \log t \right)^{1/4}.$$

Using Shiu’s bound on the divisor function in a short interval $[Sh]$. These terms then give the same bound as $(3.5)$, plus an additional term that is

$(3.7)$

$$\ll y^{1/2}t^{-1/3+\epsilon}.$$

It is easily checked that the transition range also leads to $(3.7)$. The range with $u > t + Ct^{1/3}$ is even easier to bound because there is an additional exponential factor aiding the estimation. In all, this shows $(3.1)$. The bound $(3.2)$ is immediate from $(3.1)$. □

We also record some bounds on $F(z,s)$ and $E(z,s)$ valid not just for $\text{Re}(s) = 1/2$. In principle, a similar approach to the proof of Lemma 3.1 should apply, however the author has been unable to find sharp estimates analogous to $(3.4)$ for $K_{\sigma+it}$ with $\sigma > 0$, and so we present some weaker bounds that suffice for our later application.

**Lemma 3.2.** If $\text{Re}(s) > 1$, then

$(3.8)$

$$F(z,s) \ll_{\sigma} y^{1-\sigma},$$

uniformly for $y \gg 1$, $t \in \mathbb{R}$. If $\text{Re}(s) \geq 1/2 - \frac{c}{\log(2+|t|)}$, for a sufficiently small $c > 0$, then

$(3.9)$

$$F(z,\sigma+it) \ll_{\sigma,\epsilon} (1+|t|)^{1+\epsilon} y^{-\sigma}.$$ 

Moreover, if $y \gg t^{1+\epsilon}$, and $t$ is sufficiently large, then

$(3.10)$

$$F(z,\sigma+it) \ll_{\sigma,\epsilon} (yt)^{-100}.$$ 

**Proof.** We begin with $(3.8)$. Using the original definition $(2.1)$, we have

$(3.11)$

$$F(z,s) = -\varphi(s)y^{1-s} + \sum_{\gamma \in \Gamma_{\infty} \setminus \Gamma} \zeta(\gamma) e^{\gamma z},$$

and so by a trivial bound,

$(3.12)$

$$|F(z,s)| \leq |\varphi(s)|y^{1-\sigma} + \sum_{\gamma \in \Gamma_{\infty} \setminus \Gamma} \zeta(\gamma)^{\sigma} = |\varphi(s)|y^{1-\sigma} + (E(z,s) - y^{\sigma}).$$
By the Fourier expansion, and using the standard bound
\[ K_\alpha(x) \ll \alpha x^{-1/2} e^{-x}, \]
for \( x \gg 1 \), we have
\[ E(z, \sigma) - y^\sigma \ll \sigma y^{\sigma-1} + \sum_{n=1}^\infty \tau_{\sigma-\frac{1}{2}}(n)n^{-1/2} \exp(-2\pi ny) \ll \sigma y^{\sigma-1}, \]
since the infinite sum in (3.14) is \( \ll \sigma \exp(-2\pi y) \).

Furthermore, note that for \( \sigma > 1 \), we have
\[ \varphi(\sigma + it) = \frac{\zeta^*(2 - 2\sigma - 2it)}{\zeta^*(2\sigma + 2it)} = \frac{\zeta^*(-1 + 2\sigma + 2it)}{\zeta^*(2\sigma + 2it)} \ll \frac{|\Gamma(\sigma - \frac{1}{2} + it)|}{|\Gamma(\sigma + it)|} \ll \sigma (1 + |t|)^{-1/2}. \]

Combining the above estimates, we derive (3.8).

Next we show (3.9) and (3.10). By the Fourier expansion (2.2), we have
\[ \varphi(\sigma + it) = \frac{\zeta^*(2 - 2\sigma - 2it)}{\zeta^*(2\sigma + 2it)} = \frac{\zeta^*(-1 + 2\sigma + 2it)}{\zeta^*(2\sigma + 2it)} \ll \frac{|\Gamma(\sigma - \frac{1}{2} + it)|}{|\Gamma(\sigma + it)|} \ll \sigma (1 + |t|)^{-1/2}. \]

Finally, we show (3.17). By (GR, 17.43.18), we have
\[ \varphi(\sigma + it) = \frac{\zeta^*(2 - 2\sigma - 2it)}{\zeta^*(2\sigma + 2it)} = \frac{\zeta^*(-1 + 2\sigma + 2it)}{\zeta^*(2\sigma + 2it)} \ll \frac{|\Gamma(\sigma - \frac{1}{2} + it)|}{|\Gamma(\sigma + it)|} \ll \sigma (1 + |t|)^{-1/2}. \]

We will momentarily show that if \( t \gg 1 \), then
\[ \frac{K_{\sigma+it}(y)}{\Gamma(\frac{1}{2} + \sigma + it)} \ll_{\sigma, \lambda} y^{-\sigma}(t/y)\lambda, \]
where \( \lambda > 0 \) may be chosen at will. If \( t \ll 1 \), then (3.13) gives an even stronger bound than (3.17) (one should note that the implied constant in (3.13) depends continuously on \( \alpha \)). Now we insert this bound into (3.16), giving
\[ |F(z, \sigma + it)| \ll_{\sigma, \lambda} \frac{y^{\sigma - \lambda} t^\lambda}{\zeta(2\sigma + 2it)} \sum_{n \neq 0} \tau_{\sigma-\frac{1}{2}}(n)n^{-\frac{1}{2} - \sigma\lambda} \ll_{\sigma, \lambda} \frac{y^{\sigma - \lambda} (t/y)^\lambda}{\zeta(2\sigma + 2it)}, \]
where we hereby assume \( \lambda > 1 \) to ensure convergence. If \( y \gg t^{1+\varepsilon} \) we may take \( \lambda \) very large to give (3.10). In any case, we may take \( \lambda = 1 + \varepsilon \) with \( \varepsilon > 0 \) small, giving (3.9).

Finally, we show (3.17). By (GR, 17.43.18), we have
\[ \frac{4K_\nu(y)}{\Gamma(\frac{1}{2} + \nu)} = \frac{1}{2\pi i} \int_\delta (y/2)^{-w} \frac{\Gamma(w+\nu)\Gamma(w-\nu)}{\Gamma(\frac{1}{2} + \nu)} dw, \]
where \( \delta > |\text{Re}(\nu)| \). By Stirling, we have with \( w = \delta + iv \) and \( \nu = \sigma + it \), that
\[ \frac{\Gamma(w+\nu)\Gamma(w-\nu)}{\Gamma(\frac{1}{2} + \nu)} \ll_{\sigma, \delta} t^{-\sigma} (1 + |v + t|)^{\frac{\delta + \nu}{2}} (1 + |v - t|)^{\frac{\delta - \nu}{2}} \exp(-\pi \frac{1}{2} q(v, t)), \]
where \( q(v, t) = 0 \) for \( |v| \leq |t| \), and \( q(v, t) = |v - t| \) for \( |v| \geq |t| \). Therefore,
\[ \frac{K_{\sigma+it}(y)}{\Gamma(\frac{1}{2} + \sigma + it)} \ll_{\sigma, \delta} y^{-\delta} t^{-\sigma} \int_{-\infty}^\infty (1 + |v + t|)^{\frac{\delta + \sigma - 1}{2}} (1 + |v - t|)^{\frac{\delta - \sigma - 1}{2}} \exp(-\pi \frac{1}{2} q(v, t)) dv. \]
By symmetry, suppose \( v, t \geq 0 \). The part of the integral with \( 0 \leq v \leq t \) gives a bound
\[ y^{-\delta} t^{-\sigma + \frac{\delta + \sigma - 2}{2}} \int_0^t (1 + v)^{\frac{\delta - 1}{2}} dv \ll y^{-\delta} t^{-\sigma + \frac{\delta + \sigma - 2}{2}} (1 + t)^{\frac{\delta - 1}{2}} = y^{-\delta} t^{\delta - \sigma}. \]
We shall choose $\delta = \sigma + \lambda$ with $\lambda > 0$ arbitrary, which gives a bound consistent with (3.17). The part of the integral with $v \geq t$ is easier to bound, aided by the exponential decay that is present in this range. Firstly, one may note that the range with $t \leq v \leq 2t$ gives precisely the same bound as (3.22), even if we only use the very crude bound $q(v, t) \geq 0$. For the range with $v \geq 2t$, then we have the bound

$$y^{-\delta} t^{-\sigma} \int_{v \geq 2t} v^{\delta - 1} \exp(-\frac{\pi}{2}(v - t))dv \ll_\delta y^{-\delta} \exp(-\pi t/2).$$

\[ \Box \]

4. A POINTWISE BOUND VIA AN INTEGRAL BOUND

**Lemma 4.1.** Suppose $y, T \gg 1$ and $y \ll T^{100}$. Then

$$|F(z, 1/2 + iT)|^2 \ll \frac{\log^5 T}{y} + \log^5 T \int_{|r| \leq 4 \log T} |F(z, 1/2 + iT + i\tau)|^2 d\tau. \quad (4.1)$$

The proof is analogous to that of Heath-Brown [H-B], but some modifications are necessary since the Eisenstein series is not a Dirichlet series, and $z$ is an additional parameter to control. The key idea is to work with $F(z, s)$, and to deduce analogous results for $E(z, s)$ only at the end (see Corollary 4.2 below). The logarithmic powers could be reduced with a little more work, if it were necessary.

**Proof.** Note that $F(z, s)$ satisfies the functional equation $\zeta^*(2s) F(z, s) = \zeta^*(2(1-s)) F(z, 1-s)$, just as the Eisenstein series does. Furthermore, $\zeta^*(2s) F(z, s)$ is entire, and so $F(z, s)$ is analytic for $\Re(s) \geq 1/2$.

Suppose that $\Re(s) \in [1/4, 3/4]$, and let

$$I = \frac{1}{2\pi i} \int_{(2)} F(z, s + w)^2 \frac{\exp(w^2)}{w} dw. \quad (4.2)$$

By (3.8), we have that $I = O(y^{-1})$, uniformly in the stated range of $s$, and for $y \gg 1$. Suppose that $0 < \delta < 1/8$, and $s = 1/2 + \delta + iT$. Then by shifting the contour of integration to $\Re(w) = -\delta$, we obtain

$$F(z, 1/2 + \delta + iT)^2 + \frac{1}{2\pi i} \int_{(-\delta)} F(z, 1/2 + \delta + iT + w)^2 \frac{\exp(w^2)}{w} dw = I = O(y^{-1}). \quad (4.3)$$

By bounding the integral trivially with absolute values, we have

$$|F(z, 1/2 + \delta + iT)|^2 \ll y^{-1} + \int_{-\infty}^{\infty} \exp(-v^2) |F(z, 1/2 + iT + iv)|^2 dv. \quad (4.4)$$

Alternatively, we have by Cauchy’s theorem that

$$F(z, 1/2 + iT)^2 = \frac{1}{2\pi i} \oint F(z, 1/2 + iT + w)^2 \frac{\exp(u^2)}{u} du, \quad (4.5)$$

where the contour of integration is a small loop around $u = 0$. We choose the contour to be a rectangle with corners $\pm \delta \pm 2i \log T$, where $\delta = \frac{c}{\log T}$ with $c > 0$ small enough to ensure that $\zeta(1 + 2iT + 2u) \gg (\log T)^{-1}$ inside the contour (by the standard zero-free region of $\zeta$). Using (3.39), it follows that the top and bottom sides of this integral are bounded by

$$y^{-1} \exp(-\log^2 T), \quad (4.6)$$

which additionally uses the fact that $y^{-1/2 - \Re(u)} \asymp y^{-1/2}$ since $\log y \ll \log T$. 
For the side of the rectangle with $\text{Re}(u) = -\delta$, we change variables $u \to -u$ and apply the functional equation of $F$, which gives
\begin{equation}
F(z, 1/2 - \delta + iT - iv) = \frac{\zeta^*(1 + 2\delta - 2iT + 2iv)}{\zeta^*(1 - 2\delta + 2iT - 2iv)} F(z, 1/2 + \delta - iT + iv).
\end{equation}

Using standard bounds on the zeta function, we derive
\begin{equation}
\frac{\zeta^*(1 + 2\delta - 2iT + 2iv)}{\zeta^*(1 - 2\delta + 2iT - 2iv)} \ll \log^2 T.
\end{equation}

Therefore, we conclude
\begin{equation}
|F(z, 1/2 + iT)|^2 \ll y^{-1} \exp(-\log^2 T) + (\log T)^4 \int_{|v| \leq 2 \log T} \exp(-v^2) |F(z, 1/2 + \delta + iT + iv)|^2 dv.
\end{equation}

Inserting (4.4) into (4.9), we derive
\begin{equation}
|F(z, 1/2 + iT)|^2 \ll y^{-1} \exp(-\log^2 T)
+ (\log T)^4 \int_{|v| \leq 2 \log T} \frac{\exp(-v^2)}{|\delta + iv|} \left[ y^{-1} + \int_{-\infty}^{\infty} \frac{\exp(-r^2)}{|-\delta + iv - ir|} |F(z, 1/2 + iT + iv + ir)|^2 dr \right] dv.
\end{equation}

The inner $r$-integral can be safely truncated at $|r| \leq 2 \log T$ without introducing a new error term. Changing variables $r \to r - v$, and extending the $r$-integral to $|r| \leq 4 \log T$ by positivity, we derive
\begin{equation}
|F(z, 1/2 + iT)|^2 \ll y^{-1} \log^5 T
+ (\log T)^4 \int_{|v| \leq 4 \log T} |F(z, 1/2 + iT + iv)|^2 \left( \int_{|v| \leq 2 \log T} \frac{\exp(-v^2)}{|\delta + iv|} \frac{\exp(-(r-v)^2)}{|-\delta + iv - (r-v)|} dv \right) dr.
\end{equation}

Using Cauchy-Schwarz, and the obvious estimate
\begin{equation}
\int_{-\infty}^{\infty} \frac{1}{|\delta + iv|^2} dv = \frac{\pi}{\delta} \ll \log T,
\end{equation}
we may bound the inner $v$-integral by $O(\log T)$. Putting everything together gives the desired bound (11). \qed

Using $E(z, s) = y^s + \varphi(s)y^{1-s} + F(z, s)$, and Cauchy-Schwarz, we derive a corresponding result for the Eisenstein series itself.

**Corollary 4.2.** Suppose $y, T \gg 1$. Then
\begin{equation}
|E(z, 1/2 + iT)|^2 \ll y \log^6 T + \log^5 T \int_{|r| \leq 4 \log T} |E(z, 1/2 + iT + ir)|^2 dr.
\end{equation}

5. A LOWER BOUND FOR THE AMPLIFIER

Let $w$ be a fixed, compactly-supported function on the positive reals, with $\int_{-\infty}^{\infty} w(t) dt \neq 0$. Define
\begin{equation}
A_N(t, r) = \sum_{n=1}^{\infty} w(n/N) \tau_d(n) \tau_r(n).
\end{equation}
Lemma 5.1. Suppose that \( \log N \gg (\log T)^{2/3+\delta} \), and \( t, r = T + O((\log N)^{-1-\delta}) \), for some fixed \( \delta > 0 \). Then
\[
A_N(t, r) = \frac{\tilde{w}(1)N \log N}{\zeta(2)|\zeta(1+2iT)|^2}(1 + o(1)).
\]

Fouvry, Kowalski, and Michel [FKM] Lemma 2.4 prove a result with a similar conclusion, but their method requires \( N \gg T^3 \), while here we eventually will want \( N = T^{1/4} \).

Proof. Taking a Mellin transform, and using a well-known identity of Ramanujan [R (15)], we derive
\[
A_N(t, r) = \frac{1}{2\pi i} \int_{(2)} N^s \tilde{w}(s)\zeta^{-1}(2s)\zeta(s+it+ir)\zeta(s-it+ir)\zeta(s-it-ir)ds.
\]

Next we move the contour to the left, to one along the straight line segments \( L_1, L_2, L_3 \) defined by \( L_1 = \{1 - \frac{c}{(\log T)^{2/3}} + it : |t| \leq 100T\} \), \( L_2 = \{it : |t| \geq 100T\} \), and the short horizontal segments \( L_3 = \{\sigma \pm \log 100iT : 1 - \frac{c}{(\log T)^{2/3}} \leq \sigma \leq 1\} \). The integrals along the line segments \( L_2 \) and \( L_3 \) are trivially bounded by \( O(T^{-100}) \) by the rapid decay of \( \tilde{w} \). The new line \( L_1 \) gives an amount that is
\[
\ll N \log^{8/3} T \exp\left(-c \frac{\log N}{(\log T)^{2/3}}\right) \ll \frac{N}{(\log T)^{100}},
\]
using the Vinogradov-Korobov bound \( |\zeta(\sigma + it)| \ll (\log |t|)^{2/3} \) for \( t \gg 1 \) and \( 1 - \frac{c}{(\log |t|)^{2/3}} \leq \sigma \leq 1 \) (see [IK Corollary 8.28]). Here what is important is that \( \sigma \) can be taken to be \( 1 - O((\log |t|)^{-1+\delta}) \), for some small \( \delta > 0 \).

We need to analyze the residues of the poles. Temporarily assume that \( t \neq \pm r \). The poles at \( s = 1 + it + ir \) and \( s = 1 - it - ir \) have very small residues from the rapid decay of \( \tilde{w}(s) \). The residue at \( s = 1 + ir - it \) contributes
\[
R_1 = \frac{N^{1+ir-it} \tilde{w}(1+ir-it)}{\zeta(2(1+ir-it))}\zeta(1+2ir)\zeta(1+2it-2it)\zeta(1-2it).
\]

By symmetry the residue at \( s = 1 - ir + it \), say \( R_2 \), is the same as \( R_1 \) but with \( r \) and \( t \) interchanged. Let us write \( r = t + \eta \) (by assumption, \( \eta = O((\log N)^{-1-\delta}) \)), so
\[
R_1 = \frac{N^{1+i\eta} \tilde{w}(1+i\eta)}{\zeta(2(1+i\eta))}\zeta(1+2i\eta)\zeta(1+2it+2i\eta)\zeta(1-2it).
\]

By simple Taylor approximations, we have
\[
\frac{N^{1+i\eta} \tilde{w}(1+i\eta)}{\zeta(2(1+i\eta))}\zeta(1+2i\eta) = \frac{\tilde{w}(1)N \log N}{2\zeta(2)}\left(\frac{1}{i\eta \log N} + 1 + O(|\eta| \log N)\right),
\]
and by the Vinogradov-Korobov bound \( \frac{\zeta'}{\zeta}(1+2it) \ll (\log |t|)^{2/3+\varepsilon} \) (see [IK Theorem 8.29]), we have
\[
\zeta(1+2it+2i\eta)\zeta(1-2it) = |\zeta(1+2it)|^2(1 + O(|\eta|((\log T)^{2/3+\varepsilon})).
\]
Combining (5.5) and (5.8), we derive
\[
R_1 = \frac{N \tilde{w}(1)|\zeta(1+2it)|^2 \log N}{2\zeta(2)}\left[1 + \frac{1}{i\eta \log N} + O\left(|\eta| \log N + \frac{(\log T)^{2/3+\varepsilon}}{\log N} + |\eta|((\log T)^{2/3+\varepsilon})\right)\right].
\]
The conditions $\eta \ll (\log N)^{-1-\delta}$, $(\log N) \gg (\log T)^{2/3+\delta}$ are enough to imply that the error term in (5.9) is $o(1)$. Similarly,

$$R_2 = \frac{N\tilde{w}(1)|\zeta(1+2it)|^2 \log N}{2\zeta(2)} \left[1 + \frac{1}{-i\eta \log N} + o(1)\right],$$

and therefore,

$$R_1 + R_2 = \frac{N\tilde{w}(1)|\zeta(1+2it)|^2 \log N}{\zeta(2)}(1 + o(1)). \quad \square$$

**Remark.** If we had moved the contour to the line $\sigma = 1/2$, then instead of (5.4) we would have obtained an error term of size $O(N^{1/2}T^{1/3+\varepsilon})$ using Weyl’s subconvexity bound. This is $o(N)$ for $N \gg T^{2/3+\varepsilon}$, which is far from our desired choice of $N = T^{1/4}$.

### 6. Completion of the proof

By Corollary 4.2, we have that

$$|E(z, 1/2 + iT)|^2 \ll y \log^{6} T + \log^{5} T \int_{|r| \leq 4 \log T} |E(z, 1/2 + iT + ir)|^2 dr.$$

On the right hand side above, we dissect the integral into subintervals, each of length $\asymp (\log T)^{-2}$, say. Let $U$ be one of these intervals, and choose a point $t_U \in U$. Then by Lemma 5.1 we have

$$\int_{r \in U} |E(z, 1/2 + iT + ir)|^2 dr \ll N^{-2} T^\varepsilon \int_{r \in U} |A_N(T+r, T+t_U)|^2 |E(z, 1/2 + iT + ir)|^2 dr.$$

By (2.5), with $\alpha_n = w(n/N)\tau_i(T+t_U)/(n)$, this is in turn

$$\ll (NT)^\varepsilon \left(\frac{T}{N} + T^{1/2}(N + N^{1/2}y)\right).$$

If $1 \ll y \ll T^{1/8}$, we choose $N$ as $T^{1/4}$, which in all gives

$$|E(z, 1/2 + iT)| \ll T^{3/8+\varepsilon}.$$

If $T^{1/8} \ll y \ll T^{1/6}$, we set $N = y^{-2/3}T^{1/3}$, giving

$$|E(z, 1/2 + iT)| \ll y^{1/3} T^{1/3+\varepsilon}.$$

The bound (3.2) is superior to (6.5) for $y \gg T^{1/6}$.
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