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Abstract

From the viewpoint of physical-layer authentication, spoofing attacks can be foiled by checking channel state information (CSI). Existing CSI-based authentication algorithms mostly require a deep knowledge of the channel to deliver decent performance. In this paper, we investigate CSI-based authenticators that can spare the effort to predetermine channel properties by utilizing deep neural networks (DNNs). We first propose a convolutional neural network (CNN)-enabled authenticator that is able to extract the local features in CSI. Next, we employ the recurrent neural network (RNN) to capture the dependencies between different frequencies in CSI. In addition, we propose to use the convolutional recurrent neural network (CRNN)—a combination of the CNN and the RNN—to learn local and contextual information in CSI for user authentication. To effectively train these DNNs, one needs a large amount of labeled channel records. However, it is often expensive to label large channel observations in the presence of a spoofer. In view of this, we further study a case in which only a small part of the channel observations are labeled. To handle it, we extend these DNNs-enabled approaches into semi-supervised ones. This extension is based on a semi-supervised learning technique that employs both the labeled and unlabeled data to train a DNN. To be specific, our semi-supervised method begins by generating pseudo labels for the unlabeled channel samples through implementing the K-means algorithm in a semi-supervised manner. Subsequently, both the labeled and pseudo labeled data are exploited to pre-train a DNN, which is then fine-tuned based on the labeled channel records. Finally, simulation and experimental results show that the proposed DNNs-enabled schemes can significantly outperform the benchmark designs, and their semi-supervised extensions can yield excellent performance even with limited labeled samples.
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I. INTRODUCTION

A. Physical Layer Authentication

With the advent of the 5th generation network, an enormous amount of private and confidential information, e.g., financial data, medical records, and customer files, will be transmitted via the wireless medium [1]. The sharp increase in demand for wireless security continuously requests more advanced authentication schemes. Traditionally, authentication mechanisms are performed above the physical layer by using secret keys to identify wireless transmitters. Despite their effectiveness, they are faced with two main challenges: On the one hand, the high key management overhead results in concerns such as excessive latencies. On the other hand, the time required to crack a key has been remarkably shortened with the growing processing power; see a recent overview [2] and the references therein. The idea of physical-layer authentication is to validate a wireless transmitter by verifying the physical-layer attributes of the wireless transmission. In comparison to conventional secret key-based authentication schemes, physical-layer authentication needs no key distribution and management. Besides, it is extremely difficult to impersonate a wireless transmission’s physical-layer features. Thanks to these facts, physical-layer authentication is deemed as a promising technique to make the unrivalled security service a reality. Some of the existing physical-layer authentication approaches rely on the analog front-end imperfections, which are device-specific characteristics caused by manufacturing variability [3]. Device-specific characteristics, such as in-phase/quadrature imbalance [4], the power amplifier characteristics [5], and the carrier frequency offset [6], have relatively stable nature. However, the difference of the targeted hardware features between devices is usually too small in practice, which will be further influenced by noise and interference [2]. Another class of physical-layer features used for authentication purposes are channel-based characteristics, like channel state information (CSI) [7]–[9] and received signal strength (RSS) [10]. CSI is hard to predict due to the presence of rich scatters and reflectors in a general wireless communication environment. Besides, it is safe to say that users located at different places have uncorrelated channels. These facts make CSI a location-specific characteristic that has aroused great interest for user authentication.

Paper [7] studied CSI-based authentication in a time-variant wireless environment, wherein the channel variation was modeled with the assumption of a first-order autoregressive model. The authors in [8] studied frequency-selective channels, in which the terminal mobility-caused channel variation was modeled as a
first-order autoregressive model, and the environment changes and the estimation errors were modeled as independent complex Gaussian processes. Moreover, a two-dimensional (the dimensions of channel amplitude and path delay) quantization method was proposed in [9] to preprocess the channel variations, wherein the temporal processes were still modeled as autoregressive models. To sum up, existing CSI-based approaches [7]–[9] formulated the authentication process as binary hypothesis testing by exploiting the correlation between CSI at adjacent times. All these works designed algorithms that would look for predetermined features in CSI. To do this, the system operator needs to possess sufficient channel information such as the channel model and the channel variation pattern. This kind of authentication system will be vulnerable to small ambiguities in the a priori messages.

Recently, machine learning techniques have found their applications in the realm of physical-layer authentication. Particularly, authors in [11] investigated the RSS-based authentication game in a dynamic environment, in which reinforcement learning was utilized to achieve the optimal test threshold in the hypothesis test. Paper [3] used time-domain complex baseband error signals to train a convolutional neural network (CNN) so that user identities can be derived based upon device-specific imperfections. The logistic regression model was utilized in [12] to exploit the received signal strength indicators measured at multiple landmarks for user identification. Although the spatial resolution of the transmitter can be enhanced through using multiple landmarks, their deployment will raise the system overhead and more pressingly, the communication between the landmarks and the security agent will be confronted with severe security threats. Thankfully, CSI contains much more location-specific information than RSS and can thus be reliable enough without assistances such as landmarks.

B. Our work

In this paper, we establish deep neural networks (DNNs)-enabled authenticators that connect a transmitter’s CSI to its estimated identity. DNNs have been extensively studied and found to be very effective in learning high-level features from raw data for objects identification [13], [14]. The CNN was first proposed for digit recognition [15] and later became one of the most widely applied DNNs. It usually utilizes multiple convolutional layers that can successively generate deeper-level abstractions of the input data. The key of implementing CSI-based authentication lies in the correlation between the channel observations for the same user at different times. However, this correlation can be weakened by factors such as environment changes and practical imperfections. Fortunately, the CNN can be invariant to the transformations of channel observations resulting from these factors; hence we propose to exploit the CNN to extract the deep features in CSI for user authentication. Also, we try to analyze CSI from a sequential point of view. In this way, CSI is seen as a data sequence and we utilize a recurrent neural network
(RNN) to model the dependencies between different frequencies in CSI. The RNN is mainly designed for sequence modeling [16]. It employs feedback loops to allow connections from previous states to the subsequent ones and thus is able to represent advanced patterns of dependencies in the sequence. As a matter of fact, the CNN and the RNN possess different modeling abilities. More concretely, the CNN is good at representing locally invariant information while the RNN is better at contextual information modeling. Based on this observation, we propose to use the convolutional recurrent neural network (CRNN) [17], [18] for CSI-based authentication. The CRNN is an emerging deep model that contains both the CNN and the RNN so that it can exploit not only the representation power of the CNN but also the contextual information modeling ability of the RNN. Accordingly, it is expected that the CRNN can have advantages over the CNN and the RNN in modeling channel features for authentication, which is confirmed by the simulation and experimental results given in section V.

To efficiently train the proposed DNNs-enabled authenticators, a large amount of labeled channel observations are required. Although it is easy to obtain adequate channel observations since channel estimation is an indispensable part of wireless communication, it is expensive to label large observations with the adversary being very crafty. This motivates us to consider the physical-layer authentication further in a severe circumstance where the number of labeled channel observations is limited. In order to deal with the small sample problem, we propose to use semi-supervised learning. The original idea of semi-supervised learning, known as self-training, can be traced back to 1960s, which appeared as a wrapper-algorithm that repeatedly employs a supervised learning technique [19]. Semi-supervised learning algorithms have been widely investigated these years [20]–[23]. Employing DNNs in semi-supervised learning is an emerging trend [20], [21]. A DNN-enabled authenticator can be trained in a semi-supervised manner with both the labeled and unlabeled data. This can be done by assigning pseudo labels to the unlabeled samples, which are then exploited as if they are actually labeled [22]–[24]. The pre-trained network can be further fine-tuned by only using the labeled channel observations [25].

Specifically, this work considers a wireless system in which the service agent aims to validate the access right of a wireless transmitter via examining its CSI. It should be mentioned that there is no need to make assumptions on the channel model or the channel variation since our interest lies on data driven self-adaptive algorithms that demand no a priori knowledge of the underlying channel properties. Our main contribution includes the following aspects:

1) To begin with, we build a CNN-enabled classifier. The main components of this classifier are convolutional layers, which are able to generate deep-level feature maps through locally convolving small subregions of its input. Also, the network employs pooling layers to subsample the output of the convolutional layers so as to reduce the computational complexity and avoid over-fitting. At
the end of the network, we use fully connected layers, with one logistic layer on the top, to collect the early extracted features and learn the user identity.

2) Next, we establish a RNN-enabled authenticator that analyzes CSI from a sequential perspective. This authenticator is composed of several recurrent layers and a few fully connected layers. The recurrent layers use feedback loops to capture the spectral dependencies in CSI, which are then input to the following fully connected layers such that object recognition can be implemented.

3) We then propose a CRNN-enabled approach that works in the following way: The first part of the proposed authenticator is a CNN, which is used for extracting middle-level features. Next, the output features of the CNN are fed into recurrent layers so that the contextual information of CSI can be well captured. Finally, fully connected layers are employed to perform classification.

4) Furthermore, we extend the proposed DNNs-enabled authentication methods to deal with a small sample problem, i.e., only a small number of channel observations are labeled. This extension is based on a semi-supervised scheme that takes advantage of limited labeled channel samples and abundant unlabeled channel observations simultaneously. In our semi-supervised approach, the K-means algorithm is first employed to assign pseudo labels to the unlabeled data. With the existence of some labeled samples, the K-means algorithm is implemented in a semi-supervised manner. Subsequently, we propose to utilize both the labeled and pseudo labeled data to pre-train a DNN and then perform fine-tuning using only the labeled channel observations.

5) Lastly, we use simulations and experiments to demonstrate the performance of the proposed methods. Both the simulation and experimental results show that the proposed DNNs-enabled algorithms can achieve significant performance gains over the benchmark schemes, and the CRNN-enabled authenticator owns the highest accuracy and the shortest convergence time simultaneously among the proposed DNNs-enabled approaches. Also, it is presented in the simulation results that the proposed semi-supervised DNNs-enabled approaches can achieve excellent authentication accuracy even when the number of labeled channel observations is limited.

II. SYSTEM MODEL AND PROBLEM STATEMENT

Consider a typical “Alice-Bob-Eve” network shown in Fig. 1, in which Bob is entasked with the job of providing services for both Alice and Eve, while Eve is unauthorized as far as the secure service intended for Alice is concerned. We assume that Bob is equipped with $M_B$ antennas, both Alice and Eve have $M_A$ antennas, and CSI is measured at $N$ tones. In our setup, Alice, Bob, and Eve are geographically placed at different locations. Also, suppose that Alice, Bob, and Eve stay stationary in a time-variant communication environment. This is common in practical scenarios where one may put one’s cellphone/laptop on the
phone stand/desk while using it, and the service agent is stationary by nature. As an untrusted user, Eve may impersonate Alice by forging the digital credential of Alice, like the password, the IP address, and the MAC address, in attempts to illegitimately acquire confidential information intended for Alice or send false messages to Bob. Once Eve successfully obtains the illegal advantages, the following attacks will be devastating so that the authentication process is of paramount importance for the network security.

Bob aims to foil the spoofing attacks launched by Eve through establishing a physical-layer authentication mechanism. Specifically, Bob intends to verify whether the transmitter who uses Alice’s digital credential is Alice or not by carefully checking its CSI according to the historical CSI of Alice and Eve. To do this, it is supposed that Bob can record historical CSI and the corresponding user identities. This is possible because both Alice and Eve are network users. Generally, device mobility and environment changes are the factors that give rise to the channel variation. Since all the communication nodes are assumed to be static in this work, it is safe to say that environment changes are the only reasons that bring about the channel variation. Environment changes such as the movement of objects can affect part of the existing paths while other paths stay invariant. Take an indoor environment for example, there may be moving people and objects, but the ceiling, the floor, walls, and furniture will always stay still. This fact indicates that the channel between two static terminals has an invariant structure, which forms the foundation of our application of deep learning into the CSI-based authentication problem.

This work is focused on CSI-based authentication that maps a transmitter’s CSI to its authenticated identity, i.e.,

\[ \hat{I}_t = f_a(H(t)), \]

in which \( H(t) \in C^{M_B \times M_A \times N} \) denotes the communication channel observed at time \( t \), \( \hat{I}_t \) represents the corresponding estimated identity, and \( f_a \) is the authenticator that can distinguish the legitimate channel
from the illegitimate channel. In our settings, \( \hat{I}_t = 1 \) indicates that the estimated transmitter at time \( t \) is Eve, and \( \hat{I}_t = 0 \) means that Alice is the estimated transmitter at time \( t \). Additionally, \( I_t = 1 \) denotes that the transmitter at time \( t \) is Eve, and \( I_t = 0 \) represents that Alice is the transmitter at time \( t \). The aim in this paper is to build authenticators that can accurately determine the authenticity of a transmitter without the demand to predetermine the underlying channel properties. With no a priori information about the channel observations, we propose to model \( f_a \) with neural networks, which are efficient models for statistical pattern recognition. The structure of \( f_a \) can be settled when the network architecture is specified. Through training the network parameters with historical CSI, \( f_a \) can be fully derived.

III. DEEP NEURAL NETWORKS FOR CSI-BASED AUTHENTICATION

In this section, we introduce DNNs to construct CSI-based authenticators that can capture the invariant channel structure from noisy historical CSI instead of checking prearranged characteristics. Specifically, the introduced DNNs are the CNN in Section III-A, the RNN in Section III-B, and the CRNN in Section III-C. These DNNs count upon different mechanisms to model the invariant channel features, while all of them employ fully connected layers to perform classification based on the extracted information. A fully connected layer can be expressed as

\[
v = f_v(W_{gv}g),
\]

in which \( g \) denotes the early captured feature sequence, \( W_{gv} \) is a transformation matrix, \( f_v \) represents an activation function, and \( v \) can be hidden units or the predicted class label. The final layers of a DNN are fully connected layers whose activation functions are chosen as rectified linear units (ReLUs), with one logistic layer on the top producing the authentication result.

For ease of the subsequent description, we define \( f_d(\mathbf{H}(t), w) \) as the network function of a DNN, where all the weights and biases are grouped together into a vector \( w \). Since the activation function of the output layer is a logistic sigmoid, we have \( 0 \leq f_d(\mathbf{H}(t), w) \leq 1 \). One can interpret \( f_d(\mathbf{H}(t), w) \) as the conditional probability \( p(I_t = 1|\mathbf{H}(t), w) \), with \( p(I_t = 0|\mathbf{H}(t)) \) derived as \( 1 - f_d(\mathbf{H}(t), w) \). The conditional distribution of the class label given the input channel is a Bernoulli distribution, i.e.,

\[
p(I_t|\mathbf{H}(t), w) = f_d(\mathbf{H}(t), w)^{I_t}[1 - f_d(\mathbf{H}(t), w)]^{1-I_t}.
\]

Accordingly, a DNN-enabled authenticator can be written as

\[
f_a(\mathbf{H}(t)) = \lceil f_d(\mathbf{H}(t), w) - 1/2 \rceil,
\]

in which \( \lceil x \rceil \) denotes the ceiling function that maps \( x \) to the least integer greater than or equal to \( x \).
Given a training set of channels $\{H(t)\}_{t=1}^{T}$, together with a corresponding set of labels $\{I_t\}_{t=1}^{T}$, in which $T$ is the number of training samples, we train the network to minimize the error function, which is a cross-entropy error function of the form

$$E(w) = -\sum_{t=1}^{T} \{I_t \ln f_d(H(t), w) + (1 - I_t) \ln[1 - f_d(H(t), w)]\}.$$  

We use the stochastic gradient descent (SGD) method to train the network. The gradients in the convolutional layers and the recurrent layers are calculated by the backpropagation algorithm and the backpropagation through time (BPTT) algorithm, respectively. To reduce the error fluctuation, our implementation utilizes a mini-batch strategy, that is, the gradients are calculated based on mini-batches. $w$ will be iteratively updated until the training and validation loss converges.
A. CNN

As illustrated above, the time-variant channel has an invariant structure. In this subsection, we employ the CNN to extract the invariant channel features from varying channel observations, based on which the fully connected layers can implement the classification operation. In Fig. 2 we plot the architecture of our employed CNN, which is consisted of convolutional layers, pooling layers, and fully connected layers. Being the core components of the CNN, convolutional layers utilize the following mechanisms:

- **Local Receptive Fields** - The input of the convolutional layer is divided into local receptive fields (small subregions), each of which is connected to a single neuron of the next layer. As a benefit of this, the number of connections, as well as the number of parameters, is drastically cut down in the convolutional layer.

- **Weight Sharing** - Each locally applied connection is essentially a filter. A convolutional layer employs multiple filters, which are reused over all the local receptive fields. The reuse of filters leads to the sharing of an identical set of weights among different connections.

Invoking the above mechanisms, a convolutional layer organizes its input units into feature maps, i.e.,

\[
F = (f_1, f_2, \ldots, f_N) = f_f(s * \{\phi_1, \phi_2, ..., \phi_d\}),
\]

where \( f_n \in \mathbb{R}^d, n = 1, 2, ..., N \), represents a feature map, \( f_f \) is an activation function, \( s \) is the input vector, * denotes a convolution, and \( \{\phi_1, \phi_2, ..., \phi_d\} \) is a set of filters. Units in a feature map take input from a local receptive field of \( s \), and different receptive fields share the same filters.

Notice that before feeding the network input into the first convolutional layer, we organize it into \( 2M_A M_B \) “channels”, each of which corresponds to the real or imaginary part of the channel between a pair of transmitting and receiving antennas. To be specific, the set of all the filters is repeatedly applied to all these “channels” and the results for different “channels” are added before input to the activation function \( f_f \). There are numerous nonlinear activation functions applicable to the neural network framework, such as the hyperbolic tangent function, the softmax, and the ReLU, in which the ReLU is the most widely applied in the CNN and thus is chosen to be the activation function \( f_f \) in (6).

We perform pooling to summarize the feature maps created in the convolutional layer. Specifically, each pooling unit takes input from a region in the corresponding feature map, which is called a pooling window. The commonly used pooling operations are max pooling, average pooling, and stochastic pooling. By utilizing pooling, the neural network can achieve more compact representations that are more robust to

---

\(^1\)When a neural network is utilized to analyze an image, there will be three input “channels” corresponding to the red, green, and blue elements of the input image, respectively.
noise and interference. In our architecture, the size of the pooling window is set as $1 \times 3$, on which a max operation is implemented. One can see that the features extracted by the convolutional layers and the pooling layers contain multiple “channels”, which are flattened before fed into the fully connected layers, i.e., multiple “channels” are used in series.

B. RNN

![Diagram of a recurrent layer]

Fig. 3: The structure of a recurrent layer.

Due to the fact that there exist spectral dependencies in the channel, our goal in this subsection is to analyze the channel from a sequential point of view. Towards this end, we use the RNN to capture the contextual information in the channel for the purpose of authentication. The RNN utilizes feedback loops in its recurrent layers to connect the previous states with the current ones. A graphical illustration of a recurrent layer is shown in Fig. 3. When a sequence is processed with length $L$, its hidden feature $h_l$ and the predicted output $z_l$ at stage $l \in [1, ..., L]$ are derived as

$$h_l = f_h(W_{hh}h_{l-1} + W_{yh}y_l),$$

(7a)

$$z_l = f_z(W_{hz}h_l),$$

(7b)

respectively, in which $y_l$ denotes the $l$th input, $W_{hh}$, $W_{yh}$, and $W_{hz}$ are transformation matrices, and $f_h$ and $f_z$ are activation functions. With the existence of feedback loops, a recurrent layer is able to memorize the historical information so that they can discover meaningful connections between a single data and its context. In our architecture, the recursive function $f_h$ and the activation function $f_z$ are chosen to be the hyperbolic tangent function and the logistic sigmoid, respectively. It should be pointed out that as a $M_B \times M_A \times N$ complex channel, the network input is flattened before it is fed into the first layer of the RNN.
The RNN we use in this work first employs several recurrent layers to capture spectral dependencies in its input. Then, fully connected layers are utilized to implement classification based on the early extracted features that contain the contextual information.

C. **CRNN**

So far, we have introduced the CNN and the RNN for CSI-based authentication. It is easy to notice that these two DNNs have distinct modeling abilities since they rely on different mechanisms. To be specific, the CNN is good at capturing locally invariant features while the RNN is adept at contextual
information extraction. In this subsection, we propose to utilize a hybrid of the CNN and the RNN, i.e., the CRNN, that combines the abilities of the CNN and the RNN such that the deep features containing both the locally invariant information of CSI and the contextual messages between different frequencies in CSI can be well extracted and further be exploited for user authentication.

As schematically illustrated in Fig. 4, our employed CRNN is consisted of multiple convolutional layers (together with pooling layers), several recurrent layers, and a few fully connected layers. The mechanisms of these layers have been discussed above. In the CRNN, the convolutional layers can capture middle-level features, which are useful for the dependencies modeling at the recurrent layers. At the same time, the contextual information learned by the recurrent layers can lead to better representations at the convolutional layers during backpropogation. The CRNN takes good advantage of both the discriminative representation capability of the CNN and the contextual information extraction power of the RNN and is therefore expected to outperform both of them in CSI-based authentication.

IV. EXTENSIONS OF THE PROPOSED DNNs-ENABLED AUTHENTICATORS FOR A SMALL SAMPLE PROBLEM

In this section, our focus lies on extending the proposed DNNs-enabled authentication methods into semi-supervised approaches to deal with a small sample problem. To efficiently train a DNN, a large amount of labeled samples are required. Since channel estimation is necessary for wireless communication, it is not difficult to acquire adequate channel observations. However, the labeled channel records may be limited because the labeling work could be quite expensive in the presence of an attacker who can play tricks. In view of this, we propose a semi-supervised learning technique to deal with the case where there are abundant channel observations but only a small part of them are labeled. The key idea of semi-supervised learning is to make use of both the labeled and unlabeled samples so that the data set is large enough to effectively train a DNN. To describe the proposed semi-supervised technique, we denote the channel samples available at Bob as \( \{\Omega_U, \Omega_L, \Psi_L\} \), in which \( \Omega_U \) and \( \{\Omega_L, \Psi_L\} \) are unlabeled and labeled channel records, respectively.

![Fig. 5: The framework of the proposed semi-supervised learning method.](image-url)
The framework of the proposed semi-supervised learning method is illustrated in Fig. 5. As one can see from the figure, the network begins by generating pseudo labels $\tilde{\Psi}_U$ for the unlabeled channel records $\Omega_U$ through using a semi-supervised k-means algorithm. Next, the labeled and unlabeled channel records $\{\Omega_U, \Omega_L, \Psi_L\}$, together with the pseudo labels $\tilde{\Psi}_U$, are used to train a DNN. This pre-training process leads to an immature DNN, which is denoted as DNN1. Lastly, the labeled samples $\{\Omega_L, \Psi_L\}$ are exploited to fine-tune DNN1 so as to obtain a fully developed DNN, i.e., DNN2. In the sequel, we will elaborate on the generation of pseudo labels and the pseudo labels-aided semi-supervised deep learning.

A. Generation of Pseudo Labels

It is obvious that unlabeled data cannot be used to train the neural network directly. In order to exploit the unlabeled channel samples in the network training process, we assign pseudo labels to them by employing clustering. The channel observations at Bob should be categorized as two clusters, each of which corresponds to a particular transmitter, i.e., Alice or Eve. To be specific, we utilize k-means clustering to separate the unlabeled channel records into two groups. When implementing clustering, the labeled channel records are utilized to provide class information so that the unlabeled channel observations can be classified into labeled categories. The performance of the k-means algorithm is dominated by the selection of initial centres. Generally, the k-means algorithm is initialized with randomly chosen centres, which may incur the error floor effects. As far as our scenario is considered, redundant centre updates can be avoided in the clustering task due to the existence of some labeled data [24]. In our proposed semi-supervised k-means algorithm, the centre of a cluster is initialized with the centroid of the corresponding labeled channel records. The detailed procedure of the proposed semi-supervised k-means method is summarized in Algorithm 1.

B. Semi-Supervised Deep Learning Using Pseudo Labels

As illustrated in Section IV-A, we have obtained the pseudo labels $\tilde{\Psi}_U$ for the unlabeled observations $\Omega_U$. Now, we can use both the labeled and pseudo labeled data, i.e., $\{\Omega_U, \tilde{\Psi}_U, \Omega_L, \Psi_L\}$, to train a DNN such that the training data set is large enough. Although a pseudo labeled record has a certain degree of fuzziness in its class information, the pseudo labels mostly coincide with the unknown true labels. As a benefit of this, the deep features can still be preserved and can thus be extracted by the hidden layers of DNN1. Then we use the labeled records $\{\Omega_L, \Psi_L\}$ to fine-tune DNN1. It is clear that the CNN and the RNN can be deemed as special cases of the CRNN. Thus we shall only discuss the fine-tuning process of the CRNN. In our implementation, the process of fine-tuning is directly conducted on DNN1, during which the parameters in the convolutional layers and recurrent layers stay frozen and only the parameters...
Algorithm 1 The proposed semi-supervised k-means algorithm

1: **Input:** $\{\Omega_U, \Omega_L, \Psi_L\}$.
2: Let $c_j, j \in \{0,1\}$ be the centroid of the channel records labeled with $j$.
3: Let the set of centers be $C = \{c_0, c_1\}$.
4: repeat
5: Assign each $H_i \in \Omega_U, i = 1, 2, ..., \text{card}(\Omega_U)$ a pseudo label $\tilde{I}_i$ according to the nearest center $c \in C$.
6: Update $c_j, j \in \{0,1\}$ as the centroid of records with label $j$ or pseudo label $j$.
7: Update $C = \{c_0, c_1\}$.
8: until $C$ not changed.
9: **Output:** $\tilde{\Psi}_U = \{\tilde{I}_i\}_{i=1}^{\text{card}(\Omega_U)}$.

of the fully connected layers are updated due to the fact that we only have a small amount of labeled samples. The fine-tuning stage for the semi-supervised framework is presented in Fig. 6. As plotted, the fully developed DNN, i.e., DNN2, has the same network structure with DNN1, and their convolutional layers and recurrent layers are identical.

![Fig. 6: The fine-tuning stage for the semi-supervised framework.](image)

V. SIMULATION AND EXPERIMENTAL RESULTS

In this section, we first generate a simulation dataset based upon practical assumptions and then use Monte Carlo simulations to demonstrate the performance of the proposed algorithms on the simulation dataset and compare them with some benchmark designs. Next, experiments based on Universal Software Radio Peripherals (USRPs) [26] are conducted to validate the efficacy of the proposed methods on real data, in which the benchmark designs are tested again for comparison.
A. A Simulation Dataset

In this subsection, a simulation dataset is created according to practical assumptions. Consider a multipath fading channel model with an exponentially decaying power-delay profile, i.e., the average channel power at delay \( \tau \) can be written as \( \frac{1}{\sigma_\tau} e^{-\tau/\sigma_\tau} \), where \( \sigma_\tau \) denotes the root mean square delay spread. The total number of paths is calculated as \( p_{max} = \lceil \frac{10\sigma_\tau}{T_s} \rceil \), in which \( T_s \) represents the sampling period and is set to be 150ns. Suppose that the power of the \( p \)th channel tap is a complex Gaussian random variable with zero mean and variance \( \sigma_p^2 = \sigma_0^2 e^{-pT_s/\sigma_\tau} \), wherein \( \sigma_0^2 = \frac{1 - e^{-T_s/\sigma_\tau}}{1 - e^{-(p_{max} + 1)T_s/\sigma_\tau}} \). All the terminals are assumed to be placed in a typical office and \( \sigma_\tau \) is accordingly set as 50ns [27], which is shared by the legitimate and illegitimate channels.

The settings for the simulation dataset are as follows: The number of antennas at Bob is \( M_B = 3 \). Alice and Eve both have \( M_A = 1 \) antenna. CSI is measured at \( N = 128 \) tones. For simplicity, the distance between adjacent antenna elements is assumed to be larger than a half of the wavelength so that the channels between different transmitting and receiving antenna pairs are independent with each other. Denote \( \hat{h}_{A,k}(t) \in \mathbb{C}^{N \times 1} \) and \( \hat{h}_{E,k}(t) \in \mathbb{C}^{N \times 1} \), \( k = 1, 2, 3 \), as the channels from the \( k \)th antenna at Bob to Alice and to Eve, respectively, at time \( t \). This work considers a dynamic environment. Analogous to [8], we model \( \hat{h}_{i,k}(t), i \in \{A, E\}, \forall k, t, \) as the sum of an average gain \( \bar{h}_{i,k} \) and a random variation \( \epsilon_{i,k}(t) \sim \mathcal{CN}(0, \delta_1^2 I_N) \), in which \( \mathcal{CN}(0, C) \) represents the complex Gaussian distribution with zero mean and covariance matrix \( C \), \( I_n \) denotes the identity matrix of order \( n \), and \( \epsilon_{i,k}(t) \) is assumed to be independent across different \( \{i, k, t\} \). In particular, the assumption of the complex Gaussian distribution can be justified by the following facts. On one hand, the channel variation is a complex variable since the channel is complex. On the other hand, various unpredictable sources of changes make the path variation a random variable. For a large number of variations on independent paths, the sum of these variations can be modeled as a Gaussian variable based on the Central Limit Theorem.

Given the fact that CSI can not be perfectly estimated since there are always undesirable factors such as interference, thermal noise, and hardware imperfections, we model the channel observation \( \tilde{h}_{i,k}(t), \forall i, k, t \), as the sum of \( \hat{h}_{i,k}(t) \) and the channel estimation error \( \epsilon_{i,k}(t) \sim \mathcal{CN}(0, \delta_2^2 I) \), which is assumed to be independent across different \( \{i, k, t\} \). For notational convenience, we define the sum of \( \epsilon_{i,k}(t) \) and \( \epsilon_{i,k}(t) \) as the observed variation \( \xi_{i,k}(t), \forall i, k, t \), the covariance matrix of which is set as \( 50I \). To perform Monte Carlo simulations, we consider numerous channel trials in the simulation dataset. For each channel trial, the average gain \( \bar{h}_{i,k}, \forall i, k \), is randomly generated.
### B. Simulation Setup

In our setup, each DNN has two fully connected layers, and each CNN and CRNN employs two pooling layers. Specifically, CRNN-3 has two convolutional layers and one recurrent layer, CNN-3 has three convolutional layers, RNN-3 has three recurrent layers, CRNN-4 has two convolutional layers and two recurrent layers, CNN-4 has four convolutional layers, and RNN-4 has four recurrent layers. The configurations of these networks are summarized in Table I, in which “conv$1 \times 3$-$n_1$” denotes a convolutional layer with a receptive field size of $1 \times 3$ and $n_1$ filters, “maxpooling” is a maxpooling layer, “recur-$n_2$” represents a recurrent layer whose feature dimension is $n_2$, and “FC-$n_3$-$n_4$” denotes a fully connected layer with $n_3$ input units and $n_4$ output units. We employ a workstation with two 1.7-GHz Intel(R) Xeon(R) E5-2603 v4 CPUs to perform simulations, in which the neural networks are implemented based on the TensorFlow framework [28]. During each training process, 10% of the training samples are utilized to validate the hyperparameters such as the learning rate and the mini-batch size. The test set utilized to examine the performance contains 200 labeled channel samples per class.

### C. Performance for the DNNs-Enabled Authentication Algorithms on the Simulation Dataset

In this subsection, Monte Carlo simulations are employed with 100 channel trials to demonstrate the performance of the proposed DNNs-enabled authentication methods on the simulation dataset. For each trial, we randomly select 500 labeled channel records per class to form the training set. At the beginning of the training process, the network weights are randomly chosen, and the learning rate is set to be $10^{-4}$. Then, the mini-batch SGD algorithm is run for 100 epoches to update the network parameters, in which the batch size is set to be 256 and the learning rate halves every 20 epoches.

In Fig. 7 we give the false alarm rates and the miss detection rates achieved by different DNNs with respect to (w.r.t.) the number of epoches. From the figure, one can see that as the number of epoches...
Fig. 7: False alarm rates and miss detection rates for different DNNs.

grows, every DNN has a converged false alarm rate and a converged miss detection rate. It is presented in the figure that for the same type of DNN, the deeper model is more beneficial to the authentication performance. This is because the deeper model can be trained to extract more discriminative features than the shallower one. As seen from the figure, although the CNN can achieve a lower false alarm rate and a lower miss detection rate than the RNN, the CNN with additional recurrent layers, i.e., the CRNN, can significantly outperform that with additional convolutional layers. This is expected since the CRNN is armed with the ability of the RNN in addition to that of the CNN, while the CNN can only capture local features no matter how deep the network is.

Fig. 8 shows the time complexity for different DNNs w.r.t. the number of epoches, wherein we use
several arrows to pinpoint their convergence times, respectively. One can see from the figure that for the same class of DNN, the deeper model converges slower than the shallower one, which can be deemed as the cost required to get the performance gain over the latter. Also, it is viewed that the CNN leads to better authentication performance than the RNN at the expense of increased computation overhead. Moreover, one can notice that the CRNN converges faster than both the CNN and the RNN. This observation, together with the simulation results plotted in Fig. 8, illustrates that the combination of the CNN and the RNN can not only improve the authentication performance but also accelerate the convergence, which makes the CRNN a success in CSI-based authentication.

We plot in Fig. 9 the authentication accuracy for different DNNs-enabled algorithms w.r.t. the number of training samples. As observed, the authentication accuracy increases with the number of training samples for all the DNNs-enabled methods. This is due to the fact that with a larger number of training samples, a DNN can extract more discriminative information for user authentication. It is also seen that regardless of the sample number, the CRNN-enabled approach always yields the highest authentication accuracy among these DNNs-enabled algorithms. Moreover, one can notice that the CRNN-enabled approach is the most robust one whose performance decline is the smallest when the number of training samples decreases, while the RNN-enabled algorithm is the most vulnerable one who has the biggest drop in accuracy as training samples are reduced. With a smaller number of training samples, different DNNs-enabled algorithms have larger performance gaps.

Table II presents the authentication results for different methods. Apart from the proposed DNNs-
enabled approaches, we also consider the usage of the logistic sigmoid, the K-nearest neighbor (KNN) algorithm [29], the support vector machine (SVM) [30], and a NP test for comparison. Since we have already established DNNs-enabled authenticators, it is not difficult to see how to build CSI-based authenticators by exploiting the logistic sigmoid, the KNN, and the SVM. The detailed process is omitted due to the page limit. The NP test we consider is given by

$$L \triangleq ||H - (\bar{h}_{A,1}, \bar{h}_{A,2}, \bar{h}_{A,3})||^2 \geq \gamma,$$

wherein $||M||$ is the Frobenius norm of the matrix $M$, $H \in C^{N \times M_B}$ denotes the to-be-authenticated channel observation, $\gamma$ represents a specially chosen threshold, and $\bar{h}_{A,i}, \forall i$, is assumed to be known. The estimated identity will be Eve if $L > \gamma$, otherwise the transmitter will be authenticated as Alice. It needs to be mentioned that the authentication accuracy varies with $\gamma$ and the results given in Table II are obtained with the optimal $\gamma$.

As shown in the table, there are huge performance gaps between the NP test and the machine learning-based methods. This is because one may need a priori channel information to design a NP test-based algorithm that can deliver decent performance, while the machine learning-based algorithms can analyze the invariant channel structure intelligently from historical CSI. It is obvious that the time complexity of the intelligent algorithms far exceeds that of the NP test. Luckily, the network training process can be done ahead of time and thus the immediate authentication response is possible. In Table II, it is seen that all the DNNs-enabled algorithms can achieve significantly higher authentication accuracy than the benchmark approaches. This is attributed to the fact that our adopted DNNs not only have remarkable
TABLE II: Authentication Results for Different Methods

| Method   | Accuracy (%) | Time Complexity (s) |
|----------|--------------|---------------------|
| NP test  | 64.9         | $3 \times 10^{-6}$  |
| KNN      | 90.1         | 9.9                 |
| Logistic | 89.9         | 30.6                |
| SVM      | 93           | 127.5               |
| RNN-4    | 94.7         | 20.3                |
| CNN-4    | 96.9         | 30.8                |
| CRNN-4   | 97.8         | 11.7                |

modeling abilities but also apply to the CSI-based authentication problem.

D. Performance for the Semi-Supervised DNNs-Enabled Authentication Methods on the Simulation Dataset

This subsection studies the performance of the proposed semi-supervised DNNs-enabled methods on the simulation dataset. The achieved accuracy is calculated based on an average of 100 Monte Carlo runs as before. Since the semi-supervised DNNs-enabled methods aim to deal with the small sample problem, the labeled set only has 10 channel observations per class in each channel trail. To do semi-supervised learning, we also utilize a large amount of unlabeled data, the size of which is set to be 1000. This semi-supervised scheme begins by assigning pseudo labels to the unlabeled channel records through invoking Algorithm 1. Next, the labeled and the pseudo labeled channel samples are combined to per-train a DNN. During this pre-training process, the network weights are randomly initialized. Then, we run the mini-batch SGD algorithm for 100 epoches and the batch size is set to be 256. The learning rate is initialized as $10^{-4}$, which halves every 20 epoches. After the pre-training process is done, we can derive DNN1, which is then fine-tuned to obtain DNN2. During the fine-tuning process, the parameters in the convolutional layers and the recurrent layers are excluded from updating, and we use the labeled samples to train the fully connected layers of DNN1. The fine-tuning process runs the SGD algorithm for 100 epoches and the initial learning rate is set as $10^{-3}$ to speed up the training, which decays by half every 20 epoches.

In Table III we give the authentication results for the supervised and semi-supervised DNNs-enabled algorithms. As expected, the effectiveness of these (supervised) DNNs-enabled methods are greatly reduced when the number of labeled training samples is limited. This is because that DNNs can not be efficiently trained when training samples are insufficient. By comparing Table II and Table III, it is noticed that the authentication accuracy of a semi-supervised DNN-enabled method with 20 labeled
Samples and 1000 unlabeled samples is lower than that achieved by its supervised counterpart with 1000 labeled samples. This performance gap results from the fuzziness existed in the pseudo labels. Despite the fuzziness, one can see from Table III that a semi-supervised DNN-enabled algorithm can perform significantly better than its supervised counterpart when they are handling the small sample problem. This observation leads to a conclusion that our proposed semi-supervised approach can significantly amplify the abilities of these DNNs-enabled authentication algorithms through utilizing limited labeled channel samples and abundant unlabeled channel samples at the same time. Besides, Table III presents that in both the supervised and semi-supervised cases, the CRNN-enabled method can not only deliver the best authentication performance but also own the shortest convergence time compared to the CNN-enabled algorithm and the RNN-enabled approach.

**E. Experimental Results**

As illustrated in Fig. 10, our experiments are conducted in a 7.4 × 7 × 5m³ office room, where there are two transmitters, i.e., Alice and Eve, and one receiver, i.e., Bob. Each transmitter is 3.2m away from the receiver. Specifically, we utilize a USRP-2955, a USRP-2954R, and a USRP-2944R to work as Bob, Alice, and Eve, respectively. Every USRP is connected to a computer through a Peripheral Component Interconnect Express bus. We exploit Laboratory Virtual Instrumentation Engineering Workbench [31] to generate the digital baseband transmission signal. The USRP-2954R and the USRP-2944R are used to perform digital-to-analog conversion and frequency upconversion on the digital baseband signal and then send it via an omnidirectional antenna. After receiving the radio frequency signal, the USRP-2955 downconverts it to baseband and does analog-to-digital conversion on it. The experimental settings are as follows: Each USRP employs a single antenna. The transmit power is equal to 0.6mW for both the USRP-2954R and the USRP-2944R. The communication bandwidth is 1MHz with the carrier frequency at 5GHz. Both the Alice-to-Bob channel and the Eve-to-Bob channel are estimated by the least squares
method at 900 different times. The channel observations obtained at Bob are separated into a training set and a test set, wherein the training set contains 500 channel observations per class, while the test set has 400 channel observations per class.

Since the hyperparameters of a neural network should be validated according to the training samples and the channel observations acquired in the experiments are different from that in the simulation dataset, the network hyperparameters generated based on the simulation dataset may not apply here. Therefore, we redetermine the network configurations and summarize them in Table IV. During the network training process, the network parameters are randomly initialized and the initial learning rate is set as $10^{-3}$. Next, the network parameters are updated by running the mini-batch SGD algorithms for 100 epochs with a

---

**TABLE IV: Summary of the Network Configurations for Real Data**

| CRNN-r   | CNN-r   | RNN-r   |
|----------|---------|---------|
| conv1x3-32 | conv1x3-32 | recur-128 |
| maxpooling | maxpooling | recur-256 |
| recur-128 | FC-2048-64 | FC-256-64 |
| FC-128-64 | FC-64-1  | FC-64-1  |
| FC-64-1  |         |         |
batch size of 256, wherein the learning rate halves every 20 epochs.

We show in Table V the authentication results for different methods on real data. Again, the KNN algorithm, the Logistic sigmoid, and the SVM are introduced as benchmarks. As one can see from the table, all the proposed DNNs-enabled authenticators can perform significantly better than the benchmark designs. Besides, the CRNN-enabled method can achieve the highest authentication accuracy and the shortest convergence time at the same time among the propose DNNs-enabled algorithms. These results agree with that obtained on the simulation dataset. By comparing the authentication performance given in Table II and Table V, one can get an interesting observation that the benchmark designs perform better on the simulation dataset than they do on real data, while the accuracy of the DNNs-enabled methods on real data is higher than that on the simulation dataset. This is attributed to the fact that we only consider additive variations and errors in the simulation dataset while real data contains transformations like scaling and shifting, and the DNNs are relatively insensitive to transformations so that they can extract invariant features better on real data than they do on the simulation dataset.

VI. CONCLUSION

This work studied CSI-based authentication algorithms that require no a priori information in a time-variant communication environment. The DNNs were introduced to build authenticators which connect CSI to its authenticated identity. To begin with, we built a CNN-enabled authenticator that can be invariant to transformations caused by environment changes and practical imperfections. Next, a RNN-enabled classifier was established to capture the spectral dependencies in CSI. In addition, we proposed to use the CRNN, which is a combination of the CNN and the RNN, to extract both the local and contextual messages in CSI for authentication. Moreover, we extended these DNNs-enabled authenticators into semi-supervised ones, wherein both the labeled and unlabeled data can be exploited to train the networks. According to the simulation and experimental results, all these DNNs-enabled authenticators
have significant performance gains over the benchmark schemes, while the combination of the CNN and the RNN can not only enhance the authentication accuracy but also accelerate the convergence. Also, the DNNs-enabled approaches can perform better on real data than they do on the simulation dataset while the results are the opposite for the benchmark designs. This is because real data contains transformations while the simulation dataset does not, and the DNNs are relatively insensitive to transformations. In addition, the simulation results showed that the proposed semi-supervised DNNs-enabled methods can deliver excellent performance even with limited labeled channel observations.
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