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Abstract: We provide a non-conformal generalization of the Compère-Song-Strominger (CSS) boundary conditions for AdS$_3$ gravity that breaks the $\hat{u}(1)$ Kac-Moody-Virasoro symmetry to two $u(1)$s. The holographic dual specified by the new boundary conditions can be understood as an irrelevant deformation of a warped conformal field theory (WCFT). Upon consistent reduction to two dimensions, AdS$_3$ gravity results in a deformed Jackiw-Teitelboim dilaton gravity model coupled to a Maxwell field. We show that near extremality the boundary conditions inherited from generalized CSS boundary conditions in three dimensions give rise to an effective action exhibiting the same symmetry breaking pattern as the complex Sachdev-Ye-Kitaev models. Besides the Schwarzian term reflecting the breaking of conformal symmetry, the effective action contains an additional term that captures the breaking of the $\hat{u}(1)$ Kac-Moody symmetry.
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1 Introduction and summary of results

Recent progress on the holographic duality between the Jackiw-Teitelboim (JT) gravity and the Sachdev-Ye-Kitaev (SYK) models [1–3] has provided a paradigm towards understanding quantum gravity in two [4–8] and three dimensions [9–12]. JT gravity is a two dimensional theory of gravity coupled to a dilaton [13, 14], and describes the near horizon dynamics...
of near extremal black holes. The solutions of JT gravity have a locally AdS$_2$ geometry and a running dilaton, resulting in a Schwarzian on-shell action — a feature shared by the SYK models [1, 2]. The latter are quantum mechanics models of Majorana fermions with random couplings, featuring an emergent conformal symmetry at low energy. Since JT gravity describes the region slightly away from the AdS$_2$ throat of extremal black holes and the effective low energy description of the dual SYK models is applicable slightly away from the conformal fixed point, this correspondence can be viewed as an example of a nAdS$_2$/nCFT$_1$ holographic duality [15–20].

An important ingredient in the JT/SYK or nAdS$_2$/nCFT$_1$ correspondence is the emergence of conformal symmetry, and the pattern of symmetry breaking. In [23], a similar emergent symmetry and breaking pattern have been discussed for the complex SYK models, which involve Dirac fermions instead of Majorana [24–28]. The effective action of the complex SYK models takes the general form

$$I_{CSYK}^{\text{eff}} = \frac{NK}{2} \int_0^{T-1} d\tau \left( i\tau \partial \tilde{f}(\tau) - \partial \tau \Lambda \right)^2 - \frac{N\gamma}{4\pi^2} \int_0^{T-1} d\tau \left\{ \tan \left( \pi T\tilde{f}(\tau) \right), \tau \right\},$$

where, $T$ is the temperature, $K$ is the compressibility and $\gamma$ is the specific heat. The effective action (1.1) includes a Schwarzian term as well as a $u(1)$ term, reflecting the breaking of the so-called warped conformal symmetry [29]. The observation of [23] is that the complex SYK models can be understood as a nearly warped CFT (WCFT), featuring a Virasoro-Kac-Moody algebra.

Holography with (unbroken) warped conformal symmetry has been discussed for the warped AdS$_3$ black holes [30, 31], BTZ black holes with CSS boundary conditions [32], and the horizon throat of extremal black holes in higher dimensions [33]. Warped conformal symmetry arises also as a hidden symmetry of non-extremal Kerr black holes [34]. While AdS$_2$ is a universal factor of the near horizon throat of extremal black holes, its $sl(2,\mathbb{R})$ isometry is usually accompanied by an additional $u(1)$ symmetry. For example, the extremal Reissner-Nordström black hole has a non-zero charge, while extremal Kerr black holes require a non-vanishing angular momentum. With appropriate boundary conditions, warped conformal symmetry may arise as the asymptotic symmetry in such cases. In other words, the $sl(2,\mathbb{R}) \times u(1)$ symmetry may be enhanced to a Virasoro-Kac-Moody symmetry.

Slightly away from the horizon throat, warped conformal symmetry is broken and one expects the near horizon dynamics to be captured by JT gravity coupled to a $u(1)$ Maxwell field. Even though such a field does typically arise from the Kaluza-Klein (KK) reduction of higher dimensional gravity [35–40], the symmetries preserved at or near the horizon depend on the boundary conditions imposed. In particular, it was shown in [35] that Dirichlet boundary conditions on the $u(1)$ gauge field can be straightforwardly applied both at and near the extremal horizon and in either case result in a global $u(1)$ symmetry. However, Neumann boundary conditions on the gauge field have so far been applied only strictly at the extremal horizon (see e.g. [41, 42]), resulting in an unbroken $\hat{u}(1)$ Kac-Moody-Virasoro symmetry. This boundary condition is imposed implicitly whenever the 2D Maxwell field is integrated out [43]. It is also inherited from CSS boundary conditions

1See recent reviews [21, 22].
for AdS$_3$ gravity [35]. In order to capture the dynamics of near extremal black holes with an explicitly and spontaneously broken $\hat{u}(1)$ Kac-Moody-Virasoro symmetry, one must extend the Neumann boundary conditions for the Maxwell field away from the extremal horizon, i.e. in the presence of a non-constant dilaton.

In this paper we achieve this goal by first constructing a non-conformal generalization of the CSS boundary conditions for AdS$_3$ gravity. This an interesting problem in its own right, since it amounts to identifying a suitable irrelevant deformation of the holographic dual WCFT. Moreover, it allows us to construct the relevant boundary condition in 2D non-perturbatively, at an arbitrary distance from the extremal horizon. This is because, in contrast to the standard JT dilaton gravity, the 2D Einstein-Maxwell-Dilaton (EMD) model resulting from a consistent KK reduction of AdS$_3$ gravity describes the dynamics of both extremal and non-extremal black holes. Other approaches to a holographic description of the low energy dynamics of the complex SYK models include [24, 44–47].

In order to obtain a non-conformal generalization of the CSS boundary conditions, we describe a framework within which consistent boundary conditions for AdS$_3$ gravity can be systematically studied and classified. Other approaches to this problem include [48, 49] for AdS$_3$ gravity and [50] for AdS$_2$. We argue that in the metric formulation of AdS$_3$ gravity admissible boundary conditions correspond to canonical transformations on the Fefferman-Graham reduced phase space, in direct analogy with general mixed boundary conditions for scalar fields in AdS [51]. We identify two distinct classes of such canonical transformations, depending on whether they are generated by a non-trivial boundary term, or they simply correspond to a rotation — or ‘spectral flow’ — among the canonical variables.

An important difference compared to scalars in AdS is that generic canonical transformations for AdS$_3$ gravity correspond to nonlocal deformations of the dual CFT, due to the differential constraints that the canonical variables satisfy (conservation and trace conditions of the stress tensor). Although such deformations are occasionally controllable and can lead to very interesting physics, here we focus exclusively on local deformations of the dual theory. This is achieved by first solving the constraints in order to obtain a reduced phase space parameterized by unconstrained canonical variables, and then considering canonical transformations within this unconstrained phase space.

Our first result is the construction of a deformed WCFT (DWCFT) phase space parameterized by an arbitrary function that breaks conformal invariance through a non-zero trace anomaly. The DWCFT phase space is an exact solution of the conservation and trace conditions of the stress tensor and reduces to the WCFT phase space as the deformation parameter approaches zero. Starting with the Dirichlet variational principle on the DWCFT phase space, we identify a canonical transformation that results in a non-conformal generalization of the CSS boundary conditions. At generic values of the deformation parameter this boundary condition preserves two $u(1)$s, which are enhanced to a $\hat{u}(1)$ Kac-Moody-Virasoro symmetry as the deformation is turned off.

A key property of the DWCFT phase space of AdS$_3$ gravity is that it is the minimal extension of the WCFT phase space that incorporates the entire solution space of the EMD model obtained from a consistent KK reduction to 2D [35]. In particular, besides the extremal black holes that uplift to the WCFT phase space, the DWCFT phase space
Figure 1. This diagram summarizes the web of relations we have identified between 3D and 2D theories of gravity with specific boundary conditions, and their holographic duals. In particular, these relations connect AdS₃ gravity with generalized CSS boundary conditions, warped CFTs, 2D Einstein-Maxwell-dilaton gravities, and complex SYK models.

allows us to uplift near extremal and non-extremal black holes with a running dilaton profile. Moreover, the boundary condition inherited from the generalized CSS boundary conditions of the DWCFT phase space provides a consistent Neumann boundary condition for the 2D gauge field away from the extremal horizon. Evaluating the renormalized on-shell action to linear order around an extremal black hole we obtain an effective action of the form (1.1), exhibiting the same symmetry breaking pattern as the complex SYK models. The relations among AdS₃ gravity with generalized CSS boundary conditions, 2D EMD gravity, DWCFT and the CSYK models is pictorially summarized in figure 1.

The paper is organized as follows. In section 2 we develop a systematic framework for classifying consistent boundary conditions for AdS₃ gravity. We then review the Compère-Song-Strominger (CSS) boundary conditions [32] and construct a non-conformal generalization that admits both extremal and non-extremal black hole solutions. In section 3 we review the consistent Kaluza-Klein reduction of pure AdS₃ gravity to two dimensions and show that the full phase space of dilaton gravity in two dimensions can be embedded into a deformed version of the WCFT phase space of AdS₃ gravity. Incorporating the boundary term that imposes generalized CSS boundary conditions, in section 4 we evaluate the renormalized on-shell action on arbitrary dilaton gravity solutions and we demonstrate that near extremality it reproduces the low energy effective action of the complex SYK models in (1.1). Moreover, we show that the thermodynamics of near extremal black holes with generalized CSS boundary conditions coincides with that of the complex SYK models. We conclude in section 5 with a brief discussion. A number of technical results are presented in two appendices.
2 3D gravity and generalized CSS boundary conditions

In this section we discuss aspects of three dimensional (3D) Einstein gravity with a negative cosmological constant. In particular, we describe a framework within which one can classify all possible solutions and boundary conditions. We focus especially on the subspace of solutions corresponding to the BTZ black hole with Compère, Song and Strominger (CSS) boundary conditions, first discussed in [32]. In addition, we discuss a more general class of solutions which can be understood as a certain deformation of the BTZ black hole with CSS boundary conditions.

2.1 The space of solutions of AdS\(_3\) gravity

The action of Einstein gravity with a negative cosmological constant in three dimensions is

\[ I_{3D} = \frac{1}{2 \kappa_{3D}^2} \left[ \int_M d^3x \sqrt{-g} \left( R^{(3)} + \frac{2}{\ell^2} \right) + 2 \int_{\partial M} d^2x \sqrt{-h} K^{(3)} \right], \tag{2.1} \]

where \( \kappa_{3D}^2 = 8\pi G_{3D} \) is the 3D gravitational constant and \( \ell \) is the AdS\(_3\) radius. Moreover, the Gibbons-Hawking term (involving the induced metric, \( h_{ij} \), on the regulated boundary and the trace, \( K^{(3)} = h_{ij} K^{(3)ij} \), of its extrinsic curvature) ensures that the Dirichlet problem on a finite volume manifold, \( M \), is well posed. As we will review below, additional boundary terms are required to render the variational principle well posed on infinite volume manifolds, and for imposing boundary conditions other than Dirichlet [52, 53].

All solutions of 3D Einstein gravity with a negative cosmological constant can be conveniently written in the Fefferman-Graham (FG) gauge,

\[ ds^2 = d\rho^2 + h_{ij}(\rho, x)dx^i dx^j, \quad i = +, -, \tag{2.2} \]

where \( \rho \) denotes the radial coordinate, and \( x^\pm \) represent the boundary coordinates. In the absence of matter fields, the FG expansion in three dimensions terminates, namely [54]

\[ h_{ij} = e^{2\rho/\ell} (g_{(0)ij}(x) + e^{-2\rho/\ell} g_{(2)ij}(x) + e^{-4\rho/\ell} g_{(4)ij}(x)), \tag{2.3} \]

where the boundary metric, \( g_{(0)} \), is arbitrary, \( g_{(4)} = \frac{1}{4} g_{(2)} g_{(0)}^{-1} g_{(2)} \), and \( g_{(2)} \) satisfies the constraints

\[ g_{(0)ij} g_{(2)ij} = -\frac{\ell^2}{2} R[g_{(0)}], \quad D_{(0)i} (g_{(2)ij} - g_{(0)ij} g_{(2)kl} g_{(0)kl}) = 0, \tag{2.4} \]

with \( D_{(0)i} \) denoting a covariant derivative with respect to \( g_{(0)ij} \). Introducing the tensor

\[ T_{ij} = \frac{1}{\kappa_{3D}^2 \ell} (g_{(2)ij} - g_{(0)ij} g_{(2)kl} g_{(0)kl}), \tag{2.5} \]

the constraints (2.4) can be written in the more suggestive form

\[ D_{(0)i} T_{ij} = 0, \quad T_i^i = \frac{c}{24\pi} R[g_{(0)}], \quad c = \frac{12\pi \ell}{\kappa_{3D}^2}, \tag{2.6} \]
where \( c \) is the Brown-Henneaux central charge \([55]\). This form of the constraints allows us to identify \( T_{ij} \) with the stress tensor in a dual 2D CFT. Expressing \( g_{(2)} \) and \( g_{(4)} \) in terms of \( T_{ij} \), the metric (2.2)–(2.3) takes the form

\[
\begin{align*}
\frac{ds^2}{e^{2\rho/\ell}} &= g_{(0)ij} + 2e^{-2\rho/\ell\left(\kappa_3^2/2 T_{ij} - \ell^2/4 R[g(0)]g_{(0)ij}\right)}
+ e^{-4\rho/\ell\left(\kappa_3^2/2 T_{ik} - \ell^2/4 R[g(0)]g_{(0)ik}\right)} dx^i dx^j, \tag{2.7}
\end{align*}
\]

Subject to the constraints (2.6), this is the most general solution of the 3D Einstein equations with a negative cosmological constant. It is a more general form of the Bañados–Beggs–Segal (BB) diffeomorphisms \([55, 57, 58]\). Their infinitesimal form can be determined from the bulk diffeomorphism that leave the metric (2.2) or (2.7) form-invariant and are known as Penrose-Brown-Henneaux (PBH) diffeomorphisms \([55, 57, 58]\). These residual symmetry transformations correspond to bulk diffeomorphisms with a negative cosmological constant. It is a more general form of the Bañados–Beggs–Segal (BB) diffeomorphisms \([55, 57, 58]\).

The space of solutions of the form (2.7) is a symplectic manifold parameterized by the variables \((g_{(0)ij}, \hat{\pi}^{ij})\), where \( \hat{\pi}^{ij} = \frac{1}{2} \sqrt{-g_{(0)}} T^{ij} \) is the renormalized canonical momentum. Notice that \( T^{ij} \), or equivalently \( \hat{\pi}^{ij} \), is not a free symplectic variable, due to the constraints (2.6) discussed earlier. We will refer to the symplectic space of solutions parameterized by these variables as the ‘reduced phase space’. Its symplectic form is \([53]\)

\[
\Omega = \int_{\partial M} d^2 x \, \delta \hat{\pi}^{ij} \wedge \delta g_{(0)ij}, \tag{2.8}
\]

which leads to a Poisson bracket between the conjugate variables, namely

\[
\{ \hat{\pi}^{ij}(x), g_{(0)kl}(x') \} = \delta_k^i \delta_l^j \delta(2)(x - x'). \tag{2.9}
\]

This acts on arbitrary functionals \( A[\hat{\pi}, g_{(0)}] \) and \( B[\hat{\pi}, g_{(0)}] \) on the reduced phase space as

\[
\{ A[\hat{\pi}, g_{(0)}], B[\hat{\pi}, g_{(0)}] \} = \int d^2 x \left( \frac{\delta A}{\delta \hat{\pi}^{ij}} \frac{\delta B}{\delta g_{(0)ij}} - \frac{\delta B}{\delta g_{(0)ij}} \frac{\delta A}{\delta \hat{\pi}^{ij}} \right). \tag{2.10}
\]

### 2.1.1 Reduced phase space symmetries

The FG gauge (2.2)–(2.3) breaks the Diff\(_{3D}\) symmetry of 3D gravity to the subgroup Diff\(_{2D}\times\text{Weyl}\). These residual symmetry transformations correspond to bulk diffeomorphisms that leave the metric (2.2) or (2.7) form-invariant and are known as Penrose-Brown-Henneaux (PBH) diffeomorphisms \([55, 57, 58]\). Their infinitesimal form can be determined as follows.

An infinitesimal 3D diffeomorphism, \( \delta x^\mu = -\xi^\mu(\rho,t) \), preserves the FG gauge provided

\[
\begin{align*}
\delta \xi_{\rho \rho} &= \mathcal{L}_\xi g_{\rho \rho} = \dot{\xi}^\rho = 0, \\
\delta \xi_{\rho t} &= \mathcal{L}_\xi g_{\rho t} = h_i^j \dot{\xi}^j + \partial_t \xi^\rho = 0. \tag{2.11}
\end{align*}
\]

These equations imply that the radial and transverse components of the vector field \( \xi^\mu(\rho,t) \) take respectively the form

\[
\begin{align*}
\xi^\rho &= \sigma(x), \\
\xi^i &= \xi^i_\rho(x) + \partial_j \sigma(x) \int_{\rho}^\infty d\rho' \, h^{ij}(\rho',x) \\
&= \xi^i_\rho(x) + \frac{\ell}{2} e^{-2\rho/\ell} \left( g_{(0)}^{ij} - \frac{1}{2} e^{-2\rho/\ell} g_{(0)ij}^{(2)} + \mathcal{O}(e^{-4\rho/\ell}) \right) \partial_j \sigma(x), \tag{2.12}
\end{align*}
\]

where \( \sigma(x) \) and \( \xi^i_\rho(x) \) are arbitrary functions of the boundary coordinates.
Applying the bulk diffeomorphism (2.12) to the transverse components $g_{ij}$ of the bulk metric, one finds that the symplectic variables parameterizing the reduced phase space transform as
\[
\delta \xi_{g(0)}^{ij} = \mathcal{D}(0)^i_\xi^{oj} + \mathcal{D}(0)^j_\xi^{oi} + \frac{2}{\ell} \sigma(x) g_{(0)ij},
\]
\[
\delta \xi_{T_{ij}} = \mathcal{T}_{il} \mathcal{D}(0)^{jl}_\xi + \mathcal{T}_{jl} \mathcal{D}(0)^{il}_\xi + \xi_l \mathcal{D}(0)^{lj}_\xi + \frac{1}{\kappa_{3D}^2} \left( D(0)_i D(0)_j \sigma - g_{(0)ij} \Box(0) \sigma \right). \tag{2.13}
\]

The action of these diffeomorphisms on the boundary metric $g(0)$ makes it manifest that the residual local symmetry on the reduced phase space is $\text{Diff}_{2D} \times \text{Weyl}$. Moreover, the symplectic variable $T_{ij}$ possesses an anomalous transformation under local 2D Weyl transformations, in agreement with its identification with the stress tensor of a dual CFT$_2$ with the Brown-Henneaux central charge.

### 2.2 Unconstrained phase space and the variational principle

A well posed variational principle on infinite volume manifolds requires further boundary terms, besides the Gibbons-Hawking term. For asymptotically locally AdS manifolds, the additional terms ensure that the variational problem is formulated in terms of boundary conformal equivalence classes and coincide with the boundary counterterms that render the on-shell action finite \[52, 53]. For AdS$_3$ gravity, the boundary counterterms take the form \[59\]
\[
I_{3D}^{ct} = -\frac{1}{\kappa_{3D}^2} \int_{\partial M_{3D}} d^2x \sqrt{-h} \left( \frac{1}{\ell} - \frac{\ell}{4} \log(e^{-2\rho_c/\ell}) R[h] \right), \tag{2.14}
\]
where $\rho_c$ is the radial cutoff, and ensure that the renormalized action
\[
I_{3D}^{\text{ren}} \equiv \lim_{\rho_c \to \infty} \left( I_{3D}^{ct} + I_{3D}^{\text{reg}} \right), \quad I_{3D}^{\text{ct}} \equiv I_{3D}^{ct}\big|_{\rho_c}, \tag{2.15}
\]
is finite and admits a well defined variational principle as $\rho_c \to \infty$, namely
\[
\delta I_{3D}^{\text{ren}} = \int_M d^3x \sqrt{-g} (\text{e.o.m.}) \delta g_{\mu\nu} - \frac{1}{2} \int_{\partial M} d^2x \sqrt{-g(0)} T_{ij} \delta g_{ij}^{(0)}. \tag{2.16}
\]

The variational principle (2.16) is well posed provided a Dirichlet boundary condition is imposed on the boundary metric $g(0)$. However, alternative boundary conditions are possible for AdS$_3$ gravity and they generically correspond to keeping fixed a combination of the symplectic variables $(g(0)_{ij}, \tilde{\pi}^{ij})$. Generalized boundary conditions are in one to one correspondence with additional finite boundary terms that depend on the reduced phase space variables $(g(0)_{ij}, \tilde{\pi}^{ij})$ and are added to the renormalized Dirichlet action (2.15) \[51\].

The constraints (2.6) for AdS$_3$ gravity, however, imply that the form of the finite boundary terms that lead to a well defined variational problem, other than the Dirichlet one, is highly restricted. For example, the naive Neumann problem corresponding to adding a term of the form
\[
\int_{\partial M} d^2x \tilde{\pi}^{ij} g_{(0)ij}, \tag{2.17}
\]
to (2.14) is not well posed, since $\tilde{\pi}^{ij}$ is a constrained variable. To remedy this, we will solve the constraints (2.6) explicitly in terms of unconstrained symplectic variables, before
considering alternative boundary conditions. Solving the constraints explicitly typically requires breaking general covariance, and hence the unconstrained phase space only preserves a subspace of the Diff$ _{2D} \times $Weyl symmetry of the reduced phase space parameterized by $(g_{(0)ij}, \tilde{\pi}^{ij})$. This in turn implies that the asymptotic symmetry algebra preserved by alternative boundary conditions is necessarily a subset of the maximal asymptotic symmetry preserved by Dirichlet boundary conditions.

In order to solve the constraints (2.6) and obtain the unconstrained space of solutions of AdS$_3$ gravity, it is convenient to introduce light-cone coordinates on the boundary, $x^\pm = t \pm \phi$, with $\phi \sim \phi + 2\pi$. Without loss of generality, the boundary metric can then be parameterized as

$$ds^2_{(0)} = g_{(0)ij}dx^i dx^j = -e^{2\Phi(x^+, x^-)}(dx^+ + \mu^+(x^+, x^-)dx^-)(dx^- + \mu^-(x^+, x^-)dx^+),$$

where $\Phi(x^+, x^-), \mu^-(x^+, x^-)$ and $\mu^+(x^+, x^-)$ are arbitrary functions. In terms of these variables, the variation (2.16) becomes (ignoring the bulk term and using the trace constraint in (2.6))

$$\delta I^{ren}_{3D} = -\frac{1}{2} \int_{\partial M} d^2x \left[ \frac{2}{1 - \mu^+ \mu^-} \left( (T_{++} - \mu^- T_{+-}) \delta \mu^+ + (T_{--} - \mu^+ T_{-+}) \delta \mu^- \right) - \frac{c}{24\pi} e^\Phi R[g_{(0)}] \delta (e^\Phi |1 - \mu^+ \mu^-|) \right].$$

The unconstrained phase space is obtained by determining the most general form of the stress tensor that solves the constraints (2.6) on the metric (2.18). Such a general analysis is not required for the purposes of the present paper, however. Instead, we will focus on two special classes of solutions of the constraints (2.6) that are relevant for describing the phase space of 2D dilaton gravity in the subsequent sections.

### 2.2.1 Generalized Warped CFT solution space

A class of metrics (2.18) that allows us to solve the constraints (2.6) is specified by setting

$$\Phi = \Phi(x^+), \quad \mu^- = \mu^-(x^+), \quad \mu^+ = 0,$$

where $\Phi(x^+), \mu^-(x^+)$ are arbitrary functions of $x^+$. An important property of this specific choice is that the corresponding boundary metric (2.18) is Ricci flat,$^2$ i.e. $R[g_{(0)}] = 0$, and so $\delta \Phi$ drops out of the variational principle (2.19). In particular, the conformal anomaly is numerically zero and so the variational problem is defined on conformal equivalence classes [52, 53]. A second noteworthy property of the choice (2.20) is that it manifestly violates Lorentz invariance, as well as parity. In contrast to the flat Minkowski metric, therefore, it is not compatible with Brown-Henneaux boundary conditions. As we will discuss shortly, appropriate boundary conditions in this case include the CSS boundary conditions [32].

---

$^2$The Ricci flatness condition is more generally satisfied for $\Phi(x^+, x^-) = \Phi(x^+) + ax^-$, where $a$ is an arbitrary constant that we set to zero in this paper. Clearly, $\Phi(x^+, x^-) = \Phi(x^-) + ax^+$, along with $\mu^+ = \mu^+(x^-)$ and $\mu^- = 0$, is an equivalent solution obtained by interchanging $x^+$ and $x^-$. 
Writing the constraints (2.6) in terms of the metric (2.18) and imposing the conditions (2.20) leads to a set of three equations for the components of the stress tensor, namely

\[
\mathcal{T}_{++} = \mu^+ \mathcal{T}_{--}, \quad (\partial_+ - \mu^- \partial_-) \mathcal{T}_{--} = 0, \quad \partial_- (\mathcal{T}_{++} - (\mu^-)^2 \mathcal{T}_{--}) = 0. \tag{2.21}
\]

Introducing the new coordinate

\[
\zeta^+ = x^+ + \int x^+ \, dx^+ \mu^+ (x^+),
\]

the general solution of these equations can be parameterized as

\[
\begin{align*}
\mathcal{T}_{--} &= \mathcal{L}_-(\zeta^-), \\
\mathcal{T}_{+-} &= \mu^- (x^+) \mathcal{L}_-(\zeta^-), \\
\mathcal{T}_{++} &= \tilde{\mathcal{L}}_+(x^+) + (\mu^- (x^+))^2 \mathcal{L}_-(\zeta^-),
\end{align*}
\tag{2.23}
\]

where \(\mathcal{L}_-\) and \(\tilde{\mathcal{L}}_+\) are arbitrary functions of their arguments.

In the special case \(\Phi = 0\) and \(\mathcal{L}_- = \text{constant}\), the space of solutions parameterized by these variables coincides with that discussed in the context of CSS boundary conditions for AdS\(_3\) gravity [32] and warped CFT (WCFT) [29]. The more general case described here, which we will refer to as the generalized WCFT (GWCFT) space of solutions, has been discussed in connection with the JT deformation of 2D CFTs in [60]. However, neither the WCFT nor the GWCFT classes of solutions constitute a well defined phase space with non-degenerate symplectic form.

Inserting the GWCFT solution (2.20)–(2.23) in the variational principle (2.19) leads to

\[
\delta I_{3D}^{\text{ren}} = - \int_{\partial M} d^2 x \left( \delta \mathcal{T}_{--} \delta \mu^- + (\mathcal{T}_{++} - (\mu^-)^2 \mathcal{T}_{--}) \delta \mu^+ \right)
\]

\[
= - \int_{\partial M} d^2 x \left( \delta \mathcal{L}_- \delta \mu^- + \tilde{\mathcal{L}}_+ \delta \mu^+ \right), \tag{2.24}
\]

where we have allowed for infinitesimal deformations of \(\mu^+\) away from the GWCFT value \(\mu^+ = 0\). Crucially, the variational principle is now formulated in terms of the unconstrained symplectic conjugate variables \((\mu^-, \mathcal{L}_-)\) and \((\mu^+, \tilde{\mathcal{L}}_+)\). As we will discuss in the next subsection, this will allow us to consider boundary conditions other than Dirichlet. It is clear from (2.24), however, that in order to obtain a well defined phase space with a non-degenerate symplectic form, it is necessary to allow for a finite, non-zero \(\mu^+\), which is the task we turn to next.

### 2.2.2 Deformed Warped CFT phase space

As we have seen, the GWCFT space of solutions does not admit a non-degenerate symplectic form. We will see in the next section that it is also insufficient for describing the most general solutions of the 2D dilaton gravity obtained by a circle reduction of AdS\(_3\) gravity. Both these issues can be addressed by a more general space of solutions, corresponding to turning on a finite function \(\mu^+(x^+)\), so that the boundary metric (2.18) takes the form

\[
ds^2_{(0)} = -e^{2\Phi(x^+)} (dx^+ + \mu^+(x^+) dx^-) (dx^- + \mu^-(x^+) dx^+). \tag{2.25}
\]
When \( \mu^+(x^+) \neq 0 \), this metric is not Ricci flat and corresponds to a deformation of the GWCFT boundary metric. Moreover, the metric (2.25) may restore parity invariance and the local parameter \( \mu^+(x^+) \) can interpolate between a WCFT and a regular CFT\(^2\). As we will see later on, the uplift of the 2D dilaton gravity solutions provides an explicit realization of such an interpolating flow.

**Ricci scalar.** The Ricci scalar of the metric (2.25) is given by

\[
R[g(0)] = - \frac{4e^{-2\Phi}}{1 - \mu^+ \mu^-} \partial_+ \mathcal{F},
\]

where

\[
\mathcal{F}(x^+) \equiv \frac{e^{-2\Phi}}{1 - \mu^+ \mu^-} \partial_+(e^{2\Phi} \mu^+).
\]

**Stress tensor.** Similar to the discussion for the WCFT phase space, the constraints (2.6) on the metric (2.25) can be solved using the following nonlocal coordinates,

\[
z^- \equiv x^- + \int^{x^+} dx^+ \mu^-(x^+), \quad z^+ \equiv x^- + \int^{x^+} dx^+ (\mu^+(x^+))^{-1}.
\]

The most general stress tensor that solves (2.6) can then be written as

\[
\begin{align*}
T_{++} &= -\mathcal{O}_+ - (\mu^-)^2 \mathcal{O}_- + \frac{c\mu^-}{24\pi} \left( \frac{3 + \mu^+ \mu^-}{1 - \mu^+ \mu^-} \right) \partial_+ \mathcal{F}, \\
T_{--} &= -\mathcal{O}_- - (\mu^+)^2 \mathcal{O}_+ + \frac{c\mu^+}{24\pi} \left( \frac{3 + \mu^+ \mu^-}{1 - \mu^+ \mu^-} \right) \partial_+ \mathcal{F}, \\
T_{-+} &= -\mu^- \mathcal{O}_- - \mu^+ \mathcal{O}_+ + \frac{c}{24\pi} \left( \frac{1 + 3\mu^+ \mu^-}{1 - \mu^+ \mu^-} \right) \partial_+ \mathcal{F},
\end{align*}
\]

where

\[
\begin{align*}
\mathcal{O}_- &\equiv -\mathcal{L}_-(z^-) + \frac{c}{48\pi} \mathcal{F}^2, \\
\mathcal{O}_+ &\equiv -(\mu^+)^{-2} \left( \mathcal{L}_+(z^+) - \frac{c}{48\pi} (\mathcal{F}^2 - 2\mu^+ \partial_+ \mathcal{F}) \right),
\end{align*}
\]

and \( \mathcal{L}_- \) and \( \mathcal{L}_+ \) are arbitrary functions of their arguments, generalizing the definitions of (2.23). The physical meaning and significance of the variables \( \mathcal{L}_\pm, \mathcal{O}_\pm \) will be clear in the next subsection.

Note that in the limit \( \mu^+ \to 0 \), \( z^+ \) effectively only depends on \( x^+, \mathcal{F} \to 0 \), and (2.29) reduces to (2.23) provided that

\[
\mathcal{O}_+ = - (\mu^+)^{-2} \left( \mathcal{L}_+(z^+) - \frac{c}{48\pi} (\mathcal{F}^2 - 2\mu^+ \partial_+ \mathcal{F}) \right) = - \tilde{\mathcal{L}}_+(x^+) + \mathcal{O}(\mu^+),
\]

As we discuss in section 3, this condition is the near extremality condition for black holes and is also required for a running dilaton solution to flow to a constant dilaton solution in the two dimensional Einstein-Maxwell-Dilaton gravity. We refer to the phase space parameterized by the boundary metric (2.25) and the stress tensor (2.29) as the Deformed Warped CFT (DWCFT) phase space. As we now discuss, it contains both the GWCFT space of solutions and 2D dilaton gravity as subspaces. Moreover, it admits a non-degenerate symplectic form and a well defined variational principle.
2.2.3 Variational principle on the DWCFT phase space

The DWCFT phase space allows us to formulate the variational principle in terms of unconstrained variables. From the solution (2.29), we note that the following relations hold:

\[
\begin{align*}
\mathcal{T}_{--} - \mu^+ \mathcal{T}_{+-} &= -(1 - \mu^- \mu^+) \mathcal{O}_- + \frac{c}{12\pi} \mu^+ \partial_+ \mathcal{F}, \\
\mathcal{T}_{++} - \mu^- \mathcal{T}_{-+} &= -(1 - \mu^- \mu^+) \mathcal{O}_+ + \frac{c}{12\pi} \mu^- \partial_+ \mathcal{F}.
\end{align*}
\]

(2.32)

Inserting these, together with the metric (2.25), in (2.19) leads to the variational principle

\[
\delta I_{\text{ren}}^{3D} = -\int_{\partial \mathcal{M}} d^2 x \left( \mathcal{L}_- \delta \mu^- + (\mu^+)^{-2} \mathcal{L}_+ \delta \mu^+ \right) + \delta I_{\text{local}},
\]

(2.33)

where \(I_{\text{local}}\) is the local expression

\[
I_{\text{local}} = \frac{c}{48\pi} \int d^2 x \frac{1 - \mu^- \mu^+}{2\mu^+} \mathcal{F}^2.
\]

(2.34)

This local part of the renormalized on-shell action is directly related with the conformal anomaly of the 2D CFT at the boundary of AdS\(_3\). Moreover, it is precisely the term that gives rise to the Schwarzian effective action upon a circle reduction [35]. As we will see later on, this term is also the origin of the Schwarzian effective action in the complex SYK model.

Another important observation regarding \(I_{\text{local}}\) is that it drops out of the symplectic form. This can be evaluated either by inserting the DWCFT solution (2.25) and (2.29) in (2.8), or through a second variation of \(\delta I_{\text{ren}}^{3D}\) in (2.33). In the latter approach, \(\delta I_{\text{ren}}^{3D}\) can be interpreted as the canonical one-form or symplectic potential on the DWCFT symplectic space of solutions and so, its phase space exterior derivative is the symplectic form

\[
\Omega = -\int_{\partial \mathcal{M}} d^2 x \left( \mathcal{L}_- \delta \mu^- + (\mu^+)^{-2} \mathcal{L}_+ \delta \mu^+ \right).
\]

(2.35)

Since \(I_{\text{local}}\) is local, \(\delta I_{\text{local}}\) is an exact phase space one-form and drops out of the symplectic form.

Although \(I_{\text{local}}\) does not contribute to the symplectic form, it affects the variational principle. A general variation of \(I_{\text{local}}\) takes the form

\[
\delta I_{\text{local}} = \frac{c}{48\pi} \int d^2 x \left( \mathcal{F}^2 \delta \mu^- + (\mu^+)^{-2} (\mathcal{F}^2 - 2\mu^+ \partial_+ \mathcal{F}) \delta \mu^+ - 4 \partial_+ \mathcal{F} \delta \Phi \right).
\]

(2.36)

This expression is consistent with the general result that in the presence of a conformal anomaly (corresponding to \(\mu^+ \neq 0\) or \(\mathcal{F} \neq 0\) here), the variational problem can only be defined by keeping the conformal representative of the boundary metric fixed [52]. In particular, whenever \(\mu^+ \neq 0\), we must impose the condition \(\delta \Phi = 0\) in order to obtain a well-posed variational problem.

Except for the term proportional to \(\delta \Phi\), the variation of \(I_{\text{local}}\) can be absorbed by a redefinition of the canonical variables. In particular, the variational principle (2.33) takes the form

\[
\delta I_{\text{ren}}^{3D} = \int_{\partial \mathcal{M}} d^2 x \left( \mathcal{O}_- \delta \mu^- + \mathcal{O}_+ \delta \mu^+ - \frac{c}{12\pi} \partial_+ \mathcal{F} \delta \Phi \right).
\]

(2.37)
where $\mathcal{O}_-$ and $\mathcal{O}_+$ are the variables introduced in (2.30). In terms of these variables, the symplectic form (2.35) becomes

$$\Omega = \int_{\partial M} d^2x \left( \delta \mathcal{O}_- \wedge \delta \mu^- + \delta \mathcal{O}_+ \wedge \delta \mu^+ \right),$$

(2.38)
since the difference between the original and new canonical variables is due to $I_{\text{local}}$ and so does not contribute. We have therefore arrived at a variational principle in terms of the unconstrained symplectic variables $(\mu^-, \mathcal{O}_-)$ and $(\mu^+, \mathcal{O}_+)$ that parameterize a well defined phase space with a non-degenerate symplectic form. This enables us to impose alternative boundary conditions for this class of solutions, as we discuss in the next subsection.

### 2.2.4 Spectral flow

The variational principle can be modified through a change of variables that preserves the symplectic form (2.38). Generic canonical transformations correspond to the addition of a further finite boundary term to the renormalized action (i.e. to a shift of the symplectic potential one-form by an exact form) and can be used in order to classify the admissible boundary conditions. However, there exists a class of canonical transformations that preserve not only the symplectic form, but also the variational principle, i.e. the symplectic potential. In other words, there exist canonical transformations that whose corresponding boundary term is identically zero.

We start with the canonical variables

$$J^- \equiv \mu^-, \quad \mathcal{O}_-, \quad J^+ \equiv \mu^+, \quad \mathcal{O}_+,$$

(2.39)

with the variational principle (2.37). A canonical transformation $\{J^i, \mathcal{O}_i\} \rightarrow \{J^i, \mathcal{O}_i\}$, preserves this symplectic potential provided the two sets of variables satisfy the relations

$$\mathcal{O}_j \frac{\partial J^j}{\partial J^i} = \mathcal{O}_i, \quad \mathcal{O}_j \frac{\partial J^j}{\partial \mathcal{O}_i} = 0,$$

(2.40)

where the indices $i, j$ take the values $+, -, and a summation is assumed whenever the same lower and upper indices appear. Such canonical transformations, therefore, correspond to a spectral flow.

In the present context, we wish to treat $\mu^+$ as a parameter and so we consider canonical transformations that preserve $\mu^+$, i.e.

$$J^+ = \mu^+.$$

(2.41)

In this case, the relations (2.40) determine that $J^-$ is independent of $\mathcal{O}_-$ and $\mathcal{O}_+$, and hence $J^- = J^-(\mu^-, \mu^+)$. We will further take the following ansatz for the function $J^-(\mu^-, \mu^+)$

$$J^-(\mu^-, \mu^+) = \mathcal{R}(\lambda) \mu^-,$$

(2.42)

where $\mathcal{R}(\lambda)$ is an arbitrary function satisfying $\mathcal{R}(0) = 1$ and $\lambda \equiv \mu^+ \mu^-$ is a dimensionless composite scalar coupling. Plugging (2.41) and (2.42) into (2.40), the new variables are then determined in terms of the arbitrary function $\mathcal{R}(\lambda)$ and the original variables by

$$J^+ = \mu^+, \quad J^- = \mathcal{R}\mu^-, \quad \mathcal{O}_- = \frac{\mathcal{O}_-}{(\lambda \mathcal{R})'}, \quad \mathcal{O}_+ = \frac{\mathcal{O}_+ - \mathcal{R}'(\mu^-) \mathcal{O}_-}{(\lambda \mathcal{R})'}. \quad (2.43)$$
where the prime denotes a derivative with respect to \( \lambda \). The significance of the function \( \mathcal{R}(\lambda) \) will become clear in the subsequent analysis.

### 2.2.5 DWCFT phase space symmetries

Before discussing admissible boundary conditions, we need to identify the symmetries of the DWCFT phase space. These correspond to the subset of PBH transformations (2.13) preserving the form of the DWCFT metric (2.25) and stress tensor (2.29). Under PBH diffeomorphisms with parameters \( \xi_o^\pm(x^+, x^-) \) and \( \sigma(x^+, x^-) \), the functions parameterizing the metric (2.25) transform as

\[
\delta_{\text{PBH}} \mu^-= (\partial_+ - \mu^- \partial_-)(\xi_o^- + \mu^- \xi_o^+), \\
\delta_{\text{PBH}}(\mu^+)^{-1} = (\partial_+ - (\mu^+)^{-1} \partial_-)(\xi_o^- + (\mu^+)^{-1} \xi_o^+), \\
\delta_{\text{PBH}} \Phi = \sigma L + {1 \over 2}((\partial_+ + \mu^- \partial_-)\xi_o^+ + (\partial_- + \mu^+ \partial_+)\xi_o^- + 2\Phi \xi_o^+). \tag{2.44}
\]

Inserting these transformations in the variational principle (2.37) and using the invariance of \( I_{3D}^{\text{ren}} \) under 2D diffeomorphisms one may derive the two Ward identities (cf. (6.9) in [35])

\[
(\partial_+ - \mu^- \partial_-)\mathcal{L}_- = 0, \quad (\partial_+ - (\mu^+)^{-1} \partial_-)\mathcal{L}_+ = 0, \tag{2.45}
\]

require that \( \mathcal{L}_- \) and \( \mathcal{L}_+ \) are functions respectively of the variables \( z^- \) and \( z^+ \), defined in (2.28). Of course, this is expected and is in agreement with the solution (2.29) of the constraints (2.6).

The transformations (2.44) preserve the form of the metric (2.25) provided

\[
\partial_- \delta_{\text{PBH}} \mu^- = \partial_- \delta_{\text{PBH}} \mu^+ = \partial_- \delta_{\text{PBH}} \Phi = 0. \tag{2.46}
\]

The first two of these conditions determine that the parameters \( \xi_o^\pm(x^+, x^-) \) must satisfy

\[
\xi_o^- + \mu^- \xi_o^+ = \varphi(x^+) + \mu^- \varepsilon(x^+) + \varepsilon^-(z^-), \quad \xi_o^- + (\mu^+)^{-1} \xi_o^+ = (\mu^+)^{-1} \varepsilon(x^+) + \varepsilon^+(z^+), \tag{2.47}
\]

where \( \varphi, \varepsilon \) and \( \varepsilon^\pm \) are arbitrary functions of their arguments. Combining these with the third condition in (2.46), we determine that the DWCFT phase space symmetries are parameterized by five arbitrary functions, \( \varepsilon(x^+), \varphi(x^+), \varepsilon^-(z^-), \varepsilon^+(z^+) \) and \( \omega(x^+) \), and correspond to PBH transformations with parameters

\[
\xi_o^+(x^+, x^-) = \varepsilon - \frac{\mu^+}{1 - \lambda}(\varphi + \varepsilon^- - \varepsilon^+), \\
\xi_o^-(x^+, x^-) = \frac{1}{1 - \lambda}(\varphi + \varepsilon^- - \lambda \varepsilon^+), \\
\frac{2}{\ell} \sigma(x^+, x^-) = (\varepsilon^- - \varepsilon^+) \mathcal{F} - ((\varepsilon^-)' + (\varepsilon^+)' + \omega). \tag{2.48}
\]

Inserting these parameters in the transformations (2.44) we determine that the residual DWCFT symmetries act on the functions parameterizing the metric (2.25) as

\[
\delta_{\text{DWCFT}} \mu^- = \partial_+ (\varphi + \mu^- \varepsilon), \quad \delta_{\text{DWCFT}} \mu^+ = \varepsilon \partial_+ \mu^+ - \partial_+ \varepsilon \mu^+, \\
2\delta_{\text{DWCFT}} \Phi = -\varphi \mathcal{F} + \varepsilon^{-2\Phi} \partial_+ (\varepsilon^{2\Phi} \varepsilon) + \omega. \tag{2.49}
\]
Notice that $\epsilon^-$ and $\epsilon^+$ drop out of these transformations and so the metric continues to depend only on $x^\pm$, as required. Similarly, from the general PBH transformation of the stress tensor in (2.13), we find that the functions $\mathcal{L}_-$ and $\mathcal{L}_+$ parameterizing the stress tensor (2.29) transform as

$$
\delta_{\text{DWCFT}} \mathcal{L}_- = (\varphi + \mu^- \epsilon + \epsilon^-) \mathcal{L}'_+ + 2\epsilon^-) \mathcal{L}_- - \frac{c}{24\pi} (\epsilon^-)^{\prime\prime\prime},
$$

$$
\delta_{\text{DWCFT}} \mathcal{L}_+ = (\mu^+)^{-1} \epsilon + \epsilon^+) \mathcal{L}'_+ + 2\epsilon^+) \mathcal{L}_+ - \frac{c}{24\pi} (\epsilon^+)^{\prime\prime\prime}. \tag{2.50}
$$

One may wonder why these transformations do not depend only on $z^\pm$. This is because they are to be understood as functional variations of $\mathcal{L}_\pm$ as functions of $x^\pm$, through $z^\pm(x^-, x^+)$, i.e.

$$
\delta_{\text{DWCFT}} \mathcal{L}_\pm = \delta z \mathcal{L}_\pm + \delta z^i \partial_i \mathcal{L}_\pm, \tag{2.51}
$$

where $\delta_{\text{DWCFT}}$ denotes the functional variation in terms of the DWCFT phase space coordinates $x^\pm$, and $\delta z$ denotes the functional variation as a function of $z^\pm$. Due to the field dependence of the composite coordinates $z^\pm(x^-, x^+)$ introduced in (2.28), the functional variation of $z^\pm$ in the $x^\pm$ coordinate system is non-zero, e.g.

$$
\delta z^- = \int dx^+ \delta_{\text{DWCFT}} \mu^- = \varphi + \mu^- \epsilon,
$$

which leads to the term $(\varphi + \mu^- \epsilon) \mathcal{L}'_- \mathcal{L}_- \mathcal{L}_-$ in the transformation of $\mathcal{L}_-$ in (2.50). The same applies to the term $(\mu^+)^{-1} \epsilon \mathcal{L}'_+ \mathcal{L}_+ \mathcal{L}_+$ in the transformation of $\mathcal{L}_+$. Hence, the variation of $\mathcal{L}_\pm$ as functions of $z^\pm$ are

$$
\delta z \mathcal{L}_- = \epsilon^- \mathcal{L}'_+ + 2(\epsilon^-) \mathcal{L}_+ - \frac{c}{24\pi} (\epsilon^-)^{\prime\prime\prime},
$$

$$
\delta z \mathcal{L}_+ = \epsilon^+) \mathcal{L}'_+ + 2\epsilon^+) \mathcal{L}_+ - \frac{c}{24\pi} (\epsilon^+)^{\prime\prime\prime}. \tag{2.52}
$$

On the other hand, the non-local coordinates $z^\pm$ also contain explicit dependence on the coordinates $x^\pm$. The DWCFT transformations (2.48) correspond to a total variation of $z^\pm$, e.g.

$$
\delta_{\text{tot}} z^- = -(\xi^- + \mu^\xi_\xi^+) + \int dx^+ \delta_{\text{DWCFT}} \mu^- = -\epsilon^- (z^-), \tag{2.53}
$$

and, similarly, $\delta_{\text{tot}} z^+ = -\epsilon^+(z^+)$. Therefore, in the $z^\pm$ coordinate system, the transformations of $\mathcal{L}_\pm$ become the standard ones for a holomorphic stress tensor in the variables $z^-$ and $z^+$, except that these variables depend on, respectively, $\mu^-$ and $\mu^+$. The resulting symmetry algebra is similar to the non-local Virasoro in the context of $TT$ [61] and $JT$ [60] deformations. We would like to further explore the relation in future work.

The transformations (2.49) and (2.50) determine those of the spectrally flowed variables (2.43) under the residual DWCFT phase space symmetries, which are given in appendix A.

### 2.3 Generalized CSS boundary conditions and symmetry algebra

In the previous subsection we constructed a non-degenerate symplectic space of solutions of the constraints (2.6), and obtained a well posed variational principle in terms of unconstrained symplectic data. Moreover, we saw that there exists a class of canonical transformations that preserve the variational principle. We now discuss canonical transformations...
that modify the variational principle, allowing for more general boundary conditions. We will see that the boundary conditions relevant for describing the CSYK model are a generalization of the CSS boundary conditions [32].

Starting with the spectrally flowed variables (2.43), the variational principle takes the form

$$\delta I_{3D}^{\text{ren}} = \int_{\partial M} d^2 x \left( O_- \delta \mathcal{J}^- + O_+ \delta \mathcal{J}^+ - \frac{c}{12\pi} \partial_+ \mathcal{F} \delta \Phi \right).$$

(2.54)

This can be modified by adding an arbitrary boundary term

$$I_{3D}^{\text{ren}} \rightarrow I_{3D}^{\text{ren}}' = I_{3D}^{\text{ren}} + \int_{\partial M} d^2 x K(J^i, O_i),$$

(2.55)

for some function $K$. More generally, $K$ may contain a finite number of derivatives with respect to the boundary coordinates, $x^\pm$, and can depend on $\Phi$ as well. The argument given earlier for $I_{\text{local}}$ in (2.34) implies that the boundary term $K$ does not affect the symplectic form (2.35), and so it corresponds to the generating function of a canonical transformation within the DWCFT symplectic space, parameterized by the variables $\{J^i, O_i\}, i = -, + [53]$. This is analogous to mixed boundary conditions for scalars with an AdS mass in the window where both modes are normalizable [51]. However, a generic $K$ preserves a subset of the DWCFT phase space symmetries, if any at all.

Under the canonical transformation generated by $\mathcal{K}$, the variational principle is modified as

$$\delta I_{3D}^{\text{ren}} = \int_{\partial M} d^2 x \left( P_- \delta Q^- + P_+ \delta Q^+ \right) = \int_{\partial M} d^2 x \left[ \left( \frac{\partial \mathcal{K}}{\partial J^i} + O_i \right) \delta J^i + \frac{\partial \mathcal{K}}{\partial O_i} \delta O_i \right],$$

(2.56)

where the new symplectic variables, $(Q^i, P_i)$, are related to the original ones, $(J^i, O_i)$, as

$$P_j \frac{\partial Q^i}{\partial J^j} = \frac{\partial \mathcal{K}}{\partial J^i} + O_i, \quad P_j \frac{\partial Q^i}{\partial O_i} = \frac{\partial \mathcal{K}}{\partial O_i}. \quad (2.57)$$

The spectral flow equations (2.40) are a special case of these relations, obtained by setting $\mathcal{K} = 0$.

Given arbitrary functions $Q^i(J^j, O_j)$ and $P_i(J^j, O_j)$, these relations uniquely determine the boundary term, $\mathcal{K}^i(J^j, O_j)$, provided it exists. Existence of $\mathcal{K}$ is equivalent to preserving the symplectic form and so, for any choice of new variables that preserve the symplectic form, there exists a unique boundary term $\mathcal{K}$. However, a given boundary term, $\mathcal{K}^i(J^j, O_j)$, does not uniquely determine the new symplectic variables $Q^i(J^j, O_j)$ and $P_i(J^j, O_j)$ due to the existence of canonical transformations that preserve the variational principle. Nevertheless, additional conditions may be imposed by the requirement that the deformed theory preserves certain symmetries or that it has a well defined holographic dual. In the case of scalar fields, for example, the form of the new canonical variables is dictated by the requirement that the canonical transformation corresponds to a multitrace deformation of the dual field theory in the large-$N$ limit [51].
2.3.1 Generalized CSS boundary conditions

The CSS boundary conditions for AdS$_3$ gravity, first introduced in [32], correspond to modifying the variational principle (2.24) at $\mu^+ = 0$ by adding the boundary term$^3$

$$\int_{\partial M} d^2 x \mathcal{L}_- \mu^+, \quad (2.58)$$

which amounts to a Legendre transform in one symplectic pair. The resulting variational principle,

$$\delta I_{3D}^{CSS} = \int_{\partial M} d^2 x (\mu^- \delta \mathcal{L}_- - \mathcal{L}_+ \delta \mu^+), \quad (2.59)$$

requires that $\mathcal{L}_-$ and $\mu^+$ be kept fixed. As we will briefly review momentarily, the asymptotic symmetry generators obtained from these boundary conditions form a single right-moving (along $x^+$-coordinate) non-compact $u(1)$ Virasoro-Kac-Moody algebra.

In this subsection, we would like to generalize the CSS variational principle to the DWCFT phase space such that (2.59) is recovered in the limit $\mu^+ \to 0$. Such a generalization, however, is not unique. In fact, turning on $\mu^+$ amounts to an irrelevant deformation of the $\mu^+ = 0$ theory [35, 62] and, therefore, the generalization of the variational principle (2.59) to non-zero $\mu^+$ is not unique. Different possibilities correspond to different ultraviolet completions.

A natural generalization of (2.58) to finite $\mu^+$ is the Lorentz and parity violating boundary term

$$I_{pv} = -\int_{\partial M} d^2 x \mathcal{J}^- \mathcal{O}_-, \quad (2.60)$$

where $(\mathcal{J}^-, \mathcal{O}_-)$ are the spectrally flowed symplectic variables in (2.43), parameterized by the arbitrary function $\mathcal{R}(\lambda)$. Depending on the choice of this function, the resulting total action

$$I_{3D}^{GCSS} \equiv I_{3D}^{ren} + I_{pv}, \quad (2.61)$$

is invariant under a subset of the local symmetries of the DWCFT phase space. By identifying the local symmetries the boundary term (2.60) preserves, we will determine the conditions that the function $\mathcal{R}(\lambda)$ must satisfy so that (2.61) coincides with the effective action of the CSYK model.

From (2.54) it follows that the boundary term (2.60) leads to the variational principle

$$\delta I_{3D}^{GCSS} = \int_{\partial M} d^2 x \left( -\mathcal{J}^- \delta \mathcal{O}_- + \mathcal{O}_+ \delta \mathcal{J}^+ - \frac{c}{12\pi} \partial_+ \mathcal{R} \delta \Phi \right). \quad (2.62)$$

The boundary conditions compatible with this variational principle are

$$\delta \mathcal{O}_- = 0, \quad \delta \mathcal{J}^+ = 0, \quad \delta \Phi = 0, \quad (2.63)$$

which provide a generalization of the CSS boundary conditions [32] to finite $\mu^+$.

$^3$As we show here, in order to obtain the CSS asymptotic symmetry algebra at $\mu^+ = 0$, the boundary term must be specified to linear order in $\mu^+$. However, the boundary term is [32] is specified explicitly only to zeroth order in $\mu^+$. 
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2.3.2 Conserved charges and asymptotic symmetry algebra

A well defined variational principle on a non-degenerate symplectic space defines a symplectic potential, \( \Psi(\mathcal{P}_a, \delta \mathcal{Q}^a) \), which depends on the generalized momenta, \( \mathcal{P}_a \), and the variations of the generalized coordinates, \( \delta \mathcal{Q}^a \). The index \( a \) runs over the number of symplectic pairs; in our case \( a = i = \pm \). The symplectic potential is the integrand of the variational principle and contains all information necessary for identifying the asymptotic symmetries and associated conserved charges. For Dirichlet boundary conditions, it has been shown [52] that this symplectic potential coincides with that used in the covariant phase space approach [63]. However, in contrast to the covariant phase space approach, the holographic construction of the conserved charges correctly accounts for the Casimir contribution and, as we will now discuss, it is generalizable to boundary conditions other than Dirichlet.

To determine the asymptotic symmetries and conserved charges, one starts by identifying the local symmetries that leave the action invariant up to anomalies, i.e. up to terms that depend locally on the generalized coordinates, \( \mathcal{Q}^a \), but not on the momenta, \( \mathcal{P}_a \). Let us parameterize the \( I \)th local symmetry by \( y_{i_1 i_2 \cdots i_I}^{I} \), where the indices \( i_1 i_2 \cdots i_I \) reflect the tensor structure of the symmetry parameter, such as scalar for Weyl or U(1) transformations, and vector for diffeomorphisms. When evaluated on symmetry variations of the coordinates \( \mathcal{Q}^a \), the symplectic potential takes the form

\[
\Psi(\mathcal{P}_a, \delta y^{I} \mathcal{Q}^a) = \partial_i \mathcal{V}_i(y) + y_{i_1 i_2 \cdots i_I}^{I} \mathcal{W}_{i_1 i_2 \cdots i_I}^{I},
\]

(2.64)

for some quantities \( \mathcal{V}_i \) and \( \mathcal{W}_{i_1 i_2 \cdots i_I}^{I} \) that depend on the canonical variables. This expression involves a sum over the index \( I \), which counts the number of independent local symmetry parameters. If the local parameters \( y_{i_1 i_2 \cdots i_I}^{I} \) are arbitrary functions of all spacetime coordinates, invariance of the action (up to possible anomalies) leads to the Ward identities

\[
\mathcal{W}_{i_1 i_2 \cdots i_I}^{I} = 0.
\]

(2.65)

As in some of the examples we will consider, the parameters \( y_{i_1 i_2 \cdots i_I}^{I} \) may in general be arbitrary functions of a subset of spacetime coordinates, resulting in a partially integrated Ward identity.

The local symmetries allow us to identify not only the Ward identities, but also the conserved charges associated with global symmetries. Global symmetries correspond to the subset of local symmetries that leave the generalized coordinates invariant, \(^4\) that is

\[
\delta y_I \mathcal{Q}^a = 0.
\]

(2.66)

For each global symmetry satisfying the condition (2.66) we have

\[
0 = \Psi(\mathcal{P}_a, \delta y \mathcal{Q}^a) = \partial_i \mathcal{V}_i(y) + y_{i_1 i_2 \cdots i_I}^{I} \mathcal{W}_{i_1 i_2 \cdots i_I}^{I} = \partial_i \mathcal{V}_i(y),
\]

(2.67)

\(^4\)We use this notion of global symmetry throughout this paper. For example, the global symmetry algebra for Brown-Henneaux boundary conditions is two copies of the Virasoro algebra. This is not to be confused with the \( \text{sl}(2,\mathbb{R}) \) subalgebra, which is globally well defined on the sphere.
phase space symmetries
— preserve the form of the symplectic variables
— independent of boundary conditions

local symmetries of the theory
— depend on the form of the boundary conditions, i.e. on the variables kept fixed
— render the symplectic potential a total derivative, i.e. they leave the action invariant
— local symmetry parameters $y^i_1 i_2 \cdots i_I$ are arbitrary functions of (at least some of the) spacetime coordinates

global symmetries of the theory
— preserve the value of the variables kept fixed by the boundary conditions
— render the symplectic potential identically zero

Table 1. Glossary of symmetries discussed in this paper. The term “theory” refers to the phase space together with a specification of the variables kept fixed in the variational principle, i.e. the holographic sources. Global symmetries are a subset of both phase space and local symmetries. There is no generic relation between local and phase space symmetries, except that, for the phase spaces and boundary conditions we consider, local symmetries are always a subset of PBH transformations (2.12), i.e. of the phase space symmetry of the Fefferman-Graham phase space.

which implies that the charges
\[ Q[y_I] \equiv \int_{\Sigma} d\sigma_i \mathcal{V}^{i}(y_I), \] (2.68)
where $\Sigma$ is a boundary Cauchy surface and $d\sigma_i$ is the associated volume form, are conserved. A summary of the various types of symmetries used in our analysis can be found in table 1.

Instead of starting with the local symmetries and determining the global ones as a subset, it is often convenient to first identify the global symmetries and then obtain the conserved charges via the Noether procedure. The last step in this approach requires generalizing the global symmetry parameters to local ones that leave the action invariant, i.e. determining the local symmetries. As a result, the two approaches are completely equivalent. The only difference is a practical one; namely the Noether procedure typically does not require a general analysis of the local symmetries, but rather only a specific class of local symmetries need be identified.

We will now apply this general procedure to the generalized CSS variational principle (2.62), which corresponds to the symplectic potential
\[ \Psi_{\text{GCSS}}(P_a, \delta Q^a) = -\mathcal{J} \delta \mathcal{O}_- + \mathcal{O}_+ \delta \mathcal{J}^+ - \frac{c}{12\pi} \partial_+ \mathcal{F} \delta \Phi. \] (2.69)
In the following, we consider first the case $\mu^+ = 0$ and later generalize the analysis to non-zero $\mu^+$.

Symmetry algebra at $\mu^+ = 0$. As we discussed briefly earlier, the DWCFT phase space admits a smooth $\mu^+ \to 0$ limit provided the extremality condition (2.31) holds, which implies that the spectrally flowed current $\mathcal{O}_+$ in (2.43) satisfies
\[ \mathcal{O}_+ = -\tilde{\mathcal{L}}_+ (x^+) - \mathcal{A}'(0) \mathcal{O}_- (\mathcal{J}^-)^2 + \mathcal{O}(\mu^+), \] (2.70)
and hence, unless $\mathcal{A}'(0) = 0$, there is operator mixing even at $\mu^+ = 0$. 

\[ \]
In order to determine the conserved charges and the corresponding symmetry algebra at \( \mu^+ = 0 \), we will follow the first approach discussed above, first identifying the local symmetries and then determining the subset corresponding to the global ones. It turns out, however, that the DWCFT phase space symmetries (2.48) are too restrictive to be identified with the correct local symmetries. In fact, we will show that the \( \mu^+ \to 0 \) limit of the DWCFT phase space symmetries coincides with the global symmetries of the theory. The local symmetries can instead be identified with a suitable subset of the \( \mu^+ \to 0 \) limit of generic PBH transformations.

As \( \mu^+ \to 0 \), the PBH transformations (2.44) and (A.1) in appendix A imply that

\[
\delta_{\text{PBH}} J^+ = \partial_+ \xi^+ + \mathcal{O}(\mu^+),
\]

\[
\delta_{\text{PBH}} \mathcal{O}_- = \xi^+ \partial_+ \mathcal{O}_- + \xi^- \partial_- \mathcal{O}_- + 2(\partial_- \xi^- + (1 - \mathcal{R}'(0)) \mu^- \partial_- \xi^+) \mathcal{O}_- - \frac{c}{12\pi \ell} \partial^2 \sigma + \mathcal{O}(\mu^+),
\]

\[
\delta_{\text{PBH}} \Phi = \frac{\sigma}{\ell} + \frac{1}{2} (\partial_+ + \mu^- \partial_-) \xi^+_o + \partial_- \xi^- + 2 \Phi' \xi^+_o + \mathcal{O}(\mu^+).
\]

Inserting these in the symplectic potential (2.69) we find that it can be written as

\[
\Psi_{\text{CSS}}(P_o, \delta_{\text{PBH}} Q^o) = -\partial_- \left[ (\mathcal{L}_+(x^+)) + (2 - \mathcal{R}'(0))(\mu^-)^2 \mathcal{O}_- \right] + 2 \xi^- \mu^- \mathcal{O}_- - \frac{c}{12\pi \ell} \mu^- \partial_- \sigma
\]

\[+ \mu^- (\xi^- + (1 - \mathcal{R}'(0)) \mu^- \xi^+) \partial_- \mathcal{O}_- - \xi^+_o \mu^- \partial_+ + \mu^- \partial_- \mathcal{O}_- + \mathcal{O}(\mu^+). \tag{2.72}\]

Except for the first term in the second line, this is of the form (2.67) that the symplectic potential must take when evaluated on local symmetries. In particular, the first line is a total derivative that determines the conserved charges, while the last term in the second line is the first Ward identity in (2.45), since \( \mathcal{O}_- = -\mathcal{L}_- + \mathcal{O}(\mu^+) \). The first term in the second line is the only deviation from (2.67) and therefore determines the subset of PBH transformations that correspond to local symmetries.

Since the variational principle requires that \( \mathcal{O}_-(z^-) \) is kept fixed, the local symmetries in the limit \( \mu^+ \to 0 \) depend on the choice of the function \( \mathcal{O}_-(z^-) \) that is set to. Following [32], we demand that \( \mathcal{O}_-(z^-) = -\Delta/2\pi + \mathcal{O}(\mu^+) \), i.e. it approaches a constant as \( \mu^+ \to 0 \), so that \( \partial_- \mathcal{O}_- = \mathcal{O}(\mu^+) \). With this choice, (2.72) implies that arbitrary PBH transformations are local symmetries as \( \mu^+ \to 0 \).

Having identified the local symmetries, the next step is to determine the global symmetries that satisfy the generalized CSS boundary conditions (2.63). From the local symmetry transformations of the sources in (2.71), of \( \Phi \) in (2.44), and the choice \( \mathcal{O}_-(z^-) = -\Delta/2\pi + \mathcal{O}(\mu^+) \) follows that, in the limit \( \mu^+ \to 0 \), the global symmetries correspond to a subset of PBH transformations satisfying

\[
\partial_- \xi^+_o = 0, \quad \Delta \partial_- \xi^-_o - \frac{c}{24} \partial^2 \xi^-_o = 0, \quad \frac{\sigma}{\ell} = -\frac{1}{2} (\partial_+ \xi^+_o + \partial_- \xi^-_o + 2 \Phi' \xi^+_o).
\]

The general solution of this set of equations takes the form

\[
\xi^+_o = \upsilon(x^+), \quad \xi^-_o = a_0(x^+) + a_+(x^+) e^{\sqrt{24\pi c} z^-} + a_-(x^+) e^{-\sqrt{24\pi c} z^-}.
\]

\[\tag{2.74}\]
where \( v(x^+), a_0(x^+) \) and \( a_\pm(x^+) \) are arbitrary functions. Notice that we have chosen to parameterize the exponentials in terms of \( z^- \) instead of \( x^- \). This is because only the subset of these symmetries with constant \( a_\pm \) preserves the DWCFT phase space and, therefore, corresponds to the global symmetries at \( \mu^+ = 0 \). However, we find it useful to keep the \( x^+ \) dependence of \( a_\pm \) in the analysis of the global symmetries, setting them to constants at the very end. As it will become clear shortly, closure of the algebra requires that \( a_\pm \) are either arbitrary functions of \( x^+ \), or identically zero.

In fact, the global symmetries at \( \mu^+ = 0 \) can be identified with the \( \mu^+ \to 0 \) limit of the DWCFT phase space symmetries (2.48). In particular, as \( \mu^+ \to 0 \), \( z^+ \) effectively depends on \( x^+ \), and hence \( \epsilon^+(z^+) \) reduces to a function of \( x^+ \), and \( \epsilon^+(z^+) = \mu^+ \partial_+ \epsilon^+(z^+) \). The transformation of the current \( \mathcal{O}_+ \) in (A.3), therefore, remains well defined in this limit, provided that \( \mu^+ \epsilon^+(z^+) \) is finite. On the other hand, the finite part of \( \mu^+ \epsilon^+(z^+) \) as a function of \( x^+ \) is indistinguishable from \( \epsilon(x^+) \). It follows that the \( \mu^+ \to 0 \) limit of the DWCFT phase space symmetries (2.48) takes the form

\[
\xi^+_o = \epsilon(x^+) + \mu^+ \epsilon^+(z^+) \to \tilde{\xi}(x^+),
\]

\[
\xi^-_o = \varphi(x^+) - \lambda \epsilon^+(z^+) + \epsilon^-(z^-) \to \tilde{\varphi}(x^+) + \epsilon^-(z^-),
\]

\[
\frac{\sigma}{\mathcal{E}} \to -\frac{1}{2}(\epsilon^-)'(z^-) + \frac{1}{2}\omega(x^+). \tag{2.75}
\]

Comparing with (2.74), we identify

\[
\tilde{\xi} = \nu, \quad \tilde{\varphi} = a_0, \quad \epsilon^- = a_+ e^{\sqrt{24\Delta}z^-} + a_- e^{-\sqrt{24\Delta}z^-}, \quad \omega = -e^{-2\Phi} \partial_+ (e^{2\Phi}\nu), \tag{2.76}
\]

provided \( a_\pm \) are constants. Hence, the global symmetries at \( \mu^+ = 0 \), corresponding to (2.74) with constant \( a^\pm \), can be identified with the \( \mu^+ \to 0 \) limit of the local DWCFT symmetries (2.48).

The Killing vectors associated with the symmetries (2.74) take the form

\[
\zeta_{\text{ Witt}}[v] = v(x^+) \partial_+, \quad \zeta^o_{\text{ sl}(2)}[a_0] = a_0(x^+) \partial_-, \quad \zeta^\pm_{\text{ sl}(2)}[a_\pm] = a_\pm(x^+) e^{\pm\sqrt{24\Delta}z^-} \partial_-, \tag{2.77}
\]

and under the Lie bracket they satisfy the algebra

\[
[\zeta_{\text{ Witt}}[v_1], \zeta_{\text{ Witt}}[v_2]] = \zeta_{\text{ Witt}}[v_1 \partial_+ v_2 - v_2 \partial_+ v_1],
\]

\[
[\zeta_{\text{ Witt}}[v], \zeta^\pm_{\text{ sl}(2)}[a_0]] = \zeta^\pm_{\text{ sl}(2)}[v \partial_+ a_0],
\]

\[
[\zeta_{\text{ Witt}}[v], \zeta^\pm_{\text{ sl}(2)}[a_\pm]] = \pm \sqrt{\frac{24\Delta}{c}} \zeta^\pm_{\text{ sl}(2)}[va_\pm], \tag{2.78}
\]

\[
[\zeta^+_{\text{ sl}(2)}[a_+], \zeta^-_{\text{ sl}(2)}[a_-]] = 2 \sqrt{\frac{24\Delta}{c}} \zeta^0_{\text{ sl}(2)}[a_+ a_-],
\]

\[
[\zeta^-_{\text{ sl}(2)}[a_0], \zeta^\pm_{\text{ sl}(2)}[a_\pm]] = \pm \sqrt{\frac{24\Delta}{c}} \zeta^\pm_{\text{ sl}(2)}[a_0 a_\pm].
\]
In particular, $v(x^+)$ generates one copy of the Witt algebra, while $a_0(x^+), a_±(x^+)$ generate an $\hat{s}l(2,\mathbb{R})$ Kac-Moody algebra at level zero \cite{64}. However, only the subalgebra Witt$\oplus\hat{u}(1)$ corresponds to the Killing symmetry of the theory, as well as the DWCFT phase space symmetries \cite{2.48} as $\mu^+ \to 0$. In fact, as we show next, the conserved charges associated with the two off diagonal $\hat{s}l(2,\mathbb{R})$ generators vanish identically within the DWCFT phase space and therefore the physical symmetry algebra is the subalgebra Witt$\oplus\hat{u}(1)$ \cite{32}.

The conserved charges associated with the global symmetries can be read off from the transformation of the Kac-Moody and Virasoro currents, respectively $J^-$ and $O_+$. These are obtained by inserting the symmetries \cite{2.74} in the transformations \cite{A.1}, setting $a_± = 0$, and taking the limit $\mu^+ \to 0$. This determines that

\begin{equation}
\begin{split}
\delta J^- & = \partial_+ (\tilde{\varepsilon} + \mu^- \tilde{\varepsilon}), \\
\delta O_+ & = \tilde{\varepsilon} \partial_+ \left( O_+ + \frac{c}{12\pi} (\Phi'' - \Phi'^2) \right) + 2 \partial_+ \tilde{\varepsilon} \left( O_+ + \frac{c}{12\pi} (\Phi'' - \Phi'^2) \right)
+ \frac{c}{24\pi} \partial_+^3 \tilde{\varepsilon} - 2 \mathcal{R}'(0) \mu^- \partial_+ \varepsilon O_-, 
\end{split}
\end{equation}

and hence, since the conformal factor $\Phi$ is invariant under the global symmetries,

\begin{equation}
\begin{split}
\delta (\tilde{\mathcal{L}}^\Phi_+ - (2 - \mathcal{R}'(0))(\mu^-)^2 \mathcal{L}_-)
& = -\delta \left( O_+ + \frac{c}{12\pi} (\Phi'' - \Phi'^2) - 2(1 - \mathcal{R}'(0))(J^-)^2 O_- \right)
= \tilde{\varepsilon} \partial_+ (\tilde{\mathcal{L}}^\Phi_+ - (2 - \mathcal{R}'(0))(\mu^-)^2 \mathcal{L}_-)
+ 2 \partial_+ \tilde{\varepsilon} (\tilde{\mathcal{L}}^\Phi_+ - (2 - \mathcal{R}'(0))(\mu^-)^2 \mathcal{L}_-)
- \frac{c}{24\pi} \partial_+^3 \tilde{\varepsilon} - 2(2 - \mathcal{R}'(0))\mu^- \partial_+ \varepsilon \mathcal{L}_-. 
\end{split}
\end{equation}

\footnotetext{This shift can also be deduced by a suitable change of coordinates that eliminates the conformal factor \cite{35}.}
Inserting these transformations in the charges (2.79) determines their algebra. In particular,

\[
\delta_\tilde{\varphi} Q_{\text{Vir}}[\tilde{\varphi}] = \{Q_{\tilde{u}(1)}[\tilde{\varphi}], Q_{\text{Vir}}[\tilde{\varphi}]\} = -\frac{\Delta}{\pi} \oint (2 - R'(0)) \mu^- \tilde{\varphi} \partial_+ \tilde{\varphi},
\]

\[
\delta_\tilde{\varphi} Q_{\tilde{u}(1)}[\tilde{\varphi}] = \{Q_{\text{Vir}}[\tilde{\varphi}], Q_{\tilde{u}(1)}[\tilde{\varphi}]\} = -\frac{\Delta}{\pi} \oint \partial_+(\mu^- \tilde{\varphi}) \tilde{\varphi}.
\]  

(2.83)

However, closure of the algebra requires that

\[
\delta_\tilde{\varphi} Q_{\text{Vir}}[\tilde{\varphi}] = -\delta_\tilde{\varphi} Q_{\tilde{u}(1)}[\tilde{\varphi}],
\]  

(2.84)

and so we deduce that the spectral flow function, \( R(\lambda) \), must satisfy the additional condition

\[
R'(0) = 1.
\]  

(2.85)

When (2.85) is satisfied, the modes

\[
L_n = Q_{\text{Vir}}[e^{-inx^+}], \quad J_n = Q_{\tilde{u}(1)}[e^{-inx^+}], \quad n \in \mathbb{Z},
\]  

(2.86)

satisfy the symmetry algebra

\[
i\{L_m, L_n\} = (m - n)L_{m+n} + \frac{c}{12} m^3 \delta_{m+n,0},
\]

\[
i\{L_m, J_n\} = -nJ_{m+n},
\]

\[
i\{J_m, J_n\} = \frac{k_{\tilde{u}(1)}}{2} m \delta_{m+n,0},
\]  

(2.87)

where the Kac-Moody level is given by \([32]\)

\[
k_{\tilde{u}(1)} = -4\Delta.
\]  

(2.88)

**Symmetry algebra at finite \( \mu^+ \).** Having determined the symmetry algebra at \( \mu^+ = 0 \), we next consider the case of non-zero \( \mu^+ \), while maintaining the conditions required for the limit \( \mu^+ \to 0 \) to be well defined. In particular, we demand that the extremality condition (2.31) holds, \( L_- = \Delta/2\pi \) is constant, and the spectral flow function satisfies (2.85). As for the case \( \mu^+ = 0 \), the DWCFT phase space symmetries do not include the local symmetries that determine the conserved charges. We could again resort to PBH transformations, as we did for \( \mu^+ = 0 \), but it is practically easier to follow Noether’s procedure in this case, first determining the global symmetries and then promoting the symmetry parameters to arbitrary spacetime functions in order to read off the conserved charges.

The global symmetries are a subset of the DWCFT phase space symmetries (2.48), and hence, they can be determined from the transformations of the sources \( \mathcal{J}^+, \mathcal{O}_- \) in (A.3) and of the conformal factor \( \Phi \) in (2.49), which we reproduce here for easy reference:

\[
\delta \mathcal{J}^+ = - (\mu^+)^2 \partial_+ ((\mu^+)^{-1} \varepsilon),
\]

\[
\delta \mathcal{O}_- = (\varphi + \mu^+ \varepsilon + \epsilon^-) \partial^- \mathcal{O}_- + \left(2(\epsilon^-)' - \frac{(\lambda R')''}{(\lambda R')} \mu^+ \partial_+ (\varphi + \mu^- \varepsilon - \lambda \partial_+ ((\mu^+)^{-1} \varepsilon))\right) \mathcal{O}_- + \frac{c}{24\pi} \frac{\mu^+ \mathcal{F}(\partial_+ \omega - \partial_\omega \mathcal{F}) (\varphi + \mu^- \varepsilon - (\mu^+)^{-1} \varepsilon)}{(\lambda R')'(1 - \lambda)} + \frac{c}{24\pi} \frac{1}{(\lambda R')'} ((\epsilon^-)'' - \mathcal{F}^2 (\epsilon^-)'),
\]

\[
2\delta \Phi = - \varphi \mathcal{F} + e^{-2\Phi} \partial_+ (e^{2\Phi} \varepsilon) + \omega.
\]  

(2.89)
Setting these variations to zero and using the condition that $L_- = \Delta/2\pi$ is constant determines

$$\varphi + \mu^o\varepsilon = b_1, \quad \varepsilon = b_2\mu^o, \quad \omega = (b_1 - b_2)R,$$

$$\epsilon^+(z^+) \text{ arbitrary,} \quad \epsilon^-(z^-) = a_0 + a_+ e^{\frac{\sqrt{24\pi}}{c}z^-} + a_- e^{-\frac{\sqrt{24\pi}}{c}z^-}, \quad (2.90)$$

where $b_1, b_2, a_0,$ and $a_\pm$ are arbitrary constants. From (2.48) follows that the constants $b_1$ and $b_2$ are not independent, since they can be absorbed into the zero modes of $\epsilon^-$ and $\epsilon^+$, respectively. Moreover, as we saw above, in order for the algebra to close with constant $a_0$, $a_\pm$ must vanish identically. Then we are left with

$$\zeta[\varepsilon^+] = \frac{c}{1 - \lambda}(\partial_+ - \mu^o\partial_+) = a_0\partial_-, \quad \zeta[\varepsilon^-] = \frac{c}{1 - \lambda}(\partial_+ - \mu^o\partial_-) = \epsilon^+\partial_+, \quad (2.91)$$

where $\epsilon^+(z^+)$ is an arbitrary function of $z^+$, and $a_0$ is a constant.

The conserved charges associated with (2.91) may be determined using Noether’s procedure, by evaluating the symplectic potential (2.69) on these global symmetry transformations, but promoting $\epsilon^\pm$ to suitable functions of $x^\pm$. These must be as general as possible, but still leave the action invariant, i.e. they must render the symplectic potential a total derivative. The relevant local symmetry associated with $\epsilon^-$ corresponds to promoting $\epsilon^-$ from the special form in (2.3.2) to an arbitrary function of $z^-$. The global symmetry associated with $\epsilon^+$ already allows for an arbitrary dependence on $z^+$, and so the corresponding local symmetry requires promoting $\epsilon^+$ to an arbitrary function of both $z^+$ and $z^-$, or equivalently of $x^\pm$.

In order to evaluate the symplectic potential (2.69) on such transformations, it is necessary to correctly specify the value of the function $\sigma$ in the PBH transformation of the warp factor $\Phi$ in (2.44), since the DWCFT form of $\sigma$ in (2.48) does not have a well defined generalization to an arbitrary $\epsilon^+(x^+, x^-)$. From (2.44) we see that maintaining the condition $\delta \Phi = 0$ determines

$$\frac{\sigma}{\ell} = -\frac{1}{2}(\partial_+ + \mu^o\partial_-)\xi^+_o + (\partial_- + \mu^o\partial_+)\xi^-_o + 2\Phi\xi^+_o, \quad (2.92)$$

where $\xi^+_o$ are as in (2.48), but with $\epsilon^+$ promoted to an arbitrary function of $x^\pm$. With this choice for $\sigma$, the resulting expression for the symplectic potential (2.69) is

$$\Psi_{\text{GCSS}}(P_a, \delta Q)^o = \left[-(\mu^o)^2\Sigma_+ + \lambda^2\partial_\lambda\left(\frac{\mathcal{R}}{(\lambda R)^o}\right)\Sigma_-\right](\partial_+ - (\mu^o)^{-1}\partial_-)\epsilon^+$$

$$+ \frac{c}{24\pi}\frac{\lambda R}{(1 - \lambda)(\lambda R)^o}\left(\mathcal{F} + \frac{1 + \lambda}{1 - \lambda}\partial_-\right)(\mathcal{F} + \partial_+ \mu^o + \mu^o \partial_+)(\partial_+ - (\mu^o)^{-1}\partial_-)\epsilon^+$$

$$+ \partial_-(\frac{\mu^o \mathcal{R}}{(\lambda R)^o}(2\epsilon^- L_- - \frac{c}{24\pi}\partial_-^2 \epsilon^-)), \quad (2.93)$$

where recall that $\Sigma_\pm$ were defined in (2.30).
The form (2.93) of the symplectic potential confirms that an arbitrary \( \epsilon^-(z^-) \) is a local symmetry for any \( \mu^+ \). The conserved charge associated with the corresponding global symmetry in (2.3.2) is

\[
Q[\alpha_0] = - \oint dx^+ \frac{R^+}{(\lambda R^+)} 2L_- \alpha_0. \tag{2.94}
\]

Notice that, in the limit \( \mu^+ \to 0 \), this coincides with the zero mode of the \( \hat{u}(1) \) Kac-Moody charge \( Q_{\hat{u}(2)}[\alpha_0] \) in (2.79). Hence, the global \( u(1) \) at finite \( \mu^+ \) in enhanced to a Kac-Moody \( \hat{u}(1) \) as \( \mu^+ \to 0 \).

The conserved charge associated with \( \epsilon^+ \) is less straightforward to identify. Firstly, the symplectic potential (2.93) is not a total derivative for arbitrary \( \epsilon^+(x^+, x^-) \) and so, such an \( \epsilon^+ \) is not in general a local symmetry of the theory. However, to leading order in \( \mu^+ \) as \( \mu^+ \to 0 \), the \( \epsilon^+ \) part of the symplectic potential (2.93) takes the form

\[
\Psi_{\text{GCSS}}(P_a, \delta \epsilon^+, Q^a) = -\partial_-( (\mathcal{L}_+(x^+)- (\mu^-)^2 R(0) \mathcal{O}_-) \mu^+ \epsilon^+ + \frac{c}{24\pi} \mu^+ e^{-2\Phi} \partial_+ \partial_{-}(e^{2\Phi} \mu^+ \epsilon^+) ) \tag{2.95}
\]

Since the relations (2.48) imply that \( \xi^{+}_{\alpha} \) are related to \( \epsilon^+ \) as

\[
\xi^{+}_{\alpha} \sim \mu^+ \epsilon^+, \quad \xi^{-}_{\alpha} \sim -\mu^- \mu^+ \epsilon^+, \tag{2.96}
\]

this symplectic potential coincides with the one in (2.72) that was obtained earlier at \( \mu^+ = 0 \). The conserved charges associated with this emergent Virasoro symmetry in the limit \( \mu^+ \to 0 \) are those given in the first line of (2.79).

At finite \( \mu^+ \), the \( \epsilon^+ \) part of the symplectic potential (2.93) can be expressed in the form

\[
\Psi_{\text{GCSS}}(P_a, \delta \epsilon^+, Q^a) = (\partial_+ - (\mu^+)^{-1} \partial_-)(\epsilon^+ \mathcal{L}_+) + \delta \epsilon^+ \left( -\mathcal{J}^- \mathcal{O}_- + \frac{c}{24\pi} \frac{1}{2\mu^+} \partial^2 \right) - \frac{c}{24\pi} \partial_+ (\mathcal{J}(\partial_- - \mu^+ \partial_+) \epsilon^+) \tag{2.97}
\]

Although we shall not do so here, the term in the second line could be eliminated by modifying the local transformation of \( \sigma \) given above to

\[
\frac{\sigma}{t} = -\frac{1}{2} ((\partial_+ + \mu^- \partial_-) \xi^+_{\alpha} + (\partial_- + \mu^+ \partial_+) \xi^-_{\alpha} + 2\Phi \xi^+_{\alpha}) - \frac{1}{2} (\partial_- - \mu^+ \partial_+) \epsilon^+, \tag{2.98}
\]

so that

\[
\delta \Phi = -\frac{1}{2} (\partial_- - \mu^+ \partial_+) \epsilon^+. \tag{2.99}
\]

It follows that, for Dirichlet boundary conditions (i.e. in the absence of the boundary term (2.60)), there exists a modified effective action that differs from the original only by a local functional of the sources, such that arbitrary \( \epsilon^+(x^+, x^-) \) are a local symmetry. The corresponding conserved charges are the standard Virasoro charges

\[
Q[\epsilon^+] = \oint (dx^- + (\mu^+)^{-1} dx^+) \mathcal{L}_+ \epsilon^+ = \oint dz^+ \mathcal{L}_+ \epsilon^+, \tag{2.100}
\]

associated with the global symmetries \( \epsilon^+(z^+) \). For GCSS boundary conditions, however, the modified action preserving arbitrary \( \epsilon^+(x^+, x^-) \) is non-locally related to the original
effective action due to the term $J^- O_-$. Such a non-local change would modify the theory and it is therefore not acceptable. As a result, there are no conserved charges associated with generic $\epsilon^+(z^+)$ for GCSS boundary conditions.

Nevertheless, there is a (different) conserved charge associated with the zero mode of $\epsilon^+(z^+)$, $\epsilon^+_0$. This symmetry can be gauged by promoting the global parameter $\epsilon^+_0$ to a function of $x^-$, i.e. $\epsilon^+_0(x^-)$. On such local transformations, the symplectic potential (2.93) reduces to

$$\Psi_{\text{GCSS}}(P_a, \delta \epsilon^+_0 Q^a) = -\frac{1}{\mu^+} \partial_- \left[ \left( L_+ - \frac{c}{48\pi} (\mathcal{F}^2 - 2\mu^+ \partial_+ \mathcal{F}) \right) \epsilon^+_0 \right.\
- \lambda^2 \partial_\lambda \left( \frac{\mathcal{R}}{(\lambda \mathcal{R})'} \right) \left( L_- - \frac{c}{48\pi} \mathcal{F}^2 \right) \epsilon^+_0\
+ \frac{c}{24\pi} \frac{\lambda \mathcal{R}}{(1 - \lambda)(\lambda \mathcal{R})'} (\mathcal{F} + \partial_+ \mu^+) \left( \mathcal{F} + \frac{1 + \lambda}{1 - \lambda} \partial_- \right) \epsilon^+_0\left] + (\mu^+)^{-1} L'_+ \epsilon^+_0. \right) \tag{2.101}$$

It follows that, provided $L_+$ is a constant (recall that we already assume that $L_-$ is a constant so that the limit $\mu^+ \to 0$ is well defined), any function $\epsilon^+_0(x^-)$ is a local symmetry. The conserved $u(1)$ charge associated with the global symmetry corresponding to the zero mode $\epsilon^+_0$ is

$$Q[\epsilon^+_0] = \oint \frac{dx^+}{\mu^+} \left[ L_+ - \frac{c}{48\pi} (\mathcal{F}^2 - 2\mu^+ \partial_+ \mathcal{F}) - \lambda^2 \partial_\lambda \left( \frac{\mathcal{R}}{(\lambda \mathcal{R})'} \right) \left( L_- - \frac{c}{48\pi} \mathcal{F}^2 \right) \right.\
+ \frac{c}{24\pi} \frac{\lambda \mathcal{R}}{(1 - \lambda)(\lambda \mathcal{R})'} (\mathcal{F} + \partial_+ \mu^+) \left( \mathcal{F} + \frac{1 + \lambda}{1 - \lambda} \partial_- \right) \epsilon^+_0 \left]. \right. \tag{2.102}$$

It is straightforward to check that this charge reduces to the zero mode of the Virasoro charges in (2.79) in the limit $\mu^+ \to 0$ with constant $\Phi$. So the $u(1)$ symmetry at finite $\mu^+$ is enhanced to a Virasoro algebra at $\mu^+ = 0$. In combination with the $u(1)$ charge (2.94) associated with the zero mode of $\epsilon^-$, therefore, we have shown that the $u(1) \oplus u(1)$ symmetry at finite $\mu^+$ is enhanced to the Virasoro-Kac-Moody symmetry (2.79) at $\mu^+ = 0$. We summarize the phase space and global symmetries of the various phase spaces we have discussed in table 2.

We conclude this section we a couple of remarks. Firstly, we emphasize again that only states with constant $L_+$ preserve a second $u(1)$ global symmetry at finite $\mu^+$, while those with non-constant $L_+$ break it spontaneously. As we will see in the next section, the subsector of the DWCFT phase space with constant $L_-$ and $L_+$ coincides with the phase space of 2D dilaton gravity upon Kaluza-Klein reduction. In particular, the $s$-modes possess two U(1) symmetries corresponding to the 2D mass and electric charge. The limit $\mu^+ \to 0$ results in 2D solutions with a constant dilaton, which have an enhanced Virasoro-Kac-Moody symmetry.

Secondly, the symmetry analysis at finite $\mu^+$ in this section assumes a generic spectral function $\mathcal{R}(\lambda)$, subject only to the two conditions (2.42) and (2.85), which are necessary for the emergence of the Virasoro-Kac-Moody symmetry in the limit $\mu_+ \to 0$. If these
Table 2. Summary of the three phase spaces we study in this paper: GWCFT ⊂ DWCFT ⊂ FG. For each case we list the phase space symmetries, which are independent of the choice of boundary conditions, as well as the global symmetry algebra corresponding to either Dirichlet (D) or Compère-Song-Strominger (CSS) boundary conditions.

Conditions are relaxed, however, there exist special choices of \( R(\lambda) \) that lead to enhanced symmetry at finite \( \mu^+ \). For example, when \( L_- \) and \( L_+ \) are constant and the spectral flow function is of the form

\[
R(\lambda) = \frac{R_o}{\lambda(1 - \lambda)^n}, \tag{2.103}
\]

where \( R_o \) and \( n \neq 1 \) are constants, then the symplectic potential (2.69) reduces to a total derivative, except for the terms involving \( \omega \). In that case, all DWCFT phase space symmetries are preserved by the boundary term (2.60), except for Weyl transformations, \( \omega \). If \( n = 1 \), the terms involving \( \omega \) also become a total derivative, restoring Weyl invariance. However, for any value of \( n \), the form (2.103) of \( R(\lambda) \) is incompatible with the \( \mu^+ \rightarrow 0 \) limit, and so it is not suitable for our present purposes.

3 2D dilaton gravity and the DWCFT phase space

In this section, we review the consistent Kaluza-Klein (KK) reduction of AdS_3 gravity to two dimensions, as well as the space of solutions of the resulting 2D dilaton gravity [35]. Moreover, we demonstrate that any 2D solution can be embedded in the DWCFT phase space of 3D gravity. The discussion in this section is independent of any boundary conditions.

3.1 Consistent reduction to 2D and the space of solutions

The starting point for the KK reduction of AdS_3 gravity is the ansatz

\[
ds_{3D}^2 = ds_{2D}^2 + e^{-2\psi}(dw + A)^2, \tag{3.1}
\]

where \( \psi \) and \( A = A_\mu dx^\mu \) are respectively a scalar and a U(1) gauge field on the two dimensional base manifold with metric \( g_{\mu \nu} \). The coordinate \( w \sim w + 2\pi R_w \) parameterizes the KK circle. Inserting this ansatz in the AdS_3 gravity action (2.1) results in the Einstein-Maxwell-Dilaton theory [35, 62, 65]

\[
I_{2D} = \frac{1}{2\kappa_{2D}^2} \left[ \int d^2x \sqrt{-g} \ e^{-\psi} \left( R[g] + \frac{2}{\ell^2} - \frac{1}{4} e^{-2\psi} F_{\mu \nu} F^{\mu \nu} \right) + 2 \int dt \sqrt{-\gamma} e^{-\psi} K \right], \tag{3.2}
\]
where $\kappa_{2D}^2 = \kappa_{3D}^2/2\pi R_w = \frac{6\ell}{c R_w}$, $K$ is the trace of the extrinsic curvature of the induced metric, $\gamma$, on the (regulated) one dimensional boundary, and $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ is the field strength of $A_\mu$. Crucially, the 2D theory (3.2) is a consistent truncation of AdS$_3$ gravity [35]. Namely, the equations of motion following from (3.2) imply those obtained from (2.1), which means that any solution of the 2D theory uplifts to a solution of AdS$_3$ gravity.

The field equations following from the 2D action (3.2) can be solved exactly. Starting with the Maxwell equation

$$\nabla_\mu (e^{-3\psi} F^{\mu\nu}) = 0,$$

its general solution can be expressed covariantly as

$$F_{\mu\nu} = 2Q e^{3\psi} \epsilon_{\mu\nu}, \quad F^2 = -8Q^2 e^6\psi,$$

where the constant $Q$ is the 2D electric charge and $\epsilon_{\mu\nu}$ is the Levi-Civita tensor in two dimensions.

Using (3.4) and adopting (without loss of generality) the FG gauge

$$ds^2_{2D} = d\rho^2 + \gamma_{tt}(\rho,t) dt^2, \quad A_t = A_t(\rho,t) dt,$$

the field equations take the form

$$(\partial^2_\rho - \ell^{-2}e^{-\psi} + Q^2 e^{3\psi}) = 0,$$

$$(\partial^2_\rho - \ell^{-2} - 3Q^2 e^{4\psi}) e^{-\sqrt{-\gamma}} = 0,$$

$$\Box_t + K \partial_\rho - \ell^{-2} e^{-\psi} + Q^2 e^{3\psi} = 0,$$

$$\partial_\rho (\partial_\rho e^{-\psi} \sqrt{-\gamma}) = 0,$$

$$\partial_\rho A_t = -2Q e^{3\psi} \sqrt{-\gamma},$$

where $\sqrt{-\gamma} = \sqrt{-\gamma_{tt}}$, $K = \partial_\rho \log \sqrt{-\gamma}$ is the extrinsic curvature of $\gamma_{tt}$, $\Box_t$ is the covariant Laplacian with respect to $\gamma_{tt}$, and in the last equation we have chosen the orientation of the two dimensional base such that $\epsilon_{\rho\mu} = \sqrt{-\gamma}$.

The general solution of the system of equations (3.6) can be obtained analytically [35]. The solution space consists of two distinct branches, depending on whether the dilaton, $\psi$, is constant or not. However, running dilaton solutions that satisfy a certain extremality condition flow to constant dilaton solutions in the IR.

**Running dilaton solutions.** Provided the dilaton, $\psi$, is not a constant, the general solution of the system of equations (3.6) takes the form

$$e^{-\psi} = \beta(t)e^{\rho/\ell}
\sqrt{1 + \frac{m - \beta^2(t)/\alpha^2(t)}{4\beta^2(t)} \ell^2 e^{-2\rho/\ell} - \frac{Q^2 \ell^2}{4\beta^4(t)} e^{-4\rho/\ell}},$$

$$\sqrt{-\gamma} = \frac{\alpha(t)}{\beta(t)} \partial_\rho e^{-\psi},$$

$$A_t = \mu(t) + \frac{\alpha(t)}{2\beta(t)} \partial_t \log \left(\frac{4\ell^{-2} e^{2\rho/\ell} \beta^2(t) + m - \beta^2(t)/\alpha^2(t) - 2Q/\ell}{4\ell^{-2} e^{2\rho/\ell} \beta^2(t) + m - \beta^2(t)/\alpha^2(t) + 2Q/\ell}\right),$$

(3.7)
where primes denote a derivative with respect to $t$, $\alpha(t)$, $\beta(t)$ and $\mu(t)$ are arbitrary functions, and $m$ is an integration constant. Notice that the asymptotic behavior of the solution as $\rho \to \infty$ is determined by the functions $\alpha(t)$, $\beta(t)$ and $\mu(t)$, namely

$$\gamma_{tt} \sim -\alpha^2 e^{2\rho/\ell} + \mathcal{O}(1), \quad e^{-\psi} \sim \beta e^{\rho/\ell} + \mathcal{O}(1), \quad A_t = \mu + \mathcal{O}(e^{-2\rho/\ell}). \quad (3.8)$$

The asymptotic behavior of $e^{-\psi}$ and $\sqrt{-\gamma} \sim \alpha e^{\rho/\ell}$ require that both $\alpha$ and $\beta$ are positive definite. As discussed in [35], for certain ranges of the parameters $m$ and $Q$, these solutions correspond extremal or non-extremal 2D black holes and can be uplifted to the BTZ black hole.

**Constant dilaton solutions.** The system (3.6) admits a second branch of solutions where the dilaton is constant and determined by the electric charge [5, 62, 66]. These solutions take the form

$$e^{-2\psi} = \ell |Q|, \quad \sqrt{-\gamma} = \tilde{\alpha}(t)e^{2\rho/\ell} + \tilde{\beta}(t)e^{-2\rho/\ell}, \quad A_t = \tilde{\mu}(t) - \ell Q e^{3\psi}(\tilde{\alpha}(t)e^{2\rho/\ell} - \tilde{\beta}(t)e^{-2\rho/\ell}),$$

where $\tilde{\alpha}(t) > 0$, $\tilde{\beta}(t)$ and $\tilde{\mu}(t)$ are again arbitrary functions. In this branch, the metric is locally AdS$_2$ with radius $\ell_{2D} = \ell/2$. In particular, in the absence of a horizon, the functions $\tilde{\alpha}(t)$ and $\tilde{\beta}(t)$ correspond to 1D metrics on the two boundaries of global AdS$_2$. More generally, the constant dilaton solutions correspond to the Very Near Horizon region of near extremal black holes [67] and can also be uplifted to the BTZ black hole.

### 3.2 Extremality condition and interpolating flow

The fact that the running dilaton solutions are (in a suitable Weyl frame) asymptotically AdS$_2$ with radius $\ell$, while the constant dilaton ones are asymptotically AdS$_2$ with radius $\ell_{2D} = \ell/2$ suggests that there should exist a holographic RG flow that interpolates between the former in the UV and the latter in the IR. As we now review, this is indeed the case, provided the parameters of the two solution branches satisfy certain (near) extremality conditions.

It is instructive to discuss this interpolating flow from two complementary viewpoints. Firstly, starting from the running dilaton solutions in the UV, we show that such solutions flow to the constant dilaton ones in the IR, provided the extremality conditions are fulfilled. In the second approach, we start from the constant dilaton solutions in the IR and consider linear perturbations around them, which take us into the running dilaton class of solutions. This procedure corresponds to conformal perturbation theory with an irrelevant deformation around the IR fixed point.

**UV to IR.** Starting with the running dilaton solutions (3.7), we are interested in extremal black holes which allow for an RG flow description from the UV at the asymptotic infinity $\rho \to \infty$ to the IR near the horizon. By examining the zeros of $\gamma_{tt}$ we observe that the extremality condition is $m - 2|Q|/\ell = \beta^2/\alpha^2$, in which case the horizon is located at $\rho \to -\infty$. Requiring trivial holonomy at the horizon imposes the additional condition
\[ \mu = -\text{sgn}(Q)\alpha/\beta. \] The solution (3.7) then becomes
\[
e^{-\psi} = \sqrt{\ell|Q| + \beta^2(t)e^{2p/\ell}}, \quad -\gamma = \frac{\alpha(t)\beta(t)e^{2p/\ell}}{\sqrt{\ell|Q| + \beta^2(t)e^{2p/\ell}}}, \quad A_t = -\frac{\text{sgn}(Q)\alpha(t)\beta(t)e^{2p/\ell}}{\ell|Q| + \beta^2(t)e^{2p/\ell}}.\] (3.10)

The asymptotic UV behavior of this solution as \( \rho \to +\infty \) is still given by (3.8). However, since \( \beta^2 \) enters always with a factor of \( e^{2p/\ell} \), the IR expansion as \( \rho \to -\infty \) is equivalent to the parameter limit \( \beta \to 0 \), keeping \( \alpha \beta \) fixed, which also sets \( m = 2|Q|/\ell \) and \( |\mu| \to \infty \). As was shown explicitly in [35], the leading order terms in the near horizon expansion, which is equivalent to small \( \beta \) expansion, correspond to a constant dilaton solution of the form (3.9) with \( \tilde{\alpha} = \alpha/\sqrt{\ell|Q|}, \tilde{\beta} = 0, \tilde{\mu} = 0 \).

In order to get a constant dilaton solution with non-zero \( \tilde{\beta} \) and \( \tilde{\mu} \) in the IR, we need to generalize this limit to near extremal running dilaton solutions. In particular, setting \( \mu = -\text{sgn}(Q)\alpha/\beta + \tilde{\mu}(t) \) and \( m - \beta^2/\alpha^2 = 2|Q|/\ell + 8\beta^2\delta(t)/\ell^2 \) for some \( \tilde{\mu}(t) \) and small \( \delta(t) \geq 0 \), the limit \( \beta \to 0 \) of the solutions (3.7), while keeping \( \alpha \beta \) fixed and \( 0 \leq \delta(t)e^{-2p/\ell} \approx \beta^2(t)e^{2p/\ell} \), takes the form
\[
e^{-\psi} = \sqrt{\ell|Q| + \frac{\beta^2}{2\sqrt{\ell|Q|}}e^{2p/\ell}} + \sqrt{\ell|Q|}e^{-2p/\ell}\delta + \mathcal{O}(\beta^4e^{4p/\ell}), \quad \sqrt{-\gamma} = \frac{\alpha\beta}{\sqrt{\ell|Q|}}e^{2p/\ell} + \sqrt{\ell|Q|e^{-2p/\ell}\alpha\delta'/\beta'} + \mathcal{O}(\beta^2e^{4p/\ell}), \quad A_t = \tilde{\mu} - \frac{\alpha\beta}{\ell|Q|}e^{2p/\ell} + \text{sgn}(Q)\frac{\alpha\delta'}{\beta'}e^{-2p/\ell} + \mathcal{O}(\beta^2e^{4p/\ell}).\] (3.11)

Up to \( \mathcal{O}(\beta^2e^{4p/\ell}) \) terms, this is a constant dilaton solution of the form (3.9) with parameters
\[
\tilde{\alpha} = \frac{\alpha\beta}{\sqrt{\ell|Q|}}, \quad \tilde{\beta} = \sqrt{|Q|}\frac{\alpha\delta'}{\beta'}, \quad \tilde{\mu} = \mu + \text{sgn}(Q)\frac{\alpha}{\beta},\] (3.12)
where
\[
\delta(t) = \frac{\ell^2}{8\beta^2}(m - 2|Q|/\ell - \beta^2/\alpha^2),\] (3.13)
is small and positive. In particular, we identify \( \tilde{\beta} \) or \( \delta \) with the near extremity parameter. It is worth mentioning that this RG flow can be uplifted to three dimensional gravity using the KK ansatz (3.1)–(3.5). In particular, the near extremal running dilaton solutions uplift to the near extremal BTZ black hole, with the limit \( \rho \to -\infty \) corresponding again to the near horizon limit.

It is important to realize that the relations (3.12) are highly non-trivial and describe a renormalization group flow in the dual quantum mechanics. It is this flow that will enable us to model the CSYK model in the subsequent sections. Notice that (3.12) relate the UV parameters of the running dilaton solutions to the IR variables of the constant dilaton ones. Such an explicit map is very rarely available in holographic dualities. Here it is made possible by the fact that the running dilaton solutions are known exactly. The map between UV and IR variables allows us to describe the RG flow in parameter space, i.e. directly in the dual quantum mechanics, without reference to the radial coordinate. As
we will see below, this RG flow uplifts directly to the $\mu^+ \to 0$ limit of the DWCFT phase space of 3D gravity solutions.

**IR to UV.** The approximate solution (3.11) can be alternatively obtained by perturbation theory around the constant dilaton solutions. Although such an approach is redundant when the running dilaton solutions are known, it has the advantage that it can be used in cases where the running dilaton solutions are not known. Such an example arises in the 2D dilaton theory obtained from the consistent KK reduction of five dimensional AdS gravity [38].

Starting with the constant dilaton solutions, we consider the linear perturbations

\[
\begin{align*}
e^{-\psi} &= e^{-\psi_0} + (e^{-\psi})^{(1)}, \\
\sqrt{-\gamma} &= (\sqrt{-\gamma})^{(0)} + (\sqrt{-\gamma})^{(1)}, \\
A_t &= A_t^{(0)} + A_t^{(1)}, \quad (3.14)
\end{align*}
\]

where $e^{-\psi_0}$, $(\sqrt{-\gamma})^{(0)}$ and $A_t^{(0)}$ denote the constant dilaton solution (3.9). Inserting this formal expansion in the system of equations (3.6) leads to the following equations for the linear perturbations

\[
\begin{align*}
\left( \partial_p^2 - 4\ell^2 \right) (e^{-\psi})^{(1)} &= 0, \\
\left( \partial_p^2 - 4\ell^2 \right) (\sqrt{-\gamma})^{(1)} + 12Q^2 e^{5\psi_0} (e^{-\psi})^{(1)} (\sqrt{-\gamma})^{(0)} &= 0, \\
\left( \Box_t + K^{(0)} \partial_p - 4\ell^2 \right) (e^{-\psi})^{(1)} &= 0, \\
\partial_p (\partial_t (e^{-\psi})^{(1)}/(\sqrt{-\gamma})^{(0)}) &= 0, \\
\partial_p A_t^{(1)} &= -2Q \left( e^{3\psi_0} (\sqrt{-\gamma})^{(1)} - 3e^{4\psi_0} (\sqrt{-\gamma})^{(0)} (e^{-\psi})^{(1)} \right). \quad (3.15)
\end{align*}
\]

The general solution of this system of equations is parameterized by a function $\nu(t)$ and is given by

\[
\begin{align*}
(e^{-\psi})^{(1)} &= \nu(t) e^{2\rho/\ell} - \frac{\ell^2}{8\tilde{\alpha}} \left( \left( \frac{\nu'}{\tilde{\alpha}} \right)' + 8\tilde{\beta} \nu \right) e^{-2\rho/\ell}, \\
(\sqrt{-\gamma})^{(1)} &= -e^{\psi_0} \left( (\sqrt{-\gamma})^{(0)} (e^{-\psi})^{(1)} + \frac{\ell^2}{2} \left( \frac{\nu'}{\tilde{\alpha}} \right)' \right), \\
A_t^{(1)} &= \frac{1}{2} Q e^{4\psi_0} \partial_p ((\sqrt{-\gamma})^{(0)} (e^{-\psi})^{(1)}), \quad (3.16)
\end{align*}
\]

where $\nu(t)$ satisfies the differential equation

\[
\left( \left( \frac{\nu'}{\tilde{\alpha}} \right)^2 - 2\nu \left( \frac{\nu'}{\tilde{\alpha}} \right)' - \frac{16\tilde{\beta} \nu^2}{\ell^2 \tilde{\alpha}} \right)' = 0. \quad (3.17)
\]

Given the background specified by $\tilde{\alpha}$, $\tilde{\beta}$, $\tilde{\mu}$ and $Q$, the linearized perturbation $\nu$ can be obtained by solving the differential equation (3.17). However, since $\nu$ describes the leading growth of the running dilaton, it is sometimes more convenient to treat $\nu(t)$ as arbitrary and use (3.17) to determine $\tilde{\beta}$ through the relation

\[
\tilde{\beta} = \frac{\ell^2}{16\nu} \left( \frac{\nu^2}{\nu \tilde{\alpha}} - 2 \left( \frac{\nu'}{\tilde{\alpha}} \right)' - \frac{\Delta m \tilde{\alpha}}{\nu} \right), \quad (3.18)
\]
with \( \Delta_m \) an integration constant. Therefore, the IR fixed point and the perturbations around it can be described by the phase space parameters \( \tilde{\alpha}, \tilde{\mu}, Q, \tilde{\beta} \) together with the solution of (3.17), or equivalently just \( \tilde{\alpha}, \tilde{\mu}, Q, \Delta_m, \nu \).

Comparing the solutions (3.16) with the IR expansion of the running dilaton solutions in (3.11), we identify

\[
\nu = \frac{\beta^2}{2 \sqrt{l |Q|}}, \quad \Delta_m = m - \frac{2Q}{\ell}.
\]

(3.19)

This verifies that the perturbative analysis around the constant dilaton solutions reproduces the IR limit of the running dilaton ones. However, the identification between the IR and UV variables, i.e. the relations (3.19), would not be possible without knowledge of the full running dilaton solutions.

**First order flow equations.** The RG flow associated with the running dilaton solutions can be further elucidated by the fact that they can be described in terms of first order gradient flow equations derived from a ‘superpotential’. The superpotential is an exact solution of the radial Hamilton-Jacobi equations

\[
\begin{align*}
-\kappa_{2D}^2 \sqrt{-\gamma} e^\psi \gamma_{tt} &\left( 2 \frac{\delta S}{\delta \gamma_{tt}} \frac{\delta S}{\delta \psi} + e^{2\psi} \left( \frac{\delta S}{\delta A_t} \right)^2 \right) - \frac{\kappa_{2D}^2}{\sqrt{-\gamma}} (\ell^2 - \Box_t) e^{-\psi} = 0, \\
-2D_t \frac{\delta S}{\delta \gamma_{tt}} + \frac{\delta S}{\delta \psi} \partial^t \psi = 0, \\
-D_t \left( \frac{\delta S}{\delta A_t} \right) = 0,
\end{align*}
\]

(3.20)

and takes the form

\[
S[\gamma_{tt}, \psi, A_t] = U[\gamma_{tt}, \psi] - \frac{Q}{\kappa_{2D}^2} \int dt A_t,
\]

(3.21)

where

\[
U[\gamma_{tt}, \psi] = \frac{1}{\kappa_{2D}^2} \int dt \sqrt{-\gamma} \left[ \sqrt{\ell^2 e^{-2\psi} - \gamma_{tt} (\partial_t e^{-\psi})^2 + Q^2 e^{2\psi} - m} \right.

\]

\[
- \frac{\partial_t e^{-\psi}}{\sqrt{-\gamma}} \log \left( \frac{\sqrt{\ell^2 e^{-2\psi} - \gamma_{tt} (\partial_t e^{-\psi})^2 + Q^2 e^{2\psi} - m}}{\sqrt{\ell^2 e^{-2\psi} - Q^2 e^{2\psi} - m}} \right) \right].
\]

(3.22)

In particular, using the functional derivatives of \( U \)

\[
\begin{align*}
\frac{\delta U}{\delta \psi} &= -\frac{\sqrt{-\gamma} e^{-\psi} (\ell^2 - Q^2 e^{4\psi} - \Box_t) e^{-\psi}}{\kappa_{2D}^2 \sqrt{\ell^2 e^{-2\psi} - \gamma_{tt} (\partial_t e^{-\psi})^2 + Q^2 e^{2\psi} - m}}, \\
\gamma_{tt} \frac{\delta U}{\delta \gamma_{tt}} &= \frac{\sqrt{-\gamma}}{2\kappa_{2D}^2} \sqrt{\ell^2 e^{-2\psi} - \gamma_{tt} (\partial_t e^{-\psi})^2 + Q^2 e^{2\psi} - m},
\end{align*}
\]

(3.23)

See [35] for a derivation of the Hamilton-Jacobi equations from the radial Hamiltonian formulation of the 2D dilaton gravity theory (3.2).
one can show that the running dilaton solutions (3.7) satisfy the flow equations

\[
\partial_\rho e^{-\psi} = \frac{2\kappa_{2D}^2}{\sqrt{-\gamma}} \gamma_{\mu\nu} \frac{\delta \mathcal{W}}{\delta \gamma_{\mu\nu}}, \quad \partial_\rho \sqrt{-\gamma} = -\kappa_{2D}^2 e^\psi \frac{\delta \mathcal{W}}{\delta \psi}, \quad \partial_\rho A_t = -2Q e^{3\psi} \sqrt{-\gamma}. \tag{3.24}
\]

The exact superpotential (3.21)–(3.22) fully describes the solution space of the 2D dilaton gravity (3.2) and provides an alternative understanding of the RG flow discussed in this subsection. We will see later on that it is also related with the holographic effective action of the dual quantum mechanics. To that end, it is important to notice that the second line in (3.22) is independent of the radial coordinate. This can be proven as follows.

The radial derivative of the superpotential is given by

\[
\partial_\rho \mathcal{W} = \int dt \left( -e^\psi \partial_\rho e^{-\psi} \frac{\delta \mathcal{W}}{\delta \psi} + \frac{2}{\sqrt{-\gamma}} (\partial_\rho \sqrt{-\gamma}) \frac{\gamma_{tt} \delta \mathcal{W}}{\delta \gamma_{tt}} \right) = \frac{2}{\kappa_{2D}^2} \int dt \sqrt{-\gamma} K \partial_\rho e^{-\psi}. \tag{3.25}
\]

Moreover, from the first and third equations in (3.6) follows that

\[
\frac{1}{\kappa_{2D}^2} \partial_\rho \int dt \sqrt{-\gamma} \partial_\rho e^{-\psi} = \frac{1}{\kappa_{2D}^2} \int dt \sqrt{-\gamma} (K \partial_\rho + \partial_{\rho}^2) e^{-\psi} = \frac{1}{\kappa_{2D}^2} \int dt \sqrt{-\gamma} (2K \partial_\rho + \Box_\rho) e^{-\psi}. \tag{3.26}
\]

We conclude that

\[
\partial_\rho \mathcal{W} = \frac{1}{\kappa_{2D}^2} \partial_\rho \int dt \sqrt{-\gamma} \partial_\rho e^{-\psi} = \frac{1}{\kappa_{2D}^2} \partial_\rho \int dt \sqrt{-\gamma} \sqrt{\ell^2 e^{-2\psi} - \gamma_{tt} (\partial_t e^{-\psi})^2 + Q^2 e^{2\psi} - m}, \tag{3.27}
\]

which shows that the second line in (3.22) is independent of the radial coordinate, as claimed. Its value, therefore, can be determined by inserting the asymptotic form of the fields. We obtain

\[
\mathcal{W} = \frac{1}{\kappa_{2D}^2} \int dt \sqrt{-\gamma} \sqrt{\ell^2 e^{-2\psi} - \gamma_{tt} (\partial_t e^{-\psi})^2 + Q^2 e^{2\psi} - m} - \frac{\ell}{\kappa_{2D}^2} \int dt \frac{(\partial_t \beta)^2}{\alpha \beta}. \tag{3.28}
\]

### 3.3 3D uplift of 2D solutions

Since the 2D dilaton gravity (3.2) is obtained by a consistent KK reduction of AdS$_3$ gravity, any solution of the 2D theory can be uplifted to three dimensions. In this subsection, we show that both the running and constant dilaton solutions can be embedded into the DWCFT phase space of AdS$_3$ gravity. Moreover, the interpolating flow between these solutions can be understood as the $\mu^+ \rightarrow 0$ limit within the DWCFT phase space, or equivalently, as a near horizon expansion of the near extremal BTZ black hole.

#### 3.3.1 Embedding into the DWCFT phase space

To make contact with the DWCFT phase space in section 2, we make the coordinate identification

\[
t = x^+, \quad w = x^- \tag{3.29}
\]

while the FG radial coordinate, $\rho$, is the same in three and two dimensions. With this coordinate identifications, the map between the 2D and 3D solutions is provided by the ansatz (3.1). Namely,

\[
h_{--} = e^{-2\psi}, \quad h_{+-} = e^{-2\psi} A_t, \quad h_{++} = \gamma_{tt} + e^{-2\psi} A_t^2. \tag{3.30}
\]
Recall that the DWCFT phase space is described by the variables $\mu^\pm(x^\pm)$ and $\Phi(x^\pm)$ that parameterize the boundary metric, as well as the functions $L_-(z^-)$ and $L_+(z^+)$ that enter only in the stress tensor. It follows that, if the solutions of 2D dilaton gravity uplift to the DWCFT phase space of AdS$_3$ gravity, there must exist a map between these variables and those parameterizing the 2D solutions. As we now review, such a map exits for both running and constant dilaton solutions [35].

**Running dilaton solutions.** The running dilaton solutions (3.7) are parameterized by the functions $\alpha(x^+), \beta(x^+), \text{and } \mu(x^+)$, as well as the constants $Q$ and $m$. Comparing boundary metrics provides a map between the DWCFT variables $\mu^\pm(x^\pm), \Phi(x^\pm)$ and the 2D variables $\alpha(x^+), \beta(x^+), \text{and } \mu(x^+)$. From the ansatz (3.1) follows that the boundary metric takes the form

$$ds_{(0)}^2 = -\alpha(x^+)^2(dx^-)^2 + \beta(x^+)^2(dx^-+\mu(x^+)dx^+)^2. \quad (3.31)$$

Comparing this with (2.25) leads to the identifications

$$\alpha^2 = -e^{2\Phi}\mu^+\left(\frac{1-\mu^+\mu^-}{2\mu^+}\right)^2, \quad \beta^2 = -e^{2\Phi}\mu^+, \quad \mu = \frac{1+\mu^+\mu^-}{2\mu^+}. \quad (3.32)$$

Notice that the uplift of the running dilaton solutions always has $\mu^+ < 0$.

Inverting these relations determines the variables $\Phi, \mu^\pm$ in terms of $\alpha, \beta$ and $\mu$, namely

$$\frac{1}{\mu^+} = \mu \pm \frac{\alpha}{\beta}, \quad \mu^- = \mu \mp \frac{\alpha}{\beta}, \quad e^{2\Phi} = -\beta^2\left(\mu \pm \frac{\alpha}{\beta}\right), \quad (3.33)$$

where the signs in the three expressions are correlated. Either choice of these signs leads to a consistent embedding of the running dilaton solutions into the DWCFT phase space. However, additional conditions arise from the limit $\mu^+ \to 0$. Since $\alpha$ and $\beta$ are always positive and $\mu^+$ is negative, the limit $\mu^+ \to 0$, while keeping $\mu^-$ fixed, is consistent only if choosing the lower signs. At the same time, the last relation in (3.12) requires that the linear combination $\mu + \text{sgn}(Q)\alpha/\beta$ be kept fixed in this limit. Clearly, these two conditions are not compatible unless $Q > 0$. Similarly, had we identified the KK direction as $w = -x^-$, only negative $Q$ would be consistent with this limit. In the following, therefore, we require that $Q > 0$ and set

$$\frac{1}{\mu^+} = \mu - \frac{\alpha}{\beta}, \quad \mu^- = \mu + \frac{\alpha}{\beta}, \quad e^{2\Phi} = -\beta^2\left(\mu - \frac{\alpha}{\beta}\right). \quad (3.34)$$

This map allows us to write the Ricci scalar (2.26) in terms of the running dilaton variables, namely

$$R[g_{(0)}] = \frac{2}{\alpha\beta}\partial_+ \left(\frac{\beta'}{\alpha}\right), \quad (3.35)$$

while the function $\mathcal{F}$ defined in (2.27) becomes

$$\mathcal{F}(x^+) = -\frac{\beta'}{\alpha}, \quad (3.36)$$
In order to complete the uplift of the running dilaton solutions we should also determine the variables \( L_-(z^-) \) and \( L_+(z^+) \) in the stress tensor in terms of the running dilaton solution parameters. Inserting (3.7) in the relations (3.30) and comparing with the general solution of AdS_3 gravity in (2.7) determines that the stress tensor (2.29) takes the form (cf. eq. (4.21) in [35])

\[
T_- = c \frac{2\beta}{24\pi} \left( \frac{\beta'}{\alpha} - \frac{\beta^2}{\alpha^2} \right) + L_- + L_+,
\]

\[
T_+ = \mu T_- + \frac{\alpha}{\beta} L_- - \frac{\alpha}{\beta} L_+,
\]

\[
T_{++} = \mu T_- - c \frac{\beta^2}{24\pi} \left( \frac{\alpha}{\beta} \right) L_- - \frac{\alpha}{\beta} \left( \mu - \frac{\alpha}{\beta} \right) L_+,
\]

(3.37)

where \( L_- \) and \( L_+ \) are constants determined in terms of the parameters \( m \) and \( Q \) via the relations

\[
L_- = c \frac{48}{48\pi}(m + 2|Q|/\ell), \quad L_+ = c \frac{48}{48\pi}(m - 2|Q|/\ell).
\]

(3.38)

**Constant dilaton solutions.** The constant dilaton solutions (3.9) can be similarly embedded in the DWCFT phase space. In fact, they uplift to the GWCTF space of solutions discussed in subsection 2.2.1, which corresponds to the \( \mu^+ \to 0 \) limit of the DWCFT phase space. Inserting the constant dilaton solutions (3.9) in the relations (3.30) leads to the boundary metric

\[
\begin{align*}
 ds^2 = -2\text{sgn}(Q)\sqrt{\ell|Q|} \tilde{\alpha} dx^- (dx^- + \tilde{\mu} dx^+).
\end{align*}
\]

(3.39)

Comparing this with (2.25), we identify

\[
\mu^+ = 0, \quad \mu_- = \tilde{\mu}, \quad e^{2\Phi} = 2\text{sgn}(Q)\sqrt{\ell|Q|} \tilde{\alpha}.
\]

(3.40)

As for the embedding of the \( \mu^+ \to 0 \) limit of the running dilaton solutions, the uplift of the constant dilaton solutions (with the coordinate identification (3.29)) requires that the charge \( Q \) be positive.

Matching the first subleading term in the asymptotic expansion the 3D metric obtained from the KK relations (3.30) with the general form in (2.7) determines that the stress tensor coincides with that of the GWCTF in (2.23), namely (cf. eq. (4.33)-(4.34) in [35])

\[
T_- = L_-, \quad T_+ = \tilde{\mu} L_-, \quad T_{++} = \tilde{L}(x^+) + \tilde{\mu}^2 L_-,
\]

(3.41)

with

\[
L_- = \frac{|Q|}{\kappa_{3D}^2}, \quad \tilde{L}(x^+) = -\frac{4}{\kappa_{3D}^2 \ell} \tilde{\alpha} \tilde{\beta}.
\]

(3.42)

**Interpolating flow within the DWCFT phase space.** Given that both the running and constant dilaton solutions can be embedded in the DWCFT phase space, it should be possible to describe the entire interpolating flow discussed in subsection 3.2 within this phase space. We showed earlier that this flow can be understood as the limit

\[
\beta \to 0, \quad \alpha \beta \text{ finite, } \mu + \frac{\alpha}{\beta} \text{ fixed},
\]

(3.43)
of the running dilaton solutions. The relations (3.34) translate this to the limit
\[ \mu^+ \to 0^-, \quad \Phi \text{ finite}, \quad \mu^- \text{ fixed}, \] (3.44)
in the DWCFT phase space. Moreover, the quantities that remain finite coincide and the RG map (3.12) correctly translates them to the parameters of the constant dilaton solutions. In particular,
\[ \mu^- = \mu + \frac{\alpha}{\beta} = \tilde{\mu}, \quad e^{2\Phi} \to 2\alpha\beta = 2\sqrt{\ell|Q|\tilde{\alpha}}, \] (3.45)
in agreement with (3.40).

Besides the variables that parameterize the boundary metric, however, we need to confirm that the DWCFT stress tensor also interpolates between the running and constant dilaton solutions. In order to address this question, we must first examine the limit \( \mu^+ \to 0^- \) within the DWCFT phase space. The stress tensor remains well defined in this limit provided the function \( L^+ (z^+) \) satisfies (see (2.31) and related discussion in section 2)
\[ -\lim_{\mu^+ \to 0^-} \mathcal{O}_{\mu^+} = \lim_{\mu^+ \to 0^-} \left[ (\mu^+)^{-2} \left( \mathcal{L}_+ (z^+) - \frac{c}{48\pi} (\mathcal{F}^2 - 2\mu^+ \mathcal{F}') \right) \right] = \tilde{\mathcal{L}}(x^+), \] (3.46)
where \( \tilde{\mathcal{L}}(x^+) \) is the function appearing the GWCFT stress tensor (2.23), while \( \mathcal{F} \) is a local function of the variables \( \mu^\pm \) and \( \Phi \) defined in (2.27). In order for (3.46) to hold, the function \( \mathcal{L}_+(z^+) \) must be a constant that parametrically is \( O((\mu^+)^2) \) as \( \mu^+ \to 0 \).

For the running dilaton solutions, this constant is given in (3.38), namely
\[ \mathcal{L}_+ = \frac{c}{48\pi} \Delta_m. \] (3.47)
Using this result and the expression for \( \mathcal{F} \) in (3.36), we determine
\[ -\mathcal{O}_{\mu^+} = (\mu^+)^{-2} \left( \mathcal{L}_+ - \frac{c}{48\pi} (\mathcal{F}^2 - 2\mu^+ \mathcal{F}') \right) = \frac{c}{12\pi} \frac{\alpha^2}{\beta^2} \Delta_m - \frac{\beta'^2}{\alpha^2} + \frac{\beta}{\alpha} \partial_+ \left( \frac{\beta'}{\alpha} \right). \] (3.48)
The same result follows from the constant dilaton solution (3.42), using the UV-IR relation (3.12). This completes the proof that the \( \mu^+ \to 0^- \) limit within the DWCFT phase space matches precisely the RG flow between running and constant dilaton solutions of 2D dilaton gravity.

### 3.3.2 3D metric and comparison with the BTZ black hole

Although we have embedded the space of solutions of 2D dilaton gravity in the DWCFT phase space of 3D gravity, it is instructive to present the explicit form of the 3D metric corresponding to the uplift of generic 2D solutions and their near extremal limit.

Inserting the boundary metric (3.31) and stress tensor (3.37) in the 3D metric (2.7) and using the nonlocal coordinates \( z^\pm \) defined in (2.28), we find that the 3D metric obtained from the uplift of the running dilaton solutions can be written compactly as
\[ ds_{3D}^2 = d\rho^2 + e^{2\rho/\ell} \beta^2 \left[ 1 + e^{-2\rho/\ell} \beta^{-2} \kappa_{3D}^2 \ell \left( \tilde{\mathcal{L}}_+ dz^- (dz^+)^{-1} - \frac{c}{48\pi} \frac{\beta}{\alpha} \partial_+ \left( \frac{\beta'}{\alpha} \right) \right) \right] \\
\times \left[ 1 + e^{-2\rho/\ell} \beta^{-2} \kappa_{3D}^2 \ell \left( \tilde{\mathcal{L}}_+ dz^+ (dz^-)^{-1} - \frac{c}{48\pi} \frac{\beta}{\alpha} \partial_+ \left( \frac{\beta'}{\alpha} \right) \right) \right] dz^- dz^+, \] (3.49)
where
\[ \hat{\mathcal{L}}_\pm \equiv \mathcal{L}_\pm + \frac{c}{48\pi} \left( \frac{\beta}{\alpha} \beta_\pm \left( \frac{\beta'}{\alpha} \right) - \frac{\beta'^2}{\alpha^2} \right), \tag{3.50} \]
and we formally write \((dz^\pm)^{-1}\) to denote elements of the tangent bundle that act on the cotangent bundle through the canonical inner product as e.g.
\[ (dz^+)^{-1}dz^+ \equiv \langle (dz^+)^{-1}, dz^+ \rangle = 1, \quad (dz^+)^{-1}dz^- \equiv \langle (dz^+)^{-1}, dz^- \rangle = 0. \tag{3.51} \]

Notice that for constant \(\beta\) the metric (3.49) reduces to the Bañados metric [56]. In that case, introducing the coordinates
\[ z^\pm = R_w(\phi \mp \ell/t), \quad \phi \sim \phi + 2\pi, \tag{3.52} \]
\[ r^2 = R_w^2(e^{\rho/\ell} \beta + e^{-\rho/\ell} \beta^{-1} \kappa^2_{3D} \mathcal{L}_-)(e^{\rho/\ell} \beta + e^{-\rho/\ell} \beta^{-1} \kappa^2_{3D} \mathcal{L}_+), \tag{3.53} \]
and setting
\[ 2r_+r_- = 2R_w^2 \kappa^2_{3D} \ell (\mathcal{L}_- - \mathcal{L}_+), \quad r^2_+ + r^2_- = 2R_w^2 \kappa^2_{3D} \ell (\mathcal{L}_- + \mathcal{L}_+), \tag{3.54} \]
brings the metric (3.49) to the general BTZ metric [68]
\[ ds^2_{3D} = \frac{\ell^2 r^2}{(r^2 - r^2_+)(r^2 - r^2_-)} dr^2 - \frac{(r^2 - r^2_+)(r^2 - r^2_-)}{\ell^2 r^2} d\tilde{t}^2 + r^2 \left( d\phi + \frac{r_+r_-}{\ell r^2} d\tilde{t} \right)^2. \tag{3.55} \]
The extremal limit corresponds to \(\mathcal{L}_+ = 0\) so that \(r_+ = r_-\).

The uplift of the constant dilaton solutions (3.9) can be easily determined using the KK ansatz (3.1), (3.5). The resulting 3D metric takes the form
\[ ds^2_{3D} = dp^2 - 2\sqrt{\ell |Q|} (\tilde{\alpha} e^{2p/\ell} - \tilde{\beta} e^{-2p/\ell}) dz^- dx^+ + \ell |Q| (dz^-)^2 - 4\tilde{\alpha} \tilde{\beta} (dx^+)^2. \tag{3.56} \]
If \(\tilde{\alpha}\) and \(\tilde{\beta}\) are constant, the change of coordinates
\[ z^- = R_w(\phi + \ell/t), \quad x^+ = \ell - \ell \phi, \quad \phi \sim \phi + 2\pi, \tag{3.57} \]
brings the metric (3.56) to the BTZ form (3.55) with
\[ 2r_+r_- = 2(\ell |Q| R_w^2 + 4\tilde{\alpha} \tilde{\beta} \ell^2), \quad r^2_+ + r^2_- = 2(\ell |Q| R_w^2 - 4\tilde{\alpha} \tilde{\beta} \ell^2). \tag{3.58} \]
In the extremal limit \(\tilde{\beta} = 0\) and so \(r_+ = r_-\). In particular, the near extremal BTZ geometry corresponding to the uplift of the near extremal solutions (3.11) to leading order takes the form (3.56) with \(\tilde{\alpha}, \tilde{\beta}\) as given in (3.12)-(3.13).
4 Effective action and the complex SYK model

In section 3 we showed that the solution space of 2D dilaton gravity is isomorphic to the DWCFT phase space of 3D gravity, with constant $\mathcal{L}_-$ and $\mathcal{L}_+$. We now evaluate the 2D on-shell action, including the KK reduction of the parity violating boundary term (2.60). By analyzing the corresponding local symmetries in two dimensions, we will demonstrate that, in the near extremal limit, the 2D dilaton gravity effective action with GCSS boundary conditions reproduces the low energy effective action of the complex SYK model. Remarkably, the emergence of the CSYK effective action in the near extremal limit is independent of the choice of the spectral function $\mathcal{R}(\lambda)$ introduced in section 2, provided it satisfies the two conditions (2.42) and (2.85). Further evidence for this agreement will be provided by matching several thermodynamic quantities.

4.1 GCSS on-shell action and variational principle in the near extremal limit

The 2D dilaton gravity action (3.2) is renormalized and evaluated on-shell in appendix B for the case of Dirichlet boundary conditions, i.e. without any additional boundary term besides the counterterm (B.7). The result is given in eq. (B.12), which we reproduce here for convenience:

$$I_{\text{ren}}^{2D} = \frac{\ell}{2\kappa^{2D}} \int dt \left( \frac{(\Delta_m + 2Q/\ell)\alpha}{\beta} + 2\partial_t \left( \frac{\partial_t \beta}{\alpha} \right) - \frac{(\partial_t \beta)^2}{\alpha \beta} + \frac{2Q\mu}{\ell} - \frac{2Q}{\ell} A_t(\rho_{\text{min}}, t) \right). \quad (4.1)$$

We now include the contribution of the parity violating boundary term $I_{pv}$, which imposes generalized Compère-Song-Strominger (GCSS) boundary conditions, as was shown in section 2. Moreover, we will focus on the near extremal limit and determine the form of the on-shell action near the bottom of the RG flow discussed in section 3.2. As we will show, it is this limit that coincides with the low energy effective dynamics of the CSYK model.

Dimensionally reducing the parity violating boundary term (2.60), the renormalized on-shell action for GCSS boundary conditions is given by

$$I_{2D}^{\text{GCSS}} = I_{\text{ren}}^{2D} - 2\pi R_w \int dt \mathcal{J}^- \mathcal{O}^- . \quad (4.2)$$

Using the definition of the spectrally flowed variables $\mathcal{J}^-, \mathcal{O}^-$ in (2.43), as well as the embedding of the 2D solutions into the DWCFT phase space of 3D gravity specified by the relations (3.34) and (3.38) (recall that our choice of embedding requires that $Q > 0$), we have

$$\mathcal{J}^- = \mathcal{R}(\lambda) \left( \mu + \frac{\alpha}{\beta} \right), \quad \mathcal{O}^- = -\frac{\ell}{8\pi \kappa^{2D} R_w (\lambda \mathcal{R})'} \left( \Delta_m - \frac{(\partial_t \beta)^2}{\alpha^2} \right), \quad \lambda = \frac{\mu + \alpha/\beta}{\mu - \alpha/\beta} . \quad (4.3)$$

The renormalized on-shell action for GCSS boundary conditions, therefore, takes the form

$$I_{2D}^{\text{GCSS}} = \frac{\ell}{2\kappa^{2D}} \int dt \left[ \left( \frac{\alpha}{\beta} + \frac{\mathcal{R}}{2(\lambda \mathcal{R})'} \left( \mu + \frac{\alpha}{\beta} \right) \right) \left( \Delta_m - \frac{(\partial_t \beta)^2}{\alpha^2} \right) + 2\partial_t \left( \frac{\partial_t \beta}{\alpha} \right) \right.$$

$$\left. + \frac{2Q}{\ell} \left( 1 + \frac{\mathcal{R}}{(\lambda \mathcal{R})'} \right) \left( \mu + \frac{\alpha}{\beta} \right) - \frac{2Q}{\ell} A_t(\rho_{\text{min}}, t) \right]. \quad (4.4)$$
where we have used the relations between the 3D and 2D gravitational constants with the Brown-Henneaux central charge, \( c \), specified in eq. (B.3).

Recall that the near extremal limit discussed in section 3.2 corresponds to \( \beta \to 0 \), while \( \alpha \beta \) is kept fixed and \( \Delta_m - (\partial_t \beta)^2 / \alpha^2 = \mathcal{O}(\beta^2) \). Assuming that the spectral flow function \( \mathcal{R} (\lambda) \) satisfies the two conditions (2.42) and (2.85), the leading non-trivial behavior of the renormalized on-shell action (4.4) in this limit is

\[
I^{\text{GCSS}}_{\text{2D}} = \frac{1}{2\kappa^2_{\text{2D}}} \int dt \left( 2Q(2\tilde{\mu} + \frac{\tilde{\mu}^2 \nu}{\alpha} - A_t(\rho_{\text{min}}, t)) - \frac{8}{\ell} \nu \tilde{\beta} + \ell \partial_t \left( \frac{\partial \nu}{\alpha} \right) \right),
\]

(4.5)

where we have used the UV-IR relation (3.12) and (3.19). Note that \( \nu \) and \( \tilde{\beta} \) in the on-shell action (4.5) are not independent. Starting from the background (3.9) parameterized by \( \tilde{\alpha} \), the leading coefficient of the running dilaton \( \nu \) can be determined by solving the differential equation (3.17). Alternatively, we can use (3.18) to eliminate \( \tilde{\beta} \), and write the on-shell action in terms of \( \nu \) as

\[
I^{\text{GCSS}}_{\text{2D}} = \frac{1}{2\kappa^2_{\text{2D}}} \int dt \left( 2Q(2\tilde{\mu} - A_t(\rho_{\text{min}}, t)) + \frac{\ell \Delta_m \tilde{\alpha}}{2\nu} + 2\ell \partial_t \left( \frac{\partial \nu}{\alpha} \right) - \frac{\ell (\partial \nu)^2}{2\nu \tilde{\alpha}^2} + 2Q \tilde{\mu}^2 \nu \right),
\]

(4.6)

**Variational principle.** The variational principle can be obtained by adding the variation of the new boundary term (2.60) to the Dirichlet variational principle (B.1), namely

\[
\delta I^{\text{GCSS}}_{\text{2D}} = \delta I^{\text{ren}}_{\text{2D}} + \delta I^{\text{pv}} \equiv \int dt \Psi^{\text{2D}}_{\text{GCSS}}.
\]

(4.7)

Focusing on the RG flow solution (3.14) describing the near extremal limit and linearized perturbations, the phase space is parameterized by the arbitrary functions \( \tilde{\alpha}, \tilde{\mu}, \nu \), and constants \( Q, \Delta_m \). Using the 3D-2D map (3.34), (3.38), (4.3), together with the UV-IR relations (3.12) and (3.19), the symplectic potential for the new variational principle can be written in terms of the IR variables as

\[
\Psi^{\text{2D}}_{\text{GCSS}} = \mathcal{O}_\alpha \delta \tilde{\alpha} + \mathcal{O}_\nu \delta \nu - \mu_Q \delta \mathcal{O}_Q,
\]

(4.8)

where

\[
\mathcal{O}_\alpha = -\frac{\ell}{2\kappa^2_{\text{2D}}} \left( \frac{\Delta_m}{2\nu} - \frac{(\nu')^2}{2\tilde{\alpha}^2\nu} - \frac{2Q\nu \tilde{\mu}^2}{\ell \tilde{\alpha}^2} \right),
\]

\[
\mathcal{O}_\nu = -\frac{\ell}{2\kappa^2_{\text{2D}}} \left( -\Delta_m \tilde{\alpha}^3 + 2 \tilde{\alpha}' \nu' + \tilde{\alpha}(\nu'' - 2\nu') + \frac{2Q \tilde{\mu}^2}{\ell \tilde{\alpha}^2} \right) = -\frac{\tilde{\alpha}}{\nu} \mathcal{O}_\alpha + \frac{\ell}{2\nu} \partial_t \left( \frac{\nu'}{\kappa^2_{\text{2D}} \tilde{\alpha}} \right),
\]

\[
\mu_Q = \tilde{\mu} \left( 1 - \frac{\nu' \tilde{\nu}}{\tilde{\alpha}} \right),
\]

\[
\mathcal{O}_Q = -\frac{Q}{\kappa^2_{\text{2D}}} \left( 1 + \frac{2 \nu \tilde{\mu}}{\tilde{\alpha}} \right),
\]

(4.9)

and we have kept terms up to linearized order in \( \nu \).

The variational principle (4.8) generalizes that in eq. (6.28) of [35] that was obtained from CSS (as opposed to GCSS) boundary conditions in three dimensions, and which was
shown to correspond to Neumann boundary conditions on the 2D gauge field $A_t$. The variational principle (4.8) includes the leading non-trivial dependence of all symplectic variables on the deformation parameter $\nu$, while in [35] $\nu$ appeared only in the variation $\delta\nu$. In fact, the general form of the new boundary term in (2.60) allows us to obtain a consistent variational principle, given in (4.7), at arbitrary values of $\nu$.

A natural question is how one could motivate and understand the new boundary term (2.60) within the 2D dilaton theory. The technical answer to this question is that the boundary term (2.60) determines the class of consistent boundary conditions (parameterized by the spectral function $\mathcal{R}(\lambda)$) for the running dilaton solutions that flow to Neumann boundary conditions for the gauge field at the IR fixed point. Notice that these do not amount simply to Neumann boundary conditions for the gauge field in the running dilaton solutions, because the asymptotic behavior of the gauge field in the running and constant dilaton solutions is qualitatively different.

This difference makes the extrapolation of Neumann boundary conditions for the gauge field away from the IR fixed point a non-trivial problem. To leading order in the deformation $\nu$ away from the IR fixed point, one could determine the correct boundary term using the variational principle obtained from holographic renormalization near the IR fixed point, which was developed in [35, 38]. However, the fact that we have control of the UV completion in this case allows us to adopt a more powerful approach that determines the form of the boundary term throughout the RG flow.

In particular, we start from the renormalized variational principle (B.1) of the UV theory, which in 2D is formulated on the phase space of running dilaton solutions. As for 3D gravity, consistent boundary conditions are classified by finite boundary terms that generate canonical transformations on this phase space [51]. The procedure of determining the appropriate boundary term within the phase space of running dilaton solutions of 2D dilaton gravity mirrors the analysis of section 2 for the DWCFT phase space of 3D gravity. Using the map between 3D and 2D variables given in (3.34) and (3.38), one can follow the procedure in section 2 entirely within the phase space of 2D dilaton gravity, arriving directly at the boundary term (2.60).

A few remarks may help further elucidate the significance of the new boundary conditions of 2D dilaton gravity imposed by (2.60). Firstly, one may wonder if it is possible to express the boundary term (2.60) in terms of the fields of 2D dilaton gravity. It is possible to express any boundary term in terms of the canonical variables of a radial Hamiltonian formulation of the bulk dynamics [35, 38]. However, these variables correspond to unrenormalized couplings and observables and do not have well defined transformations under the RG flow. Boundary conditions can be studied more efficiently using renormalized canonical variables, which correspond to symplectic conjugate pairs on the phase space of solutions. This is the approach we adopted here. Nevertheless, one may express the phase space variables, as well the boundary term (2.60), in terms of bulk fields and their conjugate momenta using the explicit form of the running dilaton solutions in (3.7).

Secondly, we should emphasize that the full non-linear boundary term (2.60) is consistent only for the specific 2D dilaton gravity theory obtained from 3D gravity, since it is intimately connected with the non-relativistic deformation of 2D CFTs discussed in
section 2. However, its perturbative form around the IR fixed point and the associated variational principle (4.8)–(4.9) are applicable to any 2D dilaton gravity with a U(1) gauge field, such as those arising from the consistent KK reduction of higher dimensional black holes [38, 45].

The universality of the perturbative result (4.8)–(4.9) is reflected in the fact that it does not depend on the choice of spectral function \( R(\lambda) \) parameterizing the full boundary term (2.60), as long as it satisfies the two conditions (2.42) and (2.85). It is this universal perturbative result near extremality that can be compared with e.g. [69] and the more recent work [46, 47, 70]. Contrary to our setup, these earlier works adopt exclusively a 2D perspective to the dynamics of near extremal black holes, without reference to a possible UV completion. The fact that they obtain the same symmetry breaking pattern as that derived from the boundary term (2.60) in the next section indicates a possible connection between the perturbative form of the boundary conditions used here and in these earlier works. We further comment on some of these earlier works in section 4.4.1.

4.2 Symmetries and conserved charges

The symmetries of the 2D theory can be determined from the symplectic potential which can be obtained from the variational principle (4.8). Under 2D PBH and residual gauge transformations

\[
\xi = \varepsilon(t) \partial_t + \sigma(t) \partial_\rho, \quad \delta A_t = \partial_t (\tilde{\varphi}(t) + \varepsilon(t) A_t),
\]

where \( \varepsilon(t) \) denotes time reparameterizations, \( \sigma(t) \) parameterizes Weyl transformations, and \( \tilde{\varphi}(t) \) is an arbitrary gauge parameter. The parameters of the 2D RG flow solutions (3.14) transform as

\[
\delta Q = 0, \quad \delta \tilde{\alpha} = \partial_t (\tilde{\varepsilon} \tilde{\alpha}) + 2 \tilde{\alpha} \sigma / \ell, \quad \delta \nu = \tilde{\varepsilon} \partial_t \nu + 2 \nu \sigma / \ell, \quad \delta \tilde{\mu} = \partial_t (\tilde{\varepsilon} \tilde{\mu} + \tilde{\varphi}).
\]

Moreover, evaluated on such transformations the symplectic potential (4.8) becomes

\[
\Psi^{2D}_{GCSS} = - \frac{\ell}{\kappa_{2D}^2} \partial_t \left[ \left( \frac{\ell \Delta_m}{4} - \frac{\nu^2}{4 \tilde{\alpha}^2} - \frac{Q \nu^2 \tilde{\mu}^2}{\tilde{\alpha}^2} \right) \tilde{\varepsilon} - \frac{2 \nu Q \tilde{\mu}}{\tilde{\alpha}^3} \right] + \sigma \partial_t \left( \frac{\nu^2}{\kappa_{2D}^2 \tilde{\alpha}} \right) - \varphi \partial_t \left( \frac{2 \nu Q \tilde{\mu}}{\kappa_{2D}^2 \tilde{\alpha}} \right) + O(\nu^2).
\]

As discussed in section 2, local symmetries are symmetries that leave the action invariant, which means that the second line of (4.12) vanishes given that the Ward identities are satisfied. The symplectic potential (4.8) implies that the sources are now \( \tilde{\alpha}, \nu \) and \( O_Q \). The global symmetries can be determined by imposing the boundary condition

\[
\delta \tilde{\alpha} = \delta \nu = \delta O_Q = 0,
\]

which we will discuss separately for \( \nu = 0 \) and for small but non-zero \( \nu \).
The extremal limit. At the extremal limit, $\nu = 0$, time reparameterizations, Weyl and gauge transformations are all local symmetries and leave the action invariant, as the corresponding Ward identities are all satisfied. Imposing the boundary condition (4.13) we get the global symmetries

$$\xi = \tilde{\varepsilon}(t) \partial_t - \frac{\ell}{\alpha} \partial_t (\tilde{\varepsilon}(t) \tilde{\alpha}) \partial_\rho, \quad \tilde{\varphi}(t),$$

which form a Witt-Kac-Moody algebra with all the conserved charges vanishing. This is consistent with the fact that there are no finite energy excitations in AdS$_2$ with constant dilaton.

Away from extremality. For small but non-vanishing $\nu$, the Ward identities can be read from the second line of the symplectic potential (4.12). For general time-dependent solutions, time reparameterizations are still a local symmetry, while the Ward identities for the Weyl symmetry and U(1) gauge symmetry are both anomalous. We are interested in the charged black hole solutions (3.14) with linear dilaton specified by $\tilde{\alpha} = \tilde{\alpha}_0$, $\tilde{\mu} = \tilde{\mu}_0$, $\nu = \nu_0$.

On such backgrounds, the Ward identities are satisfied and the local symmetries are still parameterized by $\tilde{\varepsilon}$, $\tilde{\varphi}$, and $\sigma$.

The global symmetries are two $U(1)$s

$$\tilde{\varepsilon} = b_1 \frac{\nu}{\alpha}, \quad \sigma = -b_1 \frac{\ell \nu'}{2\alpha}, \quad \tilde{\varphi} = b_2 - b_1 \frac{\mu \nu}{\alpha}.$$  

To calculate the corresponding charges we use the Noether method and promote $b_1$ and $b_2$ to arbitrary functions of time. Substituting the variation (4.16) into the symplectic potential (4.8) we get

$$\Psi^{2D}_{\text{GCSS}} = -\partial_t \left[ \frac{\ell}{\kappa_{2D}} \left( \frac{\ell \Delta_m}{4} - \frac{\nu^2}{4\alpha^2} + \frac{Q\nu^2 \tilde{\mu}^2}{\alpha^2} \right) b_1 - \frac{2\nu Q \tilde{\mu} b_2}{\kappa_{2D}^2 \alpha} \right] + \frac{b_1 \ell}{\kappa_{2D}^2} \partial_t \left( \frac{\ell \Delta_m}{4} - \frac{\nu^2}{4\alpha^2} + \frac{Q\nu^2 \tilde{\mu}^2}{\alpha^2} \right) - b_2 \partial_t \left( \frac{2\nu Q \tilde{\mu}}{\kappa_{2D}^2 \alpha} \right).$$

The second line in (4.17) vanishes on such black hole solutions, and we can read the conserved charges from the first line

$$Q[b_1] = \frac{b_1 \ell}{\kappa_{2D}^2} \left( \frac{\ell \Delta_m}{4} + \frac{Q\nu^2 \tilde{\mu}^2}{\ell \alpha^2} \right), \quad Q[b_2] = -b_2 \frac{2\nu Q \tilde{\mu}}{\kappa_{2D}^2 \alpha}.$$  

In order words, the linearized perturbation breaks the Witt-Kac-Moody symmetry to two $U(1)$s. This result is consistent with our analysis in section 2. In particular, the global symmetry (4.16) for $\nu \neq 0$ is consistent with result from 3D analysis at finite $\mu^+$, while (4.16) at $\nu = 0$ is consistent with the $\mu_+ \to 0$ limit.
4.3 2D black hole thermodynamics with GCSS boundary conditions

The black hole solution specified by (4.15) describes a near extremal black hole and can be expanded as a constant dilaton solution with perturbations in the form of (3.14). The constant dilaton background is

\[ e^{-\psi_0} = \sqrt{\ell Q}, \]
\[ (\sqrt{-\gamma})^{(0)} = \tilde{\alpha}_0 e^{2\rho/\ell} + \tilde{\beta}_0 e^{-2\rho/\ell}, \]
\[ A_1^{(0)} = \tilde{\mu}_0 - \frac{1}{\sqrt{\ell Q}} (\tilde{\alpha}_0 e^{2\rho/\ell} - \tilde{\beta}_0 e^{-2\rho/\ell}). \]

(4.19)

The linearized order solution drives the RG flow and can be written as

\[ (e^{-\psi})^{(1)} = \nu_0 \left( e^{2\rho/\ell} - \frac{\tilde{\beta}_0}{\tilde{\alpha}_0} e^{-2\rho/\ell} \right), \]
\[ (\sqrt{-\gamma})^{(1)} = -e^{\psi_0} (\sqrt{-\gamma})^{(0)} (e^{-\psi})^{(1)}, \]
\[ A_1^{(1)} = \frac{2\nu_0 \tilde{\alpha}_0}{\ell Q} \left( e^{4\rho/\ell} + \frac{\tilde{\beta}_0^2}{\tilde{\alpha}_0^2} e^{-4\rho/\ell} \right). \]

(4.20)

The extremal limit corresponds to \( \nu_0 \to 0 \) with all other variables kept fixed. In the perturbative analysis hereafter, we will keep terms up to the linearized order in \( \nu_0 \).

Now we calculate the thermodynamic variables for the constant dilaton black hole solution (4.19) together with the linearized perturbation (4.20). The horizon of the above 2D black hole can be determined by solving the equation \( \gamma_{tt} = 0 \), and is given by

\[ e^{2\rho_{h}/\ell} = \frac{\tilde{\alpha}_0 \tilde{\beta}_0}{\nu_0} \sqrt{\ell Q}. \]

(4.21)

To calculate the temperature and 2D mass, we need to first determine the normalization of the horizon generator

\[ \xi_h = b_1 \frac{\nu_0}{\tilde{\alpha}_0} \partial_t. \]

(4.22)

A natural normalization is to choose \( \xi_h = \partial_t \) and hence \( b_1 = \frac{\tilde{\alpha}_0}{\nu_0} \).

The temperature is the surface gravity associated to the horizon generator

\[ T_H = \frac{1}{2\pi} \partial_\rho \sqrt{-\gamma} \bigg|_{\rho_h} = \frac{2}{\pi \ell} \left( \sqrt{-\alpha_0 \beta_0} + 2 \tilde{\beta}_0 \nu_0 \sqrt{\ell Q} \right). \]

(4.23)

The 2D mass \( M_{2D} \) is the conserved charge associated with the global symmetry parameterized by \( b_1 \)

\[ M_{2D} \equiv Q[b_1] = \frac{\tilde{\alpha}_0}{\nu_0} = \frac{\nu_0}{\kappa_{2D}^2} \left( -4 \tilde{\beta}_0 + \frac{\ell Q \tilde{\mu}_0^2}{\tilde{\alpha}_0^2} \right), \]

(4.24)

where we have used that \( \Delta_m = \frac{16 \tilde{\beta}_0 \nu_0^2}{\ell^2 \tilde{\alpha}_0^2} \) from (3.18). The entropy is determined by the value of the dilaton at the horizon and takes the form

\[ S_{2D} = \frac{2\pi}{\kappa_{2D}^2} e^{-\psi(\rho_h)} = \frac{2\pi}{\kappa_{2D}^2} \left( \sqrt{\ell Q} + 2 \nu_0 \sqrt{-\beta_0} \right). \]

(4.25)

\[ ^7 \text{See [38] for a discussion of this normalization factor.} \]
Finally, from (4.18), we see that the global U(1) charge from the Maxwell field is given by

\[ Q_{2D} = Q[b_2 = 1] = -\frac{2\nu_0 Q\tilde{\mu}_0}{\kappa_{2D}^2 \alpha_0}. \]  

(4.26)

Notice that the temperature and entropy coincide with the corresponding quantities for the near extremal limit of the BTZ black hole (3.56) (see eq. (2.13) in [35]), but the new boundary conditions modify the mass and electric charge of the 2D black hole. However, the deviation of the mass from extremality is not affected by our choice of boundary conditions and, as we will see shortly, reproduces the well known “mass gap” for the BTZ black hole [71, 72]. Moreover, the modified mass and electric charge still satisfy the expected thermodynamic relations.

4.4 Near extremal effective action and the CSYK model

In this subsection we derive the effective action near the IR fixed point described by the constant dilaton solution (4.19), and show that it agrees with the effective action of the SYK model with complex fermions [23, 24].

Effective action of 2D EMD gravity. Let us consider performing finite 2D PBH transformations which are obtained by integrating the infinitesimal transformations (4.10). Note that \( \sigma \) and \( \tilde{\varphi} \) can be directly integrated and therefore we keep the same notation for finite boundary Weyl and gauge transformations. We use \( f(t) \) to denote finite boundary time reparameterizations so that

\[ f(t) = t + \tilde{\epsilon} + O(\epsilon^2). \]  

(4.27)

Under the finite PBH and gauge transformations

\[ t \to f(t) + O(e^{-2\rho/\ell}), \quad e^{2\rho/\ell} \to e^{2\rho/\ell}(e^{2\sigma(t)/\ell} + O(e^{-2\rho/\ell})), \quad A_t dt \to \partial_t (\tilde{\varphi} + A_t f) dt, \]  

(4.28)

the phase space parameters transform as

\[ \tilde{\alpha} \to \tilde{\alpha} f e^{2\sigma/\ell}, \quad \nu \to \nu e^{2\sigma/\ell}, \quad \tilde{\mu} \to \tilde{\mu} f' + \tilde{\varphi}'. \]  

(4.29)

The phase space of 2D EMD theory can then be classified by distinct orbits under these transformations. Any point in the phase space can be expressed in terms of the symmetry parameters \( f, \sigma, \tilde{\varphi} \), together with a reference solution. As discussed earlier in section 4.2, time reparameterization is a local symmetry, and leaves the local part of the action invariant. It is also straightforward to check that the global part of the action (B.11) is also invariant. Therefore, we can use this freedom to choose \( f \) such that \( \tilde{\alpha} \) is fixed, i.e.

\[ e^{-2\sigma/\ell} = f'. \]  

(4.30)

In the following, we will use (4.30) to equivalently eliminate \( \sigma \), while keeping \( f \) arbitrary. We start with the stationary constant dilaton background (3.9) with \( \tilde{\alpha} = \alpha_0, \tilde{\beta} = \)
\(\beta_0, \tilde{\mu}_0,\) and a PBH transformation with (4.30) will generate a new constant dilaton background with

\[
\tilde{\alpha} = \tilde{\alpha}_0, \quad \tilde{\beta} = (f')^2 \tilde{\beta}_0 + \frac{f^2}{8\tilde{\alpha}_0} \{f,t\}, \quad \tilde{\mu} = \tilde{\varphi}' + \tilde{\mu}_0 f'.
\]  

(4.31)

Evaluating the total action (4.5) under the reparameterizations (4.31) for the background gives

\[
I_{2D}^{\text{GCSS}} = -\frac{\ell}{2\kappa_{2D}^2} \int dt \left[ \left( \frac{\nu}{\tilde{\alpha}_0} \{f,t\} + \frac{8}{\ell^2} \tilde{\alpha}_0 \tilde{\beta}_0 (f')^2 - \frac{2Q}{\ell} \partial_t (\tilde{\varphi} + \tilde{\mu}_0 f) \right)^2 \right. 
\]

\[
-\partial_t \left( \frac{\partial \nu}{\tilde{\alpha}_0} \right) - \frac{4Q}{\ell} \partial_t (\tilde{\varphi}' + \tilde{\mu}_0 f') + \frac{2Q}{\ell} A(\rho_{\text{min}},t) \right].
\]

(4.32)

The leading running dilaton coefficient \(\nu(t)\) in (4.32) is not arbitrary but is determined by the equation of motion (3.17).

Now let us view (4.32) as an effective action for the fields \(f(t)\) and \(\tilde{\varphi}\), with \(\nu\) an external coupling. Varying \(f(t)\) and \(\tilde{\varphi}\) we obtain the following equations of motion

\[
\left[ \frac{1}{f'} \left( \frac{(\nu f')'}{f'} \right) + \frac{16}{\ell^2} \tilde{\alpha}_0 \tilde{\beta}_0 (\nu f') \right]' = 0, \quad \partial_t (\nu \partial_t (\tilde{\varphi} + \tilde{\mu}_0 f)) = 0.
\]

(4.33)

It is straightforward to check that the left hand side of the bulk equation (3.17) evaluated on the background (4.31) is just (4.33) multiplied by \(-2f'\). Therefore, for non-zero perturbation \(\nu\) and non-singular transformation function \(f\), (3.17) and (4.33) are equivalent. The general solution of (4.33) is given by

\[
\tanh \pi T f(u) = \frac{a \tanh \pi T u + b}{c \tanh \pi T u + d}, \quad \tilde{\varphi} = -\tilde{\mu}_0 (f(u) - u) + \tilde{\varphi}_0, 
\]

(4.34)

\[
\text{ad} - bc = 1, \quad T = \frac{2}{\pi \ell} \sqrt{-\tilde{\alpha}_0 \tilde{\beta}_0},
\]

where \(u\) is the coordinate reparameterization

\[
du = \nu_0 dt / \nu(t),
\]

(4.35)

and \(\nu_0\) is chosen so that the period of the imaginary time is preserved, namely \(u \sim u + \frac{1}{T}, \quad t \sim t + \frac{1}{f'}\). The solution (4.34) can be specified by four independent parameters, and can be generated by an \(\text{SL}(2,\mathbb{R}) \times U(1)\) transformation.

Using the property of the Schwarzian derivative

\[
(\partial_u)^2 \{f,u\} = \{f,t\} - \{u,t\},
\]

(4.36)

we can rewrite the action (4.32) in the \(u\) coordinate as

\[
I_{2D}^{\text{GCSS}} = I_0^{\text{GCSS}} + I_{\text{eff}}^{\text{GCSS}},
\]

(4.37)

where

\[
I_0^{\text{GCSS}} = \frac{Q}{\kappa_{2D}^2} \int du (2\partial_u (\tilde{\varphi} + \tilde{\mu}_0 f) - A(\rho_{\text{min}},u)),
\]

\[
I_{\text{eff}}^{\text{GCSS}} = -\frac{\nu_0 \ell}{2\tilde{\alpha}_0 \kappa_{2D}^2} \int du \left( \{f,u\} - 2\pi^2 T^2 \partial_u f^2 - \frac{2Q}{\ell} (\partial_u (\tilde{\varphi} + \tilde{\mu}_0 f))^2 \right).
\]

(4.38)
and we have omitted terms for $\nu$ which are decoupled from the $f(t)$ and $\bar{\Phi}$ degrees of freedom, and separated the dynamical part $I_{\text{eff}}^{\text{CSS}}$ from the background part $I_{0}^{\text{CSS}}$. We have shown that the solution of (4.37) is (4.34), which reproduces the linearized perturbation from the bulk analysis (3.17). It is therefore consistent to treat (4.37) as an off-shell action.

**From 2D EMD gravity to complex SYK.** The SYK model with $N$ complex fermions [24] has an emergent conformal symmetry in the low temperature and large-$N$ limit. In [23] it was observed that the low temperature dynamics of the complex SYK model can be described by the symmetry broken phase of a WCFT. We now show that 2D EMD gravity with generalized CSS boundary conditions has the same low energy effective action.

To set up the connection, we need to perform a Wick rotation of the 2D EMD theory using
\begin{equation}
    u \rightarrow i\tau, \quad \bar{\mu}_0 \rightarrow -i\bar{\mu}, \quad f \rightarrow i\bar{f}, \quad \bar{\Phi} \rightarrow i\Lambda,
\end{equation}
which put the theory on the Euclidean circle
\begin{equation}
    \tau \sim \tau + \frac{1}{T}.
\end{equation}
The Euclidean effective action (4.38) then takes the following form
\begin{equation}
    I_{\text{eff}}^{\text{CSS}} = -\frac{\nu_0 \ell}{2\delta_0 \kappa_{2D}} \int d\tau \left( \tan(\pi T \bar{f}, \tau) + \frac{2Q}{\ell} (\Lambda' - i\bar{\mu} \bar{f})^2 \right),
\end{equation}
and agrees with the effective action of the complex SYK model in the IR
\begin{equation}
    I_{\text{eff}}^{\text{CSS}} = I_{\text{eff}}^{\text{CSYK}} = -\frac{N\gamma}{4\pi^2} \int d\tau \left( \tan(\pi T \bar{f}, \tau) - \frac{2\pi^2 K}{\gamma} (\Lambda' - i\bar{\mu} \bar{f})^2 \right),
\end{equation}
provided we identify
\begin{equation}
    \frac{\nu_0 \ell}{2\delta_0 \kappa_{2D}} = \frac{N\gamma}{4\pi^2}, \quad \frac{Q}{\ell} = -\frac{\pi^2 K}{\gamma}.
\end{equation}
where $N$ is the number of fermions, $T$ is the temperature, $K$ is the compressibility and $\gamma$ is the specific heat. That is, the effective action of 2D EMD theory with our new boundary term agrees with that of the complex SYK models, with the dictionary (4.42).

**From 3D gravity to complex SYK.** Recall that the central charge $c$ and level $k$ obtained from AdS$_3$ are given by
\begin{equation}
    \frac{c}{12} = \frac{\ell}{2R_w \kappa_{2D}^2}, \quad k = -\frac{2\pi Q}{3\ell}.
\end{equation}
It follows that we can further relate AdS$_3$ gravity with generalized CSS boundary conditions with the complex SYK theory by identifying
\begin{equation}
    \frac{c}{k} = \frac{3\gamma}{2\pi^2 K}, \quad \frac{R_w \nu_0 c}{12\delta_0} = \frac{N\gamma}{4\pi^2}.
\end{equation}
The first relation is exactly the result obtained in [23], where it was observed that complex SYK models can be described as the symmetry broken phase of WCFT.
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Thermodynamics at the saddle point. We are particularly interested in the saddle point
\[ \mathcal{T} = \tau, \quad \Lambda = 0, \] (4.46)
which corresponds to the stationary RG flow solution with \( \tilde{\alpha}_0, \tilde{\beta}_0, \tilde{\rho}_0, \nu_0 \), namely the background (4.19) with linearized perturbation (4.20). In the following we show that the on-shell action can correctly reproduce all the thermodynamic quantities that we directly calculated from the bulk analysis in section 4.3.

First of all, the temperature arising from the periodicity (4.34) is just the black hole temperature derived using the smoothness condition at the horizon,
\[ T = T_H. \] (4.47)

It is natural to choose \( \rho_{\text{min}} \) in (4.37) to be the horizon value \( \rho_h \), and impose the trivial holonomy condition so that \( A(\rho_h) = 0 \). Evaluating then the saddle point value of the Euclidean effective action (4.37) gives
\[ I_{E}^{\text{CSS}} = I_{0}^{\text{CSS}} + I_{\text{eff}}^{\text{CSS}}, \] (4.48)
where
\[ I_{0}^{\text{CSS}} = \frac{2\pi \sqrt{TQ}}{\kappa_{2D}^2}, \quad I_{\text{eff}}^{\text{CSS}} = \frac{\nu_0 \ell}{\alpha_0 \kappa_{2D}^2 T} \left( \pi^2 T^2 - \frac{Q^2}{\ell} \right). \] (4.49)

The on-shell action is a function of the temperature and chemical potential and can be identified with the grand canonical potential as
\[ \Omega = \Omega_0 + \Omega_{\text{eff}} \equiv T(I_{0}^{\text{CSS}} + I_{\text{eff}}^{\text{CSS}}). \] (4.50)

From the grand canonical potential we obtain the thermal entropy, charge, and energy as
\[ S \equiv -\left( \frac{\partial \Omega}{\partial T_{2D}} \right)_\mu = S_0 + S_1, \] (4.51)
\[ S_0 \equiv -\left( \frac{\partial \Omega_0}{\partial T_{2D}} \right)_\mu = \frac{2\pi \sqrt{TQ}}{\kappa_{2D}^2}, \quad S_1 \equiv -\left( \frac{\partial \Omega_{\text{eff}}}{\partial T_{2D}} \right)_\mu = \frac{\pi^2 \ell}{3} c_{\text{eff}} T, \] (4.52)
\[ Q \equiv -\left( \frac{\partial \Omega}{\partial \mu} \right)_T = \frac{1}{2} k_{\text{eff}} \mu \ell, \] (4.53)
\[ E \equiv \Omega + TS + \mu Q = \frac{\pi^2 \ell}{6} c_{\text{eff}} T^2 + \frac{Q^2}{k_{\text{eff}} \ell}, \] (4.54)
where we have introduced the effective central charge \( c_{\text{eff}} \) and level \( k_{\text{eff}} \) as
\[ c_{\text{eff}} = \frac{6\nu_0}{\alpha_0 \kappa_{2D}^2}, \quad k_{\text{eff}} = -\frac{4Q\nu_0}{\ell \alpha_0 \kappa_{2D}^2}. \] (4.55)

We have also split the total entropy into a zero temperature part, \( S_0 \), and a deviation part, \( S_1 \). The entropy increase \( S_1 \) from zero temperature can alternatively be written in the microcanonical ensemble as
\[ S_1 = 2\pi \sqrt{\frac{c_{\text{eff}}}{6} \left( TE - \frac{Q^2}{k_{\text{eff}}} \right)}, \] (4.56)
which formally looks like the entropy formula for the right moving part of WCFT [23]. It is also interesting to note that the ratio between the effective central charge and effective level in 2D is the same as those in 3D gravity with CSS boundary conditions, i.e.

\[
\frac{c_{\text{eff}}}{k_{\text{eff}}} = \frac{c}{k},
\]

(4.57)

which is consistent with the dimensional reduction.

Finally, as a consistency check, one can verify that the thermodynamic quantities (4.51)–(4.54) agree with the Euclidean version of the bulk results (4.24)–(4.26), with

\[
S = S_{\text{2D}}, \quad Q = Q_{\text{2D}}, \quad E = M_{\text{2D}}.
\]

(4.58)

Therefore, the boundary effective action (4.37) can indeed reproduce the thermodynamics of near extremal black holes with running dilaton. Moreover, from (4.54) follows that, in agreement with the first law of thermodynamics, the deviations of the mass and entropy away from extremality satisfy

\[
E - \frac{Q^2}{k_{\text{eff}}} = M_{\text{gap}}^{-1}T^2, \quad S_1 = 2M_{\text{gap}}^{-1}T,
\]

(4.59)

where the “mass gap” \(M_{\text{gap}}\) [38, 43, 71, 72] is given by

\[
M_{\text{gap}}^{-1} = \frac{\pi^2 \ell}{6} c_{\text{eff}} = \frac{\pi^2 (\omega_0)}{\alpha_0 \kappa_{\text{2D}}^2}.
\]

(4.60)

This result depends on the normalization of the timelike Killing vector, but seems to be a universal near horizon property of near extremal black holes. In particular, it is not affected by our choice of boundary conditions and coincides with the mass gap of the near extremal Kerr-AdS\(_5\) black hole [38]. With a suitable choice for the normalization of the timelike Killing vector, this mass gap agrees with that obtained from the far-from-the-horizon asymptotic region of near extremal black holes, but this normalization is not universal since it depends on the specific UV completion.

4.4.1 Comments on related models

Finally, let us briefly compare our results with other literature on two-dimensional models of dilaton gravity with a Maxwell field. Our bulk action and the Hartman-Strominger model can both be put into the following general form,

\[
I_{\text{bulk}} = \frac{1}{2\kappa_{\text{2D}}^2} \int d^2x \sqrt{-g} \ e^{-\psi} \left( R[g] + \frac{1}{\ell^2} V[\psi] - \frac{\ell^2}{4} Z[\psi] F_{\mu\nu} F^{\mu\nu} \right).
\]

(4.61)

In particular, for [69], \(V[\psi] = 8\), \(Z[\psi] = e^\psi\). In our model, \(V[\psi] = 2\), \(Z[\psi] = e^{-2\psi}/\ell^2\). The phase space of [69] always contains a locally AdS\(_2\) metric, with constant dilaton as well as linear dilaton. [62, 69] discussed the unbroken Virasoro-Kac-Moody symmetry on the constant dilaton background of both models. The currents generating these symmetries
have two anomalies, the Virasoro anomaly $c_{2d}$ and the Kac-Moody anomaly $k_{2d}$. It is interesting to observe that the two anomalies in both models are related by

$$\frac{c_{2d}}{k_{2d}} = -\frac{3}{2} e^{-\psi_0} Z[\psi_0].$$

(4.62)

In this paper, we further consider linear dilaton perturbations around the constant dilaton background, and after adding the boundary term (4.2), the Virasoro-Kac-Moody algebra is both explicitly and spontaneously broken. We note the coefficients in front of the Schwarzian term and broken $U(1)$ term (4.41) inherit the ratio (4.62), namely,

$$\frac{c_{\text{eff}}}{k_{\text{eff}}} = \frac{c_{2d}}{k_{2d}}$$

(4.63)

where $c_{\text{eff}}$ and $k_{\text{eff}}$ are given by (4.55). The Schwarzian term is a universal term appearing in many two-dimensional dilaton-gravity models, with [35] and without [6] Maxwell fields. On the other hand, the breaking of the local $U(1)$ symmetry is due to the new boundary term (4.2). We expect a term similar to (4.2) can be added to a more general class of models (4.61), so that the effective action is also similar to that of the complex SYK model (4.41), with coefficients compatible with (4.62).

Another bulk theory featuring the effective action of the complex SYK model has also been proposed in [44], which comes from the dimensional reduction of three-dimensional gravity coupled with Chern-Simons $U(1)$ theory. The effective action also has the structure of (4.41), but the broken $U(1)$ term is purely from the additional Chern-Simons $U(1)$ action. In fact, the analog of $k_{\text{eff}}$ is just the Chern-Simons level, and is independent of the value of the constant. Another important difference is that the analysis of [44] is directly on the linear dilaton background, instead of a perturbation above constant dilaton background as in the present paper.

5 Discussion

In this paper we determined a non-conformal generalization of the CSS boundary conditions of AdS$_3$ Einstein gravity that can be holographically identified with a local irrelevant deformation of WCFT. Using a consistent KK reduction to two dimensions and evaluating the renormalized on-shell action on near extremal solutions subject to this new boundary condition, we have uncovered specific relations connecting AdS$_3$ Einstein gravity, 2D dilaton gravity with a $U(1)$ gauge field, deformed WCFTs, and complex SYK models. These relations are pictorially summarized in figure 1. In particular, our new boundary condition reproduces the symmetry breaking pattern exhibited at low energies by the complex SYK models.

Besides the concrete application to the complex SYK models we focused on here, the framework we developed for classifying AdS$_3$ and AdS$_2$ boundary conditions maybe useful in the context of a number of recent developments. For example, it would be interesting
to classify consistent boundary conditions in the presence of a gravitational Chern-Simons term [73]. Moreover, the local WCFT deformation we have identified corresponds to a non-relativistic 2D RG flow that could potentially shed light on the existence of a non-relativistic c-theorem. Another interesting application of our framework would be in the context of non-local integrable deformations of WCFTs. Finally, recent approaches to AdS$_2$ [8, 17, 19] and AdS$_3$ [9–12] quantum gravity typically focus on specific boundary conditions. It would be very interesting apply our techniques to identify and explore different boundary conditions, as was recently done for AdS$_2$ in [50].
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A Local symmetry transformations of spectrally flowed variables

In this appendix we provide the transformations of the spectrally flowed canonical variables (2.43) under generic PBH diffeomorphisms, as well as those under the DWCFT phase space symmetries.

General PBH transformations. From the action of PBH transformations (2.13) on the boundary metric and stress tensor follows that the spectrally flowed canonical variables in (2.43) transform as

$$
\delta J^+ = - \mu^+(\mu^+ \partial_+ - \partial_-)(\xi_0^- + (\mu^+)^{-1}\xi_0^+),
$$

$$
\delta J^- = (R + \lambda R')(\partial_+ - \mu^- \partial_-)(\xi_0^+ + \mu^- \xi_o^-) - \mu^- \lambda R'(\mu^+ \partial_+ - \partial_-)(\xi_0^- + (\mu^+)^{-1}\xi_0^+),
$$

$$
\delta O_- = \xi_o^+ \partial_+ O_- + \xi_o^- \partial_- O_-
+ \left(2(\partial_- \xi_o^- + \mu^- \partial_- \xi_o^+) - \frac{(1 - \lambda)(\lambda R')''}{(\lambda R')'}(\mu^- \partial_- \xi_o^+ + \mu^+ \partial_+ \xi_o^-)\right)O_- 
+ \frac{c}{12\pi\ell(1 - \lambda)(\lambda R')'}(\mathcal{F} \mu^+ \partial_+ \sigma - \left(\mathcal{F} - \frac{2\mu^+ \partial_+ \lambda}{(1 - \lambda)^2}\right) \partial_- \sigma 
+ \frac{(3 + \lambda)}{(1 - \lambda)} \partial_+ \partial_- \sigma - \frac{1 + \lambda}{1 - \lambda} \partial_+ \partial_- \sigma 
+ \frac{c}{12\pi(\lambda R')'}\left(\frac{\mu^+ ((\mu^+)^2 \partial_+ \mu^- + \mu^+ \mu^-)}{(1 - \lambda)^3} \partial_- \partial_+ + \frac{(\mu^+)^2}{(1 - \lambda)^2} \partial_+ \partial_- \right)
\times ((1 + \lambda)(\mu^+)^{-1}\xi_o^+ + 2\xi_o^-) 
+ \frac{c}{12\pi(\lambda R')'}\left(\frac{\mu^+ \mathcal{F}}{1 - \lambda} \partial_+ \partial_- ((1 + \lambda)(\mu^+)^{-1}\xi_o^+ + \xi_o^-) + \frac{(3 + \lambda)\partial_+ \mathcal{F}}{2(1 - \lambda)} \partial_- \xi_o^+ \right),
$$
\[ \delta \mathcal{O}_+ = \xi^+_o \partial_+ \mathcal{O}_+ + \xi^-_o \partial_- \mathcal{O}_+ + 2(\mu^+ \partial_+ \xi^- + \partial_+ \xi^+_o) \mathcal{O}_+ \]

\[ + \frac{\mu^-(1 - \lambda) (\mu^+_o)^2 (2 \lambda R'' - R''') \partial_- \xi^+_o - R'(\lambda R')' \partial_+ \xi^-_o}{(\lambda R')'} \mathcal{O}_- - \frac{c}{12 \pi \ell (1 - \lambda)} \frac{\partial_+^2 \sigma}{(\lambda R')'} \]

\[ + \frac{c}{12 \pi \ell} \frac{(3 + \lambda) R}{(1 - \lambda)^2 (\lambda R')'} \partial_+ \partial_- \sigma - \frac{c}{12 \pi \ell} \frac{(\mu^-)^2 (2 R - (1 - \lambda) R')}{(1 - \lambda)^2 (\lambda R')'} \partial_+ \partial_- \sigma \]

\[ + \frac{c}{12 \pi \ell} \frac{\mathcal{F} (1 - \lambda) (\lambda + \lambda (1 - \lambda) R') - (\lambda R')' (\mu^+_o)^2 \partial_+ \mu^- + \partial_+ \mu^+_o}{\mu^+(1 - \lambda)^2 (\lambda R')'} \partial_+ \sigma \]

\[ + \frac{c}{12 \pi \ell} \frac{R}{(1 - \lambda)^2 (\lambda R')'} \lambda (\partial_+^2 \partial_- + \mu^- (\mu^+_o)^2 \partial_+ \mu^- + \partial_+ \mu^+_o) \partial_+ \partial_- \sigma \]

\[ \times ((1 + \lambda)(\mu^+_o)^{-1} \xi^+_o + 2 \xi^-_o) \]

\[ + \frac{c}{12 \pi \ell} \frac{\mu^- R \mathcal{F}}{(1 - \lambda)(\lambda R')'} \partial_+ \partial_- ((1 + \lambda)(\mu^+_o)^{-1} \xi^+_o + \xi^-_o) \]

\[ - \frac{c}{24 \pi} \frac{(\mu^-)^2 (3 + \lambda) R' R' \partial_+ \xi^+_o}{(1 - \lambda)(\lambda R')'} \]

\[ + \frac{c}{24 \pi} \frac{(\mu^-)^2 (1 + \lambda) R (\mu^+_o)^{-1} \partial_+ \xi^-_o + (1 - \lambda) \partial_+ \xi^-_o}{(1 - \lambda)^2 \lambda R'} \]. (A.1)

Moreover, the composite quantity \( \lambda = \mu^+ \mu^- \) transforms as

\[ \delta \lambda = \xi^+_o \partial_+ \lambda + (1 - \lambda)(\mu^+ \partial_+ \xi^- + \mu^- \partial_+ \xi^+_o). \] (A.2)

**Residual DWCFT local symmetries.** The DWCFT phase space symmetry transformations (2.49) and (2.50) imply that the canonical variables (2.43) transform as

\[ \delta \mathcal{J}^- = (\lambda R')' \partial_+ (\varphi + \mu^- \varepsilon) - \lambda^2 R^2 \partial_+ ((\mu^+_o)^{-1} \varepsilon), \]

\[ \delta \mathcal{J}^+ = - (\mu^+_o)^2 \partial_+ ((\mu^+_o)^{-1} \varepsilon), \]

\[ \delta \mathcal{O}_- = (\varphi + \mu^- \varepsilon + \epsilon) \partial_- \mathcal{O}_- + \left( 2(\epsilon^+)' - \frac{(\lambda R')' (\mu^+_o)^2 (\partial_+ (\varphi + \mu^- \varepsilon) - \lambda \partial_+ ((\mu^+_o)^{-1} \varepsilon))}{(\lambda R')'(1 - \lambda)} \right) \mathcal{O}_- \]

\[ + \frac{c}{24 \pi} \frac{\mu^+ R \partial_+ \omega - \partial_+ \mathcal{F} (\varphi + \mu^- \varepsilon - (\mu^+_o)^{-1} \varepsilon)}{(\lambda R')'(1 - \lambda)} + \frac{c}{24 \pi} \frac{1}{(\lambda R')' ((\epsilon^+)^{m - 2} - F^2 (\epsilon^+)^{m - 2})}, \]

\[ \delta \mathcal{O}_+ = ((\mu^+_o)^{-1} \varepsilon + \epsilon) \partial_- \mathcal{O}_+ + 2(\mu^+_o + ((\mu^+_o)^{-1} \varepsilon + \epsilon)) \mathcal{O}_+ + \frac{c}{24 \pi} \partial_+ \mathcal{F} \partial_+ ((\mu^+_o)^{-1} \varepsilon) \]

\[ + (\mu^-)^2 R' \left( ((\mu^+_o)^{-1} \varepsilon + \epsilon) \partial_- \mathcal{O}_+ + 2(\epsilon^+)' \mathcal{O}_- - \delta \mathcal{O}_- \right) \]

\[ - \mu^- (\lambda R')' \partial_+ (\varphi + \mu^- \varepsilon) - \lambda \partial_+ ((\mu^+_o)^{-1} \varepsilon) \mathcal{O}_- \]

\[ + \frac{c}{24 \pi} \frac{(\mu^+_o)^{-2} ((\epsilon^+)^{m - 2} - (\partial_+ \mathcal{F} + 2(\mu^+_o) \partial_+ \mathcal{F}) (\epsilon^+)' \mathcal{O}_- + ((\mathcal{F} - \mu^+_o \partial_+) (\mu^+_o (\partial_+ \omega - \partial_+ \mathcal{F} (\varphi + \mu^- \varepsilon - (\mu^+_o)^{-1} \varepsilon))}{1 - \lambda}). \] (A.3)
Moreover, the transformations of the composite quantities $\lambda = \mu^+ \mu^-$ and $\mathcal{J}^- \mathcal{O}_-$ take the form

$$
\delta \lambda = \mu^+ (\partial_+ (\varphi + \mu^- \varepsilon) - \lambda \partial_+ ((\mu^+)^{-1} \varepsilon)),
$$

$$
\delta (\mathcal{J}^- \mathcal{O}_-) = (\varphi + \mu^- \varepsilon + \varepsilon^+) \mathcal{J}^- \partial_- \mathcal{O}_- + 2 (\varepsilon^+) \mathcal{J}^- \mathcal{O}_- + \frac{c}{24\pi} \frac{\mathcal{J}^-}{(\lambda \mathcal{R}^')'} ((\varepsilon^+)^{\prime} \mathcal{J}^2))
$$

$$
+ \left( \partial_+ \left( \frac{\lambda \mathcal{R}}{(\lambda \mathcal{R}^')'} \right) \partial_+ (\varphi + \mu^- \varepsilon) - \lambda^2 \partial_+ \left( \frac{\mathcal{R}}{(\lambda \mathcal{R}^')'} \right) \partial_+ ((\mu^+)^{-1} \varepsilon) \right) (\lambda \mathcal{R})' \mathcal{O}_-
$$

$$
+ \frac{c}{24\pi} \lambda \mathcal{R} \mathcal{F} (\partial_+ \omega - \partial_+ \mathcal{F} (\varphi + \mu^- \varepsilon - (\mu^+)^{-1} \varepsilon)).
$$

(B.4)

**B Evaluation of the Dirichlet on-shell action**

The 2D dilaton gravity action (3.2) can be evaluated on-shell on general running dilaton solutions in three distinct but complementary ways. Since all three approaches have been used in the literature, we take this opportunity to demonstrate their equivalence. In this appendix we evaluate on-shell the Dirichlet action (3.2). The on-shell action in the presence of the 2D version of the parity violating term (2.60) is discussed in section 4.1.

**Integrating the variational principle.** The first way to evaluate the renormalized on-shell action is to integrate the variational principle in two dimensions, as was done in [35]. Since the solution space of 2D dilaton gravity may be embedded into the DWCFT phase space of 3D gravity, the variational principle and the on-shell action in two dimensions can be obtained by dimensional reduction. In particular, the renormalized Dirichlet variational principle for the 2D action (3.2) follows from (2.33)–(2.34) and takes the form

$$
\delta I_{ren}^{2D} = 2 \pi R_w \int dt (\mathcal{L}_- \delta \mu^- + \mathcal{L}_+ \delta (\mu^+)^{-1}) + 2 \pi R_w \frac{c}{24\pi} \delta \int dt \left( \frac{1 - \mu^+ \mu^-}{2 \mu^+} \mathcal{F}^2 \right). \quad (B.1)
$$

Since $\mathcal{L}_-$ and $\mathcal{L}_+$ are constants on the solution space of 2D dilaton gravity (see eq. (3.38)), this variational principle can be integrated with respect to $\mu^- \mu^+ (\mu^-)^{-1}$ to obtain the corresponding on-shell action, namely

$$
I_{ren}^{2D} = 2 \pi R_w \int dt \left( - \mathcal{L}_- \mu^- + \mathcal{L}_+ (\mu^+)^{-1} \right) + \frac{c}{24\pi} \left( \frac{1 - \mu^+ \mu^-}{2 \mu^+} \mathcal{F}^2 \right) + I_{global}, \quad (B.2)
$$

where $I_{global}$ denotes an integration constant in the functional integration. Using the identifications (3.34), (3.36) and (3.38) between the 3D and 2D variables, as well as the relations

$$
\frac{1}{2 \kappa_{2D}^2} = \frac{2 \pi R_w}{2 \kappa_{3D}^2} = \frac{1}{2 \kappa_{3D}^2}, \quad (B.3)
$$

the on-shell action (B.2) takes the form [35]

$$
I_{ren}^{2D} = - \frac{\ell}{2 \kappa_{2D}^2} \int dt \left( \frac{m \alpha}{\beta} + \frac{2|Q| \mu}{\ell} + \frac{(\partial_+ \beta)^2}{\alpha \beta} \right) + I_{global}. \quad (B.4)
$$
Exact superpotential. An alternative derivation of the on-shell action (B.4) that leads to an explicit expression for $I_{\text{global}}$ can be obtained from the exact superpotential (3.21)–(3.22). In terms of this superpotential, the regularized on-shell action (3.2) can be expressed as [38]

$$I_{2D} = S|_{\rho_{\min}}^{\rho_o} + \frac{1}{2\kappa_{2D}^2} \int dt \sqrt{-\gamma} e^{\psi} 2K \bigg|_{\rho_{\min}}$$

$$= U|_{\rho_{\min}}^{\rho_o} - \frac{Q}{\kappa_{2D}^2} \int dt A_t|_{\rho_{\min}}^{\rho_o} + \frac{1}{2\kappa_{2D}^2} \int dt \sqrt{-\gamma} e^{\psi} 2K \bigg|_{\rho_{\min}},$$

(B.5)

where $\rho_o$ is a regulating surface and $\rho_{\min}$ is the yet unspecified lower limit of the radial integration.

In order to evaluate this expression we observe that, for large radial cutoff $\rho_o$, the superpotential (3.21) admits the covariant asymptotic expansion

$$U[\gamma_{tt}, \psi]|_{\rho_o} = \frac{1}{\kappa_{2D}^2} \int dt \sqrt{-\gamma} \left( \ell^{-1} e^{-\psi} - \frac{\ell}{2} e^{\psi} \left( \frac{\partial_t e^{-\psi}}{\sqrt{-\gamma}} \right)^2 - \frac{m\ell}{2} e^{\psi} + O(e^{2\psi}) \right)_{\rho_o}. \quad (B.6)$$

Using the leading asymptotic behavior of the running dilaton solutions in eq. (3.8), this implies that adding the following boundary counterterm to the regularized action in (B.5)

$$- \frac{1}{\kappa_{2D}^2} \int dt \sqrt{-\gamma} \ell^{-1} e^{-\psi}|_{\rho_o},$$

(B.7)

and sending the regulator $\rho_o \to \infty$ results in the renormalized on-shell action (B.4) with

$$I_{\text{global}} = -U|_{\rho_{\min}}^{\rho_o} + \frac{Q}{\kappa_{2D}^2} \int dt A_t|_{\rho_{\min}}^{\rho_o} + \frac{1}{2\kappa_{2D}^2} \int dt \sqrt{-\gamma} e^{\psi} 2K \bigg|_{\rho_{\min}}$$

(B.8)

Notice that the second line follows from the relation $K = \partial_{\rho} \log \sqrt{-\gamma}$ and the identity (3.28), which allows us to write the superpotential in the form

$$U = \frac{1}{\kappa_{2D}^2} \int dt \sqrt{-\gamma} \partial_{\rho} e^{-\psi} - \frac{\ell}{\kappa_{2D}^2} \int dt \frac{(\partial_t \beta)^2}{\alpha \beta}. \quad (B.9)$$

Finally, the 2D field equations (3.6) imply that the quantity in the last parenthesis of eq. (B.8) is independent of the radial coordinate, namely

$$\sqrt{-\gamma} \partial_{\rho} e^{-\psi} - e^{\psi} \partial_{\rho} \sqrt{-\gamma} - 2QA_t = -\ell \left( \frac{m\alpha}{\beta} - \frac{(\partial_t \beta)^2}{\alpha \beta} + \partial_t \left( \frac{(\partial_t \beta)^3}{\alpha} \right) + \frac{2Q\mu}{\ell} \right). \quad (B.10)$$

It follows that the general form of $I_{\text{global}}$ is

$$I_{\text{global}} = \frac{\ell}{\kappa_{2D}^2} \int dt \left( \frac{m\alpha}{\beta} + \partial_t \left( \frac{\partial_t \beta}{\alpha} \right) + \frac{2Q\mu}{\ell} \right) - \frac{Q}{\kappa_{2D}^2} \int dt A_t(\rho_{\min}, t).$$

(B.11)
Combining this with (B.4), the full expression for the renormalized Dirichlet on-shell action is

$$I_{\text{ren}}^{2D} = \frac{\ell}{2\kappa^2_{2D}} \int dt \left( \frac{ma}{\beta} + 2\partial_\beta \left( \frac{\partial_t \beta}{\alpha} \right) - \frac{(\partial_t \beta)^2}{\alpha \beta} + \frac{2Q\mu}{\ell} - \frac{2Q}{\ell} A_t(\rho_{\text{min}}, t) \right). \quad (B.12)$$

From the analysis in section 4.4 one sees that $I_{\text{global}}$ does not contribute to the Schwarzian term in the effective action.

**Direct integration.** The renormalized on-shell value (B.12) of the 2D action may also be obtained by direct integration. Observe that, in the FG gauge (3.5), the bulk Ricci scalar and the extrinsic curvature of the constant radial slices can be expressed, respectively, as

$$\sqrt{-g} R[g] = -2\partial_\rho (\sqrt{-\gamma} K), \quad K = \partial_\rho \log \sqrt{-\gamma}. \quad (B.13)$$

Using these identities, the difference between the first two equations of motion in (3.6) implies that the bulk Lagrangian can be written as a total derivative in infinitely many ways, namely

$$\sqrt{-g} e^{-\psi} \left( R[g] + \frac{2}{\ell^2} + 2Q^2 e^{4\psi} \right) = \partial_\rho \left( a(t)(\sqrt{-\gamma} \partial_\rho e^{-\psi} - e^{-\psi} \partial_\rho \sqrt{-\gamma}) + (1 - a(t))2QA_t \right), \quad (B.14)$$

where we have added zero to the right hand side of this relation in the form

$$0 = \partial_\rho((\sqrt{-\gamma} \partial_\rho e^{-\psi} - e^{-\psi} \partial_\rho \sqrt{-\gamma}) - 2QA_t), \quad (B.15)$$

multiplied by an arbitrary function $a(t)$ of $t$.

From the identity (B.14) follows that the action (3.2) can be expressed on-shell as

$$I_{2D} = \frac{1}{2\kappa^2_{2D}} \int dt \left( \int_{\rho_o}^{\rho_{\text{min}}} d\rho \sqrt{-g} e^{-\psi} \left( R[g] + \frac{2}{\ell^2} + 2Q^2 e^{4\psi} \right) + 2\sqrt{-\gamma} e^{-\psi} K \big|_{\rho_o} \right)$$

$$= \frac{1}{2\kappa^2_{2D}} \int dt \left( a(t)(\sqrt{-\gamma} \partial_\rho e^{-\psi} - e^{-\psi} \partial_\rho \sqrt{-\gamma} - 2QA_t) + 2e^{-\psi} \partial_\rho \sqrt{-\gamma} + 2QA_t \big|_{\rho_o} \right)$$

$$- \frac{1}{2\kappa^2_{2D}} \int dt \left( a(t)(\sqrt{-\gamma} \partial_\rho e^{-\psi} - e^{-\psi} \partial_\rho \sqrt{-\gamma} - 2QA_t) + 2QA_t \big|_{\rho_{\text{min}}} \right). \quad (B.16)$$

Notice that for $a(t) = 2$ this coincides with (B.5). However, since the terms multiplying $a(t)$ are independent of the radial coordinate by virtue of (B.10), $a(t)$ cancels between $\rho_o$ and $\rho_{\text{min}}$, giving

$$I_{2D} = \frac{1}{2\kappa^2_{2D}} \int dt \left( 2e^{-\psi} \partial_\rho \sqrt{-\gamma} + 2QA_t \big|_{\rho_o} - \frac{1}{2\kappa^2_{2D}} \int dt 2QA_t \big|_{\rho_{\text{min}}} \right). \quad (B.17)$$

Notice that this expression reduces to the Gibbons-Hawking term when $Q = 0$, reproducing the known result for Jackiw-Teitelboim dilaton gravity [6]. Adding the boundary
counterterm (B.7), the limit $\rho_o \to \infty$ of the renormalized on-shell action can be evaluated using the asymptotic expansions

$$e^{-\psi} \partial_\rho \sqrt{-\gamma} = \ell^{-1} \sqrt{-\gamma} e^{-\psi} + \frac{\ell}{2} \left( \frac{m\alpha}{\beta} - \frac{(\partial_i \beta)^2}{\alpha \beta} + 2 \partial_i \left( \frac{\partial_i \beta}{\alpha} \right) \right) + O(e^{-2\rho/\ell}),$$

$$A_t = \mu + O(e^{-2\rho/\ell}),$$

and reproduces the result in (B.12).

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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