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In the context of the coarse-graining of loop quantum gravity, we introduce loopy and tagged spin networks, which generalize the standard spin network states to account explicitly for non-trivial curvature and torsion. Both structures relax the closure constraints imposed at the spin network vertices. While tagged spin networks merely carry an extra spin at every vertex encoding the overall closure defect, loopy spin networks allow for an arbitrary number of loops attached to each vertex. These little loops can be interpreted as local excitations of the quantum gravitational field and we discuss the statistics to endow them with. The resulting Fock space of loopy spin networks realizes new truncation of loop quantum gravity, allowing to formulate its graph-changing dynamics on a fixed background graph plus local degrees of freedom attached to the graph nodes. This provides a framework for re-introducing a non-trivial background quantum geometry around which we would study the effective dynamics of perturbations. We study how to implement the dynamics of topological BF theory in this framework. We realize the projection on flat connections through holonomy constraints and we pay special attention to their often overlooked non-trivial flat solutions defined by higher derivatives of the $\delta$-distribution.
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I. INTRODUCTION

Loop quantum gravity (for lecture books, see [1–3]) proposes a non-perturbative and background independent framework for quantum gravity. Based on a 3+1 splitting of space-time distinguishing time from the 3d space, it realizes a canonical quantization of the general relativity reformulated as a gauge field theory. The canonically conjugate fields are the triad, defining the local 3d frame, and the Ashtekar-Barbero SU(2) connection [4–6]. Quantum states of geometry, called spin network states, define the excitations of those fields over the kinematical Ashtekar-Lewandowski vacuum of vanishing triad and connection (corresponding to the “nothing”-state of a degenerate vanishing metric). Their dynamics is implemented through the Hamiltonian constraints, ensuring the invariance of the theory under space-time diffeomorphisms. Several explicit proposals for the quantum dynamics exist, either in the pure canonical formalism from the original Thiemann definition of the Hamiltonian constraint operator [7–9] to more recent constructions [10–13] (for a review see [14]), or in a covariant path integral approach with transition amplitudes defined from spinfoam models as in the EPRL model [15–17] and variations [18–20] (for a review of the spinfoam framework see [21–23]).

The main challenges in this context are the correct definition of the quantum dynamics and the coarse-graining of the theory. These two issues are intimately intertwined in that the proper quantum gravity dynamics should address and solve the perturbative non-renormalisability of general relativity, and more generally because a consistent theory of quantum gravity should give us the effective dynamics of the geometry at all scale of length and energy and provide us with a flow from the probably discrete and quantum dynamics at the Planck scale to the classical dynamics of a classical space-time manifold prescribed by general relativity. The main difficulty in realizing this program in the loop quantum gravity framework is to proceed to a coarse-graining of the gravitational degrees of freedom in a background independent theory with no a priori length or energy scale and no a priori regular geometrical background on which to define a coarse-graining procedure. This translates into the problem of defining new vacuum states representing non-degenerate metrics and geometries (such as the flat Minkowski space-time) and working out how to expand the quantum gravity theory, initially defined above the “nothing”-state, around them with an explicit dictionary between the fundamental geometry excited states and the new effective gravity excitations.

Some progress in this direction has been achieved by Koslowski and Sahlmann in [24], where they define new vacuum states for loop quantum gravity peaked on some classical field configuration for the triad and connection and describe the spin network excitations above them. Another approach by Dittrich and Geiller was to define another vacuum state, given as the flat connection vacuum of a topological BF theory, and to work out a Hilbert space better suited to account for curvature defects [25, 26]. Another line of research in the spinfoam framework is the promising renormalisation program for tensor models and group field theories [27–31], but this deviates from the canonical point of view that we will pursue in the present paper. Indeed, we would like to propose another path to define the effective loop quantum gravity dynamics on non-trivial background quantum geometries following the previous work on the coarse-graining of spin network states [32, 33].

In loop quantum gravity, quantum states of geometry are wave-functions of the Ashtekar-Barbero connection. More precisely, they are defined as cylindrical functionals of that connection, in that they realize a finite sampling of the connection. Indeed each wave-function is constructed with respect to a graph Γ (embedded in the canonical hypersurface) and depends on the holonomies of the connection along the graph edges (defined as SU(2) group elements). The set of wave-functions is obtained by taking the union over all embedded graphs with the requirement of cylindrical consistency, that is a wave-function initially defined over a given graph Γ is considered as equivalently defined over any refinement of that graph (i.e. any graph containing Γ as a subgraph). This union quotiented by the cylindrical consistency is rigorously defined as a projective limit. It leads to the Hilbert space of quantum states of geometry of loop quantum gravity and has been shown to be the $L^2$ space of functionals of the connection.
Spin networks are graphs coloured with spins at the edges and intertwiners at the vertices. Each node of a spin network can naturally be interpreted as a polyhedron (in blue on the figure), each face corresponding to an edge of the graph. Spin network geometry is not Regge geometry since the shapes of the faces of the glued polyhedra do not have to match.

FIG. 1: The geometrical interpretation of spin networks

Spin networks provide basis states of this Hilbert space. They are introduced as diagonalizing the area and volume operators, both shown to have discrete spectra \[ \Gamma \]. A spin network state, as drawn in fig.1(a), lives on a given graph \( \Gamma \) (and therefore lives on any refinement of that graph by cylindrical consistency) and is defined by spins (as half-integers determining an irreducible representation of the Lie group SU(2)) on each edge and intertwiners (as singlet states) on each vertex or node of the graph. Spins define quanta of area while intertwiners give the quanta of volume. This hints towards a geometrical interpretation of spin networks as discrete geometries. This can be realized explicitly and spin networks have been shown to be the quantization of twisted geometries \[ 39, 40 \], which generalize 3d Regge geometries to account for some torsion. Nodes of the graph represent polyhedra, which are glued along faces dual to the graph edges, as illustrated in fig.1(b). The precise face matching of Regge geometries is relaxed to a simpler area face matching, and the resulting potential shape mismatch is interpreted as torsion along the graph edge, as depicted in fig.1(c).

The Hamiltonian operators of loop quantum gravity then act on both algebraic and combinatorial data, meaning that they modify both spins and intertwiners living on a given graph and the graph itself. Thus the loop quantum gravity (LQG) dynamics seems to be a careful balance between fixed-graph dynamics and graph-changing dynamics, which reflects the classical dynamics of general relativity as both dynamics on a given space-time manifold and of the space-time geometry itself. This mixture between these two types of dynamics render analytical and numerical calculations extremely difficult. The usual strategy for discrete systems on fixed graphs, as in condensed matter theory, is to coarse-grain the theory, that is, to integrate the microscopic degrees of freedom inside bounded regions, thus assimilated to points, and to write effective theories for the relevant macroscopic degrees of freedom. This process of coarse-graining ultimately leads to the continuum limit of the theory. One can also study the statistical physics of a varying graph, for instance using matrix models for 2d quantum gravity. Putting these two ingredients together, for example to study matter coupled to 2d quantum gravity through condensed matter models on random lattices, is much more involved. Results in this direction, like the KPZ conjecture \[ 41 \], mostly rely on conformal field theory techniques in the continuum limit.

In the loop quantum gravity context, through the logic of coarse-graining, we would like to map the varying graphs dynamics onto a fixed graph dynamics. The rational behind this is the following: starting from a base graph, each node will correspond to a varying coarse-grained region. This means that we will add some extra internal degrees of freedom to the graph vertices in the effective theory, which should reflect that each vertex represent in fact a possibly varying subgraph itself. This method should mimic a development around this base graph considered as a skeleton graph for the gravity excitations. Digging deeper in the structure of the spin networks, the wave-functions carry non-trivial curvature around the loops of the graph (when the composition of the holonomies along the edges of the

---

1 The definition of cylindrical consistency can be generalized and extended to a mapping or identification between two wave-functions living on a given graph and a refinement of it. Formulated as such, it becomes equivalent to the choice of a coarse-graining procedure for the quantum states of geometry. This logic has been used to construct new Hilbert spaces for loop quantum states describing the excited states of geometry above non-trivial vacua \[ 24 \].
loops does not yield the identity). When coarse-graining, curvature should build up and the effective coarse-grained vertices should naturally describe locally curved geometries. As illustrated in fig. 2, we will need additional data at each vertex to encode the coarse-grained curvature now located at the vertices. We will realize this program using the coarse-graining through gauge fixing procedure already developed in [33, 42]. The idea is that the gauge fixing procedure collapses a subgraph into a single vertex plus some additional (self-)loops connecting that vertex to itself. These self-loops carry the curvature initially carried by the loops of the subgraph. In this picture, coarse-graining a spin network state thus leads to a state living on a coarser graph with many little loops living at each vertex.

Reversing the logic of this procedure, we propose to fix a background graph and define the Fock space of “loopy spin networks” above that graph. The base states will be spin network states living on the background graph itself, while excitations will be spin networks living on the graph plus an arbitrary number of little loops attached to its vertices. These little loops allow to represent excitations of the curvature and take into account that each vertex of the background graph is in fact a coarse structure which could be unfolded into a non-trivial, possibly complex, subgraph. Taking into account these little loops as localized excitations of the quantum geometry allow to project the graph changing LQG dynamics onto a fixed background graph but with dynamical curvature excitations living at each vertex. In some sense, the underlying full graph is still dynamical and changes, but we always coarse-grain it to the same skeleton graph plus some little loops. The dynamics then affect the little loops without touching the skeleton graph and of course change the algebraic data -spin and intertwiners- carried by the edges and vertices of the graph. This explicitly realizes the idea proposed in the conclusion of [33].

So we are here proposing an expansion of the theory around an arbitrary non-trivial background graph, in some sense truncating the dynamics by a coarse-graining procedure to keep the quantum states living on that chosen background graph with some localized excitations of the geometry. This is rather different from the expansion around a continuous background metric, proposed up to now in loop quantum gravity as in [24], and it will be necessary to later compare these two approaches in a continuum limit of spin networks.

This paper is organized as follows. The first section will review the Hilbert space of spin networks for loop quantum gravity, underlining the cylindrical consistency requirement, and the “coarse-graining through gauge-fixing” of these quantum states of geometry. From this perspective, we will introduce a hierarchy of possible extensions of spin networks encoding extra information at the graph nodes: folded, loopy and tagged spin networks, from the finer to coarser objects. Folded spin networks allow for an arbitrary number of little (self-)loops at every node of the graph and moreover contain the data of a circuit at each node, that is a tree linking the little loop ends to the edges attached to the node. Loopy spin networks forget about the local circuit data, while tagged spin networks simply trace out all the little loop data and only retains the resulting closure defect at each node.

The second section is dedicated to the definition and investigation of loopy spin networks. We discuss the holonomy operator, which is the elementary brick of the loop quantum gravity formalism, and check the compatibility of our definition with the cylindrical consistency conditions. We apply this construction to the topological BF theory and solve for the physical state of flat connections in our new Hilbert of loopy spin networks. We define the BF Hamiltonian constraints as holonomy constraints peaking the group elements along the little loops on the identity. We show that these are (unexpectedly) not enough to enforce the uniqueness of the physical state and lead to an infinite-dimensional space of (almost)-flat states defined from higher derivatives of the $\delta$-distribution. This is due to the highly non-trivial structure of the intertwiner space recoupling the loops. We supplement these constraints with new Laplacian constraints, which decouple the loop and trivialize the intertwiner, finally leading to a unique flat state defined by the $\delta$-distribution.

In a third section, we explore the possibility of endowing the little loops at the graph’s nodes with bosonic statistics and define the symmetrized Fock space of loopy spin networks. We discuss the interplay between loop creation,
annihilation and spin shift in the definition of the holonomy operator. This leads us to define the Hamiltonian constraints for BF theory in terms of creation and annihilation operators.

The fourth section develops tagged spin networks and shows how they provide a basis for reduced density matrix when coarse-graining spin networks. We conclude this paper with a discussion on the potential applications of this new framework, for instance using fixed skeleton graph as background lattices or to the coarse-graining of loop quantum gravity dynamics.

II. SPIN NETWORKS AND THEIR COARSE-GRAINING

A. Spin networks as projective limits

Loop quantum gravity is based on the first order reformulation of general relativity in terms of the Ashtekar-Barbero variables\cite{4}. The fundamental variables of the theory on the canonical hypersurface are the densitized triad and the Ashtekar-Barbero SU(2) connection, which are endowed with the following symplectic structure:

\[
\{E^a_i(x), A^j_b(y)\} = \frac{\beta \kappa}{2} \delta^a_b \delta^j_i \delta(x - y),
\]

with all other brackets being zero. The indices \(a, b, c, \ldots\) denote space coordinates while the indices \(i, j, k, \ldots\) refer to tangent space coordinates. The canonical fields are the densitized triad \(E^a_i(x)\) and the Ashtekar-Barbero SU(2) connection \(A^j_b(x)\). The Poisson bracket coupling is given in terms of the gravitational constant \(\kappa = 16\pi G\) and the Immirzi parameter \(\beta\)\cite{5, 6, 43}. The classical theory is defined by imposing on this phase space a set of seven first class constraints: the three Gauss constraints generating the local SU(2) gauge invariance and the four constraints generating space-time diffeomorphisms.

At the quantum level, we consider cylindrical wave-functions of the Ashtekar-Barbero connection \(A\). We choose an arbitrary oriented graph \(\Gamma\) embedded in the canonical hypersurface and consider functions of the holonomies of the connection along the links or edges \(e\) of the graph, as illustrated in fig.3:

\[
\psi_{\Gamma}[A] \equiv \psi\left(\{U_e[A]\}_{e \in \Gamma}\right), \quad U_e[A] \in \text{SU}(2).
\]

Such functionals realize a finite sampling of the connection along the considered graph. We require these functionals to solve the Gauss law, that is to be invariant under local SU(2) gauge transformations. These acts at the end points of the holonomies, that is at the nodes or vertices \(v\) of the graph \(\Gamma\):

\[
\forall h_v \in \text{SU}(2)^V, \quad \psi\left(\{U_e[A]\}_{e \in \Gamma}\right) = \psi\left(\{h^{-1}_{s(e)} U_e[A] h_{t(e)}\}_{e \in \Gamma}\right),
\]

where \(V\) is the number of vertices of the graph \(\Gamma\), while \(s(e)\) and \(t(e)\) respectively denote the source and target vertices of the oriented edge \(e\). The Hilbert space of states of the fixed graph \(\Gamma\) is defined by endowing this set of

\[\psi_{\Gamma}[A] \equiv \psi\left(\{U_e[A]\}_{e \in \Gamma}\right), \quad U_e[A] \in \text{SU}(2).
\]

The Ashtekar-Barbero connection is only a space connection defined on the canonical hypersurface and is not generically the pull-back of a space-time connection \[\text{SU}(2)\times\mathbb{R}^3\], except in the case of the self-dual and anti-self dual connections given by the purely imaginary choice of Immirzi parameter \(\beta = \pm i\).
wave-functions with the natural scalar product induced by the Haar measure on SU(2):

$$\mathcal{H}_\Gamma \equiv L^2 \left( SU(2)^E / SU(2)^V \right),$$

$$\forall \Psi, \tilde{\Psi} \in \mathcal{H}_\Gamma, \quad \langle \Psi | \tilde{\Psi} \rangle = \int_{SU(2)^E} \prod_{e=1}^E dg_e \, \psi(g_1, \ldots, g_E) \tilde{\psi}(g_1, \ldots, g_E),$$

(4)

where $E$ counts the number of edges in the graph. A basis of this space is provided by the spin networks with support on the graph $\Gamma$. Technically, these are obtained through the Peter-Weyl decomposition of $L^2$ functions on the Lie group SU(2) in terms of the orthogonal Wigner matrices in the irreducible representations of SU(2). As a result, a spin network state is labeled by a spin on each edge, which is a half-integer $j_e \in \mathbb{N}/2$ determining the corresponding irreducible SU(2)-representation $\mathcal{V}^{j_e}$ of dimension $(2j_e + 1)$, and an intertwiner $i_v$ at each vertex $v$, which is an invariant tensor in the tensor product of the representations living on the incoming and outgoing edges attached to the vertex $v$:

$$i_v : \bigotimes_{e|s(e)=v} \mathcal{V}^{j_e} \longrightarrow \bigotimes_{e|t(e)=v} \mathcal{V}^{j_e}.$$

(5)

The spin network function is defined by contracting the chosen intertwiners with the Wigner matrices of the holonomies living along the graph edges:

$$\psi^{\{j_e, i_v\}} \{g_e\}_{e \in \Gamma} = \operatorname{Tr} \left( \bigotimes_e D^{j_e}(g_e) \otimes \bigotimes_v i_v \right)$$

$$= \prod_e \langle j_e m_e^s | g_e | j_e m_e^t \rangle \prod_v \langle \otimes_{e|t(e)=v} j_e m_e^t | i_v | \otimes_{e|s(e)=v} j_e m_e^s \rangle,$$

(6)

with an implicit sum over all the $m_e^{s,t}$ indices, where we have introduced the usual spin basis $|j, m\rangle$ of the Hilbert space $\mathcal{V}^j$ with the index $m$ running from $-j$ to $+j$ by integer steps. That spin network functional is automatically gauge-invariant due to the SU(2)-invariance of the intertwiners at each vertex. Intertwiners $i_v$ at the vertex give the volume excitations, thus representing chunks of volume dual to each vertex, while the spin $j_e$ living on the edge $e$ linking two vertices give the area quanta of the (quantum) surface boundary between the corresponding two chunks of space. This endows spin networks with a natural interpretation as discrete quantum geometries.

From here, the loop quantum gravity programme proceeds in two steps. First, one sums over all possible graphs $\Gamma$ imposing cylindrical consistency. This yields the kinematical Hilbert space of spin network states. Second, one imposes the Hamiltonian constraints generating the space-time diffeomorphisms at the quantum level to define the physical Hilbert space of loop quantum gravity.

Indeed, in order to consider the full space of connections and not just its finite sampling on a fixed graph $\Gamma$, we will consider all possible graphs and sums of cylindrical functions over different graphs. To this purpose, one needs to compare wave-functions with support on different graphs, take their sum and scalar product. This is achieved through requiring cylindrical consistency. A function $\psi$ on a graph $\Gamma$ is considered as equivalent to another function $\tilde{\psi}$ defined on a larger graph $\tilde{\Gamma}$, containing $\Gamma$ as a subgraph, if the finer function does not depend on the group elements living on the extra edges and coincides with the original coarser function $\psi$ on the subgraph:

$$\Gamma \subset \tilde{\Gamma}, \quad \psi|_{\Gamma} \sim \tilde{\psi}|_{\Gamma} \iff \forall g_e \in SU(2) \quad \tilde{\psi}\{g_e\}_{e \in \tilde{\Gamma}} = \psi\{g_e\}_{e \in \Gamma}.$$  

(7)

This means that any wave-function defined on a graph $\Gamma$ is automatically extended to live on any refinement of $\Gamma$. Now, when summing two wave-functions living on a priori different graphs or taking their scalar product, one will refine the two graphs, say $\Gamma$ and $\Gamma'$, to a larger and finer graph $\tilde{\Gamma}$ containing both of them as subgraphs: the two wave-functions will then be compared on that larger graph $\tilde{\Gamma}$ and their sum will be be defined as living on it. A precise and rigorous treatment of these projective limit techniques can be found in [34–36]. The set of wave-functions is defined by the union of the sets of wave-functions with support on every graph quotiented by the cylindrical consistency equivalence relation, and the resulting kinematical Hilbert space for loop quantum gravity is obtained by the sum of all graphs also quotiented by the cylindrical consistency:

$$\mathcal{F} = \left( \bigcup_{\Gamma} \mathcal{F}_\Gamma \right) / \sim, \quad \mathcal{H}_{\text{kin}} = \left( \bigoplus_{\Gamma} \mathcal{H}_\Gamma \right) / \sim.$$  

(8)
To define the scalar product in the continuum, we use cylindrical consistency: wavefunctions with trivial dependency on some edges are identified with functions on coarser graphs (with the gray dashed edges removed from the graph). As a consequence, two coarse graphs can always be considered as being embedded in another finer graph on which the scalar product is well-defined.

This Hilbert space, defined as a projective limit, was shown to be the space of $L^2$-functionals of the connection with respect to the Ashtekar-Lewandowski measure $[35]$. Going to the spin network basis, the cylindrical consistency corresponds to identifying graphs with edges $e$ carrying a vanishing spin $j_e = 0$ to the same graphs without those edges. Thus, if we went to pick a specific representative for every equivalence class, we could simply choose all spin networks carrying no vanishing spins:

$$\mathcal{H}_{\text{kin}} = \bigoplus_{\Gamma} \tilde{\mathcal{H}}_{\Gamma}, \quad \tilde{\mathcal{H}}_{\Gamma} = \bigoplus_{\{j_e \neq 0, i_v\}} \mathbb{C}|j_e, i_v\rangle \quad (9)$$

This projective limit technique was introduced for graphs embedded in the canonical hypersurface, but was also shown to work for equivalence classes of graphs under (spatial) diffeomorphisms, and can be directly extended to abstract graphs defined purely combinatorially without reference to an embedding in a specific manifold. In the following, we will not make direct use of the embedding of spin network states, so our definition and procedures can be applied to any of those cases. Nevertheless, since we do not discuss the coarse-graining from an embedding point of view, it is simpler to consider all our definitions as for abstract graphs.

### B. Coarse-graining by gauge-fixing

Let us now discuss the main context of this paper: the coarse-graining of spin networks for loop quantum gravity. The idea of coarse-graining is to integrate out the microscopic degrees of freedom, by an iterative procedure, up to some given energy or length scale to get the effective dynamics of the macroscopic degrees of freedom. In condensed matter models, one typically works on a regular lattice with degrees of freedom living on its edges and/or nodes and one can decimate consistently the variables, integrating out one node out of two for example, and thus derive an effective Hamiltonian on the coarser lattice. The length scale is set by the lattice spacing. In quantum field theory, the renormalisation group scheme integrates out quantum fluctuations of the field of high momentum and energy to derive an effective dynamics on the low momentum degrees of freedom. In general relativity, the main difficulty is that the space-time geometry itself has become dynamical thus leading to some serious obstacles: in a background independent context, we face the problems of defining consistently a length or energy scale and of properly localizing perturbations and degrees of freedom both in position and momentum. These issues persist in the quantum theory.

In loop quantum gravity, one could think that the natural graph structure of the theory makes it simpler to tackle the coarse-graining of the theory. However, even putting aside the huge complication of fluctuating graphs and graph superpositions, working out the coarse-graining of loop quantum gravity on a fixed graph still faces the problem of localizing and determining the energy scale of the geometry fluctuations. Indeed, a natural coarse-graining procedure on a fixed graph is to subdivide it into a partition of bounded (usually connected) regions and to collapse those subgraphs to single points. The internal geometrical information carried by the spin network state on those subgraphs would be coarse-grained to some effective data living at the new node of the coarser graph, as illustrated on fig. 5. Integrating over these local degrees of freedom would lead to new effective dynamics on the coarser graph. Such a procedure would then be iterated to obtain a tower of effective theories à la Wilson for loop quantum gravity towards a large scale limit.
It remains to decide which partition to choose in practice, which one is the most “coarse-grainable”. We need to identify the regions of the spin network state whose geometry has the smallest (quantum) fluctuations. Since the algebraic data—spins and intertwiners—living on the graph determine the discrete geometry defined by the spin network state, the combinatorial data of the subgraph is not enough to decide if it is to be coarse-grained. One actually needs to find a suitable scale function—length or energy or another geometrical observable such as curvature—and to use an optimization algorithm running through all possible bounded regions and partitions of the graph in order to find the correct partition to coarse-grain at each step. In simpler words, the obstacle is that the geometry corresponding to the considered graph is not entirely determined by the combinatorial definition of the graph but crucially depends on the algebraic data living on it and carried by the spin network state. And on top of this difficulty remains to find a consistent way to deal with graph fluctuations and superpositions.

We propose a truncation of the theory re-introducing a background lattice through coarse-graining. From the point of view of a given observer, one chooses a lattice, which defines the network of points whose geometry the observer will probe. The lattice is not considered as the fundamental graph underlying the physical spin network state. Instead, since the observer is assumed to have a finite resolution, its nodes represent bounded regions of space whose internal geometry can fluctuate. Then, if we consider a spin network states based on a graph with a very fine structure, we will coarse-grain it onto our chosen lattice. Such a scheme allows to take into account graph fluctuations and superpositions while actually working on a fixed lattice. Indeed, considering a superposition of graphs, it will live by cylindrical consistency on a finer graph containing both graphs. Then we will coarse-grain the quantum geometry state on the finer graph until it lives on our reference lattice.

A key step of this procedure is the coarse-graining of subgraphs to nodes. We use the “coarse-graining through gauge-fixing” procedure introduced in [22, 33] and also exploited in [25, 26] to reformulate the algebra of geometrical observables in loop quantum gravity. This is based on the gauge-fixing for spin networks defined earlier in [42], which allows to collapse an arbitrary subgraph to a flower, that is a single vertex with self-loops— or petals—attached to it. These loops account for the building-up of the curvature and thus of the gravitational energy density within these microscopic bounded regions which we will coarse-grain to single points on the measurement lattice chosen by the observer.

Let us give a closer look to this gauge-fixing procedure and the resulting coarse-graining of spin networks. At the classical level, a spin network state is given by the graph dressed with discrete holonomy-flux data: each oriented edge carries a SU(2) group element $g_e \in SU(2)$ while each edge’s extremity around a vertex is colored with a vector $X^v_e \in \mathbb{R}^3$. So one edge carries two vectors, one living at its source vertex and the other living at its target vertex, respectively $X^s_e \equiv X_e^{s, t(v)}$. The group element gives the parallel transport of the vectors along the edges, that is $X^v_t = -g_e^{-1}X^v_s$ with the action of $g_e$ as a SO(3)-rotation on the flat 3d space. This obviously forces the two vectors to have equal norm, $|X^v_e| = |X^s_e|$, which is called the (area-)matching constraint. One requires another set of constraints: we impose the closure constraint at each vertex $v$, so that the sum of the fluxes around the vertex vanishes, $\sum_{e \ni v} X^v_e = 0$. This holonomy-flux data can be interpreted as some discrete geometry in the framework of twisted geometries [39, 49]. This is achieved through Minkowski’s theorem stating that the closure constraint determines a unique convex polyhedron in flat 3d space dual to each vertex $v$, such that the fluxes $X^v_e$ are the normal vectors to the polyhedron faces.

Curvature appears as non-trivial holonomies around loops $\mathcal{L}$ of the graph, when $\prod_{e \in \mathcal{L}} g_e \neq I$. As pointed out
coarse-graining a subgraph carrying non-trivial curvature leads to an effective vertex breaking the closure constraint. This underlines the fact that a generalization of spin network states is required in order to properly carry out a coarse-graining procedure: we need an extended structure allowing for curved vertices.

We illustrate this in fig. 6 in 2d instead of 3d. Let us consider a bounded region in space and the normals to its boundary. Due to gauge-invariance, if the region contains a single vertex, the sum of the normals will sum up to zero. But if there are loops inside the region, the parallel transport around these loops might introduce non-trivial rotations. And indeed, as soon as the parallel transport around the loops is non-trivial, the sum of the normals is no longer zero, leading to a closure defect [33]. This is natural and translates the fact that curvature is carried by the loops of the spin network. And this must be taken into account when coarse-graining.

A rigorous way to make this explicit is to gauge-fix the spin network state, following the procedure devised in [42]. Let us consider a bounded region of a larger spin network, defined as a finite connected subgraph \( \gamma \) of the larger graph \( \Gamma \), as in fig. 7. The procedure goes as follow:

1. Choose arbitrarily a root vertex \( v_0 \) of the subgraph and select a maximal tree \( T \) of the region:

   The subgraph being connected, the maximal tree goes through every vertex of the region and defines a unique path of edges from the root vertex \( v_0 \) to any vertex of the subgraph.

2. Gauge-fix iteratively all the group elements along the edges of the tree \( g_e \in T = I \):

   Using the gauge-invariance of the wave-functions as given by (3) with gauge transformations acting at every vertex by SU(2) group elements \( h_v \) as \( g_e \rightarrow h_{\epsilon(e)}^{-1} g_e h_{\epsilon(e)} \), we can start from the root of the tree \( v_0 \) and progress through the tree until we reach the boundary of our subgraph. We define the appropriate gauge transformations \( h_v \) at every vertex in order to fix all the group elements along the edges of the tree to the identity \( I \). The absence of loops in the tree, by definition, guarantees the consistency of this gauge-fixing. We can somewhat interpret this maximal tree as a synchronization network: we set all the parallel transports along the tree edges to the identity, thus synchronizing the reference frames at all the vertices and identifying them to a single reference frame living at the root of the subgraph. This realizes the coarse-graining of the subgraph \( \gamma \) to its chosen root vertex \( v_0 \). The action of SU(2) gauge transformations inside the region is not entirely gauge-fixed and we are still left with the SU(2) gauge transformations at the root vertex.

3. Having collapsed the subgraph \( \gamma \) to its root vertex \( v_0 \), the edges of the subgraph \( \gamma \) which are not in the tree, \( e \in \gamma \setminus T \) label all the (independent) loops of the subgraph and lead to self-loops attached to the \( v_0 \):

   As illustrated on fig. 7 these self-loops or little loops carry the holonomies around the loops of the original subgraph \( \gamma \), that is the curvature living in the bounded region. The flux-vectors living on the boundary edges, linking the region to the outside bulk, generically do not satisfy the closure constraint anymore since the effective vertex does satisfy a closure constraint which takes into account the flux-vectors of those boundary edges but also of the internal loops. The closure defect, induced by the little loops, thus reflects the non-trivial internal structure of the coarse-grained subgraph and curvature developed in the corresponding region of the spin network state. The interested reader can find details and proof in the previous work [33].

This gauge-fixing procedure allows to clearly identify and distinguish between the degrees of freedom of the internal geometry of the considered bounded region of space to coarse-grain. The tree encodes the internal combinatorial
structure of the region and describes the network of points and links within: they provide the bulk structure on which we can create curvature. The little loops and the SU(2) group elements coloring them are the excitations of the parallel transport and curvature. Together, tree and little loops attached to a vertex describe all its internal structure and are the extra data needed to define \textit{curved vertices} for the effective coarse-grained theory. These curvature excitations create a closure defect for the flux-vectors living on the boundary edges linking the coarse-grained vertex -the root vertex- to the rest of the spin network (obtained by the actually satisfied closure constraint between boundary edges and little loops).

When coarse-graining in practice, we do not want to retain all the information about the internal geometry, but only want to retain the degrees of freedom most relevant to the dynamics and interaction with the exterior geometry. In the next section, we will therefore introduce a hierarchy of extensions of spin network states with \textit{curved vertices}, from the finest notion of spin networks decorated with both trees and little loops to the coarser notion of spin networks with a simple tag at each vertex recording the induced closure defect.

\section*{C. A hierarchy of coarse-grained spin network structures}

In loop quantum gravity, we start with spin network states, which are graphs decorated with spins on the edges and intertwiners at the vertices:

$$\mathcal{H}_\Gamma = \bigoplus_{\{j_e, i_v\}} \mathbb{C}|j_e, i_v\rangle.$$  \hfill (10)

Curvature is carried loops of the graph. We have argued that coarse-graining these networks should naturally lead to extended spin networks that can carry localized curvature excitations at the vertices. Following the coarse-graining through gauge-fixing procedure\footnote{Another approach is to define spin networks made of intertwiners directly interpretable as dual to polyhedron in a curved space. These has been developed in the framework of spin networks for loop quantum gravity with a non-vanishing cosmological constant and is based on a quantum deformation of the SU(2) gauge group \cite{50–56}. However, it is not yet clear how, if possible, to depart from a homogeneous curvature and glue pieces carrying a different curvature, thus obtaining actual spin networks with variable curvature. One possible link with our present framework would be to show that these curved and quantum-deformed intertwiners can be obtained in a continuum limit as a vertex with an infinite number of little loops creating a constant homogeneous curvature excitation (for instance, triangulating a hyperbolic tetrahedron with finer and finer tetrahedra which can be considered as flat in an infinite refinement limit).}, we propose a hierarchy of three possible extensions of the spin network states, which depend on how much extra information and structure are added to each vertex:

\begin{enumerate}
  \item \textbf{Folded spin networks :}

    In the first scenario, we follow the gauge-fixing procedure but we do a minimal coarse-graining, retaining as much information as possible on the original state. Each vertex is allowed with an arbitrary number of little loops attached to it and is endowed with a tree connecting the ends of the external edges and of the internal loops, as represented in fig. 8a. This tree can be seen as a circuit telling us how to unfold the vertex, reversing the gauge-fixing procedure and recovering the original (finer) graph. This Hilbert space $\mathcal{H}_\Gamma^{\text{folded}}$ can be written
(a) All the information can be preserved by carrying the $SU(2)$ labels and an unfolding tree describing the inner details of the coarse-grained vertex.

(b) The particular subgraph can be forgotten and only the $SU(2)$ information is preserved.

(c) Everything except the closure defect is forgotten. Only a “tag” remains.

FIG. 8: The hierarchy of possible coarse-graining frameworks

formally as:

$$\mathcal{H}_{\Gamma}^{\text{folded}} = \bigoplus_{\{j_e, j_\ell^{(v)}, i_v, T_v\}} \mathbb{C} | j_e, j_\ell^{(v)}, T_v \rangle.$$  

(11)

$T_v$ is the unfolding tree for each vertex, $j_\ell^{(v)}$ are the spins carried by the additional loops labeled by the index $\ell$ and the intertwiners $i_v$ now lives in the tensor product of the spins $j_e$ of the edges linking to the other neighboring vertices and (twice) the spins $j_\ell^{(v)}$ living on the internal loops (because each loop has its two ends at the vertex).

With such an internal space at each vertex, we actually lose no information at all on the internal degrees of freedom. Starting with a spin network state living on a finer graph $\tilde{\Gamma}$, we simply gauge-fix it to a spin network on our coarser graph $\Gamma$. And we can follow the reverse path. Using the tree at each vertex, we can fully reconstruct the original finer graph $\tilde{\Gamma}$ thus simply perform generic gauge transformations to recover the fully gauge-invariant spin network state.

Thus the chosen graph $\Gamma$ can be considered as a skeleton graph, to which we can add extra information to represent spin network states living on any (finer) graph. In a sense, we have not done any coarse-graining yet. The truncation of the theory will happen when defining the dynamics on the folded spin network Hilbert space, distinguishing actual edges and spins of our skeleton lattice -the background- from spins and edges on the unfolding trees and little loops, when the fundamental dynamics would have considered them on equal footing.

2. **Loopy spin networks**:

In a second scenario, we coarse-grain the internal structure of the effective vertices by discarding the unfolding trees. We keep the curvature excitations living on the little loops, but we discard the combinatorial information of the internal subgraph: we forget that the vertex effectively represents an actual extended region of space and we localize all the internal curvature degrees of freedom on that coarse-grained vertex. This leads to loopy spin networks, with an arbitrary number of loops at each vertex but no unfolding tree data:

$$\mathcal{H}_\Gamma^{\text{loopy}} = \bigoplus_{\{j_e, j_\ell^{(v)}, i_v\}} \mathbb{C} | j_e, j_\ell^{(v)}, i_v \rangle,$$

(12)

where the $j_\ell^{(v)}$ are the spins living on the little loops attached to the vertex $v$ and the intertwiners $i_v$ live again in the tensor product of the spins carried by the graph edges attached to the vertex $v$ and the spins carried by its little loops.

Now our chosen graph $\Gamma$ for loopy spin network states is to be considered as a background graph. The little loops are explicit local excitations of the gravitational fields located at each vertex of the graph. A given loopy spin network comes from the coarse-graining of several possible finer spin network states living on finer graph, but we lack the unfolding tree information to recover the original more fundamental state.
The truncation of full theory is clear. Spin network states on the “loopy graphs” living on top on Γ, that is the base graph Γ plus an arbitrary number of self-loops at every vertices, are already in the Hilbert space of the loop quantum gravity, although we do not usually focus on such graphs. Restricting ourselves to this subset of states is a clear truncation of the full Hilbert space. The difference with the standard interpretation is that we think here of the base graph Γ as embedded in the space manifold, while the little loops are abstract objects decorating the base graph vertices.

Since we have local degrees of freedom, carried by the little loops, we need to discuss their statistics, which leads to a few variations of this theme:

(a) **Distinguishable loops** : First, it is natural to consider that the loops are distinguishable as they come from a substructure. The loops do come from different edges of a finer graph and create curvature excitations at different places within the coarse-grained bounded region. As a result, we should distinguish them and allow to number and order them.

(b) **Undistinguishable bosonic loops** : A second possibility is to push further along the logic of coarse-graining and to consider that the loops undistinguishable since we do not have access anymore to the specific substructure. This should lead to bosonic statistics, as expected for gravitational field excitations. Formally, this can be written as the identification:

\[
|j_e, i_v, j_\ell^{(v)}\rangle = |j_e, i_v, J_{\sigma_v}(\ell)\rangle
\]

for any permutation $$\sigma_v \in S_{#\ell}$$ in the symmetric group of order $$#\ell$$ when the vertex $$v$$ has $$#\ell$$ loops. This point of view is compatible with considering the action of space diffeomorphisms on the little loops around the vertex as gauge transformations.

(c) **Anyonic statistics** : We can easily imagine other statistics, for instance by allowing for a phase in the equality above (i.e a non-trivial representation of the permutation group). In fact, instead of thinking of the vertex as a mere point, we can represent the boundary of the bounded region as a sphere and consider the little loops as living on a sphere around it. Then the diffeomorphism invariance on the sphere will lead to an action of the braiding group leading to interesting anyonics statistics, similarly to the punctures of a Chern-Simons theory as already explored in the case of black holes in loop quantum gravity [57].

3. **Tagged spin networks**

In this third and last scenario, we fully coarse-grain the internal geometry of the bounded region now reduced to a graph vertex. We discard the unfolding tree, used in the gauge-fixing and unfixing procedure, and we integrate out the little loops attached to the vertex. All we retain is the closure defect induced by the non-trivial holonomies and spins carried by those little loops. The fact that coarse-graining spin networks, or their classical counterpart of twisted geometries, leads to closure defect, accounting for the presence of a non-trivial curvature within the coarse-grained region was already pointed out in [33]. Here, the simplest method to see how this comes about is to use the intermediate spin decomposition of the intertwiner at the vertices, as illustrated on fig.9 introducing a fiducial link separating the external edges from the internal loops:

\[
\text{Inv}_{SU(2)} \left[ \bigotimes_e V^{j_e} \otimes \bigotimes_\ell (V^{j_\ell} \otimes V^{j_\ell}) \right] = \bigoplus_J \text{Inv}_{SU(2)} \left[ V^J \otimes \bigotimes_e V^{j_e} \right] \otimes \text{Inv}_{SU(2)} \left[ V^J \otimes \bigotimes_\ell (V^{j_\ell} \otimes V^{j_\ell}) \right].
\]

This spin $$J_v$$ living at the vertex $$v$$ encodes the closure defect and is the only extra information with which we decorate the graph. We call it the *tag* and amounts to adding an open leg to every vertex of the graph. This
open edge is colored with the spin $J_e$ and a vector in that SU(2) representation. Using the standard spin basis labeled by magnetic moment number $M$, the Hilbert space of tagged spin networks on the base graph $\Gamma$ is then formally defined as:

$$\mathcal{H}^{\text{tag}}_{\Gamma} = \bigoplus_{\{j_e, J_v, M_v, i_v\}} \mathbb{C}|j_e, J_v, M_v, i_v \rangle,$$

where the intertwiner $i_v$ at the vertex $v$ now lives in the tensor product of the spins $j_e \ni v$ on the external edges $e$ attached to the vertex and of the vertex tag $J_v$.

The state $|J_v, M_v\rangle$ is the quantized version of the closure defect vector. Indeed, at the classical level, as shown in [33], the sum of the flux-vectors living on the external edges $e \ni v$ does not vanish anymore and should be balanced by the sum of the flux-vectors living on the internal loops. This defect vector means that there is no convex polyhedron dual to the vertex, as usual in twisted geometries. One way to go is to try to open the polyhedron somehow, which wouldn’t have a clear geometrical interpretation. Instead we propose to interpret it as the dual convex polyhedron should not be embedded in flat space but in a (homogeneous) curved space, the curvature radius depending on the actual value of the closure defect. Progress in this direction has been achieved in the study of hyperbolic and spherical tetrahedra [51, 53, 55] but we do not yet have an explicit embedding and formula relating the curvature to the norm of the defect. It would ultimately be enlightening to relate this tag $J_v$ to the spectrum of some quasi-local energy operator in loop quantum gravity (e.g. [58]), which would allow to view it as a measure of the gravitational energy density within the bounded coarse-grained region.

These three extended spin network structures are the heart of our present proposal for studying effective truncations for the coarse-graining of loop quantum gravity. The goal would be to reformulate the dynamics of loop quantum gravity on these new structures and study their renormalisation flow under coarse-graining. An important point is that these folded, loopy and tagged spin networks sidestep the problem of fluctuating graph dynamics and allow to project the whole dynamics on a fixed background graph, or skeleton, interpreted as the lattice postulated by the observer\textsuperscript{4}. We then have local excitations of the geometry, representing the internal fluctuations of the gravitational field in the coarse-grained regions, living at the graph vertices and represented by the new information attached to them, respectively unfolding trees, little loops or tags. The use of a background lattice, which might be regular, would simplify greatly the setting of a systematic coarse-graining of loop quantum gravity.

The folded spin networks are mathematically a simple gauge-fixing of spin networks onto the skeleton graph. In the following sections, we will focus on providing a clean mathematical definition of loopy and tagged spin networks and exploring the definition of a Fock space of loopy spin networks with bosonic statistics for the little loops living at every graph vertex.

### III. LOOPY SPIN NETWORKS

Here we would like to define properly loopy spin networks and investigate their propertities. Choosing a fixed graph $\Gamma$ with $E$ edges, and given numbers of little loops $N_v$ at each vertex $v$, we consider the following space of wave-functions on $SU(2)^{\times (E+\sum_v N_v)}$ invariant under SU(2) gauge transformations acting at every vertices:

$$\psi \left( \{g_e, h^v_\ell \}_{e,v \in \Gamma} \right) = \psi \left( \{a_s(e)g_ea^{-1}_s(e), a_v h^v_\ell a^{-1}_v \} \right), \quad \forall a_v \in SU(2)^{\times V}.$$  

The SU(2) gauge transformations act as usual on the edges $e$ of the graph, while they act by conjugation as expected on the little loops. A basis is provided by the spin decomposition on functions in $L^2(SU(2))$ as with standard spin networks. The loopy spin network basis states are labeled with a spin $j_e$ on each edge $e$, a spin $k^v_\ell$ on each little loop $\ell$ attached to a vertex $v$, and an intertwiners $i_v$ at each vertex leaving in the tensor product of the attached edges and of the loop spins:

$$i_v \in \text{Inv}_{SU(2)} \left[ \bigotimes_{e \ni v} \mathcal{V}^{j_e} \otimes \bigotimes_{\ell \ni v} (\mathcal{V}^{k^v_\ell} \otimes \mathcal{V}^{k^v_\ell}) \right]$$  

\textsuperscript{4} The background lattice can then be adapted to the studied models. We could choose a regular lattice or a much simpler graph, such as a flower with a single vertex and an arbitrary number of little loops. Such simple graphs could reveal useful in the study of highly symmetric problems as is the case in cosmology or in the study of Einstein-Rosen waves [53, 60].
so that the Hilbert space of loopy spin networks on the graph $\Gamma$ with given number $N_v$ of little loops at every vertex is, as announced in the previous section presenting the hierarchy of extended spin network structures:

$$\mathcal{H}_{\text{loopy}}^{\Gamma,\{N_v\}} = L^2\left(\text{SU}(2)^{E + \sum_v N_v} / \text{SU}(2)^{V}\right) = \bigoplus_{\{j_e, k_v^e, i_v\}} \mathbb{C} |j_e, k_v^e, i_v\rangle.$$  \hfill (18)

What needs to be properly defined and analyzed is the Hilbert space of states with arbitrary number of little loops, allowing $N_v$ to run all over $\mathbb{N}$ and summing over all these possibilities. To this purpose, the full graph structure $\Gamma$ does not intervene and we can ignore it and focus on the space of little loops around a single vertex. Thus, for the sake of simplifying the discussion, we will focus on a single vertex with no external, but with an arbitrary number of little loops attached to it. This is the flower graph.

In this section, we will assume the little loops to be distinguishable. We define the spin network states with a given number of loops -the flower graph with fixed number of petals- and we then discuss the whole Hilbert space of states with arbitrary number of excitations by a projective limit. We define and analyze the holonomy operators acting on that space and we finally implement the BF theory dynamics on that space as a first application of our framework and a consistency check. We will tackle the case of indistinguishable little loops in the next section, imposing bosonic statistics and defining the holonomy operator on symmetrized states.

### A. Loopy intertwiners

Let us start with the flower graph with a fixed number $N$ of petals, that is a single vertex with $N$ little loops attached to it as drawn on fig. 10. We are going to define the wave-functions on that graph, the corresponding decomposition on the spin and intertwiner basis and the action of the holonomy operators.

![Fig. 10](image.png)

**FIG. 10:** We consider the class of special graph, flowers, with a single vertex and an arbitrary number $N$ of little loops attached to it. Here we have drawn a flower with $N = 5$ petals. The spin network states on such graphs are labeled by a spin on each loop, $k^e_\ell$, and an intertwiner $I$ living in the tensor product $\bigotimes_{\ell=1}^N (V^{k^e_\ell} \otimes \bar{V}^{k^e_\ell})$.

Wave-functions are gauge-invariant functions of $N$ group elements, that is functions on $\text{SU}(2)^{\times N}$ invariant under the global action by conjugation:

$$\Psi(h_1, ..., h_N) = \Psi(gh_1g^{-1}, ..., gh_Ng^{-1}).$$  \hfill (19)

The scalar product is defined by integration with respect to the Haar measure on $\text{SU}(2)$ and the resulting Hilbert space is:

$$\mathcal{H}_N = L^2\left(\text{SU}(2)^{\times N}/\text{Ad SU}(2)\right).$$  \hfill (20)

A basis of this space is provided as usual by the spin network states, labeled by a spin on each loop, $k^e_\ell$, and an intertwiner $I$ living in the tensor product $\bigotimes_{\ell=1}^N (V^{k^e_\ell} \otimes \bar{V}^{k^e_\ell})$ and invariant under the action of $\text{SU}(2)$:

$$\Psi^{(k^e_\ell, I)}(\{h_\ell\}_{\ell=1}^N) = \langle h_\ell | k^e_\ell, I \rangle = \text{Tr} \left[ I \otimes \bigotimes_{\ell=1}^N D^{k^e_\ell}(h_\ell) \right],$$  \hfill (21)

where the trace is taken over the tensor product $\bigotimes_{\ell=1}^N (V^{k^e_\ell} \otimes \bar{V}^{k^e_\ell})$. To underline that each spin representation is doubled and that $I$ is an intertwiner between the loops around the vertex, we can dub it a *loopy intertwiner*.
The holonomy operator is the basic gauge-invariant operator of loop quantum gravity. It can shift and increase the spins along the edges on which it acts and so is used in practice as a creation operator. We define the holonomy operators $\hat{\chi}_\ell$ along the loops around the vertex as acting by multiplication on the wave-functions in the group representation:

$$(\hat{\chi}_\ell \triangleright \Psi) (h_1, ..., h_N) = \chi_\perp(h_\ell)\Psi(h_1, ..., h_N)$$

(22)

where $\chi_\perp$ is the trace operator in the fundamental two-dimensional representation of SU(2). We can of course also consider holonomy operators that wrap around several loops around the flower:

$$(\hat{\chi}_{i,j,k,l,...} \triangleright \Psi) (h_1, ..., h_N) = \chi_\perp(h_i h_j h_k h_l ...)\Psi(h_1, ..., h_N),$$

(23)

where the $i, j, k, l, ..$ indices label loops. These operators are obviously still gauge-invariant, and we can further take the inverse or arbitrary powers of each group element. There are two remarks we should do about these multi-loop operators. First, they can be decomposed as a composition of single loop operators combining both holonomy operators and grasping operators (action of the $su(2)$ generators as a quantization of the flux-vectors) by iterating the following 2-loop identity:

$$\chi_\perp(h_i h_j) = \frac{1}{2} \left[ \chi_\perp(h_i)\chi_\perp(h_j) + \sum_{a=1}^{3} \chi_\perp(h_i \sigma_a)\chi_\perp(h_j \sigma_a) \right],$$

(24)

where the $\sigma_a$’s are the three Pauli matrices, normalized such that their square is equal to the identity matrix. Second, if the loopy spin network state comes from the gauge fixing of a more complicated graph down to a single vertex, we had chosen a particular maximal tree on that graph to define the gauge-fixing procedure. The loops around the coarse-grained vertex correspond to the edges that didn’t belong to the folding tree. Changing the tree actually maps the single loop holonomies onto multi-loop holonomies [33]. So, from the coarse-graining perspective, there is no special reason to prefer single loops over multi-loop operators.

**B. Superposition of number of loops**

We would like to allow for an arbitrary number of loops $N$, with possibly an infinite number of loops, and superpositions of number of loops. We will apply the usual projective limit techniques used in loop quantum gravity, as briefly reviewed in section II A. We assume here that the little loops are all distinguishable, so we avoid all symmetrization issue. The case of indistinguishable loops will be dealt with in the next section IV. We discuss the countable infinity of loops around the vertex, so we can number them using the integers $\mathbb{N}$. The point, as with standard spin networks, is that a state with a spin-0 on an edge does not actually depend on the group element carried by that edge and is thus equivalent to a state on the flower without that edge. Reversing this logic, a state built on a finite number of loops is equivalent to a state with an arbitrary larger number of loops carrying a spin-0 on all the extra edges, which will allow to define it in the projective limit as a state on the flower with an infinite number of loops.

![FIG. 11: We consider a loopy spin network state with a varying number of loops as a superposition of states with support over different loops.](image)

Let us consider the set $\mathcal{P}_{<\infty}(\mathbb{N})$ of all finite subsets of $\mathbb{N}$. A flower with a finite number of loops corresponds to a finite subset $E \in \mathcal{P}_{<\infty}(\mathbb{N})$ of indices labeling its loops. Since we keep the loops distinguishable, we do not identify all the subsets with same cardinality and keep on distinguishing them. We define the Hilbert space of gauge-invariant wave-functions on the flower corresponding to $E$:

$$\mathcal{H}_E = L^2 \left( SU(2)^E / \text{Ad} SU(2) \right), \quad \Psi(\{h_\ell\}_{\ell \in E}) = \Psi(\{gh_\ell g^{-1}\}_{\ell \in E}) \quad \forall g \in SU(2).$$

(25)
We would like to consider arbitrary superpositions of states with support on arbitrary subsets $E$ of loops, but we do not wish to brutally consider the direct sum over all $E$’s. We still require cylindrical consistency. Indeed, a function on $\text{SU}(2)^E$ which actually does not depend at all on the loop $\ell_0 \in E$ can legitimately be considered as a function on $\text{SU}(2)^{E \setminus \ell_0}$. We introduce the equivalence relation making this explicit. For two subsets $E \subset F$, and two functions $\Psi$ and $\bar{\Psi}$ respectively on $\text{SU}(2)^E$ and $\text{SU}(2)^F$, the two wave-functions are defined as equivalent if:

$$E \subset F, \quad \Psi : \text{SU}(2)^E \rightarrow \mathbb{C}, \quad \bar{\Psi} : \text{SU}(2)^F \rightarrow \mathbb{C}, \quad \Psi \sim \bar{\Psi} \iff \bar{\Psi}(\{h_\ell\}_{\ell \in E}) = \Psi(\{h_\ell\}_{\ell \in E}),$$

(26)

that is the function $\bar{\Psi}$ on the larger set $F$ does not depend on the group elements $h_\ell$ for $\ell \in F \setminus E$ and coincides with the function $\Psi$ on the smaller set $E$. More generally, when the two subsets $E$ and $F$ do not contain one or the other, we transit through their intersection $E \cap F$.

The space of wave-functions in the projective limit is defined as the union over all subsets $E$ of functions on $\text{SU}(2)^E$, quotiented by this equivalence. We similarly define the projective limit of the integration measure over $\text{SU}(2)$. We use this measure to define the Hilbert space $\mathcal{H}_{\text{loopy}}$ of states on the flower with an arbitrary number of loops. All the rigorous mathematical definitions and proofs are given in the appendix A.

The practical way to see this Hilbert space is to use the spin network basis and understand that a loop carrying a spin-0 means that the wave-function actually does not depend at all on the loop $\ell_0$, that is without any spin-0 on its loops. This amounts to removing all possible 0-modes:

$$\mathcal{H}_E^0 = \left\{ \Psi \in \mathcal{H}_E : \forall \ell_0 \in E, \int_{\text{SU}(2)} dh_{\ell_0} \Psi = 0 \right\} .$$

(27)

We can decompose the Hilbert space of states on the subset $E \subset \mathbb{N}$ of loops onto proper states:

**Proposition III.1.** The Hilbert space $\mathcal{H}_E$ on loopy intertwiners on the set of loops $E$ decomposes as a direct sum of the Hilbert spaces of proper states with support on every subset of $E$:

$$\mathcal{H}_E \simeq \bigoplus_{F \subset E} \mathcal{H}_F^0 .$$

(28)

This isomorphism is realized through the projections $f_F = P_{E,F} f \in \mathcal{H}_F^0$, acting on wave-functions $f \in \mathcal{H}_E$, defined for an arbitrary subset $F \subset E$:

$$f_F(\{h_\ell\}_{\ell \in F}) = \sum_{F \subset \tilde{F}} (-1)^{\# \tilde{F}} \int_{\ell \in E \setminus F} dg_\ell \prod_{\ell \in \tilde{F}} dk_\ell f(\{h_\ell\}_{\ell \in F \setminus \tilde{F}}, \{k_\ell\}_{\ell \in \tilde{F}}, \{g_\ell\}_{\ell \in E \setminus F}).$$

(29)

These projections realize a combinatorial transform of the state $f \in \mathcal{H}_E$:

$$f = \sum_{F \subset E} f_F, \quad f_F \in \mathcal{H}_F^0, \quad \forall \ell \in F, \quad \int dh_{\ell_0} f_F = 0 .$$

(30)

This decomposition is straightforward to prove. It will also be crucial in the case of undistinguishable loops and symmetrized states, as we will see in the next section IV. Then, as we show in the appendix A, the Hilbert space of loopy spin networks on the flower, with an arbitrary number of distinguishable loops, defined as the projective limit of the Hilbert spaces $\mathcal{H}_E$ is realized as the direct sum of those spaces of proper states:

$$\mathcal{H}_{\text{loopy}} \simeq \bigoplus_{F \subset P_{<\infty}(\mathbb{N})} \mathcal{H}_F^0, \quad \mathcal{H}_F^0 = \bigoplus_{j \in F \neq 0, I} \mathbb{C} \{ j_{\ell \in F \setminus I} \} .$$

(31)

**C. Holonomy operators as creation and annihilation operators**

We can revisit the definition of the holonomy operators on our Hilbert space $\mathcal{H}$ of states with arbitrary number of loops. Let us consider the loop $\ell_0 \in \mathbb{N}$ and define the corresponding holonomy operator $\chi_{\ell_0}$. Looking at its action on a state $\Psi$ with finite number of loops living in the Hilbert space $\mathcal{H}_E$, we have two possibilities: either the loop
**\( \ell_0 \)** belongs to the subset \( E \) or it doesn’t. If the acting loop \( \ell_0 \) is already a loop of our state \( \Psi \), then the holonomy operator acts on as before by multiplication:

\[
\ell_0 \in E, \quad \Psi \in \mathcal{H}_E, \quad \hat{\chi}_{\ell_0} \Psi \in \mathcal{H}_E, \quad (\hat{\chi}_{\ell_0} \Psi) (\{ h_\ell \}_{\ell \in E}) = \chi_{\frac{1}{2}} (h_{\ell_0}) \Psi (\{ h_\ell \}_{\ell \in E}).
\]

If the acting loop doesn’t belong to the initial subset \( E \), we use the cylindrical consistency equivalence relation and we embed both the new loop and the initial loops in a larger graph, say \( E \cup \{ \ell_0 \} \),

\[
\ell_0 \notin E, \quad \Psi \in \mathcal{H}_E, \quad \hat{\chi}_{\ell_0} \Psi \in \mathcal{H}_{E \cup \{ \ell_0 \}}, \quad (\hat{\chi}_{\ell_0} \Psi) (\{ h_\ell \}_{\ell \in E}) = \chi_{\frac{1}{2}} (h_{\ell_0}) \Psi (\{ h_\ell \}_{\ell \in E}),
\]

with the holonomy operator \( \hat{\chi}_{\ell_0} \) acting as a creation operator, creating a new loop and curvature excitation. Since the SU(2) character \( \chi_{\frac{1}{2}} \) is real and bounded by two, \( |\chi_{\frac{1}{2}}| \leq 2 \), we can check that the holonomy operators \( \hat{\chi}_\ell \) are Hermitian, bounded and thus essentially self-adjoint.

The holonomy operator \( \hat{\chi}_\ell \) is Hermitian and has a component acting as a creation operator. It must have an annihilation counterpart. The best way to see this explicitly is to write its action on proper states, consistently removing the zero-modes. Indeed, if a loop carries a spin \( \frac{1}{2} \), then it gets partly annihilated by the holonomy operator:

\[
\ell_0 \in E, \quad \Psi \in \mathcal{H}_E^0, \quad \hat{\chi}_{\ell_0} \Psi \in \mathcal{H}_E^0 \oplus \mathcal{H}_E^{0 \setminus \{ \ell_0 \}},
\]

\[
(\hat{\chi}_{\ell_0} \Psi) (\{ h_\ell \}_{\ell \in E}) = \left[ \chi_{\frac{1}{2}} (h_{\ell_0}) \Psi (\{ h_\ell \}_{\ell \in E}) - \int dh_{\ell_0} \chi_{\frac{1}{2}} (h_{\ell_0}) \Psi (\{ h_\ell \}_{\ell \notin \ell_0}) \right] \in \mathcal{H}_E^0, \quad (32)
\]

This way, it is clear that the holonomy operator \( \hat{\chi}_{\ell_0} \) creates transition adding and removing one loop. This proper state decomposition of the holonomy operator will become essential when defining it on the Fock space of symmetrized loopy spin networks in the next section IV.

**D. Imposing BF dynamics on loopy spin networks**

Now that we have describe the whole kinematics of loopy spin networks, with distinguishable loops, we would like to tackle the issue of the dynamics and imposing the Hamiltonian constraints on the Hilbert space of loopy states \( \mathcal{H}^{loopy} \). The final goal of our proposal is to write the Hamiltonian constraints of loop quantum gravity on \( \mathcal{H}^{loopy} \), such that it allows explicitly for local degrees of freedom, study its renormalization group flow under the coarse-graining and extract its large scale or continuum limit. Here we will instead describe the much simpler BF dynamics. BF theory can be considered as a consistency check for all attempts and methods to define of dynamics in (loop) quantum gravity. Its physical states are well-known and the Hamiltonian constraints project onto flat connection states. It is furthermore a topological theory with no local degrees of freedom -they are pure gauge. Finally it has a trivial renormalization flow. Indeed the flatness constraint behaves very nicely under coarse-graining, as illustrated on fig[12]: considering a spin network graph, imposing the flatness of the connection on all small loops garanties that larger loops will be flat too. All these features must reflect in any proposal for the quantum dynamics of BF theory.

---

5. In order to identify a complete set of operators acting on the Hilbert space \( \mathcal{H}^{loopy} \), we should further consider multi-loops holonomy operators or grasping operators or deformation operators such as \( U(N) \) operators [6], but in the first exploration we propose, in this paper, we decide to focus on the single-loop holonomy operator.

6. Once the dynamics of BF theory is properly implemented and well under control in a certain framework, one usually use it as a starting point for imposing the true gravity dynamics, with local degrees of freedom, relying on the reformulation of general relativity as a BF theory with constraints. This is for instance the logic behind the construction of spinfoam models for a quantum gravity path integral [21][22].
Considering the full space of loopy spin networks on some arbitrary graph $\Gamma$, we would like the BF Hamiltonian constraints to project onto the flat connection state(s), that impose flatness around all the loops of the graph $\Gamma$ and also kill all the local excitations represented by the little loops at every vertex. Flatness around the loops of the background graph is the standard result for BF constraints. So here we will focus on the fate of the little loops, that we introduced. To this purpose, it suffices to focus on a single vertex, that is to work on the flower graph.

Considering the flower graph with arbitrary number of loops, as we have defined above, we introduce the following set of constraints:

$$\forall \ell \in \mathbb{N}, \quad (\hat{\chi}_\ell - 2)\Psi = 0.$$  \hfill (35)

We impose one constraint for every (possible) loop by imposing that the corresponding holonomy operator saturates its bound and projects on its highest eigenvalue. These constraints all commute with each other. Let us underline the dual role of Hamiltonian constraints. As first class constraints, we need to solve them and identify their solution space, but they also generate gauge transformations and we need to gauge out their action. Here, the holonomy constraint operators both impose the flatness of the connection, but they also imply that the little loops are pure gauge, so that their action can change the number of loops to arbitrary values. We will see below that these one-loop holonomy constraints are almost enough to fully constrain the theory to the single flat state on the flower graph.

Let us solve these constraints and consider a loop $\ell_0$ and its action of its holonomy operator $\hat{\chi}_{\ell_0}$ on a wave-function $\Psi \in \mathcal{H}_E$ with support on the finite subset $E \subset \mathbb{N}$ of loops. A first case is when $\ell_0 \in E$ belongs to the subset, in which case we have a simple functional equation on $\text{SU}(2)^E$:

$$(\hat{\chi}_{\ell_0} \Psi)(\{h_{\ell}\}_{\ell \in E}) = \chi_2(h_{\ell_0})\Psi(\{h_{\ell}\}_{\ell \in E}) = 2\Psi(\{h_{\ell}\}_{\ell \in E}).$$

The second case is when the considered loop $\ell_0 \notin E$ doesn’t belong to the subset. The holonomy operator $\hat{\chi}_{\ell_0}$ then creates a loop, making a transition from $\mathcal{H}_{E_0}^E$ to the orthogonal space $\mathcal{H}_{E \cup \{\ell_0\}}^E$. This illustrates that the flow generated by those Hamiltonian constraints can arbitrarily shift the number of loops and therefore the little loops become pure gauge at the dynamical level in BF theory. This also means that there is no solution to all holonomy constraints with support on a finite subset $E$ and a physical state must have support on all possible loops.

To be rigorous, we need to go to the dual space ($\mathcal{H}^{\text{loopy}}_E$) and solve the holonomy constraints on the space of distribution defined in the projective limit. We are looking for a family of distributions $\varphi_E$ on $\text{SU}(2)^E$, that is continuous linear forms over smooth functions on $\text{SU}(2)^E$ (see appendix B\textsuperscript{31} for a discussion of the definition of distributions over $\text{SU}(2)$). The cylindrical consistency means that their evaluations on two cylindrically equivalent smooth functions must be equal:

$$\forall E \subset \mathbb{E}, \ f_E \sim f_{\mathbb{E}} \Rightarrow \varphi_E(f_E) = \int_{\text{SU}(2)^E} \varphi_E f_E = \int_{\text{SU}(2)^E} \varphi_{\mathbb{E}} f_{\mathbb{E}} = \varphi_{\mathbb{E}}(f_{\mathbb{E}}).$$

Then the holonomy constraints read:

$$\forall \ell \in \mathbb{N}, \forall E \ni \ell, \forall f_E \in \mathcal{C}_{\text{SU}(2)^E}^\infty, \int_{\text{SU}(2)^E} \varphi_E(h_{\ell} - 2)f_E = 0,$$

where we have considered by default that the loop $\ell$ belongs to the wave-function support $E$. Indeed, if $\ell$ didn’t belong to $E$, then we could enlarge the subset $E$ to $E \cup \{\ell\}$ by cylindrical consistency and consider both the test function $f$ and the distribution $\varphi$ as living on that larger subset. Our goal is to show that the unique solution to these equations is the flat state, i.e. that there exists $\lambda \in \mathbb{C}$ such that $\varphi_E = \lambda \delta^E$:

$$\forall f_E \in \mathcal{C}_{\text{SU}(2)^E}^\infty, \varphi_E(f_E) = \lambda \delta_E(f_E) = \lambda \int_{\text{SU}(2)^E} \prod_{\ell \in E} \delta(h_{\ell}) f_E(\{h_{\ell}\}_{\ell \in E}) = \lambda f_E(\mathbb{I}, \ldots, \mathbb{I}).$$  \hfill (36)
Cylindrical consistency simply requires that the factor \( \lambda \) does not depend on the subset \( E \). So we are led to solve the holonomy constrain on every finite subset \( E \). Thus, let us consider the functional equation on \( SU(2)^N \):

\[
\forall 1 \leq \ell \leq N, \ (\hat{\chi}_\ell - 2) \varphi = 0,
\]

where we drop the subset label \( E \).

### 1. Holonomy constraint on \( SU(2) \)

Let us start with the one-loop case and solve for distributions \( \varphi \) on \( SU(2) \) the equation:

\[
\forall h \in SU(2), \ \chi_{\frac{1}{2}}(h) \varphi(h) = 2\varphi(h).
\]

Since the character \( \chi_{\frac{1}{2}} \) is smooth and reaches its maximum value 2 at a single point, the identity \( \mathbb{I} \), it seems natural that the \( \varphi \) must be a distribution peaked at the identity. We therefore expect that the only solution be the \( \delta \)-distribution on \( SU(2) \), \( \varphi = \delta \). However, since the identity is actually an extremum of \( \chi_{\frac{1}{2}} \) and that the first derivatives of the character thus vanishes at this point, this equation admit more solutions: the first derivatives of the \( \delta \)-distribution. This clearly came as a surprise for us.

Let us first assume that \( \varphi \) is gauge-invariant, i.e. invariant under conjugation. Its Fourier decomposition on \( SU(2) \) involves only the characters in all spins:

\[
\varphi = \sum_{j \in \mathbb{Z}} \varphi_j \chi_j.
\]

As well known, the holonomy constraint leads to a recursion relation on the coefficients \( \varphi_j \):

\[
\chi_{\frac{1}{2}} \chi_j = \chi_{\frac{1}{2} + j} + \chi_{\frac{1}{2} - j} \Rightarrow \varphi_{j-1} = \varphi_j + 2\varphi_{j+1}, \quad 2\varphi_j = \varphi_{j-1} + \varphi_{j+1}.
\]

(39)

Once the initial condition \( \varphi_0 \) is fixed, these lead to a unique solution:

\[
\varphi_j = (2j + 1)\varphi_0, \quad \varphi = \varphi_0 \sum_j (2j + 1)\chi_j = \varphi_0 \delta.
\]

(40)

When solving such functional equations in the Fourier basis, one should nevertheless be very careful to work with well-defined distributions. These are characterized by Fourier coefficients \( \varphi^j \) growing at most polynomially with the spin \( j \). This ensures that evaluations \( \int f \varphi \) of the distribution \( \varphi \) on smooth test functions \( f \) are convergent series. The \( \delta \)-distribution is clearly a good solution. But, as an example, solving for eigenvectors of the holonomy operator associated to (real) eigenvalues (strictly) larger than 2 would lead to exponentially growing Fourier coefficients, which are too divergent to define a proper distribution. The interested reader will find more details in the appendix B1.

On the space of functions invariant under conjugation, everything works as expected. Let us now consider the general case dropping the requirement of gauge-invariance. The \( \delta \)-distribution is obviously still a solution:

\[
\forall f \in C^\infty_{SU(2)} \cap \mathcal{E}, \quad \int f (\chi_{\frac{1}{2}} - 2) \delta = (\chi_{\frac{1}{2}}(\mathbb{I}) - 2)f(\mathbb{I}) = 0.
\]

(41)

But, now the first derivatives of the \( \delta \)-distributions are also solutions:

\[
\forall f \in C^\infty_{SU(2)} \cap \mathcal{E}, \quad \int f (\chi_{\frac{1}{2}} - 2) \partial_x \delta = -\partial_x (\chi_{\frac{1}{2}}) f(\mathbb{I}) = 0,
\]

(42)

where \( x \in \mathbb{R}^3 \) indicates the direction of the derivative and the derivatives of the character vanish at the identity since it is a extremum. We remind the reader that the right-derivative \( \partial^R_x \) on \( SU(2) \) is a anti-Hermitian operator (\( i\partial^R \) is Hermitian) defined by the infinitesimal action of the \( su(2) \) generator \( \vec{x} \cdot \vec{J} \) (where the \( \vec{J} \) in the fundamental spin-\( \frac{1}{2} \) representation are simply half the Pauli matrices):

\[
\partial^R_x f(h) = \lim_{\epsilon \to 0} \frac{f(he^{i\epsilon \vec{x} \cdot \vec{J}}) - f(h)}{\epsilon} = f(h x), \quad \text{with} \quad x = \vec{x} \cdot \vec{J}.
\]

(43)
We usually differentiate along the three directions in $\mathbb{R}^3 \sim su(2)$ leading to the insertion of the generators $J_{a=1,2,3}$:

$$\partial^a_b f(h) = if(hJ_a), \quad \partial^L_a f(h) = if(J_a h).$$

(44)

Acting on the $\delta$-distribution gives the following Fourier decomposition for its derivatives $\partial^L_a \delta = \partial^R_a \delta = \partial_a \delta$:

$$\partial_a \delta(h) = i \sum_j (2j + 1)D^j_{nm}(J_a) D^{j*}_{mn}(h),$$

(45)

where we use the Wigner matrices for the group element $h$ and the $su(2)$ generators.

We can actually generate a whole tower of higher derivative solutions to the holonomy constraints. We simply need to identify the differential operators whose action on the spin-$\frac{1}{2}$ character vanishes at the identity. Thus, at second order, we get five new independent solutions given by the following operators:

$$\partial_1 \partial_2, \quad \partial_1 \partial_3, \quad \partial_2 \partial_3, \quad (\partial_1 \partial_2 - \partial_2 \partial_1), \quad (\partial_1 \partial_3 - \partial_3 \partial_1),$$

(46)

that is the $\partial_a \partial_b$ and $(\partial_a \partial_c - \partial_c \partial_a)$ for $a \neq b$. Following this logic, we will get 7 new independent solutions at third order, and so on with $(2n + 1)$ independent differential operators at order $n$, for a total of $(n + 1)^2$ independent solutions to the holonomy constraints given by differential operators of order at most $n$ acting on the $\delta$-distribution.

Such as in the conjugation-invariant case, it is enlightening to switch to the Fourier decomposition and translate the holonomy constraint into a recursion relation on the Fourier coefficients. The difference is that we had one Fourier coefficient $\varphi^j$ for each spin $j$ in the gauge-invariant case while in the general case $\varphi^j$ is a $(2j + 1) \times (2j + 1)$ matrix. Implementing the recursion, we start from spin 0 and work the way up to higher spins. The problem is that the recursion relations determine only $(2j)^2$ matrix elements of $\varphi^j$ in terms of the lower spins coefficients, leaving $(2j + 1)^2 - (2j)^2 = (4j + 1)$ matrix elements free to be specified as initial conditions. This leads to an infinite number of solutions to the recursion relations, which reproduces the tower of higher order derivative solutions. The interested reader will find all the details on the recursion relations in appendix B.2.

2. Introducing the Laplacian constraint on SU(2)

If we work with a single loop, a single petal on the flower, then the wave-function is obviously gauge-invariant and we do not have to deal with these extra solutions to the holonomy constraint7. However, as soon as we add external legs attached to the vertex (linking the flower to other vertices in the graph) or add more loops, then we have to find a way to suppress those derivative solutions, in $\partial_a \delta$ and so on, which would lead to extra degrees of freedom as some kind of polarized flat states.

Since we want to ensure the full flatness of the holonomy, the most natural proposal is to constrain all the components of the group element living on the loop and not only its trace:

$$\forall m, n = \pm \frac{1}{2}, \quad D^\pm_{mn}(h) \varphi(h) = \delta_{mn} \varphi(h).$$

One can indeed check, both from the differential calculus point of view or the recursion relations in Fourier space, that these equations admit the $\delta$-distribution as unique solutions. We can also go beyond multiplicative operators and insert some differential operators. Then supplementing the trace holonomy constraint with the other constraints $\chi^a \partial_a \varphi = 2\theta \varphi$ for $a = 1, 2, 3$ also ensures a unique flat solution. However, these constraints are not gauge-invariant: the constraint operators map wave-functions invariant under conjugation to non-invariant functions.

---

7 Indeed, since we already proved that the $\delta$-distribution is the only gauge-invariant solution to the holonomy constraint, all the derivative solutions can not be gauge-invariant. We can also prove this directly. To get a solution invariant under conjugation, we need to contract the derivative indices together. Now a fundamental theorem on rotational invariants states that all SO(3)-invariant polynomial of $n$ 3d-vectors $\vec{v}_1, \ldots, \vec{v}_n$ are generated by scalar products $\vec{v}_i \cdot \vec{v}_j$ and triple products $\vec{v}_i \cdot (\vec{v}_j \wedge \vec{v}_k)$. We simply have to check that the Laplacian and triple-grasping of the $\delta$-distribution are not solutions of the holonomy constraints:

$$\int f(\chi^j - 2) \partial_a \partial_b \varphi = \Delta \chi^j (l) f(l) = \frac{3}{2} f(l) \neq 0, \quad \int f(\chi^j - 2) \epsilon^{abc} \partial_a \partial_b \partial_c \varphi = \frac{-i^3}{23} \epsilon^{abc} \chi^j (\sigma_c \sigma_b \sigma_a) f(l) = \frac{3}{2} f(l) \neq 0.$$
In order to keep gauge-invariant constraints, we go to the second derivatives and consider the Laplacian operator. Actually, we introduce the right-Laplacian $\Delta \equiv \sum_a \partial_a^R \partial_a^R$ and a mixed Laplacian operator $\tilde{\Delta} \equiv \sum_a \partial_a^L \partial_a^R$, and we propose a new constraint:

$$\Delta \varphi = \tilde{\Delta} \varphi,$$

(47)

At the classical level, the differential operator $\partial_a$ represents the flux vector $X_a$: the right derivative represents the flux $\vec{X}^s$ at the source of the loop while the left derivative is the flux $\vec{X}^t$ at the target of the loop. The target flux is equal to the source flux parallelly transported around the loop by the holonomy $h$. The Laplacian constraint is the equality of the scalar product $\vec{X}^s \cdot \vec{X}^s$ with the squared norm $\vec{X}^s \cdot \vec{X}^s$ and therefore means that the two flux are equal, $\vec{X}^s = \vec{X}^t$. This implies the flatness of the group element $h$ (up to the U(1) stabilizer of the flux vector).

At the quantum level, the Laplacian constraint turns out to play a different role. It implies the invariance of the wave-function by conjugation:

$$\Delta \varphi = \tilde{\Delta} \varphi \quad \Rightarrow \quad \forall h, g \in SU(2), \quad \varphi(h) = \varphi(ghg^{-1}).$$

(48)

We rigorously prove this statement in the appendix B3 solving explicitly the recursion relations implied by the Laplacian constraint on the Fourier coefficients of $\varphi$. Another way to understand the relation of the Laplacian constraint to the invariance under conjugation is to think in terms of spin recoupling. Let us call $L, R$ respectively the $su(2)$ generators living at the two ends of the loop and defining the left and right derivations. The two Casimir, given by the two scalar products $\vec{J}^L \cdot \vec{J}^L$ and $\vec{J}^R \cdot \vec{J}^R$, are equal and their (eigen)value is $j(j+1)$ is the loop carries the spin $j$. Then the Laplacian constraint means that their recoupling is trivial:

$$0 = \vec{J}^R \cdot \vec{J}^R - \vec{J}^L \cdot \vec{J}^L = \frac{1}{2}(\vec{J}^R - \vec{J}^L)^2,$$

(49)

so that the two ends of the loop recouple to the trivial representation, i.e. the spin-0. As illustrated on fig.13 this also allows to show that the Laplacian constraint operator $(\tilde{\Delta} - \Delta)$ is positive and its spectrum is $k(k+1)/2$ where $k$ is an integer running from 0 to $(2j)$ if the loop carries the spin $j$. One can also see that the derivatives of the $\delta$-distribution are eigenstates of $(\tilde{\Delta} - \Delta)$ with non-vanishing eigenvalues. For example, we compute:

$$\int f(\tilde{\Delta} - \Delta) \partial_a^R \delta = i\delta \sum_b [f(J_a J_b J_0) - f(J_b J_a J_0)] = -i f(J_a) = + \int f \partial_a^R \delta,$$

(50)

and so on with higher order differential operators. In particular, the derivative distribution $\partial_a \delta$ corresponds to the eigenvalue $k(k+1)/2$ for $k = 1$. Higher order derivatives will explore higher eigenvalues.

---

As an example, we can see how $\Delta$ and $\tilde{\Delta}$ differ through their action on the coupled character $\chi(h_1 h_2)$:

$$\Delta \chi_{\frac{1}{2}}(h_1 h_2) = -\frac{1}{4} \chi_{\frac{1}{2}}(h_1 \sigma_a h_2) = - \frac{3}{4} \chi_{\frac{1}{2}}(h_1 h_2), \quad \tilde{\Delta} \chi_{\frac{1}{2}}(h_1 h_2) = -\frac{1}{4} \chi_{\frac{1}{2}}(\sigma_a h_1 \sigma_a h_2) = - \frac{1}{4} \left(2 \chi_{\frac{1}{2}}(h_1) \chi_{\frac{1}{2}}(h_2) - \chi_{\frac{1}{2}}(h_1 h_2)\right),$$

which are of course equal at $h_1 = 1$. 

---
To conclude, the original holonomy constraint, supplemented with the new Laplacian constraint, acting on functions on SU(2) admit the $\delta$-distribution as unique solution: the Laplacian constraint imposes invariance under conjugation while the holonomy constraint then imposes the flatness of the group element along the loop.

**Proposition III.2.** There is a unique solution (up to a numerical factor) as a distribution over SU(2) to the holonomy and Laplacian constraints:

\[
\begin{align*}
(\tilde{\chi} - 2)\varphi &= 0 \\
(\Delta - \tilde{\Delta})\varphi &= 0
\end{align*}
\implies \exists \lambda \in \mathbb{C}, \varphi(h) = \lambda \delta(h).
\]

Below, we look at the generic case of an arbitrary number of loops. We will show that we can supplement the holonomy constraints around each loop either with Laplacian constraints for each loop or with multi-loop holonomy constraints (that still act by multiplication) wrapping around several loops at once.

3. Holonomy constraints on SU(2)$^N$ for $N \geq 2$

We now turn to the holonomy constraints on SU(2)$^N$:

\[
\forall 1 \leq \ell \leq N, (\tilde{\chi}_\ell - 2)\varphi = 0,
\]

with the requirement of invariance under simultaneous conjugation of all the arguments $h_\ell$. Since we do not require the invariance under the individual action of conjugation on each little loop, the gauge invariance is not enough to kill the spurious solution identified above. As proposed above, we can reach the uniqueness of the physical state by further imposing the Laplacian constraint on each loop:

\[
\forall \ell \in \mathbb{N}, (\tilde{\Delta}_\ell - \Delta_\ell)\varphi = 0.
\]

This now implies the invariance of the wave-function under the individual action of conjugation on each loop. In terms of spin recoupling, each little loop is linked to the vertex by a spin-0, as illustrated on fig.14, this effectively trivializes the intertwiner space living at the vertex and the loops can be thought of as decoupled from one another. The holonomy constraints then impose that the only solution state is the $\delta$-distribution.

![FIG. 14: The Laplacian constraint on a loop $\ell$ constraint the spin $j_\ell$ carried by the loop to recouple with itself into the trivial representation with vanishing spin $k_\ell = 0$. Imposing this constraint on every loop, the vertex then recouples a collection of spin-0, the intertwiner is thus trivial and the loops are totally decoupled.](image)

Instead of imposing the Laplacian constraints, another way to proceed is to introduce multi-loop holonomy constraints. To prove this, let us start by describing the gauge-invariant derivative solutions to the holonomy constraints. The general structure is as follows. One acts with arbitrary derivatives on the $\delta$-distribution $\prod_{\ell=1}^{N} \delta(h_\ell)$. Then to ensure invariance under simultaneous conjugation, one must contract all the indices with a SO(3)-invariant tensor $I$:

\[
\varphi^I([h_\ell]) = \sum_{\{a_\ell^i\}_{i=1}^{a_\ell}} T^{a_1^1 \cdots a_N^N} \prod_{\ell=1}^{N} \partial_{a_\ell^1} \cdots \partial_{a_\ell^{a_\ell}} \delta(h_\ell),
\]

(53)
where \( n_\ell \) is the order of the differential operator acting on the loop \( \ell \), for an overall order \( n = \sum_\ell n_\ell \), and \( \mathcal{I} \) is a rotational invariant tensor defining the contraction of the differential indices \( a \)'s, i.e. it is an intertwiner between \( n \) spin-1 representations.

To be explicit, for \( n = 2 \) differential insertions, there is a single invariant tensor: \( \mathcal{I}^{ab} = \delta^{ab} \). Either we act with the two derivatives on the same group elements, but then we already know that \( \Delta \delta \) is not a solution to the holonomy constraint, or we act on two different loops getting the non-trivial distribution \( \sum_a \partial_a \delta(h_1) \partial_a \delta(h_2) \) (here we put aside all the other loops, where no differential operator act):

\[
\langle \sum_a \partial_a \delta_1 \partial_a \delta_2 | f \rangle = -f(J_a, J_a),
\]

which yields the evaluation \( f(J_a, J_a) \) of the spin network state obtained by acting with the double grasping \( J_a \otimes J_a \) on the test wave-function \( f \). We easily check that this provides a solution to the individual one-loop holonomy constraints:

\[
\forall f \in C^\infty_{SU(2)^2}, \quad \int f(\chi_2(h_1) - 2) \sum_a \partial_a \delta(h_1) \partial_a \delta(h_2) = 0,
\]

The double grasping, as shown on fig 15, couples the two loops. The goal is to suppress such coupling between the two loops in order to get as unique solution the factorized flat state \( \delta^{\otimes N} \) where all the loops are entirely decoupled. To make the system more rigid, the natural constraint to introduce is a two-loop holonomy constraint, which would kill any correlation between the two loops:

\[
(\chi_2 - 2)\phi(h_1, h_2) \equiv (\chi_2(h_1 h_2) - 2)\phi(h_1, h_2) = 0.
\]

We check that this two-loop constraint eliminates the coupled solution proposed above:

\[
\int f(\chi_2(h_1 h_2) - 2) \sum_a \partial_a \delta(h_1) \partial_a \delta(h_2) = f\Delta \chi_2 \bigg|_{\mathbb{I}} = \frac{3}{2} f(\mathbb{I}) \neq 0.
\]

For \( n = 3 \) differential insertions, we still have a unique intertwiner, given by the completely antisymmetric tensor \( \varepsilon^{abc} \). This corresponds to a triple grasping. The three derivatives can all act on the same loop, in which case we do not get a solution of the one-loop holonomy constraint, or they can act on two different loops, in which case it is not a solution of the two-loop holonomy constraints we have just introduced, or they can act on three different loops in which case we need to introduce a three-loop holonomy constraint to discard it:

\[
\int f(\chi_2(h_1 h_2 h_3) - 2)\varepsilon^{abc} \partial_a \delta(h_1) \partial_b \delta(h_2) \partial_c \delta(h_3) = -\frac{3}{2} f(\mathbb{I}) \varepsilon^{abc} \chi_2(\sigma_a \sigma_b \sigma_c) = -\frac{3}{2} f(\mathbb{I}) \neq 0.
\]

For an arbitrary number \( n \) of differential insertions acting on the \( N \) loops, the grasping will potentially couple the \( N \) loops. In order to kill all those coupled solutions, we introduce all multi-loop holonomy constraints:

\[
\forall E \subset \{1, \ldots, N\}, \quad \chi_2 \left( \prod_{\ell \in E} h_\ell \right) - 2 \phi = 0.
\]
The ordering of the group elements is important of course for the precise definition of the multi-loop operator but is irrelevant to ensure that the action of the corresponding constraint operator on the coupled derivative distributions does not vanish. In fact, looking deeper into the structure of SO(3)-invariant tensors, a fundamental theorem on rotational invariants states that all SO(3)-invariant polynomial of n 3d-vectors \( \vec{v}_{i=1...n} \) are generated by scalar products \( \vec{v}_i \cdot \vec{v}_j \) and triple products \( \vec{v}_i \cdot (\vec{v}_j \wedge \vec{v}_k) \). This means that we only need the two-loop and three-loop holonomy constraints to ensure that the flat state, defined as the \( \delta \)-distribution, is the only solution to the Hamiltonian constraints.

4. The full Hamiltonian constraints for BF theory on loopy spin networks

To summarize the implementation of BF theory on loopy spin networks, we have introduced individual holonomy constraints on each little loop around each vertex of the background graph. This is the usual procedure, for instance when constructing spinfoam amplitudes for BF theory from a canonical point of view. Surprisingly, these constraints are not strong enough to fully constraint the theory to the single flat state and kill all the little loop excitations. This can be backtrack to the simple fact that the identity \( I \) is an extremum of the SU(2)-character \( \chi_\mathbb{F} \) and thus the derivative of the character vanishes at that point. As a result, the \( \delta \)-function on SU(2) is not the unique solution to the holonomy constraints, but its first derivative are also solutions. While all the solution distributions are peaked on the identity and vanish elsewhere, we are allowed grasping operators coupling the loops together. To forbid such such coupling and force to have a unique physical state, we have showed that we can supplement the original one-loop holonomy constraints with either one-loop Laplacian constraints or with multi-loop holonomy constraints, which leads us to two proposals for the Hamiltonian constraints for BF theory on loopy intertwiners:

- We impose on each loop two gauge-invariant constraints, the holonomy constraint that acts by multiplication and the Laplacian constraint which acts by differentiation:

\[
\forall \ell, \quad \hat{\chi}_\ell \varphi = 2\varphi, \quad \Delta_\ell \varphi = \hat{\Delta}_\ell \varphi. \tag{60}
\]

- We impose all multi-loop holonomy constraints, requiring not only that the group elements \( h_\ell \) on each loop \( \ell \) is the identity \( I \) but also that all their products remain flat. This means one constraint for each finite subset \( E \) of the set of all loops:

\[
\forall E \subset \mathbb{N}, \quad \hat{\chi}_E \varphi = 2\varphi, \quad \hat{\chi}_E \varphi(h_\ell)_{\ell \in E} = \chi_\mathbb{F}\left(\prod_{\ell \in E} h_\ell\right) \varphi(h_\ell)_{\ell \in E}. \tag{61}
\]

The ordering of the group elements does not matter in order to impose the flatness. These multi-loop constraints kill any correlation or entanglement between the loops. It is actually sufficient to impose only the two-loop and three-loop holonomy constraints.

If we only impose the one-loop holonomy constraints, then the totally flat state defined by the \( \delta \)-distribution is not the only physical state. We get an infinite-dimensional space of physical states, obtained by the action of first order grasping operators on the \( \delta \)-distribution, allowing for non-trivial coupling and correlations between the little loops. It would be interesting to understand the geometrical meaning of those states and if they play a special role in the spinfoam models for BF theory (the Ponzano-Regge and Turaev-Viro models for 3d BF theory and the Crane-Yetter model for 4d BF theory). Maybe those local excitations could provide a first extension of the topological BF theory to a field theory with local degrees of freedom.

On the other hand, imposing the full set of Hamiltonian constraints proposed above leads to a unique physical state for BF theory: the flat state \( \varphi_{\text{BF}} = \delta \). This physical state is clearly not normalizable. But since it is unique, it is not a big problem to define the scalar product on this final one-dimension Hilbert space. The physical scalar product

\[\vdots\]

9 As an example, we have in mind the recursion relation satisfied by the 6j symbol, which is understood to be the expression of the action of the holonomy operator on the flat state on the tetrahedron graph [62-64]. Our results suggest that the double and triple graspings on the 6j symbol might be other solutions to this recursion relation. That would be specially interesting since the triply grasped 6j symbols is understood to be the first order correction of the q-deformed 6j symbol [65].

10 If we had more solutions to the constraints, for example if we only impose the holonomy constraints without the Laplacian constraints, we would propose to render the distributions normalizable by modulating them by a damping operator \( \exp(-\tau \Delta) \) (heat kernel) or similar. Expanding all the functions and distributions in Fourier modes, all the scalar products would become finite and we could then
on the initial Hilbert space of loopy spin networks is defined by projecting on this physical state, which amounts at the end of the day to simply evaluate the wave-functions at the identity i.e. on flat connections:

\[ \forall f, \tilde{f} \in \mathcal{H}^{\text{loopy}}, \quad \langle f | \tilde{f} \rangle_{\text{phys}} = \langle f | \varphi_{BF} \rangle \langle \varphi_{BF} | \tilde{f} \rangle = \langle \varphi_{BF} | f \rangle \langle f | \tilde{f} \rangle = \int (I) f(I). \]

As expected, we are left with a single physical state on the flower, the little loops have been projected out and all local degrees of freedom have disappeared.

Now that we have checked that loopy spin networks allow for a correct implementation of BF theory’s topological dynamics, we would like to later introduce Hamiltonian constraints allowing for local degrees of freedom. We wouldn’t want to kill the little loops as happens for BF theory. The goal would be to have dynamics coupling the little loops to the spins living on the links of the background graph, in such a way that it reproduces the propagation of the local geometry excitations of general relativity in a continuum limit. The strategy would be to slightly modify the BF dynamics -“constrain the BF theory”- most likely following the approaches for the dynamics of discrete/twisted geometries [63, 66, 67] or of EPRL spinfoam models [12, 16, 23].

\section{The Fock Space of Loopy Spin Networks}

Up to now, we have introduced the loopy spin network states, on a fixed background graph with an arbitrary number of little loop excitations attached to each vertex. Here we would like to tackle the issue of endowing these local loops with bosonic statistics and define the Fock space of loop spin networks over a background skeleton graph with indistinguishable little loops living at its vertices.

From the perspective of coarse-graining, the little loops represent curvature excitations within the bounded region coarse-grained to a single vertex. Keeping these little loops distinguishable amounts to remembering that they are excitations of different parts of the internal geometry of that region, while fully coarse-graining the region should erase any memory of internal localization and the little loops should be considered as indistinguishable: incoming energy at the vertex would then equally excite any of those loops, irrespective to their a priori different localization on the internal subgraph that we coarse-grained.

In this section, we will thus symmetrize our spin network states over the little loops attached at each vertex. The difficulty reside in the compatibility of the symmetrization with the cylindrical consistency. Indeed, a little loop carrying a spin-0 is considering as a non-existing loop, and vice-versa. We cannot symmetrize these non-existing loops with the other loops carrying non-trivial spins: since we would like to allow for an infinite number of loops, the symmetrization operation would be ill-defined. In the framework of usual quantum field theory, this would be similar to considering particles carrying a vanishing momentum as non-existent. We would have to update the definition of the symmetrization to take this new fact into account. Here, we will show how to systematically subtract the 0-modes components of the loopy spin network states, symmetrize over non-trivial little loops and define an appropriate holonomy operator acting on symmetrized states. A resulting subtlety is that we will be led to distinguish three components of the holonomy operator, that respectively conserves the number of loops, acts as a creation operator adding one little loop or as an annihilation operator removing a loop.

\subsection{Bosonics statistics for loops}

We would like to define symmetrized loopy intertwiner states in $\mathcal{H}^{\text{loopy}}$. A direct way would be to work directly on states with an arbitrary number of loops\footnote{We would use an extension of the finite symmetry groups $S_n$ to the group of permutations of integers which only act non-trivially on a finite subset: $S_\infty = \{ f : \mathbb{N} \to \mathbb{N}, f \text{ bijective and } \exists n \in \mathbb{N}, \forall m > n, f(m) = m \}.$}, but imposing invariance under the symmetry group for a infinite number of loops introduces a lot of technicalities. So we follow a more constructive approach and work with finite number of loops, symmetrize and then allow for varying number of loops.
We start from the definition of the loopy states in terms of proper states, \( \mathcal{H}_E^{\text{loopy}} = \bigoplus_{E \in \mathcal{P}_{<\infty}(2)} \mathcal{H}_E^0 \). This decomposition has removed all spin-0 and avoids all of the redundancies due to the cylindrical consistency. We can now symmetrize the states. For each number of loops \( N \), we consider gauge-invariant wave-functions, symmetric under the exchange of the \( N \) loops and such that no loop carries a vanishing spin. The full symmetrized Hilbert space \( \mathcal{H}_N^{\text{sym}} \) will then be the direct sum over \( N \) of all the finite symmetrized states.

Let us realize this programme explicitly. We start with the Hilbert space \( \mathcal{H}_N^{\text{sym}} \) of wave-functions, \( f \in L^2(\text{SU}(2)^{\times N}) \), gauge-invariant and symmetrized on \( N \) loops: 

\[
\forall k \in \text{SU}(2), \ f(h_1, ..., h_N) = f(kh_1k^{-1}, ..., kh_Nk^{-1}), \\
\forall \sigma \in S_N, \ f(h_1, ..., h_N) = f(h_{\sigma(1)}, ..., h_{\sigma(N)}).
\]

We define the subspace of proper states, removing the 0 mode:

\[
\mathcal{H}_N^0 = \left\{ f \in \mathcal{H}_N^{\text{sym}} : \int dh_1 f(h_1, ..., h_N) = 0 \right\}.
\]

We only need to impose one integration condition, since the function is invariant under permutation of its arguments. We have a simplified version of the decomposition onto proper states given in lemma [III.1]

**Lemma IV.1.** The Hilbert space of symmetrized states on \( N \) loops decomposes as a direct sum of the Hilbert spaces of proper symmetrized states on at most \( N \) loops:

\[
\mathcal{H}_N^{\text{sym}} = \bigoplus_{n=0}^N \mathcal{H}_n^0.
\]

This isomorphism is realized through a combinatorial transform of the wave-functions:

\[
\forall f \in \mathcal{H}_N^{\text{sym}}, \ f = \sum_{n=0}^N \sum_{1 \leq i_1 < ... < i_n \leq N} f_n(h_{i_1}, ..., h_{i_n}), \ f_n \in \mathcal{H}_n^0
\]

\[
f_n(h_1, ..., h_n) = \sum_{m=0}^n (-1)^{n-m} \int \prod_{i=m+1}^n dk_i \prod_{i=n+1}^N dg_i \sum_{1 \leq i_1 < ... < i_m \leq n} f(h_{i_1}, ..., h_{i_m}, k_{m+1}, ..., k_{n-m}, g_{n+1}, ..., g_N).
\]

The scalar product is given by the integration with respect to the Haar measure. The integral condition (absence of 0-mode) for the proper states implies that two proper states with different support are immediately orthogonal:

\[
\forall f, \bar{f} \in \mathcal{H}_N^{\text{sym}}, \ (f|\bar{f})_N = \int \prod_{i=1}^N dh_i f(h_1, ..., h_N) \bar{f}(h_1, ..., h_N) = \sum_{n=0}^N \binom{N}{n} \langle f_n|\bar{f}_n \rangle_n.
\]

In the resummation formula (66) above, the sum over labels \( 1 \leq i_1 < ... < i_n \leq N \) corresponds to the sum over all subsets with \( n \) elements -or \( n \)-uplets- among the first \( N \) integers \( \{1, ..., N\} \). And the injection of the proper state Hilbert space \( \mathcal{H}_n^0 \) in the larger symmetrized space \( \mathcal{H}_N^{\text{sym}} \) requires this sum over all possible choices of \( n \)-uplets. This leads to the binomial coefficient in the scalar product formula (68). This is a clear remnant of having distinguishable loops. Once the little loops are assumed to be bosonic and fully indistinguishable, there is no reason to distinguish a state \( f_n(h_{a_1}, ..., h_{a_n}) \) from \( f_n(h_{b_1}, ..., h_{b_n}) \) with different choice of \( n \)-uplets.

We would use the canonical action of \( S_\infty \) on the Hilbert spaces of loopy spin networks \( \mathcal{H}_E \) with finite number of loops:

\[
\sigma : \mathcal{H}_E \to \mathcal{H}_{\sigma(E)} , \quad (\sigma \circ f)(\{h_{c_i}\}) = f(\{h_{\sigma^{-1}(c_i)}\}).
\]

This action is compatible with the cylindrical consistency conditions and naturally extends to the projective limit. However, requiring invariance of states \( |\Psi\rangle \in \mathcal{H}_E^{\text{loopy}} \) under permutations, \( \forall \sigma \in S_\infty, \sigma \circ |\Psi\rangle = |\Psi\rangle \), only provides non-normalizable states. This forces us to work on the dual space to define symmetrized states and creates unnecessary technicalities for our present purpose.
Therefore, to define bosonic states in the projective limit \( N \to \infty \), we will keep the decomposition as a direct sum of vector spaces \( \mathcal{H}_{N}^{\text{sym}} = \bigoplus_{n=0}^{N} \mathcal{H}_{n}^{0} \) defining the tower of symmetrized states, but we will modify the scalar product to remove its dependence on \( N \) and make it compatible with the projective limit:

\[
\langle f | \tilde{f} \rangle_{N}^{\text{bosonic}} = \sum_{n=0}^{N} \langle f_{n} | \tilde{f}_{n} \rangle_{n}.
\]  

(69)

This is achieved by simply including the symmetrizing factor in the definition of the injection \( I_{N,N+1} : \mathcal{H}_{N}^{\text{sym}} \to \mathcal{H}_{N+1}^{\text{sym}} \) of wave-functions of \( N \) loops seen as wave-functions of \((N+1)\) loops:

\[
f \in \mathcal{H}_{N}^{\text{sym}} \mapsto I_{N,N+1}f \in \mathcal{H}_{N+1}^{\text{sym}}, \quad (I_{N,N+1}f)(h_{1},...,h_{N+1}) = \frac{1}{N+1} \sum_{i=1}^{N+1} f(h_{1},...,\hat{h}_{i},...,h_{N+1}),
\]  

(70)

where the element \( \hat{h}_{i} \) means that we omit it from the list of arguments. This generalizes to injections \( \mathcal{H}_{N}^{\text{sym}} \to \mathcal{H}_{N+p}^{\text{sym}} \) using the binomial coefficients:

\[
f \in \mathcal{H}_{N}^{\text{sym}} \mapsto I_{N,N+p}f \in \mathcal{H}_{N+p}^{\text{sym}}, \quad (I_{N,N+p}f)(h_{1},...,h_{N+p}) = \binom{N+p}{N}^{-1} \sum_{1 \leq i_{1} < \cdots < i_{N} \leq N+p} f(h_{i_{1}},...,h_{i_{N}}).
\]  

(71)

These factors compensate the binomial factors from the scalar product formula (68). As we will see a little bit further, this scalar product \( \langle f | \tilde{f} \rangle_{N}^{\text{bosonic}} \) on symmetric states is the one which makes the holonomy operator(s) Hermitian. Then we can define the Fock space of loopy spin networks with bosonic little loop excitations.

**Definition IV.2.** The full Fock space of symmetrized loop states is defined as the projective limit of the Hilbert spaces \( \mathcal{H}_{N}^{\text{sym}} \), endowed with the bosonic scalar product (69), which amounts to the direct sum of the spaces of proper states:

\[
\mathcal{H}^{\text{sym}} = \bigoplus_{N \in \mathbb{N}} \mathcal{H}_{N}^{0}, \quad \forall f, \tilde{f} \in \mathcal{H}^{\text{sym}}, \quad \langle f | \tilde{f} \rangle = \sum_{N=0}^{\infty} \langle f_{N} | \tilde{f}_{N} \rangle.
\]  

(72)

This describes bosonic excitations of the holonomy at each vertex of the base graph for the loopy spin network states. This Fock space of little loops at a vertex have states for an arbitrary number of indistinguishable loops, that can be created and annihilated, each of them carrying a spin \( j_{k} \in \mathbb{N}/2 \) encoding the corresponding excitation of the geometry (area quanta). The spin carried by a loop is similar to the momentum carried by a particle. One must nevertheless keep in mind two differences with the usual Fock space construction used in standard quantum field theory:

- **0-modes are pure gauge:** First, we have implemented explicitly the cylindrical consistency requirement in the definition of the Fock space of loopy spin networks. A little loop carrying a spin-0 is identified to a vanishing excitation, i.e. a non-existing loop, so we have systematically removed them using proper states. This is similar to removing particle states with 0-momentum.

- **Non-trivial intertwiner structure:** Second, for a given number of loops carrying some given spins, the loopy spin network state still contains more information: the state requires the data of an intertwiner linking all these little loops together (and to the external legs of the vertex). Each time we create a loop, the intertwiner space at the vertex is further enlarged. This extra structure implies that factorized states do not constitute a basis of the Fock space of loopy intertwiners.

After describing factorized states below, we will define the holonomy operators acting on the Fock space of symmetrized states and show how they shift the number of loops and become the basic creation and annihilation operators.

**B. Factorized states and δ-distribution**

It is interesting to check how factorized state, with no correlations between the loops, get decomposed onto proper states. Let us consider a integrable function \( \varphi \) on \( \text{SU}(2) \). We assume it to be invariant under conjugation, so that it can be decomposed over the \( \text{SU}(2) \)-characters for all spins:

\[
\forall h, g \in \text{SU}(2), \quad \varphi(h) = \varphi(ghg^{-1}), \quad \varphi(h) = \sum_{j \in \mathbb{Z}} \varphi_{j} \chi_{j}(h).
\]  

(73)
We consider the $N$-loop symmetric state $\varphi^\otimes N$ and check its proper state decompositon by the combinatorial formula given above in the lemma IV.1:

$$
\varphi_0^\otimes N = \left( \int \varphi \right)^N = \varphi_0^N,
$$

$$
\varphi_1^\otimes N(h) = \varphi_0^{N-1} [\varphi(h) - \varphi_0],
$$

$$
\varphi_2^\otimes N(h_1, h_2) = \varphi_0^{N-2} [\varphi(h_1)\varphi(h_2) - \varphi_0\varphi(h_1) - \varphi_0\varphi(h_2) + \varphi_0^2] = \varphi_0^{N-2} [\varphi(h_1) - \varphi_0] [\varphi(h_2) - \varphi_0],
$$

$$
\varphi_n^\otimes N(h_1, ..., h_n) = \varphi_0^{N-n} \sum_{m=0}^{n} (-1)^{n-m} \sum_{1 \leq i_1 < ... < i_m \leq n} \varphi_0^{n-m} \varphi(h_{i_1})..\varphi(h_{i_m}) = \varphi_0^{N-n} \prod_{i=1}^{n} [\varphi(h_i) - \varphi_0].
$$

We can check the scalar product formula (68):

$$
\left( \int |\varphi|^2 \right)^N = \left( |\varphi_0|^2 + \int |\varphi - \varphi_0|^2 \right)^N = \sum_{n} \left( \begin{array}{c} N \nonumber \\
 n \nonumber \end{array} \right) |\varphi_0|^{2(N-n)} \left( \int |\varphi - \varphi_0|^2 \right)^n = \sum_{n} \left( \begin{array}{c} N 
onumber \\
 n \nonumber \end{array} \right) \int |\varphi_n^\otimes N|^2
$$

First, we notice that the proper state projections are still factorized. We are merely consistently removing the spin-0 component from all the loops, without creating any correlation during the process. Second, if we normalize the one-loop wave-function $\varphi_0 = \int \varphi = 1$, then the projections of the factorized state do not depend anymore on the number of loops $N$ and we can take the projective limit. We can define a factorized state $\varphi^\otimes \infty$ with support on an infinite number of loops by taking the limit $N \to \infty$. We define its components, dropping the useless $\infty$ label:

$$
\varphi = 1 + \bar{\varphi}, \quad \int \bar{\varphi} = 0, \quad \varphi_0 = 1, \quad \varphi_n = \bar{\varphi}^\otimes n.
$$

We can for instance apply this to the $\delta$-distribution and define the flat holonomy state in our Fock space of symmetrized states:

$$
\bar{\delta} = \delta - 1 = \sum_{j \neq 0} (2j+1)\chi_j, \quad \delta_0 = 1, \quad \delta_n = \bar{\delta}^\otimes n.
$$

C. Holonomy operator on symmetrized states

Now that we have defined the Fock space of loopy intertwiners, we would like to have the basic operators creating and annihilating loop excitations. This is naturally achieved by the (one-loop) holonomy operator. We start, as in the case of distinguishable loops, with multiplying wave-functions by the spin-$\frac{1}{2}$ character $\chi(h_\ell)$ applied to the group element $h_\ell$ living on a little loop $\ell$. Then we will to distinguish three cases: the loop $\ell$ does not belong the existing loops and the operator creates a new loop, or the loop $\ell$ is already excited, in which case it can act on a spin-$\frac{1}{2}$ excitation and actually annihilate the loop, or the operator will generically act on all other spin excitations by simple multiplication. This leads us to defining three components of the holonomy operator $\chi$ acting on symmetrized states:

**Definition IV.3.** We define three operators $A, \bar{A}, B$ acting on the Fock space of symmetrized loopy intertwiners $\mathcal{H}^{\text{sym}}$. They act on an arbitrary state $(f_N)_{N \in \mathbb{N}}$ as:

$$
(Af)_N(h_1, ..., h_N) = \int dk \chi_\ell^\dagger(k) f_{N+1}(h_1, ..., h_N, k),
$$

$$
(Bf)_0 = 2f_0, \quad \forall N > 0, \quad (Bf)_N(h_1, ..., h_N) = \frac{1}{N} \sum_{i=1}^{N} \left[ \chi_\ell^\dagger(h_i) f_N(h_1, ..., h_N) - \int dk_i \chi_\ell^\dagger(k_i) f_N(h_1, ..., k_i, ..., h_N) \right]
$$

$$
(\bar{A}f)_0 = 0, \quad \forall N > 0, \quad (\bar{A}f)_N(h_1, ..., h_N) = \frac{1}{N} \sum_{i=1}^{N} \chi_\ell^\dagger(h_i) f_{N-1}(h_1, ..., \tilde{h}_i, ..., h_N)
$$

The operator $B$ is the usual action of the holonomy operator by multiplication by the character up to the subtraction of the resulting spin-0 component. The operator $A$ is the annihilation operator, removing one loop, while the operator $\bar{A}$ creates a new loop. We have the following relations on $\mathcal{H}^{\text{sym}}$:

$$
\bar{A} = A^\dagger, \quad B = B^\dagger.
$$
Finally the one-loop holonomy operator for spin $\frac{1}{2}$ is defined as the sum of these three components and is self-adjoint:

$$\chi_{\pm} = \frac{1}{2}(A + \bar{A} + B).$$  (81)

The convention $(Bf)_0 = 2f_0$ follows the logic that the 0-component $f_0$, with no loop, represents by default a flat holonomy and thus should be multiplied by $\chi_{\pm}(1) = 2$. Here is the proof for the Hermicity relations:

Proof. We compare the action of $A$ and $\bar{A}$:

$$\langle \phi | A \phi \rangle = \sum_{N \in \mathbb{N}} \int [dh_i]_{i=1}^N \frac{1}{N} \sum_{i=1}^N \chi_{\pm}(k) \phi_N(h_1, \ldots, h_N) \psi_{N+1}(h_1, \ldots, h_N, k),$$

$$\langle \bar{A} \phi | \psi \rangle = \sum_{N>0} \int [dh_i]_{i=1}^N \left[ \frac{N}{1} \sum_{i=1}^N \chi_{\pm}(h_i) \phi_{N-1}(h_1, \ldots, h_i, \ldots, h_N) \psi(h_1, \ldots, h_N) \right].$$

We shift the sum over $N$ in $\langle \bar{A} \phi | \psi \rangle$ and we use the invariance of $\psi_N$ under permutation of its arguments to conclude that these two expressions coincides, $\langle \phi | A \phi \rangle = \langle \bar{A} \phi | \psi \rangle$. As for the operator $B$, we compute:

$$\langle \phi | B \psi \rangle = 2\phi_0 \psi_0 + \sum_{N>0} \int [dh_i]_{i=1}^N \frac{1}{N} \sum_{i=1}^N \chi_{\pm}(h_i) \phi_N(h_1, \ldots, h_N) \psi(h_1, \ldots, h_N)$$

$$- \int [dh_i]_{i=1}^N \left[ \frac{N}{1} \sum_{i=1}^N \int dk_i \chi_{\pm}(k_i) \phi_N(h_1, \ldots, h_i, \ldots, h_N) \psi(h_1, \ldots, k_i, \ldots, h_N) \right].$$

The last term vanishes due to the absence of 0-mode, $\int dh_i \phi_N = 0$. This ensures that $\langle \phi | B \psi \rangle = \langle B \phi | \psi \rangle$ and thus $B$ is a Hermitian operator.

To ensure that the operators $A$ and $B$ are well-defined and that the holonomy operator $\chi_{\pm}$ is self-adjoint, it is enough to check that it is bounded. And we show below that it is indeed bounded by 2 as in the usual framework.

**Lemma IV.4.** The two parts of the holonomy operators are both bounded by 2, that is for all states $\phi \in H_{\text{sym}}$, we have the two inequalities:

$$|\langle \phi | (A + \bar{A}) | \phi \rangle| \leq 2\langle \phi | \phi \rangle, \quad |\langle \phi | B | \phi \rangle| \leq 2\langle \phi | \phi \rangle.$$  (82)

This ensures that they are both self-adjoint. The holonomy operator $\chi_{\pm}$ is then also bounded by 2 and self-adjoint.

Proof. Let us start with the operator $B$. The analysis is simpler since it doesn’t shift the number of loops:

$$\langle \phi | B | \phi \rangle = 2|\phi_0|^2 + \sum_{N>0} B_N, \quad B_N = \frac{1}{N} \sum_{i=1}^N \int [dh_i]_{i=1}^N \chi_{\pm}(h_i) \phi_N(h_1, \ldots, h_N) \phi_N(h_1, \ldots, h_N).$$

The extra term in the action of $B$ on the state $\phi$ vanishes as earlier due to the integral condition on proper states, $\int dh_i \phi_N = 0$ for all $i$’s. Since the character $\chi_{\pm}$ is bounded by 2, it is direct to conclude:

$$|B_N| \leq \frac{2}{N} \sum_{i=1}^N \int |\phi_N|^2 = 2 \int |\phi_N|^2, \quad |\langle \phi | B | \phi \rangle| \leq 2|\phi_0|^2 + 2 \sum_{N>0} \int |\phi_N|^2 = 2\langle \phi | \phi \rangle.$$  

We can proceed similarly with the operator $A + \bar{A}$:

$$\langle \phi | (A + \bar{A}) | \phi \rangle = \langle \phi | A | \phi \rangle + \langle \phi | A^\dagger | \phi \rangle = \langle \phi | A | \phi \rangle + \overline{\langle \phi | A | \phi \rangle}, \quad |\langle \phi | (A + \bar{A}) | \phi \rangle| \leq 2|\langle \phi | A | \phi \rangle|.$$  

$$\langle \phi | A | \phi \rangle = \sum_N A_N, \quad A_N = \int \prod_{i=1}^N dh_i \, dk \chi_{\pm}(k) \overline{\phi_N(h_1, \ldots, h_N)} \phi_{N+1}(h_1, \ldots, h_N, k)$$  (83)
As long as the components \( \phi_N \)'s are square-integrable, we can use the Cauchy-Schwarz inequality to bound these integrals:

\[
|A_N| \leq \sqrt{\prod_i^N dh_i dk |\chi_1(k)|^2 |\phi_N(h_1, ..., h_N)|^2} \sqrt{\prod_i^N dh_i dk |\phi_{N+1}(h_1, ..., h_N, k)|^2}.
\]

We use that the SU(2) character is normalized, \( \int \chi_1^2 = 1 \), and then apply the inequality bounding a product \( ab \leq (a^2 + b^2)/2 \):

\[
|A_N| \leq \frac{1}{2} \prod_i^N dh_i |\phi_N(h_1, ..., h_N)|^2 + \frac{1}{2} \prod_i^N dh_i |\phi_{N+1}(h_1, ..., h_N, k)|^2 = \frac{1}{2} \left[ \langle \phi_N|\phi_N \rangle + \langle \phi_{N+1}|\phi_{N+1} \rangle \right].
\]  

(84)

Summing over \( N \in \mathbb{N} \), this allows us to conclude that \( |\langle \phi|A|\phi \rangle| \leq |\langle \phi|\phi \rangle| \leq \langle \phi|\phi \rangle \) and thus reproduces the expected bound \( |\langle \phi|A+\bar{A}|\phi \rangle|^2 \leq 2|\langle \phi|\phi \rangle| \).

Although we consider the holonomy operator \( \hat{\chi}_1 \) to be the averaged sum of the two self-adjoint components \( (A+\bar{A}) \) and \( B \), each of these is a legitimate operator in itself. We could push this logic further and state that we have defined two different holonomy operators, on the one hand, a holonomy operator \( (A+\bar{A}) \) that acts as a ladder operator, creating and annihilating loops, and on the other hand, a holonomy operator \( B \) which acts as spin shifts on existing loops (i.e. modifies the area quanta carried by each loop).

The important consistency check, which will be essential for the analysis of the BF theory dynamics, is that the flat state is an eigenvector of the one-loop holonomy operator:

**Proposition IV.5.** The flat state \( \delta \), defined in (76) by its proper state projections, \( \delta_0 = 1 \) and \( \delta_N = (\delta - 1)^N \) for \( N \geq 1 \), is an eigenvector of the spin-\( \frac{1}{2} \) one-loop holonomy operator \( \hat{\chi}_1 \) with the highest eigenvalue on \( H_{\text{sym}} \):

\[
\hat{\chi}_1 |\delta \rangle = 2 |\delta \rangle.
\]  

(85)

This distributional flat state is also an eigenvector of the loop annihilation operator \( A \) and of the loop creation operator \( (B + A) \):

\[
A|\delta \rangle = (B + A^\dagger)|\delta \rangle = 2 |\delta \rangle.
\]  

(86)

**Proof.** We compute the action of the three parts of the holonomy operators acting on the flat state defined explicitly as

\[
\delta_0 = 1, \quad \delta_N(h_1, ..., h_N) = \prod_i^N [\delta(h_i) - 1].
\]

For the no-loop component, we get:

\[
(A\delta)_0 = \int dk \chi_{\frac{1}{2}}(k) [\delta(k) - 1] = 2 , \quad (A^\dagger\delta)_0 = 0 , \quad (B\delta)_0 = 2 ,
\]

while we compute for all other components:

\[
(A\delta)_N(h_1, ..., h_N) = 2 \prod_i^N [\delta(h_i) - 1] = 2\delta_N(h_1, ..., h_N)
\]  

(87)

\[
(A^\dagger\delta)_N(h_1, ..., h_N) = \frac{1}{N} |\sum_i^N \chi_{\frac{1}{2}}(h_i) \prod_{\ell \neq i} [\delta(h_\ell) - 1]|
\]

(88)

\[
(B\delta)_N(h_1, ..., h_N) = 2 \prod_i^N [\delta(h_i) - 1] - \frac{1}{N} |\sum_i^N \chi_{\frac{1}{2}}(h_i) \prod_{\ell \neq i} [\delta(h_\ell) - 1]|
\]

(89)

Adding these three contributions, we get as expected for all number of loops \( \hat{\chi}_1 |\delta \rangle_N = 2\delta_N \).
Since we have three operators built in the holonomy operator, it is natural to investigate their commutation algebra. It actually involves higher spin operators. We generalize the definition of the operators $A, A^\dagger$ and $B$ to arbitrary spins: one simply replaces in their definition [IV.3] the character in the fundamental representation $\chi_{1/2}$ by the higher spin character $\chi_j$ for any $j \in \mathbb{N}^*/2$, thus producing new operators $A_j$ annihilating a loop excitation of spin $j$, $A^\dagger_j$ creating a new loop carrying a spin $j$ and $B_j$ acting with a spin $j$ excitation on an existing loop.

Then acting on an arbitrary state $f$, we get:

$$ (A B f)_N = \frac{N}{N+1} (B A f)_N + \frac{1}{N+1} (A f)_N, \quad (B A^\dagger f)_N = \frac{N-1}{N} (A^\dagger B f)_N + \frac{1}{N} (A^\dagger f)_N, $$

$$ (A A^\dagger f)_N = \frac{N}{N+1} (A^\dagger A f)_N + \frac{1}{N+1} f_N. $$

Remembering that the number of loops $N$ is not constant on the Fock space of loopy intertwiners and should be treated as an operator $\hat{N}$, these translate into commutation relations, being careful about the operator ordering:

$$ \hat{N} B = B \hat{N}, \quad (\hat{N} + 1) A = A \hat{N}, \quad \hat{N} A^\dagger = A^\dagger (\hat{N} + 1), $$

$$ A B \hat{N} = \hat{N} B A + A_1, \quad \hat{N} B A^\dagger = A^\dagger B \hat{N} + A_1^\dagger, \quad A \hat{N} A^\dagger = 1 + A^\dagger A \hat{N} = 1 + \hat{N} A^\dagger A. $$

These generalize to the whole tower of higher spin operators, for all spins $a, b \in \mathbb{N}^*$:

$$ A_a B_b \hat{N} = \hat{N} B_b A_a + A_{a \otimes b}, \quad \hat{N} B_b A^\dagger_a = A^\dagger_b B_b \hat{N} + A^\dagger_{a \otimes b}, \quad A_a \hat{N} A^\dagger_b = \delta_{ab} 1 + A^\dagger_b A_a \hat{N} = \delta_{ab} 1 + \hat{N} A^\dagger_b A_a, $$

where we use the (natural) convention of the tensor product of spins for the annihilation operator:

$$ A_{a \otimes b} \equiv \sum_{c = |a - b|}^{a + b} A_c. $$

We give the last commutation relation:

$$ \hat{N} [B_a, B_b] = A^\dagger_b A_a - A^\dagger_a A_b. $$

We can combine these higher spin creation and annihilation operators to define a spin-$j$ holonomy operator $\hat{\chi}_j$ as the average sum of those operators as for the fundamental representation:

$$ \hat{\chi}_j = \frac{1}{2} (A_j + A^\dagger_j + B_j). $$

This rather natural definition unfortunately doesn’t ensure that the operators $\hat{\chi}_j$’s for different spins $j$’s commute with each other. Using the algebra computed above, the commutator of two holonomy operators $\hat{\chi}_a$ and $\hat{\chi}_b$ actually looks like a mess. Nevertheless we can simplify the expressions by introducing suitable number of loops factors. Inserting the operator $\hat{N}$ in the character, we find:

$$ [\hat{N} \hat{\chi}_a, \hat{N} \hat{\chi}_b] = \hat{N} \left( \frac{N}{2} (A^\dagger_b A_a - A^\dagger_a A_b) \right) = \frac{N^2}{2} [B_a, B_b]. $$

This combination $\hat{N} \hat{\chi}_a$ isn’t Hermitian, but this can be easily remedied to by considering $\sqrt{\hat{N}} \hat{\chi}_a \sqrt{\hat{N}}$ instead. This commutator doesn’t vanish, but we can easily find other combinations of the creation and annihilation operators that do:

$$ [\hat{N} (B_a + A^\dagger_a - A_a), \hat{N} (B_b + A^\dagger_b - A_b)] = 0. $$

This suggests using the operators $A_a$ and $(B_a + A^\dagger_a)$ as more fundamental as the holonomy operators. Although they are not Hermitian, the flat state is an eigenvector of both operators and we will exploit this fact in defining flatness constraints for BF theory in the following section [IV.D]

The other way to proceed to defining higher spin holonomy operators is to reproduce the classical algebra of the SU(2) characters. For instance, a spin-$1$ is obtained from the tensor product of two spin-$1/2$ representations:

$$ \chi_1(h) = \chi_{1/2}(h)^2 - 1. $$
We propose to promote these relations to the quantum level:

\[
\hat{\chi}_{1}^{\text{full}} \equiv \hat{\chi}_0^2 - 1 = \frac{1}{4} \left( A^2 + AB + BA + A A^\dagger + A^\dagger A + B^2 + A^\dagger B + BA^\dagger + A^\dagger A^\dagger \right) - 1.
\]  

(98)

This new spin-1 holonomy operator is already a multi-loop operator: it has a component \( A \) instead of the two independent holonomies, that is act with loop holonomies. These multi-loop operators create spins operators commute with each other. This method closely intertwines the definition of higher spin operators with multi-loop holonomies. In one-loop holonomy operator, we define a two-loop holonomy operator by recursion as polynomials of the fundamental \( \hat{\chi}_2 \) operator:

\[
\hat{\chi}_2^4 = \chi_2 + 3\chi_1 + 2 \Rightarrow \hat{\chi}_{2}^{\text{full}} \equiv \hat{\chi}_2^4 - 3\hat{\chi}_2^2 + 1, \ldots
\]

(99)

and so on with \( \hat{\chi}_j^{\text{full}} \) constructed from \( \hat{\chi}_2^{2j} \) and smaller powers. This construction clearly ensures that all the holonomy operators commute with each other. This method closely intertwines the definition of higher spin operators with multi-loop holonomies. These multi-loop operators create spins \( \frac{1}{2} \) (and then higher spins too) excitations on several loops at once.

To conclude the exploration of the basic loop quantum gravity operators, we should also deal with the symmetrized flux operators (and scalar products) with the \( \mathfrak{su}(2) \) generators acting as derivations on the wave-functions, and check their commutation relations with our new holonomy operators. The flux and grasping operators are especially important since they allow to explore the intertwiner structure at the vertices. Indeed, acting with one-loop holonomy operators will only create decoupled loops at the vertex, while a generic intertwiner will couple them. So, even though we postpone the detailed analysis of the action of flux operators on loopy spin network to future investigation, we discuss below multi-loop holonomy operators that allow for coupled loops and thus explore the space of (loopy) intertwiners at the vertex.

For instance, considering two loops with group elements \( h_1 \) and \( h_2 \), we would like to excite the overall holonomy instead of the two independent holonomies, that is act with \( \chi(h_1 h_2) \) instead of \( \chi(h_1) \chi(h_2) \). Proceeding similarly to the one-loop holonomy operator, we define a two-loop holonomy operator \( \tilde{\chi}_{2}^{(2)} \), which creates and annihilates pairs of coupled loops:

**Definition IV.6.** We define the following five operators \( C_{-2,-1,0,+1,+2} \) on the Fock space of symmetrized loopy intertwiners \( \mathcal{H}^{\text{sym}} \). They act on an arbitrary state \( (f_N)_{N \in \mathbb{N}} \) as:

\[
(C_{-2} f)_{N}(h_1,\ldots,h_N) = \int dk d\hat{k} \chi_2(k\hat{k}) f_{N+2}(h_1,h_N,k,\hat{k})
\]

(100)

\[
(C_{-1} f)_{N}(h_1,\ldots,h_N) = \frac{1}{N} \sum_{i}^{N} \left[ \int dk \chi_2(kh_i) f_{N+1}(h_1,\ldots,h_N,k) - \int dk dk_i \chi_2(kk_i) f_{N+1}(h_1,\ldots,k_i,\ldots,h_N,k) \right]
\]

(101)

\[
(C_{0} f)_{N}(h_1,\ldots,h_N) = \frac{2}{N(N-1)} \sum_{i<j}^{N} \left[ \chi_2(h_i h_j) f_N(h_1,\ldots,h_N) + \int dk dk_j \chi_2(kk_j) f_N(h_1,\ldots,k_i,\ldots,k_j,\ldots,h_N)
\right.
\]

\[
- \left. \int dk_i \chi_2(k_i h_j) f_N(h_1,\ldots,k_i,\ldots,h_N) - \int dk_i \chi_2(h_i k_j) f_N(h_1,\ldots,k_j,\ldots,h_N) \right]
\]

(102)

\[
(C_{+1} f)_{N}(h_1,\ldots,h_N) = \frac{1}{N(N-1)} \sum_{i \neq j}^{N} \left[ \chi_2(h_i h_j) f_{N-1}(h_1,\ldots,\hat{h}_i,\ldots,h_N) - \int dk_j \chi_2(h_i k_j) f_{N-1}(h_1,\ldots,\widehat{h}_i,\ldots,k_j,\ldots,h_N) \right]
\]

(103)

\[
(C_{+2} f)_{N}(h_1,\ldots,h_N) = \frac{2}{N(N-1)} \sum_{i<j}^{N} \chi_2(h_i h_j) f_{N-2}(h_1,\ldots,\widehat{h}_i,\ldots,\widehat{h}_j,\ldots,h_N)
\]

(104)

We complete this definition with the “initial conditions” for \( N = 0 \) and \( N = 1 \):

\[
(C_{-1} f)_{0} = \int \chi_2 f_1, \quad (C_{0} f)_{0} = 2 f_0, \quad (C_{+1} f)_{0} = (C_{+2} f)_{0} = 0,
\]

(105)
\[(C_0f)_1(h) = \chi_{\frac{1}{2}}(h)f_1(h) - \int \chi_{\frac{1}{2}}f_1, \quad (C_{+1}f)_1(h) = \chi_{\frac{1}{2}}(h)f_0, \quad (C_{+2}f)_0 = 0. \tag{106}\]

They satisfy the Hermiticity relations:
\[C_{-2} = C_2^\dagger, \quad C_{-1} = C_1^\dagger, \quad C_0 = C_0^\dagger, \tag{107}\]
and the bounds for the \(L^2\)-norm:
\[||C_{-2} + C_{+2}||_2 \leq 2, \quad ||C_{-1} + C_{+1}||_2 \leq 2, \quad ||C_0||_2 \leq 2. \tag{108}\]

Finally the two-loop holonomy operator \(\hat{\chi}^{(2)}_{\frac{1}{2}}\) for spin \(\frac{1}{2}\) is defined as the sum of these five components:
\[\hat{\chi}^{(2)}_{\frac{1}{2}} = \frac{1}{4}(C_{-2} + 2C_{-1} + C_0 + 2C_{+1} + C_{+2}). \tag{109}\]

This operator is essentially self-adjoint and bounded by 2.

So the spectrum of the two-loop holonomy operator is once again bounded by 2. An important consistency check is that this bound is saturated by the flat state. The proof is a straightforward computation, with special care to the initial conditions for \(N = 0\) and \(N = 1\).

**Proposition IV.7.** The flat state \(\delta\), defined by \(\delta_0 = 1\) and \(\delta_{N \geq 1} = (\delta - 1)^{\otimes N}\), is an eigenvector of the spin-\(\frac{1}{2}\) two-loop holonomy operator \(\hat{\chi}^{(2)}_{\frac{1}{2}}\) with the highest eigenvalue on \(H_{\mathrm{sym}}\):
\[\hat{\chi}^{(2)}_{\frac{1}{2}}|\delta\rangle = 2|\delta\rangle. \tag{110}\]

We could then similarly define an operator \(\chi(h_i h_j^{-1})\) with a loop reversal or multi-loop operators \(\chi(h_{i_1}..h_{i_n})\) taking care of properly symmetrizing the group elements. We can also generalize our construction replacing the spin-\(\frac{1}{2}\) character by an arbitrary spin \(j\) and define the spin-\(j\) two-loop holonomy operator \(\hat{\chi}^{(2)}_{j}\), and so on for more loops. We will not go into these details, although we do not foresee any obstacle (beside the inflation of indices and sums).

We now turn to the first application of the holonomy operators discuss below the Hamiltonian constraints for BF theory on the Fock space of loopy spin networks.

### D. Revisiting the BF constraints as creation and annihilation of loops

Let us see how to implement the flatness constraint on our Fock space of loopy spin networks with bosonic statistics for the little loops. As earlier, we do not discuss the flatness constraints around loops of the base graph \(\Gamma\), which are implemented as usual by using the standard holonomy operators around those loops. Here, we will focus on the fate of the little loop excitations at every vertex of the background graph \(\Gamma\). For this purpose, we can focus on a single vertex and we can restrict ourselves to the flower graph, i.e. to the Fock space of loop intertwiners around a unique vertex. As we have constructed the holonomy operator in the previous section, we propose to use it as the Hamiltonian constraints for BF theory and simply impose:
\[H^{\mathrm{BF}} = \hat{\chi}^{(2)}_{\frac{1}{2}} - 2. \tag{111}\]

This is a self-adjoint operator and imposing this constraint amounts to projecting onto the highest eigenvalue of the holonomy operator. Since \(\hat{\chi}^{(2)}_{\frac{1}{2}}\) creates and annihilates loops by construction, \(H^{\mathrm{BF}}\) shifts the number of loops and its flow should imply that the number of loops becomes pure gauge. Let us look at the space of physical states solving this flatness constraint. By proposition \([\text{IV.5}]\) we already know that the flat state, defined as the factorized \(\delta\)-distribution state, saturates the holonomy bound, \(H^{\mathrm{BF}}|\delta\rangle = 0\). The natural question is whether the flat state is the only solution to this constraint.

We will run into the same problem as in the case of distinguishable loops of higher derivative solutions to the holonomy constraint. In order to deal with this potential infinite-dimensional space of solutions, we will introduce as before a Laplacian constraint and multi-loop holonomy operators. However we will ultimately show that we require only a finite number of constraint operators (three to be exact) to impose full flatness and the uniqueness of the physical state despite the infinite number of loop excitation modes that need to be constrained.
More precisely, the holonomy constraint amounts to solving functional recursion relations, relating $f_{N+1}, f_N$ and $f_{N-1}$ at each step. The problem is that this relation doesn’t entirely fix $f_{N+1}$ in terms of $f_N$ and $f_{N-1}$, even assuming that these functions are invariant under permutations of their arguments and invariant under conjugation. Indeed it only fixes the integral $\int dk \chi_2^4(k) f_{N+1}(h_1, \ldots, h_N, k)$. This condition seems to fix only the spin-$\frac{1}{2}$ component of the function, so we face two obstacles: the non-trivial internal intertwiner structure and arbitrary higher spin excitations on each loop. We explain below how to get rid of all those modes by introducing constraints on the creation and annihilation of loops together with a Laplacian constraint.

Before treating the general case, we explore two simplified cases. First, factorized states avoid the problem of possible non-trivial intertwiner structure. It turns out that the spin-$\frac{1}{2}$ one-loop holonomy constraint is enough to constrain all the higher spin excitations and lead to the flat state as the unique physical state. Second we consider the larger class of states with decoupled loops, defined mathematically as the wave-functions which are invariant under conjugation of its individual arguments (and not simply under the simultaneous conjugation of all its arguments as required by gauge invariance). In this case, the spin-$\frac{1}{2}$ constraint is not enough anymore and we need to explicitly introduce explicit constraints for all the higher spin excitations. We summarize these two cases in the following two propositions.

**Proposition IV.8.** Let us consider a factorized state $\varphi \in \mathcal{H}_{\text{sym}}$, that $\varphi_0 = 1$ and $\varphi_N = F^\otimes N$ for an integrable $F$ invariant under conjugation, $F(h) = F(ghg^{-1})$. Then the constraint $\chi_2^4 \varphi = 2\varphi$ has a unique solution, which is the flat state, $\varphi = \delta$ and $F(h) = \delta(h) - 1$.

**Proof.** Let us look at the eigenvector equation on factorized states $\varphi$ defined as $\varphi_0 = 1$ and $\varphi_N = F^\otimes N$:

$$ (A + A^\dagger + B) F^\otimes N = 4 F^\otimes N. $$

For $N = 0$, this gives an integral condition on the one-loop wave-function $F$:

$$ \int dk \chi_2^4(k) F(k) = 2. $$

Then, for $N = 1$, we get a functional equality:

$$ \chi_2^4 F + \chi_2^6 - 2 = 2F. $$

Let us decompose $F$ on the spin basis. Since it is invariant under conjugation, it decomposes onto the characters $F = \sum_{j \neq 0} F_j \chi_j$. The $N = 1$ equation translates into a recursion relation on the coefficients $F_j$ while the $N = 0$ equation sets its initial condition:

$$ F_\frac{1}{2} = 2, \quad F_1 + 1 = 2F_\frac{3}{2}, \quad \forall j \geq 1, \quad F_{j+\frac{1}{2}} + F_{j-\frac{1}{2}} = 2F_j. \quad (112) $$

This has a unique solution $F_j = (2j + 1)$, which translates to $F = \delta - 1$. The constraint equation for $N \geq 2$ automatically follows. \hfill \square

The case of factorized state works because the holonomy operator couples the creation of loops and the exploration of the higher spin components of the one-loop wave-function. Next, we move to the larger class of functions which are invariant under conjugation of its individual arguments. Then the functions $\phi_N$ decompose on the character basis. Imposing the one-loop holonomy constraints for all spins leads to functional recursion equations such that the flat state is solution to the holonomy constraint.

**Lemma IV.9.** Considering a state invariant under conjugation of each of its arguments,

$$ \phi_N(h_1, \ldots, h_N) = \phi_N(g_1 h_1 g_1^{-1}, \ldots, g_N h_N g_N^{-1}), \quad \forall g_i \in \text{SU}(2)^N, $$

it decomposes on the character basis:

$$ \phi_N(h_1, \ldots, h_N) = \sum_{j_1, \ldots, j_N} \phi_{N}^{j_1, \ldots, j_N} \prod_{i} \chi_{j_i}(h_i). $$

Assuming that the $\phi_N$’s are all symmetric under permutations of their arguments and that they have no $0$-modes, $\int dh_1 \phi_N = 0$ for all $N \geq 1$, then the only such solution to the set of holonomy constraints $\chi_j \phi = (2j + 1)\phi$ for all spins $j \in \mathbb{N}_{\geq 2}$ is the flat state $\phi_N = (\delta - 1)^\otimes N$ (up to a global factor).
Proof. The proof is straightforward by recursion. For \( N = 0 \), the constraint gives \( \phi_1 \) in terms of the no-loop mode \( \phi_0 \):

\[
\forall j \geq \frac{1}{2}, \quad \int dk \, \chi_j(k)\phi_1(k) = (2j + 1)\phi_0 ,
\]

which gives \( \phi_1^j = (2j + 1)\phi_0 \) for all non-vanishing spins \( j \) while \( \phi_0^0 = 0 \) by hypothesis. This way, if we fix the initial normalization to \( \phi_0 = 1 \), we recover \( \phi_1 = (\delta - 1) \). Then the constraint equations for \( \forall j \geq \frac{1}{2} \):

\[
\forall j \geq \frac{1}{2}, \quad 2(2j + 1)\phi_N(h_1, \ldots, h_N) = \int dk \, \chi_j(k)\phi_{N+1}(h_1, \ldots, h_N, k) + \frac{1}{N} \sum_{i=1}^{N} \phi_{N-1}(h_1, \ldots, \hat{h}_i, \ldots, h_N)
\]

\[
+ \frac{1}{N} \sum_{i=1}^{N} \left[ \chi_j(h_i)\phi_N(h_1, \ldots, h_N) - \int dk_i \, \chi_j(k_i)\phi_N(h_1, \ldots, h_N) \right].
\]

We can solve this equation by recursion, determining the Fourier coefficients of \( \phi_{N+1} \) in terms of \( \phi_N \) and \( \phi_{N-1} \). The coefficients \( \phi_{N}^{j_1 \ldots j_N} \) vanish by assumption if one of the spins \( j_i \) is zero. When none of the spins vanishes, we show that

\[
\phi_{N}^{j_1 \ldots j_N} = \prod_{i=1}^{N} (2j_i + 1).
\]

Comparing to the case of distinguishable loops, in this case where the loops are individually gauge-invariant and thus decoupled, we have traded the infinity of holonomy constraints, one for each distinguishable loop, for the infinite tower of one holonomy constraint per spin mode for indistinguishable loops. Exploiting further the Fock space structure for the bosonic little loops, we can nevertheless reduce this infinity of holonomy constraints to a pair of constraints. Indeed, checking the details of the proof of proposition [IV.5] on the action of holonomy operators on the \( \delta \)-state, we propose to use non-Hermitian constraints and characterize the flat state as an eigenvector of the loop annihilation operator \( A \) and the loop creation operator \( (B + A^\dagger) \):

Lemma IV.10. Considering a state \( \phi \) invariant under conjugation of each of its arguments, and with no 0-modes, we introduce the pair of non-Hermitian constraint operators defined by the spin-\( \frac{1}{2} \) annihilation and creation operators acting on \( \mathcal{H}^{\text{sym}} \):

\[
A |\phi\rangle = 2 |\phi\rangle , \quad (B + A^\dagger) |\phi\rangle = 2 |\phi\rangle .
\]

Then the only solution to all these constraints is the flat state \( |\phi\rangle = |\delta\rangle \).

Proof. Let us write explicitly the eigenvalue equations for the state \( \phi \):

\[
\forall N \geq 0, \quad \int dk \, \chi_{\frac{1}{2}}(k)\phi_{N+1}(h_1, \ldots, h_N, k) = 2\phi_N(h_1, \ldots, h_N)
\]

\[
\forall N \geq 1, \quad \sum_{\ell=1}^{N} \left[ \chi_{\frac{1}{2}}(h_\ell) \left[ \phi_{N-1}(h_1, \ldots, \hat{h}_\ell, \ldots, h_N) + \phi_N(h_1, \ldots, h_N) \right] - \int dk_\ell \chi_{\frac{1}{2}}(k_\ell)\phi_N(h_1, \ldots, k_\ell, \ldots, h_N) \right] = 2N \phi_N(h_1, \ldots, h_N)
\]

with the initial conditions equation at \( N = 0 \) for the creation operator \( (B + A^\dagger) \) trivially satisfied. We could translate these equations into recursion relations on the Fourier coefficients, but there is actually a simpler and more direct route. The first equation (for \( A \)) can be injected in the second equation turning it into a functional recursion:

\[
\sum_{\ell=1}^{N} (2 - \chi_{\frac{1}{2}}(h_\ell)) \left[ \phi_{N-1}(h_1, \ldots, \hat{h}_\ell, \ldots, h_N) + \phi_N(h_1, \ldots, h_N) \right] = 0.
\]

For \( N = 1 \), this relates the one-loop wave-function \( \phi_1 \) to the no-loop normalization \( \phi_0 \):

\[
\forall h \in \text{SU}(2), \quad (2 - \chi_{\frac{1}{2}}(h)) (\phi_0 + \phi_1(h)) = 0.
\]
Since $\phi_1$ is invariant under conjugation, this holonomy constraint has a unique distributional solution up to an arbitrary factor, $(\phi_0 + \phi_1) \propto \delta$. The integral condition, $\int \chi_+^q \phi_1 = 2\phi_0$, fixes this factor and we recover $\phi_1 = (\delta - 1)$ as expected as we fix the normalization $\phi_0 = 1$.

We then proceed by recursion, fixing the number of loops $N \geq 2$ and assuming that $\phi_n = (\delta - 1)^{\otimes n}$ for all $n \leq (N - 1)$. Let us now prove this statement holds for $n = N$. Using the identity $(2 - \chi_+^q(h))\delta(h) = 0$, we start by checking that:

$$
\sum_{\ell} (2 - \chi_{\ell}^q(h_\ell)) \left[ \prod_i (\delta(h_i) - 1) - \prod_{i \neq \ell} (\delta(h_i) - 1) \right] = 0.
$$

This implies that:

$$
\left( \sum_{\ell} (2 - \chi(h_\ell)) \right) \left( \phi_N(h_1, \ldots, h_N) - \prod_i (\delta(h_i) - 1) \right) = 0.
$$

Since every holonomy operator $(2 - \chi_{\ell})$ is Hermitian positive, this means that the holonomy constraint holds for each loop individually:

$$
\forall \ell \leq N, \sum_{\ell} (2 - \chi(h_\ell)) \left( \phi_N(h_1, \ldots, h_N) - \prod_i (\delta(h_i) - 1) \right) = 0. \tag{119}
$$

Since we have assumed that the wave-function is invariant under conjugation individually for each of its arguments, the only distributional solution to this equation is the product of $\delta$-function up to a global factor:

$$
\phi_N(h_1, \ldots, h_N) = \prod_i (\delta(h_i) - 1) + \alpha \prod_i \delta(h_i),
$$

for some factor $\alpha$ to be determined. Checking this identity against the integral condition $\int \chi_+^q \phi_N = \phi_{N-1}$ yields $\alpha = 0$ thus proving the proposition. \[\square\]

We see that the requirement of the invariance under conjugation for each loop individually (stronger than gauge-invariance requiring the invariance under global conjugation) is crucial in the last step of the proof. Else we would have to deal with derivative solutions, in $\partial \delta$ and so on, as in the case of distinguishable loops.

Our proposal amounts to adding another constraint along side the Hermitian holonomy constraint $\hat{\chi}_+$ = 2. Instead of taking the average of the two operators $A$ and $(B + A^\dagger)$ and defining the holonomy operator, we subtract them and get the other constraint $B + (A^\dagger - A) = 0$. This new constraint operator has a Hermitian part $B$ and an anti-Hermitian part $(A^\dagger - A)$, such that the overall structure can be interpreted as a holomorphic constraint, similar to the annihilation operator $a = \hat{x} - i\hat{p}$ for the harmonic oscillator. From this perspective, eigenvectors of this “holomorphic” operator $B + (A^\dagger - A)$ can be considered as coherent states, which is pretty natural since we are looking into coherent superpositions of any number of loops summing over $N$, and the $\delta$-state, as a null eigenvector of that operator, can be considered as a ground state.

The trick why these two constraint operators $A$ and $(B + A^\dagger)$ are enough to kill all the degrees of freedom and lead to a single physical state is that they do not commute and their commutators actually generate higher spin constraints:

**Lemma IV.11.** Imposing the two constraints with $A$ and $(B + A^\dagger)$ on $\mathcal{H}^{\text{sym}}$ implies a tower of constraints with all the higher spin annihilation operators:

$$
A |\phi\rangle = (B + A^\dagger) |\phi\rangle = 2 |\phi\rangle \quad \Longrightarrow \quad \forall j \geq \frac{1}{2}, \ A_j |\phi\rangle = (2j + 1) |\phi\rangle. \tag{120}
$$

**Proof.** Let us look at the commutator $(\hat{N} + 1) |A_j, (B + A^\dagger)\rangle$. This commutator will vanish on solution states $|\phi\rangle$. Using the commutation relations computed earlier (91) and (92), we get for $j = \frac{1}{2}$:

$$(\hat{N} + 1) |A, (B + A^\dagger)\rangle = A_1 + I - (B + A^\dagger)A, \quad A_1 |\phi\rangle = [(B + A^\dagger)A - I] |\phi\rangle = (4 - 1) |\phi\rangle = 3 |\phi\rangle,$$

then for higher spins $j \geq 1$ the commutation relation $(\hat{N} + 1) |A_j, (B + A^\dagger)\rangle = A_{j+\frac{1}{2}} + A_{j-\frac{1}{2}}I - (B + A^\dagger)A_j$ implies:

$$
A_{j+\frac{1}{2}} |\phi\rangle = [(B + A^\dagger)A_j - A_{j-\frac{1}{2}}] |\phi\rangle = [2(2j + 1) - 2j] |\phi\rangle = (2j + 2) |\phi\rangle. \tag{121}
$$

\[\square\]
Our two (non-Hermitian) constraints do not commute and generate an infinite number of constraints killing all the higher spin excitations, leaving us at the end of the day with the single totally flat state. In some sense, this pair of annihilation and creation constraint operators can be considered as the generators of the algebra of holonomy operators on the Fock space of loopy spin networks.

Let us move on to the general case. Working with states invariant under conjugation for each loop individually amounts to considering states created loop by loop, only by the action of one-loop holonomy operators. This leads to decoupled loops and unfortunately does not explore the whole space of intertwiners: we still need to reach all the states globally invariant under conjugation but not invariant under conjugation of the individual arguments, such as \( \chi(h_1 h_2 \ldots) \). In the spin decomposition of the wave-functions, this corresponds to the fact that the modes are not simply \( \phi_N^{j_1 \ldots j_N} \) but should be labelled as \( \phi_N^{j_1 \ldots j_N I} \): they do not depend only on the spins \( j_{i=1,N} \) but further depend on the data of a (loopy) intertwiner \( I \) between (two copies of) all the spins. This leads to the existence of the derivative solutions to the holonomy constraints, defined by applying differential operators (graspings) to the \( \delta \)-distribution.

The intertwiner structure is hard to constraint completely. One way to go is to not only use higher spin operators but introduce multi-loop holonomy constraints, as in the case of distinguishable loops. Indeed, since we would like to freeze all the spin excitations on the possible infinity of loops, it is natural to introduce one constraint operator per mode\(^{12}\).

We propose to take a different route in order to keep a finite number of (primary) constraints. We introduce a Laplacian constraint to project onto the space of wave-functions invariant under conjugation and use the creation and annihilation operators for loops to impose flatness:

**Proposition IV.12.** We consider the pair of non-Hermitian constraint operators defined by the spin-\( \frac{1}{2} \) annihilation and creation operators acting on \( \mathcal{H}^{\text{sym}} \):

\[
A |\phi\rangle = 2 |\phi\rangle , \quad (B + A^\dagger) |\phi\rangle = 2 |\phi\rangle .
\]

We supplement these constraints with the Laplacian constraint:

\[
(\tilde{\Delta} - \Delta) |\phi\rangle = 0 \quad \text{with} \quad (\Delta \phi)_N = \frac{1}{N} \sum_{\ell} \Delta_\ell \phi_N , \quad (\tilde{\Delta} \phi)_N = \frac{1}{N} \sum_{\ell} \tilde{\Delta}_\ell \phi_N .
\]

*Imposing these three eigenvalue equations leads to a unique solution (up to a global factor), the flat state \(|\phi\rangle = |\delta\rangle \)*

*Proof.* We start with the Laplacian constraints:

\[
\sum_{\ell} (\tilde{\Delta}_\ell - \Delta_\ell) \phi_N = 0 .
\]

Since every Laplacian constraint operator \( (\tilde{\Delta}_\ell - \Delta_\ell) \) on each loop \( \ell \) is Hermitian and positive, this imposes that each of them vanish on the wave-function, i.e. for all \( \ell \) we have \( (\tilde{\Delta}_\ell - \Delta_\ell) \phi_N = 0 \). This implies that \( \phi_N \) is invariant under conjugation of each of its argument. Then we apply lemma IV.10 to prove the uniqueness of the solution state.

On the one hand, the Laplacian constraint fixes how every loop is attached to the vertex, through a trivial spin-0. Each loop is invariant under conjugation on its own, states are collections of bosonic loops, each carrying a spin and with a trivial intertwiner between them. On the other hand, the constraints \( A \) and \( (B + A^\dagger) \) realize explicitly the idea that BF dynamics impose that the creation and annihilation of loops are pure gauge.

\(^{12}\) This leads us to conjecture a set of complete holonomy constraints for BF theory. Considering all the multi-loop holonomy operators for arbitrary spins acting on the Fock space of loopy intertwiners \( \mathcal{H}^{\text{sym}} \),

\[
\forall j \in \mathbb{N}^+, \quad \forall n \in \mathbb{N}^+ , \quad \tilde{\chi}_j^{(n)} |\phi\rangle = (2j + 1) |\phi\rangle ,
\]

then the only solution to all these constraints is the flat state \( \phi = \delta \). We have checked this conjecture up to the three-loop component of the state, \( N = 3 \), but we haven’t gone further. This would require explicitly and carefully defining the multi-loop holonomy operators. We should also take special care of working with legitimate states, controlling the convergence/divergence of the series in \( j \) and \( N \) to ensure that the states are distributions.
To conclude this section, we would like to underline the similarities and differences between the case of distinguishable loops and the Fock space of indistinguishable little loop excitations. When working with little loops endowed with bosonic statistics, one must take a special care to consistently remove the spin-0 modes on every loop to implement the cylindrical consistency of the wave-functions. This leads to a \((\text{spin-}\frac{1}{2})\) holonomy operator also creating and annihilating loops. We explicitly separate its components respectively creating and annihilating loops and use them as legitimate constraint operators for BF theory. This is different from distinguishable loops where holonomy operators are defined as attached to a loop: a holonomy operator acts on a given loop, exciting and shifting the spin carried by the loop.

Nevertheless, the issue of the intertwiner space living at vertex and coupling the loops is the same in both frameworks. We have identified an infinity of solutions to the holonomy constraints, constructed as differential operators acting on the \(\delta\)-distribution (as graspings on the spin network wave-function). These are still peaked on the identity group element, but they potentially define an infinity of gauge-invariant local degrees of freedom living at the vertex. To get rid of these “spurious” solutions, we have introducing a Laplacian constraint that forces each loop excitation to be invariant under conjugation, thus linking it trivially to the vertex. This allows to kill all local intertwiner excitation. Then we take as Hamiltonian constraints for BF theory this combination on holonomy and Laplacian constraints, which lead as wanted to a unique physical state, the flat \(\delta\)-state.

V. TAGGED SPIN NETWORKS

After folded spin networks, which retains the internal combinatorial structure inside coarse-grained regions, and loopy spin networks, which keep local curvature excitations as little loops attached to the vertices of the base graph and which we have explored in great details in the previous sections, we move on to the third and last step of coarse-grained structures: tagged spin networks.

When integrating out the connection group elements inside a bounded region, as discussed in \([25, 26, 33]\) and reviewed in the first section \(\text{III}\) and coarse-graining the region to a single vertex, we naturally break the local gauge invariance at the resulting coarse-grained vertex. This also happens as soon as we introduce fermionic matter fields, which act as sources for loop quantum gravity’s Gauss law and thus create non-trivial closure defects. At the classical level, this is reflected by a non-vanishing closure defect: the sum of the flux vectors around the effective vertex does not vanish anymore and is actually balanced by the internal fluxes living on the loops living inside the bounded region and carrying non-trivial holonomies. Overall, the gauge invariance is restored if we take into account the internal degrees of freedom of the region however, once we have coarse-grained it, the breaking of the gauge invariance reflects the geometry excitations which have developed in the region’s bulk and which we have traced out. At the quantum level, the closure defect becomes a tag, attached to each vertex, as drawn on fig.16. This internal degree of freedom is defined as an extra spin coupling to the actual spin living on the links and edges attached to the effective vertex and connecting the coarse-grained region to its exterior. This tag allows to relax the gauge invariance in a controlled way.

Mathematically, we are thus led to consider the whole space of non-gauge-invariant cylindrical functionals of the connection on a given fixed background graph \(\Gamma\). The tagged spin networks will provide a basis of that space, with the tags record how much the local gauge-invariance is broken: when the tags vanish, we recover the usual gauge-invariant spin network basis states. This allows to account for graph changing dynamics in an effective manner. Even though the graph changes and might get more complexed as the geometry evolves, we keep on coarse-graining the state projecting it onto the fixed base graph (chosen by the observer), then the internal degrees of freedom and non-trivial curvature developed inside the coarse-grained regions gets translated into excitations of the effective tag degree of freedom attached to the base graph vertices.

The space of tagged spin networks is naturally quite simple and we believe it offers a useful framework for the study of coarse-graining of the loop quantum gravity dynamics.

![FIG. 16: We consider tagged vertices: a vertex with the additional tag corresponding to a closure defect. The representations \(j_1, \ldots, j_4\) living on the graph edges linked to the vertex do not form an intertwiner on their own, but they recouple to the spin \(j\) defining the tag.](image-url)
A. The tagged spin network basis

We consider the space $\mathcal{H}_\Gamma^\text{tag}$ of non-gauge-invariant wave-functions on the (oriented and connected) graph $\Gamma$. This is simply the space of $L^2$ functions on $\text{SU}(2)^E$, where $E$ is the number of edges or links of $\Gamma$, with no further assumption. Considering such a function, we can project onto the usual space of gauge-invariant states by group averaging:

$$\psi(\{g_e\}_{e \in \Gamma}) \in \mathcal{H}_\Gamma^\text{tag} \quad \mapsto \quad \psi_0(\{g_e\}_{e \in \Gamma}) = \int_{\text{SU}(2)^G} dh_v \psi(\{h^{-1}_{s(e)} g_e h_{t(e)}\}_{e \in \Gamma}) \in \mathcal{H}_\Gamma.$$ 

(124)

We can generalize this projection to non-trivial recouplings at every vertex and get an exact decomposition of the full non-invariant state:

$$\psi = \sum_{\{J_v\} \in \mathcal{J}} \prod_{v} (2J_v + 1) P_{\{J_v\}} \psi, \quad P_{\{J_v\}} \psi(\{g_e\}_{e \in \Gamma}) = \int dh_v \prod_v \chi_{J_v}(h_v) \psi(\{h^{-1}_{s(e)} g_e h_{t(e)}\}_{e \in \Gamma}).$$

(125)

The spin $J_v$ is the tag living on the little loops that attach to each vertex $v$, and provides a measure of how much gauge-invariance is relaxed at that vertex. It is the variable conjugate to the group averaging variable $h_v$. Following this logic, we can make all states in $\mathcal{H}_\Gamma^\text{tag}$ gauge-invariant by adding $h_v$ as an actual argument of the wave-function. This provides a isomorphism between $\mathcal{H}_\Gamma^\text{tag} = L^2(\text{SU}(2)^E)$ and $\mathcal{H}_\Gamma^{\text{ext}} = L^2(\text{SU}(2)^E \times \text{SU}(2)^V / \text{SU}(2)^V)$ where $\text{ext}$ stands for “extended”:

$$\Psi(\{g_e, h_v\}_{e, v \in \Gamma}) = \Psi(\{k^{-1}_{s(e)} g_e k_{t(e)}, k^{-1}_v h_v\}_{e, v \in \Gamma}) \mapsto \psi(\{g_e\}_{e \in \Gamma}) = \Psi(\{g_e, h_v = \text{I}\}_{e, v \in \Gamma}).$$

(126)

We define tagged spin networks as basis states for $\mathcal{H}_\Gamma^{\text{ext}}$ thus providing through this gauge-fixing map a basis for generic non-gauge-invariant states. These generalizations of spin networks are labeled by spins $J_v$ on every edge $e$, the tag spin $J_v$ an magnetic momentum $M_v$ at every vertex, as well as an intertwiner $\mathcal{T}_v$ recoupling at each vertex between the tag and the spins on the edges attached to that vertex: the incoming and outgoing edges attached to the vertex $v$:

$$\mathcal{T}_v : \mathcal{V}^{J_v} \otimes \prod_{e: \ell(e) = v} \mathcal{V}^{J_e} \rightarrow \prod_{e: t(e) = v} \mathcal{V}^{J_e},$$

(127)

with an implicit over the magnetic momenta $m_e^\ell$ and $m_v$. In simple words, we work with spin network on graphs with an extra open edge at every vertex. The spins carried by those open edges are the tags.

The whole question is the physical interpretation of these tags, which we added to the usual spin network state. It is mathematically clear how the closure defects arise from coarse-graining and that the tags reflect non-trivial holonomies around the loops of the subgraph within the coarse-graining regions. The next challenge would be to show that they can be related to some physical notions of (quasi-)local energy density or mass (see e.g. [58] for a definition of the quasi-local energy operator in loop quantum gravity).

B. Tags from coarse-graining and tracing out little loops

Let us show how starting from a loopy spin network and tracing out the little loops attached to the vertices leads naturally to a reduced density matrix defined in terms of tagged spin networks. So we consider a gauge-invariant loopy state defined on the base graph $\Gamma$ with a certain number of loops $n_v$ attached to each vertex $v$:

$$\phi(\{g_e, h_v^\ell\}) = \phi(\{k^{-1}_{s(e)} g_e k_{t(e)}, k^{-1}_{v} h_v^\ell k_v\}) \forall k_v \in \text{SU}(2)^V,$$

where the group elements $h_v^\ell$ live on the little loops $\ell$ attached to the vertex $v$, and we integrate out the loops:

$$\rho(\{g_e, h_v\}_{e \in \Gamma}) = \int \prod_v \prod_{\ell=1}^{n_v} dh_v^\ell \overline{\phi(\{g_e, h_v^\ell\})} \phi(\{g_e, h_v^\ell\}).$$

(128)
The simplest way to proceed is, as in the gauge fixing procedure, to choose a maximal tree on $\Gamma$, then to associate one loop to each edge which does not belong to the tree. This ensures that each of those loops contains one edge that no other loop contain and are thus independent.

Let us compute the reduced density matrix using the natural loopy spin network basis. We focus on the little loops attached to single vertex, say $v_0$, and drop the index $v$ from the little loop group elements for the sake of simplicity.

We consider the loopy states defined by basis intertwiners defined by two intertwiners, one recoupling the spins living on the base graph edges and the other $i_v$ recoupling the spins living on the little loops attached to the vertex, which are linked together by the intermediate spin $J_v$. When we coarse-grain by tracing over the little loops, the only remaining information is this intermediate spin $J_v$, which becomes the tag measuring the closure defect at the vertex. It is the remnant of the curvature fluctuations and internal geometry within the vertex.

Let us compute the reduced density matrix using the orthonormality of the Wigner matrices with respect to the Haar measure on SU(2) and find that it naturally decompose onto the tagged spin network basis introduced $\Psi_{(j_e, j_v, \ell, j_t)}$ above in (127):

$$\rho = \text{Tr}(h_t) |\phi\rangle \langle \phi| = \left( \sum_{\{m^\ell_{s,t}\}} \langle J_{v_0} M_{v_0} \otimes \ell j_t m^\ell_t \tilde{i}_{v_0} | \otimes \ell j_t m^\ell_t \rangle \right) \langle \Psi_{(j_e, j_v, M_{v_0}, \ell, j_t)} | \langle \Psi_{(j_e, j_v, M_{v_0}, \ell, j_t)} \rangle .$$

Thus the intermediate spins of the loopy spin networks, which recouple between the base graph edges and the little loop excitations, become the tags of the tagged spin network basis after tracing out the holonomies living on the little loops. This concludes the coarse-graining of the geometry of a bounded region to a single vertex plus one extra degree of freedom -the tag- registering the excitations of geometry and curvature within that region’s bulk.

### C. Revisiting BF theory: the non-trivial space of flat spin network states

The (totally) flat state on a closed and connected graph $\Gamma$ is defined by a $\delta$-distribution on every loop of the graph. This is generically redundant, so we choose a set of independent loops\textsuperscript{13}, that is $L \equiv (E - V + 1)$ loops generating all the loops of $\Gamma$, and define the flat state as the product of the $\delta$-distribution on those independent loops. Now we would like to impose holonomy operator constraints along all the (independent) loops of the graph in order to this flat state as single physical states. We will encounter the same obstacle of the derivative solutions to the holonomy constraints as with loopy spin networks.

Let us, for the sake of simplicity, look at the $\Theta$-graph, made of two vertices connected by three edges, as in fig[18]. The flat state is:

$$\delta_\Theta(g_1, g_2, g_3) = \delta(g_1 g_2^{-1}) \delta(g_1 g_3^{-1}) = \delta(g_1 g_2^{-1}) \delta(g_2 g_3^{-1}) = \delta(g_1 g_3^{-1}) \delta(g_2 g_3^{-1}),$$

\textsuperscript{13} The simplest way to proceed is, as in the gauge fixing procedure, to choose a maximal tree on $\Gamma$, then to associate one loop to each edge which does not belong to the tree. This ensures that each of those loops contains one edge that no other loop contain and are thus independent.
where we give the three possible sets of independent loops, corresponding to the three choices of tree on the Θ-graph. This is clearly a solution to the three holonomy constraints:

\[ \left( \chi^\dagger(g_1 g_2^{-1}) - 2 \right) \delta_\Theta = 0. \]

However, any first derivative give also a solution to those holonomy constraints. As an example, if we differentiate along the first group element \( g_1 \), we get the distribution \( \delta_a^{(1)} \delta_{12} \delta_{23} = \delta_a^{(1)} \delta(g_1 g_2^{-1}) \delta(g_2 g_3^{-1}) = i \delta(g_1 J_a g_2^{-1}) \delta(g_2 g_3^{-1}) \) also satisfying:

\[ \left( \chi^\dagger(g_1 g_2^{-1}) - 2 \right) \delta_a^{(1)} \delta_{12} \delta_{23} = 0. \]

And we can go on constructing an infinity of higher order derivative solutions, as explained in the framework of loopy spin networks in sections III D 2 and III D 3. In some sense, the totally flat state, defined by the distribution \( \delta \)-distribution as sole physical state. We show below that this is indeed the case, but with the very important subtlety that we need to impose the holonomy constraints along all the loops of the graph and not only a set of independent loops.

First, we impose the tags to vanish by a Laplacian constraint at every vertex:

\[ \Delta_v \equiv \left( \sum_{e_i \in \text{in}(v)} \partial^{(c)R}_a - \sum_{e_i \in \text{out}(v)} \partial^{(c)L}_a \right)^2. \]

Requiring \( \Delta_v \varphi = 0 \) implies that the recoupling of the spins \( j_e \) on the edges attached to the vertex \( v \) is trivial, i.e. that the tag \( J_v \) is the trivial representation, i.e that the wave-function \( \varphi \) satisfies the gauge-invariance at the vertex \( v \). Imposing this constraint at all the vertices allows to project from the tagged spin networks down to the usual gauge-invariant spin network states.

Second, let us revisit the flatness constraints to impose on standard spin networks in order to implement BF theory and its projector on the flat state. Imposing the holonomy constraints on a set of independent loops turns out not to be enough to get a unique solution state and we have gauge-invariant remnants of the derivative solutions. To remedy this, it is necessary and sufficient to impose the holonomy constraints on all possible loops of the graph. This is the counterpart of the multi-loop holonomy constraints for imposing the flatness of loopy intertwiners as explained in sections III D 3 and III D 4.

For instance, on the Θ-graph, a set of independent loops is provided by the two loops, \( g_1 g_2^{-1} \) and \( g_2 g_3^{-1} \). Classically, imposing that these two group elements vanish implies that the flatness of the third “composite” loop, \( g_1 g_3^{-1} \). At the quantum level however, we can construct an infinity of derivative solutions to the holonomy constraints \( \hat{\chi}_{12} \) and \( \hat{\chi}_{23} \) by acting with grasping operators, as an example:

\[ \varphi = \sum_a \partial_a^{(1)} \delta(g_1 g_2^{-1}) \delta(g_2 g_3^{-1}) \] \[ \Rightarrow \left( \chi^\dagger(g_1 g_2^{-1}) - 2 \right) \varphi = 0. \]

but

\[ \int f(\chi^\dagger(g_1 g_3^{-1}) - 2) \varphi = -\frac{1}{4} \Delta \chi^\dagger = -\frac{3}{2} f(\mathbb{I}) \neq 0. \]
These distributions will actually not be solution to the third holonomy constraint $\tilde{\chi}_{13}$ and, so imposing directly the three holonomy constraints together determines the $\delta$-state $\delta_\Theta$ as unique solution.

Another interesting case is on the tetrahedron graph, see fig.18 where imposing the holonomy constraints around three triangles $(g_1 g_6 g_2^{-1})$, $(g_2 g_4 g_3^{-1})$ and $(g_3 g_5 g_1^{-1})$ does not imply the holonomy constraint around the fourth triangle $(g_4 g_5 g_6)$. This is realized by a triple grasping around the vertex $(123)$ acting on the $\delta$-distribution, which gives the following gauge-invariant state:

$$\varphi = \epsilon^{abc} \partial_a^{(1)L} \delta(g_1 g_6 g_2^{-1}) \partial_b^{(2)L} \delta(g_2 g_4 g_3^{-1}) \partial_c^{(3)L} \delta(g_3 g_5 g_1^{-1}).$$

(135)

Applying this distribution against a gauge-invariant test function $f(g_1, ..., g_6)$, we compute the action of the holonomy operators around the four 3-cycles of the tetrahedron graph:

$$\int f(\chi^L(1) - 2) \varphi = \int f(\chi^L(2) - 2 \varphi = 0,$$

$$\int f(\chi^L(3) - 2) \varphi = \int f(\chi^L(4) - 2 \varphi = 0.$$

(136)

So this triple-grasped flat state is a solution to three holonomy constraints, but the flatness around these three loops does not imply the flatness around the composite loop at the quantum level.

At the end of the day, to fully impose the flatness of the physical state, we require “redundant” holonomy constraints: imposing the holonomy constraints on an independent set of loops, as expected at the classical level, is not sufficient anymore at the quantum level to kill all the potential geometry excitations. This is especially relevant for the coarse-graining of the dynamics of loop quantum gravity. A common scenario is that we impose the flatness of the smallest loops, at the “fundamental” Planck scale, and that these will induce the flatness of the larger loops at larger scale. However, we see that it is not enough: there exist flat states (distributions peaked on the identity), solutions to the fundamental holonomy constraints, but which couple and entangle the fundamental loops through some grasping operators in such a way that they are not solutions anymore to the holonomy constraints around larger loops. In order to impose the complete flatness of the state at all scales, we need to impose the flatness of all the loops at all scales, allowing for holonomy constraints around loops of arbitrary size similarly to the construction of Ising-like states for loop quantum gravity defined in [68].

**Conclusion & Outlook**

Following the logic of coarse-graining the quantum geometry of loop quantum gravity, we have extended spin network states by enriching the structure of its vertices: we have attached to the vertices new local degrees of freedom so that they effectively represent coarse-grained regions of space with non-trivial gravitational field and geometry fluctuations. To this purpose, we have introduced a hierarchy of three generalization of spin network states, based on the coarse-graining through gauge-fixing approach developed in [68]: folded, loopy and tagged spin networks.

Folded spin networks on a graph $\Gamma$ are spin network states with an arbitrary number of additional little loops attached to each vertex of the graph and the extra information of a circuit, or folding tree, for each vertex describing how these little loops are connected to each other and to the edges of the graph. This is a mathematical reformulation of gauge-fixed spin networks where the original states live on finer graphs which have been coarse-grained down to $\Gamma$. Loopy spin networks forget about the folding trees and describe spin networks on the base graph $\Gamma$ plus the little loops attached to its vertices. These little loops describe local excitations of curvature and geometry, which can then propagate on top of the background geometry defined by the base graph. We have payed special attention to describing the cases of distinguishable and indistinguishable little loops, leading to a definition of a Fock space for loopy spin network with bosonic little loop excitations. Tagged spin networks are the last step of coarse-graining and define a basis for non-gauge-invariant spin network states. Each vertex carries an extra spin, or tag, represented as living on an open leg attached the vertex, which defines the closure defect, that is how much the local gauge-invariance is broken. From the perspective of coarse-graining, this closure defect provides an overall measure of the non-trivial holonomies which have developed within the coarse-grained region or along the little loops attached to the vertex. Ultimately we would like to interpret this tag as some quasi-local mass or energy density for the (quantum) gravitational field fluctuations inside the coarse-grained region.

These structures define a new framework for loop quantum gravity, where we can implement and study its graph-changing dynamics while working on a fixed background graph. Indeed, starting from a given base graph $\Gamma$, we
represent any spin network states on a finer graph as a loopy spin network on the base graph plus little loops taking into account the more complex structure of the original graph. In a way, we constantly coarse-grain spin networks to our chosen background graph and the little loops represent all the finer geometry excitations. This proposes a truncation of loop quantum gravity where the little loops are effective local degrees of freedom, which can propagate and interact on and with the base graph $\Gamma$. For instance, we could choose as background graph, a regular 3d cubic lattice (e.g. as for defining Bianchi I cosmology as a truncation of loop quantum gravity[69]) or any other base graph suited for the case at study, and consider all the finer geometry fluctuations from an effective point of view as little loop inhomogeneities propagating on that base graph, as illustrated on fig 19. The little loops are the extra information carried by the loopy spin networks compared to a lattice formulation of loop quantum gravity. They encode an infinity of degrees of freedom attached to each vertex of the graph and describing excitations and fluctuations of the gravitational field.

![FIG. 19: Loopy spin networks on a 2d square lattice: the little loop excitations attached to its vertices represent finer graph structures which have been coarse-grained and allow to take into account graph changing dynamics while working on a fixed base graph.](image)

Re-introducing in such a way a background structure offers a perfect setting for studying the coarse-graining of the dynamics of loop quantum gravity. In a sense, we have split the gravitational field degrees of freedom into a dynamical background geometry on a fixed graph and localized fluctuations of geometry, which can be thought of as higher energy or finer scale excitations. As we coarse-grain, structures of the base graph will become little loops.

We have also studied in great detail how to implement the dynamics of BF theory and defined suitable Hamiltonian constraints that select ultimately the flat state as unique physical state. In particular, it should kill any local degree of freedom and project out all the potential little loop excitations (or non-trivial tags). We faced two subtleties. First, the holonomy operators of loop quantum gravity now act also as creation and annihilation operators for the little loops. Second we identified an infinity of solutions to the holonomy constraints, defined as higher derivative of the $\delta$-distribution or equivalently by acting with grasping operators on the totally flat state. These are still peaked exclusively on the flat connection, but introduce some non-trivial correlation and entanglement between the little loop excitations. This comes from the fact that the dimension of the intertwiner space at a vertex grows with the number of little loops and these “spurious” solutions can be interpreted as non-trivial intertwiners between flat little loops. We have introduced Laplacian constraints to supplement the holonomy constraints and decouple the loops, allowing us to get rid of this tower of higher order flat states and get finally a unique physical state. Nevertheless, this Hilbert space of “grasped flat states” could prove an interesting sector of loop quantum gravity, with an infinity of degrees of freedom, especially as a toy model to investigate the continuum limit of the theory.

![FIG. 20: Two regions, to be coarse-grained, can be related by several links. These links should in turn be coarse-grained into a single edge. However since the holonomies along the original links might have been different, the effective edge should be able to carry some data reflecting this non-trivial curvature. Identifying a spin network edge as a bivalent vertex, it is natural to introduce tagged edges, where the tag $k_e$ creates a trivalent intertwiner with the spins at the source and target of the edge, $j^s_e$ and $j^t_e$, which can now be different. Another natural possibility is to attach a loop or tadpole to the edge to account for the non-trivial curvature between the two regions, which would also create a defect along the edge leading to different spins at the source and target of the edge. The difference between these two generalizations of spin network edges is that the loop implies that the midway vertex now has a non-trivial volume while the tag does not.](image)
After having set in the present work the kinematics of loopy and tagged spin networks and shown how to implement the topological dynamics of BF theory, the next step will be to define some non-topological loop quantum gravity dynamics, coupling the degrees of freedom on the base graph to the little loops, and study its coarse-graining flow.

There is however another generalization of spin networks worth investigating before moving on to the dynamics of the theory. We have focussed up to now on coarse-graining bounded regions of spaces into effective vertices and therefore introduced the notions of loopy and tagged spin network states with extra structure and data attached to the vertices. We have dressed the graph’s nodes, so shouldn’t we also consider dressing its links? Comparing to Feynman diagrams in quantum field theory, we have renormalized the interaction vertices but we should also describe how to renormalize the propagator. Indeed, after partitioning the graph spanning the 3d space into bounded regions and coarse-graining each region to a single vertex, there is generically several edges linking these effective vertices. We need to bundle them together into a single new effective edge. Since those edges to coarse-grain link the same two regions and thus form loops, there is naturally non-trivial holonomies which can formed between the two regions and therefore the new effective edge should be able to carry some notion of curvature. One way to proceed is to consider all the edges of a spin network state as bivalent intertwiners, recoupling between the two spins living at its source and at its target. Such intertwiners are trivial and the source and target spins are identified. But as curvature builds up, it is natural to allow this intertwiner to acquire a tag or little loops, accounting for the curvature excitations carried by the edge. For instance, as shown on fig.20 a tag would turn the bivalent intertwiner into a trivalent intertwiner allowing the source and target spins to differ. It would be interesting to develop the notion of spin networks with tagged links. And it could be relevant to compare such spin networks with both tagged vertices and edges to projected SL(2, C) spin networks[70, 71], which allow for both features of non-vanishing closure defect at vertices and non-matching spins along edges, and which are the basic states and building blocks for the EPRL-FK spinfoam models for loop gravity path integrals[15–17].

Finally, tags and little loops closely resemble particle insertions on spin network states and it would be enlightening to understand if they can truly be interpreted as matter field degrees of freedom, especially from the perspective of working out the continuum limit of loop quantum gravity as a quantum field theory.
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Appendix A: Projective limits of loopy spin networks

The general framework of a projective family and the projective limit can be found in [34], where it is applied to define the kinematical Hilbert space of spin network states for loop quantum gravity. Here we apply these definitions to loopy spin networks, in order to define superposition states of potentially an infinite number of little loops. To this purpose, we focus on the flower graph, with a single vertex and an arbitrary number of loops attached to that central node.

In order to define precisely this idea of varying number of loops, we start with wave-functions over a finite number of loops and define a nesting, that is describe how to include a set of loops inside a larger one. We will identity the set of all potential loops with the set of integers. Finite sets of loops are defined as finite subsets of integers. Loops are labeled by the integers and are a priori distinguishable. For instance, a wave-function with the support on the loop number 2 and a wave-function on the loop number 277 are not the same though they both are one-loop states and depend on only one variable, as illustrated in fig.21.

![FIG. 21: We distinguish the different potential loops and therefore consider the resulting wave-functions as different even when they excite the same number of loops.](image-url)
Mathematically, we consider the set of all finite subsets of integers $\mathcal{P}_{<\infty}(\mathbb{N})$. To each subset $E \in \mathcal{P}_{<\infty}(\mathbb{N})$, we associate the set $\text{SU}(2)^E$ of colorings of the corresponding loops by $\text{SU}(2)$ group elements. Then wave-functions on $E$ are gauge-invariant functions over $\text{SU}(2)^E$:

$$\{\Psi : \text{SU}(2)^E \to \mathbb{C} : \forall g \in \text{SU}(2), \ \Psi(\{ghg^{-1}\}_{\ell \in E}) = \Psi(\{h_{\ell}\}_{\ell \in E})\}. \quad (A1)$$

Defining the scalar product using the Haar measure over $\text{SU}(2)^E$, the Hilbert space $\mathcal{H}_E$ of quantum states on the loopy spin network defined by the subset $E$ of loops is the $L^2(\text{SU}(2)^E/\text{AdSU}(2))$.

The space of loops is equipped with a partial directed order given by the inclusion of subsets of integers. The partial directed order encodes how different subsets are nested within one another: a wave-function over the loop number 2 and a wave-function over the loop number 277 are different but they are both embedded in the larger class of wave-functions which depend on both loop number 2 and loop number 277 as illustrated in fig.22.

![FIG. 22: Though different, two functions over two different loops can be embedded in a larger space of functions depending on several loops by identifying them with functions with trivial dependency on some loops.](image)

This partial ordering by inclusion of subsets induces a projective structure on the loop colorings by group elements. We define a projector $p_{EE'}$ defined for every pair of subsets $(E, E')$ such that $E \subseteq E'$ by:

$$p_{EE'} : \text{SU}(2)^{E'} \to \text{SU}(2)^E \quad \quad s \mapsto s_{1E}$$

This projector is simply the canonical restriction from the larger subset $E'$ to the smaller subset $E$. These projectors satisfy a key transitivity property:

$$\forall E, E', E'', \quad E \subseteq E' \subseteq E'' \implies p_{EE''} \circ p_{EE'} = p_{EE''}, \quad (A2)$$

so that the couple of sets $(\text{SU}(2)^E, p_{EE'})_{E, E' \in \mathcal{P}_{<\infty}(\mathbb{N})}$ form what is called a projective family. The projective limit $\text{SU}(2)$ is then defined by:

$$\text{SU}(2) = \left\{(ge)_{E \in \mathcal{P}} \in \times_{E \in \mathcal{P}} \text{SU}(2)^E : E \subseteq E' \implies p_{EE'}ge = ge \right\} \quad (A3)$$

Intuitively, this corresponds to collections of colorings on all possible subsets of loops which are compatible with each other with respect to the inclusion. Therefore, these compatibility conditions between all finite samplings of the collection, as illustrated in fig.23, is the precise implementation of the notion of a coloring of an infinite number of loops.

We translate the projective structure to the space of wave-functions. The projectors $p_{EE'}$ for $E \subseteq E'$ turn into injections $I_{EE'} \equiv p^*_{EE'}$ defined by their pull-backs:

$$I_{EE'} : \mathcal{H}_E \to \mathcal{H}_{E'} \quad f \mapsto p^*_{EE'}f : p^*_{EE'}f(\{gt\}_{t \in E'}) = f(\{gt\}_{t \in E}). \quad (A4)$$

where $p^*_{EE'}f$ trivially depends on group elements living on loops of $E'$ which do not belong to the smaller set $E$. The compatibility conditions translates into an equivalence relation:

$$f_{E_1} \sim f_{E_2} \iff \forall E_3 \in \mathcal{P}, \ E_1 \subseteq E_3, \ E_2 \subseteq E_3, \ p^*_{E_1E_3}f_{E_1} = p^*_{E_2E_3}f_{E_2} \quad (A5)$$
FIG. 23: The projective limit is made of collections of colorings of finite subsets equipped with compatibility conditions: the coloring of a finite subset is the projection of the coloring of any larger subset.

This allows to define wave-functions on the projective limit of the loop colorings $\text{SU}(2)$ and give a precise sense to functions over an infinite number of loops:

$$\mathcal{H} = \left( \bigcup_{E \in P} \mathcal{H}_E \right) / \sim$$

(A6)

In order to make this projective limit less abstract and easier to handle, we use another representation. For every equivalence class of wave-functions in the projective limit $\mathcal{H}$, let us remove all the trivial dependency and pick its representant based on the smallest subset of loops. So, in practice, we define spaces of “proper states”, i.e. wave-functions that have no trivial dependency:

$$\mathcal{H}^0_E = \{ f \in \mathcal{H}_E : \forall \ell \in E, \int_{\text{SU}(2)} dh_{\ell} f = 0 \} .$$

(A7)

This is the space of functions really defined on the subset $E$, with an actual dependance on each loop and no constant term. The integral condition removes all the spin-0 components of the wave-functions. First, we show that an arbitrary wave-function over the subset $E$ of loops can be fully decomposed into proper states with support on all the subsets of $E$:

**Lemma A.1.** The following isomorphism holds as a pre-Hilbertian space isomorphism:

$$\forall E \in \mathcal{P}_\infty(\mathbb{N}), \quad \mathcal{H}_E \simeq \bigoplus_{F \subseteq P(E)} \mathcal{H}_F^0 ,$$

(A8)

where the direct sum is over all subsets $F \subseteq E$. This isomorphism is realized through the projections $f_F = P_{E,F} f$ acting on wave-functions $f \in \mathcal{H}_E$:

$$f_F(\{h_\ell\}_{\ell \in F}) = \sum_{F' \subseteq F} (-1)^{\# F'} \int \prod_{\ell \in E \setminus F} dg_{\ell} \prod_{\ell \in F} dk_{\ell} f(\{h_\ell\}_{\ell \in F \setminus F'}, \{k_\ell\}_{\ell \in F}, \{g_\ell\}_{\ell \in E \setminus F}) .$$

(A9)

Its inverse is the re-summation of the projections:

$$f = \sum_{F \subseteq E} f_F .$$

(A10)

**Proof.** We proceed in two steps. First we check that each projection $f_F$ is a proper state,

$$\forall \ell \in F, \quad \int dh_{\ell} f_F = 0 ,$$

and that re-summing these projections $\sum_{F \subseteq E} f_F$ yields $f$. Second, we check that the integral condition, ensuring that there is no spin-0 mode, also implies that the subspaces $\mathcal{H}_F^0$ are pairwise orthogonal, which concludes the proof. □
This decomposition generalizes to the projective limit:

**Proposition A.2.** The following isomorphism holds as a pre-Hilbertian space isomorphism:

\[ \mathcal{H} \simeq \bigoplus_{E \in \mathcal{P}_{< \infty}(\mathbb{N})} \mathcal{H}_E^0. \]  

(A11)

**Proof.** If \((f_E)_{E \in \mathcal{P}_{< \infty}(\mathbb{N})}\) is in \(\bigoplus_{E \in \mathcal{P}_{< \infty}(\mathbb{N})} \mathcal{H}_E^0\), we define the set of subsets on which the state \(f\) does not vanish:

\[ C_f = \{ E \in \mathcal{P}_{< \infty}(\mathbb{N}) : f_E \neq 0 \}. \]  

(A12)

By definition of the direct sum, \(C_f\) is finite, so we can define the finite subset \(F = \bigcup_{E \in C_f} E\) and the re-summation map:

\[ \phi : \bigoplus_{E \in \mathcal{P}_{< \infty}(\mathbb{N})} \mathcal{H}_E^0 \to \mathcal{H} \]  

(A13)

\[ (f_E)_{E \in \mathcal{P}_{< \infty}(\mathbb{N})} \mapsto \left[ \sum_{E \in C_f} f_E \right] \]

where the brackets refer to the equivalence class of the function. This map is obviously linear and we now look for a definition of its inverse. So let us consider a state in \(\mathcal{H}\), that is an equivalence class \(s\). We define the set of subsets of loops on which it has support:

\[ D_s = \{ E \in \mathcal{P}_{< \infty}(\mathbb{N}) : \exists f \in s, f \in \mathcal{H}_E \} \]  

(A14)

Then we consider the smallest set in \(D_s\), which can be defined as the intersection \(F_s = \bigcap_{E \in D_s} E\). In a sense, this is the minimal support of the state \(s\). We choose a representative \(f^s\) of the equivalence class \(s\) in \(F_s\). It is actually unique by definition of the equivalence relation. Then we consider the decomposition in proper states of \(f^s\) over all subsets \(F\) of \(F_s\) and define:

\[ \psi : \mathcal{H} \to \bigoplus_{E \in \mathcal{P}_{< \infty}(\mathbb{N})} \mathcal{H}_E^0 \]  

(A15)

\[ s \mapsto \sum_{F \subseteq F_s} P_{F_s,F} f^s \]

It is direct to check that it is indeed the inverse of \(\phi\).

Appendix B: Holonomy Constraint on SU(2)

1. **Distributions on SU(2) and conjugation-invariant solutions**

We would like to impose the holonomy constraints for BF theory which read for a single group element:

\[ \forall g \in \text{SU}(2), \quad \tilde{\chi} \varphi (g) = \chi_\frac{1}{4}(g) \varphi (g) = 2, \varphi (g). \]  

(B1)

If we stay in the strict framework of the Hilbert space \(L^2(\text{SU}(2))\), no square integrable function actually provides such an eigenvector for \(\tilde{\chi}\) and we should solve this equation in the dual space. As is standard in quantum mechanics, the

\[ \text{This is the point where we choose not to use the completion and just have an isomorphism of pre-Hilbertian spaces in order to have the existence of } F_f. \]
natural framework for solving the equation is a rigged-Hilbert space (or Gelfand triple), that is a triplet: \( S \subset H \subset S^* \).

The space \( H \) is the Hilbert space. The smaller space \( S \) is provided with a stronger topology than the induced one and can thought of as the test function space, while its dual \( S^* \) is the space of continuous linear forms on \( S \) and defines the distribution space. The major property of \( S \) is to be small enough for the algebra of observables to be defined over it. Then the operator algebra can be naturally extended on \( S^* \) and thus on \( H \). For instance, an operator \( A \) defined on \( S \) acts on a (dual) state \( \varphi \) be in \( S^* \) as:

\[
\forall f \in S, \quad A\varphi(f) = \varphi(A^†f) .
\]  

So let us be explicit for functions over SU(2). The Hilbert space \( H \) is the space of square-integrable functions. The space \( S \) is usually chosen to be the Schwarz space so that canonical position and momentum operator can be defined. Here, the rapid fall-off condition is not needed since we are dealing with a compact group, but we keep the smoothness requirement:

\[
S = \{ \psi \in H / \psi \in C^\infty \} \tag{B3}
\]

Regarding the topology, the space \( S \) is naturally endowed with the convergence on every \( C^k \) space. More precisely the space of \( C^k \) functions is equipped with the following norm:

\[
\| f \|_{C^k} = \sup_{0 \leq i \leq k} \| \partial^{a_1,\ldots,a_i}f \|_{\infty} \tag{B4}
\]

This norm has two nice properties. First, differentiation is continuous from \( C^k \) to \( C^{k-1} \). Second, the topology induced by the norms are finer as \( k \) goes to infinity. So the limit topology on \( S = \bigcap_{k \in \mathbb{N}} C^k \) goes as follows: a sequence of smooth functions \( f_n \in S \) converges to 0 as its limit if the sup-norm of all its derivatives \( \| \partial_\alpha f_n \|_{\infty} \) go to 0 for arbitrary multi-index \( \alpha \). This is topology is naturally finer than all the \( C^k \) topologies and the differentiation is still continuous. Provided with this topology, \( S \) is a Frechet space: it is complete and metrizable (though no norm is defined). Note that, although all the \( C^k \) are Banach spaces, their descending intersection \( \bigcap_{k \in \mathbb{N}} C^k \) is not.

Things are usually clearer and more explicit in the Fourier decomposition. Let us consider the Fourier decomposition of a function over SU(2) on the Wigner matrices:

\[
f(g) = \sum_{j,a,b} f^j_{ab} D^j_{ab} .
\]

By the Fourier convergence theorem, smoothness actually translates into a rapid fall-off of the Fourier coefficients:

\[
f \in S \iff \forall K \in \mathbb{N}, \sum_j |f^j| d_j^K < +\infty , \tag{B5}
\]

where \( d_j = (2j + 1) \) is the dimension of the spin-\( j \) representation and \( |f^j| \) can equally be the sup-norm or the square-norm of the matrix \( f^j_{ab} \). This also means that the Fourier coefficients of a distribution cannot diverge faster than polynomially:

\[
\varphi \in S^* \iff \exists K, \sum_j |\varphi^j| d_j^{-K} < +\infty . \tag{B6}
\]

The strong topology on \( S \) means that a sequence of smooth functions \( f_n \) converges to 0 in \( S \) if and only if all the \( K \)-power sums go to 0:

\[
limit_{n \to \infty} f_n = 0 \iff \forall K \in \mathbb{N}, \sum_j |f^j_n| d_j^K \to 0 . \tag{B7}
\]

This ensures that the evaluations of a distribution \( \varphi \) will also converge \( \varphi(f_n) \to 0 \).

Let us apply this to the holonomy constraints for functions invariant under conjugation on SU(2). In this case, all functions decompose on the characters,

\[
\varphi(g) = \sum_{j \in \mathbb{Z}} \varphi_j \chi_j(g) ,
\]
and the eigenvalue problem $\chi(g)\varphi(g) = 2\varphi(g)$ translates into a recursion relation on the Fourier coefficients:

\[ \rho\varphi_0 = \varphi_{\frac{1}{2}}, \quad \rho\varphi_{j \geq \frac{1}{2}} = \varphi_{j - \frac{1}{2}} + \varphi_{j + \frac{1}{2}}. \]  

(B8)

Once we fix the initial condition $\varphi_0$, this recursive equation has a solution for every complex value $\rho \in \mathbb{C}$, but this does not systematically defines a solution state, in $L^2$ or a distribution. The solution to the recursion is given in terms of the two solutions $\mu_\pm$ of the quadratic equation $\mu^2 - \rho\mu + 1 = 0$:

\[ \forall j \in \mathbb{N}, \varphi_j = \frac{\mu^{2j+1} - \mu^{-2j+1}}{\mu_+ - \mu_-}. \]  

(B9)

For $\rho = 2$, the discriminant $(\rho^2 - 4)$ vanishes and this ansatz fails leads: instead of the power law, we get a linear growth $f_j = (2j + 1)$, which leads back to the $\delta$-distribution peaked on the identity. For real values $|\rho| < 2$, the discriminant is negative and we get an oscillatory solution. Mapping $\rho$ to an angle $\theta$ defined as $\rho = 2\cos\theta$, the two solutions are $\mu_\pm = \exp(\pm i\theta)$ and the Fourier coefficients are $\varphi_j = \sin((2j + 1)\theta) / \sin\theta = \chi_j(\theta)$, which gives a $\delta$-distribution fixing the class angle of the group element $g$ to $\theta$. For $|\rho| > 2$, the positive discriminant will leads to exponentially divergent coefficients $\varphi_j$ and do not define a proper distribution.

2. The holonomy constraint as a recursion relation

Let us write the holonomy constraint equation $\tilde{\chi}\varphi = 2\varphi$ for distributions on SU(2) in the Fourier decomposition. We decompose the distribution $\varphi$ on the Wigner matrices:

\[ \varphi(h) = \sum_{j, m, n} (2j + 1)\varphi_{nm}^j D^j_{m,n}(h), \]

with the magnetic moment indices $-j \leq m, n \leq +j$. We know from spin recoupling the action of a spin-$\frac{1}{2}$ Wigner matrix on an arbitrary spin (for example calculating the corresponding Clebsh-Gordan coefficients using the Schwinger representation of the $\mathfrak{su}(2)$ Lie algebra in terms of a pair of harmonic oscillators):

\[ \forall A, B = \pm, D^{\frac{1}{2}, \frac{1}{2}}_{m, n}(h) D^j_{m, n}(h) = \frac{1}{2j+1} \left[ AB\sqrt{(j + Am + 1)(j + Bn + 1)} D^{j + \frac{1}{2}}_{m + A, n + B}(h) \right. \\
+ \left. \sqrt{(j - Am)(j - Bn)} D^{j - \frac{1}{2}}_{m - A, n - B}(h) \right], \]  

(B10)

with the obvious action on the trivial spin $j = 0$ mode. The action of the spin-$\frac{1}{2}$ character is obtained by adding the two operators for $A = B = \pm$:

\[ \chi_{\frac{1}{2}}(h) = D^{\frac{1}{2}, \frac{1}{2}}_{\frac{1}{2}, \frac{1}{2}}(h) + D^{\frac{1}{2}, -\frac{1}{2}}_{\frac{1}{2}, -\frac{1}{2}}(h). \]

We can then translate the functional equation $\chi_{\frac{1}{2}}\varphi = 2\varphi$ into a recursion relation on the Fourier coefficients $\varphi_{nm}^j$:

\[ 2\varphi^0 = \varphi_{-\frac{1}{2}, -\frac{1}{2}} + \varphi_{\frac{1}{2}, +\frac{1}{2}}, \]

\[ 2(2j + 1)\varphi_{n,m}^j = \varphi_{n-\frac{1}{2}, m-\frac{1}{2}}^j \sqrt{(j + m)(j + n)} + \varphi_{n+\frac{1}{2}, m+\frac{1}{2}}^j \sqrt{(j - m + 1)(j - n + 1)} \\
+ \varphi_{n-\frac{1}{2}, m+\frac{1}{2}}^j \sqrt{(j - m)(j - n)} + \varphi_{n+\frac{1}{2}, m-\frac{1}{2}}^j \sqrt{(j + m + 1)(j + n + 1)}. \]

(B11)

We easily check that $\varphi_{nm}^j = \delta_{nm} = D^j_{nm}(1)$ is a solution to these recursion relations, which corresponds to the $\delta$-distribution on the group $\varphi(h) = \delta(h)$. But straightforward computations also tell us that $\varphi_{nm}^j = D^j_{nm}(J_a)$ for $a = z, \pm$ are also solutions, or explicitly:

\[ \varphi_{nm}^j = \begin{cases} D^j_{nm}(J_z) = m\delta_{a,m} & D^j_{nm}(J_+) = \sqrt{(j + m + 1)(j - m)}\delta_{a,m+1} \\
D^j_{nm}(J_-) = \sqrt{(j - m + 1)(j + m)}\delta_{a,m-1} \end{cases} \]  

(B12)
In general, we can show that for every vector \( \vec{x} \in \mathbb{R}^3 \), the coefficients \( \varphi_{nm}^j = D_{nm}^j(\vec{x} \cdot \vec{J}) \) solve the recursion equation. Indeed, one differentiates \( \chi_\psi(h)D_{nm}^j(h) \) and evaluates it at the identity,

\[
-\partial_x \chi_\psi(h)D_{nm}^j(h) \bigg|_t = \chi_\psi(h)D_{nm}^j(\vec{x} \cdot \vec{J}) + \chi_\psi(\vec{x} \cdot \vec{J})D_{nm}^j(h) = 2D_{nm}^j(\vec{x} \cdot \vec{J}).
\]

Then one applies the recoupling relations given above to decompose \( \chi_\psi D_{nm}^j \) onto the Wigner matrices for spins \( j \pm \frac{1}{2} \), in order to prove that \( \varphi_{nm}^j = D_{nm}^j(\vec{x} \cdot \vec{J}) \) do satisfy the required recursion relation. These coefficients actually correspond to the first derivative of the \( \delta \)-distribution, \( \varphi(h) = \partial_x \delta(h) \).

In order to classify all the solutions to these recursion relations, we need to determine the initial data required to implement the recursion. The problem is that the size of the matrices \( \varphi^j \) increases with the mode \( j \). If we start with fixing \( \varphi^0 \), then this determines only one component out of four of the next matrix \( \varphi^\pm \), thus leaving three new initial conditions to be freely chosen. The \( 4 = (1 + 3) \) solutions corresponding to those required initial conditions are \( \delta \) and the \( \partial_x \delta \)'s.

Moving up to the spin \( j = 1 \) components, we have four recursion relations determining the matrix elements \( \varphi^1 \) in terms of the \( \varphi^\pm \) matrix (indeed one relation per matrix elements of \( \varphi^\pm \)). This leaves us with \( 5 = (9 - 4) \) undetermined matrix elements, which we need to specify as initial conditions. Choosing vanishing \( \varphi^0 \) and \( \varphi^\pm \) initial conditions, these five new initial conditions correspond to the five linearly-independent second-order-derivative solutions of the holonomy constraint: \( \partial_x \partial_y \delta \) and \( \partial_x \partial_y \delta \) for \( a \neq b \). So in total, we need to specify \( 9 \) initial conditions up to the spin \( 1 \) modes. And this will inexorably grow as we explore higher and higher spins, with \( 4j + 1 = [(2j + 1)^2 - (2j)^2] \) new initial conditions for the matrix \( \varphi^1 \), thus reproducing the infinite dimensional space of solutions of the holonomy constraint, with the tower of higher and higher derivatives.

### 3. Laplacian constraint, double recursion and flatness equations

We introduce another constraint supplementing the holonomy constraint in order to truly impose flatness and get the \( \delta \)-distribution as unique solution: we impose the Laplacian constraint \( (\vec{x} \cdot \vec{J}) \) on the Wigner matrices.

\[
\Delta D_{mn}^j(h) = -D_{mn}^j(hJ_aJ_a) = -(j + 1)D_{mn}^j(h), \quad \Delta D_{mn}^j(h) = -D_{mn}^j(J_aJ_bJ_a) .
\]

Using the explicit action of the three \( \mathfrak{su}(2) \) generators, and applying the Cauchy-Schwarz inequality to bound the sums, we can check that the operator \( (\vec{x} \cdot \vec{J}) \) is positive. We can also translate the Laplacian constraint \( \Delta \varphi = \vec{x} \cdot \vec{J} \) into equations on the Fourier coefficient matrices \( \varphi^j \):

\[
j(j + 1)\varphi_{nm}^j = nm\varphi_{nm}^1 + \frac{1}{2}\varphi_{n-1,m-1}^j\sqrt{(j + n)(j - n + 1)(j + m)(j - m + 1)}
\]
\[
+ \frac{1}{2}\varphi_{n+1,m+1}^j\sqrt{(j - n)(j + n + 1)(j - m)(j + m + 1)}.
\]

This is a recursion at fixed spin \( j \) on the matrix elements of each \( \varphi^j \) independently. It works at fixed \( (n - m) \), that is along the diagonals of the matrix, determining the matrix elements from, say, the highest weight components:

\[
\varphi^j \rightarrow \varphi^{j-1,j-1} \rightarrow \varphi^{j-2,j-2} \rightarrow \ldots
\]
\[
\varphi^{j-1,j-1} \rightarrow \varphi^{j-1,j-2} \rightarrow \varphi^{j-2,j-3} \rightarrow \ldots
\]
\[
\varphi^{j-2,j-2} \rightarrow \varphi^{j-1,j-3} \rightarrow \varphi^{j-2,j-4} \rightarrow \ldots
\]

Putting this constraint with the holonomy constraint, we get a double recursion structure. The holonomy constraint realizes a recursion on the spin \( j \), determining the matrix \( \varphi^0 \) from the lower spin matrices, while the Laplacian constraint implements a recursion on the magnetic moment \( m \) within each matrix \( \varphi^j \):

\[
\varphi^0 \rightarrow \left( \begin{array}{c} \varphi^0 \end{array} \right) \rightarrow \left( \begin{array}{c} \varphi^0 \\ \varphi^1 \end{array} \right) \rightarrow \left( \begin{array}{c} \varphi^0 \\ \varphi^1 \\ \varphi^2 \end{array} \right) \rightarrow \ldots
\]
Let us consider the Laplacian constraint

\[ \Delta \varphi = 0 \]

transferred to the Fourier decomposition

\[ \varphi(h) = \sum_{j,m,n} (2j+1) \text{Tr} \varphi^j D^j(h). \]

Then the matrix of the Fourier coefficient matrix \( \varphi^j \) at fixed spin \( j \) is proportional to the identity. This means that \( \varphi \) is invariant under conjugation.

**Proposition B.1.** Let us consider the Laplacian constraint \( (\Delta - \bar{\Delta}) \varphi = 0 \) translated to the Fourier decomposition

\[ \varphi(h) = \sum_{j,m,n} (2j+1) \text{Tr} \varphi^j D^j(h). \]

Then the matrix of the Fourier coefficient matrix \( \varphi^j \) at fixed spin \( j \) is proportional to the identity. This means that \( \varphi \) is invariant under conjugation.

**Proof.** Let us fix \( j \geq \frac{1}{2} \). The spin-0 component \( \varphi^0 \) is unconstrained and left free. The recursion relation \((B15)\) allows to start with an element \( \varphi_{j,j-M} \) with \( 0 \leq M \leq 2j \) and to determine all of the following components along the corresponding diagonal, \( \varphi_{j-N,j-M-N} \) for \( 0 \leq N \leq (2j - M) \). One actually gets a relation in terms of combinatorial factors:

\[
\varphi_{j-N,j-M-N} = \varphi_{j,j-M} \frac{(2j)!}{M!(2j-M)!}. 
\]

In particular, one obtains for the other end of the diagonal:

\[
\varphi_{-j,+M,-j} = \varphi_{j,j-M} \frac{(2j)!}{M!(2j-M)!}. 
\]

The trick is that the recursion relation \((B15)\) is symmetric under the exchange \((n,m) \leftrightarrow (-m,-n)\): we start now from the other end of the same diagonal and work our way back to the initial top element. Therefore the previous equality holds but in the opposite way:

\[
\varphi_{j,j-M} = \varphi_{j,j-M} \frac{(2j)!}{M!(2j-M)!} = \varphi_{j,j-M} \left( \frac{(2j)!}{M!(2j-M)!} \right)^2, 
\]

thus either \( \frac{(2j)!}{M!(2j-M)!} = 1 \) or \( \varphi_{j,j-M} = 0 \).

In the special case \( M = 0 \), along the principal diagonal, the recursion relation simplifies and reads \( \varphi^{j,j} = \varphi^{j-1,j-1} = \varphi^{j-2,j-2} = \ldots \). For all the other cases \( M \neq 0 \), the matrix elements must vanish. This concludes the proof that the matrix \( \varphi^j \) must be proportional to the identity.

---
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