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Extreme dry and wet spells face changes in their duration and timing
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Abstract
Dry spells are sequences of days without precipitation. They can have negative implications for societies, including water security and agriculture. For example, changes in their duration and within-year timing can pose a threat to food production and wildfire risk. Conversely, wet spells are sequences of days with precipitation above a certain threshold, and changes in their duration and within-year timing can impact agriculture, flooding or the prevalence of water-related vector-borne diseases. Here we assess changes in the duration and within-year timing of extreme dry and wet spells over 60 years (1958–2017) using a consistent global land surface precipitation dataset of 5093 rain gauge locations. The dataset allowed for detailed spatial analyses of the United States, Europe and Australia. While many locations exhibit statistically significant changes in the duration of extreme dry and wet spells, the changes in the within-year timing are less often significant. Our results show consistencies with observations and projections from state-of-the-art climate and water resources research. In addition, we provide new insights regarding trends in the timing of extreme dry and wet spells, an aspect being equally important for possible future implications of extremes in a changing climate, which has not yet received the same level of attention and is characterized by larger uncertainty.

1. Introduction
Dry spells are sequences of days without precipitation [1]. They can affect societies in many ways, including negative effects on water security and food production [2–5]. The intensity and duration of droughts are directly proportional to the number of days without precipitation [6]. Extreme dry spells refer to meteorological droughts [4]. Long dry spells can increase, for example, the risk of agricultural losses or wildfires. Wet spells, on the other hand, are sequences of days with precipitation above a certain (minimum) threshold. Extremely long wet spells can lead to saturated soils and thus influence the flood hazard and, depending on the climatic conditions, can have direct impacts on agriculture and the prevalence of water-related vector-borne diseases [7]. Additionally, dry and wet spells can affect water quality [8–13]. For example, dry spells can lead to lower river flows, reduced velocities and thus higher water residence times enhancing the potential for toxic algal blooms and low dissolved oxygen levels [14, 15]. Other effects include releases of water quality pollutants during a wet spell after a prolonged dry spell, such as sulphate [16, 17] or nitrate [18]. Dry and wet spell properties are also important for urban water management, for example in the design of water storage components [19]. Hence, although the underlying mechanisms can be complex, extreme dry and wet spells are an essential contribution to precipitation extremes related to droughts and floods and their various impacts.

While research has mainly focused on the changes of the duration or frequency of dry and wet spells [1, 20–25], changes in their timing have been poorly explored. Yet, trends in the timing of natural hazards can lead to considerable economic and environmental consequences, as societies and ecosystems have adapted to their average within-year timing [26]. Changes in the timing of dry spells can for instance
pose a threat to food production. Specific mechanisms make systems more sensitive to dry and wet spells in specific seasons. Crops are not only sensitive to water deficit and hence the duration of dry spells, but also to their timing with respect to sowing and developmental stages [27]. Provided the crop establishes, the highest sensitivity to excessive rain and water logging occurs during the vegetative phases [28] and to drought during the reproductive stages [27, 29]. Also, excessive rain can enhance the risk of lodging or pathogen development [30]. Further, in croplands, near soil saturation during sowing and harvesting make field operations impossible [31]. Similar, forests are most sensitive to drought when it occurs early in the growing season, when radial growth peaks [32]. The timing of extreme dry and wet spells has the potential to enhance their consequences, with dry spells being more impactful if occurring during warmer periods, when evaporation and transpiration rates are high; and wet spells potentially causing more intense runoff during colder months, in particular over frozen soils, except where precipitation occurs as snow.

Here, we estimate changes in the duration and the within-year timing (hereafter simply referred to as ‘timing’) of extreme dry spells (EDS) and extreme wet spells (EWS) over a period of 60 years using observations from 5093 rain gauges across the globe (figure 1). The dataset allowed for detailed spatial analyses of the United States, Europe and Australia which thus are in the main focus of our work. Asia had little missing data but a low spatial coverage of suitable rain gauges. Results for Asia are reported in the appendix (figure A1). Other regions (e.g. Africa and South America) are not considered in our analyses because of the lack of available rain gauges or extensive missing data. The three regions in focus have a population of about 1.1 billion people, accounted for a share of about 47% of the global GDP in 2018 according to the World Bank [33], and are important agricultural areas with a contribution of about 40% to the global production of important staple crops (barley, maize, oat, rye, sorghum, wheat) in 2018 [34]. We compare changes of the duration and timing of EDS and EWS between 1958 and 2017.

2. Methods

2.1. Study area and data

We took a global perspective by using the GHCN-Daily dataset [35] providing global rain gauge records of daily precipitation (figure 1). Dry days were defined as days with precipitation < 0.1 mm. Wet days were defined as days with precipitation ≥ 0.1 mm. In a first step, rain gauges covering the period 1958–2018 (61 years) were extracted from the global GHCN-Daily dataset and all flagged records with potential errors were removed. From these 9519 available rain gauges, 5093 had 10% missing records or less, which is the highest acceptable threshold for dry spell analyses as identified by Zolina et al [21]. The 10% restriction was applied separately to two periods, 1958–1987 and 1988–2018 to avoid pronounced imbalances of missing records in a subset of the dataset. The duration of EDS/EWS at each site was based on the annual maximum in the 60-year period 1956–2017 (2018 was added to the analysis as an EDS/EWS can start in 2017 but last until 2018), i.e. we focused on low-frequency events potentially causing the highest damage. Accordingly, the timing refers to the mean date of the annual maximum dry (wet) spell between 1958 and 2017. Analyses of dry spells put particularly strict requirements on data completeness [21], as missing values in longer dry spells can bias the results. To address this challenge, we applied a weather generation technique to fill the gaps of records. Data gaps were filled stochastically with a first-order two-state Markov chain rainfall model [36, 37]. The model was calibrated to calendar months to account for seasonality; the gap filling procedure was conducted separately in the periods 1958–1987 and 1988–2018 to maintain climatic properties of the two different (30-year, 31-year) periods. The gap filling was applied 50 times over the entire dataset, the median of these analyses was taken for our analyses. The network density and data availability allowed for detailed analyses of EDS/EWS for the United States, Europe and Australia. These three regions comprise 4645 (91.2%) of all rain gauges considered.

2.2. Linear trend model and mean dates

We applied a linear trend model to identify trends. The linear trend was estimated using the adjusted Theil–Sen slope estimator [26, 38], which is robust to outliers. The linear regression was applied for the duration of EDS/EWS (duration of annual maxima over 60 years) and the timing of EDS/EWS (starting date of annual maxima of EDS/EWS over 60 years, i.e. day 1 to 365/366). The generic Theil–Sen slope estimator is not directly applicable to the timing as the starting dates belong to the class of circular quantities. Thus, the Theil–Sen slope estimator was adapted for the timing [26]. The trend estimator $\hat{\beta}$ is the median of the difference of dates over all pairs of years (i and j) in the time series, where the dates are centred around the average starting date of occurrence $D$ (equation 1):

$$
D^r_j = \begin{cases} 
D_i - D & \text{if } |D_i - D_j| < \bar{m} - |D_i - D_j| \\
\bar{m} - (D_i - D_j) & \text{if } |D_i - D_j| > \bar{m} - |D_i - D_j| \text{ and } D > D_i \\
(D_i - D) - \bar{m} & \text{if } |D_i - D_j| > \bar{m} - |D_i - D_j| \text{ and } D < D_i 
\end{cases}
$$

$$
\hat{\beta} = \text{median} \left( \frac{D^r_j - D^r_i}{j - i} \right)
$$

(1)

These adjustments consider the circular nature of the data and compare the relative delay and advance in the arrival date with respect to the mean date of occurrence; $\beta$ has units of days per year.
We analysed the mean duration (i.e. average length) and timing (i.e. average starting date) of EDS/EWS. While an arithmetic mean is suitable for the duration, the mean of the timing requires directional statistics [26, 39, 40]. More specifically, the starting dates of the EDS/EWS were calculated as (equation 2):

$$\theta_i = D_i \frac{2\pi}{m_i} 0 \leq \theta_i \leq 2\pi$$

where January 1 corresponds to $D_i = 1$ and December 31 to $D_i = m_i$, i.e. the total number of days in that given year. The average starting date of occurrence $D$ of the maximum dry (wet) spell at a station was calculated as (equation 3):

$$D = \frac{m}{2\pi} \begin{cases} -\arctan(\frac{\bar{y}}{\bar{x}}) & \bar{x} > 0, \bar{y} \geq 0 \\ -\arctan(\frac{\bar{y}}{\bar{x}}) & \bar{x} < 0, \bar{y} \geq 0 \\ -\arctan(\frac{\bar{y}}{\bar{x}}) & \bar{x} \leq 0, \bar{y} < 0 \\ -\arctan(\frac{\bar{y}}{\bar{x}}) & \bar{x} > 0, \bar{y} < 0 \end{cases}$$

where $\bar{x}$ and $\bar{y}$ are the sine and cosine of the component of the average date, considering $n$ the total number years (equation 4):

$$\bar{x} = \frac{1}{n} \sum_{i=1}^{n} \sin(\theta_i)$$
$$\bar{y} = \frac{1}{n} \sum_{i=1}^{n} \cos(\theta_i)$$

These formulas differ from those found for example in Burn [41], because January first is taken to be (0,1) (most Northern point on the unit circle) and the succession of dates follows a clockwise rotation on the circle, instead of counter-clockwise.

2.3. Trend tests
At each location, a Mann–Kendall trend test was applied at the $\alpha = 0.05$ level, both for the trends in the duration and the trends in the timing. For the latter, the differences of the (centred) occurrence dates were employed. Details of the Mann–Kendall test can be found for example in Yue et al [42]. However, although ignored most of the time [43], a problem can arise when applying multiple statistical tests across atmospheric field data, which is the problem of multiplicity or multiple hypothesis testing. Field significance addresses the question if a number of locally significant statistical tests occurred by chance [43–46]. We employ the procedure for controlling the false discovery rate (FDR) by Benjamini and Hochberg [45] in order to assess field significance of the trend tests. This approach controls the proportion of falsely rejected local null hypotheses and is conducted at a global significance level (which is set to $\alpha_{\text{global}} = 0.05$). Global (field) significance can be declared if—after applying the FDR approach—at least one local null hypothesis is rejected [44]. A remarkable advantage of the FDR procedure is its robustness to spatial correlation [43, 47], as typically found in atmospheric data [43].

3. Results and discussion
We present the results split into the three main regions of the United States, Europe and Australia. The GHCN dataset also provided suitable rain gauges (i.e. 90% complete) in other regions (mainly in Asia, see figure 1), but the density was too low for detailed regional spatial analyses and thus robust conclusions.
For the sake of completeness, results for Asia (less densely gauged) are enclosed in the appendix (figure A1). For both EDS and EWS, we present four metrics: (i) the duration (ii) changes in the duration, (iii) the timing, and (iv) changes in the timing. The changes of the duration and timing are presented as the mean of the individual locations across hexagons with a cell size of 1.5°. By this we avoid presenting misleading trends across large regions without any rain gauge (which would result from generic interpolation techniques), such as in central Australia. For validation, we additionally generated means over hexagons in the US (due to its high gauge density) from ordinary kriging over a continuous grid of 0.1°. The similar patterns from ordinary kriging (see figure A2) and hexagon means (figure 2(b)) justify the selected approach. Field significance of the entire data set was detected for trends in the duration of EDS and EWS. For the trends in the timing, field significance was detected for the EDS but not for the EWS. When ignoring the FDR, for the duration and timing of EDS, 995 and 313 gauges were locally significant, respectively. When considering the FDR, the numbers reduced to 283 and 4. For EWS and the duration and the timing, 1323 and 282 gauges were locally significant, respectively. The numbers reduced to 619 and 0 when considering the FDR. The detailed analysis of the FDR can be obtained from figure A3.

3.1. United States

In the US, a strong West-East gradient of the duration of EDS exists (figure 2(a)). EDS are longest in California, Nevada, Arizona and in the West of Texas. Durations are smaller in mountainous regions. The West-East gradient is the opposite for EWS, with the exception of the North of California and the North-West (Western parts of the states of Oregon and Washington) (figure 2(b)). EDS have become longer in the West and South-West of the US, and have become shorter in the East (figure 2(c)). The state of Florida has experienced an increase in the duration of EDS. The rest of the country is more scattered but is generally characterized by trends towards shorter durations. Our results of EDS are consistent with trends in annual precipitation in the period 1951–2010, as presented by the Intergovernmental Panel on Climate Change (IPCC) [48], where a decreasing trend has been identified for the West and an increasing trend for the East. Similar trends in the annual precipitation have been described by Wuebbles et al [49]. Analyses in the changes of EWS indicate regions of increasing extremes (figure 2(d)). For example, the North-West, large parts of the South and Florida in the South-East have experienced increasing durations of EWS (where also the duration of EDS has increased). Some regions such as California have been facing increasing duration of EDS and decreasing duration of EWS, indicating a trend towards a drier climate, which is consistent with the observation that drought conditions have become more and more devastating in this area [50]. As already indicated by the increase in the duration of EDS, the mean drying in the South-West throughout the 20th century is mainly related to an increase in dry days and not to significant trends in seasonal precipitation amounts [51], as the precipitation intensity has increased during the same period in most of the region [51]. That is, the (not significantly changed) seasonal precipitation tends to fall today on fewer days with profound consequences for wildfires, agriculture, and ecosystems and new challenges for water resource management.

There are pronounced differences in the timing of EDS (figure 2(e)). In the West, EDS start in the summer and fall. In the mountain regions starting dates have a high variability (Rocky Mountains and northern parts of the Appalachian Mountains). EDS start in the late fall across the Interior Plains, where winters are generally cold and dry. In most of the East, EDS start in the late summer and early fall. An exception in the South-East are the EDS in Florida, which start in winter and spring. There are three prominent regions where EDS starting dates have become earlier: the mountainous West, parts of the South, and large parts of the Midwest (figure 2(g)). In the East, there are trends towards earlier and later timing. The later timing in California is in line with projections suggesting a later wildfire season towards fall and winter in the future [52]. The timing of EWS is in many regions mirroring the timing of the EDS (figure 2(f)). Extreme wet spells occur in winter in the West, in spring across the Interior Plains, in summer in the South, and in spring and summer in the East. As in the case of EDS, starting dates of EWS are variable in the mountainous regions. Interestingly, spatial patterns of the changes in the timing of EWS (figure 2(h)) show large similarities to the changes in timing of the EDS (figure 2(g)). Exceptions are for example the North and South-East, where starting dates of EDS and EWS have become later and earlier, respectively.

3.2. Europe

In Europe, there is a pronounced North-South gradient of the duration of EDS (figure 3(a)), with EDS becoming longer towards the South. The opposite applies to EWS, which tend to become shorter from the North towards the South (figure 3(b)).

The duration of EDS has become shorter throughout Scandinavia (figure 3(c)), which is in line with trends described by Kovats et al [53]. There are local exceptions such as the South of Sweden. Observations and climate simulations for Sweden suggest a trend towards drier summers in the South [54]. A shortening of EDS over southern Scandinavia during the warm season has also been observed by Zolina et al [55]. In Western Europe, there is a North-South gradient in regard to trends towards shorter (Denmark, most of Germany) and longer (Netherlands,
France without the Eastern parts) EDS. The East of Germany has been facing a small trend towards longer EDS, which is line with increased drought stress in the East of Germany as described by Zebisch et al [56]. Central and Southern France have experienced longer EDS, whereas EDS have become shorter in the West. Central Spain has experienced longer EDS, while the duration has decreased in the Southern Spain. Eastern Europe has been facing a general trend towards longer EDS (e.g. Slovakia, Hungary, and Romania). Not only is there a general tendency of EDS becoming longer in Southern Europe (a trend also projected for the future by the IPCC [53]), but also EWS show similar patterns, i.e. EWS become longer in Northern Europe and shorter in Southern Europe (figure 3(d)). Similarly, Zolina et al [55] showed that the duration of EWS in the Mediterranean region decreases. The analysis of the durations gives some indication of a wetter climate in Northern Europe and a drier climate in Southern Europe throughout the year, although an extreme dry or wet spell does not necessarily provide certain information about trends in total rainfall amounts of a season, which may be different. However, an increasing tendency of the mean annual precipitation over northern Europe and a decreasing tendency over Southern Europe have been reported for the 20th century [57]. The increasing duration of EDS in Southern Europe may affect the wildfire seasons duration, which has been reported by Jolly et al [58], who reported a lengthening of the fire weather season in Southern Europe. As in the case of the US and its South-West, the drying trend in the South of Europe is mainly related to an increase in dry days, while the precipitation
Extreme dry and wet spell analysis across Europe. (a), (b) Duration of extreme dry (wet) spells. (c), (d) Changes in the duration of extreme dry (wet) spells as percentage change per decade with reference to the duration in 1958. (e), (f) Average within-year timing of extreme dry (wet) spells in the period 1958–2017. (g), (h) Changes in the within-year timing of extreme dry (wet) spells as days per decade with reference to the timing in 1958. Results of (c), (d), (g) and (h) are shown as means across hexagons. Black dots represent the rain gauges examined with locally significant (green) and field significant (magenta) sites.

Intensity from an annual perspective has faced little changes in the 20th century (Kovats et al [53] reports more frequent short-time extreme precipitation for the winter season throughout most of Europe) but is projected to further increase by the end of the 21st century [51]. These different trends in various precipitation extremes demonstrate the complexity of the link between EDS or EWS and potential impacts.

Figures 3(e) and (g) show the timing and changes in timing of EDS, respectively. In the Central and Northern parts of Scandinavia, EDS on average start in spring, while they start in summer in the South. In the South of Scandinavia, EDS have been shifting towards earlier timing (i.e. for most sites towards earlier in spring), in the North of Scandinavia EDS have shifted towards later starting dates (i.e. towards...
Figure 4. Extreme dry and wet spell analysis across Australia. (a), (b) Duration of extreme dry (wet) spells. (c), (d) Changes in the duration of extreme dry (wet) spells as percentage change per decade with reference to the duration in 1958. (e), (f) Average within-year timing of extreme dry (wet) spells in the period 1958–2017. (g), (h) Changes in the within-year timing of extreme dry (wet) spells as days per decade with reference to the timing in 1958. Results of (c), (d), (g) and (h) are shown as means across hexagons. Black dots represent the rain gauges examined with locally significant (green) and field significant (magenta) sites. To facilitate the interpretation of results, colors in (e) and (f) match those in figures 2(e), 2(f), 3(e) and 3(f) season-wise.

later in spring). In Denmark, the North of Germany, and the Netherlands, EDS usually start in summer and have shifted towards earlier timing (also reported by Demuth et al [59]), potentially negatively affecting spring crop establishment but also improving sowing possibilities in spring—now the most commonly used window [60]. EDS start later in Central Germany (mainly fall) and the Mountainous Alpine parts of
Germany (late fall, winter). There is a trend towards later timing in the South (Alps). In France, EDS start in summer in the North and have shifted towards earlier timing. In the South of France and the Pyrenees, similar to the Alps, EDS set in in winter and show a trend towards later timing. Throughout Spain, EDS are a summer phenomenon. For most of Spain, there is a trend towards earlier starting dates, thus potentially shifting more towards the reproductive phase of winter crops. In Eastern Europe, EDS predominately start in the fall, and have shifted towards later timing in many regions. There are exceptions such as in Serbia (earlier timing). Our findings on the EDS are in agreement with a detailed study by Serra et al (2014), who used daily records from more than 250 rain gauges between the years 1951 and 2000 to improve the knowledge of drought over Europe. Also, Lehner et al [61] report that the timing of EDS may lead to a change in drought risk in Europe. Gudmundsson and Seneviratne [62] attributed the change in drought risk in northern Europe and the Mediterranean areas to anthropogenic climate change. EWS start in the fall in most of Scandinavia, and in summer in the central parts (figure 3(f)). In Western Europe, EWS start in the fall and winter. In Southern and Eastern Europe EWS are a spring phenomenon at most locations. Spatial patterns of the changes in the timing of EWS (figure 3(h)) shows similarities to the changes in timing of the EDS (figure 3(g)). Major differences are the South-East of Norway (later timing of EWS), South of Sweden (later timing of EWS) and Spain (primarily later timing of EWS).

3.3. Australia

In Australia, EDS are generally long at locations distant from the coasts (figure 4(a)). EDS tend to exceed six weeks except for on the continental edges in the Southwest, Southeast and East. The opposite applies to EWS, which become longer along the continental edges (figure 4(b)). Trends in the duration of EDS are small across the country (especially along the continental edges) (figure 4(c)). There is a general small trend towards shorter EDS, with local exceptions. The small change is in line with the IPCC that describes no significant change in drought risk (analysis solely based on rainfall) between 1900–2007 [63]. In addition, Jolly, Cochrane, Freeborn, Holden et al [58] state that Australia has not been affected by a pronounced trend in wildfire season length. However they identified regional increments in the frequency of anomalously long wildfire seasons. As for the timing, in the North, EDS start in the fall and winter (figure 4(e)) and there is no consistent spatial pattern in the North in regard to the changes in timing (figure 4(g)). In the East, EDS on average start in fall and winter and there is a trend towards later timing (also reported by Murphy and Timbal [64]). In the South-East, EDS typically start in summer and there is a trend towards earlier timing. The earlier timing in the South-East is consistent with observed trends [65, 66], indicating an earlier start of the bushfire season in the region. In the South-West, EDS are a summer phenomenon and there is a shifts towards later timing. In Western Australia, Power et al [67] recognized that the change in onset and duration of EDS could be characterized more as a regime shift of dry spells rather than a downwards trend. For most of Australia, EWS have become longer, except for a small region in the East near the coastline and a larger area in the South-West where the duration has decreased (figure 4(d)). Cook and Heerdegen [68] stated that in Northern Australia the duration of EWS decreases with increasing latitude also because of the effect of the El Niño Southern Oscillation. EWS are a summer phenomenon in the North, and typically start in the fall and winter in the South-East and South-West (figure 4(f)). In general, EWS have shifted towards earlier timing in the North and towards later timing in the South-East and South-West (figure 4(h)).

4. Conclusions

We presented a global analysis of changes in the duration and timing of EDS and EWS across three major continents over a period of 60 years (1958–2017). There is a larger number of statistically significant sites for trends in the duration. There is weaker evidence for significant changes in the timing. Specifically, field significance could be detected for the duration of EDS and EWS. For the timing, field significance could only be detected for EDS. However, for both, trends in duration and timing, we could not only demonstrate links between our study and other precipitation related research (such as in the case of precipitation trends across the US), but also find potential links between the observed trends in timing and trends in other environmental hazards. Hence, our analyses add to the evidence that the duration and timing of environmental hazards such as droughts are changing (for example in case of increasing duration of EDS and drought in the South-West of the US or shifts in the timing of EDS in Australia and the bushfire season). Yet, other changes in precipitation-related extremes such as changes in the precipitation intensity can also be important to come up with more detailed conclusions about EDS and EWS, and their possible implications for water resources management. It remains uncertain whether the uncovered trends of EDS and EWS will continue in the future, but the results demonstrate that a comprehensive disaster risk reduction approach may consider both changes in the magnitude and the timing of environmental hazards. For example, resilience in agriculture could be increased by developing crops or varieties with phenology and most sensitive periods that are best suited to the most likely periods of EDS. In addition, the feasibility of supplementary irrigation should be evaluated. However, as many other
Figure A1. Extreme dry and wet spell analysis across Asia. (a), (b) Duration of extreme dry (wet) spells. (c), (d) Changes in the duration of extreme dry (wet) spells as percentage change per decade with reference to the duration in 1958. (e), (f) Average within-year timing of extreme dry (wet) spells in the period 1958–2017. (g), (h) Changes in the within-year timing of extreme dry (wet) spells as days per decade with reference to the timing in 1958. Results of (c), (d), (g) and (h) are shown as means across hexagons. Black dots represent the rain gauges examined with locally significant (green) and field significant (magenta) sites.

types of infrastructure, irrigation can create harmful social and environmental impacts [69, 70]. The methods presented here are universally applicable to any land surface precipitation dataset and can thus support future research in changes of the duration and within-year timing of extremes.
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