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Abstract

Motivation: The activity of the adaptive immune system is governed by T-cells and their specific T-cell receptors (TCR), which selectively recognize foreign antigens. Recent advances in experimental techniques have enabled sequencing of TCRs and their antigenic targets (epitopes), allowing to research the missing link between TCR sequence and epitope binding specificity. Scarcity of data and a large sequence space make this task challenging, and to date only models limited to a small set of epitopes have achieved good performance. Here, we establish a k-nearest-neighbor (K-NN) classifier as a strong baseline and then propose TITAN (Tcr epITope bimodal Attention Networks), a bimodal neural network that explicitly encodes both TCR sequences and epitopes to enable the independent study of generalization capabilities to unseen TCRs and/or epitopes.

Results: By encoding epitopes at the atomic level with SMILES sequences, we leverage transfer learning and data augmentation to enrich the input data space and boost performance. TITAN achieves high performance in the prediction of specificity of unseen TCRs (ROC-AUC 0.87 in 10-fold CV) and surpasses the results of the current state-of-the-art (ImRex) by a large margin. Notably, our Levenshtein-distance-based K-NN classifier also exhibits competitive performance on unseen TCRs. While the generalization to unseen epitopes remains challenging, we report two major breakthroughs. First, by dissecting the attention heatmaps, we demonstrate that the sparsity of available epitope data favors an implicit treatment of epitopes as classes. This may be a general problem that limits unseen epitope performance for sufficiently complex models. Second, we show that TITAN nevertheless exhibits significantly improved performance on unseen epitopes and is capable of focusing attention on chemically meaningful molecular structures.

Availability: The code as well as the dataset used in this study is publicly available at https://github.com/PaccMann/TITAN.

Contact: wbr@zurich.ibm.com

Supplementary information: Supplementary data will be available at Bioinformatics online.

1 Introduction

T-cells are an integral part of the adaptive immune system, whose survival, proliferation, activation and function are all governed by the interaction of their T-cell receptor (TCR) with immunogenic peptides (epitopes) presented on major histocompatibility complex molecules (MHC). A large repertoire of T-cell receptors with different specificity is needed to provide protection against a wide range of pathogens. This repertoire is generated using stochastic gene recombination and can theoretically produce diversities of $10^{15}$ – $10^{20}$ different receptors [Laydon et al., 2015] in an individual, each with unique binding capabilities. Due to this diversity, reliably predicting the binding specificity of a TCR from its sequence and understanding the mechanisms underlying TCR-pMHC interaction is highly challenging. At the same time, it has enormous potential to transform the field of immunology. A reliable prediction tool could unlock the wealth of information encoded in a patient's TCR repertoire, which reflects their immune history and could inform about past and current infectious diseases, vaccine effectiveness or autoimmune
reactions. Additionally, it could empower the application of therapeutic T-cells for cancer treatment, allowing the study of effectiveness and potential cross-reactivity risks in silico.

Recent advances in high-throughput sequencing techniques have led to the generation of an increasing amount of datasets linking TCR sequences to the epitopes they bind. However, the available data is still extremely sparse compared to the high dimensionality of the search space created by the TCR theoretical diversity. Moreover, current experimental settings typically link many TCRs to a single epitope, which leads to datasets that contain information about tens of thousands of TCRs, but only a few hundred different epitopes.

Nevertheless, several studies have attempted the prediction of TCR specificity from sequence using machine learning (for a review see [Mitch et al., 2019]). The most successful approaches so far are categorical epitope models, which exploit the relative abundance of TCR sequences to learn patterns of TCRs binding to the same epitope. Various machine learning concepts were applied to this task, including decision trees [Peckner et al., 2013], a range of different clustering approaches [Clavel et al., 2012], [Cid et al., 2017], [Otkin et al., 2019] and Variational Autoencoders [Sadhom et al., 2021]. Many of these can successfully predict which one of a small set of epitopes a given TCR will most likely bind to. However, these approaches are inherently incapable of predicting specificity to epitopes not contained in the training set (unseen epitopes), which fundamentally limits their applicability.

The next milestone towards this challenging goal are generic models, which explicitly encode both the TCRs and the epitopes. These have the potential to predict binding of any TCR–epitope pair, opening the door to the development of models that can generalize to both, unseen TCRs and epitopes. Current models show moderate performance on test data containing epitopes already encountered in training, but cannot extrapolate to unseen epitopes [Jurtz et al., 2018], [Springer et al., 2019], [Moris et al., 2020].

TITAN (Tcr epITope bimodal Attention Networks) exploits a bimodal neural network architecture to explicitly encode both TCR and epitope sequences. More specifically, TITAN uses convolutions to aggregate local information and fuses the modalities, using an interpretable attention mechanism from which binding probabilities are predicted.

Since interpretability is paramount in healthcare applications of machine learning, the use of context attention is central to our model, as it allows us to explain the choices of the algorithm and to analyze which amino acids or even atoms the model focuses on. These highlighted entities can be interpreted in the context of the underlying biochemical processes. We explore different encoding strategies for the epitopes such as SMILES [Weninger et al., 2019], a string-based, atom-level representation of molecules. SMILES are ubiquitously utilized in chemoinformatics for a wide range of applications, from predicting the chemical or pharmacological properties of molecules [Goh et al., 2017], [Masica et al., 2019] to generative modelling [Gómez-Bombarelli et al., 2019]. Using SMILES effectively results in an encoding formulation of the TCR–epitope binding problem as the more general compound protein interaction (CPI) task, thus enabling the usage of large databases of protein-ligand binding affinity for pretraining, e.g. BindingDB including >1M labelled samples [Gabriel et al., 2016].

2 Methods

2.1 Data

In order to assemble a larger and more diverse dataset, we combine data collected in the VDJ database [Bagaev et al., 2019] with a recently published COVID-19 specific dataset published by the ImmuneRACE project [Bagnes et al., 2020]. Since paired chain data is still rare, we restrict ourselves to TCR/chain sequences.

We use all human TCR/epitope sequences downloaded from the VDJ database (07/12/2020), i.e. 40,438 TCR sequences assigned to 191 peptides. Since this dataset is highly imbalanced, we exclude epitopes with less than 15 associated TCRs and downsampling to 400 TCRs/epitope and excluding epitopes with less than 15 associated TCRs to arrive at a dataset of 12,996 examples.

We refer to the combined dataset with samples from VDJ and the COVID-19 dataset as VDJ+C0VID-19.

Since these primary datasets contain only positive examples, we need to generate negative data. This can be achieved by shuffling the sequences, thereby associating TCRs with epitopes that they have not been shown to bind. Due to the low probability of a randomly drawn TCR binding a specific epitope, this manner of generating negative samples is established in the field [Moris et al., 2020], [Deicher et al., 2020]. It has also been shown to limit overestimation of performances in comparison to adding additional naive TCR sequences from other sources [Moses et al., 2020]. Furthermore, by shuffling the pairing of TCRs and epitopes, we can match the number of negative examples to that of positive examples for each TCR, avoiding unbalanced datasets. With this procedure, we build a training dataset of 46,290 examples, 50% of which are positive, encompassing 192 different epitopes.

To ensure a fair comparison to the state of the art model ImRex, we also downloaded the publicly available dataset that ImRex was trained on. This dataset is based on the VDI database and contains 13,404 samples for 118 different epitopes, with 50% negative samples. We use it to train all models for the final comparison (see section 2.4). To evaluate the performances, we use an independent test set generated from the McPAS database [Tickoxen et al., 2017] (downloaded on 03/11/2020). We exclude non-human TCRs and remove all samples with TCRs contained in the ImRex training data. Then we split the McPAS data into two test sets: one including all samples with peptides contained in the ImRex training set (seen epitope test set) and one with epitopes not contained in the ImRex dataset (unseen epitope test set). For both test sets, 50% negative data is generated by shuffling. The final seen epitope test set contains 9740 samples, the unseen epitope test set contains 1438 samples.

2.2 Models

2.2.1 Problem formulation

We are interested in learning a mapping $\Phi$ between the space of receptors $T$ and the space of epitopes $E$ to the the space of affinity scores $\mathcal{A}$, i.e. $\Phi : E \times T \rightarrow \mathcal{A}$. $\Phi$ is learned with a training data set $D = \{e_i, t_j, a_{ij}\}_{i,j=1}^N$.

More formally, for the training data $D = \{e_i, t_j, a_{ij}\}_{i,j=1}^N$, we choose $e_i$ and $t_j$ to be epitope and TCR sequences, respectively ($t_j$ is the CDR3 region). Let $(e_i, t_j)$ denote an unseen sample from the test dataset.
Overview of TITAN architecture. a) Our model ingests a TCR and an epitope sequence, which get encoded using BLOSUM62 for amino acid sequences or learned embeddings for SMILES. Then, 1D convolutions of varying kernel sizes are performed on both input streams before context attention layers generate attention weights for each amino acid of the TCR sequence given an epitope and vice versa. Finally, a stack of dense layers outputs the binding probability. Conceptually, this architecture is identical to the one proposed by Born et al. [2021a] (cf. Figure S3) but our visualization here is more fine-grained. b) The linchpin of the model is the bimodal context attention mechanism. It ingests the convolved TCR and epitope encodings, treating one as a reference and the binding partner as context. A series of transformations combines the modalities and yields an attention vector over the reference sequence (driven by the context) that can be overlayed with the molecule like a heatmap.

$D_{\text{Test}} = \{e_i, t_i\}_{i=1}^{N_{\text{Test}}}$. With the goal of predicting $\delta_j$ to approximate the unknown $\alpha_j$, we first retrieve the subset of training data $D_k$ containing the $k$ nearest neighbors using the distance measure

$$D(e_i, t_i, e_j, t_j) = \frac{\text{Lev}(e_i, e_j)}{|t_j|} + \frac{\text{Lev}(t_i, t_j)}{|e_i|}$$

(1)

where $|\cdot|$ denotes sequence length and $\text{Lev}(\cdot, \cdot)$ is the Levenshtein distance [Levenshtein, 1966], i.e., a string-based distance measure that measures the number of single-AA changes required to transform one sequence into the other. Then, the prediction $\delta_j$ is trivially computed by $\delta_j = \sum_{i=1}^{k} \omega_i$ with $\omega_i \in D_k$. We evaluate the model on all odd $K$ (to avoid ties), s.t. $1 \leq K \leq 25$, and choose the value for $K$ leading to the best ROC-AUC score for comparisons. Note that this model is non-parametric.

2.3 Model Architecture

Fig 1 shows an overview of the algorithmic steps of TITAN. To predict binding, we devise a bimodal architecture that separately ingests both the TCR and the peptide sequence.

The TCR sequences are encoded with the BLOSUM62 matrix [Henikoff and Henikoff, 1992], which is based on evolutionary similarity of amino acids and has been widely applied in TCR specificity prediction tools [Jurtz et al., 2018; Jokinen et al., 2019]. Either the full sequence or only the CDR3 region were used as input. Since the antigenic peptides are small molecules, we explore two options to encode them: one that uses an amino acid-wise encoding such as BLOSUM62, and one that uses an atom-level encoding with SMILES. All sequences were padded to the same length of 500 tokens. Advantageously, SMILES representations of a molecule are not unique; thus facilitating data augmentation [Bjornerud, 2017].

The remaining architecture is inspired by Macias et al. [2019] and almost identical to the compound-protein-interaction (CPI) model presented in Borth et al. [2021a]. In case of pretraining on CPI data (see below), the models are identical, otherwise the SMILES-encoding ligand input stream is replaced with an AA-encoding epitope stream. Three parallel channels with convolutions of kernel sizes 3, 5 and 11 are employed on the input sequences to combine information from local neighborhoods of varying spatial extent. A fourth channel has a residual connection without convolutions (see Fig 1a). For each of the four channels, we utilize two attention layers, where one modality is used as a context to compute attention scores over the other (see Fig 1b). This allows the model to use information from the binding partner, i.e., the context, to learn the importance of each token in the input sequence, i.e., the reference. The attention weights $\alpha_i$ are computed as:

$$\alpha_i = \frac{\exp (u_i)}{\sum_j \exp (u_j)}$$

(2)

where $u_i = \tanh(X_i W_1 + W_3(X_i W_2)) v^T$ and $X_i \in \mathbb{R}^{T \times K}$ is the context input, where $U$ and $K$ are sequence length and number of convolutional filters in the other modality, respectively. $W_1 \in \mathbb{R}^{H \times K}$, $W_3 \in \mathbb{R}^{T \times U}$ and $v \in \mathbb{R}^A$ are learnable parameters. Intuitively, both inputs are projected into a common attention space $\mathbb{R}^A$ with $A = 16$ and then summed up, which enables the layer to take the context into account for determining feature relevance. $v$ combines the information through a dot product, the output of which is fed to a softmax layer to obtain the attention weights $\alpha_i$, which are used to filter the inputs. Finally, both TCR and peptide information gets passed to two dense layers with 368 and 184 nodes, respectively, which output the binding probability.

2.4 Pretraining

By using SMILES encodings of the epitopes, predicting epitope receptor binding affinity can be seen as a CPI prediction task. We utilize BindingDB [Kishton et al., 2016], as of April 2020, to pretrain our model. To reduce the problem complexity and potential biases associated with the different experimental platforms to measure affinity, we binarize the binding data and define all entries in the database as binding, ignoring continuous affinity measurements. We generate an equal amount of negative examples by randomly assigning ligands to proteins [Borth et al., 2021a]. In order to avoid high discrepancy between sequence lengths, ligands with a length > 250 SMILES tokens and proteins larger than 1028 amino acids are discarded. This results in 325,688 ligands and 3351 proteins and a total of 471,917 pairs from which 98% (423,915) are used for training and the rest for validation. To adapt the model size to the larger available dataset, we changed the layer sizes for pretraining by Padding.
TCR sequences to 1028, setting the attention space $A = 256$, using four convolutional channels with kernel sizes 3, 7, 9 and 13 for epitopes and 3, 7, 13, 19 for TCR and using three final dense layers with 2048, 1024 and 512 nodes.

2.5 Data Splitting

We evaluate our models on a 10-fold cross-validation split. To determine the generalization capabilities of the models towards unseen TCRs and unseen epitopes separately, we use two different split methods. In the first, we ensure that each TCR is restricted to only one fold, which ensures that the validation datasets do not contain TCRs which were shown in training. The epitopes, however, are distributed randomly over the folds, so that most of the epitopes in the validation dataset were also shown during training. We refer to this split as the TCR split. Additionally, we generate a strict split, where we ensure that each TCR and each epitope is restricted to a single fold, ensuring that neither TCRs nor epitopes contained in the validation dataset were shown during training. To ensure the separation of TCRs and epitopes in their folds, we generate negative data by shuffling within each fold. A UMap [McInnes et al., 2018] visualization of all samples of the dataset is presented in Fig 2b and shows the ramifications of the splitting strategy. The feature space for the UMap dimensionality reduction was generated by embedding the amino acid sequences using a pretrained protein language model [Elnaggar et al., 2020].

2.6 Model Training

All described architectures were implemented in PyTorch 1.4 and used the pytorch package for data handling and preprocessing. The models optimized binary cross entropy loss with Adam [Kingma and Ba, 2015] ($\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 1e-8$) and a learning rate of 0.0001. In the convolutional and dense layers we employed dropout ($p = 0.5$) and ReLU activation. All models were trained with a batch size of 512 on a cluster equipped with POWER8 processors and a single NVIDIA Tesla P100. The learning rate was tuned using the VDJ dataset and the remaining hyperparameters were chosen carefully based on previous experience.

For TCRs, we have the options to either focus solely on the hypervariable CDR3 loop, which is known to be the main peptide binding region, or to consider the full variable region of the TCRβ sequence, which includes the V, D and J segments and encompasses all three hypervariable loops CDR1, CDR2 and CDR3. Fig 3a shows that the use of the full sequence information boosts the model performance, indicating that valuable information is contained in regions outside of the CDR3 loop.

TCRMatch predicts TCR specificity using only sequence similarities to immobilized TCRs. To measure the performance of our models, we used the ROC-AUC metric. Table 1 shows the performance of different amino acid embedding methods on the TCR split. "weber" — 2022/2/8 — 2:14 — page 4 — #4
Table 2. 10-fold cross validation performance on TCR split. Mean and standard deviation of each model configuration on the VDJ dataset and the VDJ + COVID-19 dataset.

| Model                      | VDJ   | VDJ+COVID-19 |
|----------------------------|-------|--------------|
| K-NN (Baseline)            | 0.789 ± 0.01 | 0.78 ± 0.01  |
| AA CDR3                    | 0.75 ± 0.02  | 0.74 ± 0.007 |
| AA full                    | 0.76 ± 0.007 | 0.75 ± 0.007 |
| SMI CDR3                   | 0.73 ± 0.007 | 0.76 ± 0.008 |
| SMI full                   | 0.75 ± 0.006 | 0.77 ± 0.006 |
| Pretrained                 | 0.81 ± 0.01  | 0.84 ± 0.01  |
| Pretrained aug.            | 0.803 ± 0.01 | 0.861 ± 0.00 |
| Pretrained semifrozen      | 0.801 ± 0.01 | 0.844 ± 0.00 |
| Pretrained semifrozen aug. | 0.822 ± 0.01 | 0.868 ± 0.01 |

Regarding the pretraining, we tested two different settings, one where all weights could be adapted during fine-tuning, and a semifrozen setting, where only allowed weight changes in the TCR channel and the final dense layers of the epitope. This was done to prevent catastrophic interference of SMILES features due to the extremely low number of different epitopes in the fine-tuning dataset. Fig 3 shows that pretraining severely improves model performance in both settings. We further improved model performance by exploiting the non-uniqueness of SMILES strings to perform data augmentation. Augmentation is achieved by randomly generating a valid SMILES representation [Bjerrum, 2017] of the epitope on the fly at each training step using pytda [Born et al., 2019]. The best overall model performance was achieved by the semifrozen pretrained model with augmentation, with a mean ROC-AUC of 0.868 ± 0.005 and a mean balanced accuracy of 0.790 ± 0.005, clearly outperforming the K-NN baseline by a large margin.

The high performance on validation data that does not contain TCR sequences used in training shows that the model successfully generalizes to unseen TCRs. Comparing the performance across groups of TCRs with different similarities to the training data, we find that while the model performs better for TCRs that are highly similar to their closest partners in the training set, the performance on the TCRs with highest distance from the training data is still high (ROC AUC 0.844 ± 0.016, balanced accuracy 0.709 ± 0.008, see Fig S3).

3.2 Analysis of Attention Layers

We can investigate the decision processes of TITAN in the AA CDR3 setting – a setting that clearly outperforms previous work (see subsection 3.1) – over a number of exemplary CDR3 sequences.
We see that while there is some preference to focus on certain positions, the model adapts the attention to the different sequences. The mean inter-TCR variance per token is at $4.3 \cdot 10^{-5}$. Moreover, we find that the attention also adapts to the context (i.e., the epitope), for which we want to predict the interaction. The mean variance per token within the same TCR interacting with different epitopes is $1.3 \cdot 10^{-5}$. This demonstrates that the model is capable of adapting the attention layer to both the input and the context.

Fig. 4 shows the attention of the same model (AA CDR3 setting) on several exemplary epitopes. We can clearly see that the model chooses to focus heavily on the same positions on each epitope. The preferred positions are independent of the sequence of both the input epitope and the context TCR. Comparing the attention scores across epitopes, we find that both the inter-epitope and the intra-epitope variance of the attention are extremely small, at $4.9 \cdot 10^{-10}$ and $2.5 \cdot 10^{-9}$ respectively. This behavior indicates that TITAN fails to learn meaningful patterns in the epitope sequences from the limited diversity of epitopes in the dataset. We conjectured that the model finds a way to internally generate classes of epitopes represented by meaningless — but unique — vectors and predict specificity of TCRs towards these. This hypothesis is supported by the observation that compressing each epitope sequence to the chain of amino acids with attention scores $\alpha_i > 0.1$ yields only a very moderate reduction in the number of unique sequences. Crucially, these shortened epitope sequences are still unique for 185 out of 192 epitopes in the dataset (96%). By focusing on these fixed, invariant positions the model circumnavigates learning generic representations of epitopes and instead internally classifies epitopes, at the cost of losing the power to differentiate 19 epitopes.

Pretraining the models on the compound interaction task greatly increased the diversity of sequences that were seen by the epitope channel of the model. While most of the ligands in BindingDB are not peptides, and may therefore exhibit structures and chemical properties that differ strongly from the epitopes, the model may nevertheless infer general rules of chemical interaction from them. This enables the model to learn more meaningful attention weights, which may be the reason for the performance boost we observe for pretrained models. In Fig. 4, we show a visual representation of the attention scores over one exemplary epitope as a case study of TITAN in the pretrained semifrozen augmented setting. The chosen epitope CINGVCWTV was not shown during training. The attention scores therefore reflect the transferable knowledge the model has gained during pretraining. We see that the attention patterns align well with our expectations. The attention is high on many of the oxygens, as well as on the two thiol groups of the cysteines. Nevertheless, we see that while the attention layers may extract some chemically relevant structures, they fail to capture others. Specifically, large and hydrophobic amino acid sidechains tend to get low attention scores, although they may be of high importance for molecule interactions.

### 3.3 Performance on Strict Split

Fig. 3 compares the performances of the different TITAN settings on the strict epitope split, which measures the generalization capabilities to unseen epitopes. As expected, model performance drops severely across all settings. Moreover, we find that all TITAN settings perform similarly, with mean ROC-AUC scores around 0.6, while the K-NN baseline model shows a mean ROC-AUC of only $0.53 \pm 0.03$ for a choice of $k = 25$ (see Fig. 5 for comparison). Compared to the unseen TCR performance, we also see an increase in the standard deviation of the scores, with ROC-AUC scores of over 0.7 for some folds, and 0.5 for others. All mean ROC-AUC values are summarized in Table 3.

The best score overall is still achieved by the pretrained semifrozen augmented model, with a mean ROC-AUC of 0.62 ± 0.05 and a mean balanced accuracy of 0.61 ± 0.05. However, its superiority over other TITAN setting is not as large as in the TCR split scheme. We can also see that pretraining does not strongly improve model performance on unseen epitopes.

| Model | ROC-AUC |
|-------|---------|
| K-NN (Baseline) | 0.535 ± 0.03 |
| AA CDR3 | 0.60 ± 0.04 |
| AA full | 0.59 ± 0.04 |
| SMG full | 0.60 ± 0.06 |
| Pretrained | 0.584 ± 0.04 |
| Pretrained + Aug. | 0.591 ± 0.03 |
| Pretrained semifrozen | 0.577 ± 0.06 |
| Pretrained semifrozen + Aug. | 0.618 ± 0.06 |

Another surprising result is the comparably good performance of the TITAN AA CDR3 setting on unseen epitopes. The analysis of the attention
layer in Fig. 5 shows that in this setting, TITAN uses an attention mask to reduce the task to a TCR classification problem. This should prevent the model to generalize to new epitopes. A close look at Fig. 5 reveals that the best performance of the AA CDR3 model on the strict split is achieved during the first 10 to 20 epochs of training. During this time, the attention is still uniformly distributed over all input tokens, because many training epochs are required for the model to build the static attention mask described in section 3.2.

Fig. 5 also shows that while the ROC-AUC increases continuously over the training epochs in the TCR split cross-validation, it stagnates during training on the strict split. We hypothesize that the underlying factor causing this phenomenon is the violation of the i.i.d. assumption across training and validation data. This behavior was common during training on the strict split and again highlights the challenge for models to generalize to unseen epitopes from the sparsity of the current datasets.

While TITAN’s generalization capabilities to unseen epitopes are still limited, the performance is moderately good. This suggests that, despite their sparsity, the currently available datasets do contain enough information to enable generalization to unseen epitopes to a certain degree.

We find that all of our model settings outperform ImRex on both independent test sets by a large margin. Moreover, our K-NN baseline model clearly outperforms ImRex on seen epitopes.

Table 4. Comparison of TITAN with prior work. All but the ImRex model (shaded in gray) are contributions of this work. Models were trained on identical data and tested on an independent test set to ensure a fair comparison.

| Model          | seen epitopes | unseen epitopes |
|----------------|---------------|-----------------|
| ImRex          | 0.61          | 0.50            |
| K-NN (Baseline)| 0.79          | 0.37            |
| AA CDR3        | 0.83          | 0.69            |
| AA full        | 0.81          | 0.64            |
| SMI CDR3       | 0.85          | 0.72            |
| SMI full       | 0.86          | 0.64            |
| Pretrained     | 0.79          | 0.78            |
| Pretrained + Aug| 0.83         | 0.65            |
| Pretrained semifrozen | 0.77   | 0.69            |
| Pretrained semifrozen + Aug | 0.87 | 0.60 |

Moreover, we see that the base models (AA CDR3, AA full, SMI CDR3, SMI full) all perform better on the independent unseen epitopes test data than during 10-fold crossvalidation, while for the pretrained model settings, performance is comparable to the crossvalidation. For the unseen epitopes test set we observe a similar trend as above in the strict split crossvalidation. All models show performances clearly better than chance, with the pretrained semifrozen model with augmentation even achieving a ROC-AUC of 0.78. However, one needs to keep in mind, that the sample size for the unseen epitopes test is at only 1500, making especially high (or low) scores likely to be statistical outliers.

4 Discussion

In this work, we present TITAN, a generic, bimodal, sequence-based neural network for predicting TCR-epitope binding probability that significantly outperforms the state-of-the-art. We compare several settings of TITAN that differ in their inputs for TCRs and epitopes. While we restrict ourselves to the TCR3 chain, we find that inputting the complete variable TCR sequence boosts performance compared to scenarios where only the CDR3 region is used.

Notably, we are, to the best of our knowledge, the first to formulate TCR-epitope binding prediction as a subclass of the commonly investigated task of predicting compound-protein-interaction. The concomitant change of representing epitopes as SMILES (an atomic, more granular representation) instead of amino acid sequences improves the predictive power of TITAN. This reformulation not only enables data augmentation — by exploiting the non-uniqueness of SMILES (Bjerrum et al. 2017) — to enrich the training data, but also positions us to leverage large-scale datasets such as BindingDB for pretraining. Pretrained TITAN models achieve considerably higher scores than all TITAN base models.

Freezing the weights of the epitope input channel coupled with SMILES augmentation gives us the best performance with a mean ROC-AUC of 0.868 ± 0.005 on the TCR split.

To assess model performance in a more rigorous fashion, we designed a K-NN classifier based on the Levenshtein distance as a baseline model. Surprisingly, this simple model achieves a mean ROC-AUC score of 0.779 ± 0.007 on the TCR split crossvalidation. This model surpassed the performance of complex neural networks from previous publications (Moris et al. 2020) and is only outperformed by our pretrained...
TITAN models, which highlights the importance of including relevant baseline models.

As a final assessment of model performance, we compare TITAN to the current state of the art for general TCR specificity prediction, ImRex. To ensure fair comparison, we train our models on the ImRex training data and evaluate the performance on an independent test set derived from a different database. We demonstrate that both pretrained and base TITAN models, as well as the K-NN baseline, outperform ImRex by a large margin. The best result is again achieved by the pretrained semifrozen augmented TITAN model, with a ROC-AUC of 0.87 on epitopes included in the training data.

Finally, the main challenge for generic TCR–epitope interaction prediction remains the generalization to unseen epitopes. Here, we report two major breakthroughs. First, we demonstrate that TITAN exhibits moderate performance on unseen epitopes, where the best TITAN model, with a ROC-AUC of 0.87 on epitopes included in the training data. The result is again achieved by the pretrained semifrozen augmented TITAN model, as well as the K-NN baseline, outperform ImRex by a large margin. The best baseline models.
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