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ABSTRACT
Biostatistics courses are integral to many undergraduate biology programs. Such courses have often been taught using point-and-click software, but these programs are now seldom used by researchers or professional biologists. Instead, biology professionals typically use programming languages, such as R, which are better suited to analyzing complex data sets. However, teaching biostatistics and programming simultaneously has the potential to overload the students and hinder their learning. We sought to mitigate this overload by using cognitive load theory (CLT) to develop assignments for two biostatistics courses. We evaluated the effectiveness of these assignments by comparing student cohorts who were taught R using these assignments (n = 146) with those who were taught R through example scripts or were instructed on a point-and-click software program (control, n = 181). We surveyed all cohorts and analyzed statistical and programming ability through students’ lab reports or final exams. Students who learned R through our assignments rated their programming ability higher and were more likely to put the usage of R as a skill in their curricula vitae. We also found that the treatment students were more motivated, less frustrated, and less stressed when using R. These results suggest that we can use CLT to teach challenging material.

INTRODUCTION
Today, more than ever, biology graduates need to be equipped with statistical and programming skills. This is true both of students going into graduate or professional programs and those who enter the workforce upon graduation. For those entering modern graduate/professional schools, “data literacy” is an essential skill; technological advances have made possible the assembly of large and complex data sets, and a primary challenge for researchers is how to manage and make sense of this data deluge (Marx, 2013). For those entering the job market, for example, in the environmental and conservation sectors, employers list programming and statistical skills as important skills they look for in potential hires (Blickley et al., 2012). More broadly, a career in “data science” is becoming increasingly attractive; the employment site Glassdoor rated data science as the best job in the United States in 2018 (Glassdoor, 2018), and being a data scientist is regarded as the “sexiest job of the 21st century” (Davenport and Patil, 2012). Even farther afield, these programming skills are not only important for jobs in data science or professional biology, but also those in “non-tech” sectors, such as marketing, engineering, finance, manufacturing, design, and healthcare (Dishman, 2016).

The increased need for data science solutions for biological data has resulted in a growing demand for customizable and reproducible approaches to statistical analyses. As a result, the programming language R, which is a free and open source, is now more commonly used in both commercial applications and academic research than...
point-and-click software packages such JMP, SAS, and SPSS (Muenchen, 2017; Touchon and McCoy, 2016).

Biology education, at undergraduate and graduate levels, rarely provides students with the statistical and programming skills that they need for their future careers. One proposed solution to this problem, at the graduate student level, is to provide students with accelerated learning programs at the beginning of their graduate programs (Vale et al., 2012; Stefan et al., 2015). However, a recent study by Feldon et al. (2017) found that short format training courses, such as “bootcamps,” do not provide students with the desired skills. One explanation for this result is that students learn quantitative skills best when taught incrementally over a long time frame rather than intensively (Rohrer, 2015). It seems then, that a better place to introduce programming and statistical skills is at the undergraduate level (Michener and Jones, 2012). Teaching data science skills to biology undergraduates will provide them with the skills they need, not only for graduate school, but also for a demanding job market.

Given that biology undergraduates require simultaneous training in statistics and programming, the question is how this can be most effectively achieved. Teaching either statistics or programming alone is challenge enough. Both biostatistics and programming are courses in which students report high levels of anxiety, with debilitating effects on academic performance (Wilson and Shrock, 2001; Onwuegbuzie and Wilson, 2003). For example, the main predictors of student success in introductory programming courses is feeling comfortable while working on computer assignments and being able to ask questions (Wilson and Shrock, 2001; Simon et al., 2006). Statistics and programming courses not only induce high anxiety in students, they also are perceived to be hard courses. Programming, for example, requires that students use both deep (understanding application of concepts) and surface (e.g., memorization of syntax) learning at the same time, and therefore students have trouble learning when instruction is primarily through lectures (Bellaby et al., 2003) or when they do not have adequate support on assignments (Wilson and Shrock, 2001; Jenkins, 2002; Bellaby et al., 2003). The simultaneous instruction of biostatistics and programming will only increase the cognitive load on students. One strategy for this problem is to use cognitive load theory (CLT) to design hands-on assignments (Wilson, 2018). CLT deals with how cognitive resources are distributed during learning and problem solving (Sweller et al., 1990). Specifically, it explains how learning tasks induces an information processing load, and in return, how this load affects the processing of new information (Sweller et al., 2019).

CLT suggests that learners have a limit in their working memory. There are three components of cognitive load: 1) Intrinsic load is the inherent difficulty of the instructional material. It is related to the number of elements that learners need to consider simultaneously to learn a particular procedure and the prior knowledge of the learner (Sweller and Chandler, 1994). 2) Extrinsic load is determined by the manner in which the instructional materials are presented. Because students have limited cognitive resources, using cognitive resources to process the extraneous load reduces the available resources for the intrinsic load (Sweller, 1993). 3) Finally, the germane load is the processing and creation of mental models. The germane load can be modified by instructors through the materials presented (Paas et al., 2004). By recognizing these three aspects of cognitive load, instructors can tailor the scope and nature of their teaching so as to minimize the intrinsic and extrinsic loads while emphasizing the germane load.

We used CLT to design regular homework assignments to teach R programming in two biostatistics courses. In particular, we used three pedagogical methods based on CLT to design our assignments: the worked-example effect, in which studying worked examples results in better performance of the students (Renkl, 2005); the completion effect, in which we required students to complete partially solved problems (Paas and Van Merriënboer, 1994); and the split-attention effect, in which an integrated teaching of multiple concepts can improve learning compared with presenting the concepts separately but concurrently in a “split” format (Ayres and Sweller, 2005). We compared student cohorts who applied R using assignments based on CLT with cohorts who either applied R strictly through reference to example scripts or applied a point-and-click software. We investigated whether 1) the two cohorts were comparable in their initial interest to learn to program and initial skills in R or other programming language, 2) the students learned to use R effectively, 3) the introduction of R programming hindered the learning of statistics, 4) the students felt that they learned a useful skill, 5) the students felt positive or negative emotions when using R, and 6) the students liked the assignments and the way R was taught.

METHODS

Target Courses

We implemented this experiment at the University of British Columbia (Canada) with Behavioural Research Ethics Board Approval (H16-02319) in an introductory biostatistics course, Fundamentals of Biostatistics, often a third-year course (hereafter Biostatistics), and an advanced ecological statistics course, Ecological Methodology, often a fourth-year course (hereafter Eco-Methods). Biostatistics introduces the concepts of hypothesis testing, probability, experimental design, and statistical tests such as Student’s t test, linear regression, and analysis of variance (ANOVA). Biostatistics includes three 50-minute lectures and one 2-hour optional computer laboratory per week. Eco-Methods introduces the concepts of experimental design, statistical power and sample size, mark and recapture methods, metrics of community diversity and composition, as well as statistical tests such as ANOVA, multiple regression, ordination, and clustering. Eco-Methods includes two 60-minute lectures and one 3-hour field and/or computer laboratory per week.

For each course, we had a control and a treatment term (Table 1). All courses included homework assignments, each of which was a relatively small part of the grade. The main difference between the treatment and control terms was the teaching of R using CLT in the homework assignments (see Box 1 and Appendix 1 in the Supplemental Material for the descriptions of the assignments). The assignments taught and tested the ability to apply the statistical concepts in R. In Biostatistics, we aggregated the previous homework assignments and introduced CLT for conceptual questions taken from the textbook and the R questions. In this course, we included two R questions in the midterm and the final exams. The control terms were different for each course. In Biostatistics, the students in the control term learned how to use the point-and-click software JMP. In Eco-Methods, the assignments introduced CLT in the
presentation of R concepts and the subsequent questions to practice those R concepts. The students in the control term learned how to use R using example scripts. In all courses and terms, the in-class sessions consisted of Socratic lecturing. Although the instructor differed between the control (2016) and treatment (2017) terms for Eco-Methods, both instructors taught from the same lecture slides. We note that, in 2015, instructor D.S.S. taught R from the same example scripts as M.K.T. in 2016, and their teaching evaluations were comparable between these two years, suggesting that there was not a strong effect of instructor identity.

Homework Assignments
We designed 10 homework assignments for Biostatistics and seven homework assignments for Eco-Methods. In each of these assignments, we applied CLT hoping to 1) reduce the extraneous load of students by taking advantage of the split-attention effect, the worked-example effect, and the completion effect; 2) reduce the intrinsic load of the material by managing the element interactivity; and 3) increase the germane load by scaffolding the material with self-explanation questions (see examples in Box 1 and Appendix 1 in the Supplemental Material; all materials have been submitted to CourseSource). We scaffolded across assignments in two ways: 1) we scaffolded the content across the assignments to make sure that each assignment had a lower intrinsic load, but by the end of the course, the students had skills on data wrangling, data visualization, and tests; and 2) we provided only partially completed problems when we first introduced a concept to the students.

Surveys
We evaluated students’ perceptions of their self-motivation and ability to use R using a survey at the end of the course (Appendix 2 in the Supplemental Material). Student participation in the survey was requested by L.M.G., who was not a course instructor or teaching assistant, during lecture time. We did not offer any incentive to complete the survey; therefore, it was voluntary, but it also presented no cost to the students. Survey completion was anonymous, occurred during class time, and was conducted with the instructors absent from the room. Both surveys consisted of three open-ended questions and 29 closed-response questions, of which 26 were Likert-scale items measuring different constructs (e.g., self-perception in programming proficiency at the beginning and the end of the course) and three were multiple-response questions measuring self-perception in affect. After aligning the questions to the goals presented in this study, only 18 closed-response questions remained relevant to these goals; therefore, we present only the results of these 18 questions. The survey included questions on the frequency of using R before and after the course took place, as well as attitudes toward the perceived difficulty of the course and students’ emotional response to the data science material during the course.

Likert-scale items were analyzed using an ordinal logistic regression to test for differences in the response between control and treatment terms. We did 18 models, one for each Likert-scale item.

For the open-response questions, we developed hierarchical codes for each of these questions using the method described in...
Both a self-reported question from the survey and two analyses of the graphs particular to each course. For the survey question, we asked whether the students would rate their programming proficiency as “high” at the end of the course.

In Biostatistics, we evaluated whether the students learned R by analyzing whether the use of R to create graphs increased over the semester. For this analysis of the graphs in Biostatistics, we asked the students to upload and submit graphs as part of their assignments. The students were required to do nine graphs as the course progressed. For half of these graphs, the assignments walked through the code required to create a similar graph from the same data set, requiring students to only adapt this code by changing a few variables. For this set of graphs, we expected the students would use R as the main method of graphing, as they were following the example from R code. For the other half of the graphs, the students had to import the data from the textbook, then manipulate the data, and they had no walk-through on a related example graph. For this second set of graphs, the students were allowed to use any method. We then examined, for both types of graphs in Biostatistics, whether, as the course progressed, the students were more likely to use R to create their graphs over Microsoft Excel or doing them by hand. We only did this temporal comparison in the treatment group.

In Eco-Methods, we evaluated whether students learned R by analyzing whether the students customized graphs. For this analysis, we evaluated graphs produced by students for their final reports. To do these graphs, the students had to collect their own data, import the data into R, and manipulate them of the graphs particular to each course. For the survey question, we asked whether the students would rate their programming proficiency as “high” at the end of the course.

For you to think: Why did you use ‘:’ instead of ‘c’ to create a vector in ‘vector ← 1:50’?
into the correct format before plotting the graph. For these graphs, we assessed whether students were able to customize graphs relative to the example graph provided in the assignments. For example, we recorded whether the students changed the color, type of lines, font, background of their figures, and so on. For each graph “customization,” we assigned 1 point and added the total number of customizations per student. The students were not expected to emulate any graph, nor did they have specific customizations that were required for their final reports. The students were asked to perform two tests (one univariate and one multivariate) and to represent their results in graphs. The students could choose the software they used to do their analysis and graphs and for the presentation of their results (i.e., the type of graph) and the customization of their graphs. We compared the customization of graphs between the control and the treatment groups. To analyze the degree of customization of the graphs in the Eco-Methods lab reports, we summed the total number of customizations per person and then used a generalized linear mixed-effects model to test for differences between the courses. We used the number of customized elements per person as the response variable and the treatment as the fixed effect. Because the lab reports were done in groups of four students, the reports generated were not independent; therefore, we used the “group id” as the random effect. We used a Poisson family with a logarithmic link function.

Did the Introduction of R Programming Hinder the Learning of Statistics? We were also interested in determining whether the introduction of R programming would hinder the learning of statistics. Biostatistics was the only course with a final exam. We ensured that this exam had one question in common between the control and the treatment group. We then compared the scores for this question, which was a multiple-part, multiple-choice question. The students were asked how increasing the sample size affected different statistical estimates such as the SE, the SD, type II error, type I error, and power of a statistical test. This question evaluated core concepts in statistics that the students were required to understand. To analyze whether student scores on this question differed between course sections, we used a generalized linear model using a Poisson family and logarithmic link function.

Did the Students Feel That They Learned a Useful Skill? To determine whether students felt that, in learning R, they had learned a useful skill, we used three closed-response survey questions plus the open-response question. For the closed-response questions, we asked whether the student would put the treatment as the fixed effect. Because the lab reports were done in groups of four students, the reports generated were not independent; therefore, we used the “group id” as the random effect. We used a Poisson family with a logarithmic link function.

Did the Students Feel That They Learned a Useful Skill? To determine whether students felt that, in learning R, they had learned a useful skill, we used three closed-response survey questions plus the open-response question. For the closed-response questions, we asked whether the student would put the treatment as the fixed effect. Because the lab reports were done in groups of four students, the reports generated were not independent; therefore, we used the “group id” as the random effect. We used a Poisson family with a logarithmic link function.

Did the Students Learn to Use R Effectively? In Biostatistics and Eco-Methods, by the end of the course, the students who used the R assignments designed with CLT self-rated a higher proficiency in R than the control students (Biostats: $\beta = 0.86$, SE = 0.23, $p$ value = 0.0001, mean control = 1.83, mean treatment = 2.25; Eco-Methods: $\beta = 1.50$, SE = 0.51, $p$ value = 0.003, mean control = 2, mean treatment = 2.8; Figure 1). The students in the treatment group of Biostatistics had to prepare the scores for this question, which was a multiple-part, open-ended question. We found that, when the students had an example, they were able to produce a graph
of their data using R from the beginning of the term (Figure 2a). However, without an example, we found that, at the beginning of the term, they used Microsoft Excel or drew the graph by hand, but by the end of the term, the majority of the students were able to input and graph their data using R (Figure 2b).

In the analysis of the graphs in Eco-Methods, we found that students in the control and treatment cohorts did not
differ in the number of customized elements on their graphs ($\beta = -0.31$, SE = 0.24, p value = 0.19, project group as random effect).

**Did the Introduction of R Programming Hinder the Learning of Statistics?**
The treatment and control cohorts of Biostatistics did not differ in their scores on the same question in the final exam ($\beta = 0.05$, SE = 0.06, p value = 0.42, mean control = 3.99, mean treatment = 4.20).

**Did the Students Feel That They Learned a Useful Skill?**
In Biostatistics and Eco-Methods, we found that the students in the treatment group were more likely to put R as a skill in their CVs (Biostats: $\beta = 2.55$, SE = 0.27, p value = $3.79 \times 10^{-20}$, mean control = 1.38, mean treatment = 2.74; Eco-Methods: $\beta = 1.86$, SE = 0.54, p value = 0.0005, mean control = 2.22, mean treatment = 3.4; Figure 1). The students in Biostatistics in the treatment group were also more likely to continue using R in their future graduate and undergraduate studies ($\beta = 2.30$, SE = 0.26, p value = $7.91 \times 10^{-19}$, mean control = 1.65, mean treatment = 3.06; Figure 1). In Eco-Methods, the treatment and control students did not differ in how likely they were to continue to use R for their own projects, but both were between moderately and very likely to continue using it ($\beta = -0.18$, SE = 0.48, p value = 0.71, mean control = 3.67, mean treatment = 3.52; Figure 1). In Biostatistics, we found that students who used R were more likely to use the software outside class than students who used JMP ($\beta = 1.37$, SE = 0.24, p value = $1.34 \times 10^{-28}$, mean control = 1.68, mean treatment = 2.59; Figure 1). In Eco-Methods, the treatment and control students did not differ in how often they used R outside class, but both used R either monthly or weekly ($\beta = -0.48$, SE = 0.53, p value = 0.36, mean control = 3.69, mean treatment = 3.18; Figure 1).

In the open-response question for Biostats students, in which we asked the students what would they change about the way the course was taught, we identified the theme “Course should use other software (theme A),” which had 47 responses in total (control = 47 out of 157 students, 30%; treatment = 0 out of 117 students, 0%). In Biostatistics, the control cohort learned JMP in the labs, whereas the treatment cohort learned R. All of the responses in this category came from students who learned JMP. Of these students, 30% wanted to use another software; the students mentioned both R and Excel in their answers.

**Did the Students Feel Positive or Negative Emotions When Using R?**
We found that both the Biostatistics and the Eco-Methods students in treatment cohorts had more positive feelings than the students who were taught JMP (Biostatistics) or R (Eco-Methods) traditionally (Biostats: $\beta = 0.94$, SE = 0.19, p value = $6.88 \times 10^{-20}$, mean control = 0.25, mean treatment = 0.46; Eco-Methods: $\beta = 1.11$, SE = 0.33, p value = 0.0008, mean control = 0.26, mean treatment = 0.53). Specifically, the students in the Biostatistics treatment cohort felt more excited, happy, motivated, proud, and less bored, and the students in the Eco-Methods experimental cohort felt less frustrated (Table 2).

### TABLE 2. Treatment students in Biostatistics significantly felt less bored and more excited, happy, motivated and proud than control students, while treatment students in Eco-Methods felt less frustrated than control students

| Emotion       | Biostatistics | Eco-Methods | p value | p value |
|---------------|---------------|-------------|---------|---------|
| Angry         | 0.02          | 0.98        |         |         |
| Annoyed       | 0.005         | 0.73        | 0.59    |         |
| Anxious       | 0.55          | 1.45        | 0.45    |         |
| Bored         | 6.52          | 0.03**      |         |         |
| Excited       | 17.94         | <0.001***   | 0.20    | 0.66    |
| Frustrated    | 0.51          | 0.01**      | 10.89   | 0.01**  |
| Happy         | 8.92          | 0.009***    |         |         |
| Motivated     | 30.04         | <0.001***   | 3.73    | 0.16    |
| Overwhelmed   | 1.05          | 1.33        | 0.45    |         |
| Proud         | 10.66         | 0.26        | 0.66    |         |
| Scared        | 0.001         | 0.98        |         |         |
| Supported     | 3.52          | 5.24        | 0.10    |         |
| Supported     | 1.53          | 0.29        | 0.66    |         |

*p value and p value of the $\chi^2$ test are given for each emotion. The p values were corrected for multiple comparisons using the false discovery rate. Blank cells had fewer than 10 responses. ***, $p < 0.001$.***

**Did the Students Like the R Assignments and the Way R Was Taught?**
The survey had an open-response question, asking the students what would they keep about the way that R was taught. In Biostatistics, we identified a theme wherein the students suggested, “Keep some part of the canvas R assignments (theme K),” which had 49 responses (42% of the students; control = 0 out of 157 students, 0%; treatment = 49 out of 117 students, 42%). In particular, 18 students suggested to keep the walk-throughs; 12 students, the detailed instructions; five students, the step-by-step questions; and three students, the fill-in-the-blank questions, the expected codes, and graphs. Four students mentioned the assignments were informative and not overwhelming. In Eco-Methods, we identified multiple themes related to our aim. First, the students suggested that “R was taught well (theme C),” which had 21 responses (control = 4 out of 27 students, 15%; treatment = 17 out of 30 students, 57%). Second, the students also suggested that “they liked having an R Workshop (theme E),” which had 19 responses (control = 15 out of 27, 56%; treatment = 4 out of 30, 13%). Here, we found that the students liked having the first in-lab session devoted to learning to start using R, which occurred for both the treatment and the control groups. Third, the students also suggested that they “liked the R/stats assignments (theme I),” which had 16 responses (control = 2 out of 27, 7%; treatment = 14 out of 30, 47%). Fourth, the students mentioned that they were “grateful to have learned R (theme F),” which had five responses (control = 2 out of 27, 7%; treatment = 3 out of 30, 10%). Finally, the students found that “learning packages/analyses/functions was useful,” which had four responses (control = 2 out of 27, 7%; treatment = 2 out of 30, 6%).

**DISCUSSION**
Overall, we found that students not only learned to use R, but also that they themselves felt that this was a valuable skill and were motivated when working on the assignments. In this
study, we did two major interventions. First, we compared two cohorts who used either R (using CLT) or JMP (point-and-click software) in Biostatistics. Second, we compared two cohorts who used either R in a traditional way or R using CLT in Eco-Methods. Our studies support the idea that R can be introduced into biostatistics courses and that CLT seems to be a valuable method to introduce programming into biostatistics. In general, the results from both of our courses support the idea that introducing R in any way (either a traditional way or using CLT) is beneficial to the students. We found no evidence that the students who used R performed worse on the question on the final exam (in Biostatistics), suggesting that their learning of statistics was equivalent. However, we only used one question on the final exam. Future studies should study this question more thoroughly, as the main limitation of introducing R programming into biostatistics is the potential negative effect it could have in the learning of statistics.

Our assessment of the effect of using cognitive theory per se provided mixed evidence. On one hand, students in the Eco-Methods class who worked through assignments based on CLT felt less frustrated and were more likely to rate their programming proficiency as high than students who were taught R in more conventional ways (though we could not distinguish with our data alone which concept of CLT had the biggest influence). On the other hand, there was no difference in the learning of R between students taught R using CLT and those taught R using other techniques. There are two possible explanations for these conflicting results: It may be that concepts from CLT made the learning experience less emotionally taxing, but final learning outcomes did not differ, or that our measure of the learning outcomes was not sufficiently nuanced. In our study, we used the ability to input, arrange, and graph data as a measure of proficiency but, of course, recognize that this is a rather limited subset of tasks and a more expansive definition of proficiency might have yielded differences between the CLT group and the conventional methods groups in R skills. We are unaware of an agreed-upon standard for what a novice, intermediate, and advanced R user should know, and we have not yet found a data science concept inventory; we suggest developing this should be a high priority for researchers in the field of data science education.

Overall we found that students appreciated learning R, regardless of the format in which it was taught. For example, a student from the Biostatistics control group (which used the JMP program) wrote, “I wish I learned R because it seems more relevant to my degree and I wish it was part of homework and assignments” (C97). As well, those students who were taught R generally felt it was valuable; one student wrote: “I am glad [I] learned R, as [I]‘ve heard it’s very useful in biology especially” (E52, Biostatistics). Another student thought the course could be improved by adding even more R into the class as this was “probably the most useful part of this course moving forward” and “would have liked more assignments that required more problem solving” (E113, Biostatistics).

Self-determination theory states that there are multiple sources of extrinsic motivation (Ryan and Deci, 2000). When a student identifies the value or utility of a task, the extrinsic goal is self-endorsed and thus adopted. Identifying the utility of task is a form of extrinsic motivation that has been associated with greater engagement and performance and higher-quality learning, among other outcomes (Ryan and Deci, 2000). If the students perceived using R as a useful skill for their future jobs or for their careers, this could provide another source of motivation for them to learn R. From the surveys, we found that the students were more likely to put the ability to use R as a skill in their CVs. Future studies should test this assumption directly and assess whether the students find R as a useful skill and whether this is another source of motivation.

Regarding the student’s affect, we found that the students reported feeling more motivated when learning R than when learning JMP. Additionally, we found that the students felt more positive when using the treatment assignments to learn R than when either learning JMP or using only scripts to learn R. Having a positive affect toward learning can be important, because negative affect can have metacognitive effects, such as feelings of difficulty (Efklides, 2017). For example, a negative mood can increase the self-reported difficulty in math problem solving (Efklides and Petkaki, 2005). Specifically, we found that the students who used the R assignments in Biostatistics felt more excited, happy, motivated, proud, and less bored than the students who used JMP. In Eco-Methods, the students who used the CTL-based R assignments felt less frustrated than the control students who used the R scripts. Previous studies have found that, when teaching novice students, boredom and frustration were negatively correlated with learning, while transitioning between confusion and engagement were positively correlated with learning (Bosch and D’Mello, 2015). Our measure of affect was not continuous throughout the term; future studies could therefore measure affect more frequently to see whether frustration happens at key parts of the term or is evenly distributed.

The positive affect response may be due to the students liking some elements of CLT that we introduced in the assignments. For example, when we asked the students what they would keep about the way the software was taught, they wrote that they liked how the assignments “walked you through the questions almost step-by-step” (E3), how “everything was broken down and explained to a very basic level as it made it very enjoyable to learn for someone who really struggles with computer programming” (E19), and how the instructions “made sure your code was right and gave hints too if you were on the right track” (D14). Consistent with the principles behind CLT, we also found that the design of the assignments influenced whether students perceived that they were able to be successful. For example, one student wrote, “I liked the fill-in-the-blanks especially the question with the expected graphs because I could test it out and it gave me some sense of support” (E74); and another wrote, “[I] really liked how the instructions walked us through the process so it was less overwhelming” (D7).

CLT has been used successfully in a variety of courses. For example, Mason et al. (2016) used CLT to redesign a course in database systems. They found that the failing rate of mid-to-lower-performing students was reduced by 34% after the redesign on identical final exams. Student satisfaction also increased, and feedback was very positive (Mason et al., 2016). Similarly, on an advanced web applications course for graduate students, CLT was used to develop an online programming tool, and researchers found that students performed best when they were able to view examples of code during the learning of new material (Heo and Chow, 2005). When CLT was applied to teaching math to middle school students, researchers found
that student performance was improved by signaling important information, improving the aesthetic of item organization, and removing extraneous content (Gillmor et al., 2015). Previous studies on teaching programming to novice learners have also found that using CLT led to better learning as well as an increase in self-efficacy and reduction in the perception of difficulty (Mason and Cooper, 2013).

When we designed the assignments, we included multiple types of scaffolding, including procedural scaffolding (helps the learners use appropriate resources as well as tools) and metacognitive scaffolding (helps the learners to reflect about what they are learning). Metacognitive scaffolding and self-questioning have been shown to support student learning of programming (Nurulain et al., 2017).

We also note that, while the students improved substantially over the course of a semester, they were still far from mastering programming skills, and this is reflected in students’ self-assessments. This is consistent from assessments of the very popular “boot camp” format courses and workshops (Feldon et al., 2017); consistent with our experiences learning R, it appears that a single or concentrated course is unlikely to facilitate students becoming truly proficient. We suggest that a more productive strategy for teaching data science concepts would be to scaffold them throughout a university curriculum such that students are continually exposed to them in a structured and coherent manner.

Limitations

The perceptions expressed by the students may not be generalizable to a larger population. The students who were surveyed were those present on the last day of class, which may reflect a more motivated subset of the class. Furthermore, many students in the University of British Columbia biology program who take these classes are interested in medical school or graduate school, and this motivation may not extend to students situated in other environments or those enrolled in other programs. We used surveys to assess the previous skills in programming and one component of learning R; these results are based on student self-reports. Self-reports are known to have validity concerns (Fan et al., 2006), and the students in our study may have altered their responses because they knew the main purpose of the study from the consent forms. This study used only one final exam question to assess whether introducing R into biostatistics hindered the learning of R. While this question was an important concept in biostatistics, it does not measure all the concepts in biostatistics. This study was unable to control for the possibility of temporal differences in either course or that instructors differed in teaching ability (Eco-Methods). We view these explanations less likely, as similar effects were seen in both courses.

CONCLUSIONS

This is the first evidence, to our knowledge, that using CLT increased learning success for the introduction of data sciences practices and the integration of programming and biostatistics, based on two courses in an biology undergraduate program. Each course teaches different concepts in biostatistics, but we found congruent results in terms of affect and performance of the students. The findings presented here suggest that data science is of interest to students, and CLT can be useful in introducing programming not only in biostatistics but also in other courses. Even though we designed these assignments with biology students (and novice programmers) in mind, other disciplines will face the same data-heavy method demands and challenges of having to teach quantitative skills to novice undergraduate students. We think that these methods can be applied to other disciplines with discipline-specific examples.
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