Abstract—We study the problem of distributed hypothesis testing, where a team of mobile agents aims to agree on the true hypothesis (out of a finite set of hypotheses) that best explains a sequence of their local and possibly noisy observations. The setting requires collaboration among the agents through a possibly time-varying network topology due to mobility and limited communication range. Furthermore, we assume there is a subset of agents in the team that may deliberately share wrong information to undermine the team objective. We propose a distributed algorithm where each agent maintains two sets of beliefs (i.e., probability distributions over hypotheses), namely local and actual belief. In every time step, each agent first shares its actual belief in the previous time step with the other agents within its communication range. Then the algorithm updates the local belief of each agent using local observations. After that, each agent updates its actual belief as a function of its local belief and the shared actual beliefs of the other agents. We show that the actual belief for each non-adversarial agent in the proposed algorithm converges almost surely to the true hypothesis. Unlike most of the existing literature, we guarantee the convergence without a connectivity constraint of the time-varying network topology. We illustrate the proposed algorithm on a simulation of a team of unmanned aerial vehicles aiming to classify adversarial agents among themselves.

I. INTRODUCTION

Consider a team of mobile agents where each agent individually performs a given task, for example, persistent surveillance following given trajectories, as shown in Figure 1. An unknown subset of the agents is compromised where the compromised (bad) agents may behave differently. Because of the limited sensor range, noisy sensor data, and individual task constraints, it may not be reasonable to anticipate that a single non-compromised (good) agent can classify all the bad agents. Therefore, the agent team needs to identify those compromised agents in a distributed manner. Each agent can share its local information to its time-varying neighbors, i.e., other mobile agents that are within its communication range at the current time step. The required collaboration raises the question of how to process local and shared information such that every good agent will eventually converge to correctly classify the subset of bad agents. It is worth noting that the shared information could potentially come from a bad agent and thus might have been altered arbitrarily. This classification problem can be studied under the framework of distributed hypothesis testing, where each possible set of bad agents out of the set of all agents is a hypothesis.

In distributed hypothesis testing, a team of agents repeatedly makes local observations and collaboratively infers the unknown true hypothesis that generates their observations. One approach to distributed hypothesis testing is that the agents do not directly communicate with each other but instead send their local information to a fusion center for centralized processing [1], [2], [3]. However, such a setting may place large communication and computation burdens on the fusion center as the number of the agents increases. Furthermore, if the fusion center is compromised, the team objective will fail. To improve the scalability and robustness, distributed solutions where each agent communicates to its neighbors without a fusion center are growing in popularity [4], [5], [6], [7], [8], [9].

In this paper, we study a distributed hypothesis testing problem without a fusion center. In this setting, each agent maintains a belief, which is a probability distribution over hypotheses. An agent makes an observation and updates its belief according to some specific rule at each time step. The update rule makes use of the local observation and the beliefs of the neighboring agents.

Typical update rules in existing literature make use of consensus-based belief aggregation with connectivity as-
The works most related to this paper are [12] and [9], where the update rules are robust against bad agents. These bad agents are described by the Byzantine adversary model where they may have access to complete knowledge of the team task, update rule, shared information, and true hypothesis. The adversary may send arbitrarily altered beliefs in a coordinated way to undermine the team objective. In particular, this paper is inspired by [9], where each agent maintains two sets of beliefs, namely local and actual belief. The local belief is updated using a Bayesian rule based on its local observations. The actual belief is updated as a function of its local belief and neighbors’ actual beliefs. The update rule robust to adversarial agents [9] is guaranteed to converge to the true hypothesis almost surely. However, the guarantee in [9] assumes fixed network topology, i.e., the neighbors of each agent do not change over time (the extended version [13] considers a time-varying network topology but only applies in settings without an adversary agent). Furthermore, the convergence still relies on some relaxed graph-theoretic connectivity requirement of the network topology.

This paper has two main novelties compared to the existing literature for distributed hypothesis testing. First, we design a robust belief-update rule with time-varying network topology. Second, we prove that the proposed rule converges almost surely to the true hypothesis without connectivity constraints of the underlying network topology. The proposed approach also naturally extends to settings with no adversarial agents.

In contrast to [9], in the proposed update rule in order to update actual belief each agent needs to determine whether there are enough neighbors to filter out the impact of altered beliefs from bad agents. If there are, the agent will make use of the shared information. Otherwise, it will update the actual belief as the function of its local belief and previous actual belief. We give necessary conditions to guarantee almost sure convergence to the true hypothesis in the limit. The simulation with a team of unmanned aerial vehicles (UAVs) demonstrates the validity of the proposed approach.

II. PRELIMINARIES AND MODELING FRAMEWORK

In this paper, we consider a set \( \mathcal{N} = \{0, ..., N - 1\} \) of agents that are moving in a gridworld with a finite grid set \( Q \). Let \( \mathbb{Z}^{\geq 0} \) denote non-negative integers. At time step \( t \in \mathbb{Z}^{\geq 0} \), we denote \( q_{i,t} \in Q \) as the state of an agent \( i \). The movement of each agent is constrained by a directed graph \( G_{m} = (Q, E_{m}) \) where an agent can move from \( q \) to \( q' \) in one time step if and only if \( (q, q') \in E_{m} \).

For agent \( i \), its communication range is characterized by a function \( H_{i} : Q \to 2^{Q} \). Agent \( i \) at \( q \) can communicate to another agent \( j \) at \( q' \) if and only if \( q' \in H_{i}(q) \) (note that \( i \in H_{j}(q) \)). Then the network topology at time \( t \) for the team of agents is characterized by a directed graph \( G_{c,t} = (\mathcal{N}, E_{c,t}) \). An edge \( (i,j) \in E_{c,t} \subseteq \mathcal{N} \times \mathcal{N} \) if and only if \( q_{j,t} \in H_{i}(q_{i,t}) \). In such a case, we say that agent \( i \) is a neighbor of agent \( j \) at time \( t \). At any time \( t \), we denote \( \mathcal{N}_{i,t} := \{ j \in \mathcal{N} | q_{i,t} \in H_{j}(q_{j,t}) \} \subseteq \mathcal{N} \) as the set of all neighbors of agent \( i \).

There is a finite set \( \Theta \) of possible hypotheses. The total number of hypotheses is denoted as \( m = |\Theta| \). At each time step, an agent \( i \) is at a state \( q \in Q \) and makes an observation \( s \in S_{i} \) where \( S_{i} \) denotes a set of observations for agent \( i \). The probability to observe \( s \) is given by a conditional likelihood function \( l_{i}(s|\theta, q) \), where \( l_{i}(s|\theta, q) \in [0, 1] \), and \( \sum_{s \in S_{i}} l_{i}(s|\theta, q) = 1 \). We denote \( \theta^{*} \in \Theta \) as the unknown but fixed true hypothesis to be learned. Agent \( i \) has the knowledge of a set of likelihood functions \( \{l_{i}(.|\theta, q) : \theta \in \Theta, q \in Q\} \). By definition, the local likelihood function for \( \theta^{*} \) only depends on an agent’s current state \( q \). Therefore, the observation sequence for each agent is an i.i.d random process.

For each agent \( i \), from \( t = 0 \), it moves in the gridworld following a sequence of states \( (q_{i,0}, q_{i,1}, q_{i,2}, ...) \) which we denote as a local state path. It is easy to see that for any \( t \), \( (q_{i,t}, q_{i,t+1}) \in E_{m} \). In this paper, we assume each agent follows a given local state path. However, the local observation sequence that each agent makes along the local state path is a random process. We define the set of state observation paths as follows.

**Definition 1.** Given an agent \( i \) and a local state path \( (q_{i,0}, q_{i,1}, q_{i,2}, ...) \), its set of local state observation paths is defined as \( \Omega_{i} = \{ \omega_{i} : \omega_{i} = (q_{i,0}, s_{i,0}, q_{i,1}, s_{i,1}, q_{i,2}, s_{i,2}, ...), \forall s_{i} \in S_{i}, q_{i,t} \in \mathcal{N} \} \) with \( P_{\omega}(\omega) = \prod_{t=0}^{\infty} l_{i}(s_{i,t}|\theta^{*}, q_{i,t}) \). The set of global state observation paths is defined as \( \Omega = \prod_{i} \Omega_{i} \).

Within the team of agents, there is a subset of non-compromised (good) agents defined as \( G \subseteq \mathcal{N} \). Good agents follow their given state paths and the distributed hypothesis testing rule. We assume that for an agent \( i \in G \), at any time \( t \), there are at most \( f \) bad neighboring agents, even though the identities of these bad agents are not known. The bad agents are characterized by the Byzantine fault model [14]. Each of them has full access to all agents’ state paths, their local likelihood functions, any information shared over the network topology and the distributed hypothesis testing rule used by the team. If an agent is bad, it may follow a different but known state path. To prevent the team of agents from achieving the hypothesis testing objective, bad agents may collaboratively share arbitrarily altered information to their neighbors.

The objective of this paper is to design a distributed hypothesis testing rule, such that when \( t \to \infty \), every agent \( i \in G \) is able to determine the true hypothesis \( \theta^{*} \in \Theta \) almost surely. To this end, we introduce the following definitions.

**Definition 2.** Kullback–Leibler (KL) divergence \( D(P_{1}||P_{2}) \) of two discrete probabilistic distributions \( P_{1} \) and \( P_{2} \) is given...
Algorithm 1: Resilient Distributed Hypothesis Testing (RDHT)

input: Agent $i$, its location $q_{i,t+1}$, neighbor set $N_{i,t+1}$, and observation $s_{i,t+1}$.

1 for $\theta \in \Theta$ do
2 \hspace{1em} Compute the new local belief
3 \hspace{2em} $b^i_{l,t+1}(\theta) = \frac{l_i(s_{i,t+1}|\theta,q_{i,t+1})b^i_{l,t}(\theta)}{\sum_{p=1}^{m} l_i(s_{i,t+1}|\theta,p,q_{i,t+1})b^i_{l,t}(\theta_p)}$. (3)
4 \hspace{1em} $\triangleright$ Local belief update with Bayesian rule;
5 if for all $\theta' \neq \theta$, $|S(\theta,\theta') \cap N_{i,t+1}| \geq 2f+1$ then
6 \hspace{2em} Sort $\{b^j_{l,t+1}(\theta)|j \in N_{i,t+1}\}$;
7 \hspace{2em} Remove $f$ neighboring agents with the lowest beliefs and save the rest agents to $N_{i,t+1}^\theta$;
8 \hspace{2em} Compute the new actual belief
9 \hspace{3em} $b^i_{a,t+1}(\theta) = \min\{\{b^j_{a,t}(\theta)|j \in N_{i,t+1}^\theta,b^i_{l,t+1}(\theta)\}$.
10 \hspace{1em} $\triangleright$ Case one for actual belief update.
11 else
12 \hspace{2em} Compute the new actual belief
13 \hspace{3em} $b^i_{a,t+1}(\theta) = \min\{b^i_{a,t}(\theta),b^i_{l,t+1}(\theta)\}$. (5)
14 \hspace{2em} $\triangleright$ Case two for actual belief update.
15 end
16 Normalize actual beliefs $b^i_{a,t+1}(\theta), \forall \theta \in \Theta$ so that they sum up to one.

by

\[
D(P_1||P_2) = \sum_x P_1(x) \log(\frac{P_1(x)}{P_2(x)}).
\] (1)

Definition 3. For a pair of hypothesis $\theta$ and $\theta' \in \Theta$ and an agent $i$, a location $q$ belongs to $O_i(\theta,\theta') \subseteq Q$ if $D(l_i(\cdot|\theta,q)||l_i(\cdot|\theta',q)) > 0$.

Intuitively, $O_i(\theta,\theta')$ denotes the locations where $\theta$ and $\theta'$ incur different likelihood functions and thus can be distinguished by agent $i$ based on its local observations.

Definition 4. For a pair of hypothesis $\theta$ and $\theta' \in \Theta$, a local state path $(q_{i,0}, q_{i,1}, q_{i,2}...)$ of an agent $i$, we say that agent $i$ belongs to $S(\theta,\theta') \subseteq N$ if

\[
\lim_{T \rightarrow \infty} \sum_{t=0}^{T} I(q_{i,t} \in O_i(\theta,\theta')) \rightarrow \infty,
\] (2)

where $I(\cdot)$ is the indicator function.

From Definition 4, agent $i$ belongs to the set $S(\theta,\theta')$ if it visits at least one state $q \in O_i(\theta,\theta')$ infinitely often.

III. PROPOSED ROBUST DISTRIBUTED HYPOTHESIS RULE

Following [9], before making an observation at time $t+1$, agent $i$ maintains a local and an actual belief:

- The local belief $b^l_{i,t}(\theta) : \Theta \rightarrow [0,1], \sum_{\theta \in \Theta} b^l_{i,t}(\theta) = 1$.
- The actual belief $b^a_{i,t}(\theta) : \Theta \rightarrow [0,1], \sum_{\theta \in \Theta} b^a_{i,t}(\theta) = 1$.

At $t = 0$, $b^l_{i,0}$ and $b^a_{i,0}$ are initialized according to some a priori distribution.

In this section, we propose an algorithm that describes the update rule for the local and actual beliefs of each agent. The procedure is summarized in Algorithm 1. At time $t+1$, suppose agent $i$ is at $q_{i,t+1}$ and its observation is $s_{i,t+1}$, the algorithm proceeds as follows.

For each $\theta \in \Theta$, as shown in Line 2 of Algorithm 1, we first update the local belief $b^l_{i,t+1}(\theta)$ with equation (3) following Bayesian rule with likelihood functions $l_i(s|\theta,q)$ for every $\theta \in \Theta$, where $s = s_{i,t+1}$ and $q = q_{i,t+1}$.

Then we move on to update the actual belief as shown from Line 3 to Line 7 of Algorithm 1. The actual belief $b^a_{i,t+1}(\theta)$ is updated according to one of the two cases. As shown in Line 3, if for all $\theta' \neq \theta$, $|S(\theta,\theta') \cap N_{i,t+1}| \geq 2f+1$, then agent $i$ updates its actual belief in case one. We first sort $b^a_{j,t+1}(\theta)$ for all $j \in N_{i,t+1}$, then remove $f$ neighbors with the lowest actual beliefs on $\theta$. We denote the set of remaining neighbors as $N_{i,t+1}^\theta$. Then the new actual belief is computed as in (4). On the other hand, if the condition for case one is not satisfied, the actual belief is updated in case two as shown in Line 7 of Algorithm 1. In (5), the actual belief is updated with the smaller value between the newly updated local belief and the actual belief at time $t$. Then we normalize the actual beliefs to make sure they sum up to one.

The following theorem guarantees that Algorithm 1 almost surely asymptotically convergences to the true hypothesis.

**Theorem 1.** For a given agent $i \in G$ and its corresponding local state path $(q_{i,0}, q_{i,1}, q_{i,2}...)$, suppose the following conditions hold.

1) The initial beliefs $b^1_{i,0}(\theta) > 0$ and $b^1_{i,0}(\theta) > 0$ for any $\theta \in \Theta$ and any agent $i$.
2) For any agent $i$, if case one in Algorithm 1 happens only finitely often for a hypothesis $\theta \in \Theta$, then $i \in S(\theta,\theta')$ for any $\theta' \neq \theta$.

Then Algorithm 1 ensures that $b^a_{i,t}(\theta^*) \rightarrow 1$ almost surely for any good agent $i \in G$ as $t \rightarrow \infty$.

We start with the following lemma before proving Theorem 1.

**Lemma 1.** Consider a good agent $i \in G$, a local state path $(q_{i,0}, q_{i,1}, q_{i,2}...)$ and a pair of hypotheses $\theta^*$ and $\theta$, where $\theta^*$ denotes the true hypothesis. If $b^1_{i,0}(\theta^*) > 0$ and $i \in S(\theta,\theta^*)$, the following holds.

\[
b^l_{i,t}(\theta) \rightarrow 0 \text{ almost surely},
\] (6)

and

\[
b^l_{i,t}(\theta^*) > 0 \text{ for all } t \text{ almost surely.}
\] (7)
Proof. For any good agent $i \in G$, we define
\[
\rho_{i,t}(\theta) = \log \frac{b^i_{i,t} (\theta)}{b^i_{i,t} (\theta^*)}, \quad \text{and} \quad \lambda_{i,t}(\theta) = \frac{l_i(s_{i,t}|\theta, q_{i,t})}{l_i(s_{i,t}|\theta^*, q_{i,t})}.
\]
(8)

Note that $l_i(s_{i,t}|\theta^*, q_{i,t}) > 0$ for all $t$, $q_{i,t}$ and $s_{i,t}$ since $\theta^*$ is the true hypothesis that generates the observation $s_{i,t}$. Therefore, we know that for any finite $t$, $b^i_{i,t} (\theta^*) > 0$ and (8) is always well-defined. Then according to the local belief-update rule (3), we have the following equation
\[
\rho_{i,t+1}(\theta) = \rho_{i,t}(\theta) + \lambda_{i,t}(\theta)
\]
which yields
\[
\rho_{i,t+1}(\theta) = \rho_{i,0}(\theta) + \sum_{j=0}^{t} \lambda_{i,j}(\theta).
\]
(9)

Note that according to equation (2), there are cases where $q_{i,t} \notin O_i(\theta, \theta^*)$, which implies
\[
l_i(.|\theta^*, q_{i,t}) = l_i(.|\theta, q_{i,t}).
\]
In this case, $\lambda_{i,t}(\theta) = 0$ and does not contribute to the sum in (9). Therefore, we may only focus on the case where $q_{i,t} \in O_i(\theta, \theta^*)$ and thus $\lambda_{i,t}(\theta) \neq 0$.

Note that $\{\lambda_{i,t}(\theta)\}$ is a sequence of independent random variables. For a given $t$, we have
\[
E_{\theta^*}[\lambda_{i,t}(\theta)] = -D(l_i(.|\theta^*, q_{i,t}) || l_i(.|\theta, q_{i,t})).
\]

We denote a set $Q_\infty \subseteq Q$ for those locations where $\theta$ and $\theta^*$ can be differentiated and are visited infinite times by agent $i$. Formally,
\[
Q_\infty := \{q|q \in O_i(\theta, \theta^*) \text{ and } \lim_{T \to \infty} \sum_{t=0}^{T} I(q_{i,t} = q) \to \infty \}.
\]

We claim that $Q_\infty$ is non-empty by contradiction. If $Q_\infty$ is empty, it implies that none of the states $q \in O_i(\theta, \theta^*)$ is visited infinitely often, which violates the condition implied by $i \in S(\theta, \theta^*)$ and equation (2).

For any $q \in Q_\infty$, the following is true based on the strong law of large numbers.
\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} I(q_{i,t} = q) \lambda_{i,t}(\theta) = -D(l_i(.|\theta^*, q) || l_i(.|\theta, q)) \text{ almost surely.}
\]
(10)

We divide both sides of (9) by $t$ and take the limit which yields
\[
\lim_{T \to \infty} \frac{1}{T} \rho_{i,T+1}(\theta) = \lim_{T \to \infty} \frac{1}{T} (\rho_{i,0}(\theta) + \sum_{t=0}^{T} \lambda_{i,t}(\theta)) \\
= \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T} \lambda_{i,t}(\theta) \\
= - \sum_{q \in Q_\infty} D(l_i(.|\theta^*, q) || l_i(.|\theta, q)) \text{ almost surely.}
\]
(11)

Note that for those $q \in O_i(\theta, \theta^*)$ but $q \notin Q_\infty$, their contribution in (11) is zero since they are only visited finite number of times. By definition of $O_i(\theta, \theta^*)$, we know that $D(l_i(.|\theta^*, q) || l_i(.|\theta, q)) > 0$ for $q \in O_i(\theta, \theta^*)$. Then from (11), $\rho_{i,t+1}(\theta) \to -\infty$ almost surely which implies $b^i_{i,t}(\theta) \to 0$ almost surely and proves (6).

For those $\theta \in \Theta$ where
\[
\lim_{T \to \infty} \sum_{t=0}^{T} I(q_{i,t} \in O_i(\theta, \theta^*)) < \infty,
\]
(12)
i.e., $i \notin S(\theta, \theta^*)$, we define a set
\[
\Theta := \{\theta|i \notin S(\theta, \theta^*)\}
\]
to include all such $\theta$ that agent $i$ is not able to differentiate. Then for each $\theta \in \Theta$, there must exist a time $T_{\theta}$ such that
\[
\lim_{T \to \infty} \sum_{t=T_{\theta}+1}^{T} I(q_{i,t} \in S(\theta, \theta^*)) = 0.
\]
That is, there exists a time $T_{\theta}$ after which agent $i$ will never visit any position that can differentiate $\theta$ and $\theta^*$. Given any local state observation path $\omega_i = \{(q_{i,0}, s_{i,0}), (q_{i,1}, s_{i,1}), \ldots\}$ where (6) holds, it is immediate from (9) that
\[
\lim_{t \to \infty} \rho_{i,t}(\theta) = \rho_{i,0}(\theta) + \sum_{j=0}^{T_{\theta}} \lambda_{i,j}(\theta) = C_{\theta, \omega_i} < \infty
\]
(13)
for some constant $C_{\theta, \omega_i}$ that depends on both $\theta$ and $\omega_i$ due to the term $\lambda_{i,j}(\theta)$. For a fixed $\omega_i$, it is then possible to find $\lim_{t \to \infty} b^i_{i,t}(\theta^*)$ from (13) which is nonzero. When combining with the fact that $b^i_{i,t}(\theta^*)$ is nonzero for any finite $t$, we conclude that (7) is proved.

Remark 1. If we define a set of global state observation path $\Omega \subseteq \Omega$ such that $\omega \in \Omega$ if and only if for any good agent $i$,
\begin{itemize}
  \item for each $\theta \neq \theta^*$, if $i \in S(\theta, \theta^*)$, $b^i_{i,t}(\theta) \to 0$,
  \item $\lim_{t \to \infty} b^i_{i,t}(\theta^*)$ exists with a given $\omega_i$.
\end{itemize}
From Lemma 1 we know that $\Omega$ has measure one.

Lemma 1 also states that for a good agent $i \in G$, its local belief $b^i_{i,t}(\theta^*) > 0$ for all $t$ almost surely. But is it possible for the bad agents to influence their neighboring good agents such that the good agent’s actual beliefs on $\theta^*$ are set to zero? The following lemma shows that this cannot happen with the proposed belief-update rule.

Lemma 2. For any good agent $i \in G$, $b^i_{i,t}(\theta^*) > 0$ for all $t$ almost surely.

Proof. We prove this lemma by contradiction. Suppose there is a time $t$ where $b^i_{i,t}(\theta^*) = 0$ for the first time for any good agent $i$. From Lemma 1 we know that $b^i_{i,t-1}(\theta^*) > 0$ and $b^i_{i,t-1}(\theta^*) > 0$. Consequently from (5) it immediately follows that it cannot happen in case two in Algorithm 1.

Therefore we infer that $b^i_{i,t}(\theta^*) = 0$ can only result from an update in case one in Algorithm 1. From (4), this is only possible when $\min_{j \in \mathcal{N}_{i,t}^{\star}} \{b^j_{j,t-1}(\theta^*)\} = 0$. Note that in case
one, we remove $f$ number of lowest beliefs on $\theta^*$ as in Line 5 of Algorithm 1. In the worst case, we remove all the $f$ actual beliefs that are zero from the bad agents. Then what is left are the actual beliefs from good agents, which are nonzero from the definition of this time $t$. For all other cases, the removed $f$ actual beliefs must contain nonzero entries, which implies that all the beliefs for agents in $N_{i,t}^{0^*}$ are nonzero as well since they are sorted. In either case, we have that $\min_{j \in N_{i,t}^{0^*}} \{b^j_{i,j-1}(\theta^*)\} > 0$ which leads to a contradiction.

IV. PROOF TO THEOREM 1

Now we are ready to give the proof for Theorem 1. We are interested in state observation path set $\Omega$ as defined in Remark 1 since $\Omega$ has measure one.

The proof consists of two parts. First, we prove that the actual belief over the true hypothesis $b^i_{t,i}(\theta^*)$ for any good agent $i$ is lower-bounded. Then we show that the actual belief over the rest of the hypotheses will become arbitrarily small. These two parts together are sufficient to prove that the $b^i_{t,i}(\theta^*)$ will be arbitrarily close to one with probability one.

We fix a path $\omega \in \Omega$ and define $\delta_1 = \min_{i \in G} \lim_{t \to \infty} b^i_{t,i}(\theta^*)$. Then for each good agent $i \in G$, there exists a time $t_i$ and a constant $\alpha$, such that for all $t \geq t_i$, we have $b^i_{t,i}(\theta^*) \geq \delta_1 - \alpha$ where $\alpha < \delta_1$. We define

$$\bar{t}_1 = \max_{i \in G} t_i.$$  

We also define $\delta_2 = \min_{i \in G} b^i_{t,i}(\theta^*)$. By Lemma 2 we know $\delta_2 > 0$. We further define

$$\delta = \min \{\delta_1 - \alpha, \delta_2\}.$$  

Then at $t = \bar{t}_1 + 1$, in Algorithm 1, for actual belief update, either case one or case two happens. If case one happens, (4) is used to update the belief for $\theta^*$, then we will have

$$b^i_{t+1,i}(\theta^*) = \min \{\{b^j_{t,j}(\theta^*)\}_{j \in N_{i,t}^{\theta^*}}, b^i_{t,i}(\theta^*)\} \geq \delta.$$  

(16) is true despite possible altered actual beliefs from $f$ bad agents because in the update rule for case one, there is at least one good agent $i \in G$ in $N_{i,t}^{0^*}$ since we only eliminate $f$ smallest beliefs and we have at least $2f + 1$ neighbors. As a result, the beliefs remaining in $N_{i,t}^{\theta^*}$ are lower-bounded by $\delta$.

If case two happens in Algorithm 1, (5) is used and we have

$$b^a_{t,i}(\theta^*) = \min \{\{b^a_{t,i}(\theta^*)\}, b^i_{t,i}(\theta^*)\} \geq \delta.$$  

Therefore, no matter which case occurs, we have $b^i_{t,i}(\theta^*) \geq \delta$ before normalization. Then we perform normalization as required in Line 8 of Algorithm 1 and can derive the following

$$\frac{b^a_{t+1,i}^{\theta^*}(\theta_p)}{\sum_{p=1}^{m} b^a_{t+1,i}^{\theta^*}(\theta_p)} \geq \frac{\delta}{\sum_{p=1}^{m} b^a_{t+1,i}^{\theta^*}(\theta_p)} \geq \frac{\delta}{\sum_{p=1}^{m} b^a_{t+1,i}^{\theta^*}(\theta_p)} = \delta.$$  

Since for all $t \geq \bar{t}_1$, we have $b^i_{t,i}(\theta^*) \geq \delta$, by induction, we can claim that

$$b^i_{t,i}(\theta^*) \geq \delta, \forall t \geq \bar{t}_1, \forall i \in G.$$  

Now we are ready to prove the second part, which establishes the fact that the beliefs for hypotheses other than the $\theta^*$ are upper-bounded. We pick a small $\epsilon < \delta$. Given a hypothesis $\theta \neq \theta^*$, for any agent $i \in S(\theta, \theta^*)$, by Lemma 1, we know that there exists a time $t^j$, such that

$$b^j_{t,i}(\theta) \leq \epsilon^3, \forall t \geq t^j.$$  

We further define

$$\bar{t}_2 = \max \{\bar{t}_1, \max_{i \in S(\theta, \theta^*)} \{t^j\}\}.$$  

Note that since $\bar{t}_2 \geq \bar{t}_1$, from (19) we have that

$$b^a_{t+1,i}(\theta) = \min \{\{b^a_{t,i}(\theta)\}_{j \in N_{t+1,i}}^{\theta^*}, b^a_{t+1,i}(\theta)\} \leq \epsilon^3.$$  

(21) Note that (21) holds even with altered actual beliefs shared from up to $f$ bad agents following a similar reasoning with (16). From belief update condition in case one, there is at least one good agent $i \in G \cap S(\theta, \theta^*)$ in $N_{i,t}^{\theta^*}$ since we only eliminate $f$ smallest beliefs and we have at least $2f + 1$ neighbors that belong to $S(\theta, \theta^*)$. On the other hand, if Algorithm 1 is in the condition of case two, then we have

$$b^a_{t+1,i}(\theta) = \min \{b^a_{t,i}(\theta), b^a_{t+1,i}(\theta)\} \leq \epsilon^3.$$  

Therefore, no matter which case occurs, we have that

$$b^a_{t+1,i}(\theta) \leq \epsilon^3, \forall i \in S(\theta, \theta^*) \cap G.$$  

According to the update rule, we will perform normalization as follows.

$$\frac{b^a_{t+1,i}(\theta)}{\sum_{p=1}^{m} b^a_{t+1,i}(\theta)} \leq \frac{\epsilon^3}{\sum_{p=1}^{m} b^a_{t+1,i}(\theta)} \leq \frac{\epsilon^3}{\delta} < \epsilon^2.$$  

The last inequality is because $\epsilon < \delta$. Therefore, by induction we have proved that for any $i \in S(\theta, \theta^*) \cap G$,

$$b^a_{\bar{t},i}(\theta) < \epsilon^2, \forall t \geq \bar{t}_2 + 1, \forall i \in S(\theta, \theta^*).$$  

(24) For any $i \notin S(\theta, \theta^*)$ but $i \in G$, by condition 2 in Theorem 1, we know that case one will happen infinitely often. As a result, for such agent $i$, there exists a time $\bar{t}_1^i + 2$ such that case one occurs for the first time for $t \geq \bar{t}_1 + 1$. Then at $\bar{t}_1^i$, from (24) , we know that

$$b^a_{\bar{t}_1^i,i}(\theta) \leq \epsilon^2, \forall i \in S(\theta, \theta^*) \cap G.$$  

(25)
Following a similar reasoning from (21) to (23), we obtain that after normalization, for agent \( i \notin S(\theta, \theta^*) \) but \( i \in G \),

\[
b_{i,t}^a(\theta) < \epsilon.
\]

Then we define another time instant \( \bar{t}_{i,1}^0 \geq \bar{t}_{i,1}^0 + 1 \) where the case one happens for the second time for \( t \geq \bar{t}_{i,2} + 1 \). Notice that from the conditions in Theorem 1, case two could occur infinitely often as well for agent \( i \notin S(\theta, \theta^*) \). It then follows that case two happens for any \( t \in (\bar{t}_{i,1}^0, \bar{t}_{i,2}^0) \). By (5) and (26), we have that

\[
b_{i,t}^a(\theta) < \epsilon, \forall t \in (\bar{t}_{i,1}^0, \bar{t}_{i,2}^0).
\]

(27)

Combine (26) and (27) we obtain that

\[
b_{i,t}^a(\theta) < \epsilon, \forall t \in [\bar{t}_{i,1}^0, \bar{t}_{i,2}^0 - 1].
\]

(28)

Note that (28) holds trivially if \( \bar{t}_{i,1}^0 = \bar{t}_{i,2}^0 - 1 \), i.e., there is no occurrence of the case two between two consecutive case one updates. So even if case two happens only finitely often, the proof still holds. Then by induction, for agent \( i \notin S(\theta, \theta^*) \) and \( i \in G \), we have that

\[
b_{i,t}^a(\theta) < \epsilon, \forall t \geq \bar{t}_{i,1}.
\]

(29)

We further define

\[
\bar{t}_3 = \max_\theta \max_{i \notin S(\theta, \theta^*)} \bar{t}_{i,1}.
\]

Since \( \bar{t}_3 > \bar{t}_{i,2} \), we have the following result

\[
b_{i,t}^a(\theta) < \epsilon, \forall t \geq \bar{t}_3, \forall i \in G, \forall \theta \neq \theta^*.
\]

(30)

Therefore, for any \( \omega \in \hat{\Omega} \), \( \lim_{t \to \infty} b_{i,t}^a(i, t)(\theta) \rightarrow 1 \). Since the set \( \hat{\Omega} \) has measure one as established in Remark 1, the proof of Theorem 1 is complete.

Remark 2. While the proposed algorithm is among very few solutions to Byzantine-resilient distributed hypothesis testing, there is growing interest to consider Byzantine-resilient distributed machine learning, especially with distributed gradient descent [15], [16]. The main idea of the proposed algorithm is also applicable when a team of agents is deployed to perform a distributed machine learning task.

V. CASE STUDY

In this section, we consider a case study with a team of UAVs in a gridworld environment as shown in Figure 2. The objective is to identify the unknown set of compromised (bad) UAVs out of the UAV team with our proposed distributed hypothesis testing algorithm.

A. Setting

We assume that all the UAVs are at similar altitudes. Therefore, the state set \( Q \) is set of the two-dimensional locations in the gridworld. For agent \( i \) at time \( t \), its state is represented by \( q_{i,t} = [q_{1,i,t}, q_{2,i,t}] \). In this example, we assume the sensing and communication ranges are the same. Therefore, if agent \( j \) is within the sensing range of another agent \( i \), agent \( i \) can both sense agent \( j \) and share belief \( b_{i,t}^a(\cdot) \) with it.

\[\text{Fig. 2: Setting for case study: state paths depending on whether the agent is good (left) or bad (right).}\]

Figure 2 describes the specific scenario. Every agent has a communication and sensor range of 2 units, i.e., they can view the locations that are within a 5 x 5 square centered around the agent’s position \( q_i \) (see Figure 3a for an example). Each agent \( i \) could be either good or bad, therefore we define a set \( \Theta_i \), \( \Theta_i = \{0, 1\} \), where \( 0 \) denotes bad and \( 1 \) denotes good. The hypothesis set is then \( \Theta = \prod_i \Theta_i \). In this particular example all agents are good except for agent 3. Consequently, the true hypothesis \( \theta^* = (1, 1, 1, 0) \).

Each individual agent is assigned a persistent surveillance task. For any agent, depending on whether it is good or bad, it will have two different state paths as shown in Figure 2.

B. Observation Model

1) Sensor: If agent \( i \) is at \( q_i \), it will make an observation \( s_i^j \) of agent \( j \). We use \( Q_i(q_i) \subseteq Q \) to denote the set of locations that can be observed by agent \( i \) at \( q_i \). If \( q_j \in Q_i(q_i) \), the probability to get an observation \( s_i^j \) follows a probability distribution over \( Q_i(q_i) \). In this example, the probability distribution is a truncated Gaussian distribution centered around the actual location \( q_j \) of agent \( j \) and with a prescribed variance \( \sigma^2 \) (see Fig. 3a). As a result, the probability for agent \( i \) to obtain observation \( s_i^j \) is

\[
P_i(s_i^j \mid q_j) = \frac{e^{-\frac{1}{2\sigma^2} \|s_i^j - q_i\|^2}}{\sum_{q_j \in Q_i(q_i)} e^{-\frac{1}{2\sigma^2} \|q_j - q_i\|^2}}.
\]

(31)

If \( q_j \notin Q_i(q_i) \), agent \( i \) cannot observe agent \( j \) and thus obtains an empty observation, i.e., \( s_i^j = \emptyset \). To summarize, the observation \( s_i^j \) follows

\[
s_i^j = \begin{cases} q \text{ with probability } P_i(q \mid q_j) & \text{if } q_j \in Q_i(q_i), \\ \emptyset \text{ with probability } 1 & \text{otherwise}. \end{cases}
\]

(32)

From (32), we know that \( s_i^j \in Q \cup \emptyset \). The observation set \( S_i \) is then \( S_i = \bigcup_{q_j \in N_{\text{bad}}(Q \cup \emptyset)} \).

2) Likelihood Functions: At time \( t \), there are two possible locations of the agent \( j \), namely \( q_{j,t}^1 \) and \( q_{j,t}^2 \), depending on the value of \( \theta_j \in \{0, 1\} \) (see Fig. 3b).
VI. Conclusion

In this paper, we introduce a new robust distributed hypothesis testing algorithm in a time-varying network topology. Each agent makes use of both local and shared information to update its local and actual beliefs over all possible hypotheses. The proposed algorithm is simple to implement and robust to agents with Byzantine behaviors. We also prove that the algorithm guarantees almost sure convergence to the true hypothesis in the limit without global connectivity constraints. The simulation illustrates the validity of the proposed approach. Future work will perform convergence rate analysis and study how to plan the state paths of the team in a distributed manner to satisfy the convergence condition.
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