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Abstract. We give a novel construction of global solutions to the linearized field equations for causal variational principles. The method is to glue together local solutions supported in lens-shaped regions. As applications, causal Green’s operators and cone structures are introduced.
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1. Introduction

Causal variational principles were introduced in [9] as a mathematical generalization of the causal action principle, being the analytical core of the physical theory of causal fermion systems (for the general context see the reviews [11, 15], the textbooks [10, 14] or the website [1]). In general terms, given a manifold $\mathcal{F}$ together with a non-negative function $L : \mathcal{F} \times \mathcal{F} \to \mathbb{R}^+_0$, in a causal variational principle one minimizes the action $S$ given by

$$ S(\rho) = \int_{\mathcal{F}} d\rho(x) \int_{\mathcal{F}} d\rho(y) \, L(x, y) $$

under variations of the measure $\rho$ on $\mathcal{F}$, keeping the total volume $\rho(\mathcal{F})$ fixed (for the precise mathematical setup see Section 2.1 below). The support of the measure $\rho$ denoted by

$$ M := \text{supp} \, \rho \subset \mathcal{F} $$

(1.1)
has the interpretation as the underlying space or spacetime. A minimizing measure satisfies corresponding Euler-Lagrange (EL) equations (for details see the preliminaries in Section 2.1 or [14, Chapter 7]). For the detailed analysis of minimizing measures, it is very useful to consider first variations of the measure $\rho$ which preserve the EL equations. Such a variation is described by a so-called jet $v = (b, v)$, which consists of a scalar function $b$ and a vector field $v$ (for details see (2.5) in Section 2.2 below). Moreover, this jet satisfies the homogeneous linearized field equations

$$\Delta v = 0,$$

where the operator $\Delta$ is defined by

$$\Delta v(x) = \nabla \left( \int_M (\nabla_{1,v} + \nabla_{2,v}) \mathcal{L}(x, y) \, d\rho(y) - \nabla_0 s \right).$$

(1.2)

Here $s$ is a positive parameter, and the jet derivative $\nabla$ is a combination of multiplication and directional derivative (for details see again Section 2.2). For the mathematical analysis of the linearized field equations, it is preferable to include an inhomogeneity $w$, 

$$\Delta v = w.$$  

(1.3)

An introduction to the linearized equations and more details can be found in [14, Chapter 14].

In [7] the notion of weak solution was introduced, and energy methods were used to construct weak solutions locally in so-called lens-shaped regions. Moreover, global solutions were constructed under the assumptions that spacetime can be exhausted by lens-shaped regions, and that so-called shielding conditions hold. In [8], on the other hand, the existence of global foliations by surface layers was assumed. Although all these assumptions are physically sensible, they seem too strong for some applications. First, exhaustions by lens-shaped regions exclude some cases of non-trivial spacetime topology. Likewise, assuming the existence of global foliations seems too strong, because it is unclear whether a statement similar to the existence of global smooth foliations in the globally hyperbolic setting in [3] holds for causal variational principles. Second and more importantly, the shielding conditions have the disadvantage that they are quite strong and difficult to verify in the applications. This raises the important question how to construct global solutions without referring to exhaustions by lens-shaped regions and to shielding conditions. In the present paper we answer this question by giving an alternative construction of global solutions which applies under general assumptions without using shielding conditions (see Theorem 3.6). Our construction also has the advantage that it is considerably simpler, thereby also clarifying the resulting causal structure of spacetime.

The basic idea underlying our construction is to “glue together local solutions” supported in lens-shaped regions. Such gluing constructions are familiar from the theory of hyperbolic PDEs (see [20], the textbooks [6, 23, 28], [14, Chapter 13] or similarly in globally hyperbolic spacetimes [26, 27, 2]). In this setting, the uniqueness of solutions of the Cauchy problem implies that the local solutions coincide on the intersection of their domains, making it possible to obtain the global solution simply by demanding that its restriction to every lens-shaped region coincides with the respective local solution (for details see for example [14, Section 13.3]). This method does not apply in the setting of causal variational principles, because the linearized field operator (1.2) is non-local. Therefore, “localizing” a solution by multiplying with cutoff functions gives rise to error terms, which need to be controlled. Another complication is that, in
the weak formulation of the equations, the space used for testing need not be dense. Therefore, solutions are unique only up to vectors in the orthogonal complement of the test space. In particular, two solutions constructed in two lens-shaped regions will in general not coincide on the intersection of the lens-shaped regions. Therefore, it is a non-trivial task to extend the solution to the union of the two lens-shaped regions. These difficulties must be taken into account when “gluing together” local solutions.

In order to overcome these difficulties, we proceed as follows. We begin with local solutions defined in lens-shaped regions. By multiplying with a cutoff function near the future boundary and extending to zero, we obtain a global solution, however with an additional inhomogeneity near the future boundary. This construction also makes it necessary to adjust the space of admissible test functions. As will be arranged and made precise in our construction, the support of the additional inhomogeneity lies in the future of the original inhomogeneity. This allows us to proceed inductively, to the effect that, visually speaking, the support of the inhomogeneity “moves to future infinity” (see Figure 2 on page 13 and the precise statements in Section 3.2).

The paper is organized as follows. Section 2 provides the necessary preliminaries on causal variational principles and the linearized field equations. In Section 3 global solutions are constructed. In Section 4 we proceed by constructing causal Green’s operators $S^\wedge$ and $S^\vee$ as well as the causal fundamental solution $G$. We show that the properties of the operators $\Delta$ and $G$ can be summarized in the exact sequence

$$0 \to J^\text{test}_0 \xrightarrow{\Delta} J^*_0 \xrightarrow{G} J^\text{sc}_0 \xrightarrow{\Delta} J^*_\text{sc} \to 0,$$

(1.4)

where $J^\text{test}_0$ and $J^*_0$ are suitable spaces of compactly supported jets, whereas $J^\text{sc}_0$ and $J^*_\text{sc}$ have spatially compact support (see Theorem 4.1). In Section 5 we conclude the paper with a suggestion on how to construct causal cones and transitive causal structures.

2. Preliminaries

2.1. Causal Variational Principles in the Non-Compact Setting. We consider causal variational principles in the non-compact setting as introduced in [17, Section 2]. Thus we let $\mathcal{F}$ be a (possibly non-compact) smooth manifold of dimension $m \geq 1$ and $\rho$ a (positive) Borel measure on $\mathcal{F}$. Moreover, the

Lagrangian $\mathcal{L} : \mathcal{F} \times \mathcal{F} \to \mathbb{R}_0^+$

is defined as a non-negative function with the following properties:

(i) $\mathcal{L}$ is symmetric: $\mathcal{L}(x, y) = \mathcal{L}(y, x)$ for all $x, y \in \mathcal{F}$.

(ii) $\mathcal{L}$ is strictly positive on the diagonal: $\mathcal{L}(x, x) > 0$ for all $x \in \mathcal{F}$.

(iii) $\mathcal{L}$ is lower semi-continuous, i.e. for all sequences $x_n \to x$ and $y_{n'} \to y$,

$$\mathcal{L}(x, y) \leq \liminf_{n,n' \to \infty} \mathcal{L}(x_n, y_{n'}).$$

The causal variational principle is to minimize the

$$S(\rho) = \int_{\mathcal{F}^*} d\rho(x) \int_{\mathcal{F}} d\rho(y) \mathcal{L}(x, y)$$

(2.1)

under variations of the measure $\rho$, keeping the total volume $\rho(\mathcal{F})$ fixed (volume constraint). According to (1.1), spacetime $M$ is defined as the support of the measure $\rho$. It is a (not necessarily smooth) subset of $\mathcal{F}$. The notion causal in “causal variational
principles” refers to the fact that the Lagrangian induces on $M$ a causal structure given by

$$x, y \in M \text{ are } \begin{cases} \text{timelike} & \text{separated if } \mathcal{L}(x, y) > 0 \\ \text{spacelike} & \text{separated if } \mathcal{L}(x, y) = 0 \end{cases}.$$  

An important example of causal variational principles is the causal action principle for causal fermion systems (for the connection see [17, Section 2]).

If the total volume $\rho(F)$ is finite, one minimizes (2.1) over all regular Borel measures with the same total volume. If the total volume $\rho(F)$ is infinite, however, it is not obvious how to implement the volume constraint, making it necessary to proceed as follows. We need the following additional assumptions:

(iv) The measure $\rho$ is locally finite (meaning that any $x \in F$ has an open neighborhood $U$ with $\rho(U) < \infty$).

(v) The function $\mathcal{L}(x, .)$ is $\rho$-integrable for all $x \in F$, and integration gives a lower semi-continuous and bounded function on $F$.

Given a regular Borel measure $\rho$ on $F$, we can vary over all regular Borel measures $\tilde{\rho}$ with $|\tilde{\rho} - \rho|(F) < \infty$ and $|\tilde{\rho} - \rho|(F) = 0$ (where $|.|$ denotes the total variation of a measure). The existence theory for minimizers is developed in [19].

2.2. The Euler-Lagrange Equations and Jet Spaces. A minimizer of the causal variational principle satisfies the following Euler-Lagrange (EL) equations: For a suitable value of the parameter $s > 0$, the lower semi-continuous function $\ell : F \to \mathbb{R}_0^+$ defined by

$$\ell(x) := \int_F \mathcal{L}(x, y)\, d\rho(y) - s$$

is minimal and vanishes on spacetime $M := \text{supp } \rho$,

$$\ell|_M \equiv \inf_{\mathcal{T}} \ell = 0 . \quad (2.2)$$

The parameter $s$ can be understood as the Lagrange parameter corresponding to the volume constraint. For the derivation and further details we refer to [17, Section 2] or [19].

The EL equations (2.2) are nonlocal in the sense that they make a statement on the function $\ell$ even for points $x \in F$ which are far away from spacetime $M$. It turns out that for the applications we have in mind, it is preferable to evaluate the EL equations only locally in a neighborhood of $M$. This leads to the restricted EL equations introduced in [17, Section 4]. Here we give a slightly less general version of these equations which is sufficient for our purposes. In order to explain how the restricted EL equations come about, we begin with the simplified situation that the function $\ell$ is smooth. In this case, the minimality of $\ell$ implies that the derivative of $\ell$ vanishes on $M$, i.e.

$$\ell|_M \equiv 0 \quad \text{and} \quad D\ell|_M \equiv 0 \quad (2.3)$$

(where $D\ell(p) : T_p F \to \mathbb{R}$ is the derivative). In order to combine these two equations in a compact form, it is convenient to consider a pair $u := (a, u)$ consisting of a real-valued function $a$ on $M$ and a vector field $u$ along the embedding $M \hookrightarrow F$, and to denote the combination of multiplication and directional derivative by

$$\nabla_u \ell(x) := a(x) \ell(x) + (D_u \ell)(x) . \quad (2.4)$$
Then the equations (2.3) imply that $\nabla_u \ell(x)$ vanishes for all $x \in M$ and for all pairs $(a, u)$. The pair $u = (a, u)$ is referred to as a jet.

In the general lower-continuous setting, one must be careful because the directional derivative $D_u \ell$ in (2.4) need not exist. Our method for dealing with this problem is to restrict attention to vector fields for which the directional derivative is well-defined. Moreover, we must specify the regularity assumptions on $a$ and $u$. To begin with, we always assume that $a$ and $u$ are smooth in the sense that they belong to the jet space $\mathcal{J} := \{ u = (a, u) \text{ with } a \in C^\infty(M, \mathbb{R}) \text{ and } u \in \Gamma(M, T^3) \}$, (2.5)

where $C^\infty(M, \mathbb{R})$ and $\Gamma(M, T^3)$ denote the space of real-valued functions and vector fields on $M$, respectively, which admit a smooth extension to $F$.

Clearly, the fact that a jet $u$ is smooth does not imply that the functions $\ell$ or $L$ are differentiable in the direction of $u$. This must be ensured by additional conditions which are satisfied by suitable subspaces of $\mathcal{J}$ which we now introduce. First, we let $\Gamma^{\text{diff}}$ be those vector fields for which the directional derivative of the function $\ell$ exists,

$$
\Gamma^{\text{diff}} = \{ u \in C^\infty(M, T^3) \mid D_u \ell(x) \text{ exists for all } x \in M \}
$$

(in typical applications, this space is non-zero, as one sees in the example of the smooth compact setting in [14, Section 6.2]). This gives rise to the jet space $\mathcal{J}^{\text{diff}} := C^\infty(M, \mathbb{R}) \oplus \Gamma^{\text{diff}} \subseteq \mathcal{J}$.

For the jets in $\mathcal{J}^{\text{diff}}$, the combination of multiplication and directional derivative in (2.4) is well-defined. Next, we choose a linear subspace $\mathcal{J}^{\text{test}} \subset \mathcal{J}^{\text{diff}}$ with the property that its scalar and vector components are both vector spaces, i.e.

$$
\mathcal{J}^{\text{test}} = C^{\text{test}}(M, \mathbb{R}) \oplus \Gamma^{\text{test}} \subseteq \mathcal{J}^{\text{diff}}
$$

with subspaces $C^{\text{test}}(M, \mathbb{R}) \subset C^\infty(M, \mathbb{R})$ and $\Gamma^{\text{test}} \subset \Gamma^{\text{diff}}$. We assume that the scalar component is nowhere trivial in the sense that

for all $x \in M$ there is $a \in C^{\text{test}}(M, \mathbb{R})$ with $a(x) \neq 0$.

The restricted EL equations read (for details cf. [17, (eq. (4.10))])

$$
\nabla_u \ell |_M = 0 \quad \text{for all } u \in \mathcal{J}^{\text{test}}.
$$

The purpose of introducing $\mathcal{J}^{\text{test}}$ is that it gives the freedom to restrict attention to the portion of information in the EL equations which is relevant for the application in mind.

Before going on, we point out that the restricted EL equations (2.6) do not hold only for minimizers, but also for critical points of the causal action. With this in mind, all methods and results of this paper do not apply only to minimizers, but more generally to critical points of the causal variational principle. For brevity, we also refer to a measure with satisfies the restricted EL equations (2.6) as a critical measure.

We conclude this section by introducing a few other jet spaces which will be needed later on. It is useful to define the differentiability properties of the jets by corresponding differentiability properties of the Lagrangian. When considering higher derivatives, we always choose charts and work in components. For ease in notation, we usually omit all vector and tensor indices. But one should keep in mind that, from now on, we always work in suitably chosen charts. Here and throughout this paper, we use the following conventions for partial derivatives and jet derivatives:
Partial and jet derivatives with an index \(i \in \{1, 2\}\), as for example in (2.7), only act on the respective variable of the function \(L\). This implies, for example, that the derivatives commute,
\[
\nabla_1 v \nabla_1 u L(x, y) = \nabla_1 u \nabla_1 v L(x, y).
\]

The partial or jet derivatives which do not carry an index act as partial derivatives on the corresponding argument of the Lagrangian. This implies, for example, that
\[
\nabla u \int_F \nabla_1 v L(x, y) \, d\rho(y) = \int_F \nabla_1 u \nabla_1 v L(x, y) \, d\rho(y).
\]

We point out that, in contrast to the method and conventions used in [17], jets are never differentiated.

We next introduce the jet spaces \(J^\ell\), where \(\ell \in \mathbb{N} \cup \{\infty\}\) can be thought of as the order of differentiability if the derivatives act simultaneously on both arguments of the Lagrangian:

**Definition 2.1.** For any \(\ell \in \mathbb{N}_0 \cup \{\infty\}\), the jet space \(J^\ell \subset J\) is defined as the vector space of jets with the following properties:

(i) For all \(y \in M\) and all \(x\) in an open neighborhood of \(M\), the directional derivatives
\[
(\nabla_1 v_1 + \nabla_2 v_2) \cdots (\nabla_1 v_p + \nabla_2 v_p) L(x, y)
\]
computed componentwise in charts around \(x\) and \(y\) exist for all \(p \in \{1, \ldots, \ell\}\) and all \(v_1, \ldots, v_p \in J^\ell\). Here the subscripts 1, 2 refer to the derivatives acting on the first and on the second argument of \(L(x, y)\) respectively.

(ii) The functions in (2.7) are \(\rho\)-integrable in the variable \(y\), giving rise to locally bounded functions in \(x\). More precisely, these functions are in the space \(L^\infty_{\text{loc}}(M, L^1(M, d\rho(y)); d\rho(x))\).

(iii) Integrating the expression (2.7) in \(y\) over \(M\) with respect to the measure \(\rho\), the resulting function (defined for all \(x\) in an open neighborhood of \(M\)) is continuously differentiable in the direction of every jet \(u \in J^{\text{test}}\).

Finally, compactly supported jets are denoted by a subscript zero, like for example
\[
J^{\text{test}}_0 := \{u \in J^{\text{test}} | u \text{ has compact support}\}.
\]

### 2.3. The Linearized Field Equations

In words, the **homogeneous linearized field equations** describe variations of the measure \(\rho\) which preserve the EL equations. In order to make this statement mathematically precise, we consider variations where we multiply \(\rho\) by a non-negative function and take the push-forward with respect to a mapping from \(M\) to \(\mathcal{F}\). Thus we consider families of measures \((\tilde{\rho}_r)_{r \in (-\delta, \delta)}\) of the form
\[
\tilde{\rho}_r = (F_r)_*(f_r \rho),
\]
where \(f\) and \(F\) are smooth,
\[
f \in C^\infty((-\delta, \delta) \times M, \mathbb{R}^+) \quad \text{and} \quad F \in C^\infty((-\delta, \delta) \times M, \mathcal{F}),
\]
and have the properties \(f_0(x) = 1\) and \(F_0(x) = x\) for all \(x \in M\) (here the push-forward measure is defined for a subset \(\Omega \subset \mathcal{F}\) by \(((F_r)_*, \rho)(\Omega) = \rho(F_r^{-1}(\Omega))\); see for example [5].
Demanding that the family of measures (2.9) is critical for all $\tau$ implies that the jet $v$ defined by

$$v(x) := \left. \frac{d}{d\tau} \left( f_\tau(x), F_\tau(x) \right) \right|_{\tau=0}$$

satisfies the linearized field equations

$$0 = \langle u, \Delta v \rangle(x) := \nabla_u \left( \int_M \left( \nabla_{1,\sigma} + \nabla_{2,\sigma} \right) \mathcal{L}(x, y) \, d\rho(y) - \nabla_{\sigma} \mathcal{S} \right)$$  \hspace{1cm} (2.10)

for all $u \in \mathcal{J}^{\text{test}}$ and all $x \in M$ (for the derivation see [13, Section 3.3] and [17, Section 4.2]). Since these equations hold pointwise in $x$, we here refer to these equations as the **strong** equations (in distinction of the weak equations obtained by testing and integrating; see Section 2.5 below).

The **inhomogeneous** linearized field equations are obtained by adding an inhomogeneity on the right side of the homogeneous equations (2.10), i.e.

$$\langle u, \Delta v \rangle|_M = \langle u, w \rangle$$  \hspace{1cm} (2.11)

One way to give the right side of this equation a precise meaning is to regard $w$ as a dual jet, so that $\langle u, w \rangle$ is a dual pairing (for details see [7, Sections 2.2. and 2.3]). In what follows, it is more suitable to identify jets and dual jets by a scalar product (for details see [7, Section 3.2]). To this end, we let $\Gamma_x$ be the subspace of the tangent space spanned by the test jets,

$$\Gamma_x := \{ u(x) \mid u \in \Gamma^{\text{test}} \} \subset T_x \mathcal{F}.$$  

We introduce a Riemannian metric $g_x$ on $\mathcal{J}_x$. This Riemannian metric also induces a pointwise scalar product on the jets. Namely, setting

$$\langle v, \tilde{v} \rangle_x := b(x) \tilde{b}(x) + g_x(v(x), \tilde{v}(x))$$  \hspace{1cm} (2.12)

we obtain the scalar product on $\mathcal{J}_x$

$$(v, \tilde{v}) : \mathcal{J}_x \times \mathcal{J}_x \to \mathbb{R}, \quad (v, \tilde{v})_x := b(x) \tilde{b}(x) + g_x(v(x), \tilde{v}(x)).$$

Using this scalar product, the inhomogeneity in (2.11) is well-defined for any jet $w \in \mathcal{J}^{\text{test}}$. We point out that the inhomogeneous equation (2.11) is again evaluated pointwise for every $x \in M$. Therefore, we refer to it as the **strong** linearized field equations. For brevity, sometimes we leave out the pointwise testing and write this equation in the shorter form (1.3).

### 2.4. Surface Layer Integrals.

Surface layer integrals were first introduced in [16] as double integrals of the general form

$$\int_{\Omega} \left( \int_{\partial \mathcal{M}\setminus\Omega} \left( \cdots \right) \mathcal{L}_\kappa(x, y) \, d\rho(y) \right) \, d\rho(x),$$  \hspace{1cm} (2.13)

where $(\cdots)$ stands for a suitable differential operator formed of jets. A surface layer integral generalizes the concept of a surface integral over $\partial \Omega$ to the setting of causal fermion systems. The connection can be understood most easily in the case when $\mathcal{L}_\kappa(x, y)$ vanishes unless $x$ and $y$ are close together. In this case, we only get a contribution to (2.13) if both $x$ and $y$ are close to the boundary of $\Omega$. A more detailed explanation of the idea of a surface layer integral is given in [16, Section 2.3].

We now recall those surface layer integrals for jets which will be of relevance in this paper.
Definition 2.2. We define the following surface layer integrals,
\[ \sigma^\Omega : J_0^\text{test} \times J_0^\text{test} \to \mathbb{R} \quad \text{(symplectic form)} \]
\[ \sigma^\Omega(u, v) = \int_\Omega d\rho(x) \int_{M\setminus\Omega} d\rho(y) \left( \nabla_{1,u} \nabla_{2,v} - \nabla_{2,u} \nabla_{1,v} \right) \mathcal{L}(x, y) \]
\[ (\cdot, \cdot)^\Omega : J_0^\text{test} \times J_0^\text{test} \to \mathbb{R} \quad \text{(surface layer inner product)} \]
\[ (u, v)^\Omega = \int_\Omega d\rho(x) \int_{M\setminus\Omega} d\rho(y) \left( \nabla_{1,u} \nabla_{1,v} - \nabla_{2,u} \nabla_{2,v} \right) \mathcal{L}(x, y) . \]

In order to make sure that the above surface layer integrals exist, we always assume that the following regularity assumption holds (for details see [18, Section 3.5]):

Definition 2.3. The jet space \( J_0^\text{test} \) is surface layer regular if \( J_0^\text{test} \subset J^2 \) and if for all \( u, v \in J_0^\text{test} \) and all \( p \in \{1, 2\} \) the following conditions hold:

(i) The directional derivatives
\[ \nabla_{1,u} \left( \nabla_{1,v} + \nabla_{2,v} \right)^{p-1} \mathcal{L}(x, y) \]
exist.

(ii) The functions in (2.14) are \( \rho \)-integrable in the variable \( y \), giving rise to locally bounded functions in \( x \). More precisely, these functions are in the space
\[ L^\infty_{\text{loc}} \left( L^1(M, d\rho(y)), d\rho(x) \right) . \]

(iii) The \( u \)-derivative in (2.14) may be interchanged with the \( y \)-integration, i.e.
\[ \int_M \nabla_{1,u} \left( \nabla_{1,v} + \nabla_{2,v} \right)^{p-1} \mathcal{L}(x, y) d\rho(y) = \nabla_u \int_M \left( \nabla_{1,v} + \nabla_{2,v} \right)^{p-1} \mathcal{L}(x, y) d\rho(y) . \]

2.5. Weak Solutions in Lens-Shaped Regions. Similar to the procedure for hyperbolic partial differential equations, the initial value problem for the linearized field equations can be studied “locally” in lens-shaped regions as introduced in [7, Section 3].

Definition 2.4. Let \( U \subset M \) be an open subset of spacetime and \( I = [t_{\min}, t_{\max}] \) a compact interval. Moreover, we let \( \eta \in C^\infty(I \times U, \mathbb{R}) \) be a function with \( 0 \leq \eta \leq 1 \) which for all \( t \in I \) has the following properties:

(i) The function \( \theta(t,) := \partial_t \eta(t,) \) is non-negative and compactly supported in \( U \).

(ii) For all \( x \in \text{supp} \theta(t,) \) and all \( y \in M \setminus U \), the function \( \mathcal{L}(x, y) \) as well as its first and second derivatives in the direction of \( J_0^\text{test} \) vanish.

We also write \( \eta(t, x) \) as \( \eta_t(x) \) and \( \theta(t, x) \) as \( \theta_t(x) \). We refer to \( (\eta_t)_{t \in I} \) as a local foliation inside \( U \).

The parameter \( t \) can be thought of as the time of a local observer and will often simply be referred to as time. In the applications we always choose the functions \( \eta_t \) such that each function takes the values one and zero on non-empty subsets of \( U \) which can be thought of as the “past” and “future” of the support of the function \( \theta_t \) (see Figure 1). This support is referred to as the surface layer at time \( t \). In order to avoid trivial cases, we always assume that \( \eta_t \) attains the values zero and one. Then, by continuity, its image is the whole interval \( [0, 1] \), i.e.
\[ \eta_t(U) = [0, 1] \quad \text{for all } t \in I . \]
Figure 1. A local foliation.

It is the region of spacetime described by the local foliation. The condition (i) implies that the set $L$ defined by

$$L := \bigcup_{t \in I} \text{supp } \theta_t$$

is compact. Since $L$ is compact, we may restrict attention to the case that $U$ is relatively compact. This will always be assumed from now on.

For the following constructions, it will be useful to combine the functions $\eta_t$ and $\theta_t$ with the measure $\rho$ to form new measures: The measure

$$d \rho_t(x) := \theta_t(x) \, d \rho(x)$$

with $t \in I$ is supported in the surface layer at time $t$. For the measures supported in a spacetime strip, we use the notation

$$\eta_{[t_0, t_1]} \, d \rho$$

with $\eta_{[t_0, t_1]} := \eta_{t_1} - \eta_{t_0} \in C_0^\infty(U)$, where we always choose $t_0, t_1 \in I$ with $t_0 \leq t_1$.

In order to make the following constructions work, we need to restrict attention to jets in a suitably chosen subspace of $\mathcal{J}^\text{test}$ denoted by $\mathcal{J}^\text{vary} \subset \mathcal{J}^\text{test}$.

This jet space can be chosen arbitrarily, subject to conditions to be specified below. Similar to (2.8), $\mathcal{J}^\text{vary}_0$ denotes the compactly supported jets in $\mathcal{J}^\text{vary}$. We now introduce softened versions of the surface layer integrals in Definition 2.2 obtained by replacing the characteristic function by the cutoff functions $\eta_t$ and $(1 - \eta_t)$. Moreover, we restrict these bilinear forms to $\mathcal{J}^\text{vary}_0$:

$$\sigma^t : \mathcal{J}^\text{vary}_0 \times \mathcal{J}^\text{vary}_0 \to \mathbb{R}$$

(softened symplectic form)

$$(u, v)^t = \int_U d \rho(x) \eta_t(x) \int_U d \rho(y) \left( (1 - \eta_t(y)) \left( \nabla_{1,u} \nabla_{2,v} - \nabla_{2,u} \nabla_{1,v} \right) \right) \mathcal{L}(x, y)$$

$$(u, v)^t : \mathcal{J}^\text{vary}_0 \times \mathcal{J}^\text{vary}_0 \to \mathbb{R}$$

(softened surface layer inner product)

$$(u, v)^t = \int_U d \rho(x) \eta_t(x) \int_U d \rho(y) \left( (1 - \eta_t(y)) \left( \nabla_{1,u} \nabla_{1,v} - \nabla_{2,u} \nabla_{2,v} \right) \right) \mathcal{L}(x, y).$$

The main advantage of the softening is that it becomes possible to differentiate with respect to the time parameter. The key observation is that the surface layer inner product satisfies for any $v \in \mathcal{J}^\text{vary}_0$ the energy identity

$$\frac{d}{dt} (v, v)^t = 2 \int_U \langle v, \Delta v \rangle(x) \, d \rho_t(x) - 2 \int_U \Delta_2[v, v] \, d \rho_t(x) + \int_U b(x)^2 \, d \rho_t(x)$$

(2.16)
with
\[ \Delta_2[v,v](x) := \frac{1}{2} \int_M (\nabla_{1,v} + \nabla_{2,v})^2 \mathcal{L}(x,y) \, d\rho(y) - \frac{1}{2} \nabla_{\mathcal{S}}^2 \mathcal{S}. \]

Here we again use the convention that the “partial jet derivatives” do not act on jets contained in other derivatives; in particular,
\[ (\nabla_{\mathcal{S}}^2 \mathcal{S})(x) = b(x)^2 \mathcal{S}, \]
where \( b \) denotes the scalar component of \( v \).

In order to make use of the energy identity (2.16) for energy estimates, we need to impose so-called hyperbolicity conditions, which we now motivate and introduce. The starting point is the observation that for systems in Minkowski space [12], the surface layer inner product \( (\cdot, \cdot) \) is positive definite for physically interesting jets, provided that \( \eta_t \) is equal to one in the past and equal to zero in the future of a spacelike hyperplane. With this in mind, it is sensible to assume that \( (v,v) \) is positive. The lower bound in (2.17) is a stronger and more quantitative version of positivity:

**Definition 2.5.** The local foliation \( (\eta_t)_{t \in I} \) inside \( U \) satisfies the hyperbolicity condition if there is a constant \( C > 0 \) such that for all \( t \in I \),
\[ (v,v)^t \geq \frac{1}{C^2} \int_U \left( \|v(x)\|^2_x + |\Delta_2[v,v]| \right) \, d\rho_t(x) \quad \text{for all } v \in \mathcal{J}_0^{\text{vary}}, \]
where \( \| \cdot \|_x \) denotes the norm corresponding to the scalar product (2.12).

These hyperbolicity conditions also pose constraints for the choice of the functions \( \eta_t \); these constraints can be understood as replacing the condition in the theory of hyperbolic PDEs that the initial data surface be spacelike. In general situations, the inequality (2.17) is not obvious and must be arranged and verified in the applications. More specifically, one can use the freedom in choosing the jet spaces \( \mathcal{J}_{\text{test}} \) and \( \mathcal{J}_{\text{vary}} \), the Riemannian metric in the scalar product (2.12) and the functions \( \eta_t \) in order to ensure that (2.17) holds. Clearly, the smaller the jet space \( \mathcal{J}_{\text{vary}} \) is chosen, the easier it is to satisfy (2.17). The drawback is that the Cauchy problem will be solved in a weaker sense.

**Definition 2.6.** A compact set \( L \subset M \) is a lens-shaped region inside \( U \) if there is a local foliation \( (\eta_t)_{t \in I} \) inside \( U \) satisfying (2.15) which satisfies the hyperbolicity conditions of Definition 2.5.

In preparation of setting up the initial value problem, we need to specify what we mean by “\( v \) vanishes in the past of \( t_{\min} \).” It is most convenient to implement all the necessary conditions in the definition of the jet space
\[ \mathcal{J}_L := \left\{ u \in \mathcal{J}_0^{\text{vary}} \mid \eta_{\min} u \equiv 0 \quad \text{and} \quad (u,v)^{t_{\min}} = 0 = \sigma^{t_{\min}}(u,v) \text{ for all } v \in \mathcal{J}_0^{\text{vary}} \right\}. \]

Similarly, we define the space of jets which vanish in the future of \( t_{\max} \) by
\[ \mathcal{J}_L := \left\{ u \in \mathcal{J}_0^{\text{vary}} \mid (1 - \eta_{\max}) u \equiv 0 \quad \text{and} \quad (u,v)^{t_{\max}} = 0 = \sigma^{t_{\max}}(u,v) \text{ for all } v \in \mathcal{J}_0^{\text{vary}} \right\}. \]

Weak solutions of the Cauchy problem are defined as follows.

**Definition 2.7.** A jet \( v \in L^2(L) \) is a weak solution of the Cauchy problem with zero initial data if
\[ \langle \Delta u, v \rangle_{L^2(L)} = \langle u, w \rangle_{L^2(L)} \quad \text{for all } u \in \mathcal{J}_L. \]
The existence of weak solutions was proved in [7, Theorem 3.15], inspired by energy methods invented by K.O. Friedrichs for symmetric hyperbolic systems in [20]; see also [23, Section 5.3] and [14, Chapter 11].

**Theorem 2.8. (existence)** Assume that $L$ is a lens-shaped region inside $U$ with foliation $(\eta_t)_{t \in I}$ with $I = [t_{\min}, t_{\max}]$. Then for every $w \in L^2(L)$ there is a weak solution $v \in L^2(L)$ of the Cauchy problem (2.18). This solution is bounded by

$$\|v\|_{L^2(L)} \leq \Gamma \|w\|_{L^2(L)}.$$ (2.19)

We point out that, in general, weak solutions are not unique. But the construction used for the proof of Theorem 2.8 gives a distinguished solution, which however depends on the choice of the lens-shaped region.

3. Construction of Global Solutions

We now come to the core of this paper: the construction of global solutions of the linearized field equations. We proceed in several steps. We begin with a weak solution in a lens-shaped region as constructed in Theorem 2.18. By multiplying this solution with a cutoff function and extending it by zero, we obtain a global weak solution. We show that the effect of the cutoff can be described with an additional inhomogeneity $\tilde{w}$ supported in a neighborhood of the future boundary of the lens-shaped region. In the next step, we solve the linearized wave equation for the inhomogeneity $-\tilde{w}$, giving rise to yet another inhomogeneity supported in the future of $\tilde{w}$. Proceeding inductively and adding all the solutions, we obtain the desired global solution.

3.1. Local Solutions with Cutoff in the Future. For technical simplicity, we assume that the Lagrangian has compact range (for a variant of this definition and its usefulness we refer to [19, Definition 3.3]).

**Definition 3.1.** The Lagrangian is said to have compact range on $M$ if for any compact $K \subset M$ there are a compact set $\mathcal{R}(K) \subset M$ as well as an open neighborhood $\Omega \supset K$ such that

$$\mathcal{L}(x, y) = 0 \quad \text{if } x \in \Omega \text{ and } y \notin \mathcal{R}(K).$$

We let $L$ be a lens-shaped region inside $U$, with local foliation $(\eta_t)_{t \in I}$ (see Definition 2.6). We define the compact set $Z \subset M$ by

$$Z := \mathcal{R}\left(\left\{x \in U \mid \eta_{t_{\max}}(x) < 1\right\}^M\right) \cap \mathcal{R}\left(\left\{x \in U \mid \eta_{t_{\max}}(x) > 0\right\}^M\right) \subset M.$$ (3.1)

Moreover, we choose an open set

$$W \subset \{x \in U \mid \eta_I(x) = 1\} \cap (L \setminus Z) \subset L.$$ 

The sets $W$ and $Z$ are illustrated in Figure 3.
We introduce a space of test jets which is compatible with multiplying by a cutoff function in the sense that
\[
\mathcal{J}^\prime_L = \{ u \in \mathcal{J}^\text{vary}_0 | \eta_{\text{max}} u \in \mathcal{J}_L \}.
\]
Working with this modified test space complements the constructions in [7, 8] by a new idea: Instead of changing the space \( \mathcal{J}^\text{vary}_0 \), we suitably restrict the space of test jets in such a way that they can be used to test the solution multiplied by a cutoff function.

**Theorem 3.2.** For every \( w \in L^2(W) \) there exists \( \tilde{w} \in L^2(Z) \) together with a weak solution \( v \in L^2(M) \) of the inhomogeneous linearized field equations
\[
\langle \Delta u, v \rangle_{L^2(M)} = \langle u, w \rangle_{L^2(M)} + \langle u, \tilde{w} \rangle_{L^2(M)} \quad \text{for all } u \in \mathcal{J}^\prime_L.
\]

**Proof.** Given \( w \in \mathcal{J}_0(L) \), we let \( v \in L^2(L) \) be the corresponding weak solution, i.e.
\[
\langle \Delta u, v \rangle_{L^2(L)} = \langle u, w \rangle_{L^2(L)} \quad \text{for all } u \in \mathcal{J}_L.
\]
The \( L^2 \)-scalar product on the left involves the weight \( \eta_I \), i.e.
\[
\langle \Delta u, v \rangle_{L^2(L)} = \int_L \langle \Delta u, v \rangle(x) \eta_I(x) \, d\rho(x).
\]
We absorb this weight into the weak solution,
\[
\langle \Delta u, v \rangle_{L^2(L)} = \int_L \langle \Delta u, \tilde{v} \rangle(x) \, d\rho(x) \quad \text{with } \tilde{v}(x) := \eta_I(x) v(x).
\]
By definition of \( W \), the function \( \eta_I \) is identically equal to one on the support of \( w \),
\[
\eta_I w = w.
\]
Therefore, the weight function can be omitted on the right side of (3.3). Extending the jets \( \tilde{v} \) and \( w \) by zero to all of \( M \), we thus obtain the weak equation
\[
\langle \Delta u, \tilde{v} \rangle_{L^2(M)} = \langle u, w \rangle_{L^2(M)} \quad \text{for all } u \in \mathcal{J}_L.
\]
Next, we want to formulate a weak equation for the space of test jets
\[
\mathcal{J}^\prime_L := \{ u \in \mathcal{J}^\text{vary}_0 | \eta_{\text{max}} u \in \mathcal{J}_L \}.
\]
Thus let \( u \in \mathcal{J}^\prime_L \). Then (3.5) holds for the test jet \( \eta_{\text{max}} u \). Using (3.4), we obtain
\[
\langle u, \tilde{w} \rangle_{L^2(M)} = \langle u, \eta_{\text{max}} w \rangle_{L^2(M)} = \langle \Delta(\eta_{\text{max}} u), \tilde{v} \rangle_{L^2(M)}
\]
\[
= \langle \Delta u, (\eta_{\text{max}} \tilde{v}) \rangle_{L^2(M)} + \langle \Delta, \eta_{\text{max}} \rangle u, \tilde{v} \rangle_{L^2(M)}.
\]
We conclude that the jet \( v := \eta_{\text{max}} \tilde{v} \) satisfies the weak equation (3.2) with the additional inhomogeneity
\[
\tilde{w} := [\Delta, \eta_{\text{max}}] \tilde{v}.
\]
Let us verify that \( \tilde{w} \) is supported inside \( Z \). We first write out the commutator,
\[
\langle u, \tilde{w} \rangle(x) = \langle u, [\Delta, \eta_{\text{max}}] \tilde{v} \rangle(x) = \langle u, \Delta(\eta_{\text{max}} \tilde{v}) \rangle(x) - \langle \eta_{\text{max}} u, \Delta \tilde{v} \rangle(x)
\]
\[
= \nabla u \left( \int_M (\nabla_1, \eta_{\text{max}} \tilde{v} + \nabla_2 \eta_{\text{max}} \tilde{v}) \mathcal{L}(x, y) \, d\rho(y) - \nabla \eta_{\text{max}} \tilde{v} \right) \right)
\]
\[
- \eta_{\text{max}}(x) \nabla u \left( \int_M (\nabla_1 \tilde{v} + \nabla_2 \tilde{v}) \mathcal{L}(x, y) \, d\rho(y) - \nabla \tilde{v} \right) \right)
\]
\[
= \nabla u \int_M (\eta_{\text{max}}(y) - \eta_{\text{max}}(x)) \nabla \tilde{v} \mathcal{L}(x, y) \, d\rho(y).
\]
Let  \( x \notin \mathcal{R}(\{z \mid \eta_{\text{max}}(z) < 1\}) \).

Then \( \eta_{\text{max}}(x) = 1 \) and \( \nabla_{2,\partial} \mathcal{L}(x,y) \) vanishes unless \( \eta_{\text{max}}(y) = 1 \). Hence the integrand in (3.6) vanishes identically. The same argument applies if \( x \notin \mathcal{R}(\{z \mid \eta_{\text{max}}(z) > 0\}) \).

\( \square \)

### 3.2. Gluing Local Solutions.

**Definition 3.3.** Spacetime \( \mathcal{M} \) is called **locally hyperbolic** if for every \( x \in \mathcal{M} \) there is a lens-shaped region \( L \subset U \) with corresponding sets \( W \subset L \) open and \( Z \subset M \) compact as in Theorem 3.2 with \( x \in W \).

As a manifold, \( \mathcal{F} \) is \( \sigma \)-compact. Therefore, we can cover a locally hyperbolic spacetime \( \mathcal{M} \) by a sequence of sets \( W_\ell \), i.e.

\[
\mathcal{M} = \bigcup_{\ell \in \mathbb{N}} W_\ell.
\]

For every \( W_\ell \), we denote the corresponding sets \( L \) and \( Z \) in Definition 3.3 by \( L_\ell \) and the \( Z_\ell \). We have the situation in mind that the sets \( W_\ell \) are chosen to be very small compared to the size of the lens-shaped regions.

**Definition 3.4.** The set \( W'_\ell \) is **future-related** to \( W_\ell \) if there is a finite sequence

\[
\ell = \ell_1, \ell_2, \ldots, \ell_p = \ell' \in \mathbb{N}
\]

such that

\[
W_{\ell_{i+1}} \cap Z_{\ell_i} \neq \emptyset \quad \text{for all } i = 1, \ldots, p - 1.
\]

This notion is illustrated in Figure 3.

**Definition 3.5.** Spacetime \( \mathcal{M} \) is **strongly causal** if there is a covering \((W_\ell)_{\ell \in \mathbb{N}}\) such that the following implication holds,

\[
W_{\ell'} \text{ is future-related to } W_\ell \quad \implies \quad W_\ell \cap W_{\ell'} = \emptyset. \tag{3.7}
\]

From now on, we assume that \( \mathcal{M} \) is strongly causal. We let \((W_\ell)_{\ell \in \mathbb{N}}\) be a covering having the property (3.7). We introduce the test space

\[
\mathcal{J}' := \bigcap_{\ell \in \mathbb{N}} \mathcal{J}'_{L_\ell}.
\]

**Theorem 3.6.** Assume that the Lagrangian has compact range (see Definition 3.1) and that spacetime is strongly causal with chosen covering \((W_\ell)_{\ell \in \mathbb{N}}\) (see Definition 3.5). Then for any \( w \in L^2_0(\mathcal{M}) \) there is a global weak solution \( v \in L^2_{\text{loc}}(\mathcal{M}) \),

\[
\langle \Delta u, v \rangle_{\mathcal{M}} = \langle u, w \rangle_{L^2(\mathcal{M})} \quad \text{for all } u \in \mathcal{J}'.
\]
Proof. We proceed inductively. In the first step, we choose \( p \) such that the support of \( w \) lies in the union of the sets \( W_1, \ldots, W_p \). For each inhomogeneity

\[
  w_k := \chi_{W_k \setminus (W_1 \cup \cdots \cup W_{k-1})} \cdot w
\]

we let \( v_k \) be the corresponding distinguished solution constructed in Theorem 3.2 and we let \( \tilde{w}_k \in L^2(Z_k) \) be the additional inhomogeneity.

In the next step, we cover each \( Z_k \) by a finite number of the sets \( W_1, \ldots, W_p' \), choose the inhomogeneities

\[
  -\chi_{W_1 \setminus (W_1 \cup \cdots \cup W_{L-1})} \cdot \tilde{w}_k
\]

and apply Theorem 3.2 to each of these inhomogeneities. Adding up all the solutions, the additional inhomogeneities \( \tilde{w}_k \in L^2(Z_k) \) obtained in the first step have been compensated. But we have generated new inhomogeneities, which can be compensated in the third step. We iterate this procedure. Adding all the solutions, we get a formal weak solution to the inhomogeneous linearized field equations with inhomogeneity \( w \).

In order to prove that the series converges, we prove that the sum over all the solutions is locally finite. To this end, let \( K \subset M \) be compact. We choose \( N \) such that

\[
  K \subset W_1, \ldots, W_N.
\]

It follows from our inductive construction that the sets \( W_\ell \) lie in the future of the corresponding sets in the previous step. Therefore, the assumption (3.7) implies that only a finite number of these sets intersect \( K \).

Before going on, we point out that the global weak solution constructed in this theorem depends on the choice of the sequence \((L_\ell)_{\ell \in \mathbb{N}}\) of lens-shaped regions (note that reordering the sequence might give a different weak solution). This dependence cannot be avoided in view of the intrinsic non-uniqueness of weak solutions mentioned in the introduction. But, having chosen such a sequence, Theorem 3.6 gives a distinguished solution with nice support properties.

### 4. Construction of Causal Green’s Operators

Having chosen a sequence \((L_\ell)_{\ell \in \mathbb{N}}\) of lens-shaped regions, we introduce the retarded Green’s operator as the uniquely defined mapping

\[
  S^\wedge : L^2_0(M) \to L^2_{\text{loc}}(M), \quad w \mapsto -v.
\]

Similarly, solving the Cauchy problem to the past, we obtain the advanced Green’s operator

\[
  S^\vee : L^2_0(M) \to L^2_{\text{loc}}(M).
\]

The difference of the causal Green’s operators is the causal fundamental solution

\[
  G := S^\vee - S^\wedge : L^2_0(M) \to L^2_{\text{loc}}(M).
\]

It maps to global weak solutions in the sense that for all \( w \in L^2_0(M) \),

\[
  \langle \Delta u, Gw \rangle_M = 0 \quad \text{for all } u \in \mathcal{S}'.
\]

We remark that, using the energy estimates [2.19], one sees that the operator \( G \) is a continuous mapping from \( L^2_0(M) \) to \( L^2_{\text{loc}}(M) \) (with respect to the corresponding topologies). If \( M \) is assumed to have a smooth manifold structure, one can apply the Schwartz kernel theorem [22, Theorem 5.2.1] to represent the Green’s operator by an integral operator whose kernel is a bi-distribution in \( \mathcal{D}'(M \times M) \).
In the above definitions of $S^\wedge$, $S^\vee$ and $G$, we chose the domain of definition as large as possible. For the applications, however, it is convenient to restrict attention to a smaller domain of “nice” jets. In this way, the operators $\Delta$ and $G$ should have the properties which are summarized in the exact sequence (1.4). The following constructions are similar as in [21, Proposition 8] and [2, Theorem 4.3].

The following constructions are similar as in [7, Section 5.3], but with two major differences. First, for technical simplicity, for the domain of the Green’s operators and the causal fundamental solution, we restrict attention to compactly supported jets (the generalization to jets vanishing in the past or future could be carried out similar as explained in [7, Remark 5.8]). Second, we prefer to define the jet spaces without taking equivalence classes. More precisely, we define

\[
\begin{align*}
\mathcal{J}^*_{0} & := \{ u \in \mathcal{J}_{0} & | & & S^\vee \Delta u = S^\wedge \Delta u = -u \} \\
\mathcal{J}^*_0 & := \{ u \in L^2_0(M, d\rho) & | & & S^\vee u, S^\wedge u \in \mathcal{J}_{0} & \text{and} & \Delta S^\vee u = \Delta S^\wedge u = -u \} \\
\mathcal{J}_{sc} & := \{ S^\wedge u_1 + S^\vee u_2 | u_1, u_2 \in L^2_0(M, d\rho) , & & S^\wedge u_1, S^\vee u_2 \in \mathcal{J}_{0} , & \Delta S^\wedge u_1 = -u_1 & \text{and} & \Delta S^\vee u_2 = -u_2 \} \\
\mathcal{J}_{sc} & := \{ u_1 + u_2 | u_1, u_2 \in L^2_0(M, d\rho) , & & S^\wedge u_1, S^\vee u_2 \in \mathcal{J}_{0} , & \Delta S^\wedge u_1 = -u_1 & \text{and} & \Delta S^\vee u_2 = -u_2 \} .
\end{align*}
\]

In the next theorem we combine the properties of the causal fundamental solution in an exact sequence, similar as obtained for linear hyperbolic PDEs in globally hyperbolic space-times in [21, Proposition 8] and [2, Theorem 4.3].

**Theorem 4.1.** Assume that the Lagrangian has compact range (see Definition 3.1) and that spacetime is strongly causal with chosen covering $(W_t)_{t \in \mathbb{N}}$ (see Definition 3.5). Then the sequence (1.4) is exact.

**Proof.** We proceed in several steps:

(i) $\Delta(\mathcal{J}^*_{0} ) \subset \mathcal{J}^*_0$: This follows immediately from the definitions, noting that for any $u \in \mathcal{J}^*_0$,

$$
\Delta S^\vee \Delta u = \Delta (S^\vee \Delta u) = \Delta ( - u) = - \Delta u ,
$$

and similarly for $S^\wedge$.

(ii) $\Delta : \mathcal{J}^*_0 \rightarrow \mathcal{J}^*_{0}$ is injective: Let $v \in \mathcal{J}^*_0$ with $\Delta v = 0$. Multiplying by $S^\vee$ and using again the definition of $\mathcal{J}^*_0$, we conclude that $v = - S^\vee \Delta v = 0$.

(iii) If $Gu = 0$ for $u \in \mathcal{J}^*_0$, then $u$ can be represented as $u = \Delta v$ with $v \in \mathcal{J}^*_{sc}$: By definition of $G$ and $\mathcal{J}^*_0$, we know that

$$
v := -S^\vee u = -S^\wedge u \in \mathcal{J}_{0} .
$$

Being supported both in the causal future and in the past, it follows that $v$ is compactly supported. Finally, the equation $\Delta v = u$ follows by definition of $\mathcal{J}^*_0$.

(iv) $G(\mathcal{J}^*_{0} ) \subset \mathcal{J}_{sc}$: Follows immediately by choosing $u_1 = u_2 = u$.

(v) The product $G \circ \Delta : \mathcal{J}^*_{sc} \rightarrow \mathcal{J}_{sc}$ vanishes: Let $v \in \mathcal{J}^*_{sc}$. Then, by definition of $G$ and $\mathcal{J}^*_0$,

$$
G \Delta v = S^\wedge \Delta v - S^\vee \Delta v = -v + v = 0 .
$$

(vi) If $\Delta v = 0$ for $v \in \mathcal{J}_{sc}$, then $v$ can be represented as $v = Gu$ with $u \in \mathcal{J}^*_0$: Representing $v$ as in the definition of $\mathcal{J}_{sc}$, we obtain by definition of $\mathcal{J}^*_0$ that $0 = - \Delta v = u_1 + u_2$. Therefore $v = Gu$ with $u := u_2 = -u_1$. Moreover, one readily verifies that $u \in \mathcal{J}^*_0$.

(vii) $\Delta (\mathcal{J}_{sc} ) \subset \mathcal{J}^*_0$: This follows immediately from the definitions.
(viii) The product $\Delta \circ G : J_0^* \to J_{\text{sc}}^*$ vanishes: This follows immediately from the definitions of the jet spaces.

(ix) The operator $\Delta : J_{\text{sc}}^* \to J_{\text{sc}}^*$ is surjective: Let $u \in J_{\text{sc}}^*$. According to the definition of $J_{\text{sc}}^*$, we can represent $u$ as

$$u = u_1 + u_2$$

with $u_1 \in L^2_0(M, dp)$ and $u_2 \in L^2_0(M, dp)$.

Then by definition, the jet $v := -S^\wedge u_1 - S^\vee u_2$ is in $J_{\text{sc}}$ and $\Delta v = u$.

This concludes the proof. $\square$

The image of the operator $G$ in the exact sequence (1.4) are the linearized weak solutions of spatially compact support denoted by

$$\mathfrak{J}_{\text{sc}}^\text{lin} := G J_0^* \subset J_{\text{test}}^*.$$

### 5. Causal Cone Structures

We define the causal future of an open set $V \subset M$ by

$$J^\vee(V) = \bigcup_{w \in L^2_0(V)} \{ \text{supp } v \mid v \text{ global weak solution} \},$$

with the global weak solution as constructed in Theorem 3.6. We say that $y$ lies in the future of $x$ if $y \in J^\vee(V)$ for every open neighborhood $V$ of $x$. We consider the relation

$$\hat{R} := \{(x, y) \in M \times M \mid y \text{ lies in the future of } x\} \subset M \times M.$$

We now take the transitive closure of $R$ defined by

$$R := \bigcap \{ S \subset M \times M \mid S \supset \hat{R} \text{ is transitive and closed} \}.$$

For pairs $(x, y) \in R$ we say that $y$ lies in the transitive causal future of $x$. We denote the points in the transitive causal future of $x$ by $J^\vee_x$.

Taking our constructions as a starting point, one can also introduce open light cones and other related structures. Our setting is more general than that of differential geometry because the spacetime $M$ could be singular or discrete. Moreover, we do not need to make any smoothness assumptions. Working out the connection to the causal structures in differential geometry as described in [25] is an important problem of future research. Moreover, in the case that $M$ has a smooth manifold structure, it would be desirable to associate the causal structure to closed cone structures in the tangent bundle, with the goal of making the methods and results for globally hyperbolic closed cone fields (see for example [24, 4]) applicable to causal variational principles.
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