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Abstract—Edge and fog computing architectures utilize container technologies in order to offer a lightweight application deployment. Container images are stored in registry services and operated by orchestration platforms to download and start the respective applications on nodes of the infrastructure. During large application rollouts, the connection to the registry is prone to become a bottleneck, which results in longer provisioning times and deployment latencies. Previous work has mainly addressed this problem by proposing scalable registries, leveraging the BitTorrent protocol or distributed storage to host container images. However, for lightweight and dynamic edge environments the overhead of several dedicated components is not feasible in regard to its interference of the actual workload and is subject to failures due to the introduced complexity.

In this paper we introduce a fully decentralized container registry called EdgePier, that can be deployed across edge sites and is able to decrease container deployment times by utilizing peer-to-peer connections between participating nodes. Image layers are shared without the need for further centralized orchestration entities. The conducted evaluation shows that the provisioning times are improved by up to 65% in comparison to a baseline registry, even with limited bandwidth to the cloud.

Index Terms—edge computing, peer-to-peer, container registry, application deployment

I. INTRODUCTION

Container virtualization has massively gained in importance and prevalence over the last years due to its extensive usage in research and industry. In contrast to traditional virtualization, containers offer a lightweight and flexible approach in which applications are packaged, delivered and deployed together with their needed dependencies. Through orchestration platforms such as Kubernetes, containers are utilized to automate, manage, and maintain container-based workloads. For instance, in 2018 Netflix launched around half a million containers daily[1] and Google claims to run every part of their technology stack in containers[2].

The lightweight nature of container virtualization makes it a good fit for upcoming, highly distributed architectures such as Edge and Fog Computing environments[3]. By leveraging Linux kernel namespaces and cgroups, the isolation of separate processes is enabled[4] while only creating a minimal overhead on the host operating system[3]. In addition, the portability, reusability, and scalability of container technologies allows for a rapid application deployment in dynamic and possibly heterogeneous edge and fog environments, that can scale with the demand, quickly tear down and optimize cost efficiency[4].

Subsequently, containerization is an important building block for a variety of applications in the IoT domain, for instance in the area of Edge Intelligence where containers are used to deliver and deploy machine learning algorithms and models to remote edge sites in order to analyze and act on the ever increasing generated data in the edge-cloud continuum[5]. Another use case is the serverless or Function-as-a-Service (FaaS) paradigm, which gains in importance as a workload execution model at the edge of the network[6], [7]. Stateless functions are provided in containers and only started when requested, automatically scaled up and down based on the demand and stopped if they are no longer needed[8]. Both application domains rely on a fast and efficient container image distribution, for instance to keep the applied AI models up-to-date to all nodes of an edge site or to cope with the cold-start problem of FaaS[9].

Container images are typically provided in container registries and downloaded by the respective runtime agent in order to start a containerized application on a node of the infrastructure. The container registry is often a centralized service deployed in the cloud, i.e. the public Docker Hub or a private deployment. Since edge environments are distributed i.e. across a smart city and located far away from the cloud, the uplink connection is often affected by high latencies and low bandwidth. Therefore, in case of centralized registries, the connection to the registry is prone to become a bottleneck[10], resulting in longer deployment latencies in general, increased cold-start times for FaaS, and decreased model update times in AI use cases.

Current approaches in data center environments try to tackle this situation by providing scalable container registries to cope with the increasing traffic demand. They rely on either shared distributed storage between participating nodes[11]–[13] or employ peer-to-peer technologies that are in most cases built on BitTorrent, to distribute the download traffic load between a set of nodes[10]. Although the approaches show promising

1https://netflixtechblog.com/titus-the-netflix-container-management-platform-is-now-open-source-f868c9fb5436
2https://speakerdeck.com/jbeda/containers-at-scale
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results in cloud data centers in regards to deployment latencies, they require the deployment of further dedicated services and applications or intrusive changes in the container runtime to manage, orchestrate, and distribute images across devices. Consequently, they are challenging to apply in Edge/Fog computing environments, where resources are already limited and devices are often incorporated in dynamic ad-hoc architectures that are affected by node churns, unreliable Edge-hoc architectures and network partitions.

Therefore, we propose EdgePier, a fully decentralized P2P container registry that is able to optimize the loading of container images from participating nodes in an edge site. Furthermore, images are distributed across all nodes of the site to achieve high-availability, and by distributing the download traffic between all nodes the Edge-Cloud uplink connection is retrieved and deployment latencies are decreased.

The key contributions of this paper are:

- We outline container provisioning as a relevant deployment scenario in edge computing and define requirements for a registry service used in distributed edge sites.
- We design and propose a novel architecture and implementation of a decentralized peer-to-peer container registry called EdgePier.
- We conduct an empirical evaluation in which we compare our implementation with a baseline registry for different container deployment scenarios in edge computing.

The remainder of this paper is structured as followed: Section II provides an overview about Docker images and registries before Section III depicts use cases and requirements for the decentralized container registry. Afterwards we describe the architecture of EdgePier in Section IV and the conducted experiments as well as results (Sec. V). Finally, we present the related work (Sec. VI) and conclude the paper in Section VII.

II. BACKGROUND

In this section we give an overview about the architecture of Docker images and container registries. Furthermore, we describe and highlight features of the InterPlanetary File System (IPFS), as it is one of the main building blocks of EdgePier.

A. Docker Images

Docker images consists of two main components, a manifest and layer blobs. An image layer is a read-only file system that was created from one instruction in the Dockerfile during the image building process [10]. Subsequently, it describes an intermediate state of the image and represents different software or dependencies installed during that stage [13].

The compressed layers are called blobs and listed in the manifest which contains all layers an image consists of. The layered structure of Docker images also enables deduplication, which allows for the sharing of layers between images [11]: Layers which are used by several containers only need to be downloaded once on a node.

During a container start, the docker daemon first loads the manifest file and subsequently fetches all compressed layer blobs that are not yet available on the local node, before creating the container from the decompressed layers, adding a further, writeable container layer and configuring the network and Linux namespaces as well as cgroups [14].

B. Image Distribution

Docker images are stored in a container registry, which is a stateless RESTful API that responds to image pull and push requests from Docker daemons. After a Docker image was created, the compressed layer blobs that are not yet available in the registry storage are uploaded together with the manifest via a POST request [14] by the local Docker daemon. Docker relies on content-addressable images [1] by providing a SHA256 hash of the layers content. This hash identifier is listed in the manifest, used to request the specific layer and also utilized to verify downloaded blobs by the local docker daemon.

A container registry also enables the storage of different versions of a container image, indicated by an image tag. Depending on which image tag the Docker daemon requests, the registry provides the respective manifest to the local daemon which consequently retrieves all not yet available layer via GET requests by their SHA256 based hash identifier.

C. IPFS

The InterPlanetary File System (IPFS) [15] is a peer-to-peer version controlled distributed filesystem. IPFS uses the Kademlia Distributed Hash Table (DHT) [16] to find the network addresses of peers as well as IPFS objects hosted by those peers. Furthermore, IPFS offers the exchange of blocks between participating peers based on the BitSwap protocol which works similar to the BitTorrent protocol. This results in a high-throughput block storage solution which scales to a large number of nodes [15].

In addition, IPFS addresses objects by a cryptographic representation of the content itself, called content identifier (CID). Each time an object is stored in IPFS, a unique hash of the content is created which can be used by other peers to download this object. The benefits of this approach are that objects inside of IPFS are tamper resistant, peers can verify the blocks they downloaded using the CID and objects inside of IPFS are location-independent - every peer hosting the object shares it with other peers asking for it.

The data structure used by IPFS to store objects is a Merkle directed acyclic graph (DAG) [17] which on the one hand offers the aforementioned tamper resistance and verification but also provides deduplication of content: Objects with the exact same content will have the same hash and therefore only need to be stored once in the DAG.

The architecture of EdgePier is based on the libp2p protocol [15] which is able to run on top of any network technology, uses a DHT to store object locations and metadata and deploys an Object Merkle DAG on top to

3https://docs.docker.com/registry/spec/manifest-v2-2/
enabled content addressing, tamper resistance and deduplication of data. Peers are able to exchange blocks with each other without the need of a centralized entity.

III. REQUIREMENTS

Deployments in the Edge Cloud Continuum are typically constructed like depicted in Figure 1. Several edge sites are located in swarms across for instance a smart city. The edge devices inside of a site are often interconnected with high bandwidth and low latencies but the uplink connection to the cloud can be affected by high latencies, low bandwidth, packet loss, or other network anomalies, due to the remote location. In addition, Figure 1 presents two common use cases for Edge Computing: On the one hand, edge sites are often used for AI scenarios, where ML models are applied on edge devices to i.e. monitor traffic behaviour, temperature, or other sensors. The model training is commonly offloaded to the cloud, since lightweight edge devices are not always able to execute resource intensive training tasks without interfering with other workload on the device.

For that reason, MLOps pipelines that train, optimize, validate, and package the model are deployed on cloud data center servers and often supported by hardware accelerators. The trained model is finally stored in a model repository, for instance as a container in a container registry, from where it gets deployed to different edge sites.

The second use cases, depicted in Figure 1 is the aforementioned Function-as-a-Service scenario, which enables developers to provide function snippets in the programming language of their choice. The functions are packaged – together with needed dependencies and libraries – in a container and uploaded to a container registry. FaaS frameworks deployed in edge sites subsequently pull the containerized function when requested and create as well as execute function replica containers based on the demand.

Similar to the aforementioned particular use cases, edge application in general are also often tested, compiled, and packaged in continuous integration pipelines deployed in cloud environments.

Therefore, for the remainder of this paper we assume an environment in which applications are packaged in container images and uploaded to a container registry service located in the cloud. In addition, several edge sites deploy the applications by downloading the images from the registry service and starting the respective containers. As a further assumption, all devices inside a swarm are generally employed for a common purpose, i.e. as illustrated in Figure 1 to apply similar AI models or execute FaaS workload.

In order to facilitate and improve the image deployment for such highly distributed environments, we establish the following requirements for a container registry service:

a) Non-intrusive deployment: The registry should work without the need to adapt the container runtime, to be able to applicable in a wide range of edge deployments and applications.

b) Reliable and fully decentralized: Images should be synchronized across registry services inside an edge site, without the need for centralized orchestration or metadata services. In addition, the registry needs to be able to seamlessly cope with unreliable network connections, node join, churns or even network partitions.

c) Accelerated image distribution: The image distribution process for remote edge sites should be accelerated compared to a central registry – especially under unreliable network conditions – to warrant the deployment of a P2P image registry.

IV. EDGEPIER ARCHITECTURE

This section describes the design and implementation of the EdgePier prototype. We give an overview about the used technologies, the design and implementation of the peer-to-peer registry based on the previously stated requirements.

A. EdgePier Overview

The EdgePier registry is a service which is envisioned to run on each node of an edge site to enable local pulling of docker images. The architecture consists of two main components: In order to answer pull requests by the docker daemon, EdgePier utilizes an HTTP API which is compatible with the official Docker registry API and automatically translates and forwards image manifest and layer requests to the IPFS network.

Due to the compatible API, the docker or kubelet daemon code does not need to be adjusted to allow downloading from the IPFS network which subsequently allows for an non-intrusive integration of the registry into pre-existing environments.

As a second component, we provide an IPFS agent alongside the registry API that is used to download requested images from IPFS peers. The agent is coupled with a configurable amount of local storage in which downloaded images are cached and consequently provided to other peers requesting the same image.

To enable a high-available storage of docker images, we further integrated a replication strategy into the EdgePier prototype: In case one of the EdgePier registries is utilized by a container runtime agent to download an image which is not yet available in the respective edge site, it is automatically cached in the local IPFS storage of other EdgePier registries in the site. This is accomplished by employing the ipfs-cluster service that maintains a global set of replicated files across a set of IPFS nodes. One of the assumptions for EdgePier is, that nodes inside an edge site are used for a common purpose and therefore often deploy the same container images. Thus, in the default configuration of EdgePier images are replicated to each node of the site, although the replication factor is configurable and images could also be stored on only i.e. three random nodes of the site.

B. Image Pulling Workflow

The image pulling process works like depicted in Figure 2. In case a Pod is scheduled on a Kubernetes node of an edge
Fig. 1: An edge computing environment consisting of two edge sites and a container registry located in the cloud. Site A is used for a machine learning use case, whereas the nodes in Site B are utilized by a Function-as-a-Service framework. MLOps and FaaS pipelines located in the cloud create container images which are subsequently deployed to the respective sites.

Fig. 2: Image pulling workflow with the EdgePier registry.

The local kubelet daemon attempts to pull the respective image from the EdgePier registry that is deployed on the same node. At first, EdgePier tries to load the Image Manifest from the local IPFS storage, which contains links to all layers of the actual image. After the the kubelet daemon receives the image manifest, it requests all listed layer blobs, again from the local EdgePier registry. If the image manifests and layer blobs are already available (cached) in the local IPFS storage, they are directly provided to the kubelet daemon via the HTTP API. In case of a cold start, meaning the respective image data is not available in the local storage because the image was not yet deployed in the site, EdgePier locates the respective image data in the IPFS network and downloads it from each peer currently providing the files.

As shown in Figure 2, each layer of a docker image refers to a file in the IPFS network which in turn is split into blocks that are distributed across peers in the IPFS network. Similar to the BitTorrent protocol, the download traffic is distributed over all IPFS peers that store some of the blocks in their local storage. Consequently, the image download speed increases with the amount of peers caching the image data. At the same time, the Edge-Cloud uplink to a traditional image registry is relieved since other edge devices or sites – located in closer proximity – are leveraged for the download traffic. Furthermore, the single-point-failure is eliminated since images are available as long as at least one IPFS peer still stores the respective data and can be downloaded even in case of a network outage on the uplink layer.

C. Deployment

In order to fulfill the non-intrusive deployment requirement, EdgePier was designed to enable a straightforward usage in orchestration platforms: The registry can be installed as a single docker container and integrates without any adjustments to the underlying container runtime. EdgePier needs to be configured as a private registry in i.e. Kubernetes so that kubelet daemon refers to the local instance on the node.

Since the registry relies on IPFS as a storage backend, image data can be located, downloaded and shared using the decentralized libp2p protocol. Consequently, no central metadata or orchestration service is needed for the provisioning of images. The container images can be pulled as long as at least one IPFS peer still has the data available and in case a new node
joins the site, the currently used images in that edge site are automatically synchronized using ips-cluster. Therefore, the reliable and fully decentralized requirement is also fulfilled.

V. Evaluation

We conducted several experiments to evaluate the feasibility and performance of EdgePier for container image provisioning to remote edge sites. In this section, we first give an overview about the used test bed and configuration before describing and evaluating two different container distribution scenarios. Finally, we present the impact of the image size on the provisioning time when using EdgePier and compare it to a centralized container registry as the baseline.

A. Experiment Setup

For the following experiments, we host virtual machines on the Google Cloud platform with the following specifications: 2vCPU, 4GB memory and 20GB storage.

As the baseline, we use the official docker registry implementation. The centralized baseline registry and an EdgePier instance were deployed on a dedicated virtual machine that acted as the initial storage of images for the experiments. Furthermore, six virtual machines were hosted to emulate an edge site.

The K3s Kubernetes distribution was installed as container orchestration platform and configured with the EdgePier prototype that is deployed on each node. Therefore, Pods started on each node were able to pull the respective image directly from the respective node.

In order to emulate a remote placement of the edge site, i.e. anywhere in a smart city, we limited the bandwidth on the network link connecting the node with the registry node to 500Mbps, 100Mbps, 50Mbps, and 20Mbps whereas the bandwidth between nodes in an edge site was not affected.

B. Sequential Starting of Containers

In this scenario, Pods based on the same 500MB docker image were scheduled one after another on each node of the infrastructure. This behavior represents the i.e. up-scaling of FaaS containers across a set of nodes or a rolling upgrade of an edge application. For this scenario we assumed a cold start of containers. Therefore, the image is not yet available on any node of the site. We ran the experiment ten times for each bandwidth limitation and define the image distribution time as the time it took until each node of the site downloaded the full image.

As illustrated in Figure 3 (a), in a data center environment with 500 Mbps bandwidth between the nodes and the registry the official docker registry still performs significantly quicker than EdgePier. This is due to the overhead introduced by the IPFS DHT lookups necessary to locate image layers with EdgePier. But as soon as the bandwidth to the registry instance is limited, i.e. to 100Mbps or 50Mbps, EdgePier is able to accelerate the image distribution, since the nodes start sharing image data between themselves. In case of a 20Mbps bandwidth limitation, the image distribution time was even decreased by 56% in our experiment.

Figure 3 (b) shows the average image download duration (pull time) per node with a 100Mbps bandwidth limitation to the registry: The image was first downloaded on Node 1 and then subsequently on the next nodes, in ascending order. As expected, the download duration remains constant for the baseline registry, since all container agents on the nodes are using the same uplink connection one after another. In contrast, the initial pulling on Node 1 still takes longer with EdgePier, however the following nodes are able to start the container faster due to the parallel synchronization of image data across the site.

Figure 3 (c) depicts the network utilization on the registry node, again with a 100Mbps limitation. As can be seen, the network layer is utilized 100% each time a pod is started on a node with the baseline registry, whereas for EdgePier the network layer is just utilized highly at the beginning of the experiment (for the initial download of the image into the edge site) and further download traffic is distributed across the other nodes in the site.

Summarizing, the results show that EdgePier is able to accelerate the image distribution process for remotely located edge sites. Use case scenarios in which containers are started one after another – i.e. the aforementioned up-scaling of FaaS containers or rolling upgrades of an edge application – greatly benefit from EdgePier, since as soon as one node of the edge sites downloaded the image it starts sharing the image with neighboring nodes. The network utilization is also decreased with EdgePier, therefore other and possible critical network transmissions to the cloud can make use of a higher bandwidth and subsequently lower response latencies.

C. Concurrent Starting of Containers

For this experiment, a Pod was started on each node of the edge site at the same time, resulting into concurrent pulling of images to the site. This is often the case when i.e. ML models need to be distributed to each node of the site, or an edge application is updated by for instance a continuous delivery pipeline. Here, the full distribution time is defined as time until each node has successfully pulled the image and started the container, thus it refers to the longest pulling time of the image in the site.

We were using the same 500MB image as in the sequential scenario and also repeated the experiment ten times for each bandwidth limitation.

Figure 4 (a) depicts the image distribution time and shows similar behaviour to the sequential scenario: With a high bandwidth images can be distributed a bit faster to all nodes when using the baseline registry, since in a data center environment the network link can be fully utilized by all container agents. However, with limited bandwidth EdgePier is able to accelerate the image distribution process by up to 65% (20Mbps bandwidth limitation).
Fig. 3: Sequentially starting a container on each node of the site, starting with Node 1. The subplots depict the average image distribution time for different bandwidth limitations to the cloud (a), the average pulling times per node (b) and the network utilization (c) on the registry node (both with 100mbps bandwidth limitation).

Fig. 4: Concurrently starting containers on each node of the infrastructure. The image distribution time (a) refers to the longest pulling time of the image in the site and the average pulling times per node (b) and the network utilization (c) are shown for a 100Mbps bandwidth limitation to the registry node.

As can be seen in Figure 4 (b), the standard deviation of pull times (also referred as download duration) per node is significantly higher for EdgePier compared to the baseline registry or previous scenario, since in this case all nodes start pulling the image at the same time. This is due to the fact that layers of a docker image are not necessarily pulled in successive order and nodes of the site start sharing the layer blobs with other nodes as soon as they successfully downloaded them. Subsequently, it resulted in variations of the download duration during the experiment because i.e. sometimes a layer was downloaded by several nodes at the same time.

Nevertheless, the average download duration per node are still faster for EdgePier when limiting the bandwidth to 100Mbps as shown in Figure 4 (b), since although the image pulling process was started at the same time, nodes were able to also download layers from other nodes after some time.

This can also be seen in Figure 4 (c) which depicts the network utilization on the uplink connection to the registry service when limiting the bandwidth to 100Mbps: Although for both cases the network link is fully utilized for the whole experiment duration, EdgePier only requires just half of the time to distribute images to every node of the site, and therefore also only occupies the network link for half the time. Consequently, the network link is exonerated when using EdgePier, which leaves room for other important Edge-Cloud communication on the uplink.

Summarizing, the results show that even with high concurrent deployment load in the edge site, EdgePier was able to significantly improve the image provisioning time while also decreasing the network load. Therefore, the EdgePier approach can greatly benefit use cases in which containers need to be started across an edge site regularly, i.e. when an updated application or model is deployed.

Furthermore, in this experiment we evaluated the worst case scenario since no layer of the image was already available in
the edge site. If some of the image layers are already available in the site, for instance because the same base image was used by another container, we expect that the performance is even further enhanced, due to the deduplication offered by Docker and IPFS.

D. Impact of image size

As a third experiment we evaluated the impact of the image size on the average pull time per node. The two previous experiments were conducted with a 500MB container image, and in order to analyze how EdgePier performs with different images sizes we created ten docker images from 100MB to 1GB. Therefore, we added a new layer with a randomized 100MB binary file for each new image.

Afterwards, we concurrently started the image pulling process on each node of the site and monitored the average pulling time per node for EdgePier and the centralized registry as a baseline. The experiment was repeated ten times for each image size and the bandwidth to the cloud was limited to 100Mbps to simulate a remote location of the site. After each iteration, the image was deleted from the nodes and local IPFS storage, resulting in a cold start of the image for each experiment run.

As can be seen in Figure 5, the average pull time per node increases linearly for the baseline registry with increasing images sizes, since all nodes are using the the same uplink connection to the cloud during the download. As a result, the download time increases for larger images. In case of EdgePier, the average download duration per node increases slower, because nodes start sharing image layers and therefore relieving the network uplink. For instance, between 800MB and 1GB the average download time is only marginally increased by up to 5 seconds. This is due to the fact that with growing image sizes the amount of layers, that can possibly be shared by nodes, also increases. As mentioned before, image layers are not downloaded in order by the container runtime agent and accordingly it is more likely that nodes download different layers during the concurrent pulling, which then do not need to be downloaded again via the uplink connection.

Summarizing, the results confirm the previous observed improvements offered by EdgePier for the image provisioning to remote edge sites: For small images of i.e. 100MB and 200MB size, EdgePier already performs better than the baseline registry, although the decrease in the average pull time per node is still relatively small. However, with increasing image sizes the decentralized peer-to-peer registry EdgePier provides significantly improved image provisioning times compared to a centralized registry.

Consequently, EdgePier is able to offer enhancements for a wide range of container deployments to remote edge sites, regardless of the image sizes. Therefore, it fulfills the previous stated requirement for an accelerated image distribution.

VI. RELATED WORK

In this section we present and review related work in the area of container image distribution. Although some of the related approaches also utilize peer-to-peer connections to distribute images between nodes, they mostly focus on BitTorrent-based technologies: Kangjin et al. [10] present a P2P registry called FID, that distributes the layers of an image via torrents. They provide an architecture based on several torrent trackers and a FID agent that is deployed on every node of the infrastructure. The envisioned environments for their approach are large-scale data centers and in contrast to EdgePier, FID is not fully decentralized since it relies on the synchronized tracker services. In addition, the tracker details are stored in each torrent file, thus they need to be recreated when a trackers fail or are scaled up.

In the industry, similar approaches were taken by Uber respectively Alibaba: Uber developed the P2P registry Kraken [7] which utilizes dedicated seeder nodes, trackers and metadata stores based on a distributed file system for the container image management and deploys agents on each node of the infrastructure. The Dragonfly registry service provided by Alibaba also employs several dedicated nodes for the coordination of image data transfers. Both registries leverage protocols based on BitTorrent and focus on cloud data centers where they show promising results, nevertheless they depend on resource intensive dedicated services that introduce single point of failures and might overload small edge sites.

More similar to our approach is the work by Gazzetti et al. [19] that presents a stream based peer-to-peer image provisioning for edge computing platforms. The authors describe an architecture consisting of a gateway manager which download images on behalf of an edge site and coordinates the distribution to stream managers which are deployed on every node.

\[\text{https://github.com/uber/kraken}\]

\[\text{https://github.com/dragonflyoss/Dragonfly}\]
Another area of the related work aims to improve the image provisioning process by employing distributed file systems: Nathan et al. [12] adjusted the docker daemon and implemented cooperative downloading of partial images to a shared storage. The daemons simultaneously download a requested image and are coordinated by a provisioning and image distribution manager. A similar method was proposed by Du et al. [13], where Ceph is leveraged as the underlying storage for docker images. In addition, the authors introduced a copy-on-write layer for containers in order to ensure scalability during high deployment load.

The Wharf middleware [11] is also able to load image layers in parallel with a set of docker daemons to tackle the problem of redundant pulls. Therefore, Zheng et al. adjusted the docker code base and present a synchronization mechanism to store images on a distributed file system. The store layer is interchangeable, and Wharf can work with any POSIX compatible storage layer.

In contrast to the EdgePier approach, the aforementioned methods are mainly focused on cloud data centers, where distributed file systems usually offer a good performance. However, in Edge and Fog computing environments the unreliable network, lightweight and dynamic nature of devices as well as node churns often complicate the usage of distributed storage. Therefore, we employ a decentralized peer-to-peer approach which is not dependent on centralized or dedicated services and can cope with constantly changing environments.

VII. CONCLUSION

In this paper we presented the peer-to-peer container image registry EdgePier, which can be deployed in a fully decentralized manner. Nodes inside remotely located edge site share image layers with each other, resulting in accelerated container provisioning times in case of limited edge-cloud uplink connections.

The results of the conducted evaluation show that EdgePier is able to outperform a centralized baseline registry by up to 65% in terms of image distribution time. At the same time the network connection to the cloud is relieved, which improves other and potentially critical network transmissions between the edge sites and the cloud.

Summarizing, EdgePier shows promising results for highly distributed edge sites, enables fast application deployments and therefore benefits a variety of use cases in edge and fog computing, smart cities and IoT in general.

In future work we plan to conduct further research on cross-site image exchange to i.e. enable a model exchange between edge sites.
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