We consider the estimation of a Hamiltonian parameter of a set of highly photosensitive samples, which are damaged after a few photons \( N_{\text{abs}} \) are absorbed, for a total time \( T \). The samples are modelled as a two mode photonic system, where photons simultaneously acquire information on the unknown parameter and are absorbed at a fixed rate. We show that arbitrarily intense coherent states can obtain information at a rate that scales at most linearly with \( N_{\text{abs}} \) and \( T \), whereas quantum states with finite intensity can overcome this bound. We characterise the quantum advantage as a function of \( N_{\text{abs}} \) and \( T \), as well as its robustness to imperfections (non-ideal detectors, finite preparation and measurement rates for quantum photonic states). We discuss an implementation in cavity QED, where Fock states are both prepared and measured by coupling atomic ensembles to the cavities. We show that superradiance, arising due to a collective coupling between the cavities and the atoms, can be exploited for improving the speed and efficiency of the measurement.

1 Introduction

One exciting prospect of quantum technologies are more precise photonic measurements through the use of quantum correlations \([1–5]\). Given a fixed (average) photon number \( N \), a variety of quantum states surpasses the shot-noise limit imposed by coherent states, notably squeezed, NOON or twin Fock states \([6–8]\). One of the motivations to limit \( N \) is that some photosensitive materials may be damaged when they absorb too many photons. However, in this case it may be more meaningful to constrain the number of photons absorbed by the sample \( N_{\text{abs}} \), instead of \( N \). Examples of delicate samples include biological \([9–15]\), molecular \([16]\) and atomic systems \([17, 18]\). For the latter, the maximal \( N_{\text{abs}} \) that the sample can tolerate can be a few photons, as quantum states such as the GHZ state can be extremely susceptible to noise.

The number of absorbed photons \( N_{\text{abs}} \) is not only determined by the \( N \) but also in general depends on the time that the sample is exposed to light and its intrinsic properties. Still, for interferometric measurements \([12, 13, 18, 19]\), placing a constraint in \( N_{\text{abs}} \) becomes essentially equivalent to fixing the total number of photons. Instead, in this work we will consider frequency measurements in which photons are allowed to interact continuously with the sample. In this case, we will show that constraining \( N_{\text{abs}} \) instead of \( N \) leads to qualitatively new results.

In frequency measurements, both the probe size (e.g. the number of photons \( N \)) and the total time \( T \) are resources for quantum metrology \([8, 20–22]\), and interesting interplays between both appear when the probe is subject to noise or decoherence \([20–27]\). Optimal metrological protocols for a fixed \( N \) and \( T \) have been considered for atomic measurements \([20–27]\), non-linear photonic systems \([28]\), many-body open quantum systems \([29]\), and time-dependent Hamiltonians \([30–32]\). Such time-optimized protocols can lead to a supraclasical scaling with \( N \) of the measurement precision for specific types of correlated or directional noise \([23–27, 33–36]\), and to a constant advantage for uncorrelated noise \([20, 37–40]\).

Here, we investigate frequency measurements in a two-mode photonic system, where one wishes to estimate the strength of a beamsplitter-like interaction. This a common task when characterizing the coupling strength in devices such as
coupled cavity modes, nanophotonic lattices, superconducting resonators or micromechanical resonators. In contrast to previous works (see, for example, [28]), we shall not put the constraint on \( N \), but on the energy that the system can absorb (\( N_{\text{abs}} \)). This subtle difference turns out to have important consequences: quantum metrological protocols involving a small amount \( N \approx 5 - 10 \) of photons and a finite amount of samples, can overcome classical strategies using coherent states of (potentially) arbitrary intensity and an arbitrarily large number of samples. We quantify the quantum advantage as a function of \( N_{\text{abs}} \) and \( T \), and also discuss robustness to imperfections (non-ideal detectors, finite preparation and measurement times).

In a second part of the article, we develop a proposal for realising such enhancements in state-of-the-art technologies using a cavity or circuit QED set-up [41, 42]. The key idea is to couple each cavity to an atomic ensemble, and engineer the dynamics to both prepare and measure Fock states in the cavity. The collective coupling between the atoms and the cavity leads to the well-known phenomenon of Dicke superradiance [43], which has received renewed attention in the last years due to the experimental progress in cavity QED [44–48] and waveguide QED set-ups [49–51]. On the theoretical side, superradiance has been observed for several applications of quantum photonic technologies [3–5, 52], including preparation of photonic states [53–56], quantum number-resolved measurements [57–59], and quantum metrology [60, 61]. Here, we explore similar applications in the context of cavity or circuit QED, and we argue that the collective coupling can be exploited to increase the efficiency and speed of both the measurement and preparation of Fock states.

### 2 Framework and physical setup

We model the “delicate sample” as a two-mode photonic system, \( H = H_0 + gH_{\text{int}} \) with \( H_0 = \omega(a^\dagger a + b^\dagger b) \) and \( H_{\text{int}} = (a^\dagger b + ab^\dagger)/2 \). We wish to estimate the interaction strength \( g \) between modes (\( g \) has units of frequency and we set \( \hbar = 1 \)). The inference process is mediated by photons, which can also be absorbed by the sample leading to its degradation. The latter process is modelled as a Markovian dissipative process, so that the time evolution of the photonic state \( \rho \) reads:

\[
\dot{\rho} = -i[H_0 + gH_{\text{int}}, \rho] + \gamma(D_a(\rho) + D_b(\rho))
\]

with \( D_x(A) = x A x^\dagger - \frac{1}{2}(x^\dagger x, A) \). With time, information on \( g \) is encoded in \( \rho \), but also photons are lost (absorbed). These two dynamical processes decouple, so that the evolution can be described as two independent channels: \( \rho(t) = C_{\text{uni}}^{g, t} \circ C_{\text{diss}}^{g, t}[\rho_0] \), with \( C_{\text{uni}}^{g, t}[\rho] = e^{-\gamma t}(D_a + D_b)[\rho] \) and \( C_{\text{diss}}^{g, t}[\rho] = e^{-i(H_0 + gH_{\text{int}})t} \rho e^{i(H_0 + gH_{\text{int}})t} \).

If the initial state \( \rho_0 \) contains \( N \) photons, the (average) number of absorbed photons is given by

\[
N_{\text{abs}}(t) = \text{Tr}[\rho(t)\hat{N}] = N(1 - e^{-\gamma t}),
\]

where \( \hat{N} = a^\dagger a + b^\dagger b \) counts the total number of photons. We shall assume that the delicate sample is destroyed when \( N_{\text{abs}}(t) = N_{\text{abs}} \), which sets a maximum available time for information acquisition. This constrains the possible estimation schemes and, to some extent, \( N_{\text{abs}} \) can be seen as a resource: a larger \( N_{\text{abs}} \) enables us to obtain more information (and/or in a faster manner) from a single sample.

In order to estimate \( g \), we consider the following scenario: We have at our disposal a large number of delicate samples that we can measure sequentially for a total time \( T \). The same estimation scheme, or test, is applied to each sample. In each test, a photonic state \( \rho_0 \) is prepared, it evolves for some time \( t \) according to (1) reaching \( \rho_g \), and is measured by an observable \( \Pi \), which yields the outcome \( s_j \) with probability \( p_j \). The whole experiment consists of \( \nu \) tests, with each test taking a time \( t = T/\nu \), which must satisfy \( N_{\text{abs}}(t) \leq N_{\text{abs}} \). Then, the uncertainty \( \Delta^2 g \) of an unbiased estimator of \( g \) satisfies [62–64]:

\[
\Delta^2 g \geq \frac{1}{\nu F_C} \geq \frac{1}{\nu F_Q},
\]

Here, \( F_C = \sum_j p_j^{-1}(\partial p_j/\partial g)^2 \) is the Classical Fisher Information (CFI) and \( F_Q \) is the quantum Fisher Information (QFI), which will be defined later for each case of interest, and characterizes the potential of \( \rho_g \) for estimating \( g \) with an optimal measurement [64]. Our goal is to minimize (3) for both coherent and quantum (e.g. Fock, NOON, or squeezed) states. In both cases, we set the two constraints:

- the total time \( T \) of the experiment.

\[\text{(3)}\]
• the maximal number of photons $N_{\text{abs}}$ that a single sample can absorb.

For coherent states, we shall put no more constraints, so that the photon number $N$ and the number of samples $\nu$ can be made arbitrarily large, which contrasts with previous works, see e.g. [21]. On the other hand, for quantum states, in Sec. 5 we will also constrain $N$ and the measurement efficiency, and consider a finite rate of preparation and measurement of quantum states.

It is worth pointing out that, defining $a_{\pm} \equiv (a \pm b^\dagger)/\sqrt{2}$, we can rewrite $H$ as $H = (\omega + g)a_{\dagger}a + (\omega - g)a_{\dagger}a_\ldots$, so an alternative interpretation of this framework is that we are estimating the frequency difference between two modes. In terms of the original modes $a$ and $b$, both pictures are physically equivalent if a balanced beamsplitter is applied to the input (and output) light. With this transformation, it is also clear that the problem at hand can be formally mapped to standard Mach-Zehnder interferometry with $\varphi = gt$, where photon absorption corresponds to a symmetric (time-dependent) photon loss. This map naturally enables us to use techniques and results developed in this context [1–3].

3 Optimal classical strategy

Let us first analyze the optimal strategy using coherent states. We consider as an input state $\rho_0 = |g_0\rangle \langle g_0|$ with $|g_0\rangle = |\cos(\theta)\sqrt{N}, \sin(\theta)\sqrt{N}\rangle$. The dissipative channel acts upon the initial state as $|\phi\rangle = C_{\gamma,t}^{\text{abs}} |g_0\rangle = |\cos(\theta)\sqrt{e^{-\gamma t}N}, \sin(\theta)\sqrt{e^{-\gamma t}N}\rangle$. Since the state remains pure, we can quantify the QFI of $\rho_g = C_{g}^{\text{uni}} |\phi\rangle \langle \phi|$ as $F_Q = 4t^2(\langle \phi | H^2_{\text{int}} | \phi \rangle - (\langle \phi | H_{\text{int}} | \phi \rangle)^2)$ [64], obtaining:

$$F_Q^{\text{coh}} = t^2 N e^{-\gamma t},$$

which is the shot-noise-limit. Using $N_{\text{abs}} = N(1 - e^{-\gamma t})$ and $t = T/\nu$, the accumulated QFI in a time $T$ reads: $\nu F_Q^{\text{coh}} = T^2 N_{\text{abs}} e^{-\gamma T/\nu} / (1 - e^{-\gamma T/\nu})$. This expression increases monotonically with $\nu$, so its maximum $(\Delta g)^2_{\text{coh}} \equiv \max_{\nu} (\nu F_Q^{\text{coh}})$ is obtained for $\nu \to \infty$:

$$\left(\Delta g\right)^2_{\text{coh}} = \frac{T}{\gamma} N_{\text{abs}}.$$  \hfill (5)

Strictly speaking, this bound can be saturated by testing $\nu \to \infty$ samples, each for an infinitesimally small time $t \to 0$ using a number $N \to \infty$ of photons, in such a way that both $N_{\text{abs}} = \gamma t N$ and $T = \nu t$ remain constant. We call this theoretical limit $(N, \nu \to \infty$ and $t \to 0$, with both $N_{\text{abs}} = \gamma t N$ and $T = \nu t$ fixed) the Poisson limit, which will play a relevant role in this work. The importance of the classical bound (5) is that it remains finite — being limited by both $T$ and $N_{\text{abs}}$ — despite using an unbounded photon number (at each test) and an arbitrarily large number of tests. We also note that optimality of fast measurements has also been found in frequency measurements of atomic ensembles [20, 23–27].

4 Quantum strategies

We now move to quantum resources. We begin by deriving an upper bound on $F_Q$ given arbitrary quantum states. We use the results of Refs [37–39, 65, 66], where the upper bound $F_Q \leq N(1 - \mu)/\mu$ is obtained for an optical interferometer with symmetric photon loss in both arms, as quantified by $\mu$ (the probability of photon loss in each arm of the interferometer). In the context studied here this translates as:

$$F_Q \leq \frac{T^2 N_{\text{abs}} e^{-\gamma T/\nu}}{\nu(1 - e^{-\gamma T/\nu})^2}.$$  \hfill (7)

This expression also increases monotonically with $\nu$, and for $\nu \gg \gamma T$ it simplifies to:

$$\nu F_Q \leq \frac{\nu N_{\text{abs}}}{\gamma T}. $$  \hfill (8)

Approximating $N_{\text{abs}} = N(1 - e^{-\gamma T/\nu})$ as $N_{\text{abs}} \approx \gamma T N/\nu$ for $\nu \gg \gamma T$, we can express (8) in terms of $N$ as:

$$\nu F_Q \leq \frac{T}{\gamma} N.$$  \hfill (9)

Comparing (9) with (5), we note that in principle an arbitrarily large advantage over the classical bound can be obtained in the Poisson limit.
(where \( N \rightarrow \infty \) and \( \nu \rightarrow \infty \) with \( T \) and \( N_{\text{abs}} \) constant). For finite but large \( N \), the quantum advantage scales as \( N/N_{\text{abs}} \). To understand intuitively this large advantage, we note that \( F_Q \sim t^2 N^2 \) for states featuring Heisenberg scaling, which remains constant in the Poisson limit.  

While the previous observations illustrate that large quantum advantages are possible in the Poisson limit, two very relevant questions appear: (i) how close specific quantum states can get to the upper bound Eq (8), and, more importantly: (ii) whether the classical bound (5) can be overcome in realistic scenarios where \( N \) is small and imperfections are present (non-ideal measurements, finite time of preparation of quantum states). In what follows, we address (i) by computing \( F_Q \) for relevant quantum states in the Poisson limit. Question (ii) will be addressed in Sec. 5.

We start by the paradigmatic case of twin-Fock states (TFS) [7, 67, 68]. In this case, we have \( \rho_0 \propto |\phi_0\rangle \langle \phi_0| \) with \( |\phi_0\rangle = |n, n\rangle \) and \( N = 2n \). This state evolves for a time \( t \) according to (1), which we recall can be split in two independent channels: a unitary one which encodes \( g \), and a dissipative one where photons are lost with probability \( \mu = 1 - e^{-\gamma t} \). The state after a time \( t \) can then be described as:

\[
\rho_g = \sum_{k,j} p_k p_j |\phi_{k,j}(t)\rangle \langle \phi_{k,j}(t)|
\]

where \( |\phi_{k,j}(t)\rangle = e^{-itqH_{\text{int}}} |n-k, n-j\rangle \), and \( p_k \) is the probability of absorbing \( k \) photons after a time \( t \), which is given by: \( p_k = \left( \frac{1}{k!} \right) \mu^k (1 - \mu)^{n-k} \).

To compute the QFI of this state, it is convenient to note that given \( \rho_g = \sum_s q_s |\phi_s(t)\rangle \langle \phi_s(t)| \), with \( |\phi_s(t)\rangle = e^{-itqH_{\text{int}}} |\phi_s\rangle \) and \( \langle \phi_s|\phi_l\rangle = \delta_{sl} \); the QFI reads \( F_Q = 4t^2 \sum_i q_i (\Delta H_i)^2 - \sum_{i<j} 2q_i q_j (H_{ij})^2 (q_i + q_j)^{-1} \), with \( (\Delta H_i)^2 = |\langle \phi_i|H_{\text{int}}^2|\phi_i\rangle - (\langle \phi_i|H_{\text{int}}|\phi_i\rangle)^2 |^2 \) [64, 69]. For TFS, we hence obtain,

\[
F_{\text{TFS}}^T = 4t^2 \sum_{i<j} p_i p_j (n - i)(n - j + 1) \left( \frac{1}{2} - \frac{1}{1 + (n-j+1)(i+1)} \right).
\]

Now, taking the Poisson limit of (11) \((t \rightarrow 0 \text{ with } 2n\gamma t = N_{\text{abs}})\), yields

\[
F_{\text{TFS}}^T = \frac{N_{\text{abs}}^2}{\gamma^2} \sum_{i<j} p_i p_j \left( \frac{1}{2} - \frac{j}{i + 1 + j} \right) = G(N_{\text{abs}}) \frac{1}{\gamma^2},
\]

with

\[
p_k = \frac{(N_{\text{abs}}/2)^k e^{-N_{\text{abs}}/2}}{k!}.
\]

For \( N_{\text{abs}} \gg 1 \), the Poisson distribution (13) is strongly peaked around \( k = N_{\text{abs}}/2 \), such that the sum in (12) is dominated by \( i = j = N_{\text{abs}}/2 \). In this regime, \( G(N_{\text{abs}}) \approx N_{\text{abs}}/2 \), which is half of the upper bound (8). In contrast, as \( N_{\text{abs}} \rightarrow 0 \), \( G(N_{\text{abs}}) \approx N_{\text{abs}}^2/2 \). In general, a global measurement on both modes is needed to saturate the QFI (12) [69]. The \( F_C \) has been considered for more realistic photon number-resolved measurements (NRM) [68, 70–72], and we study it in the Poisson limit in Sec. B of the Appendix. For \( g \approx 0 \), we find \( F_{C|g=0}^\text{NRM} = N_{\text{abs}}^2 e^{-N_{\text{abs}}/2}/2\gamma^2 \). The exponential decay with \( N_{\text{abs}} \) can be avoided by suitably optimising over the interaction strength \( g \), leading to a quasi-linear growth of \( F_C|g=g^* \) with \( N_{\text{abs}} \) (see Fig. 1).

We now consider NOON states. In particular, we take as an initial state \( \rho_0 = |\text{NOON}\rangle \langle \text{NOON}| \) with \( |\text{NOON}\rangle = (|0,N\rangle + |N,0\rangle)/\sqrt{2} \). In this case, \( F_Q^\text{NOON} \) is given by \( N^2 t^2 \) times the probability of not losing any photon which, in the Poisson limit, is given by \( p_0^2 \) in (13). Hence,

\[
F_{\text{NOON}} = \frac{N_{\text{abs}}^2}{\gamma^2} e^{-N_{\text{abs}}}. \tag{14}
\]

For \( N_{\text{abs}} \ll 1 \), NOON perform twice as good as TFS, but this advantage is exponentially suppressed for larger \( N_{\text{abs}} \). In fact, NOON states are optimal for \( N_{\text{abs}} \ll 1 \), which means that the bound (8) can not be saturated in this regime. In the regime \( N_{\text{abs}} \gg 1 \), the upper bound (8) can be saturated using two mode squeezed states and number-resolved measurements [73, 74], which we show in Sec. A of the Appendix. The performance of TFS, squeezed and NOON states in

---

[4] In the Poisson limit, Heisenberg scaling may be preserved as \( N_{\text{abs}}/N \rightarrow 0 \) when \( N \rightarrow \infty \). This observation is not in contradiction with the well-known fact that quantum states lose Heisenberg scaling as \( N \rightarrow \infty \) for \( \mu > 0 \) constant [37–39, 65, 66], as in this case \( N_{\text{abs}}/N \) remains finite as \( N \rightarrow \infty \). These heuristic considerations will be made more precite for specific states in what follows.
the Poisson limit is summarised in Fig. 1. In the regime $N_{\text{abs}} = \mathcal{O}(1)$, the performance can be improved by considering more general states, such as the optimal states discussed in [66, 75–81].

Summarising, quantum photonic states (TFS, squeezed or NOON states) can provide an arbitrarily large advantage over the classical bound (5) in the Poisson limit, which however requires $N \to \infty$ and $t \to 0$ (i.e. arbitrarily fast measurements). In the next section, we explore quantum advantages in realistic scenarios with small $N$ and finite $t$, and also consider the presence of non-idealities in the preparation and measurement steps.

5 Quantum advantage in realistic scenarios

We first explore the presence of finite $N$. First, when $N$ is finite with $N \gg 1$, we can use $N_{\text{abs}} \approx N \gamma t$ and $\nu = T/\gamma t$ to approximate $(\Delta g)^{-2} = \nu \mathcal{F}$ as

$$(\Delta g)^{-2} \approx (\Delta g)_{\text{coh}}^{-2} \frac{N}{N_{\text{abs}}} \mathcal{F},$$

(15)

where $\mathcal{F}$ is any of the CFI or QFI shown in Fig. 1. This expression can be compared with (5), where we note a linear increase of the quantum advantage with $N$. Interestingly, quantum advantages are also observed when $N$ is small, so that Eq. (15) is not necessarily valid. This is shown in Fig. 2, where we compute the QFI of TFS exactly using (11) for low $N < 10$. Notably, we see that even quantum states with $N = 2$ can outperform arbitrary classical strategies for sufficiently small $N_{\text{abs}}$. Importantly, the number of repetitions of the experiment $\nu/\gamma T \approx N/N_{\text{abs}}$ is also small in such scenarios (see inset of Fig. 2). While these considerations are promising, the results of Fig. 2 are obtained assuming perfect preparation and measurement devices, which motivates the analysis of noise robustness in what follows.

Let us consider the main practical limitations: measurement devices with efficiency $\eta < 1$, and an extra time $t_{\text{ext}}$ to prepare and measure quantum states [22]. More precisely, we model photon loss in the measurement process through a beamsplitter interaction with vacuum of each mode $a$, $b$:

$$a \to \sqrt{\eta a} + \sqrt{1 - \eta} e_1$$
$$b \to \sqrt{\eta b} + \sqrt{1 - \eta} e_2$$

(16)

so that there is a probability $1 - \eta$ of losing a photon. Since $\eta$ is the same in both modes, this beam splitter interaction commutes with $H_{\text{int}}$, so that this operation can be applied either before (imperfect state preparation) or after (imperfect state preparation).
detector) the acquisition of information of $g$. In particular, we can generalise $\mu$ as: $\mu = 1 - e^{-\gamma t} \eta$, where $\eta$ is independent of the time of the process, and where we recall that $N_{\text{abs}} = N(1 - e^{-\gamma t})$ (i.e. the photons loss in the vacuum do not damage the sample). Indeed, $\eta$ quantifies the efficiency of the detector. On the other hand, we also assume the existence of an extra time $t_{\text{ext}}$ to prepare and measure quantum states of light. The total time of the process is hence generalised to:

$$T = \nu(t + t_{\text{ext}}),$$

where $t$ is the time used in the interference process.

Given this model, we first illustrate in Fig. 3 (a) that TFS with low $N$ can overcome the bound (5) when $N_{\text{abs}}$ is small, even in the presence of imperfections (in the figure, we take $\eta = 0.96$ and $\gamma t_{\text{ext}} = 0.04$). These results can be compared with the ideal scenario ($\eta = 1$ and $\gamma t_{\text{ext}} = 0$) shown in Fig. 2, which illustrates that imperfections become most relevant as $N$ increases. Similar results are found for NRM (see Sec. C of the Appendix). Importantly, in both cases the corresponding protocol requires measuring a finite number of samples, $\nu T \gamma \approx N/N_{\text{abs}}$, making it feasible in practice.

Second, the robustness of such quantum advantages to finite detector efficiency ($\eta$) and extra times ($t_{\text{ext}}$) is analysed in Fig. 3 (b) for TFS and $N_{\text{abs}} = 1$. In particular, we plot the values of $\{\gamma t_{\text{ext}}, 1 - \eta\}$ for which $(\Delta g)^2_{\text{FS}}/(\Delta g)^2_{\text{coh}} = 1$ for different $N$. That is, on the left of the curves of Fig. 3 (b), quantum advantages are possible (i.e., $(\Delta g)^2_{\text{FS}}/(\Delta g)^2_{\text{coh}} \geq 1$), and on the right, they are not. In the grey region, no quantum advantages are possible regardless of $N$. Whereas for $t_{\text{ext}} = 0$ or $\eta = 1$ increasing $N$ is generally favourable, we find that TFS of low $N$ ($N \approx 8 - 20$) are most robust to noise when both $t_{\text{ext}} > 0$ and $1 - \eta$ are non-negligible. In particular, for TFS of $N = 8$, the quantum advantage prevails for $\eta > 0.9$ and $\gamma t_{\text{ext}} < 0.12$.

In Sec. C of the Appendix, we provide an extended discussion of noise robustness, including upper bounds on general states. We find that, while the presence of $\eta$ and $t_{\text{ext}}$ severely restricts the maximal possible quantum advantage, the main practical conclusion of our paper remains: In frequency measurements of delicate samples, few-photon quantum states (TFS, NOON, or squeezed) can overcome classical strategies using arbitrarily intense coherent states and an arbitrarily large number of samples when $N_{\text{abs}}$ is low.

### 6 Implementation in Cavity QED

Although quantum advantages can be obtained already for low $N$ and can tolerate imperfections (see Fig. 3 and Sec. C of the Appendix), it is crucial to devise implementations where quantum states are prepared and measured fast, and with high efficiency. Recent examples include the preparation of Fock states in the motional states of trapped ions [82]. Here, we take an alternative route and outline a protocol based on cavity QED [41] or circuit QED [42] capable of generating and observing Fock states of light in cavities, inspired by recent progress on metrology and number-resolved measurements in waveguide QED [53, 59, 61, 83]. The key idea is to engineer an interaction of the cavity with a set of resonant qubits/atoms. More precisely, in addition to Eq. (1), the two cavities are each coupled to a collection of $N_{\text{at}}$ resonant atoms via

$$H_{\text{Dicke}}(t) = \sum_{\alpha=a,b} \sum_{i=1}^{N_{\text{at}}} \left[ \omega \sigma_{i,\alpha}^z + J(t)(\sigma_{i,\alpha}^- \alpha^\dagger + \text{H.c.}) \right],$$

such that the total Hamiltonian of the system reads $H(t) = H_0 + H_{\text{int}} + H_{\text{Dicke}}$. In our protocol we require that the collectively enhanced atom–cavity coupling $J(t)$ is tunable and much faster than the cavity decay rate. Strong coupling, together with control of the atom–cavity interaction is routinely achieved in experiment [48, 84], in particular to generate or absorb individual photons [85]. Extending this level of control to ensembles of atoms the cavity and combining this with sufficiently high quality readout is challenging, but actively investigated [44, 86].

Initially, all $2N_{\text{at}}$ atoms are excited, and each cavity is set to the ground state: $n = 0$, where $n$ is the number photons in each cavity. Through the atom-cavity (AC) Dicke interaction (18), the excitations are transformed into photons in the cavity. In general, we can diagonalize exactly Eq. (18) to find the state evolution (see Appendix D). Yet, here we provide an analytical solution in the linear regime where $n \ll N_{\text{at}}$ along the evolution, which turns out to also be relevant for the implementation. In this case, we can linearize...
the spin operator around the state with all atoms 
excited, obtaining \( \sum_i \sigma_i^- \simeq \sqrt{N_{\text{at}}} \epsilon_i^\dagger \), where \( c_\alpha \) is a bosonic annihilation operator. Thus, Eq. (18) transforms into

\[
H_{\text{Dicke}} \simeq \sum_{\alpha=a,b} \sum_{i=1}^{N_{\text{at}}} \left[ \omega \sigma_i^\dagger \sigma_i \right] + \left( J(t) \sqrt{N_{\text{at}}} c_\alpha^\dagger \alpha^\dagger + \text{H.c.} \right].
\]

(19)

The time evolution is therefore a two-mode squeezing operation \( e^{-iHt} = e^{-\zeta \alpha^\dagger \alpha + \zeta^* \epsilon \epsilon^\dagger} \), with \( \zeta = i \sqrt{N_{\text{at}}} Jt = e^{i\theta} \). Under this evolution,

\[
\langle \alpha^\dagger \alpha \rangle = \sinh^2 r = \sinh^2 \left( \sqrt{N_{\text{at}}} Jt \right)
\]

\[
\langle \alpha^\dagger \alpha^\dagger \alpha \alpha \rangle = \sinh^2(r) [\cosh(2r) - \sinh^2(2r)].
\]

(20)

with \( \alpha = a, b \). In particular, the optimal time 

\[
t_{\text{prep}} = \frac{\sinh^{-1}(\sqrt{n})}{\sqrt{N_{\text{at}}} J}.
\]

(21)

On the other hand, the probability of obtaining \( k_\alpha \) photons in one cavity at time \( t \) is given by:

\[
q(k_\alpha) = \left( \tanh \sqrt{N_{\text{at}}} Jt \right)^{2k_\alpha} / \left( \cosh \sqrt{N_{\text{at}}} Jt \right)^2
\]

for the time (21), it reads:

\[
q(k_\alpha) \approx \frac{n^{k_\alpha}}{(n + 1)^{k_\alpha + 1}}.
\]

(22)

which we recall holds in the regime \( N_{\text{at}} \gg n \).

Given these considerations, for a given target photon number \( n \), the state preparation protocol consists of the following steps.

1. Starting from an initial state of all atoms and both cavities in the ground state, all atoms are excited.

2. The cavity-atom interaction is turned on, \( J(t) = J \), for a time \( t_{\text{prep}} \).

3. The cavity-atom interaction is turned off and the number of remaining excited atoms is measured.

Conditional on the measurement outcome \( N_{\text{at}} - k_\alpha \), the cavity is projected in a Fock state with \( k_\alpha \) photons, which takes place with probability \( q(k_\alpha) \) given in Eq. (22). This process can be done in parallel for both cavities, and on average \( N = 2n \) photons are created.

After this preparation stage, we let the photonic system evolve according to Eq. (1) for some time \( t \), which is the time relevant for our discussion in the rest of the article. The number of photons involved in the process is \( N \). In the mean time, the remaining \( N_{\text{at}} - k_\alpha \) atoms need to be reset to the ground state in order to prepare them for the final measurement.

To measure the final photon distribution in the cavity, we again turn on the atom-cavity coupling \( J(t) \), which allows the atoms to reabsorb photons from the cavity. In contrast to the preparation stage, the atoms are now prepared in the ground state, whereas the photonic state contains at most \( 2n \) photons. As in the preparation stage, we can linearize the spin operator (now around the ground state) obtaining \( \sum_i \sigma_i^- \simeq \sqrt{N_{\text{at}}} c_\alpha \), where \( c_\alpha \) is a bosonic annihilation operator. Thus, Eq. (18) can now be
transformed as
\[ H_{\text{Dicke}} \simeq \sum_{\alpha=a,b} \sum_{i=1}^{N_{\text{at}}} [\omega \sigma_{i}^{\alpha} + (J(t) \sqrt{N_{\text{at}}} c_{\alpha} \alpha^{\dagger} + \text{H.c.})]. \]

The time evolution is therefore a standard beam splitter interaction with oscillations with period \( T = \pi/J \sqrt{N_{\text{at}}} \). We take \( t_{\text{meas}} = T/2 \), i.e.,
\[ t_{\text{meas}} = \frac{\pi}{2J \sqrt{N_{\text{at}}}}, \]

(24)
to maximise the probability that all photons are absorbed. Given a \( n \)-photon state in the cavity as an initial state, this absorption process has an error probability \( p_{\text{error}} = \mathcal{O}(n/N_{\text{at}})^2 \), where \( 1 - p_{\text{error}} \) is the probability that all photons are absorbed. In order to relate it to the efficiency \( \eta \) of the detector, we can identify:
\[ 1 - p_{\text{error}} \equiv \eta^{n}. \]

(25)
Note that, strictly speaking, the \( \eta \) introduced here is not the same as the one introduced in (16) (in the sense that they arise through different physical processes), but their meaning is essentially the same: \( 1 - \eta \) the probability of not losing a photon in the detection process. In particular, a small \( p_{\text{error}} \) guarantees \( \eta \approx 1 \), as desired. The error probability \( p_{\text{error}} \) is shown in Fig. 4 for different \( N_{\text{at}} \). From the figure, it becomes clear that for \( N_{\text{at}} > 20 \) already very high efficiencies can be obtained, so that quantum advantages are possible according to Fig. 3. Furthermore, we note that, if \( p_{\text{error}} \) is non-negligible, the absorption process can be repeated, which substantially reduces \( p_{\text{error}} \), as also shown in Fig. 4. In this case, adding up the total number of excitations observed in the measurements yields the measurement result, thus implementing a number-resolved measurement (NRM) in each cavity.

In practice, the following constraints need to be satisfied for the successful implementation of this scheme:

1. \( p_{\text{error}} = \mathcal{O}(n/N_{\text{at}})^2 \ll 1 \), i.e., a high detector efficiency in the NRM, and
2. \( t_{\text{ext}} = (t_{\text{prep}} + t_{\text{meas}}) \propto 1/J \sqrt{N_{\text{at}}} \ll \gamma^{-1} \), so that \( t_{\text{ext}} \) can be neglected.

The linear regime where \( N_{\text{at}} \gg n \) is hence convenient for the implementation of this protocol, and it is also useful to engineer a strong atom-cavity coupling \( J \gg \gamma \). Experimental requirements needed for the successful implementation of this proposal are discussed in the Sec. D of the Appendix, where we argue that both cavity QED [44, 87, 88] and circuit QED [89–91] appear as promising platforms.

Even when both conditions are met, the discussed preparation scheme does not produce TFS, but rather Fock states distributed according to \( q(k_{\alpha}) \). Furthermore, the NRM in each cavity is in general not optimal for metrology, i.e., the corresponding CFI does not saturate \( F_{Q} \) (see Fig. 1, Appendix B, and Refs. [70–72]). While both effects lead to a reduction for the quantum advantages reported in Fig. 3, we find that quantum advantages can be obtained for \( N = 2n \approx 4 - 20 \), and \( N_{\text{at}} \approx 20 - 100 \) with the discussed implementation, as shown in Fig. 4 for \( N_{\text{abs}} = 1 \). Details
on the calculation of \((\Delta g)_{\text{AC}}^2\) for the atom-cavity (AC) implementation, as well as an analysis to robustness to non-idealities \((\eta > 1 \text{ and } t_{\text{ext}} > 0)\), is provided in Appendix D.

7 Conclusions

While quantum advantages in photonic metrology are well established when the (average) photon number is fixed [3–5], in specific situations, other constraints might be more meaningful. For example, when non-linear effects or quantum backaction limit the light intensity, a more sophisticated analysis has to take these effects into account [92]. Here, we study a complimentary situation, where photosensitive samples imply that the number of absorbed photons \(N_{\text{abs}}\) is limited [12–15, 18]. While in interferometric measurements this coincides with the traditional constraint on \(N\), we have shown that it leads to qualitatively new results in frequency measurements. In this case, finite quantum resources for metrology (finite photon number, finite number of samples, finite time) can become more powerful than infinite classical resources (unbounded photon number, unlimited number of samples, finite time). We have characterized these advantages as a function of \(N_{\text{abs}}\) and \(T\) for a model of two coupled oscillators, but our results suggest similar advantages in frequency measurements of delicate samples where photon absorption can be modelled as a Markovian process.

In a second part of the article, we have discussed a possible implementation of these advantages in a cavity QED set-up. The key idea is to couple cavities to a set of resonant atoms. By suitably controlling the atoms, we have devised strategies to prepare and measure Fock states in a fast and efficient way. In particular, we showed that superradiance, arising due to the collective atom-cavity coupling, can be exploited to enhance the quality of the measurement and preparation of photonic states. These results illustrate the potential of superradiance for applications in quantum metrology and information [3–5, 52].
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In this section we compute the classical Fisher information, \( F = \sum_j \frac{1}{q_j} q_j^2 \).
where $q_j$ is the probability to obtain outcome $j$, for number resolved measurements in the set-up described in the main text. Because of the map between our framework and Mach-Zehnder interferometry with symmetric (time-dependent) photon loss, we can follow similar derivations in that context, see e.g. Refs. [70–72]. Let us first compute the probabilities of the photon-number measurements for the initial Fock state $|k, m\rangle$ and unitary $U_g = e^{-iH_0}e^{-iH_{int}}$. First of all we note that $e^{-itH_0}$ commutes with the initial state (with a well defined photon number in each arm) and hence can be ignored for the number-resolved statistics. We first compute:

$$P(k, m, q, g) \equiv | \langle k - q, m + q | e^{-i\theta H_{int}} | k, m \rangle |^2$$

with $|k, m\rangle = \frac{1}{\sqrt{k!m!}} (a_\dagger)^k (b_\dagger)^m |0, 0\rangle$ and $q \in [-m, k]$. Noting that:

$$a^\dagger_g \equiv e^{-i\theta H_{int}} a^\dagger e^{i\theta H_{int}} = a^\dagger \cos \left(\frac{tg}{2}\right) + ib^\dagger \sin \left(\frac{tg}{2}\right)$$

$$b^\dagger_g \equiv e^{-i\theta H_{int}} b^\dagger e^{i\theta H_{int}} = b^\dagger \cos \left(\frac{tg}{2}\right) + ia^\dagger \sin \left(\frac{tg}{2}\right),$$

we obtain

$$P(k, m, q, g) = \frac{(m + q)!(k - q)!}{m!k!} (\tan \theta)^{2q} \left( \sum_{j=0}^{m} \binom{m}{j} \binom{k}{j+q} (-1)^j (\cos \theta)^{k+m-2j} (\sin \theta)^{2j} \right)^2$$

where we defined $\theta \equiv tg/2$, and $q \in [-m, k]$. This can also be expressed as:

$$P(k, m, q, g) = \frac{(m + q)!(k - q)!}{m!k!} (\tan \theta)^{2q} \left( -1 \right)^k \binom{m}{k+1} \binom{k}{k+q+1} (\sin \theta)^{2k+2} (\cos \theta)^{2m-k} _3F_2 \left( 1, -m+k+1, q+1; k+2, k+q+2; -\tan^2(\theta) \right)$$

$$+ \binom{k}{q} (\cos \theta)^{m+k} _2F_1 \left( -m-q-k; q+1; -\tan^2(\theta) \right)^2,$$

where $_pF_q(a; b; z)$ is the generalized hypergeometric function.

Next, we compute the probability to obtain outcomes $\{k, m\}$ for the state:

$$\rho = \sum_{k,j} p_k p_j |n-k, n-j\rangle \langle n-k, n-j|$$

with

$$p_k = \mu^k (1-\mu)^{n-k} \binom{n}{k}, \quad \mu = 1 - e^{-\gamma t}.$$  

It is convenient to introduce:

$$n_{loss} \equiv 2n - (k + m)$$

$$q \equiv n - k$$

Then, we have for (34)

$$P^{Fock}(n_{loss}, q, g) = \sum_{l=0}^{n_{loss}} p_l p_{n_{loss}-l} P(n-l, n+l-n_{loss}, q-l, g)$$

The only remaining step is to compute the classical Fisher information using (29):

$$F^TFS_C(g) = \sum_{n_{loss}=0}^{2n} \sum_{q=n_{loss}-n}^{n} \frac{\partial \gamma P^{Fock}(n_{loss}, q, g)}{P^{Fock}(n_{loss}, q, g)}$$
To gain some analytical insight for this expression, we can compute it in the limit $g \to 0$. Following [61, 71], we can expand the probabilities around $g \approx 0$ up to order $O(g^2)$, and realize that only instances where $n+1$ photons are measured in one of the modes contribute to the CFI. This leads to the following analytical expression for the CFI [68]:

$$\lim_{g \to 0} \mathcal{F}_{TFS}^C (g) = 2t^2(n + 1)n(1 - \mu)^{n+1},$$

which shows an exponential decay with $n = N/2$. This is hence far from $\mathcal{F}_Q$ for large $N$, while still better than NOON states. For future convenience, we also give the corresponding expression when the initial state is

$$\rho = \sum_{k,j} p_k p_j \ket{n-k,m-j} \bra{n-k,m-j}:$$

$$\lim_{g \to 0} \mathcal{F}_{C}^{n,m} (g) = t^2 \left( (1 - \mu)^{n+1}(n + 1)m + (1 - \mu)^{m+1}(m + 1)n \right).$$

Finally, we numerically compute (38) for different $g$, $\mu$ and $N$ for the state (34) (and setting $t = 1$). An example is shown in Fig. 5, from it we see that in general the dependence of $\mathcal{F}_C$ with $g$ is non-trivial, and so is the point where it is maximized. The figure also shows that indeed (29) does not saturate $\mathcal{F}_Q$ for number-resolved measurements. In Fig. 5 we also show (38) as a function of $N$, where it becomes apparent the importance of maximizing $\mathcal{F}_C$ with respect to $g$ for the number-resolved-measurements as $N$ increases. The numerical results suggest that a systematic improvement with respect to the Shot-Noise-Limit can be obtained for any $N$ with suitably optimized number-resolved-measurements.

![Figure 5](image_url)

Figure 5: (a) CFI, QFI, and SNL vs $\phi$. Parameters: $N = 12$, $\mu = 0.2$, and $t = 1$. (b) $\mathcal{F}_Q$ and $\mathcal{F}_C$ vs $N$ for $\mu = 0.2$ and $t = 1$.

Let us now look at the Poisson limit $N \to \infty$, $t \to 0$ while satisfying $2\gamma t n \to N_{abs}$. First, from (39), we can study the Poisson limit $2\gamma t n \to N_{abs}$, where we obtain:

$$\lim_{g \to 0} \mathcal{F}_{TFS}^C = \frac{N_{abs}^2}{2\gamma^2} e^{-N_{abs}/2}.$$

To obtain similar analytical expression for arbitrary $g$ is challenging due to the complexity of obtaining asymptotic expressions for the generalized hypergeometric functions. Yet, we can obtain numerical results for rather large $N \approx 100 - 1000$. To do this, it is useful to approximate $\mathcal{F}_C$ in (38) as:

$$\mathcal{F}_{TFS}^C (g) \approx \sum_{n_{loss}=0}^{N_{loss}^{\text{max}}} \sum_{q=-q_{\text{max}}}^{q_{\text{max}}} \frac{p_{\text{Fock}}(n_{loss}, q, g)^2}{p_{\text{Fock}}(n_{loss}, q, g)} \tag{42}$$

since only terms with $q = O(1)$ and $N_{loss}^{\text{max}} = O(N_{abs})$ contribute to the sum in the Poisson limit (other terms are exponentially small). In our numerical simulations, we take $q_{\text{max}} = 10$ and $N_{loss}^{\text{max}} = 4N_{abs}$, and the results become in practice indistinguishable when these parameters are varied. Numerical results are shown in Fig. 2 of the main text.
No Quantum Advantage

Figure 6: Here we illustrate regions where quantum advantages become possible in principle. For that, we plot the values of \( \{t_{\text{ext}}, 1 - \eta\} \) for which the upper bound \( J(t) \), defined in (50), satisfies \( J(t) = 1 \). Recall that if \( J(t) < 1 \) then no quantum advantage is possible (using any state). This is shown in grey, by maximising (50) over any \( t \) (and hence \( N \)). On the other hand, for the different colourful curves \( t \) is fixed implicitly by \( N_{\text{abs}} = N(1 - e^{-\gamma t}) \), which provide upper bounds for a state with \( N \) photons.

B.0.1 Optimal measurement

Finally, we note that the optimal measurement \( L \) where the classical Fisher info (29) saturates \( Q \) is given by [69]:

\[
L = i \sum_{k,l} \tilde{p}_k \tilde{p}_l - \tilde{p}_{k-1} \tilde{p}_{l+1} \sqrt{k(l+1)} \left( |k,l\rangle \langle k-1,l+1| + |l,k\rangle \langle l+1,k-1| \right)
\]

\[
= i \sum_{k,l} \frac{(n-k+1)(l+1) - k(n-l)}{n(l+k+1) + k(n-l)} \sqrt{k(l+1)} \left( |k,l\rangle \langle k-1,l+1| + |l,k\rangle \langle l+1,k-1| \right).
\]

with \( \tilde{p}_k = p_{n-k} \). In the presence of photon loss (i.e. \( p_0 \neq 1 \)), this does not correspond to a number resolved measurement of the two modes, but to a global measurement involving both modes.

C Robustness to imperfections: Photon loss in the detection process and finite time for preparation and measurement of quantum states

In this section, we discuss how \((\Delta g)^{-2} \equiv \nu F\) of general quantum states decreases due to: finite \( N \), photon loss in the measurement process, and an extra-time \( t_{\text{ext}} \) of preparation/measurement of quantum resources. We then also discuss the particular case of twin Fock states (TFS), both with optimal measurements (\( F_{\text{TFS}}^{\text{opt}} \)) and with photon number-resolved measurements (NRM) (\( F_{\text{TFS}}^{\text{NRM}} \)).

We start by giving general bounds on \( \nu F_Q \) for any quantum state given different constraints:

- **Finite \( N \).** Let us first assume finite \( N \), but \( \eta = 1 \) and \( t_{\text{ext}} = 0 \). Using the upper bound of [37–39, 65, 66], we have:

\[
F_Q \leq t^2 N \frac{e^{-\gamma t}}{1 - e^{-\gamma t}} \leq tN \frac{1}{\gamma},
\]

where the factor \( t^2 \) comes from the fact that we are measuring a frequency-like quantity. Considering now \( \nu = T/t \) measurements, we obtain:

\[
(\Delta g)^{-2}_N \equiv \nu F_Q \leq \frac{TN}{\gamma} = \frac{N}{N_{\text{abs}}} (\Delta g)^{-2}_{\text{coh}}.
\]

Since any \( \eta < 1 \) or \( t_{\text{ext}} > 0 \) can only decrease \((\Delta g)^{-2}_N\), this bound also holds for any \( \eta \) and \( t_{\text{ext}} \).
This expression is no longer optimised in general at solution. We can still solve it numerically for any value of the desired value of desirable when are not close to zero. This suggests that in realistic implementations few-photon quantum states are an upper bound on the quantum advantage. In particular, a quantum advantage is impossible if 

\[ g \left( \Delta \gamma^2 / \Delta g \right)_{\text{NRM}} = 1 \]

\( \forall t \) for TFS of different \( N \) and \( N_{\text{abs}} = 1 \). In other words, lower values of \( \{1 - \eta, t_{\text{ext}}\} \) enable quantum advantages with TFS. For NRM, we consider \( g \approx 0 \).

**Photon loss.** Let us now assume \( 0 < \eta \leq 1 \). The starting point is now: 

\[ F_Q \leq t^2 \eta e^{-\gamma t} / (1 - \eta e^{-\gamma t}) \]

which implies for the whole process with \( \nu = T/t \) measurements:

\[ (\Delta g)_{\eta}^{-2} = \nu F_Q \leq T \eta N_{\text{abs}} \frac{t e^{-\gamma t}}{(1 - e^{-\gamma t}) (1 - \eta e^{-\gamma t})} . \]  

(46)

which we expressed in terms of the constants \( T \) and \( N_{\text{abs}} \). The right hand side of (46) is maximised for \( t \to 0 \) (or equivalently \( N \to \infty \)), leading to the bound:

\[ (\Delta g)_{\eta}^{-2} \leq (\Delta g)_{\text{coh}}^{-2} \frac{\eta}{1 - \eta} . \]  

(47)

Hence the quantum advantage comes in the form of a better prefactor \( \eta / (1 - \eta) \). This prefactor advantage takes the same form as the one obtained in noisy photon interferometry when comparing coherent and quantum states with a fixed \( N \) [37–39, 65, 66].

**Extra time.** Let us now assume an extra time \( t_{\text{ext}} \) necessary to prepare and measure using quantum resources. Let us consider the extreme case \( t_{\text{ext}} > 0 \) but \( \eta = 1 \) and no constraints on \( N \). Taking \( \eta = 1 \), we have:

\[ (\Delta g)_{t_{\text{ext}}}^{-2} = \nu F_Q \leq T N_{\text{abs}} \frac{t^2 e^{-\gamma t}}{(t + t_{\text{ext}}) (1 - e^{-\gamma t})^2} . \]  

(48)

This expression is again optimised in the limit \( t \to 0 \) (and hence \( N \to \infty \)), yielding:

\[ (\Delta g)_{t_{\text{ext}}}^{-2} \leq (\Delta g)_{\text{coh}}^{-2} \frac{1}{\gamma t_{\text{ext}}} . \]  

(49)

Let us now consider the general case where \( 0 < \eta < 1 \) and \( t_{\text{ext}} > 0 \). In general we have,

\[ \frac{(\Delta g)_{t_{\text{ext}}}^{-2}}{(\Delta g)_{\text{coh}}^{-2}} \leq \frac{\gamma t^2 \eta e^{-\gamma t}}{(t + t_{\text{ext}}) (1 - e^{-\gamma t}) (1 - \eta e^{-\gamma t})} \equiv J(t) . \]  

(50)

This expression is no longer optimised in general at \( t \to 0 \), and in fact it does not allow for an analytical solution. We can still solve it numerically for any value of the desired value of \( J(t) \), which provides an upper bound on the quantum advantage. In particular, a quantum advantage is impossible if \( J(t) = 1 \forall t \). This condition is plot in Fig. 6, where we compute the values of \( \eta, t_{\text{ext}} \) for which \( \max_t J(t) = 1 \). In Fig. 6, we also plot the values \( \eta, t_{\text{ext}} \) for which \( \max_t J(t) = 1 \) but by fixing \( t \) implicitly by \( N_{\text{abs}} = N(1 - e^{-\gamma t}) \), which provide upper bounds for a state with \( N \) photons. Interestingly, we find that the upper bound becomes more robust to noise in the regime where both \( t_{\text{ext}} \) and \( 1 - \eta \) are not close to zero. This suggests that in realistic implementations few-photon quantum states are desirable when \( N_{\text{abs}} \) is low.
until it is damaged, that is:

At each run of the experiment, the preparation returns probabilistically a Fock state \( \ket{m,l} \), where the photon numbers \( m, l \) are known due to measurement of the remaining excited atoms, and are distributed according to the known distribution \( q(k) \) [Eq. (22)]. Given \( m, l \), the interaction time \( t_{m,l} \) between cavities is taken such that on average \( N_{\text{abs}} \) photons are absorbed, i.e.:

\[
N_{\text{abs}} = (m + l)(1 - e^{-\gamma t_{m,l}}). \tag{52}
\]

We then repeat the experiment as often as possible in the given finite maximum time \( T \), such that in the end \( \sum_{m,l} \nu_{m,l} t_{m,l} \lesssim T \), where we defined \( \nu_{m,l} \) which is the number of times a certain combination \( m, l \) appeared in the experimental run. We are interested in the regime \( \nu \equiv \sum_{m,l} \nu_{m,l} \gg 1 \) (i.e. \( T/t_{m,l} \gg 1 \)), where the statistics are dominated by typical sequences in which \( \nu_{m,l} = q(m)q(l)\nu \) which, together with \( T = \sum_{m,l} \nu_{m,l} t_{m,l} \), provides \( \nu \).

Assuming a large number of runs of the experiment \( \nu \gg 1 \) (so that enough statistics for each \( m, l \) are obtained), the measurement uncertainty \( (\Delta g)^{-2} \) is bounded by

\[
(\Delta g)^{-2}_{\text{AC},Q} = \sum_{m,l} \nu_{m,l} F_{Q}^{m,l} = \frac{T}{\sum_{m,l} q(m)q(l)t_{m,l}} \sum_{m,l} q(m)q(l)F_{Q}^{m,l} \tag{53}
\]
with $\mathcal{F}^{m,l}_Q$ is the QFI for an initial Fock state $|m,l\rangle$, and it reads (following the same reasoning provided in the main text):

$$
\mathcal{F}^{m,l}_Q = 2t_{m,l}^2 \sum_l \sum_i p_i p_{j,m} (l-i)(m-j+1) \left( \frac{1}{2} - \frac{1}{1 + \frac{(m-j+1)(j+1)}{j(l-i)}} \right) + (m-j)(l-i+1) \left( \frac{1}{2} - \frac{1}{1 + \frac{(l-i+1)(j+1)}{j(m-j)}} \right) \right),
$$

(54)

with $p_{j,m} = \binom{m}{j} \mu^j (1-\mu)^{m-j}$ and $\mu = 1 - e^{-\gamma t}$.

We can compute $(\Delta g)^{-2}_\text{NRM} \equiv \nu \mathcal{F}_C$ using NRM in a similar fashion. For simplicity, we focus on the case $g \approx 0$, which can be solved analytically, but the case of general $g$ can be straightforwardly treated following our previous considerations for TFS. Analogously with our previous considerations, we have,

$$
(\Delta g)^{-2}_\text{AC} = \frac{T}{\sum_{m,l} q(m)q(l)t_{m,l}} \sum_{m,l} q(m)q(l)\mathcal{F}^{m,l}_C
$$

(55)

with (see Eq. (40)),

$$
\mathcal{F}^{m,l}_C = t_{m,l}^2 \left( (1-\mu)^{l+1}(l+1)m + (1-\mu)^{m+1}(m+1)l \right)
$$

(56)

with $\mu = 1 - e^{-\gamma t}\eta$.

We show $(\Delta g)^{-2}_\text{AC}$ in Fig. 9, where it is compared with TFS. In our simulations, we compute $q(k)$ exactly by solving the Hamiltonian Eq. (12) of the main text. As expected, the probabilistic preparation of Fock states in our implementation diminishes its performance with respect to ideal TFS. Yet, we see that already at $n \approx 6$, quantum advantages appear possible, even in the presence of detector inefficiencies ($\eta < 1$). The tolerance to imperfections (both $\eta$ and $t_{\text{ext}}$ of $(\Delta g)^{-2}_\text{AC}$ is shown in Fig. 10.

D.0.1 Error sources in the cavity QED and circuit QED implementation

In practice, there are several additional sources of error in this protocol that ought to be considered.

First, we have assumed that all atoms/qubits are exactly on resonance with the cavity. Realistically, they may have differing energies and be detuned from the cavity, which makes the photon exchange between cavity and atoms less efficient. However, measuring the number of excited atoms after the interaction period still projects the cavity state onto a Fock state, such that disorder only affects the probability distribution of the produced Fock states, but not their fidelity.
Figure 10: We plot the values \( \{\eta, t_{\text{ext}}\} \) for which \( (\Delta g)_{\text{cav}}^{-2}/(\Delta g)_{\text{AC}}^{-2} = 1 \) given different values of \( N \), so that lower values of \( \{\eta, t_{\text{ext}}\} \) lead to quantum advantages. For NRM, we consider \( g \approx 0 \).

Second, the fidelity of the generated Fock state is intrinsically limited by measurement error in the atomic readout. High-fidelity atom readout has already been demonstrated for large numbers of atoms in cavity QED \cite{87, 88} and for intermediate numbers of qubits in circuit QED \cite{89–91}.

Third, the atoms need to be reset to ground state in a time much faster than \( \tau/\gamma \). This is feasible if the cavity coupling is tunable (e.g., via an intermediate resonator in circuit QED) or if a fast decay channel is used (e.g., a fast optical transition of the atom).

Fourth, no photons may be lost throughout the experiment. This requires ultra-high finesse cavities or long qubit coherence times on the scale of \( 1/g \), i.e., this requires the strong coupling regime, which has been achieved in both cavity and circuit QED \cite{93–98}. While the measurement is more challenging than the preparation, it relies on the same experimental figures of merit. A large advantage of our scheme is that one can post-select on successful runs of the experiment by requiring that at the end \( N_a + N_b \) excitations are measured.

As an illustration, let us take the parameters from the experiment by Haas et al. \cite{44}. These authors placed 40 atoms into a cavity of linewidth \( \kappa = 2\pi 52\text{MHz} \) with an atom–cavity coupling of \( J = 2\pi 170\text{MHz} \). Given a time \( \tau \), the probability that a photon leaks out of the cavity is hence \( 1 - e^{-\tau\kappa} \), and the efficiency \( \eta \) defined in \eqref{eq:eta} is given by \( \eta = e^{-\tau\kappa} \). If we aim to prepare on average \( n = 8 \) photons, Eq. \eqref{eq:t_prep} gives a preparation time of \( t_{\text{prep}} = 0.26\text{ns} \). The measurement time is given by \eqref{eq:t_meas}, which for \( n = 8 \) gives \( t_{\text{meas}} \approx 0.89t_{\text{prep}} \). Hence, we have \( \eta = e^{-(t_{\text{prep}}+t_{\text{meas}})\kappa} \approx 0.85 \) for the overall process of preparation and measurement of 8 photons. On top of that, there is a probability \( p_{\text{error}} \approx 0.04 \) that one of the photons stays in the cavity (c.f. Fig. 4), but from \eqref{eq:eta_fidel} we see this has a negligible effect on the total efficiency \( \eta \). Assuming that the atoms can be measured perfectly (current experiments show more than 99% measurement fidelity \cite{87, 88}), this leads to an overall measurement efficiency of \( \eta \approx 0.85 \). This can be contrasted with Fig. 10, where we note that this experiment is on the verge of enabling quantum advantages in the proposed set-up. In order to increase the value of \( \eta \), a natural strategy is to reduce the linewidth of the cavity (increasing the number of atoms would also result in a larger \( \eta \), as discussed in the main text). In this sense, we should emphasize here that the experiment by Haas et al. does not include tuneable atom–cavity coupling and thus cannot directly be used to implement the scheme presented in the main text. To engineer a tuneable coupling, a Raman scheme has to be employed, and correspondingly much narrower cavities should be used \cite{99}, which will significantly enhance the preparation fidelity.

D.0.2 Non-linear regime and optimal time scale

As a final comment, we note that it is in principle possible to use this protocol in the non-linear regime \( n = \mathcal{O}(N_{\text{at}}) \). Indeed, it might be useful in particular experimental implementations to take most use of the atoms at hand. We hence here discuss a few properties of \( q(k) \) and \( t_{\text{prep}} \) in this regime.

We start by investigating the average photon number \( n(t) \) in the cavity during the preparation stage. We see that \( n(t) \) reaches its maximum value at \( n(t_{\text{opt}}) \approx 0.8N_{\text{at}} \). The distribution \( q(k) \) for that optimal
time is also illustrated in Fig. 11.

Let us now show that \( t_{\text{opt}} \) is well approximated by

\[
t_{\text{opt}} \approx \log(4N_a)/(2J\sqrt{N_a}).
\]

(57)

For large \( N - m \) these are essentially the same matrix elements as the actual Hamiltonian (Eq. (12) in the main text) and one can check numerically that the dynamics is very similar for large enough \( N \). In the classical limit, we replace the annihilation operators by the amplitudes of the corresponding coherent states. The classical (mean field) equations of motion read

\[
\frac{d}{dt} \begin{pmatrix} \alpha \\ \beta \end{pmatrix} = -i \begin{pmatrix} \beta^2/2 \\ \beta^* \alpha \end{pmatrix},
\]

(60)

with initial conditions \( \beta(0) = 1, \alpha(0) = \sqrt{N} \).

Now we do a change of variables, taking \( \alpha = a \exp(ix), \beta = b \exp(iy) \), such that

\[
\dot{a} = -\frac{b^2}{2} \sin \phi, \quad \dot{x} = -\frac{b^2}{2a} \cos \phi,
\]

(61a)

\[
\dot{b} = +ab \sin \phi, \quad \dot{y} = -a \cos \phi,
\]

(61b)

where \( \phi = x - 2y \). Further defining the constant \( K = a^2 + b^2/2 \), and the variable \( r = a^2 - b^2/2 \), we obtain the equations of motion

\[
\dot{\phi} = -\frac{K + 3r}{\sqrt{2(K + r)}} \cos \phi,
\]

(62a)

\[
\dot{r} = \sqrt{2(K + r)(K - r)} \sin \phi.
\]

(62b)
This defines a vector field in a two-dimensional plane, whose closed orbits are the possible trajectories of the system. Since the phase $\phi$ is ill-defined in the initial state, we can choose it to be $\phi = \pi/2$. In this case, the system is governed only by

$$\dot{r} = \sqrt{2(K + r)(K - r)},$$

which is readily integrated to yield

$$\left[ \tanh^{-1} \sqrt{\frac{1 + r/K}{2}} \right]_{r(t_i)}^{r(t_f)} = \sqrt{2K}(t_f - t_i).$$

Since initially, $r/K \simeq 1 - 2/N$ and $K \simeq N$ (taking $\alpha = \sqrt{iN}$ and $\beta = 1$), we conclude that the natural timescale for the switch is

$$T \simeq \frac{1}{2\sqrt{N}} \tanh^{-1} \left( 1 - \frac{1}{4N} \right) \approx \frac{\log(4N)}{2\sqrt{N}}.$$ 

This converges to the actual optimal time scale in the limit of large $N$ as we show in Fig. 12.