Abstract—Structured sentiment analysis, which aims to extract the complex semantic structures such as holders, expressions, targets, and polarities, has obtained widespread attention from both industry and academia. Unfortunately, the existing structured sentiment analysis datasets refer to a few languages and are relatively small, limiting neural network models’ performance. In this paper, we focus on the cross-lingual structured sentiment analysis task, which aims to transfer the knowledge from the source language to the target one. Notably, we propose a Knowledge-Enhanced Adversarial Model (KEAM) with both implicit distributed and explicit structural knowledge to enhance the cross-lingual transfer. First, we design an adversarial embedding adapter for learning an informative and robust representation by capturing implicit semantic information from diverse multi-lingual embeddings adaptively. Then, we propose a syntax GCN encoder to transfer the explicit semantic information (e.g., universal dependency tree) among multiple languages. We conduct experiments on five datasets and compare KEAM with both the supervised and unsupervised methods. The extensive experimental results show that our KEAM model outperforms all the unsupervised baselines in various metrics.
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I. INTRODUCTION

Sentiment analysis is a fundamental task of natural language processing (NLP), which aims to determine the emotion, sentiment, and opinions about a product, attribute, target, or policy [1], [2]. Recently, more and more researchers focus on fine-grained sentiment analysis task, such as aspect-based sentiment analysis [3], [4], targeted sentiment analysis [5], and structured sentiment analysis [6]. In this paper, we focus on the task of structured sentiment analysis, which consists of four sub-tasks: 1) expression extraction, 2) target extraction, 3) holder extraction, and 4) sentiment prediction. As shown in Fig. 1, “The Sadc ministerial observer team” (holder h) expresses a positive sentiment (polarity p) towards “President Mugabe” (target t) with “congratulated” (expression e).
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Unfortunately, the existing publicly available datasets for structured sentiment analysis refer to a few languages [6] and are relatively small, which limit the effectiveness of neural network models. The annotations for structured sentiment analysis are time-consuming and laborious because they are structured and require a rich label space. Furthermore, it is challenging to extract complex semantic structures such as expressions, holders, targets, and sentiments, especially for corpus written in under-annotated and under-resourced languages. To address this problem, we focus on a cross-lingual structured sentiment analysis task, which aims to translate the structural sentiment knowledge from the source language (e.g., English) to the target language (e.g., Spanish).

Previous works about structured sentiment analysis focus on modeling the structure and sentiment representation in mono-lingual [5], [6]. As a specific case of fine-grained sentiment analysis task [3], neural-based pipeline and joint algorithms
are proposed for this tasks [7], [8]. They extracted the targets, expressions, and sentiments by converting these tasks into a sequence labeling task. Barnes et al. [6] proposed to model the relationships among the subtasks by regarding this task as graph parsing. Despite their effectiveness, these studies are insufficient to yield satisfactory performance for cross-lingual structure sentiment analysis. The key reason is the typological differences (e.g., syntactic dependencies) between the source and target languages.

Recently, multi-lingual pre-trained models such as mBERT [9] and XLM [10] have increasingly attracted attention in various polyglot tasks [11], [12]. Mulcaire et al. [13] adopted multi-lingual contextualized word embedding for structure extraction tasks, such as semantic role labeling, dependency parsing, and named-entity recognition. However, there are many versions of multi-lingual pre-trained models trained on different languages that contain a lot of diverse semantic and syntax information. For example, there are more than 170 cross-lingual pre-trained models on the website1. Thus, the first question (Q1) we want to solve is “How to utilize these models for cross-lingual structured sentiment analysis?”.

Furthermore, the existing studies have shown that the syntax structure (e.g., universal dependency tree, POS) is helpful for cross-lingual transfer [14], [15]. Subburathinam et al. [14] integrated syntax into event extraction and relation extraction and obtained a large improvement. Also, De et al. [16] released the language-universal dependency parsing across 83 languages. This explicit syntax structure is similar among different languages since it is labeled based on the linguists’ syntactic principles [14]. Also, the dependency tree structure plays a significant role in structured sentiment analysis since it can help model the relationships among the elements in the text. Inspired by these findings, the second question (Q2) we want to solve is “How to integrate the explicit structured knowledge (e.g., universal dependency tree) into cross-lingual structured sentiment analysis models?”.

To answer the above two questions, we propose a Knowledge-Enhanced Adversarial Model (KEAM) to integrate both the implicit multiple embeddings and explicit syntax knowledge into cross-lingual structured sentiment analysis. For Q1, we design an adversarial embedding adapter to obtain a robust and semantically rich word embedding from multiple pre-trained cross-lingual embedding adaptively. Particularly, a word-level attention mechanism is proposed to capture the critical semantic information from multiple embeddings, and an adversarial strategy is used to improve the robustness of the embedding. For Q2, we construct a cross-lingual structure transfer learning method by integrating language-universal syntax tree via a graph convolution network (GCN) [17], namely Syntax-GCN encoder. Finally, we obtained the structured representation used for expression extraction, target extraction, holder extraction, and sentiment classification. In a word, to project the source language and target language into the common semantic space, we propose to share structural representations based on various pre-trained embeddings for cross-lingual structured sentiment analysis.

We conduct extensive experiments on five datasets that refer to four languages. We compare our KEAM model with four supervised and four unsupervised baselines. The proposed model outperforms all the unsupervised methods over five datasets in terms of token-level F1 and target-level F1. The ablation studies show that both the adversarial embedding adapter and syntax-GCN encoder can improve the performance effectively. Also, we run the transfer experiments over 25 tasks to exploit what has been learned in one language to improve generalization in another.

The main contributions of this paper are summarized as follows.

- We propose a knowledge-enhanced adversarial model for cross-lingual structured sentiment analysis by integrating both the implicit multiple embeddings and explicit syntax information.
- We design an adversarial embedding adapter to combine the multiple embeddings adaptively using a word-level mechanism and an adversarial strategy. Moreover, a syntax GCN is designed to integrate explicit structural knowledge.
- A series of experiments on five datasets that refer to four languages show the great advantage of our KEAM model by comparing with both supervised and unsupervised baselines in terms of various metrics.

II. RELATED WORK

The key challenges for cross-lingual structured sentiment analysis tasks are complex structural sentiment extraction and cross-lingual transfer. Thus, we mainly review the most related works about fine-grained sentiment analysis and cross-lingual structure extraction tasks.

A. Fine-grained Sentiment Analysis

Fine-grained sentiment analysis plays an important role in sentiment analysis, including targeted sentiment analysis (TSA) [5], aspect-based sentiment analysis (ABSA) [3], [18], [19], and structured sentiment analysis [6], [20]. TSA consists of two subtasks, target extraction, and polarity classification [5]. This task aims at inferring fine-grained sentiment polarity towards the targets in the given text. Thus, detecting the targets’ sentiment based on the identified target-related contexts in the text is the biggest challenge for this task. In recent years, neural networks have been proven effective in modeling the relationships between the target and its contexts. To take the expression into account, ABSA is proposed to summarize users’ opinions towards specific aspects in a sentence. ABSA not only predicts the aspect (target) and its sentiment polarities but also extracts the terms of the opinion towards the given aspect. He et al. [21] proposed a joint approach (IMN) via a multi-task learning framework without the relationships between the target and expression. Then, relation-aware collaborative learning (RACL) is designed to consider the relatedness [22].

1https://huggingface.co/models?sort=downloads&search=multilingual
Moreover, the structured sentiment analysis task is proposed to extract the holders, targets, expressions, and polarities w.r.t. the given targets from the unstructured text. Zhang et al. [23] presented a transition-based end-to-end method to extract the elements (e.g., holders, targets, and expressions) with their relationships. However, the sentiment information of the target is ignored by this work. Barnes et al. [6] regarded the structured sentiment analysis as a dependent parsing problem to model the relatedness among the holder, target, expression, and polarity. However, all these works focus on monolingual structured sentiment analysis. Due to the complexity of this task, the existing datasets refer to a few languages and are relatively small, which largely limits the effectiveness of the neural network models. In this paper, we focus on cross-lingual structured sentiment analysis tasks.

B. Cross-lingual Structure Extraction

The goal of structure extraction (e.g., information extraction, event extraction) is to extract the structural information (e.g., entities, relations, and events) from the unstructured text. Recently, cross-lingual transfer methods are proposed for structure extraction [14], [24]. Most previous efforts working with cross-lingual structure transfer rely on parallel data [25], language-specific characteristics [26], or machine translation [27], which requires extra resources or tools. Feng et al. [28] and Xie et al. [29] applied cross-lingual transfer to sequence labeling task without considering the complex structures. Wang et al. [30] exploited common distribution representation space across languages for relation extraction.

Recently, multi-lingual pre-trained models (e.g., mBERT [9] and XLM [10]) obtained great success for cross-lingual transfer [31], Liu et al. [32] and Mulcaire et al. [13] applied multi-lingual contextualized word embedding for cross-lingual tasks, such as semantic role labeling, dependency parsing and named entity recognition. However, all these researches utilized one kind of word embedding one time. In fact, there are many multi-lingual pre-trained models with various semantic information since there are trained on various datasets with various optimization objectives. Thus, we propose an adversarial embedding adapter to combine the multiple embeddings adaptively using a word-level mechanism and an adversarial strategy. Inspired by the existing work [31], we incorporate universal dependencies [33] for cross-lingual structured sentiment analysis. Particularly, the syntax parsing tree is modeled to construct multi-lingual structural representations via a GCN, which has been successfully applied to several individual monolingual NLP tasks, including relation extraction [17], event detection [34], ABSA [4].

III. OUR KEAM MODEL

In this paper, we propose a knowledge-enhanced adversarial model for cross-lingual structured sentiment analysis by integrating both the implicit multiple embeddings and explicit syntax information. Fig. 2 shows the framework of our KEAM model, which consists of three components, adversarial embedding adaptor, syntax GCN encoder, and decoder. First, an adversarial embedding adaptor is proposed to learn an informative and robust word embedding from multiple cross-lingual pre-trained embeddings adaptively (See Section III-B). Then, we design a syntax GCN encoder for learning the structural representation across different languages (See Section III-C). Finally, we perform elements extraction and sentiment classification tasks based on the sentence representation learned by the above two parts (See Section III-D).

A. Task Definition

The formulate definition of cross-lingual structured sentiment analysis is given as follows. Given a training corpus in a source language, denoted by \( D_s = \{x_1, ..., x_{|D_s|}\} \), where \(|D_s|\) is the number of training samples in source language. For each sentence \( x = \{w_1, ..., w_x, ..., w_{|x|}\} \in D_s \), the labels \( y \) is a set of opinion tuples \( O = \{o_1, ..., o_{|O|}\} \). Each opinion \( o_k \) is a tuple \( (h_k, t_k, e_k, p_k) \), where \( h \) is a holder who expresses a polarity \( p \) towards a target \( t \) through a sentiment expression \( e \). Note that \( h_k = \{w_{h_k}^1, ..., w_{h_k}^{t_k}\} \), \( t_k = \{w_{t_k}^{e_k}^1, ..., w_{t_k}^{e_k}\} \), \( e_k = \{w_{e_k}^1, ..., w_{e_k}^{e_k}\} \) are a sub-sequence of the sentence \( x \), where \( h_k \) \((t_k, e_k)\) are the start (end) index of the holder, target and expression, respectively. \( p_k \in \{P, N\} \) denotes the positive, and negative sentiment polarities towards
the given target. Thus, cross-lingual structured sentiment analysis can be divided into four subtasks: 1) expression extraction (EE) extracts the expressions $e$ in the sentence; 2) target extraction (TE) extracts the target $t$ towards the given expression $e$; 3) holder extraction (HE) extracts the holder $h$ towards the given expression $e$; 4) sentiment classification (SC) predicts the sentiment polarity $p$ towards the given expression $e$. Finally, we aim to extract the tuple for the given sentence in the unlabelled corpus $D_t$ in the target language.

B. Adversarial Embedding Encoder

In this section, we aim to learn an informative and robust word embedding for cross-lingual transfer. First, we design a word-level attention mechanism to capture the vital distribution implicit semantic in the multiple embeddings pre-trained on a different corpus with different training strategies and tasks. Then, we adopt an adversarial training strategy to improve the robustness of the embedding.

1) Word-level Attention: Multi-lingual pre-trained language models, such as mBERT [9] and XLM [10] has been widely used in different cross-lingual tasks and obtained great success. In fact, the developer and researchers have released a large number of multi-lingual pre-trained language models. There are more than 100 models available on the website Hugging Face$^2$. These models have different semantic information since they are trained on different large-scale datasets using different objectives and settings. For example, mBERT-base-cased and mBERT-base-uncased are trained on the top 104 languages with the largest Wikipedia using a masked language modeling (MLM) objective based on the lowercased or unlowercased text [9]. XLM-RoBERTa model is pre-trained on the 100 languages with 2.5TB of filtered CommonCrawl data. Moreover, [35] finetuned XLM-RoBERTa models on named-entity-recognition (NER) task with multilingual datasets. However, most existing works use one of these models as word embedding. To obtain a better word representation, we design a word-level attention mechanism to combine the multiple embeddings adaptively.

Suppose we have $|\mathcal{M}|$ cross-lingual pre-trained models $\mathcal{M} = \{\mathcal{M}^1, \mathcal{M}^2, ..., \mathcal{M}^{|\mathcal{M}|}\}$, we input the sentence $x$ into each of them and obtained the token-level embeddings:

$$E^k = \mathcal{M}^k(x)$$

(1)

where $E^k = \{e^k_1, e^k_2, ..., e^k_{|x|}\}$ is the vector representations obtained by model $\mathcal{M}_k$ for sentence $x$ and $e^k_i$ means the word $w_i$'s embedding. Note that the sub-words of a word $x_i$ may be different for the different models since the tokenizers of these models are not consistent. Thus, we use the average of the sub-words embeddings in a word as the final word embedding.

Then, we design a word-level attention mechanism to combine the embedding sets $\{E^1, E^2, ..., E^{|\mathcal{M}|}\}$ into one embedding $E = \{e_1, e_2, ..., e_{|x|}\}$. We calculate the attention weight in word level because the important dimensions for different words are different. For example, the expression words focus on the sentiment information and the target words focus on the entity information. Formally, the attention weight is computed as:

$$e_i = \sum_{k=1}^{|\mathcal{M}|} \alpha^k_i \times e^k_i$$

$$\alpha^k_i = \text{softmax}(v_a^T \tanh(W_a e^k_i + b_a))$$

(2)

where $v_a, W_a,$ and $b_a$ are the trainable parameters.

2) Adversarial Training: The typological and semantic gaps between the source and target language lead to the instability of the cross-lingual transfer models. Thus, to improve the robustness of the word embedding, we apply adversarial training [36], [37] to input word embedding space for cross-lingual transfer. The existing studies have shown that adversarial training is a novel regularization algorithm that improves the robustness by adding small disturbance to inputs [38].

Let $r = \{r_1, r_2, ..., r_{|x|}\}$ be a perturbation for sentence $x$, where $r_i$ is the perturbation vector for the word $w_i$. We introduce $\hat{e} = x_{+r} = \{\hat{e}_1, \hat{e}_2, ..., \hat{e}_{|x|}\}$ that denotes $x$ with additional small perturbations $r$, where $\hat{e}_i = e_i + r_i$. To obtain worst-case perturbations $r_{adv}$, adversarial training aims to minimize the log-likelihood,

$$r_{adv} = \arg\max_{r, \|r\| \leq \epsilon} \{\ell (x_{+r}, y)\}$$

(3)

where $\epsilon$ is a hyper-parameter that controls the norm of the perturbation and $r_{adv} = \{r^1_{adv}, r^2_{adv}, ..., r^{|x|}_{adv}\}$. It is generally infeasible to exactly estimate $r_{adv}$ in Equation 3 for sophisticated deep neural models. As a solution, an approximation method was proposed by linearizing $(x, y)$ around $x$ [36]. The approximation method induces the following non-iterative solution for calculating $r^i_{adv}$ for all $i$.

$$r^i_{adv} = \frac{\partial \ell (x, y)}{\partial g_i} g_i = \nabla_{e_i} \ell (x, y)$$

(4)

where $g$ is the concatenation of $g_i$ for all $i$.

Then based on adversarial perturbation $r_{adv}$, the loss function for adversarial training is computed.

$$L_{adv} = \frac{1}{|\mathcal{D}|} \sum_{(x, y) \in \mathcal{D}} \ell (x_{+r_{adv}}, y)$$

(5)

where $\hat{e}_{adv} = x_{+r_{adv}} = \{\hat{e}^1_{adv}, \hat{e}^2_{adv}, ..., \hat{e}^{|x|}_{adv}\}$ where $\hat{e}^i_{adv} = e_i + r^i_{adv}$.

Finally, we jointly minimize objective functions $L_{task}$ and $L_{adv}$

$$L = L_{task} + \lambda L_{adv}$$

(6)

where $L_{task}$ is the loss function of the structured sentiment analysis (e.g., $L_{exp}$, $L_{target}$, $L_{holder}$ and $L_{polarity}$) that will be discussed in Section III-D. $\lambda$ is used to control the balance of two terms.

C. Syntax GCN Encoder

Adversarial embedding adapter focuses on learning an informative and robust distribution representation, while the explicit knowledge is ignored. Thus, to learn a structural representation across multiple languages, we introduce a syntax

$^2$https://huggingface.co/
GCN encoder to integrate the dependency parsing tree into cross-lingual structured sentiment analysis. The main reasons are summarized as follows. First, the parsing tree structure plays an essential role in structured sentiment analysis. As shown in Fig. 2, the holder “The Sadc ministerial observer team” and target “President Mugabe” are both in a sub-tree. Additionally, the distance between the expression and target (or holder) on the tree is close to the sentence. All these show that the model can learn the structural relationships among target, holder, and expression via neighbors in the parsing trees. Second, the tree structures about two sentences that have similar semantics are similar among multiple languages because they are labelled based on the same linguists’ syntactic principles while the word order is different across languages. Thus, we propose a syntax GCN encoder to model the explicit structural knowledge for cross-lingual transfer since GCN [39] is natural to model the graph.

Inspired by [40], we construct a graph $G = (V, E)$ for each sentence $x$, where $V = \{v_1, v_2, ..., v_{|x|}\}$ is a set of nodes (words) and $E$ is a set of relations in the dependency tree. Here, the number of nodes in $V$ is the same as the number of words in the sentence. Based on the graphical dependency parsing graph, we build an adjacency matrix $A \in \mathbb{R}^{|x| \times |x|}$, where $A_{ij}$ is one if there is an edge between word $w_i$ and $w_j$ in the dependency tree. The degree matrix of $G$ is $D$ where $D_{ii} = \sum_j A_{ij}$. Self-loops for each node are considered by adding an identity matrix to capture information about the current node itself.

The word embedding learned by the adversarial embedding adapter is input into the syntax GCN encoder. Then, the the $l$-th graph convolution layer’s hidden representation $H^{(l)} = \{h_1^{(l)}, h_2^{(l)}, ..., h_{|x|}^{(l)}\}$ is learned from its immediate neighbors’ representation at the $(l-1)$-th layer. Thus, the hidden representation at the $l$-th layer is computed as:

$$H^{(l)} = \text{ReLU} \left( D^{-\frac{1}{2}} A_{ij} D^{-\frac{1}{2}} H^{(l-1)} W^{(l)} \right)$$

where $h_0^{(l)} = e$, and $W^{(l)}$, $b^{(l)}$ are the trainable parameter.

Finally, we obtain the structured representations $H^{(L)} = \{h_1^{(L)}, h_2^{(L)}, ..., h_{|x|}^{(L)}\}$ in an universal common space from $L$-th layer, where $h_i^{(L)}$ the hidden vector of word $w_i$ in sentence $x$.

D. Decoder

Based on the informative and robust structural hidden representation $H^L$, we adopt a simple decoder strategy for the four subtasks. First, we extract the expressions by predicting their start and end indices. We regard the expressions as the trigger words for each opinion. Then, we extract the targets and holders and predict the sentiment polarity towards the given expression.

a) Expression Extraction: To extract the expressions in the sentences, we predict whether the word is the start or end indices of the expressions using a two binary classifiers.

$$p_i^{e_s} = \text{Sigmoid}(W^{e_s} h_i^{(L)} + b^{e_s})$$

$$p_i^{e_e} = \text{Sigmoid}(W^{e_e} h_i^{(L)} + b^{e_e})$$

where $p_i^{e_s}$ and $p_i^{e_e}$ are the predicted expressions’ start and end probabilities of the word $w_i$, $W^{e_s}$, $W^{e_e}$, $b^{e_s}$ and $b^{e_e}$ are the learnable weights. Cross entropy (CE) is used as the loss function,

$$\mathcal{L}_{exp} = \frac{1}{|x|} \sum_{i=1}^{|x|} \text{CE}(y_i^{e_s}, p_i^{e_s}) + \text{CE}(y_i^{e_e}, p_i^{e_e})$$

where $y_i^{e_s}/y_i^{e_e}$ is 1 if $i$ is the start/end index of expression.

b) Target Extraction: To take the expressions information into account for target extraction, we predict the start and end indices of the target based on the expression representations.

$$p_i^{t_s} = \text{Sigmoid}(W^{t_s} [h_i^{(L)}; h_{e_k}^{(L)}] + b^{t_s})$$

$$p_i^{t_e} = \text{Sigmoid}(W^{t_e} [h_i^{(L)}; h_{e_k}^{(L)}] + b^{t_e})$$

where $p_i^{t_s}$ and $p_i^{t_e}$ are the predicted target $t_k$’s start and end probabilities of the word $w_i$, $W^{t_s}$, $W^{t_e}$, $b^{t_s}$ and $b^{t_e}$ are the learnable weights, $h_{e_k}^{(L)}$ and $h_{e_k}^{(L)}$ are the vector representations of expression’s start and end words. $[a; b]$ is the concatenation operation of $a$ and $b$. The loss function of target extraction is,

$$\mathcal{L}_{target} = \frac{1}{|O| \times |x|} \sum_{k=1}^{|O|} \sum_{i=1}^{|x|} \text{CE}(y_i^{t_s}, p_i^{t_s}) + \text{CE}(y_i^{t_e}, p_i^{t_e})$$

where $y_i^{t_s}/y_i^{t_e}$ is 1 if $i$ is the start/end index of target towards the given expression $e_k$, $|O|$ is the number of opinion tuples.

c) Holder Extraction: The same as target extraction, we predict probabilities of the holder’s start and end indices, $p_i^{h_s}$ and $p_i^{h_e}$, based on the expression-aware word representations (like Equation 9). Then, we calculate the loss function for holder extraction, $\mathcal{L}_{holder}$, just like Equation 10.

d) Sentiment Classification: Finally, we aim to predict the sentiment polarity $p_k$ with respect to the given expression $e_k$. We use a max-pooling operation to obtain the sentence representation $r^s = \text{Maxpooling}(H^{(L)})$ and concatenate it with expression representations for polarity classification.

$$p_k = \text{Softmax}(W^p [r^s; h_{e_k}^{(L)}] + b^p)$$

Based on the sentiment probability distribution, we calculate the loss function as follows,

$$\mathcal{L}_{polarity} = \frac{1}{|O|} \sum_{k=1}^{|O|} \text{CE}(y_k^{p}, p_k)$$

where $y_k^{p} = 1$ if the sentiment polarity $p_k = P$ else $y_k^{p} = 0$.

IV. Experimental Setup

A. Datasets, Metrics and Implementation Details

a) Datasets: We evaluate our KEAM on five public benchmark datasets, namely NoReCFine, MultiB_EU, MultiB_CA, MPQA, DSUnis, the same as [6]. NoReCFine, MultiB_EU and MultiB_CA are reviews in Norwegian, Basque and Catalan, respectively. MPQA and DSUnis are English datasets. We remove the samples with neutral sentiment polarities for transferring across languages since several datasets have no neutral examples.
TABLE I: The main results of our KEAM model and the strong baselines. The (supervised) methods trained on the target language are marked with *. The (unsupervised) methods without * are trained on source language and tested on the target language. Note that we report the results of the source language that obtained the best transfer performance for these unsupervised methods. The best results of supervised and unsupervised methods are marked with underline and bold.

| Target | Methods | Token Targeted F1 | Targeted F1 |
|--------|---------|-------------------|-------------|
|        | Holder F1 Target F1 Exp. F1 F1 |
|        |        |                    |             |
|        |        | 42.4 31.3 31.1     |             |
|        | IMN*   | - 35.9 48.7 18.0  |             |
|        | RACL-BERT* | - 47.2 56.3 30.3 |             |
|        | RACL*   | - 45.6 55.4 20.1  |             |
|        | Head-first* | 51.1 50.1 54.4 30.5 |             |
| NoReC_Fine | mBERT base | 26.7 17.4 26.0 10.9 |             |
|        | XLM-RoBERTa base | 0.0 20.5 26.7 14.0 |             |
|        | XLM-RoBERTatarge | 2.9 20.1 27.9 15.6 |             |
|        | XLM-RoBERTalarge | 34.5 31.6 28.9 22.2 |             |
|        | KEAM    | 25.7 41.8 43.0 29.1 |             |
|        | KEAM    | 41.9 39.8 30.7 25.2 |             |
|        | Barnes et al. [42]* | 56.0 64.0 52.0 - |
|        | IMN*   | - 56.3 60.9 32.5  |
|        | RACL-BERT* | - 67.5 70.3 52.4 |             |
|        | RACL*   | - 65.4 67.6 49.1  |
|        | Head-first* | 43.0 72.5 71.1 22.2 |             |
| MultiBCA | mBERT base | 0.0 5.9 51.5 6.2  |
|        | XLM-RoBERTatarget | 0.0 25.3 53.4 17.8 |             |
|        | XLM-RoBERTatarge | 13.6 40.7 52.0 22.5 |             |
|        | XLM-RoBERTalarge | 9.5 41.6 51.7 23.2 |             |
|        | KEAM    | 64.0 67.8 58.5 38.7 |             |
|        | KEAM    | 327.4 48.1 54.9 26.7 |             |
|        | Barnes et al. [42]* | 54.0 57.0 54.0 - |
|        | IMN*   | - 48.2 65.2 39.5  |
|        | RACL-BERT* | - 59.9 72.6 56.8 |             |
|        | RACL*   | - 55.4 70.7 48.2  |
|        | Head-first* | 60.4 64.0 73.9 57.8 |             |
| MultiBCA | mBERT base | 0.0 31.9 46.7 30.6 |             |
|        | XLM-RoBERTatarget | 3.4 50.3 46.9 43.7 |             |
|        | XLM-RoBERTatarge | 0.0 51.8 45.5 43.4 |             |
|        | XLM-RoBERTalarge | 0.0 52.3 47.6 47.0 |             |
|        | KEAM    | 64.6 65.3 62.2 52.7 |             |
|        | KEAM    | 3.8 58.6 50.4 48.0 |             |
|        | IMN*   | - 24.3 29.6 1.2   |
|        | RACL-BERT* | - 20.0 31.2 17.8 |             |
|        | RACL*   | - 32.6 37.8 11.8  |
|        | Head-first* | 43.8 51.0 48.1 33.5 |             |
| MultiBCA | mBERT base | 0.4 2.5 4.7 4.1   |             |
|        | XLM-RoBERTatarget | 4.6 3.4 9.6 2.1  |
|        | XLM-RoBERTatarge | 4.5 4.8 10.6 1.9  |
|        | XLM-RoBERTalarge | 10.5 5.0 40.7 22.2 |             |
|        | KEAM    | 34.2 45.6 37.8 15.2 |             |
|        | KEAM    | 12.3 5.7 12.8 2.7  |             |
|        | IMN*   | - 33.0 27.4 17.9  |
|        | RACL-BERT* | - 44.6 38.2 27.3 |             |
|        | RACL*   | - 39.3 40.2 22.8  |
|        | Head-first* | 28.0 39.9 40.3 26.7 |             |
| MultiBCA | mBERT base | 1.6 26.1 16.2 8.0  |
|        | XLM-RoBERTatarget | 3.0 23.6 17.7 6.3  |
|        | XLM-RoBERTatarge | 3.4 27.8 17.6 10.4 |             |
|        | XLM-RoBERTalarge | 4.5 28.8 17.4 9.4  |
|        | KEAM    | 21.2 48.4 36.4 21.5 |             |
|        | KEAM    | 8.1 30.4 18.5 12.4 |             |

b) Metrics: Following the previous works [6], we adopt four metrics from token and target levels. The token-level metrics are holder F1 (Holder F1), target F1 (Target), and expression F1 (Exp. F1). For target-level metrics, we utilize targeted F1, which is commonly used in targeted sentiment analysis [21]. Notably, a correct prediction requires that both the target boundary and its sentiment polarity be correct.

c) Implementation Details: Adam optimizer is utilized with the learning rates of 1e-5. The max sequence length is set as 128. The dropout is 0.1. We implement our KEAM model based on the transformers framework 3. We use Stanza 4 tool to obtain the universal dependencies tree. The default number of GCN layers is 3 in our experiments. We train our proposed model for 50 epochs, run it five times with different random seeds and report the mean. The reported test results are based on the model that performs best regarding targeted F1 on the development set.

B. Baselines

To evaluate the effectiveness of our KEAM model, we compare our approach with the state-of-the-art baselines from two views, supervised and unsupervised (transfer) methods.

The following typical supervised baselines are selected, 1) IMN [8] performs token-level classification with document-level classification. 2) RACL [22] utilizes a is a relation propagation mechanism via a multi-task learning strategy for the subtasks of aspect-based sentiment analysis. 3) RACL-BERT [22] is an extension of RACL that replaces embedding with BERT-Large. 4) Head-first [6] translates the structured sentiment analysis into a dependency parsing problem and obtains the state-of-the-art results. We also compare with previously reported extraction results from Barnes et al. [42] and Overlid. et al. [41].

For the unsupervised (transfer) methods, four typical multi-lingual pre-trained language models [9], [10] are utilized as the baselines. These models have different semantic information since they are trained on different large-scale datasets using different objectives and settings. First, mBERT base is trained

1https://huggingface.co/transformers/
2https://github.com/stanfordnlp/stanza

TABLE II: The results of ablation studies. AEA: Adversarial Embedding Adapter. SGCNE: Syntax-GCN Encoder. The average score on the target language are reported.

| Target | Methods | Holder F1 | Target F1 | Exp. F1 | F1 |
|--------|---------|-----------|-----------|---------|----|
|        | REAM    | 16.6      | 32.3      | 28.0    | 16.8 |
|        | NoReC_Fine - AEA | 14.3 29.2 26.2 16.3 |
|        | - SCENE | 13.8 30.3 27.1 14.1 | |
|        | REAM    | 12.3      | 45.8      | 49.4    | 14.3 |
|        | MultiBCA - AEA | 3.9 39.0 45.6 14.9 |
|        | - SCENE | 4.4 42.5 41.9 15.5 | |
|        | MPQA    | 10.4      | 7.6       | 12.1    | 2.3  |
|        | REAM    | 8.7 7.2   | 12.0      | 1.7   |    |
|        | - SCENE | 9.1 7.3   | 11.5      | 2.0   |    |
|        | DS_Unis | 2.0       | 26.9      | 18.5    | 11.8 |
|        | REAM    | 0.8 20.0  | 17.1      | 9.8   |    |
|        | - SCENE | 1.6 23.6  | 18.1      | 10.5  |    |
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on the top 104 languages with the largest Wikipedia using a masked language modeling (MLM) objective [9]. XLM-RoBERTa_{base} and XLM-RoBERTa_{large} models are pre-trained on the 100 languages with 2.5TB of filtered CommonCrawl data. Moreover, Ushio et al. [35] finetuned XLM-RoBERTa_{large} model on named-entity-recognition (NER) task with multilingual datasets, namely XLM-RoBERTa_{large}.

V. EXPERIMENTAL RESULTS

A. Main Results

To verify the effectiveness of our KEAM model, we evaluate it on a cross-lingual transfer setting that trains on source language and tests on the target language without labelled data. We compare our model with supervised and unsupervised baselines (See Table I). Note that we report the results on the source dataset that obtains the best performance on the target language for the unsupervised transfer methods (without *).

From this table, we obtain the following observations. First, our transfer model (KEAM) performs better than the unsupervised baselines significantly for cross-lingual structured sentiment analysis. To be specific, our model obtains the best performance overall the datasets in terms of all the metrics. Moreover, KEAM improves more than three points on three datasets in terms of targeted F1. All these indicate that our informative structural representation can help model transfer structural sentiment across languages. Moreover, the performance of various multi-lingual embeddings is very different due to various multi-lingual embeddings having different semantic information. Second, the performance of KEAM is comparable with the supervised methods (e.g., KEAM*, IMN) in some cases. For example, the proposed model performs better than IMN over NoReC_{Fine} and MultiB_{CA} regarding targeted F1. Third, our model also performs well on the supervised tasks (KEAM*). We train our model on the target language with a supervised method. We observe that KEAM* performs better or is comparable with the supervised baselines in most cases. Fourth, regrading holder F1, KEAM (KEAM*) outperforms better than the unsupervised (supervised) methods in most cases. The frequency of holders is relatively low, which makes it hard to extract the holders in the text. We incorporate syntax information via a GCN model to a structural representation, which helps KEAM identify the holders.

B. Ablation Studies

Furthermore, to investigate the effectiveness of each component consisting of our KEAM, we do the ablation test over five datasets (See Table II). The average score over all the source datasets except the target dataset is reported. Specifically, we remove the adversarial embedding adapter (-AEA) and syntax-GCN encoder (-SGCNE) from the KEAM respectively. For -AEA, we simply use the concatenation of multiple multi-lingual word embeddings without adversarial training.

The results demonstrate that both adversarial embedding adapter and syntax-GCN encoder are important for this task. First, our adversarial embedding adapter can capture the diversity of essential features from various multi-lingual embeddings that contain different semantic information. It learns an informative embedding via an attention mechanism and improves the robustness via an adversarial training strategy. The final word embeddings can improve the performance of cross-lingual transfer well. Second, the structural representations learned by the syntax GCN encoder can further improve the model effect. It is because the dependency tree is vital for structured sentiment analysis, and the tree structures across languages are similar.

C. The Effectiveness of Transfer Learning

In this section, we basically try to exploit what has been learned in one language to improve generalization in another. Table III shows the results of transfer learning across languages in terms of targeted F1. The findings are summarized as follows. 1) The source language will influence the performance largely. For example, transferring knowledge from MultiB_{CA} obtains outstanding performance for MultiB_{EU} while having a limited effect for MPQA. 2) Transferring from the target language may not obtain the best scores. For instance, though both MPQA and DS_{Unis} are English datasets, transferring from NoReC_{Fine} obtains the best performance for them. 3) It is obvious that training on the target dataset (supervised approaches) obtains the best results since the train and test datasets are in the same distribution.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we propose KEAM for cross-lingual structured sentiment analysis. Mainly, we first design an adversarial embedding adaptor for learning an informative and robust embedding. Then, a syntax GCN encoder is introduced to learn structural representation based on the parsing tree. We compare our model with both supervised and unsupervised baselines on five datasets with four languages. The experimental results show the great advantage of our model for cross-lingual transfer. We also do the ablation studies to investigate the effectiveness of each part in our model. To investigate the effectiveness of cross-lingual transfer, we run 25 transfer tasks across five datasets.

In future work, we would like to explore more multi-lingual pre-trained models. Also, exploring the performance of our model for other structure extraction tasks is interesting.
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