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Abstract

In 2005, Goddard, Hedetniemi, Hedetniemi and Laskar [Generalized subgraph-restricted matchings in graphs, Discrete Mathematics, 293 (2005) 129 – 138] asked the computational complexity of determining the maximum cardinality of a matching whose vertex set induces a disconnected graph. In this paper we answer this question. In fact, we consider the generalized problem of finding $c$-disconnected matchings; such matchings are ones whose vertex sets induce subgraphs with at least $c$ connected components. We show that, for every fixed $c \geq 2$, this problem is \textbf{NP-complete} even if we restrict the input to bounded diameter bipartite graphs, while can be solved in polynomial time if $c = 1$. For the case when $c$ is part of the input, we show that the problem is \textbf{NP-complete} for chordal graphs, while being solvable in polynomial time for interval graphs. Finally, we explore the parameterized complexity of the problem. We present an \textbf{FPT} algorithm under the treewidth parameterization, and an \textbf{XP} algorithm for graphs with a polynomial number of minimal separators when parameterized by $c$. We complement these results by showing that, unless $\textbf{NP} \subseteq \textbf{coNP}/\textbf{poly}$, the related \textbf{INDUCED MATCHING} problem does not admit a polynomial kernel when parameterized by vertex
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cover and size of the matching nor when parameterized by vertex deletion distance to clique and size of the matching. As for CONNECTED MATCHING, we show how to obtain a maximum connected matching in linear time given an arbitrary maximum matching in the input.
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1. Introduction

Matchings are a widely studied subject both in structural and algorithmic graph theory [1, 2, 3, 4, 5, 6, 7]. A matching is a subset $M \subseteq E$ of edges of a graph $G = (V, E)$ that do not share any endpoint. A $\mathcal{P}$-matching is a matching such that $G[M]$, the subgraph of $G$ induced by the endpoints of edges of $M$, satisfies property $\mathcal{P}$. The complexity of deciding whether or not a graph admits a $\mathcal{P}$-matching has been investigated for many different properties $\mathcal{P}$ over the years. One of the most well known examples is the NP-completeness of the INDUCED MATCHING problem [8], where $\mathcal{P}$ is the property of being a 1-regular graph. Little is known about structural parameterizations for INDUCED MATCHING, and even less about kernelization. In [6], Moser and Sikdar present a series of FPT algorithms parameterized by the size of the matching for various graph classes, including planar graphs, bounded degree graphs, and line graphs; they also present a linear kernel under this parameterization for planar graphs. Another commonly studied parameter is the vertex deletion distance to a matching, i.e. the minimum number of vertices that must be removed from the graph to obtain a 1-regular graph. A corollary of the work of Moser and Thilikos [9] on regular graphs yields a cubic kernel for INDUCED MATCHING under this parameterization; this was later improved to a quadratic kernel by Mathieson and Szeider [10] and, more recently, to a linear kernel by Xiao and Kou [11].

Other NP-hard problems include ACYCLIC MATCHING [12], $k$-DEGENERATE MATCHING [13], deciding if the subgraph induced by a matching contains a unique maximum matching [14], and LINE-COMPLETE MATCHING [15]; the latter was originally named CONNECTED MATCHING, but we adopt the more recent meaning of CONNECTED MATCHING given by Goddard et. al [12].

---

1A line-complete matching $M$ is a matching such that every pair of edges of $M$ has a common adjacent edge.
where we want the subgraph induced by the matching to be connected. We summarize the above results in Table 1.

| $\mathcal{P}$-matching | Property $\mathcal{P}$ | Complexity |
|-------------------------|------------------------|------------|
| Induced Matching        | 1-regular              | NP-complete [8] |
| Acyclic Matching        | acyclic                | NP-complete [12] |
| $k$-Degenerate Matching | $k$-degenerate         | NP-complete [13] |
| Uniquely Restricted Matching | has a unique maximum matching | NP-complete [14] |
| Connected Matching      | connected              | Polynomial [12] Same as Maximum Matching† |
| $c$-Disconnected Matching, for each $c \geq 2$ | has $c$ connected components | NP-complete for bipartite graphs† |
| Disconnected Matching, with $c$ as part of the input | has $c$ connected components | NP-complete for chordal graphs† |

Table 1: $\mathcal{P}$-matchings and some of its complexity results. Entries marked with a † are presented in this paper.

Motivated by a question posed by Goddard et al. [12] about the complexity of finding a matching that induces a disconnected graph, in this paper we study the Disconnected Matching problem, which we define as follows:

**Disconnected Matching**

*Instance:* A graph $G$ and two integers $k$ and $c$.

*Question:* Is there a matching $M$ with at least $k$ edges such that $G[M]$ has at least $c$ connected components?

Our first result is an alternative proof for the polynomial time solvability of Connected Matching. We then answer Goddard et al.’s question by showing that Disconnected Matching is NP-complete for $c = 2$. Indeed, we show that the problem remains NP-complete even on bipartite graphs of diameter three, for every fixed $c \geq 2$; we denote this version of the problem by $c$-Disconnected Matching. Note that, while Induced Matching is the particular case of Disconnected Matching when $c = k$, our result is...
much more general since we decouple these two parameters. Then, we turn our attention to the complexity of this problem on graph classes and parameterized complexity. We begin by showing that, unlike Induced Matching, Disconnected Matching remains NP-complete even when restricted to chordal graphs of diameter 3; in this case, however, $c$ is part of the input, and we also prove that, for every fixed $c$, we can solve the problem in XP time. Afterwards, we present a polynomial time dynamic programming algorithm for interval graphs. We then focus on the parameterized complexity of Disconnected Matching. In this context, we first show an FPT algorithm parameterized by treewidth, then proceed to explore kernelization aspects of the problem. Using the cross-composition framework [16], we show that, unless NP ⊆ coNP/poly, Induced Matching and, consequently, Disconnected Matching, do not admit polynomial kernels when parameterized by vertex cover and size of the matching nor when parameterized by vertex deletion distance to clique and size of the matching. We summarize our complexity results in Table 2.

| Graph class | $c$ | Complexity                     | Proof          |
|-------------|-----|--------------------------------|----------------|
| General     | $c = 1$ | Same as Maximum Matching      | Theorem 2      |
| Bipartite   | Fixed $c \geq 2$ | NP-complete              | Theorem 4      |
| Chordal     | Input      | XP and NP-complete            | Theorems 6 and 8 |
| Interval    | Input      | $O(|V|^2 c \max\{|V|, |E|, \sqrt{|V|}\})$ | Theorem 9      |
| Treewidth $t$ | Input      | $O(8^t \eta_{t+1}^3 |V|^2)$ | Theorem 10      |

Table 2: Complexity results for Disconnected Matching restricted to some input scopes. We denote by $\eta_i$ the $i$-th Bell number.

**Preliminaries.** For an integer $k$, we define $[k] = \{1, \ldots, k\}$. For a set $S$, we say that $A, B \subseteq S$ partition $S$ if $A \cap B = \emptyset$ and $A \cup B = S$; we denote a partition of $S$ in $A$ and $B$ by $A \cup B = S$. A parameterized problem $\Gamma$ is said to be XP when parameterized by $k$ if it admits an algorithm running in $f(k)n^{g(k)}$ time for computable functions $f, g$; it is said to be FPT when parameterized by $k$ if $g \in O(1)$. We say that an NP-hard problem $\Pi$ OR-cross-composes into a parameterized problem $\Gamma$ if, given $t$ instances $\{P_1, \ldots, P_t\}$ of $\Pi$, we can build, in time polynomial on $N = \sum_{i \in [t]} |P_i|$, an instance $(x, k)$ of $\Gamma$ such that: (i) $k \leq \text{poly}(\max\{|P_i| \mid i \in [t]\} \log t)$ and (ii) $(x, k)$ admits a solution
if and only if at least one $P_i$ admits a solution. For more on parameterized complexity, we refer to [17]. We use standard graph theory notation and nomenclature as in [18, 19]. Let $G = (V, E)$ be a graph, $W \subseteq V(G)$, $M \subseteq E(G)$, and $V(M)$ to be the set of endpoints of edges of $M$, which are also called $M$-saturated vertices. We denote by $G[W]$ the subgraph of $G$ induced by $W$; in an abuse of notation, we define $G[M] = G[V(M)]$. A matching is said to be maximum if no other matching of $G$ has more edges than $M$, and perfect if $V(M) = V(G)$. Also, $M$ is said to be connected if $G[M]$ is connected and $c$-disconnected if $G[M]$ has at least $c$ connected components. A graph $G$ is $H$-free if $G$ has no copy of $H$ as an induced subgraph; $G$ is chordal if it has no induced cycle with more than three edges. A graph is an interval graph if it is the intersection graph of intervals on a line. In $G$, we denote by $\beta(G)$ the number of edges in a maximum matching, by $\beta_c(G)$ the cardinality of a maximum connected matching, by $\beta_*(G)$ the size of a maximum induced matching, and by $\beta_{d,i}(G)$ the size of a maximum $i$-disconnected matching. If $G$ is connected, note that:

1. Every maximum induced matching $M^*$ is a $\beta_*(G)$-disconnected matching, since each connected component of $G[M^*]$ is an edge.

2. Since $\beta_*(G)$ is the maximum number of components that $G[M]$ can have with any matching $M$, there exists no $c$-disconnected matching for $c > \beta_*(G)$.

3. Every matching is a 1-disconnected matching.

4. As shown in [12], $\beta(G) = \beta_c(G)$.

Consequently, we have that both Theorem 1 and the following bounds hold:

$$\beta = \beta_c = \beta_{d,1} \geq \beta_{d,2} \geq \beta_{d,3} \geq \ldots \geq \beta_{d,\beta_*} \geq \beta_*$$

**Theorem 1.** **Disconnected Matching** is **NP-complete** for every graph class for which the **Induced Matching** is **NP-complete**.

**Proof.** Note that for every input instance $(G, k)$ to **Induced Matching**, we can build an equivalent instance $(G, k, k)$ of **Disconnected Matching**. That is, we want to find, in the same graph $G$, a disconnected matching $M$ with at least $k$ edges and $k$ connected components. To obtain the induced matching, it suffices to pick, for each connected component of $G[M]$, exactly
one edge. Finally, observe that an INDUCED MATCHING on \( k \) edges is also a \( k \)-disconnected matching with \( k \) edges.

This paper is organized as follows. In Section 2, we give an alternative proof to the fact that CONNECTED MATCHING is in \( P \) and present an algorithm for MAXIMUM CONNECTED MATCHING, then present a construction used to show that \( c \)-DISCONNECTED MATCHING is \( \text{NP-complete} \) for every fixed \( c \geq 2 \) on bipartite graphs of diameter three. In Section 3, we prove our final negative result, that DISCONNECTED MATCHING is \( \text{NP-complete} \) on chordal graphs. We show, in Section 4.1 that the previous proof cannot be strengthened to fixed \( c \) by giving an \( \text{XP} \) algorithm for DISCONNECTED MATCHING parameterized by \( c \) on graphs with a polynomial number of minimal separators. Finally, in Sections 4.2 and 4.3 we present polynomial time algorithms for DISCONNECTED MATCHING in interval and bounded treewidth graphs. We present our concluding remarks and directions for future work in Section 6.

2. Complexity of \( c \)-DISCONNECTED MATCHING

2.1. 1-disconnected and connected matchings

We consider that the input graph has at least one edge and is connected. Otherwise, the solution is trivial or we can solve the problem independently for each connected component. Recall that 1-DISCONNECTED MATCHING allows its solution to have any number of connected components. Consequently, any matching with at least \( k \) edges is a valid solution to an instance \((G, k, 1)\), which leads to Theorem 2.

**Theorem 2.** 1-DISCONNECTED MATCHING is in \( P \).

**Proof.** Solving the 1-DISCONNECTED MATCHING decision problem is equivalent to ask if the answer to MAXIMUM MATCHING is \( \geq k \). This equivalency is true because \( G[M] \) can have any number of connected component in both. Therefore, 1-DISCONNECTED MATCHING is in \( P \) and can be solved in the same complexity of MAXIMUM MATCHING, which is \( \mathcal{O}\left(|E|\sqrt{|V|}\right) \) [5]. \( \square \)

Note that if \( M \) is a solution to an instance \((G, k)\) of CONNECTED MATCHING, then it is also a solution to the instance \((G, k, 1)\) of 1-DISCONNECTED MATCHING. Our next theorem shows that the converse is also true and,
using the former theorem, that Maximum Matching and Connected Matching are also related.

Based on the proof of Goddard et al. [12] that $\beta(G) = \beta_c(G)$, a linear algorithm can be built to find a maximum connected matching, as described in the following theorem.

**Theorem 3.** Given a maximum matching, a maximum connected matching can be found in linear time.

**Proof.** Let $M$ be the maximum matching of the input graph, and $r \in V(M)$. We begin by running a BFS search on $G[M]$, starting at $r$, in order to obtain the connected component $S$ of $G[M]$ that contains $r$.

Note that every vertex in $N(S)$ is unsaturated, since $S$ is maximal. Also, by the maximality of $M$, for any unsaturated vertex $v$, every vertex in $N(v)$ is saturated. Hence, if a vertex $v \in N(S)$ has any neighbor $w$ outside $S$, we can change the matching by replacing the edge saturating $w$ by $vw$. Note that now we can expand $S$ by adding $v$, $w$ and possibly other vertices, proceeding again in a BFS-like way starting from $v$ and $w$. If there is a vertex $v$ in $N(S)$ that was not considered before, repeat this step.

This can be implemented in linear time, since we never need to look any neighborhood of a vertex of $S$ twice, and during the algorithm any time a vertex $v \in N(S)$ is considered, either $v$ is included in $S$ or its neighborhood is a subset of $S$ and $v$ can be ignored. \hfill \square

Note that, to use the algorithm described in Theorem 3, it is necessary to have calculated a maximum matching before. To obtain a maximum matching, an algorithm with complexity $O(|E| \sqrt{|V|})$ is known. Therefore, this complexity is the same as the Maximum Connected Matching.

**Corollary 1.** Maximum Connected Matching has the same time complexity of Maximum matching.

Some classes, such as trees and block graphs, have linear time algorithms for the Maximum Matching [14] [20]. Hence, for these classes, the algorithm we describe shows that Maximum Connected Matching can also be solved in linear time.

### 2.2. 2-disconnected matchings

Next, we show that 2-Disconnected Matching is NP-complete for bipartite graphs with bounded diameter. Our reduction is from the NP-hard problems.
problem **One-in-three 3SAT** [21]; in this problem, we are given a set of $m$ clauses $I$ with exactly three literals in each clause, and asked if there is a truth assignment of the variables such that only one literal of each clause resolves to true. We consider that each variable must be present in at least one clause and that a variable is not repeated in the same clause. This follows from the original **NP-completeness** reduction [22].

2.2.1. **Input transformation in One-in-three 3SAT**.

We use $k = 12m$ and build a bipartite graph $G = (V_1 \cup V_2, E)$ from a set of clauses $I$ as follows.

(I) For each clause $c_i$, generate a subgraph $B_i$ as described below.

- $V(B_i) = \{l_{ij}, r_{ij} \mid j \in \{1, \ldots, 9\}\}$
- $E(B_i)$ is as shown in Figure 1

(II) For each variable $x$ present in two clauses $c_i$ and $c_j$, being the $q$-th literal of $c_i$ and the $t$-th literal of $c_j$, add two edges. If $x$ is negated in exactly one of the clauses, add the set of edges $\{r_{iq}l_{jt}, l_{i(q+3)}r_{j(t+3)}\}$. Otherwise, add $\{l_{i(q+3)}r_{jt}, r_{iq}l_{j(t+3)}\}$.

- As an example, consider $c_2 = (x \lor y \lor \overline{z})$ and $c_5 = (d \lor \overline{x} \lor \overline{y})$. Variable $x$ is present in $c_2$ as the first literal and, in $c_5$, as the
second literal. Besides, $x$ is negated only in $c_5$. Hence, we add the edge set $\{(r_{21}, l_{52}), (l_{24}, r_{55})\}$. In Figure 2 we present this example, but omit some edges for better visualization.

(III) Generate two complete bipartite subgraphs $H_1$ and $H_2$, both isomorphic to $K_{3m, 3m}$, $V(H_1) = V(U_1) \cup V(U_2)$ and $V(H_2) = V(U_3) \cup V(U_4)$.

(IV) For each $u_2 \in V(U_2)$ and clause $c_i$, add the edge set $\{u_2 l_{ij} \mid j \in \{1, \ldots, 6\}\}$.

(V) For each $u_3 \in V(U_3)$ and clause $c_i$, add the edge set $\{u_3 r_{ij} \mid j \in \{1, \ldots, 6\}\}$.

Besides $G$ being bipartite, as shown in Figure 3 it is possible to observe that its diameter is 5, regardless of the set of clauses and its cardinality. This holds due to the distance between, for example, $u_1$ and $u_4$, $u_1 \in V(U_1)$, $u_4 \in V(U_4)$, as well as $l_{i_7}$ and $r_{j_7}$, $i, j \in [m]$, distinct, such that the clauses $i$ and $j$ do not have literals related to the same variable. Also, consider $G_i^+ = G[V(B_i) \cup V(H_1) \cup V(H_2)]$. Note that $|V(G)| = \mathcal{O}(m)$.

We denote $A$ by the subgraph induced by the vertices of $V(G) \setminus V(H_1) \setminus V(H_2)$. Note that $A$ is exactly the subgraph induced by the vertex set of $B_i$, $i \in [m]$. 

Figure 2: The simplified subgraph $G[V(B_2) \cup V(B_3)]$ for an instance with the clauses $c_2 = (x \lor y \lor \overline{z})$ and $c_5 = (d \lor \overline{x} \lor \overline{g})$.
Observe that $|V(G)| = 30m$, since $V(G) = V(H_1) \cup V(H_2) \cup V(A)$. Besides, $(45m^2 + 26m) \leq |E(G)| \leq (48m^2 + 23m)$, as the following amounts of edges are generated in the construction. There are $26m$ in (I), $9m^2$ in (III), $36m^2$ in (IV) and (V). In (II), we can have from 0 to $3m^2 - 3m$, since each pair of clause subgraphs can have from 0 to 6 edges between each other.

2.2.2. Properties of disconnected matchings in the generated graphs.

We now prove some properties of the disconnected matching with cardinality at least $k$ in a graph $G$ generated by the transformation described.

Initially, we show, from Lemmas 1 and 2, that a subgraph induced by the saturated vertices of such matching has exactly two connected components, one containing vertices of $H_1$ and the other, vertices of $H_2$. Afterwards, Lemma 3 shows the possible sets of edges contained in the matching.

**Lemma 1.** If $M$ is a disconnected matching with cardinality $k \geq 12m$, then there exists two saturated vertices $h_1 \in V(H_1)$ and $h_2 \in V(H_2)$.

**Proof.** In order to obtain $M$ with cardinality $k$, it is necessary that $2k \geq 2 \cdot (12m) = 24m$ vertices are saturated by $M$. Note that $|V(A)| = 18m$. Since we are looking for a $k$ cardinality matching, then, even if all the vertices of $A$ were saturated, we would have, at most, $18m$ vertices. Therefore, for $M$ to saturate $2k$ vertices, we need to use vertices of $V(H_1) \cup V(H_2)$. Note that, similarly, if vertices of $A$ and only one of the subgraphs $H_1$ or $H_2$, $|V(H_1)| = |V(H_2)| = 6m$, we will have a maximum of $24m$ vertices, however,

Figure 3: The subgraph $G[V(B_i) \cup \{u_1, u_2, u_3, u_4\}]$, $u_1 \in V(U_1)$, $u_2 \in V(U_2)$, $u_3 \in V(U_3)$ and $u_4 \in V(U_4)$. The bold vertices represent a bipartition of $G$. 
the matching would be perfect in the subgraph and, therefore, connected. Thus, it is necessary that there are at least two vertices \( h_1 \in V(H_1) \) and \( h_2 \in V(H_2) \) saturated by \( M \).

**Lemma 2.** If \( M \) is a disconnected matching with cardinality \( k \geq 12m \), then \( G[M] \) has exactly two connected components.

**Proof.** From Lemma 1, we know that \( M \) saturates \( h_1 \in V(H_1) \) and \( h_2 \in V(H_2) \) by two edges, \( (h_1, v_1) \) and \( (h_2, v_2) \). Note that, due to the graph structure, every edge \( e \) saturated by \( M \) is incident to at least one vertex of \( V(G) \setminus \{l_{i7}, l_{i8}, l_{i9}, r_{i7}, r_{i8}, r_{i9}\} \), \( i \in [m] \), as every edge of the graph has this property. Then, one end of \( e \) is adjacent to any of the vertices in \( \{h_1, v_1, h_2, v_2\} \). Therefore, \( G[M] \) has exactly two connected components \( C_1 \) and \( C_2 \) such that \( h_1 \in V(C_1) \) and \( h_2 \in V(C_2) \). □

**Lemma 3.** Let \( M \) be a disconnected matching with cardinality \( k \geq 12m \) and \( B_i \) be a clause subgraph. There are exactly 6 edges saturated by \( M \) in \( G[V(B_i)] \) and, moreover, there are exactly 3 sets of edges that satisfy this constraint.

**Proof.** Let \( M \) be a 2-disconnected matching in \( G \), \( |M| \geq 12m \), and \( B_i \) be a clause subgraph. From Lemma 1, we know that there are two saturated vertices \( u_2 \in V(U_1) \) and \( u_3 \in V(U_3) \). Also, Lemma 2 shows that any other saturated vertex in the graph must be in one of the two connected components of \( G[M] \) containing \( u_2 \) or \( u_3 \). Therefore, there is a \( u_2 - u_3 \) separator \( S_i \) not saturated in \( B_i \).

For the rest of the proof, we use \( S_i \) separators with cardinality 6, so that all the 12 vertices of \( V(B_i) \setminus S_i \) will be saturated by \( M \). We prove that there are only 3 separators of this type, due to the following properties.

1. The vertex pairs \( l_{ij} \) and \( r_{i(j+3)} \) cannot be saturated simultaneously. Thus, \( S_i \) contains at least one of these two vertices.

2. If there are two saturated vertices \( l_{ij} \) and \( l_{iq} \), then the four vertices \( r_{ij}, r_{iq}, r_{it} \) and \( r_{ir} \) cannot be saturated, \( j, q, t \in \{1, 2, 3\} \), distinct.

3. The vertex \( l_{ij} \) cannot be saturated simultaneously with \( r_{iq} \) or \( r_{it} \), \( j, q, t \in \{1, 2, 3\} \), distinct.

4. The number of saturated vertices of \( \{l_{i8}, l_{i9}\} \) must be at most the number of saturated vertices of \( \{l_{i4}, l_{i5}, l_{i6}\} \).
Consider $W_i$ the set of vertices in $V(B_i) \setminus S_i$ that could possibly be saturated by $M$. From Property 1, we can see that $|S_i| \geq 6$. Thereby, $|W_i| \leq 12$, that is, the largest number of saturated vertices in a clause subgraph is 12. Next, we’ll show that there are only 3 separators and $W_i$ sets of that type. If $|S_i| = 6$, which is its minimum cardinality, then, given Property 2, there can only be a single saturated vertex $l_{ij}$, $j \in \{1, 2, 3\}$. In addition, for $r_{ij}$ to be in $W_i$, a vertex $r_{it}$, $t \in \{1, 2, 3\}$ must be in $W_i$ as well. Given Property 3, the only possibility is if $t = j$. Thus, the vertices $l_{i(j+3)}$ and $r_{i(j+3)}$ cannot belong to $W_i$. In addition, from Property 4, for $l_{i8}$ and $l_{i9}$ to be in $W_i$, then two vertices $l_{i(q+3)}$ are in $W_i$ as well, $q \in \{1, 2, 3\}$. The only possibility of this occurring is if $q \neq j$. Analogously, the same is true for the vertices $r_{i(q+3)}$. Finally, we can define the set described as $W_i = \{l_{ij}, r_{ij}, l_{i(q+3)}, r_{i(q+3)}, l_{i(t+3)}, r_{i(t+3)} | j, q, t \in \{1, 2, 3\}, \text{distinct} \} \cup \{l_{ij}, r_{ij} | j \in \{7, 8, 9\}\}$. Therefore, there are only 3 possibilities for the set $W_i$, which are shown in Table 3 and in Figure 4. Moreover, there is exactly one corresponding saturated edge set for each of the vertex sets, shown in Figure 4.

2.2.3. Transforming a disconnected matching into a variable assignment.

First, we define, starting from a 2-disconnected matching $M$, $|M| = 12m$, a variable assignment $R$ and, in sequence, we present Lemma 4, proving that $R$ is a One-in-three 3SAT solution.

(I) For each clause $c_i$, where $x_{ij}$ corresponds to the $j$-th literal of $c_i$, generate the following assignments.

- If $l_{ij}$ is $M$-saturated, then assign $x_{ij} = T$.
- Otherwise, assign $x_{ij} = F$.

Note that, analyzing the generated graph, the pair of saturated vertices $l_{ij}$ and $r_{ij}$, $j \in \{1, 2, 3\}$ define that the $j$-th literal is the true of the clause $c_i$. Similarly, each pair of saturated vertices $l_{iq}$ and $r_{iq}$, $q \in \{4, 5, 6\}$, $q \neq j + 3$, defines that the $(q - 3)$-th literal is false.

Lemma 4. Let $M$ be a 2-disconnected matching with cardinality $k = 12m$ in a graph generated from an input $I$ of One-in-three 3SAT. It is possible to generate in polynomial time an assignment to variables in $I$ that solves One-in-three 3SAT.
Figure 4: Subgraph $B_i$ with, in bold, the three sets of vertices possibly saturated with cardinality 12 from Table 3.
Table 3: Some $h_1 - h_2$ minimal separators in a subgraph $G_i^+$ and the respective remaining sets of vertices, which can be saturated

\[
\begin{array}{|c|c|}
\hline
h_1 - h_2 \text{ separator of } G_i^+ & \text{Possibly saturated remaining vertices} \\
\hline
\{l_{i2}, l_{i3}, l_{i4}, r_{i2}, r_{i3}, r_{i4}\} & \{l_{i1}, l_{i5}, l_{i6}, l_{i7}, l_{i8}, l_{i9}, r_{i1}, r_{i5}, r_{i6}, r_{i7}, r_{i8}, r_{i9}\} \\
\{l_{i1}, l_{i3}, l_{i5}, r_{i1}, r_{i3}, r_{i5}\} & \{l_{i2}, l_{i4}, l_{i6}, l_{i7}, l_{i8}, l_{i9}, r_{i2}, r_{i4}, r_{i6}, r_{i7}, r_{i8}, r_{i9}\} \\
\{l_{i1}, l_{i2}, l_{i6}, r_{i1}, r_{i2}, r_{i6}\} & \{l_{i3}, l_{i4}, l_{i5}, l_{i7}, l_{i8}, l_{i9}, r_{i3}, r_{i4}, r_{i5}, r_{i7}, r_{i8}, r_{i9}\} \\
\hline
\end{array}
\]

Proof. For this Lemma to be true, using the $R$ assignments, each clause in $I$ must have exactly one true literal and each variable must have the same assignment in all clauses. As was deduced in the Lemma 3 in fact, given $i$, $l_{ij}$ is saturated only for a single $j$, $j \in \{1, 2, 3\}$, $i \in [m]$. So we have a single true literal. We now show that the assignment of the variable is consistent across all clauses. By contradiction, assume this to be false, then in $R$ there are two literals, $x$ and $y$, for the same variable, and one of the following two possibilities occurs. Consider $x$ the $q$-th literal of $c_i$ and $y$ the $t$-th literal of $c_j$. Either there is one negation between $x$ and $y$ or $x$ and $y$ have the same sign. In the first possibility, as we assumed that $x$ and $y$ have different assignments, then either $r_{iq}$ and $l_{jt}$ are saturated simultaneously or $l_{i(q+3)}$ and $r_{j(t+3)}$ are. Note that $c_i$ and $c_j$ have variables with opposite literals, which means that the constructed graph has the edges $r_{iq} l_{jt}$ and $l_{i(q+3)} r_{j(t+3)}$. Therefore, by the Lemma 4 $G[M]$ would be connected, which is a contradiction. In the second possibility, $x$ and $y$ have the same sign. So either $l_{i(q+3)}$ and $r_{jt}$ are saturated simultaneously or $r_{iq}$ and $l_{j(t+3)}$ are. There are also edges between these pairs of vertices and, also by Lemma 4 it is a contradiction. Therefore, $R$ solves One-in-three 3SAT.

2.2.4. Transforming a variable assignment into a disconnected matching.

Finally, we define a 2-disconnected matching $M$, obtained from a solution of One-in-three 3SAT. Then, Lemma 5 proves that $M$ is a 2-disconnected matching with the desired cardinality $12m$.

(I) For each clause $c_i$, whose true literal is the $j$-th, add to $M$ the edge set defined as $\{l_{ij} l_{i7}, r_{ij} r_{i7}, l_{iq} r_{i8}, r_{it} l_{i9}, r_{it} r_{i9} | q \in \{4, 5\}, t \in \{5, 6\}, q \neq j + 3 \neq t \neq q\}$.

(II) For $H_1$, add to the matching $M$ any $3m$ disjoint edges. Repeat the process for $H_2$.  
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Lemma 5. Let \( R \) be a variable assignment of an input \( I \) from \textsc{one-in-three 3sat}. It is possible, in polynomial time, to generate a disconnected matching with cardinality \( k = 12m \) from \( I \) in a graph generated by the transformation described below.

Proof. In the procedure described, we are saturating 6 edges for each clause in (I), and \( 6m \) edges in (II). Then, \( M \) has \( 12m \) edges. We need to show now that \( M \) is disconnected. It is necessary and sufficient showing that there are not two adjacent vertices \( l \) and \( r \) saturated. Edges between vertices of the same clause subgraph are generated in (I) and we observe that there are no two adjacent saturated vertices of this type, since the saturated vertices are those described in Lemma 3. The vertices incident to the edges between different clause subgraphs cannot be simultaneously saturated, as they would represent variables and their negations as true. Therefore, \( M \) is disconnected and \(|M| = 12m|\).

Note that for any graph with diameter \( d \leq 1 \) the answer to \textsc{disconnected matching} is always \textsc{no}. On the other hand, if the graph is disconnected, there are two possibilities. If the graph has no more than one connected component with more than one vertex, we again answer \textsc{no}. Otherwise, the problem can be solved in polynomial time by finding a maximum matching \( M \) and checking if \(|M| \geq k \). These statements are used in the proof of Lemma 6 which has a slight modification of the above construction, but allows us to reduce the diameter of the graph to 3.

Lemma 6. Let \( G = (V_1 \cup V_2, E) \) be the bipartite graph from the transformation mentioned and \( G' = (V'_1 \cup V'_2, E') \) so that \( V(G') = V(G) \cup \{w_1, w_2\} \) and \( E(G') = E(G) \cup \{w_1w_2\} \cup \{vw_1 \mid v \in V(V_1)\} \cup \{vw_2 \mid v \in V(V_2)\} \). If \( M \) is a 2-disconnected matching in \( G' \), \(|M| \geq k \), so \( M \) is also a 2-disconnected matching in \( G \).

Proof. Let’s show that a 2-disconnected matching \( M \) in \( G' \), \(|M| \geq 12m \), saturates only vertices of \( V(G) \) and, therefore, \( M \) is also a 2-disconnected matching in \( G \). With this purpose, we demonstrate that the vertices \( w_1 \) and \( w_2 \) are not part of \( M \). Let’s assume that \( w_1 \) is saturated and \( w_1 \in C_1 \). Note that, since \( G' \) is bipartite, then every edge \( e \in E(G') \) has one endpoint at \( V(V'_1) \) and other at \( V(V'_2) \). Therefore, the edge \( e \), if saturated, would be at \( C_1 \). Thereby, \( M \) would not be 2-disconnected, which is a contradiction. This shows that \( w_1 \) is not saturated. The argument is analogous to \( w_2 \). Thus, if
$M$ is a 2-disconnected matching in $G'$, $|M| \geq 12m$, so it’s also in $G$. As we have already described the structure of such matchings in $G$ in Lemmas 1, 2 and 3, this transformation can also be used to solve the One-in-three 3SAT problem.

Combining the previous results, we obtain Theorem 4.

**Theorem 4.** 2-Disconnected Matching is NP-complete even if the input is restricted to bipartite graphs with diameter 3.

**Proof.** Let $G = (V_1 \cup V_2, E)$ be a graph generated from the transformation of Section 2.2.1. Let’s show that this graph is bipartite. Note that the bipartition $V_1$ of $G$ can be defined by $V_1 = \{l_{iq} \mid i \in [m], q \in \{1, \ldots, 6\}\} \cup \{r_{iq} \mid i \in [m], q \in \{7, 8, 9\}\} \cup \{u_1, u_3 \mid u_1 \in V(U_1), u_3 \in V(U_3)\}$.

Next, we prove that the problem is in NP and NP-hard. Note that a 2-disconnected matching is a certificate to show that the problem is in NP. According to the transformations between 2-Disconnected Matching and One-in-three 3SAT solutions described in Lemmas 5 and 4, the One-in-three 3SAT problem, which is NP-complete, can be reduced to 2-Disconnected Matching using a diameter 3 bipartite graph. Therefore, 2-Disconnected Matching is NP-hard and we have proven that 2-Disconnected Matching is NP-complete even for diameter 3 bipartite graphs.

These results imply the following dichotomies, in terms of diameter.

**Corollary 2.** For bipartite graphs with diameter $\leq d$, Disconnected Matching is NP-complete if $d$ is at least 3 and belongs to $P$ otherwise.

**Corollary 3.** For graphs with diameter $\leq d$, Disconnected Matching is NP-complete if $d$ is at least 2 and belongs to $P$ otherwise.

2.2.5. Example of 2-Disconnected Matching transformation

Consider the input $I$ with the two clauses $c_1 = (x \lor y \lor z)$ and $c_2 = (w \lor y \lor \overline{z})$.

Let’s build the graph $G$, $V(G) = 30m = 60$, $E(G) = 47m^2 + 24m = 236$, as described in Section 2.2.1.

We describe below the edges between $B_1$ and $B_2$. Note that in $I$, the third literal of $c_2$ is the negation of $c_1$. Therefore, the edges $\{(r_{11}, l_{23}),(l_{14}, r_{26})\}$ must be added. In addition, the second literal of $c_1$ is the same as $c_2$. Thus, we
add the edges \{((l_{15}, r_{22}), (r_{12}, l_{25}))\}. The rest of the literals refer to different variables, so there are no additional edges between \( B_1 \) and \( B_2 \).

We present the only two \( I \) solutions for \textsc{One-in-three 3SAT} and their corresponding disconnected matchings in \( G \). The assignment of the variables \((w, x, y, z)\), in this order, can be either \((V, V, F, F)\), represented by the matching in Figure 5a, or \((F, F, F, V)\), in Figure 5b. For easier visualization, some edges of \( B_1 \) and \( B_2 \) are omitted, besides the complete subgraphs \( H_1 \) and \( H_2 \) and their respective \( 6m = 12 \) saturated edges.

### 2.3. \textsc{NP-completeness for any fixed} \( c \)

We now generalize our hardness proof to \textsc{c-Disconnected Matching} for every fixed \( c > 2 \). We begin by setting the number of edges in the matching \( k = 12m + c - 2 \), defining \( G' \) to be the graph obtained in our hardness proof for \textsc{2-Disconnected Matching}, and \( H \) to be the graph with \( c - 2 \) isolated edges \( \{v_{i1}v_{i2} \mid i \in [c - 2]\} \). To obtain our input graph to \textsc{c-Disconnected Matching}, we make \( w_1 \in V(G') \) adjacent to \( v_{i1} \) and \( w_2 \in V(G') \) adjacent \( v_{i2} \), for every \( i \in [c - 2]\), where \( w_1 \) and \( w_2 \) are as defined in Lemma 6. This proves that the problem is \textsc{NP-complete} on bipartite graphs of diameter three. Note that, if we identify \( w_1 \) and \( w_2 \), we may reason as before, but now conclude that \textsc{c-Disconnected Matching} is \textsc{NP-complete} on general graphs of diameter 2. We summarize this discussion as Theorem 5.

**Theorem 5.** Let \( c \geq 1 \). The \textsc{c-Disconnected Matching} problem belongs to \( \text{P} \) if \( c = 1 \). Otherwise, it is \textsc{NP-complete} even for bipartite graphs of diameter 3 or for general graphs of diameter 2.

**Proof.** It is simple to verify that the problem belongs to \( \text{NP} \), since a certificate can be a matching that induces a graph with \( c \) connected components. Such matching can be verified in polynomial time. We show next that the problem is \textsc{NP-hard} for some cases and \( \text{P} \) for others. For \( c > 1 \), the \textsc{One-in-three 3SAT} can be reduced to \textsc{c-Disconnected Matching} using, as an input, the transformation graph and \( k = 12m + (c - 2) \). Let \( M \) be a matching such that \( G[M] \) has \( c \) connected components and \( |M| \geq k \). Let’s consider two \( M \) partitions, contained in \( U \) and \( G' \). Regarding the subgraph \( U \), if we consider that all edges of \( E(U) \) are saturated, then \( G[M] \) will have at least \( c - 2 \) connected components. Regarding \( G' \), we know that for \( G'[M] \) to have the remaining 2 connected components, the largest number of saturated edges in \( G' \) must be \( 12m \). In total, \( M \) will have exactly \( 12m + c - 2 \) edges. Concerning the restriction on the number of connected components of \( G[M] \), we conclude
Figure 5: Disconnected matching examples in the simplified clause subgraphs for the boolean expression \((x \lor y \lor z) \land (w \lor y \lor \bar{z})\).
that $M$ is maximum and all maximum $c$-matchings in $G$ have this form. For $c = 1$, Theorem 2 shows that the problem belongs to $P$.

3. NP-completeness for chordal graphs

In this section, we prove that DISCONNECTED MATCHING is NP-complete even for chordal graphs with diameter 2. In order to prove it, we describe a reduction from the NP-complete problem EXACT COVER BY 3-SETS [21]. This problem consists in, given two sets $X$, $|X| = 3q$, and $C$, $|C| = m$ of 3-element subsets of $X$, decide if there exists a subset $C' \subseteq C$ such that every element of $X$ occurs in exactly one member of $C'$.

For the reduction, we define $c = m - q + 1$, $k = m + 3q$ and build the chordal graph $G = (V, E)$ from the sets $C$ and $X$ as follows.

(I) For each 3-element set $c_i = (x, y, z)$, $c_i \in C$, generate a complete subgraph $H_i$ isomorphic to $K_5$ and label its vertices as $W_i = \{w_{ix}, w_{iy}, w_{iz}, w_{i+},w_{i-}\}$.

(II) For each pair of 3-element sets $c_i = (x, y, z)$ and $c_j = (a, b, c)$ such that $c_i, c_j \in C$, add all edges between vertices of $\{w_{ix}, w_{iy}, w_{iz}\}$ and $\{w_{ja}, w_{jb}, w_{jc}\}$.

(III) For each element $x \in X$, generate a vertex $v_x$ and the edges $v_xw_{ix}$ for every $i$ such that $c_i$ contains the element $x$.

Note that $G$ is indeed chordal, since a perfect elimination order can begin with the simplicial vertices $\{v_1, \ldots, v_{3q}, w_1^+, \ldots, w_m^+, w_1^-, \ldots, w_m^-\}$, and be followed by an arbitrary sequence of the remaining vertices, which induce a clique.

An example of the reduction and its corresponding $c$-disconnected matching is presented in Figure 6. For better visualization, the edges from rule (II) are omitted.

In Lemmas 7 and 8, we define the polynomial transformation between a $(m - q + 1)$-disconnected matching $M$, $|M| \geq m + 3q$, and a subset $C'$ that solves the EXACT COVER BY 3-SETS. Then, Theorem 6 concludes the NP-completeness for chordal graphs.

**Lemma 7.** Let $(C, X)$ be an input of EXACT COVER BY 3-SETS with $|C| = m$, $|X| = 3q$ and a solution $C'$. A $(m - q + 1)$-disconnected matching $M$, $|M| = m + 3q$, can be built in the transformation graph $G$ in polynomial time.
Figure 6: An example of reduction for the input $X = \{1, 2, 3, 4, 5, 6\}$ and $C = \{\{2, 3, 4\}, \{1, 2, 5\}, \{2, 5, 6\}, \{1, 5, 6\}\}$. The subgraph induced by the vertices inside the dotted rectangle is complete and the matching in bold corresponds the solution $C' = \{\{2, 3, 4\}, \{1, 5, 6\}\}$.

Proof. Denote the sets of vertices $U$ by $\{w^+_i, w^-_i \mid c_i \in C\}$ and $S$ by $\bigcup_{j=1}^{m} V(H_j) - U$. Let’s build a matching $M$ from the solution $C'$. For each set $c_i = \{x, y, z\}$ contained in $C'$, add the edges $w_{ix}v_x$ to $M$. Also, for each set $c_j \in C$, add the edge $w^+_jw^-_j$. Consequently, each $H_i$ such that $c_i /\in C'$ will induce a connected component isomorphic to $K_2$ in $G[M]$, with the vertices $\{w^+_i, w^-_i\}$, totalizing $m - q$ connected components and $2m - 2q$ saturated vertices. There will also be one more connected component containing the $3q$ vertices of $\{v_i \mid i \in [3q]\}$ and the $5q$ vertices of $\{W_j \mid c_j \in C - C'\}$. Thus, $M$ saturates $2m - 2q + 3q + 5q = 2m + 6q$ vertices, corresponding to $m + 3q$ edges. Also, $G[M]$ has $m - q + 1$ connected components. So, $M$ is a valid solution for the $c$-Disconnected Matching. 

\[Q.E.D.\]

Lemma 8. Let $(C, X)$ be an input of Exact Cover by 3-Sets with $|C| = m$, $|X| = 3q$. Given a $(m - q + 1)$-disconnected matching $M$, $|M| = m + 3q$, in the transformation graph $G$ described, a solution $C'$ to Exact Cover by 3-Sets can be built in polynomial time.

Proof. Denote the sets of vertices $U$ by $\{w^+_i, w^-_i \mid c_i \in C\}$ and $S$ by $\bigcup_{j=1}^{m} V(H_j) - U$. Consider an arbitrary $c$-disconnected matching $M$, $|M| \geq k$ in $G$. Based on the graph built, we show how such matching is structured and then build a solution $C'$. Note that every edge in $G$ is either incident to a vertex of $S$ or to two vertices of $U$. Since all vertices of $S$ are connected, $G[M]$ can only have two types of connected components.
(I) A $K_2$ with 2 vertices of $U$.

(II) A connected component that can contain any vertex, except the ones from type (I) connected components and its adjacencies.

Given that $G[M]$ has at least $c$ connected components, then it must have at least $c - 1$ connected components of type (I). For each of them, the 2 saturated vertices are $\{w_i^+, w_i^−\}$, that are contained in $U$. To keep these vertices in an isolated connected component, the other 3 vertices of $W_i \cap S$ can not be saturated. So, we will not use them for the rest of the construction. In order to have $c$ connected components, it is needed at least one more. Note that, so far, we have $2c - 2 = 2m - 2q$ saturated vertices, and the remaining graph has exactly $6q + 2q = 8q$ vertices. Since $M$ saturates $2k = 2m - 2q$ vertices, then the other connected component, of type (II), must saturate all the remaining $8q$ vertices. Thus, there can be no more than $c$ connected components in $G[M]$ and no more than $k$ edges in $M$. Note that, for each $i \in [m]$, the subgraph $G[W_i \cap S]$ has either 0 or 3 saturated vertices. If it has 3, each vertex in $W_i \cap S$ must be matched with a vertex of $\{v_j \mid j \in [3q]\}$, by an edge. Such edge exists because the set $c_i$ has the element $j$. Therefore, a solution $C'$ can contain the set $c_i$ if and only if $W_i \cap S$ has 3 saturated vertices.

**Theorem 6.** **Disconnected Matching** is **NP-complete** even for chordal graphs with diameter 2.

**Proof.** Note that the $c$-disconnected matching is a certificate that the problem belongs to **NP**. We now prove that it is also **NP-hard**. The Lemmas 7 and 8 show that a solution $C'$ for the **Exact Cover by 3-sets** corresponds to a $c$-disconnected matching $M$ and vice versa, $c = m - q + 1$, $|M| = 3q + m$ in the transformation graph $G$. Note that if we add an universal vertex to $G$, the same properties hold, and the diameter of $G$ is reduced to 2. For this reason, **Disconnected Matching** is **NP-hard** and, thus, also **NP-complete** even for chordal graphs.

We can also make little modifications to show that **Disconnected Matching** is also **NP-complete** for bounded vertex degree.

We can also show that the problem is hard even for limited vertex degree graphs. In this case, the rule (II) from the previous transformation can be replaced by the following.
(II) For each pair of 3-element sets \( c_i = (x, y, z) \) and \( c_j = (a, b, c) \) such that \( c_i, c_j \in C \), add all edges between vertices of \( \{w_{ix}, w_{iy}, w_{iz}\} \) and \( \{w_{ja}, w_{jb}, w_{jc}\} \) if and only if there is an element \( p \in c_i, c_j \).

We know that the problem Exact Cover By 3-Sets remains \textsc{NP}-complete even if no element in \( X \) appears in more than 3 sets of \( C \) \cite{21}. Therefore, the transformation graph, though not chordal, will have the maximum degree bounded by a constant.

With the same arguments for the proof given in Theorem \( \text{[8]} \) we enunciate the following theorem.

**Theorem 7.** \textsc{Disconnected Matching} is \textsc{NP}-complete even for graphs with bounded maximum degree and diameter 2.

4. Polynomial time algorithms

For our final contributions, we turn our attention to positive results, showing that the problem is efficiently solvable in some graph classes.

4.1. Minimal separators and disconnected matchings

It is not surprising that minimal separators play a role when looking for \( c \)-disconnected matchings. In fact, for \( c = 2 \), Goddard et al. \cite{12} showed how to find 2-disconnected matchings in graphs with a polynomial number of minimal separators. We generalize their result by showing that \textsc{Disconnected Matching} parameterized by the number \( c \) of connected components is in \textsc{XP}; note that we do not need to assume that the family of minimal separators is part of the input, as it was shown in \cite{23} it can be constructed in polynomial time.

**Theorem 8.** \textsc{Disconnected Matching} parameterized by the number of connected components is in \textsc{XP} for graphs with a polynomial number of minimal separators.

**Proof.** Note that if a matching \( M \) is a maximum \( c \)-disconnected matching of \( G = (V, E) \), then there is a family \( S \) of at most \( c - 1 \) minimal separators such that \( V(G) - V(M) \) contains \( \bigcup_{S \in S} S \). Therefore, if we find such \( S \) that maximizes a maximum matching \( M \) in \( G[V - (\bigcup_{S \in S} S)] \) and \( M \) is \( c \)-disconnected, then \( M \) is a maximum \( c \)-disconnected matching. Considering that \( G \) has \( |V|^{|\Omega|} \) many minimal separators, the number of possible candidates for \( S \) is
bounded by \(|V|\alpha(c)\). Computing a maximum matching can be done in polynomial time and checking whether \(G[M]\) has \(c\) components can be done in linear time. Therefore, the whole procedure takes \(|V|\alpha(c)\) time and finds a maximum \(c\)-disconnected matching.

In particular, this result implies that \(c\)-DISCONNECTED MATCHING is solvable in polynomial time for chordal graphs \([24]\), circular-arc graphs \([25]\), graphs that do not contain thetas, pyramids, prisms, or turtles as induced subgraphs \([26]\). We leave as an open question to decide if DISCONNECTED MATCHING parameterized by \(c\) is in FPT for any of these classes.

4.2. Interval Graphs

In this section, we show that DISCONNECTED MATCHING for interval graphs can be solved in polynomial time. To obtain our dynamic programming algorithm, we rely on the ordering property of interval graphs \([27]\); that is, there is an ordering \(Q = \langle Q_1, \ldots Q_p \rangle\) of the \(p\) maximal cliques of \(G\) such that each vertex of \(G\) occurs in consecutive elements of \(Q\) and, moreover the intersection \(S_i = Q_i \cap Q_{i-1}\) between two consecutive cliques is a minimal separator of \(G\). Our algorithm builds a table \(f(i, j, c')\), where \(i, j \in [p]\) and \(c' \in [c]\), and is equal to \(q\) if and only if the largest \(c'\)-disconnected matching of \(G[\bigcup_{i \leq \ell \leq j} Q_\ell \setminus (S_i \cup S_{j+1})]\) has \(q\) edges; that is, \((G, k, c)\) is a positive instance if and only if \(f(1, p, c) \geq k\).

**Theorem 9.** DISCONNECTED MATCHING can be solved in polynomial time on interval graphs.

4.3. Treewidth

A tree decomposition of a graph \(G\) is a pair \(T = (T, \mathcal{B} = \{B_j \mid j \in V(T)\})\), where \(T\) is a tree and \(\mathcal{B} \subseteq 2^{V(G)}\) is a family where: \(\bigcup_{B_j \in \mathcal{B}} B_j = V(G)\); for every edge \(uv \in E(G)\) there is some \(B_j\) such that \(\{u, v\} \subseteq B_j\); for every \(i, j, q \in V(T)\), if \(q\) is in the path between \(i\) and \(j\) in \(T\), then \(B_i \cap B_j \subseteq B_q\). Each \(B_j \in \mathcal{B}\) is called a bag of the tree decomposition. \(G\) has treewidth at most \(t\) if it admits a tree decomposition such that no bag has more than \(t + 1\) vertices. For further properties of treewidth, we refer to \([28]\). After rooting \(T\), \(G_x\) denotes the subgraph of \(G\) induced by the vertices contained in any bag that belongs to the subtree of \(T\) rooted at node \(x\). Our final result is a standard dynamic programming algorithm on tree decompositions; we
omit the proof and further discussions on how to construct the dynamic programming table for brevity.

An algorithmically useful property of tree decompositions is the existence of a nice tree decomposition that does not increase the treewidth of $G$.

**Definition 1** (Nice tree decomposition). A tree decomposition $\mathcal{T}$ of $G$ is said to be nice if its tree is rooted at, say, the empty bag $r(\mathcal{T})$ and each of its bags is from one of the following four types:

1. Leaf node: a leaf $x$ of $\mathcal{T}$ with $B_x = \emptyset$.
2. Introduce vertex node: an inner bag $x$ of $\mathcal{T}$ with one child $y$ such that $B_x \setminus B_y = \{u\}$.
3. Forget node: an inner bag $x$ of $\mathcal{T}$ with one child $y$ such that $B_y \setminus B_x = \{u\}$.
4. Join node: an inner bag $x$ of $\mathcal{T}$ with two children $y, z$ such that $B_x = B_y = B_z$.

**Theorem 10.** Disconnect Matching can be solved in $\text{FPT}$ time when parameterized by treewidth.

**Proof.** We define $|V(G)| = n$ and $|E(G)| = m$. We suppose w.l.o.g. that we are given a tree decomposition $\mathcal{T} = (T, \mathcal{B})$ of $G$ of width $t$ rooted at an empty forget node; moreover, we solve the more general optimization problem, i.e., given $(G, c)$ we determine the size of the largest $c$-disconnected matching of $G$, if one exists, in time $\text{FPT}$ on $t$. As usual, we describe a dynamic programming algorithm that relies on $\mathcal{T}$. For each node $x \in V(\mathcal{T})$, we construct a table $f_x(S, U, \Gamma, \ell)$ which evaluates to $\rho$ if and only if there is a (partial) solution $M_x$ with the following properties: (i) $S \subseteq B_x \cap V(M_x)$ and $G[S]$ admits a perfect matching, (ii) the vertices of $U \subseteq V(M_x) \cap B_x \setminus S$ are half-matched vertices and are going to be matched to vertices in $G \setminus G_x$, (iv) $\Gamma \in \Pi(A_x)$ is a partition of $A_x$, where $S \cup U \subseteq A_x \subseteq B_x$, and each part of $\Gamma$ corresponds to a unique connected component of $G[M_x]$ — we say that $V(\Gamma) = A_x$ — (iv) $G[M_x]$ has exactly $\ell$ connected components that do not intersect $B_x$, and (v) $M_x$ has $\rho$ edges. If no such solution exists, we define $f_x(S, U, \Gamma, \ell) = -\infty$ and we say the state is invalid. Below, we show how to compute each entry for the table for each node type.
Leaf node: Since $B_x = \emptyset$, the only valid entry is $f_x(\emptyset, \emptyset, \emptyset, 0)$, which we define to be equal to 0.

Introduce node: Let $y$ be the child of $x$ in $T$ and $B_x = B_y \cup \{v\}$. We compute the table as in Equation 1 before proceeding, we define $\Gamma(v)$ to be the block of $\Gamma$ that contains $v$ and a partition $\Gamma' \in \text{ref}_v(\Gamma)$ if: (i) $V(\Gamma') = V(\Gamma) \setminus \{v\}$, (ii) every block in $\Gamma \setminus \Gamma(v)$ is also in $\Gamma'$, and (iii) $\Gamma'$ contains a connected refinement of $\Gamma(v) \setminus \{v\}$, i.e. there is a partition $\pi$ of $\Gamma(v) \setminus \{v\}$ that is a subset of $\Gamma'$, vertices in different blocks of $\pi$ are non-adjacent, and each block of $\pi$ has at least one neighbor of $v$.

$$f_x(S, U, \Gamma, \ell) = \begin{cases} f_y(S, U, \Gamma, \ell), & \text{if } v \not\in V(\Gamma); \\ \max_{\Gamma' \in \text{ref}_v(\Gamma)} f_y(S, U \setminus \{v\}, \Gamma', \ell), & \text{if } v \in U; \\ \max_{u \in V(\Gamma) \setminus S} \max_{\Gamma' \in \text{ref}_v(\Gamma)} f_y(S \setminus \{u, v\}, U \cup \{u\}, \Gamma', \ell), & \text{otherwise}. \end{cases}$$ \hspace{1cm} (1)

For the first case of the above equation, if $v \not\in V(\Gamma)$ then any partial solution $M_x$ of $G_x$ represented by $(S, U, \Gamma, \ell)$ is also a solution to $G_y$ under the same constraints since $G_y = G_x \setminus \{v\}$ and $v$ is not in $V(M_x) = V(\Gamma)$. For the second case, let $M_x$ be the solution that corresponds to $(S, U, \Gamma, \ell)$, $C_v$ the connected component of $G[V(M_x)]$ that contains $v$, and $\pi = \{C_1, \ldots, C_q\}$ the (possibly empty) connected components of $G[C_v \setminus \{v\}]$; by definition, $C_v \cap B_x = \Gamma(v)$ is a block of $\Gamma$ and $\pi$ is a partition of $C_v$ where vertices in different blocks are non-adjacent. Consequently, we have that $\Gamma' = \Gamma \setminus \Gamma(v) \cup \pi$ is in $\text{ref}_v(\Gamma)$ and $f_y(S, U \setminus \{v\}, \Gamma', \ell)$ is accounted for in the computation of the maximum, which by induction is correctly computed. Finally, for the third case, let $uv \in M_x$, and note that we may proceed as in the previous case: the connected components of $G[C_v \setminus \{v\}]$ induce a connected refinement $\pi$ of $\Gamma(v) \setminus \{v\}$ and $\Gamma' = \Gamma \setminus \Gamma(v) \cup \pi$ is in $\text{ref}_v(\Gamma)$, which results in a solution of $G_y$ that corresponds to the tuple $(S \setminus \{u, v\}, U \cup \{u\}, \Gamma', \ell)$; since the maximum runs over all neighbors of $v$ in $S$ and over all partitions in $\text{ref}_v$, our table entry is correctly computed.

Forget node: Let $y$ be the child of $x$ in $T$ and $B_x = B_y \setminus \{v\}$. We show how to compute tables for these nodes in Equation 2, where $\Gamma^{(u,v)} = \Gamma \setminus \{\Gamma(u)\} \cup \{\Gamma(u) \cup \{v\}\}$, $V_{S,U}(\Gamma) = V(\Gamma) \setminus (S \cup U)$, and

$$g(S, U, \Gamma, \ell, u) = \max\{f_y(S, U, \Gamma^{(u,v)}, \ell), f_y(S \cup \{u, v\}, U, \Gamma^{(u,v)}, \ell) + 1\}. \hspace{1cm} (2)$$
\begin{align*}
f_x(S, U, \Gamma, \ell) &= \max \begin{cases} 
f_y(S, U, \Gamma, \ell) \\
f_y(S, U, \Gamma \cup \{v\}, \ell - 1) \\
\max_{u \in V(\Gamma)} f_y(S, U, \Gamma^{\{u,v\}}, \ell), \text{ if } N(v) \cap V(\Gamma) = \emptyset; \\
\max_{u \in N(v) \cap \gamma} g(S, U, \Gamma, \ell, u), \text{ if } \exists \gamma \in \Gamma | N(v) \cap V(\Gamma) \subseteq \gamma. 
\end{cases}
\end{align*}

(3)

Let $M_x$ be a solution to $G_x$ represented by $(S, U, \Gamma, \ell)$. If $v \notin V(M_x)$, then $M_x$ is a solution to $G_y$ constrained by $(S, U, \Gamma, \ell)$ and, by induction, the correctness of $f_x$ is given by the first case of Equation 3. Recall that, assuming $v \in V(M_x)$ implies that $N(v) \cap V(\Gamma)$ must be contained in a single block of $\Gamma$, otherwise this table entry is deemed invalid and we may safely set it to $-\infty$. If there is some connected component $C_v$ of $G_x[V(M_x)]$ that has $C_v \cap (V(\Gamma) \cup \{v\}) = \{v\}$, then it must be the case that $M_x$ is a solution of $G_y$ represented by $(S, U, \Gamma \cup \{v\}, \ell - 1)$ since $C_v \cap B_y = \{v\}$, which is the second case of the equation. Suppose $uv \in E_x$. If $\{u, v\} \subseteq C_v \cap (V(\Gamma) \cup \{v\})$, we branch our analysis on two cases:

1. For the first one, we suppose $N(v) \cap V(\Gamma) = \emptyset$ and note that $\Gamma^{\{u,v\}}(u) = C_v \cap V(\Gamma^{\{u,v\}})$, so we must have that $f_y(S, U, \Gamma^{\{u,v\}}, \ell) \neq -\infty$ is accounted for in the third case of Equation 3.

2. Otherwise, there is some $u \in N(v) \cap V(\Gamma)$ and it must be the case that $N(v) \cap V(\Gamma) \subseteq \Gamma(u) = \gamma$. If $u = w$, then $M_x$ is a partial solution to $G_y$ represented by $(S \cup \{u, v\}, U, \Gamma^{\{u,v\}}, \ell)$, so, by induction, $f_y(S \cup \{u, v\}, U, \Gamma^{\{u,v\}}, \ell)$ is well defined, and we have one additional matched edge outside of $B_x$ than outside of $B_y$, hence the $+1$ term in Equation 2. Finally, if $u \neq w$ and $w \notin B_x$, then we proceed as in Case 1, as shown in Equation 2, but since $v$ must be in the same connected component of its neighbors, we have fewer entries to check in $f_y$. Either way, $u$ is accounted for in the range of the maximum in the fourth case of Equation 3.

Join node: Finally, let $x$ be a join node with children $y, z$ and $B_x = B_y = B_z$. We obtain the table for these nodes according to the following recurrence
relation, where $C = A \sqcup B$ is the join between $A$ and $B$.

$$
f_x(S, U, \Gamma, \ell) = \max_{\ell_y + \ell_z = \ell} f_y(S, U \cup U_y, \Gamma_y, \ell_y) + f_z(S, U \cup U_z, \Gamma_y, \ell_z) \quad (4)$$

Once again, let $M_x$ be a solution to $G_x$ satisfying $(S, U, \Gamma, \ell)$ and $M_i = M_x \cap G_i$ for $i \in \{y, z\}$. Moreover, let $C_i$ be the connected components of $G[V(M_i)]$, $\ell_i$ the number of components in $C_i$ with no vertex in $B_i$, and $\Gamma_i$ the partition of $V(M_i) \cap B_i$ where each block is equal to $C \cap B_i$ for some $C \in C_i$. Note that it must be the case that $\ell = \ell_y + \ell_z$ — since $M_x = M_y \cup M_z$ — and that $\Gamma = \Gamma_y \cup \Gamma_z$ since vertices in different connected components of $M_y$ may be in the same connected component of $M_z$, but vertices in different connected components in both solutions are not merged in a same connected component of $M_x$. Now, define $W_y \subseteq V_{S,U}(\Gamma)$ to be the set of vertices that are matched to a vertex of $G_y \setminus S$, let $W_z$ be defined analogously, $U_y = W_z$ and $U_z = W_y$; note that $(U_y, U_z)$ is a partition of $V_{S,U}(\Gamma)$, and that the vertices in $M_i \cap B_i$ that must be matched, but not in $G_i$, are given by $U \cup U_i$. As such, $M_i$ is represented by $(S, U \cup U_i, \Gamma_i, \ell_i)$ and by induction we have $f_i(S, U \cup U_i, \Gamma_i, \ell_i) = |M_i \setminus S|$, so it holds that $f_x(S, U, \Gamma, \ell) = \sum_{i \in \{y, z\}} f_i(S, U \cup U_i, \Gamma_i, \ell_i) = |M_x \setminus S|$, which is one of the terms of the maximum shown in Equation 4.

Recall that we may assume that our tree decomposition is rooted at a forget node $r$ with $B_r = \emptyset$; by definition, our instance $(G, k, c)$ of DISCONNECTED MATCHING is a YES instance if and only if $f_r(\emptyset, \emptyset, \emptyset, c) \geq k$. As to the running time, we have $O(2^t \eta_t n)$ entries per table of our algorithm, where $\eta_t$ be the $t$-th Bell number, each of which can be computed in $O(2^t \eta_t^2 n)$, which is the complexity of computing a join node, so our final running time is of the other of $O(8^t \eta_t^3 n^2)$.

5. Kernelization

In the previous section, we presented an FPT algorithm for the treewidth parameterization, which implies tractability for several other parameters, such as vertex cover and max leaf number. In this section, we provide kernelization lower bounds for DISCONNECTED MATCHING when parameterized by vertex cover and when parameterized by vertex deletion distance to clique.
We highlight that our lower bounds hold for the INDUCED MATCHING problem and, for the former parameterization, even when restricted to bipartite graphs. Our proofs are through OR-cross-compositions from the EXACT COVER BY 3-SETS problem, and are inspired by the proof of Section 3.

Throughout this section, let \( S = \{(X_1, C_1), \ldots, (X_t, C_t)\} \) be the input instances to EXACT COVER BY 3-SETS; w.l.o.g., we assume that \( X_i = X = [n] \) and \( |C_i| = m \) for all \( i \in [t] \), and define \( C = \bigcup_{i \in [t]} C_i \). We further assume that, for any two instances, \( C_i \neq C_j \), which implies that \( C_i \setminus C_j \) and \( C_j \setminus C_i \) are non-empty. We denote by \((G, k)\) the built INDUCED MATCHING instance.

### 5.1. Vertex Cover

#### Construction.
We begin by adding to \( G \) the set \( A = \{v_a \mid a \in X\} \) and, for each set \( S_j \in C \) where \( S_j = \{a, b, c\} \), we add one copy \( Q_j \) of \( K_{1,4} \), with vertices \( \{w_j, w_j^*, w_{ja}, w_{jb}, w_{jc}\} \); \( w_j \) is the central vertex, while \( w_{ja}, w_{jb}, w_{jc} \) are the interface vertices of \( Q_j \). Then, we add edges to \( G \) so \( w_{ja}v_d \in E(G) \) if and only if \( a = d \). Now, we add to \( G \) an instance selector gadget \( I \), which is simple a star with \( t \) leaves, with the central vertex labeled as \( q \) and the \( i \)-th leaf labeled as \( p_i \). To complete the construction of \( G \), for each \( p_i \in V(I) \) and \( S_j \in C \setminus C_i \), we add all edges between \( p_i \) and the interface vertices of \( Q_j \), i.e. if \( S_j \) is not a set of the \( i \)-th instance, we add edges between \( Q_j \) and \( p_i \). Finally, we set \( k = n + |C| - \frac{n}{3} + 1 \).

**Lemma 9.** Graph \( G \) is bipartite and has a vertex cover of size \( \mathcal{O}(n^3) \).

**Proof.** We construct the bipartition \((Y, W)\) as follows: \( Y = (I \setminus \{q\}) \cup \{w_j \mid S_j \in C\} \cup A \) and \( W = V(G) \setminus Y \). To see that \( Y \) is an independent set, note that: (i) each of its three components induce independent sets in \( G \), (ii) \( I \setminus \{q\} \) is not adjacent to the central vertex of any \( Q_j \) nor to any vertex of \( A \), and (iii) vertices of \( A \) are non-adjacent to the central vertices of the \( Q_j \)'s. For \( W \), note it is composed by the leaves of the \( Q_j \)'s, which together form an independent set, and vertex \( q \), which is only adjacent to vertices of \( I \), none of which belong to \( W \). Note \( D = V(G) \setminus (V(I) \setminus \{q\}) \) is a vertex cover, i.e. \( G \setminus D \) is an independent set, since each connected component of \( G \setminus D \) corresponds to a leaf of \( I \). Observe that \( |D| = 5|C| + n + 1 \) and that there are most \( \binom{n}{3} \) elements in \( C \) since there are at most this many subsets of three distinct elements of the ground set \( X \), so \( |D| \in \mathcal{O}(n^3) \).

**Lemma 10.** If \((X_t, C_t)\) admits a solution, then \( G \) admits an induced matching with \( k \) edges.
Proof. Let \( \Pi \) be the solution to \((X_\ell, C_\ell)\), \( S_j \in \mathcal{C} \), and \( S_j = \{a, b, c\} \). We add to \( M \) the edges \( \{w_{ja}v_a, w_{jb}v_b, w_{jc}v_c\} \), if \( S_j \in \Pi \), otherwise we add edge \( w_jw_j^* \) to \( M \), totalling \( n + |\mathcal{C}| - \frac{n}{3} \) edges. For the final edge, add \( qp_\ell \) to \( M \). In terms of connected components, each edge of \( M \) is a distinct component, since: (i) each \( Q_j \) either has 3 of its leaves in \( M \) but not its central vertex, or it has its central vertex in \( M \), (ii) each vertex of \( A \) is adjacent to only one saturated vertex, i.e. its only neighbor in \( V(M) \) is \( w_{ja} \), and (iii) \( p_\ell \) is adjacent only to interface vertices that are not saturated by \( M \), so its unique neighbor in \( V(M) \) is \( q \). As such, \( M \) is an induced matching with \( k \) edges. \( \square \)

Let us now show the converse.

**Lemma 11.** In every solution \( M \) of \((G, k)\), \( q \) is \( M \)-saturated.

*Proof.* Towards a contradiction, suppose that \( q \notin V(M) \) and, furthermore, that \( I \cap V(M) = \emptyset \). In this case, note that \( |M| \leq n + |\mathcal{C}| - \frac{n}{3} = k - 1 \), since we may have at most \( \frac{n}{3} \) stars \( Q_j \) with the three interface vertices in \( M \), contributing with \( n \) edges to \( M \), and all other \( Q_j \)'s have at most edge \( w_jw_j^* \) in \( M \), totaling \( n + |\mathcal{C}| - \frac{n}{3} \) edges in the matching.

If, on the other hand, \( I \cap V(M) \neq \emptyset \), then suppose \( p_i \in V(M) \). Since \( q \notin V(M) \), \( p_i \) is matched with a vertex in \( Q_j \), say \( w_{ja} \), which implies that \( Q_j \cap V(M) = \{w_{ja}\} \), since \( p_i \) is adjacent to all three interface vertices of \( Q_j \) and, if \( w_j^* \) is saturated by \( M \), then \( w_j \) also is, which is impossible since \( M \) is an induced matching. Moreover, note that, for every \( Q_x \) with vertices adjacent to \( p_i \), we have that \( E(Q_x) \cap M \subseteq \{w_xw_x^*\} \). At this point, we have accounted for \( 1 + (|\mathcal{C}| - m - 1) = |\mathcal{C}| - m \) edges of \( M \). For the \( m \) \( Q_j \)'s with no vertex adjacent to \( p_i \), they can each contribute with at most three edges to \( M \) but no more than \( n + m - \frac{n}{3} \) in total, since each \( Q_j \) will either: (i) have some of its interface vertices matched to vertices \( \{v_a, v_b, v_c\} \), (ii) have \( w_j^* \) saturated, or (iii) have exactly one of its interface vertices saturated to either some other \( p_y \) or to \( w_j \). As such, we have at most \( n \) edges coming from the first option, while the others amount to, at most \( m - \frac{2}{3} \) additional edges. Finally, this implies that \( |M| \leq |\mathcal{C}| - m + n + m - \frac{n}{3} = n + |\mathcal{C}| - \frac{n}{3} < k \), and we conclude that \( q \) must be \( M \)-saturated. \( \square \)

As a consequence of our previous lemma, there is an edge of the form \( qp_i \) in every solution to \((G, k)\).

**Lemma 12.** If \((G, k)\) admits a solution, then at least one instance \((X_\ell, C_\ell) \in \mathcal{S}\) also admits a solution.
Proof. Let $M$ be a solution to $(G, k)$ with $qp \in M$ and $Q$ be the set of $Q_j$'s with at least one saturated interface vertex. Note that no vertex in $Q_j \in Q$ is adjacent to $p_\ell$, otherwise $V(M)$ would not induce a matching. Let us show that $|Q| = \frac{n}{3}$. If we had any more elements in $Q$, $M$ would have at most $n$ edges incident to an interface vertex and at most $|C| - |Q|$ edges incident to the non-interface vertices of $Q_j$'s, which implies that $|M| \leq 1 + n + |C| - |Q| < 1 + n + |C| = k$; the first property follows from the fact that $q$ is already in $V(M)$ and the neighbors of interface vertices, aside outside of $A$ and the central vertex of $Q_j$, are also neighbors of $q$. On the other hand, if $|Q| < \frac{n}{3}$, then we would have that $|M| \leq 1 + 3|Q| + |C| - |Q| < 1 + |C| + 2\frac{n}{3} = k$. With this in hand, note that, to obtain $|M| = k$, it must be the case that $|V(M) \cap \bigcup_{Q_j \in Q} Q_j| = n$ and interface vertices are matched with vertices of $A$. This holds since $k \geq |M| = |M \cap E(I)| + \sum_{S_j \in C} |M \cap E(Q_j)| \leq 1 + 3|Q| + |C| - |Q| = 1 + n + |C| - \frac{n}{3} = k$. Moreover, the elements of $Q$ must not be adjacent to $p_\ell$, which implies that, for each $Q_j \in Q$, we have that $S_j \in C_\ell$. Since vertices $\{a, b, c\}$ of $A$ are matched with vertices $\{w_{ja}, w_{jb}, w_{jc}\}$ of $Q_j \in Q$, it follows that $S_j = \{a, b, c\}$ and that $\{S_j \mid Q_j \in Q\}$ is a solution to $(X_\ell, C_\ell)$.

Finally, combining Lemmas 9, 10, and 12, we obtain our kernelization lower bound.

Theorem 11. **Induced Matching** does not admit a polynomial kernel when jointly parameterized by vertex cover and solution size unless $\text{NP} \subseteq \text{coNP}/\text{poly}$, even when restricted to bipartite graphs.

Corollary 4. **Disconnected matching** does not admit a polynomial kernel when jointly parameterized by vertex cover and number of edges in the matching unless $\text{NP} \subseteq \text{coNP}/\text{poly}$, even when restricted to bipartite graphs.

5.2. Distance to Clique

It is worthy to note at this point that the proof we have just presented can be adapted to the distance to clique parameterization without significant changes. To do so, we replace $I$ with a clique of size $t + 1$, label its vertices arbitrarily as $\{q, p_1, \ldots, p_t\}$ and proceed exactly as before. The caveat being that we must show that any solution that picks an edge $p_x p_y$ can be changed into a solution that picks, say, $qp_x$ and that this new solution behaves in the exact same way as the one we outline in Lemma 12. We prove this in the following lemma.
Lemma 13. If \((G, k)\) admits a solution, then it also admits a solution where \(q\) is saturated.

Proof. Let \(M\) be a solution to \((G, k)\) that does not saturate \(q\). Our first claim is that \(M \cap E(I) \neq \emptyset\). Note that no \(p_i\) may be matched to a vertex outside of \(I\); we could immediately repeat the second paragraph of the proof of Lemma 11, so if \(M \cap E(I) \neq \emptyset\), it holds that \(V(M) \cap I = \emptyset\). Now, observe that \(|M| \leq k - 1\) since the maximum induced matching in \(G \setminus I\) uses as many edges between \(A\) and the \(Q_j\)'s as possible and, for each \(Q_j\) without \(M\)-saturated interface vertices, we pick edge \(w_jw_j^*\), totaling at most \(|A| + |C| - \frac{n}{3} \leq k - 1\) edges in \(M\). As such, \(pxpy \in M\) these are the only vertices saturated in \(I\), otherwise \(M\) would not be induced. Replacing edge \(pxpy\) by edge \(qp_y\) maintains the property that \(M\) is an induced matching and does not change its cardinality, completing the proof.

At this point, we can immediately repeat the proof of Lemma 12. Together with Lemma 13, we observe that \((G, k)\) admits a solution if and only if some instance \((X, C_i)\) also does. Finally, by observing that the same vertex cover described in Lemma 9 is a clique modulator for the current construction, we obtain the following theorem.

Theorem 12. Induced Matching does not admit a polynomial kernel when jointly parameterized by vertex deletion distance to clique and solution size unless \(\text{NP} \subseteq \text{coNP}/\text{poly}\).

Corollary 5. Disconnected Matching does not admit a polynomial kernel when jointly parameterized by vertex deletion distance to clique and number of edges in the matching unless \(\text{NP} \subseteq \text{coNP}/\text{poly}\).

6. Conclusions and future works

We have presented \(c\)-disconnected matchings and the corresponding decision problem, which we named Disconnected Matching. They generalize the well studied induced matchings and the problem of recognizing graphs that admit a sufficiently large induced matching. Our results show that, when the number of connected components \(c\) is fixed, \(c\)-Disconnected Matching is solvable in polynomial time if \(c = 1\) but \textbf{NP-complete} even on bipartite graphs if \(c \geq 2\). We also proved that, unlike Induced Matching, Disconnected Matching remains \textbf{NP-complete} on chordal graphs. On the
positive side, we show that the problem can be solved in polynomial time for
interval graphs, in \( XP \) time for graphs with a polynomial number of minimal
separators when parameterized by the number of connected components \( c \),
and in \( FPT \) time when parameterized by treewidth. Finally, we showed that
\textsc{Disconnected Matching} does not admit polynomial kernels for very pow-
erful parameters, namely vertex cover and vertex deletion distance to clique,
by showing that this holds for the \textsc{Induced Matching} particular case.

Possible directions for future work include determining the complexity
of the problem on different graph classes. In particular, we would like to
know the complexity of \textsc{Disconnected Matching} for strongly chordal
graphs; we note that the reduction presented in Section \( 3 \) has many induced
subgraphs isomorphic to a sun graph.

Aside from graph classes, we would like to understand structural prop-
erties of disconnected matchings. In particular, we are interested in de-
termining sufficient conditions for a graph \( G \) to have \( \beta_{d,2}(G) = \beta_*(G) \) or
\( \beta_{d,2}(G) = \beta(G) \).

We are also interested in the parameterized complexity of the problem.
Our results show that, when parameterized by \( c \), the problem is \textsc{paraNP-hard};
on the other hand, it is \( W[1]\)-hard parameterized by the number of edges in
the matching since \textsc{Induced Matching} is \( W[1]\)-hard under this parameter-
ization \( \cite{3} \). A first question of interest is whether chordal graphs admit
an \( FPT \) algorithm when parameterized by \( c \); while the algorithm presented
in Section \( 4.1 \) works for all classes with a polynomial number of minimal
separators, chordal graphs offer additional properties that may aid in the
proof of an \( FPT \) algorithm. Another research direction would be the in-
vestigation of other structural parameterizations, such as vertex cover and
cliquewidth; while the former yields a fixed-parameter tractable algorithm
due to Theorem \( \cite{10} \), we would like to know if we can find a single ex-
ponential time algorithm under this weaker parameterization. On the other
hand, cliquewidth is a natural next step, as graphs of bounded treewidth
have bounded cliquewidth, but the converse does not hold. Finally, while we
have settled several kernelization questions for \textsc{Disconnected Matching}
and \textsc{Induced Matching}, other parameterizations are still of interest, such
as max leaf number, feedback edge set, and neighborhood diversity.

We are currently working on weighted versions of \( \mathcal{P} \)-matchings, where
we want to find matchings whose sum of the edge weights is sufficiently large,
and the subgraph induced by the vertices of the matching satisfies some given
property.
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