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Abstract

The control of individual quantum systems is now a reality in a variety of physical settings. Feedback control is an important class of control methods because of its ability to reduce the effects of noise. In this review we give an introductory overview of the various ways in which feedback may be implemented in quantum systems, the theoretical methods that are currently used to treat it, the experiments in which it has been demonstrated to-date, and its applications. In the last few years there has been rapid experimental progress in the ability to realize quantum measurement and control of mesoscopic systems. We expect that the next few years will see further rapid advances in the precision and sophistication of feedback control protocols realized in the laboratory.
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1. Introduction

1.1. History and background

The subject of control is concerned with methods to manipulate the evolution of dynamical systems. As such it is relevant to many fields both inside and outside physics [1-39]. Control has a long history, but it emerged as a modern scientific discipline only after the pioneering work of Norbert Wiener in the 1940’s [40]. Up until the 1960’s, control was largely studied by analyzing dynamical systems in the frequency domain (that is, the Fourier transform of the evolution). This was a reasonable approach because people were mainly interested in steady-state behavior. So long as the fluctuations about the steady-state are sufficiently small, even nonlinear systems can be well-approximated by linear dynamics, and are thus amenable to frequency-domain methods. For networks of linear systems in which the outputs of some systems are connected to the inputs of others, frequency-space methods are also extremely useful, because complex exponentials are the eigenfunctions of all linear systems.

Frequency-domain methods were less helpful in understanding how control systems should make use of real-time information, and for this reason control theorists turned to the time domain. The techniques that were developed
include the Kalman-Bucy filter [41] and the Hamilton-Jacobi-Bellman equation [42]. These are referred to as state-space methods, and are often referred to as “modern” control theory. Much of modern control theory is concerned with feedback control, in which a control system, or “controller” obtains a stream of information about the trajectory of the system, or “plant”, and uses this information in real time to control it. The term “feedback” comes from the notion that the controller is “feeding” the information it obtains “back” to the system. Feedback control is also referred to as “closed-loop” control, because the flow of information to the controller, together with the action taken by the controller to affect the system is thought of as a loop that starts and ends at the system [43, 44].

One usually speaks of a controller as trying to achieve some objective. This objective may be to have the system reach a given state at a given time, or to have it evolve in a precise way, despite the presence of noise in its inputs or slight errors in its construction. Given an objective, the central problem in feedback control is to obtain a rule (or mapping) that the controller can use to select the action it should take based on the data it has received. Traditionally such a rule was referred to as a “feedback algorithm”, but in quantum control theory the term “feedback protocol” is usually used instead, so as to avoid confusion with the algorithms of quantum computing [45].

The idea of controlling systems using feedback has been around for a long time; the first device on record employing feedback appears to have been the water clock of Ktesibios in the first half of the third century B.C. [46–48]. Another successful example of a feedback mechanism is the Watt governor developed in the 1780’s. This centrifugal governor was a core component of the Watt steam engine which fueled the industrial revolution. Incidentally it was Maxwell that first performed a mathematical analysis of this control mechanism [49]. By introducing feedback control one can speed up transient processes, tune the stationary output of a system, and most importantly, reduce the effects of disturbances. The importance of using feedback in controlling a system is that it is the only way to reduce the effects of noise. Noise introduces uncertainty into the system dynamics, and the only way to reduce this uncertainty is to transfer it to another system. To understand this better, consider what happens if we make a measurement on a system. This reduces our uncertainty and allows us to correct the motion. In doing so, we reduce the spread in the state of the system, and thus the randomness in the system. But note that the measuring device must record the result of the measurement, and this result is necessarily as random as the quantity being measured. Thus the measurement and feedback transfers randomness from the system to the memory of the measuring device. More fundamentally, randomness is entropy, and because all physical laws are reversible, the only way to reduce entropy in any system is to transfer it to another system, which might be a thermal bath. In the study of quantum feedback control, it is natural to refer to any process that transfers entropy from the system to the controller as a feedback process.

Feedback control was introduced into quantum dynamics in the early 1980’s [50–55], but it was not until the 1990’s that it began to be studied and applied in earnest. The first person to present a mathematical theory of feedback control in quantum systems was Belavkin [56, 57] who obtained a quantum version of the Stratonovich equation, which is the classical equation to describe the continuous measurement of a system [58]. The Kalman-Bucy filter is the special case of the Stratonovich equation for linear systems, in which the measurement is restricted to linear functions of the dynamical variables. The highly mathematical nature of Belavkin’s work prevented it from having an impact in the physics community, and the quantum version of the Stratonovich equation, referred to as the Stochastic Master Equation (SME), was obtained independently by Wiseman and Milburn [59, 60] building on the work by Carmichael [61, 62], Srinivas and Davies [63], Gisin [64], and Diosi [65] also presented stochastic equations for measured systems in this time period. In 1994, Wiseman and Milburn showed that a Markovian master equation could be derived to describe continuous feedback in quantum systems, called Markovian feedback, if the feedback was given by a particularly simple function of the stream of measurement results [66]. In 1998, Yanigasawa and Kimura [67] and Doherty and Jacobs [68] introduced the notion of performing feedback using estimates obtained from the SME, in the control literature and physics literature, respectively. Both sets of authors showed that for linear systems this class of feedback protocols was equivalent to modern classical feedback control, so that standard results for optimal control could be transferred to quantum systems. This method was in fact that proposed by Belavkin in 1983 in analogy to that used in classical control theory [69, 70]. In quantum control, using estimates obtained from the SME is often referred to as Bayesian feedback to distinguish it from Markovian feedback. In the former the measurement results are processed (“filtered”) to obtain an estimate of properties of the current state, whereas in the latter the measurement stream is fed back directly.

In Wiseman’s seminal work on feedback control, he showed that feedback mediated by continuous measurements can in fact be implemented without measurements [71]. To see how this works, let us consider two parallel mirrors between which a single mode of the electromagnetic field is trapped (the two mirrors are referred to as an “optical
earnest, and there are certainly many open questions. However in this review we focus on continuous-time coherent feedback implemented via unitary interactions. This latter topic has only recently begun to be explored in mathematical machinery required to analyze it does not require stochastic differential equations regarding such feedback, such as controlling thermal dynamics [89–93] and quantum error correction [94–100], the action on the system for each outcome. While there are certainly a range of interesting and non-trivial questions for example, perform a series of “single-shot” measurements with a discrete set of outcomes, and perform a unitary protocol. People who refer to adaptive feedback as a feedback method distinguish the feedback control we consider from feedback control, i.e., measurement-based or coherent feedback, that we are concerned with in this review. Adaptive feedback [4] is a method for obtaining control protocols, not a class of protocols for controlling a system. In this method, one chooses an arbitrary control protocol, tries it out on the system, and based on the result make a modification to the protocol and tries it again. In this way one can use one of many search algorithms to look for a good feedback 

It is also important to note that we do not discuss here all the ways in which feedback can be realized. One could, for example, perform a series of “single-shot” measurements with a discrete set of outcomes, and perform a unitary action on the system for each outcome. While there are certainly a range of interesting and non-trivial questions regarding such feedback, such as controlling thermal dynamics [89–93] and quantum error correction [94–100], the mathematical machinery required to analyze it does not require stochastic differential equations. This is also true of coherent feedback implemented via unitary interactions. This latter topic has only recently begun to be explored in earnest, and there are certainly many open questions [101]. However in this review we focus on continuous-time
feedback control, both measurement-based and coherent. Both of these require the use of stochastic (Ito) calculus, something that is less familiar to many researchers in quantum theory. While measurement-based feedback requires only the usual Ito stochastic calculus, cascaded quantum feedback requires a quantum version of Ito calculus developed by Gardiner and Collett as part of their input-output theory \[73, 102\]. This quantum stochastic calculus was also developed independently by Hudson and Parthasarathy in a more rigorous measure-theoretic way \[103\]. A readily accessible introduction to Ito calculus can be found in \[104\], and the quantum version is described in \[73, 74, 105\].

To distinguish between experiments that realize quantum feedback control rather than classical control, we apply the criterion that an experiment involves the former if quantum measurement theory is required to correctly explain its results. This is certainly the case if the control process realizes a signature of quantum behavior that is not manifest classically. For linear systems, the only distinction between quantum and classical motion is that the joint-uncertainty of position and momentum is limited by Heisenberg’s uncertainty principle. A measurement introduces noise because a reduction in the uncertainty of one canonical variable tends to increase the uncertainty of the conjugate variable. Feedback control of a quantum harmonic oscillator can thus be considered quantum mechanical if either (i) the “back-action” noise from the measurement must be taken into account in understanding the behavior, or (ii) alternatively one of the canonical variables has its uncertainty reduced below that of the vacuum state (so-called “squeezed states”).

Experiments implementing measurement-based feedback in the quantum regime were realized initially in quantum optics, where it first became possible to measure individual microscopic degrees of freedom with sufficient fidelity. These were followed by experiments involving trapped atoms and ions, and very recently it has become possible to realize continuous coherent feedback control in mesoscopic superconducting circuits. We review experiments in these various physical settings in Section 5. Experiments involving continuous coherent feedback were performed prior to those realizing continuous measurement-based feedback, although at the time these experiments were not thought of as involving feedback. An example is the cooling of trapped ions using the “resolved sideband” cooling method \[106, 107\]. In Section 5.4 we summarize recent experiments implementing coherent feedback cooling of mechanical resonators (using the resolved-sideband technique) and in Sections 5.1 and 5.3 we summarize recent experiments whose primary purpose is the demonstration of coherent feedback.

In the remainder of this section we give a brief introduction to classical feedback control. In Sec. 2 we discuss quantum continuous (weak) measurements and filtering, and their application to quantum measurement-based feedback. In particular we discuss the two ends of the spectrum of measurement-based feedback: the simplest in which the measurement signal is not processed at all before it is fed back to the system (“Markovian” feedback), and that in which the measurement signal is fully processed to obtain the observer’s complete state-of-knowledge of the system as it evolves (“Bayesian” feedback). We complete Sec. 2 by giving an overview of most of the applications of measurement-based feedback that have been considered in the literature to-date. In Sec. 3 we turn to coherent feedback. We discuss the two primary ways in which it can be implemented, and the formalism used to describe them. As with measurement-based feedback, we then review the majority of applications of coherent feedback that have been considered to-date. In Sec. 4 we review two further topics that involve feedback, but not in the way envisioned in the traditional notion of feedback control. In Sec. 5 we turn to experiments, and give an overview of all experiments to-date that have realized continuous feedback control in the quantum regime. These experiments cover a range of physical settings from quantum optics to superconducting circuits. We also review all experiments realized to-date whose primary purpose is to demonstrate coherent feedback, as well as recent experiments that use coherent feedback to cool mechanical resonators. In Section 6 we give a perspective on the current state of quantum feedback control and discuss some open questions.

1.2. A glance at classical feedback control

In the engineering discipline called control theory, a control system is always broken into three parts \[108\]:

- The system (or “plant”): the device we want to control, having inputs and outputs;
- The input(s) to the system (or “control”): the entity that we have freedom to choose to affect the system;
- The output(s) of the system (or “yield”): this includes the quantity we want to control, and any quantities we can measure to obtain information about the plant.
As explained above, the explicitly causal structure, in which the control system first obtains information from a measurement and uses this to determine the input to the system, is a way of thinking about the interaction between two systems that is conceptually useful for feedback control. One can think about the interaction in this way even if this structure is not explicit in the mathematical description of the interaction. An example in which it is not explicit is in the Hamiltonian description of an interaction.

The usual objective of control is to steer one or more outputs of the plant toward a prescribed behavior against unknown disturbances or noises. As shown in Fig. 1, when the disturbance is known (or can be precisely measured), a feedforward controller can be used to cancel the effects of disturbances at the input side. Otherwise, if the disturbance is unknown (or cannot be precisely measured), a feedback controller must be introduced to adjust the input according to the outputs of the prescribed measurements imposed on the controlled system.

1.2.1. Classical model of a control system

We are concerned with dynamical systems that change continuously in time, and are therefore modeled by differential equations. The standard model of a control system can be written as

\[
\begin{align*}
\dot{x}(t) &= F [x(t), u(t)], \quad x(0) = x_0, \\
y(t) &= G [x(t), u(t)],
\end{align*}
\]

where \(F\) and \(G\) are arbitrary vector-valued functions, the vector \(x(t)\) is the state of the system, \(u(t)\) is the control (set of inputs) that drives the system, and \(y(t)\) is the set of outputs, which is allowed to be some algebraic function of both the state and the input.

In practice, the following linear control system model is favored by control engineers:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \quad x(0) = x_0, \\
y(t) &= Cx(t),
\end{align*}
\]

in which \(A\), \(B\), and \(C\) are constant matrices. This model can be solved analytically, which makes it convenient for design purposes. Many nonlinear systems can be transformed to a linear system under a proper nonlinear coordinate transformation. Such a procedure is called linearization, which is broadly used in the literature. For those systems that cannot be precisely linearized, one can still often approximately linearize them in a small neighborhood of the “working point”, using a perturbative technique.

The relation between the input and output of a linear control system can be alternatively characterized in the frequency domain by a transfer function obtained by taking the Laplace transform of Eq. (1.1):

\[
Y(s) = G(s)U(s), \quad G(s) = C(sI - A)^{-1}B,
\]
where $U(s)$ and $Y(s)$ are the Laplace transforms of the input $u(t)$ and the output $y(t)$, respectively, and $G(s)$ is the transfer function of the system. Transfer function models are popular in control engineering because they can be constructed directly from the input-output data without having to know the internal structure of the system. The corresponding analysis and design are conceptually simple and can be visualized using Nyquist or Bode plots, which require few computational resources [7].

### 1.2.2. System analysis and design

Consider the linear control system given by Eqs. (1.3) and (1.4). To implement feedback control, we make the control, $u(t)$, a function of the state $x(t)$, assuming that $x(t)$ can be determined from the measured outputs. To keep the system dynamics linear, we set $u(t) = Kx(t) + r(t)$, where $K$ is a constant matrix and $r(t)$ is the external input signal. The matrix $K$ is called the feedback gain, and the function $r(t)$ is called the reference signal or command signal, which is sometimes chosen as the reference signal to be tracked by the system output under control. With this choice for $u(t)$, the dynamics of the resulting closed-loop system becomes

\[
\dot{x}(t) = (A - BK)x(t) + Br(t), \quad y(t) = Cx(t). \tag{1.6}
\]

Correspondingly, the closed-loop transfer function from the reference signal, $r(t)$, to the output we wish to control, $y(t)$, becomes

\[
G_{CL}(s) = C(sI - A - BK)^{-1}B. \tag{1.7}
\]

The gain matrix and reference signal are together called the control law.

Two common control tasks are:

- **Regulation**: to find a control law that keeps $y(t)$ close to some predetermined function of time.
- **Tracking**: to find a control law that keeps $y(t)$ close to a time-varying signal that is not known beforehand.

A prerequisite for accomplishing these tasks is that the controlled system is stable, and the systems stability considered here is usually quantified by using the concept of Lyapunov stability. For linear systems, stability is ensured by choosing the gain matrix $K$ so that the poles of the transfer function lie in the left half of the complex plane, and sufficiently far from the imaginary axis. A central result of control theory for linear systems, referred to as the pole assignment theorem, states that one can choose $K$ to place the poles at arbitrary locations in the complex plane if and only if the system is fully controllable, meaning that it is possible to choose $K$ and $r(t)$ to steer the system from any state to the origin.

### 1.2.3. Optimal control

In applications, one is often interested in obtaining a given output while using minimal resources [43]. We can formulate this goal as a typical constrained optimization problem. If we define a function that measures how far the output is to the desired output (the error incurred by the control law), and another function that quantifies the resource cost of the inputs, we can attempt to minimize the latter under a constraint on the former. The dynamics of the system is essentially another constraint in this optimization problem. We can alternatively define a single “cost” function that combines the error and resource cost, and attempt to minimize it. A well-motivated form for the cost function $J$ is

\[
J[u(t)] = \Phi[x(T)] + \int_{0}^{T} L[x(t), u(t)] \, dt, \tag{1.8}
\]

where the differential equation given by Eq. (1.1) is the dynamical constraint.

The theory of optimal control is a beautiful part of modern control theory that can be analyzed with variational methods. In fact, with the above form for $J$, this theory has the same structure as that of Lagrangian and Hamiltonian mechanics. The reason for this is that the Langrange equations give the conditions for the minimization of an action, which has the same form as $J$. 
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Subject to the restriction given by Eq. (1.4), one can introduce a Lagrangian multiplier \( \lambda(t) \), and this turns out to be the “momentum coordinate” conjugate to \( x(t) \) in the sense of Hamiltonian mechanics. The (pseudo) Hamiltonian to which this conjugate coordinate corresponds is

\[
H[x(t), u(t)] = L[x(t), u(t)] + \lambda(t)^T F[x(t), u(t)].
\]  

(1.9)

One can prove that the necessary condition for a control \( u(t) \) to be optimal is

\[
\frac{\partial H[x(t), u(t)]}{\partial u(t)} \bigg|_{u(t)=u_{\text{opt}}(t)} = 0,
\]

(1.10)

and \( x(t) \) and \( \lambda(t) \) can be obtained by solving the following conjugate equations

\[
\dot{x}(t) = \frac{\partial H[x(t), u(t)]}{\partial \lambda(t)},
\]

(1.11)

\[
\dot{\lambda}(t) = -\frac{\partial H[x(t), u(t)]}{\partial x(t)}.
\]

(1.12)

From the viewpoint of Lagrangian mechanics, the evolution of the system under the control \( u(t) \) minimizes the “action” \( J \).

If the set of admissible controls \( u(t) \) is not an open set, the condition (1.10) must be replaced by a more general condition, due to the fact that \( u(t) \) can no longer be taken at any point in this set. In this case, the necessary condition under which \( u(t) \) is optimal is that \( u(t) \) minimizes \( H[x(t), u(t)] \). We can write this condition as

\[
u_{\text{opt}}(t) = \arg \min_{u(t)} H[x(t), u(t)],
\]

(1.13)

which is referred to as the “Maximum Principle”. An alternative technique called dynamical programming can be used to locate the global optimal solutions for \( u(t) \) by solving the so-called Hamiltonian-Jacobi-Bellman equation [105], but requires much higher computation resources than solving Eq. (1.10) or (1.13). All these approaches merely provide necessary conditions for optimality.

1.2.4. Fighting disturbances and uncertainties

So far we have not included the effects of uncertainty or noise in the system control model, but we have to do so if the controller is to combat them. If the system is driven by a noise of which the spectrum is known, we can include this noise in the model of the system, and explicitly calculate the observer’s estimate of the system state derived from a measurement process in real-time. Feedback control can then be implemented based on this estimate. Sometimes it is possible to minimize the noise in a subset of system variables at the expense of others, which is analogous to the squeezing of an optical beam or a quantum oscillator.

Alternatively, there may be uncertainties in the parameters that determine the dynamics of the system. If we consider a linear system whose equation of motion has the form of \( \ddot{x} = Ax + f(t) \), there are two distinct ways to show the uncertainty in the system parameters. First, the driving term \( f(t) \) may contain unknown or partially known parameters, such as the phase or amplitude of a sinusoidal drive. This is very similar to a time-variant noise driving the system, except that in this case a continuous measurement imposed on the system will provide sufficient information to estimate the values of the unknown parameters, and thus reduce the parametric uncertainty. Second, there may exist uncertainty in the system dynamical matrix \( A \), due to which the oscillation frequencies of the system are partially unknown. Such parametric uncertainty is often referred to as model uncertainty. Once again a measurement can be used to extract information about \( A \), and then one can implement a feedback control with a gain matrix \( K \) and reference signal \( r(t) \) to minimize the effects induced by the model uncertainty. A control law that maintains a specific performance under (bounded) variations in the system parameters is referred to as being robust. Such robust control problems have stimulated a rich body of studies in the literature [109].
2. Quantum Measurement-Based Feedback

As a first example we consider feedback based on the results of a von Neumann measurement. Each outcome of a von Neumann measurement projects a system into one of a set of basis states. For each of these states we are then able to perform a different unitary operation on the system. This form of measurement-based feedback does have important applications, an example of which is quantum error correction \[94, 100\]. The simplest example of error-correction is the three-qubit “bit-flip” code, in which the state of a single logical qubit is encoded in three physical qubits by using the mapping \(|0\rangle \rightarrow |000\rangle\) and \(|1\rangle \rightarrow |111\rangle\). If any one of the physical qubits suffers from an error that flips the states \(|0\rangle\) and \(|1\rangle\), then this error can be corrected without otherwise disturbing the joint state of the three qubits. This correction is achieved by making a measurement that tells us about the total parity of each pair of adjacent qubits. To do this we make two measurements, one of which projects the state onto one of the eigenstates of \(M_0 = \sigma_x \otimes \sigma_x \otimes \mathbb{I}\) and the other onto the eigenstates of \(M_1 = \mathbb{I} \otimes \sigma_x \otimes \sigma_x\). From the two measurement outcomes we can determine which bit has flipped, and thus apply a \(\sigma_x\) operator to that qubit to correct the error. For example, if the two measurements return even and odd parity, respectively, then it is the third qubit that has flipped, and the feedback operation that corrects the error is the unitary operator \(\mathbb{I} \otimes \mathbb{I} \otimes \sigma_x\). Since this error-correction code can correct a flip error on any single qubit, it is only if an error occurs on two or more of the physical qubits that the logical qubit will be corrupted. If the errors on each of the physical qubits are independent, and occur with a probability \(p \ll 1\), then the probability of an error on two or more qubits is proportional to \(p^2\), which is much less than \(p\).

Maxwell’s famous demon is another simple example of quantum feedback, and one that can be usefully analyzed in terms of von Neumann measurements. The “demon” is a device that makes measurements on a system and uses the information obtained to extract work \[89–93\].

2.1. Continuous quantum measurements

2.1.1. Quantum filtering

When we make a continuous measurement on a quantum system, if we know the dynamics of the system, then we can derive an equation of motion for our full state-of-knowledge of the system determined by the continuous stream of measurement results. For a classical system, an observer’s state-of-knowledge is given by a probability distribution over the state-space. For a quantum system, it is the density matrix that captures all the information that an observer has about a system. Control theorists refer to the process by which an observer calculates his or her state of knowledge of a system from a series of measurement results filtering, and the quantum version of this quantum filtering \[52, 53, 112\]. In classical control theory, when we can only obtain partial information of the system state from the measurement output (e.g., we can measure the position but not the momentum of a mechanical system), we can introduce a dynamical system called a filter, using the measurement results as inputs to recover the whole system dynamics. However, quantum filtering is not just a trivial extension of classical filtering. In quantum filtering, we feed the measurement output (which is a classical signal) into a classical system to generate an estimated state of the measured quantum system. Thus, we use a classical system to mimic a quantum system, and some particular quantum effects, such as quantum coherence, may be lost during this process by the action of the measurement on the system. Quantum filtering is a bridge between a quantum system and a classical controller, since the classical controller can use the resulting state-of-knowledge to decide how to apply control forces to the system. For certain systems, results for optimal control from classical control theory can be directly applied to obtain optimal protocols for quantum system \[68, 113\].

We now present the theory of quantum measurement and filtering by first extending classical probability theory to quantum mechanics. A different approach to deriving the quantum filtering equation, which uses the Schrödinger picture and avoids the use of measure-theoretic probability theory, can be found in \[114\]. The main difference between classical and quantum mechanics is that quantum mechanics is noncommutative, by which we mean that the operators that represent different physical variables do not always commute with each other. Heisenberg’s uncertainty principle, for example, is a direct result of the commutation relation \([x, p] = i\hbar\), between the position \(x\) and the momentum \(p\) of a quantum degree of freedom. Because of this, quantum probability theory is a noncommutative version of classical probability theory. Recall that classical probability theory consists of the triple, \((\Omega, \mathcal{F}, \mathbb{P})\), referred to as a probability space Here \(\Omega\) is the sample space which is the set of all elementary, mutually exclusive outcomes. For example, for probability experiment of throwing a coin, the sample space is the set \(\Omega = \{\text{head, tail}\}\). The second item in the triple, \(\mathcal{F}\), is the set of “events”, where each event is some subset of the possible outcomes (a subset of the set \(\Omega\)). This makes
a so-called \(\sigma\)-algebra, which satisfies the following conditions: (i) the empty set \(\emptyset\) belongs to \(\mathcal{F}\); (ii) \(\mathcal{F}\) is closed under complement: \(\Omega \setminus A \in \mathcal{F}\) if \(A \in \mathcal{F}\); and (iii) \(\mathcal{F}\) is closed under countable unions: \(\bigcup_{n=1}^{\infty} A_n \in \mathcal{F}\) if all \(A_n \in \mathcal{F}\). The elements of \(\mathcal{F}\) can also be equivalently expressed as a function defined on \(\Omega\) (that is, something that associates a value with every outcome), which is called a random variable. In fact, for any \(A \in \mathcal{F}\), we can define a random variable \(\chi_A : \Omega \to \mathcal{R}\) such that \(\chi_A(\omega) = 1\) if \(\omega \in A\), and \(\chi_A(\omega) = 0\) if it is not. The final item in the triple is the probability measure \(\mathbb{P}\), which is a function that associates a probability with every subset of \(\mathcal{F}\): \((\mathbb{P} : \mathcal{F} \to [0, 1])\) such that: (i) \(\mathbb{P}\) is countably additive, i.e., \(\mathbb{P}\left(\bigcup_{n=1}^{\infty} A_n\right) = \sum_{n=1}^{\infty} \mathbb{P}(A_n)\) for any sequence \(A_1, A_2, \cdots, A_n\) of disjoint sets in \(\mathcal{F}\), and (ii) the measure of the whole sample space \(\Omega\) is normalized so that \(\mathbb{P}(\Omega) = 1\).

Quantum probability theory, developed in the 1980s [56, 57, 68, 103, 112, 113] is a non-commutative analog of classical probability theory. In quantum probability theory, there is no longer an underlying sample space, and so the quantum probability model can be described by a pair \((\mathcal{N}, \mathbb{P})\). The first item, \(\mathcal{N}\), is an algebra, and is defined as the set of all Hermitian operators in the Hilbert space of the system. An element \(A \in \mathcal{N}\) is an observable of the quantum system which can be looked as the quantum version of the random variable. The "events" of quantum probability are defined as all the projection operators \(P \in \mathcal{N}\). These project onto the subspaces of the Hilbert space. Thus each possible set of outcomes is given by a subspace of the Hilbert space. This is simply the projection postulate of quantum measurement theory. The function \(\mathbb{P} : \mathcal{N} \to \mathcal{R}\), where \(\mathcal{R}\) is the complex space, is called a state on \(\mathcal{N}\). In fact, we can always find a system density operator \(\rho\) such that \(\mathbb{P}(A) = \text{tr}(A \rho)\) for any \(A \in \mathcal{N}\).

By comparing the classical probability model \((\Omega, \mathcal{F}, \mathbb{P})\) and the quantum probability model \((\mathcal{N}, \mathbb{P})\), the main difference is that the algebra \(\mathcal{N}\), called the von Neumann algebra, is noncommutative (the Hermitian operators may not commute with each other) while the \(\sigma\)-algebra \(\mathcal{F}\) in classical probability is a commutative algebra. As an example, let us consider a quantum measurement of the observable \(A\). Before this measurement, the quantum system can be described by the quantum probability model \((\mathcal{N}, \mathbb{P})\). After this measurement, the quantum state collapse occurs. The measurement output corresponds to a classical probability model \((\mathcal{A}, \mathbb{P})\), where

\[
\mathcal{A} = \{X : X = f(A), f : \mathcal{R} \to \mathcal{C}\}
\]

forms a commutative algebra. Thus, the quantum measurement of the observable \(A\) converts a quantum probability model into a classical probability model. More generally, in the following discussions, we will show that the quantum filtering process, which is based on quantum measurement, is merely a bridge between a quantum probability model and a classical probability model.

To better understand quantum filtering, let us consider an indirect quantum measurement, which is achieved by interacting the measured system with a bath via a system operator \(L\), and then making a measurement on the bath. The bath is a continuum of harmonic oscillators of different frequencies. The bath also describes a field, such as the electromagnetic field, in which the oscillators are the modes of the field. The Hamiltonian of the total system composed of the measured system and the bath is given by

\[
\begin{align*}
H &= H_s + H_b + H_{\text{int}}, \\
H_b &= \int_{-\infty}^{+\infty} d\omega \, \omega \ b^\dagger(\omega) \ b(\omega), \\
H_{\text{int}} &= i \int_{-\infty}^{+\infty} d\omega \left[ \kappa(\omega) b^\dagger(\omega) L - \text{h.c.} \right],
\end{align*}
\]

where \(H_s\) is the free Hamiltonian of the measured system, \(b^\dagger(\omega)\) and \(b(\omega)\) are the creation and annihilation operators of the bath mode with frequency \(\omega\), and satisfy

\[
[b(\omega), b^\dagger(\tilde{\omega})] = \delta(\omega - \tilde{\omega}).
\]

The bath mode with frequency \(\omega\) interacts with the system via the system operator \(L\), where \(\kappa(\omega)\) is the corresponding coupling strength. Hereafter we set \(\hbar = 1\). The total Hamiltonian \(H\) can be re-expressed in the interaction picture as

\[
H_{\text{eff}} = \exp(iH_0t)(H_s + H_{\text{int}})\exp(-iH_0t) \equiv H_s + i \int_{-\infty}^{+\infty} d\omega \left[ \kappa(\omega) e^{i\omega t} b^\dagger(\omega) L - \text{h.c.} \right].
\]
We now introduce the Markovian assumption
\[ \kappa(\omega) = \sqrt{\frac{\gamma}{2\pi}} , \] (2.5)
which allows the Hamiltonian \( H_{\text{eff}} \) to be expressed as
\[ H_{\text{eff}} = H_s + i \sqrt{\frac{\gamma}{2\pi}} \left[ b_{\text{in}}(t) L - L^\dagger b_{\text{in}}(t) \right] , \] (2.6)
where
\[ b_{\text{in}}(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} b(\omega) \] (2.7)
is the Fourier transform of the bath modes. The operator \( b_{\text{in}}(t) \) is, in fact, the time-varying field that is incident on, and thus the input to, the system, and satisfies \([73, 74, 105]\)
\[ [b_{\text{in}}(t), b_{\text{in}}^\dagger(\tilde{t})] = \delta(t - \tilde{t}) . \] (2.8)

We now define a new bath operator
\[ B_{\text{in}}(t) = \int_0^t b_{\text{in}}(\tau) d\tau \] (2.9)
which is called a quantum Wiener process. If we assume that the bath is initially in a vacuum state, the increment of the quantum Wiener process \( dB_{\text{in}} \) and its conjugate \( dB_{\text{in}}^\dagger \) satisfy the following algebraic conditions:
\[ dB_{\text{in}} dB_{\text{in}}^\dagger = dt, \]
\[ dB_{\text{in}}^\dagger dB_{\text{in}} = dB_{\text{in}}^\dagger dB_{\text{in}} = dB_{\text{in}} dB_{\text{in}} = 0 . \] (2.10)
These are the quantum version of Itô rule \([103]\). With the above notation, in the Heisenberg picture, an arbitrary system operator \( X(t) \) satisfies the following quantum stochastic differential equation \([73, 74]\)
\[ dX = -i [X, H_s] dt + \frac{\gamma}{2} \left[ L^\dagger [X, L] + [L^\dagger, X] L \right] dt + \sqrt{\gamma} \left[ dB_{\text{in}} [L^\dagger, X] + [X, L] dB_{\text{in}}^\dagger \right] . \] (2.11)

It is then possible to define an output filed \( b_{\text{out}}(t) \) which describes the field leaving the system after it has interacted with it, and we can similarly define its Itô increment
\[ B_{\text{out}}(t) = \int_0^t d\tau b_{\text{out}}(\tau) . \]
The celebrated input-output relation for the system can then be written as \([73, 74]\)
\[ dB_{\text{out}} = dB_{\text{in}} + \sqrt{\gamma} L . \] (2.12)
If homodyne detection is performed on the output field \( B_{\text{out}}(t) \), then the operator corresponding to the measured output is
\[ dY_{\text{out}} = \frac{1}{\sqrt{\gamma}} (dB_{\text{out}} + dB_{\text{out}}^\dagger) , \]
and satisfies the following equation
\[ dY_{\text{out}} = \left( L + L^\dagger \right) dt + \frac{1}{\sqrt{\gamma}} (dB_{\text{in}} + dB_{\text{in}}^\dagger) . \] (2.13)

With the above preparation, we can now present the main results of quantum filtering theory \([112]\). The purpose of quantum filtering is to provide an estimate \( \pi(X) \) of the value of the system observable \( X \), at time \( t \), given the stream of measurement results up until that time. We will define this estimate as the expectation value of \( X \) given the measurement results. To obtain \( \pi(X) \) we first define
\[ \mathcal{Y}_{\text{out}} = \{ X : X = f(Y_{\text{out}}) , f : \mathcal{R} \rightarrow \mathcal{C} \} , \] (2.14)
which is the smallest commutative algebra generated by the observation process $Y_{\text{out}}$, and denote $\mathbb{P}$ as the probability measure on $\mathcal{Y}_{\text{out}}$. The estimate $\pi(X)$ is then the conditional expectation of $X$ on $\mathcal{Y}_{\text{out}}$

$$
\pi(X) = \mathbb{P}(X | \mathcal{Y}_{\text{out}}).
$$

(2.15)

From the definition of $\pi(X)$ given in Eq. (2.15), it can be proved (see, e.g., the derivations in Ref. [112]) that we can obtain the following dynamical equation for $\pi(X)$ and the corresponding output equation from Eqs. (2.11) and (2.13)

$$
d\pi(X) = \pi(\mathcal{L}(X)) dt + \sqrt{\gamma} \left( \pi\left( L^\dagger X + XL - \pi(L + L^\dagger)\pi(X) \right) \right) dW; \quad (2.16)
$$

$$
dY_{\text{out}} = \pi(L + L^\dagger) dt + \frac{1}{\sqrt{\gamma}} dW; \quad (2.17)
$$

where $\mathcal{L}(X)$ is the Liouville superoperator of the system defined as

$$
\mathcal{L}(X) = -i[X,H] + \gamma \left( \frac{1}{2} L^\dagger XL - \frac{1}{2} L^\dagger L X + \frac{1}{2} XL^\dagger L \right).
$$

The process $W(t)$ in Eqs. (2.16) and (2.17) is called the innovation process of quantum filtering, and has been shown to be a classical Wiener process [112]. The increment of $W(t)$ satisfies the following classical Itô relations

$$
E(dW) = 0, \quad (dW)^2 = dt, \quad (2.18)
$$

where $E(\cdot)$ is the ensemble of the stochastic process induced by $dW$. The dynamical equation (2.16) of $\pi(X)$ is called the quantum filtering equation. The filtering equation (2.16) and the output equation (2.17) are the main results of quantum filtering theory.

Additionally, we can convert the filtering equation (2.16) from the Heisenberg picture to the Schrödinger picture, and thus obtain a stochastic equation for the evolution of the density matrix. To show this, we use the fact that the density operator $\rho_c$ satisfies $\text{tr}[\pi(X)\rho_0] = \text{tr}(X_0\rho_c)$, where $\rho_0$ is the initial density operator of the system and $X_0$ is the corresponding system observable in the Schrödinger picture. Substituting Eq. (2.16) into the above relation, the system density operator $\rho_c$ evolves according to the following stochastic master equation:

$$
d\rho_c = -i[H_\pi, \rho_c] dt + \frac{1}{2} \left( 2L\rho_c L^\dagger - L^\dagger L\rho_c - \rho_c L^\dagger L \right) dt + \left[ L\rho_c + \rho_c L^\dagger - \text{tr}\left( [L + L^\dagger] \rho_c \right) \right] dW. \quad (2.19)
$$

From Eq. (2.15), we have

$$
\rho_c = \mathbb{P}(\rho | \mathcal{Y}_{\text{out}}). \quad (2.20)
$$

That is, $\rho_c$ is the conditional expectation of the density operator $\rho$ which is defined by $\text{tr}[X_0\rho] = \text{tr}(X_0\rho_c)$. The stochastic master equation (2.19) is also often referred to as quantum filtering equation.

To summarize, the quantum stochastic differential equation (2.11) and the output equation (2.13) give the dynamics of the operators that describe the measured quantum system. These equations are driven by the quantum Wiener noise $dB_{\text{out}}$, and are thus defined on a quantum probability space. As a comparison, the quantum filtering equation (2.16) (or the stochastic master equation (2.19) and the output equation (2.17) give the observers state-of-knowledge of the measured quantum system based on the information extracted by the quantum measurement. These equations are driven by the classical Wiener noise $dW$ and thus defined on a classical probability space. Thus in quantum filtering theory we use a classical stochastic system to mimic the dynamics of a quantum stochastic model, which is why we refer to quantum filtering as a bridge between a quantum probability model and a classical probability model.

2.1.2. Another point of view: quantum trajectories

An alternative, albeit less rigorous way to obtain the quantum filtering equation (2.19) and output equation (2.17), is to work in the Schrödinger picture [61, 114, 115]. In this approach the evolution of the density matrix conditioned on the stream of measurement results (the “measurement record”), is often referred to as a quantum trajectory, a term coined by Camichael [61]. Before the development of the quantum trajectory approach, most of the initial studies involving quantum systems interacting with a bath considered only the ensemble description, in which one discards
the measurement record, and thus calculates only the evolution of the system averaged over all possible records. This was all that was required before experimental techniques made it possible to observe single quantum systems in real-time. However, with the experimental progress, especially in optical systems and ion traps in the 1990s, it became necessary to describe the evolution of a system for an individual measurement record.

One of the early approaches to obtaining a quantum trajectory for a given measurement record was to express the quantum master equation as an average over a stochastic equation. This is equivalent to the use of a “Monte Carlo” method to simulate the master equation \[116\]. Carmichael referred to the process of expressing a master equation as the average of a stochastic equation as *unravelling* it. For a single master equation there is more than one stochastic equation that will unravel it, and it can be unravelled by stochastic equations driven either by Gaussian white noise (Wiener noise) \[114, 117, 118\] or by a “point process” \[63, 115, 119, 120\]. A point process consists of intervals of smooth (deterministic) motion, punctuated by instantaneous events in which the state of the system changes discontinuously. The Poisson process is an example of a point process. The different stochastic equations correspond to different ways in which the system can be continuously monitored.

1. Quantum jumps:

   Consider the master equation
   \[
   \dot{\rho} = -i[H, \rho] + \frac{1}{2} \sum_{\mu} \left( 2c_{\mu}^{\dagger}c_{\mu}^{\dagger}\rho - c_{\mu}^{\dagger}c_{\mu}\rho - \rho c_{\mu}^{\dagger}c_{\mu} - c_{\mu}^{\dagger}c_{\mu}\rho c_{\mu}^{\dagger}c_{\mu} \right).
   \]  
   (2.21)

   A stochastic equation that unravels this master equation, and that is driven by a point process, is
   \[
   d|\psi_{\mu}\rangle = \left[ -iH + \frac{1}{2} \sum_{\mu} \left( (c^{\dagger}c_{\mu})(t) - c_{\mu}^{\dagger}c_{\mu} \right) \right]|\psi_{\mu}\rangle \, dt + \sum_{\mu} \left( \frac{c_{\mu}}{\sqrt{(c^{\dagger}c_{\mu}) (t)}} - 1 \right) |\psi_{\mu}\rangle \, dN_{\mu}.
   \]  
   (2.22)

   Here, for each \( \mu \), the increment \( dN_{\mu} \) is an increment of a point process, and takes only two values, either 0 or 1. The value 1 corresponds to an instantaneous event, and thus \( dN_{\mu} \) is equal to 1 only at a set of discrete points. The rest of the time \( dN_{\mu} = 0 \). The events occur randomly and independently, and the probability per unit time that an event occurs for the process labelled by \( \mu \) is \( \langle c_{\mu}^{\dagger}c_{\mu}(t) \rangle \). This means that the probability for an event in the time interval \([t, t + dt]\) is \( \langle c_{\mu}^{\dagger}c_{\mu} \rangle dt \). The point-process increments satisfy the relations
   \[
   E \left[ dN_{\mu}(t) \right] = \langle c_{\mu}^{\dagger}c_{\mu}(t) \rangle dt,
   \]  
   (2.23)

   Since Eq. (2.22) is a stochastic equation for the state vector, it is usually called a *stochastic Schrödinger equation*. We can alternatively write down a *stochastic master equation* for the density matrix \( \rho_{\mu} = \langle \psi_{\mu}\rangle |\psi_{\mu}\rangle \), which is
   \[
   d\rho_{\mu} = \sum_{\mu} \mathcal{G} |c_{\mu}\rangle \rho_{\mu} dN_{\mu}(t) + \mathcal{H} \left( -iH - \frac{1}{2} \sum_{\mu} c_{\mu}^{\dagger}c_{\mu} \right) \rho_{\mu} \, dt.
   \]  
   (2.24)

   The superoperators \( \mathcal{G} |c\rangle \rho_{\mu} \) and \( \mathcal{H} |c\rangle \rho_{\mu} \) are defined as
   \[
   \mathcal{G} |c\rangle \rho_{\mu} = \frac{c_{\mu}^{\dagger}c_{\mu}}{tr \left[ c_{\mu}^{\dagger}c_{\mu} \right]} - \rho_{\mu},
   \]

   \[
   \mathcal{H} |c\rangle \rho_{\mu} = c_{\mu}^{\dagger}c_{\mu} \rho_{\mu} - \langle c + c^{\dagger} \rangle \rho_{\mu}.
   \]  
   (2.25)

   The point process (quantum jump) stochastic Schrödinger equation (SSE) describes, for example, an optical cavity in which the light that leaks out of the cavity is measured with a photon-counter \[121\]. In this case there is a single Lindblad operator \( c = \sqrt{\gamma a} \), where \( \gamma \) and \( a \) are the damping rate and annihilation operator for the cavity, respectively. The events at which \( dN = 1 \) correspond to the detection of a photon by the photo-detector.

   If the photon-detector is ideal, meaning that it never misses a photon, and never clicks when there is no photon, then an initially pure state remains pure, and the SSE is sufficient to describe the observer’s state-of-knowledge as the measurement proceeds. But if the photon-detector is not perfect, the observer no longer has full information about
Eq. (2.24) becomes

\[ d\rho_c = \left( dNG \left[ \sqrt{\gamma} a \right] + dt\mathcal{H} \left[ -iH - \frac{\eta\gamma}{2} a^\dagger a \right] + dt(1 - \eta) \mathcal{D} \left[ \sqrt{\gamma} a \right] \right) \rho_c, \]  

(2.26)

where

\[ \mathcal{D}[c]\rho = c^c\rho c - \frac{1}{2} c^c c\rho - \frac{1}{2} \rho c^c c. \]  

(2.27)

2. Quantum diffusion:

The master equation given by Eq. (2.21) is also unravelled by the SSE [59, 114, 117, 118]

\[ d|\psi\rangle = -iH|\psi\rangle dt + \sum_\mu \left( \langle \mu | c_\mu \langle c_\mu | - \frac{1}{2} c_\mu^\dagger c_\mu - \frac{1}{2} \langle c_\mu | \langle c_\mu | \right) |\psi\rangle dt + \sum_\mu \left( c_\mu - \langle c_\mu | \right) |\psi\rangle dW_\mu, \]  

(2.28)

where the \( dW_\mu \) are a set of mutually independent Wiener noises satisfying

\[ E(dW_\mu) = 0, \quad dW_\mu dW_\nu = \delta_{\mu\nu} dt. \]  

(2.29)

The equivalent stochastic master equation is

\[ d\rho_c = -i[H, \rho_c] dt + \sum_\mu \left( \mathcal{D}[c_\mu] \rho_c dt + \mathcal{H}[c_\mu] \rho_c dW_\mu \right). \]  

(2.30)

Stochastic SSE’s and SME’s driven by Wiener noise correspond to measurement techniques that are quite different from photon-counting. If, instead of detecting the light from a cavity with a photo-detector directly, one first interferes

\[ \frac{dy}{dx} = \langle x | dx + \frac{1}{\sqrt{2}\gamma} dW \]  

(2.31)

where \( x = \left( a + a^\dagger \right)/\sqrt{\gamma} \) is the normalized position operator of the cavity mode, and \( dW \) is the same Wiener noise increment that appears in the SME. If the photo-detector is inefficient, then the SME becomes

\[ d\rho_c = -i[H, \rho_c] dt + \gamma\mathcal{D}[a] \rho_c + \mathcal{H}[\sqrt{\gamma} a] \rho_c dW, \]  

(2.32)

and the measurement output is

\[ dy = \langle x | dx + \frac{1}{\sqrt{2}\gamma} dW, \]  

(2.33)

where \( \eta \) is the detection efficiency. Continuous measurements containing Wiener noise are also sometimes referred to as weak measurements. We prefer to call them continuous measurements because (i) weak measurements are not necessarily continuous, and (ii) it can lead to confusion with the “weak values” of Aharonov, Albert and Vaidman [122, 123].

More generally, a continuous measurement of the quantum variables \( A_l \) (\( l = 1, \cdots, m \)) can be expressed as the stochastic master equation [114]

\[ d\rho_c = -i[H, \rho_c] dt + \sum_{l=1}^m \left( \Gamma_l \mathcal{D}[A_l] \rho_c dt + \sqrt{\eta\Gamma_l} \mathcal{H}[A_l] dW_l \right), \]  

(2.34)
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and output equation

\[ dy_l = \langle A_l \rangle \, dt + \frac{1}{\sqrt{2\eta_l}} \, dW_l, \tag{2.35} \]

where \( \Gamma_l \) and \( \eta_l \) represent the measurement strengths and measurement efficiencies.

The stochastic master equation (2.34) and the equation for the stream of measurement results, Eq. (2.35), can be derived from the quantum filtering equations (Eqs. (2.19) and (2.17)). The quantum filtering equations give the evolution of the system and the output field before any measurement is made on the output field. Making a measurement on the output field turns the quantum filtering equations into a stochastic master equation.

As mentioned above, we can simultaneously make more than one continuous measurement on a system, and we can simultaneously measure observables that do not commute. Since the respective dynamics induced by the continuous measurements of two different observables commute to first order in \( dt \), we can think of the measurements of the two observables as being interleaved — the process alternates between infinitesimal measurements of each observable. Note that a von Neumann measurement cannot simultaneously project a system onto the eigenstates of two non-commuting observables, but continuous measurements do not perform instantaneous projections. The effect of simultaneously measuring the position and momentum of a single particle, for example \([124, 125]\), is to feed noise into both observables. Measuring noncommuting observables therefore in general introduces more noise into a system than is necessary to obtain a given amount of information. The optical measurement techniques of heterodyne detection \([50]\) and eight-port homodyne detection \([126]\) are very similar to simultaneous measurements of momentum and position.

2.2. Markovian quantum feedback

The continuous collapse of the quantum state in continuous quantum measurement means that we can execute real-time quantum feedback control before the quantum state collapses to a completely classical state. That is the starting point of continuous measurement-based feedback control. The key questions in feedback control are usually (i) what observable should we measure? and (ii) how should we choose the feedback forces as a function(al) of the stream of measurement results? Optimal feedback strategies can always be obtained by using the SME to determine the observer’s full state of knowledge (the density matrix) given the stream of measurement results up to the present time, and using this to determine the choice of Hamiltonian at each time. But solving the SME can take significant numerical resources, and it may not be possible to do so in real-time. In that, one can attempt to approximate the SME with a simpler differential equation, which may be possible depending on the dynamics of the system \([127–129]\). Alternatively we can take the opposite approach, and see what can be achieved with quantum feedback when we perform no processing of the measurement results, and merely engineer a term in the Hamiltonian of the system that, at each time, is proportional to the measurement result at that time. This is the kind of feedback protocols that were introduced by Wiseman and Milburn \([59, 60, 66]\), and are now referred to as Markovian feedback. The reason for this name is that for this kind of feedback, if we average the evolution over all trajectories, the result is a Markovian master equation. This is not usually true for feedback protocols.

Let us consider a quantum continuous measurement of the operator \( A \) with efficiency \( \eta \). From Eqs. (2.34) and (2.35), the measurement and output equations of this measurement can be expressed as

\[ d\rho_c = -i[H, \rho_c] \, dt + \Gamma_A \, D[A] \, \rho_c \, dt + \sqrt{\eta_l \Gamma_A} \, \mathcal{H} [A] \, \rho_c \, dW, \tag{2.36} \]

and

\[ dy = \langle A \rangle \, dt + \frac{1}{\sqrt{2\eta_A}} \, dW. \tag{2.37} \]

These two equations can also be expressed equivalently by

\[ \dot{\rho}_c = -i[H, \rho_c] + \Gamma_A \, D[A] \, \rho_c + \sqrt{\eta_l \Gamma_A} \, \mathcal{H} [A] \, \rho_c \, \xi(t), \tag{2.38} \]

and

\[ I_A(t) = \langle A \rangle + \frac{1}{\sqrt{2\eta_A}} \, \xi(t), \tag{2.39} \]
where $\xi(t)$ is the white noise satisfying

$$
E(\xi(t)) = 0, \quad E(\xi(t)\xi(t')) = \delta(t-t').
$$

(2.40)

Formally, we can convert Eqs. (2.36) and (2.37) into Eqs. (2.38) and (2.39) by setting $\xi(t) = dW/dt$.

The main object of measurement-based quantum feedback is to use the output signal $I_A(t)$ to engineer the system dynamics given by Eq. (2.36). The most general form of the system dynamics, modified based on the output signal $I_A(t)$, can be expressed as [50]

$$
\dot{\rho}_f = F[I, I_A(\tau)|\tau \in [0, t]]\rho_f.
$$

(2.41)

where $F[I, I_A(\tau)|\tau \in [0, t]]$ is the superoperator depending on the output signal $I_A(t)$ for all past times. In this general form of the response of the feedback control loop, the control induces both unitary dynamics and dissipation effects on the controlled system. However, for most of the existing studies, quantum feedback control is introduced coherently by varying the parameters in the system Hamiltonian, which leads to the following modified closed-loop stochastic master equation

$$
\dot{\rho}_f = -i[H + H_f(t, I_A(\tau)|\tau \in [0, t])\rho_f] + \Gamma_A D[A]\rho_f + \sqrt{\eta}F I_A[H\rho_f\xi(t)].
$$

(2.42)

As discussed above, in Markovian quantum feedback a term in the Hamiltonian is made proportional to the output signal. Denoting this term by $H_f$, we set $H_f = I_A(t) F$ for some Hermitian operator $F$. Then, by averaging over the noise term and using the Ito rule of the white noise $\xi(t)$, we can derive the following Wiseman-Milburn master equation [50] from Eq. (2.42):

$$
\dot{\rho} = -i[H, \rho] + \Gamma_A D[A]\rho - i[F, A\rho + \rho A] + \frac{1}{\eta}D[F]\rho.
$$

(2.43)

The effects induced by the feedback loop are clearer in this form: (i) the first feedback term $-i[F, A\rho + \rho A]$ plays a positive role to steer the system dynamics to achieve the desired effects; and (ii) the second feedback term $D[F]\rho/\eta$ represents the decoherence effects induced by feedback, which tends to play a negative role for purposes of control.

The master equation (2.43) can be reexpressed as the traditional Lindblad form [50, 66]

$$
\dot{\rho} = -i[H, \rho] + \Gamma_A D[A]\rho - i[F, A\rho + \rho A] + \frac{1}{\eta}D[F]\rho.
$$

(2.44)

Although the Markovian quantum feedback given by Eq. (2.43) is the simplest measurement-based quantum feedback approach, it can be used to solve various problems by choosing $A$ and $F$ appropriately. Markovian quantum feedback has been used to stabilize arbitrary one-qubit quantum states [130, 132], manipulate quantum entanglement [133–146], generate and protect Schrödinger cat states [147, 151], and induce optical, mechanical, and spin squeezing [152–160].

2.3. Feedback via time-averaging

Markovian quantum feedback is simple to describe analytically, but is also rather limited. Further, feeding back the measurement signal at each instant of time does not make optimal use of the information extracted by the measurement. To do that we must process the measurement results using the SME. It is worth pausing at this point to understand a little more how the measurement results, given by Eq. (2.35), provide information about the measured operator and the state of the system. If we process the measurement results so that we know $\rho_c$ at each time, then we also know the expectation value of the measured operator, $\langle A \rangle$, at each time. The first term in Eq. (2.35) is therefore already known, and provides no new information about the system. It is the noise term $dW$ that carries the new information, and that modifies our state-of-knowledge. In fact, by definition we always know the expectation value $\langle A \rangle = \text{Tr}[A\rho_c]$ at the start of the continuous measurement, because $\rho_c$ is our state-of-knowledge. But the system might really be in some pure state $|\psi\rangle$, so that the true mean value of $A$ is $\tilde{A} = \langle \psi | A | \psi \rangle$. As the measurement proceeds, the conditional expectation value $\langle A \rangle$ tends to $\tilde{A}$ and $\rho_c$ tends to $|\psi\rangle$.

Now consider what happens if $A$ is a Hermitian observable, and $|\psi\rangle$ is an eigenstate of both the system Hamiltonian and $A$. In this case, assuming that the system is not driven by other noise sources, it remains in the state $|\psi\rangle$ as the
measurement proceeds, and $\bar{A}$ is constant. In that case we can obtain an estimate of $\bar{A}$ of ever increasing accuracy without solving the SME. All we need to do is to average the measurement results obtained so far, and divide by the total time.$^{[161]}$ If we define

$$Y_A(t) = \frac{1}{t} \int_0^t dy = \frac{1}{t} \int_0^t \langle A \rangle dt + \frac{1}{t \sqrt{2 \eta_A}} \int_0^t dW,$$  \hspace{1cm} (2.45)$$

then as $t \rightarrow \infty$ the second term tends to zero and $Y_A(t) \rightarrow \bar{A}$. The reason that the second term, being the average of the noise, tends to zero is that it has equally positive and negative fluctuations and these average to zero over time.

The mean value of the measured observable, $\bar{A}$, is usually not constant for a system that we are trying to control. Nevertheless we can still use an averaging procedure to obtain an estimate of $\bar{A}$ and use this to chose our feedback forces. This method is not as complex as processing the measurements using the SME, but more complex than Markovian feedback$^{[162–165]}$. To do this we average the signal over a time $T$ that is long enough to reduce the noise but not so long that $\bar{A}$ changes too much during $T$. We can also include a weighting function, $f(t)$, to smoothly reduce the dependence on our estimate of $\bar{A}$ on measurement results that are too far in the past. For example, if we use an exponential weighting function, our estimate of $\bar{A}$ at time $t$ is

$$\dot{\bar{Y}}_A(t) = \frac{1}{T} \int_{t-T}^t e^{\gamma f} \left( \langle A \rangle dt + \frac{1}{\sqrt{2 \eta_A}} \int df \right).$$  \hspace{1cm} (2.46)$$

When $T \ll 1/\gamma_f$, the estimate converges as

$$\dot{\bar{Y}}_A(t) - \bar{A}(t) = \exp \left( -\gamma_f t \right) \left[ \bar{Y}_A(0) - \bar{A}(0) \right].$$  \hspace{1cm} (2.47)$$

Such an exponentially-convergent filter has been introduced in the literature to stabilize two-qubit entanglement$^{[166, 167]}$ and a three-qubit GHZ state$^{[168]}$ both in optical systems and in superconducting circuits. It has also been applied experimentally to the adaptive estimation of the optical phase$^{[169]}$.  

2.4. Bayesian quantum feedback

To make full use of the information provided by the measurement, we must process the measurement results using the SME (Eq. (2.33)) to obtain the conditional density matrix. Since this density matrix, along with the knowledge of the dynamics of the system, determines the probabilities of the results of any measurement on the system at any time in the future, any optimal strategy for controlling the system can ultimately be specified as a rule for choosing theHamiltonian at time $t$ as a function of the density matrix at that time and possibly the time itself: $H(t) = f(\rho_c(t), t)$. Feedback control in which the feedback protocol is specified in this way is sometimes referred to as “Bayesian feedback” because the SME is the quantum equivalent of processing the measurement record using Bayes’ theorem$^{[170]}$.

As we have mentioned above, the SME, since it requires simulating the full dynamics of the system, may be impractical to solve in real-time. Sometimes it is possible to approximately, or even exactly, reduce the computational overhead by choosing an ansatz for $\rho_c$ that contains only a small number of parameters. The SME then reduces to a stochastic differential equation for these parameters. Two examples in which an approximate ansatz provides an effective control protocol can be found in$^{[127, 129]}$. There is one class of systems in which an ansatz with a small number of parameters provides an exact solution to the SME, that of linear systems. A quantum system is referred to as linear if its Hamiltonian is no more than quadratic in the position and momentum operators, any Lindblad operators that describe the noise driving the system are linear in the position and momentum operators, and any measurements are (i) driven by Wiener noise, and (ii) of operators that are linear in the position and momentum.

The noise that drives linear systems reduces all initial states to Gaussian states (states that are Gaussian in the position and momentum bases, and thus have Gaussian Wigner functions), and Gaussian states remain Gaussian under the evolution. No proof of the first of these statements exists, but experience leads us to believe it. The second statement is not difficult to show, and implies immediately that if the state of a linear system is Gaussian, the SME reduces to a stochastic differential equation for the means and (co-)variances of the position and momentum$^{[168]}$. What is more, the dynamics of these variables are exactly reproduced by those of a classical linear system driven by Gaussian noise, and subjected to continuous measurements of the same observables. To correctly reproduce the quantum dynamics, for each continuous measurement made on the system a noise source must be added to the classical system to mimic Heisenberg’s uncertainty principle.
Consider a linear quantum system with \( N \) degrees of freedom \([171–175]\), and write the \( N \) position and momentum operators, denoted respectively by \( q_n \) and \( p_n \), in the vector \( x = (q_1, p_1, \cdots, q_N, p_N)^T \).

We scale these operators so that \([q_n, p_n] = i\). If \( x_m \) is the \( m \)th element of the vector \( x \), then we have \([x_n, x_m] = i\Sigma_{nm} \), where

\[
\Sigma = \bigotimes_{n=1}^{N} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

For linear quantum systems, the system Hamiltonian \( H_s \) and the dissipation operator \( L \) in Eq. (2.11) can be written as \([171–173]\)

\[
H_s = \frac{1}{2} x^T G x - x^T \Sigma b u, \quad L = \Gamma^T x,
\]

where \( G \) is a real and symmetric matrix, and \( b, \Gamma \) are real and complex vectors, respectively. The second term in \( H_s \), including the time-dependent function \( u(t) \), describes the force applied by the feedback controller (see Fig. 2). This feedback Hamiltonian must be linear in the conditional mean values of the position and momentum operators, in order to ensure that the system remains linear. This also means that there is a linear map from the measurement output \( Y_{\text{out}} \) to \( u(t) \), and thus a linear input-output relation for the controlled system. From Eq. (2.11), the dynamics of the controlled system can be expressed as the following linear quantum stochastic differential equation:

\[
dx = Ax dt + bu dt + i\sqrt{\gamma} \Sigma \left[ dB_{\text{in}} - \Gamma^T dB_{\text{in}}^\dagger \right],
\]

where the matrix \( A = \Sigma \left[ G + \text{Im} \left( \Gamma^T \right) \right] \). The output equation \([2.13]\) can be written as

\[
dY_{\text{out}} = F x dt + \frac{1}{\sqrt{\gamma}} \left( dB_{\text{in}} + dB_{\text{in}}^\dagger \right), \quad F = \Gamma^T + \Gamma^\dagger.
\]

After quantum measurement, the dynamics of this linear quantum system can be fully described by the conditional means \( \pi(x) \) and variances \( V_i = P_i (P_i | \mathcal{M}) \), where \( P_i \) is the covariance matrix of the position and momentum variables with the \((i, j)\)-element being \( P_{ij} = \left( \Delta x_i \Delta x_j + \Delta x_j \Delta x_i \right) / 2 \), and \( \Delta x_i = x_i - \pi (x_i) \). The conditional mean values \( \pi(x) \) obey the filtering equation

\[
d\pi(x) = A \pi(x) dt + Bu dt + V_i \left( P_i f^T + \Sigma^T \text{Im}(\Gamma) \right) \times [dY - F \pi(x) dt],
\]

\[\text{(2.52)}\]
and the conditional covariance matrix satisfies the deterministic Riccati differential equation

\[ \dot{V}_t = AV_t + V_t A^T + D - V_t F^T + \Sigma T \text{Im}(i) \times [F V_t + \text{Im}(i^T) \Sigma], \quad (2.53) \]

where \( D = \Sigma \text{Re}(i^T) \Sigma^T \). Thus, the filtering equation \((2.16)\) or \((2.19)\) is equivalent to the closed set of filtering equations \((2.52)\) for the first-order quadrature and the Riccati differential equation \((2.53)\), which is finite-dimensional and thus simulated with relative ease. The quantum filter given by Eqs. \((2.52)\) and \((2.53)\) is called a quantum Kalman filter [68, 113, 171–173].

For linear quantum feedback control systems, many objectives, such as cooling and squeezing, can be reduced to the optimization of the following quadratic cost function of the system state \( x \)

\[ J_q = \frac{1}{2} x^T S x + \frac{1}{2} \int_0^T \left[ x^T Q x + u^T R u \right] d\tau. \quad (2.54) \]

To obtain a closed-form control problem, we should first take the expectation value over the conditioned state and then average over all the stochastic trajectories to define a new quadratic cost function \( J = \langle \mathcal{P} (J_q(Y_{0n})) \rangle_c \), where \( \langle \cdot \rangle_c \) is the average taken over the classical Wiener noise \( dW \). From Eq. \((2.54)\) we have

\[ J = \left\{ \frac{1}{2} \int_0^T \left[ \pi (x_T) S \pi (x_T) + \tau (Q V_T) + \tau^T R u_T \right] d\tau \right\} + \left\{ \frac{1}{2} \int_0^T \pi (x_T) S \pi (x_T) + \frac{1}{2} \tau (S V_T) \right\}. \quad (2.55) \]

Here the control \( u_c = a (\pi (x_T), V_T) \) is a function of the conditional means and variances \( \pi (x_T) \) and \( V_T \). The optimization of the quadratic cost function \((2.55)\) subject to the quantum filtering equations \((2.52)\) and \((2.53)\) is a standard classical Linear-Quadratic-Gaussian (LQG) control problem which can be solved by the Kalman filtering theory well developed in the field of classical control.

2.5. Applications

2.5.1. Noise reduction and quantum error correction

Similar to classical feedback, one of the most important applications of quantum feedback is to suppress the effects of noise, which in quantum systems causes decoherence. Markovian quantum feedback can be used to suppress the decoherence of macroscopic-superposition states (so-called “Schrödinger cat” states) [147–151] if we measure the output channel that is causing the decoherence. As an example, if we prepare the following superposition of two coherent states,

\[ |\phi\rangle = \frac{|\alpha_0\rangle + |\alpha_0\rangle}{\sqrt{2}}, \quad (2.56) \]

in an optical cavity, then by making a Homodyne measurement of the light that leaks out of the cavity we can use Markovian feedback to extend the time over which the coherence survives. Without quantum feedback, the timescale over which the coherence between the two coherent states survives is \( \tau = 1/(2\gamma |\alpha_0|^2) \), where \( \gamma \) is the decay rate of the cavity [176]. If the signal from the Homodyne measurement is used to control the transmissivity of an electro-optic modulator (EOM), as depicted in Fig. 3 then the timescale over which the coherence survives is [148]

\[ \tau_{\text{ff}} = \frac{\tau}{1 - g \sin \theta^2}, \quad (2.57) \]

where \( \phi \) and \( g \) are the phase shift and gain of the feedback, respectively.

Another example of the use of Markovian quantum feedback is to reduce the phase noise in an atom laser [173, 178]. The primary source of this phase noise is collisions between atoms. A single-mode atom laser can be described by the master equation

\[ \dot{\rho} = -i[C(a^\dagger)^2 a^2, \rho] + \kappa \mu \mathcal{D}[a^\dagger] \mathcal{A}[a] \rho + \kappa \mathcal{D}[a] \rho, \quad (2.58) \]

where as usual \( a \) is the annihilation operator for the mode, \( \kappa, \mu \gg 1 \) are respectively the damping rate and the stationary mean number of atoms in the laser mode, and the superoperator \( \mathcal{A}[] \) is defined by

\[ \mathcal{A}[r] \rho = \frac{1}{2} \{ r^r, \rho \}, \quad 19 \]
Figure 3: (Color online) Schematic diagram of a scheme proposal to extend the lifetime of superpositions of macroscopically distinguishable coherent states. Such a “Schrödinger-cat” state is initially prepared inside an optical or superconducting cavity. The output field from the cavity is measured by homodyne detection and then the homodyne photocurrent is fed back to control the transitivity of an electro-optic modulator. The feedback gain and phase are denoted by $g$ and $\theta$, respectively. The negative sign in the triangle indicates that the two signals are subtracted.

The nonlinear Hamiltonian

$$H_{\text{coll}} = \hbar C (a^\dagger)^2 a^2$$

describes the collisions between atoms at a rate $C$. From Eq. (2.58) the linewidth of the atom laser without feedback can be shown to be

$$l = \begin{cases} \frac{\kappa}{2\mu} (1 + \chi^2), & \chi \ll \sqrt{\mu}, \\ \frac{\kappa \chi}{\sqrt{\mu} \eta/2}, & \chi \gg \sqrt{\mu}, \end{cases}$$

(2.59)

where $\chi = 4\mu C/\kappa$ is a dimensionless atomic interaction strength. We now make a quantum nondemolition measurement of the atomic number, and use the photocurrent (the stream of measurement results) from this measurement to modulate the external field applied to the condensate of atoms to generate the output of the laser. With this feedback the linewidth of the atom laser becomes

$$l = \frac{\kappa}{2\mu} \left(1 + \frac{\chi}{\sqrt{\eta}}\right),$$

(2.60)

The feedback is thus capable of eliminating the effect of atomic collisions on the linewidth of the laser [177, 178].

Continuous-time feedback has also been applied to quantum error correction, a technique that is able to slow the decoherence of unknown quantum states [110, 111, 179–182]. By “unknown”, we mean that the controller is able to preserve the initial state without knowing what the state is. This requires that the state is initially encoded in a larger Hilbert space before the error-correction can be applied. As an example, we return to the three-qubit bit-flip code given in the beginning of this section. The idea is to replace the projective measurements that extract the error syndrome with continuous measurements [110]. Recall that the state of a single logical-qubit is encoded (stored) in three physical qubits. To extract the information about the error, we make a continuous measurement of the three operators $ZZI$, $IZZ$, and $ZIZ$, all with the same measurement strength, $\kappa$. We also apply three control Hamiltonians, $H_1 = \hbar \lambda_1 XII$, $H_2 = \hbar \lambda_2 IXI$, and $H_3 = \hbar \lambda_3 IIX$. These three Hamiltonians apply the corrections for the three possible errors, and thus the rates $\lambda_1$, $\lambda_2$, and $\lambda_3$ are to be determined by the measurement results. Recall that Bayesian feedback involves integrating the stochastic master equation, which in this case is

$$d\rho_c = -i[\lambda_1 XII + \lambda_2 IXI + \lambda_3 IIX, \rho_c]dt + \gamma (D[XII] + D[IXI] + D[IIX])\rho_c dt + \kappa (D[ZZI] + D[IZZ] + D[ZIZ])\rho_c dt + \sqrt{\kappa} (\mathcal{H}[ZZI]dW_1 + \mathcal{H}[IZZ]dW_2 + \mathcal{H}[ZIZ]dW_3)\rho_c.$$

(2.61)

The feedback control parameters $|\lambda_j|$ are then determined from the conditional density matrix $d\rho_c$. By minimizing a cost function, which is defined as the distance between the conditional density matrix and the space in which the
logical qubit should reside (the codespace), the optimal feedback is determined to be

\begin{align}
\lambda_1 &= \lambda \text{sgn}(YZI + YIZ)_c, \\
\lambda_2 &= \lambda \text{sgn}(ZYI + IYZ)_c, \\
\lambda_3 &= \lambda \text{sgn}(ZIY + IZY)_c,
\end{align}

(2.62)

where \(\lambda\) is the maximum available feedback strength. Here, \(\text{sgn}(x) = +1\) if \(x > 0\), \(\text{sgn}(0) = 0\), and \(\text{sgn}(x) = -1\) if \(x < 0\). It is shown in Ref. [110] that this quantum error correction protocol can efficiently increase the fidelity of the encoded quantum states beyond that achieved by traditional projective-measurement-based error-correction, so long as the time delay induced by the feedback loop is small enough.

It was shown in [179] that averaging the stream of measurement results is sufficient to perform quantum error-correction, thus replacing the highly complex Bayesian feedback with time-averaged feedback. Further efficient methods for continuous-time quantum error-correction are presented in [180].

A simpler situation occurs if the environment that is causing the errors can itself be measured. An example of this is when the light that leaks out of an optical cavity is detected. In this case the measurement provides direct information about what error has occurred, reducing the resources required for quantum error correction. It is shown in [111] that when the bath that causes the errors is detected, Markovian feedback is all that is required to perform error-correction, and only \(n + 1\) physical qubits are required to encode \(n\) logical qubits.

Quantum feedback has been combined with open-loop control protocols to reduce errors in quantum systems. The open-loop technique of dynamical decoupling allows errors to be reduced if they are due to noise that has a sufficiently long correlation time [183–185]. In [186] feedback and dynamical decoupling are combined by feeding the output of a dynamical decoupling protocol to a feedback controller. It is shown that for a single qubit the combination of quantum feedback and dynamical decoupling outperforms either method when used alone.

2.5.2. State reduction and stabilization

In the previous section we discussed the use of feedback to protect quantum state temporarily. We refer to the indefinite protection of a quantum state as stabilization. Unknown states cannot be stabilized, but known states certainly can be. Sometimes open-loop control can be used to stabilize states, but only in certain circumstances, for example when an effectively zero-temperature environment is available [130]. Markovian quantum feedback can be used to stabilize the states of a single two-level atom when the source of decoherence is detected [130–132]. In Ref. [130] it is shown that for a two-level atom, states in an ellipse in the lower half part of the Bloch ball can be stabilized by open-loop control under the damping process. However, when we introduce Markovian quantum feedback and carefully choose the feedback gain and the strength of the driving field, it is only states on the equator of the Bloch sphere that cannot be stabilized.

More generally, Bayesian feedback has been applied to the stabilization of quantum states in a variety of mesoscopic systems [187–207]. These include nano-mechanical resonators [189–191], quantum-dots [192–203], and superconducting qubits [204–207].

Immediately before a stabilization feedback process starts, the system to be controlled will likely be in some steady-state determined by the noise processes that drive it, and this state is often significantly mixed. When we first apply measurement-based feedback, the measurement will reduce the entropy of the system, a process often called purification. If the state towards which the measurement projects the system is not one of the eigenstates of the initial density matrix, then the measurement necessarily also induces a “collapse” of the wave-function, a process often called “state-reduction”. Thus purification may or may not involve state-reduction, although often these terms are used interchangeably.

If we make a continuous measurement of an observable, and perform no feedback, then the measurement will continually try to project the system onto one of the eigenstates of the observable, where the choice of eigenstate is random. In the absence of noise that interferes with the reduction process, the final state of the system will be one of these eigenstates. As shown in [208–212], if we perform feedback control during the state-reduction process, we can control which eigenstate that the measurement projects onto.

To examine this process further, we consider the single-qubit state-reduction protocol presented in Ref. [208]. As shown in Fig. 4 a single two-level system, such as atom, is inserted into an optical cavity, and the output of the cavity
Figure 4: (Color online) Schematic diagram of a proposed theoretical setup \cite{208} for qubit state stabilization. The information of the spin inside the cavity is continuously extracted by an optical probe field and then detected by homodyne measurement. The electric output signal $I(t)$ of the homodyne measurement is fed into a digital controller and then fed back to control the magnetic field (shown in green) imposed on the spin.

is measured by a homodyne detection. When the cavity damping rate is much faster than the dynamics of the qubit, this measurement procedure realizes a continuous measurement of the $\sigma_z$ operator of the two-level system.

The stream of measurement results is fed into a digital controller and then back to control a classical field that allows us to rotate the two-level system around the $y$-axis. The control Hamiltonian is thus $H = B(t) \sigma_y$, where $B(t)$ is the control parameter that we can vary. Writing the state of the two-level system using the Bloch vector $\mathbf{v} = \left(v_x, v_y, v_z\right)^T = \left(\langle \sigma_x \rangle, \langle \sigma_y \rangle, \langle \sigma_z \rangle\right)^T$, the dynamics under the feedback process is

\begin{align}
\frac{dv_x}{dt} &= \left[ B(t) v_z - \frac{\Gamma_z}{2} v_z \right] dt - \sqrt{\Gamma_z} v_x v_z dW,
\frac{dv_y}{dt} &= -\frac{\Gamma_z}{2} v_y dt - \sqrt{\Gamma_z} v_x v_z dW,
\frac{dv_z}{dt} &= -B(t) v_x dt + \sqrt{\Gamma_z} \left(1 - v_z^2\right) dW.
\end{align}

If we assume that $v_y = 0$, the control field $B(t) = G v_x$ with $G > 0$ can steer the system to the spin-up state with unit probability. This method is extended in \cite{209} to systems with any fixed total angular momentum $J$, such as a dilute gas of two-level atoms. In this work a piecewise-continuous control protocol is designed to stabilize any selected eigenstate of the $J_z$ operator, and can also be used to stabilize the symmetric and antisymmetric states in a system with two qubits.

As our final example of stabilization, we now present the approaches introduced in \cite{213, 215} in which feedback is used to stabilize a particular dressed state in a strongly-coupled cavity-QED system. For a weakly-driven single-cavity mode strongly coupled to $N$ atoms with coupling strength $g$, the steady state is

$|\phi_{ss}\rangle = |0, g\rangle + \lambda \left( |1, g\rangle - \frac{2g \sqrt{N}}{\gamma} |0, e\rangle \right) + O\left(\lambda^2\right).$  \hspace{1cm} (2.64)

Here $\gamma$ is the damping rate of the atom, and $\lambda \ll 1$ is proportional to the ratio $\varepsilon_d/\kappa$, where $\varepsilon_d$ and $\kappa$ are the driving strength and damping rate of the cavity, respectively. The state $|j, g\rangle$ denotes $j$ photons in the cavity mode, and all the atoms in their ground states, while $|j, e\rangle$ denotes $j$ photons in the cavity mode and all but one of the atoms are in their ground states.

Since the steady-state has almost no photons, photon detections are relatively rare. When a photon is detected, the
conditional state changes abruptly, and evolves as
\[ |\psi_c(\tau)\rangle = |0, g\rangle + \lambda [\xi(\tau)|1, g\rangle + \theta(\tau)|0, e\rangle], \]  
(2.65)

where \( \xi(\tau) \) and \( \theta(\tau) \) are oscillatory functions of time. It turns out that by adjusting the driving field at a specific time after the detection, the state of the system can be frozen indefinitely. Once the driving field is returned to its original value, the evolution of the conditioned state continues as if it had never been interrupted, and returns to the steady-state. This feedback scheme was realized experimentally in Ref. [215].

It has also been shown that the same atom-cavity system can be stabilized in the opposite regime of strong-driving [213]. In this case one of the dressed states is stabilized by flipping the atomic state using a \( \pi \)-pulse when a measurement-induced quantum jump is observed. The signature of this stabilization process appears in the atomic fluorescence spectrum as the enhancement of one sideband.

Not all feedback involves changing the Hamiltonian of a system conditional upon the measurement stream. If the purpose is to engineer a specific kind of measurement, for example, one may change the measurement conditional on the stream of measurement results. The result of this feedback-modified measurement is referred to as an adaptive measurement. We will give examples of adaptive measurements below. In Refs. [216, 217], the authors consider how to design an adaptive measurement to minimize the classical memory required to track the state of the measured system. They show that for a \( d \)-dimensional system it is possible to modify the measurement with time so that the system is restricted to jumping between a discrete set of just \( k \geq (d-1)^2 + 1 \). This means that a \( d \)-dimensional system can be tracked by a classical \( k \)-state machine, and a special case shows that a qubit can be tracked by a classical bit.

2.5.3. Squeezing via feedback

A quantum harmonic oscillator obeys Heisenberg’s uncertainty principle, meaning that the momentum variance can only be reduced below \( \hbar \omega/2 \) at the expense of increasing the position variance above \( \hbar/(2m) \). Here \( m \) and \( \omega \) are respectively the mass and frequency of the oscillator. For an optical mode, the equivalent conjugate variables are referred to as the amplitude quadrature \( X \) and phase quadrature \( Y \). A state in which the variance of one conjugate variable is decreased at the necessary expense of the other is called a squeezed state. For a single mode of an optical or electrical cavity it is not only the state of the mode that is of interest, but the state of the travelling-wave light or electrical signal that is emitted from the cavity. We may want to squeeze either the oscillator or this output. Methods for squeezing both have been investigated quite extensively.

Assuming that the thermal noise on an oscillator is negligible, its state can be squeezed merely by modulating its frequency \( \omega \) at \( 2\omega \). This is called parametric amplification because it amplifies one quadrature, and because \( \omega \) is a “parameter” in the Hamiltonian. If we want to squeeze the oscillator in the presence of thermal noise, then we need to reduce this noise, for which measurement-based feedback is one option. Neither measuring a single quadrature, nor making a homodyne measurement are sufficient for this purpose [152]. There are two methods presently known to do this. One is to make a measurement of a single quadrature, but do so in the rotating frame of the oscillator. Braginsky et al. [218] were the first to devise a method to do this, which effectively involves making a measurement of an oscillator’s position, and turning the measurement off and on at the frequency \( 2\omega \) (see also [158, 194, 219]). This “strobing” of the measurement can be achieved merely by modulating the interaction with the measuring device sinusoidally at this frequency. In the interaction picture the quadrature variables are unchanging, so that Braginsky’s measurement is a quantum non-demolition (QND) measurement. Other methods for making QND measurements of the quadratures have been devised [152, 156], but Braginsky’s is probably still the most practical. A QND measurement produces a squeezed conditional state — a squeezed state from the point of view of someone who is able to have processed the measurement record to determine the means of the quadratures. Since the means fluctuate, without this information the state is not squeezed. But since a linear feedback force can be used to stabilize the means, we can use feedback from the QND measurement to produce an unconditional squeezed steady-state [190, 219].

The second method to produce squeezed states in the presence of significant thermal or other noise is to combine a parametric drive with a standard (unmodulated) measurement of position. Here the parametric drive creates the squeezing and the measurement is much weaker, and extracts the entropy injected by the thermal noise [220, 221]. This method of producing squeezing has been realized, although not in the quantum regime, in [159, 222].

We note that QND measurements have also been used to generate squeezing in the collective spin state of a gas of two-level atoms, both theoretically [160] and experimentally [223, 225].
### 2.5.4. Controlling mechanical resonators

In the previous section we discussed the use of feedback to squeeze oscillators, mechanical or otherwise. We now focus on mechanical oscillators, and consider the creation of other states. The first task in bringing a mechanical resonator into the quantum regime is to suck out all the thermal noise so as to put the resonator in its ground state. From there we can use purely open-loop control protocols to place it in a more interesting nonclassical state. To make it possible to cool a mechanical resonator to the ground state (see, e.g., [226, 227]), it must have a very high frequency so as to reduce the thermal noise, even when placed in a dilution refrigerator. To attain the required frequencies the resonators must have a very small mass, and there are a number of ways to realize such microscopic and mesoscopic resonators. One can merely make them small [228–240], in which case their frequencies are still a little low to enter the quantum regime. One can go even smaller by fabricating resonators on layered structures using lithography, and these are usually referred to as nano-resonators [241–245]. One can also use microscopic systems such as trapped ions [246], electrons [247], laser-trapped nano-particles [248], a gas of neutral atoms trapped in an optical lattice [249–254].

State-of-the-art cooling schemes for nano- and micro-mechanical resonators currently use coherent feedback, to be discussed in Section 3. Nevertheless measurement-based cooling methods for mechanical resonators have been investigated quite extensively. When the resonator is far from the classical regime, feedback cooling of resonators can be considered classical [255–257]. The primary obstacle to cooling resonators to the ground state using measurement-based feedback is the requirement that the measurement has an efficiency near unity. At the time of writing, measurements on nano-resonators do not have the required efficiency, but we expect this to change in the near future. Cooling via measurement has been investigated both for Markovian feedback [258–260] and Bayesian feedback [128, 129, 189, 190, 261]. Feedback can also be used to create and control highly non-classical states of resonators [127].

### 2.5.5. Controlling transport in nano-structures

Measurement-based quantum feedback can be used to control the quantum transport process in nanostructures [262–265]. This can be thought of as stabilizing the quantum state of the transport device. The proposal in Ref. [264] shows that a classical feedback control can freeze the fluctuations of quantum transport by changing parameters in the Hamiltonian conditional to the number of tunneled particles. This feedback method can be further used to reconstruct the full counting statistics of the transport device from the frozen distribution. In [265], this proposal was applied to nonequilibrium-electron-transport through a double-quantum-dot, which for this purpose can be treated as a two-level system. The feedback is able to purify the transport state, represented by the full counting statistics of the electron flow through the device, and it is shown that half of the quantum states on the Bloch sphere of the double-quantum-dot can be stabilized. The feedback is also able to stabilize the coherent delocalized states of the electrons.

### 2.5.6. Entanglement creation and control

It is shown in [266] that when a cavity containing two two-level atoms is resonantly driven, the steady-state of the atoms can be entangled. More specifically, if (i) the cavity damping rate $\kappa$ is much faster than all other timescales, so that the cavity can be adiabatically eliminated, and (ii) the collective damping rate of the atoms induced by the cavity is much larger than the atoms’ spontaneous emission rates, then one can recover a Dicke model for the atoms. The steady state of this Dicke model can be written in the angular momentum basis and analyzed in terms of the symmetric and antisymmetric subspaces. When the initial state of the atoms is symmetric, the stationary state is entangled, although this entanglement, measured by the Wootters’ concurrence [267], is only about 0.11 [266].

It turns out that Markovian quantum feedback can be used to increase the steady-state entanglement of the atoms [133–146]. It has been shown that this is possible using both feedback based on photon detections (quantum jumps) [140–146], and feedback using homodyne detection (trajectories driven by Gaussian noise) [133–137].

In Ref. [133] the authors show that for homodyne detection the stationary entanglement can be increased from 0.31 under feedback that is symmetric for the two atoms (see Fig. 5). This stationary entanglement can be increased further to 0.82 if local asymmetric feedback is introduced [134]. Feedback based on photon detections is even better at maintaining entangled states, and for symmetric feedback is able to achieve a concurrence of 0.49 [141]. This stationary entanglement is reduced by spontaneous emission, but can be increased further by the use of local asymmetric feedback. Feedback based on photon-detections is also robust against fluctuations in various parameters, such as the...
Figure 5: (Color online) Schematic diagram of a theoretical proposal [133] for two-atom entanglement creation by homodyne-mediated feedback. The homodyne current $I(t)$ from the damped cavity is directly fed back to generate a control signal $\alpha + \lambda I(t)$, which is converted into an optical signal by an electro-optic modulator and then used to resonantly drive the cavity coupled to the two atoms. These two atoms are entangled in the steady state.

detection efficiency, especially in the adiabatic regime [141]. Bayesian feedback has also been used to generate and protect entanglement in the above system [161, 268]. Although the computational complexity for this kind of control is higher, it can also potentially produce higher entanglement.

As an extension of the above feedback schemes, the stabilization of multipartite entanglement via feedback has also been considered [269, 270]. Due to the lack of a measure for multipartite entanglement, these studies have focused on stabilizing particular multipartite entangled states, such as Dicke states [161] or GHZ states [168]. More recently, the control of entanglement via feedback has been discussed for solid-state systems, especially superconducting circuits [166–168], and has been demonstrated experimentally both in superconducting circuits [271] and cavity QED systems [272].

Continuous-variable entanglement of optical beams, which is closely related to multi-mode optical squeezing, can, and usually is, produced by using nondegenerate parametric oscillator in an optical cavity. This method is limited by the strength of the optical nonlinearity employed, which is usually very weak, and is further reduced by the cavity damping. It has been shown that feedback can be used to increase the continuous-variable entanglement [273-277, 279-282] generated in this way.

Consider two optical modes with quadrature operators $X_1$, $Y_1$ and $X_2$, $Y_2$, respectively. In Ref. [273] it is shown that a single-loop Markovian feedback scheme can be used to reduce the variance of the operator $X_1 - X_2$ while preserving the variance of the operator $Y_1 + Y_2$, thus improving the steady-state entanglement of the two modes. However, the entangled state in this case is a mixed state. A modified proposal in Refs. [274, 275] is able to produce a pure steady-state two-mode entangled state by using two independent feedback loops to control the variances of $X_1 - X_2$ and $Y_1 + Y_2$ simultaneously.

It has been shown that the problem of finding the optimal homodyne measurement and Markovian feedback to produce two-mode intracavity Einstein-Podolsky-Rosen correlations for both a vacuum environment [276] and a thermal bath [277] is a semidefinite programming problem [278]. This means that a global optimum can be found numerically in a systematic way. A general upper bound for the generation of steady-state entanglement for multimode bosonic fields via feedback has also been obtained [279]. Quantum feedback has been applied to the problem of generating deterministic entanglement at the single-photon level [280], to avoid entanglement sudden death [281], and to enhance entanglement distributed between cavities including propagation delays and photon loss [282].

2.5.7. Quantum state discrimination

The efficient discrimination of nonorthogonal quantum states has various applications in quantum and classical communications and quantum-enhanced metrology. For discrete-variable quantum systems, such as qubits, it has
been shown theoretically \cite{283} and experimentally \cite{284} that continuous measurement and feedback can efficiently discriminate two nonorthogonal states of a single qubit, as well as correct these states against dephasing noise. It has also been demonstrated experimentally that adaptive local measurement and feedback performs much better than non-adaptive measurements for discriminating non-orthogonal states of qubits, given multiple copies, and can efficiently suppress noise \cite{285}.

Quantum feedback has also been used for the discrimination of coherent states of oscillators or traveling-wave fields. Such discrimination is useful for communication, because coherent states are easy to be prepare and manipulate. Adaptive measurement schemes can maximize the information rate so as to achieve Holevo’s bound \cite{286}, and allow for long-distance communication. It has been shown both theoretically \cite{287} and experimentally \cite{288,290} that joint-detection and adaptive feedback with pulse-position-modulation codewords reduces the error probability for both conditioned and unconditioned coherent-state discrimination, compared with traditional direct detection methods (e.g., homodyne detection). This method can also beat the standard quantum limit to approach the Helstrom limit \cite{291}, being the minimum achievable average probability of error for discriminating quantum states.

2.5.8. Quantum parameter estimation

High-precision phase measurements of optical beams, especially those in the quantum regime, have various important applications, such as interferometric gravity-wave detection or quantum communication. However, the phase of the electromagnetic field mode is not a directly-measurable quantity, and phase measurement protocols always measure some other quantity that introduces excess uncertainty and noise into the estimation process.

The traditional method for measuring phase was to use heterodyne detection, in which the field mode to be measured is combined with a far-detuned strong local oscillator field. It is well-known that phase measurements based on heterodyne detection can reach the standard quantum limit, in which the phase sensitivity, being the variance of the measured phase $(\delta \phi)^2$, scales as $N^{-1}$ when a state with an average of $N$ photons is fed into the input port to be measured. But this is not the fundamental limit to phase estimation. The latter is the Heisenberg limit, which gives a scaling of $N^{-2}$. The Heisenberg limit could be achieved with a perfect measurement of canonical phase \cite{303,304}, but this appears to be essentially impossible.

Wiseman and collaborators \cite{292–300} have shown that by using an adaptive measurement it is possible to realize a measurement of phase that is very close to the Heisenberg limit \cite{301,304}. There are primarily two approaches. One can use an adaptive homodyne measurement \cite{292,297} or an adaptive interferometric measurement \cite{298,300} (see Fig. 6). As shown in Fig. 6a, the key element of an adaptive homodyne phase measurement is to feed back the output of the homodyne detection to control the phase of a local oscillator, and thus track the phase quadrature to be estimated. It is shown in Ref. \cite{293} for a semiclassical model and in Ref. \cite{294} for a full quantum analysis that an excess phase uncertainty scaling as $N^{-3/2}$ can be reached. A modified approach in Ref. \cite{296} shows that a more sophisticated feedback protocol can reach a better theoretical limit, scaling as $\ln N/N^2$.

The adaptive interferometric phase measurement can perform even better than the adaptive homodyne method. In an adaptive interferometry phase measurement, a Mach-Zehnder interferometer is introduced with the unknown phase to be estimated in one arm and the controllable phase used to track the unknown phase in the other arm. This achieves a phase sensitivity very close to the Heisenberg limit \cite{298,299}. It has also been shown that both the adaptive homodyne method \cite{297} and the interferometric method \cite{300} can be used to estimate a stochastically-varying phase. More complex feedback designs, such as those based on time-symmetric smoothing \cite{305,307}, can also be used in adaptive phase measurement. A number of adaptive phase-measurement schemes have been demonstrated in experiments \cite{169,308,313}.

More generally, we may wish to estimate one or more numbers that parameterize the state, Hamiltonian, or overall evolution of a system. Such parameters can be estimated by making a continuous measurement on an evolving system and processing the measurement results \cite{314,319}. Such a procedure has applications to metrology, such as the detection of weak force by monitoring a harmonic oscillator \cite{318}, or estimating the Rabi frequency of a two-level atom \cite{315}. Feedback control can be used to make the estimation process more robust to the uncertainty in the system parameters \cite{319}. The basic method involved in parameter estimation and metrology via continuous measurements to use a “hybrid” master equation that evolves the observer’s knowledge of the system as well as their knowledge of the parameters \cite{318}, or an equivalent quantum particle filtering equation \cite{317}.
2.5.9. Rapid state-purification and measurement

It is possible to use quantum feedback to speed up the rate at which a continuous measurement purifies, or provides information about a quantum system \[196, 320–332\]. To understand this further, let us consider a continuous measurement of a qubit which provides information about the basis \([|0\rangle, |1\rangle]|\). The dynamics of this measurement is given by the SME

$$d\rho = D[\sigma_z] \rho \, dt + \mathcal{H}[\sigma_z] \rho \, dW.$$  \tag{2.66}$$

In order to study how one can reduce the observer’s uncertainty of the measured quantum system, an algebraically simple measure of the observer’s uncertainty, called “linear entropy”, \(s = 1 - \text{tr} \left[ \rho^2 \right]\), is useful. If we assume without loss of generality that \(y = 0\), we can obtain from Eq. (2.66) that \[322\]

$$ds = -4s dt - 4z s \, dW,$$ \tag{2.67}$$

where \(\alpha = \text{tr} [\sigma_x \rho], \alpha = x, y, z\). It can be seen that \(s\) will decrease more rapidly when \(x\) is maximized. If we introduce an ideal Hamiltonian feedback that rotates the qubit at each time step to maintain \(z = 0\), then \(ds\) is maximized and given by \(ds = -4s dt\). As shown in Ref. [320], if we start from a maximally mixed state, then under this feedback, and in the long time limit, the time required to achieve a purity of \(1 - \epsilon\) is \(\tau_q = \ln \left( \epsilon^{-1} \right) / 4\), which is half the time taken for the average purity to reach this level without feedback. Here \(\epsilon \ll 1\) denotes the error threshold value. Such an increase in the rate of purification is a purely quantum effect, and cannot be realized for an equivalent measurement on a classical bit.

Although the above analysis shows that using feedback to continually rotate the quantum state onto the plane orthogonal to the measurement axis will speed up purification, Ref. [322] shows that keeping the quantum states parallel to the measurement axis can reduce the average time for the measured quantum system to reach a given purity.

As an extension of the results in Ref. [320], a more general study in Ref. [321] shows that Hamiltonian feedback can speed up the rate of purification, or state reduction, by at least a factor of \((d + 1)/3\) for an observable with \(d\) equispaced eigenvalues. However, the quantum feedback methods in these studies concentrate only on maximizing the purity of the measured quantum states, and do not care about how to obtain information about the initial state of the system. That is why they are referred to as rapid purification protocols rather than rapid measurement protocols.
In contrast to quantum rapid purification, in Ref. [327] the authors show that quantum feedback can increase the rate of information gain about the initial preparation. It is found that the information-extraction rate for a \(d\)-dimensional system can be increased by a factor that scales as \(d^2\). More exact bounds for rapid measurement protocols are given in [329], in which it is shown that feedback can increase the rate of information extraction by a factor \(R\) by

\[
\frac{2}{3}(d + 1) \leq R \leq \frac{d^2}{2}
\]

(2.68)

for an observable with \(d\) equispaced eigenvalues. Further results on quantum rapid purification and measurement can be found in Ref. [330].

2.5.10. Control-free control

The term “control-free control” refers to measurement-based feedback control in which the state of the system is controlled without modifying the Hamiltonian of the system, but merely by changing the measurement with time. This is an adaptive measurement process designed to control the system. Control-free control exploits the fact that, in general, quantum measurements affect the dynamics of a system in ways that classical measurements do not. Several approaches for control-free control have been discussed to-date. In one of these, the quantum anti-Zeno effect is used to drag the system in the direction of one of the states onto which the measurement projects [333, 334]. However, this requires rather strong measurements. In another approach, a small set of measurements [335–337] is able to prepare a state by alternating between the measurements [338, 339]. This process is able to stochastically drive the system towards a final pure state with unit probability. A third method involves making a continuous measurement, and exploiting the fact that when the measurement-basis is chosen in the right way, the measurement generates diffusion of the state in Hilbert space. By changing the measurement basis with time, a diffusion gradient can be created in Hilbert space. This diffusion gradient will then stochastically drive the system towards a single pure state [340]. The control-free control protocols [338] have been realized in recent experiments. For example, in Ref. [341], measurement-only state manipulations are realized on a nuclear spin qubit in diamond by adaptive partial measurements (see Fig. 7). By combining a quantum non-demolition readout on the electron ancilla qubit with real-time adaptation of the measurement strength, the nuclear spin can be steered to a target state by measurements alone. This interesting work [341] shows that it is possible to implement measurement-based quantum computing by quantum feedback.

3. Coherent Quantum Feedback

As explained above, measurement-based feedback involves using the results of measurements on a quantum system to direct its motion. When we make a measurement on a quantum system, we obtain classical information. But we necessarily obtain only partial information about the dynamical variables, and in general we disturb the state at the same time. It is therefore interesting to consider a feedback loop in which classical information is not extracted. This concept, now referred to as coherent feedback, was first introduced by Lloyd in 2000 [77], and it can be seen as the more general case of the all-optical feedback proposed earlier, in 1994, in quantum optical systems by Wiseman and Milburn [71]. The idea is that instead of having a classical controller that makes a measurement on the system, the controller is a quantum system, and the control is achieved simply by having the two systems interact. To understand this better, it is worth examining the Watt governor, which has a very simple feedback mechanism. The purpose of the Watt governor is to control the speed of an engine. To do this, the engine is connected to a simple mechanical device so that it spins the device. The device is designed so that the centrifugal force from the spinning causes it to expand, so that the faster the engine spins, the more it expands. This expansion is then used to reduce the fuel supply to the engine, thus stabilizing the engine at some chosen speed. The nice thing about this simple feedback system is that we can think of it as a loop in which the control device obtains information from the engine, and uses this to control it. It is also clear that the engine and controller are merely two coupled mechanical systems. In the Hamiltonian description of the joint system, there is therefore no loop, but merely an interaction between the two systems. A quantum controller can therefore act in the same way, performing feedback control even though the description of the system may not involve an explicit loop.

In fact, there is a way to make the loop explicit for a quantum controller in which there are no measurements. This is done by coupling the system to a travelling-wave electrical (optical) field that propagates in one direction.
Figure 7: (Color online) Control-free control \[338\] experiment \[341\] on nuclear spin qubits in diamond. (a) Partial measurement of a spin qubit in diamond. (b) Quantum non-demolition measurement of the ancilla and system qubit coherence during readout. The figure is from Ref. \[341\].
from the system to the controller. We then use a second travelling-wave field that propagates from the controller to
the system, thus closing the loop. To do this, the two travelling fields must continue propagating after they interact
with the systems, and this introduces an irreversible element to the dynamics. However, since control systems are
usually intended to introduce some kind of damping to the system, this irreversibility need not be detrimental. In
what follows, we discuss feedback control that employs a unitary (Hamiltonian) interaction between the system and
controller, often referred to as direct coherent feedback, where the interaction is mediated by travelling-wave fields,
often referred to as field-mediated feedback.

3.1. Direct coherent feedback

In general, the action of a controller that is coupled to a system via a unitary interaction may not break down into
clearly defined processes which involve the extraction of information and use of this information to apply forces to
the system. Nevertheless, it is interesting to construct an interaction that does perform these individual processes. As
an example, let us consider the control of a single qubit by a controller that is also a qubit. The qubit to be controlled
(the primary) is initially in some unknown state $|\psi\rangle = \alpha |0\rangle + \beta |1\rangle$, and we want to place it in the state $|0\rangle$. If the state
of the primary is completely unknown, then from the point of view of any observer, and the controller, the state of the
qubit is the density matrix $\rho = (1/2) |0\rangle \langle 0| + (1/2) |1\rangle \langle 1|$. We cannot do this by executing a unitary operation on the
system, because to chose the right unitary we would need to know the initial state. If we were using measurement-
based feedback, then we could perform a projective measurement on the primary, at which point we would know what
unitary to apply and execute a unitary operation according to the measurement output. Note, however, that if we did
this we would have destroyed the initial state, so that no other information can be extracted from it.

To use a unitary interaction to prepare the primary in the state $|1\rangle$, we need the controller to be in a pure state.
Starting the controller in the state $|0\rangle$, we turn on an interaction that will transform the controller to the state $|1\rangle$ only
if the primary is in state $|1\rangle$. If we write the states of the primary on the left of the tensorproduct, and those of the
controller on the right, then the unitary operator required is

$$U = |0\rangle \langle 0| \otimes I + |1\rangle \langle 1| \otimes (|0\rangle \langle 0| + |1\rangle \langle 1|),$$

(3.1)

where “$\otimes$” is the tensor product. This unitary transforms the state of the two systems as

$$U|\psi\rangle \otimes |0\rangle = U(\alpha |0\rangle + \beta |1\rangle) \otimes |0\rangle = \alpha |0\rangle \otimes |0\rangle + \beta |1\rangle \otimes |1\rangle.$$  

(3.2)

The two qubits are now correlated, since the controller is in state $|1\rangle$ if and only if the primary is in state $|1\rangle$. The
controller now “knows” the state of the system, and can act accordingly. To do this, we need an interaction that
performs a different action on the primary for each of the states of the controller. In particular, we need to transform the state of the primary from \(|0\rangle\) to \(|1\rangle\) only if the state of the controller is \(|0\rangle\). The unitary that does this is

\[
U_{\text{fb}} = \langle 0|1\rangle \otimes |0\rangle + \langle 1|1\rangle \otimes |0\rangle + I \otimes |1\rangle |1\rangle.
\] (3.3)

Acting on the joint state in Eq. (3.2) with this unitary produces the final state

\[
U_{\text{fb}} |0\rangle \otimes |0\rangle + \beta |1\rangle \otimes |1\rangle = |1\rangle \otimes (\alpha |0\rangle + \beta |1\rangle) = |1\rangle \otimes |\psi\rangle.
\] (3.4)

This completes the feedback procedure, placing the primary in the state \(|1\rangle\) for every value of \(\alpha\) and \(\beta\). Interestingly the initial state of the primary has not been destroyed. This state, and thus the “quantum information” in the primary has been transferred to the controller.

In the above example, the controller in the measurement-free feedback procedure performs essentially the same action as a measurement that projects the primary onto the basis \([|0\rangle, |1\rangle]\). The controller becomes correlated with the system in the basis \([|0\rangle, |1\rangle]\), and then performs an action depending on whether the system is in state \(|0\rangle\) or \(|1\rangle\), just as the measurement-based feedback would. But because the projection is not actually performed, and the whole process is “coherent”, the quantum information in the primary is not destroyed. We note that direct coherent feedback was experimentally demonstrated in a nuclear magnetic resonance (NMR) system shortly after it was proposed [78].

If we perform the feedback coherently (without measurement), then the above procedure, in which a “correlation step” is followed by a “feedback” step, is not necessary. The same operation can be performed by a single interaction that follows a different path in state space. The interaction Hamiltonian

\[
H = \hbar \lambda (|0\rangle\langle 1| \otimes |0\rangle + |1\rangle\langle 0| \otimes |0\rangle|1\rangle)
\] (3.5)
generates the unitary

\[
U = |0\rangle\langle 1| \otimes |0\rangle + |1\rangle\langle 0| \otimes |0\rangle|1\rangle
\] (3.6)
in a time \(\tau = \pi/(2\lambda)\). This unitary transforms the initial joint state \(|\psi\rangle \otimes |0\rangle\) to the final state \(|1\rangle \otimes |\psi\rangle\), but there is no clear breakdown into information gathering and feedback.

3.2. Field-mediated coherent feedback

To explain how traveling-wave fields can mediate interactions between quantum systems, it may be simplest to begin with an example. As mentioned in the introduction, feedback mediated by fields was first introduced by Wiseman and Milburn in the setting of quantum optics [71]. In Fig. 9 we show the configuration considered in [71]. In this scheme, there are two optical cavities, one of these is horizontal in the figure (cavity 1), and the other is vertical (cavity 2). The two cavities are coupled directly by a nonlinear crystal, but this is not the field-mediated part of the coupling. The output beam from the horizontal cavity is fed through a combination of a polarization beam-splitter (cavity 2). The two cavities are coupled directly by a nonlinear crystal, but this is not the field-mediated part of the feedback protocol, and can generate nonclassical states in the primary mode. For example, if we choose \(B = i\lambda(c_1 + c_1^\dagger)\), the resulting feedback produces squeezed states of the primary mode when \(0 < |\mu| < 1\).
Figure 9: (Color online) Schematic diagram of a theoretical proposal [71] for an all-optical feedback scheme. An external input field $b_1$ is first fed into the source cavity $c_1$, and then the output field $b_2$ is directed back to be fed into another driven cavity $c_2$ via an all-optical feedback loop. The source (vertical) cavity and the driven (horizontal) cavity are coupled to each other by a nonlinear crystal which induces a nonlinear coupling, denoted by the interaction Hamiltonian $V$. The Faraday rotator and the Polarization-sensitive Beam Splitter (PBS) are introduced to generate a unidirectional feedback loop.

3.2.1. Networks of quantum systems

The configuration of the feedback system in Fig. 9 has a unidirectional connection from the system to controller, which replaces the measurement in measurement-based feedback, but does not use a unidirectional coupling for the feedback part of the loop. We can, however, use a cascade connection for both, in which case we have a complete unidirectional loop. What we now need to know is how to describe these cascade connections mathematically. To do this, we use the input-output, or “quantum noise” formalism of Collet and Gardiner (CG) [73, 102], also known as the Hudson-Parthasarathy (HP) model, as the latter independently derived the same formalism in a more rigorous, measure-theoretic way [103]. The formalism uses Heisenberg equations of motion for the operators of the systems, with input operators that drive these equations in a similar way to that in which Wiener noise drives classical stochastic equations. The formalism also contains output operators, and systems are then easily connected together by setting the input of one system equal to the output of another.

In the CG/HP formalism, each system is described by a Hamiltonian, along with the operators through which it is coupled to the input/output fields. Further, the fields can be coupled to each other using beam-splitters, which take two inputs and produce two outputs that are linear combinations of the inputs. By describing a single “unit” as having a Hamiltonian $H$, a vector of input coupling operators $L$, and a linear transformation between inputs and outputs codified by a matrix $S$, Gough and James [82] elucidated a set of rules that covered the ways in which these units, or network elements, could be combined into networks. We now describe the CG/HP formalism, and the Gough-James rules [82] for combining circuit elements.

The dynamics of a system coupled to input fields is given by the quantum Langevin equations, i.e., Eq. (2.11), and the output fields that correspond to each input are given by Eq. (2.12). As mentioned above, we describe each unit by a tuple

$$G = (S, L, H),$$  

(3.7)

where $H$ is the internal Hamiltonian of the system; $S$ is a $n \times n$ unitary matrix with operator entries and is called a scattering matrix; $L = (L_1, \cdots, L_n)^T$ is a vector of operators through which the system couples to the inputs, with one for each input. We denote the inputs to the system by $b_n(t) = [b_1(t), \cdots, b_n(t)]^T$ in which each of the $b_i(t)$, ($i = 1, \cdots, n$) are separate input fields, all initially in the vacuum state. The notation given in Eq. (3.7) can
where the Liouville superoperator from which we obtain the following input-output relation with initial condition which is of the standard Lindblad form. Similar to Eq. (2.12), the output fields corresponding to the inputs di Poisson process Eqs. (2.11) and (2.12) can be written as

$$\begin{align*}
\text{Eqs. (2.11) and (2.12) are given by}
\end{align*}$$

Let $$B(\tau), A(\tau)$$ satisfy the quantum stochastic calculus relations given in Table 1. Let $$V(\tau)$$ be the unitary evolution operator of the total system composed of the controlled system and the input field, then the evolution equation of the total system can be written as

$$dV(\tau) = \left\{ \text{tr} \left[ (S - I) dA^T \right] + dB^T(t) L - L^T dS - \frac{1}{2} L^T(t) \Sigma(t) L dt - \frac{i}{2} H dt \right\} V(t)$$

with initial condition $$V(0) = I$$.

In the Heisenberg picture, the system operator $$X(t) = V(t)X(t)V(t)$$ satisfies the following quantum stochastic differential equation

$$dX(t) = \left\{ L_{L(t)} [X(t)] - i [X(t), H(t)] \right\} dt + dB^T(t) S^T(t) [X(t), L(t)] + [L^T(t), X(t)] S(t) dB(t) + \text{tr} \left[ \left[ S^T(t) X(t) S(t) - X(t) \right] dA^T(t) \right],$$

where the Liouville superoperator $$L_L(\cdot)$$ is defined by

$$L_L(X) = \frac{1}{2} L^T \left[ X, L \right] + \frac{1}{2} \left[ L^T, X \right] = \sum_{j=1}^{n} \left\{ \frac{1}{2} L^T_j \left[ X, L_j \right] + \frac{1}{2} \left[ L^T_j, X \right] L_j \right\},$$

which is of the standard Lindblad form. Similar to Eq. (2.12), the output fields corresponding to the inputs $$B(\tau)$$ and Poisson process $$A(\tau)$$ are given by

$$B_{\text{out}}(\tau) = V^T(t) B(t) V(t)$$,  \hspace{1cm} A_{\text{out}}(\tau) = V^T(t) A(t) V(t),$$

from which we obtain the following input-output relation

$$dB_{\text{out}}(t) = S(t) dB(t) + L(t) dt,$$

$$dA_{\text{out}}(t) = S^T(t) dA(t) S^T(t) + S^T(t) dB^T(t) L^T(t) + L^T(t) dB^T(t) S^T(t) + L^T(t) L^T(t) dt.$$
It can be verified that the increments $dB_{\text{out}}$, $dA_{\text{out}}$ of the output processes also satisfy the rules of quantum stochastic calculus shown in Table 1.

For linear quantum systems, the quantum Langevin equations can be solved directly. In order to perform calculations for nonlinear quantum systems, one must transform the Heisenberg equations of the input-output formalism to master equations. The corresponding master equations are

$$\dot{\rho} = -i[H, \rho] + \sum_j \left( L_j \rho L_j^\dagger - \frac{1}{2} L_j^\dagger L_j \rho - \frac{1}{2} \rho L_j^\dagger L_j \right).$$  \hspace{1cm} (3.14)

Although the scattering matrix $S$ does not appear in the master equation (3.14), it affects the input-output relation of the system as shown in Eq. (3.13) and thus will affect the dynamics of more complex quantum input-output systems, such as the quantum cascade systems which will be specified below.

To connect the outputs of one unit to the inputs of another, so as to form an arbitrary network, we need only two rules. The first is merely a rule that says how to represent a universe that contains more than one separate unit, none of which are connected. If we have the two units $G_1 = (S_1, L_1, H_1)$ and $G_2 = (S_2, L_2, H_2)$, the unit that describes both these units with no connections between them is

$$G_1 \triangleright G_2 = \left( \begin{array}{c|c} S_1 & 0 \\ \hline 0 & S_2 \end{array} \right) \left( \begin{array}{c} L_1 \\ L_2 \end{array} \right) (H_1 + H_2).$$  \hspace{1cm} (3.15)

Gough and James [82] refer to this rule as the concatenation product.

The second rule for combing circuit elements tells us how to determine the unit that describes a network in which the outputs of a unit $G_1$ are connected to the inputs of a unit $G_2$. This rule is

$$G_2 \star G_1 = \left( S_1 S_2 + S_1 L_2 H_1 + H_2 + \frac{1}{2i} (L_2^\dagger S_2 L_1 - L_1^\dagger S_1 L_2) \right),$$  \hspace{1cm} (3.16)

and is called the series product. The concatenation and series products can also be used to decompose a given system into subsystems, and are thus fundamental to feedforward and feedback control.

3.2.2. Quantum transfer function model

The Collet-Gardiner/Hudson-Parthasarathy cascade connections can be used to model essentially any network. However, for linear systems, time-delays and quantum amplifiers can be modeled more easily in frequency space. If we specialize the network formalism of Gough and James [82] so that all the systems are linear, and transform the equations of motion to frequency space, then we have the method of quantum transfer functions [342–345].

A general linear quantum network described by the tuple $(S, L, H)$ satisfies the following conditions [344]: (i) the entries of the scattering matrix $S$ are scalars; (ii) the dissipation operators $L_j$ are linear combinations of the $a_k$ and $a_k^\dagger$; and (iii) the system Hamiltonian $H$ is a quadratic function of the $a_k$ and $a_k^\dagger$. To elucidate the transfer function method further, we consider a useful special case, in which each system is a harmonic oscillator, and the field coupling operators are linear combinations of only the annihilation operators. In this case, the Langevin equations for the annihilation operators are not coupled to those for the creation operators. The annihilation operators for the $n$ oscillators, $\{a_j : j = 1, \cdots, n\}$, satisfy the commutation relations

$$[a_j, a_k^\dagger] = \delta_{jk}, \quad [a_j, a_k] = [a_j^\dagger, a_k^\dagger] = 0.$$

For our special case, the total Hamiltonian is $H = \sum_{ij} \omega_{ij} a_i^\dagger a_j$ and the coupling operators $L_j = \sum_{jk} c_{jk} a_k$, and so we can simplify the SLH formalism, writing the tuple as

$$G = (S, C, \Omega),$$  \hspace{1cm} (3.17)

where

$$C = \begin{pmatrix} c_{11} & \cdots & c_{1n} \\ \vdots & \ddots & \vdots \\ c_{n1} & \cdots & c_{nn} \end{pmatrix}, \quad \Omega = \begin{pmatrix} \omega_{11} & \cdots & \omega_{1n} \\ \vdots & \ddots & \vdots \\ \omega_{n1} & \cdots & \omega_{nn} \end{pmatrix}.$$
If we now introduce an operator vector, which we will call the state vector of the system, \( \mathbf{a} = (a_1, \cdots, a_n)^T \), then from Eqs. (3.11) and (3.13), we can obtain the following Langevin equation and input-output relation:

\[
\begin{align*}
\dot{\mathbf{a}}(t) &= \mathbf{A} \mathbf{a}(t) - C^\dagger \mathbf{S} \mathbf{b}_{in}(t), \\
\mathbf{b}_{out} &= \mathbf{S} \mathbf{b}_{in}(t) + C \mathbf{a}(t),
\end{align*}
\]

where \( \mathbf{A} = -C^\dagger C/2 - i\Omega \).

We can now transform these equations to frequency space by taking either the Laplace transform or the Fourier transform. Using the Fourier transform, defined as

\[
R(\nu) = \int_0^\infty \exp(-ivt) R(t) \, dt,
\]

the Langevin equations can be rearranged to obtain

\[
\begin{align*}
\mathbf{a}(\nu) &= -(i\nu I_n - \mathbf{A})^{-1} C^\dagger \mathbf{S} \mathbf{b}_{in}(\nu), \\
\mathbf{b}_{out}(\nu) &= \mathbf{S} \mathbf{b}_{in}(\nu) + C \mathbf{a}(\nu).
\end{align*}
\]

From Eqs. (3.21) and (3.22), we can obtain the input-output relation of the whole system or network

\[
\mathbf{b}_{out}(\nu) = \Xi(i\nu) \mathbf{b}_{in}(\nu),
\]

where \( \Xi(\cdot) \) is the transfer function of the linear quantum system which can be calculated by

\[
\Xi(i\nu) = \mathbf{S} - C((i\nu I_n - \mathbf{A})^{-1} C^\dagger \mathbf{S}.
\]

The input-output relation (3.23) show the linear map between the input and output of the linear quantum system given by Eqs. (3.18) and (3.19).

The quantum transfer function approach is useful for a number of reasons. While the time-domain network formalism can describe essentially any network, it cannot be used to incorporate static models of non-conservative elements, such as quantum amplifiers, and such components must be treated as dynamical systems. In frequency space, a static model of a quantum amplifier is simply a Bogoliubov transformation [345]. Time delays are also much simpler to include in frequency space, and of course frequency space has the advantage that the transfer function of two cascaded systems is merely the product of the transfer functions of each.

3.3. Applications

3.3.1. Noise-reduction in linear systems

Like measurement-based quantum feedback, the main merit of quantum coherent feedback is that it can be used to suppress sources of entropy, such as external noise, uncertainty in the parameters that define the system, and even to some extent errors in the modeling of the system. In general, the problem of noise-reduction can be captured by asking how to minimize the effect of a set of inputs on a set of outputs. For linear networks, this problem has been studied by a number of authors. James, Nurdin, and Petersen developed linear-quadratic-Gaussian control [87] and H-infinity (\( \mathcal{H}_\infty \)) control [81]. Control of linear systems with squeezers and phase-shifters has been explored by Zhang et al. [347], and Zhang and James [346] have investigated the relationship between direct and field-mediated coupling in networks. The extension of the Collet and Gardiner input-output formalism to non-Markovian field couplings has been developed by Diosi [348] and Zhang et al. [349], and noise suppression via non-Markovian coherent feedback has been analyzed by Xue et al. [38]. Coherent noise-reduction for a single cavity was demonstrated experimentally by Mabuchi in [350].

3.3.2. Optical squeezing

Squeezing as an application of coherent feedback was considered early on by Wiseman and Milburn [71]. More recently, a coherent protocol for squeezing was devised by Gough and Wildfeuer [351] which is simpler and allows more control of the amount squeezing. This protocol [351] has now been experimentally realized by Furusawa’s group in a linear optical system [352]. We schematically depict the protocol in Fig. 10 in which we see that the coherent feedback loop is composed of a squeezing component, such as a degenerate parametric amplifier in the strong-coupling regime, and a beam splitter whose reflectivity can be adjusted. By tuning this reflectivity, the effective damping rate of the cavity is modified, and the squeezing effects are enhanced or suppressed.
3.3.3. Quantum error correction

Coherent quantum feedback has been used to implement continuous quantum error-correction (see the start of Section 2 for a brief introduction to quantum error correction) [353, 354]. In Ref. [353], the authors propose a three-qubit error correction method to correct single-qubit bit-flip or phase flip errors using coherent feedback. As shown in Fig. 11, the atoms in cavities $Q_1$, $Q_2$, and $Q_3$ are the three physical qubits that code for, and thus allow, the single logical qubit to be corrected. The blue lines are the optical beams for error detection and the red lines are the laser beams that apply the bit flips or phase flips. The central components of this autonomous error correction network are the two relays $R_1$ and $R_2$, which work as controlled quantum switches [355, 356]. When the “Reset” (“Set”) input port of the relay receives a coherent input signal, the input from the “Power in” port will be transferred to the “Out” (“Out”) port. The operating principle of the quantum error correction network can be summarized as follows. If the qubits $Q_1$ and $Q_2$ have even (odd) parity, the “Set” (“Reset”) input port of the relay $R_1$ receives a signal, while the “Reset” (“Set”) input port remains in the vacuum. The same relationship exists between the relay $R_2$ and the qubits $Q_2$ and $Q_3$. This detected signal controls the power transfer of the relay from the “Power in” port to the “Out” or “Out” port, which is then directed back to the qubits. When a qubit is simultaneously stimulated by two feedback signals from the output ports of the relays, the Raman resonance process will lead to a coherent Rabi oscillation of the qubit and thus correct the errors. Otherwise, the control signal will only introduce an ac Stark shift for the qubit. Such a coherent feedback network can thus automatically correct the bit-flip or phase-flip errors. In Ref. [354], the authors extend this method to perform corrections for Shor’s nine-bit error-correcting code, which concatenates two three-bit codes so as to correct an arbitrary error.

3.3.4. Controlling mechanical resonators

Mechanical resonators can be built with sufficiently high frequencies that they will behave quantum mechanically at a temperature of a few milliKelvin, only an order-of-magnitude from temperatures that can be reached with dilution refrigerators. These mechanical resonators can be coupled to optical modes (“optomechanics”) or cryogenic superconducting circuits (nano-electro-mechanics) for potential use in more complex devices. To prepare highly non-classical states, or for the purpose of using mechanical resonators for quantum technologies, it is useful to prepare them in the ground state. This is usually referred to as cooling.

As far as experiments are concerned, the present state-of-the-art in cooling mechanical resonators is a version of “resolved-sideband” cooling [106, 107]. This method is, in fact, an example of coherent feedback. The mechan-
Figure 11: (Color online) Schematic diagram of a theoretical proposal [353] for an autonomous three-qubit quantum error correction network. This scheme has been proposed to correct single-qubit bit-flip or phase-flip errors, which includes register qubits $Q_1, Q_2, Q_3$, beam splitters, circulators, and the relays $R_1$ and $R_2$. The blue lines and red lines represent the probe beam and the feedback correction beam, respectively. The relays are quantum switches introduced in Ref. [355]. $R_1$ and $R_2$ have two outputs denoted by Out and Out.
tical resonator is linearly coupled to another “auxiliary” harmonic oscillator, a mode of an optical or superconducting cavity. These auxiliary resonators have such high frequencies that they sit in their ground states at cryogenic temperatures. The coupling is modulated at the difference frequency of the two resonators, which allows them to exchange excitations as if they were on resonance. The auxiliary oscillator is arranged to have a higher damping rate than the mechanical resonator, and because the former is in its ground state at the ambient temperature, it sucks the energy out of the mechanical resonator \[105, 357, 359\]. The coupling can be direct or field-mediated. Sideband cooling is limited by the linear interaction: to transfer energy without causing heating the strength of the interaction must be much smaller than the frequency of the mechanical resonator, so that the rotating-wave approximation is valid. It has been shown that if the interaction strength is modulated in a more complex way, then this limitation can be overcome, and energy (or quantum information) can be transferred between the resonators within a single period of the mechanical resonator \[360\].

It has been shown that if one is restricted to a linear interaction with a resonator, then coherent feedback performs much better than measurement-based feedback in the quantum regime, including the regime of ground-state cooling \[88, 361\]. The superiority of coherent feedback in this case can be traced to the projection noise from the position measurement \[362\]. This noise is the change in the quantum state induced by the measurement, which is the term proportional to the Wiener noise in the stochastic master equation.

A recent experiment by Kerckhoff et al. \[361\] has shown that coherent feedback can be used as a practical method to tune the coupling strength between a mechanical oscillator and a superconducting circuit.

3.3.5. Quantum nonlinear optics

As is well known, it is not easy to deterministically generate non-classical optical states due to the absence of strong optical nonlinearities. To solve this problem, an interesting study by Yanagisawa in Ref. \[363\] showed that non-classical optical states can be produced via linear optical components by introducing a multi-feedback structure. It is first shown how a quantum-nondemolition output of \(\hat{x}^2\) can be constructed by reading out the \(x\) quadrature of the optical field and feeding it back to adjust the system-environment coupling strength. In this way one can produce eigenstates of \(\hat{x}^2\), which are superpositions of two eigenstates of position with eigenvalues of equal magnitude. A further feedback loop is then introduced in which the Hamiltonian of the controlled system is adjusted by the quantum nondemolition output of \(x\) to increase the probability to obtain a desired superposition state. However, in this method the first form of feedback is hard to realize experimentally. To solve this problem, Zhang et al. \[85, 364\] proposed a method which they called “quantum feedback nonlinearization”. This enables strong nonlinear effects in a linear plant by the use of a weak-nonlinear component and a quantum amplifier. With this method it is possible to generate strong Kerr effects that are four or five orders of magnitude stronger than the initial nonlinearity, and can demonstrate nonclassical optical phenomena such as sub-Poisson photon counting statistics and photon anti-bunching effects.

Another potential application of coherent feedback in non-linear optical systems is classical information processing. An optical Kerr-nonlinear resonator in a nanophotonic device can exhibit dispersive bistability effects, and these can be used for all-optical switching in the attojoule regime \[364, 367\]. However, in this regime, the optical logic states are separated by only a few photons and thus suffer from random switching due to quantum noise \[368, 369\]. In Ref. \[370\], Mabuchi proposed a coherent feedback method to avoid the quantum noise. In this scheme, a Kerr nonlinear ring resonator works as an optical switch in which the two states have differing numbers of photons. This switch is connected to a second Kerr-nonlinear ring resonator, which acts as a controller that suppresses the spontaneous switching, in a feedback configuration. Since the effective cavity detuning of a Kerr resonator varies with the driving strength, the controller induces an amplitude-dependent phase shift \(\phi\) on the optical beam. This leads to a \(\phi\)-dependent effective detuning, and a \(\phi\)-dependent effective cavity decay rate for the switch (the controlled resonator). One chooses the control parameter \(\phi\) in an optimal way so that the overall feedback phase is close to \(\pi\) when the switch is in the “low” state and close to zero when it is in the “high” state. In this way, the spontaneous switching between the “low” and “high” states can be efficiently suppressed.

The proposal \[370\] is extended in Ref. \[84\] to implement photonic sequential logic by using optical Kerr resonators, in which interference effects enable the binary logic gates. Binary logic elements, such as single-output AND gate and NOT gates with an output fan-out of two, can be generated in this way. These theoretical proposals have been experimentally realized both in superconducting circuits \[83\], in which the emergent bistable and astable states were used to realize a latch, and in cavity-QED in which optical “NOR” and “OR” gates were realized \[371\].
3.3.6. Controlling entanglement

A proposal in Ref. [372] shows that coherent feedback can be used to generate and control continuous-variable multipartite optical entangled states. As shown in Fig. 12, in this scheme the multipartite entangled states generated by a non-degenerate optical parametric amplifier (NOPA), denoted by the output field $a_{\text{out}}^i$, are fed into a coherent feedback control loop. The optical beam $d_{\text{in}}^i$ is split into two branches by a controlled beam splitter (CBS). One branch, denoted by $a_{\text{in}}^i = d_{\text{out}}^i$, is fed back to the NOPA and the other branch, $c_{\text{out}}^i$, provides the multipartite entangled output. The multipartite entanglement can be controlled by adjusting the transmissivity $t$ of the CBS. The NOPA in Fig. 12 is composed of a nonlinear crystal and a bow-tie type ring cavity. The fields $b_{\text{in}}^i$ and $e_{\text{in}}^i$ are vacuum fields introduced to model the loss in the NOPA and the coherent feedback loop. The piezoelectric transducers (PZTs) are used to lock the cavity length for resonance. The authors evaluated the multipartite entanglement generated by this scheme using the nonseparable criterion developed in Ref. [373]. It was found that the coherent feedback loop can efficiently enhance the multipartite entanglement generated by the NOPA in particular parameter regimes which can be reached by tuning the transmissivity of the CBS.

4. Other Kinds of Quantum Feedback

4.1. Adaptive feedback

Adaptive feedback is a particular quantum feedback approach based on ensemble measurements and iteration corrections. Each iteration starts with a quantum system (the plant) prepared at particular quantum states (e.g., a thermal equilibrium). The system interacts with a trial control field, and then the yield (as an ensemble control) is measured and fed back to adjust the control. The updated control is applied in the next iteration to a system prepared at the same state. With proper updating strategies, the yield is expected to be improved after a sufficiently large number of iterations.

This idea was first proposed in 1992 by Judson and Rabitz for controlling molecular systems with femtosecond lasers. The motivation behind was that (1) the model of large molecule is almost impossible to be obtained with a satisfying precision; (2) shaping the laser pulse is impossible to be done in realtime. Such systems are ideal for iterative control because each duty cycle is so short that one can repeat the control process for thousands of times within one second.
Adaptive Feedback Control (AFC) can be automatically guided by any intelligent algorithm, such as genetic algorithm, evolutionary strategy and recently developed gradient algorithm, irrespective to the type of the systems to be controlled. In the laboratory, AFC has been successfully applied to over 10 different disciplines including atomic/molecular excitation, selective isotope excitation, discrimination of very similar molecules, ionization, molecular isomerization, molecular alignment, nonlinear spectroscopy, ultrafast semiconductor optical switching, biomolecular energy, etc. For illustration, we select the example of High Harmonic Generation (HHG) for coherent manipulation of soft X-rays, which was first reported in 2000 [374]. Usually, second-order harmonics can be easily done in laboratory, but harmonics up to tens of order requires very high optical nonlinearity with intense lasers. In the experiment, shaped ultrafast and intense laser pulses (with 6-8 optical cycles) are shot into atomic gases. Guided by a learning control loop, their results show that the optimally-shaped laser pulses can improve the efficiency of X-ray generation by an order of magnitude. As shown in Fig. 13, specific high-order harmonics can be selectively generated by the optimal pulse. Up to now, over 150 successful AFC experiments have been reported in the literature [4], and this number is still increasing.

Due to the practical constraints on the control resource, the quality of control is different in these experiments, but all these experiments exhibit strong supports on the effectiveness of AFC. The high-duty cycle of automated laser control apparatus enables the experiments to repeat for many times in a minute, and thus the whole optimization process can be completed within an hour or even a few minutes. Considering the large amount of control variables to optimize in practice, the cost of such experiments to find the optimal solution is very high. Not only can the algorithm quickly find feasible controls that can dramatically enhance the yield, but also can the directed learning control often locate very robust control fields that can tolerate severe noises in the laser pulses, which implies a nice landscape topology that facilitates the location of a high-quality control [375].

4.2. Quantum self-feedback

Quantum self-feedback is also called autonomous feedback in the literature [376]. Different from the other feedback approaches presented, which can be seen as active feedback, self-feedback is a kind of passive feedback method. In self-feedback systems, the controlled system is coupled to an uncontrolled “bath” which works as the controller in the feedback loop. During the feedback control process, the state of the controlled system is to be changed by external control. The controlled system will then modulate the “bath” coupled to it, and the backaction effects from
the “bath” tune the state of the controlled system which finishes the whole feedback process \[377\]. Different from the active feedback, the “bath”, i.e., the “controller” in the feedback loop, is less controllable compared with the controlled system, and the active control is imposed directly on the controlled system which leads to the passive feedback backactions via the feedback loop.

Two main applications of the self-feedback mechanism presented above are self-cooling in nanomechanical systems \[230–232, 378\] and electron-nuclear spin feedback in quantum dots \[379–389\]. Other possible applications include qubit reset \[390\] and single-qubit state stabilization \[391\]. Quite recently, it is also experimentally demonstrated in solid-state superconducting circuits that quantum self-feedback can be used to manipulate two-qubit quantum states \[376\].

An example of self-cooling nanomechanical system is shown in Fig. 14(a). In such a system, the vibration of back mirror of a single-ended cavity leads to the change of the length of the cavity. When the cavity is driven in the blue detuning regime, the backaction effects from the cavity induce a negative linear force on the moving mirror and then suppress its thermal motion. In this case, the modified effective damping rate of the moving mirror can be given by \[230\]

\[
\Gamma_{\text{eff}} = \Gamma_m \left( 1 - 2Q \frac{\phi \phi_N}{\Delta} \right),
\]

(4.1)

where

\[
\Delta = (1 - i\Omega_m/\Omega_c)^2 + \phi^2;
\]

\(\Omega_m\) and \(\Gamma_m\) are the resonance frequency and damping rate of the moving mirror; \(Q\) is the quality factor of the cavity mode; \(\phi_{NL}\) is the nonlinear phase shift of the cavity induced by the static recoil effect of the resonator; and \(\phi\) is the normalized detuning of the cavity mode. When \(\phi < 0\), the optomechanical system is in the cooling regime such that \(\Gamma_m < \Gamma_{\text{eff}}\), which leads to a lower effective temperature given by

\[
\frac{T_{\text{eff}}}{T} \approx \frac{\Gamma_m}{\Gamma_{\text{eff}}}
\]

(4.2)

Another application of self-feedback mechanism is the electron-nuclear spin feedback in quantum dot systems \[379–389\]. As shown in Fig. 14(b). Optical pumping or microwave pumping is first imposed on the electron spin to flip the spin states. The electron spin then flips the nuclear spins through the contact hyperfine interaction to suppress the nuclear spin fluctuations. The backaction effects from the polarized nuclear spin bath with narrowed spectrum distribution protect the resonance and coherence of the electron spin and extend the dephasing time of the electron spin states.
5. Experiments Realizing Quantum Feedback

There have been considerable experiments in the existing literature to implement quantum feedback in various physical systems such as optical systems, cavity-QED systems, superconducting circuits, quantum dot systems, etc. The characteristic system parameters that are shown in the current experiments are also very important for the succeeding theoretical and experimental studies, and thus we summarize in Table 2 the characteristic scales of system parameters in different systems that have been shown in the existing experiments.

5.1. Linear optics

The early-stage experimental demonstrations of quantum feedback show the power of feedback in quantum metrology. It is theoretically predicted in Ref. [292] that the adaptive homodyne measurement technique realized by quantum feedback can be used to estimate unknown optical phases of weak pulses of light for single-shot measurement. This method approaches closer to the intrinsic quantum uncertainty than any previous technique, such as heterodyne detection which is once believed to be the best strategy for single-shot phase estimation without prior knowledge. This theoretical prediction is first experimentally confirmed in Ref. [308]. Figure 15 shows the schematic diagram of the experimental setup in Ref. [308]. Noisy weak coherent light from a single-mode cw Nd:YAG laser first passes through a high-finesse Fabry-Perot cavity (not shown in the figure) with ringdown time $16 \mu s$ and shot noise limit $50$ kHz to squeeze out the intensity noise in the signal light. The signal light is then fed into a Mach-Zehnder interferometer (MZI) to generate interference between the signal light and a local oscillator to fulfill the homodyne detection. The local oscillator (LO), i.e., a $230 \mu W$ frequency-shifted light, is produced by an acousto-optic modulator (AOM), which is driven by an $84.6$ MHz rf synthesizer (RF$_1$). The signal light is frequency-shifted by an electro-optic modulator (EOM), which is driven a rf synthesizer (RF$_2$). The two rf synthesizers RF$_1$ and RF$_2$ are phase-locked to each other to achieve synchronization between the local oscillator and the signal light. By changing the amplitude and switching RF$_2$ on and off, we can tune the power of the signal light from $5$ fW to $5$ pW and pulse length for about $50 \mu s$. The two output ports of MZI are detected by two photon detectors and the corresponding balanced photocurrent $I(t)$ can be used to extract information for heterodyne measurements and adaptive homodyne measurements. In experiment, the shot noise in the difference photocurrent (from $1$ kHz to $10$ MHz) is about $6$ dB. The adaptive homodyne measurement is realized by setting the relative phase between the signal light and the local oscillator via the feedback acting on RF$_2$. The local oscillator phase is adaptive in real time to the phase of the signal pulse. The feedback bandwidth is about $1.5$ MHz which is mainly limited by the maximum slew rate of RF$_2$. The feedback signal acting on RF$_2$ is [294]

$$\Phi(t) = \frac{\pi}{2} + \int_0^T dv \frac{I(v)}{\sqrt{v}},$$

which is generated by a Field Programmable Gate Array (FPGA) by integrating the photocurrent. The final output estimated phase is

$$\hat{\phi} = \int_0^T dv \frac{I(v)}{\sqrt{v}}.$$

Although the heterodyne measurement performs better than the adaptive approach for signals with large mean photon, the experimental data in Ref. [308] shows that the “Gaussian width”, i.e, the variance, of the phase estimate is much smaller for adaptive homodyne measurement than heterodyne measurement for intermediate values of the average

| Time-scale of system dynamics | Linear optics | Optomechanics | Cavity QED | Superconducting circuits | Quantum dots |
|-----------------------------|--------------|---------------|-----------|--------------------------|-------------|
| Measurement efficiency      | 0.9          | < 0.1         | 0.8       | 0.4                      | –           |
| Measurement rate            | 1 kHz - 10 MHz | –             | 0.1-10 MHz | 0.45 MHz – kHz-MHz       |
| Feedback delay              | 0.1-10 µs    | –             | 1 µs-1 ms | 10 MHz                   |
| Temperature                 | 300 K        | 10 mK - 10 K  | 1 mK-1 K  | 30 mK ∼ mK               |             |
Figure 15: (Color online) Schematic diagram of the adaptive homodyne measurement of an optical phase in Ref. [308]. Optical beams are indicated by red lines and electronic beams by black lines. The AOM and EOM represent the acousto-optic modulator and electro-optic modulator. BS and RF are the beam splitter and the radio-frequency synthesizer. PZT is the piezoelectric transducer and FPGA is the field programmable gate array.

photon number in the signal, which means that the adaptive measurement is hopeful to perform better than the single-shot measurement and approaches closer to the uncertainty limit in particular parameter regime.

Although the experiment in Ref. [308] has shown that the adaptive estimation by quantum feedback can achieve more compared with the traditional measurement approaches. It is still not quite clear how close we can approach the quantum uncertainty limit. The measurement precision of any quantum measurement and estimation is strongly limited by the amount of the quantum resources needed such as the number of photons. For quantum resources with \( N \) photons, the standard quantum limit for a phase estimate scales as \( 1/\sqrt{N} \). However, a smaller uncertainty is still hopeful to be achieved, which is only limited by the Heisenberg principle that improves the scaling to \( 1/N \). Before introducing the adaptive approach, it is widely believed that possible improvement approaching such a small uncertainty limit requires introducing quantum entangled states, such as a NOON state \((|N\rangle|0\rangle + |0\rangle|N\rangle)/\sqrt{2}\) with large photon number \( N \), which are extremely difficult to generate. Experiment in Ref. [309] shows that this problem can be avoided by replacing the highly entangled quantum states by repeatedly introducing phase shift on unentangled single-photon state and applying adaptive measurement by quantum feedback. The experimental setup in Ref. [309] is shown in Fig. 16. The basic component of the experimental setup is a common-spatial-mode polarization interferometer. The two arms of the interferometer correspond to the right-circular and left-circular polarization modes. A photon experiences a phase shift \( p\theta \) (\( p\phi \)) for left-circular (right-circular) polarization mode induced by the feedback wave plate (unknown phase wave plate). To achieve the \( \sigma_z \) measurement on the single-photon qubit to extract the phase information, the photon is selected by moving mirrors and discriminated in horizontal and vertical basis by a Polarizing Beam Displacer (PBD). After transmitting through a 10 nm bandwidth interference filter, the signal is detected by Single Photon Counting Modules (SPCMs) to finish the \( \sigma_z \) measurement on the photon state. The processor compares the estimated phase \( \theta \) and the unknown phase \( \phi \) to update the control, i.e., the phase shift \( p\theta \), imposed on the feedback half wave plate (HWP). For the largest number of resources \( N = 378 \) in experiments in Ref. [309], an uncertainty of the phase estimate, which is more than 10 dB below the standard quantum limit, is hopeful to be achieved. It is very close to the quantum Heisenberg limit. There are still other phase estimation experiments presented to avoid the difficulty for generating highly-entangled NOON state [310, 312]. For example, in Ref. [310], Xiang et al. use \( n \)-photon dual Fock state as the inputs to replace the NOON state and introduce Bayesian analysis and optimal adaptive feedback to make full use of the multiphoton states. This is the first time to show sub standard-quantum-limit phase measurement using entangled states.

In the adaptive measurement experiments in Refs. [308] and [309], the filtering strategies introduced to design feedback control are to obtain time-asymmetric estimate, in which the information is only extracted from the past-
Figure 16: (Color online) Schematic diagram of the Heisenberg-limited phase estimation by adaptive measurement in Ref. [309]. PBD and PBS represent the polarizing beam displacer and the polarizing beam splitter. SPCM is the single-photon counting module. QWP and HWP are the quarter-wave plate and half-wave plate, respectively.
time observations. In order to make full use of the information extracted by the measurement and achieve higher precision of phase estimation, a time symmetric estimation technique called smoothing is introduced in Ref. [169] to experimentally estimate a classical phase noise process, in which the estimated phase is obtained at a time point based on information extracted both before and after that time point. Strictly, smoothing is an acausal estimation technique and thus cannot be used in real-time. But, we can solve this problem by designing the feedback control law after a time delay corresponding to the estimation time. Since more information is provided in smoothing compared with filtering, the estimate obtained by smoothing technique is hopeful to be more precise than that obtained by filtering, and the experimental results in Ref. [169] confirm this conclusion. The schematic diagram of experiment in Ref. [169] is shown in Fig. 17. A Ti:sapphire laser with 860 nm wavelength is used as the source. The two acousto-optic modulators (AOMs) in Fig. 17(a) are used to generate a pair of optical beams with ±5 MHz frequency shifts and photon flux $N = |\alpha|^2 \approx 10^6$ photons per second. An Ornstein-Uhlenbeck (OU) noise source $\phi (t)$ given by

$$d\phi (t) = -\lambda \phi (t) \, dt + \sqrt{2} dV (t) \tag{5.3}$$

is used to drive an Electro-Optic Modular (EOM) to act as a classical phase noise process, where $dV$ is a Wiener increment and $\lambda$ and $\kappa$ are exponential decay rate and inverse coherence time respectively. The signal $|\alpha|^2 \phi$ and the output of the local oscillator generated in Fig. 17(a) are both fed into the measurement circuits in Fig. 17(c). The two homodyne detection setups with output photocurrents $I_\pm(t)$ and detection efficiency 89% in Fig. 17(c) give symmetric phase estimates $\Theta_\pm (t)$ and $\Theta_\mp (t)$ obtained before and after time $t$, which can be calculated by

$$\Theta_\pm (t) = \pm 2 \sqrt{|\alpha|} \int_0^\infty \exp \left[ \omega_0 (s - t) I_\pm (t) / 2 |\alpha| ds \right] \tag{5.4}$$

where $\omega_0 = 1.5 \times 10^3 \, \text{s}^{-1}$ is the cutoff frequency of the linear Low-Pass Filter (LPF) and is far smaller than the feedback gain $2 \sqrt{|\alpha|}$. The final optimal smoothed estimate $\Theta (t) = \{\Theta_+ (t) + \Theta_- (t)\} / 2$ of the unknown phase $\phi (t)$ is just the symmetric weighted average of the forwards and backwards estimates $\Theta (t)$. The experimental results in Ref. [169] predict that the adaptive smoothing approach can give an estimate with uncertainty $2 \sqrt{2}$ times smaller than that of the best nonadaptive filtering approach. The latter is just the standard quantum limit.

The above presented experiments mainly use coherent light to estimate optical phase, and thus the precision of the phase estimation is greatly limited by the quantum fluctuation of coherent light. In order to improve the precision of estimation to surpass this coherent-state limit, an experiment in Ref. [313] introduces continuous-wave squeezed light to take place of coherent light for phase estimation. The experimental setup in Ref. [313] is shown in Fig. 18. In the experiment, a 860 nm titanium sapphire laser in the signal beam transmits through an Optical Parametric Oscillator (OPO), which is driven below threshold by a 430 nm pump beam. A squeezed light with squeezing $\approx -3$ dB and antisqueezing $\approx 5$ dB can be generated by a 80 mW pump field, which corresponds to an optical beam with $|\alpha|^2 = 1 \times 10^6$ photon per second. The squeezed light is modulated by a stochastic phase $\phi (t)$ given by the following equation

$$\phi (t) = \sqrt{\lambda} \int_0^T \exp [-\lambda (t - s)] dV (s), \tag{5.5}$$

where $dV(s)$ is a classical Wiener process; $\lambda^{-1}$ is the correlation time of $\phi (t)$; and $\kappa$ is the magnitude of the phase variation. This stochastic phase $\phi (t)$ is just the unknown phase needed to be estimated, which is produced by a digital random generator and a low-pass filter with $\kappa \approx 2 \times 10^4 \, \text{rad/s}$ and cutoff frequency $\lambda \approx 6 \times 10^4 \, \text{rad/s}$. The signal beam interfered with a local oscillator (LO) is detected by a homodyne measurement with overall efficiency $\eta = 0.85$. The output photocurrent transmits through another low-pass filter (feedback filter) and generate a phase signal $\phi (t)$, which is shifted by $\pi/2$ to obtain the control signal $\Phi (t) = \phi (t) + \pi/2$. The control signal $\Phi (t)$ is applied to the phase of the LO beam by an electro-optic modulator. The estimated stochastic phase $\phi (t)$, the photon current $I (t)$, and the signal $\phi (t)$ are all recorded by an oscilloscope with a sampling rate 100 MHz. Experimental results in Ref. [313] show that $15 \pm 4\%$ reduction of the estimated error below the coherent-state limit can be achieved by optimizing the squeezing rate of the signal beam.

The quantum feedback control based on continuous measurement can also be used to correct the qubit states against decoherence. This is experimentally demonstrated in Ref. [284] to verify the theoretical proposal presented in Ref. [283]. The schematic diagram of the experimental setup in Ref. [284] is shown in Fig. 19. The qubit states
Figure 17: (Color online) Schematic diagrams of the experimental setups for (a) signal and local oscillator generation and (b) adaptive dual-homodyne phase estimation in Ref. [169]. AOM is the acousto-optic modulator. LPF and MCC are the low-pass filter and mode-cleaning cavity, respectively.
Figure 18: (Color online) Schematic diagram of the experimental setup used in Ref. [313]. TiS and CW refers to titanium sapphire and continuous wave. PM and SHG denote the phase modulator and the second-harmonic-generator. The squeezed signal light generated by the optical parametric oscillator (OPO) is modulated by a stochastic phase $\phi(t)$ and then interferes with a local oscillator. The output field is detected by a homodyne detection and then fed back to update the phase imposed on the local oscillator.
are encoded in the polarization of single photons with horizontal $|H\rangle = |1\rangle$ and vertical $|V\rangle = |0\rangle$. A degenerate 820 nm photon pair is first generated by the spontaneous parametric down-conversion process of a type I BiBO crystal pumped by a 100 mW beam at 410 nm obtained from the second harmonic generation of an 820 nm Ti: sapphire laser. The photon pair is then filtered by $\pm 1$ nm Interference Filters (IFs) centered at 820 nm and fed into single-mode fibers. One photon in this photon pair works as the signal photon and is prepared in the qubit state

$$|\psi\rangle = \cos \frac{\theta}{2}|+\rangle \pm \sin \frac{\theta}{2}|-\rangle$$

by transmitting through a polarizing beam splitter with reflectivity $R_H = 0$ and $R_V = 1$ and a Half Wave Plate (HWP), where

$$|\pm\rangle = \frac{1}{\sqrt{2}} (|0\rangle \pm |1\rangle).$$

The other photon in the photon pair is the detection photon which is prepared in the qubit state

$$|\phi\rangle = \cos \frac{\chi}{2}|+\rangle + \sin \frac{\chi}{2}|-\rangle.$$ 

The signal photon and the detection photon are then interfered through a partially polarizing beam splitter with reflectivity $R_H = 1/3$ and $R_V = 1$. Conditional on there being only one photon in each mode, the partially polarizing beam splitter executes a control-$Z$ gate operation $|0\rangle(0) \otimes |1\rangle(1) \otimes Z$ on the signal photon and the detection photon [393–395]. If we average over the degrees of freedom of the detection photon, the qubit state of the signal photon will be in the mixed state

$$\rho' = (1-p)|\psi\rangle\langle\psi| + pZ|\psi\rangle\langle\psi|Z,$$

which means that we just impose an equivalent phase-flip decoherence channel for the signal photon. The output detection photon is then fed into a measurement setup used to implement a projective measurement of the detection photon in the $+/-$ basis by rotating the polarizing basis via a wave plate set and transmitting through a polarizing beam splitter with $R_H = 0$ and $R_V = 1$. This leads to a continuous measurement with measurement operators

$$M_+ = \cos \frac{\chi}{2}|0\rangle(0) + \sin \frac{\chi}{2}|1\rangle(1), \quad M_- = \sin \frac{\chi}{2}|0\rangle(0) + \cos \frac{\chi}{2}|1\rangle(1)$$

on the qubit state of the signal photon. The signal photon is then fed into a 50 m fiber delay to allow time for the quantum weak measurement and transmits through the wave plate set $A$ to compensate the unwanted polarization rotations introduced by the fiber delay. After that, the signal photon is fed into a 3 mm Rubidium Titanyl Phosphate (RTP) Pockels cell with a half-wave voltage of 700 V at 820 nm. Depending on the continuous measurement output $\pm$, a correction rotation $Y_{\pm\eta} = \exp(\pm i\eta Y)$ around the $y$ axis of the Bloch sphere is imposed on the signal photon by the Pockels cell. This is implemented by first using the fixed wave plates labelled by “signal analysis” in Fig. 19 to rotate the signal photon by $-\eta$ and then using the Pockels cell to rotate the signal photon by $+2\eta$ conditional on the measurement outcome of $M_+$. The experimental results in Ref. [284] show that quantum continuous measurements and feedback control will lead to an improvement of the qubit state stabilization compared with strong projective measurements and methods without any measurement, and there is a tradeoff between information gain and measurement backaction.

Coherent quantum feedback has also been experimentally demonstrated in linear optical systems. Figure 20 shows the experimental setup of the first coherent feedback control experiment [350] designed to test the linear quantum stochastic control theory proposed in Ref. [81]. As shown in Fig. 20, two four-mirror ring resonators couple with each other by a 852 nm diode laser. These two ring resonators work as the plant (controlled system) and the controller respectively. As shown in Fig. 20, an external “noise” signal is injected into the plant cavity at the input $w$. The output component $y$ reflected from the plant input coupler acts as the error signal, which is processed by a quantum controller, i.e., a four-mirror ring resonator, to generate a control signal $u$. This control signal is then fed back into the plant cavity again to change the dynamics of the plant. Finally, the optical power is detected at the system output $z$. The control goal of this experiment is to minimize the ratio of the optical power at the output $z$ to that of the “noise” input $w$. 
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Figure 19: (Color online) Schematic diagram of the experimental setup in Ref. [284]. A photon pair composed of a signal photon and an auxiliary detection photon is prepared by the spontaneous parametric down-conversion of a BiBO crystal. The signal and detection photons are then prepared in the quantum states $|\psi\rangle$ and $|\phi\rangle$, respectively, by transmitting through the polarization beam splitters and half wave plates (HWP). The two branches of signals are combined by a partially-polarizing beam splitter which works as a phase-damping decoherence channel on the signal photon. A succeeding projective measurement in the $+/-$ basis is imposed on the detection photon which leads to a continuous measurement on the signal photon. The measurement output is then fed into a Pockels cell to rotate the signal photon conditional on the meter outcome. QWP is the quarter wave plate and IF is the interference filter.
or, equivalently, the magnitude of the so-called system closed-loop transfer function by tuning the parameters of the controller. It is shown in Ref. [81] that a simple proportional controller does not work very well, and thus a dynamic compensator with a non-trivial frequency response, i.e., another four-mirror optical cavity, are introduced. There are mainly four possible ways to tune the parameters of the controller: (i) the resonance frequency of the controller cavity can be tuned by the actuator PZT 1; (ii) the phase of the transfer function of the controller is continuously adjusted via the actuator PZT 2; (iii) the decay rate of the controller cavity can be tuned by intracavity variable attenuator, i.e., the attenuator 1; and (iv) the magnitude of the transfer function of the controller can be adjusted by the variable attenuator at the output of the controller cavity, i.e., attenuator 2. By optimizing the parameters of the controller cavity, optimal noise suppression can be achieved such that the ratio of the optical power in $z$ by negative coherent feedback to that achieved by open-loop control is approximately 7 dB.

Coherent quantum feedback is also demonstrated experimentally to be capable of enhancing optical squeezing effects [352], which has been predicted theoretically in the previous literature [351]. Different from Ref. [352] which mainly demonstrates classical noise reduction in the sense that the quantum state is restricted as a coherent state, the experiment in Ref. [352] shows that coherent feedback can lead to non-classical noise reduction and beat the quantum noise limit. The experimental setup of Ref. [352] is shown in Fig. 21. The central part of the experimental setup is the coherent feedback loop which is composed of an Optical Parametric Oscillator (OPO) as the plant and a Control Beam Splitter (CBS) acting both as a controller and as an input-output port. The final squeezing-enhancement effects are detected by interfering the output field of the coherent feedback loop with a Local Oscillator (LO) beam to achieve a homodyne measurement. The information flow over the control network can be described in more details as follows. A continuous-wave Ti:sapphire laser with 860 nm wavelength and horizontal polarization is first split into three branches. The first branch is fed into a frequency-doubler to generate a second-order harmonic beam of 430 nm, which is then used as a pumping beam for the OPO. The second branch works as the probe beam, which is injected...
Figure 21: (Color online) Schematic diagram of the experimental setup [352] of squeezing enhancement by coherent feedback. The bottom right part (inside the large dashed rectangle) is the coherent feedback control loop which is composed of an optical parametric oscillator (OPO) and a control-BS (CBS). The squeezing enhancement effect by coherent feedback are detected by a homodyne measurement. The MCC and CW laser represent the mode cleaning cavity and the continuous-wave laser. Here, EOM, PD, PZT, HWP, PBS, and LO are the electro-optic modulator, the photon detector, the piezoelectric transducer, the half-wave plate, the polarized beam splitter, and the local oscillator.

into the OPO directly from the high-reflection-coated mirror. A classical feedback control is implemented by a set of actuator Piezoelectric Transducers (PZTs) and Photon Detectors (PDs) to lock the cavity and the relative phase between the probe beam and the pump beam. The CBS is achieved by a Mach-Zehnder (MZ) interferometer of which the transmissivity can be tuned by adjusting the phase difference between the two arms of the MZ interferometer. The third branch of laser is fed into a mode cleaning cavity to generate the signal for the LO beam used for homodyne measurement. For the homodyne measurement, the power of the probe beam is set to be 4 µW and that of the LO beam is 3 mW. The output of the homodyne detector is finally fed into a spectrum analyzer to study the squeezing-enhancement effects. The experimental data reported in Ref. [352] shows that the squeezing enhancement from $-1.64 \pm 0.15$ dB to $-2.20 \pm 0.15$ dB and the anti-squeezing enhancement from $1.52 \pm 0.15$ dB to $2.75 \pm 0.15$ dB can be achieved by coherent feedback. However, larger laser noises and modulation signals used for several locking lead to the deterioration of the control effects in the low-frequency regime.

5.2. Trapped particles and Cavity-QED

Quantum feedback control has also been demonstrated in cavity-QED system. In the early stage of studies [396–398], the feedback implementations in such systems are well understood in a classical way, because the magnitude of quantum fluctuations are too small to be compared with the mean fields and thus can be omitted. However, with the development of techniques, it is now possible to trap atoms in the cavity of which the average occupation can approach or even be less than one photon and the coupling strength between the atoms and cavity is strong enough to
be comparable with the damping rates of the atoms and cavity. In this regime, the quantum behaviors induced by the quantum fluctuations should be considered in the feedback control system. Figure 22 shows the experimental setup in Ref. [215] which is an early-stage experiment in this deep quantum regime. By changing the amplitude of the driving field injected into the cavity via feedback, the conditional state of the atom-cavity system induced by optical intensity measurement can be stabilized and then released. The central component of the feedback control system is an optical cavity composed of two high-reflectivity curved mirrors with separation \( l = 880 \mu m \). A thermal beam of Rb^{85} atoms is produced from an effusive oven heated to 440 K, and then enters the cavity. The cavity field is driven by an Ar+-pumped titanium sapphire (Ti:sapphire) laser which leads to the transition of Rb^{85} from \( 5S_{1/2}, F = 3 \) to \( 5P_{3/2}, F = 4 \). The coupling strength between the atom and the cavity, the decay rate of the cavity, and the decay rate of the atom are \( (g, \kappa, \gamma)/2\pi = (5.1, 3, 7, 3.0) \) MHz. The output field from the cavity is split by a beam splitter and then detected by two ("start" and "stop") Avalanche Photodiodes (APDs). The output signal from the start detector is split into two branches again. One branch enters the start channel and is fed into a Time to Digital Convertor (TDC) used to measure the second-order correlation function \( g^{(2)}(\tau) \) of the field, and the other is sent to a delay generator and then fed back to control the strength of the driving field of the cavity by an electro-optical modulator in front of a polarizer. The feedback delay in the experiment is 45 ns. For such a cavity-QED system, the state of the cavity and atom tends to a steady state

\[
|\psi_{ss}\rangle \approx |0, g\rangle + \lambda \left( |1, g\rangle - \frac{2g}{\gamma} \sqrt{N} |0, e\rangle \right),
\]

where \( N \) is the number of the atoms interacting with the cavity and \( \lambda \) is a control parameter determined by the strength of the input driving field. \(|0\rangle\) and \(|1\rangle\) are the photon number state of the cavity, and \(|g\rangle\) and \(|e\rangle\) are the two qubit states of the atom. After a photodetection, the system state evolves to the conditioned state

\[
|\psi_{c}(\tau)\rangle = |0, g\rangle + \lambda \left[ \xi(\tau) |1, g\rangle - \theta(\tau) \frac{2g}{\gamma} \sqrt{N} |0, e\rangle \right],
\]

which oscillates coherently induced by the energy exchange between the atomic polarization and the cavity field. At the time \( \tau = T \) such that \( \xi(T) = \theta(T) \), the control parameter \( \lambda \) is changed to \( \lambda = \xi(T) \lambda \) by tuning the driving intensity of the cavity via feedback and the conditioned state \( |\psi_{c}(T)\rangle \) is captured accordingly. The capture of the conditioned state can be observed by measuring the normalized correlation function \( g^{(2)}(\tau) = \xi_{g}^{2}(\tau) \).

More delicate quantum feedback experiment can be realized in cavity-QED systems in recent years with the developments of the measurement and control techniques in the single-atom and single-photon level. An experiment in Ref. [399] shows that real-time quantum feedback can be used to prepare Fock states of a microwave field in a superconducting cavity. Different from the traditional approaches to prepare Fock state of the field by swapping energy between a periodically pumped qubit and the field initially in the vacuum state \( |0\rangle \) or by Quantum Nondemolition (QND) measurement imposed on the field initially in the coherent states, the quantum feedback method is more robust for counteracting decoherence and can deterministically prepare the desired Fock state. The experimental setup of Ref. [399] is shown in Fig. 23. The central component is a superconducting cavity \( C \) with damping time \( T_{c} = 65 \) ms cooled to 0.8 K. The cavity state is weakly measured by a QND measurement via an atomic beam transmitting through an atomic Ramsey interferometer (auxiliary cavities \( R_{1} \) and \( R_{2} \) resonant with the atom) controlled by source 1. The cavity \( C \) is with frequency of \( \omega_{c}/2\pi = 51 \) GHz and dispersively coupled to the atoms with atom-cavity detuning \( \delta/2\pi = 245 \) KHz, and finally measured by a field-ionization detector \( D \) with detection efficiency of 35%. This quantum continuous measurement can be described by the cavity-state mapping

\[
\rho \rightarrow \tilde{\rho} = \frac{M_{j}\rho M_{j}^{\dagger}}{tr(\rho M_{j}^{\dagger} M_{j})}, \quad j = e, g,
\]

with two non-orthogonal Kraus operators

\[
M_{e} = \cos \left[ \frac{1}{2} \left( \phi_{e} + \phi_{0} \left( \hat{N} + \frac{1}{2} \right) \right) \right], \quad M_{g} = \sin \left[ \frac{1}{2} \left( \phi_{e} + \phi_{0} \left( \hat{N} + \frac{1}{2} \right) \right) \right],
\]

where the phase \( \phi_{e} \) can be tuned by the Ramsey interferometer and \( \hat{N} = a^{\dagger}a \) is the photon number operator. The measurement output is fed into an information processor (a CPU-based Adwin Pro-II system composed of fast signal
Figure 22: (Color online). Schematic diagram of the experimental setup in Ref. [215] to capture and release quantum state by feedback. Here, APD denotes an avalanche photodiode.
input-output and CPU capacity for feedback calculations) to estimate the system state $\tilde{\rho}$ which is further used to estimate the control parameter $\alpha$ by minimizing a proper distance $d(\rho_0, D(\alpha) \tilde{\rho} D(-\alpha))$ between the desired Fock state $\rho_0 = |n_1, n_2\rangle\langle n_1, n_2|$ and the cavity state $D(\alpha) \tilde{\rho} D(-\alpha)$ under feedback control, where $D(\alpha) = \exp(\alpha a^\dagger - \alpha^* a)$ is the displacement operator of the cavity field. The optimization can be achieved by the Lyapunov-based state stabilization technique [402, 403] that is widely used in classical control. To reduce the data-processing time to decrease the feedback delay, a second-order approximation to expand $D(\alpha)$ is used. The estimated control parameter $\alpha$ is then fed back to control the amplitude and the phase of the driving field fed into the cavity $C$ induced by source 2. The feedback delay in each round can be estimated to be 83 ns. It is shown in the experiment that the Fock states up to $n = 4$ can be very well stabilized by the feedback control approach and the convergence time for $n = 3$ is 50 ms which is 5 times shorter than that achieved by a traditional optimized trial-and-error project method by QND measurements.

A recent experiment by modified design in Ref. [404] from the same experimental group show that the feedback diagram can be realized in a simpler way to prepare the desired photon number state in the superconducting cavity $C$. A series of Rydberg atoms transmit through three cavities, i.e., $R_1$, $C$, and $R_2$, and finally measured by a field-ionization detector. The atom beam both works as quantum nondemolition sensor and single-photon emitter or absorber. The measurement output is fed into a ADwin Pro-II controller which controls the voltage $V$ applied to the cavities $C$ and the source $S_1$ and $S_2$ driving the cavities $R_1$ and $R_2$ respectively. When the atom acts as a sensor to detect the cavity state in $C$, the voltage $V$ is tuned to achieve a dispersive coupling between the cavity $C$ and the atom. $S_1$ and $S_2$ send $\pi/2$ pulses and thus $R_1$ combination is just a Ramsey interferometer. The whole system introduces a QND measurement of the photon number in cavity $C$. When the atom acts as an emitting actuator, $S_1$ sends a $\pi$ pulse to excite the atom to the excited state in $R_1$. The voltage $V$ is set so that the atom interacts resonantly with $C$ and thus the atom emits a photon into the cavity $C$. $S_2$ is switched off and thus does not change the state of the atom. When the atom acts as an absorber actuator, both $S_1$ and $S_2$ are switched off and the resonant interaction between the cavity $C$ and the atom is controlled by the voltage $V$ to let the atom absorb one photon from the cavity $C$. In this modified experiment, photon number state up to $n = 7$ are prepared by quantum feedback approach.

Quantum feedback control has also been experimentally to manipulate the internal states of trapped particles [405, 406] or even many-body quantum states [272] in cavity-QED systems to protect and stabilize quantum superposition states against decoherence. For example, in Ref. [272], the authors introduce Bayes feedback control to stabilize two-atom joint states sharing a single excitation, which is hard to be prepared deterministically without feedback. Two Cs atoms are trapped inside a high finesse optical cavity, and the qubit state of each atom is encoded in the two long-lived hyperfine ground states. A probe laser transmits through the cavity and is on resonance with the cavity frequency. By optimizing the system parameters such as the cavity-atom detuning and the positions of atoms, the two-atom quantum states $\rho_{\alpha=0} = |\downarrow\downarrow\rangle\langle\downarrow\downarrow|$, $\rho_{\alpha=1} = 1/2(|\uparrow\uparrow\rangle\langle\uparrow\uparrow| + |\downarrow\uparrow\rangle\langle\downarrow\uparrow|)$, and $\rho_{\alpha=2} = |\uparrow\uparrow\rangle\langle\uparrow\uparrow| - \rho_{\alpha=0}$, can be well distinguished with highest contrast. The cavity transmission is then measured by a single-photon detector. The output signal is fed into a Digital Signal Processor (DSP), i.e., a TMS6713 by Texas Instruments, to implement a real-time state estimation of the occupation probabilities and transition rates, which is further used to find the optimal intense pulses of repumping and depumping laser lights to minimize the Kolmogorov distance between the probability distribution under control and the target probability distribution. The repumping and depumping laser fields can control the state transition of each atom between the two qubit states and drive the two-atom state to approach the desired balanced mixed state $\rho_{\alpha=1}$. The feedback delay induced by the computation of the feedback algorithm is about 6 $\mu$s which is far smaller than the characteristic data-update time $= 1$ ms in the experiment. The time taken by the feedback iterations until the target state is reached is experimentally given by 1.12 ms. The final mean probability of the target state achieved in experiment is about 84% which is far larger than the highest passively achievable mean probability of the target state approximately estimated by 50%. Although the state estimation and feedback algorithms used in Ref. [272] are fully classical, we believe that the theory of Bayesian quantum feedback which encloses the estimates of the non-diagonal entries of the system density matrix is hopeful to give a better explanation of the experimental results.

Feedback control is also used to control the mechanical motions of electrode-trapped ions [246], electrode-trapped one-electron oscillators [247], laser-trapped nanoparticles [248], and optical-cavity [228, 229] and optical-lattice [249] trapped neutral atoms which are even harder to track compared with charged particles due to the weaker coupling strength between the detectors and particles. As shown in Fig. 24 in Ref. [228], $^{85}$Rb atoms are trapped by a 775
The photon state of the cavity $C$ is weakly measured by an atomic beam which is resonant with the two cavities $R_1$ and $R_2$ of an atomic Ramsey interferometer driven by source 1, dispersively coupled to the cavity $C$, and finally measured by a field-ionization detector. The measurement output is fed into the information processor to execute the state estimations and feedback calculations to obtain the control parameter $\alpha$. This control parameter is further used to control the amplitude and phase of the field driving the cavity $C$ implemented by the source 2.
nm toroidal blue-detuned dipole light in a high-finesse cavity nearly resonant with the interior transitions of the $^{85}$Rb atoms with atom-cavity coupling strength of $g_0/2\pi = 16$ MHz, atomic polarization damping rate of $\gamma/2\pi = 3$ MHz, and cavity damping rate of $\kappa/2\pi = 1.25$ MHz. A weak probe laser resonantly excites the mode of the cavity detuned by $2\pi \times 100$ kHz and then nearly resonant with the Stark-shifted atomic resonance by $2\pi \times 20$ MHz, which leads to the transmission of photons from 1 photon to 0.03 photons per microsecond. The photon flux of the probe light depends on the exact atomic position when the coupling strength is large and thus extracts the information of atomic motion. The information-bearing probe light is detected by two Single Photon Counting Modules (SPCM 1 and SPCM 2) and then fed into a feedback processor (ADwin-Pro II system). The feedback processor generates a bang-bang control signal to switch the intensity of the blue-detuned torus light by an Acousto-Optical Modulator (AOM) between two extreme powers, i.e., 50 nW and 800 nW. The feedback delay which includes a decision-making time of 1.7 $\mu$s and a switching-process delay of 3 $\mu$s is much smaller than the atomic radial oscillation of 360 $\mu$s. The exposure time is also used as a characteristic time for feedback which is tested from 10.2 $\mu$s to 85 $\mu$s, for which longer exposure time leads to smoother switching but longer feedback delay time. The blue-detuned dipole light controlled by AOM is used to push the atom towards the center of the cavity, and then superimposed with the probe light by a Dichroic Mirror (DM) and detected by a Photomultiplier (PM). The feedback control can keep the atom two-times closer to the cavity axis compared with that without feedback and the average excursion is less than 4.5 $\mu$m. It also increases the atomic average storage time to 24 ms, which is four times larger than that without feedback which is less than 6 ms, and a maximum trapping time exceeding 250 ms can be obtained.

Although there have been many experiments which show the cooling of the mechanical modes of various systems [230, 231, 235, 248, 407], most of these studies are in the classical regime. In Ref. [246], the authors introduce Markovian quantum feedback to cool the motion of a single trapped ion. As shown in Fig. 25 in this study, a single $^{138}$Ba$^+$ ion, which is driven by a laser near the atomic resonance, is trapped by miniature Paul trap electrodes and cooled to the Doppler limit. The light scattered by the ion and the light reflected from the mirror interfere with each other, and the interference light provides information of the instantaneous position of the ion. This information is contained in the photon counting signal and thus can be detected in the output spectrum. In experiment, the sideband at the frequency of 1 MHz with a width of 400 Hz is observed. The sideband spectrum information is continuously extracted, filtered, phase-shifted, and fed back to control the voltage on the trap electrode to introduce a linear damping.
force proportional to the momentum of the ion to execute an active feedback cooling. The experiment is interpreted by the theory of Markovian quantum feedback presented in subsection 2.2, and the ion is cooled by more than 30% below the Doppler limit to yield a steady-state occupation number $N = 3$.

It should be pointed out that coherent feedback has also been introduced in cavity-QED system [371] quite recently to fulfill the optical “NOR” and “OR” gates by the four-wave mixing process in hot rubidium vapor for which the transition time of the logic gates exhibited is faster than the previous experiments demonstrated in rubidium vapor without feedback (see Fig. 26).

5.3. Superconducting circuits

Although quantum feedback control has been successfully experimentally demonstrated in optical systems more than ten years ago, it is just quite recently realized in solid-state systems (mostly in superconducting circuits). The first measurement-based quantum feedback experiment in solid-state system was implemented in 2012 by Siddiqi’s group and collaborators [205]. In this experiment, the authors introduce quantum continuous measurement and feedback to actively suppress the decay of Rabi oscillations of a superconducting charge qubit. The experimental setup is shown in Fig. 27. The controlled quantum system is a capacitively shunted Josephson junction which works as a superconducting qubit [408, 409] with a transition frequency of $\omega_q/2\pi = 5.4853$ GHz. This superconducting qubit is dispersively coupled to a three-dimensional microwave cavity with cavity resonant frequency of $\omega_c/2\pi = 7.2756$ GHz. The control and measurement pulses are fed into the cavity via the weakly-coupled input port and the measurement output leaves the cavity via the strongly-coupled port with decay rate of $\kappa/2\pi = 13.4$ MHz. The qubit-cavity dispersive coupling with strength of $\chi/2\pi = 0.687$ MHz leads to a state-dependent phase shift of the cavity mode, and thus
Figure 26: (Color online) Schematic diagram of the experimental setup \cite{371} for achieving the optical logic “NOR” and “OR” gates by a Four-Wave Mixing (FWM) process in hot rubidium vapor via coherent feedback. The two inputs $a$ and $b$ are the spontaneous modes of the unseed FWM process used for encoding the feedback beams. Beams $c$ and $d$ denote the output beams of the FWM stimulated by feedback. The “NOR” gate and “OR” gate are fulfilled by feedback-suppressed state and feedback-boosted state, respectively. The feedback loop includes a polarized beam splitter (PBS), half-wave plates ($\lambda/2$), optical isolator, fiber, and fiber coupler (FC). Here, $D_v$ and $D_h$ are the optical detectors. The figure is from Ref. \cite{371}. 
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The qubit is driven by the Rabi control pulse, i.e., the Rabi drive in Fig. 27, at the a.c. Stark-shifted frequency \( \omega_d \) which leads to a Rabi frequency of \( \Omega_d/2\pi = 3 \text{ MHz} \). At the output port of the cavity, the output quantum field transmits through two isolators to protect the qubit from the strong driving field imposed on the succeeding parametric amplifier. The output field is then fed into a parametric amplifier (paramp), i.e., a near-noiseless phase-sensitive quantum amplifier [410, 411], such that the amplified signal can be of the magnitude comparable with the classical circuitry. The output signal is further amplified by a High-Electron-Mobility Transistor (HEMT) amplifier, and then measured by a homodyne detection circuit. The best efficiency of the whole measurement process achieved in this experiment is \( \eta = 0.40 \). The feedback protocol used in the experiment is motivated by the classical phase-locked feedback design. As shown in Fig. 27, the output signal obtained from the homodyne detection is compared with a 3-MHz Rabi reference signal and low-pass-filtered to generate a signal proportional to the sine of the phase difference, \( \theta_{err} \), between the reference and the measurement output. This phase error signal is then fed back to modulate the amplitude of the Rabi drive, \( \Omega_{th} \), by \( \Omega_{th}/\Omega_R = -F \sin(\theta_{err}) \), where \( F \) is the dimensionless feedback gain. The feedback control method used here is just the Markovian quantum feedback which performs very well to stabilize the Rabi oscillations of the qubit. The efficiency of the feedback control is mainly limited by the signal attenuation and time delay in the feedback loop. There is a tradeoff between the feedback efficiency and the feedback loop bandwidth (the bandwidth of the feedback induced noises) by varying the measurement strength. With finite feedback bandwidth of 10 MHz and loop delay of 250 ns, an optimal measurement strength of \( \Gamma_g/2\pi = 0.134 \text{ MHz} \) was found in experiment. The stabilization of non-equilibrium single-qubit states against decoherence induced by measurement-based feedback has also been demonstrated in superconducting circuits in other recent experiments [206]. Recent experiments also show that quantum feedback can be used to manipulate and stabilize two-qubit entanglement in circuit-QED systems [271, 376]. In Ref. [271], it is shown that quantum Bell state can be prepared with the fidelity of 88% by parity measurements. By introducing a feedback loop incorporating the parity measurements, the probabilistic entanglement generated can be transformed to deterministic one with the fidelity of 66%. Reference [376] shows that two-qubit entanglement can also be manipulated in superconducting circuits by autonomous feedback, which is believed to be essential tool for implementing quantum error correction.

Coherent feedback control is also experimentally realized in solid-state circuits quite recently [83] which can be seen as the experimental verification of the proposal in Ref. [84]. It is shown in Ref. [83] that two tunable Kerr circuits (TKCs) connecting coherently in the feedback loop may lead to bistable and astable phenomena for the microwave field in the superconducting circuit. This is the first coherent feedback experiment in solid-state systems and also the first experiment about nonlinear coherent feedback control. Compared with the measurement-based feedback system as shown in Ref. [205] which is fundamentally nonintergrable system requiring signal transfer between low-temperature quantum regime and room-temperature classical regime, the whole feedback loop in Ref. [83] resides in the full-quantum environment (< 50 mK). The experimental setup in Ref. [83] is shown in Fig. 28. The system considered is just a two-port input-output circuit with two input fields \( b_{in,0}, b_{in,1} \) and two output fields \( b_{out,0}, b_{out,1} \). The central components of the coherent feedback loop are two tunable Kerr circuits, TKC0 and TKC1. Each TKC is composed of a quarter-wave transmission line resonator generated by a coplanar waveguide. In the center of the coplanar waveguide, a series array of 40 Josephson Junction Superconducting Quantum Interference Devices (JJ-SQUIDs) interrupt the waveguide and lead to nonlinear Kerr effects for the transmission line resonator [412]. One end of the transmission line resonator is capacitively coupled to an external circuit working as the signal input/output port for TKC. The two TKCs are connected by a 4-8 GHz commercial quadrature hybrid acting as a 50:50 microwave beam splitter. The two directional couplers are just two microwave isolators which separate signals reflected from TKCs and the input fields. The nonlinear coherent feedback network in Fig. 28 can be used to demonstrate nonlinear optical phenomena that cannot be observed without such a feedback connection. For example, as shown in Ref. [83], if we drive the two TKCs, with central frequencies both equal to \( \omega_k/2\pi = 6.408 \text{ GHz} \), by probe fields with frequency of \( \omega_p/2\pi = 6.39 \text{ GHz} \), the output fields of the coherent feedback network exhibit bistable phenomena. However, if the two TKCs in isolation are driven at the same detuning, both TKCs would be monostable. The authors also discussed about the possible applications of their nonlinear coherent feedback control circuit as a binary memory element called set-reset latch that can feed out power according to prior inputs. Since the TKCs and the feedback control circuits typically contain in average about 1000 photons, the experimental results fit very well with the mean-field model under
Figure 27: (Color online) Schematic diagram of the experimental setup in Ref. [205]. The Rabi drive at the ac stark-shifted qubit frequency and the read-out drive at frequency $7.2749$ GHz are both fed into the weakly-coupled input port of a three-dimensional microwave cavity, which is dispersively coupled to a capacitively-shunted Josephson junction working as a superconducting qubit. The output signals leave from the strongly-coupled port of cavity and are then transmitted through two isolators. Afterwards, the output signals are amplified by a parametric amplifier (paramp) and a high-electron-mobility transistor (HEMT) amplifier, and then measured by a homodyne detection setup. The amplified quadrature $Q$ is then sent to the feedback circuit to be compared to the 3 MHz Rabi reference signal and filtered by a 10 MHz low-pass-filter. The output signal is then fed back to correct the Rabi frequency imposed on the qubit by the Rabi drive. LO and RF represent the local oscillator and radio frequency. $I$ and $Q$ are the in-phase component and quadrature component, respectively.
The pure quantum effects such as quantum fluctuations and quantum optical phenomena such as sub-Poisson statistics and photon antibunching effects which violate the Cauchy-Schwartz inequality for the classical lights [85, 86] are expected to be observed in the future experiments.

5.4. Optomechanics and electromechanics

Feedback control has also been widely applied in nanomechanical systems especially those lasing-induced cooling systems. There are mainly two different feedback cooling approaches, i.e., passive [230–232, 378] and active feedback cooling [233–235].

Passive feedback cooling methods, which are also called self-cooling approaches presented in subsection 5.2, are introduced by the feedback backaction effects induced by the exchange of excitations between the optical modes and the mechanical modes. There are mainly two different self-cooling mechanisms, either by photothermal pressure [378] induced by the absorption of cavity photons by the mechanical resonators or the radiation pressure [230, 231] proportional to the intracavity intensity. A typical self-cooling setup is shown in Fig. 29 (see Ref. [230]). As shown in Fig. 29, the central component of the system is a single-ended Fabry-Perot cavity of which the back mirror coated on the surface of a silicon doubly-clamped beam (1 mm × 1 mm × 60 µm). The vibration mode of the beam with characteristic frequency of $\Omega_m/2\pi = 814$ kHz, effective mass $m_{eff} = 190$ µg, spring constant $k = 5 \times 10^6$ Nm$^{-1}$, and mechanical quality factor $Q = 10000$ is coupled to the Fabry-Perot cavity with optical finesse $F = 30,000$, bandwidth $\Omega_c/2\pi = 1.05$ MHz, and length $L = 2.4$ mm. The whole optomechanical system is put into a vacuum room-temperature chamber with residual pressure below $10^{-2}$ mbar. The amplitude of the mechanical motion is of $10^{-13}$ m. The resonator cavity is driven by a 1064 nm Nd:YAG laser stabilized by a voltage-driven optical attenuator with feedback bandwidth of 1 kHz. The laser is locked by a triangular cavity with bandwidth of 200 kHz and optical finesse of 10000, which is introduced to control the shape of the beam and reduce the noises. The resonator cavity is locked by the Pound-Drever-Hall scheme and phase-modulated by a electro-optic modulator. The low-frequency demodulated signal is used to lock the laser at a negative detuning for cooling or a positive detuning for heating, and the
Figure 29: (Color online) Schematic diagram of the experimental setup of self-cooling used in Ref. [230]. The optomechanical resonator cavity is driven by a 1064 nm Nd:YAG laser and then intensity-stabilized by an electro-optic modulator and a triangle filtering cavity. The vibration mode of the resonator cavity is detected by a Pound-Drever-Hall scheme and phase modulated by an Electro-Optic Modulator (EOM). The low-frequency demodulated signal is used to lock the laser at a negative detuning for cooling and the high-frequency component is analyzed by a spectrum analyzer.

The whole system is with a displacement sensitivity of $4 \times 10^{-19}$ m/$\sqrt{\text{Hz}}$ in the MHz range. The mechanical resonator can be cooled from the room temperature 300 K to an effective temperature 10 K.

Different from the passive feedback cooling approaches, the motion of the mechanical resonator is controlled by an external feedback loop in active feedback cooling approaches. A typical active feedback cooling setup is shown in Fig. 30 (see Ref. [235]). As shown in Fig. 30, one end of the resonator cavity is formed by a moving mirror attached to an atomic force microscope cantilever (450 × 50 × 2μm) with mechanical frequency of 12.5 kHz, effective mass of $(2.4 \pm 0.2) \times 10^{-11}$ kg, and mechanical quality factor of 137000. The spring constant of the cantilever is $0.15 \pm 0.01$ Nm$^{-1}$ which corresponds to the thermal amplitude of the cantilever without feedback as $(1.2 \pm 0.1) \times 10^{-10}$ m. The cantilever is driven by a 780 nm probe laser which is locked to the optical cavity with optical finesse of 2100 by an external integrating circuit using the signal from a photo-multiplier tube. The output signal of the photo-multiplier tube is also fed into a 1.25 kHz bandpass filter at 12.5 kHz. The time derivative of the output signal generated by passing through a derivative circuit is proportional to the velocity of the cantilever tip and used to modulate the amplitude of another 980 nm tunable diode laser. The output of the 980 diode laser is fed back and injected into the optical cavity again to provide a radiation pressure on the cantilever to counteract the motion of the mirror and thus effectively cool the mechanical mode actively from the room temperature 300 K to an effective temperature 135 mK.

The active feedback has also been applied in on-chip optomechanical systems [413, 414] for cooling and sensitive measurements. In a recent experiment [413] as shown in Fig. 31, a doubly clamped Si$_3$N$_4$ nanomechanical beam with mechanical resonance frequency $\Omega_M/2\pi = 2.88$ MHz, effective mass $m_{\text{eff}} = 9 \times 10^{-15}$ kg, and mechanical
quality factor $Q_M = 4.8 \times 10^5$ is coupled via the near-field to a silica microdisk with damping rate $\gamma/2\pi = 3$ GHz and optical quality factor $Q = 65000$, which rest on silicon pedestals. The optomechanical coupling strength of the system is $G/2\pi = d\omega/dx = 2.9$ MHz nm$^{-1}$. The hybrid nanomechanical transducer system is then coupled to a tapered fibre, and the whole system is put into a vacuum chamber under a pressure of less than $1 \times 10^{-4}$ mbar.

A laser at the telecom wavelength of 1550 nm and a power of 400 µW is fed into the microdisk by the taper to observe the out-of-plane mechanical mode of the beam and then fed back to induce radiation pressure by amplitude-modulating a second laser beam via dissipative feedback. Different from the previous active feedback approach limited to particular mechanical mode, the method used in Ref. [407] is based on the parametric-feedback demodulation-modulation technique, which enables control of any mechanical mode up to high frequencies. The dissipative feedback leads to an effective increasing of the mechanical damping rate for 57 times and thus cool the beam to 0.7 K. A third probe laser is then fed into the taper to detect an incoherent force with force spectral density of 15 aN Hz$^{-1/2}$.

Although it is still arguable whether the linear dissipative feedback helps to improve the resolution of incoherent force detection [413], such a experiment shows that it is possible to introduce efficiently quantum feedback in on-chip optomechanical systems and a recent experiment reproduces the results for feedback-enhanced force sensing by straightforward filtering [414].

Coherent quantum feedback has also been used to feature an electromechanical device in superconducting circuits to coherently introduce continuous microwave signals to control mechanical oscillators in cryogenic environment [361]. Compared with the optomechanical systems, the electromechanical feedback control systems balance very well between the efficient control and the efficient readout of the mechanical modes, and provide tunable and faster control compared with the mechanical response time. As shown in Ref. [361], the microwave decay rates for superconducting control circuits can be modulated at a rate $10^4$ times greater than the mechanical response rate. The controlled component in this feedback control system is an electromechanical circuit which is built from an over-coupled lumped-element resonator with center frequency of 4.672 GHz, coupling linewidth of $\kappa_c/2\pi = 2.7$ MHz, and internal loss rate of $\kappa_i/2\pi = 0.1$ MHz, and a mechanical membrane oscillator with an effective mass of 10 ng, center frequency of $\Omega_M/2\pi = 713.6$ kHz, and intrinsic linewidth of $\gamma_M/2\pi = 0.81$ Hz. The controller is a Josephson parametric amplifier composed of a 20-dB directional coupler and a single-port tunable Kerr circuit with coupling linewidth of $\gamma/2\pi = 50$ MHz and interanl loss rate of $\gamma_i/2\pi = 5$ MHz. Such a feedback circuit is hopeful to generate
Figure 31: (Color online) Schematic diagram of the experimental setup of the on-chip optomechanical feedback system in Ref. [407]. A doubly-clamped nano-beam is coupled to a silica microdisk, which is then coupled to a tapered fiber. A readout laser is fed into the taper to observe the mechanical mode of the beam and fed back to modulate the radiation pressure of the beam by a second laser beam. The external feedback circuit realize a demodulation-modulation control, which enables control of any mechanical mode. A third probe laser is then introduced to an incoherent force.
5.5. Quantum dots

In quantum dot systems, passive feedback control strategies, i.e., self-feedback mechanism shown in sub-section 4.2, have been used to control the polarized nuclear spin baths of electron spins in optical pumping quantum dot ensembles [379, 380] or single quantum dots [381-384] via the electron-nuclear spin feedback mechanism. As an example, figure 32 shows the schematic diagram of the experiment in Ref. [383]. The sample with $2 \times 10^9$ cm$^{-2}$ self-assembled InAs Quantum Dots (QDs) is grown by molecular beam epitaxy on a $4 \times 10^9$ cm$^{-2}$ $\delta$-doping layer of Si donor, and a single charged quantum dot is isolated for experiments. The QD is put at the center of a GaAs microcavity with several AlAs/GaAs $\lambda/4$ layers at the bottom and top mirrors. The quality factor of the GaAs microcavity is $Q = 200$. A QD electron, with two spin states split by a 4T external magnetic field $B_{\text{ext}}$ and a Larmor frequency of 25.3 GHz, is optically coupled to a trion composed of three charged quasiparticles, i.e., two electrons and one hole. The external optical pumping flips the electron spin by the stimulated Raman transition process and the output light can be used to read out the spin states [415, 416]. During the feedback process, the pump field first flips the electron spin states, which then suppresses the nuclear fluctuations by the dynamic nuclear spin polarization process. After that, the backaction effects from the nuclear spin bath protect the resonance and coherence of the electron spin by the hyperfine interactions. The pulse sequence and the electron-spin dynamics are of the order of 143 ns. The nuclear dynamics is of millisecond time scale, and the measurement is on the order of several seconds which is long enough for the nuclear bath to reach quasiequilibrium. There is a competition between trion emission and nuclear spin diffusion.

Similar quantum self-feedback protocols have also been used to suppress decoherence of the electron spins induced by the background nuclear spin bath in microwave-driven double quantum dot systems [385, 388]. Figure 33 shows the schematic diagram of the experiment in Ref. [387]. The double quantum dot which works as the qubit is generated by locally depleting the two-dimensional electron gas with electrostatic gates [417, 420], and the qubit states are the linear combinations of the singlet and triplet of the double quantum dot. The qubit states are split by an external magnetic field $B_{\text{ext}} = 0.7$ T parallel to the two-dimensional electron gas, and the interdot tunnel coupling is controlled by an external gate with coupling strength $t_c = 20$ $\mu$eV. The nuclear polarization induces a hyperfine field for the electron spin, which can be detected by the standard spin-to-charge conversion technique and a quantum point contact to read out the charge signal. The measurement time is about 39 ms. Additionally, a software-based proportional-integral feedback is introduced to control the energy difference of the electron spin states by tuning the voltages $V_L$ and $V_R$ on the left and right gates. The time duration of a single feedback pumping pulse is 250 ns. The
feedback control narrows the distribution of the nuclear-spin-induced hyperfine field acting on the electron spin and thus extends $T_2$ of the electron spin from 14 ns to 94 ns.

6. Summary and Outlook

We have seen in this review that continuous-time feedback can be implemented with or without measurements, and in the latter case can be implemented either with direct Hamiltonian coupling between the system and controller, or with couplings mediated by irreversible one-way quantum fields. We have also seen that the range of applications of feedback in quantum systems is rather broad, and further applications are yet to be discovered.

Measurement-based feedback control of quantum systems was first demonstrated in quantum optics, and for some time there was no other field in which this kind of feedback could be realized. It is only very recently, in 2012, that experimental technology has allowed measurement-based feedback to be achieved in superconducting circuits \[205, 206\]. This was possible because of recent breakthroughs in quantum-limited amplifiers \[421–423\]. We expect this development to open the door to many more implementations of measurement-based feedback in both electrical and electro-mechanical systems.

The situation regarding coherent feedback control is a little different. Experiments implementing coherent feedback had been realized for some time — for example those involving the laser cooling of atoms and ions — before the theoretical notion of coherent feedback was articulated. This notion provides a new way to think about interacting quantum systems, especially those coupled via irreversible fields. As pointed out in Ref. \[83\], coherent feedback provides not only a tool for controlling quantum systems, but also for changing the dynamics of a system and thus engineering new dynamics.

While measurement-based feedback control has been studied theoretically for a little over 20 years, coherent feedback has been much less studied, and there are still many basic questions that remain, particularly to do with the relationship between the various kinds of feedback. A basic question regarding any kind of control process is just how well it can perform, given a set of limitations on the physical control resources, such as the measurement...
strength, coupling constant(s), and the speed and nature of the available control Hamiltonian. Since the dynamics of most measured quantum systems is nonlinear, and since the question of the limits to control is essentially one about optimality of control protocols, it may not be possible to obtain exact answers, or even numerical answers to these questions for measurement-based feedback. The connection between measurement-based feedback and coherent feedback however might provide a new way to analyze such questions.

There is one question regarding the limits to coherent feedback control that has been recently answered, at least with considerable confidence, and that is the limit to the fidelity of state-preparation given a bound on the rate of the coupling between the system and auxiliary components \[424\]. This was only solved, however, in the regime of good control, where the coupling is fast compared to the noise in the system, and in the regime of weak coupling in which the coupling rate is small compared to the energy scale of the system (the gaps between the energy levels of the system). The reason for the weak-coupling restriction is that without it, the master equation that describes the noise, even for Markovian weak-damping, is no longer independent of the control Hamiltonian. The reason that the noise depends on the control Hamiltonian for strong coupling is that in this case the energy levels of the system are altered by the coupling, and the noise that a system experiences usually depends on the energy levels of the system. As an example, thermal noise depends on a system’s energy levels because the thermal steady-state depends on these levels. Since the control Hamiltonian is usually time-dependent, strong control Hamiltonians imply that the master equation will be time-dependent. Because of this, up until very recently, theoretical treatments of quantum control were restricted to the regime of weak coupling/weak control. Modelling strongly-controlled systems is an important challenge in quantum control, either by using methods for exact simulation of open-system dynamics (see e.g. \[425-428\]) or by obtaining approximate master equations that correctly model noise for time-dependent systems \[429\].

A key question regarding the relationship between various kinds of feedback is whether one kind is superior to the others for certain applications, or under certain kinds of constraints. Some results along these lines have already been obtained \[79,85-88\]. It appears that under a constraint on the speed (equivalently the norm) of the interaction Hamiltonian between the system and controller, coherent feedback is fundamentally more powerful than measurement-based feedback, because it allows a larger class of joint evolutions \[79\]. It is not known whether the same is true under a bound on the measurement strength, equivalent to a bound on the input-output rate to a field or a damping rate into a Markovian bath. What is fairly clear is that a constraint on an irreversible Markovian damping rate is not equivalent to a constraint on the norm of an interaction Hamiltonian. This further suggests that while continuous-time measurement-based feedback can be compared directly with field-mediated coherent feedback, this may not be possible with coherent feedback implemented via direct coupling. Nevertheless the relationship between various forms of feedback raises questions that are both fundamental and relevant to potential applications.

Systems driven by white noise obey Markovian master equations, meaning that the time-derivative of the density matrix depends only on the density matrix at the current time. One way in which analyses of feedback control are being extended is to include systems coupled to baths that induce non-Markovian evolution, or feedback implemented via fields with a finite or tailored bandwidth. It turns out that the standard input-output formalism that we introduced in Section \[5.2.1\] and which is used to treat field-mediated feedback networks can be extended without difficulty to couplings with arbitrary bandwidths \[348,349\]. Interestingly, with this extension the resulting formalism can handle strong damping and coupling, something that the standard formalism cannot. For nonlinear networks, the input-output equations must be converted to master equations to be solved, and these require considerable numerical resources. For linear systems, the input-output formalism provides an efficient means of solution, and thus appears to be a powerful method for analyzing non-Markovian feedback for linear systems. It can also be used to describe feedback in which there is a time-delay in the feedback control process. With the implementation of feedback in superconducting circuits, and beyond that to spins in, e.g., nitrogen-vacancy centers in diamond or quantum dots, the analysis of non-Markovian evolution will become increasingly important.

When feedback was introduced into quantum theory in the late 80’s and early 90’s, the number of physical systems in which feedback could be implemented were extremely limited, and such experiments were very difficult, especially for measurement-based feedback. With recent breakthroughs in the construction and measurement of mesoscopic circuits \[430\], the number of experimental applications for feedback control has greatly increased. We anticipate that the field of quantum feedback control will expand considerably due to these developments, and feedback will be realized in an increasing range of mesoscopic systems, including, e.g., superconducting circuits, quantum dots, and silicon-based on-chip optical devices \[431,434\].
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