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Abstract

Hartman-Grobman theorem states that there is a homeomorphism $H$ sending the solutions of the nonlinear system onto those of its linearization under suitable assumptions. Many mathematicians have made contributions to prove Hölder continuity of the homeomorphisms. However, is it possible to improve the Hölder continuity to Lipschitzian continuity? This paper gives a positive answer. We formulate the first result that the homeomorphism is Lipschitzian, but not $C^1$, while its inverse is merely Hölder continuous, but not Lipschitzian. It is interesting that the regularity of the homeomorphism is different from its inverse. Moreover, some illustrative examples are presented to show the effectiveness of our results. Further, motivated by our example, we also propose a conjecture, saying, the regularity of the homeomorphisms is sharp and
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# 1 Introduction and motivation

## 1.1 Brief history of Hartman-Grobman theorem

A pioneering work on the linearization traces back to Poincaré [1]. He proved the analytical conjugation between an analytic diffeomorphism and its linear part near a hyperbolic fixed point in the complex case. Siegel [2], and Yoccoz [3] studied the case that eigenvalues of the linear part lie on the unit circle. A basic contribution to the linearization problem in the real case for autonomous differential equations is the Hartman-Grobman theorem (see [4] and [5]). Palis [6], Pugh [7], Bates and Lu [8], Lu [9], Hein and Prüss [11], and Zgliczyński [10] made contributions to the linearization problem on the infinite dimensional space. In particular, Bates and Lu [8] obtained a Hartman-Groban theorem for Cahn-Hilliard equation and phase field equations. Lu [9] proved a Hartman-Grobman theorem for the scalar reaction-diffusion equations. Hein and Prüss [11] gave a version of Hartman-Grobman theorem for semilinear hyperbolic evolution equation on Banach space. Palmer [12] firstly extended the Hartman-Groban theorem to the nonautonomous case. In order to weaken Palmer’s linearization theorem, various versions of Hartman-Grobman theorem were established, Backes et al. [13] (for nonhyperbolic systems), Barreira and Valls [14] [15] [16] [17] (with nonuniform exponential dichotomies), Huerta et al. [18] [19] (nonuniform exponential contraction), Jiang [20] (generalized exponential dichotomy), Jiang [21] (ordinary dichotomy), Fenner and Pinto [22] and Xia et al. [23] (for impulsive systems), Papaschinopoulos [24] (for differential equations with piecewise constant argument), Pötzche [25] (for dynamic equations on time scales), Reinfelds and Sermone [26], Reinfelds and Steinberga [27] (dynamical equivalence), Shi and Zhang [28] (monograph for linearization), Xia et al. [29] (with unbounded nonlinear term).

Except for the $C^0$ linearization mentioned above, much effort was made to investigate $C^r$ linearization for $C^k$ ($1 \leq r \leq k \leq \infty$) diffeomorphisms. Sternberg [30] [31] initially studied the smooth linearization problem. Recently, the smooth linearization for $C^k$ ($1 \leq k \leq \infty$)
diffeomorphisms are well improved by Sell [32], Belitskil et al. [33, 34], Cuong et al. [35], Dragičević et al. [36, 37], Elbialy [38], Rodrigues and Solà-Morales [39, 40, 41], Zhang et al. [42, 43, 44, 45]. In particular, a set of nice results on the sharp regularity of linearization for hyperbolic diffeomorphisms were established in Zhang et al. [42, 43, 44].

1.2 Motivations and novelty

An important and interesting problem is the regularity of the linearization, which have greatly attracted many mathematicians’ attentions. Among the works on the linearization mentioned above, a lot of papers were devoted to proving the Hölder continuity of the homeomorphisms in the linearization theorem (see Backes et al. [13], Barreira and Valls [14, 15, 16, 17], Dragičević et al. [36, 37], Huerta et al. [18, 19], Hein and Prüss [11], Jiang [20, 21], Pötzche [25], Shi and Zhang [28], Rodrigues and Solà-Morales [39, 40], Xia et al. [23, 29], Zhang et al. [42, 43, 44], Tan [46], Shi and Xiong [47]). For the sake of easier illustration, we restate the Palmer’s linearization theorem [12] which has extended the classical Hartman-Grobman theorem ([4, 5]) to the nonautonomous case. It states that there is a homeomorphism \( H \) sending the solutions of the nonlinear perturbed system

\[
y' = A(t)y + f(t, y).
\]

onto those of its linearization

\[
x'(t) = A(t)x(t)
\]

under suitable assumptions. Many mathematicians have made contributions to prove that both of the homeomorphisms are Hölder continuous. However, is it possible to improve the Hölder continuity to Lipschitzian continuity? Up till now, there is no existing results on the Lipschitzian continuity of the homeomorphisms in the Hartman-Grobman theorem. This paper gave a positive answer. In this paper, we formulate the first result that the homeomorphism \( H \) is Lipschitzian, but not \( C^1 \), while its inverse \( G = H^{-1} \) is merely Hölder continuous, but not Lipschitzian. Moreover, some illustrative examples are presented to show the effectiveness of our results. Further, motivated by our example, we also propose a conjecture, saying, the regularity the homeomorphisms is sharp and it can not be improved any more.

Maybe, one would doubt that the regularity of the homeomorphism \( H \) is different from its
inverse. A simple example gives the answer. If \( H(x) = x^2, (x > 0) \) (locally Lipschitzian), then the inverse is \( G(y) = y^{1/2} \) (Hölder continuous).

It is not standard to prove the Lipschitzian continuity of homeomorphism \( H \). To overcome the difficulty, we have to use the dichotomy inequality as well as the theory of stable manifolds and unstable manifolds.

In the global version of Hartman-Grobmann (type) theorem (for example, Palmer’s linearization theorem), it usually requires that the nonlinear term \( f \) is uniformly bounded and Lipschitzian. In this paper, we also weaken the linearization theorem in two ways: (i) we consider nonlinear terms \( f \) which may be unbounded or not Lipschitzian (see Example 2.3); (ii) we prove that it is enough to assume the boundedness of the Green operator of the coefficients.

1.3 Mechanism of improving the regularity

Standardly, to prove the regularity of the homeomorphisms, one takes direct estimates of the constructing homeomorphisms (e.g. [14, 15, 16, 17]) or employs the Bellman inequality (see e.g. [11, 13, 19, 23, 25, 47]). However, the disadvantage of the Bellman inequality results in an exponential estimate of the form \( e^{\alpha t} (\alpha > 0) \). It is expansive, which leads us to obtain Hölder regularity. Therefore, most of the previous works on the regularity of homeomorphisms of Hartman-Grobman theorem in \( C^0 \) linearization is Hölder continuous.

On the contrary, the advantage of the dichotomy inequality [48, 49, 50, 51] results in an exponential decay of the form \( e^{-\alpha_1 t} (\alpha_1 > 0) \), see Lemma 3.9 in the present paper. Thus, by dichotomy inequality, we can prove the Lipschitz continuity of the conjugacy.

1.4 Organization of the paper

The rest of this paper is organized as follows: In Section 2, we present our main results, i.e. regularity of the linearization and illustrative examples. Also a conjecture on the sharpness is given. In Section 3, rigorous proofs are given to show our main results.
2 Main results, illustrative examples and open conjecture

2.1 Notations and concepts

Consider the following two nonautonomous systems

\[ x' = f(t, x) \]  \hspace{1cm} (2.1)

and

\[ y' = g(t, y) \]  \hspace{1cm} (2.2)

where \( x, y \in \mathbb{R}^n, t \in \mathbb{R} \).

**Definition 2.1.** Suppose that there exists a function \( H : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^n \) such that

(i) for each fixed \( t \), \( H(t, \cdot) \) is a homeomorphism of \( \mathbb{R}^n \) into \( \mathbb{R}^n \);

(ii) \( \|H(t, x) - x\| \) is uniformly bounded with respect to \( t \);

(iii) \( G(t, \cdot) = H^{-1}(t, \cdot) \) also has property (ii);

(iv) if \( x(t) \) is a solution of the system (2.1), then \( H(t, x(t)) \) is a solution of the system (2.2);

and if \( y(t) \) is a solution of the system (2.2), then \( G(t, y(t)) \) is a solution of the system (2.1).

If such a map \( H_t := H(t, x(t)) \) exists, then the system (2.1) is topologically conjugated to the system (2.2) and the transformation \( H(t, x) \) is called an equivalent function.

**Definition 2.2.** (Coppel [52]) The linear system \( x' = A(t)x \) is said to possess an exponential dichotomy, if there exist a projection \( P(s) \) and constants \( K > 0, \alpha > 0 \) such that

\[ \|U(t, s)P(s)\| \leq K \exp\{-\alpha(t - s)\}, \quad t \geq s, \]  \hspace{1cm} (2.3)

\[ \|U(t, s)(I - P(s))\| \leq K \exp\{\alpha(t - s)\}, \quad t \leq s, \]

hold; here \( U(t, s) := U(t)U^{-1}(s) \) and \( U(t) \) is a fundamental matrix of linear system \( x' = A(t)x \).

Let the Green function

\[ k(t, s) = \begin{cases} 
U(t, s)P(s), & \text{if } t \geq s \\
-U(t, s)(I - P(s)), & \text{if } t \leq s,
\end{cases} \]

and the Green operator

\[ K(\phi)(t) = \int_{-\infty}^{\infty} k(t, s)\phi(s)ds, \quad t \in \mathbb{R}, \]
where \( \phi : \mathbb{R} \to \mathbb{R}^n \) is a function, \( \| K(\phi) \| \leq \mathcal{L}_\alpha(\| \phi \|) \) with

\[
\mathcal{L}_\alpha(b)(t) = \int_{-\infty}^{\infty} \exp\{-\alpha|t-s|\}b(s)ds, \tag{2.4}
\]

for \( b : \mathbb{R} \to (0, \infty) \) a continuous function.

## 2.2 Dichotomy inequality

The following lemma will be useful in the rest of the present work. It consists of a dichotomic inequality developed by Pinto [48, 49, 50, 51]. They are of the following type

\[
u(t) \leq c \exp\{-\alpha(t-t_0)\} + c_1 \int_{t_0}^{t} \exp\{-\alpha(t-\tau)\}b(\tau)u(\tau)d\tau + c_2 \int_{t}^{s} \exp\{-\alpha(\tau-t)\}b(\tau)u(\tau)d\tau + c_2 \int_{s}^{\infty} \exp\{-\alpha(\tau-t)\}b(\tau)u(\tau)d\tau, \tag{2.5}\]

\[
u(t) \leq c \exp\{-\alpha(s-t)\} + c_1 \int_{t_0}^{t} \exp\{-\alpha(t-\tau)\}b(\tau)u(\tau)d\tau + c_2 \int_{t}^{s} \exp\{-\alpha(\tau-t)\}b(\tau)u(\tau)d\tau + c_2 \int_{s}^{\infty} \exp\{-\alpha(\tau-t)\}b(\tau)u(\tau)d\tau, \tag{2.6}\]

where \( \alpha, c, c_1 \) and \( c_2 \) are positive constants.

For \( \alpha_1 > 0 \), define for \( t \in (t_0, s) \)

\[
\mathcal{L}_{\alpha_1}(b)(t) = c_1 \int_{t_0}^{t} \exp\{-\alpha_1(t-\tau)\}b(\tau)d\tau + c_2 \int_{t}^{s} \exp\{-\alpha_1(\tau-t)\}b(\tau)d\tau. \tag{2.7}\]

Assume that

\[
\sup_{t \in (t_0, s)} \mathcal{L}_{\alpha_1}(b)(t) = \theta_1 < 1. \tag{2.8}\]

**Lemma 2.3.** [First dichotomic inequality] Let \( t_0 \in \mathbb{R}, s \in [t_0, \infty) \) and \( u : [t_0, s) \to [0, \infty) \) be continuous, bounded for \( s = \infty \) functions such that for \( t \in [t_0, s) \) inequality \((2.5)\) holds. Then, \( \forall \alpha_2 < \alpha = \alpha_1 + \alpha_2 \) and \( \forall t \in [t_0, s) \) we have

\[
u(t) \leq \frac{c}{1-\theta_1} \exp\{-\alpha_2(t-t_0)\}.\]

**Lemma 2.4.** [Second dichotomic inequality] Let \( s \in \mathbb{R}, t_0 \in (-\infty, s] \) and \( u : [t_0, s) \to [0, \infty) \) be continuous, bounded for \( t_0 = -\infty \) functions such that for \( t \in (t_0, s] \) inequality \((2.6)\) holds. Then, \( \forall \alpha_2 < \alpha = \alpha_1 + \alpha_2 \) and \( \forall t \in (t_0, s] \) we obtain

\[
u(t) \leq \frac{c}{1-\theta_1} \exp\{-\alpha_2(s-t)\}.\]
Proof. ∀α_2 < α = α_1 + α_2, we use \( \exp\{-\alpha\} = \exp\{-\alpha_2\} \cdot \exp\{-\alpha_1\} \). Since \( \alpha_2(s-t) - \alpha_2(t-\tau) - \alpha_2(s-\tau) = 2\alpha_2(t-\tau) \leq 0 \), for \( t \geq \tau \) and \( \alpha_2(s-t) - \alpha_2(\tau-t) - \alpha_2(s-\tau) = 0 \), inequality (2.6) implies that \( \hat{u}(t) =: u(t) \exp\{\alpha_2(s-t)\} \) satisfies (2.6) with \( \alpha_1 \) instead of \( \alpha \):

\[
\hat{u}(t) \leq c \exp\{-\alpha_1(s-t)\} + c_1 \int_{t_0}^{t} \exp\{-\alpha_1(t-\tau)\} b(\tau) \hat{u}(\tau) d\tau + c_2 \int_{t}^{s} \exp\{-\alpha_1(\tau-t)\} b(\tau) \hat{u}(\tau) d\tau.
\]

Then

\[
\hat{u}(t) \leq c \exp\{-\alpha_1(s-t)\} + \mathcal{L}_{\alpha_1}(b)(t) \cdot \sup_{\tau \in [t_0,s]} \hat{u}(\tau)
\]

and hence

\[
\sup_{\tau \in [t_0,s]} \hat{u}(\tau) \leq \frac{c}{1 - \theta_1}.
\]

Therefore

\[
u(t) \leq \frac{c}{1 - \theta_1} \exp\{-\alpha_2(s-t)\}, \quad \text{for} \ t \in [t_0, s].
\]

Lemma 3 follows in a similar way. \( \square \)

2.3 Main results on the Hartman-Grobman theorem and its regularity

We divide our statements of the main results into two parts. One is on the existence of homeomorphisms, the other is on the higher regularity of homeomorphism.

2.3.1 Existence of homeomorphisms

Consider the system (1.1) where \( y \in \mathbb{R}^n \), \( A(t) \) is a \( n \times n \) continuous matrix defined on \( \mathbb{R} \) and \( f(t, y) \) a continuous function on \( \mathbb{R} \times \mathbb{R}^n \) respectively. The following global linearization theorem is for the existence of the homeomorphisms.

**Theorem 2.5.** (global linearization) Suppose that (1.2) admits an exponential dichotomy of the form (2.3) on \( \mathbb{R} \), and there exist nonnegative integrable functions \( \mu(t), r(t) \) such that for all \( t, x, \bar{x}, f(t, x) \) satisfies

\[
\|f(t, x) - f(t, \bar{x})\| \leq r(t)\|x - \bar{x}\|, \quad (2.9)
\]

\[
\|f(t, x)\| \leq \mu(t),
\]

7
where \( \mu(t), r(t) \) satisfy

\[
\sup_{t \in \mathbb{R}} \mathcal{L}_\alpha(\mu)(t) < \infty \quad \text{and} \quad \sup_{t \in \mathbb{R}} \mathcal{L}_\alpha(r)(t) = \theta < K^{-1}. \tag{2.10}
\]

Then system (1.1) is topologically conjugated to its linear system

\[
x' = A(t)x \tag{2.11}
\]

and the equivalent function \( H(t, x) \) and its inverse \( G(t, x) \) satisfy

\[
\|H(t, x) - x\| \leq K\|\mathcal{L}_\alpha(\mu)\|_\infty, \tag{2.12}
\]

\[
\|G(t, x) - x\| \leq K\|\mathcal{L}_\alpha(\mu)\|_\infty, \tag{2.13}
\]

where

\[
\|\mathcal{L}_\alpha(\mu)\|_\infty = \sup_{t \in \mathbb{R}} \mathcal{L}_\alpha(\mu)(t).
\]

Now we introduce a local version of Hartman-Grobman theorem. The following lemma is elementary.

**Lemma 2.6.** For some \( \epsilon > 0 \), if \( F: \mathbb{R} \times \overline{B}_\epsilon(0) \to \mathbb{R}^n \) satisfies \( F(t, 0) = 0 \) and

\[
\|F(t, x) - F(t, \bar{x})\| \leq r(t)\|x - \bar{x}\|,
\]

where \( \overline{B}_\epsilon(0) \) is a small closed ball around zero and \( r(t) \) is nonnegative local integrable with \( \sup_{t \in \mathbb{R}} \mathcal{L}_\alpha(r)(t) = \theta < K^{-1} \). Then the radial extension \( \tilde{F}(t, x) \) defined by

\[
\tilde{F}(t, x) = \begin{cases} 
F(t, x), & x \in \overline{B}_\epsilon(0), \\
F(t, \epsilon \frac{x}{\|x\|}), & x \in \mathbb{R}^n \backslash \overline{B}_\epsilon(0),
\end{cases}
\]

always satisfies

\[
\|\tilde{F}(t, x) - \tilde{F}(t, \bar{x})\| \leq 2r(t)\|x - \bar{x}\|. \tag{2.14}
\]

**Theorem 2.7.** (Local linearization) Suppose that (1.2) has an exponential dichotomy of the form (2.3) on \( \mathbb{R} \). Furthermore, for some \( \epsilon > 0 \), if \( f: \mathbb{R} \times \overline{B}_\epsilon(0) \to \mathbb{R}^n \) satisfies \( f(t, 0) = 0 \),

\[
\|f(t, x) - f(t, \bar{x})\| \leq 2r(t)\|x - \bar{x}\|,
\]

and such that \( 2\sup_{t \in \mathbb{R}} \mathcal{L}_\alpha(r)(t) = 2\theta < K^{-1} \). Then system (1.1) is topologically conjugated to system (2.11) on \( \overline{B}_\epsilon(0) \).
Remark 2.8. Clearly, Theorem 2.7 is a local version of Hartman-Grobman Theorem. Note that when \( x \in \overline{B}_r(0) \),
\[
\|f(t, x)\| \leq r(t)\|x\| \leq r(t)\varepsilon := \mu(t).
\]
when \( x \in \mathbb{R}^n \setminus \overline{B}_r(0) \),
\[
\|f(t, x)\| \leq 2r(t)\varepsilon := 2\mu(t).
\]
If \( \mu(t) \) satisfies \( \sup_{t \in \mathbb{R}} L_\alpha(\mu)(t) < \infty \), then it satisfies all conditions of Theorem 2.5.

Lemma 2.9. (Coppel [52]) If \( \mu(t), r(t) \) are nonnegative local integrable functions on \( \mathbb{R} \), i.e.,
\[
C_\mu = \sup_{t \in \mathbb{R}} \int_t^{t+1} \mu(s) \, ds, \quad C_r = \sup_{t \in \mathbb{R}} \int_t^{t+1} r(s) \, ds,
\]
then we have
\[
L_\alpha(\mu)(t) \leq 2(1 - \exp\{-\alpha\})^{-1}C_\mu, \quad \text{and} \quad L_\alpha(r)(t) \leq 2(1 - \exp\{-\alpha\})^{-1}C_r. \quad (2.15)
\]
Then the following result is obvious.

Corollary 2.10. Theorem 2.5 or Theorem 2.7 hold if \( \sup_{t \in \mathbb{R}} L_\alpha(\mu)(t) < \infty \) and
\[
\theta := 2(1 - \exp\{-\alpha\})^{-1}C_r < K^{-1}.
\]

2.3.2 Higher regularity of homeomorphism

Now it is the position to state our main result on the regularity of homeomorphisms existing in Theorem 2.5 and 2.7.

Theorem 2.11. (regularity of homeomorphisms) Suppose that the conditions in Theorem 2.5 or Theorem 2.7 are satisfied. If \( \sup_{t \in \mathbb{R}} L_\alpha, r(t) = \tilde{\theta} < K^{-1} \), then the equivalent function \( H \) is Lipschitzian, but its inverse \( G \) is Hölder continuous. More specifically, there exist positive constants \( p, q > 0 \) and \( 0 < \beta < 1 \) such that
\[
\begin{cases}
\|H(t, x) - H(t, \bar{x})\| \leq p\|x - \bar{x}\|, \\
\|G(t, x) - G(t, \bar{x})\| \leq q\|x - \bar{x}\|^{\beta}.
\end{cases} \quad (2.16)
\]

Remark 2.12. In the previous literature [11, 13, 19, 20, 23, 25, 29, 47], it is proven that both of the homeomorphisms are Hölder continuous. It can be restated that there exist positive constants \( p_1, q > 0 \) and \( 0 < \gamma, \beta < 1 \) such that
\[
\begin{cases}
\|H(t, x) - H(t, \bar{x})\| \leq p_1\|x - \bar{x}\|^\gamma, \\
\|G(t, x) - G(t, \bar{x})\| \leq q\|x - \bar{x}\|^{\beta}.
\end{cases}
\]
When \( A(t) \equiv A \), \( A \) is a constant matrix, the systems reduce to the autonomous systems. Then we have the following corollary.

**Corollary 2.13.** Let \( A \) be hyperbolic, i.e., the spectrum of \( A \) has no purely imaginary eigenvalues. If the nonlinear term \( f \) satisfies

\[
\| f(x) - f(\bar{x}) \| \leq r \| x - \bar{x} \|, \quad \| f(x) \| \leq \mu,
\]

for all \( x, \bar{x} \in \mathbb{R}^n \), and such that \( 2rk < \alpha \) (\( k, \alpha \) are given in (2.3)), then the nonlinear autonomous system

\[
x' = Ax + f(x)
\]

is topologically conjugated to

\[
x' = Ax.
\]

Moreover, the homeomorphism \( H(x) \) is Lipschitzian, but the inverse \( G(x) \) is Hölder continuous, i.e., for \( x, \bar{x} \in \mathbb{R}^n \), there exist positive constants \( p, q > 0 \), \( 0 < \beta < 1 \) such that

\[
\begin{align*}
\| H(x) - H(\bar{x}) \| & \leq p \| x - \bar{x} \|, \\
\| G(x) - G(\bar{x}) \| & \leq q \| x - \bar{x} \|^\beta.
\end{align*}
\]

**Corollary 2.14.** In the nonuniform case, that is, the linear system admits a nonuniform exponential dichotomy instead of the uniform exponential dichotomy ([14, 15, 16, 17, 55]), Theorems 2.5, 2.7 and 2.11 are true for

\[
\tilde{\mu}(t) = \mu(t) \exp\{-\epsilon |t|\} \quad \text{and} \quad \tilde{r}(t) = r(t) \exp\{-\epsilon |t|\},
\]

where \( \mu(t) \) and \( r(t) \) are given in (2.9).

In fact, we can see that

\[
\mathcal{L}_\alpha(\tilde{\mu})(t) = \int_{-\infty}^{\infty} \exp\{-\alpha |t - s| + \epsilon |s|\} \mu(s) \exp\{-\epsilon |s|\} ds = \mathcal{L}_\alpha(\mu)(t),
\]

similarly, \( \mathcal{L}_\alpha(\tilde{r})(t) = \mathcal{L}_\alpha(r)(t) \). Thus, all conditions of these theorems in the nonuniform case are satisfied.

**Remark 2.15.** Lemma 2.9 shows that a big class of functions \( \mu, r \) satisfy condition (2.10). \( r, \mu \in L^p, 1 \leq p \leq \infty \), with \( \| r \|_p \) small enough. If \( r \) is uniformly bounded, it is possible to choose \( \alpha = 0 \). Note when \( \mu(t) = \mu \) and \( r(t) = r \) are constants, Theorem 2.5 reduces to the classical Palmer linearization theorem. We note that Palmer did not give a conclusion on the Lipschitz nor the Hölder continuity of \( H \). It should be noted that \( f(t, x) \) in our theorem could be unbounded or not uniformly Lipschitzian. Note \( \mu(t), r(t) \) are locally integrable (satisfying (2.10)), so they could be unbounded.
2.4 Illustrative examples and open conjecture

2.4.1 Illustrative examples to verify the higher regularity of homeomorphisms

Example 2.1. This example on the global linearization shows that the homeomorphism $H$ is Lipschitzian, but its inverse is merely Hölder continuous.

We consider the hyperbolic equations on the unit circle, i.e.,

$$
\begin{pmatrix}
    x_1' \\
    x_2'
\end{pmatrix} =
\begin{pmatrix}
    -1 & 0 \\
    0 & 1
\end{pmatrix}
\begin{pmatrix}
    x_1 \\
    x_2
\end{pmatrix} +
\begin{pmatrix}
    f_1(x_1) \\
    f_2(x_2)
\end{pmatrix},
$$

where $f_1(x_1)$ and $f_2(x_2)$ is given by

$$
f_1(x_1) =
\begin{cases}
    \epsilon x_1, & 0 \leq x_1 \leq 1, \\
    -\epsilon x_1^3, & -1 \leq x_1 < 0,
\end{cases}
$$

and

$$
f_2(x_2) =
\begin{cases}
    -\epsilon x_2, & 0 \leq x_2 \leq 1, \\
    -\epsilon x_2^3, & -1 \leq x_2 < 0.
\end{cases}
$$

It is easy to see that $f$ is bounded and Lipschitzian. Moreover, it is easy to obtain that equation (2.17) is topologically conjugated to its linear part

$$
\begin{pmatrix}
    y_1' \\
    y_2'
\end{pmatrix} =
\begin{pmatrix}
    -1 & 0 \\
    0 & 1
\end{pmatrix}
\begin{pmatrix}
    y_1 \\
    y_2
\end{pmatrix}.
$$

Thus the main purpose here is to construct an explicit formulae for $H = (H_1, H_2)^T$ and its inverse $G = (G_1, G_2)^T = H^{-1}$. For $t \geq 0$, we firstly consider the subsystem

$$
x_1' = -x_1 + f_1(x_1).
$$

Notice that

$$
-x_1 + f_1(x_1) =
\begin{cases}
    < 0, & \text{if } 0 < x_1 \leq 1, \\
    = 0, & \text{if } x_1 = 0, \\
    > 0, & \text{if } -1 \leq x_1 < 0.
\end{cases}
$$

Thus a solution is either always 0, always < 0 or always > 0.

Firstly, $H_1(0) = 0$ since 0 is a solution of (2.19) and $H_1(0)$ is the unique solution of $y_1' = -y_1$. But 0 is such a solution.

Secondly, we consider $0 < x_1(t) \leq 1$. Clearly, $x_1(t)$ is strictly decreasing, i.e., $x_1(t) \to 0$ as $t \to +\infty$; $x_1(t) \to 1$ as $t \to 0$. Therefore, there must exists a unique time $t_0$ such that
$x_1(t_0) = 1$. We set $t_0 = 0$. If $t > 0$, then $0 < x_1(t) < 1$ and so $x'_1(t) = -x_1(t) + \varepsilon x_1(t)$ with $x_1(0) = 1$. Hence,

$$x_1(t) = e^{(-1+\varepsilon)t}, \quad t \geq 0.$$  

We need to find the unique solution $y_1(t)$ of $y'_1 = -y_1$ such that $\|y_1(t) - x_1(t)\|$ is bounded. Looking at $x_1(t)$ when $t \geq 0$, we see that $y_1(t) = (1 - \varepsilon)e^{-t}$. Hence for all $t \geq 0$,

$$H_1(x_1(t)) = (1 - \varepsilon)e^{-t}.$$

Then

$$H_1(1) = H_1(x_1(0)) = 1 - \varepsilon.$$

If $0 < \xi_1 < 1$, then there exists a unique time $t > 0$ such that $x_1(t) = e^{(-1+\varepsilon)t} = \xi_1$. Then

$$H_1(\xi) = H_1(x_1(t)) = (1 - \varepsilon)e^{-t} = (1 - \varepsilon)x_1(t)^{\frac{1}{\varepsilon}} = (1 - \varepsilon)\xi_1^{\frac{1}{\varepsilon}}.$$

Therefore,

$$H(x_1) = (1 - \varepsilon)x_1^{\frac{1}{\varepsilon}}, \quad 0 < x_1 \leq 1.$$

Let us now consider $-1 \leq x_1(t) < 0$, clearly $x_1(t)$ is strictly increasing, i.e., $x_1(t) \to 0$ as $t \to \infty$; $x_1(t) \to -1$ as $t \to 0$. So there must exists a unique time $t_0$ such that $x_1(t_0) = -1$. We set $t_0 = 0$. If $t > 0$, then $-1 < x_1(t) < 0$ and so $x'_1(t) = -x_1(t) + \varepsilon x_1^3(t)$ with $x_1(0) = -1$. Letting $z_1 = x_1^{-2}$, then $z'_1 = 2z - 2\varepsilon$ with $z_1(0) = 1$. Hence, $z_1(t) = (1 - \varepsilon)e^{2t} + \varepsilon$, that is,

$$x_1(t) = -\left[(1 - \varepsilon)e^{2t} + \varepsilon\right]^{-\frac{1}{2}}, \quad t \geq 0.$$  

We need to find the unique solution $y_1(t)$ of $y'_1 = -y_1$ such that $|y_1(t) - x_1(t)|$ is bounded. Looking at $x_1(t)$ when $t \geq 0$, we see that $y_1(t) = (\varepsilon - 1)e^{-t}$. Hence for all $t \geq 0$,

$$H_1(x_1(t)) = (\varepsilon - 1)e^{-t}.$$  

Then

$$H_1(1) = H_1(x_1(0)) = \varepsilon - 1.$$  

If $-1 < \xi_1 < 0$, then there exists a unique time $t > 0$ such that

$$x_1(t) = -\left[(1 - \varepsilon)e^{2t} + \varepsilon\right]^{-\frac{1}{2}} = \xi_1.$$  

Then

$$H_1(\xi_1) = H_1(x_1(t)) = (\varepsilon - 1)e^{-t} = -(1 - \varepsilon)^{\frac{3}{2}}((-x_1(t))^{-2} - \varepsilon)^{-\frac{1}{2}} = -(1 - \varepsilon)^{\frac{3}{2}}((-\xi_1)^{-2} - \varepsilon)^{-\frac{1}{2}}.$$  
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Thus we obtain that

$$H_1(x_1) = -(1 - \epsilon) \frac{3}{2} ((-x_1)^{-2} - \epsilon)^{-\frac{1}{2}}, \quad -1 \leq x_1 < 0.$$ 

Summarizing we have found that

$$H_1(x_1) = \begin{cases} 
(1 - \epsilon)x_1^\frac{1}{2}, & 0 < x_1 \leq 1, \\
0, & x_1 = 0, \\
-(1 - \epsilon) \frac{2}{3} ((-x_1)^{-2} - \epsilon)^{-\frac{1}{2}}, & -1 \leq x_1 < 0.
\end{cases}$$

We next claim that $H_1$ is a continuous function, but it is not $C^1$. In fact, we only say that $H_1$ is continuous at 0, but is not $C^1$ at 0.

$H_1(x_1)$ is continuous at $x_1 = 0$:

$$\lim_{x_1 \to 0^+} (1 - \epsilon)x_1^\frac{1}{2} = 0,$$

$$\lim_{x_1 \to 0^-} -(1 - \epsilon) \frac{2}{3} ((-x_1)^{-2} - \epsilon)^{-\frac{1}{2}} = 0.$$ 

Hence, $H_1(x_1)$ is continuous, but the following fact proves that $H_1$ is not $C^1$ at 0. Clearly, for $0 < x_1 \leq 1$, $H'_1(x_1) = x_1^\frac{1}{2}$, and for $-1 \leq x_1 < 0$, $H'_1(x_1) = (1 - \epsilon) \frac{2}{3}(1 - \epsilon(x_1)^2)^{-\frac{2}{3}}$. Therefore,

$$\lim_{x_1 \to 0^+} x_1^\frac{1}{2} = 0,$$

$$\lim_{x_1 \to 0^-} (1 - \epsilon) \frac{2}{3}(1 - \epsilon(x_1)^2)^{-\frac{2}{3}} = (1 - \epsilon)^\frac{2}{3},$$

which implies that $H_1(x_1)$ is not in $C^1$. Fortunately, $H_1(x_1)$ is Lipschitz continuous, since $H'_1(x_1)$ is continuous at $x_1$ except for $x_1 = 0$, and it is bounded with $\|H'_1\| \leq 1$. So function $H_1(x_1)$ is globally Lipschitz continuous with Lipschitz constant $L = 1$, but is not in $C^1$.

However, the inverse function $G_1 = H_1^{-1}$ is

$$G_1(y_1) = \begin{cases} 
\frac{y_1}{1-\epsilon}^{1-\epsilon}, & 0 < y_1 \leq 1 - \epsilon, \\
y_1 = 0, & y_1 = 0, \\
-\left((1 - \epsilon)^{-\frac{2}{3}}(y_1)^{-2} + \epsilon\right)^{-\frac{1}{2}}, & -1 + \epsilon \leq y_1 < 0.
\end{cases}$$

Obviously, $G_1(y_1)$ is continuous at 0. So $G_1(y_1)$ is a continuous function. However, this is not Lipschitz continuous since $y_1^{1-\epsilon}$ is not Lipschitz, as $0 < 1 - \epsilon < 1$. 
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Secondly, for \( t \leq 0 \), we consider the subsystem
\[
x_2' = x_2 + f_2(x_2).
\]

Similar to the procedure just shown, we can obtain that
\[
H_2(x_2) = \begin{cases} 
(1 - \epsilon)\frac{1}{x_2}, & 0 < x_2 \leq 1, \\
0, & x_2 = 0, \\
-(1 - \epsilon)^{\frac{3}{2}} ((-x_2)^{-2} - \epsilon)^{-\frac{1}{2}}, & -1 \leq x_2 < 0,
\end{cases}
\]
and
\[
G_2(y_2) = \begin{cases} 
(y_2)(1-\epsilon)^{1-\epsilon}, & 0 < y_2 \leq 1 - \epsilon, \\
0, & y_2 = 0, \\
-(1 - \epsilon)^{-\frac{3}{2}} ((-y_2)^{-2} + \epsilon)^{-\frac{1}{2}}, & -1 + \epsilon \leq y_2 < 0.
\end{cases}
\]

Hence, \( H_2 \) is Lipschitzian, but \( G_2 \) is only Hölder continuous. Therefore, Theorem 2.11 is verified.

**Example 2.2.** This example on the local linearization is to show that the homeomorphism \( H \) is Lipschitzian, but its inverse is merely Hölder continuous.

We consider the following non-autonomous system
\[
x' = -x + f(t, x),
\]
where \( f(t, x) \) is given by
\[
f(t, x) = \begin{cases} 
0, & \|x\| \leq \epsilon, \\
\frac{2e^{-t}}{e^t + e^{-t}}x, & \|x\| \geq \delta,
\end{cases}
\]
for some arbitrarily chosen \( 0 < \epsilon < \delta \). We assume that \( f \) connects these two value smoothly. Thus the vector field of Eq. (2.20) is nonlinear. When \( \|x\| \leq \epsilon \), it is identical to the linear flow. Hence, we only need to limit ourselves to \( \|x\| \geq \delta \). For \( \|x\| \geq \delta \), we can check that \( x(t) = \frac{2}{e^t + e^{-t}} \) is a bounded solution with the initial value \( x(0) = 1 \).

Now we set \( H(t, x) = \frac{1}{x} - \frac{t^2}{2} \). Notice that
\[
H(t, x(t)) = \frac{1}{x(t)} - \frac{e^t}{2} = \frac{e^t + e^{-t}}{2} - \frac{e^t}{2} = \frac{1}{2} e^{-t},
\]
which implies that \( H(t, x(t)) \) is a solution of \( y' = -y \). To show its regularity, take any \( \|x_1\|, \|x_2\| \geq \delta \), we have

\[
\|H(t, x_1) - H(t, x_2)\| = \left\| \frac{1}{x_1} - \frac{1}{x_2} \right\| \leq \frac{1}{\delta^2} \|x_1 - x_2\|.
\]

It means that \( H \) is Lipschitzian for \( \|x\| \geq \delta \). Moreover for \( \|y\| \leq \frac{1}{\delta}, G := H^{-1} = \frac{2}{e^t + 2y} \) and

\[
\|G(t, y_1) - G(t, y_2)\| = \frac{4\|y_2 - y_1\|}{(e^t + 2y_1)(e^t + 2y_2)},
\]

when \( t \to -\infty, \|G(t, y_1) - G(t, y_2)\| = \frac{\|y_2 - y_1\|}{\|y_1 y_2\|} \to \infty \). Therefore, \( G \) is not Lipschitzian. If we take \( \|y_1 - y_2\| < 1 \), then there exists \( 0 < q < 1 \) such that \( \|G(t, y_1) - G(t, y_2)\| \leq \|y_1 - y_2\|^q \).

**Example 2.3.** The following example shows that \( f(t, x) \) in our conditions (2.9) could be unbounded, nor uniformly Lipschitzian. Thus, it is weaker than previous works on the Palmer’s linearization theorem.

We construct a continuous function \( f(t, x) \) which is unbounded, not uniformly Lipschitzian, but locally integrable. Considering \([0, \infty)\), for any positive constant \( c \) and integer \( m \), let

\[
\bar{g}(t) = \begin{cases} 
0, & \text{if } t \in [0, 1), \\
cm^2t - cm^3, & \text{if } t \in [m, m + \frac{1}{2m}) , \\
-cm^2t + cm^3 + cm, & \text{if } t \in [m + \frac{1}{2m}, m + \frac{1}{m}) , \\
0, & \text{if } t \in [m + \frac{1}{m}, m + 1) .
\end{cases}
\]

Note that \( \bar{g}(t) \) is continuous on \([0, \infty)\). Let \( \mu(t) \) the continuous function on \( \mathbb{R} \):

\[
\mu(t) = \begin{cases} 
\bar{g}(t), & \text{if } t \geq 0, \\
\bar{g}(-t), & \text{if } t < 0.
\end{cases}
\]

Thus,

\[
f(t, x) = \mu(t) \sin(x)
\]

is continuous on \( \mathbb{R} \times \mathbb{R}^2 \). It is easy to see that for any \( (t, x), (t, \bar{x}) \in \mathbb{R} \times \mathbb{R}^2 \),

\[
\|f(t, x) - f(t, \bar{x})\| \leq \mu(t) \|x - \bar{x}\| ;
\]

\[
\|f(t, x)\| \leq \mu(t)
\]
and
\[ \int_t^{t+1} \mu(s) ds \leq c. \]
However, we see that \( \mu \) and \( f \) are unbounded functions, since
\[ \mu \left( m + \frac{1}{2m} \right) \to +\infty, \text{ as } m \to \infty. \]
Consequently, \( f(t, x) \) is not only unbounded, but also \( f(t, x) \) is not uniformly Lipschitzian.

### 2.4.2 Open conjecture

The above two illustrative example show that our main results on the higher regularity of homeomorphisms are correct. That is, the homeomorphism \( H \) is Lipschitzian, and the inverse of the homeomorphism is Hölder continuous. In particular, in Example 2.11 it is shown that homeomorphism \( H \) is Lipschitzian, **but not** \( C^1 \); its inverse is Hölder continuous, **but not** Lipschitzian. Moreover, it is difficult to verify that both the homeomorphism \( H \) and its inverse in this example are unique, respectively. Therefore, from this example, we assert that the homeomorphism \( H \) is Lipschitzian and its inverse is Hölder continuous in the Hartman-Grobman, **and the regularity of the homeomorphisms is sharp. That is to say, the regularity of the homeomorphisms could not be improved any more.** But in this situation, it is only a conjecture from the example. We need a strict proof, but it is an open problem now.

### 3 Preliminary results

#### 3.1 Preliminary results for the existence of homeomorphisms

In what follows, we always suppose that the conditions of Theorem 2.14 are satisfied. Let \( X(t, t_0, x) \) be a solution of system (1.1) satisfying the initial condition \( X(t_0) = x \) and \( Y(t, t_0, y) \) is a solution of system (2.11) satisfying the initial condition \( Y(t_0) = y \). To prove the main results, we divide our proof into several lemmas.

**Lemma 3.1.** For each \((\tau, \xi)\), the system
\[ Z' = A(t)Z - f(t, X(t, \tau, \xi)) \]
has a unique bounded solution \( h(t, (\tau, \xi)) \) with \( \| h(t, (\tau, \xi)) \| \leq K \| L_\alpha(\mu) \|_\infty \).

**Proof.** For any fixed \((\tau, \xi)\), let
\[
h(t, (\tau, \xi)) = -K(f(\cdot, X(\cdot, \tau, \xi))(t) = -\int_{-\infty}^{t} U(t, s)P(s)f(s, X(s, \tau, \xi))ds + \int_{t}^{\infty} U(t, s)(I - P(s))f(s, X(s, \tau, \xi))ds.
\]
Differentiating it, it is easy to see that \( h(t, (\tau, \xi)) \) is a solution of the system (3.1). It follows from (2.3) and (2.9) that
\[
\| h(t, (\tau, \xi)) \| \leq \int_{-\infty}^{t} K\mu(s) \exp\{-\alpha(t-s)\}ds + \int_{t}^{\infty} K\mu(s) \exp\{\alpha(t-s)\}ds
\]
\[
\leq K \| L_\alpha(\mu) \|_\infty,
\]
which implies that \( h(t, (\tau, \xi)) \) is a bounded solution of the system (3.1). We claim that the bounded solution is unique. In fact, for any fixed \((\tau, \xi)\), the system (3.1) is linearly inhomogeneous, and its linear system \( Z' = A(t)Z \) has an exponential dichotomy. This implies that the bounded solution of (3.1) is unique. \( \square \)

**Lemma 3.2.** For each \((\tau, \xi)\), the system
\[
Z' = A(t)Z + f(t, Y(t, \tau, \xi) + Z)
\]
has a unique bounded solution \( g(t, (\tau, \xi)) \), and \( \| g(t, (\tau, \xi)) \| \leq K \| L_\alpha(\mu) \|_\infty \).

**Proof.** Let \( B \) be the complete metric space of all the continuous bounded functions \( Z(t) \), provided of supremum metric, with \( \| Z(t) \| \leq K \| L_\alpha(\mu) \|_\infty \). For each \((\tau, \xi)\) and any \( Z(t) \in B \), define a mapping \( T \) as follows,
\[
TZ(t) = \int_{-\infty}^{t} U(t, s)P(s)f(s, Y(s, \tau, \xi) + Z(s))ds - \int_{t}^{\infty} U(t, s)(I - P(s))f(s, Y(s, \tau, \xi) + Z(s))ds.
\]
A simple computation leads to
\[
\| TZ(t) \| \leq KL_\alpha(\mu)(t),
\]
which implies that \( TB \subset B \). For any \( Z_1(t), Z_2(t) \in B \),
\[
\| TZ_1(t) - TZ_2(t) \| \leq KL_\alpha(\mu)(t) \| Z_1 - Z_2 \|.
\]
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Now, by (2.10) $K\theta < 1$, then $T$ has a unique fixed point, namely $Z_0(t)$, and

$$Z_0(t) = \int_{-\infty}^{t} U(t, s)P(s)f(s, Y(s, \tau, \xi) + Z_0(s))ds - \int_{t}^{\infty} U(t, s)(I - P(s))f(s, Y(s, \tau, \xi) + Z_0(s))ds.$$

It is easy to see that $Z_0(t)$ is a bounded solution of the system (3.2). From standard argument, the bounded solution is unique. We may call the unique solution $g(t, (\tau, \xi))$. From the above proof, it is easy to see that $\|g(t, (\tau, \xi))\| \leq K \|\mathcal{L}_\alpha(\mu)\|_{\infty}$.

Similarly, we have:

**Lemma 3.3.** Let $x(t)$ be any solution of the system (1.2). Then $Z(t) \equiv 0$ is the unique bounded solution of the system

$$Z' = A(t)Z + f(t, x(t) + Z) - f(t, x(t)).$$

(3.3)

Note the importance in these results of the uniform boundedness of $\mathcal{L}_\alpha(\mu)(t)$.

**Constructing the homeomorphisms:** Now we define two functions as follows

$$H(t, x) = x + h(t, (t, x)), \quad (3.4)$$

$$G(t, y) = y + g(t, (t, y)), \quad (3.5)$$

for $g$ and $h$ as in Lemmas 3.1 and 3.2

By differentiation and similar arguments, we have the following lemmas.

**Lemma 3.4.** For any fixed $(t_0, x)$, $H(t, X(t, t_0, x))$ is a solution of system (2.11).

**Lemma 3.5.** For any fixed $(t_0, y)$, $G(t, Y(t, t_0, y))$ is a solution of system (2.16).

**Lemma 3.6.** For any $t \in \mathbb{R}$, $y \in \mathbb{R}^n$, $H(t, G(t, y)) = y$.

**Proof.** Let $y(t)$ be any solution of linear system (2.11). From Lemma 3.5, $G(t, y(t))$ is a solution of system (1.1). Then by Lemma 3.4 we see that $H(t, G(t, y(t)))$ is a solution of system (2.11), written as $\overline{y}(t)$. Let

$$J(t) = \overline{y}(t) - y(t).$$
To prove this conclusion, we need to show that $J(t) \equiv 0$. In fact, differentiating $J$, we have

$$J'(t) = \overline{y}'(t) - y'(t) = A(t)\overline{y}(t) - A(t)y(t) = A(t)J(t),$$

which implies that $J$ is a solution of the system $Z' = A(t)Z$. From Lemma 3.1 and Lemma 3.2, it follows that

$$\|J(t)\| = \|\overline{y}(t) - y(t)\| = \|H(t, G(t, (t, y(t)))) - y(t)\| \leq \|H(t, G(t, (t, y(t)))) - G(t, (t, y(t))))\| + \|G(t, (t, y(t)))) - y(t)\| \leq 2K \| L_\alpha(\mu) \|_\infty.$$

This implies that $J(t)$ is a bounded solution of the system $Z' = A(t)Z$. However, the linear system $Z' = A(t)Z$ has no nontrivial bounded solution. Hence $J(t) \equiv 0$, that is, $\overline{y}(t) = y(t)$. Thus, $J(t) \equiv 0$, that is,

$$\overline{y}(t) = y(t), \quad \text{or} \quad H(t, G(t, y(t))) \equiv y(t).$$

Since $y(t)$ is an arbitrary solution of linear system (2.11), the proof of Lemma 3.6 is complete.

Lemma 3.7. For any $t \in \mathbb{R}$, $x \in \mathbb{R}^n$, we have

$$G(t, H(t, x)) = x.$$

Proof. The proof is similar to that in Lemma 3.6.

\[\square\]

3.2 Key lemma for the Lipchitzian continuity of homeomorphism

To introduce our key lemma, we begin with a result from [52, 53, 54]. We restate it as follows.

Lemma 3.8. Assume that system (1.2) admits an exponential dichotomy with the form (2.3) on $\mathbb{R}$. 

\[\square\]
(1) If system (1.1) has a bounded solution $X(t,t_0,x)$ on $[t_0,\infty)$ satisfying the initial value $X(t_0) = x$, then $X(t,t_0,x)$ can be expressed by:

$$X(t,t_0,x) = U(t,t_0)P(t_0)x + \int_{t_0}^{t} \Phi_P(t,\tau)f(\tau,X(\tau,t_0,x))d\tau + \int_{t}^{\infty} \Phi_Q(t,\tau)f(\tau,X(\tau,t_0,x))d\tau,$$

where

$$\Phi_P(t,\tau) = U(t,\tau)P(\tau), \quad t \geq \tau, \quad \text{and} \quad \Phi_Q(t,\tau) = -U(t,\tau)(I-P(\tau)), \quad t \leq \tau.$$ 

Conversely, all solutions $X(t,t_0,x)$ of (3.6) on $[t_0,\infty)$ are the solutions of (1.1).

(2) If system (1.1) has a bounded solution $X(t,t_0,x)$ on $(-\infty,t_0]$ satisfying the initial value $X(t_0) = x$, then $X(t,t_0,x)$ can be expressed by:

$$X(t,t_0,x) = U(t,t_0)(I-P(t_0))x + \int_{-\infty}^{t} \Phi_P(t,\tau)f(\tau,X(\tau,t_0,x))d\tau + \int_{t}^{t_0} \Phi_Q(t,\tau)f(\tau,X(\tau,t_0,x))d\tau.$$

Conversely, all solutions $X(t,t_0,x)$ of (3.7) on $(-\infty,t_0]$ are the solutions of (1.1).

The following lemma plays a great role in the proof of Lipchitz continuity of homeomorphism.

**Lemma 3.9.** Denote $X(t,t_0,x)$ is the solution of system (1.1) satisfying $X(t_0) = x \in \mathbb{R}^n$.

(i) For any $\xi_1 \in P(t_0)(\mathbb{R}^n)$, (1.1) has a unique bounded solution $X(t,t_0,x)$ on $[t_0,\infty)$ satisfying $P(t_0)X(t_0) = \xi_1$, which is expressed by (3.6); (ii) For any $\xi_2 \in (I-P(t_0))(\mathbb{R}^n)$, (1.1) has a unique bounded solution $X(t,t_0,x)$ on $(-\infty,t_0]$ satisfying $(I-P(t_0))X(t_0) = \xi_2$, which is expressed by (3.7).

Moreover, if $\alpha = \alpha_1 + \alpha_2$ and $\sup_{t \in \mathbb{R}} L_{\alpha_1}(r)(t) = \bar{\theta} < K^{-1}$, then for any $\alpha_2 < \alpha$ the following conclusions hold:

(1) For $P(t_0)(x - \bar{x}) \in P(t_0)(\mathbb{R}^n)$, we have

$$\|X(t,t_0,x) - X(t,t_0,\bar{x})\| \leq \frac{K}{1 - K\theta}\|P(t_0)(x - \bar{x})\| \exp\{|\alpha_2(t - t_0)\}, \quad t \geq t_0; \quad (3.8)$$

(2) For $(I-P(t_0))(x - \bar{x}) \in (I-P(t_0))(\mathbb{R}^n)$, we have

$$\|X(t,t_0,x) - X(t,t_0,\bar{x})\| \leq \frac{K}{1 - K\theta}\|(I-P(t_0))(x - \bar{x})\| \exp\{\alpha_2(t - t_0)\}, \quad t \leq t_0. \quad (3.9)$$

**Proof.** We claim the first part by means of Banach contraction mapping principle. Let $\mathcal{BC}$ be the set of all bounded continuous functions defined for $t \geq t_0$. If $\mathcal{J}$ is the mapping defined by

$$\mathcal{J}X(t,t_0,x) = U(t,t_0)P(t_0)x + \int_{t_0}^{t} \Phi_P(t,\tau)f(\tau,X(\tau,t_0,x))d\tau + \int_{t}^{\infty} \Phi_Q(t,\tau)f(\tau,X(\tau,t_0,x))d\tau.$$
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By using (2.9) and (2.10), it is easy to see that $\mathcal{J}X$ is continuous and bounded. In fact,

$$
\| \mathcal{J}X(t, t_0, x) \| \leq K \exp\{ -\alpha(t - t_0) \} \| \xi_1 \| + \int_{t_0}^{\infty} K \exp\{ -\alpha |t - \tau| \} \mu(\tau) d\tau \\
\leq K \| \xi_1 \| + K \sup_{\tau \geq t_0} L_\alpha(\mu)(\tau) < \infty,
$$

where $\xi_1 = P(t_0)X(t_0) = P(t_0)x$. Hence $\mathcal{J}$ maps $BC$ into itself. Note that $K\theta < 1$ (see (2.10)), for any $X_1(t, t_0, x), X_2(t, t_0, x) \in BC$, we have that (also using (2.9) and (2.10))

$$
\| \mathcal{J}X_1(t, t_0, x) - \mathcal{J}X_2(t, t_0, x) \| \leq \int_{t_0}^{\infty} K \exp\{ -\alpha |t - \tau| \} r(\tau) \| X_1(\tau, t_0, x) - X_2(\tau, t_0, x) \| d\tau \\
\leq K\theta \sup_{\tau \geq t_0} \| X_1(\tau, t_0, x) - X_2(\tau, t_0, x) \|,
$$

which implies that $\mathcal{J}$ is a contraction mapping in $BC$, that is, there is a unique fixed point $X^* = \mathcal{J}X^*$ such that $X^*$ is bounded for $t \geq t_0$ and $P(t_0)X(t_0) = \xi_1$. The expression follows from Lemma 3.8 immediately.

Similar to the above procedure for $t \leq t_0$, by replacing the mapping by

$$
\mathcal{J}X(t, t_0, x) = U(t, t_0)\xi_2 + \int_{t_0}^{t} \Phi_Q(t, \tau) f(\tau, X(\tau, t_0, x)) d\tau + \int_{-\infty}^{t} \Phi_P(t, \tau) f(\tau, X(\tau, t_0, x)) d\tau,
$$

where $\xi_2 = (I - P(t_0))x \in (I - P(t_0))(\mathbb{R}^n)$. We can show that $X(t)$ is solution of (1.1) with the required property (ii).

We now show the second part by means of Lemma 2.3 and Lemma 2.4. By (2.9), we conclude that for any initial condition on $P(t_0)(x - \bar{x}) \in P(t_0)(\mathbb{R}^n)$

$$
\| X(t, t_0, x) - X(t, t_0, \bar{x}) \| \leq K \| P(t_0)(x - \bar{x}) \| \exp\{ -\alpha(t - t_0) \} \\
+ \int_{t_0}^{\infty} K \exp\{ -\alpha |t - \tau| \} r(\tau) \| X(\tau, t_0, x) - X(\tau, t_0, \bar{x}) \| d\tau.
$$

(3.10)

Since $K\theta < 1$, and using dichotomic inequality in Lemma 2.3, we obtain that for $t \geq t_0$

$$
\| X(t, t_0, x) - X(t, t_0, \bar{x}) \| \leq \frac{K}{1 - K\theta} \exp\{ -\alpha_2(t - t_0) \} \| P(t_0)(x - \bar{x}) \|.
$$

Finally, analogous analysis for $t \leq t_0$, dichotomic inequality in Lemma 2.4 ends the proof. \qed

### 3.3 An intuitive example to understand Lemma 3.9

**Example 3.1.** In this example, we give an intuitive example to understand Lemma 3.9. It is a key lemma to prove that the homeomorphism $H$ is Lipschitz continuous.
For simplicity, we consider the following planar system

$$x' = Ax + f(x), \quad x \in \mathbb{R}^2,$$

where $f : \mathbb{R}^2 \to \mathbb{R}^2$ and $A = \text{diag}\{-1, 1\}$. If we take $P = \text{diag}\{1, 0\}$ and $I - P = \text{diag}\{0, 1\}$, then

$$Px' = \begin{pmatrix} x'_1 \\ 0 \end{pmatrix} = \begin{pmatrix} -1 & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} x_1 \\ 0 \end{pmatrix} + \begin{pmatrix} f_1(x_1, x_2) \\ 0 \end{pmatrix},$$

and

$$(I - P)x' = \begin{pmatrix} 0 \\ x'_2 \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 \\ x_2 \end{pmatrix} + \begin{pmatrix} 0 \\ f_2(x_1, x_2) \end{pmatrix}.$$  

Suppose that $f = (f_1, f_2)^T$ satisfies $f(0) = 0$ and $\|f(x)\| \leq \mu$, $\|f(x) - f(\bar{x})\| \leq r\|x - \bar{x}\|$ for all $x, \bar{x} \in \mathbb{R}^2$, where $\mu > 0$ and $r < \frac{1}{2}$. Then we have $K = 1, \alpha = 1, \theta = 2rK/\alpha = 2r < 1$. Thus for $t \geq 0$, it is clear that equation (3.12) has a unique bounded solution $X(t)$ with the initial condition $(x_1(0), 0)^T$ (i.e., $(x_1(0), x_2(0))^T = (x_1(0), 0)^T \in P(\mathbb{R}^2)$). Note

$$X(t) = e^{-t} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} x_1(0) \\ 0 \end{pmatrix} + \int_0^t e^{-(t-s)} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} f_1(x_1(s), x_2(s)) \\ 0 \end{pmatrix} ds,$$

$$- \int_t^\infty e^{t-s} \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 \\ f_2(x_1(s), x_2(s)) \end{pmatrix} ds.$$  

Then for $t \geq 0$ and $x, \bar{x}$,

$$\|X(t, 0, x) - X(t, 0, \bar{x})\| \leq c_1e^{-\epsilon t}\|Px - P\bar{x}\|,$$

for some constants $c_1 > 0$, $0 < \epsilon < 1$. For $t \leq 0$, similar to the procedure just shown, we have that $X(t)$ is bounded and

$$\|X(t, 0, x) - X(t, 0, \bar{x})\| \leq c_2e^{\epsilon t}\|(I - P)x - (I - P)\bar{x}\|,$$

for some constants $c_2 > 0$, $0 < \epsilon < 1$. Therefore, Lemma 3.9 always holds.

## 4 Proofs of main results

### 4.1 Proofs of Theorem 2.5

Now we are in a position to prove Theorem 2.5.
Proof of Theorem 2.5. Now we show that \( H(t, \cdot) \) satisfies the four conditions of Definition 2.1. For any fixed \( t \), it follows from Lemma 3.6, 3.7 that \( H(t, \cdot) \) is homeomorphism and \( G(t, \cdot) = H^{-1}(t, \cdot) \). Thus, Condition (i) is satisfied. From (2.9) and Lemma 3.1 we derive \( \|H(t, x) - x\| = \|h(t, (t, x))\| \leq K \| L_{\alpha}(\mu) \|_{\infty} \). Note \( \|H(t, x)\| \to \infty \) as \( \|x\| \to \infty \), uniformly with respect to \( t \). Thus, Condition (ii) is satisfied. From (2.11) and Lemma 3.2, we derive \( \|G(t, y) - y\| = \|g(t, (t, y))\| \). Note \( \|G(t, y)\| \to \infty \) as \( \|y\| \to \infty \), uniformly with respect to \( t \). Thus, Condition (iii) is satisfied. From Lemma 3.4, Lemma 3.5, we know that Condition (iv) is true. Hence, the system (1.1) and its linear system (2.11) are topologically conjugated. This completes the proof of Theorem 2.5.

4.2 Proofs of Theorem 2.11

Now we are in a position to prove Theorem 2.11. We divide the proof into two steps.

Proof. Proof (1). Step 1-1 We are going to use dichotomy inequality to prove the Lipshcitz continuity of the equivalent function \( H \). We claim that

\[
\|H(t, x) - H(t, \bar{x})\| \leq p\|x - \bar{x}\|, \quad p = 1 + \frac{2K^2\bar{\theta}}{1 - K\bar{\theta}}.
\]

By uniqueness \( X(t, (\tau, \xi)) = X(t, (t, X(t, (\tau, \xi)))) \). From Lemma 3.1 it follows that

\[
h(t, (t, \xi)) = -\int_{-\infty}^{t} U(t, s)P(s)f(s, X(s, t, \xi))ds + \int_{t}^{\infty} U(t, s)(I - P(s))f(s, X(s, t, \xi))ds,
\]

which is also equivalent to

\[
P(t)h(t, (t, \xi)) = -\int_{-\infty}^{t} U(t, s)P(s)f(s, X(s, t, \xi))ds,
\]

\[
(I - P(t))h(t, (t, \xi)) = \int_{t}^{\infty} U(t, s)(I - P(s))f(s, X(s, t, \xi))ds.
\]

Thus we get

\[
I_1 := P(t)h(t, (t, \xi)) - P(t)h(t, (t, \bar{\xi})) = \int_{-\infty}^{t} U(t, s)P(s)(f(s, X(s, t, \bar{\xi})) - f(s, X(s, t, \xi)))ds,
\]

\[
I_2 := (I - P(t))h(t, (t, \xi)) - (I - P(t))h(t, (t, \bar{\xi})) = \int_{t}^{\infty} U(t, s)(I - P(s))(f(s, X(s, t, \xi)) - f(s, X(s, t, \bar{\xi})))ds.
\]
In view of Lemma 3.9, for any initial condition on \( P(t_0)(\mathbb{R}^n) \) (or \((I-P(t_0))(\mathbb{R}^n))\) of system (1.1) is bounded on demiaxes \([s, \infty)\) (or \((-\infty, s])\). Then, by condition (2.9), and using Lemma 3.9 (part \( t \leq t_0 \)), we deduce that

\[
\|I_1\| \leq \int_{-\infty}^t K \exp\{-\alpha(t-s)\} \frac{K}{1-K\theta} \exp\{\alpha_2(t-s)\} \| (I-P(t))(\xi - \bar{\xi}) \| r(s) ds
\]

\[
\leq \frac{K^2}{1-K\theta} \| (I-P(t))(\xi - \bar{\xi}) \| \int_{-\infty}^t \exp\{-\alpha_1(t-s)\} r(s) ds,
\]

and similarly, by Lemma 3.9 (part \( t \geq t_0 \)), we have that

\[
\|I_2\| \leq \int_t^\infty K \exp\{\alpha(t-s)\} \frac{K}{1-K\theta} \exp\{-\alpha_2(t-s)\} \| P(t)(\xi - \bar{\xi}) \| r(s) ds
\]

\[
\leq \frac{K^2}{1-K\theta} \| P(t)(\xi - \bar{\xi}) \| \int_t^\infty \exp\{\alpha_1(t-s)\} r(s) ds.
\]

Hence, we conclude that

\[
\|I_1\| + \|I_2\| \leq \frac{K^2}{1-K\theta} \left( \| P(t)(\xi - \bar{\xi}) \| + \| (I-P(t))(\xi - \bar{\xi}) \| \right)
\]

\[
\left( \int_{-\infty}^t \exp\{-\alpha_1(t-s)\} r(s) ds + \int_t^\infty \exp\{\alpha_1(t-s)\} r(s) ds \right).
\]

From (2.10) and the above inequality, it follows that

\[
\|(P(t) + I - P(t))(h(t, (t, \xi)) - h(t, (t, \bar{\xi})))\|
\]

\[
\leq \|I_1\| + \|I_2\| \leq \left( \frac{K^2\theta}{1-K\theta} \right) \left( \| P(t)(\xi - \bar{\xi}) \| + \| (I-P(t))(\xi - \bar{\xi}) \| \right).
\]

By the definition of \( H(t, x) \),

\[
\|H(t, x) - H(t, \bar{x})\| \leq \|x - \bar{x}\| + \frac{K^2\theta}{1-K\theta} \left( \| P(t)(x - \bar{x}) \| + \| (I-P(t))(x - \bar{x}) \| \right)
\]

\[
\leq \left( 1 + \frac{2K^2\theta}{1-K\theta} \right) \|x - \bar{x}\|
\]

\[
\equiv p \|x - \bar{x}\|.
\]

This completes the proof of Step 1-1.

**Step 1-2** We show that there exist positive constants \( q > 0 \) and \( 0 < \beta < 1 \) such that for all \( t, y, \bar{y} \)

\[
\|G(t, y) - G(t, \bar{y})\| \leq q\|y - \bar{y}\|^\beta.
\]
Usually this point is treated with successive approximations. From Lemma 3.2, we know that \( g(t, (\tau, \xi)) \) is a fixed point of the following map \( T \)

\[
(TZ)(t) = \int_{-\infty}^{t} U(t, s) P(s) f(s, Y(s, \tau, \xi) + Z(s)) ds \\
- \int_{t}^{\infty} U(t, s) (I - P(s)) f(s, Y(s, \tau, \xi) + Z(s)) ds.
\] (4.1)

Let \( g_0(t, (\tau, \xi)) \equiv 0 \), and by recursion define

\[
g_{m+1}(t, (\tau, \xi)) = \int_{-\infty}^{t} U(t, s) P(s) f(s, Y(s, \tau, \xi) + g_m(s, (\tau, \xi))) ds \\
- \int_{t}^{\infty} U(t, s) (I - P(s)) f(s, Y(s, \tau, \xi) + g_m(s, (\tau, \xi))) ds.
\]

It is not difficult to show that

\[
g_m(t, (\tau, \xi)) \to g(t, (\tau, \xi)), \quad \text{as} \quad m \to +\infty,
\]

uniformly with respect to \( t, \tau, \eta \).

Note that \( g_0(t, (\tau, \xi)) = g_0(t, (t, Y(t, \tau, \xi))) \). Thus, by induction, it is clear that for all \( m \in \mathbb{N} \), \( g_m(t, (\tau, \xi)) = g_m(t, (t, Y(t, \tau, \xi))) \). Choose \( \lambda > 0 \) sufficiently large and \( \beta > 0 \) sufficiently small such that

\[
\lambda > \frac{3}{1 - \exp\{-a\} + \frac{3}{2(1 - \exp\{-a - M\})}}, \\
\beta < \frac{\alpha}{M + C_\mu}, \\
0 < \frac{2KCr}{1 - \exp\{-(\alpha - M\beta)\}} < \frac{1}{3},
\]

where \( \alpha, K \) are given by (2.3), \( C_\mu, C_r \) are positive constants defined in (2.15) and \( M = \sup_{t \in \mathbb{R}} \|A(t)\| \). Now we first show that if \( 0 < \|\xi - \bar{\xi}\| < 1 \) for all \( m \), we have

\[
\|g_m(t, (t, \xi)) - g_m(t, (t, \bar{\xi}))\| < \lambda\|\xi - \bar{\xi}\|^{\beta}.
\] (4.2)

Obviously, inequality (4.2) holds if \( m = 0 \). Now making the inductive assumption that (4.2) holds. From (4.1), it follows that

\[
g_{m+1}(t, (t, \xi)) - g_{m+1}(t, (t, \bar{\xi})) \\
= \int_{-\infty}^{t} U(t, s) P(s) [f(s, Y(s, t, \xi) + g_m(s, (t, \xi))) - f(s, Y(s, t, \bar{\xi}) + g_m(s, (t, \bar{\xi})))] ds \\
- \int_{t}^{\infty} U(t, s) (I - P(s)) [f(s, Y(s, t, \xi) + g_m(s, (t, \xi))) - f(s, Y(s, t, \bar{\xi}) + g_m(s, (t, \bar{\xi})))] ds \\
\triangleq J_1 + J_2.
\]

\[
\]
We divide $J_1, J_2$ into two parts:

\[
J_1 = \int_{-\infty}^{t-\tau} + \int_{t-\tau}^{t} \triangleq J_{11} + J_{12},
\]

\[
J_2 = \int_{t}^{t+\tau} + \int_{t+\tau}^{\infty} \triangleq J_{21} + J_{22},
\]

where $\tau = \frac{1}{M+C\mu} \ln \frac{1}{\|\xi-\bar{\xi}\|}$. By (2.3), (2.9) and (2.15), we have

\[
\|J_{11}\| \leq \int_{-\infty}^{t-\tau} K \exp\{-\alpha(t-s)\} 2\mu(s)ds
\]

\[
= \sum_{m \in [0, \infty)} \int_{t-\tau-m-1}^{t-\tau-m} 2K\mu(s) \exp\{-\alpha(t-s)\}ds
\]

\[
\leq \sum_{m \in [0, \infty)} 2KC\mu \exp\{-\alpha(\tau+m)\}
\]

\[
\leq 2KC\mu \exp\{-\alpha\}(1 - \exp\{-\alpha\})^{-1}
\]

\[
\leq \frac{2KC\mu}{1 - \exp\{-\alpha\}} \|\xi - \bar{\xi}\| \frac{\alpha}{M+C\mu},
\]

and similarly,

\[
\|J_{22}\| \leq \int_{t+\tau}^{\infty} K \exp\{-\alpha(t-s)\} 2\mu(s)ds
\]

\[
\leq \frac{2KC\mu}{1 - \exp\{-\alpha\}} \|\xi - \bar{\xi}\| \frac{\alpha}{M+C\mu}.
\]

When $0 < \|\xi - \bar{\xi}\| < 1$, $s \in [t-\tau, t]$ and since $\|Y(t, t_0, y) - Y(t, t_0, \bar{y})\| \leq \|y - \bar{y}\| \exp\{M|t-t_0|\}$, we can get

\[
\|Y(s, t, \xi) - Y(s, t, \bar{\xi})\| \leq \|\xi - \bar{\xi}\| \cdot \exp\{M|t-s|\}
\]

\[
\leq \|\xi - \bar{\xi}\| \cdot \exp\{M\tau\}
\]

\[
\leq \|\xi - \bar{\xi}\| \frac{M}{M+C\mu} < 1.
\]

Hence, it is easy to see that

\[
\|g_m(s, (t, \xi)) - g_m(s, (t, \bar{\xi}))\| = \|g_m(s, (s, Y(s, t, \xi))) - g_m(s, (s, Y(s, t, \bar{\xi})))\|
\]

\[
\leq \lambda \|\xi - \bar{\xi}\|^\beta \cdot \exp\{M\beta|t-s|\},
\]
Therefore, we have that

\[ \|J_{12}\| \leq \int_{t-\tau}^{t} K \exp\{-\alpha(t-s)\} r(s) \|\xi - \bar{\xi}\| \]
\[ \cdot \exp\{M(t-s)\} + \lambda \|\xi - \bar{\xi}\|^\beta \cdot \exp\{M\beta(t-s)\} \] ds
\[ = \int_{t-\tau}^{t} K \exp\{(M - \alpha)(t-s)\} r(s) \|\xi - \bar{\xi}\| ds \\
+ \int_{t-\tau}^{t} \lambda K \|\xi - \bar{\xi}\|^\beta \cdot r(s) \cdot \exp\{(M\beta - \alpha)(t-s)\} ds \\
= \sum_{m\in[0,\tau]} K \int_{t-\tau+1}^{t-\tau+m} \exp\{(M - \alpha)(t-s)\} r(s) \|\xi - \bar{\xi}\| ds \\
+ \sum_{m\in[0,\tau]} K\lambda \int_{t-\tau+1}^{t-\tau+m} \exp\{(M\beta - \alpha)(t-s)\} r(s) \|\xi - \bar{\xi}\|^\beta ds \\
\leq \sum_{m\in[0,\tau]} KC_r \exp\{(M - \alpha)(\tau - m)\} \|\xi - \bar{\xi}\| \\
+ \sum_{m\in[0,\tau]} C_r K\lambda \exp\{(M\beta - \alpha)\tau\} \|\xi - \bar{\xi}\|^\beta \exp\{(M\beta - \alpha)(-m - 1)\} \\
\leq C_r K \exp\{(M - \alpha)\tau\} \frac{1}{1 - \exp\{-\alpha(M - \alpha)\}} \|\xi - \bar{\xi}\| \\
+ KC_r \lambda \exp\{(M\beta - \alpha)\tau\} \frac{\exp\{\alpha - M\beta\}(1 - \exp\{\alpha - M\beta\})}{1 - \exp\{\alpha - M\beta\}} \|\xi - \bar{\xi}\|^\beta \\
\leq C_r K \exp\left\{(M - \alpha)\frac{-1}{M + C_\mu} \ln \|\xi - \bar{\xi}\|\right\} \times \frac{1}{1 - \exp\{-(M - \alpha)\}} \|\xi - \bar{\xi}\| \\
+ KC_r \lambda \exp\{(M\beta - \alpha)\tau\} \frac{\exp\{\alpha - M\beta\}\tau}{1 - \exp\{-(\alpha - M\beta)\}} \|\xi - \bar{\xi}\|^\beta \\
= C_r K \|\xi - \bar{\xi}\| \frac{\alpha + C_\mu}{M + C_\mu} \\
\cdot \frac{1}{1 - \exp\{-(M - \alpha)\}} + KC_r \lambda \frac{1}{1 - \exp\{-(\alpha - M\beta)\}} \|\xi - \bar{\xi}\|^\beta.

Note that \(M - \alpha > 0, -\alpha + M\beta < 0\) imply that \(\exp\{(M\beta - \alpha)\tau\} < 1\) and \(\beta < \frac{\alpha + C_\mu}{M + C_\mu}\). Then

\[ \|J_{12}\| \leq KC_r \|\xi - \bar{\xi}\|^\beta \cdot \frac{1}{1 - \exp\{-(M - \alpha)\}} + KC_r \lambda \frac{1}{1 - \exp\{-(\alpha - M\beta)\}} \|\xi - \bar{\xi}\|^\beta \\
= KC_r \left[ \frac{1}{1 - \exp\{\alpha - M\}} + \frac{\lambda}{1 - \exp\{-(\alpha - M\beta)\}} \right] \|\xi - \bar{\xi}\|^\beta.

\[ \|J_{21}\| \leq KC_r \left[ \frac{1}{1 - \exp\{\alpha - M\}} + \frac{\lambda}{1 - \exp\{-(\alpha - M\beta)\}} \right] \|\xi - \bar{\xi}\|^\beta.

27
Hence,

\[
g_{m+1}(t, (t, \xi)) - g_{m+1}(t, (t, \bar{\xi})) \leq \left[ \frac{4KC_{\mu}}{1 - \exp\{-\alpha\}} + \frac{2KC_{r}}{1 - \exp\{\alpha - M\}} + \frac{2KC_{r}\lambda}{1 - \exp\{-(\alpha - M\beta)\}} \right] \|\xi - \bar{\xi}\|^{\beta} \\
\leq \lambda \|\xi - \bar{\xi}\|^{\beta}.
\]

Now by the definition of \(G(t, y)\), if \(0 < \|y - \bar{y}\| < 1\), then we conclude that

\[
\|G(t, y) - G(t, \bar{y})\| \leq \|y - \bar{y}\| + \lambda \|y - \bar{y}\|^{\beta} \leq (1 + \lambda)\|y - \bar{y}\|^{\beta} = q\|y - \bar{y}\|^{\beta}.
\]

Therefore, \(G\) is Hölder continuous. This completes the proof of Step 1-2.
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