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Abstract

Test-negative designs with added controls have recently been proposed to study COVID-19. An individual is test-positive or test-negative accordingly if they took a test for a disease but tested positive or tested negative. Adding a control group to a comparison of test-positives vs test-negatives is useful since additional comparison of test-positives vs controls can have potential biases different from the first comparison. Bonferroni correction ensures necessary type-I error control for these two comparisons done simultaneously. We propose two new methods for inference which have better interpretability and higher statistical power for these designs. These methods add a third comparison that is essentially independent of the first comparison, but our proposed second method often pays much less for these three comparisons than what a Bonferroni correction would pay for the two comparisons.

keywords: Case-control studies; Closed testing; Confidence intervals; Potential biases; Second control group.

Test-negative studies compare exposures in cases who take a test for a particular disease and test positive vs. controls who also take the test but test negative.\textsuperscript{5,7} A test-negative study with added controls (TNSWAC) supplements with controls who did not take the test. TNSWACs have been used to study antibiotic resistance\textsuperscript{4} and proposed to study COVID-19.\textsuperscript{8} The standard inference approach has been to present two exposure rate comparisons,

(i) test-positives to test-negatives

(ii) test-positives to controls

To control the familywise Type I error rate for multiple comparisons at level $\alpha$ (e.g., $\alpha = 0.05$), the Bonferroni inequality can be used and each comparison done at level $\alpha/2$. Here we propose different inference strategies that can provide greater interpretability and power.

A valuable feature of TNSWACs is that comparisons (i) and (ii) may have different potential biases.\textsuperscript{8} Evidence is strengthened when diverse approaches with diverse potential biases produce similar results.\textsuperscript{6,3} However, comparisons (i) and (ii) are dependent – see Figure 1A – and
might tend to agree just because of this dependence. It is important to distinguish new evidence from the same evidence repeated twice.\(^2\) To this end, it is useful to supplement comparisons (i)-(ii) with comparison (iii) test-positives pooled with test-negatives to controls, which is essentially independent of (i) – see Figure 1B and supplement – and may suffer from different potential biases than (i).\(^2\) For example, it has been hypothesized that smoking protects against Covid-19.\(^2\) Comparison (i) may be biased because test-negatives may have some other infection (e.g., the flu) for which smoking increases risk and comparisons (ii) and (iii) may be biased because test-takers tend to be “health seeking.”\(^2\) Finding evidence of smoking being protective in all comparisons (i)-(iii) would strengthen evidence compared to just comparisons (i)-(ii) in part because the latter comparisons are dependent.

The following are two procedures that consider comparisons (i)-(iii) and control the family-wise error rate for multiple comparisons at \(\alpha\) (proof/code in supplement). The first procedure is

1. Test the null hypothesis of no exposure effect in comparison (i), \(H_{0(i)}\), at level \(\alpha/2\) (i.e., reject if \(p\)-value \(\leq \alpha/2\)) and test the null of no exposure effect in comparison (ii), \(H_{0(ii)}\), at level \(\alpha/2\) and (2) if and only if both nulls are rejected, test the null of no exposure effect in comparison (iii), \(H_{0(iii)}\), at level \(\alpha\). The second procedure is

1. Test \(H_{0(ii)}\) at level \(\alpha/2\). If \(H_{0(ii)}\) is rejected, set \(\lambda = \alpha\); otherwise, \(\lambda = \alpha/2\).

2. Test the null of no exposure effect in either comparison (i) and/or comparison (iii), \(H_{0(i)} \cup H_{0(iii)}\), at level \(\lambda\). This could be done by Fisher’s combination method since comparisons (i) and (iii) are essentially independent under the null.\(^1\) If the null \(H_{0(i)} \cup H_{0(iii)}\) is not rejected, stop testing.

3. If \(H_{0(i)} \cup H_{0(iii)}\) was rejected in (2), then test \(H_{0(i)}\) and \(H_{0(iii)}\) each at level \(\lambda\).

4. If \(\lambda = \alpha/2\) and both \(H_{0(i)}\) and \(H_{0(iii)}\) were rejected in (3), then test \(H_{0(ii)}\) at level \(\alpha\) and reject if \(p\)-value \(\leq \alpha\).

For example, suppose the \(p\)-values for \(H_{0(i)}\), \(H_{0(ii)}\) and \(H_{0(iii)}\) were .04, .03 and .04 respec-
tively, then the standard procedure would not reject any null hypotheses whereas the second procedure would reject all nulls (note: \( p \)-value for \( H_0(i) \cup H_0(iii) \) using Fisher’s combination test is .012). Confidence intervals for magnitudes of effect can be formed using both procedures, see supplement. Figure 1C compares the power of the two proposed procedures and the standard procedure in a simulation. Both proposed procedures increase power over the standard procedure in the simulated setting with the second procedure providing more power.
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Figure 1: Simulated results on inference for TNSWAC. In panels A and B the null hypothesis is true and there is no difference in the exposure between the test-positives, test-negatives and controls. In panel A analyses (i) and (ii) show dependence and in panel B analyses (i) and (iii) show approximate uncorrelatedness. Two plots in Panel C show the simulated powers of three different methods of analyses of TNSWAC, calculated from 10,000 simulated instances. One simulated study consists of 1,250 individuals of, on average, 40% controls, 30% test-negatives and 30% test-positives. Under the null, in Panel A and B, the frequency of an exposure is constant 20% in each of these three groups. In panel C, the odds ratio of an exposure is 1.75 for test-positives versus controls and the odds ratio of an exposure is 1.75 for test-positives versus test-negatives. R code for the simulation is provided in the supplement.
1 Familywise error rate control

Setup: Consider the following three null hypotheses: $H_{0(i)}$, no difference in exposure between test-positives and test-negatives; $H_{0(ii)}$, no difference in exposure between test-positives and controls; and $H_{0(iii)}$, no difference in the test-positives or test-negatives and controls. In the following $P_{(i)}$, $P_{(ii)}$ and $P_{(iii)}$ correspond to the three p-values calculated for these hypotheses from the corresponding comparisons.

In this setup a method provides a level $\alpha$ familywise error rate control if the probability of rejecting any true null hypothesis among the three null hypotheses is at most $\alpha$. In the following we let $R_S$ denote the event that at least one of the nulls are rejected among $\{H_{0s} : s \in S\}$ where $S \subseteq \{(i), (ii), (iii)\}$. We show here that familywise error rate is controlled for both Method 1 and Method 2.

Method 1. Note first that $H_{0(iii)}$ is false when and only when one of $H_{0(i)}$ or $H_{0(ii)}$ were false.

Since Method 1 can reject $H_{0(iii)}$ in step (2) only when both $H_{0(i)}$ and $H_{0(ii)}$ are rejected at step (1), we have $R_{(iii)} \subseteq R_{(i)} \cap R_{(ii)}$, hence $R_{(i),(ii),(iii)} \subseteq R_{(i),(ii)}$.

To show familywise error rate control, consider now the different possibilities of the three hypotheses being true or false separately.
(a) When all three hypotheses are true, the familywise error rate is

\[ \Pr(\mathcal{R}_{(i),(ii),(iii)}) \leq \Pr(\mathcal{R}_{(i),(ii)}) \leq \Pr(\mathcal{R}_{(i)}) + \Pr(\mathcal{R}_{(ii)}) = \Pr(P_i \leq \alpha/2) + \Pr(P_{ii} \leq \alpha/2) \leq \alpha/2 + \alpha/2 = \alpha. \]

(b) When \( H_0(i) \) is true but \( H_0(ii) \) is false, hence \( H_0(iii) \) is false, the familywise error rate is

\[ \Pr(\mathcal{R}_{(i)}) = \Pr(P_i \leq \alpha/2) \leq \alpha/2 \leq \alpha. \]

(c) Finally, when \( H_0(iii) \) is true but \( H_0(i) \) is false, hence \( H_0(iii) \) is false, the familywise error rate is

\[ \Pr(\mathcal{R}_{(ii)}) = \Pr(P_{ii} \leq \alpha/2) \leq \alpha/2 \leq \alpha. \]

Hence, the familywise error rate is always controlled.

**Method 2.** First we expand the notation \( \mathcal{R}_S \) to denote the event that at least one of the nulls are rejected among \( \{ H_0 s : s \in S \} \) where \( S \subseteq \{(i), (ii), (iii), (i) \land (ii)\} \), where \( H_0(i) \land (iii) = H_0(i) \cap H_0(iii) \). Thus, \( H_0(i) \land (iii) \) is false is the same as at least one \( H_0(i) \) \( H_0(iii) \) is false, and only when both \( H_0(i) \) and \( H_0(iii) \) are true we will have \( H_0(i) \land (iii) \) true.

Now we use the result that \( P_i \) and \( P_{iii} \) are essentially independent and \( P_{(i)\land(iii)} \), Fisher’s combination of these two p-values, is a valid p-value under \( H_0(i) \land (iii) \) (see footnote). Consider again the different combinations of the three hypotheses being true or false. We can reduce some effort in this enumeration by noting that \( H_0(iii) \) is false when and only when one of \( H_0(i) \) or \( H_0(ii) \) were false.

---

Two analyses are essentially independent if the joint distribution of the p-values from these analyses is stochastically larger than the uniform distribution on unit square. Here, (i) and (iii) are nearly independent since we can show \( \Pr(P_i \leq p, P_{iii} \leq q) \leq pq \) for all \( 0 \leq p, q \leq 1 \). With larger sample size this inequality becomes sharper, and asymptotically they are independent.
(a) When all three of $H_0(i)$, $H_0(ii)$ and $H_0(iii)$ are true, the familywise error rate is

$$\text{pr}(\mathcal{R}_{(i),(ii),(iii)}) \leq \text{pr}(\mathcal{R}_{(ii)}) \text{ at level } \alpha/2 \text{ in step (1) or } \mathcal{R}_{(i)\land(iii)} \text{ at level } \alpha/2 \text{ in step (2)}$$

$$\leq \text{pr}(\mathcal{R}_{(ii)}) \text{ at level } \alpha/2 + \text{pr}(\mathcal{R}_{(i)\land(iii)}) \text{ at level } \alpha/2$$

$$= \text{pr}(P_{(ii)} \leq \alpha/2) + \text{pr}(P_{(i)\land(iii)} \leq \alpha/2)$$

$$\leq \alpha/2 + \alpha/2 = \alpha.$$ 

(b) When $H_0(i)$ is true but $H_0(ii)$ is false, hence $H_0(iii)$ is false, the familywise error rate is

$$\text{pr}(\mathcal{R}_{(i)}) = \text{pr}(\mathcal{R}_{(i)}) \text{ at level } \alpha/2 \text{ or at level } \alpha \text{ in step (3), by whether } \lambda = \alpha/2 \text{ or } \alpha$$

$$\leq \text{pr}(\mathcal{R}_{(i)}) \text{ at level } \alpha$$

$$= \text{pr}(P_{(i)} \leq \alpha) \leq \alpha.$$ 

(c) Finally, when $H_0(ii)$ is true but $H_0(i)$ is false, hence $H_0(iii)$ is false, the familywise error rate is

$$\text{pr}(\mathcal{R}_{(ii)}) = \text{pr}(\mathcal{R}_{(ii)}) \text{ at level } \alpha/2 \text{ or at level } \alpha \text{ in step (3), by whether } \lambda = \alpha/2 \text{ or } \alpha$$

$$\leq \text{pr}(\mathcal{R}_{(ii)}) \text{ at level } \alpha$$

$$= \text{pr}(P_{(ii)} \leq \alpha) \leq \alpha.$$ 

Hence, the familywise error rate is always controlled.

2 Confidence sets for the magnitude of effects

Notation: We can create confidence sets for the effects of the exposure using the methods discussed in the letter. Some new notation are needed. In the following a subscript $P$ is for test-positives, $N$ for test-negatives, and $C$ for the added controls. Also, $n$ with appropriate subscript
denotes the counts of a particular group of individuals. For example, \( n_{P1} \) denotes the number of exposed test-positives and \( n_{C0} \) the number of unexposed test-negatives, and \( n_{PN1} \) is the number of exposed test-positives or test-negatives.

**Data tables:** The collected data can be tabulated in three tables corresponding to the three comparisons (i), (ii) and (iii).

| Comparison (i) | Exposed | Unexposed |
|---------------|---------|-----------|
| Test-positive | \( n_{P1} \) | \( n_{P0} \) |
| Test-negative | \( n_{N1} \) | \( n_{N0} \) |
| Total         | \( n_{PN1} \) | \( n_{PN0} \) |

| Comparison (ii) | Exposed | Unexposed |
|-----------------|---------|-----------|
| Test-positive   | \( n_{P1} \) | \( n_{P0} \) |
| Control         | \( n_{C1} \) | \( n_{C0} \) |
| Total           | \( n_{PC1} \) | \( n_{PC0} \) |

| Comparison (iii) | Exposed | Unexposed |
|------------------|---------|-----------|
| Test-positive or negative | \( n_{PN1} \) | \( n_{PN0} \) |
| Control          | \( n_{C1} \) | \( n_{C0} \) |
| Total            | \( n_{PNC1} \) | \( n_{PNC0} \) |

A p-value for a given one of the three comparisons can be calculated from the corresponding table, e.g., using Fisher’s exact test. For example, \( P_{(ii)} \) is the p-value calculated from the 2-by-2 table above with the numbers \( n_{P1}, n_{C1}, n_{P0} \) and \( n_{C0} \).

**Effects of interest:** We have three effects of interest for the exposure, between test-positives and test-negatives, between test-positives and controls, and one between test-negatives and controls. We denote these effects as \( \theta_{P,N}, \theta_{P,C} \) and \( \theta_{N,C} \), which are defined below. These are called attributable effects.

The effect \( \theta_{P,N} \) is the ratio of the number of individuals who became test-positive because of the exposure, but in the absence of it would have been test-negative minus the number of individuals who became test-negative because of the exposure but in the absence of it would have
been test-positive, divided by the number of exposed test-positives or test-negatives. Notice that $\theta_{P,N}$ is a number between -1 and 1; $\theta_{P,N} = 0$ if exposure did not move anyone from being test-positive compared to test-negative without exposure or the reverse. If $\theta_{P,N}$ is positive, there are individuals for whom the exposure caused them to become test-positive. Similarly, if $\theta_{P,N}$ is negative, there are individuals for whom the exposure caused them to become test-negative. In summary, $\theta_{P,N}$ is the net effect of the exposure on becoming test-positive over test-negative for exposed tested individuals.

The second effect $\theta_{P,C}$ is defined similarly. By our definition, $\theta_{P,C}$ is the net effect of the exposure for test-positives versus controls relative to all exposed individuals either test-positive or control. We have $\theta_{P,C} = 0$ if the exposure did not make any change in who became test-positive over control or the reverse.

Finally, we define a third attributable effect $\theta_{N,C}$ in the same way to denote the net effect of the exposure on becoming test-negative over control for all exposed non test-positive individuals.

A method that calculates p-values using the three tables above is testing the hypothesis of no effect of the exposure that $\theta_{P,N} = 0$, $\theta_{P,C} = 0$ and $\theta_{N,C} = 0$.

**Confidence sets:** We construct confidence sets for the effects $\theta_{P,N}$, $\theta_{P,C}$ and $\theta_{N,C}$. To do this we have to explain how to test that $\theta_{P,N} = \theta_{P,N}^*$, $\theta_{P,C} = \theta_{P,C}^*$ and $\theta_{N,C} = \theta_{N,C}^*$ where $\theta_{P,N}^*, \theta_{P,C}^*$ and $\theta_{N,C}^*$ could be different from 0, not no effect of the exposure. When they are different from 0, we adjust the observed tables based on these effects to create tables of the potential outcomes under no exposure.

**Adjusted comparison (i)**

|           | Exposed |                   | Unexposed |
|-----------|---------|-------------------|-----------|
| Test-positive | $n_{P1} - \theta_{P,N}^* n_{PN1} - \theta_{P,C}^* n_{PC1}$ | $n_{P0}$   |
| Test-negative | $n_{N1} + \theta_{P,N}^* n_{PN1} - \theta_{N,C}^* n_{NC1}$ | $n_{N0}$   |
Adjusted comparison (ii)

|                | Exposed                        | Unexposed                     |
|----------------|--------------------------------|-------------------------------|
| Test-positive  | \(n_P - \theta_{P,N}n_P - \theta_{P,C}n_P - \theta_{N,C}n_P\) | \(n_P\)                      |
| Control        | \(n_C1 + \theta_{P,C}n_P + \theta_{N,C}n_N\)                   | \(n_C0\)                     |

Adjusted comparison (iii)

|                | Exposed                        | Unexposed                     |
|----------------|--------------------------------|-------------------------------|
| Test-positive or negative | \(n_{PN} - \theta_{P,C}n_P - \theta_{N,C}n_N\) | \(n_{PN0}\)                   |
| Control        | \(n_C1 + \theta_{P,C}n_P + \theta_{N,C}n_N\)                   | \(n_C0\)                     |

Using either Method 1 or Method 2 we could test these three tables at level \(\alpha\). Either method will make decisions to reject or not reject these adjusted tables. Then we write \(R_{(i)}(\theta_{P,N}, \theta_{P,C}, \theta_{N,C})\), \(R_{(ii)}(\theta_{P,N}, \theta_{P,C}, \theta_{N,C})\) and \(R_{(iii)}(\theta_{P,N}, \theta_{P,C}, \theta_{N,C})\) as binary variables which are 1 or 0 according to whether comparison (i), (ii) or (iii) is rejected, respectively, based on these adjusted tables. Our confidence interval is

\[
\left\{(\theta_{P,N}, \theta_{P,C}, \theta_{N,C}) : \prod_{s \in \{i,ii,iii\}} R_s(\theta_{P,N}, \theta_{P,C}, \theta_{N,C}) = 0 \right\}.
\]

Since either method performed at level \(\alpha\) provides familywise error rate control at \(\alpha\), this confidence interval will have a minimal coverage of \(1 - \alpha\) for both Method 1 and Method 2.

### 3 R code to implement new method (2)

Let \(p_i\), \(p_{ii}\) and \(p_{iii}\) be variables in \(R\) that record the p-values from the three comparisons. They can be calculated using the syntax \(p_i = \text{fisher.test}(e_i, g_i)\$p\) where \(e_i\) is a variable recording of exposure status, and \(g_i\) is a variable recording the case status only for the test-positives and test-negatives. \(e_{ii}\), \(g_{ii}\) and \(e_{iii}\), \(g_{iii}\) have the same role in the following code corresponding to the comparisons (i) and (iii) respectively.
### Significance level for familywise error rate control

\[
\alpha = 0.05
\]

\[
\alpha.2 = \alpha/2
\]

### p-values computed from the three comparisons
\[
p_i = \text{fisher.test(e_i, g_i)} \text{\$p}
\]
\[
p_{ii} = \text{fisher.test(e_{ii}, g_{ii})\$p}
\]
\[
p_{iii} = \text{fisher.test(e_{iii}, g_{iii})\$p}
\]

### Start of Method 2 ###
\[
r_{i} = r_{ii} = r_{iii} = 0 \quad \text{# an inference for reject, value 1, or 0.}
\]

## Step (1)
\[
r_{ii} = 1 \times (p_{ii} < \alpha.2)
\]
\[
\lambda = \text{ifelse(r_{ii}, \alpha, \alpha - \alpha.2)}
\]

## Step (2)
# Fisher’s combination
\[
p_{i}\text{or}_\text{iii} = \text{pchisq(-2*\log(p_{i}\times p_{iii}), 4, lower.tail=FALSE)}
\]
\[
r_{i}\text{or}_\text{iii} = 1 \times (p_{i}\text{or}_\text{iii} < \lambda)
\]

## Step (3)
\[
\text{if(r}_{i}\text{or}_\text{iii})
\]
\[
\quad r_i = 1 \times (r_i < \lambda); \quad r_{iii} = 1 \times (r_{iii} < \lambda)
\]

## Step (4)
\[
\text{if(r_i & r_{iii}) \quad r_{ii} = 1 \times (p_{ii} < \alpha)}
\]

### Final inference
\[
c(r_i, r_{ii}, r_{iii})
\]

### END OF CODE ###