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Abstract: RapidScat is a National Aeronautics and Space Administration (NASA) Ku-Band scatterometer that was operated onboard the International Space Station between September 2014 and August 2016 when the mission effectively ended after an irrecoverable instrument failure. A unique non-Sun-synchronous orbit facilitated global contiguous geographical sampling between the ±56° latitude. For the first time, such an orbit enabled an overlap with other scatterometers flying in Sun-synchronous orbits. The double-difference technique was developed and successfully used for microwave radiometer calibration at the Remote Sensing Laboratory at the University of Central Florida, USA. This paper presents the extension of the double difference methodology to scatterometry. The methodology has been adopted for the cross-instrument calibration between RapidScat and QuikScat scatterometers simultaneously orbiting the Earth on-board two independent satellite platforms. The double-difference technique was deployed to compare measurements from these two scatterometers, as a more accurate alternative to the classic single difference approach. The work summarized in this paper addressed a cross-calibration algorithm developed and applied to RapidScat and QuikScat data in the period from January 2015 to March 2016. The initial results of the statistical analysis and biases between the two scatterometers are presented. Calculated biases may be used for measurement correction and reprocessing.

Keywords: RapidScat; QuikScat; scatterometer cross calibration; double difference

1. Introduction

For several decades now, satellite observations have been a key part of global weather and climate research, including the monitoring of damaging and life-threatening storms. Considerable effort has been dedicated to ensuring the availability and reliability of satellite measurements from both active (scatterometer) and passive (radiometer) instruments. Demand for improved calibration accuracy has been steadily increasing. A common approach has been to combine data from multiple instruments [1,2]. A typical scenario involves comparing measurements from a pair of instruments already individually calibrated before cross-calibration.

Wind scatterometers are radars designed to measure the normalized radar cross-section ($\sigma^0$) of the Earth’s surface. The primary applications for the $\sigma^0$ measurements are wind vector retrievals over the ocean, land usage, and ice monitoring. The wind vector retrieval process is based on the modulation of the sea surface roughness, quantified with $\sigma^0$, by the wind speed and direction. Dependence between the $\sigma^0$, wind speed, and wind direction relative to the scatterometer look-angle, frequency, and polarization has been defined in an empirically derived geophysical model function. To meet the strict requirements of the wind vector retrieval, scatterometers must provide accurate and stable $\sigma^0$ measurements over time [3].
National Aeronautics and Space Administration (NASA)'s RapidScat is a speedy recovery instrument for the QuikScat scatterometer that was built to monitor ocean winds as the essential input into weather predictions including hurricane monitoring. RapidScat has been flying onboard the International Space Station (ISS) in a non-Sun-synchronous orbit, leading to different local overpass times each day. Unlike previous scatterometers in Sun-synchronous orbits, this orbit gives RapidScat the unique capability to monitor diurnal and seasonal $\sigma^0$ signatures of global land and oceans. This provides an opportunity to directly cross-calibrate RapidScat and other overlapping instruments. RapidScat operates in the Ku-band at a 13.4 GHz carrier frequency and was built from the spare hardware from the Seawinds-on-QuikScat scatterometer. Aside from the orbit, these two twin scatterometers differ in the antenna platform, which was redesigned to be slightly narrower for use on the ISS. The nature of the ISS as a platform presents new challenges for accurate measurements. Therefore, it is imperative to ensure accurate measurements via a variety of calibration and validation algorithms [4].

RapidScat’s antenna is a 0.75-m-diameter rotating dish with vertically (VV) and horizontally (HH) polarized beams directed at the Earth’s surface at incidence angles of approximately $56^\circ$ and $49^\circ$, respectively. With $51.6^\circ$ ISS inclination due to the wide swath, the instrument retrieves winds up to a $\pm56^\circ$ latitude with uniform diurnal sampling, as opposed to previous Sun-synchronous scatterometer orbits with fixed diurnal overflights. The ground swath of the VV (outer) beam is approximately 1100 km wide, while the ground swath of the HH (inner) beam is approximately 900 km wide. Figure 1 illustrates the geometry of RapidScat’s pencil beams sweeping the Earth’s surface in a circular footprint [5]. The resulting pulse resolutions are 25 km × 35 km cells that are further range-processed into 25 km × 7 km cells.

![Figure 1. RapidScat pencil beam geometry. (http://winds.jpl.nasa.gov/missions/RapidScat/#instruments).](image-url)

In this paper, the first attempt in scatterometer measurement validation using the double difference technique is presented. This calibration technique was developed at the University of Central Florida Remote Sensing Laboratory (CFRSL) and has been successfully applied to several microwave radiometers in the past [6]. The cross-calibration double difference algorithm was adjusted to meet the requirements of the scatterometer cross-calibration. The focus was on quantifying the biases between the RapidScat and QuikScat instruments, as these biases can be used to correct $\sigma^0$ measurements and generate a reprocessed set of wind vectors. Reprocessed wind vectors may lead to a closer agreement with surface truth winds. Such studies are beyond the scope of this introductory paper, which aims to present the methodology and preliminary results, and will be addressed in future work.

The paper is outlined into five sections, with a dataset description following this introduction. The dataset description is followed by an explanation of the methodology, the presentation of our results, and finally, our conclusions.
2. Materials and Methods

Two types of microwave sensors, active radar scatterometers and passive radiometers, have been used to retrieve ocean surface wind speeds. Active instruments and polarimetric radiometers such as Windsat are also capable of retrieving the wind direction. Scatterometers are active instruments that deliver pulses of energy in the microwave range directed at the surface of the ocean at a desired incidence angle. Backscattered energy quantified by the measured radar cross section $\sigma_0$ is determined by the wind-induced sea-surface roughness, thus establishing a mechanism for wind vector retrieval. To enable accurate wind vector retrieval, scatterometers must be well calibrated. Scatterometer cross-calibration requires two sensors with collocated and co-temporal measurements [7,8].

In this work, a QuikScat instrument was chosen to cross-calibrate the RapidScat target sensor using the double-difference technique. The algorithm used the underlying Global Data Assimilation System (GDAS) wind vector fields to provide wind conditions at the times and locations of satellite overlap. The calibration also relied on a Geophysical Model Function (GMF) to model $\sigma_0$ at GDAS wind conditions at the RapidScat and QuikScat incidence and azimuth angles. A pair of sensor datasets (RapidScat and QuikScat) and a pair of modeling datasets (GMF and GDAS) are described next.

2.1. RapidScat and QuikScat Datasets

The ISS RapidScat mission produced data products for both near real-time monitoring and long-term climate data studies. Among the data products, level 2A (L2A) contains surface-flagged $\sigma_0$ in 25 km wind vector cells. The L2A data product comes in two versions, 1.1 and 1.2, with 1.2 replacing 1.1 after 15 August 2015 when low signal-to-noise ratio (SNR) was initially recorded, prompting $\sigma_0$ re-calibration. Data are also provided in two resolutions, 25 km full pulse (“egg”) resolution and 12.5 km range-gated (“slice”) resolution. This study experimented with both resolutions and adopted the lower 25 km resolution to better match the relatively low resolution ($1^\circ \times 1^\circ$) Numerical Weather Prediction (NWP) baseline. If applicable, each 25 km cell was flagged for land or ice, and attenuation correction was provided for each $\sigma_0$ measurement. Data were provided in single-orbit files in Hierarchical Data Format 4 (HDF-4). HDF4 is an efficient physical file data format used for science data storage. The L2A dataset was calibrated and formatted for consistency with the QuikScat Version 2 L2A data, and leveraged much of the same processing configurations and specifications.

The QuikScat rotating antenna motors became stuck in November 2009. Despite the failure preventing antenna spin, NASA’s Seawinds scatterometer flying onboard the QuikScat satellite was able to operate, collecting data at a 13.4 GHz frequency across a narrowed swath of only 25 km. Seawinds continued to provide valuable $\sigma_0$ measurements in a form of a special level 1C (L1C) data product. This data product contains geo-located and averaged $\sigma_0$ measurements and wind retrievals during the non-spinning mode. During this mode, QuikScat was maneuvered and incidence angles were varied to cross-calibrate the Oceansat-2 and RapidScat scatterometers and extend the Ku-band empirical geophysical model function domain. The $\sigma_0$ values from the non-rotating beam were averaged over approximately 50 samples. Due to the lack of antenna spin, a large number of independent overlapping measurements were obtained for each point on the ground. This extreme averaging led to the most precise $\sigma_0$ measurements and corresponding wind speeds that have ever been available to a global extent, converging to wind speed errors of only 0.1 m·s$^{-1}$ [1,9,10].

2.2. Ancillary Data Sources

To provide a baseline reference for $\sigma_0$ modeling, surface truth wind vectors were extracted from the Global Data Assimilation System (GDAS). Since 2012, GDAS has been used by the National Center for Environmental Prediction (NCEP) Global Forecast System (GFS) to initialize weather forecasts with the observed data organized in a gridded space [11]. NCEP gridded fields integrated data collected from a variety of platforms such as surface observations, balloon data, wind profiler data,
aircraft reports, buoys, radar, and satellite observations [12]. The GDAS data are updated every six hours at 0:00, 6:00, 12:00, and 18:00 Universal Time Coordinated (UTC) and stored in a $1^\circ \times 1^\circ$ latitude/longitude grid, resulting in four daily $181 \times 360$ matrices. Parameters listed in an NCEP file include temperature, surface pressure, humidity, cloud liquid water, sea surface temperature, and wind vectors. Wind speeds and directions from the appropriate NCEP grids corresponding to co-located RapidScat/QuikScat observations were taken as inputs for $\sigma^0$ modeling [1,13,14]. An example of the NCEP/GDAS global wind speed magnitudes is shown in Figure 2.

![Wind speed distribution map](image)

**Figure 2.** Wind speed distribution map.

Sea-surface $\sigma^0$ is modeled using semi-empirical geophysical model functions (GMFs). Since the early 1980s, GMFs for satellite microwave scatterometers have been developed at institutions such as the Jet Propulsion Laboratory (JPL), the Remote Sensing Systems (RSS), Dutch Koninklijk Nederlands Meteorologisch Instituut (KNMI), and the European Centre for Medium-Range Weather Forecasts (ECMWF). GMF is a transfer function, providing the relationship between the radar observable $\sigma^0$ and the surface wind vector (speed and direction). It is dependent on measurement geometry (incidence angle and antenna beam viewing direction relative to upwind) and radar parameters (polarization and wavelength) [15–17]. To achieve the required GMF accuracy, a large amount of calibration data is required. A variety of scatterometer frequencies (L, C, Ku, etc.) and different geometries require a common calibration methodology to develop a valid GMF. RSS’s NSCAT-2014 GMF was used in this research to calculate $\sigma^0$ for horizontal and vertical polarizations covering a full range of relative wind directions (0–180°), wind speeds (0.2–70 m·s$^{-1}$) in steps of 0.2 m·s$^{-1}$, and incidence angles between 16°–66° with a 0.5° resolution [1,18,19]. An example of $\sigma^0$ calculated by the NSCAT-2014 GMF (VV-pol red and HH-pol blue) as a function of wind direction at a 20 m·s$^{-1}$ and 25° incidence is shown in Figure 3. The NSCAT-2014 GMF was selected as it was adopted for RapidScat processing by the International Ocean Vector Wind Science Team at the meeting in Brest, France in 2014 [15].

![Example of the $\sigma^0$ modeling via Geophysical Model Function (GMF)](image)

**Figure 3.** Example of the $\sigma^0$ modeling via Geophysical Model Function (GMF).
2.3. Calibration Method

Several methods have been previously applied to calibrate passive and active spaceborne remote sensors [1,6,8]. The variable nature of the biases in response to the spacecraft and instrument operating conditions complicates characterizing the instruments separately and in absolute terms, which is the main motivation for using relative biases.

The double-difference technique has been successfully used for cross-calibrating microwave radiometers [20,21]. The purpose of the double difference technique is to find a linear calibration transfer function between two instruments, or, alternatively, to find the inter-sensor biases independent of instrument and measurement artifacts [22–24]. When extended to scatterometry, this technique improves the direct comparison by including $\sigma^0$ models to replace the brightness temperature models in the radiometer case. Modeled $\sigma^0$ is the reference for inter-calibration between two instruments.

To calculate the double difference, the observed single differences for both sensors are first evaluated as differences between the observed $\sigma^0$ values and the corresponding modeled values obtained from the GMF. The double difference is then calculated by subtracting the single difference values for each instrument [1,2,6]. Before engaging in any cross-calibration effort, instruments are calibrated individually to ensure $\sigma^0$ consistency. Consistent $\sigma^0$ measurements from RapidScat and QuikScat become inputs for the cross-calibration stage. Cross-calibration uses pairs of RapidScat and QuikScat revolutions collocated in time. Co-temporal data (within one-hour separation in time) from both sensors are gridded into $1^\circ \times 1^\circ$ latitude/longitude boxes over the globe. Two grids are overlaid, assuring comparable environmental conditions within the temporal collocation window in overlapping non-empty grid points. Underlying wind vectors are extracted in each grid point from the closest (in time) GDAS file. GDAS files contain global wind vector fields at 10 m reference heights in a $1^\circ \times 1^\circ$ grid. Thus, GDAS grids provide common baseline wind conditions for $\sigma^0$ modeling and a comparison with measurements from two scatterometers. Multiple views with different azimuth angles and polarizations are present within a box. Each view produces modeled $\sigma^0$ using the GMF and an underlying GDAS wind vector. For both instruments, estimated $\sigma^0$s are compared with the measurements and the single difference calculated for each view at various azimuths and polarizations within a box.

The NSCAT-2014 GMF was deployed to calculate the modeled $\sigma^0$ values at the given sensor parameters (incidence angle and polarization). The single sensor difference between the $\sigma^0$ models and measurements was then subtracted to converge to the double-difference used to cross-calibrate RapidScat and the QuikScat. The double difference calculation process started by loading the measurements and the corresponding instrument configuration within a spatial resolution bin and within the chosen time-difference tolerance. The primary spatial resolution used in this study was a $1^\circ \times 1^\circ$ latitude/longitude grid, with a one-hour maximum interval between overflights, although higher resolutions were investigated with minor effect on calculated cross-biases. To avoid changes in underlying wind conditions, time intervals exceeding one hour were not considered, and we also excluded measurements taken more than one hour from the closest GDAS file. An example of a few RapidScat and QuikScat orbits mapped over the globe are illustrated in Figure 4.

Gridded overlapping sensor $\sigma^0$ measurements and corresponding configurations (polarization, azimuth, and incidence angle) were passed to the module that uses the GMF to calculate model $\sigma^0_{\text{GMF}}$ values. Values of the $\sigma^0_{\text{GMF}}$ were calculated from the corresponding GDAS wind fields in those geographical bins containing both RapidScat (subscript RS) and QuikScat (subscript QS) observations, excluding measurements with land or ice flags:

$$\sigma^0_{\text{GMF,RS}} = \text{GMF}(\theta_{\text{RS}}, W, x, P_{\text{RS}})$$

$$\sigma^0_{\text{GMF,QS}} = \text{GMF}(\theta_{\text{QS}}, W, x, P_{\text{QS}})$$

(1)
In Equation (1), $\theta$ indicates the incidence angle; $W$ denotes the GDAS wind speed; $x$ is the GDAS wind direction relative to the radar azimuth; and $P$ is the radar wave polarization (horizontal or vertical). In the second step, the modeled $\sigma^0_{\text{GMF}}$ was compared to the measured $\sigma^0_{\text{RS}}/\sigma^0_{\text{QS}}$ to build the bias set where the number of delta points falling into the bin is dependent on the chosen grid resolution:

$$\begin{align*}
\text{SD}_{\text{RS}} &= \sigma^0_{\text{RS}} - \sigma^0_{\text{GMF,RS}}(\theta, W, x, p) \\
\text{SD}_{\text{QS}} &= \sigma^0_{\text{QS}} - \sigma^0_{\text{GMF,QS}}(\theta, W, x, p)
\end{align*}$$

Equation (2) defines the single difference between the actual sensor measurement and the expected measurement modeled from the GDAS weather data at the given sensor configuration. This difference is calculated for each instrument view taken at different azimuths and polarizations. Values of measured $\sigma^0$ are not averaged within a box. Instead, for each individual measurement, a corresponding modeled $\sigma^0$ is calculated. The $1^\circ$ grid box is the reference for the underlying GDAS wind vector, so that each modeled $\sigma^0$ in the box uses the same wind vector to calculate the model counterpart to the measured $\sigma^0$ value and enable difference calculation. Once individual differences are calculated, they can be averaged on any desired level: $1^\circ \times 1^\circ$ GDAS box, wind speed range, latitude, polarization, time, etc. Some of the difference statistics are presented in Section 3.

From Equations (1) and (2), the double difference (DD) is the difference between the RapidScat and QuikScat single differences (SD):

$$\text{DD}(W, x, p) = \text{SD}_{\text{RS}}(W, x, p) - \text{SD}_{\text{QS}}(W, x, p)$$

Equation (3) completes the double-difference cross-calibration calculation. Each DD $(W, x, p)$ point represents an individual measured/modeled $\sigma^0$ pair. It was deployed on RapidScat/QuikScat data between January 2015 and March 2016 to compile bias statistics aggregated per time and per sensor variables, as presented in the following section. The entire algorithm is summarized in a block diagram in Figure 5, where WS and WD are the wind speed and wind direction in a $1^\circ \times 1^\circ$ GDAS box, respectively. The collocated data within a box included multiple measurements from both QuikScat and RapidScat taken within a one-hour time interval and within one hour from the GDAS report. It also included the corresponding measurement configurations (azimuth, polarization, and incidence) and a single GDAS wind vector. The single and double difference biases calculated in Equations (1)–(3) may be used to correct $\sigma^0$ measurements and improve the wind retrieval accuracy.

Figure 4. Global and focused view of the RapidScat/QuikScat collocations.
3. Results

This section presents the results obtained after deploying the double difference calibration method across 825 orbits (RapidScat/QuikScat) with GDAS data collected between January 2015 and March 2016. Only sensor measurements within an hour of each of the underlying GDAS grids (0, 6, 12, and 18 Greenwich Mean Time (GMT daily) were considered. The results that follow in this section identified biases between RapidScat and QuikScat, with a general trend of increasing biases in 2016 that coincided with observing a reduced SNR in the RapidScat data.

Figure 6 shows the global monthly $\sigma^0$ averages measured by RapidScat and modeled by NSCAT-2014 GMF. Except for the 2016 data, most of the measured data in 2015 showed good overall average $\sigma^0$ agreement, within a range of ±0.5 dB from the model. In 2016, the observed $\sigma^0$ increased faster than the model, resulting in up to a 2 dB single difference bias. It will be interesting to monitor this trend by adding the remaining RapidScat data up to the mission conclusion in August 2016 in a planned follow-up study.
Single differences calculated using Equation (2) for both RapidScat and QuikScat are presented in Figure 7. For most of the processed dataset, overall agreement between the measurements and model \( \sigma^0 \) was similar for both sensors. Single differences were mostly within 0.5 dB, both absolutely and relative to each other. However, an increase in \( \sigma^0 \) measured by RapidScat in 2016 was obvious and grew to around a 2 dB bias in January and February. This bias increase coincided with detected periods of lower SNR that were attributed to the receiver gain fluctuations. A correction was applied in the published data products to compensate for the SNR reduction, but the increased bias between the RapidScat and the QuikScat indicated possible insufficient compensation.

Figure 7 also shows the monthly average variations of double differences within 0.5 dB at the beginning of the comparison period, until diverging from August 2015 and approaching the maximum double difference bias of 2 dB in January 2016. The largest discrepancy between the double and RapidScat single difference was recorded in November 2015 at approximately 1.5 dB. Both differences showed a similar trend in the last compared month in March 2016. Moreover, to show the performance of RapidScat for the HH-polarized and VV-polarized measurement separately, it was noticeable that the single difference of RapidScat (SD_RS) biases were higher for vertically-polarized measurements. Monthly averaged (single and double) difference biases are summarized in Table 1. The “Non” label that appears in the double difference rows occurred when the QuikScat was kept at one polarization during that month.

![Figure 7](image1.png)

**Figure 7.** Monthly average RapidScat/QuikScat single-difference and double-difference.

Double difference distributions for selected months are included in Figure 8. Histograms show distributions with a relatively narrow spread around the 0 dB double difference mean until widening in February 2016. Distributions resemble Gaussian probability densities with excess peaks.

![Figure 8](image2.png)

**Figure 8.** Selected monthly double differences (DD) distributions.
Table 1. RapidScat single difference and double difference monthly history for horizontal (HH-pol) and vertical (VV-pol).

| Months      | January 2015 | February 2015 | March 2015 | April 2015 | May 2015 | June 2015 | July 2015 | August 2015 | September 2015 | October 2015 | November 2015 | January 2016 | February 2016 | March 2016 |
|-------------|--------------|---------------|------------|------------|----------|-----------|-----------|-------------|----------------|---------------|----------------|-------------|---------------|-----------|
| HH-POL      |              |               |            |            |          |           |           |             |                |               |                |             |               |           |
| SD          | −0.18        | −0.55         | −0.6       | −0.12      | −0.26    | −0.7      | −0.63     | −0.26       | 0.34           | 0.15          | 0.53           | 0.79        | 0.5           | 2.14      |
| DD          | Non          | Non           | −0.45      | −0.2       | 0.41     | 0.12      | −0.34     | −0.09       | 0.18           | 0.19          | 0.86           | Non         | 0.85         | Non       |
| VV-POL      |              |               |            |            |          |           |           |             |                |               |                |             |               |           |
| SD          | −0.7         | −0.75         | −0.79      | −0.26      | −0.36    | −0.77     | −0.83     | −0.51       | 0.06           | −0.36         | −0.21          | 0.09        | −0.26        | 1.05      |
| DD          | 0.02         | 0.06          | Non        | 0.48       | −0.11    | −0.01     | 0.11      | −0.23       | 1.11           | 0.4           | Non           | 1.83        | 1.37         | 1.52      |
The summarizing spread of double difference distributions, and standard deviations of double differences per month are tabulated in Table 2. Variations ranged mostly between 2.0–3.5 dB, until increasing to 5.5 dB in March 2016. Trends visible in Figures 5–7 and Table 2 point to a systematic positive bias in RS $\sigma^0$ measurements at the end of the investigation period at the beginning of 2016.

Table 2. Monthly standard deviations of double difference (dB).

| Month         | January 2015 | February 2015 | March 2015 | April 2015 | May 2015 | June 2015 | July 2015 |
|---------------|--------------|---------------|------------|------------|----------|-----------|-----------|
| January 2015  | 2.0645       | 2.4209        | 2.097      | 3.5033     | 2.28     | 2.2547    | 2.1804    |
| August 2015   | 2.5195       | 3.677         | 2.7371     | 2.0645     | 3.3369   | 3.101     | 5.515     |

All reported results were calculated at a 1° × 1° latitude/longitude grid resolution. To evaluate the impact of different resolutions, the double difference was recalculated at three additional resolutions: (0.125° × 0.125°, 0.25° × 0.25°, and 0.5° × 0.5°). Figure 9 shows the negligible impact of grid resolution on the calculated double difference.

Figure 9. Double difference at multiple grid resolutions.

Figure 10 summarizes the monthly bias variations as a comparison of the double and single $\sigma^0$ differences as a function of incidence angle, relative wind direction, latitude, and wind speed. These cases were selected to show the fluctuations of RapidScat single differences and the double difference. Biases were generally centered around 0 dB mean $\sigma^0$ differences. Comparing the double difference (red line) with the single differences (blue line) illustrated the effectiveness of the double difference technique to smooth the single differences. The top panel shows the ability of $\sigma^0$ biases to detect potential bias dependence on the incidence angle for both beams, inner (45°–52°) and outer (52°–58°). The second window presents the average $\sigma^0$ biases as a function of the relative wind direction for both beams, outer (left) and inner (right). Relative wind direction was defined as the difference between wind direction and antenna azimuth angle. Biases at both polarizations followed the same pattern. The fluctuation in both beams was about ±2 dB.
Figure 10. Comparison of the double and single $\sigma^0$ differences as a function of incidence angle (March and July 2015), relative wind direction (March 2015), latitude (June 2015), and wind speed (June 2015).
In addition to the incidence angle and wind direction, stability of the $\sigma_0$ biases, as a function of latitude, was investigated to detect potential bias dependency on the latitude. In the results presented in the third window, the horizontal axis represents the latitude over the oceans from 55° latitude-south to 55° north, and the vertical axis presents the averaged biases of both beams, outer (left) and inner (right). The average $\sigma_0$ obtained as the single difference (blue line) was higher than the double difference (red line), with the orbital pattern consistent for different months. Finally, the dependence of the $\sigma_0$ bias on the wind speed was investigated in the bottom window. Significant biases were calculated for both beams, outer (left) and inner (right). The single difference and the double difference showed remarkable agreement beyond 5 m·s$^{-1}$ wind speed, with biases within 0.5 dB. The instruments at the lowest wind speeds, indicating likely GMF inaccuracies in that range, were below 5 m·s$^{-1}$, with more than 5 dB.

4. Discussion

In this paper, the double difference technique is applied for the first time to calibrate two satellite scatterometers: RapidScat and QuikScat. It demonstrates RapidScat capabilities to serve as cross-calibration reference for other members of the international scatterometer constellation. In addition to investigating RapidScat bias as a function of individual GMF dimensions (winds speed, relative wind direction, and incidence angle), the impact of the geographical grid resolution on biases was investigated in Figure 9. The grid resolution sensitivity may be explained by the tradeoff between the compensating effects of tighter overlap, as well as the lower measurement count per bin. While tight overlap reduced the $\sigma_0$ spread, a lower number of points reduced averaging, resulting in a negligible impact of grid resolution on the final result. Therefore, the computationally fastest coarse resolution of $1^\circ \times 1^\circ$ was adopted to report the double difference statistics. The RapidScat calibration and validation study extends bias analysis by adding remaining RapidScat data up to the mission conclusion in August 2016, when the mission effectively ended. Further analysis of the valuable RapidScat measurement set may help estimate the relative validity and stability of other scatterometers that flew simultaneously with sun-synchronous orbits.

5. Conclusions

The double difference methodology, originally derived for radiometers and adjusted for use in scatterometry, was presented. The paper focused on evaluating the long-term stability of the cross-satellite scatterometer validation. Data used in the validation were collected between January 2015 and March 2016. Single and double differences were analyzed through monthly averages as a coarse, but immediate way to evaluate the long-term consistency of two instruments. Results obtained over the 14-month observation period indicated consistency between the two instruments in the first year, until the increased $\sigma_0$ divergence coincided with the detection of low SNR periods in the RapidScat data. Such biases can be used to correct $\sigma_0$ measurements and compare retrievals with and without bias relative to the common reference wind field. Further planned analyses of the RapidScat data will aim to separate biases as functions of additional variables, such as diurnal position, azimuth, etc. These results will be presented in upcoming papers planned in the near future.
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