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Single alpha helices (SAHs) stable in isolated form are often found in motor proteins where they bridge functional domains. Understanding the mechanical response of SAHs is thus critical to understand their function. The quasi-static force–extension relation of a small number of SAHs is known from single-molecule experiments. Unknown, or still controversial, are the molecular scale details behind those observations. We show that the deformation mechanism of SAHs pulled from the termini at pull speeds approaching the quasi-static limit differs from that of typical helices found in proteins, which are stable only when interacting with other protein domains. Using molecular dynamics simulations with atomistic resolution at low pull speeds previously inaccessible to simulation, we show that SAHs start unfolding from the termini at all pull speeds we investigated. Unfolding proceeds residue-by-residue and hydrogen bond breaking is not the main event determining the barrier to unfolding. We use the molecular simulation data to test the cooperative sticky chain model. This model yields excellent fits of the force–extension curves and quantifies the distance, \( x_0 = 0.13 \) nm, to the transition state, the natural frequency of bond vibration, \( \nu_0 = 0.82 \) ns\(^{-1}\), and the height, \( V_0 = 2.9 \) kcal mol\(^{-1}\), of the free energy barrier associated with the deformation of single residues. Our results demonstrate that the sticky chain model could advantageously be used to analyze experimental force–extension curves of SAHs and other biopolymers.

1 Introduction

Single alpha helices (SAHs) differ from most helices found in proteins: whereas most protein helices are metastable and short-lived in the absence of intra- or intermolecular interactions with other protein domains, SAHs maintain a stable helical configuration in aqueous solution in the absence of interactions with other biomacromolecules. SAHs have been found in the proteomes of bacteria, archaea and eukaryotes.1–4 They are typical components of motor proteins, where they act as spacer or connector segments between globular domains,1,2,5,6 and could realize similar functions in artificial materials. Clarifying the properties of SAHs is thus important to understand the functioning of motor proteins and for their targeted application in materials science.

Natural SAHs typically contain a large fraction of positively and negatively charged amino acids, and \((i, i+3)\) or \((i, i+4)\) salt bridges (where \(i\) denotes the position of an amino acid in the linear amino acid sequence) are thought to be particularly important for their thermodynamic stability.7,8 The pattern of positively and negatively charged amino acids is not indispensable for SAH formation, however: polyglutamic acid9 and polylysine10,11 also form SAHs at pH levels where the side chain residues are uncharged.

The mechanical response to tensile forces has been investigated using single molecule force spectroscopy (SMFS) or optical tweezers experiments for only a few SAHs.9–13 Current evidence suggests that both the magnitude of the unfolding force and the qualitative features of the force–extension curve depend on the amino acid sequence, for reasons that are not yet understood. Single molecule experiments show that the stretching of the six turn (\(\approx 22\) amino acids) helical linker connecting the My12 and My13 domains of muscle protein myomesin occurs around 40 pN in a reversible way.13 A comparable unfolding force (\(F < 30\) pN) was also observed for the much longer SAH domain (97 residues) from myosin 10.12 Substantially more intense forces, however, have been reported from atomic force microscopy for unfolding of homopolypeptide
SAHs: 150 < \( F/\text{pN} < 200 \) for polylysine (in the form Cys5-Lys30-Cys\(^{+}\))\(^{10,11} \) and up to 1000 \( \text{pN} \) for polyglutamic acid (Glu80-Cys).\(^9 \)

For the natural SAHs, for polylysine and for coiled coils under tension, experimental evidence indicates that unfolding takes place at constant force, making these structures important force absorbers.\(^{10-14} \) In contrast, for polyglutamic acid the force increases monotonically with extension.\(^9 \)

Steered molecular dynamics simulations can provide great mechanistic insight about the deformation of single helices under tension. To date, most simulations have focused on metastable helices (either homopolypeptides or natural sequences),\(^{15-18} \) whether SAHs respond as metastable helices remains an open question. A constant force plateau was observed in atomistic, explicit solvent simulations of a 52-residue helix belonging to the vimentin AH1 domain simulated isolated in solution (i.e., in a metastable state).\(^18 \) Hydrogen bond breaking was proposed to be the key barrier to unfolding, in a velocity-dependent manner: at low pull speeds helices appeared to unfold turn-by-turn via the simultaneous breaking of 3-to-4 hydrogen bonds, whereas at large pull speeds (>1 nm ns\(^{-1} \)) hydrogen bonds appeared to break individually and helices unfold residue-by-residue. This velocity-dependent mechanism was thought to be behind the two regimes of dependence of the unfolding force on pulling speed that were observed in the simulations. Unfolding started randomly throughout the helix and not just at the pulled ends, i.e., cooperativity was low.\(^{17,18} \) To date we are aware of only a single simulation study of a SAH, with 97 residues.\(^12 \) That study, with atomistic resolution and implicit solvent representation, indicated this helix unfolds at constant force, consistent with experiments on the same system and with simulations of metastable helices.\(^17,18 \) In contrast with simulations of metastable helices, unfolding started predominantly from the ends of the SAH suggesting that the cost of creating an interface between helical and unfolded domains is high, i.e., cooperativity in SAHs is high. Hydrogen bond breaking was identified as the key barrier to unfolding, but in a velocity-independent manner. The plateau force observed in simulations at the lowest simulated pull speed (0.01 nm ns\(^{-1} \)) was \( \approx 50 \text{ pN} \), comparable to the experimentally detected force (<30 pN) for the same SAH\(^{12} \) despite the large difference in pull speed between experiment and simulation.

There is a clear need to clarify the mechanism of unfolding of SAHs, the extent to which it is cooperative, its dependency on the pull speed and the dominant interactions behind the barrier to unfolding, among other open questions; here we address some of these issues using all-atom molecular simulation studies of a short SAH. Reliable and complete understanding, however, can only be obtained with a strong connection between experiment and simulation. But, how to facilitate this connection given that pull speeds rarely overlap? Both simulation and experimental studies suggest that, for helices as well as for many other polymers under tension, rupture events are well described by a 1-dimensional free energy landscape consisting of two stability wells separated by a barrier.\(^{19-21} \) Coarse insight into this free energy landscape is often extracted, for experimental and for simulation data, via dynamic force spectroscopy models: most often the Bell–Evans,\(^{22} \) Yoreo\(^{23} \) and Dudko\(^{24} \) models. These models yield the distance, \( x_i \) from the first stable state to the transition state, and the zero-force off rate, \( k_{\text{off}} \), of the rupture event; the Yoreo model in addition includes the equilibrium unfolding force. One way, albeit indirect, of connecting experiment and simulation is by comparing these parameter values. In addition, for a given estimate of the natural vibration frequency, the height, \( V_0 \), of the free energy barrier can be calculated from \( k_{\text{off}} \). This procedure results in estimates of \( V_0 \) with substantial uncertainty, though. This uncertainty is problematic because our ability to predict the mechanical response of helices – and thus directly connect experiments and simulations – depends critically on this parameter. Bad estimates of \( V_0 \) lead to predictions of the mechanical response that are not even qualitatively correct.\(^{25-27} \)

Another issue with using these models to treat data is that both the Bell–Evans and the Dudko models assume refolding does not take place, an assumption that is not met at low pulling speeds. A final issue is that the models do not consider the case of cooperative helix unfolding.

The sticky chain model proposed by Jäger\(^{28} \) can resolve these issues and thus provide a better connection between SMFS experiments and molecular simulations. This model, based on a 1-dimensional free energy landscape as the Bell and Yoreo models, can in principle be used to fit the full force-extension curve of a polymer under tension and yields, among other parameters, reliable values of \( V_0 \). It is a kinetic model that allows for unfolding and refolding and is for that reason valid also at low pull speeds, where the Bell–Evans model may fail.\(^20 \) It comes in two flavors – cooperative or not – enabling insight into this point. It is simple to implement, and thus advantageous relative to Monte Carlo models that could also be used for the same purpose.\(^19 \) The greater detail of the sticky chain model relative to Bell–Evans-like models thus offers a pathway to connect experimental and simulation force–extension curves. To our knowledge, however, this model has only been used to fit force–extension curves of bacterial pili;\(^29 \) its suitability for SAHs has not yet been tested.

In this work we combine atomistic, implicit solvent simulations of a SAH with the sticky chain model, to gain insight into the deformation mechanism of SAHs under tension and to test the potential of the sticky chain model to fit force–extension curves of protein helices. We use steered molecular dynamics and umbrella sampling simulations to systematically characterize the mechanical response and deformation mechanism of a short SAH in a range of pull speeds, starting from the high-speed, non-equilibrium unfolding regime all the way to quasi-static unfolding; our lowest pull speed (10\(^{-3} \) nm ns\(^{-1} \)) is one order of magnitude lower than reported all-atom simulation studies. We then use the simulation data to test the extent to and conditions under which the sticky chain model\(^{28} \) can be used to fit force–extension curves of SAHs. We evaluate how the parameters of the 1-dimensional free energy landscape associated with residue unfolding obtained from the fit compare with expectations, and with values obtained from fits of the Bell–Evans and the Yoreo models.
2 Methods

2.1 Atomistic simulations of the alpha helix

We choose a de novo designed SAH of length 28 amino acids, consisting of four repeats of the basic sequence AEEEEKRK, see Fig. 1. This sequence was designed synthetically with longer repeats, and contains numerous salt bridges between acidic and basic residues which likely contribute to its thermal stability.

All the simulations were conducted in implicit solvent in GROMACS 5.1.1, using the Amber99SB-ILDN force field. The implicit solvent uses the Generalized Born (GB) and surface area algorithms. The Still approximation was used for calculating the GB part. Born radii were calculated at every time step, and a 1 nm cutoff was used for this calculation. The distance for the dielectric offset when calculating the Born radii was 0.009 nm. The non-polar surface area algorithm used an Ace-type approximation and the surface tension was set to 0.0049 kcal mol⁻¹ Å⁻². The dielectric constant of the implicit solvent was set to 80 and the implicit salt concentration was 0.137 mol dm⁻³.

The initial helical structure was generated manually using Chimera, and was minimized for 50,000 steps with the steepest descent algorithm. Equilibration was conducted in three steps of 200 ps each: the unrestrained system was heated from 10 K (step 1), to 150 K (step 2) and finally to 300 K (step 3). All subsequent simulations were conducted at T = 300 K. All simulations used a velocity rescaling thermostat to avoid excessively large trajectory files.

Umbrella sampling simulations were performed to build the potential of mean force as a function of the extension. Starting conformations were obtained from a pulling trajectory at \( v = 10^{-2} \) nm ns⁻¹, by selecting configurations at equally spaced displacements (\( vt = 0.2 \) nm), yielding 30 separate umbrella simulations. The umbrella restraint was applied to the Cα of the terminal amino acids and the restraint constant was 100 kJ mol⁻¹ nm⁻². Each umbrella was simulated for 50 ns.

2.2 Two-state chain model

The sticky chain model by Jäger is a velocity-dependent mesoscopical model that describes the structural transition of a one-dimensional chain under a stretching force. In contrast with other helix-coil transition models (e.g., the Zimm–Bragg model), the sticky chain model describes non-equilibrium properties like the dependence of the force–extension curves on the pulling velocity. Each link of the chain can be in two states characterized by equilibrium lengths \( b_0 \) and \( b_0 + \Delta b \), respectively, see Fig. 2. The deformation basin of each state is harmonic with elastic constants \( k_1 \) and \( k_2 \), respectively.

The equilibrium constant is given as:

\[
K = \exp(-\Delta G/k_B T)
\]

The free energy of the two states is given as:

\[
\Delta G = \Delta H - T \Delta S
\]

The force on the chain is given as:

\[
F = -\frac{\Delta G}{L_0/k_1 + (N - N_0)/k_2 + 1/k_3 + 1/K}
\]

and the unfolding kinetics of each link, assuming cooperative unfolding:

\[
\frac{dN_A}{dt} = -2\nu_0 \exp\left\{-\frac{\Delta G}{k_B T}\right\} \left\{e^{-\beta F L} - e^{-\beta F b_0}\right\}
\]

The 1/k₃ term takes into account the two external springs used in the atomistic simulations to stretch the single helix. \( N \) is the total number of links of the chain and \( N_0 \) the number of links in the folded state. \( N_0 \) denotes the equilibrium number of folded links at \( F = 0 \). The strain \( \epsilon \) can be expressed in terms of the pulling speed \( v \):

\[
\epsilon = vt/L_0
\]
with $L_0$ the initial length of the chain. In eqn (2), $\nu_0$ is the natural vibration frequency and $\beta = 1/(k_BT)$ with $k_B$ the Boltzmann constant.

A particularity of this double-well potential model is that at zero force, the energy of the unfolding barrier $V_0$ coincides with the energy of the unfolded state, i.e., the barrier to refolding at zero force is zero. This choice has negligible impact on the dependence of the unfolding force on the pulling speed\(^{20}\) but has the advantage of allowing a direct determination of the attempt frequency of opening of each link:

$$k_{\text{off}} = \nu_0 \times \exp^{-\beta V_0}.$$  \(4\)

The three parameters defining the stability basin of the folded state are related as:

$$V_0 = \frac{1}{2}k_1 x_E^2.$$  \(5\)

For the conditions of our simulations, only 3 parameters of the two state model ($k_1$, $k_2$ and $\nu_0$) are obtained from fitting the force-extension curves obtained in the atomistic simulations, because the remaining parameters can be inferred from the atomistic model as explained below.

### 3 Results and discussion

#### 3.1 Atomistic simulations in implicit solvent

SAHs are constant or quasi-constant force springs under quasi-static pulling and up to $v = 1$ nm ns\(^{-1}\). The average force–strain curves at four different pull speeds are shown in Fig. 3. All curves show an initial rise phase, followed by a force plateau up to $\varepsilon \approx 2$, and a steep rise in the force beyond that point. Faster pull speeds push the onset of the force plateau to larger values of strain. The term “force plateau” is used loosely in this work: for the highest pull speed, statistical noise makes it impossible to ascertain whether it is a true force plateau or only a pseudo force plateau – a region where the force increases more slowly with strain than in the initial or final parts of the curve. Irrespective of whether the average response of this helix under tension results in a true or pseudo force plateau, these terms are useful only in terms of ensemble averages: individual force traces have substantial fluctuations (see ESI,† Fig. S1) reflecting the thermal nature of the system and also the existence of stick-slip events,\(^{24}\) discussed in more detail below.

The presence of a force plateau agrees with the only reported single molecule force spectroscopy experiment of a natural SAH.\(^{12}\)

---

**Fig. 3** Atomistic simulations: (A) average force–strain curves at the indicated pull speeds, obtained from the molecular dynamics simulations. For the lowest pull speed, the average is over 4 force traces; for the other pull speeds, it is over 30 force traces. The strain is defined as $\varepsilon = v t / L_0$. Average values of the plateau forces are shown in Table 1. (B) Potential of mean force from umbrella sampling (black), work ($W-v = 10^{-3}$; cyan) realized at the lowest pull speed, and potential energy for the 4 pull velocities (same colors as in (A)), as a function of the chain strain ($\varepsilon = x/L_0$), obtained from the molecular dynamics simulations. The different definition of strain used here is necessary to directly compare the PMF with the quantities extracted from the pull simulations. Every $(E,\varepsilon)$ point of the potential energy curves is obtained by binning $E(t)$ values of all simulation runs performed for each $v$ in the corresponding strain bin and averaging over the number of $E$-points per bin (this number is not constant); the shadow show the standard error of the mean. An analogous procedure is used to obtain the $W-v = 10^{-3}$ curve.
The SAH studied experimentally was derived from myosin-10 and was longer (97 amino acids) than the one simulated here, but was similarly rich in positively and negatively charged amino acids.

Analytical and numerical models have demonstrated that force plateaus naturally arise from a two-state free energy landscape associated with extension of links in a chain; the extent of cooperativity determines whether the force remains truly constant or increases slowly with extension in the plateau or quasi-plateau region. Force plateaus have also been seen in simulations and experiments of different molecules under tension and in a wide range of pulling velocities, suggesting two-state free energy landscapes associated with stretching are common to many (bio)polymers. For example, force plateaus have been observed in simulations of helices in tension, even at higher pulling velocities or under adiabatic conditions; in single molecule measurements of polynucleotide SAHs, of helical segments connected by joints, of coiled coils, of dextran and of double stranded DNA; in steered molecular dynamics simulations of duplex DNA and simulations of coiled coils in tension and shear.

The average plateau force, increases substantially with increasing pull speed, varying between \( F_p = 10^{-3} \) pN at the lowest pull speed up to \( \approx 200 \) pN at the highest pull speed. The plateaus at the two lowest pull speeds, \( v \in \{10^{-3}, 10^{-2}\} \) nm ns\(^{-1}\), almost overlap, suggesting that unfolding at the lowest pull speed may take place under quasi-static conditions. To test this possibility, we calculated the work realized on the helix at the lowest pull speed and compare it with the potential of mean force (PMF) as a function of strain calculated using the umbrella sampling simulations. Both curves (light blue and black) are shown in Fig. 3(B) and clearly do not overlap, indicating that unfolding at the lowest velocity in fact does not proceed under quasi-static conditions.

The difference between the PMF and the work realized at \( v = 10^{-3} \) nm ns\(^{-1}\) (Fig. 3(B)) together with the fact that the plateau forces at the two lowest pulling velocities are very similar, suggest that there is a timescale separation between the processes playing a significant role at equilibrium and those important for \( v \geq 10^{-2} \) nm ns\(^{-1}\). We attempted to gain insight into these processes by plotting the secondary structure as a function of time for two fixed values of strain of the umbrella simulations. The results, shown in ESI,† Fig. S8, indicate that the secondary structure substantially changes as a function of time in some parts of the peptide and that some of the changes occur only once within the simulated 50 ns. We speculate that these infrequent but substantial structural changes increase the chain entropy in the PMF calculations and thus soften the helix. These rare events are not well-sampled even at the slowest pull speed used in the pull simulations, which would explain why the work to extend the helix realized at this pull speed is larger than the PMF.

A plateau force \(< 30\) pN was reported from experiment for a SAH rich in negative and positive charged amino acids; quasi-static experiments done on a SAH of comparable composition reported a similar unfolding force. Those forces are significantly lower than \( F_p = 10^{-2} \). This difference between experiment and simulation may be an artifact of the simulations, such as the limited timescales accessed as discussed above, or shortcomings of the force field. Alternatively, it may reflect true differences between the helix simulated here and those studied experimentally. Clarifying this point requires closer connection between experiment and simulation setups and is beyond the scope of this work. Investigating the non-equilibrium mechanical response of SAHs to applied tension, which will likely require high-speed SMFS setups, will be an important step towards this aim.

**Entropy contributes significantly to the mechanical response.** To gain insight into the enthalpic/entropic origin of the features of the force–extension curve, we examine the potential energy, \( E \), as a function of the strain for the four pulling velocities shown in Fig. 3(B). \( E \) includes all the potential energy terms from the atomistic model (angle, dihedral, Lennard-Jones, electrostatics, and implicit solvent). The potential energy curves at the two highest pull speeds are similar between them, but are clearly distinct from the other pull speeds. For a given value of strain beyond \( \varepsilon > 0.8 \), the potential energy increases with pull speed. This suggests that at higher pull speeds, folded amino acids explore steeper regions of their free energy basin before opening. This behavior is also observed in the sticky chain model (results not shown). Our analysis of hydrogen bonds and salt bridges (ESI,† Section S2) supports this scenario. For \( \varepsilon > 0.6 \), all potential energy curves clearly have a steeper slope than the PMF curve indicating that entropy substantially softens helical stretching at equilibrium. The substantial contribution of entropy to the mechanical response of helices under tension appears to be general: e.g., it has also been observed in decaalanine in the vacuum.

The large contribution of entropy to the mechanical response of helices under tension may have substantial implications: if unfolding is cooperative – i.e., the price to create multiple interfaces between folded and unfolded sections throughout the helix is high, so the helix unfolds residue-by-residue starting from the termini – then the entropic contribution arises at the level of individual amino acids. This contribution is by definition included in 1-dimensional models of the free energy landscape of amino acid stretching, and so these models should be sufficient to model the mechanical response of helices under tension. On the contrary, if unfolding under tension is non-cooperative – i.e., multiple unfolding/refolding events occur randomly throughout the length of the helix – then chain entropy plays a role, and models of the mechanical response of helices under tension must include it. We note that the random opening version

| Table 1 | Average plateau forces for the three lowest pull speeds. The average is over 0.86 < \( \varepsilon < 1.7 \) for \( v = 10^{-3} \) nm ns\(^{-1}\) and 0.9 < \( \varepsilon < 1.8 \) for the other speeds; the uncertainty is the standard error of the mean. The average for the highest pull speed is not calculated because a true plateau cannot be identified |
|---|---|---|
| \( v \) (nm ns\(^{-1}\)) | \( 10^{-1} \) | \( 10^{-2} \) | \( 10^{-3} \) |
| 126 ± 0.5 | 97 ± 0.5 | 87 ± 1 |
of the sticky chain model indeed allows for unfolding/refolding throughout the helix but does not correctly account for chain entropy.28

**Unfolding mechanism is cooperative and occurs residue-by-residue at all pull speeds.** The changes in secondary structure upon unfolding are shown in Fig. 4 for the individual simulations done at the highest and lowest velocities. The unfolding mechanism does not change noticeably in the velocity range investigated. The initial stretching of the helix occurs without loss of helical structure, in agreement with prior simulations of (metastable) helices and similarly to the response of coiled coils and shear. Larger strain involves loss of helical structure starting predominantly from the ends of the helix, i.e., in the range of pull velocities investigated, unfolding is a cooperative mechanism. Cooperative unfolding was also observed in simulations of a 97 amino acid natural SAH but not in simulations of some metastable helices and is consistent with the higher thermodynamic stability of SAHs relative to metastable helices. Refolding (stick-slip) events are frequent, and consistent with the force peaks in individual force–strain curves as discussed above. The strain beyond which unfolding starts varies widely between different realizations, and unfolding may start from either end of the helix.

Fig. 4 gives the impression that unfolding occurs in clusters of 3 or 4 consecutive amino acids. This impression is misleading and results from the manner in which STRIDE assigns secondary structures. For example, if amino acids \( i + 1, i + 2, i + 3 \) and \( i + 4 \) initially meet all the criteria used to define a \( \alpha \)-helix, but the hydrogen bond between \( i \) and \( i + 4 \) subsequently breaks, all four amino acids will lose their \( \alpha \)-helix status. To ascertain whether unfolding occurs in clusters or residue-by-residue, we examined the backbone \( \phi \) and \( \psi \) angles of each amino acid as a function of time. Results for selected residues are shown in ESI† Section S3. The results confirm that at both speeds, unfolding occurs predominantly residue-by-residue.

**Unfolding pathways are similar at all pull speeds.** Fig. 4 suggests that amino acid unfolding may proceed via three pathways: pathway I includes a transition to a \( 3_1 \)-helix (\( \alpha \)-helix \( \rightarrow \) \( 3_1 \)-helix \( \rightarrow \) coil); pathway II excludes that transition and the only intermediate configuration is a turn (\( \alpha \)-helix \( \rightarrow \) turn \( \rightarrow \) coil); pathway III is a direct transition to the coil state (\( \alpha \)-helix \( \rightarrow \) coil). We quantify the fraction, \( f_i \), of pathways of each type (\( i = I, II, III \)) at each pulling speed by averaging over all amino acids (\( a \)) as:

\[
f_i = \frac{\langle n_i \rangle}{\langle n_{\alpha} \rangle + \langle n_{II} \rangle + \langle n_{III} \rangle}
\]

Here \( n_i \) is the number of times an amino acid unfolds via pathway \( i \). The unfolding pathway(s) for each amino acid is (are) identified by monitoring its secondary structure changes between the instant(s), \( t_1 \), it assumes a \( \alpha \)-helical configuration, and the instant \( t_2 \) it assumes a coil configuration for the first time after \( t_1 \). Incomplete unfolding events followed by refolding to the \( \alpha \)-helix state are excluded from the statistics by resetting \( t_1 \) every time refolding occurs. The fraction of pathways of each type for the highest and lowest pulling speed are

---

**Fig. 4** Secondary structure changes as a function of strain at the highest (top) and lowest (bottom) velocities for four different realizations. The \( y \)-axis shows the secondary structure of each amino acid in the chain, determined using STRIDE, turn (turquoise); \( \alpha \)-helix (pink); \( 3_1 \)-helix (dark blue) and coil (white). The light blue circle indicates the restrained end of the helix (amino terminus); the acid terminus, connected to the traveling virtual spring, is at \( y = 0 \).
shown in Table 2. The amino acid unfolding pathways are independent of the pull speed. The large majority of unfolding events takes place without intermediate configurations, at least at the resolution with which configurations were saved (every \( vt = 0.01 \) nm). The second most important pathway involves an intermediate turn configuration. Pathways with \( 3_{10} \)-helix intermediates represent only 10% of the total. Simulations of alanine-rich helical peptides also detected the presence of \( 3_{10} \)-helices in their unfolding pathways, both in water and in the vacuum.\(^{15,36,37,49}\) This pathway, while non-dominant, appears to nevertheless be ubiquitous.

**Backbone hydrogen bond breaking events are not the main barrier to loss of helical structure.** Prior molecular dynamics studies of \( \alpha \)-helices in tension have been interpreted to suggest that the barrier to \( \alpha \)-helix stretching is primarily determined by the barrier to break hydrogen bonds, and that this occurs in a velocity-dependent manner: at low pulling velocities, consecutive backbone hydrogen bonds preferentially break simultaneously in clusters of 3-to-4; in contrast, at high pull speeds they break individually.\(^{17,18}\) To determine if SAHs respond similarly, we calculated time series of hydrogen bond breaking events for all \((i, i+4)\) hydrogen bonds along the helical backbone. The hydrogen bond criteria used is lax, i.e., weak interactions are also identified as hydrogen bonds. The top graph (HB-break) in each panel of Fig. 5 shows representative time series for consecutive hydrogen bonds \((i, i+4)\) and \((i+1, i+5)\) along the backbone. Each point (drawn with drop lines) indicates a hydrogen bond breaking event. At both high and low pull speeds, hydrogen bond breaking events are extremely frequent, in agreement with prior reports.\(^{7,8,50,51}\)

\( \alpha \)-Helical structure is determined by backbone angles \( \phi \) and \( \psi \). To assess whether the frequent hydrogen bond breaking events seen in the HB-break time series in Fig. 5 are accompanied by loss of helical structure, we plotted these angles as Ramachandran plots for all residues forming the loop stabilized by the backbone hydrogen bonds \((i, i+4)\) indicated in that figure. These results are shown in ESI,\(^\dagger\) Fig. S4–S7. The Ramachandran plots confirm that transient hydrogen bond breaking is not accompanied loss of \( \alpha \)-helical structure. Permanant destruction of backbone \((i, i+4)\) hydrogen bonds only occurs after at least one of the relevant \( \phi \) and \( \psi \) transitions out of \( \alpha \)-helical configuration.

These results demonstrate that hydrogen bonds, while clearly contributing to the thermodynamic stability of helices, are not the main barrier to helix stretching. We (and others)\(^{52}\) propose that this conclusion is general because experiments do not suggest a substantial dependence between the strength of intrahelical hydrogen bonds and amino acid identity,\(^{53}\) but polylysine, polyglutamate and SAHs have very different mechanical
response under tension as discussed in the introduction. Which interaction(s) contribute the most to the free energy barrier to unfolding of helices under tension remains for now an open question and is being investigated by our group.

**Backbone hydrogen bonds break individually at all pull speeds.** To assess whether hydrogen bonds preferentially break individually or in clusters, we analyzed the correlation between hydrogen bond breaking for all pairs of consecutive hydrogen bonds along the helical backbone. The normalized cross-covariance function is calculated as

$$R(t) = \frac{E[(y_1(t) + \tau) - E(y_1)](y_2(t) - E(y_2))}{\sigma_y \sigma_y}$$

where $y_1$ and $y_2$ are time series of hydrogen bond breaking events, $\sigma_y$ and $\sigma_y$ are their standard deviations, $E(y_1)$ and $E(y_2)$ are their means, and $\tau$ is the lag time. The maximum of $R(t)$ indicates the time interval at which the two time series best align. If pairs of hydrogen bonds preferentially break simultaneously, there should be a large peak at $\tau = 0$ in this function. We focused on pairs of consecutive hydrogen bonds because, if hydrogen bonds indeed simultaneously break in clusters, consecutive pairs should show the strongest correlation. Our time resolution is 10 ps, so hydrogen bond pairs that break and remain broken within this time interval are considered to have broken simultaneously.

The cross-covariance functions are shown in the bottom plot of each panel in Fig. 5. A large peak at $\tau = 0$ is never observed, which demonstrates that consecutive hydrogen bonds along the helical backbone do not preferentially break simultaneously at any pull speed. Instead, all cross-covariance functions show distributions of time lags of several nanoseconds. These distributions are, as expected, narrower for the low pull speed because strain values leading to substantial loss of helical structure and thus permanent breakage of hydrogen bonds (see also discussion in ESI,† Section S2) are reached faster.

### 3.2 Parameters of the chain model for the cooperative opening

Analysis of the simulation trajectories indicate that the SAH unfolds cooperatively. The cooperative version of the sticky chain model proposed by Jäger should thus be the most appropriate to fit the force–strain curves as a function of pull speed. Before doing the actual fit, we determine several of the parameter values for the mesoscopic model directly from the atomistic simulations, and from equilibrium conditions derived within the mesoscopic model; these parameters are shown in Table 3. The atomistic simulations show that the unfolding units are the individual amino acids rather than the helical turns. The number of links in the mesoscopic model is set at $N = 30 - 2 - 1 = 27$. The two terminal glycines are excluded from the number of links; each link in the mesoscopic model is defined by the presence of a peptide bond, so 28 non-glycine amino acids define 27 links. The parameter $b_0$ was estimated from known geometrical parameters for $z$-helices: the helical pitch is 0.54 nm and comprises 3.6 amino acids, corresponding to a distance $b_0 = 0.15$ nm between consecutive $C_\alpha$ atoms projected along the helical axis. We calculated the parameter $\Delta L$ from the average distance between consecutive $C_\alpha$ atoms from multiple simulations at constant velocity, using configurations beyond the force plateau. Under these conditions the helix is unfolded and the $C_\alpha$ atoms are aligned with the pull axis so the distance between them is equal to the projected distance, $b_0 + \Delta L = 0.38$ nm, corresponding to $\Delta L = 0.23$ nm. $V_0$ was calculated from the force plateau $F_v = 87$ pN value as $V_0 = F_v^{10^{-3}} \times \Delta L$ (eqn (A3) in ref. 28). This equality assumes that $F_v^{10^{-3}}$ is in the quasi-static limit which, as discussed above, is not true. However, the timescale separation between processes important under quasi-static conditions and those important for $v > 10^{-3}$ nm ns$^{-1}$ and the fact that the plateaus at $v \in \{10^{-3}, 10^{-2}\}$ nm ns$^{-1}$ are very close mean that, for the purpose of applying the mesoscopic model in the range $10^{-3} < v/(\text{nm ns}^{-1}) < 1$, the lowest $v$ can be considered in the quasi-static limit. We obtain $V_0 = 4.8k_BT = 2.9$ kcal mol$^{-1}$, a value substantially lower than the 11.1 kcal mol$^{-1}$ reported by Buehler et al.$^{18}$ for a metastable helix; below we discuss possible origins of this discrepancy. Because $x_E = (2V_0/k_1$ (eqn (5)), the parameters that remain to be obtained from the fit are the natural vibration frequency, $v_0$, and the bond constants $k_1$ and $k_2$ associated with the potential basins of the folded and unfolded states.

### 3.3 Fitting the force–strain curves from all-atom simulations

We fit the average force–strain curves from the all-atom simulations using eqn (1) and (2) and the parameters in Table 3. Fitting is done by substituting eqn (1) in eqn (2) and numerically integrating eqn (2) to get the number, $N_\alpha$, of folded links as a function of the time. The fitting parameters are varied automatically with the function fmincon of MATLAB2016b in order to minimize $|F_m - F_\alpha|$ where $F_m$ and $F_\alpha$ are the values of the force obtained by the model and the force obtained in the all-atom simulations, respectively. To test the accuracy of the fitting procedure, we make two implementation attempts: (1) fitting one curve ($v = 10^{-1}$ nm ns$^{-1}$), or (2) simultaneously fitting two curves ($v \in \{10^{-4}, 10^{-3}\}$ nm ns$^{-1}$). In both cases we use the parameters obtained from the fit to generate the force extension curves at the remaining pull velocities of the atomistic simulations.

The fitting parameters obtained in each case are shown in Table 4, and the corresponding curves are shown in Fig. 6. Both fitting attempts yield comparable fitting parameters and reasonable force–strain curves for the 4 pull speeds, confirming that the model and fitting procedure are robust. These results

| Parameter | Value |
|-----------|-------|
| $N$ | 27 |
| $b_0$ | 0.15 nm |
| $\Delta L$ | 0.23 nm |
| $V_0$ | 20 pN nm (4.8k_BT) |

Table 3 Values of the parameters calculated from the atomistic simulations and used as input to the fits of the sticky chain model.
indicate that reliable insight into the 1-dimensional free energy landscape associated with helix unfolding under tension may be obtained already with one quasi-static and one non-equilibrium force–strain curve. Fits using curves at more than one pull speed are nevertheless expected to yield better estimates of the fit parameters, so the following discussion focuses on the results of the two-curve fit.

The bond constant, \( k_2 = 4792 \text{ pN nm}^{-1} \), characterizing the free energy basin of the unfolded state is substantially larger than \( k_1 = 2118 \text{ pN nm}^{-1} \), which characterizes the free energy basin of the folded state. This difference is consistent with the fact that stretching an extended amino acid chain involves deforming angle potentials (bonds are constrained in our model), which are substantially stiffer than any stabilizing contribution to the folded state (dihedrals, hydrophobic effect, hydrogen bonds and salt bridges).

The natural vibration frequency, \( \nu_0 = 0.82 \text{ ns}^{-1} \), obtained from the fit is substantially lower than the typical value of \( 10^4 \text{ ns}^{-1} \) used as estimate of this quantity.\(^{55}\) This difference demonstrates that the commonly used estimate of \( \nu_0 \) is in fact far from suitable in this case, where each link has much higher mass and much lower bond stiffness (\( k_1 \)) than covalent bonds between 2 atoms, for which the estimate was originally made. A reliable value of \( \nu_0 \) is indispensable to calculate \( V_0 \) from values of \( k_{\text{off}} \) (eqn (4)), which can be easily obtained from Bell–Evans fits of rupture force vs. velocity data. This was the procedure followed by Buehler et al.\(^{18}\) to analyze force–strain curves from simulation; from a \( k_{\text{off}}^{\text{Buehler}} = 0.807 \times 10^5 \text{ s}^{-1} \) they obtain \( V_0^{\text{Buehler}} = 11.1 \text{ kcal mol}^{-1} \) for a metastable helix and the same pull speed range investigated here. Using our estimate of

| Parameter | \( v \) (nm \text{ ns}^{-1}) | \( 10^{-1}, 10^{-1} \) |
|-----------|----------------|----------------|
| \( k_1 \) (pN nm\(^{-1}\)) | 1321 | 2118 |
| \( k_2 \) (pN nm\(^{-1}\)) | 5188 | 4792 |
| \( \nu_0 \) (ns\(^{-1}\)) | 0.23 | 0.82 |
| \( k_{\text{off}} \) (s\(^{-1}\)) | 0.18 \times 10^7 | 0.63 \times 10^7 |
| \( x_E \) (nm) | 0.17 | 0.13 |

Fig. 6 Top: Force as a function of strain obtained with the sticky chain model (lines) using the two set of parameters in Table 3; to facilitate comparisons, the force–strain curves from all-atom simulations, already presented in Fig. 3, are repeated here (points). (A) Fitting one curve, \( v = 10^{-1} \text{ nm ns}^{-1} \). (B) Fitting 2 curves, at \( v \in (10^{-1}, 10^{-5}) \text{ nm ns}^{-1} \). Bottom: Number of folded links as a function of strain obtained from the sticky chain model. (C) Fitting one curve. (D) Fitting 2 curves.
ν₀ would result in \( v_{\text{Buehler}} = 5.5 \text{ kcal mol}^{-1} \). This value is still substantially higher than our own estimate, \( V_0 = 4.8k_BT = 2.9 \text{ kcal mol}^{-1} \), because \( k_{\text{off}} \) is 2 orders of magnitude lower than what we obtain (see Table 4). Whether these differences reflect true differences between the SAH investigated here and the AH1 helix from the vimentin intermediate filament investigated by Buehler et al., or are instead artifacts arising from the different force fields used, remains unclear.

### 3.4 How do typical analysis procedures used in dynamic force spectroscopy compare with the sticky chain model?

To answer this question, we simulate force–strain curves using the sticky chain model and the parameters in Tables 3 and 4. Subsequently we analyze the value of the plateau force as a function of the loading rate with two of the models most often used in dynamic force spectroscopy: the Bell–Evans model, which is valid for velocities at which refolding can be neglected, and the Yoreo model, which is an extension of the first that captures the quasi-static region where both unfolding and refolding take place. The Bell–Evans model\(^{56} \) relates the most probable value \( F^* \) of the rupture force and the loading rate \( r = \frac{dF}{dt} \) as:

\[
F^* = k_BT \frac{r\Delta x}{\Delta \epsilon} \ln \left( \frac{k_{\text{off}}k_BT}{r\Delta x} \right),
\]

where \( \Delta x \) is the distance between the folded state and the barrier to unfolding, and \( k_{\text{off}} \) is the unfolding rate at zero force.

The Yoreo model\(^{23} \) relates the same two observables, \( F^* = f_{\text{eq}} + k_BT/\Delta x \exp \left( k(f_{\text{eq}})k_BT/\Delta x \right) E_1 \left( k(f_{\text{eq}})k_BT/\Delta x \right) \), but is expected to be valid for the whole range of loading rates. This model includes as additional parameter the equilibrium unfolding force, \( f_{\text{eq}} \), \( k(f_{\text{eq}}) = k_{\text{off}} \exp \left( \frac{1}{k_BT} (f_{\text{eq}}\Delta x - 0.5k_BT\Delta x^2) \right) \) and \( E_1(z) = \int_0^z e^{-y} \frac{dy}{y} \) is the exponential integral. We note that \( \Delta x \) has the same physical significance as \( x_E \).

In the top panel of Fig. 7 we show force–strain curves obtained with the sticky chain model and the parameters in Tables 3 and 4 (for fits done at ν ∈ \( \{10^{-1}, 10^{-3}\} \) nm ns\(^{-1} \)) for a wide range of pull velocities. Values of the plateau force at each pull speed, indicated by the black markers, are re-plotted as a function of the loading rate in the bottom panel of the same figure. We fit the Bell–Evans model to the 3 points with higher loading rate, for which re-binding is expected to be minimal, and fit the Yoreo model to the entire curve. The Bell–Evans model is linearized for the fit (\( F = p_1 \times x + p_2 \)), with \( \Delta x \) and \( k_{\text{off}} \) obtained as \( \Delta x = k_BTp_1 \) and \( k_{\text{off}} = (p_1 \exp(-p_2/p_1))^{-1} \).

The parameter values obtained from the fits are shown in Table 5. Parameters extracted with both models are comparable, but not identical, to those used as input (Table 4) to the sticky chain model, indicating that both the Yoreo and the Bell–Evans models are reasonable choices for initial analyses, but yield only coarse estimates of \( \Delta x \) and \( k_{\text{off}} \). These results illustrate that, for helical systems where a (quasi-)force plateau can be observed as a function of strain, fits using the sticky chain model are preferable.

#### 4 Concluding remarks

Our simulations indicate that the deformation mechanism of SAHs under applied tension is highly cooperative at all pull speeds tested: because the free energy penalty for creating
multiple interfaces between folded and unfolded domains is high, helix unraveling starts from the termini. This response is consistent with the high thermodynamic stability of SAHs. In contrast, the typical α-helices found in proteins are stabilized partly by interactions with other protein domains, i.e., in the absence of those interactions the helical conformation is only metastable. Simulation studies indicate that, when metastable α-helices are stretched in solution, unfolding starts randomly along the helix. The main barrier to unfolding of residues cannot be hydrogen bond breaking as several literature reports suggest, because hydrogen bond breaking is both extremely frequent and does not per se induce loss of helical structure. Instead, we found that the opposite occurs: loss of helical structure determines the permanent breakage of backbone hydrogen bonds. We also found that hydrogen bonds over-whelmingly break individually rather than in clusters. The unraveling of individual residues occurs via multiple pathways, and may include transitions to turn or to metastable 3_10-helix configurations. These transitions are stick-slip events; their presence is consistent with the appearance of peaks in individual force–strain curves. Entropy clearly softens the mechanical strength of the helix and the cooperative nature of the unfolding process suggests that the contribution of entropy arises at amino acid level. For uncooperative unfolding processes this will not be the case, and adequately modeling force–extension curves under those conditions must account for chain entropy. At present, experimental data on the mechanical response of SAHs to tension is scarce under quasi-static conditions, and may include transitions to turn or to metastable 3_10-helix structures and mechanism associated with unfolding of SAHs. Such insight is critical to understand the role of SAHs in biology and their potential applications in materials science.
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