Permutationally invariant polynomial regression for energies and gradients, using reverse differentiation, achieves orders of magnitude speed-up with high precision compared to other machine learning methods
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Permutationally invariant polynomial (PIP) regression has been used to obtain machine-learned (ML) potential energy surfaces, including analytical gradients, for many molecules and chemical reactions. Recently, the approach has been extended to moderate size molecules and applied to systems up to 15 atoms. The algorithm, including "purification of the basis", is computationally efficient for energies; however, we found that the recent extension to obtain analytical gradients, despite being a remarkable advance over previous methods, could be further improved. Here we report developments to compact further a purified basis and, more significantly, to use the reverse gradient approach to greatly speed up gradient evaluation. We demonstrate this for our recent 4-body water interaction potential. Comparisons of training and testing precision on the MD17 database of energies and gradients (forces) for ethanol against GP-SOAP, ANI, sGDML, PhysNet, KREG, KRR and other methods, which were recently assessed by Dral and co-workers, are given. The PIP fits are as precise as those using these methods, but the PIP computation time for energy and force evaluation is shown to be 10 to 1000 times faster. Finally, a new PIP PES is reported for ethanol based on a more extensive dataset of energies and gradients than in the MD17 database. Diffusion Monte Carlo calculations which fail on MD17-based PESs are successful using the new PES.

INTRODUCTION

There has been dramatic progress in using regression methods from machine learning (ML) to develop high-dimensional potential energy surfaces (PESs). This has also led to a plethora of perspectives in this field which are beyond the scope of this article to review. But we do note that in 2020-present there have been at least 8 perspectives in the mainline journals, J. Chem. Phys. and J. Phys. Chem. Letters. These excellent papers convey the breadth and excitement of this important application of ML to potentials.

Perhaps the first Perspective in J. Phys. Chem. Lett. on this topic came from the Bowman group in 2010 where the theory and numerous applications of permutationally invariant polynomial (PIP) regression were introduced to the readers of this journal. This ML method, introduced for CH$_3^+$ in 2003 is actively used11-13 and further developed15-17.

PIPs have also been incorporated in Neural Network methods18-20, Gaussian Process Regression21, and recently to atom-centered Gaussian Process Regression22-23.

There are now numerous ML methods and codes to fit electronic energies and energies plus gradients (forces), and many of these are the subjects of the perspectives mentioned above as well as many more reviews and perspectives over the past 10 years. It is clearly important to assess the performance of these various methods on the same datasets and ideally run on the same computer.

This was recently done for ML methods applied to molecules with 9 or more atoms in several studies.21,22,24-26 The paper by Pinheiro et al.26 is particularly noteworthy as it contains a comprehensive study for ethanol, using the the MD17 dataset of energies and forces,27 of the dependence of precision and prediction times on training size for energies and energies plus forces for several popular approaches to constructing ML PESs, such as GAP-SOAP,28 ANI,29 DPMD,30 sGDML,31 KREG,32 KRR,33 pKREG,34 and KREG. We give brief descriptions of these methods below. As seen in that paper and also below, all the methods can reach RMS fitting errors for energies of 0.1 kcal mol$^{-1}$ when trained just on energies. However, in the time required for prediction (energies plus forces) there are differences.
of factors of ten or more. There are of course caveats to timings, but in this case, all timings were done on the same compute node, an Intel Xeon Gold 6240 2-Processor 24.75M Cache 2.60 GHz. A similar assessment of some of these ML methods was very recently made including the recent Atomic Cluster Expansion (ACE) method using revised MD17 datasets.

These methods have been described in detail in the two recent assessment papers and so we just give a brief description here. In broad terms these methods can be categorized into kernel-based approaches (e.g., GAP-SOAP, sGDML, KREG, pKREG, KRR) and neural network (NN)-based ones. The kernel-based approaches represent the potential energy as a linear combination of kernel functions that measure the similarity between the input molecular configuration and every configuration in the training set. As a result, the cost of prediction scales as $O(N^2)$, where $N$ is the size of the training data. The differences between these kernel-based methods are the choice of the kernel function and the descriptor used to represent the molecular configuration. For example, in Kernel Ridge Regression (KRR), many descriptors, such as aligned Cartesian coordinates, Coulomb matrix, and neural network (NN), have been used. Common kernel functions include the Gaussian kernel function, $\exp(-\|x-y\|^2/\sigma^2)$. GAP-SOAP uses a permutationally invariant kernel, and GAP-SOAP uses Smooth Overlap of Atomic Positions (SOAP) descriptor. sGDML slightly differs from the other methods as it directly learns the force by training in the gradient domain. The NN-based approaches studied in the paper by Pinheiro et al. can be further divided into two families. ANI and DPMD can be viewed as variants of the Behler-Parrinello NN (BPNN). The potential energy is written as the sum of atomic ones, and the descriptor is a local one centered on each atom that describes the local environment of that atom. The descriptors used in ANI and DPMD are different, but they are both manually designed. On the other hand, the second family, “message-passing” NN, inspired by graph convolutional NN, learns the descriptor. The descriptor of an atom gets updated using information from its neighbors. PhysNet, SchNet, and MEGNet are examples of this family. One advantage of NN-based methods over kernel-based ones is that the cost of prediction is independent of the size of training data once the NN structure is determined. The ACE approach represents the potential as a body-ordered expansion (each atom is one “body”), which is resummed into atomic energies. Each atomic energy is a linear combination of a set of permutationally-invariant basis functions centered on that atom.

In our opinion, computational efficiency is of primary importance for ML PESs to become transformative to the field. By transformative, we mean the leap from classical to quantum simulations of the dynamics and statistical mechanics of molecules, clusters and realistic samples for condensed phase systems. While classical simulations have been done for years using “direct dynamics” (slow compared to using a PES of course), this is simply not possible for quantum simulations. For these one must have efficient ML PESs. For example, for a diffusion Monte Carlo (DMC) calculation of the zero-point energy of an isolated molecule, roughly $10^6$ or more energy evaluations can be required for convergence. Nuclear quantum effects are known to be important for molecules, clusters, etc. with H atoms, and so incorporating these effects in simulations is important.

Here we add PIP to the list of ML methods mentioned above for the ethanol case study. We use ethanol to showcase the performance of the new incorporation of reverse differentiation for gradients in our PIP software. The details for this are given below, followed by a short demonstration for the 4-body water potential that we recently reported and then the detailed analysis for ethanol. Finally, we present a new PES for ethanol that is based on a dataset of B3LYP energies and gradients that extend to much higher energies than the MD17 dataset. The new PES is used in DMC calculations of the zero-point energy. Such calculations fail using a precise fit to the MD17 dataset, which is severely limited by the sampling of energies from a 500 K MD simulation.

METHODS

Recap of the Current PIP Approach

In the PIP approach to fitting the potential $V$ is represented in compact notation by

$$V(\tau) = \sum_{i=1}^{n_p} c_i p_i(\tau), \quad (1)$$

where $c_i$ are linear coefficients, $p_i$ are PIPs, $n_p$ is the total number of polynomials for a given maximum polynomial order, and $\tau$ are transformed internuclear distances, usually either Morse variables, $\exp(-r_{n,m}/\lambda)$, or inverse distances, $1/r_{n,m}$, where $r_{n,m}$ is the internuclear distance between atoms $n$ and $m$. The range (hyper) parameter, $\lambda$, is usually chosen to be 2 bohr. The linear coefficients are obtained using standard least squares methods for a large data set of electronic energies at scattered geometries (and, for large molecules, using gradients as well). The PIPs, $p_i$ in Eq. (1), are calculated from MSA software and depend on the monomials, $m_i$, which themselves are simple functions of the transformed internuclear distances $\tau$. The inputs to the MSA software include both the permutational symmetry and the overall order desired for the permutationally invariant polynomials. In brief the MSA software proceeds by producing all monomials obtained from a seed monomial by performing the permutations of like atoms specified in the input. Examples of this step are given in the review by Braams and Bowman. Then polynomials, which are
formally the sum of monomials, are obtained in a recursive method starting with the lowest-order polynomials. In this approach higher-order polynomials are obtained by a binary factorization in terms of lower order polynomials plus a remainder. Details are given elsewhere.

In this approach higher-order polynomials are obtained in a recursive method starting with the lowest-order polynomials. Formally the sum of monomials, are obtained in a recursive method starting with the lowest-order polynomials. Details are given elsewhere.

For some applications, there are further requirements on the PIP basis set so that one can ensure that the fit rigorously separates into non-interacting fragments in asymptotic regions. Identifying polynomials that do not have the correct limiting behavior is what we call “purification” and earlier references. Polynomials that do not have this property (“disconnected terms”) are labeled as $q_i$ and separated from the basis set used to calculate the energy in Eq. 1.

Thus, we now have polynomials of two types, those having the correct limiting behavior that will be used in the energy and gradient calculation, $p_i$ (see Eq. (1)), and those, $q_i$, that, while not having the correct limiting behavior, might still be needed because they could occur, for example, with multiplication by a polynomial that does have the correct limiting behavior.

**PIP Approach with Compaction and Fast Gradient Evaluation**

The first enhancement to the PIP approach is what we call “compaction” and is aimed at determining which polynomials $q_i$ and which monomials $m_i$ are not necessary. We identify the unneeded monomials by increasing, one at a time, the value of the monomial to see if the values of the surviving $p_i$ polynomials change. If they do not, that monomial may safely be eliminated. We identify the unneeded $q_i$ by enumerating all needed $q_i$ that occur in the definitions of the $p_i$ as well as the $q_j$ with $j < i$ needed to define those $q_i$, and then taking the remainder to be unneeded. The compaction then consists in deleting all references to the unneeded $m_i$ and $q_i$, followed by renumbering of all the surviving $m_i$, $q_i$, and $p_i$.

The final steps in the development of the basis set are to add methods for calculating analytical gradients. The first method, which we will call the “normal” gradient calculation is obtained formally by differentiating both sides of Eq. (1) to determine how the change in potential depends on the change in the $p_i$. Of course, the $p_i$ depend on $q_i$, $m_i$, and the internuclear distances, themselves a function of the atomic Cartesian coordinates. Thus, we must also differentiate $q_i$, $m_i$, and $\tau_i$ with respect to each of the $3N$ Cartesian coordinates. We accomplish this conveniently by using the symbolic logic in Mathematica, a program whose mixture of text manipulation and expression evaluation is also used to write Fortran code for the aforementioned purification and compaction steps.

Although the simple differentiation just described for the analytical gradients is straightforward, its implementation does not result in a fast gradient calculation. For example, the straightforward code would need to evaluate all the differentiated monomials, polynomials and $\tau$ values $3N$ times for a single geometry.

We have also written a “Fast (forward) Derivative” method that uses Mathematica’s symbolic logic to solve for the derivatives of each $p_i$ with respect to each component of $\tau$, which we denote by $\tau_M$, where $M = 1, N(N-1)/2$. We start with the derivatives of Eq. (1):

$$\frac{\partial V}{\partial \tau_M} = \frac{\partial}{\partial \tau_M} \left( \sum_{i=1}^{n_p} c_i p_i \right) = \sum_{i=1}^{n_p} c_i \frac{\partial p_i}{\partial \tau_M}$$

Next let $\alpha_n$ be the $x$, $y$, or $z$ Cartesian coordinate of atom $n$. The calculation is completed by determining

$$\frac{\partial V}{\partial \alpha_n} = \frac{\partial V}{\partial \tau_M} \frac{\partial \tau_M}{\partial \alpha_n} = \sum_{i=1}^{n_p} c_i \frac{\partial p_i}{\partial \tau_M} \frac{\partial \tau_M}{\partial \alpha_n}.$$  \hspace{1cm} (3)

For any geometry, the derivatives $\frac{\partial p_i}{\partial \tau_M}$ on the rhs of Eq. 3 are stored so that the calculation of each $p_i$ derivative with respect to each $\tau$ component does not need to be repeated; only the remaining $3N$ derivatives in Eq. 3 of the $\tau$ components with respect to the Cartesian coordinates need to be performed. In addition, since many of the derivatives are zero, we store only the non-zero ones and pair them with an index which indicates to which $p_i$ and $\tau_M$ they belong. This method speeds up the calculation substantially but is still not the best method, which we describe next.

Automatic differentiation has been the subject of much current study and is widely disseminated on the internet. It has found its way into computational chemistry mainly via libraries written in Python.

We have discussed above some of the issues involved in what is called the “forward” method of automatic differentiation. When there are only a few inputs and many outputs, the forward method is usually quite adequate. For our problem, however, there are many inputs (3N Cartesian coordinates) and only one output (the energy, or its gradient). In this case, a “reverse” (sometimes called “backward”) differentiation is often faster. In either case, we start with a computational graph of the steps to be taken in the forward direction that ensures that the needed prerequisites for any step are previously calculated and provides an efficient computational plan; i.e., does not recalculate anything that has been previously calculated. The MSA output provides such a plan for calculating the energy, which in our case is a fairly linear plan: to get the potential energy, start with the Cartesian coordinates, $\alpha_n$, then calculate the transformed internuclear distances $\tau_M$, then the $m_k$, then the $p_i$ (or, in our purified case, the $q_j$ followed by the $p_i$), and
finally take the dot product of the \( c_i \) coefficients with the evaluated \( p_i \) polynomials. Note that, in principal, any of the quantities, \( \alpha, \tau, m, q, \) or \( p \), can influence any of the ones that go after it (in the forward direction). In addition, note that there is a split at the end, so that, for example, any \( p \) can influence the energy either by its contribution to the dot product or through its influence on any of the \( p \) that come after it. The sequence of steps in the correct order is, of course, maintained in the purification and compaction steps.

For the forward derivatives, everything is the same as for the energy except that each step is replaced by its derivatives, as shown in the left column of Table I which follows the Fortran notation of putting the subscripts in parentheses. We also note that Fortran code makes no distinction between full and partial derivatives. The “normal” differentiation discussed in the previous paragraph is accomplished by working in the forward (up) direction of the left column, but one has to make 3N forward passes of the computational plan to get the gradients. The reverse automatic differentiation allows one to work backwards (down in the right column) from the derivative of the potential energy to get all 3N gradients in one pass of the computational plan, after having run the energy plan once in the forward direction. The strategy results in an extremely efficient method. It also scales more favorably with an increase in the number of atoms because, in the reverse direction, the cost of the 3N gradients is typically 3–4 times the cost of the energy, whereas in the forward direction it is about 3N times the cost of the energy.

We define the adjoint, \( a_j \), of a particular instruction as the partial derivative of the potential energy with respect to the conjugate variable, \( t_j \), where \( dt_j \) is the differential that is defined by the instruction in the forward direction: thus, \( a_j = \frac{\partial V}{\partial t_j} \). The adjoints will provide the instructions for proceeding in the reverse direction, down column two of Table I. When we reach the end, the adjoints \( \frac{\partial V}{\partial t_j} \) will give the 3N derivatives we seek. Of course, in determining which \( t_j \) contribute to the adjoint, we must sum all the ways that a change in \( V \) might depend on \( t_j \).

It is instructive to work a few adjoints in the reverse direction (see Table I). The first equation moving in the reverse direction will be the adjoint of the conjugate variable \( dp_n \), defined the forward direction, so the adjoint to evaluate is \( \frac{\partial V}{\partial p_n} \) (which is equal to \( c_n \)).

The next line in the reverse direction defined \( dp_n = 0 \) in the forward direction. The change in \( V \) with \( p_n \) now depends potentially both on how a change in \( p_n \) influences \( V \) indirectly through \( p_i \) and on how it influences \( V \) directly through the contribution to the dot product. Thus, the adjoint is \( \frac{\partial V}{\partial p_n} c_n = c_n + \frac{\partial V}{\partial p_n} a(n) \frac{\partial p_n}{\partial p_{n-1}} \).

For the third line (not shown in the table), the adjoint is \( \frac{\partial V}{\partial p_{n-2}} \). The change in \( V \) with \( p_{n-2} \) depends potentially both on how a change in \( p_{n-2} \) influences \( V \) indirectly through \( p_{n-1} \) and \( p_{n-1} \) and on how it influences \( V \) directly through the contribution to the dot product. Thus, the adjoint is \( \frac{\partial V}{\partial p_{n-2}} c_{n-2} + \frac{\partial V}{\partial p_{n-1}} c_{n-2} + \frac{\partial V}{\partial p_{n-2}} a(n) \frac{\partial p_{n-1}}{\partial p_{n-2}} + a(n) \frac{\partial p_{n-2}}{\partial p_{n-2}} \).

Notice in all cases that the adjoint we seek is the \( c \) coefficient of the conjugate variable plus the sum of all adjoints that preceded it, each times the derivative of its conjugate variable with respect to the conjugate variable of the adjoint we seek. The direct contribution through the \( c_i \) occur only if the conjugate variable is a \( p \). This observation gives the formula for assigning all the remaining adjoints:

\[
a_j(t_j) = c_j dt_j + \sum_{i=j+1}^{i_{max}} a_i \frac{\partial t_i}{\partial t_j}, \tag{4}
\]

where \( a_j \), with conjugate variable \( t_j \), is the adjoint to be calculated, \( i_{max} \) is the maximum number of adjoints, \( c_i \) is the coefficient associated with \( p_i \) when \( t_j = p_i \), and \( \delta_{i,p} \) is 1 if \( t \) is a \( p \) and 0 otherwise. Two “toy” examples, one of a homonuclear diatomic molecule and one of a single water molecule, are worked in detail in the Supplementary Material.

In the Mathematica implementation of our software, we pursue two routes in parallel: the first is to evaluate symbolically the adjoints in Eq. 4 using Mathematica code, and the second is to create the Fortran code from the Mathematica code for the same adjoints. The symbolic logic of Mathematica is used to solve the par-
tial derivative factor of the adjoint terms. The resulting adjoint is turned into Fortran format and saved as an instruction list. Because many of the partial derivatives on the rhs of Eq. (4) are zero, it is fastest to enumerate all the $t_i$ with $i > j + 1$ that depend on $t_j$ and then perform the terms in the sum only for those values of $i$. The key Mathematica program for evaluating a particular adjoint is provided in the Supplementary Material, as is a brief description of the various Mathematica steps involved in fragmentation, purification, compaction, adding or pruning polynomials, and appending derivative functions.

We need to make one point clear: the Mathematica code must be run to generate Fortran output for each permutational symmetry in which the user might be interested. Thus, there is an overhead on the order of an hour or so to generate the fast derivative method for most problems of interest. Once the basis set and derivative method have been established, however, they can be run without further change. Also, the basis and reverse derivative code can be used for any molecule with the same permutational symmetry.

RESULTS

4-body water interaction potential

The first set of results is for the 12-atom, 4-body water potential, which we recently reported.$^{[27]}$ Here, we used permutational symmetry 22221111 with a total polynomial order of 3. The MSA basis was purified by distancing each of the four monomers, one at a time, and distancing each of the sets of dimers, two at a time. In Table II we show the times in seconds for the calculation of the energy and the $3N = 36$ gradients for purified/non-compact and purified/compacted basis sets using four different gradient methods. Each time is for the evaluation of 20,000 geometrical configurations. It is clear from the table that the reverse derivative method is fastest and that it runs about 17 times faster than the 2-point finite difference method, often used in molecular dynamics calculations. In addition, compaction of the purified basis gives a further speed-up in this case of about 40%. (Future plans call for using the 4-b PES for a full ab initio water potential, so having a fast gradient is important for the usual MD and possibly PIMD simulations.)

Ethanol

Assessment of ML Methods

As noted already, the performance of a number of ML methods was examined in detail for ethanol, using the MD17 database of energies and forces.$^{[27]}$ This assessment provides detailed results with which we can compare our PIP method. The comparison is done using the same protocol used previously,$^{[28]}$ namely to obtain the RMSE for energies and gradients using training data sets of increasing size and also for training on just energies or on energies plus gradients. The permutational symmetry we use here is 321111, and we also consider the performance of two PIP bases, one order of 3 and the other of order 4. These have 1898 and 14,752 terms, respectively. We also consider a third basis of size 8895, obtained from pruning the $n = 4$ one. The procedure to do this is straightforward and is the following. The desired number of terms is the input, and all the polynomials for $n = 4$ (14,752) are evaluated using the maximum values of the Morse variables (taken over the data set). Then the desired number of polynomials is obtained by starting with the one of largest value and proceeding downward. This procedure can reduce a basis to any desired size.

TABLE II. Total time for performing 20,000 gradient sets ($3N = 36$ gradients each) for a 22221111 permutational symmetry basis of maximum order 3 and various derivative methods. This is a 12-atom basis, which was used recently for the 4-b water potential.$^{[27]}$

| 2-pt. Finite Difference | Normal analytical Derivative | Fast Reverse Derivative |
|-------------------------|------------------------------|-------------------------|
| Fully purified/ non-compact | 13.2 s | 9.7 s | 1.0 s | 0.7 s |
| Fully purified/ compact  | 3.2 s  | 2.0 s  | 0.8 s  | 0.2 s  |

TABLE III. Comparison of prediction time of the different machine learning potentials trained on MD-17 ethanol energies and forces. The times listed are those for calculation of the energy and forces for a total of 20,000 geometric configurations.

| $N_{\text{train}}$ | ANI | DPMD | Phys-Net | GAP-SOAP | sGDML | PIPA | PIPb |
|------------------|-----|------|----------|----------|-------|------|------|
| 100              | 27  | 180  | 213      | 212      | 7     | 0.23 | —    |
| 250              | 27  | 176  | 215      | 307      | 10    | 0.23 | —    |
| 500              | 27  | 176  | 214      | 560      | 15    | 0.23 | —    |
| 1000             | 27  | 182  | 215      | 1100     | 25    | 0.23 | 2.3 |
| 2500             | 27  | 189  | 216      | —        | 63    | 0.23 | 2.3 |
| 5000             | 27  | 186  | 216      | —        | 195   | 0.23 | 2.3 |
| 10000            | 27  | 188  | 213      | —        | —     | 0.23 | 2.3 |
| 25000            | 27  | 179  | 215      | —        | —     | 0.23 | 2.3 |
| 50000            | 27  | 176  | 214      | —        | —     | 0.23 | 2.3 |

$^a$ Maximum polynomial order 3 is used to fit the data, which leads to 1898 PIP bases.

$^b$ Maximum polynomial order 4 is used to fit the data, which leads to 14,752 PIP bases.

Fig. 1 shows a comparison of the root-mean-square (RMSE) values for the energies (eRMSE) and forces (fRMSE) for the indicated methods as a function of the size of the training set, based on fits to energies and gra-
FIG. 1. Comparison of the different machine learning potentials trained on energies and forces for the MD17-ethanol dataset. The PIP results are for a basis with 14752 terms. The upper panel shows root mean-squared error in energies (eRMSE) vs the number of training points and the lower panel shows root mean-squared error in forces (fRMSE) vs the number of training points.

FIG. 2. Comparison of the different machine learning potentials trained on energies only for the MD17-ethanol dataset. The PIP results are for a basis with 14752 terms. The upper panel shows root mean-squared error in energies (eRMSE) vs the number of training points and the lower panel shows root mean-squared error in forces (fRMSE) vs the number of training points.

FIG. 3. Comparison of the different machine learning potentials trained on energies and forces for the MD17-ethanol dataset. The PIP results are for a basis with 1898 terms. The upper panel shows root mean-squared error in energies (eRMSE) vs the number of training points and the lower panel shows root mean-squared error in forces (fRMSE) vs the number of training points.

FIG. 4. Comparison of the different machine learning potentials trained on energies only for the MD17-ethanol dataset. The PIP results are for a basis with 1898 terms. The upper panel shows root mean-squared error in energies (eRMSE) vs the number of training points and the lower panel shows root mean-squared error in forces (fRMSE) vs the number of training points.
TABLE IV. Comparison of prediction time of the different machine learning potentials trained on MD-17 ethanol energies only. The times listed are those for calculation of the energy and forces for a total of 20 000 geometric configurations.

| \( N_{\text{train}} \) | ANI | DPMD | Phys | GAP | KRR | pKREG | PIP\( ^a \) | PIP\( ^b \) |
|-----------------|-----|------|------|-----|-----|-------|-------|-------|
| 100             | 26  | 99   | 313  | 211 | 2   | 2     | —     | —     |
| 250             | 27  | 95   | 291  | 306 | 5   | 3     | —     | —     |
| 500             | 27  | 95   | 288  | 561 | 11  | 5     | —     | —     |
| 1000            | 26  | 101  | 304  | 1101| 21  | 10    | —     | —     |
| 2500            | 26  | 94   | 294  | 3611| 52  | 22    | 0.23  | —     |
| 5000            | 26  | 97   | 304  | —   | 102 | 49    | 0.23  | —     |
| 10000           | 26  | 97   | 301  | —   | 203 | 97    | —     | —     |
| 25000           | 26  | 99   | 298  | —   | 508 | 227   | 0.23  | 2.3   |
| 50000           | 26  | 93   | 295  | —   | 1018| 438   | 0.23  | 2.3   |

\( ^a \) Maximum polynomial order 3 is used to fit the data, which leads to 1898 PIP bases.
\( ^b \) Maximum polynomial order 4 is used to fit the data, which leads to 14572 PIP bases.

TABLE V. Assessment of the different machine learning potentials trained on energies for the MD17-ethanol dataset. The upper row shows root mean-squared error energy targets for a test set of 20 000 configurations. While the columns show, for each of the methods, the training size required to achieve the targets and the time required for 20 000 energy and forces predictions. Timings based on the same Intel Xeon Gold 6240 processor, see text for details.

| Target eRMSE (kcal-mol\(^{-1}\)) | Training Size | Prediction Time\( ^a \) (sec) |
|-----------------------------------|----------------|-------------------------------|
| 0.5                               | 2500           | 22                            |
| 0.1                               | 50000          | 227                           |
| sGDML\( b \)                     | 1000           | 7                             |
| GAP-SOAP                          | 500            | 561                           |
| ANI                               | 25000          | 26                            |
| PhysNet                           | 50000          | 300                           |
| PIP\( ^c \)                       | 2500           | 0.23                          |
| PIP\( ^d \)                       | N/A            | 25000                         |

\( ^a \) Energies and forces (20 000 configurations).
\( ^b \) Trained on forces only.
\( ^c \) 1898-term basis.
\( ^d \) 14 572-term basis. 25 000 is the smallest training size (see text for details).
ing on the values of the hyperparameters in this method. A detailed comparison with the small and large basis PIP fits is given in Table VI. The timings for ACE were obtained on a 2.3 GHz Intel Xeon Gold 5218 CPU, which has essentially the same single-core performance as the Intel Xeon Gold 6240, but slower multi-core performance due to smaller number of cores (16 vs 18). Taking that into account we find that for comparable MAEs the PIP PESs run at factors between roughly 20 and 100 times faster than the ACE fits.

TABLE VI. Mean absolute errors (MAE) of energies (kcal-mol\(^{-1}\)) and forces (kcal-mol\(^{-1}\)Å\(^{-1}\)) for ACE and PIP fits to MD17 datasets of energies and forces for ethanol, along with corresponding timings for 20 000 evaluations of energies and forces. Timings based on two Intel processors that run at about the same speed, see text for details.

| Method | eMAE | fMAE | Timing (sec) |
|--------|------|------|--------------|
| ACE    | 0.10 | 0.40 | 29           |
| PIP\(^a\) | 0.15 | 0.50 | 0.23         |
| ACE    | 0.06 | 0.30 | 65           |
| PIP\(^b\) | 0.06 | 0.12 | 2.3         |

\(^a\) 1898-term basis.

\(^b\) 14 572-term basis.

A New “DMC-certified” PES

The MD17 dataset for ethanol has been used to compare the performance of the ML methods with respect to training and testing RMS errors and prediction timings. This dataset has been used for this purpose for a number of molecules.\(^25\)\(^26\)\(^36\) Beyond this important utility, one can inquire about the many uses that the PES fits can be put to.

In the case of ethanol one important application would be to get a rigorous calculation of the partition function. This is complicated owing to the coupled torsional modes, as pointed out in an approximate state-of-the-art study that, without a PES, relied on a variety of approximations to obtain the partition function.\(^62\) Another application, already noted above, is a diffusion Monte Carlo calculation of the zero-point energy and wavefunction. For such calculations the dataset must have the wide coverage of the configuration space and corresponding energies. As we show below the MD17 ethanol dataset is distributed over the energy range from 0–12000 cm\(^{-1}\) with respect to the minimum energy. This energy range is not sufficient to describe the zero-point energy, which is estimated to be roughly 17,500 cm\(^{-1}\) from a normal mode analysis. To emphasize this, we used the large basis PIP PES in DMC calculations. As expected, we encounter a large number of “holes”, i.e., configurations with large negative energy relative to the minimum in the data base. These holes occurred mainly at regions of high energy, where the MD17 dataset does not have coverage.

To address this problem, we generated a new dataset at the B3LYP/6-311+G(d,p) level of theory that has much larger coverage of configuration space and energies. The data sets of energies and gradients were generated using our usual protocol, namely \emph{ab initio} microcanonical molecular dynamics (AIMD) simulations at a number of total energies. These AIMD trajectories were propagated for 20000 time steps of 5.0 a.u. (about 0.12 fs) and with total energies of 1000, 5000, 10 000, 20 000, 30 000, and 40 000 cm\(^{-1}\). A total of 11 such AIMD trajectories were calculated; one trajectory at the total energy of 1000 cm\(^{-1}\) and two trajectories for each remaining total energies. The geometries and their corresponding 27 force components were recorded every 20 time steps from each trajectory to generate this new fitting dataset. These calculations are done using the Molpro quantum chemistry package.\(^63\) The final data set consists of 11 000 energies and corresponding 297 000 forces. We denote this new dataset as “MDQM21”. The distributions of electronic energies of this MDQM21 and MD17 datasets are shown in Fig. 5.

```
FIG. 5. Distributions of electronic energies (cm\(^{-1}\)) of MDQM21 and MD17 dataset relative to their minimum value.
```

As seen there, the distribution of the MD17 dataset is the one that can be anticipated for 3\(N\)-6 classical harmonic oscillators at a thermal distribution at 500 K. For
ethanol there are 21 such oscillators and the average potential is roughly 10 kcal mol\(^{-1}\) (roughly 3500 cm\(^{-1}\)), in accord with the distribution seen. By contrast, the MDQM21 dataset is very broad compared to that of the MD17 dataset. This is a direct result of running sets of direct-dynamics trajectories.

For the PES fits we divided the MDQM21 dataset into a training set of 8500 geometries and a test dataset of 2500 geometries. We used the same large PIP basis to fit this dataset using 80 percent for training and 20 percent for testing. The training RMSEs for energies and forces are 40 cm\(^{-1}\) (0.114 kcal mol\(^{-1}\)) and 0.000334 hartree bohr\(^{-1}\) (0.396 kcal mol\(^{-1}\) Å\(^{-1}\)), respectively. The testing RMSE for energies and forces are 51 cm\(^{-1}\) (0.145 kcal mol\(^{-1}\)) and 0.000484 hartree bohr\(^{-1}\) (0.574 kcal mol\(^{-1}\) Å\(^{-1}\)), respectively. These are very similar to energy and force RMSEs for the large-basis PIP PES trained on the MSD17 dataset.

The new PES was used successfully in DMC calculations. Each DMC trajectory was propagated for 25 000 time steps using 10 000 random walkers with the step size of 5.0 au. Fifteen DMC simulations were done, and the final ZPE, 17168 cm\(^{-1}\), is the average of the 15 trajectories with the standard deviation of 12 cm\(^{-1}\). The DMC calculations completed without any holes and the PES “earns” the title “DMC-certified”.

We also applied this PES for geometry optimization and normal-mode analysis and the agreement with direct calculations is excellent. Results are given in Supplementary Material.

DISCUSSION

ML Assessments

We have shown for ethanol, the PIP timings are 10 to 1000 times faster than most other widely-cited ML methods considered in a previous comprehensive assessment.\(^{20}\) Similarly large factors were reported earlier in comparison of timings with a straightforward GPR approach just fitting energies but using low-order PIPs as inputs and using Morse variables for energies of four molecules, including 10-atom formic acid dimer. At roughly the same RMS error for energies (0.1 kcal mol\(^{-1}\) or less) the GPR method was factors of 10–50 or more slower than PIP run on the same compute node.\(^{21}\) A second example is 15-atom acetylacetone (AcAc). We recently reported timing for energies on a 4-fragment PIP PES of 0.08 ms per energy,\(^{22}\) using a dataset of MP2 energies and gradients reported earlier to obtain a PhysNet PES for AcAc.\(^{55}\) Timings were not reported on the PhysNet PES for AcAc; however, the time per energy was reported as 4 ms for the smaller molecule malonaldehyde (Intel Core i7-2600K).\(^{55}\) This is a factor of 50 larger than for the PIP PES and so consistent with the factor of 100 for larger basis PIP and 1000 for small basis seen for ethanol for PhysNet. A final example is 5-atom OCHCO\(^+\), where a PIP-PES\(^{55}\) is roughly 1000 times faster than a PES obtained with SchNet,\(^{41}\) and using the PIP-PES CCSD(T) electronic energies and run on the same Intel compute node. That ML method was tested on small molecules where PIP-PESs were previously reported.\(^{57}\)

Thus, we conclude from a variety of tests, especially those presented here, that PIP PESs are significantly more computationally efficient for energies and now also for gradients than other ML methods, and we can ask why this might be so. The short answer is the simplicity of Eq. 1. This is just a dot product of the expansion coefficients times low-order polynomials. These are obtained using a bi-factorization approach that is also efficient.\(^{54,68}\) The training time using this approach is also quite efficient since it relies on solving the standard linear least-squares system of equations. A caveat about overall efficiency is the additional overhead, relative to other ML methods, due to the time needed to generate the PIPs using the MSA software. In the present case the time requires for the small PIP basis is a few minutes and for the large basis roughly 1 hr. Clearly, these bases could be stored in a library of PIP bases for the given 9-atom symmetry and used for any other molecule with this symmetry. However, given the small computational effort to get these basis, it’s not clear that this is needed.

Finally, we note that the codes developed for the methods tested previously,\(^{20}\) and here use a variety of languages, e.g., Python, FORTRAN, C, Julia. These were presumably selected by developers of the codes based on their specific criteria. For scientific uses, especially for quantum calculations, which is the emphasis here, computational speed is a high priority. As already noted in the Introduction and seen here, this is one aspect that clearly separates the performance of the codes.

![Figure 6](image-url) FIG. 6. Calculation time for gradients, relative to that for the potential, for various methods as a function of the number of atoms, \(N\).
One might still question whether the advances in computer efficiency made possible by the reverse automated derivative method will stand up for systems other than ethanol and the 4-body water potential. We have examined this question by comparing results from the water 2-body potential (6 atoms, unpublished), the ethanol potential (9 atoms, PIP orders 3 and 4, described above), the water 4-body potential (12 atoms), the acetylacetone potential (15 atoms), and the tropolone potential (15 atoms). The results for the timing cost for gradients, divided by that for the energy, are shown in Fig. 6 for four different methods of differentiation: 2-point finite difference, normal analytical differentiation, fast (forward) differentiation, and reverse differentiation. The last two methods have been described in this Communication. First-order fit parameters are shown in the legend; the first three are constrained to have zero intercept, while the reverse data is fit to an intercept and slope. We noted earlier that the reverse method is predicted to have a nearly constant time cost, relative to the energy, of about 3-4. The figure shows this to be substantially true for the number of atoms, N, between 6 and 15; there is negligible slope and the intercept is 3.6. Scaling of the other methods is roughly as expected. Because there are two calls to the energy for the 2-point finite difference method, we might expect this method to go as 2 × 3N; we find it to scale as 5.8N. The normal differentiation needs to be performed 3N times, so one might expect the cost to vary as 3N; it appears to vary as 3.7N. The cost of the “fast” method should be somewhere between that of the normal analytical differentiation and that of the reverse method; the result is 1.7N. The reverse method is by far the fastest, and this advantage grows linearly with N. It should be noted that the time for the energy calculation itself varies non-linearly with N, depending on the symmetry and order. It is roughly proportional to the sum of the number of polynomials and monomials.

**New Ethanol PES**

The new DFT-based PES for ethanol was done in just several “human-days” of effort using the well-established protocol in our group. It was fit with the same large PIP basis used for the assessment of PESs based on the MD17 dataset. Thus, we consider this new PES mostly an example of the ease with which PESs for a molecule with 9 atoms and two methyl rotors can be developed and used for quantum simulations. The immediate plan is to correct this PES using the CCSD(T) Δ-ML approach we reported recently for N-methyl acetamide and acetylacetone. This new PES along with extensive analysis will be reported shortly. However, for possible use in testing ML methods the extensive B3LYP dataset is available for download at https://scholarblogs.emory.edu/bowman/potential-energy-surfaces/.

**SUMMARY AND CONCLUSIONS**

We reported new software incorporating reverse differentiation to obtain the gradient of a potential energy surface fit using permutationally invariant polynomials (PIPs). We demonstrated the substantial speed-up using this method, versus previous methods, for our recent 4-body water interaction potential. Detailed examination of training-testing precision and timing for ethanol using the MD17 database of energies and gradients against GP-SOAP, ANI, sGDML, PhysNet, pKREG, KRR, ACE, etc was given. These methods were recently assessed in detail by Dral and co-workers. PIPs bases with 1898, 8895 and 14 572 terms were considered. Training on energies plus gradients for a dataset of 250 configurations, the smallest PIP basis has RMSEs for energies and forces that are close to those from GAP-SOAP and sGDML (which are the best of all the other ML methods). Prediction times for 20 000 energies plus gradients, however, are very different (accounting for small documented differences in the various Intel CPUs). Normalized so that PIP is 1.0, sGDML and GAP-SOAP are 45 and 1395, respectively. The timings for sGDML and GAP-SOAP increase with training size whereas those for this PIP basis do not. However, the eRMSEs for sGDML and GAP-SOAP decrease to a final value of 0.1 kcal-mol⁻¹ which is about half the eRMSE for this small PIP basis. However, the prediction times grow substantially for sGDML and GAP-SOAP such that the times relative to this small PIP basis are 886 and 5000, respectively. Ultimately among all the non-PIP methods neural-network PhysNet and ANI methods achieves the lowest energy and force RMSEs, roughly 0.06 kcal mol⁻¹ and 0.20 kcal mol⁻¹ A⁻¹, respectively, when trained on 10 000 configurations. The largest PIP basis of 14 572 achieves very similar RMSEs but runs faster by factors of 144 and 18 compared to PhysNet and ANI, respectively. The middle-sized PIP basis of 8895 runs roughly 26 percent faster than the large PIP basis and when trained on 10 000 energies and gradients at 10 000 configurations achieving a testing energy and force RMSE of and 0.09 kcal mol⁻¹ and 0.34 kcal mol⁻¹ A⁻¹.

Diffusion Monte Carlo calculations of the zero-point energy fail on the largest basis PIP PES trained on MD17 dataset due to many “holes”. This is explained by noting that the energies of this dataset extend to only about 60% of the ZPE. A new ethanol PIP PES is reported using a B3LYP dataset of energies and gradients that extend to roughly 92 kcal mol⁻¹. DMC calculations are successful using this PES.
SUPPLEMENTARY MATERIAL

The supplementary material contains examples of the reverse differentiation for PIP bases for a diatomic and a triatomic molecule, as well as Mathematica code for calculating an adjoint and a brief description of our Mathematica suite of programs. A comparison of the new ethanol PES and direct B3LYP optimized geometries of the minimum and normal mode frequencies is also given.
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