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Abstract. This paper concerns the overcompleteness of coherent frames for unimodular amenable groups. It is shown that for coherent frames associated with a localized vector a set of positive Beurling density can be removed yet still leave a frame. The obtained results extend various theorems of [J. Fourier Anal. Appl., 12(3):307-344, 2006] to frames with non-Abelian index sets.

1. Introduction

The aim of this paper is to provide quantitative results on the overcompleteness of a frame in the orbit of a square-integrable representation $(\pi, H_{\pi})$ of an amenable unimodular group $G$, i.e., a family of the form

$$\pi(\Lambda)g = (\pi(\lambda)g)_{\lambda \in \Lambda}$$

for a vector $g \in H_{\pi}$ and a discrete $\Lambda \subseteq G$ satisfying the frame inequalities

$$A\|f\|^2_{H_{\pi}} \leq \sum_{\lambda \in \Lambda} |\langle f, \pi(\lambda)g \rangle|^2 \leq B\|f\|^2_{H_{\pi}}$$

for all $f \in H_{\pi}$, for some constants $0 < A \leq B < \infty$. Clearly, any such system is complete in $H_{\pi}$, i.e., its span is dense in $H_{\pi}$. A frame is called exact (or a Riesz basis) if it ceases to be a frame after the removal of an arbitrary element and is called overcomplete, otherwise. The removal of a vector from a frame leaves either a frame or an incomplete system, see, e.g., [9].

For $G = \mathbb{R}^{2d}$ and $\pi$ being the projective Schrödinger representation on $L^2(\mathbb{R}^d)$, the overcompleteness of coherent frames $\pi(\Lambda)g$ (so-called Gabor frames) is well-understood through the quantitative framework [4,5]. Among others, the theory [4,5] provides density conditions for frames and Riesz bases and criteria under which infinite sets can be removed yet still leave a frame. For possibly non-Abelian groups $G$, density conditions for frames of the form (1.1) have been obtained more recently in, e.g., [11,12,16,19,22]. These density conditions (see also Corollary 3.4) assert that if $\pi(\Lambda)g$ is a frame for $H_{\pi}$ with an $L^2$-localized vector $g \in B^2_{\pi}$ (cf. Section 2.4), then the associated lower Beurling density $D^-(\Lambda)$ of $\Lambda$ satisfies

$$D^-(\Lambda) := \lim_{n \to \infty} \inf_{x \in G} \#(\Lambda \cap xK_n) \mu_G(K_n) \geq d_{\pi},$$

where $(K_n)_{n \in \mathbb{N}}$ is any strong Følner sequence and $d_{\pi} > 0$ the formal degree of $\pi$; see Section 2. In addition, necessarily $D^-(\Lambda) = d_{\pi}$ whenever $\pi(\Lambda)g$ is an exact frame. For (classes of) nilpotent groups $G$, it is also known that for a frame $\pi(\Lambda)g$ with an $L^1$-localized vector $g \in B^1_{\pi}$, the inequality (1.2) must be strict (cf. [1],[18],[19]), so that $\pi(\Lambda)g$ is necessarily overcomplete.

The main result of the present paper provides a criterion for a coherent frame under which a set of positive density can be removed yet leave a frame.
Theorem 1.1. Let $G$ be a second-countable unimodular amenable group with an integrable irreducible projective representation $(\pi, \mathcal{H}_\pi)$ of formal degree $d_\pi > 0$. Let $\Lambda \subseteq G$ be discrete.

Suppose $\pi(\Lambda)g$ is a frame for $\mathcal{H}_\pi$ with $g \in B_1^\pi$ and $D^{-}(\Lambda) > d_\pi$. Then there exists $\Gamma \subseteq \Lambda$ with $D^{-}(\Gamma) > 0$ such that $(\pi(\lambda)g)_{\lambda \in \Lambda \setminus \Gamma}$ is a frame for $\mathcal{H}_\pi$.

In addition to Theorem 1.1, the present paper also provides a necessary condition for positive density removal (see Proposition 4.3). Both results extend corresponding theorems of [4, 5] to frames arising from possibly non-Abelian groups. Theorem 1.1 applies, in particular, to smooth vectors of square-integrable representations of nilpotent Lie groups (cf. Example 2.3), but also to unimodular groups with possibly exponential growth. Necessary density conditions for frames arising from nonunimodular groups (e.g., the affine or $ax + b$ group) form currently an open problem.

The possibility of removing sets from an adequate frame yet still leaving a frame can also be deduced from the main results on abstract frames in [14]; see, e.g., [14, Corollary 1.5]. These results do, however, not provide information on the quantity that can be removed, which is the key contribution of Theorem 1.1.

Our proof of Theorem 1.1 follows the overall proof structure of the corresponding result for Gabor frames in $L^2(\mathbb{R}^d)$ (cf. [4, 5]). The key ingredients are an identity relating frame measure and Beurling density (Theorem 3.2) and a suitable truncation of a Gram matrix (see Lemma 4.4). Despite these similarities, there are several important steps that require new methods and techniques in the case of non-Abelian groups. For example, in the setting of general amenable groups, the existence of an adequate “reference system” forming a Riesz basis is unknown$^1$ and techniques based on the spectral invariance of matrix algebras are not available in settings with exponential growth; see [13, 30] for examples of settings in which spectral invariance fails. The alternative arguments provided by the present paper to circumvent these obstructions are considered as the main technical contribution and appear to yield more direct proofs even in the case of Abelian index sets.

Lastly, it should be mentioned that for a Gabor frame $\pi(\Lambda)g$ for $L^2(\mathbb{R}^d)$, in addition to Theorem 1.1 it is possible to choose $\Gamma \subseteq \Lambda$ such that the density of $\Lambda \setminus \Gamma$ is arbitrary close to $d_\pi = 1$, see [2]. A similar statement for non-Abelian groups remains an open problem.

The paper is organized as follows. Section 2 provides preliminaries on Følner sequences, integrable representations and frames. In Section 3 the notion of a frame measure is introduced and related to formal degree and Beurling density. The main results on overcomplete coherent frames are proven in Section 4.
see, e.g., [10] Theorem 3.2.1.

A (right) strong Følner sequence is a Følner sequence \((K_n)_{n \in \mathbb{N}}\) satisfying the stronger condition
\[
\lim_{n \to \infty} \frac{\mu_G(K_n K \cap K_n^c K)}{\mu_G(K_n)} = 0
\]
(2.2)
for all compact sets \(K \subseteq G\). If \((K_n)_{n \in \mathbb{N}}\) is a Følner sequence and \(U \subseteq G\) is a compact symmetric unit neighborhood, then \((K_n U)_{n \in \mathbb{N}}\) is a strong Følner sequence (cf. [27] Proposition 5.10). Clearly, also strong Følner sequences exist with the additional properties (2.1).

2.2. Discrete sets. A set \(\Lambda \subseteq G\) is called relatively separated if, for some (all) compact unit neighborhoods \(U \subseteq G\),
\[
\sup_{x \in G} \#(\Lambda \cap xU) < \infty.
\]

For a relatively separated \(\Lambda\), its relative separation (relative to the fixed neighborhood \(Q\)) is defined to be \(\text{Rel}(\Lambda) := \sup_{x \in G} \#(\Lambda \cap xQ) < \infty\). Given a compact unit neighborhood \(U\), a set \(\Lambda \subseteq G\) is called \(U\)-dense if \(G = \bigcup_{\lambda \in \Lambda} \lambda U\). Equivalently, \(\Lambda\) is \(U\)-dense if \(\#(\Lambda \cap xU) \geq 1\) for all \(x \in G\). A set is relatively dense if it is \(U\)-dense for some compact unit neighborhood \(U\).

2.3. Local maximal functions. For \(F \in L^\infty_{\text{loc}}(G)\), its (left-sided) local maximal function \(M^L F : G \to [0, \infty)\) is defined by
\[
M^L F(x) = \operatorname{ess\,sup}_{z \in Q} |F(xz)|, \quad x \in G.
\]
The associated (left-sided) Wiener amalgam space \(W^L(L^p)\), with \(p \in [1, 2]\), is defined by
\[
W^L(L^p) := \{F \in L^\infty_{\text{loc}}(G) : M^L F \in L^p(G)\}.
\]
Each space \(W^L(L^p)\), \(p \in [1, 2]\), satisfies \(W^L(L^p) \hookrightarrow L^p\), and additionally \(W^L(L^p) \hookrightarrow L^\infty\).

The following restriction property will be essential in the sequel, see, e.g., [17, Lemma 1].

Lemma 2.1. Let \(\Lambda \subseteq G\) be relatively separated and let \(F \in W^L(L^2)\) be continuous. For any compact set \(K \subseteq G\),
\[
\sum_{\lambda \in \Lambda \cap K^c} |F(\lambda)|^2 \leq \frac{\text{Rel}(\Lambda)}{\mu_G(Q)} \int_{K^c Q} |M^L F(x)|^2 \, d\mu_G(x).
\]
In particular, for every \(\varepsilon > 0\), there exists compact \(K \subseteq G\) such that \(\sum_{\lambda \in \Lambda \cap K^c} |F(\lambda)|^2 \leq \varepsilon\).

In a similar fashion as above, the right-sided local maximal function \(M^R L\) of \(F \in L^\infty_{\text{loc}}(G)\) is defined by \(M^R F(x) = \operatorname{ess\,sup}_{z \in Q} |F(zx)|\). The associated (two-sided) Wiener amalgam space \(W(L^1)\) is defined as
\[
W(L^1) := \{F \in L^\infty_{\text{loc}}(G) : M^L M^R F \in L^1(G)\}
\]
and equipped with the norm \(\|F\|_W := \|M^L M^R F\|_{L^1}\).

The local maximal functions satisfy
\[
M^L (F_1 \ast F_2) \leq |F_1| \ast M^L F_2 \quad \text{and} \quad M^R (F_1 \ast F_2) \leq M^R F_1 \ast |F_2|,
\]
(2.3)
provided the convolution product \(F_1 \ast F_2\) is (almost everywhere) well-defined. In particular, the inequalities (2.3) imply that \((W^L(L^1))^\vee \ast W^L(L^1) \hookrightarrow W(L^1)\), where the involution \(\vee\) is defined as \(F^\vee(x) = F(x^{-1})\) for \(x \in G\).
2.4. Integrable representations. A projective unitary representation \((\pi, \mathcal{H}_\pi)\) on a Hilbert space \(\mathcal{H}_\pi\) is a strongly measurable map \(\pi : G \to U(\mathcal{H}_\pi)\) satisfying
\[
\pi(xy) = \sigma(x,y)\pi(x)\pi(y), \quad x, y \in G,
\]
for a function \(\sigma : G \times G \to \mathbb{T}\). For a vector \(g \in \mathcal{H}_\pi\), the associated coefficient transform \(V_g : \mathcal{H}_\pi \to L^\infty(G)\) is defined through the matrix coefficients
\[
V_gf(x) = \langle f, \pi(x)g \rangle, \quad x \in G.
\]
The absolute value \(|V_gf| : G \to [0, \infty)\) is continuous for all \(f, g \in \mathcal{H}_\pi\); see [31] Theorem 7.5.

A projective representation \((\pi, \mathcal{H}_\pi)\) is said to be irreducible if \(\{0\}\) and \(\mathcal{H}_\pi\) are the only closed subspaces of \(\mathcal{H}_\pi\) invariant under all operators \(\pi(x)\) for \(x \in G\).

An irreducible projective representation \((\pi, \mathcal{H}_\pi)\) is called square-integrable or a discrete series representation of \(G\) if there exists \(g \in \mathcal{H}_\pi \setminus \{0\}\) such that
\[
\int_G |V_g(x)|^2 \, d\mu_G(x) = \int_G |(g, \pi(x)g)|^2 \, d\mu_G(x) < \infty.
\]
The significance of a discrete series representation \((\pi, \mathcal{H}_\pi)\) of \(G\) is that there exists \(d_\pi > 0\), called the formal degree of \(\pi\), such that
\[
\int_G \langle f_1, \pi(x)g_1 \rangle \langle \pi(x)g_2, f_2 \rangle \, d\mu_G(x) = d_\pi^{-1} \langle f_1, f_2 \rangle \langle g_1, g_2 \rangle
\]
for all \(f_1, f_2, g_1, g_2 \in \mathcal{H}_\pi\). For a square-integrable representation \(\pi\), we define the subspace
\[
B_\pi^2 := \{g \in \mathcal{H}_\pi : V_gg \in W^2(L^2)\}.
\]
Then \(B_\pi^2\) is nonzero and norm dense in \(\mathcal{H}_\pi\), see, e.g., [15, 17].

In addition to square-integrability, a vector \(g \in \mathcal{H}_\pi \setminus \{0\}\) satisfying \(\int_G |V_g(x)| \, d\mu_G(x) < \infty\) is called an integrable vector. An integrable representation is an irreducible representation admitting an integrable vector. For an integrable representation \(\pi\), we also consider the subspace
\[
B_\pi^1 := \{g \in \mathcal{H}_\pi : V_gg \in W^1(L^1)\}.
\]
If \(g \in \mathcal{H}_\pi\) is an integrable vector and \(h \in C_c(G) \setminus \{0\}\), then the associated Gårding vector \(\pi(h)g := \int_G h(x)\pi(x)g \, d\mu_G(x)\) defines an element of \(B_\pi^1\). Therefore, the space \(B_\pi^1\) is nonzero and norm dense in \(\mathcal{H}_\pi\).

The following simple lemma will be used below.

**Lemma 2.2.** Let \((\pi, \mathcal{H}_\pi)\) be an irreducible integrable representation of \(G\). Then \(B_\pi^1 \subset B_\pi^2\) and \(B_\pi^1 = \{g \in \mathcal{H}_\pi : V_gg \in W(L^1)\}\).

**Proof.** Let \(g \in B_\pi^1\) be nonzero. The orthogonality relations \([2.3]\) yield
\[
V_gg(x) = d_\pi \|g\|_{\mathcal{H}_\pi}^2 \int_G \langle g, \pi(y)g \rangle \langle \pi(y)g, \pi(x)g \rangle \, d\mu_G(y), \quad x \in G.
\]
Set \(C := d_\pi \|g\|_{\mathcal{H}_\pi}^{-2}\). Then \(|V_gg|(x) \leq C(|V_gg| * |V_gg|)(x)\) for all \(x \in G\). By Equation \([2.3]\), it follows therefore that \(M^L V_gg \leq C(|V_gg| * M^L V_gg)\), and thus \(L^2(G) * L^1(G) \hookrightarrow L^2(G)\) implies that
\[
\|M^L V_gg\|_{L^2} \leq C\|V_gg\|_{L^2} \|M^L V_gg\|_{L^1}.
\]
Similarly, it follows that \(M^L M^R V_gg \leq C(M^R V_gg * M^L V_gg)\). Since \(|V_gg|' = |V_gg|\), and hence \(M^R V_gg = (M^L V_gg)'\), this implies \(\|V_gg\|_{W} \leq C\|M^L V_gg\|_{L^1} \|M^L V_gg\|_{L^1}\).

Lastly, we mention a class of groups and projective representations for which \(B_\pi^1\) is nonzero.
Example 2.3. Let $N$ be a connected, simply connected nilpotent Lie group and let $(\pi, \mathcal{H}_\pi)$ be an irreducible unitary representation of $N$. Denote by $\mathcal{H}_\pi^\infty$ the (dense) subspace of smooth vectors of $\pi$, i.e., the space of all vectors $g \in \mathcal{H}_\pi$ such that the orbit map $x \mapsto \pi(x)g$ is smooth.

Suppose that $\pi$ is square-integrable modulo the center $Z$ of $N$, meaning that there exists nonzero $g \in \mathcal{H}_\pi$ such that

$$\int_{N/Z} |\langle g, \pi(x)g \rangle|^2 \, d\mu_{N/Z}(x) < \infty.$$ 

Then, given a smooth cross-section $s : N/Z \to N$, the mapping $\pi' := \rho \circ s$ forms a (projective) discrete series representation of $G := N/Z$. Moreover, for any smooth vector $g \in \mathcal{H}_\pi^\infty$, the function $V_g = \langle g, \pi'(\cdot)g \rangle$ is a Schwartz function on $G$ (see [3, Theorem 4.5.11]), and hence $g \in \mathcal{B}_\pi^1$. See, e.g., [7, Section 6.2] for further details and properties.

The interested reader is referred to [23] for a list of low-dimensional nilpotent Lie groups and explicit realizations of their irreducible representations in $L^2(\mathbb{R}^d)$ for some suitable $d \in \mathbb{N}$. ■

2.5. Coherent frames. Let $(\pi, \mathcal{H}_\pi)$ be a square-integrable projective representation of $G$. For a nonzero vector $g \in \mathcal{H}_\pi$ and a discrete set $\Lambda \subseteq G$, a family $\pi(\Lambda)g = \{\pi(\lambda)g\}_{\lambda \in \Lambda}$ is called a coherent system in $\mathcal{H}_\pi$. A coherent system $\pi(\Lambda)g$ is called a frame for $\mathcal{H}_\pi$ if there exist $A, B > 0$, called frame bounds, such that

$$A\|f\|^2_{\mathcal{H}_\pi} \leq \sum_{\lambda \in \Lambda} |\langle f, \pi(\lambda)g \rangle|^2 \leq B\|f\|^2_{\mathcal{H}_\pi}, \quad f \in \mathcal{H}_\pi.$$ 

Equivalently, the system $\pi(\Lambda)g$ is a frame if the frame operator

$$S_{g,\Lambda} : \mathcal{H}_\pi \to \mathcal{H}_\pi, \quad f \mapsto \sum_{\lambda \in \Lambda} \langle f, \pi(\lambda)g \rangle \pi(\lambda)g$$

is bounded and invertible. If $\pi(\Lambda)g$ is a frame for $\mathcal{H}_\pi$ with frame bounds $A$ and $B$, then the system $(h_\lambda)_{\lambda \in \Lambda}$ given by $h_\lambda := S_{g,\Lambda}^{-1}\pi(\lambda)g$ is a frame for $\mathcal{H}_\pi$ with frame bounds $B^{-1}$ and $A^{-1}$, called the canonical dual frame of $\pi(\Lambda)g$. The systems $\pi(\Lambda)g$ and $(h_\lambda)_{\lambda \in \Lambda}$ satisfy $0 < \langle \pi(\lambda)g, h_\lambda \rangle \leq 1$ for all $\lambda \in \Lambda$. A frame for which the frame bounds can be chosen to be $A = B = 1$ is called a Parseval frame.

The following well-known covering properties of the index set of a coherent frame will be used below, see, e.g., [11][16][18] for proofs.

**Lemma 2.4.** If $\pi(\Lambda)g$ is a frame for $\mathcal{H}_\pi$ with $g \in \mathcal{B}_\pi^2$, then $\Lambda$ is relatively separated and relatively dense.

For a frame $\pi(\Lambda)g$ for $\mathcal{H}_\pi$, the associated coefficient operator $C_{g,\Lambda} : \mathcal{H}_\pi \to \ell^2(\Lambda)$ is defined by $f \mapsto (\langle f, \pi(\lambda)g \rangle)_{\lambda \in \Lambda}$. Its adjoint $D_{g,\Lambda} := C_{g,\Lambda}^*$ is the reconstruction operator, given by $D_{g,\Lambda}c = \sum_{\lambda \in \Lambda} c_\lambda \pi(\lambda)g$ for $c \in \ell^2(\Lambda)$. The Gramian operator is the composition $C_{g,\Lambda}D_{g,\Lambda}$ on $\ell^2(\Lambda)$, which will be identified with the matrix $(\langle \pi(\lambda)g, \pi(\lambda')g \rangle)_{\lambda,\lambda' \in \Lambda}$.

3. Frame measure and Beurling density

Henceforth, let $(\pi, \mathcal{H}_\pi)$ be a discrete series representation of $G$ of formal dimension $d_\pi > 0$.

3.1. Frame measure. In this section we define a notion of frame measure for a given coherent frame. This notion is a special case of the so-called ultrafilter frame measure function for abstract frames as considered in [9].
3.2. Beurling density. For a discrete set \( \Lambda \subseteq G \), its lower and upper Beurling density are defined by

\[
D^-(\Lambda) := \lim_{n \to \infty} \inf_{x \in G} \frac{\#(\Lambda \cap xK_n)}{\mu_G(K_n)} \quad \text{resp.} \quad D^+(\Lambda) := \lim_{n \to \infty} \sup_{x \in G} \frac{\#(\Lambda \cap xK_n)}{\mu_G(K_n)},
\]

where \((K_n)_{n \in \mathbb{N}}\) is any strong Følner sequence. The definition of \(D^-\) and \(D^+\) are independent of the choice of Følner sequence, cf. \[27, Proposition 5.14\].

The following theorem relates the notions of frame measure and Beurling density. In particular, it shows that the frame measures only depend on the density of the index set and the formal degree of the representation.

**Theorem 3.2.** Suppose \( \pi(\lambda)g \) is a frame for \( \mathcal{H}_\pi \) with \( g \in \mathcal{B}_2^G \). Then

\[
M^-(\mathcal{G}_\lambda) := \frac{d_\pi}{D^-(\Lambda)} \quad \text{and} \quad M^+(\mathcal{G}_\lambda) = \frac{d_\pi}{D^+(\Lambda)},
\]

**Proof.** Without loss of generality, it will be assumed throughout the proof that \( \|g\|_{\mathcal{H}_\pi} = d_\pi^{1/2} \), so that \( V_g : \mathcal{H}_\pi \to L^2(G) \) is an isometry. Write \( g_\lambda = \pi(\lambda)g \) for \( \lambda \in \Lambda \). Suppose \((g_\lambda)_{\lambda \in \Lambda}\) is frame for \( \mathcal{H}_\pi \) with frame bounds \( A, B > 0 \). Then the index set \( \Lambda \) is relatively separated and relatively dense. Therefore, there exists \( n_0 \in \mathbb{N} \) such that \( 1 \leq \#(\Lambda \cap xK_{n_0}) < \infty \) for all \( x \in G \).

Let \( \varepsilon > 0 \) and \( x \in G \) be arbitrary and let \( n \in \mathbb{N} \) be such that \( n \geq n_0 \). In addition, fix a symmetric compact unit neighborhood \( K \subseteq G \) such that

\[
\int_{G/K} |V_g g(y)|^2 \, d\mu_G(y) \leq \varepsilon^2 \quad \text{and} \quad \sum_{\lambda \in \Lambda \cap K^c} |V_g g(\lambda)|^2 \leq \varepsilon^2,
\]

(3.1)

cf. Lemma 2.1 and Equation (2.4). For fixed \( y \in G \), it follows that

\[
d_\pi = \|\pi(y)g\|_{\mathcal{H}_\pi}^2 = \left\langle \sum_{\lambda \in \Lambda} \langle \pi(y)g, h_\lambda \rangle g_\lambda, \pi(y)g \right\rangle = \sum_{\lambda \in \Lambda} V_g g_\lambda(y) \overline{V_g h_\lambda(y)}.
\]

Define \( H(y) := \sum_{\lambda \in \Lambda} V_g g_\lambda(y) \overline{V_g h_\lambda(y)} \) for \( y \in G \), and write \( H(y) = \sum_{i=1}^3 H_i(y) \), where

\[
H_1(y) = \sum_{\lambda \in \Lambda \cap x(K_n \setminus K^c)} V_g g_\lambda(y) \overline{V_g h_\lambda(y)}, \quad H_2(y) = \sum_{\lambda \in \Lambda \cap x(K_n \cap K^c)} V_g g_\lambda(y) \overline{V_g h_\lambda(y)},
\]

and

\[
H_3(y) = \sum_{\lambda \in \Lambda \cap (xK_n, K \setminus x(K_n \setminus K^c))} V_g g_\lambda(y) \overline{V_g h_\lambda(y)} = \sum_{\lambda \in \Lambda \cap xK_n, K \cap xK^c} V_g g_\lambda(y) \overline{V_g h_\lambda(y)}.
\]
The proof is split into four steps.

**Step 1.** This step provides estimates of $T_i := \int_{xK_n} H_i(y) \, d\mu_G(y)$ for $i = 1, 2, 3$. Similar estimates for metric balls in settings with polynomial growth can be found in [16, 22, 24].

**Estimate $T_1$.** Note that a direct calculation entails

$$T_1 = \int_G H_1(y) \, d\mu_G(y) - \int_{G \setminus xK_n} H_1(y) \, d\mu_G(y) = \sum_{\lambda \in \Lambda \cap x(K_n \setminus K_n^c)} \langle V_g \lambda, V_g h_{\lambda} \rangle_{L^2} - L,$$

where $L := \int_{G \setminus xK_n} H_1(y) \, d\mu_G(y) = \sum_{\lambda \in \Lambda \cap (xK_n \setminus K_n^c \cap K)} \int_{G \setminus xK_n} V_g \lambda(y) V_g h_{\lambda}(y) \, d\mu_G(y)$. For estimating $L$, note first that an application of Cauchy-Schwarz’ inequality gives

$$\left| \int_{G \setminus xK_n} V_g \lambda(y) V_g h_{\lambda}(y) \, d\mu_G(y) \right| \leq \left( \int_{G \setminus xK_n} |V_g \lambda(y)|^2 \, d\mu_G(y) \right)^{1/2} \|h_{\lambda}\|_{H^n},$$

where it is used that $\|V_g h_{\lambda}\|_{L^2} = \|h_{\lambda}\|_{H^n}$. Since $\lambda \in x(K_n \setminus K_n^c K)$, it follows that $\lambda K \subseteq xK_n$. Hence, a change-of-variable gives

$$\int_{G \setminus xK_n} |V_g \lambda(y)|^2 \, d\mu_G(y) \leq \int_{G \setminus K} |V_g \lambda(y)|^2 \, d\mu_G(y) = \int_{G \setminus K} |V_g \lambda(y)|^2 \, d\mu_G(y).$$

Therefore, Equation (3.1) yields

$$\left( \int_{G \setminus xK_n} |V_g \lambda(y)|^2 \, d\mu_G(y) \right)^{1/2} \leq \varepsilon.$$

Hence,

$$|L| \leq \varepsilon \sum_{\lambda \in \Lambda \cap x(K_n \setminus K_n^c \cap K)} \|h_{\lambda}\|_{H^n} \leq \varepsilon A^{-1/2} \#(\Lambda \cap xK_n),$$

where it used that $\|h_{\lambda}\|_{H^n} \leq A^{-1/2}$ for all $\lambda \in \Lambda$.

**Estimate $T_2$.** An application of Cauchy-Schwarz’ inequality gives

$$\left| \int_{xK_n^c} H_2(y) \, d\mu_G(y) \right| \leq \int_{xK_n^c} \left( \sum_{\lambda \in \Lambda \cap (xK_n \setminus K_n^c) \cap K \cap xK_n^c} |V_g \lambda(y)|^2 \right)^{1/2} \left( \sum_{\lambda \in \Lambda} |V_g h_{\lambda}(y)|^2 \right)^{1/2} \, d\mu_G(y).$$

For $y \in xK_n$ and $\lambda \in (xK_n \setminus K_n^c)$, one has $\lambda \notin xK_n K$ and hence $\lambda \notin yK$. Therefore,

$$\left( \sum_{\lambda \in \Lambda \cap (xK_n \setminus K_n^c) \cap K \cap xK_n^c} |V_g \lambda(y)|^2 \right)^{1/2} \leq \left( \sum_{\lambda \in \Lambda \cap yK_n^c} |V_g \lambda(y)|^2 \right)^{1/2} = \left( \sum_{\lambda \in \Lambda \cap yK_n^c} |V_g(y^{-1} \lambda)|^2 \right)^{1/2}.$$

By Equation (3.1), it holds that

$$\left( \sum_{\lambda \in \Lambda \cap K_n^c} |V_g \lambda(y)|^2 \right)^{1/2} \leq \varepsilon,$$

and hence

$$\left| \int_{xK_n} H_2(y) \, d\mu_G(y) \right| \leq \varepsilon \int_{xK_n} \left( \sum_{\lambda \in \Lambda} |\pi(y) g, h_{\lambda})|^2 \right)^{1/2} \, d\mu_G(y) \leq \varepsilon A^{-1/2} \|g\|_{H^n} \mu_G(xK_n) \leq \varepsilon A^{-1/2} d_n^{1/2} \mu_G(K_n).$$
by the frame property of \( (h_{\lambda})_{\lambda \in \Lambda} \).

**Estimate T3.** A direct calculation gives
\[
\int_{xK_n} |H_3(y)| \, d\mu_G(y) \leq \sum_{\lambda \in \Lambda \cap xK_n \cap xK_n^c K} \int_G |V_g g_{\lambda}(y)\|V_g h_{\lambda}(y)\| \, d\mu_G(y)
\]
\[
\leq \sum_{\lambda \in \Lambda \cap xK_n \cap xK_n^c K} \|V_g g_{\lambda}\| \|V_g h_{\lambda}\| L^2
\]
\[
\leq A^{-1/2} B^{1/2} \left( \lambda \cap (xK_n K \cap xK_n^c K) \right),
\]
where it is used that \( \|g_{\lambda}\|_{\mathcal{H}_n} \leq B^{1/2} \) and \( \|h_{\lambda}\|_{\mathcal{H}_n} \leq A^{-1/2} \) for all \( \lambda \in \Lambda \).

**Step 2.** Using the notation of Step 1, we have
\[
\sum_{\lambda \in \Lambda \cap x(K_n \setminus K_n^c K)} \langle g_{\lambda}, h_{\lambda} \rangle = \int_{xK_n} H(y) \, d\mu_G(y) - T_2 - T_3 + L.
\]
This implies that
\[
\left| \int_{xK_n} H(y) \, d\mu_G(y) - \sum_{\lambda \in \Lambda \cap xK_n} \langle g_{\lambda}, h_{\lambda} \rangle \right|
\]
\[
= \left| \int_{xK_n} H(y) \, d\mu_G(y) - \sum_{\lambda \in \Lambda \cap xK_n \cap xK_n^c K} \langle g_{\lambda}, h_{\lambda} \rangle - \sum_{\lambda \in \Lambda \cap xK_n \setminus (xK_n \setminus K_n^c K)} \langle g_{\lambda}, h_{\lambda} \rangle \right|
\]
\[
\leq |T_2| + |T_3| + |L| + \sum_{\lambda \in \Lambda \cap xK_n \cap xK_n^c K} |\langle g_{\lambda}, h_{\lambda} \rangle|
\]
\[
\leq \varepsilon A^{-1/2} d_n^{1/2} \mu_G(K_n) + A^{-1/2} B^{1/2} \left( \lambda \cap (xK_n K \cap xK_n^c K) \right)
\]
\[
+ \varepsilon A^{-1/2} \left( \lambda \cap xK_n \right) + \#(\lambda \cap (xK_n K \cap xK_n^c K)),
\]
where the last step used the estimates of \( T_2, T_3 \) and \( L \) (cf. Step 2) together with \( |\langle g_{\lambda}, h_{\lambda} \rangle| \leq 1 \).

To further estimate the difference \( (3.2) \), we use a suitable upper bound for the cardinality \( \#(\lambda \cap (xK_n K \cap xK_n^c K)) \). By a standard packing argument, there exists \( C(K, \Lambda) > 0 \) such that, for all compact sets \( U \subseteq G \),
\[
\#(\lambda \cap U) \leq C \mu_G(U K),
\]
see, e.g., \cite{27} Lemma 2.4 or \cite{11} Corollary 3.4. Applying this to the sets \( U = xK_n K \cap xK_n^c K \) yields that
\[
\#(\lambda \cap (xK_n K \cap xK_n^c K)) \leq C \mu_G((xK_n K \cap xK_n^c K) K) = C \mu_G(xK_n K^2 \cap xK_n^c K^2)
\]
\[
= C \mu_G(K_n K^2 \cap K_n^c K^2).
\]
Setting \( C' := (1 + A^{-1/2} B^{1/2}) C \), it follows therefore from combining \( (3.2) \) and \( (3.3) \) that
\[
\left| \int_{xK_n} H(y) \, d\mu_G(y) - \sum_{\lambda \in \Lambda \cap xK_n} \langle g_{\lambda}, h_{\lambda} \rangle \right|
\]
\[
\leq \varepsilon A^{-1/2} d_n^{1/2} \mu_G(K_n) + \frac{\varepsilon}{2} A^{-1/2} \#(\lambda \cap xK_n) + C' \mu_G(K_n K^2 \cap K_n^c K^2),
\]
with all constants independent of \( x \) and \( n \).
Step 3. Recall that \( \mu_G(K_n)^{-1} \int_{xK_n} H(y) \, d\mu_G(y) = d_\pi \). Therefore, the estimates obtained in Step 2 imply that
\[
\left| d_\pi - \frac{1}{\mu_G(K_n)} \sum_{\lambda \in \Lambda \cap xK_n} \langle g_\lambda, h_\lambda \rangle \right| \\
\leq \varepsilon A^{-1/2} d_\pi^{1/2} + \varepsilon A^{-1/2} \frac{\#(\Lambda \cap xK_n)}{\mu_G(K_n)} + C \frac{\mu_G(K_n^2 \cap K_n^c K_2)}{\mu_G(K_n)}.
\]
Multiplying both sides with \( \mu_G(K_n) / \#(\Lambda \cap xK_n) \) yields
\[
\left| d_\pi \left( \frac{\#(\Lambda \cap xK_n)}{\mu_G(K_n)} \right)^{-1} - \frac{1}{\#(\Lambda \cap xK_n)} \sum_{\lambda \in \Lambda \cap xK_n} \langle g_\lambda, h_\lambda \rangle \right| \\
\leq \varepsilon A^{-1/2} + \varepsilon A^{-1/2} d_\pi^{1/2} \left( \frac{\#(\Lambda \cap xK_n)}{\mu_G(K_n)} \right)^{-1} \\
+ C \frac{\mu_G(K_n^2 \cap K_n^c K_2)}{\mu_G(K_n)} \left( \frac{\#(\Lambda \cap xK_n)}{\mu_G(K_n)} \right)^{-1}.
\]
By the strong Følner property (2.2), it follows that
\[
\lim_{n \to \infty} \frac{\mu_G(K_n^2 \cap K_n^c K_2)}{\mu_G(K_n)} = 0.
\]
Therefore,
\[
\lim_{n \to \infty} \sup_{x \in G} \left| d_\pi \left( \frac{\#(\Lambda \cap xK_n)}{\mu_G(K_n)} \right)^{-1} - \frac{1}{\#(\Lambda \cap xK_n)} \sum_{\lambda \in \Lambda \cap xK_n} \langle g_\lambda, h_\lambda \rangle \right| = 0, \quad (3.5)
\]
where it is used that \( D^{-}(\Lambda) > 0 \) since \( \Lambda \) is relatively dense, see, e.g., [27, Lemma 3.8].

Step 4. Using (3.5), the conclusion \( \frac{d_\pi}{D^{-}(\Lambda)} = M^{+}(G) \) can be shown as follows. For \( i \in \mathbb{N} \), choose \( n_i \in \mathbb{N} \) increasing and \( x_i \in G \) such that
\[
M^{+}(G) = \lim_{i \to \infty} \frac{1}{\#(\Lambda \cap x_i K_{n_i})} \sum_{\lambda \in \Lambda \cap x_i K_{n_i}} \langle g_\lambda, h_\lambda \rangle.
\]
Then, by (3.5) and definition of the lower Beurling density,
\[
M^{+}(G) = \lim_{i \to \infty} d_\pi \left( \frac{\#(\Lambda \cap x_i K_{n_i})}{\mu_G(K_{n_i})} \right)^{-1} \leq \frac{d_\pi}{D^{-}(\Lambda)}.
\]
Conversely, for \( i \in \mathbb{N} \) choose \( n_i \in \mathbb{N} \) increasing and \( x_i \in G \) such that
\[
D^{-}(\Lambda) = \lim_{i \to \infty} \frac{\#(\Lambda \cap x_i K_{n_i})}{\mu_G(K_{n_i})}.
\]
Then, by (3.5) and definition of \( M^{+}(G) \),
\[
\frac{d_\pi}{D^{-}(\Lambda)} = \lim_{i \to \infty} \frac{1}{\#(\Lambda \cap x_i K_{n_i})} \sum_{\lambda \in \Lambda \cap x_i K_{n_i}} \langle g_\lambda, h_\lambda \rangle \leq M^{+}(G).
\]
The identity \( \frac{d_\pi}{D^{+}(\Lambda)} = M^{-}(G) \) is shown similarly. \( \square \)

Theorem [5, Theorem 3] provides an extension of [3, Theorem 3] for Gabor frames in \( L^2(\mathbb{R}^d) \) to general coherent frames. The partition technique used in the proof resembles the proof method of [4, Theorem 5] (see also [21]), but the above proof crucially avoids the use of a reference system forming a Riesz basis, which is unknown to exist in the setting of the present paper.
Instead, the proof compares the given coherent frame to a continuous reproducing formula \([24]\), much like the density conditions \([10,22,24]\) for groups with polynomial growth.

**Corollary 3.3.** The lower and upper frame measures \(M^{-}(G_{\Lambda})\) and \(M^{+}(G_{\Lambda})\) of a coherent frame \(\pi(\Lambda)g\) with \(g \in B^{2}_{\pi}\) are independent of the choice of strong Følner sequence \((K_{n})_{n \in \mathbb{N}}\).

**Proof.** By Theorem 3.2, it follows that \(M^{-}(G_{\Lambda}) = d_{\pi}/D^{-}(\Lambda)\). Since \(D^{+}(\Lambda)\) is independent of the choice of a strong Følner sequence by \([27, Proposition 5.14]\), the claim for \(M^{-}(G_{\Lambda})\) follows. The same argument shows the claim for \(M^{+}(G_{\Lambda})\). \(\square\)

### 3.3. Density conditions

Two immediate consequences of Theorem 3.2 are the following:

**Corollary 3.4.** Let \(g \in B^{2}_{\pi}\). If \(\pi(\Lambda)g\) is a frame for \(H_{\pi}\), then \(D^{-}(\Lambda) \geq d_{\pi}\). If \(\pi(\Lambda)g\) is a Riesz basis for \(H_{\pi}\), then \(D^{+}(\Lambda) = d_{\pi}\).

**Proof.** If \(\pi(\Lambda)g\) is a frame for \(H_{\pi}\) with canonical dual frame \((h_{\lambda})_{\lambda \in \Lambda}\), then \(0 \leq \langle \pi(\Lambda)g, h_{\lambda}\rangle \leq 1\) for all \(\lambda \in \Lambda\), so that Theorem 3.2 yields \(1 \geq M^{+}(G_{\Lambda}) = d_{\pi}/D^{-}(\Lambda)\). If \(\pi(\Lambda)g\) is a Riesz basis, then \((h_{\lambda})_{\lambda \in \Lambda}\) is bi-orthogonal to \(\pi(\Lambda)g\), so that \(\langle \pi(\Lambda)g, h_{\lambda}\rangle = 1\) for all \(\lambda \in \Lambda\), and thus \(1 = M^{-}(G_{\Lambda}) = d_{\pi}/D^{+}(\Lambda)\) by Theorem 3.2. \(\square\)

Corollary 3.4 recovers the statement on frames in \([11, Theorem 1.3]\) and \([12, Theorem 3.14]\) under a seemingly weaker condition on the generating vector \(g \in H_{\pi}\). Instead of the assumption \(V_{g}g \in W^{L}(L^{2})\), it is assumed in \([11,12]\) that \(V_{g}(H_{\pi}) \subseteq W^{L}(L^{2})\).

**Corollary 3.5.** Suppose \(\pi(\Lambda)g\) is a frame for \(H_{\pi}\) with \(g \in B^{2}_{\pi}\) and frame bounds \(A, B > 0\). Then

\[
A \leq d_{\pi}^{-1}D^{-}(\Lambda)\|g\|_{H_{\pi}}^{2} \leq d_{\pi}^{-1}D^{+}(\Lambda)\|g\|_{H_{\pi}}^{2} \leq B.
\]

**Proof.** If \(\pi(\Lambda)g\) is a frame for \(H_{\pi}\) with canonical dual frame \((h_{\lambda})_{\lambda \in \Lambda}\), then

\[
\langle \pi(\Lambda)g, h_{\lambda}\rangle = \langle \pi(\Lambda)g, S_{g,\lambda}^{-1}\pi(\Lambda)g\rangle \leq \frac{1}{A}\|\pi(\Lambda)g\|_{H_{\pi}}^{2} = \frac{1}{A}\|g\|_{H_{\pi}}^{2}, \quad \lambda \in \Lambda.
\]

Hence, applying Theorem 3.2 yields \(d_{\pi}/D^{-}(\Lambda) = M^{+}(G_{\Lambda}) \leq A^{-1}\|g\|_{H_{\pi}}^{2}\), and thus

\[
A \leq d_{\pi}^{-1}D^{-}(\Lambda)\|g\|_{H_{\pi}}^{2}.
\]

Using instead the lower bound \(\langle \pi(\Lambda)g, h_{\lambda}\rangle \geq B^{-1}\|g\|_{H_{\pi}}^{2}\), it follows by similar arguments that \(d_{\pi}^{-1}D^{+}(\Lambda)\|g\|_{H_{\pi}}^{2} \leq B\), as required. \(\square\)

### 4. Overcompleteness of coherent frames

This section concerns rigidity theorems for coherent frames showing that infinite sets can be removed yet leave a frame.

#### 4.1. Infinite excess

The **excess** of a coherent frame \(\pi(\Lambda)g\) for \(H_{\pi}\) is the supremum over the cardinalities of all subsets \(\Gamma \subseteq \Lambda\) such that \((\pi(\lambda)g)_{\lambda \in \Lambda \setminus \Gamma}\) is complete in \(H_{\pi}\).

Theorem 4.2 shows that overcomplete coherent frames \(\pi(\Lambda)g\) with \(g \in B^{2}_{\pi}\) have infinite excess. For this, the following characterization will be used, cf. \([3, Corollary 5.7]\).

**Theorem 4.1** \([3]\). Let \((g_{\lambda})_{\lambda \in \Lambda}\) be a frame for a Hilbert space \(H\) with canonical dual frame \((h_{\lambda})_{\lambda \in \Lambda}\). Then the following are equivalent:

(i) There exists an infinite subset \(\Gamma \subseteq \Lambda\) such that \((g_{\lambda})_{\lambda \in \Lambda \setminus \Gamma}\) is a frame for \(H\);

(ii) There exists \(\alpha \in (0,1)\) and an infinite subset \(\Lambda_{\alpha} \subseteq \Lambda\) such that \(\sup_{\lambda \in \Lambda_{\alpha}}\langle g_{\lambda}, h_{\lambda}\rangle \leq \alpha\).
Therefore, it necessarily follows that

\[ A > \text{lower frame bound}, \text{say,} \pi \]

and that \((\pi(\lambda)g, h_\lambda)\) for all \(\lambda \in \Lambda \cap x_i K_{n_i}\).

Proof. An application of Theorem \[4.2\] yields that \(M^{-}(g_\Lambda) = d_\pi / D^+(\Lambda) < 1\), where the inequality follows by assumption. Therefore, there exists \(\varepsilon > 0\) and sequences \((x_i)_{i \in \mathbb{N}}\) and \((n_i)_{i \in \mathbb{N}}\) in \(G\) such that

\[
\frac{1}{\#(\Lambda \cap x_i K_{n_i})} \sum_{\lambda \in \Lambda \cap x_i K_{n_i}} \langle \pi(\lambda)g, h_\lambda \rangle < 1 - 2\varepsilon
\]

for all \(i \in \mathbb{N}\). Since \(0 < \langle \pi(\lambda)g, h_\lambda \rangle \leq 1\), it follows that at least \(\varepsilon / (1 - \varepsilon) \cdot \#(\Lambda \cap x_i K_{n_i})\) of the terms \(\langle \pi(\lambda)g, h_\lambda \rangle\), where \(\lambda \in \Lambda \cap x_i K_{n_i}\), satisfy \(\langle \pi(\lambda)g, h_\lambda \rangle \leq 1 - \varepsilon\). Therefore, there exists an infinite set \(\Lambda' \subseteq \Lambda\) such that \(\sup_{\lambda \in \Lambda'} \langle \pi(\lambda)g, h_\lambda \rangle \leq 1 - \varepsilon\). Hence, the conclusion follow by Theorem \[4.1\] \(\square\)

Theorem \[4.2\] can also be deduced from a combination of Theorem \[4.2\] and the relation between excess and the ultrafilter frame measure function defined in \[6]\; see \[6\] Theorem 4.4].

4.2. Positive density removal. This section provides two results on the removal of sets with positive density, which is a stronger conclusion than the removal of merely infinite sets provided by Theorem \[4.2\]. The first result is the following necessary condition, which is an adaption of \[4\] Proposition 2 to the setting of the present paper.

Proposition 4.3. Suppose that \(\pi(\Lambda)g\) is a frame for \(\mathcal{H}_\pi\) with \(g \in \mathcal{B}_\pi^2\). If there exists a subset \(\Gamma' \subseteq \Lambda\) with density \(D^{-}(\Gamma) > 0\) such that \((\pi(\lambda)g)_{\lambda \in \Lambda | \Gamma'}\) is a frame for \(\mathcal{H}_\pi\), then \(D^+(\Lambda) > d_\pi\).

Proof. Let \((h_\lambda)_{\lambda \in \Lambda}\) be the canonical dual frame of \(\pi(\Lambda)g\). Suppose \(\Gamma' \subseteq \Lambda\) as in the statement and that \((\pi(\lambda)g)_{\lambda \in \Lambda | \Gamma'}\) is a frame for \(\mathcal{H}_\pi\). Then also \((S_{g, \Lambda}^{-1/2}\pi(\lambda)g)_{\lambda \in \Lambda | \Gamma'}\) is a frame for \(\mathcal{H}_\pi\) with lower frame bound, say, \(A > 0\). Since \(S_{g, \Lambda}^{-1/2}\pi(\lambda)g\) is a Parseval frame for \(\mathcal{H}_\pi\), given \(\gamma \in \Gamma\), the optimal lower frame bound \(A' > 0\) of the frame \((S_{g, \Lambda}^{-1/2}\pi(\lambda)g)_{\lambda \in \Lambda | \{\gamma\}}\) is

\[
A' = 1 - \|S_{g, \Lambda}^{-1/2}\pi(\gamma)g\|_{\mathcal{H}_\pi}^2 = 1 - \langle \pi(\gamma)g, S_{g, \Lambda}^{-1}\pi(\gamma)g \rangle.
\]

Therefore, it necessarily follows that \(A \leq A' = 1 - \langle \pi(\gamma)g, h_\gamma \rangle\) for all \(\gamma \in \Gamma\), which implies that \(\Gamma \subseteq \Lambda' := \{\lambda \in \Lambda : \langle \pi(\lambda)g, h_\lambda \rangle \leq 1 - A\}\). Thus, \(D^{-}(\Lambda') > 0\).

For showing that \(D^+(\Lambda) > d_\pi\), it now suffices to show the upper bound

\[
D^{-}(\Lambda') \leq \frac{1}{A} D^+(\Lambda)(1 - d_\pi / D^+(\Lambda)). \tag{4.1}
\]

The inequality \[4.1\] is trivially satisfied whenever \(d_\pi / D^+(\Lambda) \leq 1 - A\). Assume therefore that \(1 \geq d_\pi / D^+(\Lambda) > 1 - A\). We have for any \(x \in G\) and compact \(K \subseteq G\) such that \(\Lambda \cap xK\) is nonempty,

\[
\frac{1}{\#(\Lambda \cap xK)} \sum_{\lambda \in \Lambda \cap xK} \langle \pi(\lambda)g, h_\lambda \rangle
\]

\[
\leq \frac{1}{\#(\Lambda \cap xK)} \left( \sum_{\lambda \in \Lambda' \cap xK} \langle \pi(\lambda)g, h_\lambda \rangle + \sum_{\lambda \in \Lambda \setminus \Lambda' \cap xK} \langle \pi(\lambda)g, h_\lambda \rangle \right)
\]

\[
\leq \frac{(1 - A) \cdot \#(\Lambda' \cap xK) + \#(\Lambda \setminus \Lambda' \cap xK)}{(\#(\Lambda \cap xK))}
\]

\[
= \frac{\#(\Lambda \cap xK) - A \cdot \#(\Lambda' \cap xK)}{(\#(\Lambda \cap xK))},
\]

\[
\leq \frac{1}{A} D^+(\Lambda)(1 - d_\pi / D^+(\Lambda)) = \frac{1}{A} D^+(\Lambda)(1 - d_\pi / D^+(\Lambda)).
\]

\[
\leq \frac{1}{A} D^+(\Lambda)(1 - d_\pi / D^+(\Lambda)).\tag{4.1}
\]
which yields that
\[
\frac{\#(\Lambda' \cap xK)}{\mu_G(K)} \leq \frac{1}{A} \frac{\#(\Lambda \cap xK)}{\mu_G(K)} \left(1 - \frac{1}{\#(\Lambda \cap xK)} \sum_{\lambda \in \Lambda \cap xK} \langle \pi(\lambda)g, h_\lambda \rangle \right).
\]

(4.2)

Let \( \varepsilon > 0 \) be arbitrary. Choose a sequence of \( x_i \in G \) and increasing \( n_i \in \mathbb{N} \) such that \( \Lambda \cap x_i K_{n_i} \) is nonempty and
\[
\left| \frac{1}{\#(\Lambda \cap x_i K_{n_i})} \sum_{\lambda \in \Lambda \cap x_i K_{n_i}} \langle \pi(\lambda)g, h_\lambda \rangle - M^- (G_\Lambda) \right| < \varepsilon.
\]

There exists \( j = j(\varepsilon) \in \mathbb{N} \) such that, for all \( i \geq j \),
\[
D^- (\Lambda') - \varepsilon \leq \frac{\#(\Lambda' \cap x_i K_{n_i})}{\mu_G(K_{n_i})}.
\]

Combining this with the inequality (4.2) yields that
\[
D^- (\Lambda') - \varepsilon \leq \frac{1}{A} \frac{\#(\Lambda \cap x_i K_{n_i})}{\mu_G(K_{n_i})} (1 - M^- (G_\Lambda) + \varepsilon)
\]

for all \( i \geq j \). Therefore, by Theorem 3.2
\[
D^- (\Lambda') - \varepsilon \leq \frac{1}{A} D^+ (\Lambda) (1 - M^- (G_\Lambda) + \varepsilon) = \frac{1}{A} D^+ (\Lambda) (1 - d_\pi / D^+ (\Lambda) + \varepsilon).
\]

As \( \varepsilon > 0 \) was chosen arbitrary, this shows (4.1) and finishes the proof. \( \square \)

The last result shows that for a coherent frame \( \pi(\lambda)g \) with \( g \in B^1_n \) one can always remove a set of positive density yet leave a frame. For this, the following simple lemma will be used, cf. [4, Lemma 5].

**Lemma 4.4** (H). Let \((g_\lambda)_{\lambda \in \Lambda}\) be a frame for \( \mathcal{H} \) with frame operator \( S : \mathcal{H} \rightarrow \mathcal{H} \). For \( \Gamma \subseteq \Lambda \), define the truncated coefficient operator \( C_{g, \Gamma} : \mathcal{H}_\pi \rightarrow \ell^2 (\Gamma) \) by \( C_{g, \Gamma} = (\langle \cdot, g_\gamma \rangle)_{\gamma \in \Gamma} \). Then \((g_\lambda)_{\lambda \in \Lambda \setminus \Gamma}\) is a frame for \( \mathcal{H} \) if and only if \( \| C_{g, \Gamma} S_g^{-1} C_{g, \Gamma}^* \|_{\ell^2 (\Gamma)} < 1 \).

**Theorem 4.5.** Suppose \( \pi(\Lambda)g \) is a frame for \( \mathcal{H}_\pi \) with \( g \in B^1_n \) and \( D^- (\Lambda) > d_\pi \). Then there exists \( \Gamma \subseteq \Lambda \) such that \( D^- (\Gamma) > 0 \) and \( \pi(\lambda)g \) \( \lambda \in \Lambda \setminus \Gamma \) is a frame for \( \mathcal{H}_\pi \).

**Proof.** By re-scaling \( \pi(\Lambda)g \) if necessary, it may be assumed that \( \pi(\Lambda)g \) is a frame with frame bounds \( 0 < A < B < 2 \). Since \( g \in B^1_n \subseteq B^2_\pi \) (cf. Lemma 2.2) and \( D^- (\Lambda) > d_\pi \), it follows by Theorem 3.2 that \( M^+ (G_\Lambda) = d_\pi / D^- (\Lambda) < 1 \). Fix \( \alpha \in (0, 1) \) such that \( M^+ (G_\Lambda) < \alpha < 1 \).

**Step 1.** In this step, it will be shown that the set \( \Lambda_\alpha := \{ \lambda \in \Lambda : \langle \pi(\lambda)g, h_\lambda \rangle < \alpha \} \) has positive lower Beurling density. It follows from the definition of \( \Lambda_\alpha \) that for \( x \in G \) and compact \( K \subseteq G \) such that \( \Lambda \cap xK \) is non-empty,
\[
\frac{1}{\#(\Lambda \cap xK)} \sum_{\lambda \in \Lambda \cap xK} \langle \pi(\lambda)g, h_\lambda \rangle
\]
\[
= \frac{1}{\#(\Lambda \cap xK)} \left( \sum_{\lambda \in \Lambda_\alpha \cap xK} \langle \pi(\lambda)g, h_\lambda \rangle + \sum_{\lambda \in \Lambda \setminus \Lambda_\alpha \cap xK} \langle \pi(\lambda)g, h_\lambda \rangle \right)
\]
\[
\geq \frac{1}{\#(\Lambda \cap xK)} \left( \sum_{\lambda \in \Lambda_\alpha \cap xK} 0 + \sum_{\lambda \in \Lambda \setminus \Lambda_\alpha \cap xK} \alpha \right)
\]
\[
= \alpha \#(\Lambda \cap xK) - \#(\Lambda_\alpha \cap xK). \]

(4.3)
Throughout this step, fix $0 < \| |$ 

This step will show the existence of a subset $\Gamma$ nonempty such that $\#(\Lambda \cap x_i K_{N_i}) \geq (1 - \alpha^{-1}(M^+(\mathcal{G}_\Lambda) - \varepsilon)) \#(\Lambda \cap x_i K_{N_i}) \geq (1 - \alpha^{-1}(M^+(\mathcal{G}_\Lambda) - \varepsilon))(D^-(\Lambda) - \varepsilon)$.

As by assumption $M^+(\mathcal{G}_\Lambda) < \alpha$, $D^-(\Lambda) > d_\pi$ and $\varepsilon > 0$ may be chosen arbitrary chosen arbitrarily small, this shows that $D^-(\Lambda_\alpha) > 0$.

**Step 2.** This step provides a convenient expression for $C_{g,\Lambda}S_{g,\Lambda}^{-1}C_{g,\Lambda}^*$ to apply Lemma 4.4.

For this, recall that the frame operator $S_{g,\Lambda}$ is positive with $0 < A \leq S_{g,\Lambda} \leq B < 2$, so that $\|I - S_{g,\Lambda}\|_{B(H_\pi)} < 1$. Therefore, $S_{g,\Lambda}^{-1}$ can be expanded as

$$S_{g,\Lambda}^{-1} = \sum_{j=0}^{\infty} (I - S_{g,\Lambda})^j = \sum_{j=0}^{\infty} (I - C_{g,\Lambda}C_{g,\Lambda}^*)^j.$$

Since $C_{g,\Lambda}(I - C_{g,\Lambda}^*C_{g,\Lambda}) = (I - C_{g,\Lambda}C_{g,\Lambda}^*)C_{g,\Lambda}$, it follows by induction that

$$C_{g,\Lambda}(I - C_{g,\Lambda}^*C_{g,\Lambda})^j = (I - C_{g,\Lambda}C_{g,\Lambda}^*)^j C_{g,\Lambda}, \quad j \in \mathbb{N},$$

and hence

$$C_{g,\Lambda}S_{g,\Lambda}^{-1}C_{g,\Lambda}^* = C_{g,\Lambda} \sum_{j=0}^{\infty} (I - C_{g,\Lambda}^*C_{g,\Lambda})^j C_{g,\Lambda}^* = C_{g,\Lambda} \sum_{j=0}^{\infty} (I - C_{g,\Lambda}C_{g,\Lambda}^*)^j C_{g,\Lambda}C_{g,\Lambda}^*$$

with convergence in the operator norm. For $N \in \mathbb{N} \cup \{\infty\}$, define $M^{(N)} \in \mathbb{C}^{\Lambda \times \Lambda}$ by

$$M^{(N)} := \sum_{j=0}^{N} (I - C_{g,\Lambda}C_{g,\Lambda}^*)^j C_{g,\Lambda}C_{g,\Lambda}^*$$

and write $M^{(N)} = D^{(N)} + R^{(N)}$, where $D^{(N)}$ is the diagonal part of $M^{(N)}$. Note that, in particular, we have that $M^{(\infty)} = C_{g,\Lambda}S_{g,\Lambda}^{-1}C_{g,\Lambda}^*$. 

**Step 3.** This step will show the existence of a subset $\Gamma \subseteq \Lambda_\alpha$ such that $D^-(\Gamma) > 0$ and $\|C_{g,\Gamma}S_{g,\Gamma}^{-1}C_{g,\Gamma}^*\|_{B(\ell_2^\Gamma)} < 1$. It follows then by Lemma 4.4 that $(\pi(\lambda)g)_{\lambda \in \Lambda \setminus \Gamma}$ is a frame for $H_\pi$.

Throughout this step, fix $0 < \varepsilon < (1 - \alpha)/3$ and choose $N \geq 1$ such that

$$\|C_{g,\Lambda}S_{g,\Lambda}^{-1}C_{g,\Lambda}^* - M^{(N)}\|_{B(\ell_2)} = \|M^{(\infty)} - M^{(N)}\|_{B(\ell_2)} \leq \varepsilon. \quad (4.4)$$

Since $g \in B^1_{\ell_2^\Gamma}$ by assumption, it follows that the matrix $(\langle \pi(\lambda)g, \pi(\lambda')g \rangle)_{\lambda, \lambda' \in \Lambda}$ associated to the operator $C_{g,\Lambda}C_{g,\Lambda}^* : \ell^2(\Lambda) \to \ell^2(\Lambda)$ satisfies

$$\|\pi(\lambda)g, \pi(\lambda')g\| = \Phi(\lambda^{-1}\lambda') = \Phi((\lambda')^{-1}\lambda), \quad \lambda, \lambda' \in \Lambda,$$
for $Φ := |V_{g}| \in W(G)$. The matrix $M^{(N)}$ being a sum of products involving $(g_{λ}, g_{λ'})_{λ, λ' \in \Lambda}$ and $I$, it follows therefore by [28, Proposition 4.6] that there exists $Θ \in W(G)$ such that

$$|M^{(N)}_{\lambda, \lambda'}| \leq \min\{Θ((λ')^{-1}λ), Θ(λ^{-1}λ')\}, \hspace{1em} λ, λ' \in \Lambda.$$ 

Choose a compact symmetric unit neighborhood $U_1 \subseteq G$ such that

$$\|Θ \cdot I_{U_1}\|_{W} \leq \varepsilon \cdot \left(\frac{\text{Rel}(A)}{μ_{G}(Q)}\right)^{-1}, \hspace{1em} (4.5)$$

where $Q \subseteq G$ is the fixed compact symmetric unit neighborhood. On the other hand, since $D^{-}(A_{α}) > 0$, there also exists a compact symmetric unit neighborhood $U_2 \subseteq G$ such that $G = \bigcup_{λ \in A_{α}} λU_2$. Set $U := U_2 U_1$ and let $Γ \subseteq \Lambda_{α}$ be a maximal family such that $(γU_1)_{γ \in Γ}$ consists of pairwise disjoint sets. For showing that $D^{-}(Γ) > 0$, it suffices to show that $Γ$ is relatively dense, see, e.g., [27, Lemma 3.8]. Arguing by contradiction, assume that there exists $x \in G$ such that $Γ \cap x U = ∅$. Since $A_{α} \subseteq U_2$-dense, there exists $λ_0 \in A_{α} \cap xU_2$. Note that $λ_0 \notin Γ$. Set $Γ_0 := Γ \cup \{λ_0\}$. By maximality of $Γ$, the family $(γU_1)_{γ \in Γ_0}$ is not pairwise disjoint, so that there exists $γ_0 \in λ_0 U_1 \cap Γ_0 \setminus \{λ_0\}$. Since $γ_0 \in λ_0 U_1$ and $λ_0 \in xU_2$, it follows that $γ_0 \in Γ \cap xU_2 U_1 = Γ \cap xU$, which contradicts that $Γ \cap xU = ∅$. Thus, $Γ$ is $U$-dense, and $D^{-}(Γ) > 0$.

It remains to show that $\|C_{g,Γ}S_{x,Γ}^{-1}C_{g,Γ}^{*}\|_{B(ℓ^2)} < 1$. For this, note first that

$$\|C_{g,Γ}S_{x,Γ}^{-1}C_{g,Γ}^{*}\|_{B(ℓ^2)} = \|P_{Γ}C_{g,Γ}S_{x,Γ}^{-1}C_{g,Γ}^{*}P_{Γ}\|_{B(ℓ^2)},$$

where $P_{Γ} : ℓ^2(Γ) \to ℓ^2(Γ)$ is the projection operator given by $(P_{Γ}c)_{γ} = c_{γ}$ for $γ \in Γ$, and 0 otherwise. Using the notation from Step 2, this yields

$$\|C_{g,Γ}S_{x,Γ}^{-1}C_{g,Γ}^{*}\|_{B(ℓ^2)} \leq \|P_{Γ}R^{(N)}P_{Γ}\|_{B(ℓ^2)} + \|P_{Γ}D^{(N)}P_{Γ}\|_{B(ℓ^2)} + \|P_{Γ}(M(∞) - M^{(N)})P_{Γ}\|_{B(ℓ^2)} \leq \|P_{Γ}R^{(N)}P_{Γ}\|_{B(ℓ^2)} + \|P_{Γ}D^{(N)}P_{Γ}\|_{B(ℓ^2)} + \|P_{Γ}(M(∞) - M^{(N)})P_{Γ}\|_{B(ℓ^2)}.$$

By Equation (4.4), it follows that $\|P_{Γ}(M(∞) - M^{(N)})P_{Γ}\|_{B(ℓ^2)} \leq ε$, which also implies that $\|P_{Γ}(M(∞) - M^{(N)})P_{Γ}\|_{B(ℓ^2)} \leq ε$. In addition, since $M(∞) = ((g_{λ}, h_{λ'})_{λ, λ' \in A}$, it follows by definition of $A_{α}$ that $\|P_{Γ}D^{(∞)}P_{Γ}\|_{B(ℓ^2)} \leq \sup_{γ \in Γ} min\{g_{γ}, h_{γ}\} \leq α$. Lastly, consider the matrix $(R^{(N)}_{γ, γ'})_{γ, γ' \in Γ}$. For $γ, γ' \in Γ$ with $γ \neq γ'$, it follows that $(γ')^{-1}γ \notin U_1$ since the family $(γU_1)_{γ \in Γ}$ is pairwise disjoint by construction of $Γ$. Thus,

$$|R^{(N)}_{γ, γ'}| \leq \min\{Θ((γ')^{-1}γ), Θ(γ^{-1}γ')\}, \hspace{1em} γ \neq γ', \hspace{1em} γ, γ' \in Γ.$$ 

On the other hand, $|R^{(N)}_{γ, γ'}| = 0$ by definition. Therefore, setting $Θ' := Θ \cdot I_{U_1}$ yields

$$|R^{(N)}_{γ, γ'}| \leq \min\{Θ((γ')^{-1}γ), Θ(γ^{-1}γ')\}, \hspace{1em} γ, γ' \in Γ.$$ 

Applying [28, Proposition 4.6] therefore gives

$$\|P_{Γ}R^{(N)}P_{Γ}\|_{B(ℓ^2)} \leq \frac{\text{Rel}(Γ)}{μ_{G}(Q)}\|Θ'\|_{W} \leq \frac{\text{Rel}(A)}{μ_{G}(Q)}\|Θ \cdot I_{U_1}\|_{W} \leq ε,$$

where the last inequality follows by Equation (4.5). In conclusion, a combination of the estimates above gives $\|C_{g,Γ}S_{x,Γ}^{-1}C_{g,Γ}^{*}\|_{B(ℓ^2)} \leq ε + α + ε + ε < 1$, which completes the proof.
Theorem 4.2 recovers [5, Theorem 6] in the case of Gabor systems. In contrast to the proof of [5, Theorem 6] (see [4, Theorem 8]), the proof provided above does not use techniques relying on spectral invariance, which are only available in settings with polynomial growth [29]. The possibility of providing a proof without these techniques was mentioned in [4, p.133].
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