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ABSTRACT

We consider the identification of imaging devices by analysing images they produce. The problem is studied in the literature, yet the existing solutions are rather computationally demanding. We propose a high-speed algorithm for the identification of imaging devices. The aim is to provide additional security by identification of legitimate imaging devices or an identification for forensics. The experimental evaluation confirms efficient identification of devices models and brands by the proposed algorithm, compared with the state-of-the-art method. Moreover, our algorithm is approximately two orders of magnitude faster, which is very important in resource-constrained IoT ecosystems or very large databases.

1. Introduction

Distinguishing the model of the sensor that was used to generate a digital image is one of the tasks of digital forensics. In many cases, it is important to determine the source of a digital image, for example, for criminal or forensic investigation. Usually, the goal is to identify a digital camera or flatbed scanner. Digital camera identification is understood as the identification of the sensor that produced an image. Similarly, recognition of the flatbed scanner relies on the identification of the scanner sensor that captures scanned materials (Khanna et al., 2007b). The aim to provide additional security can be understood in the context of an authentication protocol. For example, the user wants to log into a certain system using a dedicated smartphone to take a photo of her or his iris. Then the system checks the iris and camera’s fingerprint in the base. If both things match, the user is considered legitimate, and the system grants access; otherwise, user login fails. For such a purpose, there is a need for a fast and accurate camera identification algorithm that checks the imaging device origin in real-time. Due to its highly connected nature, Internet of Things technology is vulnerable to many threats and breaches. Adequate security measures are crucial to ensuring computer network safety as IoT devices can be used to penetrate or attack their host computer networks. As the IoT idea is
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relatively new, and the market is very dynamic; thus, many devices are out without serious
security protection or with gaps. Moreover, many devices are low-end ones, not allowing
to implement of enough security. Similarly, legacy devices were sometimes not designed
to work online and can be insecure. IoT security breaches and attacks can hurt any indus-
try or even smart homes. An example of a fragile ecosystem can be healthcare. In the
paper, we propose a method of securing imaging devices by extracting features respon-
sible for the manufacturer and type of the imaging system. The method can be used to
detect external, not authorized imaging devices in the IoT network.

Recently, many algorithms for sensor identification have been proposed. A state-of-the-art algorithm for digital camera identification was proposed by Lukás et al. (2006). An analogous algorithm for scanner identification is described in Khanna et al. (2007b). Both approaches are based on searching for the so-called sensor pattern noise by denoi-
sing source material with a wavelet-based denoising filter. The main assumption is that
source materials are represented according to the RGB model by three data arrays that
define red, green and blue colour components (channels) for each individual pixel. It is
usually suggested to denoise all the channels. Algorithms based on wavelet denoising
are efficient in classification tasks; however, they are very time-consuming. The typical
time for processing an image of 6000 × 4000 pixel resolution by algorithms presented
in Khanna et al. (2007b) and Lukás et al. (2006) take at average 2–3 min (http://dde.
binghamton.edu/download/). According to Lukás et al. (2006), the optimal number of
processed images for representative calculation of the fingerprint is 45. It is then
clearly visible that such algorithms are inefficient in terms of processing time, which
makes them impractical for dense traffic in IoT networks or large datasets. Therefore,
these facts motivated us to propose faster solutions.

In this paper, we propose a very fast imaging device identification method for
resource-constrained IoT devices and high network traffic. We apply the denoising filter
only to one colour channel of an RGB image. Moreover, we process only fragments of
images of size 512 × 512 pixels instead of the whole image. As a result, a significant
increase in the speed of source materials processing time is observed; however, the pro-
posed algorithm is slightly less accurate than state-of-the-art deep learning methods. The
results are presented with the use of ROC (Receiver operating characteristic) curves and
confusion matrices. The classification performance is also discussed in terms of the stat-
istical analysis, which confirmed the reliability of the proposed algorithm.

The rest of the paper is organized as follows. Section 2 describes related works and
recalls a state-of-the-art algorithm. In Section 3, the proposed method is described.
Section 4 shows experimental results of the evaluation. Section 5 presents the statistical
analysis of obtained results. Section 6 concludes this work.

2. Related work

One of the most common algorithms in camera forensics is Lukás et al.’s approach, pre-
sented in Lukás et al. (2006). This algorithm is often used for digital camera identification
and even to distinguish different copies of the same camera. It gives precise classification
results but can be time-consuming, especially for high-resolution images. Note also that
the considered algorithm assumes that images should not be processed as fragments,
but in their full resolution, which also may have a negative impact on the performance.
We will recall this algorithm in detail in the next section. The idea of this algorithm has been further investigated and extended in many works, for example in Kang et al. (2012) and Jiang et al. (2016). There have been considered other approaches for camera identification, like entropy and image quality measures (Agarwal et al., 2016), analysis of camera’s white balance algorithm (Deng et al., 2011), JPEG compression (Goljan et al., 2016), clustering techniques (Baar et al., 2012; Tomioka & Kitazawa, 2011) or compact representation of the camera’s fingerprint (Li et al., 2018; Valsesia et al., 2015). Recently very popular are approaches based on deep learning (DL) and convolutional neural networks (CNN). A convolutional neural network with fully connected layers was described in Tuama et al. (2016). The convolutional layers are responsible for feature representation, and the fully connected layers were used for classification. The layer of feature representation collects the noise pattern \( \mathbf{N} \) which is extracted from images from the well-known formula \( \mathbf{N} = \mathbf{I} - \mathbf{F}(\mathbf{I}) \) (Fridrich & Goljan, 2011; Galdi et al., 2015, 2016; Kang et al., 2012; Lukás et al., 2006), where \( \mathbf{I} \) denote the input image and \( \mathbf{F} \) is the denoising filter. Noise patterns are treated with 64 kernels of size \( 3 \times 3 \), and the size of produced feature maps is \( 126 \times 126 \). The second layer produces feature maps of size \( 64 \times 64 \). The third layer applies convolutions with 32 kernels of size \( 3 \times 3 \). The Rectified Linear Unit (ReLU) is applied to the output of every convolutional layer as an activation function.

Nvidia GeForce Titan X (12GB) GPU is used as the hardware. Despite that classification accuracy achieves 98 %, time for learning the network takes 5 h and a half only for 12 camera models. Another CNN-based approach was discussed in Rafi et al. (2019), where the DenseNet convolutional network was used for camera identification. The classification accuracy reached 98%. In Tuama et al. (2016) a machine learning classifier was trained on the concatenation of the co-occurrences of colour band noise residuals with features computed with a Markovian model in discrete cosine transform (DCT) domain. The usage of deep models is also considered in Freire-Obregón et al. (2017), Chen et al. (2017), Yang et al. (2019), Bondi et al. (2017) and Yao et al. (2018). However, such approaches are time-consuming, and the classification accuracy is comparable to the previous algorithms.

To the best of our knowledge, the most popular algorithm for flatbed scanner identification is proposed by Khanna et al. (2007b). Further improvements were described by the authors in Khanna et al. (2008a, 2008b, 2009). This approach shows that flatbed scanner identification can be realized in the same spirit as the state-of-the-art algorithm for digital camera identification proposed by Lukás et al. (2006). Another approach for recognizing scanners is presented in Khanna et al. (2008a) (and its journal extension Khanna et al., 2009). The core of the algorithm is similar to Lukás et al. (2006). Image \( \mathbf{I} \) and its denoised version \( \mathbf{F}(\mathbf{I}) \) is taken and the residual \( \mathbf{R} \) is calculated in the following way: \( \mathbf{R} = \mathbf{I} - \mathbf{F}(\mathbf{I}) \). The experimental evaluation proved that for any scanner, matrix \( \mathbf{R} \) is unique for any scanner and therefore can serve as the scanner fingerprint. These approaches use the wavelet denoising filter for image processing. A somewhat similar approach is presented in Gou et al. (2007). In Khanna et al. (2007b) and Khanna et al. (2008b), there are shown different experiments for comparing scanner and camera identification by images. In Lyu and Farid (2005), there is proposed a technique for differentiating between computer-generated and photographic images. The base is the usage of wavelet statistics. Work (Khanna et al., 2007a) presents a method for the classification of images based on their sources. An SVM classifier is trained by the appropriate features of the sensor pattern noise.
Distinguishing if the image was taken by a camera or scanned is performed with an accuracy of 95%. In Gloe et al. (2007), a method for digital camera identification based on spatial noise is applied to flatbed scanner identification. Since scanners and digital cameras use similar technologies, the application of camera-related forensics methods for scanner identification can be successful. Work (Dirik et al., 2009) presents an approach based on the presence of dust and physical scratches over the scanner platen.

3. Imaging sensor identification

In this subsection we recall algorithms for digital imaging sensor identification and propose our MSE-DSI method.

3.1. State-of-the-art algorithms

3.1.1. Lukás / Khanna et al.’s algorithm

The most popular algorithm for digital imaging sensor identification, especially used for digital camera identification, seems to be proposed by Lukás et al. (2006). Although recently deep learning (DL) approach including convolutional neural networks (CNN) is very popular, this algorithm is still widely used for digital forensics purposes. Moreover, many modern approaches using DL like Tuama et al. (2016) are also based on this approach. This algorithm extracts a specific pattern called the Photo-Response Nonuniformity Noise (PRNU), which serves as a unique identification fingerprint. The idea of the algorithm is to extract the noise from the input image \( I \) by using a denoising filter \( F \). Using a wavelet-based denoising filter has been proposed (Goljan, 2008; Jiang et al., 2016; Kang et al., 2012). After denoising, the camera fingerprint is calculated as

\[
N = I - F(I)
\]

following the summary below.

**Input:** Image \( I \) in RGB of size \( M \times N \);

**Output:** Matrix \( N \) of noise residual, size \( M \times N \).

1. Using a wavelet-based denoising Calculate \( K = \frac{I_R + I_G + I_B}{3} \);
2. Denoise all colour channels of the input image \( I_R, I_G, I_B \) with filter \( F \);
3. Calculate mean \( D = \frac{F(I_R) + F(I_G) + F(I_B)}{3} \);
4. Calculate the matrix of noise residual: \( N = K - D \).

where \( I_R, I_G \) and \( I_B \) are matrices of each component of the RGB model of the input \( I \); \( F \) is the denoising filter. Matrix \( I \) comes from a single image of a particular camera. PRNU for each camera is calculated from at least 45 images and then \( N = \frac{N_1 + \cdots + N_{45}}{45} \). Afterwards, a correlation coefficient between the new image \( N_x \) and \( N \) is calculated. If the correlation coefficient exceeds some threshold, it is assumed that \( N_x \) comes from the same camera as \( N \). The efficiency of recognizing the sensor in this approach is very high (True Positive Rate greater than 90%). The algorithm also identifies different cameras of the same model with similar probability.

Khanna et al. (2007b) showed that flatbed scanner identification can be realized in the same spirit as Lukás et al.’s algorithm for camera identification. It also calculates the PRNU of each flatbed scanner based on scans it produced and the classification of a new scan is realized similarly as in Lukás et al.’s algorithm.
Wavelet-based denoising filters are often used for digital forensics. The most common filters used for calculation of the PRNU is sigma (Lukás et al., 2006) and Mihcak filters (Amerini et al., 2009; Mihçak et al., 1999). Here, we recall the formula for Mihcak denoising. This filter uses spatially adaptive statistical modelling of wavelet coefficients. The noisy coefficients $G(i)$ are considered as the addition of the noise-free image $I(i)$ and the noise component $N(i)$. The noise component $N(i)$ is the white Gaussian noise with known variance $\sigma_n^2$. The goal is to retrieve the original image coefficients as well as possible from the noisy observation by using a local Wiener filter described in Equation (1).

$$I'(i) = \frac{\sigma_X^2(i)}{\sigma_X^2(i) + \sigma_n^2} G(i)$$ (1)

### 3.1.2. Convolutional neural network-based methods

Recently camera identification is mostly realized with the use of convolutional neural networks (CNN). We consider two methods: one proposed by Mandelli et al.’s (2020) and the other by Kirchner and Johnson (2020).

Mandelli et al.’s CNN architecture can be described as follows:

1. The first convolutional layer of kernel $3 \times 3$, producing feature maps of size $16 \times 16$ pixels with Leaky ReLU as an activation method and max-pooling of $3 \times 3$;
2. The second convolutional layer of kernel $5 \times 5$, producing feature maps of size $64 \times 64$ pixels with Leaky ReLU as an activation method and max-pooling of $3 \times 3$;
3. The third convolutional layer of kernel $5 \times 5$ producing feature maps of size $64 \times 64$ pixels with Leaky ReLU as an activation method and max-pooling of $3 \times 3$;
4. A pairwise correlation pooling layer;
5. Fully connected layers.

Kirchner & Johnson proposed a CNN with the following structure:

1. 17 layers implementing 64 convolutional filters with $3 \times 3$ kernels;
2. ReLU as an activation method after each layer;
3. No pooling layers.

Both Mandelli and Kirchner & Johnson’ networks can be trained with the PRNU $\mathbf{N}$ calculated in the same manner as in Lukás et al.’s algorithm: $\mathbf{N} = \mathbf{I} - F(\mathbf{I})$, where $\mathbf{I}$ is the input image, and $F$ is the denoising filter.

### 3.2. Proposed approach

The Mean Square Error (MSE) is a quality metric that can be used for assessing the quality of images or videos. We propose the Mean Square Error-Digital Sensor Identification (MSE-DSI) algorithm which uses this metric for a scanner identification. To the best of our knowledge, it is the first attempt to use such an algorithm for scanner identification.
purposes. Calculating MSE-DSI is defined as in Equation (2).

\[ \text{MSE} - \text{DSI} = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} [R(i, j) - D(i, j)]^2, \]  

where: \( M, N \) – image resolution (in pixels); \( R \) – pixel intensities of one of colour channels of the original image \( I \); \( D = F(I) \) – denoised a particular colour channel of image \( I \), and \( F \) is the denoising filter. A wavelet-based denoising filter is commonly used filter for forensics purposes (Khanna et al., 2008b, 2007a; Lukás et al., 2006), therefore we chose this filter as it was the most common choice in the literature (Fridrich & Goljan, 2011; Galdi et al., 2015, 2016) and our initial experiments confirmed the best suitability of this filter. It turned out to be the most discriminative of all denoising filters. We have observed that this MSE value seems to be unique for different scanners; thus, we consider it as a unique scanner fingerprint. The core of the algorithm is to calculate the MSE value on the difference of pixel intensities of only one colour channel of image \( I \) and its filtered version \( D \). Unlike in the Khanna et al.’s algorithm, we propose to process only one colour channel instead of all colour channels, which has a positive impact on the time of image processing. We also propose to process only small parts of scanned images, for example, of size \( 512 \times 512 \) pixels instead of the full resolution. This also speeds up the process of flatbed scanner identification. The MSE-DSI algorithm is repeated for each image from a particular scanner, and then the average value of MSE-DSIs is calculated and serves as the scanner fingerprint.

4. Experimental evaluation

4.1. MSE-DSI algorithm for digital camera identification

The MSE-DSI algorithm is tested for each colour channel, separately; algorithms presented by Mandelli et al.’s and Kirchner & Johnson are tested twofold: the same as the MSE-DSI algorithm (i.e. for each colour channel separately) and also as the original authors’ description (i.e. processing full images in RGB model in their original full resolution).

We have used a set of 45 modern digital single-lens reflex (DSLR) and mirrorless (DSLM) cameras, compact cameras and smartphones with built-in multiple sensors. This set includes the following models: Apple iPhone 8, Apple iPhone Xr, Canon 1D X Mark II, Canon 5D Mark IV, Canon 90D, Canon G9X Mark II, Canon M6 Mark II, Canon M10, Canon M100, Canon R, Canon RP, Huawei P9 Plus, Huawei P20 Pro, Nikon D3X, Nikon D5, Nikon D600, Nikon D610, Nikon D750, Nikon D810, Nikon D850, Nikon D7200, Nikon D7500, Nikon Z6, Nikon Z7, Panasonic Lumix GX800, Panasonic Lumix S1, Samsung S9 Plus, Samsung S10 Plus, Sony A7R III, Sony A7S, Sony A7S II, Sony A9, Sony A6500, Sony RX100 II, Sony Xperia 1, Sony Xperia XZ1, Xiaomi Mi 9. The number of all images is 1919, what means that at least 30 images were used per device.

The experiments were performed on an MSI notebook with Intel Core i5-7300HQ@2.5GHz CPU with 24 gigabytes of RAM and nVidia GTX 1050 GPU with 4 gigabytes of video memory.
4.1.1. Device identification

As evaluation, we use standard accuracy (ACC), true positive rate (TPR) and false positive rate (FPR) measures, defined as:

\[
\text{ACC} = \frac{TP + TN}{TP + TN + FP + FN}, \quad \text{TPR} = \frac{TP}{TP + FN}, \quad \text{FPR} = \frac{FP}{FP + TN}
\]

where TP/TN denotes ‘true positive/true negative’; FP/FN stands for ‘false positive/false negative’. TP denotes cases correctly classified to a specific class; TN are instances that are correctly rejected. FP denotes cases incorrectly classified to the specific class; FN are examples incorrectly rejected.

For the results of the classification, we present ROC curves and confusion matrices.

4.1.1.1. Results – ROC curves. For graphic visualization, we have used the ROC curves (receiver operating characteristic) with the AUC (area under the curve) measure. ROC curves show the relation between true positive rate (TPR) against the false positive rate (FPR). Results of classification are described in Figure 1.

The AUC for MSE-DSI equals 0.81 (red colour channel), 0.79 (green colour channel), 0.80 (blue colour channel), respectively. We have also checked, what is the impact of processing only one colour channel of images, just like in the proposed MSE-DSI algorithm. Results are presented as Figure 2.

The AUC for Mandelli et al.’s algorithm equals 0.87 (red colour channel), 0.87 (green colour channel), 0.85 (blue colour channel), respectively. Kirchner & Johnson obtained the AUC measure 0.75, 0.79 and 0.78 (red, green and blue colour channel, respectively).

Figure 1. ROC curves of camera model recognition of MSE-DSI (particular channels) vs. CNNs proposed by Mandelli et al.’s and Kirchner & Johnson (full image processing).

Figure 2. ROC curves of camera model recognition of MSE-DSI vs. CNNs proposed by Mandelli et al.’s and Kirchner & Johnson for particular channels.
Moreover, Mandelli and Kirchner & Johnson obtained the AUC of 0.95 and 0.88 (red, green and blue colour channel, respectively) for full image processing. This means that identification performed by CNN-based methods is slightly more accurate than the proposed MSE-DSI algorithm.

### Table 1. Confusion matrix of brand recognition, MSE-DSI algorithm, ACC = 0.80, red colour channel.

|       | App | Can | Hua | Nik | Pan | Sam | Son | Xia |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| Apple | 68.0| *   | *   | *   | 5.0 | 6.0 | *   | 8.0 |
| Canon | *   | 78.0| *   | *   | *   | *   | *   | *   |
| Huawei| Hua | 5.0 | 73.0| *   | *   | *   | *   | 5.0 |
| Nikon | Nik | *   | *   | 91.0| *   | *   | *   | *   |
| Panasonic| Pan | *   | *   | *   | 86.0| *   | *   | *   |
| Samsung| Sam | 5.0 | 5.0 | *   | *   | 72.0| *   | 6.0 |
| Sony | Son | *   | *   | *   | *   | *   | 82.0| 8.0 |
| Xiaomi| Xia | *   | *   | *   | *   | *   | *   | 91.0|

Note: The symbol * represents values smaller than 5%.

### Table 2. Confusion matrix of brand recognition, MSE-DSI algorithm, ACC = 0.74, green colour channel.

|       | App | Can | Hua | Nik | Pan | Sam | Son | Xia |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| Apple | 71.0| *   | *   | *   | *   | 5.0 | *   | 7.0 |
| Canon | *   | 79.0| *   | 9.0 | *   | *   | *   | *   |
| Huawei| Hua | 5.0 | 78.0| *   | *   | *   | *   | *   |
| Nikon | Nik | 10.0| *   | *   | 74.0| *   | *   | *   |
| Panasonic| Pan | *   | *   | 5.0 | 76.0| *   | 5.0 | *   |
| Samsung| Sam | *   | *   | 6.0 | *   | 72.0| 6.0 | 6.0 |
| Sony | Son | *   | *   | *   | 5.0 | *   | 72.0| 5.0 |
| Xiaomi| Xia | *   | *   | 5.0 | 5.0 | *   | 5.0 | 75.0|

Note: The symbol * represents values smaller than 5%.

### Table 3. Confusion matrix of brand recognition, MSE-DSI algorithm, ACC = 0.77, blue colour channel.

|       | App | Can | Hua | Nik | Pan | Sam | Son | Xia |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| Apple | 77.0| *   | *   | *   | *   | 6.0 | *   | *   |
| Canon | *   | 81.0| *   | 5.0 | *   | *   | *   | *   |
| Huawei| Hua | *   | 77.0| *   | *   | *   | *   | *   |
| Nikon | Nik | 9.0 | *   | 5.0 | 73.0| *   | *   | *   |
| Panasonic| Pan | *   | *   | *   | 74.0| *   | 8.0 | 5.0 |
| Samsung| Sam | *   | *   | *   | *   | 81.0| *   | *   |
| Sony | Son | 5.0 | *   | *   | *   | 74.0| *   | *   |
| Xiaomi| Xia | 5.0 | *   | *   | *   | *   | *   | 77.0|

Note: The symbol * represents values smaller than 5%.

### Table 4. Confusion matrix of brand recognition, Mandelli et al.’s algorithm, ACC = 0.89, red colour channel.

|       | App | Can | Hua | Nik | Pan | Sam | Son | Xia |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| Apple | 88.0| *   | *   | *   | *   | *   | *   | *   |
| Canon | Can | 91.0| *   | *   | *   | *   | *   | *   |
| Huawei| Hua | *   | 90.0| *   | *   | *   | *   | *   |
| Nikon | Nik | *   | *   | 89.0| *   | *   | *   | *   |
| Panasonic| Pan | *   | *   | *   | 87.0| *   | *   | *   |
| Samsung| Sam | *   | *   | *   | *   | 88.0| *   | *   |
| Sony | Son | *   | *   | *   | *   | 87.0| *   | *   |
| Xiaomi| Xia | *   | *   | *   | *   | *   | *   | 91.0|

Note: The symbol * represents values smaller than 5%.
Table 5. Confusion matrix of brand recognition, Mandelli et al.’s algorithm, ACC = 0.88, green colour channel.

|        | App | Can | Hua | Nik | Pan | Sam | Son | Xia |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|
| Apple  | App | 87.0| *   | *   | *   | *   | *   | *   |
| Canon  | Can | *   | 92.0| *   | *   | *   | *   | *   |
| Huawei | Hua | *   | *   | 88.0| *   | *   | *   | *   |
| Nikon  | Nik | *   | *   | *   | 91.0| *   | *   | *   |
| Panasonic | Pan | *   | *   | *   | *   | 90.0| *   | *   |
| Samsung | Sam | *   | *   | *   | *   | *   | 85.0| *   |
| Sony   | Son | *   | *   | *   | *   | *   | 86.0| *   |
| Xiaomi | Xia | *   | *   | *   | *   | *   | *   | 87.0|

Note: The symbol * represents values smaller than 5%.

Table 6. Confusion matrix of brand recognition, Mandelli et al.’s algorithm, ACC = 0.87, blue colour channel.

|        | App | Can | Hua | Nik | Pan | Sam | Son | Xia |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|
| Apple  | App | 85.0| *   | *   | *   | *   | *   | *   |
| Canon  | Can | *   | 86.0| *   | *   | *   | *   | *   |
| Huawei | Hua | *   | *   | 85.0| *   | *   | *   | *   |
| Nikon  | Nik | *   | *   | *   | 83.0| *   | *   | *   |
| Panasonic | Pan | *   | *   | *   | *   | 84.0| *   | *   |
| Samsung | Sam | 5.0 | *   | *   | *   | 83.0| *   | *   |
| Sony   | Son | *   | *   | *   | *   | *   | 84.0| *   |
| Xiaomi | Xia | *   | *   | *   | *   | *   | *   | 89.0|

Note: The symbol * represents values smaller than 5%.

Table 7. Confusion matrix of brand recognition, Kirchner & Johnson, ACC = 0.85, red colour channel.

|        | App | Can | Hua | Nik | Pan | Sam | Son | Xia |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|
| Apple  | App | 86.0| *   | *   | *   | *   | *   | *   |
| Canon  | Can | *   | 85.0| *   | *   | *   | *   | *   |
| Huawei | Hua | *   | *   | 83.0| *   | *   | *   | *   |
| Nikon  | Nik | *   | *   | *   | 82.0| *   | *   | *   |
| Panasonic | Pan | *   | *   | *   | *   | 83.0| *   | *   |
| Samsung | Sam | 6.0 | *   | *   | *   | 82.0| *   | *   |
| Sony   | Son | *   | *   | *   | *   | *   | 84.0| *   |
| Xiaomi | Xia | *   | *   | *   | *   | *   | *   | 86.0|

Note: The symbol * represents values smaller than 5%.

Table 8. Confusion matrix of brand recognition, Kirchner & Johnson, ACC = 0.84, green colour channel.

|        | App | Can | Hua | Nik | Pan | Sam | Son | Xia |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|
| Apple  | App | 86.0| *   | *   | *   | *   | *   | *   |
| Canon  | Can | *   | 85.0| *   | *   | *   | *   | *   |
| Huawei | Hua | *   | *   | 83.0| *   | *   | *   | *   |
| Nikon  | Nik | *   | *   | *   | 82.0| *   | *   | *   |
| Panasonic | Pan | *   | *   | *   | *   | 83.0| *   | *   |
| Samsung | Sam | 6.0 | *   | *   | *   | 82.0| *   | *   |
| Sony   | Son | *   | *   | *   | *   | *   | 84.0| *   |
| Xiaomi | Xia | *   | *   | *   | *   | *   | *   | 88.0|

Note: The symbol * represents values smaller than 5%.
4.1.1.2. Results – Confusion matrices. We have also used the confusion matrices for the presentation of classification results. The confusion matrices of brand recognition of MSE-DSI algorithm, Mandelli et al.’s algorithm and Kirchner & Johnson are presented in Tables 1–11.

Due to the large number of examined cameras (45 devices), we do not present for clarity confusion matrices of model recognition. Instead of this we provide an information that the ACC = 0.81 for model recognition in MSE-DSI algorithm, while Mandelli et al.’s algorithm obtained ACC = 0.97 and Kirchner & Johnson ACC = 0.94. The TPRs for Mandelli et al.’s algorithm algorithm are of 0.96, 0.97, 0.98 and 0.99 for the most cameras and only the Canon G9X Mark II obtained 0.94, Canon M100 – 0.95, Canon R – 0.96, Huawei P20 Pro artificial intelligence-based camera – 0.92, Nikon D750 – 0.95, Panasonic Lumix GX800 – 0.94, Samsung S9 plus main camera – 0.95 and Sony RX100 II – 0.95.

### Table 9. Confusion matrix of brand recognition, Kirchner & Johnson, ACC = 0.86, blue colour channel.

|       | App | Can | Hua | Nik | Pan | Sam | Son | Xia |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| Apple | App | 81.0| *   | *   | 7.0 | *   | *   | 5.0 |
| Canon | Can | *   | 89.0| *   | *   | *   | *   | *   |
| Huawei| Hua | *   | *   | 88.0| *   | *   | *   | *   |
| Nikon | Nik | *   | *   | *   | 87.0| *   | *   | 5.0 |
| Panasonic | Pan | *   | 5.0 | *   | *   | 85.0| *   | *   |
| Samsung | Sam | *   | *   | *   | *   | 85.0| *   | *   |
| Sony  | Son | *   | 7.0 | *   | *   | *   | *   | 84.0|
| Xiaomi| Xia | *   | 5.0 | *   | 5.0 | *   | *   | 85.0|

Note: The symbol * represents values smaller than 5%.

### Table 10. Confusion matrix of brand recognition, Mandelli et al.’s algorithm, ACC = 0.98, full image processing.

|       | App | Can | Hua | Nik | Pan | Sam | Son | Xia |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| Apple | App | 98.0| *   | *   | *   | *   | *   | *   |
| Canon | Can | *   | 98.0| *   | *   | *   | *   | *   |
| Huawei| Hua | *   | *   | 97.0| *   | *   | *   | *   |
| Nikon | Nik | *   | *   | *   | 98.0| *   | *   | *   |
| Panasonic | Pan | *   | *   | *   | *   | 97.0| *   | *   |
| Samsung | Sam | *   | *   | *   | *   | *   | 99.0| *   |
| Sony  | Son | *   | *   | *   | *   | *   | *   | 99.0|
| Xiaomi| Xia | *   | *   | *   | *   | *   | *   | 98.0|

Note: The symbol * represents values smaller than 5%.

### Table 11. Confusion matrix of brand recognition, Kirchner & Johnson, ACC = 0.95, full image processing.

|       | App | Can | Hua | Nik | Pan | Sam | Son | Xia |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| Apple | App | 96.0| *   | *   | *   | *   | *   | *   |
| Canon | Can | *   | 94.0| *   | *   | *   | *   | *   |
| Huawei| Hua | *   | *   | 95.0| *   | *   | *   | *   |
| Nikon | Nik | *   | *   | *   | 96.0| *   | *   | *   |
| Panasonic | Pan | *   | *   | *   | *   | 97.0| *   | *   |
| Samsung | Sam | *   | *   | *   | *   | *   | 95.0| *   |
| Sony  | Son | *   | *   | *   | *   | *   | *   | 95.0|
| Xiaomi| Xia | *   | *   | *   | *   | *   | *   | 93.0|

Note: The symbol * represents values smaller than 5%.
The TPR values for MSE-DSI algorithm for most cameras are not lower than 0.8, however, classification results for some cameras are not satisfactory. For example, the TPR for Apple iPhone 8 Plus tele was 0.52, Canon M10 – 0.51, Canon R – 0.47, Nikon D610 – 0.46, Sony A7S – 0.4, Sony Xperia XZ1 – 0.26. The following cameras were not recognized: Huawei P20 Pro AI – 0.0, Samsung S10 Plus tele camera – 0.0, Sony A6500 – 0.0, Sony Xperia 1 ultrawide – 0.0.

The state-of-the-art algorithms are better in classification because they process all image colour channels as well as the full image size. Therefore, more pixels are processed and the CNNs are more precisely trained. The proposed algorithm processes only one colour channel and a fragment of this channel instead of the whole matrix. That is why it is less accurate. Results also clearly indicate that one may process any colour channel, as well as the proposed MSE-DSI algorithm and both Mandelli et al.’s algorithm and Kirchner & Johnson obtained similar classification accuracy for particular colour channels.

To sum up, the classification results intuitively indicate that processing smaller amount of data is associated with smaller classification accuracy. Processing full resolution images give the highest classification accuracy, while reducing images to only one colour channel decreases the outcomes.

4.1.2. Time performance
The experiments showed that the CNN-based methods process images much longer than the proposed MSE-DSI algorithm. At average, one image of MSE-DSI algorithm is processed in about 6 s. The time for learning one epoch with considered CNNs is about 1.5 min. However, if we apply only one colour channel images to CNNs, their time for learning decreases by about 0.5 a minute. Therefore, calculating the MSE values of all

![Figure 3. Comparison of time performance of MSE-DSI algorithm vs. considered CNNs.](image-url)
tested 1919 images took about 3.5 h, while CNNs (particular colour channels and full image processing) needed 16.5 and 50 h, respectively.

Graphical interpretation of time performance comparison is presented in Figure 3.

The main reason for the long processing of the images is the usage of a denoising filter on all three colour channels of the image, which is computationally inefficient. In our method, we propose processing only a fragment of an image of size $512 \times 512$ pixels instead of the whole image what is faster, and we also apply it to only one colour channel of the image instead of all three colour channels.

### 4.2. MSE-DSI algorithm for flatbed scanner identification

In this section, we present the results of scanner identification by the MSE-DSI algorithm and compare them with state-of-the-art Khanna et al.’s algorithm (Khanna et al., 2007b). The following 10 scanners were used: Brother MFC 9970CDW, Canon C2020i, HP Deskjet F4180, HP Laser Jet M1005 MFP, HP ScanJet 3670, HP ScanJet PLS 2800, OKI MC562w, PLUSTEK, Ricoh SP 112SU and Samsung SCX-3205. Scanner classification was performed with a set of 290 JPEG photographs (29 images per device). Sample images can be seen in Figure 4. Scripts for the proposed method and Khanna et al.’s algorithm were implemented in MATLAB (http://dde.binghamton.edu/download/). All the tested scanners were connected to computers with installed Microsoft Windows 8.1 or 10 operating systems. We used the Fax & Scan application in Windows OS to manage the scanners. All the scanners were set to their default settings, and all the images were scanned at 300 dpi resolution.

#### 4.2.1. Device identification

Classification was performed with the $k$-nearest neighbours algorithm ($k$-NN) with experimentally picked $k=5$ as the best value.

Figure 4. Sample images used in experiments.
First, the MSE-DSI values for each device (based on 29 images) are calculated. A new image is acquired with a particular device and its MSE-DSI value is calculated. Then, the device is classified by a plurality vote, i.e. to the class most common among its $k$ nearest MSE-DSI values. All the experiments were performed with 10-fold cross-validation. The results of device classification by the proposed methods are presented in Figure 5 (Table 12–15).

The results of classification presented in confusion matrices point that the proposed method is less accurate in scanner classification compared with the state-of-the-art algorithm. The Khanna et al.’s algorithm obtained the $AUC = 0.94$. The proposed MSE-DSI algorithm gives the $AUC = 0.81$ accuracy for model recognition.

The proposed algorithm may even work as preprocessing, e.g. for pre-selection of photos according to the device model before subjecting these photos to further analysis.

**Table 12.** Confusion matrix of model recognition for the proposed MSE-DSI algorithm, $ACC = 0.82$.

|     | Bro  | Can | HP1 | HP2 | HP3 | HP4 | OKI | Plu | Ric | Sam |
|-----|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Bro | 89.7 | 3.4 | *   | *   | *   | 6.9 | *   | *   | *   | 0.0 |
| Can | 10.3 | 41.4| *   | 10.3| 20.7| 17.2| *   | *   | *   | *   |
| HP1 | *   | *   | 41.4| *   | *   | *   | 10.3| *   | *   | 48.3|
| HP2 | *   | *   | *   | 93.1| *   | *   | *   | *   | *   | 6.9 |
| HP3 | *   | 17.2| *   | 6.9 | 75.9| *   | *   | *   | *   | *   |
| HP4 | *   | 13.8| *   | *   | 86.2| *   | *   | *   | *   | *   |
| OKI | *   | *   | *   | *   | *   | 100.0| *   | *   | *   | *   |
| Plu | *   | *   | *   | *   | *   | *   | 100.0| *   | *   | *   |
| Ric | *   | *   | *   | *   | *   | *   | *   | 100.0| *   | *   |
| Sam | *   | *   | 24.1| *   | *   | *   | *   | *   | *   | 75.9|

**Figure 5.** ROC curve of scanner model recognition of MSE-DSI vs. Khanna et al.’s algorithm.
by a more sophisticated or accurate algorithm. The advantage of the proposed algorithm is processing a small amount of data, which makes the algorithm fast. However, at the same time, this is a potential weakness because the smaller amount of data makes the algorithm slightly less accurate.

4.2.2. Time performance
The experiments showed that Khanna et al.’s algorithm processes images much longer than the proposed MSE-DSI algorithm. On average, one image in the MSE-DSI algorithm is processed in about 2 s. Therefore, calculating the MSE values of all tested 290 images took nearly 10 min. Khanna et al.’s algorithm processes one image on average in 120 s, resulting in total time for processing 290 images at nearly 10 h. Graphical interpretation of time performance comparison is presented in Figure 6.

4.2.3. Remark about image histograms
We have also observed some interesting features in histograms of scanned images. Images scanned with Brother MFC 9970CDW and Samsung SCX-3205 have visible dark

| Table 13. Confusion matrix of model recognition for the proposed MSE-DSI algorithm, ACC = 0.89. |
|-----------|---|---|---|---|---|---|---|
| Bro | Can | HP | OKI | Plu | Ric | Sam |
| Brother | 71.4 | * | 14.3 | * | * | 14.3 |
| Canon | * | 100.0 | * | * | * | * |
| HP | * | 71.4 | 14.3 | * | * | 14.3 |
| OKI | * | * | 100.0 | * | * | 0.0 |
| Plustek | * | * | * | * | 100.0 | * |
| Ricoh | * | * | * | * | * | 100.0 |
| Samsung | * | * | 20.0 | * | * | 80.0 |

| Table 14. Confusion matrix of brand recognition for the Khanna et al.’s algorithm, ACC = 0.78. |
|-----------|---|---|---|---|---|---|---|
| Bro | Can | HP1 | HP2 | HP3 | HP4 | OKI | Plu | Ric | Sam |
| Bro | 75.0 | * | 5.0 | * | * | 10.0 | * | 8.0 | * |
| Canon | * | 76.0 | * | 20.0 | * | * | 7.0 | * | * |
| HP1 | * | * | 80.0 | * | * | * | 5.0 | * | 11.0 |
| HP2 | * | * | 8.0 | 87.0 | 5.0 | * | * | * | * |
| HP3 | * | * | * | 6.0 | 60 | 81.0 | * | * | * |
| HP4 | * | * | * | 11.0 | * | * | 82.0 | * | * |
| OKI | 15.0 | * | 5.0 | * | * | 70.0 | * | 7.0 | * |
| Plu | * | * | * | * | * | * | 7.0 | 83.0 | * |
| Ric | * | * | * | * | * | * | * | 82.0 | 10.0 |
| Sam | * | * | * | * | * | 15.0 | * | * | 77.0 |

| Table 15. Confusion matrix of brand recognition for the Khanna et al.’s algorithm, ACC = 0.80. |
|-----------|---|---|---|---|---|---|---|
| Bro | Can | HP | OKI | Plu | Ric | Sam |
| Brother | 75.0 | * | 5.0 | 10.0 | * | 8.0 | * |
| Canon | * | 76.0 | 10.0 | * | 7.0 | * | * |
| HP | * | * | 82.7 | * | * | * | 11.8 |
| OKI | 15.0 | * | 8.0 | 70.0 | * | 7.0 | 0.0 |
| Plustek | * | * | * | 7.0 | 83.0 | * | * |
| Ricoh | * | * | * | * | * | 82.0 | 10.0 |
| Samsung | * | * | 5.0 | 15.0 | * | * | 77.0 |
Figure 6. Comparison of time performance of Khanna et al. and MSE-DSI algorithm.

Table 16. The average percentage of 0, 1 and 2 pixel intensities occurring in the original image and scanned by Brother and Samsung scanners.

| Scanner Type          | Average Percentage |
|-----------------------|--------------------|
| Original image        | 0.1%               |
| Brother MFC 9970CDW   | 6.4%               |
| Samsung SCX-3205      | 0.5%               |

Figure 7. (1): original (digital) photo; (2): image scanned by Brother MFC 9970CDW, (3): image scanned by Samsung SCX-3205. The dark parts of the images are clearly visible in images’ histograms.
peaks’ in its histograms compared with the original images and also other scanners. What is more, comparing Brother MFC 9970CDW with Samsung SCX-3205 in all scanned images, dark peaks are higher in case of Brother’s scanner. Of course, such images are visually darker and their contrast is higher. We have analysed the percentage occurrence of the darkest pixel intensities (0, 1 and 2) of original images (from camera) and images scanned with Brother and Samsung devices. Results are presented in Table 16. The highest percentage is observed in case of Brother scanner (6.4 percent of 0, 1 and 2 pixel intensities of overall number of pixels). Smaller peaks occur in Samsung scanner, but simultaneously higher than in original images. Some example images are presented in Figure 7.

We compared percentage values of 0, 1 and 2 pixel intensities of original (digital) images and scanned by Brother and Samsung devices in order to determine if they differ statistically. These values were grouped as sequences, corresponding to each device. Due to lack of normality performed by Shapiro-Wilk tests (Chen, 1971), the Ott and Longnecker (2006) non-parametric Anova Cowan (1998) was conducted with POST-HOC analysis (Johnson & Wichern, 2002; Levine & Ensom, 2001). The value \( p=2.89 \times 10^{-11} \) means that mean ranks of tested sequences differ statistically. Graphical interpretation of POST-HOC analysis is presented in Figure 8.

Results of the statistical analysis confirm that dark peaks in histograms of scanned images are statistically different than in original digital images. The highest dark peaks are observed for Brother’s scanner, a bit smaller for Samsung. Both scanners leave dark peaks statistically higher than in original images; therefore, one may consider them as a specific device trace. Although such observation cannot be used for a reasonable scanner identification.

5. Statistical analysis of results

We have conducted a statistical analysis of whether the classification results of the proposed and state-of-the-art algorithms differ significantly. For this purpose, we took the values of True Positive Rates from the confusion matrices and compared them to each other.
5.1. Flatbed scanner classification

In this test, we statistically compared the results of model classification of MSE-DSI with Khanna et al.’s algorithm. First of all, normality tests were performed. The hypotheses are defined as follows:

- \( H_0 \): The sample comes from the normal distribution;
- \( H_1 \): The sample does not come from the normal distribution.

The Kolmogorov-Smirnov test of normality showed that both analysed datasets come from the normal distribution. The \( p \)-value of data from the proposed algorithm and Khanna et al.’s is 0.62 and 0.93, so the hypothesis of normality was fulfilled. The values of test statistics are 0.22 for the MSE-DSI algorithm and 0.15 for Khanna et al’s. Thus, for further analysis, the parametric test of Student’s \( t \)-distribution was used. Hypotheses relate to equality of the averages \( \mu \) of examined samples:

- \( H_0 \): \( \mu_1 = \mu_2 \);
- \( H_1 \): \( \mu_1 \neq \mu_2 \).

The Student’s \( t \)-test is performed with 18 degrees of freedom. The test statistic equals 0.14 and the two-sided (with Cochran-Cox correction) (Azzalini & Capitanio, 2003) \( p \)-value is 0.89. It means that the considered samples do not differ significantly in terms of statistical analysis. Therefore, the proposed algorithm provides statistically the same performance as the Khanna et al.’s approach.

5.2. Digital camera classification

Similar reasoning was also conducted for digital camera identification, where classification results of the proposed algorithm were compared with the CNNs proposed by Mandelli et al.’s and Kirchner & Johnson. Obviously, analysis begins with normality tests, and the hypotheses are defined as follows:

- \( H_0 \): The sample comes from the normal distribution;
- \( H_1 \): The sample does not come from the normal distribution.

The Shapiro-Wilk and Lilliefors tests (Iman, 1982) of normality showed that none of analysed data came from the normal distribution. In all cases, \( p \)-value was < 0.001 so the hypothesis of normality was rejected. Thus, for further analysis the non-parametric test (Kruskal-Wallis ANOVA) was used. Hypotheses relate to equality of the average rank for next samples or are simplified to the median \( \theta \):

- \( H_0 \): \( \theta_1 = \theta_2 = \ldots = \theta_j \);
- \( H_1 \): Not all \( \theta_j \) are equal (\( j = 1, 2, \ldots, k \)).

The Kruskal-Wallis ANOVA test indicated that the test statistic was 26.05 and the \( p \)-value was < 0.001. This means that there exists a statistical difference between the tested samples. The average group rank for MSE-DSI algorithm is 45.93; for Mandelli
et al.’s algorithm it is 86.02, Kirchner & Johnson: 76.54. Therefore, the CNNs proposed by Mandelli et al.’s and Kirchner & Johnson achieve better classification results in terms of statistical analysis. However, the MSE-DSI method is much faster, and this fact can be considered as the trade-off between classification accuracy and speed which is important in, e.g. IoT applications.

6. Conclusions and future work

We proposed the MSE-DSI algorithm for image device identification and compared it with the state-of-the-art algorithms for flatbed scanners and digital camera identification. It can be used, for example, in IoT network security by detecting imaging device compromise or in forensics. Experimental results showed a slightly better classification performance of the proposed method. Moreover, the MSE-DSI algorithm is more efficient than the state-of-the-art algorithms in terms of the processing time (about two orders of magnitude). Khanna et al.’s algorithm and CNNs proposed by Mandelli et al.’s and Kirchner & Johnson calculate the image device fingerprint by denoising all colour channels of the scanned images at their full resolution. We proposed to process only one colour channel, which significantly speeds up the process of image processing. Furthermore, we process only a fragment of the scanned image of size 512 × 512 pixels. Calculating device fingerprints for 290 images by the proposed method takes about 10 min, while the Khanna/CNNs need almost 10 h. The processing speed is crucial in IoT networks, where we usually deal with energy-efficient devices, low computational requirements, and rather dense traffic. Future work will concern further analysis of the proposed MSE-DSI algorithm in order to increase its classification accuracy. We are going to extend the experiments in order to check if our method works for several flatbed scanners of the same model.
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