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Abstract

Uncertainty estimation has been extensively studied in recent literature, which can usually be classified as aleatoric uncertainty and epistemic uncertainty. In current aleatoric uncertainty estimation frameworks, it is often neglected that the aleatoric uncertainty is an inherent attribute of the data and can only be correctly estimated with an unbiased oracle model. Since the oracle model is inaccessible in most cases, we propose a new sampling and selection strategy at train time to approximate the oracle model for aleatoric uncertainty estimation. Further, we show a trivial solution in the dual-head based heteroscedastic aleatoric uncertainty estimation framework and introduce a new uncertainty consistency loss to avoid it. For epistemic uncertainty estimation, we argue that the internal variable in a conditional latent variable model is another source of epistemic uncertainty to model the predictive distribution and explore the limited knowledge about the hidden true model. We validate our observation on a dense prediction task, i.e., camouflaged object detection. Our results show that our solution achieves both accurate deterministic results and reliable uncertainty estimation.

1. Introduction and Related Work

“Uncertainty” represents our ignorance about the data or the model, which can be roughly divided into aleatoric uncertainty (data uncertainty) and epistemic uncertainty (model uncertainty) \cite{21}. Effective uncertainty estimation can provide useful understanding about the limitations of the model, leading to explainable AI. In this paper, we aim to extensively explore uncertainty estimation techniques for dense prediction tasks in deep models for computer vision. We make important observations about undiscovered issues within the existing techniques, including the trivial solution and the hidden oracle assumption for aleatoric uncertainty. We also find the latent variable within a conditional latent variable model can act as another origin of epistemic uncertainty. We conduct experiments on camouflaged object detection \cite{14, 43}, a challenging dense prediction task. We show accurate deterministic results, and uncertainty prediction that is significantly more accurate than that from existing models.

1.1. The source of uncertainty

Let $D$ be a training set and consider a predictive distribution $p(y|x)$ defined as:

$$
p(y|x) = \int p_\theta(y|x) q(\theta|D) d\theta.
$$

(1)

Here, $p_\theta(y|x)$ is the likelihood of the model with parameters $\theta$, and $q(\theta|D)$ is the approximate posterior for model. For a generic multivariate regression task, $p_\theta(y|x)$ is usually modeled by a Gaussian distribution. In other words, $p_\theta(y|x) = \mathcal{N}(f_\theta(x), \Sigma)$, where $\Sigma$ is often a diagonal matrix, indicating the inherent noise within the label. In a classification task, $p_\theta(y|x)$ is defined by a Softmax function, leading to $p_\theta(y|x) = \text{Softmax}(f_\theta(x)/T)$, with $T > 0$ being a temperature parameter, representing the uncertainty level \cite{21, 34}. Specifically, with the temperature, one can adjust the confidence of the model \cite{21}.

Eq. (1) shows that the randomness or uncertainty of $y$ comes from both inherent noise $\Sigma$ (or $T$ for classification tasks) and $q(\theta|D)$, which is an approximation of the true distribution of model parameters $p(\theta)$. In other words, $\Sigma$ (or $T$) (e.g. labeling noise, sensor noise), and epistemic uncertainty, caused by the gap between $q(\theta|D)$ and $p(\theta)$, indicating the limited knowledge about the task. The “intrinsic randomness” based aleatoric uncertainty usually cannot be reduced with more data. While, the “knowledge gap” based epistemic uncertainty can be explained away with more diverse training samples.

1.2. Uncertainty modeling

Modelling aleatoric uncertainty: Aleatoric uncertainty \cite{9, 11, 30, 34, 56} captures the inherent noise, which can be decomposed into input-independent uncertainty (homoscedastic uncertainty) and input-conditional uncertainty (heteroscedastic uncertainty). For the former, the “intrinsic randomness” of the data is invariant to inputs. With a
regression task, it is assumed that the diagonal covariance matrix $\Sigma$ is the same across all diagonal elements, thus variance of the prediction is the same everywhere. In practice, one tunes the value of homoscedastic uncertainty instead of estimating it. For the latter, the “intrinsic randomness” changes over inputs, leading to varying diagonal covariance matrices $\Sigma$, which in turn requires estimation.

Two main solutions exist for heteroscedastic aleatoric uncertainty estimation, including using an auxiliary function based on a dual-head framework [34, 56], and estimating entropy or variance of multiple predictions with a stochastic prediction network, e.g. a Bayesian Neural Network (BNN) [11, 39]. For the former, a dual-head framework is designed to produce both task related prediction $f_\theta(x)$ and its corresponding aleatoric uncertainty map $\sigma^2(x)$. For the latter, given a stochastic prediction network, the aleatoric uncertainty is defined as: $U_a = \mathbb{E}_{q(\theta|D)}[\mathbb{H}(y|x; \theta)]$ [11], where $\mathbb{H}(\cdot)$ represents the entropy. As $\mathbb{E}_{q(\theta|D)}$ is intractable, approximations are needed, e.g., Monte Carlo Dropout [16], deep ensemble [41].

### Modelling epistemic uncertainty:
Epistemic uncertainty [8, 12, 16, 30, 38, 40, 58, 61, 71, 73, 77] is assumed to be related to model parameters, capturing the limited knowledge about the model. To model epistemic uncertainty, a prior distribution is usually assigned over model parameters (e.g., $p(\theta) = \mathcal{N}(0, I)$). As the standard normal distribution may not be informative enough in some complicated cases, a more sophisticated BNN is usually built to estimate the epistemic uncertainty [1–3, 28, 31, 54, 57], where the goal of the BNN is to estimate the posterior predictive distribution. Given the dataset $D$, the BNN aims to estimate the prediction $y^*$ of a new input $x^*$, which is described as the predictive posterior distribution:

$$p(y^*|x^*, D) = \int p_0(y^*|x^*)q(\theta|x, y)d\theta,$$

requiring a posterior over model parameters $q(\theta|x, y)$. According to Bayes’ rule, $q(\theta|x, y) = p_0(y|x)\frac{p(\theta|x)}{p(y|x)}$. As the marginal likelihood $p(y|x)$ cannot be evaluated analytically, $q(\theta|x, y)$ has no closed-form solution, leading to intractable posterior predictive distribution. As a result, approximations are required using two main solutions, namely Variational Inference (VI) [33, 72, 81] and Markov Chain Monte Carlo (MCMC) [6, 23]. The former approximates the intractable posterior distribution $q(\theta|D)$ with an auxiliary tractable distribution $q_\phi(\theta)$ (\(\phi\) is the variational parameter) by minimizing the Kullback–Leibler divergence between $q_\phi(\theta)$ and $q(\theta|D)$. As a sampling based method, the latter draws a correlated sequence of $t_i$ from $q(\theta|D)$ ($t$ indicates the iteration of sampling) to approximate the posterior predictive distribution as a Monte Carlo average. The BNN or its approximation based uncertainty estimation methods [2, 16, 41, 75] require multiple forward passes at test time, where the epistemic uncertainty is defined as conditional mutual information between model prediction and model parameters: $U_e = I[y, \theta|x, D] = \mathbb{H}[p(y|x, D)] - \mathbb{E}_{q(\theta|D)}[\mathbb{H}[y|x; \theta]]$. The compute burden at test time hinders their real-world applications.

Recently, some single-pass uncertainty estimation methods have been introduced with a deterministic network [45, 52, 61, 70, 71] or a stochastic network [4, 17, 24, 60]. The deterministic network [45, 52, 61, 70, 71] based methods introduce a distance-aware output representation to quantify the distance from a test example to the training dataset manifold, where a test example that is far from the training data manifold is claimed to have higher epistemic uncertainty. However, these methods may suffer from feature collapse [71], where the out-of-distribution samples are mapped to the same feature space as in-distribution samples. The stochastic network based single-pass epistemic uncertainty modeling methods [4, 17] usually adopt Gaussian Processes (GPs) [63] or variational inference estimation methods with strict constraints to obtain the evidence lower bound [24] in closed form, which is usually difficult to extend to high-dimensional data, i.e., images or videos.

### 1.3. Uncertainty related applications
Uncertainty is generally used in three main contexts. Firstly, it is used as weight for loss or prediction re-weighting [20, 35], where the contribution of each part of the loss function or each prediction is weighted based on the certainty level of each task (multi-task learning) [34], or each loss function (single task learning) [20], or each prediction [50]. Secondly, uncertainty is treated as guidance for pseudo label quality estimation for weakly/semi-supervised learning [55, 80]. Thirdly, uncertainty serves as extra information in addition to the task related prediction, leading to error-awareness models for fully-supervised learning [15, 44, 48, 64, 68, 69, 84]. Although many uncertainty related applications [5, 7, 10, 13, 42, 46, 59, 65, 76, 78] have been proposed, we notice they focus on directly using uncertainty without thoroughly analysing the limitations of the uncertainty estimation techniques. We argue that a more comprehensive understanding about uncertainty estimation can further boost the uncertainty related applications.

### 2. Observations and Contributions

#### 2.1. Observations

**Trivial solutions:** Given dataset $D = \{x_i, y_i\}^N_{i=1}$ of size $N$, with the dual-head based aleatoric uncertainty from [34, 56], the loss function with a noise corruption model for regression tasks is defined as:

$$\mathcal{L}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{2\sigma^2(x_i)} \mathcal{L}(f_\theta(x_i), y_i) + \log \sigma(x_i) \right),$$

\((3)\)
and for classification tasks it is written as:

\[ L(\theta) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{T} L(f_\theta(x_i), y_i) + \log T. \tag{4} \]

In [35], the temperature is defined as \( T = \sigma^2(x) \), and the derivation of Eq. (4) is conditioned on \( T \to 1 \) (or \( \sigma \to 1 \)). However, our goal is to obtain accurate and confident predictions; over-confident or under-confident models should both be avoided. We intend to have \( T = 1 \) most of the time, with \( T > 1 \) when the model is less confident. As such, we define \( T = \exp(\sigma^2(x)) \) and condition Eq. (4) on \( \sigma \to 0 \) (or \( T \to 1 \)). As there is no extra supervision for estimating aleatoric uncertainty in the dual-head framework, we observe one trivial solution, which is \( \sigma^2(x) = 1 \) for the regression task and \( \sigma^2(x) = 0 \) for the classification task. The trivial solution indicates that the inherent noise (\( \sigma^2 \) in Eq. (3) or \( T \) in Eq. (4)) is independent of the input, making it incapable of representing heteroscedastic uncertainty.

**The hidden oracle assumption:** Recall that the noise corruption model [56] for a regression task is defined as:

\[ y = f_\theta(x) + n(x), n(x) \sim \mathcal{N}(0, \Sigma). \tag{5} \]

To exclude model bias for aleatoric uncertainty modeling, the hidden assumption behind Eq. (5) is that \( \theta \) should be unbiased, or it should be the “oracle model” or a perfect model [32]. However, this is not reflected in the aleatoric uncertainty modeling strategy as in Eq. (3). Further, the mean entropy based aleatoric uncertainty [11] within a stochastic network also fails to reveal the “oracle assumption”.

**Less comprehensive total uncertainty:** Uncertainty estimation models based on the BNN or its approximations define predictive uncertainty [11] (the sum of aleatoric and epistemic uncertainty) as entropy of the mean model prediction. Epistemic uncertainty is then defined as the mutual information between model prediction and model parameters. However, recall that mutual information based uncertainty is defined only if the “entropy of the mean prediction” is a good representation of total uncertainty. We argue that “total uncertainty” from the BNN or its variants is not sufficient to explain the total uncertainty. For example, even if the training samples are generated from the true joint data distribution \( p(x, y) \) (indicating low epistemic uncertainty), an imbalanced sample distribution may still increase total uncertainty. In this way, we argue that factors related to the prediction distribution should also be included for total uncertainty estimation.

**Expensive sampling process:** Although aleatoric uncertainty can be obtained with the dual-head framework [34, 56], both epistemic and predictive uncertainty usually rely on multiple forward passes to generate a sequence of predictions, which is not efficient when used at test time.

### 2.2. Main contributions

We intend to solve the above limitations of existing uncertainty estimation methods with a single forward pass model for uncertainty-aware dense prediction tasks. Specifically, we investigate ensemble-based [41] latent variable models [18, 22, 36], where the latent variable \( z \) can be used to model the “predictive distribution”, leading to more comprehensive predictive uncertainty modeling. From one view, the latent variable can capture the difficulty of labeling, meaning it originates from aleatoric uncertainty. In this paper, we define aleatoric uncertainty as uncertainty based on the “optimal prediction” within our latent variable model to explore the contribution of \( z \) for aleatoric uncertainty with the “oracle constraint”. From another view, the latent variable aims to capture the important attributes of the task, which may sparsely exist in the provided training dataset. We define predictive uncertainty within our ensemble-based latent variable model to further explore the contribution of \( z \) for epistemic uncertainty estimation.

Specifically, we extend the existing latent variable model (alternating back-propagation (ABP) [22]) to an ensemble-based conditional alternating back-propagation (cABP), where the prior of the latent variable is assumed to be conditioned on the input, leading to both more efficient training and effective exploration of latent space. Note that the widely studied latent variable models either use an extra inference model to approximate the true posterior distribution of the latent variable (variational autoencoder (VAE) [36, 67]), or introduce a discriminator (generative adversarial network (GAN) [19]) to distinguish prediction and ground truth, where the latent variable is sampled from a fixed standard normal distribution. [22] samples \( z \) directly from its true posterior distribution with gradient based Markov Chain Monte Carlo (MCMC) (Langevin dynamics [53] in particular), leading to more effective latent space modeling, avoiding the possible posterior collapse issue [25]. Our cABP takes a step further by modeling the prior of the latent variable as conditioned on the input instead of the less informative standard normal distribution, which is demonstrated to be beneficial for both model training and latent space representation.

Within the proposed ensemble-based cABP framework, we solve the “trivial solution” problem with an uncertainty consistency loss. We solve the “hidden oracle assumption” by defining the aleatoric uncertainty as data uncertainty based on the optimal prediction, which can be defined as an approximation of prediction from the oracle model. The latent variable is introduced to a conditional latent variable model solve the “less comprehensive total uncertainty” issue. Further, to produce uncertainty with a single forward pass, we design an uncertainty distillation network to achieve sampling-free uncertainty at test time.
3. Our Method

We aim to build an effective and general uncertainty estimation network to produce both accurate prediction and reliable uncertainty as shown in Fig. 1.

3.1. Ensemble-based latent variable model

Deep ensemble [41] has been shown to be an effective epistemic uncertainty estimation technique, which initializes the network or part of the network differently to produce multiple predictions. To avoid the expensive memory requirement, we build a last-layer ensemble-based framework with \( M = 5 \) ensembles, which is the cheapest decoder ensemble. As discussed, the latent variable within the latent variable model [18, 36, 67] can capture both the labeling noise and the predictive distribution. In this paper, we combine the deep decoder ensemble and the latent variable model to capture comprehensive epistemic uncertainty. We introduce conditional ABP [22], where prior of the latent variable is conditioned on the input image.

**Alternating back-propagation:** ABP [22] was introduced for learning the generator network model. It updates the latent variable and network parameters in an EM-manner. Firstly, given the network prediction with the current parameter set, it infers the latent variable and network parameters via Langevin Dynamic based MCMC [53], which [22] calls “Inferential back-propagation”. Secondly, given the updated latent variable \( z \), the network parameter set is updated with gradient descent, called “Learning back-propagation” [22]. Following the previous variable definitions, given the training example \((x, y)\), we intend to infer \( z \) and learn the network parameter \( \theta \) to minimize the reconstruction error as well as a regularization term that corresponds to the prior on \( z \).

A typical conditional generative model is defined as:

\[
\begin{align}
    z & \sim q(z) = \mathcal{N}(0, I), \\
    y & = f_\theta(x, z) + \epsilon, \epsilon \sim \mathcal{N}(0, \Sigma),
\end{align}
\]

where \( q(z) \) is the prior distribution of \( z \), and \( \Sigma = \text{diag}(\sigma^2) \) is the inherent label noise. The conditional distribution of \( y \) given \( x \) is \( p_\theta(y|x) = \int q(z)p_\theta(y|x, z)dz \). The observed-data log-likelihood is then defined as \( L(\theta) = \sum_{i=1}^{N} \log p_\theta(y_i|x_i) \), where the gradient of \( p_\theta(y|x) \) can be obtained via:

\[
\frac{\partial}{\partial \theta} \log p_\theta(y|x) = \mathbb{E}_{p_\theta(z|x,y)} \left[ \frac{\partial}{\partial \theta} \log p_\theta(y,z|x) \right].
\]

We approximate the expectation term \( \mathbb{E}_{p_\theta(z|x,y)} \) by drawing samples from \( p_\theta(z|x,y) \). Following ABP [22], we use a gradient-based Monte Carlo method, namely Langevin Dynamics [53], to sample \( z \):

\[
z_{t+1} = z_t + \frac{s^2}{2} \left[ \frac{\partial}{\partial z} \log p_\theta(y, z_t|x) \right] + s\mathcal{N}(0, I),
\]

where the gradient term is defined as:

\[
\frac{\partial}{\partial z} \log p_\theta(y, z|x) = \frac{1}{\sigma^2} (y - f_\theta(x, z)) \frac{\partial}{\partial z} f_\theta(x, z) - z,
\]

and \( s \) is the step size. Eq. (9) shows an effective latent variable inference model by directly sampling it from the true posterior distribution \( p_\theta(z|x, y) \).

Different from VAEs [36, 67], where an extra inference model \( q_\phi(z|x, y) \) with parameters \( \phi \) is designed to approximate the true posterior distribution of the latent variable, and GANs [18], where the discriminator is used to distinguish prediction and ground truth, ABP [22] samples the latent variable directly from its true posterior distribution via Langevin Dynamic based MCMC [53] with no extra inference model involved.

**Conditional Alternating Back-propagation:** Although the posterior of \( z \) is sampled directly from its true posterior distribution via Eq. (9), directly applying ABP [22] to the dense prediction task may still be problematic, as the prior of \( z \) is assumed to follow the input-independent standard normal distribution with \( q(z) = \mathcal{N}(0, I) \). To obtain an image-conditioned prior, we introduce conditional ABP, where the prior of \( z \) is modeled with an extra encoder as shown in Fig. 1. Let’s define the prior of \( z \) as \( z_0 \sim p_\theta(z|x) \), and model it with a convolutional neural network. Taking it back to Eq. (9), we obtain our conditional ABP.

3.2. Fixing the limitations of existing uncertainty estimation techniques

**Avoiding the trivial solutions with the hidden oracle assumption:** The basic assumption for dual-head based aleatoric uncertainty is that the model output \( f_\theta(x) \) should be an unbiased oracle. However, this hidden assumption is not indicated in the related loss function in Eq. 3 or Eq. 4. In this paper, we define the aleatoric uncertainty explicitly based on the assumption within a multi-head framework as shown in Fig. 1. To achieve this, with multiple predictions \( \{ f_{\theta_m}(x, z) \}_{m=1}^M \) from the ensemble-based latent variable model, we define the aleatoric uncertainty as:

\[
\sigma^2_{alea}(x, y) = \mathbb{E}_{p_\theta(z|x,y)} \left[ \frac{\partial}{\partial z} \log p_\theta(y,z|x) \right]^2.
\]
model, we first compute the pixel-wise loss of each prediction. Then, we generate a new prediction \( f'_{\text{opt}}(x, z) \) as the optimal prediction, where each pixel of \( f'_{\text{opt}}(x, z) \) has the least loss. This "optimal prediction" is assembled from the models, and we treat it as an approximation to the oracle. Finally, we define its uncertainty as the aleatoric uncertainty. For a given sample \( x \), its aleatoric uncertainty is irreducible. [32] defines aleatoric uncertainty as being estimated by a Bayes-optimal predictor. Similarly, in dense prediction tasks, we define the aleatoric uncertainty as the uncertainty of the optimal prediction to approximately reveal the "hidden oracle" assumption. To avoid the trivial solution, we introduce an uncertainty consistency loss with a multi-head aleatoric uncertainty framework, where the consistency loss is defined between the aleatoric uncertainty from the multi-head framework (\( U^a_{\theta}(x) \)) and the uncertainty of the optimal prediction (\( E[f'_{\text{opt}}(x, z)] \)).

Latent variable as origin of predictive uncertainty: The predictive distribution of a Bayesian latent variable model is defined as: \( p(y|x) = \int p_\theta(y|x, z)q(\theta|D)q(z|D)dzd\theta \). \[11\] defines \( p(z|D) = p(z) \), indicating an input-independent latent variable, and they then define \( z \) as another source of aleatoric uncertainty, which is consistent with the input-independent latent variable assumption. However, in the conditional case, the latent variable models \( p_\theta(z|x, y) \). This includes the mapping from input \( x \) to output \( y \) by \( \theta \). That is, \( z \) models predictive uncertainty, including both epistemic and aleatoric uncertainty. In this paper, instead of defining \( z \) as the source of aleatoric uncertainty, we claim it is also the origin of epistemic uncertainty in the conditional case, making it the origin of predictive uncertainty in general.

Single-pass uncertainty with uncertainty distillation: To achieve efficient uncertainty estimation at test time, we introduce a single-pass uncertainty estimation framework with an uncertainty consistency loss as shown in Fig. 1. Specifically, we want to obtain aleatoric uncertainty \( U^a_{\alpha}(x) \) and predictive uncertainty \( U^p_{\beta}(x) \) directly, and the epistemic uncertainty \( U^e \) is then defined as \( U^e = U^p_{\beta} - U^a_{\alpha} \). For the aleatoric uncertainty, to avoid the trivial solution and also to maintain the "oracle assumption", we generate the optimal prediction, and define the uncertainty consistency loss between \( U^a_{\alpha} \) and the uncertainty of the optimal prediction. For the predictive uncertainty, its basic definition is \( U^p = E[H[E_p(\theta|D)(E_p(z|x,y)(f_\theta(x,z))])] \), meaning that the predictive uncertainty is the uncertainty of the mean model prediction within an ensemble-based latent variable model. In addition, we also claim that the predictive uncertainty should represent the overall awareness of model towards its prediction. In this way, the predictive uncertainty should highlight the error predictions. We then define the second part of the predictive uncertainty as the mean error: \( \text{err} = (E_p(\theta|D)(E_p(z|x,y)(f_\theta(x,z) - y))^2 \).

Deterministic prediction generation: For the existing multiple forward passes based uncertainty estimation models, an expensive sampling process is needed to generate the multiple predictions, and then the mean prediction is used as the deterministic prediction at test time. For our single-pass based uncertainty estimation models, we introduce an extra deterministic prediction branch (\( f_\theta(x) \) in Fig. 1) without any randomness involved. The main focus of this branch is to generate efficient deterministic prediction at test time.

3.3. Training the model

Given Eqs. (3) and (4), in practice, we do not regress \( \sigma(x) \) directly. Instead, following [34], we define \( s(x) = \text{log}(\sigma^2(x)) \) to achieve stable training. As shown in Fig. 1, we have two main loss functions within our framework, namely the "Task related loss" and the uncertainty consistency loss. The "Task related loss" for the regression task within both the deterministic model (the \( f_\theta(x) \) branch) and the stochastic model (\( f'_{\text{opt}}(x, z) \)) in Fig. 1 is defined as:

\[
\mathcal{L}_d(\theta) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2\sigma^2(x_i)} \mathcal{L}(f_\theta(x_i), y_i) + \log \sigma(x_i),
\]

\[
\mathcal{L}_s(\theta) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2\sigma^2(x_i)} \mathcal{L}(f_\theta(x_i), z_i) + \log \sigma(x_i),
\]

where \( \sigma^2(x) \) is the estimated predictive uncertainty, and \( \mathcal{L} \) is the chosen loss function. The "Task related loss" for the dense classification task in Eq. (4) can be extended similarly.

For the uncertainty estimation modules \( U^a_{\alpha}(x) \) and \( U^p_{\beta}(x, f_\theta(x, z)) \), we define uncertainty consistency loss functions to avoid the trivial solution and also achieve single-pass uncertainty estimation at test time.

The aleatoric uncertainty consistency loss is defined as:

\[
\mathcal{L}_{au} = \mathcal{L}_{bicce}(U^a_{\alpha}(x), H[f'_{\text{opt}}(x, z)]),
\]

where \( \mathcal{L}_{bicce} \) is the bi-directional cross-entropy loss. For predictive uncertainty, with the mean prediction \( p_\theta(y|x, z) = E_p(\theta|D)(E_p(z|x,y)(f_\theta(x,z))) \) and mean error \( \text{err} = (E_p(\theta|D)(E_p(z|x,y)(f_\theta(x,z) - y))^2 \), the uncertainty consistency loss is then defined as:

\[
\mathcal{L}_{pu} = \mathcal{L}_{bicce}(U^p_{\beta}(x, f_\theta(x, z)), H[p_\theta(y|x, z)]) + \mathcal{L}_{ceu}(U^p_{\beta}(x, f_\theta(x, z)), \text{err})
\]

where \( \mathcal{L}_{ceu} \) is the binary cross-entropy loss. Note that, we perform min-max normalization for the target of the bi-directional cross-entropy loss and the cross-entropy loss.

As discussed, the output of each uncertainty module is \( s = \text{log}(\sigma^2(x)) \), and \( U^a_{\alpha} \) and \( U^p_{\beta} \) are then defined as \( \exp(s) \).

Similarly, we perform min-max normalization before we feed them to the corresponding loss functions.
Updating $\theta$: Within our single-pass ensemble-based latent variable model, we have $M = 5$ ensembles, leading to $\theta = \{\theta_m\}_{m=1}^M$. We use the two task related loss functions to update $\theta$, which is: $L_{task} = L_d(\theta) + L_i(\theta)$. Note that, the prior of the latent variable $p_0(z|x)$ is updated simultaneously with $L_{task}$.

Updating $\alpha$ and $\beta$: The aleatoric uncertainty estimation module takes image $x$ as input, and outputs $U^u_m(x)$. $\alpha$ is then updated with loss function in Eq. (13). The predictive uncertainty estimation module takes the image $x$ and a stochastic prediction $f_\theta(x, z)$ as input, and is updated with the loss function in Eq. (14).

3.4. Network details

The ensemble-based latent variable model: We take the ResNet50 backbone [26] as our encoder for the ensemble-based latent variable model (ELVM), which maps the input image $x$ to backbone features $\{s_l\}_{l=1}^L$ of channel size 256, 512, 1024 and 2048 respectively. To reduce the channel size with larger receptive fields, we feed each $s_l$ to multi-scale dilated convolutional layers [79] to obtain new backbone features $\{s'_l\}_{l=1}^L$ of consistent channel size $C = 32$. Then, we have a stochastic prediction module with an ensemble structure to produce $\{f_{\theta_m}(x, z)\}_{m=1}^M$, and a deterministic prediction module to generate $f_\theta(x)$. Both take $\{s'_l\}_{l=1}^L$ as input, and the decoder of each $f_{\theta_m}(x, z)$ is the same as $f_\theta(x)$. This is borrowed from [62], except that, for the stochastic prediction module, we concatenate $z$ with $s'_4$, and feed it to another convolutional layer of kernel size $3 \times 3$ to obtain the new $s'_3$. Note that as a last-layer ensemble based framework, we attach $M = 5$ copies of the last layer $\{\text{cls}_m\}_{m=1}^M$ in the stochastic prediction module.

Within ELVM, we introduce an extra encoder $p_0(z|x)$ (the prior model) to model the prior distribution of the latent variable $z$, leading to $z_0 \sim p(z|x)$. Specifically, the prior model consists of five convolutional layers and two fully connected layers. The convolutional layers have the same kernel size of $4 \times 4$, stride size of 2 and output channel size of $C = 32$. The two fully connected layers are adopted to obtain mean $\mu$ and variance $\sigma^2$ respectively, and the latent variable $z$ is then obtained with the reparameterization trick [36]: $z = \mu + \sigma \odot \epsilon$, where $\epsilon \sim \mathcal{N}(0, I)$. We set dimension of the latent variable $z$ as $K = 32$ in our framework.

The uncertainty estimation modules: The aleatoric uncertainty estimation modules $U^u_m(x)$ takes only image $x$ as input. Empirically, we design it also with a ResNet50 backbone [26] as our encoder, and a decoder from [62]. As the predictive uncertainty estimation module $U^p_m(x, f_\theta(x, z))$ also takes the prediction as input, we then design a structure without a backbone network. Specifically, $U^p_m(x, f_\theta(x, z))$ consists five convolutional layers of the same kernel size $3 \times 3$. The stride sizes of the five convolutional layers are 2, 1, 2, 1, 2 respectively. The first four convolutional layers have channel size of 64, and the last convolutional layer produces a one-channel feature map. We then define its power exponent as the corresponding uncertainty [34]. Note that, we use LeakyReLU and batch normalization after the first four convolutional layers.

4. Experimental Results

To verify our general pipeline for single-pass uncertainty estimation, we perform experiments on a dense prediction tasks, namely camouflaged object detection (COD) [14,43].

4.1. Uncertainty within the task

Camouflaged objects are objects that hide in the environment, which usually share similar appearance to their surroundings. Camouflaged object detection [14,43] suffers greatly from both inherent noise related uncertainty and uncertainty related to the knowledge gap arising from the definition of camouflage. From the labeling point of view, due to similar patterns of camouflaged objects and their surroundings, it is difficult to precisely locate and depict camouflaged objects, leading to inherent noise within the labeling process conducted by annotators. On the other hand, in realistic scenes, there should not exist any location related prior for camouflaged objects. However, as existing COD training datasets (e.g., [14, 43]) are collected from the Internet where the photographers focus on the camouflaged instance, there is a serious “center bias” issue where most of the camouflaged instances are located near the center of the image. Further, as a class-agnostic binary segmentation task, the training dataset contains limited categories of camouflaged objects, which may also lead to category-bias, where the model learns to segment some specific category of objects, leading to category-aware learning.

4.2. Experimental setup

Dataset: The benchmark training dataset is the combination of 3,040 images from COD10K training dataset [14] and 1,000 images from CAMO training dataset [43]. The testing datasets include CAMO testing dataset [43], CHAMELEON dataset [66], COD10K testing dataset [14], and NC4K dataset [49].

Evaluation Metrics: We produce both deterministic predictions and uncertainty maps representing the model’s limitations.

For deterministic prediction evaluation, we adopt the Mean Absolute Error and Mean F-measure denoted as $M$ and $F_\beta$ respectively.

$$\text{MAE} = \frac{1}{H \times W} |s - y|, \quad (15)$$

$$\text{F-measure} = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}.$$
where $H$ and $W$ are height and width of $s$. MAE provides a direct estimate of conformity between estimated and ground-truth maps. However, for the MAE metric, small objects naturally assign a smaller error and larger objects have larger errors.

**F-measure** $F_β$ is a region based similarity metric, and we provide the mean F-measure using varying fixed (0-255) thresholds.

We use two evaluation metrics to measure uncertainty: 1) dense expected calibration error \[ ECE_d \] \[ (ECE_d) \], and 2) patch accuracy vs patch uncertainty (PAvPU) [51].

**Dense expected calibration error** $ECE_d$ \[ (ECE_d) \] aims to evaluate model calibration degree, or in particular the gap between model accuracy and model confidence. Let’s define model accuracy $acc$ and model confidence $conf$. For the model $f_θ$ with parameters $θ$ and a given testing set $G = \{ x_i, y_i \}$ of size $S$, $acc$ is used to measure the accuracy of the model on $G$. $conf$ measures how much the model believes in its predictions, and $ECE_d$ measures the calibration error of the model $f_θ$ on $G$.

For an image $x_i$, we define its prediction according to $f_θ$ as $s_i = f_θ(x_i)$. Following [21], we group predictions $s_i$ into $M$ interval bins\(^1\). The accuracy of each bin is measured as:

$$acc(B_m)^i = \frac{1}{|B_m|} \sum_{(u,v) \in B_m} 1(g(s_i(u,v)) = y_i(u,v)), \quad (16)$$

where $B_m$ are the samples that fall in the $m$-th interval bin, \( |B_m| \) is the cardinality of $B_m$, $(u, v)$ represents coordinate of pixels in $B_m$, $g(\cdot)$ is thresholding operation to transfer gray prediction to binary image.

As our prediction $s_i$ is a gray scale image, we follow the idea of F-measure, and obtain a binary prediction by thresholding the map $s_i$ in the range of $[0, 1]$ with 256 intervals. Each $g(s_i(u,v))$ lead to one accuracy as Eq. (16). With 256 thresholds, we obtain a 256-d vector for accuracy $acc(B_m)^i$ of each bin. $macc(B_m)^i$ is defined as mean of $acc(B_m)^i$. Then, the accuracy $acc^c$ of image $x_i$ is defined as: $acc^c = \{macc(B_1)^i, \ldots, macc(B_M)^i\}$, which is a $M$ dimensional vector, with each position representing accuracy for a specific bin $B_m$.

The prediction confidence for each pixel represents how much the model trusts its predictions. For an image $x_i$, the average confidence of each bin $B_m$ is then defined as:

$$conf(B_m)^i = \frac{1}{|B_m|} \sum_{(u,v) \in B_m} \hat{p}_i^{(u,v)}, \quad (17)$$

where $\hat{p}_i^{(u,v)}$ is the model confidence at position $(u, v)$, which is defined as:

$$\hat{p}_i^{(u,v)} = \max\{s_i^{(u,v)}, (1 - s_i^{(u,v)})\}, \quad (18)$$

\(^1\)We set $M = 12$ in our experiments, with the first and last bin containing predictions of $s_i^{(u,v)} = 0$ and $s_i^{(u,v)} = 1$, respectively.

Dense expected calibration error $ECE_d$ is the weighted average of the difference between bins’ accuracy and confidence. For image $x_i$, we define its dense expected calibration error as:

$$ECE_d^i = \frac{\sum_{m=1}^{M} |B_m| |macc(B_m)^i - conf(B_m)^i|}{\sum_{m=1}^{M} |B_m|}, \quad (19)$$

where $\sum_{m=1}^{M} |B_m|$ is the number of pixels in $x_i$. A perfectly calibrated model should have $conf(B_m)^i = macc(B_m)^i$, thus leads to $ECE_d^i = 0$. For a given testing dataset $G$ and trained model $f_θ$, we define the dense expected calibration error of the model on $G$ as: $ECE_d^G = \text{mean}\{ECE_d^1, \ldots, ECE_d^S\}$. $ECE_d^G = 0$ represents the model is perfectly calibrated, and $ECE_d^G = 1$ indicates poorly calibrated model.

**Patch accuracy vs patch uncertainty** PAvPU [51] is based on one assumption that for certain pixels (or regions), the model should have accurate predictions and for inaccurate predictions, the corresponding certain level should be low.

For each patch $s_{k_i}$ [51] computes the patch accuracy $a_{k_i}$ (pixel accuracy metric defined in [47]). Then, [51] decides the patch as accurate based on certain threshold $h_a$, e.g. prediction of $s_{k_i}$ is accurate if $a_{k_i} > h_a$. Similarly, the uncertainty of patch $s_{k_i}$ is achieved if it’s uncertainty $u_{k_i} > h_u$, where $h_u$ is a confidence related threshold. They define $n_{ac}$, as number of patches which are accurate and certainty, $n_{ac} + n_{iu}$, as number of patches which are accurate and uncertainty, $n_{ic}$, as number of patches which are inaccurate and certainty, and $n_{iu}$ as number of patches which are inaccurate and uncertainty. Then, the patch accuracy vs patch uncertainty (PAvPU) is defined as:

$$PAvPU = \frac{(n_{ac} + n_{iu})}{(n_{ac} + n_{ac} + n_{ic} + n_{iu})}, \quad (20)$$

and a model with higher above scores has better performer.

Instead of define uniform patch, we over-segment image to super-pixels to achieve uniform accuracy/uncertainty with in a same super-pixel considering the semantic consistency attribute. Further, the three above scores are based on handcrafted hyper-parameters, namely accuracy related threshold $h_a$ and uncertainty related threshold $h_u$. Inspired by the expected calibration error [21], we use bin instead of hard-thresholding. Specifically, we use threshold in the range of $[0, 1]$ with 10 bins, and the final $n_{ac}, n_{ac}, n_{ic}, n_{iu}$ are all 10-dimensional vectors, as well as PAvPU. We then define mean PAvPU for uncertainty performance evaluation.

5. Alternative Generative Models

As a latent variable model, we also compare with alternative latent variable models, namely generative adversarial network (GAN) [18] and variational auto-encoder (VAE)
Table 1. Performance comparison with alternative uncertainty estimation methods. ↑ indicates the higher the better, and vice versa for ↓.

| Method    | CAMO [43] | CHAMELEMON [60] | COD10K [14] | NC4K [49] |
|-----------|-----------|------------------|-------------|-----------|
|           | \( F_p \uparrow \) | \( \mathcal{M}_d \downarrow \) | \( \text{ECE}_d \downarrow \) | \( \text{PAvPU} \uparrow \) | \( F_p \uparrow \) | \( \mathcal{M}_d \downarrow \) | \( \text{ECE}_d \downarrow \) | \( \text{PAvPU} \uparrow \) | \( F_p \uparrow \) | \( \mathcal{M}_d \downarrow \) | \( \text{ECE}_d \downarrow \) | \( \text{PAvPU} \uparrow \) |
| Base      | .736      | .083             | .066        | .838      | .832      | .033             | .020        | .875      | .710      | .038             | .029        | .876      | .785      | .053             | .041        | .851      |
| MD        | .760      | .084             | .065        | .840      | .825      | .033             | .023        | .877      | .714      | .037             | .028        | .880      | .794      | .050             | .039        | .857      |
| DE        | .749      | .085             | .063        | .842      | .827      | .035             | .021        | .878      | .711      | .038             | .027        | .888      | .794      | .051             | .037        | .857      |
| VAE       | .738      | .086             | .065        | .845      | .835      | .032             | .022        | .878      | .711      | .037             | .026        | .887      | .790      | .051             | .037        | .859      |
| Ours      | .739      | .082             | .044        | .902      | .830      | .034             | .011        | .937      | .713      | .037             | .013        | .929      | .780      | .054             | .024        | .913      |

[36, 67]. Specifically, we define the dimension of the latent variable \( z \) same as ours within the “GAN” and “VAE”. For the GAN based model, an additional discriminator is designed to distinguish the prediction and ground truth. For the VAE based framework, we use an extra inference model \( p(z | x, y) \) to approximate the true posterior distribution, and define \( p(z | x) \) as the prior of the latent variable following [83]. Similarly, we can obtain the three types of uncertainty with 10 forward passes at test time.

**Implementation details**: We trained the model using PyTorch. The ResNet50 [27] backbone for both the ensemble based latent variable model and the aleatoric uncertainty estimation module are initialized with parameters trained for image classification, and the newly added layers are initialized by the default initialization policy in Pytorch. We adopt the structure-aware loss function [74] as the “chosen loss function” in Eqs. (11) and (12). We use the Adam method with momentum 0.9 and decrease the learning rate by 10% after 80% of the maximum epochs. The base learning rate is initialized as 2.5e-5. The training takes around 15 hours with training batch size 22, and maximum epochs of 50 on a PC with an NVIDIA GeForce RTX 3090 GPU.

5.1. Dense uncertainty estimation

We compare the proposed single-pass ELVM with existing uncertainty estimation techniques, namely MC-dropout [16] “MD” and deep ensemble [41] “DE”. For the MC-dropout [16] technique, we add dropout with dropout rate=0.3 after each backbone features \( \{ s_i \}_{i=1} \). We keep the dropout layer at test time, and perform 10 forward passes to obtain the predictive uncertainty as the entropy of the mean prediction, aleatoric uncertainty as the mean of the entropy of the ten stochastic predictions. Epistemic uncertainty is then defined as the residual of predictive uncertainty and aleatoric uncertainty. For the deep ensemble, we add five decoders (same as our deterministic decoder) to the backbone network, and the three types of uncertainty are then obtained similarly to MC-dropout.

As a latent variable model, we also compare with alternative latent variable models, namely GAN [18] and VAE [36, 67]. Specifically, we define the dimension of the latent variable \( z \) same as ours within the “GAN” and “VAE”. For the GAN based model, an additional discriminator is designed to distinguish the prediction and ground truth. For the VAE based framework, we use an extra inference model \( p(z | x, y) \) to approximate the true posterior distribution, and define \( p(z | x) \) as the prior of the latent variable following [83]. Similarly, we can obtain the three types of uncertainty with 10 forward passes at test time.

**GAN Implementation Details**: Within the GAN based framework, we design an extra fully convolutional discriminator \( g_\beta \) following [29], where \( \beta \) is the parameter set of the discriminator. Two different modules (the generator \( f_0 \) and the discriminator \( g_\beta \) in our case) play the minimax game in GAN based framework:

\[
\min_{f_0} \max_{g_\beta} V(g_\beta, f_0) = E_{(x,y) \sim \text{p}_{\text{data}}(x,y)}[\log g_\beta(y|x)] + E_{z \sim \text{p}(z)}[\log(1 - g_\beta(f_0(x,z))],
\]

(21)

where \( \text{p}_{\text{data}}(x, y) \) is the joint distribution of training data, \( p(z) \) is the prior distribution of the latent variable \( z \), which is usually defined as \( p(z) = \mathcal{N}(0, I) \). In practice, we define loss function for the generator as the sum of a reconstruction loss \( \mathcal{L}_{\text{rec}} \), and an adversarial loss \( \mathcal{L}_{\text{adv}} = \mathcal{L}_{\text{ce}}(g_\beta(f_0(x,z)), 1) \), which is \( \mathcal{L}_{\text{gen}} = \mathcal{L}_{\text{rec}} + \lambda \mathcal{L}_{\text{adv}} \), where the hyper-parameter \( \lambda \) is tuned, and empirically we set \( \lambda = 0.1 \) for stable training. \( \mathcal{L}_{\text{ce}} \) is the binary cross-entropy loss. The discriminator \( g_\beta \) is trained via loss function as:

\[
\mathcal{L}_{\text{dis}} = \mathcal{L}_{\text{ce}}(g_\beta(f_0(x,z)), 0) + \mathcal{L}_{\text{ce}}(g_\beta(y), 1). \]

We have almost the same structure for the prior net and the posterior net, where the only difference is that the input channel of the first convolutional layer within the prior net is 3 (channel of the RGB image \( x \)) and that within the posterior net is 4 (channel of the concatenation of \( x \) and \( y \)). We construct our prior and posterior net with five convolution layers of the same kernel size \( (4 \times 4) \) and two fully connected layers. The channel size of the convolutional layers are \( C' = C, 2 \times C, 4 \times C, 8 \times C, 8 \times C \) (\( C = 32 \), which is the same as the channel reduction layers for the backbone features), and we have a batch normalization layer and a ReLU activation layer after each convolutional layer. The two fully connected layers are used to map the feature map to vectors representing the mean \( \mu \) and standard deviation \( \sigma \) of the latent variable \( z \). The latent variable \( z \) is then obtained via the reparameterization trick: \( z = \mu + \sigma \circ \epsilon \), where \( \epsilon \sim \mathcal{N}(0, I) \).
Figure 2. Predictions and the generated uncertainty maps for camouflaged object detection. For the compared method and our method of each section, from left to right is: prediction, aleatoric uncertainty, epistemic uncertainty and predictive uncertainty.

**VAE Implementation Details**

Given conditional variable $x$, we perform conditional variational auto-encoder (CVAE) [67]. CVAE is a conditional directed graph model, which includes three variables, the input $x$ or conditional variable that modulates the prior on Gaussian latent variable $z$ and generates the output prediction $y$. Two main modules are included in a conventional CVAE based framework: a generator model $f_\theta(x, z)$ and an inference model $q_\theta(z|x, y)$, which infers the latent variable $z$ with image $x$ and annotation $y$ as input. Learning a CVAEs framework involves approximation of the true posterior distribution of $z$ with an inference model $q_\theta(z|x, y)$, with the loss function as:

$$
\mathcal{L}_{cvae} = \mathbb{E}_{z \sim q_\theta(z|x, y)}[-\log p_\theta(y|x, z)]
+ \mathcal{L}_{rec} + D_{KL}(q_\theta(z|x, y) \parallel p_\theta(z|x)),
$$

where the first term is the reconstruction loss and the second is the Kullback-Leibler Divergence of prior distribution $p_\theta(z|x)$ and posterior distribution $q_\theta(z|x, y)$.

Note that, the predictive uncertainty and aleatoric uncertainty of our method are obtained directly from the network, and the epistemic uncertainty is defined as their residual.

We observe comparable deterministic model performance of all the related solutions. However, the significant lower ECE_d and higher PAvPU of our method validates the superiority of our method in achieving a well-calibrated model. We also visualize the produced uncertainty maps of deep ensemble model ("Deep Ensemble") and ours ("Ours") in
Table 2. Comprehensively analysis of the proposed single-pass ensemble based latent variable model for uncertainty estimation.

| Base ABP $p(z|x)$ | DE $U^a$ | $U^{a+}$ | $U^{p+}$ | CAMO [43] | CHAMELEMON [69] | COD10K [14] | NC4K [49] |
|------------------|---------|---------|---------|--------|-------------|-----------|---------|
| ✓                | ✓       | ✓       | ✓       | 7.36   | 0.83       | 0.66      | 0.83    | 7.10   | 0.033     | 0.020 | 0.875 | 0.710     | 0.038 | 0.029 | 0.876 | 0.785   | 0.053 | 0.041 | 0.851 |
| ✓                | ✓       | ✓       | ✓       | 7.31   | 0.86     | 0.57      | 0.87    | 0.81   | 0.036     | 0.018 | 0.908 | 0.694     | 0.041 | 0.024 | 0.904 | 0.774   | 0.054 | 0.034 | 0.884 |
| ✓                | ✓       | ✓       | ✓       | 7.47   | 0.84     | 0.54      | 0.88    | 0.83   | 0.054     | 0.017 | 0.912 | 0.712     | 0.038 | 0.023 | 0.909 | 0.787   | 0.052 | 0.032 | 0.989 |
| ✓                | ✓       | ✓       | ✓       | 7.37   | 0.87     | 0.51      | 0.86    | 0.82   | 0.037     | 0.017 | 0.919 | 0.708     | 0.038 | 0.022 | 0.916 | 0.781   | 0.055 | 0.031 | 0.996 |
| ✓                | ✓       | ✓       | ✓       | 7.36   | 0.84     | 0.47      | 0.89    | 0.82   | 0.034     | 0.013 | 0.929 | 0.713     | 0.037 | 0.016 | 0.927 | 0.778   | 0.054 | 0.026 | 0.911 |
| ✓                | ✓       | ✓       | ✓       | 7.39   | 0.82     | 0.44      | 0.90    | 0.83   | 0.034     | 0.011 | 0.937 | 0.713     | 0.037 | 0.013 | 0.929 | 0.780   | 0.054 | 0.024 | 0.913 |

5.1.1 Ablation Study

With the baseline model ("Base") in Table 2, we gradually add the proposed strategy to "Base" to extensively analyse our solutions, and show results in Table 2. Note that, for all the related models without the deterministic prediction branch ($f_0(x)$ in Table 2), the performance and the uncertainty measure are based on the mean model predictions with the same hyper-parameters as our main experiment. Otherwise, the performance is based on $f_0(x)$.

Adding “ABP” to “Base” leading to an alternating back-propagation based latent variable model, where $p(z) = N(0, I)$. We introduce an image-conditioned prior $p(z|x)$, and we call it the conditional alternating back-propagation (cABP). Based on cABP, we extend the decoder to a last-layer ensemble structure ("DE" in Table 2) with $M = 5$ different output layers to generate $M$ different predictions. Both the generative model based uncertainty estimation frameworks and the ensemble based frameworks usually obtain reliable uncertainty with decreased performance as a sacrifice [35, 48] (see Table 1). To maintain the deterministic prediction, we further introduce deterministic prediction branch $f_0(x)$ to "DE", and obtain the single-pass uncertainty estimation with uncertainty estimation modules ($U^a$, $U^{a+}$ and $U^{p+}$). With $U^a$, we ignore the “oracle” assumption, and define aleatoric uncertainty as the mean entropy of multiple predictions. With $U^{a+}$, the “oracle” assumption is taken into consideration, and we define uncertainty of the optimal prediction $f_0(x, z)$ as aleatoric uncertainty. For both $U^a$ and $U^{a+}$, the predictive uncertainty is only related to the uncertainty of the mean prediction. With $U^{p+}$, we introduce err as the second part of predictive uncertainty (see Eq. (14)). The relatively comparable deterministic performance of $U^a$, $U^{a+}$, $U^{p+}$ and “Base” is consistent with one of our motivation that is to maintain the deterministic performance. The decreased ECE$_d$ and increased PAvPU validate our solution in achieving a well-calibrated model, leading to comparable model accuracy and model confidence.

5.2. Discussion

According to the definition of aleatoric uncertainty and epistemic uncertainty, the former is inherent noise related, which cannot be explained away with more data, and the latter is knowledge gap driven, which can usually be reduced with more training samples. Based on this, given an already collected dataset, the inherent noise level is then fixed. The uncertainty difference with different ratios of labeled training dataset should mainly come from the epistemic uncertainty, making it promising to explore epistemic uncertainty and its contribution in selecting diverse and representative samples for effective semi-supervised or active learning.

6. Conclusion

We thoroughly analysed uncertainty estimation techniques with three important observations. 1) the trivial solution within dual-head based aleatoric uncertainty estimation framework [34, 36]; 2) the hidden “oracle assumption” behind the aleatoric uncertainty definition [32]; and 3) the latent variable within a conditional latent variable model as another origin of epistemic uncertainty. With the above observations, we introduce a single-pass ensemble-based latent variable model to generate both accurate model prediction and reliable uncertainty. We apply our solution to a dense prediction task, namely camouflaged object detection. Our extensive discussion and experimental results show that the existing aleatoric uncertainty estimation techniques have limitations in representing the “inherent noise” attribute. With exploration of the hidden “oracle” assumption, we are approximating the true aleatoric uncertainty. Further, we explain that latent variable within a conditional latent variable model can act as another origin of epistemic uncertainty, leading to more comprehensive predictive uncertainty estimation.
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