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ABSTRACT

The prediction of pancreatic ductal adenocarcinoma therapy response is a clinically challenging and important task in this high-mortality tumour entity. The training of neural networks able to tackle this challenge is impeded by a lack of large datasets and the difficult anatomical localisation of the pancreas. Here, we propose a hybrid deep neural network pipeline to predict tumour response to initial chemotherapy which is based on the \textit{Response Evaluation Criteria in Solid Tumors} (RECIST) score, a standardised method for cancer response evaluation by clinicians as well as tumour markers, and clinical evaluation of the patients. We leverage a combination of representation transfer from segmentation to classification, as well as localisation and representation learning. Our approach yields a remarkably data-efficient method able to predict treatment response with a ROC-AUC of 63.7\% using only 477 datasets in total.

\textbf{Index Terms}— personalised treatment, PDAC, representation learning, transfer learning

1. INTRODUCTION

Pancreatic ductal adenocarcinoma (PDAC) is among the tumour entities with the highest mortalities worldwide. Its diagnosis is challenging and relies fundamentally upon high-resolution imaging such as computed tomography (CT) imaging. Imaging likely yields a wealth of information about the tumour no imaging facts beyond the localisation and size of the lesion, its anatomical surroundings as well as the presence or absence of tumour spreading. However, this information is not considered for diagnosing PDAC and evaluating its treatment response according to the current guidelines [1]. With the rise of deep learning, models aiming to extract the aforementioned information and assist physicians in the assessment of such tumours have begun to appear [2]. For example, machine learning-assisted prediction of molecular tumour subtype and patient prognosis under therapy have recently been presented [3, 4, 5]. As many PDAC are discovered at later stages where a primary resection is infeasible, chemotherapy is a first-line treatment for many patients, either to shrink the tumour prior to an operation or as a palliative indication. In this setting, the prediction of tumour response to initial treatment is a particularly interesting end-point. For example, deep neural networks trained to predict treatment response conditioned on the specific choice of chemotherapy can in the future be employed to select the personalised treatment with the highest success probability and/or best outcome. In clinical practice, standardised metrics of tumour response already exist: The \textit{Response Evaluation Criteria in Solid Tumors} (RECIST) [6, 7] are a framework to classify whether a tumour is progressive, stable or regressive under therapy. Although RECIST can be used to derive labels for training neural networks, a number of challenges have so far inhibited the success of such machine learning approaches:

- As in most medical problems, sufficiently large datasets to train deep neural networks are difficult to acquire;
- Abdominal CT scans cover a large volume of the body, whereas the pancreas (and potential extrapancreatic tumour manifestations) represents a proportionally small area of interest. Thus, there exists a risk that models which operate on the entire CT volume miss relevant information in the scan;
- Compounding the two problems, methods which are capable of focusing on relevant areas within the image (e.g. attention-based architectures) are –in practice– even more data-hungry [8].

Our approach

To overcome the problem of data scarcity, we propose to leverage knowledge from related public datasets \textit{but from an unrelated task}. Concretely, we propose a multi-step pipeline incorporating representations learned from a segmentation task into our classification model. We realise this through initially training a hybrid segmentation and object detection model to pre-crop the CT volume to the pancreatic region.
Imitating the human approach to geometric pattern matching, we feed the segmentation masks into the classification model as assistive information. Moreover, our pipeline allows us to re-use the segmentation weights for the classification task, further increasing data efficiency. Finally, we use triplet loss-guided learning to enhance the quality of the classification model’s intermediate representations. Our contributions can be summarised as follows:

- We propose an integrated deep learning pipeline based on cascading a slice classifier and a segmentation model and complemented by transfer and representation learning. This results in –to our knowledge– the first successful approach to response prediction to chemotherapy from baseline CT scans in PDAC using fewer than 500 total datasets;
- We find that the incorporation of each of the intermediate steps outlined above in the pipeline yields substantial improvements in terms of performance and/or efficiency;
- We perform a detailed ablation study of the aforementioned intermediate components.

Prior work

So far, very few works have tackled the challenging task of treatment response prediction in PDAC. For example, [9] break the task down to a comparison instead of a forecasting task. Other relevant previous approaches estimate diameters of lesions, which are an important part of the RECIST criteria [10]. In terms of methodology, the closest work to our approach are [11], who use lung segmentation models to classify chest X-rays. Similarly to the second stage of our approach this work uses an upstream model to predict a segmentation, which is used to generate a cropping bounding box over a region of interest. Moreover, [12, 13] simultaneously learn segmentation and classification tasks. However, these works have both labels available for both tasks, whereas we learn the tasks disjointly with only one label being available per dataset and task. Finally, our approach to utilise autoencoder-like architectures for representation learning has also been explored in [14, 15], however –unlike us– not with segmentation architectures.

2. METHODS

As discussed above, we propose a multi-stage pipeline consisting of three sequential convolutional neural networks (CNNs) to increase the chemotherapy response classification performance. Furthermore, we evaluate the effect of each individual component in our pipeline.

2.1. Dataset and Tasks

Our approach is motivated by the fact that we only have access to two datasets with disjoint labels. For the first two stages, we are dependent on segmentation labels. As these are not present in the classification dataset, we use the publicly available Medical Segmentation Decathlon [16] dataset. It contains \( N = 281 \) abdominal CT scans alongside per-voxel labels whether a point is part of the pancreas, cancerous tissue or background.

We use an in-house dataset of \( N = 477 \) CT scans for the classification task, where we predict treatment response labels, grouped into a binary prediction of progressive disease vs. stable and regressive diseases. As the clinically important distinction is whether patients experienced tumour progression or not, we perform a binary prediction on progressive cases (PD) against all other stable and regressive cases. This yields a class distribution of \( N = 171 \) progressive vs \( N = 306 \) stable or regressive CT scans. We split the dataset into a training subset of \( N = 420 \) (151PD/269 other) samples and a testing subset of \( N = 57 \) (20PD/37 other) samples.

In the following, we describe the general model we train, as well as additional pre-processing by segmentation models and representation learning.

2.2. Classification

Our overall goal is to train a network that predicts the treatment response in form of a RECIST label classification. Acting as the baseline of our work, we train a voxel-based 3D ResNet50 CNN to predict the treatment response label of the scan. We then evaluate the effect of the subsequent components in our integrated model cascade on the classification performance, as discussed in Section 3.
2.3. Stage I: Slice Classification

In order to limit the search space along the z-Dimension of a CT scan, we train a binary classifier which predicts for each slice whether it contains at least one pancreas or tumour pixel. Compared to a full segmentation model, this has the advantage of being very robust, and the model can be trained very efficiently and evaluated on large datasets while re-using the segmentation labels. To account for the three-dimensional structure of the task, we apply a Long Short-Term Memory (LSTM) cell after a 2-D encoder. The LSTM consecutively receives extracted image features and thus holds information about previous slices, turning the model into a 2.5-D classifier. As the 2-D encoder, we employ a ResNet50 pre-trained on ImageNet [17]. The single LSTM cell following the encoder has 1024 as the hidden size. Our 2.5-D approach is based on the notion that we can leverage prior knowledge of the classification target, i.e. that it is a single continuous object within the scan. Moreover, we post-process the predictions and automatically include slices between positively classified slices, as we know that these contain the organ of interest.

2.4. Stage II: Segmentation

As the second pipeline component, we train a 3-D segmentation network. For this, we use a voxel-based architecture, *DynU-Net* from MonAI [18] model zoo. The segmentation step is more expensive in terms of training and inference time, as well as more prone to inaccuracies compared to our slice classification model. However, its contributes considerable utility to the overall pipeline. It allows us to reduce the search space not only in the z-direction as above, but also in the x and y directions by converting the segmentation to a bounding box around the organ. Moreover, we later feed the predicted segmentations as additional image channels to the next stage and thus introduce additional (assistive) information. This approach is motivated by the human geometric pattern-matching approach, where the detection of specific shapes facilitates overall recognition. Lastly, we can reuse the network weights of the encoder for the next stage of the pipeline and profit from task-specific pre-trained weights as a transfer learning scheme. The re-utilisation of weights allows us to reduce the size of the RECIST classifier network and thus the computational power and training and inference time decrease.

2.5. Representation learning

As the final component of our pipeline, we evaluate the benefit of a triplet loss term [19], such that the intermediate representations of samples of the same class are close, whereas the representations of different classes are further apart in the latent space. For this, we always sample an anchor image, a positive image from the same class and a negative image from the negative class. We calculate the loss in terms of $L_2$-distance of the intermediate representations after the feature extractor stage of the model (i.e. immediately before the linear layers). We use this loss term to condition the network on this task in a first training stage, and only in a second stage trained the classification part using a binary cross-entropy loss.

3. EXPERIMENTS

3.1. Slice Classification and Segmentation

Both models are trained separately on the Medical Segmentation Decathlon [16] dataset. We set a maximum of 200 epochs but monitor appropriate metrics and stop the training at convergence. On the held-out validation set, our slice classification network reaches 90.7% accuracy on predicting the presence of pancreatic tissue in a slice. The DynU-Net segmentation network succeeds to segment the pancreas with a Dice score of 77% and the tumour with 40%.

3.2. Classification Results

![Fig. 2. Box-and-whisker plots of the MCC scores for each integrated pipeline component averaged over $N = 5$ runs.](image)

In the following, we report the classification performance of the individual pipeline components as well as the overall pipeline in our experimental evaluation. We use the Matthew’s correlation coefficient (MCC) [20] as the main metric of our evaluation due to its clear advantages over other metrics [21], most prominently, its robustness to class imbalance. For the sake of completeness, we also report the binary accuracy (unweighted) as well as the area under the receiver-operator characteristic curve (AUC-ROC), however we stress that these results should be interpreted with caution as they are susceptible to class imbalance. We perform each experiment with 5 random seeds and report the standard deviation of the runs. As a baseline, we train our classifier model without modifications on the input CT-scan. We use...
Table 1. Classification metrics on our validation data. Here, MCC stands for the Matthew’s Correlation Coefficient, accuracy is the binary classification accuracy, AUC-ROC is the area under the receiver-operator characteristic curve. $\mu$ denotes the mean result, $\sigma$ denotes the standard deviation of the results for 5 runs with different random seeds.

| Method                        | MCC  | Accuracy | AUC-ROC |
|-------------------------------|------|----------|---------|
|                              | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ |
| Baseline                      | 5.6%  | 4.4%     | 41.0%  | 4.5%     | 45.5% | 7.9%     |
| + slice ($z$) cropping        | 15.5% | 7.5%     | 54.2%  | 9.8%     | 57.5% | 4.4%     |
| + informed $x/y$ cropping     | 18.8% | 4.0%     | 61.1%  | 4.4%     | 59.2% | 3.1%     |
| + segmentation forwarding     | 21.5% | 1.4%     | 53.3%  | 4.9%     | 59.3% | 3.5%     |
| + transfer learning           | 21.6% | 4.7%     | 64.1%  | 3.1%     | 59.8% | 3.6%     |
| + triplet loss                | 33.1% | 2.2%     | 67.2%  | 3.6%     | 63.7% | 2.6%     |

In this work we analyse the effects of iterative changes to the problem of treatment response classification of PDAC on baseline CT scans. We showed that exploiting available segmentation labels, as well as using representation learning can yield a large improvement in classification results. We hope that this work is a first step towards accurately predicting the chemotherapy response of PDAC patients and thus leading to an improved personalised treatment scheme.

4. CONCLUSION
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