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Abstract—Ultra-reliable low-latency communication enables new use cases for mobile radio networks. The ultra-reliability (UR) regime covers outage probabilities between \(10^{-5}\) and \(10^{-9}\), obtained under stringent latency requirements. Characterisation of the UR-relevant statistics is difficult due to the rare nature of outage events, but diversity defines the asymptotic behaviour of the small-scale fading distributions’ lower tail. The UR-relevant regime in large-scale antenna systems behaves differently from the small-scale fading distributions’ lower tail. We present the generalising local diversity at a certain outage probability to show this difference clearly. For more than four independent antenna elements, the classic diversity overestimates and underestimates the slope of the cumulative density function for weak and strong deterministic channel components, respectively.

Index Terms—channel hardening, massive MIMO, Rician fading, URLLC.

I. INTRODUCTION

One of the reoccurring promises in both fifth generation mobile networks (5G) and sixth generation mobile networks (6G) specifications is ultra-reliable low-latency communication (URLLC). The URLLC requires an outage probability of \(10^{-3}\) or better within a 1 ms transmission period in 5G [1]. The authors of [2] introduce the terminology of ultra-reliability (UR)-relevant statistics for outage probabilities below \(10^{-5}\). It can be expected that the requirements for 6G will be even more stringent. Hence, we will consider outage probabilities between \(10^{-3}\) and \(10^{-5}\) as the UR-relevant regime.

Generally, the allowed latency can be used to retransmit a packet, if the original message did not reach its destination. By decreasing the permitted latency, only one-shot transmissions can ultimately fulfill the requirement because a retransmission would take too long. This type of requirement is typical in control-loop or event based applications, where the timing is critical. Alternatively, the age of information [3] can be used as a design metric, where the state of a system is observed. Here, a non-successful transmission transmission every now and then might be acceptable, since the system can cope with intermittent link failure.

Small-scale fading is one of the main reasons for link-loss in rich scattering environments. It can be counteracted with forward error correction (FEC), relying on the assumption that fading events are short enough with respect to the coded packet length. If the coherence time of the channel is longer than the latency requirement, alternative measures have to be used to overcome small-scale fading. Exploiting spatial diversity through massive multiple input multiple output (MIMO) can improve the link robustness due to channel hardening. This approach reduces the variation of the channel gain around its mean and hereby the outage probability. Recently, we have suggested to use a fading margin to characterise channel hardening [4]. It describes the required excess gain to provide a certain outage probability at a chosen rate. Hence, the performance of an UR antenna array with varying number of antenna elements can be quantified clearly.

An additional caveat for URLLC is power limitation of users. Especially battery powered sensors in wireless sensor network (WSN) should avoid retransmissions. In those cases, minimising the fading margin improves the energy efficiency and allows to meet UR target outage probabilities. Moreover, smaller fading margins reduce the interference levels for users of the same system and systems that share the same spectrum resource.

This outlines why large antenna arrays are a technically viable solution for narrow-band URLLC without retransmission of packets. System level simulations based on a 3rd Generation Partnership Project (3GPP) channel model for a specific cell show promising results for a coherence interval based pilot strategy [5].

A fundamental question remains, how can we infer the system behaviour of events that barely ever happen? A neat approach is the characterisation of the lower tail of the cumulative distribution function (CDF) as an intermediate solution between parametric channel models and non-parametric models [6]. The lower tail of multiple common fading distributions follows a power law [2], which gives the possibility to relax the model assumption from a single distribution to a class of distributions. The power law approximation requires two parameters: an offset and the log-log slope of the CDF. E.g. the classic Rayleigh channel shows a well known slope of \(10\) dB per decade in the lower tail.

Furthermore, the outage probability in detection problems [7] for high signal to noise ratio (SNR) corresponds to the lower tail of the channel gain. Using the SNR emphasises the variation introduced due to the small-scale fading channel and avoids a dependency on a specific modulator and detector. Due to that correspondence, the log-log slope in the asymptotic lower tail reveals the diversity of the radio channel. We propose to evaluate the log-log slope at a specific probability, generalising it to the local diversity. Hence, for outage probabilities converging to zero it attains the classic diversity measure.

A dual slope behaviour in single antenna Rician fading channels with larger \(K\)-factors has already been shown in [8]. For multi-antenna systems in both Rayleigh and Rician fading, the outage probability slope in the UR-relevant regime deviates from the classic diversity. Therefore, a power law
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approximation of the lower tail can not provide an accurate description of the CDF for massive MIMO systems.

Our main contribution is the local diversity to highlight that lower tail approximations do not cover the actual system behaviour in the UR-relevant regime. We motivate the usage of analytical tools to get insight into UR-relevant statistics in the next section, because the number of of necessary observations for a reliable empirical approach is prohibitive for real world scenarios. An uncorrelated Rician multi-antenna fading environment is introduced in section III. Its local diversity is derived to relate the classical diversity to the UR-relevant regime. This measure can be seen as the relative error of a power law approximation based on the asymptotic behaviour of the lower tail. New compact expressions for the statistics without prior knowledge?

This is very unlikely in realistic scenarios, especially for high frequency window to belong to the same underlying CDF. Eventually, the characterisation of UR-relevant statistics in the remaining observations have to be gathered in a stationary time-correlated parallel observations of the radio channel. Therefrom a few ten to a few hundred, that can provide potentially practically useless.

This error term is characterising an error floor for the ECDF leading to the error term \( \epsilon \) with confidence \( \xi \):

\[
\epsilon = \sqrt{\frac{\ln \frac{2}{1-\xi}}{2R}}, \tag{1}
\]

This error term is characterising an error floor for the ECDF at low probabilities. Taking \( R = 10^6 \) observations as example and aiming at a confidence of \( \xi = 99\% \) gives an error term of \( 1.6 \times 10^{-3} \). The resulting upper bound of the ECDF for a true single-antenna Rayleigh fading channel is shown in Fig. I. It can be seen that the ECDF in the UR-relevant regime would be much smaller than the error floor, rendering empirical estimation of outage probabilities below \( 1.6 \times 10^{-3} \) practically useless.

The number of antenna elements in massive MIMO ranges from a few ten to a few hundred, that can provide potentially correlated parallel observations of the radio channel. The remaining observations have to be gathered in a stationary time-frequency window to belong to the same underlying CDF. This is very unlikely in realistic scenarios, especially for high (environmental) mobility with limited temporal stationarity. Eventually, the characterisation of UR-relevant statistics in the lower tail is prone to large estimation errors for non-parametric models. Additionally, if energy efficient users are required, less spectrum may be used, reducing the number of samples in the spectral domain. Hence, the spatial domain sampling provided by an antenna array has to provide both the robustness of the system as well as a number of observations to estimate the CDF.

The large number of observations an obstacle even for simulations. Assuming that outage probabilities of \( 10^{-6} \) with confidence of 99.9999\% are of interest, on the order of \( 10^{13} \) observations have to be collected. Both, runtime and memory requirements of Monte Carlo simulations become cumbersome to get reliable results for the ECDF. Hence, only the analytic study of the UR-relevant regime has the possibility to give insight into trade-offs, as long as the model assumptions are not violated.

II. PREDICTING THE UNPREDICTABLE?

Let us investigate empirical cumulative distribution functions (ECDFs) as non-parametric model, to understand the value of parametric analytical models for UR-relevant statistics. Basically, the UR-relevant regime covers the behaviour of rare events that barely ever happen and the fewer assumptions necessary the more general is the solution. How many observations are necessary to reliably estimate the UR-relevant statistics without prior knowledge?

The Dvoretzky–Kiefer–Wolfowitz (DKW) inequality [9], [10] can be used to bound an \( R \)-sample ECDF with respect to the true underlying CDF leading to the error term \( \epsilon \) with confidence \( \xi \):

\[
\epsilon = \sqrt{\frac{\ln \frac{2}{1-\xi}}{2R}}, \tag{1}
\]

This error term is characterising an error floor for the ECDF at low probabilities. Taking \( R = 10^6 \) observations as example and aiming at a confidence of \( \xi = 99\% \) gives an error term of \( 1.6 \times 10^{-3} \). The resulting upper bound of the ECDF for a true single-antenna Rayleigh fading channel is shown in Fig. I. It can be seen that the ECDF in the UR-relevant regime would be much smaller than the error floor, rendering empirical estimation of outage probabilities below \( 1.6 \times 10^{-3} \) practically useless.

The number of antenna elements in massive MIMO ranges from a few ten to a few hundred, that can provide potentially correlated parallel observations of the radio channel. The remaining observations have to be gathered in a stationary time-frequency window to belong to the same underlying CDF. This is very unlikely in realistic scenarios, especially for high (environmental) mobility with limited temporal stationarity. Eventually, the characterisation of UR-relevant statistics in the lower tail is prone to large estimation errors for non-parametric models. Additionally, if energy efficient users are required, less spectrum may be used, reducing the number of samples in the spectral domain. Hence, the spatial domain sampling provided by an antenna array has to provide both the robustness of the system as well as a number of observations to estimate the CDF.

The large number of observations an obstacle even for simulations. Assuming that outage probabilities of \( 10^{-6} \) with confidence of 99.9999\% are of interest, on the order of \( 10^{13} \) observations have to be collected. Both, runtime and memory requirements of Monte Carlo simulations become cumbersome to get reliable results for the ECDF. Hence, only the analytic study of the UR-relevant regime has the possibility to give insight into trade-offs, as long as the model assumptions are not violated.

III. RICIAN FADING CHANNEL REVISITED

We will consider Rician fading channels with a Rician \( K \)-factor and a diffuse power (gain) \( P_{\text{dif}} \), following the parametrisation in [11]. The \( K \)-factor describes the ratio between a deterministic component and the diffuse power of the radio channel. Hence, the mean power gain is \( (K + 1)P_{\text{dif}} \).

To take \( M \) uncorrelated antennas at the base station into account, a complex random vector with mean \( \sqrt{K P_{\text{dif}}} \left[ e^{j\phi_1}, e^{j\phi_2}, \ldots, e^{j\phi_M} \right]^T \) and covariance \( P_{\text{dif}} \mathbf{I} \) is constructed:

\[
\mathbf{h} \in \mathbb{C}^M \sim \mathcal{CN} \left( \sqrt{K P_{\text{dif}}} \left[ e^{j\phi_1}, e^{j\phi_2}, \ldots, e^{j\phi_M} \right]^T, P_{\text{dif}} \mathbf{I} \right). \tag{2}
\]

The phases \( \phi_m \) represent the phase front of the deterministic component with respect to the antennas and \( \mathbf{I} \) is the \( M \times M \) identity matrix. For Rayleigh fading (\( K = 0 \)), \( \mathbf{h} \) is a circular-symmetric complex normal random vector \( \mathbf{h} \sim \mathcal{CN}(0, P_{\text{dif}} \mathbf{I}) \).

The effective channel \( \mathcal{H} \) for a maximal ratio combining (MRC) weight vector \( \mathbf{w} \) at the receiver results in:

\[
\mathcal{H} = \mathbf{w}^T \mathbf{h} = \frac{\mathbf{h}^H \mathbf{h}}{\| \mathbf{h} \|^2_2} = \frac{1}{\sum_{m=1}^{M} |h_m|^2}. \tag{3}
\]
The connection between a single dominant and scattered channel components for a antenna channel coefficients in Eqn. (3). The mean effective power gain is:

\[ E(Q) = M(K + 1)P_{\text{dif}}, \]  

which follows from adding \( M \) independent Rician channels with the same \( K \)-factor and power in the diffuse component. Varying \( K \)-factors for different antenna elements could be accounted for, by using the mean \( K \)-factor in the above formulation. Both the \( K \)-factor and the number of antenna elements \( M \), have similar influence on the mean of the distribution.

Fig. 2a shows a selection of CDFs that describe the behaviour of a single antenna Rice channel. The channel gain is normalised with its mean to allow easier comparison of the small-scale fading aspects for different \( K \)-factors. A stronger deterministic component leads to a dual slope behaviour with a steeper gradient closer to the median of the distribution. Nonetheless, the gradient converges to 10 dB per decade in the lower tail and is independent of the \( K \)-factor. The very seldom cases occur only when the diffuse components can cancel the deterministic component almost perfectly. For a \( K \)-factor of 10 dB, the gradient is steepest in the region between −15 dB and 0 dB with respect to the mean. This indicates that the lower tail approximation underestimates the channel behaviour for outage probabilities ranging from \( 10^{-4} \) to 0.5.

For sake of completeness is the corresponding PDF \( f(Q) \) of the effective power gain given in the following equation.

\[
f(Q; P_{\text{dif}}, K, M) = \begin{cases} 
\frac{1}{\sqrt{\pi}} \cdot \frac{1}{K} I_0 \left( 2 \sqrt{K \frac{Q}{P_{\text{dif}}}} \right) & M = 1 \\
\frac{1}{\sqrt{\pi}} \left( P_{M-1}(KM, \frac{Q}{P_{\text{dif}}}) - P_M(KM, \frac{Q}{P_{\text{dif}}}) \right) & M > 1. 
\end{cases}
\]

Here, \( I_0(\cdot) \) is the zero-order modified Bessel function of the first kind. For the multi-antenna case, we can exploit the relation for derivatives of the complementary Marcum-Q function \( [12, \text{Sec. 2.3}] \).

**A. Local Diversity**

So far, the local diversity has only been introduced conceptually. Let us recall a common rule of thumb: the outage probability of a single antenna Rayleigh fading channel scales with 10 dB per decade in the lower tail. Furthermore, we have observed that a single antenna in narrowband Rician fading provides a diversity of one, too.

Therefore, a slope of 10 dB per decade outage probability is used as reference and we define the local diversity as derivative of the scaled logarithmic CDF of the channel power gain \( Q \) in dB:

\[ D(Q) = \frac{\partial}{\partial 10 \log_{10} (F(Q))} 10 \log_{10} (F(Q)) = \frac{Q f(Q)}{F(Q)}. \]

This ensures a scaling of \( 10/D \) dB per decade outage probability locally at \( Q \). E.g., a local diversity of 10, 33 and 100 describes a slope of 1 dB, 0.3 dB and 0.1 dB per decade outage.
probability, respectively. The classic diversity is attained by evaluating the local diversity for $Q \to -\infty$ dB.

Resolving the differentiation in Eqn. (5) reveals the quotient between PDF $f(Q)$ and CDF $F(Q)$, also known as inverse Mills’ ratio, multiplied with $Q$. To study how well a lower tail approximation represents the behaviour of the radio channel in the UR-relevant region for Rician channels, we use Eqns. (7) and (4) for the PDF and CDF of the effective power gain, respectively. The local diversity for antenna arrays can be expressed in terms of the complementary Marcum-Q function for $M > 2$:

$$D(Q; \text{dif}, M, M) = \frac{Q}{\text{dif}} \left( \frac{P_{M-1}(KM, \frac{Q}{\text{dif}})}{P_M(KM, \frac{Q}{\text{dif}})} - 1 \right).$$  \hspace{1cm} (9)$$

Fig. 3 presents the local diversity for a single antenna Rician channel ($M = 1$). Larger $K$-factors lead to a super-elevated region before before convergence to unity. The local diversity quantifies the increased steepness of the CDFs in Fig. 4b. Fig. 3 plots the local diversity with respect to probability to interpret its behaviour in the UR-relevant regime. The supe</p>
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TABLE I

NORMALISED LOCAL DIVERSITY $D/M$ EVALUATED AT $10^{-6}$ PROBABILITY. THE DIFFERENT COLOURED REGIONS SHOW WHERE THE ASYMPTOTIC TAIL APPROXIMATION HOLDS (GREEN), UNDERESTIMATES (RED) OR OVERESTIMATES (BLUE) THE SLOPE IN THE UR-RELEVANT REGIME.

| $K$  | Number of Antennas ($M$) |
|-----|--------------------------|
| dB  | 1 | 2 | 4 | 8 | 16 | 32 | 64 | 128 |
| $\infty$ | 1.00 | 1.00 | 0.99 | 0.92 | 0.80 | 0.65 | 0.50 | 0.38 |
| 0.0 | 1.00 | 1.00 | 1.00 | 0.97 | 0.87 | 0.72 | 0.57 | 0.43 |
| 3.0 | 1.00 | 1.00 | 1.07 | 1.13 | 1.03 | 0.86 | 0.67 | 0.51 |
| 6.0 | 1.00 | 1.07 | 1.48 | 1.56 | 1.38 | 1.12 | 0.86 | 0.64 |
| 10.0 | 1.09 | 2.56 | 3.07 | 2.77 | 2.25 | 1.74 | 1.31 | 0.96 |
| 20.0 | 23.39 | 19.02 | 14.68 | 10.99 | 8.08 | 5.86 | 4.22 | 3.02 |

Fig. 3. The local diversity with respect to the probability of a single antenna Rician channel for different $K$-factors.

Tab. I summarises the results for a probability of $10^{-6}$ over different $K$-factors and number of antennas $M$. The normalisation is achieved by dividing the local diversity with the number of antennas. Hence, once the normalised local diversity attains unity, the classic diversity of $M$ for large SNR is achieved. Therefore, the normalised local diversity can be interpreted as relative error between a lower tail approximation and the actual steepness of the effective gain CDF at the chosen probability.

IV. DISCUSSION

A. Validity of Lower Tail Approximations

The relative error of diversity is provided in Tab. I revealing three different connected regions. The first region (green) is covering small $K$-factors for small systems, where the normalised local diversity is close to unity. A lower tail approximation will give reasonable results for UR-relevant statistics.

The second region (blue) belongs to Rayleigh fading and smaller $K$-factors for an increasing number of antennas. In this case, the local diversity has not yet converged to unity and a lower tail approximation will overestimate the performance accordingly. E.g. a 64 antenna element array in Rayleigh fading at a probability of $10^{-6}$ will only provide the performance
predicted by the asymptotic regime of a 32 antenna system. For large systems, only significant deterministic components will provide superelevation in the region of interest.

The last region (red) belongs to large $K$-factors, where the local diversity is larger than the diversity, e.g. an environment with a $K$-factor of 10 dB and 4 antennas presents a local diversity of $4 \cdot 3.07 \approx 12$ in the superrelevated probability region. The superelevation moves towards smaller probabilities for an increasing number of antennas. Overall, the deterministic component of a Rician fading environment plays a role for every $K$-factor for large antenna systems and a growing $K$-factor increases the local diversity.

Tab. I demonstrates clearly that a low tail approximation is giving misleading results for the effective channel gain of massive MIMO systems in Rayleigh and Rician fading.

### B. Array Deployment Strategies

In the following the impact of some array deployment strategies for URLLC applications is discussed. We relate the local diversity to the fading margin, another tangible figure of merit. The fading margin is describing the gap between the median of the effective channel gain distribution and a target outage probability $\bar{F}_o$. It has been evaluated for the same parameters as the normalised local diversity and the result is presented in Tab. II. This complementary perspective highlights the return on investment of extra power or antenna gain, to improve the reliability of a system.

Regarding each column in the table shows, that every increase of the deterministic component will reduce the margin, thereby improving the robustness of the system. Hence, it is worthwhile to compare a larger co-located system with a smaller $K$-factor to smaller spatially distributed deployments.

It can be assumed that a distributed deployment will have at least one subarray closer to a user, giving a larger $K$-factor. As an example: a co-located uncorrelated 64 antenna base station in a Rician fading environment with $K = 0 \, \text{dB} = 1$ would require a fading margin of 2.5 dB at an outage probability for $10^{-6}$. The mean of the effective channel gain is $\langle 4 + 1 \rangle P_{\text{dif}} = 128 P_{\text{dif}}$. Instead, placing two non-cooperating uncorrelated 32 antenna base stations (BSs) into that environment, which reduces the length of the deterministic path to a half for a user, could increase the $K$-factor by 6 dB. The closer base stations would then require a fading margin of 2.5 dB at an outage probability for $10^{-6}$. For this setting the mean gain would be $32 \cdot (4 + 1) P_{\text{dif}} = 160 P_{\text{dif}}$.

The CDFs of both deployments are shown in Fig. 5 where both slopes of have not yet converged to the asymptotic behaviour of the lower tail in the UR-relevant regime. In this toy example, distributed base stations requiring the same amount of hardware would give equal fading margins and increase the mean effective gain compared to the co-located case. Hence, not only capacity improvements can be achieved by densification of base stations, but UR-relevant statistics can improve too without increasing the amount of deployed hardware.

In a more general situation, for fading environments with deterministic propagation components, the number of antenna elements per base station influences where the normalised local diversity shows superelevation. We notice further, in a pure Rayleigh fading environment, increasing the number of base station antennas gives diminishing returns (see Fig. 4).

### C. Inferring UR-relevant Statistics?

So, how can we infer the system behaviour of events that barely ever happen? Given a limited number of measurable samples from each antenna element, how could the UR-relevant statistics be analysed in real world systems?

There are two basic approaches for UR antenna arrays:

1) **Element Statistics:** The first is based on collection of antenna element observations, estimation of each distribution and careful modeling of correlation properties. Antenna elements that belong to the same local area could be lumped into a single distribution to make more samples available. Post-processing of the resulting distributions with combination strategies like selection combining (SC) or MRC result in a CDF to be evaluated in the UR-relevant regime. In case of SC, it is not necessary to have a reliable estimate of the antenna element CDFs in that regime, but rather in the regime resulting from the $M$-th root of the target outage probability. This follows from the maximum order statistic for the strongest constituent, being the $M$-th power of the element CDF. Since MRC will give a better combined gain than SC, using a SC result allows to bound the system behaviour in the

![Fig. 5. CDFs of a co-located 64 antenna base station with $K$-factor 0 dB (blue) and the closest distributed 32 antenna base station (orange) with $K$-factor 6 dB. The stronger deterministic component of the channel in the distributed base station case compensates for the reduced number of antennas, resulting in a similar local diversity at $10^{-6}$, giving a slight advantage with respect to the mean of the channel gain.](image-url)
UR-relevant regime based on reliable estimates of the element CDFs.

2) Combined Statistics: The second approach implements a specific combination strategy, evaluating the UR-relevant statistics directly. This includes intrinsically antenna correlation, avoiding the necessity of explicit characterisation. Unfortunately, this strategy requires prohibitively many observations. Even for the first approach a lot of samples are necessary, but the antenna element observations do not need to be observed in the UR-relevant regime directly, since this regime only matters for the effective channel gain! Furthermore, the correlation is expected to depend to a lesser extent on the combined channel stationarity, allowing them to be studied in more detail with help of all antenna element observations.

D. Correlated Channels

Even though this manuscript demonstrated a local diversity based analysis for uncorrelated systems, the same ideas can be transferred to correlated antenna arrays. Analytic results can be derived from the effective channel gain PDF and CDF of the correlated system, to avoid Monte Carlo simulations that depend on a large amount of observations to provide reasonable insight.

V. CONCLUSION

Acquisition of UR-relevant channel statistics is difficult to achieve in practical situations, because the number of required observations is tremendous. Ultimately, the spatial, spectral and temporal stationarity of the radio channel restricts the collection of a sufficient number of observations. The approach of using the asymptotic lower tail behaviour, to avoid determination of a specific fading distribution, can be used for small arrays up to four antennas in low $K$-factor Rician fading. Systems that provide large diversity, require consideration of the local diversity in the UR-relevant regime. There, the asymptotic behaviour applies to probabilities beyond the UR-relevant regime only. Normalisation of the local diversity with the number of antenna elements in an array gives a relative deviation from the classic diversity. Furthermore, the local diversity opens up for performance evaluation, where measurements of correlated antenna systems can be compared to an uncorrelated optimum.

For fast and numerically stable calculations, the distribution functions and local diversity of the effective gain of an uncorrelated antenna array in Rician fading can be formulated on the basis of the complementary Marcum-Q-function. Evaluation of the fading margin and distribution mean reinforces that a dense deployment of smaller base stations with the potential for increased deterministic radio channels is preferable over very large co-located systems, not only improving system capacity but also robustness.

APPENDIX

A. CDF of the Effective Power Gain

The non-central gamma distribution has PDF $w_{\rho}(x; \alpha, \mu)$ for index $\rho$, scale $\alpha$, and non-centrality $\mu$. \cite[(1.47')] for $x \geq 0$:

$$w_{\rho}(x; \alpha, \mu) = \frac{1}{\alpha} x^{-\frac{\rho+\mu}{\alpha}} e^{-\frac{\rho}{\alpha} x} I_{\rho-1} \left( 2 \sqrt{\frac{\mu x}{\alpha}} \right).$$

The corresponding CDF $W_{\rho}(x; \alpha, \mu)$ can be directly related to the definition of the complementary Marcum Q-function in Eqn. \cite[(5.3.7)] by substitution of $t = \frac{x^2}{\alpha}$ in the integral relation between CDF and PDF:

$$W_{\rho}(x; \alpha, \mu) = \int_0^x w_{\rho}(x'; \alpha, \mu) dx' = P_{\rho}(\mu, \frac{x}{\alpha}).$$

The gain PDF $f(Q; P_{\text{dif}}, K, M = 1)$ of a single antenna Rician channel is readily available by using the Rician envelope PDF from \cite[(5.2.1)] and replacing the power term of the deterministic component \cite[(5.3.8)] in the integral relation between CDF and PDF:

$$f(Q; P_{\text{dif}}, K, M = 1) = \frac{1}{P_{\text{dif}}(Q)} \exp \left( - \frac{Q}{P_{\text{dif}}(Q)} - K \right) I_0 \left( 2 \sqrt{K P_{\text{dif}}(Q)} \right) = w_{1}(Q; P_{\text{dif}}, K).$$

This PDF is a special case of the non-central gamma distribution PDF in Eqn. \cite[(10)] for index one, scale $P_{\text{dif}}$ with non-centrality $K$.

For $M$ independent single antenna Rician channels with potentially differing $K$-factors $K_m \forall m \in \{1, \ldots, M\}$ the additive property of non-central gamma distributions can be used to get the PDF of the effective channel gain. The addition property allows to represent the sum of independent random variables with the same scale, potentially varying index and non-centrality as non-central gamma distribution \cite[(1.51)].

The generalisation of Eqn. \cite[(12)] for an $M$ antenna array follows a non-central gamma distribution of index $M$ and non-centrality $\sum_{m=1}^M K_m$:

$$f(Q; P_{\text{dif}}, K, M) = w_M \left( Q; P_{\text{dif}}, \sum_{m=1}^M K_m \right).$$

Using Eqn. \cite[(11)] gives the CDF of the effective channel gain based on the inverse Marcum Q-function:

$$F(Q; P_{\text{dif}}, K, M) = \frac{M}{P_{\text{dif}}(Q)} \sum_{m=1}^M K_m.$$
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