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We investigate the effect of a unidirectional quenched random field on the anisotropic quantum spin-1/2 XY model, which magnetizes spontaneously in the absence of the random field. We adopt mean-field approach for this analysis. The models considered have in general the Ising symmetry and as such exhibit ferromagnetic order in 2D and 3D in the presence of not too large disorder. Even in the special case when the model without disorder has $U(1)$ symmetry, a small $U(1)$-symmetry breaking random field induces ferromagnetic long range order in 2D. The mean field approach, consequently, provides a rather good qualitative and even quantitative description, when applied not too close to the criticality. We show that spontaneous magnetization persists even in the presence of the random field but the magnitude of magnetization gets suppressed due to disorder, and the system magnetizes in the directions parallel and transverse to the random field. Our results are obtained by analytical calculations within perturbative framework and by numerical simulations. Interestingly, we show that it is possible to enhance a component of the magnetization in presence of the disorder field provided we apply an additional constant field in the $XY$ plane. Moreover, we derive generalized expressions for the critical temperature and the scalings of the magnetization near the critical point for the $XY$ spin system with arbitrary fixed quantum spin angular momentum.

I. INTRODUCTION

Disorder is ubiquitous in solid state materials. The effects of disorder are often non-intuitive, and hence have generated a lot of attention in condensed-matter physics. Disorder can currently also be engineered in a controlled way via ultracold atoms trapped in optical lattices subjected to an additional, e.g. optical speckle potential. Disordered systems are often endowed with nontrivial properties, dramatically different from those of their homogeneous counterparts. The novel quantum phases and unique phenomena, such as Anderson localization, dynamical many-body localization and presence/absence of thermalization, and high $T_c$ superconductivity are some of the prominent examples. Quenched disorder in type II superconductors have been investigated by using Ginzburg-Landau theory to uncover “glassy” properties in the system. In particular, considerable efforts have been dedicated to understanding the effects of disorder in spin models, both classical and quantum.

In classical systems with continuous symmetry, it has been shown that a random field with the symmetry of the system may cause significant changes in its properties. A small random magnetic field of this kind can destroy magnetization in a classical spin system at any temperature, including zero-temperature. For example, two-dimensional $XY$ and Heisenberg models do not magnetize in presence of random fields with $SO(2)$ and $SO(3)$ symmetries respectively (see also) for the analogous effect in systems with discrete symmetry). The effect prevails in higher dimensions as long as the random field exhibits the corresponding symmetry. However, in absence of appropriate symmetry, these systems exhibit spontaneous magnetization. Interestingly, Ref. demonstrated a counterintuitive phenomenon, random-field-induced order, where disorder favors ordering in certain spin models that magnetize at a higher temperature in the presence of arbitrarily small symmetry breaking random field in comparison to the disorder free systems. Disorder induced ordering has also been reported in several other contexts.

Despite the difficulty in dealing with spontaneous magnetization and other system characteristics in quantum disordered systems, many important results have been obtained. A quantum Hall nematic phase has been predicted in a zero temperature two-dimensional electron system that is unstable to weak disorder. Collective properties of magnetic impurities on a topological surface were studied both theoretically and experimentally. Experimental and theoretical investigations in solid state systems have revealed that alloy disorder can reduce the Curie temperature in the system. Arbitrarily weak interparticle interactions were shown to destabilize the surface states of topological superconductors in the presence of non-magnetic disorder. The critical behavior and effective exponents in ferromagnetic quantum phase transitions of disordered systems were derived in Ref.

Recently, a mean-field classical spin model with $SO(n)$ symmetry was considered and its spontaneous magnetization was investigated in presence of unidirectional
random fields. The natural question is how a symmetry breaking random field affects these systems in the quantum limit. As already mentioned before, this question is particularly relevant as the disordered quantum spin models are currently accessible to experimental community. If we restrict ourselves to the XY model with a random field, and to one dimension, then such quantum system of a moderately large size can be investigated using the Jordan-Wigner technique. However, higher dimensional quantum spin models remain intractable due to the lack of analytical and numerical techniques, even for ordered systems. We work within the mean-field (MF) approximation which is often effective in capturing system’s properties qualitatively. Numerical schemes like exact diagonalization are usually inefficient for even moderately large systems, due to the exponential growth of the dimension of the system’s Hilbert space. Metastability effects and slow relaxation rates, usually present in disordered systems, make other numerical simulation techniques such as density-matrix renormalization group, Monte-Carlo approach difficult to apply, particularly in higher-dimensional lattice systems with higher-dimensional spins. The mean-field approach essentially liberates one from these immediate challenges allowing for a detailed analysis, that enables us to answer some of the key questions. Of course, the price to pay is that the mean field approach is not expected to describe the details of the critical behavior precisely, except in high dimensions.

Before turning to the main body of the paper, let us explain why the use of mean-field theory is interesting in the context of the problem considered in this paper. It may be expected that the interplay of short-range interactions and random fields ensue situations, where mean-field approaches fail. For instance, Ising ferromagnetism turns out to be unstable to infinitesimal random fields in dimensions lower than 2. Strictly speaking, mean field theory is exact in infinite dimension or in systems of infinite connectivity (infinite number of next neighbors).

Let us mention here that mean-field approximation should be understood as a variational method, in which minimization of energy of a lattice system corresponding to the ground state at zero temperature is assumed to have a product form for each lattice site and the minimization of the free energy corresponding to the density matrix at non-zero temperature also has a form of a product over the sites. Such a mean-field treatment works well whenever ferromagnetic order is present far from quantum criticality, e.g., Ising systems without disorder in lattice dimension \( d \geq 2 \) and XY, Heisenberg systems in \( d \geq 3 \) at temperature \( T > 0 \). For \( d \geq 4 \), mean-field starts to work well even at quantum criticality.

We consider here anisotropic XY systems with Ising symmetry. In the absence of disorder, the system orders for \( d \geq 2 \), whereas exhibit Kosterlitz-Thouless-Berezinskii transitions in the special isotropic \( U(1) \) symmetric case in 2D. (In the presence of the parallel \( (U(1) \) symmetry breaking) random field, the system orders ferromagnetically even in 2D (as proven in Refs.15-17). For this reason, far from quantum criticality, mean-field provides quantitatively reasonable approximation that allows to estimate very well the critical temperature and the value of the order parameters in 2D, 3D and higher dimensions. On the contrary, mean field results do not work in 1D, where there is no long range order.

This work considers quantum spin-1/2 XY model with anisotropic interaction in presence of a unidirectional quenched random field. The purely isotropic case, i.e., the quantum XY model with vanishing anisotropy parameter and vanishing disorder, exhibits a spontaneous magnetization which has circular symmetry. The continuous symmetry is broken due to the presence of anisotropy even for the pure system. The pure spin-1/2 XY system magnetizes below a certain critical temperature. This system still magnetizes when a random field is introduced at a critical temperature which is higher than in the system without disorder. We show by means of numerical as well as perturbative analysis that the system now magnetizes in specific directions, which is either along the parallel or the perpendicular directions to the random field. The critical temperature in both cases decreases with the increase of the random field strength. We find that the critical temperature corresponding to the transverse and the parallel directions show opposite behavior with respect to the anisotropy in the system. Specifically, with the increase of anisotropy, the critical temperature corresponding to the transverse magnetization increases, while the opposite happens for parallel magnetization. It is important to mention that for vanishing anisotropy parameter, the continuous symmetry of the pure XY system is broken by the introduction of an arbitrarily small random field. We also present general expressions of the scalings of critical temperature of magnetization for the quantum XY spin systems with arbitrary half-integer and integer spins.

In addition, adding a constant magnetic field along with the random field, we find that the component of the magnetization perpendicular to the random field gets enhanced due to the disorder, which has also been reported for several other models.17,30,31

The rest of the paper is arranged as follows. In Sec. II we introduce the spin-1/2 quantum XY model in presence of the random field, and subsequently derive critical scaling of the magnetization via perturbative approach. We also discuss numerical results obtained within the MF approximation. In Sec. III we demonstrate, both numerically and analytically, the disorder induced enhancement under the influence of an additional constant field. In Sec. IV we derive the generalized expressions for the case of arbitrary integer and half-integer spins. Finally, we conclude in Sec. V.
II. QUANTUM SPIN-1/2 XY MODEL IN A RANDOM FIELD

We consider the quantum spin-1/2 XY model in a random field. Our aim is to study the effect of the random field on the magnetization as a function of temperature, and to find the scaling of the magnetization around the critical temperature. In the following subsection, we introduce the system and the mean-field approximation.

A. The system and its mean-field treatment

The Hamiltonian of the ferromagnetic quantum XY model is given by

\[ H_{XY} = H_{\text{int}} + H_{\text{ext}}, \]

where

\[ H_{\text{int}} = -\sum_{|i-j|=1}^N [J_x \sigma_i^x \sigma_j^x + J_y \sigma_i^y \sigma_j^y]. \]

The coupling constants, \( J_{\alpha} \), are assumed to be positive. They can be further expressed in terms of an anisotropy parameter, \( \gamma \), as \( J_x = J(1 + \gamma) \) and \( J_y = J(1 - \gamma) \). In the following discussion, we assume \( \gamma \geq 0 \), unless stated otherwise. The indices, \( i \) and \( j \) denote the sites of an arbitrary \( d \) dimensional lattice and \( \sigma_i^\alpha, \alpha = x, y \) are the Pauli matrices on the \( \nu \text{th} \) site. The part of the Hamiltonian in Eq. (1) due to an inhomogeneous magnetic field, \( H_{\text{ext}} \), equals

\[ H_{\text{ext}} = -\epsilon \sum_i \vec{h}_i \cdot \vec{\sigma}_i, \]

where \( \epsilon (>0) \), a dimensionless parameter that quantifies the strength of the randomness, is typically chosen to be small. The unidirectional random field, \( \vec{h}_i \), is chosen to be \( \vec{h}_i = \eta_i \cdot \hat{e}_y \), where \( \eta_i \) are independent and identically distributed quenched Gaussian random variables with zero mean and unit variance, and \( \hat{e}_y \) is the unit vector in the \( y \)-direction. Within the mean-field limit, as we show below, the pure systems governed by the Hamiltonian \( H_{\text{int}} \) magnetizes even in low-dimensions. This does not contradict the Mermin-Wagner-Hohenberg theorem\(^{32} \), which predicts no spontaneous magnetization in one- and two-dimensions, at \( \gamma = 0 \), since the predictions made by the mean-field approximation only becomes accurate in higher dimensions\(^{33} \) where Mermin-Wagner-Hohenberg theorem is not valid. Interestingly, it has been shown that a uniaxial random field may help the system to magnetize even at two-dimension\(^{15,34} \). Note that had the random field, \( \vec{h}_i \), been chosen to be invariant under rotations, the system would not magnetize at any nonzero temperature in any dimension \( d \leq 4 \).\(^{14,18,19} \)

Within the mean-field approximation, each spin is regarded to be reacting to an average field due to all the other spins in the system. Assuming \( N \) to be the total number of spins in the system, the effective interaction, replacing the nearest neighbor interaction in \( H_{\text{int}} \), for large \( N \), equals approximately

\[ H_{\text{int}} = -1/N(\sum_{\alpha=x,y} \sum_{i,j;\nu\neq i} J_{\nu}\sigma_i^\alpha\sigma_j^\alpha) = -\sum_{\alpha=x,y} \nu J_{\alpha} m_\alpha \sigma_i^\alpha, \]

where \( m_\alpha = \frac{1}{N} \sum_{j=1}^N \sigma_j^\alpha \). \( J_{\alpha} \) is the coupling constant and \( \nu \) is the coordination number which depends on the geometry of the lattice. Note that mean-field approximation provides close to the exact description for large dimensional lattice systems\(^{35} \). Within the mean-field approximation, the Hamiltonian, \( H_{XY} \), is given by

\[ H = -J(1 + \gamma)m_x \sigma_x - J(1 - \gamma)m_y \sigma_y - \epsilon \vec{h} \cdot \vec{\sigma}, \]

where the operators \( m_\alpha \) are replaced by their average values denoted by the same symbol, in the canonical equilibrium state at absolute temperature \( T \) and \( J = J' \nu \). Now in order to monitor the behavior of the magnetization as a function of temperature, one needs to calculate the expectation value of the spin operators, \( \sigma_\alpha, \alpha = x, y \). So in the mean-field regime, the magnetization of the system governed by the Hamiltonian, \( H \) (see Eq. (11)), is given by

\[ m_\alpha = \text{Av}_\eta \left[ \frac{Tr[\sigma_\alpha \exp(-\beta H)]}{Tr[\exp(-\beta H)]} \right], \]

where \( \beta = 1/(k_B T) \), where \( k_B \) is the Boltzmann constant, and \( \text{Av}_\eta[\cdot] \) denotes the average over the realizations of randomness. From Eqs. (11) and (5), we obtain a coupled set of the following two equations:

\[ m_\perp^2 \equiv m_x = \text{Av}_\eta \left[ \frac{J(1 + \gamma)m_x}{k^c} \tanh(\beta k^c) \right], \]

and

\[ m_\parallel^2 \equiv m_y = \text{Av}_\eta \left[ \frac{J(1 - \gamma)m_y + \epsilon \eta}{k^c} \tanh(\beta k^c) \right], \]

where \( k^c = \sqrt{(J(1 + \gamma)m_x)^2 + (\epsilon \eta + J(1 - \gamma)m_y)^2} \). Note that the subscripts \( \perp \) and \( \parallel \) classify two distinct
cases, as would be apparent later. The superscripts $\epsilon$ and $2$ keep track of the strength of the disorder and of the value of the spin $1/2$ respectively.

\section*{B. Critical point and scaling of magnetization near criticality}

The magnetization, $\vec{m}$, can be obtained by finding the common zeros of the following two functions obtained from Eqs. (6) and (7)

$$F_x^c,2(\vec{m}) = \Lambda \frac{J(1+\gamma)m_x}{k^\epsilon} \tanh(\beta k^\epsilon) - m_x, \quad (8)$$

and

$$F_y^c,2(\vec{m}) = \Lambda \frac{J(1-\gamma)m_y + \epsilon \eta}{k^\epsilon} \tanh(\beta k^\epsilon) - m_y. \quad (9)$$

Let us set $m_x = m \cos \phi_1$, $m_y = m \sin \phi_1$, and $\vec{m} = (m_x, m_y)$.

By performing perturbative analysis, we can study the magnetization for small $\epsilon$. Taylor series expansion of Eqs. \((8)\) and \((9)\) in $\epsilon$ around $\epsilon = 0$ gives

$$F_x^c,2(\vec{m}) = c_1 + \frac{1}{2} b_1 \epsilon^2 + O(\epsilon^4), \quad (10)$$

and

$$F_y^c,2(\vec{m}) = c_2 + \frac{1}{2} b_2 \epsilon^2 + O(\epsilon^4), \quad (11)$$

where

$$c_1 = m_x \left(-1 + \frac{J(1+\gamma)}{k} \tanh(\beta k)\right), \quad (12)$$

$$c_2 = m_y \left(-1 + \frac{J(1-\gamma)}{k} \tanh(\beta k)\right). \quad (13)$$

Here $k = \sqrt{(J(1+\gamma)m_x)^2 + (J(1-\gamma)m_y)^2}$.

A contour analysis at this point becomes helpful to characterize the behavior of the system, in particular, in finding the directions in which the system magnetizes (see Fig. 1). This amounts to identification of the zero-contour lines corresponding to Eqs. (10) and (11). The intersection points of the zero-contour lines are possible solutions of the magnetization. For any given set of parameters, one immediately finds that the roots of the $F_x^c,2(\vec{m})$ and $F_y^c,2(\vec{m})$ exist only at $\phi_1 = 0$ or $\pi/2$. This implies that the magnetization is either transverse to the random field (case I) or parallel to the random field (case II). Note that for $\epsilon = 0$ and $\gamma = 0$, the zero contour lines for both the equations would lie on top of each other due to the circular symmetry in the system. However, an arbitrary small random field is enough to break this symmetry. It follows from the contour analysis that above a certain temperature, the critical temperature, the zero-contour lines corresponding to Eqs. (10) and (11) intersect only if $m_x = m_y = 0$, which is a trivial solution.

In order to find the critical temperature and the scaling of magnetization near criticality, we perform another round of Taylor expansions in Eqs. (10) and (11) around $m = 0$ to obtain

$$F_x^c,2(\vec{m}) = -\frac{1}{3} \left(3 + J_3 \beta(1+\gamma)(-3 + \beta^2 \epsilon^2)\right) m \cos \phi_1$$

$$-\frac{1}{3} \frac{2 J_3 \beta^3(1+\gamma)^3}{5} \left(5 - 8 \beta^2 \epsilon^2 + 4 \beta^2 \epsilon^2 \cos 2\phi_1\right) m^3 \cos \phi_1$$

$$+ O(m^5), \quad (16)$$

and

$$F_y^c,2(\vec{m}) = \left(-1 + J_3 \beta(1-\gamma)(1 - \beta^2 \epsilon^2)\right) m \sin \phi_1$$

$$-\frac{1}{3} \frac{2 J_3 \beta^3(1-\gamma)^3}{5} \left(5 - 16 \beta^2 \epsilon^2 + 4 \beta^2 \epsilon^2 \cos 2\phi_1\right) m^3 \sin \phi_1$$

$$+ O(m^5). \quad (17)$$

$$b_1 = -\frac{3 J^3 m_x m_y^2 \beta(1-\gamma)^2(1+\gamma)}{k} \frac{1}{\cosh(\beta k)^2} + \frac{J m_x \beta(1+\gamma)}{k^2} \frac{1}{\cosh(\beta k)^2} + \frac{3 J^3 m_x^2 m_y^2 \beta(1+\gamma)^2(1-\gamma) \tanh(\beta k)}{k^5}$$

$$- \frac{J m_x (1+\gamma) \tanh(\beta k)}{k^3} - \frac{3 J^3 m_x^2 m_y^2 \beta(1+\gamma)^2(1+\gamma) \tanh(\beta k)}{k^5}$$

$$- \frac{J m_y (1-\gamma) \tanh(\beta k)}{k^3} - \frac{3 J^3 m_y^2 \beta(1+\gamma)^2 \tanh(\beta k)}{k^5}$$

$$b_2 = -\frac{3 J^3 m_y \beta(1-\gamma)^3}{k^4} \frac{1}{\cosh(\beta k)^2} + \frac{3 J m_y \beta(1-\gamma)}{k^2} \frac{1}{\cosh(\beta k)^2} + \frac{3 J^3 m_y^3 \beta(1-\gamma)^3 \tanh(\beta k)}{k^5}$$

$$- \frac{3 J m_y (1-\gamma) \tanh(\beta k)}{k^3} - \frac{3 J^3 m_y^3 \beta(1-\gamma)^3 \tanh(\beta k)}{k^5}$$

$$- \frac{3 J m_y (1-\gamma) \tanh(\beta k)}{k^3} - \frac{3 J^3 m_y^3 \beta(1+\gamma)^3 \tanh(\beta k)}{k^5}$$

$$+ \frac{1}{3} \frac{2 J_3 \beta^3(1-\gamma)^3}{5} \left(5 - 8 \beta^2 \epsilon^2 + 4 \beta^2 \epsilon^2 \cos 2\phi_1\right) m^3 \cos \phi_1$$

$$+ O(m^5), \quad (16)$$

and

$$F_y^c,2(\vec{m}) = \left(-1 + J_3 \beta(1-\gamma)(1 - \beta^2 \epsilon^2)\right) m \sin \phi_1$$

$$-\frac{1}{3} \frac{2 J_3 \beta^3(1-\gamma)^3}{5} \left(5 - 16 \beta^2 \epsilon^2 + 4 \beta^2 \epsilon^2 \cos 2\phi_1\right) m^3 \sin \phi_1$$

$$+ O(m^5). \quad (17)$$
The contour analysis implies that the allowed values of \( \phi_1 \) are \( \pi/2 \) and 0. For transverse magnetization, i.e., for the case I with \( \phi_1 = 0 \), \( F_y(\vec{m}) \) vanishes (see Eq. 17)). The nontrivial solutions, which solely appear from Eq. (18), are given by

\[
m_{\perp}^{c,2} = \pm \sqrt{5} \sqrt{\frac{3 + J\beta(1+\gamma)(\epsilon^2 \beta^2 - 3)}{(-5 + 4\epsilon^2 \beta^2) J^3 \beta^3 (1+\gamma)^3}}.
\] (18)

The critical point is obtained by setting \( m_{\perp}^{c,2} = 0 \) in Eq. (18). We get

\[
\beta_{c,\perp}^{c,2} = \frac{1}{J(1+\gamma)} + \frac{\epsilon^2}{3J^3(1+\gamma)^3}.
\] (19)

Here \( \beta \) is associated with the subscript \( \perp \), following the similar convention in magnetization.

The magnetization values corresponding to case II are obtained by setting \( \phi_1 = \pi/2 \) in Eqs. (16) and (17). In this case, the function in Eq. (16) vanishes. The nontrivial solutions of Eq. (17) are given by

\[
m_{\parallel}^{c,2} = \pm \sqrt{3} \sqrt{\frac{1 + J\beta(1-\gamma)(\epsilon^2 \beta^2 - 1)}{J^3 \beta^3 (1-\gamma)^3(4\epsilon^2 \beta^2 - 1)}}.
\] (20)

Subjecting Eq. (20) to the constraint \( m_{\perp}^{c,2} = 0 \), we obtain the following expression for the critical temperature:

\[
\beta_{c,\parallel}^{c,2} = \frac{1}{J(1-\gamma)} + \frac{\epsilon^2}{J^3(1-\gamma)^3}.
\] (21)

From the set of Eqs. (18) and (20) for the same set of parameters. The red circles are the analytic solutions derived for small \( \epsilon \) and \( \gamma \) with \( \epsilon/J = 0.1 \) and \( \gamma = 0.1 \). Insets: The blue solid lines correspond to the analytical solutions derived for small \( m \) given in Eqs. (18) and (20) for the same set of parameters. The red circles are the numerical results. We find that the numerical and analytical results agree in the small \( m \) regime. All quantities are dimensionless.

set of Eqs. (6) and (7), which become identical for the isotropic ordered systems. The symmetry is broken in presence of the random field and then the system prefers a specific direction of magnetization.

Moreover, it is clear from Eqs. (13) and (21), that critical temperature at which system magnetizes increases with the coordination number, i.e., with the dimension of the system, for any value of \( \gamma \).

C. Numerical results

In the previous section, we derived the expressions for magnetization near the critical point. However, away from the critical point, where the perturbative approach is no longer valid, one has to rely on a numerical simulation to find the roots of the coupled set of equations, given in Eqs. (6) and (7). We use the classical Monte Carlo technique for performing a configurational averaging over \( \eta \). It requires a few thousands of random realizations in order to obtain converged values. Our numerical searches show the presence of two kind of solutions, either \( m_{\perp}^{c,2} \neq 0 \), \( m_{\parallel}^{c,2} = 0 \) (i.e., case I) or \( m_{\perp}^{c,2} = 0 \), \( m_{\parallel}^{c,2} \neq 0 \) (i.e., case II), which is in accordance with previous discus-
FIG. 3: (color online) Magnetization as a function of $J\beta$ for different choices of the anisotropy constant, $\gamma$, in the directions a) transverse and b) parallel to the random field. Circles, squares, and crosses correspond to the magnetization of the system with $\epsilon/J = 0.1$ and $\gamma = 0.2$, 0.4, and 0.6, respectively. Insets show the inverse critical temperatures as functions of $\gamma$ for $\epsilon/J = 0.1$. All quantities are dimensionless.

The behavior of the transverse and the parallel magnetizations for a given $\epsilon$ and selectively chosen values of the anisotropy constant, $\gamma$, is demonstrated in Fig. 3. We find that the inverse critical temperature, $\beta_c^\perp$, decreases with increasing $\gamma$ for the case when the system magnetizes in the direction which is transverse to the applied random field. The opposite happens when the system magnetizes in the direction which is parallel to the random field. The insets of the Figs. 3(a-b) show the critical temperatures $\beta_c$'s as functions of $\gamma$. The trends suggest that for highly anisotropic systems, the parallel magnetization would occur only at sufficiently low temperatures. High anisotropy favors transverse magnetization, i.e. the system starts magnetizing in the transverse direction at comparatively higher temperatures.

For $\epsilon = 0$ and $\gamma = 0$, the Hamiltonian (4) has $U(1)$-symmetry. As seen from Eq. (4), positive values of the parameter $\gamma$ destroy this symmetry, leading to an anisotropic system that magnetizes due to a $Z^2$-symmetry breaking mechanism, both in the direction transverse to the random field and in the direction parallel to it. In particular, the Mermin-Wagner-Hohenberg result no longer applies, so that the system magnetizes in two dimensions, unlike in the $\gamma = 0$ case. Magnetization persists in the presence of a (small) random field, directed along the $y$-axis. Fig. 3 presents the values of the magnetization in both directions for three different values of $\gamma$. The critical temperature for the onset of the transverse magnetization is higher than that for the onset of the parallel magnetization and the latter is smaller than the former. One also sees from Fig. 3(a) that the critical temperature for the onset of the transverse magnetization grows with $\gamma$ ($\beta_c$ decreases with $\gamma$). Fig. 3(b) demonstrates the reversal of this tendency for the parallel magnetization.

As seen from Eqs. (19) and (21), presence of the random field lowers the critical temperatures at which both magnetizations appear, but the effect is more pronounced in case of the parallel magnetization. This is consistent with the fact that for the two-dimensional system at $\gamma = 0$, it is the very presence of the disorder that makes the system magnetize in the transverse direction, i.e. a small random field actually enhances the value of the transverse magnetization.

It is worth mentioning here that we work within the equilibrium scenario, where the properties of the system depend only on the given choice of the system parameters. Our results tell us that within this treatment, there are three regions on the temperature scale with respect to spontaneous magnetizability: Region 1 – The system does not magnetize in any direction; Region 2 – For a window of temperature below Region 1, it magnetizes in a single direction; Region 3 – For still lower temperatures, it magnetizes in two orthogonal directions. The methods needed to reach these phases, from a possibly high temperature, is an important aspect, but is beyond the scope of the present study. We would however like...
to mention that the spontaneous magnetization requires an infinitesimal external field to manifest itself. Therefore, in principle, one can imagine that the material is cooled through the Regions 1 and 2 where the system remains unmagnetized, and a symmetry-breaking infinitesimal field is applied only when we are inside Region 3, causing the system to magnetize accordingly (depending on the symmetry breaking field).

III. DISORDER INDUCED ENHANCEMENT: RANDOM FIELD QUANTUM XY MODEL IN THE PRESENCE OF AN ADDITIONAL UNIFORM FIELD

Until now, we have seen that the spontaneous magnetization in the system persists, albeit only in a restricted set of directions, even in the presence of a disordered field. Is this still true when there is an additional constant field? In this section, we consider this question and show that not only does the spontaneous magnetization persist—disorder can now help one of the components of the magnetization to achieve an enhanced value compared to the ordered system.

We first consider the case in which the ordered XY model is subject to a constant magnetic field, $\vec{h}$. The mean-field Hamiltonian, $H_h$, governing the system in this case is given by

$$H_h = -\left( J ((1 + \gamma)m_x \sigma_x + (1 - \gamma)m_y \sigma_y) + \vec{h} \cdot \vec{\sigma} \right). \quad (22)$$

The constant field $\vec{h}$ lies in the $XY$ plane, i.e., $\vec{h} = (h_x, h_y) = (h \cos \theta, h \sin \theta)$ with magnitude $h$, where $0 < h \leq 1$, and phase $\theta$, with $-\pi/2 \leq \theta \leq \pi/2$. In the presence of the constant field, the mean-field equation for the magnetization is obtained replacing $H$ by $H_h$ in Eq. (5). The system now has no critical temperature, as there is always a unique solution at any value of $\beta$.

Let us now investigate the effect of a random field, $\epsilon \vec{\eta}$, on the system. The mean-field Hamiltonian $H_{h,\epsilon}$ can be written as

$$H_{h,\epsilon} = -\left( J ((1 + \gamma)m_x \sigma_x + (1 - \gamma)m_y \sigma_y) + \vec{h} \cdot \vec{\sigma} + \epsilon \eta \sigma_y \right), \quad (23)$$

where we assume the random field to be directed along the $y$-axis. Replacing again $H$ by $H_{h,\epsilon}$ in Eq. (5), we obtain two coupled equations, which we solve to find $m$. As may be expected, the solution for the magnetization is again unique.

Our numerical calculations show that the magnetization $m$ and the $y$-component of the magnetization vector $m_y$ are reduced in length in the presence of disorder, i.e., when the system is governed by $H_{h,\epsilon}$ as compared to the ordered system described by $H_h$. However, the $x$-component $m_x$ behaves in a very different manner. Depending upon the system parameters, $m_x$ can be both higher and lower than its value in the ordered system. In Fig. 4, we exhibit the results in the particular example for the system with $h/J = 0.3$, $\theta = \pi/3$, which demonstrate the random field induced enhancement of $m_x$ in the presence of disorder for two different values of $\gamma$. Our numerical observations are further supported by results obtained analytically via perturbative approach at low temperature. The details are discussed below.

A. Perturbative analysis of the low-temperature magnetization

The mean field equations in Eq. (26) can be alternatively presented as

$$m_x = \frac{1}{\beta J (1 + \gamma)} \frac{\partial \Gamma}{\partial m_x} \quad (24)$$

and

$$m_y = \frac{1}{\beta J (1 - \gamma)} \frac{\partial \Gamma}{\partial m_y} \quad (25)$$

where

$$\Gamma \equiv \text{Av}_\eta [\log \text{ Tr} \exp(-\beta H_h)] \quad (26)$$

or in the disordered case,

$$\Gamma \equiv \text{Av}_\eta [\log \text{ Tr} \exp(-\beta H_{h,\epsilon})] \quad (27)$$

depending on whether the governing Hamiltonian is $H_h$ or $H_{h,\epsilon}$. The symmetry of the Gaussian distribution of $\eta$
ensures that \( \tilde{m} \) is an even function of \( \epsilon \). As a result, \( \frac{dm}{d\epsilon} \) and \( \frac{d^2m}{d\epsilon^2} \) vanish at \( \epsilon = 0 \). Starting with the Eqs. (24) and (29), straightforward algebra leads to the following set of coupled equations:

\[
\frac{d^2m_x}{d\epsilon^2} \left[ 1 - \frac{1}{\beta J(1 + \gamma)} \frac{\partial^2 \Gamma}{\partial m_x^2} \right] = \frac{1}{\beta J(1 + \gamma)} \left[ \frac{\partial^4 \Gamma}{\partial^3 \epsilon \partial m_x} + \frac{\partial^4 \Gamma}{\partial m_y \partial m_x} \frac{d^2 m_y}{d\epsilon^2} \right],
\]

and

\[
\frac{d^2m_y}{d\epsilon^2} \left[ 1 - \frac{1}{\beta J(1 - \gamma)} \frac{\partial^2 \Gamma}{\partial m_y^2} \right] = \frac{1}{\beta J(1 - \gamma)} \left[ \frac{\partial^4 \Gamma}{\partial^3 \epsilon \partial m_y} + \frac{\partial^4 \Gamma}{\partial m_x \partial m_y} \frac{d^2 m_x}{d\epsilon^2} \right],
\]

where the total and partial derivatives are evaluated at \( \epsilon = 0 \). In order to evaluate \( \frac{d^2m}{d\epsilon^2} \) and \( \frac{d^2m}{d\epsilon^2} \), at \( \epsilon = 0 \), we need to calculate the partial derivatives at \( \epsilon = 0 \). For example, the expression for \( \frac{1}{\beta J(1 + \gamma)} \frac{\partial^2 \Gamma}{\partial m_x} \) is

\[
\frac{1}{\beta J(1 + \gamma)} \frac{\partial \Gamma}{\partial m_x} = m_x = \frac{Jm_x(1 + \gamma) + h_x}{k_c'} \tanh(\beta k_c').
\]

It follows that

\[
A_{\epsilon}(Jm_x(1 + \gamma) + h_x)\frac{3\beta \eta^2(h_y + Jm_y(1 - \gamma) + \epsilon \eta)^2}{k_c'^3 \cosh^2(\beta k_c')} + \frac{\beta \eta^2}{k_c'^2 \cosh^2(\beta k_c')} - \frac{\eta^2 \tanh(\beta k_c')}{k_c'^3} + \frac{3\eta^2(h_y + Jm_y(1 - \gamma) + \epsilon \eta)^2 \tanh(\beta k_c')}{k_c'^3 \cosh^2(\beta k_c')} = \frac{2\beta^2 \eta^2(h_y + Jm_y(1 - \gamma) + \epsilon \eta) \tanh(\beta k_c')}{k_c'^3 \cosh^2(\beta k_c')}.
\]

(31)

Here \( k_c' = \sqrt{(J(1 + \gamma)m_x + h_x)^2 + (J(1 - \gamma)m_y + h_y)^2} \). Next, using the asymptotic expansion of the hyperbolic function \( \tanh(\beta k_c') \approx 1 - 2 \exp(-2\beta k_c') \), we obtain for the partial derivatives at \( \epsilon = 0 \)

\[
\left. \frac{d^2m_x}{d\epsilon^2} \right|_{\epsilon=0} = \frac{1}{h^2} P \left( \theta, \frac{J}{h} \right) + O(e^{-\beta}),
\]

and

\[
\left. \frac{d^2m_y}{d\epsilon^2} \right|_{\epsilon=0} = \frac{1}{h^2} Q \left( \theta, \frac{J}{h} \right) + O(e^{-\beta}),
\]

where the functions \( P \) and \( Q \) are given by (for \( j = J/h \))

\[
P(\theta, j) = \frac{AE + BC}{DE - CC'},
\]

(34)

FIG. 5: (Color online) The span of disorder induced enhancement in parameter space. Plots of the functions (a) \( P(\theta, j) \), (b) \( Q(\theta, j) \), (c) \( R(\theta, j) \), and (d) \( S(\theta, j) \) with respect to \( \theta \) and \( j = J/h \). Note that there are ranges of the \((\theta, j)\), for which the function \( P(\theta, j) \) is positive signaling disorder induced enhancement in the system described by the Hamiltonian \( H_{\text{dis}} \). However, this is not true for \( Q(\theta, j) \) and \( R(\theta, j) \), which are negative for the entire range of \( \theta \) and \( j \). The fact that \( S(\theta, j) \) is also negative in the entire range implies that in the presence of disorder, the magnetization vector moves away from the direction of the applied random field. All other quantities are dimensionless. Here \( \gamma = 0.1 \).
As is clear from Fig. 3(a), there exists a region in the parameter space \((\theta, j)\), for which \(P(\theta, j) > 0\) which confirms that the quenched averaged \(X\)-component \(m_x\) of the magnetization is enhanced by the presence of disorder. This does not hold for the quenched averaged \(Y\)-component, \(m_y\), which is reduced in length in the presence of disorder (see Fig. 3(b)).

To further investigate the effect of disorder on the length \(m\) and phase \(\phi\) of the magnetization, we expand \(\tan \phi_1 = \frac{m_y}{m_x}\) as

\[
\tan \phi_1 = \frac{m_y}{m_x} \bigg|_{\epsilon=0} + \epsilon^2 \frac{d^2}{d\epsilon^2} \left( \frac{m_y}{m_x} \right) \bigg|_{\epsilon=0} + O(\epsilon^4),
\]

with

\[
\frac{d^2}{d\epsilon^2} \left( \frac{m_y}{m_x} \right) \bigg|_{\epsilon=0} = \frac{m_x^2 m_y^2}{m_x^2} - m_x m_y^2 \bigg|_{\epsilon=0} = \frac{1}{m_x^2} \frac{1}{h^2} S(x, j) + O(e^{-\beta}),
\]

where

\[
S(\theta, j) = Q(\theta, j) \cos x - P(\theta, j) \sin \theta.
\]

\(S(\theta, j)\) is negative for all \(\theta\) and \(J/h\) (see Fig. 4(d)) implying that the phase always shift towards the \(X\)-axis in the presence of the random field.

The square of the length of the magnetization, when similarly expanded, is given by

\[
m_x^2 + m_y^2 = (m_x^2 + m_y^2) \bigg|_{\epsilon=0} + 2\epsilon^2 \left( R(\theta, j) + O(e^{-\beta}) \right),
\]

where

\[
R(\theta, j) = (P \cos \theta + Q \sin \theta) \bigg|_{\epsilon=0}.
\]

As seen in Fig. 5(c), \(R(\theta, j)\) is negative regardless of the choice of parameters, i.e., the length of the magnetization decreases in the presence of the disorder. Note that the analytical results are in agreement with the numerical evidence presented above. It is worth mentioning here that the analytical results are valid for small \(\epsilon\) and large \(\beta\). The difference between the magnetization in the disordered system and the ordered system, as obtained analytically, is of the order of \(\epsilon^2\). Comparison of these analytical results with the numerical ones is valid only when the same difference, obtained numerically, has precision of order \(\epsilon^2\).

IV. GENERALIZATION TO ARBITRARY SPINS AND SCALING OF CRITICAL TEMPERATURE

In this section, our aim is to investigate \(d\)-dimensional lattices where the occupant of each lattice site is a quantum spin with arbitrary spin angular momentum. Here we restrict ourselves to the \(XX\) model. For our purposes, it is necessary to treat the half-integer and integer spins separately. In the following subsections, we derive the generalized expressions for the scaling of the magnetization and critical temperature for both cases.

A. Half-integer spins

The mean-field equations for a general half-integer spin \(n+\frac{3}{2}, (n = 1, 3, \ldots)\) are

\[
m_x = Av_{\eta} \left[ \frac{J m_x}{k} \sum_{p=0}^{n} \frac{(2p+1) \sinh ((2p+1)\beta k)}{\cosh ((2p+1)\beta k)} \right],
\]

\[
m_y = Av_{\eta} \left[ \frac{J m_y + \epsilon \eta}{k} \sum_{p=0}^{n} \frac{(2p+1) \sinh ((2p+1)\beta k)}{\cosh ((2p+1)\beta k)} \right],
\]

where \(k = \sqrt{J^2 m_x^2 + (J m_y + \epsilon \eta)^2}\).

Finding the magnetization \(\vec{m}\) requires simultaneous solution of the coupled set of Eqs. 17 and 18, i.e., finding the common zeros of the following two functions:

\[
F^{x,n}_{x} (\vec{m}) = Av_{\eta} \left[ \frac{J m_x}{k} \sum_{p=0}^{n} \frac{(2p+1) \sinh ((2p+1)\beta k)}{\cosh ((2p+1)\beta k)} \right] - m_x.
\]

\[
F^{y,n}_{y} (\vec{m}) = Av_{\eta} \left[ \frac{J m_y + \epsilon \eta}{k} \sum_{p=0}^{n} \frac{(2p+1) \sinh ((2p+1)\beta k)}{\cosh ((2p+1)\beta k)} \right] - m_y.
\]

The Taylor expansion in \(\epsilon\), followed by the expansion in \(m\), of the functions given in Eqs. 19 and 20, around
and $m = 0$, gives

$$F_{x}^{c,s}(\vec{m}) = \frac{1}{45}[-45 + 60J\beta s(s + 1) - 8Js(s + 1)(2s^2 + 2s + 1)\beta^3 \epsilon^2]m \cos \phi_1 + \frac{1}{16}\frac{\beta^3 J^3}{3! 315}[s(s + 1)(-21(2s^2 + 2s + 1) + 2\beta^2 \epsilon^2(4s^2 + 2s + 1)(4s^2 + 6s + 3))]m^3 \cos \phi_1 + O(m^5),$$

$$\text{Eq. (51)}$$

and

$$F_{y}^{c,s}(\vec{m}) = \frac{1}{45}[-15 + 20J\beta s(s + 1) - 8Js(s + 1)(2s^2 + 2s + 1)\beta^3 \epsilon^2]m \sin \phi_1 + \frac{1}{16}\frac{\beta^3 J^3}{3! 315}[s(s + 1)(-21(2s^2 + 2s + 1) + 10\beta^2 \epsilon^2(4s^2 + 2s + 1)(4s^2 + 6s + 3))]m^3 \sin \phi_1 + O(m^5),$$

$$\text{Eq. (52)}$$

The critical point can now be easily obtained by setting $m_{\perp}^{c,s} = 0$ in Eq. (53). We get

$$8s(s + 1)(2s^2 + 2s + 1)J\beta^3 \epsilon^2 - 60s(s + 1)J\beta + 45 = 0,$$

$$\text{Eq. (54)}$$

which gives

$$\beta_{c,\perp}^{c,s} = \frac{3}{4Js(s + 1)} + \frac{9}{160} \frac{(2s^2 + 2s + 1)}{J^3 s^3 (s + 1)^3 \epsilon^2},$$

$$\text{Eq. (55)}$$

The critical temperature decreases with the increase of number of spin. The shift in critical temperature is of the order of $\epsilon^2$ for all spins. Note that the generalized expressions for the scaling and for the critical temperature for the pure system with a transverse magnetization can be obtained simply by putting $\epsilon = 0$ in Eqs. (53) and (54), respectively.

In order to find the expressions for the parallel magnetization, we put $\phi_1 = \pi/2$ in the Eqs. (51) and (52). In this case also, the right-hand side of Eq. (51) vanishes to leading order, while Eq. (52) has two nontrivial solutions, given by:

$$m_{\perp}^{c,s} = \pm \sqrt{\frac{21}{8} \sqrt{\frac{45 - 60J\beta s(s + 1) + 8Js(s + 1)(2s^2 + 2s + 1)\beta^3 \epsilon^2}{J^3 \beta^3 s(s + 1)[-21(2s^2 + 2s + 1) + 2\beta^2 \epsilon^2(4s^2 + 2s + 1)(4s^2 + 6s + 3)]}}},$$

$$\text{Eq. (53)}$$

$$m_{\parallel}^{c,s} = \pm \sqrt{\frac{63}{8} \sqrt{\frac{15 - 20Js(s + 1)\beta + 8Js(s + 1)(2s^2 + 2s + 1)\beta^3 \epsilon^2}{J^3 \beta^3 s(s + 1)[-21(2s^2 + 2s + 1) + 10\beta^2 \epsilon^2(4s^2 + 2s + 1)(4s^2 + 6s + 3)]}}},$$

$$\text{Eq. (56)}$$

The critical point can be obtained by considering $m_{\parallel}^{c,s} = 0$ in Eq. (56) and we obtain

$$\beta_{c,\parallel}^{c,s} = \frac{3}{4Js(s + 1)} + \frac{27}{160} \frac{(2s^2 + 2s + 1)}{J^3 s^3 (s + 1)^3 \epsilon^2}$$

$$\text{Eq. (57)}$$

The generalized expressions of the scaling and the critical temperature for the pure system with a parallel magnetization can again be obtained by putting $\epsilon = 0$ in Eqs. (56) and (57), respectively. However, the shift in the critical temperature due to the random field is in this case bigger than in the transverse case and hence the effect of the disorder is more prominent in the parallel case similarly to what was seen in section (11.3) without constant field.
B. Integer spins

The generalized mean-field equations for the system with integer spin $\frac{n}{2}$, $n$ even, are given by

$$m_x = Av_g \left[ \frac{J m_x + \eta}{k} - \frac{2p(e^{2p\beta k} - e^{-2p\beta k})}{1 + \sum_{p=1}^{n}(e^{2p\beta k} + e^{-2p\beta k})} \right],$$  \hspace{1cm} (58)$$

$$m_y = Av_g \left[ \frac{J m_y + \eta}{k} - \frac{2p(e^{2p\beta k} - e^{-2p\beta k})}{1 + \sum_{p=1}^{n}(e^{2p\beta k} + e^{-2p\beta k})} \right],$$  \hspace{1cm} (59)$$

where $k = \sqrt{J^2 m_x^s + (J m_y + \eta)^2}$. Now in order to find the magnetization $\vec{m}$ we have to solve the coupled set of Eqs. (58) and (59). As one can expect from the previous discussions, there are two different kinds of magnetizations—the transverse magnetization, $m_{\perp}$, and the parallel magnetization, $m_{\parallel}$. To derive the critical scaling for this case, we follow a Taylor expansion method, similar to the one used for the half-integer spin case. The final expressions for $m_{\perp}$, $m_{\parallel}$, and the associated critical temperatures are given by the set of Eqs. (60), (61), (62), (63) with $s = n$, where $n = 1, 2, 3, \ldots$

Therefore, we again obtain corrections of order $\epsilon^2$ to the critical temperature for all the integer spin systems. Again, the effect of disorder is more pronounced in the parallel magnetization case than in the transverse case.

C. Critical temperature versus spin quantum number

In order to study the effect of disorder as a function of $s$, we define the dimensionless quantity $\beta_\delta$, given by

$$\delta_\beta = \frac{\beta_{0,s} - \beta_{c,s}}{\beta_{0,s}}.$$  \hspace{1cm} (60)$$

$\delta_\beta$ is shown as a function of $1/s$ in Fig. 4 for $\epsilon/J = 0.05$. We find that the shift in the critical temperature caused by the random field decreases with increasing spin quantum number.

V. CONCLUSIONS

We considered the quantum spin-1/2 XY model in presence of a unidirectional quenched disordered field. Various experimentally feasible proposals to realize the quantum spin systems considered in this paper, and related models, have been discussed in several physical systems, which include Bose-Bose mixtures in optical lattices, Raman coupled Bose-Einstein condensate (BEC), and Fermi-Bose mixtures. Perhaps the most interesting case is of the isotropic XY model (with $U(1)$ symmetry), which may be realized using a gas of hard-core bosons in an optical lattice embedded in a diluted BEC of the same atoms in a different internal state. The hardcore bosons themselves realize a spin-1/2 XY model with $U(1)$ symmetry, where the spin up (down) states at a given site are encoded into presence (absence) of an atom. Parallel random fields may be realized by random Raman coupling with a fixed phase to the atoms in the BEC. Condensate creation and annihilation (field) operators for large BEC can be replaced by $\epsilon$-numbers so that the coupling becomes proportional to the sum of hard boson creation and annihilation operators with random coefficients having a fixed phase. Taking the phase to be zero, the coupling corresponds to the desired random parallel field.

In this work, we treated the disordered system within the mean-field approximation and showed that the spontaneous magnetization persists in the system with the introduction of an unidirectional quenched disordered field, albeit it is smaller than in the pure system. Below a certain critical temperature, the magnetization occurs in specific directions, either parallel or transverse to the disordered field. The critical temperatures and the magnitude of the magnetization decrease with increasing strength of the disorder. We found perturbative expressions for scaling of the magnetization and the expressions for the scaling of the critical temperatures at which the system magnetizes. We also performed numerical simulations to obtain the behavior of magnetization for various values of the temperature, disorder strength and anisotropy parameter, which match with the perturbative calculations for small disorder values. Moreover, we extended our analysis to arbitrary values of (half-integer or integer) spin. We found that the decrease in the length of the magnetization due to the random field is of the order of the square of the strength of the disorder for all values of spin. The system requires a lower temperature to magnetize when the spin quantum number increases. The normalized shift in critical temperature due to the disorder ($\delta_\beta$) also decreases with the increase in the spin quantum number. In addition, we studied the random field quantum spin-1/2 XY model with an additional constant field, for which we showed a random-field-induced ordering in the component of magnetization transverse to the disordered field.

Acknowledgments

A.B. acknowledges the support of the Department of Science and Technology (DST), Govt. of India, through the award of an INSPIRE fellowship. M.L. acknowledges Spanish MIN因CO (Severo Ochoa grant SEV-2015-0522 and FOQUIS FIS2013-46768), Catalan AGAUR SGR 874, Fundació Cellex, ERC AdG OSYRIS, EU IP SIQS, EU SATREP EQuaM, and EU FETPROACT QUIC. J.W. was partially supported by NSF grant DMS 131271. A part of his work on this article was supported by US NSF Grant DMS-1440140 while he was in residence at the Mathematical Sciences Research Institute in Berkeley.
during the Fall 2015 semester.

1. K. Binder and A. P. Young, Rev. Mod. Phys. 58, 801 (1986); D. Belitz, T. R. Kirkpatrick, and T. Vojta, ibid. 77, 579 (2005); A. Das and B. K. Chakrabarti, ibid. 80, 1061 (2008); H. Alloul, J. Bobroff, M. Gabay, and P. J. Hirschfeld, ibid. 81, 45 (2009).
2. M. Mézard, G. Parisi, and M. A. Virasoro, Spin Glass Theory and Beyond (World Scientific, Singapore, 1987).
3. P. W. Anderson, Basic Notions of Condensed Matter Physics (Westview Press, Colorado, 1984); P. A. Lee and T. V. Ramakrishnan, Rev. Mod. Phys. 57, 287 (1985); R. Zallen, The physics of amorphous solids (Wiley, New York, 1998).
4. V. Ahufinger, L. Sanchez-Palencia, A. Kantian, A. Sanpera, and M. Lewenstein, Phys. Rev. A 72, 063616 (2005); M. Lewenstein, A. Sanpera, V. Ahufinger, B. Damski, A. Sen(De), and U. Sen, Adv. Phys. 56, 243 (2007); L. Sanchez-Palencia and M. Lewenstein, Nature Phys. 6, 87 (2010); M. Lewenstein, A. Sanpera, and V. Ahufinger, Ultracold atoms in Optical Lattices: simulating quantum many body physics (Oxford University Press, Oxford, 2012).
5. L. Fallani, C. Fort, and M. Inguscio, Adv. At. Mol. Opt. Phys. 56, 119 (2008); A. Aspect and M. Inguscio, Physics Today 62, 30 (2009); G. Modugno, Rep. Progr. Phys. 73, 102401 (2010); B. Shapiro, J. Phys. A 45, 143001 (2012).
6. D. Chowdhury, Spin Glasses and Other Frustrated Systems (Wiley, New York, 1996); M. Mézard, G. Parisi, and M. A. Virasoro, Spin Glass Theory and Beyond (World Scientific, Singapore, 1997); S. Sachdev, Quantum Phase Transitions (Cambridge University Press, Cambridge, 1999).
7. Z. Yao, K. P. C. da Costa, M. Kiselev, and N. Prokofiev, Phys. Rev. Lett. 112, 225301 (2014); J. P. Á. Zúñiga and N. Ladoforence, ibid. 111, 160403 (2013).
8. P. W. Anderson, Phys. Rev. 109, 1492 (1958); E. Abrahams, P. W. Anderson, D. C. Licciardello, and T. V. Ramakrishnan, Phys. Rev. Lett. 42, 673 (1979).
9. A. Pal and D. A. Huse, Phys. Rev. B 82, 174411 (2010); M. Znidaric, T. Prosen, and P. Prelovsek, Phys. Rev. B 77, 064426 (2008); E. Canovi, D. Rossini, R. Fazio, G.E. Santoro, and A. Silva, Phys. Rev. B 83, 094431 (2011); J.H. Bardarson, F. Pollmann, and J.E. Moore, Phys. Rev. Lett. 109, 017202 (2012).
10. J. Eisert, M. Friesdorf, and C. Gogolin, Nature Phys. 11, 124 (2015).
11. A. Auerbach, Interacting electrons and Quantum magnetism (Springer, New York, 1994).
12. B. Rosenstein and D. Li, Rev. Mod. Phys. 82, 109 (2010).
13. Y. Nagaoka and H. Fukuyama (Eds.), Anderson Localization, Springer Series in Solid State Sciences 39, (Springer, Heidelberg, 1982); T. Ando and H. Fukuyama (Eds.), Anderson Localization, Springer Proceedings of Physics 28, (Springer, Heidelberg, 1988).
14. M. Aizenman and J. Wehr, Phys. Rev. Lett. 62, 2503 (1989); M. Aizenman and J. Wehr, Comm. Math. Phys. 130, 489 (1990).
15. J. Wehr, A. Niederberger, L. Sanchez-Palencia, and M. Lewenstein, Phys. Rev. B 74, 224448 (2006).
16. A. Bera, D. Rakshit, M. Lewenstein, A. Sen(De), U. Sen, and J. Wehr, Phys. Rev. B 90, 174408 (2014).
17. R. Prabhu, S. Pradhan, A. Sen(De), and U. Sen, Phys. Rev. A 84, 042334 (2011); D. Sadhu, H. Singh, R. Rakshit, A. Sen(De), and U. Sen, New J. Phys. 17, 043013 (2015); U. Mishra, D. Rakshit, R. Prabhu, A. Sen(De) and U. Sen, arXiv:1408.0179; D. Sadhu, H. Singh, R. Rakshit, R. Prabhu, A. Sen(De), and U. Sen, Phys. Rev. E 93, 012131 (2016).
18. Y. Imry and S. Ma, Phys. Rev. Lett. 35, 1399 (1975).
19. J. Z. Imbrie, Phys. Rev. Lett. 53, 1747 (1984); J. Bricmont and A. Kupiainen, ibid. 59, 1929 (1987).
20. D. A. Abanin, P. A. Lee, and L. S. Levitov Phys. Rev. Lett. 98, 156801 (2007); G. E. Volovik, J. Low Temp. Phys. 150, 453 (2008).
21. L. Radzihovsky and A. T. Dorsey, Phys. Rev. Lett. 88, 216802 (2002).
22. Y. Barlas, K. Yang, and A. H. MacDonald, Nanotechnology 23, 052001 (2012).
23. D. A. Abanin and D. A. Pesin, Phys. Rev. Lett. 106, 136802 (2011).
24. L. A. Wray, S. Xu, Y. Xia, D. Qian, A. V. Fedorov, H. Lin, A. Bansil, Y. S. Hor, R. J. Cava, and M. Z. Hasan, Nat. Phys. 6, 855 (2010).
25. A. Lipinska, C. Simserides, K. N. Trohidou, M. Goryca, P. Kossacki, A. Majhofer, and T. Dietl, Phys. Rev. B 79, 235322 (2009).
26. M. S. Foster and E. A. Yuzbashyan, Phys. Rev. Lett. 109, 246801 (2012).
27. T. R. Kirkpatrick and D. Belitz, Phys. Rev. Lett. 113, 127203 (2014).
28. E. Lieb, T. Schultz, and D. Mattis, Ann. Phys. 16, 407 (1961); E. Barouch, B. McCoy, and M. Dresden, Phys. Rev. A 2, 1075 (1970); E. Barouch and B. McCoy, ibid. 3, 786 (1971).
29. S. R. White, Phys. Rev. Lett. 69, 2863 (1992); Phys. Rev. B 48, 10345 (1993); U. Schollwock, Rev. Mod. Phys. 77, 259 (2005).
30. A. Aharony, Phys. Rev. B 18, 3328 (1978); B. J. Minchau and R. A. Pelcovits, Phys. Rev. B 32, 3081 (1985); D. E. Feldman, J. Phys. A 31, L177 (1998); D. É. Fei’dman, J. Exp. Theor. Phys. 88, 1170 (1999); I. A. Fomin, J. Low Temp. Phys. 134, 97 (2005); JETP Lett. 85, 434 (2007); G. E. Volovik, JETP Lett. 81, 647 (2005); D. A. Abanin, P. A. Lee, and L. S. Levitov, Phys. Rev. Lett. 98, 156801 (2007); G. E. Volovik, J. Low Temp. Phys. 150, 453 (2008); A. Niederberger, J. Wehr, M. Lewenstein, and K. Sacha, Europhys. Lett. 66, 26004 (2009); R. L. Greenblatt, M. Aizenman, and J. L. Lebowitz, Phys. Rev. Lett. 103, 197201 (2009); A. Niederberger, M. M. Rams, J. Dziarmaga, F. M. Cucchietti, J. Wehr, and M. Lewenstein, Phys. Rev. A 82, 013630 (2010); A. Niederberger, B. Malomed, and M. Lewenstein, Phys. Rev. A 82, 043622 (2010); P. Lugan and L. Sanchez-Palencia, Phys. Rev. A 84, 013612 (2011); M. Aizenman, R. L. Greenblatt, and J. L. Lebowitz, J. Math. Phys. 53, 023301 (2012); S. Lelouch, T.-L. Dao, T. Koffel, and L. Sanchez-Palencia, Phys. Rev. A 88, 063646 (2013).
31. A. Niederberger, T. Schulte, J. Wehr, M. Lewenstein, L.
Sanchez-Palencia, and K. Sacha, Phys. Rev. Lett. 100, 030403 (2008).

32 D. Mermin and H. Wagner, Phys. Rev. Lett. 17, 1133 (1966); P.C. Hohenberg, Phys. Rev. 158, 383 (1967).

33 J. Zinn-Justin, Quantum Field Theory and Critical Phenomena (Oxford Science Publication, Oxford, 1989); J. Frohlich, B. Simon, and T. Spencer, Commun. Math. Phys. 50, 79 (1976); T. Balaban, ibid. 167, 103 (1995); 182, 675 (1996).

34 N. Crawford, J. Stat. Phys. 142, 11 (2011). See also A. C. D. van Enter, C. Külske, O. Christof, A. Alex, and W. M. Ruszel, Braz. J. Prob. Stat. 24, 226 (2010); N. Crawford, Europhys. Lett. 102, 36003 (2013); N. Crawford, Comm. Math. Phys. 328, 203 (2014).

35 C. J. Thompson, Prog. Theor. Phys. 87, 3 (1992).

36 P. Lugan, D. Clément, P. Bouyer, A. Aspect, M. Lewenstein, and L. Sanchez-Palencia, Phys. Rev. Lett. 98, 170403 (2007).

37 U. Dorner, P. Fedichev, D. Jaksch, M. Lewenstein, and P. Zoller, Phys. Rev. Lett. 91, 073601 (2003); L.-M. Duan, E. Demler, and M. D. Lukin, Phys. Rev. Lett. 91, 090402 (2003); S. Trotzky, P. Cheinet, S. Fölling, M. Feld, U. Schnorrberger, A. M. Rey, A. Polkovnikov, E. A. Demler, M. D. Lukin, and I. Bloch, Science 319, 295 (2008); J. Simon, W. S. Bakr, R. Ma, M. E. Tai, P. M. Preiss, and M. Greiner, Nature 472, 307 (2011).