A 65nm 8b-Activation 8b-Weight SRAM-Based Charge-Domain Computing-in-Memory Using A Fully-Parallel Analog Adder Network and A Single-ADC Interface
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Abstract—Performing data-intensive tasks in the von Neumann architecture is challenging to achieve both high performance and power efficiency due to the memory wall bottleneck. Computing-in-memory (CiM) is a promising mitigation approach by enabling parallel in-situ multiply-accumulate (MAC) operations within the memory with support from the peripheral interface and datapath. SRAM-based charge-domain CiM (CD-CiM) has shown its potential of enhanced power efficiency and computing accuracy. However, existing SRAM-based CD-CiM faces scaling challenges to meet the throughput requirement of high-performance multi-bit-quantization applications. This paper presents an SRAM-based high-throughput ReLU-optimized CD-CiM macro. It is capable of completing MAC and ReLU of two signed 8b vectors in one CiM cycle with only one A/D conversion. Along with non-linearity compensation for the analog computing and A/D conversion interfaces, this work achieves 51.2GOPS throughput and 10.3TOPS/W energy efficiency, while showing 88.6% accuracy in the CIFAR-10 dataset.
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I. INTRODUCTION

To overcome the memory wall bottleneck, computing-in-memory (CiM) has been proposed to enable parallel and in-situ data processing within the memory with support from the peripheral interface and datapath [1]-[6]. Recently, SRAM-based charge-domain CiM (CD-CiM) has shown its potential of enhanced power efficiency and computing accuracy [1]-[3].

However, as shown in Fig. 1, existing SRAM-based CD-CiM faces severe scaling challenges to meet the throughput requirement of high-performance multi-bit-quantization applications. One cause is the scaling unfriendliness of exponentially increasing size of binary-weighted capacitors connected to the SRAM output bitlines for summing-up the computing results of multiple weight bits [1]. This becomes more challenging with ≥8b quantization bits, as shown in Fig. 1(a). Another more critical cause is the A/D-related bottleneck: in conventional SRAM-based CD-CiM, the bit-wise activation input method needs an A/D converter (ADC) for the CiM output under each activation bit [3]. This A/D conversion needs to be accurate so as to avoid excessive distortion in the subsequent shift-and-ADD of the CiM outputs, resulting in immense ADC-related overheads during the trade-off between power, area, and latency [2][6]. Consequently, the existing SRAM-based CD-CiM throughput performance is limited by the reluctant ADC sharing, activation input bits splitting, and the number of simultaneously turned-on rows.

This work addresses this question and makes contribution shown in Fig. 1(c): a high-throughput SRAM-based ReLU-optimized CD-CiM architecture enabled by a two-level compact charge-domain analog adder tree (CAAT) and ReLU-optimized one-ADC sensing interface for the entire CiM array of all parallel CiM banks. It could complete MAC+ReLU computing of two signed 8b vectors in one CiM cycle with one-time A/D conversion, leading to 8x A/D-related area and energy savings compared with prior works. To ensure the computing accuracy, a non-linearity fine-tune scheme is also proposed to compensate the CAAT and ADC non-linearities by tuning the mean and variation values of the capacitor-based summation network coefficients.

In the rest of this paper, Section II presents the proposed CiM architecture and design details. Section III shows and discusses the measurement results of the macro chip fabricated in 65nm CMOS. Section IV concludes this work.

Fig. 1. Challenges in high-throughput multi-bit SRAM-based CD-CiM.
Fig. 2. Challenges for high-throughput multi-bit SRAM-based CD-CIM.

II. PROPOSED CHARGE-DOMAIN SRAM-BASED CIM

A. Overall Architecture

Fig. 2 depicts the overall architecture of the proposed SRAM-based CD-CIM macro. Different from the parallel-activation-input approach in Fig. 1(b) that uses replicated CIM banks with binary-weighted capacitor summing network and a dedicated ADC for each bank, this work proposes a two-level hybrid binary-C-2C compact charge-domain analog adder tree (CAAT) followed by one single ADC for the entire CIM array of all banks to achieve fast speed (one-CIM-cycle latency), light-weight summation network (rather than exponential binary-weighted capacitor network), and scaling-friendly results quantization (only one ADC instead of many).

The function of the proposed CIM macro could be expressed as $\text{Sum} = A_{\text{CIM}} \times W_{\text{Mem}}$. Same as [2], this work uses N+1 bits to represent an 8b signed number. In addition to the peripherals, the proposed CIM macro includes: (i) an SRAM CIM array with 9 replicated 9-column CIM banks, each containing multiple rows of 10T1C SRAM CIM cells for computing with one bit of the signed 8-bit activation input; (ii) the proposed CAAT computes the weighted MAC summation results of a total of 81 outputs from 9 CIM banks within one CIM cycle; (iii) one ReLU-optimized ADC for the entire CIM array, featured with early-stop-to-zero when MSB is negative by definition of ReLU.

B. Charge-Domain Analog Adder Tree

Fig. 3 illustrates the proposed area-efficient charge-domain analog adder tree (CAAT), and the 8b MAC operation in one CIM cycle. The CAAT includes CAAT root (CAAT-R) for the summation of outputs from 9 CAAT leaves (CAAT-L). Different from a fully binary-weighted capacitor network in prior works, this work uses a hybrid binary-C-2C capacitor network for analog summation. As a typical C-2C capacitance network has matching accuracy around 5-6 bits [7], this work does not use a C-2C structure for all 8 bits. Instead, the higher 4 bits in each CAAT-L are binary weighted, and the lower bits are implemented in a C-2C manner for reduced total capacitor size. In Fig. 3(a), to ensure computing accuracy, the load capacitor in each source line (SCL) is designed equal. To further reduce the capacitor network area, this work splits the MSB capacitor (16C) into two 8C capacitors. Therefore, the total load capacitor in each SCL is 9C (≈8C+1C) rather than 17C (=16C+1C without splitting).

As shown in Fig. 3, the 8b MAC operation is performed in 3 phases: in-column summation, in-bank summation, and in-array summation. In the in-column summation phase, S1=ON and S2=S3=OFF, an averaged 1b MAC operation $\sum_j A_j[k] \times W_j[i]$ (A_j[k] is kth bit of jth activation, and W_j[i] is ith bit of jth weight) is carried out as CIM cells in the same column couple the charge onto the source line (SCL) with an equal load capacitor. In the in-bank summation phase, S2=ON and S1=S3=OFF. With the merged voltage nodes (CAAT-L[i][0:8]), the charge stored on different SCL capacitors will be redistributed to get the averaged summation result in the bank level. After the conduction of weight bits summation $\sum_j A_j[k] \times W_j$ in the first two phases, activation bits summation $\sum_i A_i \times W_j$ is performed in the third phase with S3=ON and S1=S2=OFF. CAAT-L outputs in different banks, i.e. CAAT-L[i], will be combined through CAAT-R, whose voltage is converted by the 8b ReLU-optimized ADC. The ADC overhead is greatly reduced because only one A/D conversion is needed for an 8b MAC operation.

Furthermore, as this design could finish the entire MAC operation in the analog domain through the CAAT, it is a natural thought to combine the ADC and the ReLU function
in this design. When the MSB of the ADC output indicates a negative MAC result, there is no need to convert the other ADC output bits as the ReLU will reset all bits to zero. This optimization could reduce the ADC energy consumption by half. It is noted that such an optimization does not apply to the serial-activation-input works [1][2] where one A/D conversion is needed for each partial sum.

C. Proposed Fine-Tune Compensation Scheme

While the computing results in this work rely on the accuracy of CAAT and ADC, the parasitic and other non-linear effects would introduce distortion in the computation result. Capacitor networks such as CAAT and the capacitive DAC in ADC suffer from parasitic effects and random mismatches, which are the main non-linearity sources in these circuits. In the context of CiM, the capacitor network output with deviations affects the inference accuracy. Fig. 4 presents an example in a capacitor network.

It is also noted that such non-linearity is mostly determined once the chip is fabricated, along with some drifting dynamics during use. While the calibration of many capacitors could be too costly, previous compensation efforts for the ADC non-linearity through the weight matrix tuning could also cause large retrain overheads to perform on each edge device, as shown in Fig. 5(a) [9].

Therefore, we provide a low-cost output-based fine-tune technique. Because the capacitor network is the main source of non-linearity, the distortion of the output can be modeled as a linear function, as shown in Fig. 5(b). Based on this observation, the aim of output-based fine-tune is to make the output activation have the same mean and variance as an ideal output activation. In detail, the ideal output is performed on software, while the inference on CiM is performed once to collect the ADC output. In this way, we can get the fine-tune parameters $\frac{m_0}{\sigma_1}$ and $\mu_0 = \frac{m_0}{\sigma_1} \mu_1$. The deployed neural network will adjust the mean and variance of the output based on these two parameters. The redundant inference on dataset is only performed once after the chip is taped out. After applying the output-based fine tuning, the simulated average has been improved significantly. The details are described in Section III.C. In addition, it is possible to tune the ADC output before it is used as the activation input to the next layer. Output-based fine-tune uses the ADC output vector statistics and adjusts its distribution dynamically. It could be a universal solution for different chips at the minor cost of extra hardware support for inference.

III. MEASUREMENT AND EVALUATION

A. Chip Fabrication and Measurement Setup

This work fabricated a test chip with a 10T1C macro using a 65nm CMOS technology. The SRAM-based CiM array includes 9 1512x9- banks. Fig. 6(a) presents the die photograph. Fig. 6(b) shows the test platform of the fabricated chip. The chip PCB, power source PCB, and test PCB are stacked on an FPGA board. The FPGA sends testbench of typical NN layers to the test chip and receives outputs of the test chip, which are then sent to a computer via the Ethernet.

B. Energy, Latency, and Area Evaluation

Fig. 7 evaluates this work against the baseline design of parallel-activation-input CiM with exponential capacitor summing up networks. While both improve the overall throughput greatly, Fig. 7(a) reveals significant area cost differences. The capacitor area occupation of the baseline design increases rapidly as the bit width grows, while the proposed CAAT area increases much more slowly. For one 8b CAAT-L, the total capacitance is reduced by 10.8x, from 1032C to 96C.

Fig. 6. Die photo and the test platform of the fabricated chip.
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Fig. 5. Details of CAAT and ADC non-linearity fine-tune.
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Fig. 7. Key design evaluations: (a) capacitor network area comparison; (b) energy consumption comparison.

![Fig. 7. Key design evaluations: (a) capacitor network area comparison; (b) energy consumption comparison.](image)

Fig. 8. Energy, area, and latency breakdown of the proposed design.

![Fig. 8. Energy, area, and latency breakdown of the proposed design.](image)

Fig. 7(b) compares the energy consumption comparison. As the proposed CAAT design needs only one A/D conversion for one 8-bit MAC operation, the ADC energy consumption is about 1/8 of that in the parallel-activation-input CiM design. Further power reduction of ~2x is achievable using the ReLU-based early-stop-to-zero optimization when the MSB of the ADC output shows a negative output. At the macro level when peripherals are included, the proposed design has also achieved 1.6x improved energy efficiency, when compared with the parallel-activation-input CiM.

Compared with the parallel-activation-input CiM design with one-level capacitance summation (shown in Fig.1(b)), the latency is similar, and the total area occupation at the macro level has 1.2x savings, thanks to the hybrid binary-C-2C capacitor network.
Fig. 8 shows the breakdown pie charts of energy, area, and latency. The energy and latency data are obtained through post-layout simulations under 1.0V supply, 500MHz clock for ADC, and 1.0GHz clock for others (with the same activations and weights as those used in the experimental measurements). The results do not include power for off-chip driver and IO, and do not include operation time off-chip modules. It is shown that the ADC consumes only 3% area occupation and 8% energy consumption. Thanks to the single-ADC one-cycle-MAC architecture, the proposed design achieves the highest 51.2 GOPS throughput at 1.0 GHz clock frequency. Furthermore, at 240 MHz clock frequency, it achieves the highest 10.3 TOPS/W energy efficiency, thanks to less A/D conversions. These results indicate a promising architecture for high-throughput energy-efficient multi-bit SRAM-based CD-CIM. Table I compares the key metrics with some previous CIM works.

C. Precision Measurement and Analysis

As mentioned in Section II.C, the computing accuracy depend on the linearity of CAAT and ADC. Fig. 9 illustrates the non-linearity of these sensitive circuit modules. Fig. 9(a) shows the simulated CAAT non-idealities in an integral non-linearity (INL) histogram based on post-layout simulations, indicating that ~70% CAAT samples have 7b summation accuracy. Fig. 9(b) plots the INL measurement results of the 8-bit ADC, showing a maximum INL of only 1.2 LSB, well meeting the requirement on the ADC quantization accuracy.

Fig. 9. Non-linearity of sensitive circuit modules: (a) CAAT post-layout analysis; (b) ADC measurement results.

Fig. 10. Inference accuracy of the proposed SRAM-based CD-CIM.

In the context of inference accuracy, the adopted fine-tune method to reduce the effects of CAAT and ADC non-linearities has been evaluated based on the collected data in Fig. 9. Provided neural network models of 8b-input and 8b-weight VGG-8, simulation results show recovery of inference accuracy from 86.5% and 59.2% to 88.6% and 64.8% for CIFAR-10 and CIFAR-100 datasets, respectively, as shown in Fig. 10.

IV. CONCLUSIONS

This paper has presented an SRAM-based single-ADC CD-CIM macro that could complete MAC+ReLU computing of two signed 8b vectors in one CIM cycle with only one-time A/D conversion. The analog weighted summing capacitor network (CAAT) is presented and evaluated, showing both high throughput and low area costs. A fine-tune method is proposed to reduce the non-linearity effect of parasitics and achieve high inference accuracy. The test chip has been fabricated in 65nm CMOS and measurements show that it achieves 51.2 GOPS throughput, 10.3 TOPS/W energy efficiency, and 88.6% accuracy in CIFAR-10 dataset.
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