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Abstract

We consider the life-cycle optimal portfolio choice problem faced by an agent receiving labor income and allocating her wealth to risky assets and a riskless bond subject to a borrowing constraint. In this paper, to reflect a realistic economic setting, we propose a model where the dynamics of the labor income has two main features. First, labor income adjust slowly to financial market shocks, a feature already considered in Biffis et al. (2015) [8]. Second, the labor income $y_i$ of an agent $i$ is benchmarked against the labor incomes of a population $y^n := (y_1, y_2, \ldots, y_n)$ of $n$ agents with comparable tasks and/or ranks. This last feature has not been considered yet in the literature and is faced taking the limit when $n \to +\infty$ so that the problem falls into the family of optimal control of infinite dimensional McKean-Vlasov Dynamics, which is a completely new and challenging research field.

We study the problem in a simplified case where, adding a suitable new variable, we are able to find explicitly the solution of the associated HJB equation and find the optimal feedback controls. The techniques are a careful and nontrivial extension of the ones introduced in the previous papers of Biffis et al., [8, 7].
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1 Introduction

We consider the life-cycle optimal portfolio choice problem faced by an agent receiving labor income and allocating her wealth to risky assets and a riskless bond subject to a borrowing constraint. In line with the empirical findings and best practice, to reflect a realistic economic setting, the dynamics of labor incomes should include two main features. Firstly, labor incomes adjust slowly to financial market shocks, and income shocks have modest persistence when individuals can learn about their earning potential (see, e.g., [31], [17], [33]). This suggests that delayed dynamics may represent a very tractable way of modelling wages that adjust slowly to financial market shocks (e.g., [16], section 6). This aspect has been considered in the recent paper [8] (see also [6], [9] in which the dynamics of labor income is modeled as a path-dependent delayed diffusion process of the form (see Section 2 below for further details):

$$dy(t) = \left[ \mu_y(t) + \int_{-d}^{0} \phi(s)y(t + s)ds \right] dt + y(t)\sigma_y dZ(t),$$  \hspace{1cm} (1)

where $Z$ is a Brownian motion. The resulting optimal control problem which entails maximization of the expected power utility from lifetime consumption and bequest, subject to a linear state equation containing delay, as well as a state constraint (which is well known to make the problem considerably harder to solve), is infinite-dimensional, and can be seen as an infinite-dimensional generalization of Merton’s optimal portfolio problem. In [8] the authors were able to solve it completely obtaining the optimal controls in feedback form (Theorem 4.12), which can be considered as the infinite dimensional generalization of the explicit solution to Merton’s optimal portfolio problem which furthermore allows to fully understand the economic implications of the setting.

Secondly, and this is the novelty of this paper, the labor income $y_i$ of an agent $i$ is benchmarked against the labor incomes of a population $y^n := (y_1, y_2, \ldots, y_n)$ of $n$ agents with comparable tasks or ranks among the profession such as the level of full professor, associate professor, actuary, trader, risk manager etc., where one usually uses some wage level $b(y^n)$ as a reference to declare whether that agent has a superior, fair or inferior labor income compared with her peers. Typically, the labor income $y_i$ ‘mean-reverts’ to the benchmark $b(y^n)$ with some mean reversion speed $\epsilon$ (see e.g. [16] §6 or [5] for the introduction of mean reverting terms in modeling labor income dynamics). Moreover,
such a benchmark $b(y^n)$ should reflect some ‘consensus’ labor income of an indistinguishable agent within the peer group. Many corporations use the average $\bar{y}_n(t) := \frac{1}{n-1} \sum_{j=1, j \neq i}^{n} y_j(t)$, the median wage or the truncated average above a certain level $\ell$ within the company or even within the profession, $\bar{y}_{j}^\ell(t) := \frac{1}{n-1} \sum_{j=1, j \neq i}^{n} I_{[y_j(t) \geq \ell]} y_j(t)$, used as incentive to keep attractive agents within the company, as benchmark. These measures reflect some aggregation mechanism of some or all of the agents’ labor incomes.

Let the benchmark $b(y^n)$ be the average income of a population of $n$ individuals at time $t$, $b(y^n) := \bar{y}_n(t) := \frac{1}{n-1} \sum_{j=1, j \neq i}^{n} y_j(t)$. The dynamics of the $i$-th agent’s labor income which includes the above mentioned aspects, i.e. path-dependency and benchmarking, can be modeled as

$$
\text{dy}_i(t) = \left[ \epsilon(y_i(t) - \bar{y}_n(t)) + \int_{-d}^{0} \phi(s)y_i(t + s)\,ds \right] \,dt + y_i(t)\sigma dy Z_i(t)
$$

where the $Z_i$’s are independent Brownian motions. Thus, $y^n = (y_1, y_2, \ldots, y_n)$ solves a system of interacting diffusions which are statistically indistinguishable i.e. have exchangeable joint laws. By the propagation of chaos property (see e.g. [28], Theorem 1.3), in the limit $n \to \infty$, the dynamics of the labor income of the representative agent is of McKean-Vlasov or mean-field type and reads

$$
\text{dy}(t) = \left[ \epsilon(y(t) - \mathbb{E}[y(t)]) + \int_{-d}^{0} \phi(s)y(t + s)\,ds \right] \,dt + y(t)\sigma dy Z(t).
$$

Thus, to extend the infinite dimensional generalization of Merton’s optimal portfolio problem of [8] to benchmarked labor income dynamics, the mean field delayed SDE [8] can be used as the dynamics of the labor income of the representative agent instead of the system of $n$ interacting diffusions for arbitrarily large $n$ agents.

In the general case, to reflect consensus and aggregation, the benchmark wage $b(y^n)$ should be chosen such that $y_1, y_2, \ldots, y_n$ which solve a system of interacting diffusions of the form

$$
\text{dy}_i(t) = \left[ \epsilon(y_i(t) - b(\nu^n(t))) + \int_{-d}^{0} \phi(s)y_i(t + s)\,ds \right] \,dt + y_i(t)\sigma dy Z_i(t)
$$

are statistically indistinguishable ($\nu^n(t)$ denoting here the empirical measure of $y^n(t)$), in which case, in the limit $n \to \infty$, the dynamics of the representative agent’s labor income satisfies the mean field type dynamics

$$
\text{dy}(t) = \left[ \epsilon(y(t) - b(\text{law}(y(t)))) + \int_{-d}^{0} \phi(s)y(t + s)\,ds \right] \,dt + y(t)\sigma dy Z(t).
$$

It follows that the resulting optimal control problem adds a ‘mean-field’ aspect to the infinite-dimensional generalization of Merton’s optimal portfolio problem studied in [8]. To be precise this problem falls into both families studied in this area:

- the ‘Mean-Field Games’ where we look for a Nash equilibrium of a game with many players;
- the ‘Optimal Control of McKean-Vlasov Dynamics’, where a unique representative agent (the ‘planner’) takes the decisions.

In general the above two problems are different and give different results (see e.g. [12] §6.1) but in our case, since the labor income is not influenced by the choice of the agents, they turn out to be the same. This means that the results of this paper can be interpreted under different angles. Here our goal is mainly to develop the theoretical machinery to find the solution while we leave the analysis of its financial consequences for a subsequent paper.

In this paper we explicitly solve the path-dependent generalization of Merton’s optimal portfolio problem under the labor income dynamics [8]. We are able to do this using a suitable infinite-dimensional general problem (coming from a change of variable introduced in Remark 2.4) whose associated HJB equation admits an explicit solution $\hat{v}$ which allows to find the optimal control strategies in an explicit feedback/ closed-loop form.
Under the general dynamics (5), an explicit solution of the associated infinite dimensional HJB equation is however out of reach. Even establishing existence and uniqueness and deriving qualitative properties of the solution of the associated HJB seems a hard problem to solve for the time being. The main issue here is that, even in the finite-dimensional non-path-dependent case, the theory for HJB equations arising in the optimal control of McKean-Vlasov dynamics is at a very initial stage: only few results on viscosity solutions are available and no regularity theorem is proved up to now, except in very specific settings, like the linear quadratic one. Concerning the finite-dimensional non-path-dependent, one can see e.g. the book [12] for an account of the theory, and the papers [11, 13, 40] for some recent results. Concerning instead the finite-dimensional path-dependent case one can see the paper [45] for some results on viscosity solutions of the HJB equations. Finally, up to now, concerning mean-field games in infinite dimension, we only know the linear quadratic model of [21].

The structure of the paper is as follows.

- In Section 2 we outline the model and, in Remark 2.4, introduce the change of variable which we use to rewrite it in a more treatable form.
- Section 3 is devoted to the non-trivial task of rewriting the no-borrowing constraint (see (17) below) in our case.
- In Section 4 we first write our general problem (Problem 4.3) in a suitable infinite-dimensional setting (Subsection 4.1). Then, in Subsection 4.2 we write and solve the associated HJB equation (Theorem 4.7).
- In Section 5, we solve the general problem. First, in Subsection 5.1, we provide a lemma to understand what happens to admissible strategies when the boundary of the constraint set is reached, a key feature in dealing with state constraints problems. Then, in Subsections 5.2-5.3, we prove the fundamental identity and the verification theorem, which allow us to find the optimal strategies in feedback form. Here, for brevity, we consider mainly the case \( \gamma \in (0, 1) \) simply recalling how to deal with the case \( \gamma > 1 \).
- Finally, Section 6 summarizes the main results of the paper for the original problem, with a short discussion.

2 Problem formulation

We begin with the basic setting which is borrowed from [16] and [8] and is repeated here for the reader’s convenience.

Consider a filtered probability space \((\Omega, \mathcal{F}, \mathbb{P})\), where we define the \(\mathcal{F}\)-adapted vector valued process \((S_0, S)\) representing the price evolution of a riskless asset, \(S_0\), and \(n\) risky assets, \(S = (S_1, \ldots, S_n)^T\), with dynamics

\[
\begin{align*}
    dS_0(t) &= S_0(t)rdt \\
    dS(t) &= \text{diag}(S(t)) (\mu dt + \sigma dZ(t)) \\
    S_0(0) &= 1 \\
    S(0) &\in \mathbb{R}^n_+,
\end{align*}
\]

where we assume the following.

**Assumption 2.1.**

(i) \(Z\) is a \(n\)-dimensional Brownian motion. The filtration \(\mathbb{F}\) is the one generated by \(Z\), augmented with the \(\mathbb{P}\)-null sets.

(ii) \(\mu \in \mathbb{R}^n\), and the matrix \(\sigma \in \mathbb{R}^{n \times n}\) is invertible.

An agent is endowed with initial wealth \(w \geq 0\), and receives labor income \(y\) until the stopping time \(\tau_3 > 0\), which represents the agent’s random time of death. We assume the following.

**Assumption 2.2.**
(i) $\tau_3$ is independent of $Z$, and it has exponential law with parameter $\delta > 0$.

(ii) The reference filtration is accordingly given by the enlarged filtration $\mathbb{G} := (\mathcal{G}_t)_{t \geq 0}$, where each sigma-field $\mathcal{G}_t$ is defined as

$$\mathcal{G}_t := \cap_{u > t} (\mathcal{F}_u \vee \sigma_y (\tau_3 \wedge u)).$$

augmented with the $\mathbb{P}$-null sets. Here by $\sigma_y(U)$ we denote the sigma-field generated by the random variable $U$.

Note that, with the above choice, $\mathbb{G}$ is the minimal enlargement of the Brownian filtration satisfying the usual assumptions and making $\tau_3$ a stopping time (see [11] Section VI.3, p.370 or [27] Section 7.3.3, p.420). Moreover, see [2] Proposition 2.11-(b)], we have the following result. If a process $A$ is $\mathbb{G}$-predictable then there exists a process $a$ which is $\mathbb{P}$-predictable and such that

$$A(s, \omega) = a(s, \omega), \quad \forall \omega \in \Omega, \quad \forall s \in [0, \tau_3(\omega)].$$

Therefore, arguing as in [8] Section 2], we can reduce the problem (which is initially relative to the larger filtration $\mathbb{G}$) to the “pre-death” one (where we work with $\mathbb{F}$-predictable processes).

Hence, from now on we express the problem in terms of $\mathbb{F}$-predictable processes.

The agent can invest her resources in the riskless and risky assets, and can consume at rate $c(t) \geq 0$. We denote by $\theta(t) \in \mathbb{R}^n$ the amounts allocated to the risky assets at each time $t \geq 0$. The agent can also purchase life insurance to reach a bequest target $\Pi$; e.g., by the results of [29, Chapter 5.6].

From an economic point of view, as in [7], the term $\Pi$ can also purchase life insurance to reach a bequest target $\Pi$; e.g., by the results of [29, Chapter 5.6].

Hence, from now on we express the problem in terms of $\mathbb{F}$-predictable processes.

The agent can invest her resources in the riskless and risky assets, and can consume at rate $c(t) \geq 0$. We denote by $\theta(t) \in \mathbb{R}^n$ the amounts allocated to the risky assets at each time $t \geq 0$. The agent can also purchase life insurance to reach a bequest target $\Pi$; e.g., by the results of [29, Chapter 5.6].

From an economic point of view, as in [7], the term $\Pi$ can also purchase life insurance to reach a bequest target $\Pi$; e.g., by the results of [29, Chapter 5.6].
Remark 2.4. The equation for \( y \) can be rewritten by introducing the new variable
\[
e(t) = \mathbb{E}[y(t)].
\]

Taking expectation in the equation for \( y \) above we get that \( e \) satisfies the delay equation
\[
d_e(t) = \left[ \mu_y e(t) + \int_{-d}^{0} \phi(s) e(t+s) \right] dt,
\]
while the equation for \( y \) becomes
\[
dy(t) = \left[ \epsilon(y(t) - c(t)) + \mu_y y(t) + \int_{-d}^{0} \phi(s) y(t+s) \right] dt + y(t) \sigma_y \cdot dZ(t).
\]

Now, thanks to [38, Theorem I.1 and Remark I.3(iv)] the system made of (10)-(11) admits a unique strong solution with \( \mathbb{P} \)-a.s. continuous paths for \( t \geq 0 \) for every initial datum and it is not difficult to prove that, when the initial data are chosen so that
\[
y(0) = x_0, \quad y(s) = x_1(s) \text{ for } s \in [-d,0),
\]
\[
e(0) = \mathbb{E}[x_0] = x_0, \quad e(s) = \mathbb{E}[x_1(s)] = x_1(s) \text{ for } s \in [-d,0),
\]
then the component \( y \) of such solution is also a strong solution of the second equation of (9) and that, vice versa, given a strong solution to the labor income equation in (9), the couple \((\mathbb{E}[y], y)\) solves the system (10) - (11).

Hence, system (9) can be rewritten, in the variables \((W,y,e)\) as
\[
\begin{align*}
dW(t) & = [W(t)r + \theta(t) \cdot (\mu - r \mathbf{1}) + y(t) - c(t) - \delta (B(t) - W(t))] dt + \theta(t) \cdot \sigma dZ(t), \\
dy(t) & = \left[ \epsilon(y(t) - e(t)) + \mu_y y(t) + \int_{-d}^{0} \phi(s) y(t+s) \right] dt + y(t) \sigma_y \cdot dZ(t), \\
de(t) & = \left[ \mu_y e(t) + \int_{-d}^{0} \phi(s) e(t+s) \right] dt, \\
W(0) & = w, \\
y(0) & = x_0, \quad y(s) = x_1(s) \text{ for } s \in [-d,0), \\
e(0) & = \mathbb{E}[x_0] = x_0, \quad e(s) = \mathbb{E}[x_1(s)] = x_1(s) \text{ for } s \in [-d,0).
\end{align*}
\]

We will refer to this system in the sequel.

We aim to maximize the expected utility from lifetime consumption and bequest,
\[
\mathbb{E} \left( \int_{0}^{\tau_\mathbf{e}} e^{-\rho t} \frac{c(t)^{1-\gamma}}{\gamma} dt + e^{-\rho \tau_\mathbf{e}} \frac{(kB(t))^{1-\gamma}}{1-\gamma} \right),
\]
over all triplets \((c, \theta, B) \in \mathbb{P}^0\) satisfying a suitable no-borrowing state constraint introduced below in (17). In the above, \(k > 0\) measures the intensity of preference for leaving a bequest, \(\gamma \in (0,1) \cup (1, +\infty)\) is the risk-aversion coefficient and \(\rho > 0\) is the discount rate. As the death time is independent of \(Z\) and exponentially distributed, we can rewrite the objective functional as follows (e.g., [8] Section 2 or [39] Section 3.6.2):
\[
J(c, B) := \mathbb{E} \left( \int_{0}^{\tau_\mathbf{e}} e^{-\theta(t) + \delta t} \left( \frac{c(t)^{1-\gamma}}{1-\gamma} + \delta \frac{(kB(t))^{1-\gamma}}{1-\gamma} \right) dt \right).
\]

The announced state constraint is the same as in [8], which is also considered in [15]. We present it here for the reader’s convenience. First of all recall that, given the financial market described by (10), the pre-death state-price density of the agent obeys the stochastic differential equation
\[
\begin{align*}
d\xi(t) & = -\xi(t)(r + \delta) dt - \xi(t) \kappa \cdot dZ(t), \\
\xi(0) & = 1.
\end{align*}
\]
where \( \kappa \) is the market price of risk and is defined as follows (e.g., [30]):

\[
\kappa := (\sigma)^{-1}(\mu - r1). \tag{16}
\]

We require the agent to satisfy the following constraint

\[
W(t) + \xi^{-1}(t) \mathbb{E} \left( \int_0^\infty \xi(u) y(u) du \bigg| \mathcal{F}_t \right) \geq 0,
\]

which is a no-borrowing-without-repayment constraint as the second term in (17) represents the agent’s market value of human capital at time \( t \). In other words, human capital can be pledged as collateral, and represents the agent’s maximum borrowing capacity. We note that the agent cannot default on his/her debt upon death, as the bequest target \( B \) is nonnegative.

Let us denote by \((W, w, x_1) \) the solution at time \( t \) of system (9), where we emphasize the dependence of the solution on the initial conditions \((w, x_0, x_1)\) and strategies \((c, B, \theta)\). We can then define the set of admissible controls as follows:

\[
\Pi(w, x_0, x_1) := \left\{ (c(\cdot), B(\cdot), \theta(\cdot)) \in \Pi^0(w, x_0, x_1), \text{ such that:} \right. \\
W^{w, x_0, x_1}(t; c, B, \theta) + \xi^{-1}(t) \mathbb{E} \left( \int_0^\infty \xi(u) y^{x_0, x_1}(u) du \bigg| \mathcal{F}_t \right) \geq 0 \quad \forall t \geq 0 \left. \right\}. \tag{18}
\]

Our problem is then to maximize the functional given in (14) over all controls in \( \Pi(w, x_0, x_1) \).

We introduce two assumptions that will hold throughout the whole paper:

**Assumption 2.5.**

\[
\begin{cases}
 r + \delta - (\epsilon + \mu_y - \sigma_y \cdot \kappa) - \int_0^\infty e^{(r+\delta)s} |\phi(s)| ds > 0 & \text{if } \epsilon - \sigma_y \cdot \kappa < 0, \\
 r + \delta - \mu_y - \int_0^\infty e^{(r+\delta)s} |\phi(s)| ds > 0 & \text{if } \epsilon - \sigma_y \cdot \kappa \geq 0.
\end{cases}
\]

**Remark 2.6.**

(a) Assumption 2.5 is needed to rewrite in a convenient way (as we do in Section 3) the constraint (17), and will be carefully explained in Subsection 3.3. Here we only observe that this condition is a refinement of the one provided in [8, Hypothesis 2.4] and that in the interesting case \( \epsilon < 0 \), only the first formula holds, which reduces, when \( \epsilon = 0 \), to Hypothesis 2.4 of [8].

(b) Mimicking the method of the proof of Proposition 2.2 in [8], we obtain the following representation of the labor income process \( y \):

\[
y(t) = E(t)(x_0 + I(t))
\]

where

\[
E(t) = e^{(\epsilon + \mu_y - \frac{1}{2} |\sigma_y|^2)t + \sigma_y Z(t)},
\]

\[
I(t) = \int_0^t E^{-1}(u) \left( -\epsilon e(u) + \int_u^\infty \phi(s)y(s + u) ds \right) du.
\]

Moreover, if \( x_0 > 0, x_1 \geq 0 \) a.s., \( \phi \geq 0 \) a.e. and \( \epsilon < 0 \), then it must be that \( y(t) > 0 \) \( \mathbb{P} \)-a.s..

**Assumption 2.7.**

\[
\rho + \delta - (1 - \gamma) \left( r + \delta + \frac{|\kappa|^2}{2\gamma} \right) > 0.
\]

**Remark 2.8.** Assumption 2.7 is required to ensure that the candidate solution of our HJB equation in Section 4 is well defined and finite, see Theorem 4.4. In similar simple cases it can actually be proved that, when \( \gamma \in (0, 1) \) and

\[
\rho + \delta - (1 - \gamma)(r + \delta + \frac{|\kappa|^2}{2\gamma}) < 0,
\]

the value function is infinite; for example, see [22] for the deterministic case.
3 Reformulation of the constraint

Within this section we assume that the second equation of [9] has a unique continuous $\mathbb{F}$-adapted solution $y$.

We find an equivalent expression for the human capital defined as

$$HC(t_0) := \xi(t_0)^{-1}\mathbb{E}\left[\int_{t_0}^{\infty} \xi(u)y(u)\,du|\mathcal{F}_{t_0}\right],$$

which is the second summand in the left hand side of the constraint (17).

Following the idea of [7], we incorporate the discount factor $\xi$ in an equivalent probability measure $\tilde{\mathbb{P}}$ (Subsection 3.1) and rewrite the dynamics of $y$ under $\tilde{\mathbb{P}}$ in a suitable Hilbert space, using the so-called product-space framework for path-dependent equations (Subsection 3.2). Exploiting some spectral properties of the operators that appear in this formulation we can finally obtain the mentioned equivalent expression for $HC(t_0)$ (Subsections 3.3 and 3.4). We then comment on the relation between the spectral properties used herein and our Assumption 2.5 (Subsection 3.5).

3.1 Equivalent probability measure

We start by considering the equivalent probability measure $\tilde{\mathbb{P}}_s$ on $\mathcal{F}_s$ such that

$$\frac{d\tilde{\mathbb{P}}_s}{d\mathbb{P}} = \exp\left(-\frac{1}{2}|\kappa|^2s - \kappa \cdot Z(s)\right) = e^{(r+\delta)s}\xi(s);$$

by [29] Lemma 3.5.3 we can write

$$\mathbb{E}[\xi(s)y(s) | \mathcal{F}_{t_0}] = \xi(t_0)e^{-(r+\delta)(s-t_0)}\tilde{\mathbb{E}}_s[y(s) | \mathcal{F}_{t_0}].$$

We are reduced to evaluate

$$\mathbb{E}\left[\int_{t_0}^{+\infty} \xi(s)y(s)\,ds \mid \mathcal{F}_{t_0}\right] = \int_{t_0}^{+\infty} \mathbb{E}[\xi(s)y(s) | \mathcal{F}_{t_0}]\,ds$$

$$= \xi(t_0)e^{(r+\delta)t_0} \int_{t_0}^{+\infty} e^{-(r+\delta)s}\tilde{\mathbb{E}}_s[y(s) | \mathcal{F}_{t_0}]\,ds. \quad (21)$$

The idea is now to understand what kind of SDE the quantity $\tilde{\mathbb{E}}[y(s) | \mathcal{F}_{t_0}] = \tilde{\mathbb{E}}_s[y(s) | \mathcal{F}_{t_0}]$ satisfies. Let $\tilde{\mathbb{P}}$ the measure such that $\tilde{\mathbb{P}}_{\mathcal{F}_s} = \tilde{\mathbb{P}}(s)$ for all $s \geq 0$. By the Girsanov Theorem the process $\tilde{Z}(t) = Z(t) + kt$ is an $n$-dim. Brownian motion under $\tilde{\mathbb{P}}$. The dynamics of $y$ under $\tilde{\mathbb{P}}$ is then

$$\begin{cases}
  dy(t) = \left[(\epsilon + \mu_y - \sigma_y \cdot \kappa)y(t) - \epsilon e(t) + \int_{-d}^{0} \phi(s)y(t+s)\,ds\right]\,dt + y(t)\sigma_y \cdot d\tilde{Z}(t), \\
  de(t) = \left[\mu_y e(t) + \int_{-d}^{0} \phi(s)e(t+s)\,ds\right]\,dt, \\
  y(0) = \ x_0, \quad y(s) = x_1(s) \text{ for } s \in [-d,0),
  e(0) = \ E[x_0] = x_0, \quad e(s) = E[x_1(s)] = x_1(s) \text{ for } s \in [-d,0). 
\end{cases} \quad (22)$$

Remark 3.1. Under the equivalent probability measure $\tilde{\mathbb{P}}$ the DDE satisfied by $e$ remains the same.

Therefore, the quantity $\tilde{\mathbb{E}}[y(t)|\mathcal{F}_{t_0}]$ satisfies the equation

$$\tilde{\mathbb{E}}[y(t)|\mathcal{F}_{t_0}] = y(t_0) + (\epsilon + \mu_y - \sigma_y \cdot \kappa) \int_{t_0}^{t} \tilde{\mathbb{E}}[y(s)|\mathcal{F}_{t_0}]\,ds - \epsilon \int_{t_0}^{t} \tilde{\mathbb{E}}[e(s)|\mathcal{F}_{t_0}]\,ds$$

$$+ \int_{t_0}^{t} \int_{-d}^{0} \tilde{\mathbb{E}}[y(s+\tau)|\mathcal{F}_{t_0}]\phi(\tau)\,d\tau\,ds$$
The following is a simple generalization of [3, Part II, Chapter 4, Theorem 3.2] to random initial conditions.

where in the last equality we exploit the fact that \( e \) satisfies a deterministic equation, thus \( \mathbb{E}[e(s)|\mathcal{F}_{t_0}] = e(s) \). Notice that the stochastic integral with respect to \( \tilde{Z} \) is a martingale, and has zero mean, hence \( \mathbb{E} \left[ \int_{t_0}^{t} y(s) \sigma_y \cdot d\tilde{Z}(s) | \mathcal{F}_{t_0} \right] = 0 \) (for more details see [7, Lemma 4.6]).

Therefore, defining \( M_{t_0}(t) := \mathbb{E} [y(t)|\mathcal{F}_{t_0}] \), we have that the couple \((M_{t_0}, e)\) satisfies for \( t \geq t_0 \) the system (with random initial conditions)

\[
\begin{aligned}
\left\{ 
\begin{array}{l}
dM_{t_0}(t) = \left[ (\epsilon + \mu_y - \sigma_y \cdot \kappa) M_{t_0}(t) - \epsilon(e(t) + \int_{-d}^{0} M_{t_0}(t+s)\phi(s) \, ds) \right] \, dt \\
d\epsilon(t) = \mu_y \epsilon(t) \, dt + \int_{-d}^{0} \epsilon(t+s)\phi(s) \, ds \, dt \\
M_{t_0}(t_0) = y(t_0), \\
e(t_0) = \mathbb{E}[y(t_0)], \quad e(s) = \mathbb{E}[y(t_0+s)], \\
\end{array}
\right.
\end{aligned}
\]

(23)

3.2 Reformulation of the problem in an infinite-dimensional framework

We introduce first the space

\[ \mathcal{M}_2 = \mathbb{R} \times L^2(-d,0;\mathbb{R}) \]

whose elements are denoted as \( \mathbf{x} = (x_0, x_1) \). \( \mathcal{M}_2 \) is a Hilbert space when endowed with the inner product \( \langle (x_0, x_1), (y_0, y_1) \rangle_{\mathcal{M}_2} = x_0y_0 + \langle x_1, y_1 \rangle \), the latter being the usual inner product of \( L^2(-d,0;\mathbb{R}) \).

We will denote vectors in \( \mathbb{R}^2 \) with boldface letters: \( \mathbf{a} = (a^1, a^2) \); similarly we will write \( \mathbb{R}^2 \)-valued functions as \( f(\cdot) = (\phi(\cdot), \psi(\cdot)) \).

The state space for the reformulation needed within this section is \( \mathcal{M}^2_2 = (\mathbb{R} \times L^2(-d,0;\mathbb{R}))^{\otimes 2} \cong \mathbb{R}^2 \times L^2(-d,0;\mathbb{R}^2) \). Elements of \( \mathcal{M}^2_2 \) will be written in any of the following equivalent ways:

\[
\mathbf{x} = \begin{pmatrix} x_0^{(1)} \\ x_0^{(2)} \end{pmatrix} \quad \text{with} \quad (x_0^{(1)}, x_0^{(2)}) \in \mathcal{M}_2,
\]

(24)

\[
\mathbf{x} = \begin{pmatrix} \mathbf{x}^{(1)} \\ \mathbf{x}^{(2)} \end{pmatrix} \quad \text{with} \quad \mathbf{x}^{(1)}, \mathbf{x}^{(2)} \in \mathcal{M}_2,
\]

(25)

\[
\mathbf{x} = \begin{pmatrix} x_0^{(1)} \\ x_0^{(2)} \end{pmatrix} \quad \text{with} \quad \begin{pmatrix} x_0^{(1)} \\ x_0^{(2)} \end{pmatrix} \in \mathbb{R}^2, \quad \begin{pmatrix} x_1^{(1)} \\ x_1^{(2)} \end{pmatrix} \in L^2(-d,0;\mathbb{R}^2),
\]

(26)

\[
\mathbf{x} = (\mathbf{x}_0, \mathbf{x}_1) \quad \text{with} \quad \mathbf{x}_0 \in \mathbb{R}^2, \quad \mathbf{x}_1 \in L^2(-d,0;\mathbb{R}^2);
\]

(27)

We then rewrite system (22) in a more compact form. First for any fixed \( \mathcal{F}_{t_0} \)-measurable \( \mathcal{M}^2_2 \)-valued random variable \( \mathbf{m} = (\mathbf{m}_0, \mathbf{m}_1) \) we consider the 2-dimensional system

\[
\begin{aligned}
\left\{ 
\begin{array}{l}
d\mathbf{n}(t_0; t) = \left[ C_0 \mathbf{n}(t_0; t) + \int_{-d}^{0} \phi(s) \mathbf{n}(t_0; t+s) \, ds \right] \, dt \\
\mathbf{n}(t_0; t_0) = \mathbf{m}_0, \\
\mathbf{n}(t_0; t_0 + s) = \mathbf{m}_1(s), \\
\end{array}
\right.
\end{aligned}
\]

(28)

where

\[
C_0 := \begin{pmatrix} \epsilon + \mu_y - \sigma_y \cdot \kappa & -\epsilon \\ 0 & \mu_y \end{pmatrix}.
\]

The following is a simple generalization of [39 Part II, Chapter 4, Theorem 3.2] to random initial conditions.
Lemma 3.2. Given any fixed $\mathcal{F}_{t_0}$-measurable $\mathcal{M}_2^2$-valued random variable $\mathbf{m}$, the Cauchy problem (28) has a unique absolutely continuous solution. Moreover system (23) is equivalent to (28) above when we choose
\[
\mathbf{m}_0 = \left( \frac{y(t_0)}{\mathbb{E}[y(t_0)]} \right), \quad \mathbf{m}_1 = \left( \frac{y(t_0 + \cdot)}{\mathbb{E}[y(t_0 + \cdot)]} \right);
\]
indeed in this case $\mathbf{n}(t_0; t) = \left( \frac{M_{t_0}}{e^{(t)}} \right)(t)$ for every $t \in [t_0 - d, +\infty)$.

We define next the operator $A_0 : D(A_0) \subset \mathcal{M}_2^2 \to \mathcal{M}_2^2$ as
\[
D(A_0) := \{ (x_0, x_1) \in \mathcal{M}_2^2 : x_1 \in W^{1,2}(-d, 0; \mathbb{R}^2), \, x_1(0) = x_0 \}, \quad A_0(x_0, x_1) := \left( C_0 x_0 + \int_{-d}^{0} \phi(s) x_1(s) \, ds, \frac{d}{ds} x_1 \right) .
\]

We can then reformulate system (28) above as an evolution equation in $\mathcal{M}_2^2$. Consider, again for any fixed $\mathcal{F}_{t_0}$-measurable $\mathcal{M}_2^2$-valued random variable $\mathbf{m} = (\mathbf{m}_0, \mathbf{m}_1)$, the $\mathcal{M}_2^2$-valued process $\mathbf{N}(t_0; \cdot)$ that is the solution on $[t_0, +\infty)$ of
\[
\begin{cases}
d\mathbf{N}(t_0; t) = A_0 \mathbf{N}(t_0; t) dt, \\
\mathbf{N}(t_0; t_0) = \mathbf{m} .
\end{cases}
\]

We collect now some useful results about the above equation, also for later reference; definitions of strict and weak solutions can be found for example in [14, Appendix A]. Proofs are given in the Appendix.

Proposition 3.3.  
(i) The operator $A_0$ generates a strongly continuous semigroup $\{-S(t)\}_{t \geq 0}$ in $\mathcal{M}_2^2$.

(ii) $S(t)$ is a compact operator for every $t \geq d$.

(iii) For every $\mathcal{F}_{t_0}$-measurable $\mathcal{M}_2^2$-valued random variable $\mathbf{m} \in \mathcal{M}_2^2$ the process
\[
S(t-t_0)\mathbf{m} ;
\]
is the unique weak (in distributional sense) solution of (31); in particular
\[
\mathbf{N}(t_0; t) = \mathbf{N}(0; t-t_0) .
\]

Moreover if $\mathbf{m} \in D(A_0)$ a.s. then the solution is actually strict.

(iv) The Cauchy problem (31) is equivalent to (25).

(v) Let $y$ be a solution of the second equation in (4) on $[0, t_0]$; when choosing $\mathbf{m}$ as in (29), (31) is equivalent to (28) and in this case we have
\[
\mathbf{N}(t_0; t) = S(t-t_0)\mathbf{m} = (\mathbf{n}(t_0; t), \mathbf{n}(t_0; t+\cdot)) = \left( \begin{pmatrix} M_{t_0}(t) \\ e(t) \end{pmatrix}, \begin{pmatrix} \{M_{t_0}(t+s)\}_{t \in [-d,0]} \\ \{e(t+s)\}_{t \in [-d,0]} \end{pmatrix} \right) .
\]

3.3 Spectral properties of $A_0$

The following result is an immediate consequence of [25, Chapter 7, Lemma 2.1 and Theorem 4.2]

Lemma 3.4.  
(i) The spectrum of the operator $A_0$ is given by
\[
\{ \lambda \in \mathbb{C} : K(\lambda) = 0 \},
\]
where
\[
K(\lambda) := K_1(\lambda)K_2(\lambda) .
\]
with
\[ K_1(\lambda) := \lambda - (\epsilon + \mu_y - \sigma_y \cdot \kappa) - \int_{-d}^{0} e^{\lambda s} \phi(s) \, ds, \]
\[ K_2(\lambda) := \lambda - \mu_y - \int_{-d}^{0} e^{\lambda s} \phi(s) \, ds = K_1(\lambda) - (\epsilon - \sigma_y \cdot \kappa). \]

In particular the spectral bound of \( A_0 \) is
\[ \lambda_0 = \sup \{ \text{Re} \lambda : K(\lambda) = 0 \}. \]

(ii) The spectrum of \( A_0 \) coincides with its point spectrum and is a discrete (thus countable) set.

We can explicitly compute the resolvent operator of \( A_0 \) (a proof is sketched in the Appendix):

**Lemma 3.5.** Let \( R(A_0) \) denote the resolvent set of \( A_0 \) and let \( \lambda \in \mathbb{R} \cap R(A_0) \); then the resolvent operator of \( A_0 \) at \( \lambda \) is given by
\[ R(\lambda, A_0)((\begin{bmatrix} m_0 \\ e_0 \end{bmatrix}, (m_1, e_1))) = ((\begin{bmatrix} u_0 \\ v_0 \end{bmatrix}, (u_1, v_1)) , \]
with
\[ v_0 = \frac{1}{K_2(\lambda)} \left[ e_0 + \int_{-d}^{0} \int_{-d}^{s} e^{-\lambda(s-\tau)} \phi(\tau) \, d\tau \, e_1(s) \, ds \right], \]
\[ u_0 = \frac{1}{K_1(\lambda)} \left[ m_0 + \int_{-d}^{0} \int_{-d}^{s} e^{-\lambda(s-\tau)} \phi(\tau) \, d\tau \, m_1(s) \, ds \right] - \frac{\epsilon}{K(\lambda)} \left[ e_0 + \int_{-d}^{0} \int_{-d}^{s} e^{-\lambda(s-\tau)} \phi(\tau) \, d\tau \, e_1(s) \, ds \right], \]
\[ u_1(s) = u_0 e^{\lambda s} + \int_{s}^{0} e^{-\lambda(\tau-s)} m_1(\tau) d\tau , \]
\[ v_1(s) = v_0 e^{\lambda s} + \int_{s}^{0} e^{-\lambda(\tau-s)} e_1(\tau) d\tau . \]

A crucial tool will be the following well known fact:

**Lemma 3.6.** For every real \( \lambda \) such that \( \lambda > \lambda_0 \) and every \( m \in M_2^2 \) we have
\[ \int_{0}^{+\infty} e^{-\lambda t} S(t)m dt = R(\lambda, A_0)m. \]

**Proof.** Identity (35) is well known to hold for all real \( \lambda \) that are larger than the type of \( S(t) \). Since \( S(t) \) is compact for every \( t \geq d \), its type is actually equal to its spectral radius \( \lambda_0 \), see for example [3, Part II, Chapter 1, Corollary 2.5].

Note asking \( \lambda > \lambda_0 \) is more restrictive than just asking that \( \lambda \in \mathbb{R} \cap R(A_0) \).

### 3.4 A formula for the human capital

**Theorem 3.7.** Assume that \( r + \delta > \lambda_0 \); then
\[ HC(t_0) = \frac{1}{K_1(r + \delta)} \left[ y(t_0) + \int_{-d}^{0} \int_{-d}^{s} e^{-(r+\delta)(s-\tau)} \phi(\tau) \, d\tau \, y(t_0 + s) \, ds \right] - \frac{\epsilon}{K(r + \delta)} \left[ e(t_0) + \int_{-d}^{0} \int_{-d}^{s} e^{-(r+\delta)(s-\tau)} \phi(\tau) \, d\tau \, e(t_0 + s) \, ds \right]. \]
We have
\[
\frac{1}{\xi(t_0)} E \left[ \int_{t_0}^{\infty} \xi(s) y(s) ds | \mathcal{F}_{t_0} \right] = e^{(r+\delta)t_0} \int_{t_0}^{\infty} e^{-(r+\delta)s} E [y(s)|\mathcal{F}_{t_0}] \, ds \quad (\text{by (21)})
\]

We can rewrite the Human Capital as
\[
HC(t_0) = g_\infty \left[ y(t_0) + \int_{-\delta}^{0} G(s) y(t_0 + s) \, ds \right] - g_\infty i_\infty \left[ e(t_0) + \int_{-\delta}^{0} G(s) e(t_0 + s) \, ds \right]
\]

Defining now
\[
K_1 := K_1(r+\delta) = r + \delta - (\epsilon + \mu - \sigma_y \cdot \kappa) - \int_{-\delta}^{0} e^{(r+\delta)s} \phi(s) \, ds, \quad g_\infty = \frac{1}{K_1},
\]
\[
K_2 := K_2(r+\delta) = K_1(r+\delta) + (\epsilon - \sigma_y \cdot \kappa), \quad i_\infty = \frac{\epsilon}{K_2},
\]
\[
G(s) := \int_{-\delta}^{s} e^{(r+\delta)(s-\tau)} \phi(\tau) \, d\tau \quad \text{and} \quad h_\infty(s) := g_\infty G(s)
\]

we finally obtain that, if \( r + \delta > \lambda_0 \),
\[
HC(t_0) = g_\infty \left[ y(t_0) + \int_{-\delta}^{0} G(s) y(t_0 + s) \, ds \right] - g_\infty i_\infty \left[ e(t_0) + \int_{-\delta}^{0} G(s) e(t_0 + s) \, ds \right]
\]

The above representation allows to rewrite the constraint \((17)\) as
\[
W(t) + \langle (g_\infty, h_\infty), (y(t), y(t+)) \rangle_{\mathcal{M}_2} - i_\infty \langle (g_\infty, h_\infty), (e(t), e(t+)) \rangle_{\mathcal{M}_2} \geq 0,
\]

which in turn suggests to set
\[
\tilde{I}_\infty = (g_\infty, h_\infty) \in \mathcal{M}_2, \quad \tilde{I}_\infty = \left( \frac{\tilde{I}_\infty}{-i_\infty} \right) \in \mathcal{M}_2^2
\]

and to define the function \( \mathbb{R} \times \mathcal{M}_2^2 \to \mathbb{R} \)
\[
\Gamma_\infty(w, x) := w + \langle \tilde{I}_\infty, x \rangle_{\mathcal{M}_2^2}
\]

Proof. Recall \((19)\) and let \( \mathbf{m} = (\mathbf{m}_0, \mathbf{m}_1) \) be given by \((29)\). We can rewrite the Human Capital as follows; we denote here by \( P_{1,0} \) the projection on the first finite dimensional component of \( \mathcal{M}_2 \), i.e.
\[
P_{1,0} \left( \begin{pmatrix} x_0^{(1)} \\ x_1^{(1)} \\ x_0^{(2)} \\ x_1^{(2)} \end{pmatrix} \right) = x_0^{(1)}.
\]
\[ \begin{aligned} &= w + \langle f_\infty, x^{(1)} \rangle_{\mathcal{M}_2} - i_\infty \langle f_\infty, x^{(2)} \rangle_{\mathcal{M}_2} \\ &\quad = w + g_\infty x^{(1)} + \langle h_\infty, x^{(1)} \rangle - i_\infty \left[ g_\infty x^{(2)} + \langle h_\infty, x^{(2)} \rangle \right] \end{aligned} \]

for \( w \in \mathbb{R}, x \in \mathcal{M}_2 \), and to consider the sets

\[ \mathcal{H} := \mathbb{R} \times \mathcal{M}_2^2, \]
\[ \mathcal{H}_+ = \{(w, x) \in \mathcal{H}: \Gamma_\infty(w, x) \geq 0\}, \]
\[ \mathcal{H}_{++} = \{(w, x) \in \mathcal{H}: \Gamma_\infty(w, x) > 0\}. \]

\( \mathcal{H} \) is naturally a Hilbert space when endowed with the inner product

\[ \langle (a, x), (b, y) \rangle_{\mathcal{H}} = \left\langle \left( a, x^{(1)}, x^{(2)} \right), \left( b, y^{(1)}, y^{(2)} \right) \right\rangle_{\mathcal{H}} := ab + \langle x^{(1)}, y^{(1)} \rangle_{\mathcal{M}_2} + \langle x^{(2)}, y^{(2)} \rangle_{\mathcal{M}_2}. \]

### 3.5 Why Assumption 2.5

The requirement

\[ r + \delta > \lambda_0 \]

in Theorem 3.10 is difficult to check in practice, as it requires an explicit computation of \( \lambda_0 \). Therefore we look for some sufficient condition, possibly easier to check, for such requirement to be satisfied. Set for \( \lambda \in \mathbb{C} \)

\[ \tilde{K}_1(\lambda) := \lambda - (\epsilon + \mu_y - \sigma_y \cdot \kappa) - \int_{-d}^{0} e^{\lambda s} |\phi(s)| \, ds, \]
\[ \tilde{K}_2(\lambda) := \lambda - \mu_y - \int_{-d}^{0} e^{\lambda s} |\phi(s)| \, ds = \tilde{K}_1(\lambda) - (\epsilon - \sigma_y \cdot \kappa), \]
\[ \tilde{K}(\lambda) := \tilde{K}_1(\lambda) \tilde{K}_2(\lambda). \]

Finally set

\[ \tilde{\lambda}_0 = \sup \left\{ \Re(\lambda) : \tilde{K}(\lambda) = 0 \right\}. \]

Note that \( \tilde{\lambda}_0 \) is the spectral radius of the operator \( \tilde{A}_0 : D(\tilde{A}_0) \subset \mathcal{M}_2^2 \to \mathcal{M}_2^2, \)

\[ D(\tilde{A}_0) := \{ (x_0, x_1) \in \mathcal{M}_2^2 : x_1 \in W^{1,2}(-d, 0; \mathbb{R}^2), x_1(0) = x_0 \}, \]
\[ \tilde{A}_0(x_0, x_1) := \left( C_0 x_0 + \int_{-d}^{0} \frac{|\phi(s)| x_1(s) \, ds}{d x_1} \right). \]

**Lemma 3.8.** The functions \( \tilde{K}_1 \) and \( \tilde{K}_2 \), restricted to the real numbers, are strictly increasing. Moreover the function \( \tilde{K} \) restricted to the real numbers is continuous and such that:

(i) \( \lim_{\xi \to \pm \infty} \tilde{K}(\xi) = +\infty; \)

(ii) the equation \( \tilde{K}(\xi) = 0 \) admits exactly two real solutions \( \xi_1 \) and \( \xi_2 \) with \( \tilde{K}_1(\xi_1) = 0 \) and \( \tilde{K}_2(\xi_2) = 0 \), and \( \xi_1 = \xi_2 \) if and only if \( \epsilon - \sigma_y \cdot \kappa = 0; \)

(iii) setting \( \xi_0 := \max(\xi_1, \xi_2) \) we have

\[ \xi_0 = \begin{cases} \xi_2 & \text{if } \epsilon - \sigma_y \cdot \kappa > 0, \\ \xi_1 & \text{if } \epsilon - \sigma_y \cdot \kappa < 0 \end{cases} \]

and eventually it holds \( \tilde{\lambda}_0 = \xi_0. \)
Therefore a in particular us consider an arbitrary \( \lambda \) hence a

Let us now prove that \( \tilde{\lambda} \) and exactly one value \( \xi \) and only if \( \epsilon \) \( \epsilon - \sigma_y \cdot \kappa = 0 \) and

\[
\max(\xi_1, \xi_2) = \begin{cases} 
\xi_2 & \text{if } \epsilon - \sigma_y \cdot \kappa > 0, \\
\xi_1 & \text{if } \epsilon - \sigma_y \cdot \kappa < 0.
\end{cases}
\]

Let us now prove that \( \hat{\lambda}_0 = \xi_0 \). By definition we have \( \xi_0 \leq \hat{\lambda}_0 \). In order to prove that \( \xi_0 \geq \hat{\lambda}_0 \), let us consider an arbitrary \( \lambda = a + ib \in \mathbb{C} \) such that \( K(\lambda) = 0 \). Suppose first that \( K_1(\lambda) = 0 \), so that in particular

\[
0 = \Re \left( K_1(\lambda) \right) = a - (\epsilon + \mu_y - \sigma_y \cdot \kappa) - \int_{-d}^{0} e^{as} \cos(bs) |\phi(s)| ds 
\geq a - (\epsilon + \mu_y - \sigma_y \cdot \kappa) - \int_{-d}^{0} e^{as} |\phi(s)| ds = K_1(a) .
\]

Therefore \( a \leq \xi_1 \leq \xi_0 \). If instead \( \tilde{K}_2(\lambda) = 0 \) then

\[
0 = \Re \left( \tilde{K}_2(\lambda) \right) = a - \mu_y - \int_{-d}^{0} e^{as} \cos(bs) |\phi(s)| ds \geq a - \mu_y - \int_{-d}^{0} e^{as} |\phi(s)| ds = \tilde{K}_2(a)
\]

hence \( a \leq \xi_2 \leq \xi_0 \). In both cases taking the supremum in the definition of \( \hat{\lambda}_0 \) yields \( \hat{\lambda}_0 \leq \xi_0 \).

The convenience of introducing \( \hat{\lambda}_0 \) is clarified by its relation with \( \lambda_0 \).

**Lemma 3.9.** We have \( \lambda_0 \leq \hat{\lambda}_0 \).

**Proof.** For every \( \lambda = a + ib \in \mathbb{C} \) we have

\[
\Re (K_1(\lambda)) = a - (\epsilon + \mu_y - \sigma_y \cdot \kappa) - \int_{-d}^{0} e^{as} \cos(bs) \phi(s) ds ,
\]

\[
\Re (K_2(\lambda)) = a - \mu_y - \int_{-d}^{0} e^{as} \cos(bs) \phi(s) ds .
\]

(43)

(44)

Suppose first that \( \xi_0 = \xi_1 \). Then \( \epsilon - \sigma_y \cdot \kappa < 0 \) and \( \tilde{K}_1(\xi) < \tilde{K}_2(\xi) \) for every \( \xi \in \mathbb{R} \). Therefore, recalling the definition of \( \lambda_0 \), it is enough to show that for every number \( \lambda = a + ib \) such that \( K(\lambda) = 0 \) we have \( \tilde{K}_2(a) \leq 0 \). So let \( \lambda \) be such a number; we have

\[
\tilde{K}_2(a) = a - \mu_y - \int_{-d}^{0} e^{as} |\phi(s)| ds 
= a - \mu_y - \int_{-d}^{0} e^{as} \cos(bs) \phi(s) ds - (\epsilon - \sigma_\iota \cdot \kappa) + (\epsilon - \sigma_y \cdot \kappa) 
+ \int_{-d}^{0} e^{as} (\cos(bs) \phi(s) - |\phi(s)|) ds 
\leq \int_{-d}^{0} e^{as} (\cos(bs) \phi(s) - |\phi(s)|) ds 
\leq 0 ,
\]
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where to deduce the second to last inequality one uses (43) together with the fact that $\epsilon - \sigma_y \cdot \kappa < 0$ if $K_1(\lambda) = 0$ and (44) if $K_2(\lambda) = 0$.

Similarly if $\xi_0 = \xi_2$ we have $\epsilon - \sigma_y \cdot \kappa \geq 0$ and is suffices to show that for any $\lambda = a + ib$ as above $\tilde{K}_1(a) \leq 0$. In this case we find

$$
\tilde{K}_1(a) = a - \mu_y - (\epsilon - \sigma_y \cdot \kappa) - \int_{-d}^{0} e^{as} |\phi(s)| ds
$$
$$
= a - \mu_y - (\epsilon - \sigma_y \cdot \kappa) - \int_{-d}^{0} e^{as} \cos(bs)\phi(s) ds + \int_{-d}^{0} e^{as} (\cos(bs)\phi(s) - |\phi(s)|) ds
$$
$$
\leq \int_{-d}^{0} e^{as} (\cos(bs)\phi(s) - |\phi(s)|) ds
$$
$$
\leq 0
$$

and the conclusion follows as before. \hfill \square

Thanks to this last result it becomes clearer why we make Assumption 2.5. If $r$ and $\delta$ are such that Assumption 2.5 is satisfied, the in particular both $\tilde{K}_1 (r + \delta)$ and $\tilde{K}_2(r + \delta)$ are positive and we have that

$$
\delta + r > \xi_0 = \tilde{\lambda}_0 \geq \lambda_0;
$$

the assumption of Theorem 3.7 is therefore satisfied, so that the constraint (17) takes the convenient formulation (40). Note that Assumption 2.5 is not equivalent to saying that $r + \delta > \lambda_0$ but only a sufficient condition. However it is usually much easier to verify the inequalities in Assumption 2.5 than computing explicitly $\lambda_0$.

**Remark 3.10.** Repeating the arguments above one can easily show that if there is no mean-reverting effect (i.e. $\epsilon = 0$) and $\phi$ is positive almost everywhere then $r + \delta > \lambda_0$ if and only if $K_1 (r + \delta) > 0$.

### 4 The general problem and the associated HJB equation

#### 4.1 The infinite dimensional general problem

Here we rewrite, in a suitable infinite-dimensional setting, the problem of maximizing the functional (14) under the constraint (17) and under the transformed state equation (12). We call it ‘general problem’ since we consider it for generic initial data, so, not necessarily connected with our original control of McKean-Vlasov dynamics. In Section 6 we will go back to the original problem.

For any two Banach spaces $E$ and $E'$ we will denote by $L(E; E')$ the space of bounded linear operators from $E$ to $E'$.

We proceed similarly to the previous section to reformulate system (12) in the infinite-dimensional space $\mathcal{M}_2^2$. To begin with, we define the finite-dimensional operator $C$ on $\mathbb{R}^2$ as

$$
C := \begin{pmatrix} \epsilon + \mu_y & -\epsilon \\ 0 & \mu_y \end{pmatrix}
$$

and the operator $A : \mathcal{D}(A) \subset \mathcal{M}_2^2 \to \mathcal{M}_2^2$ as

$$
\mathcal{D}(A) := \{(x_0, x_1) \in \mathcal{M}_2^2 : x_1 \in W^{1,2}(-d, 0; \mathbb{R}^2), \ x_1(0) = x_0 \},
$$
$$
A(x_0, x_1) := \left(C x_0 + \int_{-d}^{0} \phi(s) x_1(s) ds, \frac{d}{ds} x_1 \right)
$$

(45)

(the only difference between $A$ and $A_0$ defined in (40) lies in the use of $C$ in place of $C_0$). By Proposition 5.3, (40) the operator $A$ is the infinitesimal generator of a strongly continuous semigroup.
$T(t)$ in $M_2$. 
Furthermore, we need to define the linear bounded operator $F: M_2 \to L(\mathbb{R}^n; M_2)$ in the following way: for every $\mathbf{x} = \left( \begin{array}{c} x_0^{(1)} \\ x_0^{(2)} \\ x_1^{(1)} \\ x_1^{(2)} \end{array} \right) \in M_2$, $F(\mathbf{x})$ is the linear map

$$z \mapsto (P_{1,0}\mathbf{x}) \left( \begin{array}{c} \sigma_y \cdot z \\ 0 \\ 0 \\ 0 \end{array} \right) = \left( \begin{array}{c} x_0^{(1)} \sigma_y \cdot z \\ 0 \\ 0 \end{array} \right),$$

where $0_{L^2}$ denotes the null function in $L^2(-d, 0; \mathbb{R})$.
Consider the equation in $M_2$

$$\begin{cases} d\mathbf{Y}(t) = A\mathbf{Y}(t)dt + F((\mathbf{Y}(t)) dZ(t), & t \in [0, \infty), \\ \mathbf{Y}(0) = \mathbf{x}. \end{cases}$$

(47)

Since only the first finite-dimensional component of $F(\mathbf{Y}(t))$ is nonzero, the stochastic integral above is well-defined without the need to recur to any infinite-dimensional stochastic integration theory. As paths of $\mathbf{Y}$ have almost surely the regularity of Brownian paths, $\mathbf{Y}(t)$ is almost surely not in $D(A)$ for every $t$; therefore as a solution of the above equation we mean a mild solution, that is, almost surely $\mathbf{Y}(t)$ should satisfy

$$\mathbf{Y}(t) = T(t)\mathbf{x} + \int_0^t T(t-s)F(\mathbf{Y}(s))dZ(s)$$

(48)

for every $t \in [0, \infty)$.

**Proposition 4.1.** For every initial condition $\mathbf{x}$ equation (47) has a unique mild solution, that is also a weak solution, given by (48), with continuous trajectories almost surely. When

$$\mathbf{x} = (\mathbf{y}) = (\left( \begin{array}{c} y_0 \\ y_1 \end{array} \right))(x_0, x_1)$$

and $x_0, x_1$ are as in (6), equation (47) and the equation for $y$ in (3) are equivalent, meaning that if $y$ solves the second equation in (6) then

$$\mathbf{Y}(t) = \left( \begin{array}{c} \mathbb{E}[y(t)] \\ \mathbb{E}[^{(1)}y(t)]_{s \in [-d, 0]} \end{array} \right);$$

(49)

is a mild solution of (47), and conversely if $\mathbf{Y}$ is a solution of (47) then $P_{1,0}\mathbf{Y}$ is a solution of the second equation in (6). In particular there exists a unique (probabilistically) strong solution $y$ of the second equation in (6) with initial condition $\mathbf{y} = (x_0, x_1)$.

**Proof.** Existence and uniqueness of a continuous mild solution of (47) and the equivalence between mild and weak solutions follow from [13] Theorem 6.7. The equivalence property has been proven in [10] Theorem 3.1.  

**Remark 4.2.** In the setting of the above proposition the map $[-d, 0] \ni s \mapsto y(t+s)$ may fail to be continuous for small times, since the initial condition is only in $L^2$. However this cannot happen if the initial condition $x_1$ is continuous and $x_0 = x_1(0)$. In this case everything can be formulated in spaces of continuous functions, see for example [22] Section 5] for a discussion.

Using (47), for any given $(\theta, c, B) \in \Pi^0$ and $(w, x) \in \mathcal{H}$ system (9) can be formulated in the unknown $(W, \mathbf{Y}) \in \mathcal{H} = \mathbb{R} \times M_2$ as

$$\begin{cases} dW(t) = \left( \begin{array}{c} [\sigma \cdot \delta]W(t) + \theta \cdot (\mu - r1) - c(t) - \delta B(t) + P_{1,0}(\mathbf{Y}(t)) \end{array} \right) dt + \theta(t) \cdot \sigma dZ(t), \\ d\mathbf{Y}(t) = A\mathbf{Y}(t)dt + F(\mathbf{Y}(t)) dZ(t), & \mathbf{W}(0), \mathbf{Y}(0) = (w, x) \end{cases}$$

(50)
and by Proposition 4.1 it admits a unique strong solution \((W, y)\) corresponding to the unique solution \((W, \overline{\nabla})\) of the latter.

We will introduce in a moment a convenient formulation of our optimal control problem and the Hamilton-Jacobi-Bellman equation associated to it. To this end we condense further the notation defining two linear operators on \(\mathcal{H} \times \mathbb{R}^n \times \mathbb{R}_+ \times \mathbb{R}_+\): \(B\) is the unbounded operator with values in \(\mathcal{H}\) given by
\[
B(w, \overline{\xi}, \theta, c, B) = ((r + \delta)w + \theta \cdot (\mu - r)1 - c - \delta B + P_{1,0}\overline{\xi}, A\overline{\xi}) ,
\]
while \(S\) is the bounded operator with values in \(L(\mathbb{R}^n; \mathcal{H})\)
\[
S(w, \overline{\xi}, \theta, c, B) = [z \mapsto (\sigma^\top \theta \cdot z, F(\overline{\xi})z)] .
\]

For simplicity we let both of them depend also on the variables in \(\mathcal{H} \times \mathbb{R}^n \times \mathbb{R}_+ \times \mathbb{R}_+\) that do not explicitly appear in their definition; in particular \(S\) depends only on \(x_0^{(1)}\) and \(\theta\).

It is not difficult to check that for every fixed \((w, \overline{\xi}, \theta, c, B) \in \mathcal{H} \times \mathbb{R}^n \times \mathbb{R}_+ \times \mathbb{R}_+\) the adjoint of \(S(w, \overline{\xi}, \theta, c, B)\) is the map \(S(w, \overline{\xi}, \theta, c, B)^* \in L(\mathcal{H}; \mathbb{R}^n)\) given by
\[
(u, \overline{\pi}) \mapsto u\sigma^\top \theta + P_{1,0}(\overline{\xi})P_{1,0}(\overline{\pi})\sigma_y .
\]

Set
\[
I := L^2(-d, 0; \mathbb{R}) \times \left( L^2(-d, 0; \mathbb{R}) \times L \left( L^2(-d, 0; \mathbb{R}); L^2(-d, 0; \mathbb{R}) \right) \right) \times \left( L^2(-d, 0; \mathbb{R}) \times L \left( L^2(-d, 0; \mathbb{R}); L^2(-d, 0; \mathbb{R}) \right) \right) ;
\]
then \(L(\mathcal{H}; \mathcal{H}) \cong \mathcal{N} := \mathcal{H} \times (\mathcal{H} \times I) \times (\mathcal{H} \times I)\) and given an element
\[
Q = \left( H_0, (H_1, I_1) \right) \in \mathcal{N}
\]
we can index its entries as \(Q_{ij}, Q_{ij} : Q_{ji}, i, j = 1, \ldots, 5\).

By simple computations we then have, for any \(Q \in \mathcal{N}_{\text{sym}}\) and any \((w, \overline{\xi}, \theta, c, B) \in \mathcal{H} \times \mathbb{R}^n \times \mathbb{R}_+ \times \mathbb{R}_+\),
\[
\text{Tr} \left[ QS(w, \overline{\xi}, \theta, c, B) S(w, \overline{\xi}, \theta, c, B)^* \right] = Q_{11} |\sigma^\top \theta|^2 + Q_{22} P_{1,0}(\overline{\xi})^2 |\sigma_y|^2 + 2Q_{12} P_{1,0}(\overline{\xi})\sigma_y \cdot \sigma^\top \theta . \quad (51)
\]

In particular for any given function
\[
f : \mathcal{H} \to \mathbb{R}
\]
its second Fréchet derivative at a given point \((w, \overline{\xi})\) is an element \(\nabla^2 f(w, \overline{\xi}) \in \mathcal{N}_{\text{sym}}\), and the above formula provides the second order term that will appear in our Hamilton-Jacobi-Bellman equation.

Recall the set \(\Pi^0\) defined in [5]. We denote a triple of controls \((\theta(\cdot), c(\cdot), B(\cdot)) \in \mathbb{R}^n \times \mathbb{R}_+ \times \mathbb{R}_+\) as \(\pi(\cdot)\); for given \(\pi(\cdot) \in \Pi^0\) and given initial condition \((w, \overline{\xi})\) we eventually rewrite system (50) for the unknown \(\mathcal{H}\)-valued process \(X = (W, \overline{\nabla})\) as
\[
\begin{cases}
    dX(t) = B(X(t), \pi(t)) \, dt + S(X(t), \pi(t)) \, dZ(t) , \\
    X(0) = (w, \overline{\xi}) ,
\end{cases}
\]
where again solutions are to be intended in mild sense, since almost surely \(X \notin D(B)\). By [29, Chapter 5.6] and Proposition 4.1 there is a unique mild solution of (52); we will denote such
solution at time $t \geq 0$ as $X^w(t; \pi) = (W^w(t; \pi), \overline{X}(t))$; recall that we are interested only in initial conditions of the form

$$(w, \overline{x}) = (w, (\overline{x}_0), (\overline{x}_1)) .$$

The dependence on the initial condition will be sometimes hidden if notationally convenient.

Thanks to the results proved in Section 3.4 we can write the set of admissble controls as

$$\Pi(w, \overline{x}) = \{ \pi \in \Pi^0 : X^w(t; \pi) \in \mathcal{H}_+ \ \forall t \geq 0 \}$$

$$= \{ \pi \in \Pi^0 : \Gamma_{\infty} (W^w(t; \pi), \overline{X}(t)) \geq 0 \ \forall t \geq 0 \}$$

$$= \{ \pi \in \Pi^0 : W^w(t) + (g_{\infty}, h_{\infty}, \langle \tilde{y}(t), y(t + \cdot) \rangle) \mathcal{M}_2 + i_{\infty} \langle \tilde{y}(t), \langle \tilde{y}(t), y(t + \cdot) \rangle \rangle \mathcal{M}_2 \geq 0 \ \forall t \geq 0 \}$$

$$= \{ \pi \in \Pi^0 : W^w(t) + g_{\infty} y(t) + \langle h_{\infty}, y(t + \cdot) \rangle + i_{\infty} \langle g_{\infty} \mathbb{E}[\tilde{y}(t)], \mathbb{E}[\tilde{y}(t + \cdot)] \rangle \geq 0 \ \forall t \geq 0 \} .$$

Recall the objective functional

$$J(w, \overline{x}; \pi) := \mathbb{E} \left( \int_0^{+\infty} e^{-(\rho + \delta)t} \left( \frac{(t)^{1-\gamma} + \delta}{1-\gamma} \right) \ dt \right) ;$$

the part of the integrand in the definition of $J$ that depends on the controls is the utility function

$$U(\pi) = \frac{c^{1-\gamma}}{1-\gamma} + \frac{\delta (kB)^{1-\gamma}}{1-\gamma} .$$

Here we write for simplicity $J$ and $U$ as functions of $\pi$ although they actually only depend on the control triple through $c$ and $B$ and not through $\theta$.

Our goal is to solve the following:

**Problem 4.3.** Under Assumptions 2.1, 2.2, 2.5 and 2.7 and for given fixed $(w, \overline{x}) \in \mathcal{H}$ as in (53), find $\tilde{\pi} \in \Pi(w, \overline{x})$ such that

$$J(w, \overline{x}; \tilde{\pi}) = \max_{\pi \in \Pi(w, \overline{x})} J(w, \overline{x}; \pi) .$$

The following result can be proved with a straightforward adaptation of the proof of [8] Proposition 3.1.

**Proposition 4.4.** The adjoint operator of $A$ is the operator $A^* : \mathcal{D}(A^*) \subset \mathcal{M}^2_2 \to \mathcal{M}^2_2$ defined as

$$\mathcal{D}(A^*) := \{(y_0, y_1) : y_1 \in W^{1,2}([-d, 0]; \mathbb{R}^2), y_1(-d) = 0\} ,$$

$$A^*(y_0, y_1) = \left( C^T y_0 + y_1(0), y_0 \phi - \frac{d}{ds} y_1 \right)$$

where $C^T$ is the transpose of the matrix $C$.

### 4.2 The HJB equation

We now introduce the Hamiltonian for our control problem: formally we expect it to be the function

$$\mathbb{H} : (\mathbb{R} \times D(A)) \times \mathcal{H} \times \mathcal{N}_{sym} \to \mathbb{R} \cup \{\pm \infty\}$$

given by

$$\mathbb{H}((w, \overline{x}), (u, \overline{p}), Q)$$
\[
\sup_{\pi \in \mathbb{R}^n \times \mathbb{R}^+ \times \mathbb{R}^+} \left[ \langle B(w, \bar{x}, \pi), (u, \bar{p}) \rangle_{\mathcal{H}} + \frac{1}{2} \text{Tr} \left[ QS(w, \bar{x}, \pi) S(w, \bar{x}, \pi)^* \right] + U(\pi) \right].
\]

It is however convenient (see also Remark 4.6 below) to define it a bit differently. Using the definitions of \( \mathcal{B} \) and \( \mathcal{S} \) (and in particular the defining property of \( A^* \) with respect to the duality product appearing in \( \mathcal{B} \)) together with (31) we can write the Hamiltonian in a more explicit way, separating at the same time the part that depends on the controls from the rest; we thus choose as the Hamiltonian for our problem the function
\[
\mathbb{H} : \mathcal{H} \times (\mathbb{R} \times D(A^*)) \times \mathcal{N}_{\text{sym}} \to \mathbb{R} \cup \{+\infty\}
\]
given by
\[
\mathbb{H}(\langle w, \bar{x}, (u, \bar{p}), Q \rangle) := \mathbb{H}_0(\langle w, \bar{x}, (u, \bar{p}), Q_{22} \rangle) + \mathbb{H}_{\max}(P_{1,0} \bar{x}, u, Q_{11}, Q_{12}),
\]
where
\[
\mathbb{H}_0(\langle w, \bar{x}, (u, \bar{p}), Q_{22} \rangle) = (r + \delta)wu + P_{1,0} \bar{x}u + \langle \bar{x}, A^* p \rangle_{\mathcal{M}^2} + \frac{1}{2} Q_{22}^2 (P_{1,0} \bar{x})^2 \sigma_y \cdot \sigma_y
\]
\[
= (r + \delta)wu + x_0^{(1)} u + \langle \bar{x}, A^* p \rangle_{\mathcal{M}^2} + \frac{1}{2} Q_{22}^2 \left| x_0^{(1)} \sigma_y \right|^2,
\]
and
\[
\mathbb{H}_{\max}(x_0^{(1)}, u, Q_{11}, Q_{12}) = \sup_{\pi \in \mathbb{R}^n \times \mathbb{R}^+ \times \mathbb{R}^+} \mathbb{H}_c(x_0^{(1)}, u, Q_{11}, Q_{12}, \pi),
\]
with
\[
\mathbb{H}_c(x_0^{(1)}, u, Q_{11}, Q_{12}, \pi) = [\theta \cdot (\mu - r1) - c - \delta B]u + \frac{1}{2} \left| \theta^\top \sigma \right|^2 Q_{11} + \theta^\top \sigma \sigma_y x_0^{(1)} Q_{12}
\]
\[
+ \frac{c^{1-\gamma}}{1 - \gamma} + \frac{\delta (kB)^{1-\gamma}}{1 - \gamma}.
\]

Reordering the terms in the definition of \( \mathbb{H}_c \) we can write
\[
\mathbb{H}_c(x_0^{(1)}, u, Q_{11}, Q_{12}, \pi) = \frac{c^{1-\gamma}}{1 - \gamma} - cu + \frac{\delta (kB)^{1-\gamma}}{1 - \gamma} - \delta Bu
\]
\[
+ \frac{1}{2} \left| \theta^\top \sigma \right|^2 Q_{11} + \theta^\top \sigma \sigma_y x_0^{(1)} Q_{12} + \theta \cdot (\mu - r1)u
\]
from which is apparent that for each \( x_0^{(1)} \in \mathbb{R} \) and \( Q_{12} \in \mathbb{R} \) there are three possible situations:

(i) if \( u > 0 \) and \( Q_{11} < 0 \) the supremum in (55) is achieved at \( (\theta^*, c^*, B^*) \), where
\[
\theta^* = -\left( \sigma \sigma^\top \right)^{-1} \frac{1}{Q_{11}} \left[ (\mu - r1)u + \sigma \sigma_y x_0^{(1)} Q_{12} \right], c^* = u^{-\frac{1}{\gamma}} , B^* = k^{-b} u^{-\frac{1}{\gamma}}
\]
with
\[
b = 1 - \frac{1}{\gamma}
\]
or equivalently
\[
b = \frac{1}{\gamma'} \text{ with } \gamma' = \frac{\gamma}{\gamma - 1};
\]

(ii) if \( u < 0 \) or \( Q_{11} > 0 \) then the supremum in (55) is \(+\infty\);

(iii) if \( u Q_{11} = 0 \) the supremum in (55) can be finite or infinite depending on \( \gamma \) and on the sign of the other terms involved.
The Hamilton-Jacobi-Bellman equation associated with Problem 4.3 is the partial differential equation in the unknown $v: \mathcal{H} \to \mathbb{R}$

$$(\rho + \delta)v(w, \mathbf{x}) = \mathbb{H} (w, \mathbf{x}, \nabla v(w, \mathbf{x}), \nabla^2 v(w, \mathbf{x})) . \quad (56)$$

**Definition 4.5.** A function $v: \mathcal{H}^{++} \to \mathbb{R}$ is a classical solution of the Hamilton-Jacobi-Bellman equation (56) if it satisfies:

(a) $v$ is continuously Fréchet differentiable in $\mathcal{H}^{++}$ and its four second Fréchet derivatives exist and are continuous in $\mathcal{H}^{++}$;
(b) $\partial_\mathbf{x}v(w, \mathbf{x})$ belongs to $\mathcal{D}(A^*)$ for every $(w, \mathbf{x}) \in \mathcal{H}^{++}$ and $A^* \partial_\mathbf{x}v$ is continuous in $\mathcal{H}^{++}$;
(c) $v$ satisfies (56) for every $(w, \mathbf{x}) \in \mathcal{H}^{++}$.

**Remark 4.6.** The difference between $\mathbb{H}$ and $\mathcal{H}$ lies in the term involving $A$, that appears as $(A\mathbf{x}, p\mathcal{B})$ in the former but as $(\mathbf{x}, A^* p\mathcal{B})$ in the latter. This choice makes $\mathcal{H}$ defined on the whole $\mathcal{H}^{++}$ instead than only on $\mathcal{H}^{++} \cap (\mathbb{R} \times \mathcal{D}(A))$, at the price of requiring further regularity of the solution, as specified in Definition 4.5. This will not constitute a problem as we are going to find an explicit solution that satisfies the required properties.

If a solution $v$ to (56) satisfies $\nabla v_1 = \partial_\omega v > 0$ and $\nabla^2 v_{11} = \partial^2_{\omega\omega} v < 0$ uniformly in $(w, \mathbf{x})$, then we fall in case (11) above and, plugging $\theta^*, c^*, B^*$ in the definition of $\mathbb{H}$, we find the equation for $v$ to take the form

$$(\rho + \delta)v(w, \mathbf{x}) = (r + \delta)w\partial_\omega v(w, \mathbf{x}) + x_0^{(1)}\partial_{x_0}v(w, \mathbf{x}) - \frac{1}{b}\partial_{x_0}(w, \mathbf{x})^b (1 + \delta k^{-b})$$

$$+ \langle \mathbf{x}, A^* \partial_\mathbf{x}(w, \mathbf{x}) \rangle + \frac{1}{2} x_0^{(1)} \sigma^2 \partial^2_{x_0^{(1)}}(w, \mathbf{x})$$

$$- \frac{1}{2} \partial^2_{\omega w} v(w, \mathbf{x}) \left[ (\mu - r\mathbf{1})\partial_\omega v(w, \mathbf{x}) + \sigma \sigma_0 x_0^{(1)} \partial^2_{\omega x_0^{(1)}}(w, \mathbf{x}) \right] .$$

Set now

$$v = \frac{\gamma}{\rho + \delta - (1 - \gamma)(r + \delta + \frac{\|\mathbf{c}\|^2}{2\gamma})}, \quad f_\infty = (1 + \delta k^{-b})v$$

and define, for every $(w, \mathbf{x}) \in \mathcal{H}^{++}$,

$$\tilde{v}(w, \mathbf{x}) := \frac{f_\gamma}{1 - \gamma} \Gamma^{1-\gamma}_\infty(w, \mathbf{x}) ,$$

where $\Gamma\infty$ is defined in (11).

**Theorem 4.7.** The function $\tilde{v}$ is a classical solution of the Hamilton-Jacobi-Bellman equation (56).

To prove the theorem we need a brief result that we state separately for later reference.

**Lemma 4.8.** The element

$$\mathbf{i}_\infty = \left( \begin{array}{c} (g_\infty, h_\infty) \\ -i_\infty (g_\infty, h_\infty) \end{array} \right)$$

belongs to $\mathcal{D}(A^*)$.

**Proof.** Being the integral of an $L^2$ function, $h_\infty$ is differentiable almost everywhere in $[-d, 0]$ and

$$h'_\infty(s) = -(r + \delta)h_\infty(s) + g_\infty \phi(s)$$
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almost everywhere. Set for brevity
\[
\beta = K_1(r + \delta) + \int_{-d}^{0} e^{(r+\delta)s} \phi(s) ds = r + \delta - \mu_y - \epsilon + \sigma_y \cdot \kappa;
\]
then
\[
\beta g_\infty - h_\infty(0) = 1
\]
and therefore \( h_\infty \) satisfies the differential equation
\[
\begin{cases}
  h' = g_\infty \phi - (r + \delta)h \\
  h(0) = \beta g_\infty - 1.
\end{cases}
\]
(60)

Since \( 1 \geq e^{-(r+\delta)(s-\tau)} > 0 \) on \(-d \leq \tau \leq s \leq 0 \) and \( \phi \) is an \( L^2 \) function, it is easy to check that \( h_\infty \) is in \( L^2 \) as well; this implies that actually \( h_\infty \in W^{1,2}(-d, 0 : \mathbb{R}) \) and since obviously \( h_\infty(-d) = 0 \) the claim is proved.

**Proof of Theorem 4.7** Recall that \( \mathcal{H}_{++} \) is by definition the set where \( \Gamma_\infty \) is strictly positive. Thanks to the linearity of \( \Gamma_\infty \) the function \( \tilde{v} \) is twice continuously Fréchet differentiable in all variables. The derivatives that appear in the Hamiltonian are easily computed:
\[
\begin{align*}
\partial_w \tilde{v}(w, \bar{x}) &= f_\infty^\gamma \Gamma_\infty^{-\gamma}(w, \bar{x}), \\
\partial_x \tilde{v}(w, \bar{x}) &= f_\infty^\gamma \Gamma_\infty^{-\gamma}(w, \bar{x}) \tilde{l}^\infty, \\
\partial_{ww} \tilde{v}(w, \bar{x}) &= -\gamma f_\infty^\gamma \Gamma_\infty^{-(1+\gamma)}(w, \bar{x}), \\
\partial_{wx_0} \tilde{v}(w, \bar{x}) &= -\gamma f_\infty^\gamma \Gamma_\infty^{-(1+\gamma)}(w, \bar{x}) \tilde{y}_\infty, \\
\partial_{x_0x_0} \tilde{v}(w, \bar{x}) &= -\gamma f_\infty^\gamma \Gamma_\infty^{-(1+\gamma)}(w, \bar{x}) \tilde{y}_\infty^2.
\end{align*}
\]

Therefore thanks to Lemma 4.8 also requirement \([b]\) in the definition of solution is satisfied. It remains to check that \( \tilde{v} \) satisfies \([60]\).

Since \( f_\infty > 0 \), by definition of \( \mathcal{H}_{++} \) we have \( \partial_w \tilde{v} > 0 \) and \( \partial_{ww} \tilde{v} < 0 \) on \( \mathcal{H}_{++} \), therefore we can consider the simplified form \([77]\) for the Hamilton-Jacobi-Bellman equation. Let us now look at the various pieces appearing in \([77]\). We have, by simple computations,
\[
\begin{align*}
(r+\delta)w_\partial w v(w, \bar{x}) + x^{(1)}_0 \partial_x x^{(1)}_0 v(w, \bar{x}) - \frac{1}{b} \partial_w (w, \bar{x})^b (1 + \delta_k^{-b}) \\
= f_\infty^\gamma \Gamma_\infty^{-\gamma}(w, \bar{x}) \left[ (r+\delta)w + x^{(1)}_0 - \frac{\gamma}{1 - \frac{\gamma}{1 - \frac{2}{\gamma}}} f_\infty^{-1} \Gamma_\infty(w, \bar{x}) \left( 1 + \delta_k^{-\frac{2}{\gamma}} \right) \right],
\end{align*}
\]
\[
\begin{align*}
\frac{1}{2} |x^{(1)}_0 \sigma_y|^2 \partial^2_{x_0x_0} x^{(1)}_0 v(w, \bar{x}) = -f_\infty^\gamma \Gamma_\infty^{-\gamma}(w, \bar{x}) \frac{1}{2} |x^{(1)}_0|^2 |\sigma|^2 \gamma^2 g_\infty^2 \Gamma_\infty^{-1}(w, \bar{x}),
\end{align*}
\]
\[
-\frac{1}{2} \partial_{ww} \frac{1}{w_\partial w v(w, \bar{x}) + \sigma y x^{(1)}_0 \partial^2_{w_0x_0} x^{(1)}_0 v(w, \bar{x})} \cdot \left( \mu - r \bar{1} \right) \partial w v(w, \bar{x}) + \sigma y x^{(1)}_0 \partial^2_{w_0x_0} x^{(1)}_0 v(w, \bar{x}) \right]
\]
\[
\begin{align*}
&= f_\infty^\gamma \Gamma_\infty^{-\gamma}(w, \bar{x}) \bar{\Gamma}_\infty(w, \bar{x}) \left[ \kappa^2 - 2 \gamma x^{(1)}_0 g_\infty \kappa \cdot \sigma y \Gamma_\infty^{-1}(w, \bar{x}) + |x^{(1)}_0|^2 |\sigma|^2 \gamma^2 g_\infty^2 \Gamma_\infty^{-2}(w, \bar{x}) \right],
\end{align*}
\]
and finally, using \([54]\) and \([60]\).
\[
(A^* \partial_x \tilde{v}(w, \bar{x}))_0 = f_\infty^\gamma \Gamma_\infty^{-\gamma}(w, \bar{x}) \left( g_\infty (r + \delta + \sigma_y \cdot \kappa) - 1 \\
g_\infty (r + \delta - \epsilon + \sigma_y \cdot \kappa) - 1 \\
i_\infty - \sigma y g_\infty - i_\infty g_\infty (r + \delta - \epsilon + \sigma_y \cdot \kappa) \right).
\]
and

\[ (A^* \partial_x \hat{v}(w, \mathbf{x}))_t = f_{-\infty}^\infty \Gamma_{\infty}^{-\gamma}(w, \mathbf{x})(r + \delta) \left( \frac{h_{\infty}}{-i_{\infty} h_{\infty}} \right), \]

hence

\[ \langle \mathbf{x}, A^* \partial_x \hat{v}(w, \mathbf{x}) \rangle_{M_2} = f_{-\infty}^\infty \Gamma_{\infty}^{-\gamma}(w, \mathbf{x}) x_0^{(1)} (g_{\infty} (r + \delta + \sigma_y \cdot \kappa) - 1) + f_{-\infty}^\infty \Gamma_{\infty}^{-\gamma}(w, \mathbf{x}) x_0^{(2)} (i_{\infty} - \epsilon g_{\infty} - i_{\infty} g_{\infty} (r + \delta + \epsilon - \sigma_y \cdot \kappa) + f_{-\infty}^\infty \Gamma_{\infty}^{-\gamma}(w, \mathbf{x}) (r + \delta) \left( x_1^{(1)} + h_{\infty} \right) - (r + \delta) i_{\infty} \left( x_1^{(2)} + h_{\infty} \right) \right). \] (61)

Plugging now everything into (67) and multiplying both sides by \( f_{-\infty}^{-\gamma} \Gamma_{\infty}^{-\gamma}(w, \mathbf{x}) \) (which is a positive quantity on \( \mathcal{H}_{++} \) by Assumption 2.7) we find

\[ \frac{\rho + \delta}{1 - \gamma} \Gamma_{\infty}(w, \mathbf{x}) = (r + \delta) w - \frac{\gamma}{1 - \gamma} f_{-\infty}^{-1} \Gamma_{\infty}(w, \mathbf{x}) \left( 1 + \delta k \frac{k - 1}{\gamma} \right) + \frac{1}{2 \gamma} |k|^2 \Gamma_{\infty}(w, \mathbf{x}) + (r + \delta) x_0^{(1)} g_{\infty} + x_0^{(2)} i_{\infty} + x_0^{(2)} \epsilon g_{\infty} + x_0^{(2)} i_{\infty} g_{\infty} (r + \delta) + x_0^{(2)} i_{\infty} g_{\infty} (\epsilon - \sigma_y \cdot \kappa) + (r + \delta) \left( x_1^{(1)} + h_{\infty} \right) - (r + \delta) i_{\infty} \left( x_1^{(2)} + h_{\infty} \right) \]

\[ = (r + \delta) \Gamma_{\infty}(w, \mathbf{x}) - \frac{\gamma}{1 - \gamma} f_{-\infty}^{-1} \Gamma_{\infty}(w, \mathbf{x}) \left( 1 + \delta k \frac{k - 1}{\gamma} \right) + \frac{1}{2 \gamma} |k|^2 \Gamma_{\infty}(w, \mathbf{x}) + x_0^{(2)} (i_{\infty} - \epsilon g_{\infty} + i_{\infty} g_{\infty} (\epsilon - \sigma_y \cdot \kappa)) \]

but

\[ i_{\infty} - \epsilon g_{\infty} + i_{\infty} g_{\infty} (\epsilon - \sigma_y \cdot \kappa) = \frac{\epsilon}{K_2} - \frac{\epsilon}{K_1} + \frac{\epsilon}{K_1 K_2} (\epsilon - \sigma_y \cdot \kappa) = \frac{\epsilon}{K_1 K_2} (K_1 - K_2 + \epsilon - \sigma_y \cdot \kappa) = 0 \] (62)

therefore, dividing by the positive quantity \( \Gamma_{\infty}(w, \mathbf{x}) \) we obtain eventually

\[ \frac{\rho + \delta}{1 - \gamma} = (r + \delta) - \frac{\gamma}{1 - \gamma} f_{-\infty}^{-1} \left( 1 + \delta k \frac{k - 1}{\gamma} \right) + \frac{1}{2 \gamma} |k|^2 \]

and this last equality is easily shown to hold true by the definition of \( f_{\infty} \).

\[ \square \]

5 Solution of the general problem

5.1 The admissible paths at the boundary

Fix \((w, \mathbf{x}) \in \mathcal{H}_+ \) and \( \pi \in \Pi(w, \mathbf{x}) \) and let \( \lambda(\cdot; \pi) = (W(\cdot; \pi), \mathbf{Y}(\cdot)) \) be the corresponding solution of (52). Applying the Ito formula proved in [18] Proposition 1.165] to the process \( \langle \mathbf{I}_{\infty}, \mathbf{Y} \rangle_{M_2} \) and using (61), (62) and (16) we obtain

\[ \text{d} \langle \mathbf{I}_{\infty}, \mathbf{Y}(t) \rangle_{M_2} = \langle A^* \mathbf{I}_{\infty}, \mathbf{Y}(t) \rangle_{M_2} \text{d}t + \langle \mathbf{I}_{\infty}, F(\mathbf{Y}(t)) \cdot \text{d}Z(t) \rangle_{M_2} \]

\[ = y(t) (g_{\infty} (r + \delta + \sigma_y \cdot \kappa) - 1) \text{d}t + e(t) (i_{\infty} - \epsilon g_{\infty} - i_{\infty} g_{\infty} (r + \delta - \epsilon + \sigma_y \cdot \kappa)) \text{d}t \]

\[ + (r + \delta) (y(t + \cdot), h_{\infty}) \text{d}t - (r + \delta) i_{\infty} (\epsilon(t + \cdot), h_{\infty}) \text{d}t + g_{\infty} y(t) \sigma_y \cdot \text{d}Z(t); \]

therefore setting

\[ \Gamma_{\infty} (t) := \Gamma_{\infty} (W(t; \pi), \mathbf{Y}(t)) \] (64)

we have

\[ \text{d} \Gamma_{\infty}(t) = y(t) (g_{\infty} (r + \delta + \sigma_y \cdot \kappa) - 1) \text{d}t + e(t) (i_{\infty} - \epsilon g_{\infty} - i_{\infty} g_{\infty} (r + \delta - \epsilon + \sigma_y \cdot \kappa)) \text{d}t \]
\begin{align*}
&+ (r + \delta)(y(t + \cdot), h_\infty) dt - (r + \delta) i_\infty (c(t + \cdot), h_\infty) dt + g_\infty y(t) \sigma_y \cdot dZ(t) \\
&+ (r + \delta) W(t) + (\theta(t) \cdot (\mu - r) - c(t) - \delta B(t)) dt + y(t) dt + \theta(t) \cdot \sigma dZ(t) \\
&= (r + \delta) \Gamma_\infty(t) dt - (c(t) + \delta B(t)) dt + (g_\infty y(t) \sigma_y + \sigma^\top \theta(t)) \cdot (\kappa dt + dZ(t)) \ . \tag{65}
\end{align*}

In what follows we will denote by \( \tau_+ \) the first exit time of \( X(\cdot; \pi) \) from \( \mathcal{H}_++ \):

\[
\tau_+ = \inf \left\{ t \geq 0 : X \in \mathcal{H}^c_{++} \right\} = \inf \left\{ t \geq 0 : X \in \partial \mathcal{H}_+ \right\} = \inf \left\{ t \geq 0 : \Gamma_\infty(t) = 0 \right\} \ . \tag{66}
\]

We can then prove the following result on the behavior of the process \( \Gamma_\infty \) when it hits the boundary of \( \mathcal{H}_+ \). The proof is postponed to the Appendix.

**Proposition 5.1.** Let \((w, \mathfrak{x}) \in \mathcal{H}_+ \);

(i) if \( \Gamma_\infty(w, \mathfrak{x}) = \Gamma_\infty(0) = 0 \) then \( \mathbb{P}\)-a.s. \( \Gamma_\infty(t) = 0 \) for every \( t > 0 \) and

\[
c(t, \omega) = B(t, \omega) = 0, \quad g_\infty y(t, \omega) \sigma_y + \sigma^\top \theta(t, \omega) = 0
\]

\( dt \otimes \mathbb{P}\)-a.e. on \([0, +\infty) \times \Omega \);

(ii) if \( \Gamma_\infty(w, \mathfrak{x}) > 0 \) (i.e. \( \Gamma_\infty(0) \in \mathcal{H}_++ \)) then \( \mathbb{P}\)-a.s. for every \( t \geq 0 \)

\[
\mathbbm{1}_{(\tau_+, +\infty)}(t) \Gamma_\infty(t) = 0
\]

and

\[
\mathbbm{1}_{(\tau_+, +\infty)}(t) c(t, \omega) = \mathbbm{1}_{(\tau_+, +\infty)}(t) B(t, \omega) = 0, \quad \mathbbm{1}_{(\tau_+, +\infty)}(t) \left( g_\infty y(t, \omega) \sigma_y + \sigma^\top \theta(t, \omega) \right) = 0
\]

\( dt \otimes \mathbb{P}\)-a.e. on \([0, +\infty) \times \Omega \).

### 5.2 Fundamental identity

In this subsection we assume \( \gamma \in (0, 1) \); first we state a key lemma (proved in the Appendix) to deal with the infinite horizon nature of the problem.

**Lemma 5.2.** Assume \((w, \mathfrak{x}) \in \mathcal{H}_++ \) and \( \pi \in \Pi(w, \mathfrak{x}) \). Let \( \gamma \in (0, 1) \). Then for every \( T > 0 \)

\[
\mathbb{E} \left[ e^{\gamma_T + \frac{1}{\gamma} \log(T \wedge \tau_+)} \hat{\vartheta} (\mathcal{X}(T \wedge \tau_+; \pi)) \right] \leq \hat{\vartheta}(w, \mathfrak{x}) \ .
\]

Moreover

\[
\lim_{T \to +\infty} \mathbb{E} \left[ e^{-\gamma_T \log(T \wedge \tau_+)} \hat{\vartheta} (\mathcal{X}(T \wedge \tau_+; \pi)) \right] = 0 \ .
\]

The key step to the main result of our paper is provided by the following result.

**Proposition 5.3.** Assume \((w, \mathfrak{x}) \in \mathcal{H}_+ \) and \( \pi \in \Pi(w, \mathfrak{x}) \). Then

\[
\hat{\vartheta}(w, \mathfrak{x}) = \mathcal{J}(w, \mathfrak{x}, \pi) + \mathbb{E} \int_0^{\tau_+} e^{-(\rho+\delta)s} \left\{ \mathbb{H}_{\max} \left( y(s), \partial_w \hat{\vartheta}(\mathcal{X}(s; \pi)), \partial_{ww} \hat{\vartheta}(\mathcal{X}(s; \pi)), \partial_{wx} \hat{\vartheta}(\mathcal{X}(s; \pi)) \right) \right\} ds \ .
\]

Identity (67) is often called the fundamental identity.
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Proof. Set
\[ \tau_N := \inf \left\{ t \geq 0 : \Gamma_{\infty}(t) \leq \frac{1}{N} \right\} . \] (68)
and choose \( N \) large enough so that \( \tau_N > 0 \) almost surely. Ito's formula applied on \([0, \tau_N]\) to \( e^{-(\rho+\delta)s}f_{\infty}^{-1/(1-\gamma)}(s) \) yields, by (64),
\[
\frac{1}{1-\gamma} d \left( e^{-(\rho+\delta)s}f_{\infty}^{-1/(1-\gamma)}(s) \right) = e^{-(\rho+\delta)s} \left\{ -\frac{1}{2} \gamma (1-\gamma) f_{\infty}(1-\gamma)(s) \Gamma_{\infty}(s) d \Gamma_{\infty}(s) \right. \\
\left. - \frac{1}{2} \gamma (1-\gamma) f_{\infty}(1-\gamma)(s) \Gamma_{\infty}(s) d \Gamma_{\infty}(s) \right\}
\]
\[ = e^{-(\rho+\delta)s} \left\{ - (\rho + \delta) \tilde{\nu}(\mathcal{X}(s;\pi)) ds + \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)) \left[ (r + \delta) \Gamma_{\infty}(s) + g_{\infty}(s) \sigma_y \cdot \kappa \right] ds \\
+ \frac{1}{2} \delta^2 \tilde{\nu}(\mathcal{X}(s;\pi)) \left[ g_{\infty}(s) \sigma_y \right] ds + f_{\infty} \left( g_{\infty}(s) \sigma_y + \sigma^\top \theta(s) \right) \cdot dZ(s) \\
\right. \\
\left. + \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)) \left[ -c(s) - \delta B(s) + \theta(s) \cdot \sigma - \frac{1}{2} \Gamma_{\infty}(s) \Gamma_{\infty}(s) \theta(s) + 2 g_{\infty}(s) \sigma_y \cdot \sigma^\top \theta(s) \right] ds \right\}
\]
\[ = e^{-(\rho+\delta)s} \left\{ - (\rho + \delta) \tilde{\nu}(\mathcal{X}(s;\pi)) ds + \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)) \left[ (r + \delta) \Gamma_{\infty}(s) + (r + \delta) \left( \Gamma_{\infty}(s), \nabla(s) \mathcal{X}(s;\pi) \right) \right] ds \\
+ \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)) \left[ -y(s) + y(s) + g_{\infty}(s) \sigma_y \cdot \kappa \right] ds \\
+ \frac{1}{2} \delta^2 \tilde{\nu}(\mathcal{X}(s;\pi)) \left[ g_{\infty}(s) \sigma_y \right] ds + f_{\infty} \left( g_{\infty}(s) \sigma_y + \sigma^\top \theta(s) \right) \cdot dZ(s) \\
\right. \\
\left. + \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)) \left[ -c(s) - \delta B(s) + \theta(s) \cdot \sigma - \frac{1}{2} \Gamma_{\infty}(s) \Gamma_{\infty}(s) \theta(s) + 2 g_{\infty}(s) \sigma_y \cdot \sigma^\top \theta(s) \right] ds \right\}
\]
\[ = e^{-(\rho+\delta)s} \left\{ - (\rho + \delta) \tilde{\nu}(\mathcal{X}(s;\pi)) ds + (r + \delta) W(s;\pi) \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)) ds \right. \\
+ \left( \nabla(s), \mathcal{X}^\top \partial \tilde{\nu}(\mathcal{X}(s;\pi)) \right) ds + y(s) \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)) ds \\
+ \frac{1}{2} \delta^2 \tilde{\nu}(\mathcal{X}(s;\pi)) \left[ g_{\infty}(s) \sigma_y \right] ds + f_{\infty} \left( g_{\infty}(s) \sigma_y + \sigma^\top \theta(s) \right) \cdot dZ(s) \\
\right. \\
\left. + \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)) \left[ -c(s) - \delta B(s) + \theta(s) \cdot (\mu - \tau 1) \right] + \partial_{w,\pi}(\tilde{\nu}(\mathcal{X}(s;\pi))) y(s) \theta(s) \cdot \sigma_y ds \right. \\
\right. \\
\left. + \frac{1}{2} \partial^2 \tilde{\nu}(\mathcal{X}(s;\pi)) \theta(s) \sigma^\top \theta(s) ds \right\}
\]
\[ = e^{-(\rho+\delta)s} \left\{ - H_{\max} \left( y(s), \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)), \partial_{ww} \tilde{\nu}(\mathcal{X}(s;\pi)), \partial_{w,\pi}(\tilde{\nu}(\mathcal{X}(s;\pi))) \right) ds \\
+ H_{w} \left( y(s), \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)), \partial_{ww} \tilde{\nu}(\mathcal{X}(s;\pi)), \partial_{w,\pi}(\tilde{\nu}(\mathcal{X}(s;\pi))) \right) \pi ds \\
+ \left[ \frac{c(s)^{1-\gamma}}{1-\gamma} + \frac{\delta (KB)^{1-\gamma}}{1-\gamma} \right] ds + f_{\infty}^{-1/(1-\gamma)}(s) \left( g_{\infty}(s) \sigma_y + \sigma^\top \theta(s) \right) \cdot dZ(s) \right\}
\]
where to obtain the last three equalities we used the definition of \( \Gamma_{\infty} \) as in (11)-(14) first, then (16), (17) and (18) and finally the definitions of \( H_{\max}, H_{\max} \) and \( H_{\max} \), together with the derivatives of \( \tilde{\nu} \) as computed in the proof of Theorem 1.7. For \( T \geq 0 \) we now integrate on \([0, T \wedge \tau_N]\) and take expectation. The stochastic integral obtained integrating the last term in the chain of equalities above is a martingale. In fact, it is easy to verify that the stochastic integral is a local martingale w.r.t. the sequence of stopping times \( \tau_N \) as defined in (68). We find
\[
E \left[ e^{-(\rho+\delta)(T^{\wedge} \tau_N)} \tilde{v}(\mathcal{X}(T^{\wedge} \tau_N;\pi)) \right] - \tilde{v}(w, \mathcal{X})
\]
\[ = -E \int_0^{T^{\wedge} \tau_N} e^{-(\rho+\delta)s} \left\{ H_{\max} \left( y(s), \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)), \partial_{ww} \tilde{\nu}(\mathcal{X}(s;\pi)), \partial_{w,\pi}(\tilde{\nu}(\mathcal{X}(s;\pi))) \right) \right. \\
\left. + H_{w} \left( y(s), \partial_w \tilde{\nu}(\mathcal{X}(s;\pi)), \partial_{ww} \tilde{\nu}(\mathcal{X}(s;\pi)), \partial_{w,\pi}(\tilde{\nu}(\mathcal{X}(s;\pi))) \right) \pi \right. \\
\left. + \left[ \frac{c(s)^{1-\gamma}}{1-\gamma} + \frac{\delta (KB)^{1-\gamma}}{1-\gamma} \right] ds + f_{\infty}^{-1/(1-\gamma)}(s) \left( g_{\infty}(s) \sigma_y + \sigma^\top \theta(s) \right) \cdot dZ(s) \right\}
\]
\]
We finally take the limit to obtain
\[ \lim_{N \to +\infty} \mathbb{E} \left[ \mathbb{H}_c \left( y(s), \partial_w \tilde{v}(\mathcal{X}(s; \pi)), \partial_{ww} \tilde{v}(\mathcal{X}(s; \pi)), \partial_{w_s} \tilde{v}(\mathcal{X}(s; \pi)), \pi \right) \right] \mathrm{d}s \]

Taking now the limit \( N \to +\infty \) we can use the theorem on the first expectation and the monotone convergence theorem to the terms on the right hand side (as the integrands are nonnegative almost surely) to obtain
\[
\tilde{v}(w, \bar{x}) = \mathbb{E} \int_0^{T \wedge \tau_+} e^{-(\rho + \delta)s} \left[ \frac{c(s)^{1 - \gamma}}{1 - \gamma} + \frac{\delta (kB)^{1 - \gamma}}{1 - \gamma} \right] \mathrm{d}s
\]

We finally take the limit \( T \to +\infty \) and use the monotone convergence Theorem and Lemma 5.1 to obtain
\[
\tilde{v}(w, \bar{x}) = \mathbb{E} \int_0^{\tau_+} e^{-(\rho + \delta)s} \left[ \frac{c(s)^{1 - \gamma}}{1 - \gamma} + \frac{\delta (kB)^{1 - \gamma}}{1 - \gamma} \right] \mathrm{d}s
\]

where the right hand side is finite because the left hand side is. To conclude just notice that by definition of \( \tau_+ \) and Proposition 5.1 we have
\[
\mathbb{E} \int_0^{\tau_+} e^{-(\rho + \delta)s} \left[ \frac{c(s)^{1 - \gamma}}{1 - \gamma} + \frac{\delta (kB)^{1 - \gamma}}{1 - \gamma} \right] \mathrm{d}s = J(w, \bar{x}, \pi).
\]

We introduce the value function \( V : \mathcal{H} \to \mathbb{R} \) defined as
\[ V(w, \bar{x}) = \sup_{\pi \in \Pi(w, \bar{x})} J(w, \bar{x}, \pi); \]

note that we allow at this point \( V \) to take the values \( +\infty \) or \( -\infty \).

**Corollary 5.4.** The value function is finite on \( \mathcal{H}_+ \) and \( V(w, \bar{x}) \leq \tilde{v}(w, \bar{x}) \) for every \( (w, \bar{x}) \in \mathcal{H}_+ \).

**Proof.** By definition of \( \mathbb{H}_\text{max} \) we have that the integrand in (67) is always nonnegative, therefore \( \tilde{v}(w, \bar{x}) \geq J(w, \bar{x}, \pi) \) for every \( (w, \bar{x}) \) and every \( \pi \in \Pi(w, \bar{x}) \), so that the claim follows from the definition of the value function.

**Remark 5.5.** Observe that, from the proof the above Proposition 5.1 we easily obtain that the fundamental identity (67) holds when, in place of \( \tilde{v} \), we put any classical solution \( v \) of the Hamilton-Jacobi-Bellman equation (56) which satisfies \( \tau \) being the first exit time from \( \mathcal{H}_{++} \),
\[
\lim_{T \to +\infty} \mathbb{E} \left[ e^{-(\rho + \delta)(T \wedge \tau_+)} v(W_\pi(T \wedge \tau_+), X(T \wedge \tau)) \right] = 0.
\]

Hence the same observation made in [8, Remark 4.13] still hold in this case.
We actually aim to show that \( V = \tilde{v} \) on \( \mathcal{H}_+ \). In doing so we will also provide optimal feedback strategies.

**Definition 5.6.** Fix \((w, \bar{x}) \in \mathcal{H}_+\). A strategy \( \tilde{\pi} := \left( \tilde{c}, \tilde{B}, \tilde{\theta} \right) \) is called an optimal strategy if \( \tilde{\pi} \in \Pi (w, \bar{x}) \) and

\[
V (w, \bar{x}) = J (w, \bar{x}, \tilde{\pi}) ,
\]  

(70)

that is, the supremum in Problem 4.3 is achieved at \( \tilde{\pi} \).

**Definition 5.7.** We say that a function \((\theta, c, B) : \mathcal{H}_+ \rightarrow \mathbb{R}^n \times \mathbb{R}_+ \times \mathbb{R}_+\) is an optimal feedback map if for every \((w, \bar{x}) \in \mathcal{H}_+\) the closed loop equation

\[
\begin{align*}
\frac{dW(t)}{dt} &= \left[ (r + \delta)W(t) + \theta \left( W(t), \overline{Y}(t) \right) \cdot (\mu + r1) + P_{1,0} \overline{Y}(t) - c \left( W(t), \overline{Y}(t) \right) \right] \ dt + \theta \left( W(t), \overline{Y}(t) \right) \cdot \sigma dZ(t), \\
\frac{d\overline{Y}(t)}{dt} &= A \overline{Y}(t) dt + F \left( \overline{Y}(t) \right) dz(t), \\
(W(0), \overline{Y}(0)) &= (w, \bar{x})
\end{align*}
\]

has a unique solution \((W^*, \overline{Y}) =: \mathcal{X}^*\), and the associated control strategy \(\left( \tilde{c}, \tilde{B}, \tilde{\theta} \right)\)

\[
\begin{align*}
\tilde{c}(t) &= c \left( W^*(t), \overline{Y}(t) \right), \\
\tilde{B}(t) &= B \left( W^*(t), \overline{Y}(t) \right), \\
\tilde{\theta}(t) &= \theta \left( W^*(t), \overline{Y}(t) \right)
\end{align*}
\]  

(71)

is an optimal strategy.

In the Hamilton-Jacobi-Bellman equation (60), the role of the variables \(u, Q_{11}, Q_{12}\) in the definition of \(\mathbb{H}\) is played by, respectively, \(\partial_w v (w, \bar{x}), \partial_{ww}^2 v (w, \bar{x}), \partial_{w}^2 v (w, \bar{x})\), \(v\) is the unknown. Thus, recalling what we called case (11) after we introduced the Hamiltonian, it makes sense to define the maps

\[
\begin{align*}
\begin{aligned}
\mathbf{f}_f (w, \bar{x}) &:= f^{-1}_\infty \Gamma_\infty (w, \bar{x}), \\
\mathbf{B}_f (w, \bar{x}) &:= k^{-b} f^{-1}_\infty \Gamma_\infty (w, \bar{x}), \\
\theta_f (w, \bar{x}) &:= (\sigma \sigma^T)^{-1} \mu - r1 \frac{\Gamma_\infty (w, \bar{x})}{\gamma} - (\sigma \sigma^T)^{-1} \sigma y g_\infty x^{(1)}_0 \\
&= \frac{1}{\gamma} \frac{\Gamma_\infty (w, \bar{x})}{\sigma \sigma^T} - k - g_\infty x^{(1)}_0 (\sigma \sigma^T)^{-1} \sigma y.
\end{aligned}
\end{align*}
\]  

(72)

We want to prove that this is an optimal feedback map.

For given \((w, \bar{x}) \in \mathcal{H}_+\), denote with \(W^*_f (t)\) the unique solution of the associated closed loop equation

\[
\begin{align*}
\frac{dW(t)}{dt} &= \left[ (r + \delta)W(t) + \theta_f \left( W(t), \overline{X}(t) \right) \cdot (\mu + r1) + P_{1,0} \overline{Y}(t) - c_f \left( W(t), \overline{X}(t) \right) \right] \ dt + \theta_f \left( W(t), \overline{X}(t) \right) \cdot \sigma dZ(t), \\
\frac{d\overline{X}(t)}{dt} &= A \overline{X}(t) dt + F \left( \overline{X}(t) \right) dz(t), \\
(W(0), \overline{X}(0)) &= (w, \bar{x})
\end{align*}
\]  

(73)

and set

\[
\Gamma^*_\infty (t) = \Gamma_\infty (W^*_f (t), \overline{Y}(t)) = W^*_f (t) + \left( I_\infty, \overline{Y}(t) \right)_{M_3} .
\]  

(74)

The control strategy associated with (72) is then

\[
\begin{align*}
\mathbf{f}_f (t) &= f^{-1}_\infty \Gamma^*_\infty (t), \\
\mathbf{B}_f (t) &= k^{-b} f^{-1}_\infty \Gamma^*_\infty (t), \\
\theta_f (t) &= \theta_f \left( W^*_f (t), \overline{X}(t) \right) = \frac{\Gamma^*_\infty (t)}{\gamma} - k - g_\infty P_{1,0} \overline{Y}(t) (\sigma \sigma^T)^{-1} \sigma y.
\end{align*}
\]  

(75)

We first show that this strategy is admissible.
Lemma 5.8. Let \((w, \mathbf{x}) \in \mathcal{H}_+\). The process \(\Gamma^*_\infty\) defined in \((74)\) is a stochastic exponential satisfying equation
\[
d\Gamma^*_\infty(t) = \Gamma^*_\infty(t) \left( r + \delta + \frac{1}{\gamma} |\kappa|^2 - f^*_{\infty} \left( 1 + \delta k^b \right) \right) dt + \frac{\Gamma^*_\infty(t)}{\gamma} \kappa \cdot dZ(t). \tag{76}
\]

Proof. Substituting \((73)\) into the first equation of \((73)\) we get
\[
dW^*_f(t) = \left\{ W^*_f(t)(r + \delta) + \Gamma^*_\infty(t) \left[ \frac{|\kappa|^2}{\gamma} - f^*_{\infty} \left( 1 + \delta k^b \right) \right] + P_{1,0} \gamma(t) - g_{\infty} P_{1,0} \gamma(t) \sigma_y \right\} dt \tag{77}
\]
\[
+ \left\{ \frac{\Gamma^*_\infty(t)}{\gamma} \kappa - g_{\infty} P_{1,0} \gamma(t) \sigma_y \right\} \cdot dZ(t). \tag{78}
\]
Since
\[
d\Gamma^*_\infty(t) = dW^*_f(t) + d(\tilde{\Gamma}_\infty, \tilde{\nu}(t))_{\mathcal{M}^2_{\text{loc}}},
\]
using \((63)\) and proceeding as in the computation leading to \((63)\) we find the claim. \(\square\)

We now state and prove our main result in the case \(\gamma \in (0, 1)\).

Theorem 5.9. We have \(V = \hat{v}\) in \(\mathcal{H}_+\). Moreover the function \((c_f, B_f, \theta_f)\) defined in \((72)\) is an optimal feedback map. Finally, for every \((w, \mathbf{x}) \in \mathcal{H}_+\) the strategy \(\pi_f := (\hat{c}_f, \hat{B}_f, \hat{\theta}_f)\) is the unique optimal strategy.

Proof. We first take \((w, \mathbf{x}) \in \partial \mathcal{H}_+ = \{ \Gamma_{\infty} = 0 \}\). We thus have, by equation \((70)\), that almost surely \(\Gamma^*_\infty(t) = 0\) for every \(t \geq 0\). This in turn implies, by \((75)\), that
\[
\hat{c}_f \equiv 0, \quad \hat{B}_f \equiv 0, \quad \hat{\theta}_f \equiv -g_{\infty} P_{1,0} \gamma(t) (\sigma^\top)^{-1} \sigma_y.
\]
It follows from Proposition \(5.1\) that this is the only admissible strategy, therefore it must be optimal.

Now we consider \((w, \mathbf{x}) \in \mathcal{H}_{++}\). First we observe that \(\tilde{\pi}_f\) is an admissible strategy; indeed by Lemma \(5.8\) \(\Gamma^*_\infty(\cdot)\) is a stochastic exponential, therefore almost surely strictly positive for any strictly positive initial condition \(\Gamma^*_\infty(0) = \Gamma^*_\infty(w, x)\), and this implies that the constraint \((10)\) is always satisfied, so that the strategy is admissible provided that \(\hat{c}_f\) and \(\hat{B}_f\) are nonnegative. This last fact follows however immediately from \((75)\).

Concerning optimality we observe that, as recalled above, the feedback map is obtained taking the maximum points of the Hamiltonian given in \((72)\) and substituting the derivatives \(\partial_w V, \partial^2_{ww} V, \partial_{wz} V\) in place of \(u, Q_{11}, Q_{12}\), respectively. This implies that, substituting \(\tilde{\pi}_f\) in the fundamental identity \((67)\), we obtain
\[
\hat{v}(w, \mathbf{x}) = J(w, \mathbf{x}; \tilde{\pi}_f).
\]
Hence, by Corollary \(5.3\) and the definition of the value function,
\[
V(w, \mathbf{x}) \leq \hat{v}(w, \mathbf{x}) = J(w, \mathbf{x}; \tilde{\pi}_f) \leq V(w, \mathbf{x}),
\]
which gives \(V(w, \mathbf{x}) = J(w, \mathbf{x}; \tilde{\pi}_f)\), namely, optimality of \(\tilde{\pi}_f\).

We now prove uniqueness. When \((w, \mathbf{x}) \in \partial \mathcal{H}_+\) the claim again easily follows from Proposition \(5.1\). When instead \((w, \mathbf{x}) \in \mathcal{H}_{++}\), uniqueness follows from the fundamental identity \((67)\). Indeed, since \(\hat{v} = V\), if a given strategy \(\pi\) is optimal at \((w, \mathbf{x}) \in \mathcal{H}_{++}\) it must satisfy \(\hat{v}(w, \mathbf{x}) = J(w, \mathbf{x}; \pi)\), which implies, substituting in \((67)\), that the integral in \((67)\) is zero. This implies that, on \([0, \tau_+]\) we have \(\pi = \tilde{\pi}_f\), \(dt \otimes \mathbb{P}\)-almost everywhere. This is enough for uniqueness as, for \(t > \tau_+\), we still must have \(\pi = \tilde{\pi}_f\) \(dt \otimes \mathbb{P}\)-almost everywhere, due to Proposition \(5.1\). \(\square\)

Remark 5.10. The result analogous to Theorem 5.9 for the case \(\gamma > 1\) can be obtained using the same approach proposed in \([8\text{ Subsection 4.6}]\). We do not present this here for brevity.
6  Back to the original problem

We now explain what our main result (Theorem 6.1 on the general Problem 4.3) says on our original problem of Section 2.

First of all, from Remark 2.4 and Proposition 4.1, we observe that our original problem can be seen as a “subproblem” of the general problem in the sense that, when the initial conditions for $y$ and $\epsilon$ satisfy the last two of (12), the optimal strategies of our general problem is also the optimal strategies of the original problems with the initial data of $y$ in (12).

From Theorem 5.9 and Remark 5.10, we get the following result.

Theorem 6.1. The value function $V$ of our original problem of Section 2 is given by

$$V(w, x_0, x_1) = \frac{f^*_\gamma \left( w + (1 - i_\infty) \left[ g_\infty x_0 + \int_{-d}^0 h_\infty(s)x_1(s) ds \right] \right)^{1-\gamma}}{1-\gamma},$$

where $f_\infty$ is defined in (58) and $(g_\infty, h_\infty, i_\infty)$ in (60)-(67). Moreover for every $(w, x) \in \mathbb{R} \times M_2^2$, there exists a unique optimal strategy $\pi^* = (c^*, B^*, \theta^*) \in \Pi$ starting at $(w, x)$. Such strategy can be represented as follows. Denote total wealth by

$$\Gamma^*_\infty(t) := W^*(t) + g_\infty(y(t) - t - i_\infty E[y(t)]) + \int_{-d}^0 h_\infty(s)(y(t + s) - t - i_\infty E[y(t + s)]) ds,$$

where $W^*(\cdot)$ is the solution of equation (73) with initial datum $w$ and control $\pi^*$, whereas $y^*(\cdot)$ is the solution of the second equation in (4) with datum $x = (x_0, x_1) \in M_2^2$. Then, $\Gamma^*_\infty$ has dynamics

$$d\Gamma^*_\infty(t) = \Gamma^*_\infty(t) \left( r + \delta + \frac{|k|^2}{\gamma} - f^*_\infty(1 + \delta k^{-b}) \right) dt + \frac{\Gamma^*_\infty(t)}{\gamma} |k| \cdot dZ(t),$$

and the optimal strategy triplet $\pi^* = (c^*, B^*, \theta^*)$ for our original problem of Section 2 is given by

$$c^*(t) := f^*_\infty(1 - \Gamma^*_\infty(t),$$

$$B^*(t) := k^{-b}f^*_\infty(1 - \Gamma^*_\infty(t),$$

$$\theta^*(t) := \frac{\Gamma^*_\infty(t)}{\gamma} (\sigma^T)^{-1} - g_\infty y(t)(\sigma^T)^{-1} \sigma_y.$$

In particular, it is interesting to compare the optimal solution in this case, with the one of [8] when the mean reversion speed $\epsilon$ disappears.

First of all we observe that, due to the linear character of the infinite dimensional Merton’s model, the dynamics of the optimal total capital $\Gamma^*_\infty$ is the same as in [8] as it does not depend on $\epsilon$. However, its initial value is different since here $\Gamma^*_\infty(0) = \Gamma^*_\infty(w, x)$ which is now different as it contains the part coming from the mean reverting term. Moreover, as in [8], the dynamics of the optimal consumption and bequest are constant fractions (independent of the mean reversion speed) of the optimal total capital $\Gamma^*_\infty$. Hence, the differences with the solution of [8], concerning the optimal total capital, the optimal consumption and the optimal bequest, come only from the initial total capital $\Gamma^*_\infty(w, x)$ which can be proved to be decreasing in $\epsilon$. Hence, the presence of a mean reverting term with $\epsilon < 0$ makes such variables to increase their value.

On the other hand, things are different if one looks at the optimal trading strategy. This is the sum of a constant fraction of the optimal total capital $\Gamma^*_\infty$ and of a so-called negative hedging demand term. Here such term is $-g_\infty y(t)(\sigma^T)^{-1} \sigma_y$, thus the only difference lies in the different form of $g_\infty$ which, when $\epsilon < 0$, is smaller than the one in the case $\epsilon = 0$.

The analysis of the financial effect of benchmarking labor incomes on the life-cycle portfolio choice problem through a careful comparison between the standard Merton’s model with the benchmarked one (with or without delay i.e. $\phi(\cdot) = 0$) is also interesting and deserves a stand alone paper that we leave for the near future.
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Appendix

Proof of Proposition 3.3

(i) Consider the equivalent formulation of system (23) given by (28) with $t_0 = 0$ and introduce the $2 \times 2$-matrix-valued finite measure on $[-d, 0]$.

$$a(d\lambda) = C_0 \delta_0(d\lambda) + \text{Id}_{2 \times 2}\phi(\lambda)d\lambda. \quad (83)$$

The operator $A_0$ can be then written in the form

$$A_0(x_0, x_1) = \left(\int_{-d}^{0} x_1(\lambda)a(d\lambda), \frac{dx_1}{ds}\right), \quad (84)$$

therefore it generates a strongly continuous semigroup by [14, Proposition A.27].

(ii) The compactness property of $S(t)$ for $t$ big enough is proven for example in [25, Chapter 7, Lemma 1.2].

(iii) Existence and uniqueness of a weak solution given by (32) for deterministic $m$ is classical (see [14, Proposition A.5] and the related references therein); the fact that it is actually a strong solution if $m \in D(A_0)$ is proved for example in [14, Proposition A.7]; the generalization to random $m$ is immediate. Property (33) then follows from uniqueness of the solution.

(iv) If $u(t_0; \cdot)$ is the unique solution to (28) then the $M^2_\mathbb{F}$-valued process $(u(t_0; t), u(t_0; t + \cdot))_{t \geq t_0}$ solves (31) by [3, Part II, Chapter 4, Theorem 4.3]. Since also the latter has a unique solution, its first component must in fact be the solution to (28).
(v) This is an immediate consequence of

Proof of Lemma 3.3. If $\lambda \in \mathbb{R} \cap R(A_0)$ then both $K_1(\lambda)$ and $K_2(\lambda)$ are nonzero, by Lemma 3.4. To compute $R(\lambda, A_0)$, we will consider for a fixed $((\frac{m_0}{v_0}), (\frac{m_1}{v_1})) \in \mathcal{M}_2^2$ the equation

$$
(\lambda - A_0)((\frac{u_0}{v_0}), (\frac{u_1}{v_1})) = ((\frac{m_0}{v_0}), (\frac{m_1}{v_1}))
$$

in the unknown $((\frac{u_0}{v_0}), (\frac{u_1}{v_1})) \in \mathcal{D}(A_0)$, that by definition of $A_0$ is equivalent to

$$
\begin{cases}
\lambda u_0 - (\epsilon + \mu y - \sigma y \cdot \kappa) u_0 + \epsilon v_0 - \int_{-d}^{0} u_1(\tau) \phi(\tau) \, d\tau = m_0 \\
\lambda v_0 - \mu y v_0 - \int_{-d}^{0} v_1(\tau) \phi(\tau) \, d\tau = e_0 \\
\lambda u_1 - \frac{dm_1}{ds} = m_1 \\
\lambda v_1 - \frac{dv_1}{ds} = e_1.
\end{cases}
$$

Then

$$
u_1(s) = e^{\lambda s} v_0 + \int_{s}^{0} e^{-\lambda(s_1-s)} m_1(s_1) \, ds_1, \quad s \in [-d, 0],
$$

and

$$v_1(s) = e^{\lambda s} v_0 + \int_{s}^{0} e^{-\lambda(s_1-s)} e_1(s_1) \, ds_1, \quad s \in [-d, 0].
$$

Therefore $\nu_0$ is determined by the equation

$$
(\lambda - \mu y) \nu_0 = \left[ e_0 + \int_{-d}^{0} \left( e^{\lambda \tau} \nu_0 + \int_{\tau}^{0} e^{-\lambda(s_1-\tau)} e_1(s_1) \, ds \right) \phi(\tau) \, d\tau \right] 
$$

yielding

$$
K_2(\lambda) \nu_0 = e_0 + \int_{-d}^{0} \int_{-d}^{s} e^{-\lambda(s_1-\tau)} \phi(\tau) \, d\tau e_1(s) \, ds.
$$

If we now substitute the expressions for $\nu_0$ and $\nu_1$ in the first expression of (86), we obtain (34).

Proof of Proposition 5.7. Under the probability measure $\tilde{\mathbb{P}}_T$ (defined in (20)), the process $\Gamma_{\infty}$ satisfies, on $[0, T]$, 

$$
d\Gamma_{\infty}(t) = [(r + \delta)\Gamma_{\infty}(t) - c(t) - \delta B(t)] \, dt + [\sigma^T \theta(t) + g_{\infty} P_{1,0} \mathbf{x}(t) \sigma_y] \cdot d\tilde{Z}(t).
$$

Thus we obtain, under $\tilde{\mathbb{P}}_T$, for every $0 \leq t \leq T$,

$$
\Gamma_{\infty}(t) = e^{(r+\delta)t} \left[ \Gamma_{\infty}(0) - \int_{0}^{t} e^{-(r+\delta)s} (c(s) + \delta B(s)) \, ds + \int_{0}^{t} e^{-(r+\delta)s} \left[ \sigma^T \theta(s) + g_{\infty} P_{1,0} \mathbf{x}(s) \sigma_y \right] \cdot d\tilde{Z}(s) \right].
$$

Setting $\Gamma_{\infty}(0) := e^{-(r+\delta)t} \Gamma_{\infty}(t)$ the above (87) is rewritten as

$$
\Gamma_{\infty}^0(t) = \Gamma_{\infty}^0(0) - \int_{0}^{t} e^{-(r+\delta)s} (c(s) + \delta B(s)) \, ds + \int_{0}^{t} e^{-(r+\delta)s} \left[ \sigma^T \theta(s) + g_{\infty} P_{1,0} \mathbf{x}(s) \sigma_y \right] \cdot d\tilde{Z}(s),
$$

(88)
which implies that the process $\Gamma_\infty^0(t)$ is a supermartingale under $\tilde{P}_T$ on $[0, T]$. By the optional sampling theorem we then have, for every couple of stopping times $0 \leq \tau_1 \leq \tau_2 \leq T$, denoting by $\bar{E}_T$ the expectation under $\tilde{P}_T$,

$$\bar{E}_T \left[ \Gamma_\infty^0(\tau_2) | \mathcal{F}_{\tau_1} \right] \leq \Gamma_\infty^0(\tau_1), \quad \tilde{P}_T \text{-a.s.}. \quad (89)$$

The admissibility of the strategy $\pi$, and the fact that $P$ and $\tilde{P}_T$ are equivalent on $\mathcal{F}_T$, implies that $\Gamma_\infty^0(\tau_2) \geq 0$, $\tilde{P}_T$-a.s., hence also

$$\bar{E}_T \left[ \Gamma_\infty^0(\tau_2) | \mathcal{F}_{\tau_1} \right] \geq 0, \quad \tilde{P}_T \text{-a.s.}. \quad (90)$$

Now let $\tau_1 := \tau_+ \wedge T$ where $\tau_+$ is defined in (66) (which is taken to be identically 0 when $\Gamma_\infty(w, \mathfrak{X}) = 0$). Then $\Gamma_\infty^0(\tau_1) = 0$ on $\{ \tau_+ < T \}$, and from (89) we get

$$1_{\{\tau_+ < T\}} \bar{E}_T \left[ \Gamma_\infty^0(\tau_2) | \mathcal{F}_{\tau_1} \right] = \bar{E}_T \left[ \Gamma_\infty^0(\tau_2) 1_{\{\tau_+ < T\}} | \mathcal{F}_{\tau_1} \right] = 0, \quad \tilde{P}_T \text{-a.s.}.$$ and, consequently,

$$\Gamma_\infty^0(\tau_2) 1_{\{\tau_+ < T\}} = 0, \quad \tilde{P}_T \text{-a.s.} \quad (90)$$

We now use (90) to compute $\Gamma_\infty^0(\tau_2) - \Gamma_\infty^0(\tau_1)$ getting

$$\Gamma_\infty^0(\tau_2) - \Gamma_\infty^0(\tau_1) = - \int_{\tau_1}^{\tau_2} e^{-(r+\delta)s} (c(s) + \delta B(s)) ds + \int_{\tau_1}^{\tau_2} e^{-(r+\delta)s} \left[ \sigma^T \theta(s) + g_\infty P_{1,0} \mathfrak{Y}(s) \sigma_y \right] d\tilde{Z}(s).$$

Again using the optional sampling theorem we get

$$\bar{E}_T \left[ \Gamma_\infty^0(\tau_2) | \mathcal{F}_{\tau_1} \right] - \Gamma_\infty^0(\tau_1) = - \bar{E}_T \left[ \int_{\tau_1}^{\tau_2} e^{-(r+\delta)s} (c(s) + \delta B(s)) ds | \mathcal{F}_{\tau_1} \right], \quad \tilde{P}_T \text{-a.s.} \quad (91)$$

Hence, taking $\tau_2 \equiv T$

$$0 \leq 1_{\{\tau_+ < T\}} \bar{E}_T \left[ \Gamma_\infty^0(T) | \mathcal{F}_{\tau_1} \right] = - \bar{E}_T \left[ \int_0^T 1_{\{\tau_+ < s\}} e^{-(r+\delta)s} (c(s) + \delta B(s)) ds | \mathcal{F}_{\tau_1} \right], \quad \tilde{P}_T \text{-a.s.}$$

which implies

$$1_{\{\tau_+ < s\}} (\omega) c(s, \omega) = 1_{\{\tau_+ < s\}} (\omega) B(s, \omega) = 0, \quad ds \otimes \tilde{P}_T \text{-a.e. in } [0, T] \times \Omega. \quad (92)$$

We now multiply (91) by $1_{\{\tau_+ < T\}}$ and we use (90) and (92) to get

$$0 = \int_0^{\tau_2} e^{-(r+\delta)s} 1_{\{\tau_+ < s\}} \left[ \sigma^T \theta(s) + g_\infty P_{1,0} \mathfrak{Y}(s) \sigma_y \right] d\tilde{Z}(s), \quad \tilde{P}_T \text{-a.s.}$$

Since the integral of the right hand side is a martingale the above implies that

$$1_{\{\tau_+ < s\}} \sigma^T \theta(s) + g_\infty P_{1,0} \mathfrak{Y}(s) \sigma_y = 0, \quad ds \otimes \tilde{P}_T \text{-a.e. in } [0, T] \times \Omega. \quad (93)$$

Using (90), (92), (93), the fact that $P$ and $\tilde{P}_T$ are equivalent on $\mathcal{F}_T$ and the arbitrariness of $T$ we eventually get the claim. 

**Proof of Lemma** (92). Since almost surely for $t < \tau_+$ we have $\Gamma_\infty (\mathcal{X}(t; \pi)) > 0$, we can apply the Ito formula to the process

$$e^{(\gamma - 1)(r+\delta + \frac{\gamma \omega^2}{2T})t} f_\infty^1 \Gamma_\infty^1(t) \frac{1}{1 - \gamma} \quad (94)$$
obtaining, by (65),
\[
\begin{aligned}
d \left[ e^{(\gamma - 1) \left( r + \delta + \frac{|\omega|^2}{2\gamma} \right) t} f_{\infty}^{1-\gamma} \right] &= e^{(\gamma - 1) \left( r + \delta + \frac{|\omega|^2}{2\gamma} \right) t} \left\{ - \Gamma_\infty^{\gamma}(t) (c(t) + \delta B(t)) \right. \\
& \quad - \frac{1}{2\gamma} \Gamma_\infty^{\gamma-1}(t) \left[ \Gamma_\infty(t) \kappa - \gamma \left( \sigma^\top \theta(t) + g_\infty y(t) \sigma y \right)^2 \right] \left. \right\} dt \\
& \quad + e^{(\gamma - 1) \left( r + \delta + \frac{|\omega|^2}{2\gamma} \right) t} \Gamma_\infty^{\gamma}(t) \left( \sigma^\top \theta(t) + g_\infty y(t) \sigma y \right) \cdot dZ(t) .
\end{aligned}
\]

The drift term in the equation above is negative, because \( t < \tau_+ \) and both \( c \) and \( B \) take values in \( \mathbb{R}_+ \), thus the process given by (94) is a local \( \mathcal{F} \)-supermartingale up to the exit time \( \tau_+ \).

Set now
\[
\tau_N := \inf \left\{ t \geq 0 : \Gamma_\infty(t) \leq \frac{1}{N} \right\} .
\]

Taking \( N \) sufficiently large we have that \( \tau_N > 0 \) almost surely and both the drift and the diffusion coefficients above are integrable, therefore the process
\[
e^{(\gamma - 1) \left( r + \delta + \frac{|\omega|^2}{2\gamma} \right) (T \land \tau_N)} f_{\infty}^{1-\gamma} \frac{\Gamma_\infty^{\gamma}(T \land \tau_N)}{1-\gamma}
\]
is in \( L^1 \), hence
\[
E \left[ e^{(\gamma - 1) \left( r + \delta + \frac{|\omega|^2}{2\gamma} \right) (T \land \tau_N)} f_{\infty}^{1-\gamma} \frac{\Gamma_\infty^{\gamma}(T \land \tau_N)}{1-\gamma} \right] \leq \frac{f_{\infty}^{\gamma}}{1-\gamma} E \left[ \Gamma_\infty^{1-\gamma}(0) \right] = \tilde{v}(\omega, \overline{x}) .
\] (95)

Since \( \tau_N \uparrow \tau_+ \) as \( N \to +\infty \) and the quantity inside the expectation in the left hand side of (95) is nonnegative, the first claim follows from Fatou’s lemma.

To prove the second claim notice first that almost surely \( \Gamma_\infty(\tau_+) = 0 \) because almost surely \( t \mapsto \Gamma_\infty(t) \) is continuous; this implies
\[
E \left[ e^{-(\rho + \delta)(T \land \tau_+)} \tilde{v}(\mathcal{X}(T \land \tau_+; \pi)) \right] = e^{-(\rho + \delta)T} E \left[ 1_{(\tau_+, +\infty)}(T) \tilde{v}(\mathcal{X}(T; \pi)) \right]
\]
\[
= e^{-(\rho + \delta + (\gamma - 1) \left( r + \delta + \frac{|\omega|^2}{2\gamma} \right)) T} E \left[ 1_{(\tau_+, +\infty)}(T) e^{(\gamma - 1) \left( r + \delta + \frac{|\omega|^2}{2\gamma} \right)} \tilde{v}(\mathcal{X}(T; \pi)) \right]
\]
\[
\leq e^{-(\rho + \delta + (\gamma - 1) \left( r + \delta + \frac{|\omega|^2}{2\gamma} \right)) T} \tilde{v}(w, \overline{x})
\]
and this last quantity converges to 0 as \( T \to +\infty \) thanks to Assumption 2.7. \( \square \)