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Abstract: This paper proposes cumulative sum detection, which can detect cyberattacks on Controller Area Network (CAN). Well-known existing attack detection techniques cause false positives and false negatives when there are long delays or early arrivals involving usual periodic message reception. The proposed technique can detect attacks with almost no false positives or false negatives, that is highly accurate even when there are a long delays or early arrivals. This paper evaluates the detection accuracy of existing techniques and the proposed technique using computer simulation with CAN data obtained from actual vehicles. By considering the evaluation result and the ease of parameter adjustment, we show that the cumulative sum detection is the best of these techniques.
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1. Introduction

Cyberattack countermeasures are very important for self-driving vehicles. In vehicle networks (IVN) based on Controller Area Network (CAN) protocol [1] is used in modern vehicles for vehicle control. However, the cyberattack countermeasures are not considered for CAN. Electronic Control Units (ECUs) connected to the IVN may operate in unintended ways when attack messages are injected into the IVN. Direct attack and indirect attack are the two categorized IVN attack methods.

In an indirect attack, the attacker hijacks a connection-ECU that connects to the external network by exploiting the vulnerability of the ECU and injects attack messages into the CAN from the external network through the ECU. We consider indirect attacks an extremely serious threat because the attacker need not to enter a car directly. A remote control indirect attack for actual vehicles was proposed in 2015 [2]. Because of this attack, the first recall was carried out for security reasons. In this paper, we focus mainly on indirect attacks.

Cycle detection [3], delayed-decision cycle detection [4], and Waszecki’s method [5] were proposed to detect cyberattacks on CAN. These methods detect attacks using the reception cycle property that is common to many CAN messages, whereby they detect attacks by focusing on deviations in the reception cycle of CAN messages. However, in actual vehicles, periodic reception messages may be received that deviate from the designated periods. When long delays or early arrivals are caused, false positives are led in the attack detection. Additionally, other techniques are described in Refs. [6], [7].

Recently, we proposed a new detection method [8] called “cumulative sum detection”. The cumulative sum detection can detect attacks with almost no false positives or false negatives for the perfect and almost periodic messages defined in Section 2. This means it is highly accurate, even when faced with long delays or early arrivals.

In this paper, we reintroduce the cumulative sum method. We describe the implementation method of the cumulative sum detection. We point out that a detector using our method should mention the reestablishment of counters for long span detection. We propose some reestablishment methods for effective detection. After that, we show the implementation algorithm using one of the reestablishment methods.

We describe other existing detection techniques and compare them with the detection accuracy of the cumulative sum. An evaluation based on computer simulation that uses an actual vehicle CAN data is applied. After that, the detection accuracy of each method is discussed. As a result, we show that the cumulative sum detection is the best of the above methods in the evaluation.

This paper is structured as follows. CAN is explained in Section 2 and assumed attacks are discussed in Section 3. The CAN traffic detection target used in this paper is described in Section 4 and existing methods are explained in Section 5. In Section 6, we propose the cumulative sum detection. The implementation method is shown in Section 7. Section 8 discusses the evaluation and its results using the actual vehicle’s CAN data. Finally, the conclusion is described in Section 9.

2. CAN

2.1 Overview of CAN

CAN is a network protocol used in control systems, for example, the in-vehicle networks in cars. Network nodes called Electronic Control Units (ECUs) that use CAN communicate with each other by using the voltage difference between two commu-
transmitted ECUs are divided into groups. CAN is a broadcast communication protocol, so data transmitted from any ECU reaches all ECUs connected with the same bus. Each bit of a CAN message is either dominant (0) or recessive (1). The dominant part of the message is given priority when messages are transmitted to communication lines by two or more ECUs at the same time. CAN has four data format types (data frame, remote frame, error frame, and overload frame). This paper focuses on the data frame, so the details are explained as follows.

2.2 Data Frame

There are an 11-bit field in the standard format and a 29-bit ID field in the extended format. Although this paper only mentions the standard format, the discussion is also applicable to the extended format. We call this ID field value “CAN-ID”. CAN-ID shows the meaning of the message and is used for communication arbitration. Communication arbitration is a mechanism whereby only the high priority message is processed when two or more ECUs transmit data frames at the same time. Because the dominant appears in the MSB of CAN-ID simultaneously, priority is similarly determined by the subsequent bit. The transmission node stops transmitting the transmission message if the CAN-ID of the message which is sent from another ECU at the same time has higher priority than the transmitting message. This mechanism is called message arbitration. In general, CAN-IDs are operated such that the message with the same CAN-ID is not used when transmitted ECUs are different. In addition, the messages that are received by each ECU are predetermined based on the CAN-ID. Messages with different CAN-IDs are ignored by each ECU.

2.3 CAN Message Periodicity

On the CAN data frame, many messages are transmitted at the designated transmission cycle determined for each CAN-ID. There are various cycle lengths, which range from about ten milliseconds to ten seconds. Additionally, a few messages are transmitted non-periodically. We define CAN messages as the following three types.

- Periodic messages: Message reception intervals may be temporary slightly deviated. Namely, message reception intervals are recovered to normal status in a fraction cycle. The reception number of messages for each CAN-ID is constant for short time observation. There is no shortage or excess of messages.
- Almost periodic messages: Message reception intervals may temporarily have large deviations. One example of a cause of temporary deviation is message arbitration. Namely, message reception intervals are recovered to normal situation in some cycles. The reception number of messages for each ID is constant for long time observation. There is no shortage or excess of messages.
- Event based periodic messages: Messages are sent to the CAN-bus periodically in normal situations. However, when some events occur in the ECU, event-driven messages are sent to CAN-bus. From then onwards, messages are sent periodically again to CAN-bus.

- Non-periodic messages: Message reception intervals may be large deviated. Namely, message reception intervals cannot be decided. The reception number of messages for each CAN-ID is not constant for long time observation.

We focus on the perfect and almost periodic messages that include long delayed and early arrived messages. In general, these messages account for more than at least half of all messages. We assumed that attacks against the event-based and the non-periodic messages are detected by other techniques. These are therefore outside of the scope of this paper.

3. Attack Assumption

Cyberattacks against IVNs are classified as one of the following two varieties. In this paper, we focus on detecting the indirect attack, although the proposed method can detects some types of direct attack.

3.1 Direct Attack

This attack uses an attack device that connects to the IVN. The attacker connect the attack device directly to the CAN entry point, such as the OBD-II port. Modified hardware from a general CAN controller may be used as this attack device. In this case, attack detection using the electrical signal level may be needed. If the attacker can enter the car and connect the attack device to the IVN’s entry point, this attack is a big threat because the attacker can send arbitrary messages to the in-vehicle network. However, entering the car without the key is generally difficult. Taking countermeasures to prevent intrusion into the car (locking doors, etc.) makes such attacks difficult.

3.2 Indirect Attack

This attack takes advantage of the vulnerabilities of the communication equipment that connects to the Internet, etc. The attacker hijacks the connection-ECU that connects to the external network by exploiting vulnerability of the ECU, and injects attack messages to the IVN from the external network through the ECU. Although such attacks are limited compared with direct attacks because the ECU cannot be modified at the hardware level, the attacker need not enter the vehicle and can attack it remotely. To prevent such attacks, it is important to develop ECUs without vulnerabilities. As with personal computers or smartphones, latent vulnerabilities can be discovered several years after the manufacturer launches the product. Because it is difficult to eliminate all vulnerabilities in ECU, this attack is a big threat. This attack comes from the external network, so the attack messages are transmitted from the general CAN controller installed in the hijacked ECU. In terms of attack detection, the attack can be detected based on the messages received by the CAN controller.

4. CAN Traffic to be Detection Target

As explained in Section 2, messages with a high priority CAN-ID flow to CAN when two or more messages are transmitted from different ECUs at the same time. When a certain ECU transmits a
transmitted after message \( M_1 \) whose CAN-ID has the higher priority, if another ECU has already started transmitting the ID field of message \( M_2 \) whose CAN-ID has the lower priority, the message \( M_1 \) is transmitted after message \( M_2 \) has been transmitted. Therefore, there is a delay in message transmission from the ECU to the IVN. The methodology that forecasts the maximum collision delay time in the message transmission time is known and is reported in Refs. [9], [10], [11], etc. In the existing detection methods explained in Section 5, their targets are the perfect periodic messages. By using the existing methods for small delayed and early arrived messages, false negatives can be minimized and attacks detected with high accuracy. However, while there are periodically transmitted messages, in actual vehicles, long delays and early arrivals may sometimes occur. In these cases, many of these methods cannot detect attacks correctly. In this paper, we aim to construct a method that can detect attacks with extremely high accuracy with very few false negatives, even in the situations with large delays and early arrivals. Namely, our targets are the perfect periodic messages and the almost periodic messages.

5. Related Methods

This section explains three well-known detection methods for periodic messages on CANs. As explained in Section 4, most of these may have false positives or negatives in the situation of significantly delayed arrivals and early arrivals.

5.1 Cycle Detection

This method observes only the interval in reception times between two consecutive messages. We call this method cycle detection. For the cycle detection method, Ref. [3] is known. The cycle detection investigates whether the interval of messages differs from the normal communication. Specifically, the arrival time of the following message under ideal reception conditions is ascertained and the permissible boundary is set based on this. The subsequent message is judged as a normal message if its reception time is within the permissible boundary, and detected as an attack if it falls outside of the boundary. The cycle detection is shown in Fig. 1. In this example, when the interval of the reception times of two consecutive messages exceeds the predetermined permissible boundary, this method detects this situation as an attack. The permissible boundary is updated by using the current reception time of the message when the time is within the permissible boundary.

5.2 Delayed-decision Cycle Detection

The delayed-decision cycle detection is a detection algorithm proposed by Otsuka et al. [4]. This method observes the interval of reception times for about 3 consecutive messages. This method is an algorithm that considers the possibility of fluctuation of the message transmission cycle. This method is explained in Fig. 2. In this algorithm, two parameters named \( \alpha \) and \( \beta \) are used. \( \alpha \) is a parameter used to decide which message is to be a detection target. The reception time \( t_1 \) of a certain message is not detected as an attack when the time interval between the previous reception time \( t_0 \) and \( t_1 \) exceeds \( T - \alpha \) (\( T \) is the cycle of the message). When \( t_1 \) is less than \( T - \alpha \), the detection judgement is reserved and reception of the next message is awaited. When the reception time of the next message is less than \( T + \beta \), this situation is detected as an attack. As a result, this method can detect attacks that occur during delays and early arrivals.

5.3 Waszecki’s Method

This method is proposed by Waszecki et al. [5]. In this method, a detector derives worst case jitter \( j \) which means maximum deviation from reception cycle. After that, it derives the minimum time interval of consecutive messages \( \delta \), burst capacity \( v \), and decrement value of counter \( \rho \). If the detector can derive it, this method can detect attacks with high accuracy. In the detection algorithm, the detector calculates the counter and timer. The counter is subtracted \( \rho \) when message is received. The timer indicates the timing of increments of the counter. If the counter is less than zero, the situation is judged as an attack. This method seems similar to our method at first sight. However, this method differs from our method in some features. The differences are as follows.

- Need of the calculation of jitter: In their method, all parameters must be set correctly. Much of them can be calculated using the derivation formula shown in the paper. Only jitter must be determined by the detector. Similarly, in our method, all parameters must be set correctly. However, in most cases, all parameters can be selected easily in our method.

- Treatment of counters after detection: Treatment of counters after attack detection seems to be not described. After the attack detection, the values are sure to have less of a decrease than during normal use. Therefore, it may cause the false positives or negatives when continuing the processing their method without increasing the value of the counter.

6. Proposed Method (Cumulative Sum Detection)

The proposed method is explained in this section. We call this method cumulative sum detection (CSD). The CSD can detect attacks when messages are the perfect or the almost periodic messages described in Section 2.3.

6.1 Basic Idea

The CSD uses two counters. The first is counter \( \rho \), which in-
indicating the number of actual reception messages. This counter is incremented when a message is received. The second counter is \( n \times x \) indicating the number of expected reception messages. This counter is incremented at each passage of a cycle. As a basic idea, this method detects a situation where \( n > x \) as an attack. This method utilizes the reception time \( t \) of the first message, the cycle \( T \), and the position ratio \( p \) of counting boundary of \( x \). The increment timing of \( x \) is defined as \( t + p \times T + k \times T \) \((k = 1, 2, \ldots)\). For \( p \), we can use 0.5 empirically. An example of attack detection when an attack is injected into a periodic transmission message is shown in Fig. 3. In this example, the attack is injected when the number of expected reception messages is 12. The relationship of the two counters becomes \( n > x \) and the attack is detected. After the attack is detected, the attack detection can be continued by decrementing the counter \( n \).

### 6.2 Delayed Messages

The basic idea shown in Section 6.1 cannot be used when genuine messages are delayed. Figure 4 shows an example of the CSD where genuine messages are delayed. In this example, two messages delay when the numbers of the expected reception messages are respectively 11 and 12. The delay is recovered when the number of expected reception messages is 13. In this example, the attack is injected immediately before the recovery of the delayed message. The number of actual reception messages \( n \) exceeds \( x \) when \( n = 13 \) and the situation is detected as an attack. On the other hand, when the attack is not injected in the same situation, there are no false positives because \( n \) is smaller than \( x \) until the delay is recovered.

Using the proposed method, reliable detection is possible even when the detected time of attack is not exactly the same as the attack time. This characteristic is the same as many existing methods. Therefore, we allow this characteristic.

### 6.3 Early Arrival of Messages

The basic idea shown in Section 6.1 cannot be used when genuine messages arrive earlier than scheduled cycles. In the proposed method, an early arrival flag is used to detect an attack accurately during an early arrival. When \( n = x + 1 \) due to the early arrival of a message, the flag becomes ON, and is judged to be normal temporarily. After that, when \( n = x + 1 \) and this flag is ON when the messages are received, the situation is detected as an attack. When the attack is not injected during an early arrival, \( n \leq x \) is satisfied. The early arrival flag is set to OFF. A detailed algorithm is described in Section 6.5.

Figure 5 shows an example of the CSD for an early arrival. In this example, an early arrival occurs when the number of expected reception messages is 11, \( n = x + 1 \) is satisfied, and the early arrival flag is set to ON. Thereafter, \( n = x + 1 \) is also satisfied when the number of expected reception messages is 12, the early arrival flag is ON, and the situation is detected as an anomaly. On the other hand, in the same situation without an attack, although the early arrival flag is set to ON when \( n = 12 \), the flag is set to OFF when \( n = 13 \). The detection judges the message genuine. This judgment causes no false positives.

In order to allow two or more early arrivals, the early arrival start timing must be stored with an early arrival flag. If number of early arrivals \( e \) are allowed, the early arrivals are recovered to normal situation until \( e \) cycles after the start timing. When the following three conditions are all met when a message is received, the situation is detected as an anomaly.

1. \( x < n \leq x + e \) is satisfied.
2. The early arrival flag is ‘ON’.
3. \( n > \text{‘the early arrival starting location’} + e \) is satisfied.

### 6.4 Combinations of Delayed and Early Arrival Messages

Even if delays and early arrivals are combined, we confirmed that there are almost no false positives or negatives when the idea explained in Section 6.3 is used. Figure 6 shows an example of the behavior of the CSD when an attack is injected with delayed and early arrival messages. In this example, the attack is injected when the number of expected reception messages is 12. The attack is detected when the number of the expected reception messages is 14.

### 6.5 Proposed Method

The proposed method can be used for only messages whose CAN-IDs are same. Therefore, some CAN-IDs of the monitoring target are decided before using the proposed method. The method
is applied to the monitoring targets independently whose CAN-IDs are different. In the CSD, the following expression is evaluated at each reception timing of \( i \)-th message \( t_i \) (\( i = 0, 1, 2, \ldots \)).

\[
N_i - X_i > e \quad (1) \\
N_i - X_i > 0, N_i - X_i \leq e \quad (2)
\]

where \( N_0 = 0, X_i = \left\lfloor \frac{t_i + \delta \times j + \beta \times i}{T} \right\rfloor \).

\( X_i \)  
\( N_i \)  
\( e \)  

When a message is received, \( N_i = N_{i-1} + 1 \). After that, the situation is judged as ‘Normal’ or ‘Abnormal (Anomaly)’ depending on which expression is satisfied.

1. if the expression (1) is satisfied, the situation is judged as ‘Abnormal’.
2. if the expression (2) is satisfied, the situation is judged as ‘Normal’ temporarily. After that, if it continues for \( e \) cycles after the expression (2) is satisfied, the judgement is changed to ‘Abnormal’.
3. Otherwise, the situation is judged as ‘Normal’. If \( i \)-th message is judged as ‘Abnormal’, \( N_i = N_{i-1} - 1 \).

### 6.6 Discussion of the Detection Capabilities of the Cumulative Sum Detection and the Existing Methods

On all the related methods and proposed method, the timing for anomaly detection are not exactly same as the reception timings of attack messages. Therefore, the number of false positives and negatives derived from timing inconsistency of them are not useful for accuracy comparison. We simply define false positive the exceeding number of receptions against attack messages in this paper.

#### 6.6.1 Cycle Detection

In this method, genuine messages are incorrectly detected as attack messages when the reception cycle of genuine messages is significantly deviated by large delays and early arrivals, namely the deviation exceeds the permissible boundary. Moreover, this method may overlook the attack when the permissible boundary is too wide. Therefore, parameter adjustment of the wideness of the permissible boundary is very important. This method cannot detect attacks correctly in a reception deviation situation.

#### 6.6.2 Delayed-decision Cycle Detection

In this method, when an attack message is received just behind a genuine message \( M_{g} \) and reception of the next genuine message \( M_{g+1} \) is delayed, a false negative is caused. More specifically, the delay means that time interval of \( M_{g+1} \) and \( M_{g+2} \) exceeds \( T + \beta \). Moreover, the method of deciding upon \( \alpha \) and \( \beta \) is not shown. These parameters should be tuned by hand for each CAN-ID. Generally, this work is time consuming. This method can detect attacks correctly in the situation of small and medium reception deviation. The detection timing may be delayed in some situations.

### 6.6.4 Cumulative Sum Detection

The detection example of the CSD is shown in Fig. 7 and Fig. 8. In these figures, if the number of cumulative sum of actual message reception (NCA) falls under Area 1, the CSD detects the situation as an attack immediately. If the NCA falls under Area 2 for two consecutive messages, the CSD detects the situation as an attack. After the detection, the NCA is decremented by 1. On the other hand, in Waszecki’s method, if the NCA falls under Area 1 or Area 2 at one time, their method detects the situation as an attack immediately. However, they didn’t show the decrementation method of the NCA after the detection. We assumed that there is no shortage of messages. Therefore, when large delay and/or early arrival is recovered, the NCA is recovered to normal state. When an attack is injected during delayed and early arrived situation, the attack will be detected immediately after recovering from the delayed and early arrived situation to normal. In our method, allowable early arrival \( e \) is important. This parameter signifies the maximum number of early arrival messages with in \( e \) cycles. When the number of early arrival or the number of recovering cycles exceed \( e \), a false positive is caused. How-
Table 1 Comparison of the existing methods and the proposed method.

| Parameter                      | Cycle [3] | Delayed-decision Cycle [4] | Waszeki [5] | Cumulative Sum (proposal) |
|-------------------------------|-----------|-----------------------------|-------------|---------------------------|
| Small deviation on cycle (<10%| Good      | Good                        | Good        | Good                      |
| Medium deviation on cycle (<50%)| Bad       | Good                        | Good        | Good                      |
| Large deviation on cycle (>50%)| Bad       | Not Good                    | Fair *4     | Good                      |
| Parameter adjustment          | Difficult | Difficult                   | Difficult   | Easy                      |
| Real-time characteristic *2   | Good      | Fair *2                     | Fair *2     | Fair *2                   |

\[\begin{align*}
\text{Cycle} & = 1, \\
\text{delayed-decision cycle} & = 1 \\
\text{Waszeki} & = 5 \\
\text{cumulative sum (proposal)} & = 3
\end{align*}\]

ever, we can set enough \( e \) empirically because there is very little possibility of a great increase in early arrivals. Actually, in many time evaluations, we set \( e = 1 \), and it cause no false positives. \( P \) means the boundary parameter of counting. In our method, the number of expected reception messages is increased by 1 every a cycle without depending on \( P \). Therefore, we can choose \( P \) empirically. This method can detect attacks correctly in the situation of small, medium, and large reception deviation, when parameter \( e \) is set correctly. We think that when the boundary of counting is set to half of the reception cycle, the detection accuracy is highest for periodic messages. The parameter adjustment is easy in all cases. The detection timing may be delayed in delayed situations.

This discussion is summarized in Table 1. Based on this table, the CSD is the best detection algorithm among four methods.

7. Implementation

7.1 Reestablishment of the Counters and the First Timestamp

In order to use the proposed algorithm effectively, it is preferable to reestablish the counters \( x \) and \( n \). Because there may have small gap between the installed cycle information for the detection algorithm and the actual cycle of the vehicle, false positives or negatives may be caused for long span using of the proposed method. In order to solve this problem, the reestablishment processing is needed. The processing is \( x = x - n, n = 0 \), and adjusting the counting boundary. The execution condition of this processing have some variations. Some of them are described as follows.

- (1) Over predetermined number of receptions
  The reestablishment processing is executed when the number of message receptions exceeds predetermined threshold \( r \). This is very simple condition, however, false positives or negatives may be caused when attacker knows the threshold value and focuses attack messages on the reestablishment timings.

- (2) Over random number of receptions
  The reestablishment processing is executed when the number of message receptions exceeds randomly determined threshold \( r_f \). This method decreases the success probability of the attack described in the above.

- (3) Limited reception interval
  The number of message receptions exceeds threshold that is predetermined or randomly determined. In addition to it, the reestablishment processing is executed when the interval of reception timing of the last message and the one before message is within another threshold \( q \). This method dramatically decreases the success probability of the attack described in the above.

7.2 Implementation Algorithm with Reestablishment

Parameters in the proposed algorithm are as follows. In this algorithm, the allowable early arrival \( e \) is assumed to 1 and the allowed recovery cycle of the early arrival \( w \) is also assumed to 1. It is easy to enhance the algorithm to \( w (\geq e) \) at \( e \geq 2 \). In this algorithm, user should pre-determine the reestablishment parameter \( r \), reestablishment condition \( q \), and increment timing parameter \( p \). For example, these values are casually determined like \( r = 10, q = 0.1 \), and \( p = 0.5 \). The algorithm consists of pre-computation, main function and reestablishment processing. The pre-computation is executed one time at first reception of message for each CAN-ID. The main algorithm is executed every reception timing with \( i \geq 1 \) for each message with same CAN-ID.

Pre-computation

Input: \( p, T, t_0 \)
Output: \( d, n, x, f \)
\[
d = t_0 + (1 + p) \times T \\
n = 0, x = 1, f = off \\
Output(d, n, x, f)
\]

\[\begin{align*}
&i & \text{order of message reception (} i = 0, 1, 2, \ldots \text{)} \\
r & \text{number of reception messages before reestablishment.} \\
&\quad \text{(e.g.,} r = 10 \text{)} \quad \text{(pre-determined)} \\
p & \text{parameter of the increment timing whereby} \ 0 < p < 1 \\
&\quad \text{(generally,} p = 0.5 \text{is preferable).} \quad \text{(pre-determined)} \\
T & \text{reception cycle of message (generally, this is average cycle)} \\
&\quad \text{(pre-determined)} \\
t_i & \text{reception timestamp of} \ i \text{-th message whose CAN-ID is} \ ID \\
d & \text{next expected reception time} \\
n & \text{actual number of message reception} \\
x & \text{expected number of message reception} \\
f & \text{early arrival flag} \\
ID & \text{CAN-ID} \\
J & \text{Judgement result for each reception}
\end{align*}\]
Main function
Input: $r, p, T, t_i (i \geq 1), d, n, x, f$
Output: $J, d, n, x, f$
$n = n + 1$
while $t_i > d$
do
$x = x + 1, d = d + T$
end while
if $n \leq x$ then
$J \leftarrow \text{‘Normal’}$
$f = \text{off}$
else if $n = x + 1$ then
if $f = \text{off}$ then
$J \leftarrow \text{‘Normal’}$
else
$J \leftarrow \text{‘Abnormal’}$
$n = n - 1$
$f = \text{off}$
end if
else
$J \leftarrow \text{‘Abnormal’}$
$n = n - 1$
$f = \text{on}$
end if
end if
Call the following “Reestablishment processing”
Output($J, d, n, x, f$)

Reestablishment processing
Input: $d, n, x, p, T, r_i, t_i, t_{i-1}, q$
Output: $d, n, x$
if $n \geq r_i$
if $t_i - t_{i-1} < q$
$x = x - n, n = 0$
d = $t_i + p \times T$
end if
end if

8. Evaluation

8.1 Overview
To confirm the comparison result shown in Table 1, we evaluated the detection accuracy of each method using PC simulation. In this evaluation, the sending and receiving of CAN communication was simulated on a PC. We obtained genuine data from an actual vehicle, and many attack messages were injected into them. After the evaluation, we considered and compared the accuracy of the attack detection methods.

8.2 Data Preparation
We drove a car while taking the CAN-log from the OBD-II port over ten minutes. After that, we looked for the perfect periodic messages and the almost periodic messages from the log. Finally, we found some variations of such genuine data, and we decided to use two (Data1 and Data2 in Table 2) of them. Each data has mutually different CAN-ID. In the evaluation, initially, the data (no attack is injected) is evaluated to confirm whether a false positive occurs. Next, attack messages are injected into Data1 and Data2, and each attack-injected Data1 and Data2 is evaluated to confirm whether the false positives and negatives occur. In the data preparation task, we made many attack-data based on three variations shown in Table 3. The first type of the attack is single attack. An attack message is injected at random timing into one genuine data. We prepared 10000 data of this data type for each genuine data. In the second type of the attack, 100 attack messages are injected to one genuine data. Each attack message is injected at random timing. We prepared 10000 data of this data type for each genuine data. In the third type of the attack, 100 periodic attack messages are injected to one genuine data. The injecting timing of the first attack message is determined at random. We prepared 10000 data of this data type for each genuine data.

8.3 Parameter Adjustment
A number of variations exist in the cycle detection. In this evaluation, the method[3] explained in Section 5.1 is adopted. Parameter adjustment is needed for three existing methods.

8.3.1 Cycle Detection
One example is described in Ref. [3] as $\pm 1$ ms about the permissible boundary of the cycle detection. Using this parameter, evaluation of Data1 (no attack is injected) found a large number of false positives (60,000 messages or more across 600 seconds). We then modified the specification of the cycle detection. In the new specification, the permissible boundary is always updated when a message is received, even if the reception time is not within the permissible boundary. As a result, the number of false positives decreased considerably. We started the parameter of permissible boundary with a very low value. And we repeated experiments using higher slightly value until false positives are disappeared. Based on many times experiments using this method, We adjusted the parameter of permissible boundary to $\pm 8\%$ and $\pm 42\%$, for Data1 and Data2, respectively.

8.3.2 Delayed-decision Cycle Detection
Recommended parameters have not been described in Ref. [4] for the delayed-decision cycle detection. Therefore deciding the parameter value is very difficult. This detection method consists of two phases, namely the checking phase using $\alpha$ and the checking phase using $\beta$. At first, we thought that the detection capability seemed to be best when $\alpha = 0$, because when $\alpha = 0$,
the checking phase using \( \alpha \) will be skipped. However, after we set these parameters, many false positives occurred in the experiments. The result is shown as “Delayed-decision cycle detection 1” in Table 4. So, we adjusted the parameters by many trial experiments. Finally, we decided to adjust \( \alpha \) to 8% of the reception cycle for Data1 and 42% of the reception cycle for Data2. After that, we decided to adjust \( \beta \) = 92% and 61% for Data1 and Data2 respectively. The result is shown as “Delayed-decision cycle detection 2” in Table 4.

### Waszecki’s Method

The derivation method of the worst case jitter is not described in Ref. [5] in detail. We think that this value can be derived by the formula (3) (\( T \) is reception cycle). This formula means that the worst case jitter is defined as the maximum difference between the message interval and message reception cycle.

\[
j = \max(T - (t_i - t_{i-1}))
\]

(3)

By using the above formula, we derived \( j = 72 \) (usec) for Data1 and \( j = 4,144 \) (usec) for Data2. However, many false positives occurred in the evaluation for Data1. The result is shown as “Waszecki’s method 1” in Table 4. So, we think the following is another derivation formula of \( j \).

\[
j = \max(t_i - (t_0 + i \times T))
\]

(4)

The formula (4) means that the worst case jitter is defined as the maximum difference between the reception time and the expected normal reception time which is derived from first reception time. By using the formula (4), we derived \( j = 5,062 \) (usec) for Data1 and \( j = 5,154 \) (usec) for Data2. After that, this method works well. The result is shown as “Waszecki’s method 2” in Table 4.

### Cumulative Sum Detection

Using the CSD on both Data1 and Data2, no false positives occurred when the allowable early arrival \( e \) and the allowed recovery cycle of early arrival \( w \) were set to 1 and 1 respectively. \( P \) was set to 0.5 empirically. So, we adopted these values. On the reestablishment method, we adopted (1) in Section 7.1. We used 20 for the threshold \( r \).

### Evaluation Results

The results of this evaluation are shown in Table 4. In the cycle detection, up to two detections occur for one attack injection. Therefore, we cannot judge whether the cycle detection is correct because we cannot know how many detections occur for the attacks. In the delayed-decision cycle detection, by the difficult parameter adjustment, the results become better than the results using the simple parameter decision. However, this result is not optimal yet. In Waszecki’s method with very optimized parameter and the CSD, the number of detections are equal to the number of attack injections for all data sets. Therefore, these method can detect attacks with high accuracy.

### Consideration

#### Comparison of the Cumulative Sum Detection and Waszecki’s Method

In this evaluation, the detection accuracies of the CSD and well optimized Waszecki’s method were the same. By the discussion at Section 6.6, these methods may cause a false positive or negative in the specific situation. In order to confirm this, we executed two small additional evaluations. In this evaluation we made two data whose reception cycle is 1 second. Data for additional evaluations are shown in Fig. 9. In the first additional evaluation, we made Data 3 which includes large early arrived message whose jitter exceeds one cycle in Waszecki’s method.

As a result, the CSD caused no false positives or negatives. Also, Waszecki’s method caused no false positives. However, their method caused 5 false negatives. In the second additional evaluation, we made Data 4 which includes 2 early arrived messages that exceed the allowable early arrival \( e \) in the CSD. As a result, the CSD caused 1 false positive and no false negatives. On the other hand, Waszecki’s method caused no false positives and 1 false negative. The reason is that this situation also causes large jitter for Waszecki’s method. Therefore, we think the CSD is a little better in detection accuracy.

#### Difficulty of Parameter Adjustment

From the results shown in Section 8.4, parameter adjustment seems to be difficult for the cycle detection, the delayed-decision cycle detection and Waszecki’s method. These methods need parameter adjustment by investigating the maximum deviation. The maximum deviation is derived by collision delay in many
cases. However, in some cases, maximum early arrival and delay of messages are caused by the message deviation of itself. The collision delay can be predicted by real-time scheduling method like [10], [11]. On the other hand, it is difficult to predict the maximum early arrival and delay of messages itself. As one solution, long communication log can be used for the prediction. In general, it is thought that using the long-term log in this preliminary investigation makes for highly accurate detection. However, there is no guarantee that the maximum early arrival or delay of the cycle reception occurs in the preliminary investigation log. When the prediction is wrong, false positives and negatives may be caused. In the evaluation using Waszecki’s method, we derive the worst case jitter from the log file. Therefore, the jitter was specialized for these evaluations. This cause very highly accurate detection in these evaluations. In general, the derivation of the worst case jitter is difficult. On the other hand, the parameter adjustment of the cumulative sum detection is very easy. Very highly accurate detection is achieved without considering sensitive parameter adjustment.

Consideration of the deviation from the cycle reception is not needed for the CSD; only the number of early arrivals must be considered. This seems to be much easier than adjusting parameters in the existing methods. Overall, the CSD has the best properties among the discussed methods. In this evaluation, as explained in Section 6.2, we admit that the judging time is not exactly the same as the attack injection time, because all the methods described in this paper detect attacks at times that may not be exactly the same as the attack injection time.

The CSD and the existing methods belong to the technique for observing message cycle. When an attacker cancels normal messages and injects attack messages in same timings, the attack cannot be detected by these techniques. These techniques also cannot detect message eavesdropping. Those attacks are not within in the scope of this paper.

9. Conclusion

This paper proposes cumulative sum detection (CSD) that detects attacks with very few false positives or negatives when large delays and early arrivals occur and the reception cycle of the periodic transmission message is biased. We point out the detector should mention the reestablishment of the counters. We propose the implementation method using the reestablishment method. We evaluate and compare the detection accuracy of the cumulative sum detection, the cycle detection, the delayed-decision cycle detection, and Waszecki’s method. The cumulative sum detection and Waszecki’s method had the best detection accuracy among the four methods. However, Waszecki’s method needs precisely parameter adjustment for high accuracy detection. On the other hand, the parameter adjustment for the cumulative sum detection is almost unnecessary. We conclude that the cumulative sum detection is an excellent method in the viewpoint of the detection accuracy and the parameter adjustment.
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