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Abstract

Neutrosophic overset, neutrosophic underset and neutrosophic offset introduced by Smarandache are the special kinds of neutrosophic sets with values beyond the range [0,1] and these sets are pragmatic in nature as it represents the real life situations. This paper introduces the concept of saturated refined neutrosophic sets and extends the same to the special kinds of neutrosophic sets. The proposed concept is applied in decision making on Teacher’s adaptation to cybergogy. The decision making environment is characterized by different types of teachers, online teaching skills and various training methods. Fuzzy relation is used to match the most suitable method to the different kinds of teachers with the intervention of saturated interval valued neutrosophic refined oversets, offsets and undersets. The results obtained by applying the notion of saturated refined sets using various distance measures represent the effect of training methods on teacher’s adaptation to learner-centred teaching methods, which certainly give space to gain many insights on the relationship between quality of training and teacher’s adaptation rate. The proposed concept has wide scope and few limitations.

Keywords: neutrosophic oversets, neutrosophic offsets, neutrosophic offsets, refined sets, saturated, interval-valued sets, cybergogy

1. Introduction

Decision making is an indispensable activity but the environment is highly characterized with uncertainty. The concept of fuzzy set introduced by Lofti.A.Zadeh [1] plays a vital role in tackling such uncertain and imprecise situations.
Fuzzy sets differ from crisp sets by membership functions and membership values. The elements of crisp sets contain binary membership values i.e either 1 or 0, it doesn’t deal with intermediate values. Fuzzy sets overcome this short coming with the inclusion of intermediate values and extending the range of values from [0,1] to [0,1]. Fuzzy sets are highly comprehensive and inclusive in nature. Fuzzy sets are extensively used to handle complex systems and control as these sets possess high rate of industrial applications. Fuzzy sets are extended to intuitionistic sets by Atanssov[2] with the introduction of non-membership function to membership function. The elements of intuitionistic sets possess both membership and non-membership values ranging from [0,1]. The hesitancy margin is calculated by subtracting the sum of membership and non-membership values from 1. In intuitionistic sets the hesitancy margin is dependent on membership and non-membership values. Intuitionistic sets and various forms of it are widely used in multiple attribute decision making. Khan et al [3] used Interval-valued Pythagorean fuzzy GRA method for multiple-attribute decision making with incomplete weight information. Zhuosheng Jia et al[4] used interval valued intuitionistic fuzzy sets in multiple attribute group decision making method TOPSIS. Intuitionistic sets are further extended to neutrosophic sets by Smarandache[5] and these sets have truth membership functions, indeterminacy functions and non-membership functions. The elements of neutrosophic sets are triplets with independent truth, indeterminacy and false membership values ranging from [0,1]. Neutrosophic sets are widely used in multiple attribute decision making. Abdel-Baset et al [6,7] developed multi criteria decision making method with neutrosophic representation in evaluating green supply chain management practices and in sustainable supplier selection. Hu et al [8] also contributed to neutrosophic decision making on the selection of doctors. Nada A. Nabeeh et al [9] proposed a hybrid approach of neutrosophic with MULTIMOORAs in application of personnel selection. Ajay et al [10] developed the single -valued triangular neutrosophic approach of decision making on multi objectives based on ratio analysis. Sahidul Islam et al [11] formulated neutrosophic goal programming approach to a green supplier selection model with quantity discount. Mullai.M et al [12] used neutrosophic intelligent energy efficient routing for wireless ad-hoc network based on multi-criteria decision making. Abdel Nasser el al [13] proposed an integrated neutrosophic and TOPSIS for evaluating airline service quality. Neutrosophic hypersoft sets are also used in decision making. Muhammad Saqlain et al [14] presented the applications of neutrosophic hypersoft sets in TOPSIS using accuracy function. Surapati et al [15] developed Multi-level linear programming problem with neutrosophic numbers. Ajay et al [16,17] discussed decision making techniques based on bipolar neutrosophic sets, neutrosophic cubic fuzzy sets, Chakravarty et al [18,19] expounded the implications of cyclindrical and pentagonal neutrosophic numbers in networking and mobile communication respectively. Deli et al [20,21] proposed multi attribute decision making models based on weighted geometric operators and two centroid point for single valued triangular neutrosophic number. Neutrosophic graphs are also widely used in decision making. Juanjuan et al [22] developed a multi attribute decision making model using single valued neutrosophic graphs. Dragisa et al [23] proposed a novel approach of assessing the reliability of the data in decision making. Shahzaib et al [24] framed a decision making model to select agroculture land using neutrosophic information. Muhammad et al [25] developed auto car decision making model using Bipolar Neutrosophic Soft Sets. Philippe [26] has also discussed the neutrosophical representations in cognitive dimension. The neutrosophic sets are extensively applied in multi criteria decision making.

Smarandache [27] introduced neutrosophic oversets, offsets and undersets which are the special kinds of neutrosophic sets with values beyond [0,1]. Overset is characterized with membership values greater than 1, underset is characterized with membership values less than 0 and the combination of both these sets is offset. Smarandache justified the practical implications of these special kinds of sets with real life illustrations. These kinds of neutrosophic sets highly influenced and motivated us to propose a fuzzy relational decision making model with saturated refined interval- valued neutrosophic oversets, undersets and offsets based on application of refined neutrosophic sets in medical diagnosis by Deli et al [28]. Smarandache conceptualized n-valued refined neutrosophic sets and these sets are used in decision making model of medical diagnosis. Braam [29] extended the model of Deli et al by applying correlation measure. Various distance measures are used to make optimal decisions without changing the neutrosophic representations. In their model relation between symptoms and diseases was represented by neutrosophic sets; relation between patients and symptoms was represented by refined neutrosophic sets over certain interval period of time. In this decision making model the representation of the symptoms of the patients varies from time to time. But on
profound analysis, the effects of treatment on the status and the degree of symptoms lack representation. This deficit in the decision making model paved the way for developing a novel decision making model with new kind of representations. The same model is extended to fuzzy relation decision making model on teacher’s adaptation to cybergogy in this research work. A relation between digital teaching skills and training methods is represented by neutrosophic sets and the relation between different kinds of teachers and the acquisition of digital skills after continuous stages of training is represented by refined neutrosophic oversets, undersets and offsets. Such kinds of representations are made to reflect the impact of training on skill acquisition rate by the teachers. The degree of digital skill acquisition by the teacher greatly depends on the personal interest, trainer’s approach and training environment. The self-interest of the teachers may induce them to spend additional time other than the specified training time; also the disinterest of the teachers or dislike of trainer’s approach may make them to refrain from the training and their participation rate is disturbed. At such circumstances refined neutrosophic oversets, underset and offset are used to represent such impacts. Also a new concept of saturated refined sets is introduced in this paper. The refined neutrosophic overse, underset and offset values remain to settle to a particular value over a consecutive period of time then it is called as saturated. The existences of situations where the degree of digital skill acquisition is confined and attained the maximum value and also there is no chance of further change over a period of training can be represented by saturated refined neutrosophic sets. The apt method of training to different kinds of teachers is determined by using hamming distance, normalized hamming distance, Euclidean distance and normalized Euclidean distance measures. The practical implications of neutrosophic overse, underset and offset are not explored to the best of the knowledge and so this research work will certainly fill the gap and it is intended to do so.

The paper is organized as follows: section 2 presents the basic definitions; section 3 describes about saturated refined neutrosophic sets; section 4 consists of the application of the proposed model; section 5 discusses the results and the last section concludes the work.

2. Preliminaries

Definition 2.1 [27]
Let \( X \) be an universe of discourse, A neutrosophic set \( A \) in \( X \) is expressed by \( A = \{ < x; T_A(x), I_A(x), F_A(x) > | x \in X \} \) and \( T, I, F : X \rightarrow \mathbb{I} \) where \( T, I, F \) are the degree of membership(True), the indeterminacy and degree of non-membership(False) respectively, and \( 0 \leq T_A(x) + I_A(x) + F_A(x) \leq 3 \).

Definition 2.2 [27]
Let \( X \) be the universe of discourse with a generic element in \( X \) is denoted by \( x \). An interval valued neutrosophic set (IVNS) \( A \) in \( X \) is defined by \( A = \{ x; \begin{bmatrix} [T^U_A(x), T^L_A(x)] \\ [I^U_A(x), I^L_A(x)] \\ [F^U_A(x), F^L_A(x)] \end{bmatrix} >; x \in X \} \) where \( T_A, I_A, F_A \) are the truth membership function, indeterminacy membership function, falsity membership function respectively. For each point \( x \) in \( X \), We have \( [T^U_A(x), T^L_A(x)], [I^U_A(x), I^L_A(x)], [F^U_A(x), F^L_A(x)] \subseteq [0,1] \) with the condition \( 0 \leq T^U_A(x) + I^U_A(x) + F^U_A(x) \leq 3 \).

Definition 2.3 [27]
Let \( U \) be a universe of discourse. A neutrosophic refined set (NRS) \( A \) on \( U \) can be defined as follows \( A = \{ x; \begin{bmatrix} T^U_A(x) \\ T^L_A(x) \\ I^U_A(x) \\ I^L_A(x) \\ F^U_A(x) \\ F^L_A(x) \end{bmatrix} >; x \in U \} \) and \( 0 \leq T^U_A(x) + I^U_A(x) + F^U_A(x) \leq 3, (i = 1, 2, \ldots, 6) \) and \( T^U_A(x) \leq T^L_A(x) \leq \cdots \leq T^U_A(x) \) for any \( x \in A, T^U_A(x), I^U_A(x), F^U_A(x), i = 1, 2, \ldots, 6 \) the truth membership sequence, indeterminacy membership sequence and falsity membership sequence of the element \( x \) respectively.
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Definition 2.4 [27]

Let U be the universe of discourse. A neutrosophic set $A_1$ in U which consist the membership function $T(x), I(x), F(x)$ that define true, Indeterminacy and falsity respectively, of a generic element $x \in U$,

$$T_A(x), I_A(x), F_A(x) \in [0, \varphi) \text{ where } 0 < \varphi, \text{ and } \varphi \text{ is called over limit.}$$

A single valued neutrosophic over set $A_1$ is defined as

$$A_1 = \{x, T_A(x); I_A(x); F_A(x) > x \in U \}$$

such that in the neutrosophic components contains there exist atleast one element in $A_1$ is $>1$ and no element is $<0$.

Definition 2.5 [27]

Let U be the universe of discourse. A neutrosophic set $A_2$ in U which consist the membership function $T(x), I(x), F(x)$ that define true, Indeterminacy and falsity respectively, of a generic element $x \in U$,

$$T_A(x), I_A(x), F_A(x) \in [\varphi, 1) \text{ where } \varphi < 0, \text{ and } \psi \text{ is called under limit.}$$

A single valued neutrosophic underset $A_2$ is defined as

$$A_2 = \{x, T_A(x); I_A(x); F_A(x) > x \in U \}$$

such that in the neutrosophic components contains there exist atleast one element in $A_2$ is $<0$ and no element is $>1$.

Definition 2.6 [27]

Let U be the universe of discourse. A neutrosophic set $A_3$ in U which consist the membership function $T(x), I(x), F(x)$ that define true, Indeterminacy and falsity respectively, of a generic element $x \in U$,

$$T_A(x), I_A(x), F_A(x) \in [0, \varphi] \text{ where } 0 < \varphi, \text{ and } \varphi \text{ is called under limit while } \varphi \text{ is called over limit, } T_A(x), I_A(x), F_A(x) \in [\varphi, \psi].$$

The neutrosophic single-valued offset $A_3$ is defined by

$$A_3 = \{x, T_A(x); I_A(x); F_A(x) > x \in U \}$$

such that in the neutrosophic components contains there is atleast one element is $>1$ and atleast another is $<0$.

Definition 2.7 [27]

Let U be the universe of discourse. A neutrosophic set $A_1$ in U which consist the membership function $T(x), I(x), F(x)$ that define true, Indeterminacy and falsity respectively, of a generic element $x \in U$,

$$T_A(x), I_A(x), F_A(x) \in [0, \varphi, \psi] \text{ where } 0 < \varphi, \text{ and } \varphi \text{ is called over limit, } T_A(x), I_A(x), F_A(x) \subseteq [0, \varphi, \psi] \text{ and } P([0, \varphi, \psi]) \text{ is the set of all subsets of } [0, \varphi, \psi].$$

An interval valued neutrosophic overset $A_1$ is defined as $A_1 = \{x, T_A(x); I_A(x); F_A(x) > x \in U \}$ such that in the neutrosophic component contains there is at least one is partially or totally above 1 and no element has partially or totally below 0.

Definition 2.8 [27]

Let U be the universe of discourse. A neutrosophic set $A_2$ in U which consist the membership function $T(x), I(x), F(x)$ that define true, Indeterminacy and falsity respectively, of a generic element $x \in U$,

$$T_A(x), I_A(x), F_A(x) \in [\varphi, 1] \text{ where } \varphi < 0, \text{ and } \psi \text{ is called under limit.}$$
\( T_A(x), I_A(x), F_A(x) \subseteq [\psi, 1] \) and \( P([\psi, 1]) \) is the set of all subsets of \([\psi, 1]\). An interval valued neutrosophic offset set \( A_2 \) is defined as \( A_2 = \{ x \leq T_A(x); I_A(x); F_A(x) : x \in U \} \) such that in the neutrosophic component contains there is at least one is partially or totally below 0 and no element has partially or totally above 1.

**Definition 2.9** [27]

Let \( U \) be the universe of discourse. A neutrosophic set \( A_3 \) in \( U \) which consist the membership function \( T(x), I(x), F(x) \) that define true, indeterminacy and falsity respectively, of a generic element \( x \in U \),

\[
T_A(x), I_A(x), F_A(x) : U \to P(\psi, \varphi) \text{where } \psi < 0 < 1 < \varphi, \text{ and } \psi \text{ is called under limit while } \varphi \text{ is called over limit, } T_A(x), I_A(x), F_A(x) \subseteq P(\psi, \varphi) \text{ and } P(\psi, \varphi) \text{ is the set of all subsets of } [\psi, \varphi]
\]

An interval valued neutrosophic offset \( A_3 \) is defined as \( A_3 = \{ x, < T_A(x); I_A(x); F_A(x) : x \in U \} \) such that in the neutrosophic components contains at least one is partially or totally above 1 and at least another is partially or totally below 0.

**Definition 2.10** [17]

Let \( A, B \in IVNRS(U) \). Then

1. Hamming distance between \( A \) and \( B \) is denoted as \( d_0(A, B) \) and is defined by

\[
d_0(A, B) = \frac{1}{6} \sum_{i=1}^{p} \sum_{j=1}^{n} \left( |T_A^i(x_i) - T_B^i(x_i)| + |T_A^u(x_i) - T_B^u(x_i)| + |I_A^i(x_i) - I_B^i(x_i)| + |I_A^u(x_i) - I_B^u(x_i)| + |F_A^i(x_i) - F_B^i(x_i)| + |F_A^u(x_i) - F_B^u(x_i)| \right)
\]

2. Normalized hamming distance between \( A \) and \( B \) is denoted as \( d_{0n}(A, B) \) and is defined by

\[
d_{0n}(A, B) = \frac{1}{6nP} \sum_{i=1}^{p} \sum_{j=1}^{n} \left( |T_A^i(x_i) - T_B^i(x_i)| + |T_A^u(x_i) - T_B^u(x_i)| + |I_A^i(x_i) - I_B^i(x_i)| + |I_A^u(x_i) - I_B^u(x_i)| + |F_A^i(x_i) - F_B^i(x_i)| + |F_A^u(x_i) - F_B^u(x_i)| \right)
\]

3. Euclidean distance between \( A \) and \( B \) is denoted as \( d_e(A, B) \) and is defined by

\[
d_e(A, B) = \frac{1}{6} \sum_{i=1}^{p} \sum_{j=1}^{n} \left( |T_A^i(x_i) - T_B^i(x_i)|^2 + |T_A^u(x_i) - T_B^u(x_i)|^2 + |I_A^i(x_i) - I_B^i(x_i)|^2 + |I_A^u(x_i) - I_B^u(x_i)|^2 + |F_A^i(x_i) - F_B^i(x_i)|^2 + |F_A^u(x_i) - F_B^u(x_i)|^2 \right)^{\frac{1}{2}}
\]

4. Normalized Euclidean distance between \( A \) and \( B \) is denoted as \( d_{en}(A, B) \) and is defined

\[
d_{en}(A, B) = \frac{1}{6nP} \sum_{i=1}^{p} \sum_{j=1}^{n} \left( |T_A^i(x_i) - T_B^i(x_i)|^2 + |T_A^u(x_i) - T_B^u(x_i)|^2 + |I_A^i(x_i) - I_B^i(x_i)|^2 + |I_A^u(x_i) - I_B^u(x_i)|^2 + |F_A^i(x_i) - F_B^i(x_i)|^2 + |F_A^u(x_i) - F_B^u(x_i)|^2 \right)^{\frac{1}{2}}
\]

**3. Saturated Refined Neutrosophic sets**

Irfan Deli et al [28] presented the properties and various operations of neutrosophic refined sets. An element of neutrosophic refined set has a sequence of truth, indeterminacy and falsity membership values. In the model
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proposed by Irfan Deli et al [28] the symptoms of the patients at three different intervals of time are presented as neutrosophic refined sets. But in reality if the patients are undergoing treatment and the symptoms are checked at different intervals of time, suppose if a patient gets cured and gets back to normal conditions, then the symptoms of the disease are nil and it takes same values if testing of symptoms takes place at consecutive period of time. At this junction the membership values gets saturated, and this instance is the origin of saturated refined neutrosophic sets.

Let U be a universe of discourse. A neutrosophic saturated refined set (NSRS) A on U can be defined as follows

\[ A = \langle x, (I_A^1(x), I_A^2(x), ..., I_A^n(x)), (F_A^1(x), F_A^2(x), ..., F_A^n(x)) \rangle \]

for any \( x \in A, I_A^i(x) + F_A^i(x) \leq 3, i = 1, 2, ..., P \) and \( 0 \leq T_A^i(x) \leq \cdots \leq T_A^n(x) \) for any \( x \in A \), where \( T_A^i(x) \) is the truth membership sequence, indeterminacy membership sequence and falsity membership sequence of the element \( x \) respectively.

Let U be a universe of discourse. A interval – valued saturated refined neutrosophic set A on U can be defined as follows

\[ A = \langle x, (I_A^1(x), I_A^2(x), ..., I_A^n(x)), (F_A^1(x), F_A^2(x), ..., F_A^n(x)) \rangle \]

\[ (I_A^1(x), I_A^2(x), ..., I_A^n(x)), (F_A^1(x), F_A^2(x), ..., F_A^n(x)) \rangle \]

for any \( x \in A, I_A^i(x) + F_A^i(x) \leq 3, i = 1, 2, ..., P \) and \( 0 \leq T_A^i(x) \leq \cdots \leq T_A^n(x) \) for any \( x \in A \), where \( T_A^i(x) \) is the truth membership sequence, indeterminacy membership sequence and falsity membership sequence of the element \( x \) respectively.

Remark:

1. If any of the membership values is saturated it is partial in nature and it is also a saturated refined set.
2. The saturated refined neutrosophic sets can be extended to overset, underset and offset.
3. The interval – valued refined neutrosophic sets are also extended to saturated interval valued refined neutrosophic sets and the saturated values varies from interval sets to single valued sets over a period of time.

4. Application of the proposed decision making model

A decision making model together with fuzzy relational matrix and saturated refined neutrosophic overset, underset and offset is validated with the following illustration.

Decision Making Environment

Presently COVID – 19 has brought a paradigm shift in teaching and learning process, the teaching fraternity is expected to possess digital teaching skills to face the post quarantine period. The developing nations have begun to encourage online educational system with the motive of unlocking learning during lock down. In this juncture the teachers are categorized based on their attributes and exposed to different kinds of training method to foster the acquisition of digital skills. The ultimate aim of this decision making model is to determine the suitable training method to the different kinds of teachers. This training programme is conducted to train the teachers to acquire online teaching skills. The expected outcome is enhancement of teacher’s online teaching skills. The effectiveness of the programme is evaluated based on certain attributes and these attributes duly play crucial role in the enhancement of teacher’s online teaching skills.

The attributes are
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A1 Trainer’s efficiency - Refers to mastery
A2 Teacher’s interest
A3 Teacher's duration of participation – present throughout the sessions
A4 Teacher’s grasping ability – how quick they understand
A5 Trainer’s Approach – Refers to interpersonal relationship/social skills

The teachers are made to undergo four phases of training namely I, II, III, IV and they are grouped into four categories and their characteristic features are presented in Table 4.1

Table 4.1 Types of Teachers & Attributes

| Types of Teachers | Characterization                      |
|-------------------|---------------------------------------|
| T1                | Encouraging, Motivating, Systematic, Holistic |
| T2                | Optimistic, Creative, Interactive, Facilitative |
| T3                | Pragmatic, Realistic, Joyful, Flexible |
| T4                | Weak commitment, Projective, Low Professional, Resistant to change |

The training to teachers are given using the following modes such as Self-paced learning, Blended learning, Adaptive learning, Virtual classes. The digital skills that are focussed in this training programme are Online skills, Digital literacy skills, Administrative skills of Learning Management System (LMS), Technology skills, Organization skills. The relation between digital skills and training methods are presented in Table 4.2

Table 4.2 Relation between skills and methods
The degree of acquisition rate of digital teaching skills is presented as saturated refined interval-valued neutrosophic overset, underset and offset in Table 4.3.

**Table 4.3 Relation between Teachers and Skill acquisition**

| Opinions | Online Skills | Digital literacy Skills | Administrative skills of LMS | Technology Skills | Organization skills |
|----------|---------------|-------------------------|-------------------------------|------------------|---------------------|
| Blended Mode | ([0.45, 0.6], [0.2, 0.3], [0.35, 0.46]) | ([0.6, 0.7], [0.2, 0.3], [0.5, 0.6]) | ([0.5, 0.6], [0.2, 0.3], [0.1, 0.3]) | ([0.3, 0.4], [0.7, 0.8], [0.4, 0.6]) | ([0.4, 0.5], [0.2, 0.3], [0.03, 0.05]) |
| Self-paced Mode | ([0.66, 0.8], [0.43, 0.57], [0.2, 0.38]) | ([0.43, 0.6], [0.15, 0.25], [0.38, 0.5]) | ([0.13, 0.31], [0.5, 0.71], [0.44, 0.47]) | ([0.13, 0.31], [0.5, 0.71], [0.44, 0.47]) | ([0.13, 0.31], [0.5, 0.71], [0.44, 0.47]) |
| Adaptive Mode | ([0.63, 0.75], [0.49, 0.5], [0.61, 0.68]) | ([0.46, 0.62], [0.2, 0.39], [0.24, 0.29]) | ([0.65, 0.78], [0.32, 0.39], [0.53, 0.62]) | ([0.51, 0.59], [0.35, 0.4], [0.23, 0.33]) | ([0.51, 0.59], [0.35, 0.4], [0.23, 0.33]) |
| Virtual Mode | ([0.43, 0.58], [0.33, 0.5], [0.61, 0.68]) | ([0.65, 0.78], [0.32, 0.39], [0.53, 0.62]) | ([0.43, 0.58], [0.33, 0.5], [0.61, 0.68]) | ([0.43, 0.58], [0.33, 0.5], [0.61, 0.68]) | ([0.43, 0.58], [0.33, 0.5], [0.61, 0.68]) |
|   | T2 | T3 | T4 |
|---|---|---|---|
|   | ([0.9,1.2],[0.48,0.59],[0.4]) | ([0.5,0.6],[0.6,0.7],[0.1,0.2]) | ([0.3,0.4],[0.2,0.3],[0.1,0.2]) |
| ([0.6,0.7],[0.3,0.4],[0.7,0.8]) | ([0.5,0.6],[0.6,0.7],[0.3,0.4]) | ([0.3,0.4],[0.2,0.3],[0.1,0.2]) |
| (0.75,0.83],[0.33,0.46],[0.71,0.75]) | (0.56,0.61],[0.68,0.73],[0.1,0.15]) | ([0.47,0.58],[0.88,0.97],[0.3,0.35]) |
| ([0.83,0.95],[0.4,0.48],[0.68]) | (0.59,[0.71,0.75],[0.1,0.12]) | ([0.55,0.63],[1.13],[0.3,0.34]) |
| ([0.96,1.3],[0.44,0.54],[0.68]) | (0.59,[0.72,0.77],[0.1,0.11]) | ([0.55,0.78],[1.13],[0.3,0.31]) |
|   | ([0.96,1.3],[0.44,0.54],[0.68]) |   | ([0.96,1.1],[0.39],[-0.01,0.04]) |
| ([0.5,0.6],[0.7,0.8],[0.5,0.6]) |   | ([0.57,0.68],[0.85,0.91],[0.2,0.3]) |
| ([0.56,0.61],[0.68,0.73],[0.1,0.15]) | (0.45,[0.28,0.39],[0.1,0.12]) | (0.63,[0.98,1.2],[0.21,0.23]) |
|   | (0.45,[0.28,0.42],[0.1,0.1]) |   |   |
| ([0.3,0.4],[0.2,0.3],[0.1,0.2]) | ([0.3,0.4],[0.2,0.3],[0.1,0.2]) | ([0.3,0.4],[0.2,0.3],[0.1,0.2]) |
| ([0.3,0.4],[0.2,0.3],[0.1,0.2]) | ([0.5,0.6],[0.7,0.8],[0.3,0.4]) | ([0.3,0.4],[0.2,0.3],[0.1,0.2]) |
| ([0.86,0.98],[0.3,0.41],[0.4,0.45]) | ([0.47,0.57],[0.83,0.93],[0.45,0.57]) | ([0.57,0.68],[0.85,0.91],[0.2,0.3]) |
| (1.1,[0.38,0.49],[0.35,0.4]) | ([0.55,0.61],[1.2],[0.45,0.51]) | (0.63,[0.91,0.99],[0.20,25]) |
| (1.1,[0.42,0.51],[0.35,0.38]) | (0.55,[0.62],[1.2],[0.45,0.49]) | (0.63,[0.98,1.2],[0.21,0.23]) |
|   | ([0.3,0.4],[0.5,0.6],[0.2,0.3]) | ([0.45,0.5],[0.8,0.9],[0.6,0.7]) | ([0.3,0.4],[0.5,0.6],[0.2,0.3]) |
| ([0.4,0.5],[0.8,0.9],[0.5,0.6]) | ([0.7,0.8],[0.5,0.6],[0.3,0.57]) | ([0.7,0.27],[0.1,0.27],[0.1,0.27]) |
| ([0.41,0.49],[0.6,0.67],[0.1,0.2]) | ([0.52,0.61],[0.88,0.98],[0.5,0.6]) | ([0.2,0.3],[0.1,0.2],[0.1,0.2]) |
| ([0.45,0.53],[0.61],[0.1,0.15]) | ([0.63,0.64],[1.3],[0.5,0.55]) | ([0.4,0.63],[0.1,0.25],[0.1,0.13]) |
| ([0.45,0.55],[0.61,0.55,0.61],0.20,25]) |   | ([0.46,0.63],[0.26],[0.05,0.1]) |
| ([0.3,0.4],[0.5,0.6],[0.2,0.3]) | ([0.7,0.8],[0.5,0.6],[0.3,0.57]) | ([0.3,0.4],[0.8,0.9],[0.5,0.6]) |
| ([0.45,0.53],[0.8,0.91],[0.45,0.5]) | ([0.4,0.63],[0.1,0.25],[0.1,0.13]) | ([0.45,0.98,1.1],[0.45,0.98,1.1]) |
| ([0.45],[0.98,1.1],[0.45,0.98,1.1]) | ([0.46,0.63],[0.26],[0.05,0.1]) | ([0.45,0.98,1.1],[0.45,0.98,1.1]) |
The normalized Hamming distance is used to determine the most suitable training method to teachers and the values are presented in Table 4.4.

|               | T1   | T2   | T3   | T4   |
|---------------|------|------|------|------|
| **Blended Mode** | 0.214| 0.286| 0.245| 0.254|
| **Self-paced Mode** | **0.183**| 0.299| 0.199| 0.286|
| **Adaptive Mode** | 0.194| 0.28 | **0.185**| 0.26 |
| **Virtual Mode** | 0.217| **0.279**| 0.246| 0.27 |

The results obtained by Hamming distance, Euclidean and Normalized Euclidean distance methods are presented in Table 4.5,4.6 and 4.7 respectively.

Table 4.5 Hamming Distance between Teachers and Methods

|               | T1   | T2   | T3   | T4   |
|---------------|------|------|------|------|
| **Blended Mode** | 0.858| 1.142| 0.999| **1.014**|
| **Self-paced Mode** | **0.73**| 1.174| 0.798| 1.143|
| **Adaptive Mode** | 0.774| 1.122| **0.741**| 1.037|
| **Virtual Mode** | 0.866| **1.117**| 0.986| 1.076|

Table 4.6 Euclidean Distance between Teachers and Methods

|               | T1   | T2   | T3   | T4   |
|---------------|------|------|------|------|
| **Blended Mode** | 0.115| 0.129| 0.131| 0.115|
| **Self-paced Mode** | **0.095**| 0.13 | 0.112| **0.095**|
| **Adaptive Mode** | 0.096| 0.128| **0.0876**| 0.12 |
| **Virtual Mode** | 0.12 | **0.127**| 0.124| 0.12 |
Table 4.7  Normalized Euclidean Distance between Teachers and Methods

|       | Blended Mode | Self-paced Mode | Adaptive Mode | Virtual Mode |
|-------|--------------|-----------------|---------------|--------------|
| T1    | 0.0289       | **0.0239**      | 0.024         | 0.0274       |
| T2    | 0.0321       | 0.0325          | 0.0323        | **0.0317**   |
| T3    | 0.0328       | 0.028           | **0.0219**    | 0.031        |
| T4    | **0.0277**   | 0.033           | 0.0324        | 0.0332       |

Discussion

Table 4.4, 4.5, 4.6 & 4.7 clearly presents the most suitable training method to various kinds of teachers. The lowest distance gives the apt method. Self-paced mode is suitable to type I teachers; Virtual mode to type II teachers; Adaptive mode to type III teachers and blended mode to type IV teachers. This optimal relation between teachers and methods are highly pragmatic as it has incorporated the influence of external and internal factors of the training programme. The various methods of distance measures are used to determine the feasible method of teaching and on comparative analysis, the results obtained by using the different methods, are same. The proposed decision making model with saturated refined neutrosophic sets of different kinds can be extended further with other representations of neutrosophic sets, also other kinds of distance measures can be applied to find the optimal method of teaching. This model also has certain limitations as neutrosophic oversets, undersets and offsets of representations are used only specifically and these special kinds of representations cannot be applied at all circumstances. This decision-making model caters to particular needs.

Conclusion

In this research work the concept of saturated refined neutrosophic sets, interval–valued saturated refined neutrosophic sets and its extension to neutrosophic overset, underset and offset are proposed. A decision making model with fuzzy relational matrix and saturated refined neutrosophic overset, underset and offset is proposed in this paper. The model is validated with a real life application. This research work will certainly enlighten the researchers to explore in deep about the concepts of neutrosophic overset, underset and offset. The profound extension of these concepts will disclose new portals of neutrosophic research.
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