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Abstract
We give a Wong-Zakai type characterisation of the solutions of quasilinear heat equations driven by space-time white noise in $1+1$ dimensions. In order to show that the renormalisation counterterms are local in the solution, a careful arrangement of a few hundred terms is required. The main tool in this computation is a general ‘integration by parts’ formula that provides a number of linear identities for the renormalisation constants.
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1 Introduction
The main goal of the present paper is to ‘solve’ the equation
\[ \partial_t u - a(u)\partial_x^2 u = \xi \] (1.1)
on $\mathbb{T} = \mathbb{R}/\mathbb{Z}$, locally in time, with some initial condition \( u(0, \cdot) = u_0(\cdot) \), where \( a : \mathbb{R} \to \mathbb{R} \) is a sufficiently regular function (\( C^5 \) suffices) with values in \( [\lambda, \lambda^{-1}] \) for some \( \lambda > 0 \), and \( \xi \) is the space-time white noise.

While equation (1.1) looks like a simple nonlinear variation of the stochastic heat equation, a major problem arises due to the fact that the product \( a(u)\partial_x^2 u \) is not actually meaningful for \( u \) with parabolic regularity less than 1. Since the white noise \( \xi \) has regularity less than \( -3/2 \), any reasonable solution of (1.1) should have no more regularity than \( 1/2 \), making the interpretation of the product on the left-hand side, and thus the equation, far from obvious. One might try a naive
approximation: take a nonnegative symmetric (under the involution $x \mapsto -x$) smooth function $\rho$ supported in the unit ball and integrating to 1, set $\rho^{\varepsilon}(t, x) = \varepsilon^{-2} \rho(\varepsilon^{-2} t, \varepsilon^{-1} x)$, $\xi^{\varepsilon} = \rho^{\varepsilon} \ast \xi$, and solve (1.1) with $\xi^{\varepsilon}$ in place of $\xi$. While this sequence of solutions does not converge, one can ‘renormalise’ the divergencies as follows.

**Theorem 1.1.** Let $u_0 \in \mathcal{C}^{2\delta}(\mathbb{T})$ for some $\delta \in (0, 1/2)$. Then for any $\rho$ as above there exist deterministic smooth functions $C^\varepsilon, \tilde{C}^\varepsilon, \hat{C}^\varepsilon$ such that the following holds. Let $u^\varepsilon$ be the classical solution of

$$
\partial_t u^\varepsilon - a(u^\varepsilon)\partial_x^2 u^\varepsilon = \xi^\varepsilon + C_{a(u^\varepsilon)}^\varepsilon (a'(u^\varepsilon)) \big( (a')^3(u^\varepsilon) + \hat{C}_{a(u^\varepsilon)}^\varepsilon (a''(u^\varepsilon)) \big)
$$

on $\mathbb{T}$ with initial condition $u^\varepsilon(0, \cdot) = u_0(\cdot)$. There exist some (random) $T > 0$ and $u \in \mathcal{C}^{\delta}([0, T] \times \mathbb{T})$ that do not depend on $\rho$, such that $u^\varepsilon \to u$ in probability in $\mathcal{C}^{\delta}([0, T] \times \mathbb{T})$.

In the case of semilinear SPDEs involving ill-defined products, statements of the above kind on constructing renormalised solution theories have been plentiful in recent years, let us just mention the seminal works [Hai14, GIP15, Kup16] from which most of them stem. As for quasilinear equations, slight variations of (1.1) with noise regularity in $(-4/3, -1)$ were considered around the same time in three different works [OW18b, FG16, BDH16]. The former was later extended to the regime $(-3/2, -1)$ in [OSSW18], albeit only in the space-time periodic case. Removing the latter assumption in the regime $(-4/3, -1)$ or extending to more irregular noises (including space-time white noise as in our situation) is to our best knowledge work in progress [ORS, OSSW]. We also remark that the divergence form version of (1.1), i.e., when $a(u)\partial_x^2 u$ is replaced by $\partial_t (a(u)\partial_x u)$, does not require the machinery of singular SPDEs, and has recently been treated in [OW15, OW18a].

A quite different approach was introduced in [GH19], which we will build on in the present article. It relies on a transformation that brings (1.1) to a form whose abstract counterpart in the language of regularity structures is relatively easily seen to be well-posed. This argument is quite short and works for all range of noise regularity, and therefore provides a general solution theory. In fact, the object $u$ from Theorem 1.1 that we will show to be the limit of $u^\varepsilon$, is constructed in [GH19]. The drawback of this solution theory, however, is that it does not come with a natural approximation result, and therefore it is not a priori clear what, if anything, this abstract solution has to do with classical quasilinear PDEs. Statements like Theorem 1.1 have the key role of relating the abstractly well-defined equation to classically well-defined equations. It is actually natural to conjecture, but out of the scope of the current state of the theory, that this relation is ‘always’ possible, as was proved in the semilinear case in [BCCH17].

Let us now briefly outline what the source of difficulty is in obtaining such approximation results. To loosely recall the transformation of [GH19] (its precise formulation is stated in Section 3.1), the key observation is that quasilinear equations of the type (1.1) are (locally in time) equivalent to systems of the type

$$(u, v) = I(F(\xi, u, v)),$$

where $I$ is a convolution map satisfying certain Schauder estimates and $F$ is a subcritical non-linearity. In particular, $v$ is a nonlocal function of $u$. This system can be also written abstractly within regularity structures:

$$(U, V) = \mathfrak{F}(\Xi, U, V),$$

where the lift $\Xi$ of $\xi$ and the lift of $\mathfrak{F}$ of $F$ are as in [Hai14], and $\mathfrak{F}$ is the natural lift of $I$. This already shows the first main issue: if one solves this equation with respect to a renormalised
smooth model, then the counterterms generated by the renormalisation will involve both $U$ and $V$. Since in the renormalisation of the original equation one only expects to see local functions of the solution, we would then need that when reversing the transformation, the counterterms involving $V$ all magically disappear.

This is far from easy to verify: the number of these terms quickly blows up as the regularity of the noise decreases. In the case of the space-time white noise, to calculate the counterterms at a single space-time point, the relevant dimension of the regularity structure is in the range of a few hundred. It is worth noting that there is no symbolic cancellation between the terms that contribute to the renormalisation, and so the elimination of $V$ has to rely on cancellations between the renormalisation constants that different symbols generate.

This is our first main step: in Section 2 we establish a number of symmetries that renormalisation constants satisfy. This can be of interest on its own, for example one can deduce the chain rule for the class of scalar-valued generalised KPZ equations from such cancellations, a question that goes back to [Hai14, Rem 1.14]. Since such chain rule is part of a much more general study in the very recent work [BGHZ19], we do not pursue this direction in any more detail here. Armed with a sufficiently large class of cancellations, it then remains to put them to use in simplifying the above mentioned large expression to the form stated in Theorem 1.1. This is the main combinatorial task of the paper and is the content of Section 3.

Throughout the article we use concepts and terminology from the theory of regularity structures [Hai14] without repeating any of the definitions, and to a low-level extent, from their renormalisation, see e.g. [Hai18, Sec 5] for a gentle introduction.

1.1 Generalisations

There are several directions for extensions of Theorem 1.1. Some of them are immediate, some require mild improvement of known methods, and some would likely need new ideas.

- The argument immediately extends to any Gaussian driving noise $\xi$ with regularity strictly above $-5/3$ and with compactly supported covariance function that satisfies the assumption of [CH16, Sec 2.4].
- Instead of a spatially periodic setting, one can solve the equation with Dirichlet boundary conditions. This direction for singular SPDEs was initiated in [GH18]. However, the application of its results is not completely automatic, as the construction of the extension $\hat{R}$ of the reconstruction operator $R$ below regularity $-1$ in highly nonlinear situation does require some work. We believe that as long as one considers Dirichlet problems, this can be avoided, and everything above regularity $-2$ can be completely automatised. A result of this flavor, but not of this generality, recently appeared in [Lab18, Sec 3]. For Neumann boundary conditions such a statement is certainly not expected to hold. In light of the results of [GH18], one in fact expects a boundary renormalisation to appear in the Neumann problem for 1.1.
- For non-Gaussian noise, the regularity range $(-3/2, -1)$ would require a much simplified version of the computations in Section 3 instead of 17 trees with 4 noises, one needs to handle 6 trees with 3 noises. When the regularity is between $-3/2$ and $-8/5$, one also gets an additional 6 trees with 4 noises, we briefly address this in Remark 3.1.
- One could complicate the right-hand side to a general KPZ-like one, that is, to $f(u) (\partial_x u)^2 + g(u) \xi$. While the computations would get somewhat messier, the order of magnitude of the terms would not increase.
• Both of the latter generalisations (and even more the case of more irregular noise, where the ad hoc computations would get humanly infeasible) point to the need of a systematised algebraic/combinatorial treatment, as has been developed in the semilinear case in [BH2018, BCCH17]. One main difference to their setup is that our abstract integration operator 3, while relatively easy to handle from the analytic point of view, makes the algebra more involved, see e.g. (3.11).
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2 Integration by parts in renormalisation

In this section we formulate some identities that renormalisation constants arising from the renormalisation of regularity structures satisfy. It is worth noting that here we do not use any Gaussianity assumption. Concerning the main assumption below, Assumption 2.1 does restrict the generality compared to e.g. [BH2018, CH16] quite significantly, but it allows us to work without the major algebraic complications therein, and still obtain a number of cancellations that will suffice for the proof of Theorem 1.1.

Certain symmetries were obtained in the very recent work [BGHZ2019] for multicomponent generalised KPZ equations driven by space-time white noise. Our approach here is different and the identities follow from relatively down-to-earth integration by parts-like arguments. The formulation below furthermore fits well our purposes in Section 3 as it keeps track of which edges are and which are not required to have the same integration parameter (denoted by $c$ below) for the identities to hold.

2.1 Formulation

Take a regularity structure $\mathcal{T} = (\mathcal{F}, A, G)$ as in [Hai2014]. We assume the notation

$$\mathcal{T} = \bigoplus_{\alpha \in A} \mathcal{T}_\alpha, \quad \mathcal{T}_\alpha = \text{span}\{\tau_i : i \in I_\alpha\},$$

with some index sets $I_\alpha$, where $\tau$ denotes the topological closure. We denote $\mathcal{W}^+ = \bigcup_{\alpha \in A} \{\tau_i : i \in I_\alpha\}$, $\mathcal{W}^- = \bigcup_{\alpha \in A \cup (-\infty, 0]} \{\tau_i : i \in I_\alpha\}$, by $\mathcal{W}$ and $\mathcal{W}^-$ subset of these sets containing $\tau_i$-s without any nonzero power of $X$ and by $\mathcal{W}^+$ and $\mathcal{W}^-$ the further subset of symbols with at least 2 noise components. We assume that the scaling is parabolic and that all $\tau \in \mathcal{W}$ satisfies $|\tau| > -2$. We furthermore assume that $\mathcal{T}$ is equipped with an integration operator $\mathcal{J} = \mathcal{J}_c$ of order 2 that corresponds to a kernel $K = K_c$ that is 2-smoothing in the sense of [Hai2014, As 5.1], is supported in the unit ball, and satisfies

$$(\partial_t - c \partial_x^2)K_c = \delta_0 + f_c,$$

where $c > 0$ is some constant and $f = f_c$ is a smooth function.

We assume that elements of $\mathcal{W}$ are obtained after repeated uses of integration (possibly different ones from $\mathcal{J}_c$) and multiplication operators and therefore can be canonically represented by trees. We understand the notion of subtrees in the natural way. If $\tau$ has $k$ subtrees isomorphic to $\tilde{\tau}$, we denote by $c_{i_i \tilde{\tau}}$, $i = 1, \ldots, k$, all possible embeddings of $\tilde{\tau}$ in $\tau$. If $k > 0$, we denote it by $\tilde{\tau}^k$. If $\sigma$ is a subtree of $\tau$, let $L_{\sigma \tau}$ be the tree obtained by contracting $\sigma$ to a node. The action of these contractions on powers of $X$ appearing in the symbols will not play a role in our setting, for details on that we refer to [Hai2018] and for even more details to [BH2018]. For any map
\[ g : \widehat{\cal W} \to \mathbb{R} \] we define \( M_{[\varepsilon]} : \widehat{\cal T} \to \widehat{\cal T} \) by the linear and continuous extension of
\[
\tau \mapsto M_{[\varepsilon]} \tau := \tau + \sum_{\tau' \in \widehat{\cal W}} g(\bar{\tau}) \sum_i L_{\varepsilon}^{i+\bar{\tau}} \tau, \quad \tau \in \widehat{\cal W}.
\] (2.1)

Note that even in case \( \widehat{\cal W} \) is infinite (which is the situation of Section 3), the sum in (2.1) has finitely many nonzero contributions.

Fix a set of canonical models \( \mathcal{M}_0 \) built from a class of approximate noises of a ‘target’ noise \( \xi \) (which may have multiple components). We will refer to elements of the set of all mollifiers \( \Theta \) and \( \Theta \) for all \( I/\varepsilon \), and we also assume that the \( \Theta \) and \( \varepsilon \) are independently if the distance between \( D_1, D_2 \subset \mathbb{R}^d \) is bigger than \( R \), for some \( R \) uniformly in \( \varepsilon, \Theta, \tau_1, \tau_2 \). In a rather large generality \( \Theta \) showed that one can find maps \( \hat{M}_\varepsilon : \widehat{\cal T} \to \widehat{\cal T} \) satisfying some natural conditions such that for all \( \Theta \) the models \( \hat{\mathcal{M}}_\varepsilon := \hat{\mathcal{M}}_\varepsilon \) converge in \( L_\rho \) (in the probabilistic sense) to an admissible model \( \hat{\mathcal{M}} \) as \( \varepsilon \to 0 \). In a general situation these maps \( \hat{M}_\varepsilon \) and what the ‘natural conditions’ really mean can be quite complicated, here we restrict our attention to the following simplified case.

**Assumption 2.1.** The maps \( \hat{M}_\varepsilon \) are of the form \( M_{[\varepsilon]} \), with
\[
\hat{g}_\varepsilon^\Theta (\tau) = -(\mathbf{E} \hat{\mathcal{M}}_\varepsilon \tau)(0) + \sum_{\tau' \in \widehat{\cal W}} \hat{g}_\varepsilon^\Theta (\bar{\tau}) \sum_i (\mathbf{E} \hat{\mathcal{M}}_\varepsilon L_{\varepsilon}^{i+\bar{\tau}} \tau)(0).
\] (2.2)

Moreover, for all \( \tau \in \widehat{\cal W}, \bar{\tau} \in \widehat{\cal W} \), and embedding \( \iota_\tau, \bar{\tau} \), one has \( (\hat{M}_\varepsilon - \text{id}) L_{\varepsilon} \tau = 0 \).

As for the notion of convergence, which is also somewhat involved, the only fact we will explicitly use is that for some \( \alpha \in \mathbb{R} \) and all \( \tau \in \widehat{\cal W}, \hat{\mathcal{M}}_\varepsilon \tau \) converges in \( L_\rho \) (in the probabilistic sense) to \( \hat{\mathcal{M}} \). It then follows that since \( \mathbf{E} \hat{\mathcal{M}} \tau \) (as well as \( \mathbf{E}(h*\hat{\mathcal{M}} \tau) \hat{\mathcal{M}} \tau \) for any smooth function \( h \)) is a translation invariant distribution, it is actually a constant function, and its value depends only on the law of \( \xi \). Viewing (2.2) as a recursive definition of \( \hat{g}_\varepsilon^\Theta \), it guarantees that \( (\mathbf{E} \hat{\mathcal{M}}_\varepsilon^\Theta \tau)(0) = 0 \) for all \( \tau \in \widehat{\cal W} \). Assumption 2.1 also implies that for any \( g, \hat{\mathcal{M}}_\varepsilon \mathcal{M}_{[\varepsilon]} \) converges to \( \hat{\mathcal{M}} \mathcal{M}_{[\varepsilon]} \), and the latter is also an admissible model.

**Remark 2.2.** Assumption 2.1 depends not only on \( \mathcal{T} \) but also on the choice of the approximations \( \mathcal{M}_0 \). It is general enough to cover for example symmetric (but not necessarily Gaussian) approximations of generalised KPZ equations. It fails however, for example, for non-symmetric approximations of the KPZ equation: when contracting in \( \widehat{\cal W} \), the middle subtree isomorphic to \( \Diamond \), one again gets \( \Diamond \), which is in the non-symmetric case is not invariant under the renormalisation map.

Let us extend \( g \) as above as 0 on \( \widehat{\cal W} \setminus \widehat{\cal W} \). With this convention, denoting the set \( \mathcal{N} \subset \widehat{\cal W} \) such that for all \( \tau \in \mathcal{N} \) and all \( \Theta \in \mathcal{M}_0 \) one has \( \hat{g}_\varepsilon^\Theta (\tau) = 0 \), \( \mathcal{N} \) always contains all symbols of positive degree.

The root of a tree \( \tau \) is denoted by \( \rho \) (with the understanding that it inherits the indices, so for example the root of a tree called \( \tau_1 \) will be denoted by \( \rho_1 \)). In the following \( \tau_0 \) always denotes a tree with a distinguished node (which may or may not be its root) \( \rho_0 \). By \( \tau \cdot \tau_0 \) we denote the tree obtained from gluing \( \tau \) and \( \tau_0 \) together by identifying \( \rho \) and \( \rho_0 \). In the special case \( \rho_0 = \rho_0 \), one has simply \( \tau \cdot \tau_0 = \tau \tau_0 \).
Denote by \( \bar{\tau} \subset \rho \tau \) if \( \bar{\tau} \) can be embedded as a subtree in \( \tau \) that includes a certain node \( \rho' \) of \( \tau \). Introduce the following sets

\[
\mathcal{A}_1 = \{(\tau_1, \ldots, \tau_n) : n \geq 2, \ \tau_i \in \mathcal{W}, \ (\mathcal{J}' \bar{\tau}_{(1)}){\prod}_{k=2}^n \mathcal{J} \tau_{(k)} \in \mathcal{N} \} \\
\mathcal{A}_2 = \{(\tau_0, \ldots, \tau_n) : n \geq 2, \ \tau_i \in \mathcal{W}, (\tau_1, \ldots, \tau_n) \in \mathcal{A}_1, \ \mathcal{J} ((\mathcal{J}' \bar{\tau}_{(1)}){\prod}_{k=2}^n \mathcal{J} \tau_{(k)}) \circ \tau_0 \in \mathcal{N} \} \\
\mathcal{A}_3 = \{(\tau_0, \ldots, \tau_n) : n \geq 2, \ \tau_i \in \mathcal{W}, (\tau_1, \ldots, \tau_n) \in \mathcal{A}_1, \ \mathcal{J}' ((\mathcal{J}' \bar{\tau}_{(1)}){\prod}_{k=2}^n \mathcal{J} \tau_{(k)}) \circ \tau_0 \in \mathcal{N} \}
\]

Finally, if a real valued sequence \( a_{\epsilon} \) converges to a finite limit depending only on the law of \( \xi \), we denote it by \( a_{\epsilon} \sim 0 \). Our ‘integration by parts’ formulae then read as follows.

**Lemma 2.3.** Under Assumption 2.7 one has for all \( (\tau_1, \ldots, \tau_n) \in \mathcal{A}_1 \)

\[
\sum_{i=1}^n g^\theta_{\epsilon} (\tau_i {\prod}_{k\neq i} \mathcal{J} \tau_k) - c \sum_{i=1}^n \sum_{i \neq j=1}^n g^\theta_{\epsilon} ((\mathcal{J}' \tau_i)(\mathcal{J}' \tau_j) {\prod}_{k\neq i,j} \mathcal{J} \tau_k) \sim 0, \quad (2.3)
\]

for all \( (\tau_0, \ldots, \tau_n) \in \mathcal{A}_2 \)

\[
\sum_{i=1}^n g^\theta_{\epsilon} (\mathcal{J} (\tau_i {\prod}_{k\neq i} \mathcal{J} \tau_k) \circ \tau_0) - g^\theta_{\epsilon} ((\mathcal{J}' \tau_i)(\mathcal{J}' \tau_j) {\prod}_{k\neq i,j} \mathcal{J} \tau_k) \circ \tau_0) \sim 0, \quad (2.4)
\]

and for all \( (\tau_0, \ldots, \tau_n) \in \mathcal{A}_3 \)

\[
\sum_{i=1}^n g^\theta_{\epsilon} (\mathcal{J}' (\tau_i {\prod}_{k\neq i} \mathcal{J} \tau_k) \circ \tau_0) - g^\theta_{\epsilon} ((\mathcal{J}' \tau_i)(\mathcal{J}' \tau_j) {\prod}_{k\neq i,j} \mathcal{J} \tau_k) \circ \tau_0) \sim 0, \quad (2.5)
\]

The following corollary is immediate.

**Corollary 2.4.** Under Assumption 2.7 there exist maps \( g^\theta_{\epsilon} : \mathcal{W}_- \to \mathbb{R} \) and such that

- The identities (2.3), (2.4), (2.5) are satisfied with equality;
- The sequence of models \( \Pi^\theta_{\epsilon} \mathcal{M}_{[g^\theta_{\epsilon}]} \) converge and the limit is of the form \( \hat{\Pi} \mathcal{M}_{[g]} \) for some \( g \) depending only on the law of \( \xi \);
- If for \( \tau_1, \ldots, \tau_k \in \mathcal{W}_- \) the system of equations

\[
g^\theta_{\epsilon}(\tau_i) = 0 \quad i = 1, \ldots, k
\]

is linearly independent of (2.3), (2.4), (2.5), then \( g^\theta_{\epsilon} \) can be chosen to agree with \( g^\theta_{\epsilon} \) on \( \tau_1, \ldots, \tau_k \).
Example 2.5. Let us list a couple of examples in the case \( c = 1 \). With the notation (as in, for example, [Hai16]) of \( \circ \) denoting the noise, \( - \) denoting \( \mathcal{F} \) and \( \circ \) denoting \( \mathcal{F}' \), one has:

\[
\begin{align*}
\theta^\circ_g(\bar{\psi}_g) &= 3\theta^\circ_g(\bar{\psi}_g) + 2\theta^\circ_g(\bar{\psi}_g) = 4\theta^\circ_g(\bar{\psi}_g) = 4\theta^\circ_g(\bar{\psi}_g) \\
\text{when we used that the integral in the second line vanishes due to (two.taboldstyle./six.taboldstyle).}
\end{align*}
\]

Clearly the origin and denote \( f \) a smooth compactly supported function.

Proof of Lemma \( \text{(two.taboldstyle./three.taboldstyle)} \).

We will sometimes use \( \partial_z^{[\varepsilon]} \) to emphasise that a differential operator \( \partial_z \) acts on the \( z \) variable. We say that a function \( Q \) in \( n \) \( \alpha \)-dimensional variables is translation-invariant if \( T^\varepsilon Q(z_1, \ldots, z_n) := Q(z_1 + \varepsilon, \ldots, z_n + \varepsilon) \) for all \( \varepsilon \in \mathbb{R}^d \). Notice that if \( Q \) is a translation-invariant smooth function and \( \eta \) is a compactly supported distribution, then for any nonzero multiindex \( \alpha \)

\[
(\partial_z^{[\varepsilon]}(T^\varepsilon \eta))(Q) = 0. \tag{2.6}
\]

Proof of Lemma \( \text{(two.taboldstyle./three.taboldstyle)} \).

To ease the notation, we drop the \( \theta \) index, but it will be clear that the conclusion is approximation-independent. We start with the proof of (two.taboldstyle./three.taboldstyle). Denote

\[
\sigma = \prod_k \mathcal{F} \tau_k, \quad \sigma^i = \tau_i \prod_{k \neq i} \mathcal{F} \tau_k, \quad \sigma^{ij} = (\mathcal{F} \tau_i)(\mathcal{F} \tau_j)(\prod_{k \neq i,j} \mathcal{F} \tau_k), \tag{2.7}
\]

as well as

\[
Q_x(z_1, \ldots, z_n) = E[\Pi_{x,\tau_1}(z_1) \cdots \Pi_{x,\tau_n}(z_n)].
\]

Clearly \( Q_x \) is a translation invariant smooth function which is 0 on \( \{ \max_i \min_{j \neq i} |z_i - z_j| \geq R \} \). Let us take a smooth compactly supported function \( \chi^R \) that is 1 on the ball of radius \( R + 2 \) around the origin and denote \( f^R = f \chi^R \). From the Leibniz rule

\[
\sum_i (\partial_0 + f)(\bar{z} - z_i)\prod_{k \neq i} K(\bar{z} - z_k) = c\sum_{i,j} K'(\bar{z} - z_i)K(\bar{z} - z_j)\prod_{k \neq i,j} K(\bar{z} - z_k) \tag{2.8}
\]

we get

\[
\begin{align*}
\sum_i (\partial_0 + f)(\bar{z} - z_i)\prod_{k \neq i} K(\bar{z} - z_k)
&= \int Q_x(z_1, \ldots, z_n)(\partial_0 + c\Delta^{[\varepsilon]})(\prod_k K(\bar{z} - z_k)) dz_1 \cdots dz_n \\
&\quad - \sum_i \int Q_x(z_1, \ldots, z_n)f(\bar{z} - z_i)\prod_{k \neq i} K(\bar{z} - z_k) dz_1 \cdots dz_n \\
&= -\sum_i (E[f^R \ast \Pi_{x,\tau_i}])(\Pi_{x,\tau^i})(\bar{z}), \tag{2.9}
\end{align*}
\]

where we used that the integral in the second line vanishes due to (2.6).

There are two essentially different scenarios in which one has \( \bar{\tau} < \sigma^i \). First, when \( \tau_{\sigma^i} \bar{\tau} \) is obtained from an embedding \( \tau_{\sigma^i} \bar{\tau} \) for some \( \ell \). This has obvious corresponding embeddings \( \tau_{\sigma^i} \bar{\tau} \),
\( \ell_{\sigma_{ij}} \bar{\tau} \) and \( \ell_{\rho_{j}} \bar{\tau} \), and moreover the results of contracting these subtrees are exactly of the form (2.7), with \( \tau_{F} \) replaced by \( L_{\bar{\tau}_{F}} \tau_{F} \). In this case therefore one has an identity analogous to (2.9).

If \( \bar{\tau} \prec \sigma^f \) is not of this form, then it can be written as \( \bar{\tau} = \bar{\sigma}^l := \bar{\tau}_{I} \prod_{k} \mathcal{F} \bar{\tau}_{(k)} \) with some indices \( \ell(k) \) distinct from each other and from \( \bar{\tau} \), and with \( \bar{\tau}_{j} \subset \rho_{j} \tau_{j} \). Denote the set of indices \( \ell(k) \) along with \( i \) by \( I \). One can pair these subtrees with those of \( \sigma^j \) and \( \sigma_{jm} \) whenever \( j, m \in I \):
is a constant distribution,

\[
\begin{align*}
\tau_{F} & = \tau_{F}^\prime \prod_{k} \mathcal{F} \bar{\tau}_{(k)} \ \text{with some indices} \\
(\tau_{F}) & \text{distinct from each other and from} \ i \ \text{and} \ j \ \text{by definition, all} \ \bar{\tau} \text{of this form} \\
(\text{belongs to} \ N) \ \text{so does not contribute to the renormalisation.}
\end{align*}
\]

Therefore we have

\[
\begin{align*}
\sum_{\mathcal{F}} (E(\bar{\Pi}_{e} \sigma^f)(\bar{z}) - c \sum_{i,j} (E(\bar{\Pi}_{e} \sigma_{ij})(\bar{z}) + \sum_{\mathcal{F}} (E(f_{R} \bar{\Pi}_{e} \tau_{j})(\bar{\Pi}_{e} \sigma^j))(\bar{z}))
\end{align*}
\]

After testing with any function integrating to 1 and recalling that \( E(\bar{\Pi}_{e}) \) is a constant distribution, we pass to the \( \varepsilon \to 0 \) limit and rearrange the above as

\[
\begin{align*}
\lim_{\varepsilon \to 0} \sum_{i} (\bar{\tau}_{i}(\sigma^j) - c \sum_{i,j} (E(\bar{\tau}_{i})(\sum_{j} \bar{\tau}_{j}(\sigma^j)))
\end{align*}
\]

Therefore by a simple induction argument we get the claim.

The proof of the other two claims goes along very similar lines. There are two slight differences, the first one of which is the definition of \( Q_{e} \): we now set

\[
Q_{e}(z_{0}, z_{1}, \ldots, z_{n}) = E(\bar{\Pi}_{e} \tau_{0}(z_{0}) \bar{\Pi}_{e} \tau_{1}(z_{1}) \cdots \bar{\Pi}_{e} \tau_{n}(z_{n}))
\]

where \( \tau_{0} \) is the tree obtained by viewing \( t_{0} \) as a tree with root \( \rho_{0}^* \). The other difference is the application of the Leibniz rule: we simply replace the identity (2.8) with, in the case of (2.4)

\[
\begin{align*}
K & = \prod_{k \neq i} K(\bar{z} - z_{k}) - cK(\bar{z} - z_{i}) \prod_{k \neq i} K(\bar{z} - z_{k})
\end{align*}
\]

while in the case of (2.5) we make use of

\[
\begin{align*}
K & = \prod_{k \neq i} K(\bar{z} - z_{k}) - cK(\bar{z} - z_{i}) \prod_{k \neq i} K(\bar{z} - z_{k})
\end{align*}
\]

The integral of \( Q_{e} \) against the right-hand sides of (2.10) and (2.11) vanishes as before due to (2.6), and hence the proof can be concluded precisely as before.
3 Proof of the main theorem

3.1 The setup

We briefly recall the setup of [GH19]. For simplicity for certain ‘sufficiently large’ indices from therein we simply take 10, which suffices for \( \texttt{11.1} \), but which does not play any important role. The approach of [GH19] relies on a transformation, which is of course formal for rough \( \xi \), but is elementary to check for smooth \( \xi \). Let, for \( c \in [\lambda, \lambda^{-1}] \), \( P(c, \cdot) \) be the Green’s function of the operator \( \partial_t - c \partial_x^2 \). The aforementioned transformation then establishes that (1.1) is equivalent, locally in time, to

\[
\begin{align*}
\dot{u} &= I(a(u), \dot{f}) \\
\dot{f} &= (1 - a'(u)I_c(a(u), \dot{f}))\xi + (aa'')(u)(\partial_x u)^2I_c(a(u), \dot{f}) \\
&\quad + (a(a'')^2(u)(\partial_x u)^2I_{cc}(a(u), \dot{f}) + 2(aa')(u)(\partial_x u)I_{cx}(a(u), \dot{f}),
\end{align*}
\]

(3.1)

where the operators \( I_{\alpha} \), for multiindices \( \alpha \) in \( c \) and \( x \) are defined as

\[
I_{\alpha}(b, f)(z) = \int (\partial_\alpha P)(b(z), z-z')f(z') \, dz'
\]

(3.2)

and \( I = I_0 \). Note that \( I \) actually extends to \( f \) with regularity above \(-2\), in which case (3.2) of course needs to be interpreted in the appropriate distributional sense.

One can formulate (3.1) in the theory of regularity structures as follows. Start with the regularity structure built as in [Hai14, BHZ18] for the generalised KPZ equation and denote the set of basis vectors (‘symbols’) by \( \mathcal{W} \), and the ones with negative degree by \( \mathcal{W}_- \). Define the ‘number of integrations’ \([\tau]\) recursively by setting

\[
[X^k] = [\Xi] = 0, \quad [\tau \bar{\tau}] = [\tau] + [\bar{\tau}], \quad [\mathcal{J} \tau] = [\mathcal{J}' \tau] = [\tau] + 1.
\]

Denote \( \mathcal{B} = \mathcal{C}^{-10}([\lambda, \lambda^{-1}]) \) and write \( \mathcal{B}_k \) for the \( k \)-fold tensor product of \( \mathcal{B} \) with itself, completed under the projective cross norm. In particular, we have a canonical dense embedding of \( \mathcal{B}_k \otimes \mathcal{B}_\ell \) into \( \mathcal{B}_{k+\ell} \). We also use the convention \( \mathcal{B}_0 = \mathbb{R} \). We then construct a regularity structure \( \mathcal{F} \) in such a way that each symbol \( \tau \in \mathcal{W} \) determines an infinite-dimensional subspace \( \mathcal{T}_\tau \) of the structure space \( \mathcal{T} \), isometric to \( \mathcal{B}_{|\tau|} \). To wit, we set

\[
\mathcal{T} = \bigoplus_{\alpha} \mathcal{T}_\alpha, \quad \mathcal{T}_\alpha := \bigoplus_{|\tau| = \alpha} \mathcal{T}_\tau, \quad \mathcal{T}_\tau := \mathcal{B}_{|\tau|} \otimes \text{span}\{\tau\},
\]

(3.3)

and equip the spaces \( \mathcal{T}_\alpha \) with their natural norms. The structure group plays no explicit role for us in this article so we do not address it, the interested reader can find the details in [GH19]. The abstract differentiation, multiplication, and integration operators on \( \mathcal{T} \) are defined by

\[
\mathcal{D}(\zeta \otimes \tau) = \zeta \otimes D\tau,
\]

\[
(\zeta \otimes \tau)(\bar{\zeta} \otimes \bar{\tau}) = (\zeta \otimes \bar{\zeta}) \otimes \tau \bar{\tau},
\]

\[
\mathcal{J}^c(\zeta \otimes \tau) = (\zeta \otimes \bar{\zeta}) \otimes \mathcal{J} \tau.
\]

Note in particular that we have a whole family of integration operators \((\mathcal{J}^c)_{\zeta \in \mathcal{B}}\). Take a family of kernels \((K^{(c)})_{c \in [\lambda, \lambda^{-1}]} \), which, along with their derivatives with respect to \( c \) up to any finite order, are uniformly compactly supported and \( 2 \)-smoothing in the sense of [Hai14, As 5.1]. We will denote \( K^{\zeta} = \zeta(K^{(1)}) \) for \( \zeta \in \mathcal{B} \) and \( K^{c, \psi} = K^{\psi \circ \theta_c} \).
In the notation of Section 2 we set \( \mathcal{H} \) to be the set of all symbols obtained by repeated uses of integration and multiplication. Let \( \Pi_\epsilon \) be the canonical model built from \( \varepsilon^\alpha \) for \( \varepsilon > 0 \), where the dependence on the mollifier \( \rho \), which corresponds to \( \theta \) in the framework of Section 2, is suppressed. The fact that Assumption 2.1 holds follow from that, due to the spatial symmetry, one has

\[
E\Pi_\epsilon(\delta_c \otimes \delta_c \otimes \delta_c \otimes \delta_c)(0) = E\Pi_\epsilon(\delta_c \otimes \delta_c \otimes \delta_c \otimes \delta_c^\tau)(0) = E\Pi_\epsilon(\delta_c \otimes \delta_c \otimes \delta_c \otimes \delta_c^\tau)(0) = 0
\]

where \( \otimes \) stands for \( \times \). We then set \( E\Pi_\epsilon^{\text{Sym}} := E\Pi_\epsilon M_{[g_\epsilon]} \), where \( g_\epsilon \) is from Corollary 2.4, and denote the limiting model by \( \Pi_\epsilon^{\text{Sym}} = \hat{\Pi}_M[g_\epsilon] \).

We define the maps the \( \mathcal{K} \) by replacing \( \mathcal{J} \) and \( K \) in [Hai14, Eq 5.15] by \( \mathcal{J}^\epsilon \) and \( K^\epsilon \), respectively. As before, we denote \( \mathcal{K}^{\epsilon} := \mathcal{K}^\epsilon \delta_c \). We can now introduce the lift of the operator \( I_\epsilon \). Take two modelled distributions \( b \) and \( f \) and set \( \bar{b} = \langle b, 1 \rangle \), \( \bar{b} = b - \bar{b} \). If \( \partial_\alpha = \partial^\epsilon_c \partial^m x \), then we define

\[
\mathcal{I}_\alpha(b, f)(z) := \sum_{|\ell| \leq 10} \frac{(\bar{b}(z))^\ell}{\ell!} (\mathcal{K}^{\epsilon} \delta_c(z))^{k+\ell}(f)(z) .
\]

(3.4)

It is shown in [GH19] that the maps \( \mathcal{I}_\alpha \) satisfy the natural Schauder-estimates on appropriate spaces of modelled distributions. Assuming for the moment \( u_0 = 0 \), the abstract counterpart of (3.1) then yields the object \( u \) claimed in Theorem 1.1. We set \( u = \mathcal{R}U \), where \( U \) is the obtained by solving, with respect to the model \( \Pi_\epsilon^{\text{Sym}} \), the system of abstract equations

\[
U = \mathcal{I}(a(U), \tilde{\mathcal{F}}) ,
\]

\[
\tilde{\mathcal{F}} = (1 - V_a a'(U))\Xi + 2V_{cc}a(U) a'(U)\mathcal{D}U + V_{cc}a(U)(a'(U))^2(\mathcal{D}U)^2
\]

\[
+ V_a a(U) a''(U)(\mathcal{D}U)^2 ,
\]

(3.5)

We will also encounter \( V_{cc} \), although it does not explicitly appear in the equation (3.5). For general initial condition \( u_0 \), one has to include an additional variant of the operators \( \mathcal{I} \) (denoted by \( \tilde{\mathcal{I}} \) in [GH19, Eq 4.6]) in the first and third component of (3.5), but since they do not effect main line of the argument at all, they will be omitted for simplicity.

To prove the theorem, we need to show that if \( u^\epsilon \) is obtained from solving (3.5) with respect to \( \Pi_\epsilon^{\text{Sym}} \), then \( u^\epsilon := \mathcal{R}U^\epsilon \) solves (1.2).

### 3.2 Notational conventions

To organise our calculation, let us introduce a couple of shorthand notation. Firstly, we drop the index \( \epsilon \), but keep it in mind that the solution \( (U, \tilde{\mathcal{F}}, V_\alpha) \) we are considering is with respect to the renormalised smooth model \( \Pi_\epsilon^{\text{Sym}} \). Fix a space-time point \( z \) and in the sequel omit the argument \( z \) from any function of space-time (scalar-valued and \( \mathcal{J} \)-valued alike). We also omit the \( u \) argument from \( a \) or any of its derivatives.

In additional to the graphical conventions of Example 2.5 we use squares like \( a, \bar{a} \), for generic trees, and their color simply serves to distinguish between different ones in the same formula. Since all symbols appearing in the expansion of the solution are of the form \( \mathcal{J} \otimes \tau \), where \( \mathcal{J} \) is a tensor product of derivatives of \( \delta_\alpha \), we set the shorthand \( \langle i_1, \ldots, i_k \rangle = \partial^{i_1} \delta_\alpha \otimes \cdots \otimes \partial^{i_k} \delta_\alpha \). Furthermore, to ease the reading, we rearrange the order of tensor products. Given a pictorial representation of a tree, the ordering is always top-bottom, left-right, but which one takes precedence will change
We emphasize that these notions all depend on the given pictorial representation. We further set the notation is set up to condense more complicated cancellations. For example, while Lemma \( \langle \langle U \rangle \rangle \) will be denoted by \( \langle \langle U \rangle \rangle \), vertical position of the children. Finally, in \( \langle \cdot \rangle \) the order is based on a) vertical position of the parents b) vertical position of the children c) horizontal position of the children. As examples,

\[
\langle i, j, k, \ell \rangle \Downarrow = \langle i, \ell, j, k \rangle \Downarrow \quad \text{and} \quad \langle i, j, k, \ell \rangle \Uparrow = \langle i, k, j, \ell \rangle \Uparrow.
\]

We emphasize that these notions all depend on the given pictorial representation. We further set

\[
\langle \langle k \rangle \rangle_\ell \equiv \sum_{\alpha_1, \ldots, \alpha_\ell} \frac{k!}{\alpha_1! \ldots \alpha_\ell!} \langle \alpha_1, \ldots, \alpha_\ell \rangle.
\]

The notation is set up to condense more complicated cancellations. For example, while Lemma 2.3 at first sight only gives

\[
g_\varepsilon (\langle 0 \rangle \otimes \emptyset) = g_\varepsilon (a \langle 0 \rangle_2 \otimes \emptyset),
\]

one can differentiate this \( k \) times with respect to the parameter and obtain

\[
g_\varepsilon (\langle k \rangle \otimes \emptyset) = g_\varepsilon (a \langle k \rangle_2 + k \langle k - 1 \rangle_2) \otimes \emptyset.
\]

The notations \( \langle \langle k \rangle \rangle_\ell \), \( \langle \langle k \rangle \rangle_\ell \) are understood analogously.

Recall that \( u = R U \) and write \( v_\alpha = R V_\alpha \). In general, the coefficient of a symbol \( \tau \in \mathcal{W} \) in \( U \) will be denoted by \( u_\tau \), and similarly for \( \mathcal{F} \) and \( V_\alpha \). Some combination of these functions will repeatedly occur:

\[
q = 1 - v_c a',
\]

\[
p_c = \frac{1}{q} (v_c a'' + v_c c (a')^2),
\]

\[
p_{cc} = \frac{1}{q} (v_{cc} a'' + v_{cc} c (a')^2),
\]

\[
\hat{p}_c = \frac{1}{q} (2 v_{cc} a'' + v_c a''').
\]

One important role of \( q \) is that, precisely as in [GH19], for short times it is nonzero and \( u \) solves an equation just like (1.1), but with an additional term

\[
\frac{1}{q} \sum_{\tau \in \mathcal{W}} \tilde{g}_\varepsilon (\tilde{f}_\tau \otimes \tau).
\]  

appearing on the right-hand side. Note that while \( \mathcal{W}_- \) is the usual set of negative degree symbols for the generalised KPZ equation, for each \( \tau \), \( \tilde{f}_\tau \) is the linear combination of many different distributions, see e.g. (3.12) below, and so (3.6) is in fact a sum of several hundred terms. Our goal to show that this sum is nothing but the counterterm specified in (1.2), with the appropriate choice of \( C_e, \tilde{C}_e, \hat{C}_e \).

To this end, given \( \tau \in \mathcal{W}_- \), for any \( k, i_1, \ldots, i_{[\tau]} \in \mathbb{N} \), and any function of the form \( h = q a^k a', q a^k (a')^2, q a^k a' a'' \), \( k \in \mathbb{N} \), we denote \( h(i_1, \ldots, i_{[\tau]}) \equiv 0 \). This reflects that the contributions of all terms of the form \( h(i_1, \ldots, i_{[\tau]}) \otimes \tau \) to the renormalisation are precisely as required.

We will repeatedly apply integration by parts identities from Section 2. By writing

\[
\zeta_1 \otimes \tau_1 \sim \zeta_2 \otimes \tau_2
\]  

occasionally. In the notation \( \langle \cdot \rangle \) the order is a) vertical position of the parents b) horizontal position of the parents c) horizontal position of the children (recall that the parent vertex of an edge is the one closer to the root). For example,

\[
\langle 0, 1, 2 \rangle \Downarrow = \Xi(\mathcal{F}^\delta u (\Xi(\mathcal{F}^\delta u \Xi)(\mathcal{F}^\delta u \Xi))).
\]
we mean \(g_\sigma(\zeta_1 \otimes \tau_1) = g_\sigma(\zeta_2 \otimes \tau_2)\). Given such an identity, we may simplify the expansions of \(\tilde{f}_{\tau_1}\) and \(\tilde{f}_{\tau_2}\) simultaneously, provided they contain the same multiple of \(\zeta_1\) and \(\zeta_2\), respectively. This will be denoted by

\[
\tilde{f}_{\tau_1} = h\zeta_1 + \zeta_1^{(n)} \approx \zeta_1,
\]

\[
\tilde{f}_{\tau_2} = h\zeta_2 + \zeta_2^{(n)} \approx \zeta_2.
\]

Here \(n\) will be some Roman numeral and \(h\) some function. We emphasise that \(\approx\) is not a single relation but has to be read in pairs (or, in more complicated situations, triples, quadruples, etc.). By \(\approx\) we mean the summary of all previous simplifications of the coefficient of a given symbol, either by \(\times\) or \(\approx\).

It is clear from Gaussianity that only \(\tau\)-s with 2 or 4 instances of \(\Xi\) contribute to [3.6], we denote the corresponding subsets of \(\mathcal{W}_-\) by \(\mathcal{W}^2_-, \mathcal{W}^4_-\). With all this, our goal can be summarised as showing \(\tilde{f}_\tau \approx 0\) for all \(\tau \in \mathcal{W}^2_-, \mathcal{W}^4_-\).

Finally, let us mention that often the integration by parts will look a bit simpler due to symbols \(\mathcal{W}^G\) having vanishing contribution to the renormalisation. This is again a consequence of Gaussianity. For example, the second to last line in Example [3.5] simplifies to

\[
\langle 0 \rangle_5 \otimes \phi_\ell \approx a\langle 0 \rangle_6 \otimes \phi_\ell',
\]

It is also worth noting and will be often used that these formulae do not require all edges to have the same parameter. In particular, edges that do not ‘play’ in a given integration by parts, can have arbitrary derivatives, so for example the above relation is true more generally:

\[
\langle 0, 0, i, j, k \rangle \otimes \phi_\ell \approx a\langle 0, 0, i, k, j \rangle \otimes \phi_\ell'.
\]

**Remark 3.1.** One possible way to extend our result to the non-Gaussian case would be to 1) calculate the coefficient \(\tilde{f}_\tau\) for \(\tau \in \mathcal{W}^G\); 2) keep track of how the performing the steps below effect these coefficients; 3) use the cancellations relating only elements of \(\mathcal{W}^G\) to each other (there are in fact 5 of these) to further simplify all of these coefficients to 0 in the sense of \(\approx\). To avoid cluttering the already lengthy computation below, we refrain from this generality.

### 3.3 Some recursions for the coefficients

First we want to treat the contributions from \(\mathcal{W}^2_-,\) but for later use some steps are formulated in a more general way. In fact, the terms in \(\mathcal{W}^2_-\) had already been treated in [GH10], but for the sake of completeness, as well as to illustrate the use of some of the notations above, we include the argument.

First of all, it will be repeatedly used that for any \(\sigma \in \mathcal{W}_-\) one has

\[
\nu_{\sigma} = \frac{1}{\mathcal{H}_{\sigma}} \tilde{f}_{\sigma} \otimes \langle 0 \rangle.
\]

Indeed, this follows from the fact that in \(\mathcal{H}(a(U), \hat{\nu})\) the symbol \(\nu\) appears twice: once in the \(\ell = 0\) and once in the \(\ell = 1\) term. Since, by definition, \(\mathcal{H}(a(U), \hat{\nu}) = v_{c} \mathbf{1} + (\ldots)\), one gets the equation

\[
\nu_{\sigma} = \tilde{f}_{\sigma} \otimes \langle 0 \rangle + a' \nu_{c} v_{c}, \tag{3.8}
\]

and from it, [3.7]. One therefore also has

\[
(v_{c})_{\sigma} = \tilde{f}_{\sigma} \otimes \langle 1 \rangle + a' \nu_{c} v_{c} = \tilde{f}_{\sigma} \otimes \langle 1 \rangle + \frac{1}{\zeta} a' v_{c} \langle 0 \rangle,
\]
Let $2^*$ denote 2 for $\not= a$ and 1 for $a = a$. The above then yields the following recursions

\[
\hat{f}_{v_0} = -(v_c) a' - v_c a'' u_q
\]
\[
= -p_c \hat{f}_a \otimes (0) - a' \hat{f}_a \otimes (1),
\]
\[
\hat{f}_{a_2} = 2^* a a' (v_{c_2}) \otimes ^* u_q + 2^* a a' u_{q_2} \otimes ^* (v_{c_2}) + 2^* v_{c_2} a(a')^2 u_q \otimes ^* u_q + 2^* v_{c_2} a a'' u_{q_2} \otimes ^* u_q
\]
\[
= \frac{i}{q} \hat{f}_a \otimes \hat{f}_a \otimes (2^* a a' \langle \langle 1 \rangle \rangle _2 + 2^* a p_c \langle \langle 0 \rangle \rangle _2),
\]
where we denoted by $\otimes ^*$ when the parameter derivatives are slightly rearranged after concatenation (since the way they should be arranged is pretty obvious, we prefer to avoid making this completely precise by introducing further notations). One obviously has $\hat{f}_0 = q$ and we recall the cancellation

\[
\langle 0 \rangle \otimes ^* a \langle \langle 0 \rangle \rangle _2 \otimes ^* v.
\]

Thus we can write

\[
\hat{f}_{v_0} = -q p_c \langle 0 \rangle - q a' \langle 1 \rangle \equiv -q a' \langle 1 \rangle = 0,
\]
\[
\hat{f}_{a_2} = q a a' \langle \langle 1 \rangle \rangle _2 + q a p_c \langle \langle 0 \rangle \rangle _2 \equiv q a a' \langle \langle 1 \rangle \rangle _2 = 0.
\]

The rest of the article is devoted to show $\hat{f}_c \approx 0$ for

\[
\tau \in \{^* v_0, ^* v_1, ^* v_2, v_0, v_1, v_2, ^* v_0, ^* v_1, ^* v_2, v_0, v_1, v_2, ^* v_0, ^* v_1, ^* v_2, v_0, v_1, v_2, ^* v_0, ^* v_1, ^* v_2, v_0, v_1, v_2, \}
\]

The recursions (3.9), (3.10) yield the coefficient of all 8 of the above symbols that are built from the repeated operations $\not= a, a \rightarrow a$, as well as those of $v_0, v_1, v_2$. For the 6 remaining symbols, however, we have to take into account the fact that $a$ does not only contain symbols of the form $\overline{p}$. Indeed, one has, by a similar argument as the one leading to (3.8),

\[
\begin{align*}
(\overline{u_{a_1, a}}) &= \frac{2^*}{q} \left( a' u_q \otimes ^* \hat{f}_a \otimes (1) + a' \hat{f}_a \otimes u_q \otimes ^* \langle 1 \rangle \right) \\
&+ a' u_{q_1} v_{c_1} + \frac{2^*}{q} \left( a' u_q \otimes ^* u_q v_c + (a')^2 u_q \otimes ^* u_q v_c \right) \\
&= a' u_{a_1, a} v_c + \frac{1}{q} \frac{2^*}{q} f_a \otimes \hat{f}_a \otimes (a' \langle \langle 1 \rangle \rangle _2 + p_c \langle \langle 0 \rangle \rangle _2) \\
&= \frac{1}{q^2} \frac{2^*}{q} f_a \otimes \hat{f}_a \otimes \langle \langle 1 \rangle \rangle _2 + p_c \langle \langle 0 \rangle \rangle _2.
\end{align*}
\]

One also easily gets

\[
(\overline{v_{c_1, a}}) = a' u_q \otimes ^* \hat{f}_a \otimes \langle 2 \rangle = \frac{2^*}{q} a' \hat{f}_a \otimes \hat{f}_a \otimes \langle 0, 2 \rangle.
\]

From $u_{a_1, a}$ we also obtain (here we will only need the case $a \not= a$)

\[
(\overline{v_{c_1}}) = a' u_q \otimes ^* \hat{f}_a \otimes \langle 2 \rangle + a' \hat{f}_a \otimes u_q \otimes ^* \langle 2 \rangle
\]
\[
+ a' u_{q_1} v_{c_1} + a'' u_{q_2} \otimes ^* u_{q_2} v_{c_2} + (a')^2 u_{q_2} \otimes ^* u_{q_2} v_{c_2}
\]
\[
= \frac{2^*}{q} \left[ a'(0, 2) + a'(2, 0) + \frac{1}{q} a' v_{c_2} (a' \langle \langle 1 \rangle \rangle _2 + p_c \langle \langle 0 \rangle \rangle _2) + p_{c_2} \langle \langle 0 \rangle \rangle _2 \right].
\]
It turns out that due to the regularity and the Gaussianity of our noise, we will not need to calculate the contributions to \( u \) of products with more than 2 terms. From now on all product of parameter derivatives will denote a simple concatenation so we drop \( \otimes \) from the notation. The above formulæ then yield the three more complicated recursions: for \( a = \times, \triangleright \) (although we only really need \( a \neq \circ \)) we have

\[
\hat{f}_{\circ,\circ} = -a''\langle v_c \rangle u_q - a'' u_q \langle v_c \rangle_p - v_c a''u_{\circ,\circ} - a'(v_c)u_{\circ,\circ} - v_c a''u_{\circ,\circ} \langle v_c \rangle_p q
\]

\[
= -a''\hat{f}_q(\circ) - (a'' - a'\langle v_{cc} \rangle)\hat{f}_q(\circ) - p_c (a''\langle v_{cc} \rangle) - p_c \langle 0 \rangle \langle 0 \rangle_2 - \frac{1}{q} v_c a''\hat{f}_q(\circ) \langle v_c \rangle_p q
\]

\[
= \hat{f}_q - (p_c + p_c^2 + a'p_{cc}) \langle 0 \rangle_2 - (p_c a' + a''\langle 1 \rangle) \langle 1 \rangle_2 - (a'\langle 2 \rangle_2 \langle 1 \rangle \}
\]

Next, we have

\[
\hat{f}_{\circ,\circ} = 2a a'(v_{cc})u_{\circ,\circ} q + 2((a')^2 + aa'')(v_{cc})u_{\circ,\circ} + 2aa'(v_{cc})u_{\circ,\circ}
\]

\[
+ 2v_c a''u_{\circ,\circ} q + u_q ((v_{cc})a(a'' + v_c ((a')^2 + 2aa' a'' u_q))u_q
\]

\[
+ 2v_c a''u_{\circ,\circ} q + u_q ((v_{cc})a(a'' + v_c ((a')^2 + 2aa' a'' u_q))u_q
\]

\[
= 2aa'(v_{cc})u_{\circ,\circ} q + 2((a')^2 + aa'')\langle v_{cc} \rangle u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ}
\]

\[
+ 2((a')^2 + aa'')u_{\circ,\circ} q + u_q (\langle v_{cc} \rangle a(a'' + v_c ((a')^2 + 2aa' a'' u_q))u_q
\]

\[
+ 2v_c a''u_{\circ,\circ} q + u_q (\langle v_{cc} \rangle a(a'' + v_c ((a')^2 + 2aa' a'' u_q))u_q
\]

\[
= 2aa'(v_{cc})u_{\circ,\circ} q + 2((a')^2 + aa'')\langle v_{cc} \rangle u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ}
\]

\[
+ 2aa'(v_{cc})u_{\circ,\circ} q + u_q (\langle v_{cc} \rangle a(a'' + v_c ((a')^2 + 2aa' a'' u_q))u_q
\]

\[
+ 2v_c a''u_{\circ,\circ} q + u_q (\langle v_{cc} \rangle a(a'' + v_c ((a')^2 + 2aa' a'' u_q))u_q
\]

\[
= \hat{f}_q [2a(a')^2(0, 0, 2) + 2((a')^2 + aa'')\langle 0, 0, 1 \rangle
\]

\[
+ 2(a')^2 \langle 1, 0, 1 \rangle + 2a(a')^2 \langle 1, 1, 0 \rangle + 2aa'p_c \langle 1, 0, 0 \rangle
\]

\[
+ 2aa'p_c \langle 0 \rangle \langle 1 \rangle_2 + 2aa'p_c \langle 0, 0, 0 \rangle + a'p_c \langle 0, 0, 0 \rangle + a'p_c \langle 0, 0, 0 \rangle
\]

\[
= \hat{f}_q [2a(a')^2(0, 0, 2) + 2((a')^2 + aa'')\langle 0, 0, 1 \rangle
\]

Finally, one can write

\[
\hat{f}_{\circ,\circ} = 2aa'(v_{cc})u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ} q + 2((a')^2 + aa'')\langle v_{cc} \rangle q u_{\circ,\circ} q + 4aa'(v_{cc})u_{\circ,\circ}
\]

\[
+ 2((a')^2 + aa'')u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ}
\]

\[
+ 2((a')^2 + aa'')u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ}
\]

\[
+ 2aa'(v_{cc})u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ}
\]

\[
= \hat{f}_q [2a(a')^2(0, 0, 2) + 2((a')^2 + aa'')\langle 0, 0, 1 \rangle
\]

\[
+ 2a(a')^2 \langle 1, 0, 1 \rangle + 2a(a')^2 \langle 1, 1, 0 \rangle + 2aa'p_c \langle 1, 0, 0 \rangle
\]

\[
+ 2aa'p_c \langle 0 \rangle \langle 1 \rangle_2 + 2aa'p_c \langle 0, 0, 0 \rangle + a'p_c \langle 0, 0, 0 \rangle + a'p_c \langle 0, 0, 0 \rangle
\]

\[
+ 2aa'(v_{cc})u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ}
\]

\[
+ 2aa'(v_{cc})u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ}
\]

\[
= \hat{f}_q [2a(a')^2(0, 0, 2) + 2((a')^2 + aa'')\langle 0, 0, 1 \rangle
\]

\[
+ 2a(a')^2 \langle 1, 0, 1 \rangle + 2aa'p_c \langle 1, 0, 0 \rangle
\]

\[
+ 2aa'(v_{cc})u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ}
\]

\[
+ 2aa'(v_{cc})u_{\circ,\circ} q + 2aa'(v_{cc})u_{\circ,\circ}
\]

\[
= \hat{f}_q [2a(a')^2(0, 0, 2) + 2((a')^2 + aa'')\langle 0, 0, 1 \rangle
\]

\[
+ 2a(a')^2 \langle 1, 0, 1 \rangle + 2aa'p_c \langle 1, 0, 0 \rangle
\]
We now write

\[ + 2((a')^2 + aa'') \langle 0, 0, 1 \rangle \]

\[ + 2a(a')^2 \langle 1, 0, 1 \rangle + 2a(a')^2 \langle 0, 1, 1 \rangle + 2aa'p_c \langle 0, 0, 1 \rangle \]

\[ + 2aa'p_c \langle \langle 1 \rangle \rangle_2 \langle 0 \rangle + \langle 0 \rangle \langle 1 \rangle \rangle_2 + 4a(p_c)^2 \langle 0, 0, 0 \rangle \]

\[ + 2a'p_c \langle 0, 0, 0 \rangle + 2a\hat{p}_c \langle 0, 0, 0 \rangle \]

\[ + 2(a')^2 \langle 0, 2, 0 \rangle + 2aa''(0, 1, 0) + 2aa'p_{cc} \langle 0, 0, 0 \rangle \]

\[ = \hat{f}_{a} \left[ 2(a\hat{p}_c + 2a(p_c)^2 + aa'p_{cc} + a'p_c)\langle 0 \rangle \rangle_3 + 2(aa'' + 2aa'p_c)\langle 1 \rangle \rangle_3 + 2(a')^2 \langle 2 \rangle \rangle_3 \]

\[ + 2(a')^2 \langle 1, 0, 0 \rangle + 2(a')^2 \langle 0, 0, 1 \rangle - 2a(a')^2 \langle 0, 1, 1 \rangle - 2a(a')^2 \langle 1, 1, 0 \rangle \].

### 3.4 Exploiting the cancellations

To simplify the above complicated expressions, a number of application of the identities from Section 2 will be needed. To give some structure to this lengthy computation, in each smaller step we aim to eliminate (in the sense of \( \approx \)) some terms of a given type.

**Eliminating coefficients with \( \hat{p}_c, p_{cc}, \) and \( a'' \)**

The coefficients in the above expressions can be viewed as polynomials in the 6 variables \( a, a', a'', p_c, \hat{p}_c, p_{cc} \), but terms containing three of these can easily be eliminated. We have the cancellations

\[ \langle \langle \ell \rangle \rangle_2 \otimes a' \sim \langle a \langle \ell \rangle \rangle_3 + \langle \langle \ell - 1 \rangle \rangle_3 \otimes (a' + 2a'p_c). \quad (ii) \]

Applying this with \( \ell = 0 \), and using the notation \( \hat{f}_{a}/\hat{f}_{a} = \zeta \) to denote \( \hat{f}_{a} = \hat{f}_{a} \otimes \zeta \), we can write:

\[ \hat{f}_{a}/\hat{f}_{a} \equiv \langle a \langle 2 \rangle \rangle_2 - (p_c a' + a'') \langle 1 \rangle \rangle_2 - (a')^2 \langle 2 \rangle \rangle_2 + 2(a')^2 \langle 1, 1 \rangle. \]

\[ \hat{f}_{a}/\hat{f}_{a} \equiv (2a(p_c)^2 + a'p_c)\langle 0 \rangle \rangle_3 + (aa'' + 2aa'p_c)\langle 1 \rangle \rangle_3 + a(a')^2 \langle 2 \rangle \rangle_3 \]

\[ + 2(a')^2 \langle 0, 0, 1 \rangle - 2a(a')^2 \langle 1, 1, 0 \rangle, \]

\[ \hat{f}_{a}/\hat{f}_{a} \equiv 2(2a(p_c)^2 + a'p_c)\langle 0 \rangle \rangle_3 + 2(aa'' + 2aa'p_c)\langle 1 \rangle \rangle_3 + 2a(a')^2 \langle 2 \rangle \rangle_3 \]

\[ + 2(a')^2 \langle 1, 0, 0 \rangle + 2(a')^2 \langle 0, 0, 1 \rangle - 2a(a')^2 \langle 0, 1, 1 \rangle - 2a(a')^2 \langle 1, 1, 0 \rangle. \]

Next we apply (iii) with \( \ell = 1 \)

\[ \hat{f}_{a}/\hat{f}_{a} \equiv -p_c \langle 0 \rangle \rangle_2 - p_c a' \langle 1 \rangle \rangle_2 - (a')^2 \langle 2 \rangle \rangle_2 + 2(a')^2 \langle 1, 1 \rangle. \]

\[ \hat{f}_{a}/\hat{f}_{a} \equiv (2a(p_c)^2 + a'p_c - a'')\langle 0 \rangle \rangle_3 + 2aa'p_c\langle 1 \rangle \rangle_3 + a(a')^2 \langle 2 \rangle \rangle_3 \]

\[ + 2(a')^2 \langle 0, 0, 1 \rangle - 2a(a')^2 \langle 1, 1, 0 \rangle, \]

\[ \hat{f}_{a}/\hat{f}_{a} \equiv 2(2a(p_c)^2 + a'p_c - a'')\langle 0 \rangle \rangle_3 + 4aa'p_c\langle 1 \rangle \rangle_3 + 2a(a')^2 \langle 2 \rangle \rangle_3 \]

\[ + 2(a')^2 \langle 1, 0, 0 \rangle + 2(a')^2 \langle 0, 0, 1 \rangle - 2a(a')^2 \langle 0, 1, 1 \rangle - 2a(a')^2 \langle 1, 1, 0 \rangle. \]  \[ (3.13) \]

We now write

\[ \hat{f}_{a} \sim q p_c a'' \langle 0 \rangle \rangle_3 + qa' a'' \langle 1 \rangle \rangle_3 + \ldots, \]

\[ \hat{f}_{a} \sim -q p_c a'' \langle 2 \rangle \rangle_3 + qa'a'' \langle 1 \rangle \rangle_2 + \ldots, \]

where \( \ldots \) stands for all the terms coming from (3.13) not including \( a'' \). Recalling

\[ \langle 0, i, 0, j \rangle \otimes a \langle 0, 0, 0, 0 \rangle \sim a \langle 0, 0, 0, 0 \rangle \]

\[ (iii) \]
for any $i$ and $j$ (although for the moment we only use $i = j = 0$), we have

\[
\hat{f} \approx (iii) qa' a'' \langle 1 \rangle \langle 0 \rangle_3 + (\ldots) \approx (\ldots),
\]

\[
\hat{f} \approx (iii) -qa a' a'' \langle 1 \rangle_3 \langle 0 \rangle_3 + (\ldots) \approx (\ldots).
\]

We therefore have

\[
\hat{f}_\psi / \hat{f}_\psi \approx (2a(p_c)^2 + a' p_c) \langle 0 \rangle_3 + 2a a' p_c \langle 1 \rangle_3 + a(a')^2 \langle 2 \rangle_3
\]

\[
+ 2(a')^2 \langle 0,0,1 \rangle - 2a(a')^2 \langle 1,1,0 \rangle,
\]

and performing the similar steps in (3.14), also

\[
\hat{f}_\psi / \hat{f}_\psi \approx 2(2a(p_c)^2 + a' p_c) \langle 0 \rangle_3 + 4a a' p_c \langle 1 \rangle_3 + 2a(a')^2 \langle 2 \rangle_3
\]

\[
+ 2(a')^2 \langle 1,0,0 \rangle + 2(a')^2 \langle 0,0,1 \rangle - 2a(a')^2 \langle 0,1,1 \rangle - 2a(a')^2 \langle 1,1,0 \rangle.
\]

A remark and eliminating second derivatives

Note that above argument could of course be easily repeated with $(a')^2$ in place of $a''$. Therefore, whenever we arrive to

\[
\hat{f}_\psi / \hat{f}_\psi \approx ca^k(a')^2 \langle i,j \rangle + (\ldots),
\]

for some $c \in \mathbb{R}, i, j, k \in \mathbb{N}$, we can infer

\[
\hat{f}_\psi / \hat{f}_\psi \approx (\ldots).
\]

This simplification will reappear later in the proof, and will be denoted by $(S)$. The analogous statement of course also holds for $\hat{f}_\psi$. Keep in mind that the parameter in the latter case has to be of the form $\langle 0,i,j \rangle$. We can therefore readily simplify the above to

\[
\hat{f}_\psi / \hat{f}_\psi \approx (S) (2a(p_c)^2 + a' p_c) \langle 0 \rangle_3 + 2a a' p_c \langle 1 \rangle_3 + a(a')^2 \langle 2 \rangle_3
\]

\[
- 2a(a')^2 \langle 1,1,0 \rangle,
\]

\[
\hat{f}_\psi / \hat{f}_\psi \approx (S) 2(2a(p_c)^2 + a' p_c) \langle 0 \rangle_3 + 4a a' p_c \langle 1 \rangle_3 + 2a(a')^2 \langle 2 \rangle_3
\]

\[
+ 2(a')^2 \langle 1,0,0 \rangle - 2a(a')^2 \langle 1,1,0 \rangle.
\]

To remove the term with 2 derivatives, simply apply $(ii)$ with $\ell = 2$:

\[
\hat{f}_\psi / \hat{f}_\psi \approx (ii) -p_c^2 \langle 0 \rangle_2 - p_c a' \langle 1 \rangle_2 + 2(a')^2 \langle 1,1 \rangle,
\]

\[
\hat{f}_\psi / \hat{f}_\psi \approx (ii) 2(a(p_c)^2 + a' p_c) \langle 0 \rangle_3 + (2a a' p_c - 2(a')^2) \langle 1 \rangle_3
\]

\[
- 2a(a')^2 \langle 1,1,0 \rangle,
\]

\[
\hat{f}_\psi / \hat{f}_\psi \approx (ii) 2(2a(p_c)^2 + a' p_c) \langle 0 \rangle_3 + 2(2a a' p_c - 2(a')^2) \langle 1 \rangle_3
\]

\[
+ 2(a')^2 \langle 1,0,0 \rangle - 2a(a')^2 \langle 1,1,0 \rangle.
\]
**Proof of the main theorem**

Eliminating symbols of the form $\bar{\varphi} \cdot \varphi$, $\varphi \cdot \bar{\varphi}$, $\bar{\varphi} \cdot \bar{\varphi}$, $\varphi \cdot \varphi$

Next we use the identities

$$(i, \ell) \otimes \varphi^c + (i, \ell) \otimes \varphi^c \sim 2(i) \{a \langle \ell \rangle_2 + 2\ell \langle \ell - 1 \rangle_2 \} \otimes \varphi^c,$$

(iv)

Using this with $i = 0, 1$, $\ell = 0, 1$, we get

$$\hat{f}_a / \hat{f}_a = p_c^2 \langle 0, 0 \rangle + a' p_c \langle 0, 1 \rangle + a' p_c \langle 1, 0 \rangle + (a')^2 \langle 1, 1 \rangle$$

(iv) \hspace{1cm} \approx 0,$$

$$\hat{f}_a / \hat{f}_a \approx -p_c^2 \langle 0 \rangle_2 - a' p_c \langle 1 \rangle_2 + 2(a')^2 \langle 1, 1 \rangle,$$

(iv) \hspace{1cm} \approx -2p_c^2 \langle 0 \rangle_2 - 2a' p_c \langle 1 \rangle_2 + (a')^2 \langle 1, 1 \rangle,$$

$$\hat{f}_a / \hat{f}_a = -2ap_c \langle 0 \rangle_2 - 2aa' p_c \langle 0 \rangle_2 - 2aa' p_c \langle 1 \rangle_2 - 2a(a')^2 \langle 1 \rangle_2 \langle 1 \rangle_2$$

(iv) \hspace{1cm} \approx 2a' p_c \langle 0 \rangle_2 + 2(a')^2 \langle 1 \rangle_2 \langle 0 \rangle_2.$$

(3.15)

Now we can use (iii) again

$$\hat{f}_a / \hat{f}_a \approx (a')^2 \langle 1, 1 \rangle.$$

$$\hat{f}_a / \hat{f}_a \approx -a' p_c \langle 0 \rangle_3 - 2(a')^2 \langle 1 \rangle_3 - 2a(a')^2 \langle 1, 1, 0 \rangle,$$

(S) \hspace{1cm} \approx -a' p_c \langle 0 \rangle_3 - 2(a')^2 \langle 0, 1, 0 \rangle - 2a(a')^2 \langle 1, 1, 0 \rangle,$$

$$\hat{f}_a / \hat{f}_a \approx -2a' p_c \langle 0 \rangle_3 - 4(a')^2 \langle 1 \rangle_3 + 2(a')^2 \langle 1, 0, 0 \rangle - 2a(a')^2 \langle 1, 1, 0 \rangle$$

(S) \hspace{1cm} \approx -2a' p_c \langle 0 \rangle_3 - 2(a')^2 \langle 1, 0, 0 \rangle - 2a(a')^2 \langle 1, 1, 0 \rangle.$$

Similarly to (iv), we have

$$\langle i, j, \ell \rangle \otimes \varphi^c + \langle i, j, \ell \rangle \otimes \varphi^c \sim 2\langle i, j \rangle \{a \langle \ell \rangle_2 + \ell \langle \ell - 1 \rangle_2 \} \otimes \varphi^c,$$

(v)

Hence, just as above, we can write

$$\hat{f}_a / \hat{f}_a = -2a(p_c^2 \langle 0 \rangle_2 \langle 0 \rangle + a' p_c \langle 1 \rangle_2 \langle 0 \rangle + a' p_c \langle 0 \rangle_2 \langle 1 \rangle + (a')^2 \langle 1 \rangle_2 \langle 1 \rangle)$$

(v) \hspace{1cm} \approx 0,$$

$$\hat{f}_a / \hat{f}_a \approx -2a' p_c \langle 0 \rangle_3 - 2(a')^2 \langle 1, 0, 0 \rangle - 2a(a')^2 \langle 1, 1, 0 \rangle$$

(v) \hspace{1cm} \approx -2a' p_c \langle 0 \rangle_3 - 2(a')^2 \langle 1, 0, 0 \rangle - 2a(a')^2 \langle 1, 1, 0 \rangle$$

(S) \hspace{1cm} \approx 2(a')^2 - 2a' p_c \langle 0 \rangle_3 + 2a' p_c \langle 1 \rangle_3 - 2a(a')^2 \langle 1, 0, 0 \rangle,$$

$$\hat{f}_a / \hat{f}_a = 4a^2 (p_c^2 \langle 0 \rangle_2 \langle 0 \rangle + a' p_c \langle 1 \rangle_2 \langle 0 \rangle + a' p_c \langle 0 \rangle_2 \langle 1 \rangle + (a')^2 \langle 1 \rangle_2 \langle 1 \rangle)$$

(v) \hspace{1cm} \approx -4a' p_c \langle 0 \rangle_4 - 4a(a')^2 \langle 1 \rangle_2 \langle 0 \rangle_2.$
Let us now compare the coefficients of $\hat{f}_{\mathcal{A}}$ and $\hat{f}_{\mathcal{B}}$. Using $\langle \cdot \rangle$ and that $q(a')^3 \ll 1$, one can write

$$\hat{f}_{\mathcal{A}} \approx -2qa'(p_c^2 \ll 0) + a'p_c \ll 1,0) + a'p_c \ll 0,1) \ll 0,2,$$

$$\hat{f}_{\mathcal{B}} \approx 2qa'(p_c^2 \ll 0) + a'p_c \ll 1,0) + a'p_c \ll 0,1) \ll 0,2.$$

Using

$$\ll \ell \rr_2 \ll 0 \rr_2 \otimes \mathcal{A} \sim (a \ll \ell \rr_3 + \ell \ll \ell - 1 \rr_3) \ll 0 \rr_2 \otimes \mathcal{A},$$

with $\ell = 0, 1$, we get

$$\hat{f}_{\mathcal{A}} \approx 0, \quad \hat{f}_{\mathcal{B}} \approx -2q(a')^2p_c \ll 0 \rr_5.$$

Very similar calculation shows

$$\hat{f}_{\mathcal{C}} \approx 0, \quad \hat{f}_{\mathcal{D}} \approx 4qa'(a')^2p_c \ll 0 \rr_6.$$

Hence, by

$$\ll 0 \rr_5 \otimes \mathcal{A} - \ll 0 \rr_5 \otimes \mathcal{A} - 2a \ll 0 \rr_6 \otimes \mathcal{A},$$

we obtain

$$\hat{f}_{\mathcal{A}} \approx 0, \quad \hat{f}_{\mathcal{B}} \approx 0,$$

and we momentarily postpone the effect of (viii) on $\hat{f}_{\mathcal{A}}, \hat{f}_{\mathcal{B}}$.

Eliminating $\mathcal{A}, \mathcal{B}$

So far the coefficients of the symbols $\hat{f}_{\mathcal{C}}, \hat{f}_{\mathcal{D}}, \hat{f}_{\mathcal{E}}, \hat{f}_{\mathcal{F}}$ have not at all been simplified. First, notice that

$$\hat{f}_{\mathcal{C}} \approx 2qa'(a')^3 \ll 1,0,1 \rr \approx (\ldots) \approx (\ldots),$$

and similarly for $\hat{f}_{\mathcal{D}}, \hat{f}_{\mathcal{E}}$. The terms $(\ldots)$ then only contain parameter derivatives of which at most two is 1 and the rest is 0. From (3.0) it is easy to see that these terms are

$$\hat{f}_{\mathcal{C}} \approx qa(0)^2 \ll 0 \rr_2^2 (p_c^3 \ll 0 \rr_2^2 + 2a'p_c^2 \ll 1 \rr_2^2 + 2(a')^2p_c \ll 1,1 \rr)$$

$$+ 2qa'(a')^2p_c \ll 1 \rr_2^2 \ll 0,1 \rr - qa(a')^2p_c \ll 1,0,0,1 \rr,$$

$$\hat{f}_{\mathcal{D}} \approx -2qa^2 \ll 0 \rr_3^2 (p_c^3 \ll 0 \rr_2^2 + a'p_c^2 \ll 1 \rr_2^2 + (a')^2p_c \ll 1,1 \rr)$$

$$- 2qa^2(a')^2p_c \ll 1 \rr_2^2 \ll 1 \rr_2^2 \ll 0,1 \rr.$$
We also have from \((\text{three.taboldstyle./one.taboldstyle/zero.taboldstyle})\)
we easily conclude
\[V \text{ery similar to the above, we have the cancellations}
\]
\[\approx −q a^2 p_c^3 || 0 ||_3^\rightarrow + 2q a(a')^2 p_c || 0 ||_3^\rightarrow \langle 0, 1 \rangle^\rightarrow \]
\[−2q a^2 || 1 ||_3^\rightarrow a' p'_c || 0 ||_2^\rightarrow − 2q a^2 (a')^2 p_c || 1 ||_2^\rightarrow \langle 1 ||_1^\rightarrow \langle 0 \rangle^\rightarrow , \quad (3.16)\]

as well as
\[\hat{f}_q (\text{viii}) \approx −q \left[ (2ap_c^3 - 2ap'_c) || 0 ||_3^\rightarrow + 2aa' p_c || 1 ||_3^\rightarrow - 2(a')^2 p_e || 0 ||_1^\rightarrow + a'(1)^\rightarrow \right] p_c || 0 ||_5^\rightarrow + a'(1)^\rightarrow \]
\[+ qa || 0 ||_2^\rightarrow p_c^3 || 0 ||_3^\rightarrow + 2a' p_c^2 || 1 ||_2^\rightarrow + 2(a')^2 p_c || 1, 1 \rangle^\rightarrow \]
\[+ 2q a(a')^2 p_c || 1 ||_2^\rightarrow \langle 0, 1 \rangle^\rightarrow \]
\[= (− q a^3 p_c^3 + 2q a' p_c^2) || 0 ||_4^\rightarrow + 2q a'(a')^2 p_c || 0 ||_2^\rightarrow || 1 \rangle^\rightarrow \langle 1 ||_1^\rightarrow \langle 0 \rangle^\rightarrow \]

where the last step consists of a simple (but somewhat lengthy) rearrangement of terms and the fact that \(q(a')^3 \langle 0, 0, 1, 1 \rangle = 0\). One can also rearrange \((3.16)\) as

\[\hat{f}_q \approx −q a^3 || 0 ||_2^\rightarrow (p_c^3 || 0 ||_3^\rightarrow + 2a' p_c^2 || 1 ||_3^\rightarrow + 2(a')^2 p_c || 1 \rangle^\rightarrow \langle 1 ||_1^\rightarrow \rangle)
\[− 2q a^2 (a')^2 p_c || 1 ||_2^\rightarrow || 0 \rangle^\rightarrow \langle 1 ||_1^\rightarrow \rangle + 2q a(a')^2 p_c || 1, 0 \rangle^\rightarrow || 0 ||_3^\rightarrow + 2q a^2 (a')^2 p_c || 1, 0 \rangle^\rightarrow \langle 0 \rangle^\rightarrow || 1 ||_2^\rightarrow . \]

We also have from \((3.10)\)
\[\hat{f}_q \approx qa^3 || 0 ||_3^\rightarrow (p_c^3 || 0 ||_3^\rightarrow + 2a' p_c^2 || 1 ||_3^\rightarrow + 2(a')^2 p_c || 1 \rangle^\rightarrow \langle 1 ||_1^\rightarrow \rangle)
\[+ 2q a^2 (a')^2 p_c || 1, 0 \rangle^\rightarrow || 0 ||_3^\rightarrow + 2q a^2 (a')^2 p_c || 1, 0 \rangle^\rightarrow \langle 0 \rangle^\rightarrow || 1 ||_2^\rightarrow . \]

Very similar to the above, we have the cancellations
\[\langle \ell \rangle ||_2^\rightarrow \langle i, j, k \rangle^\rightarrow \otimes \hat{f}_q \approx \langle \ell \rangle ||_2^\rightarrow \langle i, j, k \rangle^\rightarrow \otimes \hat{f}_q \]
\[\sim (a \langle \ell \rangle ||_3^\rightarrow + \ell \langle \ell - 1 \rangle ||_3^\rightarrow \rangle \langle i, j, k \rangle^\rightarrow \otimes \hat{f}_q, \quad (\text{ix})\]

and so
\[\hat{f}_q \approx −q a^3 (a')^2 p_c || 1 ||_2^\rightarrow || 0 \rangle^\rightarrow \langle 1 ||_1^\rightarrow \rangle^\rightarrow \langle 0 ||_2^\rightarrow \]
\[\hat{f}_q \approx 2q a(a')^2 p_c || 1 \rangle^\rightarrow \langle 0 ||_2^\rightarrow || 1 ||_2^\rightarrow \]

and also, similarly to \((3.17)\) but keeping in mind the postponed contribution coming from \((\text{vii})\) to \(\hat{f}_q\),
\[\hat{f}_q \approx −2q (a')^2 p_c || 0 ||_2^\rightarrow \langle 0 \rangle^\rightarrow \langle 0 ||_2^\rightarrow \]
\[−2q a^2 (a')^2 p_c || 0 ||_2^\rightarrow \langle 1 ||_1^\rightarrow \rangle^\rightarrow \langle 0 \rangle^\rightarrow \langle 1 ||_2^\rightarrow \]

From \((3.17)\)-(3.18) and the identity
\[\langle I ||_1^\rightarrow \langle \ell \rangle ||_2^\rightarrow \otimes \hat{f}_q \sim \langle I ||_1^\rightarrow \langle \ell \rangle ||_3^\rightarrow \langle a \langle \ell \rangle ||_3^\rightarrow \rangle \otimes \hat{f}_q \]

we easily conclude
\[\hat{f}_q \approx 0, \quad (\text{x})\]

we easily conclude
\[\hat{f}_q \approx 0, \quad (\text{x})\]
Finishing up

Notice next that all remaining terms of $\hat{\mathcal{O}}_\delta$, $\hat{\mathcal{O}}_\theta$, $\hat{\mathcal{O}}_\eta$ have 0 derivatives on the bottom edges, so integrating by parts there is relatively straightforward. Using

$$\langle i, 0, i \rangle^{-} \otimes \hat{\mathcal{O}}_\delta \sim a \langle i, 0, i \rangle^{-} \otimes \hat{\mathcal{O}}_\delta,$$

we have, with introducing the shorthand $r = q(a')^2 p_c$

$$\hat{f}_\delta \overset{(xi)}{\approx} 0,$$

$$\hat{f}_\delta \overset{(xi)}{\approx} -q(a')^2 (p_c \langle 0 \rangle^{-} + a' \langle 1 \rangle^{-}) \langle 1, 1 \rangle^{-} \approx -q(a')^2 p_c \langle 0, 1, 1 \rangle^{-}$$

Similarly we obtain, also recalling the postponed contribution from (vii) to $\hat{\mathcal{O}}_\theta$,

$$\hat{f}_\theta \approx 0,$$

$$\hat{f}_\theta \approx -2q(a')^2 p_c \langle 0 \rangle^{-}$$

$$- qa(p_c \langle 0 \rangle_2 + a' \langle 1 \rangle_2)(a' p_c \langle 0 \rangle_3 + 2(a')^2 \langle 0, 1, 0 \rangle + 2a(a')^2 \langle 1, 1, 0 \rangle)$$

$$- a^2 r \langle 0 \rangle_2 \langle 0 \rangle_1 \langle 1 \rangle_2 \frac{1}{2} - ar \langle 0 \rangle_2 \langle 0 \rangle_1 \langle 1 \rangle_2 \frac{1}{2} - ar \langle 1 \rangle_2 \langle 0 \rangle_1 \langle 0 \rangle_2 \frac{1}{2}$$

$$= -2r \langle 0 \rangle_2 \langle 0 \rangle_1 \langle 1 \rangle_2 - qaa' p_c^2 \langle 0 \rangle_5$$

$$- ar(2\langle 1 \rangle_2 \langle 0 \rangle_1 \langle 1 \rangle_2 \frac{1}{2} + 2\langle 0 \rangle_2 \langle 1 \rangle_1 \langle 0 \rangle_2 \frac{1}{2} + \langle 0 \rangle_2 \langle 0 \rangle_1 \langle 1 \rangle_2 \frac{1}{2})$$

$$- a^2 r \langle 1 \rangle_2 \langle 1 \rangle_1 \frac{1}{2}.$$  

From the identity

$$\langle j, k, 0, i \rangle^1 \hat{\mathcal{O}}_\delta + \langle i, 0, j, k \rangle^1 \hat{\mathcal{O}}_\delta \sim 2a \langle i, 0, 0, j, k \rangle^{-} \otimes \hat{\mathcal{O}}_\delta$$

we have

$$\hat{f}_\delta \overset{(xii)}{\approx} 0,$$

$$\hat{f}_\delta \overset{(xii)}{\approx} qa(a')^2 (p_c \langle 0 \rangle_2 + a' \langle 1 \rangle_2) \langle 1, 1 \rangle$$

$$+ q(a')^2 p_c \langle 0 \rangle_2 \langle 0, 1 \rangle + a \langle 1 \rangle_2 \langle 0, 1 \rangle$$

$$= a \langle 1 \rangle_2 \langle 0, 1 \rangle + ar \langle 1 \rangle_3 \langle 1 \rangle,$$

$$\hat{f}_\delta \overset{(xii)}{=\approx} q \langle 0 \rangle_3 \langle 1 \rangle + ar \langle 1 \rangle_3 \langle 1 \rangle,$$

$$\hat{f}_\delta \overset{(xii)}{=\approx} qa^2 p_c^2 \langle 1 \rangle_4 + r(2\langle 1, 0 \rangle_2 \langle 0 \rangle_1 \langle 1 \rangle_2 \frac{1}{2} + 2\langle 0, 1 \rangle_2 \langle 0 \rangle_1 \langle 0 \rangle_2 \frac{1}{2})$$

$$+ ar \langle 1 \rangle_2 \langle 0 \rangle_1 \langle 1 \rangle_2 \frac{1}{2}.$$  

Now we have

$$\langle 1 \rangle_2 \langle 1 \rangle \otimes \hat{\mathcal{O}}_\delta \sim a \langle 1 \rangle_3 + \langle 0 \rangle_3 \langle 1 \rangle \otimes \hat{\mathcal{O}}_\delta$$

(xi)
which immediately yields
\[
\hat{f}_{\varphi_0} \approx 0, \quad \hat{f}_{\varphi_0} \approx 0.
\]

Finally, let us restate a version of (iii) with the ordering \( \langle \cdot \rangle \):
\[
\langle \ell \rangle \frac{1}{2} \langle i \rangle \frac{1}{2} \otimes \varphi \sim (a \langle \ell \rangle \frac{1}{2} + \ell \langle \ell - 1 \rangle \frac{1}{2}) \langle i \rangle \frac{1}{2} \otimes \varphi
\]
\[
(\text{xiv})
\]

Using (xiv) first with \( \ell = i = 0 \), then with \( \ell = i = 1 \), and finally with \( \ell = 1, i = 0 \):
\[
\hat{f}_{\varphi_0} \approx -2r \langle 0 \rangle s
\]
\[
- ar(2 \langle 1 \rangle \frac{1}{2} \langle 0 \rangle \frac{1}{2} + 2 \langle 0 \rangle \frac{1}{2} (1) \frac{1}{2} \langle 0 \rangle \frac{1}{2} + \langle 0 \rangle \frac{1}{2} \langle 0 \rangle \frac{1}{2} \langle 1 \rangle \frac{1}{2})
\]
\[
- a^2 r \langle 1 \rangle \frac{1}{2} \langle 1 \rangle \frac{1}{2}
\]
\[
(\text{xiv})
\]
\[
\approx -2r \langle 0 \rangle s - 2ar \langle 1 \rangle \frac{1}{2} \langle 0 \rangle \frac{1}{2} \approx 0,
\]
\[
\hat{f}_{\varphi_0} \approx r(2 \langle 1, 0 \rangle \frac{1}{2} \langle 0 \rangle \frac{1}{2} + 2 \langle 0, 1 \rangle \frac{1}{2} \langle 0 \rangle \frac{1}{2} + ar \langle 1 \rangle \frac{1}{2} \langle 1 \rangle \frac{1}{2}.
\]
\[
(\text{xiv})
\]
\[
\approx 2r \langle 1 \rangle \frac{1}{2} \langle 0 \rangle \frac{1}{2} \approx 0.
\]

The proof is complete. \( \square \)
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