THE SATISFIABILITY THRESHOLD FOR k-XORSAT

BORIS PITTEL AND GREGORY B. SORKIN

Abstract. We consider “unconstrained” random k-XORSAT, which is a uniformly random system of m linear non-homogeneous equations in \( F_2 \) over \( n \) variables, each equation containing \( k \geq 3 \) variables, and also consider a “constrained” model where every variable appears in at least two equations. Dubois and Mandler proved that \( m/n = 1 \) is a sharp threshold for satisfiability of constrained 3-XORSAT, and analyzed the 2-core of a random 3-uniform hypergraph to extend this result to find the threshold for unconstrained 3-XORSAT.

We show that \( m/n = 1 \) remains a sharp threshold for satisfiability of constrained k-XORSAT for every \( k \geq 3 \), and we use standard results on the 2-core of a random \( k \)-uniform hypergraph to extend this result to find the threshold for unconstrained k-XORSAT. For constrained k-XORSAT we narrow the phase transition window, showing that \( n - m \to \infty \) implies almost-sure satisfiability, while \( m - n \to \infty \) implies almost-sure unsatisfiability.

1. Introduction

An instance of k-XORSAT is given by a set of \( m \) linear equations in \( F_2 \), over \( n \) variables, each equation involving \( k \) variables and a right hand side which is either 0 or 1. Equivalently, it is a linear system \( Ax = b \) modulo 2 in which \( A \) is an \( m \times n \) 0–1 matrix each of whose row sums is \( k \), and \( b \) is an arbitrary 0–1 vector.

Random instances of many problems of this sort undergo phase transitions around some critical ratio \( c^* \) of \( m/n \), meaning that for \( m, n \to \infty \) with \( \lim m/n < c^* \), the probability that a random instance \( F_{n,m} \) is satisfiable (or possesses some similar property) approaches 1, while if \( \lim m/n > c^* \) the probability approaches 0. (There is no loss of generality in hypothesizing the existence of a limit since, in a broad context, a result as stated implies the same with the weaker hypotheses \( \lim \inf m/n > c^* \) and \( \lim \sup m/n < c^* \).) Friedgut [18] proved that a wide range of problems have such sharp thresholds, but with the possibility that the threshold \( c^* = c^*(n) \) does not tend
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to a constant. The relatively few cases in which $c^*$ is known to be a constant include 2-SAT, by Chvátal and Reed [6], Goerdt [19], and Fernandez de la Vega [17] (with the scaling window detailed by Bollobás, Borgs, Chayes, Kim, and Wilson, [5]), an extension to Max 2-SAT, by Coppe-
mast, Gamarnik, Hajagahayi, and Sorkin [9], and the pure-literal threshold for a $k$-SAT formula, by Molloy [22].

The most natural random model of the $k$-XORSAT problem is the “unconstrained” model in which each of the $m$ equations’ $k$ variables are drawn uniformly (without replacement) from the set of all $n$ variables, and the right hand side values are uniformly 0 or 1; equivalently a random instance $Ax = b$ is given by a matrix $A \in \{0, 1\}^{m \times n}$ drawn uniformly at random from the set of all such matrices with each row sum equal to $k$, and $b \in \{0, 1\}^m$ chosen uniformly at random.

The case $k = 2$ has been extensively studied. As shown by Kolchin [21] and Creignon and Daudé [10], the random instance has a solution with limiting probability $p(2m/n) + o(1)$, where $p(x) \in (0, 1)$ for $x < 1$, $p(1) = 0$, and $p(x) \equiv 0$ for $x > 1$. Daudé and Ravelomanana [12], and Pittel and Yeum [25], analyzed the near-critical behavior of the solvability probability for $2m/n = 1 + \varepsilon$, $\varepsilon = o(n^{-1/4})$.

For $k > 2$, Kolchin [21] analyzed the expected number of nonempty “critical row sets” (nonempty collections of rows whose sum is all-even), whose presence is necessary and sufficient for the (Boolean) rank of $A$ to be less than $m$. He determined the thresholds $c_k$ such that the expected number of nonempty critical sets goes to 0 if $\lim m/n < c_k$ and to infinity if $\lim m/n > c_k$; in particular, $c_3 = 0.8894 \ldots$. Thus, for $\lim m/n < c_k$, with high probability $A$ is of full rank, so $Ax = b$ is solvable. It follows that the satisfiability threshold $c^*_k$ is at least $c_k$. It is an easy observation (see Remark [3]) that $c^*_k \leq 1$. However, Kolchin could not resolve the precise value, or even the existence, of the satisfiability threshold.

Dubois and Mandler [15] (see also [16]) introduced a “constrained” random $k$-XORSAT model, where $b$ is still uniformly random, but $A$ is uniformly random over the subset of matrices in which each column sum is at least 2. For $k = 3$ (3-XORSAT) they showed that its threshold for $m/n$ is 1. This is of interest because from the threshold for the constrained model, they were able to derive that for the unconstrained model. Dubois and Mandler suggested that their methods could be extended to the general constrained $k$-XORSAT, $k \geq 3$. However, their approach — the second-moment method for the number of solutions — requires solving a hard maximization problem with $\Theta(k)$ variables, a genuinely daunting task.

Our main result is that 1 continues to be the threshold for all $k > 3$.

**Theorem 1.** Let $Ax = b$ be a uniformly random constrained $k$-XORSAT instance with $m$ equations and $n$ variables. Suppose $k \geq 4$. If $m, n \to \infty$ with $\lim m/n \in (2/k, 1)$ then $Ax = b$ is almost surely satisfiable, with satisfiability
probability $1 - O(m^{-(k-2)})$, while if $m, n \to \infty$ with $\lim m/n > 1$ then $Ax = b$ is almost surely unsatisfiable, with satisfiability probability $O(2^{-(m-n)})$.

We are also able to treat the case when the gap between $m$ and $n$ is not linear but arbitrarily slowly growing, obtaining the following stronger theorem.

**Theorem 2.** Let $Ax = b$ be a uniformly random constrained $k$-XORSAT instance with $m$ equations and $n$ variables, with $k \geq 3$ and $m, n \to \infty$ with $\lim \inf m/n > 2/k$. Then, for any $w(n) \to +\infty$, if $m \leq n - w(n)$ then $Ax = b$ is almost surely satisfiable, with satisfiability probability $1 - O(m^{-(k-2)} + \exp(-0.59 w(n)))$, while if $m \geq n + w(n)$ then $Ax = b$ is almost surely unsatisfiable, with satisfiability probability $O(2^{-w(n)})$.

Rather than using the second-moment method of Dubois and Mandler, we use the critical-set approach of Kolchin. Remark 5 shows that the two methods are equivalent, but the second leads to more tractable calculations, specifically, to a maximization problem with a number of variables that is fixed, independent of $k$. In this constrained model, by the same reasoning given above, Kolchin’s approach will show that $c_k^* \geq 1$. And, by the same reasoning as for the unconstrained model (again see Remark 3), we have $c_k^* \leq 1$. Thus, for the constrained model (unlike the constrained one), the two bounds coincide, establishing the threshold.

Dubois and Mandler extended the threshold for the constrained 3-XORSAT model to that for the unconstrained model by observing that, in an unconstrained instance, any variable appearing in just one clause (or none), can be deleted along with that clause (if any), to give an equivalent instance, and this process can be repeated. The key observation is that a uniformly random unconstrained instance reduces to a uniformly random constrained instance with a predictable edge density; the threshold for the unconstrained model is the value for which the corresponding constrained instance has density 1. The same approach works for any $k$, and we capitalize on existing analyses of the 2-core of a random $k$-uniform hypergraph to establish the unconstrained $k$-XORSAT threshold in Theorem 16.

**Other related work.** Work on the rank of random matrices over finite fields is not as extensive as that on real random matrices, but nonetheless a survey is beyond our scope. In addition to the work already described, we note that the rank of matrices with independent random 0–1 entries was explored over a decade ago by Blömer, Karp and Welzl [4], and Cooper [7], among others.

Concurrently with and independently from our work, the k-XORSAT phase transition was also analyzed by Dietzfelbinger, Goerdt, Mitzenmacher, Montanari, Pagh, and Rink as part of a study of cuckoo hashing [13, 14]. Recently, Darling, Penrose, Wade and Zabell have explored a random XOR-SAT model replacing the constant $k$ with a distribution, but the satisfiability threshold has not yet been determined for this generalization.
To translate our result for the constrained model to the unconstrained one, we exploit results on the core of a random hypergraph. For usual graphs, the threshold for the appearance of an r-core was first obtained by Pittel, Spencer, and Wormald [24]. For k-uniform hypergraphs, the r-core thresholds were obtained roughly concurrently by Cooper [8], Kim [20], and Molloy [22]. Two aspects of Cooper’s treatment are noteworthy. First, he works with a degree-sequence hypergraph model; taking Poisson-distributed degrees reproduces the results for a simple random hypergraph. Also, he observes [8, Section 5.2] that the point at which a random k-uniform hypergraph’s core has a (typical) edges-to-vertices ratio of 1 is an upper bound on the satisfiability threshold of unconstrained k-XORSAT; proving that this is the true threshold is the main subject of the present paper.

Outline. The remainder of the paper is organized as follows. Section 2 formalizes our introductory observations about the first- and second-moment methods, the number of solutions, and the number of critical sets. Section 3 shows that for the constrained model, instead of considering random 0–1 matrices A, it is asymptotically equivalent to consider random nonnegative integer matrices A subject to the same constraints on row sums (equal to k) and column sums (at least 2). Section 4, using generating functions and Chernoff’s method, obtains an exponential bound for the expected number of critical sets of any given cardinality. Section 5 uses this bound to show that, for \( \lim m/n \in (2/k, 1) \) and \( k > 3 \), the expected number of nonempty critical sets is \( O(m^{-(k-2)}) \). Hence, with high probability, there is no such set, A is of full rank, and the instance is satisfiable. We conclude that 1 is a sharp threshold for satisfiability of \( Ax = b \) in the constrained case for all \( k \geq 3 \).

Section 6 builds on the earlier results to treat the case \( \lim m/n = 1 \) and prove Theorem 2. Section 7 derives the unconstrained k-XORSAT threshold from the constrained one, using standard results on the 2-core of a random hypergraph.

2. Proof background

Let \( N \) be the number of solutions to the system of equations \( Ax = b \).

Remark 3. For an arbitrarily distributed \( A \in \{0, 1\}^{m \times n} \), with \( b \) independent and uniformly distributed over \( \{0, 1\}^n \), \( E[N] = 2^{n-m} \), and the satisfiability threshold is at most 1.

Proof. Given \( A \), there are \( 2^m \) systems given by \( (A, b) \), and in all they have \( 2^n \) solutions since any \( x \) uniquely determines \( b = Ax \). So \( E[N \mid A] = 2^{n-m} \), and \( E[N] = 2^{n-m} \). By the first-moment method, \( P(Ax = b \text{ is satisfiable}) = P(N > 0) \leq E[N] = 2^{n-m} \), which tends to 0 if \( \lim m/n > 1 \).

Definition 4. Given a matrix, a critical set is a collection of rows whose sum is all-even (i.e., the sum is the 0 vector in \( \mathbb{F}_2 \)).
Note that the collection of critical sets is sandwiched between the minimal linearly dependent sets of rows, and all linearly dependent sets of rows.

Let $X$ be the number of nonempty critical row subsets of a matrix $A$. Where the first-moment method establishes the probable absence of solutions, their probable presence can be established in this setting either by the second-moment method on the number of solutions, showing that $\mathbb{E}[N^2]/\mathbb{E}[N]^2 \to 1$, or by the first moment method on the number of nonempty critical row sets, showing that $\mathbb{E}[X] \to 0$. We will use the second approach (Kolchin’s). The two approaches suggest different calculations, but as the following remark shows, they are equivalent.

**Remark 5.** Let a distribution on $A \in \{0,1\}^{m \times n}$ be given, and let $b$ be independent of $A$ and uniformly distributed over $\{0,1\}^n$. Then $\mathbb{E}[N^2]/\mathbb{E}[N]^2 = \mathbb{E}[X] + 1$.

**Proof.** Consider any fixed $A$, having rank $r(A)$ over $\mathbb{F}_2$. By elementary linear algebra, for each of the $2^{r(A)}$ values of $b$ in $\{Ax: x \in \{0,1\}^n\}$, $Ax = b$ has $2^n - r(A)$ solutions, giving $2^{2n-r(A)}$ ordered pairs of solutions in each such case. For the remaining values of $b$ there are no solutions, so in all there are $2^{2n-r(A)}$ ordered pairs of solutions. Taking the expectation over $b$ uniformly distributed over its $2^n$ possibilities, $\mathbb{E}[N^2 | A] = \mathbb{E}[2^{2n-r(A)} - m]$, thus $\mathbb{E}[N^2] = \mathbb{E}[2^{2n-r(A)} - m]$. Since $\mathbb{E}[N] = 2^{n-m}$ (see Remark 5),

$$\mathbb{E}[N^2]/\mathbb{E}[N]^2 = \mathbb{E}[2^{2n-r(A)} - m]/(2^{n-m})^2 = \mathbb{E}[2^{m-r(A)}] = \mathbb{E}[2^{n(A^T)}],$$

where $n(A^T)$ denotes the nullity of the transpose of $A$.

On the other hand, a critical row set is precisely one given by an indicator vector $y \in \{0,1\}^m$ for which $y^T A = 0$. For a given $A$ the number of critical sets is thus $2^{n(A^T)}$, and the expected number of non-empty critical row subsets is $\mathbb{E}[X] = \mathbb{E}

\left[2^{n(A^T)}\right] - 1$. \hfill $\square$

In fact, if $m \leq n$ and $\mathbb{E}[X] \to 0$, then with high probability $N = 2^{n-m}$ (not merely $N/2^{n-m} \to 1$ in probability as given by the second-moment method). This follows because $X = 0$ implies $r(A) = m$, in which case $N = 2^{n-m}$ for every $b$. Thus, $\mathbb{P}(N = 2^{n-m}) \geq \mathbb{P}(X = 0) = 1 - \mathbb{P}(X > 0) \geq 1 - \mathbb{E}[X] \to 1$.

The work in Sections 3–5 is to count the critical row subsets. We will show that indeed $\mathbb{E}[X] \to 0$ for the constrained random model with $k \geq 4$ and $m, n \to \infty$ with $\lim m/n \in (2/k, 1)$.

### 3. Probability spaces

This section will establish Corollary 5 showing that the uniform distribution over constrained $k$-XORSAT matrices $A \in \mathcal{A}_{m,n}$ (see below) is for our purposes equivalent to a model $C \in \mathcal{C}_{m,n}$ allowing a variable to count as appearing more than once within an equation.

Let $\mathcal{A}_{m,n}$ denote the set of all $m \times n$ matrices with 0–1 entries, such that all $m$ row sums are $k$, and all $n$ column sums are at least $2$. For $\mathcal{A}_{m,n}$ to be
nonempty it is necessary that \( km \geq 2n \), and we will assume that \( m, n \to \infty \) with \( \lim m/n \in (2/k, 1) \).

A matrix \( A \in \mathcal{A}_{m,n} \) may be interpreted as an outcome of the following allocation scheme. We have an \( m \times n \) array of cells with \( k \) indistinguishable chips assigned to each of the \( m \) rows. For each row, the \( k \) chips are put in \( k \) distinct cells (so there is at most one chip per cell), subject to the constraint that each column gets at least two chips.

Let us consider an alternative model, with the same constraints but where the chips in each row are distinguishable, giving allocations \( B \in \mathcal{B}_{m,n} \). Then each allocation in \( A \in \mathcal{A}_{m,n} \) is obtained from \((k!)^m\) allocations in \( B \in \mathcal{B}_{m,n} \), and the uniform distribution on \( A \in \mathcal{A}_{m,n} \) is equivalent to that on \( B \in \mathcal{B}_{m,n} \).

Let \( C \in \mathcal{C}_{m,n} \) be a relaxed version of \( B \in \mathcal{B}_{m,n} \), without the requirement that each of the \( mn \) cells gets at most one chip. Let \( B \) and \( C \) be distributed uniformly on \( B \in \mathcal{B}_{m,n} \) and \( C \in \mathcal{C}_{m,n} \), respectively. Crucially, and obviously, \( B \) is equal in distribution to \( C \), conditioned on \( C \in \mathcal{B}_{m,n} \).

To state a key lemma on \( |A_{m,n}|, |B_{m,n}|, \) and \( |C_{m,n}| \) we need some notation, much of which will recur throughout the paper. Introduce

\[
f(x) = \sum_{j \geq 2} \frac{x^j}{j!} = e^x - 1 - x \quad \text{and} \quad \psi(x) := \frac{xf'(x)}{f(x)}.
\]

Define \( \psi(0) = 2 \) by continuity.

**Remark 6.** \( \psi(x) \) is strictly increasing.

**Proof.** From (1), \( \psi'(x) = (e^{2x} + 1 - 2e^x - x^2e^x) / (e^x - x - 1)^2 \). For \( x \neq 0 \) this is equal in sign to \( e^{-x} \) times its numerator, i.e., to \( e^x + e^{-x} - 2 - x^2 = 2(\cosh(x) - 1 - \frac{1}{2}x^2) \). For \( x \neq 0 \) this is positive, as is immediate from the Taylor series expansion for \( \cosh \). Thus \( \psi'(x) > 0 \) for \( x \neq 0 \), and with continuity of \( \psi' \) at 0 (easily checked) this proves the lemma. \( \square \)

Under our assumption that \( m/n > 2/k \), the equation \( \psi(x) = km/n \) has a unique root, and it is positive. This follows from the facts that \( \psi'(x) \) is strictly increasing (see Remark 6), \( \psi(0+) = 2 \), and \( \psi(x) \to \infty \) as \( x \to \infty \). Henceforth, let

\[
\lambda = \lambda(km/n) := \psi^{-1}(km/n)
\]

be this root.

Introduce a *truncated* Poisson random variable \( Z = Z(\lambda) \),

\[
\mathbb{P}(Z(\lambda) = j) = \frac{\lambda^j/j!}{f(\lambda)}, \quad j \geq 2.
\]

Observe that the probability generating function (p.g.f.) of \( Z(\lambda) \) is given by

\[
\mathbb{E}[z^{Z(\lambda)}] = \frac{f(z\lambda)}{f(\lambda)},
\]
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thus

\[
\mathbb{E}[Z(\lambda)] = \left. \frac{\partial}{\partial z} f(z\lambda) \right|_{z=1} = \left. \frac{f'(\lambda)}{f(\lambda)} \right|_{z=1} = \frac{km}{n},
\]

the final equality using (2), and

\[
\text{Var}[Z(\lambda)] = \left. \frac{\partial^2}{\partial z^2} f(z\lambda) \right|_{z=1} + \left. \frac{\partial}{\partial z} f(z\lambda) \right|_{z=1} - \left[ \left. \frac{\partial}{\partial z} f(z\lambda) \right|_{z=1} \right]^2
= \lambda^2 f''(\lambda) + \lambda f'(\lambda) f(\lambda) - \left. \left[ \frac{\lambda f'(\lambda)}{f(\lambda)} \right] \right|_{z=1}^2
= \Theta(\lambda)
\]

(specifically, for \( \lambda > 0, \frac{1}{2} \lambda \leq \text{Var}[Z(\lambda)] \leq \lambda \)).

With these preliminaries done, we focus on asymptotics of \(|A_{m,n}|, |B_{m,n}|, |C_{m,n}|\).

Lemma 7. Suppose \( m, n \to \infty \) with \( \lim m/n \in (2/k, \infty) \). Then, with \( \lambda \) as in (2),

\[
|C_{m,n}| = \frac{1 + O(n^{-1})}{\sqrt{2\pi n \text{Var}[Z(\lambda)]}} \frac{(km)!}{\lambda^{km}} f(\lambda)^n,
\]

\[
|B_{m,n}| = \frac{1 + o(1)}{\sqrt{2\pi n \text{Var}[Z(\lambda)]}} \frac{(km)!}{\lambda^{km}} f(\lambda)^n \exp \left( -\frac{k - 1}{2} \frac{\lambda e^\lambda}{e^\lambda - 1} \right) + o(1),
\]

so that the fraction \(|B_{m,n}| / |C_{m,n}|\) is bounded away from zero. Consequently

\[
|A_{m,n}| = \frac{|B_{m,n}|}{|C_{m,n}|} = \frac{1 + o(1)}{\sqrt{2\pi n \text{Var}[Z(\lambda)]}} \frac{(km)!}{(k!)^m} \frac{f(\lambda)^n}{\lambda^{km}} \exp \left( -\frac{k - 1}{2} \frac{\lambda e^\lambda}{e^\lambda - 1} \right).
\]

Corollary 8. Under the hypotheses of Lemma 7 uniformly for all non-negative, matrix-dependent functions \( r \),

\[ \mathbb{E}[r(A)] = \mathbb{E}[r(B)] = O(\mathbb{E}[r(C)]). \]

Proof. The first equality is trivial. To show the second, for any \( H \subseteq B_{m,n} \),

\[
P(B \in H) = \mathbb{P}(C \in H \mid C \in B_{m,n}) \leq \frac{|C_{m,n}|}{|B_{m,n}|} \mathbb{P}(C \in H) = O(1) \mathbb{P}(C \in H)
\]

by (7).

Proof of Lemma 7. Equation (8) is immediate from (6) and (7). Proving (6) and (7) will occupy the rest of this section.

We first prove (6). To determine \(|C_{m,n}|\), recall that each row \( i \in m \) is given its own \( k \), mutually distinguishable, chips. We can get an allocation \( C \in C_{m,n} \) by permuting all the chips and allocating the first \( j_1 \geq 2 \) chips to column 1, the next \( j_2 \geq 2 \) chips to column 2, etc.; each chip goes to its
predetermined row and its random column. Up to the irrelevant permutation of chips within the first $j_1$, the next $j_2$, etc., an allocation $C \in C_{m,n}$ is uniquely determined by such a scheme.

We adopt the notational convention that for $h(z) = \sum_j h_j z^j$, $[z^j] h(z) := h_j$. We thus have

$$|C_{m,n}| = \sum_{j_1 + \cdots + j_n = km} \frac{(km)!}{j_1! \cdots j_n!} = (km)! [z^{km}] \left( \sum_{j \geq 2} \frac{z^j}{j!} \right)^n = (km)! [z^{km}] f(z)^n$$

$$= (km)! \frac{f(\lambda)^n}{\lambda^{km}} [z^{km}] \left( \frac{f(z\lambda)}{f(\lambda)} \right)^n$$

$$= (km)! \frac{f(\lambda)^n}{\lambda^{km}} [z^{km}] \left( \mathbb{E}[Z(\lambda)] \right)^n \quad (\text{see } (3))$$

$$= (km)! \frac{f(\lambda)^n}{\lambda^{km}} \mathbb{P} \left( \sum_{j=1}^n Z_j(\lambda) = km \right),$$

where $Z_1(\lambda), \ldots, Z_n(\lambda)$ are independent copies of $Z(\lambda)$. Now, since $\text{Var}[Z(\lambda)] = \Theta(\lambda)$ (by (3)) and $\lim \inf \lambda > 0$ (by $\lambda = \lambda(km/n)$ and the hypothesis that $\lim m/n > 2/k$), we have $\lim \inf \text{Var}[Z(\lambda)] > 0$. So, by a local limit theorem (Aronson, Frieze and Pittel [2, equation (5)]),

$$\mathbb{P} \left( \sum_{j=1}^n Z_j(\lambda) = km \right) = \mathbb{P} \left( \sum_{j=1}^n Z_j(\lambda) = n\mathbb{E}[Z(\lambda)] \right) = \frac{1 + O(n^{-1})}{\sqrt{2\pi n \text{Var}[Z(\lambda)]}}$$

which proves (6).

We now prove (7). Let $C = \{c_{i,j}\}$ be distributed uniformly on $C_{m,n}$. Let $M$ denote the number of cells that house 2 or more chips, i.e., $M = |\{(i,j) : c_{i,j} \geq 2\}|$. Let $\overline{M}$ be the number of pairs of chips hosted by the same cell, i.e.,

$$\overline{M} = \sum_{(i,j) : c_{i,j} \geq 2} \left( \frac{c_{i,j}}{2} \right) = \sum_{(i,j)} \left( \frac{c_{i,j}}{2} \right).$$

$\overline{M} = M$ iff there are no cells hosting more than 2 chips. Clearly

$$\left| \frac{B_{m,n}}{C_{m,n}} \right| = \mathbb{P}(C \in B_{m,n}) = \mathbb{P}(M = 0).$$

Of course, $\mathbb{P}(\overline{M} = 0) = \mathbb{P}(M = 0)$, but, unlike $M$, $\overline{M}$ is amenable to moment calculations.

Denoting the indicator of an event $E$ by $1(E)$, we write

$$\overline{M} = \sum_{i \in [m], j \in [n]} \sum_{1 \leq u < v \leq k} 1(E(i,j; u, v)).$$
where \( E(i, j; u, v) \) is the event that, of the \( k \) chips owned by row \( i \), at least the two chips \( u \) and \( v \) were put into cell \((i, j)\). Each of these \( mn \binom{k}{2} \) event indicators has the same expected value,

\[
E[1(E(i, j; u, v))] = (km - 2)! \frac{x^{km-2}f(x)^{n-1}e^x}{|C_{m,n}|}. \tag{13}
\]

To see why \eqref{13} is so, compare with \eqref{10} and note that once we have put two selected chips into a cell \((i, j)\) we allocate the remaining \((km - 2)\) chips amongst \( n \) columns, at least two per column, with the exception (hence the sole \( e^x \) factor) that the \( j \)th column receives an unconstrained number of additional chips (as it already has two). Arguing as for \eqref{11},

\[
[x^{km-2}]f(x)^{n-1}e^x = \frac{f(\lambda)^{n-1}e^\lambda}{\lambda^{km-2}} P\left( \sum_{j=1}^{n-1} Z_j(\lambda) + X(\lambda) = km - 2 \right), \tag{14}
\]

where \( X(\lambda) \) stands for an independent, usual (not truncated) Poisson(\( \lambda \)) random variable. This last probability equals

\[
\sum_r \left[ P(\text{Po}(\lambda) = r) \cdot P\left( \sum_{j=1}^{n-1} Z_j(\lambda) = km - 2 - r \right) \right]
\]

By the local limit theorem for \( \sum_{j=1}^{n-1} Z_j(\lambda) \), for \( r \leq \ln n \) the second probability in the \( r \)th term of the sum is again asymptotic to \( (2\pi n \text{ Var}[Z(\lambda)])^{-1/2} \).

Then so is the probability in \eqref{14}, since \( P(X(\lambda) > \ln n) = O(n^{-K}) \), for every \( K > 0 \). From this, \eqref{12}, \eqref{13}, \eqref{14}, and \eqref{6},

\[
E[M] = (1 + o(1)) \frac{mn \binom{k}{2}}{(km)_2} \frac{\lambda^2 e^\lambda f(\lambda)}{(km)_2 f(\lambda)}
\]

with the usual falling-factorial notation \((a)_b := a(a-1)\cdots(a-b+1)\).

Recalling \eqref{2} and setting

\[
(15) \quad \gamma := \frac{k - 1}{2} \frac{\lambda e^\lambda}{e^\lambda - 1}
\]

\[\] gives

\[
E[M] = \gamma + o(1).
\]

More generally, we now show that for every fixed \( t \geq 1 \) we have

\[
E[\overline{M}_t] = \gamma^t + o(1). \tag{16}
\]

Letting \( i = (i_1, \ldots, i_t) \), \( j = (j_1, \ldots, j_t) \), \( u = (u_1, \ldots u_t) \), \( v = (v_1, \ldots, v_t) \), we have

\[
(\overline{M})_t = \sum_{i \in [m]^t, j \in [n]^t} \sum_{U < V} \left( \bigcap_{s=1}^{t} E(i_t, j_t; u_t, v_t) \right).
\]

Hence

\[
E[(\overline{M})_t] = \sum_{i \in [m]^t, j \in [n]^t} \sum_{U < V} P\left( \bigcap_{s=1}^{t} E(i_t, j_t; u_t, v_t) \right).
\]
We break the sum into two parts, $\Sigma_1$ and the remainder $\Sigma_2$, where $\Sigma_1$ is the restriction to $i$ and $j$ each having all its components distinct. In $\Sigma_1$ the number of summands is $(m)_t(n)_t \binom{k}{2}_t$, and each summand is

$$(km - 2t)! \left[ \frac{x^{km-2t} f(x)^{n-t}(e^x)^t}{\mathcal{C}_{m,n}} \right];$$

see the explanation following (13). Analogously to (14),

$$\sum \binom{km-2t}{x} f(x)^{n-t}(e^x)^t = \frac{f(\lambda)^{n-t}(e^\lambda)^t}{\lambda^{km-2t}} \mathbb{P} \left( \sum_{j=1}^{n-t} Z_j(\lambda) + \sum_{s=1}^{t} X_s(\lambda) = km - 2t \right),$$

where the $X_s(\lambda)$ are Po$(\lambda)$ random variables independent of one another and of $Z_1(\lambda), \ldots, Z_{n-t}(\lambda)$. As before, the probability is asymptotic to $(2\pi n \text{Var}[Z(\lambda)])^{-1/2}$. So, using (6) and recalling (15), we have

$$\Sigma_1 \sim \frac{(m)_t(n)_t \binom{k}{2}_t}{(km)_{2t}} \left( \frac{\lambda^2 e^\lambda}{f(\lambda)} \right)^t$$

$$\sim \left[ \frac{mn \binom{k}{2}}{(km)_{2t}} \frac{\lambda^2 e^\lambda}{f(\lambda)} \right] \gamma^t.$$  \hfill (17)

In the case of $\Sigma_2$, letting $I = \{i_1, \ldots, i_t\}$, $J = \{j_1, \ldots, j_t\}$, we have $|I| + |J| \leq 2t - 1$. So the number of attendant pairs $(I, J)$ is at most $(m+n)^{2t-1} = O(m^{2t-1})$. The number of pairs $(i, j)$ inducing a given pair $(I, J)$ is bounded above by a constant $s(t)$. For every one of those $s(t)$ choices, we select pairs of chips for each of the chosen $t$ cells; there are at most $\binom{k}{2}^t$ ways of doing so. Lastly, we allocate the remaining $(km - 2t)$ chips in such a way that every column $j \in [n] \setminus J$ gets at least 2 chips. As in the case of $\Sigma_1$, this can be done in

$$(km - 2t)! \left[ x^{km-2t} f(x)^{n-|J|}(e^x)^{|J|} \right]$$

$$= (km - 2t)! \frac{f(\lambda)^{n-|J|}(e^\lambda)^{|J|}}{\lambda^{km-2t}} \mathbb{P} \left( \sum_{j=1}^{n-|J|} Z_j(\lambda) + \sum_{s=1}^{|J|} \text{Po}_s(\lambda) = km - 2t \right)$$

ways. Again, the probability is asymptotic to $(2\pi n \text{Var}[Z(\lambda)])^{-1/2}$. So, as $e^\lambda > f(\lambda)$, the sum $\Sigma_2$ is of order

$$m^{2t-1} \frac{(km - 2t)!}{(km)!} \left( \frac{e^\lambda \lambda^2}{f(\lambda)} \right)^t = O(m^{2t-1}/m^{2t}) = O(m^{-1}).$$  \hfill (18)

Combining (17) and (18), and recalling (15), we conclude that for each fixed $t \geq 1$,

$$\mathbb{E}[\overline{M}_t] = \gamma^t + o(1).$$
Therefore $\overline{M}$ is asymptotic, with all its moments and in distribution, to $\text{Po}(\gamma)$. In particular,

$$P(\overline{M} = 0) = P(\text{Po}(\gamma) = 0) + o(1) = e^{-\gamma} + o(1).$$

This completes the proof of Lemma 7. □

4. Counting critical row subsets, and the main result

This section will prove Theorem 1. Remark 3 already dealt with the case $\lim m/n > 1$. It suffices, then, to show that with $\lim m/n \in (2/k, 1)$, the expected number of nonempty critical row sets goes to 0: then with high probability there is no such set, $A$ is of full rank, and the instance is satisfiable.

In the model $C_{m,n}$, Lemma 9 gives an upper bound on the expected number of critical row sets of each cardinality $\ell \in \{1, \ldots, m\}$ as a function of $c = m/n$, $k$, $n$, and $\ell$, minimized over two additional variables $\zeta_1$ and $\zeta_2$. Lemma 10 shows that, for $c \in (2/k, 1)$, there exist values for $\zeta_1$ and $\zeta_2$ making this bound small, in particular making its exponential dependence on $n$ decreasing rather than increasing. Corollary 11 uses Lemma 10 to show that in the model $A_{m,n}$ the total expected number of nonempty critical row sets is of order $O(m^{-(k-2)})$, proving Theorem 1.

Lemma 10 is established by several claims deferred to Section 5, and Section 7 extends Theorem 1 to the unconstrained $k$-XORSAT model (Theorem 16).

Lemma 9. Suppose $k \geq 3$ and $m, n \to \infty$ with $\lim m/n \in (2/k, \infty)$, and let $C$ be chosen uniformly at random from $C_{m,n}$. For $\ell \in \{1, \ldots, m\}$, let $Y^{(\ell)}_{m,n}$ denote the number of critical row sets of $C$ of cardinality $\ell$. Then, with $c = m/n$, $\lambda = \lambda(ck)$ as given by (2), introducing $\zeta = (\zeta_1, \zeta_2) > 0$ and letting $\tilde{\alpha} = 1 - \alpha$,

$$E[Y^{(\ell)}_{m,n}] \leq O(1) \sqrt{\frac{\ell}{\zeta_2}} \exp \left[ nH_k(\alpha, \zeta; c) \right], \quad \forall \zeta > 0,$$

where

$$H_k(\alpha, \zeta; c) = cH(\alpha) + c\lambda \ln(\alpha/\zeta_1) + c\tilde{\alpha} \ln(\tilde{\alpha}/\zeta_2) + \ln \frac{f(\lambda(\zeta_2 + \zeta_1)) + f(\lambda(\zeta_2 - \zeta_1))}{2f(\lambda)},$$

by continuity we define $x \ln x = 0$ at $x = 0$, and $H(\alpha)$ is the usual entropy function

$$H(\alpha) := -\alpha \ln \alpha - (1 - \alpha) \ln(1 - \alpha).$$

Proof. By symmetry,

$$E[Y^{(\ell)}_{m,n}] = \left(\frac{m}{\ell}\right) P(D_\ell); \quad D_\ell := \bigcap_{j=1}^\ell \left\{ \sum_{i=1}^\ell c_{i,j} \text{ is even} \right\}. $$
By symmetry again,

\[ P(D_\ell) = \sum_{\nu=1}^{n} \binom{n}{\nu} P(D_{\ell,\nu}), \]

where

\[ D_{\ell,\nu} := \bigcap_{j=1}^{\nu} \left\{ \sum_{i=1}^{\ell} c_{i,j} \text{ is even, positive} \right\} \bigcap_{j=\nu+1}^{n} \left\{ \sum_{i=1}^{\ell} c_{i,j} = 0 \right\}. \]

Recalling that \( \sum_{i\in[m]} c_{i,j} \geq 2 \), we see that on the event \( D_{\ell,\nu} \),

\[ \sum_{i\leq \ell} c_{i,j} = \begin{cases} \text{even} > 0, & j \leq \nu, \\ 0, & j > \nu; \end{cases} \quad \sum_{i>\ell} c_{i,j} \geq \begin{cases} 0, & j \leq \nu, \\ 2, & j > \nu. \end{cases} \]

Thus on \( D_{\ell,\nu} \) the column sums of the two complementary submatrices, \( \{c_{i,j}\}_{1 \leq j \leq n} \) and \( \{c_{i,j}\}_{\ell \leq j \leq n} \), are subject to independent constraints.

Let \( C_{m,n}(\ell,\nu) \) denote the set of all matrices \( C \) with row sums \( k \) which meet the constraints (24). Then \( P(D_{\ell,\nu}) \) is given by

\[ p(\ell,\nu) := P(D_{\ell,\nu}) = \frac{|C_{m,n}(\ell,\nu)|}{|C_{m,n}|}. \]

By the independence of constraints on column sums for the upper and the lower submatrices of the matrices \( C \) in question,

\[ |C_{m,n}(\ell,\nu)| = a(\ell,\nu) \cdot b(m-\ell,\nu), \]

where (paralleling our definition of \( C_{m,n} \) in Section 3) \( a(\ell,\nu) \) is the number of ways to assign \( k\ell \) chips among the first \( \nu \) columns so that each of those columns gets a positive even number of chips, and \( b(m-\ell,\nu) \) is the number of ways to assign \( k(m-\ell) \) chips among all \( n \) columns so that each of the last \( n-\nu \) columns gets at least 2 chips.

As in (11),

\[ a(\ell,\nu) = \sum_{j_1+\ldots+j_\nu=k\ell \atop j_\nu \geq 0, \text{ even}} \frac{(k\ell)!}{j_1! \cdots j_\nu!} \]

\[ = (k\ell)! \left[ z^{k\ell} \right] \left( \sum_{j>0, \text{ even}} \frac{z^j}{j!} \right)^\nu \]

\[ = (k\ell)! \left[ z^{k\ell} \right] (\cosh z - 1)^\nu, \]

and

\[ b(m-\ell,\nu) = \sum_{j_1+\ldots+j_\nu=k(m-\ell) \atop j_1,\ldots,j_\nu \geq 0; j_{\nu+1},\ldots,j_n \geq 2} \frac{(k(m-\ell))!}{j_1! \cdots j_\nu!} \]

\[ = (k(m-\ell))! \left[ z^{k(m-\ell)} \right] (e^z)^\nu f(z)^{n-\nu}. \]
Since the coefficients of the Taylor expansion around \( z = 0 \) of \( e^{z}f(z)^{n-\nu} \) are non-negative, we use these identities in a standard (Chernoff) way to bound
\[
a(\ell, \nu) \leq (k\ell)! \frac{(\cosh z_1 - 1)^\nu}{z_1^{k\ell}}, \quad \forall z_1 > 0.
\]

We could bound \( b(m - \ell, \nu) \) similarly, but we need a stronger bound, namely
\[
b(m - \ell, \nu) \leq O(1) (nz_2)^{-1/2} (k(m - \ell))! \frac{(e^{z_2})^{\nu} f(z_2)^{n-\nu}}{z_2^{k(m-\ell)}}, \quad \forall z_2 > 0.
\]

The bound (30) follows from three components: the Cauchy integral formula
\[
b(m - \ell, \nu) = (k(m - \ell))! \frac{(e^z)^{\nu} f(z)^{n-\nu}}{z^{k(m-\ell)+1}} dz,
\]
and (with \( z = z_2 e^{i\theta} \)) the identity \(|e^z| = e^{z_2} \exp[-z_2(1 - \cos \theta)]\) and the less obvious inequality
\[
|f(z)| \leq |f(z_2)| \exp[-z_2(1 - \cos \theta)/3].
\]
(See Pittel [23, Appendix] for the inequality, and Aronson, Frieze and Pittel [2, inequality (A2)] for how it works in combination with the Cauchy formula.)

Using (25), (26), (29), (30), with \( |C_{m,n}| \) from (6) and \( \text{Var} Z(\lambda) \) from (5), we obtain that, \( \forall z_1, z_2 > 0 \),
\[
p(\ell, \nu) \leq O(1) \sqrt{\frac{\lambda}{z_2}} \left( \frac{k m}{k \ell} \right)^{-1} \frac{\lambda^{k m}}{z_1^{k \ell} z_2^{k(m-\ell)}} \frac{|e^{z_2}(\cosh z_1 - 1)|^{\nu} f(z_2)^{n-\nu}}{f(\lambda)^n}.
\]

Now, it is immediate from (21), (22), and (25) that
\[
E[Y^{(\ell)}_{m,n}] = \binom{m}{\ell} \sum_{\nu=1}^{n} \binom{n}{\nu} p(\ell, \nu).
\]
If we restrict to \( z_1 \) and \( z_2 \) depending only on \( \ell, m \) and \( n \) (not on \( \nu \)), then on substituting (32) into the above we may simplify the sum to obtain
\[
E[Y^{(\ell)}_{m,n}] \leq O(1) \sqrt{\frac{\lambda}{z_2}} \left( \frac{k m}{k \ell} \right)^{-1} \lambda^{k m} \frac{1}{z_1^{k \ell} z_2^{k(m-\ell)}} \left( f(z_2) + e^{z_2}(\cosh z_1 - 1) \right)^n, \quad \forall z_1, z_2 > 0.
\]
Observe that
\[
f(z_2) + e^{z_2}(\cosh z_1 - 1) = \frac{f(z_1 + z_2) + f(z_2 - z_1)}{2}.
\]
Inequality (19), and thus the lemma, are established by substituting this and the Stirling-based approximation \( ^n p_m = O(1) \frac{1}{\sqrt{np(1-p)}} \exp(nH(p)) \) into
\((34)\), recalling that \(m = cn\), \(\alpha = \ell/m\) and \(\alpha = 1 - \alpha\), substituting \(z_1 = \zeta_1\lambda\) and \(z_2 = \zeta_2\lambda\), and observing that \(\sqrt{k} = O(1)\). For \(\ell = m\) the Stirling-based approximation is inapplicable but consistency of \((19)\) with \((34)\) is easily checked. \(\square\)

Recall the definition of \(H_k(\alpha, \zeta; c)\) from \((20)\). Roughly speaking, the following lemma establishes the existence of \(\zeta\) making \(H_k(\alpha, \zeta; c)\) negative. An intuitive description of the behavior of \(H_k(\alpha, \zeta; c)\) is given at the start of the next section.

**Lemma 10.** Let
\[(35)\]
\[\alpha_k = ek^{-k/(k-2)}.\]
For all \(k \geq 4\) and \(c \in (2/k, 1)\), there exist \(\varepsilon, \zeta_0 > 0\) such that
\[(36)\]
\[(\forall \alpha \in (0,\alpha_k)) : H_k(\alpha, \zeta; c) \leq (\lambda^2 - 1) \ln(\alpha/\alpha_k)\]
and \(\zeta_2 > \zeta_0\)
\[(37)\]
\[(\forall \alpha \in [\alpha_k/3, 1]) \exists \zeta_0 : H_k(\alpha, \zeta; c) \leq -\varepsilon\]
and \(\zeta_2 > \zeta_0\).

**Proof.** The lemma follows immediately from Claims \((12)\) \((13)\) \((14)\) and \((15)\), respectively treating \(\alpha\) in the four ranges \((0, 0.99\alpha_k], [0.99\alpha_k, 0.2743], (0.2743, 1/2], (1/2, 1)\). A suitable function \(\zeta\) is given explicitly in each case. \(\square\)

The lemma yields the following corollary.

**Corollary 11.** Under the hypotheses of Lemma \((4)\) but with \(k \geq 4\),
\[(38)\]
\[\sum_{\ell=2}^{m} E[Y_m^{(\ell)}] = O(m^{-(k-2)}).\]

**Proof.** Since \(\lim m/n \in (2/k, 1)\), there exists a closed interval \(I \subset (2/k, 1)\) such that, for all but finitely many cases, \(c = m/n \in I\). Where \(\varepsilon(c, k)\) and \(\zeta_0(c, k)\) satisfy the conditions of Lemma \((11)\) define \(\varepsilon = \varepsilon(I) = \min\{\varepsilon(c, k) : c \in I\}\) and \(\zeta_0 = \zeta_0(I)\) likewise. Then, for all but finitely many pairs \(m, n\), inequalities \((36)\) and \((37)\) hold true.

Letting \(\ell_k = \alpha_km = \Theta(n)\), for \(\ell \leq \ell_k/2\), recalling that \(\alpha cn = \alpha m = \ell\), \((19)\) and \((36)\) give
\[(39)\]
\[E[Y_m^{(\ell)}] = O(1) \exp \left( \left(\frac{k}{2} - 1\right)\ell \ln(\ell/\ell_k) \right),\]
where we have incorporated \(\sqrt{1/\zeta_0}\) in the leading \(O(1)\). By convexity of \(\ell \ln(\ell/\ell_k)\), interpolating for \(\ell \in [2, \ell_k/2]\) from the endpoints of this interval,
\[\ell \ln(\ell/\ell_k) \leq 2 \ln(2/\ell_k) + \frac{\ell - 2}{2} \left( (\ell_k/2) \ln(1/2) - 2 \ln(2/\ell_k) \right) = 2 \ln(2/\ell_k) + (\ell - 2)(-\ln 2 + o(1)),\]
\[\leq 2 \ln(2/\ell_k) - 0.6(\ell - 2)\]
for \(n\) sufficiently large, where we have used that \(\ell_k = \Theta(n)\) and \(0.6 < \ln 2\). Thus,
\[E[Y_m^{(\ell)}] \leq O(1) \exp \left( \left(\frac{k}{2} - 1\right) \left[2 \ln(2/\ell_k) - 0.6(\ell - 2)\right] \right)\]
\[ = O(1) m^{-(k-2)} \exp(-0.6(\frac{k}{2} - 1)(\ell - 2)), \]
where the last line incorporates \((2/\alpha k)^{k-2}\) in the \(O(1)\). Given this upper bound that is geometrically decreasing in \(\ell\), summing gives
\[ \sum_{\ell=2}^{[\alpha k/2]m} \mathbb{E}[Y_m^{(\ell)}] = O(m^{-(k-2)}). \]

For \(\ell > (\alpha k/2)m\), by (37), \(\mathbb{E}[Y_m^{(\ell)}] = O(1) \exp(-\varepsilon n)\), giving
\[ m \sum_{\ell=[(\alpha k/2)m]}^{m} \mathbb{E}[Y_m^{(\ell)}] = O(m^{-(k-2)}) \exp(-\Omega(n)). \]

Adding the two partial sums yields Corollary 11. \(\Box\)

Proof of Theorem 4. By the remarks at the start of this section, we need only consider the case \(\lim m/n \in (2/k, 1)\). Under the hypotheses of Corollary 11, let \(A \in A_{m,n}\) and \(C \in C_{m,n}\) be uniformly random, and let \(X_{m,n}\) and \(Y_{m,n}\) denote the numbers of nonempty critical row sets of \(A\) and \(C\) respectively, and \(X_m^{(\ell)}\) and \(Y_m^{(\ell)}\) those of cardinality \(\ell\). \(X_m^{(1)} = 0\) since every row of \(A\) has \(k\) 1's. (\(Y_m^{(1)}\) is not necessarily 0 since a row of \(C\) can be 0, for example if all the 1's in its defining configuration lie in a single cell.) Then
\[ \mathbb{E}[X_{m,n}] = 0 + \sum_{\ell=2}^{m} \mathbb{E}[X_m^{(\ell)}] = O(1) \sum_{\ell=2}^{m} \mathbb{E}[Y_m^{(\ell)}] = O(m^{-(k-2)}), \]
the last two equalities coming from Corollary 11 and Corollary 8. Then \(\mathbb{P}(A)\) of full rank \(\leq \mathbb{E}[X_{m,n}] = O(m^{-(k-2)})\), so with probability \(1 - O(m^{-(k-2)})\), \(A\) is of full rank and any system \(Ax = b\) is satisfiable. \(\Box\)

5. Analysis of the function \(H_k(\alpha, \zeta; c)\) to prove Lemma 10

Recall the notation \(\tilde{\alpha} = 1 - \alpha\) and \(\zeta = (\zeta_1, \zeta_2)\) as well as the definition of \(H_k(\alpha, \zeta; c)\) from (20). In this section we use an explicit function \(\zeta = \zeta(c, k, \alpha)\), taking different forms in different ranges of \(\alpha\), to establish Claims 12, 13, 14 and 15 and thus Lemma 10.

For intuition about \(H_k(\alpha, \zeta; c)\), the case \(k = 4\) is indicative. Figure 1 shows a graph of the function value against \(\alpha\), for a few choices of \(c\), with \(\zeta\) given by (39) for small \(\alpha\), and by \(\zeta = (\alpha, \tilde{\alpha})\) otherwise. Numerical experiments suggest that the optimal choice of \(\zeta\) leads to qualitatively similar results, though of course without the kinks where we change from one functional form for \(\zeta\) to another. As shown, \(H_k(\alpha, \zeta; c)\) tends to 0 at \(\alpha = 0\) (treated in Claim 12), but the dependence on \(c\) here is not critical: an analog of the claim, with different parameters, could be obtained as long as \(c\) is bounded away from 0 and infinity. At \(\alpha = 1/2\) (treated in Claim 14), the function tends to 0 as \(c\) tends to 1, so this is where \(c < 1\) is required. For values of \(\alpha\) between 0 and 1/2 but bounded away from them, the function
value is bounded away from 0 (for \( c \leq 1 \)), so relatively crude means suffice to treat this case (Claim 13). Function values for \( \alpha > 1/2 \) (treated in Claim 15) are dominated by their symmetric counterparts at \( 1 - \alpha \).

Note that Lemma 10 only considers \( k > 3 \). The lemma does in fact extend to \( k = 3 \), but this case was already treated by [15], and poses additional difficulties for us. In particular, for both choices of \( \zeta \) we consider below, taking \( k = 3, c = 0.999 \) and \( \alpha = 1/3 \) leads to \( H_k(\alpha, \zeta; c) > 0 \).
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**Figure 1.** Plot of \( H_k(\alpha, \zeta; c) \) versus \( \alpha \), for \( k = 4 \) and \( c \) values of 0.51, 1.0, 1.1 (from bottom to top). The kinks occur at \( \alpha_k \) where we switch functional forms for \( \zeta(c, k, \alpha) \).

**Claim 12.** For all \( k \geq 3 \) and all \( c \in (2/k, 1) \), taking

\[
(39) \quad \zeta_1 = (ck)^{-1/2} \alpha^{1/2}, \quad \zeta_2 = \bar{\alpha}
\]

yields \( H_k(\alpha, \zeta; c) \leq (c\alpha)(\frac{k}{2} - 1) \ln(\alpha/\alpha_k) \) for all \( \alpha \in (0, \alpha_k) \). Also, for any \( \delta = \delta(k) > 0 \) there exists \( \varepsilon = \varepsilon(k) > 0 \) such that \( H_k(\alpha, \zeta; c) < -\varepsilon \) for all \( \alpha \in [\delta, 0.99\alpha_k] \). In both cases, \( \zeta_2 \geq 1 - \alpha_k > 0 \).

Note that the first part of the claim establishes (36), and the second part, with \( \delta = \alpha_k/3 \), establishes (37) for \( \alpha \in [\alpha_k/3, 0.99\alpha_k] \).

**Proof.** Trivially, \( \zeta_2 = \bar{\alpha} \geq 1 - \alpha_k > 0 \), since \( \alpha_k = ek^{-k/(k-2)} < e/k < 1 \). The issue in this range of \( \alpha \) is to control the final logarithmic term of \( H_k(\alpha, \zeta; c) \) when the two summands within the logarithm are nearly equal. Note that \( \ln f(x) \) is concave on either side of 0 (diverging to \(-\infty\) at 0, it is not concave as a whole), as

\[
[\ln f(x)]'' = \frac{e^x(1 - x - e^{-x})}{f^2(x)} < 0.
\]
Since \( \frac{d}{d\epsilon} \ln f(\lambda(1 + \Delta)) = \frac{\lambda f'(\lambda)}{f(\lambda)} \), if \( \lambda \) and \( \lambda(1 + \Delta) \) are on the same side of 0 (i.e., if \( 1 + \Delta \geq 0 \)) then concavity gives \( \ln f(\lambda(1 + \Delta)) \leq \ln f(\lambda) + \Delta \frac{f'(\lambda)}{f(\lambda)} \).

Or, with \( \zeta = 1 + \Delta \), if \( \zeta \geq 0 \) then
\[
(40) \quad \frac{f(\lambda\zeta)}{f(\lambda)} \leq \exp \left( (\zeta - 1) \frac{\lambda f'(\lambda)}{f(\lambda)} \right) = \exp \left( (\zeta - 1)ck \right),
\]
recalling from (2) that \( \lambda f'(\lambda)/f(\lambda) = ck \). It is easily checked that (35) gives \( \alpha_k < 0.2 \), hence from (39) \( \zeta_2 > 0.8 \) and \( \zeta_1 < 0.4 \), so \( \zeta_2 - \zeta_1 \geq 0 \) and of course \( \zeta_2 + \zeta_1 \geq 0 \). Thus for the final term of \( H_k(\alpha, \zeta; c) \), from (40) we have
\[
\ln \frac{f(\lambda(\zeta_2 + \zeta_1)) + f(\lambda(\zeta_2 - \zeta_1))}{2f(\lambda)}
\leq \ln \left( \frac{\exp(ck(\zeta_2 + \zeta_1 - 1)) + \exp(ck(\zeta_2 - \zeta_1 - 1))}{2} \right)
= \ln \left( \exp(ck(\zeta_2 - 1)) \left[ \exp(ck\zeta_1) + \exp(-ck\zeta_1) \right] \right)
= ck(\zeta_2 - 1) + \ln \cosh(ck\zeta_1)
\leq ck(\zeta_2 - 1) + (ck\zeta_1)^2/2,
\]
using the well known inequality \( \cosh x < e^{x^2/2} \) Now also using \( -\alpha \ln \alpha \leq \alpha \) for all \( \alpha \in [0, 1) \), substituting \( \zeta \) from (39) into \( H_k(\alpha, \zeta; c) \),
\[
H_k(\alpha, \zeta; c) \leq -\alpha_0 \ln \alpha + \alpha_0 + c\alpha \ln((ck\alpha)^{1/2}) + 0 + ck(-\alpha) + \sqrt{ck\alpha^2}/2
= c\alpha(\frac{\zeta}{2} - 1) \ln(1 - \frac{\zeta}{2}) + \frac{\zeta}{2} \ln(ck)
= (\alpha\zeta)(\frac{\zeta}{2} - 1) \ln(\alpha\zeta),
\]
Pessimistically taking \( c = 1 \) within the logarithm and recalling \( \alpha_k \) from (35),
\[
(41) \quad H_k(\alpha, \zeta; c) \leq (\alpha\zeta)(\frac{\zeta}{2} - 1) \ln(\alpha\zeta).
\]
(A different upper bound for \( c \) would simply call for a different value for \( \alpha_k \).) This proves the first part of the claim.

Clearly, for all \( \alpha \in (0, \alpha_k) \), \( \alpha \ln(\alpha/\alpha_k) \) is negative, so for any \( \delta = \delta(k) > 0 \), over \( \alpha \in [\delta, 0.99\alpha_k] \) it is bounded away from 0. By hypothesis, \( c \geq 2/k \) (any positive constant would do), thus \( H_k(\alpha, \zeta; c) \) is also bounded away from 0, i.e., there is some \( \epsilon = \epsilon(k) > 0 \) for which \( H_k(\alpha, \zeta; c) \leq -\epsilon \). This proves the second part of the claim.

Claim 13. For all \( k \geq 4 \) and all \( c \in (2/k, 1] \), there exist \( \epsilon, \zeta_0 > 0 \) such that for all \( \alpha \in (0.99\alpha_k, 0.2743] \), taking \( \zeta_1 = \alpha, \zeta_2 = \alpha \) yields \( H_k(\alpha, \zeta; c) < -\epsilon \) and \( \zeta_2 \geq \zeta_0 \).

Proof. Taking \( \zeta_0 = 1 - 0.2743, \zeta_2 = \alpha \geq \zeta_0 > 0 \) is immediate. Let us confirm, though, that \( \alpha_k < 0.2743 \) so that the interval in the hypothesis is sensible. For this, \( \alpha_k = ek^{-(k-2)} < e/k \) suffices for \( k \geq 10 \), and the cases \( k \in \{4, \ldots, 9\} \) are easily checked.
With \( \zeta_1 = \alpha, \zeta_2 = \bar{\alpha} \), \( H_k(\alpha, \zeta; c) \) simplifies to

\[
H_k(\alpha, \zeta; c) = cH(\alpha) + \ln \left( \frac{1}{2} + \frac{1}{2} f(\lambda(1-2\alpha)) \right).
\]

Applying (40) and 1\(-2\alpha > 0\), it follows that

\[
H_k(\alpha, \zeta; c) \leq cH(\alpha) + \ln \left( \frac{1}{2} + \frac{1}{2} \exp(-2ck\alpha) \right)
\]

the last step following from convexity of \( \ln \left( \frac{1}{2} + \frac{1}{2} \exp(-2ck\alpha) \right) =: g(c) \) as a function of \( c \). The application of convexity is simply \( g(c) \leq (1-c)g(0) + cg(1) = c g(1) \), since \( g(0) = 0 \). The proof of convexity is that, with \( L = 2k\alpha \), \( dg/dc = -2L f'(\exp(cL) + 1) \) is clearly increasing with \( c \).

From (43) and \( \frac{1}{2} + \frac{1}{2} \exp(-2ck\alpha) \), taking logarithms, then multiplying by \( \lambda \),

\[
\ln(\frac{1}{2} + \frac{1}{2} \exp(-2ck\alpha)) =: \lambda cL(\frac{1}{2} + \frac{1}{2} \exp(-2ck\alpha)) = L(\frac{1}{2} + \frac{1}{2} \exp(-2ck\alpha)) < 0.
\]

For \( k = 4 \), 0.1681 < 0.99\( \alpha_k \), and 73 intervals suffice to cover \([0.1681, 0.2743]\) and show that \( s_k(\alpha) < -10^{-5} \).

For \( k = 5 \), 0.1840 < 0.99\( \alpha_k \), and the 2 intervals \([0.1840, 0.2291]\) and \([0.2291, 0.2743]\) suffice to show that \( s_5(\alpha) < -0.005 \).

For \( k \geq 6 \), we first claim that \( \frac{1}{k} < 0.99\alpha_k \). Multiplying through by \( k \), taking logarithms, then multiplying by \( (k-2)/2 \), this is equivalent to \( 0 < \frac{k-2}{2} \ln(0.99e) - \ln(k) \). This is true for \( k = 6 \), and true for all larger \( k \) since the derivative of the right hand side is positive. We now prove by induction on \( k \) that \( s_k(\alpha) < 0 \) over \( \alpha \in \left[\frac{1}{k}, 0.2743\right] \), for \( k \geq 6 \). For the base case \( k = 6 \), the previous interval arithmetic approach, with the two intervals \([0.1666, 0.2204]\), \([0.2204, 0.2743]\), establishes that \( s_6(\alpha) < -0.03 \). Since \( s_k(\alpha) \) is monotone decreasing in \( k \), \( s_k(\alpha) \leq s_{k-1}(\alpha) < 0 \) for \( \alpha \in \left[\frac{1}{k-1}, 0.2743\right] \), by the inductive hypothesis, so we need only show that \( s_k(\alpha) < 0 \) for \( \alpha \in \left[\frac{1}{k}, \frac{1}{k-1}\right] \). Over this interval, \( H(\alpha) \leq H\left(\frac{1}{k-1}\right) \leq H\left(\frac{1}{6}\right) < 0.451 \), while the other term of \( s_k(\alpha) \) is decreasing in \( k\alpha \), and \( k\alpha \geq 1 \), so \( \ln\left(\frac{1}{2} + \frac{1}{2} \exp(-2k\alpha)\right) \leq \ln\left(\frac{1}{2} + \frac{1}{2} \exp(-2)\right) < -0.566 \); summing the two terms proves that \( s_k(\alpha) < -0.1 \). \( \square \)

We cannot get a significantly smaller bound since \( s_4(0.2743) \approx -0.0000149 \); we chose \( \alpha = 0.2743 \) roughly as large as possible in order to minimize the work left for Claim 14. However, the proof there can work with \( \alpha \) as small as 0.2736 (or smaller, with minor modifications), and using that instead of 0.2743 here would allow us to cover with 59 subintervals and obtain \( s_4(\alpha) < -10^{-4} \).
Claim 14. For all $k \geq 4$ and all $c \in (2/k, 1)$, there exist $\varepsilon = \varepsilon(c, k) > 0$ and $\zeta_0 = \zeta_0(c, k) > 0$ such that for all $\alpha \in (0.2743, 1/2]$, taking $\zeta_1 = \alpha$, $\zeta_2 = \bar{\alpha}$ yields $H_k(\alpha, \zeta; c) < -\varepsilon$ and $\zeta_2 \geq \zeta_0$.

Proof. Again, $\zeta_2 \geq \zeta_0 = 1/2$ is immediate. In this case, with $\alpha$ relatively close to $1/2$, the key is to govern the term $f((1-2\alpha)\lambda)/f(\lambda)$ in the expression (44) for $H_k(\alpha, \zeta; c)$. We make the substitution $x = 1 - 2\alpha$.

Dealing first with the leading term of $H_k(\alpha, \zeta; c)$, we have

$$H(\alpha) = H\left(\frac{1}{2} - \frac{x}{2}\right) \leq \ln\left(\frac{4}{x^2 + 2}\right)$$

for $x \in (0, 1]$. This can be verified by checking that $H(\frac{1}{2} - \frac{x}{2}) - \ln\left(\frac{4}{x^2 + 2}\right)$ and its first derivative are both 0 at $x = 0$, while the second derivative, $-\frac{x^2(10-2x)}{(x^2+2)^2(1-x^2)}$, is negative for $x \in (0, 1)$.

Returning now to the term $f((1-2\alpha)\lambda)/f(\lambda)$, motivated by the small-$\lambda$ asymptotic equality $f(\lambda) \sim \frac{1}{2}\lambda^2$, we will show that $R(\lambda, x) := \frac{f(\lambda x)}{x^2 f(\lambda)} \leq q$,

where we may choose $q = 1$ for any $x \in (0, 1]$ and $\lambda > 0$, and smaller values of $q$ for restricted ranges of $x$ and $\lambda$.

To establish this, we first show that $R(\lambda, x)$ is weakly increasing with $x$.

$$\frac{d}{dx} \ln(R(\lambda, x)) = \frac{\lambda x f'(\lambda x)}{f(\lambda x)} - \frac{2}{x} = \frac{1}{x f(s)} \left(sf'(s) - 2f(s)\right),$$

where we define $s := \lambda x$. To show that the derivative is positive, it suffices to show that

$$sf'(s) - 2f(s) = s(e^s - 1) - 2(e^s - s - 1) = (s - 2)e^s + s + 2 \geq 0.$$ 

Indeed, the final inequality holds for all $s > 0$ because the expression and its first derivative are both 0 at $s = 0$, while the second derivative, $se^s$, is nonnegative for all $s \geq 0$.

We next show that $R(\lambda, x)$ is weakly decreasing with $\lambda$.

$$\frac{d}{d\lambda} \ln(R(\lambda, x)) = -\frac{f'(\lambda)}{f(\lambda)} + \frac{xf'(\lambda x)}{f(\lambda x)},$$

and we wish to show that this is $\leq 0$. It is obviously 0 at $x = 1$, so it suffices to check that it is increasing with respect to $x$ for $x > 0$. Since the first term is constant and $\lambda$ is constant, this is equivalent to $\lambda x f'(\lambda x)/f(\lambda x) = \psi(\lambda x)$ being increasing with respect to $\lambda x$, which is true by Remark 6.

Since $R(\lambda, x)$ is increasing with $x$ and decreasing with $\lambda$, for all $\lambda \geq \lambda_0$ and $x \in (0, x_0]$, $R(\lambda, x) \leq R(\lambda_0, x_0)$, and $f(\lambda x)/f(\lambda) \leq x^2 R(\lambda_0, x_0)$. Since $f(0) = 0$, the last formulation extends to $x = 0$. That is, for all $\lambda \geq \lambda_0$ and $x \in [0, x_0]$, $f(\lambda x)/f(\lambda) \leq x^2 R(\lambda_0, x_0)$.

Since the lemma concerns $\alpha \in (0.2743, 1/2]$, we are interested in $x = 1 - 2\alpha \leq x_0 := 1 - 2 \cdot 0.2743 = 0.4514$. We now proceed with two cases.
The first case treats \( \lambda \geq \lambda_0 = 2.7694 \) and \( x \in [0, x_0) \). These range of \( \lambda \) permits \( c = 1 \), where \( \alpha = 1/2 \) would give the (unacceptable) value \( H_k(\alpha, \zeta; c) = 0 \); this is thus the crucial case in the analysis, relying on the strict inequality \( c < 1 \). Here, \( R(\lambda, x) \leq R(\lambda_0, x_0) < 0.5 \). Thus, from (42) and (43),

\[
H_k(\alpha, \zeta; c) = cH\left(\frac{1}{2} - \frac{3}{4}\right) + \ln\left(\frac{1}{2} + \frac{1}{2} \cdot \frac{f(\lambda x)}{f(\lambda)}\right)
\leq c \ln\left(\frac{4}{x^2 + \frac{2}{x}}\right) + \ln\left(\frac{1}{2} + \frac{1}{2} \cdot 0.5 \cdot x^2\right)
= (c - 1) \ln\left(\frac{4}{x^2 + \frac{2}{x}}\right).
\]

Since \( c - 1 < 0 \), this is maximized when the logarithm is minimized, and is thus

\[
\leq (c - 1) \ln\left(\frac{4}{x_0^2 + \frac{2}{x_0}}\right)
< 0.59(c - 1).
\]

The second case treats the remaining values of \( \lambda \), namely \( 0 < \lambda < \lambda_0 \), and \( x \in [0, x_0) \). Here, \( R(\lambda, x) \leq \lim_{\lambda \to 0} R(\lambda, x_0) = 1 \). Recalling from (2) that \( ck = \psi(\lambda) \), and from Remark 6 that \( \psi \) is increasing, \( c = (ck)/k \leq \psi(\lambda_0)/k \leq 3.3992/4 \), as \( k \geq 4 \). Thus,

\[
H_k(\alpha, \zeta; c) = cH\left(\frac{1}{2} - \frac{3}{4}\right) + \ln\left(\frac{1}{2} + \frac{1}{2} \cdot \frac{f(\lambda x)}{f(\lambda)}\right)
< \frac{3.3992}{4} \ln\left(\frac{4}{x_0^2 + \frac{2}{x_0}}\right) + \ln\left(\frac{1}{2} + \frac{1}{2} \cdot 1 \cdot x^2\right),
< -0.0011 \quad \text{for } x \in [0, x_0).
\]

The final statement can be checked by verifying that the previous expression has nonnegative derivative for all \( x \geq 0 \) and, at \( x = x_0 \), is \(< -0.0011 \).

The lemma follows, with \( \varepsilon = \min\{0.59(1 - c), 0.0011\} \). \( \square \)

**Claim 15.** For all \( k \geq 4 \) and all \( c \in (2/k, 1] \), there exist \( \varepsilon = \varepsilon(c, k) > 0 \) and \( \zeta_0 = \zeta_0(c, k) > 0 \) such that for all \( \alpha \in (1/2, 1] \) there exists \( \zeta \) for which \( H_k(\alpha, \zeta; c) < -\varepsilon \) and \( \zeta_2 \geq \zeta_0 \).

**Proof.** For any \( x > 0 \), \( f(x) > f(-x) \); this follows from \( f(x) - f(-x) = e^x - e^{-x} - 2x = 2(\sinh(x) - x) > 0 \), the last inequality well known. Since \( ck > 2 \), \( \lambda = \lambda(ck) > 0 \), and (42) gives

\[
\lim_{\alpha \to 1} H_k(\alpha, (\alpha, \alpha); c) = \ln \frac{f(\lambda) + f(-\lambda)}{2f(\lambda)} < 0.
\]

By continuity of \( H_k(\alpha, (\zeta_1, \zeta_2); c) \) with respect to \( \alpha \), \( \zeta_1 \) and \( \zeta_2 \), there exist \( \delta = \delta(c, k) > 0 \) and \( \varepsilon = \varepsilon(c, k) > 0 \) for which

\[
\sup_{\alpha \in [1 - \delta, 1]} H_k(\alpha, (1 - \delta, \delta); c) \leq -\varepsilon.
\]

This establishes the claim for \( \alpha \in [1 - \delta, 1] \).
For \( \alpha \in (\frac{1}{2}, 1 - \delta) \), let \( \zeta = (\zeta_1, \zeta_2) \) be given by \( \zeta_1(\alpha) = \zeta_2(\bar{\alpha}) \), the latter determined by Claims \( \ref{claim:12} \), \( \ref{claim:14} \) and likewise \( \zeta_2(\alpha) = \zeta_1(\bar{\alpha}) \). Then,
\[
H_k(\alpha, \zeta(\alpha); c) = H_k(\alpha, (\zeta_2(\bar{\alpha}), \zeta_1(\bar{\alpha})); c) \leq H_k(\bar{\alpha}, (\zeta_1(\bar{\alpha}), \zeta_2(\bar{\alpha})); c) = H_k(\bar{\alpha}, \zeta(\bar{\alpha}); c).
\]
The inequality follows from \( \ref{ineq:20} \): for the first three terms of its right hand side by symmetry, and for its last term by applying the inequality \( f(x) \geq f(-x) \), with \( x := \zeta_2(\bar{\alpha}) - \zeta_1(\bar{\alpha}) \geq 0 \) (in the proofs of Claims \( \ref{claim:12} \), \( \ref{claim:14} \) \( \zeta_2 \geq \zeta_1 \)). It follows that
\[
H_k(\alpha, \zeta(\alpha); c) \leq -\varepsilon,
\]
where \( \varepsilon \) is chosen as the minimum of corresponding values in Claims \( \ref{claim:12} \), \( \ref{claim:14} \) with the value of \( \delta \) chosen for \( \ref{ineq:47} \) also serving as the \( \delta \) in Claim \( \ref{claim:14} \).

Finally, for \( \zeta_0(c, k) > 0 \) suitably chosen, we have \( \zeta_2 \geq \zeta_0(c, k) > 0 \). This follows because for \( \alpha \geq 1 - \delta \) we have \( \zeta_2 = \delta \), while for \( \alpha \in (1/2, 1 - \delta) \) we have \( \zeta_2(\alpha) = \zeta_1(\bar{\alpha}) \), which by Claims \( \ref{claim:12} \), \( \ref{claim:14} \) is variously of order \( \Theta(\bar{\alpha}^{1/2}) \) or \( \Theta(\bar{\alpha}) \), and in either case bounded away from 0 since \( \bar{\alpha} \geq \delta \).

This completes the claims used in proving Lemma \( \ref{lemma:10} \).

6. More precise threshold behavior

With relatively little additional work, we can prove the prove the finer-grained threshold behavior given by Theorem \( \ref{thm:2} \).

**Proof of Theorem** \( \ref{thm:2} \) By a standard and general argument we may assume that \( m/n \) has a limit. We reason contrapositively. If there is a sequence of \( m \) and \( n \) for which the desired probability fails to approach 1 as claimed, then it has a subsequence for which the probability approaches a value less than 1, it in turn has a sub-subsequence for which \( \lim m/n \) exists, and by hypothesis it satisfies \( 2/k < \lim m/n \leq \infty \). That is, if there is a counterexample, then there is one in which \( m/n \) has a limit. The case \( \lim m/n \neq 1 \) was already treated by Theorem \( \ref{thm:1} \) so we assume henceforth that \( \lim m/n = 1 \).

The unsatisfiable part is immediate from Remark \( \ref{rem:3} \). For satisfiability, we begin with \( k \geq 4 \) and treat \( k = 3 \) at the end.

**Case** \( k \geq 4 \). Claims \( \ref{claim:12} \) and \( \ref{claim:13} \) already treat \( m/n = c \) in a closed interval including 1. So does Claim \( \ref{claim:15} \) in its treatment of \( \alpha \) near 1 and the symmetry argument elsewhere, contingent upon Claim \( \ref{claim:14} \). Claim \( \ref{claim:14} \) also allows \( c = 1 \) except in the case addressed by \( \ref{ineq:45} \), so we need only treat this case.

For \( n \) sufficiently large we will have \( c \in [0.99, 1] \), thus \( \lambda = \psi^{-1}(ck) > 3.5 \) and, for \( x \leq x_0 = 0.4514 \) as before, \( R(\lambda, x) \leq R(3.5, x_0) < 0.4 \). Using this to re-treat \( \ref{ineq:45} \),
\[
H_k(\alpha, \zeta; c) \leq -c \ln \left( \frac{x^2 + 2}{4} \right) + \ln \left( \frac{x^2 + 2}{4} \right) - \ln \left( \frac{x^2 + 2}{4} \right) + \ln \left( \frac{1}{2} + \frac{1}{2} \cdot 0.4 \cdot x^2 \right) = (1 - c) \ln \left( \frac{x^2 + 2}{4} \right) + \ln \left( \frac{0.8x^2 + 2}{x^2 + 2} \right)
\]
Comparing with (29), note the leading $1/\sqrt{\nu}$. However, a quick look at the blocks application of the binomial theorem. However, a quick look at the

We will also need bounds on $a(\ell, \nu)$ and $E[Y_{m,n}^{(\ell)}]$ better than those in (29) and (34). Reasoning as for (30), from (27) we have

$$a(\ell, \nu) = \frac{(k\ell)!}{2\pi} \int_{z=\zeta e^{i\theta}} (\cosh z - 1)^{\nu} \, dz \leq \frac{(k\ell)!}{2\pi} \int_{-\pi}^{\pi} \frac{1}{z^{1/2}} \left| \frac{\cosh z_1 e^{i\theta} - 1}{\cosh z_1 - 1} \right|^\nu \, d\theta.$$

Substituting $z_1 e^{i\theta} = x + iy$, i.e., $y = z_1 \sin(\theta)$ and $x = z_1 \cos(\theta) = \sqrt{z_1^2 - y^2}$,

$$|\cosh z_1 e^{i\theta} - 1| = \cosh \left( \sqrt{z_1^2 - y^2} \right) - \cos(y), \quad \text{and}$$

$$\frac{d}{dy} |\cosh z_1 e^{i\theta} - 1| = -\frac{\sinh\left( \sqrt{z_1^2 - y^2} \right)}{\sqrt{z_1^2 - y^2}} y + \sin(y) \leq -\left[ 1 + \frac{1}{6}(z_1^2 - y^2) \right] y + y,$$

using $\sinh(x)/x \geq 1 + \frac{1}{6}x^2$, and $\sin(y) \leq y$ for $y \geq 0$. This gives

$$|\cosh z_1 e^{i\theta} - 1| = (\cosh z_1 - 1) \leq -\frac{1}{6} \int_0^{z_1 \sin \theta} (z_1^2 - y^2) y \, dy$$

$$= -\frac{1}{6} \left( \frac{z_1^2 - 1}{2} - \frac{y^2}{4} \right) \bigg|_{y=0}^{\frac{z_1 \sin \theta}{y}} \leq -\frac{1}{6} \frac{z_1^4 \sin^2(\theta)}{y^2}.$$

Immediately,

$$\ln \frac{\cosh z_1 e^{i\theta} - 1}{\cosh z_1 - 1} \leq \ln \left( 1 - \frac{1}{6} \frac{z_1^4 \sin^2(\theta)}{\cosh z_1 - 1} \right) \leq -\frac{1}{6} \frac{z_1^4 \sin^2(\theta)}{\cosh z_1 - 1} = -\Theta(\theta^2),$$

since $z_1 = \Theta(1)$ and $0.63 \theta \leq \sin(\theta) \leq \theta$ for $\theta \in [0, \pi/2]$. From (49), then,

$$a(\ell, \nu) = O(1) \frac{(k\ell)!}{\nu^{\nu/2}} \frac{(\cosh z_1 - 1)^{\nu}}{z_1^{1/2}} \int_0^{\pi/2} \exp \left( -\nu \Omega(\theta^2) \right) \, d\theta$$

$$= O(1) \frac{1}{\nu^{\nu/2}} \frac{(k\ell)!}{\nu^{\nu/2}} \frac{(\cosh z_1 - 1)^{\nu}}{z_1^{1/2}}.$$

Comparing with (29), note the leading $1/\sqrt{\nu}$. (There is also a new factor $1/z_1$, but this is $\Theta(1)$.)

This immediately gives an analog to (32), namely

$$p(\ell, \nu) \leq O(1) \sqrt{\frac{\lambda}{\nu z_1^{2k}}} \frac{\lambda^{km}}{(k\ell)^{1/2}} \frac{(e^{z_1 \cosh z_1 - 1})^{\nu} f(z_1)^{n-\nu}}{f(\lambda)^n}.$$

We would like to sum $^{(\nu)}$ times this bound as in (33), but the leading $1/\sqrt{\nu}$ blocks application of the binomial theorem. However, a quick look at the
ratio of consecutive terms,
\[
\sqrt{\frac{\nu}{\nu + 1}} \cdot \frac{n - \nu}{\nu + 1} \cdot \frac{e^{\nu z} (\cosh z_1 - 1)}{f(z_2)},
\]
shows that the maximum occurs where the ratio is 1, at some \( \nu_0 = \Theta(n) \), and that terms before \( \nu_0/2 \) are exponentially smaller than the maximum. Discarding these terms (which have negligible contribution to the sum) in the remaining terms we may replace the \( 1/\sqrt{\nu} \) by \( 1/\sqrt{n} \) (after which we may add back the early terms with the same substitution). We then apply the binomial theorem to get an analog of (34) but smaller by \( 1/\sqrt{n} \). The same simplifications as for (34) then yield

\[
\mathbb{E}[Y^{(\ell)}_{m,n}] \leq O(1) \frac{1}{\sqrt{n}} \exp[nH_k(\alpha, \zeta; c)], \quad \text{for any } \zeta > 0 \text{ with } \zeta = \Theta(1).
\]

Returning to (18), the contribution of values \( x \in [0, 0.4514] \) (that is, \( \ell \in [0.2743n, n/2] \)) to the unsatisfiability probability is

\[
\sum \mathbb{E}[Y^{(\ell)}_{m,n}] \leq \sum O\left(\frac{1}{\sqrt{n}}\right) \exp(nH_k(\alpha, \zeta; c)) \\
\leq O\left(\frac{1}{\sqrt{n}}\right) \sum \exp(-0.59n(1 - c) - \frac{1}{15} x^2 n) \\
= O\left(\frac{1}{\sqrt{n}}\right) \exp(0.59 w(n)) \sum \exp(-\frac{1}{15} x^2 n) \\
= O\left(\frac{1}{\sqrt{n}}\right) \exp(-0.59 w(n)) O(\sqrt{n}) \\
= \exp(-0.59w(n)) \to 0,
\]

since by hypothesis \( w(n) \to \infty \). Adding the contributions to the unsatisfiability probability from other values of \( \ell \), notably \( \ell = 2 \), the probability that the formula is unsatisfiable is \( O(m^{-(k-2)} + \exp(-0.59 w(n))) \).

**Case k = 3.** We apply similar reasoning. Since \( 3 > 1 \), values \( \alpha \in (0, 0.099) \) are covered by Claim 12.

For \( \alpha \in [0.099, 0.4] \), at multiples of 0.001 we explicitly find values \( \zeta_1, \zeta_2 \) (again, multiples of 0.001) minimizing \( H_k(\alpha, \zeta; c) \); for example \( \alpha = 0.3 \) yields \( \zeta = (0.360, 0.667) \). Using interval arithmetic, we verify that the same \( \zeta \) value yields negative values of \( H_k(\alpha, \zeta; c) \) for all values of \( \alpha \) between the chosen one and the next (here, \( \alpha \in [0.300, 0.301] \)), simply by looking at the extreme values of the possible results in each component calculation for \( H_k(\alpha, \zeta; c) \) (see (21)). Since \( c \) may be assumed to be arbitrarily close to 1, allowing for some (sufficiently small) range of \( c \) requires no further checking. This proves that \( H_k(\alpha, \zeta; c) \leq -0.002 \) on \( \alpha \in [0.099, 0.400] \), for all \( c \) in a sufficiently narrow range about 1.

For \( \alpha \in [0.4, \frac{1}{2}] \) we follow the same approach as before. This range equates to \( x \in [0, 0.2] \). Here, \( \psi^{-1}(3) > 2.149 \) gives \( R(\lambda, x) \leq R(2.149, 0.2) \leq 0.495 \),
which is good enough to yield an equivalent of (48) albeit with a constant smaller than \( \frac{1}{15} \).

Values \( \alpha > 1/2 \) are treated by Claim 15 just as before. \( \square \)

7. Satisfiability threshold for unconstrained \( k \)-XORSAT

If a variable appears in at most one equation, then deleting that variable, along with the corresponding equation if any, yields a linear system that, clearly, is solvable if and only if the original system was. Stop this process when each variable appears in at least two equations, or when the system is empty. Dubois and Mandler analyzed unconstrained 3-XORSAT by analyzing this process, which ends with a (possibly empty) constrained 3-XORSAT instance.

Regarding each variable as a vertex and each equation as a hyperedge on its \( k \) variables yields the \( k \)-uniform “constraint hypergraph” underlying a \( k \)-XORSAT instance. The process described simply restricts the instance to the 2-core of its hypergraph. The analysis by Dubois and Mandler for 3-XORSAT is easily generalized to \( k \)-XORSAT using the (later) analyses of the 2-core of a random \( k \)-uniform hypergraph, and we take this approach.

It is well known that the 2-core of a uniformly random \( k \)-uniform hypergraph is, conditioned on its size and order, uniformly random among all such \( k \)-uniform hypergraphs with minimum degree 2. (One short and simple proof is identical to that for conditioning on the core’s degree sequence in [22, Claim 1].) Also, the “core” of a random \( k \)-XORSAT instance is an instance uniformly random on its underlying hypergraph: the (uniform) hypergraph core determines the core \( A \) matrix, while the core \( b \) is simply the restriction of its uniformly random initial value to the surviving rows of \( A \), a process oblivious to \( b \).

Thus, satisfiability of a random unconstrained instance hinges on the edges-to-vertices ratio of the core of its constraint hypergraph.

Recall the definition of \( \lambda \) from (2).

**Theorem 16.** Let \( Ax = b \) be a uniformly random unconstrained uniform random \( k \)-XORSAT system with \( m \) equations and \( n \) variables. Suppose that \( k \geq 3 \) and \( m/n \to \infty \) with \( \lim m/n = c \). Define

\[
g_k(x) := \frac{x}{k(1-e^{-x})^{k-1}}.
\]

With \( c_k^* = g_k(\lambda(k)) \), if \( c < c_k^* \) then \( Ax = b \) is almost surely satisfiable, and if \( c > c_k^* \) then \( Ax = b \) is almost surely unsatisfiable.

**Proof.** We treat \( k \) as fixed. Restricting consideration to \( x > 0 \), from Molloy [22, proof of Lemma 4], \( g_k(x) \) has a unique minimum \( \hat{c} \), with \( g_k(x) = c \) having no solutions for any \( c < \hat{c} \), and two solutions for any \( c > \hat{c} \). Simple calculus confirms that for \( k \geq 3 \), \( g_k \) is unimodal (indeed, convex).

Let \( H \) be a random \( k \)-uniform hypergraph with \( m \) edges and \( n \) vertices. Molloy [22, Theorem 1] shows that if \( \lim m/n < \hat{c} \) then the 2-core is almost
surely empty, while if \( \lim m/n = c > \hat{c} \), then with \( \mu \) the larger solution of \( g_k(\mu) = c \), the order \( N \) and size \( M \) of the 2-core almost surely satisfy

\[
N = n \frac{e^\mu - 1 - \mu}{e^\mu} + o(n), \quad M = n \frac{\mu(e^\mu - 1)}{ke^\mu} + o(n);
\]

see also Achlioptas and Molloy [1] Proposition 30. It follows for the core that, almost surely,

\[
(50) \quad \frac{M}{N} = \frac{\mu(e^\mu - 1)}{k(e^\mu - 1 - \mu)} + o(1) = \frac{1}{k} \psi(\mu) + o(1).
\]

Define \( \mu^* = \lambda(k) \) so that \( \psi(\mu^*) = k \); remember from [2] that for \( k > 2 \) this is well defined, with \( \mu^* > 0 \). We claim that \( \mu^* \) is the larger of the two values of \( \mu \) for which \( g_k(\mu) = g_k(\mu^*) \). Given that \( g_k \) is unimodal, this is true iff \( g_k'(\mu^*) > 0 \). Now,

\[
g_k'(\mu^*) = \frac{1 + e^{-\mu^*}(\mu^* - \mu^*k - 1)}{k(1 + e^{-\mu^*})^k}.
\]

Focusing on the numerator, multiplying through by \( e^{\mu^*} \), and replacing \( k = \psi(\mu^*) \), this means showing that

\[
e^{\mu^*} + \mu^* - 1 - \mu^* \left( \frac{\mu^* (e^{\mu^*} - 1 - \mu^*)}{e^{\mu^*} - 1} \right) > 0.
\]

Multiplying the expression by \( e^{\mu^*} - 1 \) gives

\[
(e^{\mu^*} + \mu^* - 1)(e^{\mu^*} - 1) - \mu^2(e^{\mu^*} - 1 - \mu^*) = (e^{\mu^*} - 1 - \mu^* - \frac{1}{2} \mu^2)^2 + 3(e^{\mu^*} - 1 - \frac{3}{4} \mu^* - \frac{12}{12} \mu^3) > 0
\]

as desired. The inequality is immediate from the Taylor series for \( e^{\mu^*} \), as \( \mu^* > 0 \).

Let \( c_k^* = g_k(\mu^*) \). Because \( \mu^* \) is the larger of the two values \( \mu \) for which \( g_k(\mu) = g_k(\mu^*) \), we may apply (50), concluding that a random \( k \)-uniform hypergraph with \( \lim m/n = c_k^* = g_k(\mu^*) \) has a core where, almost surely, \( M/N = \frac{1}{k} \psi(\mu^*) + o(1) = 1 + o(1) \).

For any \( c > c_k^* \), the larger solution \( \mu \) of \( g_k(\mu) = c \) has \( \mu > \mu^* \) (by the unimodality of \( g_k \)), and \( \psi(\mu) > \psi(\mu^*) = k \) (by Remark 6). Thus, a random \( k \)-uniform hypergraph with \( \lim m/n = c > c_k^* \) has a core where, almost surely, \( M/N = \frac{1}{k} \psi(\mu) + o(1) > 1 \). By this section’s introductory remarks it follows that a random \( k \)-XORSAT instance with \( \lim m/n = c > c_k^* \) reduces to a random constrained \( k \)-XORSAT instance with \( M/N \) converging in probability to a value greater than 1, the reduced instance is almost surely unsatisfiable, and thus so is the original instance.

By the same token, if \( c < c_k^* \) then either \( g_k(\mu) = c \) has no solution (if \( c < \hat{c} \)), or its larger solution has \( \mu < \mu^* \) and \( \psi(\mu) < \psi(\mu^*) = k \). Thus, a random \( k \)-XORSAT instance with \( \lim m/n = c < c_k^* \) reduces to a constrained \( k \)-XORSAT instance that either is almost surely empty (and trivially satisfied), or has \( M/N \) converging in probability to a value less then 1, and thus is
almost surely satisfiable by Theorem 1. Thus the original instance is almost surely satisfiable. □
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