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Abstract. We propose a method for building a spoken-language text corpus for a spoken-language system. Conventional methods to build a new corpus include transcribing recorded conversations, collecting text from existing documents, or writing original texts. However, these often have difficulties, such as insufficient corpus size and low cost-effectiveness, when preparing the text data in the applied system’s domain. To address these issues, we have developed a method that uses “germ dialogs,” which are short-scripted dialogs that enable writers to continue or replace them in a logical sequence that sounds natural. This enables the corpus size to be proliferated in a cost-effective manner. Our results show that the proposed method can be used to create higher degree of adequateness for the system’s domain than conventional methods. The text data collected for the proposed method are used to generate a language model for our speech translation system between English and Japanese.

1. Introduction
A text corpus plays a crucial role in many spoken-language applications, such as speech translation and statistical natural language processing. The system’s accuracy often depends on whether we can accumulate a large amount and wide variety of text data containing frequent or domain-specific linguistic expressions. However, there are fewer existing spoken-language corpora than there are written-language corpora. To make matters much more difficult, spoken-language corpora specific to the systems’ domain is often unlikely to even exist. For these reasons, we must make an effort to build a spoken-language corpus in the system’s domain. Conventionally, a spoken-language corpus has been built using the following four methods:

(a) Collecting text from existing documents:
The text related to the system’s domain is copied from existing documents. Electronic data can be also used in some cases.

(b) Transcribing recorded dialogs (Hirschman, 1992; Heeman & Allen, 1995; Takezawa, 1999; Allwood et al., 2000):
A scripted, situational dialog is recorded. Then, the recorded dialogs are transcribed.

(c) Storing keyboard chats (Kikui et al., 2003):
Two participants chat through their keyboard terminals according to preferences or interests. The chat logs are stored as text data.

(d) Writing imaginatively (Hirasawa et al., 2004):
Given specific conversational scenarios, writers imagine the following scenes and then create sentences that are likely to be uttered.

If we can find a lot of text related to the system’s domain, (a) is the most suitable method. However, most of the time very little text exists. Additionally, copyright problems can arise. To avoid these problems, method (b) or (c) is usually used. Method (b) approximates the scenes to which the system will be actually applied and produces good quality text. For example, the CALLHOME corpus from the Linguistic Data Consortium was constructed using this approach (CALLHOME, 1996). However, using method (b) the quantity is apt to be small because it requires at least two people, and it takes a large amount of labour to build a large corpus. Method (c) has the same problem.

In contrast to these methods, method (d) reduces the cost of construction. We can create bigger volumes of text using method (d) or a compromise between (c) and (d), in which just
one person imaginatively writes chat texts. However, it is difficult to persistently create the variety of expressions available in either method because only one person has a limited imagination.

Although combining paraphrases of fragmentary linguistic expressions can create a lot of example sentences in a single sitting, such texts do not accurately reflect the statistics of linguistic phenomena. Moreover, in natural conversation we cannot prepare all scenes in advance.

To overcome the problems of conventional methods, we propose a method for easily proliferating conversation texts that can reduce costs by providing writers with “germ dialogs”. The germ dialogs are short scripted dialogs that enable the writers to easily imagine a follow-up dialog. This method is an improvement over the creative writing method (d).

The remaining part of the paper is organized as follows. Section 2 explains the method of deriving text from germ dialogs. Section 3 describes the corpus built by the proposed method. Section 4 presents evaluations of the proposed method, based on language models made from prepared corpora. Section 5 will describe our conclusions.

2. Deriving Text from Germ Dialogs

In our approach, new dialog texts are derived from the germ dialogs, which can be prepared by creative writing or spoken dialog transcription in conventional methods and by taking excerpts from published conversation books. Because the size of derived texts is assumed to be much larger than that of germ dialogs, we can exclude germ dialogs from the corpus, thus avoiding the copyright issue, even if the excerpt is taken from copyrighted materials. The germ dialogs set the conversation scenes and make it easier to create sentences than to imagine them. Moreover, they control the consistency of the topics and style set by each germ dialog.

We derive text from germ dialogs by applying such techniques as “retrace”, “fill-in”, “replacement”, and “follow-on”. Figure 1 illustrates the text derivation from a germ dialog between two speakers, A and B. “A1” means the first utterance of speaker A, and the number denotes the utterance order.

Retrace:

Writers create all the possible dialogs arising from the germ dialog.

Fill-in:

Some utterances in a germ dialog are left blank intentionally. The writer fills in the blanks with as many reasonable expressions as they can imagine in a given context.

Replacement:

Some utterances in a germ dialog are replaced with new utterances produced by writers. The new utterances may have the same meaning as the originals, or they may be paraphrased or even have a different meaning than the original.

Follow-on:

This technique is an easier way to expand the dialog corpora without losing naturalness, as compared with above three techniques. Additionally, it can be positioned as the main part of the proposed text derivation method.

Writers are asked to create two or more possible utterances that might reasonably follow the germ dialogs. Then, two or more responses are also created for each possible utterance. For instance, one utterance may yield two utterances in response: these two draw two responses each, or four sentences in all, and so on. In this way the dialog grows exponentially.

In addition to the possible utterances, the number of dialog turns is a direct factor in determining how much the corpus size can be expanded. However, we consider that the follow-on dialogs should be limited to three or four turns, because more turns might dilute the germ dialog.
Figure 1: Text Derivation from a Germ Dialog
3. Building a Conversation Corpus

We used the proposed method to build a conversation corpus in English and Japanese. We selected fifty germ dialogs from each language from published books, including daily conversations about various topics, such as weather, health, travel, movies, and so on. The length of the germ dialogs was two or three dialog turns, which was enough to imagine the conversational situation clearly. Ten writers were then asked to create utterances from each of the fifty germ dialogs in their native language through the “retrace”, “fill-in”, “replacement”, and “follow-on” techniques as follows. The numbers below are the same in English and Japanese.

**Retrace:** One dialog consisting of two turns (four utterances) was created for each germ dialog by each writer. The total number of utterances was 2,000; (50 germs * 1 dialog * 4 utterances * 10 people).

**Fill-in:** Two utterance blanks for each germ dialog were filled in with two possible utterances, selected by each writer. The total number of utterances was 2,000; (50 germs * 2 blanks * 2 utterances * 10 people).

**Replacement:** One utterance was replaced with three possible utterances for each germ dialog by each writer. The total number of utterances was 1,500; (50 germs * 1 utterance * 3 replacements * 10 people).

**Follow-on:** Each writer followed through two turns, using binary branching for each germ dialog. The total number of utterances was 15,000; (50 germs * (2 + 4 + 8 + 16) utterances * 10 people).

Thus, 20,500 utterances (2,000 + 2,000 + 1,500 + 15,000) were created from 50 germ dialogs, and this was about one hundred times the total utterances of the 50 germ dialogs, each of which consisted of about four utterances.

Some utterances created consisted of two or more sentences. For example, 15,000 Japanese utterances created using “follow-on” resulted in 18,059 Japanese sentences.

4. Evaluation

We applied the corpus built using our method to provide a speech translation system using the domain’s statistical language model, where the possibility of word transition was statistically calculated for speech recognition, parsing and so on. To verify the cost effectiveness of our method, we evaluated a Japanese language model generated from the corpus by comparing the proposed method with a conventional method (c). We also compared the quality of the corpus built by the proposed method with that of an existing corpus, CALLHOME, created using method (b).

During our evaluation, we compared the costs according to the work load differences required to build the same amount of text, using the same number of skilled staff. We measured the adequateness to the domain by comparing the coverage and perplexity of the language model. These were based on the idea that the wider coverage is and the lower perplexity is, the better the quality of the corpus becomes. Our statistical language models were generated from word trigrams calculated from the corpora. Coverage and perplexity are often used as indices of statistical language models in research areas, such as speech recognition.

4.1. Comparison with Keyboard Chats

As a conventional method, we built the corpus from keyboard chats; method (c) in Section 1. Two people were asked to have a keyboard chat about a specific topic. They were also asked to type texts as if they were actually speaking. Using this method, we collected 1,464 Japanese utterances or 2,753 sentences. To evaluate the proposed and conventional methods under the same conditions, we randomly extracted 2,753 sentences from the corpus built using our new “follow-on” method.

As an evaluation corpus for actual spoken dialogs, we chose CALLHOME Japanese transcripts (LDC96T18) that are available for general use; that is, the comparisons were between the proposed method & CALLHOME and keyboard chat storage & CALLHOME. We extracted 25,822 sentences from CALLHOME corpus, which were then ‘pruned’ by removing their tagging information. The coverage and perplexity of the two language models was calculated for this evaluation corpus. The perplexity values of the two methods were calculated for a 5,893-word vocabulary set, which was constructed by merging the text vocabularies built from the two methods.
Our experimental results are shown in Table 1. The relative costs are defined here as the workload ratio to the workload of collecting 2,753 sentences using the proposed method. (So the relative cost, or the work-load ratio of the proposed method is 1.) In Table 1, our method clearly shows a higher degree of adequateness for the system’s domain, with higher coverage and lower perplexity than conventional methods. The keyboard chat storage cost about four or five times more than the proposed because method (c) requires at least two people at the same time, while just one person can work on the proposed method. This result means that the proposed method can create a better quality conversation corpus faster than conventional methods using the same amount of money. That is why the proposed method of using germ dialogs is cost-effective for collecting dialog texts. In addition, the dialog texts derived from the germ dialogs were subjectively evaluated as being as natural as spoken dialogs.

The CALLHOME corpus includes many coarse or slang expressions while the two evaluated corpora include many well-formed or polite expressions. These differences in expression styles seem to have caused relatively high perplexity values.

4.2. Comparison with an Existing Corpus

We also evaluated the proposed “follow-on” method by comparing it with conventional method (a) in Section 1, which uses CALLHOME Japanese transcripts. In this evaluation, 400 sentences, which were randomly extracted from keyboard chat texts, were used as an evaluation corpus. A vocabulary of 18,607 words was created by merging vocabularies taken from both methods in the texts. As shown in Table 2, both the perplexity and the coverage of the proposed method are much better than those of the existing CALLHOME corpus, although method (a) costs less money.

5. Concluding Remarks

This paper describes a method for effectively building a conversation corpus using text from dialogs based on germs and developed by writers. To improve the cost effectiveness, the initial dialogs were provided to the writers as “germ dialogs.” Therefore, they could easily imagine the dialog that follows logically from the germ dialogs. Our method will enable us to build the corpus cost-effectively. Our results showed that the proposed method can produce a high degree of adequateness for the system’s domain more cost-effectively than conventional methods.

The text data collected using the proposed method can now be used to generate a language model for speech translation systems for goal-oriented communication between English and Japanese (Asanoma et al., 2004; Kataoka et al., 2004). We are planning to apply our speech translation system to daily conversation using the corpus built using our method. We also believe that the data can be used for statistical parsing
or machine translation.

The quality of the corpus built by the proposed method depends on the quality of the germ dialogs. Therefore, one of our future projects will be to decide how features in the germ dialogs can be used to create a better corpus.
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