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Abstract. The analysis of the dynamics on complex networks is closely connected to structural features of the networks. Features like, for instance, graph-cores and node degrees have been studied ubiquitously. Here we introduce the D-spectrum of a network, a novel new framework that is based on a collection of nested chains of subgraphs within the network. Graph-cores and node degrees are merely from two particular such chains of the D-spectrum. Each chain gives rise to a ranking of nodes and, for a fixed node, the collection of these ranks provides us with the D-spectrum of the node. Besides a node deletion algorithm, we discover a connection between the D-spectrum of a network and some fixed points of certain graph dynamical systems (MC systems) on the network. Using the D-spectrum we identify nodes of similar spreading power in the susceptible-infectious-recovered (SIR) model on a collection of real world networks as a quick application. We then discuss our results and conclude that D-spectra represent a meaningful augmentation of graph-cores and node degrees.
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1 Introduction

Structural properties of complex networks are of central importance for understanding the formation principles of said networks and dynamics associated to them. Various network features have been studied, such as node-degree [1, 2], path distance [3, 4], k-core decomposition [5, 6, 7], motif identification [8] and community identification [9, 10]. Spreading dynamics on networks, such as, for instance, information diffusion, knowledge dissemination, disease spreading, etc. [11, 12, 13, 14, 15, 16, 17] is ubiquitous and has been studied extensively. In the analysis particular focus has been put on the identification of nodes, that are the most effective spreaders [18, 19, 20, 21, 22]. Their localization is of key relevance for designing strategies to decelerate or stop the spread, for instance in infectious disease outbreaks, or accelerate the process as is in the case of knowledge dissemination.
At first glance, the most connected nodes (hubs) seem to be natural candidates for being “good” spreaders. However, Kitsak et al. [23] argue that the “location” of a node is more important than its degree, where said location is characterized by its core number [24]. These two perspectives differ significantly in that degree is a local feature while graph-cores are (potentially) extended subgraphs. Recently, h-index families were proposed as a measure, and it was shown that h-index outperforms both, degree as well as core-based measures in several cases [25]. In addition, discussion of an integration of node degree, h-index as well as core number was presented there; a line of thought that can also be found implicitly in an earlier work of Montresor, Pellegrini and Miorandi [26].

In this paper we present a completely new framework of characterizing network structure by introducing D-spectrum of a network. As a consequence, we obtain D-spectra of nodes which integrates node degrees and core numbers as endpoints of a sequence which represent a transition from local to global information. We present two methods to derive the D-spectra of nodes for a given network. The first is a node deletion algorithm while the second is facilitated by computing fixed points of specific graph dynamical systems on the network which we call MC systems.

As a quick application aiming at showing the potential practical value of the new framework, we then employ the D-spectra of nodes in order to characterize node similarity in the context of the susceptible-infectious-recovered (SIR) model. We evaluate our approach based on the data from five distinct networks and observe that D-spectra represent a meaningful augmentation of graph-cores and node degrees. In the following we shall use the notions of graph and network interchangeably, as well as those of node and vertex.

2 D-spectrum

In this section, we present the framework of D-chains of networks, the theory on MC systems, and their connection.

2.1 D-chains of networks

Suppose $G$ is a graph (without loops and multiple edges for simplicity). We write $H \leq G$ if $H$ is a subgraph of $G$, and write $H < G$ if $H \leq G$ but $H \neq G$.

Let $L: G_0 \geq G_1 \geq G_2 \geq \cdots \geq G_k$ be a chain of nonempty subgraphs of $G$, where $G_0 = G$, and $G_i$ is a vertex-induced subgraph of $G_{i-1}$ for $1 \leq i \leq k$. The chain $L$ is called a D-chain of order $t$ if for any $0 \leq i \leq k$, every vertex $v \in G_i$ has at least $i$ neighbors in $G_j$ where $j = \max\{0, i + t\}$. We call the number $k$ the length of the chain $L$ and denote $|L| = k$. Clearly, each graph $G$ has a D-chain of order $t$ for any non-positive integer $t$, since $G_0 = G$ is a D-chain of order $t$ of length 0.
A D-chain of order \( t \), \( L : G_0 \geq G_1 \geq G_2 \geq \cdots \geq G_k \), is called maximal if (i) there does not exist a D-chain \( L' \) with \( |L'| > k \); and (ii) there does not exist a D-chain \( L' : G'_0 \geq G'_1 \geq G'_2 \geq \cdots \geq G'_k \), where for some \( 1 \leq i \leq k \), \( G_i < G'_i \). For any \( G \) and non-positive integer \( t \), there exists a unique maximal D-chain of order \( t \), because the union of two D-chains of order \( t \) of maximum length is again a D-chain of order \( t \) of the same length (see the Supplementary Information, Proposition C.1). Maximal D-chains are related as follows, where \( G \rightarrow H \) denotes \( H \) being a subgraph of \( G \):

\[
\begin{array}{cccc}
\vdots & \vdots & \vdots \\
\cdots \rightarrow G_{i-1}^t \rightarrow G_i^t \rightarrow G_{i+1}^t \rightarrow \cdots \\
\cdots \rightarrow G_{i-1}^t' \rightarrow G_i^t' \rightarrow G_{i+1}^t' \rightarrow \cdots \\
\cdots \rightarrow G_{i-1}^{t+1} \rightarrow G_i^{t+1} \rightarrow G_{i+1}^{t+1} \rightarrow \cdots \\
\vdots & \vdots & \vdots 
\end{array}
\]

Let \( L : G_0 \geq G_1 \geq G_2 \geq \cdots \geq G_k \) be the maximal D-chain of order \( t \) of \( G \). We next introduce the rank of a node, \( C_i \), by setting \( C_i(v) = i \) if and only if \( v \) is contained in \( G_i \) but not contained in \( G_{i+1} \). Let \( \Delta(G) = \max_{v \in V(G)} \{\deg(v)\} \), where \( V(G) \) denotes the vertex set of \( G \) and \( \deg(v) \) denotes the degree of \( v \). We call the vector \((C_0(v), C_{-1}(v), \ldots, C_{-\Delta(G)}(v))\) the D-spectrum of the vertex \( v \). The collection of all maximal D-chains of \( G \) is called the D-spectrum of \( G \). The D-spectrum includes the chains for \( t = 0 \) and \( t = -\Delta(G) \), which produce the nested sequences of \( k \)-cores and vertex degrees, respectively (see the Supplementary Information).

In Figure 1 we display specific maximal D-chains for a small network, and their embeddings in the latter. We also display the D-spectra of all nodes of the network. The induced rank of a vertex is represented by its color.

### 2.2 The D-spectrum via a deletion algorithm

For fixed \( k > 0 \) and \( t < 0 \), suppose \( i - mt = k \) for some \( m \geq 0 \) and \( 1 \leq i \leq -t \). Given a graph \( G \), we shall show that the following algorithm (Algorithm 1) will give us the maximal D-chain of order \( t \) of \( G \).

Consider the maximal D-chain of order \( t \) of \( G \), \( G_0 \geq G_1 \geq \cdots \geq G_k \geq \cdots \): a vertex is contained in \( G_k \) if at least \( k \) of its neighbors are contained in \( G_{k+t} \), i.e. referencing the vertex degree within \( G_{k+t} \), a predecessor in the chain. This referencing propagates down to \( G_i \), after which we reference vertex degrees within \( G \) itself. Reversing this backtracking,
the following vertex-deletion algorithm constructs the sequence \((G_i, G_{i-t}, \ldots, G_{i-mt} = G_k)\) starting from \(G\) as follows: it first constructs \(G_i\), by deleting any vertices having \(G\)-degree less than \(i\) and then constructs \(G_{i-t} \leq G_i\) by deleting all vertices of \(G_i\)-degree less than \(i-t\) (note \(t < 0\)). This continues inductively until it arrives at \(G_k \leq G_{k+t}, k = m(-t) + i\).

The formal proof is given below.

**Theorem 2.1.** Let \(G_0 \geq G_1 \geq \cdots \geq G_k \geq \cdots\) be the maximal D-chain of order \(t\) of the graph \(G\). Then the graph \(H\) produced by Algorithm 1 equals \(G_k\).

**Proof.** For any \(l > 0\), let \(H_l\) be the graph produced by Algorithm 1 for \(k = l\). Firstly, for any \(1 \leq i \leq -t\), the chain \(L_i: H_0 = G \geq H_i \geq H_{i-t} \geq H_{i-2t} \geq \cdots\) satisfies by the construction of Algorithm 1 that any vertex \(v\) contained in \(H_{i-jt}\) has at least \(i - jt\)

\begin{verbatim}
Algorithm 1
1: \(H \leftarrow G\)
2: \(j \leftarrow 0\)
3: \textbf{while} \(j \leq m\) \textbf{do}
4: \hspace{1em} delete all nodes with degree smaller than \(i - jt\) in \(H\)
5: \hspace{1em} \(H \leftarrow \) the resulting graph
6: \hspace{1em} \(j \leftarrow j + 1\)
7: \textbf{return} \(H\)
\end{verbatim}
neighbors in $H_{i-(j-1)t}$. Secondly, we claim that $L_i$ is maximal: there does not exist a chain $L'_i$: $H'_0 = G \geq H'_i \geq H'_{i-t} \geq H'_{i-2t} \geq \cdots$ satisfying the same degree properties such that $H'_{i-jt} > H_{i-jt}$ for some $j \geq 0$. To see this, suppose this were the case and let $j'$ be the minimal such that $H'_{i-j't} > H_{i-j't}$. Then, there is a vertex $u$ contained in $H'_{i-j't}$ but not $H_{i-j't}$. However, this is impossible, since, by assumption, we have $H'_{i-(j'-1)t} = H_{i-(j'-1)t}$ and the fact that $u$ is deleted from $H_{i-(j'-1)t}$ is tantamount to $u$ having degree less than $i-j't$ in $H_{i-(j'-1)t}$.

Finally, we claim that combining these $-t$ chains, that is, arriving at, $H_0, H_1, H_2, \ldots$, gives us the maximal D-chain of order $t$ of $G$. It only remains to check the nesting property of adjacent graphs in the combined chain. Suppose this is not true. Then there exists a minimum $r$ such that $H_r < H_{r+1}$. Assume $r = i - jt$ whence $r + 1 = (i + 1) - jt$. Note that both chains $L_i$ and $L_{i+1}$ satisfy the degree property and $H_{i-j't} \geq H_{i+1-j't}$ for $0 \leq j' < j$. Thus, the resulting chain obtained by replacing $H_{i-j'}$ with $H_{i+1-j't}$ in $L_i$ still satisfies the degree property, contradicting the maximality just proved. This concludes the proof of Theorem 2.1.

### 2.3 The D-spectrum via fixed points

In this subsection we present a different approach of computing the D-spectrum, namely, as a fixed point of a discrete dynamical system. To this end, let us briefly recapitulate some basic facts about such systems. A discrete dynamical system over a network involves the following ingredients [28, 27, 29, 30, 31, 32]: a network, a local function associated with each node of the network that specifies how the state of the node evolves and an update schedule that reflects when each individual node updates its state. Von Neumann’s cellular automata (CA) are such systems. Given a network and local functions, the system dynamics is concerned with how the system state varies in time. Various classes of dynamical systems have been studied, e.g. linear, sequential systems [33, 34], monotone systems [36, 35], and threshold systems [37]. In particular, in Chen and Reidys [34], a method of computing the Möbius function of a partially ordered set via implementing a discrete dynamical system was discovered. In the following, we shall see another instance of such usage of discrete dynamical systems for providing computation for problems arising from different fields.

Let $G = (V, E)$ be a network with vertex set $V = \{1, 2, \ldots, n\}$ and edges in the set $E$. Suppose each node, $i$, has states contained in a finite set $P$. We associate a function $f_i$, that specifies how the vertex $i$ updates its state, $x_i$. The update entails considering the states of the neighbors of $i$ and $i$ itself as arguments of $f_i$, whence we call $f_i$ the local function at $i$. An infinite sequence $W = W_1W_2 \cdots$, where $W_i \subseteq V$, is called a fair update schedule, if for any $k \geq 1$, and any $1 \leq i \leq n$, there exists $l > k$ such that $i \in W_l$. The system dynamics is being generated if nodes update their states using their respective local functions, following the order specified by a fair update schedule $W$. That is, suppose the initial system state at time $t = 0$ is $x^{(0)}$. For $j > 0$, the system state $x^{(j)}$ at time $t = j$ is obtained by the nodes contained in $W_j$ updating their states by means of their local functions taking as arguments the states of their respective neighbors in $x^{(j-1)}$. 
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The states of the nodes not in \( W \) remain unchanged. We denote this dynamical system by \([G, f, W]\), and we write \([G, f, W]^{(j)}(x)\) for the system state at time \( t = j \) assuming the system has initial state \( x \) at time \( t = 0 \). For a given dynamical system \([G, f, W]\), a system state \( x \) is said to reach a fixed point (or stable state) \( z \) if there exists \( k \geq 0 \) such that for any \( j > k \), we have \([G, f, W]^{(j)}(x) = [G, f, W]^{(k)}(x) = z\).

Suppose there is a linear order ‘\( \leq \)’ on the set \( P \). Let \( P^q = \{(x_1, x_2, \ldots, x_q) \mid x_j \in P, 1 \leq j \leq q\} \). We extend the linear order on \( P \) to a partial order on \( P^q \) as follows: \((x_1, x_2, \ldots, x_q) \leq (y_1, y_2, \ldots, y_q)\) iff for all \( 1 \leq j \leq q, x_j \leq y_j \) in \( P \). A function \( g: P^q \rightarrow P \) is called monotone if for any \( x \leq y \) in \( P^q \), \( g(x) \leq g(y) \) in \( P \). A local function \( f_i: (x_i, x_{k_1}, x_{k_2}, \ldots, x_{k_l}) \mapsto x'_i \) is called contractive if for any argument \((x_i, x_{k_1}, x_{k_2}, \ldots, x_{k_l}) \in P^{k+1}, x'_i \leq x_i \). For example, the Boolean functions ‘AND’ and ‘OR’ on \( P^q = \{0, 1\}^q \) are monotone, under both assumptions that \( 0 < 1 \) and that \( 1 < 0 \). It is also easy to check that if \( f_{v_i} \) is the Boolean function ‘AND’, then it is contractive under the assumption \( 0 < 1 \); while if \( f_{v_i} \) is the Boolean function ‘OR’, then it is contractive under the assumption \( 1 < 0 \). A dynamical system in which local functions are monotone and contractive is called a monotone-contractive (MC) system. A key property of MC systems is the following:

**Theorem 2.2.** For any two fair update schedules \( W \) and \( W' \), a system state \( x \in P^n \) reaches the same fixed point \( z \in P^n \) under the two MC systems \([G, f, W]\) and \([G, f, W']\). In addition, any state \( y \) such that \( z \leq y \leq x \) will reach the fixed point \( z \).

The proof of Theorem 2.2 is given in the Supplementary Information Section D. In addition, since from Theorem 2.2 the exact update schedule does not matter, we will not explicitly specify the update schedule if not necessary in the following.

Now we consider some concrete MC systems (w.r.t. the part we are interested) on \( G \) that have a close connection to the maximal D-chains of \( G \). Suppose each node has \([n] = \{1, 2, \ldots, n\}\) as the set of states. Suppose the local function \( f_v \) at node \( v \) returns the maximum \( k \) such that there are at least \( k \) neighbors of \( v \) having states at least \( k + t \). We call this system the \([t]-\)system on \( G \). Then the maximal D-chain of order \( t \) and node specific spectrum of \( G \) can be computed based on Theorem 2.3.

**Theorem 2.3.** For the \([t]-\)system on \( G \), the state \( x = (\deg(1), \deg(2), \ldots, \deg(n)) \) reaches the stable state \( C^t = (C_{1,t}, C_{2,t}, \ldots, C_{n,t}) \), where

\[
i. \quad C_{i,t} = 0 \text{ for any } 1 \leq i \leq n, \text{ if } t > 0;
\]

\[
ii. \quad C_{i,t} = C_t(i) \text{ for any } 1 \leq i \leq n, \text{ if } t \leq 0. \text{ In particular, if } t \leq -\Delta(G), \quad C_{i,t} = \deg(i) \text{ for any } 1 \leq i \leq n.
\]

In addition, the state \( C^t \) reaches the stable state \( C^{t+1} \) in the \([t + 1]-\)system on \( G \).

**Proof.** From the theory of MC systems developed in the Supplementary Information (see the Supplementary Information Proposition D.1, Proposition D.5), it follows that \( x \) reaches a fixed point. Suppose first, \( t > 0 \) and suppose there exists some \( v \) such that \( C_{v,t} > 0 \). By definition, there is at least one neighbor \( u \) of \( v \) such that \( C_{u,t} \geq C_{v,t} + t > 0 \).
holds. Iterating this argument, the node \( u \) has a neighbor with \( C_i \)-value at least \( C_{u,t} + t \), effectively implying the existence of vertices with unbounded degrees, which is, given the fact that the network is finite, impossible.

Secondly, let \( t \leq 0 \). We shall first prove that the state \( z = (C_t(v_1), \ldots, C_t(v_n)) \) is a fixed point of the \([t]-\)system, i.e. applying the local function \( f_v \) (with parameter \( t \)) to \( z \) will return \( C_t(v) \) for any vertex \( v \). Let \( L: G_0 \geq G_1 \geq \cdots \) be the maximal D-chain of order \( t \) of \( G \). Then, for any vertex \( v \), by definition of \( C_t(v) = i \), \( v \) belongs to \( G_i \) but not to \( G_{i+1} \). This implies the following:

(i) there are at least \( i \) neighbors of \( v \) are contained in \( G_j \) \( (j = \max\{0, i + t\}) \). Note that for any \( u \) among these, we have \( C_t(u) \geq i + t \) by definition. Thus, among the neighbors of \( v \), there are at least \( i \) having values at least \( i + t \) in \( z \). This implies \( f_v(z) \geq i = C_t(v) \);

(ii) there cannot be at least \( i + 1 \) neighbors of \( v \), that are contained in \( G_{j'} \) \( (j = \max\{0, i + 1 + t\}) \), as otherwise, the chain \( G_0 \geq \cdots \geq G_i \geq G_{i+1} \cup \{v\} \geq G_{i+2} \geq \cdots \) gives a D-chain of order \( t \), which contradicts the maximality of \( L \). Hence, among the neighbors of \( v \), there can not be that at least \( i + 1 \) of them with values at least \( i + 1 + t \) in \( z \), whence \( f_v(z) < i + 1 \) holds.

(i) and (ii) establish \( f_v(z) = i = C_t(v) \) and \( z \) is a fixed point.

We proceed with the proof by observing that, in case of \( z = x \), we are done. By construction, we otherwise have \( z < x \). Let \( y \) be the fixed point reached by \( x \). In case of \( y < z \) or \( y \) being incomparable to \( z \), Proposition D.2 (in the Supplementary Information) guarantees that \( z \) cannot be a fixed point, which is a contradiction. Otherwise we have \( z < y \leq x \). In this case there exists a coordinate, which we shall index by \( v \), that satisfies \( y_v > C_t(v) \). Consider the sequence of subgraphs induced by the sequence of sets of vertices \( S^0, S^1, \ldots \) which are inductively defined as follows: (i) \( S^0 = \{v\} \); (ii) for \( r > 0 \), \( S^r = \{u \mid y_u \geq y_w + t, w \in S^{r-1}, \text{ and } u = w \text{ or } u \text{ is a neighbor of } w\} \). Clearly, by construction we have \( S^{r-1} \subseteq S^r \), and by induction \( y_u \geq y_v + rt \) for \( u \in S^r \). If \( y \) is a fixed point, then we have: (a) there are at least \( y_v \) neighbors of \( v \) with values at least \( y_v + t \) in \( y \). These neighbors must be contained in \( S^1 \); (b) for \( r \geq 0 \), any \( w \in S^r \), there are at least \( y_w + t \) neighbors contained in \( S^{r+1} \).

By abuse of notation, we will denote the subgraph induced by the set \( S^r \)-vertices as \( S^r \). From (a), (b) and the fact that \( y_u \geq y_v + rt \) for \( u \in S^r \), we can conclude that for \( r \geq 0 \), any vertex in \( S^r \) has at least \( y_v + rt \) neighbors in \( S^{r+1} \). Then, the chain

\[
\cdots \geq G_{y_v+2t} \cup S^2 \geq G_{y_v+2t+1} \cup S^1 \geq \cdots \geq G_{y_v+t} \cup S^1 \\
\geq G_{y_v+t+1} \cup S^0 \geq \cdots \geq G_{y_v-1} \cup S^0 \geq G_{y_v} \cup S^0 \geq G_{y_v+1} \geq \cdots
\]

is a D-chain of order \( t \) of \( G \), implying \( C_t(v) \geq y_v \), which is a contradiction. Thus \( x \) cannot reach a fixed point \( y \) such that \( z < y \leq x \), whence \( x \) is reaching the fixed point \( z \) as claimed.
In particular, if \( t \leq -\Delta(G) \), we have \( C_t(v) = \deg(v) \), whence \( x \) is a fixed point. Finally, Proposition D.5 (in the Supplementary Information) implies \( C^{t+1} \leq C^t \leq x \). We have just proved that the degree sequence, \( x \), converges to \( C^{t+1} \) in a \([t + 1]\)-system on \( G \). Theorem 2.2 in turn implies that since \( C^{t+1} \leq C^t \), \( C^t \) also converges to \( C^{t+1} \) in the \([t + 1]\)-system. \( \Box \)

Remark. The fact that the state \( C^t \) converges to the stable state \( C^{t+1} \) for the \([t + 1]\)-system on \( G \), as claimed in Theorem 2.3, guarantees essentially the same complexity for computing the D-spectra of all nodes as computing core numbers alone, that is, it is not necessary to start with the degree sequence every time.

3 Application to predicting similarity

Here we shall be interested in analyzing the connection between the D-spectra and the spreading power of nodes in the process such as disease outbreak or information spreading. Specifically, we will be using the SIR model to get the data on infection rates characterizing the spreading power of nodes. To begin with, let us briefly review the SIR model and our simulation setup. The SIR process is a stochastic model for studying the spread of disease within a population. It works as follows: a population is modeled as a network, where each node represents an individual, while links (edges) between nodes represent their interaction relation. Each node can be in either of three states: susceptible (S), infected (I), and recovered (R). During the process, at each step, each infected node may infect each of its susceptible neighbors with a certain probability. At the subsequent step the infected node may become recovered with another probability. Once a node is in the state R, it will never infect other nodes and never become infected again. The process stops when there are no nodes in the state I.

Our SIR simulations are designed as follows: for each respective network, we initialize the process with exactly one node, the infected source, in the state I. We shall assume that
the probability of an infected node becoming recovered in the next time step equals 1 and we assume one fixed transmission probability for all nodes throughout the simulation. For each infected source, we run 1000 simulations and for each of these we compute the ratio between the number of recovered nodes and the total number of nodes in the network. We refer to the average of these ratios as the infection rate of the node.

We execute this for each node in the network, for the nine transmission probabilities \( h \cdot \beta \), where \( h \in \{0.1, 0.5, 1, 1.5, 2, 4, 6, 8, 10\} \) and \( \beta \) being the epidemic threshold value of the network. The epidemic threshold value can be computed as \( \beta = \frac{<k>}{<k^2>-<k>^2} \) \[11, 12\], where \( <k> \) denotes the average node degree of the network and \( <k^2> \) is the average of the squares of the degrees. Accordingly, we obtain for each node nine distinct infection rates.

Kitsak et al. [23] shows that with respect to infection rates, nodes that are contained in the same core are generally more isotropic, than nodes having the same degree. In other words, in order to identify nodes of similar spreading power, core numbers are more suited than vertex degrees. In the following, we compare D-spectrum and core number.

Recall that the D-spectrum of a node is a vector whose coordinates are the ranks of the node in the respective D-chains of order \( t \). As a result, the Euclidian distance between D-spectra is a natural criterion for categorizing (possibly) similar nodes. In order to compare such a categorization to the one derived by restricting to core numbers, i.e. nodes having the same core number being considered similar, we study five real networks and for each network proceed as follows. We partition all nodes by means of the Euclidean distance between their D-spectra into an \textit{a priori} specified number of clusters called D-blocks. (The clusters are derived by calling the standard function FindCluster in Mathematica 10.0.) We also separately group the nodes by their core numbers into clusters that we refer to as C-blocks.

By construction, a D-block may contain nodes from multiple C-blocks and vice versa. A pairwise intersection of C- and D-blocks is called an I-cell. The I-cells provide the underlying grid of Figure 2, (a), (c), (e), where the color of the corresponding I-cell represents the average of the infection rates of the nodes contained in that cell (at the same fixed transmission probability). In Figure 2, (b), (d), (f), in order to quantify the comparison of the partitions of the nodes by D- or C-blocks, first we compute for each C-block the dispersion (variance-to-mean ratio) of infection rates of nodes within said block. Secondly, we compute the dispersion of the infection rates of nodes within each of the I-cells that refine said C-block. These data, provide a local to global picture that quantifies the refinement that D-spectra provide over conventional cores.

The studied five networks are: Email [39], USAir [40], Jazz [41], PB [42], and Router [43], described in detail in the Supplementary Information. For the analysis of the three networks of Figure 2, the transmission probabilities were set to 1.5\( \beta \), where \( \beta \) is their respective epidemic threshold value.
Figure 2: D-spectra versus cores. In (a),(c),(e), rows and columns represent C- and D-blocks, respectively, while the color of each I-cell corresponds to the average of the infection rates of nodes contained in the I-cell at the transmission probability $1.5\beta$. For all networks, the average infection rates in the same D-block (column) are more isotropic than those of the same C-block (row). Figures (b),(d),(f) provide a quantification of the local versus global dispersions: the x-coordinate represents the global dispersion of a given C-block. The $y$-coordinates (gray), for a fixed $x$, correspond to the dispersions for the I-cells that refine the C-block corresponding to $x$. The $y$-coordinate (black) represents the average of the I-cell dispersions for each $x$ fixed.
In the Supplementary Information, we extend the analysis of these networks incorporating the following additional two transmission probabilities: $1/\beta$ and $2/\beta$. The analysis of the additional probabilities shows the robustness of the observation from Figure 2 that the infection rates of nodes having the same core number, are generally more heterogeneous than that of nodes in the same D-spectrum block. See Figure 2 and Figures S1–S13 in the Supplementary Information. Accordingly, node partitions obtained via D-spectra provide a meaningful enhancement over categorizations obtained using conventional cores.

We next qualify the correlation between the spreading power of nodes observed in the SIR process and the D-spectra of nodes. That is, we ask to what extent do nodes, categorized via D-spectra, exhibit isotropic spreading power in the SIR process. To this end, we firstly cluster the nodes according to their spreading power (i.e. the sequences of infection rates at the nine transmission probabilities) and secondly we cluster them w.r.t. their D-spectra. Then we inspect the mutual intersection of these clusters from the two approaches. We find that these two partitions are highly correlated in most cases and the correlation is robust w.r.t. different specified number of clusters: see Figure 3 as well as Figures S14–S18 in the Supplementary Information.

![Figure 3: Partitions induced by D-spectra and spreading power are highly correlated.](image)

In (a), (b), (c), the color of any cell represents the size of the intersection between blocks of the partitions induced by spreading power and D-spectra, respectively. For all networks, we observe that there are only a few distinct cells for any row or column that contain almost all vertices. The extent of this concentration reflects how well D-spectra capture the spreading power of vertices.

4 Discussion

In this paper we develop a theoretical framework based on D-chains of certain levels of a given network. We establish uniqueness of the maximal D-chains and show how to compute all relevant data via a parametric deletion algorithm as well as by computing the fixed point of a particular graph dynamical system, to which we refer as an MC system. The framework itself is not restricted to graphs, and it can be extended to hyper-graphs,
weighted networks, and $k$-truss decompositions \cite{46, 47}. Varying our adaptive parameter $t$ we endow each node of the network with a vector of data called its D-spectrum. Compared to the degree or the core number of a node, both of which appear as particular coordinates in this associated vector, the D-spectrum of the node is a high dimensional object. As such it provides more information about the node and offers more flexibility when it comes to its use as a classifier. This is illustrated by the fact that there are no natural criteria for further classifying nodes with the same degree or core number. The resolution of classification of the nodes of a network is thus \textit{a priori} determined by the number of different degrees or cores respectively. In contrast, the D-spectra are much more refined and thus facilitate the separation of any two nodes, at higher resolution.

We then apply D-spectra to categorize nodes in a network. D-spectra can naturally be partitioned using the Euclidean distance. We then show that D-spectra are a good predictor of node spreading power within the context of SIR dynamics on the network, as well as being by construction a good measure of structural similarity. The latter gives rise to the question to what extent two graphs, exhibiting the same D-spectrum are similar.

The framework presented here is far from being fully explored. This holds for theory as well as applications. For instance, are two networks having the same D-spectrum (instead of a single ranking such as degree or core number) isomorphic? As for applications we restricted our analysis to SIR processes, which are well studied and in which the relevancy of degree and core-number have been established. Since the theme here is to connect network structure with dynamics, it is worth studying other processes such as, voting, information dissemination and processes whose transmissions are mediated by other threshold functions. It can be speculated that, depending on the process, for certain $t$, D-chains of order $t$ are more relevant classifiers than others.
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