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We consider the propagation of breathers along a quantised superfluid vortex. Using the correspondence between the local induction approximation (LIA) and the nonlinear Schrödinger equation, we identify a set of initial conditions corresponding to breather solutions of vortex motion governed by the LIA. These initial conditions, which give rise to a long-wavelength modulational instability, result in the emergence of large amplitude perturbations that are localised in both space and time. The emergent structures on the vortex filament are analogous to loop solitons. Although the breather solutions we study are exact solutions of the LIA equations, we demonstrate through full numerical simulations that their key emergent attributes carry over to vortex dynamics governed by the Biot-Savart law and to quantized vortices described by the Gross-Pitaevskii equation. The breather excitations can lead to self-reconnections, a mechanism that can play an important role within the cross-over range of scales in superfluid turbulence. Moreover, the observation of breather solutions on vortices in a field model suggests that these solutions are expected to arise in a wide range of other physical contexts from classical vortices to cosmological strings.

The prediction of nonlinear wave phenomena such as solitons and breathers in a variety of different contexts has spurred an active search for these types of waves. Solitons, which are solutions of integrable equations, with an infinite number of constants of motion, are of interest since they are localised disturbances transferring energy over large distances. Moreover, solitons retain their shape upon interacting with other solitons thereby ensuring their tendency to persist once formed. It has been shown that solitons are paradigms for studying Tsunamis in the oceans. In superfluids, dark solitons can give rise to quantised vortices through the so-called snake instability, and the interaction of bright solitons has been extensively studied particularly in nonlinear optics. Although soliton solutions do not always exist in higher dimensions, solitary wave disturbances, for example in the form of vortex dipoles or vortex rings in superfluids, can often be found which retain some of the stability properties of their 1D counterparts.

In contrast to solitons, breather solutions of integrable partial differential equations are less studied despite their generic properties in a wide range of nonlinear systems. Breather solutions were first predicted by Kuznetsov and Ma, Akhmediev, and Peregrine as localised disturbances in both space and time. However, they were only observed very recently in. Very soon afterwards, further confirmation came from studies of surface waves and the observation of the Kuznetsov breather was later reported in. In water waves, breathers have been used as paradigms of freak or rogue waves in the oceans.

There exits a very interesting connection between breathers and vortex dynamics that has not been fully explored. It is known that the motion of a vortex filament in the local induction approximation (LIA) can be mapped through the Hasimoto transformation onto the nonlinear Schrödinger equation of the self-focussing type. This connection was exploited to produce solitary waves propagating along highly concentrated vortex cores within a classical turbulent flow. The success of the Hasimoto theory in explaining these observations motivated further work in to study the motion of such solitons on vortices. The Hasimoto loop soliton on a vortex filament was also found to exhibit a striking resemblance to loop like excitations observed on the funnel of a tornado (see photo in). However, given that the loop emerges in a time-dependent manner, the vortex loop on the tornado may actually be an example of a breather rather than a Hasimoto soliton.

Loop-like excitations on quantized vortices are relevant to the study of vortices in superfluids. In fact, uncovering new mechanisms of vortex dynamics is likely to contribute to our understanding of superfluid turbulence, a field which has been vigorously investigated but one that continues to pose major challenges in our understanding at a fundamental and conceptual level. We will, therefore, model the breather solutions on quantised vortices using a hierarchy of different models.

We begin by recalling that a quantized vortex with circulation $\Gamma$ induces a velocity according to the Biot-Savart law given by

$$v(R) = \frac{\Gamma}{4\pi} \int_{C(t)} \frac{(R - r) \times dr}{|R - r|^3},$$

where $R$ is the position vector for any point in the fluid, and the vector $r$ runs along the vortex filament parameterised by the arclength $s$. The integral is evaluated along the curve $C(t)$ that varies with time. This equation shows that the velocity induced on a superfluid vortex depends on the instantaneous configuration of a vortex line where non-local contributions arise from the terms under the integral. To simplify the problem, it can be shown that, at leading order, the vortex velocity depends on the local radius of curvature $R$ and the vortex core radius $a_o$ with

$$\frac{dr}{dt} = \left(\frac{\Gamma}{4\pi}\right) \ln(R/a_o) r' \times r'' = \beta(r' \times r'') = \beta k b,$$

where primes denote differentiation with respect to arclength.
By making use of the Serret-Frenet equations given by \([24]\),

\[
r' = t, \quad t' = \kappa n, \quad n' = \tau b - \kappa t, \quad b' = -\tau n,
\]

respectively by

\[
t \to t, \quad s \to s - 2\tau_o t, \quad \phi \to \phi \exp[i(\tau_o s - \tau_o^2 t)]
\]

\[
t \to \kappa_o^2 t, \quad s \to \kappa_o s, \quad \phi \to \phi \exp(i\kappa_o^2 s/2),
\]

A spatially uniform plane wave solution of Eq. (4) given by

\[
\phi = \kappa_o \exp[i(\kappa_o^2 s/2)],
\]

and corresponding to a vortex ring, then transforms to the solution describing a helical vortex. This is given by \(\phi = \kappa_o \exp[i\tau_o s + i(\kappa_o^2 - \tau_o^2) t]\) where \(\kappa_o, \tau_o\) are constants denoting the curvature and torsion of the unperturbed helical vortex filament, respectively. It follows that the breather solution we seek is given by \([26]\)

\[
\phi_{\text{A}}(s, t) = \kappa_o e^{i(\kappa_o^2 s^2/2 + \tau_o s + i(\kappa_o^2 - \tau_o^2) t)} \times \frac{\cosh(\Omega \kappa_o^2 s^2/4 - 2i\phi) - \cos(\phi) \cos(k_o s/2 - k_t \kappa_o \beta t)}{\cosh(\Omega \kappa_o^2 s^2/4) - \cos(\phi) \cos(k_o s/2 - k_t \kappa_o \beta t)}
\]

\(k = 2\sin(\phi), \quad \Omega = 2\sin(2\phi).\)

To recover the instantaneous shape of the filament, we integrate the Serret-Frenet equations subject to the initial conditions evaluated at some point \((s_{p}(t), n_{p}(t), b_{p}(t))\). The point \(s_{p}\) is chosen to coincide with a point of maximum curvature such that \(dk(s)/ds = 0\). Since the breather solution corresponds to a wave travelling along the filament with speed \(2\tau_o\), we set \(s_{p}(t) = 2\tau_o(t - t_i) + s_{p}(t_i)\) with \(t_i\) denoting an initial time where the breathering mode is asymptotically small.

While this specifies the filament up to an arbitrary orientation, we must also calculate the orientation of the tangent, normal, and binormal vectors at the current time \(t\), given that the orientation of the filament is specified at the initial time \(t_i\). We accomplish this by casting the equations describing the rate of change of these vectors with time at a fixed point \(s\) in the form described by Hasimoto \([13]\). By introducing the variables \(\mathbf{N} = (\mathbf{n} + \mathbf{b}) \exp(i \int \tau_o d\tilde{s})\) and \(\mathbf{\psi} = \kappa \exp(i \int \tau_o d\tilde{s})\), the respective equations of motion are given by

\[
i = \frac{1}{2}(\psi^* \mathbf{N} - \mathbf{\psi}^* \mathbf{N}), \quad \mathbf{N} = \frac{i}{2}(\kappa^2 \mathbf{N} - 2\psi^* \mathbf{t}),
\]

where bars denote complex conjugate quantities and \(\int d\tilde{s}\) denotes integration along arclength.

Since we are interested in the rate of change of these quantities along the point \(s_{p}(t)\), our equations of motion become

\[
\frac{D}{Dt} \begin{pmatrix} \sqrt{2} \mathbf{t} \\ \mathbf{N} \\ \mathbf{N} \end{pmatrix} = \begin{pmatrix} 0 & -\vec{\mathbf{I}} & -\mathbf{I} \\ \mathbf{I} & \vec{\mathbf{I}} & 0 \\ \mathbf{I} & \vec{\mathbf{I}} & \mathbf{0} - \kappa^2 \mathbf{I} \end{pmatrix} \begin{pmatrix} \sqrt{2} \mathbf{t} \\ \mathbf{N} \\ \mathbf{N} \end{pmatrix}
\]

where, \(h(s) = -\left(\psi^* / \sqrt{2} + \sqrt{2} \tau_o \psi\right)\), \(\frac{D}{Dt} = \frac{d}{dt} + 2\tau_o \frac{d}{dr} + i\alpha\), \(\mathbf{0}\) and \(\mathbf{I}\) are \(3 \times 3\) zero and identity matrices, respectively. We have written the governing equations in a form that emphasises their skew-Hermitian structure which arises as a consequence of the underlying symplectic form of the LIA.

An illustration of a breather solution obtained using Eqs. \([6]\) is presented in Fig. 1a which corresponds to \(\kappa_o = r/(r^2 + h^2)\), and \(\tau_o = h/(r^2 + h^2)\) where \(r = 10, h = L/(2\pi n_H)\),
\( n_H = 6 \) and \( L = 128 \) and \( \beta = 4\pi \). These set of parameters correspond to a vortex filament which is helical as \( t \to \pm\infty \). The helical vortex can be represented as

\[
x = x_0 + r \cos \left( \frac{2\pi n_H s}{AL} \right), \quad y = y_0 + r \sin \left( \frac{2\pi n_H s}{AL} \right), \quad z = \frac{s}{A},
\]

where \( A = \left[ 1 + (2\pi n_H/L)^2 r^2 \right]^{1/2} \). Therefore, for the parameters we have chosen, the helical vortex contains 6 waves extending along the \( z \)-direction over an interval of length \( L = 128 \) and with an amplitude, \( r \). This helical vortex approaches the breather solution as \( t \to 0 \) and then relaxes back to the helical vortex as \( t \to \infty \). The breather solution is spatially periodic with a wavenumber of the spatial modulation set by \( k = 4\pi n_B/(L_{\text{sys}}) \) with \( n_B = 4 \) corresponding to the number of breathers that emerge at \( t = 0 \). These parameters are, therefore, closely related to those used in [33] who also provided an explicit expression for a breather of a vortex filament within the LIA.

In Fig. [1a], we show this solution at \( t = -800 \), \( t = 0 \) and \( t = 50 \). We note that large amplitude vortex loops form as \( t \to 0 \) with the vortex undergoing a self-recrossing. However, since the dynamics are governed by the LIA, the different segments of the vortex pass through one another. Nevertheless, these vortex dynamics suggest that these excitations can act as a key mechanism for creating vortex rings in a more realistic model. This in turn provides a channel for transferring energy away from a vortex filament. One of the advantages of the formulation presented in Eqs. (5)-(7) is that it allows direct extension of different breather solutions identified for the NLS equation to the case of vortex filaments.

We will now illustrate that these results apply to vortex dynamics governed by the full Biot-Savart law. For this purpose, we initialized a vortex filament at \( t = -(3200\pi) \) with identical parameters to the ones considered above. For the Biot-Savart simulations, we set \( \Gamma = (4\pi)^2 \) and \( a_0 = 0.91 \). By numerically integrating the Biot-Savart law forward in time using the model described in [33], we observe in Fig. [1b] that the vortex filament recovers the breather type solutions obtained within the LIA. Aside from the difference in speed of propagation of the breathing mode that is seen between the two models, we note that the loops that form on the vortex subsequently lead to a self-reconnection of the vortex and, henceforth, the emission of vortex rings.

The vortex reconnections in the vortex filament model are enforced during the computations. In order to model the vortex evolution, including the effect of reconnections, in a self-consistent way, we illustrate that these solutions persist even in the mean-field models of a superfluid based on the Gross-Pitaevskii (GP) equation. We consider the GP equation written in non-dimensional form as

\[
i \psi_t = -\nabla^2 \psi + |\psi|^2 \psi - \psi \tag{8}
\]

where we have rescaled space and time such that \( x \to x/h, \sqrt{2\mu} \) and \( t \to t/h, \mu \), and \( \mu \) is the chemical potential. In Eq. [9], \( \psi(x, t) \) denotes a non-dimensional macroscopic wavefunction of the condensate with the normalisation condition set to \( \int |\psi|^2 d^3x = V \) where \( V \) is the volume of the system. We performed simulations in a domain of extent \( L_x = L_y = L_z = 128 \) in the \((x, y, z)\) coordinate directions, respectively. A grid of \( 129^2 \times 128 \) points was used with periodic boundary conditions applied along the \( z \)-direction and reflecting boundary conditions in the \( x \) and \( y \)-directions. Our vortex, aligned in the \( z \)-direction, was initialized as in Fig. [1a]. This required specifying the location of the zeros of the wavefunction from the breather solutions given above at \( t = -3200\pi \). The initial condition for the phase of \( \psi \) was then reconstructed by performing a path integral on the velocity field computed from the Biot-Savart law for a corresponding vortex filament. Neumann (reflective) boundary condition were prescribed in the \( x \) and \( y \)-directions with periodic boundary conditions along the \( z \)-direction. By relaxing this initial condition through an imaginary time evolution of the GP equation over a short time interval, the phase winding produced a defect in the density field of the condensate thus generating a topological defect in the form of a quantized vortex with the desired configuration.

Simulations performed with the GP model and corresponding to the case considered in Fig. [1a] are presented in Fig. [1c]. The results clearly show that the breather solutions persist even for these simulations that are based on a mean field description of a superfluid. Indeed, the motion of the quantized superfluid vortices closely follow the evolution obtained from the vortex filament model. Once the instability enters the nonlin-
ear stages of evolution, the vortex lead to self-reconnections which are correctly modeled by the GP equation since it correctly resolves the inner core of the vortex.

The results we have obtained on breathers are expected to be very relevant to our understanding of superfluid turbulence in the ultra-low temperature regime where no normal fluid component is present. Under these conditions, it has been argued in [25,35] that this scenario can be particularly important in describing superfluid turbulence on a range of length scales where the large scale coherent motion of polarized vortices, that is responsible for the classical like Kolmogorov cascade [36-38] and which is produced by the large scale forcing, ceases to be relevant. This, so-called, crossover range of scales, in which the quantized nature of superfluid vortices becomes important, has been the subject of debate in terms of how energy cascades to ever increasing wavenumbers [39,40].

Given the importance of this mechanism to superfluid turbulence, we have considered a second example of a breather solution with a longer vortex. This allows more unstable modes to be captured in the simulations which in turn can lead to more chaotic vortex dynamics that can be important to the self-reconnection scenario in superfluid turbulence. In Fig. 2 we present results of a Biot-Savart simulation corresponding to a breather solution with \( n_g = 12 \) and \( n_H = 17 \), \( L = 1088 \), and \( r = 20 \). The amplitude of the excitations considered here with \( r/2h \sim 0.98 \) is consistent with the scenario depicted in [35] where deposition of energy occurs on scales larger than the self-reconnection driven regime. The resulting vortex dynamics seen in the figure lead to a highly chaotic vortex configuration which ultimately leads to proliferation of vortex rings. We emphasize that in contrast to earlier work where the self-reconnections arise from forcing applied to a vortex filament, our results indicate that the vortex is inherently unstable to the long-wavelength modulational instability which is sufficient to drive reconnections. This is a key observation since the extent of the self-reconnection driven cascade is dependent on the parameter \( \Lambda = \ln(R/a_0) \leq 15 \) for realistic values of \(^4\)He. The mechanism we have identified suggests that, even for such relatively small values of the parameter, the modulational instability we have identified reinforces the scenario of self-recrossings on these scales. Therefore, the generation of vortex loops appears to be an essential mechanism for releasing the excess energy stored in the vortices within the crossover range of scales. Once formed, these vortex loops or rings tend to persist even upon interacting with other vortex lines [41] and so can self-propagate towards the boundaries of the containers where they are absorbed and hence energy is dissipated. The remaining energy can then cascade in the form of Kelvin waves.

In addition to the relevance to superfluid turbulence that we have outlined, perhaps more significant is the fact that these breather solutions persist in field models of topological defects. This suggests that these type of vortex excitations are expected to be relevant to a number of other systems such as cosmic strings and vortons governed by the nonlinear Klein-Gordon equation [24]. The results we have presented are, therefore, of generic importance to our understanding of the dynamics of topological defects in a broad class of physical systems. Another connection arises for the Heisenberg equation of a 1D ferromagnet. In this case, the equation of motion of the spin vector coincides with the equation of motion for the tangent vector of the vortex filament. Furthermore, we point out that the recent experimental techniques developed by [42] on vortex knots may provide a promising means of reproducing the vortex excitations that we have identified under controlled conditions in the laboratory.

The author would like to acknowledge Dr. A.W. Baggley for the many helpful discussions regarding the vortex filament model used in this work.
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