Avoiding local minima in Variational Quantum Algorithms with Neural Networks
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Variational Quantum Algorithms have emerged as a leading paradigm for near-term quantum computation. In such algorithms, a parameterized quantum circuit is controlled via a classical optimization method that seeks to minimize a problem-dependent cost function. Although such algorithms are powerful in principle, the non-convexity of the associated cost landscapes and the prevalence of local minima means that local optimization methods such as gradient descent typically fail to reach good solutions. In this work we suggest a method to improve gradient-based approaches to variational quantum circuit optimization, which involves coupling the output of the quantum circuit to a classical neural network. The effect of this neural network is to perturb the cost landscape as a function of its parameters, so that local minima can be escaped or avoided via a modification to the cost landscape itself. We present two algorithms within this framework and numerically benchmark them on small instances of the Max-Cut optimization problem. We show that the method is able to reach deeper minima and lower cost values than standard gradient descent based approaches. Moreover, our algorithms require essentially the same number of quantum circuit evaluations per optimization step as the standard approach since, unlike the gradient with respect to the circuit, the neural network updates can be estimated in parallel via the backpropagation method. More generally, our approach suggests that relaxing the cost landscape is a fruitful path to improving near-term quantum computing algorithms.

I. INTRODUCTION

The quantum computing community has now entered the so-called Noisy Intermediate-Scale Quantum (NISQ) computing era [1], having access to programmable quantum devices which have on the order of hundreds of non-error-corrected qubits. Although scientists have shown strong evidence of quantum computational supremacy [2, 3] for some class of problems within this paradigm, most of the well-known quantum algorithms [4] for problems of practical interest have necessities that go well beyond the capabilities of NISQ devices. A huge effort has therefore been made in recent years to develop algorithms that can suit the capabilities of NISQ devices.

The majority of such NISQ-ready algorithms fall into the class of variational quantum algorithms [5–9]. In this approach, one defines a problem-dependent cost function that is evaluated on the output of a classically parameterized quantum circuit. These parameters are then updated iteratively via a classical optimization method that interfaces with the quantum circuit and seeks to minimize the cost. Although the method is expected to be powerful in principle, one typically faces the problem of non-convexity in the cost function landscape, whereby local optimization methods such as gradient descent, commonly encounter sub-optimal local minima. If such local optimization methods are to succeed, it is therefore crucial to develop techniques that tackle the problem of local minima in the optimization landscape.

The majority of approaches to this problem keep the cost landscape fixed and incorporate elements such as momentum, adaptive step sizes, and randomization to overcome or escape local minima. In this work we introduce a conceptually different method that involves modifying the cost landscape itself in a controlled manner. This is achieved by coupling a classical neural network to the output of the quantum circuit, which can continuously deform the cost landscape as a function of its weights. The addition of the neural network weights to the problem results in a higher level of parameterization which—as is known to be the case in classical machine learning [10]—can be expected to help in avoiding local minima.

We define two algorithms that take advantage of our architecture. The first acts as a means to escape a local minimum in which a standard variational quantum algorithm has become stuck. The second iteratively optimizes the cost landscape throughout the entire optimization process as a means of evading local minima. In each step of the algorithm, the neural network parameters are updated in parallel by applying the backpropagation method on batches of bit strings that are sampled from a single quantum circuit. This means that the method requires essentially the same number of quantum circuit evaluations as the standard approach per optimization step, since the gradient estimation itself already requires sampling from a number of circuits that scales with the number of quantum circuit parameters [11].

We benchmark our algorithms on instances of the Max-Cut optimization problem [12] via numerical simulations, considering two classes of circuit ansätze. Interestingly, we show that for a simple problem, the cost landscape is modified in such a way that connects local minima of the original landscape to the global minimum of the problem, thus leading to much better solutions. For more complex
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problems, we show that our algorithms improve over the standard approach by finding both deeper minima and lower cost values on average.

The article is structured as follows: in Sec. II we briefly review the basics of Variational Quantum Algorithms and Artificial Neural Networks, and then outline our approach and algorithms. In Sec. III we present the results of our benchmarks and the effect of hyperparameter selection, and discuss possible lines for further research in Sec. IV.

II. METHODS

Our architecture combines variational quantum algorithms and artificial neural networks. In this section we present these two ingredients separately and then discuss how to use them together to solve optimization problems in NISQ devices.

A. Variational quantum circuit optimization

The variational method [13, 14] is one of the most widely used techniques for finding the ground state of a system with a Hamiltonian $H$. The method defines a parameter-dependent quantum state, $|\psi(\theta)\rangle$, and seeks the optimal $\theta^*$ that minimizes the energy of $H$:

$$C(\theta^*) = \min_{\theta} C(\theta) = \min_{\theta} \langle \psi(\theta) | H | \psi(\theta) \rangle. \quad (1)$$

Here $\theta = (\theta_1, \ldots, \theta_P)$ is a list of $P$ real parameters and the function $C(\theta)$ will be referred to as the cost function. From the Rayleigh-Ritz variational principle, a lower bound to Eq. (1) is given by the ground state energy of the system, as the ground state may not be written in terms of the parameter-dependent state $|\psi(\theta)\rangle$.

Variational Quantum Algorithms (VQAs) [15] attempt to solve the optimization problem of Eq. (1) using a quantum-classical hybrid approach. They prepare and measure states $|\psi(\theta)\rangle$ via a parametrized quantum circuit, usually referred to as a variational quantum circuit (VQC). This circuit is described by a unitary transformation $U(\theta)$ that acts on an easy-to-prepapre initial state $|\psi_0\rangle$, where $U(\theta)$ is typically composed as a sequence of unitaries from a predefined gate set that each depend on a single parameter $\theta_i$:

$$|\psi(\theta)\rangle = U(\theta) |\psi_0\rangle = \prod_{i=1}^{P} U_i(\theta_i) |\psi_0\rangle, \quad (2)$$

with $P$ the total number of parameters. In order to find good parameters that minimize the cost, the system is interfaced with a classical optimization method, which controls the preparation of states $|\psi(\theta)\rangle$ and iteratively updates a set of candidate solution parameters for Eq. (1), see Fig. 1 (a).

There exist a large variety of classical optimization methods that could be used in a VQA. In this work, we consider gradient based methods [16, 17], which are currently the most common method in VQAs, although derivative-free methods [6, 18, 19] can also be applied. The standard first order gradient descent method involves stepping the circuit parameters in the opposite direction of the gradient of the cost:

$$\theta_j^{(i+1)} = \theta_j^{(i)} - \eta \frac{\partial C(\theta)}{\partial \theta_j}; \quad (3)$$

where $\theta_j^{(i)}$ is the value of parameter $\theta_j$ at the $i$th iteration of the algorithm, and $\eta$ is a predefined step size. One is thus required to estimate the partial derivatives of the cost function with respect to the circuit parameters. The best known method that achieves this for a wide range of circuit architectures and is suitable to near-term devices is the parameter-shift rule [11, 20]. Here one considers gates of the form $U(\theta_j) = e^{-i \theta_j \gamma}$, where $O$ is an Hermitian operator with at most two unique eigenvalues $\pm r$. The derivative $\partial C(\theta)/\partial \theta_j$ is then found to be equal to

$$\frac{\partial C(\theta)}{\partial \theta_j} = r \left[ \langle \psi_0 | U^\dagger (\theta + e_j) H U (\theta + e_j) | \psi_0 \rangle - \langle \psi_0 | U^\dagger (\theta - e_j) H U (\theta - e_j) | \psi_0 \rangle \right], \quad (4)$$

where $\theta_j \pm e_j = (\theta_1, \ldots, \theta_j \pm \frac{\pi}{2r}, \ldots, \theta_P)$. Thus, the gradient with respect to each parameter is given by the difference between the cost of two parameter-shifted circuits. Note that the cost must be estimated by sampling the quantum circuit $n$ times, where $n$ defines the precision of the estimation. Since each partial derivative requires shifting the parameters differently, the number of circuit evaluations needed to estimate the full gradient to this precision is $2nP$. We note quantum backpropagation algorithms that allow for parallel gradient estimation have been introduced [21], although are less suitable for near term devices since the optimization parameters need to be stored coherently in additional ancilla systems.

B. Artificial neural networks

Artificial Neural Networks are a computational model inspired by the architecture of biological neural connections, where each neuron is connected to other multiple neurons and transmits information in the form of electric pulses. They have been applied successfully to many different problems such as computer vision [22], reinforcement learning [23] and natural language processing [24]. Furthermore, they have been employed to study phenomena in many-body physics, being useful for the study of phase transitions [25], ground state energy minimization [26], and quantum circuit simulation [27]. With respect to VQAs, neural networks have been used for meta-learning the optimization method [28, 29] and searching for solutions to combinatorial optimization problems [30].
A feedforward neural network is a simple and widely used neural network architecture. Such a neural network returns an output vector \( y \) that is the result of a sequence of matrix multiplications and element-wise nonlinear transformations, called activation functions, applied to an input vector \( x \):

\[
y = a^{(L)}(a^{(L-1)}(\cdots (a^{(1)}(W^{(1)}(a^{(0)}(x)))) \cdots)),
\]

(5)

see Fig. 1 (b) for a schematic representation. Here the \( W^{(i)} \) denote the matrices and the \( a^{(i)}(\cdot) \) the activation functions. Common choices of activation function are the Heaviside function (resulting in a perceptron [31, 32] neural network), the sigmoid function or the linear rectifier function (ReLU). In some models one also adds an additional bias vector after each matrix multiplication, but we do not consider this in our work. From hereon we focus on the simplest model of a single layer feedforward neural network, i.e. the output is given by

\[
y(x) = a(W(x)) \equiv f_W(x)
\]

(6)

and we refer to the elements of the matrix \( W \) as weights.

The output \( y \) is used to evaluate a cost function \( C(y) = C(f_W(x)) \). In this work we are interested in a scenario in which \( x \) is not a fixed vector but a classical random variable \( X \sim p(x) \) over a discrete set of vectors \( \{x\} \). Sampling this \( x \) and passing it through the neural network results in a new random variable \( f_W(X) \) with an associated mean cost

\[
C(W) = \sum_x p(x)C(f_W(x))
\]

(7)

The above cost can be minimized via a gradient descent procedure that iteratively updates the weights. The gradient vector of the above with respect to the weights is

\[
\nabla_W C(W) = \sum_x p(x) \nabla_W C(f_W(x)).
\]

(8)

For fixed \( x \) the gradient vector \( \nabla_W C(f_W(x)) \) can be calculated at a similar computational cost to that of evaluating \( C(f_W(x)) \) via the celebrated backpropagation algorithm [33]. Thus, from Eq. (8), the gradient of \( C \) can be estimated by sampling a batch of vectors \( x \) and summing the corresponding gradient vectors for each \( x \). This gradient can then be used in a gradient descent procedure to minimize the cost in Eq. (7).

C. Neural network assisted variational quantum optimization

We now present our neural network assisted VQA algorithms. We consider a variational problem as in Eq. (1)

\[
\min_{\theta} \bra{\psi(\theta)} H_D \ket{\psi(\theta)},
\]

(9)

where \( H_D \) is diagonal in the computational basis:

\[
H_D = \sum_{x \in \{\pm 1\}^N} C(x) \ket{x} \bra{x}.
\]

(10)

An extension of the algorithm to the case where \( H \) is not diagonal in the computational basis but given by a sum of local Hamiltonians is straightforward and is discussed in Sec. IV. Mappings of classical optimization and classical machine learning problems to VQAs are typically expressed in the form of Eq. (9). As mentioned, many works have studied finding solutions to such problems using a standard VQA architecture. Here we describe how to combine such architectures with classical feedforward neural networks.

The algorithms we present are based on the architecture shown in Fig. 1 (c). First, a state \( \ket{\psi(\theta)} \) is prepared by a generic VQC and an \( N \) qubit computational basis measurement is made, producing the vector \( x \in \{-1,+1\}^N \). This vector is fed into a single layer feedforward neural network, leading to the output vector \( f_W(x) = \tanh(Wx) \in \mathbb{R}^N \). Here we have used the hyperbolic tangent function as an activation function, which serves as a continuous relaxation to the sign function. Finally, the cost \( C \) is evaluated on the output vector. Sampling from the quantum circuit, one obtains the mean cost

\[
C(\theta, W) = \sum_{x \in \{\pm 1\}} p(x|\theta)C(f_W(x))
\]

(11)

where the probabilities \( p(x|\theta) \) are given from the VQC as

\[
p(x|\theta) = |\bra{\psi(\theta)}x\rangle|^2.
\]

(12)

In this context, the quantum circuit can be seen as a \( \theta- \)
dependent sample generator for the neural network, and
the mean cost takes the same form as in Eq. (7). Note
that Eq. (11) can also be written

\[ C(\theta, W) = \langle \psi(\theta) | H(W) | \psi(\theta) \rangle, \] (13)

with

\[ H(W) = \sum_{x \in \{\pm 1\}} C(f_W(x)) |x\rangle\langle x|. \] (14)

Thus, one can see that changing the weights \( W \) modifies
the energy landscape of the cost with respect to the
quantum circuit parameters. Eqs. (11) and (13) also imply
that the gradients \( \nabla_{\theta} C(\theta, W) \) and \( \nabla_W C(\theta, W) \)
can both be estimated by sampling the quantum cir-
cuit: from Eq. (13) one can estimate \( \nabla_{\theta} C(\theta, W) \) through
the parameter-shift rule of Eq. (3) with the Hamiltonian
\( H(W) \), and from Eq. (13) one can estimate \( \nabla_W C(\theta, W) \)
by accumulating the gradient through the backpropag-
ation rule of Eq. (8).

At this point it is relevant to notice that the estima-
tion of \( \nabla_W C(\theta, W) \) is much more efficient in terms of
the number of calls to the quantum circuit. In partic-
ular, estimating \( \nabla_{\theta} C(\theta, W) \) requires sampling from two
parameter-shifted circuits for each of the \( P \) parameters,
whereas estimating \( \nabla_W C(\theta, W) \) involves sampling from
a single quantum circuit with fixed parameters \( \theta \). Since
\( P \) generally grows with at least the number of qubits,
the number of circuit calls needed to calculate \( \nabla_W C(\theta, W) \)
relative to \( \nabla_{\theta} C(\theta, W) \) becomes negligible for large cir-
cuits. This difference can be seen as a consequence of
the fact that the backpropagation algorithm allows for
partial derivatives to be calculated in parallel, which is
not the case for the parameter-shift rule.

As mentioned, from Eq. (13) the weights \( W \) modify
the cost landscape with respect to the quantum circuit
parameters. In particular, if one fixes \( W = I \) then the
neural network is proportional to the identity transfor-
mation, and the cost is equivalent to the standard VQA
cost, whereas for generic \( W \) the landscape with respect
to \( \theta \) is modified. This naturally opens the opportunity
to design methods that improve the performance of VQAs
by exploiting this ability, as shown in Fig. 2. Furth-
ermore, since gradient estimations with respect to the
neural network weights require relatively few circuit evalua-
tions, such algorithms can be as computationally efficient
as standard VQA algorithms. This leads us to the cen-
tral question of our work:

Can neural networks help a VQA obtain significandy bet-
ter solutions to Eq. (9), with a negligible increase in the
number of calls to the quantum circuit?

We present two algorithms that achieve this goal. In
the first algorithm the neural network is employed as a
means to escape local minima encountered by standard
VQA algorithms, and is therefore only used when such
minima are encountered. In the second algorithm, the
neural network modifies the cost landscape during the
equivalent to the standard VQA
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FIG. 2. Representation illustrating the main idea of our
algorithms. (a) The original cost landscape in which the VQC has
become trapped in a local minimum. (b) By updating
the neural network weights, one perturbs the cost landscape
so that the VQC is no longer in a local minimum. (c) The
VQC is optimized in the new landscape, potentially finding a
better local minimum.

1. Algorithm 1: ESCAPE algorithm

The purpose of this algorithm is to help the VQA es-
cape from local minima. The basic idea is to run a stan-
dard VQA without help from the neural network until
convergence to a (local) minimum (step 2 below). At
that point, the VQC parameters \( \theta \) are held fixed, and
the cost landscape is modified by engaging the neural
network and optimizing its weights (step 3). In this new
landscape the VQC will generally no longer be in a lo-
cal minimum. The VQC parameters are then optimized
again, during which the cost landscape is brought back
to the original one by gradually removing the effect of
the neural network (step 4). At this point, the VQC has
successfully escaped the local minimum that it first encoun-
tered, and so the circuit parameters are updated again
in the original landscape, until another local minimum is
reached. The precise steps composing the ESCAPE algo-
rithm are:

1) Initialize \( \theta \) and set \( W = I \).

2) Update \( \theta \) via a gradient descent until convergence
to a local minima.

3) Update \( W \) via a gradient descent procedure for \( M \)
steps and define \( W_0 \) as the weight matrix after the
last step.

4) For \( t = 1, \cdots, T \):
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1) Initialize \( \theta \) and set \( W = I \).

2) Update \( \theta \) via a gradient descent until convergence
to a local minima.
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last step.
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weights and VQC parameters are updated in every optimization step, rather than only when $\theta$ is placed at a (local) minimum. The cost landscape is therefore changed during the entire optimization process as a means to guide the VQC optimization in real-time. We do not however want the neural network to dramatically change the cost landscape, since our aim is still to arrive at a good solution in the unperturbed landscape at the end of the optimization. For this reason, we introduce a modified cost $C_\alpha$:

$$C_\alpha(\theta, W) = C(\theta, W) + \alpha |W - I|,$$  \hspace{1cm} (15)

where $\alpha \geq 0$ and the term $|W - I| = \sum_{ij} |W_{ij} - \delta_{ij}|$ acts as a regularization that penalizes the weight matrix being far from the identity, and therefore limits how much it can modify the cost landscape. Here, the parameter $\alpha$ is a hyperparameter that should be tuned to the specific problem. The precise steps of the GUIDE algorithm are as follows:

1) Initialize $\theta$ and set $W = I$.

2) Estimate $\nabla_\theta C_\alpha(\theta, W)$ and perform a gradient update step of $\theta$.

3) Estimate $\nabla_W C_\alpha(\theta, W)$ and perform a gradient update step of $W$.

4) Repeat steps 2-3 until convergence, and define $W_0$ as the weight matrix after the last update.

5) For $t = 1, \cdots, T$:
   
   (a) Set $W = (1 - g(t))W_0 + g(t)I$, where $g(0) = 0$ and $g(1) = 1$.
   
   (b) Perform a gradient descent update step of $\theta$.

6) Update $\theta$ via gradient descent until convergence to a (potentially different) local minimum.

As noted previously, if the gradients $\nabla_\theta C_\alpha(\theta, W)$ are calculated via the parameter-shift rule, the addition of the neural network updates (step 3) comes at essentially no extra cost. The GUIDE algorithm can therefore replace a standard VQA algorithm without any changes to the VQC architecture, and essentially the same number of quantum circuit calls per optimization step.

III. RESULTS

A. Performance of our algorithms compared to the standard approach

We benchmark our algorithms against the standard gradient descent VQA algorithm with fixed cost landscape. For the gradient descent subroutine in both the standard and our algorithms, we consider both standard gradient descent (i.e. the update rule of Eq. (3)), and the so-called Adam gradient descent method [36], which features an adaptive step size and momentum.
1. Optimization problems

The problems we study are instances of the Max-Cut optimization problem. Given a graph of \( N \) nodes and a set \( E \) of weighted edges, where we denote the weight of an edge \((i, j)\) by \( J_{ij} \) with \((i, j) \in E\), the task is to find a partition of the nodes into two sets, such that the sum of the weights of edges connecting the two sets is maximal. We associate a variable \( x_i \in \{\pm 1\} \) to each node of the graph, this problem is equivalent to

\[
\max_{x \in \{\pm 1\}^N} \sum_{(i,j) \in E} J_{ij}(1 - x_i x_j). \tag{16}
\]

Note that the first term in the sum is a problem dependent constant, so the problem is equivalent to the minimization

\[
\min_{x \in \{\pm 1\}^N} C(x) = \min_{x \in \{\pm 1\}^N} \sum_{(i,j) \in E} J_{ij} x_i x_j. \tag{17}
\]

This minimum coincides with the ground state energy of the classical Ising Hamiltonian

\[
H = \sum_{(i,j) \in E} J_{ij} \sigma_z^{(i)} \sigma_z^{(j)}, \tag{18}
\]

where \( \sigma_z^{(i)} \) is the Pauli z operator acting on the \( i \)th qubit. This takes the same form as Eq. (10) with \( C(x) \) given by Eq. (17).

We consider three instances of the Max-Cut problem:

**Instance A:** A fully-connected graph with 5 nodes and weights sampled from a gaussian probability distribution with zero mean, \( \mu = 0 \), and variance \( \sigma^2 = 1 \).

**Instance B:** A 5-regular graph with 8 nodes, and weights sampled from a gaussian probability distribution with \( \mu = \pm 1 \) and \( \sigma^2 = 0.3 \), where each gaussian is chosen with equal probability.

**Instance C:** A 4-regular graph with 8 nodes, and weights sampled from a gaussian probability distribution with \( \mu = \pm 2 \) and \( \sigma^2 = 0.5 \), where each gaussian is chosen with equal probability.

2. Quantum circuit architectures

We consider two types of VQC architectures: (i) The problem-inspired [15] architecture called QAOA and; (ii) The problem-agnostic architecture studied in [37]. Both are shown in Fig. 4.

**QAOA architecture**—QAOA [38] is a popular VQC architecture for solving classical optimization problems which corresponds to a quantum circuit ansatz with \( 2p \) parameters \( \theta = (\gamma_1, \beta_1, \ldots, \gamma_p, \beta_p) \):

\[
U(\theta) |\psi_0\rangle = \prod_{i=1}^{p} U_C(\gamma_i) U_M(\beta_i) |\psi_0\rangle. \tag{19}
\]

Here the initial state is \( |\psi_0\rangle = |+\rangle^N \) and the unitaries are

\[
U_C(\gamma_i) = e^{-i\gamma_i H} \text{ and } U_M(\beta_i) = e^{-i\beta_i H_M}, \tag{20}
\]

with \( H \) given by Eq. (18) and \( H_M \) the non-commuting mixer Hamiltonian

\[
H_M = \sum_{i=1}^{N} \sigma_x^{(i)}. \tag{21}
\]

This choice is standard for unconstrained optimization problems, however other choices of mixer and initial state might be preferable depending on the particular problem one wants to solve [39, 40].

**Problem-agnostic architecture**—For the problem-agnostic architecture, we employed the construction that was used for studying barren-plateaus in [37]. It consists of a layer of \( R_Y(\pi/4) \) gates applied to the product state \( |0\rangle^N \) followed by a layer of randomly-drawn single-qubit rotations along either the X, Y or Z axes, parametrized by the angles \( \theta = (\theta_1, \ldots, \theta_N) \). Finally, we apply over each subsequent pair of qubits \( i \) and \( i+1 \) a CNOT operation.

All our calculations have been done numerically in Python using the Pennylane package [41] for writing and running the quantum circuits, and the corresponding codes can be found in [42]. More specifically, we have coded both the quantum circuit and the neural network with the TensorFlow library [43], and we have performed the optimization with the Keras package [44].
FIG. 5. Whisker plots showing the performance of the ESCAPE algorithm using the QAOA circuit architecture with varying depth parameter $p$ for problem Instance A, using standard gradient descent (top, step size $\eta = 0.1$) and the Adam (bottom, initial step size $\eta = 0.3$). For each $p$, we consider 200 random initializations of the parameters, but only the initializations for which we found improvement are shown. The histograms show the percentage of initializations for which the algorithm successfully escaped the local minimum encountered by the QAOA algorithm and converged to a lower cost. The plotted data shows the resulting difference in cost for these initializations only. In both cases, the neural network was optimized for $M = 80$ steps in step 3 of the algorithm.

B. ESCAPE optimization algorithm results

Here we investigate the performance of the ESCAPE algorithm for both the problem-inspired and problem agnostic architectures defined above. In all our optimizations, we use the Heaviside function $g(t) = \Theta(t - x)$ with $x = 150$ in step 4 of the algorithm, and set $T = 350$. For the neural network updates in step 3, we use the standard gradient descent update rule with a step size of $\eta = 0.05$.

Figs. 5 and 6 show the performance of the ESCAPE algorithm for the QAOA architecture for problem Instance A and problem Instance C respectively. For the architecture depths $p$, we ran the ESCAPE algorithm for 200 initializations of the parameters, where each parameter is sampled uniformly randomly in $[0, 2\pi]$. These figures show the change in energy for those initializations for which the ESCAPE algorithm was able to improve the solution relative to the standard QAOA approach by escaping the local minima encountered in step 2 of the algorithm, and the histograms to the right of each plot show the percentage over the 200 initializations that have been improved. More precisely, our condition for improvement is $C(\theta_{\text{QAOA}}) - C(\theta^*) > 0.1$, where $\theta_{\text{QAOA}}$ are the parameters of the local minimum of step 2 and $\theta^*$ are the final parameters found by the ESCAPE algorithm, and $C$ is the cost in the standard QAOA landscape.

Interestingly, the percentage of local minima that are escaped grows with $p$, which may be due to a greater number of local minima at larger $p$. For the 8-qubit example of problem Instance C, the percentage of improvement can be as large as 50%. Moreover, in certain cases, the improvement in the cost can be quite dramatic, especially for low values of $p$. In Fig. 5 we compare using the standard gradient descent update rule versus the Adam update rule in step 2 of the algorithm. The use of Adam, which combines an adaptive step size and momentum into the gradient descent, results in significantly lower cost values than standard gradient descent, and the ESCAPE algorithm is able to improve these further. We have also noted that it is important not to over-train the neural network in step 3 of the algorithm. This is shown for problem Instance A in Fig. 7.

In Fig. 8 we plot analogous results for the 8-qubit problem Instance B using the problem agnostic architecture. The different whisker plots correspond to different choices of the parameterized rotation gates (either $X$, $Y$ or $Z$ rotations) used in the second layer of the architecture, which are chosen randomly for each whisker plot. The ability of the algorithm to escape the encountered local minima appears to depend strongly on this choice, which we imagine is due to some choices resulting in a badly suited landscape for this particular problem. Nevertheless, for some choices, notably for architecture instances $2 - 4$, very large improvements to the cost can be achieved, which can be seen from the large changes in the median cost (architecture instances 2 and 4) and the elimination of the very bad local minima in architecture instance 3. Note that in most of the improvements the median and the interquartile range coincide. This is a consequence of the fact that the generated energy landscapes have a small number of local minima, and the algorithm is taking them most of the time to those ones that we can probably identify as the global minimum.

C. GUIDE optimization algorithm results

Here we investigate the GUIDE algorithm on the 5-qubit problem Instance A using the QAOA architecture. We again consider 200 random initializations of the parameters, sampled uniformly in $[0, 2\pi]$. We run both the
standard QAOA algorithm and the GUIDE algorithm from each of these initializations and plot in Fig. 9 the obtained cost after convergence, considering two different penalty terms $\alpha = 0.1$ and $\alpha = 0.3$. In both cases, the GUIDE algorithm achieves a lower median cost over the 200 initializations and the modification of the cost landscape during the optimization therefore leads to better solutions in general. For some values of $p$, the algorithm fails to find a lower cost than the standard QAOA algorithm, although it is possible that this could be mitigated with a better choice of hyperparameters, or a different choice of norm for the penalty term in the cost function.

We remark that in Fig. 9, we show the results coming from all the 200 initial random initializations, unlike to the what we did for the ESCAPE results where we only show the improved ones. And the reason for this is that the latter algorithm is used in a similar way to basin-hopping like algorithms, i.e., as an extension to a previous VQA algorithm such that for each initialization we can naturally save the energy coming from the VQA, and directly compare it to the one obtained after executing ESCAPE. This is not possible for GUIDE, as the VQC parameter update is continuously being mixed with the neural network optimization, and therefore to plot the results we have to run separately a neural network-free VQC and GUIDE with the same initialization.

Furthermore, we can also modify the definition of the $g(t)$ function and, instead of using a Heaviside function as we have been doing until now, we can use a linear function, i.e. $g(t) = t/T$. While for the case with $\alpha = 0.1$ there is not much improvement in comparison with the Heaviside, for $\alpha = 0.3$ there is a considerable difference. In Fig. 10 we plot both the percent of improvement (results that have been improved using GUIDE in comparison to QAOA) and the percent of deterioration (results that have been deteriorated using GUIDE in comparison to QAOA) for problem Instance A and $\alpha = 0.3$. This figure suggests that, for this problem, the linear function is more suitable for enhancing the performance of GUIDE as the percent of improvement is higher than the one obtained with the Heaviside function. However, such improvement comes at a price since we also increase the probability of falling into a worse minimum. Nevertheless, the percentage associated to this latter situation is always lower than the percent of improvement.

### IV. DISCUSSION

As is typical with heuristic approaches, our method is sensitive to the choice of hyperparameters that define the algorithm, and it is therefore important that they are selected well. For the ESCAPE algorithm, the main issue encountered with respect to hyperparameter selection is related to over-training of the neural network. More precisely, for the small problem instances that we consider, the neural network is typically able to find the global minimum to the problem for an arbitrary distribution at its input and in this sense is much stronger than the VQC architecture. Training the neural network for too long therefore results in the neural network solving the problem itself, typically leading to a flat (with respect to $\theta$) optimization landscape which prevents optimization of the VQC in the following step. For this reason it is important to limit the number of neural network updates when modifying the landscape, as suggested by Fig. 7.

For problems with a large number of qubits for which the neural network will not be able to easily solve the problem itself, this may not be a problem however.

In this work we have considered problems that are defined by a single Hamiltonian that are diagonal in the computation basis. The method could however be easily extended to Hamiltonians that are a sum of local Hamil-
FIG. 9. Whisker plot showing the performance of the standard QAOA algorithm against the GUIDE algorithm in problem Instance A when using different values of the penalty $\alpha$ during step 2 of the algorithm, namely (a) 0.1 and (b) 0.3. We use Adam (initial step size $\eta = 0.1$) and standard gradient descent (step size $\eta = 0.05$) to update the parameters in steps 2 and 3 of the algorithm respectively. In this case, we show the results coming from all the 200 initializations.

Itonians $H = \sum_i H_i$. In such algorithms, the VQC can be used to estimate the cost or gradient for each $H_i$ separately, and the results are summed to obtain the total cost or gradient. By adding a neural network to the output of the VQC as we have done in this work, one can thus modify the cost landscape by modifying each of the $H_i$ accordingly. Similarly, the gradient with respect to the neural network weights can then be obtained by estimating the gradient for each $H_i$ and summing the results.

There are a number of ways that one could extend or modify our approach. One interesting possibility is to consider a different quantity to the cost $C(\theta, W)$ when updating the neural network parameters, since simply lowering the cost at that point may result in a deepening of the local minimum. For example, one possibility is to develop methods to update the neural network parameters such that the size of the gradient $|\nabla_{\theta} C(\theta, W)|$ is increased, thus avoiding reaching areas with small gradients.

It would also be interesting to consider the effect of using different neural network architectures, since in this work we have considered a very simple model for clarity. One possibility is to use multi-layered feedforward neural networks, although we expect that one would need to go to significantly larger problem sizes to see a considerable difference with the approach presented here. Another possibility is to investigate recurrent neural networks, which could process sequences of quantum circuit outputs at a time, rather than one-by-one as is the case in our approach. It might be also interesting to study the effect of more specialised gradient based methods, such as the Quantum Natural Gradient Descent [45], which are more suitable for the optimization of VQC architectures.

Finally, we note that it may also be beneficial to preprocess the VQC outputs before inputting them into the neural network, since using real numbers as inputs rather than discrete values as we have done, may result in a smoother training of the neural network. We have not explored this possibility in detail, but consider this and all of the above interesting directions for future work.

V. CONCLUSIONS

In this article we have presented two algorithms for improving the overall performance of variational quantum algorithms. These algorithms are based on a trainable post-processing of the quantum circuit outputs with a feedforward neural network, which has the effect of modifying the cost landscape with respect to the quantum circuit parameters. Here, the neural network can be seen as a helper to the variational quantum algorithm, rather than the problem solver itself, since the end goal is to find good quality solutions in the unperturbed cost landscape.

For small instances of the Max-Cut optimization problem that we have used as benchmarks, our method finds better values of the quantum circuit parameters than the standard approach. Furthermore, since the addition of the neural network carries a negligible quantum circuit sampling cost relative to the calculation of circuit gradients, we expect our algorithms to be a useful tools for improving the optimization of large-scale parameterised quantum circuits. We believe that our general framework is a promising route to overcome some of the difficulties encountered in variational quantum circuit optimization, which we hope inspires future work.
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