Finite-Time Complexity of Online Primal-Dual Natural Actor-Critic Algorithm for Constrained Markov Decision Processes

Sihan Zeng* Thinh T. Doan† Justin Romberg*

November 21, 2024

Abstract

We consider a discounted cost constrained Markov decision process (CMDP) policy optimization problem, in which an agent seeks to maximize a discounted cumulative reward subject to a number of constraints on discounted cumulative utilities. To solve this constrained optimization program, we study an online actor-critic variant of a classic primal-dual method where the gradients of both the primal and dual functions are estimated using samples from a single trajectory generated by the underlying time-varying Markov processes. This online primal-dual natural actor-critic algorithm maintains and iteratively updates three variables: a dual variable (or Lagrangian multiplier), a primal variable (or actor), and a critic variable used to estimate the gradients of both primal and dual variables. These variables are updated simultaneously but on different time scales (using different step sizes) and they are all intertwined with each other. Our main contribution is to derive a finite-time analysis for the convergence of this algorithm to the global optimum of a CMDP problem. Specifically, we show that with a proper choice of step sizes the optimality gap and constraint violation converge to zero in expectation at a rate $O(1/K^{1/6})$, where $K$ is the number of iterations. To our knowledge, this paper is the first to study the finite-time complexity of an online primal-dual actor-critic method for solving a CMDP problem. We also validate the effectiveness of this algorithm through numerical simulations.

1 Introduction

The Markov decision process (MDP) is a mathematical framework for sequential decision making problems, where an agent aims to maximize the cumulative reward collected from an environment by taking a sequence of actions (Sutton and Barto, 2018; Puterman, 1994). In many safety-centric applications in robotics (Koppejan and Whiteson, 2011; Ono et al., 2015; Hakobyan et al., 2019), power systems (Vu et al., 2020), and asset management (Abe et al., 2010), besides maximizing the cumulative reward, it is equally, if not more, important for the agent to respect safety constraints and/or adopt reasonable behavior in the environment.

One way that safe behavior can be enforced in sequential decision making problems is to introduce constraints in the MDP. In a constrained Markov decision process (CMDP) problem, an agent maximizes its expected cumulative reward subject to constraints on its expected cumulative utilities. If the transition probability kernel of the environment is known, CMDP problems can be solved by dynamic programming (Altman, 1993, 1999; Piunovskiy, 2006). When the transition probabilities are unknown but the agent can collect samples by interacting with the environment, reinforcement learning (RL) algorithms such as Q learning and actor-critic methods have been
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used to solve the CMDP problems. Existing theoretical results in this domain have established the asymptotic convergence of these algorithms (Borkar, 2005; Lakshmanan and Bhatnagar, 2012; Bhatnagar and Lakshmanan, 2012).

In this paper, motivated by recent advances in the theoretical understanding of policy gradient methods (Ding et al., 2020; Agarwal et al., 2020; Mei et al., 2020), we study the finite-time complexity of the so-called online primal-dual natural actor-critic algorithm for solving CMDP problems. This primal-dual method performs gradient descent on the dual variable in the Lagrangian of the underlying optimization program while a natural actor-critic algorithm ascends on the primal variable (the policy). We are interested in the online setting, where the policy maintained by the actor and the corresponding value function maintained by the critic are updated simultaneously using data sampled from a single trajectory generated by the time-varying policy at the actor. Our goal is to derive the finite-time complexity of this online primal-dual natural actor-critic algorithm.

Compared with the “batch” (or off-line) setting where the critic update requires sampling from multiple re-started trajectories (Qiu et al., 2021), our observation model of a single trajectory is more realistic and sample-efficient. Its analysis, however, introduces several new technical challenges. The batch actor-critic algorithm decouples the critic from the actor by allowing multiple updates of the critic using independently generated trajectories at every iteration of the actor update. In the online algorithm, the actor and critic update simultaneously with every single sample. These updates are coupled with one another but occur on two different “time scales”, meaning that dramatically different step sizes are used for their respective updates. Together with the dual variable, there are three intertwined updates in each iteration, resulting in a multiple-time-scale method. Analyzing the performance of this method, especially its finite-time complexity, is complicated; we detail some the technical challenges in Section 1.2.

1.1 Main Contributions

The main contribution of this paper is to provide a finite-time analysis of the primal-dual natural actor-critic algorithm for solving the CMDP problem. The algorithm consists of multiple updates at different time scales performed online as data is continuously sampled from a single trajectory. Specifically, we show that the objective values of the policy iterates converge to the globally optimal value while the magnitude of their constraint violations converge to zero, both at a rate of \(O(1/K^{1/6})\), where \(K\) is the number of iterations. This translates to a sample complexity of \(O(1/\delta^6)\) for the error to reach a precision of \(\delta\). To the best of our knowledge, this is the first known finite-time and finite-sample analysis of the online primal-dual actor-critic algorithm for solving CMDP problems. Finally, we illustrate and compare the behavior of this algorithm with other methods through numerical simulations.

1.2 Related Works

There has been a surging interest in the machine learning community in developing safe and robust RL algorithms, where CMDP is a common mathematical framework for modelling safety constraints (Feyzabadi and Carpin, 2014; Brunke et al., 2021). Different variants of primal-dual methods have been proposed to solve the CMDP problem and have exhibited strong empirical performance in many real-world applications (Achiam et al., 2017; Liang et al., 2018; Ray et al., 2019; Spooner and Savarani, 2020).

From the theoretical perspective, local and asymptotic convergence of various primal-dual algorithms have been studied in Chow et al. (2017, 2018); Tessler et al. (2018); Yu et al. (2019). Despite the objective being non-concave and the constraint set non-convex, it has been shown that
the duality gap of a CMDP problem is zero (Altman, 1999; Paternain et al., 2019). Based on this property, the authors in Ding et al. (2020) analyze a primal-dual natural policy gradient algorithm for a CMDP with a single constraint and present a finite-time convergence to global optimality in the tabular policy setting and with a general smooth policy class. Another related work (Ding et al., 2021) studies an optimism-driven primal-dual algorithm for CMDP with a linear transition kernel and also provides a global convergence guarantee.

These works make the critical assumption of an oracle that returns an exact policy gradient at every iteration (or alternatively that the gradient is computed off-line using multiple samples generated by the current policy at every iteration). This setting is obviously not applicable to problems where data is generated in online fashion (e.g., in robotics and self-driving cars), and online algorithms are needed that update the variable iterates using gradients estimated by only one single data point at any iteration. The online setting, however, is more challenging to analyze, as we will see in Section 4.2.

There are also prior works in the literature on the convergence of online primal-dual actor-critic algorithms for CMDP policy optimization. For example, Borkar (2005) studies the asymptotic convergence of this method for the tabular setting, while Bhatnagar and Lakshmanan (2012) considers convergence with linear function approximation. To our best knowledge, there does not exist any work that derives the finite-time complexity (or convergence rates) of the online primal-dual actor critic algorithm. Our focus, is, therefore, to fill in this gap.

Our approach is inspired by recent works on the finite-time analysis of policy gradient and actor-critic algorithms. In particular, the authors in Agarwal et al. (2020) show that the unconstrained MDP problem, despite being non-convex, has a “gradient domination” property, which essentially means that every stationary point is globally optimal. Using this property, different variants of policy gradient methods have been shown to return a global optimal policy (Agarwal et al., 2020; Mei et al., 2020). For the linear quadratic regulator (LQR) problem, the stronger Polyak-Lojasiewicz condition has been shown to hold and has been used to provide convergence guarantees for the policy gradient method (Fazel et al., 2018; Yang et al., 2019; Zeng et al., 2021). Online actor-critic methods for unconstrained MDPs have also been studied in both the tabular (Khodadadian et al., 2021) and linear function approximation (Wu et al., 2020) settings.

Finally, we note that safe RL has also been studied in different frameworks. Examples of non-CMDP methods include works that use transfer learning or prior knowledge (Taylor and Stone, 2009; Anwar and Raychowdhury, 2020; García and Shafie, 2020), and/or consider the minimax formulation under environment uncertainty (Pinto et al., 2017; Ren et al., 2020). For more discussion along this direction, we refer interested readers to the survey papers on safe and robust RL (García and Fernández, 2015; Kim et al., 2020). We also note that the CMDP policy optimization problem can be treated by algorithms beyond the primal-dual type. For example, Xu et al. (2021) proposes a primal-only approach to this problem with a provable convergence guarantee.

2 Constrained Markov Decision Processes

We consider a constrained Markov decision process with N constraints specified by the 5-tuple \((S, A, P, \gamma, \{r_i\}_{i=0}^N)\), where \(S\) is the state space, \(A\) is the action space, \(P\) is the set of transition probabilities represented the dynamics of the states, \(\gamma \in (0, 1)\) is the discount factor, \(r_0 : S \times A \to [0, 1]\) is the reward function, and \(r_1, ..., r_N : S \times A \to [0, 1]\) are the utility functions that are used to define the constraints. We assume that the state and action space are finite.

Given a policy \(\pi\), we define its Q function and value function associated with the reward/utility...
as the expectation of the discounted cumulative reward/utility

\[ Q_\pi^\pi(s, a) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r_i(s_k, a_k) \mid s_0 = s, a_0 = a \right], \]

\[ V_\pi^\pi(s) = \mathbb{E}_\pi \left[ \sum_{k=0}^{\infty} \gamma^k r_i(s_k, a_k) \mid s_0 = s \right], \forall i = 0, \ldots, N. \]

We also define the advantage function as

\[ A_\pi^\pi(s, a) = Q_\pi^\pi(s, a) - V_\pi^\pi(s), \forall i = 0, \ldots, N. \tag{1} \]

With an abuse of notation, we use \( V_\pi^\rho^\pi \) to denote the expectation of the value function under policy \( \pi \), reward/utility function \( r_i \) with respect to an initial distribution \( \rho \)

\[ V_\pi^\rho^\pi \triangleq \mathbb{E}_{s_0 \sim \rho} \left[ V_\pi^\pi(s_0) \right], \forall i = 0, \ldots, N. \tag{2} \]

The objective of the CMDP problem is to find a policy that maximizes the expected discounted cumulative reward while taking into account the constraints on the expected discounted cumulative utilities, i.e., we aim to solve

\[ \pi^* = \operatorname{argmax}_{\pi} V_0^\pi(\rho) \]

\[ \text{subj. to } V_i^\pi(\rho) \geq b_i, \forall i = 1, 2, \ldots, N, \tag{3} \]

for prescribed constants \( b_1, b_2, \ldots, b_N \). We denote \( V_g^\pi(\rho) = [V_1^\pi(\rho), \ldots, V_N^\pi(\rho)]^\top \) and \( b = [b_1, \ldots, b_N]^\top \).

In addition, we consider the following classic Slater’s condition for constrained optimization problems.

**Assumption 1** (Slater’s Condition). There exists a constant \( 0 < \xi \leq 1 \) and a policy \( \pi \) such that \( V_i^\pi(\rho) \geq \xi \) for all \( i = 1, \ldots, N \).

We denote the Lagrangian of problem (3) as

\[ V_{\pi,\lambda}^\pi(\rho) = V_0^\pi(\rho) + \lambda^\top (V_g^\pi(\rho) - b), \tag{4} \]

where \( \lambda \) is the dual variable (or Lagrangian multiplier). The dual function \( V_\lambda^\pi \) is defined as

\[ V_\lambda^\pi(\rho) = \max_{\pi} V_{\pi,\lambda}^\pi(\rho), \tag{5} \]

and the dual problem is

\[ \lambda^* = \operatorname{argmin}_{\lambda \in \mathbb{R}_+^N} V_\lambda^\pi(\rho). \tag{6} \]

Although neither the objective nor constrain set of CMDP is convex, the strong duality holds for (3) under Assumption [Altman 1999, Theorem 3.6]

\[ V_\lambda^\pi(\rho) = V_0^\pi(\rho), \tag{7} \]

where \( \pi^* \) and \( \lambda^* \) are the (not necessarily unique) optimal solutions to (3) and (6), respectively. This also implies that solving (3) is equivalent to finding a saddle point \( (\pi^*, \lambda^*) \) of (4). Finally, under Slater’s condition we show the boundedness of \( \lambda^* \) in the following lemma, which is an extension of Ding et al. (2020, Lemma 1) to the case of multiple constraints. We present its proof in the appendix.

**Lemma 1.** Under Assumption [Altman 1999], we have

\[ \|\lambda^*\|_\infty \leq \frac{2}{\xi(1-\gamma)}. \]
3 Online Primal-Dual Natural Actor-Critic Algorithm

In this section, we present an online actor-critic variant of the classic primal-dual methods for finding a saddle point of \((4)\), which is formally stated in Algorithm 1. We consider the tabular setting for both the value functions and the policy. Specifically, we maintain a table \(Q_i \in \mathbb{R}^{S \times |A|}\) (critic) as an estimate of the Q function under the reward or utility function \(r_i\) and a policy parameter table \(\theta \in \mathbb{R}^{S \times |A|}\) (actor) which parametrizes the policy through the softmax function

\[
\pi_\theta(a | s) = \frac{\exp(\theta_s,a)}{\sum_{a' \in A} \exp(\theta_s,a')}, \quad \text{for all} \quad \theta \in \mathbb{R}^{S \times |A|}.
\]

Implementing the primal-dual method requires estimating the gradients of the Lagrangian \(V_\pi^\theta,\lambda_L\) with respect to the primal and dual variables, \(\theta\) and \(\lambda\), respectively. It has been shown in Ding et al. (2020) that \(\nabla_\theta V_\pi^\theta,\lambda_L\), the natural gradient of \(V_\pi^\theta,\lambda_L\) with respect to \(\theta\) and \(\nabla_\lambda V_\pi^\theta,\lambda_L\), the gradient of \(V_\pi^\theta,\lambda_L\) with respect to \(\lambda\) are

\[
\nabla_\theta V_\pi^\theta,\lambda_L(\rho) = \frac{1}{1-\gamma} \left( A_0^\theta(s,a) + \sum_{i=1}^N \lambda_i A_i^\theta(s,a) \right),
\]

\[
\nabla_\lambda V_\pi^\theta,\lambda_L(\rho) = V_i^\theta(\rho) - b_i,
\]

\[
= \sum_{s,a} \rho(s) \pi_\theta(a | s) Q_i^\theta(s,a) - b_i.
\]

Evaluating the (natural) gradients requires knowing exactly the value functions of the policy. In our online algorithm, we cannot compute the value functions exactly and instead use their approximates estimated by the critic. This results in the dual variable update in (13) and the following update for \(\theta\)

\[
\theta_{k+1}(s_k, a_k) = \theta_k(s_k, a_k) + \alpha \hat{Q}_{L,k}(s, a), \quad (8)
\]

where we define

\[
\hat{Q}_{L,k}(s, a) = \hat{Q}_{0,k}(s, a) + \lambda_k^T \hat{Q}_{g,k}(s, a) \in \mathbb{R},
\]

\[
\hat{Q}_{g,k}(s, a) = [\hat{Q}_{1,k}(s, a), \ldots, \hat{Q}_{N,k}(s, a)]^T \in \mathbb{R}^N.
\]

Note that if we maintain the policy \(\pi_k = \pi_{0_k}\) under the softmax parameterization, (8) is equivalent to (11) with

\[
\hat{Z}_k(s) = \sum_{a' \in A} \pi_k(a' | s) \exp \left( \alpha \hat{Q}_{L,k}(s, a') \right) \in \mathbb{R}.
\]

In addition, the operator \(\Pi\) in (13) defines an entry-wise projection to the interval \([0, \frac{2}{\xi(1-\gamma)}]\), motivated by the result in Lemma 1.

The stochastic gradients of the primal and dual variables depend on the accuracy of the critic, which is updated according to (10). This is an asynchronous Q table update using only one sample per iteration.

Essentially consisting of the critic update in (10), the actor update in (8), and the dual variable update in (13), Algorithm 1 is truly online in that it only needs one sample from the Markov chain controlled by \(\pi_k\) in every iteration \(k\), i.e., Eq. (9). Defined in (12), the behavior policy \(\tilde{\pi}_k\) is the \(\epsilon\)-exploration version of the current actor policy \(\pi_k\), which guarantees sufficient exploration in our
algorithm (i.e., sufficient visitation to each state and action pair). Besides the step sizes \( \eta, \alpha, \beta \) that are used for the dual, actor, and critic update, \( \epsilon \) is another important parameter that needs to be carefully selected to guarantee the convergence of our algorithm. The same behavior policy was also considered in Borkar (2005); Khodadadian et al. (2021).

**Algorithm 1:** Online Primal-Dual Natural Actor-Critic Algorithm

**Initialize:** \( \pi_0 \) and \( \tilde{\pi}_0 \) uniform distribution, \( \hat{Q}_{i,0} = 0 \in \mathbb{R}^{||S|| \times ||A||} \), and \( \lambda_0 = 0 \in \mathbb{R}^N \). Draw the initial sample \( s_0 \sim \rho \) and \( a_0 \sim \tilde{\pi}_0(\cdot | s_0) \).

for \( k = 0, 1, \ldots, K \) do

1) Observe \( s_{k+1} \sim \mathcal{P}(\cdot | s_k, a_k) \) and take action

\[
a_{k+1} \sim \tilde{\pi}_k(\cdot | s_{k+1}).
\]

2) Critic update: \( \forall i = 0, 1, \ldots, N \)

\[
\hat{Q}_{i,k+1}(s, a) = \hat{Q}_{i,k}(s, a) + \beta(r_i(s_k, a_k) + \gamma \hat{Q}_{i,k}(s_{k+1}, a_{k+1}) - \hat{Q}_{i,k}(s_k, a_k)).
\]

3) Actor update: \( \forall s \in \mathcal{S}, a \in \mathcal{A} \)

\[
\pi_{k+1}(a | s) = \pi_k(a | s) \times \frac{\exp \left( \alpha \hat{Q}_{L,k}(s, a) \right)}{\tilde{Z}_k(s)}.
\]

4) Behavior policy update: \( \forall s \in \mathcal{S}, a \in \mathcal{A} \)

\[
\hat{\pi}_{k+1}(a | s) = \frac{\epsilon}{|\mathcal{A}|} + (1 - \epsilon) \pi_{k+1}(a | s).
\]

5) Dual variable update:

\[
\lambda_{k+1} = \Pi \left( \lambda_k - \eta_k \left( \sum_{s, a} \rho(s) \pi_k(a | s) \hat{Q}_{g,k}(s, a) - b \right) \right).
\]

eend

### 4 Main Results

This section presents our finite-time analysis of Algorithm 1 and highlights the main technical difficulty. In Section 4.1, we state our main theorem, which characterizes the convergence of the actor to the global optimality of (3) in both the objective function and constraint violation, under challenges caused by the coupled multi-time-scale updates and the time-varying Markovian samples. In Section 4.2, we discuss these challenges in details, sketch our approach to treating the challenges, and introduce preliminary results on the convergence of the dual variable, actor, and critic as coupled functions of each other. Finally, we provide the proof of the main theorem in Section 4.3.
4.1 Finite-Time Convergence

We start by defining the mixing time of a Markov chain \( \{X_k\} \), which measures the time for \( \{X_k\} \) to approach its stationary distribution (Levin et al., 2006).

**Definition 1.** Let \( \mu \) denote the stationary distribution of the Markov chain \( \{X_k\} \). For any scalar \( c > 0 \), the mixing time of \( \{X_k\} \) associated with \( c \) is defined as

\[
\tau(c) = \min\{k \geq 0 : \sup_{X \in \mathcal{X}} d_{TV}(P(X_k = \cdot | X_0 = X), \mu(\cdot)) \leq c\},
\]

where given two probability distributions \( u_1 \) and \( u_2 \), \( d_{TV} \) denotes the total variation distance between them

\[
d_{TV}(u_1, u_2) = \frac{1}{2} \sup_{\nu \in \mathcal{X} \rightarrow [-1, 1]} \left| \int \nu \, du_1 - \int \nu \, du_2 \right|. \tag{14}
\]

We consider the following assumption on the Markov chain generated by the transition probability \( P_\pi \), which basically says that it mixes geometrically fast. We use \( \mu_\pi \) to denote the stationary distribution of the Markov chain under the transition probability \( P_\pi \).

**Assumption 2.** Given any \( \pi \), the Markov chain \( \{X_k\} \) generated by \( P_\pi \) has a unique stationary distribution \( \mu_\pi \), and is uniformly geometrically ergodic, i.e., there exist \( C_0 \geq 1 \) and \( \ell \in (0, 1) \) such that

\[
\sup_{X \in \mathcal{X}} d_{TV}(P_\pi(X_k = \cdot | X_0 = X), \mu_\pi(\cdot)) \leq C_0 \ell^k, \quad \forall k \geq 0.
\]

This assumption is standard in the analysis of RL methods under time-varying Markov chains (Zou et al., 2019; Wu et al., 2020; Khodadadian et al., 2021). It also implies that there exists a positive constant \( D \) such that

\[
\tau(c) \leq D \log (1/c) \quad \forall c.
\tag{15}
\]

In this work, we denote \( \tau = \tau(\alpha) \), where \( \alpha \) is the step size for the actor update. Due to the uniform ergodicity assumption, the stationary distribution \( \mu_\pi \) is uniformly bounded away from 0 for any policy \( \pi \), and we define \( \mu = \min_{\pi, s} \mu_\pi(s) > 0 \).

**Theorem 1.** Suppose that Assumptions 1 and 2 hold. Consider the actor iterates \( \{\pi_k\} \) obtained from \( K \) iterations of Algorithm 1. Let the step size sequences be

\[
\eta = \frac{\eta_0}{K^{5/6}}, \quad \alpha = \frac{\alpha_0}{K^{5/6}}, \quad \beta = \frac{\beta_0}{K^{1/2}}, \quad \epsilon = \frac{\epsilon_0}{K^{1/6}}, \tag{16}
\]

with \( \frac{(1-\gamma)\mu\alpha_0\beta_0}{|A|} \leq 1 \). Then the objective function converges to the optimal value as

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ V_0^{\pi_s}(\rho) - V_0^{\pi_k}(\rho) \right] \leq \mathcal{O}\left(\frac{N^2 \log(K)}{K^{1/6}}\right),
\]

and the constraint violation decays to zero as

\[
\frac{1}{K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \mathbb{E} \left[ b_i - V_i^{\pi_k}(\rho) \right] \geq \mathcal{O}\left(\frac{N^2 \log(K)}{K^{1/6}}\right).
\]
In Theorem 1, we show that Algorithm 1 converges at a rate $O(1/K^{1/6})$. As we only draw one sample in every iteration of Algorithm 1, this theorem translates directly to a sample complexity of $O(1/K^{1/6})$, i.e., at most $O(1/K^{1/6})$ samples are needed for the objective function value and constraint violation to decay to $\delta$. Compared with the natural policy gradient algorithm for CMDP with a $O(1/K^{1/2})$ convergence rate [Ding et al., 2020], Algorithm 1 needs to estimate the value functions online using additional time scales, which slows down its convergence. It has been observed in unconstrained MDPs that the convergence of two-time-scale actor-critic algorithms is also slower than their single-time-scale counterparts where an exact gradient estimate is assumed to be given [Wu et al., 2020; Khodadadian et al., 2021]. Finally, we note that Borkar (2005) is the first to consider this online primal-dual actor-critic algorithm, where an asymptotic convergence is studied. Theorem 1 of this paper is the first known result on its finite-time convergence.

4.2 Technical Challenges & Solution Sketch

In this section, we discuss the major challenges in the proof of Theorem 1, sketch our approach to the challenges, and introduce intermediate convergence results that will be later used in the proof of the theorem in Section 4.3.

Technical Challenges. The first challenge in our analysis is to handle the multi-time-scale nature of the updates. Recall that Algorithm 1 uses four step size parameters, namely, the actor step size $\alpha$, the critic step size $\beta$, the dual variable step size $\eta$, and the exploration parameter $\epsilon$. Borkar (2005) shows that the relative order $\eta \leq \alpha \leq \beta \leq \epsilon$ leads to the asymptotic convergence of the algorithm, but the exact choice of the parameters as a function of the horizon $K$ that yields a finite-time convergence rate remains unknown. In this work, we fill in this gap by properly selecting and balancing the step sizes through a four-time-scale analysis. Compared with the existing works in two-time-scale stochastic approximation/optimization [Doan, 2020; Hong et al., 2020; Zeng et al., 2021; Doan, 2021a,b; Chen et al., 2019] and analysis of actor-critic algorithms involving up to three time scales [Wu et al., 2020; Khodadadian et al., 2021], the additional time scale(s) of this work further complicates the analysis.

The second technical challenge of the work stems from the time-varying Markov samples. To deal with the noise of the dependent samples from time-invariant Markov processes, one can utilize the fast mixing time imposed by Assumption 2 to show that the noise decays geometrically fast [Srikant and Ying, 2019; Gupta et al., 2019; Doan et al., 2020; Zeng et al., 2020]. However, such analysis is not directly applicable here as the samples of our algorithm are from a time-varying Markov chain generated by the ever-changing behavior policy as illustrated below

$$ (s_0, a_0) \xrightarrow{\mathcal{P}, \pi_0} (s_1, a_1) \xrightarrow{\mathcal{P}, \pi_1} (s_2, a_2) \xrightarrow{\mathcal{P}, \pi_2} \ldots \xrightarrow{\mathcal{P}, \pi_{k-1}} (s_k, a_k), $$

which implies that the stationary distribution of this Markov chain changes with $\pi_k$ over time, and the noise caused by samples from this chain requires special treatment. In our analysis, we will show that the shift of the stationary distribution is controlled by the shift of the behavior policy, which can be properly bounded with the correct step size choice.

In addition, we note that the time-varying Markov processes above also imply that the variables depend on each other across time iterations. The updates of the critic and dual variable depend on samples generated by the $\epsilon$-exploration version of previous actor policies $\{\pi_t\}_{t<k}$ and in turn affect the actor update in the next iteration. A similar interaction also exists between the dual variable and the critic. Combined with the effect of multiple time scales, the variable coupling further creates increased difficulty of characterizing the convergence of each variable individually.

The key idea in our approach to handle the intertwined system of variables is to choose a proper decoupling scheme according to the structure of the updates. We observe that only the update of
the critic variable in (10) directly utilizes the samples. The effect of the samples on the actor and dual variable is indirect through the critic. This motivates us to separate the analysis of the actor and dual variable from that of the critic. Specifically, we aim to establish 1) the convergence of the actor and the dual variable up to errors that depend on the accuracy of the critic and 2) the convergence of the critic as a function of the distribution shift of the Markov samples, which can be further traced back to the dependence on the one-step drift of the actor. In the sequel, we present more details of our approach.

**Convergence of Actor and Dual:** Since the actor and dual variable updates do not explicitly depend on the samples, we can avoid dealing with the complications arising from the Markovian samples in this part of the analysis. For now, we only focus on the convergence of actor and the dual variable by deriving the convergence of the objective function and constraint violation up to an error that scales with the inaccuracy of the critic variable.

**Proposition 1.** Under Assumption 1, the iterates of the actor \( \{\pi_k\} \) converges to attain the optimal objective function value

\[
\frac{1}{K} \sum_{k=0}^{K-1} \left( V_0^{\pi_k}(\rho) - V_0^{\pi_k}(\rho) \right) \leq \frac{\log |A|}{(1-\gamma)K\alpha} + \frac{3N}{\xi(1-\gamma)^3K} + \frac{4N\eta}{(1-\gamma)^3} + C_1 \frac{1}{K} \sum_{k=0}^{K-1} \sum_{i=0}^{N} \| \hat{Q}_{i,k} - Q_i^{\pi_k} \|.
\]

Furthermore, \( \{\pi_k\} \) also converges in constraint violation

\[
\frac{1}{K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \left[ b_i - V_i^{\pi_k}(\rho) \right]_+ \leq \frac{\xi(1-\gamma)}{2} \left( \frac{\log |A|}{(1-\gamma)K\alpha} + \frac{3N}{\xi(1-\gamma)^3K} + \frac{4N\eta}{(1-\gamma)^3} + \frac{18N}{K\eta\xi^2(1-\gamma)^2} + C_1 \frac{1}{K} \sum_{k=0}^{K-1} \sum_{i=0}^{N} \| \hat{Q}_{i,k} - Q_i^{\pi_k} \| \right),
\]

where \( C_1 = \frac{8(2-\gamma)}{\xi(1-\gamma)^3} + \frac{6}{\xi(1-\gamma)} \).

Due to the space limit, we delay the proof of the proposition to the appendix. If the estimates of the critic were exactly correct, i.e. \( \| \hat{Q}_{i,k} - Q_i^{\pi_k} \| = 0 \), we would obtain \( \mathcal{O}(1/\sqrt{K}) \) convergence for both the objective function and constraint violation by choosing \( \eta = \mathcal{O}(1/\sqrt{K}) \) and \( \alpha = \mathcal{O}(1) \), which recovers the convergence rate of the natural policy gradient method in Ding et al. (2020).

In this work, such step size choices are not possible due to the presence of the critic error and the restrictions on the step sizes.

**Convergence of Critic:** We now establish the convergence of the critic to the true value function of the behavior policy, i.e. defining

\[
z_{i,k} = \hat{Q}_{i,k} - Q_i^{\pi_k} \in \mathbb{R}^{|S||A|},
\]

we aim to bound \( \frac{1}{K} \sum_{k=0}^{K-1} \| z_{i,k} \|^2 \).

As we have discussed earlier in this section, the coupling between the variables creates a dependency of the critic convergence on the step-wise drifts of the actor. We remove such dependency by choosing the step sizes such that the critic updates on a much faster time scale than the actor does. This essentially makes the drifts of the actor insignificant from the eye of the critic and reduces the bound on \( \frac{1}{K} \sum_{k=0}^{K-1} \| z_{i,k} \|^2 \) to only depend on the ratio of the step sizes.

**Proposition 2.** Let Assumption 2 hold and

\[
\frac{(1-\gamma)\mu\epsilon\beta}{|A|} \leq 1,
\]
then the iterates \( \{ \tilde{Q}_{i,k} \} \) and \( \{ \tilde{\pi}_k \} \) satisfy

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \| z_{i,k} \|^2 \right] \leq \frac{8|S||A|^2 \tau}{(1 - \gamma)^3 \mu \beta K} + \frac{C_5 N^2 |A| \beta^2}{(1 - \gamma) \mu} + \frac{9|S|^3 |A|^5 N^2 \alpha^2}{\xi \mu^2 (1 - \gamma)^9 \epsilon^2 \beta^2},
\]

where the constants are

\[
C_2 = \frac{2 \sqrt{2} |S| |A|^{3/2}}{(1 - \gamma)^3} + \frac{8 |S|^2 |A|^3}{(1 - \gamma)^2} \left( \left\lfloor \log_2 m^{-1} \right\rfloor + \frac{1}{1 - \rho} + 2 \right),
\]

\[
C_3 = 1 + \frac{9 \sqrt{2} |S| |A|}{1 - \gamma}, \quad C_4 = \frac{4 |S|^3/2 |A|^{3/2}}{1 - \gamma} \left( 1 + \frac{3 |S| |A|}{1 - \gamma} \right),
\]

\[
C_5 = \frac{2(3C_2 + 6C_3 + 4C_4)(|S| |A|)^{3/2}}{(1 - \gamma)^2} + \frac{36(|S| |A|)^3}{\xi (1 - \gamma)^7}.
\]

With its detailed proof presented in the appendix, this proposition relies on the fast mixing time of the Markov chain under all behavior policy iterates \( \{ \tilde{\pi}_k \} \) and the slow drift of the actor compared with the critic. We note that the critic learns the Q function of the behavior policy rather than that of the actor policy which we need to use in combination with Proposition 1 but the distance between the behavior policy and the actor policy can be properly controlled by the parameter \( \epsilon \).

4.3 Proof of Theorem

In this section, we provide a proof of our main theorem using intermediate results established in Proposition 1 and 2. We first introduce the following lemma on the Lipschitz continuity of the Q function with respect to the policy.

**Lemma 2** [Khodadadian et al. (2021) Lemma 8]. For any policy \( \pi_1, \pi_2 \) and \( i = 0, 1, \ldots, N \), we have

\[
\| Q_{i}^{\pi_1} - Q_{i}^{\pi_2} \| \leq \frac{|S| |A|}{(1 - \gamma)^2} \| \pi_1 - \pi_2 \|.
\]

By Jensen’s inequality, we have

\[
\mathbb{E} [\| z_{i,k} \|] \leq (\mathbb{E} [\| z_{i,k} \|^2])^{1/2}.
\]

This implies

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} [\| z_{i,k} \|] \leq \frac{1}{K} \sum_{k=0}^{K-1} (\mathbb{E} [\| z_{i,k} \|^2])^{1/2}
\]

\[
\leq \left( \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} [\| z_{i,k} \|^2] \right)^{1/2}
\]

\[
\leq \left( \frac{8 |S| |A|^2 \tau}{(1 - \gamma)^3 \mu \beta K} + \frac{C_5 N^2 |A| \beta^2}{(1 - \gamma) \mu} + \frac{9 |S|^3 |A|^5 N^2 \alpha^2}{\xi \mu^2 (1 - \gamma)^9 \epsilon^2 \beta^2} \right)^{1/2}
\]

\[
\leq 2 \frac{\sqrt{2} |S|^{1/2} |A|}{(1 - \gamma)^{3/2} \mu^{1/2} \epsilon^{1/2} \beta K^{1/2}} + \frac{C_5^{1/2} |A|^{1/2}}{(1 - \gamma)^{1/2} \mu^{1/2} \epsilon^{1/2}} + \frac{3 |S|^{3/2} |A|^{5/2}}{\xi^{1/2} \mu (1 - \gamma)^{9/2} \epsilon^2 \beta^2} \frac{N \alpha}{\epsilon^2 \\
= O \left( \frac{\tau^{1/2}}{\epsilon^{1/2} \beta^{1/2} K^{1/2}} + \frac{N \beta^{1/2} \tau}{\epsilon^{1/2} \beta} + \frac{N \alpha}{\epsilon^2 \beta} \right),
\]

(18)
where the second inequality follows from the Cauchy-Schwarz inequality, and the third inequality
plugs in the bound from Proposition\textsuperscript{2}.

The bounds in Proposition\textsuperscript{1} depend on the error $\frac{1}{K} \sum_{k=0}^{K-1} \sum_{i=0}^{N} \| \hat{Q}_{i,k} - Q_{i}^{\pi_k} \|$, which we decompose
and bound using (18). From the definition of $z_{i,k}$ in (17), we have for any $i = 0, 1, \cdots, N$
\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\| \hat{Q}_{i,k} - Q_{i}^{\pi_k} \|] \leq \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\| Q_{i}^{\pi_k} - \hat{Q}_{i,k} \|] + \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\| z_{i,k} \|] 
\leq \frac{1}{K} \sum_{k=0}^{K-1} \frac{|\mathcal{S}| |\mathcal{A}|}{(1-\gamma)^2} \mathbb{E}[\| \hat{\pi}_k - \pi_k \|] + \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\| z_{i,k} \|] 
\leq \frac{2|\mathcal{S}|^{3/2}|\mathcal{A}|^2}{(1-\gamma)^2} + \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\| z_{i,k} \|] 
= O \left( \epsilon + \frac{\tau^{1/2}}{\epsilon^{1/2} \beta^{1/2} K^{1/2}} + \frac{N \beta^{1/2} \tau}{\epsilon^{1/2}} + \frac{N \alpha}{\epsilon \beta} \right),
\] (19)
where the second inequality uses Lemma\textsuperscript{2}, the last inequality is due to (18), and the third inequality
follows from
\[
\| \hat{\pi}_k - \pi_k \| = \| \frac{\epsilon}{|\mathcal{A}|} \mathbf{1}_{|\mathcal{S}| |\mathcal{A}|} + (1-\epsilon) \pi_k - \pi_k \| 
\leq \epsilon \| \frac{1}{|\mathcal{A}|} \mathbf{1}_{|\mathcal{S}| |\mathcal{A}|} \| + \epsilon \| \pi_k \| \leq \epsilon \frac{|\mathcal{S}|^{1/2}}{|\mathcal{A}|^{1/2}} + \epsilon |\mathcal{S}|^{1/2} \leq 2\epsilon |\mathcal{S}|^{1/2}.
\]

Using (19) in Proposition\textsuperscript{1}, we obtain the following bound on the optimality gap
\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ V_0^{\pi_k}(\rho) - V_0^{\pi_k}(\rho) \right] 
\leq \frac{L \log |\mathcal{A}|}{(1-\gamma)K^{1/2}} + \frac{3N \eta}{\xi (1-\gamma)^3 K} + \frac{4N \eta}{(1-\gamma)^3} + \frac{C_1}{K} \sum_{i=0}^{N} \sum_{k=0}^{K-1} \mathbb{E}[\| \hat{Q}_{i,k} - Q_{i}^{\pi_k} \|] 
= O \left( \frac{1}{K^{1/2}} + \frac{N}{K^{1/2}} + N \frac{\tau^{1/2}}{\epsilon^{1/2} \beta^{1/2} K^{1/2}} + \frac{N \beta^{1/2} \tau}{\epsilon^{1/2}} + \frac{N \alpha}{\epsilon \beta} \right).
\]

For the constraint violation,
\[
\frac{1}{K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \mathbb{E} \left[ b_i - V_i^{\pi_k}(\rho) \right] 
\leq \frac{\xi (1-\gamma)}{2} \left( \frac{L \log |\mathcal{A}|}{(1-\gamma)K^{1/2}} + \frac{3N \eta}{\xi (1-\gamma)^3 K} + \frac{4N \eta}{(1-\gamma)^3} + \frac{18N}{K \eta^{2} (1-\gamma)^2} + \frac{C_1}{K} \sum_{i=0}^{N} \sum_{k=0}^{K-1} \mathbb{E}[\| \hat{Q}_{i,k} - Q_{i}^{\pi_k} \|] \right) 
= O \left( \frac{1}{K^{1/2}} + \frac{N}{K^{1/2}} + N \frac{\eta}{\alpha} + \frac{N}{\eta} + N \frac{\tau^{1/2}}{\epsilon^{1/2} \beta^{1/2} K^{1/2}} + \frac{N \beta^{1/2} \tau}{\epsilon^{1/2}} + \frac{N \alpha}{\epsilon \beta} \right).
\]

Plugging in the step sizes in (16) to the two inequalities above and recognizing from (15) that
\[
\tau^{1/2} \leq \tau \leq D \log(1/\alpha) = D \log \left( \frac{K^{5/6}}{\alpha_0} \right) = O(\log(K))
\]
completes the proof. □
5 Numerical Simulations

In this section, we experimentally validate the convergence of the online actor-critic algorithm on a GridWorld problem similar to the one considered in Paternain et al. (2019), in which the agent aims to navigate to a goal position while obeying safety constraints in the environment illustrated in Figure 1. Starting from the top left corner, the agent receives a reward \( r_0 \) of 10 if it reaches the goal position on the top right corner and a reward of -1 for in any other states. The choice of this reward function encourages the agent to find the shortest path to the goal position. At the same time, “unsafe” paths are defined through three constraints: we choose the utility functions \( r_1 \)/\( r_2 \)/\( r_3 \) to return -1 when the agent crosses the first/second/third red bridge in the second/fourth/sixth row and 0 everywhere else, and constrain the values of the learned policy under the three utility functions to be larger than -0.01. The combined effect of the reward function and the constraints essentially requires the optimal policy to avoid the first three bridges and use the fourth one.

![GridWorld Diagram](image)

**Figure 1: GridWorld**

Applying Algorithm 1 to this problem, we observe that the learned policy indeed follows the optimal policy indicated by the green path in Figure 1. We numerically plot the converges of the empirical duality gap \( \{g_k\} \) defined as

\[
g_k = \max_{\pi} V_{L}^{\pi, \lambda_k}(\rho) - \min_{\lambda \in \mathbb{R}^N_+} V_{L}^{\pi_k, \lambda}(\rho).
\]

It is easy to verify that \( g_k = \max_{\pi} V_{L}^{\pi, \lambda_k}(\rho) - V_0^{\pi_k}(0) \) if \( \pi_k \) is feasible and \( g_k = \infty \) if \( \pi_k \) is not. We initialize the actor policy to a feasible policy to avoid making the initial gap infinitely large. We note that in this small-scale GridWorld problem, the quantities \( \max_{\pi} V_{L}^{\pi, \lambda_k}(\rho) \) and \( V_0^{\pi_k}(0) \) can be quickly and accurately computed using dynamic programming.

We compare Algorithm 1 with a batch actor-critic algorithm where for every actor update, 5 separately generated trajectories are used to update the critic. We expect the batch algorithm to
converge faster in the number of iterations but not to be as sample efficient, which is indeed observed in Figure 2.

![Figure 2: Duality Gap](image)

6 Conclusion & Future Work

In this paper, we derive the first-known finite-time global convergence of the online actor-critic algorithm for solving a CMDP problem. Future directions of the work include investigating the possibility of improving the convergence rate and extending the analysis to the scenario where function approximations are used to represent the actor and/or critic.
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A Proof of Main Results

We introduce a few shorthand notations that will be used in the rest of the paper. First, we define $\hat{V}_{i,k} \in \mathbb{R}^{|S|}$ and $\hat{A}_{i,k} \in \mathbb{R}^{|S| \times |A|}$ such that

$$\hat{V}_{i,k}(s) = \sum_{a' \in A} \pi_k(a' \mid s)\hat{Q}_{i,k}(s, a'), \quad \text{and} \quad \hat{A}_{i,k}(s, a) = \hat{Q}_{i,k}(s, a) - \hat{V}_{i,k}(s), \ \forall s \in S, a \in A.$$ 

We use the subscript $q$ under a value/Q/advantage function to denote the vector formed by stacking the value/Q/advantage functions over the utilities, i.e.

$$V^\pi_q(s) = [V^\pi_1(s), ..., V^\pi_N(s)]^\top \in \mathbb{R}^N$$

$$\hat{V}_{g,k}(s) = [\hat{V}_{1,k}(s), ..., \hat{V}_{N,k}(s)]^\top \in \mathbb{R}^N$$

$$Q^\pi_q(s, a) = [Q^\pi_1(s, a), ..., Q^\pi_N(s, a)]^\top \in \mathbb{R}^N$$

$$\hat{Q}_{g,k}(s, a) = [\hat{Q}_{1,k}(s, a), ..., \hat{Q}_{N,k}(s, a)]^\top \in \mathbb{R}^N$$

$$A^\pi_q(s, a) = [A^\pi_1(s, a), ..., A^\pi_N(s, a)]^\top \in \mathbb{R}^N$$

$$\hat{A}_{g,k}(s, a) = [\hat{A}_{1,k}(s, a), ..., \hat{A}_{N,k}(s, a)]^\top \in \mathbb{R}^N.$$ 

The subscript $L, k$ denotes the sum over reward and utilities of the value/Q/advantage functions, weighted by the dual variable in the $k$-th iteration, i.e.

$$V_{L,k}(s) = V^\pi_0(s) + \lambda_k V^\pi_g(s) \in \mathbb{R}$$

$$\hat{V}_{0,k}(s) = \hat{V}_{0,k}(s) + \lambda_k \hat{V}_{g,k}(s) \in \mathbb{R}$$

$$Q_{L,k}(s, a) = Q^\pi_0(s, a) + \lambda_k Q^\pi_g(s, a) \in \mathbb{R}$$

$$\hat{Q}_{0,k}(s, a) = \hat{Q}_{0,k}(s, a) + \lambda_k \hat{Q}_{g,k}(s, a) \in \mathbb{R}$$

$$A_{L,k}(s, a) = A^\pi_0(s, a) + \lambda_k A^\pi_g(s, a) \in \mathbb{R}$$

$$\hat{A}_{0,k}(s, a) = \hat{A}_{0,k}(s, a) + \lambda_k \hat{A}_{g,k}(s, a) \in \mathbb{R}.$$ 

Given a policy $\pi$ and an initial state distribution $\zeta$, we use $d^\pi_\zeta$ to denote the corresponding discounted visitation distribution such that

$$d^\pi_\zeta(s) = (1 - \gamma)\mathbb{E}_{s_0 \sim \zeta}\left[\sum_{k=0}^{\infty} \gamma^k P^\pi(s_k = s \mid s_0)\right]. \quad (20)$$

We use $D_{KL}(p||q)$ to denote the Kullback–Leibler divergence between two distributions $p$ and $q$

$$D_{KL}(p||q) = \mathbb{E}_{x \sim p} \log \frac{p(x)}{q(x)}.$$ 

There is a simple bound we will frequently use that follows the boundedness of the reward and utility functions

$$|\lambda_{i,k} - \lambda_{i,k+1}| \leq \frac{2\eta}{1 - \gamma}, \ \forall i = 1, 2, \ldots, N, \ k = 0, 1, \ldots, K - 1. \quad (21)$$
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A.1 Proof of Proposition 1

We start by introducing the following technical lemmas.

**Lemma 3.** The dual variable and actor iterates generated by Algorithm 1 satisfy

\[
\frac{1}{K} \sum_{k=0}^{K-1} \left( V_0^\pi^k (\rho) - V_0^\pi_{k+1} (\rho) + \lambda_k^T \left( V_0^\pi^k (\rho) - V_0^\pi_{k+1} (\rho) \right) \right) \\
\leq \frac{\log |A|}{(1 - \gamma)K\alpha} + \frac{3N}{\xi(1 - \gamma)^3K} + \frac{2N\eta}{(1 - \gamma)^3} + \frac{4 - 2\gamma}{(1 - \gamma)^2K} \sum_{k=0}^{K-1} \| A_{L,k}^\pi - \hat{A}_{L,k} \|.
\]

**Lemma 4.** The dual variable and actor iterates generated by Algorithm 1 satisfy

\[
V_0^\pi_{k+1} (\zeta) - V_0^\pi_k (\zeta) + \lambda_k^T \left( V_0^\pi_{k+1} (s) - V_0^\pi_k (s) \right) \\
\geq \frac{1}{\alpha} \mathbb{E}_{s \sim \zeta} \left[ \log \hat{Z}_k(s) \right] - \mathbb{E}_{s \sim \zeta} \left[ \hat{V}_{L,k}(s) \right] - \frac{3 - \gamma}{1 - \gamma} \| A_{L,k}^\pi - \hat{A}_{L,k} \|
\]

for any initial distribution \( \zeta \).

Lemma 3 bounds the the difference between the empirical Lagrangian and that of the optimal solution averaged over iterations, while Lemma 4 considers the single-iteration improvement of the empirical Lagrangian.

**Lemma 5.** Suppose Assumption 1 holds. Let the constant \( C \) obey \( C \geq 2\| \lambda^* \|_\infty \). Then, given a policy \( \pi \), if there exists a constant \( \delta > 0 \) such that

\[
V_0^\pi (\rho) - V_0^\pi (\rho) + C \sum_{i=1}^{N} [b_i - V_i^\pi (\rho)]_+ \leq \delta,
\]

then we have

\[
\sum_{i=1}^{N} [b_i - V_i^\pi (\rho)]_+ \leq \frac{2\delta}{C}.
\]

Lemma 5 provides a convenient bound on the constraint violation of a given policy.

With the aid of the lemmas, we first study the convergence of the objective function to the global optimality.

**Objective function convergence**

From the dual update (13), we have

\[
0 \leq \| \lambda_K \|^2 = \sum_{k=0}^{K-1} \left( \| \lambda_{k+1} \|^2 - \| \lambda_k \|^2 \right) \\
= \sum_{k=0}^{K-1} \left( \| \lambda_k - \eta \left( \sum_{a \in A} \rho(a) \pi_k(a | s) \hat{Q}_g,k(s, a) - b \right) \|_2^2 - \| \lambda_k \|^2 \right) \\
\leq \sum_{k=0}^{K-1} \left( \| \lambda_k - \eta \left( \sum_{a \in A} \rho(a) \pi_k(a | s) \hat{Q}_g,k(s, a) - b \right) \|_2^2 - \| \lambda_k \|^2 \right)
\]
= -2\eta \sum_{k=0}^{K-1} \lambda_k^\top \left( \sum_{s,a} \rho(s)\pi_k(a \mid s) \hat{Q}_{g,k}(s,a) - b \right) + \eta^2 \sum_{k=0}^{K-1} \sum_{s,a} \rho(s)\pi_k(a \mid s) \hat{Q}_{g,k}(s,a) - b \right)^2 \\
= -2\eta \sum_{k=0}^{K-1} \lambda_k^\top \left( \sum_{s,a} \rho(s)\pi_k(a \mid s) Q^\pi_k(s,a) - b \right) - 2\eta \sum_{k=0}^{K-1} \lambda_k^\top \left( \sum_{s,a} \rho(s)\pi_k(a \mid s) \hat{Q}_{g,k}(s,a) - Q^\pi_k(s,a) \right) \\
+ \eta^2 \sum_{k=0}^{K-1} \sum_{s,a} \rho(s)\pi_k(a \mid s) \hat{Q}_{g,k}(s,a) - b \right)^2 \\
= -2\eta \sum_{k=0}^{K-1} \lambda_k^\top \left( V^\pi_k(\rho) - b \right) - 2\eta \sum_{k=0}^{K-1} \lambda_k^\top \left( \sum_{s,a} \rho(s)\pi_k(a \mid s) \left( \hat{Q}_{g,k}(s,a) - Q^\pi_k(s,a) \right) \right) \\
+ \eta^2 \sum_{k=0}^{K-1} \sum_{s,a} \rho(s)\pi_k(a \mid s) \hat{Q}_{g,k}(s,a) - b \right)^2. (22)

By the Cauchy-Schwarz inequality the second term above can be bounded as

\[-\sum_{k=0}^{K-1} \lambda_k^\top \left( \sum_{s,a} \rho(s)\pi_k(a \mid s) \left( \hat{Q}_{g,k}(s,a) - Q^\pi_k(s,a) \right) \right) \leq \sum_{k=0}^{K-1} \sum_{i=1}^N \lambda_{i,k} \left( \sum_{s,a} \rho(s)^2 \pi_k(a \mid s)^2 \right)^{1/2} \left\| Q_{g,k} - Q^\pi_k \right\| \]

\[-\sum_{k=0}^{K-1} \sum_{i=1}^N \lambda_{i,k} \left( \sum_{s,a} \rho(s)\pi_k(a \mid s) \right) \left\| \hat{Q}_{g,k} - Q^\pi_g \right\| \leq \sum_{k=0}^{K-1} \sum_{i=1}^N \lambda_{i,k} \left\| \hat{Q}_{g,k} - Q^\pi_g \right\|. (23)\]

In addition, the third term of (22) can be treated with the fact that the value function and constant \( b_i \) are all within \([0, \frac{1}{1-\gamma}]\).

\[\sum_{k=0}^{K-1} \sum_{s,a} \rho(s)\pi_k(a \mid s) \hat{Q}_{g,k}(s,a) - b \right)^2 = \sum_{k=0}^{K-1} \sum_{i=1}^N \sum_{s,a} \rho(s)\pi_k(a \mid s) \hat{Q}_{i,k}(s,a) - b_i \right)^2 \leq 2 \sum_{k=0}^{K-1} \sum_{i=1}^N \left( \sum_{s,a} \rho(s)\pi_k(a \mid s) \hat{Q}_{i,k}(s,a) \right)^2 + b_i^2 \right)^2 \leq 2 \sum_{k=0}^{K-1} \sum_{i=1}^N \left( \frac{1}{(1-\gamma)^2} + \frac{1}{(1-\gamma)^2} \right) = 4KN \frac{1}{(1-\gamma)^2}. (24)\]

Using (23) and (24) in (22), we get

\[0 \leq -2\eta \sum_{k=0}^{K-1} \lambda_k^\top \left( V^\pi_k(\rho) - b \right) - 2\eta \sum_{k=0}^{K-1} \lambda_k^\top \left( \sum_{s,a} \rho(s)\pi_k(a \mid s) \left( \hat{Q}_{g,k}(s,a) - Q^\pi_k(s,a) \right) \right) \]

\[+ \eta^2 \sum_{k=0}^{K-1} \sum_{s,a} \rho(s)\pi_k(a \mid s) \hat{Q}_{g,k}(s,a) - b \right)^2 \]
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where the last inequality follows from the fact that the optimal policy satisfies the constraints, i.e. $V_i^\pi(\rho) \geq b_i$ for all $i = 1, \cdots, N$.

Re-arranging this inequality and dividing by $2KN\eta$ lead to
\[
\frac{1}{K} \sum_{k=0}^{K-1} \left( V_0^\pi(\rho) - V_0^\pi_k(\rho) \right) \leq -\frac{1}{K} \sum_{k=0}^{K-1} N \sum_{i=1}^{N} \lambda_{i,k} \left\| \hat{Q}_{i,k} - Q_i^\pi \right\| - \frac{2N\eta}{(1-\gamma)^2}.
\]

Combining this with Lemma 3 we get
\[
\frac{1}{K} \sum_{k=0}^{K-1} \left( V_0^\pi(\rho) - V_0^\pi_k(\rho) \right) \leq \frac{\log |A|}{(1-\gamma)K} + \frac{3N}{\xi(1-\gamma)^3K} + \frac{2N\eta}{(1-\gamma)^3} + \frac{4-2\gamma}{(1-\gamma)^2} \sum_{k=0}^{K-1} \|A_{L,k}^\pi - \hat{A}_{L,k}\|
\]
\[
+ \frac{1}{K} \sum_{k=0}^{K-1} N \sum_{i=1}^{N} \lambda_{i,k} \left\| \hat{Q}_{i,k} - Q_i^\pi \right\| - \frac{2N\eta}{(1-\gamma)^2}
\]
\[
\leq \frac{\log |A|}{(1-\gamma)K} + \frac{3N}{\xi(1-\gamma)^3K} + \frac{4(2-\gamma)}{(1-\gamma)^2} \sum_{k=0}^{K-1} \|\hat{Q}_{0,k} - Q_0^\pi\|
\]
\[
+ \left( \frac{8(2-\gamma)}{\xi(1-\gamma)^3K} + \frac{2}{\xi(1-\gamma)K} \right) \sum_{k=0}^{K-1} N \sum_{i=1}^{N} \left\| \hat{Q}_{i,k} - Q_i^\pi \right\| + \frac{4N\eta}{(1-\gamma)^3}
\]

where the last inequality follows from the boundness of $\|\lambda_{i,k}\|$ due to the projection operator and
\[
\sum_{k=0}^{K-1} \|A_{L,k}^\pi - \hat{A}_{L,k}\| \leq \sum_{k=0}^{K-1} \left( \|A_0^\pi - \hat{A}_{0,k}\| + \sum_{i=1}^{N} \|\lambda_{i,k}\||A_i^\pi - \hat{A}_{i,k}\| \right)
\]
\[
\leq \sum_{k=0}^{K-1} \|A_0^\pi - \hat{A}_{0,k}\| + \frac{2}{\xi(1-\gamma)} \sum_{k=0}^{K-1} N \sum_{i=1}^{N} \|A_i^\pi - \hat{A}_{i,k}\|
\]
\[
\leq 2 \sum_{k=0}^{K-1} \|Q_i^\pi - \hat{Q}_{0,k}\| + \frac{4}{\xi(1-\gamma)} \sum_{k=0}^{K-1} N \sum_{i=1}^{N} \|Q_i^\pi - \hat{Q}_{i,k}\|.
\]

Defining $C_1 = \frac{8(2-\gamma)}{\xi(1-\gamma)^3} + \frac{4}{\xi(1-\gamma)^2}$ and combining terms in (26), we have
\[
\frac{1}{K} \sum_{k=0}^{K-1} \left( V_0^\pi(\rho) - V_0^\pi_k(\rho) \right) \leq \frac{\log |A|}{(1-\gamma)K} + \frac{3N}{\xi(1-\gamma)^3K} + \frac{4N\eta}{(1-\gamma)^3} + \frac{C_1}{K} \sum_{k=0}^{K-1} N \sum_{i=1}^{N} \left\| \hat{Q}_{i,k} - Q_i^\pi \right\|.
\]

We now show the decay of the constraint violation to zero.

**Constraint violation convergence**

For any $\lambda \in [0, \frac{1}{(1-\gamma)^2}]^N$, since the projection operator $\Pi$ is non-expansive, we have
\[
\|\lambda_{k+1} - \lambda\|^2 = \|\Pi(\lambda_k - \eta(\hat{V}_{g,k}(\rho) - b)) - \lambda\|^2
\]
\[ \leq \|\lambda_k - \eta (\hat{V}_{g,k}(\rho) - b) - \lambda\|^2 \]
\[ = \|\lambda_k - \lambda\|^2 - 2\eta (\lambda_k - \lambda) \trans (\hat{V}_{g,k}(\rho) - b) + \eta^2 \|\hat{V}_{g,k}(\rho) - b\|^2 \]
\[ \leq \|\lambda_k - \lambda\|^2 - 2\eta (\lambda_k - \lambda) \trans (\hat{V}_{g,k}(\rho) - V_g^{\pi_k}(\rho)) - 2\eta (\lambda_k - \lambda) \trans (V_g^{\pi_k}(\rho) - b) + \frac{4N\eta^2}{(1 - \gamma)^2}, \]

where the last inequality bounds the quadratic term using an approach similar to (24).

Re-arranging the terms and summing up from \( k = 0 \) to \( K - 1 \), we get

\[ \frac{2\eta}{K} \sum_{k=0}^{K-1} (\lambda_k - \lambda) \trans (V_g^{\pi_k}(\rho) - b) \leq \frac{1}{K} (\|\lambda_0 - \lambda\|^2 - \|\lambda_K - \lambda\|^2) - \frac{2\eta}{K} \sum_{k=0}^{K-1} (\lambda_k - \lambda) \trans (\hat{V}_{g,k}(\rho) - V_g^{\pi_k}(\rho)) + \frac{4N\eta^2}{(1 - \gamma)^2} \]
\[ \leq \frac{1}{K} \|\lambda_0 - \lambda\|^2 + \frac{2\eta}{K} \sum_{k=0}^{K-1} \langle \lambda_k - \lambda, \hat{V}_{g,k}(\rho) - V_g^{\pi_k}(\rho) \rangle + \frac{4N\eta^2}{(1 - \gamma)^2}. \tag{28} \]

To bound the second term of this inequality, we consider

\[ \frac{2\eta}{K} \sum_{k=0}^{K-1} \langle \lambda_k - \lambda, \hat{V}_{g,k}(\rho) - V_g^{\pi_k}(\rho) \rangle \leq \left( \frac{2}{\xi(1 - \gamma)} + \frac{4}{\xi(1 - \gamma)} \right) \frac{2\eta}{K} \sum_{k=0}^{K-1} \|\hat{V}_{g,k}(\rho) - V_g^{\pi_k}(\rho)\| \]
\[ \leq \frac{12\eta}{\xi(1 - \gamma)K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \|\hat{Q}_{i,k} - Q_i^{\pi_k}\|. \tag{29} \]

Using (29) in (28) and dividing both sides by \( 2\eta \), we get

\[ \frac{1}{K} \sum_{k=0}^{K-1} (\lambda_k - \lambda) \trans (V_g^{\pi_k}(\rho) - b) \leq \frac{1}{2K\eta} \|\lambda_0 - \lambda\|^2 + \frac{6}{\xi(1 - \gamma)K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \|\hat{Q}_{i,k} - Q_i^{\pi_k}\|^2 + \frac{2N\eta}{(1 - \gamma)^2} \tag{30} \]

Adding (30) to the result of Lemma 3, we have

\[ \frac{1}{K} \sum_{k=0}^{K-1} \left( V_0^{\pi_k}(\rho) - V_0^{\pi_k}(\rho) + \lambda_k \trans (V_g^{\pi_k}(\rho) - b) + \lambda \trans (V_g^{\pi_k}(\rho) - b) \right) \]
\[ \leq \frac{\log |A|}{(1 - \gamma)K\alpha} + \frac{3N}{\xi(1 - \gamma)^3K} + \frac{2N\eta}{(1 - \gamma)^3} + \frac{4 - 2\gamma}{(1 - \gamma)^2K} \sum_{k=0}^{K-1} \|A_{L,k}^{\pi_k} - \hat{A}_{L,k}\| \]
\[ + \frac{1}{2K\eta} \|\lambda_0 - \lambda\|^2 + \frac{6}{\xi(1 - \gamma)K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \|\hat{Q}_{i,k} - Q_i^{\pi_k}\|^2 + \frac{2N\eta}{(1 - \gamma)^2} \]

Combining the terms and using the fact that \( V_g^{\pi_k}(\rho) - b \geq 0 \), this inequality implies

\[ \frac{1}{K} \sum_{k=0}^{K-1} \left( V_0^{\pi_k}(\rho) - V_0^{\pi_k}(\rho) + \lambda \trans (b - V_g^{\pi_k}(\rho)) \right) \]
\[ \leq \frac{\log |A|}{(1 - \gamma)K\alpha} + \frac{3N}{\xi(1 - \gamma)^3K} + \frac{4N\eta}{(1 - \gamma)^3} + \frac{1}{2K\eta} \|\lambda_0 - \lambda\|^2 \]
\[ + \frac{4 - 2\gamma}{(1 - \gamma)^2K} \sum_{k=0}^{K-1} \|A_{L,k}^{\pi_k} - \hat{A}_{L,k}\| + \frac{6}{\xi(1 - \gamma)K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \|\hat{Q}_{i,k} - Q_i^{\pi_k}\| \]
\[ \leq \frac{\log |A|}{(1 - \gamma)K\alpha} + \frac{3N}{\xi(1 - \gamma)^3K} + \frac{4N\eta}{(1 - \gamma)^3} + \frac{1}{2K\eta} \|\lambda_0 - \lambda\|^2 \]
To begin with, we define some convenient shorthand notations used in the proof of Proposition 2.

First, we use
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\[ \frac{4(2-\gamma)}{(1-\gamma)^2K} \sum_{k=0}^{K-1} \|Q_0^{\pi_k} - \hat{Q}_{0,k}\| + \left( \frac{8(2-\gamma)}{\xi(1-\gamma)^3K} + \frac{6}{\xi(1-\gamma)K} \right) \sum_{k=0}^{K-1} \sum_{i=1}^{N} \|\hat{Q}_{i,k} - Q_{i}^{\pi_k}\| \]

\[ = \frac{\log |A|}{(1-\gamma)K\alpha} + \frac{3N}{\xi(1-\gamma)^3K} + \frac{4N\eta}{(1-\gamma)^3} + \frac{1}{2K\eta} \cdot \frac{36N}{K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \|\hat{Q}_{i,k} - Q_{i}^{\pi_k}\|, \quad (31) \]

where the second inequality again follows from (27), and the equality uses the constant definition

\[ C_1 = \frac{8(2-\gamma)}{\xi(1-\gamma)^3} + \frac{6}{\xi(1-\gamma)}. \]

Now, choosing \( \lambda \) such that

\[ \lambda_i = \begin{cases} \frac{4}{(1-\gamma)K}, & \text{if } b_i - V_i^{\pi_k}(\rho) \geq 0 \\ 0, & \text{else} \end{cases} \]

Then, (31) leads to

\[ \frac{1}{K} \sum_{k=0}^{K-1} \left( V_0^{\pi^*}(\rho) - V_0^{\pi_k}(\rho) \right) + \frac{1}{K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \frac{4}{(1-\gamma)\xi} \left[ b_i - V_i^{\pi_k}(\rho) \right]_+ \]

\[ \leq \frac{\log |A|}{(1-\gamma)K\alpha} + \frac{3N}{\xi(1-\gamma)^3K} + \frac{4N\eta}{(1-\gamma)^3} + \frac{1}{2K\eta} \cdot \frac{36N}{K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \|\hat{Q}_{i,k} - Q_{i}^{\pi_k}\| \quad (32) \]

Note that there always exists a policy \( \bar{\pi}_K \) such that \( d_\rho^{\pi_K} = \frac{1}{K} \sum_{k=0}^{K-1} d_\rho^{\pi_k} \), which implies

\[ V_i^{\pi_K} = \frac{1}{K} \sum_{k=0}^{K-1} V_i^{\pi_k} \quad \forall i = 0, 1, \ldots, N. \]

As a result, (32) becomes

\[ \left( V_0^{\pi^*}(\rho) - V_0^{\pi_K}(\rho) \right) + \frac{4}{(1-\gamma)\xi} \sum_{i=1}^{N} \left[ b_i - V_i^{\pi_K}(\rho) \right]_+ \]

\[ \leq \frac{\log |A|}{(1-\gamma)K\alpha} + \frac{3N}{\xi(1-\gamma)^3K} + \frac{4N\eta}{(1-\gamma)^3} + \frac{18N}{K\eta\xi(1-\gamma)^2} + \frac{C_1}{K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \|\hat{Q}_{i,k} - Q_{i}^{\pi_k}\| \quad (33) \]

Recall that Lemma 1 states that \( 2\|A\|_\infty \leq \frac{4}{(1-\gamma)K} \). Applying Lemma 3 with \( C = \frac{4}{(1-\gamma)K} \), we have

\[ \sum_{i=1}^{N} \left[ b_i - V_i^{\pi_K}(\rho) \right]_+ \]

\[ \leq \frac{\xi(1-\gamma)}{2} \left( \frac{\log |A|}{(1-\gamma)K\alpha} + \frac{3N}{\xi(1-\gamma)^3K} + \frac{4N\eta}{(1-\gamma)^3} + \frac{18N}{K\eta\xi(1-\gamma)^2} + \frac{C_1}{K} \sum_{k=0}^{K-1} \sum_{i=1}^{N} \|\hat{Q}_{i,k} - Q_{i}^{\pi_k}\| \right). \]

\[ \square \]

### A.2 Proof of Proposition 2

To begin with, we define some convenient shorthand notations used in the proof of Proposition 2.

First, we use \( O_k \) to denote the data observation used for variable updates in iteration \( k \), i.e.

\[ O_k = (s_k, a_k, s_{k+1}, a_{k+1}). \]
Second, we use $R_i : |S| \times |A| \times |S| \times |A| \to \mathbb{R}^{|S||A|}$ to denote the vector reward operator such that

$$[R_i(s, a, s', a')]_{m} = \begin{cases} r_i(s, a), & \text{if } m = (s, a), \\ 0, & \text{otherwise.} \end{cases}$$ (34)

We also define the operator $M : |S| \times |A| \times |S| \times |A| \to \mathbb{R}^{|S||A| \times |S||A|}$ such that

$$M(s, a, s', a')_{m,n} = \begin{cases} \gamma - 1, & \text{if } m = n = (s, a) \\ 0, & \text{otherwise} \end{cases}$$

if $(s, a = s', a')$:

$$M(s, a, s', a')_{m,n} = \begin{cases} -1, & \text{if } m = n = (s, a) \\ \gamma, & \text{if } m = (s, a), n = (s', a') \\ 0, & \text{otherwise} \end{cases}$$ (35)

For any policy $\pi$, vector $\pi \in \mathbb{R}^{|S||A|}$, and observation tuple $O \in S \times A \times S \times A$, we define

$$\tilde{M}^\pi = \mathbb{E}_{s \sim \mu_\pi, a \sim \pi(\cdot|s), s' \sim \mathcal{P}(\cdot|s,a), a' \sim \pi(\cdot|s')} [M(s, a, s', a')],$$

$$\Gamma_i(\pi, z, O) = z^\top (R_i(O) + M(O)Q^\pi_i) + z^\top (M(O) - \tilde{M}^\pi)z$$

$\tilde{M}^\pi$ is an important operator which we will show is negative definite under any behavior policy $\hat{\pi}_k$, and the operator $\Gamma_i$ plays an important role in bounding the noise caused by the time-varying Markov chain.

We also introduce the following technical lemmas.

**Lemma 6.** The error between $\hat{\pi}_{k+1}$ and $\hat{\pi}_k$ is bounded for all $k \geq 0$

$$\|\hat{\pi}_{k+1} - \hat{\pi}_k\| \leq 3(|S||A|)^{1/2}N\alpha \xi^{1/2}(1 - \gamma)^{3/2}.$$

**Lemma 7.** We have for all $i = 0, \ldots, N$ and $k \geq 0$

$$\|z_{i,k+1} - z_{i,k}\|^2 \leq \frac{36(|S||A|)^3N^2\beta^2}{\xi(1 - \gamma)^2}, \quad \text{and} \quad \|z_{i,k+1} - z_{i,k}\| \leq \frac{6(|S||A|)^{3/2}N\beta}{\xi^{1/2}(1 - \gamma)^{7/2}}.$$

**Lemma 8** [Khodadadian et al. (2021) Lemma 3]. The matrix $\tilde{M}^\hat{\pi}_k$ is negative definite for all $k \geq 0$

$$x^\top \tilde{M}^\hat{\pi}_k x \leq \frac{(1 - \gamma)\mu e}{|A|}\|x\|^2, \quad \forall x \in \mathbb{R}^{|S||A|}, k \geq 0,$$

where $\mu = \min_{\pi,s} \mu_\pi(s)$ is a positive constant due to the uniform ergodicity of the Markov chain under any policy.

As we have discussed earlier, the matrix $\tilde{M}^\hat{\pi}_k$ is negative definite for all $k = 0, 1, \ldots, K - 1$, which is formally established by Lemma 8.

**Lemma 9.** Under Assumption 2, we have for all $k \geq \tau$ and $i = 0, \ldots, N$

$$\mathbb{E}[\Gamma_i(\hat{\pi}_k, z_{i,k}, O_k)] \leq \frac{(3C_2 + 6C_3 + 4C_4)(|S||A|)^{3/2}N\beta^2}{\xi(1 - \gamma)^{7/2}},$$

where $C_2 = \frac{2|S||A|^{3/2}}{(1 - \gamma)^{3/2}} + \frac{8|S||A|^3}{(1 - \gamma)^2} \left( \log_\mu m^{-1} + \frac{1}{1 - \rho} + 2 \right)$, $C_3 = 1 + 9\sqrt{2|S||A|} \xi^{-1/2}$, and $C_4 = \frac{4|S||A|^{3/2}}{1 - \gamma}(1 + \frac{3|S||A|}{1 - \gamma})$. 
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Lemma 9 bounds an difficult and important cross term that later arises in the analysis due to the time-varying Markovian noise.

With the definition of $R_t$ and $M$ in (34) and (35), the critic update (10) can be re-expressed in the vector form as

$$
\hat{Q}_{i,k+1} = \hat{Q}_{i,k} + \beta(R_t(O_k) + M(O_k)\hat{Q}_{i,k}),
$$

which implies

$$
z_{i,k+1} - z_{i,k} = -(\hat{Q}_{i,k+1}^\natural - Q_{i,k}^\natural) + \beta(R_t(O_k) + M(O_k)\hat{Q}_{i,k}^\natural + M(O_k)z_{i,k}).
$$

Re-writing $\|z_{i,k+1}\|^2 - \|z_{i,k}\|^2$

$$
\|z_{i,k+1}\|^2 - \|z_{i,k}\|^2 = 2z_{i,k}^T(z_{i,k+1} - z_{i,k}) + \|z_{i,k+1} - z_{i,k}\|^2
$$

$$
= 2z_{i,k}^T(z_{i,k+1} - z_{i,k} - \beta M\hat{\pi}_k z_{i,k}) + \|z_{i,k+1} - z_{i,k}\|^2 + 2\beta z_{i,k}^T M\hat{\pi}_k z_{i,k}
$$

$$
= 2\beta\Gamma_i(\hat{\pi}_k, z_{i,k}, O_k) - 2z_{i,k}^T(\hat{Q}_{i,k+1}^\natural - Q_{i,k}^\natural) + \|z_{i,k+1} - z_{i,k}\|^2 + 2\beta z_{i,k}^T M\hat{\pi}_k z_{i,k}
$$

$$
\leq 2\beta\Gamma_i(\hat{\pi}_k, z_{i,k}, O_k) + 2\|z_{i,k}\|\|\hat{Q}_{i,k+1}^\natural - Q_{i,k}^\natural\| + \|z_{i,k+1} - z_{i,k}\|^2 + 2\beta z_{i,k}^T M\hat{\pi}_k z_{i,k}.
$$

Using Lemma 7, 9 to bound the first, third and fourth term of (36) in expectation, we have for all $k \geq \tau$

$$
\mathbb{E}[\|z_{i,k+1}\|^2 - \|z_{i,k}\|^2] \leq 2\beta\mathbb{E}[\Gamma_i(\hat{\pi}_k, z_{i,k}, O_k)] + 2\mathbb{E}[\|z_{i,k}\|\|\hat{Q}_{i,k+1}^\natural - Q_{i,k}^\natural\|] + \mathbb{E}[\|z_{i,k+1} - z_{i,k}\|^2] + 2\beta\mathbb{E}[z_{i,k}^T M\hat{\pi}_k z_{i,k}]
$$

$$
\leq \frac{2(3C_2 + 6C_3 + 4C_4)(|S|\|A\|)^{3/2}N\beta^2}{\xi^1(1-\gamma)^{7/2}} + 2\mathbb{E}[\|z_{i,k}\|\|\hat{Q}_{i,k+1}^\natural - Q_{i,k}^\natural\|] + \frac{36(|S|\|A\|)^3N^2\alpha^2}{\xi^1(1-\gamma)^7} - \frac{2(1-\gamma)\mu\epsilon\beta}{|A|}\mathbb{E}[\|z_{i,k}\|^2].
$$

(37)

The second term of (37) can be simplified with Lemma 2 and 6

$$
2\mathbb{E}[\|z_{i,k}\|\|\hat{Q}_{i,k+1}^\natural - Q_{i,k}^\natural\|] \leq \frac{2|S|\|A\|}{(1-\gamma)^2}\mathbb{E}[\|z_{i,k}\|\|\hat{\pi}_{k+1} - \hat{\pi}_k\|]
$$

$$
\leq \frac{6(|S|\|A\|)^{3/2}N\alpha}{\xi^1(1-\gamma)^{7/2}}\mathbb{E}[\|z_{i,k}\|]
$$

$$
\leq \frac{(1-\gamma)\mu\epsilon\beta}{|A|}\mathbb{E}[\|z_{i,k}\|^2] + \left(\frac{3(|S|\|A\|)^{3/2}N\alpha}{\xi^1(1-\gamma)^{7/2}}\right)^2 + \frac{9|S|^3|A|^4N^2\alpha^2}{\xi^1(1-\gamma)^8}\mathbb{E}[\|z_{i,k}\|^2]
$$

where the third inequality follows from the fact that $2c \leq \frac{c^2}{\alpha} + d$ for any scalar $c, d > 0$. Plugging this bound back to (37), we have for all $k \geq \tau$

$$
\mathbb{E}[\|z_{i,k+1}\|^2 - \|z_{i,k}\|^2] \leq \frac{2(3C_2 + 6C_3 + 4C_4)(|S|\|A\|)^{3/2}N\beta^2}{\xi^1(1-\gamma)^{7/2}} + \frac{(1-\gamma)\mu\epsilon\beta}{|A|}\mathbb{E}[\|z_{i,k}\|^2] + \frac{9|S|^3|A|^4N^2\alpha^2}{\xi^1(1-\gamma)^8}\mathbb{E}[\|z_{i,k}\|^2] + \frac{36(|S|\|A\|)^3N^2\beta^2}{\xi^1(1-\gamma)^7} - \frac{2(1-\gamma)\mu\epsilon\beta}{|A|}\mathbb{E}[\|z_{i,k}\|^2]
$$
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where the first inequality follows from (38) and the step size condition where in the second inequality we re-combine the terms using the dual function, \( \bar{B} \).

### Proof of Lemma 1

**B Proof of Technical Lemmas**

As a result, we have for all \( k \geq \tau \)

\[
\frac{(1 - \gamma) \mu \epsilon}{|A|} \mathbb{E}[\|z_{i,k}\|^2] \leq \mathbb{E}[\|z_{i,k}\|^2 - \|z_{i,k+1}\|^2] + C_5 N^2 \beta^2 \tau^2 + \frac{9|\mathcal{S}|^3 |A|^4 N^2 \alpha^2}{\xi \mu (1 - \gamma)^8 \epsilon \beta}. \tag{38}
\]

Re-arranging this inequality, we have for all \( k \geq \tau \)

\[
\frac{1}{K} \sum_{k=0}^{K-1} \frac{(1 - \gamma) \mu \epsilon}{|A|} \mathbb{E}[\|z_{i,k}\|^2] \leq \mathbb{E}[\|z_{i,k}\|^2] + \frac{1}{K} \sum_{k=\tau}^{K-1} \frac{(1 - \gamma) \mu \epsilon}{|A|} \mathbb{E}[\|z_{i,k}\|^2] \leq \frac{1}{K} \sum_{k=0}^{\tau} \mathbb{E}[\|z_{i,k}\|^2] + \frac{1}{K} \sum_{k=\tau}^{K-1} \mathbb{E}[\|z_{i,k}\|^2 - \|z_{i,k+1}\|^2] + \frac{1}{K} \sum_{k=\tau}^{K-1} \left( C_5 N^2 \beta^2 \tau^2 + \frac{9|\mathcal{S}|^3 |A|^4 N^2 \alpha^2}{\xi \mu (1 - \gamma)^8 \epsilon \beta} \right) \leq \frac{1}{K} \sum_{k=0}^{\tau} \mathbb{E}[\|z_{i,k}\|^2] + C_5 N^2 \beta^2 \tau^2 + \frac{9|\mathcal{S}|^3 |A|^4 N^2 \alpha^2}{\xi \mu (1 - \gamma)^8 \epsilon \beta},
\]

where the first inequality follows from (38) and the step size condition \( \frac{(1 - \gamma) \mu \epsilon}{|A|} \leq 1 \). Since \( \|z_{i,k}\|^2 = \|\hat{Q}_{i,k} - Q_{i,k}^\tau\|^2 \leq 4|\mathcal{S}| |A| (1 - \gamma)^2 \) for all \( k \geq 0 \), we can further simplify this inequality

\[
\frac{1}{K} \sum_{k=0}^{K-1} \frac{(1 - \gamma) \mu \epsilon}{|A|} \mathbb{E}[\|z_{i,k}\|^2] \leq \frac{1}{K} \sum_{k=0}^{\tau} \mathbb{E}[\|z_{i,k}\|^2] + C_5 N^2 \beta^2 \tau^2 + \frac{9|\mathcal{S}|^3 |A|^4 N^2 \alpha^2}{\xi \mu (1 - \gamma)^8 \epsilon \beta} \leq \frac{4|\mathcal{S}| |A| (\tau + 1)}{(1 - \gamma)^2 K} + C_5 N^2 \beta^2 \tau^2 + \frac{9|\mathcal{S}|^3 |A|^4 N^2 \alpha^2}{\xi \mu (1 - \gamma)^8 \epsilon \beta}.
\]

Dividing both sides of the inequality by \( \frac{(1 - \gamma) \mu \epsilon}{|A|} \), we get

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\|z_{i,k}\|^2] \leq \frac{|A|}{(1 - \gamma) \mu \epsilon} \left( C_5 N^2 \beta^2 \tau^2 + \frac{9|\mathcal{S}|^3 |A|^4 N^2 \alpha^2}{\xi \mu (1 - \gamma)^8 \epsilon \beta} \right) \leq \frac{8|\mathcal{S}| |A| \tau}{(1 - \gamma) \mu \epsilon} + \frac{|A|}{(1 - \gamma) \mu \epsilon} \left( C_5 N^2 \beta^2 \tau^2 + \frac{9|\mathcal{S}|^3 |A|^4 N^2 \alpha^2}{\xi \mu (1 - \gamma)^8 \epsilon \beta} \right) + 9|\mathcal{S}|^3 |A|^5 N^2 \alpha^2 (1 - \gamma)^8 \epsilon \beta^2.
\]

\[\square\]

### B.1 Proof of Lemma 1

Let \( \pi \) denote the policy that satisfies the Slater’s condition in Assumption 1. By the definition of the dual function,

\[
V_D^*(\rho) \geq V_0^\# + (V_g^\# - b)^\top \lambda^* \geq V_0^\# + \xi \sum_{i=1}^{N} \lambda_i^* \geq V_0^\# + \xi \|\lambda^*\|_\infty \tag{39}
\]
Re-arranging the inequality and recognizing \( V^*_D(\rho) = V^*_0 \) as implied by the strong duality in (7) leads to
\[
\|\lambda^*\|_\infty \leq \frac{1}{\xi} (V^*_D(\rho) - V^*_0) = \frac{1}{\xi} (V^*_0(\rho) - V^*_0) \leq \frac{2}{\xi (1 - \gamma)},
\]
where the last inequality follows from bounded reward function (and hence bounded value function).

\[\Box\]

B.2 Proof of Lemma 3

The performance difference lemma [Agarwal et al., 2020] states that for any policies \( \pi_1, \pi_2 \), initial distribution \( \zeta \), and \( i = 0, \ldots, N \)
\[
V^*_i(\zeta) - V^*_i(\zeta) = \frac{1}{1 - \gamma} E_{s \sim \rho^*_0, a \sim \pi^*(\cdot | s)} [A^\pi_0(s, a)].
\]  

Using this lemma, we have
\[
V^*_0(\rho) - V^*_0(\rho) = \frac{1}{1 - \gamma} E_{s \sim \rho^*_0, a \sim \pi^*(\cdot | s)} [A^\pi_0(s, a)]
\]
\[
= \frac{1}{1 - \gamma} E_{s \sim \rho^*_0, a \sim \pi^*(\cdot | s)} [Q^\pi_0(s, a)] - \frac{1}{1 - \gamma} E_{s \sim \rho^*_0} [V^*_0(\rho)]
\]
\[
= \frac{1}{1 - \gamma} E_{s \sim \rho^*_0, a \sim \pi^*(\cdot | s)} \left[ \tilde{Q}_{L,k}(s, a) - \frac{\lambda'_k}{1 - \gamma} E_{s \sim \rho^*_0, a \sim \pi^*(\cdot | s)} [\tilde{Q}_{g,k}(s, a)] \right]
\]
\[
+ \frac{1}{1 - \gamma} E_{s \sim \rho^*_0, a \sim \pi^*(\cdot | s)} [Q^\pi_0(s, a) - \tilde{Q}_{0,k}(s, a)] - \frac{1}{1 - \gamma} E_{s \sim \rho^*_0} [V^*_0(\rho)]
\]
\[
= \frac{1}{(1 - \gamma) \alpha} E_{s \sim \rho^*_0} [D_{KL}(\pi^*(\cdot | s) \| \pi_k(\cdot | s))] - \frac{1}{(1 - \gamma) \alpha} E_{s \sim \rho^*_0} [D_{KL}(\pi^*(\cdot | s) \| \pi_{k+1}(\cdot | s))]
\]
\[
+ \frac{1}{(1 - \gamma) \alpha} E_{s \sim \rho^*_0} \left[ \log \tilde{Z}_k \right] - \frac{\lambda'_k}{1 - \gamma} E_{s \sim \rho^*_0, a \sim \pi^*(\cdot | s)} [\tilde{A}_{g,k}(s, a)]
\]
\[
- \frac{\lambda'_k}{1 - \gamma} E_{s \sim \rho^*_0, a \sim \pi^*(\cdot | s)} [\tilde{V}_{g,k}(s)] + \frac{1}{1 - \gamma} E_{s \sim \rho^*_0, a \sim \pi^*(\cdot | s)} [Q^\pi_0(s, a) - \tilde{Q}_{0,k}(s, a)]
\]
\[
- \frac{1}{1 - \gamma} E_{s \sim \rho^*_0} (\cdot | s) [V^*_0(s) - \tilde{V}_{0,k}(s)]
\]

Re-grouping the terms,
\[
V^*_0(\rho) - V^*_0(\rho) = \frac{1}{(1 - \gamma) \alpha} E_{s \sim \rho^*_0} [D_{KL}(\pi^*(\cdot | s) \| \pi_k(\cdot | s))] - \frac{1}{(1 - \gamma) \alpha} E_{s \sim \rho^*_0} [D_{KL}(\pi^*(\cdot | s) \| \pi_{k+1}(\cdot | s))]
\]
\[
+ \frac{1}{(1 - \gamma) \alpha} E_{s \sim \rho^*_0} \left[ \log \tilde{Z}_k \right] - \frac{\lambda'_k}{1 - \gamma} E_{s \sim \rho^*_0, a \sim \pi^*(\cdot | s)} [A^\pi_0(s, a)]
\]
\[
+ \frac{\lambda'_k}{1 - \gamma} E_{s \sim \rho^*_0, a \sim \pi^*(\cdot | s)} [A^\pi_k(s, a) - \tilde{A}_{g,k}(s, a)]
\]
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\[- \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ \hat{V}_{L,k}(s) \right] + \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi_{\rho}, a \sim \pi^*(\cdot | s)} \left[ A^\pi_k(s, a) - \hat{A}_{0,k}(s, a) \right] \]
\[= \frac{1}{(1 - \gamma)\alpha} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ D_{KL}(\pi^*(\cdot | s) || \pi_k(\cdot | s)) \right] - \frac{1}{(1 - \gamma)\alpha} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ D_{KL}(\pi^*(\cdot | s) || \pi_{k+1}(\cdot | s)) \right] \]
\[+ \frac{1}{(1 - \gamma)\alpha} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ \log \hat{Z}_k \right] - \lambda_k^\top \left( V^\pi\_g(\rho) - V^\pi_k(\rho) \right) \]
\[= \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ \hat{V}_{L,k}(s) \right] + \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^\pi_{\rho}, a \sim \pi^*(\cdot | s)} \left[ A^\pi_k(s, a) - \hat{A}_{L,k}(s, a) \right] \]

Using Lemma 4 with \( \zeta = d^\pi_{\rho} \), we get
\[\frac{1}{\alpha} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ \log \hat{Z}_k(s) \right] - \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ \hat{V}_{L,k}(s) \right] \]
\[\leq V^\pi_{0,k+1}(d^\pi_{\rho}) - V^\pi_0(d^\pi_{\rho}) + \lambda_k^\top \left( V^\pi_{g,k+1}(d^\pi_{\rho}) - V^\pi_g(d^\pi_{\rho}) \right) + \frac{3 - \gamma}{1 - \gamma} \| A^\pi_k - \hat{A}_{L,k} \|, \]

Combining (41) and (42), we have
\[V^\pi_{L,k}(\rho) - V^\pi_{L,k}(\rho) \leq \frac{1}{(1 - \gamma)\alpha} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ D_{KL}(\pi^*(\cdot | s) || \pi_k(\cdot | s)) \right] - \frac{1}{(1 - \gamma)\alpha} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ D_{KL}(\pi^*(\cdot | s) || \pi_{k+1}(\cdot | s)) \right] \]
\[+ \frac{1}{1 - \gamma} \left( V^\pi_{0,k+1}(d^\pi_{\rho}) - V^\pi_0(d^\pi_{\rho}) + \lambda_k^\top \left( V^\pi_{g,k+1}(s) - V^\pi_g(s) \right) + \frac{3 - \gamma}{1 - \gamma} \| A^\pi_k - \hat{A}_{L,k} \| \right) \]
\[+ \frac{1}{1 - \gamma} \| A^\pi_k - \hat{A}_{L,k} \| \]
\[\leq \frac{1}{(1 - \gamma)\alpha} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ D_{KL}(\pi^*(\cdot | s) || \pi_k(\cdot | s)) \right] - \frac{1}{(1 - \gamma)\alpha} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ D_{KL}(\pi^*(\cdot | s) || \pi_{k+1}(\cdot | s)) \right] \]
\[+ \frac{1}{1 - \gamma} \left( V^\pi_{L,k}(d^\pi_{\rho}) - V^\pi_{L,k}(d^\pi_{\rho}) + \frac{4 - 2\gamma}{(1 - \gamma)^2} \| A^\pi_k - \hat{A}_{L,k} \| \right) \]

Taking the sum from \( k = 0 \) to \( k = K - 1 \),
\[\frac{1}{K} \sum_{k=0}^{K-1} \left( V^\pi_{L,k}(\rho) - V^\pi_{L,k}(\rho) \right) \leq \frac{1}{(1 - \gamma)K\alpha} \sum_{k=0}^{K-1} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ D_{KL}(\pi^*(\cdot | s) || \pi_k(\cdot | s)) \right] - \frac{1}{(1 - \gamma)K\alpha} \sum_{k=0}^{K-1} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ D_{KL}(\pi^*(\cdot | s) || \pi_{k+1}(\cdot | s)) \right] \]
\[+ \frac{1}{(1 - \gamma)K} \sum_{k=0}^{K-1} \left( V^\pi_{L,k+1}(d^\pi_{\rho}) - V^\pi_{L,k}(d^\pi_{\rho}) \right) + \frac{4 - 2\gamma}{(1 - \gamma)^2} \sum_{k=0}^{K-1} \| A^\pi_k - \hat{A}_{L,k} \| \]
\[\leq \frac{1}{(1 - \gamma)K\alpha} \mathbb{E}_{s \sim d^\pi_{\rho}} \left[ D_{KL}(\pi^*(\cdot | s) || \pi_0(\cdot | s)) \right] \]
\[+ \frac{1}{(1 - \gamma)K} \sum_{k=0}^{K-1} \left( V^\pi_{L,k+1}(d^\pi_{\rho}) - V^\pi_{L,k}(d^\pi_{\rho}) \right) + \frac{4 - 2\gamma}{(1 - \gamma)^2} \sum_{k=0}^{K-1} \| A^\pi_k - \hat{A}_{L,k} \|. \]

The second term on the right hand side can be treated as follows
\[\frac{1}{(1 - \gamma)K} \sum_{k=0}^{K-1} \left( V^\pi_{L,k+1}(d^\pi_{\rho}) - V^\pi_{L,k}(d^\pi_{\rho}) \right) \]
\[\leq \frac{1}{(1 - \gamma)K} \sum_{k=0}^{K-1} \left( V^\pi_{0,k+1}(d^\pi_{\rho}) - V^\pi_{0,k}(d^\pi_{\rho}) \right) + \frac{1}{(1 - \gamma)K} \sum_{k=0}^{K-1} \lambda_k^\top \left( V^\pi_{g,k+1}(d^\pi_{\rho}) - V^\pi_g(d^\pi_{\rho}) \right) \]
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\[
\begin{align*}
V_0^{\pi_k}(d_\rho^*) &= \frac{1}{(1-\gamma)K} \sum_{k=0}^{K-1} \left( \lambda_{k+1}^T V_{g_k+1}^{\pi_k}(d_\rho^*) - \lambda_k^T V_g^{\pi_k}(d_\rho^*) \right) + \frac{1}{(1-\gamma)K} \sum_{k=0}^{K-1} (\lambda_k^T - \lambda_{k+1}^T) V_{g_k+1}^{\pi_k}(d_\rho^*) \\
&= \frac{1}{(1-\gamma)K} \sum_{k=0}^{K-1} \left( \lambda_{k+1}^T V_{g_k+1}^{\pi_k}(d_\rho^*) - \lambda_k^T V_g^{\pi_k}(d_\rho^*) \right) + \frac{1}{(1-\gamma)K} \sum_{k=0}^{K-1} (\lambda_k^T - \lambda_{k+1}^T) V_{g_k+1}^{\pi_k}(d_\rho^*) \\
&= \frac{1}{(1-\gamma)K} \sum_{k=0}^{K-1} \left( \lambda_{k+1}^T V_{g_k+1}^{\pi_k}(d_\rho^*) - \lambda_k^T V_g^{\pi_k}(d_\rho^*) \right) + \frac{1}{(1-\gamma)K} \sum_{k=0}^{K-1} (\lambda_k^T - \lambda_{k+1}^T) V_{g_k+1}^{\pi_k}(d_\rho^*)
\end{align*}
\]

Due to the bounded reward functions, we know that \( V_0^{\pi}(\zeta) \leq \frac{1}{1-\gamma} \) for all \( \pi, \zeta, \) and \( i = 1, 2, \cdots, N. \) Also the projection operator in dual variable update \([13]\) guarantees that \( |\lambda_i| \) is upper bounded by \( \frac{2}{\xi(1-\gamma)^3}. \) Plugging the bounds on the value functions and \( |\lambda_i - \lambda_{i+1}| \) in \([21]\) into \([44]\), we have

\[
|\lambda_i - \lambda_{i+1}| \leq \frac{2\eta}{1-\gamma}, \quad \forall i = 1, 2, \cdots, N, \quad k = 0, 1, \cdots, K - 1.
\]

Combining this with \([43]\) implies

\[
\begin{align*}
\frac{1}{K} \sum_{k=0}^{K-1} \left( \| V_{L,k}(\rho) - V_{L,k}(\rho) \| \right) \\
&\leq \frac{1}{(1-\gamma)K} \sum_{k=0}^{K-1} \left[ D_{KL}(\pi^*(\cdot, | s) \| \pi_0(\cdot, | s)) \right] + \frac{3N}{\xi(1-\gamma)^3K} + \frac{2N\eta}{(1-\gamma)^3K} + \frac{4-2\gamma}{(1-\gamma)^2K} \sum_{k=0}^{K-1} \| A_{\pi_k} - \hat{A}_{L,k} \| \\
&\leq \frac{\log |A|}{(1-\gamma)K} + \frac{3N}{\xi(1-\gamma)^3K} + \frac{2N\eta}{(1-\gamma)^3K} + \frac{4-2\gamma}{(1-\gamma)^2K} \sum_{k=0}^{K-1} \| A_{\pi_k} - \hat{A}_{L,k} \|
\end{align*}
\]

where the last inequality uses the fact that for \( D_{KL}(p_1 || p_2) \leq \log |A| \) for \( p_1, p_2 \in \Delta_A \) if \( p_2 \) is a uniform distribution.

**B.3 Proof of Lemma 4**

From the performance difference lemma in \([40]\),

\[
V_0^{\pi_k+1}(\zeta) - V_0^{\pi_k}(\zeta) = \frac{1}{1-\gamma} \sum_{s \sim d_\zeta^{\pi_k+1}, a \sim \pi_k+1(\cdot | s)} [A_0^{\pi_k}(s, a)]
= \frac{1}{1-\gamma} \sum_{s \sim d_\zeta^{\pi_k+1}, a \sim \pi_k+1(\cdot | s)} [Q_0^{\pi_k}(s, a)] - \frac{1}{1-\gamma} \sum_{s \sim d_\zeta^{\pi_k+1}} [V_0^{\pi_k}(s)]
= \frac{1}{1-\gamma} \sum_{s \sim d_\zeta^{\pi_k+1}, a \sim \pi_k+1(\cdot | s)} [\hat{Q}_{L,k}(s, a)] - \frac{\lambda_k^T}{1-\gamma} \sum_{s \sim d_\zeta^{\pi_k+1}, a \sim \pi_k+1(\cdot | s)} [\hat{Q}_{g,k}(s, a)]
\]
where the last equality simply adds and subtracts the same terms and uses the relation \( \hat{Q}_{L,k}(s, a) = \hat{Q}_{0,k}(s, a) + \lambda_k \bar{Q}_{G,k}(s, a) \). Note that the actor update rule \([11]\) implies

\[
\hat{Q}_{L,k}(s, a) = \frac{1}{\alpha} \log \left( \frac{\pi_k+1(a | s)}{\pi_k(a | s)} \hat{Z}_k(s) \right).
\]

Using this in the equality above, we have

\[
V_{0}^{\pi_k+1}(\zeta) - V_{0}^{\pi_k}(\zeta) = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d_{\zeta}^{\pi_k+1}, a \sim \pi_{k+1}(\cdot | s)} \left[ \hat{Q}_{L,k}(s, a) - \frac{\lambda_k}{1 - \gamma} \mathbb{E}_{s \sim d_{\zeta}^{\pi_k+1}, a \sim \pi_{k+1}(\cdot | s)} \left[ \hat{Q}_{G,k}(s, a) \right] \right] + \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d_{\zeta}^{\pi_k+1}, a \sim \pi_{k+1}(\cdot | s)} \left[ \hat{Q}_{0,k}(s, a) - \frac{\lambda_k}{1 - \gamma} \mathbb{E}_{s \sim d_{\zeta}^{\pi_k+1}} \left[ V_{0}^{\pi_k}(s) \right] \right]
\]

\[
= \frac{1}{(1 - \gamma)\alpha} \mathbb{E}_{s \sim d_{\zeta}^{\pi_k+1}, a \sim \pi_{k+1}(\cdot | s)} \left[ \log \left( \frac{\pi_{k+1}(a | s)}{\pi_k(a | s)} \hat{Z}_k(s) \right) \right] - \lambda_k \mathbb{E}_{s \sim d_{\zeta}^{\pi_k+1}, a \sim \pi_{k+1}(\cdot | s)} \left[ \hat{A}_{G,k}(s, a) \right] + \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d_{\zeta}^{\pi_k+1}, a \sim \pi_{k+1}(\cdot | s)} \left[ \hat{V}_{0,k}(s) \right].
\]

Since \( V_{0,k} + \lambda_k \hat{V}_{G,k} = \hat{V}_{L,k} \), \( Q_{0,k}^{\pi_k}(s, a) - V_{0}^{\pi_k}(s) = A_{0,k}^{\pi_k}(s, a) \), and \( \hat{Q}_{0,k}(s, a) - \hat{V}_{0,k}(s, a) = \hat{A}_{0,k}(s, a) \), the equality further simplifies

\[
V_{0}^{\pi_k+1}(\zeta) - V_{0}^{\pi_k}(\zeta) = \frac{1}{(1 - \gamma)\alpha} \mathbb{E}_{s \sim d_{\zeta}^{\pi_k+1}} \left[ D_{KL}(\pi_{k+1} | \pi_k) \right] + \frac{1}{(1 - \gamma)\alpha} \mathbb{E}_{s \sim d_{\zeta}^{\pi_k+1}} \left[ \log \hat{Z}_k(s) \right] - \lambda_k \mathbb{E}_{s \sim d_{\zeta}^{\pi_k+1}, a \sim \pi_{k+1}(\cdot | s)} \left[ \hat{A}_{G,k}(s, a) \right] + \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d_{\zeta}^{\pi_k+1}, a \sim \pi_{k+1}(\cdot | s)} \left[ \hat{V}_{0,k}(s) \right].
\]
\[\begin{align*}
\geq &\frac{1}{(1-\gamma)\alpha}E_{s \sim d^{\pi_{k+1}}_{\zeta}} \left[ \log \tilde{Z}_k(s) \right] - \frac{1}{(1-\gamma)}E_{s \sim d^{\pi_{k+1}}_{\zeta}} \left[ \tilde{V}_{L,k}(s) \right] \\
&- \frac{\lambda_k^T}{(1-\gamma)}E_{s \sim d^{\pi_{k+1},a \sim \pi_{k+1}(|s|)}_{\zeta}} \left[ A^{\pi_k}_y(s) \right] + \frac{1}{(1-\gamma)}E_{s \sim d^{\pi_{k+1},a \sim \pi_{k+1}(|s|)}_{\zeta}} \left[ A^{\pi_k}_{L,k}(s,a) - \hat{A}_{L,k}(s,a) \right],
\end{align*}\]

where the last inequality adds and subtracts the term \(\frac{\lambda_k^T}{(1-\gamma)}E_{s \sim d^{\pi_{k+1},a \sim \pi_{k+1}(|s|)}_{\zeta}} \left[ A^{\pi_k}_y(s) \right]\) and uses the non-negativity of the Kullback–Leibler divergence.

Re-arranging this inequality and recognizing \(E_{s \sim d^{\pi_{k+1},a \sim \pi_{k+1}(|s|)}_{\zeta}} \left[ A^{\pi_k}_y(s) \right] = V^{\pi_{k+1}}_0(\zeta) - V^{\pi_k}_0(\zeta)\) due to the performance difference lemma in [40], we obtain

\[\begin{align*}
V^{\pi_{k+1}}_0(\zeta) - V^{\pi_k}_0(\zeta) + \lambda_k^T \left( V^{\pi_{k+1}}_0(\zeta) - V^{\pi_k}_0(\zeta) \right) \\
\geq &\frac{1}{(1-\gamma)\alpha}E_{s \sim d^{\pi_{k+1}}_{\zeta}} \left[ \log \tilde{Z}_k(s) \right] - \frac{1}{(1-\gamma)}E_{s \sim d^{\pi_{k+1}}_{\zeta}} \left[ \tilde{V}_{L,k}(s) \right] \\
&+ \frac{1}{(1-\gamma)}E_{s \sim d^{\pi_{k+1},a \sim \pi_{k+1}(|s|)}_{\zeta}} \left[ A^{\pi_k}_{L,k}(s,a) - \hat{A}_{L,k}(s,a) \right] \\
\geq &\frac{1}{(1-\gamma)\alpha}E_{s \sim d^{\pi_{k+1}}_{\zeta}} \left[ \log \tilde{Z}_k(s) \right] - \frac{1}{(1-\gamma)}E_{s \sim d^{\pi_{k+1}}_{\zeta}} \left[ \tilde{V}_{L,k}(s) \right] - \frac{1}{1-\gamma} \|A^{\pi_k}_{L,k} - \hat{A}_{L,k}\|. \tag{46}
\end{align*}\]

For the first term in the inequality (46), we have

\[\begin{align*}
\log \tilde{Z}_k(s) &= \log \left( \sum_{a' \in A} \pi_k(a' \mid s) \exp\left( \alpha \hat{Q}_{L,k}(s,a') \right) \right) \\
&\geq \sum_{a' \in A} \pi_k(a' \mid s) \log \left( \exp\left( \alpha \hat{Q}_{L,k}(s,a') \right) \right) \\
&= \alpha \sum_{a' \in A} \pi_k(a' \mid s) \hat{Q}_{L,k}(s,a') \\
&= \alpha \hat{V}_{L,k}(s) + \alpha \sum_{a' \in A} \pi_k(a' \mid s) \hat{A}_{L,k}(s,a') \\
&= \alpha \hat{V}_{L,k}(s) + \alpha \sum_{a' \in A} \pi_k(a' \mid s) \left( \hat{A}_{L,k}(s,a') - A^{\pi_k}_{L,k}(s,a') \right),
\end{align*}\]

where the last inequality uses the fact that \(\sum_{a' \in A} \pi_k(a' \mid s)A^{\pi_k}_{L,k}(s,a') = 0\). This bound on \(\log \tilde{Z}_k(s)\) implies that

\[\begin{align*}
\frac{1}{(1-\gamma)\alpha}E_{s \sim d^{\pi_{k+1}}_{\zeta}} \left[ \log \tilde{Z}_k(s) \right] - \frac{1}{(1-\gamma)}E_{s \sim d^{\pi_{k+1}}_{\zeta}} \left[ \tilde{V}_{L,k}(s) \right] \\
= \frac{1}{(1-\gamma)\alpha} \sum_{s \in S} d^{\pi_{k+1}}_{\zeta}(s) \left( \log \tilde{Z}_k(s) - \alpha \hat{V}_{L,k}(s) - \alpha \sum_{a' \in A} \pi_k(a' \mid s) \left( \hat{A}_{L,k}(s,a') - A^{\pi_k}_{L,k}(s,a') \right) \right) \\
&+ \frac{1}{1-\gamma} \sum_{s \in S} d^{\pi_{k+1}}_{\zeta}(s) \sum_{a' \in A} \pi_k(a' \mid s) \left( \hat{A}_{L,k}(s,a') - A^{\pi_k}_{L,k}(s,a') \right) \\
\geq &\frac{1}{\alpha} \sum_{s \in S} \zeta(s) \left( \log \tilde{Z}_k(s) - \alpha \hat{V}_{L,k}(s) - \alpha \sum_{a' \in A} \pi_k(a' \mid s) \left( \hat{A}_{L,k}(s,a') - A^{\pi_k}_{L,k}(s,a') \right) \right) \\
&+ \frac{1}{1-\gamma} \sum_{s \in S} d^{\pi_{k+1}}_{\zeta}(s) \sum_{a' \in A} \pi_k(a' \mid s) \left( \hat{A}_{L,k}(s,a') - A^{\pi_k}_{L,k}(s,a') \right)
\end{align*}\]
\[
\geq \frac{1}{\alpha} \mathbb{E}_{s \sim \zeta} \left[ \log \hat{Z}_k(s) \right] - \mathbb{E}_{s \sim \zeta} \left[ \hat{V}_{L,k}(s) \right] - \sum_{s \in S} \zeta(s) \sum_{a' \in A} \pi_k(a' | s_k) \left( \hat{A}_{L,k}(s, a') - A_{L,k}^\pi(s, a') \right)
+ \frac{1}{1 - \gamma} \sum_{s \in S} \delta_{\zeta}^{k+1}(s) \sum_{a' \in A} \pi_k(a' | s_k) \left( \hat{A}_{L,k}(s, a') - A_{L,k}^\pi(s, a') \right)
\geq \frac{1}{\alpha} \mathbb{E}_{s \sim \zeta} \left[ \log \hat{Z}_k(s) \right] - \mathbb{E}_{s \sim \zeta} \left[ \hat{V}_{L,k}(s) \right] - \frac{2 - \gamma}{1 - \gamma} \| \hat{A}_{L,k} - A_{L,k}^\pi \|,
\]
where the first inequality uses \( \delta_{\zeta}^{k+1} \geq (1 - \gamma)\zeta \) elementwise.

Combining this inequality with (46) yields
\[
V_{0}^{\pi_{k+1}}(\zeta) - V_{0}^{\pi_{k}}(\zeta) + \lambda_k^T \left( V_{g}^{\pi_{k+1}}(\zeta) - V_{g}^{\pi_{k}}(\zeta) \right) \geq \frac{1}{\alpha} \mathbb{E}_{s \sim \zeta} \left[ \log \hat{Z}_k(s) \right] - \mathbb{E}_{s \sim \zeta} \left[ \hat{V}_{L,k}(s) \right] - \frac{3 - \gamma}{1 - \gamma} A_{L,k}^\pi - \hat{A}_{L,k}.
\]

B.4 Proof of Lemma 5

We define the perturbation function for \( \phi \in \mathbb{R}^N \)
\[ P(\phi) = \max_{\pi} V_0^{\pi}(\rho) \quad \text{subject to} \quad V_i^{\pi}(\rho) \geq b_i + \phi_i \quad \forall i = 1, \cdots, N. \]
Then, we have for any \( \pi \)
\[ V_L^{\pi,\lambda^*}(\rho) \leq \max_{\pi} V_L^{\pi,\lambda^*}(\rho) = V_D^{\lambda^*}(\rho) = V_0^{\pi^*}(\rho) = P(0), \]
where the first equality uses the definition of the dual function, and the second equality comes from the strong duality.

Given \( \phi \in \mathbb{R}^N \), we let \( \pi_\phi \) denote that policy that attains the optimum for \( P(\phi) \), i.e.
\[ \pi_\phi = \arg\max V_0^{\pi}(\rho) \quad \text{subject to} \quad V_i^{\pi}(\rho) \geq b_i + \phi_i \quad \forall i = 1, \cdots, N. \]
Then, from (47) we have
\[ P(0) - \langle \phi, \lambda^* \rangle \geq V_L^{\pi_\phi,\lambda^*}(\rho) - \langle \phi, \lambda^* \rangle = V_0^{\pi_\phi}(\rho) + \langle \lambda^*, V_g^{\pi_\phi}(\rho) - b \rangle - \langle \phi, \lambda^* \rangle = V_0^{\pi_\phi}(\rho) + \langle \lambda^*, V_g^{\pi_\phi}(\rho) - b - \phi \rangle = P(\phi). \]
Now, plugging \( \phi = \tilde{\phi} \equiv [-b - V_g^{\pi}(\rho)]_+ \) into this result, we have
\[ \langle \tilde{\phi}, \lambda^* \rangle \leq P(0) - P(\tilde{\phi}). \]
(48)
Also, since \( \tilde{\phi} \) is non-positive,
\[ V_0^{\pi}(\rho) \leq V_0^{\pi^*}(\rho) = P(0) \leq P(\tilde{\phi}). \]
(49)
Combining (48) and (49) implies
\[ \langle \tilde{\phi}, \lambda^* \rangle \leq P(0) - P(\tilde{\phi}) \leq V_0^{\pi^*}(\rho) - V_0^{\pi}(\rho). \]
Then, since \( \lambda^* \) is entry-wise non-negative and \( \tilde{\phi} \) is entry-wise non-positive,
\[ (C - \| \lambda^* \|_\infty) \| \phi \|_1 \leq \langle \lambda^* - C1, \phi \rangle \leq V_0^{\pi^*}(\rho) - V_0^{\pi}(\rho) + C \| \tilde{\phi} \|_1 = V_0^{\pi^*}(\rho) - V_0^{\pi}(\rho) + C \sum_{i=1}^N [b_i - V_i^{\pi}(\rho)]_+ \leq \delta. \]
Therefore,
\[ \sum_{i=1}^N [b_i - V_i^{\pi}(\rho)]_+ = \| \tilde{\phi} \|_1 \leq \frac{\delta}{C - \| \lambda^* \|_\infty} \leq \frac{2\delta}{C}. \]
\]
B.5 Proof of Lemma 6

We have

\[ \| \hat{\theta}_{k+1} \| \leq \| \pi_{k+1} - \pi \| \leq \| \theta_{k+1} - \theta \| \]

where the second inequality is obvious from the definition of the behavior policy in (12), and the third inequality is due to the softmax function being Lipschitz with constant 1.

From the update rule (5), we have

\[ \| \theta_{k+1} - \theta_k \|^2 = \alpha^2 \| \hat{\theta}_{Q_{0,k}} + \lambda_{1,k} \hat{Q}_{g,k} \|^2 \leq 2\alpha^2 \| \hat{Q}_{0,k} \|^2 + 2\alpha^2 \| \lambda_{1,k} \hat{Q}_{g,k} \|^2 \]

\[ \leq 2\alpha^2 \| \hat{Q}_{0,k} \|^2 + 2\alpha^2 N \sum_{i=1}^{N} |\lambda_i| \| \hat{Q}_{i,k} \|^2 \leq 2\alpha^2 \frac{|S|A|}{(1-\gamma)^2} + \frac{4\alpha^2 N}{\xi (1-\gamma)^2} \sum_{i=1}^{N} |S||A| \]

\[ \leq 6\alpha^2 N^2 |S||A| \]

Combining the two inequalities above, we have

\[ \| \hat{\theta}_{k+1} \| \leq \frac{3(|S||A|)^{1/2} N \alpha}{\xi^{1/2}(1-\gamma)^{3/2}}. \]

B.6 Proof of Lemma 7

\[ \| \hat{z}_{i,k+1} - \hat{z}_{i,k} \|^2 = \| \hat{Q}_{i,k+1} - \hat{Q}_{i,k} \|^2 \]

\[ \leq 2\| \hat{Q}_{i,k+1} - \hat{Q}_{i,k} \|^2 + 2\| \hat{Q}_{i,k} - \hat{Q}_{i+1,k} \|^2 \]

\[ \leq 2\beta^2 \left( \frac{2}{1-\gamma} + 1 \right)^2 + 2\| \hat{Q}_{i,k} - \hat{Q}_{i+1,k} \|^2 \]

\[ \leq 2\beta^2 \left( \frac{2}{1-\gamma} + 1 \right)^2 + \frac{18\gamma^2 (|S||A|)^3 N^2 \alpha^2}{\xi (1-\gamma)^2} \]

\[ \leq \frac{36(|S||A|)^3 N^2 \beta^2}{\xi (1-\gamma)^2}, \]

where the second inequality comes from the update (10), the third inequality applies Lemma 2 and 6 and the last inequality combines terms using \( \alpha \leq \beta \).

Taking the square root yields

\[ \| \hat{z}_{i,k+1} - \hat{z}_{i,k} \| \leq \frac{6(|S||A|)^{3/2} N \beta}{\xi^{1/2}(1-\gamma)^{7/2}}. \]

\[ \square \]

B.7 Proof of Lemma 9

We introduce the following auxiliary Markov chain of states and actions generated under the policy \( \theta_{k-\tau} \) starting from \( s_{k-\tau} \) as follows

\[ s_{k-\tau} \sim \tilde{s}_{k-\tau} \xrightarrow{\mathcal{P}} \tilde{a}_{k-\tau} \xrightarrow{\mathcal{P}} ... \xrightarrow{\mathcal{P}} \tilde{s}_k \xrightarrow{\mathcal{P}} \tilde{a}_k \xrightarrow{\mathcal{P}} \tilde{s}_{k+1} \xrightarrow{\mathcal{P}} \tilde{a}_{k+1}. \]
In comparison, we recall that the original Markovian samples generated by our algorithm are
\[
s_{k-\tau} \xrightarrow{\text{S}} a_{k-\tau} \xrightarrow{\mathcal{P}} s_{k-\tau+1} \xrightarrow{\text{S}} a_{k-\tau+1} \xrightarrow{\mathcal{P}} \ldots \xrightarrow{\mathcal{P}} s_k \xrightarrow{\text{S}} a_k \xrightarrow{\mathcal{P}} s_{k+1} \xrightarrow{\text{S}} a_{k+1}.
\]

We can decompose the term of interest
\[
\mathbb{E}[\Gamma_i(\bar{s}_k, z_{i,k}, O_k)] = \mathbb{E}[\Gamma_i(\bar{s}_k, z_{i,k}, O_k) - \Gamma_i(\bar{s}_k, z_{i,k}, O_k)] + \mathbb{E}[\Gamma_i(\bar{s}_k, z_{i,k}, O_k)]
\]
\[
+ \mathbb{E}[\Gamma_i(\bar{s}_k, z_{i,k}, O_k) - \Gamma_i(\bar{s}_k, z_{i,k}, \tilde{O}_k)] + \mathbb{E}[\Gamma_i(\bar{s}_k, z_{i,k}, \tilde{O}_k)]
\]
\[
\leq C_2 \|\pi_1 - \pi_2\|,
\]
\[
(51)
\]

We introduce the following lemmas to bound each term of (51).

**Lemma 10** (Khodadadian et al. (2021) Lemma 11). We have for all \(\pi_1, \pi_2, z, O\)
\[
\Gamma_i(\pi_1, z, O) - \Gamma_i(\pi_2, z, O) \leq C_2 \|\pi_1 - \pi_2\|,
\]
where \(C_2 = \frac{2\sqrt{2|S|^3|A|^{3/2}}}{(1-\gamma)^2} + \frac{8|S|^2|A|^3}{(1-\gamma)^2} \left(\lfloor \log_\rho m^{-1}\rfloor + \frac{1}{1-\rho} + 2\right)\).

**Lemma 11** (Khodadadian et al. (2021) Lemma 12). We have for all \(\pi, z_1, z_2, O\)
\[
\Gamma_i(\pi, z_1, O) - \Gamma_i(\pi, z_2, O) \leq C_3 \|z_1 - z_2\|,
\]
where \(C_3 = 1 + \frac{9\sqrt{2|S||A|}}{1-\gamma} \).

**Lemma 12** (Khodadadian et al. (2021) Lemma 13). Defining \(F_{t-\tau} = \{s_{t-\tau}, \bar{s}_{k-\tau-1}, z_{i,k-\tau}\}\), we have
\[
\mathbb{E}[\Gamma_i(\bar{s}_{k-\tau-1}, z_{i,k-\tau}, O_k) - \Gamma_i(\bar{s}_{k-\tau-1}, z_{i,k-\tau}, \tilde{O}_k) \mid F_{k-\tau}] \leq C_4 \sum_{t=k-\tau}^{k} \mathbb{E}[\|\bar{s}_t - \bar{s}_{k-\tau-1}\| \mid F_{k-\tau}],
\]
where \(C_4 = \frac{4|S|^3|A|^{3/2}}{1-\gamma} (1 + \frac{3|S||A|}{1-\gamma})\).

**Lemma 13** (Khodadadian et al. (2021) Lemma 14). Defining \(F_{t-\tau} = \{s_{t-\tau}, \bar{s}_{k-\tau-1}, z_{i,k-\tau}\}\), we have
\[
\mathbb{E}[\Gamma_i(\bar{s}_{k-\tau-1}, z_{i,k-\tau}, \tilde{O}_k) \mid F_{k-\tau}] \leq C_4 \alpha.
\]

Lemma 10 implies that the first term of (51) can be bounded as
\[
\mathbb{E}[\Gamma_i(\bar{s}_k, z_{i,k}, O_k) - \Gamma_i(\bar{s}_k, z_{i,k}, \tilde{O}_k)] \leq C_2 \mathbb{E}[\|\bar{s}_k - \bar{s}_{k-\tau}\|] \leq C_2 \sum_{t=k-\tau}^{k-1} \mathbb{E}[\|\bar{s}_{t+1} - \bar{s}_t]\|
\]
\[
\leq C_2 \sum_{t=k-\tau}^{k-1} \frac{3(|S||A|)^{1/2}N\alpha}{\xi^{1/2}(1-\gamma)^{3/2}} \leq \frac{3C_2(|S||A|)^{1/2}N\alpha}{\xi^{1/2}(1-\gamma)^{3/2}},
\]
where the third inequality uses Lemma 6.

Similarly, applying Lemma 11 we consider the second term of (51)
\[
\mathbb{E}[\Gamma_i(\bar{s}_k, z_{i,k}, O_k) - \Gamma_i(\bar{s}_k, z_{i,k}, \tilde{O}_k)] \leq C_3 \mathbb{E}[\|z_{i,k} - \tilde{z}_{i,k}\|]
\]
\[
\]
\[
34
\]
Using Lemma 12 and taking the expectation over $\mathcal{F}_{k-\tau}$, we have for the following bound on the third term of (51),

$$
E[r_i,p,p_i,k-\tau, z_{i,k-\tau}, O_k] \leq C_4 \sum_{t=k-\tau}^{k} \mathbb{E}[\|\tilde{\pi}_t - \tilde{\pi}_{k-\tau-1}\|]
$$

Using Lemma 12 and taking the expectation over $\mathcal{F}_{k-\tau}$, we have for the following bound on the third term of (51),

$$
E[r_i,p,p_i,k-\tau, z_{i,k-\tau}, O_k] \leq C_4 \sum_{t=k-\tau}^{k} \mathbb{E}[\|\tilde{\pi}_t - \tilde{\pi}_{k-\tau-1}\|]
$$

where the second inequality follows from Lemma 6.

The fourth term of (51) follows similarly from taking the expectation over $\mathcal{F}_{k-\tau}$ on the result of Lemma 13.

Using (52)-(55) in (51), we have

$$
E[r_i,p,p_i,k-\tau, z_{i,k-\tau}, O_k] \leq C_4 \alpha
$$

where in the last inequality we combine terms using $|S||A| \geq 1, N \geq 1, \xi \leq 1$, and $\alpha \leq \beta$. 

$\square$