Dynamic Changes in Representations of Preceding and Upcoming Reward in Monkey Orbitofrontal Cortex

We investigated how orbitofrontal cortex (OFC) contributes to adaptability in the face of changing reward contingencies by examining how reward representations in monkey orbitofrontal neurons change during a visually cued, multi-trial reward schedule task. A large proportion of orbitofrontal neurons were sensitive to events in this task (69/80 neurons in the valid and 48/58 neurons in the random cue context). Neuronal activity depended upon preceding reward, upcoming reward, reward delivery, and schedule state. Preceding reward-dependent activity occurred in both the valid and random cue contexts, whereas upcoming reward-dependent activity was observed only in the valid context. A greater proportion of neurons encoded preceding reward in the random than the valid cue context. The proportion of neurons with preceding reward-dependent activity declined as each trial progressed, whereas the proportion encoding upcoming reward increased. Reward information was represented by ensembles of neurons, the composition of which changed with task context and time. Overall, neuronal activity in OFC adapted to reflect the importance of different types of reward information in different contexts and time periods. This contextual and temporal adaptability is one hallmark of neurons participating in executive functions.
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Introduction

To survive and reproduce, animals must be able to recognize rewarding events when they occur, utilize environmental cues to predict future rewards, and remember rewards from the past. It is widely accepted that orbitofrontal cortex (OFC) plays an important role in this process by integrating information about current and future rewards. Because past rewards can play an important role in planning future behavior, we have investigated the role of OFC in encoding information about preceding rewards. The importance of different rewards can vary in different situations and at different times, so we have also investigated the ways in which reward representations in OFC change with context and time.

OFC is activated by reward delivery itself. In humans, OFC activations have been observed in response to primary sensory rewards and to the direct experience of scoring points or winning money (Rolls et al. 1990; Thut et al. 1997; O’Doherty, Kringelbach, et al. 2001; O’Doherty, Rolls, et al. 2001; O’Doherty et al. 2002; Elliott et al. 2003, 2004; Kringelbach et al. 2003; Rogers et al. 2004; Pritchard et al. 2005; Remijnse et al. 2005). In monkeys, OFC neurons respond to reward delivery, discriminate between different rewards, and encode reward preference (Rosenkilde et al. 1981; Thorpe et al. 1983; Tremblay and Schultz 1999; Tremblay and Schultz 2000b; Ichihara-Takeda 2006; Padoa-Schioppa and Assad 2006).

OFC is also important for predicting future rewards. In humans, cues predicting taste, odor, or financial rewards activate OFC (O’Doherty et al. 2002; Gottfried et al. 2003; Knutson et al. 2005; Ursu and Carter 2005). In monkeys, OFC lesions impair the ability to associate visual stimuli with rewards and to respond appropriately when reinforcement contingencies change (Jones and Mishkin 1972; Pears et al. 2003; Izquierdo et al. 2004). OFC neurons in monkeys respond to cues that predict rewarding outcomes and alter their responses when changes in stimulus-reinforcer contingencies occur (Rolls et al. 1996; Tremblay and Schultz 1999, 2000a, 2000b; Wallis and Miller 2003; Roesch and Olson 2004; Hosokawa et al. 2005).

The degree to which OFC maintains information about past rewards has been studied less extensively. OFC lesions in humans impair their ability to weigh short-term gains against long-term losses, but these deficits appear to arise from an insensitivity to future consequences rather than from an impairment in the memory of recent rewards (Bechara et al. 1994, 2000). OFC neurons maintain information about future rewards over delays, but these neuronal responses have been seen during stimulus-reinforcer time intervals and relate more to reward expectancy than to reward history (Hikosaka and Watanabe 2000; Wallis and Miller 2003).

We have investigated the ways in which OFC represents reward information by recording from single neurons in monkeys performing a reward schedule task. We examined the effects of preceding, current, and upcoming rewards and found that OFC neurons maintained reward information from the preceding trial, in addition to encoding reward expectancy and responding to reward delivery itself. The degree to which ensembles of OFC neurons represented preceding or upcoming reward changed with context and time, reflecting the reward information available and the relative importance of that information. The neuronal ensembles representing preceding or upcoming reward included overlapping but different sets of neurons in different contexts and time periods. Together, our results suggest that OFC carries signals that can provide a basis for the reward components of executive function.

Materials and Methods

Subjects

Subjects were 2 male rhesus monkeys weighing 6 and 8.6 kg.

Behavioral Training and Testing

The monkeys were trained to perform a visually cued reward schedule task (Fig. 1A,B; Bowman et al. 1996). All behavioral training and testing...
trials remaining in the schedule (chi-square tests for linear trend, schedule states and progressively higher error rates as a function of the number of errors by the total number of trials in each schedule state across all recording sessions, resulting in a single grand error rate for each schedule state in each context. In the random cue context, the visual cue is randomly chosen on each trial and has no relation to the underlying schedule state. After correct performance on each trial, the monkey progresses to the next trial in the schedule (blue arrows), receiving a reward at the end of a complete schedule (liquid drop). If an error is made, the monkey must repeat that trial but is not required to return to the beginning of the schedule. After successful completion of the current schedule, a new schedule is picked at random. (C) Behavioral performance for 2 monkeys (M1 and M2). Error rates are plotted as a function of schedule state. Error rates were calculated by dividing the total number of errors by the total number of trials in each schedule state across all recording sessions, resulting in a single grand error rate for each schedule state in each context. In the valid cue context (black lines), the monkeys had the lowest error rates in the rewarded schedule states and progressively higher error rates as a function of the number of trials remaining in the schedule (chi-square tests for linear trend, \( p < 0.001 \)). In the random cue context (red lines), each monkey responded with low and indistinguishable error rates across all schedule states.

Figure 1. Reward schedule task. (A) Events occurring in each trial of the reward schedule task. Trials begin when the monkey touches a bar mounted at the front of the chair. A visual cue then appears alone for 2-2.5 s. The visual cue remains on for the duration of the trial. The wait signal (a red spot) appears for 0.5-1.5 s, and the monkey must hold the bar until the red spot turns green (the go signal). A trial is performed correctly when the monkey releases the bar between 0.2 and 0.8 s after the go signal. Correct trials are signaled by the green spot turning blue. Intertrial intervals (ITI) and interschedule intervals (ISI) are 1 s in length. (B) Trial sequences within each schedule. Schedules contain sequences of 1, 2, or 3 trials. The schedule state indicates the trial and schedule length (e.g., 1.1, 1.2, 2.2, 1.3, 2.3, and 3.3). In the valid cue context, schedule states are differentiated by the gray intensity of the visual cue (as illustrated). In the random cue context, the visual cue is randomly chosen on each trial and has no relation to the underlying schedule state. After correct performance on each trial, the monkey progresses to the next trial in the schedule (blue arrows), receiving a reward at the end of a complete schedule (liquid drop). If an error is made, the monkey must repeat that trial but is not required to return to the beginning of the schedule. After successful completion of the current schedule, a new schedule is picked at random. (C) Behavioral performance for 2 monkeys (M1 and M2). Error rates are plotted as a function of schedule state. Error rates were calculated by dividing the total number of errors by the total number of trials in each schedule state across all recording sessions, resulting in a single grand error rate for each schedule state in each context. In the valid cue context (black lines), the monkeys had the lowest error rates in the rewarded schedule states and progressively higher error rates as a function of the number of trials remaining in the schedule (chi-square tests for linear trend, \( p < 0.001 \)). In the random cue context (red lines), each monkey responded with low and indistinguishable error rates across all schedule states.

took place with the monkeys squatting in a primate chair, responding to visual stimuli presented on a computer display monitor. Behavioral control and data acquisition were performed using the REX program (Hays et al. 1982). Neurobehavorial Systems Presentation software was used to display visual stimuli (Neurobehavioral Systems, Inc., Albany, CA).

The monkeys were first taught to respond to a fixation spot changing color. Each color discrimination trial was initiated when the monkey touched a bar mounted at the front of the chair. After the bar was touched, a red spot appeared (wait signal). To perform a trial correctly, the monkey was required to release the bar after the spot turned green (go signal) and before it disappeared. On correct trials, the spot then turned blue (correct signal). During this phase of training (~4 weeks), all correctly performed trials were rewarded.

After the monkeys learned to perform color discrimination trials at greater than 80% correct, the visually cued, multi-trial reward schedule task was introduced. In this task, sequences of trials were embedded within schedules (Fig. 1B). Each trial was identical to that described above but began with the presentation of a visual cue for 2000-2500 ms. Each schedule contained 1, 2, or 3 trials. The monkey was required to complete all of the trials in a schedule before receiving a reward. After the successful completion of a schedule, a liquid reward was delivered, and a new schedule (1, 2, or 3 trials) was chosen randomly. Errors consisted of any bar release occurring outside the 200- to 800-ms post-go period. After an error, there was no explicit punishment, but the monkey had to repeat the current trial to advance in the schedule or receive a reward. The ordered placement of a trial within a schedule is referred to as the "schedule state"; the schedule state indicates the current trial and the current schedule length (e.g., 1.1, 1.2, 2.2, 1.3, 2.3, and 3.3). The first trial of any schedule always follows the delivery of a reward. Within a multi-trial schedule, the final rewarded trial always follows one or more unrewarded trials.

The reward schedule task was run in 2 contexts, a valid cue context and a random cue context, during separate blocks within each session. In both contexts, schedules of different lengths were intermixed randomly and trials progressed in an ordered sequence within each schedule. In both contexts, preceding reward information was available to the monkey. In the valid cue context, the gray value intensity of the cue and the schedule state were paired (1:1 = 100% black; 1:2 = 50% black; 1:3 = 33% black; 2:3 = 66% black; 3:3 = 100% black), so that the cue provided information about upcoming reward expectancy. In the random cue context, the gray value of the cue on any given trial was chosen randomly, so the cue provided no information about upcoming reward expectancy. The monkeys were not specifically trained to use cue-related information to perform the task.

Surgery
A recording chamber and head fixation post (Crist Instrument Co., Inc., Hagerstown, MD) were implanted using a sterile surgical procedure under general anesthesia in a veterinary operating facility. Craniotomy and chamber locations were determined using stereotaxic coordinates from a baseline magnetic resonance image (MRI) of each animal's brain. During the same surgery, a scleral magnetic search coil was implanted in each eye so that eye position could be monitored during recording sessions (Robinson 1963; Judge et al. 1980). All procedures were carried out according to the National Institutes of Health guidelines, supervised by a board certified veterinarian, and approved by the National Institute of Mental Health Animal Care and Use Committee.

Magnetic Resonance Images
MRIs at 1.5 T were obtained regularly throughout this study to determine initial recording well placement and to localize recording sites.

Electrophysiological Recordings
Single-unit recordings were made in caudal area 11 and rostral area 13 of OFC (Fig. 2; Carmichael and Price 1994). Recording sessions began after behavioral patterns on the reward schedule task had stabilized (8-9 weeks). All well-isolated single-unit action potentials were recorded and included in the data analyses. Action potentials were converted to pulses using a time-voltage window discriminator (FHC Inc., Bowdoin, ME) and were recorded at 1 ms resolution with REX.
of P < 0.01 was used. To quantify the degree to which neuronal activity depended upon the factors of interest, we determined the variance in the neuronal activity explained by each factor. We calculated this variance directly from the ANOVA results by dividing the sum of squares of each factor by the total sum of squares (SSfactor/SSfactor + SSresiduals) × 100. This measure is equivalent to calculating the power of the neuronal signal related to each factor.

Neuronal activity modulations were placed into the schedule state category when the 6-level ANOVA model explained significantly more variance than either of the 2-level ANOVAs, after correcting for the degrees of freedom (R ANOVA function, P < 0.01). Otherwise, they were categorized according to which of the 2-level ANOVA models explained the most variance. For schedule state-dependent activity, post hoc comparisons of pairs of schedule states were performed using the Tukey test, which corrects automatically for multiple comparisons.

To create population spike density functions, we identified the schedule state with the greatest firing rate within the time period under analysis and normalized that rate to 1.0. The firing rates in each of the schedule states were then scaled relative to that maximum.

Results

Behavioral Results

As shown in Figure 1C, both monkeys showed similar patterns of behavior in the reward schedule task. In the valid cue context, monkeys made the fewest errors on the rewarded schedule states (1:1, 1:2, 1:3, 2:2, 2:3, 3:3), made more errors on the unrewarded states (1:2, 1:3, 2:3), and made fewer errors as they progressed in the 2- and 3-trial schedules (chi-square tests for linear trend; M1: 3-trial schedule, χ² = 39.3, df = 1, P < 0.001; M2: 2-trial schedule, χ² = 61.2, df = 1, P < 0.001; 3-trial schedule, χ² = 464.2, df = 1, P < 0.001). In the random cue context, each animal responded with low and indistinguishable error rates across all schedule states (chi-square tests for linear trend; M1: 2-trial schedule, χ² = 1.4, P = 0.2; 3-trial schedule, χ² = 2.3, P = 0.1; M2: 2-trial schedule, χ² = 0.02, P = 0.9; 3-trial schedule, χ² = 0.1, P = 0.8). These error patterns show that the monkeys used the visual cues to guide their behavior in the valid cue context. They appeared to ignore the visual cues in the random cue context.

Electrophysiological Results

Single-unit recordings were obtained from caudal area 11 and rostral area 13 of OFC, as confirmed by MRI (Fig. 2). Every well-isolated neuron was recorded during the task and included in the data analyses. Recording sites were similar in the 2 monkeys, and the same types of neuronal activity modulations were found in both monkeys. No spatial segregation of responses was observed in either monkey. Therefore, all of the neurons from the 2 monkeys were treated as a single population. Eighty neurons were recorded during the valid cue context of the reward schedule task (M1 n = 36, M2 n = 44); 58/80 were also recorded during the random cue context (M1 n = 23, M2 n = 35). Neuronal activity modulations were analyzed during four 400 ms time periods. The precise time period began 400 ms before cue onset. The cue-triggered time period began 200 ms after cue presentation. Activity modulations during the wait period developed slowly, with the largest number starting 350 ms after the red spot appeared. The end time of this 400 ms window occurred after the end of the red period, that is, after the green spot appeared, in 20% of trials. These trials were excluded from analysis. The outcome-triggered period began 150 ms after reward delivery (or 150 ms after the reward would have been delivered in the unrewarded trials).

Data Analyses

All data analyses were performed in the R statistical computing environment (Team RDC 2004). Neuronal activity was quantified by measuring spike counts during 400 ms time windows at 4 points in each trial: 1) just prior to cue appearance (precue period), 2) following cue appearance (cue-triggered period), 3) during the wait period, and 4) at the time of reward delivery in rewarded trials or the time when a reward would have occurred in unrewarded trials (outcome-triggered period). The 400-ms duration of the time windows was chosen because it was similar to that used in other studies of orbitofrontal neurons (Rosenkilde et al. 1981; Thorpe et al. 1983; Tremblay and Schultz 2000b) and because it was compatible with the times separating successive events in the reward schedule task.

The onset of each analysis time period was determined with a sliding window. For each neuron, a 400-ms window was moved in 25 ms increments across a 1-s period around each event of interest. At each time point, 1-way analyses of variance (ANOVA) were used to test whether firing rates depended upon the occurrence of a preceding reward, the expectation of an upcoming reward, the outcome of a trial, or schedule state (see below). The numbers of neurons with activity modulations dependent on each of these factors and the average variance explained by each factor were determined at every time point. For each event of interest, we chose the time period that captured the maximum numbers of neurons with significant activity modulations and/or the maximum variance.

We examined 3 possible ANOVA models to explain the activity modulations observed in this task. We looked for activity dependent upon 1) “Preceding reward,” by comparing activity during the schedule states that immediately followed a rewarded trial to activity during the schedule states that followed a correctly performed, unrewarded trial. The schedule states following a rewarded trial consisted of the first trials of each schedule (1:1, 1:2, 1:3). The schedule states following an unrewarded trial were the later trials in the multi-trial schedules (2:2, 2:3, 3:3). 2) “Upcoming reward” and “reward delivery,” by comparing activity during rewarded schedule states (1:1, 1:2, 1:3) to schedule states in which no reward would be delivered, even if the trial were performed correctly (1:2, 1:3, 2:3). 3) “Schedule state,” by comparing activity across all 6 of the schedule states.

Two-level, 1-way ANOVAs were used to identify activity modulations dependent on preceding reward, upcoming reward, or reward delivery. Six-level, 1-way ANOVAs were used to identify schedule state-dependent activity. During each time window, the activity of each neuron was tested with 3 different ANOVAs; therefore, a significance threshold of P < 0.05 was used.
A large proportion of OFC neurons showed significant activity modulations during the reward schedule task. Sixty-nine out of 80 (86%) neurons in the valid cue context and 48/58 (83%) neurons in the random cue context showed significant activity modulations during at least one time period in this task. Many OFC neurons had significant activity modulations during more than one time period (45/80 in valid cue; 24/58 in random cue).

Neuronal activity modulations could be placed into one of 4 categories: 1) Activity dependent upon the reward outcome of the preceding trial; 2) Activity dependent upon the upcoming reward outcome of the current trial; 3) Activity dependent upon schedule state; and (4) Activity dependent upon reward delivery itself. Table 1 summarizes these findings.

**Activity Dependent upon Preceding Reward**

**Precue Period**

For 21 neurons (26%), activity modulations encoded the outcome of the preceding trial in the valid cue context during the precue period (2-level, 1-way ANOVA, $P < 0.01$). Twelve of these neurons had higher firing rates after rewarded trials. Figure 3 shows one of the neurons with this type of activity modulation; the inset shows the population spike density function for all 12 such neurons. In the other 9 neurons, firing rates were tonically higher in trials following correctly performed, unrewarded trials than in trials following a reward. Overall, the reward outcome of the preceding trial explained an average of 13.9% of the variance in the valid cue context.

The activity of 29 neurons (50%) encoded the outcome of the preceding trial in the random cue context (2-level, 1-way ANOVA, $P < 0.01$). Figure 4 shows one of the 12 neurons for which the precue firing rate following rewarded trials was tonically higher than its firing rate following correctly completed, unrewarded trials. The inset shows the population spike density function for the 12 neurons with this type of activity modulation. In the other 17 neurons, precue firing rates were higher after a previously unrewarded trial. Overall, the preceding reward factor explained an average of 10.9% of the variance in the random cue context (a result statistically indistinguishable from that explained in the valid context; 2-tailed, unpaired t-test, $P = 0.44$).

Across the OFC population, precue activity modulations depended upon task context. A significantly greater proportion of neurons encoded the reward outcome of the preceding trial in the random than the valid cue context during this time period (Fig. 5; 2-sided proportions test, $\chi^2 = 7.21, df = 1, P = 0.007$). In addition, the particular neurons encoding this factor changed when the task context changed. The 50 activity modulations dependent upon preceding reward occurred in 39 neurons.

11 neurons encoded preceding reward in both contexts.

After rewarded trials, 7/21 activity modulations in the valid and 10/29 modulations in the random cue context consisted of statistically significant increases in firing rate across the precue period (Fig. 3; 1-tailed, paired t-tests between the 2 halves of the 400 ms precue time window, $P < 0.025$). The magnitude of these increases was significantly higher in the valid than the random cue context (1-tailed, unpaired t-test, $P = 0.025$). This rising activity pattern appears to reflect anticipation of the first trial in a new schedule: greater increases occur in the valid context, when the cue will provide information about the upcoming schedule.

Precue activity modulations could have resulted from sustained taste-related activity from the preceding trial. If so, we would expect the neurons with activity dependent upon preceding rewards to be the same as those with activity dependent upon reward delivery (see below). However, this criterion was met for only 4/21 (19%) and 9/29 (31%) neurons in the valid and random cue contexts, respectively. We would also expect the same type of activity modulation during the outcome-triggered and precue periods. For example, if a neuron’s firing rates were higher at the end of rewarded versus unrewarded trials, this same neuron should have higher activity prior to first trials. This was true for 2/4 cells in the valid and 8/9

**Table 1**

|                     | Precue | Cue | Wait | Outcome |
|---------------------|--------|-----|------|---------|
| Valid cue context   | P = 0.01 |    |      |         |
| Preceding reward    | 21 (26%) | 14 (18%) | 2 (3%) | 3 (4%) |
| Upcoming reward     | 1 (1%) | 15 (19%) | 24 (30%) | 27 (34%) |
| Schedule state      | 4 (5%) | 15 (19%) | 7 (9%) | 13 (16%) |
| Random cue context  | P = 0.01 |    |      |         |
| Preceding reward    | 29 (50%) | 16 (21%) | 5 (9%) | 3 (5%) |
| Upcoming reward     | 0 (0%) | 2 (3%) | 1 (2%) | 21 (38%) |
| Schedule state      | 1 (2%) | 2 (3%) | 1 (2%) | 3 (5%) |

*Number of neurons greater than expected by chance (1-sided binomial test, $P < 0.001$).

**Figure 3.** Preceding reward-dependent activity during the precue period in the valid cue context. In this example, activity levels in the trials following a rewarded trial (1:1, 1:2, 1:3, thick gray lines) were significantly higher than in the trials following a correctly completed, unrewarded trial (2:2, 2:3, 3:3, thin black lines; 2-level, 1-way ANOVA, $F_{1,187} = 274.6, P < 0.001$). The firing rate in this neuron also increased as the onset of the first cue in a schedule approached (1-tailed, paired t-test between the 2 halves of the precue time window; $t = 9.1, df = 86, P < 0.001$). Each row of dots represents an individual trial in the task. Spike density function curves (Gaussian kernel sd = 25 ms) are superimposed on each raster. Rasters are aligned on cue onset (0 ms, vertical line). The ordinate shows firing rate per trial [in Hertz]. The precue time window (-400 to 0 ms) is indicated above each raster with a horizontal line. Inset, normalized population spike density functions for the 12 neurons with higher firing rates following a rewarded trial. Each thin black or gray line represents a different schedule state. Thin light gray lines represent the outer bounds of the standard errors for each set of curves.
Finally, if the precue activity modulations were an extension of reward delivery–dependent modulations, firing rate differences should be continuous throughout the intertrial interval. Four neurons (1 in the valid and 3 in the random cue context) had sustained activity differences across the intertrial interval, from the previous trial’s outcome to and including the precue time window (sliding window analysis; 2-level, 1-way ANOVA, \( P < 0.01 \)). For these 4 neurons, we could not rule out the possibility that precue activity modulations resulted from sustained reward delivery–dependent or taste-related activity.

**Cue-Triggered Period**

Fourteen (18%) cells in the valid cue context and 16 (28%) cells in the random cue context encoded the reward outcome of the preceding trial even after a new trial had begun and a new cue presented (Fig. 5A; 2-level, 1-way ANOVA, \( P < 0.01 \)). The proportion of neurons in this category was statistically indistinguishable between the valid and random cue contexts (2-sided proportions test, \( v^2 = 1.46, df = 1, P = 0.23 \)). Preceding reward also explained indistinguishable amounts of the variance in both contexts (valid mean = 6.7%; random mean = 8.4%; 2-tailed, paired \( t \)-test, \( P = 0.34 \)). However, the particular neurons encoding the reward outcome of the preceding trial changed when the task context changed. The 30 cue-triggered preceding reward modulations occurred in 27 neurons. 3 neurons encoded this factor in both contexts.

**Wait Period**

The wait period began at least 2 s after the end of the previous trial. During this time window, the number of neurons with significant preceding reward–dependent modulations was no greater than that expected by chance (Table 1; 1-sided binomial tests, valid \( P = 0.91 \); random \( P = 0.16 \)).

**Across Time Periods**

The number of OFC neurons encoding preceding reward depended upon the proximity of the preceding trial outcome. The proportion of neurons with preceding reward–dependent activity decreased significantly across the 3 time periods in both the valid and the random cue contexts (Fig. 5A; chi-square tests for linear trend, \( ***P < 0.001 \)). The proportion of neurons with preceding reward–dependent activity decreased linearly across time periods in both contexts (chi-square tests for linear trend, \( ***P < 0.001 \)). (B) Upcoming reward–dependent activity. In the cue-triggered and wait periods, the proportion of neurons with upcoming reward–dependent activity was significantly larger in the valid than the random cue context (2-sided proportions tests, \( *P < 0.05, ***P < 0.001 \)). The proportion of neurons with upcoming reward–dependent activity increased linearly across time periods in the valid context (chi-square tests for linear trend, \( ***P < 0.001 \)) but did not change in the random context.
Activity Dependent upon Upcoming Reward

Precue Period
Prior to cue presentation, no information about the reward expectancy of the upcoming trial was available. During this time period, the number of neurons with significant upcoming reward-dependent activity was no greater than that expected by chance (Table 1; 1-sided binomial tests; valid $P = 0.98$; random $P = 1$).

Cue-Triggered Period
In the valid cue context, the cue-triggered activity of 15 (19%) neurons depended on whether or not the trial would be rewarded (Fig. 5B; 2-level, 1-way ANOVA, $P < 0.01$). The firing rates of 10 of these neurons were higher in to-be rewarded trials. Figure 6 shows one of the neurons with this type of activity; the inset shows the population spike density function for all 10 such neurons. The other 5 neurons had higher firing rates in to-be unrewarded trials. Overall, the upcoming reward factor explained an average of 13.5% of the variance in the valid cue context.

In the random cue context, the cues provided no information about upcoming reward, and the number of OFC neurons with upcoming reward-dependent activity was not significantly greater than that expected by chance (Table 1; 1-sided binomial test, $P = 0.8$). During this time period, significantly more neuronal modulations encoded reward expectancy in the valid than random cue context (Fig. 5B; 2-sided proportions test, $\chi^2 = 5.9$, df = 1, $P = 0.015$).

Figure 6. Upcoming reward-dependent activity during the cue-triggered period in the valid cue context. In this example, activity levels in the rewarded trials (1:1, 2:2, 3:3, thick gray lines) were significantly higher than in the unrewarded trials (1:2, 1:3, 2:3, thin black lines; 2-level, 1-way ANOVA, $F_{1,201} = 37.9, P < 0.001$). Rasters are aligned on cue onset (0 ms, vertical line). The cue-triggered time window (200-600 ms) is indicated above each raster with a horizontal line. Inset, normalized population spike density functions for the 10 cells with higher firing rates in rewarded trials. Display conventions as in Figure 3.

Across Time Periods
As expected, upcoming reward-dependent activity was only observed in the valid cue context. Within the valid context, the number of OFC neurons encoding this factor depended upon the proximity of the trial outcome. A greater proportion of neurons encoded reward expectancy as each trial progressed and the predicted outcome approached (Fig. 5B; chi-square tests for linear trend, $\chi^2 = 23.8$, df = 1, $P = 1.1 \times 10^{-6}$).

Activity Dependent upon Schedule State

Precue Period
The numbers of neurons with activity modulations dependent upon schedule state were no greater than that expected by chance (Table 1; 1-sided binomial tests; valid $P = 0.57$; random $P = 0.95$).

Wait Period
In the valid cue context, 24 (30%) cells differentiated between to-be rewarded and unrewarded trials during the wait period (Fig. 5B; 2-level, 1-way ANOVA, $P < 0.01$). Thirteen of these neurons had increases in firing rate in to-be rewarded trials (Fig. 7). The firing rates of the other 11 neurons were higher in to-be unrewarded trials. The upcoming reward factor explained an average of 14.2% of the variance during the wait period in the valid cue context.

In the random cue context, the activity of only one neuron appeared to depend on reward expectancy, a number no greater than that expected by chance (1-sided binomial test, $P = 0.95$). During this time period, significantly more neuronal activity modulations encoded reward in the valid than random cue context (Fig. 5B; 2-sided proportions test, $\chi^2 = 16.27$, df = 1, $P = 5.5 \times 10^{-5}$).

Across Time Periods
As expected, upcoming reward-dependent activity was only observed in the valid cue context. Within the valid context, the number of OFC neurons encoding this factor depended upon the proximity of the trial outcome. A greater proportion of neurons encoded reward expectancy as each trial progressed and the predicted outcome approached (Fig. 5B; chi-square tests for linear trend, $\chi^2 = 23.8$, df = 1, $P = 1.1 \times 10^{-6}$).

Activity Dependent upon Schedule State

Precue Period
The numbers of neurons with activity modulations dependent upon schedule state were no greater than that expected by chance (Table 1; 1-sided binomial tests; valid $P = 0.57$; random $P = 0.95$).

Figure 7. Upcoming reward-dependent activity during the wait period in the valid cue context. In this example, activity levels in the rewarded trials (1:1, 2:2, 3:3, thick gray lines) were significantly higher than in the unrewarded trials (1:2, 1:3, 2:3, thin black lines; 2-level, 1-way ANOVA, $F_{1,196} = 122.3, P < 0.001$). Rasters are aligned on the time at which the red spot appeared (0 ms, vertical line). The wait time window (350-750 ms) is indicated above each raster with a horizontal line. Inset, the population spike density functions for the 13 cells with higher firing rates in rewarded trials. Display conventions as in Figure 3.
Cue-Triggered Period
The activity of 15 (19%) cells in the valid cue context depended upon the particular schedule state indicated by the cue (Fig. 8; 6-level, 1-way ANOVA, \( P < 0.01 \)). The activity modulations in these 15 cells could be divided into 9 subtypes (Tukey tests, 2-sided, \( P < 0.05 \)). Firing rates in the 1:1 schedule state were significantly different than rates in the other schedule states in 4 neurons. Firing rates in the 2:3 schedule state were significantly different in 3 neurons. In 2 neurons, activity modulations consisted of a monotonic trend in firing through the multi-trial schedules. Overall, state dependency in the valid cue context explained an average of 20.8% of the variance in these neurons.

Only 2 neurons in the random cue context appeared to have schedule state-dependent activity, a number not significantly different than that expected by chance (1-sided binomial test, \( P = 0.79 \)). During the cue-triggered period, significantly more activity modulations depended on schedule state in the valid than random cue contexts (2-sided proportions test, \( \chi^2 = 0.014, df = 1, P = 0.9 \)). Trial outcome explained indistinguishable amounts of the variance in the valid and random cue contexts (valid mean = 9.8%; random mean = 13.3%; 2-tailed, unpaired t-test).

Wait Period
The numbers of neurons with activity modulations dependent upon schedule state were no greater than that expected by chance (Table 1; 1-sided binomial tests; valid \( P = 0.11 \); random \( P = 1 \)).

Activity Dependent upon Reward Delivery
The activity of 27 (34%) neurons in the valid cue context and 21 (36%) neurons in the random cue context depended on whether or not a reward was delivered at the end of a trial (150–550 ms after trial outcome; 2-level, 1-way ANOVA, \( P < 0.01 \)). For 12 neurons in the valid and 15 neurons in the random cue context, firing rates during the outcome-triggered period were higher in rewarded than unrewarded trials (Fig. 9). In other cases, outcome-triggered activity was higher in the unrewarded trials (valid cue \( n = 15 \), random cue \( n = 6 \)).

The proportion of neurons with reward delivery-dependent activity was statistically indistinguishable between the valid and random cue contexts (2-sided proportions test, \( \chi^2 = 0.014, df = 1, P = 0.9 \)). Trial outcome explained indistinguishable amounts of the variance in the valid and random cue contexts (valid mean = 9.8%; random mean = 13.3%; 2-tailed, unpaired t-test).

Figure 8. Percentages of neurons with schedule state-dependent activity modulations in the precue, cue-triggered, and wait time periods during the valid and random cue contexts. During the cue-triggered period, significantly more neurons had schedule state-dependent activity in the valid than the random cue context (2-sided proportions tests; \( \ast P < 0.05 \)).

Figure 9. Reward delivery-dependent activity. (A) Valid Cue context. In this example, activity levels in the rewarded trials (1:1, 2:2, 3:3, thick gray lines) were significantly higher than in the unrewarded trials (1:2, 1:3, 2:3, thin black lines; 2-level, 1-way ANOVA, \( F_{1,178} = 101.3, P < 0.001 \)). Rasters are aligned on the time at which the reward was delivered in the rewarded trials or the time at which the reward would have been delivered in the unrewarded trials (0 ms, vertical line). The outcome-triggered window (150–550 ms) is indicated above each raster with a horizontal line. Inset, the population spike density functions for the 12 cells with higher firing rates in rewarded trials in the valid cue context. (B) Random Cue context. In this example, activity levels in the rewarded trials were significantly higher (2-level, 1-way ANOVA, \( F_{1,196} = 41.4, P < 0.001 \)) than in the unrewarded trials. Inset, the population spike density functions for the 15 cells with higher firing rates in rewarded trials in the random cue context. Display conventions as in Figure 3.
Precuing and Upcoming Reward Representations in OFC

Composition of Neuronal Ensembles
Within any given context and time period, ensembles of OFC neurons encoded preceding reward, upcoming reward, reward delivery, or schedule state. However, the activity modulations of individual OFC neurons may or may not have depended on the same factor between contexts or across time periods. We reported above that only a small proportion of the preceding reward-dependent and reward delivery-dependent modulations occurred in the same neurons in the valid and random cue contexts. We also performed an additional analysis to test the probability that the activity of individual neurons depended upon the same factor more frequently than would be expected by chance.

Given that 3 separate ANOVAs were performed on the data from each time period, we assumed a given neuron would depend upon the same reward factor one-third of the time by chance. We then compared the activity dependence of each neuron between pairs of time windows within a context and between the 2 contexts within each time window. In the random context, individual neurons were significantly more likely to have activity dependent on preceding reward in both the precue and cue-triggered time periods (chi-square test, $\chi^2 = 15.4, df = 1, P < 0.001$). During the precue period, individual neurons were significantly more likely to have preceding reward-dependent activity modulations in both the valid and random contexts ($\chi^2 = 10.8, df = 1, P = 0.001$). All other comparisons were statistically indistinguishable from chance. Thus, the composition of the neuronal ensembles encoding preceding reward outcome and upcoming reward expectancy generally changed between task contexts and across time periods.

Discussion
We have found that neuronal activity in OFC changes to reflect the types and relative importance of the reward information available in each context of the reward schedule task. First, OFC neurons represent upcoming reward information only in the valid cue context but encode preceding reward information in both the valid and random contexts. Second, the proportion of neurons with activity dependent upon the reward outcome of the preceding trial is significantly larger in the random cue context.

The activity of OFC neurons also changes to reflect the relative temporal proximity of different rewards. The proportion of neurons with preceding reward-dependent activity is large before a trial begins and decreases over the course of each trial. Conversely, the proportion of neurons with upcoming reward-dependent activity grows over time, as the trial outcome gains immediacy.

Finally, the ensembles of neurons representing different types of reward information are also context and time dependent. The specific neurons encoding preceding or upcoming reward generally change when the task context changes or as a trial unfolds. For example, during the cue-triggered period, the neuronal ensembles carrying preceding reward information included overlapping but different sets of neurons in the random and valid cue contexts. Likewise, in the valid context, the neuronal ensemble carrying upcoming reward information during the wait period was overlapping with but different than the ensemble carrying this information during the cue-triggered period.

Earlier work has also shown that orbitofrontal responses carry information about current and future rewards, encode information about predicted reward expectancy during different task time periods, and change with learning or changes in stimulus-reinforcer contingencies (Rosenkilde et al. 1981; Thorpe et al. 1983; Rolls et al. 1996; Tremblay and Schultz 1999; Hikosaka and Watanabe 2000; Tremblay and Schultz 2000a, 2000b; Wallis and Miller 2003; Roesch and Olson 2004). Our data replicate these findings and extend them in 2 ways: we have found that OFC neurons can encode preceding as well as upcoming rewards and that changes in orbitofrontal activity reflect the types of reward information available and the relative importance of that information in a given context and time period.

Interpretations of Precue Activity
We have concluded that the precue activity in OFC is related to the reward outcome of the preceding trial rather than to anticipation of an upcoming schedule or to estimations of upcoming reward probability. We have based this interpretation on several findings: 1) The proportion of neurons with precue activity modulations is significantly greater in the random than the valid cue context, when the preceding trial’s outcome is more relevant and information about the upcoming schedule is less so. 2) We have also observed precue activity related to anticipation of a new schedule. This dynamic activity is superimposed on the tonic firing rate differences that encode the reward outcome of the preceding trial and is greater in the valid cue context. 3) This type of modulation occurs in a significant number of neurons even after the upcoming reward has been completely predicted by the cue in the valid cue context, making it less likely that these activity differences are related to calculations of reward probability. 4) The specific neurons with precue activity modulations are more likely to be the same in the valid and random cue contexts, suggesting that a subset of neurons are encoding the same variable in both contexts.

Precue activity has been observed in other studies of primate orbitofrontal neurons. However, the previous trial outcome had little or no effect on the precue activity levels in those studies, suggesting that these responses were not related to preceding reward history (Tremblay and Schultz 2000b; Hikosaka and Watanabe 2004). In contrast, neurons in lateral orbital cortex of rodents have been shown to encode the valence of a previous trial throughout a subsequent trial (Schoenbaum and Eichenbaum 1995). Our results extend these findings from the rodent to the monkey and demonstrate that the size of the preceding reward representation in OFC can depend upon the temporal proximity of the preceding reward.

Comparison to Decision-Making Tasks
In other work using stochastic decision-making tasks, neurons in dorsolateral prefrontal cortex and parietal cortex have been shown to carry signals reflecting the reward value expected in a trial as estimated from choices made and rewards received over some number of previous trials (Barracough et al. 2004; Sugrue et al. 2004). In addition, lesions of anterior cingulate cortex in monkeys have been shown to impair their ability to
use action-outcome histories to guide behavior (Kennerley et al. 2006). In these cases, different cortical regions appear to use reward history to predict the probability of a reward in the current trial.

Our reward schedule task and stochastic decision-making tasks differ in at least 2 major ways. First, monkeys performing decision-making tasks can make operant responses to select the more preferable choice; in our task, each trial must be completed independent of preceding rewards or predictions about upcoming rewards. Second, in the valid cue context of our task, the outcome of each trial is predicted with 100% certainty by the visual cue. Therefore, the upcoming reward signals in OFC arise from the information provided by the cue rather than from information estimated from prior actions or outcomes.

In the random cue context, the cues do not provide information about the schedule state, and there is a relation between the time of the last reward and the probability of receiving a reward in the current trial. Reward probability is 1/3 in the first trial after reward, 1/2 in the second trial, and 1 in the third trial. However, as shown in this experiment and in others from our laboratory, monkeys performing this task do not show a behavioral sensitivity to the reward probability structure in the random cue context (Shidara et al. 1998; Shidara and Richmond 2002; Ravel and Richmond 2006). Therefore, the activity modulations we have observed in OFC seem unlikely to reflect upcoming reward probability even in the random context of the reward schedule task. On the other hand, if needed to perform a stochastic decision-making task, the preceding reward-dependent modulations seen in OFC could be integrated to develop signals that encode estimates of future reward contingencies.

**Comparison to Other Areas**

OFC is strongly interconnected with the midbrain dopaminergic nuclei, ventral striatum, amygdala, and anterior cingulate cortex (Oades and Halliday 1987; Barbas and De Olmos 1990; Carmichael and Price 1995; Haber et al. 1995). The ways in which these different brain regions represent different reward-related properties has been a subject of some interest (Holland and Gallagher 2004; Schultz 2004; Amiez et al. 2006; Cardinal 2006; Haber et al. 2006). Previous studies from our laboratory have examined the responses of neurons within each of these areas during the reward schedule task.

In substantia nigra, pars compacta, many dopamine neurons responded preferentially to cues in the first trial of each schedule (Ravel and Richmond 2006). These types of responses were interpreted as encoding the relative salience of the visual cues. However, about the same proportion of dopamine neurons as OFC neurons responded to first cues in the random and the valid cue context, suggesting the possibility that dopamine neurons might also encode information about preceding reward.

In ventral striatum, neuronal responses depended upon schedule state during the cue-triggered period in the valid cue context (Shidara et al. 1998; Shidara and Richmond 2004). The largest groups of cue-triggered neuronal responses in ventral striatum appeared to differentiate the first from the later trials in a schedule. However, these responses disappeared during the random context. Therefore, unlike OFC, the ventral striatum does not appear to encode preceding reward information.

In amygdala, as in OFC, differential activity modulations during the precue period were observed (Sugase-Miyamoto and Richmond 2005). However, unlike the more numerous precue OFC modulations in the random context, precue responses in amygdala were reported only in the valid context. Therefore, the precue amygdala responses appear to reflect anticipation of the information to be provided by the first cue in a schedule rather than information about whether or not the preceding trial was rewarded. In one-third of OFC neurons, we did see increases in firing rates across the precue period that mirrored the amygdala responses. Schedule anticipatory signals seen in OFC, at least in the valid context, may result from amygdalar input (Barbas and De Olmos 1990).

In anterior cingulate cortex, one-third of the neuronal responses reflected increasing reward expectancy as an animal progressed through multi-trial schedules in the valid cue context (Shidara and Richmond 2002). In OFC, only 2 cells recorded in the valid cue context showed such monotonic trends in firing rate across trials within a schedule. The proportion of OFC neurons encoding upcoming reward expectancy did increase monotonically over time but did so on a trial-by-trial basis. Thus, while both regions process information about the temporal proximity of future outcomes, neurons in anterior cingulate cortex appear to integrate this information over a longer timescale.

Activity in anterior cingulate cortex and OFC also differs in the random cue context. Anterior cingulate neurons did not respond to events in the random context, whereas activity in orbitofrontal neurons depended upon the reward outcome of the preceding trial during the precue and cue-triggered periods. Therefore, it appears that anterior cingulate cortex encodes information only about upcoming rewards whereas OFC processes the reward information available in a given context, whether related to the past, present, or future.

**Executive Function**

OFC has been seen as one component of the prefrontal cortical system underlying executive functions (Schoenbaum and Setlow 2001; O’Reilly et al. 2002). To make decisions related to a reward or goal, animals must correctly assess reward context in a dynamically changing environment. Our findings support a role for OFC in executive function by demonstrating that this region can provide the dynamically adaptable, context-dependent, and time-sensitive reward information required by an animal to organize goal-directed activity.
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