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A B S T R A C T

Background: Dysregulation of fear learning has been associated with psychiatric disorders that have altered positive and negative valence domain function. While amygdala-insula-prefrontal circuitry is considered important for fear learning, there have been inconsistencies in neural findings in healthy and clinical human samples. This study aimed to delineate the neural substrates and behavioral responses during fear learning in a large, transdiagnostic sample with predominantly depressive and/or anxious dysfunction.

Methods: Two-hundred and eighty-two individuals (52 healthy participants; 230 participants with depression and/or anxiety-related problems) from the Tulsa 1000 study, an ongoing, naturalistic longitudinal study based on a dimensional psychopathological framework, completed a Pavlovian fear learning task during functional magnetic resonance imaging. Linear mixed-effects analyses examined condition-by-time effects on brain activation (CS+, CS- across familiarization, conditioning, and extinction trials). A data-driven latent profile analysis (LPA) examined distinct patterns of behavioral and neural responses to threat across fear conditioning and extinction, while logistic regression analyses evaluated cognitive-affective predictors of latent profiles.

Results: Whole-brain analyses revealed a condition-by-time interaction in the anterior insula, postcentral gyrus, superior temporal gyrus, middle frontal gyrus, and cerebellum but not amygdala. The LPA identified distinct latent profiles across subjective and neural levels of measurement. Anterior insula profiles were characterized by marginal differences in age and state anxiety.

Conclusions: Our findings demonstrate that human fear learning recruits a distributed network of regions involved in interoceptive, cognitive, motivational, and psychomotor processes. Data-driven analyses identified distinct profiles of subjective and neural responses during fear learning that transcended clinical diagnoses, but no robust relationships to demographic or cognitive-affective variable were identified.

1. Introduction

Threat detection and defense response (fear learning) (LeDoux, 2014) is a cross-species, associative learning process considered crucial for adapting to one’s environment. Fear learning models have been a mainstay of animal and human research attempting to better understand threat and defense behaviors and their underlying neurobiological mechanisms, as well pathophysiology of clinical fear and anxiety (Kindt, 2014). These paradigms typically involve both the acquisition (conditioning) and extinction of fear using Pavlovian conditioning (Pavlov, 2010), processes that extend beyond the bench and hold relevance for the development, maintenance, and treatment of fear and anxiety disorders. Pavlovian fear conditioning involves the pairing of a previously neutral stimulus with a salient, naturally noxious stimulus (unconditioned stimulus, US), such that the individual begins to exhibit a fear response to the previously neutral stimulus (conditioned stimulus; CS) even when presented alone. On the other hand, fear extinction involves the presentation of the CS without subsequent negative outcomes (US), such that the fear response to the CS diminishes. Conditioning and extinction processes are considered crucial for survival, helping organisms adapt in order to respond appropriately to real and potential dangers in their environment (Ohman et al., 2008). Leveraging advanced neuroimaging techniques to understand this process in healthy and clinical populations may lead to development of novel targets for interventions and improve outcomes.

Functional neuroimaging has facilitated the examination of neural substrates of human fear learning in an attempt to translate animal findings and identify neural networks of importance for fear learning dysfunction in psychiatric disorders (Hermans et al., 2006). While animal studies have identified the importance of the amygdala, including its central and basolateral subregions (underlying the expression and inhibition of fear), hippocampus (contextualization or modulation of the
fear response), and medial prefrontal cortex (PFC; inhibition of the fear learning response, particularly during extinction) (LeDoux, 2000; Davis and Whalen, 2001; Milad et al., 2006; Milad and Quirk, 2012; Quirk and Mueller, 2008), human neuroimaging research has shown that fear learning studies activate a wider network of regions, including the amygdala, anterior insula (AI), dorsal anterior cingulate cortex (dACC), posterior cingulate cortex (PCC), orbitofrontal cortex (OFC), cerebellum, anterior thalamus, ventral putamen and pallidum, midbrain substantia nigra/ventral tegmentum, hippocampus, ventromedial prefrontal cortex (vmPFC), and dorsoventral PFC (dPFC) (Etkin and Wager, 2007; Mechias et al., 2010; Sehlmeyer et al., 2009; Marin et al., 2020; Savage et al., 2020). However, neural findings across these human studies have been inconsistent and limited by a number of factors including 1) relatively smaller sample sizes (N = 11–114) and 2) methodological differences across studies including number and timing of trials, reinforcement rates, instruction set (instructed vs. uninstructed threat), conditioning and extinction training approaches (e.g., cued vs. contextual; immediate vs. delayed extinction), and analyses of interest (e.g., CS+; CS−; CS+ > CS−, CS+ < CS−). It is thus possible to glean more uniform findings on neural underpinnings of fear learning. Fullana and colleagues implemented a meta-analytic functional magnetic resonance imaging (fMRI) approach involving anisotropic effect-size signed differential mapping capable of combining tabulated brain activation/deactivation results with actual empirical voxel-wise ‘brain maps’ of activations and deactivations across studies separately for fear conditioning (Fullana et al., 2016) and extinction (Fullana et al., 2018). For fear conditioning (CS+ > CS−, CS+ < CS – during conditioning trials) (Fullana et al., 2016), their analysis identified consistent and robust evidence for the activation of ‘cingulofrontal cortex’ regions including dACC, dorsomedial PFC, and AI, likely due to their importance in autonomic-interoceptive processing (Berntson and Khalsa, 2021; Smith et al., 2017) and integration of cognitive, affective, and physical states (McTeague et al., 2020). In corroboration of translational theories of fear learning, these studies highlighted evidence for deactivations (i.e., higher for CS− than CS+) within default mode network regions (vmPFC, PCC), lateral PFC, and hippocampus, as potentially representing a ‘safety signal’ network. With respect to fear extinction (CS− > CS – during extinction trials) (Fullana et al., 2018), the meta-analysis primarily implicated consistent activation of brain regions linked to threat appraisal and experience, including dACC and AI. Additionally, extinction recall (i.e., retrieval and expression of learned extinction memory following a delay) evidenced more dIPFC and vmPFC cortices and the hippocampus. Notably, these meta-analyses did not identify robust evidence for involvement of the amygdala in fear conditioning or extinction, which Fullana and colleagues argued could be due to the technical constraints of fMRI (perhaps failing to capture initial, transient responses that quickly habituate) or due to fear learning paradigms as conducted in humans not evoking the classic amygdala threat-detection response (Fullana et al., 2016; Fullana et al., 2018). Therefore, based on the extant evidence from neuroimaging studies, the role of amygdala in human fear learning remains uncertain.

Dysfunction in fear learning is considered to contribute to the development and maintenance of numerous psychiatric disorders, including not only anxiety disorders and posttraumatic stress disorder (Otto et al., 2014; Milad et al., 2014; Duits et al., 2015; Wicking et al., 2016), but also depression (Jovanovic et al., 2010; Sandi and Richter-Levin, 2009), borderline personality disorder (Krake-Usz et al., 2016), schizophrenia (Fredrikson et al., 1995; Nitschke et al., 2006), trait fearfulness (Sylvers et al., 2011; Schmitz and Grillon, 2012; Panitz et al., 2018), perceived control (Alvarez et al., 2015), intolerance of uncertainty (Morris et al., 2015), anxiety sensitivity (Lu et al., 2014), social anxiety (Pejic et al., 2013), emotional numbing (Wicking et al., 2016), symptom severity (Milad et al., 2013), negative affect (Kirlic et al., 2019), pain sensitivity (Kirlic et al., 2019; Yagüez et al., 2005), and catastrophizing and worrying (Kalisch and Gerlicher, 2014) as transdiagnostic contributors to differences in fear learning. However, these factors were examined in isolation from other relevant cognitive-affective processes, or other important moderators of fear learning, such as age (Schreurs et al., 2001; Ganelia et al., 2019) and sex (Lebron-Milad et al., 2012; Merz et al., 2013). Examination of such factors in combination with identification of the potential moderating effects of age and sex on fear learning are necessary to a clearer understanding of the role of dysfunctional fear learning in psychiatric disorders (Verdi et al., 2021).

Previous research on fear learning has generally examined differences in CS+, or CS+ relative to CS−, during conditioning or extinction trials, as well as how these responses may relate to specific clinical variables of interest. Data-driven approaches to derive clinically meaningful subtypes of human neurobehavioral responses during various stages of fear learning have not been commonly employed despite the fact that such approaches contain several clinical benefits including identification of subtypes of fear learning in the context of complex sample and experimental designs, as well as evaluation of treatment outcomes (Verdi et al., 2021).

This study aimed to delineate the neural substrates and behavioral responses during fear learning in a large, transdiagnostic sample presenting with predominant positive and negative valence dysfunction, that is depression and/or anxiety disorders. The goals of the study were to 1) use a data-driven approach to characterize responses to threatening and non-threatening stimuli across multiple phases of fear learning (familiarization, conditioning, and extinction), 2) identify whether distinct patterns of fear learning existed across behavioral and neural domains, and 3) determine whether individual differences characterized these profiles. We hypothesized that fear learning would engage the fronto-cingulate and insular cortices, as well as portions of the limbic system, including the amygdala and hippocampus. We further hypothesized that distinct behavioral and neural profiles of responses during fear learning would be identified, distinguishing between participants demonstrating successful fear conditioning and extinction, exaggerated conditioning but successful extinction, exaggerated conditioning and impaired extinction, and finally impaired conditioning and impaired extinction. Finally, we hypothesized that these would relate to individual differences across cognitive and affective psychological measures.

We used a multi-modal data set (self-report, behavioral, and neural) collected on 282 participants from the first half of released participant data of the Tulsa 1000 (Victor et al., 2018) (T-1000) study, an observational study of a large, community-based sample, including healthy and treatment-seeking participants diagnosed with depression and/or anxiety disorders. The present study sample included predominantly participants with depression and/or anxiety disorder (N = 230) and their healthy comparisons (N = 52). Participants with eating disorders were excluded from present analyses given the particular relevance fear learning has in emergence, maintenance, and treatment of anxiety disorders and depression. Participants completed a range of cognitive-affective measures and underwent fMRI recording while completing a Pavlovian fear learning task. Subjective ratings and whole-brain analyses examined task responses in the entire sample, supplemented by region-of-interest (ROI) analyses based on clusters identified as critical for fear learning by meta-analytic work (Fullana et al., 2016; Milad et al., 2014; Duits et al., 2015; Wicking et al., 2016), but also depression (Jovanovic et al., 2010; Sandi and Richter-Levin, 2009), borderline personality disorder (Krake-Usz et al., 2016), schizophrenia (Fredrikson et al., 1995; Nitschke et al., 2006), trait fearfulness (Sylvers et al., 2011; Schmitz and Grillon, 2012; Panitz et al., 2018), perceived control (Alvarez et al., 2015), intolerance of uncertainty (Morris et al., 2015), anxiety sensitivity (Lu et al., 2014), social anxiety (Pejic et al., 2013), emotional numbing (Wicking et al., 2016), symptom severity (Milad et al., 2013), negative affect (Kirlic et al., 2019), pain sensitivity (Kirlic et al., 2019; Yagüez et al., 2005), and catastrophizing and worrying (Kalisch and Gerlicher, 2014) as transdiagnostic contributors to differences in fear learning. However, these factors were examined in isolation from other relevant cognitive-affective processes, or other important moderators of fear learning, such as age (Schreurs et al., 2001; Ganelia et al., 2019) and sex (Lebron-Milad et al., 2012; Merz et al., 2013). Examination of such factors in combination with identification of the potential moderating effects of age and sex on fear learning are necessary to a clearer understanding of the role of dysfunctional fear learning in psychiatric disorders (Verdi et al., 2021).
et al., 2016; Fullana et al., 2018). Next, we used a latent profile analysis approach to characterize unique trajectories of behavioral and neural threat responses during fear learning. Logistic regression analyses were utilized to identify transdiagnostic, individual-difference factors relating to the latent profiles. Although we included groups meeting distinct diagnostic criteria (healthy comparisons, depressed, anxious, and patients with comorbid depression and anxiety diagnoses), we referenced the Research Domain Criteria framework (Insel et al., 2010) and directed our focus on a dimensional evaluation and interpretation of relevant findings across all participants. We reasoned that this would allow the identification of transdiagnostic psychological constructs and their relationship with task-related responses, as well as have greater future treatment utility.

2. Methods

2.1. Participants

Participants were 282 individuals from the first half of the released participant data from the Tulsa 1000 (T-1000) (Victor et al., 2018) study, an ongoing, naturalistic longitudinal study based on a dimensional psychopathological framework. Subsetting from the sample, the present study included healthy participants and those diagnosed with mood and/or anxiety-related disorders (N = 322). Of these, N = 19 participants did not complete the fear learning task, and N = 21 had excessive motion and were thus removed from the analysis, leaving a total of N = 282 for the present analysis (230 participants with mood and/or anxiety-related disorders, and 52 healthy comparison participants). Table 1 provides participant demographic and clinical characteristics.

Participants underwent a structured clinical diagnostic interview for DSM-IV (Mini International Neuropsychiatric Interview [MINI] (Herqueta et al., 1998) conducted by trained master’s level clinicians who underwent reliability evaluations and consensus with a psychiatrist. In addition, participants completed a range of self-report clinical measures assessing positive and negative valence domains, as well as interoception, behavioral tasks assessing positive and negative valence, cognition and interoception, physiological measurements consisting of skin conductance, facial emotion expression monitoring, heart rate, respiration and eye-blink startle response, fMRI focusing on reward-related processing, fear conditioning and extinction, cognitive control and inhibition and interoceptive processing, biomarker assessment, microbiome assessment, and genetic as well as epigenetic assessments (Victor et al., 2018). For further T-1000 study description and inclusion/exclusion criteria, see the supplemental materials and Victor and colleagues (Victor et al., 2018).

2.2. Procedures

All study procedures were approved by the Western Institutional Review Board (WIRB; Study #1150412). Research was conducted in accordance with the World Medical Association Declaration of Helsinki. Participants underwent an extensive screening process and assessment procedures along cognitive and affective domains (Victor et al., 2018), as well as completed a fear conditioning and extinction (FC/FE) task while undergoing fMRI. All data acquisition and analyses were performed at the Laureate Institute for Brain Research.

2.3. The fear learning task

The fear conditioning/extinction (FC/FE) paradigm (Fig. 1) was based on Pavlovian conditioning and the task previously used in neuroimaging studies of individual differences in fear learning (Sehlmeyer et al., 2011; Sehlmeyer et al., 2009; Ball et al., 2017). The stimuli consisted of two neutral, non-social, abstract images as conditioned stimuli (CS), presented for 1.5 s at a time. The images designated as CS+ (paired with the unconditioned stimulus (US) during conditioning) and CS- (never paired with the US) were counter-balanced across participants. The US consisted of a loud scream beginning 500 ms after CS+ onset, lasting approximately 1 s, and presented at 108-120DBs with participants wearing silicone ear plugs providing 22DBs of attenuation.

To increase engagement and attention during the inter-trial interval, participants engaged in a continuous performance task requiring a right or left button press in response to right or left facing arrows in the 9–15 s between CS image presentations. Participants were told that for this task they would see arrows on the screen pointing either to the left of the right, and that their job was to push the button that corresponds to the arrow on the screen as quickly and as accurately as possible. They were further informed that during the task they may see an image on the screen, but that they did not need to respond to the image; instead, they were asked to look at the image and be prepared for the next set of arrows. Next, they were told that at times during the task, they would also hear a loud scream through the headphones and that no response was required to the scream. Finally, participants were told that this was a task of attention, and that their goal was to do their best to pay

### Table 1: Participant demographic and psychological characteristics.

| Characteristic | N = 282 (HC, n = 52; MDD and/or ANX n = 230) |
|---------------|---------------------------------------------|
| Age, M (SD)   | 34.97 (11.2)                                 |
| Income, M (SD)| 52329.15 (58395.29)                         |
| Education, M (SD)| 6.49 (1.62)                     |
| Percent Body Fat, M (SD)| 28.22 (5.19)                  |
| Psychotropic Medication Status, N (%)| 164 (58.2)            |
| Race, N (%)   |                                            |
| Asian         | 6 (2%)                                       |
| African American| 24 (9%)                                      |
| Native American| 43 (15.2%)                                  |
| White         | 244 (86.5)                                   |
| Pacific Islander | 2 (-1%)                              |
| Other         | 9 (3.2%)                                     |
| Ethnicity, N (%)|                                           |
| Hispanic      | 11 (3.9%)                                    |
| Non-Hispanic  | 271 (96.1%)                                  |
| Diagnosis, N (%)|                                           |
| Major Depressive Disorder | 65 (23%)                              |
| Anxiety Disorder| 146 (51.8%)                       |
| Comorbid Anxiety and Depression | 19 (6.7%)                            |
| Childhood Trauma Exposure, M (SD) | 45.1 (18.26)                      |
| Cognitive Function, M (SD) | 62.65 (5.05)                      |
| WRAT Reading  | 27.05 (7.71)                                 |
| Personality, M (SD) |                                           |
| BFI Neuroticism| 27.05 (7.71)                                |
| Symptom and Trait-like Measures |                                      |
| PHQ-9         | 10.68 (6.83)                                 |
| OASIS         | 8.24 (4.63)                                  |
| RRS Ruminatin | 50.16 (14.73)                                |
| ASI-3 Total Score | 21.77 (15.42)                      |
| BIS/BAS Inhibition | 22.48 (4.15)                        |
| BIS/BAS Reward | 16.99 (2.24)                                |
| PANAS-X Negative Affect | 21.32 (7.88)                          |
| PANAS-X Positive Affect | 27.26 (8.55)                   |
| STAI State Anxiety | 42.21 (13.19)                        |
| WHODAS Score  | 21.58 (8.52)                                 |

Note. ASI-3, Anxiety Sensitivity Scale - Third Edition; BFI, Big Five Inventory; BIS/BAS, Behavioral Inhibition System/Behavioral Activation System; RRS, Ruminanion Response Scale; CTQ, Childhood Trauma Questionnaire; HC, healthy comparison participants; M, mean; MDD and/or ANX, participants with depression and/or anxiety disorder; PANAS-X, The Positive and Negative Affective Schedule; OASIS, Overall Anxiety Severity and Impact Scale; PHQ-9, Patient Health Questionnaire; SD, standard deviation; STAI, State-Trait Anxiety Inventory; WHODAS, World Health Organization Disability Assessment Schedule; WRAT, Wide-range Achievement Test.
attention and push the button for the direction the arrows were pointing as quickly and as accurately as possible.

The task consisted of three phases: familiarization, fear conditioning, and fear extinction. The familiarization phase (lasting 2.5 min) involved five presentations of each CS with no instances of the US. Next, the conditioning phase involved 30 presentations of the CS- and 40 presentations of the CS+ (10 with (CS+ paired) and 30 without (CS+ unpaired)) the US, across two functional runs of eight minutes each. The 25% reinforcement rate is consistent with other fMRI studies of individual differences in fear conditioning, and also generates sufficient variability in extinction outcomes. CS+ paired trials were modeled in the individual-level deconvolution analysis but omitted from the group-level CS+ analysis to not confound processing of the CS+ with the reactivity to the US. This also allowed for an equal number of trials in the analysis. Finally, the extinction phase (lasting 12 min) followed immediately after conditioning and involved 25 presentations of each CS with no US reinforcement. Participants rated their anxiety level using a Likert scale (“On a scale from 0 = minimum anxiety to 100 = maximum anxiety, how anxious do you feel when you see this image?”), as well as valence (“How happy or unhappy does this image make you feel?”) and arousal (“How calm or excited does this image make you feel?”) levels using the Self-Assessment Manikin to each CS after each functional run. Trials were presented in a fixed, pseudo-randomized order, constrained so that no more than two identical trials occurred in a row.

2.4. Behavioral data analysis

Linear mixed effects (LME) analyses were employed to examine main and interaction effects of FC/FE task Condition (CS+, CS-) and Time (familiarization, early and late conditioning, and extinction) on anxiety, valence, and arousal ratings. Post hoc two-tailed t-tests were used to further elucidate differences between threat conditions at each time point (please see the supplemental materials for arousal and valence ratings results).

2.5. fMRI data processing and analysis

Imaging data were acquired using two identical GE MR750 3 T scanners and an 8-channel phased-array coil. The following parameters were used for all EPI data: TR/TE = 2000/27 ms, FOV/slice = 240/2.9 mm, 128x128 matrix, 39 axial slices, and varied numbers of TRs depending on the functional run (familiarization = 79, conditioning 1/2 = 260 each, and extinction = 368). For normalization to standard space, a high-resolution Magnetization-Prepared Rapid Acquisition with Gradient Echo sequence was also acquired with the following parameters: TR/TE = 5/2.012 ms, FOV/slice = 240x192/0.9 mm, and 186 axial slices.

The Analysis of Functional NeuroImages (AFNI; https://afni.nimh.nih.gov) software package was used for all first-level neuroimaging data analyses (Cox, 1996). Processing steps included: removal of the first three volumes, despiking, slice timing correction, co-registration with anatomical volumes, motion correction, 4 mm full width at half maximum (FWHM) Gaussian smoothing, regression with the task design matrix, scaling to percent signal change, normalization to Montreal Neurological Institute (MNI) space using an affine transformation and resampling to 2 mm isometric voxels. Censoring was applied at the
regression step using a Euclidean norm motion threshold of 0.3. Nuisance regressors were included for a 5th order polynomial at each functional run and the estimated motion parameters. Task-relevant regressors were included for response (any time the subject responded to an arrow), and US, as well as the primary threat conditions of interest: CS+ and CS-. CS+ and CS- regressors were fit for 5 different timepoints: familiarization (run1), early and late conditioning (runs 2 and 3), respectively, and early and late extinction (run 4 divided into two epochs).

The R statistical package (version 3.5.1) (Core Team R, 2017) was used to fit voxel-wise linear mixed effects models including subject as the random factor and fixed effects for condition (CS+ or CS-), time (coded categorically), and the condition-by-time interaction. The smoothness and significance criterion of the group level error terms was estimated with AFNI’s 3dFWHMx using the spatial autocorrelation function (acf) (Cox et al., 2017) and used with 3dClustSim to produce cluster size thresholds controlling the family-wise error rate (-acf a, b, c parameters: 0.56, 3.22, 9.14). Significance criterion for the whole-brain analysis was set at a corrected rate of \( p < .05 \) (cluster size \( \geq 33 \) voxels) and thresholded per-voxel at \( p < .005 \). For a meaningful separation of clusters, the main effect of time was thresholded per voxel at \( p < .001 \) (cluster size \( \geq 33 \) voxels). Average percent signal change (PSC) was extracted per individual from surviving clusters of activation of interest for condition-by-time interactions and submitted to follow-up analyses. In addition, we conducted whole brain analyses using more traditional approaches in two different ways. Specifically, we first used the CS+ vs. CS- contrast as the dependent variable and fit the effect of timepoint. Second, we ran voxelwise one-sample t-tests for the CS+ vs. CS- contrast at each timepoint. Smoothness and significance criterion thresholding were conducted as above.

Region of Interest Analyses. Research has implicated several other regions in conditioning and extinction of aversive stimuli that in this study did not survive the current recommendation for thresholding in whole brain analyses (Milad and Quirk, 2012; Milad et al., 2007; Etkin and Wager, 2007; Mechias et al., 2010; Fullana et al., 2016; Fullana et al., 2018). Driven by these past findings, we explored task effects from both hemispheres of the following ROIs as defined by the Brainnetome atlas (Fan et al., 2016): medial and lateral amygdala, dACC (corresponding to anterior dACC [adACC] or perigenual [pACC] as defined previously (Etkin et al., 2011; Vogt et al., 2003) anterior midcingulate cortex (aMCC; corresponding to posterior dACC [pdACC] or anterior MCC [mACC] as defined previously (Etkin et al., 2011; Vogt et al., 2003); rostral and caudal hippocampus, and vmPFC (Figure S1). Average PSC for both threat conditions and across all time points were extracted from these ROIs and subjected to LME and follow-up analyses. We also examined the imaging data using trial-wise regressors (via AFNI’s -stim_times_lM) to model the trial-by-trial BOLD response to CS+ and CS- from the four amygdala ROIs in the Brainnetome atlas (left/right lateral/midial). We modeled the extracted timeseries as beta ~ condition * time + condition * time^2 to test for evidence of conditioning/extinction.

2.6. Latent profile analysis

We employed a data-driven latent profile analysis (LPA) to identify distinct patterns of behavioral and neural responses to threats (CS+) across each experimental condition (i.e., familiarization, early and late conditioning, extinction [early and late for brain data]) for regions identified in the whole brain analysis and regions from the ROI analysis that showed significant condition by time interactions. LPA was implemented with Gaussian-mixture modeling. The Bayesian information criterion (BIC) and bootstrap likelihood ratio test (LRT) were used to compare models with the number of components varying from 1 to 5. The model with the lowest BIC, or where additional components did not significantly improve the model, was selected as the optimal description of latent components in the data. The analyses were implemented with R’s Mclust package (Scrucca et al., Aug 2016).

2.7. Logistic regression analysis

LPA results were subjected to multiple logistic regression models to ascertain the effects of participant characteristic, clinical symptom, and psychological trait variables on the likelihood that participants fell into a latent group of behavioral and neural responses of interest. Participant characteristic variables included age, sex, percent body fat, stable dose (i.e., 6 weeks prior to beginning the study) of psychotropic medication status, and academic skill achievement. Clinical symptom variables included the Patient Health Questionnaire-9 (PHQ-9) (Kroenke et al., 2001) and Overall Anxiety Severity and Impairment Scale (OASIS) (Norman et al., 2006), while psychological variables included the Neuroticism scale from the Big Five Inventory (BFI) (John and Srivastava, 1999), Inhibition and Reward sensitivity subscales from the Behavioral Inhibition/Behavioral Activation System (BIS/BAS) (Carver and White, 1994), Anxiety Sensitivity Inventory-3 (ASI-3) total score (Taylor et al., 2007); Positive and Negative Affect (PANAS-X) subscales (Watson et al., 1988), Rumination Response Scale (RRS) (Treynor et al., 2003), and State Anxiety subscale from State-Trait Anxiety Inventory (STAI) (Spilberger, 1983). The logistic regressions were estimated using the generalized linear model (glm) function. The overall effect of the model was tested using the chi-square on the difference between null and residual deviance and their respective degrees of freedom. Exponentiated coefficients were used to calculate odds-ratios. The analyses were implemented with R’s Mlogit package (Croissant, 2020).

3. Results

3.1. Behavioral data

LME analyses (Fig. 2, Table S1) revealed main effects of condition and time on state ratings of anxiety [condition: \( F(1,1967) = 133.30, \ p = 2.2 \times 10^{-16} \); time: \( F(3,1967) = 66.82, p = 2.2 \times 10^{-16} \)], valence [condition: \( F(1,1967) = 116.68, p = 2.2 \times 10^{-16} \); time: \( F(3,1967) = 69.84, p = 2.2 \times 10^{-16} \)], and arousal [condition: \( F(1,1967) = 96.20, p = 2.2 \times 10^{-16} \); time: \( F(3,1967) = 36.27, p = 2.2 \times 10^{-16} \)]. These were qualified by a condition-by-time interaction [anxiety: \( F(1,1967) = 23.26, p < 8.5 \times 10^{-15} \); \( BIC = 19484.85 \); valence: \( F(1,1967) = 14.73, p = 1.7 \times 10^{-9} \); \( BIC = 5441.38 \); arousal: \( F(1,1967) = 9.12, p = 5.4 \times 10^{-4} \); \( BIC = 5948.27 \)]. Post hoc analyses indicated that anxiety ratings for CS+ were significantly increased relative to CS- during both conditioning [early: \( t(281) = 7.46, p = 1.1 \times 10^{-12} \); late: \( t(281) = 9.03, p = 2.2 \times 10^{-16} \)] and extinction [\( t(281) = 6.59, p = 2.2 \times 10^{-15} \)]. There was a significant decrease in anxiety ratings for CS+ from conditioning to extinction [\( t(281) = 5.57, p = 5.9 \times 10^{-8} \)]. For post hoc analyses on arousal and valence ratings, see the supplemental materials.

4. Imaging results

Whole-brain analyses. Results (Fig. 2; Table 2) revealed a main effect of condition in the bilateral AI, posterior MCC, right middle frontal gyrus (MFG), left prefrontal, and left inferior parietal lobe (IPL). A main effect of time was evidenced in the bilateral dACC/superior medial gyrus, insula, prefrontal, posterior MCC, MFG, right inferior frontal gyrus, right superior frontal gyrus, right thalamus, right putamen, and cerebellum. These main effects were qualified by a condition-by-time interaction most notably in the right postcentral gyrus (PG), bilateral superior temporal gyrus (STG), right AI, right MFG, and cerebellum. The results of the traditional analyses are shown in Figure S2 and S3 and Tables S2 and S3. The data are qualitatively similar across analysis approaches.

Region of interest analyses. ROI analyses were performed on the subregions of amygdala, hippocampus, dACC, mACC, and vmPFC (Table S1). Both the medial and lateral amygdala showed a main effect of time [medial: \( F(4, 2529) = 3.76, p = 0.0047 \); lateral: \( F(4, 2529) = 3.86, p = 0.0039 \)], but not condition [medial: \( F(1, 2529) = 0.16, p = 0.68 \); lateral: \( F(1, 2529) = 0.03, p = 0.84 \)] or condition-by-time interaction [medial: \( F(4, 2529) = 1.10, p = 0.35 \); \( BIC = 26374.35 \); lateral: \( F(4, 2529) = 0.40, p = 0.81 \); \( BIC = 28375.32 \); Figure S4]. The analysis modeling trial-by-trial
responses to condition for amygdala ROIs yielded no effects of time, time^2, or their interactions with condition [(all p’s > 0.1) Figure S5]. The rostral hippocampus evidenced a main effect of time [F(4, 2529) = 3.14, p = .041], but not condition [F(1, 2529) = 0.09, p = .76], qualified by condition-by-time interaction [F(4, 2529) = 3.74, p = .0049; BIC = -27725.74]. The caudal hippocampus did not show a main effect of time [F(4, 2529) = 1.75, p = .14], condition [F(1, 2529) = 0.17, p = .69], nor condition-by-time interaction [F(4, 2529) = 1.10, p = .35; BIC = -29601.44]. With respect to the vmPFC, there was a main effect of time [F(4, 2529) = 12.33, p = 6.2e-05], but not condition [F(1, 2529) = 0.13, p = .72], qualified by condition-by-time interactions [F(4, 2529) = 3.20, p = .012; BIC = -25715.69]. Finally, dorsal subregions of the dACC showed a main effect of time [F(4, 2529) = 9.51, p = 1.2e-03], but not condition [F(1, 2529) = 2.81, p = .093], nor condition-by-time interaction [F(4, 2529) = 2.02, p = .089; BIC = -27040.49], while the aMCC evidenced a main effect of time [F(4, 2529) = 3.29, p = .011], but not condition [F(1, 2529) = 0.37, p = .54], qualified by a condition-by-time interaction [F(4, 2529) = 2.43, p = .046, BIC = -26792.08].

4.1. Latent profile analysis

The fit indices are reported in Table 3 and shown in Fig. 3. For subjective anxiety, the BIC suggested that a model with 5 latent subgroups fit the data best [LRT(20) = 33.42, p = .06, BIC = -7156.13]; however, the non-significant bootstrapping results for 5 components indicated no further improvement of an additional component. Models with 3 and 4 components resulted in identical BIC: [3-component model: LRT(21) = 197.11, p = .001, BIC = -7182.43]. A 2-component model was chosen for logistic regression analyses [LRT(15) = 341.71, p = .001, BIC = -7244.50]. Regarding imaging data, the BIC suggested that a 2-component model was optimal and included right AI [LRT(20) = 113.18, p = .001, BIC = 11200.61], right PG [LRT(20) = 33.14, p = .001, BIC = 11130.97], right dIPFC [LRT(20) = 113.18, p = .001, BIC = -10596.03], bilateral STG [LRT(20) = 76.88, p = .001, BIC = 10378.37], rostral hippocampus [LRT(20) = 77.89, p = .001, BIC = 11144.06], vmPFC [LRT(20) = 91.92, p = .001, BIC = 10467.06], and aMCC [LRT(20) = 84.79, p = .001, BIC = 10770.40]. For additional information, please see the supplemental materials.

4.2. Logistic regression analyses

Table 4 shows regression coefficients, odds ratios, and the 95% confidence intervals for odds ratios for each predictor. Only the model distinguishing latent profile responses to CS+ in the right AI and STG were significant [χ^2(16, N = 228) = 42.86, p = .0003, BIC = 386.71; R^2 = .13 and χ^2(16, N = 228) = 28.20, p = .0299, R^2 = .08, BIC = 415.12; respectively]. Participant age (B = -0.07, z = -4.63, p = 3.7e-06) and state anxiety (B = -0.04, z = -2.03, p = .0427) significantly predicted response profiles for right AI, while the response profiles for right STG were predicted by age only (B = 0.04, z = 2.99, p = .0028). See the supplemental materials for additional results from the logistic regression analyses.

5. Discussion

We examined behavioral and neural responses during Pavlovian fear learning in a large sample of healthy and individuals with predominant positive and negative valence dysfunction, that is anxiety disorders and/or depression. Taking a transdiagnostic, dimensional approach, we aimed to better understand psychological processes and neural substrates contributing to how fear is acquired and extinguished in these populations. Thus, in addition to examining behavioral and neural responses to fear learning, we derived latent profile models to threat (CS+) responses and examined whether various cognitive-affective processes distinguished between profiles.

The results are in line with past findings and show differentiated...
multiple comparisons at main effect of time. All significant activations passed a cluster size correction for and condition by time interaction, and a voxel-wide threshold of $p < 0.05$. L, left; R, right.

### Table 2
Regions of the brain showing differences in the hemodynamic response for main and interaction effects of condition and time.

| Hemisphere / Location | Peak coordinates in MNI | F | Volume (mm³) |
|-----------------------|-------------------------|---|--------------|
| **Condition Main Effects** |             |   |              |
| R Inferior Temporal Gyrus | 55 –67 –11 | 27.71 | 692 |
| L Fusiform Gyrus / Cerebellum | –29 –67 –13 | 24.61 | 403 |
| R Superior Occipital Gyrus | 35 –73 47 | 15.15 | 295 |
| R Anterior Insula | 39 25 –3 | 32.56 | 293 |
| L Inferior Parietal Lobule | –53 –29 37 | 17.99 | 247 |
| L Anterior Insula | –29 17 –11 | 18.75 | 235 |
| L and R Middle Cingulate Cortex (posterior) | –5 –21 31 | 16.38 | 166 |
| L Calcarine Gyrus | 1 –95 –1 | 16.43 | 149 |
| L Precuneus | –9 –73 39 | 26.78 | 146 |
| R Middle Frontal Gyrus | 25 45 5 | 14.00 | 138 |
| R Supramarginal Gyrus | 63 –41 37 | 25.01 | 131 |
| L Supramarginal Gyrus | –57 –49 31 | 15.63 | 89 |
| **Time Main Effects** |             |   |              |
| L and R Fusiform / Occipital Gyrus | 29 –55 –7 | 52.27 | 13,253 |
| L and R Superior Medial Gyrus / Anterior Cingulate Cortex | –1 61 11 | 16.10 | 2336 |
| **Hemisphere / Location** | **ROI** | **Component** | **BIC** | **LRT** | **p** |
| **Subjective Anxiety** | 1 | component 5 | –7384.26 |
| | 2 | component 3 | –7244.50 | 341.71 | 0.001 |
| | 3 | component 4 | –7182.43 | 197.11 | 0.001 |
| | 4 | component 5 | –7182.43 | 79.46 | 0.001 |
| | 5 | component 3 | –7156.13 | 33.42 | 0.064 |
| **Right Anterior Insula** | 1 | component 2 | 11144.93 |
| | 2 | component 3 | 11200.61 | 113.18 | 0.001 |
| | 3 | component 3 | 11200.61 | 17.90 | 0.060 |
| | 4 | component 5 | 11200.61 |
| | 5 | component 5 | 11200.61 |
| **Right dPFC** | 1 | component 2 | 10444.93 |
| | 2 | component 3 | 10596.03 | 113.18 | 0.001 |
| | 3 | component 4 | 10596.03 | 17.90 | 0.074 |
| | 4 | component 5 | 10596.03 |
| | 5 | component 5 | 10596.03 |
| **Right Postcentral Gyrus** | 1 | component 2 | 11112.62 | 79.24 |
| | 2 | component 3 | 11130.97 | 33.14 | 0.001 |
| | 3 | component 3 | 11130.97 | 0.54 |
| | 4 | component 5 | 11130.97 |
| | 5 | component 5 | 11130.97 |
| **Right Superior Temporal Gyrus** | 1 | component 2 | 10363.49 |
| | 2 | component 3 | 10378.37 | 76.88 | 0.001 |
| | 3 | component 4 | 10378.37 | 27.14 | 0.006 |
| | 4 | component 5 | 10378.37 | 20.17 | 0.069 |
| | 5 | component 5 | 10378.37 |
| **Left Superior Temporal Gyrus** | 1 | component 2 | 11297.58 |
| | 2 | component 3 | 11329.6 | 94.38 | 0.001 |
| | 3 | component 4 | 11329.6 | 33.55 | 0.059 |
| | 4 | component 5 | 11329.6 |
| | 5 | component 5 | 11329.6 |
| **Rostral Hippocampus ROI** | 1 | component 2 | 11135.41 |
| | 2 | component 3 | 11144.06 | 77.89 | 0.001 |
| | 3 | component 4 | 11144.06 | 13.22 | 0.261 |
| | 4 | component 5 | 11144.06 |
| | 5 | component 5 | 11144.06 |
| **Ventromedial PFC ROI** | 1 | component 14 | 10430.2 |
| | 2 | component 20 | 10467.06 | 91.92 | 0.001 |

Note: A voxel-wise threshold of $p < 0.005$ was set for the main effect of condition and condition by time interaction, and a voxel-wise threshold of $p < 0.001$ for the main effect of time. All significant activations passed a cluster size correction for multiple comparisons at $\alpha < 0.05$. L, left; R, right.
subjective anxious responses to CS+ and CS- during fear conditioning and extinction periods, including a reduction in anxious responses to CS+ from conditioning to extinction trials. The LPA showed three distinct data-driven profiles of subjective anxious responses to CS+. While all profiles evidenced successful fear conditioning, the three profiles were distinguished from each other by the severity of subjective anxiety. Participants who reported the least amount of anxiety during conditioning trials, although showing evidence of fear conditioning relative to familiarization, did not evidence fear extinction. This pattern may be characteristic of impaired or reduced fear learning. The remaining two profiles likely evidenced what is considered typical fear learning, including extinction, with differences between the two profiles observed in the intensity of anxious responses across all trials. Previous studies have identified differentiated profiles of subjective anxious responses characterized by elevations in state and trait anxiety, anxiety disorder diagnoses, and poor treatment response (Leen et al., 2021; Duits et al., 2021). The effort to identify demographic and affective descriptors accounting for differentiation in subjective anxious responses to CS+ in the present sample did not yield significant results and was therefore not consistent with previous studies.

Neuroimaging studies have consistently reported that fear learning paradigms activate a distributed network of brain regions, commonly known as the fear network (Sehlmeyer et al., 2009; Büchel and Dolan, 2000; Kim and Jung, 2006). This network includes the amygdala, AI, and ACC, with less robust findings for the vmPFC and hippocampus. Consistent with previous findings, our results show evidence for the role of AI, dlPFC, STG, dmPFC and vmPFC, aMCC, rostral hippocampus, somatosensory cortex, thalamus, precuneus, and cerebellum in fear learning.

Contrary to previous studies (Ohman, 2009; Phelps et al., 2004), we did not find evidence for the role of the amygdala in fear learning. Specifically, both whole-brain and ROI analyses did not show evidence of amygdala change in BOLD signal across conditioning and extinction trials as a function of threat conditions (CS+, CS-). Although it is widely believed that amygdala plays a central role in fear learning, data are inconsistent across studies. Experimental factors (e.g., type of stimuli, type of conditioning, patient populations, and analysis approach) may, in part, account for discordant findings (Sehlmeyer et al., 2009; Greco and Liberzon, 2016). It has also been argued that the amygdala is important for initial conditioning of fear, following which its activity reduces with time (Schiller et al., 2008; LaBar et al., 1998). However, others have observed the opposite, that is, recruitment of the amygdala during late conditioning phases (Sehlmeyer et al., 2011). While our data support the notion that the amygdala activity habituates as the experiment continues, we did not observe CS+/CS- differences, even in the early conditioning trials. In fact, amygdala activation appeared to be

| Measure | Solution | Parameters | BIC  | LRT  | p    |
|---------|----------|------------|------|------|------|
| 2 component | 20 | 10467.06 | 8.35 | 0.622 |
| 3 component | 20 | 10467.06 |        |      |      |
| 4 component | 20 | 10467.06 |        |      |      |
| 5 component | 20 | 10467.06 |        |      |      |
| Anterior MCC ROI | 1 | 14 | 10745.11 | | |
| 2 component | 20 | 10770.4 | 84.79 | 0.001 |
| 3 component | 1 | 16.12 | 0.133 | | |
| 4 component | 20 | 10770.4 |        |      |      |
| 5 component | 20 | 10770.4 |        |      |      |

Note: BIC, Bayesian information criterion; aMCC, anterior midcingulate cortex; dlPFC, dorsolateral prefrontal cortex; LRT, likelihood ratio test; MCC, midcingulate cortex; PFC, prefrontal cortex.

![Figure 3](image-url)
| Model / Variable | B (SE) | Odds Ratio | Lower | Upper |
|------------------|--------|------------|-------|-------|
| Subjective Anxiety | Age | -0.01 (0.02) | 0.99 | 0.95 | 1.03 |
| | Sex | -0.33 (0.52) | 0.72 | 0.25 | 1.95 |
| Psychotropic Medication Status | 0.93 (0.46) | 2.54 | 1.06 | 6.54 |
| Body Percent Fat | -0.02 (0.02) | 0.98 | 0.94 | 1.03 |
| WRAT Reading | -0.02 (0.04) | 0.98 | 0.91 | 1.07 |
| PHQ-9 | -0.06 (0.05) | 0.95 | 0.86 | 1.03 |
| OASIS | -0.03 (0.06) | 0.97 | 0.86 | 1.10 |
| Neuroticism | 0.09 (0.05) | 1.10 | 1.00 | 1.21 |
| Rumination | -0.03 (0.02) | 0.97 | 0.93 | 1.01 |
| State Anxiety | -0.02 (0.02) | 1.02 | 0.98 | 1.07 |
| Anxiety Sensitivity | 0.01 (0.01) | 1.01 | 0.98 | 1.04 |
| Inhibition | -0.04 (0.07) | 0.96 | 0.83 | 1.11 |
| Reward Responsivity | 0.19 (0.11) | 1.21 | 0.99 | 1.51 |
| Negative Affect | 0.01 (0.04) | 1.01 | 0.94 | 1.09 |
| Positive Affect | 0.01 (0.03) | 1.01 | 0.95 | 1.08 |
| Childhood Trauma | -0.01 (0.01) | 0.99 | 0.97 | 1.02 |
| Right Insula | Age | -0.07 (0.02) | 0.93 | 0.90 | 0.96 |
| | Sex | 0.43 (0.38) | 1.53 | 0.72 | 3.28 |
| Psychotropic Medication Status | -0.20 (0.33) | 0.82 | 0.43 | 1.57 |
| Body Percent Fat | 0.02 (0.01) | 1.02 | 0.99 | 1.06 |
| WRAT Reading | -0.01 (0.03) | 0.99 | 0.94 | 1.06 |
| PHQ-9 | -0.03 (0.04) | 0.97 | 0.90 | 1.04 |
| OASIS | -0.02 (0.05) | 0.98 | 0.89 | 1.08 |
| Neuroticism | 0.02 (0.04) | 1.02 | 0.95 | 1.10 |
| Rumination | -0.01 (0.02) | 0.99 | 0.96 | 1.01 |
| State Anxiety | -0.04 (0.02) | 0.96 | 0.93 | 1.00 |
| Anxiety Sensitivity | -0.01 (0.01) | 0.99 | 0.97 | 1.02 |
| Inhibition | 0.08 (0.06) | 1.08 | 0.96 | 1.22 |
| Reward Responsivity | 0.13 (0.08) | 1.13 | 0.97 | 1.33 |
| Negative Affect | 0.05 (0.03) | 0.99 | 0.95 | 1.01 |
| Positive Affect | -0.05 (0.03) | 0.95 | 0.91 | 1.00 |
| Childhood Trauma | -0.00 (0.01) | 1.00 | 0.98 | 1.02 |
| Right Medial Frontal Gyrus | Age | -0.04 (0.02) | 0.96 | 0.92 | 0.99 |
| | Sex | -0.50 (0.49) | 0.61 | 0.26 | 1.56 |
| Psychotropic Medication Status | -0.15 (0.43) | 1.16 | 0.50 | 2.74 |
| Body Percent Fat | -0.01 (0.02) | 0.99 | 0.94 | 1.03 |
| WRAT Reading | 0.07 (0.05) | 1.07 | 0.98 | 1.18 |
| PHQ-9 | -0.03 (0.05) | 0.97 | 0.86 | 1.06 |
| OASIS | -0.04 (0.05) | 0.96 | 0.88 | 1.05 |
| Neuroticism | -0.04 (0.05) | 0.96 | 0.88 | 1.05 |
| Rumination | -0.02 (0.02) | 0.98 | 0.94 | 1.02 |
| State Anxiety | 0.01 (0.02) | 1.01 | 0.96 | 1.06 |
| Anxiety Sensitivity | 0.00 (0.02) | 1.00 | 0.97 | 1.03 |
| Inhibition | -0.05 (0.07) | 0.95 | 0.83 | 1.09 |
| Reward Responsivity | 0.23 (0.11) | 1.26 | 1.02 | 1.58 |
| Negative Affect | 0.06 (0.04) | 1.07 | 0.99 | 1.15 |
| Positive Affect | -0.03 (0.03) | 0.97 | 0.92 | 1.03 |
| Childhood Trauma | 0.01 (0.01) | 1.01 | 0.99 | 1.04 |

| Right Postcentral Gyrus | Age | 0.01 (0.02) | 1.01 | 0.98 | 1.04 |
| | Sex | -0.64 (0.40) | 0.53 | 0.24 | 1.17 |
| Psychotropic Medication Status | 0.10 (0.35) | 1.10 | 0.56 | 2.16 |
| Body Percent Fat | -0.02 (0.02) | 0.98 | 0.95 | 1.02 |
| WRAT Reading | -0.02 (0.03) | 0.99 | 0.95 | 1.05 |
| PHQ-9 | -0.02 (0.04) | 0.98 | 0.91 | 1.06 |
| OASIS | 0.05 (0.05) | 1.05 | 0.95 | 1.17 |
| Neuroticism | 0.05 (0.04) | 1.06 | 0.98 | 1.14 |
| Rumination | -0.01 (0.02) | 0.99 | 0.96 | 1.02 |
| State Anxiety | 0.01 (0.02) | 1.01 | 0.97 | 1.04 |
| Anxiety Sensitivity | 0.00 (0.01) | 1.00 | 0.98 | 1.03 |
| Inhibition | -0.17 (0.06) | 0.84 | 0.74 | 0.95 |
| Reward Responsivity | 0.06 (0.08) | 1.06 | 0.90 | 1.25 |
| Negative Affect | -0.01 (0.01) | 0.99 | 0.93 | 1.05 |
| Positive Affect | -0.04 (0.03) | 0.96 | 0.91 | 1.01 |
| Childhood Trauma | -0.01 (0.01) | 0.99 | 0.98 | 1.01 |
| Right Superior Temporal Gyrus | Age | 0.04 (0.01) | 1.04 | 1.01 | 1.07 |

Table 4 (continued)
most elevated during the familiarization phase. This finding is consistent with previous research characterizing the role of amygdala in novelty detection. Studies have found increased amygdala responses to novel presentation of a range of visual stimuli, and particularly those that are less familiar and more ambiguous in their predicted outcomes (Blackford et al., 2010). This is the case for both emotionally and neutrally valenced stimuli (Balderston et al., 2011; Balderston et al., 2013; Pedersen et al., 2017). Similarly, previous research has also shown rapid amygdala habituation over time (Yin et al., 2018; Büchel et al., 1999; Büchel et al., 1998). Finally, it is possible that the continuous performance task within our paradigm exerted a significant cognitive load on the participant, thus suppressing amygdala response, a phenomenon which has been previously reported (Van Dillen et al., 2009; Kellermann et al., 2012). It is also noteworthy that the present sample uniquely consisted of predominantly patients with depressive and/or anxious dysfunction. While we did not find differences in fear learning response for individuals with depression and/or anxiety disorders versus healthy controls, further research is warranted to delineate how amygdala response may or may not relate to specific aspects of mental health symptoms or specific diagnoses. Nevertheless, we propose that fear learning in humans is largely an explicit learning process that extends beyond amygdala-governed novelty detection and associations between salient stimuli, in turn involving complex cognitive and emotional processes that rely on regions such as the AI and dIPFC.

Our results are in line with recent meta-analyses on fear conditioning (Fullana et al., 2016) and extinction (Fullana et al., 2018), which point to a network of regions that represent autonomic, interoceptive, cognitive, motivation, and psychomotor processes. Specifically, we found robust activations during fear learning in the somatosensory cortex, STG, and AI, likely reflecting representation of body states and generation of emotional states during presentation of aversive stimuli. The human insula is believed to play a role in bottom-up detection of salient events, integration with other large-brain networks to gain attention and working memory resources for further processing of salient events, modulation of consequent autonomic reactivity, and facilitation of appropriate behavioral responses to salient events via its strong functional connections with the aMCC (Menon and Uddin, 2010; Deen et al., 2011). Specific insular subdivisions map onto discrete functions related to these processes, such that the AI is thought to be involved in the integration of affective states with past knowledge of salient stimuli, context information, and expected impact and outcomes of salient events (Uddin et al., 2017; Craig and Craig, 2009; Kurth et al., 2010). Overall, AI activation evidenced fear conditioning responses, while the LPA analysis showed two distinct profiles for AI responses to threat during fear learning. Specifically, while both profiles evidenced greater signal during conditioning and extinction trials relative to familiarization, a profile consisting of 35% of participants exhibited greater AI activation across all time points, with evident relative differentiation in activation between conditioning and extinction trials. Participants exhibiting this pattern were relatively younger (i.e., 31 vs. 37 years of age on average) and reported lower, albeit clinically negligible, levels of state anxiety. Although greater AI activation relating to lower state anxiety is a somewhat unexpected result, this specific response profile resembled the typical fear conditioning and extinction response pattern.

Previous studies have implicated dIPFC in associative learning (Fletcher et al., 2001; Corlett et al., 2004). Compared to healthy control participants, patients with dIPFC lesions have been shown to successfully acquire conditioned threat but exhibit impairments in regulating subjective fear (Kroes et al., 2019). Taken together, this implicates dIPFC as a critical region in regulating subjective anxiety responses to CS+ and CS− during fear conditioning and extinction periods. Meta-analytic results implicate dIPFC particularly during extinction learning and recall (Pullana et al., 2016), likely reflecting effortful, top-down regulation of subcortical structures and thereby affective autonomic and behavioral responses (Ochsner et al., 2012; Delgado et al., 2008). Our results evidenced greater recruitment of the dIPFC during late extinction relative to conditioning trials in response to CS+, particularly pronounced in a subgroup of 15% of participants. Although our findings corroborate the role of dIPFC in fear extinction, we did not identify cognitive-affective predictors of latent profiles of threat responses during fear learning for the dIPFC.

The results of the present study evidenced two distinct profiles of responses during threat (CS+) processing for vmPFC and rostral hippocampus, characterized by differences particularly during conditioning trials. Furthermore, the pattern of CS+ responses in the vmPFC shows relatively greater recruitment during extinction trials. These two regions have been implicated in inhibition of fear responses during extinction learning and recall, and notably during contextual retrieval of conditioned stimuli (Milad et al., 2007; Schiller et al., 2008; Hartley and Phelps, 2010; Kalisch et al., 2006; Pennington et al., 2017; Harrison et al., 2017; Schiller and Delgado, 2010). Specifically, vmPFC and hippocampus may be crucial for distinguishing between threatening and non-threatening stimuli, thereby allowing for successful safety learning. However, similar to dIPFC, we did not identify cognitive-affective predictors of latent profiles of threat responses during fear learning for the vmPFC and rostral hippocampus.

Data-driven analyses have been proposed as promising in discerning mechanisms of fear learning. While we clearly identified distinct profiles of fear learning, current analyses did not establish robust relationships between these profiles and demographic, clinical, and other self-report variables. Therefore, our results are inconclusive in explaining which individual characteristics may contribute to the onset and persistence of fear-learning related psychopathology. Nevertheless, this does not preclude the potential for such individual differences in fear learning to be meaningful in understanding clinical outcomes, such as serving as predictors of mechanisms of treatment outcome or response to acute stress and trauma. Indeed, the identified brain networks suggest that fear learning in humans involves complex processes related to sensorimotor appraisal and responses, as well as integration across cognitive, affective, and motivational domains. It must also be recognized that diagnosis and treatment of mood, stress, and anxiety disorders involve not only the count of unconditioned and conditioned events, their habituation, and successful identification of safety signals, but also evaluation and modulation of beliefs, contexts, and values among others. Therefore, experimental paradigms that account for some or all of these processes may be better at relating neuroimaging findings to self-report data.

6. Limitations

First, while cross-sectional studies with large transdiagnostic samples are valuable in increasing understanding of mechanisms underlying fear learning, longitudinal studies are better suited to delineate how
variations in fear learning bring about psychopathology and potential effects of treatment. Second, the present analysis was based on 282 individuals from the first half of the released participant data from the T-1000 study. Future analyses will allow for replication of these findings on the second 500 participants. Third, although inclusive respective to depression and anxiety disorders, the sample did not consist of diagnostic categories for which fear learning is also relevant, including obsessive-compulsive, bipolar, and personality disorders. Broader inclusion of psychiatric presentations, as well as differentiating fear and anxious responses, would increase the clinical utility of fear learning processes. Fourth, we did not directly assess the averstiveness of the US, and only inferred it through assessment of image valence. Finally, the paradigm did not include extinction recall trials, thereby leaving out an important aspect of fear learning from analysis.

7. Conclusions

The present study demonstrates that fear learning activates a distributed network of regions involved in interoceptive, cognitive, motivational, and psychomotor processes in this predominantly depressed and/or anxious sample. We did not find support for the role of amygdala in fear learning in this transdiagnostic sample, further distributed network of regions involved in interoceptive, cognitive, and emotional processes. Data-driven analyses identified distinct profiles of subjective and neural responses during fear learning. Robust relationships between response profiles and cognitive-affective variables of interest were not identified, though longitudinal designs are needed to explore the relevance of these profiles to clinical prediction or treatment mechanisms. Future studies aiming to understand mechanisms underlying disrupted fear-learning in patient populations may also be improved by including clinically relevant features into experimental designs.
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