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ABSTRACT. We consider the deformed versions of the classical Howe dual pairs \((O(r, \mathbb{C}), sl(2, \mathbb{C}))\) and \((O(r, \mathbb{C}), sp(2|2, \mathbb{C}))\) in the context of a rational Cherednik algebra \(H_c = H_c(W, \mathfrak{h})\) associated to a finite Coxeter group \(W\) at the parameters \(c\) and \(t = 1\). For the first pair, we compute the centraliser of the well-known copy of \(s \cong sl(2, \mathbb{C})\) inside \(H_c\). For the second pair, we show that the classical copy of \(g \cong sp(2|2, \mathbb{C})\) inside the Weyl-Clifford algebra \(W \otimes \mathbb{C}\) deforms to a Lie superalgebra inside \(H_c \otimes \mathbb{C}\) and compute its centraliser algebra. For a generic parameter \(c\) such that the standard \(H_c\)-module is unitary, we compute the joint \(((H_c)^s, s)\)- and \(((H_c \otimes \mathbb{C})^\theta, g)\)-decompositions of the relevant modules.

1. Introduction

1.1. In his influential paper [Ho], Howe described a uniform formulation of the First Fundamental Theory of Classical Invariants in terms of the Weyl algebra (or the Weyl-Clifford algebra). More precisely, let \(G\) be a classical Lie group (over \(\mathbb{C}\)) and let \(V\) be its standard module. Consider the complex vector spaces \(U_0\) and \(U_1\) defined as finite direct sums of copies of \(V\) and \(V^*\) and let \(A(U_0, U_1) = S(U_0) \otimes \Lambda(U_1)\). Let \(WC(U_0, U_1)\) denote the unital associative subalgebra of \(\text{End}(A(U_0, U_1))\) generated by multiplication by elements in \(U_0\) or \(U_1\) and differentiation by elements in \(U_0^*\) or \(U_1^*\). This algebra is isomorphic to \(W(U_0) \otimes C(U_1)\), where \(W(U_0)\) is the Weyl algebra of partial differential operators on \(U_0\) with polynomial coefficients and \(C(U_1)\) is the Clifford algebra associated to the complex vector space \(U_1 = U_1^1 \oplus U_1^2\) and the symmetric bilinear form given as the extension of the natural bilinear pairing \(U_1 \times U_1^* \to \mathbb{C}\). The results of [Ho], now commonly referred to as Howe duality, give the multiplicity-free joint decomposition of \(A(U_0, U_1)\) for the pair \((G, G')\), where \(G'\) is a Lie algebra or superalgebra that generates \(WC(U_0, U_1)^G\), the algebra of \(G\)-invariants inside the Weyl-Clifford algebra.

A first example occurs for \(G = O(r, \mathbb{C})\), \(U_0 = V^* \cong \mathbb{C}^r\) and \(U_1 = \{0\}\). In this case, \(A(U_0, U_1)\) is the algebra \(P(V) \cong \mathbb{C}[z_1, \ldots, z_r]\) of polynomial functions on \(V\). The Lie algebra \(s\) spanned by the Laplacian \(\Delta\), the norm-square operator \(|z|^2 = \sum z_j^2\) and \(4\hbar := |\Delta| |z|^2 = 4E + 2r\), where \(E = \sum z_j \partial z_j\) is the Euler’s degree operator, generate a copy of \(s \cong sl(2, \mathbb{C})\) which is the appropriate Lie algebra that generates the \(O(r, \mathbb{C})\)-invariants inside the Weyl algebra. The Howe duality obtained is the multiplicity-free joint \((O(r, \mathbb{C}), sl(2, \mathbb{C}))\)-decomposition

\[
P(V) = \bigoplus_{m \in \mathbb{Z}_{\geq 0}} H_m \otimes L_{sl(2)}(m + r/2),
\]  

(1.1)

where \(\otimes\) denotes the external tensor product, \(H_m\) is the space of harmonic polynomials of degree \(m\), which is a finite-dimensional irreducible \(O(r, \mathbb{C})\)-module, and \(L_{sl(2)}(m + r/2)\) is the irreducible infinite-dimensional lowest weight \(sl(2, \mathbb{C})\)-module of lowest weight \(m + r/2 \in \mathbb{C}\).

Still for \(G = O(r, \mathbb{C})\), a second example, which will be very important to the present work and is explained in [CW] together with many other explicit examples of Howe dualities for Lie superalgebras, is for the case \(U_0 = V^* = U_1\). Here, \(A(U_0, U_1)\) reduces to the space \(\Omega(V) = \oplus_{m\in \mathbb{Z}_{\geq 0}} \Omega^m(V)\) of polynomial differential forms on \(V\), where \(\Omega^m(V) = P_m(V) \otimes V^*\), and the algebra \(g\) that generates the invariants inside the appropriate Weyl-Clifford algebra is isomorphic to the Lie superalgebra \(g \cong sp(2|2, \mathbb{C})\). Below, in Subsection 2.3, we shall recall the basic structure theory of this algebra and in Section 3 some of its theory of lowest weight representations. For the purposes of this introduction, it suffices to mention that in the decomposition \(g = g_0 \oplus g_1\), the even subalgebra is isomorphic to \(sp(2, \mathbb{C}) \oplus so(2, \mathbb{C}) \cong gl(2, \mathbb{C})\). It contains the copy of \(s \cong sl(2, \mathbb{C})\) that appears in the decomposition (1.1). The Cartan subalgebra of \(g\) is
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two-dimensional, spanned by elements $h, z$, where $h$ is the semisimple element of $\mathfrak{s} \cong \mathfrak{sl}(2, \mathbb{C})$ and $z$ spans the centre of $\mathfrak{g}_0 \cong \mathfrak{gl}(2, \mathbb{C})$. Thus, a weight for a $\mathfrak{g}$-representation will be represented by a pair $(\mu, \nu) \in \mathbb{C}^2$. We shall fix a choice of negative root-vectors (see (2.9) and (4.3)) amongst which lies the Laplacian. To describe the Howe-duality obtained in this case, let $B(r)$ denote the set $\{(0,0), (1,r-1)\} \cup \{m, l) \mid 1 \leq m, 0 \leq l \leq r - 2\} \subseteq \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0}$. The statement is the multiplicity-free joint $(O(r, \mathbb{C}), \mathfrak{spo}(2|2, \mathbb{C}))$-decomposition (see [CW, Theorem 5.39]; their decomposition is labelled by hook-partitions and we will reinterpret the set $B(r)$ in that setting in (5.4))

$$
\Omega(V) = \bigoplus_{(m,l) \in B(r)} \mathcal{M}_m^l \otimes L_{\mathfrak{spo}(2|2, \mathbb{C})}(m + r/2, l - r/2),
$$

where $L_{\mathfrak{spo}(2|2, \mathbb{C})}(m + r/2, l - r/2)$ denotes an irreducible infinite-dimension lowest weight $\mathfrak{g}$-representation and $\mathcal{M}_m^l \subseteq \Omega_m^l(V)$ denotes the space of lowest weight vectors for the action of $\mathfrak{g}$, which is a finite-dimensional irreducible $O(r, \mathbb{C})$-module.

1.2. In this paper, instead of directional derivatives and the Weyl algebra, we shall consider the differential-difference operators introduced by Dunkl [Du] and the rational Cherednik algebra [EG, Section 4]. Following the customary notations, let $W$ denote a real reflection group acting on a Euclidean vector space of dimension $r$ and denote by $\mathfrak{h}$ its (complexified) reflection representation. We denote by $H_c = H_c(W, \mathfrak{h})$ the rational Cherednik algebra at the parameter $c$ (and $t = 1$, in [EG]). For each irreducible representation $\tau$ of $W_c$, we let $M_c(\tau)$ be the corresponding standard module. In Section 2 we shall recall the definition of these objects. Our main goals are to describe the decompositions analogous to (1.1) and (1.2) in the context of the rational Cherednik algebra $H_c$.

Starting with the pair that yields the decomposition in (1.1), it has been known [He] that the Dunkl-version of the $\mathfrak{s} \cong \mathfrak{sl}(2, \mathbb{C})$ copy inside the Weyl algebra survives the deformation and is also present in the rational Cherednik algebra $H_c$, for all values of the parameter $c$. One of the issues encountered when passing to the deformed version is that the full action of the orthogonal group is lost. However, we show that an orthonormal basis closely related to the orthogonal Lie algebra does exist for all parameters $c$. Fix an orthonormal basis of $\mathfrak{h}$ and let $X_{ij}$, with $1 \leq i < j \leq r$, denote the differential-difference version of the classical realisation of the basis of the orthogonal Lie algebra $\mathfrak{so}(r, \mathbb{C})$ inside the Weyl algebra (see (6.1)). The first result we prove is the following:

**Theorem A.** Let $\mathcal{U}_c$ denote the unital, associative subalgebra of $H_c$ generated by $\mathcal{C} W$ and the elements $X_{ij}$ with $1 \leq i < j \leq r$. Then $\mathcal{U}_c$ is the centraliser algebra of $\mathfrak{s} \cong \mathfrak{sl}(2, \mathbb{C})$ in $H_c$.

The algebra $\mathcal{U}_c$ has been studied in [FeHa], where it was called the Dunkl angular momenta algebra. It is a non-homogeneous quadratic algebra of PBW-type in the sense of [BG]. We briefly discuss the relations between its generators $X_{ij}$ in Section 6.2.

The idea to consider deformed versions of Howe duality for certain dual pairs has, of course, been explored before. In [BSO], for example, the notion of generalised Fock space was introduced in order to study the classical Segal-Bargmann transform in the context of Dunkl-operators. The Dunkl-version of the $\mathfrak{sl}(2)$-triple mentioned above acts on this Fock space as annihilation, creation and number operators. Among other results [BSO, Section 5], Ben-Saïd and Ørsted exhibited a $(W_c, \mathfrak{s})$-decomposition of the polynomial space analogous to (1.1), as well as precise formulas for the projection onto the spaces of Dunkl-harmonic polynomials and a Hecke-type formula for the Dunkl-transform. Their decomposition theorem, thus, yields a deformed version of the $(O(r, \mathbb{C}), \mathfrak{sl}(2, \mathbb{C}))$-duality. With respect to the dual pair $(\mathcal{U}_c, \mathfrak{s})$ we find the following refinement of their decomposition:

**Theorem B.** Let $\tau$ be an irreducible $W$ representation and fix a generic parameter $c$ (as in Assumption 5.5) for which the standard module $M_c(\tau)$ is unitary. Then, as a $(\mathcal{U}_c, \mathfrak{s})$-module, we have a multiplicity-free decomposition

$$
M_c(\tau) = \bigoplus_{m \in \mathbb{Z}_{\geq 0}} H_c(\tau)_m \otimes L_{\mathfrak{sl}(2)}(m + r/2 - N_c(\tau)),
$$

where $N_c(\tau)$ is the scalar by which the central element $\Omega_c = \sum_{\alpha > 0} c_\alpha s_\alpha$ in $\mathcal{C} W$ acts on $\tau$ and $H_c(\tau)_m$ is the space of the Dunkl-harmonic elements of degree $m$. In particular, each $H_c(\tau)_m$ is a finite-dimensional unitary simple $\mathcal{U}_c$-module.
Before we describe our results obtained for the deformation of the second decomposition (1.2), we mention that the related pair \((\text{Pin}(r), \mathfrak{spo}(2|1))\) was studied before in, for example, [DBOSS] and [OSS], where, explicit formulas for the projection onto the kernel of the Dunkl-Dirac operator are given and Fourier-type transforms associated to the Dunkl-Dirac operator are studied. Subsequently, [DBOVJ] also studies the centraliser algebra of the relevant superalgebra that appears and its relations with the higher-rank Bannai-Ito algebra. (See Section 4 of loc. cit. and the references therein.)

The case that we consider in this paper, \((O(r,\mathbb{C}), \mathfrak{spo}(2|2,\mathbb{C}))\), has two additional difficulties in comparison to the cases mentioned so far. The first one is that finite-dimensional \(\mathfrak{spo}(2|2,\mathbb{C})\)-representations are not necessarily completely reducible, like they are for \(\mathfrak{sl}(2,\mathbb{C})\) and \(\mathfrak{spo}(2|1,\mathbb{C})\). The second and main difference is that, when considering the deformed version of \(g = \mathfrak{spo}(2|2,\mathbb{C})\), the central element of the even subalgebra \(g_0\) contains the extra term \(\Omega_c\) (see (4.2)) which acts diagonally on both the polynomial part and the exterior algebra part and depends, in an essential way, on the parameter function \(c\). The element \(\Omega_c\) lies in the centre of the \(CW\); it has already been present in the computations of the square of the Dirac operator \([C]\) in the context of Drinfeld algebras.

Using the Dirac operator, we define elements \(F_{ij}\) (see (7.4) and (7.5)) which are closely related to the classical diagonal realisation of the orthogonal Lie algebra (see [CW, Section 5.3.4]) inside \(H \otimes C\) (here \(C\) is the Clifford algebra of \(\mathfrak{h} \oplus \mathfrak{h}^*\)). We prove

**Theorem C.** Let \(V_c\) denote the unital associative subalgebra of \(H \otimes C\) generated by the diagonal copy of \(CW\) and the elements \(F_{ij}\) with \(1 \leq i < j \leq r\). Let \(Z_W\) denote the centre of \(CW\) and let \(R_c\) denote the centraliser algebra of \(g = \mathfrak{spo}(2|2,\mathbb{C})\) in \(H \otimes C\). Then, for all \(c\), \(V_c^Z \subseteq R_c\), and when \(c\) is generic, \(V_c^Z = R_c\).

We remark that when \(c = 0\), \(R_0 = V_0 \cong A(\mathfrak{so}(\mathfrak{h})^{\Delta}) \# W\), where \(A(\mathfrak{so}(\mathfrak{h})^{\Delta})\) denotes the associative subalgebra of \(W \otimes C\) generated by the Lie algebra \(\mathfrak{so}(\mathfrak{h})\) embedded diagonally in \(W \otimes C\).

Just as for the deformed version of the decomposition (1.1), fix an irreducible representation \(\tau\) of \(W\) and a generic parameter \(c\) (as in Assumption 5.5) for which the standard module \(M_c(\tau)\) is unitary and consider the module \(K_c(\tau) = M_c(\tau) \otimes \mathfrak{h}^*\).

**Theorem D.** As an \((R_c, g)\)-module, the space \(K_c(\tau)\) decomposes as

\[K_c(\tau) = \bigoplus_{\alpha \in \tilde{W}} \bigoplus_{(m,l) \in B(\tau)} M_c(\tau, \sigma)^l_m \boxtimes L_{\mathfrak{spo}(2|2,\mathbb{C})}(m + r/2 - N_c(\tau), l - r/2 + N_c(\sigma)).\]

Here, \(M_c(\tau, \sigma)^l_m\) is the \(\sigma\)-isotypic component of the space of lowest weight vectors at the bidegree \((m,l)\).

Each \(M_c(\tau, \sigma)^l_m\) is a finite dimensional unitary \(R_c\)-module.

In the last Section, we discuss the centralizer algebras of the classical, non-deformed versions of the realizations of \(\mathfrak{sl}(2,\mathbb{C})\) and \(\mathfrak{spo}(2|2,\mathbb{C})\) in the Weyl and Weyl-Clifford setting. Although the computation of these centralizer algebras seems to be well-known, we provide proofs for convenience.
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2. **Initial definitions and notations**

2.1. **The rational Cherednik algebra.** Let \(E = \mathbb{R}^r\) be a Euclidean space and identify \(E\) and \(E^*\) by means of the Euclidean structure. We shall denote by \((\cdot, \cdot)\) the Euclidean structures on both spaces.

Let \(R \subseteq E^*\) be a root system, with \(R_+\) a fixed set of positive roots. We will typically use the notation \(\alpha > 0\) instead of \(\alpha \in R_+\). Denote by \(W\) the Weyl group of \(R\) and fix a parameter function \(c : R \to \mathbb{C}\), denoted \(c(\alpha) = c_\alpha\), which satisfies \(c_w = c_\alpha\), for all \(w \in W\) and \(\alpha \in R\). To each \(\alpha \in R\), denote by \(s_\alpha\) the reflection with respect to the hyperplane orthogonal to \(\alpha\). We extend this to a linear operator on \(\mathbb{C}[E]\). Denote by \(\Delta_\alpha\) the corresponding divided-difference operator

\[\Delta_\alpha = \frac{1}{\alpha}(1 - s_\alpha) \in \text{End}(\mathbb{C}[E]).\]
For each $\eta \in E$, we let $T_\eta \in \text{End}(\mathbb{C}[E])$ denote the Dunkl operator, defined by

$$T_\eta(p) = \partial_\eta(p) - \sum_{\alpha > 0} c_\alpha(\alpha, \eta) \Delta_\alpha(p),$$

for all $p \in \mathbb{C}[E]$. For every $\xi \in E^*$, let $M_\xi$ denote the multiplication operator of $\mathbb{C}[E]$. The associative subalgebra of $\text{End}(\mathbb{C}[E])$ generated $\{M_\xi, T_\eta, w \mid \xi \in E^*, \eta \in E, w \in W\}$ is a realisation of the so-called rational Cherednik algebra (see [EG, Section 4]). Formally, let $\mathfrak{h} = E\mathbb{C}$, denote by $\mathbb{T}(\mathfrak{h} \oplus \mathfrak{h}^*)$ the tensor algebra of the complex vector space $\mathfrak{h} \oplus \mathfrak{h}^*$ and by $\langle \cdot, \cdot \rangle$ the bilinear pairing $\mathfrak{h}^* \times \mathfrak{h} \to \mathbb{C}$. Whenever $A$ is a $\mathbb{C}$-algebra and $G$ is a finite group acting on $A$, we shall denote by $A\# G$ the skew-group algebra, which satisfies the relations $\text{gag}^{-1} = g(a)$, for all $g \in G$ and $a \in A$.

**Definition 2.1.** The rational Cherednik algebra $H_c = H_c(W, \mathfrak{h})$ is the unital, associative algebra over $\mathbb{C}$ given as the quotient of $\mathbb{T}(\mathfrak{h} \oplus \mathfrak{h}^*)\# W$ modulo the relations

$$\begin{align*}
[y, y'] &= 0 = [x, x'], \quad y, y' \in \mathfrak{h}, x, x' \in \mathfrak{h}^*, \\
[y, x] &= \langle x, y \rangle - \sum_{\alpha > 0} c_\alpha(\alpha, y)\langle x, \alpha^\vee \rangle s_\alpha, \quad y \in \mathfrak{h}, x \in \mathfrak{h}^*. \quad (2.1)
\end{align*}$$

In what follows, we shall denote the rational Cherednik algebra simply by $H_c$, leaving the data $(W, \mathfrak{h})$ implicit. As a vector space, this algebra satisfies the PBW property $H_c = \mathbb{C}[\mathfrak{h}] \otimes \mathbb{C} W \otimes \mathbb{C}[\mathfrak{h}^*]$, and this triangular decomposition leads to the notion of category $\mathcal{O}_c$. We refer the reader to [GGOR] for the details on this theory. Denote by $\hat{W}$ the set of equivalence classes of irreducible $\mathbb{C} W$-modules. For any $\tau \in \hat{W}$ with representation space $V(\tau)$, we shall denote by $M_c(\tau) \in \mathcal{O}_c$ the corresponding standard module $M_c(\tau) = H_c \otimes \mathbb{C} W_{\mathbb{C} V(\tau)} V(\tau)$, where $\mathfrak{h}$ acts on $V(\tau)$ by zero. We shall denote by $N_c(\tau) \in \mathbb{C}$, the scalar by which the central element $\sum_{\alpha > 0} c_\alpha s_\alpha \in \mathbb{C} W$ acts on the irreducible module $V(\tau)$.

Extend the Euclidean structure on $E$ to a positive-definite Hermitian structure on $\mathfrak{h} = E\mathbb{C}$ (and on $\mathfrak{h}^* = E\mathbb{C}^*$), which we shall still denote by $(\cdot, \cdot)$ and make the convention that this pairing is linear in the first variable. This defines an anti-linear isomorphism $*: \mathfrak{h} \to \mathfrak{h}^*$ defined by $y_1^* (y_2) = (y_2, y_1)$ for all $y_1, y_2 \in \mathfrak{h}$. We denote the inverse also by $*$ and extend it to an anti-linear anti-involution on $H_c$, by setting $s_\alpha^* = s_\alpha$, for all $\alpha \in R_+$. Fix a $W$-invariant unitary structure on $V(\tau)$. Denote by $\beta_{c, \tau}$ the unique $W$-invariant Hermitian form on $M_c(\tau)$ that coincides with the Hermitian structure of $V(\tau)$ in degree zero and satisfies the contravariance property

$$\beta_{c, \tau}(yz, z') = \beta_{c, \tau}(z, y^* z'),$$

for all $y \in \mathfrak{h}$ and $z, z' \in M_c(\tau)$ (see [ES, Proposition 2.2], [DO, Section 2.4] and also [BSO, Theorem 3.7]). It follows that $(M_c(\tau), \beta_{c, \tau})$ is an $*$-Hermitian $H_c$-module.

**Lemma 2.2.** Denote by $\mathcal{C}$ the $\mathbb{R}$-vector space of real-valued parameter functions. Assume $c \in \mathcal{C}$ and fix $\tau \in \hat{W}$.

(a) For $c = 0$, the standard module $M_0(\tau)$ is unitarisable and irreducible.

(b) There exists a neighbourhood $U(\tau)$ of $0 \in \mathcal{C}$ such that $M_c(\tau)$ is unitarisable and irreducible for all $c \in U(\tau)$.

(c) Let $\tau = \text{triv}$ and for each $\sigma \in \hat{W}$, let $m(\sigma)$ denote the minimal homogeneous degree in which $\sigma$ occurs in $\mathbb{C}[\mathfrak{h}]$. Then, $M_c(\text{triv})$ is unitarisable and irreducible if and only if $c$ is in the convex region of $\mathcal{C}$ determined by the inequalities $(m(\sigma) - (N_c(\text{triv}) - N_c(\sigma))) > 0$, for $\sigma \in \hat{W} \setminus \{\text{triv}\}$.

**Proof.** Items (a) and (b) were discussed in [ES, Proposition 3.1]. Item (c) is [DO, Proposition 2.24]. Because we use different notations, for convenience, we sketch the argument. Denote only by $\beta_c$ the contravariant form for $\tau = \text{triv}$. We shall show that $\beta_c$ is positive-definite if and only if the condition in item (c) is fulfilled.

Fix an orthonormal basis $\{y_j\} \subseteq E \subseteq \mathfrak{h}$ and let $\{x_j\} \subseteq \mathfrak{h}^*$ be a dual basis. Note that this implies that $x_j^* = y_j$, for all $1 \leq j \leq \dim E$. If $p \in M_c(\text{triv})$ is a homogeneous polynomial of degree $m$ contained in the $\sigma$-isotypic component then it is standard that the element $E(c) = \sum_j x_j y_j \in H_c$ acts on $p$ by the scalar $m - (N_c(\text{triv}) - N_c(\sigma))$. Note that if $p$ is $W$-invariant, this reduces to the polynomial degree. Further,
assume by induction on the polynomial degree $m$ that $\beta_{l}(q, q) > 0$, whenever $0 \neq q$ and $q$ is homogeneous of degree $l < m$. If $0 \neq p$ is homogeneous of degree $m \geq m(\sigma)$ and is in the $\sigma$-isotypic component, then

$$
(m - (N_{e}(\text{triv}) - N_{e}(\sigma)))\beta_{e}(p, p) = \beta_{e}(E(e)p, p) = \sum_{j} \beta_{e}(y_{j}p, y_{j}p) > 0,
$$

(2.2)

which yields the claim, since any polynomial can be uniquely decomposed in terms of its degree and isotypic component. For the other implication, assume $\beta_{e}$ is positive definite and let $0 \neq p$ be of degree $m(\sigma)$ and in the $\sigma$-isotypic component. Then, (2.2) implies that $(m(\sigma) - (N_{e}(\text{triv}) - N_{e}(\sigma))) > 0$. This finishes the proof. □

2.2. The Clifford algebra. Set $V = h \oplus h^{*}$ and extend the natural bilinear pairing $h^{*} \times h \to \mathbb{C}$ to a symmetric bilinear pairing $B : V \times V \to \mathbb{C}$, by declaring $B(y, y') = 0 = B(x, x')$, for all $y, y' \in h$ and $x, x' \in h^{*}$. Let $C = C(V, B)$ be the Clifford algebra over $\mathbb{C}$ associated to $V$ and the bilinear pairing indicated, with Clifford relation

$$\{v, v\}' = vv' + v'v = B(v, v'),
$$

(2.3)

for all $v, v' \in V$. Since $V = h \oplus h^{*}$ is even dimensional, $C$ has $\mathbb{S} = \Lambda h^{*}$ as the irreducible spin module with Clifford action $\sigma : C \to \text{End}_{\mathbb{C}}(\mathbb{S})$ given by

$$\sigma(x)(\omega) = x \wedge \omega, \quad \sigma(y)(\omega) = \partial_{y}(\omega),
$$

(2.4)

for all $y \in h$, $x \in h^{*}$ and $\omega \in \mathbb{S}$. Here, $\partial_{y}$ is the contraction characterised by $\partial_{y}(x) = \langle x, y \rangle$, and extended to $\Lambda h^{*}$ as an odd derivation. Note that:

**Proposition 2.3.** Fix an orthonormal basis $\{y_{j}\} \subseteq E$ of $h = E_{C}$ and a dual basis $\{x_{j}\} \subseteq \Lambda^{*}$. Then, the element $x_{j}$ acts as multiplication by $l \in \mathbb{Z}_{\geq 0}$ on $\mathbb{S} = \Lambda h^{*}$.

**Proof.** Follows from $\sum_{j} \sigma(x_{j})\sigma(y_{j})(x) = x$, for all $x \in h^{*}$. □

Similarly to what was defined for $H_{\sigma}$, we extend the anti-linear isomorphism $* : h \to h^{*}$ to an anti-linear anti-involution on $C = \Lambda V$. The Hermitean product $\langle, \rangle_{\mathbb{S}}$ extends to a positive-definite Hermitean structure $\langle, \rangle_{\mathbb{S}}$ on $\mathbb{S}$, which, on decomposable vectors of degree $l$, takes the form $(x_{1} \wedge \cdots \wedge x_{l})_{\mathbb{S}} = \text{det}((x_{i}, x_{j}'))$, with $x_{1}', \ldots, x_{l}' \in h^{*}$. One checks that $\langle, \rangle_{\mathbb{S}}$ satisfies

$$\langle\sigma(x)(\omega), y\rangle_{\mathbb{S}} = \langle\omega, \sigma(y)(\omega)\rangle_{\mathbb{S}},
$$

for all $y \in h$ and $\omega, y' \in \mathbb{S}$ and thus $\langle, \rangle_{\mathbb{S}}$ is a $*$-unitary $C$-module.

2.3. The $\mathfrak{sp}(2|2, \mathbb{C})$ Lie superalgebra. We will follow the conventions from [CW]. The Lie superalgebra $\mathfrak{sp}(2|2, \mathbb{C})$ is explicitly realised as the subspace of $\text{Mat}_{4}(\mathbb{C})$ given by

$$\mathfrak{sp}(2|2, \mathbb{C}) = \left\{ \begin{pmatrix} a & b & y & u \\ c & -a & -y & -u \\ x & u & d & 0 \\ v & y & 0 & -d \end{pmatrix} ; a, b, c, d, x, y, u, v \in \mathbb{C} \right\} \subseteq \text{Mat}_{4}(\mathbb{C}).
$$

We will fix the following basis for $\mathfrak{g} := \mathfrak{sp}(2|2, \mathbb{C})$, where $E_{ij} \in \text{Mat}_{4}(\mathbb{C})$ stands for the elementary matrix with 1 in the entry $(i, j)$ and zero everywhere else:

$$
\begin{align*}
 h & := E_{11} - E_{22}, \quad e_{1}^{+} := E_{12}, \quad e_{2}^{+} := E_{31} - E_{24}, \quad e_{3}^{+} := E_{14} + E_{32}, \\
 z & := E_{33} - E_{44}, \quad e_{1}^{-} := E_{21}, \quad e_{2}^{-} := E_{13} + E_{42}, \quad e_{3}^{-} := E_{41} - E_{23}.
\end{align*}
$$

(2.5)

The even part $\mathfrak{g}_{0}$ is spanned by $h, z, e_{1}^{\pm}$ and is isomorphic to $\mathfrak{sp}(2) \oplus \mathfrak{o}(2)$. They satisfy the relations

$$\begin{align*}
[h, e_{1}^{\pm}] & = \pm 2e_{1}^{\pm}, \quad [e_{1}^{\pm}, e_{1}^{\pm}] = h, \quad [h, z] = 0 = [e_{1}^{\pm}, z].
\end{align*}
$$

(2.6)

The odd part $\mathfrak{g}_{1}$ is spanned by $e_{1}^{\pm}, e_{3}^{\pm}$ and the adjoint action of $\mathfrak{g}_{0}$ on $\mathfrak{g}_{1}$ is expressed by the relations

$$\begin{align*}
[h, e_{2}^{\pm}] & = \mp e_{2}^{\pm}, \quad [z, e_{2}^{\pm}] = \pm e_{2}^{\pm}, \quad [h, e_{3}^{\pm}] = \pm e_{3}^{\pm}, \quad [z, e_{3}^{\pm}] = \pm e_{3}^{\pm}, \\
[e_{1}^{\pm}, e_{2}^{\pm}] & = 0, \quad [e_{1}^{\pm}, e_{3}^{\pm}] = -e_{3}^{\pm}, \quad [e_{1}^{\pm}, e_{3}^{\pm}] = 0, \quad [e_{2}^{\pm}, e_{3}^{\pm}] = -2e_{2}^{\pm}.
\end{align*}
$$

(2.7)

Moreover, the odd elements satisfy the anti-commutation relations

$$\begin{align*}
\{e_{1}^{\pm}, e_{2}^{\pm}\} & = h + z, \quad \{e_{1}^{\pm}, e_{3}^{\pm}\} = h - z, \quad \{e_{2}^{\pm}, e_{3}^{\pm}\} = \pm 2e_{1}^{\pm}, \\
\{e_{2}^{\pm}, e_{2}^{\pm}\} & = 0, \quad \{e_{3}^{\pm}, e_{3}^{\pm}\} = 0.
\end{align*}
$$

(2.8)
The equations above provide a complete set of relations for $\mathfrak{sp}(2,\mathbb{C})$. They can be better understood in terms of a root space decomposition of $\mathfrak{g}$. Let $t = \mathfrak{h} \oplus \mathfrak{z}$ be a Cartan subalgebra, realised as the subspace of diagonal matrices, and let $\{\delta, \epsilon\} \subseteq t^*$ be the basis dual to $\{h, z\}$. The root system of $\mathfrak{g}$ with respect to $t$ is $\Phi = \{\pm 2\delta\} \cup \{\pm \delta \pm \epsilon\}$ and we will declare the roots $\alpha_1 := 2\delta, \alpha_2 := \epsilon - \delta$ and $\alpha_3 := \epsilon + \delta$ to be the positive ones. The root space decomposition is $\mathfrak{g} = t \oplus \bigoplus_{\beta} \mathfrak{g}_\beta$ with $\mathfrak{g}_\pm$ spanned by $e^\pm_\beta$. The (super) commutation relations $[g, g] \subseteq \mathfrak{g}_{\alpha + \beta}$ are contained in the equations (2.6) to (2.8). With respect to the linear basis fixed in (2.5), we let

$$u^- := \mathbb{C}e^-_1 \oplus \mathbb{C}e^-_3 \quad \text{and} \quad n^- := u^- \oplus \mathbb{C}e^-_2. \quad (2.9)$$

Similarly, we define $n^+$ and $u^+.$

### 3. Lowest Weight Modules for $\mathfrak{sp}(2,\mathbb{C})$

#### 3.1. Standard and lowest weight modules.

Let $\mathfrak{a} = \mathfrak{a}_2 \oplus \mathfrak{a}_1$ be a finite-dimensional super Lie algebra (over $\mathbb{C}$). We shall denote by $\mathcal{U}(\mathfrak{a})$ its universal enveloping algebra. If $\{e_1, \ldots, e_i\} \subseteq \mathfrak{a}_3$ and $\{o_1, \ldots, o_s\} \subseteq \mathfrak{a}_1$ are linear bases, with $s, t \in \mathbb{Z}_{\geq 0}$, then $\mathcal{U}(\mathfrak{a})$ satisfies the PBW Theorem (see [CW, Theorem 1.36]):

**Theorem 3.1.** The set $\{o^{p_1}_1 \cdots o^{p_s}_s e^{p_1}_1 \cdots e^{p_t}_t | q_1, \ldots, q_s \in \{0, 1\}, p_1, \ldots, p_t \in \mathbb{Z}_{\geq 0}\}$ is a basis for $\mathcal{U}(\mathfrak{a}).$

The algebra $\mathfrak{g}$ has a triangular decomposition $\mathfrak{g} = n^+ \oplus t \oplus n^-$, where $t$ is the Cartan subalgebra of $\mathfrak{g}$. We let $b^- = t \oplus n^-$, so that $\mathcal{U}(\mathfrak{g}) = \mathcal{U}(n^+) \otimes \mathcal{U}(b^-).$ For each $\lambda = a\delta + be \in t^*$, we let $\mathbb{C}_\lambda$ denote the simple $t$-module at $\lambda$. The standard module at $\lambda$ is defined as

$$\mathcal{V}(\lambda) := \mathcal{U}(\mathfrak{g}) \otimes_{\mathcal{U}(b^-)} \mathbb{C}_\lambda.$$ 

Let $v_\lambda = 1 \otimes 1 \in \mathcal{V}(\lambda).$ From the PBW Theorem 3.1, it follows that the set

$$\{(e^+_1)^{p_1} (e^+_3)^{p_3}(e^+_t)^p v_\lambda | q_1, q_3 \in \{0, 1\}, p \in \mathbb{Z}_{\geq 0}\} \quad (3.1)$$

is a linear basis for $\mathcal{V}(\lambda).$ Throughout, by a lowest weight module for $\mathfrak{g} = \mathfrak{sp}(2,\mathbb{C})$, we shall mean a $\mathfrak{g}$-module generated by a single nonzero vector that is annihilated by $n^-$. Such modules are, necessarily, a quotient of $\mathcal{V}(\lambda)$, for some $\lambda \in t^*$.

#### 3.2. Modules for the Grassmann algebra.

In this section, we shall follow [Ma, Chapter 18, §2], although our discussion is slightly different since we consider a bigraded theory instead of just graded. Let $\Gamma = \Lambda[e_2, e_3]$ be the Grassmann (or exterior) algebra in two generators. They satisfy the relations

$$e_2^2 = 0 = e_3^2, \quad e_2 e_3 = -e_3 e_2.$$ 

We shall view $\Gamma$ as a bigraded algebra with $\Gamma = \Gamma_{(0,0)} \oplus \Gamma_{(-1,1)} \oplus \Gamma_{(1,1)} \oplus \Gamma_{(0,2)}$ and

$$\Gamma_{(0,0)} = \mathbb{C}, \quad \Gamma_{(-1,1)} = \mathbb{C}e_2, \quad \Gamma_{(1,1)} = \mathbb{C}e_3, \quad \Gamma_{(0,2)} = \mathbb{C}e_2 e_3 = \mathbb{C}e_3 e_2.$$ 

The indecomposable modules of $\Gamma$ are well-understood. Up to isomorphism and degree shifts, an indecomposable $\Gamma$-module is either the free module on one generator or a lightning-flash module, which we recall the definition next:

**Definition 3.2.** Let $J \subseteq \mathbb{Z}$ and $\delta_i \in \{0, 1\}$ for $i = 2, 3.$ Let also $\{x_j \mid j \in J\}$ be a set of generators with $x_0$ in degree $(0, 0)$, $x_j$ in degree $(2j, 0)$ and put $F = \bigoplus_{j \in J} \Gamma x_j.$ Define:

1. $L(k, \delta_2, \delta_3), \text{ with } J = \{0, 1, \ldots, k\},$ as the quotient of $F$ modulo the relations $e_3 x_j = e_2 x_{j+1},$ \quad $(1 - \delta_2) e_2 x_0 = 0,$ \quad $(1 - \delta_3) e_3 x_k = 0.$
2. $L(+\infty, \delta_2), \text{ with } J = \{0, 1, \ldots\},$ as the quotient of $F$ modulo the relations $e_3 x_j = e_2 x_{j+1},$ \quad $(1 - \delta_2) e_2 x_0 = 0.$
3. $L(-\infty, \delta_3), \text{ with } J = \{-1, \ldots, -\delta_3\},$ as the quotient of $F$ modulo the relations $e_3 x_j = e_2 x_{j+1},$ \quad $(1 - \delta_3) e_3 x_0 = 0.$
4. $L(\infty), \text{ with } J = \{-\delta_2, \ldots, -1, 0, 1, \ldots\},$ as the quotient of $F$ modulo the relation $e_3 x_j = e_2 x_{j+1}.$
Theorem 3.3 ([Ma], Theorem 5, Chapter 18, §2). Every $\Gamma$-module has a decomposition, unique up to isomorphism, as the coproduct of a free module and the coproduct of lightning flash modules.

Definition 3.4. Let $M$ be a $\Gamma$-module. For $j \in \{2,3\}$ define the vector space $H(M, e_j) := \ker(e_j)/\text{im}(e_j)$. We shall call them the $e_j$-homology of $M$. If $M$ is bigraded, the homologies inherit the grading.

3.3. Lowest weight modules and the Grassmann algebra. From (2.8), the elements $e_2^+, e_3^-$ generate a copy of $\Gamma$ inside $U(\mathfrak{n}^+).$ The purpose of this section is to classify, in terms of indecomposable modules for the Grassmann algebra $\Gamma \cong \Lambda \langle e_2^+, e_3^- \rangle,$ the types of lowest weight modules that will be of interest to us. Throughout, we shall view $U(\mathfrak{n}^+)$ as a bigraded algebra by declaring $e_1^+$ to be of degree $(2,0)$ and $e_2^+, e_3^-$ to be of degree $(-1,1)$ and $(1,1),$ respectively.

Proposition 3.5. Let $\lambda \in \mathfrak{t}^*$. The standard module $\mathbb{V} = \mathbb{V}(\lambda)$ is a free $\Gamma$-module on the generators $\{ (e_1^+)^p v_{\lambda} \mid p \in \mathbb{Z}_{\geq 0} \}.$ If we declare $v_{\lambda}$ to be of degree $(0,0)$, then $\mathbb{V} = \bigoplus_{p \in \mathbb{Z}_{\geq 0}} (\mathbb{V}_{(2p,0)} \oplus \mathbb{V}_{(2p-1,1)} \oplus \mathbb{V}_{(2p,2)})$ with

$$\dim \mathbb{V}_{(2p,0)} = 1 = \dim \mathbb{V}_{(2p,2)}, \quad \dim \mathbb{V}_{(2p,2)} = 1, \quad \dim \mathbb{V}_{(2p+1,1)} = 2,$$

for all $p \in \mathbb{Z}_{\geq 0}$.

Proof. From the description (3.1) of the linear basis of $\mathbb{V}$, each $v_{2p} := (e_1^+)^p v_{\lambda}$ generates a $\Gamma$-module isomorphic to $\Gamma.$ Moreover, $(e_2^+)^2 (e_1^+)^p (e_3^-)^q v_{\lambda}$ is of degree $(-q_2 + q_3 + 2p, q_2 + q_3),$ with $p \in \mathbb{Z}_{\geq 0}$ and $q_2, q_3 \in \{0,1\}.$ Counting the occurrences of a bigrade $(m,n)$ we get

$$\begin{align*}
\mathbb{V}_{(2p,0)} &= \mathbb{C}(e_1^+)^p v_{\lambda}, & \mathbb{V}_{(2p,2)} &= \mathbb{C}(e_1^+)^p (e_2^+) v_{\lambda}, & \mathbb{V}_{(2p,1)} &= \mathbb{C}(e_3^-) (e_1^+) v_{\lambda}. \\
\mathbb{V}_{(-1,1)} &= \mathbb{C}(e_2^+) v_{\lambda}, & \mathbb{V}_{(2p+1,1)} &= \mathbb{C}(e_3^-) (e_1^+) v_{\lambda} + (e_2^+ (e_1^+)^p + 1 v_{\lambda}),
\end{align*}$$

(3.2)

which yields the claim on the dimensions. \hfill \Box

Remark 3.6. The $(p, q)$-degree space of $\mathbb{V}(\lambda)$ corresponds to the $(\lambda + p \delta + q \epsilon)$-weight space.

Corollary 3.7. Let $L$ be a lowest weight module for $\mathfrak{g}$ generated by $v_0$. If we declare $v_0$ to be of degree $(0,0)$, then, as a graded $\Gamma$-module, we have $L = \bigoplus_{p \in \mathbb{Z}_{\geq 0}} (L_{(2p,0)} \oplus L_{(2p-1,1)} \oplus L_{(2p,2)})$ and

$$\dim L_{(2p,0)} \leq 1, \quad \dim L_{(2p,2)} \leq 1, \quad \dim L_{(-1,1)} \leq 1, \quad \dim L_{(2p+1,1)} \leq 2,$$

for all $p \in \{0,1,\ldots\}$.

Let $\mathfrak{g}_0$ denote the subalgebra of the even part spanned by $h, z, e_1^-$. If $\mu \in \mathfrak{t}^* = \mathbb{C} \delta \oplus \mathbb{C} \epsilon$, we shall denote by $U(\mu) = U(\mathfrak{g}_0) \otimes_{U(\mathfrak{g}^-)} \mathbb{C}_\mu$ the corresponding standard module of $\mathfrak{g}_0$ at $\mu$.

Proposition 3.8. Let $\lambda \in \mathfrak{t}^*$. The restriction of $\mathbb{V}(\lambda)$ to its even part $\mathfrak{g}_0 \cong \mathfrak{gl}(2)$ decomposes as

$$\mathbb{V}(\lambda) = U(\lambda) \oplus U(\lambda + \epsilon - \delta) \oplus U(\lambda + 2\epsilon) \oplus U(\lambda + \epsilon + \delta).$$

Proof. Let $v_1 := v_\lambda, v_2 := e_1^+ v_\lambda, v_3 := e_2^+ v_\lambda$ and $v_4 := e_3^- v_\lambda - h e_3^+ v_\lambda$. It is clear that $\{ v_1, v_2, v_3, v_4 \}$ is a linearly independent set, from the description of the PBW basis in (3.1). Moreover, these vectors are in the weight spaces of $\mathbb{V}(\lambda)$ of weight $\lambda, \lambda + \alpha_2, \lambda + (\alpha_2 + \alpha_3)$ and $\lambda + \alpha_3,$ respectively.

Using Proposition 3.5, the claim will follow if we show that these vectors are killed by $e_1^-$. Since $[e_1^-, e_2^+] = 0$, we have $e_1^- v_1 = 0 = e_1^- v_2$. Further, $e_1^- v_3 = e_2^+ [e_1^-, e_3^-] v_\lambda = -(e_2^+)^2 v_\lambda = 0$. Finally, note that

$$e_1^- v_4 = e_2^+ [e_1^-, e_3^-] v_\lambda - \lambda(h) [e_1^-, e_3^-] v_\lambda = -\lambda(h) e_2^+ v_\lambda + \lambda(h) e_3^- v_\lambda = 0,$$

as required. \hfill \Box

Remark 3.9. In [BDSES, Proposition 2] a similar discussion for the decomposition of the Verma module for the super Lie algebra $\mathfrak{sl}(1|2) \cong \mathfrak{sp}(2|2)$ was made.

Proposition 3.10. Let $L$ be a lowest weight module for $\mathfrak{sp}(2|2, \mathbb{C})$ with lowest weight $\lambda \in \mathfrak{t}^*$ and generated by a lowest weight vector $v_\lambda$, in degree $(0,0).$ Suppose that:

(a) $e_2^+$ acts injectively,
(b) the homology $H(L, e_2^+)$ is concentrated in degree $0$,
(c) the homology $H(L, e_3^-)$ is concentrated in degree $(-1,1)$.

Then, as a $\Gamma$-module, $L$ is generated by $J = \{ (e_1^+)^p v_\lambda \mid p \in \mathbb{Z}_{\geq 0} \}$. Moreover, if both homologies are trivial, then $L$ is free. If $H(L, e_2^+) \neq 0$, then $L \cong L(+\infty,0).$ If $H(L, e_3^-) \neq 0$, then $L \cong L(+\infty,1).$
The injectivity of \( e^+_p \) implies that the set \( J \) in the statement is indeed a set of generators of \( L \) as a \( \Gamma \)-module. Next, the conditions on the degree in which the \( e^+_p \)-homology appears imply that \( e^+_3(e^+_p)^p v_0 \neq 0 \) for all \( p \in \mathbb{Z}_{\geq 0} \). The condition on the degree of the \( e^+_2 \)-homology imply that, if nonzero, then \( H(L, e^+_2) \cong L(0,0) \), so \( e^+_2 v_0 = 0 \) and \( H(L, e^+_p) = 0 \). In this case, using (3.2) and the easy identity \([e^+_2, (e^+_p)^{p+1}] = (p+1)e^+_3(e^+_p)^p\), we have \( \dim L_{2p,0} = 1 = \dim L_{2p+1,1} \) and \( \dim L_{2p,2} = 0 = \dim L_{2p-1,1} \), for all \( p \in \mathbb{Z}_{\geq 0} \), so that \( L \cong L(+\infty,0) \). If \( H(L, e^+_p) \neq 0 \), then \( e^+_2 e^+_3 v_0 = e^+_2 v_0 = 0 \). Using again \([e^+_2, (e^+_p)^p] = p(e^+_3(e^+_p)^{p-1}) \), it follows that \( e^+_2 e^+_3(e^+_p)^p v_0 = 0 \) from which \( \dim L_{2p,2} = 0 \), for all \( p \in \mathbb{Z}_{\geq 0} \) and also \( e^+_3(e^+_p)^p v_0 \in e^+_2(C(e^+_p)^{p+1}v_0) \), by exactness of \( e^+_2 \). Hence, \( \dim L_{2p,0} = 1 = \dim L_{2p-1,1} \) from which \( L \cong L(+\infty,1) \). If both are zero, then \( L \) is free. \( \square \)

**Definition 3.11.** Let \( \lambda \in t^* \). We shall denote by \( L(\lambda) \) any irreducible lowest weight representation of \( \mathfrak{spo}(2|2,\mathbb{C}) \) of lowest weight \( \lambda \). If \( L(\lambda) \) is such a module, in view of Proposition 3.10, we shall write, \( L(\lambda) = L_0(\lambda), L(\lambda) = L_1(\lambda) \) or \( L(\lambda) = \mathcal{V}(\lambda) \) if \( L(\lambda) \) is isomorphic to \( L(+\infty,0), L(+\infty,1) \) or if it is a free \( \Gamma \)-module, respectively.

4. The realisation of \( \mathfrak{spo}(2|2,\mathbb{C}) \) inside \( \mathcal{H}_c \otimes \mathcal{C} \)

**4.1. The realisation.** In this subsection, we will describe a realisation of the Lie super algebra \( \mathfrak{g} = \mathfrak{spo}(2|2,\mathbb{C}) \) inside the algebra \( \mathcal{H}_c \otimes \mathcal{C} \). We start by describing an embedding of \( \mathcal{C} \) into \( \mathcal{C} \), which is particular to the situation of a Clifford algebra in even dimension. For each \( \alpha \in \mathcal{R}_+ \), let \( \alpha \in \mathfrak{h}^* \) and \( \alpha^\vee \in \mathfrak{h} \). Consider the elements \( \tau_\alpha \in \mathcal{C} \), which were first introduced in [Ci, Section 4.5], and are given by

\[
\tau_\alpha := 1 - \alpha \alpha^\vee = \alpha^\vee \alpha - 1 \in \mathcal{C}.
\]  

**Proposition 4.1.** The elements \( \{\tau_\alpha \mid \alpha \in \mathcal{R}_+\} \) satisfy the relations \((\tau_\alpha \tau_\beta)^{m(\alpha, \beta)} = 1\), where \( m(\alpha, \beta) \) is the order of the product \( s_\alpha s_\beta \) in \( \mathcal{W} \). The assignment \( s_\alpha \mapsto \tau_\alpha \) extends to an injective homomorphism \( W \to \mathcal{C}^\times \), the group of units of \( \mathcal{C} \).

**Proof.** This is discussed in [Ci, Section 4.5], but with a different normalisation for the Clifford relation. For convenience, we spell out the direct computations here. We start by claiming that each \( \tau_\alpha \) acts by \( s_\alpha \) on the spin module. Indeed, consider a basis \( \{x_1, x_2, \ldots, x_r\} \) of \( \mathfrak{h}^* \) such that \( x_1 = \alpha \) and the remaining elements for \( j > 1 \) satisfy \( \{x_j, \alpha^\vee\} = 0 \). Then, it is straightforward to check, using (2.4), that for all \( 1 \leq i \leq r \) we have

\[
\sigma(\tau_\alpha)(x_i \wedge \cdots \wedge x_i) = s_\alpha(x_i) \wedge \cdots \wedge s_\alpha(x_i),
\]

where \( x_i \wedge \cdots \wedge x_i \) is a basis element of \( \mathfrak{S}^\ell = \wedge^\ell \mathfrak{h}^* \): if \( i_1 > 1 \), then all \( x_i \) are annihilated by \( \alpha^\vee \) so that \( \tau_\alpha = 1 - \alpha \alpha^\vee \) acts as the identity whereas if \( x_i = \alpha \), then \( \tau_\alpha \) acts as minus the identity on that basis vector. Since the action of \( \mathcal{C} \) on \( \mathcal{S} \) is faithful, any relation \((s_\alpha s_\beta)^m = 1\) for a positive integer \( m \) and positive roots \( \alpha, \beta \) imply that \((\tau_\alpha \tau_\beta)^m = 1 \) in \( \mathcal{C} \), and we are done.

Because that \( \tau_\alpha \)’s satisfy the defining relations of \( \mathcal{W} \), the assignment \( s_\alpha \mapsto \tau_\alpha \) extends to a group homomorphism \( \mathcal{W} \to \mathcal{C}^\times \), \( w \mapsto \tau_w \). To see that this is injective, we use the action of \( \tau_w \) on \( \mathcal{S} \), in fact only on the \( \mathfrak{h}^* \) part: \( \sigma(\tau_w)(x) = w(x) \). If \( \tau_w = 1 \), it follows that \( w(x) = x \) for all \( x \in \mathfrak{h}^* \), and since \( \mathfrak{h}^* \) is a faithful \( \mathcal{W} \)-representation, \( w = 1 \).

Extend the homomorphism \( W \to \mathcal{C}^\times \) from Proposition 4.1 to an algebra homomorphism \( \mathcal{C} \to \mathcal{C}^\times \). Denote by \( \rho : \mathcal{C} \to \mathcal{H}_c \otimes \mathcal{C} \) the diagonal embedding. Define

\[
\Omega_c := \bigoplus_{\alpha > 0} c_\alpha s_\alpha \otimes \tau_\alpha \in (\mathcal{H}_c \otimes \mathcal{C})^W.
\]  

(4.2)

Now, fix bases \( \{x_i\} \subseteq E^* \) and \( \{y_j\} \subseteq E \). We recall that we have identified \( E \) and \( E^* \) by means or the Euclidean structure on \( E \), so we can and will assume that these bases are orthonormal and correspond to each other in the above-mentioned identification. Put \( h_i := \{x_i, y_i\} \in \mathcal{H}_c \) and \( z_i := [x_i, y_i] = (2x_i y_i - 1) \in \mathcal{C} \).

Define the following elements in \( \mathcal{H}_c \otimes \mathcal{C} \):

\[
H := \sum_i \frac{1}{2} h_i \otimes 1, \quad Z := \sum_i 1 \otimes \frac{1}{2} z_i + \Omega_c, \\
E^+_1 := -\sum_i \frac{1}{2} x_i^2 \otimes 1, \quad E^+_1 := \sum_i \frac{1}{2} y_i^2 \otimes 1, \\
E^+_2 := -\sum_i y_i \otimes x_i, \quad E^+_2 := \sum_i x_i \otimes y_i, \\
E^+_3 := -\sum_i x_i \otimes x_i, \quad E^+_3 := -\sum_i y_i \otimes y_i.
\]  

(4.3)
Let \( \mathfrak{g} \) be the linear span of the elements \( H, Z, E_1^\pm, E_2^\pm, E_3^\pm \) defined in (4.3). The rest of this subsection is devoted to proving the following result:

**Theorem 4.2.** The subspace \( \mathfrak{g} \) of \( \mathfrak{h}_c \otimes \mathcal{C} \) is a Lie superalgebra isomorphic to \( \mathfrak{sp}(2|2, \mathbb{C}) \).

**Remark 4.3.** Setting \( c = 0 \) yields a realisation of \( \mathfrak{sp}(2|2, \mathbb{C}) \) inside the Weyl-Clifford algebra conjugate to the general description of the algebras \( \mathfrak{sp}(2m|2n, \mathbb{C}) \) described in [CW, Section 5.3.4].

**Remark 4.4.** In comparison with [DO] and [DJO], the image of \( E_1^\pm \) and \( E_2^\pm \) inside \( \text{End}(M_1(\text{triv}) \otimes \mathbb{S}) \), correspond to the deformed exterior derivative \( d(c) \) and the boundary operator \( \partial \) acting on polynomial differential forms on \( \mathfrak{h} \).

**Lemma 4.5.** The elements defined in (4.3) are contained in \( (\mathfrak{h}_c \otimes \mathcal{C})^W \).

**Proof.** The claim follows because the bases \( \{x_i\} \subseteq E^* \) and \( \{y_j\} \subseteq E \) are orthonormal and the element \( \Omega_c \) is Weyl-group invariant. \( \square \)

**Proposition 4.6.** The elements \( H, Z, E_1^\pm \) span a copy of \( \mathfrak{gl}(2) \) inside \( \mathfrak{h}_c \otimes \mathcal{C} \).

**Proof.** The fact that \( H, E_1^\pm \) form an \( \mathfrak{sl}(2) \)-triple was discussed in [He, Theorem 3.3]. Certainly, we have that this \( \mathfrak{sl}(2) \)-triple commute with \( Z_0 = Z - \Omega_c = \sum_i 1 \otimes \frac{1}{2} z_i \in \mathcal{C} \). The claim will follow if they also commute with \( \Omega_c \). But note that if \( p \in H_c^W \), then \( \Omega_c(p \otimes 1) = \sum_{\alpha > 0} c_{\alpha}s_{\alpha}(p)s_\alpha \otimes \tau_\alpha = (p \otimes 1)\Omega_c \). Since this is the case for \( H, E_1^\pm \), we are done. \( \square \)

**Proposition 4.7.** Let \( Z_0 = Z - \Omega_c = \sum_i 1 \otimes \frac{1}{2} z_i \in \mathcal{C} \) and \( x \in \mathfrak{h}^*, y \in \mathfrak{h} \), Let also \( p \in \mathfrak{h}_c \) and \( \omega \in \mathcal{C} \). The following relations hold in \( \mathfrak{h}_c \otimes \mathcal{C} \):

\[
[H, x \otimes \omega] = x \otimes \omega, \quad [H, y \otimes \omega] = -y \otimes \omega, \quad [Z_0, p \otimes x] = p \otimes x, \quad [Z_0, 1 \otimes y] = -p \otimes y.
\]

**Proof.** In the case of a real reflection group, it is known that the element \( H \) is the grading element of \( \mathfrak{h}_c \) (see [GGOR, Section 3.1] or [EM, Proposition 3.18]), which yields the equations in the first row. As for the second row, note that in \( \mathcal{C} \), we have

\[
[z_i, x] = (x_i y_i - y_i x_i)x - x(x_i y_i - y_i x_i) = 2(x_i y_i x + x_i x y_i) = 2(x, y_i) x_i,
\]

from which \( [Z_0, p \otimes x] = p \otimes [Z_0, x] = p \otimes x \). Similarly, \( [z_i, y] = -y \) and \( [Z_0, p \otimes y] = -p \otimes y \). \( \square \)

**Remark 4.8.** We can view \( Z_0 \) as a \( \mathbb{Z} \)-grading element on \( \mathcal{C} \), since \( [Z_0, x] = x \) and \( [Z_0, y] = -y \) for \( x \in \mathfrak{h}^* \) and \( y \in \mathfrak{h} \). We have a decomposition as graded vector space \( \mathcal{C} = \bigoplus_{n=-\infty}^\infty \mathcal{C}_n \) with \( \mathcal{C}_n \) the degree-\( n \) space.

**Corollary 4.9.** The relations \( [H, E_1^\pm] = \mp E_1^\pm, [H, E_2^\pm] = \pm E_2^\pm, [Z, E_2^\pm] = \pm E_2^\pm \) and \( [Z, E_3^\pm] = \pm E_3^\pm \) hold in \( \mathfrak{h}_c \otimes \mathcal{C} \).

**Proof.** The relations involving \( H \) are immediate from Proposition 4.7. By the Weyl-group invariance of Lemma 4.5, we have \( [Z, E_j^\pm] = [Z_0, E_j^\pm] \), for \( j \in \{2, 3\} \) and the claim now follows from Proposition 4.7. \( \square \)

**Lemma 4.10.** Let \( p = \sum_j x_j^2 \) and \( q = \sum_k y_k^2 \) in \( \mathfrak{h}_c \). Then \( [p, y_k] = 2x_k \) and \( [q, x_k] = 2y_k \).

**Proof.** Note that if \( p_0 \in \mathbb{C}[\mathfrak{h}], q_0 \in \mathbb{C}[\mathfrak{h}^*] \) and \( x \in \mathfrak{h}^*, y \in \mathfrak{h} \), then

\[
[y, p_0] = \partial_y(p_0) - \sum_{\alpha > 0} c_\alpha \langle \alpha, y \rangle \Delta_\alpha(p_0) \quad \text{and} \quad [q_0, x] = \partial_x(q_0) - \sum_{\alpha > 0} c_\alpha \langle x, \alpha' \rangle \Delta_\alpha(q_0).
\]

This is easily proven by induction on the degree of the polynomials involved and the details can be found in, for example, [CDM, Propositions 2.5 and 2.6]. Since \( p \) and \( q \) in the statement are \( W \)-invariant, they are killed by the operators \( \Delta_\alpha \) which yields the claim. \( \square \)

**Proposition 4.11.** The relations \( E_1^\pm, E_2^\pm = -E_1^\pm, E_1^\pm, E_3^\pm = -E_2^\pm, E_1^\pm, E_2^\pm = 0 = [E_1^\pm, E_3^\pm] \) hold in \( \mathfrak{h}_c \otimes \mathcal{C} \).
Proof. Using that $[- \sum_j x_j^2, y_k] = 2x_k$, from Lemma 4.10, we compute

$$[E_1^+, E_1^+] = \sum_j x_j \otimes x_j = -E_1^+ \quad \text{and} \quad [E_3^+, E_3^+] = -\sum_j x_j \otimes y_j = -E_2^+.$$  

Similarly, now using $[\sum_j y_j^2, x_k] = 2y_k$, we get $[E_1^-, E_1^-] = -E_3^-$ and $[E_3^-, E_3^-] = -E_2^-$. The other equations follows from $[x_j^2, y_k] = 0 = [y_j^2, x_k]$, for all $j, k$.

So far, we have shown that the relations in (2.6) and (2.7) are satisfied. To finish the proof of Theorem 4.2, we need to establish the anti-commutation relations in (2.8). The relations $\{E_2^+, E_2^+\} = 0 = \{E_3^+, E_3^+\}$ are easy to verify, since in these cases, the right-hand side of the tensor anti-commutes while the left-hand side commutes. Further, using the Clifford relation $\{x_i, y_j\} = \delta_{ij}$ we get

$$\{E_2^+, E_3^-\} = -\sum_{ij} y_i y_j \otimes \{x_i, y_j\} = -2E_2^- \quad \text{and} \quad \{E_2^-, E_3^+\} = -\sum_{ij} x_i x_j \otimes \{y_i, x_j\} = 2E_2^+.$$  

For the last anti-commutation equations $\{E_1^+, E_2^-\} = H + Z$, $\{E_3^+, E_3^-\} = H - Z$ and $\{E_2^+, E_3^\} = 0$, we need the following:

**Lemma 4.12.** With the choices of bases made, we have $[y_i, x_j] = [y_j, x_i]$, for all $i, j$.

Proof. The point here is that the bases of $\mathfrak{h}$ and $\mathfrak{h}^*$ were chosen to be orthonormal in $E$ and $E^*$ and they relate to each other under the identification of $E$ and $E^*$. Hence, we can write $\langle x, y_i \rangle = (x, x_i)$, for all $i$ and $x \in E^*$. Also, we can view $\alpha^\vee = 2\alpha/(\alpha, \alpha) \in \mathfrak{h}^*$. Then,

$$[y_i, x_j] - [y_j, x_i] = -\sum_{\alpha > 0} \frac{2c_\alpha}{(\alpha, \alpha)}(\langle x, \alpha \rangle \langle x, \alpha \rangle - (\alpha, x) (\alpha, x)) s_\alpha = 0,$$

as required.  

As in the proof of the previous lemma, we may write $\langle x, y_i \rangle = (x, x_i)$ for any $x \in E^*$. Using the identities $\sum_i (\alpha, x_i) x_i = \alpha \in E^* \subseteq \mathfrak{h}^*$ and $\sum_j (x_j, \alpha^\vee) y_j = \alpha^\vee \in E \subseteq \mathfrak{h}$, we get

$$\{E_2^+, E_2^-\} = \sum_{ij} (y_i x_j \otimes x_i y_j + x_j y_i \otimes y_j x_i + (x_j y_i \otimes x_i y_j - x_j y_i \otimes x_j y_j))$$

$$= \sum_{ij} [y_i, x_j] \otimes x_j y_i + x_j y_i \otimes [y_i, x_j]$$

$$= \sum_{ij} (\delta_{ij} - \sum_{\alpha > 0} c_\alpha (\alpha, x_i) (\alpha^\vee) s_\alpha) \otimes x_j y_j + \sum_{\alpha > 0} c_\alpha s_\alpha \otimes x_j y_j \otimes 1$$

$$= \sum_{\alpha > 0} c_\alpha s_\alpha \otimes \alpha^\vee + \sum_{\alpha > 0} x_j y_j \otimes 1.$$

Adding and subtracting $(\sum_{\alpha > 0} c_\alpha s_\alpha \otimes 1 + \frac{r}{2} \otimes 1)$, where $r = \dim \mathfrak{h}$, yields

$$\{E_2^+, E_2^-\} = \sum_j 1 \otimes (x_j y_j - \frac{1}{2}) - \sum_{\alpha > 0} c_\alpha s_\alpha \otimes (\alpha^\vee - 1) + \sum_{\alpha > 0} (x_j y_j + \frac{1}{2}) \otimes 1 - \sum_{\alpha > 0} c_\alpha s_\alpha \otimes 1 = Z_0 + \Omega_c + H.$$

Similarly, but now using Lemma 4.12

$$\{E_3^+, E_3^-\} = \sum_{ij} [y_j, x_i] \otimes y_j x_i + x_i y_j \otimes \{x_i, y_j\}$$

$$= \sum_{ij} [y_i, x_j] \otimes y_j x_i + x_i y_j \otimes \{x_i, y_j\}$$

$$= \sum_{ij} (\delta_{ij} - \sum_{\alpha > 0} c_\alpha (\alpha, x_i) (\alpha^\vee) s_\alpha) \otimes y_j x_i + \sum_{\alpha > 0} c_\alpha s_\alpha \otimes y_j x_j \otimes 1$$

$$= \sum_{\alpha > 0} c_\alpha s_\alpha \otimes (\alpha^\vee \alpha - 1) + \sum_{\alpha > 0} (x_j y_j + \frac{1}{2}) \otimes 1 - \sum_{\alpha > 0} c_\alpha s_\alpha \otimes 1$$

$$= -(Z_0 + \Omega_c) + H.$$  

For the last relation \( \{ E_2^+, E_3^+ \} = 0 \), using Lemma 4.12 again, we compute
\[
\{ E_2^+, E_3^+ \} = \sum_{ij} y_i x_j \otimes x_i x_j = \sum_{i<j} [(y_i, x_j) - (y_j, x_j)] \otimes x_i x_j = 0.
\]
Similarly, \( \{ E_2^-, E_3^- \} = 0 \), and this finishes the proof of Theorem 4.2.

**Remark 4.13.** In [DBOVJ], it is studied many realisations of the Lie super algebra \( \mathfrak{spo}(2|1) \) inside an algebra \( A \otimes \mathbb{C} \), where \( \mathbb{C} \) is a suitable Clifford algebra and \( A \) is a general algebra possessing only the commutativity of the variables in \( \mathfrak{h} \) and \( \mathfrak{h}^* \) and the condition of Lemma 4.10 (the rational Cherednik algebra is an example of such \( A \)). They also study the symmetry algebra (centraliser) of these realisations of \( \mathfrak{spo}(2|1) \) inside \( A \otimes \mathbb{C} \). It is natural to ask if similar considerations for \( \mathfrak{spo}(2|2) \) and their symmetry algebras can be made in that context.

4.2. **A \(*\)-structure on \( \mathfrak{spo}(2|2, \mathbb{C}) \).** The \(*\)-structures on \( \mathfrak{h}_c \) and on \( \mathfrak{c} \) described in Section 2 naturally induce a \(*\)-structure on the tensor product \( \mathfrak{h}_c \otimes \mathfrak{c} \). It is straightforward to check that, with respect to the choice of orthonormal bases \( \{ x_i \} \subseteq E^* \) and \( \{ y_j \} \subseteq E \) made, we have
\[
(y_j \otimes 1)^* = x_j \otimes 1 \quad \text{and} \quad (1 \otimes y_j)^* = 1 \otimes x_j. \tag{4.4}
\]
We endow the space \( K_c(\tau) := M_c(\tau) \otimes S \) with the Hermitian form \( \langle \cdot | \cdot \rangle = \langle \cdot | \cdot \rangle_{c, \tau} \) given by the product between the corresponding forms, discussed in Section 2.

**Proposition 4.14.** The \(*\)-structure on \( \mathfrak{h}_c \otimes \mathfrak{c} \) restricts to a \(*\)-structure on \( g = \mathfrak{spo}(2|2, \mathbb{C}) \), defined in (4.3).

**Proof.** Using (4.4), it is immediate that \( (E_1^+)^* = -E_1^T, (E_2^+)^* = E_2^T, (E_3^+)^* = E_3^T \) and \( H^* = H \). It is also straightforward that \( Z_0^* = Z_0 \), since in \( \mathfrak{c} \), we have \( [x_j, y_j]^* = [x_j, y_j] \), for all \( 1 \leq j \leq r \). Now, from
\[
(\alpha \alpha^*)^* = \sum_{jk} (\alpha(y_j, x_k))(x_j y_k)^* = \sum_{jk} (\alpha(y_j, x_k)) \alpha(x_k, y_j) = \alpha \alpha^*,
\]
we obtain \( \tau_{\alpha}^* = \tau_{\alpha} \) and hence \( \Omega_{\alpha}^* = \Omega_{\alpha} \), which together with \( Z_0^* = Z_0 \) implies \( Z^* = Z \). It is straightforward to check that \(*\) preserves the relations (2.6) up to (2.8). \( \square \)

**Corollary 4.15.** For every irreducible \( W \) representation \( \tau \), the space \( (K_c(\tau), \langle \cdot | \cdot \rangle) \) is a \(*\)-Hermitian \( \mathfrak{spo}(2|2, \mathbb{C}) \)-module. In the notation of Lemma 2.2, if \( c \in U(\tau) \), then \( K_c(\tau) \) is a unitarisable \( \mathfrak{spo}(2|2, \mathbb{C}) \)-module.

5. The decomposition of \( K_c(\tau) \)

In this section, we shall prove our main theorem. Fix, once and for all, \( \tau \in \widehat{W} \) and \( c \in \mathcal{C} \), so that \( (K_c(\tau), \langle \cdot | \cdot \rangle) \) is a \(*\)-Hermitian \( g = \mathfrak{spo}(2|2, \mathbb{C}) \)-module. For convenience, if necessary, we shall omit \( c \) and \( \tau \) from the notations.

5.1. **A coarse decomposition.** For each pair of integers \( (m, l) \) we let \( K_m^l := \mathbb{C}[h]_m \otimes V(\tau) \otimes \mathfrak{s}_l \), where \( \mathfrak{s}_l \) denotes the \( l \)-th exterior power of \( \mathfrak{h}^* \). For \( \sigma \in \widehat{W} \) we let \( K_m^l(\sigma) \) denote the \( \sigma \)-isotypic component of \( K_m^l \). We have
\[
K_c(\tau) = \bigoplus_{m,l \in \mathbb{Z}_{\geq 0}, \sigma \in \widehat{W}} K_m^l(\sigma). \tag{5.1}
\]
Note that (5.1) is in fact the weight space decomposition of \( K \) with weights defined by the following (recall that \( r = \dim \mathfrak{h} \)):

**Proposition 5.1.** The generators \( H, Z \) of the Cartan subalgebra of \( g \) act on \( \theta \in K_m^l(\sigma) \) via \( \lambda_{m,l,\sigma} \in \mathfrak{t}^* \) characterised by
\[
H \theta = (m + \frac{r}{2} - N_c(\tau)) \theta \quad \text{and} \quad Z \theta = (l - \frac{r}{2} + N_c(\sigma)) \theta. \tag{5.2}
\]

**Proof.** It is a standard computation that \( \sum_j x_j y_j + \frac{r}{2} - \sum_{\alpha > 0} c_{\alpha} s_{\alpha} \) act by the scalar \( m + \frac{r}{2} - N_c(\tau) \) on the degree \( m \)-part of \( M_c(\tau) \). Moreover, since \( \Omega_c \) is the image of the central element \( \sum_{\alpha > 0} c_{\alpha} s_{\alpha} \in \mathfrak{c} \) under the diagonal embedding \( \rho : \mathfrak{c} \rightarrow H_c \otimes \mathfrak{c} \), it acts by \( N_c(\sigma) \) on the \( \sigma \)-isotypic component. We are left to show that \( \sum_j (x_j y_j - \frac{r}{4}) \) acts on \( \mathfrak{s}_l \) by the scalar \( l - \frac{r}{2} \). But this is indeed the case, from Proposition 2.3. \( \square \)
Note also that (5.1) is in fact an orthogonal decomposition:

**Proposition 5.2.** We have \( \langle K'_m(\sigma)|K'_m(\sigma') \rangle = 0 \), if \((m',l') \neq (m,l) \) or \( \sigma' \neq \sigma \).

**Proof.** The form \( \langle \cdot | \cdot \rangle \) is given by the product of the Hermitian structures on \( M_c(\tau) \) and \( S \). The orthogonality with respect to \( l \) is immediate from the definition of \( \langle \cdot , \cdot \rangle_S \), while with respect to the polynomial degree \( m \) and the isotypic component \( \sigma \), it follows from \([DO, Proposition 2.17]\). \( \square \)

**Definition 5.3.** Define

\[
\mathcal{M} = \mathcal{M}_c(\tau) := \{ \theta \in K_c(\tau) \mid X\theta = 0, \text{ for all } X \in n^- \subseteq \mathfrak{g} \}
\]

\[
\mathcal{A} = \mathcal{A}_c(\tau) := \{ \theta \in K_c(\tau) \mid X\theta = 0, \text{ for all } X \in u^- \subseteq \mathfrak{g} \}
\]

\[
\mathcal{H} = \mathcal{H}_c(\tau) := \{ \theta \in K_c(\tau) \mid E_1^+ \theta = 0 \}.
\]

We shall call the nonzero elements of \( \mathcal{M}_c(\tau) \) as the lowest weight vectors of \( K_c(\tau) \).

**Remark 5.4.** Since the generators of \( n^- \) are homogeneous, we can decompose the spaces in Definition 5.3 with respect to bidegrees \((m,l)\). By \( W \)-invariance of these operators, we can decompose further with respect to the isotypic components. We shall write \( \mathcal{M}_m^l := \mathcal{M} \cap K_m^l \) and \( \mathcal{M}_m^l(\sigma) := \mathcal{M} \cap K_m^l(\sigma) \). Similar for \( \mathcal{A} \) and \( \mathcal{H} \).

From now onward, we shall assume that the parameter \( c \in \mathcal{C} \) is chosen to be in the open neighbourhood \( U(\tau) \) of \( 0 \in \mathcal{C} \), in the notations of Lemma 2.2, so that \( K_c(\tau) \) is unitarisable. We also impose the following generic condition on \( c \):

**Assumption 5.5.** Assume the parameter \( c \in U(\tau) \subseteq \mathcal{C} \) is such that \( \frac{c}{2} - N_c(\tau) \notin \mathbb{Z}_{\leq 0} \) and also that \( N_c(\tau) - N_c(\sigma) \notin \mathbb{Z}_{\geq 0} \), for all \( \sigma \in \mathcal{W} \setminus \{ \tau \} \).

**Proposition 5.6.** The space \( K'_m^l \) of homogeneous elements of bidegree \((m,l)\) decomposes as

\[
K_m^l = \bigoplus_{p=0}^{[m/2]} (E_1^+)^p(\mathcal{H}_m^{l-2p}),
\]

where \([\cdot]\) denotes the integer part of a real number.

**Proof.** This result is the first part of \([BSO, Theorem 5.1]\). We present an argument, for convenience. Our argument is by induction on the polynomial degree. Suppose first that \( m = 2k \) is even. For \( k = 0 \) the result is trivially true, so assume it for all \( k' < k \), and note that, because \( \langle \cdot | \cdot \rangle \) is positive definite, we have

\[
K_m^l = \mathcal{H}_m^l \oplus (\mathcal{H}_m^l)^\perp.
\]

The claim will follow by the inductive hypothesis, if we show that \( (\mathcal{H}_m^l)^\perp = E_1^+(K_m^{l-2}) \). Certainly, \( \langle \mathcal{H}_m^l|E_1^+(K_m^{l-2}) \rangle = 0 \), since \( (E_1^+)^* = -E_1^- \). Now, let \( U := \mathcal{H}_m^l \oplus E_1^+(K_m^{l-2}) \). We shall argue that \( U^\perp = 0 \). Suppose there exists \( 0 \neq \theta \in U^\perp \subseteq K_m^{l-2} \). If that was so, we would have \( 0 \neq E_1^-\theta \in K_m^{l-2} \), since otherwise \( \theta \in U \cap U^\perp \). But then, \( E_1^-E_1^+\theta \in U \) and hence

\[
0 = \langle \theta | E_1^+ E_1^- \theta \rangle = -\langle E_1^- \theta | E_1^+ \theta \rangle < 0,
\]

a contradiction that shows \( U^\perp = 0 \). The argument for \( m \) odd is entirely analogous. \( \square \)

**Proposition 5.7.** The space \( \mathcal{H}_m^l \) decomposes as an orthogonal sum

\[
\mathcal{H}_m^l = \mathcal{M}_m^l \oplus E_2^+(\mathcal{M}_m^{l+1}) \oplus F_{m-1}(\mathcal{M}_m^{-1}) \oplus E_2^+ E_3^+(\mathcal{H}_m^{l-2}),
\]

where the element \( F_m \in n^+ \), for \( m \in \mathbb{Z}_{\geq 0} \), is defined by

\[
F_m := E_2^+ E_1^+ - \lambda_m E_3^+,
\]

and \( \lambda_m = (m + \frac{c}{2} - N_c(\tau)) = \lambda_{m,l,\sigma}(H) \), which is nonzero, from the Assumption 5.5.
Proof. That each summand is in $\mathcal{H}^I_m$, follows from (the proof of) Proposition 3.8. Next, we show that the summands are orthogonal. If $\theta \in \mathcal{M}^i_m$ and $\psi \in K$, then, for $j \in \{2, 3\}$, we have $\langle \theta | E^+_j \psi \rangle = \langle E^+_j \theta | \psi \rangle = 0$, which implies that $\mathcal{M}^i_m$ is orthogonal to the other summands. Now, let $\theta \in \mathcal{M}^i_{m-1}$ and $\psi \in K$. Decompose $\theta = \sum_\sigma \theta_\sigma$, with respect to the isotypic components and let $\lambda_\sigma$ be the scalar such that $(H + Z) \theta_\sigma = \lambda_\sigma \theta_\sigma$. Then

\[
\langle E^+_j \theta | E^+_j E^+_1 \psi \rangle = \langle E^-_j E^+_j E^+_1 \psi \rangle = -\langle -(H + Z) \theta | \psi \rangle = -\sum_\sigma \lambda_\sigma \langle E^+_1 \theta_\sigma | \psi \rangle = 0,
\]

where we used that $E^+_j E^+_j \theta = (H + Z) \theta$ and $E^- \theta_\sigma = 0$, because of $W$-invariance. Now using $E^-_j = -2E^-_j \theta = 0$, we have $\langle E^+_j \theta | E^+_1 \psi \rangle = 0$. Similarly, $\langle E^+_j \theta | E^+_j E^+_1 \psi \rangle = \sum_\sigma \lambda_\sigma \langle E^+_1 \theta_\sigma | \psi \rangle = 0$, from which $E^+_j (\mathcal{M}^i_{m-1})$ is orthogonal to the other summands. Finally, if $\theta$ is in $\mathcal{M}^i_{m-1}$ and $\psi \in K$, we compute

\[
\langle E^+_j \theta | E^+_j E^+_1 \psi \rangle = \langle E^-_j E^+_1 \psi \rangle = \langle \{E^-_j, E^+_1\} \theta | E^+_1 \psi \rangle = 0
\]

and

\[
\langle E^+_1 \theta | E^+_1 E^+_j \psi \rangle = \langle (H + Z) E^+_1 \theta | E^+_j \psi \rangle - \langle E^+_1 \theta | E^+_j E^+_1 \psi \rangle = \sum_\sigma \lambda_\sigma \langle E^+_1 \theta_\sigma | \psi \rangle = 0,
\]

since $[E^+_j, E^+_1] = 0$ and $[E^-_j, E^+_1] = E^-_j$. This shows that the summands are indeed orthogonal.

Now, let $U \subseteq \mathcal{H}^I_m$ denote the sum in the right-hand side of the statement. We can write $\mathcal{H}^I_m = U \oplus U^\perp$. We claim that $U^\perp = 0$. Suppose there exists $0 \neq \theta \in U^\perp \subset \mathcal{H}^I_m$. If it were the case that $E^+_j \theta = 0$, then we would have $\theta \in \mathcal{M}^i_m$, so it must be that $E^+_j \theta = 0$. That said, if it were the case that $E^- \theta = 0$, then, $E^+_1 E^- \theta = [E^+_1, E^-] \theta = 0$, from which we would conclude that $0 \neq E^- \theta \in \mathcal{M}^i_{m-1}$. But, if $0 \neq E^- \theta \in \mathcal{M}^i_{m-1}$, then $0 < \langle E^- \theta | E^- \theta \rangle = \langle \theta | E^- \theta \rangle = 0$, since $E^- (\mathcal{M}^i_{m-1}) \subseteq U$ which is orthogonal to $U^\perp$. So it must be the case that both $E^+_1 \theta$ and $E^- \theta$ are nonzero. Since $[E^+_1, E^-] = 0$, if we were the case that $E^+_1 (\mathcal{M}^i_{m-1}) = 0$, we would obtain that $0 \neq E^- \theta \in \mathcal{M}^i_{m-1}$. But then, since $\theta \in U^\perp$ and $F_{m-1} E^- \theta \in U$, we would have that

\[
0 = \langle \theta | F_{m-1} E^- \theta \rangle = \langle E^+_1 E^- \theta | E^- \theta \rangle - \lambda_{m-1} \langle E^+_1 E^- \theta | E^- \theta \rangle = -\lambda_{m-1} \langle E^- \theta | E^- \theta \rangle \neq 0,
\]

in view of Assumption 5.5. Hence, the existence of $0 \neq \theta \in U^\perp$ implies that $E^- \theta \neq 0$. But since $E^+_1 (E^- \theta) = [E^+_1, E^-] \theta = 0$, we would have that $0 \neq E^- \theta \in \mathcal{M}^i_{m-2}$, from which

\[
0 < \langle E^- \theta | E^- \theta \rangle = \langle \theta | E^- \theta \rangle = 0,
\]

as $E^+_1 (E^- \theta) \in U$. This contradiction finishes the proof.

Corollary 5.8. The $\mathfrak{g}$-module $K_c(\tau)$ is generated by its lowest weight vectors. Moreover, it decomposes as a direct sum of irreducible lowest weight $\mathfrak{g}$-modules.

Proof. The claim that $K_c(\tau)$ is generated by $\mathcal{M}_c(\tau)$ is immediate from Propositions 5.6 and 5.7. As for the second claim, from the orthogonality of the pairing, described in Proposition 5.2, we have that if $0 \neq \theta \in \mathcal{M}^i_m(\sigma)$ and $0 \neq \theta' \in \mathcal{M}^i_m(\sigma')$, then $U(\mathfrak{g}) (\theta)$ is orthogonal to $U(\mathfrak{g}) (\theta')$. Hence if $L^I_m(\sigma)$ denotes the $\mathfrak{g}$-module generated by $\mathcal{M}^i_m(\sigma)$, we obtain an orthogonal direct sum decomposition $K = \oplus_{m, l, \sigma} L^I_m(\sigma)$. Finally, if $0 \neq \theta \in \mathcal{M}^i_m(\sigma)$ and $L = U(\mathfrak{g}) (\theta)$, then the exact sequence

\[
0 \to L \to L^I_m(\sigma) \to Q \to 0,
\]

where $Q$ is the quotient module, splits because of unitarity. This implies the desired result.

5.2. Refining the decomposition. The next task is to describe the lowest weight $\mathfrak{sp}(2|2, \mathbb{C})$-modules occurring in decomposition of Corollary 5.8. We start by describing the possible bidegrees $(m, l)$ for which $\mathcal{M}^I_m \neq 0$. Recall that $\mathcal{A}$ denotes the subspace of $K$ killed by $\mathfrak{u}^- = \mathfrak{c} E^-_j \oplus \mathfrak{c} E^-_j$. Let $l \subseteq \mathfrak{g}$ denote the subalgebra generated by $H, Z, E^\pm_2$. This algebra shares the same Cartan subalgebra as $\mathfrak{g}$ and $l \cong \mathfrak{gl}(1|1)$. Note that:

Proposition 5.9. The space $\mathcal{A}$ is an $l$-module.

Proof. Certainly, $H$ and $Z$ preserve $\mathcal{A}$. If $\theta \in \mathcal{A}$, then $E^+_1 (E^+_2 \theta) = [E^+_1, E^+_2] \theta = 0$ and similarly, $E^-_3 (E^-_2 \theta) = [E^-_3, E^-_2] \theta = 0$, from the relations in (2.7).
is called a partition is a sequence of integers $\lambda$ that, for each $t$ and $B$ (1) $= \{0\}$ the empty partition and $(1,1)$ with $t \geq 0$. Recall also that a partition $\lambda$ is called a hook partition if $\lambda_j \leq 1$ for $j > 1$. We shall denote by $X'$ the transpose partition $X' = (X_1', \ldots, X'_t)$, where $t = X_1$ and $X'_i$ is the number of indices $j$ for which $X_i \geq j$. Denote by $\mathcal{P}(1|1)$ the set of all hook partitions. We shall denote by $(0)$ the empty partition and $(1^k)$ the partition $(1, \ldots, 1)$ with $k \in \mathbb{Z}_{>0}$ parts equal to 1.

**Proposition 5.12.** The map $\Lambda : \mathbb{Z}_{>0} \times \mathbb{Z}_{>0} \to \mathcal{P}(1|1)$ defined by $\Lambda(m,l) = (m, l')$ induces a bijection between $B(r)$ and the set

$$H(r) := \{ \lambda \in \mathcal{P}(1|1) \mid X_1 + X_2 \leq r \}. \quad (5.4)$$

**Proof.** Note that $\Lambda(0,0) = (0)$. If $(0,0) \neq (m,l) \in B(r)$, from the description (5.3), we have

$$\Lambda(m,l)'_1 + \Lambda(m,l)'_2 = \begin{cases} l + 1 \leq r, & \text{if } m = 1 \\ l + 2 \leq r, & \text{if } m > 1, \end{cases}$$

and that $A(0) = K^0 \cong V(\tau)$.

**Proposition 5.11.** Recall that $r = \dim \mathfrak{h}$ and suppose that $0 \neq \theta \in \mathcal{M}_m^l \subseteq A^l_m$. Then,

1. $m = 0$ implies $l = 0$,
2. $l \leq r - 1$,
3. $l = r - 1$ implies $m \leq 1$.

**Proof.** From Proposition 5.10, if $n = m + l > 0$, then $\theta \in \mathcal{M}_m^l$ implies $\theta \in E_2^\pm(\mathcal{A}(n))$. Suppose first that $m = 0$. If it were the case that $l > 0$. Then, $\theta \in E_2^\pm(\mathcal{A}(l)))$. But, $E_2^\pm \theta \in \mathcal{A}^{l+1}_m = 0$, which would imply that $\theta \in E_2^\pm(\mathcal{A}(l)) \cap E_2^\pm(\mathcal{A}(l)) = 0$. Thus, $l = 0$, and we proved (1).

Assume from now that $m > 0$. Then, $\theta \in E_2^\pm(\mathcal{A}(m + l))$, from which $l \leq r - 1$, settling (2). Finally, suppose that $l = r - 1$. Note that $E_2^\pm \theta = 0$, otherwise $0 = \{E_2^+, E_2^\pm \} = \mathcal{A}_m^l + 1 = 0$, which is non-zero, from Assumption 5.5. Then, $E_2^\pm E_2^\pm \theta = \mathcal{A}_m^r = 0$, which implies that $E_2^\pm \theta = E_2^\pm \theta_1$, for some $0 \neq \theta_1 \in \mathcal{A}$, since $E_3^\pm \theta \in \mathcal{A}^{r+1}_m$ and the complex $(\mathcal{A}(m + r + 1), E_3^\pm)$ is exact. But then,

$$0 \neq \langle E_3^\pm \theta | E_3^\pm \theta \rangle = \langle E_2^\pm \theta_1 | E_3^\pm \theta \rangle = \langle E_3^\pm E_2^\pm \theta_1 | \theta \rangle = 0,$$

as $E_3^\pm E_2^\pm = -2E_3^\pm + E_2^\pm E_3^\pm$. Thus, $m \leq 1$. \hfill $\Box$

Denote by $B(r)$, the subset of $\mathbb{Z}_{>0} \times \mathbb{Z}_{>0}$ that satisfies the conditions (1) - (3) of Proposition 5.11. Note that, for $r > 1$ we have

$$B(r) := \{(0,0), (1, r - 1)\} \cup \{(m,l) \mid m \geq 1, 0 \leq l \leq r - 2\} \subseteq \mathbb{Z}_{>0} \times \mathbb{Z}_{>0} \quad (5.3)$$

and $B(1) = \{(0,0), (1,0)\}$. We can interpret the set $B(r)$ in terms of hook partitions. Recall that a partition is a sequence of integers $\lambda = (\lambda_1, \ldots, \lambda_k)$ with $\lambda_1 \geq \cdots \geq \lambda_k \geq 0$. Recall also that a partition $\lambda$ is called a hook partition if $\lambda_j \leq 1$ for $j > 1$. We shall denote by $X'$ the transpose partition $X' = (X_1', \ldots, X'_t)$, where $t = X_1$ and $X'_i$ is the number of indices $i$ for which $X_i \geq j$. Denote by $\mathcal{P}(1|1)$ the set of all hook partitions. We shall denote by $(0)$ the empty partition and $(1^k)$ the partition $(1, \ldots, 1)$ with $k \in \mathbb{Z}_{>0}$ parts equal to 1.

**Proposition 5.12.** The map $\Lambda : \mathbb{Z}_{>0} \times \mathbb{Z}_{>0} \to \mathcal{P}(1|1)$ defined by $\Lambda(m,l) = (m, l')$ induces a bijection between $B(r)$ and the set

$$H(r) := \{ \lambda \in \mathcal{P}(1|1) \mid X_1 + X_2 \leq r \}. \quad (5.4)$$

**Proof.** Note that $\Lambda(0,0) = (0)$. If $(0,0) \neq (m,l) \in B(r)$, from the description (5.3), we have

$$\Lambda(m,l)'_1 + \Lambda(m,l)'_2 = \begin{cases} l + 1 \leq r, & \text{if } m = 1 \\ l + 2 \leq r, & \text{if } m > 1, \end{cases}$$

Describing the spaces $\mathcal{M}_m^l$ is equivalent to describing the kernel of $E_2^\pm$ inside $\mathcal{A}_m^l$, for each bidegree $(m,l)$. Now, for each $n \in \mathbb{Z}$, define the diagonal complex

$$\mathcal{A}(n) := \bigoplus_{m+l=n} A^l_m.$$
Moreover, in terms of Grassmann algebra modules (see Section 3.2 and Definition 3.11), we have that
\[ B \]
from which \( \Lambda(\{0\}) = (0 \leq 1) \), if \( \lambda \neq (0) \). For all \( \lambda \in H(r) \setminus \{\{0\}\} \), from \( \lambda_1 + \lambda_2 \leq r \) we get
\[ \lambda_1' - 1 \leq r - 1 - \lambda_2' \leq r - 1. \]
Since \( 0 \leq \lambda_2' \leq 1 \), the extremal case \( \lambda_1' - 1 = r - 1 \) implies \( \lambda_2' = 0 \) and hence \( \lambda_1 = 1 \). It follows that
\[ \Upsilon(H(r)) \subseteq \bar{B}(r). \]
It is straightforward to check \( \Upsilon \circ \Lambda|_{B(r)} = id_{B(r)} \) and \( \Lambda \circ \Upsilon|_{H(r)} = id_{H(r)}. \)

**Theorem 5.13.** Fix \( c \) as in Assumption 5.5 and let \( H(r) \) be as in (5.4). For each \( \lambda \in H(r) \), let \( m(\lambda) = \lambda_1 \)
\( l(\lambda) = \lambda_1' - 1 \) and \( c \), for every irreducible \( CW \)-module \( \sigma \), let \( L(\lambda^{2\sigma}) \) be an irreducible lowest weight \( g \)-module with lowest weight \( \lambda^{2\sigma} = \lambda_{m(\lambda),l(\lambda),\sigma} \), defined by (5.2). Then, the space \( K_c(\tau) \) decomposes as a direct sum
\[ K_c(\tau) = \bigoplus_{\lambda \in H(r)} \bigoplus_{\sigma \in \hat{W}} \dim (M^{A(\lambda)}_{m(\lambda)}(\sigma))L(\lambda^{2\sigma}). \]
Moreover, in the terms of Definition 3.11, we have \( L((0)^{2\sigma}) = L_0(\lambda_{0,0,\sigma}) \), \( L((1)^{2\sigma}) = L_1(\lambda_{1,1,\sigma}) \) and \( L(\lambda^{2\sigma}) = \Upsilon(\lambda^{2\sigma}) \), otherwise.

**Proof.** The decomposition itself is a rewriting of Corollary 5.8. As for the second part of the statement, we start by noting that evidently, \( E_3^+ \in g \) acts injectively on \( K_c(\tau) \). Moreover, we claim that the \( E_3^+ \)-homology of \( K_c(\tau) \) is concentrated in bidegree \( (0,0) \), whereas the \( E_3^+ \)-homology is in degree \( (0,r) \). Indeed, for each \( n \in \mathbb{Z} \), consider the diagonal complexes
\[ K(n) := \bigoplus_{m+l=n} K^I_m \quad \text{and} \quad K'(n) := \bigoplus_{m-l=n} K^I_m, \]
whose \( \sigma \)-isotypic components we denote by \( K(n,\sigma) \) and \( K'(n,\sigma) \), respectively. We note that
\[ K = \bigoplus_{0 \leq n, \sigma \in \hat{W}} K(n,\sigma) = \bigoplus_{-r \leq n, \sigma \in \hat{W}} K'(n,\sigma). \]

Similar to the discussion for \( (A(n,\sigma), E_3^+) \) done in Proposition 5.9, we have that \( (K(n,\sigma), E_3^+) \) and \( (K'(n,\sigma), E_3^+) \) are chain complexes. For \( n > 0 \), the complexes \( (K(n,\sigma), E_3^+) \) are exact, since \( \{E_3^+, E_3^-\} = H + Z \) acts by the nonzero scalar \( n - (N_c(\tau) - N_c(\sigma)) \) on \( K(n,\sigma) \) and \( H(K,E_3^+) = K_0^+ \cong V(\tau) \). Similarly, since \( \{E_3^+, E_3^-\} = H - Z \) acts by the scalar \( r + n - (N_c(\tau) + N_c(\sigma)) \) on \( K'(n,\sigma) \), we conclude that \( K'(n,\sigma), E_3^+ \) is exact for \( n > -r \) and \( H(K,E_3^+) = K_0^+ \cong V(\text{sgn} \otimes \tau) \). The result now follows from Proposition 3.10.

**Remark 5.14.** When \( c = 0 \) and \( \tau = \text{triv} \), the decomposition described above reduces to the \((1|1)\)-case in [CW, Theorem 5.39]. There, the spaces \( M^I_m \) become a lowest weight module for the orthogonal group.

**Example 5.15.** The assumptions on \( c \) are rather important. Consider the case in which \( \dim h = 1 \) and \( W = S_2 \) is the cyclic group of order 2 and let \( \tau = \text{triv} \). Fix \( x \in h^* \) and \( y \in h \) with \( \langle x, y \rangle = 1 \) and let \( \alpha := x \in h^* \) and \( \alpha' := 2y \in h \). In this case, we have that
\[ K_c(\text{triv}) = (\mathbb{C}[x] \otimes C_+) \oplus (\mathbb{C}[x] \otimes C_-), \]
where \( C_\pm \) are the trivial and the sign representations of \( S_2 \). We will write \( C_+ = C_1 \) and \( C_- = C_x \). It is not hard to show that the only vectors annihilated by \( E_1^-, E_2^- \) and \( E_3^- \) in this case are \( v_+ := 1 \otimes 1 \) and \( v_- := x \otimes 1 \). Whenever \( c \) is as in the as in Assumption 5.5, we get, from Theorem 5.13 and from the fact that \( CS_2 \) is the centraliser of \( g \) = \( \text{sp}(2|2,\mathbb{C}) \), an \((S_2,g)\) decomposition
\[ K_c(\text{triv}) = (C_+ \otimes L_+) \oplus (C_- \otimes L_-). \]

Here, \( L_\pm \) are lowest weight \( \text{sp}(2|2,\mathbb{C}) \)-representation generated by \( v_\pm \) and of lowest weight \( \lambda_\pm \) that satisfy
\[ (\lambda_+(H), \lambda_+(Z)) = (\frac{1}{2} - c, -\frac{1}{2} + c) \quad \text{and} \quad (\lambda_-(H), \lambda_-(Z)) = (\frac{1}{2} + c, -\frac{1}{2} - c). \]
Moreover, in terms of Grassmann algebra modules (see Section 3.2 and Definition 3.11), we have that \( L_+ \cong L(+\infty,0) \) and \( L_- \cong L(-\infty,1) \). Now, note also that
\[ E_2^+(v_-) = E_2^+(x \otimes 1) = (1 - 2c)(1 \otimes x). \]
When \( c = \frac{1}{2} \), which is outside the allowed set from Assumption 5.5, the module \( L_- \) is also isomorphic to \( L(+\infty,0) \) as a Grassmann algebra module and the vector \( 1 \otimes x \) will not be present the right-hand side of
Moreover, from property (2) of $t$ generated by Section 8, we show that the analogous subalgebras $\{g_i\}$ also satisfies $\vartheta$.

Let $M$ in $[CW, \text{Section 5.3.5}]$, Cheng and Wang exhibited precise nonzero vectors in (5.5); in this case, $K(\tau) \to \vartheta E^2_2(0)$, and hence $A_0(\tau, n, \sigma) \cong A_c(\tau, n, \sigma)$, for all $n \in \mathbb{Z}_{\geq 0}$ and $\sigma \in \hat{W}$.

**Proposition 5.16.** The complexes $A_0(\tau, n, \sigma)$ and $A_c(\tau, n, \sigma)$ are isomorphic, for all $n \in \mathbb{Z}_{\geq 0}$ and $\sigma \in \hat{W}$.

**Proof.** Let $E^-_1(0)$ and $E^-_2(0)$ denote the endomorphisms of $K_c(\tau)$ in which the action of $\vartheta$ is by means of directional derivatives in the Weyl algebra instead of their Dunkl version. Note that the intertwiner map $\vartheta$ also satisfies $T_\tau(\vartheta p) = \vartheta(p T_\tau)$, for all $p \in \mathbb{C}[\mathfrak{h}]$ [DO, Corollary 2.13] so it follows that $E^-_1 \vartheta = \vartheta E^-_1(0)$. Moreover, from property (2) of $\vartheta$, we see that $\vartheta$ does not act on the spinor part. If $\star$ denotes the Hodge star operator on $\mathbb{S}$, it is straightforward to check that $E^-_3 = (-1)^p \star^{-1} E^+_{2,\star} \star$ on $\mathbb{S}$, from which we conclude that $E^-_3 \vartheta = \vartheta E^-_3(0)$, and hence $A_0(\tau, n, \sigma) \cong A_c(\tau, n, \sigma)$, for all $n$. $\square$

**6. The centraliser algebra of $\mathfrak{s} = \mathfrak{sl}(2, \mathbb{C})$ in $\mathfrak{h}_c$.**

**6.1. The centraliser algebra of $\mathfrak{sl}(2, \mathbb{C})$.** Since the algebra $\mathfrak{s}$ spanned by $H, E^\pm_1$ is isomorphic to $\mathfrak{sl}(2, \mathbb{C})$ and is contained in $\mathfrak{g}$, we start by studying the centraliser of $\mathfrak{s}$ inside $H_c = \mathfrak{h}_c \otimes 1 \subseteq \mathfrak{h}_c \otimes \mathfrak{c}$. Recall that we have fixed an orthonormal basis $\{y_i\}$ of $\mathfrak{h}$ and a dual basis $\{x_j\}$ of $\mathfrak{h}^*$. Define the elements

$$X_{ij} := x_i y_j - x_j y_i \in \mathfrak{h}_c,$$

for $1 \leq i < j \leq r$. We may extend this definition to arbitrary $i, j$, by setting $X_{ij} = -X_{ji}$. Denote by $\mathfrak{a}$ the $\mathbb{C}$-linear span of all the elements $X_{ij}$ with $1 \leq i < j \leq r = \dim \mathfrak{h}$.

**Lemma 6.1.** The elements of $\mathfrak{a} = \text{span}\{X_{ij} \mid 1 \leq i < j \leq r\}$ commute with $\mathfrak{s} = \mathfrak{sl}(2, \mathbb{C})$.

**Proof.** From $[H, x] = x$ and $[H, y] = -y$ for all $x \in \mathfrak{h}^*$ and $y \in \mathfrak{h}$, it follows that each $X_{ij}$ commutes with $H$. Further, let $p := \sum u x u^2$ and $q := \sum y y^2$. From Lemma 4.10, we have

$$[p, X_{ij}] = ([p, x_i y_j] - [p, x_j y_i]) = (-2x_i x_j + 2x_j x_i) = 0$$

and similarly $[q, X_{ij}] = 0$, finishing the proof. $\square$

**Remark 6.2.** In the $c = 0$ case, it is straightforward to check that $\mathfrak{a}$ is a Lie algebra isomorphic to the orthogonal Lie algebra $\mathfrak{so}(r, \mathbb{C}) = \mathfrak{so}(\mathfrak{h})$. For general $c$, we only have a linear isomorphism between $\mathfrak{a}$ and $\mathfrak{so}(\mathfrak{h})$, see Proposition 6.9 for the commutation relations in $\mathfrak{a}$.

**Definition 6.3.** Define $\mathcal{U} = \mathcal{U}_c$ as the associative subalgebra of $\mathfrak{h}_c$ generated by $CW$ and $\mathfrak{a}$.

Recall that when $c = 0$ the rational Cherednik algebra becomes the smash product $\mathcal{W} \# \mathcal{W}$, where $\mathcal{W}$ denote the Weyl algebra acting on $\mathbb{C}[\mathfrak{h}]$. This algebra comes equipped with a natural filtration in which the elements of $\mathfrak{h} \oplus \mathfrak{h}^*$ have degree one and the associated graded algebra $\mathcal{W}$ is isomorphic to $\mathbb{C}[\mathfrak{h}] \otimes \mathbb{C}[\mathfrak{h}^*]$. In Section 8, we show that the analogous subalgebras $\mathfrak{s}, \mathfrak{a} \subseteq \mathcal{W}$ are such that $A(\mathfrak{a})$, the associative subalgebra generated by $\mathfrak{a}$, is the centralizer of $\mathfrak{s}$ in $\mathcal{W}$. Assuming this, we shall describe how the result in the Dunkl-Cherednik case can be obtained from the classical one. Let $t$ be an indeterminate. Define the generic Weyl
algebra $W[t]$ to be the unital associative algebra over $\mathbb{C}[t]$ generated by $x \in \mathfrak{h}^*$ and $y \in \mathfrak{h}$ subject to the relations $[t,x] = 0 = [t,y] = [x,x'] = [y,y']$ and

$$[y,x] = t(x,y),$$

for all $x,x' \in \mathfrak{h}^*$ and $y,y' \in \mathfrak{h}$. Then, the set $\{t^n x^a y^b \mid n \in \mathbb{N}, a, b \in \mathbb{N}^*\}$ is a $\mathbb{C}$-linear basis for $W[t]$. Here, $x^a$ and $y^b$ is the usual multi-index notation. Define the degree $d \in \mathbb{N}$ space $W[t]_d$ to be the linear span of the monomials $\{t^n x^a y^b \mid 2n + |a| + |b| = d\}$. It is straightforward to check that the generic Weyl algebra $W[t] = \oplus_{d \in \mathbb{N}} W[t]_d$ is a graded $\mathbb{C}$-algebra. We note that the specialization $W(1) = W[t] \otimes_{\mathbb{C}[t]} \mathbb{C}_1$, in which $\mathbb{C}_1$ is the $\mathbb{C}[t]$-module in which $t$ acts as $1$, is naturally isomorphic to $W$.

The subspaces $\mathfrak{s}$ and $\mathfrak{a}$ of $\mathfrak{h}_c$ defined above have analogues in $W$ and $W[t]$ which we shall denote in the same way. Note that the Lie subalgebra $\mathfrak{s}$, when seen as $\mathfrak{s} \subseteq W[t]_2$ is no longer a Lie algebra because of the gradings involved. But we are still interested in determining the centralizer of $\mathfrak{s}$ in $W[t]$. Let $A(\mathfrak{a})[t]$ denote the associative subalgebra of $W[t]$ generated by $\mathfrak{a} \subseteq W[t]_2$.

**Proposition 6.4.** The subalgebra $A(\mathfrak{a})[t]$ is the centralizer algebra of $\mathfrak{s}$ in $W[t]$. As a $\mathbb{C}$-vector space, we have

$$A(\mathfrak{a})[t] = \bigoplus_{n \in \mathbb{N}} t^n A(\mathfrak{a}).$$

**Proof.** The description of $A(\mathfrak{a})[t]$ as a $\mathbb{C}$-vector space is rather clear. Let $[\cdot,\cdot]_W$ denote the commutator in $W$ and $[\cdot,\cdot]$ is the commutator in $W[t]$. If $v \in \mathfrak{h}^* \oplus \mathfrak{h}$ and $q \in W$, it is straightforward to check that $[v,q] = t[v,q]_W$, from which $[v_1 v_2,q] = t[v_1 v_2,q]_W$, for all $v_1, v_2 \in \mathfrak{h}^* \oplus \mathfrak{h}$, because of the Leibniz rule. It follows that, for all $X \in \mathfrak{s}$ and $q \in W$, we have $[X,q] = t[X,q]_W$. Thus, if $q \in W$ and $p = t^q$ is such that $[X,p] = 0$ for all $X \in \mathfrak{s}$, it follows from Proposition 8.12 in Section 8, that $q \in A(\mathfrak{a})$. Next, for each $n,d \in \mathbb{N}$ let $q_n \in W$ be a homogenous element of degree $d$, that is, a lift of an element of degree $d$ in $W$ to $W$. Given $p = \sum t^n q_n \in W[t]$ with $q_n$ as above, if $p$ commutes with $\mathfrak{s}$ it follows that each $t^n q_n \in W[t]_{2n+d}$ commutes with $\mathfrak{s}$, since they all lie in different pieces of the graded algebra $W[t]$ and thus $q_n \in A(\mathfrak{a})$. Since a general $p \in W[t]$ can be expressed as finite sum of element $t^n q_n$ with $q_n \in W$ homogeneous, we are done. \qed

**Theorem 6.5.** The algebra $\mathcal{U}$ is the centraliser of $\mathfrak{s} = \mathfrak{sl}(2, \mathbb{C})$ inside $\mathfrak{h}_c$.

**Proof.** We know that $\mathcal{U} \subseteq \text{Cent}_{\mathfrak{h}_c}(\mathfrak{s})$. To prove the other inclusion, let $t$ be an indeterminate that commutes with $\mathfrak{h}^* \oplus \mathfrak{h}$ and $CW$. Consider the generic algebra $H_0[t]$ defined over $\mathbb{C}[t]$ with relations similar to (2.1), but with

$$[y,x] = t \langle x,y \rangle - \sum_{\alpha \neq 0} c_\alpha \langle \alpha, y \rangle \langle x, \alpha \rangle s_\alpha, \quad (6.2)$$

for $y \in \mathfrak{h}$ and $x \in \mathfrak{h}^*$. Using (6.2), it is not hard to show (see for example[CDM], Propositions 2.5 and 2.6) that if $p \in \mathbb{C}[\mathfrak{h}]$ and $q \in \mathbb{C}[\mathfrak{h}^*]$, then

$$[y,p] = t \partial_y(p) - \sum_{\alpha > 0} c_\alpha \langle \alpha, y \rangle \Delta_\alpha(p) s_\alpha,$$

$$[q,x] = t \partial_x(q) - \sum_{\alpha > 0} c_\alpha \langle \alpha, x \rangle \Delta_\alpha(q) s_\alpha, \quad (6.3)$$

where $\Delta_\alpha$ is the operator $\alpha^{-1}(1 - s_\alpha)$ acting on $\mathbb{C}[\mathfrak{h}]$ and $\Delta_\alpha$ is similarly defined and acts on $\mathbb{C}[\mathfrak{h}^*]$.

Note that as a $\mathbb{C}$-vector space, we have $H_0[t] = \mathbb{C}[t] \otimes \mathbb{C}[\mathfrak{h}] \otimes \mathbb{C}[\mathfrak{h}^*] \otimes CW$. Consider the filtration of $H_0[t]$ in which $t$ is in degree 2, $\mathfrak{h}^* \oplus \mathfrak{h}$ is in degree 1 and $CW$ is in degree 0. Then the associated graded $\mathbb{C}$-algebra, Gr$(H_0[t])$, is isomorphic to $W[t] \# W$. If we let $\mathcal{U}[t]$ denote the associative subalgebra of $H_0[t]$ generated by $\mathfrak{a}$ and $CW$ and endowed $\mathcal{U}[t]$ with the filtration of $H_0[t]$ described above, then Gr$(\mathcal{U}[t]) \cong A(\mathfrak{a})[t] \# W$. Further, from (6.3), if $p \in \mathbb{C}[\mathfrak{h}] \otimes \mathbb{C}[\mathfrak{h}^*] \subseteq H_0[t]$ and $X \in \mathfrak{s}$, then

$$[X,p]_{\mathcal{U}[t]} = [X,p]_{W[t]}, \quad (6.4)$$

modulo lower filtration degree. Thus, it follows from (6.4), Proposition 6.4 and Gr$(\mathcal{U}[t]) \cong A(\mathfrak{a})[t] \# W$, that Cent$_{H_0[t]}(\mathfrak{s}) \subseteq \mathcal{U}[t]$. Specializing to $t = 1$ gives the desired result. \qed

For each $0 \leq l \leq r = \dim \mathfrak{h}$, the subspace $K_r \subseteq \oplus_{m \geq 0} K_r^l$ is an $H_0$-module isomorphic to $M_r(\tau \otimes \Lambda^l \mathfrak{h})$. The $(W_\mathfrak{s}, \mathfrak{s})$ decomposition these modules were essentially studied in [BSO]. Since the algebra $\mathfrak{s}$ is $\ast$-invariant, then so is its centraliser $\mathcal{U}$. We have.
Proposition 6.6. For each \( m, l \in \mathbb{Z}_{\geq 0} \) the space \( \mathcal{H}_m^* \) is a \( \ast \)-unitary \( \mathcal{U} \)-module. Moreover, when \( l = 0 \), as an \((\mathcal{U}, \mathfrak{g})\)-module we have
\[
K_c(\tau)^0 = \bigoplus_{m \in \mathbb{Z}_{\geq 0}} \mathcal{H}_c(\tau)_m^0 \otimes L_{\mathfrak{s}(2)}(m + r/2 - N_c(\tau)),
\]
where \( L_{\mathfrak{s}(2)}(\mu) \) denotes the irreducible lowest weight \( \mathfrak{s}(2) \)-module with lowest weight \( \mu \in \mathbb{C} \).

**Proof.** Since \( \mathcal{U} \) is the centraliser of \( \mathfrak{s} = \mathfrak{s}(2, \mathbb{C}) \), each \( \mathcal{H}_m^* \) is a \( \mathcal{U} \)-module, and the unitarity is because \( K_c(\tau) \) is a unitary \( H_c \otimes \mathbb{C} \)-module. The decomposition follows from Theorem 5.13; note that when \( l = 0 \), we have that \( E_2^- \) and \( E_3^- \) acts as zero on \( K_m^* \), from which \( \mathcal{M}_0^* = \mathcal{H}_0^* \).

\[ \square \]

6.2. Commutation relations. We now discuss the commutators of the elements \( \mathcal{X}_{ij} \). In fact, the description of \( \mathcal{U}_c \) in terms of generators and relations has already been obtained in [FeHa]. If \( x \in \mathfrak{h}^* \) and \( y \in \mathfrak{h} \), let \( \mathcal{X}_{xy} = xy - y^*x^* \) so that \( \mathfrak{a} \) is the linear span of \( \{ \mathcal{X}_{xy} \mid x \in \mathfrak{h}^*, y \in \mathfrak{h} \} \). Recall that \( \mathfrak{h} = E_\mathbb{C} \), the complexification of the real Euclidean space \( E \).

Proposition 6.7. In \( H_c \), we have \( \mathcal{X}_{xy}^* = -\mathcal{X}_{yx} \) for all \( x \in \mathfrak{h}^* \) and \( y \in \mathfrak{h} \). It also holds, for \( x, \xi \in E^* \subseteq \mathfrak{h}^* \) and \( y, \eta \in E \subseteq \mathfrak{h} \) that
\[
[\mathcal{X}_{xy}, \mathcal{X}_{\xi \eta}] = \mathcal{X}_{xy}[\eta, \xi] - \mathcal{X}_{\xi \eta}[\eta, x] - \mathcal{X}_{yx}[x^*, \xi] + \mathcal{X}_{\xi \eta}[\eta, y^*],
\]
and
\[
[\mathcal{X}_{xy}, \mathcal{X}_{\xi \eta}, \mathcal{X}_{\gamma \nu}] = \mathcal{X}_{xy}[\tau, \xi] - \mathcal{X}_{yx}[\tau, x] - \mathcal{X}_{yx}[\tau, \xi] + \mathcal{X}_{\xi \eta}[\eta, y^*].
\]

**Remark 6.8.** Notice that the “structure constants” of the \( \mathcal{X} \)’s in the commutation relation (6.6) are elements of \( \mathcal{W} \). When \( c = 0 \) and we let \( x = x_1, y = y_j, \xi = \xi_k, \eta = \eta_l \), (6.6) becomes the commutation relation in the Lie algebra \( \mathfrak{so}(\mathfrak{h}) \):
\[
[\mathcal{X}_{ij}, \mathcal{X}_{kl}]_0 = \delta_{jk}\mathcal{X}_{il} - \delta_{il}\mathcal{X}_{kj} - \delta_{ik}\mathcal{X}_{jl} + \delta_{lj}\mathcal{X}_{ki}.
\]

**Proof.** The equation \( \mathcal{X}_{xy}^* = -\mathcal{X}_{yx} \) is immediate from the definition. Claims (6.6) and (6.7) were discussed in [FeHa] and can be verified with a straight-forward computation using the identities
\[
\begin{align*}
(a) \quad &\{\xi_1\eta_1, \xi_2\eta_2\} = \xi_1\eta_1\xi_2\eta_2 - \xi_2\eta_1\xi_1\eta_2, \\
(b) \quad &\xi_1\eta_1\xi_2\eta_2 = \xi_2\eta_1\xi_1\eta_2 + \xi_1\eta_1\xi_2\eta_2 - \xi_2\eta_1\xi_1\eta_2, \\
(c) \quad &\xi_1\eta_1\xi_2\eta_2 = \xi_1\eta_1\xi_2\eta_2 + \xi_1\eta_1\xi_2\eta_2 - \xi_2\eta_1\xi_1\eta_2, \\
(d) \quad &[[\eta_1, \xi_1], \eta_2] = [[\eta_2, \xi_1], \eta_1]
\end{align*}
\]
for all \( \xi_1, \xi_2 \in \mathfrak{h}^*, \eta_1, \eta_2 \in \mathfrak{h} \) and
\[(e) \quad [x^*, y^*] = [y, x],
\]
whenever \( x \in E^* \), \( y \in E \).

\[ \square \]

The relations in (6.6) can be written in a coordinate-free form. Consider \( T : \mathfrak{h} \to \mathfrak{h}^* \), the linear isomorphism that sends \( y_i \mapsto y_i^T = x_i \), for all \( i \). We thus have an identification \( \mathfrak{a} = \text{span}\{X_{ij}\} \cong \wedge^2 \mathfrak{h}^* \), under which, we have that \( \mathcal{X}_{ij} \) corresponds to \( x_i \wedge x_j \). We shall still denote by \( \langle \cdot, \cdot \rangle \) the bilinear pairing \( \mathfrak{h}^* \times \mathfrak{h}^* \to \mathbb{C} \) and extend it to a non-degenerate bilinear pairing \( \wedge^p \mathfrak{h}^* \times \wedge^q \mathfrak{h}^* \to \mathbb{C} \), for all \( p \), via the determinant: for all \( \psi_i, u_j \in \mathfrak{h}^* \), let
\[
\langle \psi_1 \wedge \cdots \wedge \psi_p, u_1 \wedge \cdots \wedge u_p \rangle = \det(\langle \psi_i, u_j \rangle).
\]
If \( \mathcal{X}, \mathcal{Y} \in \mathfrak{a} \) and \( u, \psi \in \mathfrak{h}^* \), define the contractions \( \mathcal{X} \downarrow u \in \mathfrak{h}^* \) and \( \psi \downarrow \mathcal{Y} \in \mathfrak{h}^* \) by requiring for all \( v, \phi \in \mathfrak{h}^* \)
\[
\langle \mathcal{X} \downarrow u, v \rangle = \langle \mathcal{X}, u \wedge v \rangle \quad \text{and} \quad \langle \phi, \psi \downarrow \mathcal{Y} \rangle = \langle \phi \wedge \psi, \mathcal{Y} \rangle.
\]
We note that \( x \downarrow \mathcal{Y} = -\mathcal{Y} \downarrow x \) for all \( x \in \mathfrak{h}^* \) and \( \mathcal{Y} \in \mathfrak{a} \). Note also that \( \mathfrak{a} \) is not closed under the bracket of \( H_c \), unless \( c = 0 \). Let \( \cdot \downarrow : \mathfrak{a} \times \mathfrak{a} \to \mathfrak{a} \) be the Lie bracket on \( \mathfrak{a} \cong \mathfrak{so}(\mathfrak{h}) \). For each \( \alpha \in R \subseteq \mathfrak{h}^* \) define the skew-bilinear map \( \kappa_{\alpha} : \mathfrak{a} \times \mathfrak{a} \to \mathfrak{a} \) via
\[
\kappa_{\alpha}(\mathcal{X}, \mathcal{Y}) = (\mathcal{X} \downarrow \alpha \mathcal{Y}) \wedge (\alpha \downarrow \mathcal{Y}).
\]
Since this expression is quadratic, we have \( \kappa_{\alpha} = \kappa_{-\alpha} \).

**Proposition 6.9.** For any \( \mathcal{X}, \mathcal{Y} \in \mathfrak{a} \subseteq H_c \), we have
\[
[\mathcal{X}, \mathcal{Y}] = [\mathcal{X}, \mathcal{Y}]_0 - \sum_{\alpha > 0} c_{\alpha} \kappa_{\alpha}(\mathcal{X}, \mathcal{Y}) s_{\alpha}.
\]
Proof. By bilinearity, it suffices show that the right-hand side agrees with (6.6), when we substitute $\mathcal{X}$ and $\mathcal{Y}$ by $\mathcal{X}_{ij}$ and $\mathcal{X}_{kl}$, respectively. For a fixed $\alpha > 0$, one computes, for all $u \in \mathfrak{h}^*$, that

$$\langle \mathcal{X}_{ij} \cup \alpha^\vee, u \rangle = \langle \mathcal{X}_{ij}, \alpha^\vee \wedge u \rangle = \langle x_i, \alpha^\vee \rangle \langle x_j, u \rangle - \langle x_j, \alpha^\vee \rangle \langle x_i, u \rangle,$$

from which $\mathcal{X}_{ij} \cup \alpha^\vee = \langle x_i, \alpha^\vee \rangle x_j - \langle x_j, \alpha^\vee \rangle x_i$. Similarly, $\alpha \cup \mathcal{X}_{kl} = \langle \alpha, x_i \rangle x_k - \langle \alpha, x_k \rangle x_i$. Then,

$$(\mathcal{X}_{ij} \cup \alpha^\vee)^\wedge (\alpha \cup \mathcal{X}_{kl}) =$$

$$\langle \alpha, x_j \rangle \langle x_k, \alpha^\vee \rangle \mathcal{X}_{il} - \langle \alpha, x_i \rangle \langle x_k, \alpha^\vee \rangle \mathcal{X}_{ki} - \langle \alpha, x_i \rangle \langle x_k, \alpha^\vee \rangle \mathcal{X}_{jl} + \langle \alpha, x_i \rangle \langle x_j, \alpha^\vee \rangle \mathcal{X}_{ki}. \quad (6.10)$$

It follows from (6.10) that

$$[\mathcal{X}_{ij}, \mathcal{X}_{kl}] = [\mathcal{X}_{ij}, \mathcal{X}_{kl}]_0 - \sum_{\alpha > 0} c_{\alpha} \kappa(\mathcal{X}_{ij}, \mathcal{X}_{kl}) s_\alpha,$$

and we are done. \hfill \square

**Theorem 6.10** ([FeHa]). The algebra $\mathcal{U}_c$ is the quotient of the smash product algebra $T(\wedge^2 \mathfrak{h}^*) \# \mathcal{W}$ subject to the relations (6.6) and (6.7), under the linear isomorphism $\mathfrak{h} \to \mathfrak{h}^*$ that sends $y_i \mapsto x_i$ for all $i$.

**Proof.** This is Theorem 4 in [FeHa] in the case of the symmetric group. Their proof generalizes to any Coxeter group $W$, as is noted in Section 8 of [FeHa]. \hfill \square

**Remark 6.11.** The upshot of Theorem 6.10 is that $\mathcal{U}_c$ is a non-homogeneous quadratic algebra of PBW type, in the sense of [BG].

**Remark 6.12.** The algebra $\mathcal{U}_c$ is not a Drinfeld orbifold algebra, in the sense of [SW].

### 7. The Centraliser Algebra of $\mathfrak{g} = \mathfrak{spo}(2|2)$ in $H_c \otimes \mathcal{C}$

Let $\mathcal{R} = \mathcal{R}_c$ denote the (super)centraliser of $\mathfrak{g}$ inside $H_c \otimes \mathcal{C}$. From the $W$-invariance of the elements in $\mathfrak{g}$, it is clear that $\rho(CW) \subseteq \mathcal{R}$. The spaces $\mathcal{M}_m(\mathfrak{g})$ of lowest vectors for $\mathfrak{g}$ are $\mathcal{R}$-modules. In this section, we investigate the algebra $\mathcal{R}$.

#### 7.1. The centraliser algebra of $\mathfrak{g}$

Denote by

$$Z_W = \text{the centre of } \mathcal{C}W.$$

From the previous subsection, we know the centraliser of the $\mathfrak{sl}(2)$ in $H_c$ is $\mathcal{U}$. Define the Dirac element

$$D = E^+_2 + E^-_2 \in \mathfrak{g}. \quad (7.1)$$

**Lemma 7.1.** $\mathcal{R} = Z_{\mathcal{U} \otimes \mathcal{C}}(D)$.

**Proof.** Clearly $\mathcal{R} \subseteq Z_{\mathcal{U} \otimes \mathcal{C}}(D)$. For the converse, it is sufficient to check that $H, E_1^+, E_1^-$ and $D$ generate $\mathfrak{g}$. Recall the relations (2.6), (2.7) and (2.8) in $\mathfrak{g} = \mathfrak{spo}(2|2, \mathbb{C})$ and their generators in $H_c \otimes \mathcal{C}$, given in (4.3). We have $E_2^+ = \frac{1}{2}(D - [H, D])$, so $E_2^+$ and $E_2^-$ are obtained. Next since $D^2 = \{E^+_2, E^-_2\} = H + Z$, $Z$ is generated. Finally, $E^+_3 = -[E^+_2, E^-_2]$, so all of $\mathfrak{g}$ is generated. \hfill \square

**Lemma 7.2.** Assume that the parameter $c$ is such that $N_c(\tau) - N_c(\sigma) \notin \mathbb{Z}$, for all $\tau \neq \sigma \in \hat{W}$ (in particular, this is the case when $c$ is as in Assumption 5.5). Then:

(i) An element $h \in H_c \otimes \mathcal{C}$ commutes with $Z = Z_0 + \Omega_c$ if and only if $[Z_0, h] = 0 = [\Omega_c, h]$. In particular, $\mathcal{R} = Z_{\mathcal{U} \otimes \mathcal{C}}(D)$.

(ii) $[\Omega_c, h] = 0$ if and only if $h$ commutes with $\rho(Z_W)$. Therefore,

$$\mathcal{R} \subset Z_{\mathcal{U} \otimes \mathcal{C}}(\rho(Z_W)) = \bigoplus_{\sigma \in \hat{W}} e_\sigma(\mathcal{U} \otimes \mathcal{C}_0)e_\sigma,$$

where $\{e_\sigma : \sigma \in \hat{W}\}$ is the system of orthogonal idempotents in $Z_W$. 


Proof. Suppose $h \in H_c \otimes C$ commutes with $Z$. Since $\text{ad}(Z)$ preserves each subspace $H_c \otimes C_n$, we may assume without loss of generality that $h \in H_c \otimes C_0$. Recall that $\text{ad}(Z_0)$ acts by $n \cdot \text{Id}$ on $H_c \otimes C_n$, hence we wish to prove that $n = 0$. By the assumptions, we have $[\Omega_c, h] = -nh$. Consider the action of $h$ on the $H_c \otimes C$-module $K_c(\text{triv})$. If $f$ is an element of $K_c(\text{triv})$ which lies in the isotypic component of $\sigma \in \hat{W}$, and we denote $f' = h \cdot f$, then we find that

$$\Omega_c \cdot f' = (N_c(\sigma) - n)f'.$$

Hence $f'$ is an eigenvector for the action of $\Omega_c$, but then it should have an eigenvalue of $N_c(\tau)$ for some $\tau \in \hat{W}$. From the hypothesis of the lemma, it follows that $n = 0$.

Moreover, this calculation shows that for every $\sigma \in \hat{W}$, if $f$ is in the $\sigma$-isotypic component of $K_c(\text{triv})$, then so is $f' = h \cdot f$. But this means that the action of $h$ commutes with that of $\rho(\epsilon_\sigma)$, where $\epsilon_\sigma \in Z_W$ is the idempotent corresponding to $\sigma$. Since $K_c(\text{triv})$ is a faithful $H_c \otimes C$-module, it follows that $[h, \epsilon_\sigma] = 0$ in $H_c \otimes C$. But since $\{\epsilon_\sigma\}$ is a basis of $CW^W$, the first inclusion follows. The rest is a general algebra fact: if $\{\epsilon_i\}$ is a finite system of orthogonal idempotents in an associative unital algebra $A$, such that $\sum \epsilon_i = 1$, then the commutator of $\{\epsilon_i\}$ in $A$ is $\bigoplus_i \epsilon_i Ae_i$, as it can be seen easily from the decomposition $A = \bigoplus_{i,j} \epsilon_i A e_j$.

Since $g$ is closed under the anti-involution $\ast$, so is $R$.

Proposition 7.3. In the notation of Theorem 5.13, for each $\lambda \in H(\tau)$ and $\sigma \in \hat{W}$, the isotypic space $M_{m(\lambda)}^{(\tau, \sigma)}$ is a $*$-unitary $R$-module. Moreover, we have an $(R, g)$-decomposition

$$K_c(\tau, \sigma) = \bigoplus_{\lambda \in H(\tau)} M_{m(\lambda)}^{(\tau, \sigma)} \boxtimes L(\lambda^\ast).$$

(7.2)

Proof. The unitarity follows from the fact that $K_c(\tau)$ is a unitary $H_c \otimes C$-module. Since $R$ is the centraliser of $g$, the $(R, g)$-module decomposition as in the statement follows from Theorem 5.13.

We now proceed to determine $R$. For that, we use a variation of the idea of Dirac cohomology in the setting of Cherednik algebras, as in [Ci]. Define

$$(H_c \otimes C)_0 = \bigoplus_{n \in \mathbb{Z}} (H_c)_n \otimes C_{-n},$$

to be subspace of elements of total degree 0. Here, just as for $H_c$, we give degree +1 to $x$ and degree −1 to $y$ in $C$ and denote by $C_l$ the subspace of total degree $l$ in $C$ (see Remark 4.8). Note that the defining relations in $C$ preserve the grading, which makes $C$ a $\mathbb{Z}$-graded algebra (not just filtered).

It is clear from the relations that $(H_c \otimes C)_0$ is the centraliser in $H_c \otimes C$ of $H + Z_0$. Let $(H_c \otimes C)_0^{Z_W}$ denote the centraliser of $\rho(Z_W)$ in $(H_c \otimes C)_0$. Define

$$d : (H_c \otimes C)_0 \to (H_c \otimes C)_0, \quad d(a) = Da - (-1)^{|a|}D,$$

$$d_W : (H_c \otimes C)_0^{Z_W} \to (H_c \otimes C)_0^{Z_W}, \quad d_W = d |_{(H_c \otimes C)_0^{Z_W}},$$

(7.3)

where $|a|$ is the parity of $a$, i.e., $|a| = (n \mod 2)$, if $a \in H_c \otimes C_n$; in other words, $d$ is the supercommutator of $D$. It is immediate that $d^2 = [D^2, -] = [H + Z, -]$ and therefore, $d_W^2 = 0$ (while $d^2 \neq 0$ because of the presence of $\Omega_c$).

Theorem 7.4 (cf. [Ci, Theorem 3.5]). $\ker d_W = \text{im} d_W \oplus \rho(CW)$.

Proof. The corresponding statement for $d$ restricted to $(H_c \otimes C)_0^W$ is proved in [Ci] and it is based on three steps:

1. A passage to the associated graded $S(\mathfrak{h} + \mathfrak{h}^*) \# W \otimes C$ (with respect to the PBW-filtration of $H_c$), where the corresponding differential $d_W$ is identified with the differential in a certain $W$-deformed Koszul complex;
2. A proof that the deformed Koszul complex is exact except in degree 0 where the cohomology equals $CW$. 

(3) An inductive step to go from the associated graded \( \mathcal{G}_W \) to \( d_W \) ([Ci, §3.3]), where one needs to use, in the language of this paper, that \( d_W \) has total degree 0 in \( H_c \otimes C \), which allows one to lift the appropriate elements from \( (S(\mathfrak{h} + \mathfrak{h}^\ast) \# W \otimes C)_0 \) to \( (H_c \otimes C)_0 \).

All the steps of the proof work just the same with \( Z_W \)-invariants in place of \( W \)-invariants. Notice that \( CW^{Z_W} = CW \), hence the absence of any invariants in the 0-cohomology of \( d_W \).

\[ \Box \]

**Corollary 7.5.** \( \mathcal{R} = \rho(CW) \oplus (d(H_c \otimes C))^{Z_W} \cap (U \otimes C_0)^{Z_W} \).

**Proof.** By Lemmas 7.1 and 7.2, \( \mathcal{R} = Z(U \otimes C_0)^{Z_W} \subset (U \otimes C_0)^{Z_W} \). This means that \( \mathcal{R} = \ker d_W \cap (U \otimes C_0)^{Z_W} \), and the claim now follows from Theorem 7.4, using that \( \rho(CW) \subset (U \otimes C_0)^{Z_W} \) and that \( d((H_c \otimes C)^{Z_W}) = (d(H_c \otimes C)^{Z_W}) \) since \( d \) is \( W \)-invariant. \[ \Box \]

The expressions \( X_{ij} = x_i y_j - x_j y_i \) define elements in both in \( C \) and in \( H_c \). Define

\[ X_{ij}^\Delta = X_{ij} \otimes 1 + 1 \otimes X_{ij} \in H_c \otimes C. \tag{7.4} \]

**Remark 7.6.** As it is well known, see [CW] for example, when \( c = 0 \), the span of \( X_{ij}^\Delta \) defines a Lie algebra \( a^\Delta \) isomorphic to \( \mathfrak{so}(r, \mathbb{C}) \) inside \( W \otimes C \), the tensor product of the Weyl algebra and the Clifford algebra, which centralises \( \mathfrak{spo}(2|2, \mathbb{C}) \).

For every \( i, j \), define the elements

\[ F_{ij} = \frac{1}{2} d(x_i \otimes y_j - x_j \otimes y_i + y_j \otimes x_i - y_i \otimes x_j). \tag{7.5} \]

**Lemma 7.7.** We have \( F_{ij}^* = -F_{ij} \) and

\[ F_{ij} = X_{ij}^\Delta - \frac{1}{2} \sum_{\alpha > 0} c_\alpha s_\alpha \otimes (1 - s_\alpha)(X_{ij}). \]

In particular, \( F_{ij} \in U \otimes C_0 \).

**Proof.** The first claim follows immediately from the definition of \( * \). The formula follows from a direct and easy calculation whose complete details we skip. For example, one verifies that \( d(x_i \otimes y_j - x_j \otimes y_i) = X_{ij}^\Delta - \sum_{\alpha > 0} c_\alpha s_\alpha \otimes \alpha(\langle x_i, \alpha^\vee \rangle y_j - \langle x_j, \alpha^\vee \rangle y_i), \) and the second half of \( F_{ij} \) follows by applying \( * \). The final claim is then clear from the definition of \( U \). \[ \Box \]

Motivated by Corollary 7.5 and Lemma 7.7, we make the following definition.

**Definition 7.8.** Let \( \mathcal{V} = \mathcal{V}_c \) be the subalgebra of \( H_c \otimes C \) generated by the elements \( F_{ij} \) and \( CW \).

**Remark 7.9.** When \( c = 0 \) the algebra \( \mathcal{V} \) is isomorphic to \( A(a^\Delta) \# W \), where \( A(a^\Delta) \) is the associative subalgebra of \( W \otimes C \) generated by \( a^\Delta = \mathfrak{so}(r, \mathbb{C}) \), the diagonal copy of \( \mathfrak{so}(r, \mathbb{C}) \) in \( W \otimes C \). This algebra is the centraliser algebra of \( \mathfrak{spo}(2|2, \mathbb{C}) \) in \( W \otimes C \). In Section 8, we provide a proof of this statement. In general, \( \mathcal{V} \) can be regarded as a deformation of the smash product \( A(a^\Delta) \# W \).

It is clear from the discussion so far that,

\[ \mathcal{V}_c^{Z_W} \subseteq \mathcal{R}. \tag{7.6} \]

In order to argue about the reverse inclusion, let again \( t \) be an indeterminate and consider the generic algebra \( H_c[t] \) defined over \( \mathbb{C}[t] \) used in the proof of Theorem 6.5. With a similar computation to the one in Lemma 7.7 but now in \( H_c[t] \otimes C \), the element \( F_{ij} \) defined in (7.5) satisfies

\[ F_{ij} = X_{ij} \otimes 1 + t \otimes X_{ij} - \frac{1}{2} \sum_{\alpha > 0} c_\alpha s_\alpha \otimes (1 - s_\alpha)(X_{ij}) \in H_c[t] \otimes C. \tag{7.7} \]

Consider the filtration of \( H_c[t] \otimes C \) in which the elements of \( CW \otimes C \) are in degree 0, the elements of \( V = \mathfrak{h}^* \otimes \mathfrak{h} \) are in degree one, and the indeterminate \( t \) is in degree 2. The associated graded object is \( \text{Gr}(H_c[t] \otimes C) = (\mathcal{V}[t] \# W) \otimes C \). We remark that the degree \( d \)-space is of \( (\mathcal{V}[t] \# W) \otimes C \) is linearly
isomorphic to $W[t]_d \otimes CW \otimes C$. Take the induced filtration on $V[t]$, the subalgebra of $H_c[t] \otimes C$ analogous to $V$, and let $\text{Gr}(V[t])$ be the associated graded object. Let us write 

$$G_{ij} = X_{ij} \otimes 1 + t \otimes X_{ij}$$

and denote the linear span of $\{G_{ij} \mid 1 \leq i < j \leq r\}$ by $a^\Delta [t] \subseteq W[t]_2 \otimes C$.

**Lemma 7.10.** There is an algebra isomorphism $\text{Gr}(V[t]) \cong A(a^\Delta [t]) \# W$, where $A(a^\Delta [t])$ is the associative subalgebra of $W[t] \otimes C \subseteq (W[t] \# W) \otimes C$ generated by $a^\Delta [t]$.

**Proof.** From (7.7), we see that in $\text{Gr}(V[t])$, $F_{ij} \equiv G_{ij}$. On the other hand, in $H_c \otimes C$, equation (6.9), together with an easy (and known) calculation of the commutator of the elements $X_{ij}$ in $C$, imply that:

$$[G_{ij}, G_{kl}] = t[\chi^\Delta_{ij}, \chi^\Delta_{kl}]_0 - \sum_{\alpha > 0} c_{ij} \kappa_{\alpha}(X_{ij}, X_{kl}) s_{\alpha} \otimes 1 \in H_c[t] \otimes C.$$  

(7.8)

Here, we denote by $[\chi^\Delta_{ij}, \chi^\Delta_{kl}]_0$ the commutator in the Lie algebra $a^\Delta \cong \mathfrak{s}o(r, C)^\Delta$ inside $W \otimes C$. But this means that, in the associated graded algebra, $[G_{ij}, G_{kl}] \equiv t[\chi^\Delta_{ij}, \chi^\Delta_{kl}]_0$ and this is enough to conclude the claim of the lemma. □

**Proposition 7.11.** The subalgebra $A(a^\Delta [t])$ is the centralizer algebra of $g$ in $W[t] \otimes C$.

**Proof.** Let $u \in W$ and suppose that $p = u \otimes c \in W \otimes C$. Let $[\cdot, \cdot]_{W \otimes C}$ denote the commutator in $W \otimes C$. Then, note that

$$[D, p] = [D, u](1 \otimes c) + (u \otimes 1)[D, c] = [D, u]_{W \otimes C}(t \otimes c) + (u \otimes 1)[D, c].$$

(7.9)

Now let $p = \sum_i u_i \otimes c_i \in W[t] \otimes C$ be an element that commutes with $g$. Then, we can assume that $u_i \in A(a)[t]$, $c_i \in C_0$ and $[D, p] = 0$. We can decompose an element $u_i \in A(a)[t]$ as $u_i = \sum q_{i,n}$ with $q_{i,n}$ homogeneous, for each $i$. Further, recall the filtration on $C$ in which $V = h^* \oplus h$ has degree one. The associated graded object satisfies $\text{Gr}(C) = \wedge(h^* \oplus h)$, so it can assume that $p = \sum_i u_i \otimes c_i \in W[t] \otimes C$ with $u_i = t^n q_{i,n}$, $n$ fixed and $q_i \in W$, $c_i$ homogeneous. But using (7.9) we obtain

$$[D, p] = t^n \left( \sum_i [D, q_i]_{W \otimes C}(t \otimes c_i) + (q_i \otimes 1)[D, c_i] \right) = 0,$$

so it suffices to prove the result for $p = \sum_i u_i \otimes c_i$ with $u_i \in W$ and $c_i \in C_0$ homogeneous. But, in this situation, we claim that if all $c_i$ are of positive degree, then $[D, p] = 0$. Indeed, we can adapt the arguments in the proof of Proposition 8.16 to conclude that. This works because the crucial part of that argument uses the commutation of $D$ (or rather of $E_2^+$) with the Clifford algebra part and that does not have any factor of $t$ involved. Granted this claim, if there are $c_i$ of degree zero, we can subtract a suitable element of $G^\Delta \in A(a^\Delta [t])$ so that $p - G^\Delta$ is a linear combination of $u_i' \otimes c_i'$ with $c_i'$ all of positive degree. Since we also have $[D, p - G^\Delta] = 0$, the claim implies that $p = G^\Delta \in A(a^\Delta [t])$. This finishes the proof. □

**Theorem 7.12.** Assume that the parameter $c$ is such that $N_c(\tau) - N_c(\sigma) \notin \mathbb{Z}$, for all $\tau \neq \sigma \in \widehat{W}$. Then the centraliser algebra of $g$ in $H_c \otimes C$ is $\mathcal{R} = V^Z W$.

**Proof.** We already know that $V^Z W \subseteq \mathcal{R}$. We shall work on $H_c[t] \otimes C$. From Corollary 7.5, adapted to $H_c[t] \otimes C$, we have that $\mathcal{R}[t] = \ker d_W \cap (\U[t] \otimes C_0)^Z W$. With respect to the filtration on $H_c[t] \otimes C$ considered above, the decomposition of Corollary 7.5 becomes

$$\text{Gr}(\mathcal{R}[t]) = CW \otimes (\text{Gr}(\U[t]) \# W \otimes C)^Z W \cap (\text{Gr}(\U[t]) \otimes C_0)^Z W.$$ 

Here, $\bar{d}$ is the corresponding differential in $(\U[t] \# W) \otimes C$ and we noted in the proof of Theorem 6.5 that $\text{Gr}(\U[t]) \cong A(a)[t] \# W$. However, from Proposition 7.11 and the fact that $g = \mathfrak{sp}(2, C)$ is generated by $D$ and $\mathfrak{sl}(2, C)$, we see that in the associated graded object, we have

$$d(W[t] \# W \otimes C) \cap (A(a)[t] \# W) \otimes C_0 = A(a^\Delta [t]) \# W.$$

Hence $\text{Gr}(\mathcal{R}[t]) = (A(a^\Delta [t]) \# W)^Z W$. Then, comparing with Lemma 7.10, we get $\text{Gr}(\mathcal{R}[t]) \cong (\text{Gr}(\U[t])^Z W$. The claim in the theorem follows by specializing $t = 1$. □
Remark 7.13. Computations of the commutators $[F_{ij}, F_{kl}]$ in $V$ indicate that, unlike $U$, $V$ is not a (non-homogeneous) quadratic algebra over $CW$, or at least not with the generators $F_{ij}$. However, one can easily see that $V \otimes C$ is a quadratic algebra over $CW \otimes C$.

7.2. Dual pairs. Here, we apply the theory of dual pairs in order to study some of the multiplicities of the decompositions obtained thus far. Let $A$ be an associative algebra and $\mathfrak{m}$ be a Lie subalgebra of $A$. We may regard $A$ as a module of $\mathfrak{m}$ via the adjoint action.

Lemma 7.14. Suppose that $A$ is locally finite under the adjoint action of $\mathfrak{m}$ and that $\mathfrak{m}$ is a reductive Lie algebra. Then $A = \mathfrak{m} \oplus \text{ad}(\mathfrak{m})(A)$.

Proof. Follows from the well-known result that, for any finite dimensional algebra $A$ and $\mathfrak{m}$, $A = \mathfrak{m} \oplus \text{ad}(\mathfrak{m})(A)$.

We remark that the proof of Lemma 7.14 does not hold for the pair $(H_c \otimes C, \mathfrak{g})$ since finite dimensional $\mathfrak{g} = \mathfrak{spo}(2|2)$-modules are not completely reducible in general.

Now let $M$ be a simple $A$-module and $\eta : A \to \text{End}_C(M)$ the corresponding representation. The following result is the analogue in our setting of [GW, Lemma 4.2.3] or [Ho, proof of Theorem 8, Lemma 1].

Lemma 7.15. Suppose $X$ is an $\mathfrak{m}$-invariant subspace of $M$ such that $X$ is a finite sum of simple lowest weight $\mathfrak{m}$-modules. Then the map $A^m \to \text{Hom}_m(X, M)$, $a \mapsto \eta(a)|_X$ is surjective.

Proof. Suppose $X = \sum_{i=1}^n L(\lambda_i)$, where $L(\lambda_i)$ are simple lowest weight modules of $\mathfrak{m}$. Let $v_i$, $1 \leq i \leq n$ denote the corresponding lowest weight vectors. Then every $0 \neq \phi \in \text{Hom}_m(X, M)$ is uniquely determined by the images $\phi(v_i)$, $1 \leq i \leq n$. By Jacobson’s Density Theorem, there is $a \in A$ such that $\phi(v_i) = \eta(a)v_i$. This means that the natural map $A \to \text{Hom}_m(X, M)$ is surjective. Now, let $B := \eta(A)|_X \subseteq \text{Hom}_C(X, M)$. From what was just said, we have $\text{Hom}_m(X, M) \subseteq B$. Since $B$ is quotient of $A$, it is also a locally finite $\text{ad}(\mathfrak{m})$-module, so just like in Lemma 7.14, we have $B = B^m \oplus \text{ad}(\mathfrak{m})(B)$. It follows that $\text{Hom}_m(X, M) \subseteq B^m$. On the other hand, since the map $A \to B$ is an $\text{ad}(\mathfrak{m})$-homomorphism, and from Lemma 7.14, we have that $A^m \to B^m$ is surjective, yielding claim.

The next result is the analogue of [GW, Theorem 4.2.1].

Theorem 7.16. Suppose that $M$ has a decomposition into $\mathfrak{m}$-isotypic components, $M = \bigoplus L E(L)L$, where $L$ ranges over a set of (isomorphism classes of) simple lowest weight modules of $\mathfrak{m}$, and such that the multiplicity spaces $E(L) = \text{Hom}_m(L, M)$ are finite dimensional.

(i) Every $E(L)$ is a simple $A^m$-module.

(ii) If $E(L) \cong E(L')$ then $L = L'$.

Proof. The proof is identical with the proof of [GW, Theorem 4.2.1] on page 196-197 of loc.cit., using Lemma 7.15 in place of [GW, Lemma 4.2.3].

Corollary 7.17. The $(U, \mathfrak{s})$ decomposition in (6.5) is multiplicity-free.

Proof. The pair $(H_c, \mathfrak{s})$ satisfies the assumptions of Lemma 7.14, as the commutator with $\mathfrak{s} = \langle H, E_1^+, E_1^- \rangle$ preserves the filtration subspaces $H_c^{(x)}$ defined by giving $x$ and $y$ degree 1 and $CW$ degree 0, which are finite-dimensional subspaces of $H_c$.

8. On the Centralizer Algebras in the Classical Case

In this section, let $W$ denote the Weyl algebra acting on the polynomial algebra $\mathbb{C}[h]$ and let $C$ denote the Clifford algebra of the pair $(V, B)$ as considered in Section 2.2. For completeness, we provide arguments to determine the subalgebras of $W$ and of $W \otimes C$ that centralizes the non-deformed versions of $\mathfrak{s}(2, \mathbb{C})$ and $\mathfrak{spo}(2|2, \mathbb{C})$. We shall make use of the following two easy results. First, let $A$ be a filtered, unital associative $\mathbb{C}$-algebra. Denote by $A(t)$, $t \in \mathbb{N}$, the pieces of the ascending filtration of $A$. Suppose further that $\Gamma, \mathfrak{a}$ are Lie (super)algebras contained in $A^{(2)}$ such that

(a) $[\Gamma, \mathfrak{a}] = 0$,
(b) if $P \in A^{(2)}$ commutes with $\Gamma$, then $P \in \mathfrak{a} \oplus \mathbb{C}$. 

Denote by $A(a)$ the associative subalgebra of $A$ that is generated by $a$. From (a), we have that $A(a) \subseteq \text{Cent}_A(\Gamma)$. To determine whether $A(a) = \text{Cent}_A(\Gamma)$, consider the following.

**Lemma 8.1.** Let $t \in \mathbb{Z}_{\geq 2}$ and suppose that whenever $P \in A^{(t)}$ commutes with $\Gamma$ there exists $U \in A(a)$ such that $P \equiv U \mod A^{(t-1)}$.

Then, $P \in A(a)$. In particular, if (8.1) holds for all $t \geq 2$, then $A(a) = \text{Cent}_A(\Gamma)$.

**Proof.** Let $U = U_1$. From (8.1), we get that $P - U_1 \in A^{(t-1)}$. Since $P$ and $U_1$ commute with $\Gamma$, we find $U_2 \in A(a)$ such that $P - U_1 - U_2 \in A^{(t-2)}$. Proceeding by induction, we find $U_1, \ldots, U_{t-2} \in A(a)$ such that $P - \sum_{j=1}^{t-2} U_j \in A^{(2)}$ and commutes with $\Gamma$. By (b), this is in $A(a)$. Since each $U_j \in A(a)$, then so is $P$. This finishes the proof. □

The next result is an observation, whose proof is clear.

**Lemma 8.2.** Let $E$ be the quotient of a vector space $U$ and $\sigma : E \to U$ a section of the quotient map $q : U \to E$. Given any finite set $\{e_1, \ldots, e_N\}$ such that $\{\sigma(e_1), \ldots, \sigma(e_N)\}$ is linearly independent in $U$, then $\sum \alpha_i e_i = 0$ in $V$ implies $\alpha_1 = \cdots = \alpha_N = 0$.

**8.1. The sl(2)-case.** Let $H, E_\pm$ and $X_{ij}$, for $1 \leq i < j \leq r$, be the elements in $W$ analogous to the ones of $H$, considered in section 6.1. Then we know that the Lie algebra $s$ spanned by $\{H, E_\pm\}$ is isomorphic to $\mathfrak{sl}(2, \mathbb{C})$ and the Lie algebra $a$ spanned by $\{X_{ij} \mid 1 \leq i < j \leq r\}$ is isomorphic to $\mathfrak{so}(r, \mathbb{C})$. In this section we will prove that the associative subalgebra $A(a)$ of $W$ generated by $a$ is the centralizer algebra of $\mathfrak{s} = \mathfrak{sl}(2, \mathbb{C})$.

With respect to the natural filtration in which elements of $V = \mathfrak{h}^* \oplus \mathfrak{h}$ have degree one, the associated graded object $\mathcal{W}$ of the Weyl algebra is isomorphic to $S(\mathfrak{h}^*) \otimes S(\mathfrak{h})$, where $S(\mathfrak{h}^*)$ denotes the symmetric algebra on $\mathfrak{h}^*$. If $X \in S^m(\mathfrak{h}^*) \otimes S^n(\mathfrak{h})$, then $[H, X] = (m - n)X$. Hence, the eigenvalues of $\text{ad}(H)$ on $W$ are the integers $n \in \mathbb{Z}$. Denote by $W_n$ the $n$-eigenspace of $\text{ad}(H)$. As a linear space, we thus have $W = \bigoplus_{p \in \mathbb{N}} S^p(\mathfrak{h}^*) \otimes S^p(\mathfrak{h})$.

**Definition 8.3.** Let $\Pi \subseteq \mathbb{N}^2$ be the set of all ordered pairs $\pi = (i, j)$ with $1 \leq i, j \leq r$. We order $\Pi$ via $(i, j) \leq (k, l)$ under the lexicographic ordering of $\mathbb{N}^2$. Let $\mathcal{M}_p$ denote the set of all multisets of cardinality $p$, that is, $\delta = \{\delta_1, \ldots, \delta_p\}$, with $\delta_k \in \Pi$ and we allow an element of $\delta$ to have multiplicity. Let $\mathcal{M} = \bigcup_p \mathcal{M}_p$.

**Definition 8.4.** We say that $(i_1, j_1) \ll (i_2, j_2)$ if and only if $i_1 \leq i_2$ and $j_1 \leq j_2$. Given $\mu = \{\mu_1, \ldots, \mu_p\} \in \mathcal{M}$, we say that $\mu$ is a double multi-index if $\mu_k \ll \mu_{k+1}$, for all $1 \leq k \leq p$. We let $\mathcal{M} \subseteq \mathcal{M}$ denote the set of all double multi-indices and $\mathcal{M}_p$ be the subset of the ones of cardinality $p$. We shall write $\mu = [\mu_1, \ldots, \mu_p] \in \mathcal{M}$ to indicate that elements of $\mu$ are ordered with respect to the partial ordering $\ll$.

**Definition 8.5.** We order the set $\mathcal{M}$ by declaring $\delta \prec \epsilon$ if $|\delta| < \epsilon$ and if $|\delta| = \epsilon$, then $\delta \preceq \epsilon$ lexicographically according to the total ordering of $\Pi$. The subset $\mathcal{M}$ of double multi-indices is thus endowed with this ordering.

We shall now relate the notion of double multi-indices with linear bases of $W_0$. Note first that the usual notion of multi-indices as vectors in $\mathbb{N}^r$ is equivalent to that of ordered multisets $\alpha = [i_1, \ldots, i_p]$ with $1 \leq i_k \leq r$ for all $k$. We shall write $x_\alpha = x_{i_1} \cdots x_{i_p}$. Note that there is a bijection correspondence between elements in $\mathcal{M}_p$ and pairs of multi-indices of cardinality $p$, given by

$$\mu = [(i_1, j_1), \ldots, (i_p, j_p)] \mapsto ([i_1, \ldots, i_p], [j_1, \ldots, j_p]) = (\alpha(\mu), \beta(\mu)).$$

The inverse map will be denoted $(\alpha, \beta) \mapsto \mu(\alpha, \beta)$, obtained by setting $\mu_k = (i_k, j_k)$, for all $k$.

**Definition 8.6.** For each $(i, j) \in \Pi$, let $\mathcal{M}_{ij} := x_{ij} \in W_0$ and if $\mu \in \mathcal{M}_p$ is a double multi-index put $\mathcal{M}_\mu = \mathcal{M}_{\mu_1} \cdots \mathcal{M}_{\mu_p} \subseteq W_0$. Define also

$$\mathcal{B}_{ij} := \begin{cases} \mathcal{M}_{ij}, & \text{if } i \leq j \\ \mathcal{X}_{ij} = \mathcal{M}_{ij} - \mathcal{M}_{ji}, & \text{if } i > j, \end{cases}$$

and let $\mathcal{B}_\mu = \mathcal{B}_{\mu_1} \cdots \mathcal{B}_{\mu_p} \subseteq W_0$, whenever $\mu \in \mathcal{M}_p$.

**Proposition 8.7.** The set $\{\mathcal{M}_\mu \mid \mu \in \mathcal{M}\}$ is a linear basis for the space $W_0$. 

Proof. From the PBW property for \(\mathcal{W}\), the set \(\{x_\alpha y_\beta \mid \alpha, \beta\ \text{multi-indices with } |\alpha|=|\beta|\}\) is a linear basis of \(\mathcal{W}_0\). Using the bijective correspondence of (8.2), let \(\mu = \mu(\alpha, \beta)\). Since in the associated graded we have \(\mathcal{M}_\mu = \mathcal{M}_\mu(\alpha, \beta)\), we are done. \(\Box\)

Definition 8.8. Let \(\Pi = \Pi' \cup \Pi''\) where \(\Pi' = \{(i, j) \mid i > j\}\) and \(\Pi''\) is the complement. We shall also write \(\mathcal{M}_p = \mathcal{M}_p' \cup \mathcal{M}_p''\) where \(\mathcal{M}_p' = \{\mu \in \mathcal{M}_p \mid \mu_k \in \Pi'\ \text{for all } k\}\) and \(\mathcal{M}_p''\) is the complement.

Proposition 8.9. The set \(\{B_\mu \mid \mu \in \mathcal{M}\}\) is also a linear basis for the space \(\mathcal{W}_0\).

Proof. Let \(\mu \in \mathcal{M}\). We claim that, with respect to the \(\prec\) ordering,

\[
B_\mu = \mathcal{M}_\mu + \sum_{\nu < \mu} \text{sgn}(\nu)\mathcal{M}_\nu,
\]

(8.3)

where the \(\nu < \mu\) entering in the sum above are the ones obtained when we distribute the product over the factors \(X_{i_k,j_k} = \mathcal{M}_{i_k,j_k} - \mathcal{M}_{j_k,i_k}\), which translates to transposing a pair \((i_k,j_k)\) to \((j_k,i_k)\) and reordering to get double multi-indices, if necessary. Granted the claim, it follows that for each fixed \(p\), the linear span of \(\{\mathcal{M}_\mu \mid \mu \in \mathcal{M}_p\}\) and \(\{\mathcal{B}_\mu \mid \mathcal{B}_\mu \in \mathcal{M}_p\}\) inside \(\mathcal{W}_0\) coincide. Moreover, the matrix of change of basis from \(\{\mathcal{M}_\mu \mid \mu \in \mathcal{M}_p\}\) to \(\{\mathcal{B}_\mu \mid \mathcal{B}_\mu \in \mathcal{M}_p\}\) is triangular, because of (8.3). So the claim will finish the proof. As for the claim, suppose first that there is \(k\) with \(1 < k < p = |\mu|\) and \(\mu_k = (i_k,j_k)\) is in \(\Pi'\) (i.e., satisfies \(i_k > j_k\)). Let \(\bar{\mu}_k = (j_k,i_k)\) and assume that \(i_l \leq j_l\) if \(l \in \{k-1, k+1\}\). Then,

\[
i_{k-1} < j_{k-1} < j_k < i_k < i_{k+1} < j_{k+1}.
\]

Hence, \(\nu = [\mu_1, \ldots, \mu_{k-1}, \bar{\mu}_k, \mu_{k+1}, \ldots, \mu_p]\) is also in \(\mathcal{M}_p\) (as (8.4) grants that \(\mu_{k-1} \preccurlyeq \bar{\mu}_k \preccurlyeq \mu_{k+1}\) and \(\nu < \mu\) since \(\bar{\mu}_k < \mu_k\) in the lexicographic ordering. Assume next that \(\mu\) contains a chain \(\mu_{k-1} \preccurlyeq \mu_{k} < \cdots < \mu_{k+q} \preccurlyeq \mu_k+q+1\) satisfying \(q > 0\) and \(\mu_k \in \Pi'\) in the range \(k \leq l \leq k + q\). For simplicity, assume \(\mu_k \in \Pi'\) if \(s < k\) or \(s > k + q\). We are seeking to show that we can write

\[
B_\mu = \mathcal{M}_{\mu_1} \cdots \mathcal{M}_{\mu_{k-1}} (\mathcal{M}_{\mu_k} - \mathcal{M}_{\bar{\mu}_k}) \cdots (\mathcal{M}_{\mu_{k+q-1}} - \mathcal{M}_{\bar{\mu}_{k+q-1}}) \mathcal{M}_{\mu_{k+q+1}} \cdots \mathcal{M}_{\mu_p} = \mathcal{M}_\mu + \sum_{\nu < \mu} \text{sgn}(\nu)\mathcal{M}_\nu.
\]

So we need to consider the effect of the transpositions \(\bar{\mu}_k\) in the product above. Note that for each \(l\) in the range \(k \leq l \leq k + q\) we get \(j_l < i_{l+1}\) and \(j_l < i_l\), but we can not guarantee that \(i_l \leq j_l\) or that \(i_l \leq j_{l+1}\). Hence, the multi-set \(\nu' = [\mu_1, \ldots, \bar{\mu}_k, \mu_{k+1}, \ldots, \mu_p]\) may not be a double multi-index, since it may not be the case that \(\mu_k+1 < \bar{\mu}_k \preccurlyeq \mu_{k+1}\). If \(\nu' \in \mathcal{M}\), the argument of the previous paragraph applies and we will be done. So suppose that \(\nu'\) is not in \(\mathcal{M}\). We then need to reorder the chains

\[
i_1, \ldots, i_{t-1}, j_{t-1}, i_t, j_t, \ldots, i_p, \quad i_1, \ldots, i_{t-1}, j_{t-1}, i_t, j_t, \ldots, j_p.
\]

When reordering the first chain, since \(i_t > j_t\), then \(j_t\) ends up in position \(s\) with \(s \leq l\) and \(s\) the largest index such that \(s_{k-1} < j_s < i_s\). It follows that \((j_t, j_s) < (i_t, j_s)\) and hence \(\nu' \prec \mu\). The reordering of the second chain will yield a double multi-index \(\nu'' \preccurlyeq \nu' \prec \mu\), as required. Such a reordering involves commutations in the Weyl algebra, so we may get multi-indices of same cardinality as \(\mu\) and also multi-indices of smaller cardinality, which are necessarily smaller then \(\mu\) in the \(\prec\) ordering, as well. I

In the general case, a double multi-index may have several chains of pairs in \(\Pi'\) and there may be more than one transposition involved. In these cases, we can focus on the transposition of smallest index and apply the arguments above, since \(\mathcal{M}\) is lexicographically ordered. \(\Box\)

Example 8.10. To illustrate (8.3) in the argument of the previous proposition, consider the double multi-index \(\mu = [(1, 2), (4, 2), (4, 3), (4, 4)]\). Then, \(B_\mu = \mathcal{M}_{12}(\mathcal{M}_{24} - \mathcal{M}_{44})(\mathcal{M}_{34} - \mathcal{M}_{44})\mathcal{M}_{44}\). Applying the distribution yields

\[
B_\mu = \mathcal{M}_\mu - \mathcal{M}_{\nu_1} - \mathcal{M}_{\nu_2} + \mathcal{M}_{\nu_3}.
\]

Here, \(\nu_1' = [(1, 2), (2, 4), (4, 3), (4, 4)]\), \(\nu_2' = [(1, 2), (4, 2), (3, 4), (4, 4)]\) and \(\nu_3 = [(1, 2), (2, 4), (3, 4), (4, 4)]\). Note that \(\nu_1'\) and \(\nu_2'\) are not double multi-indices since, respectively, \((2, 4) \not\prec (4, 3)\) and \((4, 2) \not\prec (3, 4)\). So we need to reorder these terms. But

\[
\mathcal{M}_{\nu_1}' = (x_1x_2)2(x_3x_4)(x_4x_3) = (x_1x_2)(x_3x_4)(x_4x_3)^2 + (x_1x_2)(x_2x_3)(x_4x_3)
\]

and

\[
\mathcal{M}_{\nu_2}' = (x_1x_2)(x_4x_2)(3x_4)(x_4x_3) = (x_1x_2)(x_3x_2)(x_4x_3)^2;
\]
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hence $B_\mu = M_\mu - (M_{\nu_1} + M_{\sigma_1}) - M_{\nu_2} + M_{\mu_2}$ with $\nu_1 = [(1, 2), (2, 3), (4, 4)^2], \sigma_1 = [(1, 2), (2, 3), (4, 4)], \nu_2 = [(1, 2), (3, 2), (4, 4)^2]$ and $\nu_3$ as above. Moreover, $\nu_j \prec \mu$ for all $j$.

**Lemma 8.11.** The multiplication map $m : S^q(h^* \otimes h) \otimes S^2(h) \to S^{q+2}(h^*) \otimes S^{q+2}(h)$ is surjective and admits a section $\sigma$ that maps a monomial $x_{i_1} \cdots x_{i_q} \otimes y_{j_1} \cdots y_{j_{q+2}}$ into $M_{\mu_1} \cdots M_{\mu_q} \otimes y_{j_{q+2}}, y_{j_{q+3}}$, with $\mu_k = (i_k, j_k)$.

**Proof.** For each $(i, j) \in \Pi$, we let $\tilde{M}_{ij} = x_i \otimes y_j \in h^* \otimes h$. Then, for each $\delta = \{\delta_1, \ldots, \delta_q\} \in \mathcal{M}_q$ we let $\tilde{M}_{\delta} = \tilde{M}_{\delta_1} \cdots \tilde{M}_{\delta_q} \in S^q(h^* \otimes h)$, so that the set $\{\tilde{M}_{\delta} \otimes y_i y_j \mid \delta \in \mathcal{M}_q, 1 \leq i \leq j \leq r\}$ is a basis $S^q(h^* \otimes h) \otimes S^2(h)$. The multiplication map sends each basis element to $m(\tilde{M}_{\delta} \otimes y_i y_j) = (x_{i_1} \cdots x_{i_q} \otimes y_{j_1} \cdots y_{j_{q+2}})(y_i y_j)$, from which the claims follow.

**Proposition 8.12.** The associative subalgebra $A(a)$ of $\mathcal{W}$ generated by $a \cong so(r, \mathbb{C})$ is the centralizer algebra of $s = sl(2, \mathbb{C})$.

**Proof.** Let $t \geq 2$ and $P \in \mathcal{W}^{l(t)}$. Suppose that $P$ commutes with $s \cong sl(2, \mathbb{C})$. Since it commutes with $H$, we have $P \in \mathcal{W}_0$, so in particular $t = 2s$. Hence, we can write

$$P = \sum_{\mu \in \mathcal{M}_s} b_\mu B_\mu + \xi$$

with $\xi \in \mathcal{W}^{l(t-1)}$. In order to check (8.1), we need to show that $[E_{\mu}^{-1}, P] = 0$ implies $P$ is congruent to an element of $A(a)$, modulo $\mathcal{W}^{l(t-1)}$. To that end, suppose that in the expression of $P$ in (8.6) we only had double multi-indices $\nu \in \mathcal{M}_q$. We shall show that, in this case, if $[E_1^{-1}, P] = 0$ then $P = 0$. This will imply the result. Now, since $[E_{\mu}^{-1}, B_\mu] = \sum_{\nu} B_{\nu} \cdots [E_{\mu}^{-1}, B_{\mu}] B_{\nu} \cdots B_{\mu}$, we obtain, modulo $\mathcal{W}^{l(t-1)}$, that

$$[E_{\mu}^{-1}, P] = \sum_{\nu} \sum_{k, \mu \in \mathcal{M}_s} b_\mu B_{\nu} \cdots [E_{\mu}^{-1}, B_{\mu}] B_{\nu} \cdots B_{\mu},$$

Recall that the associated graded object $\overline{\mathcal{W}}$ is isomorphic to $S(h^* \otimes h) = \oplus_{q \geq 0} S^q(h^*) \otimes S^q(h)$. Further, we have that the top-degree piece of $[E_1^{-1}, P]$ lives in the part of $\overline{\mathcal{W}}$ that is isomorphic to $S^{q-1}(h^*) \otimes S^{q+1}(h)$, due to commutation relations between $B_{\nu}$ and $y_i, y_j$. However, $\{B_{\nu} \otimes y_i y_j \mid \nu \in \mathcal{M}_{q-1}, 1 \leq i \leq j \leq r\}$ is a basis of $S^{q-1}(h^* \otimes h) \otimes S^2(h)$; the proof that $\{B_{\nu} \mid \delta \in \mathcal{M}_{q-1}\}$ is a basis of $S^{q-1}(h^* \otimes h)$ is similar to the one discussed in Proposition 8.7. Hence, using Lemmas 8.11 and 8.2, we conclude that if $[E_1^{-1}, P] = 0$, then $b_\mu = 0$ for all $\mu$ since, if we let $\sigma$ denote the section of the multiplication map as in Lemma 8.11, then the set $\{\sigma(b_{\nu_1} \cdots B_{\nu_k} \cdots B_{\nu_{k+2}} y_i y_j) \mid \nu \in \mathcal{M}_s, k \leq \Pi\}$ is a subset of a linear basis of $S^{q-1}(h^* \otimes h) \otimes S^2(h)$ and thus linearly independent.

**8.2. The $\mathfrak{spo}(2|2)$-case.** We now let $H, E_{1}^{\pm}, E_{2}^{\pm}, E_{3}^{\pm}$ and $X_{ij}^{\pm} = X_{ij} \pm 1 + 1 \pm X_{ij}$, for $1 \leq i < j \leq r$, be the elements analogous to the ones defined in (4.3) and (7.4) for $\mathcal{W} \otimes \mathcal{C}$. The Lie superalgebra $\mathfrak{g}$ spanned by $\{H, E_{1}^{\pm}, E_{2}^{\pm}, E_{3}^{\pm}\}$ is isomorphic to $\mathfrak{spo}(2|2, \mathbb{C})$ and the Lie algebra $\mathfrak{a}^\Delta$ spanned by $\{X_{ij}^{\pm} \mid 1 \leq i < j \leq r\}$ is also isomorphic to $\mathfrak{so}(r, \mathbb{C})$. We note that $X_{ij}^{\pm}$ is a diagonal copy of $\mathfrak{so}(r, \mathbb{C})$ in $\mathcal{W} \otimes \mathcal{C}$. In this section we will prove that the associative subalgebra $A(a^\Delta)$ of $\mathcal{W} \otimes \mathcal{C}$ generated by $a^\Delta$ is the centralizer algebra of $\mathfrak{g} \cong \mathfrak{spo}(2|2, \mathbb{C})$.

First recall that with respect to the natural filtration in which elements of $V = h^* \otimes h$ have degree one, the associated graded object $\overline{\mathcal{C}}$ of the Clifford algebra is isomorphic to $\wedge(h^*) \otimes \wedge(h)$. Similarly to the Weyl algebra, $\text{ad}(Z)$ acts on $\wedge^m(h^*) \otimes \wedge^n(h)$ as $(m - n)$ times the identity, so we denote by $C_m$ the $n$-eigenspace of $\text{ad}(Z)$. We thus have $C_0 \cong \oplus_{p=0}^r \wedge^p(h^*) \otimes \wedge^p(h)$, and $\text{ad}(Z)$ is also isomorphic to $\mathfrak{so}(r, \mathbb{C})$. We endow it with the filtration $A^{l(t)} = \sum_{p+r=0}^r \mathcal{W}^{(p)} \otimes \mathcal{C}^{(q)}$, from which the associated graded object satisfies $\overline{\mathcal{C}} = \overline{\mathcal{W}} \otimes \mathcal{C}$.

For each $(i,j) \in \Pi$, let $\mathcal{M}_{ij} = x_{i} y_{j} \in \mathcal{C}_0$ and we define $M_\mu$ with $\mu \in \mathcal{M}$ just as before. However, since $x_j^2 = 0 = y_j^2$, the elements $M_\mu$, with $\mu \in \mathcal{M}$ may be zero in $\mathcal{C}$.

**Definition 8.13.** Given $(i, j), (k, l) \in \Pi$, let us denote $(i, j) \ll (k, l)$ if $i < k$ and $j < l$. Let $\mathcal{R}_\rho \subseteq \mathcal{M}_q$ be the subset of all double multi-indices $q$ such that $\rho \in \mathcal{R}_q$ if and only if $\rho_1 \ll \rho_2 \ll \cdots \ll \rho_q$. Let $\mathcal{R} = \bigcup_{q=0}^r \mathcal{R}_q$.

**Proposition 8.14.** The set $\{M_\rho \mid \rho \in \mathcal{R}\}$ is a linear basis of $\mathcal{C}_0$. 
Proof. Similar to Proposition 8.9. 

We note that because the elements $\mathcal{M}_{ij} \in C_0$ are quadratic, they actually commute in $\mathcal{C}$. Thus, the linear span of $\mathcal{M}_{ij}$, with $\rho \in \mathcal{R}_q$, is isomorphic to $\wedge^q (h^* \otimes h)$ which is a quotient of $S^q (h^* \otimes h)$, with linear basis $\{ \mathcal{M}_\mu \mid \mu \in \mathcal{M}_q \}$. Similar to the Weyl algebra case, we have natural sections in this setting as well.

**Lemma 8.15.** The multiplication map

$$m : S^p (h^* \otimes h) \otimes (h \otimes h^*) \otimes S^q (h^* \otimes h) \rightarrow (S^p (h^*) \otimes S^{p+1} (h)) \otimes (\wedge^{q+1} (h^*) \otimes \wedge^q (h))$$

is surjective and admits a section $\sigma$ that maps

$$\sigma : x_\alpha \otimes y_\beta \otimes x_\xi \otimes y_\zeta \mapsto \mathcal{M}_{\mu_1} \cdots \mathcal{M}_{\mu_p} \otimes (y_{j_{p+1}} \otimes x_{m_0}) \otimes \mathcal{M}_{\nu_1} \cdots \mathcal{M}_{\nu_q}$$

with $\alpha = [i_1, \ldots, i_p], \beta = [j_1, \ldots, j_{p+1}], \xi = [m_0, m_1, \ldots, m_q], \zeta = [n_1, \ldots, n_q]$ and $\mu_k = (i_k, j_k), \nu_k = (m_k, n_k)$.

Proof. This proof is analogous to Lemma 8.11. 

**Proposition 8.16.** The associative subalgebra $A(\mathfrak{a}^\Delta)$ of $A = \mathcal{W} \otimes \mathcal{C}$ generated by $\mathfrak{a}^\Delta$ is the centralizer algebra of $\mathfrak{g} \cong \mathfrak{sp}(2|2, \mathbb{C})$.

Proof. Let $t \geq 2$ and suppose that $P \in A^{(t)}$. Suppose that $P$ commutes with $\mathfrak{g} \cong \mathfrak{sp}(2|2, \mathbb{C})$. Since $P$ commutes with the even subalgebra of $\mathfrak{g}$, it follows that $P \in A(\mathfrak{a}) \otimes C_0$, from which $t = 2s$ is even. Put $q_0 = s$ if $s \leq r$ or $q_0 = r$ if $s > r$. Thus, we can write $P \equiv P_0 + P_1 + \cdots + P_{q_0}$ modulo $A^{2s-1}$ with $P_q \in \mathcal{W}^{2p} \otimes \mathcal{C}^{2q}$ and $p + q = s$. Further, we note that $P_0 = \sum_{\mu_1 \in \mathcal{M}_q} c_{\mu_1} \mathcal{X}_{\mu_1} \otimes 1$. For each $\mu_1 \in \mathcal{M}_q$, let $\mathcal{X}_{\mu_1} \mu_1 \cdots \mathcal{X}_{\mu_1}$ so that the element $X = \sum_{\mu_1} c_{\mu_1} \mathcal{X}_{\mu_1}$ has the same $\mathcal{W}^{2s} \otimes \mathcal{C}^0$ component as $P$. Thus, $P - X \equiv P_1 + \cdots + P_{q_0}$ commutes with $\mathfrak{g}$ and only have components in $\mathcal{W}^{2p} \otimes \mathcal{C}^{2q}$ with $q > 0$. We claim that $P_q = 0$, for all $q > 0$. This implies that $P$ is congruent, modulo $A^{(t-1)}$, to an element of $A(\mathfrak{a}^\Delta)$, so the claim together with Lemma 8.1 yields the result.

For each $q > 0$, let $p = s - q$ and write $P_q = \sum_{\nu, \rho} c_{\nu, \rho} \mathcal{X}_{\nu} \otimes \mathcal{M}_{\rho}$, with the sum running over $(\nu, \rho) \in \mathcal{M}_q \times \mathcal{R}_q$. Then, modulo $A^{(t-1)}$, we have $[E_{p, q}, P_q] = L_q + R_q$ with $L_q \in \mathcal{W}^{2p-1} \otimes \mathcal{C}^{2q+1}$ and $R_q \in \mathcal{W}^{2p+1} \otimes \mathcal{C}^{2q-1}$. Here, $L_q$ is obtained from $\sum_{\nu, \rho} c_{\nu, \rho} [E_{p, q}, \mathcal{X}_{\mu}](1 \otimes \mathcal{M}_q)$ and $R_q$ from $\sum_{\nu, \rho} c_{\nu, \rho} \mathcal{X}_{\mu} \otimes (E_{p, q})_{\mu}$. Thus,

$$R_q = - \sum_{\nu, \rho} c_{\nu, \rho} \mathcal{X}_{\nu} \otimes x_{i_1} \mathcal{M}_{\rho_1} \cdots \mathcal{M}_{\rho_q}. \quad (8.7)$$

Starting with $q = 1$, we have $P'_1 = \sum_{\nu, (ij)} c_{\nu, (ij)} \mathcal{X}_{\nu} \otimes \mathcal{M}_{ij}$. The equation $[E_{p, q}, P - X] = 0$ implies $R_1 = - \sum_{\nu, (ij)} c_{\nu, (ij)} \mathcal{X}_{\nu} \otimes x_{i_1} = 0$, since $R_1$ is the only component of $[E_{2q}, P - X]$ that lives in $\mathcal{W}^{2s-1} \otimes \mathcal{C}^1$. In light of Lemma 8.2 we take $E_S = S^{s-1} (h^* \otimes h^*) \otimes \wedge^q (h^* \otimes h)$ and $U = S^{s-1} (h^* \otimes h) \otimes (h \otimes h^*)$. Note that $R_1$ lies in the portion of $\mathcal{W}^{2s-1} \otimes \mathcal{C}^1$ that is isomorphic to $E$. Using the section of the surjective multiplication map $U \rightarrow E$ described in Lemma 8.15 (with $p = s - 1$ and $q = 0$), we conclude that $R_1 = 0$ implies that all $c_{\nu, (ij)} = 0$, since the set $\{ \sigma(\mathcal{X}_{\nu} \otimes x_{i_1}) \mid \nu \in \mathcal{M}_{s-1}, 1 \leq i, j \leq r \}$ is part of a basis of $E$. Hence, $P'_1 = 0$.

By induction, assuming $P'_u = 0$ for all $u < q$, the equation $[E_{p, q}, P - X] = 0$ implies $R_q = 0$, since from the inductive hypothesis, $R_q$ will be the only component of $[E_{2q}, P - X]$ that lives in $\mathcal{W}^{2p+1} \otimes \mathcal{C}^{2q-1}$ with $p + q = s$. Now let $E_S = S^{p} (h^* \otimes h^*) \otimes \wedge^{q+1} (h^* \otimes h)$ and $U = S^{p} (h^* \otimes h) \otimes (h \otimes h^*) \otimes \wedge^{q-1} (h^* \otimes h)$. Note that $R_q$ lies in the portion of $\mathcal{W}^{2p+1} \otimes \mathcal{C}^{2q-1}$ that is linearly isomorphic to $E$. Further, the set $\{ \mathcal{B}_\nu \otimes (y_j \otimes x_i) \otimes \mathcal{M}_{\nu} \mid \nu \in \mathcal{M}_q, \tau \in \mathcal{M}_{q-1}, 1 \leq i, j, \leq r \}$ is a basis of $U$, so from Lemmas 8.2, 8.15 and (8.7), we conclude that $0 = [E_{p, q}, P - X]$ forces all $c_{\nu, \rho}$ to be zero and hence $P'_q = 0$. Thus, $P - X = 0$, and we are done. 

\[ \square \]
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