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ABSTRACT This paper addresses the problem of navigating decentralized multi-agent systems in partially cluttered environments and proposes a new machine-learning-based approach to solve it. On the basis of this approach, a new robust and flexible Q-learning-based model is proposed to handle a continuous space problem. As in reinforcement learning (RL) algorithms, Q-learning does not require a model of the environment. Additionally, Q-Learning (QL) has the advantages of being fast and easy to design. However, one disadvantage of QL is that it needs a massive amount of memory, and it grows exponentially with each extra feature introduced to the state space. In this research, we introduce an agent-level decentralized collision avoidance low-cost model for solving a continuous space problem in partially cluttered environments, followed by introducing a method to merge non-overlapping QL features in order to reduce its size significantly by about 70% and make it possible to solve more complicated scenarios with the same memory size. Additionally, another method is proposed for minimizing the sensory data that is used by the controller. A combination of these methods is able to handle swarm navigation low memory cost with at least 18 number of robots. These methods can also be adapted for deep q-learning architectures so as to increase their approximation performance and also decrease their learning time process. Experiments reveal that the proposed method also achieves a high degree of accuracy for multi-agent systems in complex scenarios.

INDEX TERMS Adaptive algorithm, Continuous Space Problem, Multi-Agent Systems, Q-Learning.

I. INTRODUCTION

A) Swarm robotics and Q-learning
Robotic researchers extensively use systems with multiple robots in their studies as swarm intelligence. They are inspired by biological studies of animal aggregation that brings impressive and complicated act at group level [1], [2], multi-robot systems can be designed in a way that a desired collective behavior come out from the local individual interactions in between the agents and the environment [3]. This field of study combines swarm intelligence discipline and collective robotics to plan and coordinate robots to complete complex tasks in a timely fashion. In other words, multi-agent systems are aggregations of autonomous agents that, in some ways, resemble the swarm intelligence field [4], [5]. Other essential advantages of multi-robot systems include scalability, robustness, and flexibility that are discussed in [3], [6]–[8]. Robustness is the degree to which a device maintains its functionality in the face of partial failure or other abnormal conditions [9], [10]. As a result, robustness in the sense of Swarm robotics refers to the capacity of the robot swarm to operate even in case of some individual failures or if the environment is unpredictable. They are also scalable since they can be easily changed in number. Swarm robotics may be used to create flexible systems that adapt quickly to changing operating conditions and facilitate creating systems that can work in a wide variety of environments and conditions. There are numerous applications for multiple robot systems in different areas. Collective move in a decentralized manner with a given geometric pattern is investigated in [11], [12]. Mobile autonomous robotic sensors are discussed in [13] for solving coverage problem.
Swarm robotics is the study of establishing groups of robots that function independently of external infrastructure or centralized control. The collective behavior of robots in a swarm is based on local interactions amongst the robots and also amongst the robots and the environment in which they operate. Swarm intelligence concepts direct and guide the creation of robot swarms. These principles facilitate the development of fault-tolerant, scalable, and versatile systems. When multiple tasks must be completed simultaneously, high redundancy and the absence of a single point of failure are needed. It is theoretically impossible to set up the infrastructure necessary to operate the robots in a centralized manner; swarm robotics appears to be a promising solution. Demining, search and rescue, planetary or underwater discovery, and surveillance are all tasks that may benefit from swarm robotics[14].

Q-Learning [15] is a model-free reinforcement learning algorithm that extracts the policies without directly modeling the environment. In other words, it is an adaptive control utilized where the system model is not known [16], [17]. Thus it is a more simple and more flexible algorithm in comparison with model-based algorithms [18] also; it is proven to converge on optimal Q-function [19]–[21]; on the other hand, experimental researches reveal that it requires more time and inspection samples to learn [22], [23].

RL agents learn by engaging with their complex environment [24]–[26]. The agent observes the state of the environment at each time stage and takes an action that causes the environment to change into a new state. The quality of each exchange in the state is evaluated by a scalar reward signal, and maximizing the cumulative reward is the agent’s goal over the process of the interaction. The RL feedback (the reward) is less enlightening than supervised learning, in which the agent is given the appropriate actions to take [27]. However, in supervised learning, where there is no clear feedback on results, the RL feedback is more insightful [28]. Furthermore, the single-agent RL task can be solved using well-understood, verifiably convergent algorithms. This, combined with the simplicity and generality settings, makes RL appealing for multi-agent learning.

Although the individuals in a multi-agent system may be provided with pre-programmed behaviors, they often need to learn new behavior patterns online in order for the agent's or the multi-agent system's output to improve over time [25], [29]. This is generally due to the environment's complexity, which makes a priori design of good agent behaviors challenging, if not impossible. Furthermore, in a changing setting, instinctual behavior can become improper. Overall, for the goal-based navigation problem, it is conceivable to build a decentralized method for collective and collaborative behaviors of multi-agent systems [30].

There are two informed [31] and non-informed [32] navigation types which refers to whether or not the agents have knowledge of the goal position or not. Our navigation is decentralized, informed and is similar to flocking, however, its main intention is to guide the swarm to the goal point as fast as possible so it does not give extra value or reward for attraction since in our problem this feature does not provide us any advantage. This is because being able to separate from the flock and choosing different paths by some individuals opens the path for others improving the overall performance.

This research utilizes multi-agent method described in [33]. According to which, each robot observes and reacts according to the state of the other robots that needs addition of extra features to state space for each robot. This approach has the advantage of being able to determine local collision-free action for swarms in cluttered workspaces efficiently [34].

This intensifies the main problem of Q-Learning that is its need for large memory. Introducing any new feature into state space increases Q-table’s size and consequently increases memory size considerably, sometimes making it impractical to solve large problems. In this paper, we focus on the problem of navigating decentralized multi-agent systems in partially cluttered environments with a Q-learning-based model. We introduce a low-cost method, namely “Controller with compressed state space” or CCSS, to reduce the Q-Table size significantly in order to alleviate Q-learning’s need for large memory. Lowering the memory size makes it possible to solve larger problems with the same amount of memory or reduce cost and increase feasibility.

In the experiments, we were able to successfully navigate a group of three robots in three separate scenarios with static and dynamic obstacles using the proposed Q-Learning-based approach. Utilizing the new method, we were able to add a third robot to the robot group; however, memory limitations of a regular computer (our test machine) restricted the addition of extra robots to the environment. This extra memory space could also be employed for further discretization of the state space for smoothening the actions and also making more realistic simulation results.

The proposed method of this paper is designed based on a decentralized strategy. Each robot observes the environment locally and takes the action without relying on a centralized controller for synchronization between robots thus not having any direct information about other robot’s intensions. However, it is a good practice to hugely accelerate the learning process, alleviate branching factor problem [35] and gain more confidence on learned policies visiting most of the states in state space several times by sharing the observations of all robots only in learning phase without harming the decentralization concept in exploitation phase. We should bear in mind that sharing the observations is not a necessary task for our method.

Doing further investigation and considering the fact that three robots were not enough to constitute a swarm; we developed a new method for increasing the robot population to any scale,
namely “Generalized CCSS” or GCC. GCC prioritizes and reduces the sensory data making it possible to navigate any number of robots by using the same Q-table of the three robots. This is beneficial for both normal and deep Q-learning since it reduces the input feature size significantly. We should consider that while the effects CCSS in deep-q-learning requires further experiments, utilizing GCC on deep Q-learning will most probably be beneficial for swarm robotics in the sense of increasing robot count and decreasing input feature count and learning duration.

The proposed methods are tested and validated by carrying out two different sets of experiments. In the first set of experiments, we show the applicability and prosperity of CCSS by comparing it with the non-CCSS version or namely “Controller with uncompressed state space” or CUSS. The next set of experiments are conducted to validate GCC and show the prosperity of the method in navigating more than three robots in the same environments.

C) Related works
From navigation point of view utilized method in this paper is similar to flocking. It is a form of collective behavior that can be seen in nature. More precisely, It is the planned movement of a bunch of participants in a common direction [30], [32]. Methods using flocking utilize attraction and repulsion and some also use alignment components to decide for their behavior. [32], [36] A more recent decentralized navigation research is done in [37] utilizing Neural networks, however, the proposed method utilizes a centralized unit for local communication and sharing learned features by nearby agents so it is not fully decentralized.

The main subject of this research “Q-Learning” is utilized in diverse kinds of problems, such as inventory management [38], behavior design or navigation in robotics [12], [39], [40] and game play [41]–[43], and it is typically utilized in continuous state space problems by using parametric function approximation methods [40], [44].

Authors in [51] address the problem of coordinating multi-agents in a decentralized fashion. They solve the problem of StarCraft II which requires agent coordination and in order to do so, authors introduced a method named QMIX that learns in a centralized way without any communication constraints and extracts and trains decentralized policies. However, our method does not rely on coordination between agents and despite QMIX, learning phase and running phase both are done in a decentralized fashion.

There are some other researches that try to compress the state space and reduce dimensionality [35], [45]. These researches utilize a method named deep auto-encoders for compressing the state space utilizing neural networks, mainly with the aim of gaining generalization ability rather than memory usage reduction. However, our method does a generalization on terminal states and utilizes expert knowledge for memory usage reduction keeping most of the states intact. There are no data available about memory reduction percentage for these researches for comparison purpose.

The authors in [46] present a method for fitting linear action models to estimate expected outcomes, and then they utilize a strategy for compressing these linear action models, which reduces the amount of space available for learning models, to gain an advantage over Q-learning in adapting to changes in reward function. Another method is state aggregation for information compression (SAIC) [47] aims to compress the communication messages between the agents in a limited centralized multi-agent system. Ref. [48] proposes a compression scheme for shrinking Improved DeepRT (IDeepRT) which is a deep learning technique used to analyze the Cyber-Physical Systems (CPS) data. This is done by utilizing Bayesian matrix factorization in order to reduce the model runtime. In this paper, reinforcement learning is combined with IDeepRT to correct feature space representations in IDeepRT on a continuous basis. Ref. [49] provides a compression strategy for reducing the size of the experience by using an encoder and decoder to shrink the size of the streaming data in order to save bandwidth and power consumption.

For sharing the q-table [35], [50] utilize a normalization step for merging the q-table of each robot after each learning episode which requires extra processing and also extra memory for holding number of times that each agent visited each state, e.g., if we name this table as visit-table in python language, selecting float type (16bits) for q-table and int (12 bits) for visit-table, it increases the memory usage by 75% multiplied by the number of agents, making it even more costly and even impractical for systems with large agent count.

On the other hand, it has the advantage of learning in real-time during each episode. However, in our method each robot takes turn to exploit and update the Q-table synchronously at each time-step rather than each episode so it does not need extra normalization and merge phase or extra memory for keeping visit count of each agent and thus, it is faster overall. While this method fits well for many problems it might not be suitable for some real-time problems.

In terms of communication data size both methods only need to send the data about current state, action and the result of the action that will require a small amount of bandwidth. In our example this will be the sum of nine int type size and a real number type size.

D) Paper Overview
The following is a description and overview of the proposed navigation systems: The problem definition and foundation of this work are described in Section 2. The development of a novel low-cost Q-Learning-based controller with compressed state space (CCSS) and a Generalized Q-Learning-based Controller with compressed state space (GCC) is addressed in Section 3, whereas Section 4 focuses on the implementation and evaluation of the proposed navigation systems. Finally, the study is concluded in Section 5.
II. PROBLEM STATEMENT

Navigating decentralized multi-agent systems in partially cluttered environments is a challenging problem. In our designed scenarios, robots must navigate to a goal state without colliding with any dynamic (i.e., other robots) or static obstacles, all using copies of the same or very similar controller models depending on the learning strategy. The lack of a centralized control unit for coordinating the robots makes it challenging to avoid collision with dynamic obstacles and also plan for an optimal path. Moreover, the problem's actual state space is continuous and demands a huge Q-Table. This is very important because for this problem, even by discretizing the state space to larger units, the limits for Q-Table size are easily reached. Introducing a few more features make it impossible to utilize Q-learning on practical problems [30]. On the other hand, Q-learning is a model-free algorithm that does not require the model of the environment to be provided priorly.

The formal model of the Markov decision process is utilized for single-agent RL[33].

Definition 1. \((X, U, f, \rho)\) Tuple is a finite Markov decision process where \(X\) denotes the finite number of possible environment states. \(U\) specifies the finite set of agent actions \(f: X \times U \times X \rightarrow [0, 1]\) is the probability function for the transition of states, and \(\rho: X \times U \times X \rightarrow \mathbb{R}\) is the function for reward.

The environment is defined by the state \(x_k \in X\) on every discrete time step \(k\). The agent observes and evaluates the state and takes action \(u_k \in U\). As a consequence, the environment state changes to some \(x_{k+1} \in X\) according to the transition probabilities given by \(f\): after \(u_k\) is executed in \(x_k\), the probability of arriving in \(x_{k+1}\) is \(f(x_k, u_k, x_{k+1})\). According to the reward function \(\rho: r_{k+1} = \rho(x_k, u_k, x_{k+1})\), the robot agent receives a scalar reward \(r_{k+1} \in \mathbb{R}\). The immediate impact of action \(u_k\) is evaluated by the reward, i.e., the transformation of the environment state from \(x_k\) to \(x_{k+1}\). However, it says nothing about the long-term consequences of this action. The reward function is assumed to be bounded.

The \(f\) or the transition probability function is replaced by a more straightforward transition function, \(\hat{f}: X \times U \rightarrow X\), for deterministic systems. As a result, the reward is entirely dependent on the current state and action: \(r_{k+1} = \hat{\rho}(x_k, u_k), \hat{\rho}: X \times U \rightarrow \mathbb{R}\). There are terminal states in several Markov decision processes, which are states that cannot be left once entered. All rewards obtained from a terminal state are zero. Throughout this, the learning process is usually divided into distinct trials (episodes), which are trajectories or set of states, actions and rewards that begin at one state and end in a terminal state.

The agent's behavior is defined by its policy, determining how the agent chooses its actions given the current state. The policy could be either deterministic, \(\hat{h}: X \rightarrow U\) or stochastic, \(\hat{h}: X \times U \rightarrow [0, 1]\). Policies that do not change over time are called stationary. The agent's purpose is to discover a policy that maximizes the anticipated discounted return from any state \(x\):

\[
R^h(x) = E \left[ \sum_{k=0}^{\infty} \gamma^k r_{k+1} | x_0 = x, h \right]
\]

(1)

Where under the policy \(h\), the expectation is taken over the probabilistic state transitions, and \(\gamma \in [0,1)\) is the discount factor. The long-term reward accumulated by the agent is compactly represented by the return \(R\). The discount factor \(\gamma\) can be thought of as a way of encoding growing uncertainty about future rewards or as a way of constraining a sum that would otherwise grow boundless.

The agent aims to optimize its long-term success while only getting feedback on its short-term, one-step performance (reward). It can do this by calculating the ideal state-action value function (Q-function). The expected return received by the policy \(h\) from any state-action pair is given by the Q-function \(Q^h: X \times U \rightarrow \mathbb{R}\): \(Q^h(x, u) = E[\sum_{k=0}^{\infty} \gamma^k r_{k+1} | x_0 = x, u_0 = u, h]\).

Bellman equation is the central element of the proposed Q-Learning algorithm. It helps find the optimal solution for a complex problem by breaking it down into simpler, recursive sub-problems and finding their optimal solutions [49]. The optimal Q-function is denoted by \(Q^*(x, u) = \max_u Q^h(x, u)\) and the Bellman optimization equation is satisfied using it:

\[
Q^*(x, u) = \sum_{x' \in X} f(x, u, x') \left[ \rho(x, u, x') + \gamma \max_{u'} Q^*(x', u') \right]
\]

\(\forall x \in X, u \in U\) (2)

According to the equation, the expected immediate reward plus the future discounted reward (optimal value attainable from the next state) is the optimal value of taking \(u\) in \(x\). Since \(X\) is finite, the expectation is plainly articulated as a sum. Once \(Q^*\) is determined, an optimal policy (i.e., one that gives the maximum return) can be calculated by selecting the action with the highest optimal Q-value in each state: \(\hat{h}^*(x) = \arg \max_u Q^*(x, u)\).

When several actions achieve the highest Q-value, any policy can be selected between them, and the policy remains optimum. In this case, the ‘arg’ operator is described as returning just one of the equally good solutions, both here and in the sequel. The mentioned policy is said to be greedy since it tries to maximize the Q-Function. As a result, finding an optimal policy requires first evaluating \(Q^*\) and thereafter computing a greedy policy in \(Q^*\).

Equation (2) is turned into an interactive approximation procedure [19]. Q-learning begins with an arbitrary Q-function, observes transitions \((x_k, u_k, x_{k+1}, r_{k+1})\), and changes the Q-function with each step.

\[
Q_{k+1}(x_k, u_k) = Q_k(x_k, u_k) + \alpha_k \left[ r_{k+1} + \gamma \max_{u'} Q_k(x_{k+1}, u') - Q_k(x_k, u_k) \right]
\]

(3)

It uses temporal difference that is the difference between the optimal Q-value of \((x_k, u_k)\) and the current estimate \(Q_k(x_k, u_k)\) and the updated estimate \(r_{k+1} + \)
γ max Q_k(x_k+1, u'). This new approximation is based on a sample of the right side of the Bellman equation (2), which has been applied to Q_k in the pair of state-action (x_k, u_k). x' is replaced in our sample by the observed next state x_k+1, and observed reward r_k+1 is put instead of ρ(x_k, u_k, x'). The learning rate that is α ∈ (0, 1) is usually time-varying and usually decreases over time.

According to [19], [21], [52], under the following conditions, the Q_k sequence provably converges to Q*

First, every state-action pair is experienced infinitely, often asymptotically. Next, for each state-action pair, explicit, distinct values of the Q-function are stored and modified. Additionally, while \( \sum_{k=0}^{\infty} \alpha_k \) is infinite, the sum expression \( \sum_{k=0}^{\infty} \alpha_k \gamma^k \) is finite.

The first criterion can be met if, among other conditions, the agent continues to try all actions in all states with greater than zero probabilities. This is known as exploration, and it can be achieved by selecting a random action with probability \( \epsilon \in (0,1) \) and a greedy action of \( (1-\epsilon) \) probability at each step. By doing this, the third criterion, which is the \( \epsilon \)-greedy exploration procedure, is obtained. In most cases, the probability \( \epsilon \) decreases with time.

The Markov decision method has been generalized to the multi-agent case, sometimes referred to as stochastic game, as follows [33]:

**Definition 2.** A tuple \( \langle X, U_1, \ldots, U_n, f, \rho_1, \ldots, \rho_n \rangle \) is a stochastic game where a finite set of environmental states is denoted by \( X \). \( n \) denotes the number of agents involved. The finite sets of actions accessible by agents are denoted by \( U_i, i = 1, \ldots, n \), generating the joint action set \( U = U_1 \times \cdots \times U_n \). The state transition probability function is \( f : X \times \times \times \mathcal{X} \rightarrow [0,1] \), and the reward functions for the agents are denoted as \( \rho_i : X \times \times \times \mathcal{X} \rightarrow \mathbb{R}, i = 1, \ldots, n \).

The reward functions are assumed to be bounded, and the state transitions are the outcome of all the agents working together in the case of a multi-agent system; that is, \( u_k = \{ u_{1,k}, u_{2,k}, \ldots, u_{n,k} \} \), \( u_k \in U, u_{i,k} \in U_i \) in which \( T \) is the vector transpose. The policies \( h_i : X \times \mathcal{U}_i \rightarrow [0,1] \) combine to shape the \( h \) joint policy. Since the agents' \( r_{i,k+1} \), rewards are contingent on joint action, their results are contingent on the joint policy: \( R^h_i(x) = E \{ \sum_{k=0}^{\infty} \gamma^k r_{i,k+1} | x_0 = x, h \} \).

Every agent's Q-function is determined by their joint action and policy, \( Q^h_i : X \times \mathcal{U} \rightarrow \mathbb{R} \), with \( Q^h_i(x,u) = E \{ \sum_{k=0}^{\infty} \gamma^k r_{i,k+1} | x_0 = x, h, \rho \} \). The reward functions for all agents in cooperative stochastic games are the same: \( \rho_1 = \cdots = \rho_n \). What is more, they all have the same goal of maximizing the common return and also the same outputs, \( R^h_i = \cdots = R^h_n \).

Q-learning algorithm is given in Algorithm 1:

**Algorithm 1 Q-Learning**

**Require:**
- State Set \( X = \{ x_1, \ldots, x_n \} \)
- State Set \( U = \{ u_1, \ldots, u_n \} \)
- Reward function \( \rho : X \times \mathcal{U} \rightarrow \mathbb{R} \)

**End procedure**

### III. SCENARIO DEFINITION

In order to elaborate the problem in details it is better to first start with problem scenarios.

#### A. SCENARIOS FOR MULTI-AGENT PROBLEM

Figures 1a, 1b, and 1c show three of our sample scenarios in which three robots are expected to traverse a short route from the start point to the goal point. The robots are circular, and the action space consists of four actions, turn left, turn right, step forward and do nothing. This way, in order for a robot to go to a specific point, it first needs to turn towards the point by...
choosing one of the turn-left or turn-right actions, and then it can traverse the direct path by choosing step-forward action. Lines in the environment image represent the obstacles. The robots colliding with the obstacles will fail and will end the running episode and get a large negative reward. Robots reaching the goal point will get a large positive reward and wait for other robots to come. In this case, the episode finishes when all robots reach the goal point, or other robots wander around the environment for a long time, exceeding the maximum step counts. Robots also get a small negative reward in each step. This is for encouraging the robots to reach the goal from a short path. The designed system uses a decentralized controller that is placed on all robots and plans a collision-free short path for each of them at the same time.

![Diagram of the environment with obstacles and goal point](image1.png)

**FIGURE 1.** Test scenarios: (a) a scenario with cluttered U-shaped obstacles; (b) a scenario resembling an indoor map of a building. (c) a scenario with a room and cluttered obstacles.

### B. DEFINING MODEL FEATURES FOR CUSS

One critical contribution of this paper is the compression of state space size in memory. State space is the set of all possible states of the system; in other words, it is a mathematical model that is represented by variables or sometimes called features. These features should be defined according to the simulation environment and also behaviors we want to design for our controller. Features should cover all information we need for the controller. In other words, we have to make sure we have enough features in which problem can be solved by doing one action in each state. For example, suppose we want our controller to avoid collision with obstacles according to our scenario and environment. In that case, we should include the object's actual position or relative position in our features, or we may handle collisions by giving a sense of position for the controller by adding coordinate features.

While designing the state space, having more than one action for a state means that we need to introduce an extra feature. To elaborate, say we have an environment with only one robot and one goal point. It might seem that it is enough only to introduce x, y position features for a controller to take the robot from any point in the environment to the goal point. Although this might work for robots that can go in any direction at each step but in our case, the robot first has to take action to turn into the right or left direction and then to go forward. This way, only the two x, y features will not be enough for finding the right action; since the controller does not have a sense of the robot’s current direction and will try to put more than one action inside one state. Thus, the correct method for doing this will be to add the feature of the robot's direction. Despite the first method, if the robot turns left, it will find itself in a new state and may choose a different action. According to the environment and behavior specifications, a standard state space for this scenario will have nine features.
- The distance between the active robot and the goal point \( (d_g) \). This is the essential information for the controller in order to guide a robot to the goal.
- The relative angle of the goal point to the active robot \( (\alpha_g) \). The relative angle of goal is the angle of line crossing the center of the active robot and goal point. It is the \( \arctan2(Vy, Vx) \). Without the angle of the goal point, the robot will not have a sense of relative position, and thus, it cannot find a path to the goal.
- The angle of the robot \( (\alpha_r) \). The robot has to have information about its own direction in order to be able to decide whether it has to rotate left/right or not.
- Collision feature \( (c_r) \): This feature keeps relevant value for the collision. It has two states.
- Goal feature \( (g_r) \): This feature keeps if the robot has reached the goal state or not with two modes.
- The information of the other two robots: These features are repeated for each extra robot.
  - Distance to i'th robot \( (d_{r_i}) \): In order to avoid the collision with the other robots, an active robot needs to know the distance from that robot
  - Angle to i'th robot \( (\alpha_{r_i}) \): In addition to the distance of the other robot, an active robot needs the relative angle to the other robot. Otherwise, the active robot will not be able to avoid collisions.

The first problem with these features is that except state features, the rest of the features are continuous and are needed to be discretized to be used in Q-Table. While representing the final results, it is possible to generalize the Q-function and make it seem continuous with smooth movements; this would be somehow like supervised learning in which the controller is able to predict values it has never seen before; e.g., using fuzzy inference system on Q-table. However, that is not the focus of this paper. One aspect that this paper wants to address is to propose a discretized model for solving a continuous state space problem of multi-agent robot navigation in a partially cluttered environment, and then compress the Q-table to optimize the memory usage. The proposed model is validated by performing a set of experiments.

Discretization of features refers to the process of converting or partitioning continuous features to discretized intervals, also coming with some degree of loss in accuracy. In other words, a range of values in the environment will be represented with one value making it possible to keep in a finite discretized array. The discretization amount is mainly limited by the size of the computer RAM. Thus, in the discretization process, we first prioritized the features by their importance; by doing some trials and errors, we decided which ones needed to discretize more and require more memory.

For example, maximum value for the distance to goal feature can be 950cm (it is the hypotenuse of the environment minus the robot’s radius) and maximum value of the robot’s angle can be 360 degrees. In our tests we divided the distance-to-goal feature into eighteen parts and robot angle into 8 parts making their step size 52 and 45 respectively. If we had done the opposite the distance-to-goal step size would be about 119cm’s which is not proper for solving the problem and in some cases, robots would not be able to pass the obstacles. According to this, by doing some trial and errors the highest to lowest discretization amount is given to distance-to-goal, angle-to-goal, distance-from-other-robots, active-robot's angle, and angle to other robots, respectively.

\[
S(d_1, \ldots, d_n) = p.c. \prod_{i=1}^n d_i
\]  

\[
(d_1', \ldots, d_n') = \arg\max_{(d_1', \ldots, d_n')} S(d_1', \ldots, d_n') \leq \{d_1, \ldots, d_n\} | S(d_1, \ldots, d_n) \leq M \}
\]

The more formal definition of discretization process is given in equation (4), (5) and the flowchart in the figure 2. The Q-table size is calculated utilizing the equation (4) in which \( S \) is the Q-table size function, \( d_1, \ldots, d_n \) represent the discretization amount of each feature in the state space, \( p \) is the data-type size used in Q-table and \( c \) is the total action count defined in the environment. Objective is to maximize the discretization amount while staying under the maximum memory size \( M \) utilizing the equation (5).

**C. DEFINING MODEL FEATURES FOR CCSS**

As stated before, given features will introduce a vast state space, especially in a continuous space problem. After discretization, in search of a way to reduce its size, we found a way to stack non-overlapping states and reduce state space size. Additionally, we reduced the state count introduced with some features. By non-overlapping states, we mean the features which are not used simultaneously in one state. i.e., In this scenario, collision and goal states are non-overlapping and cannot happen at the same time. In addition to that, for our problem, we know that although there are many different positions in the environment in which collision can occur, there is a need for only one collision state in the problem’s state space. The reason is that we do not need a differentiation between collision states for our scenario since they have the same negative reward and, the position of the collision is not crucial for these scenarios. All these reasons also apply to the goal feature, so a single state is enough for it too.

Bearing these reasons in mind, we found that instead of introducing a new variable for every feature, we can stack some of them on top of each other, and this way, we can reduce the state space size in memory significantly. Additionally, the feature discretization amount for some features can be reduced to only one. This does not reduce the actual state count of the problem but it will reduce the memory usage. We call this feature stacking.

It should be noted that feature stacking reduces the utilized memory size. That is because the Q-table size would not be
defined by multiplication of discretization amount of each feature and instead will be the result of multiplication of sum of stacked features. For example, let’s assume that we have only three features in an environment, “A”, “B” and “C” that are discretized into “10”, “10” and “2” parts respectively with possible “4” actions for the agent. With this setup utilizing CUSS would require a “Q-table” with size “800” states in the memory obtained by the multiplication of “10x10x2x4”. However, if it is decided to employ feature stacking of CCSS Q-table “480” states obtained by the multiplication of “10x12x4” will occupy the memory. As a result, utilizing CCSS algorithm reduces the memory size (memory cost) by 40% for this example.

This is crucial in Q-Learning because the main problem of this method is its Q-Table size that, according to problem space, grows polynomial, quadratic, or even faster, by adding features to state space or increasing the discretization amounts. In our experiments, we observed that by adding each extra feature or increasing discretization amount the size of Q-Table proliferates from megabytes to gigabytes or terabytes and makes it almost impossible to be filled or saved. The impact of feature stacking approach on deep Q-learning architectures might be beneficial but it needs further research involving complex experiments based on different scenarios.

Adding an adapter unit that piles up the feature values for adding into Q-Table and vice versa.

After feature stacking in the new state space, there remained five features instead of seven that are:

- $d_g$ Distance-Status which will hold all distance to goal, collision, and goal reached features at the same time,
- $a_g$ The relative angle of goal point to the active robot,
- $a_r$ The angle of the robot,
- Information of the other two robots, these features are repeated for each extra robot.
  - $d_{ri}$ Distance to i’th robot
  - $a_{ri}$ Angle to i’th robot

We should pay attention that although these new features significantly reduce the required memory size, they do not affect the learning process and duration. Basically, this is because the actual state space is the same and still finding all states leading to a collision state is necessary. The learning graphs in the experiments section support this assertion.

### C. Dynamic Object Prioritization

The next problem we have is applying Q-Learning on a swarm of robots; however, we already know that if we continue using the same method, we have to add two extra features per extra robot. This makes it impractical to utilize Q-Learning on a swarm of robots even by using CCSS to compress the controller’s state space. This is because each agent contributes its own variables to the combined state-action space, the complexity of the multi-agent reinforcement learning algorithm grows exponentially with the number of agents. As a result, the dimensionality curse in multi-agent reinforcement learning is more severe than in single-agent RL [33].

For solving this problem, we developed another method to make it possible to handle any number of robots using CCSS. To be able to do so we limited sensory data provided for the Q-Learning algorithm, and prioritize the sensory data given to the controller. The prioritization process determines which two robots’ positions should be passed to CCSS. Figure 3 shows the priorities for the active robot, which is the blue robot in the center.

Taking these into consideration and analyzing features, we found three non-overlapping “Distance to the goal”, “Collision”, and “Goal-reached” features. These features are not needed at the same time, i.e., we will not need distance to the goal and goal-reached feature values after the robot collides. Therefore, these features are stacked on top of each other. By feature stacking, we mean putting the features on top of each other, and in practice, it is done by separating ranges of one variable for several features. This can be done by
is measured by the probability of causing a collision. According to our robots’ movement mechanism, the robots in front are more important than the robots on the sides of the active robot or the robots in the rear. The next prioritization criterion is the distance of the other robots to the active one. The robots in the rear of the active robot are entirely omitted unless there are no other robots in front, even if they are close. That is because, in the short term, no action taken by the active robot can cause a collision with the robots in the rear. The pseudocode of the corresponding algorithm is given in Algorithm 2.

**Algorithm 2 Prioritization**

Require: \([d_1, a_1], \ldots, (d_n, a_n)\) as DA (distance-angle of all nearby dynamic obstacles (robots))

Ensure: to select two most important robots to pass to the controller,

1: Procedure Prioritize Robots (DA)
2:     \(A = \text{Sort}(DA, "by rear or front")\)
3:     \(B = \text{Sort}(A, "by distance")\)
4:     \(C = \text{AddAnglePriorityDimension}(B)\)
5:     \(D = \text{Sort}(C, "by angle priority")\)
6:     \(E = \text{GetTop2}(D)\)
7: Return \(E\)

**IV. EXPERIMENTS**

The proposed methods have been extensively tested in order to show their applicability, effectiveness, and optimization ratio. Experiments are conducted with an Intel Quad-core machine running at 2.8 GHz, with 16 GB of RAM memory in the windows operating system. The system was designed using the python programming language and Pygame [53]. Pygame is a cross-platform Python module set devised for writing video games and simulators and covers computer graphics and sound libraries.

In these sets of experiments, the proposed method described in the previous section was tested and compared with the uncompressed version under three different test scenarios. The scenarios’ initial states are shown in Figures 1a, 1b and 1c. Also, three different controllers are designed based on state spaces mentioned in the previous section namely, “Controller with uncompressed state space” (CUSS), “Controller with compressed state space” (CCSS) and “Generalized CCSS”(GCC).

**A. MEMORY USAGE COMPARISON**

In conducted tests first, we compared the CUSS and CCSS methods’ size in memory. Next, we compared and demonstrated the effectiveness of both methods in solving common navigation problems and learning speed. Then, we used the CCSS among with obstacle prioritization algorithm (GCC) for multi-robot navigation on the same scenarios.

In order to use Q-Learning for continuous state space, it is needed to be discretized. In the discretization process, although it would be smoother and more reliable to discretize the environment into more parts, there is a limitation for this. The more we discretize the state space, the more it will take it to learn, and more importantly, it will need more memory for calculations and saving the final model.

Two criteria determine the maximum discretization amount for a problem with continuous state space: the requisite feature count and RAM memory size. Features are determined primarily by the problem specifications; thus, their count cannot be
Table 2. The number of states and memory size of CUSS and CCSS for comparing the needed memory

| Robot count | Feature Discretization amount \((d_g, a_g, a_r, (d_r^1, a_r^1, \ldots))\) | No. of Q-Table elements CUSS | No. of Q-Table elements CCSS | Actual size in memory CUSS | Actual size in memory CCSS | Reduction Ratio |
|-------------|-------------------------------------------------|------------------------------|----------------------------|---------------------------|---------------------------|----------------|
| 1           | \((6, 6, 4, (6, 4, \ldots))\)                  | 1,327,104                    | 442,368                    | 5.06MB                    | 1.69MB                    | 66.6% |
| 2           | \((12, 12, 4, (12, 4, \ldots))\)              | 21,233,664                  | 6,193,152                  | 81MB                      | 23MB                      | 70.8% |
| 3           | \((18, 18, 8, (18, 8, \ldots))\)              | 214,990,848                 | 59,719,680                 | 3280MB                    | 911MB                     | 72.2% |
| 4           | \((24, 24, 12, (24, 12, \ldots))\)            | 9,172,942,848              | 2,484,338,688              | 34992MB                   | 9477MB                    | 72.9% |
| 5           | \((36, 36, 16, (36, 16, \ldots))\)            | 110,075,314,176            | 29,047,652,352            | 419840MB                  | 110592MB                  | 73.6% |
| 6           | \((6, 6, 4, (6, 4, \ldots))\)                  | 31,850,496                  | 10,616,832                 | 121.5MB                   | 40.5MB                    | 66.6% |
| 7           | \((12, 12, 4, (12, 4, \ldots))\)              | 1,019,215,872               | 297,271,296                | 3888MB                    | 1134MB                    | 70.8% |
| 8           | \((18, 18, 8, (18, 8, \ldots))\)              | 123,834,728,448            | 34,398,535,680            | 472064MB                  | 117760MB                  | 72.2% |

The memory size utilized by the application has a direct relation with the feature count, discretization amount, and data type. After performing a lot of trials, the best discretization values for \(d_g\) (distance from goal), \(a_g\) (angle to goal), \(a_r\) (robot's current angle), \(d_r^1\) (distance from another robot), \(a_r^1\) (angle of the other robot) features are found to be 18, 18, 8, 18, and 8, respectively, that give us an acceptable smoothness in performing the actions and achieving successful navigation while not exceeding the available memory size. Additionally, we should bear in mind that the discretization is done according to important of each feature as it is discussed in the previous section. The \(g_r\) (goal reached) and \(c_r\) (collision features) both have two states, so they will not change after discretization. With these values at hand, total state count and total memory usage for both methods are given in table 2.

Table 2 shows the size comparison between CUSS and CCSS with different discretizations for multi-agent navigation problems regarding Q-Table element count and actual size in memory. Discretizations are continued until a relatively reasonable amount of RAM for a powerful scientific computer. The features of the environment in the second column are explained in the previous section for both CUSS and CCSS. The results show a considerable amount of 70% reduction in memory usage amount using CCSS. It is worth mentioning that adding more robots was not practical; otherwise, the needed RAM amount would exceed reasonable limits, or the discretization amount would drop so that the problem could not be solved. For example, adding an extra fourth robot to the fourth row would need two extra features, increasing Q-Table size about 144 times needing about 10,566GBs of RAM for our tests.

The first column in Table 2 shows the robot count in the environment. The second column shows the different discretization amounts for each feature of the environment. The next two columns are the number of states calculated according to the discretization amount using CUSS and CCSS methods. The next two columns are the actual size of the Q-Tables in memory calculated in python. The last column is the reduction percentage of the Q-Table using CCSS over CUSS. By considering preliminary experiment results, learning rate \(\alpha\) is set to “0.7” and the discount factor \(\gamma\) is set to “0.9” for conducting final experiments. Performing the tests, we observed that giving an extra positive reward for actions that take the robot nearer to the goal not only made the learning process faster also helped the robot to get out of suboptimal loops faster. Dismissing this extra reward increases the learning process significantly. The robots sticking in a suboptimal loop return to the same state and choose the same action as before for several times, but with this mechanism, the problem does not last long; since after a while, the robot starts to prefer the action that takes it nearer to the goal. On the other hand, this mechanism extends the learning duration of passing local minima (i.e., U-shaped obstacles or empty rooms near the goal). However, according to our experiments, this is usually a negligible time in most scenarios. Another mechanism that we utilized to handle suboptimal loops was keeping the last \(n\) step taken by the robot and prevent choosing the same action in the same state in the same learning episode. This mechanism’s job is to encourage the robot to explore in these situations.

B. Episode Evaluation and Complexity Analysis

To evaluate each running episode and see the progress in learning, we made an equation that gives the highest to lowest reward in the following order. The highest reward is given to an episode in which the robot reaches the goal from the shortest path, and immediately comes the episode in which the
robot reaches the goal from a long path. Then the next high reward is given to an episode in which the robot does not reach the goal but also does not collide. This is because, in our observations, we realized that this case happens rarely and, in most cases, happens when the robot has learned to recognize the obstacles yet, cannot find a way to the goal. This means that it has significant progress in learning the environment; otherwise, it would crash into an obstacle after a while. Following these kinds of episodes is the reward in episodes in which the robot wanders for a while and then crashes with an obstacle. Next and the worst cases are the episodes in which the robots crash shortly after the episode starts. This usually happens at the beginning of the learning. According to these criteria, we come across equation 2, in which \( t \) represents the time step count, \( r_g \) is the goal reward, \( r_s \) represents the step reward, \( r_c \) is collision reward and \( s_c \) represents the step count. Multiplication of \( |\frac{r_g}{r_s}| \) into \( r_g \) and multiplication of \( |\frac{r_c}{r_s}| \) with \( r_c \) intensifies the difference between the mentioned situations and makes them more distinguishable.

\[
e_r = \frac{tr_s + r_g * |\frac{r_g}{r_s}| + r_c * |\frac{r_c}{r_s}|}{s_c} \quad (6)
\]

In terms of complexity we should consider that in our problem the agents do not have initial knowledge of topology of the state space, thus it is an unknown state space. Additionally, there are no duplicate actions in this problem and also at first Q-table initialized with zero. According to [54], [55] the worst-case complexity of reaching a goal or terminal state with these configurations is \( \mathcal{O}(n^3) \).

### C. NAVIGATION RESULTS

Looking at the results attained from trained models with both CUSS and CCSS, we saw their prosperity in navigating the robot from an admissible short and safe path to the goal. Results for both methods are very similar, so we only demonstrated the results of CCSS. The sample generated path for each scenario is shown in Figures 5a, 5b, and 5c.

The paths shown here are the exact paths we get while exploiting the learned model; however, we could not include all the robot turns. Sometimes, the robots select the do-nothing action or turn-left or turn-right actions in each waypoint before continuing to the next waypoint. For more readability, we omitted them. Experiments show that the innate nature of the Bellman equation was finally able to find an acceptable short path, sometimes with negligible deviations.

It should also be noted that it is sometimes possible to remove minor deviations from short path by extending the learning duration, however, overextending the learning process makes the robots forget the previously found short paths. This problem is intensified in a multi-agent environment. Excessive exploration can disrupt the other agents, making the exploring agent’s learning task more difficult [33]. It should be kept in mind that not all the deviations are due to insufficient learning, e.g., robot 3’s turn at the beginning of the path in Figure 5c. This turn is for avoiding collisions.
D. LEARNING GRAPHS OF CUSS AND CCSS

Figures 6a and 6b illustrate three different runs of learning stage and their corresponding learning graph for CUSS and CCSS, respectively, for the scenario defined in figure 6b. The horizontal axis of the graph shows the episode number, and the vertical axis shows the reward attained at the respective episode. Graphs are drawn according to equation 2. For drawing these graphs after every 200 episodes, the algorithm is tweaked to only work in exploitation mode for 50 episodes to measure the quality of the trained model so far. The program starts with a high percentage of exploration at first, and then it is reduced step by step as the learning progresses. Each point on the graph is the result of averaging of total reward in these 50 episodes. It can be seen that the learning graphs of both CUSS and CCSS are very similar.

Both methods have nearly identical state spaces, but their storing strategies vary from each other. So, we do not expect their learning duration to be different. Analyzing the graphs in Figure 6, both methods have converged to a reasonable solution after about “400,000” episodes. We should keep in mind that these methods are to some degree stochastic, meaning that the same problem with the same method might find the solution a little faster in one run in comparison with another. However, learning cannot be finished permanently at an early stage or always at the same stage, because, for creating an acceptable model, most of the states are needed to be explored which is encouraged by putting default zero values into Q-Table.

E. NAVIGATION IN SWARMS WITH MORE THAN THREE ROBOTS

In the next set of experiments, we conducted tests for our swarm navigation algorithm using CCSS and (GCC). For this, we utilized the same three scenarios from the previous experiment. In this set of experiments, we chose a swarm consisting of nine and eighteen robots and the results are shared in table 3. For the purpose of demonstration with an image, we chose the test with nine robots because the overlapping trails were more traceable with the eye. The figures below show the sample results:
Despite the three robot experiments in these scenarios, there was not enough space for all the robots around the goal point, so we removed the robots as they reached the goal. Therefore, in 18 robot experiments, several robots might reach the goal from the same point without colliding.

As it can be seen from Table 3, generated solutions for all scenarios are in a reasonable and near-optimum range. In most cases, the tests conducted with more robots requires more time to be completed. This is partially due to more dynamic obstacles that cause unexpected deviations from the actual short path. In other words, the presence of more robots makes the environments more indeterministic, and thus, future state prediction becomes more burdensome, especially for robots behind the front line; however, looking at the average values, we can say that it is not a noticeable problem. This is mainly because the number of generated optimal and non-optimal paths are almost equal, dropping the average within the same range as in three robot cases. What is more, analyzing the minimum and maximum distance traveled, adding more robots helped the model learn a better solution, and also, in most cases, the worst case is also better. This is primarily because of more test cases that are available for these test scenarios.

V. CONCLUSION

Q-Learning is an adaptive model-free reinforcement learning algorithm that extracts policies without modeling the environment or needing the model of the environment, making it a more flexible and straightforward algorithm in comparison with model-based algorithms. However, it necessitates a considerable amount of memory, making it unfeasible for large tasks. This paper introduced a new method that compresses the state space size and lowers the memory cost (CCSS) for making it possible to solve more complicated problems, especially the problem of steering decentralized multi-agent systems, relying on Reinforcement Learning. The proposed model achieves high success in multi-agent navigation systems with three agents. Next, another method introduced and employed for reducing the sensory data by utilizing an object prioritization algorithm; utilizing this method integrated on top of the first method (GCC) made navigation possible for more than three agents. The experimental results present the memory reduction percentage, navigation results, and performance measures for experiments, conducted for different complex scenarios. The results reveal the significant memory reduction for multi-agent tasks utilizing the proposed method. Furthermore, conducted tests have revealed that these techniques are successful in solving the navigation problem and identifying near-optimal solutions. It can also be shown from the performance results that increasing the size of the swarm does not affect the average performance. The results of this research also encourage the authors to further investigate proposed methods using deep-Q-learning algorithm specially the “GCC” that potentially can reduce the learning duration and input feature size while increasing the swarm count.

VI. FUTURE WORK

Q-learning has the advantage of not requiring the model of the environment enabling us to design controllers for complicated tasks such as decentralized multi-agent navigation problem; however, there were still many problems that are needed to be addressed in this paper. We can name some of addressed issues as follows: Sharing data between agents in learning phase mainly in order to accelerate the learning, designing a model for coping with decentralized multi-agent navigation problem, coping with limited memory problem and discretizing the features while not exceeding the memory size. For future work we suggest applying the designed system on real robots. Another possibility is applying this method on a different multi-agent task rather than navigation. Additionally,
the effects of feature stacking introduced in this paper can be further investigated on a deep Q-learning system.
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