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Abstract

Question generation has recently gained a lot of research interest, especially with the advent of large language models. In and of itself, question generation can be considered "AI-hard", as there is a lack of unanimously agreed sense of what makes a question "good" or "bad". In this paper, we tackle two fundamental problems in parallel: on one hand, we try to solve the scaling problem, where question-generation and answering applications have to be applied on a massive amount of text without ground truth labeling. The usual approach to solve this problem is to either downsample or summarize. However, there are critical risks of misinformation with these approaches. On the other hand, and related to the misinformation problem, we try to solve the 'safety' problem, as many public institutions rely on a much higher level of accuracy for the content they provide. We introduce an adversarial approach to tackle the question generation safety problem with scale. Specifically, we designed a question answering system that specifically prunes out unanswerable questions that may be generated, and further increases the quality of the answers that are generated. We build a production-ready, easily-plugged pipeline that can be used on any given body of text, that is scalable and immune from generating any hate speech, profanity or misinformation. Based on the results, we are able to generate more than six times the number of the quality questions generated by the abstractive approach, and with a perceived quality being 44% higher, according to a survey to 168 participants.

1 Introduction

Question generation is the task of generating questions given context and keywords. Recently, with the advent of large language models, question generation has been applied to a wide variety of domains, the most sensitive of which is probably question generation from children’s textbooks and stories for educational purposes [ZHW+22, LCC+18]. Apart from these, there have been a lot of instances where question generation is applicable to a large user base. When the data size is sufficiently large, human supervision of these generative systems is not feasible. In order to scale such question generation systems, abstractive summarization is one of the most widely used techniques [LTY21, DTCZ17, DSC17, NO21, ANKM22].

With that being said, let us invite our readers to examine one decently interesting examples of how state-of-the-art abstractive models (google/pegasus-xsum) can be shockingly wrong. For Figure 1, to the best of the knowledge of the two authors, we have failed to discover the commonality between pumpkins, drugs and, especially, condoms. This question is left for future research. However, what’s more dangerous than comparing pumpkin against condom is that abstractive summarization has been shown to create misinformation [SBA+20, EPX19]. Misinformation is dangerous to the society, particularly with the rise of fabricated misinformation [WAR18, ASL20]. Misinformation destroys trust between people and institutions, particularly in the area of public health [STL19], political engagement [JZ20] and science [WB21].

Modern question generation frameworks are usually following a generative approach, where the input is the "context" from which the questions are asked – if the process is "answer-guided", then additional keywords follow suit. One caveat behind this is many modern AI-generated question answering models may produce false information. As these question answering frameworks are massively scaled, we would soon reach to a point when human monitoring becomes ineffective. Even if human-in-the-loop monitoring is realistic, there were still mixed results for the human-in-the-loop or crowdsourced truth verification during the influx of information and breaking news [SRLB+21, RSP+21]. There are certain scenarios in the AI-generated question-answering applications where absolute truths must be
hold: consider using such applications in the event of election, legal inquiries and health documents, we must generate answers from and only from the traceable texts.

```json
{'input': 'Border patrol officials found Tuesday what the agency said was $400,000 worth of methamphetamine hidden inside pumpkins at the U.S-Mexico border in Texas, according to U.S. Customs and Border Protection. The discovery was made at the Eagle Pass Port of Entry across from Piedras Negras when an SUV coming from Mexico was referred for further inspection, CBP said. CBP said 136 condoms were filled with 44 pounds of liquid methamphetamine and hidden inside four pumpkins. A photo released by the agency appeared to show items packed into a hollowed out squash. It characterized them as Halloween decorations.',
'output': 'What do pumpkins, drugs and condoms have in common?'}
```

Figure 1: Example of Abstractive Model Failed to Work

In this paper, we tackle the problem of scaling without inviting the risk of creating misinformation. To do this, we avoid the use of summarizers to downsample the input text. Instead we devise a 'maximal generation' approach. We also propose an adversarial approach to question generation, and results show that the generated questions from an adversarial system are more than 40% better than a vanilla abstractive question generation system. As part of our adversarial system, we integrate a question answering system in addition to the question generator to filter out 'bad' questions. We use state of the art question answering system trained on SQuAD v2.0 [RJL18], which contains negative examples. We also show results from a model trained on SQuaD v1.1 for further understanding the effectiveness of our adversarial approach when the training resources are limited. We are pursuing question generation in a 'keyphrase-guided' or perhaps more commonly known as the 'answer-focused' format, where the inputs are a given "context" and a "keyphrase" within that context. Traditionally, this "keyphrase" is assumed to be the answer to the question that is generated. This is as opposed to the end-to-end format, where a body of text is given as input and a set of questions are produced as output, with or without the answers. We pursue this avenue since we believe that this is much more controllable, relevant and much more deployable in a real world application.

Another contribution of this paper is the improvement on the coherence and relatedness of the answers with this new adversarial approach, since the answer is generated by the question answering system, given the question, instead of being the keyword around which the question was generated. That being said, we find that often the keyword is a subset of the answer span. Due to the fact that many of the generated questions cannot be answered in one phrase, we find that our coherence of answer to question is much higher, since our adversarial system extracts a span of text and is not limited to one phrase. We identify this as a major bottleneck to all question generation systems that have thus far been developed.

In summary, we attempt to solve the following three painpoints in this paper:

- We address the problem of scaling, and the problem of possible misinformation generation from question generation systems which is a direct result of the currently most widely used solution to scaling.
- We propose an adversarial approach to question generation which includes question answering.
- We prove that this approach not only eliminates 'bad' quality questions, but also increases the cohesiveness between the question and the answer.
2 Related Works

In this section, we split the literature review in two parts. We begin the first part by providing a brief history on the development of question-generation models. We then follow it by introducing a concise discussion over the impact of AI-generated question-answering models on the modern society.

2.1 Understanding Question Generation Models

While there have been several earlier works on question generation, [HS10, BFE05] most are grammar-focused methods for question generation, where rule-based techniques are employed, while others are question pattern focused, where commonly used question patterns are mined from large text corpora and re-used. With the advent of sequence-to-sequence models, there has been renewed interest in question generation as a field. We have seen several attempts at question generation using RNN-based sequence-to-sequence models, like [WWF+20] where the authors have created an end-to-end RNN based question generator, with query representation learning applied to query-based question generation.

There is also RNN-based question generation based on knowledge graphs [RRKJ17]. Interestingly, [DTCZ17] gives two types of distinct question generation approaches, one using a CNN and a retrieval based techniques, and another using and RNN and a generation based mechanism. In their work, they attempt rather the opposite of what we attempt in that they attempt to use question generation systems to increase the performance of question answering systems. We however, use a question answering system to further increase the quality of the generated question. Since we do not find explicit solutions to the scaling problem before the transformer era, we can only hypothesize that it was not imagined to be a problem due to the fact that RNNs can take arbitrarily long sentences. Researchers have noted decreased performance over larger sequences, but this problem is a generalized problem for all RNNs. With the advent of transformers [VSP+17] that we find several approaches using the encoder-decoder architecture for question generation. It is at this point that the scaling problem comes into the picture, since transformers, unlike RNNs, have a limited input capacity, and therefore text has to be chunkified before being given as input. Since this is a extremely expansive list with applications across domains like visual question generation, and since there are dedicated surveys to cover this topic, we refer the reader to [PLCK19, KLP+20, CS18, DMPS21] for a very broad list of all the various implementations of transformers with applications to question generation. Within this broad research area, we identify answer-guided transformer-based question generation as being the best performing, most widely usable, and most relevant to the real world. [LCCC20] is a transformer-based end-to-end question generation approach. They use GPT-2 [RWC+19] for the actual generation process. There have also been BERT [DCLT18] based models for question generation, given by the work in [CF19], where the authors developed a sequential model for BERT based question generation. However, these works and results are compelling cases for using a full-transformer for this task instead of just an encoder or just a decoder stack. Due to the performance demonstrated in [LTY21, RSR+20], and since a full transformer is an encoder-decoder network, instead of just an encoder stack or a decoder stack, we choose to use a T5 [RSR+20] for the generation process. Going by the results given in [LTY21], we realize that a well-trained Pegasus [ZZSL20] could give a comparable performance, but we leave those studies up to future research. Pretrained transformers for question generation tasks give state of the art performance across a wide range of domains.

We also see a progression towards question generation with multiple choice answers [LTY21], where the authors also used a T5 and Pegasus models for generation, and then created distractor options for a given answer. This line of work is perhaps the closest to what we are doing now. However, most critically, they use summarizers to scale a given text to fit the input size of a transformer, and further, they take the keyword as an answer as a given. In our approach, the answer is regenerated using a question answering system.

We also find that there is considerable research in terms of controllable generative models [HNHT21, KMV+19]. However, for question generation at the moment, there exists no objective metrics by which we can judge the semantic quality of a question. Although there are "syntactical" metrics, like ROUGE [Lin04] and METEOR [BL05], these scores need references to test how good the produced output is. For question generation, the same question can be asked in a variety of different ways.
Question quality prediction remains an open research topic. For these reasons, even though there is research in the direction of controlled language models, we cannot leverage them to further fine-tune question generation. There is also significant research in terms of question generation in the domain of computer vision [KBFF19], some with question answering integrated into it [LDZ+18] and other research where it is goal-oriented [ZWS+18]. However, visual question generation is outside the scope of this paper. Finally, we find that in most of these approaches, especially in the transformer-based approaches, researchers have used abstractive summarization to shorten the length of the input to make it scale. Critically, fake news generation is a known problem with abstractive summarization models [SBA+20, EPX19]. While there has been research towards the analysis of factual statements made from abstractive summarizers [LSL20, KKS22], none of these approaches are ready to be integrated with tasks such as question generation.

2.2 Understanding the Social Impact of AI-Generated Question-Answering

AI-Generated content is prone to error, with or without malicious intent from the content creators. In fact, AI-generated bots and content generators have already incurred solid repercussions in the political participation and engagement [KMB22]. As even real credible users may spread false information and disinformation without good judgment [SWL19], there is no guarantee that AI-generated contents, even learned from absolutely human-created resources, are trustworthy [Yam16], not to mention the malicious acts [ZHR+19].

While there are many powerful methods we can apply to tackle misinformation and disinformation, such as AnswerFact [ZDML20], EANN [WWF+20], Mvae [KGGV19], and many else [SWL19, LL20], none of them are quality-driven. Moreover, many recent methodologies take a significant infrastructure toll on latency, model complexity and computing resources. Note that many public institutions and agencies cannot afford to train a large AI model for their in-house texts, and applying an unknown QA model can be very risky. As discussed in the earlier of this writing, relying on human-in-the-loop detection is post-hoc and dangerous.

We aim to develop an industry-strength, light-weight question generation framework that can be safely scaled to massive amount of content. In the next two sections, we introduce how the new pipeline applies to news aggregation and news ranking applications with high confidence of generated questions.

3 Problem Definition and Study Procedure

The objective in question generation is to generate a question from a given body of text. There are two widely accepted approaches to do this. One is to employ "end-to-end" question generation systems [LTY21], where a set of questions are simply generated from a given body of text, with no additional inputs, or control over the generation process. The second approach is "answer-guided" question generation, where the answer is given along with the "context" from which to generate the question. This is the approach we are pursuing in this paper, as it provides significantly more control over the generation process.

3.1 Scaling and Misinformation

Due to the size limitation problem of modern transformers, the most widely used approach to scale a given question generation system is to use a summarization model, which is usually another large language model [ZZSL20] which has been fine-tuned for the summarization task. We find in our experiments that this yields misinformation due to the inherent biases in any large language models that are developed during training.

We define Maximal Generation as the process of generating a question-answer pair for every keyword-context pair. We use this approach to solve the scaling problem, instead of using a summarization model or subsampling the data. We employ KeyBERT [SL19] for keyphrase extraction. This does mean that the number of questions that are generated for a given body of text is more than the number of keywords. Given that the question-answer pair is being generated for each keyword-sentence pair, we also find experimentally that in all of the cases we have seen so far, the input dimension of a transformer is large enough to not cause a problem. While it is true that we do not summarize, we
also find experimentally that very often, summarization includes significant downsampling in terms of the amount of information that is being conveyed in the output phrase. In practice, this same result can be achieved by simply discarding several of the questions that are generated. Indeed it is to prevent misinformation and semantic corruption that we do not summarize or downsample the amount of information we are presented with.

3.2 Data
We collected data from our top push news articles database in which each articles have at least more than 500 words and have more than 1,500 user clicks on push notifications on such articles. The dataset consists of 11,028 news articles, which well represents current trend of user read habits on news articles. To this end, we employed a segmented sampling of different news article categories that intend to include articles from a broad array of questions. For the majority of them (6,053) we have some hashtags associated with the article. We excluded articles that are heavily incentivized or intent for advertisement (mostly in food & drinks section). A small percentage (∼ 3.5%, 212) of them are considered ‘evergreen’ content which has a lifespan much longer than typical news articles. The purposes of including such golden set is two fold: (1) we use them for a qualitatively assessed dataset with human-in-the-loop judgments and quality measurement (as discussed in Section 3.4); (2) we used them to verify the integration of generated questions into the news knowledge graph, and the effectiveness of building a ‘question graph’ in which questions with relevant entities are attached incoming articles.

The top push articles are stored in an enterprise-internal content platform and updated hourly and to be retrieved from Hive. For the purpose of pipeline training, we use the past seven days of data. The knowledge graph is built in Neo4j, with external (Wiki) entities removed to exclude confounding effects from the question answering generation framework.

3.3 Adversarial Question Generation Pipeline
Our adversarial question generation pipeline includes four steps. An overview of this pipeline is available in Figure 5.

The first step is where we employ a coreference resolver [JCL+20] to tackle all the coreferences within a a given body of text to allow questions to better stand on their own. To our knowledge, we are also the first to attempt to use coreference resolution [NC02] to improve the quality of a question.
generation system. Experimentally, we notice that the impact of this is extremely dependant on the input text and the inherent limitations on the performance of the coreference resolver. As shown in Figure 4, we substantially corrected the problem. For this reason, we do not conduct an extended study on the use of coreference resolution for question generation. We leave optimizations of this performance up to future research.

For Step 2, we use a KeyBERT for keyphrase extraction from a given context. For each sentence in which the extracted keyword is relevant, we extract that sentence to obtain a set of context-keyword pairs. Each of these context-keyword pairs, we fine-tuned a T5-large [RSR+20] (NewsGraph-T5) trained on our dataset to generate a question that are specifically fit in the news feed recommendation setting.

In Step 3, we generate an answer, instead of taking the keyword as the default answer like the current approaches, using a fine-tuned RoBERTa model, which has shown to give state-of-the-art results in question answering. Note that questions generated at this step is matched to the news knowledge graph, where other relevant questions are searched and queried for to congregate the best predicted quality of question sets for a given article. Linking question-answering framework will substantially amplify the quality of the question-answering framework performance. However, to exclude confounding effects, all the statistics in the ‘Results’ section will not include the additional benefits from knowledge graph. In other words, we consider only the questions being generated from a single instance.

As for the last step, since the primary RoBERTa model we are using is trained on SQuaDv2.0 [RJL18] which contains negative examples, we filter out any question-context pairs for which the model gives ‘¡s¿’ output which is the delimiter character. In order to crack down any questions include profanity, slurs, and discriminative wordings, we fine-tuned a ToxicBERT [LN21] model for filtering out any toxicity in the generated output without harming the legitimate questions that include some words with intensity. Since ToxicBERT is an established system in and of itself, we do not conduct further reasoning to profile its performance.

We are attempting to answer a given question using a question answering model which has been trained on superior data that include open questions. The reason we cannot use this same superior data to further constrain the generation process for question generation is that constraining the generation process with unanswerable questions degenerates into a much large and much more theoretical problem in modern artificial intelligence, which is constrained generative models. We find that for question generation this approach is more appropriate since we only get questions that can be answered from a given context, and does not rely on assumed inherent knowledge on the part of the reader. However, this non-support does not disqualify us from achieving our goal, as we are aiming for a pipeline that generates reliable, safely scaled questions that can be traced from hard evidence in the articles. Open-source answering invites too many unknown variables, and thus is outside of the scope for this work.
3.4 Evaluation and Focused User Studies

Evaluation of question-answering quality is extremely intricate. In light of standard evaluation metrics for a question-answering metrics that focused on accurate answering, metrics like mean reciprocal ranking \[ \text{MRR} \], F-1 score or exact matching make sense. However, a common theme of MRR, F-1 score and EMs are that they all reward brevity. Brevity on its own is not bad. However, overemphasis on brevity has made question answering framework producing shorter, hard-to-digest information than they could have been to serve readers. Readers typically enjoy complete sentences and a comfortable-sized answer that provide them answers that require least amount of effort. Therefore, we propose two qualitative evaluations of the question-answering qualities of our model compared to the others.

User Surveys and Focused Studies We conduct one user survey and one user focused studies, respectively on perceived question generation quality for the top selected questions and the distribution of qualities for all questions being generated from our system. The details regarding how to conduct the user survey and focused studies are included in Section 4.

Readers may well challenge us for why we do not include quantitative measures anyway. We do not feel including EMs, F-1 score or MRR is a fair game because in the following examples, we focus on generating questions rather than merely answering preset questions. There is no groundtruth, even for a public dataset to evaluate other models for the questions we generate. We further argue that the other alternatives (XLM-Roberta, tinyBERT, etc.) can be easily plugged into our pipeline. We use the current fine-tuned RoBERTa given our best interests in training resources, but other options are also supported.

4 Experiments and Results

We conduct two sets of experiments. The first is where we profile the performance of an adversarial system v/s a vanilla question generation system. The second set of experiments is for our scaling approach, where we attempt to profile the differences between scaling using abstractive summarization vs our "Maximal Generation" scaling approach. The advantages of having an adversarial approach include an increased answer quality for a given question. One hypothesis is that the answering system will filter out unanswerable questions due to the fact that it was trained on a superior dataset, as opposed to vanilla methods, where there is no filtering involved. We also hypothesise that this approach will increase the coherence between a question and its answer. Secondly we analyze the impact our scaling approach has on the question generation pipeline, as opposed to the traditional approaches to
scaling which is to use abstractive summarization and/or to downsample the amount of data that is being fed into the generator. We are not concerned about the performance of KeyBERT for keyphrase extraction and therefore we avoid questions created from irrelevant keywords.

4.1 Adversarial System

First we test the hypothesis that an adversarial system gives a much lower number of unanswerable questions by filtering out unanswerable questions that are generated. To do this, we generate 500 questions from a vanilla T5 question generator, which has shown to give state-of-the-art performance previously, and then we use the exact same keyword-context pair to generate questions using our adversarial approach. We filter out questions for which the answering systems gives the special token "¡s¿" output. We record the "Dropout", which is defined as the fraction of questions that are thrown away from the generated output by the QA system. To further understand these results, we do a human evaluation on the quality of the generated questions, on a 1-5 Likert Scale. The human study is done by a group of 168 graduate students, product managers, data scientists, and software engineers, selected at random, and are asked to rate the quality of a question without the answer; at this stage, we are simply using the QA model to filter out bad questions. Since we are using more than 100 news articles to generate the questions, we do notice that the inherent quality of the article has an impact on the dropout rate, but in this experiment, we are observing that the average quality of the questions independent of factors like the relevance of the input article, keyword, etc is higher with our adversarial approach (Results given in Table 1). This is because poorer quality generated questions are discarded by the answering system.

Secondly, we use the same experimental methodology to measure the "Coherence" between the question and answer, in both the vanilla approach and our adversarial approach. "Coherence" is defined as the explainability of a given answer to a given question; How well does an answer suit a given question?. For a question-answer pair to achieve 5 on the Likert scale would mean that the answer is a perfect explanation to the question and that the human needs no further clarification on the matter. This is also given in Table 1. Moving on to the "Quality" metric, to elaborate on the
experimental setup regarding the quality of a question, we ask the participants to score the question regardless of the relevance of the topic. For instance, a question that requires the reader to have some context knowledge, given which, the question is understandable and is perfect in every other way like syntax and grammar, is scored very close to 5 on the scale. Each question is scored by at least two participants.

We do not consider the relevance of a given news article in this experiment, since we are looking to objectively judge the performance differences between a vanilla generator, and our adversarial approach. Furthermore, the keyword extractor has an impact on the relevance of the question-answer pair.

We consider three models, two of which are RoBERTa variants, and the last one is a BERT-Large-Uncased. One of the RoBERTa models and the BERT model is trained on SQuaDv2.0 [RJL18], and the remaining RoBERTa variant is trained on SQuaDv1.1. We see, rather surprisingly, that the RoBERTa model trained on SQuaDv1.1 is not far behind the same model trained on SQuaDv2.0, although SQuaDv2.0 has negative examples specifically designed for reading comprehension. Rather predictably, the vanilla BERT model falls behind both the RoBERTa variants, except in the "Dropout" criterion. Interestingly, despite dropping out a larger fraction of the question, we see that the quality does not improve much (or at all). This does go to show the relevance of the RoBERTa model for question answering. We notice the impact of source quality on dropout since the dropout scores are relatively lower than text taken from relatively more famous sources.

Since we are not employing abstractive summarization or downsampling to scale our system, we
|                        | Coherence | Dropout | Quality |
|------------------------|-----------|---------|---------|
| Vanilla Question       | 3.191     | N/A     | 2.542   |
| Generator              |           |         |         |
| Adversarial Approach   | 3.810     | 22%     | 3.661   |
| (RoBERTa-Base-SQuaD2)  |           |         |         |
| Adversarial Approach   | 3.577     | 18.6%   | 3.161   |
| (RoBERTa-Base-SQuaD1.1)|           |         |         |
| Adversarial Approach   | 3.673     | 26.8%   | 3.161   |
| (BERT-Large-Uncased-SQuaD2)|   |         |         |

Table 1: Experimental Results for Vanilla approach vs Adversarial approach with various models.

control the number of questions that have been generated by limiting the number of keywords that are extracted from every article. In our experiments, since the article quality may vary, and since we are not attempting to constrain the fundamental question generator, we discard non-sensical questions when measuring the coherence of the question-answer pair. Another subject we address is the degenerative nature of over-generalized questions. For example, a question along the lines of "What type of wolves are being listed as endangered by the State?" cannot be answered without its accompanying context. However, since neither the generator nor the answering system can be faulted for this, we do consider this as an acceptable question since, since the objective is to measure the syntactic and semantic coherence and quality of a question within the context.

4.2 Maximal Generation versus Abstractive Summarization

We define Maximal Generation as the process of generating a question-answer pair for every keyword-context pair. We conducted an experiment where we used abstractive summarization and generated questions versus when we used our approach to generate questions. We measure three metrics, namely "Articles Needed", which is the number of articles needed to generate 100 questions, "Relevance Fraction", which is the number of questions that are relevant from the generated set, and "Quality"; measured in the same way as in the previous experiment, using the same adversarial approach. For measuring the number of articles needed, we use the "Pegasus-XSum" abstractive summarization model [ZZSL20] to create a summary of the input article before generating questions based on that. Due to size limitations, we split up a news article into chunks as needed, where the maximum length is set to be less than 512, splitting at the closest sentence. We realize that chunkification has an impact on the number of questions per article, and that these results will vary across specific models used, especially if the summarization is done using long-document transformers [BPC20]. However, irrespective of the specific model used (state-of-the-art Pegasus model in our case), we see that the number of questions generated by our adversarial approach is significantly more than the number of questions generated by the abstractive summarization approach. While the number of chunks affects the number of questions generated in the vanilla approach, our scaling approach does away with this limitation. This is because usually, we find that abstractive summarization only gives 1-2 sentences as a summary, while we generate a question-answer pair for each keyword-sentence pair. Since our approach does not have this limitation, the number of questions we generate is independent of the number of chunks the text is split into. Moving on to "Relevance Fraction", this is the number of questions that are retained from the generated question set, judging by the relevance of the question topic with respect to the source article topic.

|                        | Articles Needed (Per 100 Questions) | Relevance Fraction | Quality |
|------------------------|-------------------------------------|--------------------|---------|
| Abstractive            | 42.2                                | 0.82               | 3.425   |
| Summarization          |                                     |                    |         |
| Maximal Generation     | **6.67**                            | **0.15**           | **3.3** |
| (Our approach)         |                                     |                    |         |

Table 2: Experimental Results for Abstractive Summarization vs Maximal Generation
We find that maximal generation did generate a set of irrelevant questions since the keyword extraction model (KeyBERT) identifies some keyphrases as relevant. That said, we see that the relevance fraction for maximal generation is significantly lower since we find that only the top few questions are relevant within the context of the article. Other questions do not tend to be in keeping with the context. However, on several occasions, we did find that abstractive summarization has given fake news. To our knowledge, none of the generated questions from our approach are factually incorrect.

The final measurement is with respect to the quality, which is measured in the same way as it was in the previous experiment. We see that the quality is not affected much by the scaling, as it has very little to do with the actual generation process. We do see a slight increase for the abstractive summarization technique, and we hypothesize that this is due to the fewer number of questions that are extracted from each article, thereby showing an increased quality. Note that despite the larger number of questions being generated, the perceived quality of generated questions are overwhelmingly good. Here, we invite anonymous reviewers to evaluate and label the quality of all questions being generated from the same article. To avoid biases, each reviewer is given only one random article with all of its generated questions at a time. We demonstrate the results in Figure 8. As we can observe here, the overall perceived quality of questions are still very good: the majority of questions are not oversimplified, incomprehensible or of less reasonable interests.

Figure 8: Results of the Perceived Quality of ALL questions generated from the same article

In short our experimental results gives the following conclusions:

- Our scaling works does not generate fake news, since it does not involve creating extra data.
- The "Coherence" and "Quality" of generated questions are higher with our adversarial approach, since all un-answerable questions and trivial questions with too many answers are filtered out.
- The number of articles we need to generate a given number of questions is much lower with our scaling approach.
- While our scaling approach does produce irrelevant questions, we do end up with more relevant questions per 100 questions than vanilla approaches.

We also have a ToxicBERT model to prevent any toxic output from the pipeline. However, since it is a previously well-established model [LN21], we do not conduct further experiments on it.
5  Future Research and Current Limitations

We leave larger ablation studies like replacing the Question Answering system that we are currently using with higher performance longformer [BPC20] models to future research since in this paper, our objective was to simply show that an adversarial approach gives better generative quality for question generation; although we did consider several of the state-of-the-art models, we do not analyze any QA model of the longformer family. Another objective that we had in this paper is to show that we do not need to have abstractive summarization which can cause misinformation and we do not need to subsample the data. While we showed that our approach to scaling decreases the amount of data required to generate any number of given questions, we were unable to do larger studies on the flat-lining of the quality versus the number of keywords extracted. Current limitations include the lack of studies done on the quality of generated questions, the absence of purely objective measures, and the absence of any sufficiently large groundtruth data (except our golden dataset, which is not open) to judge the quality of a question outside of a given context. Given these limitations, question generation and quality analysis for questions becomes a very under studied topic. Therefore for future research, we propose the creation of a dataset, which includes relevance, as calculated from a topic graph. Furthermore, we propose training PLMs with objectives that promote the learning of the topic relevance and bias towards generating questions that can be assumed to have a high relevance and quality. Finally, we also propose the finetuning of PLM encoders to identify the difference between high syntactical and low syntactical question quality.
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