A Novel Approach to Address External Validity Issues in Fault Prediction Using Bandit Algorithms
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SUMMARY Various software fault prediction models have been proposed in the past twenty years. Many studies have compared and evaluated existing prediction approaches in order to identify the most effective ones. However, in most cases, such models and techniques provide varying results, and their outcomes do not result in best possible performance across different datasets. This is mainly due to the diverse nature of software development projects, and therefore, there is a risk that the selected models lead to inconsistent results across multiple datasets. In this work, we propose the use of bandit algorithms in cases where the accuracy of the models is inconsistent across multiple datasets. In the experiment discussed in this work, we used four conventional prediction models, tested on three different dataset, and then selected the best possible model dynamically by applying bandit algorithms. We then compared our results with those obtained using majority voting. As a result, Epsilon-greedy with $\epsilon = 0.3$ showed the best or second-best prediction performance compared with using only one prediction model and majority voting. Our results showed that bandit algorithms can provide promising outcomes when used in fault prediction.
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1. Introduction

Fault prediction is an important activity in software planning and quality control. Previous studies have utilized various techniques, such as feature selection[12], to predict faults in software components. Many studies compared and evaluated various models and prediction techniques across multiple datasets[3], [9]. However, in most cases, these models show different performance levels across different dataset (e.g., [3], [12]), making their practical use limited. This is because existing datasets can be quite diverse, and therefore, there is a risk that the selected model or technique may perform badly on certain datasets. D’Ambros et al. [3] pointed out that external validity in fault prediction is still an open problem. This is because managers mostly use only one fault prediction model across different projects, which might not share the same characteristics. In addition, if two new fault prediction models have been developed, and they have not been compared, it is not clear which model should be used and when.

To help with the selection of accurate and consistent models, we propose the adoption of bandit algorithms to the model selection process. Although bandit algorithms[16] are ‘classical’ algorithms that have been around for a long time, they have been recently utilized in various new fields to solve different optimization problems, such as web optimization. We explain bandit algorithms in more detail below.

2. Proposed Solution

2.1 Bandit Algorithms

Bandit algorithms are often explained through an analogy with slot machines. Assume that a player has 100 coins to bet on several slot machines, and the player wants to maximize their reward. Usually, the player might select only one slot machine and bet all 100 coins on that machine. In contrast, bandit algorithms suggest that the player to bet only one coin on each slot machine to seek the best chances.

Multi-armed bandit problem is to seek sequentially best candidates (they are referred to as arms) whose expected rewards are unknown, to maximize total rewards. The following is the simplest bandit algorithm:

- The player bets one coin on one arm.
- Exploration phase: when the average reward of the currently selected arm is lower than that of others, the player selects another arm with higher average reward. This action is aimed at finding the arm with the highest reward, and therefore, it is referred to as exploration.
- Exploitation phase: when the average reward of the current arm is the highest (or equal), the player keeps playing on the same machine. This action is aimed at exploiting the highest reward arm.

An example of bandit algorithm is shown in Table 1. Initially, the average reward of each arm is set to zero.

1. Arm A is selected randomly. When the reward of arm A is $-1$, its average reward becomes $-1$. 
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2. Arm B is selected because its average reward is higher than that of A. When the reward of arm B is 1, its average reward becomes 1.

3. Arm B is selected again because its average reward is higher than that of A.

The first trial is regarded as the exploitation phase, and the second and third trials are the exploration phase.

The epsilon greedy strategy is a method to choose a random option with probability epsilon. It selects arms through the following algorithm.

- The best arm is selected with the probability $1 - \epsilon$ for the exploitation phase based on the average reward of each arm.
- One of the arms is randomly selected with probability $\epsilon$ for the exploration phase, ignoring the average reward.

When the value of $\epsilon$ is 0, arms are always selected based on the average reward of each arm. In contrast, when the value of $\epsilon$ is 1, arms are always selected randomly. As bandit algorithms, we used the epsilon greedy strategy, and set $\epsilon$ as 0, 0.1, 0.2, and 0.3 in the experiment.

2.2 Proposed Solution

Steps required to utilize bandit algorithms: To apply bandit algorithms to fault prediction models during software testing, the following tasks are required.

1. Building multiple prediction models.
2. Recording testing results.
3. Comparing prediction and testing results.
4. Selecting a model based on the average reward.

Task 1 is performed only once, and task 2 is generally performed during testing - even when we do not apply bandit algorithms. Tasks 3 and 4 are performed automatically using a logging mechanism during testing. While additional tasks may be required, when applying bandit algorithms the risk of using low accuracy prediction models can be suppressed.

Details of proposed solution: In integration testing, except for big bang testing, modules are tested in a sequential order. So, the test order (i.e., test priority) of software modules are decided based on the results of fault prediction models. For best results, faults should be detected and removed as early as possible. That is, when modules are predicted as “fault-prone”, they should be (re)tested earlier. Our proposed method consists of the following steps:

1. Create test order lists using various prediction models.
2. Select one of the test order lists with the epsilon greedy algorithm.
3. A module is tested based on the order of the list.

4. The test case log is recorded.
5. If the prediction and the test log are found to be the same, the reward of the prediction is set to 1. If they are different, the reward of the prediction is set to −1.
6. Return to step 2.

In step 1, based on source code metrics of each module such as LOC (lines of codes) and other complexity metrics, each module is predicted as either “fault-prone” or “not-fault prone”. Then, modules are sorted by the prediction outcome to create the test order lists. Figure 1 shows an example of the lists created in step 1. As shown in the figure, there are three lists made by models A, B and C. However, we do not know which list will result in the best accuracy.

In Figs. 1 and 2, the created new test order includes m3, m5, m7 (shown in bold in the figures), m1, and m4 (shown in underlined). The order of modules m3, m5 and m7 is part of the list created by model A, and m1 and m4 is part of the list by model B.

Figure 1 shows steps 2–5 in the first iteration. In the figure, the list created by model A is selected in step 2 randomly. Module m3 is tested first, since it is predicted as “fault-prone” in the selected list. In step 3, module m3 is tested, and then faults are found in m3. The test log is recorded in step 4. In step 5, compared with the test log, the prediction of m3 included in the list created by A is correct. Therefore, the reward is set as 1. Similarly, the prediction included in the list created by B and C is evaluated. By comparing the av-
average rewards of the order lists generated by models A, B and C, model B resulted in the highest average.

In the fourth iteration, based on the average value, the order list created by model B is then selected in Step 2. Module m1 (underlined in Fig. 2) is tested first, since it appears at the top of the selected list B. After the test of module m1 (i.e., in the fifth iteration), module m4 (underlined in Fig. 2) is then tested. Although module m3 appears after m1 on the selected list B, m3 has already been tested. So, module m4 is then tested in the fifth iteration.

Steps 2–6 are performed repeatedly during the test execution phase. In contrast, ordinal software testing performs steps 1–4 only once. In step 2, a test order list (i.e., a prediction model) is selected based on some reasoning to enhance the prediction accuracy of models. For example, a list made by logistic regression with the feature selection technique (correlation-based filter-subset technique with the best-first search method) is selected, as the studies of Ghotra et al. [8], [9] showed that it outperforms other models on some datasets.

Differences with typical bandit algorithms: There are two major differences between the proposed solution and a typical use of bandit algorithms. Typical bandit algorithms can evaluate only one arm on each trial. In contrast, in software testing, we adopted an approach to evaluate all order lists (i.e., arms) in each iteration (i.e., trial). However, the reward on software testing cannot always be set properly. Not all faults can be detected during integration testing. However, even when faults are not found during integration testing, they could be possibly detected in later testing (i.e., during system testing and after the release of the software). Therefore, as shown in Fig. 3 (text in bold), the probability of errors in rewards is set at $p\%$ probability (when faults are not detected during integration testing, but found later). In the experiment presented in this paper, we simulated this reward error, setting $p$ as 20.

Another possible issue is test flakiness — where test outcomes are nondeterministic. This may lead to either false positives or false negatives. Our approach does not account for such cases.

Differences with ensemble techniques: While both bandit algorithms and ensemble techniques [14] use multiple prediction models, ensemble techniques do not include the exploration phase (in our case, this happens during testing). The prediction results of ensemble techniques are regarded as one of the arms, and therefore, bandit algorithms and ensemble techniques can be used together.

3. Experiment

For the experiment, we used three datasets which were collected as part of the NASA Metrics Data Program. Those datasets are:

- KC4: 125 modules, 61 (48.8\%) faulty modules
- MW1: 403 modules, 31 (7.7\%) faulty modules
- PC4: 1458 modules. 178 (12.2\%) faulty modules

We selected these datasets based on the diversity of the size of each dataset and the ratio of faulty to not-faulty modules. Although those datasets are relatively old, they are still useful and have been used in recent studies, e.g. [9].

To predict fault-prone modules, we built different prediction modules using Decision tree (DTTree), Neural Network (NN), Logistic regression (Logistic), and Linear discriminant analysis (LDA). Those are conventional methods that have been widely used for defect prediction studies, such as [8], [9]. Other machine learning approaches such as random forest and support vector machine could also be used. We are considering all those methods in our future work.

Additionally, to compare the effect of our approach with the other existing approach, we used a majority voting algorithm (Voting) [2] based on the above four prediction models. Voting has been used on similar studies on defect prediction (e.g., [11]).

When applying bandit algorithms, prediction results by the prediction models were sorted by module size, in addition to the prediction results (i.e., fault-prone and larger modules are tested first). This is because we assumed that there will be a risk-based testing [6] in place. Note that the indirect effect of modules size should be taken into consideration here before performing any prediction [18].

As explained in Sect. 2.2, not all faults can be found during the integration testing phase. Based on companies’ large-scale data [1], about 17% of faults are usually found after integration testing. This means evaluation of prediction results by bandit algorithms are not correct in 17% probability when the modules are faulty. Considering the possibility of faults being overlooked, we randomly reversed signs of the reward settled by the bandit algorithms.
at 20% probability when the modules are faulty (i.e., the value \( p \) on Fig. 3 was set as 20).

We applied hold-out method to evaluate the prediction accuracy. The dataset was randomly separated into learning and testing sets, and the ratio of learning to testing sets size is 3:1. We performed the separation 10 times, and to evaluate predictions performance, we calculated the average of evaluation criterion values acquired on the 10 repetition.

We used the area under the curve (AUC) to evaluate the performance of each prediction model. AUC provides a measure of performance across all classification thresholds. To calculate AUC of the bandit algorithms, predictions selected by the algorithms were used. For example, in Fig. 1 and 2, the selected predictions are “m3, m5, m7, m1, and m4 are faulty,” and AUC is calculated based on that.

Prediction values are real numbers in most models. When we applied bandit algorithms, we set the cutoff value as 0.5, and the prediction values were converted into binary values (i.e., faulty or not-faulty). Note that when the predictions are binary values, AUC is the same as the average of a true positive and true negative rates. To align the condition, we also converted the prediction values derived by conventional prediction models into binary values.

### 4. Results

First, we compared the prediction accuracy of bandit algorithms (Table 2). The table shows AUC values and rank of AUC across the four parameters in each dataset. The average values of AUC and the rank among the three datasets are also shown in the Table 2. The average AUC and average rank of AUC of Epsilon-greedy (\( \varepsilon = 0.3 \)) method attained the highest among the three algorithms. Evidently, Epsilon-greedy (\( \varepsilon = 0.3 \)) was the algorithm with the highest accuracy across the four parameters.

Next, we compared the prediction accuracy of Epsilon-greedy (\( \varepsilon = 0.3 \)) with conventional methods. The prediction accuracy values are shown in Table 3. For the MW1 dataset, the difference in the AUC value between the best model LDA, and Epsilon-greedy was almost the same. For the KC4 dataset, the difference of AUC between the best model (i.e., NN) and Epsilon-greedy was 0.03. For the PC4 dataset, the best model was Epsilon-greedy (\( \varepsilon = 0.3 \)). That is, the prediction accuracy of Epsilon-greedy was 0.03 lower than the best model at the worst case. The average AUC of majority voting was the second lowest, and the average rank was the lowest among the prediction methods. Across all three datasets, the average AUC value and rank of Epsilon-greedy was higher than the four prediction methods and majority voting. Therefore, using Epsilon-greedy (\( \varepsilon = 0.3 \)), we can obtain better fault prediction performance, without considering which is the best model.

Note that for the PC4 dataset, AUC of bandit algorithms was higher than that of the four prediction models. This is because the prediction results were sorted by module size. When module size was large, bandit algorithms selected the order list by LDA, while selecting the list by NN when the module size was small. The selection affected the prediction accuracy positively.

### 5. Related Work

#### Online learning

Bandit algorithms can be considered as an online learning method [7]. Several online learning methods have been applied to fault prediction in the past (e.g., [17], [19]). However, the assumption in the past studies is that fault prediction models should be rebuilt continuously as prediction targets of software systems might change over time. Based on this assumption, it is recommended to build prediction models continuously, using new data which are acquired sequentially during the development (i.e., online).

However, in these previous studies, the accuracy of the different prediction models are not taken into considerations in order to optimize the prediction. Our study is different in that we assume the prediction models do not change over time, and based on this assumption, the accuracy of prediction models are taken into consideration.

Wang et al. [19] applied online oversampling and undersampling techniques to software fault prediction in order to address the class imbalance issue in faults datasets. However, the study did not consider the accuracy of prediction models to optimize the prediction.

Tabassum et al. [17] applied online learning to Just-In-Time software defect prediction models in order to compare the outcomes of three different proposed methods. Although the authors used majority voting (simply by counting the majority, and not the weighted majority[13]), their approach aimed at building multiple prediction models repeatedly, based on data points which are sequentially added to the models. That is, they did not consider the accuracy of prediction models to optimize the prediction online. The study [17] assumes that the prediction models are not only used in the testing phase but also in the whole software development process. The study used datasets that were collected from a company from a period of 9–10 months, and other datasets that were collected from open source projects.
for a period of 6–14 years. Hence, it is natural to assume that the performance of the prediction models will vary over time (given the nature of the different datasets).

**Dynamic model selection:** Some studies [5], [15] focused on the issue that prediction models do not result in best possible performance across different datasets. In these studies, the focus was on the dynamic selection of prediction models from a set of available models. Di Nucci et al. [5] selected prediction models dynamically to predict fault-prone modules where Rathore et al. [15] did the same to predict the number of faults. However, the selection process was based on characteristics of prediction target modules such as code and design metrics, while the proposed methods did not consider the accuracy of prediction models to optimize the prediction. Therefore, their methods might not be suitable to address the issue of the external validity of prediction models.

### 6. Conclusion and Future Work

We applied bandit algorithms in order to dynamically select accurate fault prediction models. Bandit algorithms are commonly utilized to help with optimization problems. Previous studies assumed that the accuracy of the prediction models are evaluated before the testing phase (i.e., offline). Hence, external validity in fault prediction was the important problem. In contrast, we empirically show that, with our approach, the accuracy of the models can be evaluated during testing phase (i.e., online). To the best of our knowledge, this is the first instance of a bandit algorithm (or similar online learning methods) being applied to the fault prediction problems, and compared the accuracy of the algorithms with various prediction methods.

In this work, we applied Epsilon-greedy bandit algorithm, by changing the parameter \( \epsilon \) (i.e., the probability for the exploration). We used four conventional prediction models and majority voting on three datasets. As a result, when we used Epsilon-greedy with \( \epsilon = 0.3 \), the prediction accuracy was the best or the second-best on each dataset. The results are promising, as they suggest that bandit algorithms can prevent the selection of low accuracy fault prediction models and achieve better prediction performance than conventional methods and majority voting.

This is an ongoing work. In the future, we plan to evaluate our approach on larger datasets, and use the methods proposed in this work to evaluate the performance of other prediction models across multiple datasets.
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