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Abstract
Dimensionality reduction algorithms are commonly used for reducing the dimension of multi-dimensional data to visualize them on a standard display. Although many dimensionality reduction algorithms such as the t-distributed Stochastic Neighborhood Embedding aim to preserve close neighborhoods in low-dimensional space, they might not accomplish that for every sample of the data and eventually produce erroneous representations. In this study, we developed a supervised confidence estimation algorithm for detecting erroneous samples in embeddings. Our algorithm generates a confidence score for each sample in an embedding based on a distance-oriented score and a random forest regressor. We evaluate its performance on both intra- and inter-domain data and compare it with the neighborhood preservation ratio as our baseline. Our results showed that the resulting confidence score provides distinctive information about the correctness of any sample in an embedding compared to the baseline. The source code is available at https://github.com/gsaygili/dimred.
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1 Introduction

There has been an upsurge in size, heterogeneity, complexity, and dimensionality of generated data as a result of developments in information technologies, data collection tools, and techniques. Visualization of data is not possible on an ordinary display considering the high dimensionality. Various dimensionality reduction (DR) algorithms have been developed in order to visualize high dimensional data, make them suitable for analysis, and produce simpler and more meaningful representations without losing the intrinsic pattern of the data. DR methods have continued to evolve, often independently in multiple fields including for genome-wide gene expression [1], single-cell RNA sequencing [2], genomics [3, 4], natural language processing [5, 6], computer security [7], and biomedical signal processing [8].

DR is a type of unsupervised machine learning that can be applied as a preprocessing step before clustering as well as solely for visualization. DR algorithms can be classified into two groups: linear and non-linear. Linear techniques such as Principal Component Analysis (PCA) [9], Singular Value Decomposition (SVD) [10], Linear Discriminant Analysis (LDA) [11] use linear functions to transform high dimensional data into lower dimension. Non-linear techniques such as Kernel PCA [12], Isomap [13], and t-Distributed Stochastic Neighbor Embedding (t-SNE) [14] are used for data having complex non-linear structures and intend to preserve non-linear geometric structures [15].

Currently, many studies comparing various DR algorithms are being addressed in the literature [15–18]. Recently, t-SNE has become one of the most popular DR algorithms especially for the visualization of image data containing many examples, such as MNIST [19], and genomics data such as Allen Brain Atlas Mouse Brain dataset [20]. Additionally, it is utilized to achieving better classification performance with the reduced dimensional space [21]. Hence, we use t-SNE in our experiments. While non-linear DR methods like t-SNE provide visual insight into the underlying pattern of high-dimensional data, they do not provide an explicit parametric mapping between the high-dimensional data space and its representation in the low-dimensional space (embedding). Hence, they are not
reconstructable which makes error detection a much harder task. It is critical to mitigate erroneous samples in an embedding especially while visualizing medical or genetic data.

In the literature, there are many studies aiming to generate confidence and detect errors for various domains such as medical image registration [22–25] and stereo matching [26–28]. Recently, DR becomes also the focus of error estimation research [29]. Evaluating and comparing the embeddings are typically done qualitatively, by placing projections side by side and letting human judgment to determine which projection is the best. There is also a study that proposes a quantitative way to evaluate embedding results similar to human perception [30]. Additionally, several techniques have been developed to detect erroneous samples, most of which rely on retaining local neighborhood rankings [18, 31, 32]. Ranking-based metrics focus on maintaining the neighborhood for each sample in both high dimensional space and embedding. Any change in the neighborhood, either an intrusion or extrusion of samples, is indicated as an error regardless of the class label of the extruder or intruder. However, we advocate that any change in the order of the neighborhood shouldn’t be considered as an error as long as the neighborhoods in the embedding consist of the samples that belong to the same class. On the contrary, if we visualize a sample with a different label than the majority of the samples in a cluster, we consider that sample as an error. Hence, the definition of error in an embedding should be related to class labels, not the order of local neighborhoods. To find a confidence score that is correlated with class-based error, we propose a supervised confidence estimation method with distance-based features extracted using neighborhoods from high- and low-dimensional spaces.

We outline here, the main contributions of our proposed approach:

1. Our algorithm generates confidence scores for embeddings that can distinguish erroneously embedded samples from the correctly embedded ones.
2. The proposed confidence estimation approach can be used on datasets from different domains (domain-independent).
3. The confidence score can be generated for each sample in the embedding that may lead to the removal of erroneous samples in the embedding to have more reliable representations of the data.

In our study, we make a comparison between the $K$ neighbors in the high-dimensional space and those in the embedding for extracting the features using different similarity measures on the high-dimensional space. To mitigate the effect of intrusions and extrusions both distances from the neighbors in high- and low-dimensional spaces, distances are sorted in an increasing order. Then, we use these features to train our random forest regression algorithm to predict a confidence score that indicates how trustworthy a sample is in the embedding. To our knowledge, we are the first to propose such a confidence score in particular for non-linear dimensionality reduction algorithms such as t-SNE.

We structured the rest of this paper as follows: Sect. 2 contains a description of t-SNE, definitions of correct and erroneous samples, confidence and NPR scores and the formulation of our proposed confidence estimation algorithm, followed by an experimental setup and dataset description. Experimental results on seven different datasets from two different domains (image and gene expression) are presented in Sect. 3. We elaborate our results in Sect. 4 and draw our conclusions in Sect. 5.

2 Methodology and experimental setup

Our proposed confidence estimation algorithm consists of feature extraction using different distance measures on high-dimensional data and training a random forest regression algorithm to predict a confidence score that indicates how trustworthy a sample is in the embedding. All the sub-steps in our algorithm are described in the following sections in detail.

2.1 t-Distributed stochastic neighbor embedding (t-SNE)

t-SNE is an unsupervised machine learning algorithm for visualization developed by Laurens van der Maaten and Geoffrey Hinton [14]. t-SNE is a non-linear dimensionality reduction technique to keep close neighborhoods in the high-dimensional space also close together in low-dimensional space. The t-SNE algorithm calculates a similarity measure between pairs of instances in the high- and low-dimensional space. It converts the high-dimensional Euclidean distances between data points $x_i$ and $x_j$ into conditional probabilities $p_{ij}$ as:

$$
p_{ij} = \frac{\exp(-||x_i - x_j||^2/2\sigma_i^2)}{\sum_{k\neq i} \exp(-||x_i - x_k||^2/2\sigma_i^2)} \tag{1}
$$

where $\sigma_i$ is the variance of the Gaussian that is centered on data point $x_i$. It preserves the local structure of the data using heavy-tailed Student-t distribution with a single degree of freedom to compute the similarity between two points in low-dimensional space rather than a Gaussian distribution, which helps to address the crowding and optimization problems. $y_i$ and $y_j$ are the low-dimensional counterparts of the high-dimensional data points $x_i$ and $x_j$. This gives a second set of probabilities ($q_{ij}$) in the low-dimensional space:

$$
q_{ij} = \frac{(1 + ||y_i - y_j||^2)^{-1}}{\sum_{k\neq j}(1 + ||y_k - y_j||^2)^{-1}} \tag{2}
$$
Then t-SNE optimize these two joint probabilities using the sum of Kullback-Leibler cost function and a gradient descent optimization method. The cost function $C$ is given by:

$$C = \sum_i KL(P||Q) = \sum_i \sum_j p_{ij} \log \frac{p_{ij}}{q_{ij}}$$  \hspace{1cm} (3)

We applied t-SNE to obtain embeddings using the manifold package of the Sklearn library. t-SNE has a parameter called perplexity which is a hyperparameter to be set by the user and can affect the resulting embeddings substantially. The default value for perplexity is 30 in the original implementation [14] and we also use this value in all of our experiments.

### 2.2 Definition of the erroneous and correct samples

To label samples in an embedding as erroneous or correct, we check whether each sample has the same label as the majority of its $K$ nearest neighbors. Algorithm for finding the erroneous samples according to majority of the closest neighbors is given in Algorithm 1. First, Euclidean distances are calculated and sorted to determine the $K$ closest neighbors in the embeddings. Then, we count the number of the closest neighbors with the same label as the sample and indicate the sample as correctly embedded if the count is not lower than $K/2$. Hence, for a neighborhood of 20 samples, a sample is considered as a correctly embedded sample (1) if at least 10 of its neighbors have the same class label as the sample otherwise it is considered as an erroneous sample (0). We plot the t-SNE embeddings of our datasets by indicating erroneous samples with red circles in Fig. 1.

### 2.3 Extraction of the distance-based features

In our confidence estimation algorithm, we obtain our features by calculating different distance measures in high-dimensional space, considering the $K$ neighborhood of each sample in high- and low-dimensional spaces. Studies investigating the effect of different distance measures have proven that no distance metric is optimal for all kinds of data from different domains [33, 34]. Each data type may require a different distance measurement for optimal performance in line with the “no free lunch” principle. As a result, the most extensively used distance measures ($\ell^p$) namely Euclidean, cosine, correlation, Chebyshev, Canberra, and Braycurtis were utilized to extract features. The features are extracted in a neighborhood of $K$ around each sample. In our experiments, we choose $K$ as 20. It is worth noting that we use the Euclidean distance to obtain the 20 closest samples in high-dimensional ($N_D$) and low-dimensional ($N_d$) spaces. Furthermore, after determining the closest neighbors in both spaces, all distance measurements are calculated only in high dimensional space. Since different distance measures yield values in different ranges, normalizing these distances, as in Eq. 4 is an important step before feeding them into the machine learning algorithm. Normalization prevents inducing possible bias that is caused by large scale differences between features into the machine learning algorithm and generally makes the training faster.

Let $D_p(x_i, x_j)$ be the $\ell^p$ distance between two samples $x_i$ and $x_j$ in high-dimensional space. We normalize distances for each of the six distance measures as:

```python
Algorithm 1 Algorithm for finding the erroneous samples according to majority of closest neighbors

1: function FIND ERRORS MAJORITY($X_{emb}$, labels, $K = 20$
2:     $X_{d} = $ Euclidean_Distance ($X_{emb}$)
3:     sort_index = argsort ($X_{d}$)
4:     error_list = []
5:     for i ← 0 to $X_{emb}.shape$ [0] do
6:         K_neigh = sort_index [i]
7:         lab_neigh = labels [K_neigh]
8:         num-label = count_nonzero (lab_neigh == labels[i])
9:         if num-label < $K/2$ then
10:            error_list.append(i)
11:        end if
12:     end for
13:     err = array(error_list)
14:     return err
15: end function
```
Fig. 1 t-SNE embeddings and erroneous samples of seven datasets: a Test set of 10000 samples from the MNIST dataset [19], b Test set of 10000 samples from the Fashion-MNIST dataset [39], c Test set of 2555 samples from Allen Mouse Brain (AMB18) dataset [40], d Simulated dataset of 8839 samples [40], e Test set of 1714 samples from Brain Human dataset [41], f Muraro dataset of 2122 samples [41], g Segerstolpe dataset of 2133 samples [41]. The erroneous samples are indicated with red circles. The total number of erroneous samples of each dataset is given on top of each dataset.
Since we are not concerned with the changes in the order of the neighbors, the calculated distances are sorted in ascending order as follows:

\[ N = (x_i, k) \text{ and } N_d = (x_i, k) \]

denote the \( k \)th neighbor of \( x_i \) in the high- and low-dimensional spaces. Features are calculated as:

\[
\hat{D}_e(x_i, x_j) = \frac{D_e(x_i, x_j) - \min(D_e(x_i, x_j))}{\max(D_e(x_i, x_j)) - \min(D_e(x_i, x_j))}
\]  

(4)

Since we are not concerned with the changes in the order of the neighbors, the calculated distances are sorted in ascending order as follows:

\[ S(x) = \{x_0 < x_1 < \ldots < x_n\} \]

(5)

Let \( N_p(x_i, k) \) and \( N_d(x_i, k) \) denote the \( k \)th neighbor of \( x_i \) in the high- and low-dimensional spaces. Features are calculated as:

\[
F_e(x_i, k) = |S(\hat{D}_e(x_i, N_p(x_i, k))) - S(\hat{D}_e(x_i, N_d(x_i, k)))|
\]

(6)

Figure 2 depicts the normalized Euclidean distances in high-dimensional space for the 20 neighbors in both high- and low-dimensional spaces of two samples in the embedding of the MNIST dataset. The sample selected and marked with the green circle is correctly located in a neighborhood with similar samples of the same label, while the sample in the red circle is erroneously placed. Graphs in Fig. 2 illustrate their corresponding Euclidean distances of 20 closest neighbors in higher and lower dimensions. Euclidean distances for neighbors from both spaces largely overlap for the correctly embedded sample, while there is no overlap for the erroneously placed sample, indicating the amount of error. We exploit these differences to predict the confidence of each sample in an embedding using a random forest regressor.

2.4 Definition of the confidence score

Ground truth confidence scores are obtained by calculating the number of neighboring samples that have the same label with the sample in the embedding and we normalize this number by dividing it by 20 (as in Algorithm 2). We utilize the same approach which we applied for detecting erroneous samples to determine the nearest neighbors and compare the labels of the current sample with the closest neighbors. Instead of labeling the samples as erroneous or correct, we assigned a confidence score to reflect how correct they are. Hence, our target scores range between 0 and 1, denoting lowest confidence as 0 and highest possible confidence as 1.
2.5 Confidence estimation algorithm

After extracting the distance-based features, we use them as input of a Random Forest (RF) regressor in which target labels are the ground truth confidence scores from previous section. RF is one of the most popular machine learning algorithms because it produces reliable results without requiring extensive hyper-parameter adjustment and can be used to solve both regression and classification problems. RF is a decision tree-based ensemble learner that fits a number of decision trees on various sub-samples of the dataset and uses averaging to improve the predictive accuracy and prevent overfitting.

We train our RF regressor on the training sets of MNIST, AMB18 and Baron Human datasets separately and evaluate our algorithm on the test set of the same dataset (intra-dataset) and on the test sets of other datasets (inter-dataset). In order to optimize hyperparameters of our regressor, we incorporate the grid search method with 3-fold cross-validation and use the best parameters for the number of estimators (20, 50, 100, 200), maximum features (auto, sqrt), maximum depth (2, 5, 10, 20), and minimum samples per split (2, 5, 10, 20) in our tests, leaving all other parameters as default. Although we find optimum hyperparameters for each experiment, a hyperparameter setting of 10 for both maximum depth and minimum samples split, 200 for the number of estimators and ‘auto’ for the maximum features generally provides the best results.

2.6 Neighborhood preservation ratio

Neighborhood Preservation Ratio (NPR) has been used as a measure of correctness in embeddings and to quantitatively assess the performance of different dimensionality reduction algorithms [35–37]. There are different ways to calculate NPR, for instance Shen et al. [38] evaluated an NPR score that gives a general quality score for the whole embedding. In contrast, Maaten et al. [35] calculated an NPR score per sample in the embedding which uses the ratio of preserved neighbors of each sample in both high- and low-dimensional spaces. In this work, the NPR score of the latter is implemented as the baseline. The NPR assesses how well the distances in the high dimensional space are retained in the low-dimensional space based on the Euclidean distances. Consequently, it computes the intersection amount of the nearest K neighbors in high-dimensional and embedding space. We choose the k lowest Euclidean distance in the high-dimensional space \( N_D(x_i, 1 : k + 1) \) and the k lowest Euclidean distance in the embedding space \( N_d(x_i, 1 : k + 1) \) for each point \( i \). The NPR is the ratio of conserved neighborhood numbers:

\[
\text{NPR}(x_i) = \frac{N_D(x_i, 1 : k + 1) \cap N_d(x_i, 1 : k + 1)}{k}
\]

where \( N_D(x_i, 1 : k + 1) \cap N_d(x_i, 1 : k + 1) \) calculate the number of co-existing points in high- and low-dimensional spaces and \( k \) is the selected number of closest neighbors.

\[
\text{Algorithm 2} \text{ Algorithm for finding the confidence score according to the matching of the labels with closest neighbors}
1: \text{function} \ FIND \ CONFIDENCE \ SCORE(X_{\text{emb}}, \text{labels}, K = 20) \\
2: \hspace{10pt} X_d = \text{Euclidean Distance} (X_{\text{emb}}) \\
3: \hspace{10pt} \text{sort}.\text{index} = \text{argsort} (X_d) \\
4: \hspace{10pt} \text{Score} = [ ] \\
5: \hspace{10pt} \text{for} \ i \leftarrow 0 \ \text{to} \ X_{\text{emb}}.\text{shape}[0] \ \text{do} \\
6: \hspace{20pt} K\text{.neigh} = \text{sort}.\text{index}[i] \\
7: \hspace{20pt} \text{lab}.\text{neigh} = \text{labels}[K\text{.neigh}] \\
8: \hspace{20pt} \text{num}.\text{label} = \text{count}.\text{nonzero} (\text{lab}.\text{neigh} == \text{labels}[i]) \\
9: \hspace{20pt} \text{score} = \text{num}.\text{label}/K \\
10: \hspace{20pt} \text{Score}[i] = \text{score} \\
11: \hspace{10pt} \text{end} \ \text{for} \\
12: \hspace{10pt} \text{return} \ \text{Score} \\
13: \text{end \ function}
\]
Fig. 3 NPR and Confidence estimation results with box-plots for seven test sets. The NPR scores distribution for the correct (1) and erroneous (0) classes is shown in the first two boxes on each chart. The following boxes give the distribution of confidence scores produced by the RF regressor trained in AMB18, MNIST and Baron Human datasets for the correct (1) and erroneous (0) classes, respectively.
We use the NPR score as our baseline to compare the performance of proposed confidence estimation algorithm. As experimental results, we present box plots of NPR and RF results for correct and erroneous samples in the embedding for three different training sets (AMB18, MNIST and Baron Human) in Fig. 3. Additionally, we present the number of erroneous samples in the 100, 50, and 10 samples with the lowest NPR and RF scores.

### 2.7 Datasets

In our experiments, we employed seven different publicly available datasets from two different domains namely images and single cell RNA-seq. Two of those datasets consist of images and are widely used for supervised learning. The other five are single-cell RNA-seq from four real and simulated datasets.

The first dataset is MNIST [19] which consists of 60000 for training and 10000 for test images with sizes of $28 \times 28$, from 10 classes of handwritten digits. We create 120 embeddings consisting of 500 randomly selected non-overlapping samples from the MNIST training set and we use those embeddings for training. The reason for creating subsets is to obtain a higher number of erroneous samples in the embeddings which is crucial to have a more balanced training set. Test set of 10000 samples is used for testing our algorithm. The second image dataset is Fashion-MNIST [39] which consists of $28 \times 28$ gray scale images of 70000 fashion products divided into 10 categories, each with 7000 images. The training set has 60000 images, whereas the test set contains 10000. The Fashion-MNIST has the same image size, data format, and train and test split structure as the original MNIST. We use only the test set of this dataset for the evaluation of our model.

The next two datasets are a real and simulated single-cell RNA-seq datasets reported by [40]. AMB18 is the Allen Mouse Brain dataset from the primary visual cortex of the mouse brain used by Michielsen et al. [40]. AMB18 dataset consists of 15 different sub-populations, 12, 771 cells and 2000 genes for each cell. We use the sub-populations as labels. We split 20% of the dataset for testing and the rest for training. The simulated dataset contains 8839 cells, 9000 genes, and six different cell populations. We only utilize this set as a test set.

All other scRNA-seq datasets, Baron Human, Segerstolpe and Muraro are human pancreas datasets obtained from a benchmark study published by Abdelaal et al. [41] on Zenodo [42]. Baron Human consists of 14 different cell types, 8569 cells and 17499 genes for each cell generated by InDrop [43]. Segerstolpe dataset consists of 2133 cells 22757 genes of 14 different cell types generated by Smart-Seq2 [44]. Muraro dataset consists of 9 different cell types, 2122 cells and 18915 genes for each cell generated by CEL-Seq2 [45].

### 3 Results

Table 1 and Fig. 3 present the experimental results that we obtain by training RF regressor on training sets of the MNIST, AMB18 and Baron Human datasets. The tests are performed on test sets of seven datasets for NPR and our confidence score algorithm.

The number of erroneous samples in the lowest 100, 50, and 10 NPR and RF scored samples is calculated from each dataset and are shown in Table 1. It can be clearly seen that our algorithm reveals more erroneous samples in almost all datasets. The only two exceptions are the lowest 10 erroneous samples for AMB18 and Fashion MNIST datasets. Our confidence estimation algorithm produces slightly better results in intra-domain than inter-domain datasets. But even in the inter-domain datasets, it is able to detect substantial numbers of erroneous samples. For instance, our model trained on AMB18 is able to detect 73 erroneous samples for 100 lowest scored samples in Fashion-MNIST. The relatively low number of successfully-predicted erroneous samples in AMB18 and Simulated datasets is due to the low number of erroneous samples in these datasets. 40 out of 2555 samples for AMB18 is erroneous, whereas 125 out of 8839 samples are erroneous for the Simulated dataset. In contrast to these two, 601 out of 10000 and 2401 out of 10,000 samples are erroneous for the MNIST and Fashion-MNIST datasets, respectively. Furthermore, the inter-dataset results on Baron Human dataset shows that our algorithm trained on MNIST and Baron Human datasets find the same number of erroneous samples, 36, in the last 100 samples whereas NPR only finds 16 which is less than half of our confidence score.

In Fig. 3 each graph represents the box plots of NPR scores for each class of erroneous and correctly embedded samples, as well as the corresponding confidence scores generated from the RF algorithm on three different training sets, AMB18, MNIST, and Baron Human, respectively. Our algorithm generally achieves the most successful distinction between erroneous and correct samples than NPR as seen from the box plots for all datasets. For all intra-dataset experiments, the erroneous and correct samples are clearly separable with our confidence score whereas they are not separable with the NPR. This difference is specifically clear on the Baron Human intra-dataset experiment. Based on more challenging inter-dataset experiments, the erroneous and correct samples are clearly separable using our confidence score for the Segerstolpe dataset whereas they are not separable with the NPR since the two boxes of correct
and erroneous samples are highly overlapping. Similarly, the distinction is also visible on the Simulated dataset.

The number of erroneous samples for the test set of MNIST is 601 out of 10000 samples as depicted in Fig. 4a.

We eliminate erroneous samples using our confidence score with a threshold of 0.5 which is almost equal to eliminating low-scored 2500 samples from the MNIST as depicted in Fig. 4b. To compare their results, in line

Table 1 The number of erroneous samples in the 100, 50, and 10 lowest NPR and RF scored samples. RF scores are obtained from training on MNIST, AMB18 and Baron Human datasets and tested on all test sets. Bold numbers indicate the best results for each test set.

|                | RF Results Trained on MNIST | RF Results Trained on AMB18 | RF Results Trained on Baron Human | NPR Results |
|----------------|-----------------------------|-----------------------------|----------------------------------|-------------|
|                | 100  | 50  | 10  | 100  | 50  | 10  | 100  | 50  | 10  | 100  | 50  | 10  |
| AMB18          | 9    | 6   | 1   | 13   | 8   | 0   | 9    | 4   | 2   | 5    | 4   | 2   |
| Simulated      | 14   | 8   | 3   | 26   | 15  | 5   | 16   | 9   | 3   | 11   | 4   | 1   |
| MNIST          | **81** | **44** | **10** | **69** | **36** | **8** | **67** | **36** | **78** | **59** | **31** | **5** |
| Fashion-MNIST  | 50   | 28  | 6   | **73** | **42** | **8** | **67** | **35** | **7** | **57** | **32** | **9** |
| Baron Human    | 36   | 19  | 7   | 21   | 15  | 4   | **36** | **27** | **8** | **16** | **9** | **3** |
| Muraro         | 31   | 22  | 6   | 27   | 15  | 4   | 22   | 17  | 8   | 17   | 13  | 7   |
| Segerstolpe    | 37   | 25  | 7   | 37   | 25  | 6   | **46** | **30** | **7** | **29** | **19** | **6** |
with the confidence score, we also eliminated 2500 lowest NPR-scored samples from the MNIST as depicted in Fig. 4c. With the elimination according to the confidence score, the number of erroneous samples is reduced from 601 over 10000 samples (6%) to 163 (2.15%) over 7500 samples. On the other hand, the number of erroneous samples is reduced from 6% to 2.84% over 7500 samples by eliminating according to the NPR score. In Fig. 4d, it is seen that the borderline samples generally have lower confidence than the center samples.

4 Discussion

t-SNE has been a widely-used DR algorithm to visualize and explore high-dimensional data and sometimes it is used together with another machine learning algorithm to increase its classification performance. Especially in cancer research and gene analysis studies [1, 3, 4, 36, 40], being able to detect and remove the erroneous samples from an embedding may provide better analysis of the high-dimensional data. Although ranking-based algorithms [18, 31, 32] have been developed to evaluate the embedding success of t-SNE, inferring results from the rank may lead to false insights since the aim of t-SNE is not to preserve the ranking but to preserve the distribution of group of samples in both high- and low-dimensional spaces. Hence, we argue that considering intrusions and extrusions due to the ranking may be misleading in terms of evaluating the quality of an embedding. Furthermore, these algorithms are in general computationally costly for large datasets. As an alternative to ranking-based algorithms, neighborhood preservation-based techniques have been introduced. These techniques focus only to preserve the closest neighborhoods independent from the order. However, when we examine an embedding perceptually, what we consider as an erroneous sample is the one that does not belong to the class of the majority of its neighbors. In a previous study [29], an error detection algorithm based on classification was presented for dimensionality reduction. We advocate that a binary classifier would be inferior than a regressor, since there is no threshold value suitable for every dataset. Hence, the results with a constant threshold value may not demonstrate adequate success for every dataset. For example, if we consider box plots in Fig. 3, the correct and erroneous samples can be separated with a threshold value close to 0.5 after training on the MNIST, whereas the threshold should be 0.9 after training on the AMB18. As a result, a regression algorithm that can generate a confidence score rather than classification would be more useful.

In this study, we propose a confidence estimation approach via exploiting six different distance measures as features and training a random forest regressor to produce confidence scores per sample. In Fig. 2, we present the difference between a correctly and wrongly embedded sample using Euclidean distance of 20 closest neighbors in high- and low-dimensional spaces. For a correctly placed example, it can be understood from the overlap in the graph that the distances of the neighbors in both spaces are generally preserved. On the other hand, the distances in high dimensional space are entirely not preserved for the incorrectly placed example. Our algorithm exploits these differences using six different distance measures to generate a confidence score.

To compare the performance of our algorithm, we utilize the NPR score which is frequently used in estimating the quality of an embedding [35]. In Fig. 3, although there are some outliers, the scores produced by our regressor trained on our training sets differ more distinctively from each other for correct and erroneous samples on the all test sets than NPR, except for the Fashion MNIST and the Baron Human. We argue that this performance drop is due to the considerably-higher number of erroneous samples in the embedding of Fashion-MNIST and considerably-lower number of erroneous samples in the embedding of Baron Human. The NPR score, on the other hand, cannot clearly distinguish between correct and erroneous samples on all datasets. The fact that our algorithm’s performance between datasets (inter-dataset) yield comparable results indicates that our method can perform well regardless of which dataset or domain it has been trained on.

Our models trained on three datasets detect higher number of errors in the 100, 50, and 10 lowest-scored samples than those for NPR as presented in Table 1. Although our algorithm produces slightly better results in intra- than inter-domain datasets, this may also be due to the difference in the ratio of erroneous samples in the embeddings.

Our confidence score eliminates erroneous samples from embeddings substantially as depicted in Fig. 4b. As it can be seen from Fig. 4d, the borderline samples tend to have low confidence scores which can be more deceptive when determining cluster centers. The elimination of erroneous samples produces much clear and reliable embeddings. Besides detecting erroneous samples in an embedding, we foresee that our algorithm may provide feedback to DR algorithms to produce embeddings with a fewer number of erroneous samples. For example, in addition to Kullback–Leibler (KL) divergence, which t-SNE employs to evaluate the dissimilarity of distributions, our confidence score can be incorporated as a regularizer. As a result, it can contribute to the creation of better clusters. On the other hand, removing erroneous samples based on their confidence score may allow more accurate computation of cluster centers, especially when DR
methods are utilized as a preprocessing step before the clustering algorithm. Hence, we expect to have better clustering results if our confidence scores can be used in an adaptive clustering algorithm.

Although experimental findings on our datasets indicate a reasonably good error estimation performance compared to NPR, the overall performance depends on the quality of the overall embedding and the number of erroneous samples. For example, large number of errors in the Fashion-MNIST test set makes it difficult for the algorithm to distinguish between erroneous and correct samples since when incorrect samples gather together by chance, they negatively affect each other’s confidence score. On the other hand, having very few erroneous samples, as in the Baron Human dataset, makes the algorithm produce reasonably-high confidence scores for all samples including the erroneous ones.

5 Conclusion and future work

This paper describes a novel method for predicting the confidence score of the samples in an embedding. Our algorithm provides more reliable estimation of sample-wise quality of an embedding than the NPR score. Seven datasets from two different domains have been used to show the feasibility and efficiency of our algorithm. Experimental results confirm that our algorithm performs well in both intra- and inter-dataset experiments regardless of the domain of data. The results of our experiments illustrate that our algorithm would lead to better judgment about the distribution of the samples inside the data and can be used to build higher confidence clusters.

The performance of the proposed algorithm can be further enhanced using deep neural network-based regression models such as 1-D Convolutional Neural Networks or Long-Short Term Memory networks. We plan to utilize these algorithms as the next step to improve the performance.

In this paper, we use only t-SNE in our experiments since it is one of the most common non-linear dimensionality reduction algorithms. However, we do not expect an algorithm-related bias in our results since we calculate distance differences of high and low-dimensional neighbors using common distances as features without using any dimensionality reduction algorithm related information. Hence, we plan to extend our results to other dimensionality reduction algorithms as future work.
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