Entropy rate of random walks on complex networks under stochastic resetting
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Stochastic processes under resetting at random times have attracted a lot of attention in recent years and served as illustrations of nontrivial and interesting static and dynamic features of stochastic dynamics. In this paper, we aim to address how the entropy rate is affected by stochastic resetting in discrete-time Markovian processes, and explore nontrivial effects of the resetting in the mixing properties of a stochastic process. In particular, we consider resetting random walks on complex networks and compute the entropy rate as a function of the resetting probability. Interestingly, we find that the entropy rate can show a nonmonotonic dependence on the resetting probability. There exists an optimal resetting probability for which the entropy rate reaches a maximum. We also show that the maximum entropy rate can be larger than that of the maximal-entropy random walks on the same topology. Our study provides a new nontrivial effect of stochastic resetting on nonequilibrium statistical physics.

I. INTRODUCTION

Stochastic resetting is ubiquitous in nature [1]. Maybe most of people have this experience: when one goes to work in the morning, (s)he searches for keys before going out. After a search without successes, it is likely to go back to the starting point of the search and try again. The motion of foraging animals can be also modeled as a resetting random walks [2–5]. Indeed, animals tend to go back to some fixed location (e.g., to their nest) when searching for food. Other examples are realized in computer simulations in which random restarts are known to optimize search algorithms [6, 7], and in biology, e.g., to describe catastrophes in population dynamics [8].

Since the seminal work by Evans and Majumdar [9], stochastic resetting has received growing attention in the last decade (see [10] for two recent reviews). A paradigmatic example in statistical physics is resetting Brownian motions where a diffusing particle is reset to its starting point at random times but with a constant rate. A finite resetting rate leads to a nonequilibrium stationary state with non-Gaussian fluctuations for the particle position. The mean time to reach a given target for the first time can become finite and be minimized with respect to the resetting rate [9]. Reuveni first made a universal observation that the relative standard deviation associated with the first passage time of an optimally restarted process is always unity [11]. Pal and Reuveni further showed a criterion under which restart has the ability to expedite the completion of a stochastic process [12]. Interestingly, such a criterion can be understood by so-called “inspection paradox” in probability theory [13]. Chechkin and Sokolov addressed random search via a renewal approach and showed that resetting is always beneficial if the probability of finding a target in absence of resetting decays slower than exponential [14]. These nontrivial findings have triggered an enormous recent activities in the field, including searching [15–35], fluctuating interfaces [36], stochastic thermodynamics [37–39], chemical and biological processes [40, 41], large deviation [42], extremal statistics [43–45] optimal control theory [46], and single-particle experiments [47–48].

Entropy is a fundamental concept in statistical physics. In the realm of complex networks, entropy has been introduced to measure the complexity of networks. The entropy of network ensembles quantifies the number of graphs with given structural features such as degree distribution, degree correlations, or community structure [49–52]. The principle of maximum entropy has been used to construct exponential random graphs under different soft constraints [53–59]. The entropy measures have been shown to be very useful for inference problems defined on networks [60], and it has been successfully applied to the problem of assessing the significance of features for network structure [61]. On the other hand, particular attentions have been paid to entropy rate of random walks on complex networks. Entropy rate is a measure to characterize the mixing properties of a stochastic process. In this context, an important issue arises how the entropy rate is maximized to design diffusion processes aiming at a well-mixed state. Burda et al. proposed a maximum entropy random walks (MERW) in which all trajectories between two given points are equiprobable [62]. They showed that MERW indeed maximizes the entropy of trajectories, in contrast to standard random walk (SRW), which has smaller entropy. The maximum entropy rate is precisely the topological entropy of the network [63, 64]. However, for MERW the walker needs to have a global knowledge of the network.

Gómez-Gardeñes and Latora considered a degree-biased random walk and found that the entropy rate shows a unique maximum as a degree-biased parameter varies [65]. Sinatra et al. constructed the dynamics of random walks by solely using the degrees of first and second neighbors of the current node of the walker [66]. They showed almost maximal-entropy random walks can indeed be obtained with a limited and local knowledge of the network. Zhao et al. computed the entropy rate of various growing network models [67], and showed the entropy rate changes its scaling with the system size when
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a growing network model has a phase transition. In the present work, we want to address a question about how stochastic resetting affects entropy rate of a Markov process and explore whether the resetting induces a novel effect on the entropy rate. We mainly focus on random walks on complex networks subject to stochastic resetting to a given node with a constant probability. We compute the entropy rate of the resetting random walks on diverse networks, including regular random networks, Cayley trees and degree heterogenous networks. We find that the entropy rate can be maximized at an intermediate level of resetting probability. In particular, the maximum entropy rate can be larger than that of MERW on the same network.

II. ENTROPY RATE OF MARKOVIAN PROCESSES UNDER RESETTING

We consider discrete-time Markovian processes defined in a finite state space encoded by an $N \times N$ Markov matrix $W$, whose entry $W_{ij}$ gives the transition probability from the $i$th state to the $j$th state. A trajectory $\omega_t$ denotes a series of subsequent states that the system has visited in the past $t$ time step, i.e., $X_0 \rightarrow X_1 \rightarrow \cdots \rightarrow X_{t-1} \rightarrow X_t$, where $X_i \in \{1, \ldots, N\}$ denote the state of the system at time $i$. The probability of the trajectory is given by

$$P[\omega_t] = P(X_0) \prod_{i=1}^{t} W_{X_{i-1}X_i},$$

(1)

where $P(X_0)$ denotes the probability that the system starts from the state $X_0$ at $t = 0$, and $W_{X_{i-1}X_i}$ denotes the transition probability from the state $X_{i-1}$ to state $X_i$. The entropy is defined as

$$H_t = -\sum_{\omega_t} P[\omega_t] \ln P[\omega_t],$$

(2)

where the summation is over all possible trajectories of length $t$. Substituting Eq.1 into Eq.2 we have

$$H_t = -\sum_{X_0} P(X_0) \ln P(X_0)$$

$$-t \sum_{X_0,X_1} P(X_0) W_{X_0X_1} \ln W_{X_0X_1},$$

(3)

where we have utilized the properties of Markov matrix, $\sum_j W_{ij} = 1$. For $t \gg 1$, the first term in Eq.3 can be ignored. At the same time, $P(X_0)$ can be substituted by the stationary distribution $P_s(X_0)$. Therefore, the entropy rate reads

$$h = \lim_{t \to \infty} \frac{H_t}{t} = -\sum_{X_0,X_1} P_s(X_0) W_{X_0X_1} \ln W_{X_0X_1}.$$  

(4)

It is known that the stationary distribution $P_s(X_0)$ is given by the normalized left eigenvector of the transition matrix $W$ corresponding to the unit eigenvalue.

We now consider the Markovian processes in the presence of resetting. At each time step, the system either hops from one state to another according to the transition matrix $W$ with a probability $1 - \gamma$ or is reset to a given state $X_r$ with a complementary probability $\gamma$, in the sense that the transition probability from state $X_0$ to state $X_1$ is

$$W^R_{X_0X_1} = (1 - \gamma) W_{X_0X_1} + \gamma \delta_{X_1,X_r}.$$  

(5)

Let us denote by $P_r(X_t, t|X_0)$ the probability that the system visits the state $X_r$ at time $t$ given that the system has started from the state $X_0$ at $t = 0$. $P_r(X_t, t|X_0)$ can be connected to the occupation probability $P_0(X_t, t|X_0)$ without resetting via a first renewal equation [14, 17, 19, 70, 71].

$$P_r(X_t, t|X_0) = (1 - \gamma)^t P_0(X_t, t|X_0)$$

$$+ \sum_{t'=1}^t (1 - \gamma)^{t'-1} \gamma P_r(X_t, t-t'|X_r).$$  

(6)

The first term in Eq.6 accounts for the system is never reset up to time $t$ with the probability $(1 - \gamma)^t$, and the second term accounts for the system is reset at time $t'$ for the first time with the probability $(1 - \gamma)^{t'-1}\gamma$, after which the process starts anew from the resetting state for the remaining time $t - t'$. $P_0(X_t, t|X_0)$ is given by

$$P_0(X_t, t|X_0) = (W^t)^{X_0X_t}.$$  

(7)

Taking the Laplace transform for Eq.6, $\tilde{f}(s) = \sum_{t=0}^{\infty} f(t)e^{-st}$, which yields

$$\tilde{P}_r(X_t, s|X_0) = \tilde{P}_0(X_t, s'|X_0)$$

$$+ \frac{\gamma e^{-s}}{1 - (1 - \gamma) e^{-s}} \tilde{P}_r(X_t, s|X_r),$$  

(8)

where $s' = s - \ln(1 - \gamma)$. Letting $X_r = X_r$ in Eq.8 we have

$$\tilde{P}_r(X_t, s|X_r) = \frac{1 - (1 - \gamma) e^{-s}}{1 - e^{-s}} \tilde{P}_0(X_t, s'|X_r).$$  

(9)

Substituting Eq.9 into Eq.8 we obtain

$$\tilde{P}_r(X_t, s|X_r) = \tilde{P}_0(X_t, s'|X_0) + \frac{\gamma e^{-s}}{1 - e^{-s}} \tilde{P}_0(X_t, s'|X_r).$$  

(10)

If the resetting state coincides with the initial state, $X_r = X_0$, Eq.10 simplifies to

$$\tilde{P}_r(X_t, s|X_0) = \frac{1 - (1 - \gamma) e^{-s}}{1 - e^{-s}} \tilde{P}_0(X_t, s'|X_0),$$  

(11)

where $\tilde{P}_0(X_t, s'|X_0)$ can be calculated by Eq.7

$$\tilde{P}_0(X_t, s'|X_0) = [I - (1 - \gamma) e^{-s} W]^{-1}_{X_0X_0}.$$  

(12)

The stationary occupation probability can be obtain by taking the limit

$$P_s(X) = \lim_{s \to 0} \left(1 - e^{-s}\right) \tilde{P}_r(X, s|X_0)$$

$$= \gamma [I - (1 - \gamma) W]^{-1}_{X_rX_r}.$$  

(13)
Supposing that the transition matrix $W$ can be eigen-decomposed, one has

$$W = \sum_{\ell=1}^{N} \lambda_\ell (i) \langle \phi_\ell | j \rangle,$$

where $\lambda_\ell$ is the $\ell$th eigenvalue of the transition matrix $W$, and the corresponding left eigenvector and right eigenvector are respectively $\langle \phi_\ell |$ and $| \phi_\ell \rangle$, satisfying $\langle \phi_\ell | \phi_m \rangle = \delta_{\ell m}$ and $\sum_{\ell=1}^{N} \langle \phi_\ell | \phi_\ell \rangle = I$. $| i \rangle$ denotes the canonical base with all its components equal to 0 except the $i$th one, which is equal to 1. Since $W$ is a stochastic matrix satisfying the sum of each row of $W$ equal to one, its maximal eigenvalue is equal to one. Without loss of generality, we let $\lambda_1 = 1$ and the values of other eigenvalues is less than one. The right eigenvector corresponding to $\lambda_1 = 1$ is simply given by $| \phi_1 \rangle = (1, 1, \ldots, 1)^T$, and the corresponding left eigenvector $\langle \phi_1 |$ gives the stationary occupation probability in the absence of resetting.

According to Eq. (14), the stationary occupation probability in the presence of resetting is rewritten as

$$P_s(X) = \langle \phi_1 | X \rangle + \gamma \sum_{\ell=2}^{N} \frac{\langle X \psi_\ell | \phi_\ell \rangle \langle \phi_\ell | X \rangle}{1 - \lambda_\ell (1 - \gamma)},$$

where the first term is the stationary occupation probability in the absence of resetting, and the second term is an nonequilibrium contribution due to the resetting processes. Finally, substituting Eq. (5) and Eq. (15) into Eq. (4), we can compute the entropy rate for a resetting Markov process.

III. ENTROPY RATE OF RESETTING RANDOM WALKS

As a concrete example, we consider the resetting random walks (RRW) on an undirected and unweighted network. The dynamics is defined as follows [70][72][73]. At each time step, the walker either performs a standard random walk (SRW) between two neighboring nodes with a probability $1 - \gamma$ or is reset to a given node $r$ with a complementary probability $\gamma$. For $\gamma = 0$, the model recovers the SRW, where the transition matrix is written as $W = D^{-1} A$, where $A$ is the adjacency matrix of the underlying network, whose entries are defined as $A_{ij} = 1$ if nodes $i$ and $j$ are connected and zero otherwise. $D = \text{diag} \{ k_1, \ldots, k_N \}$ is a diagonal matrix where $k_i = \sum_{j=1}^{N} A_{ij}$ is the degree of node $i$. For the SRW, it is known that $P_s(i) = k_i / \langle k \rangle N$ [75][77], where $\langle k \rangle$ is the average degree of the network. RRW on networks may have many applications in computer science and physics. Label propagation in machine learning algorithms [78], or the famous PageRank [79], can be interpreted as a random walker with uniform resetting probability to all the nodes of the network. Based on hitting times under resetting, a recent study has made an application to network centrality [80].

$\text{FIG. 1.}$ Entropy rate $h^{RRW}$ of resetting random walks as a function of the resetting probability $\gamma$ on three different regular random networks in which each node is randomly connected to exactly $k$ neighbors. The inset shows an illustration of a regular random network with size $N = 50$ and degree $k = 3$. The symbols indicate the maximum entropy rate $h_{\text{max}}^{RRW} = \ln (k + 1)$ that occurs at $\gamma_{\text{opt}} = \frac{1}{k + 1}$. The horizontal line indicates the value of entropy rate for the SRW or MERW with $k = 3$, $h^{SRW} = h^{MERW} = \ln k$.

In terms of Eq. (14) one obtains the entropy rate of SRW,

$$h^{SRW} = \frac{\langle k \ln k \rangle}{\langle k \rangle}.$$  

While for the RRW, one has

$$h^{RRW} = - \sum_{i=1}^{N} P_s(i) (1 - \gamma) \ln \frac{1 - \gamma}{k_i} - \gamma \ln \gamma.$$  

To obtain $h^{RRW}$, one needs to compute the stationary occupation distribution $P_s(i)$ in terms of Eq. (15), where the spectrum of the transition matrix $W$ can be expressed in terms of the spectrum of the adjacency matrix $A$. Letting $\lambda_\ell$ be the $\ell$th eigenvalue of $A$, and the associated eigenvector is $| \psi_\ell \rangle$, one has

$$\lambda_\ell = \Lambda \langle i | \psi_\ell \rangle = \frac{\langle i | \psi_\ell \rangle}{\langle i | \psi_\ell \rangle}, \quad \langle \psi_\ell | j \rangle = \langle \psi_\ell | j \rangle \langle \psi_\ell | 1 \rangle,$$

for $\ell = 1, \ldots, N$. $\Lambda_1 \geq \langle k \rangle$ is the largest eigenvalue of $A$.

In particular, for regular random networks where each node is randomly connected to exactly $k$ neighbors (see the inset of Fig. 1 for an illustration), Eq. (17) can be further simplified to

$$h^{RRW} = - (1 - \gamma) \ln \frac{1 - \gamma}{k} - \gamma \ln \gamma.$$  

In Fig. 1, we show $h^{RRW}$ as a function of the resetting probability $\gamma$ on three different $k$-regular random networks: $k = 3$, 4, and 5. The entropy rate defined in Eq. (19) shows a nonmonotonic change with $\gamma$. For $\gamma \to 0,$
\[ h_{RRW}^* \] recovers to the result in Eq. (16) without resetting. In the opposite limit, \( \gamma \to 1 \), the system is always reset to a given node, such that the dynamics is deterministic and thus \( h_{RRW} \to 0 \). There exists a maximum entropy rate at an intermediate value of \( \gamma \), such that \( h_{RRW} = h_{\text{RRW max}} \). To obtain the maximum, we take the derivative of Eq. (19) with respect to \( \gamma \), and then let the derivative equal to zero. We obtain the maximum entropy rate \( h_{\text{max}} \) \[ h_{\text{max}} = \ln(k+1) \] that occurs at \( \gamma = \gamma_{\text{opt}} \). We also perform Monte Carlo simulations for the resetting random walks and obtain the entropy rate for simulation date. We find that the simulation results are completely consistent with the theory. The simulation results are not shown in Fig.1 for the sake of clearness. Moreover, we compare the entropy rate of RRW with that of MERW. For the MERW, the transition probability from node \( i \) to node \( j \) is defined as

\[ W_{ij}^{\text{MERW}} = \frac{A_{ij} \langle j | \psi_1 \rangle}{\Lambda \langle i | \psi_1 \rangle}, \tag{20} \]

where \( A_1 \) is the largest eigenvalue of the adjacency matrix \( A \), and \( \langle i | \psi_1 \rangle \) is the \( i \)th component of eigenvector corresponding to \( A_1 \), as stated before. The MERW is biased in the sense that a walker follows a link \( (i, j) \) with a probability proportional to the importance of its ending node \( j \), as measured by its eigenvector centrality \( \langle j | \psi_1 \rangle \). It is not hard to verify that the stationary distribution of MERW is \( P_j(t) = \langle j | \psi_1 \rangle^2 \). Substituting this result and Eq. (20) into Eq. (4), one obtains the entropy rate of MERW,

\[ h_{\text{MERW}} = \ln A_1. \tag{21} \]

For regular random networks without degree fluctuation, \( A_1 = k \), and thus \( h_{\text{MERW}} = \ln k \), coinciding with the entropy rate of SRW defined in Eq. (16). Therefore, for entropy rate on \( k \)-regular random networks, we have

\[ h_{\text{RRW}}^{\max} = \ln(k + 1) > h_{\text{MERW}} = h_{\text{SRW}} = \ln k. \tag{22} \]

On the other hand, one can see from Fig.1 that for \( 0 < \gamma < \gamma_c \) the entropy rate of RRW on regular random networks is larger than that of SRW (or MERW). To determine \( \gamma_c \), let \( h_{\text{RRW}} = \ln k \), which yields a transcendental equation \( k \gamma_c = (1 - \gamma_c) \frac{\gamma_c}{k+1} \). For \( k = 4 \), \( \gamma_c = 0.5 \) is exact. For \( k = 3 \) and \( k = 5 \), numerically solving for the equation gives \( \gamma_c \approx 0.609 \) and 0.423, respectively. As \( k \) increases, \( \gamma_c \) decreases and approaches to zero as \( k \to \infty \).

As the second example, we consider a Cayley tree \( C_{b,n} \), where \( b \) is the coordination number except for the outermost nodes and \( n \) is the number of shells. The network is generated as follows. Initially \( (n = 0) \), \( C_{b,0} \) consists of only a central node. To form \( C_{b,1} \), \( b \) nodes are created and are attached to the central node. For any \( n > 1 \), \( C_{b,n} \) is obtained from \( C_{b,n-1} \) by performing the following operation. For each boundary node of \( C_{b,n-1} \), \( b-1 \) nodes are generated and attached to the boundary node. The size of Cayley tree is \( N = 1 + b(2^n - 1) \). In Fig.2, we show the entropy rate \( h_{RRW} \) as a function of \( \gamma \) on a Cayley tree \( C_{3,5} \) (see the inset of Fig.2). The different lines represent the cases when the node from different shells is chosen as the resetting node. The upper and lower horizontal lines indicate the values of entropy rate of MERW and SRW, respectively. From Fig.2, one can see that for all cases \( h_{RRW} \) reaches a maximum value at a nonzero value of \( \gamma \). When the resetting node is located at the inner layer, \( h_{RRW} \) shows a larger value for any \( \gamma \), except for \( \gamma = 0 \) and \( \gamma = 1 \) where \( h_{RRW} \) coincides with \( h_{SRW} \) and zero, respectively. Compared with the entropy rate of MERW, \( h_{RRW} \) can be larger than \( h_{MERW} \) in a wide range of \( \gamma \), especially for the case when the inner node is selected as the resetting node.

Finally, we consider the RRW on a Barabási-Albert (BA) network \( BA_k^n \) of size \( N = 200 \) and average degree \( \langle k \rangle = 2 \), as shown in Fig.3. Nodes have been numbered in descending order by nodes’ degrees. In Fig.4, we show the entropy rate \( h_{RRW} \) as a function of the resetting probability \( \gamma \). \( h_{RRW} \) shows more abundant behaviors with \( \gamma \) when the walker is reset to different nodes. For example, when the walker is reset to node 1 or node 10, \( h_{RRW} \) shows a similar behavior as in Fig.1 and Fig.2. In this case, \( h_{RRW} \) exhibits a unique maximum at a nonzero value of \( \gamma \). When node 40 or node 41 is set to be the resetting node, \( h_{RRW} \) shows a more complex change with \( \gamma \). If node 102 is chosen as the resetting node, \( h_{RRW} \) decreases monotonically as \( \gamma \) increases. For each resetting node, we fix the maximum value of \( h_{RRW} \), \( h_{\text{max}} \), and the corresponding resetting probability, \( \gamma_{\text{opt}} \), as shown in Fig.5. According to the value of \( h_{\text{RRW max}} \), we can classified all nodes into three types. The first type includes four nodes with the largest degrees (see diamonds in Fig.5). When one of four nodes is chosen as the re-
FIG. 3. A Barabási-Albert (BA) network of size $N = 200$ and average degree $\langle k \rangle = 2$. The nodes are labelled in descending order by degrees of nodes. All nodes are classified into three types according to the entropy rate of resetting random walks by resetting to one of nodes. For four nodes with the largest degrees (diamonds), the maximum entropy rate is larger than that of MERW, $h_{\text{RRW}}^{\text{max}} > h_{\text{MERW}}$. For 15 peripheral nodes (triangles), $h_{\text{RRW}}^{\text{max}} < h_{\text{SRW}} < h_{\text{MERW}}$ for any nonzero resetting probability. For the remaining nodes (circles), $h_{\text{SRW}} < h_{\text{RRW}}^{\text{max}} < h_{\text{MERW}}$.

FIG. 4. Entropy rate $h_{\text{RRW}}^{\text{max}}$ of resetting random walks as a function of the resetting probability $\gamma$ on a BA network shown in Fig.3. The symbols indicate the maximum entropy rate $h_{\text{RRW}}^{\text{max}}$. Different lines correspond to the cases where different nodes is chosen as the resetting node, respectively. The upper and lower horizontal lines indicate the values of entropy rate for the MERW and SRW, $h_{\text{MERW}}$ and $h_{\text{SRW}}$, respectively.

FIG. 5. The maximum entropy rate $h_{\text{RRW}}^{\text{max}}$ (a) of resetting random walks and the optimal resetting probability $\gamma_{\text{opt}}$ (b) corresponding to $h_{\text{RRW}}^{\text{max}}$ as a function of the resetting node label shown in Fig.3. The upper and lower horizontal lines in (a) indicate the values of entropy rate for the MERW and SRW, $h_{\text{MERW}}$ and $h_{\text{SRW}}$, respectively.

setting node, $h_{\text{RRW}}^{\text{max}} > h_{\text{MERW}}$ and $\gamma_{\text{opt}}$ lies between 0.31 and 0.33. While the walker is reset to any of other nodes, $h_{\text{RRW}}^{\text{max}}$ is always less than $h_{\text{MERW}}$ for any value of $\gamma$. Among them, there are 15 nodes (see triangles in Fig.3) for which $h_{\text{RRW}}^{\text{max}}$ is even less than $h_{\text{SRW}}$ for any nonzero value of $\gamma$. We can see that these 15 nodes are located at the periphery of the network. While for
the third type of nodes (see circles in Fig. 3) is chosen as the resetting node, i.e., most of nodes in the network, we have $h_{SRW} < h_{RRW} < h_{MERW}$.

IV. CONCLUSIONS

In conclusion, we have studied the entropy rate of random walks on complex networks subject to stochastic resetting to a given node with a constant probability $\gamma$. We have computed the entropy rate $h_{RRW}$ of the resetting random walks on three different types of networks. For the $k$-regular random networks, we have shown that $h_{RRW}$ is a nonmonotonic function of $\gamma$, and proved that $h_{RRW}$ admits a maximum $h_{\text{max}} = \ln(k+1)$ at $\gamma = \frac{1}{k+1}$. It is worth noting that $h_{RRW}$ is larger than that of SRW or MERW, that is $h_{SRW} < h_{MERW} = \ln(k)$, for $0 < \gamma < \gamma_c$, where $\gamma_c$ is determined by a transcendental equation $k\gamma_c = (1-\gamma_c)\gamma_c^{-1}$. Subsequently, we consider $h_{RRW}$ on a Cayley tree $C_{3,5}$. No matter which shell of nodes is chosen as the resetting node, $h_{RRW}$ exhibits also nonmonotonic dependence on $\gamma$. A maximum entropy rate occurs at a nonzero value of $\gamma$. Such a maximum entropy rate is larger than that of SRW and MERW. When the walker is reset to the inner shell, the entropy rate becomes larger. Finally, we consider a degree heterogeneous network, i.e., a BA network of size $N = 200$ and average degree $\langle k \rangle = 2$. We find that the dependence of $h_{RRW}$ on $\gamma$ is more complex, and it highly depends on the resetting node. When the resetting node is one of these nodes with largest degrees, $h_{RRW}$ has a unique maximum as well, and the maximum $h_{RRW}$ is larger than $h_{MERW}$. While the periphery nodes are set to be the resetting node, $h_{RRW}$ decreases monotonically with $\gamma$ such that $h_{RRW} < h_{SRW} < h_{MERW}$. When the walker is reset to one of remaining nodes, which dominate a majority of proportion, the maximum entropy rate is between $h_{SRW}$ and $h_{MERW}$.

The concept of entropy rate and its maximization can find its applications to information dissemination in social networks, data packet delivery in computer networks, or to the design of efficient vaccination campaigns. Our results indicate that it is possible to maximize the entropy rate on a given topology by a rather simple resetting operation. Therefore, our findings provide an additional story about nontivial effects of stochastic resetting in the very active field.
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