Development of a Predictive Model for Induction Success of Labour
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Abstract

Induction of the labour process is an extraordinarily common procedure used in some pregnancies. Obstetricians face the need to end a pregnancy, for medical reasons usually (maternal or fetal requirements) or less frequently, social (elective inductions for convenience). The success of induction procedure is conditioned by a multitude of maternal and fetal variables that appear before or during pregnancy or birth process, with a low predictive value. The failure of the induction process involves performing a caesarean section. This project arises from the clinical need to resolve a situation of uncertainty that occurs frequently in our clinical practice. Since the weight of clinical variables is not adequately weighted, we consider very interesting to know a priori the possibility of success of induction to dismiss those inductions with high probability of failure, avoiding unnecessary procedures or postponing end if possible. We developed a predictive model of induced labour success as a support tool in clinical decision making. Improve the predictability of a successful induction is one of the current challenges of Obstetrics because of its negative impact. The identification of those patients with high chances of failure, will allow us to offer them better care improving their health outcomes (adverse perinatal outcomes for mother and newborn), costs (medication, hospitalization, qualified staff) and patient perceived quality. Therefore a Clinical Decision Support System was developed to give support to the Obstetricians. In this article, we had proposed a robust method to explore and model a source of clinical information with the purpose of obtaining all possible knowledge. Generally, in classification models are difficult to know the contribution that each attribute provides to the model. We had worked in this direction to offer transparency to models that may be considered as black boxes. The positive results obtained from both the information recovery system and the predictions and explanations of the classification show the effectiveness and strength of this tool.
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I. Introduction

Induction of the labour process, more commonly known as labour induction, is one of the most studied operations within the field of Obstetrics. Over the last two decades, the induction rate has doubled, turning into a fairly common procedure, used in over 20% of gestations [1], [2]. However, good predictive factors of the success of this procedure have not been identified yet, so there are not support tools for the experts’ criteria so far. Currently, the decision of inducing is made only on the basis of clinical knowledge itself consisting of protocols, guides and previous experience of certain characteristics of mother and foetus, but in case of making unwise decisions it would cause serious complications [2], [3]. Under these circumstances, it seems interesting to know beforehand the probability of success of the induction in order to dismiss the inductions having a high probability of failure and thus improving results on health, reducing costs derived from medication, hospitalization or qualified staff. Therefore, one of the current challenges in Obstetrics is improving the prediction of successful induction of labour.

In works [4] and [5], the authors present usual variables related to situations where labour has been induced successfully, so these are good predictors and have been defined as a reference model. Nonetheless, some other situations present a lower predictive value than expected. In this paper, the effectiveness of these variables has been evaluated and other models are explored to determine some relevant variables with the aim of building Clinical Decision Support System tool [6].

Also, the healthcare model and, in general, the whole healthcare sector is nowadays one of the fields in which Big Data Technology is having a high impact on, and is experiencing an exponential growth in applications.

In this environment a high percentage of data, clinical evaluations and patient progress information are registered usually in free text fields on the Electronic Medical Records. This information should be processed and transformed into structured and normalised data. In our project, Machine Learning algorithms, Text Mining and Big Data techniques have been used to extract knowledge. A typical difficulty of applying these techniques is that algorithms outcomes are usually difficult to interpret. To prevent that, additional work was done to provide more transparency to the previous algorithms, especially those traditionally considered as black box, such as Neural Networks. Several approximations proposed in the literature were studied in the
In this project, we developed a tool that is able to exploit, structure and normalize a source of clinical information and that works as an aid for decision making, on the basis of a predictive model. In order to achieve this work, a multidisciplinary team was formed in which clinicians, health care data experts and machine learning researchers worked together. An important step for machine learning to have a meaningful role in healthcare and more specifically in Obstetrics field.

The processes of data acquisition, preparation and validation are essential and, at the same time, the most complex tasks of the project. If there was not structured information, it would not be possible to generate predictive models or to build the validation tool.

This section will be structured as follows. Firstly, the topic related to the collection of data from the patients’ medical records will be discussed. Once the necessary variables are obtained, two divergent methodologies will be implemented: (1) expert system based on the rules provided by the obstetrician and (2) machine learning techniques will be briefly explained keeping the typical stages from preprocessing of information to validation of the implemented models. Because most of the times the applied models are complex and it is difficult to understand how the input variables are related to the output of the model, the section ends by pointing out that it is possible to give transparency to the models by measuring the contribution of each of the input variables.

A. Data Integration

1) Data Collection

The raw data set was provided by Hospital Universitario de Fuenlabrada, exported in plain text files directly from the Electronic Medical Records of the Selene platform [9]. Every file contains anonymized information about patients, according to the Spanish Personal Data Protection Act (L.O.P.D.), along with metadata and the type of document within the platform, that is, report, note, form or request.

As a whole, 3,509 reports, 399,646 unstructured notes, 764,783 forms and 235,102 test requests had been used as data sources. All of them in unstructured plain text.

The raw data come from the clinical records of 10,487 patients (healthcare assistance of pregnant women) in a period of time slightly more than 5 years. Most of the data were in free text format.

From the raw data an extraction process was performed to obtain relevant variables useful for later studies. The data extraction phase was performed using text mining techniques. The selected variables (attributes or features) to search in the clinical record was previously defined by an expert physician. A total of 21 variables were sought within each patient’s medical history. Fig. 1 shows the attributes for each patient, organised in two categories. Attributes used to make the decision of inducing are in blue, while the object variable (class) of predictive models is in red and may take three possible values: No induction, Induction or Caesarea.

2) Data Preparation

Often the extracted data are incomplete, contain unnecessary or ambiguous information, suffer disruptions due to noise or pose any other difficulty that affects performance of the predictive models. Therefore, it is necessary to pre-process them to avoid future inconveniences.
Validation of the system has been carried out with several incremental and iterative proofs of concept, starting offline and ending online. It is at this last stage that experts from Hospital Universitario de Fuenlabrada take part and access to the web application with the aim of reviewing a random subset of patients. Results obtained from this process have been considered satisfactory, rendering an error of 16.83%. However, we keep on working so that the discrepancies between patient variables and the real information should be minimized.

B. Decision-making Rules

As it was mentioned before, there are no tools that support the expert in decision making within the field of Obstetrics. With the purpose of ameliorating this situation, we built a baseline model to aid decision making processes based on decision rules from a panel of experts on the field, formulated only according to their own clinical knowledge and experience. This baseline model was used to evaluate the effectiveness of variables and to search for other inference models determining which variables are relevant and improve results when predicting success of inducing labour.

An expert system was designed with the help of the CLIPS tool [10]. CLIPS stands out for providing a strategy of forward chaining inference, that is, it starts with an initial evidence and goes on until a solution is reached. Therefore the usual deductive reasoning of the expert was simulated. Within the system, the attributes representing the patients are part of the basis of facts used by the inference engine to check the knowledge base made of decision rules. However, not all features proposed are highly relevant when making decisions of inducing labour. Consequently the expert (obstetrician) sets the initial priorities are assigned to rules accordingly, following the same idea of the certainty factors (CF) from the MYCIN system [11]. MYCIN was an expert system to identify bacteria causing severe infections; represents expert reasoning as a set of rules and CF of each rule is defined as the degree of belief in the hypothesis given the evidence [12]. Then, we use the opposite of CF for evidence in rules that contain negations, \(\text{CF}(\neg F)\); the minimum of CFs for conjunctions, \(\text{CF}(F_1 \land F_2)\); and the maximum of CFs for disjunctions, \(\text{CF}(F_1 \lor F_2)\). In this project, priorities are calculated using CFs normalized with the equations (1), (2) and (3):

\[
\text{CF}(\neg F) = \frac{2 \cdot \text{weight}(F) - M}{M}
\]

\[
\text{CF}(F_1 \land F_2) = \frac{2 \cdot \min(\text{weight}(F_1), \text{weight}(F_2)) - M}{M}
\]

\[
\text{CF}(F_1 \lor F_2) = \frac{2 \cdot \max(\text{weight}(F_1), \text{weight}(F_2)) - M}{M}
\]

where \(M = \max[\text{weights}]\), \(F\) is the feature that defines the rule and \(\text{weight}()\) is the weight of the feature defined by the expert.

The attributes used and their weights are shown in Table I and it is fulfilled that the greater the value of the weight the greater is the influence of the variable.

After verifying the coherence of the system and eliminating redundant, unnecessary or conflicting rules, the problem is reduced to work with 35 rules.

The application INDUCCESS incorporates the suggested result by the expert system.

C. Machine Learning Techniques

1) Feature Selection

Typically, there may be some irrelevant or redundant data that, if it is not deleted before training a machine learning model, performance may be affected. That is one of the reasons why the dimension of the original data should be reduced by selecting the most significant characteristics before using predictive models that support decision making.

| TABLE I. WEIGTHS OF ATTRIBUTES PROPOSED BY THE EXPERTS TO DEVELOP THE BASELINE MODEL |
|---------------------------------------------------------------|
| **Weights** | **Features** |
| 5-6 | clinical_picture, prom_entrance, bishop_score_entrance, estimated_fetal_weight, fetal_growth, gestational_age, previous_caesareans |
| 3-4 | previous_vaginal_births, foetus_number, reason_previous_caesarean |
| 1-2 | bmi_initiation, amniotic_fluid, bpd, maternal_size, fertility_treatment, maternal_age, cervicometry, complications_pregnancy |
| 0 | race, smoking |

In the present work, we studied a variety of algorithms for feature selection ReliefF [13], mRMR (minimum Redundancy Maximum Relevance) [14], Gain Ratio and Information Gain attribute evaluation [15], CFS (Correlation Feature based Selection) [16] through the Weka tool [17].

2) Classification Algorithms

Machine Learning and Big Data build and study systems that are able to learn from vast amounts of data and to improve classification and prediction processes. In order for these data to be turned into knowledge, they must be processed and analysed with the models, but every model has its idiosyncrasies, so not all of them are suitable to solve any kind of problem.

In particular, in the medical service decision making processes are critical, as a wrong decision might affect people’s health directly. Therefore, we analyse advantages and disadvantages of each algorithm in the medical practice. We look for models which offer an additional explanation or information justifying the decision, as it may help healthcare specialists gain some knowledge on the given problem. In [18] machine learning techniques and models traditionally applied in...
medicine are reviewed, and requirements to be fulfilled are collected in order to be successful at this field. However, it is hard to know beforehand which method will be the most suitable one, so we tested several classification algorithms and compared their results in a number of experiments.

a) Naive Bayes

Naive Bayes [19] is a probabilistic model that uses Bayes’ theorem in the classifier’s decision rule. The Naïve Bayes classifier assumes that all predictor variables are conditionally independent given the class.

Bayesian classifiers are one of the favourites in the medical field because they offer great ability to explain their predictions models. They have a good performance, acceptable noise levels are tolerated and have a good level of transparency although not as much as decision trees.

b) Decision Trees

Decision trees are similar to systems based decision rules used to represent and categorize a number of conditions that occur in succession. A decision tree is a flowchart-like structure in which each internal node represents a “test” on an attribute, each branch represents the outcome of the test and each leaf node represents a class label. We have used the C4.5 algorithm in the training phase to decide the questions to be formulated in each node of the tree.

Decision trees have high transparency and large capacity to explain each of the predictions.

c) Neural Networks

Artificial Neural Networks have become popular in medicine because of their flexibility and dynamism. Multilayer perceptron is an artifical neural network model that maps sets of input data onto a set of appropriate outputs. The algorithm utilizes the backpropagation technique for training the network.

Artificial Neural Networks were typically used as black box classifiers lacking the transparency of generated knowledge and lacking the ability to explain the decisions. However, in this paper we use a technique to explain the predictions emitted by the classifiers, thus providing an algorithm with more transparency and excellent performance.

d) Support Vector Machines

Support Vector Machines (SVM) adjust a set of parameters that allow you to set boundaries in the space of n dimensions and approximate functions or separate patterns in different regions of the attribute space.

SVM have good performance but transparency and the ability of explanation are poor. We improved this aspect by applying techniques as in [8].

e) Random Forests

Random forests are ensemble learning methods that operate by constructing a multitude of small decision trees at training time and outputting the class that is the mode of the classes of the individual trees. Random forest is considered one of the best performing algorithms, especially problems that have many explanatory variables [20].

However, although able to provide the important variables in the classification, unlike decision trees, its output is difficult to interpret.

D. Explanation of Classification

Machine learning is becoming increasingly important in certain sectors of science, technology or business. The main purpose of machine learning is creating a model which is able to provide a satisfactory response when information is entered onto it. Medical professionals demand models which are able to explain their predictions.

In this article, we implemented the proposed algorithm first by [8] and subsequently the master’s thesis [7] made an extension. The objective is to estimate the contribution of each attribute to the model. In this way it is possible to give transparency to models that are difficult to explain, thus improving the interpretation of predictions.

III. RESULTS AND DISCUSSION

In this section, systems proposed previously in subsection II B and II C were evaluated using as measures the error in terms of percentage classification error (ErrClassif), precision or positive predictive value (Precision), recall or true positive rate (Recall), effectiveness measure (F-measure) and area under a ROC curve (AUC).

In order to guarantee independence between training and testing sets chosen and to get more stable results 10-fold cross-validation was implemented.

A. Results using Decision-making Rules

Firstly, Table II shows the error reported with the implementation of the expert system, which we have considered the baseline model. As it was explained before, it is based on decision rules that infer from the variables of the data collected (Table I) and validated after the process of extraction.

| ErrClassif (%) | Precision | Recall | F-measure | AUC  |
|---------------|-----------|--------|-----------|------|
| 41.89         | 0.567     | 0.581  | 0.571     | 0.646|

It is worth mentioning that the errors obtained using the decision rules may not be entirely objective because they may be affected by the experience and knowledge of the expert (obstetrician) who formulates them. In spite of this, we took as reference the 41.89% of classification error.

As previously mentioned, we searched for some other models to improve this result and, moreover, that offer a consistent explanation of the classification obtained, making it easier to be used at the medical field.

B. Results using Classification Algorithms

In order to reduce the dimensionality of the original set, we chose the algorithm CFS, as according our research in these issues, it selects the most relevant features for inducing, so the predictive model provides better results.

Therefore, we worked with two sets of features to represent patient. On one hand, the complete set of attributes previously shown in Fig. 1, herein called Set 1. This set includes the variables that are used in the 35 rules of the expert system. On the other hand, the six most relevant attributes chosen using CFS shown in Table III, herein called Set 2. It has been observed that four out of the six variables are considered by the expert to be maximum weight (see Table I), i.e. the most relevant ones to determine an induction; while the two remaining ones bear the second highest weight.

| Correlation/AttributeEval | clinical_picture | reason_previous_caesarean | bishop_score_entrance | previous_caesareans | previous_vaginal_births |
|--------------------------|------------------|---------------------------|-----------------------|---------------------|--------------------------|

Next we will describe the variables corresponding to Set 2, they are the most relevant to predict the performance.

- Clinical_picture is related to the conditions of the fetus, the mother or both, is a nominal variable whose values are: 1) chronologically prolonged gestation (CPG), 2) premature rupture of membrane
(PRM), 3) intrauterine growth restriction (IUGR), 4) small fetus for gestational age (SGA), 5) oligoamnios -decrease of the amount of amniotic fluid-, 6) altered fetal well-being (AFWB), 7) hypertensive disorders during the pregnancy (HDP) -chronic hypertension, preeclampsia, eclampsia-, 8) diabetes, 9) maternal medical pathology (MMP), 10) other and 11) NA.

- Prom_{entrance} is a binary variable that indicates whether the patient entered for premature rupture of the membrane.
- Bishop_{score_{entrance}} is the patient’s value at the time of entry. It is a pre-labor scoring system to assist in predicting whether induction of labor will be required. The duration of labor is inversely correlated with the Bishop score; a score that exceeds 8 describes the patient most likely to achieve a successful vaginal birth. Bishop scores of less than 6 usually require that a cervical ripening method be used before other methods.
- Reason_{previous_{caesarean}} is a nominal variable which values refers to 1) risk of fetal well-being (RFWB), 2) induction of labor failure (IOLF), 3) No parturition progress (NPP), 4) pelvic-cephalic disproportion (PCD), 5) breech birth (BB) 6) other and 7) NA.
- Previous_{caesareans} is a binary variable which indicates wether the patient had previous caesareans.
- Previous_{vaginal_births} indicates the number of previous vaginal birth.

With the purpose of improving the error obtained with the reference model (expert system), we applied the several classification algorithms to both sets of attributes, Set 1 and Set 2. The results are collected in Table IV and Table V, respectively.

Table IV shows that the results are better than those obtained with the reference model. We obtained the best result with Neural Network reaching a classification error of 26.90%.

| Algorithm         | ErClassif (%) | Precision | Recall  | F-measure | AUC  |
|-------------------|---------------|-----------|---------|-----------|------|
| Naive Bayes       | 34.96         | 0.683     | 0.650   | 0.659     | 0.808|
| Decision tree     | 27.99         | 0.693     | 0.720   | 0.698     | 0.799|
| Neural Network    | 26.90         | 0.721     | 0.731   | 0.725     | 0.844|
| SVM               | 31.17         | 0.658     | 0.688   | 0.657     | 0.718|
| Random forest     | 27.13         | 0.709     | 0.729   | 0.714     | 0.848|

Results obtained with Set 2 (Table V) show an improvement in respect of Set 1. We have obtained the best result with the same methodology, Neural Network (25.16% classification error).

| Algorithm         | ErClassif (%) | Precision | Recall  | F-measure | AUC  |
|-------------------|---------------|-----------|---------|-----------|------|
| Naive Bayes       | 29.09         | 0.696     | 0.709   | 0.700     | 0.832|
| Decision tree     | 27.38         | 0.692     | 0.726   | 0.683     | 0.789|
| Neural Network    | 25.16         | 0.736     | 0.748   | 0.738     | 0.867|
| SVM               | 26.59         | 0.712     | 0.734   | 0.702     | 0.762|
| Random forest     | 27.79         | 0.693     | 0.722   | 0.694     | 0.836|

The worst results were obtained with the Naive Bayes algorithm in both the two subsets. This leads us to speculate that the attributes comprising the two subsets are not independent which causes the worst results in relation to the proven methods. Fig. 3 shows that in general, better results are obtained with less complex models, according to the principle of Occam’s razor.

C. Explanation of Classification

In this subsection we provide a system to explain the classification obtained from the machine learning models. An algorithm has been implemented to provide transparency to the Neural Network and SVM models, both considered as black box [7], [8].

This system provides explanations to predictions of the instances. Afterwards, explanations are averaged to obtain the contributions of each value (or range of values) to a specific attribute and, in turn, to obtain the global contributions of each attribute to class prediction. For this process, we considered positive and negative contributions independently; otherwise, the contribution of a value or an attribute may be almost non-existent whereas it is very influential in both ways.

In order to simplify the analysis and visualization of results, we tested with the Set 2 selecting only four out of six attributes. Therefore, the dataset used is composed of 10,487 instances including both numerical and nominal attributes: clinical_{picture}, prom_{entrance}, bishop_{score_{entrance}} and reason_{previous_{caesarean}}. The object variable (class) is the decision chosen before the labour process starts and, as it has been stated in the paper, it may take three possible values: No induction, Induction or Caesarea. On the following figures they will be referred to as class 1, 2 and 3, respectively.

Fig. 4 depicts the global contributions of the four selected attributes for Neural Network model. It can be seen that the attributes specialize...
in the target. In particular, the attribute clinical_picture influences the prediction of the target variables No induction or Induction, but obviously in a different sense, i.e. in a positive way for No Induction and negatively for Induction. This attribute corresponds to an indicator that works as a support for the expert to determine whether or not to perform the induction of the labour. As it was stated above, this variable is one of the most relevant ones for the decision which agreed with the experts (highest weight in Table I). This reasoning is supported by the image on the top right in Fig. 4, which includes the contributions to predict class 2 (Induction), where clinical_picture affects negatively and obviously for the class 1 (No Induction) the influence is positive. For class 3 (Caesarea), it may observe that all attributes are influential and, although contributions are low, bishop_score_entrance stand out with positive values.

Fig. 5 shows the contributions of the Neural Network model for clinical_picture (top panel) and bishop_score_entrance (bottom panel), attribute differentiated by value segments. At the top of each graph is depicted the average contribution, both positive and negative. For the variable clinical_picture, only No Induction and Induction classes are represented. It may see that on average this variable has a positive influence for No Induction and in a negative way for Induction. However the contribution depends on the input of the variable. For the case of No Induction class is positive the presence of CPG, diabetes, and the influence is negative for most of the conditions related with the fetus, i.e. PRM, IUGR, SGA, oligoamnios, AFWB, HDP. The opposite occurs with the Induction class.

![Fig. 5. Contributions of the values of clinical_picture (top panel), bishop_score_entrance (bottom panel) using Neural Network to prediction. The first bar Mean represents the average of all ranges of values.](image)

However, the image at the bottom panel shows that the low values of the bishop_score_entrance feature are the most influential in order to decide Caesarea. It matches one of the decision rules provided (‘If bishop_score_entrance<=6 then Caesarea’). The work [21] suggests that a score of 5 or less indicates that the labour is unlikely to start without induction. This agrees with the results show on the bottom panel of Fig. 5.

On the other hand, we included global contributions using SVM in Fig. 6. In this case, despite including lower contributions than using Neural Network, we observe that for No induction and Caesarea classes the influential attribute is the same, which is, again clinical_picture in No induction class and bishop_score_entrance in Caesarea class. On the contrary, SVM and Neural Network disagreed with the prediction of Induction class. In SVM case, it is prom_entrance the most influence variable, despite the fact that reason_previous_caesarean has also positive values.

![Fig. 6. Global contributions of reason_previous_caesarean, bishop_score_entrance, prom_entrance, clinical_picture of SVM to prediction of each class.](image)

![Fig. 7. Contributions of the values of prom_entrance (upper panel), reason_previous_caesarean (lower panel) for both SVM and the Neural Network with respect to the prediction of the Induction class. The first bar Mean represents the average of all ranges of values.](image)
With the aim of determining which attribute of the two previously discussed, prom_entrance or reason_previous_caesarean, is more relevant in the prediction, Fig. 7 shows the explanations with Neural Network in the graphs on the right hand side and with SVM in the graphs on the left hand side.

Regarding prom_entrance, the graphs on the top in Fig. 7 show that most instances (all of them in SVM) of Induction class are confined in the option Yes. Nonetheless, low contributions in the case of Neural Network may indicate this attribute is not really influential in order to determine this class or, on the contrary, the model might not have captured the domain of the problem properly, as in this case we obtained reason_previous_caesarean. However, the fact that there are both negative and positive contributions for the two ranges of values reveals the extreme complexity of the problem due to the influence of many other factors in the decision.

The graphs at the bottom show that reason_previous_caesarean is also an influential attribute and it is more probable that in both algorithms the Induction class is assigned to an instance with values BB, other, NA. Most instances take NA value, which leads to think that, although the knowledge of the expert tells us that reason_previous_caesarean variable is determinant for a cesarean section, in the absence of this information for a patient (NA value), the prediction of cesarean section is discarded. The prediction is leaning towards any of the two others possible results, in this case we are showing the case of Induction.

All previous contributions prove what the model has learned from training. There is no direct reference to the real distribution of instances in the space of attributes. In some of the situations depicted, the trained models have captured the real domain of the problem properly and contributions, besides explaining how the model works, reflect this field quite accurately.

**IV. Conclusion and Future Work**

In this paper we have designed a system to exploit information compiled in the Electronic Medical Records about pregnancies women. The goal is to extract value out of data.

Five principles were pursued in this project: (1) accuracy, models respond correctly, (2) interpretability, responds to the question why a particular action is recommended, (3) actionable, to reduce patient risk, (4) credible, consistent with what is known in the clinical literature and (5) robust, capable of adopting changes over time and population.

A computer system was built which incorporates two divergent principles. Firstly, a Clinical Decision Support System based on decision rules provided by a panel of experts in Obstetrics and secondly, methodology based on learning techniques, Big Data and algorithms was implemented.

Finally, we have verified that a small number of variables is sufficient to obtain robust models. In addition, attempts have been made to obtain transparency in models or algorithms difficult to interpret and thus be able to obtain new rules of behavior.

Experimental results with this dataset indicate that, if there is no reason why the expert might recommend induction, the result should be No induction. For Induction, it is required that the patient had not had any previous caesarean, or that there has been a premature rupture of membranes (prom) when was admitted. In order for a Caesarea to be determined, typically the Bishop score must be less than 6. These explanations make these models more transparent and may help complement knowledge or discover relationships among data that were so far unnoticed.

The implemented system has proved to be of interest and useful to the expert in decision making. It is not only a new tool for access and validation of clinical information, but a new line of work has been created, where the application developed can be used in clinical practice in real time by expert medical personnel, hoping to improve their results. The applied methodology can be extrapolated to any other branch of Medicine.
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