Artificial neural network model and fuzzy logic control of dissolved oxygen in a bioreactor
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ABSTRACT

In a fermentation process, dissolved oxygen is one of the key process variables that needs to be controlled because of the effect they have on the product quality. In a penicillin production, dissolved oxygen concentration influenced biomass concentration. In this paper, multilayer perceptron neural network (MLP) and Radial Basis Function (RBF) neural network is used in modeling penicillin fermentation process. Process data from an industrial scale fed-batch bioreactor is used in developing the models with dissolved oxygen and penicillin concentration as the outputs. RBF neural network model gives better accuracy than MLP neural network. The model is further used in fuzzy logic controller design to simulate control of dissolved oxygen by manipulation of aeration rate. Simulation result shows that the fuzzy logic controller can control the dissolved oxygen based on the given profile.
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1. INTRODUCTION

Bioreactor is known as vessel or tank in which a chemical process is carried out that involves organisms or biochemically active substances derived from such organisms. Bioreactor provides a controlled and suitable environment for microorganism to grow, reproduce and synthesis product. It is used to manufacture a wide range of useful biological products via fermentation process, among others ethanol [1], antibiotics [2], protein production [3], vaccines [4] and bioplastic [5]. In bioprocess, biological components are sensitive to environmental changes in the bioreactor. Variations in pH, temperature, dissolved oxygen (DO) and nutrients may adversely affect process reproducibility or cell activity [6].

Dissolved oxygen is a key macro-nutrient for the microorganism growth, metabolic production and maintenance [7]. Functional relationship between the process variables in a penicillin fermentation introduced in [8] states that dissolved oxygen, pH and temperature influenced biomass concentration, while dissolved oxygen concentration is related to pH and temperature. Findings from experimental study suggests biomass growth is highly dependent on both glucose as the carbon source and oxygen as substrates [7]. Control of environmental variables (temperature, pH and dissolved oxygen) is important in a fermentation process. Proteins’ reaction is slow if temperature decreases and if it rises the characteristic properties of the protein will be altered. A suitable pH level is needed for transfer of feedstuff to cell membrane and energy out of the cell [9].
Commercial production of antibiotics such as penicillin is through fermentation in fed-batch bioreactors. In fed-batch fermentation, substrate is added into the bioreactor during the batch run while cells and products are only withdrew at the end of fermentation run [10]. It is a preferred mode of fermentation as it combines the advantages of batch and continuous modes. Compared to batch mode, improved overall productivity can be achieved using fed-batch as it offers convenience in terms of better control over variation in substrate concentration and differentiation of growth [11].

Control of fed-batch bioprocess is challenging as accurate mathematical model is unavailable, also random variations occur in initial process state and model parameters from batch to batch. Lack of understanding on the microorganism’s complex regulatory network and the interactions in bioreactor contributes to the absence of reliable mechanistic model [12]. An alternative to mechanistic model of penicillin fermentation is data-driven models using historical data of the process. Unlike mechanistic models, knowledge of detailed process description is not necessary as it only depends on the availability of a large process database [10]. Collection of large amounts of data is possible with the use of modern instrumentation techniques in industrial scale fed-batch bioreactors.

Artificial neural network is a data-driven method that has been successfully applied in predicting system behavior based on measured variables in a fermentation process because it can arbitrarily approximate the nonlinear behavior of the process [13]. Previous studies on the use of ANN in fermentation include rumen fermentation [14], acid synthesis [15], xanthan gum [16], foreign protein [17], E-coli fermentation [18], yeast fermentation [19] and solid-state fermentation [20]. Multilayer perceptron neural network (MLP NN) and radial basis function neural network (RBF NN) are two of the most frequently used neural network structure, and thus chosen for model development in this work. Fuzzy control is designed to deal with uncertainties in a system as normally arises in a fed-batch fermentation due to nonlinear behavior of the process. Unlike model-based method, fuzzy logic control does not utilize complex model and initial knowledge on the dynamics of the system is not required [21].

In this paper, Multilayer Perceptron (MLP) and Radial Basis Function (RBF) neural network models are developed using real process data from an industrial fed-batch penicillin fermentation. The neural network model is then used in place of the process model in a fuzzy logic control of dissolved oxygen by manipulating aeration rate to the fed-batch bioreactor.

2. RESEARCH METHOD

The process of modelling the bioreactor and involves a few important steps as outlined in the flowchart of Figure 1 and Figure 3. Variable selection is done before building neural network models for further use in fuzzy logic control of dissolved oxygen. This is to ensure only input variable that has influence on the output variable is used in modelling the process. Two Artificial Neural Network been implemented for modelling, namely the Multilayer Perceptron (MLP) and Radial Basis Function (RBF). Fuzzy logic controller design involves fuzzification process and defuzzification process.

2.1. Variable Selection

Process data used in this paper is obtained from a study on development of realistic simulator for process control and optimization study of an industrial penicillin fermentation process [22]. The fed-batch bioreactor is 100,000 L in volume and fitted with sensors for online measurements of pH, dissolved oxygen (DO), temperature, pressure and foaming. A total of 10 fermentation batches is available. 4 batches will be used for neural network training, one batch for neural network testing and another batch is used as reference.

The first step in modelling is to determine which input variable will affect the DO level of the bioreactor and penicillin concentration. Previous studies state that input variables affecting the DO level are aeration rate (L/m), pressure (bar), water injection rate (L/m), substrate feeding rate (L/m) and temperature (Celsius) [22-23]. Sensitivity analysis is performed on the process batch data using cosine amplitude method (CAM) to determine the relative effect of each process variable towards the output variables; dissolved oxygen and penicillin concentration, as defined by the value of Rij in (1) [24]. A larger value of Rij indicates a stronger influence of the input variable xi towards an output variable yj in m-dimensional space data pairs [25].

\[ R_{ij} = \frac{\sum_{k=1}^{m} x_k y_{jk}}{\sqrt{\sum_{k=1}^{m} x_k^2 \sum_{k=1}^{m} y_{jk}^2}} \]  

(1)
2.2. Multilayer Perceptron ANN

Multilayer Perceptron neural network consists of a series on interconnected nodes or neuron as shown in Figure 2. These neurons are essentially nonlinear processing elements which represent a nonlinear transformation on the summation of the input signals [5]. The nodes are connected by a set of scalar weights. There is always an input and an output layer to the network and the number of neurons in both these layers depends on the respective number of inputs and outputs being considered. In contrast, the number of hidden layer neurons may vary from zero to any finite number. The number of neurons in each hidden layer is also user-specified [6].

The MLP network is coded in MATLAB software. The model trained using data sets previously acquired from real bioreactor. Two data sets are created from the batch data, called training data and testing data. The training data will be used to train the neural network repeatedly until it reaches acceptable error range. Meanwhile testing data will be used to verify trained neural network. The training data and testing data should not contain same data sets. Advisably, 80% of available data used for training and remaining 20% used for testing. In this case, data from batch 2, batch 3, batch 9 and batch 10 used for training and meanwhile, data from batch 8 used for testing. Another matter that should considered is the structure of MLP ANN, specifically the number of hidden layers and neurons for each layer. There is no specific method to determine the optimum number of hidden layers and neurons of each layer. Thus, the training process is repeated many times with different combination of number of hidden layers and neurons of each layer. Best structure is chosen based on the performance of each MLP structures, which was [15, 30] as shown in Figure 3. Flowchart for RBF neural network as shown in Figure 4.

![Flowchart for MLP neural network](image)

Figure 1. Flowchart for MLP neural network

There are few parameters that should be set for the training. The learning process continues as the data sets are presented repeatedly to the ANN and weights between the nodes are adjusted to reduce the error.
Epoch is the number of times the same data set being fed into the ANN. While training the ANN, the maximum number of epochs should be set, so that the training will stop after a certain number of epochs. Failure to set this training parameter may result in non-stop training process. In this study, we set the maximum number of epochs to be 1000. Another parameter that should be set is the error goal. The training process continues until the maximum number of epochs is reached or the error met the error goal, whichever comes first. Learning rate is another parameter which controls the speed of the learning of the ANN. In back propagation, the learning rate is analogous to the step-size parameter from the gradient-descent algorithm. If the step-size is too high, the system will either oscillate about the true solution, or it will not diverge completely. If the step-size is too low, the system will take a long time to converge on the final solution. The learning rate is set to 0.1.

![Figure 2. Multilayer Perceptron Artificial Neural Network](image)

![Figure 3. MLP neural network structure](image)

![Figure 4. Flowchart for RBF neural network](image)

### 2.3. Radial Basis Function ANN

RBF ANN is a forward neural network which uses radial basis functions, \( \Phi_m(.) \) as activation functions for each hidden layer neuron and the output of RBF ANN is weighted linear superposition of these basis functions [7]. Figure 5 shows the structure of RBF ANN.
The process of selecting data for both training and testing tests are the same with the MLP ANN process. Nevertheless, the structure of RBF has different approach compare to MLP. Unlike MLP, it has only one single layer which consists of numbers of neurons. The parameter to be adjusted is the spread of each neural. Similar like MLP, there is no method to find optimum spread that will give best performance. Thus, the training process will be repeated with different radius value and compared to choose the one with more accurate result.

2.4. Designing the Valve

The aeration level can be controlled using limited integrator in the simulated valve subsystem as shown in Figure 6. Note that the valve is directly controlled by the fuzzy logic controller. The DO level shouldn’t drop below 30% of the nominal value in order to ensure survival of penicillin culture. Aeration is directly related to the DO level. To prevent DO level to drop below 30%, a limiter is added to the valve so that it won’t close more than a specific level.

2.5. Fuzzy Logic Controller (FLC)

Before designing the fuzzy logic controller (FLC), the inputs to the fuzzy logic and its output should be determined. In this case, the output will change the opening of valve based current opening size as the opening of the valve will determine the aeration rate being feed into the bioreactor. Meanwhile, as the inputs, error of DO level of output to the set point and rate of change of error are taken. Figure 7 shows a simple representative of input and output of the fuzzy logic controller.
The next step will be fuzzification which transforming the system inputs, which are crisp numbers, into fuzzy sets. For the input “error” it has three fuzzy sets which are “Low”, “OK” and “High”. Meanwhile, for the input “Rate of Error” it has three fuzzy sets as well: “Negative”, “Zero”, and “Positive”. The output will have 5 distinct memberships: “Close Large”, “Close Small”, “No Change”, “Open Small” and “Open large”. Table 1 and Table 2 show the membership type of each input of “ERROR” and “RATE of ERROR” respectively including their crisp input range. Meanwhile Table 3 shows the membership function for the FLC’s output. After fuzzification, a set of rules will be created. The rules are connected by “and” connectives. Table 4 shows the rule base of the FLC based on relationship of the inputs for the outputs.

To determine the output given input values, the FL should undergo defuzzification process. Defuzzification is the process of converting the degree of membership of output linguistic variable into crisp numerical values. For this study, centroid of gravity method is used.

### Table 1. Membership of Each Variable of Input "Error"

| Fuzzy Variable | MF Used  | Crisp Input Range |
|----------------|----------|-------------------|
| High           | Gaussian MF | (3,-10)          |
| OK             | Gaussian MF | (3,0)            |
| Low            | Gaussian MF | (-3,10)          |

### Table 2. Membership of Each Variable of Input "Rate of Error"

| Fuzzy Variable | MF Used    | Crisp Input Range |
|----------------|------------|-------------------|
| Negative       | Gaussian MF | (-0.3,-1)        |
| Zero           | Gaussian MF | (0,0)            |
| Positive       | Gaussian MF | (-0.3,1)         |

### Table 3. Membership Function of Each Variable of Output "Valve Changes"

| Fuzzy Variable | MF Used  | Crisp Output Range |
|----------------|----------|--------------------|
| Close large    | trimMF    | (0.8, 1)           |
| Close small    | trimMF    | (0.2, 0.4)         |
| No change      | trimMF    | (-0.1, 0.1)        |
| Open small     | trimMF    | (-0.4, -0.2)       |
| Open large     | trimMF    | (-1, -0.8)         |

### Table 4. Rule base for Fuzzy Logic to Change the Valve Opening Size

| Inputs          | Error    | Memberships       |
|-----------------|----------|-------------------|
|                 | Error    | Low               |
| Rate of Error   | Negative | Open large        |
|                 | Zero     | No Change         |
|                 | Positive | Close Slow        |

3. RESULTS AND ANALYSIS

3.1. Sensitivity Analysis

Sensitivity analysis was carried out on the dataset for batches 2, 3, 9 and 10 which are used for neural network training using cosine amplitude method to determine Rij that gives the relative significance of input variable’s effect towards output variable. The higher value of Rij given between 0 and 1 indicates a more influential input variable. Figure 8 shows the result of sensitivity analysis for input variables; temperature (Celsius), water injection rate (L/m), sugar substrate feeding rate (L/m), pressure (bar) and aeration rate (L/m) on output variables; dissolved oxygen and penicillin concentration. From the results for two batches shown here, temperature and sugar substrate feeding rate has the biggest influence on dissolved oxygen and penicillin concentration respectively. The least significant variable for both output variables is water for injection. All other four input variables used in building the neural network models shows strong relationship to the output variable.

![Figure 8. Sensitivity analysis for (a) batch 2 (b) batch 3](image-url)
3.2. Block Diagram of the System in Simulink

The project been simulated in Simulink MATLAB software using a block diagram that been designed in Simulink which consist of both model of the bioreactor and fuzzy logic controller to adjust the aeration rate to control the dissolved oxygen level in the bioreactor. The bioreactor plant consists of artificial neural network model for both DO level and penicillin concentration of the bioreactor. The negative feedback error of DO is fed into fuzzy logic controller as input. The negative feedback also been fed into differentiator block (du/dt) to get rate of change of error, which is the second input for the fuzzy logic. The opening size of valve is directly controlled by the fuzzy logic controller. The opening size of valve will determine the aeration rate (L/m) to be feed into the bioreactor model.

3.3. Selection of ANN Model Structure

Table 5 shows regression values of training and testing results for both MLP and RBF ANN obtained from regression plots. Regression analysis is a set of statistical processes for estimating the relationships among variables. In the case, relationship between the target output and trained output can be observed and analysed. A correlation coefficient or regression value R2 value closer to 1 indicates a closer fit of process output to model output. Table 5 compares the regression values to pick the best available trained neural network to be used as bioreactor model in simulation. For DO level, MLP shows higher regression value compared to RBF, which means it is better than RBF. However, the testing regression shows that RBF gives better fit compared to MLP. This shows that RBF perform better during the testing. This condition may occur due to MPL has been over-trained and becomes less flexible. Similar condition is seen in ANN training for penicillin concentration where MLP has higher regression value compare to RBF in training, but RBF has higher regression value in testing. This means that in both modelling, MLP has been over-trained, which made it less flexible compare to RBF ANN. Thus, RBF ANN is chosen as for both DO and penicillin concentration model to be used in simulation.

Table 5. Regression Values of Training and Testing Result for ANN

| Output Variable | ANN Method | Training Regression value | Testing Regression value |
|-----------------|------------|---------------------------|-------------------------|
| DO2 level       | MLP ANN    | 0.9057                    | 0.8630                  |
| Penicillin      | RBF ANN    | 0.7981                    | 0.8731                  |
| Concentration   | MLP ANN    | 0.9889                    | 0.8860                  |
|                 | RBF ANN    | 0.9105                    | 0.9105                  |

3.4. Simulation Result

Figure 9 shows DO level output of the bioreactor versus the DO set point that variesaccording time as defined by Profile 1 from batch 1. The results show that the DO level successfully controlled to follow the profile with very small error by using fuzzy logic controller. The fuzzy logic controller also managed to eliminate overshoots occurrence in the response as normally seen in PID controller. The steady state error can be reduced by adjusting the error gain.

Figure 9 shows aeration rate as adjusted by the valve which controlled by the fuzzy logic controller. By manipulating aeration rate, DO level can be controlled. This relationship can be seen by comparing Figure 9 and Figure 10. As aeration rate is increased the DO level in the bioreactor also increases, this is true also for opposite condition.

![Figure 9. Simulated DO level using Profile 1](image1.png)

![Figure 10. Simulated result of aeration rate to bioreactor controlled by Fuzzy Logic Controller for Profile 1](image2.png)
Figure 11 shows that the penicillin concentration against time for Profile 1. The penicillin concentration increases as the fermentation duration increases as observed in the batch data. This shows that both model and controller successful in simulating the penicillin sp fermentation. The whole process took 140 hours. From the plot, it is observed that penicillin concentration reached its saturation at hour 90. This means that, the process is completed by hour 100 and product can be collected by then. There is no need to wait until 140 hours to collect the product in the reactor. This is a fed batch process; hence whole product must be collected at the end of the process. The characteristic of the step response can be analysed based on Figure 12.

![Simulated result of penicillin concentration in bioreactor culture for Profile 1](image1)

![Step Response of the FLC Controller](image2)

Figure 11. Simulated result of penicillin concentration in bioreactor culture for Profile 1

Figure 12: Step Response of the Fuzzy Logic Controller

A step response of 13 mg/L for DO level is given as the set point. Rise time, $t_r$, it takes for the response to rise from 10% to 90% of the steady-state response. The rising time, $t_r$, equivalent to 0.135 hours or 8.1 minutes. The step response of FLC shows that it does not have any overshoot. Steady-state error is defined as the difference between the set point and the output of a system in the limit as time goes to infinity. The output settles at 12.83 mg/L when the set-point is set to 13. Therefore, it has steady state error of 0.17mg/L or 1.307%. This value is considered good as steady state error in bio-process is usually large. Settling time, $t_s$ is time it takes for the error between the response and set point to fall to within 2%. In this case, the settling time is 0.2 hours or 12 minutes.

4. CONCLUSION

Both MLP and RBF neural network models show good results as shown by regression values for training and testing for DO2 level and penicillin concentration. Except for training regression value of RBF ANN for DO2 level around 0.8, all other regression values exceed 0.85. RBF neural network model shows better result as it shows no overfitting occurs. Simulation results for fuzzy logic controller shows that it can follow the reference profile for DO and penicillin concentration. The designed fuzzy logic controller can provide a good step response. Increasing the gain of error and rate of error in the circuit gives faster response, but there is chance to produce high noise level in the response, which is bad for the actuators such as the valve.
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