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Abstract—In this paper, we propose adaptive techniques for multi-user multiple input and multiple output (MU-MIMO) cellular communication systems, to solve the problem of energy efficient communications with heterogeneous delay-aware traffic. In order to minimize the total transmission power of the MU-MIMO, we investigate the relationship between the transmission power and the M-ary quadrature amplitude modulation (MQAM) constellation size and get the energy efficient modulation for each transmission stream based on the minimum mean square error (MMSE) receiver. Since the total power consumption is different for MU-MIMO and multi-user single input and multiple output (MU-SIMO), by exploiting the intrinsic relationship among the total power consumption model, and heterogeneous delay-aware services, we propose an adaptive transmission strategy, which is a switching between MU-MIMO and MU-SIMO. Simulations show that in order to maximize the energy efficiency and consider different Quality of Service (QoS) of delay for the users simultaneously, the users should adaptively choose the constellation size for each stream as well as the transmission mode.

Index Terms—MU-MIMO; Energy efficiency; Mode switching; MQAM constellation size; MMSE receiver; heterogeneous delay-aware services.

I. INTRODUCTION

RECENTLY, energy efficient communications in wireless cellular networks have attracted much research attention. While the battery development has not kept up with the growing demand of ubiquitous multimedia communications, the energy efficiency is more and more important for mobile users. Meanwhile, in addition to the energy efficient wireless communications, future wireless networks are also expected to support a variety of services with delay requirements, which is one of the major Quality of Service (QoS) for users. In [1], the authors have introduced many fundamental works and advanced techniques on energy-efficient communications.
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Since multiple-input multiple-output (MIMO) has potential to achieve high capacity, it has been a key technology for wireless systems [2]. As we know for a point-to-point system, multiple antennas can help the system to greatly reduce the transmit power. On the other hand, a multi-user multiple-input multiple-output (MU-MIMO) system can provide a substantial gain by allowing multiple users to communicate in the same frequency and the same time slot [3]. In current and emerging cellular networks, downlink and uplink transmissions can be realized with MIMO in the form of MU-MIMO, which can simultaneously benefit from multiple antennas and multi-user diversity gains [4]. At the same time, different users can have different delay-aware services. For example, for users having voice services, the packet should be received with a strict delay. While for users having layered video services, the data from base layer can be transmitted and decoded earlier than the data from the enhanced layers, where the packets can be received with a long delay.

A. Related Work

At the physical (PHY) layer, energy efficient communication techniques are mainly developed through coding, modulation, and signal processing techniques [5]–[7]. Thus, the modulation for the MIMO spatial streams has great impact on the user’s energy efficiency. The authors in [5] study the optimal modulation in multi-hop time division multiple access (TDMA) networks, who use the convex-optimization method to minimize the energy consumption per bit under the delay constraint, but different modulation sizes for each user’s stream is not considered. The constellation size for each stream of a MIMO systems can influence the energy efficiency [8], and this work shows that the energy efficiency is dramatically increased with the optimal constellation size. However, the influence of the constellation size to the power consumption of the MIMO streams has not been considered there, although the optimal power allocation for MIMO spatial streams has been studied in [9]. In addition, MIMO systems are not always superior to the single input and multiple output (SIMO) systems due to different circuit power consumption [10]. Therefore, each user should choose a better transmission mode between MIMO and SIMO to improve the energy efficiency [8], [10].
For the upper-layer service, different delay demands of the service can influence the energy efficiency [11]–[14]. The major existing works focus on the tradeoff between the average delay and the average transmission power, not considering the MIMO/SIMO mode switching. In [10], the delay aware MIMO/SIMO switching strategy is proposed, however, the strategy is based on the flow delay and doesn’t include the optimization of the constellation size. MU-MIMO has not been considered in [10] either. As we have stated, green communication is a major theme of 5G networks [15], it is preferable to minimize the transmit power under different delay demands. Then it motivates us to consider total power minimization under individual delay demand in MU-MIMO cellular networks.

Since the different ratios of delay sensitive users to delay tolerant users cause the different energy efficiency of MU-MIMO and MU-SIMO, it is necessary to consider the MU-MIMO/SIMO switching. In [16], different types of services such as voice, data, and multimedia, as well as different delay constraints are considered by the user’s scheduling schemes, which explore the time, channel, and multiuser diversity to guarantee QoS and enhance the network performance. In [17], joint power and rate control have been studied extensively for multiple users network. The authors have studied joint power and rate control under bit error rate (BER) and delay constraints. However, all these works are only based on the single stream.

B. Main Contributions

In a broad view, our work considers the cross-layer design framework, which aims to take upper-layer delay-aware traffic and physical layer transmission schemes into account. Our work is related to the works in [8]–[10], [17], however, our work is different in several significant ways. First, in our work, we derive the modulation of the multiple streams to maximize the energy efficiency, but [9], [17] concentrate more on the power allocation. Meanwhile, since MU-SIMO systems may be more energy efficient than the MU-MIMO systems when the total number of users with heterogeneous delay-aware services is different, we propose an adaptive MU-MIMO/MU-SIMO transmission strategy to improve the energy efficiency in MU-MIMO systems, and select the optimal antenna for MU-SIMO mode, which are not considered in [8], [10]. To our best knowledge, the modulation size and the antenna selection for the delay-aware energy efficiency, has not been considered in MU-MIMO systems so far, and the prior works in this area did not explicitly take into account the effect of the heterogeneous packet delay constraints for different users to the MU-MIMO/MU-SIMO switching.

In all, our contribution can be summarized as follows:

- We obtain, via the minimum mean square error (MMSE) receiver, the closed-form expression of the transmit power for each stream, which is related to the modulation for each stream and the symbol error rate.
- We derive the closed-form expression of the energy efficient modulation size for each stream, under the objective to minimize the total transmission power. Correspondingly, the total average power consumption of MU-MIMO is also obtained.
- In order to minimize the total power consumption of MU-MIMO, we consider the antenna selection for each user, and select the antenna which has the best channel gain.
- Based on the power model of the MU-MIMO and MU-SIMO, we derive a energy efficient switching policy, which considers the ratio of the number of delay sensitive users to that of delay tolerant users.

C. Paper Organization

The rest of the paper is organized as follows. Section II describes the system model, including the transmission model and the queuing model. Section III describes the energy efficiency and the problem statement. In section IV, we analyze the energy efficient modulation size for each stream of the MU-MIMO systems based on the MMSE receiver. Section V analyzes the delay performance and the mode switching between the MU-MIMO and the MU-SIMO based on the heterogeneous delay-aware services. In section VI, we show the simulation results, and the conclusions are made in section VII.

D. Notation

Notations: \( \mathbb{E}(\cdot) \), \( \|\cdot\|_p \), \( \|\cdot\|_2 \) and \( (\cdot)^H \), denote the expectation, the Frobenius norm, the Euclidean norm and the conjugate transpose, respectively. \( i.i.d. \) stands for independent and identically distributed. \( I \) is the identity matrix with appropriate dimensions. \( \text{diag}(\cdot) \) is a diagonal matrix. \( \lfloor x \rfloor \) is the largest integer number that is not larger than \( x \), and \( \lceil x \rceil \) is the smallest integer number that is not smaller than \( x \). \( \bar{a} \) is the conjugate of \( a \). For the matrices \( A \) and \( B \), \( A \oplus B \) stands for the diagonal block matrix with \( A \) and \( B \) as the diagonal entries.

II. SYSTEM MODEL

A. Physical Layer Channel Model

Consider the uplink multi-users MIMO (MU-MIMO) systems, as illustrated in Fig. 1, where one base station (BS) is serving \( K \) users, we assume the channel is an independent and identically distributed (i.i.d.) Rayleigh fading channel. The BS has \( N_r \) antennas, and each user has \( N_t \) antennas. Among the
where the heavy users occupy the ratio of $\rho$, and $\rho \leq 1$, where the heavy users are the users having the delay sensitive sessions, and the remaining users have the delay tolerant sessions. Denote $H_i$ and $P_i = \text{diag}\{\sqrt{p_{i1}}, \ldots, \sqrt{p_{iN_i}}\}$ as the channel matrix and the power allocation matrix of user $i$ respectively. The total transmit power of the MU-MIMO is $P_T$. In a flat-fading propagation environment, the received signal at the BS is denoted as

$$y = HPx + n = \sum_{i=1}^{K} H_i P_i x_i + n,$$  \hspace{1cm} (1)

where $P = \text{diag}\{P_1, \ldots, P_K\}$, $y = [y_1, y_2, \ldots, y_{N_r}]^T$ and $x_i = [x_{i1}, x_{i2}, \ldots, x_{iN_i}]^T$ are the received and transmitted symbols of user $i$ respectively, and each element $x_{ij}$ can come from a $2^b_{\text{QAM}}$ modulation and is subject to a unit power constraint $E[|x_{ij}|^2] = 1$. $n$ is the length-$N_r$ noise vector, which is Gaussian distributed with zero mean and the covariance matrix $\sigma^2 I$. We assume that Nyquist pulses are used and hence the M-ary quadrature amplitude modulation (MQAM) symbol rate is approximately equal to the transmission bandwidth $B$. The total number $b_i$ of the information bits that can be transmitted at each time for each user $i$ is assumed the same and given by

$$b_i = \sum_{j=1}^{N_s} b_{ij},$$

where $b_{ij}$ is the modulation size of data stream $j$ of user $i$.

The channel state information (CSI) is supposed to be imperfectly known to the receiver. Denote $\hat{H}$ as the estimated CSI at the receiver (CSIR). Thus the channel can be modeled as \cite{18}

$$H = \sqrt{1 - \tau^2} \hat{H} + \tau \Omega,$$ \hspace{1cm} (2)

where $\Omega$ has i.i.d entries of zero mean and unit variance independent of $\hat{H}$ and $n$, and the parameter $\tau \in [0,1]$ reflects the estimation accuracy or quality of the channel $H$. The case $\tau = 0$ corresponds to perfect CSIR, whereas for $\tau = 1$, the CSIR is completely unknown to the receiver.

### B. Link Layer Queuing Model

The transmitted bits at the physical layer come from the link layer in a packet basis. Each packet has a size of $L$ bits, among which $L_h$ bits are the header, and then

$$L_p = L - L_h$$

are the payload bits. When the receiver correctly receives a packet, it will feedback an ACK packet to the transmitter, which is the signal passed between transmitter and receiver to signify acknowledgement or receipt of response. If the receiver can not correctly receive the packet, the transmitter will repeat transmitting the packet until it is received correctly.

For each user, the link layer packets arrive at the transmitter into a first-in-first-out (FIFO) queue, and the buffer is finite with size $Q_0$. Consider that each user’s link layer constructs packet streams with the packet size of $L$ bits. With regard to the delay performance of the packet, assume that each user’s

### III. Energy Efficiency and Problem Statement

#### A. Throughput Analysis

Assume that each user’s packet contains the same $L$ bits, which is transmitted with $N_i$ streams. Define the transmission time per packet as

$$t_L = \frac{L}{R_a b}.$$  \hspace{1cm} (3)

Since not all the transmitted data in the packet are information bits, we define the effective throughput $T_i$ for user $i$ as the payload information that can be correctly received per second as \cite{19-21}:

$$T_i = \frac{L_p p_s}{t_L} = \frac{L - L_h}{L} \sum_{j=1}^{N_s} b_{ij} R_a p_s = \frac{L - L_h}{L} b R_a p_s,$$ \hspace{1cm} (4)

where $p_s$ is the probability of successful packet transmission for user $i$ at the link layer. To facilitate the analysis of packet throughput, $p_s$ needs to be derived. Based on the relationship of the packet and the symbol, $p_s$ can be expressed as a function of the symbol error rate (SER) $p_e$ for each data stream of user $i$. Since delay is related to $p_e$, in order to derive the closed-form expression of delay, we assume that the SER $p_e$ is given for each stream. Then the throughput is given based on the given SER.

#### B. Power Consumption and Energy Efficiency

A power consumption model is required to evaluate the energy efficiency for any communication system. In this paper, we only consider the power consumption of the transmit side for simplicity. To realize the system throughput $T = \sum_{i=1}^{K} T_i$, the total power consumption of the MU-MIMO systems consists of the total transmit power $P$ and the total circuit power $P_c$. The circuit power consumption is modeled as a linear function of the number of the transmit antennas, and the circuit power for each antenna is $P_0$. This overly simplified model has been widely adopted in the analysis of energy efficiency \cite{15, 24}. For the MU-SIMO systems, each user chooses the antenna with the best channel gain, and the other antennas are not used. The circuit operation can be turned off for unused antennas. Then each user has circuit power consumption of $P_0$.

We define the energy efficiency as the number of transmitted bits per unit energy consumption, which is equivalent to the throughput per total power consumption. The energy efficiency of the MU-MIMO systems can be shown as

$$f_{ee} \triangleq T/(P + P_c).$$  \hspace{1cm} (5)
C. Problem Statement

In this paper, we are interested in determining the energy efficient modulation $b_{ij}$ for each stream of the MU-MIMO systems. In addition, since total power consumption of MU-MIMO and MU-SIMO are different for different ratios $\rho$, we should switch between MU-MIMO and MU-SIMO. In particular, while the heavy users occupy the ratio $\rho = \rho_0$, we want to get the energy efficient transmission mode from MU-MIMO and MU-SIMO, which can also be called the switching strategy $t$. Mathematically, the problem is given by

$$\max_{\{b_{ij}, t\}} \{f_{ee}|\rho = \rho_0, t \in \{m, s\}\},$$

where $m$ and $s$ represent the transmission modes of MU-MIMO and MU-SIMO respectively.

IV. ENERGY EFFICIENCY FOR PHYSICAL LAYER TRANSMISSION

Since the total circuit power of the MU-MIMO is a constant and the SER for each stream is given, the system throughput $T$ is derived based on $\mathcal{H}$. Then the problem of getting the energy efficient modulation of MU-MIMO is equivalent to minimizing the total transmit power at the same throughput.

Under the assumption of the imperfect CSI at the base station, this section introduces the deterministic approximation of the signal to interference and noise ratio (SINR) in MU-MIMO system, which is based on the minimum mean square error (MMSE) receiver. To get the energy efficient modulation for each stream of each user, we should solve the optimization problem of power minimization. The derived results will be used in the next section.

A. The Derivation of the Receiving SINR

Consider the MMSE detecting matrix

$$\hat{W}_{MMSE} = (P^H \hat{H}^H \hat{H} P + \alpha I_{N_t, K})^{-1} P^H \hat{H},$$

where $\alpha = \frac{\tau^2}{T}$ is the regularizing factor in the MMSE receiver. Apparently, substituting $\hat{W}_{MMSE}$ into (1) to derive the received SINR is complex. To simplify the calculation, we extract the power allocation matrix $P$ to get

$$\hat{W} = (\hat{H}^H \hat{H} + \alpha I_{N_t, K})^{-1} \hat{H}^H.$$

As can be seen, the optimal receiving filter matrix $\hat{W}_{MMSE}$ depends on the power allocation matrix $P$, but the simplified $\hat{W}$ no longer depends on $P$, which can reduce the computational complexity. However, this influence to the modulation allocation for each stream is small, which is validated by Fig. 2. Therefore, the receiving signal vector processed by an MMSE detector can be denoted as

$$z = \hat{W}y = \hat{W}HPx + \hat{W}n = (\hat{H}^H \hat{H} + \alpha I_{N_t, K})^{-1} \hat{H}^H H Px + \hat{n},$$

where $\hat{n} = (\hat{H}^H \hat{H} + \alpha I_{N_t, K})^{-1} \hat{H}^H H n$.

After linear MMSE, the vector $z$, is the linear MMSE estimate of the transmitted symbols $x$. This can also be interpreted as a linear equalizer, which can reduce the inter-symbol interference (ISI) due to the parallel transmission of independent symbols over the nonorthogonal radio channel. Therefore, MMSE receiver has been widely used in current MU-MIMO systems to improve the performance.

It can be easily shown (see, e.g., [25]) that the instantaneous received SINR for the $i$-th filter output is corresponding to the $i$-th element of $z$. To evaluate the amount of the desired signal and interference on each spatial stream by MMSE filter, we use the unitary decomposition $\hat{H}^H \hat{H} = QAQ^H$ with a non-negative diagonal eigenvalue matrix $\Lambda = \text{diag}\{\lambda_1, \ldots, \lambda_{N_t, K}\}$ and an unitary eigenvector matrix $Q$, and find

$$\hat{W}HPx = \sqrt{1 - \tau^2} (\hat{H}^H + \alpha I_{N_t, K})^{-1} \hat{H}^H H Px + \tau \hat{W} О P x + \hat{G}_n,$$

where $\hat{G}_n = \tau \hat{W} О P x$ is the noise from the channel estimation error. Using (2), we can find the entry of the $j$-th spatial stream of user $i$ as (10). To find the expected power of the desired signal, we compute the expectation over $Q$. From (10) and (20), we can get the desired signal power of the stream $j$ of user $i$

$$E(P_{s_{ij}}) = p_{ij}(1 - \tau^2) E\left(\sum_{l=1}^{N_t, K} \frac{\lambda_l}{\lambda_l + \alpha} |q_{ij}(l) + j_{ij,l}|^2\right)^2 = \frac{p_{ij}(1 - \tau^2)}{N_t, K(N_t, K + 1)} \left(\sum_{l=1}^{N_t, K} \frac{\lambda_l}{\lambda_l + \alpha}\right)^2 + \sum_{l=1}^{N_t, K} \left(\frac{\lambda_l}{\lambda_l + \alpha}\right)^2,$$

where the expectation is taken with respect to distribution $Q$ conditioned on $\Lambda$. Note that conditional expectation taken with respect to $Q$ that is conditioned on $\Lambda$ is valid because $Q$ and $\Lambda$ are independent [27]. All of the remaining terms in (10) are the interference for stream $j$.

To find the expected power of the interference, we introduce the following lemma:

Lemma 1. If $1 \leq i, j, i', j' \leq N_t, K, i \neq i', j \neq j'$, and $Q = [q_{ij}]_{N_t, K \times N_t, K}$ is a standard unitary matrix, then

$$E\left(q_{ij}q_{i'j'}\bar{q}_{i'j}\bar{q}_{ij'}\right) = -\frac{1}{N_t, K(N_t, K^2 - 1)}.$$

Proof: The proof of Lemma 1 is given in Appendix A.

From (10), we can get the interference for the $i$-th filter output as

$$I_i = \sum_{n=1, n \neq i}^{N_t, K} \sum_{m=1}^{N_t, K} q_{i,m}q_{i,m} \frac{\lambda_m\sqrt{1 - \tau^2}}{\lambda_m + \alpha} \sqrt{P_n}\hat{x}_n.$$

Therefore, by Lemma 1, we can get the expected power of the
\begin{equation}
\begin{aligned}
s_{ij} &= [q_{(i-1)K+1}, \ldots, q_{(i-1)K+j}, \ldots, q_{(i-1)K+N_iK}] \\
&\times \begin{bmatrix}
\tilde{q}_{1,1} & \cdots & \tilde{q}_{N_iK,1} \\
\vdots & \ddots & \vdots \\
\tilde{q}_{1,N_iK} & \cdots & \tilde{q}_{N_iK,N_iK}
\end{bmatrix} \begin{bmatrix}
\sqrt{p_{11}x_{11}} \\
\vdots \\
\sqrt{p_{N_iK,N_iK}}
\end{bmatrix},
\end{aligned}
\end{equation}

\begin{equation}
E \left\{ (\tau \hat{W} \Omega \mathbf{p} + \hat{W} \mathbf{n}) \left( (\tau \hat{W} \Omega \mathbf{p} + \hat{W} \mathbf{n})^H \right) \right\} = \tau^2 E \left\{ \hat{W} \Omega \mathbf{p} \mathbf{p}^H \Omega^H \hat{W}^H \right\} + E \left\{ \hat{W} \mathbf{n} \mathbf{n}^H \hat{W}^H \right\}
\end{equation}

\begin{equation}
= \tau^2 \sum_{i=1}^{N_iK} \frac{\lambda_i}{(\lambda_i + \alpha)^2} \text{diag} \{p_{11}, p_{12}, \ldots, p_{K,N_iK}\} + \text{tr} \left( \frac{\sigma^2 \mathbf{A}}{(\Lambda + \alpha \mathbf{I}_{N_iK})^2} \right) \mathbf{I}_{N_iK},
\end{equation}

\begin{equation}
SINR_{ij} = \frac{p_{ij}(1 - \tau^2) (f_1(\lambda) + f_2(\lambda))}{(P - p_{ij})(1 - \tau^2)(f_2(\lambda) - N_iK f_1(\lambda))/(1 - N_iK) + N_iK(N_iK + 1)p_{ij}\tau^2f_3(\lambda) + N_iK(N_iK + 1)\sigma^2 f_3(\lambda)},
\end{equation}

\begin{equation}
p_{ij} = \frac{\eta(b_{ij}) [P(1 - \tau^2)(f_2(\lambda) - N_iK f_1(\lambda))/(1 - N_iK) + f_3(\lambda)N_iK(N_iK + 1)\tau^2]}{(f_1(\lambda) + f_2(\lambda))(1 - \tau^2) + \eta(b_{ij}) [(1 - \tau^2)(f_2(\lambda) - N_iK f_1(\lambda))/(1 - N_iK) - f_3(\lambda)\tau^2N_iK(N_iK + 1)]}.
\end{equation}

From (10) and (29), the covariance of the noise is shown in (14), where we used $E \{ \Omega \Lambda \Omega^H \} = \text{tr}(\Lambda) \mathbf{I}_N$ for any $N \times N$ matrix $\Lambda$ in (28) and $E \{ \hat{W} \hat{W}^H \} = \text{tr} \left( \frac{\Lambda}{(\Lambda + \alpha \mathbf{I}_{N_iK})^2} \right) \mathbf{I}_{N_iK}$ in (26).

Assuming that each filter output is decoded independently, we set $f(\lambda_i) \triangleq \frac{\lambda_i}{(\lambda_i + \alpha)^2}$. From (11), (13), and (14), the SINR of a linear MMSE detector on the $j$-th spatial stream of user $i$ can be computed as (15), where

\begin{align}
f_1(\lambda) &\triangleq \sum_{i=1}^{N_iK} \frac{\lambda_i}{(\lambda_i + \alpha)^2}, \\
f_2(\lambda) &\triangleq \left( \sum_{i=1}^{N_iK} \frac{\lambda_i}{(\lambda_i + \alpha)^2} \right)^2, \\
f_3(\lambda) &\triangleq \sum_{i=1}^{N_iK} \frac{\lambda_i}{(\lambda_i + \alpha)^2}. \tag{17}
\end{align}

\section{Energy Efficient Constellation Size}

We know that the SINR per symbol is

\begin{equation}
\gamma_{x_{ij}} \triangleq SINR_{ij} \frac{B}{R_s},
\end{equation}

for $i = 1, \ldots, K$ and $j = 1, \ldots, N_i$, where $R_s$ is the symbol rate.

It is well known (see [29]) that, the SER of MQAM modulation with size $2^{b_{ij}}$, is given by

\begin{equation}
p_e(b_{ij}, \gamma_{x_{ij}}) = 2(1 - 2^{-b_{ij}/2})Q \left( \sqrt{\frac{3}{2^{b_{ij}} - 1} \gamma_{x_{ij}}} \right),
\end{equation}

where $Q(\cdot)$ is the complementary cumulative distribution function of the standard Gaussian random variable. Using the Chernoff upper bound, we can get

\begin{equation}
p_e(b_{ij}, \gamma_{x_{ij}}) \leq 2(1 - 2^{-b_{ij}/2})e^{-\frac{3}{2^{b_{ij}} - 1} \gamma_{x_{ij}}}.
\end{equation}

Substituting (18) into (20), we can derive

\begin{equation}
SINR_{ij} = \frac{2R_s(2^{b_{ij}} - 1) \ln(2(1 - 2^{-b_{ij}/2}))}{3B} \frac{\hat{\lambda}_{bij}}{p_e^3} \triangleq \eta(b_{ij}). \tag{21}
\end{equation}

Using (15) and (21), we can compute the closed-form expression of transmission power for the stream $j$ of user $i$ shown in (16). Specifically, when all the users have delay sensitive services, i.e., $\rho = 1$, we can get the expression of the total power consumption.

\textbf{Proposition 1.} Denote $c_1 = (f_1(\lambda) + f_2(\lambda))(1 - \tau^2)$, $c_2 = (f_2(\lambda) - N_iK f_1(\lambda))(1 - \tau^2)/(1 - N_iK) - f_3(\lambda)\tau^2N_iK(N_iK + 1)$ and $c_3 = (f_2(\lambda) - N_iK f_1(\lambda))(1 - \tau^2)/(1 - N_iK)$.
Optimization problem (26). The Lagrangian function is then
\[ L = \sum_{i=1}^{K} \sum_{j=1}^{N_t} \frac{\alpha^2 f_j(\lambda)}{c_2 + \frac{1}{n_{ij}}}, \]
where \( \alpha^2 = N_t K (N_t K + 1) \sigma^2 \).

**Proof:** The proof of Proposition 1 is given in Appendix B.

In all, we can get the total power consumption of the MU-MIMO systems as
\[ P_m = P + \sum_{i=1}^{K} \sum_{j=1}^{N_t} P_0. \] (22)

Let \( b_{\min} \) be the minimum modulation size, therefore, our problem is the general fractional programming, which can be formulated as the following problem
\[ \min_{b_{ij}} P = \frac{\Phi(b)}{\Psi(b)}, \]
\[ s.t. \quad b_{ij} \geq b_{\min}, \quad \sum_{j=1}^{N_t} b_{ij} = b. \] (23)

where \( \Phi(b) = \frac{\sum_{i=1}^{K} \sum_{j=1}^{N_t} \alpha^2 f_j(\lambda)}{c_2 + \frac{1}{n_{ij}}} \) and \( \Psi(b) = 1 - c_3 \frac{\sum_{i=1}^{K} \sum_{j=1}^{N_t} 1}{c_2 + \frac{1}{n_{ij}}} \) are continuous real-valued functions. To solve problem (23), we introduce the following lemma.

**Lemma 2.** (Jagannathan’s theorem [20]). \( b^* \) is an optimal solution for (23) if and only if \( b^* \) is an optimal solution for
\[ \min_{b_{ij}} \Phi(b) - P(b^*) \Psi(b), \]
\[ s.t. \quad b_{ij} \geq b_{\min}, \quad \sum_{j=1}^{N_t} b_{ij} = b. \] (24)

It has been shown that (see [30]) problem (24) exists a solution for any \( \delta \in \mathcal{R} \), where \( \delta = P(b^*) \). To find the solution of the problem (24), we can define:
\[ f(\delta) = \min \left\{ \Phi(b) - \delta \Psi(b) : b_{ij} \geq b_{\min}, \sum_{j=1}^{N_t} b_{ij} = b \right\}. \] (25)

Dinkelbach developed a method based on Lemma 2 for solving non-linear fractional problems where the function \( \Psi \) is concave and \( \Phi \) is convex [30].

We can easily prove that \( \Phi(b) \) and \( \Psi(b) \) are convex and concave respectively. Thus at the \( k \)-th step, we can write (25) as
\[ f(\delta_k) = \min \left\{ \Phi(b) - \delta_k \Psi(b) : b_{ij} \geq b_{\min}, \sum_{j=1}^{N_t} b_{ij} = b \right\}, \] (26)
which is a convex optimization. Let \( \kappa \) and \( \nu \) denote the Lagrange multipliers associated with the constraints in the optimization problem (26). The Lagrangian function is then given by
\[ L(b, \kappa, \nu) = \Phi(b) - \delta_k \Psi(b) - \sum_{j=1}^{N_t} \kappa_j (b_{ij} - b_{\min}) + \nu \left( \sum_{j=1}^{N_t} b_{ij} - b \right). \] (27)

The necessary and sufficient conditions for optimality are given by Karush-Kuhn-Tucker (KKT) conditions [31].

\[ \begin{cases} b_{ij}^* \geq b_{\min}, \\
\sum_{j=1}^{N_t} b_{ij}^* = b, \\
\kappa_j^* \geq 0, \\
\beta_j \Psi(b_{\min}) - \beta_j \Psi(b_{ij}^*) = 0, \quad j = 1, \cdots, N_t, \\
\beta_j \Psi(b_{ij}^*) - \beta_j \Psi(b_{ij}) - \nu^* = 0, \quad j = 1, \cdots, N_t, \end{cases} \] (28)

where \( \beta_j = \frac{2 \ln 2}{\sqrt{\pi}} \frac{N_t}{\sqrt{t_{\min} N_t K}}, \) \( \kappa_j^* \) and \( \nu^* \) denote the optimal multipliers, \( b_{ij}^* \) is the optimal \( b_{ij} \). We can directly solve the equations in (28) to find \( b_{ij}^*, \kappa_j^* \) and \( \nu^* \). Thus we have
\[ b_{ij}^* = \begin{cases} \log_2 \left( \frac{a_{\nu} - \nu^*}{b_{\min}} \right), & \nu^* \leq -\beta_j 2 b_{\min}, \\
\nu^* > -\beta_j 2 b_{\min}. & \end{cases} \] (29)

Now we come to the stage to propose an iterative algorithm to efficiently solve the problem (23) in Algorithm 1. Algorithm 1 either terminates in a finite number of iterations

**Algorithm 1**
The framework of the iterative algorithm for problem (23)

1. Step 1: Let \( b_1 \) be a feasible point of (23) and \( \delta_1 = P(b_1) = \frac{\Phi(b_1)}{\Psi(b_1)} \). Let \( k = 1 \).
2. Step 2: By means of convex programming to solve the following problem:
\[ \min_{b_{ij}} \Phi(b) - \delta_k \Psi(b), \]
\[ s.t. \quad b_{ij} \geq b_{\min}, \quad \sum_{j=1}^{N_t} b_{ij} = b. \]
With the KKT conditions from (28), we denote any solution point by \( b_{k+1} \).
3. Step 3: If the solution \( f(\delta_k) = 0, \) stop and \( b_k \) is optimal. Otherwise, set \( \delta_{k+1} = P(b_{k+1}) = \frac{\Phi(b_{k+1})}{\Psi(b_{k+1})} \), and \( k = k + 1 \), and go to step 2.

or it generates an infinite sequence \( \{b_k\} \) such that any accumulation point solves \( f(\delta_k) = 0 \).

Thus, we can get the optimal solution \( b^* \). Since \( b \) is an integer number, we choose the energy efficient constellation size \( b^{opt} \) as
\[ b^{opt} = \underset{b \in \{\lfloor b^* \rfloor, \lceil b^* \rceil\}}{\arg \min} |b - b^*|. \]

Substitute \( b^{opt} \) into (22), we can get the energy efficient total power consumption of the MU-MIMO systems as \( P^{opt} \).

**V. ENERGY EFFICIENCY FOR QOS OF DELAY**

In the last section, we have solved the problem of energy efficient constellation size allocation for MU-MIMO based on MMSE detector, based on which, this section will derive the
energy efficient transmission mode switching between MU-MIMO and MU-SIMO under the condition of different ratios of delay sensitive users to delay tolerant users. At first, we will derive the closed-form expression of delay for each user. Then we will show how the heterogeneous delay influence the transmission mode.

### A. Delay Analysis

For each user, the packet can be divided into $N_t$ streams to be transmitted by the physical layer. The number of information bits for each stream linearly scales with the data rate. Then we can get the number of information bits from each stream $j$ in a packet as:

$$ L_j = \frac{b_{ij}L}{\sum_{j=1}^{N_t} b_{ij}}. $$

So the number of symbols for each stream in a packet is $L_j/b_{ij}$. With the assumption of the same SER for each stream $j$, we can get

$$ p_s = \prod_{j=1}^{N_t} (1 - p_e) \frac{L_j}{b_{ij}} = (1 - p_e)^{N_tL/\sum_{j=1}^{N_t} b_{ij}}. \tag{30} $$

In M/G/1 queue model, the packet service time $S_T$ has the following probability mass function:

$$ P \{ S_T = nt_p \} = p_s(1 - p_s)^{n-1}, \quad n = 1, \ldots, \tag{31} $$

where $t_p$ represents the packet transmission time when the queue is serving one packet in one time slot, which is given by

$$ t_p = \frac{L}{bR_s}. \tag{32} $$

From (31), we can get the mean service time:

$$ \mathbb{E} \{ S_T \} = \sum_{n=1}^{\infty} nt_p p_s(1 - p_s)^{n-1} = \frac{t_p}{p_s}. \tag{33} $$

From (32) and (33), the service rate $\mu_i$ for user $i$ is given by:

$$ \mu_i = \frac{1}{\mathbb{E} \{ S_T \}} = \frac{p_s}{t_p} = \frac{bR_s p_s}{L}. \tag{34} $$

By (32), using the Pollaczek-Khintchine formula, we can get the mean queue length as

$$ \mathbb{E} \{ Q_\eta \} = r^2 \mathbb{E} \{ S_T^2 \} \frac{\mu_i}{2(1 - \delta)}, \tag{35} $$

where $Q_\eta$ and $\delta = r/\mu_i$ are the queue length and the traffic intensity respectively, and $\mathbb{E} \{ S_T^2 \}$ is the second moment of the service distribution. Using (31), we can get

$$ \mathbb{E} \{ S_T^2 \} = \frac{2t_p^2}{p_s^2} - \frac{t_p^2}{p_s}. $$

It is known that for an M/G/1 queue the average waiting time of a packet is composed of queuing and service time, and the queuing delay is $\mathbb{E} \{ Q_\eta \} = \frac{\mathbb{E} \{ Q_\eta \}}{r}$. In summary, the whole delay for transmitting a packet is given by

$$ \mathbb{E} \{ D \} = \frac{\mathbb{E} \{ Q_\eta \}}{r} + \mathbb{E} \{ S_T \} = \frac{2bR_s L - \rho L^2}{2b^2 R_s^2 p_s - 2brR_s L}. \tag{36} $$

We can see that the delay of serving a packet is closely related to SER, i.e., delay tolerant service has large SER, while delay sensitive service has small SER. Thus, when $\rho = 1$, all the users should have small SER. Then the transmit power of MU-MIMO is in dominant place compared to the circuit power. When $\rho = 0$, all the users can have large SER, where the transmit power of MU-MIMO can be very small.

### B. Adaptive MU-MIMO/SIMO Transmission

For different types of services, the packets from which can have different delay profiles. For example, for voice and video services, the packets should be received in a strict delay. For mail services, packets can be transmitted with a long delay. Thus, we can divide different packets into two different delay tolerance levels. In order to realistically analyze the energy efficiency of wireless networks, it is essential to identify the fraction of subscribers from the entire population based on the delay demands. As a consequence, the energy efficient MU-MIMO systems will be derived with partial users having delay sensitive traffic, and the others have delay tolerant traffic, that is, $\rho$ need to be considered.

Since the total circuit power of MU-SIMO is less than MU-MIMO, MU-SIMO can be more energy efficient than MU-MIMO for some $\rho$. For given throughput, in order to get the energy efficient transmission for different $\rho$, we need to consider antenna selection for MU-MIMO to minimize the total power consumption. Therefore, for different ratios of delay tolerant users to delay sensitive users, we will study the switching strategy between the MU-SIMO and MU-MIMO systems by the energy efficiency criteria.

We consider the MU-SIMO systems by performing antenna selection from the user’s antennas in the MU-MIMO systems. Let $h_{kj}$ be the channel fading coefficient from the $j$-th transmit antenna to the $k$-th receive antenna for user $i$. Then the best channel gain for user $i$ is chosen as

$$ g_{SIMO}^i = \max_{j \in \{1, \ldots, N_t\}} |h_{ij}|^2, \tag{37} $$

where $h_{ij}$ is the $j$-th column vector of $H_i$, $i = 1, \ldots, K$.

By MMSE receiver and based on (15), we can get the SINR of the user $i$ as (38), where $P_s$ is the transmission power for user $i$, and

$$ f_1^i(\lambda) \triangleq \sum_{l=1}^{K} \left( \frac{\lambda_l}{\lambda_l + \alpha} \right)^2, $$

$$ f_2^i(\lambda) \triangleq \left( \sum_{l=1}^{K} \frac{\lambda_l}{\lambda_l + \alpha} \right)^2, \tag{40} $$

$$ f_3^i(\lambda) \triangleq \sum_{l=1}^{K} \frac{\lambda_l}{(\lambda_l + \alpha)^2}. $$
\[
\begin{align*}
SINR^i_s & = \frac{P_s^i(1 - \tau^2)(f_1^i(\lambda) + f_2^i(\lambda))}{(P - P_s^i)(1 - \tau^2)(f_2^i(\lambda) - K f_1^i(\lambda))/(1 - K) + K(K + 1)P_s^i(1 - \tau^2)(f_3^i(\lambda) + K(K + 1)\sigma^2 f_3^i(\lambda))}, \\
\hat{P}^s_{\text{opt}} & = \sum_{i=1}^{K} (P^i_s + P_0).
\end{align*}
\]

From (18) and (20), the transmission power for the user \( i \) is shown in (39), and the total power consumption for MU-SIMO systems is

\[
t^* = \arg \min_{t \in \{m, s\}} \hat{P}^i_{\text{opt}},
\]

where \( m \) and \( s \) stand for MU-MIMO and MU-SIMO modes respectively. Therefore, we can adaptively change the transmission mode to meet different users’ QoS of delay, and allocate the transmission power to ensure the optimal energy efficiency of the MU-MIMO systems at the same time. This is summarized in the following theorem.

**Theorem 1.** There exists a ratio \( \rho^*, \) i.e., the number of the heavy users and the other users are \( \rho^* K \) and \( (1 - \rho^*) K \) respectively, such that all the users should use MIMO mode when \( \rho > \rho^* \), and all the users should use SIMO mode when \( \rho < \rho^* \). Then, we can realize the energy efficient transmission. Denote \( p_{ij}(p^i_s) \) and \( p_{ij}(p^i_c) \) as the \( j \)-th stream’s transmission power for the delay sensitive user \( i \) and the delay tolerant user \( i \) respectively. Then \( \rho^* \) is the solution of following equation

\[
\sum_{i=1}^{\rho^* K} \sum_{j=1}^{N_i} p_{ij}(p^i_s) + \sum_{i=1}^{(1-\rho^*) K} \sum_{j=1}^{N_i} p_{ij}(p^i_c) + K N_i P_0 =
\sum_{i=1}^{\rho^* K} P^i_s(p^i_s) + \sum_{i=1}^{(1-\rho^*) K} P^i_c(p^i_c) + K P_0,
\]

where \( P^i_s(p^i_s) \) and \( P^i_c(p^i_c) \) are the transmission power for the SIMO mode with two different delay-aware services.

**Proof:** The proof of Theorem 1 is given in Appendix C.

VI. SIMULATION RESULTS AND DISCUSSION

This section presents simulation results to evaluate the theoretical results of MU-MIMO delay-aware energy efficient communications with the joint consideration of the heterogeneous traffic delays and the mode switching.

**A. System Parameters**

Unless specified otherwise, for all simulations, we assume that the packet size \( L = 1080 \), the size of the header bits \( L_h = 32 \), and the average arrival rate of packets, \( r = 1 \) packets/time-unit. The symbol rate \( R_s = 100 \text{KHz} \), the number of receiving antennas \( N_r = 4 \), the total number of users \( K = 10 \), and each user has two antennas. For the purpose of simplicity, we assume that the SER \( p^c_1 = 10^{-2} \) is for delay tolerant service, and the SER \( p^c_2 = 10^{-4} \) is for delay sensitive service. Our simulation results are averaged over 1000 channel realizations.

**B. Performance Evaluation**

In order to validate the impact of using \( \mathbf{W} \) to simplify \( \mathbf{W}_{MMSE} \) is small and the analytical results, we simulate and plot the figure of received SINR for the stream 1 of user 1 with using \( \mathbf{W} \) to simplify \( \mathbf{W}_{MMSE} \). Fig. 2 shows the results of the change. It can be observed that the variations of the received SINR agree reasonably well. From this figure we can also observe that the received SINR of \( \mathbf{W}_{MMSE} \) is larger than that of \( \mathbf{W} \), this comes from the fact that the simplified receiver can cause performance loss.

Fig. 3 shows the total transmit power of the MU-MIMO systems versus the quality of channel estimation. We can see from the figure that the total transmit power is increasing when increasing \( \tau \). Specifically, we consider two circumstances: all the users have delay sensitive traffic, i.e., \( \rho = 1 \), and all the users have delay tolerant traffic, i.e., \( \rho = 0 \). We can see that when we use the energy efficient modulation for the MU-MIMO systems, the total transmit power can be always smaller than that by allocating equal transmit rate for each spatial stream.
On the other hand, the total transmit power of the MU-MIMO systems under the condition of $\rho = 1$ is much larger than that of $\rho = 0$. Since all the users have delay-sensitive traffic for $\rho = 1$, the user’s transmit power should be large to guarantee the delay requirement, causing the total transmit power large. The characteristic of Fig. 3 validates the theoretical derivation. Therefore, we can use the energy-efficient modulation for the spatial streams of MU-MIMO systems, and the energy-efficient modulation can be variable according to different delay requirements of user’s service.

Fig. 4 shows the energy efficiency of the MU-MIMO systems versus the channel estimation quality $\tau$. The SIMO mode means that all the users use the SIMO mode based on antenna selection from (37). We observe from the figure that the energy efficiency of MU-SIMO is larger than that of MU-MIMO in the regime of small $\tau$, due to more circuit power and small transmit power. On the other hand, in the regime of large $\tau$, the energy efficiency of MU-MIMO is larger than that of MU-SIMO, which comes from the fact that more transmit power is consumed when increasing $\tau$. Then the circuit power is negligible. At the same time, the energy efficiency of both MU-MIMO and MU-SIMO are decreasing when increasing $\tau$. The reason is that the transmit power would be larger when the channel estimation quality is worse. However, the throughput is the same value. Consequently, the energy efficiency of the MU-MIMO and MU-SIMO are decreasing with larger $\tau$.

In order to have a better explanation of switching between MU-MIMO and MU-SIMO, the effect of the ratio $\rho$ to the energy efficiency of different transmission modes stated in Theorem 1 is plotted and compared in Fig. 5. We can see that the energy efficiency is decreasing when increasing $\rho$ for MU-MIMO mode and MU-SIMO mode, which indicates more power consumption at the same throughput when increasing $\rho$. Furthermore, Fig. 5 shows that there exits a crossover point $\rho^*$ between the MU-MIMO and the MU-SIMO transmission, which is consistent with the analytic results. When the ratio $\rho$ is smaller than that corresponding to the crossover point, i.e., $\rho < \rho^*$, the MU-SIMO is superior in energy efficiency. Otherwise, the MU-MIMO offers better energy efficiency. These results further indicate that the energy efficiency can be improved by turning off the antennas with low gain if the total number of users having delay-sensitive services is very small. Therefore, we can choose the better energy-efficient transmission mode between MU-MIMO and MU-SIMO for the multi-user systems according to the ratio of users who have the delay-sensitive services.

VII. CONCLUSION

In this paper, we first investigate the energy-efficient modulation for the spatial streams of the MU-MIMO systems, which is based on MMSE receiver. Then, we study the heterogeneous
delay-aware energy efficiency with different ratios of heavy users. To achieve energy efficient communications for MU-MIMO, we design the energy efficient constellation size allocation for the spatial streams of each user. By considering the dominance of circuit power consumption and transmit power consumption at different conditions, we find the crossover point and propose a switching strategy to select the energy efficient transmission mode between MU-MIMO and MU-SIMO. The strategy is based on the ratio of the number of the delay sensitive users to that of the delay tolerant users, which can guarantee the energy efficiency of the delay-aware MU-MIMO systems.

APPENDIX A
PROOF OF LEMMA [1]

From [33], an \( n \times n \) random matrix \( Q = [q_{i,j}]_{i,j=1}^n \) is unitarily invariant if it is uniformly distributed on the set, \( Q(n) \), of the \( n \times n \) unitary matrices.

For the probability measure \( \gamma_n \) on \( Q(n) \), we consider the probability space \( (Q(n), \gamma_n) \) and have the expectation \( E(\theta) = \int f(Q)d\gamma_n(Q) \) for a measure function \( f \). The invariance of \( \gamma_n \) guarantees that \( E(f(Q)) = E(f(VQ)) \) is valid for any \( V \in Q(n) \). When \( V = \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_n}) \), we have

\[
E(\theta) = E(f([e^{i\theta_i}q_{i,j}]_{i,j=1}^n)) = (1) \tag{43}
\]

for all \( \theta_i \in \mathbb{R} \). From [43], we have

\[
E\left(\left|\cos \theta \begin{bmatrix} \sin \theta \\ \cos \theta \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right|Q\right) = E(Q) \tag{44}
\]

The random variables \( q_{i,j} \) are identically distributed. Thus we have \( q_{i,1} = q_{1,1} \cos \theta + q_{2,1} \sin \theta \) and \( q_{2,1} = q_{2,1} \cos \theta - q_{1,1} \sin \theta \). By [43], we have

\[
E(\left|q_{1,1}\right|^2, \left|q_{2,1}\right|^2) = E\left(\left|q_{1,1}'\right|^2, \left|q_{2,1}'\right|^2\right). \tag{45}
\]

We can get

\[
E\left(\left|q_{1,1}'\right|^2, \left|q_{2,1}'\right|^2\right) = \left|q_{1,1}'\right|^2 \cos^2 \theta + \left|q_{2,1}'\right|^2 \sin^2 \theta + (q_{1,1}q_{2,1} + q_{1,1}q_{2,1}) \cos \theta \sin \theta \tag{46}
\]

and

\[
E\left(\left|q_{2,2}'\right|^2\right) = \left|q_{2,2}'\right|^2 \cos^2 \theta + \left|q_{1,2}'\right|^2 \sin^2 \theta - (q_{2,2}q_{1,2} + q_{2,2}q_{1,2}) \cos \theta \sin \theta \tag{47}
\]

Substituting (46) into (47) we can get

\[
E((q_{1,1}q_{2,1} + q_{1,1}q_{2,1})(q_{2,2}q_{1,2} + q_{2,2}q_{1,2})) = -\frac{2}{N_t K(N_t^2 K^2 - 1)}. \tag{48}
\]

We know that (see [33])

\[
E(q_{1,1}q_{2,2}q_{1,1}q_{1,2}) = E(q_{2,1}q_{1,2}q_{1,1}q_{2,2}) = -\frac{1}{N_t K(N_t^2 K^2 - 1)}. \tag{49}
\]

Therefore, apply (48) to (47) to get

\[
E(\left|q_{1,1}q_{1,2}q_{2,1}q_{2,2}\right|) = \frac{1}{N_t K(N_t^2 K^2 - 1)}. \tag{50}
\]

APPENDIX B
PROOF OF PROPOSITION [1]

The transmission power \( p_{ij} \) becomes

\[
p_{ij} = \frac{f(b_{ij})}{c_1 + c_2 \eta(b_{ij})} + \frac{f_3(\lambda)\sigma^2}{c_1 + c_2 \eta(b_{ij})} + c_2 \tag{49}
\]

For \( \sum_{i=1}^{K} \sum_{j=1}^{N_i} p_{ij} = P \), we obtain

\[
P = c_3 P \sum_{i=1}^{K} \sum_{j=1}^{N_i} \frac{f(b_{ij})}{c_1 + c_2 \eta(b_{ij})} + c_2 + \sum_{i=1}^{K} \sum_{j=1}^{N_i} \frac{f_3(\lambda)\sigma^2}{c_1 + c_2 \eta(b_{ij})} + c_2 \tag{50}
\]

and therefore

\[
P = \frac{\sum_{i=1}^{K} \sum_{j=1}^{N_i} \frac{\sigma^2 f(b_{ij})}{c_1 + c_2 \eta(b_{ij})}}{1 - c_3 \sum_{i=1}^{K} \sum_{j=1}^{N_i} \frac{\sigma^2 f(b_{ij})}{c_1 + c_2 \eta(b_{ij})}}. \tag{51}
\]

APPENDIX C
PROOF OF THEOREM [1]

On the condition of \( \rho = 1 \), all the users have delay sensitive traffic. Then \( p_c \) should be small. From (21) and (16), when the SER \( p_e \) is small, we know that the transmission power \( p_i \) will be large and dominates the total power consumption, since \( p_i \to \infty \) as \( p_e \to 0 \). Hence the circuit power is negligible compared to the transmission power and \( P_m \approx P \). \( P_m \approx P \approx \sum_{i=1}^{K} p_i \), and the transmission SNR is high. By (18) and (20), for a particular \( p_e \) and the same symbol transmission, we assume that the MIMO systems transmit the same copy of the symbol \( s_a \) per antenna. Then we have

\[
\gamma_a^m = \gamma_a = \text{SINR} \frac{B}{R_s}. \tag{52}
\]

For each user \( i \), the received SINR of the SIMO, \( \text{SINR}_s \), and the received SINR of MIMO, \( \text{SINR}_m \), have the relation of \( \text{SINR}_s = \text{SINR}_m \). From (1) and based on zero-forcing (ZF) receiver, we can get

\[
\hat{s} = \sqrt{P_m} A \hat{s} + U H \mathbf{n}, \tag{53}
\]

where \( \hat{s} = [s_1, s_2, \ldots, s_{N_t}]^T \) and \( P_m \) is the transmission power for the transmission symbol \( s_a \) with constellation size \( b = \sum_{r=1}^{N_t} b_r \) of user \( i \). Therefore

\[
\text{SNR}_m = \frac{P_m \text{Tr} (\mathbf{A} \mathbf{A}^H)}{N_0 B} = \frac{N_0 B}{N_0 B} \tag{54}
\]

This is equivalent to the SINR of the symbol transmission with the space-time block coding [34].

For the channel \( H_s \), when we select the transmit antenna with best channel gain to the receive antennas from (37), we can get

\[
\text{SNR}_s = \frac{P_m \text{SINR}_SIMO}{N_0 B} \tag{55}
\]

Therefore, we have \( P_m = \frac{\text{SNR}_s N_0 B}{||H_s||^2} \), and \( P_s = \frac{\text{SNR}_s N_0 B}{g_{SIMO}} \). Note that

\[
g_{SIMO} = \max_{j \in \{1, \ldots, N_t\}} \sum_{r=1}^{N_t} |h_{r,j}|^2 \tag{56}
\]
and
\[ \| \mathbf{H} \|_F^2 = \sum_{j=1}^{N_1} \sum_{i=1}^{N_r} \sum_{j=1}^{N_1} | h_{ij}^r |^2 . \]

We have \( \| \mathbf{H} \|_F > q \) for SIMO, which results in \( P_m^i > P_s^i \) with \( SNR_e = SNR_m \). In the high SNR regime, in comparison with multiplexing and space time block coding, we can get \( P_m^i(b) \leq P_s^i \) at the same transmission rate. Then we have \( P_m^i(b) < P_s^i \). Therefore
\[ f_{ee}^s \approx T/P_s \leq T/P_m^s \approx f_{ee}^m. \]

This shows that MIMO mode outperforms the SIMO mode in terms of energy efficiency when all the users have the fixed b rate, that is the optimal transmission mode \( t^*=m \), where \( m \) stands for the MIMO mode.

On the other hand, when \( \rho = 0 \), all the users have delay tolerant services. Then \( p_c \) can be large. When \( p_c \) is close to 1, the circuit power \( P_0 \) will dominate the total power consumption, that is \( P_m \approx P_m^s \) and \( P_s^m \approx P_s^c \). Since
\[ P_m = \sum_{i=1}^{K} \sum_{j=1}^{N_i} P_i^c + P_i^s \geq \sum_{i=1}^{K} \sum_{j=1}^{N_i} P_i^c, \]
we have
\[ f_{ee}^s \approx T/P_s > T/P_m \approx f_{ee}^m. \]

This shows that the SIMO transmission mode can be selected to improve the energy efficiency, resulting in the optimal transmission mode \( t^*=s \), where \( s \) stands for SIMO mode.

In all, there exists a ratio \( \rho_s \) making the energy efficiency of the MU-MIMO equal to that of MU-SIMO. The number of delay-sensitive users is \( \rho_s K \), and the number of delay-tolerant services is \( (1 - \rho_s) K \). For MU-MIMO mode, the total power consumption is
\[ P_m = \sum_{i=1}^{N_r} K \sum_{j=1}^{N_i} P_i^c (p_i^c) + \sum_{j=1}^{N_r} P_i^s (p_i^s) + K N_i P_0. \]
For the MU-SIMO mode, the total power consumption is
\[ P_s = \sum_{i=1}^{N_r} K \sum_{j=1}^{N_i} P_i^c (p_i^c) + \sum_{j=1}^{N_r} P_i^s (p_i^s) + K P_0. \]
Thus, \( \rho_s \) is the solution of the following equation
\[ \sum_{i=1}^{N_r} K \sum_{j=1}^{N_i} p_i^c (p_i^c) + (1 - \rho_s) K \sum_{j=1}^{N_r} p_i^s (p_i^s) + K N_i P_0 = \]
\[ \sum_{i=1}^{N_r} K \sum_{j=1}^{N_i} p_i^c (p_i^c) + (1 - \rho_s) K \sum_{j=1}^{N_r} p_i^s (p_i^s) + K P_0. \]
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