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Abstract

The six-quark instanton induced ’t Hooft interaction, which breaks the unwanted $U_A(1)$ symmetry of QCD, is a source of perturbative corrections to the leading order result formed by the four-quark forces with the $U_L(3) \times U_R(3)$ chiral symmetry. A detailed quantitative calculation is carried out to bosonize the model by the functional integral method. We concentrate our efforts on finding ways to integrate out the auxiliary bosonic variables. The functional integral over these variables cannot be evaluated exactly. We show that the modified stationary phase approach leads to a resummation within the perturbative series and calculate the integral in the “two-loop” approximation. The result is a correction to the effective mesonic Lagrangian which may be important for the low-energy spectrum and dynamics of the scalar and pseudoscalar nonets.

PACS number(s): 12.39.Fe, 11.30.Rd, 11.30.Qc
1. Introduction

In the absence of a quantitative framework within QCD to deal with its large distance dynamics, the physics of hadrons is usually approached either through an effective field theory or through phenomenological parametrizations based on some simple ansatz with solid symmetry grounds. In the first case the theory is written in terms of mesonic degrees of freedom [1, 2]. In the second case the existence of underlying multi-quark interactions can be assumed. In this way one takes into account the quark structure of mesons explicitly, which may yield very important information about the structure of the QCD vacuum. Although these interactions are not renormalizable (as compared with CHPT, which is renormalizable in the sense of effective field theories), it is often possible to derive useful results in such models by introducing an ultraviolet cutoff.

Not much is known about the origin of multi-quark vertices. The semiclassical theory based on the QCD instanton vacuum [3] provides evidences in favor of these interactions: two or more quarks can scatter off the same instanton (or anti-instanton), certain correlations between quarks originate from averaging over their positions and orientations in color space, the result being an effective quark Lagrangian. Assuming a dominant role for quark zero modes in this scattering process one obtains $2N_f$-quark interactions ($N_f$ is the number of quark flavors), which are known as ’t Hooft interactions [4]. Actually, an infinite number of multi-quark interactions, starting from the four-quark ones, has been found in the instanton-gas model considered beyond the zero mode approximation, all of them being of the same importance [5].

On the other hand, accurate lattice measurements for the realistic QCD vacuum show a hierarchy between the gluon field correlators with a dominance of the lowest one [6]. A similar hierarchy of the multi-quark interactions can be triggered after averaging over gluon fields. If this is true, there is an apparent contradiction with the instanton-gas model. This point has been stressed in [7].

The hierarchy problem of multi-quark interactions can be addressed on pure phenomenological grounds. For that we suggest to simplify the task considering only the four- and six-quark interactions. Once one knows the Lagrangian the obvious question arises: does the system possess a stable vacuum state and does this state correspond to our phenomenological expectations? If hierarchy takes place this question is pertinent for the leading
four-quark interaction, because in this case the effective quark Lagrangian can be studied step by step in the hierarchy with the assumption that four-quark vertices are the most important ones. In the opposite case we must study the system as a whole to answer the question. For the best known and simplest example, to which we dedicate most of our attention here, the solution may be found analytically. As a result one can obtain definite answers to the above questions with a convincing indication in favor of a hierarchy for the considered example.

Our choice of model is not accidental. The importance of the four-fermion interactions has been recognized for many years, starting in the early sixties, when Nambu and Jona-Lasinio (NJL) \cite{8} used it for studying dynamical breaking of chiral symmetry. Later on a modified form of this interaction, written in terms of quark fields, has been used to derive the QCD effective action at long distances \cite{9, 10, 11}.

The six-quark vertices contain additional information about the vacuum \cite{12}. They break explicitly the $U_A(1)$ symmetry and are the only source of OZI-violating effects \cite{13}. Taken together with the NJL interactions, the ’t Hooft Lagrangian gives a good description of the pseudoscalar nonet, especially the $\eta$ and $\eta'$ masses and mixing \cite{14, 15}. In this form the model has been widely explored at the mean-field level \cite{16}.

Let us discuss the Lagrangian which we shall use in our analysis. On lines suggested by multicolor chromodynamics it can be argued \cite{17} that the $U_A(1)$ anomaly vanishes in the large $N_c$ limit, so that mesons come degenerate in mass nonets. Hence the leading order (in $N_c$ counting) mesonic Lagrangian and the corresponding underlying quark Lagrangian must inherit the $U_L(3) \times U_R(3)$ chiral symmetry of massless QCD. In accordance with these expectations the $U_L(3) \times U_R(3)$ symmetric NJL interactions,

\[
\mathcal{L}_{\text{NJL}} = \frac{G}{2} \left[ (\bar{q} \lambda_a q)^2 + (\bar{q} i \gamma_5 \lambda_a q)^2 \right],
\]

(1)
can be used to specify the corresponding local part of the effective quark Lagrangian in channels with quantum numbers $J^P = 0^+, 0^-$. The Gell-Mann matrices acting in flavor space, $\lambda_a$, $a = 0, 1, \ldots, 8$, obey the basic property $\text{tr} \lambda_a \lambda_b = 2 \delta_{ab}$.

The ’t Hooft determinantal interactions are described by the Lagrangian \cite{1}

\[
\mathcal{L}_H = \kappa \left( \det \bar{q} P_L q + \det \bar{q} P_R q \right)
\]

(2)
where the matrices $P_{L,R} = (1 \mp \gamma_5)/2$ are projectors and the determinant is over flavor indices.

The coupling constant $\kappa$ is a dimensional parameter ($[\kappa] = \text{GeV}^{-5}$) with the large $N_c$ asymptotics $\kappa \sim 1/N_c^{N_f}$. The coupling $G$, $[G] = \text{GeV}^{-2}$, counts as $G \sim 1/N_c$ and, therefore, the Lagrangian (1) dominates over $\mathcal{L}_H$ at large $N_c$. It differs from the counting $G \sim 1/N_c^2$, which one obtains in the instanton-gas vacuum [5].

It is assumed here for simplicity that interactions between quarks can be taken in the long wavelength limit where they are effectively local. The ’t Hooft-type ansatz (2) is a frequently used approximation. Even in this essentially simplified form the determinantal interaction has all basic ingredients to describe the dynamical symmetry breaking of the hadronic vacuum and explicitly breaks the axial $U_A(1)$ symmetry [18]. The effective mesonic Lagrangian, corresponding to the non-local determinantal interaction, has been found in [19].

Anticipating our result, we would like to note that if the hierarchy of multi-quark interactions really occurs in nature, the perturbative treatment seems adequate. The NJL interaction alone has a stable vacuum state corresponding to spontaneously broken chiral symmetry. But, as we shall show, the effective quark theory based on the Lagrangian

$$\mathcal{L} = \bar{q}(i\gamma^\mu \partial_\mu - m)q + \mathcal{L}_{NJL} + \mathcal{L}_H$$

has a fatal flaw: if $\mathcal{L}_H$ is comparable with $\mathcal{L}_{NJL}$, it has no stable ground state. This feature of the model is invisible in a perturbative approach in $\mathcal{L}_H$. The situation is exactly analogous to the problem of a harmonic oscillator perturbed by an $x^3$ term. This system has no ground state, but perturbation theory around a local minimum does not know this. In eq.(3) the current quark mass, $\hat{m}$, is a diagonal matrix with elements diag($\hat{m}_u, \hat{m}_d, \hat{m}_s$), which explicitly breaks the global chiral $SU_L(3) \times SU_R(3)$ symmetry of the Lagrangian.

There is also a special problem related with the bosonization of multi-quark interactions. To bosonize the theory one introduces auxiliary bosonic variables to render fermionic vertices bilinear in the quark fields. This procedure requires twice more bosonic degrees of freedom than necessary [15]. Redundant variables must be integrated out and this integration is problematic as soon as one goes beyond the lowest order stationary phase approximation.

---

\[5\text{The other multi-quark terms have been neglected here.}\]
the lowest order result is simply the value of the integrand taken at one definite stationary point. In this paper we shall show for the first time how to extract systematically the higher order corrections which contribute to the effective mesonic Lagrangian, and what to do with infinities contained in these corrections. The model is considered to illustrate our calculations. If the coupling $\kappa$ is not too small, corrections can be much larger than one might expect from $1/N_c$ counting, and be important for the mesonic $(0^+, 0^-)$ mass spectra and their dynamics. The large value of the $\eta - \eta'$ mass difference obtained already at leading order and totally determined by the six-quark interactions gives some credit to large corrections. Additionally, one can expect some enhancement at next to leading order by virtue of divergent factors: the cutoff scale is not known beforehand, and can be relatively large.

Our study represents a very simplified view on the matter and should be considered as a first rough estimate which can be improved if necessary. The most essential approximation made here is related with the local character of the multi-quark vertices in eq. (3). It leads to $\delta(0)$-singularities beyond the mean-field framework (see also [20, 21]). Nevertheless, if it turns out that the low-energy QCD vacuum contains the hierarchy of multi-quark interactions, our approach can be used as a basis for a more serious work in this direction.

The paper is organized as follows. In Section 2 the functional integral representation, $Z$, for a bosonized version of the NJL model with 't Hooft interactions is derived. To make clear the approximations which will be used for the functional integration, a similar non-functional integral, $I$, is considered in Section 3. The reader who just wants to get a general idea of what we intend to study, can find it here. This section contains several clarifying points which are important in the following. In subsection 3.1 we give the exact result for $I$. Its stationary phase asymptotics is obtained in subsection 3.2. The semi-classical method yields the same result, as shown in subsection 3.3, as does the method presented in subsection 3.4. The point of these numerous calculations is just to show that all methods considered lead to the same asymptotics for the integral $I$ which is totally determined by the number of stationary points. The perturbative treatment is given in subsection 3.5. Here we discuss why the perturbation theory result is essentially different from the asymptotics obtained in the previous subsections, even for very small value of the expansion parameter. We resum the perturbative series in subsection 3.6. Calculating the next to leading order correction we illustrate the main goal of our studies in the forthcoming sections.
In Section 4 (subsection 4.1) we show that the chiral symmetry group imposes strong constraints which are only compatible either with the perturbative approach, or the expansion in a parameter that multiplies the total Lagrangian density (the loop expansion). Otherwise, as the consistent stationary phase treatment shows (subsection 4.2), the model is unstable.

The first alternative is considered in Section 5. To evaluate the functional integral $\mathcal{Z}$, we consider it like the natural infinite-dimensional limit of ordinary finite-dimensional Gaussian integrals (subsection 5.1). The perturbative treatment essentially simplifies calculations. Nevertheless, the integration over auxiliary variables leads to a special problem with $\delta(0)$-singularities. We discuss this aspect of the bosonization in subsection 5.2. Another way to obtain the result is shown in subsection 5.3. Here a more elaborate spectral representation method is used to justify our computations. This subsection contains the prescriptions for the regularization of the $\delta(0)$ infinities, and a discussion of their reliability.

The second alternative (the loop expansion) is considered in Section 6. Here, in subsection 6.1, we obtain in closed form the two-loop contributions to the functional integral $\mathcal{Z}$ and give arguments to justify this result. In subsection 6.2 we end with short conclusions and suggest future applications of our result.

The summary is given and outlook is surveyed in Section 7.

The Appendix contains the definition and the main properties of Airy’s functions.

2. Bosonization

The many-fermion vertices of Lagrangian (3) can be linearized by introducing the functional unity $\int_{\mathcal{M}}$

\[
1 = \int \prod_a \mathcal{D}s_a \mathcal{D}p_a \delta(s_a - \bar{q}\lambda_a q)\delta(p_a - \bar{q}i\gamma_5\lambda_a q) = \int \prod_a \mathcal{D}s_a \mathcal{D}p_a \mathcal{D}\sigma_a \mathcal{D}\phi_a 
\times \exp \left\{ i \int d^4x [\sigma_a(s_a - \bar{q}\lambda_a q) + \phi_a(p_a - \bar{q}i\gamma_5\lambda_a q)] \right\}
\] (4)
in the vacuum-to-vacuum amplitude

\[ Z = \int \mathcal{D}q \mathcal{D}q \exp \left( i \int d^4x \mathcal{L} \right). \] (5)

We consider the theory of quark fields in four-dimensional Minkowski space. It is assumed that the quark fields have color \((N_c = 3)\) and flavor \((N_f = 3)\) indices which range over the set \(i = 1, 2, 3\). The auxiliary bosonic fields, \(\sigma_a\), and, \(\phi_a\), \((a = 0, 1, \ldots, 8)\) become the composite scalar and pseudoscalar mesons and the auxiliary fields, \(s_a\), and, \(p_a\), must be integrated out.

By means of the simple trick (4), it is easy to write down the amplitude \(Z\) as

\[ Z = \int \mathcal{D}q \mathcal{D}q \prod_{a=0}^8 \mathcal{D}s_a \prod_{a=0}^8 \mathcal{D}p_a \prod_{a=0}^8 \mathcal{D}\sigma_a \prod_{a=0}^8 \mathcal{D}\phi_a \exp \left( i \int d^4x \mathcal{L}' \right) \] (6)

with

\[ \mathcal{L}' = \bar{q}(i\gamma^\mu \partial_\mu - \sigma - i\gamma_5 \phi)q + s_a(\sigma_a - \hat{m}_a) + p_a \phi_a + \mathcal{L}'_{\text{NJL}} + \mathcal{L}'_H, \] (7)

\[ \mathcal{L}'_{\text{NJL}} = \frac{G}{2} \left[ (s_a)^2 + (p_a)^2 \right], \] (8)

\[ \mathcal{L}'_H = \frac{\kappa}{64} \left[ \det(s + ip) + \det(s - ip) \right] = \frac{\kappa}{32} A_{abc} s_a (s_b s_c - 3 p_b p_c). \] (9)

We assume here that \(\sigma = \sigma_a \lambda_a\), and so on for all auxiliary fields \(\sigma, \phi, s, p\). The totally symmetric constants \(A_{abc}\) are related to the flavor determinant, and equal to

\[ A_{abc} = \frac{1}{3!} \epsilon_{ijk} \epsilon_{mnlt} (\lambda_a)_{im} (\lambda_b)_{jn} (\lambda_c)_{kl} \]

\[ = \frac{2}{3} d_{abc} + \sqrt{\frac{2}{3}} \left( 3 \delta_{a0} \delta_{b0} \delta_{c0} - \delta_{a0} \delta_{bc} - \delta_{b0} \delta_{ac} - \delta_{c0} \delta_{ab} \right). \] (10)

We use the standard definitions for antisymmetric \(f_{abc}\) and symmetric \(d_{abc}\) structure constants of \(U(3)\) flavor symmetry. One can find, for instance, the following useful relations

\[ f_{eac} A_{bfc} + f_{ebc} A_{fac} + f_{efc} A_{abc} = 0, \]

\[ d_{eac} A_{bfc} + d_{ebc} A_{fac} + d_{efc} A_{abc} = \sqrt{6} \delta_{e0} A_{abf}, \]

\[ \sum_{b=0}^8 A_{abc} = -2 \sqrt{\frac{2}{3}} \delta_{a0}, \quad \sum_{c,e=0}^8 A_{ace} A_{bce} = \frac{8}{9} \delta_{ab}. \] (11)
At this stage it is easy to rewrite eq. (6), by changing the order of integrations, in a form appropriate to accomplish the bosonization, i.e., to calculate the integrals over quark fields and integrate out from $Z$ the unphysical part associated with the auxiliary bosonic variables $(s_a, p_a)$

$$Z = \int \prod_a D\sigma_a D\phi_a Dq D\bar{q} \exp \left( i \int d^4x L_q(\bar{q}, q, \sigma, \phi) \right) \times \int \prod_a Ds_a Dp_a \exp \left( i \int d^4x L_r(\sigma, \phi, s, p) \right)$$

where

$$L_q = \bar{q} (i\gamma^\mu \partial_\mu - \sigma - i\gamma_5 \phi) q,$$

$$L_r = s_a (\sigma_a - \hat{m}_a) + p_a \phi_a + L_{NJL}' + L_H'.$$

The Fermi fields enter the action bilinearly, thus one can always integrate over them, since one deals with a Gaussian integral. One should also shift the scalar fields $\sigma_a(x) \to \sigma_a(x) + m_a$ by demanding that the vacuum expectation values of the shifted fields vanish $\langle 0 | \sigma_a(x) | 0 \rangle = 0$. In other words, all tadpole graphs in the end should sum to zero, giving us the gap equation to fix the constituent quark masses $m_a$ corresponding to the physical vacuum state.

The functional integrals over $s_a$ and $p_a$

$$Z[\sigma, \phi; \Delta] \equiv N \int_{-\infty}^{+\infty} \prod_a Ds_a Dp_a \exp \left( i \int d^4x L_r(\sigma + m, \phi, s, p) \right)$$

are the main subject of our study. We put here $\Delta_a = m_a - \hat{m}_a$, and $N$ is chosen so that $Z[0, 0; \Delta] = 1$.

Let us join the auxiliary bosonic variables in one 18-component object $R_A = (R_a, R_{\dot{a}})$ where we identify $R_a \equiv s_a$ and $R_{\dot{a}} \equiv p_{\dot{a}}$; $a, \dot{a}$ run from 0 to 8 independently. It is clear then, that $R_A^2 = s_a^2 + p_{\dot{a}}^2$. Analogously, we will use $\Pi_A = (\sigma_a, \phi_a)$ for external fields and $\Delta_A = (\Delta_a, 0)$.

Next, consider the sum $\Phi_{ABC} R_A R_B R_C$. If we require

$$\Phi_{abc} = \frac{3}{16} A_{abc}, \quad \Phi_{\dot{a}\dot{b}\dot{c}} = -\frac{3}{16} A_{\dot{a}\dot{b}\dot{c}}, \quad \Phi_{ab\dot{c}} = 0, \quad \Phi_{\dot{a}b\dot{c}} = 0, \quad \Phi_{\dot{a}\dot{b}c} = 0,$$

we find after some algebra

$$\frac{\kappa}{3!} \Phi_{ABC} R_A R_B R_C = L_H'$$
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with the following important property to be fulfilled

$$\Phi^{ABC}\delta_{BC} = 0.$$  \hfill (18)

Now it is easy to see that the functional integral (15) can be written in a compact way

$$Z[\Pi, \Delta] \equiv N \int_{-\infty}^{+\infty} \prod A \mathcal{D}R_A \exp \left( i \int d^4 x \mathcal{L}_r(\Pi, \Delta; R) \right),$$  \hfill (19)

where

$$\mathcal{L}_r = R_A(\Pi_A + \Delta_A) + \frac{G}{2} R_A^2 + \frac{\kappa}{3!} \Phi^{ABC}R_AR_BR_C.$$  \hfill (20)

We have arrived at a functional integral with a cubic polynomial in the exponent.

3. DIGRESSION TO A ONE DIMENSIONAL CASE

To get a rough idea of how to evaluate the integral (19) we start with its one-dimensional analog

$$I = \int_{-\infty}^{+\infty} dx \; e^{iP(x)},$$  \hfill (21)

where

$$P(x) = \sigma x + \frac{a}{2!} x^2 + \frac{b}{3!} x^3,$$  \hfill (22)

and \(\sigma, a, b\) are constants. This integral plays the same role as our desired functional one, but is well defined as an improper Riemann integral of the real variable \(x\).

3.1 The exact result

The integral (21) can be evaluated exactly. To show this let us express the polynomial \(P(x)\) in the form

$$P(x) = P(x_0) + P'(x_0)(x - x_0) + \frac{P''(x_0)}{3!}(x - x_0)^3,$$  \hfill (23)
where \( x_0 \) is chosen to satisfy the following equation

\[
P''(x) = bx + a = 0 \quad \Rightarrow \quad x_0 = -\frac{a}{b}.
\] (24)

The coefficients are

\[
P(x_0) = -\frac{a\sigma}{b} + \frac{a^3}{3b^2}, \quad P'(x_0) = \sigma - \frac{a^2}{2b}, \quad P''''(x) = b.
\] (25)

Hence the integral \( (21) \) is given by

\[
I = e^{iP(x_0)} \int_{-\infty}^{+\infty} dx \exp \left[ i \left( P'(x_0)x + \frac{P''''(x_0)}{3!}x^3 \right) \right].
\] (26)

We can rewrite eq. (26) in terms of the new variable \( t \)

\[
x = \left( \frac{2}{|P''''(x_0)|} \right)^{1/3} t,
\] (27)

thus we arrive at

\[
I = e^{iP(x_0)} \left( \frac{2}{|b|} \right)^{1/3} \int_{-\infty}^{+\infty} dt \exp \left( i \left( \frac{t^3}{3} + \delta t \right) \right),
\] (28)

where \( \delta \) is defined to be

\[
\delta = \text{sgn}(b) P'(x_0) \left( \frac{2}{|b|} \right)^{1/3}.
\] (29)

This integral is well known. The result of integration can be represented in terms of the Airy function (see Appendix for details)

\[
I = 2\pi e^{iP(x_0)} \left( \frac{2}{|b|} \right)^{1/3} \text{Ai}(\delta).
\] (30)

If \( \delta \) is real, the function \( \text{Ai}(\delta) \) is also real, and the phase of \( I \) is equal to \( P(x_0) \).

In the following, after some generalizations made for the integral \( I \), its phase will represent the effective action of a dynamical system. The expression for this phase is the main goal of our calculations.
3.2 The stationary phase result

The result (30) for $I$ is exact. It can be approximated at large values of $\delta$ by its asymptotic series, still giving us an exact expression for the phase. To obtain asymptotics let us transform eq. (28) to a more convenient form by the replacement

$$t = \sqrt{|\delta|} \ y.$$  

One has

$$I = e^{iP(x_0)} \left( \frac{2}{|b|} \right)^{1/3} \sqrt{|\delta|} \int_{-\infty}^{+\infty} dy \ \exp \left( i|\delta|^{3/2} g(y) \right),$$  

where $g(y) = y^3/3 + \text{sgn}(\delta)y$. The integral (32) is already in the form appropriate for the stationary phase method to be applied. Indeed, as $\delta \to -\infty$ the term $|\delta|^{3/2} g(y)$ gives a rapidly oscillating contribution to the integrand in eq.(32) which cancels out, except at the regions of critical points. The contribution from these regions can be evaluated on the basis of the stationary phase method. In our case $a \sim G \sim 1/N_c$, $b \sim \kappa \sim 1/N_c^3$, $\sigma \sim 1$, i.e., $\delta^{3/2} \sim N_c^3$ and large $N_c$ arguments can be used to justify the $\delta \to -\infty$ limit. Both critical points ($g'(y) = 0 \Rightarrow y_{1,2} = \pm 1$) belong to the interval of integration. Thus we have

$$I \sim e^{iP(x_0)} \left( \frac{2}{|b|} \right)^{1/3} \sqrt{|\delta|} \int_{-\infty}^{+\infty} dy \left\{ \exp \left[ i|\delta|^{3/2} \left( -\frac{2}{3} + y^2 + \frac{y^3}{3} \right) \right] + \exp \left[ -i|\delta|^{3/2} \left( \frac{2}{3} - y^2 + \frac{y^3}{3} \right) \right] \right\} \quad (\delta \to -\infty).$$  

The last term in both exponents can be factorized and then expanded in a power series of $y^3$

$$I \sim e^{iP(x_0)} \left( \frac{2}{|b|} \right)^{1/3} \sqrt{|\delta|} \int_{-\infty}^{+\infty} dy \left\{ \exp \left[ i|\delta|^{3/2} \left( y^2 - \frac{2}{3} \right) \right] + \exp \left[ -i|\delta|^{3/2} \left( y^2 - \frac{2}{3} \right) \right] \right\} \sum_{n=0}^{\infty} \frac{1}{n!} \left( i|\delta|^{3/2} \frac{y^3}{3} \right)^n \quad (\delta \to -\infty),$$  

\( ^6 \)All large $N_c$ arguments given in this section hint of course at the functional integral case which will be discussed later.
and integrated term by term. The corresponding integrals are evaluated exactly
\[\int_{-\infty}^{+\infty} dy \exp \left( \pm i \alpha y^2 \right) y^{2n} = (\pm i)^n \frac{(2n-1)!!}{(2\alpha)^n} e^{\pm i\pi/4} \left(\frac{\pi}{\alpha}\right)^{1/2} \quad (\alpha > 0) \quad (35)\]
giving as a result the following asymptotics for the integral \(I\)
\[I \sim \frac{2^{4/3} \sqrt{\pi}}{|\delta|^{1/4} |b|^{1/3}} e^{iP(x_0)} \left[ \cos \left( \frac{2}{3} |\delta|^{3/2} - \frac{\pi}{4} \right) + \mathcal{O}(|\delta|^{-3/2}) \right] \quad (\delta \to -\infty). \quad (36)\]

Let us stress that both critical points contribute to the resulting asymptotic series reproducing the well known asymptotics of the Airy’s function \((156)\). We have considered here the case when the series oscillates. In the opposite case, \(\delta \to \infty\), the asymptotics falls down exponentially \((155)\), and does not have the appropriate form from the physical point of view.

3.3 Semi-classical asymptotics

One can calculate the integral \((21)\) assuming that a large parameter is already present in the exponent. For instance, the reduced Planck constant, \(\hbar\), can be considered as such a parameter
\[I = \int_{-\infty}^{+\infty} dx \exp \left( \frac{i}{\hbar} P(x) \right). \quad (37)\]
In this case one obtains the asymptotic expansion for \(I\) at small values of \(\hbar \to 0\). This approach is known as the semi-classical expansion.

The real function \(P(x)\) has two critical points \(x_j\) \((j = 1, 2)\)
\[P'(x) = \frac{b}{2} x^2 + ax + \sigma = 0 \quad \Rightarrow \quad x_{1,2} = \frac{-a \pm \sqrt{a^2 - 2b\sigma}}{b}. \quad (38)\]
Both of them are real at \(a^2 > 2b\sigma\) and, therefore, belong to the contour of integration. In the neighbourhood of these points the polynomial \(P(x)\) is conveniently written in the form
\[P(x) = P(x_j) + \frac{P''(x_j)}{2!} (x - x_j)^2 + \frac{P'''(x_j)}{3!} (x - x_j)^3, \quad (39)\]
where
\[ P(x_j) = -\frac{a\sigma}{b} + \frac{a^3}{3b^2} + (-1)^j \frac{D^{3/2}}{3b^2}, \quad D \equiv a^2 - 2b\sigma > 0, \]
\[ P''(x_j) = (-1)^{j+1}D^{1/2}, \quad P'''(x) = b. \] (40)

Thus the integral under consideration is estimated as
\[ I \sim 2 \sum_{j=1}^{2} e^{iP(x_j)} \int_{-\infty}^{+\infty} dx \exp \left[ i \left( \frac{P''(x_j)}{2}x^2 + \frac{P'''(x_j)}{3!}x^3 \right) \right] (\hbar \to 0), \] (41)

or
\[ I \sim \frac{2^{3/2}\sqrt{\pi}}{D^{1/4}} e^{iP(x_0)} \left[ \cos \left( \frac{D^{3/2}}{3b^2} - \frac{\pi}{4} \right) + O(\hbar) \right] (\hbar \to 0). \] (42)

Noting that
\[ D = -\delta^{3/4}\sqrt{4b^4}, \] (43)

one can see that this result coincides with our previous estimate (36).

It may be helpful to remark that if one would take the contribution of only one critical point in (41), the resulting asymptotics would be obviously different, and, what is important for us, the phase too.

3.4 The \( N_c \to \infty \) asymptotics

The representation (39) can be used as a first step to estimate the integral \( I \) without any reference to the semi-classical expansion. Alternatively, our calculations can be based on the large \( N_c \) asymptotics. According to the formula (39), we have identically
\[ I = e^{iP(x_j)} \int_{-\infty}^{+\infty} dx \exp \left[ i \left( \frac{P''(x_j)}{2}x^2 + \frac{P'''(x_j)}{3!}x^3 \right) \right]. \] (44)

This holds whether \( x_1 \) or \( x_2 \) (see eq.(33)) is chosen here.

Next, replacing the variables
\[ x = \left| \frac{3P''(x_j)}{P'''(x_j)} \right| t, \] (45)

we arrive at
\[ I = e^{iP(x_j)} \frac{3\sqrt{D}}{|b|} \int_{-\infty}^{+\infty} dt \exp (i\lambda f(t)), \] (46)
where we have used the following notations

\[ \lambda = \frac{9D^{3/2}}{2b^2}, \quad f(t) = t^2 \left[ (-1)^j + \text{sgn}(b) t \right]. \]  

(47)

This form of the integral is already appropriate to apply the stationary phase method at large \( \lambda \). Large \( N_c \) arguments can be used to justify the \( \lambda \to \infty \) limit, for it is known that \( \lambda \sim N_c^3 \).

Let us obtain the leading term in this asymptotics. The critical points are given by the equation

\[ f'(t) = 0 \Rightarrow t_1 = 0, \quad t_2 = (-1)^j \text{sgn}(b) \frac{2}{3}. \]  

(48)

Therefore, the integral \( I \) has the following asymptotical estimate at \( \lambda \to \infty \)

\[
I \sim e^{iP(x)} \frac{3\sqrt{D}}{|b|} \int_{-\infty}^{+\infty} dt \left\{ \exp \left[ i\lambda \left( (-1)^j + \text{sgn}(b) t^3 \right) \right] + \exp \left[ i\lambda \left( (-1)^j \frac{4}{27} + (-1)^j t^2 + \text{sgn}(b) t^3 \right) \right] \right\} \cdot
\]  

(49)

The first term of the integrand is the contribution of the critical point \( t_1 \), the second one comes due to \( t_2 \). Noting, that

\[ P(x_j) = P(x_0) + (-1)^j \frac{2\lambda}{27}, \]  

(50)

one has

\[
I \sim e^{iP(x)} \frac{3\sqrt{D}}{|b|} \int_{-\infty}^{+\infty} dt \left\{ \exp \left[ i\lambda \left( (-1)^j \frac{2}{27} + (-1)^j + t^2 \right) \right] + \exp \left[ -i\lambda \left( (-1)^j \frac{2}{27} + (-1)^j + t^2 \right) \right] \right\} e^{i\lambda \text{sgn}(b) t^3}.
\]  

(51)

It is now obvious that the integrand does not depend on \( j \), thus

\[
I \sim e^{iP(x)} \frac{3\sqrt{D}}{|b|} \int_{-\infty}^{+\infty} dt \left\{ \exp \left[ i\lambda \left( \frac{2}{27} - t^2 \right) \right] + \exp \left[ -i\lambda \left( \frac{2}{27} - t^2 \right) \right] \right\} e^{i\lambda \text{sgn}(b) t^3}.
\]  

(52)
One can see finally that the obtained asymptotical series
\[ I \sim e^{iP(x_0)} \frac{6\sqrt{D}}{|b|} \sqrt{\frac{\pi}{\lambda}} \cos \left( \frac{2\lambda}{27} - \frac{\pi}{4} \right) + \ldots \] (53)

coincides with our previous result (42).

3.5 The perturbation theory approach

Our asymptotic estimate requires a further explanation in what concerns the definition of the improper Riemann integral (21). It is understood as the limit
\[ I = \lim_{L \to \infty} I(L), \quad I(L) = \int_{-L}^{L} dx \, e^{iP(x)} \] (54)

where we assumed that both stationary points \( x_{1,2} \) (see eq. (38)) belong to the interval \(-L < x_{1,2} < L\); the asymptotics of \( I(L) \) was formed accordingly by two independent contributions: \( I(L) \sim I_{x_1}(L) + I_{x_2}(L) \). Integrating in \( I_{x_i}(L) \), we took into account that only a neighbourhood of a stationary point \( x_i \) is important, and extended the integration limits to \( L \to \infty \).

Let us suppose now that the coupling \( b \) is small, as compared with \( a \), and one can consider the limit \( b \to 0 \). It is easy to see that
\[ x_1 \simeq -\frac{\sigma}{a} + O(b), \quad x_2 \simeq -\frac{2a}{b} + \frac{\sigma}{a} + O(b) \] (55)
at small \( b \). The first solution is regular at \( b \to 0 \), but the second one shows the singular behavior
\[ \lim_{b \to 0} |x_2| = +\infty. \] (56)

This behavior reflects the increasing importance of the stationary point \( x_1 \) in the physical problem for which the cubic term \( \sim b \) is considered as a perturbation. The second stationary point, \( x_2 \), varying as \( 1/b \), can finally leave the interval \((-L, L)\), changing as a result the asymptotics of the integral \( I(L) \) to
\[ I(L) \sim I_{x_1}(L), \quad x_2 \notin (-L, L). \] (57)

The intuitive argumentation given above must be clarified. One should not think that the real value of \( L \) is very important for the matter. Actually, one excludes the singular critical point from the phase \( P(x) \) by directly
expanding the phase in the neighbourhood of a regular stationary point, as we already did it for \( I_{x_1} \). What is really important here is to conclude that only the regular critical point determines the perturbative regime of the system. According to this attitude, we use the term “perturbative regime” in a wide sense: the standard perturbative expansion in powers of \( b \), which we will obtain below, is merely another way of looking at the one critical point asymptotics of \( I \).

Let us separate the unperturbed part \( P_0 \) from the perturbation \( P_{pt} \) in the integral \( I \)

\[
P(x) = P_0(x) + P_{pt}(x), \quad P_0(x) = \sigma x + \frac{a}{2} x^2, \quad P_{pt}(x) = \frac{b}{6} x^3.
\]  

Expanding the integrand in powers of the coupling \( b \), we obtain

\[
I = \int_{-\infty}^{+\infty} dx \, e^{iP(x)} = \int_{-\infty}^{+\infty} dx \, e^{iP_0(x)} \sum_{n=0}^{\infty} \frac{i^n}{n!} P^n_{pt}(x)
\]

\[
\sim \sum_{n=0}^{\infty} \frac{i^n}{n!} P^n_{pt} \left( -i \frac{\partial}{\partial \sigma} \right)^n \int_{-\infty}^{+\infty} dx \, e^{iP_0(x)}
\]

\[
= \exp \left\{ \frac{ib}{6} \left( -i \frac{\partial}{\partial \sigma} \right)^3 \right\} \int_{-\infty}^{+\infty} dx \, e^{iP_0(x)} \equiv I_{pt}.
\]  

The new feature is the fact that the integrand of \( I_{pt} \) has only one stationary point, \( x_{st} = -\sigma/a \), as opposed to \( I \). The singular critical point is gone.

The evaluation of the Gaussian integral is straightforward

\[
I_0 = \int_{-\infty}^{+\infty} dx \, e^{iP_0(x)} = \sqrt{\frac{2\pi}{a}} \exp \left( i \left( \frac{\pi}{4} - \sigma^2 \frac{2}{2a} \right) \right), \quad (a > 0).
\]

This reduces our integral \( I_{pt} \) to the form

\[
I_{pt} = \sqrt{\frac{2\pi}{a}} \, e^{i\pi/4} \left[ 1 + \frac{ib}{6} \left( -i \frac{d}{d\sigma} \right)^3 - \frac{b^2}{72} \left( -i \frac{d}{d\sigma} \right)^6 
- \frac{ib^3}{64} \left( -i \frac{d}{d\sigma} \right)^9 + \ldots \right] \exp \left( -i \frac{\sigma^2}{2a} \right).
\]  
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Up to the terms of order \( b^3 \) we have now
\[
I_{pt} = I_0 \left[ 1 + b \left( \frac{\sigma}{2a^2} - \frac{i\sigma^3}{6a^3} \right) + b^2 \left( \frac{5i}{24a^3} + \frac{5\sigma^2}{8a^4} - \frac{5i\sigma^4}{24a^5} - \frac{\sigma^6}{72a^6} \right) + b^3 \left( \frac{35i\sigma}{48a^5} + \frac{35\sigma^3}{36a^6} - \frac{7i\sigma^5}{24a^7} - \frac{\sigma^7}{36a^8} + \frac{i\sigma^9}{1296a^9} \right) + O(b^4) \right].
\]

Noting, that
\[
(1 + b\beta_1 + b^2\beta_2 + b^3\beta_3 + \ldots) \exp \left[ i \left( b\alpha_1 + b^2\alpha_2 + b^3\alpha_3 + \ldots \right) \right]
= 1 + b(\beta_1 + i\alpha_1) + b^2 \left( i(\alpha_2 + \alpha_1\beta_1) + \beta_2 - \frac{\alpha_1^2}{2} \right) + \ldots
\]

one can represent this result in the more convenient form (up to the same order of accuracy)
\[
I_{pt} = e^{i\pi/4} \sqrt{\frac{2\pi}{a}} \left( 1 + b \frac{\sigma}{2a^2} + b^2 \frac{5\sigma^2}{8a^4} + b^3 \frac{15\sigma^3}{16a^6} + \ldots \right) e^{iP_{eff}(\sigma)},
\]

where
\[
P_{eff}(\sigma) = -\frac{\sigma^2}{2a} - b \frac{\sigma^3}{6a^3} + b^2 \left( \frac{5}{24a^3} - \frac{\sigma^4}{8a^5} \right) + b^3 \left( \frac{5\sigma}{8a^5} - \frac{\sigma^5}{8a^7} \right) + O(b^4).
\]

The perturbative result \( P_{eff}(\sigma) \) is an approximation, which can be systematically improved. In its truncated form the obtained series differs from the expansion which one can obtain from \( I_{x_1} \) (see next subsection for details). It is clear, however, that if one sums up the series, the perturbative and asymptotic estimates will coincide, i.e., \( I_{pt} = I_{x_1} \).

### 3.6 Resumming the perturbative series

Let us calculate the contribution to the integral \( I \) which comes from the critical point \( y_1 = 1 \) in eq.(50). It is not difficult to find out that exactly this point represents the regular solution at \( b \to 0 \). For this part of the integral
I we will use the symbol $I_{y_1}$, as we did before for $I_{x_i}$,

$$I_{y_1} \sim e^{iP(x_0)} \left( \frac{2}{|b|} \right)^{1/3} \sqrt{|\delta|} \int_{-\infty}^{+\infty} dy \exp \left\{ i|\delta|^{3/2} \left( y^2 - \frac{2}{3} \right) \right\}$$

\[
x \times \sum_{n=0}^{\infty} \frac{1}{n!} \left( i|\delta|^{3/2} y^3 / 3 \right)^n (\delta \to -\infty).
\] (65)

It is clear that in the last sum only the even powers of $n$ contribute. For the first two terms ($n = 0, 2$) one obtains

$$I_{y_1} \sim \frac{2^{1/3} \sqrt{\pi}}{|b|^{1/3} |\delta|^{1/4}} \exp \left\{ i \left[ P(x_0) - \frac{2}{3} |\delta|^{3/2} + \frac{\pi}{4} \right] \right\} \left( 1 + \frac{5i}{48|\delta|^{3/2}} + \ldots \right).$$ (66)

Since

$$|\delta|^{3/2} = \frac{a^3}{2b^2} \left( 1 - \frac{2b\sigma}{a^2} \right)^{3/2},$$ (67)

we can rewrite this result in the compact form

$$I_{y_1} \sim e^{i\pi/4} \sqrt{\frac{2\pi}{a}} A(\sigma) e^{iP'_{\text{eff}}/a} \left( 1 + \frac{5i}{48|\delta|^{3/2}} + \ldots \right),$$ (68)

where

$$A(\sigma) = \left( 1 - \frac{2b\sigma}{a^2} \right)^{-1/4} = 1 + \frac{b\sigma}{2a^2} + \frac{5b^2\sigma^2}{8a^4} + \frac{15b^3\sigma^3}{16a^6} + O(b^4),$$ (69)

$$P'_{\text{eff}}(\sigma) = -\frac{a\sigma}{b} + \frac{a^3}{3b^2} \left[ 1 - \left( 1 - \frac{2b\sigma}{a^2} \right)^{3/2} \right]$$

$$= -\frac{\sigma^2}{2a} - \frac{b\sigma^3}{6a^3} - \frac{b^2\sigma^4}{8a^5} - \frac{b^3\sigma^5}{8a^7} + O(b^4).$$ (70)

One can explicitly see that the series in powers of $b$ obtained from the integral $I_{y_1}$ perfectly coincides\footnote{Actually, we checked the terms up to and including $b^5$ order.} with the perturbative expansions (63) and (64).

The series (65) corresponds to a partial resummation of the perturbative series. In order to see what is resummed, let us introduce a parameter $t$
according to the substitution: $a, b, \sigma \rightarrow ta, tb, t\sigma$ in eqs. (63) and (64). We find for $I_{pt} \rightarrow I_{pt}(t)$

$$I_{pt}(t) = e^{i\pi/4} \sqrt{\frac{2\pi}{a}} \left( 1 + b^2 \frac{5\sigma^2}{8a^4} + b^3 \frac{15\sigma^3}{16a^6} + \ldots \right) e^{itP_{\text{eff}}(t, \sigma)},$$

where

$$P_{\text{eff}}(t, \sigma) = - \left( \frac{\sigma^2}{2a} + \frac{b\sigma^3}{6a^3} + \frac{b^2\sigma^4}{8a^5} + \frac{b^3\sigma^5}{8a^7} \right) + \frac{1}{t^2} \left( \frac{5b^2}{24a^3} + \frac{5b^3\sigma}{8a^5} \right) + O(b^4).$$

It is clear now that the leading term, $P_{\text{eff}}'$, is represented in $P_{\text{eff}}(t)$ by the sum of terms which are $\propto 1/t^0$, the first stationary phase correction is given by terms of order $\propto 1/t^2$, and so on. The field theoretical analog of this power series expansion in $(1/t)$ is well known as a loop expansion [22].

4. OUTLINING THE PROBLEM

So far we have worked with a one-dimensional case. We now want to clarify what actually can be learned from this simple example for the functional integral considered.

It is clear, for instance, that we cannot follow the approaches discussed in subsections 3.1 and 3.2. An analog of eq. (24) for our functional integral is the equation

$$\frac{\partial^2 \mathcal{L}_r}{\partial R_A \partial R_B} \equiv \mathcal{L}_{AB}'' = G\delta_{AB} + \kappa \Phi_{ABC} R_C = 0$$

which cannot be fulfilled.

On the contrary, the system of equations based on the first order derivatives

$$\frac{\partial \mathcal{L}_r}{\partial R_A} = GR_A + \Delta_A + \Pi_A + \frac{\kappa}{2} \Phi_{ABC} R_B R_C = 0$$

is self-consistent and can be solved [21]. Therefore, one can obtain the semi-classical asymptotics by analogy with the stationary phase method discussed in subsection 3.3. It corresponds to the case without hierarchy, since two critical points are considered. We will show, however, that such a system does not have a stable vacuum state, i.e., the hierarchy of multi-quark interactions is a very important physical requirement for the model. Let us discuss the matter in detail here.
4.1 Solving equation

We need to recall shortly the solutions of eq. (74). Up to some order in the external mesonic fields, $\Pi_A$, we may write them as a polynomial $R_A = R_A^{(i)}$

$$R_A^{(i)} = H_A^{(i)} + H_{AB}^{(i)} \Pi_B + H_{ABC}^{(i)} \Pi_B \Pi_C + H_{ABCD}^{(i)} \Pi_B \Pi_C \Pi_D + \ldots$$

where $i = 1, 2, \ldots$ denote different possible solutions. The coefficients $H_A^{(i)}$ depend on $\Delta_a$ and on the coupling constants $G, \kappa$, and the higher index coefficients $H_A^{(i)}$ are recurrently expressed in terms of the lower ones. For instance, we have

$$\left( H_{AB}^{(i)} \right)^{-1} = - \left( G \delta_{AB} + \kappa \Phi_{ABC} H_C^{(i)} \right),$$

$$H_{ABC}^{(i)} = \frac{\kappa}{2} \Phi_{DEF} H_{DA}^{(i)} H_{EB}^{(i)} H_{FC}^{(i)},$$

and so on.

Putting this expansion in eq. (74) one obtains a series of self-consistent equations to determine $H_A^{(i)}$. The first one is

$$G H_A^{(i)} + \Delta_A + \frac{\kappa}{2} \Phi_{ABC} H_B^{(i)} H_C^{(i)} = 0. \tag{78}$$

One can always find the trivial solution $H_A = 0$, corresponding to the unbroken vacuum $\Delta_A = 0$. There are also non-trivial ones for the scalar component, i.e.,

$$H_A^{(i)} = (h_a^{(i)}, 0). \tag{79}$$

The number of possible solutions, $i$, depends on the symmetry group. The coefficients $h_a^{(i)}$ are determined by the couplings $G, \kappa$ and the mean field value $\Delta_a$. In accordance with the pattern of explicit symmetry breaking the mean field can have only three non-zero components at most with indices $a = 0, 3, 8$. If two of the three indices in $A_{abc}$ are $\{0, 3, 8\}$, then the third one also belongs to this set. Thus $\Delta_a$ is the only object which determines the vector structure of the solution $h_a^{(i)}$, and therefore $h_a^{(i)} \neq 0$ if $a = 0, 3, 8$. It means that in general we have a system of only three equations to determine $h^{(i)} = h_a^{(i)} \lambda_a = \text{diag}(h_u^{(i)}, h_d^{(i)}, h_s^{(i)})$

$$\left\{ \begin{array}{l}
G h_u + \Delta_u + \frac{\kappa}{16} h_d h_s = 0 \\
G h_d + \Delta_d + \frac{\kappa}{16} h_s h_u = 0 \\
G h_s + \Delta_s + \frac{\kappa}{16} h_u h_d = 0
\end{array} \right. \tag{80}$$
This system is equivalent to a fifth order equation for a one-type variable which can be solved numerically. For two particular cases, when \( \hat{m}_u = \hat{m}_d = \hat{m}_s \) and \( \hat{m}_u = \hat{m}_d \neq \hat{m}_s \), eqs. (80) can be solved analytically \cite{21}. The simplest example: \( \hat{m}_u = \hat{m}_d = \hat{m}_s \) (or, equivalently, \( h_u^{(i)} = h_d^{(i)} = h_s^{(i)} \)) corresponds to \( SU(3) \) flavor symmetry. In this case eq. (80) has two solutions

\[
h_u^{(1)} = -\frac{8G}{\kappa} \left( 1 - \sqrt{1 - \frac{\kappa \Delta_u}{4G^2}} \right), \quad h_u^{(2)} = -\frac{8G}{\kappa} \left( 1 + \sqrt{1 - \frac{\kappa \Delta_u}{4G^2}} \right).
\]

If \( 4G^2 > \kappa \Delta \), they are real and will contribute to the stationary phase trajectory.

4.2 The lowest order semi-classical asymptotics

Since the system of equations (74) can be solved, we may replace variables \( R_A \to \bar{R}_A = R_A - \mathcal{R}_A^{(i)} \) in the functional integral (19) to obtain the semi-classical asymptotics

\[
\mathcal{Z}[\Pi, \Delta] \sim \mathcal{N} \sum_{i=1}^{n} \exp \left( i \int d^4x \mathcal{L}_A^{(i)} \right) \times \int_{-\infty}^{+\infty} \prod_{A} \mathcal{D} \bar{R}_A \exp \left( \frac{i}{2} \int d^4x \mathcal{L}_{AB}''(\mathcal{R}_A^{(i)}) \bar{R}_A \bar{R}_B \right) \\
\times \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{\kappa}{3!} \Phi_{ABC} \int d^4x \bar{R}_A \bar{R}_B \bar{R}_C \right)^k \quad (\hbar \to 0)
\]

where \( n \) is the number of solutions, \( \mathcal{R}_A^{(i)} \), of eq. (74), \( \mathcal{L}_{AB}'' \) has been defined in eq. (73), and

\[
\mathcal{L}_A^{(i)} = \mathcal{R}_A^{(i)} (\Pi_A + \Delta_A) + \frac{G}{2} \left( \mathcal{R}_A^{(i)} \right)^2 + \frac{\kappa}{3!} \Phi_{ABC} \mathcal{R}_A^{(i)} \mathcal{R}_B^{(i)} \mathcal{R}_C^{(i)} \\
= \frac{G}{6} \left( \mathcal{R}_A^{(i)} \right)^2 + \frac{2}{3} \mathcal{R}_A^{(i)} (\Pi_A + \Delta_A) = h_a^{(i)} \sigma_a + \mathcal{O}(\Pi^2).
\]

Here we used eq. (74) to eliminate the term proportional to \( \kappa \). Let us stress that \( \mathcal{L}_A^{(i)} \) depends on \( \kappa \) implicitly: \( \kappa \) is contained in \( \mathcal{R}_A^{(i)} \), or more precisely in the coefficients \( H_{A...}^{(i)} \) which are functions of \( h_a^{(i)} \). This dependence is singular at \( \kappa \to 0 \). One can see this, for instance, from eq. (81) where \( h_u^{(2)} \to \infty \) for
small $\kappa$. This behavior reflects the fact that we are far from the perturbative regime, meaning that the interactions $L_{NJL}$ and $L_H$ are equally weighted.

The linear term in the $\sigma$ field is written explicitly. This part of the Lagrangian is responsible for the dynamical symmetry breaking in the multi-quark system and taken together with the corresponding part from the Gaussian integration over quark fields in eq. (12) leads us to the gap equation.

At leading order, $k = 0$, we have the estimate for eq. (82)

$$Z \sim \exp \left( i \int d^4 x L_{st}^{(i)} \right) \sim \exp \left( i \int d^4 x \sum_{i=1}^n h_a^{(i)} \sigma_a + \ldots \right)$$

where $A^{(i)}$ is real and proportional to

$$A^{(i)} \sim | \det L'_{AB} (R^{(i)}) |^{-1/2}.$$  

Therefore, if one considers the case with $\hat{m}_u = \hat{m}_d = \hat{m}_s$, $Z$ is given by

$$Z \sim \exp \left( -i \frac{8G}{\kappa} \int d^4 x (\sigma_u + \sigma_d + \sigma_s) + \ldots \right)$$

Let us recall that the quark loop contribution to the gap equation is well known (see, for instance, [23]). Combining this known result with the estimate (86), one can obtain the corresponding effective potential $U(m)$ as a function of the constituent quark mass $m$

$$U(m) = \frac{24G}{\kappa} m - \frac{3N_c}{16\pi^2} \left[ m^2 \left( \frac{\Lambda_q^2}{m^2} - \frac{m^2}{\Lambda_q^2} \ln \left( 1 + \frac{\Lambda_q^2}{m^2} \right) \right) \right] + \frac{\Lambda_q^4 \ln \left( 1 + \frac{m^2}{\Lambda_q^2} \right) \ln \left( \frac{\Lambda_q^2}{m^2} \right)}$$

where we consider the case $\hat{m} = 0$ for simplicity and $\Lambda_q$ denotes the cutoff of quark loop integrals.

We plot this function in fig.1 for $G/\kappa > 0$. The parameters are fixed there as $\Lambda_q = 1 \text{ GeV}$, $G/\kappa = 2.34 \cdot 10^{-3} \text{ GeV}^3$. One sees that the system has at most a metastable vacuum state. We must conclude that the model considered has a fatal flaw and can be used only in the framework of the perturbative approach, which does assume the hierarchy of multi-quark interactions.

8In the opposite case, $G/\kappa < 0$, the effective potential does not have extrema in the region $m > 0$. 
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5. Perturbative expansion of $Z$

We shall restrict ourselves in this section to the perturbative treatment of the functional integral (19). The loop expansion will be considered in the next section.

5.1 The perturbative series

Let us devide the Lagrangian (20) in two parts. The free part, $\mathcal{L}_0$, is given by

$$\mathcal{L}_0(R_A) = \frac{G}{2} R_A^2 + R_A (\Pi_A + \Delta_A). \quad (88)$$

The 't Hooft interaction is considered as a perturbation $\mathcal{L}_I$

$$\mathcal{L}_I(R_A) = \frac{\kappa}{3!} \Phi_{ABC} R_A R_B R_C. \quad (89)$$

Thus the perturbative representation for the functional integral (19) can be written as

$$Z = N' \exp \left( i \int \mathcal{L}_I(\hat{X}_A) \right) \int \prod_A \mathcal{D}R_A \ e^{i \int \mathcal{L}_0(R_A)} \quad (90)$$
where

\[ \hat{X}_A = -i \frac{\delta}{\delta \Pi_A}. \]  

(91)

Since the boson fields appear quadratically in eq. (90), they may be integrated out, yielding

\[ Z = N \exp \left( i \int \mathcal{L}_I(\hat{X}) \right) \exp \left( -i \int \frac{\Pi_A^2}{2G} \right) \]  

(92)

where \( \Pi_A = \Pi_A + \Delta_A \). The overall factor \( N = (-2\pi i / G)^0 \) is unimportant in the following.

We want to calculate the effective action \( \Gamma_{\text{eff}} \), which by definition is the phase of \( Z \)

\[ Z = A(\Pi_A) \exp \left( i \int \mathcal{L}_{\text{eff}}(\Pi_A) \right), \]  

(93)

and \( A(\Pi_A) \) is a real function. Comparing (92) and (93), one gets

\[ \Gamma_{\text{eff}} = i \ln A_{\Pi_A} + \Gamma_0 - i \ln \left( 1 + e^{-i\Gamma_0} \left( e^{i \int \mathcal{L}_I - 1} e^{i\Gamma_0} \right) \right). \]  

(94)

Here \( \Gamma_0 \) represents the leading order result for \( \Gamma_{\text{eff}} \)

\[ \Gamma_0 = -\frac{1}{2G} \int \Pi_A^2 \]  

(95)

while the second logarithm in eq. (94) is a source of \( U_A(1) \) breaking corrections which arise as a series in powers of the functional derivatives operator

\[ \hat{\Gamma}_I = \int \mathcal{L}_I(\hat{X}_A) = \frac{\kappa}{3!} \Phi_{ABC} \int \hat{X}_A \hat{X}_B \hat{X}_C . \]  

(96)

To make this statement more explicit let us consider the expansion

\[ \delta = e^{-i\Gamma_0} \left( e^{i\hat{\Gamma}_I} - 1 \right) e^{i\Gamma_0} = \sum_{m=1}^{\infty} \frac{i^m}{m!} \left( e^{-i\Gamma_0} \hat{\Gamma}_I e^{i\Gamma_0} \right)^m . \]  

(97)

Taking into account the symmetry properties of the coefficients \( \Phi_{ABC} \) and our previous result (18), we find

\[ e^{-i\Gamma_0} \hat{\Gamma}_I e^{i\Gamma_0} = -\frac{\kappa}{3!} \Phi_{ABC} \int \left( \frac{1}{G^3} \Pi_A \Pi_B \Pi_C - \frac{3}{G^2} \Pi_A \Pi_B \hat{X}_C + \frac{3}{G} \Pi_A \hat{X}_B \hat{X}_C - \hat{X}_A \hat{X}_B \hat{X}_C \right) \]  

(98)
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so that
\[
\delta = \sum_{n=1}^{\infty} \kappa^n \delta_n, \tag{99}
\]
represents the effective action (94) as a perturbative series in powers of \( \kappa \). For instance, up to and including the second order in \( \kappa \) we have
\[
\Gamma_{\text{eff}} = i \ln \frac{A}{N} + \Gamma_0 - i \kappa \delta_1 - i \kappa^2 \left( \delta_2 - \frac{1}{2} \delta_1^2 \right) - \ldots \tag{100}
\]
where
\[
\delta_1 = \frac{-i}{3! G^3} \Phi_{ABC} \int \bar{\Pi}_A \bar{\Pi}_B \bar{\Pi}_C, \tag{101}
\]
\[
\delta_2 - \frac{\delta_1^2}{2} = \frac{i}{8 G^5} \Phi_{ABC} \Phi_{AEF} \int \bar{\Pi}_B \bar{\Pi}_C \bar{\Pi}_E \bar{\Pi}_F + \delta(0) \int \frac{\bar{\Pi}_A^2}{(8G^2)^2} + [\delta(0)]^2 \int \frac{3i}{32G^3}. \tag{102}
\]

The real factor \( A(\bar{\Pi}) \) is always chosen such as to cancel the imaginary part of the effective action. To the approximation considered we have, for instance,
\[
A(\bar{\Pi}) = N \exp \left\{ \delta(0) \left( \kappa 8 G^2 \right)^2 \int \bar{\Pi}_A^2 \right\} = N \left( 1 + \delta(0) \frac{\kappa^2}{64G^4} \int \bar{\Pi}_A^2 + \ldots \right). \tag{103}
\]

It contributes to the measure of the functional integral over \( \sigma_a, \phi_a \).

5.2 The problem with infinities

The terms with the \( \delta(0) \) function require further explanation. The fact that auxiliary fields can lead to special problems with infinities is well-known \[24\]. For instance, a relevant case can be found in \[25\]: the new variable \( \lambda \) is introduced in the photon self-energy diagram in a similar way, i.e., through the integral over a \( \delta \)-function, see eq.(8.18) of the book, which is equal to 1 and finally, after changes of variables in the whole expression eq.(8.19), the logarithmically divergent integral over \( \lambda \) requires a cutoff.

A case involving a functional integral is given in \[26\] where the author considers as an example the non-linear \( \sigma \)-model and shows that the Gaussian
functional integral with a field dependent coefficient in the exponent (there are no derivatives of fields there) leads to a $\delta(0)$ factor in the corresponding effective action (see also [27]).

In our case auxiliary variables have been introduced by eq.(41) and changing the order of integration in eq.(12) we finally came to a similar problem with infinities.

To see the origin of the encountered singularities in detail we shall use the language of Feynman diagrams. The graphs contributing to lowest order in $\kappa$ are shown in fig.2. In these diagrams, a line segment (straight or curved)

\[ \Delta_{AB}(x-y) = -(i/G)\delta_{AB}\delta(x-y), \]  

extracted from the last exponent in eq.(92). A filled circle at one end of a line segment corresponds to the external field, $i \int d^4x \bar{\Pi}_A(x)$, and a vertex joining three line segments is used for $i\kappa \Phi_{ABC} \int d^4x$.

The first diagram represents the $\delta_1$ term in eq.(101). The contribution of the second tadpole diagram is equal to zero. Indeed, the vertex contains the group factor $\Phi_{ABC}$. The contraction of any two indices in this factor by $\delta_{AB}$ from the propagator (situation occurring for the tadpole graph) reduces it to zero, according to eq.(18). We thus find that tadpole diagrams do not contribute due to the flavor structure of the 't Hooft interaction.

To next to leading order in $\kappa$ we have the four graphs shown in fig.3. As we just learned, the third diagram does not contribute. The other ones correspond exactly to the three terms of eq.(102). The first tree diagram is finite. The second one-loop diagram has a divergent factor $\delta(0)$. The last two-loop diagram contributes as $\delta(0)^2$. These singularities were caused by the local structure of the last exponent in eq.(92) or, which is the same, by

Figure 2: The lowest order graphs contributing to $\delta_1$. 

stands for a “propagator”
the $\delta(x-y)$ term in the propagator \cite{102}. We believe that if one would start from non-local NJL interactions, the singularities could be weaker or would even disappear.

The factor $\delta(0)$ requires a regularization. This is an expected trouble in the NJL model which is nonrenormalizable and, as a consequence, the fundamental interactions must be cut off. The cutoff is an effective, if crude, implementation of the known short distance behavior of QCD within the model. In the next subsection we shall discuss this procedure in the framework of the spectral method. The value of the cutoff can be fixed by confronting the model with the experiment. In this interpretation the model is effectively finite, including the higher order corrections.\footnote{Actually, if one works with the NJL model, one must choose among several known regularizations. Unfortunately, the dimensional regularization (DR) cannot be used. The gap equation in this case does not have solutions and as a result there is no dynamical chiral symmetry breaking. This is why we cannot simply take advantage of the well-known result $\delta(0) = 0$ (in DR) to avoid the problem.}

The diagrams are a very convenient language to understand another feature related to the multi-loop contributions: the phase factor corresponding to the diagram can be simply calculated. Indeed, it is easy to see that for any diagram the formula

$$E = 2I - 3V$$

is fulfilled. Here $E$ is the number of external fields, $I$ stands for the number of internal lines, and $V$ is the number of vertices. On the other hand, the number of loops, $L$, is given by

$$L = I - V - E + 1.$$  

This is because the number of loops in a diagram is equal to the number of $\delta$ functions surviving after all integrations over coordinates are performed, ex-

\begin{figure}[h]
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\caption{The diagrams of the $\kappa^2$ order contributing to $\delta_2$.}
\end{figure}
except for one over-all integration related to the effective action. Every internal line contributes one \( \delta \) function, but every vertex or external field carries an integration over the corresponding coordinate, and thus reduces the number of \( \delta \) functions by one.

This result shows that the overall phase factor of a given graph \( i^{E-V} = i^{L-1} \) is entirely determined by the number of loops. In particular, diagrams with an even number of loops contribute to the effective action (the argument of \( Z \)), while the diagrams with odd number of loops contribute to the measure (the modulus of \( Z \)), see eq. (93).

5.3 The spectral representation method

The problem with \( \delta(0) \) singularities can be analysed with more accurate methods. In this subsection we shall use the spectral representation method to evaluate the integral (15).

Let us consider, for simplicity, a one-dimensional field theory approximation for the integral (15). The number of dimensions does not matter here. The extension to the real case is straightforward. We also put our system in an interval of size \( L \), i.e. \( -L/2 \leq x \leq L/2 \), assuming the limit \( L \to \infty \) in the end of calculations. The Fourier decomposition of the fields \( f_a(x) = \{s_a, p_a, \sigma_a, \phi_a\} \) inside the interval is

\[
f_a(x) = \sum_{n=-\infty}^{+\infty} f_n^a \exp \left( i 2\pi \frac{nx}{L} \right).
\]

This corresponds to the periodic boundary conditions \( f_a(-L/2) = f_a(L/2) \). The Fourier coefficients \( f_n^a \) represent the field \( f_a(x) \) inside the considered interval

\[
f_n^a = \frac{1}{L} \int_{-L/2}^{+L/2} dx \, f_a(x) \exp \left( -i 2\pi \frac{nx}{L} \right), \quad f_{-n} = f_n^*.
\]

Then we have

\[
\int dx \, \mathcal{L}(x) \simeq \int_{-L/2}^{L/2} dx \, \mathcal{L}(x) = L \mathcal{L},
\]

where \( \mathcal{L} \) is divided in two parts: the free one \( \mathcal{L}_0 \), and the perturbation \( \mathcal{L}_I \)

\[
\mathcal{L}_0 = \sum_{n=-\infty}^{+\infty} \left[ \frac{G}{2} \left( s_n^a s_{-n}^a + p_n^a p_{-n}^a \right) + \sigma_n^a s_{-n}^a + \phi_n^a p_{-n}^a \right],
\]
\[ \mathcal{L}_I = \frac{\kappa}{32} A_{abc} \sum_{n,m,k} s_n^a (s_m^b s_k^c - 3 p_m^b p_k^c) \delta_{n+m+k,0}. \] (111)

The functional integral can be understood as the product of integrals over the Fourier coefficients
\[ \int_{-\infty}^{+\infty} Ds_n(x) Dp_n(x) \to \prod_n \int_{-\infty}^{+\infty} ds_n^a dp_n^a \] (112)
and in the perturbative approximation can be written as
\[ \mathcal{Z}[\sigma, \phi] \sim \exp \left\{ iL \mathcal{L}_I (s_n^a, p_n^a) \right\} \prod_n \int_{-\infty}^{+\infty} ds_n^a dp_n^a \exp (iLL_0) \] (113)
where
\[ s_n^a = -i \frac{\partial}{L \partial \sigma_n}, \quad p_n^a = -i \frac{\partial}{L \partial \phi_n^2}. \] (114)

It is convenient to use the normalized functional \( \mathcal{Z} \) defined as
\[ \mathcal{Z} = \frac{\mathcal{Z}[\sigma, \phi]}{\mathcal{Z}[0,0]} . \] (115)

The Gaussian functional integrals can be simply evaluated, for instance, one has
\[ I[\sigma] = \prod_n \int_{-\infty}^{+\infty} ds_n \exp \left\{ iL \sum_{n=-\infty}^{+\infty} \left( \frac{G}{2} s_n s_{-n} + \sigma_n s_{-n} \right) \right\} \]
\[ = \int_{-\infty}^{+\infty} ds_0 \exp \left\{ iL \left( \frac{G}{2} s_0^2 + \sigma_0 s_0 \right) \right\} \]
\[ \times \prod_{l=1}^{\infty} \int_{-\infty}^{+\infty} ds_l ds_l^* \exp \left\{ iL \sum_{l=1}^{+\infty} (G s_l s_l^* + \sigma_l s_l^* + \sigma_l^* s_l) \right\} \]
\[ = I[0] \exp \left\{ -\frac{iL}{2G} \sum_{n=-\infty}^{+\infty} \sigma_n \sigma_{-n} \right\} . \] (116)

Thus the functional integration yields
\[ \mathcal{Z} \sim \exp \left\{ iL \mathcal{L}_I (s_n^a, p_n^a) \right\} \exp \left\{ -\frac{iL}{2G} \sum_{n=-\infty}^{+\infty} (\sigma_n \sigma_{-n} + \phi_n \phi_{-n}) \right\} . \] (117)
We should now calculate partial derivatives to obtain the effective action
\[ \Gamma_{\text{eff}} \]

\[ \mathcal{Z} \sim A[\sigma, \phi] e^{i\Gamma_{\text{eff}}}. \]  \hspace{1cm} (118)

As before (see subsection 3.2) we have
\[ \Gamma_{\text{eff}} = i\ln A[\sigma, \phi] + \Gamma_0 - i\ln \left(1 + e^{-i\Gamma_0} \left(e^{i\hat{\Gamma}_I} - 1\right) e^{i\Gamma_0}\right), \]  \hspace{1cm} (119)

where \( A[\sigma, \phi] \) is fixed by the requirement that the effective action \( \Gamma_{\text{eff}} \) is real.

Here \( \Gamma_0 \) represents the leading order action
\[ \Gamma_0 = -\frac{L}{2G} \sum_{n=-\infty}^{\infty} (\sigma_n^a \sigma_n^a - \phi_n^a \phi_n^a). \]  \hspace{1cm} (120)

The logarithm in eq. (119) is a source of \( U_A(1) \) breaking corrections which arise as a series in powers of the partial derivatives
\[ \hat{\Gamma}_I = L\mathcal{L}_I(S_n^a, P_n^a) \]
\[ = \frac{\kappa L}{32} A_{abc} \sum_{n,m,k} S_n^a \left(S_m^b S_k^c - 3P_m^b P_k^c\right) \delta_{n+m+k,0}. \]  \hspace{1cm} (121)

One has the following result
\[ e^{-i\Gamma_0} \hat{\Gamma}_I e^{i\Gamma_0} = -\frac{\kappa L}{32} A_{abc} \sum_{n,m,k} \delta_{n+m+k,0} \left[ \frac{1}{G^3} \sigma_n^a (\sigma_m^b \sigma_k^c - 3\phi_m^b \phi_k^c) \right. \]
\[ - \frac{3}{G^2} (\sigma_m^b \phi_k^c - \phi_m^b \phi_k^c) S_n^a + \frac{6}{G^2} \sigma_n^a \phi_m^b P_k^c \]
\[ + \frac{3}{G} \sigma_n^a (S_m^b S_k^c - P_m^b P_k^c) - \frac{6}{G} \phi_n^a \phi_m^b P_k^c \]
\[ - \left. S_n^a (S_m^b S_k^c - 3P_m^b P_k^c) \right]. \]  \hspace{1cm} (122)

Therefore, expanding
\[ \delta = e^{-i\Gamma_0} \left(e^{i\hat{\Gamma}_I} - 1\right) e^{i\Gamma_0} = \sum_{n=1}^{\infty} \kappa^n \delta_n, \]  \hspace{1cm} (123)

one can determine
\[ \delta_1 = -\frac{iL}{32G^3} A_{abc} \sum_{n,m,k} \sigma_n^a (\sigma_m^b \sigma_k^c - 3\phi_m^b \phi_k^c) \delta_{n+m+k,0}. \]  \hspace{1cm} (124)
\[ \delta_2 = \frac{\delta_1^2}{2} - i \frac{9L}{64(2G)^5} A_{abc} A_{\bar{a}\bar{b}\bar{c}} \sum_{m,k,m,k} \delta_{m+k+m+k,0} \left[ 4\sigma_m^{b\bar{b}} \sigma_{\bar{k}\bar{k}}^{\bar{c}\bar{c}} \phi_{\bar{k}}^{\bar{c}} \phi_{\bar{k}}^\bar{c} \\
\quad + \left( \sigma_m^{b\bar{b}} - \phi_m^{b\bar{b}} \right) \left( \sigma_{\bar{k}\bar{k}}^{\bar{c}\bar{c}} - \phi_{\bar{k}}^{\bar{c}\bar{c}} \right) \right] \\
\quad + \frac{1}{(8G^2)^2} \sum_n \left( \sigma_n^{a\sigma_{-n}} + \phi_n^{a\phi_{-n}} \right) \sum_m \frac{3i}{32LG^3} \left( \sum_{m} 1 \right)^2 , \] (125)

and so forth.

The effective action can be also expanded in \( \kappa \)

\[ \Gamma_{eff} = i \ln A[\sigma, \phi] + \Gamma_0 - i\kappa \delta_1 - i\kappa^2 \left( \delta_2 - \frac{\delta_1^2}{2} \right) + O(\kappa^3) , \] (126)

where one assumes that \( \ln A[\sigma, \phi] \) must be also expanded, i.e.,

\[ A[\sigma, \phi] = 1 + \kappa \beta_1 + \kappa^2 \beta_2 + O(\kappa^3) , \]

\[ \ln A[\sigma, \phi] = \kappa \beta_1 + \kappa^2 \left( \beta_2 - \frac{\beta_1^2}{2} \right) + O(\kappa^3) , \] (127)

and, up to the considered order in \( \kappa \), we have

\[ \beta_1 = 0 , \quad \beta_2 = \frac{1}{(8G^2)^2} \sum_n \left( \sigma_n^{a\sigma_{-n}} + \phi_n^{a\phi_{-n}} \right) \sum_m 1 . \] (128)

Therefore the perturbative action systematically obtains \( U_A(1) \) breaking corrections in \( \kappa^a \), which we collect in the corresponding part of the action, \( \Gamma_n \),

\[ \Gamma_{eff} = \sum_{n=0}^{+\infty} \Gamma_n , \] (129)

where \( \Gamma_0 \) is given by eq. (120), and

\[ \Gamma_1 = -\frac{\kappa L}{32G^3} A_{abc} \sum_{n,m,k} \sigma_n^{a\sigma_{m}\sigma_k^{\bar{c}}} \delta_{n+m+k,0} , \]

\[ \Gamma_2 = -\frac{9\kappa^2 L}{64(2G)^5} A_{abc} A_{a\bar{b}\bar{c}} \sum_{m,k,m,k} \delta_{m+k+m+k,0} \left[ 4\sigma_m^{b\bar{b}} \sigma_{\bar{k}\bar{k}}^{\bar{c}\bar{c}} \phi_{\bar{k}}^{\bar{c}} \phi_{\bar{k}}^\bar{c} \\
\quad + \left( \sigma_m^{b\bar{b}} - \phi_m^{b\bar{b}} \right) \left( \sigma_{\bar{k}\bar{k}}^{\bar{c}\bar{c}} - \phi_{\bar{k}}^{\bar{c}\bar{c}} \right) \right] . \] (130)

Here an unessential constant (for the physical action) has been omitted in \( \Gamma_2 \).
Using the well known relation
\[ \sum_{n=-\infty}^{+\infty} \exp \left( \frac{2\pi i}{L} n \right) = L \sum_{n=-\infty}^{+\infty} \delta(x - L n) = L \delta(x) \] (131)

where on the last step we used the fact that in the problem considered all \( x \)-dependent functions are integrated only in the interval \( -L/2 \leq x \leq L/2 \) and, therefore, only the term with \( n = 0 \) can contribute, one can obtain that
\[ \sum_{n} f_n^a f_{-n}^b = \frac{1}{L} \int_{-L/2}^{L/2} dx f_a(x) f_b(x) \exp(-i2\pi k x / L). \] (132)

As a result, taking the infinite-volume limit \( L \to \infty \), we have, for instance,
\[ \Gamma_0 = -\frac{1}{2G} \int_{-\infty}^{+\infty} dx \left( \sigma_a^2(x) + \phi_a^2(x) \right). \] (133)

Using the following relation
\[ \sum_{n_1, n_2, \ldots, n_i} f_{n_1}^a f_{n_2}^{a_2} \ldots f_{n_i}^{a_i} \delta_{n_1+n_2+\ldots+n_i,0} = \frac{1}{L} \int_{-L/2}^{L/2} dx f_{a_1}^{a_1}(x) f_{a_2}^{a_2}(x) \ldots f_{a_i}^{a_i}(x) \] (134)
in (130), and taking the limit \( L \to \infty \) one finds that
\[ \Gamma_1 = -\frac{\kappa}{32G^3} A_{abc} \int_{-\infty}^{+\infty} dx \sigma_a(x) [\sigma_b(x)\sigma_c(x) - 3\phi_b(x)\phi_c(x)], \]
\[ \Gamma_2 = -\frac{9\kappa^2}{64(2G)^5} A_{abc} A_{a\delta} \int_{-\infty}^{+\infty} dx \left[ 4\sigma_b(x)\sigma_c(x)\phi_e(x)\phi_e(x) + (\sigma_b(x)\sigma_c(x) - \phi_b(x)\phi_c(x))(\sigma_e(x)\sigma_c(x) - \phi_e(x)\phi_c(x)) \right]. \] (135)

The infinite-volume limit for the expansion coefficient \( \beta_2 \) needs additional explanation. Here one should define carefully the limiting procedure. We have
\[ \beta_2 = \frac{1}{(8G^2)^2} \int_{-L/2}^{L/2} dx (\sigma_a(x)\sigma_a(x) + \phi_a(x)\phi_a(x)) \frac{1}{L} \sum_{m=-\infty}^{+\infty} 1. \] (136)
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The integral has a smooth $L \to \infty$ limit, but contains the local factor, which can be understood as a $\delta$-function singularity, $\delta(0)$. It is clear from eq.(131) that the infinite value
\[
\frac{1}{L} \sum_{n=-\infty}^{+\infty} 1 = \delta(0)
\] (137)
appears as a common factor on the right hand side of eq.(136), representing the density of the Fourier harmonics in the interval. It must be regularized by cutting an upper part of the spectrum, e.g.,
\[
\delta(0)_{\text{reg}} = \frac{1}{L} \sum_{n=-N}^{N} 1 = \frac{2N + 1}{L}
\] (138)
where $N$ is large enough. Let us recall that the limit $L \to \infty$ is to be taken afterwards. Therefore one should clarify the meaning of $N$ being large. There are two possibilities. One can fix $N \gg 1$ without any relation to the size of the box. In this case, in the limit $L \to \infty$, the $\delta$-function vanishes. Alternatively, one can relate $N$ with $L$ by introducing a momentum space cutoff $\Lambda$: $N(L) = \frac{L\Lambda}{(4\pi)} \gg 1$. Unlike $L$ the cutoff $\Lambda$ has an obvious physical meaning giving the scale of momenta relevant for the problem. Indeed, the $n$th harmonic has a momentum $p_n = \frac{2\pi n}{L}$. The size of the considered box is the difference $p_N - p_{-N} = \frac{4\pi N}{L} = \Lambda$. The scale cannot be eliminated by taking the limit $L \to \infty$. One has instead
\[
\delta(0)_{\text{reg}} = \frac{\Lambda}{2\pi} + \frac{1}{L},
\] (139)
where only the second term does not contribute in the limit $L \to \infty$. By introducing the cutoff $\Lambda$, we suppose that the density of Fourier harmonics has a finite value which can be fixed phenomenologically. This is the scenario which we will favor in the following.

6. The loop expansion of $\mathcal{Z}$

The perturbative series, considered in the previous section, can be resummed: first summing all diagrams with no closed loops (tree graphs), then those with one closed loop, etc. As we have already discussed, this can be done by generalizing the method of subsec.3.6. The tree graphs have been summed in
this way in [15], and the one-loop graphs in [21]. The two-loop approximation is the next to lowest order result which contributes to the effective action, since the one-loop diagrams contribute solely to the amplitude.

6.1 The two-loop approximation

In this subsection we present a detailed computation of the two-loop approximation to the effective mesonic action generated by the functional

\[
\mathcal{Z}[\Pi, \Delta] \sim N^\prod_x \left\{ \exp \left( i \Omega \mathcal{L}_{st} \right) \mathcal{D} \hat{R}_A \exp \left( \frac{i}{2} \int d^4 x \mathcal{L}''_{AB}(\mathcal{R}^{(i=1)}) \hat{R}_A \hat{R}_B \right) \times \sum_{n=0}^{\infty} \frac{1}{n!} \left( i \frac{\kappa}{3!} \Phi_{ABC} \int d^4 x \hat{R}_A \hat{R}_B \hat{R}_C \right)^n \right\}.
\]

Note that in comparison with eq.(82), only one critical point, related to the stable configuration, must be considered. It is the solution with \( i = 1 \) in eqs.(81). We shall identify \( \mathcal{L}_{st}^{(i=1)} = \mathcal{L}_{st} \), and \( \mathcal{L}''_{AB}(\mathcal{R}^{(i=1)}) = \mathcal{L}''_{AB} \) in the following.

By replacing the continuum of spacetime positions with a discrete lattice of points surrounded by separate regions of small spacetime volume \( \Omega \), the functional integral (140) may be reexpressed as a Gaussian multiple integral over a finite number of real variables \( R_A(x) \) for a fixed spacetime point \( x \). We think of \( \mathcal{D} R_A \) as the infinite product \( \mathcal{D} R_A \rightarrow \prod_x dR_A(x) \), \( \int d^4 x \rightarrow \Omega \sum_x \).

\[
\mathcal{Z}[\Pi, \Delta] \sim N \prod_x \left\{ \exp \left( i \Omega \mathcal{L}_{st} \right) \mathcal{D} \hat{R}_A \exp \left( \frac{i}{2} \Omega \mathcal{L}''_{AB} \hat{R}_A \hat{R}_B \right) \right. \times \left. \left( 1 - \frac{(\kappa \Omega)^2}{2!(3!^2)} \Phi_{ABC} \Phi_{DEF} \hat{R}_A \hat{R}_B \hat{R}_C \hat{R}_D \hat{R}_E \hat{R}_F + \ldots \right) \right\}. \tag{141}
\]

The last sum contains only terms with even powers of \( \hat{R}_A \), the odd powers do not contribute under the Gaussian integration. The dots mean the terms corresponding to the three-loop contribution and higher.

Let us do the Gaussian integrals

\[
\mathcal{Z}[\Pi, \Delta] \sim N \prod_x \left\{ I_0 \exp \left( i \Omega \mathcal{L}_{st} \right) \left( 1 + i \frac{\kappa^2 \Phi_{ABC} \Phi_{DEF} \delta_{ABCDEF}}{72 \Omega N(N+2)(N+4)} \mathcal{M} + \ldots \right) \right\}. \tag{142}
\]
Here
\[ M = (\text{tr} \, L''^{-1})^3 + 6 \text{tr} \, L''^{-1} \text{tr}(L''^{-1})^2 + 8 \text{tr} \, (L''^{-1})^3, \]  
(143)
and \( I_0 \) is a one-loop contribution
\[ I_0 = \frac{1}{\sqrt{\text{det} \, L''}} \left( \frac{2\pi}{\Omega} \right)^N \left( \frac{\pi}{4} \sum_{j=1}^{N} \text{sgn}(\lambda_j) \right) \]  
(144)
where \( \lambda_j \) are eigenvalues of the \( N \times N \) matrix \( L''_{AB} \). In our case \( N = 18 \).

\( L''^{-1} \) is an inverse matrix of \( L'' \). The totally symmetric symbol \( \delta_{ABCDEF} \) generalizes an ordinary Kronecker delta symbol \( \delta_{AB} \) by the recurrent relation
\[ \delta_{ABCDEF} = \delta_{AB} \delta_{CDEF} + \delta_{AC} \delta_{BDEF} + \ldots + \delta_{AF} \delta_{BCDE}. \]  
(145)

One can find that
\[ \Phi_{ABC} \Phi_{DEF} \delta_{ABCDEF} = 6 \Phi_{ABC} \Phi_{ABC} = \frac{27}{4}. \]  
(146)

Up to the given accuracy we have in eq.(142)
\[ \prod_x \left( I_0 e^{i\Omega L_{st}} \left( 1 + iF \right) \right) = \prod_x \left( I_0 e^{i(\Omega L_{st} + F)} \right) = \left( \prod_x I_0 \right) e^{i\Omega \sum_x (L_{st} + F/\Omega)} \]  
(147)

It shows that in the continuum limit the two-loop correction contributes to the effective Lagrangian as
\[ \mathcal{L}_{\text{eff}} = \mathcal{L}_{st} + \frac{3\kappa^2 [\delta(0)]^2 M}{32N(N+2)(N+4)}. \]  
(148)

This is our final expression for the effective Lagrangian in the two-loop approximation.

Let us do some estimates to justify the result. For this purpose let us simplify the integral (140). After neglecting the symmetry group and discretizing the spacetime it takes the form
\[ Z[\Pi, \Delta] \sim \prod_x \int dR_x \exp \left\{ i\Omega \left( \mathcal{L}_{st} + \frac{1}{2} \mathcal{L}_{st}'' R_x^2 + \frac{1}{3!} \mathcal{L}_{st}''' R_x^3 \right) \right\}. \]  
(149)
To justify the stationary phase approximation for the integral (150) we assume that
\[ \Omega \mathcal{L}_{\text{st}} \gg 1. \]  

The dominating role of the Gaussian integral is reflected in the fact that essential values for \( R_x \) in the integral have the order \( R_x^2 \sim 1/(\Omega \mathcal{L}_{\text{st}}'') \). For the cubic term it follows then
\[ \Omega \mathcal{L}_{\text{st}}''' R_x^3 \sim \sqrt{\frac{(\mathcal{L}_{\text{st}}'')^2}{\Omega (\mathcal{L}_{\text{st}}'')^3}} \sim \sqrt{\frac{\kappa^2}{\Omega G^3}} \sim \sqrt{\zeta}, \]  

where we have used that in the model considered here, \( \mathcal{L}_{\text{st}}''' \sim \kappa, \mathcal{L}_{\text{st}}'' \sim G \). If the parameters of the model can be chosen in such a way that the inequality \( \zeta \ll 1 \) is fulfilled, the cubic power of \( R_x \) yields terms that go to zero relative to the Gaussian term as \( \zeta \to 0 \), and the stationary phase approximation will be justified. Note that \( \Omega \) may be written as an ultraviolet divergent integral regularized by introducing a cutoff \( \Lambda \)
\[ \Omega^{-1} = \delta^4(0) \sim \int_{-\Lambda/2}^{\Lambda/2} \frac{d^4 k_E}{(2\pi)^4} = \left( \frac{\Lambda}{2\pi} \right)^4. \]  

Therefore, the inequality restricts the value of \( \Lambda \) from above.

Meanwhile, it is interesting to see that the inequality \( \zeta \ll 1 \) is an exact equivalent of (150). Indeed, in the essential region, i.e., around a sharp minimum, one has \( \mathcal{L}_{\text{st}} \sim R_x \mathcal{L}_{\text{st}}, \mathcal{L}_{\text{st}}'' \sim R_x^2 \mathcal{L}_{\text{st}}, \) and so on, thus
\[ \zeta \sim \frac{(\mathcal{L}_{\text{st}}'')^2}{\Omega (\mathcal{L}_{\text{st}}'')^3} \sim \frac{(R_x^3 \mathcal{L}_{\text{st}}')^2}{\Omega (R_x^2 \mathcal{L}_{\text{st}}')^3} \sim \frac{1}{\Omega \mathcal{L}_{\text{st}}}. \]  

To summarize, the asymptotical series (141) with the ultraviolet cutoff imposed is sensible. One deals here, actually, with a series in powers of the dimensionless parameter \( \zeta \). The expansion is formally justified for \( \zeta \ll 1 \).

6.2 Some final comments

Several comments are in order:

(1) We believe that it is the first time that loop corrections to the effective action have been obtained at next to lowest order in the bosonization procedure.
This is a nonrenormalizable theory; so we should expect an explicit dependence on the cutoff in the result. This is indeed the case: the $[\delta(0)]^2$ factor is understood as an effective arbitrary parameter $(\Lambda/(2\pi))^8$ which together with the other coupling constants of the model, $G$ and $\kappa$, forms a dimensionless expansion parameter $\zeta \sim \kappa^2 \Lambda^4/G^3$, the latter must be small to justify the loop expansion. This requirement restricts the value of $\Lambda$ from above.

The field-dependent factor $\mathcal{M}$ contains all possible mesonic vertices, including the $\sigma$-tadpole contribution to the gap equation, and contributions to the masses of scalar and pseudoscalar nonets. These contributions might be interesting and worth studying phenomenologically.

Without future phenomenological considerations it is difficult to say at this stage if the loop expansion is a better approximation scheme than the ordinary perturbative theory considered above. It is certainly not worse if $\kappa$ is small, since the set of graphs with $2n$ loops includes, as a subset, all graphs of $\kappa^{n+1}$th order or higher in the coupling constant. Thus, in the tree approximation the term $\sim \kappa$ will dominate, the two-loop result will include the $\kappa$ and $\kappa^2$ order contributions completely, and so on. On the other hand, if perturbative corrections are sufficiently large, the loop expansion can be more appropriate.

We believe that techniques developed here to obtain the two-loop contribution can be easily applied to higher orders in the loop expansion. We also hope that some of our findings can be used in more advanced calculations with non-local effective quark Lagrangians.

7. Summary and outlook

The purpose of this paper has been to consider several mathematical aspects which are related with the $U_A(1)$ axial symmetry breaking by the 't Hooft determinant within the framework of the NJL model. Among them is the question related to the stability of the ground state, the relevance of an hierarchy in multi-quark interactions, and the development of techniques for studying the effective Lagrangian beyond lowest order in $U_A(1)$ breaking effects, so that quark – anti-quark bound-state phenomena can be examined in detail.

We have shown that in this picture there is an apparent problem: the
model has no ground state. This conclusion is based on the stationary phase method applied to the generating functional of the model. This approach is a well established technique which allows to identify straightforwardly all critical points, i.e., all solutions $R_A^{(i)}$ of the stationary phase equations associated with the auxiliary bosonic variables, and obtain finally the gap equations which are the local extrema conditions for the corresponding effective potential. It has been shown that these gap equations have no phenomenologically acceptable solutions at leading order of the stationary phase approach.

If the theory has no ground state, the theory is useless for phenomenology. This fact, however, can be used to obtain some constraints with a clear phenomenological content. Indeed, let us assume for a moment that the 't Hooft coupling $\kappa$ scales as $N_c^{1-N_f}$. It would mean that the Lagrangian density $L_H$ scales with $N_c$, being comparable to $L_{NJL}$. We already know that such theory has no ground state and must be rejected, thus this counting for $\kappa$ is not acceptable. Indeed, all phenomenological facts related with the known solution of the $U_A(1)$ problem provide for abundant evidence in favour of a different large $N_c$ identification: $\kappa \sim 1/N_c^{N_f}$.

There are several alternatives to save the situation. We have considered here the way based on the perturbative treatment of the multi-quark system. Two new results have been obtained in Sec.3 in this connection:

(1) We have shown that the perturbative approach is related to a one critical point result of the stationary phase calculations: both represent the same function, giving different series developments for it.

(2) We have shown that this function, if one would find it, is not equal to the starting integral [21], and is also not an asymptotical series of it.

Both these findings are new to our knowledge and serve to understand better the approximations used. They probably cannot be rigorously proven for the functional case, but definitely solve the problem in the following way: by removing the destructive effect of the singular critical point in the generating functional, the system can be treated perturbatively around the stable ground state of the NJL model. Therefore, this is a reasonable step for qualitative phenomenological considerations at least.

Two series expansions have been discussed in this context. We have calculated the first order corrections to both of them and gave the complete classification of the terms of the series, separating contributions to the effective meson Lagrangian from the ones to the measure. We have shown that loop corrections serve to obtain approximately (i.e., in the framework of the
local model which has been considered here) the less divergent or even finite contributions which would originate within a more refined consideration with non-local multi-quark vertices.

The new corrections, on which we report, are the direct consequence of the ’t Hooft term in the Lagrangian and in this sense they are interesting by themselves and will survive even if theory and experiment disagree. Were this the case, it would only mean that some essential details in the multi-quark effective Lagrangian are still missing, thus stimulating work in this direction. In the opposite case, if the predictions are close to the data, our findings would put the model on firmer grounds.

Another commonly used technique is the mean-field method [16]. It is easy to see that the gap equations that one gets within this approach are equivalent to the ones of the stationary phase method, when the latter is considered at leading order and the contribution of the singular critical point is omitted. Therefore, the effective potentials coincide in this case. It is clear from this comparison that the loop corrections found in our work can be also considered as a step beyond the leading order mean-field result.

There is another way, which yields a rigorous mathematical solution of the ground state problem above: one can take into account the eight-quark or higher order interactions with hope to stabilize the vacuum. This approach will be considered elsewhere [28].
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The Airy function

The Airy function $Ai(x)$ is defined as

\[ Ai(x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} dt \exp \left( i \left( \frac{t^3}{3} + xt \right) \right), \quad (154) \]

at real values of $x$ and can be analytically continued to the whole complex plane $x \rightarrow z$ as an entire function of $z$.

(a) It is real, if $z$ is real.
(b) It decreases exponentially for $|\arg z| < \pi/3$.
(c) It increases exponentially for $\pi/3 < |\arg z| < \pi$, and $-\pi < |\arg z| < -\pi/3$.
(d) It oscillates at $\arg z = \pm \pi/3, \pi$.
(e) On the real axis the function has the following asymptotics

\[ Ai(x) \sim \frac{x^{-1/4}}{2\sqrt{\pi}} \exp \left( -\frac{2}{3} x^{3/2} \right) \quad (x \rightarrow +\infty). \quad (155) \]

\[ Ai(x) \sim \frac{(-x)^{-1/4}}{\sqrt{\pi}} \left[ \cos \left( \frac{2}{3} (-x)^{3/2} - \frac{\pi}{4} \right) + O(x^{-3/2}) \right] \quad (x \rightarrow -\infty). \quad (156) \]
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