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Abstract—The Iterative Closet Point (ICP) algorithm and its variants are a fundamental technique for rigid registration between two point sets, with wide applications in different areas from robotics to 3D reconstruction. The main drawbacks for ICP are its slow convergence as well as its sensitivity to outliers, missing data, and partial overlaps. Recent work such as Sparse ICP achieves robustness via sparsity optimization at the cost of computational speed. In this paper, we propose a new method for robust registration with fast convergence. First, we show that the classical point-to-point ICP can be treated as a majorization-minimization (MM) algorithm, and propose an Anderson acceleration approach to improve its convergence. In addition, we introduce a robust error metric based on the Welsch’s function, which is minimized efficiently using the MM algorithm with Anderson acceleration. On challenging datasets with noises and partial overlaps, we achieve similar or better accuracy than Sparse ICP while being at least an order of magnitude faster. Finally, we extend the robust formulation to point-to-plane ICP, and solve the resulting problem using a similar Anderson-accelerated MM strategy. Our robust ICP methods improve the registration accuracy on benchmark datasets while being competitive in computational time.

Index Terms—Rigid Registration, Robust Estimator, Fixed-point iterations, Majorlazer Minimization method, Anderson Acceleration.

1 INTRODUCTION

RIGID registration, which finds an optimal registration to align a source point set with a target point set, is a fundamental problem in many areas including digital geometry processing, computer vision, robotics and medical image processing. The iterative Closet Point (ICP) algorithm [1] is a classical method for rigid registration. It alternates between closest point query in the target set and minimization of distance between corresponding points, and is guaranteed to converge to a locally optimal alignment.

In practice, however, ICP can suffer from slow convergence. It has been shown that classical ICP converges linearly only [2]. Other registration methods have been developed with faster convergence. For example, in [3] the alignment is performed by minimizing a point-to-plane distance instead of the point-to-point distance, whereas in [4] a locally quadratic approximant of the squared distance function is iteratively minimized. Both approaches are shown to have higher convergence rate than classical ICP [2].

Another issue with ICP is that the alignment accuracy can be affected by imperfections of the point sets such as noises, outliers and partial overlaps. Such imperfections often occur in real-world acquisition processes. Various techniques have been developed to address this problem. One popular approach is to disregard erroneous correspondence between points, using heuristics based on their distance or the angle between their normals [5]. Recently, an \( \ell_p \)-norm minimization approach is proposed in [6] to induce sparsity of the distance between corresponding point pairs, which aligns the points in true correspondence while allowing large distance between points due to outliers and incomplete data.

In this paper, we propose a novel and simple approach to address these two issues. Our key observation is that classical ICP is a majorization-minimization (MM) algorithm [7] for minimizing \( \ell_2 \) distance between the two point sets, which iteratively constructs and minimizes a surrogate function and ensures monotonic decrease of the target energy. By treating this process as a fixed-point iteration, we speed up its convergence using Anderson acceleration (AA) [8], an established numerical technique that proves effective for a variety of optimization problems in computer graphics [9]. In each iteration, Anderson acceleration computes an accelerated iterate based on the history of \( m \) previous iterates. Compared with existing approaches such as [3], [4], our method does not require higher-order information such as normal or curvature which may not be available from the point cloud data and need to be estimated carefully in the presence of noise [10]. Moreover, different from previous attempt on Anderson acceleration of ICP [11] that uses Euler angles to represent rotation, we adopt a parameterization of rigid transformation that does not suffer from singularity of Euler angles. Using the same MM framework, we can replace the squared distance metric used in classical ICP with a robust metric that is insensitive to noises, outliers, and partial overlaps. In particular, we adopt a robust metric based on the Welsch’s function, which allows for a simple quadratic surrogate function and can be minimized efficiently. Compared to the sparse ICP algorithm [6], our approach does not require introducing auxiliary variables for the solver, which leads to lower memory footprint and significantly faster convergence. We evaluate the performance of the proposed algorithms on a variety of examples including synthetic data and real scanned data. Our experiments demonstrate that it significantly reduces the computational time and improves the robustness for alignment.

Our approach of minimizing a Welsch’s function-based robust error metric with an Anderson-accelerated MM solver can be extended to other ICP formulations. In particular, we apply it to the point-to-plane ICP from [3], and achieve better registration accuracy than the original method on benchmark datasets. This illustrates the effectiveness of our method in improving robustness of ICP-type registration algorithms.

To summarize, our main contributions include:
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Aiger et al. [18] aligned two point clouds by matching a pair of 4-point sets from them that are approximately congruent. Later, Mellado et al. [19] proposed a more efficient registration relying on a good initial alignment as well as the correspondence. Using this framework, an accurate closest-points lookup and update of alignment based on the Welsch’s function, which is insensitive to outliers and partial overlaps and can be solved efficiently using the MM framework with Anderson acceleration. Our method achieves better registration accuracy than sparse ICP while being significantly faster.

We propose a new formulation for Anderson-accelerated point-to-plane ICP method. We parameterize rigid transformations via Lie algebra instead of Euler angles as in [11], and use a more simple stabilization strategy than [11], resulting in faster convergence than the accelerated method in [11].

We propose a robust metric for point-to-point alignment based on the Welsch’s function, which is insensitive to outliers and partial overlaps and can be solved efficiently using the MM framework with Anderson acceleration. Our method achieves better registration accuracy than sparse ICP while being significantly faster.

We extend the formulation to point-to-plane ICP, using the Welsch’s function to define a robust error metric that is minimized with an Anderson-accelerated MM solver. Our formulation improves the robustness of point-to-plane ICP without the need for point pair rejection.

2 Related Work

Iterative Closest Point. Registration is a classical research topic in computer vision and robotics due to its numerous practical applications such as 3D scene reconstruction and localization. For a comprehensive review of rigid and nonrigid registration, the reader is referred to [12], [13]. Here, we focus on ICP for rigid registration. ICP and its variants [1], [3], [5], [14], [15] start from an initial alignment, and alternate between the update of correspondence using closest-points lookup and update of alignment based on the correspondence. Using this framework, an accurate registration relies on a good initial alignment as well as a robust way to update the alignment from correspondence.

For the initial alignment, Gelfand et al. [16] computed shape descriptors on the given point clouds, and determined a coarse alignment by matching a features points based on their descriptors. Rusu et al. [17] performed similar matching using the Point Feature Histograms defined at each point. Aiger et al. [18] aligned two point clouds by matching a pair of co-planar 4-point sets from them that are approximately congruent. Later, Mellado et al. [19] proposed a more efficient approach for such alignment that runs in the number of data points instead of the quadratic time required by [18].

To update the alignment, ICP minimizes the distance from the source points to their corresponding points [1] or to the tangent planes at the corresponding points [3]. Mitra et al. [20] proposed a framework that determines the alignment by minimizing a squared distance function between the two point clouds, which includes the point-to-point and point-to-plane distances used in classical ICP as special cases. They also proposed a local quadratic approximant to the squared distance function for efficient update of the alignment. A similar approach was taken in [4] for aligning a point cloud to a surface. Pottmann et al. [2] analyzed the convergence rates of different registration algorithms and showed that using a local quadratic approximant can lead to quadratic convergence. Recently, Rusinkiewicz [15] proposed a symmetrized objective function for ICP that yields faster convergence than point-to-point and point-to-plane objectives. Besides the convergence rate, another consideration for registration algorithms is their robustness to noises, outliers, and partial overlaps. A popular approach is to discard some point pairs from the alignment problem based on certain criteria about their distance [5], [21], [22]. Other methods take a statistical approach and align two point sets via their representations as Gaussian mixture models [23], [24]. Another approach is to optimize a robust objective that automatically reduces the influence from point pairs that are far apart [6], [25], [26], [27], [28]. In [6], the objective is defined as the \( \ell_p \)-norm (\( p < 1 \)) of the point-wise distances, which aligns nearby points while allowing for large deviation between point pairs due to outliers and partial overlaps. In this paper, we also optimize the sparsity of the point-wise distance, but with a more efficient solver with a stronger guarantee of convergence.

ICP is a local refinement process and relies on good initialization. Other methods formulate registration as a global optimization problem and solve it using branch-and-bound algorithms [29], [30], [31], which produces globally optimal results at the expense of higher computational costs.
Anderson Acceleration. Originally proposed in [32] for iterative solution of nonlinear integral equations, Anderson acceleration has proved effective for accelerating fixed-point iterations [8], [33], [34], [35]. It has been applied to accelerate various numerical solvers [36], [37], [38], [39], [40]. In the field of visual computing, Anderson acceleration has been applied recently to accelerate local-global solvers [9] and ADMM solvers [41]. One common issue for Anderson acceleration is that it can become unstable or stagnate [8], [42]. Peng et al. [9] proposed a simple strategy to improve its stability on optimization solvers by checking the decrease of the target function. Recently, Anderson acceleration has been used in [11] to accelerate the convergence of ICP. In this paper, we also apply Anderson acceleration to ICP, but using a different set of variables to represent the iteration, together with the simple stabilization strategy from [9].

3 CLASSICAL ICP REVISITED

Given two sets of points \( P = \{p_1, \ldots, p_M\} \) and \( Q = \{q_1, \ldots, q_N\} \) in \( \mathbb{R}^d \), we search for a rigid transformation on \( P \), represented using a rotation matrix \( R \in \mathbb{R}^{d \times d} \) and a translation vector \( t \in \mathbb{R}^d \), to align \( P \) to \( Q \). This is formulated as an optimization problem for \( R \) and \( t \):

\[
\min_{R, t} \sum_{i=1}^{M} (D_i(R, t))^2 + I_{SO(d)}(R),
\]

where \( D_i(R, t) \) is the distance from the transformed point \( Rp_i + t \) to the target set \( Q \):

\[
D_i(R, t) = \min_{q \in Q} \|Rp_i + t - q\|,
\]

and \( I_{SO(d)}(\cdot) \) is an indicator function for the special orthogonal group \( SO(d) \), which requires \( R \) to be a rotation matrix:

\[
I_{SO(d)}(R) = \begin{cases} 
0, & \text{if } R^T R = I \text{ and } \det(R) = 1, \\
+\infty, & \text{otherwise},
\end{cases}
\]

The ICP algorithm [1] solves this problem using an iterative approach that alternates between the following two steps:

- **Correspondence step:** transform each point \( p_i \in P \) using the current rotation \( R(k) \) and translation \( t(k) \), and find its closest point \( \hat{q}_i(k) \) in \( Q \):

\[
\hat{q}_i(k) = \arg\min_{q \in Q} \|R(k)p_i + t(k) - q\|.
\]

- **Alignment step:** update the transformation by minimizing the \( \ell_2 \) distance between the corresponding points:

\[
(R(k+1), t(k+1)) = \arg\min_{R, t} \sum_{i=1}^{M} \|Rp_i + t - \hat{q}_i(k)\|^2 + I_{SO(d)}(R).
\]

The alignment step can be solved in closed form via SVD [43].

This iterative approach can be considered as applying the majorization-minimization (MM) algorithm [44] to solve the optimization problem (1). To minimize a target function \( f(x) \), each iteration of the MM algorithm constructs from the current iterate \( x^{(k)} \) a surrogate function \( g(x \mid x^{(k)}) \) that bounds \( f(x) \) from above, such that:

\[
f(x^{(k)}) = g(x^{(k)} \mid x^{(k)}), \quad f(x) \leq g(x \mid x^{(k)}), \quad \forall x \neq x^{(k)}.
\]

The surrogate function is minimized to obtain the next iterate

\[
x^{(k+1)} = \arg\min_x g(x \mid x^{(k)}).
\]

Equations (6) and (7) imply that

\[
f(x^{(k+1)}) \leq g(x^{(k+1)} \mid x^{(k)}) \leq g(x^{(k)} \mid x^{(k)}) = f(x^{(k)}).
\]

Therefore, the MM algorithm decreases the target function monotonically until it converges to a local minimum. To see that classical ICP is indeed an MM algorithm, note that the target function for the alignment step is a surrogate function for the optimization target function in Eq. (1) and satisfies the conditions (6). More concretely, since the closest point \( \hat{q}_i(k) \) is determined from \( R(k), t(k) \), denote each distance value in (5) as

\[
d_i(R, t \mid R(k), t(k)) = \|Rp_i + t - \hat{q}_i(k)\|.
\]

Then from Equations (4) and (2), we have

\[
d_i(R(k), t(k) \mid R(k), t(k)) = D_i(R(k)p_i + t(k)).
\]

Moreover, form Equation (2), for any \( R, t \):

\[
D_i(Rp_i + t) = \min_{q \in Q} \|Rp_i + t - q\|^2
\]

\[
\leq \|Rp_i + t - \hat{q}_i(k)\| = d_i(R, t \mid R(k), t(k)).
\]

Thus each squared distance term in Eq. (5) is a surrogate function for the corresponding term \((D_i(R, t))^2\) in Eq. (1), and the target function of the alignment step is a surrogate function for the overall target function (1) constructed from the \( R(k) \) and \( t(k) \). Therefore, the ICP algorithm is an MM algorithm that decreases the target function of (1) in each iteration until convergence.

4 FAST AND ROBUST ICP

Although the ICP algorithm enjoys fast decrease of target energy in the first few iterations, the decrease can slow down in subsequent iterations and result in slow convergence to the optimal alignment. Indeed, it has been proved in [2] that classical ICP only converges linearly. In this section, we interpret ICP as a fixed-point iteration of the transformation, and propose a method to improve its convergence rate using Anderson acceleration [8], [32], an established technique for accelerating a fixed-point iteration. In addition, classical ICP can lead to erroneous alignment in the presence of outliers and partial overlaps, due to the use of the \( \ell_2 \) distance as the error metric in the alignment step. We propose a robust error metric based on Welsch’s function, to replace the \( \ell_2 \) metric used in classical ICP. We derive an MM solver for the resulting optimization problem, and apply Anderson acceleration to speed up its convergence. In the following, we start by reviewing the basics of Anderson acceleration, followed by the presentation of our methods.

4.1 Preliminary: Anderson Acceleration

Given a fixed-point iteration \( x^{(k+1)} = G(x^{(k)}) \), we define its residual function as \( F(x) = G(x) - x \), and denote \( F^{(k)} = G(x^{(k)}) \). Then by definition a fixed-point \( x^* \) of the mapping \( G(\cdot) \) satisfies \( F(x^*) = 0 \). Anderson acceleration utilizes the latest iterate \( x^{(k)} \) as well its preceding \( m \) iterates.
\[ x^{(k-m)}, x^{(k-m+1)}, \ldots, x^{(k-1)} \] to derive a new iterate \( x_{\text{AA}}^{(k+1)} \) that converges faster to a fixed point [8]:

\[
x_{\text{AA}}^{(k+1)} = (1 - \beta) \left( x^{(k)} - \sum_{j=1}^{m} \theta_j^* (x^{(k-j+1)} - x^{(k-j)}) \right) + \beta \left( G(x^{(k)}) - \sum_{j=1}^{m} \theta_j^* (G(x^{(k-j+1)}) - G(x^{(k-j)})) \right),
\]

where \( (\theta_1^*, \ldots, \theta_m^*) \) is the solution to the following linear least-squares problem:

\[
(\theta_1^*, \ldots, \theta_m^*) = \arg\min_{\theta_j} \left\| F^{(k)} - \sum_{j=1}^{m} \theta_j (F^{(k-j+1)} - F^{(k-j)}) \right\|^2,
\]

and \( \beta \in (0, 1) \) is a mixing parameter. In this paper, we follow the conventional choice \( \beta = 1 \) [8]. Anderson acceleration has been shown to be a quasi-Newton method for finding a root of the residual function, and a multi-dimensional generalization of the secant method for root-finding [34]. It has been proved recently that Anderson acceleration can improve the convergence rate of fixed-point iterations that converge linearly [45].

### 4.2 Applying Anderson Acceleration to ICP

We first note that the classical ICP as explained in Section 3 can be written as

\[
(R^{(k+1)}, t^{(k+1)}) = G_{\text{ICP}}(R^{(k)}, t^{(k)}),
\]

where

\[
G_{\text{ICP}}(R^{(k)}, t^{(k)}) = \arg\min_{R, t} \sum_{i=1}^{M} \left\| R p_i + t - \Pi_Q(R^{(k)}) p_i + t^{(k)} \right\|^2 + I_{SO(d)}(R),
\]

with \( \Pi_Q(\cdot) \) denoting the closest projection onto the point set \( Q \). Eq. (9) shows that ICP is a fixed-point iteration of the rotation matrix \( R \) and the translation vector \( t \). However, we cannot directly apply Anderson acceleration to it. This is because Anderson acceleration will compute the new value of \( R \) as an affine combination of rotation matrices, which is in general not a rotation matrix itself. To address this issue, we can parameterize a rigid transformation using another set of variables \( X \), such that any value of \( X \) corresponds to a valid rigid transformation, and the ICP iteration can be re-written in the form of

\[
X^{(k+1)} = G_{\text{ICP}}(X^{(k)}).
\]

Then we can apply Anderson acceleration to the variable \( X \) by performing the following steps in each iteration:

1. From the current variable \( X^{(k)} \), recover the rotation matrix \( R^{(k)} \) and translation vector \( t^{(k)} \).
2. Perform the ICP update \( (R', t') = G_{\text{ICP}}(R^{(k)}, t^{(k)}) \).
3. Compute the parameterization of \( (R', t') \) to obtain \( G_{\text{ICP}}(X^{(k)}) \).
4. Compute the accelerated value \( X_{\text{AA}} \), with Eq. (8) using \( X^{(k-m)}, \ldots, X^{(k)} \) and \( G_{\text{ICP}}(X^{(k-m)}), \ldots, G_{\text{ICP}}(X^{(k)}) \).

One possible way to parameterize rigid transformations is to represent \( T \) as the concatenation of the translation vector and the Euler angles for the rotation [46, 47]. This is the approach taken by the AA-ICP method [11] for applying Anderson acceleration to ICP in \( \mathbb{R}^3 \). However, it is well known that the Euler angle representation has singularities called the gimbal lock [46]. This can affect the performance of AA-ICP when the optimal rotation is close to a gimbal lock (see Fig. 2 for an example). An alternative representation of rotation in \( \mathbb{R}^3 \) without such singularity is the unit quaternions, which are identified with unit vectors in \( \mathbb{R}^4 \) [46]. However, this representation is not suitable for Anderson acceleration either, as an affine combination of unit vectors does not result in a unit vector in general. In this paper, we adopt a different parameterization that does not suffer from the above shortcomings of Euler angles and unit quaternions. Our key observation is that all rigid transformations in \( \mathbb{R}^d \) form the special Euclidean group \( SE(d) \), which is a Lie group and gives rise to a Lie algebra \( se(d) \) that is a vector space [48]. From a differential geometry perspective, \( SE(d) \) is a smooth manifold and \( se(d) \) is its tangent space at the identity transformation. We can then parameterize rigid transformations using their corresponding elements in \( se(d) \).

Specifically, if we represent each point \( p \in \mathbb{R}^d \) using its homogeneous coordinates \( \tilde{p} = [p^T, 1]^T \), then a rigid transformation in \( \mathbb{R}^d \) with rotation \( R \in \mathbb{R}^{d \times d} \) and translation \( t \in \mathbb{R}^d \) can be represented as a transformation matrix

\[
T = \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix} \in \mathbb{R}^{(d+1) \times (d+1)}
\]

for the homogeneous coordinates. All such matrices form the special Euclidean group \( SE(d) \). Its Lie algebra \( se(d) \) contains matrixes of the following form

\[
\hat{T} = \begin{bmatrix} S & u \\ 0 & 0 \end{bmatrix} \in \mathbb{R}^{(d+1) \times (d+1)},
\]

Each matrix \( \hat{T} \in se(d) \) corresponds to a matrix \( T \in SE(d) \) via the matrix exponential:

\[
T = \exp(\hat{T}) = \sum_{i=0}^{\infty} \frac{1}{i!} \hat{T}^i.
\]

The matrix exponential can be computed numerically using a generalization of Rodrigues’ method as explained in [49]. On the other hand, given a matrix \( T \in SE(d) \), there may be more than one matrix \( \hat{T} \in se(d) \) that satisfies Eq. (12). In Appendix A, we present a method to determine a unique value of \( \hat{T} \). We call it the logarithm of \( T \), and denote it by

\[
\hat{T} = \log(T).
\]

We then parameterize elements in \( SE(d) \) using their logarithms in \( se(d) \), and perform Anderson acceleration within \( se(d) \). As \( se(d) \) is a vector space, the accelerated value \( T_{\text{AA}} \), which is computed as an affine combination of elements in \( se(d) \), also belongs to \( se(d) \) and represents a rigid transformation \( T_{\text{AA}} = \exp(T_{\text{AA}}) \in SE(d) \).

Simply applying Anderson acceleration as explained in Section 4.1 is often not sufficient for faster convergence. It is known that Anderson acceleration can suffer from instability and stagnation even for linear problems [42], thus safeguarding steps are often necessary to improve its performance [9], [41], [50]. To this end, we follow the stabilization strategy proposed in [9]: we accept the accelerated value as the new iterate only if it decreases the target function (1) compared...
with the previous iterate; otherwise, we resort to the unaccelerated ICP iterate as the new iterate. This approach is more simple than the multiple heuristics employed in [11], while ensuring monotonic decrease of the target energy. Following [9], we set the number of previous iterates for Anderson acceleration to m = 5 in all experiments.

Compared with the AA-ICP method [11] that also applies Anderson acceleration to ICP, our approach differs in two aspects. First, we apply Anderson acceleration via the Lie algebra se(d) instead of the Euler angles used in [11], which is free from the singularities of gimbal locks. Second, we use a simple energy check to stabilize Anderson acceleration, rather than the multiple heuristic approaches taken in [11], which is more efficient to apply and ensures monotonic energy decrease. Fig. 2 compares the performance between our approach and AA-ICP. For a complete comparison, we also apply Anderson acceleration to rigid transformations representation based on Euler angles and displacement vectors together with our stabilization strategy. The comparison is done on a synthetic model from [28] for which the ground-truth alignment is known. The two point sets are pre-aligned using Super4PCS [19], and then registered using different methods. To show the convergence speed, we plot the value of target function (1) with respect to the iteration count and computational time, as well as the following root mean square error (RMSE) between the computed alignment \((\mathbf{R}, \mathbf{t})\) from the ground-truth alignment \((\mathbf{R}^*, \mathbf{t}^*)\):

\[
\sqrt{\frac{1}{M} \sum_{i=1}^{M} \left\| \mathbf{R}^* \mathbf{p}_i + \mathbf{t}^* - \mathbf{R} \mathbf{p}_i - \mathbf{t} \right\|^2}.
\]

(14)

Fig. 2 shows that our approach based on the Lie algebra leads to faster convergence. In the energy-iteration plots, for each Euler angle-based approach we also use solid triangle symbols to highlight the iterations that are close to the gimbal lock (with the pitch angle less than 0.01π away from ±π/2).

One benefit of our se(d)-based approach is that such representation provides a geometrically meaningful space of rigid transformations. Indeed, a similar approach was utilized in [51] to define linear combinations of transformations for 3D computer graphics applications.

### 4.3 Robust ICP via Welsch’s Function

Classical ICP measures the alignment error using \(\ell_2\) distance, which penalizes large deviation from any point in the source set \(P\) to the target set \(Q\). This allows for a closed-form solution in the alignment step, but may lead to erroneous alignment in the presence of outliers and partial overlaps. This is because in such cases some points in the source set may not correspond to any point in the target set, and the ground-truth alignment can induce a large error that would be prohibited by the \(\ell_2\) minimization. This issue can be resolved by adopting error metrics that promote group-sparsity of the point-wise distance between the point sets. Such metrics penalize the distance between points in true correspondence, while allowing for large deviation between some points such that outliers and partial overlaps can be accommodated. One example is the group \(\ell_p\)-norm of the point-wise distance with \(p \in (0, 1)\), resulting in the error metric \(\sum_{i=1}^{M} (D_i(\mathbf{R}, \mathbf{t}))^p\). This formulation is used in [6] for the sparse ICP algorithm in \(\mathbb{R}^3\). Similar to classical ICP, the sparse ICP algorithm alternates between closest point query and alignment update. The alignment update is similar to Eq. (5), with the squared \(\ell_2\) distance in the target function replaced by the group \(\ell_p\) distance. The alignment update is computed using the alternating direction method of multipliers (ADMM), since there is no closed-form solution to the \(\ell_p\) norm minimization problem in general. Although sparse ICP leads to more accurate results, the use of ADMM in the alignment incurs a much higher computational cost than classical ICP. Moreover, the ADMM formulation requires \(d \cdot M\) auxiliary variables and \(d \cdot M\) dual variables, which can significantly increase the memory footprint.

In this paper, we propose a robust error metric that does not incur high computational overhead. Specifically, we formulate the registration problem as

\[
\min_{\mathbf{R}, \mathbf{t}} \sum_{i=1}^{M} \psi_{\nu}(D_i(\mathbf{R}, \mathbf{t})) + I_{SO(d)}(\mathbf{R}),
\]

(15)

where \(\psi_{\nu}\) is the Welsch’s function [52]:

\[
\psi_{\nu}(x) = 1 - \exp\left(-\frac{x^2}{2\nu}\right),
\]

(16)

and \(\nu > 0\) is a user-specified parameter. Fig. 3 shows the graphs of \(\psi_{\nu}\) with different values of \(\nu\). Function \(\psi_{\nu}(x)\) vanishes at \(x = 0\), and is monotonically increasing on \([0, +\infty)\). Thus our formulation penalizes deviation between the point sets. At the same time, \(\psi_{\nu}\) is upper bounded by 1, so that our metric is not sensitive to outliers and partial overlaps that cause large deviation between the point sets. Moreover, \(\nu\) approaches zero, \(\sum_{i=1}^{M} \psi_{\nu}(D_i(\mathbf{R}, \mathbf{t}))\) approaches the \(\ell_0\)-norm of the distance vector \([D_1(\mathbf{R}, \mathbf{t}), \ldots, D_M(\mathbf{R}, \mathbf{t})]\). Thus our formulation promotes group sparsity of the point-wise deviation between the point sets. Recently, error metrics based on Welsch’s function have been applied for robust filtering in image processing [53] and geometry processing [54].
We minimize the surrogate function (17) to update the Welsch’s function at weight. Moreover, according to the well-know three-sigma with larger distance from the target point set receives a lower weight is a Gaussian function with variance \( \nu \). Weights \( \omega \) where

\[
\chi_i(x | y) = \frac{x^2 - y^2}{2\nu^2} \exp\left(-\frac{y^2}{2\nu^2}\right).
\]

We minimize the surrogate function (17) to update the transformation, resulting in the following problem:

\[
\left(\mathbf{R}^{(k+1)}, \mathbf{t}^{(k+1)}\right) = \arg\min_{\mathbf{R}, \mathbf{t}} \sum_{i=1}^{M} \omega_i \left\| \mathbf{R} \mathbf{p}_i + \mathbf{t} - \mathbf{q}_i^{(k)} \right\|^2 + I_{SO(d)}(\mathbf{R}),
\]

where \( \omega_i = \exp\left(-\|\mathbf{R}^{(k)} \mathbf{p}_i + \mathbf{t}^{(k)} - \mathbf{q}_i^{(k)}\|^2/(2\nu^2)\right) \). The alignment step (19) minimizes a weighted sum of squared distances between the points \( \{\mathbf{p}_i\} \) and \( \{\mathbf{q}_i^{(k)}\} \). It can be solved in closed form via SVD [43]. Similar to classical ICP, our MM solver decreases the target energy in each iteration and converges to a local minimum. Using the same approach as in Section 4.2, we improve its convergence rate by applying Anderson acceleration to the parameterization of rigid transformations in \( se(d) \), using the same stabilization strategy that checks the target function value for the accelerated value.

Our approach has a similar structure as the iteratively reweighted least squares (IRLS) method that minimizes the \( \ell_p \)-norm \( (0 < p < 1) \) for compressive sensing [55]. Similar to IRLS, we solve a weighted least squares problem, with the weights \( \omega_i \) for a point \( \mathbf{p}_i \) updated in each iteration according to its current distance to the corresponding point. Since the weight is a Gaussian function with variance \( \nu \), a point \( \mathbf{p}_i \) with larger distance from the target point set receives a lower weight. Moreover, according to the well-know three-sigma rule, when the distance is larger than \( 3\nu \), the weight \( \omega_i \) is small enough such that the term for \( \mathbf{p}_i \) has little influence to the target function and \( \mathbf{p}_i \) is effectively excluded from the current alignment problem. In this way, the optimization allows some source points to be far away from the target point set, and is robust to outliers and partial overlaps.

Although our formulation (15) is non-linear and non-convex, the optimization can be performed using the same MM framework as classical ICP, by alternating between a correspondence step and an alignment step. The correspondence step is the same as classical ICP, finding the closest point \( \mathbf{q}_i^{(k)} \in Q \) for each point \( \mathbf{p}_i \) in the source set. Then in the alignment step, we utilize the closest points to the following surrogate for the target function (15) at the current transformation \( (\mathbf{R}^{(k)}, \mathbf{t}^{(k)}) \) (see Appendix B for a proof):

\[
\sum_{i=1}^{M} \chi_i \left(\|\mathbf{R} \mathbf{p}_i + \mathbf{t} - \mathbf{q}_i^{(k)}\| | D_i(\mathbf{R}^{(k)}, \mathbf{t}^{(k)})\right) + I_{SO(d)}(\mathbf{R}),
\]

where \( \chi_i(x | y) \) is a quadratic surrogate function for the Welsch’s function at \( y \) with the following form [53]:

\[
\chi_i(x | y) = \psi_i(y) + \frac{x^2 - y^2}{2\nu^2} \exp\left(-\frac{y^2}{2\nu^2}\right).
\]

Some existing ICP variants improve robustness by excluding from the alignment step the point pairs whose difference in positions or normals is larger than a threshold [5]. It was observed in [6] that such approaches can be difficult to tune or increase the number of local minima. In contrast, our method also excludes point pairs with large positional difference, but using a Gaussian weight that gradually decreases as the point pairs becomes further apart. It can be considered as a soft thresholding approach that weakly penalizes outliers, which can lead to more stable results [6]. Indeed, we observe in experiments that our robust methods and sparse ICP tend to produce more accurate results than the symmetric ICP method [15] which is based on outlier rejection; see Section 6 for details.

Compared to robust registration based on \( \ell_p \)-norm minimization \( (0 < p < 1) \), our formulation and solver also offer benefits in stability and convergence guarantee. For our weighted least-squares problem (19), all the Gaussian weights \( \{\omega_i\} \) have values with the range \( (0, 1] \). In contrast, an IRLS solver for \( \ell_p \)-norm minimization would assign a weight \( \|\mathbf{R}^{(k)} \mathbf{p}_i + \mathbf{t}^{(k)} - \mathbf{q}_i^{(k)}\|^p \) to the point \( \mathbf{p}_i \), which could go to infinity and cause instability when the alignment error for \( \mathbf{p}_i \) approaches zero [6]. According to [6], it is due to such concern about stability that the sparse ICP algorithm performs \( \ell_q \)-norm minimization using ADMM instead of IRLS. In addition, the convergence of IRLS and ADMM for the non-convex \( \ell_p \)-norm minimization \( (0 < p < 1) \) requires strong assumptions about the problem such as the Kurdyka-Lojasiewicz property [56], [57], whereas our MM solver is guaranteed to converge.

For our algorithm, the choice of the parameter \( \nu \) plays an important role in achieving good performance. Setting a smaller value of \( \nu \) helps to attenuate the influence from outliers and partial overlaps to achieve robustness. In this way, our method also excludes point pairs with large positional deviation from the target alignment step and avoid converging to an undesirable local minimum. Therefore, we gradually decrease the value of \( \nu \) during the iterations, so that the algorithm first performs more global alignment with a larger number of pairs, and then reduces the influence from the pairs with large deviation to achieve robust alignment. Specifically, we choose two
Algorithm 1: Robust point-to-point ICP using Welsch’s function and Anderson acceleration.

Input: \( T^{(0)} \): initial transformation for \( P \);
\( m \) : the number of previous iterates used for Anderson acceleration;
\( \text{correspondence}(T) \) : computation of all closest points according via Eq. (4) using transformation \( T \);
\( \text{alignment}(Q, T, \nu) \) : new transformation via Eq. (19) using current transformation \( T \) and closest points \( Q \); 
\( E_v(Q, T) \) : target energy for transformation \( T \) and closest points \( Q \); 
\[ E_v(Q, T) = \sum_{i=1}^{M} \psi_\nu(||R_p + t - q_i||); \]
\( I_m, \epsilon_v \) : maximum number of iterations and the convergence threshold of \( T \) for a given parameter \( \nu \).

1. \( k = 1 \); \( \nu = \nu_{\text{max}} \); \( \hat{Q}^{(0)} = \text{correspondence}(T^{(0)}) \);
2. while TRUE do
3. \( k_{\text{start}} = k - 1 \); \( E_{\text{prev}} = +\infty \);
4. \( T = \text{alignment}(\hat{Q}^{(k-1)}, T^{(k-1)}, \nu) \);
5. \( T^{(k)} = T; \) \( \hat{Q}^{(k)} = \text{correspondence}(T^{(k)}) \);
6. \( G^{(k)} = \log(T^{(k)}) \); \( F^{(k)} = G^{(k)}(0) = G^{(k)} - \log(T^{(k)}) \);
7. while \( k - k_{\text{start}} \leq I_m \) do
8. \( E_{\text{prev}} = E_v(\hat{Q}^{(k)}, T^{(k)}) \);
9. // Ensure \( T^{(k)} \) decreases the energy
10. if \( E_v(\hat{Q}^{(k)}, T^{(k)}) \geq E_{\text{prev}} \) then
11. \( \hat{Q}^{(k)} = \text{correspondence}(T^{(k)}) \);
12. \( E_{\text{prev}} = E_v(\hat{Q}^{(k)}, T^{(k)}) \);
13. // Check convergence
14. \( T^{(k)} = \text{alignment}(\hat{Q}^{(k)}, T^{(k)}, \nu) \);
15. if \( ||T^{(k)} - T^{(k)}|| < \epsilon_v \) then
16. break;
17. // Anderson acceleration
18. \( m_k = \min(k - k_{\text{start}}, m) \);
19. \( \theta_1, \ldots, \theta_{m_k} = \arg\min \|F^{(k)} - \sum_{j=1}^{m_k} \theta_j (F^{(k-1)} - F^{(k-j)})\|_F^2 \);
20. \( T^{(k+1)} = \exp(G^{(k)} - \sum_{j=1}^{m_k} \theta_j (G^{(k-1)} - G^{(k-j)})) \);
21. \( \hat{Q}^{(k+1)} = \text{correspondence}(T^{(k+1)}) \);
22. \( k = k + 1 \);
23. end
24. if \( \nu = \nu_{\text{min}} \) then
25. return \( T^{(k)} \);
26. end
27. \( \nu = \max(\nu/2, \nu_{\text{min}}) \); \( k = k + 1 \);
28. end

values \( \nu_{\text{max}} \) and \( \nu_{\text{min}} \) as the upper and lower bounds of \( \mu \). We start by setting \( \nu = \nu_{\text{max}} \) and running our MM algorithm until the change in the transformation matrix \( T \) is smaller than a threshold \((10^{-5})\) by default) or the iteration count exceeds an upper limit \((1000\) by default). Then we decrease the value of \( \nu \) by half, and run the MM algorithm again until the same termination criterion is met. The process is repeated until the lower bound \( \nu_{\text{min}} \) is reached. Algorithm 1 summarizes our method with a decreasing \( \nu \).

For \( \nu_{\text{min}} \), we note that the two point sets may sample the same surface region at different locations, and the \( \nu_{\text{min}} \) should be large enough to accommodate the point-wise deviation due to sampling. Therefore, we first compute the median distance from each point \( q_i \in Q \) to its six nearest neighbors within the target set, and take the median \( E_Q \) of these median distance values across \( P \). Then we set \( \nu_{\text{min}} = E_Q/3\sqrt{3} \). The rationale of this choice is explained in Appendix C.

Fig. 5 illustrates the effectiveness of our update strategy for parameter \( \nu \) in improving the alignment accuracy, by comparing its RMSE plot with those resulting from a fixed parameter \( \nu = \nu_{\text{max}} \) and \( \nu = \nu_{\text{min}} \), respectively. Here a fixed \( \nu = \nu_{\text{min}} \) results in a large RMSE, since setting such a small \( \nu \) will lead to a small weight for most point pairs except for those with a small distance, effectively excluding most points from the alignment step and producing an erroneous result. Setting \( \nu = \nu_{\text{max}} \) can reduce the final RMSE as it includes more points into the alignment; however, it fails to exclude some outliers so the RMSE is still large. Our dynamic update of \( \nu \) gradually decreases \( \nu \) and removes outliers from the alignment process, resulting in a much smaller RMSE.

5 Extension to Point-to-Plane ICP

The classical ICP algorithm discussed in Section 4 is often called the “point-to-point” ICP, since its alignment step minimizes the distance from the source points to their corresponding target points. Another popular ICP method for registration in \( \mathbb{R}^3 \), which is proposed in [3] and often called the “point-to-plane” ICP, minimizes the distance from to the tangent planes at the target points instead. Its alignment step can be written as

\[
(R^{(k+1)}, t^{(k+1)}) = \arg\min_{R, t} \sum_{i=1}^{M} \left( (R_p + t - \hat{q}_i^{(k)}) \cdot \hat{n}_i^{(k)} \right)^2 + I_{SO(3)}(R),
\]

where \( \hat{n}_i^{(k)} \) is the normal at \( \hat{q}_i^{(k)} \) for the underlying surface of the target point set. Point-to-plane ICP can be considered as solving an optimization problem

\[
\min_{R, t} \sum_{i=1}^{M} (H_i(R, t))^2 + I_{SO(3)}(R),
\]

where \( H_i(R, t) \) is the signed distance from the transformed source point \( R_p + t \) to the tangent plane at its closest
point in the target set \( Q \). Since the distance to the tangent plane provides a linear approximation of the distance to the underlying surface, point-to-plane ICP can converge faster than its point-to-point counterpart [2]. On the other hand, it suffers from the same limitation as point-to-point ICP in terms of robustness to outliers and partial overlaps. Similar to Section 4, we can improve its robustness by replacing the squared point-to-plane distance in the target function by a robust metric based on the Welsch’s function \( \psi_r \):

\[
\min_{R, t} \sum_{i=1}^{M} \psi_r ((R p_i + t - \tilde{q}^{(k)}_i) \cdot \tilde{n}^{(k)}_i) + I_{SO(3)}(R). \tag{22}
\]

This is solved by alternating between a correspondence step the same as point-to-point ICP, and an assignment step that solves the following problem:

\[
\min_{R, t} \sum_{i=1}^{M} \psi_r \left( (R p_i + t - \tilde{q}^{(k)}_i) \cdot \tilde{n}^{(k)}_i \right) + I_{SO(3)}(R). \tag{23}
\]

Similar to Section 4, we replace the target function above with a surrogate function to derive a proxy problem:

\[
\min_{R, t} \sum_{i=1}^{M} \gamma_i \left( (R p_i + t - \tilde{q}^{(k)}_i) \cdot \tilde{n}^{(k)}_i \right)^2 + I_{SO(3)}(R), \tag{24}
\]

where \( \gamma_i = \exp \left( -((R p_i + t - \tilde{q}^{(k)}_i) \cdot \tilde{n}^{(k)}_i)^2/(2\nu^2) \right) \). However, there is no closed-form solution to this problem. To update the transformation, we rewrite the problem as an optimization for its \( se(3) \) parameterization:

\[
\min_{\hat{T}} \sum_{i=1}^{M} \gamma_i \left( B^{(k)}_i(\hat{T}) \right)^2. \tag{25}
\]

Here \( \hat{T} \in \mathbb{R}^6 \) denotes the actual variables for the \( se(3) \) element \( \hat{T} \) in Eq. (11) (three variables for each of the submatrices \( S \) and \( u \), respectively), and \( B^{(k)}_i(\hat{T}) \) denotes the signed distance from \( R p_i + t \) to the tangent plane at \( \tilde{q}^{(k)}_i \).

We then linearize \( B^{(k)}_i(\hat{T}) \) using its first-order Taylor expansion

\[
B^{(k)}_i(\hat{T}) \approx B^{(k)}_i(\tilde{T}^{(k)}) + (J^{(k)}_i)^T(\hat{T} - \tilde{T}^{(k)}),
\]

where \( \tilde{T}^{(k)} \) denotes the parameterization variable for the current transformation \( (R^{(k)}_i, t^{(k)}_i) \), and \( J^{(k)}_i \) is the gradient of \( B^{(k)}_i \) at \( \tilde{T}^{(k)} \). Substituting the linearization into Eq. (25), we obtain a quadratic problem that reduces to a linear system

\[
\left( \sum_{i=1}^{M} \gamma_i J^{(k)}_i (J^{(k)}_i)^T \right) \tilde{T} = \sum_{i=1}^{M} \gamma_i J^{(k)}_i \left( H^{(k)}_i(\tilde{T}^{(k)}) - (J^{(k)}_i)^T(\tilde{T}^{(k)}) \right).
\tag{26}
\]

The solution \( \tilde{T}^{(k)} \) to this system will be taken as a candidate for the updated transformation. Due to the linearization, \( \tilde{T}^{(k)} \) may increase the target function (22). Therefore, we perform line search along the direction \( \tilde{T}^{(k)} - \tilde{T}^{(k)} \) to find a new transformation that decreases the target function. If such a transformation cannot be found after the maximum number of line-search steps is reached, then the step size with the lowest target function value will be used.

Similar to Section 4, we apply Anderson acceleration to speed up the convergence. We note that the mapping from the current variable \( \tilde{T}^{(k)} \) to the candidate update \( \tilde{T}^{(k)} \), which amounts to finding the closest points \{\( \tilde{q}^{(k)}_i \)\} according to \( \tilde{T}^{(k)} \) and solving the linear system (26), can be written as

\[
\tilde{T}^{(k)} = G_{ppl}(\tilde{T}^{(k)}). \tag{27}
\]

Then for a local minimum \((R^*, t^*)\) of the target function (22), the corresponding parameterization variable \( \tilde{T}^* \) should be a fixed point of \( G_{ppl} \). Therefore, we can apply Anderson acceleration to the history \( \tilde{T}^{(k-m)}, \ldots, \tilde{T}^{(k)} \) and \( G_{ppl}(\tilde{T}^{(k-m)}), \ldots, G_{ppl}(\tilde{T}^{(k)}) \) to obtain an accelerated value \( \tilde{T}_{AA} \). If \( \tilde{T}_{AA} \) decreases the target function (22), then we accept
it as the new iterate $\tilde{T}^{(k+1)}$. Otherwise, we perform line search as described previously. Algorithm 2 summarizes our robust point-to-plane ICP solver. Similarly to the point-to-point solver, we start with a larger parameter $\nu = \nu_{\text{max}}$, and gradually decreases it until it reaches the lower bound $\nu_{\text{min}}$. For each given $\nu$ value, the solver is run until the change in the transformation matrix is smaller than a threshold ($10^{-5}$ by default) or the iteration account reaches a limit (6 for $\nu_{\text{max}}$, then incremented by 1 each time $\nu$ is changed, but no larger than 10). We set $\nu_{\text{max}}$ to be three times the median distance from the source points to the tangent planes at their corresponding points in the initial iteration. To determine $\nu_{\text{min}}$, we first compute for each point $q \in Q$ the median distance from its six nearest neighbors in $Q$ to its tangent plane, and take the median $\overline{p}_Q$ of all such values. Then we set $\nu_{\text{min}} = \overline{p}_Q/6$ (see Appendix C for the rationale).

6 Results

In this section, we evaluate our methods in terms of convergence speed and robustness, and compare them with existing methods including AA-ICP [11], sparse ICP [6], and symmetric ICP [15]. Our comparison includes both point-to-point and point-to-plane ICP methods and their variants. In the figures and tables below, we will denote the point-to-point ICP and its variants as “ICP”, whereas point-to-plane ICP and its variants will be denoted as “ICP-l”. For sparse ICP and symmetric ICP, we use the source codes released by the respective authors\(^1\,\,2\) for the implementation. For symmetric ICP, we use their simple formulation that does not rotate the normals ($E_{\text{symm}}$ as defined in the paper). We implement our methods in C++, using the EIGEN library [59] for all linear algebra operations. All examples are run on a desktop PC with 16GB of RAM and a 6-core CPU at 3.6 GHz, using OpenMP for parallelization. For each test problem, we normalize the input data by aligning the centroid of each point cloud to the origin and then uniformly scaling all the points such that their bounding box has diagonal length 1. Unless stated otherwise, the point clouds are pre-aligned using the Super4PCS method from [19], before the alignment is refined using different methods. We test the methods on both synthetic and real-world datasets. Some methods (point-to-plane ICP and variants, as well as symmetric ICP) require normals at the points. For synthetic data where the ground-truth shape of the underlying surface is known, we use the surface normals as the input normals at the points. Otherwise, we use the Point Cloud Library\(^2\) to estimate the normals using 10 nearest neighbors. The source codes for our methods are available at https://github.com/yaoyx689/Fast-Robust-ICP.

Robustness to Noises, Outliers and Partial Overlaps. In Fig. 1, we test the methods on two point sets with only a small overlap region, constructed the monkey model from the EPFL statue dataset\(^4\). Starting from the full point cloud model, we take the first 60% of the points to create the source set, and the last 47% of the points with a random rigid transformation to construct the target set. Our robust point-to-point and point-to-plane ICP methods achieve the lowest RMSE values among all methods, while taking a much shorter computational time than sparse point-to-point ICP, the method that achieves the next lowest RMSE. In addition, our fast ICP achieves the same RMSE as the classical ICP and AA-ICP with a shorter computational time. Another challenging case for rigid registration are point sets that contain noises and outliers. In Fig. 6, we test the methods on a pair of such point sets that partially overlap, constructed using the Aquarius model from the EPFL statue dataset. Starting from the clean point cloud of the full model, we take the first 60% of the points as the source point cloud, and add Gaussian noises on all points along their normal directions, with the standard deviation being the average value of all points’ median distance to their six nearest neighbors. To emulate outliers, we also add 1% of $\overline{M}$ random points using a uniform distribution within the source point cloud’s bounding box, where $\overline{M}$ is the number of points in the source point cloud. For the target point cloud, we take the last 42% of the points from the full model, add Gaussian noises and outliers in the same way as the source point cloud, and apply a random transformation. Our robust point-to-plane ICP achieves the lowest RMSE, followed by sparse point-to-plane ICP which is more than an order of magnitude slower.

**Synthetic Datasets.** We further test the methods on 25 pairs of partially overlapping point clouds constructed from five models in [28], with five pairs for each model. Fig. 7 compares the registration results on some problem instances, showing the computational time and RMSE for each method, and using color-coding to visualize the deviation from the ground-truth alignment. Tab. 1 shows the average computational time and average/median RMSE on each model for different methods. Overall, our robust methods and sparse ICP lead to more accurate results. Our methods achieve best

---

1. https://github.com/OpenGP/sparseicp
2. https://gfx.cs.princeton.edu/pubs/Rusinkiewicz_2019_ASO/icptests-1.0.zip
3. https://pointclouds.org/
4. https://lgg.epfl.ch/statues_dataset.php
average/median RMSE measures in more instances, while being significantly faster than sparse ICP.

**Real-World Datasets.** To evaluate their performance on real-world problems, we test the methods on the RGB-D SLAM dataset [60] and the ETH laser registration dataset [58]. We used three point cloud sequences from RGB-D SLAM dataset: “xyz”, “360” and “teddy”. From each sequence, we take pairs of point clouds that are five frames apart, to obtain 2956 pairs of point clouds for registration. As each pair of point clouds are already close to each other, we directly apply the registration methods without pre-alignment. We also test all eight point cloud sequences from the ETH laser registration dataset, each containing between 31 and 45 point clouds. We align all pairs of adjacent point clouds from each sequence. All point clouds are pre-processed using a box grid filter to make the density more uniform, which is the same as the pre-processing operation in [61]. Tab. 2 and Tab. 3 show the average computational time and average/median RMSE for each method on the datasets, while Fig. 8 and Fig. 9 show some examples of registration results together with color-coding that visualizes the deviation from the ground-truth alignment. To visualize the distribution of RMSE within the dataset, we make the density more uniform, which is the same as the pre-processing operation in [61].

![Fig. 7. Examples of registration results using different methods on partially overlapping point clouds, with RMSE and computational time shown below each result. The log-scale color-coding visualizes the deviation between the computed alignment and the ground-truth alignment.](image)

### Table 1

| Dataset | Bimba | Children | Dragon | Angle | Bunny |
|---------|-------|----------|--------|-------|-------|
| Time   | RMSE  | Time     | RMSE   | Time  | RMSE  |
| ICP    | 0.17  | 0.05     | 0.11   | 0.09  | 0.08  |
| AA-ICP | 0.09  | 0.08     | 0.12   | 0.06  | 0.06  |
| Ours (Fast ICP) | 0.08 | 0.04     | 0.07   | 0.06  | 0.06  |
| Sparse ICP | 35.88 | 38/0.95 | 7.01   | 8.01  | 9.55  |
| Ours (Robust ICP) | 0.45 | **0.87/0.67** | 0.21   | 0.23  | 0.27  |
| ICP-l  | 0.29  | 0.04     | 0.50   | 0.04  | 0.04  |
| Sparse ICP-l | 9.99 | **3.4/0.59** | 12.39  | 8.40  | 4.12  |
| Symmetric ICP | 0.12 | 0.11     | 0.11   | 0.13  | 0.15  |
| Ours (Robust ICP-J) | 0.15 | 0.11     | 0.11   | 0.14  | 0.14  |
symmetric ICP. In terms of speed, our robust methods tend to be slower than symmetric ICP, while both are significantly faster than sparse ICP.

7 CONCLUSION

In this paper, we propose methods to improve the convergence speed and robustness of point-to-point and point-to-plane ICP methods. We first propose an Anderson-accelerated point-to-point ICP based on Lie algebra parameterization of rigid transformations, together with a stabilization strategy that ensures monotonic decrease of target energy. We also develop a robustified point-to-point ICP formulation based on the Welsch’s function, and solve it using an Anderson-accelerated MM solver. Finally, we extend the robust formulation and the accelerated numerical solver

| Method              | xyz | 360 | teddy |
|---------------------|-----|-----|-------|
| ICP                 | 0.19| 0.71| 0.60  |
| AA-ICP              | 0.14| 0.46| 0.40  |
| Ours (Fast ICP)     | 0.11| 0.33| 0.30  |
| Sparse ICP          | 17.71| 111.58| 90.81|
| Ours (Robust ICP)   | 0.56| 2.71| 2.60  |
| Sparse ICP-l        | 0.09| 2.01| 1.25  |
| Symmetric ICP       | 27.43| 69.29| 93.98 |
| Ours (Robust ICP-l) | 0.17| 0.36| 0.47  |
| Symmetric ICP-l     | 0.36| 1.09| 1.27  |
Fig. 9. Examples of registration results with different methods for point clouds from the ETH laser registration dataset, with color-coding for the deviation from the ground-truth alignment. The plots on top-right show the $\alpha$-recall rates of each method for the point cloud sequences in the dataset.

Average computational time (sec) and average/median RMSE ($\times 10^{-4}$) for different registration methods on point cloud pairs in eight sequences from the ETH laser registration dataset. Best performance numbers are highlighted in bold fonts.

| Method           | Apartment | ETH Hauptgebaude | Stairs | Mountains | Gazebo in summer | Gazebo in winter | Wood in summer | Wood in autumn |
|------------------|-----------|------------------|--------|-----------|------------------|------------------|----------------|---------------|
|                  | Time      | RMSE             | Time   | RMSE      | Time             | RMSE             | Time           | RMSE          |
| ICP              | 0.04      | 3.1e-2/1.2e2     | 0.11   | 49/21     | 0.07             | 1.3e-2/23       | 0.10           | 48/17         | 0.11          | 19/13         |
| AA-ICP           | 0.04      | 3.1e-2/1.2e2     | 0.13   | 49/21     | 0.05             | 1.3e-2/24       | 0.08           | 48/17         | 0.12          | 19/13         |
| Ours (Fast ICP)  | 1.96      | 68/23            | 6.63   | 26/13     | 2.22             | 22/12            | 4.77           | 12/5.8        | 4.54          | 13/3.6        |
| Sparse ICP       | 0.12      | 51/20            | 0.31   | 6.2/5.4   | 0.12             | 12/9.8           | 0.15           | 6.8/5.5       | 0.21          | 3.8/3.4       |
| ICP-I            | 0.65      | 2.9e-2/72        | 0.23   | 15/7.1    | 0.52             | 69/13            | 0.26           | 53/27         | 0.35          | 44/12         |
| Sparse ICP-I     | 0.04      | 94/8.2           | 7.86   | 4.3/3.4   | 61.31            | 12/3.0           | 61.22          | 6.0/5.7       | 14.50         | 6.2/5.8       |
| Symmetric ICP    | 0.08      | 41/11            | 0.20   | 4.6/4.0   | 0.10             | 12/4.6           | 0.10           | 7.9/6.9       | 0.16          | 7.1/6.2       |
| Ours (Robust ICP) | 0.10    | 88/8.4           | 0.20   | 4.3/3.5   | 0.11             | 2.9/2.7          | 0.11           | 6.2/5.3       | 0.19          | 6.4/5.6       |

TABLE 3
to point-to-plane ICP. The resulting robust ICP schemes similar or better accuracy than the sparse ICP method, while being at least an order of magnitude faster. The methods provide efficient and robust solutions to rigid registration problems where the data may be noisy, contain outliers, and overlap partially.
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To compute matrix logarithms, Existing numerical methods [43, 47, 49] require the matrix to have no negative eigenvalues, which may not hold for the transformation matrices considered in this paper. In the following, we derive a numerical method for computing logarithms of transformation matrices without such restrictions.

Given a transformation matrix
\[
T = \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix} \in \mathbb{R}^{(n+1) \times (n+1)}
\]
where \(R\) is a rotation matrix, it can be shown that its real Schur decomposition has the following form [63, [47:]

\[
T = QUQ^T = \begin{bmatrix} \text{Diag}(D) & \text{Diag}(\theta) \\ 0 & I_{n-2p} \end{bmatrix},
\]

where \(Q \in \mathbb{R}^{(n+1) \times (n+1)}\) is an orthogonal matrix, and each diagonal block \(U_{ii}\) is either a 1-by-1 matrix or a 2-by-2 matrix. Due to the special form of \(T\), we can permute the rows and columns of \(U\) as well as the columns of \(Q\) to obtain the following decomposition:

\[
T = Q'U'Q'^T, \quad (28)
\]

where
\[
Q' = \begin{bmatrix} Q_1 & 0 \\ 0 & 1 \end{bmatrix}, \quad U' = \begin{bmatrix} D_{y} & 0 \\ 0 & 1 \end{bmatrix},
\]

and \(D\) is a block diagonal matrix [64]:

\[
D = \begin{bmatrix} D_1 & & \\ & \ddots & \\ & & D_p \end{bmatrix}.
\]

Here \(D_i\) is 2-by-2 rotation matrix and can be written as

\[
D_i = \begin{bmatrix} \cos \theta_i & -\sin \theta_i \\ \sin \theta_i & \cos \theta_i \end{bmatrix}, \quad (29)
\]

with \(\theta \in [0, \pi]\). Using the decomposition (28), the logarithm of \(T\) can be computed as [63, 64]:

\[
\log (T) = \log (Q'U'Q'^T) = Q' \log (U') Q'^T.
\]

To compute \(\log (U')\), we first note that the rotation angle \(\theta_i\) in (29) can be determined from the entries of \(D_i\). We can then calculate the logarithm of \(D_i\) as

\[
B_i = \log (D_i) = \begin{bmatrix} 0 & -\theta_i \\ \theta_i & 0 \end{bmatrix}, \quad (30)
\]

Then we compute \(\log (U')\) according to [49] as

\[
\log (U') = \log \begin{bmatrix} D_{y} & 0 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} B & V_y \\ 0 & 0 \end{bmatrix}, \quad (31)
\]

where

\[
B = \log (D) = \begin{bmatrix} B_1 & \cdots & 0 \\ \cdots & \ddots & \cdots \\ 0 & \cdots & B_p \end{bmatrix}, \quad (32)
\]

and

\[
V = I_n + \sum_{i=1}^{p} \left( -\frac{\theta_i}{2} B_i + \left( 1 - \frac{\theta_i \sin \theta_i}{2(1 - \cos \theta_i)} \right) B_i^2 \right). \quad (33)
\]

Algorithm 3 provides the pseudocode for computing \(\log (T)\).
**Algorithm 3: Logarithm for matrices in $SE(d)$.**

*Input:* Transform matrix $\mathbf{T} \in SE(d)$.

*Output:* $\log(\mathbf{T})$.

1. Compute the real Schur decomposition $(Q, U)$ of $\mathbf{T}$.
2. Rearrange $Q$, $U$ to obtain matrices $Q'$, $U'$ in Eq. (28).
3. Calculate $\log(U')$ according to Eqs. (30)–(33).
4. $\mathbf{T} = Q'\log(U')Q'^T$.

**APPENDIX B**

**SURROGATE FUNCTION FOR EQ. (15)**

In this section, we show that the function in Eq. (17) is a surrogate function of the target function in Eq. (15) at the current transformation $\mathbf{R}^{(k)}, \mathbf{t}^{(k)}$. To simplify notation, we denote $D_i = D_i(\mathbf{R}, \mathbf{t})$ and $D_i^{(k)} = D_i(\mathbf{R}^{(k)}, \mathbf{t}^{(k)})$. By definition, since $\chi(\nu, (D_i | D_i^{(k)}) \text{ is a surrogate function for } \psi(\nu, (D_i) \text{ at } D_i^{(k)}$, we have

$$
\psi(\nu, (D_i) = \chi(\nu, (D_i^{(k)} | D_i^{(k)}),
$$

$$
\psi(\nu, D_i) \leq \chi(\nu, (D_i | D_i^{(k)}), \forall D_i \neq D_i^{(k)}. \quad (34)
$$

Note that the function $x_i(\mathbf{R}, \mathbf{t}) = \|\mathbf{R}\mathbf{p}_i + \mathbf{t} - \mathbf{q}_i\|$ satisfies

$$
D_i \leq x_i(\mathbf{R}, \mathbf{t}), \quad D_i^{(k)} = x_i(\mathbf{R}^{(k)}, \mathbf{t}^{(k)}). \quad (35)
$$

Moreover, $\chi(\nu, x | y)$ is a monotonically increasing function on $x \in [0, +\infty)$, which together with Eqs. (34) and (35) means that

$$
\psi(\nu, (D_i^{(k)} = \chi(\nu, (D_i^{(k)} | D_i^{(k)}) = \chi(\nu, (x_i(\mathbf{R}^{(k)}, \mathbf{t}^{(k)})) | D_i^{(k)}),
$$

$$
\psi(\nu, D_i) \leq \chi(\nu, (D_i | D_i^{(k)}) \leq \chi(\nu, (x_i(\mathbf{R}, \mathbf{t})) | D_i^{(k)}).
$$

It shows that $\chi(\nu, x_i(\mathbf{R}, \mathbf{t}) | D_i^{(k)}$ is a surrogate function for $\psi(\nu, D_i)$ at $D_i^{(k)}$. Then substituting each term $\psi(\nu, D_i)$ in Eq. (15) with $\chi(\nu, x_i(\mathbf{R}, \mathbf{t}) | D_i^{(k)})$, we can see that Eq. (17) is a surrogate function at $(\mathbf{R}^{(k)}, \mathbf{t}^{(k)})$.

**APPENDIX C**

**CHOICES OF $\nu_{min}$**

In this section, we explain the rationale for our choices of $\nu_{min}$ for our robust ICP methods.

For the point-to-point method, our intention is to set $\nu_{min}$ large enough such that point pairs with deviation due to difference in sampling locations will be included in the alignment step. For ease of discussion, we first assume that the target set has uniform sampling density, and the source set is sampled from a triangulated surface using the target set as vertices. Then within the overlapping region the distance from a point in $\mathbf{p} \in P$ to the set $Q$ can be up to $E/\sqrt{3}$ where $E$ is the distance between neighboring points within $Q$ (e.g., when $\mathbf{p}$ lies at the center of an equilateral triangle $T$ with edge length $E$ from the triangulation of $Q$). In order to include $\mathbf{p}$ and its closest point into the alignment step, $\nu_{min}$ should be no smaller than $1/3$ of the distance between them due to the three-sigma rule, i.e., $\nu_{min} \geq E/(3\sqrt{3})$. In practice, the sampling density of $Q$ may not be uniform. Therefore, we compute the representative distance $E_Q$ between neighboring points in $Q$ as explained in Section 4.3, and set $\nu_{min} = E_Q/(3\sqrt{3})$.

For the point-to-plane method, we first use the same assumption as the point-to-point method: the target set has uniform sampling density, and the source set is sampled from a surface triangulated from the target set. For a source point $\mathbf{p} \in P$, suppose its closest point in $Q$ is $\mathbf{q}$. Then for such a point should be included into the alignment process. Recall that a point $\mathbf{p}_i \in P$ will be effectively excluded from the alignment step if the distance between its current transformed position and the point set $Q$ is larger than $3\nu$. Therefore, to ensure the points in the overlapping region are included for alignment, $\nu_{min}$ should be no smaller than $\frac{E}{3\sqrt{3}}$. In reality, the sampling density of the point sets may not be uniform, thus we adapt the above heuristics as follows. We first compute the median distance from each point $\mathbf{p}_i \in P$ to its six nearest neighbors in $P$, and take the median $E_P$ of these median distance values across $P$. In the same way, we compute a value $E_Q$ for the set $Q$. Let $s \in Q$ be the neighbor point of $\mathbf{q}$ that is the farthest away from the tangent plane at $\mathbf{q}$. Denote by $H_q(\cdot)$ the distance to the tangent plane at $\mathbf{q}$. Then we must have $H_q(\mathbf{p}) \leq \frac{1}{2}H_q(s)$, otherwise $\mathbf{q}$ would not be the closest point to $\mathbf{p}$ in $Q$. Then order to include the pair $(\mathbf{p}, \mathbf{q})$ into the alignment step, we can set $\nu_{min} \geq \frac{1}{2}H_q(s) \geq \frac{1}{2}H_q(\mathbf{p})$. To handle non-uniform sampling of $Q$, we compute the representative distance $E_Q$ to a neighboring point’s tangent plane in $Q$, and set $\nu_{min} = E_Q/(3\sqrt{3})$.
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