Detection and tracking people in real-time with YOLO object detector

Abstract: In this article, we wrote not a large program to solve tasks for detection and tracking objects in real-time. The program was written in Python programming language. For object detection, a convolutional neural network was used with YOLOV3 architecture. A preliminary analysis was carried out of several variations of YOLO with CNN models. In the article, we justify why we want to use YOLO, and what it is and how to use and process the model output. We will also present the code in the form of a flowchart and as a result of the program's performance, we will show a picture of the program's operation in real-time, which was launched at one of the live lectures at the University.
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Introduction

Computer vision technologies are very common. They are used for recognition of faces, pedestrians, objects, for medical analysis, navigation of autonomous cars and in many other areas. In connection with the growth of computing power and the emergence of large image databases, it became possible to train deep neural networks - neural networks with a large number of hidden layers. Convolutional Neural Networks, which each year since 2012 won the ImageNet Large Scale Visual Classification Challenge (ILSVRC) [1], was particularly successful in the task of pattern recognition. We decided to investigate various object detectors to determine the best that we will use in our program. In our work, tracking will also be used to track and count people on the premises, which is rapidly developing along with applications in retail stores, cars with automatic control, security and surveillance systems, motion capture systems, and so on.

Methods

A new approach to detecting objects is called You Only Look Once (YOLO). As the first method, completely throwing away the conveyor, it defines object detection as a regression problem in a spatially separated bounding box and probabilities of a related class, which are predicted using one neural network from complete images in one estimate [2]. In addition, YOLO selects GoogLeNet, but not VGG-16 as the network base.

The base of YOLO is also called YOLO Version 1 (YOLOv1) [3]. YOLO models detection as a regression of a problem. One convolutional network simultaneously predicts many bounding boxes and class probabilities for these boxes.

YOLO Version 2 (YOLOv2) is an improved model compared to YOLO, which retains the advantage at speed [4]. Using the new, multi-level training method of the same YOLOv2 model can work with different sizes, offering an easy compromise between speed and accuracy.
YOLO offers a completely new way of image processing, which is very different from not only Faster R-CNN, but also R-CNN and all its variants. There are key differences between YOLO and Faster R-CNN such as:

1. Framework
   Although both Faster R-CNN and YOLO use CNN as the core, and their main goals are to find the best CNN-based separation method, their scope is very different from each other.

2. Speed
   YOLOv3 is an advanced version of the YOLO architecture. It consists of 106 convolutional layers and better detects small objects compared to its predecessor YOLOv2. The main feature of YOLOv3 is that there are three layers at the output, each of which is designed to detect objects of different sizes.

YOLO or You Only Look Once is CNN’s very popular architecture, which is used to recognize multiple objects in an image. The main feature of this architecture compared to others is that most systems apply CNN several times to different regions of the image; in YOLO, CNN is applied once to the entire image at once. The network divides the image into a kind of grid and predicts bounding boxes and the likelihood that there is a desired object for each section. The advantages of this approach is that the network looks at the entire image at once and takes into account the context when detecting and recognizing an object. Also, YOLO is 1000 times faster than R-CNN and about 100x faster than Fast R-CNN. YOLOv3 is an advanced version of the YOLO architecture. It consists of 106 convolutional layers and better detects small objects compared to its predecessor YOLOv2. The main feature of YOLOv3 is that there are three layers at the output, each of which is designed to detect objects of different sizes. An analysis of object detectors by speed, performance and accuracy was carried out (Table 1).

| Method       | mAP(%) | FPS  |
|--------------|--------|------|
| Faster R-CNN | 74.2   | 12.29|
| YOLO         | 64.71  | 44.41|
| SSDS12       | 74.74  | 22.86|
| YOLOv3       | 89.69  | 58.31|

Object tracking

Simple Online and Real-Time Tracking (SORT) [5] solve the tracking problem in two stages: first, the problem of detecting objects of the required classes in the frame is solved, and then their comparison with the detections obtained in the previous frames is performed. Each detection is described by a bounding rectangular area of interest. If the detection of the same object class on consecutive frames matches, these detections belong to the same track [5].

Generic Object Tracking Using Regression Network (GOTURN) [6] is a type of tracker based on convolutional neural networks (CNN). Using all the advantages of CNN trackers, GOTURN is significantly faster thanks to offline learning without online fine tuning. The GOTURN tracking system solves the problem of tracking a single target: given the object’s border frame label in the first frame of the video, we track this object through the rest of the videos. Track before detect (TBD) uses a "multi-frame detection" strategy [7] to achieve the goal, and it requires both spatial and temporal information. The algorithm tracks the paths of more than one candidate during the detection process, and also estimates the a posteriori probability for each of them, which will be compared with a certain baseline value at the end of the process.

Results

For this particular task, we don’t need a data set with marked data, meaning we use a pre-trained model that already specializes in similar areas. Our ability is to correctly adapt them to the situation we are interested in. Human detection is a classic application in Computer Vision, and many models are trained to recognize this standard class, achieving high performance. We chose YOLOV3 for object detection because it provides a good compromise between performance and speed [8]. We have researched, experimented, failed, experimented again, and finally achieved very good accuracy thanks to real-time tracking on a peripheral device with a small amount of computation. Detection is the first step before we can perform tracking. After detecting people using YOLOv3, we need a tracking algorithm to track these "objects" by frames. To do this, we used a very popular algorithm called SORT (Simple Online Real-Time Tracking). It determines the state of each track based on detecting the block center, block scale, block aspect ratio, and their time derivatives (i.e. speed) [9]. We presented the code used as a flowchart with comments (figure 2-4) and displayed the result via a webcam in real time (figure 5):
Fig. 2. Flowchart of a part of the tracking algorithm for tracking these "objects" by code frames
Fig. 3. Flowchart 2nd part of the tracking algorithm for tracking these "objects" by code frames
Fig. 4. Flowchart 3rd of the tracking algorithm for tracking these "objects" by code frames
Conclusion
In our article, we can use a part of the security system that in case of emergencies will track how many people were in the room, and how many people left the room to prevent adverse consequences. Currently, more and more, especially in our city, there are uncontrolled Gorenje structures, which are accompanied by deplorable results not only in material terms, but also concerning the lives of citizens. A thorough analysis of object detectors and tracking algorithms was performed to obtain the most accurate and fast-performing software product. Another advantage of digital technologies is that they can be also used in education to improve the teaching and learning processes; they also lead to human development if used properly in the right way [10-18].

Нақты уақыт режимінде YOLO нысандар детекторын қолдану арқылы адамдарды анықтау және бақылау
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Аннотация. Основная задача объединения объектов, их атрибутов и временных промежутоков в рамках классификации в реальном времени с использованием YOLOv3 архитектуры. Конечная цель — быстрый и точный поиск интересующих объектов в изображении.
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