High-resolution imaging algorithm based on temporal focal characteristic of time-reversed signal
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ABSTRACT
Although the high-resolution materials can improve the resolution of the conventional time-reversal imaging (TRI) algorithms, they also limit the applications of TRI. In this paper, a new TRI algorithm with high-resolution is presented. Since the proposed algorithm utilizes multiple time reversal operation steps to improve resolution, it can realize high-resolution without invoking any high-resolution materials. The results show the resolution of the proposed algorithm is superior to that of the conventional TRI.

1. Introduction
The time-reversal technique (Fink, 1992; Wu, Thomas, & Fink, 1992) makes use of reciprocity of wave propagation in a time-invariant medium. In recent years, this method has attracted significant attention in many applications, such as communication (Wu et al., 2019; Yang, Wang, & Ding, 2018), imaging (Gao, Zhang, Li, Huo, & Song, 2017; Li & Hu, 2015), and nondestructive detection (Huo, Wang, Chen, & Song, 2017; Liang, Feng, & Li, 2018; Zhang, Zhu, Song, Peng, & Song, 2018).

The concept of time reversal (TR) is based on the spatial reciprocity (Fink, 1992). The self-adapting spatial and temporal focusing characteristic occurs at the excitation location when the signals recorded by transducers are time reversed in the time domain (or phase conjugated in frequency domain) and emitted back at the transducer locations (Fink, 1997). Time-reversal imaging technology computationally re-radiated the signals into the domain of interest in a computer instead of implemented in a real medium. In computation process, the time-reversed signals are multiplied with the transfer function (usually, use Green function as transfer function) in frequency domain (Liu, Kang, Li, & Chen, 2005). Of course, the same process can also be done by convoluting the time-reversed signal with channel impulse response which is the inverse Fourier transform of transfer function (Ing, Quieffin, Catheline, & Fink, 2005; Liu et al., 2005), since the multiplication in frequency domain equals to the convolution in time domain. Some investigators used the time-reversed signal amplitude at the prospective time to reconstruct the defect image map. Based on the measured signals, Amitt et al. performed a computational TR run, and obtained a solution at the reversed time \( t = T \) (Amitt, Dan, & Turkel, 2014). Several localization methods based on the similar principle were developed for SHM systems with the distributed sensor/actuator networks (Cai, Shi, & Yuan, 2011; Wang, Rose, & Chang, 2004). Another detection method of TR is based on the maximum time-reversed signal value. R.K. Ing et al. used a maximum of TR energy to identify the position where the finger knocked (Ing et al., 2005). In concrete model, the maximum value of the TR energy is used to locate the source’s position (Kocur, Vogel, & Saenger, 2011; Saenger, Kocur, Jud, & Torrilhon, 2011). Zhao et al. utilized the maximum of the displacement field in the revered time domain to build the defect image (Zhao, Zhang, Zhang, & Wang, 2018).

The increase of the effective array size can improve the resolution of the time-reversal imaging (TRI) algorithm, since the channel information can be collected more completely with larger aperture width (Fouque, Garnier, Papanicolaou, & Sølna, 2007; Lerosey et al., 2004; Liao, Hsieh, & Chen, 2009; Matthieu, Stefan, & Philippe, 2015). In order to produce a larger aperture width, one current high-resolution method is to increase receiver elements of the array (Liao et al., 2009). The other is to use the so-called high-resolution materials when detecting the targets (Grbic & Elefteriades, 2004; Lemoult, Leroisey, de...
Rosny, & Fink, 2010; Matthieu et al., 2015). Compared to actually increase the physical aperture size of the array, the high-resolution materials are considered as more economical solutions and therefore become a popular topic in recent years. One kind of the high-resolution materials consists of subwavelength resonant structures, such as metallic cylinders arrays (Gao, Wang, & Wang, 2015; Gong et al., 2017; Lemoult, Fink, & Lerosey, 2012; Wang, Wang, Gong, & Ding, 2015). Those high-resolution materials can convert evanescent waves into propagating waves, which can then be detected in the far field, in order to increase the subwavelength information about an object. By means of the subwavelength information, TR can achieve subwavelength focusing effects. The other kind of the high-resolution materials is composed of a multilayered medium or a continuous random media (Liao et al., 2009). The multilayered medium or the continuous random media can enhance the multipath effect. With the aid of that materials, the TR techniques based on a multilayered medium or a continuous random media can also reach high-resolution.

Although the high-resolution materials can improve resolution, they also bring several shortcomings. Firstly, for converting evanescent waves into propagating waves effectively, the high-resolution materials have to be very close to the targets (usually, the distance between the high-resolution materials, in order to obtain higher resolution (Zhang & Song, 2017a, 2017b; Zhang, Ho, Huo, & Zhu, 2019).

2. Theory

In this paper, the conventional TRI based on the focal time is employed for comparison. Therefore, the conventional TRI and the proposed method are described respectively in this section.

2.1. Time-reversal theory

The basic principle of TR is shown in Figure 1. Assume a localized source, with the radiated time-domain fields measured by an array of transceivers. The received data are time reversed (or phase conjugated in the frequency domain) and radiated from the respective transceiver locations. If the channels in the area are invariant in time, the re-radiated signals focus at the source point, and the characteristics of the temporal source are recovered, according to the spatial reciprocity principle.

2.2. The conventional TRI and the novel imaging method

For convenience of description, consider a 2-D imaging model. Assume an array of N transceivers is used, and the nth transceiver’s receiver and transmitter are located at \( r_n \) and \( r'_n \), respectively. Consider the scatterer with the scattering potential \( \rho(r_s) \) located at \( r_s \), plain symbols denote scalar quantities, whereas vectors and matrices are denoted by bold symbols, and this will be used throughout the paper.

A probing pulse \( x(t) \) is emitted from the transmitter positioned at \( r'_n \). The frequency-domain representation of the incident signal at \( r_s \) is,

\[
E(\omega, r_s) = G_u(r_s, r'_n, \omega)X(\omega)
\]  

(1)

where \( X(\omega) \) is the Fourier transform of \( x(t) \) and \( G_u(r_s, r'_n, \omega) \) is the Green function representing the ‘propagator’ from location \( r'_n \) to \( r_s \), obtained by measurement.

The Fourier transform of the echo signal recorded by the corresponding receiver could be modelled as,

\[
Y(\omega, r_n, r'_n) = G_u(r_n, r_s, \omega)G_u(r_s, r'_n, \omega)\rho(r_s)X(\omega)
\]  

(2)

Since the time reversal of a signal is equivalent to taking the complex conjugate in the frequency domain, the time-reversal version of (2) can be represented as,

\[
Y_{TR}(\omega, r_n, r'_n) = G_{u^*}(r_n, r_s, \omega)G_{u^*}(r_s, r'_n, \omega)\rho(r_s)X^*(\omega)
\]  

(3)

where ‘\(^*\)’ represents the complex conjugate.
2.2.1. The conventional TRI

In conventional TRI algorithm, the time-reversed signals are numerically rebroadcasted from each receiver’s location (Shi & Nehorai, 2007; Wang et al., 2015). For a generic observation point \( \mathbf{r}_k \), the time-reversed signal of the array can be presented as following,

\[
y_c(\mathbf{r}_k, t) = \frac{1}{2\pi} \int \left[ \sum_{n=1}^{N} G_u^*(\mathbf{r}_n, \mathbf{r}_s, \omega) G_u^*(\mathbf{r}_s, \mathbf{r}_n', \omega) \right] \times \rho(\mathbf{r}_s) X^*(\omega) e^{i\omega t} d\omega
\]

where \( G_v(\mathbf{r}_n, \mathbf{r}_k, \omega) \) is the computational Green function representing the ‘propagator’ from location \( \mathbf{r}_n \) to a generic observation point \( \mathbf{r}_k \). The subscript ‘v’ represents that this corresponds to the back-propagation fields, computed in software.

In the conventional TRI, the signal value at \( t = 0 \) is used as the pixel value. As a result, the imaging functional of the conventional TRI algorithm for point \( \mathbf{r}_k \) in the image domain is,

\[
l_c(\mathbf{r}_k) = \frac{1}{2\pi} \int \left[ \sum_{n=1}^{N} G_u^*(\mathbf{r}_n, \mathbf{r}_s, \omega) G_u^*(\mathbf{r}_s, \mathbf{r}_n', \omega) \right] \times \rho(\mathbf{r}_s) X^*(\omega) d\omega
\]

when the computational Green function matches the measured data, namely \( G_u(\mathbf{r}_n, \mathbf{r}_k, \omega) = G_v(\mathbf{r}_n, \mathbf{r}_k, \omega) \), the pixel value at target’s location can be expressed as,

\[
l_c(\mathbf{r}_s) = \frac{1}{2\pi} \int \rho(\mathbf{r}_s) X^*(\omega) \sum_{n=1}^{N} |G_u(\mathbf{r}_n, \mathbf{r}_s, \omega)|^2
\]
\[
\times |G_v(\mathbf{r}_s, \mathbf{r}_n', \omega)|^2 d\omega
\]

2.2.2. The novel imaging method

In the proposed method, the transceivers are firstly divided into several sub-arrays (looks), before the signals are time reversed and resubmitted. Each sub-array includes 2 transceivers. Therefore, the number of the sub-arrays is \( C(N,2) \), where \( C(N,2) \) is the number of 2-combinations from the \( N \) transceivers (Gao et al., 2017).

Secondly, assume the \( n^{th} \) sub-array is composed of transceiver \( m \) and transceiver \( j \). We compose a new signal by superposing the echo signals of transceiver \( m \) and transceiver \( j \). The Fourier transform of the new signal can be represented as

\[
Y_{\alpha}(\omega) = Y(\omega, \mathbf{r}_m, \mathbf{r}_m', \omega) + Y(\omega, \mathbf{r}_j, \mathbf{r}_j', \omega)
\]

Thirdly, the new signal is time reversed and resubmitted at transceiver \( m \) and transceiver \( j \).

Accounting for back-propagation from the transmitter at \( \mathbf{r}_m \) and the receiver at \( \mathbf{r}_m \) to any point \( \mathbf{r}_k \) in the image domain, the Fourier transform of the time reversal signal \( f^a_m(t, \mathbf{r}_k, \mathbf{r}_m, \mathbf{r}_m') \) for a generic observation point \( \mathbf{r}_k \) can be illustrated as,

\[
f^a_m(\omega, \mathbf{r}_k, \mathbf{r}_m, \mathbf{r}_m') = G_v(\mathbf{r}_m, \mathbf{r}_m', \omega) G_v(\mathbf{r}_m, \mathbf{r}_m, \omega)
\]
\[
\times \rho(\mathbf{r}_s) X^*(\omega) Y^*_{\alpha}(\omega)
\]

Accordingly, for transceiver \( j \), the Fourier transform of the time-reversed signal \( f^a_j(t, \mathbf{r}_k, \mathbf{r}_j, \mathbf{r}_j') \) at the generic observation point \( \mathbf{r}_k \) can be illustrated as,

\[
f^a_j(\omega, \mathbf{r}_k, \mathbf{r}_j, \mathbf{r}_j') = G_v(\mathbf{r}_j, \mathbf{r}_j', \omega) G_v(\mathbf{r}_j, \mathbf{r}_j, \omega) \rho(\mathbf{r}_s) X^*(\omega) Y^*_{\alpha}(\omega)
\]

Time reverse \( f^a_j(t, \mathbf{r}_k, \mathbf{r}_j, \mathbf{r}_j') \) and calculate the cross-correlation between \( f^a_m(t, \mathbf{r}_k, \mathbf{r}_m, \mathbf{r}_m') \) and the time reversal
version of $f_j^0(t, r_k, r_j, r'_j)$, we can obtain,

$$q_o(r_k, t) = f_m^0(t, r_k, r_m, r'_m) \otimes f_j^0(t, r_k, r_j, r'_j)$$

$$= \frac{1}{2\pi} \int f_m^0(\omega, r_k, r_m, r'_m) f_j^0(\omega, r_k, r_j, r'_j) e^{i\omega t} d\omega$$

(10)

where ‘$\otimes$’ represents the convolution operation.

By summing over all sub-arrays, we can obtain

$$q(r_k, t) = \sum_{a=1}^{\mathcal{C}(N,2)} q_o(r_k, t)$$

(11)

Take $q(r_k, 0)$ as the pixel value of the generic observation point $r_k$, then the imaging functional of the proposed method is written as following,

$$l_p(r_k) = q(r_k, 0)$$

(12)

When the computational Green function matches the measured data, namely $G_u(r_n, r_k, \omega) = G_v(r_n, r_k, \omega)$, the image of target can be represented as,

$$l_p(r_k) = \frac{1}{2\pi} \int \rho(r'_s) X^u(\omega)^2 \sum_{m=1}^{N} \sum_{j=1, j \neq m}^{N} |G_u(r_m, r_s, \omega)|^2$$

$$\times |G_u(r_j, r'_m, \omega)|^2 |G_u(r_j, r'_s, \omega)|^2 |G_u(r_j, r'_j, \omega)|^2 d\omega$$

(13)

### 2.3. Analysis about resolution

For explain the reason why the resolution is improved, consider a generic observation point $r_z$ which is very close to the target, namely $r_z \approx r_s$. Then, we can get,

$$G_v(r_n, r_z, \omega) = G_u(r_n, r_z, \omega)$$

where $\theta_{n,s,z}$ is the phase difference between $G_v(r_n, r_z, \omega)$ and $G_u(r_n, r_z, \omega)$.

Since $r_z \approx r_s$, $\theta_{n,s,z}$ approaches to zero, $b_{n,s,z}$ approaches to one.

By using the conventional TRI, according to (5), the pixel value at $r_z$ can be represented as,

$$l_c(r_z) = \frac{1}{2\pi} \int \rho(r'_s) X^u(\omega) \sum_{n=1}^{N} b_{n,s,z}$$

$$\times |G_u(r_n, r_s, \omega)|^2 |G_u(r_n, r'_s, \omega)|^2 e^{i\theta_{n,s,z}} d\omega$$

(15)

From (15), it can be seen that if $r_z \approx r_s$, $\theta_{n,s,z} = 0$, $l_c(r_z)$ is $l_c(r_z)$ which is the maximum pixel value. When the generic observation point $r_z$ gets away from the targets, the $\theta_{n,s,z}$ gets larger, and $l_c(r_z)$ gets smaller. Therefore, for a generic observation point $r_z$ which is very close to the target ($r_z \approx r_s$), $\theta_{n,s,z} \approx 0$, $l_c(r_z)$ is closer to one. There is a very small difference between $l_c(r_z)$ and $l_c(r_z)$. It is very difficult to identify the target.

By using proposed method, the pixel value at $r_z$ can be written as

$$l_p(r_z) = \frac{1}{2\pi} \int \rho(r'_s) X^u(\omega)^2 \sum_{m=1}^{N} \sum_{j=1, j \neq m}^{N} |G_u(r_m, r_s, \omega)|^2$$

$$\times |G_u(r_j, r'_m, \omega)|^2 |G_u(r_j, r'_s, \omega)|^2 |G_u(r_j, r'_j, \omega)|^2 d\omega$$

(16)

The phase difference between $l_p(r_z)$ and $l_p(r_z)$ is the total of $\theta_{n,s,z}$ and $\theta_{j,s,z}$. Therefore, the phase difference between $l_p(r_z)$ and $l_p(r_z)$ is larger than that between $l_c(r_z)$ and $l_c(r_z)$.

A numerical experiment and discussion

A numerical experiment was taken in the following section.

The Gaussian pulse with the central frequency 6.85 GHz and a frequency range of 3–10.7 GHz was used as the UWB excitation. The size of the detection array composed of eight transceivers is 28 cm. The specific positions of the transceivers are listed as Table 1. Two targets’ sizes are 2 mm × 2 mm. The positions of the two targets are set in three cases, as shown in Table 2. The vertical distance between the targets and the array is 28 cm. In order to facilitate comparison, all echo signals will be processed by using the proposed algorithm and the conventional TRI algorithm.

| Transceivers | Locations |
|-------------|-----------|
| Transceiver 1 | $X = -0.14$ | $Y = 0$ |
| Transceiver 2 | $X = -0.1$ | $Y = 0$ |
| Transceiver 3 | $X = -0.06$ | $Y = 0$ |
| Transceiver 4 | $X = -0.02$ | $Y = 0$ |
| Transceiver 5 | $X = 0.02$ | $Y = 0$ |
| Transceiver 6 | $X = 0.06$ | $Y = 0$ |
| Transceiver 7 | $X = 0.1$ | $Y = 0$ |
| Transceiver 8 | $X = 0.14$ | $Y = 0$ |
Table 2. The specific locations of the two targets in numerical experiment, units: m.

| Cases | Target 1’s location | Target 2’s location |
|-------|---------------------|---------------------|
| Case 1 | $X = -0.016, Y = 0.28$ | $X = 0.028, Y = 0.28$ |
| Case 2 | $X = -0.008, Y = 0.28$ | $X = 0.014, Y = 0.28$ |
| Case 3 | $X = -0.008, Y = 0.28$ | $X = 0.01, Y = 0.28$ |

In case 1, the distance between the two targets is about $\lambda$. As shown in Figures 2 and 3, although the targets can be distinguished from the imaging maps obtained by the both algorithms, the proposed algorithm can reach higher resolution.

In case 2, the distance between two targets decreases to 0.5$\lambda$ in the simulation domain, the distance at which the time reversal signals cannot retro-focus in the free space (Liao et al., 2009). The results obtained by both algorithms are shown in Figures 4 and 5. It can be found that the conventional TRI algorithm cannot identify the two targets. In contrast, the proposed algorithm can still focus at two pixels and show a cleaner image.

The distance between the two targets drops to 0.4$\lambda$. In that case, by using the conventional TRI, only one target spot exists in the imaging map, the two target cannot be revealed, as shown in Figure 6. Due to the increase of the phase of the signals obtained at points outside the target locations, the time-reversed signals can more focus at the target locations. The imaging map based on the proposed algorithm gives a good idea of the positions of the targets, as shown in Figure 7.

Compared the figures based on the proposed algorithm to those of the conventional TRI, it can be seen that the image pixel values of the proposed algorithm at the target locations are much larger than those of the conventional TRI. It is the result of the multiple time reversal.

The iterative dielectric distribution of the multilayered dielectric slab can help the incident waves create more multiple scattering to carry more information from targets. However, the multilayered dielectric slab has to be close enough to the targets, in order to reach the resolution enhancement. In Liao et al. (2009), when the...
distance between the multilayered dielectric slab and the targets is 13 cm, it becomes realizable to distinguish the existence of two targets separated by a distance of 18 mm. On the other hand, the proposed algorithm can directly identify the same targets without invoking the multilayered dielectric slab.

Generally speaking, the phase of the time-reversed signals plays the role of assisting the proposed techniques in improving resolution. In conventional TRI theory, the focal characteristic of the time-reversed signals can be enhanced by increasing the physical detection paths. Therefore, the TRIs used to reach high-resolution...
by means of the high-resolution materials. The proposed algorithm used a different method which optimizes the calculation process. The new calculation method can increase the phase of the time-reversed signal outside the targets. Since the phase is increased, the pixel values outside targets drop more rapidly. Therefore, the resolution can be improved.

For investigating the influence of the noise, the standard white Gaussian noise is added to the echo signals of case 3. The results of the proposed algorithms at SNR $= -5$ dB and $-10$ dB are shown in Figures 8 and 9.

At SNR $= -5$ dB, the proposed algorithm can suppress the interference of noise and gives a good idea of the
Figure 10. The proposed algorithm’s imaging results in case 1 at SNR = −10 dB.

Figure 11. The conventional TRI’s imaging results in case 1 at SNR = −10 dB.

Figure 12. The proposed algorithm’s imaging result with the two target points located at (−0.008, 0.16 m) and (0.014, 0.16 m).
target’s position. When SNR drops to $-10$ dB, the resolution of the left target image gets a little worse. However, the obtained image can still reveal the correct target support clearly, as shown in Figure 8.

The results based on the two methods in case 1 at SNR $= -10$ dB are shown in Figures 10 and 11. Compared to the results at noise free, the ripple on the imaging maps get more. Furthermore, it can be found that the noise has the same influence on both of the methods.

The results with height of the targets $= 16$ cm, has shown and investigated in this section. Two target points are positioned at $(-0.008, 0.16)$ and $(0.014, 0.16)$, in order to investigate the influence of the targets’ height. The corresponding imaging results are shown in Figures 12 and 13. With the decrease of the height, the resolution got improved, the conventional TRI can also identified the two targets. However, the sizes of the target images based on the proposed method were till smaller than those of the conventional TRI. That also means the proposed method can improve the resolution.

The two methods are used to detect four scatterers whose positions are $(-0.06, 0.28)$, $(-0.02, 0.28)$, $(0.02, 0.28)$ and $(0.06, 0.26)$, The results at SNR $= -10$ dB are shown in Figure 14. The targets can be distinguished from the imaging maps obtained by the both algorithms. The target 1’s image is darker than those of other targets. This difference is caused by the near-problem of the time reversal. The conventional TRI also suffers the same issue. In addition, the noise generates many spurious images in the both results.

4. Measured experiment

A measured experiment was executed in the following section (Li & Hu, 2015). A cylinder metal pot whose diameter is 15 cm and length is about 25 cm was chosen to

**Figure 13.** The conventional TRI’s imaging result with the two target points located at $(-0.008, 0.16)$ and $(0.014, 0.16)$.

**Figure 14.** The imaging maps based on the two methods in a scene with four scatters at SNR $= -10$ dB.
Figure 15. Experimental set-up. (a) The photo of the measured experiment. (b) The schematic diagram of the measured experiment.

Figure 16. Imaging results obtained by using the proposed method and the conventional TRI. (a) The imaging maps. (b) $-3$ dB width of the target spots.
be a scatterer in the measured experiment. The cylinder metal pot was centred at (0, 0.295 m), as shown in Figure 15. The Gaussian modulated pulse of 0.2-ns duration centred at 3.5 GHz was used as imaging probe signal, the corresponding frequency band is from 1 to 6 GHz. Seven transceivers were employed to obtain echo signals. The specific positions of the transmitters of all transceivers are respectively (−0.175, 0 m), (−0.125, 0 m), (−0.075, 0 m), (−0.025, 0 m), (0.025, 0 m), (0.075, 0 m) and (0.125, 0 m). The corresponding receivers are located at (−0.225, 0 m), (−0.175, 0 m), (−0.125, 0 m), (−0.075, 0 m), (−0.025, 0 m), (0.025, 0 m) and (0.075, 0 m). During the experiment, the transceivers are realized by one pair of transmit and receive antennas placed at different positions. In each transceiver’s location, the probing signal from a Tektronix AWG 7122B arbitrary waveform generator was amplified and transmitted. The echo signal was recorded with Tektronix DSA 72004B.

In order to facilitate comparison, all echo signals will be processed by using the proposed method and the conventional TRI method. As shown in Figure 16(a), the target can be distinguished from the imaging maps obtained by the both methods. However, the resolution of the proposed method is much higher than that of the conventional TRI.

To more clearly show the target’s image and investigate the resolution of the proposed algorithm, the −3 dB width of the target spots based on the both algorithms is shown in Figure 16(b). By using the conventional TRI, the −3 dB width of the focal spot is about 6.4 cm × 1.6 cm. On the other hand, due to the temporal–spatial match filtering, the proposed method gives a high resolution of 2.5 cm × 0.25 cm, which represents a significant improvement compares to that of the conventional TRI.

5. Conclusion

Although the high-resolution materials can improve the resolution of the TRIs, they also bring some shortcomings. In this paper, we have exploited the new high-resolution TR imaging algorithm. In the back propagation stage, the proposed algorithm increases the phase of the signals outside the targets by using multiple time reversal operations. Therefore, the proposed algorithm is able to achieve high-resolution without invoking any high-resolution materials. The results show that the resolution of the proposed algorithm outperforms that of the conventional TRI. Since the proposed algorithm can achieve high-resolution without the aid of the high-resolution materials, the proposed algorithm may be a practically valuable approach for high-resolution imaging applications. In future work, the proposed algorithm can be associated with the high-resolution materials, in order to improve resolution furtherly.
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