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Abstract

The expressive power of message passing GNNs is upper-bounded by Weisfeiler-Lehman (WL) test. To achieve high expressive GNNs beyond WL test, we propose a novel graph isomorphism test method, namely Twin-WL, which simultaneously passes node labels and node identities rather than only passes node label as WL. The identity-passing mechanism encodes complete structure information of rooted subgraph, and thus Twin-WL can offer extra power beyond WL at distinguishing graph structures. Based on Twin-WL, we implement two Twin-GNNs for graph classification via defining readout function over rooted subgraph: one simply readouts the size of rooted subgraph and the other readouts rich structure information of subgraph following a GNN-style. We prove that the two Twin-GNNs both have higher expressive power than traditional message passing GNNs. Experiments also demonstrate the Twin-GNNs significantly outperform state-of-the-art methods at the task of graph classification.

1. Introduction

Graph neural networks (GNNs) have achieved state-of-the-art performance in graph classification task (Wu et al., 2020; Abadal et al., 2021; Zhou et al., 2022). The success of GNNs lies in their powerful capacity at graph representation learning, following a message passing paradigm that iteratively aggregates neighbor information and pools node representations into graph-level representations (Gilmer et al., 2017). However, the expressive power of GNNs is theoretically upper-bounded by Weisfeiler-Lehman (WL) test (Xu et al., 2018; Morris et al., 2019), i.e., a typical graph isomorphism test method. An important and challenging problem is: how to design high expressive GNNs that can exceed the WL test?

To achieve high expressive GNNs beyond WL test, we propose a novel graph isomorphism test method, namely Twin Weisfeiler-Lehman (Twin-WL). Twin-WL distinguishes itself from WL by simultaneously passing node labels and node identities, rather than solely passing node labels. The identity-passing mechanism encodes complete structure information of rooted subgraph into an identity subtree. As a result, our proposed Twin-WL can offer extra power beyond WL at distinguishing graph structures as illustrated in Figure 1. Twin-WL opens a new door to design high expressive GNNs for graph classification.

Guided by Twin-WL, the key of designing high expressive GNNs is to define a readout function to extract discriminative structure information of the rooted subgraph from the identity subtree. In this paper, we propose two Twin-GNNs via implementing different readout functions in Twin-WL. When the labeled data is inadequate, we define the readout function...
function as the size of rooted subgraph for graph classification, namely STwin-GNN. When the labeled data is adequate, we utilize a powerful neural network to define the readout function, namely NTwin-GNN.

We evaluate the effectiveness of the proposed two GNNs on graph classification task via several benchmark datasets. The experimental results demonstrate that our methods significantly outperform competitive baseline methods. Moreover, we also conduct the expressive power evaluation, case study, and runtime comparison to comprehensively analyze the effectiveness and the efficiency.

The main contributions of this paper include:

- We propose a novel Twin-WL graph isomorphism test method that achieves beyond-WL ability at distinguishing graph structure, opening a new door for designing higher expressive GNNs.
- Based on Twin-WL, we design two Twin-GNNs, possessing high expressiveness beyond traditional message passing GNNs and achieving significant improvements on graph classification.

2. Preliminary

2.1. Graph Isomorphism

We define a graph as $G = (V, E)$, where $V$ and $E$ are the sets of nodes and edges respectively. Two graphs $G$ and $G'$ are isomorphic if there exists a bijection $\xi$ between $V$ and $V'$. $\xi : V \rightarrow V'$ and it preserves the edge relation, i.e., $(u, v) \in E$ if and only if $(\xi(u), \xi(v)) \in E'$ for all $u, v \in V$.

2.2. Weisfeiler-Lehman Test

Weisfeiler-Lehman (1-WL) test (Weisfeiler & Leman, 1968) is one of the most widely used algorithms for testing graph isomorphism with linear computation complexity (Kriege et al., 2020). Specifically, the 1-WL algorithm first augments the center node label through aggregating the labels of neighbour nodes as a multiset, and then compresses the augmented labels to new labels (Shervashidze et al., 2011). The procedures repeat until the node sets of two graphs differ or the number of repetitions reaches a predetermined value. Although 1-WL works well on testing isomorphic on many graphs (Babai & Kucera, 1979), the distinguishing power of the 1-WL algorithm is limited, i.e., 1-WL cannot distinguish any two different $k$-regular graphs of the same order (Grohe, 2017), and many other non-regular non-isomorphic graphs (Sato, 2020).

3. Twin Weisfeiler-Lehman Test

We propose a novel Twin Weisfeiler-Lehman paradigm for graph isomorphism test, which serves as a theoretical basis for achieving high expressive GNNs beyond 1-WL. Then, theoretical analyses of distinguishing power are presented.

3.1. Twin Weisfeiler-Lehman Paradigm

The core of the proposed Twin-WL paradigm lies in the twin message passing process of node labels and node identities. That is, Twin-WL simultaneously passes node label and node identity rather than only pass node label as 1-WL. The identity passing mechanism encodes complete structural information of the rooted subgraph, hence offering additional power beyond the 1-WL at distinguishing graph structures. The twin message passing process proceeds in iterations indexed by $h$ and we describe each iteration detailedly in the following.

Each iteration consists of four steps, which are multisets determination, multisets sorting, label compression, and relabeling. Specifically, given two graphs $G$ and $G'$, for node $v$, the label is denoted as $l_h(v)$ and the identity is denoted as $id(v)$. In step 1, Twin-WL aggregates the labels and identity sets of neighbor nodes as multisets respectively. Node labels of neighbor nodes are aggregated as a multiset $M_h(v)$. For $h = 0$, $M_0(v) = l_0(v)$, and for $h > 0$, $M_h(v) = \{l_{h-1}(u) | u \in N(v)\}$, where $N(v)$ denotes the neighbor nodes of $v$ and $\{\{\}\}$ denotes the multi-set. Identity multisets of neighbor nodes are aggregated and combined with the identity of center node which forms a new multiset $t_h(v)$. For $h = 0$, $t_0(v) = \{id(v)\}$, and for $h > 0$, $t_h(v) = \{id(v), t_{h-1}(u) | u \in N(v)\}$.

In step 2, each label multiset $M_h(v)$ is sorted and converted to a string $s_h(v)$ with the prefix $l_{h-1}(v)$, which prepares for the label compression. In step 3, each string is compressed to a new label with a hash function $g : \sum^* \rightarrow \sum$ and $g$ should be an injective function. With the sorting step (step 2) above, a simple implementation of $g$ is a counter mapping. There is a counter variable $x$ with the initial value of 0 that records the number of the distinct strings. The variable is incremented by 1 when a new string is encountered. The mapping alphabet is shared across graphs, which guarantees a common feature space. In step 4, we relabel each node in graph $G$ and $G'$ as $l_h(v) := g(s_h(v))$. The algorithm terminates in $h$-th iteration if:

$$\{(l_h(v), f(t_h(v))) | v \in V\} \neq \{(l_h(v'), f(t_h(v'))) | v' \in V'\}. \tag{1}$$

To render the identity transferable and comparable across different graphs, a function $f$ is required to convert the identity multiset (i.e., identity subtree) to the structural information that can be compared across different graphs. The termination condition means that, if the set that composed of the tuples $(l_h(v), f(t_h(v)))$ differs, graph $G$ and $G'$ are determined non-isomorphic.

The Twin-WL paradigm can be implemented to obtain the graph representations as well, which is analogous to the
definition of the feature mapping \( \phi \) in the graph kernel methods (Borgwardt & Kriegel, 2005; Shervashidze et al., 2009; 2011). In graph kernel methods, the value of the \( i \)-th position of the \( \phi \) is the number of nodes with the according label. In Twin-WL paradigm, we extend the dimension of the feature representation to form a matrix, and the value in position \((i, j)\) is:

\[
\phi_h^{(i,j)}(G) = \left| \{(l_h(v), g'(d_h(v))) | l_h(v) = i, g'(d_h(v)) = j, v \in V \} \right|,
\]

where \( d_h(v) = f(t_h(v)) \) is the result of the readout function, \( g' \) is a counter mapping that counts the number of the different results of the readout function. The final representation of graph is the concatenation of the representations of each layer.

3.2. Distinguishing Power

Distinguishing power of any implementation of the Twin-WL paradigm is higher than 1-WL for graph isomorphism test. We formalize the statement in Theorem 1 and we further formalize the distinguishing power of any implementation of our Twin-WL paradigm in Theorem 2.

**Theorem 1.** Given two graphs, if they can be distinguished by 1-WL, then they must be distinguished by any implemented algorithm of the proposed Twin-WL paradigm.

The termination condition of the 1-WL can be denoted as \( \{l_h(v) | v \in V \} \neq \{l_h(v') | v' \in V' \} \). The termination condition of the implemented method of Twin-WL paradigm is \( \{h(v), f(t_h(v)) | v \in V \} \neq \{h(v'), f(t_h(v')) | v' \in V' \} \). The termination condition is the concatenation of the representations of each layer.

**Theorem 2.** Given two non-isomorphic graphs \( G \) and \( G' \) that cannot be distinguished by 1-WL, the \( h \)-hop rooted subgraph centered in node \( v \in V(G) \) is denoted as \( G^v_h \), and that of \( v' \in V(G') \) is \( G'^{v'}_h \). Once the encoding results of the defined readout function \( f \) on \( G^v_h \) and \( G'^{v'}_h \) differ, the implemented method of the Twin-WL paradigm can decide that the two graphs are non-isomorphic.

4. Twin Graph Neural Networks

Based on the proposed Twin-WL paradigm, we provide two graph neural networks that serve different scenarios of graph classification by designing different readout functions.

4.1. STwin-Graph Neural Networks

When the labeled data is insufficient, a method that can be applied and transferred at a low cost is required. Therefore, we choose an inductive metric function that outputs the size of rooted subgraph as the readout function. The according model is named STwin-GNN. We detailedly describe the model and discuss its expressiveness and complexity.

4.1.1. MODEL

The iteration steps are the same as the Twin-WL paradigm, where the readout function \( f \) is a metric function of counting the number of node identities within rooted subgraph. In practice, we adopt an equivalent way to realize the above STwin-GNN for a lower computation cost. Specifically, in message passing step (Step 1), we directly pass the identities of neighbor nodes to form an identity set, rather than record...
Figure 2. Illustration of the graph representation computation in STwin-GNN. Colored numbers indicate node labels, gray numbers indicate node identities. Node labels and identities are aggregated as multiset and set respectively. The graph representation vector is denoted as $\phi$, value of the $i$-th position of $\phi$ is the summation of identity sets sizes with the corresponding label in the tuple.

The time complexity of the STwin-GNN with $t$ operations is $O(t)$.

Finally, the outputs of each layer are concatenated as the final graph representation, $\phi(G) = [\phi^{(1)}(G), \ldots, \phi^{(i)}(G), \ldots, \phi^{(h)}(G)]$, e.g., the representation of $G_1$ in Figure 2 is $\phi(G_1) = (4, 2, 12, 8, 20, 12)$. Multilayer perceptrons (MLP) are utilized as the classifier, and the obtained graph representations are sent to the classifier to get the classification results. The cross entropy loss is adopted to optimize the model.

4.1.2. DISCUSSION

**Expressive Power** As stated in Theorem 1, the termination condition of the STwin-GNN algorithm is stricter than that of 1-WL. Therefore, once the graphs are determined unequal by the 1-WL algorithm, they must be determined unequal by STwin-GNN as well. In addition, once the nodes numbers of the rooted subgraphs $G_1^{v_1}$ and $G_2^{v_2}$ differ, the STwin-GNN can decide that the two graphs are non-isomorphic. The expressive power of the STwin-GNN is higher than that of GNNs based on the 1-WL.

**Complexity** Given the graph $G$ with node number $N$, average node degree $D$ and edge number $M$, where $M = ND$. The time complexity of the STwin-GNN with $h$ iterations is $O(hM)$. In each iteration, the STwin-GNN mainly contains four step. In step 1, determining the label multisets and identity sets for all nodes takes $O(ND)$ operations.
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Figure 3. NTwin-GNN consists of a subtree encoder and a rooted subgraph encoder. The input of the subtree encoder is the whole graph. For the rooted subgraph encoder, the input of the k-th layer are k-hop rooted subgraphs centered in each node. Then sum pooling is performed to obtain the representation of the center node. The outputs of two encoders are concatenated as the nodes representations. The final graph representation is obtained by sum pooling. Bars with the same color denote representations of the same node.

which can be accomplished simultaneously. The runtime of the identity set can be achieved by using a hash table. In step 2, the complexity of sorting the multiset is $O(ND)$ which can be achieved by using counting sort. In step 3, the label compression requires passing over all strings and it takes $O(ND)$. Therefore, these steps of graph isomorphism determination take a total runtime of $O(hND)$ for $h$ iterations. The total time complexity is $O(hND)$, which equals the time complexity of the 1-WL algorithm $O(hM)$ (Shervashidze et al., 2011).

4.2. NTwin Graph Neural Network

When the labeled data is sufficient, we choose more powerful neural model as readout function that outputs the abundant structural information of the rooted subgraph. The main advantage of the neural implementation is that any neural model with high expressiveness can be chosen as readout function. Besides, any implementation with neural model can be more expressive than 1-WL. We detailedly describe one implementation named NTwin-GNN and discuss its expressiveness and complexity.

4.2.1. MODEL

Following the Twin-WL, NTwin-GNN composes of two encoders with respective purposes as well. One is the subtree encoder to encode the node labels. The other is the rooted subgraph encoder to read out the structural information around a node. In each layer, the two components work separately and the results of them are concatenated as the output of the layer. We detail each component in the following and illustrate the NTwin-GNN in Figure 3.

**Subtree Encoder** The subtree encoder is designed to preserve the label subtree of each node. Since the compressed node label in 1-WL algorithm represents the according subtree pattern (Shervashidze et al., 2011), we adopt the 1-WL algorithm (Weisfeiler & Leman, 1968) running on the whole graph as the subtree encoder. Given a set of graphs, we assume one of the graphs is denoted as $G = (V, E)$, where $v \in \mathbb{R}^{N \times D}$, $N$ is the number of nodes, $D$ is the dimension of feature vector. For each node $v \in V(G)$, the subtree encoder augments the node labels by the sorted set of neighbor nodes and compresses the augmented labels to new labels. The detailed description of the 1-WL algorithm can be found in (Shervashidze et al., 2011). Each layer in the encoder corresponds to one iteration in 1-WL, and we take the compressed node label in k-th layer as the node representation. Initial node label of $v$ is denoted as $l^{(0)}$, and the compressed node label in k-th layer is $l^{(k)}$. Then the output of the k-th layer subtree encoder is:

$$g^{(k)}_v = s^{(k)}_v$$

where $g^{(k)}_v \in \mathbb{R}^{D_1}$ is the representation of node $v$ in the k-th layer and $D_1$ is the total number of node labels in the layer. $s^{(k)}_v$ is the onehot vector of node label $l^{(k)}_v$. In the k-th layer, each node label represents a subtree pattern with height $k$. Note that in the cases of continuous node features, 1-WL algorithm in the subtree encoder can be substituted with Graph Isomorphism Network (GIN) (Xu et al., 2018).

**Rooted subgraph Encoder** The rooted subgraph encoder is designed to read out the structural information of the rooted subgraph. Specifically, we adopt GIN (Xu et al.,
2018) with \(\epsilon = 0\) to obtain the representation of each node in the rooted subgraph, then leverage the sum pooling function over the rooted subgraph to obtain the structural representation of the node. Given a graph \(G = (V, E)\), number of nodes is \(|V(G)| = N\). In the \(k\)-th layer, the inputs of rooted subgraph encoder are \(k\)-hop rooted subgraphs \(G^k_v\) centered in each node \(v \in V(G)\). GIN is performed:

\[
h^{(k)}_p = \text{MLP}^{(k)} \left( h^{(k-1)}_p + \sum_{q \in N(p)} h^{(k-1)}_q \right),
\]

where \(p\) denotes node in rooted subgraph \(G^k_v\). For each rooted subgraph, GIN aggregates features of the neighbor nodes, which are then combined with the center node and the combined features are mapped to new features. Then, sum pooling is performed to obtain the whole rooted subgraph representation:

\[
h^{(k)}_v = \text{SUM} \left( \{h^{(k)}_p|p \in V(G^k_v)\} \right),
\]

where \(v\) denotes node in graph \(G\) and \(h^{(k)}_v \in \mathbb{R}^{D_2}\). The representation of subgraph rooted in node \(v\) is regard as the structural feature of node \(v\) in the graph \(G\).

**Graph Representation** Then, in the \(k\)-th layer, we concatenate the outputs of the subtree encoder and the rooted subgraph encoder for all nodes as the node representations of the \(k\)-th layer. Representationa of one node in \(k\)-th layer is \(h^{(k)}(v) = [g^{(k)}_v, h^{(k)}_v] \in \mathbb{R}^{(D_1+D_2)}\). The graph representation in the \(k\)-th layer is obtained by sum pooling, i.e., \(H^{(k)}(G) = \text{SUM} \{h^{(k)}(v)|v \in V(G)\}\) and \(H(G) \in \mathbb{R}^{(D_1+D_2)}\). Then, outputs of all \(k\) layers are concatenated as the final graph representation \(H(G) = [H^{(1)}(G), H^{(2)}(G), ..., H^{(k)}(G)] \in \mathbb{R}^{(D_1+D_2) \times k}\).

4.2.2. DISCUSSION

**Expressive Power** Compared with the graph neural networks that directly aggregate node labels over the whole graph, our NTwin-GNN not only encode the node labels, but also encode the structure of the rooted subgraph centered in the node, which is significant for the graph classification task. The expressive power of NTwin-GNN is higher than any standard GNNs based on the 1-WL algorithm.

**Complexity** We analyse the time complexity of NTwin-GNN. Given a graph with \(N\) nodes, the average degree of nodes is \(D\) and the max nodes number of rooted subgraphs is \(n\). The subtree encoder works on whole graphs takes \(O(ND)\) operations. The rooted subgraph encoder takes \(O(NnD)\), where \(n\) can be small with few hops of rooted subgraph. The whole time complexity is \(O(ND + NnD)\).

5. Experiments

In this section, we evaluate the effectiveness and the expressive power of our STwin-GNN and NTwin-GNN. We first evaluate the performance of Twin-GNNs on the graph classification task to verify the effectiveness. Then, we conduct experiment to verify that the expressive power of Twin-GNNs is strictly higher than that of 1-WL algorithm.

5.1. Datasets

Performance of STwin-GNN and NTwin-GNN on graph classification task are evaluated on benchmark datasets including: MUTAG (Debnath et al., 1991), PTC_MR (Toivonen et al., 2003), Mutagenicity (Kazius et al., 2005), NCI1 (Wale et al., 2008) and NCI109 (Wale et al., 2008). Graphs in these datasets represent chemical molecules, nodes represent atoms and the edges represent chemical bond. We provide detailed descriptions and statistics of the above datasets in the Appendix. The expressive power of STwin-GNN and NTwin-GNN are evaluated on the EXP dataset (Abboud et al., 2021). EXP dataset contains 600 pairs of graphs that are non-isomorphic and are 1-WL indistinguishable.

5.2. Baselines

In the experiment of the graph classification task, we adopt three graph kernel methods, some GNNs methods based on the 1-WL, and some methods with higher expressive power than 1-WL as baselines. Graph kernel methods which include shortest path kernel (Borgwardt & Kriegel, 2005), WL subtree kernel (Shervashidze et al., 2011) and deep graph kernel (Yanardag & Vishwanathan, 2015). GNNs methods based on the 1-WL include GCN (Kipf & Welling, 2017), GIN (Xu et al., 2018), Diffpool(Ying et al., 2018), and Sortpool (Lee et al., 2019). For GCN, graph representations are obtained by the learned nodes representations and sum pooling. Higher expressive methods include 1-2-3 GNN (Morris et al., 2019), 3-hop GNN (Nikolentzos et al., 2020) and the Nested GNN (Zhang & Li, 2021). Results of baselines are obtained either from raw paper or source code with published experimental settings (“.” indicates that results are not available). For GCN and GIN, we search the model layer in \{2, 3, 4, 5\}, and hidden dimensions in \{32, 64, 128\}. For Nested GNN, we choose the best-performing Nested GIN as baseline according to the results in the original paper. On the datasets Mutagenicity, NCI and NCI109, we search the subgraph height in \{2, 3, 4, 5\} with 4 model layers. In the experiments of expressive power evaluation, we adopt GCN, GIN, PPNG (Maron et al., 2019), and GCN-RNI (Abboud et al., 2021) as baselines. GCN and GIN represent neural versions of the 1-WL, and the expressive power of the two methods is at most as large as 1-WL. PPNG is a high order GNNs with higher expressive power. GCN-RNI is a GCN model with random node initialization.
5.3. Experimental Setup

We perform 10-fold cross validation where 9 folds for training, 1 fold for testing. 10% split of the training set is used for model selection (Errica et al., 2019). We report the average and standard deviation (in percentage) of test accuracy across the 10 folds. We implement experiments with PyTorch and employ Adam optimizer with the learning rate as 0.001 to optimize the model. For our STwin-GNN and NTwin-GNNs, we search the hop number of rooted subgraphs and model layer in \{2, 3, 4, 5\} respectively. We train the models with batch size 32. We take sum pooling as subgraph pooling and the graph pooling uniformly. In the training process, we set the maximum number of iterations 100 and adopt early stopping with patience 15. For a fair comparison, the MLP used as classifier are 2 layers with hidden dimension 64.

5.4. Performance on Graph Classification Task

Results of the graph classification are shown in Table 1. Compared with graph kernel methods, our STwin-GNN and NTwin-GNN gain strong improvements in the all TU datasets. Especially, both Twin-GNNs achieve better performance than WL subtree kernel which proves the higher discriminative power experimentally. It verifies that the augmented structural information of the rooted subgraph on the basis of the subtree is effective on the graph classification task. Compared to the standard GNNs based on 1-WL, i.e., GCN, GIN, Diffpool and Sortpool, both Twin-GNNs consistently outperform these methods significantly. The improvements demonstrate that the structural features obtained by our methods are more effective than those obtained by standard GNNs and pooling strategies. For 1-2-3-GNN, 3-hop GNN and Nested GIN, it has been proved that the representation power is higher than standard message passing GNNs in their original papers. Our Twin-GNNs still outperforms the three methods in all datasets except on which the results are unavailable. Especially, our STwin-GNN gain such progress with low computational cost. In addition, compared with GIN, the improvements verify the effectiveness of the rooted subgraph encoder in NTwin-GNN.

5.5. Expressive Power Evaluation

Results on the EXP dataset are showed in Table 2. EXP is a synthetic dataset which is constructed for the expressive power evaluation (Abboud et al., 2021). Each pair graph in EXP is non-isomorphic and 1-WL indistinguishable, and it can be classified correctly by high order GNNs. The results demonstrate that GNNs based on 1-WL cannot distinguish any pair of the graphs, i.e., GCN and GIN. Despite the expressive of 2-WL, the accuracy of PPNG is similar to that of GCN. Some results of baselines are from (Abboud et al., 2021). While for our methods, STwin-GNN and NTwin-GNN consistently achieve very high accuracy, which can distinguish nearly all graph pairs. The results verify the high expressive power of our implementations of the Twin-WL which is stated theoretically in section 3.2.

5.6. Case Study

In order to intuitively show that the distinguishing power of STwin-GNN is higher than that of 1-WL, we provide two real cases in dataset Mutagenicity. \(G_{208}\) is the graph of index 208 with graph label mutagen. \(G_{1103}\) is the graph of index 1103 with graph label nonmutagen. We first compute the graph representations by STwin-GNN and 1-WL respectively, then compute the cosine similarity of the representations. We illustrate the two graphs in Figure 4. \(\varphi_{\text{Ours}}^{(2)}\) and \(\varphi_{\text{Ours}}\) denote graph representations and classified results obtained by our STwin-GNN with two iterations re-

| METHODS       | MUTAG   | PTC_MR  | MUTAGENICITY | NCI1    | NCI109  |
|---------------|---------|---------|--------------|---------|---------|
| SP KERNEL     | 87.28 ± 0.55 | 58.24 ± 2.44 | 71.63 ± 2.19 | 73.47 ± 0.21 | 73.07 ± 0.11 |
| WL KERNEL     | 82.05 ± 0.36 | 57.97 ± 0.49 | -           | 82.19 ± 0.18 | 82.46 ± 0.24 |
| DGK           | 87.44 ± 2.72 | 60.08 ± 2.55 | -           | 73.55 ± 0.51 | 73.26 ± 0.26 |
| GCN           | 78.69 ± 6.56 | 66.73 ± 4.65 | 80.84 ± 1.35 | 78.39 ± 1.79 | 77.57 ± 1.79 |
| GIN           | 81.51 ± 8.47 | 54.09 ± 6.20 | 77.70 ± 2.50 | 80.0 ± 1.40  | 70.20 ± 3.21 |
| DIFFPOOL      | 80.00 ± 6.98 | 57.14 ± 7.11 | 80.55 ± 1.98 | 78.88 ± 3.05 | 76.76 ± 2.38 |
| SORTPOOL      | 85.83 ± 1.66 | 58.59 ± 2.47 | 80.41 ± 1.02 | 74.44 ± 0.47 | -         |
| 1-2-3-GNN     | 86.10 ± 0.0  | 60.9 ± 0.0   | -           | 76.2 ± 0.0   | -         |
| 3-HOP GIN     | 87.56 ± 0.72 | -           | -           | 80.61 ± 0.34 | -         |
| Nested GIN    | 87.9 ± 8.2   | 54.1 ± 7.7   | 82.4 ± 2.0   | 78.60 ± 2.30 | 77.2 ± 2.9 |
| STWIN-GNN     | 90.00 ± 3.89 | 70.33 ± 5.32 | 84.32 ± 1.48 | 84.45 ± 0.66 | 85.37 ± 0.81 |
| NTWIN-GNN     | 88.89 ± 3.74 | 72.22 ± 5.36 | 84.63 ± 3.74 | 85.55 ± 0.97 | 85.64 ± 0.83 |
Figure 4. We run each method ten times on each dataset and conduct WL with the same time complexity theoretically. In order to demonstrate that no significant difference in runtime.

The facts experimentally demonstrate that the discriminate power of STwin-GNN is higher than that of 1-WL.

Table 2. Expressive Power Evaluation on EXP dataset.

| Model               | Test Accuracy (%) |
|---------------------|-------------------|
| GCN (Kipf & Welling, 2017) | 50.0 ± 0.00       |
| GIN (Xu et al., 2018)     | 50.0 ± 0.00       |
| PPNG (Maron et al., 2019)| 50.0 ± 0.00       |
| GCN-RNI (Abboud et al., 2021) | 98.0 ± 1.85     |
| STwin-GNN             | 99.50 ± 0.70      |
| NTwin-GNN             | 99.33 ± 0.93      |

respectively. \( S(a, b) \) denotes the cosine similarity of \( a \) and \( b \). STwin-GNN classifies the two graphs correctly as different labels, while the 1-WL classifies the two graph as the same label. In addition, the similarity of the representations obtained by STwin-GNN is lower than that of 1-WL algorithm. The facts experimentally demonstrate that the discriminate power of STwin-GNN is higher than that of 1-WL.

5.7. Runtime Comparison

Our STwin-GNN has higher discriminative power than 1-WL with the same time complexity theoretically. In order to compare the time cost of the two methods practically, we record their running time in obtaining representations of all graphs in three datasets respectively. We show the mean runtime (second) and standard deviation comparison in Table 3. We run each method ten times on each dataset and conduct t-test as a significance test. The p-value is 0.1722 > 0.05, which demonstrate that no significant difference in runtime of STwin-GNN and 1-WL.

Table 3. Runtime Comparison (second).

| Model                  | Mutagenicity | NCI1 | NCI109 |
|------------------------|--------------|------|--------|
| STwin-GNN              | 4.99 ± 0.22  | 4.81 ± 0.20 | 4.96 ± 0.20 |
| 1-WL                   | 4.90 ± 0.23  | 4.69 ± 0.16 | 4.73 ± 0.20 |

Expressive GNNs beyond 1-WL algorithm GNNs based on the 1-WL algorithm have been proved at most as powerful as 1-WL with the injective aggregation and pooling functions (Xu et al., 2018; Morris et al., 2019). The fact limits the discriminative power of GNNs. Therefore, more and more kinds of GNNs with higher expressive power than 1-WL have been proposed recently. One intuitive idea is to build GNNs based on high-dimension WL algorithm, e.g., PPNG (Maron et al., 2019) based on the 2-WL algorithm, k-GNNs (Morris et al., 2019) based on set \( k \)-WL algorithm. However, the high dimension WL algorithms require enumeration of the nodes tuple, which limits the scalability and generalization with high computational cost. Then, many methods intend to improve the expressive power of GNNs, e.g., ID-GNNs (You et al., 2021), Nested GNN (Zhang & Li, 2021). More related works are discussed in the Appendix.

6. Related Works

Methods for Graph Isomorphism Test The Graph Isomorphism (GI) problem is the algorithmic problem to decide whether two graphs are structurally identical (Grohe & Schweitzer, 2020). It has been proved that the GI problem can be solved in quasipolynomial (\( \exp((\log n)^{O(1)}) \)) time theoretically (Babai, 2016). Weisfeiler and Lehman (WL) algorithm is one of the simplest approaches to the GI problem which can work well on many graphs (Grohe, 2017). However, 1-WL is limited in distinguishing \( k \)-regular graphs and some non-isomorphic graph pairs. Subsequently, 1-WL is generalized to high dimensions as \( k \)-WL algorithm. However, \( k \)-WL takes \( k \)-nodes tuples as atomic facts, and the enumeration of the tuples makes it a computationally complex method. The runtime complexity is \( O(n^{k+1} \log n) \). Different from \( k \)-WL, our Twin-WL enhance the distinguishing power on the basis of subtree pattern obtained by 1-WL, and it can be achieved synchronously during the 1-WL iterations, no additional runtime is required.

7. Conclusion

The widely adopted message passing graph neural networks (GNNs) are at most as powerful as 1-WL. We propose Twin-WL paradigm as the theoretical basis for high expressive GNNs beyond 1-WL. The Twin-WL conducts label and identity passing simultaneously without extra runtime. The additional identity passing preserves a complete substructure around a node which offers extra expressiveness. To further readout the structure information, we provide two implementations including STwin-GNN and NTwin-GNN for different scenarios. We experimentally demonstrate the effectiveness and the high expressiveness of our Twin-GNNs.
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