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Abstract

We study the problem of quantitative facts extraction for text with percentages. For example, given the sentence “30 percent of Americans like watching football, while 20% prefer to watch NBA.”, our goal is to obtain a deep understanding of the percentage numbers (“30 percent” and “20%”) by extracting their quantitative facts: part (“like watching football” and “prefer to watch NBA”) and whole (“Americans”). These quantitative facts can empower new applications like automated infographic generation. We formulate part and whole extraction as a sequence tagging problem. Due to the large gap between part/whole and its corresponding percentage, we introduce skip mechanism in sequence modeling, and achieved improved performance on both our task and the CoNLL-2003 named entity recognition task. Experimental results demonstrate that learning to skip in sequence tagging is promising.

1 Introduction

Infographics are graphic visual representations of information and data intended to present information quickly and clearly. In the area of design and visualization, according to the survey conducted by Cui et al. (2019), about 43% of the high-quality infographics on the web are proportion related. Figure 1 shows an infographic example. Infographics are more engaging and memorable than plain text, and it motivates us that how we can generate the infographics automatically from the text.

Percentage is often used to express a proportionate part of a whole. Figure 1 shows the percentages of graduates with loans under different degrees. For the four percentages, students with each degree can be considered as the corresponding wholes, and they share the same part – “graduates with loans”. Therefore, from text analytics part, to automatically generate infographics from the text, we need to extract quantitative facts part and whole. Lamm et al. (2018a) define the Quantitative Semantic Role Labeling (QSRL) Schema for quantitative fact extraction. Here, we only focus on percentage related quantitative facts part and whole in QSRL. Sentences like “The current U.S. GDP growth rate is 1.9%.” are filtered out with a rule-based classifier because there is no part or whole associated with the percentage.

Lamm et al. (2018b) propose a Conditional Random Field (CRF) (Lafferty et al., 2001) based approach to jointly perform quantitative fact extraction and relation analysis. Following the QSRL schema defined by Lamm et al. (2018a), part and whole could be considered as entity-like semantic roles of the corresponding percentage. Therefore, we formulate part and whole extraction as a sequence tagging task, and leverage the state-of-the-art techniques in named entity recognition (NER) (Huang et al., 2015; Lample et al., 2016) or semantic role labeling (SRL) (He et al., 2017, 2018). We regard this approach as the baseline approach and will present more details in Section 2 later.

In our task, the gap between part or whole with its corresponding percentage could be quite large. For example, in sentence “The World Bank estimates that 77% of jobs in China, 69% of jobs in India, and 85% of jobs in Ethiopia, are at risk of automation (Carl Benedikt Frey, 2018).”, the three percentage numbers (77%, 69% and 85%) share the same part “at risk of automation”, which locates at the last sub-sentence preceded by a comma. The baseline approach fails to extract the part for all the percentage numbers, mainly due to the long-
term dependency. However, it could extract part and whole for all percentages correctly when the last (underlined) comma is removed. Not all input tokens are equally important, this motivates us that we could achieve improved performance by skipping some tokens in the original text.

In this paper, we introduce skip mechanism to address the long-term dependency for part and whole extraction. Our approach is generic and could be applied to other sequence tagging tasks like NER. Experimental results show that our solution outperforms competitive strong baselines on both our task and the CoNLL-2003 NER task (Tjong Kim Sang and De Meulder, 2003), demonstrating that learning to skip in the sequence modeling is promising.

2 Baseline Approach

For all input text, we use Recognizers-Text\textsuperscript{1}, a rule-based tool, to extract and normalize percentages. After that, we label the part and whole for each percentage. Given the percentage, part and whole could be considered as entity-like semantic roles. Following Lample et al. (2016) in NER, we design a bidirectional Long Short Term Memory (biLSTM) (Hochreiter and Schmidhuber, 1997) with CRF as the extraction model, part and whole are text spans represented using “BIOUL” (same as “BIOES”) schema\textsuperscript{2}. We encode the words in a sentence with fixed pre-trained word embeddings. We also concatenate some additional features such as Part-of-Speech (POS) tags and whether a token is the percentage token (based on the output of Recognizers-Text). These features are randomly-initialized, learned embeddings.

In semantic role labeling, for sentences with multiple predicates, He et al. (2017) concatenate the input features with a binary mask \{0, 1\} indicating whether the word is of the current predicate. After that, sentences are fed to the model multiple times, each time with a mask 1 for one predicate. Similar to He et al. (2017), we append the input feature with a binary mask indicating whether it is the token of the current percentage for extraction, and feed the model multiple times to obtain the parts and wholes for all percentages. We regard this approach as the baseline approach. It should be noted that the backbone of the baseline approach is the biLSTM+CRF model, for simplicity, we denote the baseline approach as biLSTM+CRF.

3 Learning to Skip

3.1 Overview

biLSTM+CRF is one of the state-of-the-art approaches in sequence tagging, where LSTM is a special kind of recurrent neural network (RNN) that designed to capture long-range dependencies. LSTM has become a popular architecture for modeling natural language. It reads every input token and outputs a distributed representation for each token. However, not all input tokens are equally important in many NLP tasks, and it is the fact that texts are often written redundantly. For this reason, many variants of RNNs, including LSTM-Jump (Yu et al., 2017), Skim-RNN (Seo et al., 2018), Skip RNN (Campos et al., 2018), Structural-Jump-LSTM (Hansen et al., 2019), and Leap-LSTM (Huang et al., 2019), are proposed to skip/skim some uninformative tokens.

A natural way to empower the biLSTM+CRF model with the capability to skip is to replace the LSTM layer with its skip variants. Figure 2 presents an overview of our proposed model. Since there are two LSTM layers (forward and backward), a token is skipped if either the forward layer or the backward layer decides to skip it. The output of remained tokens is fed into the CRF layer. The model is jointly optimized based on the CRF loss on the remained tokens and the skip loss on the skipped tokens. In this paper, we adopt the Skip LSTM proposed by Campos et al. (2018) which has two advantages over other skip variants, 1) Skip LSTM only augments the LSTM with a linear layer, the size of the additional parameter is rather small; 2) training Skip LSTM is fairly simple, no reinforcement learning techniques are needed.

\textsuperscript{1}https://github.com/microsoft/Recognizers-Text

\textsuperscript{2}We will use this schema through this paper as previous studies (Ratinov and Roth, 2009; Dai et al., 2015) have reported meaningful improvement with this scheme in NER.
3.2 Skip LSTM

Here, we briefly introduce the Skip LSTM, please refer to (Campos et al., 2018) for details. Let \( x = (x_1, \cdots, x_T) \) denote the input sequence. LSTM generates a state sequence \( s = (s_1, \cdots, s_T) \) by applying the state transition model \( S \):

\[
s_t = S(s_{t-1}, x_t) \tag{1}
\]

The Skip LSTM augments LSTM with a binary state update gate, \( u_t \in \{0, 1\} \), where \( u_t = 1 \) means that the state will be updated using the state transition model \( S \) (as the same in LSTM), \( u_t = 0 \) denotes that the state is copied from the previous time step, and the input token at timestep \( t \) is skipped. The binary state update gate \( u_t \) is calculated by

\[
u_t = f_{\text{binarize}}(\tilde{u}_t)
s_t = u_t \cdot S(s_{t-1}, x_t) + (1 - u_t) \cdot s_{t-1}
\]

\[
\Delta \tilde{u}_t = \sigma(W_p s_t + b_p)
\]

\[
\tilde{u}_{t+1} = u_t \cdot \Delta \tilde{u}_t + (1 - u_t) \cdot \min(\tilde{u}_t + \Delta \tilde{u}_t, 1)
\]

where \( W_p \) is a weights vector, \( b_p \) is a scalar bias, \( \sigma \) is the sigmoid function and \( f_{\text{binarize}}: [0, 1] \rightarrow \{0, 1\} \) binarizes the input value. In Skip LSTM, \( f_{\text{binarize}} \) is implemented as a deterministic function \( u_t = \text{round}(\tilde{u}_t) \). The model is differentiable except \( f_{\text{binarize}} \), following (Campos et al., 2018), we define the gradients during backward pass as:

\[
\frac{\partial f_{\text{binarize}}(x)}{\partial x} = 1 \tag{2}
\]

This is a straight-through estimator (Bengio et al., 2013). Though it is a biased estimator, it is more efficient than other unbiased but high-variance estimators such as REINFORCE (Williams, 1992).

Skip LSTM copies the previous states of the hidden state as the same in LSTM), \( s_t \), \( u_t \) denote the input sequence. LSTM (as the same in LSTM), \( s_{t-1} \), \( x_t \) notes that the state is copied from the previous time step, and the input token at timestep \( t \) is skipped. The binary state update gate \( u_t \) is calculated by

\[
u_t = f_{\text{binarize}}(\tilde{u}_t)
s_t = u_t \cdot S(s_{t-1}, x_t) + (1 - u_t) \cdot s_{t-1}
\]

\[
\Delta \tilde{u}_t = \sigma(W_p s_t + b_p)
\]

\[
\tilde{u}_{t+1} = u_t \cdot \Delta \tilde{u}_t + (1 - u_t) \cdot \min(\tilde{u}_t + \Delta \tilde{u}_t, 1)
\]

where \( W_p \) is a weights vector, \( b_p \) is a scalar bias, \( \sigma \) is the sigmoid function and \( f_{\text{binarize}}: [0, 1] \rightarrow \{0, 1\} \) binarizes the input value. In Skip LSTM, \( f_{\text{binarize}} \) is implemented as a deterministic function \( u_t = \text{round}(\tilde{u}_t) \). The model is differentiable except \( f_{\text{binarize}} \), following (Campos et al., 2018), we define the gradients during backward pass as:

\[
\frac{\partial f_{\text{binarize}}(x)}{\partial x} = 1 \tag{2}
\]

This is a straight-through estimator (Bengio et al., 2013). Though it is a biased estimator, it is more efficient than other unbiased but high-variance estimators such as REINFORCE (Williams, 1992).

3.3 Bidirectional Skip LSTM + CRF

Following the biLSTM+CRF, we stack two layers of Skip LSTMs (forward and backward) with CRF for sequence tagging. A token is skipped if either the forward or backward Skip LSTM decides to skip it. The Skip LSTM outputs of the remained tokens are fed into the CRF layer. The CRF loss (the negative log-probability of the correct tag sequence), \( L_{\text{CRF}} \), is calculated based on the remained tokens. In order to prevent our model from skipping entity tokens, we introduce skip loss on the skipped tokens. Let \( y = (y_1, \cdots, y_T) \) denote tag sequence of \( x \), the skip loss on \( x \) is calculated by

\[
L_{\text{skip}}(x, y) = \sum_t \sum_d (1 - u_{t,d}) \cdot I_{\Omega}(y_t) \tag{3}
\]

where \( d \) is the direction, \( d \in \{\text{forward, backward}\} \), \( u_{t,d} \) is the update gate of the token \( x_t \) on direction \( d \), \( \Omega \) is the set of entity related tags, \( e.g., \Omega \) contains all the tags except ‘O’ in ‘BIOUL’ tagging schema, \( I \) is the indicator function, it equals to 1 when \( y_t \in \Omega \) and 0 otherwise. The training objective is to jointly optimize the CRF loss and skip loss on the training set \( D \), which can be formulated as

\[
L_D = E_{(x,y) \sim D}[L_{\text{CRF}}(x, y) + \lambda L_{\text{skip}}(x, y)] \tag{4}
\]

\( \lambda \) balances the weight between CRF loss and skip loss. For prediction, tags of the skipped tokens will be ‘O’, except those tokens that exist in the predicted entity span. For example, an entity has three tokens, and our model skips the second one, CRF assigns ‘B-Entity’ and ‘L-Entity’ to the first and third token. We will set the tag of the second token as ‘I-Entity’ to obtain valid entity spans.

3.4 Data & Settings

For part and whole extraction, we sample and label 1,423 sentences with percentages from Wikipedia, where the percentages are extracted and normalized using Recognizers.Text. On average, there are 2.23 percentages per sentence. The train/dev/test split of sentences (instances) is 825(1,798)/278(598)/282(592), note that sentence with multiple percentages will be converted to multiple instances as explained in Section 2.

For both baseline approach (biLSTM+CRF) and our model, we use GloVe (Pennington et al., 2014) as the pre-trained word embeddings, the length of the POS tag feature is 25, the dimension of the hidden state is 50, and the learning rate is 0.001.

To verify the effectiveness of skipping in sequence modeling, we run our model on the CoNLL-2003 NER task. We follow the AllenNLP (Gardner et al., 2018) settings3 of using GloVe (denoted by Allen-GloVe) and ELMo (Peters et al., 2018) (denoted by Allen-ELMo) on the NER task with biLSTM-CNNs-CRF (Chiu and Nichols, 2016; Ma and Hovy, 2016; Peters et al., 2017), where CNN is employed to model character-level information.

We set the number of biLSTM (bi-Skip LSTM) in

3https://github.com/allenai/allennlp/tree/v0.8.3/training_config
Allen-GloVe and Allen-ELMo to one\textsuperscript{4}. It should be noted that experiments on NER is to demonstrate that our model could also be applied to other sequence tagging tasks. Boosting the performance of NER is not the focus of our work.

In our model, $\lambda$ balances the importance between CRF loss and skip loss. We select $\lambda$ ranging from 0.02 to 1.00, with step size 0.02. For the baseline and our model (under each $\lambda$), the results are averaged over 20 runs with random initialization.

### 3.5 part and whole Extraction

Our approach outperforms the biLSTM+CRF significantly ($p$-value$<0.01$) under all settings of $\lambda$. Table 1 shows the results with standard deviation. “best” (“median”) is the best (median) of the averaged results when varying the parameter $\lambda$. It should be noted that no existing approaches could be applied to our task, and biLSTM+CRF is a strong baseline. For each $\lambda$, the result is calculated over 20 runs. The results indicate that learning to skip in sequence modeling improves the part and whole extraction performance.

We find that our model is stable when varying $\lambda$, because the number of skipped tokens is rather small. On average, we skipped 24.6 tokens on the test set, among which 1.53 are entity tokens (skip errors), while the total number of tokens is 17,749. We do further analysis by training the standard biLSTM+CRF with some stopwords and punctuations randomly removed. The performance drops significantly, which explains that the skip mechanism should not be activated frequently.

To obtain an overview of the skipped tokens, we aggregate the skipped tokens on the test set over all the settings, and the most commonly skipped tokens are \{., to of and in by the were -\}\textsuperscript{5}, which demonstrates that our approach could effectively skip some uninformative tokens in text sequence.

Our approach fails when the multiple percentages in the sentence are expressed with “respectively”. For example, Indian, Pakistani, and Nepalese, made up 0.4%, 0.3%, and 0.2% of Hong Kong’s population, respectively. There are also some other complicated cases (ellipsis, coreference, etc.) that both our approach and baselines fails, which cannot be summarized here due to space limit. We leave them as our future work.

### 3.6 CoNLL-2003 NER task

On the CoNLL-2003 NER task, for Allen-GloVe, when introducing skipping, 44 out of 50 settings of $\lambda$ achieve improvements over the biLSTM-CNNs-CRF, and for Allen-ELMo, our approach outperforms baseline under all settings of $\lambda$. Table 2 shows the results with several strong baselines using the same version of GloVe. We do not compare with BERT (Devlin et al., 2019) or flair (Akibk et al., 2018) because we focus on skipping in biLSTM+CRF. The improvement is not as significant as in part and whole extraction, the reason might be that dependencies among entities are weaker than that among part and whole.

The number of skipped tokens is also quite small on the test set. When introducing skipping to Allen-ELMo, our model skips 16.7 tokens on average, among which 0.57 are entity tokens, while the total number of tokens is 46,435. We find that those commonly skipped tokens are mostly stopwords, for example, in Allen-ELMo with skip, the most common skipped tokens are \{- , said ‘s was of has and the in\}, which demonstrates that our approach could skip uninformative tokens effectively.

### 4 Conclusion

We study part and whole extraction for percentages in text. The output of our work can support new applications like automated graphic plot generation. Experimental results on both our task and NER show that learning to skip is effective and promising in sequence tagging tasks.

\begin{table}[h]
\centering
\begin{tabular}{lcc}
\hline
 & overall & part & whole \\
\hline
biLSTM+CRF & 72.13(0.61) & 70.47(0.88) & 73.83(1.01) \\
+skip & best & 73.75(0.75) & 72.17(0.84) & 73.38(1.04) \\
 & median & 73.38(0.55) & 72.05(0.83) & 74.72(0.89) \\
\hline
\end{tabular}
\caption{F1 of part & whole Extraction.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{lcc}
\hline
 & Allen-GloVe & 89.80(0.27) \\
 & +skip(best) & 89.95(0.21) \\
 & +skip(median) & 89.86(0.25) \\
\hline
Allen-ELMo & 92.26(0.10) \\
 & +skip(best) & 92.43(0.14) \\
 & +skip(median) & 92.34(0.18) \\
\hline
(Peters et al., 2017) & 91.93(0.19) \\
(Peters et al., 2018) & 92.22(0.10) \\
\hline
\end{tabular}
\caption{F1 score on CoNLL-2003 NER task.}
\end{table}

\textsuperscript{4}There are two biLSTM layers in (Peters et al., 2018).
\textsuperscript{5}We sort the tokens based on the skip frequency divided by the logarithm of frequency on the test set.
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