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Abstract. We investigate numerically a quasi-static elasticity system of Kachanov-type. To do so we propose an Euler time discretization combined with a suitable finite elements scheme (FEM) to handle the discretization in space. We use ODE-type arguments to prove the consistency of the scheme as well as its convergence rate. We rely on the computational platform FEniCS© to perform the FEM discretizations in space needed to compute the model output. The simulation results show a good agreement with both the physics of the problem and with our previous qualitative mathematical analysis results obtained for precisely the same problem setting. Furthermore, our implementation recovers nicely the theoretically expected convergence rate. This is a preliminary study preparing the framework for the rigorous numerical identification of the damage process in Kachanov-type models.

1 Introduction

Due to recent technological developments, there is a rapidly increasing interest in getting grip on computable quantitative indicators of mechanical damage in real materials. The difficulty of the topic is considerable if one has in mind that damage cannot be directly measured and, on top of this, materials are increasingly complex due to their composite structure and built-in functionalities. Having in mind the durability (i.e. the large time behavior) of materials and involved maintenance costs, significant efforts are paid continuously to identify damage properties. Seen from this perspective, our study wants to contribute using the classical framework of a Kachanov-type model (see e.g. Kachanov 1986) which is in line with the series of sophisticated damage models developed by the engineers in the last approximately 20 years.

Besides any practical consideration, our interest in the model lies in its interesting mathematical structure (a nonlinear coupling between elliptic and ordinary differential equations). We refer the reader to a couple of relevant computational approaches like Darabi et al. [2012], de Souza Neto et al. [1998], Lennon et al. [2004], Han et al. [2009], Ostwald et al. [2019], Li et al. [2021] as well as to Lin et al. [2005] for a recent review. In Grützner and Muntean [2018] we presented a gentle introduction to the topic and we listed our philosophy concerning damage identification via Kachanov-type models. The mathematical analysis of the forward problem, as formulated in Section 2, and the main ingredients for handling the inverse problem have been considered in Grützner and Muntean [2021]. We are considering here only the elliptic case, but it is worth noting that a discussion of a hyperbolic scenario, very much inspired by our problem setting, is done in Gerken et al. [2020]. We stress the fact that handling inverse questions for our problem is particularly challenging because of the nonlinearity arising in the structure of the differential operator (a typical feature of the Kachanov setting).

The main objective of this paper is to illustrate numerically the behavior of our model in physically relevant parameter ranges. We use an Euler-type discretization in time combined with a FEM discretization in space with controlled consistency and convergence properties. Our numerical results confirm the theoretically expected behavior of solutions.
The structure of the paper is organized in the following fashion: Section 2 contains the list of our model equations. As our problem is mathematically well-posed (cf. Theorem 3.1 in Grützner and Muntean [2021]), we perform a basic numerical analysis of the employed time discretization in Section 3. In Section 4 we discuss the possibility that singularities arise due to an eventual mismatch of boundary conditions and indicate practical options to avoid the occurrence of such unwanted effects. After discussing implementation matters in FEniCS©, we illustrate in Section 6 the typical numerical output our model can deliver. We refer to Logg et al. [2012] for an extensive introduction to this open-source c++ library. Note that all meshes were generated by Gmsh©, all images showing spatial distributions of the solution were generated by ParaView©. It is worth noting that the convergence rates of our numerical scheme matches the theoretical a priori convergence rates. Using numerical simulations, we point out concrete scenarios when corner-type singularities may arise and indicate possible remedies. The paper closes with a brief conclusion section.

2 Forward Problem. Setting of model equations.

Our aim is to simulate numerically the following Kachanov-type system, which we will refer to as the Forward Problem. Setting of model equations.

2.1 Analytical setting

The functional analytical setting has been introduced and well investigated in part one of this work (see Grützner and Muntean [2021]). To keep presentation concise, we will only repeat the basic functional spaces from that part.

$W^{k,p}(\Omega)$ denotes the specified Sobolev space of $k$-times weakly differentiable $p$-integrable functions. We denote by $H^k(\Omega) := W^{k,2}(\Omega)$ and $L^p(\Omega) := W^{0,p}(\Omega)$ square integrable Sobolev and Lebesgue spaces, respectively. We introduce basic function spaces for damage evolution and start with

\[ D := \{ d \in W^{1,\infty}(S; L^{\infty}(\Omega)) : 0 \leq d(t, x) \leq \omega_1 \text{ a.e. in } S \times \Omega \} \]

where $\omega_1 \in \mathbb{R}$ denotes a fixed non-negative constant such that $0 \leq \omega_1 < 1$ holds. We name its elements damage functions. We refer to elements of

\[ D_0 := \{ d_0 \in L^{\infty}(\Omega) : 0 \leq d_0(x) \leq \omega_0 \text{ a.e. in } \Omega \} \]

as initial damage and expect the constant $\omega_0$ to suffice $0 \leq \omega_0 \leq \omega_1$. This is to allow for non-zero initial damage as well. Let $Y := B(0, \bar{y}) \subset \mathbb{R}^{N^2}$ be the closed ball of radius $\bar{y} > 0$ and center placed in 0. Furthermore, we introduce

\[ \Sigma := \{ \sigma \in \mathbb{R}^{N \times N} : \sigma = \sigma^T \} \]

as the set of symmetric matrices. We consider a reference configuration $\Omega^0 \subset \mathbb{R}^N$ and denote by $u_0$ a fixed displacement field. For the sake of completeness, we mention that the Cauchy stress tensor $\sigma$ is defined as

\[ \sigma := 2\mu \varepsilon(u) + \lambda \text{tr}(\varepsilon(u)) I \]

with $\mu$, $\lambda$ the Lamé coefficients, $\varepsilon$ the linearized Cauchy-Green strain tensor, $I$ the identity matrix, and $\text{tr}$ denotes the trace.

Besides the time interval $S := (0, T) \subset \mathbb{R}$ with $0 < T < \infty$ and the spatial domain $\Omega \subset \mathbb{R}^2$, in Proposition 2.1 $\sigma$ denotes the Cauchy stresses in the reference configuration expressed via the effective stresses derived in the previous section, $d$ the damage variable, $\lambda, \mu$ the Lamé coefficients, $\varepsilon$ the linearized Cauchy-Green strain tensor, $f$ the volumetric forces, $g$ an expression for the effective stresses which is in particular dependent on the mollified gradient of the displacements $\nabla \varepsilon u$. The objects $\nu$ and $\tau$ are representing the outer normal on $\partial \Omega$ and $\tau$ the stresses acting on $\Gamma_2$, a part of the boundary of $\Omega$, respectively.
the set of admissible damage processes

\[ G := \left\{ g \in L^\infty \left( S; L^\infty (\Omega; C^{1,1}(\mathbf{Y})) \right) \right\}; \]

\[ \forall \mathbf{y} \in \mathbf{Y} : 0 \leq g(\cdot, \cdot, \mathbf{y}) \leq T^{-1}(\omega_1 - \omega_0)(1 - \omega_1)^\alpha \text{ a.e. in } S \times \Omega \}, \]

where \( \alpha \geq 1 \) is some fixed constant and \( C^{m,\lambda}(\mathbf{Y}) \) indicates the specified Hölder space of \( m \)-times continuously differentiable functions \( \mathbf{Y} \subset \mathbb{R}^{N^2} \rightarrow \mathbb{R} \) satisfying the Hölder condition with exponent \( \lambda \).

### 2.2 Discretization

Starting off from equations (1), we can immediately state our choice of discretization. Note that the weak formulation for the continuous problem is stated in Grützner and Muntean [2021] where also a detailed well-posedness study is offered. We rely on this specific contribution to study the quality of our discretization scheme shown in this section. For the discretization \( S_n \), corresponding to the time interval \( S := (0, T) \) with \( 0 < T < \infty \), we set

\[ S_n := \{ t_n \in S; t_{n+1} = t_n + s, n \leq N_T \}, \quad s_N := T/N_T, \quad N_T \in \mathbb{N}, \]

where \( s \in \mathbb{R} \) denotes the step size in time. We choose standard continuous Lagrange elements for the spatial discretization in two dimensions, i.e.,

\[ V_h := \{ \varphi \in C^0(\Omega_h)^2; \forall T_h \in \mathcal{T} : \varphi|_{T_h} \in \mathcal{P}_1(T_h), \varphi = 0 \text{ on } \Gamma_{0,h} \}, \]

where \( T_h \in \mathcal{T} \) is assumed to be an element of the regular triangulation \( \mathcal{T} \) of \( \Omega \) and \( \mathcal{P}_1(T_h) \) denotes the polynomials over \( T_h \) of first order. Analogously, we introduce the space

\[ D_h := \{ \varphi \in C^0(\bar{\Omega}_h); \forall T_h \in \mathcal{T} : \varphi|_{T_h} \in \mathcal{P}_1(T_h) \} \]

(7)

to find the appropriate FE representation of the damage variable \( d \) with respect in space.

#### Definition 2.2 (Discretized Forward Problem).

For all \( n \in \mathbb{N} \) satisfying \( 0 \leq n \leq N_T \), we look for \((u_h(t_n), w_h(t_n), d_h(t_n)) \) in \( V_h \times V_h \times D_h \) such that for all \((\varphi_{V_h}, \varphi_{D_h}) \) in \( V_h \times D_h \), the expressions

\[ \int_{\Omega_h} \left(1 - d_h(t_n)\right) \left( \lambda_h \text{ tr}(\varepsilon(u_h(t_n))) I + 2\mu_h \varepsilon(u_h(t_n)) \right) : \varepsilon(\varphi_{V_h}) \, d\mathcal{L}^2 \]

\[ = \int_{\Omega_h} f(t_n) \cdot \varphi_{V_h} \, d\mathcal{L}^2 + \int_{\Gamma_{2,h}} \tau_h(t_n) \cdot \varphi_{V_h} \, d\mathcal{H}^1, \quad (8a) \]

\[ \int_{\Omega_h} w_h \cdot \nabla \varphi_{V_h} \, d\mathcal{L}^2 = \int_{\Omega_h} \nabla u_h \cdot \varphi_{V_h} \, d\mathcal{L}^2, \quad (8b) \]

\[ t_n = t_{n-1} + \Delta t, \quad (8c) \]

\[ d_h(t_n) = d_h(t_{n-1}) + \left(1 - d_h(t_{n-1})\right)^{-\alpha} g_h^i \left(t_{n-1}, w_h^i(t_{n-1})\right), \quad (8d) \]

\[ d_h(t_n) = \sum_{i=1}^{N_h} d_h(t_n) \varphi_{D_h}^i, \quad (8e) \]

hold for all \( i = 1, \ldots, N_h < \infty \) with the discretized initial values

\[ u_h(t_0) = u_{h,0}, \quad (8f) \]

\[ d_h(t_0) = d_{h,0}. \quad (8g) \]

In equation (8a) we start with the FE discretization of the equation of motion. Since we want to solve the damage equation on every node of the continuous Lagrange triangulation, we have to use the \( L^2 \)-Projection in order to compute the values of the displacement gradient on the nodes (see equation (8b)). In equation (8c) we use an explicit Euler scheme to discretize the ODE and employ the computed values to find the FE representation of \( d_h \) in equation (8e).
3 Numerical analysis

We aim to show convergence of the numerical scheme to the solution of the continuous model. Having this scope in mind, we limit our investigation to the study of an explicit Euler scheme. Transferring these results to schemes of higher order, like the Runge-Kutta ones, is straightforward. Note that we chose to keep in our presentation the mollification of the displacements’ gradient that we extensively in the mathematical analysis of this problem. However, in the context of this paper, a natural choice for the mollification could as well be an $L^2$-projection, as it is already used in the FE scheme.

Figure 1 illustrates the general situation. We take an arbitrary point $x$ of the mesh used to discretize the model in space and look at the damage variable and its continuous evolution $\Phi$, respectively, at the initial and two consecutive time steps of the discretized time interval; see the definition of an evolution in Deuflhard et al. [2002]. Compared to a discrete evolution $\Psi$ via the explicit Euler scheme, one ends up making different types of errors. For numerical schemes aiming to solve these kind of problems, a common approach is to talk about consistency. We will see that having to deal with a coupled problem introduces additional aspects that have to be taken into account. In a classical decoupled ODE setting, so-called consistency errors, say $\varepsilon_i$ for $i = 1, 2$, describe the errors occurring in single time steps, if the correct damage at the previous step is known; compare to Definition 4.3 in Deuflhard et al. [2002]. Note that in our case, the correct displacements have to be known, too. This translates to

$$\varepsilon_i = \Phi(t_{i-1}, t_i, r_h, x_h) d_h - \Psi(t_{i-1}, t_i, r_h, x_h) d_h = d_h(t_i, x_h) - d_h(t_{i-1}, x_h) - \tau_i r_h(t_{i-1}, d_h(t_{i-1}, x_h))$$  \hspace{1cm} (9)

for $i = 1, 2$. In a subsequent time step, this error is then transported via the discretization scheme, since the right-hand side $f$ is evaluated at an approximation $d_h^i(x_h)$ rather than the correct damage value $d(t_i, x_h)$. This leads to an error when calculating the tangent’s slope for the next time step and thus to another type of error $\varepsilon_s$, i.e., a discretization error in time.

Figure 1 Error evolution and overall convergence of numerical scheme.

In our case, we face an additional difficulty – due to the intimate coupling of damage and displacements, we do not have access to the right-hand side $r$ but only to its approximation $r_h$ in space. The fact that $g$ depend on the displacements $u$, too, whose solution is approximated via an FEM scheme is the main reason for this. This causes an additional error $\varepsilon_h$, which already effects the computation of the first time step. The situation is shown in the left illustration of Figure 1. This effects the consistency of the numerical scheme in the classical sense. Figuratively speaking, the approximated right-hand side $r_h$ causes a deviation from the correct tangent’s slope at a specific damage and time. Therefore, the approximation error from the displacements has to be factored into our investigation.

The general idea to prove convergence of the numerical scheme is presented in the right subfigure of Figure 1. Here $d(\cdot, x_h)$ denotes the exact solution evaluated at some of the time steps and at a specific point in space. We approximate the right-hand side of the damage evolution equation by utilizing the Finite Element Method we implemented to solve the equation of motion and denote the solution $d_h$. Since we showed in the analysis part of this work that the solution $d$ depends Lipschitz-continuously on the right-hand side, we can then directly estimate the approximation error $\|d - d_h\|$. By employing a consistent numerical scheme we solve the discrete damage evolution equation numerically in time in a second step. The discrete solution is denoted by $d_{s_h}$. Thus, we can estimate the error between exact and discrete solution by splitting the error into $\|d - d_h\|$ and $\|d_h - d_{s_h}\|$. Looking at the right part of Figure 1 this basically
translates into making such small steps in time so that the numerical solution stays within a compact neighborhood \( K \) of \( d_h \) that completely lies within a neighborhood of the exact solution \( d \).

### 3.1 Approximated right-hand side

We start by formally introducing the right-hand sides mentioned in the previous section. Our main statements about them will concern their Lipschitz-in-time property.

**Definition 3.1.** Let \( g \in \mathcal{G} \cap C^{0,1}(S; L^\infty(\Omega; C^{1,1}(\overline{\Sigma}))) \). We set

\[
\begin{align*}
 r(t, x, d(t, x)) &:= g(t, x, \nabla^\mu \mathcal{O}^{f+\tau}_{E}(d(t, x)))(1 - d(t, x))^{-\alpha}, \\
r_h(t, x, d(t, x)) &:= g(t, x, \nabla^\mu \mathcal{O}^{f+\tau}_{E,h,t}(d(t, x)))(1 - d(t, x))^{-\alpha}
\end{align*}
\]

(10)

and refer to \( r, r_h \) as the right-hand sides of the damage evolution equation and its approximation, respectively. Here the operator \( \mathcal{O}^{f+\tau}_{E,h,t} : \mathcal{D} \to L^\infty(\Omega; V) \) denotes the solution operator taken from Corollary 3.7 of part 1 (cf. Grützner and Muntean 2021) mapping a given damage to the respective displacements. We define \( \mathcal{O}^{f+\tau}_{E,h,t} : L^\infty(\Omega) \to V_h, \ d \to u_{h,t} \) mapping a given spatial damage distribution to the respective solution of the discretized equation of motion in space.

**Remark 3.2.** Note that time is merely a parameter for the equation of motion in this quasi-static setting. Thus choosing data for the equation of motion to be Lipschitz in time suffices to ensure that the solution inherits the property as well. For details, see Proposition 3.4 in Grützner and Muntean 2021 and its proof.

**Lemma 3.3.** By choosing data for the equation of motion to be Lipschitz in time, the ODE’s right-hand sides from Proposition 3.1 becomes Lipschitz with respect to time.

**Proof.** The claim for \( r \) follows directly from Theorem 3.12, Proposition 3.28, Lemma 4.2, and Proposition 4.6 of Grützner 2015. Regarding \( r_h \), we refer to Remark 3.2.

**Lemma 3.4.** \( r, r_h \) are Lipschitz with respect to the state variable \( d \) for almost all \( x \in \Omega \).

**Proof.** We recall that \( d \in \mathcal{D} \) is essentially bounded. Also note that \( x \mapsto x^{-\alpha} \in C_0^\infty([1 - \omega_1, 1]) \) holds. Since \( g \in \mathcal{G} \cap C^{0,1}(S; L^\infty(\Omega; C^{1,1}(\overline{\Sigma}))) \) holds too, the claim holds true.

We state now a standard auxiliary result concerning the estimation of the spatial errors in the context of the Finite Element Method. For more on this matter, we refer the reader, for instance, to the standard texts Braess 2007, Ciarlet 2002, Dautray et al. 2000, Dziuk 2010. Note that we chose continuous Lagrange elements on a regular triangulated domain (see (6)), i.e., our finite element space is regular enough so that the following result is valid.

**Lemma 3.5.** Assuming the weak solution \( u \) to the equation of motion satisfies \( u \in L^\infty(\Omega; H^{k+1}(\Omega)) \) for some integer \( k \geq 1 \) and the data is smooth enough. Then it exists a constant \( c > 0 \), which is independent of \( h \), such that

\[
\|u(t) - u_h(t)\|_{H^1(\Omega)} \leq Ch^k \text{ a.e. in } S.
\]

(11)

**Remark 3.6.** See also Proposition 3.5, 3.6 in Grützner and Muntean 2021 regarding higher regularity properties of the solution to the equation of motion.

**Lemma 3.7.** Let \( d \in \mathcal{D}, \ g \in \mathcal{G} \cap C^{0,1}(S; L^\infty(\Omega; C^{1,1}(\overline{\Sigma}))) \) and respective data for the equation of motion be given. Together with the right-hand sides \( r, r_h \) from Definition 3.1, the following a priori estimate

\[
\|r(d) - r_h(d)\|_{L^\infty(S; L^\infty(\Omega))} \leq Ch
\]

(12)

holds for some constant \( C > 0 \) independent of \( h \).

**Proof.** The equations from Definition 3.1 together with the uniform bound for damage functions immediately allow us to bound the term \( (1 - d)^{-\alpha} \). By definition, \( g \in \mathcal{G} \cap C^{0,1}(S; L^\infty(\Omega; C^{1,1}(\overline{\Sigma}))) \) is Lipschitz. Taking into account a suitable mollifier for the gradient immediately leads us to obtain

\[
\|r_x(d, x) - r_x,h(t, d(t, x))\|_{L^\infty(S; L^\infty(\Omega))} \leq \|G(\nabla^\mu u_d) - G(\nabla^\mu u_{h,d})\|_{L^\infty(S; L^\infty(\Omega))} \leq c\|u_d - u_{h,d}\|_{L^\infty(S; H^1(\Omega))} \leq Ch.
\]

(13)

For this to happen, we used Lemma 3.5. This completes the proof.
Relying on these preliminaries, we can directly state the error estimate for approximating the right-hand side \( r \) of the damage evolution equation by \( r_h \).

**Corollary 3.8.** Let \( d, d_h \in \mathcal{D} \) be the solutions to the continuous, and respectively, discretized damage evolution equations. \( r, r_h \) refer to the exact and approximated right-hand sides, respectively. Then the following estimate
\[
\|d - d_h\|_{W^{1,\infty}(S;L^\infty(\Omega))} \leq C h
\]
holds true.

**Proof.** We can start right away with estimating the error in damage. For details we refer to part one of this work, especially to the chapter on well-posedness of the damage evolution equation, i.e., Chapter 1.3.1.

\[
\|d - d_h\|_{W^{1,\infty}(S;L^\infty(\Omega))} \leq \|r(d) - r_h(d)\|_{L^\infty(S;L^\infty(\Omega))} + \int_0^T \|r(d) - r_h(d)\|_{L^\infty(S;L^\infty(\Omega))} \, dr \leq C Th.
\]
This proves our claim.

After having dealt with the error stemming from the approximation of the right-hand side of the damage equation, we focus now on the consistency error. As previously, we take the approximated right-hand side \( r_h \) and discuss the error made by using an explicit Euler scheme. Note that transferring such results to the case of higher-order schemes like Runge-Kutta is straightforward; see for instance Deuflhard et al. \[2002\]

### 3.2 Consistency

We are interested in deriving an upper bound of the **consistency error** from (9) and some kind of uniform estimate on the order of convergence \( p \) of this particular error.

**Lemma 3.9.** Take the damage evolution equation from (1c), (1h) with initial damage \( d_0 \in \mathcal{D}_h \) and exchange the right-hand side with \( r_h \) from (3.1). Then the consistency error in (9) is bounded by the size of the time step of the discretization, i.e. it exists \( C > 0 \) such that
\[
\|\varepsilon\|_{\infty, S; \Omega} = \|d - d_h - \tau r_h\| \leq C \tau^2.
\]

**Proof.** Let \( x_h \) be fixed. Note that \( x \in \Omega \) is merely a parameter in (1c) and (1h). Employing the Mean-Value Theorem for absolutely continuous functions leads us to
\[
d_h(t + \tau, x_h) - d_h(t, x_h) = \tau \int_0^1 \partial_y d_h(t + y\tau, x_h) \, dy = \tau \int_0^1 r_h(t + y\tau, x_h, d_h(t + y\tau, x_h)) \, dy \text{ a.e. in } S
\]
and inserting this into (9) reveals
\[
\varepsilon(t, x_h, \tau) = d_h(t + \tau, x_h) - d_h(t, x_h) - \tau r_h(t, x_h, d_h(t, x_h))
\]
\[
= \tau \int_0^1 \left( r_h(t + y\tau, x_h, d_h(t + y\tau, x_h)) - r_h(t, x_h, d_h(t, x_h)) \right) \, dy.
\]
Together with the previous lemmas on the expected regularity for \( r_h \) we arrive at
\[
|\varepsilon(t, x_h, \tau)| \leq c \tau \int_0^1 \left| r_h(t + y\tau, x_h, d_h(t + y\tau, x_h)) - r_h(t, x_h, d_h(t, x_h)) \right| \, dy \leq c \tau^2 \tag{19}
\]
for some \( c > 0 \). Note that there is only a finite number of discretization points \( x_h \in \Omega_h \) in space. In addition, the point in time was arbitrarily chosen. Thus, we conclude this proof by
\[
\|\varepsilon\|_{\infty, S; \Omega} \leq c \tau^2 \tag{20}
\]

**Corollary 3.10.** The numerical scheme is consistent with order of convergence equal to one.
### 3.3 Convergence

In this subsection, we concentrate on showing the convergence of our numerical scheme. Firstly, we focus the attention on the discretized damage evolution with approximated right-hand side. Afterwards, we tie our results together and show the wanted convergence for the coupled system.

#### 3.3.1 The approximated damage evolution

**Proposition 3.11.** *The following estimate for the discretization error of the damage evolution equation with approxi- mated right-hand side holds for some constant \( c > 0 \)

\[
\|\varepsilon_{h,s}\|_{L^\infty(S; L^\infty(\Omega))} \leq c\tau. 
\]  

(21)*

**Proof.** We start with some preliminaries. Let \( K \subset S \times [0, \omega_1] \) be a compact subset. According to Lemma 3.4, the right-hand sides \( r, r_h \) are Lipschitz in \( d \). Therefore, there exist some constants \( \tau_K, \Lambda_K > 0 \) such that

\[
\forall (t, d_h), (t, \tilde{d}_h) \in K, 0 < \tau \leq \tau_K : |\tau r_h(t, d_h) - \tau r_h(t, \tilde{d}_h)| \leq \Lambda_K |d_h - \tilde{d}_h|. 
\]  

(22)

Without loss of generality we further assume \( \tau \leq \tau_K \), so that for all \( t_i \in S_N \) and \( j = 0, 1, \ldots, n_s - 1 \) there exists a discrete evolution (cf. Figure 1). Also, there exists at least one \( \delta_K > 0 \) such that for almost all \( x \in \Omega \)

\[
\forall t \in \tilde{S} : \forall y \in \mathbb{R} : |y - d_h(t, x)| \leq \delta_K \Rightarrow (t, y) \in K 
\]  

(23)

holds.

We have to show that our scheme is introducing a function on the discretized time domain \( S_N \). For the moment, we will just assume just this for the discrete evolution and that the discretization error at every discrete point in time \( t \in S_N \) is bounded by \( \delta_K \), i.e.,

\[
\forall t \in S_N : |\varepsilon_{h,s}(t)| = |d_h(t) - d_{h,s}(t)| \leq \delta_K. 
\]  

(24)

The last property ensures for our discrete evolution to stay within a tubular neighborhood around our proper solution \( d_h \).

The next step is then to split up the discretization error into different parts by adding a zero, i.e.,

\[
\varepsilon_{h,s}(t_{j+1}) = d_h(t_{j+1}) - d_{h,s}(t_{j+1}) 
\]  

\[
= d_h(t_{j+1}) - (d_{h,s}(t_{j}) + \tau r_h(t_{j}, d_{h,s}(t_{j})) + d_h(t_{j}) + \tau r_h(t_{j}, d_h(t_{j})) 
\]  

\[
= d_h(t_{j+1}) - (d_h(t_{j}) + \tau r_h(t_{j}, d_h(t_{j})) 
\]  

\[
= (d_h(t_{j}) + \tau r_h(t_{j}, d_h(t_{j})) - (d_{h,s}(t_{j}) + \tau r_h(t_{j}, d_{h,s}(t_{j}))) 
\]  

\[
= \varepsilon_{j+1} = \varepsilon_{h,s}(t_{j+1}) 
\]  

(25)

Realizing that here \( \varepsilon_{j+1} \) is the consistency error from Lemma 3.9 we focus on the remainder and build on the fact that the right-hand sides are Lipschitz with respect to the damage variable (see Lemma 3.4). It yields

\[
|\varepsilon_{h,s}(t_{j+1})| = \left| d_h(t_{j}) - d_{h,s}(t_{j}) + \tau \left(r_h(t_{j}, d_{h,s}(t_{j})) - r_h(t_{j}, d_h(t_{j})) \right) \right| 
\]  

\[
\leq (1 + \tau \Lambda_K)|d_h(t_{j}) - d_{h,s}(t_{j})| = (1 + \tau \Lambda_K)|\varepsilon_{h,s}(t_{j})|. 
\]  

(26)

This allows for an recursive formulation of the discretization error:

(i) \( |\varepsilon_{h,s}(t_0)| = 0. \)

(ii) \( |\varepsilon_{h,s}(t_{j+1})| \leq c\tau^2 + (1 + \tau \Lambda_K)|\varepsilon_{h,s}(t_{j})|, \quad j = 0, 1, \ldots, n_s - 1. \)

Using the recursion repeatedly leads us to

\[
|\varepsilon_{h,s}(t_{j+1})| \leq c(\tau^2 \sum_{j=0}^{n_s-1} (1 + \tau \Lambda_K)^j + (1 + \tau \Lambda_K)^j |\varepsilon_{h,s}(t_0)| 
\]  

(27)
for all $j = 0, 1, \ldots, n_s - 1$. Using the representation $(a - 1)s_n = a^{n+1} - 1$ for partial sums $s_n$ of a geometric series then gives

$$
|\varepsilon_{h,s}(t_{j+1})| \leq c \tau^2 \sum_{j=0}^{n_s-1} \frac{(1 + \tau \Lambda_K)^j}{1 + \tau \Lambda_K - 1} = c \tau^2 \frac{(1 + \tau \Lambda_K)^{n_s} - 1}{1 + \tau \Lambda_K - 1}
$$

$$
= \tau \frac{c}{\Lambda_K} \left( (1 + \tau \Lambda_K)^{n_s} - 1 \right) \leq \tau \frac{c}{\Lambda_K} \left( (\exp(\tau \Lambda_K))^{n_s} - 1 \right) \leq \tau \frac{c}{\Lambda_K} \left( (\exp(\Lambda_K(T - t_0)) - 1 \right)
$$

(28)

for $j = 0, 1, \ldots, n_s - 1$. Choosing $\tau > 0$ suitably small then shows

$$
|\varepsilon_{h,s}(t_j)| \leq \delta_K, \quad j = 0, 1, \ldots, n_s
$$

(29)
as well as that $d_{h,s}(t_j)$ indeed is a mesh function on $S_N$. Since the right-hand side of (29) does not depend on $x \in \Omega_h$ we have proven the claim.

3.3.2 Fully coupled numerical scheme

We close this section by showing the convergence of the coupled numerical scheme. Since we are approximating damage in our FE scheme via a specific time discretization, we have to take this error into account as well.

**Proposition 3.12.** The implemented numerical scheme converges towards the exact solution of at least first order. Thus the following estimate holds

$$
\| u - u_{h,s} \|_{L^\infty(S;H^1(\Omega))} + \| d - d_{h,s} \|_{W^{1,\infty}(S;L^\infty(\Omega))} \leq c(\tau + h)
$$

(30)

for some constant $c > 0$.

**Proof.** We start with the equation of motion. Note that we neglect the interpolation errors of data in the favour of a clear presentation. It is common knowledge that the interpolation errors can be bound by the step size in space.

Let $t \in S$ be fixed. We start with the weak formulation of both the original and discretized equations of motion

$$
- \text{div} \left( (1 - d(t)) \varepsilon(u(t)) \right) = f(t),
$$

(31)

$$
- \text{div} \left( (1 - d_{h,s}(t)) \varepsilon(u_{h,s}(t)) \right) = f(t),
$$

(32)

which holds true almost everywhere in $x \in \Omega$. Subtracting both equations from one another, adding a zero, and reorganizing the result leads to

$$
- \text{div} \left( (1 - d_{h,s}(t)) \varepsilon(u(t) - u_{h,s}(t)) \right) = - \text{div} \left( (d(t) - d_{h,s}(t)) \varepsilon(u(t)) \right).
$$

(33)

Testing this identity with $u - u_{h,s}$ and combining with integration by parts allow for a suitable weak form. Keep in mind that the damage variable is uniformly bounded by 1. Thus, employing standard arguments commonly to establish energy estimates for the equation of motion, we obtain

$$
\| u(t) - u_{h,s}(t) \|_{H^1(\Omega)} \leq c \| d - d_{h,s} \|_{W^{1,\infty}(S;L^\infty(\Omega))}.
$$

(34)

Since this holds for an arbitrary point in time, we can replace the left-hand side with $\| u - u_{h,s} \|_{L^\infty(H^1(\Omega))}$. In other words, we cannot bound the error made during computing the displacements by the one from our time-stepping scheme which we investigated in the previous sections. Employing these results we are able to state

$$
\| u - u_{h,s} \|_{L^\infty(H^1(\Omega))} + \| d - d_{h,s} \|_{W^{1,\infty}(S;L^\infty(\Omega))} \leq (1 + c) \| d - d_{h,s} \|_{W^{1,\infty}(S;L^\infty(\Omega))} \leq c(h + \tau)
$$

(35)

which proves the wanted statement.

4 Singularities in corners

Before discussing the implementation of our numerical scheme we address some of the statements we made in part one of this work regarding boundary conditions and regularity (see Remark 2.1(a) in Grützner and Muntean 2021).

We have indicated some references as to why connecting boundaries of different types causes additional issues when trying to show higher regularity of a solution. Without an additional compatibility condition or asking for a boundary that is made up of unions of connected components, singularities my arise at the points where these different types of boundary conditions intersect. Our intention here is to give physical motivation for the observed phenomena and also give a few options to overcome these drawbacks. In Section 6 we discuss the general numerical response of our model, while in one of the subsequent subsection we compare these different approaches.
4.1 Physically motivated example

When looking at the spatial distribution of damage pointed out in Subsection 6.3.1, see Figure 11 e.g., we observe that the maximum damage is being attained only at the domain’s corners. This is not what we would expect physically. In a standard tensile test, e.g., the geometry of a cylinder-like specimen is chosen in such a way that the highest stresses appear in the smallest cross-section. Damage evolution is essentially governed by \( g \) representing some sort of norm of the equivalent stresses and thus connecting damage to stress. So we would expect the highest stresses to actually appear in this cross-sectional area. To get a better understanding we take a closer look at the stresses. Figure 2 illustrates the situation.

\[
\sigma(u) \nu(t) = 0
\]

\[
\sigma(u) \nu(t) = \tau
\]

\[
u = 0
\]

\[
A_0, A_t, B_0, B_t
\]

Figure 2 Explaining corner singularities

Figure 2 shows an example. We have a linear-elastic material, that is fixed at the left end, pulled at the right end, and tension free on the remaining parts of the boundary. The reference and damaged configuration is denoted by \( \Omega_0, \Omega_t \), respectively. Due to the traction on the right end, the material is also deformed vertically, which is caused by Poisson’s ratio describing the signed ratio of transverse to axial strain. Since the upper and lower parts of the boundary are traction free, these boundary parts are free to move towards the neutral axis depicted by the dashed line. This transverse contraction is often referred to as necking in engineering literature. If we take a closer look at the corners of the undeformed configuration, i.e., namely \( A_0, B_0 \), these points, however, are fixed due to the Dirichlet type boundary condition and therefore obstructed to move to positions \( A_t, B_t \) despite the transverse contraction. The only way to remedy this situation physically are such high stresses to keep \( A_t = A_0 \) and \( B_t = B_0 \) satisfied. Note this is a phenomena not connected to damage or the coupling for damage and elastic behavior, but inherent in the elastic model. Mathematically, we have commented on this in part one of our work and referred to general works on regularity in connection with different types of boundary conditions.

**Remark 4.1.** Modeling this situation with Dirichlet-type boundary conditions entails a couple limitations, physically. Firstly, no material point on that part of the boundary can have any sort of displacement. In most cases when looking at geometries of test specimen this means only a small part of the boundary that connects to the test machine can be modelled with Dirichlet conditions. Secondly, this also entails a completely rigid test machine, that is no displacements at all. These conditions of no displacement at all is a very strong imposition and idealization for a linear elastic model.

4.2 How to remedy the occurrence of singularities?

One way to solve this issue is to only apply a Neumann-type boundary condition on the whole of \( \partial \Omega \). This would entail to change the basic functional space for displacements to

\[
V := \left\{ v \in W^{1,2}(\Omega) ; \int_{\partial \Omega} v \, ds = 0 \right\}
\]

Depending on the type of application, this makes sense. For instance, in many tensile test setups specimen are clamped into the machine used for testing and therefore held by force or friction, respectively. One could also change the roughness of a specimens’ surface in the area where the specimen is fixed in the test machine. This would allow for a smoother transfer of forces into the material and could be modeled with boundary forces of higher regularity. Note that there are measuring procedures were actual measurements are taken close to the surface. Please also note that choosing Neumann-type boundary condition as proposed here, limits our identification setting. The reason being that \( g \) have satisfy certain symmetry condition, i.e., \( g \in C^{1,1}(\mathbb{R}^4) \) instead of \( g \in C^{1,1}(S \times \Omega \times \mathbb{R}^4) \), for example.
If the specimen is fixed in the test machine by form closure, then one can make use of the fact that for a classical tensile test that the state of stress is homogeneous, which would also allow a modelling with only Neumann-type boundary conditions, like we did in the first test cases of Section 6. Also, see Table 3.

This brings us to applying Robin-type boundary conditions with suitable $\beta_r > 0$ such that

$$\sigma(u)\nu + \beta_r(u - \bar{u}) = \tau, \quad \text{on } \partial \Omega. \quad (37)$$

Here, $\bar{u}$ denotes displacements prescribed on the boundary and $\tau$ forces on part of the boundary. In the case that $\bar{u}, \tau = 0$ holds, the parameter $\beta_r$ can be viewed as a type of modulus of resilience and as such taking the stiffness or elasticity of the test machine into account. This relaxes the effect of the observed regularity and can model a smoother transition from one boundary condition to the next. The parameter can also be modeled as time and space dependent. Note that these type of boundary conditions does not work in our setting (cf. Grützner and Muntean [2021]).

Another way is to change the geometry in such a way that different type of boundary conditions do not intersect. This situation is not possible in a three-dimensional setting. If modelling plane phenomena or reducing dimensions to fewer than three dimensions are topics of interest, then this is a good alternative.

5 Implementation

We briefly comment on some of the implementation details. This entails specifying the different sets of parameters that were used for the simulation, including different types of damage processes $g$, types of boundary conditions, or different types of domains investigated, e.g. We close the section with a high-level look at the algorithm that we employed for solving the coupled problem.

5.1 Model parameters

In view of Proposition 2.2, we start with parametrizations of the discretized model according to Table 1. For simplicity, we decided to use a quadratically shaped domain. Keep in mind that we want to model a standard tensile.

| Parameter      | Description                               | Choice/Value                                      |
|----------------|-------------------------------------------|--------------------------------------------------|
| $S \times \Omega_0$ | computational domain                      | $[0, 10] \times ([0, 1] \times [0, 1])$           |
| $\Gamma_0$     | fixed bottom                              | $[0, 10] \times [0, 1] \times \{0\}$             |
| $\Gamma_1$     | tension free sides                        | $[0, 10] \times \{0\} \times [0, 1]$, $[0, 10] \times \{1\} \times [0, 1]$ |
| $\Gamma_2$     | loaded top side                           | $[0, 10] \times [0, 1] \times \{1\}$             |
| $\lambda$      | Lamé coefficient                          | 121.15                                            |
| $\mu$          | Lamé coefficient                          | 80.77                                             |
| $f$            | volumetric forces                         | 0                                                 |
| $\alpha$       | model parameter                           | 1.0                                               |
| $\beta_r$      | parameter Robin                           | 100.0                                             |
| $g_0$          | damageprocess Model 0                     | 0                                                 |
| $g_1$          | damageprocess Model 1                     | $0.008\left(\frac{2}{3}(1 + \nu)\sigma_{eq}^2 + 3(1 - 2\nu)\sigma_H^2\right)$ |
| $g_2$          | damageprocess Model 2                     | $0.00625g_1$                                      |
| $\sigma_H$     | hydrostatic stresses                      | $\frac{1}{3} \text{tr} \sigma$                  |
| $\sigma_{eq}$  | von Mises stresses                         | $\sqrt{\frac{3}{2}(\sigma - \sigma_H I) : (\sigma - \sigma_H I)}$ |
| $\tau_0$       | boundary stresses                         | $0$                                               |
| $\tau_1$       | boundary stresses                         | $(0 \ 0.5 t)^T$                                   |
| $\tau_2$       | boundary stresses                         | $(0 \ 5.0 \sin(\pi \ t / 5)^T$                  |
| $\bar{u}_0$    | displacements on parts of $\Gamma$        | $0$                                               |
| $\bar{u}_1$    | displacements on parts of $\Gamma$        | $(0 \ 0.5 t)^T$                                   |
The damage process $g_0$ is used for referencing reasons, relating the damage models to damage-free ones. Taken from Lemaître [1984], the choice of $g_1$ represents a simple version of an early Kachanov-type model. The difference in coefficients for $g_1, g_2$ is due to the effect different types of boundary conditions have on the solution. This will be discussed in more detail in sections 4, 6.

### 5.2 Computational domain

For our numerical simulations, we investigated three different shapes of domains for spatial discretization. These will be discussed in test case TC03 Section 6.

![Computational domains](image)

**Figure 3** Computational domains $\Omega_0, \Omega_1, \Omega_2$ from left to right

Domain $\Omega_0$ is a triangulated unit square where the boundaries and boundary conditions are prescribed as listed in Table [1]. For the remaining cases the outer boundaries will take the role of $\Gamma_1$ in $\Omega_0$ and we will always apply homogeneous Neumann-type conditions on them. The inner boundaries of $\Omega_1, \Omega_2$ will be denoted by $\Gamma_0, \Gamma_2$, respectively. The lower position boundary will be indexed with 0, and the upper with 2.

### 5.3 The algorithm

Algorithm 1 shows in principle, how the strategy to approximate the solution of the direct problem was implemented in FEniCS.

**Algorithm 1**

| Step | Description |
|------|-------------|
| 1.   | $t_0$       |
| 2.   | $u_{h,0}$ |
| 3.   | $d_{h,0}$ |
| 4.   | while $t_n < T$ do |
| 5.   | $d_{h,s,n} \leftarrow$ solve equation (8d) |
| 6.   | $d_{h,s,n} \leftarrow \sum_{i=1}^{N_h} d_{h,s,n} \phi_i^{\varepsilon}$ |
| 7.   | $u_{h,s,n} \leftarrow$ solve equation (8a) |
| 8.   | $w_{h,s,n} \leftarrow$ solve equation (8b) |
| 9.   | $t_{n+1} \leftarrow t_n + \Delta t$ |

We start by setting the initial time step $t_0$, $u_{h,s,0}$, and $d_{h,s,0}$. In every time step, we then solve the damage equation using the displacements from the previous time step. We then project the solution onto our FE space and solve the equation of motion. At the end, we also compute the $L^2$-projection of the displacements’ gradient so that it can be used to determine damage evolution in the next time step.
6 Numerical simulations

We composed several test cases to assess our model performance from the perspective of numerical simulations. These test cases are listed in Table 3. We start by taking a look at convergence rates. This is the role of Subsection 6.1. We compare the obtained numerical results to the theoretical ones proven in Section 3. Test case TC01 compares the Kachanov-type model output with a damage free setting by applying a linear in time increasing load. The results are shown and discussed in Subsection 6.2. The next test case TC02 then addresses the model response to a dynamic (cyclic) loading. We compare our model output to a damage free one in Subsection 6.2.2. Afterwards, we pick up again the discussion from Section 4 and discuss boundary regularity issues in Subsection 6.3. We close this section by looking in Subsection 6.4 at a test case involving a substantial damage.

| Test case | Description | \(\Omega_i\) | \(g_i\) | \(y|_{\Gamma_0}\) | \(y|_{\Gamma_1}\) | \(y|_{\Gamma_2}\) |
|-----------|-------------|-------------|-----------|----------------|----------------|----------------|
| TC00S00   | Convergence in space | \(\Omega_0\) | \(g_1\) | \(-\tau_2\) | \(\tau_0\) | \(\tau_2\) |
| TC00S01   | Convergence in time | \(\Omega_0\) | \(g_1\) | \(-\tau_2\) | \(\tau_0\) | \(\tau_2\) |
| TC01S00   | Linear load 1   | \(\Omega_0\) | \(g_0\) | \(-\tau_2\) | \(\tau_0\) | \(-\tau_2\) |
| TC01S01   | Linear load 2   | \(\Omega_0\) | \(g_1\) | \(-\tau_2\) | \(\tau_0\) | \(-\tau_2\) |
| TC02S00   | Dynamic load 1  | \(\Omega_0\) | \(g_1\) | \(-\tau_2\) | \(\tau_0\) | \(-\tau_2\) |
| TC02S01   | Dynamic load 2  | \(\Omega_0\) | \(g_1\) | \(-\tau_2\) | \(\tau_0\) | \(-\tau_2\) |
| TC03S00   | Dirichlet 1     | \(\Omega_0\) | \(g_2\) | \(\bar{u}_0\) | \(\tau_0\) | \(\bar{u}_2\) |
| TC03S01   | Dirichlet 2     | \(\Omega_0\) | \(g_2\) | \(\bar{u}_0\) | \(\tau_0\) | \(\bar{u}_2\) |
| TC03S02   | Robin          | \(\Omega_0\) | \(g_2\) | \(\beta_r, \bar{u}_0, \tau_0\) | \(\beta_r, \bar{u}_2, \tau_0\) |
| TC03S03   | Domain 1       | \(\Omega_1\) | \(g_2\) | \(\bar{u}_0\) | \(\tau_0\) | \(\bar{u}_2\) |
| TC03S04   | Domain 2       | \(\Omega_2\) | \(g_2\) | \(\bar{u}_0\) | \(\tau_0\) | \(\bar{u}_2\) |

Figure 4 TC00S00. Convergence in time and space.

Analytically, we established at least linear convergence of the discretization error in time and space. This is confirmed by the results shown in Figure 4. The discretization error in time meets our expectations since we used an explicit Euler scheme which is of first order.
6.2 Damage versus no damage evolution

We start by looking more closely on the effect damage has on the equation of motion. Therefore we look into linear and cyclic loading to get a feel for Kachanov-type model responses.

6.2.1 Linear loading in time

We tend to test cases TC01 and TC02, where we impose symmetric linear and dynamic forces on boundaries $\Gamma_0$ and $\Gamma_2$, respectively. Our goal is to observe a different of response when comparing these to outputs of damage free models. The results for a damage free model are displayed in Figure 5.

![Figure 5 TC01S00. Displacements in X- and Y-direction, damage after 10 seconds.](image)

A fact that is immediately apparent is that damage appears to be constant with value zero over space since it was set to zero for every spatial position and all steps in time. Thus the model should respond in every time step like a static equation of motion with respective data. This seems to be the case if one is looking at the displacements in $X$- and $Y$-direction. We observe symmetric displacements in both directions.

![Figure 6 TC01S01. Displacements in X- and Y-direction, damage after 10 seconds.](image)

Pulling on the top and lower ends with a force of same magnitude but opposite direction causes displacements $u_Y$ as shown in the respective image. The fact that $u_Y(x) = -u_Y(y)$ for all $x, y \in \Omega$ where $x_2, -y_2 = c$ for $c \in [0, 1]$ agrees with our physical expectation. The same holds true for $u_X$, i.e., $u_X(x) = -u_X(y)$ with $x_1, -y_1 = c$.

Figure 6 show the fully-coupled model response applying the same data as in TC01S00. The first thing that catches the eye is that damage is non zero. Looking at the scale of the respective plot, we can see, that damage is practically constant over the spatial domain. From a physical perspective this makes sense. The material is in a homogenous state of stress. According to Kachanov’s model, stress is the root cause for damage evolution in a homogeneous material, so damage should be homogeneous, too.

We also see that the response in view of displacements exhibits the same characteristics as the one without damage evolution in TC01S00 but the magnitude in displacements has increased. Since damage is reducing the load-carrying capacity of the material the same force applied causes higher stresses and, thus, displacements in $X$- and $Y$-directions are of higher magnitude.
We take a look in Figure 7 at the evolution of the respective norms over time. The displacements measured in $H^1$-norm of the damage-free model show a linear response to the applied linear force. This agrees with the model assumptions.

We tend to the Kachanov-like model, i.e., TC01S01. Here, a nonlinear behavior in damage and in displacements can be observed. As the load-carrying capacity is updated every step in time, the response of the equation of motion to the same forces changes and larger displacements and gradients are the result of that.

### 6.2.2 Periodic loading in time

We discuss the results from TC02S00 and TC02S01. In both these cases, we subjected the model to a load that is periodic in time.

Both models show qualitatively the same response as in TC01. Keeping the shape of the dynamic load in mind, the force imposes a tension phase followed by a compression phase. We can see in Figure 8 that displacements $u_X$ show the anticipated behavior.
During tension the material points move towards the axis in timestep $t = 2.5$, decrease in the tension’s release phase to zero in $t = 5.0$, and move away from the middle axis during compression at $t = 7.5$. Qualitatively, the same behavior can be observed for displacements $u_Y$. Keeping in mind that our equation of motions models a linear setting and does not account for plasticity, this is the model response we expect physically. Note that we did not present the respective results from the damage-free response in TC02S00 as this only differs in magnitude from case TC02S01.

![Figure 10 Comparing results TC02.](image)

Looking at the norm plots in Figure 10, we see that damage has now a different non-linear shape. This is again due to the fact that damage is only driven by stresses. Applying a periodic force causes periodic stresses. As these transfer directly to the damage evolution, we see the response shown on the left image in Figure 10. Note that damage is modeled as a non-decreasing variable.

Keeping damage evolution in mind and with it the reduced load-carrying capacity over time, the left plot in Figure 10 immediately agrees with our physical expectation. The increased damage causes higher displacements at the same level of force. This is why the $H^1$-norm of the displacements for the fully coupled model is higher than in the damage-free setting and also further increases during cyclic loading.

### 6.3 Singularities

We pick up our discussion on boundary regularity that we started in the first part of this work and to which we contributed with physically motivated examples in Section 4. We first discuss the effect this has on the Kachanov-type model. Afterwards, we shed some light on the proposed options to remedy the situation. Namely, changing the type of boundary conditions or the computational spatial domain. Note that we chose the same values for boundary stresses and boundary displacements for all of the following test cases. To keep the cases comparable, these values had to be high enough to show the desired effect. Therefore substantial damage was reached in almost all cases before 10 seconds were reached.

#### 6.3.1 Dirichlet-type boundary conditions

Figure 11 shows the response of the fully coupled model with homogeneous Dirichlet-type boundary conditions on the bottom and linearly increasing displacements on the top end, i.e., $u = \bar{u}_2$ on $Γ_2$.

![Figure 11 TC03S01. Displacements in X- and Y- direction, damage after 9.8 seconds.](image)
The distribution of displacements vastly differs from the ones we looked at before. Although the neutral axis is the same as before, the fixed displacements on $\Gamma_0$ and $\Gamma_2$ cause a form of necking that is different to the one we saw before. Particularly, the observed symmetry in the previous test cases is no longer present. Looking at the spatial distribution of damage, we see that the maximum is obtained in the domain’s corners (see Section 4). The damage is substantially higher and we now longer have a homogeneous spatial distribution.

These high stresses are very localized. This causes damage to rapidly increase if measured with a $L^\infty$-norm, see Figure 12 on the right. But as we can see on the left side, this has barely any effect on the displacements. The clear nonlinear response from the previous test cases is barely visible.

### 6.3.2 Robin-type boundary conditions

In Figure 13 we can see the effect of Robin-type boundary conditions. The results are somewhat inbetween the responses provided by applying Dirichlet- or Neumann-type boundary conditions.

Damage is also spatially distributed but within a vastly smaller range. The stresses are relaxed a lot since particularly intersection points are not strictly bound to their position anymore. Looking at the displacements we can see this effect of relaxing the condition on boundary displacements, too.

### 6.3.3 Different domains

We want to investigate two different settings numerically. On the one hand, want loot at a domain with two connected components and assess the effect this has on the model response. On the other hand, we look at the effect a smoother boundary has on the results.

In Figure 14 we see the results from TC03S03. When only focusing on the part between the two inner boundaries, we see qualitatively a very similar picture to the Dirichlet case from before. Note that the plots are the last time step before the maximum damage was attained. This causes those small distortions in the displacements’ distribution.
In the area between the inner boundaries, we also have a very similar distribution for damage compared to the one from before. But a major difference is that damage is not as localized as it was before. This strongly impacts the overall response which we circle back to in the discussion part at the end.

Figure 15 displays the same situation but with a much smoother boundary. The effect on damage and displacements is much stronger than before. Looking at only a thin stripe along the respective middle axis shows a similar behavior to the previous cases where we applied Dirichlet conditions.

When focusing on damage, the maximum is still on or close to the boundaries, but not as strongly localized as before.

6.3.4 Discussion

Figure 16 shows the results of all test cases from this subsection. The plot with diamond marks depicts TC03S01, i.e., Dirichlet conditions on the unit square $\Omega_0$. Although we see substantial damage measured in the respective norm, the norm of the displacements is barely affected.
Test case TC03S02, where Robin conditions were used to relax the Dirichlet condition, shows very little damage. This stems from the fact that the stresses were heavily reduced and thus the nonlinear effect is almost not visible.

The remaining two cases behave very differently compared to the others. For instance, damage evolution is much higher for both of them than before. The main reasons for this are the following. The different shapes of both boundaries for TC03S03 and TC03S04 and the remaining effective material between both boundaries are very different to TC03S01 and damage distribution in this area is a lot less localized than in TC03S01. Therefore high damage values are not only attained at the corners, but also in the area in between the boundaries and therefore adding to the $L^\infty$-norm. This also explains the higher effect on the displacements.

Comparing only TC03S03, TC03S04 to each other, we see that damage evolution is very similar, but norms of displacements behave variously. In view of damage evolution, the small difference stems from the localized stresses in the corners, which are higher in TC03S04 than in TC03S04. The difference in norms of the displacements can be explained by the different shape of the damage variable’s spatial distribution between the inner boundaries.

### 6.4 Substantial damage

In general, substantial damage means that material bonds have been fully desintegrated and a macroscopic crack is visible. In our case, this translates to damage being $d = 1$ at some point in $\Omega$.

![Figure 17 TC03S04. Displacements in $X$- and $Y$- direction, damage after 7.0 seconds.](18)

The presented model is only viable for partial damage. If substantial damage is reached at some point in space, the coercivity of the left-hand side form no longer holds true, and hence, the equation of motion degenerates. Looking at the model output exhibited in Figure 17, these effects can be seen in every plot, where those show very different behavior compared to the time steps prior to this (see Figure 15).

### 7 Conclusion

In this framework, we have provided a FEM discretization of the forward problem for the Kachanov damage model and have implemented it in the computational platform FEniCS. It turns out that our numerical scheme approximates well the target weak solution of the non-linearly coupled elliptic-ode system, whose existence, uniqueness and stability of solutions with respect to parameters has been established in Grützner and Muntean [2021]. The numerical simulations recover the expected analytical results and are also within the physical range.

In our project to reconstruct the damage process $g \in G$ that governs damage evolution, we stress that Neumann-type boundary conditions should be chosen for the tensile-testing setting since the modelling with Dirichlet-type boundary conditions causes singularities in the displacements’ gradient that create heavily localized damage. In a setting where Dirichlet type boundary conditions cannot be avoided, the possibility to change the computational domain should be investigated. It would be interesting to see how localized damage will affect the reconstruction process. We leave this for future work.

Although boundary conditions of Robin type show great promise, these cannot be applied in our setting from analytical reasons. To relax this restriction, it might be worth investigating whether a modification of our proof of the nonlinear tangential cone condition is possible.
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