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Abstract
International business demands seamless service and IT-infrastructure throughout the entire supply chain. However, dependencies between different parts of this vulnerable ecosystem form a fragile web. Assessment of the financial effects of any abnormalities in any part of the network is demanded in order to protect this network in a financially viable way. Contractual environment between the actors in a supply chain, different business domains and functions requires a management model, which enables a network wide protection for critical infrastructure. In this paper authors introduce such a model. It can be used to assess financial differences between centralized and decentralized protection of critical infrastructure. As an end result of this assessment business resilience to unknown threats can be improved across the entire supply chain.
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Introduction

The history of international trade is long. The role of globalization has steered development toward increasing global alignment of activities across countries, operations and market offerings [1]. Importance of international trade is tremendous for modern economies. A study conducted by the Bertelsmann Foundation’s Global Economic Dynamics program [2] reveals the fact that one of the largest beneficiaries of the global trade was Finland with the annual gain in the income per capita of about €1500.

Despite the fact that international trade has deep roots, its significance has never been as great as it is now. Clear, positive effects of globalization as a mechanism to spread wealth cross borders have made it possible to create a web of enterprises that work closely together across the globe. But there is a downside to this: a global network of organizations working together increases the possibility of risks due to their dependency on inter-discipline information.

Protection of the critical components of the supply chain has to cover critical, recognized nods and most important production systems and their sub-systems. Then again, as Lewis [3] points out, actors participating in supply chain management are commercial companies whose main purpose is to run commercially viable operations. Therefore Critical Infrastructure Protection (CIP) is not their first priority, but still an essential part of business due to its financial importance. Also, international trade expands its web so widely, that regional conflicts or crises are seldom a concern for other countries from any other point-of-view than commercial. These actors have streamlined their operations to the point that no back-up systems exist [3].

The supply chain systems’ operations’ four functions have to be analyzed across organizations. Ac-
2. Which capability indicators affect supply chain management as a management tool gives a clear structure for the definition process of risks. This provides a general picture and helps to concentrate on the relevant risks [5].

There are 2 research questions the authors are trying to answer in this paper:
1. What are the potential financial benefits of concentrating on prevention compared to the protection of the total supply chain?
2. Which capability indicators affect supply chain CIP operations?

The functionality of the model is assessed by collecting information from the actualized attacks against a recognized component, assessing and analyzing the time this attack was effective and analyzing its effects on the component’s functionality.

A significant element in the analysis is the attack vector. The purpose of attack vector analysis is to assess how increased observation capability could minimize the attacker’s effect on the target component, and compare the costs between centralized observation and systems wide observation. This enables cost benefit analysis between centralized and out-sourced service provision.

One has to notice that even though the attacker is stopped in time 0, there is the possibility of severe reputation loss, which has possible negative financial effects, even though the threat did not become a reality.

All the elements affecting CIP are illustrated in the Appendix 1.

The paper proceeds as follows. First, we will examine the uncertainty in the service networks and describe the elements of domain assessment in CIP. Next, we address the problem of unknown threat that exists in contractual environment of CIP. Lastly, we propose an approach for improving business resilience to overcome the problems described. We will conclude with key findings and a proposition of the future research.

Uncertainty in the service networks

Uncertainty is defined as “the difference between the amount of information required to perform the task and the amount of information already possessed by that organization.” [6, p. 5] With risk we refer to the possible outcomes of an action, specifically to the loss that might be incurred if a given action is not taken [7]. A risk combines two attributes i.e. probability and impact. Probability is a measure of how often a detrimental event, which results in a loss, occurs. Impact refers to the significance of that loss to the organization. The level of risk is then perceived as the likelihood of occurrence of a detrimental event and the significance (impact) of that event [8, p. 397]. Time should be considered as a variable in each analysis, and the effect time has on vulnerability and risks should be analyzed thoroughly.

There are a few assumptions we have to make in order to discuss the matter. The first assumption is that a structure of network organizations and processes is referred to as a service ecosystem. It describes the inter-functional and multidiscipline nature of service oriented industries and operations. The second assumption is that supply chain management is a part of the service industry. In their widely cited article, Vargo and Lush [9] introduce a theory of service dominant logic, the main point of which is a transition from goods based exchange to an economy based on more specialized skills and knowledge. The authors follow the approach of the Nordic School of Marketing [10] and Service-Dominant Logic (S-D logic) [9]. This approach was selected due to its emphasis on end-user preferences, which is a widely accepted method of developing and researching services.

At the core of the S-D logic is the shift from an emphasis on the traditional goods based, tangible resources to dynamic resources, which act together with other resources. Vargo and Lush [9] refer to
these resources as operand and operant resources, respectively. Because supply chain management is highly dependent on the IT-infrastructure, there is an obvious need to manage the capabilities for running the whole system of supply chain value creation. As Vargo and Lusch state, these arrangements need coordination and co-creation.

One of the foundational premises (FPs) of service dominant logic (S-D) is:

“Value co-creation is coordinated through actor-generated institutions and institutional arrangements” [9, p. 7].

Thus, the third assumption the authors make, is that much of the supply chain management is run and managed through automated systems without social interaction. Despite this fact, these automated systems are created by humans, whose approach to the system is connected to the social environment it is developed in. This approach, which is widely used among the social sciences, is interested in the relationships between individuals and larger groups.

Social networks have significant importance to the success of supply chain operations. Uncertainty is defined, managed and accepted within the boundaries of a specific social network. Therefore every organization can reduce uncertainty by obtaining possession of critical assets and forming ties with stakeholders who are more specialized in a specific operation within their social network [11].

A systems based approach to one’s identity introduced by [12] has been a topic influencing both educational and social sciences. This topic cannot be ignored when researching an area as complex as supply chain management, since we are not immune to the effects of either the cultural or social environments surrounding us.

Risk management strategies are not as straightforward as they may seem to be at first sight. Firstly, because supply chains are, as stated earlier, dependent on several systems, there is a need to analyze each system thoroughly in order to assess the correct approach to the risks and vulnerabilities of each of the systems. Secondly, time should be considered as a variable in each analysis, and the effect time has on vulnerability and risks should be analyzed thoroughly.

Domain assessment

Critical infrastructure is divided into three levels. The most important level consists of the information technology industry, energy sector and water supply industry. The second level consists of the banking and finance sector, and the chemical industry sector. The third level is formed by the armaments industry, postal- and distribution services, agriculture and food supply chains, health care, and search and rescue services [3, 13]. Domain assessment should be divided into three time-related phases: observation, comprehension and prediction [14].

The four functions of the supply chain systems’ operations have to be analyzed across the domains the organizations operate in. Our approach has been adapted from the principles introduced by Skyttner [15].

The first and the most important assessment covers the way capabilities are managed within recognized, critical management areas. During the assessment work, the organization’s ability to create valid input information, which enables necessary vulnerability analysis, has to be covered. Secondly, there has to be the capability to store that valid information in a way that meets the requirements for the protection of critical infrastructure. Thirdly, the capability to manage the organ, which uses the valid information, has to be assessed. Fourthly, an organization has to have the capability to predict and create scenarios, which require valid information. And lastly an organization has to have the capability to manage feedback information, and most of all, manage the pre-determined operations based on the scenarios.

In the second domain, an organization’s capability to manage the contractual environment by using the methods, which take in to account the needs of end-user and the needs of the whole of the supply chain as a system, has to be assessed.

In the third domain, an organization’s capability to manage the carrying capacity and capability to secure the alternative methods of transportation and suppliers of vital goods and services for the organization has to be assessed.

In the fourth domain, an organization’s capability to manage the alternative and existing data transportation methods under all conditions has to be assessed.

In the last domain, the enhancement of the capability to react to rapidly changing political, social, environmental, legal and technological changes has to be assessed. This relates more to the first domain. The connections between functions and domain are illustrated in Appendix 2.

But how do we define a relevant risk in each of the domains? How do we decide which part of the supply chain creates a critical node? How do we divide a system and its sub-systems into manageable components, without sacrificing the overall purpose of the system? How do we define the capabilities,
which need to be met? How do we prevent a situation in which the “tail wags the dog”, meaning that the risk preventing process defines the outcome and not vice versa? There has to be a managerial approach, a methodology, which sets a framework for capability management.

The initial goal of domain assessment is to define and create capabilities, which enable recognition of an attack and reduce the attacker’s ability to operate in the target component. Observation and protection are reactive functions, which affect the overall costs.

Contractual environment

The capability to manage contractual environment processes requires a set of pre-defined capabilities. As Anteroinen [16, p. 13] states:

“... capability is the ability or power to achieve a desired operational effect in a selected environment and to sustain this effect for a designated period”.

This definition does not determine how the objective should be achieved. The definition also takes into account how domain operations are run.

In the assessment of relationships between the domains and functions the authors limited their scope. During the research the scope was limited to domain 2 (“capability to manage contractual environment”) and to function 2, which defines the management and supervision of the production process.

In the modern network based service chains, the commercial co-operation between the actors in the service supply chain is regulated with contracts. Contract management is divided into two major approaches. The first one concentrates on the structural design of the agreed transaction. The main focus of this approach is on the written contracts between different participating parties. These agreements are legally binding by nature [17, p. 241].

The second approach is more concerned with the relationships between the actors participating in the commercial co-operation. The main factor, participating parties rely on, is trust, which works as a safeguard for coordination and control functions. The upside of participants in this approach is the positive outcome of the transaction in spite of the existing and possible vulnerability [18, p. 395].

There are existing studies, which combine these two approaches, but their results are not clear-cut. One of the main reasons behind these results is the complexity of the contracts in the framework of trust. Even though one of the basic principles of S-D logic emphasizes institutional arrangements, it does not define which one of the approaches should be used for contractual management.

As the authors stated, the supply chain for a service ecosystem consists of several systems and subsystems. The capability to manage all the interrelating contracts within an ecosystem can become extremely expensive if the structural approach is used. Also, just a trust-based approach is hardly acceptable. We are after all researching the critical infrastructure, whose vulnerability cannot be protected only with the element of trust.

There are also examples of reciprocal-trust relationships which are based on the mutually positive outcomes, based on the actions active parties make [19]. This model does not take into account the possible role of third parties trying to take advantage of the two parties, who have created a reciprocal-trust relationship. Also, the reciprocal altruism introduced, among others by Trivers, [20] already in 1971 demands several and repeated interactions with known actors.

These contractual choices are obviously linked to the industry in question, which affects the criticality of the industry and possibly the already existing relationships between the actors within the industry. Contractual management should also consider the time-related phase observation, comprehension and prediction the critical process is related to. The four organizational functions – implementation, coordination, control and intelligence – need a thorough assessment from the contractual management point of view as well. These decisions are affected by the cultural, political and economic factors, as the main theories of international trade illustrate.

Contractual environment and an unknown threat

We approach the challenges in a contractual environment by observing two real life cases. In both cases we present partially successful cyber-attacks and discuss the deficiencies of situational awareness in a business ecosystem. The described sophisticated attacks were successful because of their unidentified nature and development resources behind new technology. Since there is always the possibility for an unknown threat, we endeavor to present a model managing the risk it produces.

The chapter is organized as follows. First we define the concept of an unknown threat. After that we present the two cyber-attack cases, and finally we analyze the cases in relation to contractual environment.
**Unknown threat**

An unknown threat is defined as a threat, which is not previously known, there is a theoretical background for the existence of this threat, there are no previously known counter measures against the threat or there are no known identification methods for the threat.

These threats include:
- 0-day vulnerabilities,
- tailored, effective based malicious operations,
- complex attacks against the targeted physical part of the component/system,
- APTs, Advanced Persistent Threats that combine all of the above and include significant resources for transforming the behavior of malicious activity.

**Case of Industrial Espionage**

Our first case contains a modern industrial espionage. The target of the attack was the immaterial capital of a large enterprise in the manufacturing sector that operates in the Nordic geo region. The details of the attack are classified. The information used here is retrieved through an interview with Jan Mickos [21], Vice-president, CGI Finland Security Advisory (May 23, 2017), and can also be viewed in public sources.

**Attack description**

The perpetrators of the attack campaigns are referred to as "APT 10" and "APT 29", which are explained in more detail [22] and [23]. The technical methodology used in the attack was fairly common. Previously known malware was slightly altered so it would not be exposed by normal antivirus scanners nor would it be blocked by technical security protection solutions. The adversary used a lot of time, resources and effort to cover the tracks of their actions and hide from defensive scanners and monitors. One particular feature of the attack was the ability to change the maneuvers, which ensured the stable progression of the attack towards its goal.

The attack was also special in its tactical dimension. It was aimed indirectly at the target via a common ICT service provider. This enabled two advantages. First, it is nearly impossible for an ICT service provider to identify malicious actions, since the traffic in the command and control (CnC) channel was hidden under the normal noise of enterprise activity. Second, even if the targeted enterprise would have noticed any abnormalities, it has no visibility or jurisdiction to the technical environment of the ICT service provider. As a side effect to the primary target, the attacker was able to create an entry point into other customers’ systems through the same ICT service provider.

**Time dimension of the attack**

The attack was exposed in the target environment in 2016. In a forensic investigation, the first traces of CnC were found to be from 2013. Any information from before this could not be reconstructed. It took around four months to block the attacker from the targeted system after exposure. That time was used for identifying the coverage of the attack, creating sufficient counter measures and collecting enough information for forensic analysis.

During the four years of attack, the attacker gradually collected information from the target environment, increased the compromised systems and components and proceeded towards the target. It is assumed that the attacker did not reach the ultimate target.

After successful coordination of counter measures and blocking the vulnerabilities of the systems it has been noticed, that the attacker has resumed a similar campaign towards the target enterprise via another service provider. This implies two results. First, the unknown threat has changed into a known threat and exposing new attempts are significantly faster. Secondly, a motivated attacker does not quit trying to reach the ultimate goal after the first obstacle. Instead, the attacker searches for another vulnerable component to continue the original campaign.

Speculating on the possible consequences of an attacker reaching the goal of immaterial capital, we can take the famous Nortel case as an example. The attack on Nortel proceeded unobserved for ten years [24]. In practice, the attacker was in control of the whole ICT environment of Nortel. As an indirect consequence of losing the immaterial capital and exposing business plans to competitors, the market value of Nortel dropped 98% in only two years, ending up in Canada’s greatest bankruptcy of all time [25].

**Case WannaCry Campaign**

Quite a recent example of a cyber-attack is from May 2017; the case is called WannaCry ransomware [26].

This campaign had several unprofessional features and because to them, direct damages were relatively small. However, indirect damages were notable. It disrupted normal functions of several critical infrastructure systems all over the world, including hospitals and traffic. It was fortunate for the societies that the attackers’ goal was only to deploy ransomware and collect ransom instead of destroying the compromised ICT systems or stealing the information that was accessed.

In the scope of this paper, WannaCry campaign had two interesting features. The first interesting fea-
ture was the speed of contamination of the systems. The previous example campaign was active for several years. This campaign was only active for days. The progress speed was so rapid that the analysis and counter measures of a single system took too much time to be effective. The blocking actions were only successful because of information exchange between security specialists across organizational and geological boundaries, and centralized blocking actions.

The second interesting feature was the methodology used in the campaign. It utilized the technology developed by the National Security Agency, USA (NSA), which was leaked to the public earlier. Despite that the mechanisms were known before the attack, there was a large amount of compromised systems worldwide. As a consequence, one can never trust or assume that the supply chain or the subcontractor has implemented the full preventive toolset for known threats. Furthermore, it is evident that the unknown threats are even less likely being monitored.

Analysis of the case

In both cases, the attack was blocked by centralized and coordinated actions. To obligate the supply chain node or the subcontractor to monitor systems preventing advanced and persistent type campaigns is nearly an impossible task. Only the one, that manages the environment as a whole and understands the possible goals of an attacker and also carries the business risk, can evaluate the differences and abnormalities of actions in a complex system environment.

We have also observed from empirical data of less public campaigns that the value of damage changes with time as follows [21]:

- the financial/business damage development follows a time-based logarithmic formula:
  - time 0 is the attacker’s penetration into the component/system,
  - time 1 is the time the actual damage driven action begins,
  - between 0 and 1 the attacker prepares the actual damage enabling action, such as intelligence and creation of necessary command functions,
  - onward from time 1 there is increasing damage to the component in relation to the maximum value of the component to the whole business value of the operations;
- the value of damage increases exponentially in relation to time:
  - effects in the individual component reflect to the whole system and increase the overall damage and financial loss.

Improving business resilience to unknown threats

Inspired by the case example presented in the previous chapters, the purpose of the improvement of resilience to unknown threats is to create a model, which tries to take into account the previously unrecognized threat to the specific business. The approximation in the model is based on the previous work by Zaerens [27], which showed the necessity to analyze financial impacts of threat prevention.

In this assessment, the authors are limiting their research to the main owner of the business. Also, an individual component under the research is not necessarily a technical phenomenon or a part of the IT-system. Depending on the business environment, the component can be a technical phenomenon, a business concept or a business driven phenomenon such as customer value creation. The main owner in the model is a company/function, which offers the final product to the end-user.

The observations in the model are based on either the sensor-based observation or on the log-based observation. Based on this definition, the only restriction to observation is the components ability to create material for analyzing purposes. This material is produced by the sensor and it can be technical, automatic or based on human interaction.

Each system component has to have a sensor, which collects information for observation purposes. This is illustrated in formula 1, a cluster of components in the system sens, in which j ∈ [1, S] and S equal the amount of components in the system.

The sensor’s ability to observe the threat can be assessed by using relative probability 1/w, where w equals the coverage of information relating to the unknown threat.

In the worst case scenario, information is not collected at all and the possibility to react to the threat is non-existent. Threat observation is divided into ten operations within four previously introduced functions; the operations are managed as a part of operations management, using recognized capabilities.

The sensor’s capability to reduce the unknown threat is presented in formula 2 developed by Zaerens in his previous research (Zaerens, 2015)

\[ R_n = f(P(\text{threat } i_1 \ast (1/w_{\text{sens}[1]})) \cdot \ldots \cdot P(\text{threat } i_S \ast (1/w_{\text{sens}[S]}))). \]

In order to clarify the topic, the authors defined the attack vector as a function, whose purpose is to fulfill the threat. The assumption is that the attack vector has a linear relationship with the threat. This
excludes surveillance activities, whose purpose is to define possible existing vulnerabilities in the target component.

Sensor activity is a constant, on-going function, which requires continuous sensor development in order to manage threat observation. This demands investments from the sensor throughout its lifecycle. This life-cycle cost is usually estimated to be 10% of the initial investment. This enables life-cycle estimation as follows:

\[ c_{sens} = d(1 + 0.1t) \]

in which \( d \) – initial investment, \( t \) – time, \( w \) – a relative data collection ability in a specific sensor.

Even though these formulae increase a sensor’s effectiveness against the threat, they do not take the costs, which are related to data analysis, into account. Obviously threat reduction is possible only, if the collected data from the sensor is analyzed. To simplify our approach we assume that the collected data contains sufficient data for exposing the attack.

Decentralized component based analysis can be described as a system where a real-time function of some predefined rule catches an anomaly or an exception. Component based cost analysis can be calculated using the following formula 4

\[ h_{sens[w]} \]

in which \( h \) – cost of the analysis by individual component \( w \) used.

We assume that the size of the rule set in component analysis does not affect the actual cost of the analysis. The effectiveness of component based analysis is reduced, if the area under observation is not restricted and its interphases to business processes are not defined adequately. Moreover, the real time observation significantly decreases the possibility for detecting attacks that have been going on for a long duration (e.g. APT type of campaigns).

Financial effects of the centralized approach can be calculated using the following formula 5. This concentrated analysis estimates information from several sensors and their interdependencies. The cost of the analysis is not solely based on the amount of sensor; it is based on average threat coverage

\[ C_{analysis} = h\left(\sum_{i=1}^{sens[n]} w_{sens[i]}\right) / n + \sum_{i=1}^{sens[n]} i \]

in which \( h \) – cost of the analysis, \( n \) – amount of sensors.

The effectiveness of the analysis increases when the amount of information from sensors increases.

Instead of centralized monitoring, having each component implemented with its own monitoring capability, the total cost of analysis of the system is the sum of all sensor and analysis costs from each partial component in the system. It is evident that even if the amount of sensors would be greater in some of the outsourced components, the overall effictivity of analysis significantly lacks business related information. Therefore the cost-effectivity ratio is better for centralized systems rather than distributed systems.

**Discussion**

Dialogue between the supply chain stakeholders does not jeopardize the risk management procedures of a supply chain, quite the opposite. It creates a solid base for understanding the system’s stakeholders and their needs throughout the different life cycles of a supply chain. Maglio, Srinivasan, Kreulen, and Spohrer [28] envision that service scientists could begin to understand service systems by identifying stakeholders and their needs, opportunities and problems in the environment. Theories behind the service science need to be analyzed during development work. It should be done due to the fact that capability management requires open multidiscipline dialogue between different disciplines and functions.

Looking at the five operational domains, it becomes evident, that the assessment of an individual domain, process or a single actor’s CIP capability is not adequate. There is a need to find those processes, which have the largest number of interfaces with each of the domains and the whole ecosystem. This should be the end result of an effective, centrally controlled surveillance activity.

As our research indicates, comprehensive, systems-wide protection can become extremely expensive. There are two questions, which arise from this conclusion. The first question is: who is responsible for the investments holistic protection demands? Secondly, what is the alternative cost for ecosystem-wide protection? One can ask if a main company should invest in tracking and control functions, instead of a “bullet proofed”, ecosystem-wide active protection.

The role of a contractual agreement should be seen as an assumption of the future state of the CIP, not as a boundary between the actors participating in the service supply chain. Contractual agreements should be formed following the principles used in the performance based logistics (PBL).

In the PBL, responsibility of the product/service system management is on the supplier of the system, unlike in the traditional end-user – supplier relationship [29]. PBL is in use in military context and it is “a contractual mechanism”.
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Berkowitz explains that

“...[a] contractual mechanisms will include long-term relationships and appropriately structured incentives with service providers... to support the end user’s (warfighter’s) objectives.” [30, p. 5].

This approach does not contradict with the idea of the centralized surveillance and monitoring system. Centralized monitoring and surveillance activities should be used to secure both adequate CIP and a source for the PBL incentives. Also, requirements based PBL emphasizes the positive sides of the structural and trust based contractual management. The existing incentives encourage a service provider to fulfill pre-determined service goals, as research by Doerr, Lewis and Eaton [31] has shown, because these benefits are accountable and reliably measurable.

Limitations of the study

As mentioned before, this paper is limited according the public information available. Attacked organizations are reluctant to comment the success rates or the damage impact of attacks even if they are known. This ensures the preservation of their reputation and trust relations in the economic systems they participate in. The damages of successful attacks, that are publicly known, are underrated without exception [32, 33]. It is notable that attacks are not made public, unless a third party brings the information to attention.

Recommendation for future research

An interesting research area would be to model the progression of an attack in relation to time. This enables the analysis of the timeframe in which the attacker could theoretically reach the business’s critical information after entering the system. This kind of a model would assist in estimating the available time for countermeasures or the collection of forensic information and analysis of attack progression.

Conclusions

Combining the systems wide approach and explaining the theoretical background behind the various models creates a comprehensive model, which assists in critical infrastructure protection. It shows that individual supply chains are a collection of extremely complex systems and subsystems backed up with sometimes contradicting theories and practices.

Current global trading operates in an environment, which is highly vulnerable to abnormalities in all parts of the supply chain. During a value creation process, an IT-infrastructure (a cyber-system) is dependent on five basic components:

1. input information, which reflects the reality of the surrounding world,
2. stored data of the existing reality to help decision making processes,
3. information stimulating the “organ” (human, machine), which in turn affects and stimulates the system,
4. data referring to the desired future state of the system,
5. feedback information regarding the desired outcome of the system or parts of the subsystem [34, p. 11].

All of the organizational functions – implementation, coordination, control and intelligence – across the system and relating subsystems are dependent upon the five components presented above. Each of the five components is subject to vulnerability and risk. This requires a description of the capabilities, which are needed to manage both functions and basic components of system wide vulnerability and risk management. Without these descriptions there is no possibility to calculate the financial effects of CIP.

Because a supply chain consists of a large number of multinational actors, each one of these players is potentially a critical node due to efficiency requirements defined by financial requirements. But unless an individual node affects pre-determined critical processes in the critical domain, a total collapse of the supply chain is not foreseeable. But there is a need for a systematic method, which enables the assessment of entire systems and their subsystems.

The authors have come to the conclusion, that the principles of cyber protection illustrated by i.a. Kuusisto [34], can be followed in commercial supply chain management. The following IT-infrastructure capability areas should be monitored, protected and secured thoroughly only if the benefits are on a financially acceptable level:

1. the capability to create valid input information, which enables necessary vulnerability analysis,
2. the capability to store said valid information in a way that it meets the requirements for the protection of the supply chain,
3. the capability to manage the organ, which uses the valid information,
4. the capability to predict and create scenarios, which require valid information,
5. the capability to manage feedback information and most of all, manage the pre-determined operations based on the scenarios.

In this paper we examined the domain assessment within the critical infrastructure protection. We stat-
ed that business ecosystem environment that contains supply chains or subcontracting is vulnerable for unknown threat. Yet we noted that distributed ecosystem can increase the resilience in operation with careful contractual management. We described the model that quantifies the key elements that are used in observing the malicious intrusions to business system. We also proposed what needs to be taken into consideration in enhancing more resilient business ecosystem.

Appendix 1. Framework for Critical Infrastructure Protection
Domain assessment by:
- functions
- domains

Domain 1:
- capability to create valid input information
- capability to store that valid information
- capability to manage the organ, which uses the valid information
- capability to predict and create scenarios
- capability to manage feedback information

Domain 2:
- capability to manage the contractual environment

Domain 3:
- capability to manage the carrying capacity
- capability to secure the alternative methods of transportation and suppliers of virtual goods and services

Domain 4:
- organization’s capability to manage the alternative and existing data transportation methods under all conditions

Domain 5:
- capability to react to rapidly changing political, social, environmental, legal and technological changes

1) Implementation consists of daily operations which enable production of physical products and services.
2) Coordination function consists of the regulating system [task, authority, responsibilities], which is used to manage production operations.
3) Control function consists of supervision and management of the operations related to implementation and coordination of production of physical goods and services.
4) Intelligence consists of functions relating to the adaptation of environmental changes.
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