This paper proposes a fast eye detection method based on fully-convolutional Siamese networks for iris recognition. The iris on the move system requires to capture high resolution iris images from a moving subject for iris recognition. Therefore, capturing images contains both eyes at high-frame-rate increases the chance of iris imaging. In order to output the authentication result in real time, the system requires a fast eye detector extracting the left and right eye regions from the image. Our method extracts features of a partial face image and a reference eye image using Siamese network frameworks. Similarity heat maps of both eyes are created by calculating the spatial cosine similarity between extracted features. Besides, we use CosFace as a loss function for training to discriminate the left and right eyes with high accuracy even with a shallow network. Experimental results show that our method trained by CosFace is fast and accurate compared with conventional generic object detection methods.

**Index Terms**— Iris recognition, image acquisition, image processing

1. **INTRODUCTION**

Iris recognition is known as one of the most accurate biometric authentication methods. In general, iris recognition involves an iris localization process and feature extraction process. The iris localization process cuts out the annular structure of the iris region with inner and outer circles. The feature extraction process extracts features from the iris region for matching. Iris recognition requires a very high resolution iris image with 10–15.7 pixels per millimeter. To expand the application of iris recognition, advanced iris imaging methods are required. Iris imaging methods to capture not only one eye but also both eyes in a partial face region have been proposed.

Partial face capturing can shorten the imaging time without precise control to adjust to one eye of a subject. In addition, capturing the region of interest (ROI) a whole face reduces the load on communication and processing speeds, and can improve the frame rate while keeping the resolution high. In systems that capture the iris of a moving person, such as iris at a distance (IAAD) and iris on the move (IOTM), capturing partial face images at a high frame rate increases the chance of iris imaging with a moving subject.

The IOTM system requires iris recognition from partial face images acquired at high frame rates. Iris localization is not suitable for partial face images because it is designed for images of one eye. The system requires fast extraction of the left and right eyes from a partial face images in real time.

To develop an eye detector for IOTM systems, we defined three requirements. First, the detector must process images in real time. Second, the detector must be able to accurately distinguish between the left and right eyes. Finally, the detector must be accurate enough to crop the iris within an image area. For example, an iris with a diameter of 160 pixels should almost fit within the VGA size. We assume that an input image always contains the left and right eyes and that the resolution is fixed to 10–15.7 pixels per millimeter.

In this paper, we propose an eye detector for fast and accurate extraction of the left and right eyes from a partial face image captured by the IOTM system. We focus on metric learning methods. The proposed method is based on fully-convolutional Siamese networks (SiamFC), and it extracts features from a single eye image as a reference, and the partial face image as a search target. Our detector generates heat maps by calculating the spatial cosine similarity between the features. During training, we apply CosFace to the loss function. It is possible to distinguish the right eye from the left eye with high accuracy even with a shallow network. We evaluate proposed method using public datasets. The experimental results show that our method is faster and more accurate compared with other well-known object detection methods.

2. **RELATED WORK**

The ideal for eye detection is to develop an algorithm that achieves the three goals of high accuracy, high robustness and high speed. Conventional eye detection methods are classified into three categories: hand crafted feature-based methods, template-based methods and CNN-based methods.

The hand-crafted feature-based detectors have used local image features and classifiers such as SVM. Gabor filters or HOG features have been used as local image features. The template-based methods have generated eye templates by using trained filters such as correlation filters. These methods are fast with a few tens of
### 3. PROPOSED METHOD

#### 3.1. Framework

We consider SiamFC \cite{7} to be a two-class classifier that determines whether a subregion of a search feature is a tracking target or not. To use SiamFC as an eye detector, we design a new loss function to generate discriminative features between right and left eyes. We apply a margin on hot labels using CosFace \cite{8} to separate the target classes from others.

We define the reference image as $I_{\text{ref}}$ and the search image as $I_{\text{srch}}$. The same CNN feature extractors $\phi$ calculate features from these two images. The features of $I_{\text{ref}}$ and $I_{\text{srch}}$ are defined as $f_{\text{ref}} := \phi(I_{\text{ref}}) \in \mathbb{R}^{M \times N \times c}$ and $F_{\text{srch}} := \phi(I_{\text{srch}}) \in \mathbb{R}^{M \times N \times c}$, respectively. The numbers of channels $c$ in $F_{\text{srch}}$ and $f_{\text{ref}}$ are equal, but each has a different spatial size. Let $F_{\text{srch}}[u] \in \mathbb{R}^{M \times N \times c}$ denote the partial region of size $m \times n \times c$ at spatial position $u \in U$ of feature $F_{\text{srch}}$.

Figure 1 shows the frameworks of the proposed method. In training, $I_{\text{ref}}$ is fixed to a single average image of one eye, and the same image is flipped between the left and right eyes. We assume that $I_{\text{srch}}$ always includes both eyes, and learn detection tasks for the left and right eyes, respectively. In testing, the same $I_{\text{ref}}$ as in training is used to obtain both features $f_{\text{ref}}$ and $F_{\text{srch}}$ in advance. The peak position of the output heat map is scaled and output as detection results.

#### 3.2. Similarity Map

The proposed method calculates the kernel-wise cosine similarity between $F_{\text{srch}}[u]$ and $f_{\text{ref}}$, and obtains similarity heat map $Q$. The edge of $F_{\text{srch}}$ is replicated before calculating the cosine similarity so that $Q$ has the same spatial size $(M,N)$ as $F_{\text{srch}}$. The cosine similarity at spatial position $u$ on heat map $Q$ can be calculated as

$$Q[u] = \cos \theta_u = \frac{f_{\text{ref}} \cdot F_{\text{srch}}[u]}{||f_{\text{ref}}||_2 ||F_{\text{srch}}[u]||_2}.$$  \hspace{1cm} (1)

#### 3.3. Loss Function

We design a loss function based on binary cross entropy (BCE) with CosFace \cite{8} to accurately classify one side of the eye (2 classes) from others. CosFace has a margin parameter $m$ applied only to the positive label locations and the scale parameter $s$. These parameters encourages cosine decision margin between classes. In the case of a right eye class,
CosFace is expected to separate the feature distribution of the right eye class from that of the left eye class. The total loss function $L$ based on the BCE is given by

$$L = -\frac{1}{|U|} \sum_{u \in U} \{y_u \log \frac{e^{s(Q_u - m)}}{e^{s(Q_u - m)} + \sum_{t \neq u} e^{sQ_t}} + (1 - y_u) \log \frac{e^{sQ_u}}{e^{s(Q_u - m)} + \sum_{t \neq u} e^{sQ_t}}\}. \quad (2)$$

4. EXPERIMENTAL RESULTS

In this section, we show two experiments done to evaluate the performance of the proposed method. The first was an ablation study to confirm the contributions of the proposed conditions (cosine similarity and CosFace). The second was a comparison between the proposed method and generic object detection methods.

We used a single network architecture for both experiments. The base network for SiamFC was modified from ResNet [21] as shown in Table 1. The differences from the original ResNet are single channel input and the number of layers. Each layer contained convolution, batch normalization and ReLU activation. For training the model, we used stochastic gradient descent (SGD) as the optimizer. The learning rate was 0.1 on the first epoch and switches to 0.01 from the second epoch. The weight decay was 0.0001. The batch size was 128 for each iteration, and the total number of iteration is 11k and 1k iterations (50 and 70 epochs) for the ablation study and the comparison. The CosFace parameters $(m, s)$ were $(0.3, 30)$.

The input image is scaled down from the original size, with the resolution of the iris diameter at about 10 pixels. The parameter $\alpha$ is the scale ratio between the original image and the similarity heat map. The value of $\alpha$ depends on the dataset. In the case of Casia-Iris-M1-S1 [22], we used $\alpha = 80$ to scale down the input image. Reference images and a sample of a partial face image are shown in Figs. 2(a) and (b). Inferred heat maps are shown in Figs. 2(c) and (d). The ground truth heat map is a binary map labelled on the eye center pixel and its four neighbor pixels.

4.1. Ablation Study

We evaluated the proposed method under four conditions to check the contributions of each component: (1) direct convolution of $F_{srch}$ with $F_{ref}$ (conv) which is equivalent to SiamFC [7], (2) convolution of pixel-wise normalized $F_{srch}$ and $F_{ref}$ (normed), (3) convolution of kernel-wise normalized cosine similarity between $F_{srch}$ and $F_{ref}$ (cossim), and (4) convolution of kernel-wise normalized cosine similarity with CosFace (cosface).

For the ablation study, we prepared training and test datasets using approximately 60,000 partial face images. The datasets included Casia-Iris-M1-S1 [22], Casia-Iris-Distance [24] and our own dataset. We manually annotated the ground truth for each dataset. The annotated dataset were split into 50% for training and the remaining 50% for testing. We trained the model on each condition three times with the same parameters.

We evaluated the detected coordinates with or without half of the VGA size from the ground truth positions. (i.e., whether or not the detected coordinates were within the margin of the iris diameter from the center of the ground-truth VGA image). In the evaluation, we calculated criteria $T(x, \alpha \hat{x})$ per image given by

$$T(x, \alpha \hat{x}) = \begin{cases} 1, & \text{if } ((W - r) < |x - \alpha \hat{x}|) \\ \&((H - r) < |y - \alpha \hat{y}|), \\ 0, & \text{otherwise} \end{cases} \quad (3)$$
where \( \hat{x} = (\alpha x, \alpha y) \) are the detected coordinates enlarged to the original scale and \( x = (x, y) \) is the ground truth. The margin parameter is \( r = 75 \) and the \((H, W)\) are half the size of the VGA \((320, 240)\). We used the average ratio of \( T(x, \alpha \hat{x}) \) in the test dataset as an evaluation metric.

Figure 3 shows the resulting distributions of the detection accuracy for each condition. The result for “conv” showed almost no progress in training, and the accuracy rate was under 10%. “Normed” improved the accuracy dramatically over “conv” and achieved an accuracy over 70%. This is because “normed” makes the search feature closer to the reference feature. However, there are variations between the left and right results. The accuracy was further improved by applying “cos-sim” and “cosface”. These accuracies were stable and exceeded 90%. “Cosface” achieved the highest accuracy with the least variation in all conditions. These results confirm that kernel-wise normalization and CosFace play an important role in the proposed method.

4.2. Comparison with Generic Object Detection Methods

We compared the proposed method with generic object detection methods: FRCNN [16] and YOLOv5 (a PyTorch implementation of [24]). We re-trained YOLO and FRCNN models to detect both eyes from partial face images. The proposed method and YOLO were trained in 70 epochs, while FRCNN was trained in 5 epochs because the training time of FRCNN is much longer than the other methods.

For comparison, we classified the manually annotated datasets into training and untraining domains to evaluate the domain robustness of the proposed method. The training domain datasets included Casia-Iris-Distance [23] and Casia-Iris-M1-S1 [22]. We trained 50% of the images from the training domain datasets. The other 50% of the training domain datasets was utilized in the evaluation (trained domain). The untraining domain datasets included Casia-Iris-M1-S2 [22] and Casia-Iris-M1-S3 [22]. All of the untraining domain datasets (untrained domain) were used for evaluation.

We compared the three methods using the F1 score. Since the proposed method assumes that both eyes are always included in an input image, a false positive (FP) is always equal to a false negative (FN). This assumption makes the precision equal to the recall for the proposed method. In generic object detection, the number of detection targets is unlimited, so YOLO and FRCNN may detect more targets than expected (the FN may differ from the FP). Thus, we needed to evaluate them on the basis of the F1 score instead of accuracy.

Table 2 shows the result of the comparison. The results obtained for the trained domain datasets show that FRCNN had the highest accuracy, but the accuracy of the proposed method was almost the same as FRCNN. The results obtained using the untrained domain datasets (Table 2 Untrained) show that the proposed method and the FRCNN maintained high accuracy for both eyes. This confirms that the proposed method and FRCNN have robustness to the domain difference between training and test datasets. In terms of execution time in the CPU environment (Intel Core i9-9900 @ 3.60 GHz), the proposed method was the fastest among the three methods with a 21-ms processing time for an average of 10 times of processing for a partial face image of 96 × 123 pixels. These results confirm that our proposed method achieved higher accuracy with a higher calculation speed than the other generic object detection methods.

5. CONCLUSION

This paper proposed a fast eye detection method based on fully-convolutional Siamese networks for partial face images. By applying a loss function with CosFace during training, a shallow network was able to discriminate between the left and right eyes with high accuracy. Experimental results showed that CosFace is effective in achieving high speed and high accuracy, and our method is faster and more accurate in a CPU environment compared with conventional generic object detection methods.
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