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Abstract

This paper discusses the properties of the spaces of fuzzy sets in a metric space with $L_p$-type $d_p$ metrics, $p \geq 1$. The $d_p$ metrics are well-defined if and only if the corresponding Hausdorff distance functions are measurable. In this paper, we give some fundamental conclusions on the measurability of these Hausdorff distance functions. Then we give the characterizations of compactness in fuzzy set space with $d_p$ metrics. At last we present the completions of fuzzy set spaces with $d_p$ metrics.
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1. Introduction

The $L_p$-type metrics are widely used in theoretical research and practical applications. The class of $d_p$ metrics is a kind of $L_p$-type metrics. The $d_p$ metrics are commonly used metrics on fuzzy sets [1, 2, 21, 24].

The $d_p$ metrics are well-defined if and only if the corresponding Hausdorff distance functions are measurable. So it is important to discuss the measurability of these Hausdorff distance functions. In [9], we give some conclusions on this topic. In this paper, we give proofs to the positive conclusions and counterexamples to the negative conclusion. Further, we make great improvements to these conclusions. The conclusions on measurability of the function
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in this paper pointed out the cases in which the $d_p$ metrics are well-defined, and, therefore, indicate the properties of the $L_p$-type metrics can be used in these cases. So these conclusions are fundamental for relevant studies of the $d_p$ metrics.

Compactness is a fundamental property in both theory and applications [7, 15, 20]. The characterizations of compactness for fuzzy set space with $d_p$ metrics have attracted attentions of scholars [18, 25, 26]. The completion of a given metric space is an important topic in analysis.

In [8], we give the characterizations of total boundedness, relative compactness and compactness for fuzzy set space with $d_p$ metrics. We also give the completions of various fuzzy set spaces with $d_p$ metrics. All the fuzzy sets involved in the conclusions in [8] are fuzzy sets in the $m$-dimensional Euclidean space $\mathbb{R}^m$.

It is natural to consider spaces of fuzzy sets in a metric space [4, 5, 14]. In this paper, we discuss the properties spaces of fuzzy sets in a general metric space with $d_p$ metrics.

We discuss the properties of the $d_p^*$ metric ($d_p$ metrics) and the $H_{\text{end}}$ metric including the relationship between them. Based on these results and the characterizations of total boundedness, relative compactness and compactness in fuzzy set space with $d_p$ metrics given in [10]. We present the characterizations of total boundedness, relative compactness and compactness for space of fuzzy sets in a metric space with $d_p$ metrics. These results reveal a connection between a set being total bounded (respectively, relatively compact, compact) in the sense of the $d_p$ metrics and this set being total bounded (respectively, relatively compact, compact) in the sense of the endograph metrics. The results on the characterizations of total boundedness, relative compactness and compactness in this paper generalize the corresponding results in [8]. Furthermore, using the results in this paper, we give new characterizations of total boundedness, relative compactness and compactness for space of fuzzy sets in $\mathbb{R}^m$.

We construct completions of fuzzy set spaces in a metric space with $d_p$ metrics. These conclusions on the completions of the spaces of fuzzy set in a metric space $(X, d)$ apply to not only the cases that $X$ is a complete metric space but also the cases that $X$ is an incomplete metric space. The fuzzy sets involved in the corresponding results in [8] is fuzzy sets in $\mathbb{R}^m$, which is a complete space. The results on completions of fuzzy set spaces in this paper improve the corresponding results in [8].

The remainder of this paper is organized as follows. In Section 2 we re-
call and give some basic notions and results related to fuzzy sets and metrics on them. In Section 3 we give fundamental conclusions on the measurability of the Hausdorff distance functions. In Section 4 we discuss the properties and relation of the $d_p$ metric and the $H_{end}$ metric. In Section 5 we give the characterizations of total boundedness, relative compactness and compactness in $(F_{USCG}^1(X)^p, d_p)$. In Section 6 we pointed out that the results in Section 5 generalize the corresponding results in [8] for $(F_{USCG}^1(R^m)^p, d_p)$. Furthermore, by using results in Sections 4 and 5, we give new characterizations of total boundedness, relative compactness and compactness in $(F_{USCG}^1(R^m)^p, d_p)$. In Section 7, we construct completions of spaces of fuzzy sets in a metric space according to $d_p$ metrics. In Section 8, we draw our conclusions.

2. Fuzzy sets and metrics on them

In this section, we recall and give some notions and results related to fuzzy sets and metrics on them. Readers can refer to [1, 2, 6, 16, 17, 22–24] for studies and applications of fuzzy theory. Let $N$ be the set of all positive integers, and let $R^m$ be the $m$-dimensional Euclidean space ($R^1$ is also written as $R$). We use $\rho_m$ to denote the Euclidean metric on $R^m$. We use $R^+$ to denote the set $\{x \in R : x \geq 0\}$.

In this paper, if not specifically mentioned, we suppose that $X$ is a metric space endowed with a metric $d$. For simplicity, we also use $X$ to denote the metric space $(X, d)$.

Let $F(X)$ denote the set of all fuzzy sets in $X$. A fuzzy set $u \in F(X)$ can be seen as a function $u : X \rightarrow [0, 1]$. A subset $S$ of $X$ can be seen as a fuzzy set in $X$. If there is no confusion, the fuzzy set in $X$ corresponding to $S$ is often denoted by $\chi_S$; that is,

$$\chi_S(x) = \begin{cases} 1, & x \in S, \\ 0, & x \in X \setminus S. \end{cases}$$

For simplicity, for $x \in X$, we will use $\hat{x}$ to denote the fuzzy set $\chi_{\{x\}}$ in $X$.

In this paper, if we want to emphasize a specific metric space $X$, we will write the fuzzy set in $X$ corresponding to $S$ as $S_{F(X)}$, and the fuzzy set in $X$ corresponding to $\{x\}$ as $\hat{x}_{F(X)}$.

For $u \in F(X)$, let $[u]_\alpha$ denote the $\alpha$-cut of $u$, i.e.

$$[u]_\alpha = \begin{cases} \{x \in X : u(x) \geq \alpha\}, & \alpha \in (0, 1], \\ \text{supp } u = \{x : u(x) > 0\}, & \alpha = 0, \end{cases}$$
where $\bar{S}$ denotes the topological closure of $S$ in $(X, d)$.

For $u \in F(X)$, $u$ is said to be normal if $[u]_1 \neq \emptyset$. We use $F^1(X)$ to denote the family of all normal fuzzy sets in $X$.

For $u \in F(X)$, define

$$\text{end } u := \{(x, t) \in X \times [0, 1] : u(x) \geq t\},$$
$$\text{send } u := \{(x, t) \in X \times [0, 1] : u(x) \geq t\} \cap ([u]_0 \times [0, 1]).$$

end $u$ and send $u$ are called the endograph of $u$ and the sendograph of $u$, respectively.

If $X$ is replaced by a nonempty set $Y$ in the above four paragraphs, then the definitions and notations in the above four paragraphs still apply except for the notations $[u]_0$ and send $u$. If $(X, d)$ is replaced by a topological space $(Y, \tau)$ in the above four paragraphs, then the definitions and notations in the above four paragraphs still apply.

Let $(X, d)$ be a metric space. We use $H$ to denote the Hausdorff distance on $C(X)$ induced by $d$, i.e.,

$$H(U, V) = \max\{H^*(U, V), H^*(V, U)\}$$

for each $U, V \in C(X)$, where

$$d(u, V) = \inf_{v \in V} d(u, v), \quad H^*(U, V) = \sup_{u \in U} d(u, V) = \sup_{u \in U} \inf_{v \in V} d(u, v).$$

We call $H^*$ the Hausdorff pre-distance related to $H$.

In this paper, if we want to emphasize that $H$ and $H^*$ are induced by a specific metric $\lambda$, we will write $H$ and $H^*$ as $H_\lambda$ and $H^*_\lambda$, respectively.

The metric $\bar{d}$ on $X \times [0, 1]$ is defined as

$$\bar{d}((x, \alpha), (y, \beta)) = d(x, y) + |\alpha - \beta|.$$ 

If not specifically mentioned, we suppose by default that the metric on $X \times [0, 1]$ is $\bar{d}$. For simplicity, if there is no confusion, we also use $X \times [0, 1]$ to denote the metric space $(X \times [0, 1], \bar{d})$, and also use $H$ to denote the Hausdorff distance on $C(X \times [0, 1])$ induced by $\bar{d}$ on $X \times [0, 1]$.

**Remark 2.1.** Let $Y$ be a nonempty set. $\rho$ is said to be a metric on $Y$ if $\rho$ is a function from $Y \times Y$ into $\mathbb{R}$ satisfying positivity, symmetry and triangle inequality. At this time, $(Y, \rho)$ is said to be a metric space. $\rho$ is said to be an
extended metric on $Y$ if $\rho$ is a function from $Y \times Y$ into $\mathbb{R} \cup \{+\infty\}$ satisfying positivity, symmetry and triangle inequality. At this time, $(Y, \rho)$ is said to be an extended metric space. Clearly a metric space is an extended metric space.

Let $(Y, \rho)$ be an extended metric space, $y \in Y$ and $\varepsilon > 0$. We use $B_{(Y,\rho)}(y, \varepsilon)$ to denote the set $\{z \in Y : \rho(y, z) < \varepsilon\}$ and use $B_{(Y,\rho)}(y, \varepsilon)$ to denote the set $\{z \in Y : \rho(y, z) \leq \varepsilon\}$. If there is no confusion, we will write $B_{(Y,\rho)}(y, \varepsilon)$ as $B(y, \varepsilon)$ and write $B_{(Y,\rho)}(y, \varepsilon)$ as $B(y, \varepsilon)$.

Let $(Y, \rho)$ be an extended metric space. $\{B(y, \varepsilon) : y \in Y, \varepsilon > 0\}$ is a basis for the topology induced by $\rho$ on $Y$. The topological closure of a set $A$ in $(Y, \rho)$, denoted by $\overline{A}$, refers to the closure of $A$ in $Y$ according to the topology induced by $\rho$ on $Y$. Then $x \in \overline{A}$ if and only if there is a sequence $\{x_n\}$ in $A$ such that $\rho(x_n, x) \to 0$. So $x \in \overline{A}$ if and only if $\rho(x, A) = 0$.

Let $(Y, \rho)$ be an extended metric space and $S$ a nonempty set in $Y$. we use $\rho|_S$ to denote the induced metric on $S$ by $\rho$. $(S, \rho|_S)$ is called a subspace of $(Y, \rho)$. If there is no confusion we also use $\rho$ to denote $\rho|_S$. Obviously, if $(Z, \lambda)$ is an extended metric space (respectively, metric space) and $A$ is a subset of $Z$, then $(A, \lambda|_A)$ is also an extended metric space (respectively, metric space).

**Remark 2.2.** Let $(X, d)$ be a metric space. The Hausdorff distance $H$ on $K(X)$ induced by $d$ on $X$ is a metric. The Hausdorff distance $H$ on $C(X)$ induced by $d$ on $X$ is an extended metric. As $(X \times [0, 1], \overline{d})$ is a metric space, the Hausdorff distance $H$ on $K(X \times [0, 1])$ induced by $\overline{d}$ on $X \times [0, 1]$ is a metric and the Hausdorff distance $H$ on $C(X \times [0, 1])$ induced by $\overline{d}$ on $X \times [0, 1]$ is an extended metric.

Each of $H$ on $C(X)$ induced by $d$ on $X$ and $H$ on $C(X \times [0, 1])$ induced by $\overline{d}$ on $X \times [0, 1]$ does not need to be a metric. Clearly $H$ on $C(X)$ induced by $d$ on $X$ is a metric if and only if $H$ on $C(X \times [0, 1])$ induced by $\overline{d}$ on $X \times [0, 1]$ is a metric.

Clearly $H(\{0\}, [0, +\infty)) = +\infty$. So $H$ on $C(\mathbb{R}^m)$ is an extended metric but not a metric, and then this is also true for $H$ on $C'(\mathbb{R}^m \times [0, 1])$.

When the Hausdorff distance $H$ is an extended metric, it is also called the Hausdorff extended metric. When the Hausdorff distance $H$ is a metric, it is also called the Hausdorff metric. In this paper, for simplicity, we refer to both the Hausdorff extended metric and the Hausdorff metric as the **Hausdorff metric** unless there is a need to specifically indicate what they are.

Let $(Y, \rho)$ be an extended metric space. The symbols $K(Y)$ and $C(Y)$
are used to denote the set of all non-empty compact subsets of \((Y, \rho)\) and the set of all non-empty closed subsets of \((Y, \rho)\), respectively.

Let \(u \in F(Y)\). We say that \(u\) is an upper semi-continuous fuzzy set in \((Y, \rho)\) if \(u(x) \geq \limsup_{y \to x} u(y)\) for each \(x \in Y\). The following conditions are equivalent: (i) \(u\) is an upper semi-continuous fuzzy set in \((Y, \rho)\), (ii) for each \(\alpha \in \mathbb{R}\), \(\{x \in Y : u(x) \geq \alpha\} \in C(Y) \cup \{\emptyset\}\), and (iii) for each \(\alpha \in (0, 1]\), \([u]_{\alpha} \in C(Y) \cup \{\emptyset\}\). (i) \(\Leftrightarrow\) (ii) is well-known. Given \(v \in F(Y)\). If \(\alpha > 1\) then \(\{x \in Y : v(x) \geq \alpha\} = \emptyset \in C(Y) \cup \{\emptyset\}\). If \(\alpha \leq 0\) then \(\{x \in Y : v(x) \geq \alpha\} = Y \in C(Y) \cup \{\emptyset\}\). So (ii) \(\Leftrightarrow\) (iii). Thus (i) \(\Leftrightarrow\) (ii) \(\Leftrightarrow\) (iii).

Let \(F_{USC}(Y)\) denote the family of all upper semi-continuous fuzzy sets in \((Y, \rho)\) and let \(F^1_{USC}(Y)\) denote the family of normal fuzzy sets in \(F_{USC}(Y)\), i.e.,

\[
F_{USC}(Y) := \{u \in F(Y) : [u]_{\alpha} \in C(Y) \cup \{\emptyset\} \text{ for all } \alpha \in (0, 1]\},
F^1_{USC}(Y) := F_{USC}(Y) \cap F^1(Y) = \{u \in F(Y) : [u]_{\alpha} \in C(Y) \text{ for all } \alpha \in (0, 1]\}.
\]

Obviously for each \(u \in F(Y)\), \([u]_{\alpha} \in C(Y) \cup \{\emptyset\}\), and for each \(u \in F^1_{USC}(Y)\), \([u]_{\alpha} \in C(Y)\). So \(\alpha \in (0, 1]\) in the above definitions of \(F_{USC}(Y)\) and \(F^1_{USC}(Y)\) can be replaced by \(\alpha \in [0, 1]\).

In this paper, we mainly discuss the normal and upper semi-continuous fuzzy sets in a metric space. Some of the discussion will also involve more general fuzzy sets. Define

\[
F_{USCB}(X) := \{u \in F(X) : [u]_{\alpha} \in K(X) \cup \{\emptyset\} \text{ for all } \alpha \in [0, 1]\},
F_{USCG}(X) := \{u \in F(X) : [u]_{\alpha} \in K(X) \cup \{\emptyset\} \text{ for all } \alpha \in [0, 1]\},
F^1_{USCB}(X) := F^1(X) \cap F_{USCB}(X) = \{u \in F(X) : [u]_{\alpha} \in K(X) \text{ for all } \alpha \in [0, 1]\},
F^1_{USCG}(X) := F^1(X) \cap F_{USCG}(X) = \{u \in F(X) : [u]_{\alpha} \in K(X) \text{ for all } \alpha \in [0, 1]\}.
\]

Clearly \(F_{USCB}(X) = \{u \in F_{USC}(X) : [u]_{\alpha} \in K(X) \cup \{\emptyset\}\} \) ("\(\subseteq\)" is obvious. Let \(u \in F_{USC}(X)\) with \([u]_{\alpha} \in K(X) \cup \{\emptyset\}\). Then for each \(\alpha \in (0, 1]\), \([u]_{\alpha}\) is a closed subset of the compact set \([u]_{\alpha}\), and therefore \([u]_{\alpha} \in K(X) \cup \{\emptyset\}\). Thus \(u \in F_{USCB}(X)\). Hence "\(\supseteq\)" holds.). So \(F^1_{USCB}(X) = F^1(X) \cap F_{USCB}(X) = \{u \in F^1_{USC}(X) : [u]_{\alpha} \in K(X)\}\). Obviously \(F_{USCB}(X) \subseteq F_{USCG}(X) \subseteq F_{USC}(X)\).

The supremum metric \(d_{\infty}\), the endograph metric \(H_{end}\) and the sendograph metric \(H_{send}\) on \(F^1_{USC}(X)\) are defined as follows. Kloeden [16] introduced the endograph metric \(H_{end}\). For each \(u, v \in F^1_{USC}(X)\),

\[
d_{\infty}(u, v) := \sup \{H([u]_{\alpha}, [v]_{\alpha}) : \alpha \in [0, 1]\},
\]
\[
H_{\text{end}}(u, v) := H(\text{end } u, \text{end } v), \\
H_{\text{send}}(u, v) := H(\text{send } u, \text{send } v), 
\]

where the first \(H\) refers to the Hausdorff metric on \(C(X)\) and the other two \(Hs\) refer to the Hausdorff metric on \(C(X \times [0, 1])\) induced by \(\mathcal{F}\) on \(X \times [0, 1]\). Clearly

for each \(u, v \in F_{\text{USC}}^1(X)\), \(d_\infty(u, v) \geq H_{\text{send}}(u, v) \geq H_{\text{end}}(u, v)\). \hspace{1cm} (2)

Remark 2.3. We can see that each one of \(d_\infty\) and \(H_{\text{send}}\) on \(F_{\text{USC}}^1(X)\) is an extended metric but does not need to be a metric. Both \(d_\infty\) and \(H_{\text{send}}\) are metrics on \(F_{\text{USCB}}^1(X)\). By \(2\) and Example 2.3, the \(d_\infty\) metric and \(H_{\text{send}}\) metric on \(F_{\text{USCG}}^1(\mathbb{R}^m)\) could take the value +\(\infty\). So both \(d_\infty\) and \(H_{\text{send}}\) on \(F_{\text{USCB}}^1(\mathbb{R}^m)\) are not metrics, they are extended metrics. \(H_{\text{end}}\) is a metric on \(F_{\text{USC}}^1(X)\) with \(H_{\text{end}}(u, v) \leq 1\) for all \(u, v \in F_{\text{USC}}^1(X)\). See also Remark 3.3 in \(9\) (We made a misprint in the last sentence of Remark 3.3 in \(9\). The “\(H_{\text{end}}\)” must be deleted from this sentence).

For simplicity, in this paper, we call \(H_{\text{send}}\) on \(F_{\text{USC}}^1(X)\) the \(H_{\text{send}}\) metric or the sendograph metric \(H_{\text{send}}\), and call \(d_\infty\) on \(F_{\text{USC}}^1(X)\) the \(d_\infty\) metric or the supremum metric \(d_\infty\).

We will often use the following known facts directly without quoting.

Fact 1: Let \(f\) be a function from an interval \([\mu, \nu]\) to \(\mathbb{R}^+ \cup \{0\}\) and \(p > 0\). Then the following conditions are equivalent to each other: (i) \(f\) is measurable on \([\mu, \nu]\), (ii) \(f^p\) is measurable on \([\mu, \nu]\), and (iii) \((\int_\mu^\nu f(\alpha)^p \, d\alpha)^{1/p}\) is well-defined. Fact 2: Let \(p > 0\). For each \(i = 1, \ldots, n\), let \(f_i\) be functions from an interval \([\mu_i, \nu_i]\) to \(\mathbb{R}^+ \cup \{0\}\). Then the following conditions are equivalent to each other: (i) for each \(i = 1, \ldots, n\), \(f_i\) is measurable on \([\mu_i, \nu_i]\), (ii) for each \(i = 1, \ldots, n\), \((\int_{\mu_i}^{\nu_i} f_i(\alpha)^p \, d\alpha)^{1/p}\) is well-defined, (iii) \(\sum_{i=1}^n (\int_{\mu_i}^{\nu_i} f_i(\alpha)^p \, d\alpha)^{1/p}\) is well-defined. (By Fact 1, (i) \(\Leftrightarrow\) (ii). Note that for each \(i = 1, \ldots, n\), if \((\int_{\mu_i}^{\nu_i} f_i(\alpha)^p \, d\alpha)^{1/p}\) is well-defined, then \((\int_{\mu_i}^{\nu_i} f_i(\alpha)^p \, d\alpha)^{1/p} \geq 0\). So (ii) \(\Rightarrow\) (iii). (iii) \(\Rightarrow\) (ii) is obvious. So (i), (ii) and (iii) are equivalent to each other.)

For each \(u, v \in F_{\text{USC}}^1(X)\), the \(d_p\) distance of \(u, v\) given by

\[
d_p(u, v) = \left(\int_0^1 H([u]_{\alpha}, [v]_{\alpha})^p \, d\alpha\right)^{1/p}
\]

is well-defined if and only if \(H([u]_{\alpha}, [v]_{\alpha})\) is a measurable function of \(\alpha\) on \([0, 1]\). Here we see \(H([u]_{\alpha}, [v]_{\alpha})\) as a function of \([0, 1]\) into \(\hat{\mathbb{R}}\) with \(\alpha\) as the
independent variable. We suppose that, in the sequel, “$p$”, which appears in the mathematical expressions such as $d_p$, etc., satisfies $p \geq 1$.

In Section 3, we will give some fundamental conclusions for the measurability of the function $H([u]_\alpha, [v]_\alpha)$ of $\alpha$ on $[0, 1]$. Since $H([u]_\alpha, [v]_\alpha)$ could be a non-measurable function of $\alpha$ on $[0, 1]$ (see Example 3.25 in [9]), we introduce the $d^*_p$ distance on $F^1_{USC}(X)$, $p \geq 1$, in [9], which is defined by

$$d^*_p(u, v) := \inf \left\{ \left( \int_0^1 f(\alpha)^p \, d\alpha \right)^{1/p} : f \text{ is a measurable function from } [0, 1] \text{ to } \mathbb{R}^+ \cup \{ +\infty \} \text{ satisfying } f(\alpha) \geq H([u]_\alpha, [v]_\alpha) \text{ for all } \alpha \in [0, 1] \right\}$$

for each $u, v \in F^1_{USC}(X)$.

Conclusions (i) and (ii) below have been shown in [9] (see Theorem 3.1 and Remarks 3.2 and 3.3 in [9]).

(i) $d^*_p$ on $F^1_{USC}(X)$ is an extended metric but does not need to be a metric.

(ii) For each $u, v \in F^1_{USC}(X)$, if $d_p(u, v)$ is well-defined then clearly $d^*_p(u, v) = d_p(u, v)$. So the $d^*_p$ distance is an expansion of the $d_p$ distance on $F^1_{USC}(X)$.

The $d_p$ distance is well-defined on $F^1_{USC}(\mathbb{R}^m)$ (see Theorem 3.8). The $d_p$ distance is well-defined on $F^1_{USCG}(X)$ (see Section 6 of [10] or Proposition 3.14). In Section 3, we also give further results on the measurability of the function $H([u]_\alpha, [v]_\alpha)$ of $\alpha$ on $[0, 1]$.

**Remark 2.4.** In this paper, for simplicity, we also call the $d^*_p$ distance as the $d^*_p$ metric when the $d^*_p$ distance is an extended metric, and also call the $d_p$ distance as the $d_p$ metric when the $d_p$ distance is an extended metric.

In [10], we showed that for each $u, v \in F^1_{USC}(X)$, $d_\infty(u, v) \geq d^*_p(u, v)$.

The following example shows that the $d_p$ metric and $H_{\text{send}}$ metric on $F^1_{USCG}(\mathbb{R}^m)$ could take the value $+\infty$. This example comes from Section 6 of [10]. The symbol $\| \cdot \|$ is used to denote the Euclidean norm on $\mathbb{R}^m$.

**Example 2.5.** Denote the origin of $\mathbb{R}^m$ by $o$. Clearly $\delta_{F(\mathbb{R}^m)} \in F^1_{USCB}(\mathbb{R}^m) \subseteq F^1_{USCG}(\mathbb{R}^m)$. Let $u \in F^1_{USCG}(\mathbb{R}^m)$ be defined by putting $[u]_\alpha = \{ x \in \mathbb{R}^m : \|x\| \leq n \}$ for each $n \in \mathbb{N}$ and each $\alpha \in (1/(n+1), 1/n]$. Then $d_p(u, \delta_{F(\mathbb{R}^m)}) = +\infty$ (this fact has been given in [10]). Given $n \in \mathbb{N}$. Pick an $x_n \in \mathbb{R}^m$ with $\|x_n\| = n$. Then $x_n \in [u]_{1/n}$. This means that $(x_n, 1/n) \in \text{send} u$. Note that $\overline{p}_m((x_n, 1/n), \delta_{F(\mathbb{R}^m)}) = \overline{p}_m((x_n, 1/n), \{o\} \times [0, 1]) = n$. Thus $+\infty \geq H^*(\text{send} u, \delta_{F(\mathbb{R}^m)}) \geq \sup_{n=1}^{+\infty} \overline{p}_m((x_n, 1/n), \{o\} \times [0, 1]) = +\infty$.

Hence $H^*(\text{send} u, \delta_{F(\mathbb{R}^m)}) = +\infty$, and so $H_{\text{send}}(u, \delta_{F(\mathbb{R}^m)}) = +\infty$.

We introduce the following subset of $F^1_{USC}(X)$
• \( F_{USCG}(X)^p := \{ u \in F_{USCG}(X) : d_p(u, \hat{x}_0) = (\int_0^1 H([u]_\alpha, \{x_0\})^p \, d\alpha)^{1/p} < +\infty \} \), where \( x_0 \) is a point in \( X \).

Let \( u \in F_{USCG}(X) \). If there is an \( x \in X \) such that \( d_p(u, \hat{x}) < +\infty \), then for each \( y \in X \), \( d_p(u, y) < +\infty \) since \( d_p(u, \hat{y}) \leq d_p(u, \hat{x}) + d_p(\hat{x}, \hat{y}) = d_p(u, \hat{x}) + d(x, y) < +\infty \). So the definition of \( F_{USCG}(X)^p \) does not depend on the choice of \( x_0 \). And \( F_{USCG}(X)^p = \{ u \in F_{USCG}(X) : d_p(u, \hat{x}) < +\infty \text{ for each } x \in X \} \).

Let \( x \in X \). Clearly, for each \( u, v \in F_{USCG}(X)^p \), \( d_p(u, v) \leq d_p(u, \hat{x}) + d_p(v, \hat{x}) < +\infty \). So the \( d_p \) distance is a metric on \( F_{USCG}(X)^p \).

Remark 2.6. Let \( x \in X \). Then for each \( \alpha \in [0,1], \{\hat{x}\}_\alpha = \{x\} \in K(X) \). Thus \( \hat{x} \in F_{USCB}(X) \subseteq F_{USCG}(X) \). Note that the \( d_p \) distance is well-defined on \( F_{USCG}(X) \) (see Section 6 of [10] or Proposition 3.14). So \( d_p(u, \hat{x}_0) \) in the definition of \( F_{USCG}(X)^p \) is well-defined. This fact also follows from Theorem 3.26 as \( u \in F_{USCG}(X) \subseteq F_{USC}(X) \) and \( \hat{x}_0 \in F_{USCG}(X) \). This fact also follows from Proposition 3.1.

Define \( \hat{X} := \{ \hat{x} : x \in X \} \). Clearly
\[
\hat{X} \subseteq F_{USCB}(X) \subseteq F_{USCG}(X)^p \subseteq F_{USCG}(X) \subseteq F_{USC}(X).
\]

In this paper both the \( \lim \) quantities and the \( \lim \inf \) (see Page 11) quantities are allowed to take the values \(-\infty\) and \(+\infty\).

3. Measurability of function \( H([u]_\alpha, [v]_\alpha) \)

For each \( u, v \in F_{USC}(X), d_p(u, v) \) is well-defined if and only if \( H([u]_\alpha, [v]_\alpha) \) is a measurable function of \( \alpha \) on \([0,1]\). So it is important to discuss the measurability of the function \( H([u]_\alpha, [v]_\alpha) \) of \( \alpha \) on \([0,1]\). In this section, we give some fundamental conclusions on this topic.

If not specifically mentioned, we uniformly use \( H \) to denote the Hausdorff metric on \( C(Y) \) induced by \( d_Y \) on \( Y \), where \( (Y, d_Y) \) is a certain metric space. The meaning of \( H \) can be judged according to the context.

We have pointed out the following statements (i)–(iv) on the measurability of the function \( H([u]_\alpha, [v]_\alpha) \) in [9] (See also [11], which was submitted on 2019.07.06).
(i) For \( u \in F_{USC}(X) \) and \( x_0 \in X \), \( H([u]_\alpha, \{x_0\}) \) is a measurable function of \( \alpha \) on \([0,1]\).
(ii) For \( u, v \in F_{USC}(\mathbb{R}^m) \), \( H([u]_\alpha, [v]_\alpha) \) is a measurable function of \( \alpha \) on \([0,1]\).
(iii) For $u, v \in F_{USCG}^1(X)$, $H([u]_\alpha, [v]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$.  
(iv) There exists a metric space $X$ and $u, v \in F_{USCG}^1(X)$ such that $H([u]_\alpha, [v]_\alpha)$ is a non-measurable function of $\alpha$ on $[0, 1]$.

Statement (iii) was shown in [10] (see Proposition 3.14), which is an easy corollary of a conclusion in [9] (see Remark 3.15). We prove the other three statements in this section. Statement (i) is Proposition 3.1. Statement (ii) is Theorem 3.8 Example 3.25 shows statement (iv). We submitted the proofs of the first three statements in [12]. Further, we give some improvements of these statements, which are listed below.

(v) The function $H([u]_\alpha, [v]_\alpha)$ of $\alpha$ on $[0, 1]$ is measurable when $u \in F_{USCG}^1(X)$ and $v \in F_{USCG}^1(X)$ (Theorem 3.26). Theorem 3.33 is an improvement of Theorem 3.26.

(vi) Theorem 3.37 is an improvement of Theorem 3.32. Theorem 3.32 is an improvement of Theorem 3.8.

We say a function $f : [0, 1] \to \mathbb{R}$ is decreasing if $f(x) \geq f(y)$ when $x < y$.

**Proposition 3.1.** Let $u \in F_{USCG}^1(X)$ and $x_0 \in X$. Then $H([u]_\alpha, \{x_0\})$ is a decreasing function of $\alpha$ on $[0, 1]$. So $H([u]_\alpha, \{x_0\})$ is a measurable function of $\alpha$ on $[0, 1]$, which is equivalent to that $d_p(u, \hat{x}_0)$ is well-defined.

**Proof.** Let $\alpha, \beta$ with $0 \leq \alpha \leq \beta \leq 1$. Then $[u]_\alpha \supseteq [u]_\beta$ and hence

$$H([u]_\alpha, \{x_0\}) = \sup_{x \in [u]_\alpha} d(x, x_0) \geq \sup_{x \in [u]_\beta} d(x, x_0) = H([u]_\beta, \{x_0\}).$$

By (a) in Remark 3.2, the above two “=” hold. So $H([u]_\alpha, \{x_0\})$ is a decreasing function of $\alpha$ on $[0, 1]$. Thus $H([u]_\alpha, \{x_0\})$ is a measurable function of $\alpha$ on $[0, 1]$.

$d_p(u, \hat{x}_0)$ is well-defined if and only if $H([u]_\alpha, [\hat{x}_0]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$. Clearly for each $\alpha \in [0, 1]$, $H([u]_\alpha, [\hat{x}_0]_\alpha) = H([u]_\alpha, \{x_0\})$. So $d_p(u, \hat{x}_0)$ is well-defined if and only if $H([u]_\alpha, \{x_0\})$ is a measurable function of $\alpha$ on $[0, 1]$.  \[\square\]

**Remark 3.2.** It is easy to see

(a) Let $(X, d)$ be a metric space. Let $A \in C(X)$ and $x \in X$. Then $H(A, \{x\}) = H^*(A, \{x\}) = \sup_{y \in A} d(y, x)$.

Observe that

$$H^*(A, \{x\}) = \sup_{y \in A} d(y, \{x\}) = \sup_{y \in A} d(y, x) = \sup_{y \in A} d(x, y),$$
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\[ H^*(\{x\}, A) = d(x, A) = \inf_{y \in A} d(x, y), \]

so \( H^*(A, \{x\}) \geq H^*(\{x\}, A) \). Hence \( H(A, \{x\}) = \max\{H^*(A, \{x\}), H^*(\{x\}, A)\} = H^*(A, \{x\}) = \sup_{y \in A} d(y, x) \). Thus (a) is proved.

A set \( S \) is said to be an interval if it is a set in \( \mathbb{R} \) which has the following property: if \( x, y \in S \) satisfying \( x < y \), then \([x, y] \subset S \). Clearly \( \emptyset \) and singleton sets in \( \mathbb{R} \) are intervals. For each \( r \in \mathbb{R} \), \((r, r) = [r, r] = \emptyset \).

Let \( \mathbb{R} = \mathbb{R} \cup \{-\infty\} \cup \{+\infty\} \). Let \( f \) be a function from an interval \([\mu, \nu]\) to \( \mathbb{R} \) and \( \alpha \in (\mu, \nu] \). \( \liminf_{\gamma \to \alpha^-} f(\gamma) \) is defined by

\[ \liminf_{\gamma \to \alpha^-} f(\gamma) := \inf_{\gamma \to \alpha^-} S_{f, \alpha}, \]

where

\[ S_{f, \alpha} = \{x \in \mathbb{R} : \text{there is a sequence } \{\gamma_n\} \text{ in } [\mu, \nu] \text{ such that } \gamma_n \to \alpha- \text{ and } x = \lim_{n \to +\infty} f(\gamma_n)\}. \]

**Remark 3.3.**

(i) \( S_{f, \alpha} \neq \emptyset \) and so \( \liminf_{\gamma \to \alpha^-} f(\gamma) \) is well-defined;
(ii) \( \liminf_{\gamma \to \alpha^-} f(\gamma) \) could take the values \( \pm \infty \);
(iii) if \( \lim_{\gamma \to \alpha^-} f(\gamma) \) exists, then \( \lim_{\gamma \to \alpha^-} f(\gamma) = \liminf_{\gamma \to \alpha^-} f(\gamma) \);
(iv) \( \liminf_{\gamma \to \alpha^-} f(\gamma) = \min S_{f, \alpha} \).

(i)-(iv) should be known. (iii) is obvious. For the completeness of this paper, we give the proofs or illustration of (i), (ii) and (iv) in the following.

To show \( S_{f, \alpha} \neq \emptyset \), pick a sequence \( \{\gamma_n\} \) in \([\mu, \nu]\) with \( \gamma_n \to \alpha^- \).

If \( \{f(\gamma_n)\} \) is a bounded set, then there is an \( x_0 \in \mathbb{R} \) and a subsequence \( \{f(\gamma_{n_k})\} \) of \( \{f(\gamma_n)\} \) such that \( x_0 = \lim_{k \to +\infty} f(\gamma_{n_k}) \). Obviously \( \gamma_{n_k} \to \alpha^- \) as \( k \to +\infty \). Thus \( x_0 \in S_{f, \alpha} \). Hence \( S_{f, \alpha} \neq \emptyset \).

If \( \{f(\gamma_n)\} \) is an unbounded set, then there is a subsequence \( \{f(\gamma_{n_k})\} \) of \( \{f(\gamma_n)\} \) such that \( +\infty = \lim_{k \to +\infty} f(\gamma_{n_k}) \) or \( -\infty = \lim_{k \to +\infty} f(\gamma_{n_k}) \). Clearly \( \gamma_{n_k} \to \alpha^- \) as \( k \to +\infty \). Thus \( +\infty \) or \( -\infty \) belongs to \( S_{f, \alpha} \). Hence \( S_{f, \alpha} \neq \emptyset \). So (i) is true.

The following simple examples illustrate (ii).

Consider \( f : [0, 1] \to \mathbb{R} \) defined by \( f(y) = +\infty \) (respectively, \( -\infty \)), for all \( y \in [0, 1] \). Then \( \liminf_{\gamma \to \alpha^-} f(\gamma) = \lim_{\gamma \to \alpha^-} f(\gamma) = +\infty \) (respectively, \( -\infty \)) for each \( \alpha \in (0, 1] \).

Consider \( f : [0, 1] \to \mathbb{R} \) defined by \( f(1) = 0 \), and \( f(y) = \frac{1}{1-y} \) (respectively, \( \frac{1}{y-1} \)), for all \( y \in [0, 1] \). Then \( \liminf_{\gamma \to 1^-} f(\gamma) = \lim_{\gamma \to 1^-} f(\gamma) = +\infty \) (respectively, \( -\infty \)). So (ii) is true.

To show (iv), set \( z := \liminf_{\gamma \to \alpha^-} f(\gamma) \). It suffices to show that \( z \in S_{f, \alpha} \).

Case 1. \( z = +\infty \). In this case, obviously \( z \in S_{f, \alpha} \).
Case 2. \( z \in \mathbb{R} \). Given \( n \in \mathbb{N} \). Then there is a \( \xi_n \in [z - \frac{1}{n}, z] \cap S_{f, \alpha} \). As 
\( \xi_n \in S_{f, \alpha} \), it follows that there exists a \( \gamma_n \) such that 
\( \gamma_n \in (\alpha - \frac{1}{n}, \alpha) \cap [\mu, \nu] \) and 
\( |f(\gamma_n) - \xi_n| < \frac{1}{n} \). Hence 
\( |f(\gamma_n) - z| \leq |f(\gamma_n) - \xi_n| + |\xi_n - z| < \frac{2}{n} \).
We say that \( f \) is \textit{left lower semicontinuous at} \( \alpha \) if \( f(\gamma_n) \to \alpha- \) as \( n \to +\infty \) and 
\( z = \lim_{n \to +\infty} f(\gamma_n) \). So \( z \in S_{f, \alpha} \).

Case 3. \( z = -\infty \). Given \( n \in \mathbb{N} \). Then there is a \( \xi_n \in (\{-\infty\} \cup (-\infty, -n]) \cap S_{f, \alpha} \). Since \( \xi_n \in S_{f, \alpha} \), there exists a \( \gamma_n \) such that 
\( \gamma_n \in (\alpha - \frac{1}{n}, \alpha) \cap [\mu, \nu] \) and \( f(\gamma_n) < (-n) + \frac{1}{n} \). Thus the sequence \( \{\gamma_n\} \) in 
\( [\mu, \nu] \) satisfies that \( \gamma_n \to \alpha- \) as \( n \to +\infty \) and \( f(\gamma_n) \to -\infty \) as \( n \to +\infty \).
Hence \( z = -\infty \in S_{f, \alpha} \). So (iv) is true.

Let \( f \) be a function from an interval \( [\mu, \nu] \) to \( \hat{\mathbb{R}} \) and \( \alpha \in (\mu, \nu) \). We say that \( f \) is \textit{left lower semicontinuous on} \( (\mu, \nu) \) if \( f \) is left lower semicontinuous at each \( \xi \in (\mu, \nu) \). Let \( r \in \mathbb{R} \). The symbol \( \{f > r\} \) is used to denote the set \( \{\xi \in [\mu, \nu] : f(\xi) > r\} \).

**Lemma 3.4.** Let \( f \) be a function from an interval \( [\mu, \nu] \) to \( \hat{\mathbb{R}} \) and \( \alpha \in (\mu, \nu) \). Then the following properties are equivalent:
(i) For each \( r \in \mathbb{R} \), if \( \alpha \in \{f > r\} \), then there exists \( \delta(\alpha) > 0 \) such that 
\( [\alpha - \delta(\alpha), \alpha] \subseteq \{f > r\} \);
(ii) \( f \) is left lower semicontinuous at \( \alpha \); that is, \( f(\alpha) \leq \liminf_{\gamma \to \alpha-} f(\gamma) \).

**Proof.** The desired result may be known. Here we give a proof for the completeness of this paper. Let \( r \in \mathbb{R} \). Obviously \( f(\alpha) > r \) means \( \alpha \in \{f > r\} \).
Assume that (i) is true. If \( f(\alpha) = -\infty \), then (ii) is true. Now suppose that \( f(\alpha) > -\infty \). Given \( r \in \mathbb{R} \) with \( f(\alpha) > r \). Then by (i), there exists \( \delta(\alpha) > 0 \) such that \( [\alpha - \delta(\alpha), \alpha] \subseteq \{f > r\} \), thus \( \liminf_{\gamma \to \alpha-} f(\gamma) \geq r \). Since \( r \in (-\infty, f(\alpha)) \) is arbitrary, we conclude that \( \liminf_{\gamma \to \alpha-} f(\gamma) \geq f(\alpha) \). So (ii) is true.
Assume that (ii) is true. Let \( r \in \mathbb{R} \). If \( \alpha \in \{f > r\} \), then \( \liminf_{\gamma \to \alpha-} f(\gamma) > r \). To show (i) is true, we only need to prove
(a) there exists \( \delta(\alpha) > 0 \) such that \( [\alpha - \delta(\alpha), \alpha] \subseteq \{f > r\} \).
Suppose that (a) is not true; that is, for each \( \delta < \alpha, [\delta, \alpha] \not\subseteq \{f > r\} \). Let \( n \in \mathbb{N} \). Then \( (\alpha - \frac{1}{n}) \vee \mu < \alpha \). Thus \( [(\alpha - \frac{1}{n}) \vee \mu, \alpha] \not\subseteq \{f > r\} \). This means that there is an \( \alpha_n \) such that \( \alpha_n \in [(\alpha - \frac{1}{n}) \vee \mu, \alpha] \) but \( \alpha_n \not\in \{f > r\} \). We can see that the sequence \( \{\alpha_n\} \) in \( [\mu, \nu] \) satisfies that \( \alpha_n \to \alpha- \) and \( f(\alpha_n) \leq r \) for all \( n \in \mathbb{N} \).
Case 1. \( \{f(\alpha_n)\} \) is bounded. Then there is a subsequence \( \{f(\alpha_{n_k})\} \) of \( \{f(\alpha_n)\} \) and an \( x_0 \in \mathbb{R} \) such that \( x_0 = \lim_{k \to \infty} f(\alpha_{n_k}) \). Since \( \alpha_{n_k} \to \alpha^{-} \) as \( k \to \infty \), we have that \( x_0 \in S_{f,\alpha} \). Clearly \( x_0 \leq r \). Thus \( \lim \inf_{\gamma \to \alpha^{-}} f(\gamma) \leq r \).

This contradicts \( \lim \inf_{\gamma \to \alpha^{-}} f(\gamma) > r \).

Case 2. \( \{f(\alpha_n)\} \) is unbounded. Then \( \{f(\alpha_n)\} \) has a subsequence \( \{f(\alpha_{n_k})\} \) such that \( -\infty = \lim_{k \to \infty} f(\alpha_{n_k}) \). Obviously \( \alpha_{n_k} \to \alpha^{-} \) as \( k \to \infty \). So \( -\infty \in S_{f,\alpha} \). Thus \( \lim \inf_{\gamma \to \alpha^{-}} f(\gamma) = -\infty \). This contradicts \( \lim \inf_{\gamma \to \alpha^{-}} f(\gamma) > r \).

As there are contradictions in both cases, it follows that (a) is true. So (i) is true. This completes the proof.

\[ \square \]

**Proposition 3.5.** Let \( f \) be a function from an interval \([\mu, \nu]\) to \( \mathbb{R} \). If \( f \) is left lower semicontinuous on \([\mu, \nu]\); that is, \( f(\alpha) \leq \lim \inf_{\gamma \to \alpha^{-}} f(\gamma) \) for all \( \alpha \in (\mu, \nu) \), then \( f \) is a measurable function on \([\mu, \nu]\).

**Proof.** To show the desired result, we only need to show that for each \( r \in \mathbb{R} \), the set \( \{f > r\} \) is a measurable set. We split the proof into three steps.

**Step 1** Prove statement (i) For each \( r \in \mathbb{R} \), if \( \alpha > \mu \) and \( \alpha \in \{f > r\} \), then there exists \( \delta(\alpha) > 0 \) such that \( [\alpha - \delta(\alpha), \alpha] \subseteq \{f > r\} \).

By Lemma 3.4, statement (i) is equivalent to the statement that \( f(\alpha) \leq \lim \inf_{\gamma \to \alpha^{-}} f(\gamma) \) for all \( \alpha \in (\mu, \nu] \), which is our assumption. So statement (i) is true.

**Step 2** Prove statement (ii) For each \( r \in \mathbb{R} \) with \( \{f > r\} \setminus \{\mu\} \neq \emptyset \), \( \{f > r\} \setminus \{\mu\} \) is a union of disjoint positive length intervals.

For each \( x \in \{f > r\} \setminus \{\mu\} \), define \( \overline{\underline{x}} = \bigcup \{A : A \subseteq S_x\} \), where \( S_x = \{A : A \text{ is an interval with } x \in A \subseteq \{f > r\} \setminus \{\mu\}\} \). We claim that

(a) For each \( x \in \{f > r\} \setminus \{\mu\} \), \( \overline{\underline{x}} \) is the largest interval in \( S_x \);
(b) For each \( x \in \{f > r\} \setminus \{\mu\} \), \( \overline{\underline{x}} \) is a positive length interval;
(c) For each \( x, y \in \{f > r\} \setminus \{\mu\} \) with \( \overline{\underline{x}} \cap \overline{\underline{y}} \neq \emptyset , \overline{\underline{x}} = \overline{\underline{y}} \).

First, we show (a). Clearly \( \overline{\underline{x}} \) is an interval (To show this, let \( y, z \in \overline{\underline{x}} \) with \( y < z \). It suffices to verify \( [y, z] \subseteq \overline{\underline{x}} \). Choose \( A_1 \) and \( A_2 \) in \( S_x \) such that \( y \in A_1 \) and \( z \in A_2 \). As \( x \in A_1 \cap A_2 \neq \emptyset , A_1 \cup A_2 \) is an interval. Observe that \( A_1 \cup A_2 \in S_x \), so \( [y, z] \subseteq A_1 \cup A_2 \subseteq \overline{\underline{x}} \). Thus \( \overline{\underline{x}} \) is an interval.). Obviously \( [x, x] \in S_x \), i.e., \( x \in \overline{\underline{x}} \). Also \( \overline{\underline{x}} \subseteq \{f > r\} \setminus \{\mu\} \).

So \( \overline{\underline{x}} \in S_x \). Then from the definition of \( \overline{\underline{x}} \), (a) is true.

Next we show (b). By statement (i), there is a \( \delta(x) > 0 \) such that \( [x - \delta(x), x] \subseteq \{f > r\} \). Note that \( \mu \leq x - \delta(x) \). Thus \( x \in (x - \delta(x), x] \subseteq \mathbb{R} \).
\[ \{ f > r \} \setminus \{ \mu \}, \text{i.e., } (x - \delta(x), x) \in S_x. \text{ Hence } (x - \delta(x), x] \subseteq x. \text{ So (b) is true.} \]

Now we show (c). Observe that \( x \cup y \) is an interval with \( \{x, y\} \subseteq x \cup y \subseteq \{ f > r \} \setminus \{ \mu \} \). In other words, \( x \cup y \in S_x \cap S_y \). By (a), this means that \( x = x \cup y = y \). So (c) is true.

As \( \{ f > r \} \setminus \{ \mu \} = \bigcup \{ x \in \{ f > r \} \setminus \{ \mu \} \} \), it follows from (b) and (c) that statement (ii) is true.

From the proof of (a) and (c), it can be seen that (a) and (c) are true regardless of whether \( f \) is left lower semicontinuous on \( (\mu, \nu] \) or not. Let \( x, y \in \{ f > r \} \setminus \{ \mu \} \). If \( f \) is left lower semicontinuous on \( (\mu, \nu] \), then \( x \) and \( y \) may both be singleton sets, and in this case, \( x \cup y = x \cup y \). If \( f \) is left lower semicontinuous on \( (\mu, \nu] \), then of course \( x \cup y \subseteq x \cup y \).

**Step 3** Prove statement (iii) For each \( r \in \mathbb{R} \), \( \{ f > r \} \) is a measurable set.

Note that a set \( S \) of disjoint positive length intervals is at most countable (For each \( B \in S \), choose a \( q_B \) in \( B \cap \mathbb{Q} \). Then \( q_{B_1} \neq q_{B_2} \) for each \( B_1 \) and \( B_2 \) in \( S \) with \( B_1 \neq B_2 \). Thus \( S = \{ q_B : B \in S \} \leq \mathbb{Q} \) and so \( S \) is at most countable, where \( C \) denotes the cardinality of a set \( C \).) So by statement (ii), \( \{ f > r \} \setminus \{ \mu \} \) is an at most countable union of intervals. Hence \( \{ f > r \} \setminus \{ \mu \} \) is a measurable set. As \( \{ f > r \} = \{ f > r \} \setminus \{ \mu \} \) or \( \{ f > r \} = (\{ f > r \} \setminus \{ \mu \}) \cup \{ \mu \} \), it follows that \( \{ f > r \} \) is a measurable set.

Here we mention that if \( \{ f > r \} \setminus \{ \mu \} = \emptyset \), then it is an at most countable union of intervals as it can be seen as an empty union of intervals. Of course, if \( \{ f > r \} \setminus \{ \mu \} = \emptyset \), then obviously \( \{ f > r \} \setminus \{ \mu \} \) is measurable.

\[ \square \]

**Remark 3.6.** Let \( f \) be a function from an interval \( [\mu, \nu] \) to \( \mathbb{R} \), \( r \in \mathbb{R} \), and \( \{ f > r \} \setminus \{ \mu \} \neq \emptyset \).

(i) Let \( f \) be left lower semicontinuous on \( (\mu, \nu] \). Then (i-a) for each \( x \in \{ f > r \} \setminus \{ \mu \} \), \( \hat{x} \) is an interval \( (b, c] \) or \( (b, c) \) for some \( b < c \); (i-b) setting \( \lambda := \inf \{ y : y \in \{ f > r \} \setminus \{ \mu \} \} \), we have \( \lambda \notin \{ f > r \} \setminus \{ \mu \} \).

Set \( a := \inf \hat{x} \). If \( a \notin \hat{x} \), then by Lemma 3.4, there is a \( \delta > 0 \) with \( (a - \delta, a] \subseteq \hat{x} \), which contradicts \( a = \inf \hat{x} \). Thus \( a \notin \hat{x} \). Putting together this fact and below simple example we see that (i-a) is true. The proof of (i-b) is similar to that of \( a \notin \hat{x} \). (i-b) can also be seen as an easy consequence of (i-a). If \( \lambda \in \{ f > r \} \setminus \{ \mu \} \), then by (i-a), \( \hat{\lambda} \) is an interval.
Consider \( f : [0, 1] \rightarrow [0, 1] \) defined by \( f(y) = 1 \) for all \( y \in [0, 1] \) and \( f(1) = 0 \). Then \( f \) is left lower semicontinuous on \((0,1]\). Clearly \( \{f > 1/2\} \setminus \{0\} = (0,1) \) and \( \xi \) (according to \( r = 1/2 \)) = \((0,1)\) for all \( \xi \in (0,1)\): \( \{f > -1\} \setminus \{0\} = (0,1) \) and \( \xi \) (according to \( r = -1 \)) = \((0,1)\) for all \( \xi \in (0,1)\).

(i-a) has essentially been given in Remark 1.3 of [12].

(ii) Essentially, the proof of Proposition 3.5, except its step 1, has already been given in the proof of Proposition 6.1 in [10]. In the proof of Proposition 6.1 in [10], “\( x \in X \)” should be replaced by “\( x \in \{f > r\} \setminus \{0\} \)” (we were a little careless); “\( [\alpha - \delta(\alpha), \alpha] \subseteq \{f > r\} \setminus \{0\} \)” can also be written as “\( [\alpha - \delta(\alpha), \alpha] \subseteq \{f > r\} \setminus \{0\} \)” or “\( [\alpha - \delta(\alpha), \alpha] \not\subseteq \{f > r\} \setminus \{0\} \)” (By (ii-b), \( [\alpha - \delta(\alpha), \alpha] \not\subseteq \{f > r\} \setminus \{0\} \). The example in (i) shows that \( (\alpha - \delta(\alpha), \alpha] = \{f > r\} \setminus \{0\} \) is possible.). Indeed, this modified proof of Proposition 6.1 in [10] will be a proof for Proposition 3.5 if we replace 0 by \( \mu \), 1 by \( \nu \), and “since \( f \) is left-continuous at \( \alpha \)” by “, by Lemma 3.4 and the fact that \( f \) is left lower semi continuous at \( \alpha \)”.

The following fact (ii-a) is known. Fact (ii-b) follows easily from (ii-a).

(ii-a) Let \( A \) be an interval and \( x \in A \). Then \( A = \bigcup \{|a,b| : x \in [a,b] \subseteq A\} \).

(ii-b) For each \( x \in \{f > r\} \setminus \{\mu\} \), \( \hat{x} = \bigcup \{|a,b| : [a,b] \in S_x\} \).

First we show (ii-a). Set \( \xi := \inf A \) and \( \eta := \sup A \). For each \( n \in \mathbb{N} \), define
\[
a_n = \begin{cases} 
\xi, & \text{if } \xi \in A, \\
\xi + \frac{1}{n}(x - \xi), & \text{if } \xi \notin A, \xi \in \mathbb{R}, \\
x - n, & \text{if } \xi = -\infty, \\
\eta, & \text{if } \eta \in A, \\
\eta - \frac{1}{n}(\eta - x), & \text{if } \eta \notin A, \eta \in \mathbb{R}, \\
x + n, & \text{if } \eta = +\infty.
\end{cases}
\]

Then \( x \in [a_n, b_n] \) for all \( n \in \mathbb{N} \), and \( A = \bigcup_{n=1}^{\infty} [a_n, b_n] \). Thus \( A \subseteq \bigcup \{|a,b| : x \in [a,b] \subseteq A\} \). Obviously \( A \supseteq \bigcup \{|a,b| : x \in [a,b] \subseteq A\} \). So (ii-a) is true.

Now we show (ii-b). Let \( B \) be an interval in \( S_x \). Define \( S_B := \{|a,b| : x \in [a,b] \subseteq B\} \). Clearly \( S_B \subseteq S_x \). By (ii-a), \( B = \bigcup \{|a,b| : [a,b] \in S_B\} \). Thus \( x = \bigcup \{|C : C \in S_x\} = \bigcup \{|a,b| : [a,b] \in S_x, C \in S_x\} \subseteq \bigcup \{|a,b| : [a,b] \in S_x\} \). Obviously \( x \supseteq \bigcup \{|a,b| : [a,b] \in S_x\} \). So (ii-b) is true.

(iii) Suppose that \( f \) is a measurable function on \([\mu, \nu]\); that is, for each \( r \in \mathbb{R} \), the set \( \{f > r\} \) is a measurable set. Then \( \{\alpha \in [\mu, \nu] : f(\alpha) = +\infty\} = \bigcap_{n=1}^{\infty} \{f > n\} \) is a measurable set. Also \( \{\alpha \in [\mu, \nu] : f(\alpha) = -\infty\} = [\mu, \nu] \setminus \bigcup_{n=1}^{\infty} \{f > -n\} \) is a measurable set.
Let $f$ be a function from an interval $[\mu, \nu]$ to $\mathbb{R}$. Let $\alpha \in (\mu, \nu]$. $f$ is said to be **left continuous at** $\alpha$ if $f(\alpha) = \lim_{\gamma \to \alpha^-} f(\gamma)$. $f$ is said to be **left continuous on** $(\mu, \nu]$ if $f$ is left continuous at each $\xi \in (\mu, \nu]$. Let $\beta \in (\mu, \nu)$. $f$ is said to be **right continuous at** $\beta$ if $f(\beta) = \lim_{\gamma \to \beta^+} f(\gamma)$. $f$ is said to be **right continuous on** $[\mu, \nu)$ if $f$ is right continuous at each $\eta \in [\mu, \nu)$.

Let $f$ be a function from an interval $[\mu, \nu]$ to $\mathbb{R}$, and $\alpha \in (\mu, \nu]$. Clearly if $f$ is left continuous at $\alpha$, then $f$ is left lower semicontinuous at $\alpha$; if $f$ is left continuous on $(\mu, \nu]$, then $f$ is left lower semicontinuous on $(\mu, \nu]$ (see Remark 3.3(iii)). So the following Corollary 3.7 follows immediately from Proposition 3.5.

**Corollary 3.7.** Let $f$ be a function from an interval $[\mu, \nu]$ to $\mathbb{R}$. If $f$ is left continuous on $(\mu, \nu]$, then $f$ is a measurable function on $[\mu, \nu]$.

Let $(X, d)$ be a metric space and $x \in X$. Define a function $f : X \to \mathbb{R}$ as $f(y) = d(x, y)$ for all $y \in X$. Then $|f(y_1) - f(y_2)| = |d(x, y_1) - d(x, y_2)| \leq d(y_1, y_2)$ for all $y_1, y_2 \in X$. Thus $f$ is a Lipschitz mapping, and so is uniformly continuous. Below we use the symbol $d(x, \cdot)$ to denote this function $f$.

A compact subset of a Hausdorff topological space is closed. Each extended metric space is a Hausdorff topological space. Let $(Y, \tau)$ be a topological space and $A, B, C$ be subsets of $Y$. (i) $C$ is compact in $(Y, \tau)$ if and only if $(C, \tau_C)$ is a compact topological space, where $\tau_C$ denotes the topology induced on $C$ by $\tau$. (ii) If $A$ is compact in $(Y, \tau)$ and $B$ is closed in $(Y, \tau)$, then $A \cap B$ is compact in $(Y, \tau)$. (iii) can be shown as follows. Consider conditions (a) $A \cap B$ is compact in $(Y, \tau)$, and (b) $A \cap B$ is compact in $(A, \tau_A)$. Then (a) $\Rightarrow$ (b) because, by (i), each of (a) and (b) is equivalent to $(A \cap B, \tau_{A \cap B})$ is compact. Note that $A \cap B$ is closed in the compact topological space $(A, \tau_A)$ (see (i)). Thus (b) is true and so (a) is true. So (ii) is proved.

**Theorem 3.8.** Let $u, v \in F_{USC}^1(\mathbb{R}^m)$. Then $H([u]_\alpha, [v]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$; that is, $d_p(u, v)$ is well-defined.

**Proof.** From Proposition 3.5 to show the desired result, we only need to show the conclusion that $H([u]_\alpha, [v]_\alpha) \leq \lim \inf_{\gamma \to \alpha^-} H([u]_\gamma, [v]_\gamma)$ for all $\alpha \in (0, 1]$, which, by Lemma 3.4, is equivalent to the following conclusion

(a) For each $r \in \mathbb{R}$, if $\alpha > 0$ and $\alpha \in \{\alpha \in [0, 1] : H([u]_\alpha, [v]_\alpha) > r\}$, then there exists a $\delta(\alpha) > 0$ such that $[\alpha - \delta(\alpha), \alpha] \subseteq \{\alpha \in [0, 1] : H([u]_\alpha, [v]_\alpha) > r\}$. 
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Assume that (a) is not true; that is, there is a \( r \in \mathbb{R} \) and \( \alpha > 0 \) with \( \alpha \in \{ \alpha \in [0, 1] : H([u]_\alpha, [v]_\alpha) > r \} \) such that for each \( \delta > 0, [\alpha - \delta, \alpha] \not\subseteq \{ \alpha \in [0, 1] : H([u]_\alpha, [v]_\alpha) > r \} \). Then there exists a sequence \( \{ \gamma_n \} \) in \([0, \alpha)\) such that for \( n = 1, 2, \ldots, \gamma_{n+1} > \gamma_n, \gamma_n \to \alpha \), and

\[
H([u]_{\gamma_n}, [v]_{\gamma_n}) \leq r \tag{3}
\]

In this proof, we still use \( d \) to denote the Euclidean metric on \( \mathbb{R}^m \). Given \( x \in [u]_\alpha \). We claim that

(b) for each \( n \in \mathbb{N}, d(x, [v]_{\gamma_n}) \leq H([u]_{\gamma_n}, [v]_{\gamma_n}) \leq r. \)

(c) for each \( n \in \mathbb{N} \), there is a \( y_n \in [v]_{\gamma_n} \) such that \( d(x, y_n) = d(x, [v]_{\gamma_n}) \leq r. \)

Let \( n \in \mathbb{N} \). Note that \( [u]_\alpha \subseteq [u]_{\gamma_n} \). Thus \( x \in [u]_{\gamma_n} \) and hence by (3), \( d(x, [v]_{\gamma_n}) \leq H([u]_{\gamma_n}, [v]_{\gamma_n}) \leq r. \) So (b) is true.

Let \( n \in \mathbb{N} \). For each \( k \in \mathbb{N} \), there is a \( z_k \in [v]_{\gamma_n} \) with \( d(x, z_k) \leq d(x, [v]_{\gamma_n}) + 1/k \leq r + 1/k \leq r + 1 \) (by (b), the second \( \leq \) holds). Note that the sequence \( \{z_k\} \) is in \( \overline{B}(x, r + 1) \cap [v]_{\gamma_n} \), which is a compact subset of \( \mathbb{R}^m \) as \( \overline{B}(x, r + 1) \in K(\mathbb{R}^m) \) and \( [v]_{\gamma_n} \subseteq C(\mathbb{R}^m) \). Thus there is a subsequence \( \{z_{k_i}\} \) of \( \{z_k\} \) and a \( y_n \in \overline{B}(x, r + 1) \cap [v]_{\gamma_n} \) such that \( y_n = \lim_{k \to \infty} z_{k_i} \).

Clearly \( d(x, y_n) \geq d(x, [v]_{\gamma_n}) \). On the other hand, \( d(x, y_n) = \lim_{k \to \infty} d(x, z_{k_i}) \leq \lim_{k \to \infty} (d(x, [v]_{\gamma_n}) + 1/k) = d(x, [v]_{\gamma_n}) \) (since \( d(x, \cdot) \) is continuous and \( y_n = \lim_{k \to \infty} z_{k_i} \), the first “=” holds). Thus \( d(x, y_n) = d(x, [v]_{\gamma_n}) \). This together with (b) imply that (c) is true.

By (c), the sequence \( \{y_n\} \) is in \( \overline{B}(x, r) \), which is a compact subset of \( \mathbb{R}^m \). Thus there is a subsequence \( \{y_{n_i}\} \) of \( \{y_n\} \) and a \( y \in \overline{B}(x, r) \) such that \( y = \lim_{i \to \infty} y_{n_i} \). Observe that \( v(y) \geq \limsup_{i \to \infty} v(y_{n_i}) \geq \limsup_{i \to \infty} \gamma_{n_i} = \lim_{i \to \infty} \gamma_{n_i} = \alpha \); so \( y \in [v]_\alpha \) (see also (I) below). Thus \( d(x, [v]_\alpha) \leq d(x, y) \leq r \) \( (y \in \overline{B}(x, r) \) means \( d(x, y) \leq r \).

Since \( x \in [u]_\alpha \) is arbitrary, we have that \( H^*([u]_\alpha, [v]_\alpha) \leq r. \) Similarly, we can deduce that \( H^*([v]_\alpha, [u]_\alpha) \leq r. \) Thus \( H^*([u]_\alpha, [v]_\alpha) \leq r, \) which is a contradiction. So (a) is true. This completes the proof.

Contents in the following clause (I) are basic and easy to see.

(I) (I-1) Clearly, for each \( \gamma \in (0, 1], v(y) \geq \gamma \Leftrightarrow y \in [v]_\gamma \). (I-2) for each \( \gamma \in [0, 1], y \in [v]_\gamma \Rightarrow v(y) \geq \gamma \). If \( \gamma = 0 \), then (I-2) holds obviously. If \( \gamma \in (0, 1], \) then (I-2) follows from (I-1). So (I-2) is true.

As \( \alpha \in (0, 1], \) by (I-1), \( v(y) \geq \alpha \) implies \( y \in [v]_\alpha \). By (I-2), for each \( i \in \mathbb{N}, v(y_{n_i}) \geq \gamma_{n_i}, \) as \( y_{n_i} \in [v]_{\gamma_{n_i}} \).

We can also show \( y \in [v]_\alpha \) as follows. Given \( i_0 \in \mathbb{N} \). Note that for each \( i \in \mathbb{N}, [v]_{\gamma_{n_i}} \supseteq [v]_{\gamma_{n_{i+1}}} \) and \( y_{n_i} \in [v]_{\gamma_{n_i}} \). So \( \{y_{n_i}, i \geq i_0\} \) is a sequence in
Since \([v]_{\gamma_{i_0}} \in C(\mathbb{R}^m)\) and \(y\) is the limit of \(\{y_n, i \geq i_0\}\), we have that \(y \in [v]_{\gamma_{i_0}}\). As \(i_0 \in \mathbb{N}\) is arbitrary, it follows that \(y \in \bigcap_{i=1}^{+\infty}[v]_{\gamma_i} = [v]_\alpha\).

**Remark 3.9.** Let \((X, d)\) be a metric space. We say that \(S \subseteq F_{\text{USCG}}^1(X)\) satisfies condition \((X, d)\)-I if \([u]_\alpha \cap \overline{B}(x, r)\) is compact in \((X, d)\) for all \(u \in S, \alpha \in (0, 1]\), \(x \in X\) and \(r \in \mathbb{R}^+\). We have conclusion (i) If \(S \subseteq F_{\text{USCG}}^1(X)\) satisfies condition \((X, d)\)-I, then for all \(u, v \in S, H([u]_\alpha, [v]_\alpha)\) is a measurable function of \(\alpha\) on \([0, 1]\).

The proof of Theorem 3.8 will become the proof of conclusion (i) if the proof of Theorem 3.8 is adjusted as follows. First delete “In this proof, we still use \(d\) to denote the Euclidean metric on \(\mathbb{R}^m\)” and “as \(\overline{B}(x, r + 1) \in K(\mathbb{R}^m)\)” and replace “a sequence \(\{\gamma_n\} \in [0, \alpha)\)” by “a sequence \(\{\gamma_n\} \in [\alpha/2, \alpha)\)” and replace \(\mathbb{R}^m\) by \(X\). At last, replace \(\overline{B}(x, r)\) by \(\overline{B}(x, r) \cap [v]_{\alpha/2}\) in the paragraph beginning with “By (c)”.

Clearly, for all \(u \in F_{\text{USCG}}^1(\mathbb{R}^m), \alpha \in (0, 1], x \in \mathbb{R}^m\) and \(r \in \mathbb{R}^+, [u]_\alpha \cap \overline{B}(x, r) \in K(\mathbb{R}^m) \cup \{\emptyset\}\) as \([u]_\alpha \in C(\mathbb{R}^m)\) and \(\overline{B}(x, r) \in K(\mathbb{R}^m)\). So \(S = F_{\text{USCG}}^1(\mathbb{R}^m)\) satisfies condition \((X, d)\)-I.

Clearly, for all \(u \in F_{\text{USCG}}^1(X), \alpha \in (0, 1], x \in X\) and \(r \in \mathbb{R}^+, [u]_\alpha \cap \overline{B}(x, r) \in K(X) \cup \{\emptyset\}\) as \([u]_\alpha \in K(X)\) and \(\overline{B}(x, r) \in C(X)\). So \(S = F_{\text{USCG}}^1(X)\) satisfies condition \((X, d)\)-I.

So Theorem 3.8 and Proposition 3.14 are special cases of conclusion (i).

The following Proposition 3.10 is known. From Proposition 3.10 it is easy to obtain Proposition 3.11 which are part of Lemma 5.4 in [10].

**Proposition 3.10.** For \(n = 1, 2, \ldots, \) let \(U_n \in K(X)\) and \(V_n \in K(X)\).

(i) If \(U_1 \supseteq U_2 \supseteq \ldots \supseteq U_n \supseteq \ldots\), then \(U = \bigcap_{n=1}^{+\infty} U_n \in K(X)\) and \(H(U_n, U) \to 0\) as \(n \to +\infty\).

(ii) If \(V_1 \subseteq V_2 \subseteq \ldots \subseteq V_n \subseteq \ldots\) and \(V = \bigcup_{n=1}^{+\infty} V_n \in K(X)\), then \(H(V_n, V) \to 0\) as \(n \to +\infty\).

**Proposition 3.11.** [10] Let \(u \in F_{\text{USCG}}^1(X)\).

(i) For each \(\alpha \in (0, 1], \lim_{\beta \to \alpha-} H([u]_\beta, [u]_\alpha) = 0\).

(ii) For each \(\alpha \in (0, 1], \lim_{\gamma \to \alpha+} H([u]_\gamma, \{u > \alpha\}) = 0\).

(iii) If \(u \in F_{\text{USCG}}^1(X)\), then \(\lim_{\gamma \to 0+} H([u]_\gamma, |u|_0) = 0\).
Let \( u, v \in F^1_{USCG}(X) \) and \( h \in [0, 1) \). We can see \( H([u]_\alpha, [v]_\alpha) \) as a function of \([0, 1]\) into \( \mathbb{R} \) with \( \alpha \) as the independent variable, \( H([u]_\alpha, [u]_{\alpha-h}) \) a function of \([h, 1]\) into \( \mathbb{R} \) with \( \alpha \) as the the independent variable, and \( H([u]_\alpha, [u]_{\alpha+h}) \) a function of \([0, 1-h]\) into \( \mathbb{R} \) with \( \alpha \) as the independent variable. In the sequel, we will not emphasize whether the expressions \( H([u]_\alpha, [v]_\alpha), H([u]_\alpha, [u]_{\alpha-h}) \) and \( H([u]_\alpha, [u]_{\alpha+h}) \) are functions or numeric values, because it is easy to tell what they mean from the context.

The following Proposition 3.12 is Proposition 5.5 in [10].

**Proposition 3.12.** [10] (i) If \( u, v \in F^1_{USCG}(X) \), then \( H([u]_\alpha, [v]_\alpha) \) is left continuous at each \( \alpha \in (0, 1] \). (ii) If \( u, v \in F^1_{USCB}(X) \), then \( H([u]_\alpha, [v]_\alpha) \) is right continuous at \( \alpha = 0 \).

**Remark 3.13.** The following fact (a) is known and used in the proofs of Propositions 3.12 and 3.16. (a) Let \((Y, \rho)\) be an extended metric space and \( x, y, x_1, y_1 \in Y \). If \( \rho(x, y) \) and \( \rho(x_1, y_1) \) are finite, then \( |\rho(x, y) - \rho(x_1, y_1)| \leq \rho(x, x_1) + \rho(y, y_1) \).

To show (a), it suffices to verify (a-1) \( \rho(x, y) - \rho(x_1, y_1) \leq \rho(x, x_1) + \rho(y, y_1) \) and (a-2) \( \rho(x_1, y_1) - \rho(x, y) \leq \rho(x, x_1) + \rho(y, y_1) \). By the triangle inequality, \( \rho(x, y) \leq \rho(x, y_1) + \rho(y, y_1) \leq \rho(x_1, y_1) + \rho(x, x_1) + \rho(y, y_1) \). So (a-1) is true. Similarly \( \rho(x_1, y_1) \leq \rho(x_1, y) + \rho(y, y_1) \leq \rho(x, y) + \rho(x, x_1) + \rho(y, y_1) \). So (a-2) is true. Thus (a) is true.

(a-2) can also be obtained by interchanging \( x \) and \( x_1 \) and interchanging \( y \) and \( y_1 \) in (a-1). Of course, the inequality to show (a-2) can also be obtained from the inequality to show (a-1) by same means.

The following Proposition 3.14 follows immediately from Proposition 3.12(i) and Corollary 3.7. Proposition 3.14 has been given in [10] (see the paragraph before Proposition 6.1 of [10]).

**Proposition 3.14.** [10] For each \( u, v \in F^1_{USCG}(X) \), \( H([u]_\alpha, [v]_\alpha) \) is a measurable function of \( \alpha \) on \([0, 1]\); that is, \( d_\rho(u, v) \) is well-defined.

**Remark 3.15.** In the proof of Lemma 6.5 of [9], we gave the conclusion (a) for each \( u \in F^1_{USCG}(X) \), the cut-function \( [u](\alpha) = [u]_\alpha \) from \([0, 1]\) to \((C(X), H)\) is left continuous on \((0, 1]\). From conclusion (a) it is easy to get Proposition 3.12(i): for each \( u, v \in F^1_{USCG}(X) \), \( H([u]_\alpha, [v]_\alpha) \) is left continuous at each \( \alpha \in (0, 1] \). We consider Corollary 3.7 which says that a left continuous function \( f : [\mu, \nu] \rightarrow \mathbb{R} \) is measurable, to be a known conclusion. So Proposition 3.14 can be seen as an easy corollary of conclusion (a).
Conclusion (a) and the statement of Proposition 3.14 have been given in our paper arxiv1904.07489v2 (see the proof of Lemma 6.3 and Page 5 in this paper), which is an early version of [9] and was submitted on 2019.07.06. From these contents in arxiv1904.07489v2, it is easy and natural to give the proof of Proposition 3.14. Conclusion (a) is Proposition 3.14(i).

Steps 2 and 3 of the proof of Proposition 3.15 should be known, we give them for completeness of this paper.

**Proposition 3.16.** Let \( u \in F^1_{USCG}(X) \) and \( h \in [0, 1] \).

(i) \( H([u]_\alpha, [u]_{\alpha-h}) \) is left continuous at each \( \alpha \in (h, 1] \).

(ii) \( H([u]_\alpha, [u]_{\alpha-h}) \) is a measurable function of \( \alpha \) on \([h, 1]\); that is, \( \left( \int_h^1 H([u]_\alpha, [u]_{\alpha-h})^p \, d\alpha \right)^{1/p} \) is well-defined.

(iii) \( H([u]_\alpha, [u]_{\alpha+h}) \) is left continuous at each \( \alpha \in (0, 1-h] \).

(iv) \( H([u]_\alpha, [u]_{\alpha+h}) \) is a measurable function of \( \alpha \) on \([0, 1-h]\); that is, \( \left( \int_0^{1-h} H([u]_\alpha, [u]_{\alpha+h})^p \, d\alpha \right)^{1/p} \) is well-defined.

**Proof.** The proofs of (i) and (iii) are similar to that of Proposition 3.12(i).

First we show (i). Let \( \alpha \in (h, 1] \). Note that for each \( \beta \in (h, 1] \), \( H([u]_\beta, [u]_{\beta-h}) \) is finite and \( |H([u]_\alpha, [u]_{\alpha-h}) - H([u]_\beta, [u]_{\beta-h})| \leq H([u]_\alpha, [u]_\beta) + H([u]_{\alpha-h}, [u]_{\beta-h}) \). By Proposition 3.11(i), \( \lim_{\beta \to \alpha^-} (H([u]_\alpha, [u]_\beta) + H([u]_{\alpha-h}, [u]_{\beta-h})) = 0 \). Hence \( \lim_{\beta \to \alpha^-} H([u]_\beta, [u]_{\beta-h}) = H([u]_\alpha, [u]_{\alpha-h}) \); that is, \( H([u]_\alpha, [u]_{\alpha-h}) \) is left continuous at \( \alpha \). So (i) is true. Thus from Corollary 3.7(ii) is true.

Now we show (iii). Let \( \alpha \in (0, 1-h] \). Note that for each \( \beta \in (0, 1-h] \), \( H([u]_\beta, [u]_{\beta+h}) \) is finite and \( |H([u]_\alpha, [u]_{\alpha+h}) - H([u]_\beta, [u]_{\beta+h})| \leq H([u]_\alpha, [u]_\beta) + H([u]_{\alpha+h}, [u]_{\beta+h}) \). By Proposition 3.11(i), \( \lim_{\beta \to \alpha^-} (H([u]_\alpha, [u]_\beta) + H([u]_{\alpha+h}, [u]_{\beta+h})) = 0 \). Hence \( \lim_{\beta \to \alpha^-} H([u]_\beta, [u]_{\beta+h}) = H([u]_\alpha, [u]_{\alpha+h}) \); that is, \( H([u]_\alpha, [u]_{\alpha+h}) \) is left continuous at \( \alpha \). So (iii) is true. Thus from Corollary 3.7(iv) is true.

If \( h = 1 \), then \( H([u]_\alpha, [u]_{\alpha-h}) \) is a function with its domain being a single point \( \{1\} \) and \( H([u]_\alpha, [u]_{\alpha+h}) \) is a function with its domain being a single point \( \{0\} \). So Proposition 3.16 holds trivially in the case when \( h = 1 \). \( \square \)

To give the example which shows the last statement presented in [9] which is listed at the beginning of this section, we need some conclusions at first.

The following two representation theorems should be known. We suppose that \( \sup \emptyset = 0 \) in this paper.

**Theorem 3.17.** Let \( Y \) be a set. If \( u \in F(Y) \), then for each \( \alpha \in (0, 1] \), \( [u]_\alpha = \cap_{\beta < \alpha} [u]_\beta \).
Corollary 3.18. Let \((Y, \tau)\) be a topological space. (i) If \(u \in F(Y)\), then for each \(\alpha \in (0, 1]\), \([u]_\alpha = \cap_{\beta < \alpha} [u]_\beta\), and \([u]_0 = \cup_{\alpha > 0} [u]_\alpha\).

(ii) Suppose that \(\{v(\alpha) : \alpha \in (0, 1]\}\) is a family of sets in \(Y\) satisfying \(v(\alpha) = \cap_{\beta < \alpha} v(\beta)\) for all \(\alpha \in (0, 1]\) and \(v(0) = \cup_{\alpha > 0} v(\alpha)\). Define \(u \in F(Y)\) by \(u(x) := \sup\{\alpha \in (0, 1] : x \in v(\alpha)\}\) for each \(x \in Y\). Then \(u(x) = \sup\{\alpha \in [0, 1] : x \in v(\alpha)\}\) for each \(x \in Y\) and \(u\) is the unique fuzzy set in \(Y\) satisfying that \([u]_\alpha = v(\alpha)\) for all \(\alpha \in [0, 1]\) (respectively, \(\alpha \in (0, 1]\)).

Proof. If \(u \in F(Y)\), then \([u]_0 = \{x : u(x) > 0\} = \cup_{\alpha > 0} [u]_\alpha\). (i) follows from this fact and Theorem 3.17.

Now we show (ii). Given \(x \in X\). Put \(a = \sup\{\alpha \in (0, 1] : x \in v(\alpha)\}\) and \(b = \sup\{\alpha \in \{0\} : x \in v(\alpha)\}\). Then \(a \geq 0\) and \(b = 0\). Thus \(u(x) = a = a \lor b = \sup\{\alpha \in [0, 1] : x \in v(\alpha)\}\) (As \([0, 1] = (0, 1] \cup \{0\}\), the last \(=\) holds).

By Theorem 3.17, \(u\) is the unique fuzzy set in \(Y\) satisfying that \([u]_\alpha = v(\alpha)\) for all \(\alpha \in (0, 1]\). Then \([u]_0 = \cup_{\alpha > 0} [u]_\alpha = \cup_{\alpha > 0} v(\alpha) = v(0)\). So \(u\) is also the unique fuzzy set in \(Y\) satisfying that \([u]_\alpha = v(\alpha)\) for all \(\alpha \in [0, 1]\). Thus (ii) is proved.

Let \(Y\) be a set. By Theorem 3.17, we can define a fuzzy set \(u\) in \(Y\) by putting \([u]_\alpha = v_\alpha\) for all \(\alpha \in (0, 1]\), where \(\{v_\alpha : \alpha \in (0, 1]\}\) satisfies condition (a) \(v(\alpha) = \cap_{\beta < \alpha} v(\beta)\) for all \(\alpha \in (0, 1]\). Let \((Y, \tau)\) be a topological space. By Corollary 3.18 we can define a fuzzy set \(u\) in \(Y\) by putting \([u]_\alpha = v_\alpha\) for all \(\alpha \in [0, 1]\), where \(\{v_\alpha : \alpha \in [0, 1]\}\) satisfies condition (b) \(v(\alpha) = \cap_{\beta < \alpha} v(\beta)\) for all \(\alpha \in (0, 1]\) and \(v(0) = \cup_{\alpha > 0} v(\alpha)\). See Example 3.25. As conditions (a) and (b) are easy to verify, we omit these steps in this paper. In the sequel, we will define a fuzzy set in a set or in a metric space without saying which representation theorem is used since it is easy to see.

Proposition 3.19. Let \(Y\) and \(Z\) be two nonempty sets and \(A \in F(Y)\) and \(B \in F(Z)\). Consider the conditions (a) \(A = B\); (b) for each \(\alpha \in (0, 1]\), \([A]_\alpha = [B]_\alpha\); (c) there is a dense set \(S\) of \((0, 1]\) such that for each \(\alpha \in S\), \([A]_\alpha = [B]_\alpha\). Then (i) (a) \(\Rightarrow\) (b) \(\Leftrightarrow\) (c); (ii) if \(Y = Z\), then (a) \(\Leftrightarrow\) (b); (iii) (b) does not imply (a).
Endow two topologies \( \tau_1 \) and \( \tau_2 \) on \( Y \) and \( Z \), respectively. Consider condition (b1) for each \( \alpha \in [0,1] \), \( [A]_\alpha = [B]_\alpha \). We have that (iv) clearly (a) \( \Rightarrow \) (b1) \( \Rightarrow \) (b); (v) (b1) does not imply (a); (vi) (b) does not imply (b1); and (vii) if \( (Y, \tau_1) = (Z, \tau_2) \), then (a) \( \Leftrightarrow \) (b1) \( \Leftrightarrow \) (b).

**Proof.** Clearly (a) \( \Rightarrow \) (b) \( \Rightarrow \) (c) (see (I) below). Suppose that (c) is true. Given \( \alpha \in (0,1] \). Observe that for each \( k \in \mathbb{N} \), \( S \cap (\alpha \cdot \frac{1}{k}, \alpha) \neq \emptyset \), so we can choose \( \alpha_k \in S \cap (\alpha \cdot \frac{1}{k}, \alpha) \). Then \( \alpha_k \to \alpha^- \) as \( k \to \infty \). We have that 
\[
[A]_\alpha = \bigcap_{k=1}^{\infty} [A]_{\alpha_k} = [B]_\alpha \]  
(see also (II) below). Hence (b) is true. Thus (c) \( \Rightarrow \) (b). So (i) is proved.

We show (ii) as follows. Assume that (b) is true. As \( Y = Z \), by Theorem 3.17 there is a unique fuzzy set \( u \) in \( Y \) satisfying condition (1) \( [u]_\alpha = [A]_\alpha = [B]_\alpha \) for all \( \alpha \in (0,1] \). Thus \( A = u = B \) as both \( A \) and \( B \) satisfy condition (1). Hence (a) is true and (b) \( \Rightarrow \) (a) is proved. By (i), (a) \( \Rightarrow \) (b). Thus (a) \( \Leftrightarrow \) (b).

So (ii) is proved.

We still use \( \mathbb{R} \setminus \{1\} \) to denote the metric space \((\mathbb{R} \setminus \{1\}, \rho_1|_{\mathbb{R} \setminus \{1\}})\). Consider \( \tilde{3}_{F(\mathbb{R} \setminus \{1\})} \) and \( \tilde{3}_{F(\mathbb{R})} \). Then for each \( \alpha \in [0,1] \), \( [\tilde{3}_{F(\mathbb{R} \setminus \{1\})}]_{\alpha} = \{3\} = [\tilde{3}_{F(\mathbb{R})}]_{\alpha} \). But \( \tilde{3}_{F(\mathbb{R} \setminus \{1\})} \neq \tilde{3}_{F(\mathbb{R})} \) (see also (I) below). So (iii) and (v) are proved. Consider \( (0,1)_{F(\mathbb{R} \setminus \{1\})} \) and \( (0,1)_{F(\mathbb{R})} \). Then for each \( \alpha \in (0,1] \), 
\[
[(0,1)_{F(\mathbb{R} \setminus \{1\})}]_{\alpha} = (0,1) = [(0,1)_{F(\mathbb{R})}]_{\alpha} \]  
But \( [(0,1)_{F(\mathbb{R} \setminus \{1\})}]_0 \neq [(0,1)_{F(\mathbb{R})}]_0 \) because 
\[
[(0,1)_{F(\mathbb{R} \setminus \{1\})}]_0 = [0,1) \text{ and } [(0,1)_{F(\mathbb{R})}]_0 = [0,1]. \]  
So (vi) is proved.

Suppose that \( (Y, \tau_1) = (Z, \tau_2) \). If (b) is true, then \( [A]_0 = \bigcup_{\alpha>0} [A]_\alpha = \bigcup_{\alpha>0} [B]_\alpha = [B]_0 \), and therefore (b1) is true. Thus (b) \( \Rightarrow \) (b1). Hence (a) \( \Leftrightarrow \) (b1) \( \Leftrightarrow \) (b), by (ii) and (iv). So (vii) is proved.

The contents in the following (I) and (II) are easy to see.

(I) Let \( u \in F(Y) \) and \( v \in F(Z) \). Then \( u \) and \( v \) are functions with domains \( Y \) and \( Z \), respectively. If \( u = v \), then they have the same domain; that is \( Y = Z \).

(II) Let \( P \) be a set and \( u \in F(P) \). If \( \beta \in (0,1] \), and the sequence \( \beta_n \) in \([0,\beta]\) satisfying that \( \beta_n \to \beta \), then \([u]_\beta = \cap_{n=1}^{\infty} [u]_{\beta_n} \).

Clearly \([u]_\beta \subseteq \cap_{n=1}^{\infty} [u]_{\beta_n} \) as for each \( n \in \mathbb{N} \), \([u]_\beta \subseteq [u]_{\beta_n} \). Let \( x \in \cap_{n=1}^{\infty} [u]_{\beta_n} \). This means that for each \( n \in \mathbb{N} \), \( x \in [u]_{\beta_n} \), i.e., \( u(x) \geq \beta_n \). So \( u(x) \geq \beta = \lim_{n \to \infty} \beta_n \). Then \( x \in [u]_\beta \). Hence \( \cap_{n=1}^{\infty} [u]_{\beta_n} \subseteq [u]_\beta \). Thus \([u]_\beta = \cap_{n=1}^{\infty} [u]_{\beta_n} \).

\( \square \)

**Remark 3.20.** (a) If \( (Y, \rho) \) is an extended metric space, then the Hausdorff distance \( H \) on \( C(Y) \) induced by \( \rho \) using (I) is an extended metric on \( C(Y) \).
Clearly $H$ is a function of $C(Y) \times C(Y)$ into $\hat{\mathbb{R}}$ and $H$ satisfies positivity and symmetry. To show (a), we only need to show that $H$ satisfies the triangle inequality. To do this, it suffices to show (b) $H^*(U, W) \leq H^*(U, V) + H^*(V, W)$ for each $U, V, W \in C(Y)$.

Assume (b) is true. Then for each $U, V, W \in C(Y)$, $H^*(U, W) \leq H(U, V) + H(V, W)$ and $H^*(W, U) \leq H(W, V) + H(V, U)$; whence $H(U, W) \leq H(U, V) + H(V, W)$.

To show (b), let $x \in U$. Then

$$
\rho(x, W) = \inf_{z \in W} \rho(x, z) \leq \inf_{z \in W} \inf_{y \in V} \{\rho(x, y) + \rho(y, z)\}
= \inf_{y \in V} \inf_{z \in W} \{\rho(x, y) + \rho(y, z)\}
\leq \inf_{y \in V} \{\rho(x, y) + H^*(V, W)\}
= \inf_{y \in V} \rho(x, y) + H^*(V, W)
= \rho(x, V) + H^*(V, W) \leq H^*(U, V) + H^*(V, W).
$$

As $x \in U$ is arbitrary, it follows that (b) is true. So (a) is true.

Assume that $(Y, \rho)$ is an extended metric space but not a metric space. Then there exist $x, y \in Y$ such that $\rho(x, y) = +\infty$. Thus $\{x\}$ and $\{y\}$ are in $C(Y)$ and $H(\{x\}, \{y\}) = +\infty$. So the Hausdorff distance $H$ on $C(Y)$ is not a metric. $H$ on $C(Y)$ does not need to be a metric even if $(Y, \rho)$ is a metric space. See Remark 2.2.

Let $J$ be a nonempty set, and for each $j \in J$, let $(X_j, d_j)$ be a metric space. For each $x \in \prod_{j \in J} X_j$ and each $j \in J$, we use $x_j$ to denote $p_j(x)$, where $p_j : \prod_{j \in J} X_j \to X_j$ is the projection mapping.

Define a mapping $d_J$ of $\prod_{j \in J} X_j \times \prod_{j \in J} X_j$ into $\hat{\mathbb{R}}$ as

$$
d_J(x, y) := \sup\{d_j(x_j, y_j) : j \in J\}
$$

(4)

for each $x, y \in \prod_{j \in J} X_j$. Then $d_J$ is an extended metric on $\prod_{j \in J} X_j$ (Clearly $d_J$ satisfies positivity and symmetry. For each $x, y, z \in \prod_{j \in J} X_j$, $d_J(x, z) = \sup\{d_j(x_j, z_j) : j \in J\} \leq \sup\{d_j(x_j, y_j) + d_j(y_j, z_j) : j \in J\} \leq \sup\{d_j(x_j, y_j) : j \in J\} + \sup\{d_j(y_j, z_j) : j \in J\} = d_J(x, y) + d_J(y, z)$. So $d_J$ satisfies the triangle inequality.)

We use the symbol $\prod_{j \in J} (X_j, d_j)$ to denote the extended metric space $(\prod_{j \in J} X_j, d_J)$. If not mentioned specially, we suppose by default that $\prod_{j \in J} X_j$. 

is endowed with the extended metric $d_j$ given by (4). We also use $\prod_{j \in J} X_j$ to denote the metric space $(\prod_{j \in J} X_j, d_j)$.

For each $j \in J$, let $u_j \in F(X_j)$. Define $u \in F(\prod_{j \in J} X_j)$ as

$$[u]_\alpha = \prod_{j \in J} [u_j]_\alpha$$

for each $\alpha \in (0, 1]$.

We use $\prod_{j \in J} u_j$ to denote the fuzzy set $u$ in $\prod_{j \in J} X_j$ determined by (3).

From Theorem 3.17, $u$ is well-defined because for each $\alpha \in (0, 1]$, $[u]_\alpha = \prod_{j \in J} [u_j]_{\alpha}$ (Given $x = (x_j)_{j \in J} \in \bigcap_{\beta < \alpha} \prod_{j \in J} [u_j]_{\beta}$. Let $j \in J$. Then for each $\beta \in [0, \alpha)$, $x_j \in [u_j]_{\beta}$. This means $x_j \in [u_j]_{\alpha}$. Since $j \in J$ is arbitrary, we have that $x \in \prod_{j \in J} [u_j]_{\alpha}$. Thus $\prod_{j \in J} [u_j]_{\alpha} = \bigcap_{\beta < \alpha} \prod_{j \in J} [u_j]_{\beta}$. Clearly $\prod_{j \in J} [u_j]_{\alpha} \subseteq \bigcap_{\beta < \alpha} \prod_{j \in J} [u_j]_{\beta}$, and so $\prod_{j \in J} [u_j]_{\alpha} = \bigcap_{\beta < \alpha} \prod_{j \in J} [u_j]_{\beta}$).

In this paper, if not mentioned specially, we use $\overline{S}$ to denote the closure of $S$ in a certain extended metric space $(X, d_X)$. For a set $S \subseteq X_j$, $j \in J$, we use $\overline{S}$ to denote the closure of $S$ in $(X_j, d_j)$. For a set $S \subseteq \prod_{j \in J} X_j$, we also use $\overline{S}$ to denote the closure of $S$ in $(\prod_{j \in J} X_j, d_j)$. The readers can judge the meaning of $\overline{S}$ according to the contexts.

**Lemma 3.21.** Let $J$ be a nonempty set. For each $j \in J$, let $(X_j, d_j)$ be a metric space and $A_j$ be a subset of $X_j$. Then $\prod_{j \in J} A_j \subseteq \prod_{j \in J} \overline{A_j}$.

**Proof.** Let $x \in \prod_{j \in J} A_j$. Then there is a sequence $\{x_n\}$ in $\prod_{j \in J} A_j$ satisfying $d_j(x_n, x) \to 0$ as $n \to \infty$. Thus for each $j \in J$, $d_j(x_n, x_j) \to 0$ as $n \to \infty$; whence $x_j \in \overline{A_j}$. So $x \in \bigcap_{j \in J} A_j$. Thus $\prod_{j \in J} A_j \subseteq \prod_{j \in J} \overline{A_j}$.

Let $x = (x_j)_{j \in J} \in \prod_{j \in J} \overline{A_j}$. Given $\varepsilon > 0$. Then for each $j \in J$, there exists $y_j \in A_j$ such that $d_j(x_j, y_j) \leq \varepsilon$, as $x_j \in \overline{A_j}$. Put $y := (y_j)_{j \in J}$. Then $y \in \prod_{j \in J} A_j$ and $d_j(x, y) \leq \varepsilon$. Since $\varepsilon > 0$ is arbitrary, we have $x \in \prod_{j \in J} A_j$.

Thus $\prod_{j \in J} A_j \subseteq \prod_{j \in J} \overline{A_j}$.

In summary, $\prod_{j \in J} A_j = \prod_{j \in J} \overline{A_j}$. 

\[\blacksquare\]

**Theorem 3.22.** Let $J$ be a nonempty set. For each $j \in J$, let $(X_j, d_j)$ be a metric space and $u_j \in F_{USC}(X_j)$. Then $u = \prod_{j \in J} u_j \in F_{USC}(\prod_{j \in J} X_j)$.  
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Proof. By (3) and Lemma 3.21, for each \( \alpha \in (0,1] \),
\[
[u]_{\alpha} = \prod_{j \in J}[u_{j}]_{\alpha} = \prod_{j \in J}[u_{j}] = [u]_{\alpha}.
\]
Thus \( u \in F_{USC}(\prod_{j \in J}X_{j}) \).

Theorem 3.23. Let \( J \) be a nonempty set. For each \( j \in J \), let \( (X_{j},d_{j}) \) be a metric space and \( u_{j} \in F_{1USC}(X_{j}) \). Then \( u = \prod_{j \in J}u_{j} \in F_{1USC}(\prod_{j \in J}X_{j}) \).

Proof. By Theorem 3.22, \( u \in F_{USC}(\prod_{j \in J}X_{j}) \). As for each \( j \in J \), \([u_{j}]_{1} \neq \emptyset \), it follows that \([u]_{1} = \prod_{j \in J}[u_{j}]_{1} \neq \emptyset \); that is, \( u \in F^{1}(\prod_{j \in J}X_{j}) \). So \( u \in F_{1USC}(\prod_{j \in J}X_{j}) \).

In the following theorem, we use \( H \) to denote the Hausdorff metric on \( C(X_{j}) \) induced by \( d_{j} \). We also use \( H \) to denote the Hausdorff metric on \( C(\prod_{j \in J}X_{j}) \) induced by \( d_{J} \).

Theorem 3.24. Let \( J \) be a nonempty set. For each \( j \in J \), let \( (X_{j},d_{j}) \) be a metric space and let \( A_{j} \) and \( B_{j} \) be elements in \( C(X_{j}) \). Then

(i) \( \prod_{j \in J}A_{j} \) and \( \prod_{j \in J}B_{j} \) are elements in \( C(\prod_{j \in J}X_{j}) \);
(ii) for each \( x \in \prod_{j \in J}X_{j} \), \( d_{J}(x,\prod_{j \in J}B_{j}) = \sup_{j \in J}d_{j}(x_{j},B_{j}) \);
(iii) \( H^{*}(\prod_{j \in J}A_{j},\prod_{j \in J}B_{j}) = \sup_{j \in J}H^{*}(A_{j},B_{j}) \);
(iv) \( H(\prod_{j \in J}A_{j},\prod_{j \in J}B_{j}) = \sup_{j \in J}H(A_{j},B_{j}) \).

Proof. From Lemma 3.21, \( \prod_{j \in J}A_{j} = \prod_{j \in J}A_{j} = \prod_{j \in J}A_{j} \). So \( \prod_{j \in J}A_{j} \) is closed in \( \prod_{j \in J}X_{j} \). Clearly \( \prod_{j \in J}A_{j} \neq \emptyset \). Thus \( \prod_{j \in J}A_{j} \in C(\prod_{j \in J}X_{j}) \).

Now we show (ii). Let \( \varepsilon > 0 \). For each \( j \in J \), there is a \( y_{j} \in B_{j} \) such that \( d_{j}(x_{j},y_{j}) \leq \inf_{z_{j} \in B_{j}}d_{j}(x_{j},z_{j}) + \varepsilon = d_{j}(x_{j},B_{j}) + \varepsilon \). Put \( y := (y_{j})_{j \in J} \). Clearly \( y \in \prod_{j \in J}B_{j} \). Then \( d_{J}(x,\prod_{j \in J}B_{j}) \leq d_{J}(x,y) = \sup_{j \in J}d_{j}(x_{j},y_{j}) \leq \sup_{j \in J}(d_{j}(x_{j},B_{j}) + \varepsilon) = \sup_{j \in J}d_{j}(x_{j},B_{j}) + \varepsilon \). Since \( \varepsilon > 0 \) is arbitrary, we conclude that \( d_{J}(x,\prod_{j \in J}B_{j}) \leq \sup_{j \in J}d_{j}(x_{j},B_{j}) \).

Let \( j \in J \). Then \( d_{J}(x,\prod_{j \in J}B_{j}) = \inf_{y \in \prod_{j \in J}B_{j}}d_{J}(x,y) \geq \inf_{y \in \prod_{j \in J}B_{j}}d_{j}(x_{j},y_{j}) = d_{j}(x_{j},B_{j}) \). As \( j \in J \) is arbitrary, it follows that \( d_{J}(x,\prod_{j \in J}B_{j}) \geq \sup_{j \in J}d_{j}(x_{j},B_{j}) \). So \( d_{J}(x,\prod_{j \in J}B_{j}) = \sup_{j \in J}d_{j}(x_{j},B_{j}) \) and (ii) is true.
By (ii),

\[ H^*(\prod_{j \in J} A_j, \prod_{j \in J} B_j) = \sup_{x \in \prod_{j \in J} A_j} d_J(x, \prod_{j \in J} B_j) \]

\[ = \sup_{x \in \prod_{j \in J} A_j} \sup_{j \in J} d_j(x_j, B_j) = \sup_{j \in J} \left( \sup_{x \in \prod_{j \in J} A_j} d_j(x_j, B_j) \right) \]

\[ = \sup_{j \in J} d_j(x_j, B_j) = \sup_{j \in J} H^*(A_j, B_j). \]

So (iii) is true. Using (iii), we obtain

\[ H(\prod_{j \in J} A_j, \prod_{j \in J} B_j) = H^*(\prod_{j \in J} A_j, \prod_{j \in J} B_j) \lor H^*(\prod_{j \in J} B_j, \prod_{j \in J} A_j) \]

\[ = \sup_{j \in J} \left( H^*(A_j, B_j) \lor H^*(B_j, A_j) \right) = \sup_{j \in J} H^*(A_j, B_j) \lor H^*(B_j, A_j). \]

So (iv) is true.

Let \( x \in \prod_{j \in J} X_j \). For each \( j \in J \), put \( A_j = \{ x_j \} \) in (iii) (clearly \( \{ x_j \} \in C(X_j) \)). Then we obtain \( H^*(\prod_{j \in J} \{ x_j \}, \prod_{j \in J} B_j) = \sup_{j \in J} H^*(\{ x_j \}, B_j). \)

This means that \( d_J(x, \prod_{j \in J} B_j) = \sup_{j \in J} d_j(x_j, B_j) \), since \( d_J(x, \prod_{j \in J} B_j) = H^*(\{ x \}, \prod_{j \in J} B_j) = H^*(\prod_{j \in J} \{ x_j \}, \prod_{j \in J} B_j) \) and \( \sup_{j \in J} d_j(x_j, B_j) = \sup_{j \in J} H^*(\{ x_j \}, B_j). \)

So, in some sense, (ii) can be seen as a special case of (iii).

Now, we give an example to show that there exists a metric space \( X \) and \( u, v \in F^1_{\text{USC}}(X) \) such that \( d_p(u, v) \) is not well-defined; that is, \( H([u]_\alpha, [v]_\alpha) \) is a non-measurable function of \( \alpha \) on \([0, 1]\).

**Example 3.25.** Consider the metric space \(([0, 100] \setminus \{10\}, \rho_1|_{[0,100] \setminus \{10\}})\), which is subspace of \( \mathbb{R} \). We also use \([0, 100] \setminus \{10\}\) to denote this metric space. For each \( z \in (0, 1] \), define \( u^z \in F^1_{\text{USC}}([0, 100] \setminus \{10\}) \) by putting

\[ [u^z]_\alpha = \begin{cases} 
\{3\}, & \alpha \in [z, 1], \\
\{3\} \cup (10, 11 - \varepsilon], & \alpha = z \cdot \varepsilon, \ 0 \leq \varepsilon < 1.
\end{cases} \]

For each \( z \in (0, 1] \), define \( v^z \in F^1_{\text{USC}}([0, 100] \setminus \{10\}) \) by putting

\[ [v^z]_\alpha = \begin{cases} 
\{73\}, & \alpha \in (z, 1], \\
[71, 81], & \alpha \in [0, z].
\end{cases} \]
(see also clauses (i) and (ii) at the end of this example.) Then for each $z \in (0, 1]$,

$$H([u^z]_\alpha, [v^z]_\alpha) = \begin{cases} H(\{3\}, \{73\}), & \alpha \in (z, 1], \\ H(\{3\}, [71, 81]), & \alpha = z, \\ H(\{3\} \cup (10, 11 - \varepsilon), [71, 81]), & \alpha = z \cdot \varepsilon, \ 0 \leq \varepsilon < 1, \\ 70, & \alpha \in (z, 1], \\ 78, & \alpha = z, \\ 70 + \varepsilon, & \alpha = z \cdot \varepsilon, \ 0 \leq \varepsilon < 1, \end{cases}$$

where $H$ is the Hausdorff metric on $C([0, 100] \setminus \{10\})$ induced by $\rho_1|_{[0,100] \setminus \{10\}}$.

Consider the metric space $([0, 9], \rho_1|_{[0,9]}$), which is a subspace of $\mathbb{R}$. Define $w \in F([0, 9])$ as $w(t) = 1$ for all $t \in [0, 9]$. As $[w]_\alpha = [0, 9]$ for all $\alpha \in [0, 1]$, it follows that $w \in F^1_{USCB}([0,9]) = F^1_{USCB}([0,9])$.

Let $A$ be a non-measurable set in $(0, 1]$. Put $u := \prod_{z \in [0,1]} u_z$ and $v := \prod_{z \in [0,1]} v_z$, where

$$u_z = \begin{cases} u^z, & z \in A, \\ w, & z \in [0, 1] \setminus A, \end{cases} \quad v_z = \begin{cases} v^z, & z \in A, \\ w, & z \in [0, 1] \setminus A. \end{cases}$$

Then by Theorem 3.23, $u$ and $v$ are fuzzy sets in $F^1_{USC}(\prod_{z \in [0,1]} X_z)$, where

$$X_z = \begin{cases} [0, 100] \setminus \{10\}, & z \in A, \\ [0, 9], & z \in [0, 1] \setminus A. \end{cases}$$

Here we mention that $\prod_{z \in [0,1]} X_z$ is endowed with the metric $\lambda$ defined by (1); that is, $\lambda(x, y) = \sup\{|x_z - y_z| : z \in [0, 1]\}$ for each $x = (x_z)_{z \in [0,1]}$ and each $y = (y_z)_{z \in [0,1]}$ in $\prod_{z \in [0,1]} X_z$.

In the rest of this example, we use $H$ to denote the Hausdorff metric on $C(\prod_{z \in [0,1]} X_z)$ induced by $\lambda$, use $H$ to denote the Hausdorff metric on $C([0,9])$ induced by $\rho_1|_{[0,9]}$, and use $H$ to denote the Hausdorff metric on $C([0, 100] \setminus \{10\})$ induced by $\rho_1|_{[0,100] \setminus \{10\}}$.

For each $\alpha \in [0, 1]$,

$$H([u]_\alpha, [v]_\alpha) = H(\prod_{z \in [0,1]} [u^z]_\alpha, \prod_{z \in [0,1]} [v^z]_\alpha) = \sup_{z \in [0,1]} H([u^z]_\alpha, [v^z]_\alpha) \quad \text{(by (6))}$$

$$= \begin{cases} 78, & \alpha \in A, \\ \leq 71, & \alpha \in [0, 1] \setminus A. \end{cases} \quad \text{(by (6). See also below clause (iii))}$$
So \( \{ \alpha \in [0, 1] : H([u]_\alpha, [v]_\alpha) > 73 \} = A \), and thus \( H([u]_\alpha, [v]_\alpha) \) is a non-measurable function of \( \alpha \) on \([0, 1]\).

Below illustrations are easy to see.

(i) Let \( z \in (0, 1) \). Note that \([u^z]_\alpha = \cap_{\beta < \alpha}[u^\beta]_\beta \) for all \( \alpha \in (0, 1) \) and \([u^z]_0 = \cup_{\alpha > 0}[u^z]_\alpha \), where \( \cap \) means the closure in \([0, 100] \setminus \{10\} \). Thus by Corollary 3.18 \( u^z \in F([0, 100] \setminus \{10\}) \). Clearly \([u^z]_1 \neq \emptyset \) and \([u^z]_\alpha \in C([0, 100] \setminus \{10\}) \) for all \( \alpha \in [0, 1] \). This means that \( u^z \in F^{1}_{\text{USC}}([0, 100] \setminus \{10\}) \).

(ii) Replace \( u^z \) by \( v^z \) in (ii), then we obtain a proof for the conclusion that \( v^z \in F^{1}_{\text{USC}}([0, 100] \setminus \{10\}) \) for each \( z \in (0, 1) \).

(iii) By \( \mathcal{H} \), for each \( z \in (0, 1) \) and each \( \alpha \in [0, 1] \), if \( z = \alpha \), then \( H([u^z]_\alpha, [v^z]_\alpha) = 78 \); if \( z \neq \alpha \), then \( H([u^z]_\alpha, [v^z]_\alpha) < 71 \). So if \( \alpha \in A \), then \( \sup_{z \in A} H([u^z]_\alpha, [v^z]_\alpha) = H([u^\alpha]_\alpha, [v^\alpha]_\alpha) = 78 \); if \( \alpha \in [0, 1] \setminus A \), then \( z \neq \alpha \) for all \( z \in A \), and hence \( \sup_{z \in A} H([u^z]_\alpha, [v^z]_\alpha) \leq 71 \).

In the sequel, we give some improvements of Propositions 3.1 and 3.14 and Theorem 3.8 which are statements first presented in \( \mathcal{H} \). We first prove Theorem 3.26 which is an improvement of Propositions 3.1 and 3.14. Then we show Theorem 3.30 and use it to improve Theorem 3.26 and Theorem 3.8.

Let \( v \in F^{1}_{\text{USC}}(X) \) and let \( 0 \leq \alpha < \beta \leq 1 \). The “variation” \( w_v(\alpha, \beta) \) is defined as \( w_v(\alpha, \beta) := \sup\{ H([v]_\xi, [v]_\eta) : \xi, \eta \in (\alpha, \beta) \} \).

**Theorem 3.26.** Let \( u \in F^{1}_{\text{USC}}(X) \) and let \( v \in F^{1}_{\text{USCG}}(X) \). Then \( H([u]_\alpha, [v]_\alpha) \) is a measurable function of \( \alpha \) on \([0, 1] \); that is, \( d_v(u, v) \) is well-defined.

**Proof.** The proof is divided into three steps. We put easy proofs of some simple conclusions in clauses (I), (II) and (III) at the end of this proof.

**Step 1**  Prove statement (i) \( H^*([u]_\alpha, [v]_\alpha) \) is a measurable function of \( \alpha \) on \([0, 1]\).

For each \( \xi \in \mathbb{R} \) and each \( n \in \mathbb{N} \setminus \{1\} \), define

\[
S_\xi := \{ \alpha \in [0, 1] : H^*([u]_\alpha, [v]_\alpha) \geq \xi \},
\]

\[
S_{\xi, n} := S_\xi \cap (\frac{1}{n}, 1).
\]

To show statement (i), it suffices to verify statement (i-a) for each \( \xi \in \mathbb{R} \) and each \( n \in \mathbb{N} \setminus \{1\} \), \( S_{\xi, n} \) is a measurable set (see also (I)). Fix \( \xi \in \mathbb{R} \) and \( n \in \mathbb{N} \setminus \{1\} \).
Since \( v \in F^1_{USCG}(X) \), by Lemma 6.5 in [3], for each \( k \in \mathbb{N} \), there exist \( \alpha_1^{(k)}, \ldots, \alpha_k^{(k)} \) such that \( \frac{1}{n} = \alpha_1^{(k)} < \cdots < \alpha_k^{(k)} = 1 \) and \( w_v(\alpha_i^{(k)}, \alpha_{i+1}^{(k)}) \leq \frac{1}{k} \) for all \( i = 1, \ldots, l_k - 1 \).

For each \( k \in \mathbb{N} \) and each \( i = 1, \ldots, l_k - 1 \), define \( T_{k,i} := \{ x : \text{there exists } s \in S_\xi \text{ such that } \alpha_i^{(k)} < x \leq s \leq \alpha_{i+1}^{(k)} \} \); in other words, \( T_{k,i} = \bigcup \{ (\alpha_i^{(k)}, s) : s \in S_\xi \cap (\alpha_i^{(k)}, \alpha_{i+1}^{(k)}) \} \). Here we mention that the result of an empty union is \( \emptyset \).

Let \( T_k := \bigcup_{i=1}^{l_k-1} T_{k,i} \). Obviously for each \( k \in \mathbb{N} \) and each \( i = 1, \ldots, l_k - 1 \), \( T_{k,i} \subseteq (\alpha_i^{(k)}, \alpha_{i+1}^{(k)}) \) and therefore \( T_k = \bigcup_{i=1}^{l_k-1} T_{k,i} \subseteq \bigcup_{i=1}^{l_k-1} (\alpha_i^{(k)}, \alpha_{i+1}^{(k)}) = (1/n, 1) \).

We claim that

(i-1) for each \( k \in \mathbb{N} \), \( T_k \) is a measurable set,

(i-2) for each \( k \in \mathbb{N} \), \( T_k \supseteq S_{\xi,n} \), and

(i-3) for each \( k \in \mathbb{N} \), \( T_k \subseteq S_{\xi,1/n} \).

First we show (i-1). Let \( k \in \mathbb{N} \). Clearly for each \( i \in \{1, \ldots, l_k - 1\} \), \( T_{k,i} \) is an interval (see also (II)). Thus \( T_k = \bigcup_{i=1}^{l_k-1} T_{k,i} \) is a measurable set. Hence (i-1) is true.

(i-2) follows immediately from the definition of \( T_k \). See also (III).

Now we show (i-3). Let \( k \in \mathbb{N} \). Let \( i \in \{1, \ldots, l_k - 1\} \) and \( x \in T_{k,i} \). There exists an \( s \in S_\xi \) such that \( \alpha_i^{(k)} < x \leq s \leq \alpha_{i+1}^{(k)} \). Note that

(a-1) By Remark 3.20(b), \( H^*(\{u_s, [v]_x\}) + H^*(\{[v]_x, [v]_s\}) \geq H^*(\{u_s, [v]_x\}) + H^*(\{[v]_x, [v]_s\}) - H^*(\{[v]_x, [v]_s\}) \geq H^*(\{u_s, [v]_x\}) - H^*(\{[v]_x, [v]_s\}) \)

(b-1) \( H^*(\{[v]_x, [v]_s\}) \leq H^*(\{[v]_x, [v]_s\}) \leq w_v(\alpha_i^{(k)}, \alpha_{i+1}^{(k)}) \leq \frac{1}{k} \).

Thus

\[ H^*(\{u_s, [v]_x\}) \geq H^*(\{u_s, [v]_x\}) \geq H^*(\{[v]_x, [v]_s\}) - H^*(\{[v]_x, [v]_s\}) \geq \xi - 1/k. \]

Hence \( x \in S_{\xi,1/k} \). Since \( i \in \{1, \ldots, l_k - 1\} \) and \( x \in T_{k,i} \) are arbitrary, we conclude that \( T_k = \bigcup_{i=1}^{l_k-1} T_{k,i} \subseteq S_{\xi,1/k}. \) Then, as \( T_k \subseteq (1/n, 1], T_k \subseteq S_{\xi,1/n} \cap (1/n, 1] = S_{\xi,1/n}. \) Thus (i-3) is proved.

From (i-2) and (i-3), we have

\[ S_{\xi,n} \subseteq \bigcap_{k=1}^{+\infty} T_k \subseteq \bigcap_{k=1}^{+\infty} S_{\xi,1/k,n} = S_{\xi,n}. \quad (7) \]

By (i-1), \( \bigcap_{k=1}^{+\infty} T_k \) is measurable. Thus by (7), \( S_{\xi,n} = \bigcap_{k=1}^{+\infty} T_k \) is measurable. So statement (i-a) is true and then statement (i) is proved.
Step 2 Prove statement (ii) \( H^*([v]_\alpha, [u]_\alpha) \) is a measurable function of \( \alpha \) on \([0, 1]\).

For each \( \xi \in \mathbb{R} \) and each \( n \in \mathbb{N} \setminus \{1\} \), define
\[
S^\xi := \{ \alpha \in [0, 1] : H^*([v]_\alpha, [u]_\alpha) \geq \xi \},
\]
\[
S^\xi,n := S^\xi \cap \left( \frac{1}{n}, 1 \right].
\]

To show statement (ii), it suffices to show statement (ii-a) for each \( \xi \in \mathbb{R} \) and each \( n \in \mathbb{N} \setminus \{1\} \), \( S^\xi,n \) is a measurable set (see also (I)). Fix \( \xi \in \mathbb{R} \) and \( n \in \mathbb{N} \setminus \{1\} \).

For each \( k \in \mathbb{N} \) and each \( i = 1, \ldots, l_k - 1 \), define \( T^{k,i} := \{ x : \text{there exists } s \in S^\xi \text{ such that } \alpha_i^{(k)} < s \leq \alpha_{i+1}^{(k)} \} \); in other words, \( T^{k,i} = \cup \{[s, \alpha_{i+1}^{(k)}] : s \in S^\xi \cap (\alpha_i^{(k)}, \alpha_{i+1}^{(k)}) \} \). Put \( T^k := \cup_{i=1}^{l_k-1} T^{k,i} \). Obviously for each \( k \in \mathbb{N} \) and each \( i = 1, \ldots, l_k - 1 \), \( T^{k,i} \subseteq (\alpha_i^{(k)}, \alpha_{i+1}^{(k)}) \) and therefore \( T^k = \cup_{i=1}^{l_k-1} T^{k,i} \subseteq \cup_{i=1}^{l_k-1} (\alpha_i^{(k)}, \alpha_{i+1}^{(k)}) = (1/n, 1] \).

We claim that
(ii-1) for each \( k \in \mathbb{N} \), \( T^k \) is a measurable set,
(ii-2) for each \( k \in \mathbb{N} \), \( T^k \supseteq S^\xi,n \), and
(ii-3) for each \( k \in \mathbb{N} \), \( T^k \subseteq S^{\xi-\frac{1}{n}} \).

First we show (ii-1). Let \( k \in \mathbb{N} \). Clearly for each \( i \in \{1, \ldots, l_k - 1\} \), \( T^{k,i} \) is an interval (see also (II)). Thus \( T^k = \cup_{i=1}^{l_k-1} T^{k,i} \) is a measurable set. Hence (ii-1) is true.

(ii-2) follows from the definition of \( T^k \). See also (III).

Now we show (ii-3). Let \( k \in \mathbb{N} \). Let \( i \in \{1, \ldots, l_k - 1\} \) and \( x \in T^{k,i} \).
Then there exists an \( s \in S^\xi \) such that \( \alpha_i^{(k)} < s \leq \alpha_{i+1}^{(k)} \). Note that
(a-2) By Remark 2.02(b), \( H^*([v]_s, [v]_x) + H^*([v]_x, [u]_s) \geq H^*([v]_s, [u]_s) \).
Then, as \( H^*([v]_s, [v]_x) \) is finite, \( H^*([v]_s, [u]_s) = H^*([v]_s, [v]_x) + H^*([v]_x, [u]_s) - H^*([v]_s, [v]_x) \geq H^*([v]_s, [u]_s) - H^*([v]_s, [v]_x) \).
(b-2) \( H^*([v]_s, [v]_x) \leq H([v]_s, [v]_x) \leq w_\psi(\alpha_i^{(k)}, \alpha_{i+1}^{(k)}) \leq \frac{1}{k} \).

Thus
\[
H^*([v]_s, [u]_x) \geq H^*([v]_s, [u]_s) \geq H^*([v]_s, [u]_s) - H^*([v]_s, [v]_x) \geq \xi - 1/k.
\]
Hence \( x \in S^{\xi-\frac{1}{n}} \). Since \( i \in \{1, \ldots, l_k - 1\} \) and \( x \in T^{k,i} \) are arbitrary, we conclude that \( T^k = \cup_{i=1}^{l_k-1} T^{k,i} \subseteq S^{\xi-\frac{1}{n}} \). Then, as \( T^k \subseteq (\frac{1}{n}, 1], T^k \subseteq S^{\xi-\frac{1}{n}} \), \( T^k \subseteq S^{\xi-\frac{1}{n}} \cap (\frac{1}{n}, 1] = S^{\xi-\frac{1}{n}} \). Thus (ii-3) is proved.
From (ii-2) and (ii-3),

\[ S_{\xi,n} \subseteq \bigcap_{k=1}^{+\infty} T^k \subseteq \bigcap_{k=1}^{+\infty} S_{\xi-\frac{1}{k},n} = S_{\xi,n}. \]  

(8)

By (ii-1), \( \bigcap_{k=1}^{+\infty} T^k \) is measurable. Thus, by (8), \( S_{\xi,n} = \bigcap_{k=1}^{+\infty} T^k \) is measurable. So statement (ii-a) is true and then statement (ii) is proved.

**Step 3** Prove statement (iii) \( H([u]_\alpha,[v]_\alpha) \) is a measurable function of \( \alpha \) on \([0,1]\).

Note that \( H([u]_\alpha,[v]_\alpha) = \max\{H^*([u]_\alpha,[v]_\alpha), H^*([v]_\alpha,[u]_\alpha)\} \). Thus statement (iii) follows immediately from statements (i) and (ii), which say that both \( H^*([u]_\alpha,[v]_\alpha) \) and \( H^*([v]_\alpha,[u]_\alpha) \) are measurable functions of \( \alpha \) on \([0,1]\). So the proof is completed.

Contents in the previous paragraph from “Consider” to the end are still correct if we replace \( i \), \( S_{\xi} \) is a measurable set. Then statement (i), statement (i-a) and statement (i-b) are equivalent to each other. Obviously \( (i) \Leftrightarrow (i-b) \Leftrightarrow (i-a) \). For each \( \xi \in \mathbb{R} \), \( \cup_{n=2}^{+\infty} S_{\xi,n} = S_{\xi} \cap (0,1] \) and therefore \( S_{\xi} = \cup_{n=2}^{+\infty} S_{\xi,n} \) or \( S_{\xi} = \cup_{n=2}^{+\infty} S_{\xi,n} \cup \{0\} \). So (i-a) \( \Rightarrow \) (i-b). Thus (i) \( \Leftrightarrow \) (i-b) \( \Leftrightarrow \) (i-a). So to show statement (i), it suffices to verify statement (i-a).

Contents in the following clauses (I), (II) and (III) are easy to see.

(I) Consider statement (i-b) for each \( \xi \in \mathbb{R} \), \( S_{\xi} \) a measurable set. Then statement (i), statement (i-a) and statement (i-b) are equivalent to each other.

(II) Let \( k \in \mathbb{N} \) and \( i \in \{1,\ldots,l_k-1\} \). Then \( T_{k,i} \) and \( T_{k,i}^k \) is intervals.

Denote \( S(i,k) := S_{\xi} \cap (\alpha_i^{(k)}(1), \alpha_i^{(k)}(1)] \). Let \( x, y \in T_{k,i} \) with \( x < y \). Then there exist \( s_x \) and \( s_y \) in \( S(i,k) \) such that \( x \in (\alpha_i^{(k)}(1), s_x) \) and \( y \in (\alpha_i^{(k)}(1), s_y) \). There is no loss of generality in assuming that \( s_x < s_y \). Then \( x, y \subseteq (\alpha_i^{(k)}(1), s_y) \). Thus \( \{x,y\} \subseteq (\alpha_i^{(k)}(1), s_y) \). So \( T_{k,i} \) is an interval.

Clearly \( T_{k,i}^k = \emptyset \Leftrightarrow S(i,k) = \emptyset \). Assume \( S(i,k) \neq \emptyset \). Put \( s_1 = \sup S(i,k) \). Then \( T_{k,i} = (\alpha_i^{(k)}(1), s_1) \Leftrightarrow s_1 \in S(i,k) \).

Denote \( S'(i,k) := S_{\xi} \cap (\alpha_i^{(k)}(1), \alpha_i^{(k)}(1)] \). Let \( x, y \in T_{k,i}^k \) with \( x < y \). Then there exist \( s_x \) and \( s_y \) in \( S'(i,k) \) such that \( x \in [s_x, \alpha_i^{(k)}(1)] \) and \( y \in [s_y, \alpha_i^{(k)}(1)] \). There is no loss of generality in assuming that \( s_x < s_y \). Then \( \{x,y\} \subseteq [s_x, \alpha_i^{(k)}(1)] \). Thus \( \{x,y\} \subseteq [s_x, \alpha_i^{(k)}(1)] \subseteq T_{k,i}^k \). So \( T_{k,i}^k \) is an interval.

Clearly \( T_{k,i} = \emptyset \Leftrightarrow S'(i,k) = \emptyset \). Assume \( S'(i,k) \neq \emptyset \). Put \( s_2 = \inf S'(i,k) \). Then \( s_2 \in S'(i,k) \Leftrightarrow T_{k,i} = [s_2, \alpha_i^{(k)}(1)] \), and \( s_2 \notin S'(i,k) \Leftrightarrow
Clearly \( s_2 = \alpha_i^{(k+1)} \Leftrightarrow S'(i, k) = \{\alpha_i^{(k+1)}\} \Leftrightarrow T^{k,i} = \{\alpha_i^{(k+1)}\} \Leftrightarrow T^{k,i} \) is a singleton set (in this case, \( s_2 \in S'(i, k) \)).

(III) To show (i-2), let \( k \in \mathbb{N} \). For each \( i \in \{1, \ldots, l_k - 1\} \), \( T_{k,i} \supseteq S_\xi \cap (\alpha_i^{(k)}, \alpha_{i+1}^{(k)}) \). So \( T_k = \bigcup_{{i=1}}^{l_k - 1} T_{k,i} \supseteq \bigcup_{{i=1}}^{l_k - 1} (S_\xi \cap (\alpha_i^{(k)}, \alpha_{i+1}^{(k)})) = S_\xi \cap (\bigcup_{{i=1}}^{l_k - 1} (\alpha_i^{(k)}, \alpha_{i+1}^{(k)})) = S_\xi \cap (1/n, 1] = S_{\xi,n}. \) Thus (i-2) is true.

To show (ii-2), let \( k \in \mathbb{N} \). For each \( i \in \{1, \ldots, l_k - 1\} \), \( T_{k,i} \supseteq S_\xi \cap (\alpha_i^{(k)}, \alpha_{i+1}^{(k)}) \). So \( T^k = \bigcup_{{i=1}}^{l_k - 1} T_{k,i} \supseteq \bigcup_{{i=1}}^{l_k - 1} (S_\xi \cap (\alpha_i^{(k)}, \alpha_{i+1}^{(k)})) = S_\xi \cap (\bigcup_{{i=1}}^{l_k - 1} (\alpha_i^{(k)}, \alpha_{i+1}^{(k)})) = S_\xi \cap (1/n, 1] = S_{\xi,n}. \) Thus (ii-2) is true.

\( \square \)

**Remark 3.27.** (i) Theorem 3.26 is an improvement of Proposition 3.14.
(ii) Let \( u \in F^1_{USC}(X) \) and \( x \in X \). Then \( \hat{x} \in F^1_{USCG}(X) \). Thus by Theorem 3.26, \( d_p(u, \hat{x}) \) is well-defined. It is easy to see that \( H([u]_\alpha, \{x_0\}) \) is a measurable function of \( \alpha \) on \([0, 1]\) if and only if \( d_p(u, \hat{x}_0) \) is well-defined. So Proposition 3.1 is an easy consequence of Theorem 3.26 and, in some sense, Theorem 3.26 is an improvement of Proposition 3.1.

(iii) Obviously, if \( \xi \leq 0 \), then \( S_\xi = S^\xi = [0, 1] \) and \( S_{\xi,n} = S_{\xi,n} = (1/n, 1] \) for all \( n \in \mathbb{N} \setminus \{1\} \).

Let \((Z, \rho)\) be a metric space and \( S \) be a subset of \( Z \). We will use \( \overline{S}_{(Z, \rho)} \) to denote the closure of \( S \) in \((Z, \rho)\) when we want to emphasize the space \((Z, \rho)\).

If there is no confusion, we will write \( \overline{S}_{(Z, \rho)} \) as \( \overline{S} \).

Let \((X, d_X)\) be a subspace of \((Y, d_Y)\). For each \( u \in F(X) \), define \( u^Y \in F_{USC}(Y) \) by putting

\[
[u^Y]_\alpha = \bigcap_{\beta < \alpha} [u]_\beta^Y \text{ for all } \alpha \in (0, 1].
\]

Note that \( [u^Y]_\alpha = \bigcap_{\beta < \alpha} [u]_\beta^Y \) for all \( \alpha \in (0, 1] \) (for each \( \alpha \in (0, 1] \), \( \bigwedge_{\beta < \alpha} [u^Y]_\beta = \bigwedge_{\beta < \alpha} [u]_\beta^Y = \bigwedge_{\beta < \alpha} [u]_\gamma^Y = [u^Y]_\alpha \)). Then by Theorem 3.17, \( u^Y \) is a well-defined fuzzy set in \( Y \). By (9), for each \( \alpha \in (0, 1] \), \([u^Y]_\alpha \in C(Y) \cup \{\emptyset\} \). So \( u^Y \in F_{USC}(Y) \).

**Proposition 3.28.** Let \((X, d_X)\) be a subspace of \((Y, d_Y)\) and \( u \in F(X) \).

(i) \([u^Y]_\alpha \supseteq [u]_\alpha \supseteq [u]_\alpha^Y \supseteq [u]_\alpha \) for all \( \alpha \in (0, 1] \).

(ii) \([u]_\beta^Y \supseteq [u^Y]_\alpha \) for all \( \alpha, \beta \) with \( 0 \leq \beta < \alpha \leq 1 \).

(iii) \([u^Y]_0 = [u]_0^Y \).

(iv) If \( u \in F^1(X) \), then \( u^Y \in F^1_{USC}(Y) \). However, the converse is false.
(v) If \( u \in F_{USCG}(X) \), then \( [u]^\alpha = [u]_\alpha \) for all \( \alpha \in (0,1] \), and so \( u^Y \in F_{USCG}(Y) \).

(vi) (vi-1) If \( u \in F_{USCG}^1(X) \), then \( u^Y \in F_{USCG}^1(Y) \). (vi-2) If \( u \in F_{USCG}(X) \), then \( u^Y \in F_{USCG}(Y) \). (vi-3) \( u^Y \in F_{USCG}^1(Y) \) does not imply \( u \in F_{USCG}(X) \); and so the converse of (vi-2) is false.

(vii) \( u \in F_{USCG}(X) \) if and only if \( u^X = u \).

**Proof.** Let \( \alpha \in (0,1] \). Obviously \( \overline{[u]_\alpha}^Y \supseteq [u]_\alpha \). Clearly for each \( \beta \in [0,\alpha) \), \( \overline{[u]_\beta}^Y \supseteq \overline{[u]_\beta}^Y \). Then, by (i), \( [u]_\alpha = \cap_{\beta < \alpha} \overline{[u]_\beta}^Y \supseteq \overline{[u]_\alpha} \). So (i) is proved.

Let \( \alpha \in (0,1] \) and \( \beta \in [0,\alpha) \). Then \( [u]_\alpha = \cap_{\gamma < \alpha} \overline{[u]_\gamma} \subseteq [u]_\beta \). Hence (ii) is proved.

By (ii), for each \( \alpha \in (0,1] \), \( [u]_\alpha \subseteq \overline{[u]_\alpha}^Y \). Hence \( [u]_\alpha = \cup_{\alpha > 0} [u]_\alpha \subseteq \overline{[u]_\alpha} \). Thus \( (\forall) \) is closed in \( (Y,d_Y) \).

Also \( [u]_\alpha = \cup_{\alpha > 0} [u]_\alpha \subseteq \cup_{\alpha > 0} [u]_\gamma \) (by (ii)) \( = \cup_{\alpha > 0} [u]_\alpha \) (by (a) below) \( = [u]_\alpha \). Thus \( (\forall) \) is closed in \( (Y,d_Y) \).

Now we show (iv). If \( u \in F^1(X) \), then \( [u]_1 \neq \emptyset \). Thus \( u^Y \in F^1(Y) \). Also \( u^Y \in F_{USCG}(Y) \). Thus \( u^Y \in F^1_{USCG}(Y) = F^1(Y) \cap F_{USCG}(Y) \).

The following example shows that \( u^Y \in F^1_{USCG}(Y) \) does not imply \( u \in F^1(X) \).

We also use \( \mathbb{R} \setminus \{1\} \) to denote the metric space \((\mathbb{R} \setminus \{1\}, \rho_1|_{\mathbb{R} \setminus \{1\}}) \). \( \mathbb{R} \setminus \{1\} \) is a subspace of \( \mathbb{R} \).

Define \( v \in F(\mathbb{R} \setminus \{1\}) \) by putting \( [v]_\alpha = \begin{cases} [\alpha,1), & \alpha \in (0,1), \\ \emptyset, & \alpha = 1. \end{cases} \) Then \( v \not\in F^1(\mathbb{R} \setminus \{1\}) \). Clearly \( \overline{[v]_\alpha}^\mathbb{R} = \begin{cases} [\alpha,1), & \alpha \in [0,1), \\ \emptyset, & \alpha = 1. \end{cases} \) So \( [v]_\alpha = [\alpha,1] \) for all \( \alpha \in [0,1] \). Thus \( v^\mathbb{R} \in F^1_{USCG}(\mathbb{R}) \). So (iv) is proved. See (b) for further discussions.

We show (v) as follows. For each \( \alpha \in (0,1] \), \( [u]_\alpha \in K(X) \cup \emptyset \), and hence \( [u]_\alpha \subseteq K(Y) \cup \emptyset \subseteq C(Y) \cup \emptyset \); so \( [u]^\alpha_\alpha = [u]_\alpha \). Thus for each \( \alpha \in (0,1] \), \( [u]_\alpha = \cap_{\beta < \alpha} [u]_\beta = \cap_{\beta \in (0,\alpha)} [u]_\beta = \cap_{\beta \in (0,\alpha)} \) so \( [u]_\alpha \subseteq K(Y) \cup \emptyset \). Hence \( u^Y \in F_{USCG}(Y) \). Thus (v) is proved.

If \( u \in F_{USCG}^1(X) \), then \( u \in F^1(X) \) and so, by (iv), \( u^Y \in F^1_{USCG}(Y) \). Thus (vi-1) is true. If \( u \in F_{USCG}^1(X) = F^1(X) \cap F_{USCG}(X) \), then by (iv)(v), \( u^Y \in F^1_{USCG}(Y) \cap F_{USCG}(Y) = F^1_{USCG}(Y) \). Thus (vi-2) is true.
Define $w \in F(\mathbb{R}\setminus\{1\})$ by putting $[w]_\alpha = \begin{cases} [0,1), & \alpha = 0, \\ [\alpha,1) \setminus \{1/2\}, & \alpha 
lessno{0,1}, \\ \emptyset, & \alpha = 1. 
\end{cases}$

Note that $[w]_\alpha \not\subseteq C(\mathbb{R}\setminus\{1\}) \cup \{0\}$ if and only if $\alpha \in (0,1/2]$. So $w \not\in F_{USCG}(\mathbb{R}\setminus\{1\})$. Observe that for each $\alpha \in [0,1]$, $[w]_{\alpha} = [\overline{v}]_{\alpha}$. So for each $\alpha \in (0,1]$, $[w]_{\alpha} = [v]_{\alpha}$ (and therefore $[w]_0 = [v]_0$). Thus $w = v \in F_{USCG}(\mathbb{R})$. Hence $u^Y \in F_{USCG}(Y)$ does not imply $u \in F_{USCG}(X)$. So (vi-3) is true and (vi) is proved. Note that $v \notin F_{USCG}(\mathbb{R})$ (see (b) below). From this fact, we can also know that the converse of (vi-2) is false.

Finally we show (vii). If $u^X = u$, then $u \in F_{USCG}(X)$ as $u^X \in F_{USCG}(X)$. If $u \in F_{USCG}(X)$, then for each $\alpha \in (0,1]$, $[w]_{\alpha} \cap \{\emptyset\}$ as both $u^X$ and $u$ are fuzzy sets in $X$.

(a) Let $S \subseteq Y$. Then $\overline{S^{X^Y}} = Y \subseteq S^Y$ as $S^X \supseteq S$. On the other hand, $S^{X^Y} \subseteq S^Y$ because $S^X \subseteq S^Y$ and that $S^Y$ is closed in $(Y,d_Y)$.

(b) In fact $v \in F_{USCG}(\mathbb{R}\setminus\{1\}) \subseteq F_{USCG}(\mathbb{R}\setminus\{1\})$ as $[v]_\alpha \in F_{USCG}(\mathbb{R}\setminus\{1\})$ for all $\alpha \in [0,1]$ and $[v]_\alpha$ is not compact in $\mathbb{R}\setminus\{1\}$ for all $\alpha \in [0,1]$. We can see that $u(x) = \begin{cases} x, & x \in [0,1), \\ 0, & x \in (\mathbb{R}\setminus\{1\}) \setminus [0,1), \end{cases}$ and $u^Y(x) = \begin{cases} x, & x \in [0,1), \\ 0, & x \in \mathbb{R}\setminus[0,1). \end{cases}$

\[ \square \]

**Proposition 3.29.** Let $(X,d_X)$ be a subspace of $(Y,d_Y)$ and let $(Y,d_Y)$ be a subspace of $(Z,d_Z)$. If $u \in F(X)$, then $u^Z = (u^Y)^Z$.

**Proof.** As $u^Z$ and $(u^Y)^Z$ are fuzzy sets in $Z$, by Proposition 3.19(ii), to verify $u^Z = (u^Y)^Z$, it suffices to show that for each $\alpha \in (0,1]$, $[u^Z]_\alpha = [(u^Y)^Z]_\alpha$.

Let $\alpha \in (0,1]$. Given $\beta < \alpha$, take $\gamma$ satisfying that $\beta < \gamma < \alpha$. Then $[u^Z]_\beta = [u^Z] = [u^Y]_\gamma = [(u^Y)^Z]_\gamma$ (the two “$\subseteq$” follow from Proposition 3.28(ii)). Thus $[u^Z]_\alpha = \cap_{\beta < \alpha} [u^Z]_\beta \subseteq [(u^Y)^Z]_\alpha$. On the other hand, $[u^Z]_\alpha = \cap_{\beta < \alpha} [u^Z]_\beta \subseteq [(u^Y)^Z]_\alpha$ (by Proposition 3.28(i), $\subseteq$ holds). So $[u^Z]_\alpha = [(u^Y)^Z]_\alpha$. As $\alpha \in (0,1]$ is arbitrary, we have that $u^Z = (u^Y)^Z$.

\[ \square \]

Let $(X,d_X)$ be a subspace of $(Y,d_Y)$. For each $u \in F(X)$, define

$$ \Upsilon(u)^Y := \{ \alpha \in (0,1] : [u]^Y_\alpha \subseteq [u]_\alpha \}, \quad \sigma(u)^Y := [0,1] \setminus \Upsilon(u)^Y. $$

Clearly $\sigma(u)^Y = ((0,1] \setminus \Upsilon(u)^Y) \cup \{0\}$.
We will use the following Theorem 3.30 to improve Theorem 3.26 and Theorem 3.8.

Let \((Z, \rho)\) be a metric space. The Hausdorff distance \(H\) on \(C(Z)\) can be extended to the Hausdorff distance \(H'\) on \(C(Z) \cup \{\emptyset\}\) as follows: \(H'(A, B) = H(A, B)\), if \(A, B \in C(Z)\); \(H'(\emptyset, \emptyset) = 0\); and \(H'(\emptyset, S) = H'(S, \emptyset) = +\infty\), if \(S \in C(Z)\). Obviously \(H'\) is an extended metric on \(C(Z) \cup \{\emptyset\}\). We will use the same symbol to represent the Hausdorff distance on \(C(Z) \cup \{\emptyset\}\) mentioned above and the Hausdorff distance on \(C(Z)\).

Let \((Z, \rho)\) be a metric space. We will use \(H_{(Z, \rho)}\) to denote the Hausdorff distance on \(C(Z) \cup \{\emptyset\}\) induced by \(\rho\) on \(Z\) when we want to emphasis the space \((Z, \rho)\). If there is no confusion, we will write \(H_{(Z, \rho)}\) as \(H_Z\). Let \((Y, \rho|_Y)\) be a subspace of \((Z, \rho)\) and \(A, B\) two subsets of \(Y\). Then clearly \(H_Y(A, B) = H_Z(A, B)\).

**Theorem 3.30.** Let \((X, d_X)\) be a subspace of \((Y, d_Y)\) and \(u, v \in F(X)\).

(i) Let \(\alpha \in [0, 1]\). Then \([u^Y]_\alpha = \overline{[u]_\alpha}^Y\) if and only if \(\alpha \in \sigma(u)^Y\).

(ii) Let \(u \in F_{\text{USC}}(X)\). Then the cardinality of \(\Upsilon(u)^Y\) is less than the cardinality of \(Y \setminus X\).

(iii) Let \(u, v \in F_{\text{USC}}(X)\). Then for each \(\alpha \in [0, 1] \setminus (\Upsilon(u)^Y \cup \Upsilon(v)^Y)\),

\[H_Y([u^Y]_\alpha, [v^Y]_\alpha) = H_X([u]_\alpha, [v]_\alpha).\]

**Proof.** First we show (i). Consider the conditions (i-1) \([u^Y]_\alpha \neq \overline{[u]_\alpha}^Y\), (i-2) \([u^Y]_\alpha \supsetneq \overline{[u]_\alpha}^Y\), and (i-3) \(\alpha \in \Upsilon(u)^Y\). By Proposition 3.28(iii), (i-1) \(\iff\) (i-2) and (i-2) \(\iff\) (i-3). Thus (i-1) \(\iff\) (i-3). This means that \([u^Y]_\alpha = \overline{[u]_\alpha}^Y \iff \alpha \in [0, 1] \setminus \Upsilon(u)^Y = \sigma(u)^Y\). So (i) is proved.

To show that (ii) is true, it suffices to construct an injection \(j : \Upsilon(u)^Y \to Y \setminus X\).

Let \(\gamma \in \Upsilon(u)^Y\). Then there is an \(x_\gamma \in Y\) such that \(x_\gamma \in [u^Y]_\gamma \setminus \overline{[u]_\gamma}^Y\). Define \(j(\gamma) = x_\gamma\) for each \(\gamma \in \Upsilon(u)^Y\). Since \(x_\gamma \notin \overline{[u]_\gamma}^Y\), we have \(x_\gamma \notin [u]_\gamma = \cap_{\beta < \gamma} [u]_\beta\). So there is a \(\beta < \gamma\) such that \(x_\gamma \notin [u]_\beta = \overline{[u]_\beta}^X\). Also \(x_\gamma \in [u^Y]_\gamma \subseteq \overline{[u]_\beta}^Y\) (by Proposition 3.28(ii), \(\subseteq\) holds). So \(x_\gamma \in \overline{[u]_\beta}^Y \setminus [u]_\beta^X\) and thus \(x_\gamma \in Y \setminus X\) (see also (a) below). Hence \(j\) is an function from \(\Upsilon(u)^Y\) to \(Y \setminus X\).

Let \(\xi, \eta \in \Upsilon(u)^Y\) with \(\xi < \eta\). Since \(x_\xi \notin \overline{[u]_\xi}^Y\) and \(\overline{[u]_\xi}^Y \supseteq [u^Y]_\eta\) (by Proposition 3.28(ii)), we have that \(x_\xi \notin [u^Y]_\eta\). But \(x_\eta \in [u^Y]_\eta\), and therefore \(x_\xi \neq x_\eta\). Thus \(j\) is an injection. So (ii) is proved.
Now we show (iii). Clearly $[0, 1] \setminus \left( \Upsilon(u)^Y \cup \Upsilon(v)^Y \right) = \sigma(u)^Y \cap \sigma(v)^Y$. Thus by (i), for each $\alpha \in [0, 1] \setminus \left( \Upsilon(u)^Y \cup \Upsilon(v)^Y \right)$, $[u^Y]_\alpha = [u]_\alpha^Y$ and $[v^Y]_\alpha = [v]_\alpha^Y$. So

$$H_Y([u^Y]_\alpha, [v^Y]_\alpha) = H_Y([u]_\alpha^Y, [v]_\alpha^Y) = H_X([u]_\alpha, [v]_\alpha),$$

and (iii) is proved.

(a) Let $A$ be a subset of $X$. If $a \in \overline{A}^Y \setminus \overline{A}^X$, then $a \in Y \setminus X$.

Clearly $a \in Y$. As $a \in \overline{A}^Y$, there exist a sequence $\{a_n\}$ in $A$ such that $d_Y(a_n, a) \to 0$. Assume $a \in X$. Then $d_X(a_n, a) \to 0$. So $a \in \overline{A}^X$, which is a contradiction. Hence $a \notin X$. Thus $a \in Y \setminus X$. 

Let $S$ be a subset of $\mathbb{R}$, and $P(x)$ a statement about real numbers $x$. If there exists a set $E$ of measure zero such that $P(x)$ holds for all $x \in S \setminus E$, then we say that $P(x)$ holds almost everywhere on $S$, or that $P(x)$ holds almost everywhere on $x \in S$ if we want to emphasize $x$. We also write “almost everywhere” as “a.e.” for simplicity.

The following fact is well-known.

Let $S$ be a measurable set of $\mathbb{R}^m$. Let $f_1$ and $f_2$ be two functions of $S$ to $\mathbb{R}$ with $x$ as the independent variable. Assume that $f_1(x) = f_2(x)$ almost everywhere on $x \in S$. Then $f_1$ is a measurable function on $S$ if and only if $f_2$ is a measurable function on $S$.

**Corollary 3.31.** Let $(X, d_X)$ be a subspace of $(Y, d_Y)$ and $Y \setminus X$ an at most countable set. Then for each $u, v \in F_{USC}(X)$, $H_Y([u^Y]_\alpha, [v^Y]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$ if and only if $H_X([u]_\alpha, [v]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$.

**Proof.** By Theorem 3.30 (iii), $H_Y([u^Y]_\alpha, [v^Y]_\alpha) = H_X([u]_\alpha, [v]_\alpha)$ for each $\alpha \in [0, 1] \setminus \left( \Upsilon(u)^Y \cup \Upsilon(v)^Y \right)$. Also, by Theorem 3.30 (ii), $\Upsilon(u)^Y \cup \Upsilon(v)^Y$ is at most countable, and therefore $\Upsilon(u)^Y \cup \Upsilon(v)^Y$ is a set of measure zero. So $H_Y([u^Y]_\alpha, [v^Y]_\alpha) = H_X([u]_\alpha, [v]_\alpha)$ almost everywhere on $\alpha \in [0, 1]$. Thus $H_Y([u^Y]_\alpha, [v^Y]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$ if and only if $H_X([u]_\alpha, [v]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$.

Let $S \subseteq \mathbb{R}^m$. We also use $\mathbb{R}^m \setminus S$ to denote the metric space $(\mathbb{R}^m \setminus S, \rho_m|_{\mathbb{R}^m \setminus S})$, which is a subspace of $\mathbb{R}^m$. 
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Theorem 3.32. Let $S$ be an at most countable subset of $\mathbb{R}^m$. Let $u, v \in F^1_{USC}(\mathbb{R}^m \setminus S)$. Then $H_{\mathbb{R}^m \setminus S}([u]_\alpha, [v]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$; that is, $d_p(u, v) = \left(\int_0^1 H_{\mathbb{R}^m \setminus S}([u]_\alpha, [v]_\alpha)^p \, d\alpha\right)^{1/p}$ is well-defined.

Proof. Put $Y = \mathbb{R}^m$. By Proposition 3.28(vi-1) $u^Y, v^Y \in F^1_{USC}(Y)$. Then from Theorem 3.33 $H_Y([u^Y]_\alpha, [v^Y]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$. So by Corollary 3.31 $H_{\mathbb{R}^m \setminus S}([u]_\alpha, [v]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$.

Theorem 3.33. Let $(X, d_X)$ be a subspace of $(Y, d_Y)$ and $Y \setminus X$ an at most countable set. Let $u, v \in F^1_{USC}(X)$. If $u^Y \in F^1_{USCG}(Y)$, then $H_X([u]_\alpha, [v]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$; that is, $d_p(u, v) = \left(\int_0^1 H_X([u]_\alpha, [v]_\alpha)^p \, d\alpha\right)^{1/p}$ is well-defined.

Proof. Note that $u^Y \in F^1_{USCG}(Y)$ and, by Proposition 3.28(vi-1), $v^Y \in F^1_{USC}(Y)$. Then by Theorem 3.26 $H_Y([u^Y]_\alpha, [v^Y]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$. Thus by Corollary 3.31 $H_X([u]_\alpha, [v]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$.

Remark 3.34. Let $(X, d_X)$ be a subspace of $(Y, d_Y)$.

(i) Proposition 3.28 vi) shows that $u \in F^1_{USCG}(X)$ implies $u^Y \in F^1_{USCG}(Y)$, but that the converse is false. So Theorem 3.33 is an improvement of Theorem 3.26. By Proposition 3.28 vii), for each $u \in F^1_{USC}(X)$, $u = u^X$. So Theorem 3.26 is the special case of Theorem 3.33 when $Y = X$.

(ii) Theorem 3.3 is the special case of Theorem 3.32 when $S = \emptyset$. Theorem 3.32 is an improvement of Theorem 3.3.

Let $(X, d_X)$ be a subspace of $(Y, d_Y)$. For each $u \in F(X)$, define $u_Y \in F(Y)$ as

$$u_Y(t) = \begin{cases} u(t), & t \in X, \\ 0, & t \in Y \setminus X. \end{cases}$$

Then for each $\alpha \in (0, 1)$, $[u_Y]_\alpha = [u]_\alpha$. So $u \in F^1(X)$ if and only if $u_Y \in F^1(Y)$. Clearly for each $u, v \in F_{USC}(X)$ with $u_Y, v_Y \in F_{USC}(Y)$ and each $\alpha \in [0, 1], H_X([u]_\alpha, [v]_\alpha) = H_Y([u_Y]_\alpha, [v_Y]_\alpha)$.

Remark 3.35. Let $(X, d_X)$ be a subspace of $(Y, d_Y)$ and $u \in F(X)$. For each $A$ in $X$, if $A \in C(Y) \cup \{\emptyset\}$ then $A \in C(X) \cup \{\emptyset\}$. So if $u_Y \in F_{USC}(Y)$
then \( u \in F_{USC}(X) \), and if \( u_Y \in F_{USC}^1(Y) \) then \( u \in F_{USC}(X) \). For each \( A \) in \( X \), \( A \in K(X) \cup \{ \emptyset \} \) if and only if \( A \in K(Y) \cup \{ \emptyset \} \). So \( u \in F_{USCG}(X) \) if and only if \( u_Y \in F_{USCG}(Y) \), and \( u \in F_{USCG}(X) \) if and only if \( u_Y \in F_{USCG}(Y) \).

**Proposition 3.36.** Let \((X, d_X)\) be a subspace of \((Y, d_Y)\). Then the following conditions are equivalent: (i) \( X \) is closed in \((Y, d_Y)\); (ii) \( u \in F_{USC}^1(X) \) is equivalent to \( u_Y \in F_{USC}^1(Y) \); (iii) \( u \in F_{USC}(X) \) is equivalent to \( u_Y \in F_{USC}(Y) \).

**Proof.** It is known that (i) is equivalent to property (a) for each \( A \) in \( X \), \( A \in C(X) \cup \{ \emptyset \} \) if and only if \( A \in C(Y) \cup \{ \emptyset \} \) ((i)\( \Rightarrow \) (a) is well-known. If (a) is true, then \( X \in C(Y) \) since \( X \in C(X) \). Thus (a)\( \Rightarrow \) (i).). So (i)\( \Rightarrow \) (iii).

(iii)\( \Rightarrow \) (ii) follows from the facts that \( u \in F^1(X) \iff u_Y \in F^1(Y) \), \( F_{USC}^1(X) = F^1(X) \cap F_{USC}(X) \) and \( F_{USC}^1(Y) = F^1(Y) \cap F_{USC}(Y) \). Assume that (ii) is true. Then \( X_{F(Y)} = (X_{F(X)})_Y \in F_{USC}^1(Y) \) since \( X_{F(X)} \in F_{USC}^1(X) \). Thus \( X = [X_{F(Y)}]\_1 \in C(Y) \); that is, (i) is true. So (ii)\( \Rightarrow \) (i). This completes the proof.

Let \( S \subseteq \mathbb{R}^m \). We also use \( S \) to denote the metric space \((S, \rho_m|_S)\), which is a subspace of \( \mathbb{R}^m \).

**Theorem 3.37.** Let \( A \) be a nonempty subset of \( \mathbb{R}^m \) with \( \mathbb{R}^m \setminus A \) being at most countable. Let \( u, v \in F_{USC}^1(A) \). Then \( H_A([u]_\alpha, [v]_\alpha) \) is a measurable function of \( \alpha \) on \([0, 1]\); that is, \( d_p(u, v) = \left( \int_0^1 H_A([u]_\alpha, [v]_\alpha)^p \, d\alpha \right)^{1/p} \) is well-defined.

**Proof.** Set \( Y = \mathbb{R}^m \). We claim that
(a) \( H_A([u]_\alpha, [v]_\alpha) \) is a measurable function of \( \alpha \) on \([0, 1]\) if and only if \( H_Y([u^Y]_\alpha, [v^Y]_\alpha) \) is a measurable function of \( \alpha \) on \([0, 1]\);
(b) for each \( \alpha \in [0, 1] \), \( H_Y([u^Y]_\alpha, [v^Y]_\alpha) = H_{\mathbb{R}^m}([(u^Y)_{\mathbb{R}^m}]_\alpha, [(v^Y)_{\mathbb{R}^m}]_\alpha) \);
(c) \( H_{\mathbb{R}^m}([(u^Y)_{\mathbb{R}^m}]_\alpha, [(v^Y)_{\mathbb{R}^m}]_\alpha) \) is a measurable function of \( \alpha \) on \([0, 1]\).

By Corollary 3.31 (a) is true. By Proposition 3.28 (vi-1), \( u^Y, v^Y \in F_{USC}^1(Y) \). As \( Y \in C(\mathbb{R}^m) \), by Proposition 3.36, \( (u^Y)_{\mathbb{R}^m} \in F_{USC}^1(\mathbb{R}^m) \) and \( (v^Y)_{\mathbb{R}^m} \in F_{USC}^1(\mathbb{R}^m) \). So (b) is true, and by Theorem 3.38 (c) is true.

From (a), (b) and (c), it follows that \( H_A([u]_\alpha, [v]_\alpha) \) is a measurable function of \( \alpha \) on \([0, 1]\).
Remark 3.38. Let $S$ be an at most countable subset of $\mathbb{R}^m$ and $u, v \in F^1_{USC}(\mathbb{R}^m \setminus S)$. Put $A = \mathbb{R}^m \setminus S$. Then $\overline{A} = \mathbb{R}^m$ and $\mathbb{R}^m \setminus A = \mathbb{R}^m \setminus A = S$. Thus by Theorem 3.37, $H_A([u]_\alpha, [v]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$. So Theorem 3.37 is an improvement of Theorem 3.32.

Note that for each $A \subseteq \mathbb{R}^m$, $\mathbb{R}^m \setminus A$ is at most countable if and only if $\overline{A} = \mathbb{R}^m$ and $\mathbb{R}^m \setminus \overline{A}$ is at most countable. So Theorem 3.32 is the special case of Theorem 3.37 when $\overline{A} = \mathbb{R}^m$.

Remark 3.39. (a) Let $(X, d_X)$ be a subspace of $(Y, d_Y)$ and $Y \setminus X$ an at most countable set. Let $(Y, d_Y)$ be a subspace of $(Z, d_Z)$. Let $u, v \in F^1_{USC}(X)$. If $(u^Y)_Z \in F^1_{USCG}(Z)$, then $H_X([u]_\alpha, [v]_\alpha)$ is a measurable function of $\alpha$ on $[0, 1]$; that is, $d_p(u, v) = \left(\int_0^1 H_X([u]_\alpha, [v]_\alpha)^p \, d\alpha\right)^{1/p}$ is well-defined.

By Remark 3.35, $(u^Y)_Z \in F^1_{USCG}(Z)$ if and only if $u^Y \in F^1_{USCG}(Y)$. So conclusion (a) follows immediately from Theorem 3.33. Clearly conclusion (a) is equivalent to Theorem 3.33. There exist conclusions such as conclusion (a), which are easy consequences of Theorem 3.33 and other results. We will not list them all.

The results in this section except Theorem 3.37 and Remark 3.38 were recorded in [13]. In essence, contents including Theorem 3.30, Corollary 3.31 and Theorem 3.32 have already been proved in chinaXiv:202108.00116v1, which is a previous version of [13].

4. Properties of $d_p^*$ metric and $H_{end}$ metric

In this section, we give the relationship between the $d_p^*$ metric and the $H_{end}$ metric. We illustrate the relations between the property that $U$ is uniformly $p$-mean bounded and other properties of $U$.

Theorem 4.1. Let $(X, d)$ be a metric space and let $u, v \in F^1_{USC}(X)$.

(i) $d_p^*(u, v) \geq \left(\frac{H_{end}(u, v)^{p+1}}{p + 1}\right)^{1/p}.$ (10)

(ii) If a sequence $\{u_n\}$ in $F^1_{USC}(X)$ satisfies that $d_p^*(u_n, u) \to 0$ as $n \to \infty$, then $H_{end}(u_n, u) \to 0$ as $n \to \infty$. 
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Proof. To show (i), we only need to show that for each \( r > 0 \), if \( H_{\text{end}}(u, v) > r \) then \( d_p^*(u, v) \geq \left( \frac{r^{p+1}}{p+1} \right)^{1/p} \) (see also (I) at the end of this proof).

Let \( r > 0 \). Assume that \( H_{\text{end}}(u, v) > r \). Then without loss of generality we suppose that \( H^*(\text{end } u, \text{end } v) > r \). Thus there is an \((x, \beta) \in \text{end } u\) such that \( \overline{d}((x, \beta), \text{end } v) > r \). Let \( \alpha \in [0, \beta] \). We claim that (a-i) \( 1 \geq \beta > r \), (a-ii) \( d(x, [v]_\alpha) > r - (\beta - \alpha) \), and (a-iii) \( H^*([u]_\alpha, [v]_\alpha) > r - (\beta - \alpha) \).

\[ \beta \leq 1 \text{ since } (x, \beta) \in \text{end } u. \quad \beta = \overline{d}((x, \beta), X \times \{0\}) \geq \overline{d}((x, \beta), \text{end } v) > r. \]

So (a-i) is true. \( d(x, [v]_\alpha) + (\beta - \alpha) = \overline{d}((x, \beta), [v]_\alpha \times \{\alpha\}) \geq \overline{d}((x, \beta), \text{end } v) > r \), so (a-ii) is true. By (a-i), \( \beta > 0 \) and then \( x \in [u]_\beta \subseteq [u]_\alpha \). (a-iii) follows from (a-ii) and the fact that \( x \in [u]_\alpha \).

Given a measurable function \( f \) on \([0, 1]\) satisfying that \( f(\alpha) \geq H([u]_\alpha, [v]_\alpha) \) for all \( \alpha \in [0, 1] \). Then, using (a-i) and (a-iii), we have that

\[
\left( \int_0^1 f(\alpha)^p \, d\alpha \right)^{1/p} \geq \left( \int_{\beta-r}^\beta f(\alpha)^p \, d\alpha \right)^{1/p} \geq \left( \int_{\beta-r}^\beta (r - (\beta - \alpha))^p \, d\alpha \right)^{1/p} \quad \text{(this } \geq \text{ can be replaced by }) \\
= \left( \int_{\beta-r}^\beta (\alpha - (\beta - r))^p \, d\alpha \right)^{1/p} = \left( \frac{(\alpha - (\beta - r))^{p+1}}{p+1} \right)^{1/p}_{\beta-r} \geq \left( \frac{r^{p+1}}{p+1} \right)^{1/p}. \quad \text{(see also (II))}
\]

So from the definition of \( d_p^*(u, v) \), we have that \( d_p^*(u, v) \geq \left( \frac{r^{p+1}}{p+1} \right)^{1/p} \). Thus (i) is true. (ii) follows immediately from (i) (see also (III)).

The contents in the following (I)–(III) are basic and easy.

(I) \( (10) \) is equivalent to statement (b) for each \( r > 0 \), if \( H_{\text{end}}(u, v) > r \) then \( d_p^*(u, v) \geq \left( \frac{r^{p+1}}{p+1} \right)^{1/p} \). Obviously \( (10) \Rightarrow (b) \). Assume that (b) is true. If \( H_{\text{end}}(u, v) = 0 \), then \( (10) \) holds obviously. Suppose \( H_{\text{end}}(u, v) > 0 \). Then we can choose a sequence \( \{r_n\} \) in \( \mathbb{R}^+ \) satisfying that \( r_n \to H_{\text{end}}(u, v) \) as \( n \to \infty \). Then \( d_p^*(u, v) \geq \lim_{n \to \infty} \left( \frac{r_n^{p+1}}{p+1} \right)^{1/p} = \left( \frac{H_{\text{end}}(u, v)^{p+1}}{p+1} \right)^{1/p} \). Thus \( (10) \) is true. Hence (b) \( \Rightarrow (10) \). So \( (10) \Leftrightarrow (b) \).

(II) \( \left( \int_{\beta-r}^\beta (\alpha - (\beta - r))^p \, d\alpha \right)^{1/p} = \left( \int_0^{r^p dt} \right)^{1/p} = \left( \frac{r^{p+1}}{p+1} \right)^{1/p} \).

(III) We show (ii) by (i) as follows. Given \( n \in \mathbb{N} \), put \( c_n := \left( \frac{H_{\text{end}}(u_n, u)^{p+1}}{p+1} \right)^{1/p} \); then \( d_p^*(u_n, u) \geq c_n \geq 0 \), by (i) and the fact that \( H_{\text{end}}(u_n, u) \geq 0 \). Since \( d_p^*(u_n, u) \to 0 \) as \( n \to \infty \), we have that \( c_n \to 0 \) as \( n \to \infty \). Note that for 40
each \( n \in \mathbb{N} \), \( H_{\text{end}}(u_n, u) = \left( (p + 1)c_n^p \right)^{1/p} \). Thus \( H_{\text{end}}(u_n, u) \to 0 \) as \( n \to \infty \).

So (ii) is proved. (If \( H_{\text{end}}(u_n, u) \to 0 \) then obviously \( c_n \to 0 \).)

\[ \square \]

**Remark 4.2.** (i) Clearly, if \( d_p(u, v) \) is well-defined (at this time \( d_p^*(u, v) = d_p(u, v) \)), then \( d_p^*(u, v) \) can be replaced by \( d_p(u, v) \) in Theorem 4.1.

(ii) Theorem 4.1(ii) is Theorem 6.2 in [10]. Theorem 4.1(i) is an improvement of Theorem 4.1(ii) (i.e. Theorem 6.2 in [10]).

The following example shows that the “=” can be obtained in (10).

**Example 4.3.** Define \( u \) and \( v \) in \( F_{USCB}^1(\mathbb{R}) \) as

\[
\begin{align*}
   u(x) &= \begin{cases} 
   1, & x = 0, \\
   0.5 - x, & x \in (0, 0.5], \\
   0, & \text{otherwise,}
   \end{cases} \\
   v(x) &= \begin{cases} 
   1, & x = 0, \\
   0.5, & x \in (0, 0.5], \\
   0, & \text{otherwise.}
   \end{cases}
\end{align*}
\]

Then \( \text{end } u \subseteq \text{end } v \), \( H_{\text{end}}(u, v) = H^*(\text{end } v, \text{end } u) = \bigcap_1((0.5, 0.5), \text{end } u) = 0.5 \), and

\[
H([u]_\alpha, [v]_\alpha) = \begin{cases} 
   0, & \alpha \in (0.5, 1], \\
   \alpha, & \alpha \in [0, 0.5].
\end{cases}
\]

Thus \( d_p(u, v) = \left( \int_0^{0.5} \alpha^p d\alpha \right)^{1/p} = \left( \frac{0.5^{p+1}}{p+1} \right)^{1/p} = \left( \frac{H_{\text{end}}(u, v)^{p+1}}{p+1} \right)^{1/p}. \)

The metric \( \widehat{d} \) on \( X \times [0, 1] \) is defined as \( \widehat{d}((x, \alpha), (y, \beta)) = \max\{d(x, y), |\alpha - \beta|\} \) for each \( (x, \alpha) \) and each \( (y, \beta) \) in \( X \times [0, 1] \).

We can see that for each \( (x, \alpha) \) and each \( (y, \beta) \) in \( X \times [0, 1] \),

\[
\begin{align*}
   \widehat{d}((x, \alpha), (y, \beta)) &\leq \overline{d}((x, \alpha), (y, \beta)) = d(x, y) + |\alpha - \beta| \\
   &\leq \min\{2\widehat{d}((x, \alpha), (y, \beta)), d(x, y) + 1\} \quad \text{(note that } |\alpha - \beta| \leq |1 - 0| \leq 1) \\
   &\leq \min\{2\widehat{d}((x, \alpha), (y, \beta)), \widehat{d}((x, \alpha), (y, \beta)) + 1\}. \quad (11)
\end{align*}
\]

By (11), \( \widehat{d} \) induces the same topology on \( X \times [0, 1] \) as \( \overline{d} \). \( C(X \times [0, 1]) \) is the set of all non-empty closed subsets of \( (X \times [0, 1], \overline{d}) \). Then \( C(X \times [0, 1]) \) is also the set of all non-empty closed subsets of \( (X \times [0, 1], \widehat{d}) \).

We use \( H' \) to denote the Hausdorff extended metric on \( C(X \times [0, 1]) \) induced by \( \overline{d} \) on \( X \times [0, 1] \). We use \( H'' \) to denote the Hausdorff pre-distance related to \( H' \), which is induced by \( \widehat{d} \) on \( X \times [0, 1] \) (see Section 2).
The endograph metric $H_{\text{end}}'$ and the sendograph extended metric $H_{\text{send}}'$ can be defined on $F_{USC}^1(X)$ by using the Hausdorff extended metric $H'$ on $C(X \times [0, 1])$ as follows. For each $u, v \in F_{USC}^1(X)$,

$$H_{\text{end}}'(u, v) := H'(\text{end } u, \text{end } v),$$
$$H_{\text{send}}'(u, v) := H'(\text{send } u, \text{send } v).$$

Clearly for each $u, v \in F_{USC}^1(X)$, $d_{\infty}(u, v) \geq H_{\text{send}}'(u, v) \geq H_{\text{end}}'(u, v)$.

**Remark 4.4.** We can see that each of the $H'$ on $C(X \times [0, 1])$ and the $H_{\text{send}}'$ on $F_{USC}^1(X)$ is an extended metric but may not a metric.

We can see that both $H'$ on $C([R^m \times [0, 1]) and $H_{\text{send}}'$ on $F_{USCG}^1([R^m]$ are not metrics, they are extended metrics.

For simplicity, in this paper, we call the Hausdorff extended metric $H'$ on $C(X \times [0, 1])$ the Hausdorff metric $H'$, and call $H_{\text{end}}'$ on $F_{USC}^1(X)$ the $H_{\text{send}}'$ metric or the sendograph metric $H_{\text{send}}'$.

In some references, the sendograph metric and the endograph metric refer to $H_{\text{send}}'$ and $H_{\text{end}}'$, respectively. In the following, we give some conclusions on the relationship between $H_{\text{end}}$ and $H_{\text{send}}$, and the relationship between $H_{\text{end}}$ and $H_{\text{send}}'$.

We say a function $f : [R^+ \to [R^+$ is increasing if $f(x) \leq f(y)$ when $x < y$.

**Proposition 4.5.** Let $f$ be an increasing and continuous function from $[R^+$ to $[R^+$. Let $Z$ be a set and let $d_1$ and $d_2$ be two metrics on $Z$. If $d_1(\xi, \eta) \leq f(d_2(\xi, \eta))$ for all $\xi, \eta \in Z$, then for each $S \subseteq Z$ and each $W \subseteq Z$,

(i) for each $\xi \in Z$, $d_1(\xi, S) \leq f(d_2(\xi, S))$,
(ii) $H_1^*(W, S) \leq f(H_2^*(W, S))$,
(iii) $H_1^*(S, W) \leq f(H_2^*(S, W))$,

where $H_1$ and $H_2$ are the Hausdorff extended metrics induced by $d_1$ and $d_2$, respectively, $H_1^*$ and $H_2^*$ are the Hausdorff pre-distance related to $H_1$ and $H_2$, respectively.

**Proof.** For each $\xi \in Z$, $d_1(\xi, S) = \inf_{\eta \in S} d_1(\xi, \eta) \leq \inf_{\eta \in S} f(d_2(\xi, \eta)) = f(\inf_{\eta \in S} d_2(\xi, \eta)) = f(d_2(\xi, S))$. So (i) is true.

By (i), $H_1^*(W, S) = \sup_{x \in W} d_1(\xi, S) \leq \sup_{x \in W} f(d_2(\xi, S)) = f(\sup_{x \in W} d_2(\xi, S)) = f(H_2^*(W, S))$. So (ii) is true.

By (ii),

$$H_1(W, S) = H_1^*(W, S) \lor H_1^*(S, W)$$
\[ \leq f(H'_2(W, S)) + f(H'_2(S, W)) = f(H'_2(W, S)) + f(H_2(S, W)) \]
\[ = f(H'_2(W, S) \lor H'_2(S, W)) = f(H_2(W, S)). \]

So (iii) is true. \(\square\)

**Proposition 4.6.** Let \((X, d)\) be a metric space and \(u, v \in F_{USC}^1(X)\).

(i) \(H'_{send}(u, v) \leq H_{send}(u, v) \leq \min\{2H'_{send}(u, v), H'_{send}(u, v) + 1\}\),

(ii) \(H'_{end}(u, v) \leq H_{end}(u, v) \leq \min\{2H'_{end}(u, v), 1\}\).

**Proof.** Define two functions \(f_1\) and \(f_2\) from \(\mathbb{R}^+\) to \(\mathbb{R}^+\) given by \(f_1(x) = x\) and \(f_2(x) = \min\{2x, x + 1\}\). Then \(f_1\) and \(f_2\) are increasing and continuous functions.

By (11), for each \((x, \alpha)\) and each \((y, \beta)\) in \(X \times [0, 1]\), \(d((x, \alpha), (y, \beta)) \leq f_1(d((x, \alpha), (y, \beta)))\) and \(\tilde{d}(x, \alpha, (y, \beta)) \leq f_2(\tilde{d}(x, \alpha, (y, \beta)))\). Then, by Proposition 4.5(iii), \(H'_{send}(u, v) \leq H_{send}(u, v) \leq \min\{2H'_{send}(u, v), H'_{send}(u, v) + 1\}\), by Proposition 4.6(iii) and the fact that \(H_{end}(u', v') \leq 1\) for all \(u', v' \in F_{USC}^1(X)\), we obtain that \(H'_{end}(u, v) \leq H_{end}(u, v) \leq \min\{2H'_{end}(u, v), H'_{end}(u, v) + 1, 1\} = \min\{2H'_{end}(u, v), 1\}\). So (i) and (ii) are proved. \(\square\)

**Remark 4.7.** Let \(u\) and \(u_n, n = 1, 2, \ldots,\) in \(F_{USC}^1(X)\). (i) By Proposition 4.6(i), \(H'_{send}(u_n, u) \to 0\) if and only if \(H_{send}(u_n, u) \to 0\). (ii) By Proposition 4.6(ii), \(H'_{end}(u_n, u) \to 0\) if and only if \(H_{end}(u_n, u) \to 0\).

The following Proposition 4.8 and Example 4.10 illustrate the relationship between \(d_p^*\) and \(H'_{end}\) on \(F_{USC}^1(X)\). Proposition 4.8 and Example 4.10 are parallel conclusions of Theorem 4.1 and Example 4.3, respectively. The idea of proving Proposition 4.8 is similar to that of proving Theorem 4.1. The idea of constructing Example 4.10 is similar to that of constructing Example 4.3.

**Proposition 4.8.** Let \((X, d)\) be a metric space and let \(u, v \in F_{USC}^1(X)\).

(i)
\[ d_p^*(u, v) \geq H'_{end}(u, v)^{1+1/p}. \] (12)

(ii) If a sequence \(\{u_n\}\) in \(F_{USC}^1(X)\) satisfies that \(d_p^*(u_n, u) \to 0\) as \(n \to \infty\), then \(H'_{end}(u_n, u) \to 0\) as \(n \to \infty\).
Proof. To show (i), we only need to show that for each \( r > 0 \), if \( H'_\text{end}(u, v) > r \) then \( d^*_p(u, v) \geq r^{1+1/p} \). (see also (I) at the end of this proof).

Let \( r > 0 \). Assume that \( H'_\text{end}(u, v) > r \). Then without loss of generality we can suppose that \( H'^* (\text{end} \, u, \text{end} \, v) > r \). Thus there is an \((x, \beta) \in \text{end} \, u \) with \( \hat{d}(x, \beta), \text{end} \, v) > r \). Let \( \alpha = [\beta - r, \beta] \). We claim that (a-i) \( 1 \geq \beta > r \), (a-ii) \( d(x, [v]_\alpha) > r \), and (a-iii) \( H^*( [u]_\alpha, [v]_\alpha) > r \).

\( \beta \leq 1 \) since \((x, \beta) \in \text{end} \, u \). \( \beta = \hat{d}((x, \beta), X \times \{0\}) \geq \hat{d}((x, \beta), \text{end} \, v) > r \), so (a-i) is true. Assume that \( d(x, [v]_\alpha) \leq r \). Then \( \hat{d}((x, \beta), \text{end} \, v) \leq \hat{d}((x, \beta), [v]_\alpha \times \{\alpha\}) = \max\{d(x, [v]_\alpha), |\beta - \alpha|\} \leq r \) (see also (II)). This is a contradiction. So (a-ii) is true. By (a-i), \( \beta > 0 \) and then \( x \in [u]_\beta \subseteq [u]_\alpha \). (a-iii) follows from (a-ii) and the fact that \( x \in [u]_\alpha \).

Given a measurable function \( f \) on \([0, 1] \) satisfying that \( f(\alpha) \geq H([u]_\alpha, [v]_\alpha) \) for all \( \alpha \in [0, 1] \). Then, using (a-i) and (a-iii), we have that

\[
\left( \int_0^1 f(\alpha)^p \, d\alpha \right)^{1/p} \geq \left( \int_{\beta - r}^{\beta} f(\alpha)^p \, d\alpha \right)^{1/p} \geq \left( \int_{\beta - r}^{\beta} r^p \, d\alpha \right)^{1/p} \quad \text{(this \( \geq \) can be replaced by \( > \))} = (r^p \cdot (\beta - (\beta - r)))^{1/p} = r^{1+1/p}.
\]

So from the definition of \( d^*_p(u, v) \), we have that \( d^*_p(u, v) \geq r^{1+1/p} \). Thus (i) is true. (ii) follows immediately from (i) (see also (III)). So the proof is completed.

We can also show (ii) as follows. By Theorem 4.1(ii), \( H_{\text{end}}(u_n, u) \to 0 \) as \( n \to \infty \). Then by Remark 4.7(ii), \( H'_\text{end}(u_n, u) \to 0 \) as \( n \to \infty \). So (ii) is true.

The contents in the following (I)–(III) are basic and easy.

(I) \([12] \) is equivalent to statement (b) for each \( r > 0 \), if \( H'_\text{end}(u, v) > r \) then \( d^*_p(u, v) \geq r^{1+1/p} \). Obviously \([12] \implies \text(b) \). Assume that (b) is true. If \( H'_\text{end}(u, v) = 0 \), then \([12] \) holds obviously. Suppose \( H'_\text{end}(u, v) > 0 \). Then we can choose a sequence \( \{r_n\} \) in \( \mathbb{R}^+ \) satisfying that \( r_n \to H'_\text{end}(u, v) \) as \( n \to \infty \). Then \( d^*_p(u, v) \geq \lim_{n \to \infty} r_n^{1+1/p} = H'_\text{end}(u, v)^{1+1/p} \). Thus \([12] \) is true. Hence (b) \( \implies \text([12]) \). So \([12] \iff \text(b) \).

(II) Let \( x \in X, \alpha, \beta \in [0, 1] \) and \( v \in F^1_{\text{usc}}(X) \). Then \( \hat{d}((x, \beta), [v]_\alpha \times \{\alpha\}) = \max\{d(x, [v]_\alpha), |\beta - \alpha|\} \).

Denote \( \xi := \hat{d}((x, \beta), [v]_\alpha \times \{\alpha\}) \) and \( \eta := \max\{d(x, [v]_\alpha), |\beta - \alpha|\} \). Then \( \xi = \inf\{d((x, \beta), (y, \alpha)): (y, \alpha) \in [v]_\alpha \times \{\alpha\}\} = \inf\{\max\{d(x, y), |\beta - \alpha|\}: (y, \alpha) \in [v]_\alpha \times \{\alpha\}\} \):
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contradiction. So (a-ii) is true. Choose a sequence \( \{y_n\} \) in \([v]_\alpha\) such that \( d(x, [v]_\alpha) = \lim_{n \to \infty} d(x, y_n) \). Then \( \eta = \max \{ \lim_{n \to \infty} d(x, y_n), |\beta - \alpha| \} = \lim_{n \to \infty} \max \{ d(x, y_n), |\beta - \alpha| \} = \lim_{n \to \infty} \hat{d}(x, \beta, (y_n, \alpha)) \geq \xi \). So \( \xi = \eta \).

(III) We show (ii) by (i) as follows. Given \( n \in \mathbb{N} \), put \( c_n := H'_{\text{end}}(u_n, u)^{1 + 1/p} \), then \( d^*(u_n, u) \geq c_n \geq 0 \), by (i) and the fact that \( H'_{\text{end}}(u_n, u) \geq 0 \). Since \( d^*(u_n, u) \to 0 \) as \( n \to \infty \), we have that \( c_n \to 0 \) as \( n \to \infty \). Note that for each \( n \in \mathbb{N} \), \( H'_{\text{end}}(u_n, u) = c_n^{1 + 1/p} \). Thus \( H'_{\text{end}}(u_n, u) \to 0 \) as \( n \to \infty \). So (ii) is proved. (If \( H'_{\text{end}}(u_n, u) \to 0 \) then obviously \( c_n \to 0 \).)

(a-ii) can also be shown as follows. Choose an \( \varepsilon > 0 \) such that \( \hat{d}((x, \beta), \text{end} v) \geq r + \varepsilon \). Given \( y \in [v]_\alpha \). Then \( (y, \alpha) \in \text{end} v \) and hence \( r + \varepsilon \leq \hat{d}((x, \beta), \text{end} v) \leq \hat{d}((x, \beta), (y, \alpha)) = \max \{ d(x, y), |\beta - \alpha| \} \). As \( |\beta - \alpha| \leq r \), we have that \( r + \varepsilon \leq d(x, y) \). Since \( y \in [v]_\alpha \) is arbitrary, it follows that \( r + \varepsilon \leq d(x, [v]_\alpha) \), thus (a-ii) is true.

(a-ii) can also be shown as follows. Assume that \( d(x, [v]_\alpha) \leq r \). Given \( \varepsilon > 0 \). Then there is a \( y \in [v]_\alpha \) such that \( d(x, y) < r + \varepsilon \). As \( (y, \alpha) \in \text{end} v \), we have that \( \hat{d}((x, \beta), \text{end} v) \leq \hat{d}((x, \beta), (y, \alpha)) = \max \{ d(x, y), |\beta - \alpha| \} \leq r + \varepsilon \). Since \( \varepsilon > 0 \) is arbitrary, it follows that \( \hat{d}((x, \beta), \text{end} v) \leq r \). This is a contradiction. So (a-ii) is true.

\( \square \)

**Remark 4.9.** Clearly, if \( d_p(u, v) \) is well-defined (at this time \( d^*_p(u, v) = d_p(u, v) \)), then \( d^*_p(u, v) \) can be replaced by \( d_p(u, v) \) in Proposition 4.8.

The following example shows that the “=” can be obtained in (12).

**Example 4.10.** Define \( u \) and \( v \) in \( F^1_{\text{USCB}}(\mathbb{R}) \) as

\[
 u(x) = \begin{cases} 
 1, & x = 0, \\
 0.5, & x \in (0, 0.5], \\
 0, & \text{otherwise},
\end{cases}
 v(x) = \begin{cases} 
 1, & x = 0.5, \\
 0.5, & x \in [0, 0.5), \\
 0, & \text{otherwise}.
\end{cases}
\]

Then \( H^*(\text{end} u, \text{end} v) = \overline{m}(0, 1), (0.5, 1) = 0.5 \) and \( H^*(\text{end} v, \text{end} u) = \overline{m}([0.5, 1], (0, 1)) = 0.5 \). So \( H'_{\text{end}}(u, v) = 0.5 \). We can see that

\[
 H([u]_\alpha, [v]_\alpha) = \begin{cases} 
 0.5, & \alpha \in (0.5, 1], \\
 0, & \alpha \in [0, 0.5].
\end{cases}
\]

Thus \( d_p(u, v) = (\int_{0.5}^1 0.5^p \, d\alpha)^{1/p} = 0.5^{1+1/p} = H'_{\text{end}}(u, v)^{1+1/p} \).
Remark 4.411. (i) Let \( f \) be a function from \([\mu, \nu]\) to \( \mathbb{R} \) and \([\xi, \eta]\) a subinterval of \([\mu, \nu]\). The restriction of \( f \) to a subset \( S \) of \([\mu, \nu]\) is denoted by \( f|_S \).

(i-1) If \( f \) is left continuous on \((\mu, \nu]\), then clearly \( f|_{[\xi, \eta]} \) is left continuous on \((\xi, \eta]\), and thus \( f|_{[\xi, \eta]} \) is measurable on \([\xi, \eta]\), by Corollary 3.7.

(i-2) If \( f \) is measurable on \([\mu, \nu]\), then for each measurable subset \( S \) of \([\mu, \nu]\), \( f|_S \) is measurable on \( S \); clearly, \( f|_{[\xi, \eta]} \) is measurable on \([\xi, \eta]\) as \([\xi, \eta]\) is measurable.

(i-3) Suppose \( x \) is the independent variable of \( f \) and \( h \in \mathbb{R} \). If \( f(x) \) is measurable on \([\mu, \nu]\), then \( f(x-h) \) is measurable on \([\mu+h, \nu+h]\).

If \( f \) is left continuous on \((\mu, \nu]\), we can also show the measurability of \( f|_{[\xi, \eta]} \) as follows. Note that \( f \) is measurable on \([\mu, \nu]\), by Corollary 3.7. Thus \( f|_{[\xi, \eta]} \) is measurable on \([\xi, \eta]\). In the sequel, we also use \( f \) to denote \( f|_S \) if there is no confusion.

(ii) In the proof of Proposition 4.18, we consider the function \( H([u]_\alpha, [u]_{\alpha-\frac{1}{N}h}) \) of variable \( \alpha \). We have conclusion (ii-a) For each \( k = 0, \ldots, N-1 \), \( H([u]_\alpha, [u]_{\alpha-\frac{1}{N}h}) \) is left continuous on \((h - \frac{k}{N}h, 1 - \frac{k}{N}h]\). Thus for each \( k = 0, \ldots, N-1 \), \( H([u]_\alpha, [u]_{\alpha-\frac{1}{N}h}) \) is measurable on \([h - \frac{k}{N}h, 1 - \frac{k}{N}h]\). This means the expression \( \sum_{k=0}^{N-1} \left( f_{\frac{1}{N}h}^{1-h} H([u]_\alpha, [u]_{\alpha-\frac{1}{N}h}) d\alpha \right)^{1/p} \) appearing in the proof of Proposition 4.18 is well-defined.

Method 1 to prove conclusion (ii-a) is by combining (i-1) and Proposition 3.11(i), which is a conclusions on left continuity of Hausdorff distance functions given in Section 3. Method 1 is as follows. By Proposition 3.11(i), \( H([u]_\alpha, [u]_{\alpha-\frac{1}{N}h}) \) is left continuous on \((h/N, 1]\). Observe that \([h - \frac{k}{N}h, 1 - \frac{k}{N}h]\) \(\subseteq\) \([h/N, 1]\) for each \( k = 0, \ldots, N-1 \); so, by (i-1), we obtain conclusion (ii-a).

Method 2 to prove conclusion (ii-a) is similar to the proof of Proposition 3.11(i)(ii), which uses Proposition 3.11(i), the triangle inequality of the Hausdorff metric (see Remark 3.13) and Corollary 3.7.

In our opinion, methods 1 and 2 to prove conclusion (ii-a) are essentially the same.

(iii) In the proof of Theorem 4.16, we consider the expressions that contain integrations in the forms (iii-1) \( \left( \int_{\xi-\alpha}^{\eta} H([u]_\alpha, \{x_0\})^p d\alpha \right)^{1/p} \), (iii-2) \( \left( \int_{\xi}^{\eta} H([u]_{\alpha-h}, \{x_0\})^p d\alpha \right)^{1/p} \), and (iii-3) \( \left( \int_{\xi}^{\eta} H([u]_\alpha, [u]_{\alpha-h})^p d\alpha \right)^{1/p} \). Here \([\xi, \eta]\) denotes the corresponding integral intervals of the integrations.

By Proposition 3.1 and (i-2), the function \( H([u]_\alpha, \{x_0\}) \) of \( \alpha \) is measurable.
on $[\xi, \eta]$, as these $[\xi, \eta]$ are subintervals of $[0, 1]$. So (iii-1) is well-defined. By Proposition 3.11 and (i-3), the function $H([u]_{\alpha-h}, \{x_0\})$ of $\alpha$ is measurable on $[h, 1+h]$. Then by (i-2), the function $H([u]_{\alpha-h}, \{x_0\})$ of $\alpha$ is measurable on $[\xi, \eta]$, as these $[\xi, \eta]$ are subintervals of $[h, 1+h]$. So (iii-2) is well-defined. By Proposition 3.16(i) and (i-1), we have that $H([u]_{\alpha}, [u]_{\alpha-h})$ is left continuous on $[\xi, \eta]$ and thus measurable on $[\xi, \eta]$, as these $[\xi, \eta]$ are subintervals of $[h, 1]$. So (iii-3) is well-defined.

(iv) The discussions of this paper involve the Hausdorff distance functions $f: \mu, \nu [0, +\infty] \cup \{0\}$ and expressions $(\int_{\mu}^{\nu} f(\alpha)^p \, d\alpha)^{1/p}$. Some of these Hausdorff distance functions $f$ are listed in the above clauses (ii) and (iii). We have conclusion (c): $f$ is measurable on $[\mu, \nu]$, which means that $(\int_{\mu}^{\nu} f(\alpha)^p \, d\alpha)^{1/p}$ is well-defined.

One way to prove conclusion (c) is by combining several of (i-1), (i-2) and (i-3) and conclusions on measurability (respectively, left continuity) of the Hausdorff distance functions given in Section 3. See method 1 in clause (ii).

Another way to prove conclusion (c) is by proceeding similarly to conclusions on measurability (respectively, left continuity) of the Hausdorff distance functions given in Section 3. See method 2 in clause (ii).

As it is easy to verify conclusion (c) by the above mentioned ways, in the sequel, we will not explain the well-definedness of these expressions $(\int_{\mu}^{\nu} f(\alpha)^p \, d\alpha)^{1/p}$ one by one.

(i-1), (i-2) and (i-3) are already known (we consider Corollary 3.7 to be a known conclusion, although we can not find this conclusion in the references that we can obtain.). Thus conclusion (c) can be seen as corollaries of conclusions on measurability (respectively, left continuity) of the Hausdorff distance functions given in Section 3.

The following two concepts are essentially proposed by Diamond and Kloeden [1] and Ma [18], respectively.

For each $u \in F^{1}_{USCG}(X)$ and each $h \in [0, 1)$, $(\int_{h}^{1} H([u]_{\alpha}, [u]_{\alpha-h})^p \, d\alpha)^{1/p}$ is well-defined (see Proposition 3.16).

**Definition 4.12.** [7] Let $u \in F^{1}_{USCG}(X)^p$. If for given $\varepsilon > 0$, there is a $\delta = \delta(u, \varepsilon) \in (0, 1]$ such that for all $0 \leq h < \delta$

$$
(\int_{h}^{1} H([u]_{\alpha}, [u]_{\alpha-h})^p \, d\alpha)^{1/p} < \varepsilon,
$$

where $1 \leq p < +\infty$, then we say that $u$ is $p$-mean left continuous.
Suppose that $U$ is a set in $F_{USCG}^1(X)^p$. If the above inequality holds uniformly for all $u \in U$, then we say that $U$ is $p$-mean equi-left-continuous.

**Definition 4.13.** [18] A set $U$ in $F_{USCG}^1(X)^p$ is said to be uniformly $p$-mean bounded if there exists an $M \in [0, +\infty)$ and an $x_0 \in X$ such that $d_p(u, x_0) \leq M$ for all $u \in U$.

**Remark 4.14.** Let $U$ be a set in $F_{USCG}^1(X)^p$. Then the following conditions are equivalent to each other: (i) $U$ is uniformly $p$-mean bounded, (ii) for each $w \in F_{USCG}^1(X)^p$, there exists an $M(w) \in [0, +\infty)$ such that $d_p(u, w) \leq M(w)$ for all $u \in U$, and (iii) sup $\{d_p(u, v) : u, v \in U\} < +\infty$.

If $U = \emptyset$, then obviously (i) $\iff$ (ii) $\iff$ (iii). Assume $U \neq \emptyset$. (iii) $\Rightarrow$ (ii). Suppose (iii) is true. Choose $u_0 \in U$. Given $w \in F_{USCG}^1(X)^p$. Set $L := \sup \{d_p(u, v) : u, v \in U\}$ and $M(w) := L + d_p(u_0, w)$. Then $M(w) \in [0, +\infty)$, and for each $u \in U$, $d_p(u, w) \leq d_p(u, u_0) + d_p(u_0, w) \leq L + d_p(u, w) = M(w)$.

So (ii) is true. As for each $x \in X$, $\hat{x} \in F_{USCG}^1(X)^p$, it follows that (ii) $\Rightarrow$ (i). (i) $\Rightarrow$ (iii). Suppose (i) is true. Then for each $u, v \in U$, $d_p(u, v) \leq d_p(u, \hat{x_0}) + d_p(v, \hat{x_0}) \leq 2M$. Note that $2M \in [0, \infty)$. So (iii) is true. Thus (i) $\iff$ (ii) $\iff$ (iii).

We say that a set $U$ is bounded in a metric space $(Y, \rho)$ if there exists an $M \in [0, +\infty)$ and an $x_0 \in Y$ such that $\rho(x, x_0) \leq M$ for all $x \in U$.

Let $U$ be a set in $(Y, \rho)$. Then the following conditions are equivalent to each other: (a) $U$ is bounded in $(Y, \rho)$, (b) for each $x \in Y$, there exists an $M(x) \in [0, +\infty)$ such that $\rho(u, x) \leq M(x)$ for all $u \in U$, and (c) sup $\{\rho(u, v) : u, v \in U\} < +\infty$. The proof of (a) $\iff$ (b) $\iff$ (c) is similar to that of the above (i) $\iff$ (ii) $\iff$ (iii).

Let $U$ be a set in $F_{USCG}^1(X)^p$. Clearly, $U$ is uniformly $p$-mean bounded is equivalent to $U$ is bounded in $(F_{USCG}^1(X)^p, d_p)$ (each of these two statements is equivalent to sup $\{d_p(u, v) : u, v \in U\} < +\infty$).

Suppose that $U$ is a subset of $F_{USCG}(X)$ and $\alpha \in [0, 1]$. For writing convenience, we denote

- $U(\alpha) := \bigcup_{u \in U}[u]_\alpha$, and
- $U_\alpha := \{[u]_\alpha : u \in U\}$.

Let $U$ be a set in $F_{USCG}^1(X)^p$. The following Lemma 4.15 and Theorem 4.16 illustrate the relations between the property that $U$ is uniformly $p$-mean bounded and other properties of $U$. 
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Lemma 4.15. Let $U$ be a subset of $F_{USCG}^1(X)^p$. If $U$ is uniformly $p$-mean bounded, then for each $h \in (0, 1]$, $U(h)$ is bounded in $(X, d)$.

**Proof.** Assume that there is an $h_0 \in (0, 1]$ such that $U(h_0)$ is not bounded in $(X, d)$. Choose $x_0 \in X$. Then $\sup\{d(x, x_0) : x \in U(h_0)\} = +\infty$ since otherwise $\sup\{d(x, x_0) : x \in U(h_0)\} < +\infty$, i.e. $U(h_0)$ is bounded, which is a contradiction. Note that $\sup\{d(x, x_0) : x \in U(h_0)\} = \sup_{u \in U} \sup\{d(x, x_0) : x \in [u]_{h_0}\} = \sup_{u \in U} H([u]_{h_0}, \{x_0\})$ (see (a) in Remark 3.2). Thus $\sup\{H([u]_{h_0}, \{x_0\}) : u \in U\} = +\infty$.

By Proposition 3.11, $H([u]_\alpha, \{x_0\})$ is a decreasing function of $\alpha$ on $[0, 1]$. Thus for each $u \in U$,

$$\left(\int_0^1 H([u]_\alpha, \{x_0\})^p \, d\alpha\right)^{1/p} \geq \left(\int_0^{h_0} H([u]_\alpha, \{x_0\})^p \, d\alpha\right)^{1/p} \geq \left(\int_0^{h_0} H([u]_{h_0}, \{x_0\})^p \, d\alpha\right)^{1/p} = h_0^{1/p} H([u]_{h_0}, \{x_0\}).$$

As $\sup\{H([u]_{h_0}, \{x_0\}) : u \in U\} = +\infty$, it follows that $\sup\left\{\left(\int_0^1 H([u]_\alpha, \{x_0\})^p \, d\alpha\right)^{1/p} : u \in U\right\} = +\infty$, which contradicts the assumption that $U$ is uniformly $p$-mean bounded.

So for each $h \in (0, 1]$, $U(h)$ is bounded in $(X, d)$.

**Theorem 4.16.** Let $U$ be a subset of $F_{USCG}^1(X)^p$. If $U$ is $p$-mean equi-left-continuous, then the following three properties are equivalent:

(i) There exists an $h \in (0, 1)$ such that $U(h)$ is bounded in $(X, d)$;

(ii) For each $h \in (0, 1]$, $U(h)$ is bounded in $(X, d)$;

(iii) $U$ is uniformly $p$-mean bounded.

**Proof.** (i)$\Rightarrow$(iii). Assume that (i) is true, i.e. there is an $h_1 \in (0, 1)$ such that $U(h_1)$ is bounded in $(X, d)$. Then there exists an $L \geq 0$ such that $\sup\{d(x, y) : x, y \in U(h_1)\} \leq L$. Put $M = L \cdot (1 - h_1)^{1/p}$. Then for all $h \in [h_1, 1]$ and $u \in U$,

$$\left(\int_h^1 H([u]_\alpha, \{x_0\})^p \, d\alpha\right)^{1/p} \leq L \cdot (1 - h_1)^{1/p} = M.$$

Since $U$ is $p$-mean equi-left-continuous, there is an $h_2 > 0$ such that for all $h \in [0, h_2]$ and $u \in U$,

$$\left(\int_h^1 H([u]_\alpha, [u]_{\alpha - h})^p \, d\alpha\right)^{1/p} < 1$$
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Choose an \( h \leq \min\{1 - h_1, h_2\} \) satisfying \( 1/h \in \mathbb{N} \). Set \( N := 1/h \). Then by (14) for \( k = 1, \ldots, N - 1 \) and \( u \in U \),

\[
\left| \left( \int_{kh}^{(k+1)h} H([u]_{\alpha}, \{x_0\})^p \, d\alpha \right)^{1/p} - \left( \int_{(k-1)h}^{kh} H([u]_{\alpha}, \{x_0\})^p \, d\alpha \right)^{1/p} \right|
\]

\[
= \left| \left( \int_{kh}^{(k+1)h} H([u]_{\alpha}, \{x_0\})^p \, d\alpha \right)^{1/p} - \left( \int_{kh}^{(k-1)h} H([u]_{\alpha-h}, \{x_0\})^p \, d\alpha \right)^{1/p} \right|
\]

\[
\leq \left( \int_{kh}^{(k+1)h} H([u]_{\alpha}, [u]_{\alpha-h})^p \, d\alpha \right)^{1/p} \leq \left( \int_{h}^{1} H([u]_{\alpha}, [u]_{\alpha-h})^p \, d\alpha \right)^{1/p} < 1,
\]

(15)

and thus by (13) and (15), for all \( u \in U \),

\[
\left( \int_{0}^{1} H([u]_{\alpha}, \{x_0\})^p \, d\alpha \right)^{1/p}
\]

\[
\leq \sum_{k=0}^{N-1} \left( \int_{kh}^{(k+1)h} H([u]_{\alpha}, \{x_0\})^p \, d\alpha \right)^{1/p}
\]

\[
< M + \cdots + (M + (N - 1))
\]

\[
= N \cdot M + N(N - 1)/2,
\]

and so (iii) is true.

(iii)⇒(ii) follows from Lemma 4.15

(ii)⇒(i) is obvious.

\[\square\]

Remark 4.17. From Corollary 6.1 and Theorem 6.5, we know that for a \( p \)-mean equi-left-continuous set \( U \) in \( F_{USCG}^1(\mathbb{R}^m)^p \), the properties (i) \( U(\alpha) \) is bounded in \( \mathbb{R}^m \) for each \( \alpha \in (0, 1] \), and (ii) \( U \) is uniformly \( p \)-mean bounded, are equivalent.

Proposition 4.18. Let \( U \) be a subset of \( F_{USCG}^1(X)^p \). If \( U \) is \( p \)-mean equi-left-continuous, then for each \( h \in [0, 1] \), there exists a \( C_h \in \mathbb{R} \) such that for all \( u \in U \),

\[
\left( \int_{h}^{1} H([u]_{\alpha}, [u]_{\alpha-h})^p \, d\alpha \right)^{1/p} \leq C_h.
\]
Proof. Since $U$ is $p$-mean equi-left-continuous, then there is an $h_0 > 0$ such that for all $u \in U$ and $h \in [0, h_0]$,

$$\left( \int_{h}^{1} H([u]_\alpha, [u]_{\alpha-h})^p \, d\alpha \right)^{1/p} \leq 1. \quad (16)$$

Let $h \in [0, 1]$. If $h \in [0, h_0]$, then put $C_h = 1$ and the desired result follows from (16).

If $h \in (h_0, 1]$, then there is an $N = N(h) \in \mathbb{N}$ such that $h/N \leq h_0$. Put $C_h = N(h)$. Thus for all $u \in U$,

$$\left( \int_{h}^{1} H([u]_\alpha, [u]_{\alpha-h})^p \, d\alpha \right)^{1/p} \leq \sum_{k=0}^{N-1} \left( \int_{h}^{1} H([u]_\alpha, [u]_{\alpha-kN+1})^p \, d\alpha \right)^{1/p} \leq N = C_h.$$

Here we mention the fact that for each $k = 0, \ldots, N-1$, $H([u]_{\alpha-kN+1}, [u]_{\alpha-1/N})$ is left continuous on $(h, 1]$ and thus is measurable on $[h, 1]$; so the expression $\sum_{k=0}^{N-1} \left( \int_{h}^{1} H([u]_\alpha, [u]_{\alpha-kN+1})^p \, d\alpha \right)^{1/p}$ is well-defined. The proof of this fact is similar to the proof of Proposition 3.11(i)(ii), which use Proposition 3.11(i), the triangle inequality of the Hausdorff metric (see Remark 3.13) and Corollary 3.7. Of course, there is another way of proving this fact, which is essentially the same as the one described above, see also Remark 4.14.

We can see that (i)$\Rightarrow$(iii) in the proof of Theorem 4.16 can also be proved by using Proposition 4.18.

5. Characterizations of compactness in $(F^{1}_{USCG}(X)^p, d_p)$

In this section, we give the characterizations of total boundedness, relative compactness and compactness in $(F^{1}_{USCG}(X)^p, d_p)$. 
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Some fundamental conclusions and concepts in classic analysis and topology are listed below, which are useful in this paper.

- A subset $Y$ of a topological space $Z$ is said to be compact if for every set $I$ and every family of open sets, $O_i$, $i \in I$, such that $Y \subseteq \bigcup_{i \in I} O_i$, there exists a finite family $O_{i_1}, O_{i_2}, \ldots, O_{i_n}$ such that $Y \subseteq O_{i_1} \cup O_{i_2} \cup \ldots \cup O_{i_n}$. In the case of a metric topology, the criterion for compactness becomes that any sequence in $Y$ has a convergent subsequence in $Y$.

- A relatively compact subset $Y$ of a topological space $Z$ is a subset with compact closure. In the case of a metric topology, the criterion for relative compactness becomes that any sequence in $Y$ has a subsequence convergent in $Z$.

- Let $(X, d)$ be a metric space. A set $U$ in $X$ is totally bounded if and only if, for each $\varepsilon > 0$, it contains a finite $\varepsilon$ approximation, where an $\varepsilon$ approximation to $U$ is a subset $S$ of $U$ such that $U \subseteq \bigcup_{x \in S} B(x, \varepsilon)$. An $\varepsilon$ approximation to $U$ is also called an $\varepsilon$-net of $U$.

- Let $(X, d)$ be a metric space. A set $U$ is compact in $(X, d)$ implies that $U$ is relatively compact in $(X, d)$, which in turn implies that $U$ is totally bounded in $(X, d)$.

We list the following conclusions in [10] which are on the property of $H_{end}$ metric, the characterizations of total boundedness, relative compactness and compactness for $(F_{USCG}^1(X), H_{end})$, and the completion of $(F_{USCG}^1(X), H_{end})$, respectively. These conclusions will be useful in this paper.

**Theorem 5.1.** [10] Let $u$ be a fuzzy set in $F_{USCG}^1(X)$ and let $u_n$, $n = 1, 2, \ldots,$ be fuzzy sets in $F_{USCG}^1(X)$. Then $H_{end}(u_n, u) \to 0$ if and only if $H([u_n], [u]) \to 0$ holds a.e. on $\alpha \in (0, 1)$, which is denoted by $H([u_n], [u]) \xrightarrow{a.e.} 0$ ([0, 1]).

**Theorem 5.2.** [10] Let $U$ be a subset of $F_{USCG}^1(X)$. Then $U$ is totally bounded in $(F_{USCG}^1(X), H_{end})$ if and only if $U(\alpha)$ is totally bounded in $(X, d)$ for each $\alpha \in (0, 1]$.

**Theorem 5.3.** [10] Let $U$ be a subset of $F_{USCG}^1(X)$. Then $U$ is relatively compact in $(F_{USCG}^1(X), H_{end})$ if and only if $U(\alpha)$ is relatively compact in $(X, d)$ for each $\alpha \in (0, 1]$. 
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Theorem 5.4. [10] Let $U$ be a subset of $F_{USCG}^1(X)$. Then the following are equivalent:

(i) $U$ is compact in $(F_{USCG}^1(X), H_{end})$;

(ii) $U(\alpha)$ is relatively compact in $(X, d)$ for each $\alpha \in (0, 1]$ and $U$ is closed in $(F_{USCG}^1(X), H_{end})$;

(iii) $U(\alpha)$ is compact in $(X, d)$ for each $\alpha \in (0, 1]$ and $U$ is closed in $(F_{USCG}^1(X), H_{end})$.

Theorem 5.5. [10] $(F_{USCG}^1(\widetilde{X}), H_{end})$ is a completion of $(F_{USCG}^1(X), H_{end})$.

The relationship between the $d_p$ metric and the $H_{end}$ metric given in Theorem 4.1 (see the illustrations in Remark 4.2) will be used repeatedly in the sequel.

Lemma 5.6. If $u \in F_{USCG}^1(X)^p$, then $u$ is $p$-mean left continuous.

Proof. The desired result can be proved in a similar fashion to Lemma 4.3 in [8] by replacing $\{0\}$ with $\{x_0\}$, where $0$ denotes the point $(0, \ldots, 0)$ in $\mathbb{R}^m$ and $x_0$ is a point in $X$.

Theorem 5.7. Let $U$ be a subset of $F_{USCG}^1(X)^p$. Then $U$ is a relatively compact set in $(F_{USCG}^1(X)^p, d_p)$ if and only if

(i) $U$ is a relatively compact set in $(F_{USCG}^1(X), H_{end})$, and

(ii) $U$ is $p$-mean equi-left-continuous.

Proof. We prove the “only if” part of the theorem. Assume that $U$ is a relatively compact set in $(F_{USCG}^1(X)^p, d_p)$. By Theorem 4.1 (i) is true.

Now we prove (ii). Given $\varepsilon > 0$. Since $U$ is a relatively compact set in $(F_{USCG}^1(X)^p, d_p)$, there exists a finite $\varepsilon/3$ net $S$ of $U$. From Lemma 5.6 each $v \in S$ is $p$-mean left-continuous. This means that $S$ is $p$-mean equi-left-continuous, since $S$ is finite. Hence we have

(a) there exists $\delta \in (0, 1]$ such that $\left(\int_0^1 H([v]_\alpha, [v]_\alpha - h)^p \, d\alpha\right)^{1/p} < \varepsilon/3$ for all $h \in [0, \delta]$ and all $v \in S$.

Given $u \in U$, there is a $v_0 \in S$ such that $d_p(u, v_0) < \varepsilon/3$, and thus, by (a), we have that for all $h \in [0, \delta)$, $\left(\int_h^1 H([u]_\alpha, [u]_\alpha - h)^p \, d\alpha\right)^{1/p} \leq \left(\int_h^1 H([u]_\alpha, [v_0]_\alpha)^p \, d\alpha\right)^{1/p} + \varepsilon/3$.

Given $u \in U$, there is a $v_0 \in S$ such that $d_p(u, v_0) < \varepsilon/3$, and thus, by (a), we have that for all $h \in [0, \delta)$, $\left(\int_h^1 H([u]_\alpha, [u]_\alpha - h)^p \, d\alpha\right)^{1/p} \leq \left(\int_h^1 H([u]_\alpha, [v_0]_\alpha)^p \, d\alpha\right)^{1/p} + \varepsilon/3$.
\[
\left( \int_h^1 H([v_0]_\alpha, [v_0]_{\alpha-h})^p \, d\alpha \right)^{1/p} + \left( \int_h^1 H([v_0]_{\alpha-h}, [u]_{\alpha-h})^p \, d\alpha \right)^{1/p} < \varepsilon/3 + \varepsilon/3 + \varepsilon/3 = \varepsilon.
\]
Since \( \varepsilon > 0 \) and \( u \in U \) are arbitrary, it follows that \( U \) is \( p \)-mean equi-left-continuous. The necessity of (ii) is essentially proved in the proof of Theorem 4.1 in [8]. This proof of the necessity of (ii) is similar to that of the necessity of the condition (ii) in Theorem 4.1 of [8] (see Page 26 of [8]). Note that \( U \) is a totally bounded set in \( (F_1^{USCG}(X))^p, d_p \). Thus the necessity of (ii) follows from the necessity of (ii) in Theorem 5.9.

We prove the “if” part of the theorem. The proof is similar to “sufficient” part of the proof of Theorem 4.1 in [8]. A sketch of the proof is given as follows.

Assume that (i) and (ii) are true. To show that \( U \) is a relatively compact set in \( (F_1^{USCG}(X))^p, d_p \), let \( \{u_n\} \) be a sequence in \( U \). We only need to find a subsequence \( \{v_n\} \) of \( \{u_n\} \) and a \( v \in F_1^{USCG}(X)^p \) such that \( \{v_n\} \) converges to \( v \) according to the \( d_p \) metric. We split the proof into three steps.

**Step 1.** Find a subsequence \( \{v_n\} \) of \( \{u_n\} \) and a \( v \in F_1^{USCG}(X)^p \) such that \( H_{\text{end}}([v_n]_\alpha, [v]_\alpha) \rightarrow 0; \) that is, by Theorem 5.1

\[
H([v_n]_\alpha, [v]_\alpha) \xrightarrow{a.e.} 0 \quad ([0, 1]).
\] (17)

From (i), this step can be done immediately.

**Step 2.** Prove that

\[
\left( \int_0^1 H([v_n]_\alpha, [v]_\alpha)^p \, d\alpha \right)^{1/p} \rightarrow 0 \quad \text{as} \quad n \rightarrow +\infty.
\] (18)

Proceeding according to the **Step 2** in the proof of Theorem 4.1 in [8], we can obtain the desired result.

Here we mention one thing. In this proof of step 2, we need to prove the conclusion: for each \( h \in (0, 1] \),

\[
\left( \int_h^1 H([v_n]_\alpha, [v]_\alpha)^p \, d\alpha \right)^{1/p} \rightarrow 0 \quad \text{as} \quad n \rightarrow +\infty.
\] (19)

In the proof of the corresponding conclusion in [8], which is at Page 28 Line 6 from the bottom in [8], there is a small mistake (or misprints). In the following, we give a slightly adjusted proof for the above conclusion (Obviously, the proof of the corresponding conclusion in [8] can be adjusted similarly).
Note that $[v_n]_h$ and $[v]_h$ are contained in $\overline{U(h/2)}$, which is compact in $X$ according to Theorem 5.3. Then there is an $M(h) \geq 0$ such that
\[
\max\{d(x, y) : x, y \in \overline{U(h/2)}\} \leq M(h).
\]

Hence
\[
H([v_n]_\alpha, [v]_\alpha) \leq M(h)
\]
for $\alpha \in [h, 1]$ and $n = 1, 2, \ldots$. Combined with (17) and by using the Lebesgue’s dominated convergence theorem, we thus obtain (19).

**Step 3.** Show that $v \in F^1_{USCG}(X)^p$.

Since $v \in F^1_{USCG}(X)$, it suffices to show that \( \left( \int_0^1 H([v]_\alpha, \{x_0\})^p d\alpha \right)^{1/p} < +\infty \) for some $x_0 \in X$, which can be proved in a similar fashion to the conclusion “\( \left( \int_0^1 H([v]_\alpha, \{0\})^p d\alpha \right)^{1/p} < +\infty \)” in the **Step 3** in the proof of Theorem 4.1 in [8] by replacing $\{0\}$ with $\{x_0\}$, where $x_0 \in X$.

\[\blacksquare\]

**Theorem 5.8.** Let $U$ be a subset of $F^1_{USCG}(X)^p$. Then $U$ is a relatively compact set in $(F^1_{USCG}(X)^p, d_p)$ if and only if

(i) $U(\alpha)$ is relatively compact in $(X, d)$ for each $\alpha \in (0, 1]$, and

(ii) $U$ is $p$-mean equi-left-continuous.

**Proof.** The desired result follows immediately from Theorems 5.3 and 5.7. \[\blacksquare\]

**Theorem 5.9.** Let $U$ be a subset of $F^1_{USCG}(X)^p$. Then $U$ is a totally bounded set in $(F^1_{USCG}(X)^p, d_p)$ if and only if

(i) $U$ is a totally bounded set in $(F^1_{USCG}(X), H_{end})$, and

(ii) $U$ is $p$-mean equi-left-continuous.

**Proof.** We prove the “only if” part of the theorem. Suppose that $U$ is totally bounded in $(F^1_{USCG}(X)^p, d_p)$. Then by (10), $U$ is a totally bounded set in $(F^1_{USCG}(X), H_{end})$; that is, (i) is true.

We obtain the proof of the necessity of (ii) by replacing “since $U$ is a relatively compact set in $(F^1_{USCG}(X)^p, d_p)$” by “since $U$ is totally bounded in $(F^1_{USCG}(X)^p, d_p)$” in the proof of the necessity of (ii) in Theorem 5.7.

The necessity of (ii) is essentially proved in the proof of Theorem 4.1 in [8] (see Page 26 in [8]).
Now we prove the “if” part of the theorem. Suppose that $U$ satisfies (i) and (ii). Clearly (i) is equivalent to $U$ is a totally bounded set in $(F^1_{USCG}(\tilde{X}), H_{end})$, which, by Theorem 5.5, is equivalent to $U$ is a relatively compact set in $(F^1_{USCG}(\tilde{X}), H_{end})$. Then, by Theorem 5.7, $U$ is a relatively compact set in $(F^1_{USCG}(\tilde{X})^p, d_p)$. This means that $U$ is a totally bounded set in $(F^1_{USCG}(X)^p, d_p)$.

**Theorem 5.10.** Let $U$ be a subset of $F^1_{USCG}(X)^p$. Then $U$ is a totally bounded set in $(F^1_{USCG}(X)^p, d_p)$ if and only if
(i) $U(\alpha)$ is totally bounded in $(X, d)$ for each $\alpha \in (0, 1]$, and
(ii) $U$ is $p$-mean equi-left-continuous.

**Proof.** The desired result follows immediately from Theorems 5.2 and 5.9.

---

**Theorem 5.11.** Let $U$ be a subset of $F^1_{USCG}(X)^p$. Then $U$ is compact in $(F^1_{USCG}(X)^p, d_p)$ if and only if
(i) $U(\alpha)$ is relatively compact in $(X, d)$ for each $\alpha \in (0, 1]$, 
(ii) $U$ is $p$-mean equi-left-continuous, and
(iii) $U$ is a closed set in $(F^1_{USCG}(X)^p, d_p)$.

**Proof.** The desired result follows immediately from Theorem 5.8.

---

**Theorem 5.12.** Let $U$ be a subset of $F^1_{USCG}(X)^p$. Then $U$ is compact in $(F^1_{USCG}(X)^p, d_p)$ if and only if
(i) $U(\alpha)$ is compact in $(X, d)$ for each $\alpha \in (0, 1]$, 
(ii) $U$ is $p$-mean equi-left-continuous, and
(iii) $U$ is a closed set in $(F^1_{USCG}(X)^p, d_p)$.

**Proof.** By Theorem 5.11, to show the desired result, we only need to show that if $U$ is compact in $(F^1_{USCG}(X)^p, d_p)$, then (i) is true.
Assume that $U$ is compact in $(F^1_{USCG}(X)^p, d_p)$, then by (10), $U$ is compact in $(F^1_{USCG}(X), H_{end})$, hence from Theorem 5.11 (i) is true.

---

**Theorem 5.13.** Let $U$ be a subset of $F^1_{USCG}(X)^p$. Then $U$ is a compact set in $(F^1_{USCG}(X)^p, d_p)$ if and only if
(i) $U$ is a compact set in $(F^1_{USCG}(X), H_{end})$, and
(ii) $U$ is $p$-mean equi-left-continuous.
Proof. We prove the “only if” part of the theorem. Assume that \( U \) is compact in \((F^{1}_{USCG}(X)^{p}, d_{p})\). Hence by Theorem 4.1 \( U \) is compact in \((F^{1}_{USCG}(X), H_{end})\), i.e. (i) is true. By Theorem 5.12 (ii) is true.

We prove the “if” part of the theorem. Assume that (i) and (ii) are true. Then by Theorem 5.7 \( U \) is relatively compact in \((F^{1}_{USCG}(X)^{p}, d_{p})\). To show that \( U \) is compact in \((F^{1}_{USCG}(X), H_{end})\), we only need to show that \( U \) is closed in \((F^{1}_{USCG}(X)^{p}, d_{p})\).

To do this, let \( \{u_{n}\} \) be a sequence in \( U \) and \( d_{p}(u_{n}, u) \to 0 \). Then by Theorem 1.1 \( H_{end}(u_{n}, u) \to 0 \). Since from (i), \( U \) is closed in \((F^{1}_{USCG}(X), H_{end})\), we have that \( u \in U \). So \( U \) is closed in \((F^{1}_{USCG}(X)^{p}, d_{p})\).

From Theorems 5.7, 5.9 and 5.13 we obtain the following conclusion:

- Let \( U \) be a subset in \( F^{1}_{USCG}(X)^{p} \). Then \( U \) is relatively compact (respectively, compact) in \((F^{1}_{USCG}(X)^{p}, d_{p})\) if and only if \( U \) is relatively compact (respectively, compact) in \((F^{1}_{USCG}(X), H_{end})\) and \( U \) is \( p \)-mean equi-left-continuous.

6. Characterizations of compactness in \((F^{1}_{USCG}(\mathbb{R}^{m})^{p}, d_{p})\)

In this section, we discuss the characterizations of total boundedness, relative compactness and compactness in \((F^{1}_{USCG}(\mathbb{R}^{m})^{p}, d_{p})\). We point out that the conclusions on the characterizations of total boundedness, relative compactness and compactness in \((F^{1}_{USCG}(\mathbb{R}^{m})^{p}, d_{p})\) given in our previous work [11] can be seen as corollaries of the corresponding results for \((F^{1}_{USCG}(X)^{p}, d_{p})\) given in Section 5 of this paper. Furthermore, by using results in Sections 4 and 5 we give new characterizations of total boundedness, relative compactness and compactness in \((F^{1}_{USCG}(\mathbb{R}^{m})^{p}, d_{p})\).

Note that for a subset \( V \) of \( \mathbb{R}^{m} \), the conditions (i) \( V \) is relatively compact in \( \mathbb{R}^{m} \), (ii) \( V \) is totally bounded in \( \mathbb{R}^{m} \), and (iii) \( V \) is bounded in \( \mathbb{R}^{m} \), are equivalent to each other. Thus Theorems 5.8, 5.10, 5.11 and 5.12 imply the following four conclusions on the characterizations of compactness in \((F^{1}_{USCG}(\mathbb{R}^{m})^{p}, d_{p})\), respectively.

Corollary 6.1. Let \( U \) be a subset of \( F^{1}_{USCG}(\mathbb{R}^{m})^{p} \). Then \( U \) is a relatively compact set in \((F^{1}_{USCG}(\mathbb{R}^{m})^{p}, d_{p})\) if and only if

(i) \( U(\alpha) \) is bounded in \( \mathbb{R}^{m} \) for each \( \alpha \in (0, 1] \), and
(ii) \( U \) is \( p \)-mean equi-left-continuous.
Corollary 6.2. Let $U$ be a subset of $F^1_{USCG}(\mathbb{R}^m)^p$. Then $U$ is a totally bounded set in $(F^1_{USCG}(\mathbb{R}^m)^p, d_p)$ if and only if
(i) $U(\alpha)$ is bounded in $\mathbb{R}^m$ for each $\alpha \in (0, 1]$, and
(ii) $U$ is $p$-mean equi-left-continuous.

Corollary 6.3. Let $U$ be a subset of $F^1_{USCG}(\mathbb{R}^m)^p$. Then $U$ is compact in $(F^1_{USCG}(\mathbb{R}^m)^p, d_p)$ if and only if
(i) $U(\alpha)$ is bounded in $\mathbb{R}^m$ for each $\alpha \in (0, 1]$, 
(ii) $U$ is $p$-mean equi-left-continuous, and
(iii) $U$ is a closed set in $(F^1_{USCG}(\mathbb{R}^m)^p, d_p)$.

Corollary 6.4. Let $U$ be a subset of $F^1_{USCG}(\mathbb{R}^m)^p$. Then $U$ is compact in $(F^1_{USCG}(\mathbb{R}^m)^p, d_p)$ if and only if
(i) $U(\alpha)$ is compact in $\mathbb{R}^m$ for each $\alpha \in (0, 1]$, 
(ii) $U$ is $p$-mean equi-left-continuous, and
(iii) $U$ is a closed set in $(F^1_{USCG}(\mathbb{R}^m)^p, d_p)$.

In [8], we have obtained the following three conclusions on the characterizations of compactness in $(F^1_{USCG}(\mathbb{R}^m)^p, d_p)$.

Theorem 6.5. (Theorem 4.1 in [8]) Let $U$ be a subset of $F^1_{USCG}(\mathbb{R}^m)^p$. Then $U$ is a relatively compact set in $(F^1_{USCG}(\mathbb{R}^m)^p, d_p)$ if and only if
(i) $U$ is uniformly $p$-mean bounded, and
(ii) $U$ is $p$-mean equi-left-continuous.

Theorem 6.6. (Theorem 4.2 in [8]) Let $U$ be a subset of $F^1_{USCG}(\mathbb{R}^m)^p$. Then $U$ is a totally bounded set in $(F^1_{USCG}(\mathbb{R}^m)^p, d_p)$ if and only if
(i) $U$ is uniformly $p$-mean bounded, and
(ii) $U$ is $p$-mean equi-left-continuous.

Theorem 6.7. (Theorem 4.3 in [8]) Let $U$ be a subset of $F^1_{USCG}(\mathbb{R}^m)^p$. Then $U$ is compact in $(F^1_{USCG}(\mathbb{R}^m)^p, d_p)$ if and only if
(i) $U$ is uniformly $p$-mean bounded,
(ii) $U$ is $p$-mean equi-left-continuous, and
(iii) $U$ is a closed set in $(F^1_{USCG}(\mathbb{R}^m)^p, d_p)$.

Remark 6.8. From Theorem 4.16, we can see:
Corollary 6.1 implies Theorem 4.1 in [8] (which is Theorem 6.5 in this paper), and the converse is true;
Corollary 6.2 implies Theorem 4.2 in [8] (which is Theorem 6.6 in this paper),
and the converse is true; Corollary 6.3 implies Theorem 4.3 in [8] (which is Theorem 6.7 in this paper), and the converse is true.

So the characterizations of compactness for \((F^1_{USCG}(\mathbb{R}^m)^p, d_p)\) in [8] (Theorems 4.1, 4.2 and 4.3 in [8]) can be seen as corollaries of the characterizations of compactness for \((F^1_{USCG}(X)^p, d_p)\) in this paper (Theorems 5.8, 5.10 and 5.11). The results of the characterizations of compactness for \((F^1_{USCG}(X)^p, d_p)\) in this paper generalize the corresponding results for \((F^1_{USCG}(\mathbb{R}^m)^p, d_p)\) in [8].

In the following, we give new characterizations of compactness for \((F^1_{USCG}(\mathbb{R}^m)^p, d_p)\).

Using Theorem 4.16, we can obtain the following characterizations of compactness for \((F^1_{USCG}(\mathbb{R}^m)^p, d_p)\) from Corollaries 6.1, 6.2 and 6.3.

**Theorem 6.9.** Let \(U\) be a subset of \(F^1_{USCG}(\mathbb{R}^m)^p\). Then \(U\) is a relatively compact set in \((F^1_{USCG}(\mathbb{R}^m)^p, d_p)\) if and only if

(i) There exists an \(h \in (0, 1)\) such that \(U(h)\) is bounded in \(\mathbb{R}^m\), and

(ii) \(U\) is \(p\)-mean equi-left-continuous.

**Theorem 6.10.** Let \(U\) be a subset of \(F^1_{USCG}(\mathbb{R}^m)^p\). Then \(U\) is a totally bounded set in \((F^1_{USCG}(\mathbb{R}^m)^p, d_p)\) if and only if

(i) There exists an \(h \in (0, 1)\) such that \(U(h)\) is bounded in \(\mathbb{R}^m\), and

(ii) \(U\) is \(p\)-mean equi-left-continuous.

**Theorem 6.11.** Let \(U\) be a subset of \(F^1_{USCG}(\mathbb{R}^m)^p\). Then \(U\) is compact in \((F^1_{USCG}(\mathbb{R}^m)^p, d_p)\) if and only if

(i) There exists an \(h \in (0, 1)\) such that \(U(h)\) is bounded in \(\mathbb{R}^m\),

(ii) \(U\) is \(p\)-mean equi-left-continuous, and

(iii) \(U\) is a closed set in \((F^1_{USCG}(\mathbb{R}^m)^p, d_p)\).

7. Completion of \((F^1_{USCG}(X)^p, d_p)\)

In this section, we show that \((F^1_{USCG}(\tilde{X})^p, d_p)\) is a completion of \((F^1_{USCG}(X), d_p)\), and thus a completion of \((F^1_{USCG}(X)^p, d_p)\).

We use \((\tilde{X}, \tilde{d})\) to denote the completion of \((X, d)\). We see \((X, d)\) as a subspace of \((\tilde{X}, \tilde{d})\). Let \(S \subseteq \tilde{X}\). The symbol \(\tilde{S}\) is used to denote the closure of \(S\) in \((\tilde{X}, \tilde{d})\).
As defined previously, we have $K(\tilde{X}), C(\tilde{X}), F_{USCG}^{1}(\tilde{X}), F_{USCG}^{1}(\tilde{X})$, etc. according to $(\tilde{X}, \tilde{d})$. For example,

$$F_{USCG}^{1}(\tilde{X}) := \{ u \in F(\tilde{X}) : [u]_{\alpha} \in C(\tilde{X}) \text{ for all } \alpha \in [0, 1] \},$$

$$F_{USCG}^{1}(\tilde{X}) := \{ u \in F(\tilde{X}) : [u]_{\alpha} \in K(\tilde{X}) \text{ for all } \alpha \in (0, 1] \}.$$

If there is no confusion, we also use $H$ to denote the Hausdorff metric on $C(\tilde{X})$ induced by $\tilde{d}$. We also use $H$ to denote the Hausdorff metric on $C(\tilde{X} \times [0, 1])$ induced by $d$. We also use $H_{end}$ to denote the endograph metric on $F_{USCG}^{1}(\tilde{X})$ given by using $H$ on $C(\tilde{X} \times [0, 1])$. We also use $d_{p}$ to denote the $d_{p}$ metric on $F_{USCG}^{1}(\tilde{X})$.

Define $f : F_{USCG}^{1}(X) \rightarrow F_{USCG}^{1}(\tilde{X})$ as follows: for $u \in F_{USCG}^{1}(X)$,

$$f(u)(t) = \begin{cases} 
    u(t), & t \in X, \\
    0, & t \in \tilde{X} \setminus X.
\end{cases}$$

Then $[f(u)]_{\alpha} = [u]_{\alpha}$ for all $\alpha \in (0, 1]$, and so $f(u) \in F_{USCG}^{1}(\tilde{X})$. We can see that for $\rho = d_{\infty}, d_{p}, H_{end}, H_{end}$, $\rho(u, v) = \rho(f(u), f(v))$. So for $\rho = d_{\infty}, d_{p}, H_{end}$, $(F_{USCG}^{1}(X), \rho)$ can be embedded as an extended metric subspace of $(F_{USCG}^{1}(X), \rho)$. $(F_{USCG}^{1}(X), H_{end})$ can be embedded as a metric subspace of $(F_{USCG}^{1}(\tilde{X}), H_{end})$.

In this paper, we see $(F_{USCG}^{1}(X), H_{end})$ as a metric subspace of $(F_{USCG}^{1}(\tilde{X}), H_{end})$. We see $(F_{USCG}^{1}(X)^{p}, d_{p})$ as a metric subspace of $(F_{USCG}^{1}(\tilde{X})^{p}, d_{p})$. We see $(F_{USCG}^{1}(X), d_{p})$ as an extended metric subspace of $(F_{USCG}^{1}(\tilde{X}), d_{p})$.

**Theorem 7.1.** $(X, d)$ is complete if and only if $(F_{USCG}^{1}(X)^{p}, d_{p})$ is complete.

**Proof.** We prove the “only if” part of the theorem. Suppose that $(X, d)$ is complete. To show that $(F_{USCG}^{1}(X)^{p}, d_{p})$ is complete, we only need to show that each Cauchy sequence in $(F_{USCG}^{1}(X)^{p}, d_{p})$ is relatively compact.

Let $\{ u_{n} : n \in \mathbb{N} \}$ be a Cauchy sequence in $(F_{USCG}^{1}(X)^{p}, d_{p})$. Then $\{ u_{n} : n \in \mathbb{N} \}$ is totally bounded in $(F_{USCG}^{1}(X)^{p}, d_{p})$. By Theorems 5.7 and 5.9 we need to show that $\{ u_{n} : n \in \mathbb{N} \}$ is relatively compact in $(F_{USCG}^{1}(X)^{p}, d_{p})$. We only need to show that $\{ u_{n} : n \in \mathbb{N} \}$ is relatively compact in $(F_{USCG}^{1}(X)^{p}, H_{end})$.

By Theorem 5.7 $\{ u_{n} : n \in \mathbb{N} \}$ is totally bounded in $(F_{USCG}^{1}(X), H_{end})$. Since, by Theorem 6.1 in [10], $(F_{USCG}^{1}(X), H_{end})$ is complete, and thus $\{ u_{n} : n \in \mathbb{N} \}$ is relatively compact in $(F_{USCG}^{1}(X), H_{end})$. 
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We prove the “if” part of the theorem. Suppose that \((F_{USCG}^1(X)^p, d_p)\) is complete. Let \(\hat{X} = \{\hat{x} : x \in X\}\). Then \(\hat{X} \subseteq F_{USCB}^1(X)\). Define \(f : X \to \hat{X}\) by \(f(x) = \hat{x}\). Note that \(d(x, y) = d_p(\hat{x}, \hat{y})\). Hence \(f\) is an isometry from \(X\) to \(\hat{X}\). If \(\{\tilde{x}_n\}\) converges to \(u \in F_{USCG}^1(X)^p\), then there exists an \(x \in X\) such that \([u]_\alpha = \{x\}\) for all \(\alpha \in [0, 1]\); that is \(u = \hat{x}\). Thus \(\hat{X}\) is a closed subspace of \((F_{USCG}^1(X)^p, d_p)\). So \((X, d)\) is isometric to a closed subspace of \((F_{USCG}^1(X)^p, d_p)\), and then \((X, d)\) is complete.

\[\square\]

**Corollary 7.2.** \((F_{USCG}^1(\mathbb{R}^m)^p, d_p)\) is complete.

**Proof.** Since \(\mathbb{R}^m\) is complete, the desired result follows immediately from Theorem 7.1. \[\square\]

**Remark 7.3.** Corollary 7.2 is Theorem 5.1 in [8]. So Theorem 7.1 in this paper generalizes Theorem 5.1 in [8].

For \(u \in F_{USCG}^1(X)\) and \(\varepsilon > 0\), define \(u^\varepsilon \in F_{USCB}^1(X)\) by

\[ [u^\varepsilon]_\alpha = \begin{cases} [u]_\alpha, & \alpha \in (\varepsilon, 1], \\ [u]_\varepsilon, & \alpha \in [0, \varepsilon]. \end{cases} \]

**Theorem 7.4.** \(F_{USCB}^1(X)\) is a dense set in \((F_{USCG}^1(X)^p, d_p)\).

**Proof.** The desired result can be proved in a similar fashion to Theorem 5.2 in [8]. In fact, it is shown that for each \(v \in F_{USCG}^1(X)^p\), \(d_p(v^{(1/n)}, v) \to 0\). \[\square\]

**Theorem 7.5.** \((F_{USCG}^1(\tilde{X})^p, d_p)\) is a completion of \((F_{USCB}^1(X), d_p)\).

**Proof.** In the proof of Theorem 6.3 in [10], we show the following conclusion

- for each \(v \in F_{USCB}^1(\tilde{X})\) and each \(\varepsilon > 0\), there is a \(w \in F_{USCB}^1(X)\) such that \(H([w]_\alpha, [v]_\alpha) \leq \varepsilon\) for all \(\alpha \in [0, 1]\).

Thus we have \(d_p(v, w) \leq \varepsilon\). This means that \(F_{USCB}^1(X)\) is dense in \((F_{USCB}^1(\tilde{X}), d_p)\).

From Theorem 7.4, we know that \(F_{USCB}^1(\tilde{X})\) is dense in \((F_{USCG}^1(X)^p, d_p)\).

Combined the above conclusions, we obtain that \(F_{USCB}^1(X)\) is dense in \((F_{USCG}^1(\tilde{X})^p, d_p)\). By Theorem 7.1, \((F_{USCG}^1(\tilde{X})^p, d_p)\) is complete. So \((F_{USCG}^1(X)^p, d_p)\) is a completion of \((F_{USCB}^1(X), d_p)\). \[\square\]
Corollary 7.6. \((F_{USCG}^1(\tilde{X})^p, d_p)\) is a completion of \((F_{USCG}^1(X)^p, d_p)\).

Proof. Since \(F_{USCB}^1(X) \subseteq F_{USCG}^1(X)^p \subseteq F_{USCG}^1(\tilde{X})^p\), the desired result follows immediately from Theorem 7.3. \(\square\)

8. Conclusions

In this paper, we discussed properties of the \(d_p\) metrics and the spaces of fuzzy sets in a general metric space \((X, d)\) with \(d_p\) metrics.

In what cases the \(d_p\) metrics are well-defined is a fundamental question. For each \(u, v \in F_{USC}^1(X)\), \(d_p(u, v) = \left(\int_0^1 H([u]_\alpha, [v]_\alpha)^p d\alpha\right)^{1/p}\) is well-defined if and only if \(H([u]_\alpha, [v]_\alpha)\) is a measurable function of \(\alpha\) on \([0, 1]\). In this paper, we consider this problem not only with fuzzy sets having compact \(\alpha\)-cuts, but also with fuzzy sets not necessarily having compact \(\alpha\)-cuts. The motivations are as follows.

(a) Since the Hausdorff distance can also be considered between sets not necessarily being compact, it is natural for us to consider the measurability of Hausdorff distance function induced by fuzzy sets not necessarily having compact \(\alpha\)-cuts.

Consider \(u_0 = [0, +\infty)_{F(\mathbb{R})}\) and \(v_0 = [1, +\infty)_{F(\mathbb{R})}\). Then \(H([u_0]_\alpha, [v_0]_\alpha) = 1\) for all \(\alpha \in [0, 1]\). So \(H([u_0]_\alpha, [v_0]_\alpha)\) is a measurable function of \(\alpha\) on \([0, 1]\) and \(d_p(u_0, v_0)\) is well-defined. We can see that \(u_0, v_0\) are fuzzy sets with non-compact \(\alpha\)-cuts, and their corresponding Hausdorff distance function \(H([u_0]_\alpha, [v_0]_\alpha)\) is a common function. It is natural to discuss the well-definedness of \(d_p(u_0, v_0)\).

(b) We think that the applications of fuzzy sets will definitely involve cases when fuzzy sets not necessarily having compact \(\alpha\)-cuts. For example, a kind of fuzzy sets \(u\) with the Gaussian membership functions are defined as follows \(u(x; \sigma, c) = \exp(-\frac{(x-c)^2}{2\sigma})\) for each \(x \in \mathbb{R}\), where \(\sigma > 0\) and \(c \in \mathbb{R}\). Clearly \([u]_0 = \mathbb{R}\) and \([u]_0\) is not compact in \(\mathbb{R}\). The kind of fuzzy sets \(u\) with the Gaussian membership functions are used widely in applications.

In Section 3 of this paper, we obtain the following conclusion.

(i) Let \((X, d_X)\) be a metric subspace of \((Y, d_Y)\) and \(Y \setminus X\) an at most countable set. Let \(u, v \in F_{USC}^1(X)\). If \(u^Y \in F_{USCG}^1(Y)\), then \(d_p(u, v) = \left(\int_0^1 H_X([u]_\alpha, [v]_\alpha)^p d\alpha\right)^{1/p}\) is well-defined.

In the special case of \(Y = X\), the above conclusion become:
Let $u \in F_{USC}^1(X)$ and let $v \in F_{USCG}^1(X)$. Then $d_p(u, v)$ is well-defined.

(ii) Let $A$ be a nonempty subset of $\mathbb{R}^m$ with $\overline{A} \setminus A$ being at most countable. Let $u, v \in F_{USC}^1(A)$. Then $d_p(u, v) = \left( \int_0^1 H_A([u]_\alpha, [v]_\alpha)^p \, d\alpha \right)^{1/p}$ is well-defined.

In the special case of $\overline{A}^m = \mathbb{R}^m$, the above conclusion become: Let $S$ be an at most countable subset of $\mathbb{R}^m$. For each $u, v \in F_{USC}^1(\mathbb{R}^m \setminus S)$, $d_p(u, v) = \left( \int_0^1 H_{\mathbb{R}^m \setminus S}([u]_\alpha, [v]_\alpha)^p \, d\alpha \right)^{1/p}$ is well-defined.

In the special case of $S = \emptyset$, the above conclusion become:

(iii) There exists a metric space $X$ and $u, v \in F_{USC}^1(X)$ such that $d_p(u, v)$ is not well-defined (we point out this conclusion in [9]).

We have shown that for each $u, v \in F_{USC}^1(X)$, $d^*_p(u, v) \geq \left( \frac{H_{end}(u, v)^{p+1}}{p+1} \right)^{1/p}$ and $d^*_p(u, v) \geq H'_{end}(u, v)^{1+1/p}$. If $d_p(u, v)$ is well-defined, then $d_p(u, v) = d^*_p(u, v)$ and of course $d^*_p(u, v)$ can be replaced by $d_p(u, v)$ in the above inequalities.

We have obtained the characterizations of total boundedness, relative compactness and compactness in $(F_{USC}^1(X)^p, d_p)$. These conclusions generalize the corresponding conclusions in [11]. Our results indicate that for a subset $U$ in $F_{USCG}^1(X)^p$, $U$ is total bounded (respectively, relatively compact, compact) in $(F_{USC}^1(X)^p, d_p)$ if and only if $U$ is total bounded (respectively, relatively compact, compact) in $(F_{USCG}^1(X), H_{end})$ and $U$ is $p$-mean equi-left-continuous.

We have shown that $(F_{USCG}^1(\tilde{X})^p, d_p)$ is a completion of $(F_{USCB}^1(X), d_p)$, and thus a completion of $(F_{USCG}^1(X)^p, d_p)$.

We believe that the results of this paper have potential applications in the work relevant to $d_p$ distance on fuzzy sets.

This paper is essentially the paper chinaXiv:202110.00083v7 submitted to http://chinaxiv.org/ on 2022.06.20. Compared to the latter, we add Theorem 3.37 and Theorem 3.23 in this paper. Theorem 3.23 is an immediately corollary of Theorem 3.22. In additional, we make some minor adjustments.
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