Secondary Hochschild Cohomology
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Abstract. In this paper we define a new cohomology theory for a $B$-algebra $A$. We use this cohomology to study deformations of algebras $A[[t]]$, that have a $B$-algebra structure.

Introduction

Hochschild cohomology is used to describe deformations of algebras. More precisely, let $A$ be an algebra, and $m_t : A[[t]] \otimes A[[t]] \to A[[t]]$ a product that is determined by $m_t(a \otimes b) = ab + c_1(a \otimes b)t + c_2(a \otimes b)t^2 + ...$, where $c_i : A \otimes A \to A$. It is known from [G] that if the map $m_t$ is associative $mod\ t^2$, then $c_1$ is a two cocycle and the obstruction for $m_t$ to be associative $mod\ t^n$ is an element in $H^3(A, A)$. If $A$ is a $B$-algebra and the above maps $c_i$ are $B$-linear, one can give a trivial $B$-algebra structure on $A[[t]]$. In this paper we are interested in non-trivial $B$-algebra structures on $A[[t]]$.

First, we notice that having $\varepsilon : B \to A$ that gives a $B$-algebra structure on $A$, is equivalent with having a family of products $\{m_{\alpha}\}_{\alpha \in B}$, $m_{\alpha} : A \otimes A \to A$, $(m_{\alpha}(a \otimes b) = \varepsilon(\alpha)ab)$ that satisfies the following generalized associativity condition $m_{\alpha, \beta}(id \otimes m_{\alpha}) = m_{\beta, \gamma}(m_{\alpha} \otimes id)$. We consider a deformation of this family of products to $m_{\alpha, t} : A[[t]] \otimes A[[t]] \to A[[t]]$, $m_{\alpha, t}(a \otimes b) = \varepsilon(\alpha)ab + c_1(a \otimes b \otimes \alpha)t + c_2(a \otimes b \otimes \alpha)t^2 + ...$, where $c_i : A \otimes A \otimes B \to A$. We introduce a new cohoomogy theory called the secondary cohomology and use it to study under what condition the products $\{m_{\alpha, t}\}_{\alpha \in B}$ give a $B$-algebra structure on $A[[t]]$. More precisely, if $A$ and $B$ are $k$-algebras, $B$ is commutative, $\varepsilon : B \to A$ is a morphism of $k$-algebras such that $\varepsilon(B) \subset Z(A)$, and $M$ is an $A$-bimodule, we construct cohomology groups $H^n((A, B, \varepsilon); M)$. When $B = k$ we have that $H^n((A, k, \varepsilon); M)$ is the usual Hochschild cohomology.

We prove that the family of multiplications $\{m_{\alpha, t}\}_{\alpha \in B}$ satisfies the condition $m_{\alpha, \beta, t}(id \otimes m_{\alpha, t}) = m_{\beta, \gamma, t}(m_{\alpha, t} \otimes id) mod\ t^2$ if and only if $c_1$ is a 2-cocycle. Moreover the obstruction for $m_{\alpha, t}$ to be associative $mod\ t^n$ is an element in $H^3((A, B, \varepsilon), A)$. In particular, we give conditions under which we have a $B$-algebra structure on $A[[t]]$. In general this is not the trivial multiplication with elements in $B$.
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In the last section we define a secondary cyclic module for a commutative \( k \)-algebra \( B \), and discuss the relation with the usual cyclic module associated to a \( k \)-algebra.

1. Preliminaries

We recall from \([G], [GS] \) and \([L]\) a few facts about deformations of algebras and Hochschild cohomology.

In this paper \( k \) is a field and \( \otimes = \otimes_k \). Suppose that \( A \) is an associative \( k \)-algebra (not necessarily commutative), and \( M \) is an \( A \)-bimodule. Define \( C^n(A, M) = \text{Hom}_k(A^\otimes n, M) \), and \( \delta_n : C^n(A, M) \to C^{n+1}(A, M) \) determined by:

\[
\delta_n(f)(a_0 \otimes a_1 \otimes \ldots \otimes a_n) = a_0 f(a_1 \otimes \ldots \otimes a_n) + \sum_{i=1}^n (-1)^i f(a_0 \otimes \ldots \otimes a_i a_i \otimes \ldots \otimes a_n) + (-1)^{n+1} f(a_0 \otimes \ldots \otimes a_n a_{n+1}).
\]

One can show that \( \delta_{n+1}\delta_n = 0 \). The homology of this complex is denoted by \( H^n(A, M) \) and is called the Hochschild cohomology of \( A \) with coefficients in \( M \).

Suppose that \( m_t : A[[t]] \otimes A[[t]] \to A[[t]] \), where

\[
m_t(a \otimes b) = ab + c_1(a \otimes b)t + c_2(a \otimes b)t^2 + ...
\]

It is known that if \( m_t \) is associative \( \text{mod} \ t^2 \), then \( c_1 \) is a two cocycle and the isomorphism type of \((A[[t]], m_t)\) determines a unique element in \( H^2(A, A) \). If \( m_t \) is associative \( \text{mod} \ t^n \), then the obstruction for \( m_t \) to be associative \( \text{mod} \ t^{n+1} \) is an element in \( H^3(A, A) \). More precisely, we must have that \( \sum_{p+q=n} c_p(c_q(a \otimes b) \otimes c) - c_q(a \otimes c_q(b \otimes c)) \) must be zero as an element in \( H^3(A, A) \) (see \([GS]\) for details).

We recall from \([M]\) and \([W]\) the construction of the simplicial group \( K(G, 2) \). Let \( G \) be an abelian group and define

\[
K_q = G^{\binom{q+1}{2}}.
\]

The elements of \( G^{\binom{q+1}{2}} \) are \( \binom{q+1}{2} \)-tuples \((g_{u,v})(0 \leq u < v \leq q-1)\) with the index in the lexicographic order:

\[
(0, 1, 0, 2, \ldots, 0, q-1, 1, 2, 3, \ldots, q-1, 1, q-1, \ldots, q-2, q-1).
\]

For every \( 0 \leq i \leq q \) we define

\[
\partial_i : K_q = G^{\binom{q+1}{2}} \to K_{q-1} = G^{\binom{q-1}{2}}
\]

\[
\partial_i((g_{u,v})(0 \leq u < v \leq q-1)) = (h_{u,v})(0 \leq u < v \leq q-2)
\]

where

\[
h_{u,v} = \begin{cases} 
  g_{u,v} & \text{if } 0 \leq u < v < i - 1 \\
  g_{u,v}g_{u+1,v+1} & \text{if } 0 \leq u < v = i - 1 \\
  g_{u,v+1} & \text{if } 0 \leq u < i - 1 < v \\
  g_{u,v+1}g_{u+1,v+1} & \text{if } 0 \leq u = i - 1 < v \\
  g_{u+1,v+1} & \text{if } i - 1 < u < v.
\end{cases}
\]

Also, we define:

\[
s_i : K_q = G^{\binom{q+1}{2}} \to K_{q+1} = G^{\binom{q+2}{2}}
\]

\[
s_i((g_{u,v})(0 \leq u < v \leq q-1)) = (k_{u,v})(0 \leq u < v \leq q)
\]

where
$$k_{u,v} = \begin{cases} 
g_{u,v} & \text{if } 0 \leq u < v < i \\
1 & \text{if } 0 \leq u < v = i \\
g_{u,v-1} & \text{if } 0 \leq u < i < v \\
g_{u,v} & \text{if } 0 \leq u = i < v - 1 \\
1 & \text{if } 0 \leq u = i = v - 1 \\
g_{u-1,v-1} & \text{if } 0 \leq i < u < v.
\end{cases}$$

One can show that the above construction gives a $K(G,2)$ simplicial group. If we define $\tau_q : K_q \to K_q$,

$$\tau_q((g_{u,v})(0 \leq u < v \leq q-1)) = (l_{u,v})(0 \leq u < v \leq q-1)$$

where

$$l_{u,v} = \begin{cases} 
g_{v-1,v}g_{v-2,v+1}...g_{v-1,q-1}g_{v,v+1}g_{v+2,...g_{v,q-1}} & \text{if } 0 \leq u < v \\
g_{u-1,v-1} & \text{if } 0 < u < v,
\end{cases}$$

then $(K_q, \partial_i, s_i, \tau_q)$ is a cyclic simplicial group.

In cite [S2] we replaced the group $G$ with a commutative Hopf algebras $H$, and we defined a secondary cyclic module for $H$. The naive generalization to algebras does not work because the map $\tau_n$ involves the existence of an inverse (antipode) in the group $G$ (Hopf algebra $H$). In the last section we will discuss how this problem can be avoided.

## 2. Associative Families of Products

### 2.1. Motivation. In [S1] we introduced the secondary cohomology of a pair $(G,H)$ with coefficients in a $G$-module $K$ ($G$ is a group and $H$ is an abelian group). In that cohomology, a 2-cocycle is a map $\alpha : G \times G \to H$ such that

$$g_1f(g_2,g_3,a_{12}) - f(g_1g_2,g_3,aa_2) + f(g_1,g_2,g_3,a_0a_2a_{12}^{-1}) - f(g_1,g_2,a_{01}) = 0.$$

It is well known that if $H$ is trivial and $K = k^*$ (with the trivial $G$-module action), then a 2-cocycle will define an associative multiplication $m : k^G \times k^G \to k^G$ determined by $m(e_g,e_h) = f(g,h)e_{gh}$ (see for example [1]).

If the group $H$ is non trivial, then we get a family of products $m_a : k^G \times k^G \to k^G$ for all $a \in H$, determined by $m_a(e_g,e_h) = f(h,a)e_{gh}$. This family satisfies the following generalized associativity condition

$$m_{a_0a_2a_{12}^{-1}}(id \otimes m_{a_{12}}) = m_{a_2}(m_{a_0} \otimes id).$$

If we make a change of variables $\alpha = a_{01}$, $\beta = a_{02}a_{12}^{-1}$ and $\gamma = a_{12}$ we have:

\begin{equation}
(2.1) \quad m_{\alpha\beta}(id \otimes m_\gamma) = m_{\beta\alpha}(m_\alpha \otimes id).
\end{equation}

In this paper we will study families of products that satisfy an associativity condition similar with (2.1).

### 2.2. Associative Families of Products and $B$-algebras. Suppose that $A$ is a $k$-algebra, $B$ is a commutative $k$-algebra, and $\varepsilon : B \to A$ is a morphism of $k$-algebras such that $\varepsilon(B) \subset Z(A)$ (i.e. $A$ is a $B$-algebra). For each $\alpha \in B$ we have a map $m_\alpha : A \otimes A \to A$, defined by

$$m_\alpha(a \otimes b) = \varepsilon(\alpha)ab = a\varepsilon(\alpha)b = ab\varepsilon(\alpha).$$

Once can easily check that for all $\alpha, \beta, \gamma \in B$, and $q \in k$ we have

\begin{equation}
(2.2) \quad m_{\alpha+\beta}(a \otimes b) = m_\alpha(a \otimes b) + m_\beta(a \otimes b),
\end{equation}
(2.3) \[ m_{qa}(a \otimes b) = qm_a(a \otimes b), \]

(2.4) \[ m_{\beta \gamma}(m_{\alpha} \otimes id) = m_{\alpha \beta}(id \otimes m_{\gamma}). \]

Conversely, suppose that \( B \) is a commutative \( k \)-algebra, \( A \) is a \( k \)-vector space and we have a family of products \( M = \{ m_\alpha \}_{\alpha \in B}, m_\alpha : A \otimes A \to A \) such that (2.2), (2.3) and (2.4) hold, and \((A, m_1)\) is a \( k \)-algebra with unit. We want to show that \( \varepsilon : B \to A, \varepsilon(\alpha) = m_\alpha(1 \otimes 1) \) is a morphism of \( k \)-algebras and \( \varepsilon(B) \subset Z(A) \). Indeed, for all \( a \in A, \alpha, \beta \in B \) and \( p, q \in k \) we have:

\[
\varepsilon(q\alpha + p\beta) = m_{qa + p\beta}(1 \otimes 1) = pm_\alpha(1 \otimes 1) + qm_\beta(1 \otimes 1) = p\varepsilon(\alpha) + q\varepsilon(\beta),
\]

and

\[
\varepsilon(\alpha)\varepsilon(\beta) = m_1(m_\alpha(1 \otimes 1) \otimes m_\beta(1 \otimes 1)) = m_\beta(m_1(m_\alpha(1 \otimes 1) \otimes 1) \otimes 1) = m_\beta(m_\alpha(1 \otimes m_1(1 \otimes 1)) \otimes 1) = m_\beta(m_\alpha(1 \otimes 1) \otimes 1) = m_{\alpha \beta}(1 \otimes 1) = m_{\alpha \beta}(1 \otimes 1) = \varepsilon(\alpha \beta).
\]

So \( \varepsilon \) is a morphism of \( k \)-algebras. We also have:

\[
a \varepsilon(\alpha) = m_1(a \otimes \varepsilon(\alpha)) = m_1(a \otimes m_\alpha(1 \otimes 1)) = m_\alpha(m_1(a \otimes 1) \otimes 1) = m_\alpha(m_1(1 \otimes a) \otimes 1) = m_\alpha(1 \otimes m_1(1 \otimes a)) = m_1(m_\alpha(1 \otimes 1) \otimes a) = m_1(\varepsilon(\alpha) \otimes a) = a \varepsilon(\alpha)
\]

which means that \( \varepsilon(B) \subset Z(A) \). To summarize we have the following result:

**Proposition 2.1.** Let \( B \) be a commutative \( k \)-algebra and \( M = \{ m_\alpha \}_{\alpha \in B}, m_\alpha : A \otimes A \to A \) a family of products such that \((A, m_1)\) is a \( k \)-algebra with identity. Then (2.2), (2.3) and (2.4) hold if and only if \( \varepsilon : B \to A, \varepsilon(\alpha) = m_\alpha(1 \otimes 1) \) gives a \( B \)-algebra structure on \( A \).

3. Secondary Cohomology for Algebras

3.1. Deformation of Families of Products. Let \( A \) be an associative \( k \)-algebra, \( B \) a commutative \( k \)-algebra, and \( \varepsilon : B \to A \) a morphism of \( k \)-algebras such that \( \varepsilon(B) \subset Z(A) \). Suppose that for each \( n \in \mathbb{N} \) we have a \( k \)-linear map
we need to define $c$ by $a$ mod $t$ satisfies (3.1)

This suggests the construction of a cohomology theory that describes the obstruction (3.2)

Notice that

$$m_{\alpha+\beta,t}(a \otimes b) = m_{\alpha,t}(a \otimes b) + m_{\beta,t}(a \otimes b)$$

and

$$m_{qa,t}(a \otimes b) = qm_{a,t}(a \otimes b)$$

for all $a, b \in A$, $\alpha, \beta \in B$ and $q \in k$.

We want to investigate under what conditions the family $M = \{m_{\alpha,t}\}_{\alpha \in B}$ satisfies the following condition:

(3.1) 

$$m_{\alpha\beta,t}(id \otimes m_{\gamma,t}) = m_{\beta\gamma,t}(m_{\alpha,t} \otimes id)$$

Take $a, b, c \in A$ and $\alpha, \beta, \gamma \in B$. If $M$ satisfies (3.1), then we get the identity:

$$\varepsilon(\alpha)\varepsilon(\beta\gamma)(ab)c + c_1(\varepsilon(\alpha)ab \otimes c \otimes \beta\gamma)t + c_2(\varepsilon(\alpha)ab \otimes c \otimes \beta\gamma)t^2 + ...$$

$$+\varepsilon(\beta\gamma)c_1(a \otimes b \otimes a)c + c_1(\varepsilon(\alpha)ab \otimes c \otimes \beta\gamma)t^2 + ...$$

$$+\varepsilon(\beta\gamma)c_2(a \otimes b \otimes a)c^2 t^2 + ...$$

$$= \varepsilon(\alpha\beta)ac\varepsilon(\gamma)(bc) + c_1(\varepsilon(\alpha)bc \otimes \alpha\beta)t + c_2(\varepsilon(\alpha)bc \otimes \alpha\beta)t^2 + ...$$

$$+\varepsilon(\alpha\beta)c_1(a \otimes b \otimes c \otimes \gamma)t + c_1(\varepsilon(\alpha)bc \otimes \alpha\beta)t^2 + ...$$

$$+\varepsilon(\alpha\beta)c_2(a \otimes b \otimes c \otimes \gamma)t^2 + ...$$

Since $\varepsilon$ is a morphism of $k$-algebras we have that $M$ is associative $mod t$ (i.e. it satisfies (3.1) $mod t$). To get associativity $mod t^2$ the following 2-cocycle condition must be satisfied:

(3.2) 

$$\varepsilon(\alpha\beta)ac_1(b \otimes c \otimes \gamma) - c_1(\varepsilon(\alpha)ab \otimes c \otimes \beta\gamma) + c_1(\varepsilon(\alpha)bc \otimes \alpha\beta) - \varepsilon(\beta\gamma)c_1(a \otimes b \otimes a)c = 0.$$ 

Suppose that $M$ is associative $mod t^2$ and we want to have associativity $mod t^3$, then $c_1$ and $c_2$ must satisfy the condition:

(3.3) 

$$\varepsilon(\alpha\beta)ac_1(b \otimes c \otimes \gamma) - c_1(\varepsilon(\alpha)ab \otimes c \otimes \beta\gamma) + c_2(\varepsilon(\alpha)bc \otimes \alpha\beta) - \varepsilon(\beta\gamma)c_2(a \otimes b \otimes a)c = c_1(c_1(a \otimes b \otimes a)c \otimes \beta\gamma) - c_1(a \otimes c_1(b \otimes c \otimes \gamma) \otimes \alpha\beta)$$

This suggests the construction of a cohomology theory that describes the obstruction to extending a family of products $M$ that is associative $mod t^n$ to a family of products that is associative $mod t^{n+1}$.

3.2. Secondary Cohomology of a Triple $(A, B, \varepsilon)$. Let $A$ be an associative $k$-algebra, $B$ a commutative $k$-algebra, $\varepsilon : B \rightarrow A$ a morphism of $k$-algebras such that $\varepsilon(B) \subset Z(A)$, and $M$ an $A$-bimodule. Let

$$C^n((A, B, \varepsilon); M) = \text{Hom}_k(A \otimes A \otimes \cdots \otimes A, M),$$

we need to define

$$\delta^n : C^n((A, B, \varepsilon); M) \rightarrow C^{n+1}((A, B, \varepsilon); M).$$
It is convenient to think about an element from $A^\otimes(n+1) \otimes B^\otimes\frac{n(n+1)}{2}$ using the following matrix representation:

$$
\left(\begin{array}{ccccccc}
  a_0 & b_{0,1} & b_{0,2} & \cdots & b_{0,n-2} & b_{0,n-1} & b_{0,n} \\
  1 & a_1 & b_{1,2} & \cdots & b_{1,n-2} & b_{1,n-1} & b_{1,n} \\
  1 & 1 & a_2 & \cdots & b_{2,n-2} & b_{2,n-1} & b_{2,n} \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
  1 & 1 & 1 & \cdots & 1 & a_{n-1} & b_{n-1,n} \\
  1 & 1 & 1 & \cdots & 1 & 1 & a_n
\end{array}\right),
$$

where $a_i \in A$ and $b_{i,j} \in B$. Take $f \in C^n((A,B,\varepsilon); M)$, we define:

$$\delta_n^\varepsilon(f) = \left(\begin{array}{ccccccc}
  a_0 & b_{0,1} & b_{0,2} & \cdots & b_{0,n-2} & b_{0,n-1} & b_{0,n} \\
  1 & a_1 & b_{1,2} & \cdots & b_{1,n-2} & b_{1,n-1} & b_{1,n} \\
  1 & 1 & a_2 & \cdots & b_{2,n-2} & b_{2,n-1} & b_{2,n} \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
  1 & 1 & 1 & \cdots & 1 & a_{n-1} & b_{n-1,n} \\
  1 & 1 & 1 & \cdots & 1 & 1 & a_n
\end{array}\right) - \left(\begin{array}{ccccccc}
  a_0 & b_{0,1} & b_{0,2} & \cdots & b_{0,n-2} & b_{0,n-1} & b_{0,n} \\
  1 & a_1 & b_{1,2} & \cdots & b_{1,n-2} & b_{1,n-1} & b_{1,n} \\
  1 & 1 & a_2 & \cdots & b_{2,n-2} & b_{2,n-1} & b_{2,n} \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
  1 & 1 & 1 & \cdots & 1 & a_{n-1} & b_{n-1,n} \\
  1 & 1 & 1 & \cdots & 1 & 1 & a_n
\end{array}\right) + \left(\begin{array}{ccccccc}
  a_0 & b_{0,1} & b_{0,2} & \cdots & b_{0,n-2} & b_{0,n-1} & b_{0,n} \\
  1 & a_1 & b_{1,2} & \cdots & b_{1,n-2} & b_{1,n-1} & b_{1,n} \\
  1 & 1 & a_2 & \cdots & b_{2,n-2} & b_{2,n-1} & b_{2,n} \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
  1 & 1 & 1 & \cdots & 1 & a_{n-1} & b_{n-1,n} \\
  1 & 1 & 1 & \cdots & 1 & 1 & a_n
\end{array}\right) - \left(\begin{array}{ccccccc}
  a_0 & b_{0,1} & b_{0,2} & \cdots & b_{0,n-2} & b_{0,n-1} & b_{0,n} \\
  1 & a_1 & b_{1,2} & \cdots & b_{1,n-2} & b_{1,n-1} & b_{1,n} \\
  1 & 1 & a_2 & \cdots & b_{2,n-2} & b_{2,n-1} & b_{2,n} \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
  1 & 1 & 1 & \cdots & 1 & a_{n-1} & b_{n-1,n} \\
  1 & 1 & 1 & \cdots & 1 & 1 & a_n
\end{array}\right) + \cdots + \left(\begin{array}{ccccccc}
  a_0 & b_{0,1} & \cdots & b_{0,i-1} & b_{0,i} & b_{0,n-1} & b_{0,n} \\
  1 & a_1 & \cdots & b_{1,i-1} & b_{1,i} & b_{1,n-1} & b_{1,n} \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
  1 & 1 & \cdots & b_{i-1,i} & a_{i-1} & b_{i-1,n} & b_{i-1,n} \\
  1 & 1 & \cdots & 1 & a_n & b_{n-1,n} & b_{n,n} \\
  1 & 1 & \cdots & 1 & 1 & a_n
\end{array}\right)
If \( f \) is the result of evaluating the expression \( H \) for the next section.

Mnemonic rule can be used with the extra convention that \( b \) in the \( i \)-th column consists of 1 with coefficients in \( M \).

Remark 3.1. If \( n = 2 \) and \( f \in C^2((A, B, \varepsilon); M) \) we have

\[
\delta^2_2(f) = \left( \begin{array}{c} \alpha \\ 1 \\ 1 \\ 1 \\ \varepsilon \\ a_n \end{array} \right) = \left( \begin{array}{ccc} a_0 & b_{0,1} & 0 \\ 1 & a_1 & b_{1,1} \\ 0 & 0 & b_{0,2} \\ 1 & 0 & a_2 \\ 0 & 1 & \varepsilon \\ 0 & 1 & a_n \end{array} \right) = \left( \begin{array}{c} \alpha \\ 1 \\ 1 \\ 1 \\ \varepsilon \\ a_n \end{array} \right) = \left( \begin{array}{c} a_0 \\ b_{0,1} \\ b_{0,2} \\ 1 \\ a_1 \\ b_{1,1} \end{array} \right).
\]

Remark 3.2. Notice that \( \delta^i_n \) consists of \( n+2 \) terms. For \( 2 \leq i \leq n+1 \), the \( i \)-th term of that sum is the result of evaluating \( f \) on the tensor matrix that is obtained by multiplying the entries in the \( i \)-th row (respectively \( i \)-th column) with the entries in the \((i-1)\)-st row (respectively \((i-1)\)-st column). If we think that the 0-th row and the \( n+1 \)-st column consists of \( 1 \otimes_A 1 \otimes_A \cdots \otimes_A 1 \in A \otimes_A A \otimes_A \cdots \otimes_A A \), then a similar mnemonic rule can be used with the extra convention that \( b \cdot 1 = \varepsilon(b) \in Z(A) \).

Proposition 3.1. \( (C^n((A, B, \varepsilon); M), \delta^i_n) \) is a complex (i.e. \( \delta^i_{n+1} \delta^i_n = 0 \)). We denote its homology by \( H^n((A, B, \varepsilon); M) \) and we call it the secondary cohomology of the triple \((A, B, \varepsilon)\) with coefficients in \( M \).

Proof. It follows from Remark 3.2 from above; see also the discussion from the next section.
Example 3.3. When $B = k$ and $\varepsilon : k \to A$ we have that $H^n((A, k, \varepsilon); M)$ is the usual Hochschild Cohomology.

Example 3.4. Let $G$ be a group, $H$ an abelian group, and $K$ a $G$-module. Take $A = k[\!\!\!\!G\!\!\!\!]$, $B = k[\!\!\!\!H\!\!\!\!]$, $\varepsilon : B \to A$ determined by $\varepsilon(\alpha) = 1$ for all $\alpha \in H$, and $M = k[\!\!\!\!K\!\!\!\!]$. One can see that $H^n((A, B, \varepsilon); M)$ is the ”linearization” of the secondary cohomology introduced in [S1].

Theorem 3.5. Let $A$ be a $k$-algebra, $B$ a commutative $k$-algebra, $\varepsilon : B \to A$ a morphism of $k$-algebras such that $\varepsilon(B) \subseteq Z(A)$. Suppose that for all $n \geq 1$ we $c_n : A \otimes A \otimes B \to A$ $k$-linear maps. We consider a family of products $M = \{m_{\alpha, t}\}_{\alpha \in B}$ where $m_{\alpha, t}(a \otimes b) = \varepsilon(\alpha)ab + c_1(a \otimes b \otimes \alpha)t^1 + c_2(a \otimes b \otimes \alpha)t^2 + c_3(a \otimes b \otimes \alpha)t^3 + ...$

i) The family $M$ is associative mod $t^2$ if and only if $c_1 \in Z^2((A, B, \varepsilon); A)$.

Moreover $c_1 \in H^2((A, B, \varepsilon); A)$ is determined by the isomorphism class of $M$.

ii) Suppose that $M$ is associative mod $t^{n+1}$, then $M$ can be extended to a family of products that is associative mod $t^{n+2}$ if and only if $c_1 \varepsilon c_n + c_2 \varepsilon c_{n-1} + ... + c_n \varepsilon c_1 = 0 \in H^3((A, B, \varepsilon); A)$.

Proof. The proof follows from the above discussion and standard arguments for any deformation theory. We will only give details for the fact that the class of $c_1 \in H^2((A, B, \varepsilon); A)$ is determined by the isomorphism class of $M$.

Consider two families of products $\{m^e_{\alpha, t}\}_{\alpha \in B}$ and $\{m^d_{\alpha, t}\}_{\alpha \in B}$ on $A[[t]]$, $m^e_{\alpha, t}(a \otimes b) = \varepsilon(\alpha)ab + c_1(a \otimes b \otimes \alpha)t^1 + ...$ and $m^d_{\alpha, t}(a \otimes b) = \varepsilon(\alpha)ab + d_1(a \otimes b \otimes \alpha)t^1 + ...$ Suppose that we have $f : A[[t]] \otimes A[[t]]$, $f(a) = a + f_1(a)t + f_2(a)t^2 + ...$ an isomorphism, such that $m^d_{\alpha, t}(f(a) \otimes f(b)) = f(m^e_{\alpha, t}(a \otimes b))$. If we want this identity to be true mod $t^2$ we get the identity:

\[ \varepsilon(\alpha)ab + d_1(a \otimes b \otimes \alpha)t + \varepsilon(\alpha)f_1(b)t + \varepsilon(\alpha)f_1(a)b + O(t^2) = \varepsilon(\alpha)ab + f(\varepsilon(\alpha)ab)t + c_1(a \otimes b \otimes \alpha)t + O(t^2). \]

This is equivalent to

\[ \varepsilon(\alpha)f_1(b) - f(\varepsilon(\alpha)ab) + \varepsilon(\alpha)f_1(a)b = c_1(a \otimes b \otimes \alpha) - d_1(a \otimes b \otimes \alpha) \]

or

\[ c_1 - d_1 = \delta_1(f_1) \]

And so, $c_1$ and $d_1$ have the same class in $H^2((A, B, \varepsilon); A)$. □

Remark 3.6. If $(A[[t]], m_{1, t})$ admits a unit $1 \in A[[t]]$ then it follows from Proposition [24] that $(A[[t]], m_{1, t})$ is a $B$-algebra with the map $\pi : B \to A[[t]]$, $\pi(\alpha) = m_{\alpha}(1 \otimes 1)$.

Remark 3.7. There is a trivial way of getting an $B$-algebra structure on $A[[t]]$. More precisely, if $c_i : A \otimes A \to A$ have the property $c_i(a \otimes 1) = c_i(1 \otimes a) = 0$ for all $i \geq 1$ and $c_i$ are $B$-linear, then there exists a natural inclusion $B \to A[[t]]$ which gives a $B$-algebra structure on $A[[t]]$. This corresponds to $\tilde{c}_i : A \otimes A \otimes B \to A$, $\tilde{c}_i(a \otimes b \otimes \alpha) = \varepsilon(\alpha)c_i(a \otimes b)$. 
Remark 3.8. There is a natural map \( r : H^n(A, B, \varepsilon; M) \to H^n(A, M) \). When \( n = 2 \) and \( n = 3 \) this map corresponds to forgetting the \( B \)-algebra structure on \( A[[t]] \).

4. The Second Cyclic Module of a Commutative Algebra

In this section \( B \) is a commutative \( k \)-algebra and \( \varepsilon : B \to k \) is a morphism of \( k \)-algebras.

When we want to define a cyclic map \( \tau_n \) on the \( k \)-module \( B^{\otimes n_1+1} \), the main problem is that we do not have enough components to get a cyclic action. That is because there is no natural action of the cyclic group \( C_{n+1} \) on the index set \( \{(u,v) \mid 0 \leq u < v \leq n-1\} \). To fix this problem we have to find a set that contains the above index set, and admits a natural action of the cyclic group \( C_{n+1} \). Let \( \tau_n : \{0,1,...,n\} \to \{0,1,...,n\} \) defined by \( \tau_n(i) = i + 1 \) (with the convention that \( \tau(n) = n + 1 = 0 \)).

We take \( I_n = \{(u,v) \mid 0 \leq u,v \leq n, u \neq v, u \neq v-1\} \). One can see that we have an action of the cyclic group \( C_{n+1} \) on \( I_n \) given by

\[
(u,v) \mapsto (\tau_n(u), \tau_n(v)).
\]

We define

\[ K_n = B^{\otimes I_n}. \]

Just like in the previous section, the best way to see an element of \( K_n \) is to think about it as a \((n+1) \times (n+1)\) tensor matrix for which certain entries are 1, more exactly we will take \( b_{i,i} = 1 \) and \( b_{\tau_n(i),i} = 1 \).

\[
\bigotimes_{(u,v) \in I_n} \begin{pmatrix}
1 & b_{0,1} & b_{0,2} & b_{0,3} & \ldots & b_{0,n-2} & b_{0,n-1} & 1 \\
1 & 1 & b_{1,2} & b_{1,3} & \ldots & b_{1,n-2} & b_{1,n-1} & b_{1,n} \\
1 & 1 & 1 & b_{2,3} & \ldots & b_{2,n-2} & b_{2,n-1} & b_{2,n} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
1 & 1 & 1 & 1 & b_{n-1,n} \\
1 & b_{n,0} & b_{n,1} & b_{n,2} & b_{n,3} & \ldots & b_{n,n-2} & 1
\end{pmatrix}
\]

As one can easily see there are \( n^2 - 1 \) nontrivial entries in this tensor matrix. Notice that we put 1 on the trivial entries and not 0 since the matrix represents a tensor. However, we point out that this 1 is not the identity of \( B \), but rather a generator of the \( B \)-module \( n \), where \( k \) is an \( B \)-module with \( b \cdot 1 = \varepsilon(b)1 \).

First define the action of the cyclic group \( C_{n+1} \) \( \tau_n : K_n \to K_n \)

\[
\tau_n(\bigotimes_{(u,v) \in I_n} b_{u,v}) = \otimes_{(u,v) \in I_n} b_{\tau_n(u),\tau_n(v)}
\]

It is easy to see that in the tensor-matrix notation this corresponds to shifting simultaneously the rows and columns with one unit (the last row and last column become the first row respectively first column). For obvious reasons one has \( \tau_n^{n+1} = id \).

Next define \( \partial_n : K_n \to K_{n-1} \)

\[
\partial_n(\bigotimes_{(u,v) \in I_n} b_{u,v}) = \varepsilon(b_{n-1,n}b_{n,n-2}b_{0,n-1}) \bigotimes_{(u,v) \in I_{n-1}} d_{u,v}
\]
where

\[
d_{u,v} = \begin{cases} 
    b_{u,v} & \text{if } u \neq n - 1 \text{ and } v \neq n - 1 \\
    b_{u,n-1}b_{n,n} & \text{if } v = n - 1 \\
    b_{n-1,u}b_{n,v} & \text{if } u = n - 1
\end{cases}
\]

or in the tensor matrix form

\[
\partial_n \left( \begin{pmatrix}
1 & b_{0,1} & b_{0,2} & \ldots & b_{0,n-2} & b_{0,n-1} & 1 \\
1 & 1 & b_{1,2} & \ldots & b_{1,n-2} & b_{1,n-1} & b_{1,n} \\
b_{2,0} & 1 & 1 & \ldots & b_{2,n-1} & b_{2,n-2} & b_{2,n} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
b_{n-1,0} & b_{n-1,1} & b_{n-1,2} & \ldots & 1 & 1 & b_{n-1,n} \\
b_{n,0} & b_{n,1} & b_{n,2} & \ldots & b_{n,n-2} & 1 & 1
\end{pmatrix} \right) = 
\]

\[
\left( \begin{pmatrix}
1 & b_{0,1} & b_{0,2} & \ldots & b_{0,n-2} & \varepsilon(b_{0,n-1}) \\
1 & 1 & b_{1,2} & \ldots & b_{1,n-2} & b_{1,n-1}b_{1,n} \\
b_{2,0} & 1 & 1 & \ldots & b_{2,n-1} & b_{2,n-2}b_{2,n} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
b_{n-2,0} & b_{n-2,1} & b_{n-2,2} & \ldots & 1 & b_{n-2,n-1}b_{n-2,n} \\
b_{n-1,0}b_{n,0} & b_{n-1,1}b_{n,1} & b_{n-1,2}b_{n,2} & \ldots & \varepsilon(b_{n,n-2}) & \varepsilon(b_{n-1,n}) \\
b_{n,0} & b_{n,1} & b_{n,2} & \ldots & b_{n,n-2} & 1 & 1
\end{pmatrix} \right)
\]

In the tensor matrix notation \( \partial_n \) corresponds to collapsing simultaneously the \( n \)-th row and \( n \)-th column in the \( (n-1) \)-st row and \( (n-1) \)-st column. Here we use the convention that the product between \( b \in B \) and \( 1 \in k \) is \( \varepsilon(b)1 \in k \).

Also we define \( s_n : K_n \rightarrow K_{n+1} \)

\[
s_n \left( \bigotimes_{(u,v) \in I_n} b_{u,v} \right) = \bigotimes_{(u,v) \in I_{n+1}} c_{u,v}
\]

where

\[
c_{u,v} = \begin{cases} 
    b_{u,v} & \text{if } u \neq n + 1 \text{ and } v \neq n + 1 \\
    1 & \text{if } u = n + 1 \text{ or } v = n + 1
\end{cases}
\]

or in the tensor matrix form

\[
s_n \left( \bigotimes \begin{pmatrix}
1 & b_{0,1} & b_{0,2} & \ldots & b_{0,n-2} & b_{0,n-1} & 1 \\
1 & 1 & b_{1,2} & \ldots & b_{1,n-2} & b_{1,n-1} & b_{1,n} \\
b_{2,0} & 1 & 1 & \ldots & b_{2,n-1} & b_{2,n-2} & b_{2,n} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
b_{n-1,0} & b_{n-1,1} & b_{n-1,2} & \ldots & 1 & 1 & b_{n-1,n} \\
b_{n,0} & b_{n,1} & b_{n,2} & \ldots & b_{n,n-2} & 1 & 1
\end{pmatrix} \right) = 
\]

\[
\left( \begin{pmatrix}
1 & b_{0,1} & b_{0,2} & \ldots & b_{0,n-2} & b_{0,n-1} & 1 \\
1 & 1 & b_{1,2} & \ldots & b_{1,n-2} & b_{1,n-1} & b_{1,n} \\
b_{2,0} & 1 & 1 & \ldots & b_{2,n-1} & b_{2,n-2} & b_{2,n} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
b_{n-1,0} & b_{n-1,1} & b_{n-1,2} & \ldots & 1 & 1 & b_{n-1,n} \\
b_{n,0} & b_{n,1} & b_{n,2} & \ldots & b_{n,n-2} & 1 & 1 \\
1 & 1 & 1 & \ldots & 1 & 1 & 1
\end{pmatrix} \right)
\]

In the tensor matrix notation \( s_n \) corresponds to adding one more row and one more column of 1. More precisely the elements from the position \( (n+1, n) \),
(n + 1, n + 1) and (0, n + 1) are 1 ∈ k while the rest are 1 ∈ B. Next we define
\[ \partial_i : K_n \to K_{n-1} \text { and } s_i : K_n \to K_{n+1} \]
(4.1)
\[ \partial_i = \tau_{n-i} \delta_{n} \tau_{n-i} \]
(4.2)
\[ s_i = \tau_{n+i} \delta_{n} \tau_{n-i} \]
One can see that in the tensor matrix notation \( \partial_i \) correspond to collapsing simultaneously the \( i \)-th row (respectively \( i \)-th column) into the \( i-1 \)-st row (respectively \( i-1 \)-st column). Also \( s_i \) consist of inserting a row and a column of 1 after \( i \)-th row, respectively \( i \)-th column. Using these interpretations, it is easy to show that
\[ \partial_i \partial_j = \partial_{j-1} \partial_i \text{ if } i < j \]
\[ s_i s_j = s_j s_i \text{ if } i \leq j, \]
and
\[ \partial_i s_j = \begin{cases} s_{j-1} \partial_i & \text{if } i < j \\ id_{K_n} & \text{if } i = j \text{ or } i = j + 1 \\ s_j \delta_{i-1} & \text{if } i > j + 1. \end{cases} \]
Finally, using 4.1 and 4.2 we get
\[ \partial_i \tau_n = \tau_{n-i} \partial_{i-1} \]
\[ s_i \tau_n = \tau_{n+i} \partial_{i-1}. \]

**Theorem 4.1.** \( 2K(B) = (B \otimes (n^2-1), \partial_i, s_i \tau_n) \) is a cyclic \( k \)-module.

**Proof.** It follows from the above discussion. \( \square \)

**Remark 4.2.** One can use a similar idea to construct a cyclic module associated to a triple \( (A, B, \varepsilon) \) as in previous section. In that situation we need to define
\[ 2K(A, B, \varepsilon)_n = A \otimes (n+1) \otimes B \otimes (n^2-1). \]
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