Abstract—Online and offline analytics have been traditionally treated separately in software architecture design, and there is no existing general architecture that can support both. Our objective is to go beyond and introduce a scalable and maintainable architecture for performing online as well as offline analysis of streaming data.

In this paper, we propose a 7-layered architecture utilising microservices, publish-subscribe pattern, and persistent storage. The architecture ensures high cohesion, low coupling, and asynchronous communication between the layers, thus yielding a scalable and maintainable solution.

This design can help practitioners to engage their online and offline use cases in one single architecture, and also is of interest to academics, as it is a building block for a general architecture supporting data analysis.

I. INTRODUCTION

With the advance of technology and rapid increase of Internet of Things [2] devices in our daily life, we are seeing a growing market of streaming analytic [1]. The types of analysis of streaming data vary depending on an application, but they can be grouped into two major categories: online and offline.

Not every use case needs all the incoming data; rather they are looking for a particular event to occur. Therefore, only a relevant subset of data should be delivered to a program dealing with a particular use case. In this paper, our goal is to introduce a layered architecture that 1) takes heterogeneous streaming data from various sources as input, 2) identifies a subset of these data relevant to our business use cases, and 3) performs analysis of the data to satisfy these use cases.

The architecture consists of a combination of 1) microservices [10], 2) instances of the publish-subscribe pattern [4], spread over multiple layers, and 3) persistent storage.

Conceptually, our architecture is based on data-flow architectural style [12, sec. 13.3.1], adapted to modern distributed (Cloud) systems. Microservices act as filters and publish-subscribe pattern provides mechanism for piping the data between the filters. When the size of a data record — to be passed in a message to an instance of the publish-subscribe pattern — is small, we can attach the data record directly to the message. However, if the record is large, its size may exceed the maximum allowable size of the message’s “payload”. In this case, we need to save the record in a persistent storage. The message would contain a pointer to the data record in the persistent storage rather than the record itself. This extends our previous work on handling streaming online workloads with small payload [7].

To the best of our knowledge, at present, there exists no literature on a generic framework that can handle different use cases for streaming analytics (even though streaming libraries are evolving for the last 15 years [3]), hence our focus on closing this gap. We provide a summary of related but complementary works below.

The idea of using microservices for processing streaming data is not new: multiple architectures were created for processing streaming data for specific use cases [5], [18], [9], [11]. All the micro-services in these architectures reside in a single layer. This approach works well for individual use cases. However, for large enterprises (where different interrelated use cases have to be handled simultaneously), it is important to partition business logic into multiple layers. Otherwise, dependencies between different microservices become cluttered, making maintenance and evolution complicated.

Our architecture tackles this issue by separating microservices into different layers. In the context of this paper, a layer is defined as a group of entities (either microservices or publish-subscribe topics) implementing similar business logic (e.g., converting or splitting the data). Our analysis shows that the 7-layered architecture gives good cohesion and coupling, which improves maintainability, testability, and evolvability of a software product (see Section II-D for details).

A number of specialised frameworks were created for offline processing of data, e.g., [16], [15], [13]. However, none of them are suited for processing streaming data. A process of transforming relational queries to customised distributed continuous query processing to provide streaming nature to a traditional database based application has been suggested in [20]. Microservices and publish-subscribe pattern were used [19] to analyse video streams; however, no generalisation of the approach was performed. A number of approaches also exist for speeding up extract-transform-load process (e.g., [6], [17]), but they are not designed to handle full analytics pipeline. Formal language was introduced [14] to optimise processing of streaming data, however the optimisation happens at the microservice/function level.

An inquisitive reader might wonder: why we cannot simply adopt a classic data-centered architectural style [12, sec. 13.3.1], given that we already have persistent storage in place? Unfortunately, the complex relations between the data feeds make maintainability and scalability of such solution burdensome.
II. Architectures

Business use cases dealing with analysis may vary, ranging from sentiment analysis of a product, to supply chain analysis, to prediction of a future stock price. Thus, the output from the models may vary, ranging from business intelligence report (e.g., identifying potential cases to improve a business), to automated notification to a warehouse (e.g., telling when to replenish the stock), to an order to a trading platform (e.g., directing to buy or sell a stock).

The primary objectives of the design are 1) to ensure a microservice does not have to process non relevant data 2) to ensure data are re-playable to avoid any data loss in case of failure in a component, and 3) to ensure isolation of components, hence easily pluggable. These design objectives bring a good impact on throughputs and latency. Moreover, isolation eases the maintenance and regression testing efforts.

Formally, the number of layers in our architecture can be summarised using the formula \(2n+1\). Odd layers perform data transformation, while even layers serve as a communication mechanism. That is, \(i\)-th layer will pass messages from \(i-1\) layer to \(i+1\) layer. We consider cases \(n = 0, 3\) below. To preserve space, we give detailed description only of the \(n = 3\) case and a cursory one of the \(n = 0\) case.

A. 1-layered architecture \((n = 0)\)

This case represents 1-layered architecture where no communication channel is used. For each analytics model, there will be only one microservice performing data extraction, transformation, aggregation, and analysis.

This solution works better than a single monolith containing code of all models. The 1-layered architecture ensures scalability of each model individually and makes the code more comprehensible. In the case of failure of one microservice, the others can still be functional. However, this architecture leads to computational overhead as the microservices have to duplicate data extraction efforts.

B. 7-layered architecture \((n = 3)\)

To improve coupling and cohesion, we factor out (into separate layers) logic related to core data extraction, transformation, and analysis activities, namely, converting, splitting, aggregating, and modelling. The layers communicate with each other via an instance of publish-subscribe pattern for online data analysis. This is also acceptable for offline data analysis, if the data size is smaller than the maximum length constraint of publish-subscribe message or no historical data are needed. Otherwise, we have to resort to the persistent storage for data transmission between layers, while publish-subscribe service is used for asynchronous notifications. A diagram of the 7-layered architecture is given in Fig. 1. Details are provided below.

1) Persistent Storage: If the data records are small, then we can pass the records between layers in publish-subscribe messages, bypassing the persistent storage.

However, if the records are large or if we need to preserve them for future analysis (as was discussed in Section I), then \(i\)-th microservice layer may store the data in the persistent storage, publish a message (with the pointer to the data in the persistent storage) to the publish-subscribe layer \(i+1\), so that the layer \(i+2\) would be able to access the data record.

For example, a microservice in the third layer will save processed data to persistent storage and then emit a message to the fourth layer with the pointer to the stored data. A microservices in the fifth layer will be able to read the message, follow the pointer, and access the data in persistent storage for further processing.

The persistent storage may also be used to preserve configuration files of microservices, calibrated models, etc.

2) Converter: The first layer listens to \(L\) data streams/feeds, converts the data to universal format, and publishes the data to topics maintained by the second layer. The second layer implements publish-subscribe pattern and hosts \(L\) topics, working as a communication channel between the first and the third layer. There is a 1-to-1 relation between microservices in layer 1 and topics in layer 2.

3) Splitter: \(L\) microservices in the third layer listen to \(L\) topics of the second layer. There is a 1-to-1 mapping between topics of the second layer and microservices of the third layer. Each microservice applies business logic on a received data, categorises the data, and publishes them to one or more topics of the fourth layer. Those data that do not relate to any topic are discarded. Thus, there is a 1-to-many relation between microservices in the third layer and topics in the fourth layer. As is the case with the Converter, if the data are big, then we store the data in the persistent storage and publish notifications, with the pointer to the data, to topic(s) of the fourth layer (rather than publishing the data directly).

The fourth layer implements publish-subscribe pattern, hosting \(X\) topics, and works as a data transmission channel between the third and the fifth layers. The actual value of \(X\) is typically independent of the number of input streams and models and is dictated by the nature of use cases and the data.

4) Aggregator: The logic specifying a list of topics of interest for a given analytic model resides in the fifth layer. Microservices in this layer will listen to one or more topics in the fourth layer, receiving messages with the data (or pointers to the data) or notifications to start data aggregation (for offline processing).

A microservice in this layer may implement different triggers to send the data (or pointers to the data if the data are big) to a model in layer 7 (via a topic in layer 6). For example, it can relay every received message instantaneously to the model. Another example is to wait for a notification message telling the microservice that we reached a point in time specified by service level agreement and that it is time to start gathering available data. Yet another example is to wait for all the required types of data to be received (as specified by business logic) and then pass these data to the model.

There is one microservice per analytic model. The total number of models is denoted by \(N\). Thus, there will be \(N\) microservices in this layer. There is a many-to-many relation...
between the topics in the fourth layer and the microservices in the fifth layer.

The sixth layer implements publish-subscribe pattern, one topic per model, hence \( N \) topics, and works as a data transmission channel between layers 5 and 7. There is a 1-to-1 relation between microservices in layer 5 and topics in layer 6, as well as between topics in layer 6 and microservices in layer 7.

5) **Modeller**: The seventh layer implements \( N \) analytic models, one microservice per model, consumes the data (or pointers to the data) from the relevant topics in the sixth layer, and executes the model. A model may also use persistent storage to read model’s configuration and update model’s state.

C. Analysis of complexity

Computational complexity for both architectures is \( O(MN) \), where \( M \) represents total number of messages in all input feeds and \( N \) – the number of analytic models. A complete analysis comparing 1- and 7-layered architecture can be accessed in the supplementary materials [8].

The key factor of performance for 7-layered architecture is the message duplication by microservices of layer 3 into topics of layer 4. In the worst-case scenario, every message is published to every topic, setting the total number of messages in layer 4 \( \gamma = MX \). However, a number of messages that are relevant to every topic is very small, thus, such scenario is not likely.

For the same relevancy reason, large number of messages from input feeds get filtered out, leading to further decrease of \( \gamma \). Thus, formally \( \gamma = \omega \delta \), where \( \omega \in [0, X] \) is the average number of posts per message that do not get discarded, and \( \delta \in [0, 1] \) is the fraction of the messages that are not discarded (on average).

We answer the question of when the 7-layered architecture produces results faster than the 1-layered one, by exploring under which conditions \( T^1 > T^7 \) holds (for the worst-case scenario) in [8]. The analysis shows that the inequality holds when

\[
\omega \delta < (cN - c_1 - c_2 - c_3) / (c_5 N + c_6 N + c_4),
\]

where \( c \) is the highest cost of processing a message in the 1-layered architecture and \( c_i \) is the highest cost of performing an operation in the \( i \)-th layer of the 7-layered architecture\(^1\).

Given that \( c \) is the cost of extracting, transforming and filtering data,

\[
c \leq c_1 + c_3 + c_5.
\]

This fact, in a limit as \( N \to \infty \), simplifies Eq. 1 to

\[
\omega \delta < (c_1 + c_3 + c_5) / (c_5 + c_6).
\]

This gives us an estimate of the maximum value of \( \omega \delta \) when 7-layered architecture will be faster than 1-layered one for a large value of \( N \).

Fig. 2 suggests that we reach these limiting values for a relatively small \( N \); when \( N = 100 \), \( \omega \delta \approx 1.48 \) for the former and \( \omega \delta \approx 3.3 \) for the latter case. That is Eq. 3 can serve as an upper bound approximation for Eq. 1 for a large \( N \).

The actual values of \( c_i \)'s would vary depending on the business use cases; thus, one has to recompute Eq. 1 and/or Eq. 3.

D. Discussion

This architecture provides all the benefits of microservices and asynchronous communication (via publish-subscribe software). On top of that, it has each particular data extraction

\(^1\) Note that cost of reading and writing to persistent storage is included in \( c \), \( c_1 \), \( c_3 \), \( c_5 \), and \( c_7 \).
and transformation feature residing in its own layer. This leads to increase of cohesion and decrease of coupling of the layers. This also improves code comprehensibility (as the amount of code per microservice decreases), leading to higher maintainability.

High cohesion and low coupling have positive impact on operational maintenance. Cohesive code and decoupled logic help in speeding up operational activities, such as root cause analysis of failures and deployment of services.

In order to evolve a product (by adding new features) while keeping it robust, one requires to perform thorough functional and regression testing. In this architecture, the usage of microservices and isolation of logic by layer lead to smaller code base per component (microservice). This improves testability of the product, hence the cost optimisation.

To quantify the savings for our architecture, we performed complexity analysis in Section II-C. A monolith application has to process all the data, filtering them for different use cases. Our solution is layer-based: data are flowing from one layer to another and are funneled to bring required subset of data to a particular microservice, reducing in some cases the amount of computations.

III. CONCLUSION AND FUTURE WORK

Our proposed architecture yields increased scalability and maintainability by ensuring low coupling and high cohesion of the solution. The formulas derived from formal worst-case scenario analysis convey when the 7-layered architecture is more applicable to a business use case than the 1-layered one (from computational perspective). This approach may be useful for practitioners to implement a scalable and maintainable architecture that avails their stream data for online and offline analysis. Furthermore, it is of interest to academics as a building block for a general architecture for data processing. In the future, we plan to explore applicability of this architecture to domains outside of streaming analytics realm.
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