Assessing aesthetics of generated abstract images using correlation structure
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Abstract—Can we generate abstract aesthetic images without bias from natural or human selected image corpora? Are aesthetic images singled out in their correlation functions? In this paper we give answers to these and more questions. We generate images using compositional pattern-producing networks with random weights and varying architecture. We demonstrate that even with the randomly selected weights the correlation functions remain largely determined by the network architecture.

In a controlled experiment, human subjects picked aesthetic images out of a large dataset of all generated images. Statistical analysis reveals that the correlation function is indeed different for aesthetic images.
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I. INTRODUCTION

We all marvel at the aesthetic beauty of natural landscapes, the statistics of these images shapes our understanding of beauty. To which extent different statistical measures of the image affect the perception of beauty remains a big question. Photographs of the real world or figurative art mixes the interpretation of the objects and the narrative of the image with one’s aesthetic perception. Investigating how generated abstract images are perceived by human observers allows one to uncover the underlying principles.

Natural images follow universal statistical characteristics manifested by specific scaling in the power-spectrum and in the two-point correlations [1]. However, even after two-point correlations are removed, natural images remain recognizable due to higher order relations [2]. Still, two-point correlations affect our perception both in natural and artificial images. Here we aim to understand, on the one side, to which extent such correlations relate to aesthetic attractiveness of images and on the other side, how specific features of artificial neural networks can be used to generate specific statistics of correlations.

The automatic generation of images is typically designed to mimic real scenes, e.g. by attempting to represent the probability density of a large set of images using deep networks and variational inference (Variational Autoencoder [3]) or by adversarial training (Generative Adversarial Nets [4]). However, for answering our questions, images generated in this way are not suitable, as they do not allow to disentangle the effects of correlation statistics and concrete object interpretations.

Ideally, we need a way to generate abstract images without anchoring them on predefined examples.

Compositional Pattern-Producing Networks [5] (CPPNs) are capable of generating a large variety of images without being trained on a particular set of scenes. Images generated by specially trained/evolved CPPNs [6] were shown to be identified as natural objects both by humans as well as deep neural networks [7] albeit being of abstract nature. On the other side, without training or evolutionary selection CPPNs simply transform and decorrelate highly correlated inputs. Interestingly, these neural network with random weights create structured outputs that vary significantly among architectures and hyper-parameters.

We investigate, how constraining the layout of CPPNs in terms of numbers of layers and number of neurons per layer shapes the output correlations. We demonstrate that the ensemble of such networks can generate the breadth of correlation structures similar to the ones observed over different types of natural images. We assess the attractiveness of the generated images to human subjects and evaluate how it is connected with the statistics of two-point correlations.
II. Methods

A. Generating images with CPPNs

We use Compositional Pattern-Producing Networks (CPPNs) with random weights to generate images of size 512 pixels by 512 pixels. The architecture is illustrated in Fig. 1. To explore a variety of image styles, the architectures of the CPPNs are varied. To allow for a controlled generation of architectures we parametrize different aspects with five hyper-parameters. $L \in \{3, 5, 10\}$ is the parameter defining the total number of layers in the architecture and $N \in \{100, 250, 500\}$ is the total number of neurons, see also Fig. 1.

An initial trial-and-error search suggested that interesting results can be obtained by varying number of neurons in each layer. Thus, the following equation expresses the number of neurons $n(l)$ in layer $l$ as:

$$n(l) = C_N N e^{\alpha l / L} (\alpha + \sin(-\omega l)).$$  \hspace{1cm} (1)

$\mu \in \{-1, -0.5, -0.1, 0, 0.1, 0.5, 1\}$ is the decay rate parameter that specifies how the number of neurons decreases (or increases), $\omega \in \{-2, -1, -0.5, 0, 0.5, 1, 2\}$ is the frequency parameter that allows us to introduce bottlenecks to the architecture, $\alpha \in \{2, 5\}$ is a parameter that controls the strength of the oscillation terms, and $C_N$ is a normalizing factor that ensures the total number of neurons in the architecture is as close as possible to $N$ while making sure that no layers have less than 2 neurons (which often results in a simple, solid coloured image).

1) Network details: The layers are fully connected and each neuron also has a bias weight. Activation functions are hyperbolic tangents with cubed inputs ($f(z) = \tanh(z^3)$) in the hidden layers and a sigmoid for the output layer (for red, green, blue colour channels). Once a network architecture is defined, all weights are sampled from a normal distribution with mean 0 and standard deviation 1. An image is generated by feeding in each pixel independently in form of a $r \times r$ matrix of ones in layer $l$ where $l \in \{-1, 1\}$, $y \in \{-1, 1\}$ are the 2D coordinates (with $(0, 0)$ at the center) and $r = \sqrt{x^2 + y^2}$ is the radius.

Due to the multi-layer structure and random weights the network transforms the simple inputs and creates intricate images. To give an intuition, a particular network might give larger weights to the $r$ component initially, giving rise to images whose structures are more circular and symmetric. Further layers act to distort the image. Stronger weights give rise to noisier shapes and colours and smaller weights to simple colours and shapes which tend to be smoother.

2) Generated image database: We generated a large dataset of 35280 images, 40 images per 882 unique architectures. For each architecture configuration, 40 images are generated by changing the random number generator (RNG) seed. These seeds are then reused for different architecture configurations to allow for easier comparison.

B. Image analysis

In the following we detail the statistical tools and methods used to analyze both generated images as well as natural images. The main measure of choice is the spatial correlation function which we efficiently calculate using a convolution method.

In order to answer our research questions, we asked 45 human participants to select aesthetic images as detailed in Sec. II-B2. The correlation functions of these aesthetic images were then compared to both the full dataset and to more restricted architecture subsets. Furthermore, a set of natural images (photographs of nature, cities, animals, landscapes and the like) are compared to the CPPN-generated dataset based on their correlation function. To compute whether a certain set of images has a significantly different correlation function than another set, we are using a Welch’s test (similar to a t-test but for samples of varying size and variance).

1) Correlation function: To calculate the correlation function, the Pearson correlation coefficient Eq. 2 of each image is calculated as a function of pixel-wise distance using only the luminosity information (not taking into account colours). For example, for a distance of 1 pixel, all possible pixel pairs that have a distance of 1 would be put into the two vectors $X, Y$ where the Pearson correlation coefficient is calculated as:

$$\rho_{X,Y} = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sigma_X \sigma_Y} \frac{\sigma_X \sigma_Y}{\sqrt{E[X^2] - (E[X])^2} \sqrt{E[Y^2] - (E[Y])^2}}$$  \hspace{1cm} (2)

where $E[X]$ denotes the expectation of random variable $X$, $\mu_X = E[X]$ and $\sigma_X$ are the mean and the standard deviation of $X$. Note that the larger the distance the fewer pairs exist. Conceptually, we will use the correlation coefficients for a given distance, yielding a correlation function: distance vs. correlation coefficient for each image. In the remaining of this section we elaborate on how to make these computations efficient. Understanding this is not essential and might be skipped.

FFT-convolution methods can be employed to quickly calculate the terms in Eq. 3 without the need to extract pairs explicitly. In the simplest case, one can convolve an image with its horizontally and vertically flipped version (using python numpy syntax): convolve(image, image[:, ::-1]), to obtain a non-normalized version of a correlation coefficient. However, to obtain the Pearson correlation coefficient, normalization with respect to the number of pixels involved at each distance/angle, sample means and sample variances must also be computed as in the terms in Eq. 3. The number of pixels contributing to the correlation coefficient for a distance of $x$ and $y$ pixels horizontally and vertically is then given by $N(x, y) = \text{convolve}(I, I)$ where $I$ is a matrix of ones the same shape as the image. The sample means are defined as $\mu(x, y) = \text{convolve}(image, I) / N(x, y)$ where we also compute the flipped version and denote it as $\mu(-x, -y)$. If we let $\bar{a} = (x, y)$ then we can write the correlation coefficient as:
where \( i(\vec{p}) \) is luminescence of the image at position \( \vec{p} \). All terms can be calculated using convolution operations. The output of this method gives a matrix that is twice the resolution of the input image, however due to the symmetry in translations of \( a \) and \( -a \) we can just take the upper diagonal of this matrix, giving us \( (1024 \times 1024) - 1024)/2 = 523776 \) correlation coefficients per image. The correlation coefficients obtained now have both a distance and angle to which they correspond. Typically we average out the angle information yielding a single curve: distance vs. correlation coefficient.

2) Aesthetic selection: To identify ‘aesthetic’ images in the CPPN dataset we designed the following experiment. We consider subsets of 200 randomly sampled images, two per participant, one coloured and one transformed into grayscale. We recruited 45 participants, each shown a unique pair of set. Each participant had a maximum time of 10 minutes to go through one set of images (20 minutes total for both sets) where they are instructed to tag any image they deem aesthetic/beautiful/attractive (we gave no strict criteria to the participants inviting them to use the most appropriate synonym) using the “XnView” program [8]. No other criteria was prescribed. Participants could scroll through the set and edit the tags as much as they wanted up to the maximal time, or finish rating earlier.

1403 grayscale images were tagged as aesthetic (from the 9000 grayscale images presented), and 1314 colour images were tagged as aesthetic (again from the 9000 colour images presented). A selection of tagged images is presented in Fig. 7. We recruited 45 participants, each shown a unique pair of set. Each participant had a maximum time of 10 minutes to go through one set of images (20 minutes total for both sets) where they are instructed to tag any image they deem aesthetic/beautiful/attractive (we gave no strict criteria to the participants inviting them to use the most appropriate synonym) using the “XnView” program [8]. No other criteria was prescribed. Participants could scroll through the set and edit the tags as much as they wanted up to the maximal time, or finish rating earlier.

3) Natural images: To compare to natural images, we have chosen the McGill Calibrated Colour Image Database [9] and used the sets: Animals, Flowers, Foliage, LandWater, ManMade, and Snow. These images were scaled down so that their smallest dimension was 512 pixels, and center-cropped so that their final resolution was exactly 512 by 512 pixels.

4) Welch’s test: To answer whether the correlation functions for two different image sets are significantly different a one-sided Welch’s test was used. For presentation purposes we averaged correlation functions from images generated by the same architecture (see Fig. 5).

In the case of the aesthetic set we pool together all the 1403 (1314) of grayscale (coloured) images tagged by the participants. For the natural images, each category has anywhere from 150 up to 1112 images. The correlation functions are then binned into 512 distance bins such that the different orientations and discrete nature of the square images are coalesced. We use a Bonferroni correction for multiple comparison: the threshold of significance is divided by a factor proportional to the number of bins within our scope of interest. When comparing the full datasets these are the bins up to a distance of 300 and when comparing the architecture specific datasets these are the bins up to a distance of 100.

III. RESULTS

A. Influence of network architecture on image statistics

Using the architecture parametrization equation (Eq. 1) 882 unique architectures were defined and 40 images were generated per architecture for a total of 35280 images. Some architectures were found to produce images of similar quality and statistics while others were found to be comparatively unique in their outputs, see Fig. 7. Ultimately the parametrization prescribed in this paper allowed the CPPNs to generate a variety of patterns and forms (see Fig. 2 for examples). Images with many layers tend to have fractal-like patterns with sharp edges and boundaries, as if the images from an architecture with less layers have folded in on themselves multiple times. Images with more neurons tend to have smaller scale patterns and clusters, and are generally noisier. However, the distribution of neurons across the layers is found to be of vital importance as well. For example if progressive layers in a network had a growing number of neurons, the resulting images it generates tends to have much smoother and simpler shapes than an architecture with the same number of layers and total neurons but with more neurons in its initial layers and decreasing neurons in progressively deeper layers. The exponential growth/decay and periodic oscillation terms in the architecture parametrization Eq. 1 allow for the creation of a variety of patterns for the same number of layers and neurons.

The decay of spatial correlations can characterize the pres-
We investigate the spatial correlation of all CPPN images. We average correlations of all 40 images of each network architecture and then plot all of the correlation functions together, see Fig. 3. To understand how particular parameters used for the architecture generation impact the resulting correlations we colour-coded these correlation functions according to the number of layers (L) in their architectures. The clustering of the curves into colour-bands indicates that the number of layers is a dictating parameter. Larger numbers of layers generally result in faster correlation decays. However, the curves begin to overlap heavily in region between the fastest and slowest decaying curves. The second most important parameter appeared to be the total number of neurons (N). For any given number of layers L, larger N results in faster decaying correlation functions. For larger L there is larger separation between groups of curves for different N. However, even for the smallest L = 3 curves corresponding to the different N are well-clustered as can be seen in the inset of Fig. 3. The other parameters in our parametrization, (α, μ, ω) also played an important role in the quality of the images produced, however, when analyzing the ensemble of image correlations, they were found to not be as important in characterizing their respective ensemble correlation functions.

**B. Features of aesthetic images**

We investigate the sets of 1403 (1314) grayscale (colour) images that were tagged as ‘aesthetic’ and compared it to the rest of the generated images. Similar to a previous analysis, the spatial correlation functions of the positively tagged images were calculated. We find that images with correlation functions that decay more slowly tended to be picked slightly more often. We investigate this statement statistically using a one-sided Welch’s test to compare the means of these sets of images against each other. A significant difference (p << 4·10⁻⁴ after Bonferroni correction for multiple comparisons) is found between the set of aesthetic images and the set of all CPPN images for distances up to 97 pixels as seen in the inset of Fig. 3.

In general, such significant difference might be explained if relatively simpler architectures that have a slower than average decay of correlation functions are selected more often. Indeed, we observe in Fig. 4 that the architecture configurations selected most often among both the grayscale images and the colour images tended to trend toward fewer layers and fewer neurons, respectively. These simpler architectures generally generated images with slower correlation decays than the architectures with more layers and neurons. Notably, participants were more willing to tag images from more complex architectures with more neurons when judging grayscale images than in colour images. Participants reported that the colour images felt more chaotic than the grayscale and would opt for simpler, smoother structures. Interestingly, while the distribution of aesthetic architecture configurations varied somewhat dramatically between the colour set and the grayscale set, mean correlation functions between these two aesthetic image sets did not show significant differences. This implies that the qualitative differences between these architectures may not show up when comparing their mean correlation functions.

To check if the slower-decaying trends observed globally among the aesthetic images were also observable within architectures, we compared the aesthetic images of a particular (N, L) architecture class with the larger population of images...
C. Comparison between generated images and natural images

Natural images statistics is influenced by many different parameters, including zoom-levels, scene composition, and so forth [11–13]. Consequently, natural images also posses a broad range of different correlation functions. To test how well the CPPN architectures parametrization could generate a broad space of correlation functions and image structures, we compare its statistics with different sets of natural images, see Fig. 6.

Unsurprisingly, different categories of natural images produce a variety of correlation functions. For example the category ‘LandWater’ have smaller correlations at shorter distances and larger correlations at longer distances and is not particularly well represented by any of the CPPN architectures although images with similar statistics are generated. Meanwhile the categories of ‘Foliage’, ‘Flowers’, and ‘Animals’ have faster decaying correlation functions and were comparable to the slightly noisier CPPN architectures with 5 or 10 layers. In general however, our parametrization seems capable of generating images from a broad space of statistics, at least when compared to these image sets.

A common perception reported by participants was the sense of aesthetics in abstractions arising from the interpretation and identification of familiar objects. Perhaps the aesthetic CPPN images can elicit reactions that resemble those to natural stimuli due to their statistical similarity. To explore in this direction, natural image statistics are also compared to the aesthetic image sets which are categorized according to their \((N, L)\) architecture parameters. These correlation functions are shown on top of the full set of CPPN correlation functions in Fig. 6.

It can be seen in this figure that across the bandwidth of correlation functions that are generated by our CPPN architectures, that the characteristic correlation functions of the natural image datasets can be represented by some architectures in our parametrization. The similar correlation functions of the \((N, L) = (250, 10)\) CPPN architecture are compared to the ‘ManMade’ and ‘Snow’ natural image set with some example images from each set (the ‘Snow’ correlation function overlapped almost identically with the ‘ManMade’ and was omitted for visual clarity). Though the correlation functions of these sets are very similar, it is easy to see that individual images are still very much different. However, some similarities in the structure and distribution of patterns and shapes in the sets can still be observed (see the panels on the side of Fig. 6).

D. Limitations

To extract an elusive ‘aesthetic’ signal from the noise and variety of human perception and subjectivity is a difficult task. Controlling for human variability and subjectivity demands that we have an understanding of the scope and scale of human variability in this abstract perceptual space, something we do not have. With only 45 subjects, a notion of perceptual clusters began to emerge where some distinct groups of individuals with somewhat similar tastes. However, we still could not look at this sparsely populated space as an ensemble in the same way we could within our neural network architecture space. Gathering data from social media where millions of people around the world voice their opinion is one method that has been employed in the past to alleviate this problem [14]. However, tracking an individual’s perceptual space can still be difficult online due to its potentially anonymous nature.

IV. Conclusion and Discussion

In the present work, we explore the capacity of randomly generated CPPNs to generate aesthetic abstract imagery and quantify them using their two-point auto-correlation. We analyse which network architectures with random weights likely generate such statistics. By comparing images that were deemed aesthetic by our volunteer participants we find that in general aesthetic images tend to have correlation functions that decay slightly slower. This result holds true globally but not locally, within individual architecture classes.

It is worth mentioning that any deviations from the mean correlation functions of the full dataset is highly dependent on the parametrization we employ in our architecture sampling equation. If the set of architectures are equally balanced with ‘simple’ and ‘complex’ images in perceptual space, then averaging over the correlations of aesthetic images may yield the same global average across all images. In contrast, had we...
selected more complex architectures which produce noisier images, we might observe that the mean correlations of the aesthetic images would be drastically different from those of the full dataset.

When comparing the generated images to natural images we find that our architecture parametrization is capable of representing statistics similar to a variety of natural images. Some participants reported seeing objects, animals, cars or faces in some images.

Finding familiarity in such abstractions can itself be a source of aesthetic appeal, at least for a period of time until the novelty wears off \[15, 16\]. Generally speaking, the battle between order and complexity, ‘unity in variety’, is an often discussed topic seemingly at the heart of the emergence of the perception of aesthetics \[17\].

This study does not explicitly check for power-laws in the Fourier spectrum of the images (which are commonly associated with natural image statistics \[1\] and are related to the correlation function under some assumptions by the Wiener-Khinchin theorem). We observe, however, in the spatial domain of correlations that aesthetic images tend to have lower decay rates than other CPPN generated images. This long tail of correlations may be rooted in self-similarity which has been observed to be strongly correlated with high aesthetic scores in experiments analyzing the aesthetic scores of artistic imagery \[18–21\].

Earlier, multiple measures to evaluate aesthetic features of photographs and images were studied in the contexts of automatic image selection \[22–24\], or evolutionary generation of aesthetic images \[25\]. Human subjects were shown to be very sensitive to the statistics of local textures \[26\]. Here we demonstrate that humans prefer images with large correlations at scales exceeding small textured segments.

It can be understood how CPPNs are able to generate such smooth and structured imagery by virtue of the correlation between the inputs that flow independently through the random network. Even though the weights of the network are generated randomly, the inherent correlations in the input can still survive. Smooth/coherent noise has long been used in computer graphics to generate realistic textures and visuals, for example in Perlin noise \[27, 28\]. Interestingly, CPPNs seem to reverse the order of operations. Instead of starting from a noisy grid and smoothing out the points in-between, CPPNs start with smooth images and progressively add randomness (by random projections and non-linearities) layer by layer.

Thus, the underlying transformation is not overly complicated, transforming boring smoothness into structured complexity. By creating similar statistical features as natural images it creates familiar statistics, order, and patterns from pseudo-randomness which humans tend to find delightful \[16\].

Even though the randomness in the CPPN weights suggests that one has little control over the output of the network, in reality the architecture narrows the type of the picture quite strongly.

For example having the final layer with only 1 neuron ensures monochrome images; 3 neurons can be red, green, blue; 4 neurons can be red, green blue, alpha; having a bottleneck layer of only a few neurons in the middle of the architecture can act to simplify the colour palette of the final image; having many layers with a small number of neurons can generate fractal-like images. A variety of interesting architectures capable of generating extremely unique image styles were not included in this project as we opted to study a relatively simple architecture parametrization to keep our variables tractable. Many studies related to weight-agnostic neural networks have found the predisposed biases inherent to particular architectures allowing some of them to perform well without training \[29, 30\].

We believe CPPNs are an excellent source of unbiased abstract images that may help our understanding on how we define aesthetics and its mathematical boundaries.
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