Ensemble approach for detection of depression using EEG features

Egils Avots, Klāvs Jermakovs, Maie Bachmann, Laura Paeske, Cagri Ozcinar, and Gholamreza Anbarjafari

Abstract—Depression is a public health issue which severely affects one’s well being and cause negative social and economic effect for society. To rise awareness of these problems, this publication aims to determine if long lasting effects of depression can be determined from electroencephalographic (EEG) signals. The article contains accuracy comparison for SVM, LDA, NB, kNN and D3 binary classifiers which were trained using linear (relative band powers, APV, SASI) and non-linear (HFD, LZC, DFA) EEG features. The age and gender matched dataset consisted of 10 healthy subjects and 10 subjects with depression diagnosis at some point in their lifetime. Several of the proposed feature selection and classifier combinations reached accuracy of 90% where all models where evaluated using 10-fold cross validation and averaged over 100 repetitions with random sample permutations.

Index Terms—Depression, electroencephalogram (EEG), feature extraction and selection, machine learning, ensemble learning.

1 INTRODUCTION

Depression is a major public health problem, creating a significant burden throughout the world. The World Health Organization (WHO) has predicted that the most common cause of incapacity to work and disability will be cardiovascular diseases and the second most common cause will be depression [1]. According to disability adjusted life years or illness, depression ranks first in European countries [2]. In Europe, the largest aggregate study of the prevalence of mental disorders in the population shows that clinically significant depression has been experienced by an average of 6.9% of the European population in the last 12 months [3].

Currently, the most common way to diagnose depression is an interview conducted by a medical professional. In many cases the interview is accompanied by a clinical questionnaire either assessed by a medical doctor as Hamilton Depression Rating Scale (HAM-D) or self-reported as Emotional State Questionnaire (EST-Q). There is already DSM-5 and this is not a test, it would leave this out and would write only about questionnaires [3] or Mini-Mental State Examination (MMSE) [4] to establish diagnosis criteria. Other questionnaires such as Beck depression inventory (BDI) [5] and Hamilton Depression Rating Scale (HDRS) [6] are used for screening purposes.

Besides subjective clinical questionnaires, brain activity of the patients can be monitored objectively applying various imaging modalities like Computed Tomography (CT), functional Magnetic Resonance Imaging (fMRI), and electroencephalogram (EEG). Out of those examples, EEG stands out as the most simple and cost effective device, hence the field of detecting mental states and disorders using EEG is an actively researched field showing promising results [7, 8, 9, 10].

This paper contains classification results obtained by using various linear and non-linear features and general insight in the feature calculation. The main contribution of the paper is in the use of feature selection and classifier configuration to improve classification accuracy.

2 RELATED WORK

According to de Aguiar Neto et al [11] absolute and relative band powers and various other linear and also non-linear features described in this section have been recognised as promising biomarkers for characterizing a depressed brain.

Absolute band power and relative band power of EEG signal have been analysed with Separate three-way multivariate analysis of variance (MANOVA) and showed that relative beta power was greater in depressed patients than in controls at all electrode locations and increased absolute beta power for some of the electrode locations [12].

The use of Alpha Power Variability (APV) and Relative Gamma Power (RGP) was proposed by Bachmann et al [7]. While APV indicates the power and frequency variations in alpha band, RGP characterizes the high frequency components. The differences between the depressive and control groups appeared statistically significant in a number of EEG channels leading to a Linear Regression classification accuracy of 81%.

Spectral Asymmetry Index (SASI) indicates the relative asymmetry between higher and lower frequency bands. According to Hinrikus et al [13] SASI values differed significantly in all channels between healthy and depressed patients. Single EEG channel analysis has already shown positive results in the detection of depression [14, 17].

The nonlinear Higuchi’s Fractal Dimension (HFD) calculates the fractal dimension of a signal in the time domain [15]. Bachmann et al [16] applied HFD method for EEG...
signals and evaluated using Student's T-test for two-tailed distribution with two-sample unequal variance to find if a statistical difference exists between depressed and healthy subjects. The alterations were statistically significant in all EEG channels and indicated 94% of subjects as depressive in the depressive group and HFD indicated 76% of subjects as non-depressive in the control group.

The nonlinear Lempel Ziv Complexity (LZC), introduced by Lempel and Ziv [17], measures the complexity of a signal and has been successfully used on EEG signals for the detection of different mental states [18, 19].

Detrended Fluctuation Analysis (DFA) [20] which indicates long-time correlations of the signal was applied to evaluate EEG signals and revealed a statistically significant difference between healthy and depressive subjects [21]. In addition, LDA reached a classification accuracy of 70.6% and by combining DFA and SASSI, LDA classification accuracy increased to 91.2% [14].

A comprehensive study by Bachmann et al [7] shows the diagnostic potential for linear (SASI, APV, RGP) and non-linear (HFD, DFA, LZC) features to classify depression. Single channel classification with logistical regression achieved an accuracy of 81% using APV or RGP measures. The combination of two linear measures, SASI and RGP, reached an accuracy of 88% and by combining linear and non-linear measures a classification accuracy of 92% was achieved [7].

3 EXPERIMENTAL SETUP

3.1 EEG recording procedure

The Cadwell Easy II EEG (Kennewick, WA, USA) measurement equipment was used for EEG recordings using 18 channels (reference Cz), which were placed on the subject's head according to the international 10–20 electrode position classification system shown in Fig. 1. During the recordings, subjects were lying in a relaxed position with their eyes closed. EEG signals within the frequency band of 3–48 Hz were used for further processing. The sample rate was kept at 400 Hz for linear methods, while the downsampled signals with a sample rate of 200 Hz were used for non-linear methods due to high computational load. The recorded EEG was segmented into 10-second segments and an experienced EEG specialist marked by visual inspection the first 30 artefact-free segments (5 minutes in total) for the subsequent calculation of features.

The gathering of questionnaires and EEG recordings were carried out by the Tallinn University of Technology in accordance with the Declaration of Helsinki and the process was formally approved by the Tallinn Medical Research Ethics Committee. All participants signed the written informed consent.

3.2 Dataset

The recorded dataset consisted of the EEG signals from 55 subjects regularly visiting the occupational health doctor of whom 20 were selected for further analyses, 14 females and 6 males within the age range from 24 to 53 years (mean age of 39 years old). Half of the subjects selected have been diagnosed with depression at some point in their life, while the age (±1.6 years) and gender-matched control group have never had depression diagnosis. In addition, the control group was chosen considering their low HAM-D and EEK-2 score to ensure they do not exhibit any signs of depression or other mental disorders.

3.3 Hamilton Depression Rating Scale

The HAM-D is the most widely used clinician-administered depression assessment scale. Although the rating scale has been criticized for use in clinical practice, in this study it was used as additional information for selecting healthy subjects. In situations where several healthy subjects were a match candidate for a depressive subject, the one with the lowest HAM-D score was chosen. The mean HAM-D score among healthy subjects was 3.1, where scores of 0-7 indicate no depression and a mean score of 9.3 for the depressive subjects which corresponds to mild depression.

3.4 Emotional State Questionnaire

Emotional State Questionnaire (EST-Q) [22] was originally compiled for use by lecturers of the psychiatric clinic of the University of Tartu in Estonia. The self-assessed questionnaire consists of 28 statements assessing major depressive and anxiety disorders and their associated symptoms during the last month. The questionnaire consists of 3 basic scales and 3 additional scales. Major scales include the depression, the general anxiety, and the panic agoraphobia subscale. Additional subscales include social anxiety, asthenia, and insomnia. Scale total score can be used as an overall indicator of the severity of emotional symptoms. The EST-Q was used in the current study for selecting healthy subjects to the control group. The subscale values of all the selected subjects were below the threshold, except for 3 subjects whose asthenia subscale was value.

4 FEATURES

One of the most widely used method to analyze EEG data is to decompose the signal into functionally distinct frequency bands, such as delta (1-4 Hz), theta (4-8 Hz), alpha (8-12 Hz), beta (12-30 Hz) and gamma (30-45 Hz). Afterwards, additional information for each frequency band can be obtained, for example, average and relative band power and various linear and non-linear features.
4.1 Relative band power

One of the most widely used method to analyze EEG signals is to decompose the signal into functionally distinct frequency bands, such as delta (1-4 Hz), theta (4-8 Hz), alpha (8-12 Hz), beta (12-30 Hz) and gamma (30-45 Hz). In current study this was achieved by first calculating the power spectral density of the EEG signal by Welch’s method as by Bachmann et al., 2018. EEG powers in theta, alpha, beta, and gamma frequency bands were computed integrating the power spectral density at the frequencies within the boundary frequencies of the EEG spectral bands. In spectral analysis, it is common to take the magnitude-squared of the power spectral density of the EEG signal. Afterwards, absolute band power can be obtained by calculating the area under curve using trapezoid rule for frequency bands. Relative band powers ($T_{RBP}$, $A_{RBP}$, $B_{RBP}$, $G_{RBP}$) are expressed as the power in the specific EEG frequency band as a percentage of the total power of the signal.

4.2 Linear Features

4.2.1 Alpha power variability

The alpha band signal (8-12 Hz) was gained by pass-band filter. Next the APV was calculated to the artifact free 10-second segments in three steps. First, the alpha band signal power in time-window $T$ for $N = 4000$ samples was calculated as

$$W_i = \frac{1}{N} \sum_{r=1}^{N} [V(r)]^2$$

where $V(r)$ is the amplitude of the alpha band signal in a sample $r$ and $N$ is the number of samples in the time-window $T$. Afterwards, APV was calculated as

$$APV = \frac{\sigma}{W_0}$$

where $W_0$ is the value of alpha band power averaged over 5 min and $\sigma$ is the standard deviation of those segments.

4.2.2 Relative gamma power

In recent studies brain activity in gamma range has been identified as a biomarker for major depression and gamma power in prefrontal cortex for stress assessment. RGP was calculated as follows

$$RGP_{mn} = \frac{R_{\gamma mn}}{R_{\Sigma mn}}$$

where

$$R_{\gamma mn} = \sum_{f_i=30}^{f_i=46} S_{mn}$$

and

$$R_{\Sigma mn} = \sum_{f_i=3}^{f_i=46} S_{mn}$$

where $S_{mn}$ is the power of the recorded EEG signal in a unit band at the frequency $f_i$ in a channel $m$ for a subject $n$.

4.2.3 Spectral asymmetry index

SASI evaluates the power in higher and lower frequencies and was calculated as relative difference between the higher and the lower EEG frequency band power. The balance of the powers characterizes the EEG spectral asymmetry [13]. Powers in the frequency bands were calculated as

$$P_{\delta mn} = \sum_{f_i=F_b-6}^{f_i=F_b-2} S_{mn}$$

and

$$P_{\beta mn} = \sum_{f_i=F_c+2}^{f_i=F_c+26} S_{mn}$$

where $F_c$ is the central frequency of EEG spectrum maximum in the alpha band and are calculated for each person individually. SASI in channel $m$ for a subject $n$ is calculated as

$$SASI_{mn} = \frac{P_{\beta mn} - P_{\delta mn}}{P_{\beta mn} + P_{\delta mn}}$$

4.3 Non-Linear Features

Non-linear methods are used to capture the chaotic behavior in EEG signal which happens due to underlying physiological activity occurring in the brain [23]. To describe brain activity of the subjects we used Higuchi fractal dimension (HFD), Lempel Ziv complexity (LZC), and detrended fluctuation analysis (DFA).

4.3.1 Higuchi Fractal Dimension

Fractal dimension provides a measure of the complexity of time series such as the EEG and describes the fractal dimension of time series signals. The values of HFD for each electrode were calculated according to Higuchi [15] with parameter $k_{max} = 8$.

4.3.2 Lempel Ziv Complexity

The complexity of signal can be quantified by LZC [24] describing spatio-temporal activity patterns in high-dimensionality nonlinear systems, it can reveal the regularity and randomness in EEG signals. For LZC calculation each signal segment is converted into binary sequence $s(n)$ as follows

$$s(n) = \begin{cases} 1, & \text{if } x(n) > m \\ 0, & \text{if } x(n) \leq m \end{cases}$$

where $x(n)$ is the signal segment, $n$ is the segment’s sample index from 1 to $N$ (segment length) and $m$ is the threshold value. The binary sequence $s(n)$ is scanned from left to right counting the number of different patterns. The complexity value $c(n)$ is increased every time a new pattern is encountered. LZC values are calculated as follows:

$$C(N) = \frac{c(N)}{b(N)}$$

where $b(N)$ is the upper bound of $c(n)$

$$\lim_{n \to \infty} c(n) = b(N) = \frac{N}{\log_2 N}$$

which is used to normalize LZC values to avoid variations in segment length.
4.3.3 Detrended fluctuation analysis

DFA is applied to evaluate the presence and persistence of long range correlations in time in EEG signals. It has been discovered that resting EEG of healthy subjects exhibit persistent long-range correlation in time [21]. DFA was calculated in the time domain according to the steps described by Peng et al. [20, 25].

5 METHODOLOGY

The calculated features are represented as 1D vectors constructed from a set of feature calculations $T_{RBP}$, $A_{RBP}$, $B_{RBP}$, $G_{RBP}$, APV, RGP, SASI, HFD, LZC and DFA for electrodes FP1, FP2, F7, F3, FZ, F4, F8, T3, C3, C4, T4, T5, P3, PZ, P4, T6, O1, and O2. When analysed individually feature group consists of 18 features which represent the electrode locations. When using feature evaluation methods, such as F-test or ReliefF, the number of features can be reduced and such features can be concatenated together with other feature groups to build more diverse feature sets.

The individual feature groups, individual feature groups with reduced feature count, combined feature groups and the created ensembles were evaluated using 10-fold cross validation, where after each iteration, the trained models are discarded. To reduce the effect of sample order, the cross validation process was repeated 100 times with randomised sample order. To keep training data as balanced as possible, each fold had equal number of healthy and depressed subjects. In case of predictions for the weighted and boosted ensemble, the training set in each fold undergoes additional 9-fold procedure (see Fig. 2), to obtain prediction results for all samples in the training fold, afterwards the weights of classifier votes are fitted according to results in the training set. Similarly, AdaBoost used predicted class results from training set to calculate weights for each of the classifiers in ensemble.

5.1 Feature selection

It is known that cognitive disorders can introduce observable change in measured EEG recordings. Depending on the used feature calculations, each brain region might have statistically significant difference when compared to cognitively normal patients brain. Therefore, to select the most relevant electrode locations we used feature subset selection methods that are applied in a prepossessing step before the model is learned. In particular, we used F-test which is widely used for showing statistical significance between two classes and ReliefF which is rank based feature selector.

5.1.1 Univariate feature ranking using F-Tests

The univariate feature ranking algorithm helps to understand the significance of each feature by examining the importance of each predictor individually using an F-test. Each F-test tests the hypothesis that the response values grouped by predictor variable values are drawn from populations with the same mean against the alternative hypothesis that the population means are different [26].

5.2 Machine learning algorithms

The supervised learning algorithms used in this study have been widely used in various EEG classification tasks according to survey papers published by Lakshmi et al. [28] and Alotaiby et al. [29]. This study uses the following algorithms for binary classification:

- Support vector machine (SVM)
- Linear discriminant analysis (LDA)
- Naive-byes (NB)
- K-nearest neighbours (kNN)
- Decision tree (D3)

In addition to individually evaluating the results for the listed classifiers and feature groups, an ensemble approach was also implemented, where classifiers trained on all 10 feature groups vote to predict the class label.

5.2.1 Support vector machine

Support vector machine analyzes input data and recognizes patterns in a multi-dimensional feature space called the
hyper-plane. An SVM model represents data as points in space, mapped so that the samples of the separate categories are clearly separable. New samples are then mapped into that same space and predicted to belong to a category based on the previously established hyper-planes [30, 31, 32].

This study shows the results for SVM with radial basis linear kernel function for two-class classification. The SVM used weighted standardization where the software centers and scales each predictor variable by the corresponding weighted column mean and standard deviation.

5.2.2 Linear discriminant analysis
Discriminant analysis is a classification method that assumes that class features have different Gaussian distributions. To train a classifier, the fitting function estimates the parameters of a Gaussian distribution for each class in such a way as to minimize the variance and maximize the distance between the means of the two classes. To predict a class, the data is projected into LDA feature space and the trained model finds the class with the smallest misclassification cost [33, 31, 32].

5.2.3 Naive Bayes classifier
A Naive Bayes classifier which is based on Bayes’ Theorem assumes that the presence of a particular feature in a class is unrelated to the presence of any other feature [34, 35].

5.2.4 K-nearest neighbor algorithm
K-nearest neighbors algorithm uses feature similarity to predict the values of new samples based on how similar they matches the points in the training set. Similarity is usually measured as distance between points, where the Euclidean distance is one of the most popular choices [36, 35].

5.2.5 Decision tree
Decision trees classifiers are structured similar to a tree structure where instances are classified according to their feature values. Decision trees classify instances by sorting them down the tree from the root to some leaf node, which provides the classification of the instance. An instance is classified by starting at the root node of the tree, testing the attribute specified by this node, then moving down the tree branch corresponding to the value of the attribute [37, 38].

5.2.6 Ensemble methods
An ensemble of classifiers is a method where several classifier decisions are combined in a manner that allows voting for classification new examples. Given that misclassified predictions are uncorrelated, the ensemble can correct for errors made by any individual classifier, leading to better overall accuracy [39, 40, 41].

The implemented ensemble votes are weighted according to majority voting where all weights are equal and weighted voting where weights are set according to classifier test set accuracy which was obtained by following the procedure shown in Fig. 2. The ensemble assigns Label to a given sample according to following equations

\[ y = \sum_{i=1}^{m} w_i d_i \]  

(12)

where \( m \) indicates number of classifiers, \( w_i \) is the classifier weight and \( d_i \) is the classifier decision \( [1 = \text{depressed}, -1 = \text{healthy}] \). The class label is decided as follows

\[ Label = \begin{cases} 
1, & \text{if } y > 0 \\
-1, & \text{otherwise} 
\end{cases} \]  

(13)

As a third ensemble method we chose AdaBoost [42] (short for Adaptive Boosting) to see if it is possible to find more optimal weight combination in comparison to majority and weighted voting. The aim of AdaBoost is to convert a set of weak classifiers into a strong one. In our case, the set of weak classifiers are classifiers for each feature group. As with weighted voting, AdaBoost used predictions from the training set to find the most optimal classifier weights.

6 RESULTS AND DISCUSSION
The baseline accuracy was established by individually evaluating all feature groups. In table [1] the results for classifiers reached acceptable accuracy, where HFD and DFA reached above 80% with at least one of classifiers. In all feature groups at least one classifier reached above 50%, which indicates that feature groups contain relevant information and can be considered as week classifiers. Even tough the used features have been used successfully as depression biomarkers [11], some classifiers performed poorly, the assumption was that this happened because of redundant features, which representing electrode locations, harmed classifier performance.

**TABLE 1**

| Feature group | Classifier accuracy (%) |
|---------------|-------------------------|
|               | rbf SVM LDA naive Bayes kNN D3 |
| T RBP         | 54.40 65.00 73.30 44.45 38.65 |
| A RBP         | 30.00 64.15 70.95 58.70 66.55 |
| B RBP         | 70.00 52.90 65.05 62.20 79.85 |
| C RBP         | 38.45 52.95 59.40 50.90 54.85 |
| APV           | 35.40 27.05 31.85 37.70 64.65 |
| SASI          | 54.55 35.00 34.60 59.10 53.15 |
| HFD           | 35.40 41.55 51.80 71.35 82.35 |
| LZC           | 80.70 57.10 58.50 75.95 63.50 |
| DFA           | 68.15 45.75 63.15 70.80 74.35 |

To address the problems with redundant features univariate feature ranking using F-Tests was used to select the most useful features. During classifier evaluation, classification results were obtained for all feature groups where features were sorted in order from most to least relevant. The evaluation started with the most relevant feature and in each iteration a less relevant feature was added to the feature set. The results presented in table [2] show the highest accuracy achieved for particular number of features and the list of selected features can be found in table [3]. The most optimal feature set was selected according to highest average accuracy of all five classifiers for each feature group. When compared to results from table [1] to table [2] the average classifier accuracy increased for almost all feature groups with the exception of LZC.
Similarly as with F-tests, ReliefF was used to select the most relevant features for each feature group. Compared to the baseline and F-test feature selection classification results from tables 1 and 2, the average classification results after ReliefF feature selection were higher for almost all feature groups (see table 3, results for $B_{RR}$ stayed the same because both feature selection algorithms had the best results using O1 and O2 electrodes.

The selected features which were used for classification tasks mentioned in table 2 for F-tests and table 3 for ReliefF are shown in table 4. The selected features which represent electrode locations, show that the most used features are FP1, FP2 which correspond to frontal lobes and O1 and O2 at occipital lobes of the brain.

Instead of focusing on classification of individual feature groups, combined features where also evaluated, where the feature vector is created by concatenating all available features. In case of selected features, only the features listed in table 4 are concatenated. Table 5 clearly shows the benefit of feature selection. For the most part the classification results for feature selected based on F-test and ReliefF are higher than the baseline results for selecting all features.

A more robust solution can be achieved using an ensemble approach where many weak classifiers contribute to the classification prediction by voting. Each result showed in table 6 is the result of combining 10 classifiers of the same type; one classifier for each feature group. The features used in each feature group were selected according to table 4. The majority voting ensemble approach shows significant improvement compared to using all features with one classifier. When compared to results in table 5, ensemble approach further improves results when using F-tests and ReliefF feature selection algorithms. On average ReliefF classification results outperformed ensembles whose features were selected by F-tests.

The use of AdaBoost for classifier weight selection in most of the cases did not improve results compared to majority voting and weighted ensemble. Due to the nature of AdaBoost, during the weight calculation process, the algorithm can reach optimal weights using only few of the classifiers and ignore the rest, which hinders the robustness of the ensemble.

7 CONCLUSION

This study results indicate the potential use of EEG relative band power, linear (APV, RGP, SASI) and non-linear (HDF,
LZC, DFA) EEG features, which have been successfully used for classification and regression tasks in detecting depression, for classification of long lasting effects of depression.

The described feature groups and classification methods, which were evaluated using 10-fold cross validation were used to classify age and gender matched 10 healthy subjects and 10 subjects who have had depression with up to 82% accuracy with features groups such as HDF and LZC using D3 and rbf SVM binary classifier. The results improve using feature selection algorithms such as univariate feature ranking using F-Tests and ReliefF feature selection algorithm which improved the classification accuracy up to 90%. The mentioned results refer to results of individual feature groups in combination with a single classifier. In addition, in a majority voting and weighted ensemble setup, the accuracy of used classifiers (SVM, LDA, NB, kNN, D3) show consistently high results with highest accuracy of 90.95%.
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