INFINITELY MANY SOLUTIONS TO LINEARLY COUPLED SCHRÖDINGER SYSTEMS WITH NON-SYMMETRIC POTENTIALS
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Abstract. We study a linearly coupled Schrödinger system in $\mathbb{R}^N (N \leq 3)$. Assume that the potentials in the system are continuous functions satisfying suitable decay assumptions, but without any symmetry properties and the parameters in the system satisfy some suitable restrictions. Using the Liapunov-Schmidt reduction methods two times and combing localized energy method, we prove that the problem has infinitely many positive synchronized solutions, which extends the result Theorem 1.2 about nonlinearly coupled Schrödinger equations in [8] to our linearly coupled problem.

Keywords: linearly coupled; non-symmetric potentials; synchronized solutions.

CONTENTS

1. Introduction and main result 1
2. The first Liapunov-Schmidt reduction 5
3. A secondary Liapunov-Schmidt reduction 12
4. Proof of our main result 17
References 26

1. INTRODUCTION AND MAIN RESULT

In this paper, we consider the following nonlinear Schrödinger system in $\mathbb{R}^N (N \leq 3)$,

$$
\begin{align*}
-\Delta u + (1 + \epsilon P(x))u &= u^3 + \beta v, \quad x \in \mathbb{R}^N, \\
-\Delta v + (1 + \epsilon Q(x))v &= v^3 + \beta u, \quad x \in \mathbb{R}^N,
\end{align*}
$$

where the potentials $P(x), Q(x)$ are continuous functions satisfying suitable decay assumptions, but without any symmetry properties, $\epsilon$ is a positive constant, $\beta \in \mathbb{R}$ is a coupling constant. We are mainly interested in the existence of infinitely many positive synchronized solutions of system (1.1).

Systems of nonlinear Schrödinger equations have been received a great deal of attention and significant progress has been made in recent years. The results one can achieve depend on the way that the system is coupled. The case in which the coupling is nonlinear has been studied extensively, which is motivated by applications to nonlinear optic and Bose-Einstein condensation. See for example [5, 6, 8, 10, 11, 15, 16, 21, 22, 23, 24, 25, 26, 27, 29, 30] and references therein. Recently in [26], Peng and Wang studied the following nonlinearly coupled Schrödinger equations

$$
\begin{align*}
-\Delta u + P(x)u &= \mu_1 |u|^2 u + \beta v^2 u, \quad x \in \mathbb{R}^3, \\
-\Delta v + Q(x)v &= \mu_2 |v|^2 v + \beta u^2 v, \quad x \in \mathbb{R}^3.
\end{align*}
$$
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Applying the finite reduction method, they obtained the existence of infinitely many solutions of segregated or synchronized type for radial symmetric potentials $P(|x|)$, $Q(|x|)$ satisfying some algebra decay assumptions. For $N = 2$, the first author in [28] constructed an unbounded sequence of non-radial positive vector solutions of segregated type when $\beta$ is in some suitable interval, which gives a positive answer to an interesting problem raised by Peng and Wang in Remark 4.1 in [26]. In [8], Ao and Wei obtained the existence of infinitely many solutions (1.2) for nonsymmetric potentials $P(x)$, $Q(x)$ satisfying some exponential decay assumptions.

In this paper, we are mainly interested in a class of nonlinear Schrödinger equations which are linearly coupled. Systems of this type arise in nonlinear optics. For example, the propagation of optical pulses in nonlinear dual-core fiber can be described by two linearly coupled nonlinear Schrödinger equations like

$$
\begin{align*}
-i \frac{\partial}{\partial t} \Phi_1 &= \Delta \Phi_1 - V_1(x)\Phi_1 + |\Phi_1|^2\Phi_1 + \beta \Phi_2, \quad \text{in } \mathbb{R}^N, \\
-i \frac{\partial}{\partial t} \Phi_2 &= \Delta \Phi_2 - V_2(x)\Phi_1 + |\Phi_1|^2\Phi_2 + \beta \Phi_1, \quad \text{in } \mathbb{R}^N, \\
\Phi_j &= \Phi_j(x,t) \in \mathbb{C}, t > 0, \quad j = 1, 2,
\end{align*}
$$

(1.3)

where $N \leq 3$, $\Phi_1(t,x)$ and $\Phi_2(t,x)$ are the complex valued envelope functions, and $\beta$ is the coupling coefficient between the two cores, whose sign determines whether the interactions of fiber couplers are repulsive or attractive. In the attractive case the components of a vector solution tend to go along with each other leading to synchronization, and in the repulsive case the components tend to segregate with each other leading to phase separations. These phenomena have been documented in numeric simulations (e.g., [1] and references therein).

We will look for standing waves of the form

$$
\Phi_1(t,x) = u(x)e^{it}, \quad \Phi_2(t,x) = v(x)e^{it},
$$

(1.4)

where $u(x)$ and $v(x)$ are real valued functions. Substituting (1.4) into (1.3) and setting $V_1(x) = \epsilon P(x), V_2(x) = \epsilon Q(x)$, we are led to (1.1).

For linearly coupled nonlinear Schrödinger equations, to our knowledge it seems that there are very few results. One can refer to [1, 2, 4, 7, 12, 19]. When the dimension of the space $N = 1$, for $\epsilon = 0, \beta < 0$, (1.1) has in addition to the semi-trivial solutions $(\pm U, 0), (0, \pm U)$, two types of solitons like solutions given by

$$(U_{1+\beta}, U_{1+\beta}), \quad (\pm U_{1+\beta}, -U_{1+\beta}) \quad \text{for } -1 \leq \beta \leq 0,$$

symmetric states,

$$(U_{1-\beta}, U_{1-\beta}), \quad (\pm U_{1-\beta}, -U_{1-\beta}) \quad \text{for } \beta \leq 0,$$

anti-symmetric states,

where for $\lambda > 0$, $U_\lambda$ is the unique solution of

$$
\begin{align*}
-u'' + \lambda u &= u^3, \quad u > 0 \text{ in } \mathbb{R}, \\
u(0) &= \max_{x \in \mathbb{R}} u(x), \quad u(x) \in H^1(\mathbb{R}).
\end{align*}
$$

In [1], Akhmediev and Ankiewicz observed numerically that for $-1 < \beta < 0$, there exists a family of new solutions for (1.1) with $\epsilon = 0$, bifurcating from the branch of the anti-symmetric state $\beta = -1$. This kind of results were rigorously verified in [5] for small value of the parameter $\beta = 0$. More precisely, Ambrosetti and Colorado in [5] proved that a solution with one 2-bump component having bumps located near $-|\ln(-\beta)|$ and $|\ln(-\beta)|$ while the other component having one negative peak exists. In [12], Buffoni gave a rigorous proof of the existence of the bifurcation described by Ambrosetti, Arcoya and Gámez in [3].

In [7], Ambrosetti, Cerami and Ruiz studied (1.1) in the case $\epsilon = 0$. They proved that if $P$ denotes a regular polytope centered at the origin of $\mathbb{R}^N$ such that its side is greater than radius, then there exists a solution with one multi-bump component having bumps located near the vertices.
of \( \xi \mathcal{P} \), where \( \xi \sim \log(\frac{1}{\epsilon}) \), while the other component has one negative peak. Taking \( \epsilon = 0 \) and substituting \( u^3, v^3 \) by \( (1 + a(x))u^{p-1}u, (1 + b(x))v^{p-1}v \) \( (N \geq 2, 1 < p < 2^* - 1) \) respectively, in \([4] \), Ambrosetti, Colorado and Ruiz obtained some results about the existence of positive ground and bound state of \((1.1) \). Recently in \([14] \), Chen and Zou studied the following linearly coupled Schrödinger equations

\[
\begin{align*}
-\epsilon^2 \Delta u + a(x)u &= u^p + \lambda v, & x \in \mathbb{R}^N, \\
-\epsilon^2 \Delta v + b(x)v &= v^{2^*-1} + \lambda u, & x \in \mathbb{R}^N, \\
u, v > 0, & u(x), v(x) \to 0, & as |x| \to \infty,
\end{align*}
\]

where \( N \geq 3 \) and \( a(x), b(x) \) are positive potentials which are both bounded away from 0. Under some conditions of \( a(x), b(x) \) and \( \lambda > 0 \), they obtained positive solutions for \((1.5) \) when \( \epsilon > 0 \) small enough, which has concentration phenomenon as \( \epsilon \to 0 \). Very recently, in \([19] \) Lin and Peng studied linearly coupled nonlinear Schrödinger systems similar to \((1.1) \) with \( k = 2 \) equations and \( \epsilon = 0 \). They examined the effect of the linear coupling to the solution structure. When \( N = 2, 3 \), for any prescribed integer, they constructed a non-radial vector solutions of segregated type, with each component having exactly \( l \) positive bumps for \( \beta > 0 \) sufficiently small. They also gave an explicit description on the characteristic features of the vector solutions.

Inspired by \([8, 20] \), we want to investigate the existence of infinitely many positive synchronized solutions of system \((1.1) \). In order to state our main result, now we give the conditions imposed on \( P(x), Q(x) \) which are similar to those in \([8] \),

\begin{align*}
(K_1) \quad & \lim_{|x| \to \infty} P(x) = \lim_{|x| \to \infty} Q(x) = 0; \\
(K_2) \quad & \exists 0 < \alpha < 1, \lim_{|x| \to \infty} (\gamma^2 P(x) + \gamma^2 Q(x))e^{-\alpha|\gamma x|} = +\infty,
\end{align*}

where \( \gamma \) is defined in \((1.8) \) below.

The energy functional associated with problem \((1.1) \) is

\[
J(u,v) = \frac{1}{2} \int_{\mathbb{R}^N} [\nabla u]^2 + (1 + \epsilon P(x))u^2 + [\nabla v]^2 + (1 + \epsilon Q(x))v^2] - \frac{1}{4} \int_{\mathbb{R}^N} (u^4 + v^4)
\]

\[
-\beta \int_{\mathbb{R}^N} uv, u, v \in H^1(\mathbb{R}^N).
\]

We will study \( J(u,v) \) in Section 4. Let \( w \) be the unique solution of

\[
\begin{align*}
\Delta w - w + w^3 &= 0, & w > 0, & in \mathbb{R}^N, \\
w(0) = \max_{x \in \mathbb{R}^N} (x), & w \to 0, & as |x| \to \infty.
\end{align*}
\]

By the well-known result of Gidas, Ni and Nirenberg in \([18] \), \( w \) is radially symmetric and strictly decreasing, \( w(r) < 0 \) for \( r > 0 \). Moreover, from \([18] \) we know the following asymptotic behavior of \( w \):

\[
\begin{align*}
w(r) &= Anr^{-\frac{N+2}{2}}e^{-r}(1 + O(\frac{1}{r})), \\
w'(r) &= -Anr^{-\frac{N+2}{2}}e^{-r}(1 + O(\frac{1}{r})),
\end{align*}
\]

for \( r > 0 \), where \( An \) is a positive constant.

Noting that if \( \beta < 1 \) and

\[
\gamma = \sqrt{1 - \beta},
\]

then it follows from \([31] \) that

\[
(U, V) = (\gamma w(\gamma x), \gamma w(\gamma x))
\]
solves the following problem

\begin{equation}
\begin{aligned}
-\Delta u + (1 - \beta)u &= u^3, & \text{in } \mathbb{R}^N, \\
-\Delta v + (1 - \beta)v &= v^3, & \text{in } \mathbb{R}^N.
\end{aligned}
\end{equation}

We will use \((U, V)\) as the building blocks for the solutions of \((1.1)\). Let \(\mu > 0\) be a real number such that \(w(x) \leq ce^{-|x|}\) for \(|x| > \mu\) and some constant \(c\) independent of \(\mu\) large. Denote \(P_m = (P_1, \cdots, P_m)\). Now we define the configuration space

\[\Omega_1 = \mathbb{R}^N, \quad \Omega_m = \{P_m \in \mathbb{R}^{mN} | \min_{j \neq k} |P_j - P_k| \geq \frac{\mu}{\gamma}\}, \quad \forall m > 1.\]

For \(P_m \in \Omega_m\), we define

\begin{equation}
(U_{P_j}, V_{P_j}) = (U(x - P_j), V(x - P_j))
\end{equation}

and the approximate solutions to be

\begin{equation}
U_{P_m} = \sum_{j=1}^{m} U_{P_j}, \quad V_{P_m} = \sum_{j=1}^{m} V_{P_j}.
\end{equation}

Denote

\begin{equation}
G\left(\begin{array}{c}
u \\
v
\end{array}\right):= \left(\begin{array}{c}
\Delta u - (1 + \epsilon P(x))u + u^3 + \beta v \\
\Delta v - (1 + \epsilon Q(x))v + v^3 + \beta u
\end{array}\right)
\end{equation}

and for \(f = \left(\begin{array}{c}f_1 \\
f_2
\end{array}\right), \quad g = \left(\begin{array}{c}g_1 \\
g_2
\end{array}\right)\), we denote \(\langle f, g \rangle = \int_{\mathbb{R}^N} (f_1 g_1 + f_2 g_2).\)

Now we state our main result as follows:

**Theorem 1.1.** Let \((K_1)\) and \((K_2)\) hold. Then there exist \(\epsilon_0\) and \(\beta^* > 0\) such that for \(\beta \in (-\beta^*, 0) \cup (0, 1)\), and \(0 < \epsilon < \epsilon_0\), problem \((1.1)\) has infinitely many positive synchronized solutions.

**Remark 1.2.** We only consider synchronized solutions for \((1.1)\) in the nonsymmetric case. However, we do not know whether we can also obtain infinitely many segregated solutions for \((1.1)\) as \([26]\) by our method. It would be very interesting to consider this problem.

Our result provides a new phenomenon for \((1.1)\) in the nonsymmetric case with linearly coupled terms. Our method is different from \([26]\). To the best knowledge of us, our result is new.

In order to prove Theorem 1.1, we mainly use the Liapunov-Schmidt reduction method as in \([8,9,20]\). There are two main difficulties. Firstly, we need to show that the maximum points will not go to infinity (see Section 4). This is guaranteed by the slow decay assumption \((K_2)\). Secondly, we have to detect the difference in the energy when the spikes move to the boundary of the configuration space. A crucial estimate is Lemma 3.1, in which we prove that the accumulated error can be controlled from step \(m\) to step \((m + 1)\). Compared with \([8]\), due to the linear coupling terms, there are new difficulties in estimates.

Our paper is organized as follows. In Section 2, we perform the first finite reduction. In Section 3, we show a key estimate which majors the differences between the \(m\)-th step and the \((m + 1)\)-th step which involves a secondary Liapunov-Schmidt reduction. We prove Theorem 1.1 in Section 4. Throughout this paper, denote \(H = H^1(\mathbb{R}^N) \times H^1(\mathbb{R}^N)\) and \(\|(u,v)\|_{H(\mathbb{R}^N)} = \|u\|_{H^1(\mathbb{R}^N)} + \|v\|_{H^1(\mathbb{R}^N)}\). \(c, C\) will always denote various generic constants that are independent of \(\mu\) for \(\mu\) large.
2. The first Liapunov-Schmidt reduction

In this section, we perform a finite-dimensional reduction.

For \( P_m \in \Omega_m \), we define the following functions:

\[
D_{jk} = \begin{pmatrix} D_{jk,1} \\ D_{jk,2} \end{pmatrix} = \begin{pmatrix} \frac{\partial U_P}{\partial x_k} \zeta_j(x) \\ \frac{\partial V_P}{\partial x_k} \zeta_j(x) \end{pmatrix}, \quad \text{for } j = 1, \ldots, m, k = 1, \ldots, N,
\]

where \( \zeta_j(x) = \zeta \left( \frac{2|x-P_j|}{\mu-1} \right) \) and \( \zeta(t) \) is a cut-off function such that \( \zeta(t) = 1 \) for \( |t| \leq \frac{1}{\gamma} \) and \( \zeta(t) = 0 \) for \( |t| \geq \frac{\mu^2}{\gamma(\mu-1)} \). So we know that the support of \( D_{jk} \) belongs to \( B_{\frac{\mu^2}{2\gamma(\mu+1)}}(P_j) \).

Considering the following linear problem: given \( h = \begin{pmatrix} h_1 \\ h_2 \end{pmatrix} \), we find a function \( \begin{pmatrix} \phi \\ \psi \end{pmatrix} \) satisfying

\[
\begin{aligned}
L \begin{pmatrix} \phi \\ \psi \end{pmatrix} := & \begin{pmatrix} \Delta \phi - (1 + \epsilon P(x))\phi + 3U_P^2 \phi + \beta \psi \\ \Delta \psi - (1 + \epsilon Q(x))\psi + 3V_P^2 \psi + \beta \phi \end{pmatrix} = h + \sum_{j=1}^N \sum_{k=1}^N c_{jk} D_{jk}, \\
\left\langle \begin{pmatrix} \phi \\ \psi \end{pmatrix}, \begin{pmatrix} D_{jk,1} \\ D_{jk,2} \end{pmatrix} \right\rangle & = 0 \quad \text{for } j = 1, \ldots, m, k = 1, \ldots, N.
\end{aligned}
\]

Letting \( 0 < \nu < 1 \) and

\[
F := \sum_{P_m \in \Omega_m} e^{-\nu |x-P_m|},
\]

we define the norm

\[
\|h\|_* = \sup_{x \in \mathbb{R}^N} |F(x)^{-1} h_1(x)| + \sup_{x \in \mathbb{R}^N} |F(x)^{-1} h_2(x)|.
\]

From [17], there holds the following relation

\[
\|u\|_{L^\infty(\mathbb{R}^N)} \leq C \|u\|_*,
\]

where \( C > 0 \) independent of \( \mu, m \) and \( P_m \).

Firstly applying (iii) of Lemma 3.4 in [4], we give the following non-degeneracy result which will be used later.

**Lemma 2.1.** There exists \( \beta^* > 0 \) such that for \( \beta \in (-\beta^*, 0) \cup (0, 1) \), \( (U, V) \) is non-degenerate for the system (1.10) in \( \mathbf{H} \) in the sense that the kernel is given by

\[
\text{Span}\left\{ \left( \frac{\partial U}{\partial x_j}, \frac{\partial V}{\partial x_j} \right) \ | \ j = 1, \ldots, N \right\}.
\]

In the following, \( \sigma \) will denote a positive constant depending on \( \epsilon \) and \( \nu \) but independent of \( \mu, m, P_m \) and may vary from line to line.

**Proposition 2.2.** Let \( h \) with \( \|h\|_* \) norm bounded and assume that \( \left( \begin{pmatrix} \phi \\ \psi \end{pmatrix}, \{c_{jk}\} \right) \) is a solution to problem (2.2). Then there exist positive numbers \( \epsilon_0, \mu_0, c \geq 0 \) such that for all \( 0 < \epsilon < \epsilon_0 \), \( \mu \geq \mu_0 \) and \( P_m \in \Omega_m \), we have

\[
\| (\phi, \psi) \|_* \leq c \|h\|_*,
\]

where \( C \) is a positive constant independent of \( \mu, m \) and \( P_m \in \Omega_m \).
Proof. Using the same argument as [9], we prove this proposition by contradiction. Assume that there exists a solution \( \left( \frac{\phi}{\psi} \right) \), such that \( \|h\|_s \to 0 \), and \( \|\left( \phi, \psi \right)\|_s = 1 \).

Multiplying the first system (2.2) by \( D_{jk} = \begin{pmatrix} D_{jk,1} \\ D_{jk,2} \end{pmatrix} \) and integrating in \( \mathbb{R}^N \), we get

\[
\int_{\mathbb{R}^N} L\left( \frac{\phi}{\psi} \right) \left( \frac{D_{jk,1}}{D_{jk,2}} \right) = \int_{\mathbb{R}^N} \left( \frac{h_1}{h_2} \right) \left( \frac{D_{jk,1}}{D_{jk,2}} \right) + c_{jk} \int_{\mathbb{R}^N} D_{jk}^2.
\]

By the definition of \( D_{jk} \), letting \( y = \gamma(x - P_j) \), we deduce

\[
\int_{\mathbb{R}^N} D_{jk}^2 = \int_{\mathbb{R}^N} (D_{jk,1}^2 + D_{jk,2}^2) = 2\gamma^2 - \int_{\mathbb{R}^N} \frac{\partial w}{\partial y_k}^2 \left( \frac{\gamma^2}{\gamma} + P_j \right)
\]

\[
= 2\gamma^2 - \int_{\mathbb{R}^N} \frac{\partial w}{\partial y_k}^2 \left( \gamma^2 \left( \frac{y}{\gamma} + P_j \right) - 1 \right)
\]

\[
- 2\gamma^2 - \int_{\mathbb{R}^N} \frac{\partial w}{\partial y_k}^2 \left( \gamma^2 \left( \frac{y}{\gamma} + P_j \right) \right)
\]

\[
= 2\gamma^2 - \int_{\mathbb{R}^N} \frac{\partial w}{\partial y_k}^2 + O(e^{-\sigma\mu}),
\]

since

\[
\int_{\mathbb{R}^N} \left( \frac{\partial w}{\partial y_k} \right)^2 \left( \gamma^2 \left( \frac{y}{\gamma} + P_j \right) - 1 \right) = \int_{\mathbb{R}^N} \left( \frac{\partial w}{\partial y_k} \right)^2 \left( \gamma^2 \left( \frac{2|y|}{\gamma} \right) - 1 \right)
\]

\[
\leq C \int_{\mathbb{R}^N} \left( \frac{\partial w}{\partial y_k} \right)^2 \leq C \int_{\mathbb{R}^N} e^{-2|y|} \leq C e^{-\sigma\mu}
\]

and similarly,

\[
\int_{\mathbb{R}^N} \left( \frac{\partial w}{\partial y_k} \right)^2 \left( \gamma^2 \left( \frac{y}{\gamma} + P_j \right) \right) \leq C e^{-\sigma\mu}
\]

for some \( \sigma > 0 \).

On the other hand, from (2.4), we have

\[
\left( \frac{h_1}{h_2} \right)\left( \frac{D_{jk,1}}{D_{jk,2}} \right) \leq \left( \frac{h_1}{h_2} \right) D_{jk,1} + \left( \frac{h_2}{h_1} \right) D_{jk,2} \leq C\|h\|_s.
\]

Setting \( \bar{D}_{jk} = \left( \frac{\partial U_{\tilde{P}_j}}{\partial x_k} \right) \), and noting that \( \bar{D}_{jk,1} = \bar{D}_{jk,2} \), we have

\[
\int_{\mathbb{R}^N} L\left( \frac{\phi}{\psi} \right) \left( \frac{D_{jk,1}}{D_{jk,2}} \right) = \int_{\mathbb{R}^N} L\left( \frac{\bar{D}_{jk,1}}{\bar{D}_{jk,2}} \right) \left( \frac{\phi}{\psi} \right)
\]

\[
= \int_{\mathbb{R}^N} \left( \Delta \bar{D}_{jk,1} + (\beta - 1) \bar{D}_{jk,1} + 3U_{\tilde{P}_j}^2 \bar{D}_{jk,1} \right) \left( \frac{\phi}{\psi} \right)
\]

\[
+ \int_{\mathbb{R}^N} \left( \Delta \bar{D}_{jk,2} + (\beta - 1) \bar{D}_{jk,2} + 3V_{\tilde{P}_j}^2 \bar{D}_{jk,2} \right) \left( \frac{\phi}{\psi} \right) + \int_{\mathbb{R}^N} \left( 3U_{\tilde{P}_j}^2 \bar{D}_{jk,1} \bar{D}_{jk,2} - 3U_{\tilde{P}_j}^2 \bar{D}_{jk,2} \bar{D}_{jk,1} \right) \left( \frac{\phi}{\psi} \right)
\]

\[
- \epsilon \int_{\mathbb{R}^N} \left( P(x) \bar{D}_{jk,1} \right) \left( \frac{\phi}{\psi} \right),
\]
Now we estimate all the terms in the right side of (2.6). Firstly, since $(U_{P_j}, V_{P_j})$ satisfies (1.10), we find that the first term is equal to 0. The second term can be estimated as follows:

$$\left| \int_{\mathbb{R}^N} \left( \Delta \zeta_j \hat{D}_{jk,1} + 2 \nabla \hat{D}_{jk,1} \cdot \nabla \zeta_j \right) \phi \psi \right|$$

$$= \left| \int_{B_{\frac{1}{\mu+1}}(0) \setminus B_{\frac{1}{\mu+1}}(0)} \left( \Delta \zeta_j \left( \frac{y}{\gamma} + P_j \right) \frac{\partial w}{\partial y_k} + 2 \nabla \frac{\partial w}{\partial y_k} \cdot \nabla \zeta_j \left( \frac{y}{\gamma} + P_j \right) \right) \phi \psi \right|^{4-N}$$

$$\leq C e^{-\frac{1}{2} \sigma \mu} \| (\phi, \psi) \|_*,$$

since

$$\left| \int_{B_{\frac{1}{\mu+1}}(0) \setminus B_{\frac{1}{\mu+1}}(0)} \Delta \zeta_j \left( \frac{y}{\gamma} + P_j \right) \frac{\partial w}{\partial y_k} \phi + 2 \nabla \frac{\partial w}{\partial y_k} \cdot \nabla \zeta_j \left( \frac{y}{\gamma} + P_j \right) \phi \right|$$

$$\leq C \sup_{x \in \mathbb{R}^N} |\phi F^{-1}| \int_{B_{\frac{1}{\mu+1}}(0) \setminus B_{\frac{1}{\mu+1}}(0)} \sum_{j=1}^{m} e^{-\gamma |y+P_j-P_\gamma|} e^{-|y|}$$

$$\leq C \sup_{x \in \mathbb{R}^N} |\phi F^{-1}| e^{-\frac{1}{2} \sigma \mu} \int_{B_{\frac{1}{\mu+1}}(0) \setminus B_{\frac{1}{\mu+1}}(0)} e^{-|y|} \leq C e^{-\frac{1}{2} \sigma \mu} \sup_{x \in \mathbb{R}^N} |\phi F^{-1}|,$$

and

$$\left| \int_{B_{\frac{1}{\mu+1}}(0) \setminus B_{\frac{1}{\mu+1}}(0)} \Delta \zeta_j \left( \frac{y}{\gamma} + P_j \right) w_{yk} \psi + 2 \nabla w_{yk} \cdot \nabla \zeta_j \left( \frac{y}{\gamma} + P_j \right) \psi \right| \leq C e^{-\frac{1}{2} \sigma \mu} \sup_{x \in \mathbb{R}^N} |\psi F^{-1}| \text{ for some } \sigma > 0.$$}

Similarly, we can deduce

$$\left| \epsilon \int_{\mathbb{R}^N} \left( \frac{P(x)}{Q(x)} \hat{D}_{jk,1} \zeta_j \right) \left( \frac{\phi}{\psi} \right) \right| \leq C e^{-\frac{1}{2} \sigma \mu} \| (\phi, \psi) \|_*$$

and

$$\left| \int_{\mathbb{R}^N} \left( \frac{3U_{P_m}^2 \hat{D}_{jk,1} \zeta_j - 3U_{P_j}^2 \hat{D}_{jk,1} \zeta_j}{3V_{P_m}^2 \hat{D}_{jk,2} \zeta_j - 3V_{P_j}^2 \hat{D}_{jk,2} \zeta_j} \right) \left( \frac{\phi}{\psi} \right) \right| \leq C \int_{B_{\frac{1}{\mu+1}(P_j) \setminus B_{\frac{1}{\mu+1}(P_j)}} \left( \frac{U_{P_j} \sum_{k \neq j} U_{P_k}}{V_{P_j} \sum_{k \neq j} V_{P_k}} \right) \left( \frac{\phi}{\psi} \right) \leq C e^{-\frac{1}{2} \sigma \mu} \| (\phi, \psi) \|_*$$

for some $\sigma > 0$. So we can conclude that

$$|c_{jk}| \leq C (e^{-\frac{1}{2} \sigma \mu} \| (\phi, \psi) \|_* + \| h \|_*).$$

Let now $\vartheta \in (0, 1)$. It is easy to check that the function $F$ satisfies

$$L \left( \begin{array}{c} F \\ F \end{array} \right) \leq \frac{1}{2} (\vartheta^2 - 1) \left( \begin{array}{c} F \\ F \end{array} \right),$$

in $\mathbb{R}^N \setminus \bigcup_{j} B(P_j, \mu_1/\gamma)$ if $\mu_1$ is large enough but independent of $\mu$. Hence the function $F$ can be used as a barrier to prove the pointwise estimate (similar to (3.11) in [9])

$$| (\phi, \psi) | \leq C \left( \| L \left( \begin{array}{c} \phi \\ \psi \end{array} \right) \|_* + \sup_j \| (\phi, \psi) \|_{L^\infty(\partial B(P_j, \mu_1/\gamma))} \right) F(x),$$

for all $x \in \mathbb{R}^N \setminus \bigcup_{j} B(P_j, \mu_1/\gamma)$. 

Now we assume that there exist a sequence \( \{ \mu^n \} \) tending to \( \infty \) and sequences \( \{ h^n \} \), \( \{ \phi^n \} \), \( \{ \psi^n \} \) such that
\[
\| h^n \|_* \to 0, \quad \text{and} \quad \| (\phi^n, \psi^n) \|_* = 1.
\]
By (2.7), we can get
\[
\left\| \sum_{j,k} e^n_{jk} D_{jk} \right\|_* \to 0.
\]
Then (2.8) implies that there exists \( P^n_j \in \Omega_m \) such that
\[
(2.9) \quad \| (\phi^n, \psi^n) \|_{L^\infty(B(P^n_j, \mu^n/2\gamma))} \geq C,
\]
for some constant \( C > 0 \). Using elliptic estimates with Ascoli-Arzela’s theorem, we can find a subsequence of \( \{ P^n_j \} \) and we can extract, from the sequence \( (\phi^n(\cdot - P^n_j), \psi^n(\cdot - P^n_j)) \) a subsequence which will converge (on compact sets) to \( (\phi_\infty, \psi_\infty) \) a solution of
\[
(2.10) \quad \begin{cases}
\Delta \phi_\infty + 3U^2 \phi_\infty + (\beta - 1) \psi_\infty = 0, & \text{in } \mathbb{R}^N, \\
\Delta \psi_\infty + 3V^2 \psi_\infty + (\beta - 1) \phi_\infty = 0, & \text{in } \mathbb{R}^N.
\end{cases}
\]
Moreover, recall that \( (\phi^n, \psi^n) \) satisfies the orthogonal condition in (2.2). So,
\[
(2.11) \quad \int_{\mathbb{R}^N} (\phi_\infty \nabla U + \psi_\infty \nabla V) = 0.
\]
By the non-degeneracy of \((U, V)\), we have \((\phi_\infty, \psi_\infty) \equiv (0, 0)\), which contradicts to (2.9). The proof is complete.

Applying Proposition 2.2, we get the following result at once.

**Proposition 2.3.** Given \( 0 < \nu < 1 \), there exist positive numbers \( \epsilon_0, \mu_0, C \geq 0 \) such that for all \( 0 < \epsilon < \epsilon_0 \), \( \mu \geq \mu_0 \) and for any given \( h \) with \( \| h \|_* \) norm bounded, there is a unique solution \( (\phi, \psi, \{ e_{jk} \}) \) to problem (2.2). Furthermore,
\[
(2.12) \quad \| (\phi, \psi) \|_* \leq C \| h \|_*.
\]

**Proof.** Consider the space
\[
\mathcal{H} = \left\{ (u, v) \in \mathbf{H} \mid \left( \left( \begin{array}{c} u \\ v \end{array} \right), \left( \begin{array}{c} D_{jk,1} \\ D_{jk,2} \end{array} \right) \right) = 0, \; P_m \in \Omega_m \right\}.
\]
Since the problem (2.2) can be rewritten as
\[
(2.13) \quad \left( \begin{array}{c} \phi \\ \psi \end{array} \right) + \left( \begin{array}{cc} K_1 & K \\ K & K_2 \end{array} \right) \left( \begin{array}{c} \phi \\ \psi \end{array} \right) = \bar{h} \; \text{in } \mathcal{H},
\]
where \( \bar{h} \) is defined by duality and \( K, K_1, K_2 : \mathcal{H} \to \mathcal{H} \) are linear compact operators. By Fredholm’s alternative theorem, we know that (2.13) has a unique solution for each \( \bar{h} \) is equivalent to showing that the system has a unique solution for \( \bar{h} = 0 \), which in turn follows from Proposition 2.2. This concludes the proof of Proposition 2.3.
In the following, if \((\phi, \psi)\) is the unique solution given by Proposition 2.3, we denote

\[
(\phi, \psi) = A(h)
\]

and (2.12) yields

\[
\|A(h)\|_* \leq C\|h\|_*.
\]

Now we reduce (1.1) to a finite-dimensional one. For large \(\mu\) and fixed \(P_m \in \Omega_m\), we are going to find a function \(\{(\phi_{P_m}, \psi_{P_m})\}\) such that for some \(\{c_{jk}\}, j = 1, \ldots, m, k = 1, \ldots, N\), the following nonlinear projected problem holds true

\[
\left\{ \begin{array}{l}
\Delta(U_{P_m} + \phi_{P_m}) - (1 + \epsilon P(x))(U_{P_m} + \phi_{P_m}) + (U_{P_m} + \phi_{P_m})^3 + \beta(V_{P_m} + \psi_{P_m}) \\
\Delta(V_{P_m} + \psi_{P_m}) - (1 + \epsilon Q(x))(V_{P_m} + \psi_{P_m}) + (V_{P_m} + \psi_{P_m})^3 + \beta(U_{P_m} + \phi_{P_m}) \\
\sum_{j=1}^{m} \sum_{k=1}^{N} c_{jk} D_{jk,1} \\
\sum_{i=1}^{m} \sum_{k=1}^{N} c_{jk} D_{jk,2} \\
\langle (\phi_{P_m}, \psi_{P_m}), (D_{jk,1}, D_{jk,2}) \rangle = 0 \text{ for } j = 1, \ldots, m, k = 1, \ldots, N.
\end{array} \right.
\]

(2.16)

It is obvious that the first system in (2.16) can be rewritten as

\[
L\left( \begin{array}{c}
\phi_{P_m} \\
\psi_{P_m}
\end{array} \right) = -G\left( \begin{array}{c}
U_{P_m} \\
V_{P_m}
\end{array} \right) + M\left( \begin{array}{c}
\phi_{P_m} \\
\psi_{P_m}
\end{array} \right) + \sum_{j=1}^{m} \sum_{k=1}^{N} c_{jk} \left( \begin{array}{c}
D_{jk,1} \\
D_{jk,2}
\end{array} \right),
\]

where

\[
M\left( \begin{array}{c}
\phi_{P_m} \\
\psi_{P_m}
\end{array} \right) = \left( \begin{array}{c}
(U_{P_m} + \phi_{P_m})^3 - U_{P_m}^3 - 3U_{P_m}^2 \phi_{P_m} \\
(V_{P_m} + \psi_{P_m})^3 - V_{P_m}^3 - 3V_{P_m}^2 \psi_{P_m}
\end{array} \right).
\]

Now we come to the main result in this section.

**Proposition 2.4.** There exist positive numbers \(\mu_0, C\) and \(\sigma > 0\) such that for all \(\mu > \mu_0\), and for any \(P_m \in \Omega_m, \epsilon < e^{-2\mu}\), there is a unique solution \(\{(\phi_{P_m}, \psi_{P_m}), \{c_{jk}\}\}\) to problem (2.16). Furthermore, \((\phi_{P_m}, \psi_{P_m})\) is \(C^1 \times C^1\) in \(\Omega_m\) and

\[
\|((\phi_{P_m}, \psi_{P_m}))\|_* \leq Ce^{-\sigma\mu}, \quad |c_{j,k}| \leq Ce^{-\sigma\mu}.
\]

In order to apply the contraction theorem to prove Proposition 2.4, firstly we have to obtain the following two lemmas.

**Lemma 2.5.** Assume that \(0 < \nu < 1\). For \(\mu\) large enough, and any \(P_m \in \Omega_m, \epsilon < e^{-3\mu}\), we have

\[
\|G\left( \begin{array}{c}
U_{P_m} \\
V_{P_m}
\end{array} \right)\|_* \leq Ce^{-\sigma\mu}
\]

for some constants \(\sigma\) and \(C\) independent of \(\mu, m\) and \(P_m\).

**Proof.** Using the system (1.10) satisfied by \((U_{P_j}, V_{P_j}), j = 1, \ldots, m\), we have

\[
G\left( \begin{array}{c}
U_{P_m} \\
V_{P_m}
\end{array} \right) = \left( \begin{array}{c}
\Delta U_{P_m} - (1 + \epsilon P(x))U_{P_m} + U_{P_m}^3 + \beta V_{P_m} \\
\Delta V_{P_m} - (1 + \epsilon Q(x))V_{P_m} + V_{P_m}^3 + \beta U_{P_m} \\
U_{P_m}^3 - \sum_{j=1}^{m} U_{P_j}^3 \\
V_{P_m}^3 - \sum_{j=1}^{m} V_{P_j}^3
\end{array} \right) - \left( \begin{array}{c}
\epsilon P(x)U_{P_m} \\
\epsilon Q(x)V_{P_m}
\end{array} \right).
\]
Fix $k \in \{1, \ldots, m\}$ and consider the region $|x - P_k| \leq \mu/2\gamma$. In this region, we have
\[
\left| U_{P_m}^3 - \sum_{j=1}^{m} U_{P_j}^3 \right| = \left| U_{P_k}^3 - U_{P_k}^3 - \sum_{j \neq k} U_{P_j}^3 \right| \leq C\left| U_{P_k}^3 \sum_{j \neq k} U_{P_j} \sum_{j \neq k} U_{P_j}^3 \right|
\leq C\left( e^{-\frac{1}{2} \mu} e^{-2\gamma|x - P_k|} + e^{-\frac{3}{2} \mu} \right) \leq C e^{-\sigma \mu} e^{-\nu \gamma|x - P_k|}
\]
and similarly,
\[
\left| V_{P_m}^3 - \sum_{j=1}^{m} V_{P_j}^3 \right| \leq C e^{-\sigma \mu} e^{-\nu \gamma|x - P_k|}
\]
for a proper choice of $\sigma > 0$. Consider the region $|x - P_k| > \mu/2 \gamma$ for all $k \in \{1, \ldots, m\}$. We have
\[
\left| U_{P_m}^3 - \sum_{j=1}^{m} U_{P_j}^3 \right| \leq C \sum_{k=1}^{m} e^{-3\gamma|x - P_k|} \leq C \sum_{k=1}^{m} e^{-\nu \gamma|x - P_k|}
\leq C e^{-\sigma \mu} \sum_{k=1}^{m} e^{-\nu \gamma|x - P_k|}
\]
and
\[
\left| V_{P_m}^3 - \sum_{j=1}^{m} V_{P_j}^3 \right| \leq C e^{-\sigma \mu} \sum_{k=1}^{m} e^{-\nu \gamma|x - P_k|}
\]
for a proper choice of $\sigma > 0$. Now, under the assumption on $\epsilon$, it is easy to see that
\[
|\epsilon P(x) U_{P_m}| \leq C e^{-\sigma \mu} \sum_{k=1}^{m} e^{-\nu \gamma|x - P_k|}
\]
and
\[
|\epsilon Q(x) V_{P_m}| \leq C e^{-\sigma \mu} \sum_{k=1}^{m} e^{-\nu \gamma|x - P_k|}.
\]
Thus using the above estimates, we have
\[
\|G\left( \frac{U_{P_m}}{V_{P_m}} \right)\|_* \leq C e^{-\sigma \mu}
\]
for some $\sigma > 0$. \qed

Letting $r > 0$, define
\[
B = \left\{ (\phi, \psi) \in H : \| (\phi, \psi) \|_* \leq r e^{-\sigma \mu}, \left( \begin{array}{c} \phi \\ \psi \end{array} \right), \left( \begin{array}{c} D_{jk, 1} \\ D_{jk, 2} \end{array} \right) = 0 \right\}.
\]

Lemma 2.6. For any $P_m \in \Omega_m$, if $(\phi, \psi) \in B$, we have
\[
(2.21) \quad \|M\left( \begin{array}{c} \phi \\ \psi \end{array} \right)\|_* \leq C e^{-\sigma \mu}
\]
for some constants $\sigma$ and $C$ independent of $\mu$, $m$ and $P_m$.

Proof. By direct computation and the mean-value theorem, we have
\[
|(U_{P_m} + \phi)^3 - U_{P_m}^3| - 3U_{P_m}^2 \phi \leq C(|\phi|^2 + |\phi|^3)
\]
and
\[
|(V_{P_m} + \psi)^3 - V_{P_m}^3| - 3V_{P_m}^2 \psi \leq C(|\psi|^2 + |\psi|^3).
\]
As a result,

\[
\left\| M \left( \frac{\phi}{\psi} \right) \right\|_* \leq C \|\phi\|_* (|\phi| + \phi^2) + C \|\psi\|_* (|\psi| + \psi^2) \\
\leq C (\|\phi\|^2 + \|\phi\|^2) + C (\|\psi\|^2 + \|\psi\|^2) \\
\leq C (r^2 e^{-2\sigma \mu} + r^3 e^{-3\sigma \mu}) \leq C e^{-\sigma \mu}
\]

for a proper \( \sigma \) independent of \( \mu, m \) and \( P_m \).

Now we are in position to prove Proposition 2.4.

**Proof of Proposition 2.4.** We will use the contraction mapping theorem to prove it. Notice that \((\phi_{P_m}, \psi_{P_m})\) solves (2.16) if and only if

\[
\begin{pmatrix}
\phi_{P_m} \\
\psi_{P_m}
\end{pmatrix} = A \left( G \left( \frac{U_{P_m}}{V_{P_m}} \right) + M \left( \frac{\phi_{P_m}}{\psi_{P_m}} \right) \right),
\]

where \( A \) is the operator given by (2.14). In other words, \((\phi_{P_m}, \psi_{P_m})\) solves (2.16) if and only if \((\phi_{P_m}, \psi_{P_m})\) is a fixed point for the operator

\[
T \left( \frac{\phi}{\psi} \right) = A \left( G \left( \frac{U_{P_m}}{V_{P_m}} \right) + M \left( \frac{\phi}{\psi} \right) \right).
\]

We will prove that \( T \) is a contraction mapping from \( B \) to itself. On one hand, by (2.15), Lemmas 2.5 and 2.6, we have for any \((\phi, \psi) \in B,\)

\[
\left\| T \left( \frac{\phi}{\psi} \right) \right\|_* \leq C \left\| G \left( \frac{U_{P_m}}{V_{P_m}} \right) + M \left( \frac{\phi}{\psi} \right) \right\|_* \leq C e^{-\sigma \mu}.
\]

On the other hand, taking \((\phi_1, \psi_1)\) and \((\phi_2, \psi_2)\) in \( B \), we have

\[
M \left( \frac{\phi_1}{\psi_1} \right) - M \left( \frac{\phi_2}{\psi_2} \right) = \left( \frac{(U_{P_m} + \phi_1)^3 - (U_{P_m} + \phi_2)^3 - 3U_{P_m}^2 (\phi_1 - \phi_2)}{(V_{P_m} + \psi_1)^3 - (V_{P_m} + \psi_2)^3 - 3V_{P_m}^2 (\psi_1 - \psi_2)} \right),
\]

\[
\left| (U_{P_m} + \phi_1)^3 - (U_{P_m} + \phi_2)^3 - 3U_{P_m}^2 (\phi_1 - \phi_2) \right| \leq C |\phi_1 - \phi_2| (|\psi_1| + |\psi_2|)
\]

and

\[
\left| (V_{P_m} + \psi_1)^3 - (V_{P_m} + \psi_2)^3 - 3V_{P_m}^2 (\psi_1 - \psi_2) \right| \leq C |\psi_1 - \psi_2| (|\psi_1| + |\psi_2|).
\]

So we can infer that

\[
\left\| T \left( \frac{\phi_1}{\psi_1} \right) - T \left( \frac{\phi_2}{\psi_2} \right) \right\|_* \leq C \left\| M \left( \frac{\phi_1}{\psi_1} \right) - M \left( \frac{\phi_2}{\psi_2} \right) \right\|_* \leq C \|\phi_1 - \phi_2\|_* (\|\phi_1\|_* + \|\phi_2\|_*) + C \|\psi_1 - \psi_2\|_* (\|\psi_1\|_* + \|\psi_2\|_*) \leq \frac{1}{2} (\|\phi_1 - \phi_2\|_* + \|\psi_1 - \psi_2\|_*) = \frac{1}{2} \left\| \left( \frac{\phi_1}{\psi_1} \right) - \left( \frac{\phi_2}{\psi_2} \right) \right\|_*.
\]
This means that $T$ is a contraction mapping from $B$ to itself. By the contraction mapping theorem, there exists a unique $(\phi_{P_m}, \psi_{P_m}) \in B$ such that (2.16) holds. So,

$$
\left\| \begin{pmatrix} \phi_{P_m} \\ \psi_{P_m} \end{pmatrix} \right\|_* = \left\| T \left( \begin{pmatrix} \phi_{P_m} \\ \psi_{P_m} \end{pmatrix} \right) \right\|_* \leq C e^{-\sigma \mu}.
$$

Furthermore, combing (2.7), (2.20) and (2.21), we find

$$
|c_{j,k}| \leq C e^{-\sigma \mu}.
$$

$\square$

3. A secondary Liapunov-Schmidt reduction

In this section, we prove a key estimate on the difference between the solutions in the $m$-th step and the $(m + 1)$-th step. This second Liapunov-Schmidt reduction has been used in [8, 9]. For $P_m \in \Omega_m$, we denote

$$
\left( \begin{pmatrix} u_{P_m} \\ \psi_{P_m} \end{pmatrix} \right) := \left( \begin{pmatrix} U_{P_m} + \phi_{P_m} \\ V_{P_m} + \psi_{P_m} \end{pmatrix} \right),
$$

where $(\phi_{P_m}, \psi_{P_m})$ is the unique solution given by Proposition 2.4.

We now write

$$
\left( \begin{pmatrix} u_{P_{m+1}} \\ \psi_{P_{m+1}} \end{pmatrix} \right) = \left( \begin{pmatrix} u_{P_m} \\ \psi_{P_m} \end{pmatrix} \right) + \left( \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \right) + \varphi_{m+1} = \left( \begin{pmatrix} \bar{U} \\ \bar{V} \end{pmatrix} \right) + \varphi_{m+1},
$$

where $(\bar{U}, \bar{V}) = \left( \begin{pmatrix} u_{P_m} \\ \psi_{P_m} \end{pmatrix} \right) + \left( \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \right)$.

By Proposition 2.4, we can easily derive that

$$
\left\| (\varphi_{m+1,1}, \varphi_{m+1,2}) \right\|_* \leq C e^{-\sigma \mu}.
$$

But the estimate is not sufficient, we need a key estimate for $(\varphi_{m+1,1}, \varphi_{m+1,2})$ which will be given later.

In the following we will always assume that $\nu > \frac{1}{2}$.

Lemma 3.1. Letting $\mu$ and $\epsilon$ be as in Proposition 2.4, then it holds

$$
\int_{\mathbb{R}^N} \left( |\nabla \varphi_{m+1,1}|^2 + |\varphi_{m+1,1}|^2 + |\nabla \varphi_{m+1,2}|^2 + |\varphi_{m+1,2}|^2 \right)
$$

$$
\leq C e^{-\sigma \mu} \sum_{j=1}^{m} w(\gamma |P_{m+1} - P_j|) + C \epsilon \left[ \left( \int_{\mathbb{R}^N} |P(x)|^2 |P_{m+1} + |Q(x)||V_{P_{m+1}}| \right)^2 \right.
$$

$$
+ \int_{\mathbb{R}^N} \left[ |P(x)|^2 U_{P_{m+1}}^2 + |Q(x)|^2 V_{P_{m+1}}^2 \right] \right]
$$

for some $C > 0, \sigma > 0$ independent of $\mu, m$ and $P_{m+1} \in \Omega_{m+1}$.

Proof. To prove (3.3), we need to perform a further decomposition. From the non-degeneracy result of $(U, V)$, we know that there are finitely many positive eigenvalues to the following linearized operators

$$
\begin{pmatrix}
\Delta \eta_{l,1} + (\beta - 1) \eta_{l,1} + 3U^2 \eta_{l,1} \\
\Delta \eta_{l,2} + (\beta - 1) \eta_{l,2} + 3V^2 \eta_{l,2}
\end{pmatrix} = \lambda_l \begin{pmatrix}
\eta_{l,1} \\
\eta_{l,2}
\end{pmatrix}
$$

(3.4)
and the eigenfunctions $\phi_l$ are exponential decay. Assume that $\lambda_l > 0$ for $l = 1, \ldots, K$, and it is easy to see that $\eta_{l,1} = \eta_{l,2}$. Let $\omega_j = \zeta_j \eta_l(\gamma (x - P_j))$, where $\zeta_j$ is given in Section 2 and $\eta_l = \begin{pmatrix} \eta_{l,1} \\ \eta_{l,2} \end{pmatrix}$.

It follows from (3.1) that

$$\varphi_{m+1} = \begin{pmatrix} u_{P_{m+1}} \\ v_{P_{m+1}} \end{pmatrix} - \begin{pmatrix} u_{P_m} \\ v_{P_m} \end{pmatrix} - \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix}$$

and then

$$\tilde{L} \varphi_{m+1} = -\tilde{G} + \sum_{j=1}^{m+1} \sum_{k=1}^{N} c_{jk} D_{jk}$$

for some $c_{jk}$, where

$$\tilde{L} \begin{pmatrix} \varphi_{m+1,1} \\ \varphi_{m+1,2} \end{pmatrix} = \begin{pmatrix} \Delta \varphi_{m+1,1} - (1 + \epsilon P(x)) \varphi_{m+1,1} + 3\tilde{U}^2 \varphi_{m+1,1} + \beta \varphi_{m+1,2} \\ \Delta \varphi_{m+1,2} - (1 + \epsilon Q(x)) \varphi_{m+1,2} + 3\tilde{V}^2 \varphi_{m+1,2} + \beta \varphi_{m+1,1} \end{pmatrix},$$

$$3\tilde{U}^2 = \begin{cases} (\tilde{U} + \varphi_{m+1,1})^3 - \tilde{U}^3, & \text{if } \varphi_{m+1,1} \neq 0, \\ 3\tilde{U}^2, & \text{if } \varphi_{m+1,1} = 0, \end{cases}$$

$$3\tilde{V}^2 = \begin{cases} (\tilde{V} + \varphi_{m+1,2})^3 - \tilde{V}^3, & \text{if } \varphi_{m+1,2} \neq 0, \\ 3\tilde{V}^2, & \text{if } \varphi_{m+1,2} = 0. \end{cases}$$

and

$$\tilde{G} = \begin{pmatrix} \tilde{U}^3 - u_{P_m}^3 - U_{P_{m+1}}^3 \\ \tilde{V}^3 - v_{P_m}^3 - V_{P_{m+1}}^3 \end{pmatrix} - \epsilon \begin{pmatrix} P(x) U_{P_{m+1}} \\ Q(x) V_{P_{m+1}} \end{pmatrix}.$$ 

We proceed the proof into a few steps. First we estimate the $L^2$ norm of $\tilde{G}$. Notice that

$$\int_{\mathbb{R}^N} |\tilde{U}^3 - u_{P_m}^3 - U_{P_{m+1}}^3|^2 \leq C \int_{\mathbb{R}^N} \left( u_{P_m}^2 U_{P_{m+1}}^2 + u_{P_m}^2 U_{P_{m+1}}^4 \right)$$

$$\leq C \int_{\mathbb{R}^N} \left( U_{P_m}^2 U_{P_{m+1}}^2 + \phi_m^2 U_{P_{m+1}}^2 + U_{P_m}^2 U_{P_{m+1}}^2 + \phi_m^2 U_{P_{m+1}}^4 \right).$$

Then similar to [8], we have

$$||\tilde{G}||_{L^2(\mathbb{R}^N)}^2 \leq Ce^{-\epsilon \mu} \sum_{j=1}^{m} w(\gamma |P_{m+1} - P_j|) + \epsilon^2 \int_{\mathbb{R}^N} (|P(x)|^2 U_{P_{m+1}}^2 + |Q(x)|^2 V_{P_{m+1}}^2).$$

Now we decompose $\varphi_{m+1}$ as

$$\varphi_{m+1} = \Phi + \sum_{j=1}^{m+1} \sum_{l=1}^{K} r_{jl} \omega_{jl} + \sum_{j=1}^{m+1} \sum_{k=1}^{N} d_{jk} D_{jk}$$

for some $r_{jl}, d_{jk}$ such that

$$\langle \Phi, \omega_{jl} \rangle = \langle \Phi, D_{jk} \rangle = 0, \quad j = 1, \ldots, m+1, k = 1, \ldots, N, l = 1, \ldots, K.$$

Since

$$\varphi_{m+1} = \begin{pmatrix} \phi_{P_{m+1}} \\ \psi_{P_{m+1}} \end{pmatrix} - \begin{pmatrix} \phi_{P_m} \\ \psi_{P_m} \end{pmatrix},$$
we have for \( j = 1, \ldots, m \),

\[
d_{jk} = \langle \varphi_{m+1}, D_{jk} \rangle + \sum_{l=1}^{K} r_{jl} \langle \omega_{jl}, D_{jk} \rangle \\
= \left\langle \left( \phi_{m+1} \right| \psi_{m+1} \right) - \left( \phi_{m} \right| \psi_{m} \right), D_{jk} \right\rangle + \sum_{l=1}^{K} r_{jl} \langle \omega_{jl}, D_{jk} \rangle \\
= \sum_{l=1}^{K} r_{jl} \langle \omega_{jl}, D_{jk} \rangle = C e^{-\sigma \mu} \sum_{l=1}^{K} r_{jl},
\]

where we use the fact that

\[
\langle \omega_{jl}, D_{jk} \rangle = \int_{\mathbb{R}^N} \left( \omega_{jl,1}, \omega_{jl,2} \right) \left( D_{jk,1}, D_{jk,2} \right) \leq C \int_{B_{\frac{p}{2p}}(P_{j})} \zeta_{j}^{2} \eta_{j,1}^{2} (x - P_{j}) \frac{\partial U_{p}}{\partial x_{k}} \\
\leq C \int_{B_{\frac{p}{2p}}(P_{j})} e^{-2\gamma|x - P_{j}|} \leq C e^{-\sigma \mu}.
\]

For \( j = m + 1 \), there holds

\[
d_{m+1,k} = \langle \varphi_{m+1}, D_{m+1,k} \rangle + \sum_{l=1}^{K} r_{m+1,l} \langle \phi_{m+1,l}, D_{m+1,k} \rangle \\
= \left\langle \left( \phi_{m+1} \right| \psi_{m+1} \right), D_{m+1,k} \right\rangle + \sum_{l=1}^{K} r_{m+1,l} \langle \omega_{m+1,l}, D_{m+1,k} \rangle \\
= -\left\langle \left( \phi_{m} \right| \psi_{m} \right), D_{m+1,k} \right\rangle + \sum_{l=1}^{K} r_{m+1,l} \langle \omega_{m+1,l}, Z_{m+1,k} \rangle,
\]

where we used the orthogonality conditions satisfied by \( \left( \phi_{m} \right| \psi_{m} \) and \( \left( \phi_{m+1} \right| \psi_{m+1} \).

By the definition of \( D_{jk} \), we have

\[
\left\langle \left( \phi_{m} \right| \psi_{m} \right), D_{m+1,k} \right\rangle = \int_{\mathbb{R}^N} \left( \phi_{m} \zeta_{m+1}, \frac{\partial U_{p}}{\partial x_{k}} \right) + \left( \psi_{m} \zeta_{m+1}, \frac{\partial V_{p}}{\partial x_{k}} \right) \\
\leq C e^{-\sigma \mu} \int_{\mathbb{R}^N} \sum_{j=1}^{m} e^{-\nu\gamma|x - P_{j}|} e^{-\nu\gamma|x - P_{m+1}|} e^{-(1-\nu)\gamma|x - P_{m+1}|} \\
\leq C e^{-\sigma \mu} \sum_{j=1}^{m} e^{-\nu\gamma|P_{m+1} - P_{j}|}.
\]

So we can deduce that

\[
\begin{cases}
|d_{m+1,k}| \leq C e^{-\sigma \mu} \sum_{j=1}^{m} e^{-\nu\gamma|P_{m+1} - P_{j}|} + C e^{-\sigma \mu} \sum_{l=1}^{K} r_{m+1,l}, \\
|d_{jk}| \leq C e^{-\sigma \mu} \sum_{l=1}^{K} r_{jl} \text{ for } j = 1, \ldots, m.
\end{cases}
\]

(3.10)

It follows from (3.8) that (3.5) can be rewritten as

\[
L \Phi + \sum_{j=1}^{m+1} \sum_{l=1}^{K} r_{jl} \tilde{L} \omega_{jl} + \sum_{j=1}^{m+1} \sum_{k=1}^{N} d_{jk} \tilde{L} D_{jk} = -\tilde{G} + \sum_{j=1}^{m+1} \sum_{k=1}^{N} c_{jk} D_{jk}.
\]

(3.11)
To estimate the coefficients \( r_{jl}, l \in \{1, \ldots, K\} \), multiplying (3.11) by \( \omega_{jl} \) and integrating over \( \mathbb{R}^N \), we have

\[
\begin{aligned}
    r_{jl} \left\langle \tilde{L}\omega_{jl}, \omega_{jl} \right\rangle &= -\sum_{k=1}^{N} d_{jk} \left\langle \tilde{L}D_{jk}, \omega_{jl} \right\rangle - \left\langle \bar{G}, \omega_{jl} \right\rangle - \sum_{s \neq l} r_{js} \left\langle \tilde{L}\omega_{js}, \omega_{jl} \right\rangle \\
    &+ \sum_{k=1}^{N} c_{jk} \left\langle D_{jk}, \omega_{jl} \right\rangle - \left\langle \tilde{L}\Phi, \omega_{jl} \right\rangle.
\end{aligned}
\]  

(3.12)

By the definition of \( \bar{G} \), it is easy to verify that for \( j = 1, \ldots, m \),

\[
| \left\langle \bar{G}, \omega_{jl} \right\rangle | \leq Ce^{-\sigma \mu} e^{-\nu|x|} |P_{m+1} - P_j| + \left| \left( \left( \epsilon P(x)U_{P_{m+1}} \right), \left( \omega_{jl,1} \right) \right) \right|,
\]

since

\[
\int_{\mathbb{R}^N} (\bar{U}^3 - u_{P_m}^3 - U_{P_{m+1}}^3) \omega_{jl,1} \leq \int_{B_{\tfrac{1}{2}\gamma}(P_j)} \left( u_{P_m}^2 U_{P_{m+1}} + u_{P_m} U_{P_{m+1}}^2 \right) \zeta_j \eta_{j,1} |(x - P_j)| \\
\leq Ce^{-\sigma \mu} e^{-\nu|x|} |P_{m+1} - P_j|.
\]

Similarly, one has

\[
| \left\langle \bar{G}, \omega_{m+1,l} \right\rangle | \leq Ce^{-\sigma \mu} \sum_{j=1}^{m} e^{-\nu|x|} |P_{m+1} - P_j| + \left| \left( \left( \epsilon P(x)U_{P_{m+1}} \right), \left( \omega_{m+1,l,1} \right) \right) \right|,
\]

Moreover, from (2.7), we have

\[
\left| \sum_{k=1}^{N} c_{jk} \left\langle D_{jk}, \omega_{jl} \right\rangle \right| \leq C |c_{jk}| \leq Ce^{-\sigma \mu} + C \| \bar{G} \|_{*} \leq Ce^{-\sigma \mu}
\]

and

\[
| \left\langle \tilde{L}\Phi, \omega_{jl} \right\rangle | = | \left\langle \tilde{L}\omega_{jl}, \Phi \right\rangle | \leq Ce^{-\sigma \mu} \| \Phi \|_{H^1(B_{\tfrac{1}{2}\gamma}(P_j))}.
\]

Using system (3.4), we can deduce

\[
\left\langle \tilde{L}\omega_{jl}, \omega_{jl} \right\rangle = \delta_{ls} \lambda_s \left\langle \eta_l, \eta_s \right\rangle + O(e^{-\sigma \mu}).
\]

So, from the above estimates, we can infer that

\[
\begin{aligned}
    |r_{m+1,l}| &\leq Ce^{-\sigma \mu} \sum_{j=1}^{m} e^{-\nu|x|} |P_{m+1} - P_j| + Ce^{-\sigma \mu} \| \Phi \|_{H^1(B_{\tfrac{1}{2}\gamma}(P_{m+1}))} \\
    &\quad + C \left| \left( \left( \epsilon P(x)U_{P_{m+1}} \right), \left( \omega_{m+1,l,1} \right) \right) \right|,
\end{aligned}
\]

(3.14)

\[
\begin{aligned}
    |r_{l,l}| &\leq Ce^{-\sigma \mu} e^{-\nu|x|} |P_{m+1} - P_j| + Ce^{-\sigma \mu} \| \Phi \|_{H^1(B_{\tfrac{1}{2}\gamma}(P_j))} \\
    &\quad + C \left| \left( \left( \epsilon P(x)U_{P_{m+1}} \right), \left( \omega_{jl,1} \right) \right) \right|,
\end{aligned}
\]

and then

\[
\begin{aligned}
    |d_{k+1,j}| &\leq Ce^{-\sigma \mu} \sum_{j=1}^{m} e^{-\nu|x|} |P_{m+1} - P_j| + Ce^{-\sigma \mu} \| \Phi \|_{H^1(B_{\tfrac{1}{2}\gamma}(P_{m+1}))},
\end{aligned}
\]

(3.15)

\[
\begin{aligned}
    |d_{k,j}| &\leq Ce^{-\sigma \mu} e^{-\nu|x|} |P_{m+1} - P_j| + Ce^{-\sigma \mu} \| \Phi \|_{H^1(B_{\tfrac{1}{2}\gamma}(P_j))}
\end{aligned}
\]

for \( j = 1, \ldots, m, k = 1, \ldots, N, l = 1, \ldots, K \).
Finally we need to estimate $\Phi$. Multiplying (3.11) by $\Phi$ and integrating over $\mathbb{R}^N$, we have

$$\langle \tilde{L}\Phi, \Phi \rangle = -\langle \tilde{G}, \Phi \rangle - \sum_{j=1}^{m+1} \sum_{k=1}^{N} d_{jk} \langle \tilde{L}D_{jk}, \Phi \rangle - \sum_{j=1}^{m+1} \sum_{l=1}^{K} r_{jl} \langle \tilde{L}\omega_{jl}, \Phi \rangle. \tag{3.16}$$

We claim that

$$-\langle \tilde{L}\Phi, \Phi \rangle \geq c_0 \|\Phi\|_{H^1(\mathbb{R}^N)}^2 \tag{3.17}$$

for some constant $c_0 > 0$ (independent of $P_{m+1}$).

Indeed, since the approximate solution is exponentially decaying away from the point $P_j$, we have

$$\int_{\mathbb{R}^N \setminus \bigcup_{j} B_{\frac{1}{\langle n \rangle}}(P_j)} (\tilde{L}\Phi)\Phi \geq \frac{1}{2} \int_{\mathbb{R}^N \setminus \bigcup_{j} B_{\frac{1}{\langle n \rangle}}(P_j)} (|\nabla \Phi|_1^2 + |\Phi|_1^2 + |\nabla \Phi|_2^2 + |\Phi|_2^2). \tag{3.18}$$

So we only need to prove (3.18) in the domain $\bigcup_{j} B_{\frac{1}{\langle n \rangle}}(P_j)$. Here we prove it by contradiction. Assume that there exist a sequence $\mu_n \to +\infty$, and $P^n_j$ such that as $n \to \infty$,

$$\int_{B_{\frac{1}{\langle n \rangle}}(P^n_j)} (|\nabla \Phi|_1^2 + |\Phi|_1^2 + |\nabla \Phi|_2^2 + |\Phi|_2^2) = 1 \tag{3.19}$$

and

$$\int_{B_{\frac{1}{\langle n \rangle}}(P^n_j)} (\tilde{L}\Phi^n)\Phi^n \to 0. \tag{3.20}$$

Then we can extract from the sequence $\Phi^n(x - P^n_j)$ a subsequence which will converge weakly in $H$ to $\Phi^\infty$ satisfying

$$\int_{\mathbb{R}^N} (|\nabla \Phi^\infty|_1^2 + 3U^2\Phi^\infty_1 - 3U^2\Phi^\infty_1 - \beta\Phi^\infty_2\Phi^\infty_1)$$

$$+ \int_{\mathbb{R}^N} (|\nabla \Phi^\infty|_2^2 + \Phi^\infty_2^2 - 3\Phi^\infty_2^2 - \beta\Phi^\infty_1\Phi^\infty_2) = 0$$

and from (3.9), we can find that

$$\langle \Phi^\infty, \left( \begin{array}{c} \eta_{l,1} \\ \eta_{l,2} \end{array} \right) \rangle = \langle \Phi^\infty, \left( \begin{array}{c} \frac{\partial U}{\partial x_k} \\ \frac{\partial V}{\partial x_k} \end{array} \right) \rangle = 0$$

for $l = 1, \cdots, K, k = 1, \cdots, N$. So we infer that $\Phi^\infty = 0$. Hence

$$\Phi^n \to 0 \text{ weakly in } H.$$ 

As a result, as $n \to \infty$,

$$\int_{B_{\frac{1}{\langle n \rangle}}(P^n_j)} [3\tilde{U}^2(\Phi^n_1)^2 + \beta \Phi^n_2 \Phi^n_1 + 3\tilde{V}^2(\Phi^n_2)^2 + \beta \Phi^n_1 \Phi^n_2] \to 0$$

and then by (3.20), one has as $n \to +\infty$,

$$\|\Phi^n\|_{H^1(B_{\frac{1}{\langle n \rangle}}(P^n_j))} \to 0,$$

which contradicts to (3.19). Thus (3.17) holds.

It follows from (3.16) and (3.17) that

$$\|\Phi\|_{H^1(\mathbb{R}^N)}^2 \leq C \left( \sum_{jk} |d_{jk}| \langle \tilde{L}D_{jk}, \Phi \rangle + \sum_{jl} |r_{jl}| \langle \tilde{L}\omega_{jl}, \Phi \rangle + |\langle \tilde{G}, \Phi \rangle| \right) \tag{3.21}$$

$$\leq C \left( \sum_{jk} |d_{jk}| \|\Phi\|_{H^1(B_{\frac{1}{\langle n \rangle}}(P_j))} + \sum_{jl} |r_{jl}| \|\Phi\|_{H^1(B_{\frac{1}{\langle n \rangle}}(P_j))} + \|\tilde{G}\|_{L^2(\mathbb{R}^N)} \|\Phi\|_{H^1(\mathbb{R}^N)} \right).$$
Observe that $\varphi$ has a solution. Let $N$ and we denote the corresponding solution by $u$.

This concludes the proof of Lemma. Furthermore, from the estimates (3.22) and (3.25), we infer that

$$\|\varphi_{m+1}\|_{H^1(\mathbb{R}^N)} \leq C\left\{ \left( e^{\sigma \mu} \sum_{j=1}^{m} w(\gamma|P_j - P_{m+1}|) \right)^{\frac{1}{2}} \right.$$

$$+ \left( \int_{\mathbb{R}^N} e^{2(|P(x)|^2 U_{P_{m+1}}^2 + |Q(x)|^2 V_{P_{m+1}}^2)} \right)^{\frac{1}{2}}$$

$$+ \left( \int_{\mathbb{R}^N} \epsilon (|P(x)|U_{P_{m+1}} + |Q(x)|V_{P_{m+1}}) \right) \}.$$ 

Since we choose $\nu > 1/2$, we have

$$\left( \sum_{j=1}^{m} e^{-\nu \gamma|P_j - P_{m+1}|} \right)^{2} \leq C \sum_{j=1}^{m} w(\gamma|P_j - P_{m+1}|).$$

From (3.22) and (3.23), we infer that

$$\|\varphi_{m+1}\|_{H^1(\mathbb{R}^N)} \leq C\left\{ \left( e^{\sigma \mu} \sum_{j=1}^{m} w(\gamma|P_j - P_{m+1}|) \right)^{\frac{1}{2}} \right.$$

$$+ \left( \int_{\mathbb{R}^N} e^{2(|P(x)|^2 U_{P_{m+1}}^2 + |Q(x)|^2 V_{P_{m+1}}^2)} \right)^{\frac{1}{2}}$$

$$+ \left( \int_{\mathbb{R}^N} \epsilon (|P(x)|U_{P_{m+1}} + |Q(x)|V_{P_{m+1}}) \right) \}.$$ 

Furthermore, from the estimates (3.10) and (3.14), and taking into consideration that $\zeta_j$ is supposed in $B_{\delta_j}^\mu(P_j)$, using Hölder inequality, we can get an accurate estimate on $\varphi_{m+1}$

$$\|\varphi_{m+1}\|_{H^1(\mathbb{R}^N)} \leq C\left\{ \left( e^{\sigma \mu} \sum_{j=1}^{m} w(\gamma|P_j - P_{m+1}|) \right)^{\frac{1}{2}} \right.$$

$$+ \left( \int_{\mathbb{R}^N} e^{2(|P(x)|^2 U_{P_{m+1}}^2 + |Q(x)|^2 V_{P_{m+1}}^2)} \right)^{\frac{1}{2}}$$

$$+ \sum_{j=1}^{m} \left( \int_{B_{\delta_j}^\mu(P_j)} e^{2(|P(x)|^2 U_{P_{m+1}}^2)} \right)^{\frac{1}{2}} + \sum_{j=1}^{m} \left( \int_{B_{\delta_j}^\mu(P_j)} e^{2(|Q(x)|^2 V_{P_{m+1}}^2)} \right)^{\frac{1}{2}} \}.$$ 

This concludes the proof of Lemma 3.1.

4. Proof of our main result

In this section, first we study a maximization problem, then we prove our main result.

Fixing $P_m \in \Omega_m$, we define a new functional

$$\mathcal{N}(P_m) = J(u_{P_m}, v_{P_m}) : \Omega_m \rightarrow \mathbb{R}$$

and

$$\mathcal{R}_m := \sup_{P_m \in \Omega_m} \mathcal{N}(P_m).$$

Observe that $\mathcal{N}(P_m)$ is continuous in $P_m$. We will prove below that the maximization problem has a solution. Let $\hat{P}_m$ be the maximum where $\hat{P}_m = (\hat{P}_1, \cdots, \hat{P}_m) \in \hat{\Omega}_m$, that is

$$\mathcal{N}(\hat{P}_m) = \max_{P_m \in \Omega_m} \mathcal{N}(P_m)$$

and we denote the corresponding solution by $u_{\hat{P}_m}$.

First we give a lemma which will be used later.
Lemma 4.1. (see Lemma 2.4, [8]) For $|P_j - P_k| \geq \frac{\mu}{\gamma}$ large, we have
\[
\int_{\mathbb{R}^n} w^3(\gamma(x - P_j))w(\gamma(x - P_k)) = (\gamma_1 + o(1))w(\gamma|P_j - P_k|)
\]
for some $\sigma > 0$ independent of large $\mu$ and
\[
\gamma_1 = \int_{\mathbb{R}^n} w^3(x)e^{-y_1} > 0.
\]

Now we prove that the maximum can be attained at finite points for each $\mathcal{R}_m$.

Lemma 4.2. Assume that $(K_1), (K_2)$ and the assumptions in Proposition 2.4 hold. Then for all $m$:

(i) There exists $P_m \in \Omega_m$ such that
\[
\mathcal{R}_m = \mathcal{N}(P_m);
\]

(ii) There holds
\[
\mathcal{R}_{m+1} > \mathcal{R}_m + I(U, V),
\]
where $I(U, V)$ is the energy of $(U, V)$,
\[
I(U, V) = \frac{1}{2} \int_{\mathbb{R}^n} (|\nabla U|^2 + |\nabla V|^2) + \frac{1 - \beta}{2} \int_{\mathbb{R}^n} (U^2 + V^2) - \frac{1}{4} \int_{\mathbb{R}^n} (U^4 + V^4).
\]

Proof. Here we follow the proofs in [8, 13] and we need to use the estimate in Lemma 4.1. To prove this lemma, we divide the proof into the following two steps.

Step 1: We first show that $\mathcal{R}_1 > I(U, V)$ and $\mathcal{R}_1$ can be attained at finite points. Similar to the proof of Lemma 3.1, we have

\[
\|\langle \phi_P, \psi_P \rangle\|_{H^1(\mathbb{R}^n)} \leq C \left( \int_{\mathbb{R}^n} \left( |P(x)|^2 U_P^2 + |Q(x)|^2 V_P^2 \right) \right)^{\frac{1}{2}}
\]
for some $C > 0$ independent of $P$.

Assuming that $|P| \to +\infty$, by $U_P = V_P$, we have
\[
J(u_P, v_P) = \frac{1}{2} \int_{\mathbb{R}^n} \left( |\nabla (U_P + \phi_P)|^2 + (1 + \epsilon P(x))(U_P + \phi_P)^2 \right) + \frac{1}{2} \int_{\mathbb{R}^n} \left( |\nabla (V_P + \psi_P)|^2 + (1 + \epsilon Q(x))(V_P + \psi_P)^2 \right) - \frac{1}{4} \int_{\mathbb{R}^n} ((U_P + \phi_P)^4 + (V_P + \psi_P)^4) - \beta \int_{\mathbb{R}^n} (U_P + \phi_P)(V_P + \psi_P)
\]
\[
\geq I(U_P, V_P) + \epsilon \int_{\mathbb{R}^n} \left( P(x)U_P^2 + Q(x)V_P^2 \right) - C\|((\epsilon P(x)U_P, \epsilon Q(x)V_P))\|_{L^2(\mathbb{R}^n)}^2
\]
\[
\geq I(U_P, V_P) + \epsilon \int_{\mathbb{R}^n} \left( P(x)U_P^2 + Q(x)V_P^2 \right)
\]
\[
\geq I(U_P, V_P) + \epsilon \int_{\mathbb{R}^n} \left( P(x)U_P^2 + Q(x)V_P^2 \right)
\]
\[
- \frac{1}{4} \sup_{B_{\frac{R}{2}}(p)} (U_P^2 + V_P^2) \int_{\text{supp}(\gamma^2(P(x) + Q(x)))} (|P(x)|U_P^2 + |Q(x)|V_P^2)
\]
\[
\geq I(U_P, V_P) + \epsilon \int_{B_{\frac{R}{2}}(p)} (P(x)U_P^2 + Q(x)V_P^2) - O(\epsilon e^{-\frac{\gamma}{2}|P|}).
\]
By the slow decay assumption \((K_2)\), we have
\[
\frac{\epsilon}{4} \int_{\mathcal{B}_P} (P(x)U^2_P + Q(x)V^2_P) - O(\epsilon e^{-\frac{2}{\alpha} |P|}) > 0.
\]

So we can deduce that
\[
\mathcal{R}_1 \geq J(U_P, V_P) > I(U, V).
\]

Let us prove now that \(\mathcal{R}_1\) can be attained at finite points. Let \(\{P_j\}\) be a sequence such that \(\lim_{j \to \infty} N(P_j) = \mathcal{R}_1\), and assume that \(|P_j| \to \infty\) as \(j \to \infty\). Then from the system satisfied by \((U_{P_j}, V_{P_j})\), we have
\[
J(u_{P_j}, v_{P_j}) = \frac{1}{2} \int_{\mathbb{R}^N} (\|\nabla(U_{P_j} + \phi_{P_j})\|^2 + (1 + \epsilon P(x))(U_{P_j} + \phi_{P_j})^2)
+ \frac{1}{2} \int_{\mathbb{R}^N} (\|\nabla(V_{P_j} + \psi_{P_j})\|^2 + (1 + \epsilon Q(x))(V_{P_j} + \psi_{P_j})^2)
- \frac{1}{4} \int_{\mathbb{R}^N} ((U_{P_j} + \phi_{P_j})^4 + (V_{P_j} + \psi_{P_j})^4) - \beta \int_{\mathbb{R}^N} (U_{P_j} + \phi_{P_j})(V_{P_j} + \psi_{P_j})
= I(U_{P_j}, V_{P_j}) + \frac{\epsilon}{2} \int_{\mathbb{R}^N} (P(x)U^2_{P_j} + Q(x)V^2_{P_j}) + \frac{1}{2} \int_{\mathbb{R}^N} (\|\nabla \phi_{P_j}\|^2 + \phi^2_{P_j})
+ \frac{1}{2} \int_{\mathbb{R}^N} (\|\nabla \psi_{P_j}\|^2 + \psi^2_{P_j}) + \epsilon \int_{\mathbb{R}^N} (P(x)U_{P_j} \phi_{P_j} + Q(x)V_{P_j} \psi_{P_j})
+ \frac{\epsilon}{2} \int_{\mathbb{R}^N} (P(x)\phi^2_{P_j} + Q(x)\psi^2_{P_j}) - \frac{3}{2} \int_{\mathbb{R}^N} (U^2_{P_j} \phi^2_{P_j} + V^2_{P_j} \psi^2_{P_j})
- \int_{\mathbb{R}^N} (\bar{U}^2_{P_j} \phi^2_{P_j} + \bar{V}^2_{P_j} \psi^2_{P_j}) - \frac{1}{4} \int_{\mathbb{R}^N} (\phi^4_{P_j} + \psi^4_{P_j}) - \beta \int_{\mathbb{R}^N} \phi_{P_j} \psi_{P_j}
\leq I(U_{P_j}, V_{P_j}) + \frac{\epsilon}{2} \int_{\mathbb{R}^N} (P(x)U^2_{P_j} + Q(x)V^2_{P_j}) + O(||(\phi_{P_j}, \psi_{P_j})||^2_{H^1(\mathbb{R}^N)}).
\]

By the decay assumptions on \(P(x), Q(x)\) and (4.3), we have as \(|P_j| \to \infty\),
\[
\frac{\epsilon}{2} \int_{\mathbb{R}^N} (P(x)U^2_{P_j} + Q(x)V^2_{P_j}) + O(||(\phi_{P_j}, \psi_{P_j})||^2_{H^1(\mathbb{R}^N)}) \to 0.
\]

So it follows that
\[
(4.5) \quad \mathcal{R}_1 = \lim_{j \to \infty} N(P_j) \leq I(U, V),
\]

which yields a contradiction to (4.4). Then \(\mathcal{R}_1\) can be attained at finite points.

Step 2: Assume that there exists \(\bar{P}_m = (\bar{P}_1, \cdots, \bar{P}_m) \in \Omega_m\) such that \(\mathcal{R}_m = \mathcal{N}(\bar{P}_m)\). Next, we prove that there exists \(P_{m+1} \in \Omega_{m+1}\) such that \(\mathcal{R}_{m+1}\) can be attained. Let \((P^n_1, \cdots, P^n_{m+1})\) be a sequence such that
\[
(4.6) \quad \mathcal{R}_{m+1} = \lim_{n \to \infty} \mathcal{N}(P^n_1, \cdots, P^n_{m+1}).
\]

We claim that \((P^n_1, \cdots, P^n_{m+1})\) is bounded. Here we prove it by an indirect method. Without loss of generality, we assume that \(|P^n_{m+1}| \to \infty\) as \(n \to \infty\). In the following, we omit the index \(n\) for
simplicity. Noting that from $U_{P_{m+1}} = V_{P_{m+1}}$ and Lemma 3.1, we have

\[ J(u_{P_{m+1}}, v_{P_{m+1}}) = J \left( \begin{pmatrix} u_m \\ v_m \end{pmatrix}, \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \right) \]

\[ = J \left( \begin{pmatrix} u_m \\ v_m \end{pmatrix}, \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \right) + \sum_{j=1}^{m} \sum_{k=1}^{N} c_{jk} \int_{\mathbb{R}^N} D_{jk} \varphi_{m+1} - \langle \tilde{G}, \varphi_{m+1} \rangle \]

\[ + O(\|\varphi_{m+1}\|^2_{H^1(\mathbb{R}^N)}) \]

\[ = J \left( \begin{pmatrix} u_m \\ v_m \end{pmatrix}, \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \right) + O\left( e^{-\sigma \mu} \sum_{j=1}^{m} w(\gamma|P_{m+1} - P_j|) \right) \]

\[ + \varepsilon^2 \int_{\mathbb{R}^N} (|P(x)|^2U_{P_{m+1}}^2 + |Q(x)|^2V_{P_{m+1}}^2) + \left( \varepsilon \int_{\mathbb{R}^N} (|P(x)|U_{m+1} + |Q(x)|V_{m+1}) \right)^2 \bigg\} \].

Next we estimate $J\left( \begin{pmatrix} u_{P_m} \\ v_{P_m} \end{pmatrix}, \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \right)$. By direct computation, we can find

\[ J \left( \begin{pmatrix} u_{P_m} \\ v_{P_m} \end{pmatrix}, \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \right) \]

\[ = J \left( \begin{pmatrix} u_{P_m} \\ v_{P_m} \end{pmatrix}, \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \right) + \int_{\mathbb{R}^N} (\nabla u_{P_m} \nabla U_{P_{m+1}} + \nabla v_{P_m} \nabla V_{P_{m+1}}) \]

\[ + \int_{\mathbb{R}^N} ((1 + \varepsilon P(x)) u_{P_m} U_{P_{m+1}} + (1 + \varepsilon Q(x)) v_{P_m} V_{P_{m+1}}) - \int_{\mathbb{R}^N} u_{P_m}^3 U_{P_{m+1}} \]

\[ - \int_{\mathbb{R}^N} V_{P_{m+1}} - \beta \int_{\mathbb{R}^N} (u_{P_m} V_{P_{m+1}} + v_{P_m} U_{P_{m+1}}) \]

\[ - \frac{1}{4} \int_{\mathbb{R}^N} (6u_{P_m}^2 U_{P_{m+1}}^2 + 4u_{P_m} U_{P_{m+1}}^3) - \frac{1}{4} \int_{\mathbb{R}^N} (6v_{P_m}^2 V_{P_{m+1}}^2 + 4v_{P_m} V_{P_{m+1}}^3) \]

\[ + \frac{\varepsilon}{2} \int_{\mathbb{R}^N} (P(x)U_{P_{m+1}}^2 + Q(x)V_{P_{m+1}}^2) \]

\[ = J \left( \begin{pmatrix} u_{P_m} \\ v_{P_m} \end{pmatrix}, \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \right) + \sum_{j=1}^{m} \sum_{k=1}^{N} c_{jk} \langle D_{jk}, \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \rangle \]

\[ + \frac{\varepsilon}{2} \int_{\mathbb{R}^N} (P(x)U_{P_{m+1}}^2 + Q(x)V_{P_{m+1}}^2) - \frac{1}{4} \int_{\mathbb{R}^N} (6u_{P_m}^2 U_{P_{m+1}}^2 + 6v_{P_m}^2 V_{P_{m+1}}^2) \]

\[ - \int_{\mathbb{R}^N} (u_{P_m} U_{P_{m+1}}^3 + v_{P_m} V_{P_{m+1}}^3) \].

By (3.13) and the definition of $D_{jk}$, we have

\[ \sum_{j=1}^{m} \sum_{k=1}^{N} c_{jk} \langle D_{jk}, \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \rangle \leq Ce^{-\sigma \mu} \sum_{j=1}^{m} w(\gamma|P_{m+1} - P_j|) \].

Similar to (3.7), we can also get

\[ \int_{\mathbb{R}^N} (u_{P_m}^2 U_{P_{m+1}}^2 + v_{P_m}^2 V_{P_{m+1}}^2) \leq Ce^{-\sigma \mu} \sum_{j=1}^{m} w(\gamma|P_{m+1} - P_j|) \].
Moreover, by Lemma 4.1, we find

\[
\int_{\mathbb{R}^N} (u_{P_{m}} U_{P_{m+1}}^3 + v_{P_{m}} V_{P_{m+1}}^3) = 2 \int_{\mathbb{R}^N} \sum_{j=1}^{m} U_{P_{m+1}}^3 U_{j} + \int_{\mathbb{R}^N} (U_{P_{m+1}}^3 \phi_{P_{m}} + V_{P_{m+1}}^3 \psi_{P_{m}}) \\
= \int_{\mathbb{R}^N} (U_{P_{m+1}}^3 \phi_{P_{m}} + V_{P_{m+1}}^3 \psi_{P_{m}}) + 2 \gamma \gamma_1 \sum_{j=1}^{m} w(\gamma |P_{m+1} - P_{j}|) + O(e^{-\sigma \mu}) \sum_{j=1}^{m} w(\gamma |P_{m+1} - P_{j}|).
\]

Therefore it follows from (4.8) that

\[
J\left(\begin{pmatrix} u_{P_{m}} \\ v_{P_{m}} \end{pmatrix} + \begin{pmatrix} U_{P_{m+1}} \end{pmatrix}\right) \\
\leq J\left(\begin{pmatrix} u_{P_{m}} \\ v_{P_{m}} \end{pmatrix} + I(U_{P_{m+1}}, V_{P_{m+1}}) + \frac{c}{2} \int_{\mathbb{R}^N} (P(x)U_{P_{m+1}}^2 + Q(x)V_{P_{m+1}}^2) \\
- \int_{\mathbb{R}^N} (U_{P_{m+1}}^3 \phi_{P_{m}} + V_{P_{m+1}}^3 \psi_{P_{m}}) - 2 \gamma \gamma_1 \sum_{j=1}^{k} w(\gamma |P_{m+1} - P_{j}|) \\
+ O(e^{-\sigma \mu}) \sum_{i=1}^{k} w(\gamma |P_{m+1} - P_{j}|)).
\]

(4.10)

Since \( U_{P_{m}} = V_{P_{m}} \), by systems (1.10) and (2.16), we see that

\[
\int_{\mathbb{R}^N} (U_{P_{m+1}}^3 \phi_{P_{m}} + V_{P_{m+1}}^3 \psi_{P_{m}}) = \int_{\mathbb{R}^N} \left\{ (-\Delta + (1 - \beta)) \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \right\} \begin{pmatrix} \phi_{P_{m}} \\ \psi_{P_{m}} \end{pmatrix} \\
= \int_{\mathbb{R}^N} \left( \begin{pmatrix} \sum_{j=1}^{m} U_{P_{j}} - u_{P_{m}}^3 \\ \sum_{j=1}^{m} V_{P_{j}} - v_{P_{m}}^3 \end{pmatrix} \right) \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix} \\
- \int_{\mathbb{R}^N} \left( \begin{pmatrix} eP(x)u_{P_{m}} \\ eQ(x)v_{P_{m}} \end{pmatrix} \right) \begin{pmatrix} U_{P_{m+1}} \\ V_{P_{m+1}} \end{pmatrix}.
\]

Using (2.19), we have

\[
\left| \int_{\mathbb{R}^N} eP(x)u_{P_{m}} U_{P_{m+1}} \right| = \left| \int_{\mathbb{R}^N} eP(x) \left( \sum_{j=1}^{m} U_{P_{j}} + \phi_{P_{m}} \right) U_{P_{m+1}} \right| \\
\leq Ce^{-\sigma \mu} \left| \int_{\mathbb{R}^N} P(x) \left| \sum_{j=1}^{m} e^{-\gamma |x-P_{j}|} U_{P_{m+1}} \right| \right| \left\| \phi_{P_{m}} \right\| \left| \int_{\mathbb{R}^N} P(x) \left| \sum_{j=1}^{m} e^{-\gamma |x-P_{j}|} U_{P_{m+1}} \right| \right| \\
\leq Ce^{-\sigma \mu} \sum_{j=1}^{m} \left| \int_{\mathbb{R}^N} |P(x)|e^{-\gamma |x-P_{j}|} U_{P_{m+1}} \right|
\]

and

\[
\left| \int_{\mathbb{R}^N} (\sum_{j=1}^{m} U_{P_{j}}^3 - u_{P_{m}}^3) U_{P_{m+1}} \right| \leq Ce^{-\sigma \mu} \sum_{j=1}^{m} w(\gamma |P_{m+1} - P_{j}|).
\]
So from (4.9), (4.10) and the above estimates, one has
(4.11)
\[
J\left(\left(\frac{u_P}{v_P}\right)_m + \left(\frac{U_{P_{m+1}}}{V_{P_{m+1}}}\right)\right)
\leq R_m + I(U, V) + \frac{\varepsilon}{2} \int_{\mathbb{R}^N} (P(x)U_{P_{m+1}}^2 + Q(x)V_{P_{m+1}}^2) - 2\gamma^4\gamma_1 \sum_{j=1}^m w(\gamma|P_{m+1} - P_j|)
+ C\left\{e^{-\sigma\mu} \sum_{j=1}^m \int_{\mathbb{R}^N} e^{-\nu\gamma|x-P_j|} (|P(x)U_{P_{m+1}}| + |Q(x)V_{P_{m+1}}|) + e^{-\sigma\mu} \sum_{j=1}^m w(\gamma|P_{m+1} - P_j|)\right\}.
\]

As a result,
(4.12)
\[
J\left(\left(\frac{u_P}{v_P}\right)_{m+1}\right)
\leq R_m + I(U, V) + \frac{\varepsilon}{2} \int_{\mathbb{R}^N} (P(x)U_{P_{m+1}}^2 + Q(x)V_{P_{m+1}}^2) - 2\gamma^4\gamma_1 \sum_{j=1}^m w(\gamma|P_{m+1} - P_j|)
+ C\left\{e^{-\sigma\mu} \sum_{j=1}^m \int_{\mathbb{R}^N} e^{-\nu\gamma|x-P_j|} (|P(x)U_{P_{m+1}}| + |Q(x)V_{P_{m+1}}|) + e^{-\sigma\mu} \sum_{j=1}^m w(\gamma|P_{m+1} - P_j|)\right\} + \left(\int_{\mathbb{R}^N} e(|P(x)|U_{P_{m+1}} + |Q(x)|V_{P_{m+1}})^2\right)^2 + \varepsilon^2 \int_{\mathbb{R}^N} (|P(x)|^2U_{P_{m+1}}^2 + |Q(x)|^2V_{P_{m+1}}^2)\right\}.\]

Since we assume that |P_{m+1}^n| \to \infty, we deduce that
\[
\varepsilon \int_{\mathbb{R}^N} (P(x)U_{P_{m+1}}^2 + Q(x)V_{P_{m+1}}^2) + C\left\{e^2 \int_{\mathbb{R}^N} (|P(x)|^2U_{P_{m+1}}^2 + |Q(x)|^2V_{P_{m+1}}^2)\right\}
+ e^{-\sigma\mu} \sum_{j=1}^m \int_{\mathbb{R}^N} (|P(x)|e^{-\nu\gamma|x-P_j|}U_{P_{m+1}} + |Q(x)|e^{-\nu\gamma|x-P_j|}V_{P_{m+1}})
+ \left(\int_{\mathbb{R}^N} (|P(x)|U_{P_{m+1}} + |Q(x)|V_{P_{m+1}})^2\right)^2\right\} \to 0, \text{ as } n \to \infty
\]
and
\[
-2\gamma^4\gamma_1 \sum_{j=1}^m w(\gamma|P_{m+1} - P_j|) + O(e^{-\sigma\mu}) \sum_{j=1}^m w(\gamma|P_{m+1} - P_j|) < 0.
\]
Thus we can deduce
(4.13)
\[
R_{m+1} \leq R_m + I(U, V).
\]

On the other hand, by the assumption, \(R_m\) can be attained at \((\bar{P}_1, \cdots, \bar{P}_m)\). So there exists other point \(P_{m+1}\) which is far away from the \(m\) points and determined later. Let us consider the solution concentrating at the point \((\bar{P}_1, \cdots, \bar{P}_m, P_{m+1})\). We denote the solution by \((u_{P_{m+1}}, v_{P_{m+1}}, u_{P_{m+1}}, v_{P_{m+1}})\). By similar argument as above, using the estimate (3.25) instead of (3.24),
we have
\[
J\left(\begin{array}{c}
u P_{m,P_{m+1}}^m \\
v_{P_{m,P_{m+1}}^m}
\end{array}\right)
= J(u_{P_{m,P_{m+1}}^m},v_{P_{m,P_{m+1}}^m}) + I(U,V) + \frac{\epsilon}{2} \int_{\mathbb{R}^N} (P(x)U^2_{P_{m+1}} + Q(x)V^2_{P_{m+1}})
- 2\gamma^4 \gamma m \sum_{j=1}^m w(\gamma|P_{m+1} - P_j|)
+ C\left\{ e^{-\sigma \mu} \sum_{j=1}^m \int_{\mathbb{R}^N} |P(x)|e^{-\nu \gamma|x-P_j|}U_{P_{m+1}} + e^{-\sigma \mu} \sum_{j=1}^m w(\gamma|P_{m+1} - \bar{P}_j|)
+ (\epsilon \int_{\mathbb{R}^N} (P(x)|2U^2_{P_{m+1}}|^2)^{\frac{1}{2}})^2 + \left( e \int_{\mathbb{R}^N} \int_{B_{\frac{1}{\sigma R}}(\bar{P}_j)} |P(x)|e^{-\nu \gamma|x-P_j|}U_{P_{m+1}} + Q(x)|V^2_{P_{m+1}}|^2\right)^{\frac{1}{2}}\right\}.
\]
(4.14)

By (K2), choosing \( \epsilon > \tilde{\epsilon} \) and \( P_{m+1} \) such that \( |P_{m+1}| > \frac{\max_{m+1}|P_j| + \ln \epsilon}{\epsilon - \tilde{\epsilon}} \), we can get that
\[
\frac{\epsilon}{2} \int_{\mathbb{R}^N} (P(x)U^2_{P_{m+1}} + Q(x)V^2_{P_{m+1}})
- 2\gamma^4 \gamma m \sum_{j=1}^m w(\gamma|P_{m+1} - P_j|)
+ C\left\{ e^{-\sigma \mu} \sum_{j=1}^m \int_{\mathbb{R}^N} |P(x)|e^{-\nu \gamma|x-P_j|}U_{P_{m+1}} + |Q(x)|e^{-\nu \gamma|x-P_j|}V_{P_{m+1}} + e^{-\sigma \mu} \sum_{j=1}^m w(\gamma|P_{m+1} - \bar{P}_j|)
+ (\epsilon \int_{\mathbb{R}^N} (|P(x)|U_{P_{m+1}} + |Q(x)|V_{P_{m+1}})^2 + e^{-\sigma \mu} \sum_{j=1}^m w(\gamma|P_{m+1} - \bar{P}_j|)\right\}.
\]

As a consequence,
\[
R_{m+1} \geq J\left(\begin{array}{c}
u P_{m,P_{m+1}}^m \\
v_{P_{m,P_{m+1}}^m}
\end{array}\right) > R_m + I(U,V),
\]
which contradicts to (4.13). Then \( R_{m+1} \) can be attained at finite points in \( \Omega_{m+1} \).

Moreover, from the proof above, we can infer that
\[
R_{m+1} \geq R_m + I(U,V).
\]

(4.15)

Next we have the following proposition:

**Proposition 4.3.** The maximization problem
\[
\max_{P \in \Omega_m} N(P)
\]
has a solution \( P \in \Omega_m^0 \), i.e., the interior of \( \Omega_m \).
Proof. We prove it by contradiction. If \( \mathbf{P}_m = (\bar{P}_1, \ldots, \bar{P}_m) \in \partial \Omega_m \), then there exists \((j, k)\) such that \(|\bar{P}_j - \bar{P}_k| = \mu/\gamma\). Without loss of generality, we assume that \((j, k) = (j, m)\). It follows from (4.12) that

\[
\mathcal{R}_m = J\left( \frac{U\bar{P}_m}{V\bar{P}_m} \right)
\]

\[
\leq \mathcal{R}_{m-1} + I(U, V) + \frac{\epsilon}{2} \int_{\mathbb{R}^N} (P(x)U^2_{\bar{P}_{m+1}} + Q(x)V^2_{\bar{P}_{m+1}}) - 2\gamma^4 \gamma_1 \sum_{i=1}^{m-1} w(\gamma|\bar{P}_m - \bar{P}_i|)
\]

\[
+ C \left( e^{-\sigma \mu} \sum_{i=1}^{m-1} \int_{\mathbb{R}^N} (|P(x)|e^{-\nu \gamma}|x-\bar{P}_i|U_{\bar{P}_m} + |Q(x)|e^{-\nu \gamma}|x-\bar{P}_i|V_{\bar{P}_m}) + e^{-\sigma \mu} \sum_{i=1}^{m-1} w(\gamma|\bar{P}_m - \bar{P}_i|)
\]

\[
+ \epsilon^2 \int_{\mathbb{R}^N} (|P(x)|^2U^2_{\bar{P}_m} + |Q(x)|^2V^2_{\bar{P}_m}) + \left( \int_{\mathbb{R}^N} e(|P(x)|U_{\bar{P}_m} + |Q(x)|V_{\bar{P}_m}) \right)^2 \right).
\]

By the definition of the configuration set, we observe that given a ball of size \( \mu \), there are at most \( C_N := 6^N \) number of non-overlapping balls of size \( \mu \) surrounding this ball. Using \(|\bar{P}_j - \bar{P}_m| = \mu/\gamma\), we have

\[
\sum_{i=1}^{m-1} w(\gamma|\bar{P}_m - \bar{P}_i|) = w(\gamma|\bar{P}_m - \bar{P}_j|) + \sum_{i \neq j} w(\gamma|\bar{P}_m - \bar{P}_i|) \leq w(\mu) + Ce^{-\mu},
\]

since

\[
\sum_{i \neq j} w(\gamma|\bar{P}_m - \bar{P}_i|) \leq Ce^{-\mu} + C_N e^{-\mu - \frac{\mu}{2\gamma_1} + \cdots + C_N e^{-\mu - \frac{\mu}{2\gamma_1} + \cdots}
\]

\[
\leq Ce^{-\mu} \sum_{i=0}^{\infty} e^{i \ln C_N - \frac{\mu}{2\gamma_1}} \leq Ce^{-\mu},
\]

if \( C_N < e^\frac{\mu}{2\gamma_1} \) and \( \mu \) large enough.

So,

\[
\mathcal{R}_m \leq \mathcal{R}_{m-1} + I(U, V) + C \epsilon - 2\gamma^4 \gamma_1 w(\mu) - 2\gamma^4 \gamma_1 e^{-\mu} + O(e^{-\sigma \mu} w(\mu) + O(e^{-(1+\sigma)\mu}))
\]

\[
< \mathcal{R}_{m-1} + I(U, V),
\]

which yields a contradiction to Lemma 4.2. Then the proof is complete.

Now we apply all the results obtained before to prove Theorem 1.1.

Proof of Theorem 1.1. By Proposition 2.4, there exists \( \mu_0 \) such that for \( \mu > \mu_0 \), we have a \( C^1 \times C^1 \) map \((\phi_{p_0}, \psi_{p_0})\) for any \( \mathbf{P}_0 \in \Omega_m \) such that

\[
G\left( \begin{array}{c}
U_{p_0} \\
V_{p_0} + \psi_{p_0}
\end{array} \right) = \sum_{s=1}^{m} \sum_{l=1}^{N} c_{sl} D_{st}, \quad \left( \begin{array}{c}
\phi_{p_0} \\
\psi_{p_0}
\end{array} \right), D_{st} = 0,
\]

for some constants \( \{c_{sl}\} \in \mathbb{R}^{m \times N} \).

From Proposition 4.3, there is \( \mathbf{P}_0 \in \Omega_m^0 \) that achieves the maximum of \( \mathcal{N}(\mathbf{P}) \) given by Lemma 4.2. Letting \( \left( \begin{array}{l}
U_{p_0} \\
V_{p_0} + \psi_{p_0}
\end{array} \right) = \left( \begin{array}{c}
U_{p_0} + \phi_{p_0} \\
V_{p_0} + \psi_{p_0}
\end{array} \right) \), we have

\[
D_{P_{jk}|P_j=p_0} \mathcal{N}(\mathbf{P}_0) = 0, \quad j = 1, \cdots, m, k = 1, \cdots, N.
\]
Hence we have

\[
\int_{\mathbb{R}^N} \left( \nabla u_P \nabla \frac{\partial (U_P + \phi_P)}{\partial P_{jk}} \bigg|_{P_j = P_j^0} + (1 + \epsilon P(x)) u_P \frac{\partial (U_P + \phi_P)}{\partial P_{jk}} \bigg|_{P_j = P_j^0} \right) + \int_{\mathbb{R}^N} \left( \nabla u_P \nabla \frac{\partial (V_P + \psi_P)}{\partial P_{jk}} \bigg|_{P_j = P_j^0} + (1 + \epsilon Q(x)) v_P \frac{\partial (V_P + \psi_P)}{\partial P_{jk}} \bigg|_{P_j = P_j^0} \right) \\
- \int_{\mathbb{R}^N} \left( u_P \frac{\partial (U_P + \phi_P)}{\partial P_{jk}} \bigg|_{P_j = P_j^0} + v_P \frac{\partial (V_P + \psi_P)}{\partial P_{jk}} \bigg|_{P_j = P_j^0} \right) \right. \\
- \beta \int_{\mathbb{R}^N} \left( u_P \frac{\partial (U_P + \phi_P)}{\partial P_{jk}} \bigg|_{P_j = P_j^0} + u_P \frac{\partial (V_P + \psi_P)}{\partial P_{jk}} \bigg|_{P_j = P_j^0} \right) = 0,
\]

which yields that

\[
\sum_{s=1}^{m} \sum_{l=1}^{N} c_{sl} \int_{\mathbb{R}^N} \left( D_{sl,1} \frac{\partial (U_P + \phi_P)}{\partial P_{jk}} \bigg|_{P_j = P_j^0} + D_{sl,2} \frac{\partial (V_P + \psi_P)}{\partial P_{jk}} \bigg|_{P_j = P_j^0} \right) = 0.
\]

We claim that (4.19) is a diagonally dominant system. Indeed, since

\[
\int_{\mathbb{R}^N} \left( \phi_P D_{sl,1} + \psi_P D_{sl,2} \right) \bigg|_{P_j = P_j^0} = 0,
\]

we have

\[
\int_{\mathbb{R}^N} \left( D_{sl,1} \frac{\partial \phi_P}{\partial P_{jk}} \bigg|_{P_j = P_j^0} + D_{sl,2} \frac{\partial \psi_P}{\partial P_{jk}} \bigg|_{P_j = P_j^0} \right) = 0, \text{ if } s \neq j.
\]

For \( s = j \), we can get that

\[
\left| \int_{\mathbb{R}^N} \left( D_{sl,1} \frac{\partial \phi_P}{\partial P_{jk}} \bigg|_{P_j = P_j^0} + D_{sl,2} \frac{\partial \psi_P}{\partial P_{jk}} \bigg|_{P_j = P_j^0} \right) \right| = \left| - \int_{\mathbb{R}^N} \left( \phi_P \frac{\partial D_{sl,1}}{\partial P_{jk}} \bigg|_{P_j = P_j^0} + \psi_P \frac{\partial D_{sl,2}}{\partial P_{jk}} \bigg|_{P_j = P_j^0} \right) \right| \leq C \| \phi_P, \psi_P \|_s \leq Ce^{-\sigma \mu}.
\]

For \( s \neq j \), we have

\[
\left| \int_{\mathbb{R}^N} \left( D_{sl,1} \frac{\partial U_P}{\partial P_{jk}} + D_{sl,2} \frac{\partial V_P}{\partial P_{jk}} \right) \right| \leq C \left| \int_{\mathbb{R}^N} \left( \frac{\partial U(x - P_j)}{\partial x_l} \frac{\partial U(x - P_j)}{\partial x_k} + \frac{\partial V(x - P_j)}{\partial x_l} \frac{\partial V(x - P_j)}{\partial x_k} \right) \right| \leq C \int_{\mathbb{R}^N} e^{-\gamma |x - P_j|} e^{-\gamma |x - P_j|} \leq Ce^{-\frac{\gamma |P_j - P_j|}{2}} \leq Ce^{-\frac{\gamma}{2}}.
\]

For \( s = j \), letting \( y = x - P_j \), we have

\[
\int_{\mathbb{R}^N} \left( D_{sl,1} \frac{\partial U_P}{\partial P_{jk}} + D_{sl,2} \frac{\partial V_P}{\partial P_{jk}} \right) \]
\[
= \int_{\mathbb{R}^N} \left( \frac{\partial U(x - P_j)}{\partial x_l} \frac{\partial U(x - P_j)}{\partial x_k} + \frac{\partial V(x - P_j)}{\partial x_l} \frac{\partial V(x - P_j)}{\partial P_{jk}} \right) \\
= - \int_{\mathbb{R}^N} \left( \frac{\partial U(y)}{\partial y_l} \frac{\partial U(y)}{\partial y_k} + \frac{\partial V(y)}{\partial y_l} \frac{\partial V(y)}{\partial y_k} \right) \\
= -\delta_{lk} \left( \frac{\partial U}{\partial y_l} \right)^2 + \left( \frac{\partial V}{\partial y_k} \right)^2 + O(e^{-\sigma \mu}).
\]
Thus, from each \((s, l)\), the off-diagonal term gives

\[
\sum_{s \neq j} \int_{\mathbb{R}^N} \left( D_{s,l,1} \frac{\partial (U_p + \phi_p)}{\partial P_j} \big|_{p_j = p_{jl}^0} + D_{s,l,2} \frac{\partial (V_p + \psi_p)}{\partial P_j} \big|_{p_j = p_{jl}^0} \right) \\
+ \sum_{s = j, l \neq k} \int_{\mathbb{R}^N} \left( D_{s,l} \frac{\partial (U_p + \phi_p)}{\partial P_{j,k}} \big|_{p_j = p_{jl}^0} + D_{s,l,2} \frac{\partial (V_p + \psi_p)}{\partial P_{j,k}} \big|_{p_j = p_{jl}^0} \right)
\]

(4.21)

\[
= O(e^{-\frac{\sigma}{2}}) + O(e^{-\sigma \mu}) = O(e^{-\sigma \mu})
\]

for some \(\sigma > 0\). So from (4.20) and (4.21), we see that \(c_{sl} = 0\) for \(s = 1, \ldots, m, l = 1, \ldots, N\). Hence \((u_{p^0}, v_{p^0})\) is a solution of (1.1). By the maximum principle, it is easy to see that \(u_{p^0} > 0\) and \(v_{p^0} > 0\). This concludes the proof of Theorem 1.1.

\[\square\]
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