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Abstract

This paper describes our approach towards the SemEval-2016 Task 10: Detecting Minimal Semantic Units and their Meanings (DiMSUM). We consider that the two problems are similar to multiword expression detection and supersense tagging, respectively. The former problem is formalized as a sequence labeling problem solved by first-order CRFs, and the latter one is formalized as a classification problem solved by Maximum Entropy Algorithm. To carry out our pilot study quickly, we extract some simple features such as words or part-of-speech tags from the training set, and avoid using external resources such as WordNet or Brown clusters which are allowed in the supervised closed condition. Experimental results show that much further work on feature engineering and model optimization needs to be explored.

1 Introduction

In the community of natural language processing, multiword expressions (MWEs) detection (Schneider et al., 2014b; Schneider et al., 2014a) and supersense tagging (Ciaramita and Johnson, 2003; Ciaramita and Altun, 2006) have received much research attention due to their various applications such as syntactic parsing (Candito and Constant, 2014; Bengoetxea et al., 2014), semantic parsing (Banarescu et al., 2013), and machine translation (Carpuat and Diab, 2010). However, not much attention has been paid to the relationship between MWEs and supersenses (Piao et al., 2005; Schneider and Smith, 2015).

The DiMSUM shared task (Schneider et al., 2016) at SemEval 2016 aims to predict a broad-coverage representation of lexical semantics giving an English sentence. This representation consists of two facets: a segmentation into minimal semantic units, and a labeling of some of those units with semantic classes. Based on the task descriptions, we consider the concepts of minimal semantic units and semantic classes are identical to those of MWEs and supersenses, respectively. Figure 1 shows an input example and its corresponding outputs of DiMSUM task.

Prior work on MWE detection using unsupervised methods includes lexicon lookup (Bejček et al., 2013), statistical association measures (Ramisch et al., 2012), parallel corpora (Tsvetkov and Wintner, 2010), or hybrid methods (Tsvetkov and Wintner, 2011). More sophisticated methods use supervised techniques such as conditional random fields (CRFs) (Shigeto et al., 2013; Constant et al., 2012; Vincze et al., 2013) or structured perceptron.
Supersense tagging has been studied on diverse languages such as English (Ciaramita and Johnson, 2003; Ciaramita and Altun, 2006; Johannsen et al., 2014; Schneider and Smith, 2015), Italian (Attardi et al., 2010), Chinese (Qiu et al., 2011) and Arabic (Schneider et al., 2012). It is usually formalized as a multi-classification problem solved by supervised approaches such as perceptron. In the DiMSUM task, both single-word and multiword expressions that holistically function as noun or verb, can be considered as units for supersense tagging.

Following prior work using supervised approaches, we divide DiMSUM task into two subtasks: first, MWEs detection is treated as a sequence labeling task using first-order CRFs; second, supersense tagging is treated as a multi-classification task using Maximum Entropy Algorithm. We focus on the supervised closed condition, so only the training set are used for training both submodels separately. Then results generated on the test set are submitted for official evaluation. The evaluation results show that our system performance are not as good as those of other teams, since we leverage only some simple features such as words, POS, etc. Syntactic features and semantic resources such as WordNet (Miller, 1995) and Brown clusters (Brown et al., 1992) are not used. This suggests that further work needs to be done on feature engineering and model optimization.

### 2 Multiword Expression Detection

In the training set, sentences are tokenized into words, and every word has been annotated with POS and lemma. We formalize MWE detection as a sequence labeling problem, so Mallet (McCallum, 2002), Off-the-shelf implementation of CRFs, is used to handle this task. All the labels of our CRF model, extracted from the training set, are listed as follows:

- $O$, which indicates that the current word does not belong to a MWE.

| Feature | Description |
|---|---|
| $w_i$ | current word |
| $B$ | whether current word $w_i$ is in the beginning of a sentence |
| $I$ | whether current word $w_i$ is in the end of a sentence |
| $O$ | previous word $w_{i-1}$ |
| $b$ | next word $w_{i+1}$ |
| $i$ | POS of current word $t_i$ |
| $o$ | POS of previous word $t_{i-1}$ |
| $B$ | POS of next word $t_{i+1}$ |
| $O$ | whether current word $w_i$ is the only word of a sentence |

#### Table 1: Feature templates for MWE Detection.

- B, which indicates that the current word is the first token of a MWE.
- I, which denotes that the current word continues a MWE.
- O, which indicates that the current word does not belong to a MWE, but inside the gap of another MWE.
- B, which denotes that the current word is the first token of a MWE and inside the gap of another MWE.
- I, which indicates that the current word continues a MWE and inside the gap of another MWE.

Compared with prior work on MWE detection, one difference in DiMSUM is that gaps may exist in MWEs, which increases difficulty to recognize them correctly. For example, given “Bramen Honda was a bit of a hassle .” as input, the output labels will be “Bramen$_B$ Honda$_I$ was$_B$ a$_b$ bit$_i$ of$_o$ a$_a$ hassle$_I$ .O”. Tag “B” and tag “I” can be discontinuous and there may be several “b”, “i” or “o” between them.

In order to implement a system for our pilot study quickly, we only use some simple features which are shown in Table 1. The values of these features are discrete, namely 0 or 1. The motivation of Feature 7 and 8 is to help our model to generate correct label sequences which satisfy some constraints. For example, only “B” and “O” can be located in the beginning of a sentence, and “b”, “i” and “o” cannot be in the end of a sentence. Feature 9 is added since most of words which is the only one of a sentence, are tagged as “O” in the training set.

### 3 Supersense Tagging

We treat supersense tagging as a multi-classification problem using Maximum Entropy Algorithm, and
Table 2: Supersense Categories.

| noun                          | verb                       |
|-------------------------------|----------------------------|
| act, animal, artifact         | body, change               |
| attribute, body, cognition    | cognition, social          |
| communication, event          | communication              |
| food, group, location         | competition                |
| motive, natural_object        | consumption                |
| other, person, phenomenon     | contact, weather           |
| plant, possession, process    | creation, motion           |
| quantity, relation, shape     | emotion, stative           |
| state, substance, time        | perception                 |
| feeling                       | possession                 |

Table 3: Feature templates for Supersense Tagging.

\[
w_1 w_2 \ldots w_n \text{ of } mwe_i \text{ or } swe_i \\
w_1 w_2 \ldots w_n \text{ of } mwe_{i-1} \text{ or } swe_{i-1} \\
w_1 w_2 \ldots w_n \text{ of } mwe_{i+1} \text{ or } swe_{i+1} \\
t_{f_2} \ldots t_n \text{ of } mwe_i \text{ or } swe_i \\
t_{f_2} \ldots t_n \text{ of } mwe_{i-1} \text{ or } swe_{i-1} \\
t_{f_2} \ldots t_n \text{ of } mwe_{i+1} \text{ or } swe_{i+1}
\]

Table 4: Subtable (a) and (b) denote contributions of features in Table 1 and 3, respectively. “+” denotes that only the feature in the current line is added. The numbers in the first column correspond to the ones in Table 1 and 3, respectively.

| Features | \(F_1\) | Features | \(F_1\) |
|----------|---------|----------|---------|
| Baseline | 28.9    | Baseline | 50.3    |
| +4       | 36.5    | +2       | 42.2    |
| +5       | 31.4    | +3       | 40.1    |
| +6       | 51.5    | +4       | 55.5    |
| +7       | 50.4    | +5       | 50.7    |
| +8       | 19.9    | +6       | 52.2    |
| +9       | 34.8    |          |         |

4 Experiments

4.1 Experimental Settings

There are three conditions in the DiMSUM\(^1\) shared task at SemEval 2016. In the supervised closed condition, only the training set, WordNet and Brown clusters are allowed to be used. In the semi-supervised closed condition, all of the above are permitted, plus the Yelp Academic Dataset. In the open condition, all available resources can be used. We carry out our experiments according to the demands in the supervised closed condition, but WordNet and Brown clusters are not used. The test set consists of 16,500 words in 1,000 English sentences which are drawn from the following sources: reviews from the TrustPilot corpus (Hovy et al., 2015), tweets from the Tweepbank corpus (Kong et al., 2014), TED talks from the WIT3 archive (Cettolo et al., 2012).

During the development period, we split 30% data from the training set as our development set and use the remainder for training. The maximum training iteration is set as 500. The evaluation scripts (v1.5) released by task organizers are used for tuning parameters and features. During the official evaluation period, we use all the training set to train our CRF and Maximum Entropy models, and prediction results on the test set are submitted.

4.2 Development Results

The contributions of features are shown in Table 4. The baseline in Table 4a does not only use Feature 1

\(^1\)http://dimsum16.github.io/
in Table 1, but also Feature 2 and 3 since they help to generate correct label sequences. The baseline in Table 4b uses only Feature 1 in Table 3. It can be seen that Feature 8 in Table 1, Feature 2 and 3 in Table 3 lead to decreases of F1 scores, so they should be excluded\(^2\).

### 4.3 Final Results

Table 5 shows official evaluation results. The columns “\(\mu\)-M”, “\(\mu\)-S” and “\(\mu\)-C” denote microaverages of F1 scores for MWEs (-M), supersenses (-S) and combined (-C), respectively. “Tw”, “R” and “TED” indicate F1 scores for tweets, reviews and TED talks, respectively. The results in the last column denote macroaverages of F1 scores across three domains. Compared with other supervised closed condition systems, the performance of our system is not good. This suggests that there is substantial work to be done on exploring more features to improve our system.

Apart from using simple features, another reason that leads to poor performance of our system is that we use a pipeline model. Since errors generated in the first step are inherited by the second step, the performance of supersense tagging further decreases. Error propagation can be reduced by leveraging joint models. Previous work (Schneider and Smith, 2015) has already leveraged joint models on this issue, so we plan to follow this approach in our future work.

Moreover, it is worth noting that UW-CSE system in the supervised closed condition, achieves competitive results compared with the best scoring systems in the open condition. This suggests that good performance can still be obtained without too much external resources or data.

\(^2\)In the official evaluation, these features are included due to our coding problems, so this may be one of the reasons due to poor performance.

| Team          | Condition | \(\mu\)-M | \(\mu\)-S | \(\mu\)-C | Tw-M | Tw-S | Tw-C | R-M | R-S | R-C | TED-M | TED-S | TED-C | Macro-C |
|---------------|-----------|-----------|-----------|-----------|------|------|------|-----|-----|-----|-------|-------|-------|---------|
| RIC-HD        | open      | 56.66     | 57.55     | 57.41     | 59.39 | 55.99 | 56.63 | 53.37 | 57.66 | 56.98 | 61.14 | 60.06 | 59.71 | 57.77   |
| VectorWeavers | open      | 38.49     | 51.62     | 49.77     | 39.42 | 51.70 | 49.74 | 36.18 | 31.36 | 49.25 | 42.76 | 52    | 50.82 | 49.94   |
| UW-CSE        | open      | 57.24     | 57.64     | 57.53     | 60.09 | 57.46 | 58.18 | 54.80 | 57    | 56.81 | 53.48 | 59.17 | 58.33 | 57.71   |
| BLED         | semi-closed | 52.68 | 11.4      | 13.45     | 10.22 | 51.16 | 49.20 | 49.54 | 49.57 | 50.93 | 50.71 | 56.76 | 49.61 | 50.57 | 50.27   |
| UFRGS        | super-closed | 51.48 | 49.98     | 50.42     | 51.16 | 49.20 | 49.54 | 49.57 | 50.93 | 50.71 | 56.76 | 49.61 | 50.57 | 50.27   |
| WHUNlp      | super-closed | 30.98 | 25.14     | 25.76     | 24.58 | 24.65 | 25.07 | 26.39 | 25.83 | 24.86 | 24.41 | 24.08 | 25.39 | 25.71   |
| UW-CSE      | super-closed | 53.93 | 57.47     | 56.88     | 54.48 | 56.82 | 56.38 | 53.96 | 57.19 | 56.66 | 52.13 | 59.11 | 58.26 | 57.10   |
| BCED        | super-closed | 8.20  | 51.29     | 45.47     | 6.34  | 49.66 | 42.99 | 7.05  | 52.68 | 46.57 | 16.30 | 51.44 | 47.82 | 25.79   |
| UW-CSE      | open(late)  | 56.71     | 57.52     | 57.54     | 61.96 | 57.65 | 58.51 | 52.09 | 57.32 | 56.31 | 54.09 | 58.78 | 58.16 | 57.66   |

**Table 5**: Official Evaluation Results (in %) of DiMSUM 2016.

| Feature                  | Improved F1 |
|--------------------------|-------------|
| prefix of \(w_i\)        | 11.2        |
| suffix of \(w_i\)        | 10.4        |
| whether \(w_i\) contains non-alpha or non-numeric characters | 7.4 |
| context POS bigram \((t_i|t_{i+1})\) | 21.4 |
| word + context POS \((t_{i-1}|w_i|t_{i+1})\) | 11.4 |

**Table 6**: Expanded Feature templates and their improved performance on the development set. \(w_i\) denotes the current word and \(t_i\) denotes the POS of current word. \(swe_i\) or \(mwe_i\) denotes the current single or multiple word expression.

### 4.4 Feature Enrichment

After the evaluation results are released, we expand our feature templates to improve the performance. Table 6 shows the contributions of these expanded features evaluated on the development set and some of them are inspired by (Schneider et al., 2014a). Compared with the performance improvements of MWE detection, the performance of supersense tagging increases less. On the test set, “\(\mu\)-M”, “\(\mu\)-S” and “\(\mu\)-C” can achieve 45.6%, 46.1% and 46.0% using all the features proposed in this paper.

### 4.5 Error Analysis

We calculate false positive (FP) and false negative (FN) errors on the test set. For MWE detection errors in Table 7, a MWE is counted as FP if its boundary is incorrectly identified, and a MWE is counted as FN if it has not been recognized. Table 7 shows that “***_NOUN” is the most difficult pattern to be
### Table 7: Top 10 false positive and false negative patterns for MWE detection.

| POS Pattern | Count | POS Pattern | Count |
|-------------|-------|-------------|-------|
| NOUN,NOUN   | 25    | NOUN,NOUN   | 100   |
| VERB,NOUN   | 20    | ADJ,NOUN    | 59    |
| DET,NOUN    | 17    | VERB,ADP   | 34    |
| VERB,ADP    | 16    | NOUN,NOUN,NOUN | 19 |
| ADP,NOUN    | 14    | PROP,NOUN   | 15    |
| ADJ,NOUN    | 12    | DET,NOUN    | 15    |
| ADJ,ADP     | 11    | VERB,NOUN   | 14    |
| VERB,ADV    | 10    | PROP,PROP   | 13    |
| ADV,ADV     | 8     | ADJ,NOUN,NOUN | 11 |
| VERB,ADP,NOUN | 7 | ADP,NOUN   | 11    |

### Table 8: Top 10 false positive and false negative supersenses.

| Supersense   | Count | Supersense     | Count |
|--------------|-------|----------------|-------|
| n.artifact   | 783   | n.person       | 216   |
| v.stative    | 629   | n.communication | 172  |
| n.person     | 499   | n.artifact     | 168   |
| n.cognition  | 493   | v.change       | 165   |
| v.social     | 441   | n.act          | 161   |
| v.cognition  | 373   | v.stative      | 154   |
| v.communication | 303 | n.group       | 136   |
| n.group      | 269   | n.attribute    | 117   |
| n.communication | 253 | v.cognition   | 98    |
| n.time       | 237   | n.location     | 82    |

5 Conclusion

We attend the DiMSUM shared task at SemEval 2016 which aims to predict MWEs and supersenses when an English sentence is given. Two submodels, namely CRFs and Maximum Entropy, are explored to detect multiword expressions and supersenses, respectively. Experimental results in the official evaluation suggest that there is substantial work to be done to improve the performance of our system.

In future work, we plan to extend our work in two directions. Firstly, feature templates need to be further expanded and finetuned. Secondly, joint models, which may not only reduce error propagation, but also utilize relations between MWEs and supersenses, can be used to facilitate both subtasks.

recognized. One reason might be that noun phrases often consist of weak MWEs, while weak MWEs are harder to be detected since their vocabularies are more flexible and their meanings are more ambiguous than those of strong MWEs.

For supersense tagging errors in Table 8, a predicted supersense is counted as FP if it is not identical to its corresponding gold supersense, and a gold supersense is counted as FN if it has not been recognized. The single or multiple word expression without a supersense is not taken into account. Table 8 shows that “n.artifact” and “n.person” are more difficult to be tagged. One reason might be “n.artifact” is usually associated with abstract nouns such as “thing” or polysemous words such as “watch”. “n.person” recognition might be difficult since various person names lead to many out-of-vocabulary words. This problem may be more serious in the supervised closed condition. In addition, stative verbs are very frequent and also difficult to be disambiguated.
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