Inundated Areas Extraction Based on Raindrop Photometric Model (RPM) in Surveillance Video
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Abstract: Monitoring and assessing urban flood disasters is the key to reducing the damage of this hazard. The urban surveillance video, with the advantages of flexibility and low cost, has been used as an effective real-time data source to monitor urban flooding. The paper presents an inundated area extraction method based on raindrop photometric model. The proposed method operates on the video and divides the task into two steps: (1) extracting water surface, followed by (2) refining inundated areas. At the first step in the process, the water covered areas are extracted from the variation of video in time series. This procedure was an improved version of the raindrop photometric model. Constrained information, especially road ranges, was obtained from video background image which has eliminated interference factors. Then inundated areas can be refined with the constraint information. Experiments performed on different locations show that the proposed method can provide more reliable results than the traditional method based on spectral features.
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1. Introduction

With the acceleration of the hydrological cycle resulting from climate change and urbanization, urban flood disasters will happen more frequently [1,2]. It not only results in disruption of transport and loss of economy but also may harm people’s safety. Damages and losses cannot be completely avoided when the urban floods occur, nonetheless monitoring and assessing flood cases can help to reduce both damages and losses [3]. The timeliness and accuracy, as the requirements for preparing and monitoring urban flood disaster [4], are crucial parts of the relevant researches.

In general, methods for predicting and assessing flood information rely on the hydrodynamic models [5–7], which include one-dimensional (1D) numerical model, two-dimensional (2D) numerical model, mixture models, etc. Due to the fact that the 1D model cannot be adequate to express the floodwater spilling into the urban areas, people would like to employ the 2D model or mixture model for urban flood management [8,9]. Furthermore, using historical disaster data to assess the risk of flood is a practical approach with the advantages of briefness and fewer calculations [10,11]. However, these hydrodynamic models usually need the high-resolution topographic data in the study areas to support the process of modeling. The topographic data may contain highly irregular geometries from terrains, vegetation, and man-made buildings, which makes it difficult to obtain those data [12]. The method based on historical disaster data requires more data, such as the information on flood risk on a large scale and social economy [10]. It is undoubted that the requirements in the various data increase the difficulty of operating those methods. A lack of certain data may lead to the method...
failing or not running. In the recent decades, monitoring and assessing urban flood disaster by remote sensing technology have received increasing attention. This burgeoning technology, by virtue of its advantages of speediness and powerful spatial analysis capability, meet the requirement of urban flood management in a certain degree [13,14]. Some moderate-spatial-resolution satellite images, such as the moderate-resolution imaging spectroradiometer (MODIS) and Landsat, served to monitor and assess urban flood disasters [15,16]. With the satellite sensors developing, high-resolution and microwave remote sensing images also provided more methods for the urban flood management [17,18]. However, due to the inherent limitations of remote sensing data acquisition that satellite images are obtained at a fixed time, these methods based on remote sensing technology are more suitable for assessment of pre-disaster risk [19,20] and post-disaster damages [21], while they do not meet the requirements of real-time flood disaster monitoring.

Except for basic function, urban surveillance video has gained concern in many other fields, such as behavior understanding [22,23] and target tracking [24,25], for its advantages of high temporal resolution, easy access, and moderate spatial scale. Also, some researchers had a try to monitor flood disasters using the surveillance video [26–29]. Lai et al. [26] converted video image into the HSV (hue, saturation, and intensity) color system (spatial domain), and checked the histogram of saturation/intensity to monitoring flood information. However, this method only judged whether floods occurred rather than extracting the inundated areas. Moreover, Lo et al. [27] and Borges et al. [28] extracted the inundated areas on the basis of the color characteristic. They counted and summarized the common visual feature of the water surface, and accorded to this feature to extract inundation. Miguel et al. [29] improved the features on the basis of the color characteristic and introduced size and edge density into the extracting method. However, these methods extract the inundated area based on the color or grayscale feature, which is uncertain for extracting the inundation caused by the urban flood. Various changes in actual conditions, such as illumination, surrounding ground objects and acquisition angles may cause poor results. For flood monitoring problem using surveillance video, there is no explicit and effective way to detect flood via video processing techniques [26].

Generally, monitoring urban floods includes extracting the inundated areas, the types of inundated objects, the depth of water, etc. In this paper, we present an inundated area extraction method based on raindrop photometric model (RPM). The proposed method extracts water covered areas from the variation tendency, which is caused by raindrops in the time series images. Then the inundated areas can be refined by spatial constrained information from video background images. The inundation information obtained from the surveillance video would provide support for predicting and monitoring the urban flood disaster. To evaluate the effectiveness of the proposed method from various aspects, discernibility analysis, comparison of supervised classification and precision evaluation are employed in the discussion.

2. Methods

The proposed method mainly includes two parts: (1) extracting the water surface, and (2) refining inundated areas with spatial information. Part 1 aims to detect the undetermined water covered areas in the video scene, and part 2 combines spatial information with the results of part 1 to attain the inundated areas accurately. The flowchart follows in Figure 1.
2.1. Raindrop Photometric Model (RPM)

The RPM, proposed by Garg in 2004 [30,31], would initially be targeted against the “rain line” phenomenon, which was caused by the persistence of vision in the camera when raindrops pass in the front of the camera. Due to the precise explanation of raindrops, this model was frequently used to detect or remove raindrops in the video images [32–36]. This paper, considering the similarity between the rain dropping into the water surface and “rain line” in the video, improved the RPM and extended its application to extracting the inundated areas.

RPM considers raindrops to be a set of randomly distributed water droplets whose shape present as spheres or ellipsoids. The raindrops optically show up as a refraction and reflection in the image. The light refracted by the raindrops will irradiate the camera directly so that raindrops-covered parts are often much brighter than the background [30,31,37]. In the video images taken in the rain condition, a positive and instantaneous fluctuation occurs in the pixels affected by the raindrops, as shown in Figures 2 and 3.

![Flowchart of inundated areas extraction](image)  
**Figure 1.** Flowchart of inundated areas extraction.

![Change of raindrop coverage pixels](image)  
**Figure 2.** Change of raindrop coverage pixels.
To locate the pixels covered by raindrops in the nth frame from the time series images, it is necessary to consider whether the each pixel’s digital number (DN)—the brightness value of a pixel at the digital image, at the n – 2th, nth and n + 2th frame, meet the constraint as

\[ \Delta DN_1 = DN_n - DN_{n-2} = DN_n - DN_{n+2} > C_1 \]

where \( C_1 \) is a threshold that indicates the minimum amount of pixel change, whose purpose is to eliminate noise interference of the pixels in the image.

2.2. Water Surface Extraction Based on the RPM

For inundated area extraction, it is a key issue to detect the water surface in the video images. When raindrops fall on the water surface, the surface will be affected by the kinetic energy of raindrops under gravity, and then the affected surface will be out of shape as a small groove. Different from the flat water surface, the small groove causes a specific light’s reflection shown in Figure 4. Moreover, when the ground is only wet rather than being inundated, the water flow above ground is not enough to produce this phenomenon. The deeper the water surface is and the heavier the rains occur, the more obvious this phenomenon becomes on the reason of the raindrops and water surface’s shape change increasing.

Only the water surface produces the above phenomenon, so it can be received from its variation tendency. As the specific reflection, spectral changes for the pixels covered by water surface are similar to that of raindrops-covered in the time series images. Besides, it has two individual characteristics: (1) the intensity fluctuation may be positive or negative due to different lighting conditions and observation angles while there is only positive intensity in raindrop monitoring; (2) the covered pixels’ DN value will return to the original value within a short time. When moving objects pass through the
scene, a similar DN change may happen in the time series images. Different from the raindrops falling on the water surface, the change will sustain dozens of frames instead of a few frames because of the size of moving objects. Therefore, we can optimize the constraints to detect the water surface.

\[ \Delta I_1 = |I_n - I_{n-2}| = |I_n - I_{n+2}| > C_1 \]  
\[ \Delta I_2 = |I_{n+2} - I_{n-2}| < C_2 \]  

where \( C_1 \) is the minimum change in light intensity to exclude video’s noise, and \( C_2 \) is the maximum change in the \( I \) before and after the water surface deformation. \( C_2 \) is a key parameter to preclude interference from moving objects, such as pedestrians and vehicles. \( I \) is the intensity of the pixel, it represents the degree of bright and is calculated as:

\[ I = (R + G + B)/3 \]  

where \( R, G, \) and \( B \) is the DN value of pixel in the red, green and blue bands.

Furthermore, to eliminate other interference factors, such as camera shake and leaf swing, it is necessary to add a constraint of times, which refers to the count times that a pixel is treated as the water surface, and the pixel can be detected as the real water surface covered when the frequency value is over a given threshold.

### 2.3. Inundated Areas Refinement with Spatial Constrained Information

Typically, urban surveillance cameras are mounted on the fixed positions along the road, and surveillance images usually present as a street scene with a mixture of various features. As Figure 5 shown, a typical urban surveillance image is mainly composed of a road, vegetation, buildings, and random pedestrians and vehicles etc.

![Figure 5. Surveillance video scene.](image)

When a flood occurs, inundation mostly is concentrated in low terrain areas, such as roads and those areas near the road. Surrounding vegetation and buildings are the stereoscopic objects at the spatial scale. So it is impossible that the inundated areas appear in the region of vegetation and buildings. The ground around the vegetation and buildings has more probabilities to be inundated. Thus, spatial constraints can be employed to reclassify water surface in the road range as inundated areas. This constraint can reduce intervention of the surrounding vegetation and buildings, and make the method’s process focus on the inundated places in maximum probability, which includes two steps: (1) obtaining video background image and (2) extracting road ranges based on linear perspective features. Then the inundated regions are obtained by intersecting water surface and road range areas.

#### 2.3.1. Video Background Image Extraction

The background information refers to the immutable objects in the video. The phenomenon, moving pedestrians and vehicles appear on the road sporadically, makes it difficult to extract road
range. It can be treated as foreground information and need to eliminate. Currently, several algorithms have been used to generate background images, including the multi-frame image averaging method, statistical histogram method, statistical median method, and continuous frame difference method.

For the above methods of background extraction, multi-frame image averaging method is suitable for low-cost general applications, especially when the quality of camera is not very good [38,39]. However, its disadvantage is tailing effects for fast moving objects. Statistical histogram method and statistical median method use the principles of statistics to obtain the background information. These two methods have certain requirements for video duration [40,41]. The difference is that statistical histogram method and statistical median method separately use mode and median as the index. The continuous frame difference method needs a stable optical condition in the video scene [42]. As mentioned above and considering the actual scene, the probability that pedestrians or vehicles of the same color appear consecutively and pass along the same path is relatively low, which has little influence on the statistical histogram method. Therefore, the statistical histogram method is employed in this study. When the times that each DN value appears in a particular period in each pixel position are counted, the DN value with the most occurrences is selected as the background value. To eliminate the effect of noise in the background image, the final background value will be calculated by weight as

\[
\text{Background}(i,j) = \left( \sum_{k=1}^{N} DN_k(i,j) \times C_k \right) \div \sum_{k=1}^{N} C_k
\]

\( Background(i,j) \) is the DN value of the background image at the pixel. For the image coordinate \((i,j)\), each DN value’s present frequency of all the frames in the video can be counted, \(N\) is the top rank number sorted by descending. When \(k\) varies from 1 to \(N\), the correspond DN value at the \(k\) rank can be present as \(DN_k(i,j)\). \(C_k\) refers to the number of occurrences of the \(DN_k\).

### 2.3.2. Road Range Extraction Based on Linear Perspective Features

When video background images are ready, the road range can be extracted by the features such as colors, textures, and road lines. Comparing other objects, which have different spectral and texture features in various scenes, road lines can be easily detected with good stability. The procedure for road lines extraction [43,44] involves three stages: (1) image threshold segmentation; (2) Canny edge detection and (3) Hough transformation extracting line features. The first stage is to simplify the information of the video image and emphasize the line features. The second and third stages use the image processing algorithms to extract the line features.

Maximum entropy threshold method has high effectiveness and is employed in our method. This segmentation method, based on the maximum entropy principle, uses both spatial information as well as gray-level distribution [45]. It is sensitive to the image’s high luminance value region and suitable for this experiment’s needs [46]. Canny edge detection and Hough transformation, as the traditional methods in picture processing, have great influence and popularity. Canny edge detection, introduced by Canny in 1986 [47], is a multistage edge detection algorithm, which also proposed the computation theory of edge detection. The theory includes three codes: getting more edge, accurate positioning and marking at a time. Those strict definitions make Canny method become one of the most stable and effective methods of edge detection. Hough transformation is proposed by Hough [48] and used to detect the curve which can be described by function relation, such as line, circle parabola and ellipse. Its insensitivity towards the broken line meets the requirement of the proposed method.

For the urban surveillance video, the farther the camera is installed, the smaller size of objects in the image is. This imaging rule is due to the image size of the object on the retina of humans’ eyes being inversely proportional to the distance. So the two sides of a road converge into one point in the distance, which is called “Foreshortening” or linear perspective, shown in Figure 6. The features of
linear perspective are often used to indicate the object interval, including depth information in the scene [19].

![Figure 6](image)

**Figure 6.** Linear perspective: the performance of linear perspective in theory (a) and in the real image (b).

In Figure 6b, the straight lines of the road converge on one point, which is defined as Vanishing Point (VP). The lines that cross the vanishing point are defined as Vanishing Lines (VL). Based on the results of road lines extraction, the lines can be identified as algebraic expression and their cross-points can be calculated further. The point with the most convergence is the VP of road lines, and the VP and the road lines connecting VP are recorded. There are two conditions, shown in Figure 7, among which the VP is located in the middle of road lines or at the side of road lines. In response to the first condition, the areas which start from the vertical line of VP and ends up with the outermost road lines or image boundary are detected as the road ranges. In another condition, the two sides on the basis of the vertical line of VP in the image are detected, and the areas which start from the road line nearest to the vertical line of VP and ends up with the outermost road lines or image boundary are detected as the road ranges. Based on previous processing results, the interference of surrounding vegetation and building is less and can be neglected. Then the water surface in the road range can be refined to inundated areas.

![Figure 7](image)

**Figure 7.** Road ranges extraction.

### 3. Experiment and Discussion

#### 3.1. Study Area

Wuhan is located in the middle and lower reaches of the Yangtze River in China. Due to its subtropical monsoon humid climate, it has a relatively large amount of rain during the early summer. In the summer of 2010, 2013 and 2016, Wuhan experienced severe urban floods. Considering the availability of surveillance images, two experimental locations (location 1 and 2), which were distributed on the campus of China University of Geosciences (Wuhan), were selected. These two
locations had different traffic and sharpness levels, and the corresponding video image’s acquisition angle and quality were representatives.

Videos were acquired on 25 April 2017, whose weather conditions in the morning were cloudy. It began to rain around at 9:00 a.m. Experiment selected three time periods in this day, which separately represented non-water, wet and inundated conditions. The non-water video was used to extract the road ranges for constraint, and the video in inundated condition served as the basis of the proposed method to extract inundated areas. Finally, the video in wet condition was used to test the method’s discernibility about wet and inundated areas. The properties of the video images are shown in the following Table 1.

| Table 1. Video Data Properties. |
|---------------------------------|
|                                 |
| **Location 1**                  | **Location 2**                                    |
| Start time                      | 6:00 (non-water)                                  |
|                                 | 12:00 (wet)                                       |
|                                 | 18:20 (inundated)                                 |
| Duration                        | 30 s (each video)                                 |
| Weather                         | Cloudy (non-water) Heavy rain (wet and inundated) |
| Traffic                         | Light (non-water) Heavy (wet and inundated)       |
| Image clarity                   | Clear                                            |
| Inundation size                 | Large                                            |
|                                 | Medium                                           |
|                                 | Small                                            |

3.2. Experimental Results

3.2.1. Road Range Extraction

The background images of the non-water video were extracted from two videos of different locations (shown in Figure 8). The information of moving pedestrians and vehicles in the original video images (the areas marked by the line box in Figure 8a1,b1) was eliminated by extracting the background images. The background images only included immutable factors, which was ideal for road range extraction. It meant that no matter how many pedestrians and vehicles there are in the videos, the proposed method finally had an ideal background image without random moving factors.

![Figure 8](image-url)  
(a1)  
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*Figure 8.* The results of background images extraction: Original Images (a1,b1) and Background Images (a2,b2).
As the key of road range extraction, the results of threshold segmentation greatly affected the accuracy of extraction [49]. The experiment used maximum entropy threshold method to reduce the image’s information on the basis of background images. Then, Canny edge detection and Hough transformation were employed to get the linear elements in the images. Finally, the road ranges were extracted by the method which was described in Section 2.3.2, following as Figure 9.

![Figure 9](image_url)

**Figure 9.** Road ranges extraction: Threshold segmentation (a1,a2), Linear elements (b1,b2) and Road ranges (c1,c2).

The above results showed the three key steps of the road ranges extraction (threshold segment, linear elements extraction and road ranges). Through the maximum entropy threshold algorithm, the diversity of information greatly decreased in the images, shown in Figure 9a1,a2. The images appeared on binarization, and the linear features that took on the shape of a road clearly appeared. They provided the conditions to extract the road linear feature further. After the Canny edge detection and Hough transformation, the major lines in the images were emphasized. In addition to the road’s linear features required, shown in Figure 9b1,b2, image identification, wires, and tree stem also showed up similar linear features and would be detected. These linear segments most often appeared as horizontal and parallel form, which were significantly different from the road linear factors. They would be eliminated in the next step, which had fewer influences on the process of road range extraction (shown in Figure 9c1,c2). Via road line features and the linear perspective principle, the road ranges, obtained by the proposed method were identical to the actual road ranges. The extraction results, extracted from foreshortening theory, were aligned with humans’ visual inertia, which covered road and adjacent cities. They accorded with the trait that inundated areas would appear on the flat and low places. It offered a reliable spatial constraint and made the proposed method focus on the low terrain areas with more which were likely to be inundated.

### 3.2.2. Inundated Area Extraction based on RPM

Combined the road ranges in the images as spatial constraints, the water surface calculated by RPM in the road range could be defined as inundated areas. Exactly as Section 2.2 described, the water surface’s threshold of frequency was determined according to the duration of the input video image. Through testing in the different threshold of frequency, it could be recognized that the frequency of water surface identified and the number of video frames existed positive correlation. That was to say,
the threshold of frequency should be decided according to the numbers of video frames. When the ratio of them was excess, water surface could not be monitored completely so that its accuracy would decrease. In contrast, the deficient ratio would cause that the changed pixels by camera shaking and leaf swing were extracted, further resulting in misclassification. It was appropriate that the ratio was determined as about 1:20 in the method (Figure 10).

![Image](image_url)

**Figure 10.** Inundated areas extraction: Origin images (a1,b1) and Results of inundated area extraction (a2,b2).

Observation of the original image and extraction results illustrated the inundated area under the trees on the left side of the image had been relatively wholly extracted in the location 1. The trees were excluded and the disturbance caused by vegetation had been effectively avoided. Meanwhile, the motionless objects, such as the vehicles in the location 1, were effectively eliminated for the insensitivity toward the proposed method. On the other hand, because the proposed method relied on the visible information in the video, those areas which were sheltered by mutable objects could not get efficient handing and prediction. For the wet and inundated areas, it could be observed that the middle parts in the roads, which were wet and no inundation, were not considered as inundated areas at the results.

Besides, the proposed method was sensitive to moving objects, which also caused slight noise in the results. The noise came from the shake of the camera caused by wind and rain. It is an unavoidable factor when the videos were acquired on a rainy day. However, the slight noise is in the form of discrete points appearing on the result, which had great difference from inundated areas. At the bottom part of the two images, inundated areas were clearly extracted and affected less by other factors. The reason for this phenomenon was that the bottom part of images closed to the camera, which led to increased image sharpness and improved the used method.

3.3. Discussion

To test our method, this paper evaluated from three aspects. First one inspected the discernibility of wet and inundated conditions. The second was to compare with the supervised classification based on the color. Last was the precision evaluation which used the confusion matrix.
3.3.1. Discernibility Analysis

For monitoring urban flood, wet and inundated areas were two different degrees which were easy to confuse. The wet areas occurred at the beginning of raining and had little impact. As the rainfall increased, some of the ground was inundated and interfered with people’s lives. Effectively distinguishing the two conditions was one of the most important indexes for evaluating the method. To prove the actual difference between the two classes in the video and analyze the discernibility of the proposed method, the experiment chose the video in the wet condition as the comparison. We selected the interest region of size 50 $\times$ 50 in the two different time videos in the location 1. The interest region was set in the previous video (the wet video) and inundated in the latter video (the inundated video). Ten pictures of the interest region, which have two frames interval with each other, were counted from two videos. Furthermore, we selected the four vertices, the midpoint of four sides, and the center point in the interest region as the sample point, following as Figure 11.

![Image series in different conditions: wet areas (a) and inundated areas (b), and the position of sample points (c).](image)

The intensity values of nine sample points were counted and expressed into a line chart. The changing trend of these points’ intensity value was displayed obviously, shown in Figure 12.
Comparing the two line charts, there was the obvious difference between the changing trends of two condition. For the inundated area, the intensity value appeared intense undulations along with time. The intensity value was on the standard of the certain value and increased or decreased. Moreover, this change lasted for several frames (twenty-four frames per second), which was a short time. The change trend was identical to the two individual characteristics described as Section 2.2. Furthermore, with the rainfall intensity enhancing, the amplitude and frequency of the change would increase distinctly. In contrast, the intensity value of wet areas had little undulations along with time. The most lines were smooth and rarely varied. Some changed under the influence of the moving objects. Due to the size of moving objects was much larger than the raindrop, the change of intensity value usually kept up a long time. It covered a lot of frames and presented as a stair at the line chart.

Reflected in the video, the intensity value of wet areas was regarded as the static state while the intensity value of inundated areas was dynamic. The difference between the static and dynamic
forcefully supported the proposed method to distinguish wet and inundated areas effectively. In fact, the proposed method not simply considered the road ranges as the inundation and excluded the adverse effect of the wet areas in the results (Figure 10). Furthermore, experiment tested the videos whose road ranges were wet and not enough to form large inundation, shown in Figure 13a1,b1, and set the same method to process videos and obtained the results, shown in Figure 13a2,b2.

![Figure 13](image1.png)

**Figure 13.** The extraction of the wet videos: Origin images (a1,b1) and Results (a2,b2).

The proposed method avoided the wet areas in the video. There were fewer areas deemed as the inundation. Also, the extracted areas were slightly inundated and had the tendency to become the serious inundated areas. The wet and inundated areas had the similar characteristic in the color, which displayed darker color than non-water and reflected the surrounding objects. It was so difficult to distinguish them based on the color only. The proposed method, especially the RPM, counted the specific changed trend in the video streaming. The dynamic information of the inundated areas caused by the rain in the video had a great distinction from the wet areas which was static and ensured the method extract the inundated areas under the inference of wet areas.

3.3.2. Comparison of Spectral Classification

On the other hand, the experiment used the supervised classification for extracting the inundated areas in the rainy image. The background images, which had no moving pedestrians and vehicles were set as the basic images. Maximum likelihood classification method, a simple and widely used method for classification, was employed in the process. The classification method built five samples in the rainy images, including the inundated areas, non-inundated areas in the ground, building, vegetation, and sky. Then classifier classed the pixels into five classes according to the color characteristic. It was to simulate the existing extracting methods based on the color. Finally, the extracted inundated area was solely presented from the classification results for analysis and evaluation (shown in Figure 14).
In the results of supervised classification, the part (1) was the caption text about the video and was considered as the inundated areas. Generally, the caption text was bright and similar to the inundation in the spectrum, which caused the misclassification. In the part (2) and (3), the varying light reflection of rains on the road surface elicited a large number of the phenomenon of “the same object with different spectrum” and “the different objects with the same spectrum” within real-time images. The bright and dark blocks mixed in the image, which decreased classification accuracy. Otherwise, the vehicle window in the part (4) reflected the sky and surrounding objects, similar to the reflection of the water surface, which made the misclassification in the classification. In supervised classification, if the water in the area was taken as a sample, it would probably lead to the misclassification of surrounding objects. This object uncertainty also made it impossible to establish representative samples within a traditional supervised classification process. Samples of different scenes, times, and traffic in the view of the single camera must be manually selected according to producers’ experience, which was inconsistent with the needs for real-time, rapid applications of urban flood disaster monitoring. Individuality caused by different objects was also the primary reason supervised classification was not seriously considered.

Compared with supervised classification, the proposed method used the specific characteristic of inundated areas instead of the spectral characteristic. It avoided the uncertainty from the objects’ spectral features in the rainy days and make use of the dynamic information from video. Moreover, the accuracy of results enhanced in a degree through the spatial constraint. On the whole, the experiment proved that this method was able to extract inundated areas quickly and accurately. The individual phenomenon caused by rainfall should be used in the algorithm so that the bad weather would not affect the algorithm’s validity.

3.3.3. Precision Evaluation

To quantitatively analyze the accuracy of the above two methods further, the extraction results of different methods were compared with the reference results selected by human interpretation and field trips. The measure of overall classification accuracy (OA), average producer accuracy (APA), average user accuracy (AUA), and Kappa coefficient based on confusion matrices were used to assess the method. All pixels in the image included two classes in the extraction result representing inundation and non-inundation respectively. Therefore, the confusion matrix was a 2 × 2 matrix whose element p(i, j) represented the proportion of area in the extracting class i and the reference class j. OA, APA, AUA, Kappa were calculated according to the corresponding formulas based on the confusion matrix [50,51], shown as Table 2.
### Table 2. Accuracy evaluation.

|                | The Results of the Proposed Method | The Results of Supervised Classification |
|----------------|------------------------------------|------------------------------------------|
|                | OA       | APA     | AUA     | Kappa   | OA       | APA     | AUA     | Kappa   |
| Location 1     | 79.04%   | 68.81%  | 78.54%  | 0.7898  | 75.04%   | 62.95%  | 71.05%  | 0.7404  |
| Location 2     | 78.86%   | 60.34%  | 74.84%  | 0.7787  | 74.42%   | 60.49%  | 67.42%  | 0.7235  |

The OA, APA, and AUA described classification accuracy of inundated areas from different perspectives, while the Kappa coefficient determined the coincidence degree between the two figures. As shown above, the inundated areas obtained from the proposed method had a larger improvement than that of the traditional classification method based on the spectral characteristic. The two key indexes, OA and Kappa, represented the overall accuracy of the whole classes. It was clearly that these two indexes of the proposed method were better than the classification method’s. Based on the above analysis, we concluded that the proposed method had strong ability to distinguish the wet and inundated conditions. The changing characteristic in the time dimension, which was more reliable and had greater identification, were employed. The variation characteristic of video worked better than spectrum in inundated areas extraction.

### 4. Conclusions

This research aims to address the current predicting and monitoring methods’ real-time inadequacy during urban flood disasters, by adding urban surveillance video data as a supplement. Based on spatial constraint and the RPM, this paper proposes a method to extract inundated areas from urban surveillance video, whose feasibility is verified with two different study locations. Results show that the proposed method provides high reliability and avoids the interference caused by rains. Using the dynamic information makes the method truly distinguish the wet and inundated areas. This process was compared with the traditional supervised classification method, and visual interpretation was employed to establish a confusion matrix. The process evaluated the accuracy and identified the method’s current deficiencies. Experimental results demonstrated the method’s effectual extraction for inundated areas, which shows the good ability for disaster monitoring and assessment in the cities. The method’s theory, which uses the images’ change trait in time series instead of spectral characteristic, offers a new thought for urban floods monitoring.

The method in this paper achieves the higher accuracy when compared with the extracting method based on color characteristic. The results and various evaluations shows the feasibility of the proposed method. However, limitations do exist in the process of the proposed method. Firstly, the method in the paper employs the dynamic information in the rainy video. It means the proposed method is unable to function when it is not raining. Then the mutable objects, which rest on the video image over a long time, are considered as the stationary objects. The road ranges which are covered by those mutable objects are neglectful because of no information. Finally, most of the errors are caused by shaking of the camera. High requirements for the stability of camera are put forward.

The paper proves the feasibility of the method in the current inundated case. Future research will evaluate the various cases and videos to realize the universality, such as the heavier inundated condition. The method will be further refined to achieve greater practicality, which considers pedestrians’ tendency to avoid trampling water while walking, judge the field of rains through the interpretation of the trajectory of pedestrians, and correct for pedestrians’ interference with the RPM. On the other hand, it will further extract the inundated areas quantitatively. Though analyzing the ratio of the inundation acreages and the whole ground acreages, real-time predicting and monitoring the urban flood disaster will be achieved.
Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/10/10/1332/s1, Video S1: Study videos location 1 wet, Video S2: Study videos location 1 inundated, Video S3: Study videos location 1 non-water, Video S4: Study videos location 2 inundated, Video S5: Study videos location 2, Video S6: Study videos location 2 non-water.
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