Excited state electron and energy relays in supramolecular dinuclear complexes revealed by ultrafast optical and X-ray transient absorption spectroscopy†
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The kinetics of photoinduced electron and energy transfer in a family of tetrapyridophenazine-bridged heteroleptic homo- and heterodinuclear copper(I) bis(phenanthroline)/ruthenium(II) polypyridyl complexes were studied using ultrafast optical and multi-edge X-ray transient absorption spectroscopies. This work combines the synthesis of heterodinuclear Cu(I)–Ru(II) analogs of the homodinuclear Cu(II)–Cu(II) targets with spectroscopic analysis and electronic structure calculations to first disentangle the dynamics at individual metal sites by taking advantage of the element and site specificity of X-ray absorption and theoretical methods. The excited state dynamical models developed for the heterodinuclear complexes are then applied to model the more challenging homodinuclear complexes. These results suggest that both intermetallic charge and energy transfer can be observed in an asymmetric dinuclear copper complex in which the ground state redox potentials of the copper sites are offset by only 310 meV. We also demonstrate the ability of several of these complexes to effectively and unidirectionally shuttle energy between different metal centers, a property that could be of great use in the design of broadly absorbing and multifunctional multinuclear photocatalysts. This work provides an important step toward developing both a fundamental conceptual picture and a practical experimental handle with which synthetic chemists, spectroscopists, and theoreticians may collaborate to engineer cheap and efficient photocatalytic materials capable of performing coulombically demanding chemical transformations.

Introduction

The rational design of multinuclear transition metal complexes for photochemical catalysis of homogeneous and/or heterogeneous multi-electron reactions (e.g. for producing solar fuels1–7) requires a detailed understanding of the often unique and convoluted excited state charge and energy transfer pathways and associated structural dynamics of these systems. Natural photosynthetic machineries, in which multiple chromophores and electron donors/acceptors are arranged in well-defined geometries to support long-lived, directional photoinduced charge separation,5,9 have provided inspiration for many such efforts,10–18 but effectively incorporating design principles from Nature into small molecule analogs remains a challenge. Recent synthetic efforts have established a variety of approaches for combining multiple light-absorbing and redox-active centers into linked assemblies toward the goal of developing homogeneous photocatalysts for multi-electron and/or multi-hole redox processes.19–36 But while ultrafast optical transient absorption spectroscopy (OTA) has been deployed extensively to map the evolution of electronic excited states in mononuclear transition metal complexes, obtaining a comprehensive picture of the dynamics of multinuclear complexes in the same fashion is often complicated by the spectroscopically indistinct nature of the various metal sites and the transfer of charges to and from shared ligands.

One particularly versatile method for assembling multiple metal centers using tetrapyrido[3,2-a:2’,3’-c:3,2”-h:2”n,3”c:j] phenazine (tpphz) as a bridging ligand was first reported by Knapp et al.37 and Bolger et al.38,39 This ligand has been used as
a building block for mono-,\textsuperscript{38} di-,\textsuperscript{37,38} tetra-,\textsuperscript{40–42} and poly-nuclear\textsuperscript{43} Ru(II) constructs as well as stereochemically pure,\textsuperscript{44} asymmetric homodinuclear,\textsuperscript{45} topological,\textsuperscript{46} mixed valent,\textsuperscript{47} and heterodinuclear\textsuperscript{48–53} complexes. Additionally, the CuHETPHEN method pioneered by Schmittel et al.\textsuperscript{54,55} has been used by several groups,\textsuperscript{56–69} including our own,\textsuperscript{70,71} to prepare analytically pure heteroleptic Cu(I) bis(phen) complexes (phen = 1,10-phenanthroline) that can serve as individual building blocks in the piecewise assembly of supramolecular constructs with absolute synthetic control. In addition to furnishing synthetically bifunctional complexes, this design strategy can effectively facilitate unidirectional charge transfer by imposing local energetic asymmetry along possible charge separation pathways. In the current work, we incorporate tpphz-based bridging ligands into a CuHETPHEN synthetic scheme to obtain a family of mononuclear, symmetric and asymmetric homodinuclear, and heterodinuclear Cu(I)/Ru(II) complexes (Fig. 1) as a first step toward building functional multimetallic photocatalysts.

Copper(I) diimine complexes have the potential to serve as earth-abundant substitutes for benchmark ruthenium(II) tris(bpy) photosensitizers (bpy = 2,2'-bipyridine) in solar energy harvesting applications.\textsuperscript{72–75} Using ultrafast OTA, X-ray transient absorption (XTA), and fluorescence upconversion techniques, we and other groups have established a general scheme describing the excited state dynamics of these complexes, drawing correlations between ground/excited state structure and photophysical properties.\textsuperscript{61,74–91} One of the most attractive properties of these complexes is their broad, intense metal-to-ligand charge transfer (MLCT) absorption that closely resembles that of [Ru(bpy)\textsubscript{3}]\textsuperscript{2+}, spanning a significant portion of the visible spectrum.\textsuperscript{92–94} Despite these similarities, however, a functionally important difference between Cu(I) and Ru(II) complexes lies in their respective changes in nuclear geometry upon transition from the ground state to the MLCT state. While the photoinduced oxidation of Cu(I) (3d\textsuperscript{10}) to Cu(II)* (3d\textsuperscript{9}) generally results in a significant pseudo Jahn–Teller distortion (JT) from a pseudo-tetrahedral geometry of D\textsubscript{2d} symmetry to a flattened geometry of D\textsubscript{2} symmetry, octahedral Ru(II) poly-pyridyl complexes exhibit only very minor structural changes and boast much longer MLCT lifetimes. The extent of the distortion in Cu(I) complexes, however, varies substantially and is dictated by the steric and \textpi-stacking interactions of the ligands. This process occurs in less than 1 ps, followed by intersystem crossing (ISC) from the 1MLCT to the 3MLCT state on the timescale of a few ps to a few tens of ps. Finally, relaxation to the ground state occurs on a timescale that varies from a few tens of ps to several \textmu s, depending strongly on the identity of both the solvent and the substitution around the phenanthroline ligands.

Meanwhile, in their studies of the excited state dynamics of tpphz-bearing Ru(II) complexes, Flamigni et al. found an intermediate (\textsim 200 ps) time component following ISC that corresponds to relaxation from the 3MLCT\textsubscript{1} to the 3MLCT\textsubscript{0} state as the metal-derived electron migrates to the pyrazine-like center.

**Fig. 1** Chemical structures of ligands, dinuclear complexes, and mononuclear complexes studied in this work. The nomenclature and color scheme (boxes) introduced here is used throughout the text.
of tpphz. In a study of related Ru(n)–tpphz compounds, Chiiorboli et al. found that ground state recovery is accelerated by more than an order of magnitude upon metalation or protonation of the distal nitrogen(s) of tpphz as a result of stabilization of the MLCT state. By incorporating these processes into the general scheme for Cu(i) bis(phen) complexes, we expect to obtain a complete description of the dynamics of tpphz-bearing mononuclear Cu(i) complexes. As we will demonstrate here, our data and calculations are indeed consistent with such a picture.

In general, however, the excited state dynamics of the multimetallic complexes employing tpphz as a bridging ligand cannot be modeled as simple linear combinations of the dynamics of the individual components. Instead, the dynamics of these and related systems must be considered as a network of competing charge transfer, energy transfer, and relaxation processes. And unfortunately for the ultrafast spectroscopist, the nearly indistinguishable optical absorption spectra of variously substituted Cu(i) bis(phen) and Ru(n) tris(bpy) complexes can turn the task of deconvoluting time-resolved optical data – and thereby mapping such networks – into a nearly intractable problem. Nevertheless, Chiiorboli et al. were able to conclude from steady-state emission and optical transient absorption measurements that intermetallic charge/energy transfer in a Ru(n)–Os(i) complex occurs with a weakly solvent-dependent time constant of ~15 ps. Similarly, Torieda et al. observed photoinduced intramolecular electron transfer in a tpphz-bridged Ru(n)–Co(n) complex, and the mechanism of this process was recently elucidated by Canton et al. using a combination of ultrafast optical and X-ray spectroscopies.

In this work we take advantage of the element specificity of X-ray absorption spectroscopy to separate the dynamics of two individual metal sites in a newly synthesized heterodinuclear copper/ruthenium complex through multi-edge X-ray transient absorption spectroscopy (XTA). We then compare these results with those obtained from optical transient absorption (RTA) and a series of electronic structure calculations to unambiguously construct a detailed picture of the evolution of the complex following excitation of the MLCT band. After establishing a model to describe the dynamics of the heterodinuclear system, we then apply these conclusions to the more challenging problem of an asymmetric homodinuclear Cu(i) complex. In this case, we find evidence for the transfer of excitation from the 3,6-dimethyl Cu(n)* state with a ~2 ns lifetime to the 3,6-unsubstituted Cu(n)* state with a ~40 ps lifetime on the timescale of ~1 ns, demonstrating a potential means for indirectly extending the short excited state lifetimes of otherwise desirable sensitizer dyes without modifying coordination geometry or steady-state spectroscopic properties. We anticipate that this multi-disciplinary approach to mapping photoinduced charge transfer dynamics in the linked dinuclear light-absorbing complexes described here will provide a clear pathway forward for characterizing and designing larger multimetallic constructs capable of coupling single electron charge transfer events to multi-electron charge accumulation and redox catalysis.

Results
1. Synthesis
The parent bridging ligand tetrpyrido3,2-a:2',3':3'',2''-h:2''',3''':j]phenazine, labeled L1 in Fig. 1 and the synthesis schemes in Section 1 of the ESI† is well known in the literature. The synthesis of L1 can be accomplished either by reacting 1,10-phenanthroline-5,6-dione with an excess of ammonium acetate or by condensing 1,10-phenanthroline-5,6-dione with one equivalent of 1,10-phenanthroline-5,6-diamine in the presence of acetic acid. The two new bridging ligands L2 and L3, which respectively feature two and four methyl groups at the 3,6 and 3,6,12,15 positions in analogy to 2,9-dimethyl-1,10-phenanthroline, were prepared in a similar manner by condensation of the appropriately functionalized phenanthroline derivatives (Scheme S1†).

The dinuclear copper(i) complexes containing the three different bridging ligands were prepared using the CuHETPHEN approach originally developed by the Schmittel group. Briefly, [Cu(CH3CN)4]PF6 was mixed with one equivalent of the blocking ligand 2,9-dimesityl-1,10-phenanthroline (L1) to form the intermediate [Cu(L(CH3CN)]PF6). From this intermediate, the dinuclear complexes were obtained by one of two routes. The first is a direct reaction of two equivalents of [Cu(L(CH3-CN)]PF6 with one equivalent of the appropriate bridging ligand (L1, L2, or L3) to yield the corresponding dinuclear complexes CuH2–CuH2, CuH2–CuMe2, and CuMe2–CuMe2. The second method is to prepare fully coordinated CuHETPHEN intermediates by reacting [Cu(L(CH3-CN)]PF6 with one equivalent of 1,10-phenanthroline-5,6-dione or 1,10-phenanthroline-5,6-diamine (or their 2,9-methyl substituted analogs). The mononuclear CuHETPHEN complexes functionalized with dione and diamine groups on the B-ring of the phenanthroline ligand can then be condensed in a 1:1 ratio in the presence of acetic acid to form the phenazine ring that bridges the two Cu(i) centers.

Heterodinuclear Cu–Ru complexes CuH2–RuH2 and CuMe2–RuH2 were synthesized using a route similar to that previously described by Bolger et al. (Scheme S2†). In the first step, the mononuclear ruthenium complexes RuH2 and RuH2 were prepared by condensing [Ru(bpy)5(5,6-dione-1,10-phenanthroline)]PF6 with the appropriate 5,6-diamine-1,10-phenanthroline (with or without 2,9-methyl substitution). Importantly, during and following this reaction we did not observe the formation of any dinuclear complexes. In the second step, the mononuclear ruthenium complexes RuH2 and RuH2 were converted to the heterodinuclear complexes CuH2–RuH2 and CuMe2–RuH2 by adding one equivalent of [Cu(L(CH3-CN)]PF6 to the mononuclear ruthenium complexes in dichloromethane.

The mononuclear Cu(i) and Ru(n) analogs to the dinuclear complexes were synthesized as models for the spectroscopic analysis. Initial attempts at the synthesis of CuH2 and CuMe2 from a stoichiometric mixture of [Cu(L(CH3-CN)]PF6 and L1, L2, or L3 yielded a mixture of the desired mononuclear complex and its dinuclear analog, which could not be separated. Similar
mixtures were also found following condensation of [Cu(L)(5,6-dione-1,10-phenanthroline)][PF6] or [Cu(L)(5,6-diene-1,10-phenanthroline)][PF6] with the complementarily functionalized phenanthroline. This is not entirely surprising given the solution lability of Cu(i) complexes and the propensity toward ligand scrambling in solution. Therefore, to ensure well-defined and pure solutions of each Cu(i) model complex, we replaced the two distal coordinating nitrogens of the bridging ligands L1 and L2 with carbons by designing and synthesizing phenazine ligands L4 and L5 (Scheme S3†). L4 and L5 were prepared via condensation of the appropriate 5,6-diamine-1,10-phenanthroline derivative with 9,10-phenanthrenequinone. The mononuclear complexes CuH2 and CuMe2 were then easily obtained by reaction of [Cu(L)(CH3CN)][PF6] with L4 and L5 under standard CuHETPHEN conditions.

2. Crystal structure of CuH2–RuH2

The molecular structure of CuH2–RuH2 was verified by single crystal X-ray crystallography. Single crystals of CuH2–RuH2 were obtained by slow diffusion of diethyl ether into a saturated acetonitrile solution. Fig. 2 shows the X-ray structure of CuH2–RuH2; the crystallographic data are summarized in Table S1† and selected interatomic bond lengths and angles are listed in Table S2.† The Cu(i) side of the dinuclear complex is moderately disordered, and the solvent molecules (water, acetonitrile, and diethyl ether) are significantly disordered. The Ru–N bond lengths involving the two bipyridine ligands and the bridging ligand are within the normal range (2.04–2.07 Å) of what is expected for such bonds in [Ru(bpy)2(phenanthroline)]2+ type complexes.102,103 The Cu–N distances are 2.00–2.06 Å, in good agreement with bond lengths reported for related mononuclear CuHETPHEN complexes.65,70,73

An important feature of the CuHETPHEN side of CuH2–RuH2 is the π-stacking interaction between one mesityl group of L and the Cu(i)-coordinating phenanthroline moiety of L1. This interaction leads to a significant distortion from ideal tetrahedral geometry around the Cu(i) center and creates a so-called “pac-man” motif, which has been described for related mononuclear CuHETPHEN complexes.65,70 Further analysis of the crystal structure of CuH2–RuH2 reveals a substantial bend in L1 instead of the perfectly planar geometry one might expect the fully conjugated bridging ligand to exhibit. This bend in L1 results in a Cu–Ru distance of 12.64 Å, shorter than expected for a completely planar ligand. However, this is not unprecedented; bending in L1 has also been reported in dinuclear structures bridging Ru(bpy)2 with AuCl3 or PdCl2.52,53 These complexes had only slightly longer Ru–M distances than what we observe for CuH2–RuH2: 12.74 Å for Ru–Au and 12.70 Å for Ru–Pd.

3. Ground state optical absorption and emission

The UV-visible absorption spectra of all mononuclear and dinuclear complexes in acetonitrile are shown in Fig. 3 and summarized in Table 1. The spectra of the mononuclear complexes possess a fairly broad absorption band centered near 450 nm associated with MLCT, highlighted in the insets. As we have shown in mononuclear CuHETPHEN model complexes,78 the absorption maximum and intensity is dictated by the sterics around the Cu(i) center. In comparison to the unsubstituted CuH3, the MLCT absorption maximum of CuMe2 at 452 nm is hypsochromically shifted by 12 nm and has an extinction coefficient ~11% lower. In contrast, the MLCT bands of both mononuclear ruthenium complexes (RuH2 and RuH2) are similar in energy and intensity and therefore independent of substitution of the phenazine ligand at the 3,6 positions distal to the metal center. The extinction coefficients of the dinuclear complexes are very nearly a sum of the individual mononuclear counterparts (the ratio of the scales of the y-axes is 2:1). We note that the extinction coefficients of the heterodinuclear complexes (CuH2–RuH2 and CuMe2–RuH2) are slightly larger than the sum of the analogous mononuclear complexes, which is likely due to the synthetic requirement to use L4 and L5 in the mononuclear copper complexes rather than the exactly analogous L1. At higher energies, all complexes possess the characteristic double-peaked feature between 350 and 400 nm corresponding to the π–π* and π–π* transitions of the extended tpphz-based ligand, and methylation of this bridging ligand leads to a hypsochromic shift of these features.

The room temperature emission of all complexes was measured in acetonitrile and is summarized in Table 1 and shown in Fig. S42.† As has been observed for mononuclear CuHETPHEN78 and homoleptic Cu(i)dimine complexes, substitution immediately adjacent to the Cu(i) center has a substantial effect on the emission properties. CuH3, bearing no substituents on the phenazine ligand, is completely non-emissive at room temperature in acetonitrile, but increasing the steric bulk around the Cu(i) center by introducing methyl groups in CuMe2 leads to a weak emission peak with a maximum at 671 nm. As for most Ru(i)tris(bipyridyl) complexes, both mononuclear ruthenium complexes studied here have a strong emission response following MLCT excitation. Remote methyl substitution on the bridging ligand (L1 vs. L2) leads to a slight hypsochromic shift of the emission maximum from 616 nm for RuH2 to 610 nm for RuH2. The heterodinuclear complexes are emissive at room temperature in acetonitrile, albeit with lower intensity than the mononuclear RuH2 species. All three dinuclear copper complexes are non-emissive at room temperature in acetonitrile.
4. Cyclic voltammetry

Cyclic voltammetry was performed on each complex in acetonitrile to measure the redox potentials of the metal centers and the ligand-based reductions in the bridged dinuclear complexes. As with previously reported mononuclear CuHETPHEN complexes, we found that the Cu(II/I) redox potential in CuH₂ and CuMe₂ is significantly influenced by substitution around the periphery of the 1,10-phenanthroline moiety of the tpphz bridging ligand (Fig. S43, summarized in Table 1). Without any substituents at the 3,6-positions, the Cu(I) center of CuH₂ is most easily oxidized at +0.52 V vs. SCE. Increasing the steric bulk by introducing methyl groups at the 3,6-positions in CuMe₂ drives the redox potential 380 mV higher to +0.90 V vs. SCE. Both complexes exhibit a quasi-reversible Cu(II/I) couple arising from a structural change that occurs upon oxidation and also likely from coordination of an acetonitrile solvent molecule that increases the coordination number from four to five, as suggested by our previous in situ electrolysis of Cu(II)bis(2,9-dimethylphenanthroline) to its Cu(I) species. In the mononuclear complexes RuH₂ and RuH₂, the Ru(III/II) potential is not influenced by distal substitution on the phenazine ligand, as both possess reversible couples around +1.33 V vs. SCE. The substituents on the bridging ligand (L₁, L₂) are too far removed from the metal center to have any measurable influence on the Ru(III/II) potential.

We also used cyclic voltammetry to measure the ruthenium- and copper-centered redox potentials of all dinuclear complexes (Fig. S44†) and observed trends similar to those described for the mononuclear Ru and Cu complexes. The Ru(III/II) potential is not affected by distal methyl substitution of the bridging ligand or by the coordination of a second metal, appearing around +1.33 V vs. SCE as before. The Cu(II/I) redox potentials of the unsubstituted CuHETPHEN part of the dinuclear complexes are found to be +0.57 ± 0.02 V vs. SCE in all homo- and

Table 1 Summary of electrochemical and optical ground state characterization in CH₃CN

|          | λ<sub>max</sub>, absorption (MLCT, nm) | ε (M⁻¹ cm⁻¹) | E<sub>(Cu<sup>II/II</sup>)</sub> (V vs. SCE) | E<sub>(Ru<sup>III/II</sup>)</sub> (V vs. SCE) | λ<sub>max</sub>, emission (nm) | E<sub>00</sub> (eV) | E<sub>(M<sup>n+/n</sup>)</sub> (V vs. SCE) |
|----------|----------------------------------------|--------------|---------------------------------|---------------------------------|-----------------|----------------|----------------|
| CuH₂     | 464                                    | 8789         | +0.52                           | —                              | —               | —              | —              |
| CuMe₂    | 452                                    | 7796         | +0.90                           | —                              | —               | —              | —              |
| RuH₂     | 447                                    | 17 049       | —                               | +1.33<sup>b</sup>              | 616 (str)<sup>b</sup> | 2.26           | −0.93          |
| RuH₂<sup>c</sup> | 449                               | 17 756       | —                               | +1.34                          | 610 (str)       | 2.24           | −0.90          |
| CuH₂–CuMe₂ | 469                              | 22 526       | +0.58                           | —                              | —               | —              | —              |
| CuH₂–CuMe₂<sup>c</sup> | 465                           | 18 077       | +0.57; +0.88                    | —                              | —               | —              | —              |
| CuMe₂–CuMe₂ | 461                              | 17 354       | +0.89                           | —                              | —               | —              | —              |
| CuH₂–RuH₂ | 449                              | 32 209       | +0.55                           | +1.33                          | 615             | 2.26           | −0.93          |
| CuMe₂–RuH₂ | 452                              | 29 426       | +0.89                           | +1.34                          | 612             | 2.24           | −0.90          |
| RuH₂–RuH₂ | 442<sup>b</sup>                      | 36 100<sup>b</sup> | —                             | +1.34<sup>b</sup>             | 671<sup>b</sup>   | —              | —              |

<sup>a</sup> w = weak, str = strong. <sup>b</sup> Inorg. Chem., 1996, 35, 2937.
heterodinuclear complexes (\(\text{CuH}_2\text{-RuH}_2\), \(\text{CuH}_2\text{-CuH}_2\) and \(\text{CuH}_2\text{-CuMe}_2\)). These values are slightly more positive than what was found for the mononuclear complex \(\text{CuH}_2\), a minor perturbation perhaps resulting from a distant steric effect of the additional metal center. Increasing the steric bulk around the Cu(i) center resulted in a more positive Cu(II/I) redox potential of +0.89 ± 0.01 V vs. SCE for \(\text{CuMe}_2\text{-RuH}_2\), \(\text{CuH}_2\text{-CuMe}_2\) and \(\text{CuMe}_2\text{-CuMe}_2\), comparable to the potential found for \(\text{CuMe}_2\). Interestingly, all methyl substituted CuHETPHEN complexes show a perfectly reversible Cu(II/I) couple, whereas all unsubstituted complexes exhibit irreversibility.

The excited state reduction potentials \(E(M^{n+}\text{Cu}(n-1)^\bullet)\) were estimated by subtracting the onset of the emission band \(E_{50}\) from the ground-state oxidation potential \(E(M^{n+}/M^n)\); these values are collected in Table 1. The excited state reduction potential for \(\text{CuMe}_2\) is −1.25 V vs. SCE, similar to that reported previously for CuHETPHEN model complexes.10,71 Both mononuclear ruthenium complexes are weaker excited state reducing than the CuHETPHEN counterparts with values around −0.90 V (−0.90 V for \(\text{RuH}_2\) and −0.93 V for \(\text{RuH}_2\)) and show almost no substituion effect. Since the emission spectra of the heterodinuclear complexes \(\text{CuH}_2\text{-RuH}_2\) and \(\text{CuMe}_2\text{-RuH}_2\) closely resemble that of \(\text{RuH}_2\), we used the Ru(m/n) oxidation potential for the calculation of the heterodinuclear excited state reduction potentials listed in Table 1, obtaining values identical to those of the mononuclear ruthenium counterparts. However, even though we do not detect copper-based emission from \(\text{CuH}_2\text{-RuH}_2\) or \(\text{CuMe}_2\text{-RuH}_2\), we presume that the excited state reduction potential of the copper half of the dinuclear complexes is also largely unchanged in the heterodinuclear complexes and could be used to drive more challenging electron transfer chemistry.

5. Electronic structure calculations

The TD-DFT calculated absorption spectra of \(\text{CuH}_2\), \(\text{CuMe}_2\), \(\text{CuH}_2\text{-CuH}_2\), and \(\text{CuH}_2\text{-RuH}_2\) are compared to experimental data in Fig. S45,† and good agreement between theory and experiment is observed across these structural perturbations. The individual states and their donor and acceptor orbitals and assignments are given in Tables S3–S6.† Donor and acceptor orbital plots are also given in Fig. S46–S49. From the calculated acceptor orbitals, the MLCT excited states of \(\text{CuH}_2\) and \(\text{CuMe}_2\) are seen to be delocalized onto both the phenanthroline moiety of the bridging ligand and the blocking ligand (L). This is also consistent with the spin density plots of the fully optimized \(^3\)MLCT states of these complexes, as shown in Fig. 4. However, when an additional metal is bound to the tpphz ligand, the acceptor orbitals localize to the tpphz ligand (Fig. S48 and S49†). Again, this is also consistent with spin density plots for the \(^3\)MLCT states in Fig. 4. We note that both reduction and delocalized (from the Cu perspective) \(^3\)MLCT states could be converged and independently optimized. Using the B3LYP functional, the localized wavefunction and geometry is ~1 kcal mol\(^{-1}\) lower in energy than the delocalized analog. For both cases, electron density is localized on the tpphz ligand, with significant pyrazine character.

In addition to TD-DFT calculated spectra, the singlet ground state-\(^3\)MLCT energy gaps have been calculated from the difference in energy between the fully optimized geometries of \(\text{CuH}_2\), \(\text{CuMe}_2\), \(\text{CuH}_2\text{-CuH}_2\), and \(\text{CuH}_2\text{-RuH}_2\) and are 1.82, 1.91, 1.67, and 1.42 eV, respectively. These differences in energy gaps are qualitatively consistent with the experimental lifetimes and the energy gap law. Going from \(\text{CuMe}_2\) to \(\text{CuH}_2\), the lifetime decreases, as does the energy gap (1.91 to 1.82 eV, respectively). Additionally, binding a second metal decreases both the lifetimes and the energy gaps (1.92 to 1.67 and 1.42 eV for \(\text{CuH}_2\) to \(\text{CuH}_2\text{-CuH}_2\) and \(\text{CuH}_2\text{-RuH}_2\), respectively).

6. Optical transient absorption

The OTA spectra of the mono- and dinuclear copper complexes and one of the heterodinuclear complexes at a delay time of 10 ps following excitation at 415 nm are shown in Fig. 5a. The mononuclear \(\text{CuH}_2\) (cyan) and \(\text{CuMe}_2\) (blue) spectra show the familiar pair of excited state absorption (ESA) peaks at 525 and 575 nm common to homo- and heteroleptic Cu(i) bis[phen] complexes that have previously been assigned to absorption by the phenanthroline radical anion and the corresponding
CuH₂ of 570 nm (indicated by the vertical black line in Fig. 5a) are mononuclear species. ESA feature but shows a GSB more consistent with those of the report on a series of heteroleptic (multiple incompletely resolved peaks and a negative ground spectra overlap well, sharing a broad ESA feature consisting of CuMe₂ complexes taken at a probe wavelength of 570 nm. The window indicated by a vertical black line. (b) OTA kinetic traces of the same complexes 10 ps after excitation of the MLCT band at 415 nm. The amplitude of the complexes increases the excited state lifetime of the mononuclear complex, ∆dimethyl substitution of the bridging ligand significantly increases the excited state lifetime of the dinuclear CuMe₂–CuMe₂ species. Nevertheless, the CuMe₂–RuH₂ lifetime is two orders of magnitude shorter than similar Ru(n)–Ru(n) dinuclear complexes.

We also find a clear trend within the series of dinuclear copper complexes, with CuH₂–CuMe₂ exhibiting an excited state lifetime that falls between those of CuH₂–CuH₂ and CuMe₂–CuMe₂. This stands in contrast not only to our own results for CuMe₂–RuH₂ and CuMe₂–CuMe₂ but also to the results reported by Scandola and coworkers. In that work, the asymmetric Ru(n)–Os(n) dinuclear complex exhibits dynamics identical to those of the faster symmetric Os(n)–Os(n) species. This apparent disparity, however, may be resolved upon consideration of the MLCT energies and reorganization energies of the relevant metal centers in the context of intermetallic charge transfer (IMCT). In such a picture, the excited state fraction of an asymmetric dinuclear sample consists of a mixture of two states, each bearing one of two possible oxidized metal sites following photoinduced electron transfer to the bridging tpphz ligand. One corresponds to the thermodynamically favored excited state and simply exhibits ground state recovery kinetics similar to those of the matching symmetric dinuclear complex. In the other, however, IMCT competes with relaxation to the ground state, and the overall behavior depends upon the relative rates of these two processes.

In the case of CuMe₂–RuH₂ (reported here) and the Ru(n)–Os(n) complex reported by Scandola and coworkers, the Ru(n) is the stronger oxidant. Accordingly, hole transfer occurs from Ru(n) to Cu(i) or Os(i) when the Ru(n) MLCT band is excited, but IMCT does not occur when the Cu(i) or Os(i) center absorbs a photon. This behavior is evident from the OTA data plotted in Fig. 5b. The CuMe₂–RuH₂ ESA time trace (orange) exhibits both impulsive (~300 fs) and non-impulsive growth, only reaching its maximum after 160 ps. These two growth terms may be assigned to direct excitation of the Cu(i) and Ru(i) sites and hole transfer from Ru(n) to Cu(i), respectively. Beyond 200 ps, however, CuMe₂–RuH₂ and CuMe₂–CuMe₂ (red) follow the same trajectory, relaxing to the ground state with a time constant of ~1.5 ns.

We pause here to note the functional equivalence of hole and energy transfer in this particular class of complexes. According to our time-dependent density functional theory (TD-DFT) calculations (vide supra), the electron lost by either metal upon MLCT excitation of the dinuclear complexes resides on the bridging tpphz ligand, and therefore intermetallic hole
Cu(II)H₂ between the opposite in sign to the di-CuH₂. This difference in sign is expected to significantly modulate the observed dynamics.

Elucidating the dynamics of the asymmetric homodinuclear CuH₂–CuMe₂ complex presents a much more challenging problem. The steady state and ground state optical and X-ray absorption spectra of the unsubstituted and 3,6-dimethyl copper centers overlap very closely, making direct spectroscopic discrimination of the two sides difficult. Furthermore, while the Ru(II)/Ru(III) reduction potential (+1.34 V vs. SCE) is much higher than both Cu(II)/Cu(I) reduction potentials in the heterodinuclear complexes (+0.55 and +0.89 V vs. SCE for CuH₂–RuH₂ and CuMe₂–RuH₂, respectively), the difference in redox potentials between the two copper sites in CuH₂–CuMe₂ is only 310 mV. This difference is expected to be comparable and opposite in sign to the difference in reorganization energies between the Cu(II)H₂*–Cu(II)Me₂ and the Cu(II)H₂–Cu(II)Me₂* states, complicating prediction of the rate and directionality of IMCT. Accordingly, we will return to a discussion of CuH₂–CuMe₂ below only after a thorough analysis of the symmetric homodinuclear and heterodinuclear complexes.

7. Multi-edge X-ray transient absorption

To assemble a clear picture of the excited state dynamics of the entire family of dinuclear complexes, we acquired a series of XTA spectra at both the copper and ruthenium K-edges for several representative complexes following excitation at 400 nm. All X-ray absorption data was acquired at beamline 11-ID-D of the Advanced Photon Source (APS) at Argonne National Laboratory. Because X-ray absorption measurements are element-specific, we are able to monitor the electronic structure of the two metal centers in the heterodinuclear complexes individually and thereby cleanly isolate the contributions to the OTA signals from both sides. Fig. 6 shows the ground state X-ray absorption near edge structure (XANES) spectrum of CuMe₂ at the Cu K-edge (black) with the “laser on” spectrum (light blue) and corresponding XTA difference spectrum (dark blue) obtained at a delay time of 50 ps overlain. The hallmark features associated with oxidation of the 3d¹⁰ Cu(II) ground state to the 3d⁹ Cu(I) 3MLCT state are all exceptionally well resolved: the appearance of a pre-edge at 8.977 keV (indicated by a vertical arrow), corresponding to an ESA transition into the laser-induced 3d hole; the bleach of the 1s to 4p peak at 8.984 keV (indicated by a circle), corresponding to the pseudo Jahn–Teller flattening distortion; the hypsochromic shift of the absorption edge, corresponding to stabilization of the 1s orbital; and a phase shift in the extended X-ray absorption fine structure (EXAFS) oscillations, corresponding to a contraction of the Cu–N bond distance. Similar XTA spectra were obtained for CuH₂, CuH₂–CuMe₂, CuMe₂–CuMe₂, and CuMe₂–RuH₂ (Fig. S50†).

To follow the evolution of the copper oxidation state following 400 nm excitation into the 3MLCT, we acquired XTA time traces at 8.984 keV (the peak of the 1s to 4p bleach in the difference spectra, indicated by a circle in Fig. 6) for CuMe₂ (blue), CuMe₂–CuMe₂ (red), and CuMe₂–RuH₂ (orange), which are plotted in the inset of Fig. 6. The temporal resolution of the Cu K-edge XTA measurement (80 ps Gaussian instrument response function, or IRF) does not allow us to follow the initial flattening distortion or ISC events, but we can clearly observe a slow, non-impulsive growth in the Cu(I) depletion of CuMe₂–RuH₂.

Table 2  Summary of time constants measured by OTA and/or XTA in CH₃CN with 415 nm excitation

| Complex     | τ₁, ISC/ JT (ps) | τ₂, ILET (ps) | τ₃, IMCT (ps) | τ₄, 3MLCT₃ (ps) |
|-------------|-----------------|--------------|--------------|-----------------|
| CuH₂        | 1.1 ± 0.1a      | 8.5 ± 0.6    | N/A          | 82 ± 4          |
| CuMe₂       | n.m.            | 170 ± 30     | N/A          | 32 500 ± 500b   |
| CuH₂–CuH₂   | 0.9 ± 0.2a      | 4.7 ± 0.2    | N/A          | 38 ± 4          |
| CuH₂–CuMe₂  | 0.8 ± 0.2a      | 4.3 ± 0.4; 140 ± 30 | N.m.         | 47 ± 6; 1460 ± 60a |
| CuMe₂–CuMe₂ | n.m.            | 120 ± 20     | N/A          | 1720 ± 50       |
| CuH₂–RuH₂   | 0.6 ± 0.1a      | 2.4 ± 0.2    | 21 ± 3       | 73 ± 1          |
| CuMe₂–RuH₂  | 5.2 ± 0.5       | 35 ± 4       | 53 ± 5       | 1430 ± 30       |
| RuH₂–RuH₂   | n.m.            | n.m.         | 70 000 ± 1000|                 |

a Tentative assignments. b From XTA only, n.m. = not measured, N/A = not applicable.
RuH$_2$ that is absent in the impulsive CuMe$_2$ and CuMe$_2$–CuMe$_2$ traces. As discussed above, we assign this slow growth to intermetallic hole transfer from Ru(III)$^*$ to Cu(I) within the relevant excited state sub-ensemble. Unsurprisingly, the CuMe$_2$ and CuMe$_2$–CuMe$_2$ XTA traces appear nearly identical to the corresponding OTA traces, albeit with poorer temporal resolution. The temporal window of the digitally-delayed XTA experiment is much broader, however, which allows us to follow the recovery of the CuMe$_2$ ground state completely and obtain a 32.5 ± 0.5 ns lifetime for the 3MLCT (Fig. S52†).

For the heterodinuclear CuMe$_2$–RuH$_2$, we may compare the Cu and Ru K-edge XTA time traces, plotted in Fig. 7, to determine if the data are consistent with the IMCT model described above. Immediately we see that the Ru(n) depletion associated with formation of the Ru(III)$^*$ MLCT state fully decays within 500 ps (22.126 keV probe energy), suggestive of hole/energy transfer to the Cu(I) site. In contrast, both the OTA and XTA time traces of the homodinuclear species RuH$_2$–RuH$_2$ reveal a lifetime of 70 ± 1 ns (Fig. S53†), an order of magnitude shorter than that of the prototypical [Ru(bpy)$_3$]$^{2+}$ as expected from the trend described above but at least three orders of magnitude longer than the Ru(III)$^*$ lifetime in the heterodinuclear complex. We note that all Cu K-edge data and the Ru K-edge data for RuH$_2$–RuH$_2$ were acquired during standard 24-bunch mode operation of the APS with the aforementioned 80 ps IRF. Meanwhile, the Ru K-edge data for CuMe$_2$–RuH$_2$ were acquired during hybrid bunch mode operation, which provides much higher X-ray photon flux but a comparatively long pulse duration, resulting in a 120 ps IRF. The choice to use hybrid mode for measuring the Ru K-edge was made due to the relatively low flux available at the beamline at 22 keV and the low efficiency of the avalanche photodiode fluorescence detectors at such high photon energies. Consequently, because the Ru(n)$^*$ lifetime obtained from a single-component fit of the trace is much less than the experimental resolution, we can only report an upper bound of 120 ps for this time constant from the XTA data. Notably, this measurement is an example of “poor man’s beam slicing”, meaning we successfully measured the XTA signal of a transient species with a lifetime shorter than the X-ray pulse duration.

![Diagram](image-url)  

**Fig. 7** (a) Copper K-edge XTA kinetic trace (orange) of the depletion of the Cu(I) species in CuMe$_2$–RuH$_2$ taken at a probe energy of 8.984 keV following 400 nm excitation, and the fit (solid black) to a linear combination of an impulsive and a non-impulsive exponential decay (dashed black). The time constants for the non-impulsive rise ($\tau_{\text{IMCT}}$) and excited state decay ($\tau_{\text{MLCT,Cu}}$) are also given. (b) Corresponding ruthenium K-edge XTA kinetic trace (orange) taken at a probe energy of 22.126 keV and the fit (black) to a single exponential decay, corresponding to IMCT. The time constant was found to be shorter than that temporal response of the measurement. (c) Scheme depicting electron transfer pathways in CuMe$_2$–RuH$_2$ following optical excitation into the MLCT bands of the Ru(n) (top) or Cu(n) (bottom) center. Blue arrows represent the excitation pulse, yellow arrows show the movement of electrons through the molecule, and the numbers adjacent to arrowheads indicate the order in which these processes occur. (d) OTA kinetic trace (orange) of CuMe$_2$–RuH$_2$ taken at a probe wavelength of 605 nm following excitation at 415 nm and a fit (black) to a three-component model that includes ISC (purple), ILET (green), and IMCT and ground state recovery (blue) processes. The x-axis is linearly spaced from −3 to 0.3 ps and logarithmically spaced from 0.3 to 3000 ps; the break is indicated by a solid vertical line. The numbers corresponding to the electron transfer events depicted schematically in panel (c) are also arranged chronologically with the data and fit.
In Fig. 7a, we have plotted a fit (solid black) of the Cu K-edge XTA trace of CuMe₂₂RuH₂₆ (orange) to the sum of two exponential decay terms (dashed black), one with an impulsive rise time and one with a non-impulsive exponential rise time, convolved with a Gaussian instrument response (a detailed description of the fitting models and procedures is given in Section 10 of the ESI†). In this model, the impulsive term corresponds to excitation of the copper MLCT, while the non-impulsive term corresponds to excitation of the ruthenium MLCT followed by hole transfer to the copper site. Notably, even when the lifetimes of the two components are allowed to vary independently, they converge to the same value of 1350 ± 20 ps. This result demonstrates that excitation of either the Cu(i) or Ru(II) 3MLCT ultimately leads to formation of the same final Cu(ii) 3MLCT state from which the complex relaxes to the ground state, confirming our model of simultaneous hole and energy transfer mediated by a common bridging ligand as described above. Importantly, the fit gives us a rate of 64 ± 7 ps for IMCT in this particular heterodinuclear system, a value that is indeed within the upper bound obtained from the Ru K-edge data. We also note that the ratio of the amplitudes of the non-impulsive and impulsive fit components is 1.2 to 1, in good agreement with the 1.35 to 1 ratio of the extinction coefficients of the corresponding homodinuclear complexes at 400 nm (see Section 10 of the ESI†), further validating this assignment.

Discussion

1. Charge and energy relays in heterodinuclear complexes

Because of the overlap of the optical absorption spectra of the Cu(ii) and Ru(II) diimine species, it would be challenging to follow the excited state pathways in CuMe₂₂RuH₂₆ using only optical techniques. Armed with the results from the unambiguous element-specific XTA data, however, we may now return to the OTA data to explore the network of overlapping and interconverting ESA signals in greater detail. Fig. 7d shows a fit (black) of the optical time trace of CuMe₂₂RuH₂₆ (orange) taken at a probe wavelength of 605 nm, where both Cu(ii) and Ru(II)-centered MLCT states absorb (note the data is plotted semi-logarithmically). Because there is no steady state absorption by either the Cu(i) or Ru(II) at this wavelength, we may exclude from our fitting model any contributions to the OTA signal from GSB response pathways. The simplest model capable of reproducing the data consists of an impulsive ultrafast (few ps) component (purple), an impulsive intermediate (tens of ps) component (green), a non-impulsive slow (few ns) component with an intermediate rise time (blue), and a coherent artifact (FWHM < 1 ps, not pictured). We note that this model affords excellent fits across nearly the entire probe spectrum, and reported time constants are the average of those obtained at all wavelengths across the FWHM of the corresponding TA features (see Section 10 of the ESI† for details).

Because the ultrafast component is negative in sign and there is no ground state absorption at this probe wavelength, we may easily assign this feature to stimulated emission from one or both 3MLCT states with a 5.2 ± 0.5 ps ISC time constant. However, because the ISC time constant in [Ru(bpy)]₃²⁺ is 100 fs or shorter, it is likely that we cannot capture the ISC dynamics at the ruthenium center within the temporal resolution of our OTA measurement (~300 fs IRF). Therefore, the 5.2 ps component corresponds exclusively to ISC at the copper center, in agreement with the ISC time constants previously measured for other Cu(ii) diimine complexes. This negative signal is responsible for the apparent non-impulsive rise of the kinetic trace during the first ~10 ps apparent in Fig. 7d. We may also easily assign the 53 ± 5 ps growth and 1430 ± 30 ps decay of the non-impulsive ESA component to intermetallic charge/energy transfer from Ru(II) to Cu(i) and relaxation to the ground state from the Cu(i) 3MLCT, respectively, based on the good agreement between these two time constants and those obtained from the Cu and Ru K-edge XTA results. Of course, loss of the ESA signal from the Ru(II) 3MLCT should also occur on the 53 ps timescale, but this decay is simply subsumed into the rise of the non-impulsive component.

Assignment of the impulsive 35 ± 4 ps time constant, on the other hand, is not as immediately obvious. Scandola and coworkers previously reported time constants on the order of tens of ps in related dinuclear compounds and assigned them to intraligand electron transfer (ILET) within L1. Based on extended Hückel calculations, they concluded that the metal-derived electron is mostly localized within the proximal phenanthroline-like part of L1 in the initial 3MLCT state but then migrates to the pyrazine-like central ring during relaxation to a lower-lying 3MLCT state. Our calculations support this conclusion as well (see Table S5 and Fig. S49†), and thus we assign the 35 ps time constant to the ILET process. Although there may be some difference in the ILET rates for the Cu(II) and Ru(II) MLCT states, we find that the data is well modeled with only a single time constant.

The overall electron transfer dynamics/pathways are depicted schematically in Fig. 7c, and the timescales, indicated by numbered circles next to the corresponding arrowheads, are also shown alongside the OTA time trace in Fig. 7d (note the schematic and the following discussion are presented in terms of electron transfer, while the previous discussion was presented in terms of hole/energy transfer). Upon excitation at either side, an electron from the metal is immediately transferred to the proximal phenanthroline moiety of L2. This is indicated by step 1 and corresponds to the impulsive rise of the ESA signal. Next, ISC results in formation of the 3MLCT, which relaxes to the 3MLCT state by ILET in 35 ps as indicated by step 2. Shortly thereafter, IMCT occurs in 53 ps as indicated by step 3, but only within the sub-ensemble in which the Ru(II) 3MLCT was initially excited (top). Finally, the electron migrates back to the Cu(i) in 1.4 ns as the complex relaxes back to the ground state, indicated by step 4.

These dynamics are also depicted in the Jablonski diagram shown in Fig. 8. The energies of both 3MLCT states are estimated from the absorption spectra of the corresponding symmetric dinuclear complexes (Fig. 3), and the copper-centered 3MLCT energy is obtained from the room-temperature emission spectrum of CuMe₂₂RuH₂₆ (Fig. S42†). The energies of the ruthenium-centered 3MLCT₁ or 3MLCT₂
states and the copper-centered $^3\text{MLCT}_0$ state cannot be obtained from the measurements presented here, and thus the driving forces implied by the level spacings are not quantitative.

The OTA data for $\text{CuH}_3–\text{RuH}_2$ may also be fit using the same model supplemented by an additional term with a time constant set to be infinite on the 3 ns timescale of the experiment (Fig. S54†). For this complex, we obtain the following time constants: $t_{\text{ISC/ JT}} = 0.6 \pm 0.1 \text{ ps}$; $t_{\text{ILET}} = 2.4 \pm 0.2 \text{ ps}$; $t_{\text{IMCT}} = 21 \pm 3 \text{ ps}$; and $t_{\text{MLCT,Cu}} = 73 \pm 1 \text{ ps}$. Because all of the observed time constants are shorter than the IRF of the XTA experiment, however, the assignments in this case are not necessarily unambiguous. For example, the negatively signed, sub-ps component likely includes contributions from both ISC and the pseudo Jahn–Teller distortion, while the value of the lifetime could also be significantly skewed by the presence of a coherent artifact. Furthermore, because both the IMCT and ground state recovery dynamics fall in the range of tens of ps, the network of competing and overlapping processes is not possible to model completely with such a minimal set of fit components. For example, the 52 ps difference between the Cu(n)$^+$ $^3\text{MLCT}$ lifetime and the IMCT time constant is similar to the 38 ps Cu(n)$^+$ $^3\text{MLCT}$ lifetime in $\text{CuH}_3–\text{CuMe}_2$, suggesting the possibility that the observed lifetime of the copper-based triplet state is extended by the time required for hole/energy transfer from the Ru(n)$^+$ $^3\text{MLCT}$ to occur. On the other hand, including additional fit components and invoking arguments such as this introduce the risk of overanalyzing the data, so instead we choose to emphasize that these assignments are tentative and made simply in analogy to the temporally distinct dynamics of $\text{CuMe}_2–\text{RuH}_2$. The additional component with $\tau \gg 3 \text{ ns}$ represents only 5% of the total OTA signal and is assigned to minor impurities from mononuclear and/or homodenuclear ruthenium complexes. Although we cannot conclusively verify this origin, the relative magnitude of this component varies significantly between different preparations of $\text{CuH}_3–\text{RuH}_2$ while the magnitudes of all other fit components remain constant.

2. Charge and energy relays in homodinuclear complexes

The most challenging dynamics to model, of course, are those of the asymmetric homodinuclear copper complex $\text{CuH}_3–\text{CuMe}_2$. For the heterodinuclear complexes, the element specificity of XTA allowed us to spectroscopically separate the transient signals from the two sides and thereby propose, fit, and validate a model of the excited state dynamics. For $\text{CuH}_3–\text{CuMe}_2$, however, both the OTA and XTA spectra of the two coppers overlap nearly completely. While the ground state redox potentials suggest hole/energy transfer should occur from the $\text{CuMe}_2$ side to the $\text{CuH}_3$ side, the more appropriate values to compare to predict the directionality of transfer would be the excited state redox potentials. Since we cannot measure these values directly, we do not know $a \text{ priori}$ in which direction IMCT should occur in $\text{CuH}_3–\text{CuMe}_2$ or even whether it occurs at all. Compounding matters further, the $^3\text{MLCT}_0$ lifetimes obtained for the symmetric homodinuclear complexes (Fig. S51†) are $38 \pm 4 \text{ ps} (\text{CuH}_3–\text{CuH}_2)$ and $1720 \pm 50 \text{ ps} (\text{CuMe}_2–\text{CuMe}_2)$, neither of which may be approximated as impulsive or static on the timescale of the overall dynamics, as with $\text{RuH}_2$. And while even a simple visual comparison of the OTA kinetics traces for $\text{CuMe}_2–\text{RuH}_2$, $\text{CuH}_2–\text{CuH}_2$, $\text{CuH}_2–\text{CuMe}_2$, and $\text{RuH}_2–\text{RuH}_2$ clearly demonstrates the occurrence and direction of IMCT in the heterodinuclear complex, the trace of $\text{CuH}_3–\text{CuMe}_2$ does not similarly exhibit a lifetime comparable to that of the shorter-lived $\text{CuH}_3–\text{CuH}_2$.

For the above reasons, it is hardly possible to construct an analytical model with which the OTA data of $\text{CuH}_3–\text{CuMe}_2$ may be completely and reliably described. Instead, we adopted a semi-empirical approach to inform our evaluation of different models describing the dynamics. Samples of $\text{CuH}_3–\text{CuMe}_2$, $\text{CuH}_2–\text{CuH}_2$, and $\text{CuMe}_2–\text{CuMe}_2$ were simultaneously prepared under identical conditions (see Section 12 of the ES† for details), and OTA spectra were acquired in immediate succession after the entire laser system had stabilized. The dynamics of $\text{CuH}_2–\text{CuH}_2$ and $\text{CuMe}_2–\text{CuMe}_2$ were then modeled by fitting the kinetic traces at each measured wavelength across the entire probe spectrum (Fig. S51†). Finally, the $\text{CuH}_3–\text{CuMe}_2$ kinetics traces were fit to a linear combination of the components used to fit the data of the two symmetric dinuclear complexes, using the corresponding average amplitudes and time constants as initial guesses but allowing those parameters to vary.

Perhaps surprisingly, we see in Fig. 9 that an excellent fit is obtained with time constants very closely matching those found for $\text{CuH}_3–\text{CuH}_2$ and $\text{CuMe}_2–\text{CuMe}_2$. These values, as well as those previously discussed for other complexes, are collected in Table 2. For all components but one, the time constants obtained from the $\text{CuH}_3–\text{CuMe}_2$ data and the $\text{CuH}_3–\text{CuH}_2$ or $\text{CuMe}_2–\text{CuMe}_2$ data are the same within experimental error: $0.8 \pm 0.2 \text{ vs. } 0.9 \pm 0.2 \text{ ps for ISC/JT}; 4.3 \pm 0.4 \text{ and } 140 \pm 30 \text{ vs. } 4.7 \pm 0.2 \text{ and } 120 \pm 20 \text{ ps for ILET}; \text{ and } 47 \pm 6 \text{ vs. } 38 \pm 4 \text{ ps for Cu(n) H}_3^+–^3\text{MLCT}_0$ relaxation. This strongly suggests that the dynamics of the two sides of the asymmetric complex are largely unperturbed from those of their respective symmetric dinuclear analogs, and the assignments made for $\text{CuH}_3–\text{CuH}_2$ and $\text{CuMe}_2–\text{CuMe}_2$ may also be applied to $\text{CuH}_3–\text{CuMe}_2$. Again, because the sub-ps component is on the order of the IRF, this
The model shown in Fig. S57† shows the branching of the Cu(n)H₂–Cu(i)Me₂ population as it relaxes to either the Cu(n)H₂–Cu(i)Me₂ or Cu(i)H₂–Cu(i)Me₂ state. Because the lifetime of the Cu(n)H₂–Cu(i)Me₂ state is so short, the population of this intermediate species that arises from IMCT never accumulates above a marginal amount. Nevertheless, because IMCT is slightly faster than relaxation from the Cu(i)H₂–Cu(n)Me₂* state, more than half of the initial excitation on the CuMe₂ side migrates to the CuH₂ side. From this perspective, the slow IMCT rate effectively acts to lengthen the lifetime of the Cu(n)H₂–Cu(i)Me₂ state by delaying population of that state. Such behavior could be exploited to engineer molecular systems in which slow photocatalytic processes may be performed using metal centers with otherwise prohibitively short excited state lifetimes. A similar approach using the triplet intraligand state of pyrene as a molecular “battery” in derivatized Ru(n) bipyridine complexes was first reported by Ford and Rodgers in 1992,116 and these systems have since been thoroughly characterized111–115 and employed in applications ranging from photodynamic therapy114,115 to photoredox chemistry.116

While we cannot conclusively demonstrate that we observe intermetallic hole/energy transfer from the Cu(n)Me₂* side to the CuH₂ side in CuH₂–CuMe₂ on the timescale of ~1.3 ps, we can exclude the model in which hole/energy transfer occurs in the opposite direction. In such a case, the additional population of the longer-lived Cu(n)Me₂* state resulting from IMCT would skew the relative amplitudes of the long and short decay components toward the long components. Instead, the opposite trend is clear from Fig. 9, where the components associated with the CuH₂ side are seen to be substantially greater in amplitude than those of the CuMe₂ side. Of course, if IMCT were in fact favorable in this direction but the rate were much slower than the 38 ps lifetime of the Cu(n)H₂* state, IMCT would not occur to any significant extent, and the two sides would appear unperturbed.

We may also consider the likelihood of a model in which IMCT does not occur and the Cu(n)Me₂* lifetime simply happens to be shorter than in CuMe₂–CuMe₂ by again using a semi-empirical approach. In Fig. S56,† the CuH₂–CuMe₂ kinetic trace at a probe wavelength of 605 nm is fit to a linear combination of the corresponding traces from CuH₂–CuH₂ and CuMe₂–CuMe₂ multiplied by exponential decays to allow the overall lifetimes of the two sides to vary from those of the symmetric complexes. The fit does not satisfactorily reproduce the data from 5 to 30 ps or from 50 to 300 ps, demonstrating that the asymmetric complex cannot be modeled simply as two non-interacting halves. Although processes other than IMCT could be responsible for this disparity, we believe that the model consistent with that of CuMe₂–CuH₂ and CuMe₂–RuH₂ is most likely, as internal electrochemical gradients are present in both the asymmetric homodinuclear and heterodinuclear complexes.

Finally, we may not exclude a model in which the hole is delocalized over both copper and the delocalized MLCT is a uniform ground state recovery time. But given the large metal-metal distance, the electronic coupling between the metal centers is likely small, favoring a localized initial 3MLCT excited state. Thus, such a scenario also involves partial hole/energy transfer from the Cu(n)Me₂* side to the Cu(i)H₂ side (and vice versa).
3. Novel electronic structural information from ultrafast optical and multi-edge X-ray spectroscopies

The most direct way to obtain a complete description of the excited state dynamics of multimetallic transition metal complexes would be to excite a transition of interest and independently monitor the electronic structure at each metal site. XTA offers exactly this capability for any system bearing only one of each type of metal, while ultrafast optical methods only permit such analysis for exceptionally spectrally distinct compounds. And yet while an extensive body of synthetic and spectroscopic work on heterodinuclear and higher-order transition metal complexes exists, no such multi-edge XTA studies have been reported to our knowledge. We have previously reported a combined metal and ligand K-edge XTA study of photoinduced transient species in hematite thin films, but the current work is the first XTA study of a molecular species measured at the absorption edges of multiple metals.

Although our ultimate goal was to understand charge and energy transfer dynamics and directionality in an asymmetric homodinuclear Cu(i) complex, we first prepared a heterodinuclear Cu(i)-Ru(ii) analog to allow us to conduct the aforementioned multi-edge XTA analysis. Additionally, the use of a Ru(ii) polypyridine moiety in place of one of the Cu(i) sites greatly simplifies the interpretation of the overall relaxation dynamics of the system, as the Ru(ii)3MLCT lifetime is 40 times longer than that of the Cu(i)* state and thus allows us to exclude from our model any contributions from Ru(ii)* relaxation to the ground state. Yet given the prominence of [Ru(bpy)3]3+ and its derivatives in the photophysical and photochemical literature, there are only a handful of examples of XTA studies at the ruthenium K-edge and L-edge that have been reported to date. This dearth of reports is likely due to a combination of the poor efficiency of detectors and the low X-ray flux generally available at time-resolved beamlines at such high photon energies. Fortunately, recent improvements at beamline 11-ID-D at the APS have made such measurements much more feasible. Indeed, in this work we demonstrate the measurement of a Ru(ii)* state with a lifetime only half the duration of the X-ray probe pulse in an example of “poor man’s beam slicing” at an energy above 22 keV.

The heterodinuclear multi-edge XTA approach gave us a means of independently monitoring the oxidation states of both the ruthenium and copper with temporal resolution sufficient to unequivocally observe IMCT in CuMe2-RuH2. Tracking this phenomenon in both CuMe2-RuH2 and CuH2–RuH2 was also simplified by the fact that the timescale for IMCT is orders of magnitude faster than the lifetime of the Ru(ii)H2* MLCT state. For the asymmetric homodinuclear CuH2–CuMe2, however, neither OTA nor XTA provides clear, spectrally resolved signals unique to either metal site. Nevertheless, we were able to fit the OTA kinetics of this complex to a model that is consistent with the IMCT model used to describe CuMe2–RuH2, suggesting that we have observed IMCT between spectroscopically overlapping copper sites with differing ligation environments on the nanosecond timescale. This could be further verified through the preparation of additional asymmetric homodinuclear complexes with varying electrochemical gradients by again taking advantage of substitution at the 3,6-tpphz positions.

Conclusions

An impressive library of Cu(i) bis(phen) complexes exhibiting a broad range of absorption spectra, redox potentials, steric accessibility, and excited state lifetimes has accumulated over the course of three decades of synthetic efforts toward the goal of creating robust, broadly absorbing earth-abundant photosensitizers and photocatalysts. Incorporating different Cu(i) bis(phen) units into functional assemblies with targeted applications, however, requires a detailed knowledge of the synergistic influence(s) on the overall performance of the assembly that may not be easily predicted solely from the properties of the individual components. Moreover, elucidating the excited state dynamics of asymmetric homodinuclear transition metal complexes represents a considerable challenge, as standard ultrafast spectroscopic tools generally cannot probe individual metal sites independently. We have outlined an experimental strategy for addressing this problem by first synthesizing and characterizing the dynamics of a heterodinuclear analog by multi-edge X-ray transient absorption and traditional ultrafast optical methods. After developing a clear model of the dynamics of this system, we applied this model to the asymmetric homodinuclear case and found evidence that the particular complex explored in this work exhibits directional intermetallic charge transfer in the direction predicted by its ground state electrochemical properties. This behavior suggests a possible design principle for extending the effective lifetimes of otherwise rapidly relaxing chromophores by incorporating them into dinuclear (or multinuclear) assemblies alongside moieties with longer excited state lifetimes. Chromophores with desirable absorption spectra or photocatalytic activity but prohibitively short lifetimes could then be employed without modifying first- or even second-shell coordination geometry, an approach that generally effects steady-state properties. We are currently engaged in continuing experimental and theoretical work to establish an accurate means of predicting the rate and directionality of charge/energy transfer in multimetallic complexes with shared ligands to allow synthetic chemists to take advantage of this behavior. Finally, because the intermetallic dynamics reported here are on the timescale of tens of picoseconds, we believe our strategy could provide even greater insight when executed at X-ray free electron laser sources offering femtosecond resolution.
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