Since its first experimental demonstration in 1999, Coherent X-Ray Diffractive Imaging has become one of the most promising high resolution X-Ray imaging techniques using coherent radiation produced by brilliant synchrotron storage rings. The ability to directly invert diffraction data with the help of advanced algorithms has paved the way for microscopic investigations and wave-field analyses on the spatial scale of nanometres without the need for inefficient imaging lenses. X-Ray phase contrast which is a measure of the electron density is an important contrast mode of soft biological specimens. For the case of many dominant elements of soft biological matter, the electron density can be converted into an effective mass density offering a unique quantitative information channel which may shed light on important questions such as DNA compaction in the bacterial nucleoid through ‘weighing with light’.

In this work X-Ray phase contrast maps have been obtained from different biological samples by exploring different methods. In particular, the techniques Ptychography and Waveguide-Holographic-Imaging have been used to obtain two-dimensional and three-dimensional mass density maps on the single-cell-level of freeze-dried cells of the bacteria Deinococcus radiodurans, Bacillus subtilis and Bacillus thuringiensis allowing, for instance, to estimate the dry weight of the bacterial genome in a near native state. On top of this, reciprocal space information from coherent small angle X-Ray scattering (cellular Nano-Diffraction) of the fine structure of the bacterial cells has been recorded in a synergistic manner and has been analysed down to a resolution of about 2.3/nm exceeding current limits of direct imaging approaches. Furthermore, the dynamic range of present detector technology being one of the major limiting factors of ptychographic phasing of farfield diffraction data has been significantly increased. Overcoming this problem for the case of the very intense X-Ray beam produced by Kirkpatrick-Baez mirrors has been explored by using semi-transparent central stops.
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Nomenclature

A. willeyana ................. *Astrosclera willeyana*
B. subtilis .................. *Bacillus subtilis*
B. thuringiensis ............ *Bacillus thuringiensis*
D. radiodurans ............. *Deinococcus radiodurans*
BG ......................... Background
CDI ......................... Coherent Diffractive Imaging
cSAXS ....................... coherent Small Angle X-Ray Scattering
DAPI ....................... 4',6-Diamidino-2-phenylindole dihydrochloride
DESY ....................... Deutsches Elektronen-Synchrotron
df ......................... Darkfield contrast
DFT ......................... Discrete Fourier transform
DIC ......................... Differential interference contrast
DM ......................... Difference-Map
DNA ....................... Deoxyribonucleic acid
DOF ......................... Depth of focus
DPC ......................... Differential phase contrast
DSMZ ....................... Deutsche Sammlung von Mikroorganismen und Zellkulturen
EDX ......................... Energy Dispersive X-ray spectroscopy
EM ......................... Electron Microscopy
ePIE ......................... Extended Ptychographic Iterative Engine
ER ......................... Error-Reduction
ESRF ....................... European Synchrotron Radiation Facility
FFT ......................... Fast Fourier transform
FOV ......................... Field of view
FST ......................... Fourier Slice Theorem
FWHM ....................... Full width at half maximum
FZP ......................... Fresnel zone plate
GINIX ...................... Göttingen Instrument for Nano-Imaging with X-rays
GS ......................... Gerchberg-Saxton
KB ......................... Kirkpatrick-Baez
LB ......................... Lysogeny broth
mHIO ....................... modified Hybrid-Input-Output
PBS ......................... Phosphate Buffered Saline
PCDI ....................... Ptychographic Coherent Diffractive Imaging
PETRA ..................... ‘Positron-Electron Tandem Ring Accelerator’
PRTF ......................... Phase retrieval transfer function
PSD ......................... Power spectral density
PSI ......................... Paul Scherrer Institut
SAXS ....................... Small Angle X-Ray Scattering
SEM ......................... Scanning Electron Microscopy
SLS ......................... Swiss Light Source
Nomenclature

SOX ......................... Sulfur-oxidizing bacteria
spp. ......................... *species pluralis*
STCS ........................ Semi-Transparent Central Stop
STXM ........................ Scanning Transmission X-Ray Microscopy
TEM .......................... Transmission Electron Microscopy
Introduction

X-rays and electrons are examples of powerful, complementary and well-established probes of nanostructures. In case of X-rays, biological imaging is usually performed in the soft X-ray region. In particular, the ‘water window’ between photon energies of about 200 eV and 700 eV allows for a natural contrast enhancement between carbon and water due to absorption edges [50, 161, 167, 219, 256, 290]. In the ideal case, biological specimens are studied in vivo, in their native, living state which usually excludes any preceding invasive sample treatments and working in a vacuum environment. The use of hard X-rays can be advantageous for several reasons. For instance, the weak interaction of X-rays of higher energy with matter allows for probing the three-dimensional structure of comparably thick specimens and the sample environment can be relaxed to ex-vacuum conditions. Importantly, X-rays provide many different possible imaging modalities which alleviates requirements for sample staining and the use of contrast agents. For instance, X-ray phase contrast is a quantitative measure of the electron density. In addition, one can take advantage of absorption edges in order to obtain an elemental speciation of the sample. Complementary to these real-space imaging modes, the high energy facilitates recording of small angle diffraction signals that hold high-resolution structural information about the sample in reciprocal space. Notwithstanding the ongoing progress in development of X-ray optics, detectors and methodology, the achieved imaging resolution stands behind the expectation. That is, the obtained resolution is increasing but it remains well above the wavelength (cf. [133, 266, 314]). Currently, there is thus a great potential for improvement of probing micron-sized biological samples on the nanometre-scale in the hard X-ray region.

Suitable, micron-sized biological sample systems for X-ray imaging experiments are given by microbial specimens whose fascinating life is driven by their structure on the nanometre-scale. Microorganisms have ever been strongly entangled with the life on earth since the begin of evolution of microbial life dating back to about 3.8 billion years ago [57]. An important example is the oxygenation of the atmosphere by oxygenic phototrophs which paved the way for more complex cellular life-forms. In addition, microbial life has got a great impact on many different important facets of our life such as food and agriculture (digestion and fermentation of cellulose, methanogenesis, nitrogen fixation, insecticides) [64, 132, 206, 263, 291], pharmaceutical and chemical industry (protein production, biofuels, microbial bioremediation) [3, 93, 121, 162, 254] and health in general due to the pathogenicity of some species and food spoilage (cf. [180]).

Among eukarya and archaea, bacteria including the well-known Escherichia coli form one prominent domain of single-celled, microbial life. On a comparably large scale, the constitution of bacterial cells is fairly simple. There is only the cytoplasm containing e.g. proteins, lipids, nucleic acids and ribosomes which is enclosed and protected from the outside by the cytoplasmic membrane and the cell wall. If one defines ‘local ordering’ as a repetitive structure that can be described by significant Fourier components one finds the organisation of the bacterial cell to be comparably unordered on a spatial scale above about 10 nm. Below this scale
one can find surprisingly many important cellular structures which exhibit a high degree of local ordering. For instance, methanotrophs use highly ordered internal stacks of membranes for methane oxidation (cf. Fig. 1). Considering examples of microbial samples being addressed within this thesis, there is also the fine-structure of the nucleoid of the bacterium \textit{Deinococcus radiodurans} that may be linked to its outstanding resistance to ionizing radiation \cite{77} and the highly ordered S-layer which is common amongst other bacteria \cite{253,278,279}, too. In case of the endospore forming bacterium \textit{Bacillus thuringiensis}, one finds the honeycomb structure of the endospore coat \cite{231,232}. Moreover, \textit{B. thuringiensis} is well known for its ability to produce intracellular protein crystals \cite{2,9,132,263},

\begin{figure}[h]
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\caption{The figure illustrates the local ordering of the stacks of membranes that can be found within methanotrophs. (a) shows a transmission electron microscopy image of a resin-embedded, chemically fixed and stained ultra-thin section of a single cell. (b) shows the calculated power spectral density of the TEM image on logarithmic scale. The ordering of the membranes appears as a dark streak in the Fourier spectrum which extends down to a real-space length of about 5 \text{ nm} (i.e. the resolution of the TEM image).}
\end{figure}

Due to coherent interference, X-ray diffraction experiments can be highly sensitive to structures expressing local ordering on such small length scales. However, the local ordering of all these cellular structures is not always as perfect as the structure of single crystals. One thus expects probing such structures with X-rays to be challenging from a point of view of the level of ordering and due to the fact that they consist of soft, weakly scattering biological matter that is prone to radiation damage. In addition, the ordering is restricted to small regions of the bacterial sample implying that the scattering contributions can be expected to be highly position dependent when illuminated with a sufficiently small X-ray beam. On larger samples such as wood, bone, alloys and muscles, scanning small angle X-ray scattering (SAXS) experiments have already been successfully carried out using micron-sized beams \cite{29,87,88,106,157,171,224,248,318}. Due to the technological
Improvements of X-ray focusing optics also beam sizes well below one micron have been established (e.g. [65,130,200,201,264-266,313,314]). Scanning SANS experiments using these nano-beams are ideally suited to analyse melanosomes and eukaryotic cells, even in a fully hydrated and living state [104,105,239,240,322,323].

On the other hand, the increasing availability of coherent hard X-ray nano-beams has opened up the experimental window for Coherent Diffractive Imaging (CDI) techniques which can be used to obtain electron density maps at unprecedented real-space resolution [1,41,196,197]. In contrast to standard direct imaging procedures, CDI relies on iterative algorithms that reconstruct the image information based on a priori constraints without the need of an image-forming lens.

The principal CDI method that was applied in this thesis is termed ptychography [250,251,296]. The ptychographic imaging scheme relies on scanning the probed object with a small beam. Hence, ptychography can be ideally combined with other X-ray scanning methods like SAXS or X-ray fluorescence. It originates from the field of electron microscopy [136,138,139,210]. The great power of the ptychographic method is its capability to simultaneously reconstruct not only information about the probed object but also about the illuminating wave-field which typically is denoted as the probe [183,294,296]. In principle, the capability to separate the illuminating wave-field from the object makes the retrieved object information free of aberrations. If the experimental conditions are sufficiently good ptychography has even proven to yield quantitative phase maps with a resolution of the object information below 10 nm in two dimensions [266,287] and around 16 nm in three dimensions [133]. Recently, ptychography could also be shown to yield information under non-ideal experimental conditions such as a low degree of spatial and temporal coherence of the illuminating wave-field [78,299] but also vibrational modes of the object could be extracted [42]. In case of unstained biological samples, quantitative two-dimensional images of frozen-hydrated yeast cells [172], freeze-dried cells of the bacterium Deinococcus radiodurans [97] and a three-dimensional representation of a mouse femur [61] were obtained before or during the time of this thesis (more ptychographic applications are listed in section 1.3.6, p. 40).

The central goal of this thesis was an improvement of the ptychographic imaging capabilities of the Göttingen Instrument for Nano-Imaging with X-rays (GINIX; cf. [154]) at the P10 beamline of the PETRA III light source with a possible application to microbial specimens on the level of single cells. In order to reach this goal, the focus of this work was split into three main branches that were pursued intensively. First, ptychographic imaging experiments were performed on the scale of single bacterial cells D. radiodurans at the coherent SAXS (cSAXS) beamline of the Swiss Light Source (SLS) providing excellent experimental capabilities both for scanning SAXS and ptychography. In parallel, the second branch consisted of ptychographic imaging experiments with an emphasis on exploiting the full flux capabilities of the GINIX. The final branch aimed at exploring new bacterial sample systems extending the landscape of sample systems that were initially available in the laboratory of Prof. Dr. T. Salditt.
The thesis is organised as follows. In the first section, ‘Theory’, the theoretical concepts of quantitative X-ray phase contrast imaging are reviewed. This includes propagation of X-ray wave-fields, interaction of X-rays with matter and phase retrieval techniques. In the second section, ‘Bacterial Samples’, the three leading sample systems Deinococcus radiodurans, Bacillus subtilis and Bacillus thuringiensis are reviewed and concepts of the used sample preparation techniques both for X-ray imaging and transmission electron microscopy are outlined. The third section, ‘Experiments’, gives an overview about the experimental achievements that are partly based on publications in \[330, 332, 333\] (sections \[3.1, 3.3, 3.4\]), have been accepted for publication \[331\] (section 3.2) or are in preparation for publication \[329\] \(^1\) (section 3.5).

- ‘Ptychographic Imaging and Nano-Diffraction of D. radiodurans’ outlines the concept of the combination of ptychographic imaging and scanning small angle X-ray scattering schemes. The former approach provides access to two- and three-dimensional maps of the electron density of the probed sample at a real-space resolution well below the beam size while the latter yields a scattering distribution with information corresponding to an even higher resolution in reciprocal space.

- ‘Scanning Hard X-ray Microscopy Imaging Modalities for Geobiological Samples’ is an application of the combination of X-ray differential phase contrast and X-ray fluorescence on the geobiological sample of primary aragonitic elements of the demo-sponge Astrosclera willeyana and a quantitative phase contrast mapping on a consortium of sulfur-oxidizing bacteria with ptychography.

- ‘STCS in High-Resolution X-Ray Ptychography Using KB Focusing’ is dedicated to exploit the maximum available coherent light available at the GINIX for high-resolution, quantitative ptychographic imaging. The limitations set by count-rates of modern photon counting detectors were effectively overcome by using a Semi-Transparent Central Stop (STCS) which attenuates the primary X-ray beam in front of the detector to feasible levels.

- ‘An STCS Application in High-Resolution X-Ray Ptychography’ follows the line of the preceding section by presenting a high-flux ptychographic imaging experiment at the GINIX on solar cell nanowires as representatives of non-resolution-chart-type samples.

- ‘Quantitative Waveguide-Based Imaging of B. thuringiensis and B. subtilis’ exploits quantitative high-resolution X-ray phase contrast data on two bacterial systems of the genus Bacillus. The obtained electron density maps are used to determine the individual masses of the bacteria’s enduring form of an endospore which allows for the bacteria’s survival over long periods of nutritional starvation.

\(^1\) In the meantime, the manuscript has been accepted for publication \[329\].
Along the line of ptychographic imaging experiments, the sections also present different applications that are based on the availability of the reconstructed illuminating wave-field.

The thesis closes with a short summary, conclusion and an outlook.
Theory

1.1 Scalar Wave-Fields

First, the basics of free-space propagation of scalar wave-fields will be addressed. Here, the differences between different imaging regimes are highlighted. Next, some numerical details of wave-field propagation using the discrete Fourier transform are discussed. Finally, basic results of the second order coherence theory are summarised yielding estimates for coherence lengths of specific synchrotron beamline set-ups.

1.1.1 Propagation of Scalar Wave-Fields

A rigorous treatment of the full theory of electromagnetic fields according to the Maxwell equations \[190\] can be found in textbooks such as \[24, 101, 146, 168, 223, 259\]. Here, the traditional and practical treatment of X-ray wave-fields of \[101, 223\] will be followed. The simplifications of

- assuming linear isotropic and static materials, which determines the relations between electric displacement and the electric field and magnetic induction and the magnetic field,
- the restriction to scalar fields, i.e. polarization effects are neglected,
- considering only non-magnetic materials, which is reflected by a constant magnetic permeability \(\mu = \mu_0\), and
- the assumption that scatterers are slowly varying over length scales that are comparable to the X-ray wavelength

are used. Taken together, these assumptions yield the following differential equation for scalar waves \(\Psi(\vec{x}, t)\):

\[
\left(\epsilon(\vec{x})\mu_0\partial_t^2 - \vec{\nabla}^2\right)\Psi(\vec{x}, t) = 0,
\] (1.1)

where \(\epsilon(\vec{x})\) denotes the electrical permittivity. The time dependence is separable by using the ansatz \(\Psi(\vec{x}, t) = (2\pi)^{-1/2}\int_0^\infty \psi_\omega(\vec{x}) \exp(-i\omega t) d\omega\). This yields the ‘inhomogeneous’ Helmholtz equation:

\[
\left(\vec{\nabla}^2 + k^2n_\omega^2(\vec{x})\right)\psi_\omega(\vec{x}) = 0,
\] (1.2)

where \(\omega = ck\) has been used \((k = 2\pi/\lambda\) and \(c\) denote the wavenumber and the speed of light, respectively) and \(n_\omega = c\sqrt{\epsilon(\vec{x})\mu_0}\) is the frequency-dependent refractive index. The subscript indicates a dependence on the frequency \(\omega\). Due to the high monochromaticity of the used synchrotron radiation of about \(\Delta E/E \approx 10^{-4}\), the radiation can be considered to be quasi monochromatic. Henceforth, the
subscript $\omega$ is omitted. The differential equation [1.2] is central for the theoretical description of X-rays in matter including the vacuum case where $n(\vec{x}) = 1$.

In the case of vacuum, elementary solutions to the ‘homogeneous’ Helmholtz equation [1.2] (with $n = 1$) are given e.g. by plane waves $\propto \exp(\pm ik\alpha)$ (with $\alpha = \{x, y, z\}$) and spherical waves $\propto \exp(\pm ikr)/r$ (with $r = \sqrt{x^2 + y^2 + z^2}$). Now consider the case that the electric disturbance $\psi(\vec{x})$ is known over a plane $z = z_1$ and the field over the plane $z = z_1 + d$ is sought (cf. Fig. 1.2). Mathematically, this problem is stated as a boundary value problem that is solved by applying the integral theorem of Helmholtz and Kirchhoff or by following the Rayleigh-Sommerfeld formulation of diffraction. For instance, the first Rayleigh-Sommerfeld solution yields

$$\psi(x', y', z_1 + d) = \frac{k}{i2\pi} \int_{\mathbb{R}^2} \psi(x, y, z_1) \frac{\exp(ikr)}{r} \frac{e_z \cdot \vec{r}}{r} dxdy, \quad (1.3)$$

where $e_z$ denotes the unit vector in the z-direction. Note that this solution is effectively a weighted sum of the elementary spherical wave solutions and that only outgoing waves are considered.

![Figure 1.2: Sketch of the diffraction geometry between two planes $z = z_1$ and $z = z_1 + d$. Adapted from [328].](image)

Equation [1.3] can be further simplified by considering the case where $|x - x'|, |y - y'| \ll d$, which is known as the Fresnel approximation. Consequently, the directional factor $e_z \cdot \vec{r}/r$ can be neglected and the positional term $r = d \cdot \sqrt{1 + (x - x')^2/d^2 + (y - y')^2/d^2}$ can be approximated both in the exponential and its denominator. Usually, it is sufficient to use a zeroth order Taylor series for the denominator. The quickly oscillating exponential necessitates the first order Taylor series, i.e. $r/d \approx 1 + (x - x')^2/2d^2 + (y - y')^2/2d^2$, which yields

$$\mathcal{F}_R\{\psi(\vec{\rho}, z_1)\}(\vec{\rho}', d) := \exp(ikd) \int_{\mathbb{R}^2} \psi(\vec{\rho}, z_1) \exp \left( \frac{ik}{2d} (\vec{\rho} - \vec{\rho}')^2 \right) d\rho_x d\rho_y, \quad (1.4)$$
Here it should be noted that this result is essentially a convolution formulation of scalar wave-field diffraction (cf. [275]). Equation 1.4 can also be written as

$$\mathcal{F}_R\{\psi(\vec{\rho}, z_1)\}(\vec{\rho}', d) = A(\vec{\rho}', d) \mathcal{F}\{A(\vec{\rho}, d) \psi(\vec{\rho}, z_1)\}(\vec{\rho}'/\lambda d),$$

(1.5)

where $A(\vec{\rho}, d) = \exp(ik\vec{\rho}^2/2d) \exp(ikd/2)/\sqrt{id2\pi/k}$ and the Fourier transform is written in terms of the spatial frequencies $\vec{\nu} = \vec{\rho}'/\lambda d$. Notably, the weighting function $A(\vec{\rho}, d)$ can be highly oscillating. The Fourier transform $\mathcal{F}\{\cdot\}$ suggests a direct instruction for numerical evaluation of equation 1.4 by discretisation and use of the efficient ‘Fast Fourier Transform’ algorithm [49]. The diffracted field in the plane $z = z_1 + d$ can also be obtained by the ‘angular spectrum’ approach

$$\mathcal{F}_\Omega\{\psi(\vec{\rho}, z_1)\}(\vec{\rho}', d) := \mathcal{F}^{-1}\{\exp(id\sqrt{k^2 - k_x^2 - k_y^2}) \mathcal{F}\{\psi(\vec{\rho}, z_1)\}\},$$

(1.6)

where $\vec{\nu} = 2\pi \vec{\nu}$. Firstly, it should be noted that equation 1.6 becomes identical to the Rayleigh-Sommerfeld convolution formulation of equation 1.4 if the argument of the exponential is approximated by using $\sqrt{k^2 - k_x^2 - k_y^2} \approx k - (k_x^2 + k_y^2)/2k$. Secondly, the mathematical formulation of equation 1.6 reveals that diffraction can be understood as a filtering operation on the field $\psi(\vec{\rho}, z_1)$. However, the filtering is of complex nature. The filtering kernel $\exp(id\sqrt{k^2 - k_x^2 - k_y^2})$ is a highly oscillating and complex function that also cancels out certain frequency components of the diffracting field.

Before discussing practical issues of numerical simulation of the propagation of scalar wave-fields, the limiting case of the Fraunhofer regime is considered next. If the observation plane $z = z_1 + d$ is sufficiently far away in comparison to the lateral extent of the source disturbance in the plane $z = z_1$ the quadratic phase term $\exp(ik\vec{\rho}^2/2d)$ (also called ‘chirp’ function) of $A(\vec{\rho}, d)$ in equation 1.4 can be omitted. The traditional measure of ‘far away’ is the Fresnel number [168, 259]

$$F = kw^2/2\pi d,$$

(1.7)

where $w$ denotes the maximum radial extent of an object such as a circular aperture. If $F \ll 1$ equations 1.4, 1.5 simplify to

$$\mathcal{F}_R\{\psi(\vec{\rho}, z_1)\}(\vec{\rho}', d) \approx A'(\vec{\rho}', d) \mathcal{F}\{\psi(\vec{\rho}, z_1)\}(\vec{\rho}'/\lambda d),$$

(1.8)

where $A'(\vec{\rho}', d) = \exp(ik\vec{\rho}^2/d) \exp(ikd)/(id/k)$. On the other hand, large Fresnel numbers $F \geq 1$ and $F \gg 1$ denote the Fresnel and contact regime, respectively.
An illustration of the different imaging regimes is presented in figure 1.3. For those examples, diffracted intensities of the following two objects

\[
\psi_a(\vec{\rho}, z_1) = \chi^*(\vec{\rho}) \quad \text{and} \\
\psi_p(\vec{\rho}, z_1) = \exp(i \cdot 0.1 \cdot \chi^*(\vec{\rho}))
\]

are calculated, where \(\chi^*(\vec{\rho})\) denotes the characteristic function of a Siemens star with 16 segments. The objects of equations 1.10 and 1.9 are shown in rows 1, 3, 5 and rows 2, 4, 6 of figure 1.3. Although, the Fresnel number yields a good measure of the validity of the Fraunhofer approximation it is often useful to compare it with the range of validity of the Fresnel diffraction formulas 1.4, 1.6. For this reason, the reader is referred to the article by Rees [246].
Figure 1.3: This figure illustrates diffraction of the Siemens star objects $\psi_a$ (rows 1,3,5) and $\psi_p$ (rows 2,4,6) due to propagation as a function of the Fresnel number. In this example, the Fresnel numbers $\infty \geq F \geq 100$, $100 \geq F > 1$ and $1 \gg F \geq 0$ correspond approximately to the contact, Fresnel and Fraunhofer regime, respectively. Note that: (i) in the contact regime phase contrast evolves by edge enhancement (2nd row) and the amplitude object appears to change more slowly, (ii) in the Fresnel region both objects quickly loose the resemblance to their original form and the images become holographic, (iii) in the farfield limit $F = 0$ only the diffraction pattern of the pure amplitude object is shown in logarithmic scaling (6 orders of magnitude) and (iv) $\tilde{\mathcal{F}}\{\cdot\}$ and $\tilde{\mathcal{F}}\{\cdot\}$ were used for $F = 500,\ldots,3$ and $F = 0$, respectively. This figure is inspired by presentations in [6,12,90,267].
1.1.2 Remarks on the Numerical Propagation of Scalar Wave-Fields

In case of numerical evaluation of e.g. equations 1.4 and 1.6 caution is advised as this unavoidably yields discretisation and truncation effects that need to be understood in order to minimise artefacts. The ‘Whittaker-Shannon Sampling Theorem’ [273, 327] makes a very important theoretical statement about discretisation. Here, its presentation in [101] will be briefly outlined.

Consider the case of a band-limited function \( g(x,y) \) whose Fourier transform is non zero only over a finite region \( R \):

\[
\mathcal{F}\{g\}(\nu_x,\nu_y) = 0 \quad \forall \nu_x,\nu_y \notin R.
\]

Let \( V_x, V_y \) be the maximum moduli of the frequencies within \( R \). A fine sampling in real space

\[
\Delta_i \leq \frac{1}{2V_i}, \ i = x, y
\]

assures successful recovery of the continuous function \( g(x,y) \) by its samples \( g_{n,m} = g(n\Delta_x, m\Delta_y) \):

\[
g(x,y) = \sum_{n,m=-\infty}^{\infty} g_{n,m} \frac{\sin((x-n\Delta_x)/\Delta_x) \sin((y-m\Delta_y)/\Delta_y)}{(x-n\Delta_x)/\Delta_x} \frac{(y-m\Delta_y)/\Delta_y}.
\]

It should be noted that in the derivation of equation 1.12 the specific choice of a rectangular filter is used which determines the interpolation function for values between the samples \( g_{n,m} \) to be a sinc(\cdot) function (cf. [101]). Importantly, for the case of a band-limited continuous function \( g(x,y) \) the Whittaker-Shannon sampling theorem states that it can be fully described by its samples \( g_{n,m} \). In practice, the infinite series in equation 1.12 may also be approximated by a finite number of summands.

Calculation of the Fourier transformation for reasons of propagation of scalar wave-fields according to equations 1.4 and 1.6 is carried out by approximation of the integral by a finite sum by using the trapezoidal rule [25, 238]:

\[
\mathcal{F}\{f(x)\}(\nu_n) = \int_{-\infty}^{\infty} f(x)e^{-2\pi i \nu_n x} dx \approx \sum_{k=0}^{N-1} f_k e^{-2\pi i \nu_n x_k} \Delta x
\]

\[
= \Delta x \sum_{k=0}^{N-1} f_k e^{-2\pi i kn/N} = N\Delta x \text{DFT}\{f_k\}(n),
\]

where a sampling \( x_k = k\Delta x \) \((k = 0, ..., N-1)\) and \( \nu_n = n/N\Delta x \) \((n = -N/2, ..., N/2)\) was assumed in real and reciprocal space, respectively. In addition, in the last step the definition of the Discrete Fourier Transform DFT\{\cdot\} has been introduced. The used sampling of \( \Delta \nu \Delta x = 1/N \) yields

\[
\Delta x' \Delta x = \frac{\lambda d}{N},
\]

Equality of the first and last summand also needs to be assumed (periodicity).
where the physical dimensions of equation 1.5 relate the physical dimensions in the planes \( z = z_1 (\Delta x) \) and \( z = z_1 + d (\Delta x') \) to each other. As a consequence of the different sampling lengths, the covered area of the source plane differs from that in the destination plane. On the contrary, the propagation of scalar wave-fields according to equation 1.6 yields the same sampling in both planes.

In the context of the DFT the highest frequency

\[
\nu_{Ny} = \frac{1}{2\Delta x}
\]

is known as ‘Nyquist’ or ‘critical’ frequency. In accordance to the Whittaker-Shannon sampling theorem, it is assumed that a sampling rate at the reciprocal of twice the Nyquist frequency yields an accurate spectral representation. Insufficient sampling yields ‘aliasing’ artefacts. In this case, the spectral contributions above the Nyquist frequency appear to be falsely reflected into the accessible frequency range below \( \nu_{Ny} \). It is thus often better to sample higher than at Nyquist rate.

For instance, Voelz and Roggemann [317] recommend to sample the chirp function of the plane \( z = z_1 \) of equation 1.5 at

\[
\Delta x \leq \frac{\lambda d}{L},
\]

where \( L \) denotes the full sampling window. In this case, the phase of the chirp function does not change more than \( \pi \) between two neighbouring samples. In principle, the sampling of the outer chirp function \( A(\rho', d) \) also needs to be adapted but often this factor can be neglected. Similarly, the sampling requirement for Fresnel approximation of the chirp function of equation 1.6 is obtained:

\[
\Delta x \geq \frac{\lambda d}{L}.
\]

Taken together, these two sampling conditions reflect the different regimes of validity of the two approaches for wave-field propagation. Care needs also to be taken when choosing the sampling range (window) as the DFT is primarily adequate for periodic signals. However, in practice, the data is rarely periodic. For this reason, it is recommended to use (i) a window function and (ii) zero-padding [32].

In particular, the use of a window function is of importance for calculating the the power spectral density (PSD) in the context of this work (cf. sections 3.1, p. 69 and 3.3, p. 132). For instance, a window function \( w(x) \) results in a convolution operation in the Fourier domain (cf. equation 1.142, p. 191):

\[
\mathcal{F}\{f \cdot w\} = \mathcal{F}\{f\} \ast \mathcal{F}\{w\}.
\]

Intrinsically, the DFT calculation implies a convolution with a sinc(·) function due to the finite length of the data. The benefit of special window functions is illustrated by calculating the power spectral density of the function

\[
f(x) = \cos(2\pi x) + 10^{-2}\cos(1.15 \cdot 2\pi x) + 10^{-3}\cos(1.25 \cdot 2\pi x) + 10^{-3}\cos(2 \cdot 2\pi x) + 10^{-4}\cos(2.75 \cdot 2\pi x) + 10^{-5}\cos(3 \cdot 2\pi x)
\]

(1.20)
without and with the use of the ‘Kaiser-Bessel’ window

\[
K_\beta(x) = \begin{cases} 
J_0 \left( \beta \sqrt{1 - \left( \frac{2x}{L} \right)^2} \right) / J_0(\beta) & \text{for } -L/2 \leq x \leq L/2 \\
0 & \text{else}
\end{cases}
\]

as exemplified in [32]. The use of the Kaiser-Bessel window may facilitate the visibility of weak frequency contributions to the power spectral density. In figure 1.4 the use of the window function allows to observe all the frequencies \( \nu > 1 \) whereas these frequencies are not apparent otherwise. The disadvantage of using special window functions is that they result in a loss in frequency resolution. That is, peaks in the spectrum become broadened. Consequently, it may be impossible to distinguish two peaks occurring very close to each other. Nevertheless, the Kaiser-Bessel window has been proven quite useful for determination of the power spectral densities of X-ray phase contrast images of e.g. biological cells in order to estimate their frequency content [95].

**Figure 1.4:** The figure illustrates the advantage of using window functions such as the Kaiser-Bessel window. The upper graph shows the power spectral density (decibel: \( \text{dB} = 10 \log_{10}(x) \)) as calculated of the function \( f(x) \) of equation 1.20. The lower graph presents the result for the case of using the Kaiser-Bessel window (\( \beta = 12 \)) where also all frequency contributions \( \nu > 1 \) can be clearly identified. Both graphs have been calculated with a sampling rate of \( 5\nu_{Ny} \) using \( 2^{10} \) samples. In addition the data have been padded with zeros to a final array length of \( 2^{14} \). This example is adapted from [32].
1.1.3 Partial Coherence

An essential underlying physical effect that gives rise to many of the results of this work is known as interference. The consequence of partial coherence often appearing as a smearing of the diffraction data is unwanted as it may prevent successful phase retrieval. However, in order to create interference contrast the partaking wave-fields do not necessarily need to be fully coherent and a small deviation from full coherence is often tolerable. Here, a few basic concepts of the so-called ‘second-order coherence theory’ will be listed. A textbook treatment of the theory of partial coherent wave-fields can be found in the works [186, 337].

The reader who is interested in phase-retrieval with an emphasis also on partial coherence is referred to the following review articles [216, 243].

Firstly, we note that light is never purely monochromatic. A good approximation also with respect to monochromatised synchrotron radiation ($\Delta E/E \approx 10^{-4}$) is the assumption of ‘quasi-monochromatic’ light, i.e. there is a small bandwidth associated with the mean frequency $\bar{\omega}$

$$\frac{\Delta \omega}{\bar{\omega}} \ll 1. \quad (1.22)$$

In addition, it is important to be fully aware of the fact that the measurable intensities correspond to a time average

$$\langle I \rangle_t := \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} I(t)dt. \quad (1.23)$$

An essential quantity of the second order coherence theory is the so called ‘mutual coherence function’

$$\Gamma(\vec{r}_1, \vec{r}_2, \tau) := \langle \psi^*(\vec{r}_1, t), \psi(\vec{r}_2, t + \tau) \rangle_t \quad (1.24)$$

which measures the correlation of the product of the field variable $\psi$ at two points in space. Setting $\vec{r}_1 = \vec{r}_2 = \vec{r}$ yields the intensity at the point $\vec{r}$. The normalised form

$$\gamma(\vec{r}_1, \vec{r}_2, \tau) := \frac{\Gamma(\vec{r}_1, \vec{r}_2, \tau)}{\sqrt{\Gamma(\vec{r}_1, \vec{r}_1, 0) \Gamma(\vec{r}_2, \vec{r}_2, 0)}} = \frac{\Gamma(\vec{r}_1, \vec{r}_2, \tau)}{\sqrt{I(\vec{r}_1)I(\vec{r}_2)}} \quad (1.25)$$

is known as ‘complex degree of coherence’.

It can be shown that

$$0 \leq |\gamma(\vec{r}_1, \vec{r}_2, \tau)| \leq 1 \quad (1.26)$$

holds. At the extreme cases of $|\gamma(\vec{r}_1, \vec{r}_2, \tau)| = 0$ and $|\gamma(\vec{r}_1, \vec{r}_2, \tau)| = 1$ the disturbances at $\vec{r}_1$ and $\vec{r}_2$ are considered to be ‘mutually completely incoherent’ and ‘mutually completely coherent’, respectively. Using these quantities one finds the intensity at a point $P$ on a screen due to the interference from two disturbances at the pinholes $Q_1, Q_2$ [303, 337] (cf. Fig. 1.5)

$$I(P) = I_0(P) (1 + |\gamma(Q_1, Q_2, \tau)| \cos(\alpha(Q_1, Q_2, \tau) - \delta)). \quad (1.27)$$
Here, the intensity due to the pinholes is assumed to be the same, that is $I_0(P)$. \( \delta \) is the phase difference due to the different path lengths $|\vec{r}_1|$, $|\vec{r}_2|$ or equivalently the relative time shift $\tau = t_1 - t_2$ between disturbances

$$\delta = \bar{\omega} \tau = \bar{\omega} (t_2 - t_1) = \frac{2\pi}{\lambda} (|\vec{r}_2| - |\vec{r}_1|). \quad (1.28)$$

The phase envelope $\alpha(Q_1, Q_2, \tau) = \bar{\omega} \tau + \text{Arg} (\gamma(Q_1, Q_2, \tau))$ is expected to change slowly in comparison to the time interval $\tau \ll 1/\Delta \omega$. Evidently, the contrast of

$$V = |\gamma(Q_1, Q_2, \tau)|. \quad (1.30)$$

Importantly, the visibility relates a measurable quantity to the complex degree of coherence. Maximum visibility $V = 1$ thus corresponds to mutual complete coherence whereas minimum visibility $V = 0$ corresponds to mutual complete incoherence. The 6+1 dimensional field $\gamma(Q_1, Q_2, \tau)$ is well suited to describe the effects of both temporal coherence (Michelson interferometer) and spatial coherence (Young’s interference experiment). If one considers spatial coherence, it is
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convenient to choose a symmetric set-up where $\tau = 0$. For this reason one defines the ‘mutual intensity’

$$J(\vec{r}_1, \vec{r}_2) := \Gamma(\vec{r}_1, \vec{r}_2, 0) = \langle \psi^*(\vec{r}_1, t) \psi(\vec{r}_2, t) \rangle_t$$

(1.31)

and the ‘equal time complex degree of coherence’

$$j(\vec{r}_1, \vec{r}_2) := \gamma(\vec{r}_1, \vec{r}_2, 0) = \frac{J(\vec{r}_1, \vec{r}_2)}{\sqrt{J(\vec{r}_1, \vec{r}_1)J(\vec{r}_2, \vec{r}_2)}} = \frac{J(\vec{r}_1, \vec{r}_2)}{\sqrt{I(\vec{r}_1)I(\vec{r}_2)}}.$$  

(1.32)

In case of quasi-monochromatic light one can approximate the mutual coherence function and the complex degree of coherence

$$\Gamma(\vec{r}_1, \vec{r}_2, \tau) \approx J(\vec{r}_1, \vec{r}_2) \exp(-i\bar{\omega}\tau),$$

(1.33)

$$\gamma(\vec{r}_1, \vec{r}_2, \tau) \approx j(\vec{r}_1, \vec{r}_2) \exp(-i\bar{\omega}\tau),$$

(1.34)

where it is assumed that $|\tau| \ll 2\pi/\Delta\omega$, i.e. the time shift is much smaller than the coherence time. An important insight with respect to spatial coherence is obtained from the ‘Van Cittert-Zernike theorem’ [341] which relates a spatially incoherent source to the equal time complex degree of coherence at two arbitrary points $\vec{r}_1$, $\vec{r}_2$ in a distance $d$ away from the source. Assuming quasi-monochromatic light and that the source is statistically stationary (in the wide sense) one finds [337] (cf. Fig. 1.6):

$$j(\vec{r}_1, \vec{r}_2) = \frac{1}{\sqrt{I(\vec{r}_1)I(\vec{r}_2)}} \int_{\sigma} I(\vec{\rho}) \frac{\exp(i\bar{k}(|\vec{r}_2| - |\vec{r}_1|))}{|\vec{r}_1||\vec{r}_2|} d\vec{x} d\vec{y},$$

(1.35)

where $I(\vec{r}_i) = J(\vec{r}_i, \vec{r}_i) = \int_{\sigma} \frac{I(\vec{\rho})}{|\vec{\rho}|} d\vec{x} d\vec{y}$ ($i = 1, 2$) and $I(\vec{\rho})$ is the mean intensity distribution of the source. Using the approximation $|\vec{r}_j| \approx d + (\vec{\rho} - \vec{\rho}_j)^2/2d$ in the exponential of equation (1.33) and replacing $|\vec{r}_j|$ in the denominators by $|\vec{r}_j| \approx d$, one finds the ‘far-zone’ form of the van Cittert-Zernike theorem

$$j(\vec{r}_1, \vec{r}_2) = e^{i\pi \frac{\sigma_2^2 - \sigma_1^2}{\lambda d}} \cdot \frac{\iint_{\sigma} I(\vec{\rho}) \exp\left(-i2\pi \vec{\delta} \cdot \vec{\rho}/(\lambda d)\right) d\rho_x d\rho_y}{\iint_{\sigma} I(\vec{\rho}) d\rho_x d\rho_y}.$$ \hspace{1cm} (1.36)

In the far-zone the equal time complex degree of coherence of an incoherent, extended source thus depends on the Fourier transform of the intensity distribution in the source plane and a phase factor

$$j(\vec{r}_1, \vec{r}_2) = e^{i\Psi} \cdot \frac{\mathcal{F}\{I\}(\vec{\delta}/\lambda d)}{\mathcal{F}\{I\}(0)},$$ \hspace{1cm} (1.37)
\[ Ψ = \pi (\vec{ρ}_2^2 - \vec{ρ}_1^2) / \lambda d. \]

A synchrotron undulator source can be well described by a Gaussian intensity distribution that is separable in the \( x \)- and \( y \)-directions

\[
I(\vec{ρ}) = I_0 I^G(\rho_x) I^G(\rho_y), \text{ where}
\]

\[
I^G(\rho_j) = \frac{1}{\sqrt{2\pi}\sigma_j} \exp \left( -\frac{1}{2} \frac{\rho_j^2}{\sigma_j^2} \right), \quad j = x, y. \quad (1.39)
\]

Note that, the relation between \( \sigma \) and the Full-width at half maximum (FWHM) is given by

\[
\text{FWHM} = 2\sqrt{2\log(2)}\sigma \approx 2.355\sigma. \quad (1.40)
\]

One finds for the modulus of the equal time complex degree of coherence

\[
|j(\delta)| = \exp \left( -\frac{1}{2} \frac{\delta_x^2}{(\lambda d/2\pi\sigma_x)^2} \right) \exp \left( -\frac{1}{2} \frac{\delta_y^2}{(\lambda d/2\pi\sigma_y)^2} \right) \equiv j(\delta_x)j(\delta_y). \quad (1.41)
\]

Here, we consider the case that the directional equal time complex degree of coherence \( j(\delta_{x,y}) \) drops to the value \( 1/e \) (corresponding to \( \mathcal{V} = 1/e \)) in order to estimate the coherence length \( \delta_{x,y}^{1/e} \) at a distance \( d \) from the undulator source:

\[
\Rightarrow \delta_{x,y}^{1/e} = \frac{1}{\sqrt{2\pi}} \frac{\lambda d}{\sigma_{x,y}}. \quad (1.42)
\]

Hence, the (spatial) coherence length \( \delta_{x,y}^{1/e} \) increases with distance to the source and decreasing source size. The light from an extended incoherent source thus becomes (spatially) coherent by free-space propagation. However, the coherence length...
decreases with increasing energy. Some typical $\delta^{1/e}$ values for specific beamlines are given in tables 1.1 and 1.2.

In view of the experiments within this thesis, the spatial coherence properties are primarily relevant but it may also be helpful to have an estimation for the temporal coherence length $\delta_t$. Considering two interfering waves with wavelength $\lambda$ and $\lambda - \Delta \lambda$, one deduces a temporal coherence length of [6]

$$\delta_t \approx \frac{1}{2} \frac{\lambda^2}{\Delta \lambda}. \quad (1.43)$$

Using the relation $E = h\nu = hc/\lambda$ (h Planck’s constant and c speed of light), it follows that $\Delta E = E\Delta \lambda/\lambda$. Hence, $\delta_t = \frac{1}{2} \frac{E}{\Delta E} \Delta \lambda$. For the case of $\Delta E/E \approx 10^{-4}$ (an undulator in combination with e.g. a double crystal monochromator Si(111)) and a typical X-ray wavelength within this work of 2\AA, this yields $\delta_t = 1 \mu m$. Note that for quasi monochromatic light, it follows that the coherence length is given by [337]

$$\delta_t \approx \frac{2\pi c}{\Delta \omega} = \frac{\lambda^2}{\Delta \lambda}, \quad (1.44)$$

which differs by a factor of 2.

**Table 1.1:** The table lists the calculated coherence lengths in round figures for different slit positions S0, S1, S3 of the cSAXS beamline at the Swiss Light Source according to equation 1.42 corresponding to a 1/e visibility. The source size at the cSAXS beamline is given approximately by $\sigma_v = 8 \mu m$ and $\sigma_h = 86 \mu m$ using typical values at 12.4 keV (cf. [http://www.psi.ch/lsb/c.saxs/source](http://www.psi.ch/lsb/c.saxs/source)).

| $E$ [keV] | d [m] | S0 | S1 | S2 |
|-----------|-------|----|----|----|
| 6.2       |       |    |    |    |
| $\delta^{1/e}_h [\mu m]$ | 6 | 14 | 16 |
| $\delta^{1/e}_v [\mu m]$ | 71 | 153 | 181 |
Table 1.2: The table lists the calculated coherence lengths in round figures for one slit positions G1 (distance to source 84 m) of the P10 beamline at PETRA III according to equation 1.42 corresponding to a $1/e$ visibility. The source size at the P10 beamline is given approximately by $\sigma_v = 5.6 \mu m$, $\sigma_h = 140 \mu m$ (high beta) and $\sigma_v = 6.1 \mu m$, $\sigma_h = 36 \mu m$ (low beta) using typical values at 10 keV (cf. http://photon-science.desy.de/facilities/petra_iii/beamlines/p10_coherence_applications/beamline Specifications/index_eng.html). Experiments within this thesis were carried out with a low-beta source.

| $E$ [keV] | 7.9 | 13.8 |
|-----------|-----|------|
| low beta  | $\delta_h^{1/e} [\mu m]$ | 82 | 47 |
|           | $\delta_v^{1/e} [\mu m]$ | 486 | 278 |
| high beta | $\delta_h^{1/e} [\mu m]$  | 21 | 12 |
|           | $\delta_v^{1/e} [\mu m]$  | 530 | 303 |

1.2 X-Rays in Matter

The discussion about the implications of X-rays interacting with matter is started from an atomistic scattering approach. Following [6, 124, 161, 255] the scattering approach allows to make a transition from atomic scales to the macroscopically relevant quantities of the refractive index that is determined by material constants. These constants were measured by Henke and co-workers [125] allowing precise predictions of experimental expectations. Thereafter, the derivation of the projection approximation, which describes the imprint of an illuminated object onto the incident X-ray wave-field in terms of the complex index of refraction, will be outlined according to [223]. Finally, the important relation between invested dose and experimental achievable resolution is discussed.

1.2.1 Scattering Theory

The scattering strength of a probed object is determined by the scattering cross-section $\sigma$, which is obtained by integrating the differential cross-section of a given experiment. Following the theoretical description by Als-Nielsen and McMorrow [6], the Thomson differential scattering cross-section of an electromagnetic wave by a free electron is given as (cf. Fig. 1.7)

$$\left( \frac{d\sigma}{d\Omega} \right) = \frac{I_{sc}}{\Phi_0 \Delta \Omega} = r_0^2 P,$$

where $\Delta \Omega$, $I_{sc}$, $\Phi_0$, $r_0 = e^2/4\pi\epsilon_0 mc^2 = 2.82$ fm and $P$ denote the solid angle of the scattering radiation, the scattering intensity, the flux of the incident beam, the...
classical radius of the electron (or Thomson scattering length) and the polarisation factor of the incoming and outgoing wave, namely

\[
P = \begin{cases} 
1 & \text{synchrotron: vertical scattering plane} \\
\cos^2 \Psi & \text{synchrotron: horizontal scattering plane} \\
\frac{1}{2} (1 + \cos^2 \Psi) & \text{unpolarised source}
\end{cases}, \quad (1.46)
\]

respectively. Here, the angle \(\Psi + \pi\) denotes the angle in the horizontal plane between the polarisation vectors of the incoming and outgoing radiation (cf. Fig. 1.6 in [6]). Notably, the last equation indicates that the scattering signal is favourably detected along the vertical direction in a synchrotron scattering experiment.

Next, the classical description of scattering by an electron distribution of an atom that is determined by the number density \(\rho(\vec{r})\) is treated. One finds for the total scattering length of an atom:

\[
-r_0 f^0(\vec{Q}) = -r_0 \int_{\vec{r} \in \mathbb{R}^3} \rho(\vec{r}) \exp(i\vec{Q} \cdot \vec{r}) d\vec{r}, \quad (1.47)
\]

where the geometry for the scattering vector \(\vec{Q} = \vec{k} - \vec{k}'\) is depicted in figure 1.7 (\(\vec{k}\) and \(\vec{k}'\) denote incoming and outgoing wave vector, respectively). In the limiting case of high and low wave vector transfer the scattering amplitude yields

\[
\lim_{|\vec{Q}| \to 0} f^0(\vec{Q}) = Z, \quad \text{and} \quad (1.48)
\]

\[
\lim_{|\vec{Q}| \to \infty} f^0(\vec{Q}) = 0. \quad (1.49)
\]

**Figure 1.7:** The figure sketches the typical scattering geometry: an incoming wave \(\vec{k}\) is scattered into a wave \(\vec{k}'\). The wave vector transfer \(\vec{Q} = \vec{k} - \vec{k}'\) is an important physical characteristic of the experiment. The incoming wave depends on the flux \(\Phi_0\). A detector records the scattering intensity \(I_{sc}\) within the solid angle \(\Delta\Omega\). The probed volume is indicated by the grey disc with a black, dotted frame. In case of kinematical (elastic) scattering \(|\vec{Q}| = 2|\vec{k}|\sin(\theta)\).
However, the electrons in an atom are bound necessitating the frequency (wavelength) dependent dispersion or resonant scattering corrections:

\[ f(\vec{Q}, \omega) = f^0(\vec{Q}) + f'(\omega) - if''(\omega). \] (1.50)

The corrections also allow for the determination of the effect of bound K-shell electrons of the atoms. Below such a K resonance, the scattering amplitude needs to be reduced in comparison to the Thomson value, yielding negative values for \( f'(\lambda) \). Notably, the relative strength of \( f' \) in comparison to \( f^0 \) increases with increasing wave vector. The correction \( f'' \) represents the dissipation of energy in the scattering event, due to photoelectric absorption.

In order to obtain a macroscopic interpretation of the atomistic approach, one can consider the complex dielectric function \( \epsilon/\epsilon_0 \) of a single element material with atom number density \( \rho_a \) [161]:

\[ \frac{\epsilon}{\epsilon_0}(\omega) = 1 - \frac{r_0 \lambda^2}{2\pi} \rho_a \sum_j \frac{\omega^2 F_j}{(\omega^2 - \omega_j^2) + i\gamma_j \omega}. \] (1.51)

Here, the interaction of the X-rays with bound electrons is described by a damped-oscillator model, where \( \omega_j, \gamma_j \) and \( F_j \) denote the \( j \)th resonance frequency, damping constant and oscillator strength, respectively.

Using the identification for the refractive index (cf. subsection 1.1) and equation [1.51] one obtains [161]:

\[ n(\omega) = \sqrt{\epsilon/\epsilon_0} \approx 1 - \frac{r_0 \lambda^2}{2\pi} \rho_a \sum_j \frac{\omega^2 F_j}{(\omega^2 - \omega_j^2) + i\gamma_j \omega}, \] (1.52)

\[ = 1 - \frac{r_0 \lambda^2}{2\pi} \rho_a (f_1^0 - i f_2^0) \] (1.53)

\[ \equiv 1 - \delta + i\beta, \] (1.54)

where \( f_1^0 \) denotes the real and \( f_2^0 \) denotes the imaginary part of the scattering length (\( \vec{Q} = 0 \)) of equation 1.50. Additionally, in the last line the notation for the complex index of refraction, that is convenient in the X-ray regime, has been introduced. This notation owes to the fact that the material constants \( \delta \) and \( \beta \) are typically very small. In the hard X-ray regime \( \delta \) is on the order of \( 10^{-6} \) for proteins and \( \beta \) is about two orders of magnitude below (cf. table 1.3).

In the important case of a medium with a mixture of elements one needs to sum over the elements which yields the decrement of the real part of the refractive index [46, 95, 124, 255]:

\[ \delta = \frac{r_0 \lambda^2}{2\pi} \sum_j \rho_{a_j} f_{1,j}^0 = \frac{r_0 \lambda^2}{2\pi} \sum_j \frac{N_j}{V} (Z_j + f_j') \] (1.55)

\[ = \frac{r_0 \lambda^2}{2\pi} \left( \rho_e(\vec{r}) + \rho_m(\vec{r}) \sum_j q_j f_j'/A_j \right), \] (1.56)
Table 1.3: The table lists some $\delta, \beta$ values for the model protein H$_{50}$C$_{30}$N$_9$O$_{10}$S$_1$ (mass density $\rho_m = 1.35$ g/cm$^3$ [141]) as a function of the X-ray energy. Values have been obtained from [125].

| $E$ [keV] | $\delta$ [$10^{-6}$] | $\beta$ [$10^{-8}$] | $\delta/\beta$ |
|-----------|----------------------|----------------------|----------------|
| 6.2       | 7.83366249           | 4.57656633           | 171            |
| 7.9       | 4.81518464           | 1.73911445           | 277            |
| 13.8      | 1.57349984           | 0.190856819          | 824            |

where $\rho_e$ is the electron density, $\rho_m$ is the mass density, $q_j = m_j/m$ denotes the mass fraction of the $j^{th}$ element and $A_j = m_j/N_j$ is the atomic weight. At this point, we note that the correction terms $f'_j$ can be safely ignored if the probing wavelength does not correspond to resonances. Therefore, an important result is:

$$\delta \approx r_0 \frac{\lambda^2}{2\pi \rho_e(\vec{r})}. \quad (1.57)$$

Literally, the equation states that the (real) refractive index decrement is proportional to the electron density of the probed material. Considering now the case of light elements where the approximation $Z_j/A_j \approx 1/2u$ holds ($u = 1.661 \cdot 10^{-24}$ g is the atomic mass unit), one obtains:

$$\frac{\rho_e}{\rho_m} = \frac{\sum_j N_j Z_j}{m} = \sum_j q_j \frac{Z_j}{A_j} \approx \frac{1}{2u} \sum_j q_j = \frac{1}{2u}. \quad (1.58)$$

Hence, the electron density can be identified with the mass density [95]:

$$\delta \approx \frac{r_0 \lambda^2}{4\pi u} \rho_m(\vec{r}). \quad (1.59)$$

In practical units this yields [46]

$$\delta \approx 1.35 \cdot 10^{-6} \lambda^2 [\text{Å}] \rho_m [\text{g/cm}^3], \quad (1.60)$$

for a material with macroscopic mass density $\rho_m$. In addition, we note that for a single element

$$\delta \propto \lambda^2 Z \propto E^{-2} Z. \quad (1.61)$$

Likewise, the imaginary part of the refractive index corresponding to photoelectric absorption can be identified:
\[ \beta = \frac{r_0 \lambda^2}{2\pi} \sum_j \rho_{a,j} f_j'' \]  

(1.62)

where the absorption coefficient \( \mu \) is given in terms of the element specific absorption cross-sections \( \sigma_{a,j} \) (overall absorption cross-section \( \sigma_a \)) by

\[ \mu = 2k\beta = 2r_0 \lambda \sum_j \rho_{a,j} f_j'' = \sum_j \rho_{a,j} \sigma_{a,j} \equiv \sigma_a. \]  

(1.63)

Away from resonances, one finds experimentally \([6]\) that

\[ \beta \propto \lambda^4 Z^4 \propto E^{-4} Z^4. \]  

(1.64)

Hence, one obtains the approximate behaviour:

\[ \frac{\delta}{\beta} \propto \frac{E^2}{Z^3}, \]  

(1.65)

which indicates the importance of \( \delta \) in comparison to absorption events at high energies.

Without going into the quantum mechanical subtleties (cf. e.g. \([6, 31]\)), the occurrence of characteristic X-ray fluorescence radiation due to photoelectric absorption needs to be addressed. In an atom, electrons are bound in certain energy states (shells) whereas the lowest (energetically favourable) state is the K-shell (cf. Fig. \([1.8]\)). Assuming that the energy of an incoming X-ray photon is sufficiently above the binding energy of the electron, a channel for photoelectric absorption becomes available. These channels are visible as steps or edges in the \( 1/e \) penetration depth as a function of photon energy (cf. Fig. \([1.10]\)). In such an event, the energy of the incoming photon is absorbed by the bound electron which undergoes an energetic transition to the continuum. A free energy state is thus created in the shell (a ‘hole’). Relaxation of the ionized atom can be reached by different processes. Typically, electrons from energetically higher shells fill created holes below. The excess of transition energy can be released either by emitting the characteristic fluorescence radiation or by expelling other electrons occupying an even higher energy state \([6]\). The latter process is known as ‘Auger’ electron emission. The dominant fluorescent radiation that can be induced with X-rays within the energy range of about \( 2 - 16 \) keV is the so-called \( K_\alpha \) and \( K_\beta \) radiation, where the Greek subscript denotes a transition from a L- to K-shell and from a M- to K-shell. A detailed list of X-ray binding energies and emission lines can be found in \([302]\).

### 1.2.2 The Projection Approximation

The projection approximation allows to determine the field directly behind a sufficiently thin object (along the optical axis) \( n(\vec{x}) \neq 1 \) only for \( 0 \leq z \leq z_1 \) (cf. Fig. \([1.9]\)). For this reason, one assumes that the incident wave-field \( \Psi_0(\vec{x}) \) can
Figure 1.8: The figure illustrates the energy states of bound electrons. The most favourable and energetically lowest state of an electron is the \((1s)^2\) (K-shell). An excitation into the continuum can be induced by photoelectric absorption of an X-ray photon whose energy is higher than the binding energy. The freed energy due to an electron that fills the created hole yields characteristic (fluorescence) K-, L- or M-shell radiation. Increasing with atomic number, phosphorus is the first element exhibiting K-shell radiation above 2 keV [302]. The shell nomenclature is \((nl_j)^{2j+1}\). \(n\), \(l\) and \(j\) denote principal, orbital and angular momentum, respectively. Adapted from [6].

be considered ‘beam-like’ along this section. In particular, it shall be decomposed into a term \(\exp(ikz)\) oscillating rapidly in the z-direction and a term \(\psi(\vec{x})\) that does not, i.e. \(\partial_z^2 \psi(\vec{x}) \ll 1\): \(\Psi_0(\vec{x}) = \exp(ikz)\psi(\vec{x})\). Using this ansatz in equation 1.2 yields the ‘inhomogeneous paraxial equation’:

\[
\left(2ik\partial_z + \partial_x^2 + \partial_y^2 + k^2(n^2(\vec{x}) - 1)\right) \psi(\vec{x}) = 0. \tag{1.66}
\]

The additional assumption of ‘stream-like’ propagation along the section necessitates that the term \((\partial_x^2 + \partial_y^2)\psi(\vec{x})\) is small compared to \(k^2\). Now no coupling is possible between the x- and y-components of the field. One obtains the differential equation for a field \(\psi(\vec{x})\) that is projected onto an object \(n(\vec{x})\):

\[
\partial_z \psi(\vec{x}) = \frac{k}{2i}(1 - n^2(\vec{x}))\psi(\vec{x}). \tag{1.67}
\]

The solution is

\[
\psi(x, y, z_0) = \exp\left(\frac{k}{2i} \int_{0}^{z_0} (1 - n^2(\vec{x}))dz\right) \psi(x, y, 0). \tag{1.68}
\]
In the projection approximation the field directly behind a sample is given by the expression \( \psi(x,y,z_0) = \exp\left(\frac{k}{2\pi} \int_0^{z_0} (1 - n^2(z')) dz\right) \psi(x,y,0) \). The object is imprinted by its projected thickness \( T(x,y) \) onto the incident wave-field \( \psi(x,y,0) \). Here, the typical scattering geometry is depicted where the resolution \( \Delta \) depends on the highest scattering angle \( \theta_{\text{max}} \) that can be detected on a detector D.

The approximation \( 1 - n^2 \approx 2(\delta - i\beta) \) thus yields

\[
\psi(x,y,z_0) = \exp\left(-ik \int_0^{z_0} \delta(x,y,z)dz\right) \exp\left(-k \int_0^{z_0} \beta(x,y,z)dz\right) \psi(x,y,0).
\]  

Consequently, the object imprints itself onto the incoming beam \( \psi(x,y,0) \) by phase shifts

\[
\varphi(x,y) = -k \int_0^{z_0} \delta(x,y,z)dz
\]  

and attenuation. An important case arises if the elemental composition does not change along the z-direction. This yields

\[
\varphi(x,y) = -k \delta(x,y)T(x,y),
\]  

where \( T(x,y) = \int_{\text{Obj}} dz \) denotes the projected thickness. Experimental expectations for phase shift and attenuation of biological material have been calculated using tabulated data for \( \delta \) and \( \beta \). The results are presented in figure 1.10 and table 1.4. Evidently, phase contrast becomes more important than absorption in the hard X-ray regime above approx. 2 keV.
Table 1.4: The table presents calculated penetration lengths for attenuation $z_{1/e} = \lambda/4\pi\beta$ and phase shift ($\pi$) $z_\pi = \lambda/2\delta$ for the model protein H$_{50}$C$_{30}$N$_{9}$O$_{10}$S$_{1}$ (mass density $\rho_m = 1.35$ g/cm$^3$ [141]) against a background of vacuum and water for specific energies (cf. Fig. 1.10). $z_{1/e}^{\text{H}_2\text{O}}$ corresponds to a $1/e$ value of the ratio of $I^{\text{protein}}/I^{\text{H}_2\text{O}}$, i.e. the attenuation of equal paths through either protein or water are compared.

| $E$ [keV] | $z_{1/e}^{\text{vac}}$ [\mu m] | $z_{1/e}^{\text{H}_2\text{O}}$ [\mu m] | $z_\pi^{\text{vac}}$ [\mu m] | $z_\pi^{\text{H}_2\text{O}}$ [\mu m] |
|----------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| 6.2      | 348                           | 352                           | 13                            | 35                            |
| 7.9      | 720                           | 739                           | 16                            | 44                            |
| 13.8     | 3751                          | 4344                          | 29                            | 76                            |
| 15.25    | 4967                          | 6065                          | 32                            | 84                            |

In order to obtain the (full) 3d representation one can solve for $\delta$ and $\beta$ tomographically as the integral along the z-direction represents a projection. The validity of the projection approximation depends on the maximum thickness $z_0$ of the object. For instance, Weierstall and co-workers [321] require that (cf. also [216])

$$z_0 < 2\Delta^2/\lambda,$$

(1.72)

where $\Delta$ denotes the smallest length scale that can be resolved in a given experiment. Using the small angle approximation $\sin(\theta) \approx \theta \approx \tan(\theta)$ and the scattering geometry as depicted in figure 1.9 one also obtains the following relation (cf. equation 1.15):

$$\Delta = \frac{\lambda d}{D} = \frac{\lambda}{2} \frac{1}{D/2d} \approx \frac{\lambda}{2} \frac{1}{\sin(\theta_{\text{max}})} = \frac{\lambda}{2\text{NA}},$$

(1.73)

$$\Rightarrow z_0 < 2\Delta^2/\lambda = \frac{\lambda}{2\text{NA}^2}.$$  

(1.74)

The last expression is typically denoted as the depth of focus (DOF)$^4$ [39,284]. Importantly, the projection approximation indicates that the object information being encoded in an electric field is essentially 2d if a certain resolution limit is not surpassed or if the sample is thinner than a depth of focus. Table 1.5 gives some numerical examples for X-ray energies that are important for this thesis. Notably, the typical thickness of samples that are studied in this work is in the range of 0.5 $\mu$m - 1.5 $\mu$m which allows a resolution of about 10 nm without violating the projection approximation.

---

$^4$ Note that the pre-factor for the depth of focus of a Gaussian beam is slightly different. For a Gaussian beam the DOF is defined as two times the Rayleigh length $\xi$, i.e. $\text{DOF}_G = 2\xi = (4/\pi)\lambda/2\text{NA}^2$.  

Figure 1.10: (a) presents calculated penetration lengths for attenuation (dashed-dotted line) to a factor \( e^{-1} \) \((z_{1/e} = \lambda/4\pi\beta)\) and a phase shift (solid line) of \( \pi \) \((z_{\pi} = \lambda/2\delta)\) for the model protein \( \text{H}_{50}\text{C}_{30}\text{N}_{9}\text{O}_{10}\text{S}_1 \) (mass density \( \rho_m = 1.35 \text{ g/cm}^3 \) [141]) against a background of vacuum. (b) shows the penetration lengths against a background of water (mass density \( \rho_m = 1 \text{ g/cm}^3 \)). \( z_{1/e}^{\text{H}_2\text{O}} \) corresponds to a \( 1/e \) value of the ratio of \( I^{\text{protein}}/I^{\text{H}_2\text{O}} \), i.e. the attenuation of equal paths through either protein or water are compared. Curves have been calculated using the tabulated data from Henke and co-workers [125]. The vertical, dashed and grey lines indicate the region of the so-called water window which lies between the carbon (284 eV) and oxygen (540 eV) K absorption edges [161]. In this range absorption contrast is clearly favoured. In the hard X-ray region above \( \sim 2 \text{ keV} \) phase contrast becomes the dominant contrast (note the point of intersection in (b) at around this energy). The vertical, solid and grey lines indicate experimental energies in this work at \( E = 6.2, 7.9, 13.8, 15.25 \text{ keV} \). Notably, the attenuation is hardly affected by an equally thin layer of water, whereas the phase shift can be expected to be lowered by about one order of magnitude.
Table 1.5: The table lists the limiting sample thickness $z_{max}$ in microns for the projection approximation (eqn. 1.72) to hold as a function of X-ray energy $E$ and requested resolution $\Delta$.

| $E$[keV] | $\Delta$[nm] | 100  | 50  | 10  |
|----------|-------------|------|-----|-----|
| 6.2      | 100         | 25   | 1   |
| 7.9      | 127         | 32   | 1.3 |
| 13.8     | 223         | 56   | 2.2 |
| 15.25    | 246         | 61   | 2.5 |
1.2.3 Dose vs. Resolution

Biological samples are prone to radiation damage which results in morphological changes or structural deterioration [161]. Firstly, the damage affects the atomic structure due to photoionisation. Next, ultrastructural changes appear and, finally, larger structural deterioration becomes apparent. On scales $\gtrsim 50\text{ nm}$, radiation damage is observed as mass loss. Typically, radiation damage is compared with the invested dose, i.e. the deposited energy per unit mass. In case of X-rays with energy $E = h\nu$ ($h = 6.626 \cdot 10^{-34}\text{ Js}$ denotes Planck’s constant), one finds the surface dose (units Gray) \[141\]

$$D = \frac{\mu N_0 h \nu}{\rho_m},$$

(1.75)

where $\mu$ is the absorption coefficient, $N_0$ is the number of incident photons per unit area and $\rho_m$ is the mass density of the sample. Note that, $\mu N_0 = -\partial_z N_0 e^{-\mu z}|_{z=0}$ corresponds to the number of absorbed photons due to the Beer-Lambert law. Depending on the type of X-ray imaging experiment it is necessary to differentiate between (i) wet and chemically fixed, (ii) frozen hydrated and (iii) dehydrated samples. Reported critical doses, above which damage can be observed, in these categories are e.g. $>10^5 - 10^6\text{ Gray}$ (i), $>10^6\text{ Gray}$ (ii) and $>10^7\text{ Gray}$ [161]. In case of metabolically active specimens, the tolerable dose can differ. For instance, it may be higher for bacteria than for fibroblasts [161]. Especially, experiments of category (i) depend on the time scales during which the X-ray data is collected. On time scales $< 10\text{ ms}$ radiation damage may remain localized on a spatial scale of $50\text{ nm}$ [323, 336]. Here it should be noted that data taken on or below the femtosecond scale, i.e. a scale below which atomic motion due to photoionisation has not started yet, is considered to yield information about the unperturbed structure down to the atomic level. This technique is used at X-ray Free Electron Laser sources (XFELs) and known as ‘diffraction before destruction’ [40].

However, radiation damage represents an issue for the experiments in this thesis that needs further discussion. It is useful to estimate the dose being necessary to image a certain feature of the sample of size $\Delta$ and one needs to know the maximum tolerable dose. The number of photons that will be scattered into the detector is

$$P = N_0 \Delta^2 \cdot \sigma_s/\Delta^2 = N_0 \sigma_s,$$

(1.76)

where $\sigma_s$ denotes the coherent scattering cross section. Howells and co-workers calculated the coherent scattering cross section $\sigma_s$ of a small voxel of dimension $\Delta \times \Delta \times \Delta$ [141]

$$\sigma_s = \frac{r_0^2 \lambda^2 |\tilde{\rho}_e|^2}{\rho_m |\tilde{\rho}_e|^2} \Delta^4,$$

(1.77)
where \( \tilde{\rho}_e = \frac{(2\pi/r_0\lambda^2)((\delta - \delta_0) + i(\beta - \beta_0))}{(\delta_0^2 + (\beta_0^2)}} \) denotes a relative complex electron density (cf. equation 1.57) with respect to some background material (subscript zero). Hence, the invested dose for observing \( P \) photons is [141]

\[
D = \frac{\mu P \nu}{\sigma_s \rho_m} \frac{1}{\rho_m \cdot \frac{r_0^2 \lambda^2}{\tilde{\rho}_e^2} \Delta^4}
\]

(1.78)

\[
= \frac{\mu P \nu}{\rho_m} \frac{(\lambda/2\pi)^2}{(\delta - \delta_0)^2 + (\beta - \beta_0)^2} \Delta^4.
\]

(1.79)

Identifying \( \Delta \) with the acquired resolution of the scattering experiment leads to the important conclusion, that the necessary dose is proportional to the reciprocal of the resolution to the power of four

\[
D \propto \frac{1}{\Delta^4}.
\]

(1.80)

In addition, the necessary dose for imaging decreases quadratically with the phase contrast being proportional to the difference \(|\delta - \delta_0|\) (neglecting absorption). Until now, there is no measure of the number of photons \( P \) that need to be detected for successful phase retrieval. Nevertheless, the Rose criterion [252] is typically used to define the detectable minimum photon number above noise. In case of Poisson noise, the photon count needs to be 25 to be five times higher than the noise as given by the standard deviation \( \sigma_{\text{Poisson}} = \sqrt{25} = 5 \). Examples of dose and fluence requirements have been calculated according to equation 1.79 as presented in [141]. The two examples protein against a background of water or vacuum are presented in figure 1.11. In the hard X-ray region it can be seen that the required dose for imaging of protein in vacuum lies about one order of magnitude below the curve for protein in water but otherwise remains effectively constant. Reducing the desired resolution from 10 nm to 50 nm alleviates the dose/fluence requirements by approximately three orders of magnitude. Here, it should be noted that the contrast of a given feature that needs to be reconstructed, i.e. the grey levels, also affect the necessary dose requirements. Schropp and Schroer calculated that the increase in dose follows the reciprocal of the contrast to the power of two [269]. For instance, the increase in dose from one grey level to ten shades of grey is by a factor \( 1/(0.1)^2 = 100 \).

As explained above, dose affects the sample morphology and structure on different time- and length-scales. Howells and co-workers summarized many experimental observations of the maximum tolerable dose. As a conclusion they obtained an approximate formula [141]:

\[
D_{\text{max}}[\text{Gy}] \approx 1 \times 10^8 \times \Delta[\text{nm}].
\]

(1.81)
The formula holds in the range $\Delta = 10 - 100 \text{nm}$. Importantly, at $\Delta = 10 \text{nm}$ the curve intersects with the required dose for imaging (equation 1.79). Therefore, the resolution limit for imaging of cryo-protected cellular features against a background of water is considered to be $10 \text{nm}$.

Here it should be noted, that equations 1.79, 1.81 have been obtained for the case of the far-field regime. Consequently, imaging in e.g. the Fresnel regime may have slightly different requirements (cf. [14, 241]). In addition, the theoretical derivation for the minimal necessary dose for imaging (equation 1.79) was derived for a single resolution element. According to the dose fractionation theorem [123] the dose for a full 3d reconstruction at a given resolution is about the same as the required dose for a 2d reconstruction with an equal resolution. By sharing the same dose over all projections, the single 2d projections clearly have a lower resolution but the full 3d reconstruction that is formed by the superposition of the 2d data improves to the dose-defined level. The same is true for the case of diffraction data based imaging techniques: in an analogous way the transition from the considered voxel element to the 3d specimen can be made as has been pointed out by Howells and co-workers [141].
Figure 1.11: The figure shows fluence and dose curves that satisfy the Rose criterion for a required resolution of $\Delta = 10\,\text{nm}$ (a), (c) and $\Delta = 50\,\text{nm}$ (b), (d) according to equation 1.79. The solid, blue curves correspond to protein $\text{H}_{50}\text{C}_{30}\text{N}_{9}\text{O}_{10}\text{S}_1$ (mass density $\rho_m = 1.35\,\text{g/cm}^3$ [141]) against a background of water (mass density $\rho_m = 1\,\text{g/cm}^3$). The vertical, dashed and grey lines indicate the region of the ‘water window’ [161]. In this range the dose/fluence requirements for the case of background water is significantly reduced. In the hard X-ray region above $\sim 2\,\text{keV}$ the dose/fluence requirements remain approximately constant. The vertical, solid and grey lines indicate experimental energies in this work at $E = 6.2, 7.9, 13.8, 15.25\,\text{keV}$. Tabulated values for the complex index of refraction are due to [125].
1.3 Imaging with X-Rays

Firstly, a short recapitulation of direct imaging contrast mechanisms (STXM) that are readily available in many X-ray scanning set-ups is given. Next, Coherent Diffractive Imaging (CDI) is introduced on the basis of the ‘phase problem’ of isolated specimens. Sampling issues are discussed and as an example the algorithm that was applied for obtaining results within this thesis (section 3.5) is outlined. The following topic is Ptychographic Coherent Diffractive Imaging (PCDI). In addition to a review of recent achievements using Ptychography, the ‘ePIE’ algorithm is described. The section closes with a very brief treatise of tomography.

1.3.1 Direct Methods

Before turning the scope on iterative phase retrieval methods, the important contrast mechanisms ‘absorption’, ‘differential phase contrast’ and ‘darkfield’ will be discussed \[207, 208, 295\]. These contrast mechanisms are very useful if the object is raster-scanned with a small illuminating beam. Here, a mathematical derivation similar to the one by Thibault and colleagues \[295\] will be presented.

We start with an incident illumination function \(P(\vec{\rho})\) and an object \(O(\vec{\rho})\) in a plane \(z = 0\), \(\vec{\rho} = (x, y)\). Assuming the projection approximation (equation \[1.68\]) to be valid yields the exit surface wave at the illumination position \(\vec{\rho}_i\):

\[
\psi(\vec{\rho}, \vec{\rho}_i) = O(\vec{\rho})P(\vec{\rho} - \vec{\rho}_i).
\]

In addition, let the object be determined by its complex index of refraction according to equation \[1.69\]. The integrated phase and absorption are thus \(\Phi(\vec{\rho}) = k \int \delta(\vec{x})dz\) and \(\mu(\vec{\rho}) = 2k \int \beta(\vec{x})dz\), respectively. The contrast mechanisms of absorption and differential phase contrast are derived from the zeroth and first moments of the 2d far-field intensity distribution \(I(q, \vec{\rho}_i)\). Considering the case of a pure absorption sample \((\Phi \equiv 0)\) yields the zeroth moment:

\[
\langle I \rangle(\vec{\rho}_i) = \int \int_{-\infty}^{\infty} |F\{\psi\}|^2 dq_1 dq_2 = \int \int_{-\infty}^{\infty} |\psi|^2 d\rho_1 d\rho_2
\]

\[
= \int \int_{-\infty}^{\infty} |O(\vec{\rho})P(\vec{\rho} - \vec{\rho}_i)|^2 d\rho_1 d\rho_2
\]

\[
= \int \int_{-\infty}^{\infty} \exp(-\mu(\vec{\rho}))|P(\vec{\rho} - \vec{\rho}_i)|^2 d\rho_1 d\rho_2.
\]

\[
\Rightarrow \langle I \rangle(\vec{\rho}_i) = |P|^2 \ast \exp(-\mu(\vec{\rho}_i))
\]

In the first line Parseval’s identity has been used \[25\]. In words, the result shows that the diffraction pattern from each scan position is related to the integrated absorption by a convolution with the intensity of the illumination function. Hence, the resolution of the image that is obtained by rastering the object along the positions \(\vec{\rho}_i\) is limited by the beam size.
In case of a centrosymmetric beam, i.e. $P(\vec{\rho}) = P(-\vec{\rho})$, and assuming constant absorption $\mu(\vec{\rho}) = \mu_0 = \text{const.}$, one finds for the first moments $\langle q_\alpha I(\vec{\rho}_i) \rangle (\alpha = 1, 2)$ [295]:

$$\Rightarrow \langle q_\alpha I(\vec{\rho}_i) \rangle = |P|^2 \star \partial_\alpha \Phi(\vec{\rho}_i), \quad \alpha = 1, 2. \quad (1.83)$$

The first moments thus yield information about local phase gradients. Darkfield contrast is obtained by calculating $\langle \chi I(\vec{\rho}_i) \rangle$:

$$\langle \chi I(\vec{\rho}_i) \rangle = \int\int_{-\infty}^{\infty} \chi |\mathcal{F}\{\psi\}|^2 dq_1 dq_2, \quad (1.84)$$

where $\chi$ denotes a mask function that is unity in a certain frequency region and zero elsewhere. Therefore, $\chi$ acts as a filter for certain spatial frequencies within the spectrum of $\psi$, that is, part of the object at position $\vec{\rho}_i$ as defined by the illuminating envelope. Typically, a high-pass filter is used that blocks the central beam on the detector. Hence, in the integration only the scattering signal is summed up. Therefore, a contrast that is sensitive to sharp edges is created. In principle, the function $\chi$ can be arbitrarily defined. For instance, the contrast with respect to a certain Bragg reflection can be maximised by restricting the mask to the location of the Bragg peak.

### 1.3.2 The Phase Problem

To date, there is no direct method to measure the phases of the rapidly oscillating wave-field neither in the optical nor in the X-ray regime. Knowledge of the phases is desired as, for instance, it allows inversion of diffraction data but only the intensity of the electromagnetic field can be recorded. This leads to the ‘phase problem’:

‘Given diffraction data (a diffraction pattern or a set of Bragg reflections), find the corresponding phases which satisfy additional constraints.’ [293]

Due to the similarity between the time-independent 2d Schrödinger equation for quantum particles without spin and the Helmholtz equation [1.2] it is not surprising to find Pauli the first one to encounter the phase problem [223]. In terms of the optical terminology, the ‘Pauli problem’ is: Given two intensity measurements of two planes (e.g. object plane and the diffraction plane), what are the phases of the field? In the field of microscopy with electrons and visible light, the ‘Pauli problem’ occurred to Gerchberg and Saxton [92] who found the first numerical algorithm that can solve this kind of phase problem.

From an experimental point of view, one needs to find the $N$ phases corresponding to the unknown samples of the object function $O(\vec{\rho}) \in \mathbb{C}$, which are constraint by the measured intensity data

$$I(q_n) = |\mathcal{F}\{O(\vec{\rho})\}(q_n)|^2, \quad n = 1, ..., N \quad (1.85)$$

5 For instance, assuming a Gaussian beam intensity.
and additional *a priori* constraints such as a known extent of the object, i.e. the support $S$. It is illustrative to write the equation in terms of the discrete Fourier transform [187]

$$I(\vec{q}_n) = \left| \sum_{\vec{\rho} \in S} O(\vec{\rho}) \exp(i \vec{\rho} \cdot \vec{q}_n) \right|^2 = \sum_{\vec{\rho}, \vec{\rho}' \in S} c_{\rho, \rho'}(\vec{q}_n) O(\vec{\rho}) O^*(\vec{\rho}')$$

(1.86)

where $S$ denotes the support of the object. Each datum point $I(\vec{q}_n)$ corresponds to one ellipsoid solution of possible objects $O(\vec{\rho})$. Taken all datum points together, one thus searches the intersection of the $N$ ellipsoids as defined by equation 1.86. However, a solution is not easily obtained in general.

### 1.3.3 Coherent Diffractive Imaging

The ‘phase problem’ and the search for solutions with respect to non-crystalline specimens has been the topic of many scientific works in the past in order to establish a new microscopy technique. The classical experimental approach is to illuminate an isolated, non-crystalline sample with a coherent plane wave and record the resulting far-field diffraction pattern with sufficiently high sampling (oversampling). The phases corresponding to the diffraction data are found by using numerical algorithms, which are similar to the one outlined by Gerchberg and Saxton [92]. The algorithms project the current iterate onto the amplitudes of the measured diffraction pattern and some *a priori* knowledge in the object plane (cf. Fig. 1.12). In the ideal case, the iterate reaches a fixed point at which the constraints of both the measured data and the additional input are satisfied. Intended as a method for high resolution imaging (diffraction limited), the methodology was termed Coherent Diffractive Imaging (CDI). The first experimental demonstration of CDI was achieved by Miao and co-workers using (soft) coherent X-ray radiation with wavelength $\lambda = 1.7\text{ nm}$ [197]. The imaged sample was a micron sized arrangement of gold dots with a diameter of about 100 nm, which shows the letters ‘abcdef’.

Good introductions can be found in textbook literature such as [6, 223] and reviews [216, 243, 297] and [198], where the reader finds a treatment of the crystallographic phase problem. The reader who is interested in practical introductions with an emphasis on the experimental side is referred to the doctoral theses [95, 108, 267, 293].
1.3.4 Sampling in CDI

The sampling rate which is given by the detector pixel size is an important parameter for CDI. According to the Whittaker-Shannon sampling theorem, the intensity of the measured diffraction pattern needs to be sampled finely enough to prevent loss of information (cf. equation 1.12, p. 12). The sampling theorem also requires the Fourier transform of the sampled function to be band-limited. Consequently, the Fourier transform of the measured diffraction pattern needs to be band-limited. In the far-field, the intensity is proportional to the modulus squared of the Fourier transform of the sampled function. According to the ‘Autocorrelation theorem’ (equation 1.146, p. 191) one finds

$$\mathcal{F}\{I\} = \mathcal{F}\{\mathcal{F}\{\psi\}\mathcal{F}\{\psi\}^*\} = \psi \odot \psi (-\bar{\rho}),$$

which is essentially the autocorrelation function of $\psi$. In this case, band-limitation is thus equivalent to band-limitation of the autocorrelation function. The rectangular support (band-pass) enclosing the autocorrelation function needs to be twice as large as the support of $\psi$ (cf. [83, 293]). The (Whittaker-Shannon) sampling requirement becomes thus [293]:

$$\Delta \nu_i \leq \frac{1}{2L_i},$$

where $L_i$ are the side-lengths of the support in the $i = x, y$ directions. In terms of the pixel dimensions $\Delta x_i'$ the sampling condition is equivalent to

$$\Delta x_i' \leq \frac{\lambda d}{2L_i},$$
because $\Delta \nu_i = \Delta x'_i / \lambda d$ with $d$ denoting the distance between the sample and the detection plane. In terms of linear dimensions of the probed object, the Whittaker-Shannon sampling condition yields e.g. $L_i \lesssim 2 \mu m$ for a detector pixel size of $\Delta x_i = 172 \mu m$, an X-ray energy of $E = 7.9$ keV and a distance of $d = 5 m$ between sample and detection plane. At a lower energy of $E = 6.2$ keV and a distance of $d = 7 m$ this yields $L_i \lesssim 4 \mu m$. The sampling condition representing a maximum sample dimension can be physically understood as the size of the smallest features of the far-field diffraction pattern (‘speckles’) are proportional to the reciprocal of the object dimensions.

Based on a counting argument of the number of measured data points (equations to solve) and unknown variables, Miao and colleagues defined the so-called ‘oversampling ratio’ $\sigma$:

$$\sigma := \frac{\text{total pixel number}}{\text{unknown-valued pixel number}} = \frac{A_{\text{FOV}}}{A_{\text{SUP}}},$$

where in the last step $\sigma$ has been expressed in the quantities that are typically used for CDI, namely the area of the field of view and the area of the support of the isolated specimen. In principle, the phase problem should be solvable if $\sigma > 2$. Miao and colleagues pointed out that an increasing dimensionality of the object reduces the oversampling in each direction. The oversampling of the magnitude of the Fourier transform of the object needs to be $> 2$ for a 1d object but $> \sqrt{2}$ in each direction for a 2d object and $> 2^{1/3}$ in each direction for a 3d object. However, the oversampling ratio does not account for all kinds of symmetries in the data. A higher oversampling ratio does not necessarily lead to improved phase retrieval conditions. For this reason, Elser and Millane defined the ‘constraint ratio’ $\Omega$:

$$\Omega := \frac{\text{number of independent autocorrelation coefficients}}{\text{number of independent object coefficients}} = \frac{1}{2} \frac{A_{\text{Auto}}}{A_{\text{SUP}}},$$

where $A_{\text{Auto}}$ denotes the area of the autocorrelation support. Elser and Millane stated that for cases where $\Omega$ is large a successful reconstruction is likely but $\Omega > 1$ may already be sufficient. The constraint ratio offers a good understanding why different support shapes may strongly influence the reconstruction. For instance, a rectangular support yields $\Omega = 2$ whereas a triangular support has $\Omega = 3$. More examples can be found in [293]. Note that in case of ptychography the support is determined by the envelope of the beam at each scan position. Moreover, the oversampling requirement may also be significantly alleviated due to the very stringent overlap constraint of the ptychographic data.

---

6 These values correspond to a typical set-up at the P10 beamline at PETRAIII.
7 These values correspond to a typical set-up at the cSAXS beamline at the SLS.
1.3.5 Phase Retrieval Algorithms for Isolated Objects

The first practical phase retrieval algorithm (GS) for isolated non-crystalline specimens was developed by Gerchberg and Saxton in the 1970s [92]. Since then many different algorithms such as the prominent Error-Reduction (ER) [82] and the Hybrid-Input-Output (HIO) [86] have been presented. More recent algorithms are the Difference-Map (DM) [73], the Hybrid Projection Reflection algorithm (HPR) [18] and the Relaxed Averaged Alternating Reflection algorithm (RAAR) [177]. Discussions about the algorithms can be found in [17, 83, 86, 128, 187, 288]. The algorithm that is used in section 3.5 (p. 161) is a mixture of GS and HIO (mHIO) [94]. It has been proven very useful for imaging of microorganisms such as bacteria [14, 94].

Let $S \subset \mathbb{R}^2$ be the support of an isolated specimen, $\chi_n(\vec{\rho}) \in \mathbb{C}$ be the current estimate of the object in the object plane and $\tilde{\chi}_n(\vec{\rho}') \in \mathbb{C}$ be the current estimate which was propagated (in the Fresnel regime) to the detection plane:

$$
\tilde{\chi}_n(\vec{\rho}') = \mathfrak{F}_{\Omega}\{\chi_n\}. \quad (1.92)
$$

Due to noise in the data, it is convenient to carry out a soft projection onto the measured data $\bar{I}$ [97]

$$
P_n\{\tilde{\chi}_n\} := \sqrt{(1 - \frac{D}{d}) I(\vec{\rho}') + \frac{D}{d} |\tilde{\chi}_n(\vec{\rho}')|^2 \cdot \frac{\tilde{\chi}_n}{|\tilde{\chi}_n|}}, \quad d \geq D, \quad (1.93)
$$

where $D$ is a noise dependent relaxation parameter. The noise parameter determines the influence of the measured data on the current estimate by comparing it to the reconstruction error $d$

$$
d^2(|\tilde{\chi}_n(\vec{\rho}')|^2) := \frac{1}{N} \sum_{\vec{\rho}'} \left(|\tilde{\chi}_n(\vec{\rho}')|^2 - I(\vec{\rho}')\right)^2, \quad (1.94)
$$

where $N$ is the number of measured intensity values and the summation is carried out over all $N$ pixels at positions $\vec{\rho}'$. Note that as long as $d \gg D$ the algorithm ‘prefers’ the measured data. However, when the error decreases to a level where noise in the data becomes important, the weight of the measured data decreases. The complete modulus operator is conveniently written in the plane of the sample as

$$
P_M\{\chi_n\} = \mathfrak{F}_{\Omega}^{-1}\{\hat{P}_n\{\mathfrak{F}_{\Omega}\{\chi_n\}\}\}, \quad (1.95)
$$

where $\mathfrak{F}_{\Omega}^{-1}\{\cdot\}$ denotes the back-propagation from the detection to the sample plane. Convergence to a solution, however, necessitates one or more constraints in the plane of the sample. Thereby, a full iteration cycle, $\chi_n \rightarrow \chi_{n+1}$, is obtained. The attenuation length for cellular material such as proteins is comparably large (cf. table 1.4, p. 27). Hence, attenuation of the X-ray beam may be negligible for
bacterial cells with a size in the range of a few microns, which can be enforced by the following operator

\[ P_{GS}\{\chi_n, \chi'_n\} = (|\chi_n| - \beta(|\chi'_n| - 1)) \exp(i\Phi(\chi'_n, \chi_n)), \]  

where \( \beta \in [0, 1] \) is a feedback parameter, \( \chi'_n = P_M\{\chi_n\} \) and the phase \( \Phi(\chi'_n, \chi_n) \) is obtained as described below. The amplitude is thus slowly pushed towards unity with every iteration step. In addition, a support information is used on the phase

\[ \Phi(\chi'_n, \chi_n) = \begin{cases} \arg(\chi_n(\vec{\rho})) - \gamma \arg(\chi'_n(\vec{\rho})) & \forall \vec{\rho} \notin S, \\ \min(\arg(\chi'_n(\vec{\rho})), 0) & \forall \vec{\rho} \in S. \end{cases} \]  

The phase outside the support is pushed to zero with a strength that is determined from the value of the feedback parameter \( \gamma \in [0, 1] \). Additionally, the phase is enforced to become negative within the region of the support. Implicitly, it is assumed that the maximum relative phase shift remains below \( \pi \). Now, a full iteration cycle is given by

\[ \chi_{n+1} = P_{GS}\{\chi_n, P_M\{\chi_n\}\}. \]  

The algorithm is stopped as soon as \( d \leq D \).

1.3.6 Ptychography

Ptychography (Greek ‘πτνξ’=‘to fold’, cf. [122]) is one specific method to solve ‘the phase problem’ by taking advantage of creating redundancy in the data by illuminating adjacent spots on the sample with a certain overlap (cf. Fig. 1.13). Early ideas of ptychography have been developed in the field of electron microscopy and go back to the work of Hoppe, Stube and Hergel [137–139] but the first experimental proof of principle needed more than 20 years to be achieved [210]. Especially, in the field of X-ray microscopy, ptychography has advanced to a powerful tool for imaging on the scale of a few nanometres of artificial test structures in 2d [266, 287, 330, 332] and 3d [59, 133] as well as, for instance, biological specimen in 2d [62, 97, 172] and 3d [61, 109, 330]. Moreover, the ptychographic method has also been used for elemental speciation [21, 135, 285] and for sequential imaging of chemical reactions [142]. More recent ptychographic studies investigate the maximum derivable information from ptychographic data under non-simple experimental conditions for the illuminating wave-field or the object such as position uncertainties [20, 110, 182], partial coherence and multiple wavelengths [15, 44, 78, 299], multiple object planes [181, 284] and undersampling of the recorded diffracted intensities [71]. In the first place, however, the probably most important result has been the understanding that the ptychographic method not only is able to solve for the encoded object information but also for the illuminating wave-field [183, 294, 296] making ptychography a valuable tool for analysing the wave-fields of X-rays [134, 144, 159, 160, 265, 268]. In principle, the decoupling of object and illuminating wave-field makes the retrieved object information free of aberrations.
The algorithms that have been applied in this thesis are the ‘difference-map’ (DM) approach \[294\] and the ‘extended ptychographical engine’ (ePIE) \[183\]. This section is dedicated to describe basic algorithmic details of ptychography using the example of the ePIE and follows its publication in \[183\]. Here, the reader is also referred to a more general review on ptychography by John Rodenburg \[251\] and the doctoral theses of Klaus Giewekemeyer \[95\] and Robert Hesse \[129\]. An overview over some recent experimental applications of ptychography can also be found in \[298\].

![Diagram of ptychography method](image)

**Figure 1.13:** Schematic of the ptychographic method. The sample is illuminated with different overlapping illuminated spots by shifting either the object or the illumination function by steps \(\Delta x, \Delta y\) in the plane perpendicular to the optical axis. Hence, the phases corresponding to the measured diffracted intensities are not fully independent.

In order to estimate the object function and the illuminating wave-field the algorithm cycles through all illuminated positions on the sample and makes updates both in the object plane (real space) and the detection plane (Fourier space).

### 1.3.7 The ePIE algorithm

‘ePIE’ is an abbreviation for ‘extended Ptychographical Iterative Engine’. In contrast to its predecessor \[81, 249, 251\], this version is also able to reconstruct the illuminating wave-field simultaneously to the object. The rest of the name is due to the idea that the reconstruction can be performed on-the-fly during recording of the diffraction data \[251\]. Like an engine, you can start at a certain area and reconstruct an image and then proceed by taking into account more and more diffraction patterns from other areas around the beginning.

In case of ptychographic imaging it is a convention to denote the object \(O(\vec{r})\) and the illuminating wave-field (probe) \(P(\vec{r})\). The scanning of the sample in the plane perpendicular to the optical axis is mathematically equivalent to shift the probe

---

\[8\] I am very grateful to the staff of the cSAXS beamline who provided me with some helpful routines and the basic ptychographic code of the DM algorithm written by Pierre Thibault.
by a vector \( \vec{R}_j \) \((j = 1..N)\). The exit surface wave \( \psi_j(\vec{r}) \) directly behind the sample is thus given by

\[
\psi_j(\vec{r}) = O_j(\vec{r})P_j(\vec{r} - \vec{R}_j).
\] (1.99)

Starting with an initial guess for the object and probe, each iteration of the ePIE algorithm goes through all positions in a random sequence \( s(j) \) and makes the following updates:

1. apply modulus constraint
   \[ \Psi_j(\vec{q}) = \sqrt{I_j(\vec{q})} \frac{\mathcal{F}\{\psi_j\}}{|\mathcal{F}\{\psi_j\}|} \]

2. update exit surface wave
   \[ \psi'_j(\vec{r}) = \mathcal{F}^{-1}\{\Psi_j\} \]

3. update object function
   \[ O_{j+1}(\vec{r}) = O_j(\vec{r}) + \alpha \frac{P_j^*(\vec{r} - \vec{R}_{s(j)})(\psi'_j(\vec{r}) - \psi_j(\vec{r}))}{\max\{|P_j(\vec{r} - \vec{R}_{s(j)})|^2\}} \]

4. update probe function
   \[ P_{j+1}(\vec{r}) = P_j(\vec{r}) + \beta \frac{O_j^*(\vec{r} - \vec{R}_{s(j)})(\psi'_j(\vec{r}) - \psi_j(\vec{r}))}{\max\{|O_j(\vec{r} - \vec{R}_{s(j)})|^2\}} \]

whereas \( I_j \) denotes the measured intensity at each position \( j \), \(*\) denotes complex conjugation and \( \mathcal{F}\{\cdot\} \) and \( \mathcal{F}^{-1}\{\cdot\} \) symbolize the Fourier transformation and its inverse, respectively. \( \alpha \) and \( \beta \) determine the step size for the updates of the object and the probe. Typical values are \( 0 < \alpha, \beta \leq 1 \). In this thesis, good results have been obtained by choosing \( \alpha = \beta = 0.5 \). The best choice, however, may be problem dependent, i.e. the step sizes have to be chosen for each dataset independently.

The convergence of the algorithm is usually monitored by an error metric such as

\[
E_{\Psi} = \frac{\sum_j \sum_{\vec{q}} |\sqrt{I_j(\vec{q})} - |\Psi_j(\vec{q})|^2|}{\sum_j \sum_{\vec{q}} I_j(\vec{q})}.
\] (1.100)

One important difference to the ‘DM’ algorithm is the probe update at each position. In case of the DM algorithm [294], the probe update appears to be practically carried out only once after cycling through all positions. For this reason, the ePIE update of the object may often be more advantageous than the update of the DM ptychographic algorithm. For instance, it is known that the convergence rate of the ePIE outperforms the DM algorithm [183]. One important advantage of the DM ptychographic procedure to update the probe only once in a while is that the application of the modulus constraint can be parallelised yielding much faster cycling times. At present, the pros and cons of both algorithms have not been analysed in a mathematically rigorous manner. From experience, the results using ‘ePIE’ are often significantly better compared to results that have been obtained with the DM version using the same number of iterations. However, for certain diffraction data such as biological specimens the results may remain comparable and a fast algorithm is obviously preferred. Giewekemeyer and colleagues also published one case, where not a single out of both algorithm was able to yield satisfying results. Surprisingly, switching between both algorithms could be used to obtain good reconstructions [96].
1.3.8 Tomography

The mathematical basis to reconstruct a 3d object from a set of 2d projections was presented first of all by Johann Radon [245]. Nowadays the theory of tomographic imaging can be found in many text books such as [33, 151]. This section is dedicated to recapitulate the mathematical concepts following ‘Principles of Computerized Tomographic Imaging’ by A.C. Kak and M. Slaney [151].

1.3.9 The Fourier Slice Theorem

The key to understand the tomographic principle is the Fourier Slice Theorem (FST). Briefly stated, a two-dimensional object can be reconstructed from an angular series of one-dimensional projections. Each projection carries a part of the full information of the objects’ Fourier representation. The object can then be reconstructed by using the projections to fill up the objects Fourier domain and its inversion.

The mathematical formulation of the FST requires the definition of the Radon transform \( P_\theta(t) \),

\[
P_\theta(t) = \int \int _{\mathbb{R}^2} f(x,y) \delta(x \cos \theta + y \sin \theta - t) dx dy, \tag{1.101}
\]

which is a line integral through an object at an angle \( \theta \). As a function of \( t \), \( P_\theta(t) \) yields the parallel projection of the function \( f \) at an angle \( \theta = \text{const} \). The FST is obtained by taking the one-dimensional Fourier transform of eqn. (1.101)

\[
S_\theta(\nu) \equiv \mathcal{F}\{P_\theta(t)\}(\nu) = \int _{\mathbb{R}} P_\theta(t) \exp (-i2\pi \nu t) dt
\]

\[
= \int \int _{\mathbb{R}^2} f(x,y) \exp (-i2\pi \nu (x \cos \theta + y \sin \theta)) dx dy.
\]

That is,

\[
\mathcal{F}\{P_\theta(t)\}(\nu) = \mathcal{F}\{f(x,y)\}(\nu \cos \theta, \nu \sin \theta). \tag{1.102}
\]

The FST states that the Fourier transform of a projection \( P_\theta(t) \) taken of an object \( f(x,y) \) at an angle \( \theta \) is equal to the slice at an angle \( \theta \) of the objects’ Fourier representation. A sketch of the FST of eqn. (1.102) is presented in figure 1.14.

1.3.10 Filtered Back Projection Algorithm

The FST suggests a formal reconstruction of the object by filling up its Fourier domain with radial lines and subsequently, carrying out the inversion. The following mathematical expression for \( f(x,y) \) can be obtained by making a coordinate
Figure 1.14: The image sketches the Fourier Slice Theorem of eqn. (1.102). The two spheres \( f(x, y) \) form the projection \( P_\theta(t) \) at an angle \( \theta \). A slice \( S_\theta(\nu) \) of the Fourier transform \( \mathcal{F}\{f(x, y)\} \) is equal to the Fourier transform of the projection, \( \mathcal{F}\{P_\theta(t)\}(\nu) \).

Transform to polar coordinates within the inverse Fourier transform of the Fourier representation of \( f(x, y) \),

\[
\Rightarrow f(x, y) = \int_0^\pi Q_\theta(x \cos \theta + y \sin \theta) d\theta
\]

where

\[
Q_\theta(t) = \int_0^{\nu_c} S_\theta(\nu) |\nu| \exp(i2\pi \nu t) d\nu.
\]  

The ‘filtering’ becomes apparent in eqn. (1.104): the wedge filter \( |\nu| \) (cut-off frequency \( \nu_c \)) is applied to the radial line \( S_\theta(\nu) \) before transforming back to the object space. The polar coordinates are inherent in the representation of the object by eqn. (1.103). The role of \( Q_\theta(t) \) is best understood if it is regarded as an almost inverse operation of the parallel projection \( P_\theta(t) \). In contrast to the projection, \( Q_\theta(t) \) carries the same value for all object points along the straight line \( t = x \cos \theta + y \sin \theta \) which is referred to ‘back projection’ or ‘back smearing’. The diversity along the line \( t = x \cos \theta + y \sin \theta \) is obtained by summing up the different information of sufficiently many angles. Next, a full three-dimensional reconstruction of an object can be obtained by applying the filtered back projection algorithm separately to projections of single, successive planes that lie perpendicular to the axis of rotation.

This section is closed by making a remark about the dependence of the resolution \( \Delta \) of the tomogram on the number of projections \( N \) and the size \( d \) of the object in the direction of the beam. The ‘Crowther’ criterion yields [53, 178]
Consequently, thicker objects require more projections to obtain a comparable resolution.
Bacterial Samples

The sample systems that are treated of in this section, namely Deinococcus spp.\(^9\) and Bacillus subtilis spp., are well studied microorganisms. Much of the presented knowledge can be found in the general textbook literature \[180\]. In case of Bacillus subtilis, there is also ample literature in the form of review articles \[28\, 119\]. In addition, this section is also dedicated to the techniques that have been applied for sample preparations, which includes cell culturing, fixation and embedding for TEM imaging and vitrification and lyophilisation for X-ray imaging experiments.

2.1 Deinococcus radiodurans

The bacterium Deinococcus radiodurans \(^10\), formerly known as Micrococcus radiodurans, has been isolated for the first time from canned meat by intensive \(\gamma\)-radiation \[7\]. The bacterium is nonpathogenic, nonmotile, red-pigmented, Gram-positive and well-known due to its outstanding resistance to ionizing-radiation and oxidative stress \[7\, 51\, 55\, 56\, 164\, 169\, 180\, 184\, 277\]. For instance, \(D.\) radiodurans R1 reaches a \(D_{10}\) value of 10 kGy \[51\], i.e. 10 \% of the cells of a culture can be activated to growth after irradiation. Moreover, the bacterium is able to actively grow under chronic irradiation of 50 Gy/h \[56\]. Along the line of extreme resistance, \(D.\) radiodurans has been shown to be resistant to desiccation on the scale of years and UV-radiation \[56\, 277\].

At present, there is no evidence for a single special mechanism that could explain the unparalleled survival rates of \(D.\) radiodurans. Explanations include suggestions of special repair mechanisms for DNA double strand breaks \[51\], and it was shown that a high manganese content within the cells facilitates resistance to ionizing radiation \[55\]. As a hypothesis, it has been proposed that protein oxidation caused by reactive oxygen species such as hydroxyl radicals (\(\text{OH}^*\)) that arise due to radiolysis of \(\text{H}_2\text{O}\) is significantly reduced by the manganese content \[56\]. A somewhat controversial, discussion has been raised by indications that a toroidal shape of the nucleoid plays a role for its resistance to ionizing radiation \[169\] (cf. \[202\, 203\, 342\] for discussion). A TEM image of the toroidal shape of the DNA is presented in figure 2.16(b). Interestingly, the condensation of the genome may indeed be an important factor \[342\]. The compaction of DNA likely helps to conserve it due to e.g. a decrease of diffusion of DNA fragments, a protection from free radicals and by preventing double strand breaks caused by proximal single strand breaks \[277\].

Deinococcus spp. have been isolated from extreme environments such as hot springs (\(D.\) geothermals), Antarctic soil (\(D.\) frigens) or the Gobi desert (\(D.\) gobiensis) (cf. \[277\]). The complete genome of \(D.\) radiodurans (strain R1) consists of about \(3.3 \cdot 10^6\) base pairs: two chromosomes of 2,648,638 and 412,348 base pairs, a megaplasmid of 177,466 base pairs and a small plasmid of 45,704 base pairs \[326\]. The cells are polyploid meaning they contain multiple copies of the

\(^9\) spp. = species plurals

\(^10\) deinos (Greek) means ‘strange’ or ‘unusual’ whereas radiatio and durans (Latin) denote ‘radiation’ and ‘endure’, respectively \[26\].
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genome (2-10) \[51,66,117,118,277\]. Phylogenetic analyses indicate a close relation of *Deinococcaceae* to the *Thermus* species and that they are part of a common clade (phylum) [72, 126, 282].

In contrast to other enduring microorganisms such as *Bacillus* spp., *D. radiodurans* is nonsporulating. It is typically grown under strict aerobic conditions at 30 – 37 °C in rich TGY medium (0.5 % tryptone, 0.1 % glucose, 0.15 % yeast extract) [277] but other media for high cell density production are known as well [120]. The bacterial cells occur as single cocci and diplococci but tetrads are often abundant (cf. Fig. 2.15, 2.16). They exhibit a typical spherical shape\(^{11}\), which has a diameter of 1.5 – 3 µm [26].

The multilayered cell envelope of *D. radiodurans* is untypical for Gram-positive bacteria. To date, there have been identified five to six layers: (i) the cytoplasmic membrane, (ii) the rigid peptidoglycan-containing holey layer, (iii) the compartmentalized layer, (iv) an outer membrane, (v) a distinct electrolucent zone, and (vi) the S-layer which contains hexagonally packed subunits [184, 277]. There are many studies addressing the fine structure of *D. radiodurans* by using TEM and thin slices of stained and resin-embedded cellular material but also cryo-electron microscopy of vitreous sections and cryo-electron tomography studies have been carried out [48, 75, 76]. In these cryo-electron images, the contrast between the DNA of the nucleoid and the surrounding cytoplasm including ribosomes is small but sufficient to analyse the local ordering. That is, the fine-structure exhibits dominant or significant Fourier components down to the resolution of the imaging apparatus. In particular, the results of Eltsov and Dubochet indicate that (i) there is no local ordering (in terms of Fourier components) in the bacterial nucleoid of exponentially growing cells, (ii) there appears ordering corresponding to a real-space size of 4 – 6 nm in stationary-phase cells and (iii) the ordering condenses to a real-space size of 4 nm in long-stationary-phase cells [75].

\(^{11}\) *coccus* (Greek) means ‘grain’ or ‘berry’ [26].
Figure 2.15: (a) Overlay of optical light micrograph (DIC, 63x) and fluorescence signal of DAPI (4',6-Diamidino-2-phenyindole dihydrochloride; turquoise) stained DNA showing cells of *D. radiodurans* R1 in buffered solution. The inset shows a zooming-in on specific cells of tetrads. The two images have been taken in the laboratory within a short time sequence shortly after each other. The contrast and color has been altered for optimum visibility. (b) SEM image of air-dried *D. radiodurans* cells, which have been sputtered with 3 nm Ti and 15 nm Au. Tetrads of cells can be clearly seen. A cell thickness of about 1.5 µm is inferred.
Figure 2.16: (a) Two TEM images of a thin slice of *D. radiodurans* cells being stained with OsO₄ (Osmium tetroxide) and C₄H₆O₆U (Uranyl acetate) which have been taken with an angular difference of about 20°, i.e. stereo geometry. Indicated are incomplete septa (S) in the cytoplasm, the cell wall (W) and the DNA of the bacterial nucleoid (N). (b) shows the bacterial nucleoid of *D. radiodurans* at high magnification. In this section the nucleoid (grey arrowhead) appears as a ring-like structure with a proteinaceous core. The outer diameter is about 350 – 430 nm, whereas the core has a diameter of about 180 – 230 nm. Ribosomes appear as dark, grainy structure within the cell (e.g. black arrowhead).
2.2 *Bacillus subtilis* & *Bacillus thuringiensis*

The genus *Bacillus* is known since Ferdinand Cohn’s work on *Bacillus subtilis* (1872) [119]. The bacteria of this genus have become model organisms for microbial life, industrial applications such as biological insecticides and biological warfare [119, 132, 194, 281]. They are Gram-positive, rod-shaped, grow under aerobic conditions and are well-known for their ability to transform into the metabolically dormant state of an endospore [79, 119, 180, 193, 213, 214]. In this dormant state, the genetic information of the organism is very effectively stored due to an increased resistance to e.g. wet and dry heat, desiccation, ionizing radiation such as UV and $\gamma$ and chemical agents [213]. Reports of longevity include a sample of *B. anthracis* that was originally stored by L. Pasteur in 1888 and which showed active growth 68 years later but even longer resting times are possible [158]. Even, reports such as ‘revival’ of *Bacillus* spores from insect inclusions of amber that are millions of years old appear [34]. Cell culturing from spores of very old samples remains controversial.

The change of the vegetative cycle of the cell towards sporulation is induced when one or more nutrient sources such as carbon, nitrogen or phosphorus become depleted [119, 180, 193]. Typically, endospores can be observed in a cell culture that is in the transition state between exponential growth and stationary phase. The process can also be controlled by transferring a cell culture to a medium with negligible nutrients or by chemical treatments [119]. The process from vegetative growth to a mature endospore includes the following stages: (i) building of the forespore compartment, that is separated from the mother cell by the septum by asymmetric cell division, (ii) engulfment of the forespore within the mother cell, (iii) surrounding of the free forespore by two distinct layers of cytoplasmic membrane, (iv) forming of the cell wall and cortex, (v) building of the spore coat, (vi) maturing of the endospore (full heat resistance) and (vii) lysis of the mother cell [119]. The full process ending in a free endospore takes about 7-8 hours in case of *B. subtilis* [180, 229]. Vegetative growth is continued after germination of the endospore [205, 230, 272].

The morphology of the endospore is as follows: (i) the core contains the chromosome and is enclosed by the cytomembrane (inner forespore membrane), (ii) the cortex, (iii) outer forespore membrane, (iv) basement layer, (v) inner coat, (vi) outer coat, (vii) crust and, depending on the subspecies, (viii) an exosporium including possibly appendages [180, 193]. Endospores exhibit several remarkable physical properties. Firstly, the core is comparably dehydrated (by a factor of about 0.4) with respect to the outer layers, which is one reason for the heat resistance of endospores [19, 69]. The nucleoid of *B. subtilis* is transformed into a condensed state in the core during sporulation [69] where the DNA becomes toroidal [233]. Occasionally, the state of the DNA is also referred to as crys-
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12 According to [http://en.wikipedia.org/wiki/Bacillus_subtilis](http://en.wikipedia.org/wiki/Bacillus_subtilis) (15/04/2014) *Bacillus subtilis* was given the name *Vibrio subtilis* by Christian Gottfried Ehrenberg in 1835.

13 Interestingly, the report of Cano and Borucki in 1995 was published shortly after the science fiction movie *Jurassic Park* (1993), which is based on the Novel by Michael Crichton.

14 Heat resistance may also be increased due to rotationally immobilized proteins in the core [283].
talline [68]. It should also be noted that the core is highly calcified [69]. Next, the structure of particular spore elements can be highly ordered. For instance, a so-called honeycomb crystalline layer with a period of about 9 nm and \( \sim 5-6 \text{ nm} \) holes or pits seems to be present in the coat of many Bacillus species [231, 232]. Finally, it became only recently understood that the endospore morphology changes drastically due to an increase or decrease of relative humidity of its environment [68, 325]. The endospore is able to absorb water and release it reversibly [232]. In particular, it was shown by Westphal et al. [325] that endospores undergo swelling when exposed to an increase in relative humidity. They could identify two different swelling time scales \(( t_1 < 50 \text{ s} \text{ and } t_2 \approx 8 \text{ min})\), that may be related to diffusion times of water into coat & cortex and core, respectively.

Bacteria of the type Bacillus thuringiensis have been studied intensively for their pathogenicity to specific insects [9, 263]. The pathogenicity arises due to the ability of the bacteria to produce parasporal crystalline inclusions of pesticidal toxins, so-called Cry- and Cyt- proteins or protoxins [52], during the stationary phase [263]. These protein crystals consist of about \( 10^6 \) protein molecules, which account for 20 – 30% of the cell mass (without water) [2, 16]. The morphology of the crystals depends on the bacterial strain. For instance, bipyramidal and cuboid shapes can be found in B. thuringiensis subsp. kurstaki, whereas also ovoid structures can be found in B. thuringiensis subsp. israelensis [9]. The toxicity of the proteins is fully developed in the midgut of insect larvae due to a reaction with local proteases. In the solubilized, toxic state the proteins bind to apical cell membranes of the insect midgut and create ion channels or pores, which in turn leads to lysis of the cells [9, 263] and death of the insect. Structure analyses of the toxins on the scale of atomic resolution have been carried out with X-ray diffractometers (cf. [170]).

B. thuringiensis ‘Berliner 1915’, which was studied in this thesis, is pathogen to lepidoperan larvae [263]. Its crystals appear in a tetragonal form [116]. Purification of the crystals can be obtained by different centrifugation techniques [8, 36, 339].
Figure 2.17: TEM images of endospores of *Bacillus subtilis*. (a), (b) show longitudinal and transversal sections, respectively. The cortex (CX) around the core (CR) is visible but the coat appears to be missing. The condensed material (D) in the core is supposedly DNA in an artificial aggregated state. The extent of major and minor axes of the endospore in (a) are about 1600 nm and ~600 nm, respectively. The diameter in (b) is in the range of 500 – 560 nm. (c) presents a TEM image with an intact coat (C). Further details are cortex (CX) and the core (CR) with ribosomes (R). The major and minor axes of the core including cortex extent to about 630 nm and 460 nm, respectively. Taking also the coat into account yields about 1030 nm along the major axis and approx. 700 nm along the minor axis.
Figure 2.18: (a) shows a TEM image of two lysing *Bacillus thuringiensis* cells. The cell walls (CW) are already fragmented. One cell contains the typical protein crystal (PC), whereas the other cell is occupied by an endospore (dashed frame), that is surrounded by the exosporium (EX). Holes (H) in the TEM slice are visible. The protein crystal has dimensions of about 880 nm and 440 nm along the major and minor axes, respectively. The extent of the endospore including the coat is about 1190 nm along the major axis and 760 nm along the minor axis. (b) is a close-up of the endospore as indicated by a dashed frame in (a), revealing details of the exosporium (EX), coat (C), cortex (CX) and the core (CR). This section of the core contains mainly ribosomes (R).
2.3 Sample Preparations

2.3.1 Cell Culture of *D. radiodurans*

The bacteria *D. radiodurans* R1 (DSM no. 20539, Leibniz-Institute DSMZ-German Collection of Microorganisms and Cell Cultures GmbH) are cultivated on solid agar plates using Corynebacterium Agar (DSMZ medium 53, Tab. B.1, p. 192). Pure cell cultures from the DSMZ contain a dried cell pellet that needs to be dissolved in liquid medium. After an incubation of 30 min at room temperature, the cell suspension is homogeneously distributed on agar plates in amounts of about 200 µl. Cells have been incubated under slightly varying conditions such as different temperatures (30°C - 37°C). Incubation at lower temperatures slows down desiccation of the agar plates but higher temperatures may yield faster growth rates. The DSMZ recommends incubation at 30°C (cf. Fig. 2.19). Typically, incubation is stopped as soon as the whole surface of the plate is covered visibly with a thin layer of bacteria, which happens to be after 24 – 48 h. Longer incubation times facilitate forming of a thick, sticky bacterial mat, which should be avoided. In order to reduce the ratio of dead to viable cells, a repetition of the inoculation and incubation step can be carried out by using cells from the actively growing culture. After incubation, the cells are gently washed from the culture plate by using 1 – 1.5 ml phosphate buffered saline (PBS; Dulbecco’s Phosphate Buffered Saline, Sigma-Aldrich). Next, the cell suspension is washed 1-2 times with PBS in 1.5 ml tubes and by using comparably gentle centrifugation at 0.6 g for 60 s. At the bottom of the tube a layer of about 50 – 80 µl of red or pinkish cell pellet is obtained. Short time storage (over night) at 4 – 8°C in a fridge follows before further processing of the cell material.
Figure 2.19: Growth of *D. radiodurans* cells on solid agar medium M53 at $T = 30^\circ C$. Approx. 100 µl of cells of an actively growing culture was incubated for 10 min in 1 ml liquid M53 at room temperature. Thereafter, this cell suspension was distributed in amounts of 100 µl on fresh solid medium plates, i.e. each agar plate was homogeneously covered with 10 µl of cells. Next, the growth was monitored and quantified by inspecting single agar plates at different time intervals. (a) presents photographs taken on the agar plates before harvesting. The photos show the culture through the top of the petri-dish (2,3), from below (6,7) and from both sides (4,5). Note the formation of a thick film at (4). (b) shows optical density measurements (Spectrophotometer Nano Drop ND-1000, Peqlab, Germany) of the harvested cell cultures (suspended in PBS) of (a) at different times (2-7). Point (1) indicates the begin of the incubation but it does not represent a true measurement; its value is assumed to be the same as (2) due to no measurable increase in cells. The inset indicates corresponding cell yields.
2.3.2 Cell Culture of \textit{B. subtilis} & \textit{B. thuringiensis}

The growth medium used for both \textit{Bacillus} subspecies is Lysogeny broth (LB) (Tab. B.2, p. 192). It is a nutrient rich broth that can be used for many bacterial strains. Firstly, pure cell colonies of \textit{B. subtilis} 168 (‘Ehrenberg 1835’) ‘Cohn 1872’ (DSM no. 23778, Leibniz-Institute DSMZ-German Collection of Microorganisms and Cell Cultures GmbH)\textsuperscript{15} and \textit{B. thuringiensis} 1564 ‘Berliner 1915’ (DSM no. 350)\textsuperscript{16} are incubated for 1 day in a shaking incubator (Innova 42, Eppendorf) at 30° (200 rpm) in 20 ml LB medium in a 100 ml Erlenmeyer flask defining the preculture. In case of \textit{B. subtilis}, inoculation of 100 ml LB medium in a 500 ml Erlenmeyer flask with about 10 µl cell suspension is initiated on day 2. A transfer of \textit{B. thuringiensis} to the same growth conditions has a negative influence on the spore and protein crystal yields. Best results have been obtained by keeping the combination of 20 ml medium in a 100 ml volume flask. Hence, on day 2 about 10 µl cell suspension of \textit{B. thuringiensis} is transferred to 20 ml of fresh LB medium in a 100 ml Erlenmeyer flask. The cell growth has been monitored via optical light microscopy (Fig. 2.20) and optical density measurements (Fig. 2.21), which suggests that sporulation starts already after approx. 9 h of incubation (the onset of the log-phase). However, in order to obtain significant yields of endosporeulation both cell cultures are simply incubated for 6 days. Finally, endospores can be harvested on day 7.

The material is purified by successive centrifugation and washing steps. Firstly, remnant medium is removed from the endospores suspension by 10 min of centrifugation at 2000 – 4000 g, favourably at 4°C. Next, one or more washing steps with pure water are carried out using 1.5 ml tubes and centrifugation for 10 min at 5000 g. In case of \textit{B. subtilis}, a pellet of two layers of material already becomes visible after this secondary centrifugation procedure. The upper, dark layer consists of endospores, whereas the lower, brighter layer is formed by remnant cell material. Consequently, the bright layer is discarded. After 6 days of incubation, there are significantly less free endospores in the culture of \textit{B. thuringiensis} than in the one of \textit{B. subtilis}. Hence, only one layer of mixed material remains in the tube. After these washing steps, the material can be stored for at least one day at 4–8°C in a fridge. Long term storage is not advisable as spontaneous germination can be expected \cite{119}. Of course, the purity of the \textit{B. subtilis} endospore material undergoing long term storage can be controlled by centrifugation being followed by removing the bright layer.

\textsuperscript{15}Hereafter, the strain identification ‘168’ is omitted.

\textsuperscript{16}Henceforth, the strain identification ‘1564’ is omitted.
Figure 2.20: (a) cells of *Bacillus subtilis* in solution can be seen on the phase contrast optical light micrograph (40x, NA = 0.75, Neofluar Zeiss; Zeiss Axioskop 40) as indicated by the white arrow head. Isolated endospores, which appear as bright spots due to their high refractive index, are typical for this cell culture after several days of incubation (e.g. black arrow head). (b) The image shows an optical light micrograph (phase contrast) of cells of *Bacillus thuringiensis* in solution after several days of incubation. Many of the cells have formed intracellular endospores (e.g. black arrow head). In addition, a few isolated endospores are visible as well (e.g. white arrow head).
2.2.3 Preparation of Ultra-thin Sections for Transmission Electron Microscopy

The preparation of ultra-thin sections (thickness approx. 80 nm) of resin embedded, chemically fixed and stained samples is a standard procedure for electron microscopy [156]. Here, a protocol from M. Hoppert is followed (see also [140]). At first, the bacterial cells (in PBS) are chemically fixed with 2.5\%(v/v) glutaraldehyde. After an incubation of 90 min on ice, the material is washed at least once with PBS. Next, the buffer is almost entirely removed until the remnant material still allows to be resuspended. The cell material is then mixed with an equal amount of liquid 2\%(w/v) Bacto-agar (Agar Bacteriological, Oxoid LP0011, UK)/PBS. The agar-PBS is kept in a liquid state at 50°C before mixing it with the cells. Thereafter, the liquid is allowed to cool down and solidify. In the following step, the solidified agar/ cell suspension is cut with a razor blade into cubes with side length 1 mm. The agar cubes are then incubated for 1 – 2 h in a 1\%(w/v) solution of osmium tetroxide. Afterwards, the aliquots are washed several times (≥ 3) with pure water. Next, the samples are dehydrated via an ascending series of ethanol concentration followed by embedding with the resin LR White (Agar Scientific, UK; cf. Tab. C.1, p. 192). Single aliquots are then transferred into resin filled gelantine capsules. Finally, polymerisation is carried out by baking the
capsules for at least 24 h at 50℃. Cutting ultra-thin sections from the resin-cell block requires appropriate pre-shaping by e.g. milling. The optimum shape is given by a pyramid with rectangular base and without the apex, i.e. a rectangular top (cf. Fig. 2.22). The top includes the block of bacterial material. Starting from the flat top, ultra-thin sections of the material along the normal axis of the top are obtained by cutting with a microtome (Ultracut E, Reichert-Jung). Only glass knives have been prepared and used in the context of this work. The ultra-thin sections are transferred onto TEM sample grids, which have been covered with a thin support film of formvar. Before TEM imaging, the sample sections are negatively stained by incubating them for 2 min on a droplet of 4% (w/v) aqueous solution of uranyl acetate.

Figure 2.22: The image shows a resin embedded and chemically fixed sample of D. radiodurans cells. The trimmed top allows preparation of ultra-thin sections with a microtome. The white arrow indicates the position of the cellular material, which appears dark due to the treatment with osmium tetroxide. The black arrow points onto the polymerised pure resin part of the block.

2.3.4 Vitrification

The easiest way to control the metabolic state of the bacterial cells during an X-ray experiment is to fix it beforehand. In the field of electron microscopy numerous different fixation protocols and methods have been developed to preserve the cellular structure as best as possible [140, 192]. For many applications chemical fixation is sufficient. However, it is also known that chemical fixation is not
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minimal invasive and prone to damaging the native ultrastructure \[70\, 244\, 323\]. Currently, the near optimum preservation of the native state is considered to only be achievable by vitrification (cf. \[4, 5, 191\]), i.e. rapidly cooling the fully hydrated specimen below the glass transition temperature \(T_g\) of water of about 136 K \[35\] and thereby freezing the water in an amorphous state. The prevention of crystal formation (cubic or hexagonal ice) during the process of temperature lowering is advantageous as, for instance, the formation of crystalline ice affects the concentration of solutes within the cells (phase segregation) which in turn causes structural damage \[192\]. In addition, the increase in volume during crystallization can be hazardous for cellular structures \[244\]. In practise, there are two vitrification techniques that are commonly applied: (i) plunge freezing and (ii) high pressure freezing. The advantage of the plunge freezing method is that a corresponding apparatus can be easily constructed from a few simple materials (cf. \[95\]), whereas the high pressure freezing allows vitrification of samples with a thickness of hundreds of microns \[244\]. In case of the plunging method, which was used for the results in this thesis, the sample itself is injected with high speed (\(\sim 1 – 2\, \text{m/s}\)) into a liquid cryogen such as propane or ethane, which is kept shortly above its melting point (\(T_{\text{mel}}(\text{ethane}) = 90\, \text{K}\), \(T_{\text{mel}}(\text{propane}) = 84\, \text{K}\) \[244\]).

The complete (significant) vitrification of pure liquid water and dilute aqueous solutions has been primarily demonstrated in a reproducible manner by a slightly different technique: jet-freezing \[27\]. The experimental procedure by Brüggeler and Mayer was to jet emulsion droplets (1 – 5 µm) of n-heptane containing the sample material into liquid ethane (\(\sim 90\, \text{K}\)). Here, the necessary cooling rate was estimated to be between \(10^5\, \text{K/s}\) and \(10^6\, \text{K/s}\). Using the plunging method, it was shown that pure water can only be vitrified when its volume is smaller than droplets with a diameter of 1 µm \[191\]. Cellular material like bacterial cells contain about 60% to 80% water but it cannot be considered to be in a pure state due to the complexity of the cytoplasm. As a consequence, the conditions for successful vitrification can often be relaxed \[244\] and also thicker specimens (\(< 10\, \mu\text{m}\)) may be vitrified by plunge freezing \[192\]. Here it should be kept in mind that due to the complexity of vitrification of cellular material the formation of small ice crystals can never be fully excluded but their size and occurrences are definitely minimised. In the ideal case, their size is below the experimental resolution. In addition, it should be noted that the cooling rates of \(10^5\, \text{K/s}\) allow fixing the state of the sample within a time window that is in the millisecond range. Therefore, processes happening on shorter time scales such as chemical reactions cannot be fixed with this method.

In this thesis, plunge freezing was carried out using a commercial grid plunging machine (Leica EM GP, Leica Microsystems; cf. \[309, 322\] for exemplifying applications) which allows preparing the sample grid under humidity- and temperature-controlled conditions. In addition, the grid plunger is able to monitor and control the temperature of the cryogen. Both ethane and a mixture of 63% propane and

\[^{17}\text{Note that the determination of } T_g \text{ has been controversial.}\]
37% ethane were used as cryogens. Their working temperatures were set to 90 K and 84 K, respectively. The mixture was preferred as it yields a comparable quality of vitrification but exhibits a lower melting temperature \[305\]. This is particularly helpful to prevent the cryogen from freezing which simplifies the working conditions.

The plunging procedure is as follows (cf. also \[95,322\]):

1. Initiate the grid plunger with desired parameters (humidity, chamber temperature and cryogen temperature).

2. Prepare sample holders. It is best to hydrophilize the surface of Si\(_3\)N\(_4\) windows (Silson, Uk). During the blotting step this helps to keep a very thin water layer on the cells. In the ideal case, the cells are coated in a layer of about 100 nm of water before entering the cryogen. Hydrophillization was achieved by 5 – 10 min of plasma cleaning (Harrick Plasma, NY, USA).

3. Prepare cell suspension. There are two parameters which may be important for the experiment: (i) cell density and (ii) cell medium. For instance, a tomographic imaging experiment requires a comparably low cell density, whereas a high cell density may be more suitable for a scanning experiment. Finding the desired density involves repetitions of steps 3 and 4, followed by an optical inspection. Typically, the cell medium is buffer (pH = 7.2 – 7.3), which is fine if the X-ray experiment is carried out under cryo-conditions. However, if the sample is inspected with X-rays in a dried state (involving lyophilisation after vitrification) buffer or growth media are not recommend as these can yield plenty of crystalline remnants (cf. Fig. 2.23). In case of endospores of \(B.\ subtilis\) and \(B.\ thuringiensis\), good results can be obtained using deionized water.

4. Load the sample holder into the humidity chamber. Typically, the flat square side of the sample holder is aligned vertically, that is, along the plunging direction but it should be noted that horizontal alignment may yield better vitrification results \[155\]. A droplet of 1 – 1.5 µl of cell suspension is placed onto the centre of the Si\(_3\)N\(_4\) membrane. Although the grid plunger is equipped with an automated blotting routine it is often necessary to manually blot the excess suspension in order to achieve the thin layer of water on top of the cells. Here it should be noted that 1 µl of liquid may extend up to about 40 µm from a 5 mm \(\times\) 5 mm base (assuming a cuboid shape of the liquid on the sample holder).

5. Promptly start the plunging step.

6. Transfer the sample into a cryo vial and store under cryogenic conditions until further use.
Figure 2.23: (a), (b) present images of a sample of freeze-dried endospores of *B. subtilis* that shows excessive remnants from buffer. (a) presents a stitched image of multiple optical DIC micrographs covering the whole Si₃N₄ membrane. (b) shows a zooming-in of (a). The grey scales of the images are inverted for reasons of an optimised contrast and visibility. The issue of buffer remnants is illustrated by SEM images of air dried samples of *B. thuringiensis* on a silicon wafer in (c) and (d). Here, the rod-shaped bacteria appear comparably dark, and it can be seen that there is plenty of crystalline material surrounding the cells.

### 2.3.5 Lyophilisation

The success and the quality of lyophilisation crucially depends on maintaining the pressure below the saturation vapour pressure of (amorphous) ice while ensuring the temperature of the sample to be below the threshold for devitrification. In case of pure water, devitrification is expected around $T_g = 136 \text{ K}$, whereas according to [244] the recrystallization temperature is expected to be around $183 - 193 \text{ K}$ for biological cells ($233 \text{ K}$ for cryoprotected cells). It is illustrative to look at the necessary sublimation times of hexagonal ice (cf. Tab. 2.6): the drying time
of pure water being kept below the transition temperature for recrystallization appears to be unpractical. However, the saturation vapour pressure of amorphous ice should be 1-2 orders of magnitude higher \([175]\) reducing the necessary drying times to feasible values. For instance, 5 µm thick vitrified biological samples may be dried in a time of about 1.5 h at 150 K \([175]\). Using table 2.6 and the Hertz-Knudsen equation for the sublimation rate \([150, 175, 244]\), one obtains a drying time of about 0.08 min at 173 K for a sample of 1 µm vitrified biological material indicating that lyophilisation without formation of cubic or hexagonal ice can be achieved for sufficiently thin samples such as bacteria. In particular, the Hertz-Knudsen equation is given by \([150]\)

\[
J_s [g/cm^2s] = p_{tr} \sqrt{M/(2\pi R T_{tr})},
\]

where \(M = 18.0152 \text{ g/mol}\) is the molecular weight of evaporating water, \(R = 8.314471 \cdot 10^7 \text{ J/(K \cdot mol)}\) is the universal gas constant, \(T_{tr}\) is the absolute temperature in kelvins, \(K\), at the interface and \(p_{tr}\) is the saturation vapour pressure, in \(10^{-1}\) Pa, at \(T_{tr}\).

Lyophilisation of the bacterial samples was carried out in a workshop-build freeze drying apparatus which is designed for reaching high vacuum (for details see \([239]\)). The forepump system consists of a rotary vane pump. At lower pressures (< \(10^{-5}\) bar), the high vacuum is maintained by a cryopump. The low temperature reservoir is a massive 26 kg brass block that is initially cooled with liquid nitrogen to about 77.15 K (196°C). The brass block is formed with a small basin that is loaded with the samples bathing in liquid nitrogen. To this end, it is possible to record automatically the raise in temperature of the block (cf. Fig. 2.24) but the pressure can only be monitored in an analogue fashion. Monitoring the pressure indicates that a high vacuum of \(\sim 10^{-8}\) bar can be established after about 4 hours. Within this time the brass block heats up to approx. 143 K (cf. Fig. 2.24). Thereafter, it takes another 6 hours before reaching the critical temperature of 90 K. Hence, it is reasonable to assume that there is sufficient time for freeze-drying without devitrification of vitrified bacterial samples with a thickness of \(\lesssim 5\) µm.

Examples of samples that have been plunge-frozen and lyophilised are presented in figures 2.25, 2.26 and 2.27.

| \(T\) [K] | \(P_s\) [bar] | Drying time /µm |
|-------|-----------|-----------------|
| 123   | \(6.7 \cdot 10^{-15}\) | 27 years        |
| 153   | \(1.2 \cdot 10^{-10}\) | 14 hours        |
| 173   | \(1.3 \cdot 10^{-8}\)  | 8 min           |
| 183   | \(9.3 \cdot 10^{-8}\)  | 1 min           |
Figure 2.24: The graph shows an exemplifying curve of the rise in temperature during lyophilisation. The black arrow heads mark the points \((t[h], T[°C]) = (3.98, -130.9), (9.15, -93.1), (92.98, 13.9)\) which supposedly indicate switching of the pumping system to high vacuum \((\sim 10^{-8}\text{ bar})\), end of sublimation and opening of the vacuum chamber to room temperature, respectively. The grey zone indicates the temperature region between 183 K and 193 K where devitrification is expected.
Figure 2.25: This figure shows images of the sample of freeze-dried *D. radiodurans* that have been analysed with a combination of ptychography and tomography (cf. section 3.1 p.69). (a) presents a stitched image of multiple optical DIC micrographs covering the whole Si$_3$N$_4$ membrane. (b) shows a zooming-in of (a) and (c) is a zooming-in of (b) as indicated by white, dashed frames. The grey scales of the images are inverted for reasons of an optimised contrast and visibility. The image in (a) was created by using the MosaicJ plugin of the open-source ImageJ software project which was originally programmed by Wayne Rasband [237, 261, 262, 292].
Figure 2.26: This figure shows images of the sample of freeze-dried endospores of *B. subtilis* on a Si$_3$N$_4$ membrane (cf. section 3.5, p. 161). The dashed, white frame indicates the region where X-ray experiments were carried out. (a) presents a stitched image of multiple optical DIC micrographs covering the whole membrane. (b) shows a zooming-in of (a) as indicated by the black, dashed frame. The black spots are single endospores. The grey scales of the images are inverted for reasons of an optimised contrast and visibility. The image in (a) was created by using an automated scanning stage for the inverse Microscope Axio Observer Z1 in combination with the software AxioVision (Zeiss, Deutschland).
Figure 2.27: This figure shows images of the sample of freeze-dried *B. thuringiensis* cells and endospores on a Si$_3$N$_4$ membrane (cf. section 3.5, p. 161). (a) presents a stitched image of multiple optical DIC micrographs covering the whole membrane. (b) and (c) show a zooming-in of (a) and (b) as indicated by the black, dashed frames, respectively. The black arrow heads indicate isolated endospores, whereas white arrow heads point onto cell material. The grey arrow heads identify regions with remainders from the medium and buffer. The grey scales of the images are inverted for reasons of an optimised contrast and visibility. The image in (a) was created by using an automated scanning stage for the inverse Microscope Axio Observer Z1 in combination with the software AxioVision (Zeiss, Deutschland).
Experiments

3.1 Ptychographic Imaging and Nano-Diffraction of *D. radiodurans*

Ptychographic coherent X-ray diffractive imaging (PCDI) has been combined with nano-focus X-ray diffraction to study the structure and density distribution of unstained and unsliced bacterial cells *D. radiodurans* using a Fresnel zone plate (FZP) nano-focus. In comparison to PCDI, which necessitates a high degree of coherence, overlap and oversampling, nano-diffraction can be carried out with relaxed experimental constraints. While PCDI provides images of the bacteria with quantitative contrast in real space with a resolution well below the beam size at the sample, spatially resolved small angle X-ray scattering using the same FZP (cellular nano-diffraction) provides structural information at highest resolution in reciprocal space up to 2 nm$^{-1}$.

In principle, cellular nano-diffraction can be used to access many structural parameters such as inter-molecular spacings, short range correlations, lattice constants and form factors. In contrast to the seminal works by Fratzl and co-workers dealing with small angle X-ray scattering (SAXS) of biological materials [87, 88, 106, 157, 224, 248, 318], where the average is taken over the area of a much larger beam, the nano-focus restricts the average over Fourier components to a much smaller volume. This may be particularly useful for studying biological cells, which exhibit a local ordering on small length-scales$^{18}$. For obvious reasons, one aims at reducing unwanted scattering contributions from the surrounding cellular material. Importantly, finding these cellular structures or interpreting the results may be significantly simplified by a combination with a high resolution imaging technique such as ptychography. Here, it is shown how the real and reciprocal space approach can be used synergistically on the same sample and with the same set-up.

This section is partly based on a work published in [330]. Note that, the presentation here reflects the original intention for publication. The ptychographic imaging results of the bacterial cells, which are presented in section 3.1.9 (p. 97), have not been considered to be significant enough to warrant publication in [330]. For this reason, the ptychographic imaging experiment was repeated and improved on a different cellular sample (section 3.1.10 p. 100). Additionally, some more technical details about the tomographic alignment are included. Furthermore, transmission electron microscopy was carried out on cells of *D. radiodurans*. An investigation of the influence of the spatial coherence on the ptychographic reconstructions is also included in section 3.1.8. The presentation here is intended to supply a more complete and coherent picture of the experiment. In case of the cellular nano-diffraction experiment, M. Priebe contributed significantly to the experimental part and he also prepared the corresponding bacterial sample which is gratefully acknowledged.

$^{18}$For introductions to (standard) SAXS, the reader is referred to [99, 107].
3.1.1 Experimental Set-up

The experiment has been carried out at the coherent Small Angle X-ray Scattering beamline (cSAXS) of the Swiss Light Source (SLS) at the Paul Scherrer Institut in Villigen, Switzerland. Starting from the undulator source consisting of \( N_u = 96 \) magnet periods with undulator period of 19\,mm, the beam was defined by the following optical elements, as indicated schematically in Fig. 3.28: (i) horizontal slits S0 at 12.1\,m distance from source, (ii) horizontal and vertical slits S1 at 26\,m, (iii) a Si(111) double crystal monochromator at 28.6\,m (2nd crystal). The first crystal was LN2-cooled. The monochromator was set to a photon energy of 6.2\,keV. Following (iv) further slit systems S2, S3, and S4 as well as the fast shutter system (FS) for triggered detector read-out, the beam impinges on a Fresnel zone plate (FZP) with preceding central stop (CS). A highly efficient FZP fabricated of Au on a Si\(_3\)N\(_4\) membrane using 100\,keV e-beam lithography and electroplating \cite{102,103} with a diameter of \( \varnothing = 200\,\mu\text{m} \), zone height of 1\,\mu\text{m} and outermost zone width \( \Delta r = 100\,\text{nm} \) was used here. The FZP was located at about 34\,m from the source and at a distance of about 0.1\,m to the sample. An order sorting aperture (OSA) with a diameter of \( \varnothing = 20\,\mu\text{m} \) was placed between FZP and sample. The sample was positioned by a high precision piezo stage (Physik Instrumente, Germany) mounted on an air bearing rotation stage (Micos UPR160F) on top of a hexapod (PI M-850).

![Diagram](image_url)

**Figure 3.28:** Beamline setup used for cellular diffraction and ptychography: X-ray undulator source (S), horizontal slits (S0), horizontal and vertical slits (S1-S4), Si(111) monochromator (LN2-cooled), fast shutter (FS), filter (Fi), central stop (CS), Fresnel zone plate (FZP), order sorting aperture (OSA) and focus (F) with bacterial specimen.

Set-up for cellular nano-diffraction: sample in focus, short distance \( z_{12} = 2.28\,\text{m} \) to detection plane (D), short flight tube (FT) and beam stops (BS). PCDI setup: sample slightly out of focus \( z_{01} = 1\,\text{mm} \), long distance \( z_{12} = 7.22\,\text{m} \) to detection plane (D) and long flight tube (FT).

The first part of the experiment was optimised for diffraction: a cryojet was used to cool the sample and the zero read-out noise photon counting detector PILATUS 2M (SLS detector group, \cite{163}) was placed \( z_{12} \approx 2.28\,\text{m} \) behind the sample.
(according to a calibration using silver behenate), with $1475 \times 1679$ pixels of size $172 \mu m \times 172 \mu m$. A flight tube of length $2.063 m$ was used between sample and detector to reduce air-scattering of the diffracted X-ray beam. Beam damage of the detector was suppressed by using multiple beam stops between sample and detection plane and/or by using silicon filters of appropriate thickness. The coherence properties of the beam were altered by changing the gap of the horizontal slits S0. Importantly, increasing the gap yields a beam with lower spatial coherence, but more flux.

The second part of the experiment was optimised for ptychography: The coherent slit setting of S0 (gap width $10 \mu m$) was chosen. In addition, a long distance between sample and detection plane is favoured for sufficient sampling of the recorded diffraction pattern (fulfilment of the oversampling condition). Therefore, the PILATUS 2M was placed at the long working distance of $z_{12} \approx 7.22 m$ behind the sample and a helium-filled flight tube of length $7 m$ was used. Ptychographic imaging results of D. radiodurans as presented in section 3.1.10 (p. 100) have been obtained during a second experiment at the cSAXS beamline using the same experimental setup. However, the detector was placed at $z_{12} \approx 7.65 m$ (see [217] for distance calibration) with an air path of $\approx 0.4 m$ between the flight tube and the PILATUS. A cryojet, beam stops and filters were not used for ptychographic imaging.

### 3.1.2 Sample Preparation

Cells of Deinococcus radiodurans R1 were cultivated from freeze-dried cultures (DSM No. 20539 by the German Collection of Microorganisms and Cell Cultures) for one day at $37^\circ C$ on petri dishes covered with nutrient medium Corynebacterium Agar (Table B.1, p. 192). Prior to preparation, the actively growing cells were washed off the culturing medium with about $1.5 ml$ buffer solution ($2 g/l$ KH$_2$PO$_4$, $0.36 g/l$ Na$_2$HPO$_4 \cdot 2H_2O$, pH $= 7.2$). After placing a droplet of cell suspension onto the substrate, a polyimide foil of $12.5 \mu m$ thickness (MiTeGen, USA), the cells were allowed to adhere for 60 seconds. In case of the second ptychographic imaging experiment of section 3.1.10 (p. 100), the cells were placed on a Si$_3$N$_4$ membrane of $500 \mu m$ thickness (Silson, UK) and allowed to adhere for a few seconds. The remaining buffer was blotted, both types of foils were cryo-plunged into liquid ethane to prevent crystallization and afterwards lyophilized in a home-built freeze-drier.

### 3.1.3 Details and Terminology: Cellular Nano-Diffraction

In a first step diffraction data of D. radiodurans cells was taken by translating the object in the XY-plane of the focal region using a coherent slit setting of S0 on the sample region A of Fig. 3.29 (see Table 3.7 for a summary on scan details). The performed mesh scans differ in dwell time $\Delta T$, step size $\Delta_{xy}$ between adjacent scan points and field of view (FOV). The dataset $A_1$ was recorded without a beam stop but with a Si filter of $50 \mu m$ thickness. $A_2$, $A_3$, $A_4$ were carried out with a
beam stop and no filters. The two diffraction patterns of $A_4$ were taken on a cell region and on an empty region of the polyimide foil, respectively.

Secondly, more diffraction data was taken with the same settings on the sample region $B$ (cf. Fig. 3.29, Table 3.7). However, a rather incoherent beam was used by opening the slits $S_0$ to a width of $\Delta = 0.42$ mm. Two beam stops were used during recording of the datasets $B_1$ and $B_3$. Afterwards, the scan $B_2$ was performed in the coherent setting without any beam stop but with a Si filter of $50 \mu$m thickness.

For each mesh scan four contrast values can be calculated from every single diffraction pattern: the integral signal (transmission), the ratio of the integral signals from a region defining the central beam and from its counter set (darkfield) and the differential phase contrast in the $x$- and $y$- direction, DPC-$x$ and DPC-$y$ respectively (cf. section 1.3.1, p. 34). Note that by blocking a part of the primary beam using a beam stop, none of these contrasts reflect quantitative measurements any more. However, the tails of the primary beam can still be used for the analysis to obtain sufficient contrast. Here, only a subset of $194 \times 194$ pixels around the centre of the beam of each diffraction pattern has been used to obtain the different contrasts.

Next, the corresponding diffraction patterns were segmented according to the contrast (darkfield or DPC) into ‘cell and sample holder’, $\Sigma_1$, and ‘sample holder’, $\Sigma_2$, (cf. e.g. subgraphs in Fig. 3.30, 3.31). This was done either by thresholding the darkfield image or by thresholding a contrast image followed by further image processing. Diffraction curves $I(|\vec{q}|)$ have been calculated for both sets of diffraction patterns by averaging over the set $\langle \cdot \rangle_{\Sigma_{i=1,2}}$ and azimuthally averaging $\langle \cdot \rangle_\phi$ with respect to constant radii. The difference signal

$$\Delta I(|\vec{q}|) = \langle \langle I_j(\vec{q}) \rangle_\phi \rangle_{j \in \Sigma_1} - \langle \langle I_j(\vec{q}) \rangle_\phi \rangle_{j \in \Sigma_2}$$

(3.107)

is the basis for the analysis. Here, the momentum transfer $|\vec{q}| = 2k \sin \alpha/2$ is used with $\alpha$ being the angle between optical axis and scattering vector, and $k$ denoting the wavenumber. Due to spurious OSA scattering, some sectors of the diffraction patterns had to be excluded. Dead and hot pixels have been masked. The absence of correlations between the scattering signal from the sample holder and the scattering of the cellular specimen justifies background subtraction similar to conventional (incoherent) diffraction. The fact that both coherent and incoherent illumination settings yield consistent results can be regarded as a validation of this assessment. It is stressed that background subtraction based on a pixel by pixel analysis of the sample (sample pixels versus background pixels) was found to be significantly more robust than background subtraction based on a second empty sample.

3.1.4 Results: Cellular Nano-Diffraction

The darkfield and differential phase contrast of the scanned regions $A$ and $B$ clearly reveal the outline and some internal structure of the cells in the scanned FOV (see Fig. 3.29). The images of the sample regions $A$ and $B$ show typical shapes of $D.\ radiodurans$ aggregates, as known from light and electron microscopy.
and a previous ptychographic study [97]). Importantly, scanning diffraction with the four observables transmission, phase shift DPC-x, DPC-y and darkfield allows for fast, robust visualisation of biological cells without staining and with the additional benefit of a large FOV that can be easily adapted. The images have been recorded with samples kept in the cryojet, demonstrating that cryo samples can be made compatible with the vibration requirement needed for nano-beam scanning diffraction. In case of the coherent datasets ptychography yields an accurate picture of the actual illuminating wave-field. The reconstructed wave-field \( P(\vec{x}) \) (Fig. 3.33(a)) was propagated along the optical axis back to the position of this sample. Here, the advantage of combining scanning diffraction images with ptychographic phase retrieval is stressed, since the probe and hence the resolution can be exactly quantified, presenting a significant advantage over conventional knife edge measurements, which will be discussed in section 3.1.7 (p. 83). The probe at the sample is illustrated by the overlay in Fig. 3.29(d). The size of the beam at the sample matches the visual impression of the resolution.

One may be concerned about the effect which a highly convergent beam has on small-angle X-ray scattering, since SAXS measurements usually require collimated beams. By placing a sample in the planar wave-front of the focal plane, the far-field pattern of the sample structure is measured. More precisely, the measured far-field pattern corresponds to the Fourier transform of the sample convolved with the Fourier transform of the probe, which is a plane wave with for example a Gaussian envelope in the focal plane. Since for cellular nano-diffraction one is by definition interested in diffraction from structures, which are smaller than the beam size, one realizes that the convolution of the far-field pattern with the Fourier transform of the probe has only a negligible effect, if the structure size is much smaller than the beam size. This is the case in the present work. Furthermore, one may even argue that it will be easier to control the wave-front flatness of a coherent nano-beam by ptychography than the collimated (stochastic) wave-fronts of macroscopic SAXS measurements. For instance, the reconstructed probe can be used to precisely find the position of the focus in the beam.

Next the diffraction data in q-space is discussed, which can give complementary information to the ptychographic reconstruction, in particular since a larger q-range can be exploited. At the same time, the ptychographic reconstruction helps to ‘locate’ the source of the diffraction signal. Since each point of the images (differential phase contrast and darkfield) corresponds to a single diffraction pattern the image can be segmented into pixels with cells and without cells, representing the empty sample holder (see insets in Fig. 3.30 [31]). By making use of the whole sets of collected diffraction data one is able to discriminate diffraction signal of cellular material from diffraction signal of the polyimide foil, representing the background signal. The two diffraction intensities (averaged over the number of corresponding pixels) are displayed as a function of \( q \) after azimuthal averaging, together with the difference signal, which can be interpreted as the average background subtracted diffraction signal of the bacterial cells. These diffraction curves can be well described by a power-law behaviour \( y = a \cdot q^{\nu} + c \) in the high q-region (Fig. 3.30 [31]). All exponents \( \nu \) lie between values of \(-3\) and \(-4\). Importantly,
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this is also true for the diffraction curves that have been obtained at singular positions ($A_4$, $B_3$, Table 3.7). One might expect the diffraction signal to be quite different at a single position of the cell in comparison to the case where the diffraction signal is averaged over a whole cell or a bunch of cells. However, for the case of a bacterial cell, without the pronounced organelles typical for eukaryotic cells, the results show that this is not really the case. In other words, the structure leading to the observed power law decay originates at length scales much smaller than the beam size used here ($\sim 508 \text{ nm} \times 538 \text{ nm}$ FWHM values of probe intensity $h \times v$). Thus a single shot represents a spatial average very similar to that of the entire cells. The fact that the functional form of the diffraction signal follows a power law with an exponent $-4 \leq \nu \leq -3$ has been observed for the power spectral density of a ptychographic reconstruction of $D. \text{radio}'\text{dura}'\text{ns}$ [97] and is indicative of a self-affine distribution of scattering length density. Note that structures composed of compact regions with sharp interfaces would exhibit a power law with $\nu = -4$, corresponding to the well known Porod law. Least-square fits are used as shown in Fig. 3.30 to determine the cut-off $q_t$ where the diffraction signal reaches a constant white noise level. This cut-off can be defined as the resolution of the diffraction experiment. In the following it can be used to compare the influence of (a) counting time and (b) slit settings on $q_t$. In explicit terms $q_t$ is the intersection of the power-law decay $a \cdot q^\nu$ and the constant background $c$

$$q_t := (c/a)^{1/\nu}.$$  

The upper graph in Fig. 3.30 shows the background corrected cellular diffraction signal as measured for $\Delta T = 1 \text{ s}$ and $\Delta T = 10 \text{ s}$, leading to $q_t = 0.75 \text{ nm}^{-1}$ and $q_t = 0.95 \text{ nm}^{-1}$, respectively. This is in agreement to experimental expectation. The $\Delta T = 100 \text{ s}$ dataset recorded at a single spot, displayed in the lower graph of Fig. 3.30 shows an even stronger signal, extending to $q_t = 1.88 \text{ nm}^{-1}$. This demonstrates that cellular structure can be analysed by diffraction at resolutions (in rec. space) which are currently not accessible by X-ray microscopy, neither in the conventional form nor the more recent Coherent Diffractive Imaging (CDI) variants. The data shown in Fig. 3.30 also illustrates the difficulties associated with spurious scattering by the OSA, which is difficult to suppress due to thermal effects induced by the cryojet.

Finally, it is noted that at small $q$ the $A_4$ dataset shows a transition of the power law decay to a plateau (not fully reached due to the BS). This behaviour was captured by adapting the fitting function to $I = a \cdot q^\nu (1 - \exp(-(d \cdot q/2\pi)^2)) + c$, with $d$ denoting the crossover. The resulting value of $d \approx 60 \text{ nm}$ gives a typical length scale of the largest structure.

Next, the effect of opening the slit $S_0$ and the associated relaxation of coherence on the resolution is discussed. Note that the high flux does not necessarily have to result in higher $q_t$ due to a possible decrease in signal to noise. However, the results shown in Fig. 3.31 of the $B_1$ dataset show $q_t = 2.3 \text{ nm}^{-1}$ which is indeed the highest value obtained. Furthermore, it seems that dose fractionation over the entire aggregate of cells presents an advantage over a single point long
measurement where a moderate increase in resolution (in $q$-space) can be observed, at least for detectors which are free of read-out noise.

The results of the dose estimations are presented in Fig. 3.38 as described in the method section (cf. Eq. (3.120)). Note that the dose estimations are spatially more precise than a simpler estimation based on an average fluence, which can be best seen in Fig. 3.38(b). After all, a comparison of the attainable resolution in diffraction settings should always be accompanied by a corresponding comparison in dose in view of the important issue of radiation damage in biological specimens. In case of the sample region A (coherent setting) the average photon flux was measured with the PILATUS to be $\sim 7 \cdot 10^8$ photons/s. Assuming the same photon flux at each scan position, doses of $3.6 \cdot 10^7$ Gy, $2.2 \cdot 10^7$ Gy and $1.3 \cdot 10^8$ Gy for $A_2$, $A_3$ and $A_4$ are obtained, respectively. In case of the incoherent setting of sample region B, the increase in flux is determined to be in the range of a factor of $10^{-17}$ due to the increased gap of the slit $S_0$. Therefore, assuming an average photon flux of $\sim 10^{10}$ photons/s yields applied doses of $5.5 \cdot 10^7$ Gy and $2 \cdot 10^9$ Gy in case of the incoherent datasets $B_1$ and $B_3$, respectively. The results are summarized in Table 3.7.

**Table 3.7:** Overview of diffraction datasets according to dwell time $\Delta T$, step size $\Delta_{xy}$ and number of scan points $N_x \times N_y$ within the rectangular mesh. In addition, Si filter thickness (BS denotes usage of beam stops instead of Si filter) and nominal gap of slits $S_0$ are shown as well as the results from diffraction analysis for the exponent $\nu$ of the diffraction curves, highest scattering vector $q_{\hat{T}}$ and dose estimations $D$.

| region A | $\Delta T$ [s] | $\Delta_{xy}$ [µm] | $N_x \times N_y$ | Si [µm] | S0 [µm] | $\nu$ | $D$ [Gy] | $q_{\hat{T}}$ [nm] |
|----------|----------------|-------------------|-----------------|---------|---------|------|---------|-----------------|
| $A_1$    | 0.1            | 0.1               | $161 \times 191$| 50      | 10      | -    | -       | -               |
| $A_2$    | 1              | 0.2               | $41 \times 41$  | BS      | 10      | -3.2 | $3.6 \cdot 10^7$| 0.75             |
| $A_3$    | 10             | 0.8               | $11 \times 11$  | BS      | 10      | -3.7 | $2.2 \cdot 10^7$| 0.95             |
| $A_4$    | 100            | 200               | $2 \times 1$    | BS      | 10      | -3.6 | $1.3 \cdot 10^8$| 1.88             |
| region B |                |                   |                 |         |         |      |         |                 |
| $B_1$    | 0.1            | 0.2               | $61 \times 61$  | BS      | 420     | -3.5 | $5.5 \cdot 10^7$| 2.30             |
| $B_2$    | 0.1            | 0.2               | $61 \times 61$  | BS      | 50      | 10   | -       | -               |
| $B_3$    | 100            | 200               | $2 \times 1$    | BS      | 420     | -3.8 | $2 \cdot 10^9$  | 1.89             |
Figure 3.29: Sample region A - coherent setting: differential phase contrast (a), (c) and darkfield (b), (d) of cells are shown for the mesh scans $A_1$ (top) and $A_2$ (bottom) - (cf. Table 3.7). The colourbar in (c) denotes the movement of the first moment whereas in (d) the grey scale denotes the ratio of scattered to unscattered photons, $n_s$ and $n_0$ respectively. The intensity of the beam from the ptychographic reconstruction of the Siemens star (cf. Fig. 3.33) after back propagation of $1 \text{mm}$ into its focus is visualized on top of the darkfield (d). Note, that the propagation of $1 \text{mm}$ corresponds to the lateral displacement of the sample between the two different measurements ($\pm 100 \mu\text{m}$ due to an uncertainty of the position on the sample holder with respect to the curvature of the polyimide foil). The centre of the reconstructed beam is chosen to be at the cell-position of $A_4$ (cf. Fig. 3.30). Sample region B - incoherent setting: a section of the scan $B_1$ is shown as darkfield (f) and differential phase contrast (e). The position of the cell diffraction of $B_3$ is indicated on top of the incoherent darkfield as red circle (f). Sample region B - coherent setting: darkfield (h) and phase contrast (g) of a corresponding coherent mesh scan $B_2$ are shown. Numerical simulations C: synthetic cell sample (top) and calculated differential phase contrast images (below) according to Eq. (3.109) using the back propagated probe (cf. Fig. 3.33) at different positions on the optical axis. The distance of propagation is displayed and the corresponding intensity of the probe is visualised as an overlay using the same colourbar as in (d).
Figure 3.30: Sample region A - coherent setting: (top) Diffraction data of $A_2$ and $A_3$ (cf. Table 3.7). The sets of diffraction patterns were segmented into areas with cell signal, $\Sigma_1$, and without cell signal, $\Sigma_2$, using the differential phase contrast image of $A_2$ (see inset). The difference between the two classes of diffraction sets averaged according to their set size is depicted next to the legend in the top right corner for $A_2$. Diffraction signals were obtained by azimuthally averaging each diffraction pattern of a scan and thereafter averaging according to their segmentation. The segmented diffraction curves of $A_2$ are shown and the difference signals are presented for both scans in combination with their power-law fits. Exponents of $\nu = -3.2$ and $\nu = -3.7$ were obtained for $A_2$ and $A_3$, respectively. (Bottom) presents the results of $A_4$ (cf. Fig. 3.29(d)). The diffraction signals obtained after azimuthally averaging are shown in the graph. The difference between the diffraction data of the cell material and of the sample holder is depicted in the lower left corner. A slightly modified power-law yields an exponent of $\nu = -3.6$. In both graphs the points $q = q_l \equiv (c/a)^{1/\nu}$ are marked.
Figure 3.31: Sample region B - incoherent setting: incoherent diffraction curves were obtained from data $B_1$ and $B_3$ (cf. Table 3.7). The image segmentation of $B_1$ according to areas with cell signal, $\Sigma_1$, and without cell signal, $\Sigma_2$, is shown as an inset. Power-law fits yield exponents of $\nu = -3.5$ and $\nu = -3.8$ for $B_1$ and $B_3$, respectively. The points $q = q_l \equiv (c/a)^{1/\nu}$ are marked for both curves.
3.1.5 Details and Theory: Ptychographic Imaging

First, the necessary nomenclature being used here is outlined briefly. Assuming that the exit surface wave $\Psi_j(\vec{\rho})$ (ESW) directly behind the sample can be formulated as a product of the illuminating wave-field $P(\vec{\rho} - \vec{\rho}_j)$ and the complex transmission of the specimen $O(\vec{\rho})$, a Fourier transform relation holds between the ESW and the intensity $I_j$ at a Fraunhofer or farfield detection plane

$$I_j = |F\{\Psi_j(\vec{\rho})\}|^2 = |F\{P(\vec{\rho} - \vec{\rho}_j)O(\vec{\rho})\}|^2.$$  (3.109)

Ptychographic algorithms can be used to solve for $O(\vec{\rho})$ and $P(\vec{\rho})$ (cf. section 1.3.6, p. 40). In this experiment, a set of $j = 1, ..., J$ diffraction patterns was collected by scanning the sample along concentric circles in a $XY$–plane (cf. [62], Fig. 3.33(a)) allowing adjacent illuminated spots to overlap (influence of the overlap parameter see [30]). Usually, further issues have to be considered in the reconstruction scheme for Eq. (3.109) to hold: These are experimental uncertainties such as positioning errors due to the limited experimental accuracy, drifts and vibrations, noise in the recorded data, unusable areas of the detector, a limited stationarity of the probe and partial spatial coherence. In particular, phasing of weakly scattering specimens such as bacterial cells is a challenging task [62, 97].

Next, details about the algorithmic and experimental parameters are listed. Here, two different ptychographic algorithms were used: ‘DM’ (difference-map) [294] (and references therein) and ‘ePIE’ [183] (see also section 1.3.6 p. 40). Following the strategy of [62], a Siemens star resolution test chart (model ATN/ XRESO-50HC, NTT-AT, Japan) was used in order to get a good estimate of the probe, which could be used as an initial guess for the phasing of the bacterial specimens. The sample was placed into a defocus position of $\sim 1$ mm. 323 diffraction patterns have been measured using a scan pattern with scan points on concentric circles (cf. Fig. 3.33(a)), a dwell time of 0.2 s or equivalently, an exposure time of $\sim 1$ min in total. The distance between adjacent concentric circles was 0.5 $\mu$m in comparison to $\sim 0.75$ $\mu$m $\times$ 1.5 $\mu$m FWHM values of probe intensity, $h \times v$ respectively. A subset of 800 $\times$ 800 pixels of the recorded whole diffraction patterns (cf. Fig. 3.33(b)) was used for phasing ($\sim 10$ nm real space pixel size). Dead or hot pixels of the detector were masked and their intensity values were defined by the current iterate in the reconstruction scheme. Moreover, the ptychographic reconstruction algorithm (‘ePIE’ algorithm) was initiated using the complex field of a 1 mm forward propagated, circular aperture with uniform amplitude and constant phase as probe function and uniform amplitude with constant phase as object guess. Additionally, the amplitude of the object was clipped onto the interval [0.7, 1] during each iteration. Note that the interval has been chosen close to the theoretical expectation. For a thickness of $T = 500$ nm tantalum (mass density 16.65 g/cm$^3$) one finds according to [125] an amplitude attenuation of $\exp(-k\beta T) = 0.8795$ and a phase shift of $\Delta\phi = -k\delta T = -1.078$ rad (cf. equation 1.69, p. 26). The final reconstruction (cf. Fig. 3.33(a)) was obtained after 320 iterations by averaging over the last 200 iterations with an average interval of 2. Superior results are obtained by using the ‘ePIE’ algorithm with parameters $\alpha = \beta = 1/2$ (cf. Eq. (6),
The error curve of the reconstruction is presented in Fig. 3.32(a). In case of the ptychographic datasets that have been used to analyse the influence of the coherence defining slit gap $S_0$ on the reconstructions (section 3.1.8), best results were obtained using the DM algorithm. Six datasets were collected, each consisting of 258 scan points using an exposure time of 0.2 s and a grid spacing of 0.28 $\mu m$ between adjacent concentric circles. The DM algorithm was run for 300 iterations and the final results were obtained as an average over every fifth iterate of the last 150 iterations. During each iteration the object was clipped onto the interval $[0.7, 1]$. The probe was initialised with a reconstruction that was obtained at lower resolution beforehand.

The phase reconstructions of cells of $D.\ radio\textit{durans}$ on the same sample, which was studied before by cellular nano-diffraction (cf. Fig. 3.42), were obtained using the ‘DM’ algorithm for the simple reason that it can be parallelised. Here, both algorithms yield reconstructions of comparable quality, as judged from single projections. The sample being mounted on a thin polyimide foil was moved to a defocus position of approximately $z_0 \approx 1$ mm. 41 ptychographic projections were performed. The angular increment between successive projections is $\Delta \Phi = 3.5^\circ$, leaving a missing wedge of $\pm 20^\circ$. Each ptychographic projection corresponds to 323 diffraction patterns, which have been taken on a grid of concentric circles using a dwell time of 0.2 s. Including movements of motors, the task was completed after about 100 min, i.e. $\sim 2.5$ min per projection. A subset of $194 \times 194$ pixels of each PILATUS image has been chosen for the reconstructions, which corresponds to a real space pixel size of about 43 nm. Importantly, the ptychographic reconstructions were initiated with the reconstructed illuminating function from the Siemens star as a probe guess and a uniform amplitude, constant phase object guess. During each iteration the amplitude of the object was clipped onto the interval $[0.9, 1]$. The final objects (and probes) were obtained as an average over every second iterate of the last 100 of 200 iterations.

The phase reconstructions of $D.\ radio\textit{durans}$ (cf. Fig. 3.43) being placed on a Si$_3$N$_4$ membrane were obtained similarly as before. Two different regions with bacteria have been studied, Fig. 3.43(a) and Fig. 3.43(b)-3.43(d) respectively. The samples were measured in the focal region (probe size: $\sim 0.5 \mu m \times 0.4 \mu m$ full width at half maximum (FWHM) values of probe intensity, $h \times v$ respectively; see table 3.8 for scan details). 77 ptychographic datasets were recorded for the tomographic reconstruction of the cellular sample seen in Fig. 3.43(b). The angular increment between successive projections is $\Delta \Phi = 2^\circ$, leaving a missing-wedge of $\pm 13^\circ$. In each projection a dwell time of 0.2 s was used. The grid spacing between adjacent concentric circles was 0.35 $\mu m$. Three projections could not be reconstructed and have been omitted for the tomographic reconstruction. To quantify the errors resulting from the missing data, the reconstruction was simulated based on a test phantom with parameters comparable to the experimental situation (cf. section D, p. 193). An upper limit of 10% error in the reconstructed density values was found. These errors were dominated by the missing-wedge, while the three missing projections were found to have a negligible effect. A subset of $192 \times 192$ pixels of each PILATUS image corresponding to a real space pixel size of 46 nm has
been chosen for all reconstructions. Importantly, the Ptychographic reconstructions were initiated with the reconstructed illuminating function from a Siemens star dataset (not shown) as a probe guess and a uniform amplitude, constant phase object guess.

In addition, another constraint was enforced onto the data of bacterial specimens. A rectangular support $\chi$ of the visible cell cluster was defined and during each iteration the phase outside the support was set close to zero using the following phase constraint:

$$
P(O(\vec{x})) := \begin{cases} 
|O(\vec{x})| \cdot \exp \left( i \min (\text{Arg}(O(\vec{x})), 0) \right) & \forall \vec{x} \in \chi \\
|O(\vec{x})| \cdot \exp \left( i \gamma \cdot \text{Arg}(O(\vec{x})) \right) & \forall \vec{x} \notin \chi 
\end{cases},$$

(3.110)

where $\gamma \in \mathbb{R}$ was chosen close to zero. It should be noted that $P(O(\vec{x}))$ enforces a negative phase shift on the object transmission. However, this represents no restriction since one usually is interested in the relative phase shift between different materials. Moreover, the object transmission can be easily adapted to cover the full phase range by multiplying $P(O(\vec{x}))$ by $\exp(i\pi)$. The final results were obtained by averaging over 500 iterations during the so-called steady state of the 'DM' algorithm (cf. Fig. 3.32).

Figure 3.32: The figure shows different calculated error curves for Ptychographic reconstructions. (a) presents the normalized error curve according to equation 1.100 (p. 42). Note that the error quickly descends within 30 iterations. Afterwards the decrease of the error is slower. (b) presents the (normalized) ‘DM-error’ [294], which measures the deviation between the current exit surface waves $\Psi_j$ and the exit surface waves after application of the modulus constraint. After about 20 iterations, the ‘DM’ algorithm reaches a steady state where the error remains approximately constant.

For the interpretation of the Ptychographic reconstructions, the ‘phase retrieval transfer function’ (PRTF) was used, which indicates the goodness of the reconstruction in comparison to the measured intensities (cf. [39, 97, 274], Fig. 3.34). Best results were obtained through the averaging procedure over many iterations and thereby cancelling randomly fluctuating phase contributions. Therefore, the closest solution for the measured intensities will be that corresponding to the exit surface waves $\langle \Psi_j(\vec{x}) \rangle_it$ that have been averaged over many iterations. An overall estimate of the full Ptychographic reconstruction can be achieved by averaging over all probe positions (corresponding to measured diffraction patterns $j$). In ad-
dition, an azimuthal average was performed. The PRTF was thus used as defined by:

\[
\text{PRTF}(|\vec{q}|) = \frac{\langle \sqrt{I_{PCDI}} \rangle}{\langle \sqrt{I_{meas}} \rangle} = \frac{\langle |\mathcal{F}\{\langle \Psi_j \rangle\}| \rangle}{\langle \sqrt{I_{meas}} \rangle}.
\]  

(3.111)

Additionally, it is convenient to analyse the resolution in terms of spatial frequencies by calculating the power spectral density (PSD), namely the modulus squared of the Fourier transform of any function. In order to be able to analyse the true power spectrum, it is often necessary to be careful with the numerical calculation of the Fourier transform, i.e. it involves the use of a window function. In case of the weak contrast images of phase reconstructions of \textit{D. radiodurans} cells, the Kaiser-Bessel window has proven very helpful [95] (see also section 1.1.2, p. [12]). The Kaiser-Bessel window (equation 1.21, p. 14) was also used here with parameters in the range \( \beta \in [8, 12] \). Results from different Ptychographic phase reconstructions are collectively presented in figure 3.34.

3.1.6 Details: Tomographic Reconstruction

At first, the Ptychographically reconstructed projections (PCDI parameters for 2D reconstructions as above) have been aligned with respect to the axis of rotation. This can be done by calculating the cross-correlation between adjacent projections [113], which, however, may need manual corrections. Equal results have been obtained more quickly by using a centre of mass approach [270] in combination with the fact that the specimen here is isolated and that its support \( \chi(x, y, z) \) can be determined from single projections. It should be recalled, that the tomographic reconstruction is carried out independently for different \( z \)-slices (\( z \): vertical direction) using the ‘2d’-Radon transform of a 3d density function \( f(x, y, z) \)

\[
P_\theta(t, z) = \int \int \int f(x, y, z')\delta(x \cos \theta + y \sin \theta - t)\delta(z' - z)dx dy dz'.
\]  

(3.112)

Now consider the centre of mass coordinates of the projections \( M_{t,\theta} \) and \( M_z \):

\[
M_z := \int \int \chi z P_\theta(t, z)dtdz
\]

\[
= \int \chi zf(x, y, z')\delta(x \cos \theta + y \sin \theta - t)\delta(z - z')dx dy dz' dtdz
\]

\[
= \int \int \int \chi zf(x, y, z)dx dy dz \equiv R_z,
\]  

(3.113)
\[ M_{t,\theta} := \int \int \chi_t P_\theta(t, z) dtdz \]
\[ = \int \chi_t f(x, y, z') \delta(x \cos \theta + y \sin \theta - t) \delta(z - z') dxdydz' dtdz \]
\[ = \int \chi_t (x \cos \theta + y \sin \theta) f(x, y, z) dxdydz \]
\[ = \cos \theta R_x + \sin \theta R_y, \quad (3.114) \]

where \( R_x, R_y, R_z \) denote the usual center of mass coordinates. In both calculations the delta functions have been eliminated by integration. Equation \( 3.113 \) suggests a natural alignment in the vertical direction by using the centre of mass coordinate in the vertical direction for every projection. In addition, there is also the possibility to set \( M_{t,\theta} = 0, \forall \theta \). According to equation \( 3.114 \), this can only be fulfilled iff \( R_x = R_y = 0 \). Hence, an alignment in the other directions is also achieved. In case of the reconstructed 2d phase maps of bacterial cells it should be noted that the data is not ideally suited for a centre of mass based alignment due to phase offsets and possibly radiation induced phase deterioration. For this reason, it was found that the support \( \chi \) of each projection yields better results than the phase map itself. Afterwards, the 3D tomographic reconstruction was done by applying the Filtered Backprojection using the standard ‘Ram-Lak’ or ramp filter \[151\]. Visualisation was done with the ‘Avizo’-Software (Avizo Fire 7.0.1, Visualization Science group, USA).

3.1.7 Results: Ptychographic Imaging of the Resolution Chart and Wave-Field Analysis

The ptychographic reconstruction of the 500 nm thick layer of tantalum suitably matches the corresponding theoretical phase shift of \( \Delta \Phi(E = 6.2 \text{keV}) = -0.34 \pi \) and transmission of \( I/I_0 = 0.77 \) (cf. Fig. E.1 p. 195). Its innermost part consisting of 50nm structures is clearly resolved (cf. Fig. 3.33). The ‘overall’-PRTF (cf. Eq. (3.111)) in Fig. 3.34(a) (green curve) shows signal at higher frequencies beyond the black dash-dotted line of \( \nu = 34 \mu \text{m}^{-1} \) or equivalently of \( \text{dx} = 15 \text{nm} \) half-period length. In addition, the PRTF is calculated according to an average over a single scan point (red curve). Remarkably, both curves do not drop below the typical cut-off of 0.5. Note that the contribution of the probe to the diffraction patterns is confined to a small circular area up to \( \nu_{\max} \approx 5 \mu \text{m}^{-1} \). The disc-like image of the FZP and OSA can be clearly distinguished from the contribution of the Siemens star at high frequencies. The resolution can thus be attributed to the sample and not the probe.

Briefly, the imaging regime of the diffraction patterns is discussed. Using a Gaussian beam model, the radius of curvature of the probe \( R(z) = z(1 + (z/z_0)^2) \), \( z_0 \) being the Rayleigh range, can be approximated by \( R(z) \approx z \) at a distance of ca. 1mm to the focus. Estimating the probe diameter to be \( 1 - 3 \mu \text{m} \) one thus obtains Fresnel numbers \( F \) in the range of \( 4 \leq F \leq 45 \). Note that in this regime one may rather speak of ptychographic Fresnel coherent diffractive imaging (cf. [316][334]).
The relationship between the resolution and the highest angle at which signal is recorded may thus not be applicable due to the phase curvature of the illuminating probe (cf. Fig. 3.3(a)). As an alternative, it is made use of the power spectral density (PSD) and line scans at sharp edges to determine the resolution. The phase of the line sections is drawn in the graphs next to and above the 2d phase reconstruction in Fig. 3.33(a). A fit of the vertical and horizontal edges to an error function yields line-spread functions with FWHM-values of 16 nm (v) and 17 nm (h), respectively. In addition, the PSD of the reconstructed phase (cf. Fig. 3.34(b)) supports the conclusion that features in the range corresponding to 10 – 15 nm half-period length are resolved.

A ptychographic reconstruction with respect to an object in a specific plane gives access to the entire beam by means of propagation. The reconstruction of the probe can thus be used to analyse the complex field of the focus [160,265,287]. Consider the following operation on the complex field of the probe $P$ ('sharpness', cf. [108])

$$\Upsilon(\Delta z) := \int dS|\tilde{g}_R\{P\}(\bar{p}, \Delta z)|^4,$$

(3.115)

where $\tilde{g}_R\{\cdot\}(\cdot, \Delta z)$ denotes the free space back propagation by $\Delta z$ (cf. section 1.1, p. 7). Here, one determines the points of highest focusing by locating two maxima of $\Upsilon(\Delta z)$. The numerical back propagation of the complex wave-field thus reveals an astigmatism in the focal region\(^\text{19}\). The difference of propagation distances yields a distance of $\Delta F_{hv} \simeq 0.7$ mm between the two orthogonal directions of highest focusing. The field along the optical axis is displayed as planes of constant x and y through the centre (cf. Fig. 3.33(a)). A Gaussian fit to the regions of highest focusing yields FWHM-values of 89 nm in the vertical direction and 93 nm in the horizontal direction.

The following comparison between conventional knife-edge scans and the availability of reconstructed probe field was developed during the review process of [330]. It is also included here for completeness. Since beam properties can also be derived from measurements of caustics or multiple knife-edge scans, a brief comparison between the ptychographic approach and the conventional knife-edge approach shall be addressed here. To this end, it is assumed that the pixel size of the probe intensities and the step size of knife-edge scans is equal to the pixel size of the ptychographically reconstructed probe of $dx \approx 10$ nm. In other words, the practical implementation of knife-edge scans at the 10 nm range is not questioned. In mathematical terms a knife-edge scan along $x$ in a plane perpendicular to the optical axis spaced $\Delta z$ from a reference plane (e.g. focus plane) is defined as

$$K(x, \Delta z) = \int_{-\infty}^{x} dx' \int_{-\infty}^{\infty} dy |\tilde{g}_R\{P\}(x', y, \Delta z)|^2,$$

(3.116)

where $\tilde{g}_R\{P\}(x, y, \Delta z)$ denotes the free-space propagation of the probe P by $\Delta z$.

\(^{19}\)A video in AVI format of the propagated field can be downloaded from http://www.opticsinfobase.org/oe/viewmedia.cfm?uri=oe-20-17-19232&seq=1
Figure 3.33: (a) Phase from ‘ePIE’ reconstruction of the tantalum test structure. Scan points are indicated as magenta points. A fit of the error function to one of the edges of the line scans yields a line-spread function with FWHM-values of 16 nm in the vertical direction and 17 nm in the horizontal direction. (b) A typical diffraction pattern of the PCDI dataset (log-scale) is shown. The scale bar corresponds to q-vector. The inner part of (a) is shown in (c) (d) SEM image of the part of the X-ray resolution chart as presented in (c) (the SEM image is by courtesy of Mike Kanbach).
Figure 3.34: The PRTFs of the ptychographic reconstruction of the resolution test chart and of a single projection of cells (Fig. 3.43(b)) are depicted in (a), green curve and blue curve respectively. In addition, the PRTF of the test sample according to an average over a single scan point is shown as red curve (cf. Eq. (3.111)). The high frequency part of the spectrum of the azimuthally averaged power spectral densities (PSD) of the reconstructed phase distributions are displayed in (b). Real space half-periods of 50 nm, 25 nm and 15 nm are indicated as dashed, solid and dashed-dotted black lines, respectively. Legend of (b) is legend in (a). (c) 2D PSD of ‘ePIE’ reconstruction of Siemens star test pattern. Note that the Siemens star structure can be clearly seen in the radial direction. (d) 2D PSD of ptychographic (‘DM’) reconstruction of *D. radiodurans* in Fig. 3.43(b). Scale bars correspond to spatial frequencies.
Figure 3.35:  
(a) Complex representation of reconstructed probe at the plane of the resolution chart sample (cf. Fig. 3.33).  
(b) Horizontal and vertical line scans through the centre of the back-propagated probe (cf. footnote on page 84). The white dashed lines highlight the positions of different focal positions.  
(c), (d) Gaussian fits (solid red lines) to the peaks of the line scans of the probe intensity are depicted together with the data from the line scans (black dots). FWHM-values of 87 nm in the vertical direction and 93 nm in the horizontal direction are obtained, respectively.
sity $|\mathfrak{F}_R\{P\}(x', y, \Delta z)|^2$ or any function $f(x, y)$ from $K(x)$ is a analogous to 2D tomography. The derivative of $K(x)$ with respect to $x$ yields the line integral $\mathfrak{P}_{\alpha=0}(x)$ for a constant angle (here $\alpha = 0$), which is known as Radon transform\textsuperscript{20} (see also [324])

$$\partial_x K(x) = \int_{-\infty}^{\infty} |\mathfrak{F}_R\{P\}(x, y, \Delta z)|^2 dy \equiv \mathfrak{P}_{\alpha=0}(x). \quad (3.117)$$

$|\mathfrak{F}_R\{P\}(x, y, \Delta z)|^2$ or any function $f(x, y) \in \mathbb{R}$ can thus be reconstructed if the knife-edge scan is carried out for a sufficient number of orientations of the knife-edge. Since this is obviously not possible for practical reasons, conventional knife-edge scans in two orthogonal directions is based on the assumption that the probe intensity is separable in the $x$– and $y$–direction. With the popular assumption of a normal intensity distribution, the knife-edge integral is expressed in terms of the error function

$$|\mathfrak{F}_R\{P\}(x', y, \Delta z)|^2 = \exp \left( -\frac{(x - \mu)^2}{(2\sigma^2)} \right) / (\sigma \sqrt{2\pi}) \cdot f(y) \quad (3.118)$$

$$\Rightarrow K(x, \Delta z) = \frac{C_0}{2} \left( 1 + \text{erf}\left( \frac{x - \mu}{2\sigma} \right) \right), \quad (3.119)$$

where $C_0$ denotes a constant that arises from the integration along the $y$–direction. In this case a fit of $K(x, \Delta z)$ to the measured data yields the width of the beam, namely $\text{FWHM}_x = 2\sigma \sqrt{2\log 2}$.

At first, a simulated ‘dumbbell-shaped’ probe intensity (cf. Fig. 3.36(a)) is considered, which violates the assumption of factorization. Certainly, this model-probe may have pronounced and somewhat exaggerated side-lobes. However, the reader may note that the probe reconstructed experimentally in this work also exhibits side-lobes at least in the plane shown in Fig. 3.36(d). For this choice of probe, the fit of the error function to the calculated knife-edge scan along the horizontal direction (cf. Fig. 3.36(b)) yields $\text{FWHM} = 0.635 \mu m$ in comparison to the theoretical value of $\text{FWHM} = 0.1 \mu m$ at the centre (cf. Fig. 3.36(c)).

Next, the experimental case of the reconstructed probe field intensity (ptychographic reconstruction of the Siemens star resolution chart, cf. Fig. 3.33) is considered. After a calculation of the probe at several planes behind the sample, ‘numerical’ knife-edge scans along the horizontal and vertical direction in a few hundred planes is carried out to obtain the beam-width along the optical axis. The horizontal and vertical beam-widths as a function of the distance to the sample plane are shown in Fig. 3.36(f) as red and blue curves, respectively. Note, that the minimal beam-widths do not exactly coincide with the maxima of $\Upsilon(\Delta z)$ (Eq. (3.115)), indicating that the horizontal and vertical axes do not coincide with the minor and major axes of the beam. The discrepancy increases even further if the probe is rotated. In Fig. 3.36(f) the magenta and green curves show the FWHM values in the horizontal and vertical direction determined by knife-edge scans of the probe after a rotation by $45^\circ$, respectively. In this case, the knife-edge

\textsuperscript{20}A definition of the Radon transform is given in equation (1.101), p. 43.
scans are not sensitive to the astigmatism of the beam. As is known from knife-edge scanning of astigmatic Gaussian beams \cite{23}, it is not generally sufficient to perform knife-edge scans along the horizontal and vertical axes. Contrarily, one needs to scan at several angles to determine the major and minor axes in one plane. Furthermore, it becomes clear that features such as the double-peak and donut-shape (at certain positions of the optical axis, cf. Fig. 3.29(C)), will be extremely difficult to infer from a set of knife-edge scans along two orthogonal axes.

Finally, the intensity of the probe at \( \Delta z = -0.686 \text{mm} \) (cf. Fig. 3.36(d)) in front of the plane of the sample is considered. In order to get an FWHM estimate that becomes close to the theoretical value of \( \text{FWHM} = 0.093 \mu \text{m} \) (cf. Fig. 3.33) the fit of the error function to the knife-edge scan needs to be restricted to values close to the centre yielding an FWHM = 0.104 \( \mu \text{m} \) (cf. Fig. 3.36(e)). The outcome of the FWHM value of the fit could also be improved by manually weighting the data points near the centre. However, without a two-dimensional representation of the probe intensity, justification for both means would not be granted. It can be concluded that even if the information on the phase front of the beam is not needed, reconstruction of the intensity distribution from selected knife-edge scans is problematic and does not stand up to the full probe reconstruction by ptychography. Therefore, it is recommend that ptychography should replace knife-edge scans whenever possible, i.e. if the beam is sufficiently coherent.

The complex-valued illumination field (probe) at the sample position is also useful to design, analyse and to control nano-diffraction experiments. As in many other optical applications, beam properties (focus position, size, depth of focus, aberrations) need to be known in order to perform controlled diffraction experiments, or more specifically nano-beam small-angle scattering experiments. Moreover, the knowledge of the probe can be used to simulate experimental images and to design an experiment (defocus, step sizes, convolution effects and dose expectations) as shown in Fig. 3.37, where the differential phase contrast of a model cell sample has been simulated for different positions along the optical axis using the experimental probe function. Here, the effect of a double peak in the illumination function on the differential phase contrast can be seen. That is, the sample appears twice in the image as can be seen in Fig. 3.37(b).

The reconstructed probes \( P \) from the ptychographic reconstructions were also used to investigate the applied surface doses \( D \) of the different scanning experiments. For the case of dose sensitive biological material, which at the same time necessitates high doses of X-ray radiation, it is quite important to determine the applied dose as best as possible in order to assess radiation damage effects. In a first step, the 2D-photon density \( \rho_\gamma(\vec{x}) \) was calculated by scaling the normalized intensity of the probe at each scan position \( j \) to the actual photon number \( N_j \):

\[
\rho_\gamma(\vec{x}) = \sum_j N_j |P(\vec{x} - \vec{x}_j)|^2 / \int_{\mathbb{R}^2} dS |P(\vec{x})|^2.
\]

Here, the reconstructed probe field gives access to the photon distribution on the scale of the resolution of the reconstruction. The results of different scans are presented in Fig. 3.38. The images reveal that in most cases the applied surface photon density is approximately constant, which justifies to characterise the applied dose by a single value. However,
Figure 3.36: (a) Intensity of a model-probe exhibiting a dumbbell-shape. The calculated knife-edge scan along the horizontal direction is shown in (b). The white, dashed line in (a) indicates the region of highest focusing which is shown in (c) (solid, black line). The resulting Gaussian shape as estimated from the knife-edge scan is depicted as solid, red curve. (d) shows the intensity of the reconstructed probe at \( \Delta z = -0.686 \, \text{mm} \) behind the plane of the sample. A white, dashed line indicates the part which has been used for estimating the beam width. The corresponding result of the calculated knife-edge scan is shown in (e). The FWHM values from calculated knife-edge scans are shown as function of distance to the sample plane in (f). The red and the blue curve denote horizontal and vertical beam-width, respectively. The magenta and green curves show the FWHM values in the horizontal and vertical direction determined by knife-edge scans of the probe after a rotation by 45°, respectively. In addition, \( \Upsilon(\Delta z) \) is shown as solid, black curve which has been scaled arbitrarily for reasons of visualisation.
Figure 3.37: Numerical simulations: (a) synthetic cell sample and calculated differential phase contrast images (b)-(d) according to Eq. (3.109) using the back propagated probe of the Siemens star dataset (cf. Fig. 3.35) at different positions on the optical axis. For simplicity, only the vertical component of the differential phase contrast is shown. The distance of propagation with respect to the plane of the Siemens star sample is displayed and the corresponding intensity of the probe is visualised as an overlay. The colour code of the probe intensities is according to the colourbar in (b).
an inhomogeneous substructure becomes apparent if there is little or no overlap between adjacent illuminated spots (cf. Fig. 3.38(b)). Given the characteristic function $\chi(\vec{x})$ of a certain part of the cell area of the scan, the photon energy $E$, the mass density of the cell material $\rho_c$ and the absorption coefficient $\mu$, one obtains the applied surface dose $D$ of this region:

$$D = \frac{\mu E}{\rho_c} \cdot \frac{\int_{\mathbb{R}^2} dS \cdot \chi(\vec{x}) \cdot \rho(x)}{\int_{\mathbb{R}^2} dS \cdot \chi(\vec{x})}.$$ 

(3.120)

All dose calculations are based on the assumption that the main composition of the cell material is protein of the empirical formula $\text{H}_{50}\text{C}_{30}\text{N}_{9}\text{O}_{10}\text{S}_{1}$ of density $\rho_c = 1.35 \text{ g/cm}^3$ [141]. Results of the dose calculations are summarized in table 3.7 (p. 75) and table 3.8 (p. 101).
Figure 3.38: Photon surface densities $\rho_\gamma$ of diffraction datasets $A_2$ (a), $A_3$ (b), $B_1$ (c) and ptychographic datasets (d) (Fig. 3.41) and (e) (Fig. 3.43(a)). The location of bacterial cells is indicated by black lines. The central area which was scanned by the beam can be identified by a significantly higher photon surface density in all images. It can also be seen, that the tails of the beam illuminate a certain area outside this central region. Note that the difference in applied photon surface densities between the two ptychographic datasets, i.e. the fluence (dose), is lower in (d) than in (e). (a)-(d) same colourbar as in (e).
3.1.8 Resolution vs. Coherence

The coherence properties of the beam are primarily altered by the slit S0 in the horizontal direction. For instance in section 1.1.3 (p. 15), the coherence length of the beam at the slit S0 was estimated to be 6 µm (cf. Tab 1.1, p. 19). In this section the influence of the gap width of the slit S0 on the ptychographic reconstructions is analysed. For this reason, a sequence of ptychographic datasets were recorded using the same parameters but with increasing slit gaps ∆x. Starting from a nominal gap width of about 30 µm, it was increased in steps of 12 µm. Figure 3.39a shows ptychographic phase reconstructions of the Siemens star test pattern. As can be seen on the images (1)-(6) of figure 3.39a, the consequence of increasing the gap (decreasing coherence properties of the beam) is a decrease in resolution in the horizontal direction from about 100 nm (1) to above 200 nm (cf. white arrow heads). At the same time the photon flux increases linearly from ∼ 4 · 10^8 phot/s to about 10^9 phot/s (Fig. 3.39b). Notably, the phase contrast appears to be in agreement to the resolution, i.e. the phase contrast also seems to remain quantitative. The reconstructions of the probe function (illuminating wave-field) are presented in Fig. 3.40a. At a first glance, the intensity distributions look remarkably similar at all gap positions. Fitting a Gaussian to the central line-cuts of the intensity distribution reveals a change of the beam size. In the vertical direction a moderate change from 280 nm (FWHM) to 226 nm (FWHM) is determined (cf. Fig. 3.40b). The decrease in size in the horizontal direction is determined to be more significant. That is, increasing the gap width by 60 µm yields a decrease in size from 470 nm (FWHM) to 370 nm (FWHM). The slit S0 acts as the beam defining slit. It determines the numerical aperture of the Fresnel zone plate. Hence, a decrease of the focal size in the horizontal direction is in agreement to the expectation.

In conclusion, the ptychographic reconstructions appear to be remarkably robust with respect to the considered gap widths which are quite large in comparison to the theoretical optimum value of about 6 µm. Nevertheless, it is shown how the maximum achievable resolution of the reconstruction can be increased by using less photons which are spatially more coherent.
Figure 3.39: (a) shows the phases from ptychographic reconstructions of the X-ray resolution chart taken at different slit S0 gaps. The gap width $\Delta x$ is increased in steps of 12 $\mu$m from reconstruction (1) to (6). The white arrow heads indicate the decrease in resolution in the horizontal direction. (b) illustrates the increase in photon flux that accompanies the increase in the gap width at the six positions. The color code is the same for all reconstructions in (a). The scale bars denote 1 $\mu$m.
Figure 3.40: (a) presents the reconstructed probe intensities corresponding to the reconstructions shown in Fig. 3.39a. (b) shows fit results of a Gaussian distribution to the beam width in the horizontal and vertical directions. The results are given in terms of FWHM values as a function of the increase in the slit gap \( \Delta x \) of the slit S0. A decrease in size of the probe at the sample is observed in both directions but the horizontal direction is affected more strongly. Here, the decrease in size is by about 100 nm.
3.1.9 Results: Ptychographic Imaging Towards a 3D Representation of *D. radiodurans* Cells

The first ptychographic imaging experiment on freeze-dried, unstained bacterial cells *D. radiodurans* of the same sample that has been analysed by cellular nanodiffraction reveals an image of a large cluster of bacterial cells in a single projection (Fig. 3.41). From the fact that the cells form an aggregate of many cells, one may deduce that these cells could have been in a metabolically active state of growth before plunge-freezing. A prominent feature of the cells is visible as electron density depleted regions (negligible phase shift), which appear as a granular structure with a broad size distribution. As will become clear, when discussing the full set of projections below, this feature is likely an artefact from radiation damage. Nevertheless, the cell structure may be still well preserved in parts of the sample. For instance, some of the *D. radiodurans* cells occur in their famous tetrad form. The location of two tetrads is indicated by a dashed, grey frame. Here, the granular structure is less dominant and the cells can be clearly identified. Notably, the resolution over the whole sample appears to be high enough to resolve possibly the cell walls which are indicated by a black arrowhead. With respect to the full sample, one finds features that are in the range of the pixel dimension indicating that the resolution is in the same range (43nm). An average fluence of about $3.1 \cdot 10^8$ photons/µm$^2$ (cf. Fig. 3.38) yields an applied surface dose of about $6.7 \cdot 10^5$ Gy.

The angular tilt series of ptychographic reconstructions with an angular spacing of $3.5^\circ$ is presented in figure 3.42(a). The images give a good impression of the overall 3d structure of the cellular aggregate. The reconstruction quality of the projections no. 32 and 33 is slightly reduced because the sample was drifting out of the scanned area. At the border of the illuminated area the sample was illuminated with a reduced fluence. A reduction in contrast is the consequence. Following the time series from projection 1 to 41, it can be deduced that the granular 'holes' must be induced by radiation damage as they partly grow with time, i.e. dose, or appear and disappear as indicated by the black arrows. The origin of these features can not be fully explained but it may be an artefact due to the removal of the cryojet, that was present during the diffraction experiment, in order to achieve the stability requirements for ptychographic phasing. An increase in humidity of the sample may have led to bubble formation during exposure to the intense synchrotron beam, which represents a challenge for experiments on hydrated samples (cf. [322]). Surprisingly, these projections are still sufficient to yield an approximate 3d representation of the sample as can be seen in figure 3.42(b). On the image, the cells are visualised by showing three identical tomographic reconstructions from three different angular perspectives. Besides the overall shape, some cell compartments can be clearly identified. For instance, this is best seen in the region of the tetrads at the top of the sample.
**Figure 3.41:** Phase from ‘DM’ reconstruction of single projection of *D. radiodurans* cells on a polyimide foil. The dashed grey frame indicates the region of two tetrads of cells. The grey arrowhead indicates inner cellular material whereas the black arrow points onto a cell wall. The number represents a link to the projections in Fig. 3.42(a).
Figure 3.42: (a) shows phase reconstructions of *D. radiodurans* cells from different projection angles. The angular increment is $\Delta \Phi = 3.5^\circ$ between successive projections. The arrows indicate the position of appearing and disappearing ‘bubbles’ (electron density depleted region). The numbers in (a) enumerate the projections. (b) presents an image of the 3D visualisation of the tomographic reconstruction of the set of projection images in (a). The visualisation shows the agglomeration of bacterial cells from three different angles.
3.1.10 Results: Tomo-Ptychographic Imaging of *D. radiodurans* cells

This section is dedicated to the final (improved) three-dimensional reconstruction of unsliced, unstained, freeze-dried cells of *D. radiodurans* as presented in [330]. The results of the ptychographic reconstructions are presented in Fig. 3.43. In Fig. 3.43(a) the typical tetrad form of *D. radiodurans* cells can be seen. Extending previous results [97], one can clearly identify disc-like regions exhibiting a large phase shift of up to 0.4 rad.

There are features in the reconstructions visible within sizes of one to two pixels indicating a half period length resolution in the range of the pixel dimension of \( dx = 46 \) nm. The PRTF reflects a good reconstruction up to the highest frequencies. In comparison to the PRTF of the Siemens star (cf. Fig. 3.34(a)), one observes a lower trend in the high frequency region of the reconstruction of Fig. 3.43(b). The PSD (blue curve, Fig. 3.34(b)) of the reconstruction in Fig. 3.43(b) clearly shows structures up to \( dx = 50 \) nm (half period length). The cut-off is very small and can be better seen in the 2D PSD of Fig. 3.43(d) indicating a resolution in the range of \( dx = 50 - 55 \) nm.

The tomographic reconstruction (Fig. 3.43(d)) reveals the 3D structure of bacterial cells seen in Fig. 3.43(b). A video has been published on the internet, which shows a 3D visualisation of the cells 21. One can identify the 3D distribution of the high-density regions (red). Assuming the ratio of the mass number and the atomic number on average over a voxel to be nearly constant, the 3D phase distribution \( \phi(\vec{r}) \) can be used to estimate the mass density of the cells 22 [97]

\[
\rho_c(\vec{r}) \approx -\frac{2u}{\lambda r_0} \phi(\vec{r}),
\]

(3.121)

where \( u \) denotes atomic mass unit, \( r_0 \) the classical electron radius and \( \lambda \) the wavelength. For cell material of \( H_{50}C_{30}N_{9}O_{10}S_1 \) the error is less than 10% [97]. The tomographic reconstruction is used to estimate the mass density of the high-density regions. With the help of software tools (Avizo Fire 7.0.1, Visualization Science group, USA) for analysing tomographic data, a sub-volume was defined which can be seen as a magenta label in the lower part of the tomogram (front-view, Fig. 3.43(d)). The average over the magenta-coloured sub-volume yields \( \langle \rho_c \rangle \approx 1.6 \text{ g/cm}^3 \). The 2d projection of Fig. 3.43(a) was also used to obtain absolute mass values for the high density regions by integrating over their area. The results are shown in the histogram of Fig. 3.44(a) where the absolute values were normalized to the mean of \( 0.11 \text{ pg} \pm 0.04 \text{ pg} \) of the first group of bins. Notably, an approximate grouping around integer values is visible. Possible implications of this finding are discussed in section 3.1.12. Using the model of a sphere with diameter \( 2r = 500 \) nm, one also obtains a total mass of \( 0.1 \text{ pg} \) when using the mass density of \( 1.6 \text{ g/cm}^3 \). The integral mass of the cell cluster is \( 43.75 \) pg. Assuming the total mass belongs to 16 single cells, one obtains a value of \( 2.73 \) pg of dry weight per single cell.

---

21 The video in MPG format can be downloaded from [http://www.opticsinfobase.org/oe/viewmedia.cfm?uri=oe-20-17-19232&seq=2](http://www.opticsinfobase.org/oe/viewmedia.cfm?uri=oe-20-17-19232&seq=2)

22 See also equation 1.59, p. 23.
In conclusion, the results show that ptychographic tomography is a suitable approach not only for strongly scattering samples (e.g. mineralized tissue [61] and stained bacteria [109]) but also for weakly scattering specimens such as freeze-dried cells. Note that ptychography from unmineralized tissues and in particular cells is limited by the signal to noise ratio. Thus weakly scattering samples are much more difficult to reconstruct than for example mineralized tissues such as bone or more generally solid state samples.

In comparison to the reconstruction of the single projection in Fig. 3.43(b), which has been taken before the tomographic dataset, the quality of the tomographic reconstruction is affected by the overall consistence of all ptychographic reconstructions. The inner structure slightly deviates from the first phase map indicating a moderate radiation induced change of the inner structure. The applied dose of the tomographic dataset was estimated to be $\sim 2.4 \cdot 10^8$ Gy. Another tomographic dataset has been taken after the first one in order to achieve a smaller angular increment of $\Delta \Phi = 1^\circ$. However, the combined tomogram (not shown) shows less contrast in the high-density regions and was thus discarded. The image in Fig. 3.43(c) has been recorded after an integral dose of $> 5 \cdot 10^8$ Gy and clearly shows radiation induced structure changes in comparison to its initial state in Fig. 3.43(b). Note, that the structural changes may also have an effect on $<\rho_c>$. As the mass density obviously decreases, $<\rho_c>$ can thus only be considered as a lower bound. The dose estimations are summarized in Table 3.8 (see also Fig. 3.38). It is thus concluded that in contrast to single projections, medium and high resolution tomography will necessitate cryogenic sample conditions.

Table 3.8: Overview of PCDI datasets according to dwell time $\Delta T$, grid spacing between adjacent rings $\Delta r$ of a scan of one projection, fluence $F$ of a single projection and dose estimations $D$ of the whole reconstruction.

| reconstruction | $\Delta T$ [s] | $\Delta r$ [$\mu$m] | $F$ [photons/$\mu$m$^2$] | $D$ [Gy] |
|---------------|----------------|---------------------|----------------------|---------|
| Fig. 3.41     | 0.2            | 0.5                 | $3.1 \cdot 10^8$     | $6.7 \cdot 10^5$   |
| Fig. 3.43(a)  | 0.2            | 0.28                | $2.3 \cdot 10^9$     | $4.9 \cdot 10^6$   |
| Fig. 3.43(b)  | 0.4            | 0.28                | $4.7 \cdot 10^9$     | $9.9 \cdot 10^6$   |
| Fig. 3.43(c)  | 0.4            | 0.25                | $5.9 \cdot 10^9$     | $1.3 \cdot 10^7$   |
| Fig. 3.43(d)  | 0.2            | 0.35                | $1.5 \cdot 10^9$     | $2.4 \cdot 10^8$   |
Figure 3.43: (a)-(c) Phase reconstructions of *D. radiodurans* (‘DM’ - algorithm) showing electron dense (dark) regions. (d) 3D visualisation of the tomographic reconstruction of the set of projection images of the cells in (b) (for a video cf. footnote on page 100). The tomographic reconstruction is shown from three different angles. A magenta label in the tomogram (black arrow, front-view) depicts voxel-regions which have been used to estimate the mass density $\rho_c$ in the high-density regions of the bacterial specimen (red). $<\rho_c> \approx 1.6 \text{ g/cm}^3$ is obtained. (c) shows the cells of the tomogram (b) (d) shows the cells after taking an additional tomographic dataset revealing mass diffusion due to radiation damage. (a) (b) same colourbar as in (c).
Figure 3.44: (a) shows a histogram of the mass values that were obtained by integrating (electron) dense regions in (b). The masses are normalized to a value of 0.11 pg which corresponds to the mean value of the first group of bins in (a). The regions used for integration are indicated in (b) by white dots. Values are obtained after background subtraction according to the mean value of 0.159 mg/cm² of the area within the white rectangle. Thereby, it is implicitly assumed that the dense regions are surrounded by a layer of material that contributes 0.159 mg/cm² to the full projection.

3.1.11 Results: TEM Analysis of D. radiodurans

In order to better understand the cellular interior of D. radiodurans, ultra-thin sections of resin-embedded, chemically fixed and stained cells were prepared and analysed with Transmission Electron Microscopy (JEM-1011 Transmission Electron Microscope; Jeol, Japan). For this reason, cells were cultured similarly (incubation for about 36 h at 32 °C) as described above (see also section 1.3.10, p. 47).

Note that the preparation for TEM images neither includes plunge-freezing nor freeze-drying (cf. section 2.3.3, p. 59). The contrast of cellular features in TEM images crucially depends on the used fixation and staining methods. For this reason, the sample preparation was performed once with the use of osmium tetroxide OsO₄ and once without, Fig. 3.46 and Fig. 3.45 respectively.

First, the images without osmium tetroxide treatment are discussed. The cells of D. radiodurans can be clearly identified in figure 3.45. The cell morphology was not found to be homogeneous. For instance, the typical tetrads can be observed (Figs. 3.45(b),(c)) but more complex cellular structures, where e.g. a beginning cell division can be seen (Fig. 3.45(a)), are found as well. Many cellular details can be well resolved as already discussed in section 1.3.10. For instance, the cell wall including the holey-layer and possibly the cytoplasmic-membrane can be identified. In addition, ribosomes are widely distributed throughout the cell interior and the bacterial nucleoid can be identified, too. The DNA appears as ovoid discs of different diameters. It appears slightly brighter than the surrounding
proteinaceous material. The maximum diameter seems to be in the range of about 600 nm. The toroidal form can be seen, too (Fig. 3.45(d)). Other more undefined structures are also present.

Next, the preparation including osmium tetroxide will be addressed. The main difference in contrast in comparison to the images before arises in the cell wall and the nucleoid. In particular, the peptidoglycan containing holey-layer appears with strong contrast. The regular fine structure can be well resolved, e.g. Fig. 3.46(b). In addition, the contrast between proteinaceous material and the region containing DNA is higher. There are plenty regions appearing empty or white in the regions containing mostly DNA. Similarly, there are tetrads but also other types of cell formation. The image in figure 3.46(c) nicely illustrates the toroidal shape of the DNA in singular sections but other forms are also possible. For instance, in the upper, left cells of Fig. 3.46(d) the nucleoid can be seen before cell division (see also Fig. F.1, p. 196). One feature of the cell interior, that was also found in some sections of cells, are electron dense polyphosphate granules. One can be observed in Fig. 3.46(d). Its diameter is less than 500 nm.

In conclusion, the state of the bacteria grown on agar plates under these conditions appears well preserved but one cannot deduce for example that all the cells are in the stationary phase. The state of these cells is rather diverse in this sense.
Figure 3.45: The figure presents TEM images of ultra-thin sections of *D. radiodurans* cells that have been chemically fixed, embedded and post-stained with uranyl acetate. In (a) an early stage of cell division can be seen. (b) and (c) show tetrads. Cell components such as ribosomes (indicated by the letter ‘R’), DNA (grey arrowheads), the cell wall (black arrowheads) and possibly the cytoplasmic membrane (white arrowhead) can be identified.
Figure 3.46: The figure presents TEM images of ultra-thin section of *D. radiodurans* cells that have been chemically fixed and stained (and fixed) with OsO$_4$ prior to embedding and post-staining with uranyl acetate. (a) could be diplococci but more likely cross-sections through the upper or lower cells of a tetrad. In (b), the peptidoglycan containing holey layer within the cell wall can be seen. The DNA of the cells in (c) exhibits toroidal shape. The nucleoid in the cells in (d) occurs in different forms. Cell components such as ribosomes (indicated by the letter 'R'), DNA (white arrowhead), the cell wall (black arrowheads) and a polyphosphate granule (grey arrowhead) can be identified.
3.1.12 Discussion & Conclusion

In summary, an X-ray structural analysis on bacterial cells of *D. radiodurans* was carried out, combining coherent imaging and cellular nano-diffraction. For this study, the bacterial cells were vitrified by plunge freezing followed by freeze-drying. However, in order to minimize radiation damage, samples were at least for experiments with highest flux (incoherent setting) kept at cryogenic temperatures by the use of a cryogenic $\text{N}_2$ jet. This shows that the experimental scheme is compatible with future extension to frozen hydrated samples with near optimum structure preservation.

Primarily, it is shown how the cellular diffraction signal can be extracted and analysed which can be seen as a pioneering basis for follow-up works on cellular nano-diffraction such as [323]. Furthermore, the cellular diffraction curves were compared as a function of momentum transfer after azimuthal averaging, for different parameters of the illuminating beam, notably flux and coherence. The observed curves could all be described by a power law decay with an exponent $\nu$ in the range $-4 \leq \nu \leq -3$. Importantly, the cellular diffraction experiments open the analysis to maximum scattering vectors, up to a momentum transfer of $q_\parallel \approx 2 \text{ nm}^{-1}$, which is to date unachievable by CDI. No indications for ordered structures associated with DNA compactification were observed in this range. Note, however, that the absence of peaks or modulations in the diffraction curves does not preclude ordered structures with signals below the dominating power-law decay.

In addition, it is shown how the ptychographically reconstructed probe can be directly used for enhanced control of the nano-diffraction experiment. Most importantly, the illuminated region of the sample can be well characterised. In particular, the size and shape of the beam does not have to be measured by knife-edge scans with the associated inaccuracies. Moreover, the exact complex-valued wave front is accessible, from which all beam parameters, that are desired to better control the nano-diffraction experiment, can be derived, such as wavefront curvature for example. Furthermore, the scanning X-ray microscopy images of differential phase contrast and darkfield contrast can be analysed with the full probe information at hand. Finally, it is also shown how dose estimations become more precise by taking into account the exact beam profile, as well as the overlap between serial exposures during scanning.

Next, the ptychographic results are summarized. The reconstruction yielded the projected phase (2D image) at a resolution in the range of 10 nm for the tantalum test pattern. In the future, reducing the distance between focus and sample, as well as switching to Fresnel zone plates with higher resolution will maximize the fluence on the sample and improve the sampling in the detection plane. The resolution of the phase maps of unstained, unsliced and freeze-dried cells of *D. radiodurans* is in the range of 50 nm. Comparing the two ptychographic imaging experiments on the cells, a somewhat surprising result is obtained. Obviously, the fluence has been increased by about one order of magnitude but against the expectation an improvement in resolution is not clearly visible. In fact, the resolution may even be slightly lower. One reason seems to be a spatially slightly more incoherent beam
in the second experiment due to a not optimum setting of the slit S0 as discussed in section 3.1.8. In addition, a proof-of-principle of tomographic ptychography of unstained and unsliced biological cells was presented. Imposing an additional phase constraint into the reconstruction scheme was found to be helpful as it removes unphysical phase offsets between different projections. For the case of isolated specimens, this facilitates a consistent tomographic reconstruction. No additional phase unwrapping was necessary, due to the low phase shift of unstained cellular specimens. However, the second tomogram (Fig. 3.43) shows that globular dense regions of ca. 1.6 g/cm³ exist in the bacteria with approx. isotropic shape, which may be linked to the bacterial nucleoid and DNA. The TEM images of ultra-thin sections of chemically fixed, stained and resin embedded D. radiodurans cells give a good overview of the cellular fine-structure. However, an interpretation with respect to the projected or 3d phase reconstruction is not straightforward as only single slices of different cells were obtained. Nevertheless, the DNA can be observed in different arrangements. Considering the size of DNA containing regions within these sections, one notices that it is often well below a diameter of 1 µm. This is smaller than the size of the dense regions that are visible in the ptychographic reconstructions, where this pronounced feature observed in density contrast appears to be sometimes larger than 1 µm in the projection. On the other hand, the only other feature that was observed in the TEM sections are electron dense polyphosphate granules, which appear to be much smaller in size.

A striking characteristic of the dark phase globules is that they seem to appear once per cell as one would expect from the nucleoid. The broad size distribution between different cells may be due to the diverse state of the cells, i.e. there may be multiple copies of the genome present within the cells during cell division. A model based determination of the total dry weight of the dense regions from a 2d projection indicates that their masses may be approximately grouped in integer multiples of 0.11 pg, which supports the hypothesis of multiple genome copies being present in a single cell. The electron dense regions of the ptychographic phase reconstructions may thus be tentatively linked to the bacterial nucleoid and DNA but more data is needed to further support this hypothesis. In the future, improvements towards a more defined state of the cell culture in combination with a stack of TEM images of the same cells may be helpful. A combination with visible light fluorescence microscopy seems also appealing. In case of freeze-dried samples, DNA staining with DAPI was performed but the fluorescence appeared to be not preserved after freeze-drying, thus hydrated specimens may be necessary. An increase in resolution of the ptychographic phase maps will also facilitate further interpretation. In contrast to the 2D case, the resolution of the ptychographic tomogram was limited due to radiation induced damage in both experiments. Here it is stressed that the radiation damage in the first experimental approach is more severe. The second tomo-ptychographic dataset does not suffer from a degradation on the same level. Instead, only a slow effect of mass diffusion can be observed over the timescale of about 70 to 140 projections. In any case, the next step must thus be ptychographic imaging of frozen-hydrated samples both in 2D and 3D as was exemplified by Lima and colleagues [172] in 2d.
However, one must be aware of the limitations in the presented approach of a combination of information from both real and reciprocal space. While the resolution can be extended by analysis in reciprocal space, this resolution applies to the averaged structure. The real space resolution of this averaging process as given by the focal spot is clearly lower in cellular nano-diffraction than in ptychographic imaging or more generally in CDI. At the same time, the overhead for detector read-out during scanning of three degrees of freedom needed for tomography limits the reasonable field of view, and hence in most cases the size of the object. The combination of high resolution imaging techniques such as ptychography with cellular nano-diffraction techniques, that give access to an even higher resolution in reciprocal space, is of utmost importance.
3.2 Scanning Hard X-ray Microscopy Imaging Modalities for Geobiological Samples

Modern Scanning X-ray Microscopy can help to unravel the spatial context between biotic and abiotic compounds of geobiological assemblies with the aim to finally link chemical pathways to biological activities at the nanometre scale. The small-scale visualisation of the spatial context between prokaryotic and/or eukaryotic organisms, extra- and intracellular compounds and minerals is crucial for the attempt to ultimately unravel a large-scale functioning of geomicrobiological consortia. To date, X-ray microscopes offer a variety of probing techniques that, for instance, have applications in the material, environmental and life sciences making use of either full-field or scanning set-ups that are illuminated by synchrotron, compact laboratory or X-ray free electron laser sources (for reviews see [161, 256]). Small wavelengths, thus large penetration depth and a high spatial resolution combined with elemental speciation and potentially information about the chemical state turn X-rays also into an ideal tool for addressing geobiological questions via qualitative and quantitative imaging applications. Due to the manifold of possible X-ray microscopy techniques, a careful combination of different imaging modalities is of utmost importance and exemplifying work is needed when new techniques arise. Some applications of soft X-ray microscopy modalities can be found in the works of [100, 188, 271, 300, 301] and the reviews [50, 161, 167, 219, 256, 290] and references therein. Recent applications with a geobiological context are also given in the works of [22, 131, 204, 218] to name a few examples.

Here the presented experiments use the multi-modal imaging techniques provided by hard X-ray microscopes at synchrotron radiation sources to address analytical needs in geobiological research. Using the examples of 1) micron sized CaCO$_3$ spherulites as basal elements of the aragonitic skeleton of the coralline demosponge _Astrosclera willeyana_ (e.g. [145, 173, 338]) and 2) a subsurface consortium of filamentous sulfur-oxidizing bacteria (SOX), the potential of Scanning X-ray Fluorescence and Scanning Transmission X-ray Microscopy (STXM, ‘STXM’ includes darkfield and differential phase contrast) and the quantitative approach of Ptychographic Coherent Diffractive Imaging (PCDI) at single cell level is illustrated. In particular, the latter sample was scanned for extra- and intracellular sulfur compounds (e.g. [185, 276]) and subjected to the modern X-ray phase contrast method ptychography as a kind of feasibility study with the aim to obtain quantitative phase contrast (mass density) images of single cells.

This section is partly based on a manuscript that has been accepted for publication [331]. The _Astrosclera willeyana_ data has been recorded in the context of another work. However, the data was not fully analysed and interpreted in [328]. The new results of the full analysis are thus presented in the context of this work. Complementary to the presentation in [331], more details about the ptychographic reconstruction of the SOX sample are included in section [32.3]. In addition, a SEM-EDX spectroscopy has been carried out on the same sample after the ptychographic imaging experiment in order to search for bacterial sulfur inclusions. The preparation of the SOX sample by Nadia Quéric is gratefully acknowledged.
3.2.1 Sample Origin & Sample Preparations

Primary aragonitic skeletal elements were prepared from the outermost zone of the coralline demosponge *A. willeynana* (e.g. [145, 173, 338]). Sponge tissue, including the proximal ectosome, was dissolved in sodium hypochlorite until only parts of the calcified skeleton remained. After air drying, the larger fragments were removed through successive sieving using mesh sizes of 125 µm and 25 µm (RETSCH). The obtained powder containing many isolated spherulites was then scattered on a 200 nm thick Si₃N₄ foil (SILSON, TEM standard) and fixed with nitrocellulose lacquer (see also [328]).

Bacterial aggregations dominated by sulfur-oxidizing communities were collected in May 2009 during the monitoring sampling campaign within the project ‘Microbial biomineralization, biogeochemistry and biodiversity of chemolithotrophic microorganisms in the tunnel of Äspö (Sweden)’ (FOR571, *Deutsche Forschungsgemeinschaft*), at the Äspö Hard Rock Laboratory. A feather-shaped sample of predominantly filamentous bacteria of more than 100 µm length was collected at station 1310B (cf. Quéric *et al.* [242]). The sample was chemically fixed by glutaraldehyde (4% in 1x PBS) and stored at 4 °C until further processing. In the next step, a subsample was first washed with 1x PBS and then thoroughly spread out onto a 1.5 mm × 1.5 mm, 500 nm thick Si₃N₄ membrane (SILSON). The sample dehydration by rising ethanol concentrations of 15%, 30%, 50% and 70% was carried out directly on the membrane for 30 min each, followed by 90% and 99% for 60 min both. A last dehydration step was carried out chemically via HMDS (hexamethyldisilazane).

3.2.2 Details: Scanning X-Ray Fluorescence and Scanning Transmission X-Ray Experiments

The experiments on *A. willeynana* were carried out at the hard X-ray nanoprobe microscope at the ID13 beamline of the European Synchrotron Radiation Facility (ESRF) in Grenoble, France, using monochromatized (Si(111) channel-cut) undulator radiation of 15.25 keV photon energy. The beam was focused in both the horizontal and vertical direction by a pair of nanofocusing refractive X-ray lenses (Schroer *et al.* 2005) located at 96 m behind the undulator source (cf. Fig. 3.47 p. [112]). The beam size was measured in the focal plane along horizontal and vertical profiles to be 78 nm × 86 nm (FWHM h × v) with the ptychographic method (Schropp *et al.* 2010). A platinum pinhole was placed behind the lenses to shield the sample from unfocused radiation. The samples were mounted on top of a high precision piezo stage (Physik Instrumente, Germany) a few millimetres behind the lenses. An energy dispersive detector (Vortex-EM, SII Nanotechnology USA) with an active area of ~ 50 mm² approached the sample from the side at an angle of approx. 45° with respect to the optical axis. The distance between the sample and the fluorescence detector was around 1 – 2 cm. The single photon counting detection device MAXIPIX [176, 234, 235] was placed on the optical axis at a distance of 1.926 m from the focus. The active area of this detector covers 256 × 256 pixels with a size of 55 µm. The MAXIPIX records the (coherent) small
angle X-ray scattering (diffraction) signal and can be used simultaneously with the fluorescence detector. The photon flux was measured with the MAXIPIX to be approx. $2 \times 10^7$ phot/s. A helium filled flight tube between sample and diffraction detector was used to minimise scattering of X-rays in air.

![Diagram of X-ray Scanning Microscope](image)

**Figure 3.47:** Schematic set-up of an X-ray Scanning Microscope: (X) incoming X-ray beam, (L) X-ray lenses, (F) X-ray focus, (S) sample on top of a rotation stage ($\Phi$) for tomographic applications, (FD) X-ray fluorescence detector (close to the sample) and (D) pixelated diffraction detector located at a distance $Z$ of about several metres behind the focus. The flight tube being typically used between sample and diffraction detector is not shown.

The first scan over an entire spherulite of *A. willeyana* (S1) was recorded with $61 \times 61$ scan points on a rectilinear grid with step sizes of 500 nm in the horizontal and vertical direction. The exposure time was 0.1 s at each point. The beam size was adapted to the comparably large step size by measuring 0.5 mm out of focus. The follow-up scan (S2) covered a spike-shaped calcified extension at the outer part of the spherulite and was carried out 250 $\mu$m close to the focal plane with a step size of 125 nm and $41 \times 41$ points. The exposure time was 0.1 s at each point. The scan S3 was taken on a subregion of S2. It consists of $31 \times 31$ scan points. The step size was set to 50 nm in both directions and the exposure time was 5 s at each point.

The fluorescence data were analysed using the PyMCA software [280]. The summed spectrum of a region of interest (ROI) can be corrected to an otherwise defined background (BG) by subtracting at each scan point of the ROI an average spectrum of the BG. Here, BG-corrected spectra have been calculated for the scans S1-S3. Presented element specific fluorescence maps correspond to a summation of
the fluorescence signal around ±200 eV of the Kα emission line. STXM images, i.e. transmission, darkfield and differential phase contrast, have been calculated from the recorded diffracted intensities according to existing formulae [207, 208, 295] (cf. section [1.3.1] p. 34).

3.2.3 Details: Scanning Transmission X-Ray and X-Ray Ptychography Experiment

The imaging experiments on the sample of the consortium of filamentous SOX bacteria were performed at the coherent Small Angle X-ray Scattering (cSAXS) beamline of the Swiss Light Source (SLS) at the Paul Scherrer Institut in Villigen (Switzerland) under conditions similar to [330] as described in section 3.1 (p. 69). The sample was scanned by a high precision piezo stage (Physik Instrumente, Germany). The PILATUS 2M (SLS detector group, [163]) single photon counting detector with zero-readout noise was used to record the diffraction data at a distance of 7.22 m behind the sample. A helium filled flight tube of length 7 m was installed between sample and detector for an optimized signal-to-noise ratio on the detector.

The STXM scan (Fig. 3.55 (b)-(e)) was taken on the sample using a rectangular mesh of 121 × 121 scan points with a step size of 0.5 µm. The sample was scanned in continuous mode along the vertical direction with an exposure time of 0.03 s allowing rapid data collection. The ptychographic images (Fig. 3.56) correspond to 7 single ptychographic scans taken along the sample that have been reconstructed unitedly. Each single scan covers an area of about 10 µm × 10 µm and consists of more or less 323 scan points which are homogeneously distributed along concentric circles. Reconstructions of the single datasets are illustrated in Fig. 3.48. The exposure time was 0.2 s at each scan point. The photon flux on the sample was measured with PILATUS to be ∼4 × 10⁸ phot/s. The ptychographic reconstruction procedure of single scans using the same experimental set-up was already outlined in [330] (cf. section 3.1 p. 69). Briefly, the reconstructions of the singular scans were initiated with a unit amplitude, constant phase object and a probe reconstruction from a Siemens star test pattern. The ‘ePIE’ algorithm [183] was run for 320 iterations using the algorithmic parameters α = β = 0.5. During the iteration the amplitude of the object was constantly clipped onto the interval [0.7, 1]. The final results are the average that was taken over the last 200 iterations (every second iterate).

Here, the ‘ePIE’ ptychographic reconstruction algorithm was adapted to allow for reconstruction of multiple overlapping single scans. The idea to combine different ptychographic datasets was originally presented at a conference [60]. The first challenge, however, are positional errors that arise over the comparably long time being necessary for recording the data of all the scans. A reconstruction without refinement of the scan positions yields unsatisfactory results as can be seen in Fig. 3.49(a). Different algorithms and strategies have been combined to allow for positional refinement. Algorithms working on the level of single scan points [20, 182, 307] have not been considered due to the large overhead in compu-
Figure 3.48: The image presents ptychographic phase reconstructions of single scans (1)-(7). Each sample area corresponds to an individual dataset and reconstructed with individual probe. The scale bar denotes 5 µm.

...tation time. Instead, the good quality of the phase reconstructions of the single scans suggests a cross-correlation based method between the different reconstructions. For instance, the algorithm in [113] is easy to implement but was found difficult to use on the data. Therefore, the MosaicJ plugin of the open-source ImageJ software project [237,261,262,292] was used to create an image covering the full area of all the scans. Importantly, the grey values of the output image do not represent quantitative phase values anymore. Nevertheless, the image could be used as a target image for finding the positional errors with the help of the algorithm in [113] and the reconstructions of the single scans. The resulting corrections are presented in Fig. 3.49(c).

Simply using these corrections is not sufficient to obtain a high quality reconstruction as can be seen in figure 3.49(b). The reason for unsatisfactory reconstruction results are due to a small change of the illuminating wave-field over the time of all the scans (about 35 min). Hence, an improvement can be obtained by allowing for a reconstruction of multiple probes within the whole combined dataset. Here, the single probes correspond to the positions of the original single scans. That is, the final reconstruction yields one large object and 7 probes. The probes of the final object of figure [3.56] are presented in Fig. 3.50 in amplitude and phase. Here it should be noted that the change between the probes can hardly be deduced by eye-inspection. Comparing the amplitudes (Fig. 3.51(a)) reveals that the two upper maxima merge from (5) to (6). The changes were also quantified by calculating the difference between the complex probe field $P_i$ of scan $(i)$ and of scan $(i-1)$ and between scan $(i)$ and scan (1). The same measure was calculated...

---

23 The source code can be obtained from [http://www.mathworks.com/matlabcentral/fileexchange/18401-efficient-subpixel-image-registration-by-cross-correlation](http://www.mathworks.com/matlabcentral/fileexchange/18401-efficient-subpixel-image-registration-by-cross-correlation) (14/08/2014).
Experiments

separately for amplitude and phase, too. The results are presented in figure 3.51. Calculations were obtained by using the following error metric

\[
\chi^2(A, B) = \frac{\sum |A - B|^2}{\sum |B|^2},
\]

(3.122)

where the summation is over all pixels of the fields \( A, B \). The graph of figure 3.51a shows that there is a moderate increase of the error from (1) to (7) (squares) which mainly arises from differences in the phases (circles). The error remains about at the same level between neighbouring probes (cf. Fig. 3.51b).

The final reconstruction result has been obtained similarly as for the case of the single datasets. The ‘ePIE’ algorithm was run for 500 iterations on the full object region using the probes from the single reconstructions as initial guesses. The clipping of the object was carried out during each iteration, too. The average was taken over every second iterate during the last 200 iterations. Finally, the phase map of the full object region (Fig. 3.56) was converted into projected effective mass density values as outlined by Giewekemeyer and co-workers [97] (see also eqn. 3.121 p. 100 and section 1.2 p. 20). Here the following notation is used

\[
\sigma_m(x, y) = -\frac{2u}{\lambda r_0} \phi(x, y),
\]

(3.123)

where \( \phi(x, y) = \arg(O(x, y)) \) is the two-dimensional phase of the reconstructed object function \( O(x, y) \). \( u = 1.661 \cdot 10^{-24} \) g, \( r_0 = 2.82 \) fm and \( \lambda = 0.2 \) nm denote the atomic mass unit, the classical electron radius and the wavelength. In addition, the projected attenuation is defined as

\[
\sigma_\mu(x, y) = -2 \log(|O(x, y)|).
\]

(3.124)
Figure 3.49: The figure illustrates two different problems that can spoil the combined reconstruction. (a) presents a combined reconstruction using the original positions and different probes of the subsets (1)-(7) (cf. Fig. 3.48). The positional discrepancy is clearly visible at the region of the subsets (3)-(5). (b) shows the combined reconstruction using refined positions but a single probe for all the subsets. A considerable phase background that changes along with the different scans can be seen. (c) shows the positions refinement for the scans with respect to measured motor positions, along the horizontal and vertical positions respectively. The scale bars in (a) and (b) denote 5 \( \mu \)m.
Figure 3.50: The figure presents probe reconstructions corresponding to the positions of the single scans: (a) amplitude and (b) phase. The amplitude is thresholded and the phases are only shown for amplitude values $> 10^{-1.5}$. The scale bars in (a), (b) denote 2 $\mu$m.
Figure 3.51: The figure shows the calculated error (a) between the probe \((i)\) and the probe \((1)\) and (b) between the probe \(i\) and the probe \((i - 1)\) for the complex field, the amplitude and the phase.
3.2.4 Results

The aragonitic spherulite of *A. willeyana* yields a dominating calcium signal in the summed fluorescence spectra of all scans S1-S3 (cf. Figs. 3.52(a), 3.53(a) and 3.54(a)). The calcium map of S1 (Fig. 3.52(c)) from the Ca(K\textsubscript{α}) X-ray emission line at 3.69 keV shows a clear projection of the spherulite. It can be seen that this sample consists of a central core of about 20 µm diameter and tooth-formed extensions of 3 – 4 µm length originating from the surface. Besides the calcium signal, small concentrations of chromium, manganese, iron, copper, zinc and bromine are well fitted to the spectrum. From these elements, the small contributions from the bromine peak at 11.92 keV can still be visibly correlated to the sample (cf. Fig. 3.52(d)). From the background-corrected spectrum (Fig. 3.52(b)), one deduces that also the peaks from manganese, iron, copper and zinc can be attributed to the spherulite. However, the contribution is very low as can be seen in the fluorescence maps of manganese and zinc, Fig. 3.52(e) and (f) respectively. Besides, it should be noted that the shown elemental maps correspond to the full signal, including the background. In case of the zinc data, the comparably small signal of the spherulite is difficult to distinguish from the background but occurrences of counts appear denser in the region of the spherulite.

In addition, the spherulite can be observed in the STXM images (Figs. 3.52(g)-(i)). The measured absorption is very low yielding insufficient imaging contrast (not shown). In contrast, the differential phase contrast in the horizontal (Fig. 3.52(g)) and vertical (Fig. 3.52(h)) directions yield a very good image of the sample. A composite image of the differential phase contrast and the fluorescence channels of Br (green), Mn (blue) and Zn (red) is presented in Fig. 3.52(i). The composite allows for locating these elements on the spherulite.

The scan S2, over a single spike (Fig. 3.52(g), arrow) with higher spatial sampling, is presented in figure 3.53. The summed fluorescence spectrum (Fig. 3.53(a)) is very similar to the one shown in figure 3.52(a). The sample can be best visualised on the calcium map (Fig. 3.53(c)) and the calcium peaks are clearly visible in the background-corrected spectrum (Fig. 3.53(b)). In addition, there are weak contributions from elements such as zinc and bromine. For instance, the bromine map (Fig. 3.53(d)) appears to be correlated to the spike shape while the zinc channel (Fig. 3.53(e)) shows three peaks clearly located off the spike. In contrast to the scan S1, the differential phase contrast images of a single spike (Fig. 3.53(f), (g)) show more surface details and a higher sensitivity to supposedly soft biological tissue that can be seen e.g. at the spike base. The composite consisting of the differential phase contrast and the fluorescence channels elucidates the distinct arrangement of Br (green), Ca (blue) and Zn (red) (Fig. 3.53(h)).

Scan S3 that was carried out with highest spatial sampling and longest exposure times is presented in figure 3.54 (spike detail from Fig. 3.53(f), rectangle with dashed white lines). Notably, a zinc peak can be clearly observed in the background-corrected summed spectrum (Fig. 3.54(b)), originating from a single spot (cf. Fig. 3.54(d)) on the completely calcified spike surface (Fig. 3.54(c)).
The STXM images of the sulfur-oxidizing communities (SOX) show a ROI of about 60 µm × 60 µm, which includes two intersecting filaments of SOX bacteria (Figs. 3.55, 3.56). The transmission map (Fig. 3.55(b)) shows a high contrast between dense crystalline structures and cellular filaments. In contrast to thin cellular tissue, the crystalline material exhibits a strong scattering signal at the edges that can be well observed in the darkfield image (Fig. 3.55(c)). Enhanced visibility of the cellular, filamentous structures is provided by horizontal and vertical differential phase contrast (Figs. 3.55(d)-(e)).

Such a long, single filament was chosen to perform the ptychographic method, as shown by a reconstructed density map (Fig. 3.56(a)) of two crossing SOX strands. The color code is already adapted to the projected electron density $\sigma_e$ and projected mass density $\sigma_m$. The visibly improved resolution reveals dense regions that are only barely visible in the STXM images and optical light micrograph. Importantly, the contrast yields a quantitative measure of the projected local mass density. For instance, the average over a homogeneous region of the filament yields $<\sigma_m> = 0.033$ mg/cm$^2$ after background subtraction (region of background and SOX are indicated by white rectangles and black arrows in Fig. 3.56(a)). In addition, two line regions were extracted from the density map (dashed red lines in Fig. 3.56(a)) and are drawn in Figs. 3.56(b), (c). The first line scan (b) includes a dense region right at the beginning of about $\sigma_m \approx 0.065$ mg/cm$^2$ after subtracting a background of 0.02 mg/cm$^2$. The material corresponding to the line scan (c) appears with 0.08 mg/cm$^2$ (after background correction) slightly denser. For completeness, the reconstructed projected absorption $\sigma_\mu$ is shown in Fig. 3.56(d). In terms of resolution, it is clearly not as good as the density map of Fig. 3.56(a), but clearly better than the transmission map in Fig. 3.55(b). Dense regions such as occurring in (b) can be seen and show a comparably high absorption.
Figure 3.52: (a) summed spectrum of the scan S1 on CaCO₃ fractions of the basal skeleton of *A. willeyana* presented in (c)-(i). The fit used to identify elements in the data is shown as dashed blue line. (b) spectrum as in (a) but background-subtracted. (c)-(f) fluorescence maps of the calcium, bromine, manganese, and zinc emission lines, respectively. (g), (h) differential phase contrast in the horizontal and vertical direction. The arrow in (g) indicates the subregion with a single spike, which was scanned at higher resolution (cf. Fig. 3.53). (i) overlay image created by a combined differential phase contrast image of (g) and (h) (radial direction) and fluorescence channels (d)-(f). (j) shows the median filtered Zn distribution of (f). The blue dots indicate the shape of the spherulite. Scale bars in (c)-(i) denote 5 µm.
Figure 3.53: Scan S2 covering an area that is indicated by a black arrow in figure 3.52 (g). (a) summed fluorescence spectrum. (b) spectrum as in (a) but background-subtracted. (c) calcium, (d) bromine and (e) zinc channel. (f) and (g) differential phase contrast in the horizontal and vertical direction, respectively. The dashed white frame in (f) indicates scan S3 as presented in figure 3.54 (h) overlay image created by a combined differential phase contrast image of (f) and (g) (radial direction) and fluorescence channels (c)-(e). Scale bars in (c) - (h) denote 1 µm.
Figure 3.54: Scan S3 (cf. dashed white frame in Fig. 3.53(f)). (a) summed fluorescence spectrum corresponding to the scan shown in (c), (d). (b) spectrum as in (a) but background-subtracted. In addition to the calcium peaks, zinc peaks can be observed. (c) calcium channel. (d) zinc channel. Scale bars in (c) - (d) denote 200 nm.
Figure 3.55: (a) shows an optical light micrograph (DIC) of the sample of SOX bacteria that is shown in (b)-(e) and figure 3.56 (rotated clockwise by 90°). The scanned area in (b)-(e) is indicated by the outermost dashed white lines. The inner dashed white lines sketch the area that was scanned with the ptychographic method (Fig. 3.56). (b)-(e) STXM contrasts of SOX bacteria: (b) transmission quantifies the transmitted photons at each point (colorbar in units of $10^6$ photons), (c) darkfield quantifies the ratio of scattered to unscattered photons (colorbar in units of $10^3$), (d) differential phase contrast in horizontal direction and (e) differential phase contrast in vertical direction. White arrows in (d) indicate bacterial filaments. Scale bars denote 5 µm in all images.
Figure 3.56: (a) The image presents the ptychographic phase which quantifies the projected electron density $\sigma_e$ and projected mass density $\sigma_m$ of the scanned area showing two bacterial filaments of SOX. A homogeneous region of the cells yields a projected mass density of $<\sigma_m>=0.033\,\text{mg/cm}^2$ after subtracting the background (averaged regions are indicated by black arrows and white rectangles). (b) and (c) show lines through dense cellular material as indicated by dashed red lines on the density map in (a). Insets show magnified images of the regions of interest. (d) presents the projected absorption map $\sigma_\mu$ that corresponds to the density map (a). Inset shows magnified image of the region corresponding to (b). Scale bars denote 5 $\mu$m.
3.2.5 Details & Results: SEM-EDX Analysis

The Energy Dispersive X-ray spectroscopy (EDX) was carried out on the sample of SOX bacteria using the scanning electron microscope NovaNano SEM 650 (FEI, USA) after the X-ray analysis 24. The X-ray spectra were recorded with the silicon drift detector X-Max (Oxford, Uk; 80 mm² active area). In order to make the sample compatible with SEM imaging, it was sputtered with a thin layer of carbon (nominal thickness $\sim 15 \text{ nm}$). Although, carbon yields comparably low contrast and is prone to radiation damage it is well suited for this EDX analysis where the radiation from the sulfur edges needs to be distinguished from the background.

SEM images have been obtained from the same region which has been ptychographically analysed. For instance, the ptychographic reconstruction has been manually aligned with the SEM image as can be seen on the inset of Fig. 3.57. The agreement between both data is reasonable, given the contrast of the SEM image.

The EDX analysis was carried out at 10 different positions using a counting time of 60 s and an electron voltage of 15 kV. A SEM image taken afterwards clearly reveals measurement regions on the sample (cf. lower image in figure 3.58). Parts of the spectra are presented in the upper part of figure 3.58. The analysis with the Inca Software (Oxford, UK) shows a small sulfur signal that can be tentatively linked to the cells (8) or material from the cells close-by (1)-(3) as indicated by white arrow heads.

24 I thank Matthias Hahn for helping me with the SEM-EDX analysis
Figure 3.57: SEM image of the region of the sample that has been analysed with ptychography. The white arrow heads indicate cellular inclusions appearing in the SEM image. The inset illustrates the region that has been ptychographically reconstructed (dashed, white frame). The cell boundaries (black lines) from the reconstruction of Fig. 3.56 (a) are overlayed on top of a part of the SEM image. The SEM image has been taken after the X-ray experiment.
Figure 3.58: (1)-(10) EDX analysis (15kV) at single points of the sample with SOX bacteria. Locations (1)-(3), close to the cellular filament, clearly show a small sulfur contribution as indicated (white arrow heads). The sulfur signal cannot be well discriminated from the background at the other points but there seems to be still some signal as indicated in (8) by a white arrow head. The SEM image below which was taken after the analysis reveals the measurement points due to damage from the electron beam. Note that (8) lies on top of a cellular feature appearing bright in the SEM image and dark in the phase reconstruction (Fig. 3.56 (a)). The ordering of the EDX spectra is linear according to the labels.
3.2.6 Discussion & Conclusion

The solid aragonite skeleton of the coralline demosponge *Astrosclera willeyana* is steadily enlarged by large vesicle cells through the deposition of micron-sized primary aragonitic skeletal elements (spherulites) [145, 338]. Before their inclusion into the skeleton, spherulites such as presented in figure 3.52 gradually increase in size and finally, fuse with the growing skeleton [80, 247, 338]. The study of these intracellularly formed CaCO₃ spherulites shows that the combination of fluorescence and STXM data can be used to locate minimal elemental concentrations of zinc, bromine and manganese. The best visualisation of the sample was achieved by differential phase contrast (darkfield and transmission are not presented). This is in good agreement with the expectation because the theoretical absorption length of \( \sim 530 \mu m \) of CaCO₃ for 15.25 keV photons [125] predicts a low absorption contrast. The fluorescence analysis on a single spike shows that bromine forms a thin layer close to the surface of the spherulite. Besides calcium and bromine, predominant elements located near and on a spherulite of *A. willeyana* were zinc, iron and copper (Figs. 3.53(b), 3.54(b)). Zinc, for instance, is bound within the metalloenzyme carbonic anhydrase (CA), catalysing the reversible reaction between carbon dioxide and water and bicarbonate and protons being important to e.g. the process of biocalcification [127]. In *A. willeyana* α-CAs such as *Astrosclerin*-1, 2 and 3 are responsible for catalysing the chemical reaction \( \text{CO}_2 + \text{H}_2\text{O} \rightleftharpoons \text{HCO}_3^- + \text{H}^+ \) which represents the source of HCO₃⁻ necessary for building a CaCO₃ skeleton [145]. Hence, the zinc signal in the data is likely due to remainders of the CAs in the sample material. Furthermore, the results indicate that part of the zinc signal originates from the spherulite or its surface which coincides well with the growth process of the spherulites and the expected occurrences of CAs. According to figure 3.53(h), fluorescence analyses revealed a zinc signal more or less bound to the top of a spherulite spike, suggesting any remainders of the metalloenzyme. At the same time, a clear bromine signal which is known to have some inhibiting effects to *Astrosclerin* [220] is detected at the base of the spike. The simultaneous, but spatially separated occurrence of catalysing and inhibiting factors may be indicative of the terminal stage of spherulite calcification.

The accessible fluorescence lines in all scans are limited by the X-ray energy of 15.25 keV, excluding e.g. fluorescence emission of strontium (K-shell electron binding energy of 16.11 keV), which is typically observed in calcified samples. In addition, at the high energy end all considered spectra are dominated by Compton and Rayleigh scattering, and in the low energy region two argon peaks arise due to the scattering of X-rays in air. X-ray fluorescence lines below the first argon peak such as S(Kα) are suppressed due to absorption from air. In the future, improvements for the detection of fluorescence lines could be achieved by slightly increasing the X-ray photon energy and an optimisation of the set-up of the fluorescence detector. In order to further support the outlined arguments for the linkage between metalloenzymes and fluorescence signals future data on reference samples could be helpful.
The STXM images (Figs. 3.55 (b)-(d)) of the sample of sulfur-oxidizing communities show filamentous strands of bacteria and crystalline material that is supposedly a remainder of phosphate buffered saline from initial sample treatments. The ptychographic imaging method was successfully applied on filamentous sulfur-oxidizing communities by scanning along a single bacterial filament. The projected mass density map which corresponds to phase contrast yields the best imaging quality. The result agrees well with the expectation as absorption contrast from a 1 – 2 μm thick layer of biological material containing mostly proteins is almost negligible. One advantage of the ptychographic method is its capability of yielding super-resolution, i.e. resolution below the beam size. Here, the resolution of the ptychographic reconstruction is around 50 nm [330] whereas the STXM images (Fig. 3.55) are limited by the beam size of ~ 500 nm. It is remarkable that the improvement in resolution does not limit the field of view here. In this experiment ptychographic imaging is achieved over an area of about 20 μm × 40 μm of the sample. Experimentally limiting factors such as changes of the illuminating beam and positional uncertainties have been effectively overcome. The potential of this ptychographical scanning scheme is also illustrated in a very recent work using a similar approach [112]. In comparison to the other datasets, the scan with the highest possible resolution of about 80 nm (the beam size) is S3, which only covers an area of about 2 μm × 2 μm. Importantly, the ptychographic data could be used to quantify the mass density of the cellular material and cellular features on the level of single, unsliced and unstained cells. Furthermore, the map of the projected mass density reveals dense regions that may be attributed to cellular inclusions. For instance, the dense region in the line scan (b) (Fig. 3.56) yields \( \sigma_m \approx 0.032 \text{mg/cm}^2 \) after subtracting the measured density \(< \sigma_m > 0.033 \text{mg/cm}^2 \) of supposedly pure cellular material. Attributing this feature to sulfur and taking literature values for the mass density \( \rho_S = 2.07 \text{g/cm}^3 \) one obtains a reasonable thickness of about 155 nm. Hence, the dense region may be attributed to such intracellular sulfur inclusions, which are transiently formed in the process of oxidizing reduced sulfur compounds like sulfides and thio-sulfate into sulfate [54, 185].

The SEM-EDX analysis revealed a small sulfur signal which may be tentatively linked to the sample. The signal could be detected next to and on a bacterial filament. The former signal may arise from the small particles of sample material that can be seen in the ptychographic reconstruction next to the filaments. The latter signal may arise from a large cellular inclusion (position (8)). A SOX bacterium similar to the filamentous morphotypes presented here is *Thiothrix* sp., where the intracellular storage of sulfur depends on the presence of thiosulphate, nitrate and oxygen. Such filaments may loose sulfur globules (produced under aerobic conditions from thiosulphate) when exposed to anaerobic conditions [215].

An appealing application is the combination of ptychography with the simultaneous recording of fluorescence data\(^{25}\), which opens the possibility to combine the measurements of mass density with elemental mapping [265]. The ptychographically obtained information about the illuminating wave-field can also be used by

---

\(^{25}\) The used set-up at the cSAXS simply did not include a fluorescence detector.
deconvolution methods to increase the resolution of the fluorescence data \[315\]. Moreover, one way to obtain more reliable estimates of the full 3D electron and mass density distribution of this sample would be to combine the ptychographic imaging scheme with tomography (e.g., \[61\][330]). A tomographic dataset would also be more suitable for analysing inclusions.

In conclusion, X-ray experiments on two different geobiological sample systems at two different X-ray scanning microscopes have been performed. In particular, elements such as calcium and zinc that take part directly or are involved indirectly through metalloenzymes in the underlying relevant chemical reactions could be identified and mapped by combining different X-ray imaging modes. In future, the ptychographic method may become relevant as a high resolution, large field of view imaging technique providing quantitative contrast. The results will be helpful to better understand the studied sample systems and processes such as biocalcification.
3.3 Semi-Transparent Central Stop in High-Resolution X-Ray Ptychography Using Kirkpatrick-Baez Focusing

A Ptychographic Coherent X-ray Diffractive Imaging (PCDI) experiment using 7.9 keV X-rays and Kirkpatrick-Baez focusing mirrors (KB) was carried out. In order to achieve high resolution images one has to invest sufficiently high doses [141]. In PCDI, the challenge is to simultaneously record the very intense primary beam and the quickly decaying scattering signal ($\propto q^{-\alpha}$, with $\alpha \approx 4$). By introducing a Semi-Transparent Central Stop (STCS) in front of the detector the dynamic range on the detector is increased by $\sim 4$ orders of magnitude. The feasibility of this experimental scheme for PCDI applications with a resolution below 10 nm is demonstrated. The results are compared with reference data and an increase of resolution by a factor of two is obtained while the deviation of the reconstructed phase map from the reference is below 1%.

In view of the dynamic range problem, PCDI in combination with focused (divergent) beams is most suitable for high resolution imaging of extended specimen: The fluence on the sample is maximised in the focus while the full intensity is spread over a comparably large area of the detector due to the divergence of the beam. First results using divergent beams have been reported, including nanofocusing refractive X-ray lenses [134, 265, 266], Fresnel zone plates [143, 312, 330] and Kirkpatrick-Baez (KB) mirrors [98, 143, 286, 287]. KB mirrors are attractive focusing devices due to their high efficiency at sub 100 nm focusing while providing long working distances of hundreds of millimetres [130, 189, 199, 201]. However, efficient KB mirror optics in combination with the high coherent flux provided by modern synchrotrons such as PETRA III result in data that cannot be processed by current photon counting detector technologies. Recently, Liu [174] suggested to overcome the high dynamic range problem by using a fully absorbing beam-stop. Their numerical simulations show that the missing data problem can be partly solved by PCDI. In addition, the problem has previously been approached by patching data recorded with a fully absorbing beamstop with data taken where the central part has been attenuated [286, 287]. Here, the high dynamic range problem is approached by the use of a highly attenuating single Semi-Transparent Central Stop without the need of patching two diffraction patterns and the additional recording at each scan point. The reliability of this scheme is addressed, guidelines for designing the STCS are given and it is outlined how it is best introduced by making use of a KB set-up. The STCS data is compared with data taken without STCS in order to validate the quantitativeness of the ptychographic reconstructions. This section closes by an analysis about the increase in resolution and a brief discussion about future improvements in STCS fabrications.

The section here is partly based on results published in [332]. The design and fabrication by Malte Vašholz of the W-STCS being used here is gratefully acknowledged. In his Bachelor thesis other approaches to the re-scaling problem of the STCS data were analysed [310].
3.3.1 Experimental Set-up

The ptychographic imaging experiment was carried out at the coherent nano-focus endstation GINIX (Göttingen Instrument for Nano-Imaging with X-rays) of the P10 coherence beamline of the PETRA III storage ring located at DESY, Hamburg. The photon energy was defined by a Si(111) monochromator to be 7.9 keV. The focusing set-up consists of two pairs of beam-defining slits and Si-attenuation foils in front of two elliptical X-ray mirrors in the Kirkpatrick-Baez (KB) geometry (for a schematic see Fig. 3.59 (a)). The Pd coated vertical mirror (WinlightX) and the horizontal mirror (JTEC) were designed for 4.05 mrad inc. angle (centre) and focal distances of 302 mm and 200 mm, respectively (for details see [152-154]). A 5 μm diameter W-pinhole (foil thickness 40 μm) was placed at ca. 1 mm in front of the KB focus in order to guarantee the oversampling condition for ptychographic phasing [195] by effectively absorbing tails of the KB beam [98]. In the standard mode of ptychography the sample is scanned along a rectangular grid of points in a plane of the KB focus and the resulting diffraction patterns are collected by the photon counting pixel detector (pixel size 172 μm × 172 μm) PILATUS 300K (DETCRIS) placed about 5.1 m behind the focal plane. Absorption and background originating from air scattering are reduced by an evacuated flight-tube between the sample and the detector. Note that the beam usually needs to be strongly attenuated in order to prevent damage of the detection device. The maximum count rate of the PILATUS of about $2 \times 10^6$ phot/s [306] is exceeded by the available full coherent flux of approx. $10^{11}$ phot/s [258]. The set-up is thus expanded by introducing the Semi-Transparent Central Stop in the flight-tube at ca. 15 cm in front of the photon detector ((7) in Fig. 3.59 (a)). The STCS consists of a rectangular 25 μm thick W-foil (ChemPur) cut to a size of 2.2 mm × 2.0 mm by wire-cut electric discharge machining. The STCS is fixed on top of a polymide-foil and can be moved in and out of the beam in front of the detector. The STCS’s theoretical transmission is $0.24602 \times 10^{-3}$ at 7.9 keV photon energy [125].

From the variety of available materials that can be used for STCS applications tungsten is favoured for several reasons. Firstly, tungsten yields a comparably high attenuation in comparison to other materials such as silicon. This is advantageous as thick layers of material are likely to produce a varying attenuation at the boundaries due to a slight tilt with respect to the optical axis. Secondly, the main X-ray fluorescence emission lines are well above or below the energy threshold of the PILATUS 300K at 7.9 keV photon energy. Moreover, tungsten foils are commercially available in the favoured dimensions of mm × mm × μm and can be easily processed. This is particularly helpful in synchrotron applications, where the beam-shape of the experiment cannot always be anticipated with an accuracy in the range of the pixel dimension of the detector before the experiment. The problem of designing the right dimensions for the STCS can thus be circumvented by fabricating a set of different sizes. Importantly, the STCS allows to increase the photon flux on the sample by two orders of magnitude without saturating the photon counting device.
Figure 3.59: (a) Schematic of the set-up: (1) Si-attenuation foils, (2) slits S1, (3) slits S2, (4) focusing optics (Kirkpatrick-Baez mirrors), (5) pinhole, (6) focal region with the resolution chart sample, (7) semi-transparent central stop (STCS), (8) photon counting detector. (b) shows a diffraction pattern taken with STCS and 166.8 µm Si-attenuation foils (1). (c), (d) show inner part from (b) without and with rescaling with respect of the area attenuated by the STCS (7), respectively. (e) shows diffraction pattern taken without STCS but with 444.8 µm Si-attenuation foils (1). (f), (g) show line profiles through the rescaled diffraction pattern shown in (d) (indicated by black, dashed lines in (d)) in the horizontal and vertical direction (solid black lines), respectively. Up-scaled line profiles (scaling factor = 8.3·10^1/1.3 = 63.85) through a diffraction pattern taken without the STCS are shown as solid, red lines. The STCS region is indicated by black dashed lines in (f) and (g). Scale bars denote 50 µm$^{-1}$ and 10 µm$^{-1}$ in (b), (e) and (c), (d), respectively. The exposure time is 1 s in (b) and (e). The colorbar in (e) is the same as in (b).
Table 3.9: The table summarizes information on used slit settings.

| slits | horizontal gap [µm] | vertical gap [µm] |
|-------|----------------------|-------------------|
| S1    | 40                   | 100               |
| S2    | 100                  | 100               |

Table 3.10: The table summarizes information on used Si-attenuation foils and attenuation with respect to the W-STCS in front of the detector. The measured photon flux on the sample is shown, too.

| Dataset | Transmission of Si-foils | Transmission of W-STCS | photon flux [phot/s] |
|---------|--------------------------|------------------------|----------------------|
| 1       | 8.3 · 10^{-2}            | 4.0068 · 10^{-4}       | 2.7 · 10^8           |
| 2       | 1.3 · 10^{-3}            | 1                      | 4.4 · 10^6           |

A first ptychographic dataset (dataset 1) was collected on a Siemens star X-ray resolution chart (500 nm thick layer of tantalum with finest feature size of 50 nm; model ATN/XRESO-50HC, NTT-AT, Japan) using the W-STCS in front of the detector. An important feature of the GINIX versatility arises from the slits in front of the KB optics which can be used to change the numerical aperture of the mirrors. The slits can thus be used to change the focal size, the divergence of the beam and consequently, its imprint on the detector \[98,189\]. An optimum match between the imprint of the beam and the area covered by the STCS was found by choosing a position of the slits where they slightly cut into the beam (cf. Tab. 3.9). At 7.9 keV the STCS attenuates the central beam by ca. 4 orders of magnitude. An additional attenuation of the X-ray beam by approx. 1 order of magnitude (cf. Tab. 3.10) was necessary to avoid saturation of the detector. From the optimum scaling factor $\gamma$ of the STCS for the attenuated region of the detector, a photon flux of $2.7 \times 10^8$ phot/s was inferred (cf. Tab. 3.10). The ptychographic data consist of 441 scan points taken on a rectangular mesh with an uniform grid size of 150 nm × 150 nm, and it covers a scan-region of 3 µm × 3 µm. The exposure time of each grid point is one second. The total measurement time including movements of the sample was $\sim 9$ min.

Secondly, ptychographic data (dataset 2) were collected on the same specimen without attenuating the central beam in front of the detector necessitating a higher global attenuation of the full X-ray beam. The missing STCS attenuation was compensated by an attenuation of $\sim 10^{-3}$ through Si-attenuation foils in front of the KB optics (cf. Tab. 3.10). Thereby, the total photon flux available for ptychography was reduced to $4 \cdot 10^6$ phot/s. The scanned area was 4 µm × 4 µm with a grid size of 160 nm × 160 nm. In total, 676 diffraction patterns were recorded using an exposure time of 1 s per scan point. The total measurement time including movements for scanning the sample was $\sim 15$ min.
Table 3.11: The table shows the average phase shift (Ta versus no Ta) from the Siemens star test pattern as obtained through ptychographic phasing. For the case of using an STCS the dependence of different STCS scaling factors on the phase shift $<\Delta\Phi>$ is listed.

| Dataset | STCS scaling factor $\gamma$ | $<\Delta\Phi>$ [rad] |
|---------|-----------------------------|-----------------------|
| 2       | 1                           | -0.757                |
| 1       | $5 \cdot 10^2$              | -1.341                |
| 1       | $1 \cdot 10^3$              | -1.032                |
| 1       | $2.496 \cdot 10^3$          | -0.755                |
| 1       | $4.054 \cdot 10^3$          | -0.621                |

3.3.2 Details: Analysis

The data were analysed using the ‘ePIE’ algorithm [183]. The output of the algorithm are estimations of both the complex probe $P(\vec{x} - \vec{x}_i)$ and the object $O(\vec{x})$ being illuminated by the probe at positions $\vec{x}_i$. All phase reconstructions were obtained after 400 iterations as an average over the last 100 iterations and by using $\alpha = \beta = 0.5$ (cf. [183]). The sample plane was initialised as uniform amplitude with constant phase, whereas the probe was initiated as circular aperture of diameter 600 nm with constant amplitude and phase. A region of $460 \times 600$ pixels ($h \times v$) around the central peak of the recorded diffraction patterns was used yielding a real space pixel size of $10.1 \text{ nm} \times 7.8 \text{ nm}$ in the horizontal and vertical direction, respectively. The insensitive horizontal stripes between adjacent detection modules of the PILATUS (cf. Fig. 3.59 (b)) were treated as zero intensity regions during the iterative reconstructions.

At first, the influence of different scaling factors for the attenuated central intensity of dataset 1 on the reconstruction was studied. Phase reconstructions corresponding to varying scaling factors $\gamma$ in the range of $10^2$ to $10^7$ are presented in Fig. 3.60. The theoretical scaling factor $\gamma = 4.054 \times 10^3$ corresponding to the theoretical value of $25 \mu\text{m}$ tungsten was also included. The phase reconstructions have been compared by calculating the relative phase shift of the Siemens star resolution chart (cf. Fig. 3.61). As a criterion for reconstruction quality the deviation of the phase from the average of the uniform regions, with and without tantalum, was evaluated. A phase histograms such as can be seen in Fig. 3.61 (a) was used to define the areas with and without Ta within a chosen rectangular region of the reconstructed phase maps by fitting a sum of two Gaussians to the histogram. It was found that the binary structure of the Siemens star is well reproduced if all phases lying in a $2\text{FWHM} \approx 4.7\sigma$ interval (full width at half maximum) were included (cf. Fig. 3.61 (a)). The results of the calculated phase shifts $<\Delta\Phi>$ are shown in Figs. 3.61 (b), (c) and Tab. 3.11.
Figure 3.60: Phase reconstructions of dataset 1 assuming different STCS transmission values in comparison to the reference phase reconstruction of dataset 2 (without attenuation of the central beam) which is shown at the top left position. Corresponding scaling factors $\gamma$ (1/transmission) are shown as insets.

Figure 3.61: (a) shows phase histogram corresponding to dataset 2. The histogram contains only phases within the rectangular area depicted in the inset. A fit of a sum of two Gaussians to the histogram is drawn in red. The phase of Ta (or no Ta) is estimated as an average over one 2FWHM interval (dash-dotted, black lines). The intervals correspond to the white and grey regions in the graph of the inset. (b) presents estimations of $<\Delta\Phi>$ corresponding to dataset 1 for different values of $\gamma$ using 2FWHM intervals of the histograms. The reference $<\Delta\Phi>_r$ as estimated from the inset shown in (a) is indicated as dash-dotted, black line. The theoretical value of 25 $\mu$m W is indicated as dashed, black line. (c) shows a close-up of (b). Here it can be seen that $\gamma = 2.496 \times 10^3$ is in good agreement with the reference.
Finally, a quantification of the achieved resolution on the reconstructed phase maps of the reference dataset 2 and the STCS dataset 1, where the scaling factor $\gamma = 2.496 \times 10^3$ yields the best agreement with the reference, is presented. Reconstructed phase maps corresponding to dataset 1 and 2, which are already shown in Fig. 3.60, are presented in Figs. 3.62 (a) and (b), respectively. The reconstructed probe fields are presented in Figs. 3.63 (a) and (b). The power spectral densities (PSD) of both reconstructed phase maps were analysed. The 2D PSDs were calculated by using a Kaiser-window (cf. [95, 330] and section 1.1.2, p. 12) and are presented in Figs. 3.62 (c), (d). In order to better compare the frequency content of the reconstructions, the 2D PSDs have been azimuthally averaged and are depicted in Fig. 3.62 (e).

Although the PSD gives a proper measure of the frequency content of the reconstructed phase map the resolution achieved by ptychographic phasing needs to be carefully justified. For this reason the phase retrieval transfer function (PRTF), which compares the measured amplitudes $I_{\text{meas}}$ to the reconstructed ones $I_P$ (cf. [97, 274, 274] and equation 3.111, p. 82), was also calculated. The PRTFs of both datasets are shown in Fig. 3.62 (f).

### 3.3.3 Results & Discussion

A comparison of line profiles through the centre of diffraction patterns from dataset 1 and 2 (Figs. 3.59 (f), (g)) shows a good agreement of the rescaling in the central region of the diffraction pattern of dataset 1 with the one corresponding to dataset 2.

Next, the influence of different scaling factors $\gamma = 1/(I/I_0) = \exp(\mu d)$ for the STCS region of dataset 1 (cf. Fig. 3.60) was analysed. By comparison to the reconstruction obtained without the STCS (dataset 2) one can read off an optimum scaling factor of $\sim 2.496 \times 10^3$, which deviates by a factor of 0.62 from the theoretical value. The comparably large relative uncertainty $\Delta \gamma / \gamma = |\gamma - \gamma_{\text{theo}}| / \gamma = 0.62$ can be explained by the Beer-Lambert law. Applying the Beer-Lambert law $I = I_0 \exp(-\mu d)$ yields the dependence of the relative uncertainty of the thickness of the used STCS foil $\Delta d/d$ on the relative uncertainty of the scaling factor:

$$\Delta I = -\mu I \Delta d = -\log(\exp(\mu d)) I \Delta d/d$$

$$\Rightarrow \Delta \gamma = -\frac{I_0}{I} \frac{\Delta I}{I} = \log(\gamma) \Delta d/d$$

which yields the final result

$$\Delta \gamma / \gamma = \log(\gamma) \Delta d/d. \quad (3.125)$$

The explicit occurrence of the scaling factor implies an accurate knowledge of the STCS thickness. For instance, using $\Delta d/d = 0.1$ and $\gamma = 4.054 \times 10^3$, which correspond to the experimental parameters, yields $\Delta \gamma / \gamma = 0.83$, which is in good agreement with the experimental result.

For the optimum scaling factor $\gamma \approx 2.496 \times 10^3$ the reconstructed phase shift of $< \Delta \Phi > = -0.755 \text{rad} \ (\text{Ta vs. no Ta})$ deviates less than 1% from the reference
Figure 3.62: (a), (b) present phase reconstructions of the resolution chart sample as obtained from data taken with a photon flux of $\sim 2 \times 10^8$ phot/s and STCS and with a photon flux of $\sim 4 \times 10^6$ phot/s and no STCS, dataset 1 and 2 respectively. In both cases the sample was scanned over a rectangular area as indicated by magenta lines. Fits of the error function to the edges of the line scans (dashed, red lines) yields line-spread functions with FWHM-values of 23 nm and 26 nm, in (a) and (b) respectively. (c) and (d) show the calculated 2D power-spectral densities (PSD) of the reconstructed phases depicted in (a) and (b), respectively. Frequencies corresponding to a real space pixel size of 10 nm and 7 nm are indicated as magenta circles. (e) and (f) show PSDs and PRTFs from both datasets after azimuthal averaging. Dataset 1 is represented in blue whereas dataset 2 is represented in red. The arrows in (f) indicate the PRTF cut-off at about 0.5 yielding a half-period resolution of 12 nm and 25 nm for dataset 1 and 2, respectively. Frequencies corresponding to real space pixel sizes of 50 nm and 10 nm are further emphasized in (e) and (f) by vertical lines. Scale bars denote 1 $\mu$m in (a) and (b).
Figure 3.63: (a), (b) visualisations of the central part of the reconstructed complex probe fields of dataset 1 and dataset 2, respectively. (c) intensity of horizontal slice through probe at the sample (dashed, white line in (a)). (d) intensity of vertical slice through probe at the sample (dash-dotted, white line in (a)). Gaussian fits (red lines) yield FWHM values of 673 nm × 564 nm (h × v). (e) intensity of horizontal slice through probe at the sample (dashed, white line in (b)). (f) intensity of vertical slice through probe at the sample (dash-dotted, white line in (b)). Gaussian fits (red lines) yield FWHM values of 580 nm × 566 nm (h × v). (g), (h) intensity of numerically propagated probe fields as slice through the optical axis and the horizontal axis (indicated as dashed, white line in (a),(b)) of the focus (at $z \gtrsim 2$ mm) of dataset 1 and 2, respectively. Dashed white lines, dashed black lines and dash-dotted white lines indicate plane of the pinhole, position of the sample and position of the focal plane, respectively. Scale bars denote 0.5 µm in (a) and (b).
value (cf. Tab. 3.11). Interestingly, a lower than optimum scaling factor results in an increased phase contrast of the object. The tolerance for the reconstruction is surprisingly large, spanning roughly one order of magnitude between the lowest tolerable value and the optimum. Towards higher values than optimum, the tolerance is even larger: although losing more and more phase contrast the object can still be clearly identified at an over-scaling of 3 orders of magnitude. The reason for this result may be explained as follows: assuming that the STCS region contains only low frequency information about the probe, the intensity scaling acts as a filter that shifts the relative contributions between object and probe. If the scaling is too low (in the limit of becoming a fully absorbing beam stop) the information about the probe is highly suppressed in the data causing a violation of the probe assumptions in the algorithm. With an increasing scaling factor $\gamma$, the relative weight of frequency contributions from the object is decreased.

The visual impression of the high resolution phase maps (Figs. 3.62 (a), (b)) is very good. The innermost Siemens star ring structure ending at a width of 50 nm can be clearly resolved by both datasets. In the case of dataset 1 this is already a hint for the high resolution obtained as the innermost structure does not fall into the scanned area marked by a magenta rectangle. The part outside this area is only illuminated by the tails of the illuminating wave-field and is thus illuminated by considerably less photons. The resolution can be further analysed by fitting an error function to one of the edges occurring in the image. Line-spread functions with a full width at half maximum (FWHM) of 23 nm and 26 nm at singular positions in dataset 1 and dataset 2 (Figs. 3.62 (a), (b)) were obtained, respectively. The calculated 2D PSDs yield a resolution estimation of the whole phase maps (Figs. 3.62 (c), (d)). Note that there are two horizontal stripes in the 2D PSDs which contain less information about the sample due to the insensitive regions of the detector between the modules. Besides, one can clearly see the frequency contributions arising from the star form of the object. There are frequency contributions corresponding to pixel sizes in the range from 10 nm down to 7 nm for dataset 1, whereas the frequency content of dataset 2 seems to end at 10 nm. The azimuthal average of the PSDs as shown in the subfigure (e) confirms this result. In the high frequency part of the spectrum the curve of dataset 1 (blue curve) lies well above the one of dataset 2 (red curve). The difference in resolution is seen more drastically by comparing the PRFs (Fig. 3.62 (f)). Now the resolution is judged by the frequency where the PRF drops below the cut-off of 0.5. A half-period cut-off corresponding to a pixel size of 12 nm and 25 nm for dataset 1 and 2 is obtained, respectively. Here, the cut-off likely yields an upper limit and the actual resolution is better.

Next, the question how good can the probe of the rescaled STCS data be recovered is addressed. The probes, as reconstructed in the plane of the sample, are thus presented in Figs. 3.63 (a) and (b). It is found that the probe reconstruction from the STCS data is in good agreement with the probe reconstruction without STCS (reference). Both probes exhibit a similar shape and fringe pattern which arises from a non-optimum alignment of the pinhole. The small differences in the fringe pattern are likely due to a drift of the pinhole during the time delay between both
dataset 1 and 2 have been recorded. The reliability of the reconstruction is further supported by the similarity of the propagated probe fields along the optical axis (Figs. 3.63 (g), (h)). Here it is pointed out again that the comparably large probe size with FWHM values of 673 nm × 564 nm (h × v; dataset 1; Figs. 3.63 (c), (d)) and 580 nm × 566 nm (h × v; dataset 2; Figs. 3.63 (e), (f)) arises from the particularly small slit setting, which has been chosen to match the beam size on the detector to the size of the STCS. The quality of the obtained reconstructions shows that this beam size does not represent a limitation. On the contrary, the high resolution and relatively large beam are an ideal combination in view of imaging a large field of view and tomography.

3.3.4 Summary & Conclusion

In summary, a study on the use of Semi-Transparent Central Stops (STCS) for hard X-ray ptychographic imaging was performed. By using the STCS, the central beam on the detector is attenuated by ca. four orders of magnitude and thereby the usable photon flux for ptychography could be increased by two orders of magnitude. The fact that the usable flux could not be increased further e.g. by further reduction of the global attenuation factor was due to the specific nature of the test pattern. It turns out that low frequency components contribute to a high scattering intensity very close to the central beam (cf. Figs. 3.59 (c), (d)). Hence, the efficiency of the STCS also depends on the object being imaged. For instance, a biological specimen with uniform scattering distribution may be studied with a lower global beam attenuation.

The STCS data has been compared with reference data taken without the STCS. It was found that the phase deviation for optimum scaling factors between both reconstructions is less than 1%. Here, the point may be stressed that usual error specifications for tungsten foils of 25 µm thickness are in the 10% range, which already has a great impact on the actual transmission. Hence, one may be tempted to invest more into the quality of the material used for STCS application. This might not be necessary for all applications because a relaxation of the requirement on quantitiveness of the phase of the object relaxes the necessary absolute value used for rescaling of the attenuated region on the detector.

It was found that the reconstruction process is quite robust when changing the scaling of the STCS region by multiple orders of magnitude. In addition, the increase in resolution was determined to be up to a factor of two, depending on the criterion used, when using the STCS. The resolution achieved is 12 nm over large parts of the sample and may be as good as 7 nm in particular regions.

The STCS technique at the Göttingen Instrument for Nano-Imaging with X-rays (GINIX) can still be improved, as the optimum fully available coherent photon flux of \( \sim 10^{11} \text{phot/s} \) is still almost three orders of magnitude away from the current experimental setting. In future, the feasibility of higher attenuation factors as well as an STCS with compound attenuation values, i.e. a more complex attenuation profile, will thus be studied. One possible design that may be particularly suited for high resolution ptychographic imaging of the Siemens star pattern using the
same experimental parameters is presented in Fig. 3.64 (see also section G, p. 197). Here, the concept of using two different attenuation strengths is realised: The direct beam is highly attenuated whereas the low q-diffraction contributions are gently attenuated. The prototype in Fig. 3.64 was fabricated from two pieces of Si wafer. Notably, the thickness description for commercially available Si wafer products is likely very accurate which may facilitate the determination of the rescaling factor. However, the practicability of such compound attenuation profiles has not been tested yet.

![Figure 3.64](image_url)

**Figure 3.64:** The figure illustrates the design of an STCS with two attenuation regions. (a) indicates dimensions. (b) presents a prototype made of two pieces of Si wafer (thickness $c = c' = 200 \mu m$) with lateral dimensions $a = b = 16$ mm and $a' = b' = 5$ mm. The theoretical transmission values for $200 \mu m$ and $400 \mu m$ Si are $5.04 \cdot 10^{-2}$ and $2.54 \cdot 10^{-3}$ at $7.9$ keV photon energy ($\rho_{Si} = 2.363$ g/cm$^3$) [125], respectively. Note that the thickness of $400 \mu m$ in the centre almost perfectly compensates the overall attenuation of beam for the case of dataset 2 where $444 \mu m$ Si attenuation was used. The cutting of the wafer pieces was carried out using a dicing saw Disco dad 321 (Disco, Japan; cf. section 3.4, p. 144).

An important future application may arise from ptychographic imaging of biological specimens or other weakly scattering objects. The STCS application is not restricted to ptychographic imaging. In Coherent Diffractive Imaging (CDI) applications the central beam is typically fully blocked by a suitably dimensioned central stop and the desired image can still be reconstructed. The introduction of an STCS in CDI may relax the demands on choosing the right dimensions while simultaneously providing access to the low q-information about the direct beam without any change of the set-up. For instance, a slight change of the beam centre could be observed while taking data. Furthermore, the STCS will find useful application in classical diffraction analysis, where one also loses low q-information through the use of a fully absorbing beam stop.
3.4 High Flux Ptychographic Imaging Using the New 55 μm-Pixel Detector ‘Lambda’ Based on the Medipix3 Readout Chip: an STCS Application

Suitable detection systems that are capable to record high photon count rates with single photon detection are instrumental for coherent X-ray imaging. Here, the new single photon counting pixel detector ‘Lambda’ was tested in a ptychographic imaging experiment on solar cell nanowires using KB-focused 13.8 keV X-rays. Taking advantage of the high count rate of the Lambda and dynamic range expansion by the semi-transparent central stop, a high dynamic range diffraction signal covering more than 7 orders of magnitude has been recorded which corresponds to a photon flux density of about $10^5$ phot/nm$^2$/s or a flux of $\sim 10^{10}$ phot/s on the sample. By a comparison with data taken without the semi-transparent central stop, an increase in resolution by a factor 3 – 4 is determined: from about 125 nm to about 38 nm for the nanowire and from about 83 nm to about 21 nm for the illuminating wave-field.

Coherent Diffractive Imaging [41, 197, 297] and, in particular, its variant ptychography [81, 249, 296] needs to cope with diffraction patterns spanning orders of magnitude which can be problematic for current photon counting detectors. In case of ptychography, this high dynamic range problem is more accentuated because both the strong signal from the primary beam and the weak diffracted signal from the probed object need to be recorded. Intended as high resolution X-ray imaging techniques, the potential resolution is considered to be limited by the invested dose [141]. Consequently, a high primary beam intensity is needed to achieve a high resolution. Numerical phasing of the diffraction data thus crucially depends on modern detectors which provide a high dynamic range. An alleviation of the high dynamic range problem can be achieved by giving up strict photon counting. For instance, the MM-PAD [289, 311] achieved a count rate of $10^8$ phot/pixel/s at 8 keV X-rays in a recent ptychography study [96]. Another important development in this direction is the Adaptive Gain Integrating Pixel Detector [236]. In addition to the high dynamic range, fast readout, small pixels and low noise are also important. Single photon counting pixel detectors such as Pilatus [163] and Maxipix [176] have the advantage of effectively zero readout noise and can reach maximum count rates in the range of $10^5 - 10^7$ phot/pixel/s [306, 308]. The new Large Area Medipix-Based Detector Array (Lambda) is being developed [225-227] in order to better meet experimental demands. Based on the Medipix3 chip [11], the Lambda is constructed with two counters for deadtime-free readout. In the standard mode it can operate at 2000 frames/s. In combination with its small pixel size and the increased maximum photon count rate of about $3 \times 10^5$ phot/s/pixel [10] in comparison to its predecessor with the Medipix2 chip, the Lambda becomes thus a valuable device in synchrotron applications such as ptychography. Another important detector development, albeit with a larger pixel area (by a factor of 1.86), for single-photon counting while framing at kHz rates is the 75 μm-pixel detector ‘Eiger’ [63, 149] which, very recently, was successfully operated in a ptychographic imaging experiment [112].
Nevertheless, achieving an optimum resolution in ptychographic imaging remains a challenge. On the algorithmic side, the results can be improved by e.g. correcting for positional errors [20, 110, 182, 307] but on the experimental side this problem is currently mainly approached by increasing the fluence, e.g. [111, 133, 266, 286, 287, 332].

In this section, the performance of the Lambda detector in a ptychographic imaging experiment on solar cell nanowires using 13.8 keV photons at the high brilliance synchrotron radiation source PETRAIII is investigated. In order to make use of the full, highly coherent flux of the KB-focus the Lambda is tested in combination with the Semi-Transparent Central Stop (STCS) [332]. The results within this section can also be considered as a further application to preceding STCS experiments (cf. section 3.3, p. 132) but here a step towards real applications was made with the nanowire sample. In addition, the ptychographic probe reconstruction is used to monitor the systematic variation of the beam size due to a change of the numerical aperture in front of the Kirkpatrick-Baez (KB) mirrors. The fluence on the sample can be accurately determined which in turn is used to achieve a fluence optimised setting. The section closes with a short discussion of the results in view of the Lambda detector.

This section is based on results that have been published in [333]. J. Wallentin’s contributions of the nanowire sample and corresponding SEM images are gratefully acknowledged.

### 3.4.1 Experimental Set-up

The experiments with the ‘Lambda’ detector were performed at the P10 coherence beamline of the PETRA III synchrotron located at DESY, Hamburg in Germany. A monochromatic X-ray beam with an energy of 13.8 keV was selected by using a channel-cut monochromator (Si(111)) [343]. After passing a set of beam defining slits, the beam was focused by a pair of X-ray mirrors in the Kirkpatrick-Baez geometry (cf. Fig. 3.65 (a)). The elliptically shaped mirrors (Pd coating) were used at 4.05 mrad inc. angle (centre). The focal distances are 302 mm and 200 mm of the vertical mirror (WinlightX) and horizontal mirror (JTEC), respectively (for details see [152-154]). A soft-edge, rectangular aperture was placed 12 mm upstream of the nominal focal plane to suppress side-lobes of the X-ray beam [286]. The scanning of the sample through the X-ray beam was carried out by a high-precision piezo-electric stage (PI, Germany). Both the KB X-ray mirror system and the used sample positioning stages are part of the Göttingen Instrument for Nano-Imaging with X-rays (GINIX). An evacuated flight-tube of 5 m length was installed behind the sample stage to minimize scattering effects of X-rays in air. A positionable semi-transparent central stop was installed in the flight-tube. The Lambda detector was placed a few centimetres behind the exit window of the flight-tube. The distance between focal plane and Lambda was measured to be 5.07 m.
Figure 3.65: (a) Schematic of the GINIX set-up: downstream of the undulator source and the monochromator (not shown) (1) slits S1, (2) attenuation foils made of Mo, (3) slits S2, (4) KB-mirror system (position of the horizontal mirror), (5) soft-edge aperture (∼12 mm in front of the focus), (6) nanowire sample in the focal plane, (7) STCS (Ge) and (8) Lambda detector. The flight-tube between sample and detection device is not shown in the graph. (b) shows intensity measurement recorded with the Lambda and the STCS (7). (c) Same intensity pattern as in (b) but rescaled according to measured STCS-attenuation distribution. Scale bars in (b) and (c) denote $q = 50 \mu m^{-1}$. Note that scaling of (b), (c) differs from presentation in [333].
3.4.2 Details: STCS Preparations

The STCS is a piece of germanium with lateral dimensions of about $4 \text{ mm} \times 4 \text{ mm}$, which was cut from a wafer using a dicing saw Disco dad 321 (Disco, Japan). Additionally, the Ge STCS was grinded down to an average nominal thickness of $100 \mu \text{m}$ using SiC grinding paper with successive grain sizes 2000 and 4000 on a grinding machine LaboPol-21 (Struers).

The attenuation profile of the STCS was measured with the Lambda by using an open slit setting of $S_1 = S_2 = 300 \mu \text{m} \times 300 \mu \text{m}$ and sufficient beam attenuation (Fig. 3.65(b)). The rescaling of STCS-attenuated diffraction patterns is exemplified in figure 3.65(c) whereas the measured thickness distribution (attenuation profile) and a photo of the STCS are presented in figure 3.66.

![Figure 3.66](image)

**Figure 3.66:** (a) illustrates dimensions of the Ge STCS ($a = b \approx 4 \text{ mm}$, $\Delta x \approx 100 \mu \text{m}$). (b) STCS thickness $\Delta X$ determined from measured transmission $T$ and tabulated linear absorption coefficient (Ge, $\rho = 5.323 \text{ g/cm}^3$) [125]. (c) shows the a photo of the holder of the Ge STCS. Here, the STCS is glued on top of $25 \mu \text{m}$ polyimide foil (Kapton). The scale bar in (b) denotes 1 mm.

3.4.3 Samples

The nanowires in this work (Fig. 3.67) were grown and processed as described in [319, 320]. Briefly, (i) gold seed particles were formed on an InP substrate by
nanoimprint lithography [179], (ii) InP nanowires were grown with vapor phase epitaxy, (iii) the gold was removed by wet etching, (iv) SiO$_2$ deposition (insulator) by atomic layer deposition and (v) sputter deposition of an optically transparent and conducting layer of indium tin oxide (ITO). After fabrication, the nanowires were cut off the substrate by gently wiping the surface with a soft tissue. Nanowires on the tissue were then allowed to adhere on a Si$_3$N$_4$ membrane (1 µm thickness) (Silson, UK). This process yields randomly distributed nanowires (Fig. 3.67 (b)), which occasionally are oriented perpendicular to the membrane (Fig. 3.67 (c)). After the X-ray experiment the sample was sputtered with a 5 nm gold layer for SEM imaging.

![Figure 3.67:](image)

**Figure 3.67:** (a) schematic of a nanowire solar cell consisting of InP substrate (p-type at the bottom and n-type on top), an insulating SiO$_2$ layer and an ITO cover. (b) shows a SEM image of the nanowires deposited on the Si$_3$N$_4$ membrane after the X-ray experiment. (c) is a SEM image of the standing nanowire in (b) which is highlighted by a grey rectangle. The view is at an angle of 45°. (d) shows two lying nanowires of the sample (cf. circle in (b)). Here, the diameter was measured to be about 300 nm at the body and 360 nm at the head. The length is about 2.6 µm.

### 3.4.4 Details: Data Recording & Data Treatment

The first ptychographic scan (dataset 1) covers an area of 3 µm × 3 µm around the nanowire that was oriented perpendicular to the membrane or ‘standing’ (Fig. 3.67 (c)). Here, 31 × 31 scan points were taken on a rectangular grid with step sizes of 100 nm. At each point the exposure time was 1 s. Including movements of motors and readout, the total scanning time was about 29 min. The scan of dataset 2 was recorded on a nanowire being oriented parallel to the membrane (‘lying’) with same parameters as dataset 1, except only 26 × 26 scan points were distributed equidistantly over a square of 2.5 µm × 2.5 µm. For both datasets a small beam defining slit gap S1 of 50 µm was chosen and the photon flux impinging on the sample was reduced by molybdenum foils to about $10^7$ phot/s (cf. Tab. 3.12). The ptychographic dataset 3 was taken on the same nanowire with identical scan parameters as dataset 2. The total scanning time was about 20 min in both cases. In contrast, the beam defining slit gap S1 was opened to 100 µm, which corresponds to an increase in flux by a factor of about 4. Importantly, no beam attenuation in front of the sample was used and the higher photon flux (increase by a factor
of $\sim 10^3/5.3$) of the KB beam on the detector was compensated by inserting the STCS in front of the Lambda detector.

**Table 3.12:** The table summarizes information on used slit settings.

| Dataset | Slits | Horizontal gap [µm] | Vertical gap [µm] | Photon flux [phot/s] |
|---------|------|---------------------|-------------------|---------------------|
| 1       | S1   | 50                  | 50                | $1.06 \cdot 10^7$   |
|         | S2   | 200                 | 200               |                     |
| 2       | S1   | 50                  | 50                | $1.10 \cdot 10^7$   |
|         | S2   | 200                 | 200               |                     |
| 3       | S1   | 100                 | 100               | $9.8 \cdot 10^9$    |
|         | S2   | 200                 | 200               |                     |

The design of the Lambda detector here consists of 12 Medipix3 chips which at the corners consist of $255 \times 255$ pixels. In between they are of a size of $254 \times 255$ pixels. The gaps between the chips are filled with pixels larger than the chip pixels ($55 \mu m \times 55 \mu m$). There are $2 \times 2$ pixels in the intersections of horizontal and vertical gaps with a size of $165 \mu m \times 165 \mu m$. The remaining pixels in the gaps are $55 \mu m \times 165 \mu m$ (h x v) and $165 \mu m \times 55 \mu m$ (h x v) in the horizontal and the vertical gaps, respectively. The data in the gap pixels were rebinned to the size of the chip pixels.

The ptychographic reconstruction for both object and probe function was carried out using the ‘ePIE’ algorithm (using $\alpha = \beta = 0.5$; cf. [183]). The algorithmic settings are the same for all three datasets. The reconstruction procedure was initialised using a Gaussian (FWHM = 200 nm) amplitude distribution as probe guess and an unity, pure amplitude plane as object. The number of ptychographic iterations was 600. The final results of the probe and object were obtained by averaging the current estimate over the last 200 iterations.

### 3.4.5 Results: Ptychographic Reconstruction of KB Wave-Fields

The results of the ptychographically reconstructed complex wave-field incident on the sample of dataset 1 (S1 gap 50 µm) are presented in figure 3.68. In a first step, the reconstructed probe was numerically propagated along the optical axis by ±8 mm. The focal plane was determined to be 240 µm upstream of the sample by using the ‘sharpness’ criterion (e.g. [108] and see equation 3.115, p. 84).

The complex wave-field of the focal plane is shown in figure 3.68 (a). It can be seen that side lobes are more pronounced in the vertical direction. The phase representation in the image reveals an effectively flat phase of the central peak. Line cuts through the maximum of the peak can be seen in figures 3.68 (b), (c). Here, the difference in side lobe formation between the horizontal and vertical
Figure 3.68: (a) complex field of the probe of the low photon flux dataset 1 (cf. Tab. 3.12 and Fig. 3.70) propagated to the focal plane. Amplitude and phase are drawn according to the colourbar next to the image. In (b) and (c) line-cuts through the vertical and horizontal direction of the probe intensity in the focus (a) are drawn, respectively. Gaussian fits to the curves (red lines) yield FWHM = 393 nm and FWHM = 292 nm in (b) and (c), respectively. (d) sharpness and fit for estimation of the DOF. (e) shows the horizontal slice of the probe intensity through the focus. (f) presents vertical slice. Scale bar in (a) denotes 500 nm.
direction is visible, too. Using a Gaussian fit to determine the size of the focus yields FWHM = 292 nm in the horizontal direction. For the vertical direction FWHM = 393 nm is obtained. A horizontal and a vertical slice through the focus and along the optical axis is shown in figures 3.68 (e) and (f), respectively. The depth of focus (DOF) extends visibly over a few millimetres. The ‘sharpness’ can also be used to quantify the DOF. In case of a Gaussian intensity distribution 
\[ I(\rho, x) = \frac{I_0}{(1 + (x/x_0)^2)} \exp(-2\rho^2/(w_0^2(1+(x/x_0)^2))) \]
along the radial direction \( \rho = \sqrt{y^2 + z^2} \) with Rayleigh length \( x_0 \) and beam waist \( w_0 \), the sharpness can be analytically expressed:

\[
\Upsilon_G(x) = \frac{\pi}{4}(I_0w_0)^2/(1 + (x/x_0)^2). \tag{3.126}
\]

Therefore, the normalized sharpness \( \Upsilon_G(x)/\Upsilon_G(0) \) is a measure of the Rayleigh length \( x_0 \) of the beam, which is equal to half of the DOF. A fit of \( \Upsilon_G(x) \) to the sharpness of the reconstructed probe field yields DOF = 2\( x_0 \) = 7.32 mm (cf. Fig. 3.68 (d)).

The reconstructed wave-field of dataset 3 (S1 gap 100 \( \mu \)m) is analysed in the same way. In this case, the focal plane almost coincides with the plane of the sample. The distance between sample plane and focal plane is determined to be 16 \( \mu \)m. The intensity distribution of the focal plane reveals a smaller peak with reduced side lobes (cf. Fig. 3.69 (a)). In the line cuts through the central peak it can be seen that the intensity of the side lobes are reduced by a factor of about 2 in comparison to the other probe field. Gaussian fits to the curves yield a beam width of FWHM = 217 nm and FWHM = 136 nm in the vertical (Fig. 3.69 (b)) and horizontal (Fig. 3.69 (c)) direction, respectively. Hence, the decrease in size is by a factor of 1/2.15 in the horizontal direction and by a factor of 1/1.81 in the vertical direction. Moreover, the decrease in size of the beam can also be observed in the slices through the focus and along the optical axis as a decrease in the depth of focus (cf. Fig. 3.69 (e), (f)). A fit of \( \Upsilon_G(x) \) to the sharpness of the reconstructed probe field yields DOF = 2\( x_0 \) = 1.52 mm (cf. Fig. 3.69 (d)).
Figure 3.69: (a) Complex field of the probe of the high photon flux dataset 3 (cf. Tab. 3.12 and Fig. 3.71) propagated to the focal plane. Amplitude and phase are drawn according to the colourbar next to the image. In (b) and (c) line-cuts through the vertical and horizontal direction of the probe intensity in the focus (a) are drawn, respectively. Gaussian fits to the curves (red lines) yield FWHM = 217 nm and FWHM = 136 nm in (b) and (c), respectively. (d) Sharpness and fit for estimation of the DOF. (e) shows the horizontal slice of the probe intensity through the focus. (f) presents vertical slice. Scale bar in (a) denotes 500 nm.
3.4.6 Results: Ptychographic Imaging of Nanowires

At first, the results of the ptychographic reconstructions using a (coherent) photon flux of about $10^7$ photons/s and a small beam-defining slit gap $S_1$ of 50 $\mu$m are listed (Fig. 3.70). The image of the reconstructed phase of dataset 1 (Fig. 3.70 (a)) shows the phase shift of the standing nanowire (oriented perpendicular with the membrane, Fig. 3.67 (c)). A line cut through the phase reconstruction of the nanostructure is drawn in figure 3.70 (c). It is indicated in the original figure as dashed, white line. The maximum phase shift of the nanostructure in this graph is about $-0.24$ rad (after background subtraction). A Gaussian fit to the curve yields a width estimate of 305 nm (FWHM). A typical diffraction pattern of the KB beam imprint on the detector of this dataset is shown in figure 3.70 (b). The maximum count rate in the diffraction pattern is 91442 photons/s per pixel. It should be noted that the count rate is still below the maximum count rate of $3 \cdot 10^5$ photons/s per pixel of the Lambda detector. In figure 3.70 (d) the phase of the ptychographic reconstruction of a lying nanowire (oriented parallel to the membrane) can be clearly seen. The length is about 2.6 $\mu$m. The extend of the nanowire along the minor axis is in the range of 400 – 500 nm. The phase shift was estimated from the reconstruction by averaging the phase map over small regions. An offset phase (black frame) was subtracted. On the body of the nanowire the average phase shift yields $\langle \Delta \Phi_{\text{body}} \rangle = (-0.034 \pm 0.001)$ rad (white frame) and on the central part of the head the phase shift is increased in magnitude to $\langle \Delta \Phi_{\text{head}} \rangle = (-0.058 \pm 0.001)$ rad. The pixel size of both reconstructions is 52 nm.

Next, the result of the ptychographic reconstructions using a (coherent) photon flux of $9.8 \cdot 10^9$ photons/s and a beam-defining slit gap $S_1$ of 100 $\mu$m is considered (figure 3.71). A representative diffraction pattern (after correction for the STCS attenuation) of dataset 3 is shown in figure 3.71 (a). In this setting the Lambda detector can record the diffracted intensity over more than 7 orders of magnitude. The KB imprint is obviously larger in comparison to the small S1 gap setting (cf. Fig. 3.70 (b)). It can be seen that borders of the central part of the beam have been placed close to the intermediate regions between neighbouring chips of the Lambda. Although rescaled, the regions between the chips can be identified in regions of low count rates. However, a smooth rescaling can be obtained if the count rate is sufficiently high. For instance, this can be seen where the tails of the KB beam extend over two chips (cf. Fig. 3.71 (b)). In addition, the high dynamic range of the signal reveals the fine features of the tails of the KB beam whose signal lies three to seven orders of magnitude below the central beam signal. Small oscillations in the range of a few pixels are characteristic and are highlighted by an enlarged representation (cf. Fig. 3.71 (b)).

The phase reconstruction of dataset 3 shows the lying nanowire of dataset 2 (Fig. 3.71 (c)). Here, the pixel size is 21 nm. In comparison to the reconstruction of dataset 2, the nanowire appears more smooth with less background. The resolution is visibly improved. In particular, the shape of the head of the nanowire resembles more the shape that is observed in the SEM images (Fig. 3.67). A quantification
Figure 3.70: (a) phase reconstruction of the standing nanowire (dataset 1, Fig. 3.67 (c)). (b) shows a diffraction pattern of dataset 1. (c) presents a line cut through the phase reconstruction shown in (a) (black, dashed line). A fit of a Gaussian function (red line) to the phase profile of the nanowire yields an FWHM value of 305 nm. (d) presents the phase reconstruction of a lying nanowire (dataset 2). The thicker top of the nanowire (cf. Fig. 3.67 (a), (c)) can be clearly identified by a larger phase shift which appears red in the image. The nanowire yields an average phase shift of $<\Delta \Phi_{\text{body}}>$ = $(-0.034 \pm 0.001)$ rad on the body (white frame) and $<\Delta \Phi_{\text{head}}>$ = $(-0.058 \pm 0.001)$ rad on the head (dashed, white frame) after background subtraction (black frame). Scale bars in (a) and (d) denote 500 nm, whereas the scale bar in (b) depicts 10 $\mu$m$^{-1}$. 
of the resolution follows in the next section. The measured phase shift on parts of the head (dashed, white frame) and the body (white frame) are $<\Delta \Phi_{\text{body}}>= (-0.0350 \pm 0.0006) \text{ rad}$ and $<\Delta \Phi_{\text{head}}>= (-0.0636 \pm 0.0006) \text{ rad}$, respectively. A line profile along the minor axis indicates the thickness of the nanowire (Fig. 3.71 (d)). The shape is well fitted by a Gaussian function with an FWHM = 247 nm.

3.4.7 Discussion, Conclusion & Outlook

Firstly, the ptychographic reconstructions of the wave-fields are discussed. The probe reconstruction allows to compare the KB wave-field between two different optical settings. A change of the slit gap setting causes a change of the size of the KB focus [189]. Here, the increase of the gap width of the beam defining slit by a factor of 2 could be shown to result in a decrease in size of the focus approximately by a factor of about 2. The result is in agreement to Fourier optics where the focus size decreases linearly with an increase of the numerical aperture indicating full or a high degree of spatial coherence of the beam. In comparison to preceding experiments [96, 98, 332], where typically a pinhole was used in front of the focal plane, the effectively pure KB beam, which is only slightly cleaned by the soft edge aperture, can be shown here. Moreover, the application of the STCS makes it possible to reconstruct the probe from high dynamic range intensity distributions, which cover about 7 orders of magnitude. The photon flux of $9.8 \cdot 10^9 \text{ phot/s}$ is still below the maximum coherent flux of about $10^{11} \text{ phot/s}$ for larger slit gaps at the GINIX (cf. [258]) and thus limited by the geometric dimensions of the STCS which define the maximum slit gaps (cf. Fig. 3.65 (b)).

Next, the ptychographic reconstructions of the nanowires need to be considered. The phase shift of the lying nanowire should be comparable in both datasets 2 and 3 (Fig. 3.70 (d), 3.71 (c)). Indeed, a good agreement of the overall phase shift between both datasets is found. Moreover, the average phase shift over small parts of the body deviates less than 4% between both datasets. The slight deviation in the head region can be explained by the fact that the phase shift of a rod or cylindrically shaped object is not homogeneous which makes it difficult to define an average phase shift. In brief, the reconstructions are very consistent. The agreement in phase shift between the datasets holds also for the projection of the standing nanowire. From the SEM images a length of about $2.1 \mu \text{m}$ and a thickness of about $0.3 \mu \text{m}$ are inferred. Using the phase shift as determined from the ptychographic reconstruction of dataset 3, an expected phase shift of $\Delta \Phi \approx (-0.0351 \cdot 4/5 - 0.0650 \cdot 1/5) \cdot (2.1/0.3) \text{ rad} = -0.29 \text{ rad}$ is obtained for a model nanowire that consists of 4/5 of body and 1/5 of head (both of thickness $0.3 \mu \text{m}$) which is in good agreement to the reconstruction (Fig. 3.70 (a)). However, a discrepancy in comparison to tabulated values is noted. For instance, the typical width of the InP core of the nanowires shown here is not below 150 nm, which already yields a phase shift of $-0.048 \text{ rad}$ ($\rho_{\text{InP}} = 4.79 \text{ g/cm}^3$) at 13.8 keV [125]. It is known that a wrong rescaling of the STCS can induce errors in the phase shift [332] (cf. section 3.3 p. 132). On the other hand, the consistency of the two phase maps (with and without STCS) is a good quality control of the STCS
Figure 3.71: (a) shows a diffraction pattern of dataset 3. The central part of the diffraction pattern has already been rescaled by the attenuation mask of the STCS. (b) shows enlarged parts of the diffraction pattern in (a). The intermediate region between adjacent chips where the remapping of the recorded intensity from larger to smaller pixels yields good results due to high photon count rates can be seen on the region with solid, grey frame. The other region highlights the high frequency oscillations of the KB farfield on the detector (dashed, grey frame). (c) presents reconstructed phase of the lying nanowire corresponding to the data recording using the STCS (dataset 3). The nanowire is the same as in dataset 2 (Fig. 3.70 (d)). It yields an average phase shift of $\langle \Delta \Phi_{\text{body}} \rangle = (-0.0350 \pm 0.0006)$ rad on the body (white frame) and $\langle \Delta \Phi_{\text{head}} \rangle = (-0.0636 \pm 0.0006)$ rad on the head (dashed, white frame) after background subtraction (black frame). (d) shows the line profile in (c) as indicated by a dashed, white line. A Gaussian (FWHM= 247 nm) is well fitted to the profile. (e) shows a diffraction pattern with scattering contributions from the nanowire. Scale bars in (a), (e) and (c) denote 10 $\mu$m$^{-1}$ and 500 nm, respectively.
rescaling. Therefore, one can be confident about the quantitativeness of the ptychographic reconstructions with respect to the STCS rescaling. Consequently, the measurement of the attenuation profile can be an alternative to determine the optimum rescaling factor for the STCS attenuated region. In this context, it should also be noted that a single factor as was used in [332] may not be applicable here because the determined profile is not homogeneous (cf. Fig. 3.66).

Finally, the improvement of resolution due to the gain in photon flux from dataset 2 to 3 needs to be addressed. Here a visible improvement of the reconstruction in terms of resolution and background could be achieved. However, it is also noted that the diameter of the nanowire in the reconstruction is larger than expected from SEM images (Fig. 3.67), that give about 300 – 350 nm. A comparison of the 2d power spectral densities (PSD) of the reconstructed phase maps (cf. Fig. 3.72) reveals that most information of the nanowire (the shape) is contained within a frequency ring that corresponds to a resolution of about 125 nm. In case of dataset 3, the inner frequency part appears to be slightly larger but there are also contributions for structure sizes of 38 nm (cf. white arrow in Fig. 3.72 (b)). Another estimate of the resolution that also estimates the correctness of the phasing of the algorithm can be obtained by calculating the ‘phase-retrieval transfer function’ (PRTF) (cf. [97, 274, 274] and equation 3.111, p. 82). The PRTFs of dataset 1 (red) and 2 (green) are very similar. Both curves drop below 0.5 at about \( \nu = 6 \, \mu\text{m}^{-1} \) (half-period) indicating that the resolution of these datasets is not better than \( dx = 1/2\nu = 83 \, \text{nm} \). In contrast, the PRTF of dataset 3 (blue) remains close to unity without any significant descent. It should be noted that this only indicates a resolution of the probe field in the range of the pixel size \( (dx = 21 \, \text{nm}) \), i.e. the contributions of the object are ‘hidden’ [62, 97]. The resolution of the object cannot be better than 38 nm as the PSD analysis revealed. As can be seen by comparing the images of figures 3.70 (d) and 3.71 (c), little more information about the structure of the nanowires could be obtained. For instance, in the optimal case one would be able to observe a deviation from the smooth Gaussian curve across the nanowire rod (cf. Fig. 3.71 (d)) due to the different layers of material.

Next, the increase in fluence, which can be used to estimate the potential gain in resolution due to the increase in dose, is discussed. The dose \( D \) depends on the photon energy \( E \), the linear absorption coefficient \( \mu \), the mass density \( \rho_m \) and the fluence \( F \) [141]. The overlap between adjacent illuminated spots of the ptychographic data is accounted for according to equation 3.120 (p. 92). Here, the fluence on the sample per single recorded diffraction pattern is defined by taking only the photons of the reconstructed single probe intensity \( I_P \) around the central peak into account, i.e. \( \rho(\vec{r}) = I_P \) and \( \chi \) (cf. 3.120, p. 92) corresponds to an ellipse whose minor and major axes are defined by the half width at half maximum (FWHM/2) of the intensity distribution. The fluence of the low flux dataset 2 is estimated to be \( F \approx 5 \cdot 10^4 \, \text{phot/nm}^2 \) and the high flux dataset 3 yields \( F \approx 1 \cdot 10^5 \, \text{phot/nm}^2 \) (equiv. a flux density of \( 10^5 \, \text{phot/nm}^2/\text{s} \)). On the other hand, the overall average fluence over the area of the sample which accounts for the overlap (eqn. 3.120) yields an even higher fluence of \( F \approx 6 \cdot 10^5 \, \text{phot/nm}^2 \).
Figure 3.72: (a) and (b) show 2d power spectral densities of the phase reconstructions of dataset 2 and 3 (cf. Fig. 3.70 (d) and 3.71 (c)), respectively. The frequency contributions from the rod shape of the nanowire lie within a frequency ring that corresponds to $\delta x = 1/2 \nu = 125 \text{ nm}$ half period resolution. In the power spectrum of dataset 3 (b) frequency contributions appear also in the frequency shell corresponding to $\delta x = 38 - 125 \text{ nm}$ (cf. white arrow). (c) presents PRTF calculations of the three datasets: 1 (red), 2 (green), 3 (blue). The drop of the PRTF below 0.5 (horizontal, solid black line) is indicated by a vertical, dash-dotted black line at $\delta x = 83 \text{ nm}$ half period resolution.
for dataset 3. Hence, the STCS in combination with the beam resizing allows to increase the fluence on the sample by 3–4 orders of magnitude. At first, one notes that the fluence obtained here is quite high. For instance, $2.75 \cdot 10^4 \text{phot/} \text{nm}^2$ has been reported by [266] using 15.25 keV X-rays focused down to $\sim 80 \text{nm} \times 80 \text{nm}$ (smaller by a factor of 5). Schropp and co-workers estimated their resolution on a 500 nm thick, binary tantalum test structure to be about 10 nm. Hence, at least on test structures with sharp edges, the potential resolution should be in the range of 10 nm, which is in good agreement to preceding experiments [332].

One reason explaining the discrepancy between expected and observed resolution would be to attribute the result to non-ideal experimental parameters such as effects of partial coherence. However, the PRTF of dataset 3 indicates that at least the probe reconstruction appears to be very good up to the highest frequency. Hence, vibrations of the sample as discussed by e.g. Clark et al. [43] may explain our results, also with respect to the observed deviation of the phase shift of the nanowire from tabulated values. Another degrading factor could be fluorescence radiation from the Ge STCS (emission lines $K_{\alpha_1} = 9.89 \text{keV}$, $K_{\alpha_2} = 9.86 \text{keV}$, $K_{\beta_1} = 10.98 \text{keV}$) [302]. In addition, a supposedly minor effect may be small sensitivity variations of the pixels of the Lambda detector [260], which could be compensated by a flatfield correction.

In conclusion, a powerful ptychographical experimental setting is presented that paves the way for experiments with unprecedented flux density. First ptychographic reconstructions using the new Lambda detector were shown. The use of a higher energy of 13.8 keV is an improvement as future experiments investigating elemental constituents of the sample will take advantage of the wider range of available K-edges such as Ni, Cu, Zn and Br in comparison to earlier experiments using 7.9 keV. In addition, the reconstructions clearly benefit from the effectively non-missing data problem between adjacent chips of the detector, which is a common problem for many other pixel detectors. The high count rate of the Lambda detector in combination with the STCS and the reconstruction of the probe field has enabled us to set up a fluence-optimised ptychographic setting. As far as could be deduced from other works in this field, the flux density of about $10^5 \text{phot/} \text{nm}^2/\text{s}$ is the highest one that has been reported at synchrotron storage rings for ptychographic imaging experiments in combination with photon counting pixel detectors (cf. Tab. 3.13). In addition, there are two more features of the Lambda detector that have not been addressed in these experiments but which may become important for following experiments. Firstly, the small pixel size of 55 $\mu$m in comparison to e.g. 172 $\mu$m (Pilatus, Dectris) relaxes oversampling requirements. In simple terms, oversampling limits the ratio between beamsize and field of view (FOV) in the sample plane per single diffraction pattern [195]. According to the small angle approximation the FOV per single diffraction pattern depends on the wavelength $\lambda$, the distance between sample and detector $X$ and the pixel size of the detector $D$, i.e. $\text{FOV} = \lambda X / D$. The smaller pixel size thus allows a large field of view (here $\sim 8 \mu m \times 8 \mu m$), which in principle opens the possibility for

\[26\] Note that the emission lines lie well above 7.9 keV but the transmission for 100 $\mu$m hardly differs (cf. Tab. G.2, p. 198) which allows the use of this STCS at 7.9 keV.
large beam experiments. Consequently, the total scanned area of the sample can be increased while the number of scan points is kept constant. The small pixel size also alleviates the use of higher energies (or smaller distances between sample and detector). Secondly, the $10^{10}$ phot/s of the beam can also be distributed in favour of shorter exposure times. Thereby reduced scanning times would presumably increase the quality of reconstructions due to a decrease of thermal drifts and vibrations. The Lambda can be operated in a continuous read-write mode and it provides a read-out of about 2000 frames/s. Hence, the detector is very well suited for short exposure times, and it may become important in experiments where deadtime is crucial.

**Table 3.13:** The table lists flux density achievements in ptychographic imaging experiments. Estimations have been obtained according to the reported beamsize (cf. text).

| flux density [phot/nm$^2$/s] | Beamline      | Reference                                      |
|-----------------------------|---------------|------------------------------------------------|
| $1.0 \cdot 10^5$            | P10 PETRAIII  | this work                                      |
| $7.50 \cdot 10^3$           | P10 PETRAIII  | Giewekemeyer et al. 2014 [96]                  |
| $2.26 \cdot 10^2$           | P10 PETRAIII  | Wilke et al. 2013 [332]                        |
| $1.83 \cdot 10^4$           | P06 PETRAIII  | Schropp et al. 2012 [266]                      |
| $2.7 \cdot 10^3$            | cSAXS SLS     | Guizar-Sicairos et al. 2012 [111]              |
| $2.74 \cdot 10^1$           | BL29XUL SPring-8 | Takahashi et al. 2011 [287]               |
| $0.21 \cdot 10^0$           | cSAXS SLS     | Giewekemeyer et al. 2010 [97]                  |
3.5 Waveguide-Based Imaging of *B. thuringiensis* and *B. subtilis*

Quantitative waveguide-based X-ray imaging has been carried out on the level of single, unstained, unsliced and freeze-dried bacterial cells of *B. thuringiensis* and *B. subtilis* using hard X-rays of 7.9 keV photon energy. The cells have been especially prepared in a state where they occur in their metabolically dormant form of an endospore. The obtained data allows for mass and mass density determinations on the level of single individual endospores but includes also large field of view investigations. Depending on the field of view, a resolution down to 65 nm was achieved for quantitative phase reconstructions.

X-ray waveguides [209, 228] are optical elements for preparing quasi point-sources with sizes well below 100 nm in the hard X-ray regime [147, 165, 221]. Due to the filtering of the coupled X-rays by propagation through the waveguide [91, 222], the prepared quasi X-ray point source is ideally suited for X-ray imaging in the holographic regime [89, 165]. In addition, the waveguide source can also be used for iterative phase retrieval of isolated biological specimens in two and three dimensions [12–14] by taking advantage of robust phase retrieval in the Fresnel regime [94, 241, 334, 335]. Moreover, imaging of biological specimens such as bacteria that are prone to radiation damage during the measurement process in this regime is considered to be rather dose efficient [13, 14, 241].

Before addressing the experimental results, details about the experimental set-up, sample preparation and theory are given. In particular, the theoretical background of the holographic imaging regime is reviewed briefly. The section closes by summarising the results and a comparison of the mass measurements with results from other works from different fields. Martin Krenkel’s support for the CTF-based reconstructions is gratefully acknowledged. Parts of this section have been prepared for publication [329].

### 3.5.1 Experimental Set-up

The waveguide-based imaging experiments were carried out during two successive beamtimes with the GINIX set-up at the P10 coherence beamline of the PETRA III synchrotron located at DESY, Hamburg in Germany. Monochromatic X-ray undulator radiation with an energy of 7.9 keV was selected by using a double crystal monochromator (Si(111)). The beam was focused by a pair of X-ray mirrors in the Kirkpatrick-Baez geometry (cf. Fig. 3.73 and e.g. section 3.3 p. 132 for details). The beam was then reduced by a waveguide whose guiding channel (air surrounded by silicon) was aligned with respect to the KB focus using a hexapod (SmarAct, Germany). The waveguide was fabricated by e-beam lithography. The channel dimensions are \( d_h \times d_v = 97 \text{ nm} \times 73 \text{ nm} \) on the entrance side (cf. ‘G23’ in [114]). The channel length is about 1 mm. The source size on the exit of the waveguide is about 25 nm \( \times 31 \text{ nm} \) (FWHM, \( h \times v \)) [13]. The sample stage follows behind the waveguide. It consisted of a high precision piezo-electric stage (PI, Germany/ SmarAct, Germany) on top of coarse stepper motors (Micos). The
sample is typically positioned a few millimetres at a distance $z_{01}$ to the waveguide exit. An evacuated flight-tube of 5 m length was installed behind the sample stage to minimize scattering effects of X-rays in air. The imaging detector used for collecting the waveguide diffraction data is based on a sCMOS camera (Photonic Science, GB) for visible light. X-ray radiation is detected by visible light from a custom scintillator (15 µm GdOS:Tb, Photonic Science) that is fiber-coupled to the chip. The detector has $1920 \times 1080$ pixels ($h \times v$) with a pixel size of 6.5 µm. The distances between waveguide and detector were either $z_{02} = 5.04$ m or $z_{02} = 5.13$ m, depending on the beamtime. In addition, the single photon-counting, zero read-out noise pixel detector Pilatus 300K (Dectris, Switzerland) could be inserted at the same distance.

### 3.5.2 Sample Preparation

The *Bacillus subtilis* (DSM no. 23778) and *Bacillus thuringiensis* (DSM no. 350) samples have been cultivated as detailed in section 2.3.2 (p. 57). Briefly, cell material and endospores are harvested after 6 days of incubation at 30°C (200 rpm). Excess medium was removed by centrifugation at 3000 g for 10 min at 4°C. Thereafter, the pellets were washed two times with pure water (centrifugation at 5000 g for 10 min). In case of the *B. subtilis* material, a layer consisting of almost solely endospores could be extracted after the second centrifugation step. It appears as a dark band on top of the cell material. The sample material was then stored at low temperature 4 – 8°C until further use. Part of the material was further processed for preparation of TEM samples as described in section 2.3.3 (p. 59). TEM images are already presented in Figs. 2.17 (p. 53) and 2.18 (p. 54).

The samples for X-ray imaging were prepared by suspending about $10 - 20 \mu l$ of the pellet in 100 µl pure water (for an optimum material density on the sample holder). Next, the samples were plunge-frozen using a vitrobot (Leica EM GP, Leica Microsystems). Droplets of 1 µl cell/ endospore suspension were placed on Si$_3$N$_4$ membranes (Silson, UK; membrane thickness 1 µm) inside a humidity and temperature controlled chamber ($R_h \approx 70\%$, $T \approx 4^\circ C$) of the vitrobot. After blotting excess liquid, the samples were plunged into the cryogen of 63% propane, 37% ethane ($T = -193^\circ C$) [305]. Samples were freeze-dried in a workshop-build freeze drying apparatus. A microscopic inspection of the sample material used for plunge-freezing was carried out after the plunging procedure (cf. Fig. 3.74) and after freeze-drying (cf. Figs. 3.75, 3.76).
Figure 3.73: Schematic of the GINIX waveguide set-up: downstream of the undulator source and the monochromator (not shown) (1) slits S1, (2) attenuation foils made of Al, (3) slits S2, (4) KB-mirror system, (5) X-ray waveguide (entrance in the focal plane of the KB-mirrors), (6) bacterial sample at a distance $z_{01}$ to the waveguide and (7) detection device at a distance $z_{02}$ to the waveguide. The flight-tube between sample and detector is not shown in the image.

Figure 3.74: Optical light micrographs (phase contrast, 40x) of (a) B. subtilis and (b) B. thuringiensis suspension used for plunge-freezing. In (a) almost only endospores which appear as phase-bright spots are present. In (b) the endospores are visible outside the cells but supposedly also inside some of the rod-like cells where they appear as phase-bright spots.
3.5.3 Details: Theory, Data Recording & Data Treatment

At first, the theoretical background for waveguide-based imaging is addressed briefly. The diffraction pattern $I(\vec{\rho}', z_{o2})$ of the object transmission function $O(\vec{\rho}, z_{o1})$ being placed in the divergent beam of a waveguide $P(\vec{\rho}, z_{o1})$ can be described at the detection plane $z_{o2}$ by the Fresnel diffraction integral

$$I(\vec{\rho}', z_{o2}) = |\mathcal{F}_\Omega \{PO\}(\vec{\rho}', z_{o2})|^2.$$

Due to the small size of the waveguide exit, the waveguide beam can be considered quasi point-like [90, 165, 166]. That is, $P(\vec{\rho}, z_{o1}) \approx |P(\vec{\rho}, z_{o1})| \exp\left(ik\vec{\rho}'^2/(2z_{o1})\right)$. According to the Fresnel-Scaling theorem [223], the diffracted intensity can be described in an effective geometry of coordinates $\vec{\rho}'/M$ and $z_e$ (cf. [12, 90, 166])

$$I(\vec{\rho}', z_{o2}) = |\mathcal{F}_\Omega \{PO\}(\vec{\rho}', z_{o2})|^2 \approx |\mathcal{F}_\Omega \{|P|O\}(\vec{\rho}'/M, z_e)|^2,$$

where the geometric magnification $M$ of the system and the effective propagation distance $z_e$ are given by

$$M = 1 + \frac{z_{o1}}{z_{12}} \approx \frac{z_{12}}{z_{o1}} \quad \text{and} \quad \frac{1}{z_e} = \frac{1}{z_{o1}} + \frac{1}{z_{12}} \equiv \frac{M}{z_{12}}.$$

Typically, equation (3.128) is further simplified by the approximation [94, 95]

$$I(\vec{\rho}', z_{o2}) \approx |\mathcal{F}_\Omega \{|P|O\}(\vec{\rho}'/M, z_e)|^2 \equiv I_e \cdot I_h,$$

where $I_e = |\mathcal{F}_\Omega \{P\}(\vec{\rho}'/M, z_e)|^2$ denotes the empty beam intensity and $I_h = |\mathcal{F}_\Omega \{O\}(\vec{\rho}'/M, z_e)|^2$ is the near-field hologram of the object. A prerequisite for reconstruction of the waveguide illuminated near-field diffraction data is to record an accurate diffraction pattern of the empty beam. Using equation (3.132), the holographic data of the object is obtained by dividing the raw data $I(\vec{\rho}', z_{o2})$ by the empty beam intensity $I_e$ [12-14, 94, 95, 115, 166]

$$I_h \approx I(\vec{\rho}', z_{o2})/I_e.$$

As shown in [115], the accuracy of the empty beam division crucially depends on the smoothness of the illuminating beam. Here, it should be noted that the far-field of the waveguides is indeed very smooth (cf. [90, 114, 166, 212]). For the present experiment, the empty beam division is exemplified in Fig. 3.77 presenting $I$, $I_e$ and the obtained holographic intensity $I_h$.

Next, the recorded data is listed. Single diffraction patterns and series of diffraction patterns with a corresponding series of empty beam intensities has been recorded at different source to sample distances $z_{o1}$ (equivalent to a variation...
of the magnification) on different positions of both *Bacillus* spp. samples. The experimental parameters are summarised in tables 3.14 and 3.15. In addition, the diffraction data of the *B. thuringiensis* sample includes a transversal variation of the sample position. On region (A), \( M = 126 \), the sample is illuminated at four different overlapping regions by shifting the sample thrice by about 150\( \mu \)m in the horizontal direction.

In the following, details about the iterative phase reconstruction and the determination of the support being necessary for the mHIO algorithm are described. In case of the *B. thuringiensis* a semi-automatic procedure could be applied to obtain an accurate support function. Let \( g_x, g_y \) be the gradient of the holographically reconstructed phase, then it was found that the ‘radial’ gradient \( g = \sqrt{g_x^2 + g_y^2} \) information can be used to locate the cellular structures in the holographic reconstructions as exemplified in Fig. 3.78a. A first support estimate is obtained by creating a binary mask from \( g \) by setting a threshold, followed by a dilation of the binary data and, finally, filtering (Fig. 3.78b). The final support was then obtained similarly but by using a preliminary iterative reconstruction with the first support guess. In case of the *B. subtilis* data, the gradient method was not found to be practical due to the low gradient values of the sample in comparison to the holographic background. Instead, a simple threshold for the holographically reconstructed phase is set, followed by dilation and filtering of the binary mask.

The reconstructions were carried out at a maximum of 2000 iterations using the parameters \( \beta = \gamma = 0.2 \) (cf. section 1.3.5, p. 39). The parameter \( D \) of the soft-projection onto the modulus of the measured diffraction data was set manually. Here it should be noted that if \( D \) is chosen too small the algorithm clearly diverges within a few hundred iterations. The optimum \( D \) is thus found by taking a slightly larger value above the threshold where divergence is observed. A comparison of \( D \) with the calculated error at the last iteration showed a good agreement for most of the data (cf. Tabs. H.1 and H.2, p. 198 and 199). The error distributions of the other cases do not show a clear divergent behaviour. For the present analysis, their corresponding \( D \) parameter was not further optimised. Prior to merging the *B. thuringiensis* data that was taken at four different positions on region (A) at constant \( z_{01} \), the displacement vectors between the neighbouring phase reconstruction were calculated by using the method of discrete Fourier transform registration [113].

The second phase reconstruction method that has been applied here is known as ‘holotomography’ [45-47, 34]. The name arises from the imaging regime where it can be applied, namely the holographic regime, and from its typical combination with tomography. The underlying phase reconstruction scheme is based on reconstructing two-dimensional projection data that not necessarily involves an extension to three-dimensional datasets. The phase reconstruction is based on the contrast transfer function. Hence, the reconstruction method will be referred to as CTF-based in the following. In the case of a pure phase object with slowly
varying phase, the Fourier transform of the measured intensity in the plane $z$ can be approximated by (here the one-dimensional case is given for simplicity) \[257\]

$$\mathcal{F}\{I_z\}(\nu) \approx \delta_D(\nu) + 2\sin(\pi \lambda z \nu^2) \mathcal{F}\{\phi\}(\nu), \tag{3.134}$$

where $\mathcal{F}\{\phi\}(\nu)$ is the Fourier transform of the phase of the object $\phi = -k \int \delta dz$ (cf. equation \[1.69\] p. 26) and $\delta_D$ denotes the Dirac delta function. The sinusoidal term has a significant influence on the transfer of the phase of the object in terms of spatial frequencies. For instance, phase contrast of the object is strongly suppressed at the zeros $\nu_n = \sqrt{n/\lambda z}$, $n \in \mathbb{N}_0$. The dependence of the contrast on the propagation distance suggests to include measurements from multiple distances $z_m$. The Fourier representation of the phase function can be obtained by minimising the following cost function \[340\]

$$S_c[\tilde{\phi}] = \frac{1}{N} \sum_{m=1}^{N} \int_0^\infty d\nu \left| \tilde{I}_{z_m}^{(exp)} - \tilde{I}_{z_m}^{(t)} \right|^2, \tag{3.135}$$

where the tilde denotes the Fourier transform and the summation is over $N$ distances $z_m$. $\tilde{I}_{z_m}^{(exp)}$ and $\tilde{I}_{z_m}^{(t)}$ denote the experimental data and the theoretical model according to equation \[3.134\] respectively. Minimising the cost function with respect to $\phi$, i.e. requiring $\partial_{\phi} S_c = 0$, yields the Fourier transform of the phase function \[340\]

$$\tilde{\phi}(\nu) = \frac{\sum_m \tilde{I}_{z_m}^{(exp)} \sin(\pi \lambda z_m \nu^2)}{\sum_m 2 \sin^2(\pi \lambda z_m \nu^2)}. \tag{3.136}$$

The phase $\phi$ is thus obtained by an inverse Fourier transform of the right-hand side. In practice, this involves a regularisation parameter in the denominator that is frequency dependent and also determined by the experiment.

Next, the determination of the applied dose during the measurements is discussed. The photon flux was measured with the Pilatus 300K during both experiments. The photon fluxes corresponding to the smaller field of view of the Photonic Science detector were calculated to be $1.43 \cdot 10^8$ photons/s and $2 \cdot 10^8$ photons/s in case of the $B. \text{thuringiensis}$ and the $B. \text{subtilis}$ data, respectively. Doses were then determined by assuming the photon flux to be constant over the field of view and taking the tabulated absorption coefficient for the model protein $H_{50}C_{30}N_{9}O_{10}S_{1}$ of density $\rho = 1.35 \text{ g/cm}^3$ \[141\] (cf. equation \[3.120\] p. 92). Results are listed in Tabs. \[3.14\] \[3.15\]

Calculation of the projected two-dimensional mass densities $\sigma_m$ from the reconstructed phase maps were performed according to equation \[3.121\] (p. 100; see also section \[1.2\] p. 20). A 10% error according to \[97\] was assumed for the integral mass values ($\pm 20 \text{ fg}$).
Table 3.14: Experimental parameters such as the distance between source and sample $z_{01}$ and the achieved magnification $M$ of the $B. thuringiensis$ data are listed. The distance $z_{02}$ between sample and detector was in all cases $z_{02} = 5.04 \text{ m}$. $N$ is the number of images that were recorded. The integral doses of the reconstructions of Figs. 3.79, 3.85 and 3.86 are on the order of $3 \cdot 10^3 \text{ Gy}$ (mean overlap of 2 adjacent reconstructions), $2 \cdot 10^7 \text{ Gy}$ and $4 \cdot 10^5 \text{ Gy}$, respectively.

| Region | Figure | $z_{01}$ [mm] | $M$ | $N \cdot \Delta T$ [s] | Fluence [phot/nm$^2$] | Dose [Gy] |
|--------|--------|---------------|----|----------------|-----------------|---------|
| (A)    | 3.79   | 40            | 126| 5 \cdot 5     | $1.27 \cdot 10^0$| $1.66 \cdot 10^3$|
| (A)    | 3.79   | 40            | 126| 5 \cdot 5     | $1.27 \cdot 10^0$| $1.66 \cdot 10^3$|
| (A)    | 3.79   | 40            | 126| 5 \cdot 5     | $1.27 \cdot 10^0$| $1.66 \cdot 10^3$|
| (B)    | 3.80   | 15.80         | 319| 10 \cdot 10   | $3.26 \cdot 10^1$| $4.25 \cdot 10^4$|
| (C)    | 3.81   | 5.30          | 952| 1 \cdot 10    | $2.11 \cdot 10^1$| $2.76 \cdot 10^4$|
| (B)    | 3.85   | 13.70         | 369| 10 \cdot 10   | $4.33 \cdot 10^1$| $5.65 \cdot 10^4$|
| (B)    | 3.85   | 13.80         | 366| 10 \cdot 10   | $4.27 \cdot 10^1$| $5.75 \cdot 10^4$|
| (B)    | 3.85   | 14.80         | 341| 10 \cdot 10   | $3.71 \cdot 10^1$| $4.84 \cdot 10^4$|
| (B)    | 3.85   | 15.80         | 319| 10 \cdot 10   | $3.26 \cdot 10^1$| $4.25 \cdot 10^4$|
| (C)    | 3.86   | 5.30          | 952| 10 \cdot 5    | $1.45 \cdot 10^2$| $1.89 \cdot 10^5$|
| (C)    | 3.86   | 5.40          | 935| 10 \cdot 5    | $1.39 \cdot 10^2$| $1.82 \cdot 10^5$|

Table 3.15: Experimental parameters such as the distance between source and sample $z_{01}$ and the achieved magnification $M$ of the $B. subtilis$ data are listed. The distance $z_{02}$ between waveguide and detector was in all cases $z_{02} = 5.13 \text{ m}$. The integral dose for the CTF-based reconstruction scheme (Fig. 3.87) is on the order of $4 \cdot 10^5 \text{ Gy}$.

| Region | Figure | $z_{01}$ [mm] | $M$ | $\Delta T$ [s] | Fluence [phot/nm$^2$] | Dose [Gy] |
|--------|--------|---------------|----|----------------|-----------------|---------|
| (A)    | 3.83a  | 3.56          | 1442| 5              | $4.63 \cdot 10^1$| $6.05 \cdot 10^4$|
| (B)    | 3.83b  | 1.81          | 2836| 8              | $2.87 \cdot 10^2$| $3.75 \cdot 10^5$|
| (C)    | 3.83c  | 1.81          | 2836| 8              | $2.87 \cdot 10^2$| $3.75 \cdot 10^5$|
| (D)    | 3.83d  | 2.56          | 2005| 8              | $1.43 \cdot 10^2$| $1.87 \cdot 10^5$|
| (A)    | 3.87   | 2.31          | 2222| 5              | $1.10 \cdot 10^2$| $1.44 \cdot 10^5$|
| (A)    | 3.87   | 2.56          | 2005| 5              | $8.96 \cdot 10^1$| $1.17 \cdot 10^5$|
| (A)    | 3.87   | 2.81          | 1827| 5              | $7.44 \cdot 10^1$| $9.71 \cdot 10^4$|
| (A)    | 3.87   | 3.06          | 1677| 5              | $6.27 \cdot 10^1$| $8.19 \cdot 10^4$|
Figure 3.75: (a) Optical light micrograph (DIC, 40x) of the sample of freeze-dried *B. thuringiensis* cells and endospores (cf. Fig. 2.27, p. 68). (b) Close-up of that region. The regions that were analysed with waveguide based imaging are indicated by a dashed, black frames and labels (A), (B), (C) in both images. The bacteria and remnant cell material occurs mainly rod-shaped (white arrow heads). Smaller spots are likely isolated endospores (black arrow heads).
Figure 3.76: Optical light micrograph (DIC, 40x) of the sample of freeze-dried *B. subtilis* endospores (cf. Fig. 2.26, p. 67). The regions that were analysed with waveguide based imaging are indicated by a dashed, black frames. These are labelled (A), (B), (C) and (D). Endospores are indicated by a black arrow head.
Figure 3.77: Data of one position on region (A) of sample *B. thuringiensis* (cf. table 3.14): (a) recorded intensity $I$, (b) empty beam intensity $I_e$, (c) hologram $I_h = I/I_e$ and (d) phase of holographic reconstruction. The holographic reconstruction yields already a good impression of the sample structure. For instance, the rod-shaped bacteria (or their remnant empty sheaths) can be identified. However, the reconstruction appears distorted due to the twin image problem. Scale bars (a), (b), (c) and (d) denote 1 mm (real detector dimensions) and 5 µm (effective geometry), respectively.
Figure 3.78: (a) shows the ‘radial’ gradient of the holographic reconstruction (Fig. 3.77 d). (b) product of first support determination and holographic reconstruction. (c) same as (b) but using the final support. Scale bars denote 5 µm.
3.5.4 Results

At first, the results of the mHIO reconstructions of the \textit{B. thuringiensis} data are addressed. Three regions (A), (B) and (C) (cf. optical light micrographs of Fig. 3.75) on the sample of the unstained, unsliced and freeze-dried bacterial material were successfully reconstructed. Fig. 3.79 shows the phase map corresponding to four single mHIO reconstructions. Together, the full field of view covers about 100 $\mu m \times 50 \mu m$ at a magnification of $M = 126$ (Tab. 3.14). A resolution estimate from the power spectral density (PSD) of a large part of the phase map (1024\times1024 pixels) is presented in Fig. 3.82a. Most of the frequency contributions are contained inside a ring of 238 nm half period resolution but small fractions appear also in the region down to about 100 nm. The sample structure correlates very well with the optical light micrographs. Many remnants of the rod-like bacterial cells can be identified with varying contrast. Single cells abundantly appear to be connected in strands of two or more cells. Due to the prepared state of the cell culture (late stationary phase) many of the cells may already be lysing or empty. The calculated projected mass density (phase shift) shows cells with different density or multiple cells lying on top of each other. In addition, some smaller spots within the cells exhibit a comparably high mass density ($> 0.14 \text{ mg/cm}^2$). On this sample the high mass density objects are supposedly endospores or depending on the size possibly protein crystals as will become clear after discussing the phase maps with higher resolution.

![Figure 3.79](image)

**Figure 3.79:** Region (A): The image shows a phase map of the \textit{B. thuringiensis} sample. The phase map corresponds to 4 single mHIO reconstructions in the same plane that have been merged. The scale bar denotes 10 $\mu m$.

The mass density map of region (B) which was taken at a magnification of $M = 319$ is presented in Fig. 3.80. Its power spectral density (Fig. 3.82b) indicates that the overall resolution is about 150 nm, extending to about 90 nm (half period).
On the mass density map five ellipsoid structures were attributed to intracellular endospores (labelled as (1)-(5)). The mass of these endospores was determined by integrating the projected mass density map as indicated by black dots surrounding the endospores. Material of the cell walls below and on top of the endospores was accounted for by subtracting a background of 39 fg which was obtained from the same map. As a result, the dry masses of individual endospores are obtained in the range of $(113 - 181) \pm 20$ fg with an average mass of $\langle m_{B.t.u.} \rangle = 153 \pm 9$ fg for a single, dry endospore (Tab. 3.16). In addition to endospores, other smaller dense features are visible on the mass density map as indicated by black arrow heads in Fig. 3.80. These features may well be indicative of the BT-crystals formed by *B. thuringiensis* as can be observed on the TEM images (e.g. Fig. 2.18, p. 54).

Another reconstructed mass density map taken on region (C) at a magnification of $M = 952$ is shown in Fig. 3.81. Its power spectral density (Fig. 3.82c) indicates a resolution down to 100 nm (half period) and slightly better. In comparison to the preceding reconstruction of Fig. 3.80 the resolution is clearly improved. A strand of four partly lysed bacterial cells can be identified. Two of these cells include dense features (cf. black arrow heads) like the one, that was labelled as endospore (3), which may be attributed to the BT-crystals.

Table 3.16: Results of mass measurements of individual endospores of *B. thuringiensis* are presented below. The average mass per single endospore is $\langle m_{B.t.u.} \rangle = 153 \pm 9$ fg.

| Region | Figure | Label | Mass [fg] |
|--------|--------|-------|-----------|
| (B)    | 3.80   | 1     | $181 \pm 20$ |
|        |        | 2     | $166 \pm 20$ |
|        |        | 3     | $130 \pm 20$ |
|        |        | 4     | $174 \pm 20$ |
|        |        | 5     | $113 \pm 20$ |
Figure 3.80: Region (B): The image shows a phase image of the *B. thuringiensis* sample. The phase map corresponds to a single reconstruction. The black dots indicate the boundaries of the endospores used for mass estimations whereas the white dots surround the region being defined here as ‘background’ \( (m_{BG}) = 39 \text{ fg} \). Endospores are labelled from 1 to 5. The average mass per single endospore is \( (m_{B.thu.}) = 153 \pm 9 \text{ fg} \). The black arrow heads indicate positions of possibly other dense bacterial features such as BT-crystals. The grey arrow head points to an almost fully lysed cell. The scale bar denotes 2 \( \mu \text{m} \).
Figure 3.81: Region (C): The image shows a phase image of the *B. thuringiensis* sample. The phase map corresponds to a single reconstruction. The scale bar denotes 1 µm.
Figure 3.82: The figure presents calculated two-dimensional PSDs of the mHIO phase reconstructions of the \textit{B. thuringiensis} data. (a) PSD of reconstruction of region (A) (Fig. 3.79), (b) PSD of reconstruction of region (B) (Fig. 3.80) and (c) PSD of reconstruction of region (C) (Fig. 3.81) indicating resolutions in the range of 238 nm, 150 nm and 100 nm, respectively.
Next, the results of the mHIO reconstructions of the *B. subtilis* data from regions (A), (B), (C) and (D) are given. The optical light micrograph of Fig. 3.76 clearly shows isolated endospores on all these regions. The phase reconstructions are summarised in Fig. 3.83. In total, eight individual endospores can clearly be identified (labels (1)-(8)). Their projected mass density extends up to 0.19 mg/cm$^2$. The endospores appear without the cell material of the mother cell as expected. For this reason the determination of the endospore masses can be obtained without background subtraction. Mass results of the dried endospores are listed in Tab. 3.17 and are in the range of $(153 - 192) \pm 20$ fg. The average mass per single dried endospore is $\langle m_{B,sub.} \rangle = 170 \pm 7$ fg. Notably, the endospores differ slightly in shape and size. The resolution of the reconstruction was estimated by calculation of the power spectral densities of the phase maps of Figs. 3.83a, 3.83b. The two-dimensional PSDs are presented in Fig. 3.84 which show frequency contributions down to a resolution of 100 nm (half period). Internal structure of the endospores cannot clearly be identified. However, the inner parts of the endospores appear slightly denser after a small transition zone which may indicate the transition from coat to cortex and the centre of the endospore.

**Table 3.17:** Results of mass measurements of individual endospores of *B. subtilis* are listed below. The average mass per single endospore is $\langle m_{B,sub.} \rangle = 170 \pm 7$ fg.

| Region | Figure | Label | Mass [fg] |
|--------|--------|-------|-----------|
| (A)    | 3.83a  | 1     | 153 ± 20  |
|        |        | 2     | 180 ± 20  |
|        |        | 3     | 192 ± 20  |
| (B)    | 3.83b  | 4     | 158 ± 20  |
| (C)    | 3.83c  | 5     | 154 ± 20  |
| (D)    | 3.83d  | 6     | 185 ± 20  |
|        |        | 7     | 189 ± 20  |
|        |        | 8     | 153 ± 20  |

Finally, the phase reconstructions using the CTF-based method are discussed. Figures 3.85 and 3.86 show reconstructions of the *B. thuringiensis* sample at final magnifications $M = 369$ and $M = 952$ sample using four and two different planes $z_{01}$, respectively. The visual impression of the images is quite good in comparison to the mHIO reconstructions of Figs. 3.80, 3.81. In particular, the noise in the data is significantly reduced which makes it a little easier for the eye to identify the cells and intracellular components such as endospores. However, the overall phase shift does not agree with the preceding iterative mHIO reconstructions due to a possibly non-optimal choice of regularisation parameters. An inspection of the PSDs suggests an overall achieved resolution of about 135 nm for the data of Fig. 3.85 and of about 100 nm for the data of Fig. 3.86. In comparison to the mHIO reconstructions the slightly improved resolution is in agreement to the
applied doses of about $10^5 \text{Gy}$ which are by about one order of magnitude higher for the case of the reconstruction scheme based on the CTF (cf. Tab. 3.14). The reconstruction of 3.86 may still be improved as here only data from two planes (instead of four) was available. The CTF-based reconstruction of region (A) of the *B. subtilis* sample of dried endospores is presented in Fig. 3.87a (final magnification $M = 2222$). The image shows the three endospores of the mHIO reconstruction in Fig. 3.83a but with a clearly reduced noise level. Here, the PSD of the region with the two endospores (2) and (3) (Fig. 3.88c) indicates a resolution down to about 65 nm (half-period) which is in good agreement to the visual impression. The contrast of the phase map clearly allows to identify two regions within the spore (2) that may be linked to coat and the interior, namely cortex and core. These two structural regions of the endospore can be better distinguished in Figs. 3.87b, 3.87c which show the horizontal and vertical gradient (filtered with $\sigma = 5 \text{ px gaussian}$). Size measurements from the reconstruction of Fig. 3.87a yield about 270 nm for the interior and $170 - 200 \text{ nm}$ for the outer part (coat) along the horizontal direction.
Figure 3.83: The figure presents phase reconstructions of endospores of *B. subtilis* of regions (A), (B), (C), (D) (cf. Fig. 3.76). The endospores are labelled from (1) to (8). The black dots indicate the boundaries used for mass estimations. The average mass per single endospore is $\langle m_{B.sub.} \rangle = 170 \pm 7$ fg. The colorbar is the same in (a), (b) and (c) as in (d). The scale bars in (a), (b), (c) and (d) denote 1 µm, 0.5 µm, 0.5 µm and 0.5 µm, respectively.
Figure 3.84: The figure presents calculated two-dimensional PSDs of the mHIO phase reconstructions of the *B. subtilis* data. (a) PSD of reconstruction of region (A) (Fig. 3.83a) and (b) PSD of reconstruction of region (B) (Fig. 3.83b) indicating resolutions in the range of 100 nm.
Figure 3.85: Region (B): The image shows a phase reconstruction using the CTF-based scheme of the *B. thuringiensis* sample. The scale bar denotes 2 $\mu$m.
Figure 3.86: Region (C): The image shows a phase reconstruction using the CTF-based scheme of the *B. thuringiensis* sample. The scale bar denotes 1 µm.
Figure 3.87: (a) shows the CTF-based reconstruction of region (A) of the *B. subtilis* sample. Three endospores can be seen. (b), (c) show calculated gradients (filtered with $\sigma = 5\,\text{px}$ gaussian) in the horizontal and vertical direction of the region of two endospores of (a). The black arrow heads highlight the transition between two different structural regions of the endospore that are attributed to coat and inner part. The scale bars denotes $0.5\,\mu\text{m}$.
Figure 3.88: The figure presents calculated two-dimensional PSDs of the CTF-based phase reconstructions of both *B. thuringiensis* (regions (B) and (C)) and *B. subtilis* (region (A)) data. (a), (b) and (c) PSDs of reconstructions of Figs. 3.85, 3.86 and 3.87a indicating resolutions of about 135 nm, 100 nm and 60 nm (half-period).
3.5.5 Conclusion, Discussion & Outlook

In conclusion, two different waveguide-based X-ray imaging approaches have been successfully carried out on two samples of different endospore forming bacterial species, namely \textit{B. thuringiensis} and \textit{B. subtilis}. The versatility of the waveguide imaging scheme in terms of magnification allowed for obtaining either a large field of view for inspection of many bacterial cells at the same time or a small field of view that can be used for imaging single cells at high resolution. Here, the maximum resolution was achieved by using the CTF-based method yielding about 65 nm (half period) on single, unstained, unsliced and freeze-dried endospores of \textit{B. subtilis}. In this case, structural changes from supposedly coat to cortex and core were observable. A mHIO reconstruction of single planes of the high magnification dataset used for CTF-based reconstructions was not carried out yet but is possible. In case of the \textit{B. thuringiensis} data, the achieved resolution was lower but sufficient to differentiate different cellular components such as endospores. Indications of other possible intracellular occurrences such as BT-crystals were also found but necessitate further validation by either X-ray imaging data at higher resolution, a combination with tomography or nano-diffraction.

In addition, the iterative phase reconstructions using the mHIO algorithm could be used to determine the masses of entire, individual endospores of both bacterial species. Values in the range of \((113 - 192) \pm 20 \text{ fg}\) were obtained yielding average values for single endospores of \(\langle m_{B.thu.} \rangle = 153 \pm 9 \text{ fg}\) and \(\langle m_{B.sub.} \rangle = 170 \pm 7 \text{ fg}\). These values can be compared with measurements of the wet weight, wet and dry density of endospores \[38, 304\]. Carrera \textit{et al.} used Percoll gradients to determine the mass density of comparably large amounts of endospores from \textit{B. thuringiensis} 4055 and \textit{B. subtilis} 1031 \[38\]. From the determined density they calculated the mass of a single endospore by using an ellipsoid size model with size estimations from electron microscopy studies \[37\]. It should be noted, that the size estimation were obtained from chemically fixed and air-dried samples. They determined wet weights of 643 fg (wet density 1.17 g/ml) and 196 fg (wet density 1.22 g/ml, dry density 1.52 g/ml) for \textit{B. thuringiensis} and \textit{B. subtilis}, respectively. A dry density of \textit{B. thuringiensis} endospores was not obtained in \[38, 304\]. Therefore, a direct comparison cannot be made for \textit{B. thuringiensis} endospores but it is noted that there is a comparably large gap between the wet weight of 643 fg and the determined dry weight value of \(\langle m_{B.thu.} \rangle = 153 \pm 9 \text{ fg}\). The mass difference of 490 fg would correspond to a volume of about 0.49 \(\mu\text{m}^3\) of water \(V = \pi LW^2/6\) (\(L\) major and \(W\) minor axis) \[38\] to the projections of the dried endospores here one obtains a similar volume. That is, the mass difference could be explained by the difference between the dried and wet state of the endospore but this conclusion seems to be unlikely as it would require the endospores to be filled with a comparably large amount of water. In case of the \textit{B. subtilis} endospores, the comparison with the data from Carrera and co-workers is equally surprising. For instance, the volume estimations, that were used by Carrera \textit{et al.} for determination of the wet weight, would yield a dry weight of 243 fg for endospores of \textit{B. subtilis} of dry den-
density 1.52 g/ml which is close to the value found here. Taking also into account a reduced size of a dried endospore (in comparison to its wet state) would indicate that the dry weight must be even lower than 243 fg. However, the ellipsoid model can also be used to determine the dry density from the data here. This yields for the endospore (2) with $L \approx 1.46 \mu m$ and $W \approx 0.53 \mu m$ a dry density of $\rho[g/ml] = 10^{-3} \cdot m[fg]/V[\mu m^3] = 180/0.214 = 0.84$ which is significantly below the average spore density of 1.52 g/ml [38]. Hence, the conclusion is that in both cases the mass estimations appear to be surprisingly low. There are also other factors which influence the weight of the endospores. For instance, the differences likely arise from the comparison of endospores from two different B. subtilis strains. Moreover, it is known that the used sporulating medium has an influence on e.g. the coat of the endospore [38, 67] (and references therein). Here, the preparation of the endospores differs from that in [37, 38] by working without a special sporulating medium [67] and by using a different growth medium. Differences in size and density of the endospores are thus expected. As indicated above, the water content of the endospores affects the wet weight and the wet density and it is known that the endospore volume depends on its hydration level. According to Plomp and colleagues [232] (and references therein) endospores undergo swelling when exposed to water. Consequently, some volume may be filled with water and the weight thus increases. A systematic error may also be the reason for the obtained results here. However, the mHIO reconstructions from M. Bartels indicate that the obtained density values agree within a range of about 10% with the theoretical expectation as determined from measurements on an Au test sample [12].

In principle, the CTF-based phase maps are also quantitative [45, 47] but due to a possibly non-optimum choice of regularisation parameters small differences to the mHIO phase reconstructions were obtained. For this reason, the phase maps have not been converted to projected mass density maps yet.

In the future, more experimental data is desired in order to be better able to compare the results with other works. In particular, imaging of hydrated specimens appears to be appealing. Increasing the resolution and a combination with tomography may require preparation of frozen-hydrated samples but could allow determination of the water content of the endospores and its core which is not easily accessible otherwise. Moreover, a combination with cellular nano-diffraction may allow for a clear identification of BT-crystals. The ability to study microorganisms on the level of single cells can be of utmost importance when e.g. virulent species are investigated.
4 Summary, Conclusion & Outlook

A central goal of this thesis was an improvement of the ptychographic imaging capabilities of the Göttingen Instrument for Nano-Imaging with X-rays (GINIX) at the P10 beamline of the PETRA III light source with a possible application to microbial specimens on the level of single cells. Early experiments at the beginning of this thesis showed that the ptychographic imaging options at the GINIX were very limited. The experimentally achieved resolution of metallic test samples and biological specimens (not presented in this work) was considered to be limited by the used flux. More precisely, only a small fraction of about $10^6$ phot/s of the fully available coherent photon flux of about $10^{11}$ phot/s, as was determined in [258], could be used due to the limited dynamic range of current photon counting detectors (cf. [98, 332]). The introduction of a Semi-Transparent Central Stop in front of the detector in order to attenuate the direct beam was carried out experimentally during two distinct experiments with successively decreasing X-ray wavelength at the GINIX. The experiments and the analysis of the obtained data clearly shows that the introduction of an STCS can be made compatible with the ptychographic imaging scheme. The analysis of the first data (section 3.3, p. 132) revealed that a single attenuation factor can yield very good, quantitative reconstructions for the case of a uniform metal foil. Optimum results were obtained by comparing different reconstructions with a reference dataset. Another STCS was prepared of Ge for an experiment at 13.8 keV (section 3.4, p. 144). Here, an optimum average transmission of about $2 \cdot 10^{-2}$ was found to be sufficient to attenuate the KB-imprint on the ‘Lambda’ detector to feasible levels, irrespective of the used slit settings. As an alternative, the measured attenuation profile was used successfully for the ptychographic reconstruction. The maximum achieved flux density of $10^5$ phot/nm$^2$/s corresponds to a maximum photon flux of nearly $10^{10}$ phot/s being close to the optimum that is currently achievable at the GINIX and outstanding with respect to experimental achievements by other groups. The increase in flux could be used to obtain a significant increase in resolution for both experiments. In case of the data of the X-ray resolution chart (section 3.3, p. 132), the maximum resolution was determined to be close to 7 nm (half period) at parts of the object. This achieved resolution is also higher in comparison to the results that are presented in section 3.1 (cSAXS beamline, Swiss Light Source) and it is close to current achievements from other groups [266, 287]. On the other hand, the establishment of quantitative phase reconstructions on test samples represents a prerequisite for quantitative high-flux imaging of biological specimens and other samples. Moreover, ptychographic reconstructions of the KB mirror X-ray wavefield were obtained for different settings of the beam defining slits providing a good overview of the influence on the KB-focus. Earlier, a pinhole limiting the beam size in the focal plane of the KB mirrors was assigned to be essential for ptychographic reconstructions at the GINIX [98]. Here, a successful experiment was presented without the use of a pinhole.

Another central result of this thesis is the multi-modal ptychographic imaging experiment on the bacterial cells *D. radiodurans* (section 3.1, p. 69). Firstly, it
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represents the prototype of a scanning (coherent) SAXS experiment on the level of single cells that was also applied in recent works such as [105, 240, 323]. Presently, the obtained resolution in the range of about 2 nm$^{-1}$ in reciprocal space$^{27}$ exceeds any achieved real-space resolution on unstained cellular samples. For example, the achieved resolution of plane wave CDI experiments on single cells was reported to be in the range of 13 – 60 nm [148, 211, 274]. Taking also into account that the achievable resolution of biological cells using standard CDI methods is considered to be limited at 10 nm [141], it becomes clear that analyses on structures with a size of 2 – 6 nm, being for example the relevant length scale of the ordering of the DNA in the bacterial nucleoid of *D. radiodurans* cells [77], should be carried out in reciprocal space until ‘diffraction before destruction’ methods [40] have been fully developed. In addition, the outlined combination of scanning SAXS with ptychography emphasizes the point that a sensible analysis in reciprocal space can benefit from a maximum accompanying resolution in real space. In particular, this becomes relevant when the local ordering that can be detected in reciprocal space changes on length scales of the beam size. On top, this work includes the combination of ptychography with tomography which can also be viewed of as an extension and improvement of resolution of preceding two-dimensional results [97]. There are a few other preceding works combining ptychography with tomography. Those samples consist of a part of a mouse femur [61], SiO$_2$ [59] and resin-embedded, stained and chemically fixed cells [109]. In contrast to those works, the results here have been obtained on unstained, unsliced, freeze-dried cells that have not been treated by any chemical fixatives. In other words, the result is a quantitative three-dimensional representation of *D. radiodurans* cells on the level of single cells. Despite of radiation damage, reasonable quantitative information about the electron density of electron dense regions within the cells could be obtained yielding a mass density of about 1.6 g/cm$^3$. A subsequent analysis indicates that the dense regions may be tentatively linked with the DNA and the bacterial nucleoid. Assuming hypothetically that multiple copies of the genome are part of these dense regions within the single cells one can deduce a mass of about $110 \pm 40$ fg for the smallest unit of these genome copies. According to [277] there are at least 2 copies within one cell and there may be up to 10. Hence, the mass of a single genome may be close to 55 fg for the analysed cells. Another three-dimensional representation of freeze-dried cells of *D. radiodurans* has been obtained by waveguide-imaging shortly afterwards by M. Batels [14]. However, dense regions were not as clearly observed as in this and following works [12, 13].

In case of the experiments on samples with a geobiological background (section 3.2, p. 110), the following results could be obtained. Firstly, the combination of hard X-ray phase contrast with X-ray fluorescence was found to be suitable to shed light on the important process of biocalcification. In particular, elements such as Zn and Br were found on basal elements of the aragonitic skeleton of the coralline demosponge *Astrosclera willeyana*. The element Zn is part of the metalloenzyme carbonic anhydrase (CA) being involved in the process of biocalcification. Here,

---

$^{27}$The real space resolution is about $2\pi/2\text{nm}^{-1} \approx 3\text{nm}$. 
the Zn signal could be linked to the CAs of A. willeyana and the Br signal is indicative of the terminal stage of growth of the investigated CaCO$_3$ spherulites. In addition, a quantitative scanning ptychography imaging experiment was successfully performed on a consortium of filamentous sulfur-oxidizing bacteria. From a methodical point of view, it was found to be very helpful to combine multiple ptychographic scans which allows for a reconstruction of a large field of view, quantitative phase map. Here, this yielded a phase map of about 20 µm × 40 µm at a resolution of about 50 nm.

The final experiments on unstained, unsliced and freeze-dried bacteria *B. subtilis* and *B. thuringiensis* (section 3.5 p. 161) further exemplify the potential of quantitative waveguide-imaging for microorganisms as pioneered in [1214, 94]. Using two distinct phase reconstruction techniques the two bacterial systems have been successfully imaged down to the level of single cells and endospores. Depending on the choice of reconstruction method, it was demonstrated that a resolution of about 65 nm (half period) can be obtained allowing for identifying different structural components of e.g. entire cells or endospores. In case of *B. thuringiensis*, endospores and possibly protein crystals (so called Bt-crystals) could be identified. The phase reconstructions of endospores of *B. subtilis* revealed internal details that can possibly be linked to core and cortex. In addition, the projected mass density and the mass of freeze-dried, entire individual endospores have been obtained for both bacterial species yielding average masses of $\langle m_{B.th.u.} \rangle = 153 \pm 9$ fg and $\langle m_{B.sub.} \rangle = 170 \pm 7$ fg. As shown here, the versatility of the waveguide-imaging scheme also allows for a quantitative inspection of a large field of view. Here, a covered area of about 100 µm × 50 µm was achieved. The area can be further increased. That is, a large number of individual cells can be measured, too. The experiments also demonstrate that these bacteria are highly suitable sample systems for quantitative waveguide-imaging or other coherent diffractive imaging schemes such as ptychography.

In conclusion, the methodical improvements for ptychographic imaging at the GINIX pave the way for experiments with unprecedented flux. In principle, this includes quantitative investigations of biological and microbial samples on the level of single cells at a maximum resolution which likely necessitates a cryo-protected working condition. Recording of quantitative electron density (mass density) maps with a spatial resolution of a few nanometres should be routinely achievable in the future. The analysis of the influence of the beam defining slits on the ptychographic reconstructions (section 3.1.8 p. 94) showed that a non-optimum setting decreases the achievable resolution with standard reconstruction schemes. However, recent methodical progress with respect to ptychography under relaxed coherence conditions [78, 299] indicate that obtained results in this work may still be improved by using adapted algorithms. As a consequence, the dose-resolution efficiency which is especially important for imaging of biological specimens may be significantly improved. One promising experimental direction would be to use the high flux at the GINIX to significantly reduce scanning times for ptychographic imaging. In the future, experiments may also take great advantage of the possible combination of the ptychographic imaging capabilities at the GINIX with X-ray fluorescence.
and scanning (coherent) SAXS using a controlled KB beam size. Possible sample candidates for such experiments were addressed in this work. Scientific questions that initially led to choose them as possible test candidates for the imaging experiments turned out to be more challenging than expected. During the time of this thesis not only the quality of the X-ray imaging experiments could be raised but also the quality of sample preparation increased - not least due to the constant monitoring of the sample systems with electron microscopy. For instance, the question whether a local ordering can be observed in the nucleoid of the bacterium *D. radiodurans* towards the onset of the stationary phase by means of a signal in reciprocal space is still unanswered but may be reached in the near future. Other examples of experimental opportunities can be derived from the endospore forming bacteria. For instance, comparing quantitative three-dimensional density maps of the endospores in a dry and fully hydrated state may further elucidate their water content which is important for their heat resistance [283]. Endospores may also be candidates for observing time snapshots of dynamical processes such as hydration or germination [230,232] which are difficult to observe otherwise.
A Fourier Transform Terminology

There are different definitions of the Fourier transform. Here, the Fourier transform of a well behaved function \( f : \mathbb{R}^2 \to \mathbb{C} \) is defined as \([101]\):

\[
F\{f\}(\vec{\nu}) := \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\vec{\rho}) \exp(-i2\pi \vec{\nu} \cdot \vec{\rho}) d\rho_1 d\rho_2.
\]

(1.137)

The inverse Fourier transform of a well behaved function \( \tilde{f} : \mathbb{R}^2 \to \mathbb{C} \) is likewise defined:

\[
F^{-1}\{\tilde{f}\}(\vec{\rho}) := \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{f}(\vec{\nu}) \exp(i2\pi \vec{\nu} \cdot \vec{\rho}) d\nu_1 d\nu_2.
\]

(1.138)

The requirement \( F^{-1}\{F\{f\}\} = f(\vec{\rho}) \) yields the Dirac \( \delta \) function\(^{28}\):

\[
\delta(\vec{\rho} - \vec{\rho}') = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp(-i2\pi \vec{\nu} \cdot (\vec{\rho} - \vec{\rho}')) d\nu_1 d\nu_2.
\]

(1.139)

Defining the convolution for two well behaved functions \( f, g : \mathbb{R}^2 \to \mathbb{C} \) with existing Fourier transforms \( \tilde{f}(\vec{\nu}) = F\{f\}, \tilde{g}(\vec{\nu}) = F\{g\} \) as

\[
f \ast g (\vec{\tau}) := \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\vec{\rho}) g(\vec{\tau} - \vec{\rho}) d\rho_1 d\rho_2,
\]

(1.140)

yields the ‘convolution theorem’ \([101]\):

\[
F\{f \ast g\}(\vec{\nu}) = \tilde{f}(\vec{\nu}) \cdot \tilde{g}(\vec{\nu}),
\]

(1.141)

or

\[
F\{f \cdot g\}(\vec{\nu}) = \tilde{f} \ast \tilde{g}(\vec{\nu}).
\]

(1.142)

Likewise, defining the cross-correlation for two well behaved functions \( f, g : \mathbb{R}^2 \to \mathbb{C} \) with existing Fourier transforms \( \tilde{f}(\vec{\nu}) = F\{f\}, \tilde{g}(\vec{\nu}) = F\{g\} \) as

\[
f \odot g (\vec{\tau}) := \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\vec{\rho}) g^*(\vec{\tau} - \vec{\rho}) d\rho_1 d\rho_2,
\]

(1.143)

one finds

\[
F\{f \odot g\}(\vec{\nu}) = \tilde{f}(\vec{\nu}) \cdot \tilde{g}^*(\vec{\nu}).
\]

(1.144)

In particular, choosing \( g = f \) yields the ‘autocorrelation theorem’ \([101]\):

\[
F\{f \odot f\}(\vec{\nu}) = |\tilde{f}(\vec{\nu})|^2.
\]

(1.145)

Likewise, one obtains

\[
F\{|f(\vec{\rho})|^2\}(\vec{\nu}) = \tilde{f} \odot \tilde{f}(\vec{\nu}).
\]

(1.146)

\(^{28}\)In fact, the Dirac \( \delta \) function needs the theory of distributions cf. \([58]\).
**B  Culture Media**

**Table B.1:** Medium M53 Corynebacterium Agar of the DSMZ for cell culturing of *D. radiodurans*.

| Medium                                    | Quantity |
|-------------------------------------------|----------|
| Casein peptone, tryptic digest            | 10.0 g   |
| Yeast extract                             | 5.0 g    |
| Glucose                                   | 5.0 g    |
| NaCl                                      | 5.0 g    |
| Agar                                      | 15.0 g   |
| Distilled water                           | 1000.0 ml|
| Adjust pH to                              | 7.2 - 7.4|

**Table B.2:** LB medium (Lysogeny broth/ Luria-Bertani) for cell culturing of *Bacillus* spp. [119].

| Component      | Quantity |
|----------------|----------|
| Tryptone       | 10.0 g   |
| Yeast extract  | 5.0 g    |
| NaCl           | 10.0 g   |
| Distilled water| 1000.0 ml|

**C  EM Protocols**

**Table C.1:** Dehydration series and resin embedding after M. Hoppert (cf. [140]).

| Medium                          | Minimal Incubation Time [min] | Incubation Temperature [°C] |
|---------------------------------|-------------------------------|----------------------------|
| 15 % (w/v) ethanol in pure water| 15                            | 0                          |
| 30 % (w/v) ethanol              | 30                            | 0                          |
| 50 % (w/v) ethanol              | 30                            | -20                        |
| 70 % (w/v) ethanol              | 30                            | -20                        |
| 95 % (w/v) ethanol              | 30                            | -20                        |
| 97 % (w/v) ethanol              | 15                            | -20                        |
| 99 % (w/v) ethanol              | 15                            | -20                        |
| 100 % (w/v) ethanol             | 2 × 30                        | -20                        |
| 33.3 % ethanol/66.6 % LR White  | 120                           | room temperature           |
| LR White                       | 120 or over night             | room temperature or 4      |
| 100 % LR White                 | 120 or over night             | if over night              |
D  Discussion Missing Wedge

Here, a short discussion of the effect of the missing wedge on the tomographic reconstruction of *D. radiodurans* cells (Fig. 3.43, p. 102) follows. It is known that the ‘missing-wedge’ problem of tomography causes anisotropic resolution [178]. In studies by electron tomography (ET) one usually has to deal with a ‘missing-wedge’ of ±20°. The ‘missing-wedge’ problem is thus more severe in ET than in this study with a ‘missing-wedge’ of ±13°. In addition, the three discarded projection angles α = 47°, 95°, 141° may also affect the quality of the tomographic reconstruction. To test this a comparison with ideal data, i.e. without noise, was made. A test phantom (‘Shepp-Logan’) with an extension comparable to the experimental situation was created (cf. Fig. D.1a). Tomographic reconstructions were calculated for the case of 90 projections with ±0.5° ‘missing-wedge’ (Fig. D.1b), 77 projections with ±13° ‘missing-wedge’ (Fig. D.1c) and 74 projections with ±13° ‘missing-wedge’ (three missing projections) (Fig. D.1d). As expected, best results are obtained in case of minimal ‘missing-wedge’. To quantify the errors associated with missing data, the average was calculated over a certain area that is marked by white dots in Fig. D.1a and Fig. D.1d. A comparison yields a relative deviation of $<a_{\text{D.1d}}>/a_{\text{D.1a}} = 0.91$, which is reasonable given the type of biophysical problem treated in this work and the fact that this is meant as a first proof of principle for 3D ptychographic reconstruction of cells. Furthermore, it is found that the three additional missing projections do not significantly increase the errors resulting already from the missing wedge (comp. Fig. D.1d and D.1c). Here it is stressed, that the 10% error is an upper limit, since the actual sample is flattened in the direction of the beam.
Figure D.1: (a) ‘Shepp-Logan’ phantom used for simulating tomographic reconstructions. (b) Tomographic reconstruction for the case of 90 projections with $\pm 0.5^\circ$ ‘missing-wedge’, (c) tomographic reconstruction for the cases of 77 projections with $\pm 13^\circ$ ‘missing-wedge’ and (d) tomographic reconstruction for the cases of 74 projections with $\pm 13^\circ$ ‘missing-wedge’. Dashed white dots in (a) and (d) label regions which have been averaged in order to compare the values with each other.
Appendix

E ePIE Amplitude Reconstruction

Figure E.1: The image presents the reconstructed amplitude corresponding to the ePIE reconstruction of the Siemens star resolution chart shown in Fig. 3.33, p. 85.


Figure F.1: The figure presents TEM images of ultra-thin sections of *D. radiodurans* cells that have been chemically fixed and stained (and fixed) with OsO₄ prior to embedding and post-staining with uranyl acetate. Most of the cells seem to be in a state of cell division but the images also reveal artefacts of the preparation such as holes (white regions within the cells) and unbalanced staining (very dark regions within the cells). (b) also shows strong distortions from the knife along the cutting-direction.
## Appendix

### G STCS List

**Table G.1:** Information about prepared STCSs are summarized below. The dimensions are indicated in the image below. The corresponding transmissions values are listed in table G.2.

| E [keV] | STCS material | a×b [mm²] | c [µm] | STCS material | a’×b’ [mm²] | c’ [µm] |
|---------|----------------|------------|--------|----------------|------------|--------|
| 7.9     | Si             | 8×8        | 200    | Si             | 3×3        | 200    |
| 7.9     | Si             | 8×8        | 200    | Si             | 4×4        | 200    |
| 7.9     | Si             | 16×16      | 200    | Si             | 3×3        | 200    |
| 7.9     | Si             | 16×16      | 200    | Si             | 5×5        | 200    |
| 7.9/13.8| Ge             | 4×4        | 100    | -              | -          | -      |
| 7.9/13.8| Ge             | 5×5        | 100    | -              | -          | -      |
| 13.8    | Ag             | 16×16      | 35     | Ag             | 5×5        | 75     |
Table G.2: Calculated transmission values of different STCS materials, thicknesses and energies are listed below. Calculations were performed according to tabulated values [125].

| STCS material | density [g/cm$^3$] | thickness [µm] | energy [keV] | transmission     |
|---------------|---------------------|----------------|-------------|-----------------|
| Si            | 2.363               | 200            | 7.9         | 5.04 $\cdot$ 10$^{-2}$ |
| Si            | 2.363               | 400            | 7.9         | 2.54 $\cdot$ 10$^{-3}$ |
| Ge            | 5.323               | 100            | 7.9         | 2.44 $\cdot$ 10$^{-2}$ |
| Ge            | 5.323               | 100            | 13.8        | 2.88 $\cdot$ 10$^{-2}$ |
| Ag            | 10.5                | 35             | 13.8        | 3.72 $\cdot$ 10$^{-1}$ |
| Ag            | 10.5                | 110            | 13.8        | 4.46 $\cdot$ 10$^{-2}$ |

H Algorithmic Parameters for Waveguide-Based Imaging

The following tables list parameters of the reconstruction algorithm used in section 3.5 (p. 161).

Table H.1: Algorithmic parameters $\beta$, $\gamma$, $D$ of the mHIO algorithm (cf. section 1.3.5, p. 39) used for reconstruction of the *B. thuringiensis* data are listed below. $n$ is the number of iterations that were carried out and $d_n$ is the error at the final iteration $n$.

| Region | Figure (page) | $\beta$ | $\gamma$ | $D$  | $n$  | $d_n$  |
|--------|---------------|---------|----------|------|------|--------|
| (A)    | 3.79 (172)    | 0.2     | 0.2      | 0.020| 2000 | 0.036  |
| (A)    | 0.2           | 0.2     | 0.089    | 500  | 0.089|
| (A)    | 0.2           | 0.2     | 0.064    | 500  | 0.064|
| (A)    | 0.2           | 0.2     | 0.020    | 2000 | 0.105|
| (B)    | 3.80 (174)    | 0.2     | 0.2      | 0.0135| 2000 | 0.015  |
| (C)    | 3.81 (175)    | 0.2     | 0.2      | 0.046 | 2000 | 0.069  |
Table H.2: Algorithmic parameters $\beta$, $\gamma$, $D$ of the mHIO algorithm (cf. section 1.3.5, p. 39) used for reconstruction of the *B. subtilis* data are listed below. $n$ is the number of iterations that were carried out and $d_n$ is the error at the final iteration $n$.

| Region | Figure (page) | $\beta$ | $\gamma$ | $D$   | $n$   | $d_n$ |
|--------|---------------|---------|---------|-------|-------|-------|
| (A)    | 3.83a (179)   | 0.2     | 0.2     | 0.095 | 2000  | 0.095 |
| (B)    | 3.83b (179)   | 0.2     | 0.2     | 0.041 | 2000  | 0.146 |
| (C)    | 3.83c (179)   | 0.2     | 0.2     | 0.065 | 2000  | 0.064 |
| (D)    | 3.83d (179)   | 0.2     | 0.2     | 0.017 | 2000  | 0.017 |
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Since its first experimental demonstration in 1999, Coherent X-Ray Diffractive Imaging has become one of the most promising high resolution X-Ray imaging techniques using coherent radiation produced by brilliant synchrotron storage rings. The ability to directly invert diffraction data with the help of advanced algorithms has paved the way for microscopic investigations and wave-field analyses on the spatial scale of nanometres without the need for inefficient imaging lenses. X-Ray phase contrast which is a measure of the electron density is an important contrast mode of soft biological specimens. For the case of many dominant elements of soft biological matter, the electron density can be converted into an effective mass density offering a unique quantitative information channel which may shed light on important questions such as DNA compaction in the bacterial nucleoid through ‘weighing with light’. In this work X-Ray phase contrast maps have been obtained from different biological samples by exploring different methods. In particular, the techniques Ptychography and Waveguide-Holographic-Imaging have been used to obtain two-dimensional and three-dimensional mass density maps on the single-cell-level of freeze-dried cells of the bacteria Deinococcus radiodurans, Bacillus subtilis and Bacillus thuringiensis allowing, for instance, to estimate the dry weight of the bacterial genome in a near native state. On top of this, reciprocal space information from coherent small angle X-Ray scattering (cellular Nano-Diffraction) of the fine structure of the bacterial cells has been recorded in a synergistic manner and has been analysed down to a resolution of about 2.3/nm exceeding current limits of direct imaging approaches. Furthermore, the dynamic range of present detector technology being one of the major limiting factors of ptychographic phasing of farfield diffraction data has been significantly increased. Overcoming this problem for the case of the very intense X-Ray beam produced by Kirkpatrick-Baez mirrors has been explored by using semi-transparent central stops.