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Abstract

We explore new connections between the fields and local observables in two dimensional chiral conformal field theory. We show that in a broad class of examples, the von Neumann algebras of local observables (a conformal net) can be obtained from the fields (a unitary vertex operator algebra) via a continuous geometric interpolation procedure involving Graeme Segal’s functorial definition of conformal field theory, and that the conformal net may be thought of as a boundary value of the Segal CFT. In particular, we construct conformal nets from these unitary vertex operator algebras by showing that ‘geometrically mollified’ versions of the fields yield bounded, local observables on the Hilbert space completion of the vertex algebra. These are the first results which unite the three major definitions of chiral conformal field theory. This work is inspired by Henriques’ picture of conformal nets arising from degenerate Riemann surfaces.

Contents

1 Introduction 2

2 Preliminaries 6

2.1 Fermionic second quantization and the free fermion Segal CFT 6
2.2 Unitary vertex operator superalgebras 12
2.3 Fermi conformal nets 20
2.4 Composition operators 22

3 Free fermion Segal CFT for degenerate Riemann surfaces 24

3.1 Degenerate Riemann surfaces and their Hardy spaces 24
3.2 Calculation of Segal CFT operators 28

4 Localized vertex operators and conformal nets 37

4.1 Localized vertex operators for the free fermion 37
4.2 Localized vertex operators for other vertex operator superalgebras 39
4.3 Further directions 44

5 Implementing operators 45
1 Introduction

There are three major mathematical formulations of two dimensional chiral conformal field theory (CFT). On the algebraic side, we have the notion of a vertex operator algebra (VOA), which axiomatizes the fields of a chiral CFT. In the language of functional analysis and operator algebras, we have conformal nets, which axiomatize the algebras of local observables (in the sense of Haag-Kastler algebraic quantum field theory). These two notions have been more extensively developed than the third formulation, Graeme Segal’s geometric definition in terms of functors from the two dimensional complex bordism category (Segal CFT).

It is widely believed that the three approaches are essentially equivalent, after imposing some technical conditions, and perhaps restricting the Segal formulation to bordisms with genus zero. Since all three definitions are supposed to capture the same physical notion of 2d chiral conformal field theory, each has a version of the major examples (e.g. minimal models, WZW models) and constructions (e.g. coset construction, orbifold construction), and it would be very satisfying to have a robust theory which identifies the three manifestations of these.

More importantly, each of these formulations has important and interesting connections within mathematics, for example the connection between conformal nets and Jones’ theory of subfactors, or the connection between vertex operator algebras and ‘monstrous moonshine.’ There are many examples of important results in conformal field theory which can be established in one of the frameworks but not the others\(^1\), and it is very desirable to develop the connection between different formulations of CFT to the point that one may answer open questions about one version using a result from another. One striking example of the value of this approach is Wassermann’s computation of the fusion rules for the $SU(N)_k$ conformal nets using smeared primary fields [Was98], which provided a natural construction of subfactors with index $4\cos^2\frac{\pi}{n}$.

Recently, Carpi, Kawahigashi, Longo and Weiner initiated a general theory relating vertex operator algebras and conformal nets [CKLW18]. They give a construction which produces a conformal net from a (simple, unitary) vertex operator algebra satisfying regularity conditions, which they show are satisfied by essentially every known vertex operator algebra. Moreover, they show how to recover the vertex operator algebra from the conformal net that it produces.

In this paper, we will present an alternative, geometric perspective on the relationship between vertex operator algebras and conformal nets, based on a geometric picture of conformal nets introduced by André Henriques [Hen14]. We will show that, in a broad class of examples, Segal’s functorial definition of conformal field theory allows one to continuously interpolate between unitary vertex operator algebras and conformal nets. To our knowledge, these are the first results which unite the three definitions of conformal field theory.

We will now outline Henriques’ geometric picture of conformal nets in more detail. The dictionary between vertex operator algebras and the geometric picture of Segal CFT has long been understood by mathematicians and physicists. In Segal’s picture, there is a Hilbert space $H$ assigned to the circle $S^1$, and to every two dimensional complex bordism $\Sigma$ there is a one dimensional space of trace class linear maps

$$E(\Sigma) : \bigotimes_{\pi_0(\partial\Sigma^1)} H \rightarrow \bigotimes_{\pi_0(\partial\Sigma^{ent})} H.$$  

In particular, one map $T : H \otimes H \rightarrow H$ assigned to a disk with two disks removed corresponds to the state-field correspondence $a \mapsto Y(a, w)$ of a vertex operator algebra. More precisely, we have

$$T : H \otimes H \rightarrow H,$$

where the parameters $s, w$ and $r$ are determined by the geometry of the surface, and $L_0$ is the energy operator.

\[\text{For example, the rationality of orbifolds and cosets is an open problem in the theory of VOAs which has been solved in the context of conformal nets, whereas the rationality of many important examples has been established for VOAs, but not for conformal nets.}\]
The symmetry group of a chiral conformal field theory is the group of orientation preserving diffeomorphisms of the unit circle, Diff_+(S^1). It is common practice to think of these diffeomorphisms as ‘thin’ bordisms, i.e. as degenerate annuli with zero thickness. Henriques’ idea in [Hen14] is to also consider degenerate annuli which are thin along only part of the boundary, such as the ones in Figure 1.1. Given
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Figure 1.1: A pair of degenerate annuli, one (from [Hen14]) depicted in three space, and another embedded in the complex plane.

Given a Segal CFT, one might hope that it assigns bounded linear maps \( \mathcal{H} \to \mathcal{H} \) to such degenerate annuli, although these maps will no longer be trace class. We should be able to obtain the linear maps for degenerate annuli as limits of maps assigned to ordinary annuli:

\[
E \left( \begin{array}{c}
\circ
\end{array} \right) = \lim_{R \downarrow 1} E \left( \begin{array}{c}
\circ
\end{array} \right) . \tag{1.1}
\]

The principal piece of data for a conformal net is a family of von Neumann algebras \( \mathcal{A}(I) \), called the local algebras, indexed by intervals \( I \subset S^1 \). In Henriques’ geometric perspective, the local operators of a conformal net correspond to degenerate annuli with states inserted in the thick part of the annulus. That is, \( \mathcal{A}(I) \) is generated by degenerate surfaces which look like:

\[
E \left( \begin{array}{c}
\circ
\end{array} \right) = \left( \begin{array}{c}
\circ
\end{array} \right) . \tag{1.2}
\]

where \( a \) runs over all states. Thus a conformal net can be thought of as a boundary value of a Segal CFT via a limiting procedure like the one in (1.1).

The content of this paper is that these ideas can be made rigorous in a large family of examples, namely those examples which can be embedded in some number of complex free fermions. Moreover, we show that Segal CFT can be used to interpolate between vertex operator algebras and conformal nets. We’ll now outline our main results.

In [Ten17], we gave a construction of the Segal CFT for the free fermion, which assigns to a circle the fermionic Fock Hilbert space \( \mathcal{F} \), and to a Riemann surface \( X \) equipped with a spin structure, trivialized on the boundary, a one dimensional space of trace class maps

\[
E(X) : \bigotimes_{\partial \mathcal{A}(\partial X_{in})} \mathcal{F} \to \bigotimes_{\partial \mathcal{A}(\partial X_{out})} \mathcal{F}.
\]

The maps \( T \in E(X) \) are characterized by certain commutation relations, determined by the Hardy space \( H^2(X) \), between \( T \) and generators \( a(f) \) and \( a(g)^* \) of the canonical anticommutation relations algebra \( \text{CAR}(L^2(S^1)) \). This construction has many nice properties (discussed in Section 2.1.1), the most important of which is the compatibility between gluing of Riemann surfaces and composition of linear maps. We also proved in [Ten17] that

\[
E \left( \begin{array}{c}
\circ
\end{array} \right) = \text{span}_c T \tag{1.3}
\]
where \( T : \mathcal{F} \otimes \mathcal{F} \to \mathcal{F} \) is given on finite energy vectors \( a, b \in \mathcal{F}^0 \) by
\[
T(a \otimes b) = Y(s^{L_0}a, w)r^{L_0}b.
\]

Here, \( Y \) is the free fermion state-field correspondence and \( s, w, r \) are such that the surface in question is \( \mathbb{D} \setminus (r\hat{D} \cup (w + s\hat{D})) \).

The requirement that the region removed from \( \mathbb{D} \setminus (r\hat{D} \cup (w + s\hat{D})) \) is the one inherited from the depicted embedding into \( \mathbb{C} \), and the boundary trivializations of this spin structure are the ones obtained from the Riemann maps \( z \mapsto rz \) and \( z \mapsto w + sz \) for the regions \( r\hat{D} \) and \( w + s\hat{D} \) removed from the unit disk \( \mathbb{D} \) (along with suitable choices of square roots of the derivatives of these maps).

Now consider a family of Riemann surfaces of the form
\[
X_{R,t} = \mathbb{D} \setminus \{ w \in \mathbb{D}, \text{and } \phi_t(\hat{D}) \cup (w + s\hat{D}) \},
\]
where \( R > 1 \) and \( (\phi_t)_{t \geq 0} \) is a one-parameter semigroup of univalent (i.e., holomorphic, injective) self maps of the unit disk \( \mathbb{D} \) which fix 0 and map onto Jordan domains with \( C^\infty \) boundary.\(^3\) There is a unique univalent map \( \sigma : \hat{D} \to \mathbb{C} \), called the Koenigs map of \( \phi_t \), which satisfies Schröder’s equation
\[
\sigma(\phi_t(z)) = \phi_t'(0)\sigma(z) \text{ for all } t \geq 0 \text{ and } z \in \hat{D}.
\]
We assume that \( \sigma \) extends smoothly to the boundary \( S^1 \) of \( \hat{D} \).

Let \( L_n \) be the unitary, positive energy representation of the Virasoro algebra for the free fermion, and let
\[
L(\rho) = \sum_{n = -\infty}^{\infty} \hat{\rho}_n L_n
\]
be the smeared field corresponding to the function \( \rho(z) = \sigma(z) \), where \( \hat{\rho}_n \) are the Fourier coefficients of the restriction of \( \rho \) to \( S^1 \).\(^4\)

One can verify that the space assigned by the (non-degenerate) free fermion Segal CFT, \( E(X_{R,t}) \), is spanned by the map \( T_{R,t} \) given on finite energy vectors \( a, b \) by
\[
T_{R,t}(a \otimes b) = R^{-L_0} Y(s^{L_0}a, w) e^{-tL(\rho)} b,
\]
when \( X_{R,t} \) is given the standard spin structure inherited from \( \mathbb{C} \), and standard boundary trivializations induced by the Riemann maps \( \phi_t \) and \( z \mapsto sz + w \) (along with appropriate choices of square roots of their derivatives), after perhaps reparametrizing the semigroup \( \phi_t \mapsto \phi_{\alpha t} \). The following theorem, characterizing the value of the Segal CFT on the degenerate boundary limit \( \lim_{R \downarrow 1} X_{R,t} \) (as in (1.1)) is stated more precisely in the body of the paper as Theorem 3.10.

**Theorem A.** Let
\[
T_{R,t} \in E \left( \begin{array}{c}
\mathbb{D} \\
\mathbb{D}
\end{array} \right)
\]
be as above, and fix \( t > 0 \). Then \( \lim_{R \downarrow 1} T_{R,t} \) converges to a bounded operator \( T_t : \mathcal{F} \otimes \mathcal{F} \to \mathcal{F} \) in the strong operator topology, given on finite energy vectors \( a, b \) by
\[
T_t(a \otimes b) = Y(s^{L_0}a, w) e^{-tL(\rho)} b,
\]
where \( Y \) is the free fermion state-field correspondence. Moreover, \( T_t \) can be characterized in terms of commutation relations with generators for the CAR algebra determined by the Hardy space of a degenerate Riemann surface \( X_t = \mathbb{D} \setminus ((w + s\hat{D}) \cup \hat{D}) \), depicted:
\[
X_t = \begin{array}{c}
\mathbb{D} \\
\mathbb{D}
\end{array}.
\]

\(^2\)We will use \( \mathbb{D} \) for the closed unit disk in \( \mathbb{C} \), and \( \hat{D} \) for its interior
\(^3\) The requirement that the region removed from \( \mathbb{D} \) be of the form \( \phi_t(\hat{D}) \) for a semigroup \( \phi_t \) is for technical technical reasons, but we expect that this assumption is not essential.
\(^4\) The function \( \rho \) is closely related to the generating vector field of the semigroup \( \phi_t \) of Berkson and Porta [BP78].
See Section 3 for a precise definition of the Hardy space of a degenerate Riemann surface and of the commutation relations which characterize $T_t$. The most difficult part of the proof of Theorem A is to show that the limit operator $T_t$ is bounded. Our approach is to show that $T_t^*$ is an example of what we call an implementing operator (defined in Section 5), which in this case means that it arises as the second quantization of a bounded, not necessarily contractive, map $L^2(S^1) \to L^2(S^1) \oplus L^2(S^1)$. We then prove that $T_t^*$ is bounded by combining a careful study of the boundedness of implementing operators in general (Theorem 5.3) with the ‘quantum energy inequality’ of Fewster and Hollands [FH05] for smeared Virasoro fields on the circle. The boundedness of the maps $T_t$ is closely related to the concept of ‘local energy bounds’ for fields, which will be appear in the forthcoming paper [CW].

Theorem A characterizes the value of the free fermion Segal CFT on degenerate Riemann surfaces with standard boundary trivalizations, but one can check that changing the trivializations by (spin) diffeomorphisms $\gamma$ of $S^1$ corresponds to composition with a certain unitary representation $U(\gamma)$. Given a fixed semigroup $(\phi_t)_{t \geq 0}$ as above, and a fixed choice of $t > 0$, we will be interested in pairs $(\gamma_1, \gamma_2)$ of spin diffeomorphisms which satisfy $\gamma_1(z) = \phi_t(\gamma_2(z))$ for all $z$ lying in some interval $I \subset S^1$; let $\mathcal{P}_t$ be the collection of all such pairs.

**Theorem B.** Let $(\phi_t)_{t \geq 0}$ be a one-parameter group of univalent maps $\phi_t : \mathbb{D} \to \mathbb{D}$ as above, and let $\rho$ be its generator. Fix $t > 0$, and assume that $\phi_t(S^1) \cap S^1$ contains an interval. Let $\mathcal{F}^0$ be the finite energy vectors of the free fermion vertex operator algebras, regarded as a subspace of its Hilbert space completion $\mathcal{F}$. Let $V \subset (\mathcal{F}^0)^{\otimes \mathbb{N}}$ be a unitary vertex operator subalgebra, and let $Y : V \to \text{End}(V)[[\hbar^{1/2}]]$ be its state-field correspondence. For $a \in V$, let $T_{t,a} = Y(s^{1+0}a, w)e^{-tL(\rho)}$. Then $T_{t,a}$ is bounded, and

$$A_V(I) := \{ U(\gamma_1)^* T_{t,a} U(\gamma_2), (U(\gamma_1)^* T_{t,a} U(\gamma_2))^* \mid a \in V, (\gamma_1, \gamma_2) \in \mathcal{P}_t \}$$

defines a conformal net on the Hilbert space completion of $V$, with conformal symmetry $U$ given by the positive energy representation of $\text{Diff}_{+}(S^1)$ induced by the conformal vector of $V$.

Theorem 4.13 gives a more detailed statement of Theorem B which also addresses vertex operator superalgebras $V$ (which produce Fermi conformal nets). While the results of [CKLW18] are not stated for superalgebras and Fermi conformal nets, they should still hold in that case with minimal modification. Assuming the ‘super version’ of these results, one can show that the conformal nets constructed in Theorem B are isomorphic to the ones constructed in [CKLW18] (see Remark 4.18). Note that while we will cite several results from [CKLW18] on the structure of unitary vertex operator (super)algebras, our construction of conformal nets is entirely independent. We call our construction a ‘geometric realization’, as the generators of local algebras arise as limits of a Segal CFT, which may be depicted as degenerate Riemann surfaces with states inserted. We outline our construction in Figure 1.2.

Figure 1.2: Moving continuously from the fields of a 2d chiral CFT to the local algebras via Segal CFT.

In contrast to the construction in [CKLW18], where the local algebras are generated by unbounded operators, our construction gives a linear map identifying states in the vertex operator algebra with bounded generators of local algebras. This approach has considerable upside, as bounded operators arising from fields are considerably easier to work with from a technical standpoint, as demonstrated in Wassermann’s computation of the fusion rules for $SU(N)_k$ in [Was98]. Moreover, geometric ideas have already proven to be valuable in the study of conformal nets, such as in the recent article [MTW18] of
Morinelli, Tanimoto, and Weiner which proved the long-held conjecture that conformal nets automatically satisfy the split property.

Of course, one is led to ask which unitary vertex operator algebras Theorem B applies to; that is, which appear as subalgebras of $N$ free fermions, for some $N$. We provide many examples of such VOAs in Section 4.2, and these include the free boson, lattice VOAs corresponding to sublattices of $\mathbb{Z}^N$, the discrete series of (super) Virasoro VOAs (and many other Virasoro VOAs), and affine VOAs corresponding to simple Lie algebras $\mathfrak{g}$, at levels $k\Delta_{\mathfrak{g}}$ ($k = 1, 2, \ldots$), where $\Delta_{\mathfrak{g}} \in \mathbb{Z}_{>0}$ is a constant depending on $\mathfrak{g}$.

We see no reason that Theorem B should be limited to subalgebras of free fermions; embeddings into free fermions are simply a technical tool useful for establishing analytic properties of fields. Such embeddings were used for the same reason in Wassermann’s paper [Was98], as well as in a forthcoming paper of Carpi, Weiner and Xu relating representations of conformal nets and representations of vertex operator algebras [CWX]. In the future, we hope to extend our results to a larger class of unitary VOAs (e.g. all affine models, all Virasoro models, all lattice models).
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2 Preliminaries

2.1 Fermionic second quantization and the free fermion Segal CFT

We will briefly outline fermionic second quantization and the free fermion Segal CFT; for a more detailed overview, the reader may consult [Ten17].

2.1.1 Fermionic fock space

Let $H$ and $K$ be complex Hilbert spaces. We will write $B(H, K)$ for the space of bounded linear maps from $H$ to $K$, abbreviated $B(H)$ when $H = K$, and $\|x\|$ for the operator norm of $x \in B(H, K)$. For $p \geq 1$ and $x \in B(H, K)$, let $\|x\|_p = \text{tr}(x^* x)^{p/2})^{1/p}$, and let

$$B_p(H, K) = \{x \in B(H, K) : \|x\|_p < \infty \}.$$ 

We will be primarily interested in the cases $p = 1$ and $p = 2$. In these cases, elements of $B_p(H, K)$ are called trace class and Hilbert-Schmidt maps, respectively. We will write $B_p(H)$ for $B_p(H, H)$, which is a two-sided ideal of $B(H)$. Note that $B_p(H) \subseteq B_q(H)$ when $p \leq q$.

Given a complex Hilbert space $H$, CAR($H$) is the universal unital $C^*$-algebra with generators $a(f)$ for $f \in H$ which are linear in $f$ and satisfy the relations

$$a(f)a(g) + a(g)a(f) = 0,$$

$$a(f) a(g)^* + a(g)^* a(f) = (f, g) 1.$$

There is an irreducible, faithful representation of CAR($H$) on the Hilbert space

$$\Lambda H = \bigoplus_{k=0}^{\infty} \Lambda^k H,$$

densely defined by $a(f) \omega = f \wedge \omega$. These operators are bounded with $\|a(f)\| = \|f\|$. The subspace $\Lambda^0 H$ is spanned by a distinguished unit vector $\Omega$ which satisfies $a(f)^* \Omega = 0$ for all $f \in H$.  
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The exterior Hilbert space $\Lambda H$ is naturally a super Hilbert space, with $\mathbb{Z}/2$-grading given by

$$\langle \Lambda H \rangle^j = \bigoplus_{k=0}^{\infty} \Lambda^{2k+j} H$$

for $j \in \{0, 1\}$. We will write $\Gamma_{\mathcal{F}_{H,p}}$ for the grading operator which acts by $(-1)^j$ on $\langle \Lambda H \rangle^j$.

There is a family of irreducible, faithful representations of $\text{CAR}(H)$ indexed by projections $p \in \mathcal{B}(H)$ given as follows. Let $H_p = (pH)^* \oplus (1-p)H$, and let $\mathcal{F}_{H,p} = \Lambda H_p$. The representation $\pi_p : \text{CAR}(H) \to \mathcal{B}(\Lambda H_p)$ is given by

$$\pi_p(a(f)) = a((pf)^*)^* + a((1-p)f).$$

We will generally write $a(f)$ instead of $\pi_p(a(f))$ when the space that $\text{CAR}(H)$ acts on is clear.

The distinguished unit vector $\hat{\Omega}_p \in \Lambda^n H_p$ is characterized, up to scalar multiples, by the equations

$$a(f)\hat{\Omega}_p = 0 \quad \text{for } f \in pH,$$
$$a(g)^*\hat{\Omega}_p = 0 \quad \text{for } g \in (1-p)H.$$  

The following result is often called the Shale-Stinespring condition, or the Segal equivalence criterion.

**Theorem 2.1.** Let $H$ be a Hilbert space and let $p$ and $q$ be projections on $H$. Then there exists a unit vector $\hat{\Omega}_q \in \mathcal{F}_{H,p}$, which satisfies

$$a(f)\hat{\Omega}_q = 0 \quad \text{for } f \in qH,$$
$$a(g)^*\hat{\Omega}_q = 0 \quad \text{for } g \in (1-q)H,$$

if and only if $p - q$ is Hilbert-Schmidt. If these conditions are satisfied, the vector $\hat{\Omega}_q$ will be unique up to scalar multiple.

If the conditions of Theorem 2.1 hold, then there is a unitary isomorphism $\mathcal{F}_{H,q} \to \mathcal{F}_{H,p}$ of representations of $\text{CAR}(H)$ determined by $\hat{\Omega}_q \mapsto \hat{\Omega}_q$.

If $I = \{i_1, \ldots, i_n\}$ is a finite ordered set with $i_1 < i_2 < \ldots < i_n$, and $\{h_i\}_{i \in I} \subset H$ is a family of vectors from $H$ indexed by $I$, then we write

$$a(h_1) := a(h_{i_1}) \cdots a(h_{i_n}) \in \text{CAR}(H).$$

We will generally consider the case when $H$ is separable and $pH$ and $(1-p)H$ are both infinite dimensional. We will then choose an orthonormal basis $\{e_i\}_{i \in \mathbb{Z}}$ with $e_i \in pH$ when $i \geq 0$ and $e_i \in (1-p)H$ when $i < 0$. Then $\mathcal{F}_{H,p}$ has an orthonormal basis indexed by finite subsets $I \subset \mathbb{Z}_{\geq 0}$ and $J \subset \mathbb{Z}_{< 0}$ given by

$$a(e_J)a(e_i)^*\hat{\Omega}_p.$$  

A key property of the Fock space construction is that it takes direct sums to tensor products.

**Proposition 2.2.** There is a natural even unitary isomorphism $\mathcal{F}_{H \oplus K,p \oplus q} \cong \mathcal{F}_{H,p} \otimes \mathcal{F}_{K,q}$ characterized by

$$a(h_J)a(k_{J'})a(k_{J''})^*\hat{\Omega}_{p \oplus q} \mapsto a(h_J)a(h_{J'})^*\hat{\Omega}_p \otimes a(k_{J'})a(k_{J''})^*\hat{\Omega}_q,$$

where $h_J$ and $h_{J'}$ are ordered families of vectors from $H$ and $k_{J'}$ and $k_{J''}$ are ordered families of vectors from $K$. The induced action of $\text{CAR}(H \oplus K)$ on $\mathcal{F}_{H,p} \otimes \mathcal{F}_{K,q}$ is

$$a(h + k) \mapsto a(h) \otimes 1 + \Gamma_{\mathcal{F}_{H,p}} \otimes a(k)$$

where $\Gamma_{\mathcal{F}_{H,p}}$ is the grading operator on $\mathcal{F}_{H,p}$.

Let $U(H)$ be the group of unitary operators on $H$, and let

$$\mathcal{U}_{\text{res}}(H,p) = \{ u \in U(H) : [p, u] \in \mathcal{B}_2(H) \}$$

where $[a, b]$ is the commutator $ab - ba$. There is a strongly continuous projective unitary representation of $\mathcal{U}_{\text{res}}(H,p)$ on $\mathcal{F}_{H,p}$, called the basic representation, such that the image $U$ of $u \in \mathcal{U}_{\text{res}}(H,p)$ is characterized by $Ua(f)U^* = a(uf)$. The image of the vacuum under $U$ is given by

$$U\hat{\Omega}_p = \hat{\Omega}_q,$$
where \( q = upu^* \) and \( \Omega_q \) is as in Theorem 2.1. Note that \( \Omega_q \) only depends on \( q \), and not on \( u \). For more details on the basic representation, one may consult [Was98, §3], [PS86, §10], or [Ten17, §2.1].

In the following, fix \( H = L^2(S^1) \) (with normalized arclength measure on \( S^1 \)), and \( p \in B(H) \) to be the projection of \( H \) onto the classical Hardy space

\[
H^2(\mathbb{D}) = \text{span}(z^n : n \geq 0).
\]

In this case we will just write \( F \) for \( F_{\mathcal{F},p} \) and \( \Omega \) for the vacuum vector \( \Omega_p \). We will refer to \( F \) as fermionic Fock space.

Let \( \text{Diff}_+(S^1) \) be the group of orientation preserving diffeomorphisms of the unit circle \( S^1 \subset \mathbb{C} \), and let \( C^\infty(S^1)^\times \) be the group of non-vanishing smooth functions \( S^1 \to \mathbb{C} \) under pointwise multiplication. Then \( \text{Diff}_+(S^1) \) acts on \( C^\infty(S^1)^\times \) by automorphisms via \( \gamma \cdot f = f \circ \gamma^{-1} \), and we can form the semidirect product \( C^\infty(S^1)^\times \rtimes \text{Diff}_+(S^1) \). Let \( \text{Diff}^+_N(S^1) \) be the double cover of \( \text{Diff}_+(S^1) \) given as a subgroup of \( C^\infty(S^1)^\times \rtimes \text{Diff}_+(S^1) \) by

\[
\text{Diff}^+_N(S^1) = \{(\psi, \gamma) \in C^\infty(S^1)^\times \rtimes \text{Diff}_+(S^1) : \psi^2 = (\gamma^{-1})^\rho \}.
\]

Here, and throughout, if \( f \in C^\infty(S^1) \), then we write \( f' \) for the complex derivative

\[
f'(z) = \frac{d}{dz} f(z) = \frac{1}{iz} \frac{d}{d\theta} f(e^{i\theta})\bigg|_{z=e^{i\theta}}.
\]

Let \( u_{NS} : \text{Diff}^+_N(S^1) \to \mathcal{U}(H) \) be the unitary representation given by \( u_{NS}(\psi, \gamma) f = \psi \cdot (f \circ \gamma^{-1}) \).

Then \( u_{NS}(\psi, \gamma) \in \mathcal{U}(\mathcal{F},p) \), and by composing with the basic representation we get a projective unitary representation \( U_{NS} : \text{Diff}^+_N(S^1) \to \mathcal{PU}(H) \), which is strongly continuous when \( \text{Diff}^+_N(S^1) \) is given, for example, the \( C^\infty \) topology. The representing operators \( U_{NS}(\psi, \gamma) \) are even for all \( (\psi, \gamma) \in \text{Diff}^+_N(S^1) \). See e.g. [Ten17, §2.1] for an expanded discussion of this representation.

Let \( r_\theta \in \text{Diff}_+(S^1) \) be the map \( r_\theta z = e^{iz} \). By Stone’s theorem, there is a self-adjoint operator \( L_0 \), in our case unbounded, such that

\[
U_{NS}(e^{-i\theta/2}, r_\theta) = e^{i\theta L_0}.
\] (4.2)

If we write \( e_j \) for the function \( z^j \in H \), then \( \{e_j\}_{j \in \mathbb{Z}} \) is an orthonormal basis for \( H \), with \( e_j \in pH \) when \( j \geq 0 \) and \( e_j \in (1-p)H \) when \( j < 0 \). The corresponding basis \( a(e_j)a(e_l)^* \Omega \) for \( \mathcal{F} \) diagonalizes \( L_0 \), and one has

\[
L_0 a(e_j)a(e_l)^* \Omega = \left( \sum_{i \in J} \left(i + \frac{1}{2}\right) - \sum_{j \in J} \left(j + \frac{1}{2}\right) \right) a(e_j)a(e_l)^* \Omega
\]

where \( J \subset \mathbb{Z}_{<0} \) and \( \cdot \subset \mathbb{Z}_{\geq 0} \) are finite subsets. Note that the eigenvalues of \( L_0 \) are \( \frac{1}{2} \mathbb{Z}_{\geq 0} \), and each eigenspace remains finite dimensional. We denote by \( \mathcal{F}_J \) the algebraic span of the eigenvectors of \( L_0 \), and write \( \mathcal{F}_{\leq N} \subset \mathcal{F}^J \) for the finite dimensional subspace spanned by eigenvectors of \( L_0 \) with eigenvalue at most \( N \).

2.1.2 The free fermion Segal CFT

Let \( \Sigma \) be a Riemann surface. A spin structure on \( \Sigma \) is a holomorphic line bundle \( L \to \Sigma \), and a holomorphic isomorphism \( L \otimes L \to K\Sigma \), where \( K\Sigma \) is the holomorphic cotangent bundle. We will refer to a Riemann surface \( \Sigma \) equipped with a spin structure as a spin Riemann surface.

If \( L_1 \) and \( L_2 \) are spin structures on \( \Sigma_1 \) and \( \Sigma_2 \), respectively, then an isomorphism of spin structures \( L_1 \to L_2 \) is a holomorphic isomorphism of bundles \( B : L_1 \to L_2 \) such that the diagram

\[
\begin{array}{ccc}
L_1 \otimes L_1 & \xrightarrow{B \otimes B} & L_2 \otimes L_2 \\
\Phi_1 \downarrow & & \Phi_2 \\
K_{\Sigma_1} & \xleftarrow{B|_{\Sigma_1}} & K_{\Sigma_2}
\end{array}
\]

commutes, where \( B|_{\Sigma_1} \) is the pullback of holomorphic 1-forms induced by the biholomorphic map \( B|_{\Sigma_1} : \Sigma_1 \to \Sigma_2 \).

Up to isomorphism there is a unique spin structure on \( \mathbb{C} \). It is given by the trivial bundle \( L = \mathbb{C} \times \mathbb{C} \), and the isomorphism \( \Phi : L \otimes L \to K\mathbb{C} \) is given on sections by

\[
\Phi_\ast(f \otimes g) = fg \, dz.
\] (2.5)
If $0 < r < 1$, then the annulus $A_r = \{ r \leq |z| \leq 1 \}$ has two non-isomorphic spin structures, called the Neveu-Schwarz (NS) and Ramond (R) spin structures, again given by the trivial bundle $L = A_r \times \mathbb{C}$. For $\sigma \in \{NS, R\}$, the isomorphisms $\Phi_\sigma : L \otimes L \to K_{A_r}$ are given by

$$\Phi_\sigma(f \otimes g) = \begin{cases} -ifg \ dx & \sigma = NS \\ -ifg^{-1} \ dx & \sigma = R \end{cases}$$

We denote these spin annuli by $(A_r, \sigma)$.

If $Y$ is a closed, smooth 1-manifold, then a spin structure on $Y$ is a smooth, complex line bundle $L$ and an isomorphism of complex line bundles $\phi : L \otimes L \to T^* Y$, where $T^* Y = T^* Y \otimes \mathbb{C}$.

An isomorphism of spin structures $(Y_1, L_1) \to (Y_2, L_2)$ is a smooth bundle map $\beta : L_1 \to L_2$ such that

$$L_1 \otimes L_1 \overset{\beta \otimes \beta}{\longrightarrow} L_2 \otimes L_2$$

$$\phi_1 \downarrow \quad \downarrow \phi_2$$

$$T^* Y_1 \overset{\beta|_{Y_1}}{\leftrightarrow} T^* Y_2$$

where $\beta|_{Y_1}$ is the isomorphism of cotangent bundles induced by the diffeomorphism $\beta|_{Y_1} : Y_1 \to Y_2$.

If $(\Sigma, L)$ is a compact spin Riemann surface with non-empty boundary, then $\Sigma \setminus \partial$ becomes a spin 1-manifold by identifying $T^* \partial \Sigma \cong K_{\Sigma \setminus \partial}$ in such a way that the real subspace $T^* \partial \Sigma$ corresponds to the dual of tangent vectors parallel to the boundary.

There are two non-isomorphic spin structures on the unit circle $S^1 \subset \mathbb{C}$, called the Neveu-Schwarz (NS) and Ramond (R) spin structures, obtained by restricting $(A_r, \sigma)$ to $S^1$, where $\sigma \in \{NS, R\}$. We denote these spin circles by $(S^1, \sigma)$.

The group $\text{Aut}_+(S^1, NS)$ of orientation preserving automorphisms of $(S^1, NS)$ can naturally be identified with $\text{Diff}^+_{NS}(S^1)$ as follows. Given $(\psi, \gamma) \in \text{Diff}^+_{NS}(S^1)$, there is a unique $\alpha_{NS}(\psi, \gamma) \in \text{Aut}_+(S^1, NS)$ such that $\alpha_{NS}(\psi, \gamma)f$ acts on sections $f \in C^\infty(S^1)$ by $\alpha_{NS}(\psi, \gamma)f = u_{NS}(\psi, \gamma)f$.

Similarly, there is an isomorphism $\alpha_R$ of $\text{Aut}_+(S^1, R)$ with the double cover $\text{Diff}^+_{R}(S^1)$ of $\text{Diff}^+_{NS}(S^1)$ given by

$$\text{Diff}^+_{R}(S^1) = \{ (\psi, \gamma) \in C^\infty(S^1) \times \text{Diff}^+_{R}(S^1) : \psi^2 = |(\gamma^{-1})'| \}.$$
The unordered tensor products in (2.7) are unordered tensor products of super Hilbert spaces, meaning that we have a family of maps, one for every ordering of the tensor products, compatible with the braiding of super Hilbert spaces.

The following theorem summarizes some of the main properties of the assignment $X \mapsto E(X)$. For a more detailed treatment, see [Ten17].

**Theorem 2.4.** Let $X = (\Sigma, L, \Phi, \beta) \in \mathcal{R}$. The maps $E(X)$ assigned by the free fermion Segal CFT satisfy the following properties:

- **(Existence and invariance)** $E(X)$ is one-dimensional, and its elements are homogeneous and trace class. If $X$ and $\tilde{X}$ are isomorphic, then $E(X) = E(\tilde{X})$.
- **(Non-degeneracy)** If every connected component of $\Sigma$ has an outgoing boundary component, then non-zero elements of $E(X)$ are injective. If every connected component of $\Sigma$ has an incoming boundary component, then non-zero elements of $E(X)$ have dense image.
- **(Monoidal)** If $Y \in \mathcal{R}$, then $E(X \sqcup Y) = E(X) \hat{\otimes} E(Y)$, where $X \sqcup Y$ is the disjoint union and $\hat{\otimes}$ is the graded tensor product of maps of super Hilbert spaces.
- **(Gluing)** If $\tilde{X} \in \mathcal{R}$ is obtained by sewing two boundary components of $X$ along the parametrizations, then the partial supertrace induces an isomorphism $\text{tr}^* : E(X) \to E(\tilde{X})$. In particular, if $X_0, X_1 \in \mathcal{R}$ and $X$ is obtained by sewing the outgoing boundary of $X_1$ to the incoming boundary of $X_0$, then $E(X) = E(X_0)E(X_1)$.
- **(Reparametrization)** If $(\psi_j, \gamma_j) \in \prod_{j \in \pi_0(\partial \Sigma)} \text{Diff}^+_\mathbb{C}(S^1)$, and $\tilde{X} = (\Sigma, L, \Phi, \tilde{\beta}) \in \mathcal{R}$ is obtained by setting $\tilde{\beta}_j = \beta_j \circ \alpha_{\sigma(j)}(\psi_j, \gamma_j)^{-1}$, then

$\begin{align*}
E(\tilde{X}) &= \left( \bigotimes_{j \in \pi_0(\partial \Sigma)} U_{\sigma(j)}(\psi_j, \gamma_j) \right) E(X) \left( \bigotimes_{j \in \pi_0(\partial \Sigma)} U_{\sigma(j)}(\psi_j, \gamma_j)^* \right).
\end{align*}$

- **(Unitarity)** $E(\overline{X}) = E(X)^*$, where $\overline{X}$ is the complex conjugate spin Riemann surface, and $E(X)^*$ denotes taking the adjoint elementwise.

We have omitted precise explanations of the notions of graded tensor products of maps, of sewing spin Riemann surfaces along boundary parametrizations, and of the conjugate $\overline{X}$; they are discussed in [Ten17] in Section 2.1, Section 2.2, and Section 3.2, respectively.

We will now briefly describe the construction of the spaces $E(X)$, as it is similar to the construction of localized vertex operators in Section 3.

As before, let $H = L^2(S^1)$ and let $p \in \mathcal{B}(H)$ be the projection onto the classical Hardy space

$H^2(\mathbb{D}) = \text{span}\{z^n : n \geq 0\}.$

Given $X = (\Sigma, L, \Phi, \beta) \in \mathcal{R}$, we define the boundary Hilbert space

$H_{\partial \Sigma} = \bigoplus_{j \in \pi_0(\partial \Sigma)} H.$

We write $\mathcal{O}(\Sigma; L)$ for the space of sections of $L$ which are holomorphic on the interior $\Sigma$ and which extend to smooth functions on $\partial \Sigma$. Given a section $F \in \mathcal{O}(\Sigma; L)$, the pullback $\beta^* F$ yields a smooth function on $\bigcup_{j \in \pi_0(\partial \Sigma)} S^1$, and thus an element of $H_{\partial \Sigma}$. Define the Hardy space $H^2(X) \subset H_{\partial \Sigma}$ by

$H^2(X) = \{ \beta^* F : F \in \mathcal{O}(\Sigma; L) \}.$

Now decompose $H_{\partial \Sigma} = H^1_{\partial \Sigma} \oplus H^0_{\partial \Sigma}$, where

$H^1_{\partial \Sigma} = \bigoplus_{j \in \pi_0(\partial \Sigma^*)} H$

and define the boundary projections $p_i \in \mathcal{B}(H_{\partial \Sigma})$ by

$p_i = \bigoplus_{j \in \pi_0(\partial \Sigma^*)} p.$
There is a natural unitary isomorphism
\[ \mathcal{F}_{H^0_{\Sigma, p_i}} \to \bigotimes_{j \in \tau_0(\partial \Sigma')} \mathcal{F} \]
(2.8)
given by Proposition 2.2. That is, for every ordering of the tensor factors of the right-hand side of (2.8), we have an isomorphism with \( \mathcal{F}_{H^0_{\Sigma, p_i}} \), and these isomorphisms are compatible with the braiding of super Hilbert spaces.

Making this identification, we define \( E(X) \subset \mathcal{B}_1(\mathcal{F}_{H^0_{\Sigma, p_0}}, \mathcal{F}_{H^0_{\Sigma, p_1}}) \) to be the space of trace class maps \( T \) which satisfy the \( H^2(X) \) commutation relations:
\[
a(f^1)T = (-1)^{p(T)} g(f^0), \quad a(g^1)^* T = -( -1)^{p(T)} g(g^0)^*
\]
for every \((f^1, f^0) \in H^2(X) \subset H^0_{\Sigma} \oplus H^0_{\Sigma'}, \) and every \((g^1, g^0) \in H^2(X)^\perp, \) where \( p(T) \in \{0, 1\} \) is the parity of \( T, \) and the equation is understood by extending linearly if \( T \) is not homogeneous.

This description of \( E(X) \) is useful for two reasons. First, it is good for computing with. For every holomorphic function on \( \Sigma \) one obtains a relation satisfied by elements of \( E(X), \) and in practice these relations are easy to work with. In \([\text{Ten} 17, \S 5.2], \) we used this description to give a short proof that when \( X \) is a disk with two disks removed, \( E(X) \) is spanned by maps related to vertex operators.

The second advantage of the description of \( E(X) \) in terms of commutation relations from \( H^2(X) \) is that it can be generalized to other geometric objects \( X \) which have a Hardy space. In Section 3, we will consider what happens when \( X \) is a 'degenerate Riemann surface' where the incoming and outgoing boundary of \( \Sigma \) are allowed to overlap.

**Example 2.5.** ([\text{Ten} 17, Prop. 5.1]) When \( X \) is given by the closed unit disk \( \mathbb{D}, \) the spin structure it inherits from \( \mathbb{C}, \) and the identity parametrization on the boundary, then \( E(X) \) is spanned by the vacuum vector \( \Omega \in \mathcal{F}. \)

**Example 2.6.** ([\text{Ten} 17, Prop. 5.2]) When \( X \) is given by the spin annulus \((\mathbb{S}, NS)\) with boundary parametrizations given by the identity and the map \( z \mapsto rz, \) then \( E(X) \) is spanned by \( r^{L_0}. \) Note that both the boundary parametrization and \( r^{L_0} \) depend on a choice of square root of \( r. \) Similarly, when \( NS \) is replaced by \( R, \) \( E(X) \) is spanned by \( r^{L_0^R}, \) where \( L_0^R \) is the generator of the one-parameter group \( U_R(1, r_0). \)

**Example 2.7.** ([\text{Ten} 17, Thm. 5.4] Let \( w \in \mathbb{D} \) and \( r_1, r_2 \in (0, 1), \) and assume they satisfy \( s + r < |w| < 1 - s. \) Define the pair of pants \( P_{w,s,r} = \mathbb{D} \setminus \left( (a\mathbb{D} + w) \cup r\mathbb{D} \right), \)
where \( \mathbb{D} \) is the open unit disk.

Give \( P_{w,s,r} \) the spin structure inherited from \( \mathbb{C}, \) and parametrize the boundary components via the identity map on \( S^1, \) and the maps \( z \mapsto rz \) and \( z \mapsto sz + w. \) Let
\[
Y : \mathcal{F}^0 \to \text{End}(\mathcal{F}^0)[[x^{\pm 1}]]
\]
be the free fermion vertex operator algebra state-field correspondence (see Example 2.22). Then \( E(P_{w,s,r}) \) is spanned by the map \( T : \mathcal{F} \otimes \mathcal{F} \to \mathcal{F} \) given on \( \xi \otimes \eta \in \mathcal{F}^0 \otimes \mathcal{F}^0 \) by
\[
T(\xi \otimes \eta) = Y(s^{L_0} \xi, w)r^{L_0} \eta
\]
when the inputs are ordered so that the one corresponding to the boundary component \( sS^1 + w \) comes first. Note that both the boundary parametrizations and \( T \) depend on choices of square roots of \( s \) and \( r. \) Leaving the boundary parametrizations implicit, we can depict this result as follows:

\[
E \begin{pmatrix} 0 & 1 & \bullet \otimes \bullet & w + s \\ \bullet \otimes \bullet & \circ & \circ & \circ \end{pmatrix} = CT.
\]
We will frequently leave the parameters \( w, r, s \) implicit as well, and depict the state insertions \( T(\xi \otimes \eta) \) as follows.

\[
\xi \eta = T(\xi \otimes \eta) = Y(s^{L_0} \xi, w)r^{L_0} \eta.
\]

### 2.2 Unitary vertex operator superalgebras

We will give only a brief overview of unitary vertex operator superalgebras. A detailed treatment of unitary vertex operator algebras in the spirit of this paper may be found in [CKLW18, §4-5]. Our treatment is adapted from this reference, as well as from [AL17].

**Definition 2.8.** A vertex operator superalgebra is given by:

1. a \( \mathbb{Z}/2\mathbb{Z} \)-graded vector space \( V = V^0 \oplus V^1 \). Elements of \( V^0 \cup V^1 \) are called homogeneous vectors, and elements of \( V^0 \) (resp. \( V^1 \)) are called even (resp. odd) vectors. If \( a \in V^i \), we denote the parity \( p(a) = i \).
2. even vectors \( \Omega, \nu \in V^0 \) called the *vacuum vector* and the *conformal vector*, respectively.
3. a state-field correspondence \( Y : V \to \text{End}(V)[[x^\pm 1]] \), usually denoted
   \[
   Y(a, x) = \sum_{n \in \mathbb{Z}} a(n) x^{-n-1}.
   \] (2.9)
   Here \( \text{End}(V)[[x^\pm 1]] \) is the vector space of formal series of the form (2.9). The coefficients \( a(n) \) of this formal series are called the *modes* of \( a \).
4. This data must satisfy:
   1. For every \( a \in V \), if \( a \) is even (resp. odd) then \( a(n) \) is even (resp. odd) for all \( n \in \mathbb{Z} \).
   2. For every \( a, b \in V \), we have \( a(n)b = 0 \) for \( n \) sufficiently large.
   3. For every \( a \in V \), we have \( a(n)\Omega = 0 \) for \( n \geq 0 \) and \( a(-1)\Omega = a \).
   4. \( Y(\Omega, x) = 1_V \). That is, \( \Omega(n) = \delta_{n,-1} 1_V \).
   5. For every \( a, b \in V \), there exists a positive integer \( N \) such that we have an identity of formal series
      \[
      (x - y)^N [Y(a, x), Y(b, y)]_\pm = 0.
      \] Here, the super commutator \([·, ·]_\pm\) is given by
      \[
      Y(a, x)Y(b, y) - (-1)^{p(a)p(b)}Y(b, y)Y(a, x)
      \]
      when \( a \) and \( b \) are homogeneous, and extended linearly otherwise.
6. If we write \( Y(\nu, x) = \sum_{n \in \mathbb{Z}} L_n x^{-n-2} \), then the \( L_n \) give a representation of the Virasoro algebra. That is,
   \[
   [L_m, L_n] = (m-n)L_{m+n} + \frac{c}{12}(m^3 - m)\delta_{m,-n} 1_V
   \]
   for a number \( c \in \mathbb{C} \), called the *central charge*.
7. If we write \( V_\alpha = \ker(L_0 - \alpha 1_V) \), then we have a decomposition of \( V \) as an algebraic direct sum
   \[
   V^0 = \bigoplus_{\alpha \in \mathbb{R}_{\geq 0}} V_\alpha, \quad V^1 = \bigoplus_{\alpha \in \mathbb{Q} \Delta + \mathbb{Z}_{\geq 0}} V_\alpha
   \]
   with \( \dim V_\alpha < \infty \).
8. For every \( a \in V \) we have \([L_{-1}, Y(a, x)] = \frac{d}{dx} Y(a, x)\)
We will often abuse terminology by referring to $V$ as a vertex operator superalgebra, instead of referring to the quadruple $(V, Y, \Omega, \nu)$. If $V^1 = \{0\}$, then $V$ is called a vertex operator algebra.

If $a \in V_n$, then we say that $a$ is homogeneous of conformal weight $\alpha =: \Delta_a$. It follows from the definition that if $a$ is homogeneous, then $a_{(n)} V_\beta \subset V_{\beta - n + 1 + \Delta_a}$.

Under this definition, the Borcherds identity (or Jacobi identity) and the Borcherds commutator formula are consequences:

**Theorem 2.9.** Let $V$ be a vertex operator superalgebra. Then the Borcherds identity

$$
\sum_{j=0}^{\infty} \binom{m}{j} a_{(n+j)} b_{(m+k-j)} c = \sum_{j=0}^{\infty} (-1)^j \binom{n}{j} a_{(m+n-j)} b_{(k+j)} c - (-1)^{p(a)p(b)} \sum_{j=0}^{\infty} (-1)^{j+n} \binom{n}{j} b_{(n+k-j)} a_{(m+j)} c
$$

holds for every $a, b, c \in V$ and every $m, k, n \in \mathbb{Z}$. In particular, for every $a, b, c \in V$ we have the Borcherds product formula

$$
(a_m b_k c - (-1)^{p(a)p(b)} b_k a_m c) = \sum_{j=0}^{\infty} \binom{m}{j} (a_{(j)} b_{(m+k-j)} c)
$$

for all $m, k \in \mathbb{Z}$ by specializing to $m = 0$, and the Borcherds commutator formula

$$
a_{(m)} b_{(k)} c - (-1)^{p(a)p(b)} b_{(k)} a_{(m)} c = \sum_{j=0}^{\infty} \binom{m}{j} (a_{(j)} b_{(m+k-j)} c)
$$

for all $m, k \in \mathbb{Z}$ by specializing to $n = 0$. As formal series, we have

$$
a_{(m)} Y(b, x) - (-1)^{p(a)p(b)} Y(b, x) a_{(m)} = \sum_{j=0}^{\infty} \binom{m}{j} Y(a_{(j)} b, x) x^{m-j}.
$$

See [Kac98, §4.8] for an extended discussion of the Borcherds identity.

If $W = (W \cap V^0) \oplus (W \cap V^1)$ is a $\mathbb{Z}/2\mathbb{Z}$-graded subspace of $V$, then it is called a vertex subalgebra if $\Omega \in W$ and $a_{(n)} b \in W$ for all $a, b \in W$ and $n \in \mathbb{Z}$. If $\nu \in W$, then $W$ is called a conformal subalgebra of $V$. The even vectors $V^0$ always form a conformal subalgebra of $V$.

A vertex subalgebra $W$ is called an ideal if we have $a_{(n)} b \in W$ for every $a \in V$ and $b \in W$. A vertex operator superalgebra $V$ is called simple if its only ideals are $\{0\}$ and $V$.

A homomorphism (resp. antilinear homomorphism) from a vertex operator superalgebra $V$ to a vertex operator superalgebra $W$ is a complex linear (resp. antilinear) map $\phi : V \rightarrow W$ which satisfies $\phi(\Omega_V) = \Omega_W$, $\phi(n \nu) = n \nu$, and $\phi(a_{(n)} b) = \phi(a) \phi(b)$ for all $a, b \in V$. We also have the obvious notion of (antilinear) isomorphism and automorphism. The grading operator $\Gamma = (-1)^{2L_0}$ is always an automorphism of a vertex operator superalgebra.

**Definition 2.10.** A unitary vertex operator superalgebra is a vertex operator superalgebra $V$ along with an inner product $\langle \cdot, \cdot \rangle$ on $V$ and an antilinear automorphism $\theta$ of $V$, called the PCT operator, satisfying:

1. (Normalization) $\langle \Omega, \Omega \rangle = 1$

2. (Invariance) $\langle a, Y(\theta b, x)c \rangle = Y(e^{xL_1}(-1)^{L_0+2L_0} x^{-2L_0} b, x^{-1}) a, c \rangle$ for all $a, b, c \in V$.

Note that $x$ is treated as a formal, real variable in the statement of the invariance property. An isomorphism $\phi : V \rightarrow W$ of unitary vertex operator superalgebras is called unitary if $\langle \phi a, \phi b \rangle = \langle a, b \rangle$ for all $a, b \in V$. If $V^1 = \{0\}$ then we refer to $V$ as a unitary vertex operator algebra.

We will often abuse terminology by simply referring to $V$ as a unitary vertex operator superalgebra, with the additional data left implicit.

---

5The term ‘subsuperalgebra’ might be more precise, but it is a bit clumsy.
Remark 2.11. We could alter Definition 2.10 by replacing \((-1)^{L_0 + 2L_0^2}\) by \((-1)^{L_0 - 2L_0^2}\). If we call the two definitions (+) and (−) unitary vertex operator superalgebras, then there is a bijection between the (+) and (−) notions given by

\[(V, Y, \Omega, \nu, \langle \cdot, \cdot \rangle) \leftrightarrow (V, Y, \Omega, \nu, \langle \cdot, \cdot \rangle, \Gamma \theta).\]

See [Yam14, §2] for a more detailed discussion.

The following basic properties of the PCT operator are straightforward generalizations of [CKLW18, Prop. 5.1].

**Proposition 2.12.** Let \((V, Y, \Omega, \nu, \langle \cdot, \cdot \rangle)\) be a unitary vertex operator superalgebra. Then \(\theta\) is the unique antilinear automorphism satisfying the invariance property of Definition 2.10. Moreover, we have

1. \(\theta(V^*) = V^*\)
2. \(\theta^2 = 1_V\),
3. \(\langle \theta a, \theta b \rangle = \langle b, a \rangle\) for all \(a, b \in V\)
4. \(\langle L_n a, b \rangle = \langle a, L_n b \rangle\) for all \(a, b \in V\) and \(n \in \mathbb{Z}\),

**Proposition 2.13.** Let \(V\) and \(W\) be unitary vertex operator superalgebras, and let \(\phi : V \rightarrow W\) be an isomorphism of vertex operator superalgebras. Then \(\phi\) is unitary if and only if \(\phi \circ \theta_V = \theta_W \circ \phi\).

*Proof.* This proposition follows from the super version of the argument at the beginning of the proof of [CKLW18, Thm 5.21], using the super version of [CKLW18, Cor. 4.11]. \(\square\)

The following is essentially [CKLW18, Prop. 5.3], with the same proof.

**Proposition 2.14.** Let \(V\) be a unitary vertex operator superalgebra. Then \(V\) is simple if and only if \(V_0 = \mathbb{C} \Omega\).

If \(V\) is a vertex operator superalgebra, \(a, b \in V\), and \(z \in \mathbb{C}\), we set

\[Y(a, z)b = \sum_{n \in \mathbb{Z}} a_n b z^{-n-1} \in \prod_{j \in \mathbb{Z} \geq 0} V_j.\]

We may regard the Hilbert space completion \(\mathcal{H}_V\) of \(V\) as the subspace of \(\prod V_j\) consisting of vectors \(\sum v_j\) with \(\sum ||v_j||^2 < \infty\). A useful fact about unitary vertex operator superalgebras is that \(Y(a, z)b\) in fact lies in the Hilbert subspace \(\mathcal{H}_V\) when 0 < \(|z| < 1\), and thus \(Y(a, z)\) is a densely defined unbounded operator on \(\mathcal{H}_V\).

**Proposition 2.15.** Let \(V\) be a unitary vertex operator superalgebra, let \(a, b \in V\), and let \(z \in \mathbb{C}\) with 0 < \(|z| < 1\). Then the sum defining \(Y(a, z)b\) converges absolutely in \(\mathcal{H}_V\), the Hilbert space completion of \(V\).

*Proof.* We assume without loss of generality that \(a\) and \(b\) are eigenvectors for \(L_0\) with eigenvalues \(\Delta_a\) and \(\Delta_b\), respectively. For \(c \in V\) an eigenvector of \(L_0\), we will re-index the modes of \(c\) by writing \(c_n = c_{(\nu + \Delta_a, -1)}\), so that \([L_0, c_n] = -n c_n\).

We will first establish the result under the additional assumption that \(L_1 a = 0\) (i.e. that \(a\) is quasiprimary), where \(L_n = \nu_{(n+1)}\) is the representation of the Virasoro algebra associated to \(V\). In this case, the invariance property for the inner product says that

\[\langle c, (\theta a)_n d \rangle = (-1)^{\Delta_a + 2\Delta_b^2} \langle a_{-n} c, d \rangle\]

for every \(c, d \in V\) and \(n \in \mathbb{Z}\). By standard results about vertex operator superalgebras (see [FLM88, Prop. 8.10.3]), the series

\[\langle Y(\theta a, w)Y(a, z)b, b \rangle = \sum_{n, m \in \mathbb{Z} - \Delta_a} \langle (\theta a)_n a_m b, b \rangle w^{-n-\Delta_a} z^{-m-\Delta_a}\]

\[= (-1)^{\Delta_a + 2\Delta_b^2} \sum_{n, m \in \mathbb{Z} - \Delta_a} \langle a_m b, a_{-n} b \rangle w^{-n-\Delta_a} z^{-m-\Delta_a}\]
converges absolutely (to a rational function in $z$ and $w$) whenever $|w| > |z| > 0$. In our case, $|z| < 1$, so we have convergence with $w = z^{-1}$. Using that $\langle a_m b, a_n b \rangle = 0$ when $m + n \neq 0$, we see that
\[
\sum_{m \in \mathbb{Z} - \Delta_a} (a_m b, a_n b) |z|^{-2m} < \infty.
\]

But this expression is precisely $|z|^{2\Delta_a} \|Y(a, z)b\|^2$, and so $Y(a, z)b \in \mathcal{H}_V$.

We established the above result under the assumption that $L_1 a = 0$. By [Kac98, Rem. 4.9d], $V$ is spanned by
\[
\{ L^n_{-1} a : k \in \mathbb{Z}_{\geq 0}, a \in V \text{ with } L_1 a = 0, L_0 a = \Delta_a a \}.
\]

Hence it suffices to show that if $a$ is an eigenvector for $L_0$ and $Y(a, z)b \in \mathcal{H}_V$ for all $0 < |z| < 1$, then $Y(L_{-1} a, z)b \in \mathcal{H}_V$ for all $0 < |z| < 1$.

Assume we have such an $a$. Then
\[
\|Y(a, z)b\|^2 = \sum_{n \in \mathbb{Z}} \|a_{(n)} b\|^2 |z|^{2(n-1)} < \infty
\]
for all $0 < |z| < 1$. Hence the function $f(z)$ given by the Laurent expansion
\[
f(z) = \sum_{n \in \mathbb{Z}} \|a_{(n)} b\|^2 z^{2(n-1)}
\]
is meromorphic on the open unit disk $\hat{D}$, with its only pole at $z = 0$. Hence $z^{-1}(z f')'(z)$ is given by the Laurent expansion
\[
z^{-1}(z f')'(z) = 4 \sum_{n \in \mathbb{Z}} (n - 1)^2 \|a_{(n)} b\|^2 z^{2(n-2)},
\]
which must converge absolutely for $0 < |z| < 1$. But
\[
Y(L_{-1} a, z)b = \frac{d}{dz} Y(L_{-1} a, z)b = \sum_{n \in \mathbb{Z}} (n - 1)a_{(n)} b z^{-n-2},
\]
and we have therefore shown that
\[
\|Y(L_{-1} a, z)b\|^2 = \sum_{n \in \mathbb{Z}} (n - 1)^2 \|a_{(n)} b\|^2 |z|^{2(n-2)} < \infty.
\]

We now turn our attention to unitary subalgebras of unitary vertex operator superalgebras.

**Definition 2.16.** Let $(V, Y, \Omega, \nu, \langle \cdot, \cdot \rangle, \theta)$ be a unitary vertex operator superalgebra. Then a subalgebra $W \subset V$ is called a unitary subalgebra if $\theta(W) \subset W$ and $L_1 W \subset W$.

The following is essentially [CKLW18, Prop. 5.29].

**Proposition 2.17.** Let $(V, Y, \Omega, \nu, \langle \cdot, \cdot \rangle, \theta)$ be a simple unitary vertex operator superalgebra and let $W \subset V$ be a unitary subalgebra. Let $\mathcal{H}_W$ be the Hilbert space completion of $V$, let $\mathcal{H}_W$ be the closure of $W$ in $\mathcal{H}_V$, and let $\nu$ be the projection of $\mathcal{H}_V$ onto $\mathcal{H}_W$. Let $\nu^W = \nu|_W$, and let $\bar{\nu}^W$ be the restrictions of $\nu$ and $\bar{\nu}$ to $W$. Then $\nu^W \in W$ and $\bar{\nu}^W$ is a conformal vector for $W$ making $(W, Y^W, \nu^W, \langle \cdot, \cdot \rangle, \theta^W)$ into a simple unitary vertex operator superalgebra. We have $L^W = L_i|_W$ for $i \in \{-1, 0, 1\}$, and in particular the $\frac{1}{2} \mathbb{Z}_{\geq 0}$ grading of $W$ coincides with the one inherited from $V$.

Note that unitary subalgebras of simple unitary vertex operator superalgebras are again simple by Proposition 2.14.

**Definition 2.18.** Let $(V, Y, \Omega, \nu)$ be a vertex operator superalgebra and let $W$ be a subalgebra. The coset subalgebra $W^c \subset V$ is given by
\[
W^c = \{ a \in V : [Y(a, x), Y(b, y)]_\pm = 0 \text{ for all } b \in W \}.
\]

**Proposition 2.19.** Let $(V, Y, \Omega, \nu, \langle \cdot, \cdot \rangle, \theta)$ be a simple unitary vertex operator superalgebra, and let $W \subset V$ be a unitary subalgebra. Then $W^c$ is a unitary subalgebra and $\nu = \nu^W + \bar{\nu}^W$. 
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Proof. The proof that $W^c$ is a unitary subalgebra in the super case is the same as the proof given [CKLW18, Ex. 5.27] in the even case. The statement about conformal vectors is proven just as in [CKLW18, Prop. 5.31]. □

A relatively straightforward construction of unitary vertex operator superalgebras is the tensor product.

Proposition 2.20. For $i \in \{1, 2\}$, let $(V_i, Y^i, \Omega^i, \nu^i, \langle \cdot, \cdot \rangle, \theta_i)$ be unitary vertex operator superalgebras.

For $a^i \in V_i$ homogeneous vectors with parity $p(a^i)$, let $Y(a^1 \otimes a^2, x) = Y^1(a^1, x) Y^2(a^2, x)$. Then $(V_1 \otimes V_2, Y, \Omega^1 \otimes \Omega^2, \nu^1 \otimes \nu^2, \langle \cdot, \cdot \rangle, \theta_1 \otimes \theta_2)$ is a unitary vertex operator superalgebra.

Proof. This is asserted in [AL17, Prop. 2.4], but we will expand on this a little. To see that $V_1 \otimes V_2$ is a vertex operator superalgebra, the only non-trivial thing to check is locality. By Dong’s lemma [Kac98, §3.2], it suffices to check that the generators $A^1(x) = Y^1(a^1, x) \otimes 1_{V_2}$ and $A^2(x) = 1_{V_1} \otimes Y^2(a^2, x)$ are pairwise local. That the $A^i$ are local with respect to themselves is clear. Additionally, we have

$$[A^1(x), A^2(x)]_{\pm} = [Y^1(a^1, x) \otimes 1_{V_2}, 1_{V_1} \otimes Y^2(a^2, x)](\Gamma^{p(a^2)} \otimes 1_{V_2}) = 0.$$  

It is clear that $\theta_1 \otimes \theta_2$ is an antilinear automorphism of $V_1 \otimes V_2$, and the proof of invariance is straightforward, as in [DL14, Prop. 2.9]. □

Note that by Proposition 2.14, the tensor product of simple unitary vertex operator superalgebras is again simple.

The following observation is well-known, but we were unable to find a statement in the literature, and so a proof is included for completeness.

Proposition 2.21. Let $(V, Y, \Omega, \nu, \langle \cdot, \cdot \rangle, \theta)$ be a simple unitary vertex operator superalgebra, and let $W$ be a unitary subalgebra. Let $U = \text{span}\{a_{(-1)} b : a \in W, b \in W^c\}$. Then $U$ is a unitary conformal subalgebra of $V$, unitarily isomorphic to $W \otimes W^c$ via the map $u(a \otimes b) = a_{(-1)} b$.

Proof. We first check that $u : a \otimes b \mapsto a_{(-1)} b$ gives a vertex superalgebra homomorphism $W \otimes W^c \rightarrow V$.

It is clear that $u(\Omega \otimes \Omega) = \Omega$. By Proposition 2.19, we have

$$\nu^V = \nu^W + \nu^{W^c} = u(\nu^W \otimes \Omega) + u(\Omega \otimes \nu^{W^c}) = u(\nu^W \otimes \nu^{W^c}).$$

Let $a, a' \in W$ and $b, b' \in W^c$ be homogeneous vectors. By the Borcherds product formula (Theorem 2.9), we have for $k \in \mathbb{Z}$ and $c \in V$

$$(a_{(-1)} b)_{(k)} c = \sum_{j \geq 0} a_{(-1-j)} b_{(k+j)} c + (-1)^{p(a)p(b)} b_{(k-1-j)} a_{(j)} c = \sum_{j \in \mathbb{Z}} a_{(j)} b_{(k-1-j)} c,$$

with the last sum finite since all modes of $a$ and $b$ supercommute.

On the other hand, we have

$$(a \otimes b)_{(k)} (a' \otimes b') = (-1)^{p(b)p(a')} \sum_{j \in \mathbb{Z}} a_{(j)} a' \otimes b_{(k-j-1)} b',$$

and so

$$u((a \otimes b)_{(k)} (a' \otimes b')) = (-1)^{p(b)p(a')} \sum_{j \in \mathbb{Z}} a_{(j)} a' \otimes b_{(k-j-1)} b' = (-1)^{p(b)p(a')} \sum_{j \in \mathbb{Z}} a_{(j)} a' \otimes b_{(k-j-1)} b' = (-1)^{p(b)p(a')} \sum_{j \in \mathbb{Z}} a_{(j)} a' \otimes b_{(k-j-1)} b' = (-1)^{p(b)p(a')} \sum_{j \in \mathbb{Z}} a_{(j)} a' \otimes b_{(k-j-1)} b'.$$
Hence
\[(u(a \otimes b))(k)u(a' \otimes b') = (a(-1)b)(k)a' (-1)b' = u((a \otimes b)(k)(a' \otimes b'))\],
which establishes that \(a \otimes b \mapsto a(-1)b\) is a map of vertex operator superalgebras.

Since \(U\) is the image of \(u\), it is a conformal vertex subalgebra of \(V\). Conformal subalgebras are automatically invariant under \(L_1\), so to check that \(U\) is a unitary subalgebra we just need to check invariance under \(\theta\). However, this is clear because \(W\) and \(W^c\) are unitary subalgebras, the latter by Proposition 2.19.

Finally, we have
\[u(\theta \xi \otimes \theta \eta) = (\theta \xi)(-1)\theta \eta = \theta(u(\xi \otimes \eta)).\]
By Proposition 2.13 this implies that \(u\) is isometric. \(\square\)

**Example 2.22.** In this paper, the most important example of a unitary vertex operator superalgebra is the free fermion, given on the space \(\mathcal{F}^0\) introduced in Section 2.1.1. This example is discussed in [Kac98, §5.1] under the name ‘charged free fermions.’ It is generated by the fields
\[Y(a(1)^* \Omega, x) = \sum_{n \in \mathbb{Z}} a(z^{-n-1} x^{-n-1}), \quad Y(a(z^{-1}) \Omega, x) = \sum_{n \in \mathbb{Z}} a(z^n)x^{-n-1}\]
and has a conformal vector \(\nu = \frac{1}{2}(a(z^{-2})a(1)^* + a(z)^* a(z^{-1}))\Omega\) with central charge \(c = 1\). One can verify directly, as in [Kac98, Eq. (5.1.0)], that the grading operator \(L_0 = \nu(1)\) coincides (after taking closure) with the operator \(L_0\) defined in (2.1.1).

We have already given an inner product on \(\mathcal{F}^0\), and so to specify a unitary structure we need only supply a PCT operator. Let \(j \in B(L^2(S^1))\) be given by \((j f)(z) = -z^{-1} f(z^{-1})\), and let \(\theta : \mathcal{F}^0 \to \mathcal{F}^0\) be the antilinear map given by
\[\theta a(g_1) \cdots a(g_m)a(f_1)^* \cdots a(f_n)^* \Omega = a(jg_1)^* \cdots a(jg_m)^*a(jf_1) \cdots a(jf_n)\Omega\]
for \(f_i, g_j \in L^2(S^1)\).

**Proposition 2.23.** The data from Example 2.22 makes \(\mathcal{F}^0\) into a unitary vertex operator superalgebra with \(c = 1\).

**Proof.** The discussion in [Kac98, §5.1] shows that \(\mathcal{F}^0\) is a vertex operator superalgebra with \(c = 1\), so we only need to verify unitarity. First, we show that \(\theta\) is an antilinear automorphism of \(\mathcal{F}^0\). It is clear that \(\theta \Omega = \Omega\) and \(\theta \nu = \nu\), and also that \(\theta^2 = 1\). If \(b \in \{a(1)^* \Omega, a(z^{-1}) \Omega\}\), then by inspection we have \(\theta \theta b = \theta (\theta b)\). It follows from the Borcherds product formula that this identity extends to all \(b \in \mathcal{F}^0\), and thus \(\theta\) is an antilinear automorphism. By [AL17, Prop. 2.5], it suffices to verify the invariance property
\[
\langle a,Y(\theta b,x)\rangle = \left\langle Y(e^{zL_1}(-1)^{L_0+2L_2^2}x^{-2L_0}b,x^{-1})a,c\right\rangle
\]
when \(b \in \{a(1)^* \Omega, a(z^{-1}) \Omega\}\). Note that both such \(b\) have conformal weight \(\Delta_b = 1/2\), and thus satisfy \(L_1 b = 0\). Hence we have
\[
\langle a,Y(\theta a(1)^* \Omega, x)\rangle = -\langle a,Y(a(z^{-1}) \Omega, x)\rangle
\]
\[
= -\sum_{n \in \mathbb{Z}} \langle a,a(z)^n\rangle x^{-n-1}
\]
\[
= -\sum_{n \in \mathbb{Z}} \langle a(z)^n,a\rangle x^{-n-1}
\]
\[
= \left\langle Y(e^{zL_1}(-1)^{L_0+2L_2^2}x^{-2L_0}a(1)^* \Omega,x^{-1})a,c\right\rangle.
\]
The proof of invariance when \(b = a(z^{-1})\Omega\) is similar. Finally \(\langle \Omega, \Omega \rangle = 1\), which completes the proof. \(\square\)

We now make a small digression to summarize the properties of positive energy representations of the Virasoro algebra that we will require; see [CKLW18, §3.2] for a detailed overview in the spirit of this paper.
**Definition 2.24.** The Virasoro algebra Vir is the complex Lie algebra spanned by elements $L_n$, $n \in \mathbb{Z}$, and a central element $c$ which satisfy

$$[L_m, L_n] = (m - n)L_{m+n} + \frac{c}{12}(m^3 - m)\delta_{m,-n}.\]$$

A unitary positive energy representation of Vir is a representation of Vir on an inner product space $V$, such that

1. $(L_o a, b) = \langle a, L_o b \rangle$ for all $a, b \in V$,
2. $L_0$ is algebraically diagonalizable with non-negative real eigenvalues,
3. the central element $c$ acts by a scalar multiple of the identity.

By definition, the modes $L_n = \nu(n+1)$ of the conformal vector of a unitary vertex operator superalgebra give a unitary positive energy representation of the Virasoro algebra.

It is well known (relevant papers include [GW85] and [TL99]; see [CKLW18, §3.2] for a discussion) that such representations exponentiate to strongly continuous projective unitary positive energy representations of the universal cover of $\text{Diff}^+ (S^1)$, $\text{Diff}^{(\infty)} (S^1)$. If the representation arises from a unitary vertex operator superalgebra, we have $e^{4\pi i L_0} = 1$, and thus this representation factors through the double cover $\text{Diff}^{NS} (S^1)$, as in [CKLW18, §6.3].

Suppose we have a positive energy representation $L_n$ of Vir arising from a unitary vertex operator superalgebra $V$, and let $\mathcal{H}_V$ be the Hilbert space completion of $V$. Let $L(x) = \sum_{n \in \mathbb{Z}} L_n x^{-n-2}$ be the associated generating function, and for $f \in C^\infty (S^1)$, write

$$L^0 (f) = \sum_{n \in \mathbb{Z}} L_n \hat{f}_n,$$

an unbounded operator defined on $V$, where $f(z) = \sum_{n \in \mathbb{Z}} \hat{f}_n z^n$ is the Fourier series of $f$. Let $L(f)$ denote the closure of $L^0 (f)$, and let $\mathcal{H}^\infty_V$ be the smooth vectors for $\Gamma + I_0$, defined by $\mathcal{H}^\infty_V = \bigcap_{n=0}^{\infty} \mathcal{D}(\Gamma + I_0)^n$. Then $\mathcal{H}^\infty_V$ is an invariant core for $L(f)$. We also have $L(\mathfrak{T}) = L(f)^*$, and if $f$ is real-valued then $L(f)$ is self-adjoint.

The generators of the Virasoro algebra correspond to complex polynomial vector fields on the unit circle $S^1$. We denote by $\text{Vect}(S^1)$ the space of smooth vector fields, and by $\text{Vect}(S^1)_C$ its complexification, whose elements can be represented by $f(z) \frac{d}{dz}$ with $f \in C^\infty (S^1)$. The real subspace $\text{Vect}(S^1)$ consists of those $f(z) \frac{d}{dz}$ for which $-iz^{-1}f(z) \in \mathbb{R}$ for all $z \in S^1$. For such $f$, there is a corresponding flow $(t, z) \mapsto \gamma_t (z) \in C^\infty (\mathbb{R} \times S^1)$ such that $\gamma_t \in \text{Diff}^+(S^1)$ is a one-parameter group, denoted

$$\gamma_t (z) := \exp \left( tf(z) \frac{d}{dz} \right).$$

By definition, the flow satisfies $\frac{d}{dt} \gamma_t (z) = f(\gamma_t (z))$. There is a unique continuous lift of $\gamma_t$ to $(\psi_t, \gamma_t) \in \text{Diff}^{+\infty} (S^1)$ such that $\psi_0 \equiv 1$.

Let $\pi$ be the representation of $\text{Vect}(S^1)$ via unbounded operators on $\mathcal{H}_V$ extending the action of the Virasoro algebra. This is the representation given by $\pi(f \frac{d}{dz}) = L(\frac{1}{z} f)$. Let $U_\pi : \text{Diff}^{+\infty} (S^1) \to \mathcal{P}(\mathcal{H}_V)$ be the associated strongly continuous representation, which for every $t \in \mathbb{R}$ will satisfy

$$U_\pi(\psi_t, \gamma_t) = e^{t L(\frac{1}{z} f)}$$

after correcting by a scalar.

Using this description, we wish to prove that the representation $U_\pi$ arising from the free fermion unitary vertex operator superalgebra is the Neveu-Schwarz representation $U_{NS}$ introduced in Section 2.1. First, we require a preparatory observation. For the free fermion, we write $\mathcal{F}^\infty$ for the smooth vectors for $\Gamma + I_0$.

**Proposition 2.25.** If $g \in C^\infty (S^1)$, then $\mathcal{F}^\infty$ is invariant under $a(g)$ and $a(g)^*$. If $f, g \in C^\infty (S^1)$ and $\xi \in \mathcal{F}^\infty$, then

$$L(f)a(g)\xi = a(g)L(f)\xi - a(zfg' + \frac{1}{2} (zg')')g\xi \quad (2.10)$$

and

$$L(f)a(g)^*\xi = a(g)^*L(f)\xi + a(zfg' + \frac{1}{2} (zg')')^*g\xi. \quad (2.11)$$
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Proof. By the Borcherds commutator formula (Theorem 2.9), we have
\[ L_k a(z^n) \xi = a(z^n) L_k \xi - (n + \frac{k+1}{2}) a(z^{n+k}) \xi \]
for \( \xi \in F^0 \). This is the desired formula (2.10) when \( f = z^k \) and \( g = z^n \). By linearity, (2.10) holds when
when \( f \) and \( g \) are trigonometric polynomials.

Now let \( f, g \in C^\infty(S^1) \) and \( \xi \in \mathcal{D}(L(f)) \). By definition, \( F^0 \) is a core for \( L(f) \), and so we may take a
sequence \( \xi_n \in F^0 \) with \( \xi_n \to \xi \) and \( L(f) \xi_n \to L(f) \xi \). Let
\[
f_M(z) = \sum_{k=-M}^M f_k z^k, \quad g_N(z) = \sum_{k=-N}^N g_k z^k
\]
be the truncated Fourier series. We have \( f_M \to f \) and \( f_M' \to f' \) in \( L^2 \) norm, and similarly \( g_N \to g \) and \( g_N' \to g' \). By the above argument,
\[
L(f_M) a(g_N) \xi_n = a(g_N) L(f_M) \xi_n - a(z f_M g_N' + \frac{1}{2} (z f_M') g_N) \xi_n.
\]  
(2.12)

By the definition of \( L(f) \), we have \( L(f_M) a(g_N) \xi_n \to L(f) a(g_N) \xi_n \) as \( M \to \infty \). On the other hand, we can compute the limit of the right-hand side of (2.12) the same way, and we obtain
\[
L(f) a(g_N) \xi_n = a(g_N) L(f) \xi_n - a(z f g_N' + \frac{1}{2} (z f') g_N) \xi_n.
\]  
(2.13)

As \( n \to \infty \), the right-hand side of (2.13) converges, and since \( L(f) \) is closed we have \( a(g_N) \xi \in \mathcal{D}(L(f)) \) and
\[
L(f) a(g_N) \xi = a(g_N) L(f) \xi - a(z f g_N' + \frac{1}{2} (z f') g_N) \xi.
\]

Let \( D = \mathcal{D}(D) \) is invariant under \( a(g) \) for all \( g \in C^\infty(S^1) \), and we have
\[
D a(g) \xi = a(g) D \xi - a(z g' + \frac{1}{2} g) \xi
\]  
(2.14)

for all \( \xi \in \mathcal{D}(D) \).

Now suppose that \( \xi \in \mathcal{D}(D^2) \), so that \( \xi, D \xi \in \mathcal{D}(D) \). Then by (2.14) and the fact that \( \mathcal{D}(D) \) is
invariant under \( a(h) \) when \( h \) is smooth, we have \( D a(g) \xi \in \mathcal{D}(D) \). Hence \( a(g) \xi \in \mathcal{D}(D^2) \). Iterating this
argument, we see that \( \mathcal{D}(D^n) \) is invariant under \( a(g) \), and thus so is \( F^\infty \).

Now let \( \xi \in \mathcal{D}(L(f)), \eta \in F^\infty \) and \( f, g \in C^\infty(S^1) \). We have \( L(f)^* = L(\overline{f}) \), and thus \( a(g) \eta \in \mathcal{D}(L(f)^*) \).

We can now calculate
\[
\langle a(g)^* L(f) \xi, \eta \rangle =  \langle \xi, L(\overline{f}) a(g) \eta \rangle
\]
\[
= \langle \xi, a(g) L(\overline{f}) \eta \rangle - \langle \xi, a(z \overline{f} g' + \frac{1}{2} (z \overline{f}') g) \eta \rangle
\]
\[
= \langle a(g)^* \xi, L(\overline{f}) \eta \rangle - \langle a(z \overline{f} g' + \frac{1}{2} (z \overline{f}') g)^* \xi, \eta \rangle
\]
It follows that \( \eta \mapsto \langle a(g)^* \xi, L(\overline{f}) \eta \rangle \) is a bounded antilinear functional, and thus \( a(g)^* \xi \in \mathcal{D}(L(f)) \) and
\[
\langle a(g)^* L(f) \xi, \eta \rangle = \langle L(f) a(g)^* \xi, \eta \rangle - \langle a(z \overline{f} g' + \frac{1}{2} (z \overline{f}') g)^* \xi, \eta \rangle
\].
Thus we have (2.11). One can now use the same argument as above to show that \( a(g)^* \mathcal{D}(L(f)) \subset \mathcal{D}(L(f)) \)
implies that \( F^\infty \) is invariant under \( a(g)^* \). \( \square \)

We now return to our original goal.

**Proposition 2.26.** Let \( (F^0, Y, \Omega, \nu, \langle \cdot, \cdot \rangle, \theta) \) be the free fermion unitary vertex operator superalgebra,
and let \( U \) be the projective unitary representation of \( \text{Diff}^+_N(S^1) \) on \( F \) associated to the positive energy representation \( L_n = \nu_{(n+1)} \) of the Virasoro algebra. The \( U = U_{NS} \), the Neveu-Schwarz representation.
Proof. Let $f \in C^\infty(S^1)$ and suppose that $-iz^{-1}f(z) \in \mathbb{R}$ for all $z$, so that $f(z)\frac{d}{dz} \in \text{Vect}(S^1)$. Let $(\psi_t, \gamma_t)$ be the associated one-parameter group in $\text{Diff}^+_N(S^1)$, so that $(t, z) \mapsto \gamma_t(z) \in C^\infty(\mathbb{R} \times S^1)$. To prove that $U_\star(\psi_t, \gamma_t) = U_{NS}(\psi_t, \gamma_t)$ up to scalar, it will suffice to prove that
\[ e^{it\langle x, f \rangle}a(\gamma_t) = e^{-it\langle x, f \rangle}a(U_{NS}(\psi_t, \gamma_t)y) \] (2.15)
for all $g \in C^\infty(S^1)$. Indeed, by [Thu74, Thm. 1], $\text{Diff}^+_N(S^1)$ is simple, and it follows that one-parameter groups $(\psi_t, \gamma_t)$ generate $\text{Diff}^+_N(S^1)$ algebraically (observe that the spin involution $(-1, \text{id}) \in \text{Diff}^+_N(S^1)$ lies in the one-parameter subgroup $(e^{-t/2}, e^{it}z)$). Thus once we establish (2.15), we are done.

Since $U_{NS}(\psi_t, \gamma_t)$ is a strongly continuous one-parameter group, there is a skew-adjoint operator $X$ on $L^2(S^1)$ such that
\[ U_{NS}(\psi_t, \gamma_t) = e^{itX}. \]

For $g \in C^\infty(S^1)$, we have
\[ \frac{\partial}{\partial t} U_{NS}(\psi_t, \gamma_t)g = -U_{NS}(\psi_t, \gamma_t)(\frac{1}{2}f'g + fg'), \]
with the difference quotients converging uniformly as functions of $z$. Hence $C^\infty(S^1) \subset \mathcal{D}(X)$, and for $g \in C^\infty(S^1)$ we have $Xg = -\frac{1}{2}f'g + fg'$. Since $C^\infty(S^1)$ is invariant under $X$, we also have $C^\infty(S^1) \subset \mathcal{D}(X^n)$ for all $n$.

By Proposition 2.25, we have $L(z^{-1}f)\tilde{f}(\xi) = a(\gamma_t)\ell(z^{-1}f)\ell(\xi) = a(Xg)\ell(\xi)$ for $g \in C^\infty(S^1)$ and $\xi \in \mathcal{F}$.

We can then apply the argument of [Was98, §8 Exp. Thm.] to obtain (2.15) and complete the proof. \(\Box\)

2.3 Fermi conformal nets

In this section we will briefly give the definition of a Fermi conformal net, the $\mathbb{Z}/2\mathbb{Z}$-graded analog of a local conformal net. For a more detailed introduction, the interested reader may consult [CKL08].

We first recall some basic terminology. A super Hilbert space $\mathcal{H}$ is a Hilbert space, along with a $\mathbb{Z}/2\mathbb{Z}$ grading $\mathcal{H} = \mathcal{H}^0 \oplus \mathcal{H}^1$. The grading induces a unitary involution $\Gamma = 1_{\mathcal{H}^0} \oplus -1_{\mathcal{H}^1}$ called the grading involution. Elements of $\mathcal{H}^0$ (resp $\mathcal{H}^1$) are called even (resp. odd) homogeneous vectors, and if $\xi \in \mathcal{H}^i$ we denote the parity of $\xi$ by $p(\xi) = i$. The $\mathbb{Z}/2\mathbb{Z}$ grading on $\mathcal{H}$ induces one on $\mathcal{B}(\mathcal{H})$, corresponding to the involution $x \mapsto \Gamma x \Gamma$. The supercommutator $[\cdot, \cdot]|_\pm$ on $\mathcal{B}(\mathcal{H})$ is given by $[x, y]|_\pm = xy - (-1)^{p(x)p(y)}yx$ for homogeneous $x$ and $y$, and by extending linearly otherwise.

An interval $I \subset S^1$ is an open, connected, non-empty, non-dense subset. We denote by $\mathcal{I}$ the set of all intervals. If $I \in \mathcal{I}$, we denote by $I'$ the complementary interval $I^c$.

The group $\text{Diff}^+_N(S^1) = \{ (\psi, \gamma) \in C^\infty(S^1)^* \times \text{Diff}^+_N(S^1) : \psi^2 = (\gamma^{-1})' \}$. It is a double cover of $\text{Diff}^+_N(S^1)$. We denote by $\text{Möb}^N_S$ the subgroup of $\text{Diff}^+_N(S^1)$ consisting of $(\psi, \gamma)$ for which $\gamma$ extends to a biholomorphic automorphism of the closed unit disk $\mathbb{D}$. Finally, in a slight abuse of notation if $I \in \mathcal{I}$ we write $\text{Diff}^+_N(I) = \{ (\psi, \gamma) \in \text{Diff}^+_N(S^1) : \gamma|_I = \text{id} \text{ and } \psi|_{I'} = \text{id} \}$.

**Definition 2.27.** A Fermi conformal net is given by the data:

1. A super Hilbert space $\mathcal{H} = \mathcal{H}^1 \oplus \mathcal{H}^0$, with corresponding unitary grading involution $\Gamma$.
2. A strongly continuous projective unitary representation $U : \text{Diff}^+_N(S^1) \to \mathcal{P}(\mathcal{H})$ which restricts to an honest unitary representation of $\text{Möb}^N_S$.
3. For every $I \in \mathcal{I}$, a von Neumann algebra $\mathcal{A}(I) \subset \mathcal{B}(\mathcal{H})$.

The data is required to satisfy:

1. The local algebras $\mathcal{A}(I)$ are $\mathbb{Z}/2\mathbb{Z}$ graded. That is, $\Gamma \mathcal{A}(I) \Gamma = \mathcal{A}(I)$.
2. If $I, J \in \mathcal{I}$ and $I \subset J$, then $\mathcal{A}(I) \subset \mathcal{A}(J)$.
3. If $I, J \in \mathcal{I}$ and $I \cap J = \emptyset$, then $[\mathcal{A}(I), \mathcal{A}(J)]_\pm = \{0\}$.
4. $U(\psi, \gamma)\mathcal{A}(I)U(\psi, \gamma)^* = \mathcal{A}(I)$ for all $(\psi, \gamma) \in \text{Diff}^+_N(S^1)$, and $U(\psi, \gamma)xU(\psi, \gamma)^* = x$ when $x \in \mathcal{A}(I)$ and $(\psi, \gamma) \in \text{Diff}^+_N(I')$. 
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5. There is a unique up to scalar unit vector \( \Omega \in \mathcal{H} \), called the vacuum vector, which satisfies \( U(\psi, \gamma)\Omega = \Omega \) for all \((\psi, \gamma) \in \text{M"ob}^{NS}\). This vacuum vector is required to be cyclic for the von Neumann algebra \( \mathcal{A}(S^1) := \bigvee_{x \in x} \mathcal{A}(I) \), and it must satisfy \( \Gamma \Omega = \Omega \).

6. The generator \( L_0 \) of the one-parameter group \( U(e^{-it/2}, e^{it}z) \) is positive.

An isomorphism of Fermi conformal nets \((A_1, \mathcal{H}_1) \) and \((A_2, \mathcal{H}_2) \) on \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \), respectively, is a unitary \( u : \mathcal{H}_1 \rightarrow \mathcal{H}_2 \) such that \( uA_1(I)u^* = A_2(I) \) for all \( I \in \mathcal{I} \), and \( uU_1(\psi, \gamma)u^* = U_2(\psi, \gamma) \) for all \((\psi, \gamma) \in \text{Diff}^{NS}_+ (S^1)\).

A Fermi conformal net with \( \mathcal{H} = \mathcal{H}^0 \) is called a local conformal net (or sometimes just a conformal net). If we set \( A_0(I) = \{ x \in A(I) : p(x) = 0 \} \), then \( A_0 \) is a local conformal net on \( \mathcal{H}^0 \).

Fermi conformal nets have many properties analogous to familiar properties of conformal nets. We list some basic properties here:

**Theorem 2.28** ([CKL08]). Let \( A \) be a Fermi conformal net. Then we have:

1. (Haag duality) \( A(I) = \{ x \in B(H) : [x, y]_\pm = 0 \) for all \( y \in A(I) \} \)
2. \( \Gamma U(\psi, \gamma) = U(\psi, \gamma)\Gamma \) for all \((\psi, \gamma) \in \text{Diff}^{NS}_+ (S^1)\).
3. \( U(-1, \text{id}) = e^{2\pi i k_0} = \Gamma \)
4. \( A(I) \) is a type III factor for every interval \( I \in \mathcal{I} \).
5. (Reeh-Schlieder) \( \mathcal{H} = A(1)\Omega \) for every interval \( I \in \mathcal{I} \).

A family of von Neumann subalgebras \( B(I) \subseteq A(I) \) is called a covariant subnet if \( B(I) \subseteq B(J) \) when \( I \subseteq J \) and \( U(\psi, \gamma)B(I)U(\psi, \gamma)^* = B(\gamma(I)) \) for all \((\psi, \gamma) \in \text{Diff}^{NS}_+ (S^1)\).

**Theorem 2.29.** Let \((B, U)\) be a covariant subnet of a Fermi conformal net. Then there is a unique strongly continuous projective unitary representation of \( \text{Diff}^{NS}_+ (S^1) \) making \( B \) into a Fermi conformal net on \( \mathcal{H}_B := B(S^1)\Omega \).

**Proof.** Note that \( \Gamma B(I) = B(I)\Gamma \) since \( \Gamma = U(-1, \text{id}) \). Hence \( \mathcal{H}_B \) is a graded subspace of \( \mathcal{H} \), and \( B(I) \) is a graded algebra. The only non-trivial thing left to verify is covariance.

The existence of a suitable representation \( U_B \) of \( \text{Diff}^{NS}_+ (S^1) \) can be proven just as is done for local conformal nets in [Wei05, Thm. 6.2.29], and uniqueness can be proven just as in [CKLW18, Thm 6.10].

If \( B \) is a covariant subnet of a Fermi conformal net, then the usual argument based on Takesaki’s theorem (given in e.g. [KL04, Lem. 2], using the Bisognano-Wichmann property [CKL08, Thm. 2]) shows the following.

**Proposition 2.30.** Let \( A \) be a Fermi conformal net on \( \mathcal{H} \), and let \( B \subseteq A \) be a covariant subnet. For \( x \in A(I) \), we have \( x \in B(I) \) if and only if \( x\Omega \in \mathcal{H}_B \). In particular, \( B = A \) if and only if \( \mathcal{H}_B = \mathcal{H} \).

There is a notion of graded tensor product \( A_1 \hat{\otimes} A_2 \) of a pair of Fermi conformal nets. If \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) are super Hilbert spaces and \( x_1 \in B_1(H_1) \), define \( x_1 \hat{\otimes} x_2 = x_1 \Gamma^{(x_2)} \otimes x_2 \in B_2(H_1 \otimes H_2) \) for homogenous \( x_2 \), and by extending linearly otherwise. We have \( (x_1 \hat{\otimes} x_2)(y_1 \hat{\otimes} y_2) = (-1)^{\rho(x_2)\rho(y_1)} x_1 y_1 \hat{\otimes} x_2 y_2 \). Note that \( H_1 \otimes H_2 \) is a super Hilbert space with grading \( \Gamma \otimes \Gamma \).

If \((A_1, U_1) \) and \((A_2, U_2) \) are Fermi conformal nets, define \( (A_1 \hat{\otimes} A_2)(I) = \{ x_1 \hat{\otimes} x_2 : x_i \in A_i(I) \}^\prime \), where the double commutant \( S^\prime \) is the von Neumann algebra generated by a self-adjoint set \( S \). Then \((A_1 \hat{\otimes} A_2, U_1 \otimes U_2) \) is a Fermi conformal net [CKL08, §2.6].

**Example 2.31.** Let \( H = L^2(S^1) \), and let \( p \in B(H) \) be the projection onto the classical Hardy space \( H^2(D) \). Let \( F := F_{H,p} \), and let \( U_{NS} \) be the Neveu-Schwarz representation of \( \text{Diff}^{NS}_+ (S^1) \) on \( F \) (see Section 2.1.1). Then the assignment \( M(I) = \{ af, af^* : f \in L^2(S^1), \text{supp} f \subset I \}^\prime \) gives a Fermi conformal net, which we call the free fermion conformal net. Verification of the axioms of a Fermi conformal net is straightforward, although we point out that the cyclicity of the vacuum is contained in [Was98, §15], as are direct proofs of many of the properties of the free fermion conformal net.
2.4 Composition operators

Let $\mathbb{D}$ denote the closed unit disk, and let $\mathbb{D}$ be its interior. Let $H^2(\mathbb{D}) = \text{span}\{z^n : n \geq 0\} \subset L^2(S^1)$ be the Hardy space, and recall that we can identify $H^2(\mathbb{D})$ with the space of holomorphic functions on $\mathbb{D}$ with almost everywhere non-tangential $L^2$ boundary values. Let $\phi : \mathbb{D} \to \mathbb{D}$ be a holomorphic map, and define the composition operator $C_\phi \in \mathcal{B}(H^2(\mathbb{D}))$ by $C_\phi f = f \circ \phi$. For a thorough introduction to composition operators, the reader may consult [Sha93].

We will primarily be interested in the case when $\phi$ is a univalent (i.e. injective) map, with image $U = \phi(\mathbb{D})$ a Jordan domain with $C^\infty$ boundary. Let $\mathcal{A}$ denote the semigroup of such $\phi$.

By the smooth Riemann mapping theorem, if $\phi \in \mathcal{A}$, then $\phi$ and all of its derivatives extend continuously to $\mathbb{D}$, and $\phi$ induces a diffeomorphism $S^1 \to \partial U$, where $S^1$ is the unit circle. We will denote the extension of $\phi$ to $\mathbb{D}$, as well as the restriction of this extension to $S^1$, by $\phi$ when there is no danger of confusion.

The derivative $\phi'$ is non-vanishing on $\mathbb{D}$. Let $\mathcal{A}^{NS}$ be the double cover of $\mathcal{A}$ consisting of maps $\phi$ equipped with a choice of holomorphic square root $(\phi')^{1/2}$. Given $\phi \in \mathcal{A}^{NS}$, we define the weighted composition operator $W_\phi \in \mathcal{B}(H^2(\mathbb{D}))$ by

$$ (W_\phi f)(z) = \phi'(z)^{1/2} f(\phi(z)). $$

There is a natural structure of a semigroup on $\mathcal{A}^{NS}$, and with respect to this composition we have $W_{\phi \circ \psi} = W_\phi \circ W_\psi$. The group of invertible elements in $\mathcal{A}^{NS}$ is naturally isomorphic to $\text{M"{o}b}^{NS}$, and $W_\phi$ corresponds to the image of $\phi^{-1}$ under the Neveu-Schwarz representation $u$. In particular, if $\phi(\mathbb{D}) = \mathbb{D}$, then $W_\phi$ is unitary.

**Proposition 2.32.** Let $\phi \in \mathcal{A}$, and suppose that $\phi(\mathbb{D}) \subseteq \mathbb{D}$ and there exists an $a \in \mathbb{D}$ such that $\phi(a) = a$. Then there exists a unique univalent map $\sigma : \mathbb{D} \to \mathbb{C}$ such that $\sigma(a) = 0$, $\sigma'(a) = 1$ and $\sigma(\phi(z)) = \phi'(a)\sigma(z)$ for all $z \in \mathbb{D}$.

The map $\sigma$ is called the Koenigs function associated to $\phi$. Observe that the map $\phi(\mathbb{D}) \to \phi(\mathbb{D})$ obtained by conjugating $\phi$ by its Koenigs function is simply scaling by $\phi'(a)$. Also, when $\sigma \in H^2(\mathbb{D})$ it is an eigenvector for $C_\sigma$. See [Sha93, §6.1] for an extended discussion and a proof of the above proposition.

**Definition 2.33.** Let $\mathcal{A}'$ be the subsemigroup of $\mathcal{A}$ consisting of univalent maps $\phi : D \to \mathbb{D}$ which have the additional properties

- $\phi(0) = 0$ and $\phi'(0) \in \mathbb{R}_{>0}$.
- If $\sigma$ is the Koenigs map associated to $\phi$, then $\sigma(\mathbb{D})$ is a Jordan domain with $C^\infty$ boundary.

Note that if $\phi \in \mathcal{A}'$, then $\phi$ is a Riemann map for $\phi(\mathbb{D})$, and so by the smooth Riemann mapping theorem $\phi$ extends smoothly to $\mathbb{D}$, and induces a diffeomorphism between $S^1$ and $\partial \phi(\mathbb{D})$.

It is easy to produce elements of $\mathcal{A}'$. If $U$ is any Jordan domain with $C^\infty$ boundary containing $0$, $\sigma : \mathbb{D} \to U$ is a Riemann map with $\sigma(0) = 0$, and $\lambda \in \mathbb{R}_{>0}$ satisfies $\lambda U \subset U$, then $\phi(z) = \sigma^{-1}(\lambda \sigma(z))$ gives an element of $\mathcal{A}'$. Indeed, after rescaling, $\sigma$ is the Koenigs map of $\phi$, and every element of $\mathcal{A}'$ arises in this way. Note that there is a natural embedding $\mathcal{A}' \subset \mathcal{A}^{NS}$ by choosing the square root of $\phi'$ so that $\phi'(0)^{1/2} \in \mathbb{R}_{>0}$.

For $k \in \mathbb{Z}$, let $L^2(S^1)_{\geq k} = z^k H^2(\mathbb{D}) = \text{span}\{z^n : n \geq k\}$. We think of elements of $L^2(S^1)_{\geq k}$ as holomorphic functions on $\mathbb{D} \setminus \{0\}$ with (almost everywhere, non-tangential) $L^2$ boundary values. If $k \geq 0$, then $L^2(S^1)_{\geq k} \subseteq H^2(\mathbb{D})$, and if $\phi \in \mathcal{A}'$ then $L^2(S^1)_{\geq k}$ is invariant under $W_\phi$. In fact, even when $k < 0$, $W_\phi$ induces a bounded operator on $L^2(S^1)_{\geq k}$ by the usual formula $(W_\phi f)(z) = \phi'(z)^{1/2} f(\phi(z))$. Indeed, if $f \in H^2(\mathbb{D})$, then

$$ (W_\phi z^k f)(z) = z^k \phi'(z)^{1/2} \frac{\phi(z)^k}{z^k} f(\phi(z)) \in L^2(S^1)_{\geq k}. $$

Hence $W_\phi$ induces a linear map $L^2(S^1)_{\geq k} \to L^2(S^1)_{\geq k}$, and this map is bounded since $L^2(S^1)_{\geq k}$ differs from $H^2(\mathbb{D})$ by a finite dimensional space.

Similarly, we define $L^2(S^1)_{\leq k} = \text{span}\{z^n : n \leq k\}$. Let $c : L^2(S^1) \to L^2(S^1)$ be the map $(cf)(z) = z f(z)$. That is, $c$ is the antilinear map satisfying $c z^k = z^{-k-1}$. Hence $c L^2(S^1)_{\geq k} = L^2(S^1)_{\leq -k-1}$, and so $W_\phi := c W_\phi c$ is a bounded linear map on each space $L^2(S^1)_{\leq k}$.

\[\text{6 That is, } \phi \text{ and all of its derivatives extend continuously from } \mathbb{D} \text{ to } \mathbb{D}, \text{ so that the restriction to } S^1 \text{ of the continuous extension of } \phi \text{ is smooth.}\]
Definition 2.34. Let $\mathcal{G}$ be the set of families $(\phi_t)_{t \geq 0} \subset \mathcal{G}$ which satisfy

- $\phi_0(z) = z$ for all $z \in \mathbb{D}$.
- $\phi_{t+s}(z) = \phi_{t+s}(z)$ for all $t, s \in \mathbb{R}_{\geq 0}$ and all $z \in \mathbb{D}$.
- $(t, z) \mapsto \phi_t(z)$ is a continuous function on $\mathbb{R}_{\geq 0} \times \mathbb{D}$.
- $\phi_t \not\equiv \text{id}$. That is, $\phi_t(z) \neq z$ for some $t > 0$ and $z \in \mathbb{D}$.
- $\lim_{t \downarrow 0} \frac{\phi_t(z) - z}{t} = -\frac{\sigma(z)}{\sigma'(z)}$ for all $z \in \mathbb{D}$, where $\sigma$ is the Koenigs map of $\phi_t$.

While the final condition of Definition 2.34 may appear strict and unmotivated, we will see below that it is simply a way of choosing an element of the orbit of $\phi_t$ under reparametrization $\phi_t \mapsto \phi_{at}$. We will primarily be interested, not in semigroups $\phi_t \in \mathcal{G}$, but in domains $U$ of the form $U = \phi_t(\mathbb{D})$ for some $\phi_t \in \mathcal{G}$ and some $t > 0$. Thus we do not lose anything by imposing this final restriction, and it will simplify notation at times.

It is not difficult to produce semigroups $\phi_t \in \mathcal{G}$. Let $U$ be a Jordan domain with $C^\infty$ boundary with $0 \in U$ and which is starlike about 0. That is, if $z \in U$, then $U$ contains the line segment between $z$ and 0. Then if $\sigma : \mathbb{D} \rightarrow U$ is a Riemann map with $\sigma(0) = 0$ and we set $\phi_t(z) = e^{-t \sigma}(z)$, we have $\phi_t \in \mathcal{G}$.

For example, consider the domain $U$ pictured in (2.16) on the left, with the subregion $e^{-t}U$ shaded.

Observe that $\phi_t(\mathbb{D})$, the region shaded on the right, intersects $S^1$ in an interval.

In fact, all $\phi_t \in \mathcal{G}$ arise via the above construction. If $\phi_t \in \mathcal{G}$, it is straightforward to check that the $\phi_t$ share a common Koenigs map $\sigma$, and thus $\sigma \circ \phi_t \circ \sigma^{-1}$ acts on $\sigma(\mathbb{D})$ by rescaling $z \mapsto \lambda(t)z$. Since this is a semigroup and $\phi_t(0) > 0$ by assumption, we must have $\lambda(t) = e^{-\alpha t}$ for some $\alpha \in \mathbb{R}_{>0}$, and so

$\phi_t(z) = \sigma^{-1}(e^{-\alpha t}\sigma(z)).$ (2.17)

From this formula we can see that $(t, z) \mapsto \phi_t(z)$ is smooth.

By [BP78, Thm 1.1], there is a unique holomorphic function $G : \mathbb{D} \rightarrow \mathbb{C}$ such that

$$\frac{\partial}{\partial t} \phi_t(z) = G(\phi_t(z))$$

for $t \in \mathbb{R}_{>0}$ and $z \in \mathbb{D}$. Using (2.17), we can compute

$$G(z) = \lim_{t \downarrow 0} \frac{\partial}{\partial t} \phi_t(z) = -\frac{\sigma(z)}{\sigma'(z)}.$$

For each $z \in \mathbb{D}$, the map $t \mapsto \phi_t(z)$ extends smoothly to a neighborhood of $\mathbb{R}_{\geq 0}$, and so we have

$$\lim_{t \downarrow 0} \frac{\partial}{\partial t} \phi_t(z) = \lim_{t \downarrow 0} \left( \frac{\phi_t(z) - z}{t} \right).$$

Since $\phi_t \in \mathcal{G}$, we must therefore have $\alpha = 1$. By standard results (see e.g. [Dur83, Thm. 2.9]), since $\sigma(\mathbb{D})$ is starlike, we have

$$\text{Re} \left( \frac{\sigma(z)}{\sigma'(z)} \right) = -\text{Re} \left( \frac{G(z)}{z} \right) \geq 0.$$ (2.18)

We summarize the above discussion in the following proposition.

Proposition 2.35. Let $U$ be a Jordan domain with $C^\infty$ boundary. Suppose that $0 \in U$ and that $U$ is starlike about 0. Let $\sigma : \mathbb{D} \rightarrow U$ be a Riemann map with $\sigma(0) = 0$. Let $\phi_t(z) = \sigma^{-1}(e^{-t}\sigma(z))$. Then $\sigma$ and $\phi_t$ extend smoothly to $\mathbb{D}$, $\phi_t$ induces a diffeomorphism between $S^1$ and $\phi_t(\mathbb{D})$, and $(\phi_t)_{t \geq 0} \in \mathcal{G}$. Moreover, every semigroup $(\phi_t)_{t \geq 0} \in \mathcal{G}$ arises in this way, and after rescaling by common scalar, $\sigma$ is the Koenigs map for every $\phi_t$ with $t > 0$. The holomorphic map

$$\rho(z) = \frac{\sigma(z)}{\sigma'(z)}$$

satisfies $\text{Re}(\rho(z)) \geq 0$ for all $z \in \mathbb{D}$.
3 Free fermion Segal CFT for degenerate Riemann surfaces

3.1 Degenerate Riemann surfaces and their Hardy spaces

The main idea of this paper is to extend the notion of Segal CFT to allowed degenerate Riemann surfaces such as

\[
\begin{align*}
\text{and}
\end{align*}
\]

In these pictures, the shaded region should be thought of as consisting of a (shaded) disk with one or two (unshaded) regions removed, in such a way that the boundary of the outer disk partially coincides with the boundary of the removed regions. We will only consider degenerate Riemann surfaces of a special form, in which the annular region is obtained by removing from the unit disk its image under an element of a one-parameter semigroup of holomorphic self maps of the disk. These degenerate surfaces are sufficient to produce conformal nets, although in future work we hope to treat more general degenerate surfaces.

We now make precise exactly what data we will use for degenerate Riemann surfaces in this paper.

**Definition 3.1.** A degenerate annulus is a tuple \((\phi_t, t)\) with \((\phi_t)_{t \in \mathbb{R}^+} \in \mathcal{G}\) (see Definition 2.34) and \(t \in \mathbb{R}^+\). The underlying space of \((\phi_t, t)\) is the compact space \(\Sigma = \mathbb{D} \setminus \phi_t(\mathbb{D})\). The incoming and outgoing boundaries are given by \(\partial\Sigma^0 = \phi_t(S^1)\) and \(\partial\Sigma^1 = S^1\), respectively. The boundary \(\partial\Sigma\) is by definition the disjoint union \(\partial\Sigma = \partial\Sigma^0 \sqcup \partial\Sigma^1\). We let \(\pi_0(\partial\Sigma)\) and \(\pi_0(\partial\Sigma^1)\) be the sets of connected components, i.e.

\[
\pi_0(\partial\Sigma^1) = \{S^1\}, \pi_0(\partial\Sigma^0) = \{\phi_t(S^1)\}, \pi_0(\partial\Sigma) = \{S^1, \phi_t(S^1)\}.
\]

*Boundary parametrizations* for a degenerate annulus are a pair of diffeomorphisms

\[
\gamma = (\gamma_j)_{j \in \pi_0(\partial\Sigma)} : \bigcup_{j \in \pi_0(\partial\Sigma)} S^1 \to \partial\Sigma
\]

which preserve counterclockwise orientations about 0, along with choices of smooth square roots

\[
\psi_j = \frac{d}{dz} \gamma_j =: \gamma'_j.
\]

The *standard boundary parametrization* for a degenerate annulus \((\phi_t, t)\) is given by the diffeomorphisms \(\id\) and \(\phi_t|_{S^1}\), along with the choices of square roots 1 and \(\psi_t|_{S^1}\), where \(\psi_t\) is the square root of \(\phi_t\) with \(\psi_t'(0) > 0\). We denote by \(\mathcal{DA}\) the collection of all degenerate annuli with boundary parametrizations \(X = (\phi_t, t, \gamma, \psi)\), and by \(\mathcal{DA}_\text{st}\) the subcollection of ones that have the standard boundary parametrization. We will often refer to an element \((\phi_t, t) \in \mathcal{DA}_\text{st}\) leaving the boundary parametrizations implicit.

One should think of the data \((\phi_t, t)\) as capturing the degenerate surface \(\mathbb{D} \setminus \phi_t(\mathbb{D})\), as depicted on the left in (3.1). We think of this degenerate surface as inheriting a spin structure from the standard spin structure on \(\mathbb{C}\), and the boundary parametrizations provide trivializations of the restriction of this spin structure to the boundary. It would perhaps be more accurate to call elements of \(\mathcal{DA}\) ‘degenerate spin annuli,’ when \(\phi_t(\mathbb{D}) \subset \mathbb{D}\), so that the ‘degenerate’ surface is actually a genuine Riemann surface with boundary, this philosophy can be made precise (see Proposition 3.9). Of course, Definition 3.1 only captures the special class of degenerate annuli that are induced by one-parameter families of univalent maps \((\phi_t)_{t \geq 0}\).

We now move from degenerate annuli to degenerate pairs of pants.

**Definition 3.2.** A degenerate pair of pants is a degenerate annulus \((\phi_t, t)\), along with choices \(w \in \mathbb{D}\) and \(s \in \mathbb{R}^+\) such that \(w + s\mathbb{D} \subset \mathbb{D} \setminus \phi_t(\mathbb{D})\). The underlying space of a degenerate pair of pants is the compact space \(\Sigma = \mathbb{D} \setminus \{(w + s\mathbb{D}) \cup \phi_t(\mathbb{D})\}\). The incoming and outgoing boundaries are given by \(\partial\Sigma^0 = \phi_t(S^1) \cup (w + sS^1)\) and \(\partial\Sigma^1 = S^1\), respectively. The boundary \(\partial\Sigma\) is by definition the disjoint union \(\partial\Sigma = \partial\Sigma^0 \sqcup \partial\Sigma^1\). We let \(\pi_0(\partial\Sigma)\) and \(\pi_0(\partial\Sigma^1)\) be the sets of connected components, i.e.

\[
\pi_0(\partial\Sigma^1) = \{S^1\}, \pi_0(\partial\Sigma^0) = \{\phi_t(S^1), w + sS^1\}, \pi_0(\partial\Sigma) = \{S^1, \phi_t(S^1), w + sS^1\}.
\]
Boundary parametrizations for a degenerate pair of pants are a triple of diffeomorphisms
\[ \gamma = (\gamma_j)_{j \in \pi_0(\partial \Sigma)} : \bigcup_{j \in \pi_0(\partial \Sigma)} S^1 \to \partial \Sigma \]
which preserve the counterclockwise orientations of \( S^1 \) and \( \phi_t(S^1) \) about 0, and the counterclockwise orientation of \( w + sS^1 \) about \( w \), along with choices of smooth square roots
\[ \psi_j = \frac{d}{dz} \gamma_j =: \gamma'_j. \]

The standard boundary parametrizations for a degenerate pair of pants is given by the map \( w + sz \) and the positive square root of \( s \), along with the standard boundary parametrization for the degenerate annulus \( \phi_t, t \). We denote by \( \mathcal{D} \) the collection of all degenerate annuli with boundary parametrizations \( X = (\phi_t, t, w, s, \gamma, \psi) \), and by \( \mathcal{D}_{st} \) the subcollection of ones that have the standard boundary parametrization. We will often refer to an element \( (\phi_t, t, w, s) \in \mathcal{D}_{st} \), leaving the boundary parametrizations implicit.

Elements of \( \mathcal{D} \) or \( \mathcal{D}_{st} \) are called degenerate Riemann surfaces, and we set \( \mathcal{D} = \mathcal{D} \cup \mathcal{D}_{st} \) and \( \mathcal{D}_{st} = \mathcal{D}_{st} \cup \mathcal{D}_{st} \). We say that \( X \in \mathcal{D} \) is non-degenerate if \( \phi_t(D) \subset \hat{D} \), or equivalently if \( \Sigma \) is a Riemann surface with boundary.

As with degenerate annuli, it would perhaps be more accurate to call elements of \( \mathcal{D}_{st} \) ‘degenerate spin pairs of pants,’ but we will generally not do so. As before, the given definitions of degenerate pair of pants and degenerate Riemann surface obviously only include a special class of a more general notion.

We will now extend the free fermion Segal CFT to take values on \( X \in \mathcal{D} \). As with non-degenerate Riemann surfaces, we first need to define a Hardy space \( H^2(X) \).

**Definition 3.3.** Let \( X \in \mathcal{D} \), and let \( \Sigma \) be the underlying space of \( X \). The pre-quantized boundary Hilbert spaces are given by \( H^1_{\Sigma} = \bigoplus_{j \in \pi_0(\partial \Sigma)} L^2(S^1) \), and \( H_{\partial \Sigma} = H^1_{\Sigma} \oplus H^0_{\partial \Sigma} \). Let \( \mathcal{O}(\Sigma) \) be the space of functions holomorphic on some open set \( U \) containing \( \Sigma \), and let \( (\psi_j, \gamma_j)_{j \in \pi_0(\partial \Sigma)} \) be the boundary parametrization for \( X \). The Hardy space \( H^2(X) \) is given by
\[ H^2(X) = \left\{ F \circ \gamma : F \in \mathcal{O}(\Sigma) \right\} \subset H_{\partial \Sigma}. \]

As with the free fermion Segal CFT, we want to assign to \( X \) the space of linear maps with satisfy the \( H^2(X) \) commutation relations. Let \( H = L^2(S^1) \), and let \( p \in \mathcal{B}(H) \) be the projection onto the classical Hardy space \( H^2(\mathbb{D}) \), and let
\[ p = \bigoplus_{j \in \pi_0(\partial \Sigma)} p \in \mathcal{B}(H_{\partial \Sigma}). \]

As usual, we will write \( \mathcal{F} \) for \( \mathcal{F}_{H, p} \), and we set \( \mathcal{F}_{\partial \Sigma} = \bigotimes_{j \in \pi_0(\partial \Sigma)} \mathcal{F} \). When \( X \in \mathcal{D} \), we identify \( \mathcal{F}_{\partial \Sigma} \) with \( \mathcal{F}_{H_{\partial \Sigma}^{-1}, p_0} \) via Proposition 2.2, ordering the tensor factors so that the one indexed by \( w + sS^1 \) comes first.
Definition 3.4. Let $X \in DR$. Then we define $E(X)$ to be space of all bounded linear maps $T \in B(F_{B\Sigma}^0, F_{B\Sigma}^0)$ which satisfy the $H^2(X)$ commutation relations. That is, those $T$ which satisfy
\[ a(f^1)T = (-1)^{p(T)}Ta(f^0), \quad a(zf)f^1 = a(f)f^1 \]
for every $(f^1, f^0) \in H^2(X) \subset H_{B\Sigma}^0 \oplus H_{B\Sigma}^0$. For non-homogeneous $T$, the commutation relations are extended linearly, or equivalently by requiring that both the even and odd part of $T$ satisfy the commutation relations.

Remark 3.5. To match the definition of the Segal CFT for non-degenerate surfaces, it would have been better to define $E(X)$ as the space of maps satisfying
\[ a(f^1)T = (-1)^{p(T)}Ta(f^0), \quad a(g^1)T = (-1)^{p(T)}Ta(g^0) \]
for every $(f^1, f^0) \in H^2(X)$ and every $(g^1, g^0) \in H^2(X)^\perp$. In the non-degenerate case, we have $H^2(X)^\perp = M_{\pm} H^2(X)$, where $M_{\pm}$ is multiplication by $(-1)^z$ on $H_{B\Sigma}^0$, and complex conjugation is taken pointwise, and so the two definitions are equivalent. In the non-degenerate case, it is easy to show that $M_{\pm} H^2(X) \subset H^2(X)^\perp$, and so the space $E(X)$ described in Definition 3.4 could, a priori, be larger than the space defined using $H^2(X)$. However, we will show that even with the weaker constraint, we have dim $E(X) = 1$, and so the spaces $E(X)$ are not too large.

The goal of Section 3 is to show that the spaces $E(X)$ are one-dimensional, and that they admit a nice description in terms of the Virasoro algebra action on $\mathcal{F}$ and free fermion vertex operators. For simplicity, we would like to work with degenerate Riemann surfaces $X \in DR_{st}$ with standard boundary parametrization. The following proposition allows us to reduce any questions about $E(X)$ for arbitrary $X \in DR$ to one about the corresponding element $X_{st} \in DR_{st}$.

Proposition 3.6. Let $X_1, X_2 \in DR$. Suppose that $X_1$ and $X_2$ are the same except for having differing boundary parametrizations $(\psi^{(1)}, \gamma^{(1)})$ and $(\psi^{(2)}, \gamma^{(2)})$, respectively. Let $\Sigma$ be the underlying surface of the $X_i$, and for $j \in \pi_0(\partial \Sigma)$ let $\gamma_j = (\gamma_j^{(2)})^{-1} \circ \gamma_j^{(1)} \in \text{Diff}_+(S^1)$ and $\psi_j = \frac{\psi^{(2)}}{\psi^{(1)} \circ \gamma_j}$, so that $(\psi_j, \gamma_j) \in \text{Diff}^{NS}_{+}(S^1)$. Then

\[ H^2(X_2) = \left( \bigoplus_{j \in \pi_0(\partial \Sigma)} u_{NS}(\psi_j, \gamma_j) \right) H^2(X_1) \tag{3.2} \]

and

\[ E(X_2) = U_{NS}(\psi^{(1)}, \gamma^{(1)})E(X_1) \left( \bigotimes_{j \in \pi_0(\partial \Sigma)} u_{NS}(\psi_j, \gamma_j) \right)^*. \tag{3.3} \]

Proof. Let $U$ be a neighborhood of $\Sigma$, and let $F \in \mathcal{O}(U)$, so that

\[ f^{(i)} := \psi^{(i)} \circ (F \circ \gamma^{(i)}) \in H^2(X^{(i)}). \]

Moreover,

\[ u_{NS}(\psi_j, \gamma_j) f^{(1)}_j = f^{(2)}_j, \]

and consequently

\[ \{ \psi \circ (F \circ \gamma) : F \in \mathcal{O}(\Sigma) \} = \left( \bigoplus_{j \in \pi_0(\partial \Sigma)} u_{NS}(\psi_j, \gamma_j) \right) \{ \psi^{(1)} \circ (F \circ \gamma^{(1)}) : F \in \mathcal{O}(\Sigma) \}. \]

Taking closures yields the desired relation (3.2) for the Hardy spaces $H^2(X^{(i)})$.

For $(\psi, \gamma) \in \text{Diff}^{NS}_{+}(S^1)$, we have

\[ |\psi(z)|^2 = |(\gamma^{-1})'(z)| = \frac{|z(\gamma^{-1'})'(z)|}{\gamma^{-1}(z)} = \frac{z \psi(z)^2}{\gamma^{-1}(z)}, \]

and thus

\[ \overline{z \psi(z)} = \psi(z) \overline{\gamma^{-1}(z)} \tag{3.4} \]
for all $z \in S^1$. A direct consequence of (3.4) is that $u_{N,S}(\psi, \gamma)$ commutes with the antilinear map $c : L^2(S^1) \to L^2(S^1)$ given by $(cf)(z) = zf(z)$. Hence

$$M_{\pm z}H^2(X_2) = \left( \bigoplus_{j \in \pi_0(\partial X^2)} u_{N,S}(\psi_j, \gamma_j) \right) M_{\pm z}H^2(X_1),$$

where $M_{\pm z}$ is multiplication by $z$ on copies of $L^2(S^1)$ indexed by $j \in \pi_0(\partial X^2)$ and multiplication by $-z$ on copies corresponding to incoming boundary. Now the relation (3.3) can be verified directly from (3.2) and (3.5), just as in [Ten17, Prop. 4.12].

Now to study $E(X)$ when $X \in \mathcal{D}R_{st}$, we will often want to approximate $X$ by non-degenerate spin Riemann surfaces, as follows.

**Definition 3.7.** Let $X = (\phi_t, t, w, s) \in \mathcal{D}R_{st}$ and let $R > 1$. Then the **non-degenerate extension** of $X$ by $R$ is the spin Riemann surface with parametrized boundary $X_R = (\Sigma_R, L_R, \Phi_R, \beta_R) \in \mathcal{R}$ given as follows. Let $\Sigma$ be the underlying space of $X$, where

$$\Sigma = \{(x, y, z) \in \mathbb{C}^3 \mid y = 0, x^2 + y^2 = 1\}.$$  

Let $\Sigma_R$ be the underlying space of $X_R$, where

$$\Sigma_R = \{(x, y, z) \in \mathbb{C}^3 \mid y = 0, x^2 + y^2 = 1, z > 0\}.$$  

and (3.5), just as in [Ten17, Prop. 4.12].

Informally, we think of $X$ as the limit of $X_R$ as $R \downarrow 1$, and in the proof of Theorem 3.21 we will show that elements $T \in E(X)$ can be obtained as limits (in the strong operator topology) of $T_R \in E(X_R)$. While it is somewhat involved to show that the spaces $E(X)$ are non-trivial, it is easier to check that they are not too large.

**Proposition 3.8.** Let $X \in \mathcal{D}R$. Then $\dim E(X) \leq 1$, and elements of $E(X)$ are even.

**Proof.** By Proposition 3.6, we may assume without loss of generality that $X \in \mathcal{D}R_{st}$. The arguments are essentially identical in the two cases $X \in \mathcal{D}A_{st}$ and $X \in \mathcal{D}P_{st}$. We will assume that we are in the latter case.

Let $T \in E(X) \subset B(\mathcal{F} \otimes \mathcal{F}, \mathcal{F})$, with the inputs ordered so that the one corresponding to $sS^1 + w$ comes first. When $n \geq 0$, we have $(z^n, s^{1/2}(sz + w)^n, W_{\phi_t}z^n) \in H^2(X)$, where $W_{\phi_t}$ is the weighted composition operator defined in Section 2.4. Hence

$$a(z^n)T(\Omega \otimes \Omega) = T(a(s^{1/2}(sz + w)^n)\Omega \otimes \Omega) + T(\Omega \otimes a(W_{\phi_t}z^n)\Omega) = 0$$

since $(sz + w)^n, W_{\phi_t}z^n \in H^2(\mathbb{D})$.

For $n \geq 0$ we also have

$$(z^{-n-1}, s^{1/2}z^{-1}(sz^{-1} + \bar{w})^n, \bar{z}W_{\phi_t}z^n) \in \bar{z}H^2(\mathbb{D})$$

(3.6)
Combining (3.6) and (3.7), we see that
\[ a(z^{-n})^* T(\Omega \otimes \Omega) = T(a(s^{1/2}z^{-1}(sz^{-1}+w)^n)\Omega \otimes \Omega) + T(\Omega \otimes (a(\overline{W}_\phi z^n))^*) = 0. \]  
(3.7)

Thus to show \( \dim E(X) \leq 1 \), it suffices to show that \( T \in E(X) \) is determined by \( T(\Omega \otimes \Omega) = 0 \), and prove that \( T = 0 \). It is clear that if \( T \in E(X) \), then both the even and odd parts of \( T \) also lie in \( T(X) \), and so we may assume without loss of generality that \( T \) is homogeneous. By assumption, \( \ker T \neq 0 \). We will show that \( \ker T \) is invariant under \( \text{CAR}(H^0_{\Omega \Omega}) \), and since this algebra acts irreducibly on \( F_{\Omega \Omega} = F \otimes F \), the result will follow.

Let \( K \) be the image of \( H^2(X) \) under the projection of \( H_{\Omega \Omega} \) onto \( H^0_{\Omega \Omega} \). By Runge’s theorem, \( \ker K = H^0_{\Omega \Omega} \). By definition, given \( f^0 \in K \), there exists a \( f^1 \in H^0_{\Omega \Omega} \) such that \( (f^1,f^0) \in H^2(X) \). Hence \( a(f^1)^* T = (-1)^{0(f^1)} T a(f^0)^* \), from which we can see that \( \ker T \) is invariant under \( a(f^0)^* \). Since \( f \mapsto a(f) \) is continuous, we get that \( \ker T \) is invariant under \( a(f) \) for all \( f \in H^0_{\Omega \Omega} \).

Similarly, let \( \bar{K} \) be the image of \( \overline{H^2(X)} \) under the projection of \( H_{\Omega \Omega} \) onto \( H^0_{\Omega \Omega} \), which is dense in \( H^0_{\Omega \Omega} \). For \( g^0 \in \bar{K} \), we have \( a(g^0)^* T = (-1)^{0(g^0)} T a(g^0)^* \) for some \( g^1 \in H^0_{\Omega \Omega} \). Hence \( \ker T \) is invariant under \( a(g^0)^* \) for all \( g^0 \in \bar{K} \), and thus it is invariant under \( a(g)^* \) for all \( g \in H^0_{\Omega \Omega} \).

We have shown that \( \ker T \) is a non-zero \( \text{CAR}(H^0_{\Omega \Omega}) \) subrepresentation of \( F_{\Omega \Omega} \), thus \( T = 0 \), as desired. Moreover, if \( T \) is odd and \( T \in E(X) \), then we must have \( T(\Omega \otimes \Omega) = 0 \), and so \( T = 0 \) by the above argument.

Using the uniqueness result of Proposition 3.8, we can show that when \( X \in \mathcal{D}\mathcal{R} \) is non-degenerate the definition of \( E(X) \) coincides with the space assigned by the free fermion Segal CFT.

**Proposition 3.9.** Let \( X \in \mathcal{D}\mathcal{R} \), and suppose that \( X \) is non-degenerate, so that the underlying space \( \Sigma \) is a Riemann surface with boundary. Let \( (\Phi, L) \) be the spin structure on \( \Sigma \) obtained by restricting the standard Neveu-Schwarz spin structure on \( C \), given by (2.5). Let \( \beta : \bigcup_{\xi \in \xi(\Omega \Omega)}(S^1, NS) \rightarrow L_{\Omega \Omega} \) be the spin isomorphism characterized by \( \beta^* f = \psi \cdot (f \circ \gamma) \) for \( f \in C^\infty(L_{\Omega \Omega}) \). Let \( X = (\Sigma, L, \Phi, \beta) \in \mathcal{R} \), and let \( H^2(X) \) and \( E(X) \) be the Hardy space and Segal CFT for non-degenerate surfaces, as in Section 2.1.2. Then \( H^2(X) = H^2(X) \) and \( E(X) = E(X) \).

**Proof.** Both \( H^2(X) \) and \( \overline{H^2(X)} \) are given by pullbacks of holomorphic functions on \( \Sigma \), with the only difference being that \( H^2(X) \) requires that the functions be holomorphic in a neighborhood of \( \Sigma \), and \( H^2(X) \) only requires that they extend smoothly to the boundary. However, by Runge’s theorem we may approximate any element of \( H^2(X) \) arbitrarily well by an element of \( H^0_{\Omega \Omega} \), and since both spaces are closed, they coincide. Both \( E(X) \) and \( \overline{E(X)} \) consist of maps which satisfy certain commutation relations derived from \( H^2(X) \). Since \( H^2(X)_1 = M_{\Sigma}H^2(X) \) by [Ten17, Thm. 6.1], the commutation relations they’re required to satisfy are identical. However, elements of \( E(X) \) are also required to be trace class, so that \( E(X) \subseteq E(X) \). But \( \dim E(X) = 1 \) by Theorem 2.4, and by Proposition 3.8 \( \dim E(X) \leq 1 \), so the two spaces must coincide.

### 3.2 Calculation of Segal CFT operators

In Section 3.2, we will give an explicit description of the spaces \( E(X) \) for \( X \in \mathcal{D}\mathcal{R} \), in terms of the free fermion vertex operator superalgebra. We will briefly recall notation; for a more detailed overview, see Section 2. Let \( H = L^2(S^1) \), and let \( \rho \in B(H) \) be the projection onto the Hardy space \( H^2(D) \). Let \( F = F_{H, \rho} \) be fermionic Fock space, and we write \( a(f) \) for the action of \( \text{CAR}(H) \) on \( F \). Let \( F^0 \) be the subspace of finite energy vectors, and let \( L_n \) be the unitary positive energy representation of \( \text{Vir} \) on \( F^0 \) coming from the conformal vector \( \nu \in F^0 \). Let \( F^\infty \subset F \) be the space of smooth vectors for \( \Gamma + L_0 \). Given a function \( f \in C^\infty(S^1) \), we write \( L(f) \) for the closure of \( \sum_{n \in \mathbb{Z}} f_n L_n \). If \( \rho \in H^2(D) \) and \( \rho \) extends smoothly to \( S^1 \), then we write \( L(\rho) \) for \( L(\rho|_{S^1}) \).

The main result of this section is the following.

**Theorem 3.10.** Let \( X = (\phi_\xi, t) \in \mathcal{D}\mathcal{A}_{st} \) be a degenerate annulus, and let \( Y = (\phi_\xi, t, w, s) \in \mathcal{D}\mathcal{P}_{st} \) be a degenerate pair of paints obtained by removing a disk from \( (\phi_\xi, t) \). Let \( \sigma \) be the K"{o}nigs map of the \( \phi_\xi \), and let \( \rho(z) = \sigma(z) \). Let \( (F^0, Y, \Omega, \nu, (\cdot, \cdot, \cdot, \theta) \) be the free fermion vertex operator superalgebra, and let \( L_n \) be the positive energy representation of \( \text{Vir} \) associated to \( \nu \). Let \( F \) be the Hilbert space completion of \( F^0 \). Then \( e^{-iL(\rho)} \) and \( T(\xi, \eta) = Y(\xi, w, s, e^{-iL(\rho)} \eta) \) define bounded maps on \( F \) and \( F \otimes F \), respectively. Moreover \( E(X) = \mathbb{C}e^{-iL(\rho)} \) and \( E(Y) = CT \).
We need to verify that the norm of the restriction to $e^{-tL(\rho)}$. The key ingredient is a ‘quantum energy inequality’ of Fewster and Hollands [FH05, Thm. 4.1], reformulated for Virasoro fields on the circle (as described in Remark 3 following [FH05, Thm. 4.1], and in a forthcoming article of Carpi and Weiner [CW]).

**Theorem 3.12** ([FH05], [CW]). Let $(L_\alpha, V)$ be a unitary positive energy representation of the Virasoro algebra with central charge $c$, and let $H$ be the Hilbert space completion of $V$. Let $f \in C^\infty(S^1, \mathbb{R})$ be a function with $f \geq 0$, and let $L(f)$ be the associated smeared Virasoro field. Then there is a number $K_f > 0$, depending only on $f$, such that

$$\langle L(f)\xi, \xi \rangle \geq -c K_f \|\xi\|^2$$

for all smooth vectors $\xi \in H^\infty$.

Using the estimate from Theorem 3.12, we may apply the Lumer-Phillips theorem to control the norm of $e^{-tL(\rho)}$.

**Proposition 3.13.** Let $V$ be an inner product space equipped with a unitary positive energy representation of the Virasoro algebra $L_\alpha$. Assume that $V_\alpha := \ker L_\alpha - \alpha_1 V$ is finite-dimensional for all $\alpha \in \mathbb{R}_{\geq 0}$. Let $\rho : \mathbb{D} \to \mathbb{C}$ be a holomorphic function which extends smoothly to $\mathbb{D}$. Let $L(\rho) = \sum_{n \in \mathbb{Z}_{\geq 0}} \hat{\rho}_n L_n$, where $\hat{\rho}_n$ are the Fourier coefficients of $\rho|_{S^1}$. Then for every $\xi \in V$ and $t \in \mathbb{R}$, the sum defining $e^{tL(\rho)} \xi$ converges to an element of $V$, and $e^{tL(\rho)}$ is invertible on $V$. If $\text{Re} \, \rho(z) \geq 0$ for all $z \in \mathbb{D}$ then for all $t \geq 0$, $e^{-tL(\rho)}$ extends to a bounded operator on the Hilbert space completion $H_V$ of $V$, and $(e^{-tL(\rho)})_{t \geq 0}$ is a strongly continuous semigroup.

**Proof.** For $\alpha \in \mathbb{R}_{\geq 0}$, let $W_\alpha = \bigoplus_{n \geq 0} V_{\alpha - n}$. Then $W_\alpha$ is finite-dimensional and invariant under $L(\rho)$. Hence $L(\rho)$ induces a bounded operator on $W_\alpha$, and for $\xi \in W_\alpha$ the sum defining $e^{tL(\rho)} \xi$ converges. Moreover, the operator $e^{tL(\rho)}$ on $W_\alpha$ is invertible. Since $V = \bigcup_{n \geq 0} W_\alpha$, $e^{tL(\rho)} \xi$ is well-defined for $\xi \in V$, and $e^{tL(\rho)}$ is invertible on $V$.

Now assume $\text{Re} \, \rho(z) \geq 0$ for all $z \in \mathbb{D}$. For each $\alpha, t \geq 0$, $e^{-tL(\rho)}$ is a bounded operator on $W_\alpha$. We need to verify that the norm of the restriction to $W_\alpha$ is uniformly bounded as $\alpha$ varies. By the Lumer-Phillips theorem [Go85, Thm. 3.3], if $M \in \mathbb{R}$ has the property that

$$\text{Re} \, \langle L(\rho)\xi, \xi \rangle \geq M \|\xi\|^2 \quad (3.8)$$

for all $\xi \in W_\alpha$, then for $t \geq 0$ we have

$$\|e^{-tL(\rho)}|_{W_\alpha}\| \leq e^{-Mt}.$$ 

Thus to prove that $e^{-tL(\rho)}$ is bounded on $H_V$, it suffices to show that there exists an $M$ such that (3.8) holds for all $\xi \in V$. Since $\langle L(\rho)\xi, \xi \rangle = \langle \xi, L(\rho)\xi \rangle$, we have

$$\text{Re} \, \langle L(\rho)\xi, \xi \rangle = \langle (L(\rho)\xi, \xi) \rangle,$$

and since $\text{Re} \, \rho(z) \geq 0$, the condition (3.8) follows immediately from Theorem 3.12 with $M = -cK_{\text{Re} \, \rho}$.

It is clear that $e^{-tL(\rho)}$ is a semigroup on $V$, and that the function $t \mapsto e^{-tL(\rho)} \xi$ is continuous for $\xi \in V$ and $t \geq 0$. Since $\|e^{-tL(\rho)}\|$ is locally bounded, this implies that $e^{-tL(\rho)}$ is a strongly continuous semigroup. 

**Remark 3.14.** Since the bound on the spectrum of $\text{Re} \, L(\rho)$ from Theorem 3.12 is independent of the smallest eigenvalue $h$ of $L_0$, we may extend Proposition 3.13 to arbitrary direct sums, allowing us to drop the assumption that the $L_0$ eigenspaces are finite dimensional. We will not, however, use this fact.

Now given that the operators $e^{+tL(\rho)}$ are bounded, we return to the example of the free fermion, and compute commutation relations between $e^{-tL(\rho)}$ and the generators of the CAR algebra.
Lemma 3.15. Let \( \{ \phi_t \}_{t \geq 0} \in \mathscr{G} \) and let \( \sigma \) be the Koegns map associated to \( \phi \). Let \( \rho(z) = \frac{\sigma(z)}{\sigma(1)} \). Let \( H_{\geq k} = \text{span}\{ z^n : n \geq k \} \subset H \) and let \( H_{\leq k} = \text{span}\{ z^n : n \leq k \} \). Then for \( f \in H_{\geq k} \), \( g \in H_{\leq k} \), and \( t \geq 0 \), we have
\[
 a(f) e^{-tL(\rho)} = e^{-tL(\rho)} a(W_{\phi_t} f), \quad a(g) e^{-tL(\rho)} = e^{-tL(\rho)} a(W_{\phi_t} g). \quad (3.9)
\]

Proof. Our argument is similar to [Was98, Exp. Thm. 8]. We begin with the first equality of (3.9), namely that
\[
 a(f) e^{-tL(\rho)} \xi = e^{-tL(\rho)} a(W_{\phi_t} f) \xi
\]
for all \( \xi \in \mathcal{F} \). Fix \( \xi \in \mathcal{F} \).

By Proposition 2.35, we have \( \text{Re} \rho(z) \geq 0 \) for all \( z \in \mathbb{D} \), and thus by Proposition 3.13, for \( t \geq 0 \) and \( \eta \in \mathcal{F} \), the sum defining \( e^{-tL(\rho)} \eta \) converges, and the resulting operators are bounded and form a strongly continuous semigroup.

For \( n \in \frac{1}{2} \mathbb{Z}_{\geq 0} \), let \( \mathcal{F}_n \) be the eigenspace of \( L_0 \) with eigenvalue \( n \). We may assume without loss of generality that \( \xi \in \mathcal{F}_n \) for some \( n \). Since \( \|a(f)\| = \|f\| \) and \( W_{\phi_t} \) is bounded on \( H_{\geq k} \), we may assume without loss of generality that \( f \) is a Laurent polynomial. Let \( M \in \mathbb{Z}_{\geq 0} \) be a number with \( M > n + 1 \) and \( f \in \mathcal{F} \). By Proposition 2.35, we have \( a(f) \) is a bounded operator on both spaces. Hence \( e^{-tL(\rho)} \) is defined on both spaces for all \( t \in \mathbb{R} \), and yields a one-parameter group.

Now let us think of \( W_{\phi_t} \) as an operator on \( H_{\geq 1} \), with \( H_{>1} \) an invariant subspace. Hence if \( q \) is the projection of \( H_{\geq 1} \) onto \( W = H_{\geq 1} \otimes H_{>1} \), we have \( qW_{\phi_t} = qW_{\phi_t} g \). Thus \( W_{\phi_t} \) is a strongly continuous one-parameter semigroup on the finite dimensional space \( W \), and so there exists an \( X \in \mathbb{B}(W) \) such that \( qW_{\phi_t} = e^{tX} \).

Observe that since \( e^{tL(\rho)} \xi \in \mathcal{F}_{\leq n} \), \( W_{\phi_t} f \in \mathcal{F} \), and \( M > n \), we have
\[
 a(W_{\phi_t} f) e^{tL(\rho)} \xi = a(qW_{\phi_t} f) e^{tL(\rho)} \xi = a(e^{tX} f) e^{tL(\rho)} \xi.
\]
Hence the function \( \mathbb{R}_{>0} \to \mathcal{F}_{\leq n+M} \) given by \( t \mapsto e^{-tL(\rho)} a(W_{\phi_t} f) e^{tL(\rho)} \xi \) can be smoothly extended to all of \( \mathbb{R} \), and more importantly its derivative is given by
\[
 \frac{d}{dt} e^{-tL(\rho)} a(W_{\phi_t} f) e^{tL(\rho)} \xi = e^{-tL(\rho)} \left( a(X e^{tX} f) - [L(\rho), a(e^{tX} f)] \right) e^{tL(\rho)} \xi. \quad (3.10)
\]

By Proposition 2.35, we have \( \phi_t(z) = \sigma^{-1}(e^{t} \sigma(z)) \) for all \( z \in \mathbb{D} \) and \( t \geq 0 \). From the formula, we can see that \( (t, z) \mapsto \phi_t(z) \) extends to a smooth function in a neighborhood of \( \mathbb{R}_{>0} \times \frac{1}{2} S^1 \). Hence for \( z \in \frac{1}{2} S^1 \) and \( g \in W \), we can compute
\[
 \lim_{t \to 0} \frac{W_{\phi_t} g(z) - g(z)}{t} = \frac{d}{dt} W_{\phi_t} g(z) \bigg|_{t=0} = -(z \rho(z) g'(z) + \frac{1}{2}(z \rho)'(z) g(z))
\]
with uniform convergence in \( z \) on \( \frac{1}{2} S^1 \). Hence for all \( k \in \mathbb{Z} \) we have
\[
 \lim_{t \to 0} \left( \langle W_{\phi_t} g - g, \frac{z^k}{t} \rangle \right) = \lim_{t \to 0} \left( \int_{\frac{1}{2} S^1} \frac{W_{\phi_t} g(z) - g(z)}{t} z^{-k-1} dz \right)
\]
\[
 = -\int_{\frac{1}{2} S^1} \left( z \rho(z) g'(z) + \frac{1}{2}(z \rho)'(z) g(z) \right) z^{-k-1} dz
\]
\[
 = -\langle z \rho g' + \frac{1}{2}(z \rho)', g, z^k \rangle.
\]
Since \( qW_{\phi_t} = e^{tX} \) on the finite-dimensional space \( q = W = \text{span}\{ z^{-1}, \ldots, z^M \} \), this implies that
\[
 X g = -q(z \rho g' + \frac{1}{2}(z \rho)' g).
\]

By Proposition 2.25, we have
\[
 [L(\rho), a(e^{tX} f)] e^{tL(\rho)} \xi = -a((z \rho g' + \frac{1}{2}(z \rho)' g) e^{tX} f) e^{tL(\rho)} \xi = a(X e^{tX} f) e^{tL(\rho)} \xi,
\]
where in the last equality we use that for \( h \in H_{\geq M} \otimes W \), we have \( a(h)e^{tL(\rho)}\xi = 0 \) since \( e^{tL(\rho)}\xi \in F_{\geq n}^0 \). Substituting this result into (3.10), we see that \( e^{-tL(\rho)}a(W_{\phi_1}f)e^{tL(\rho)} \) is independent of \( t \), and evaluating at \( t = 0 \) we see that

\[
e^{-tL(\rho)}a(W_{\phi_1}f)e^{tL(\rho)}\xi = a(f)\xi
\]

for all \( \xi \in F_{\geq n} \). Hence \( a(f)e^{-tL(\rho)}\xi = e^{-tL(\rho)}a(W_{\phi_1}f)\xi \) for all \( \xi \in F_{\geq n} \), which was to be shown.

We now turn to showing that

\[
a(g)^*e^{-tL(\rho)}\xi = e^{-tL(\rho)}a(W_{\phi_1}g)^*\xi
\]

(3.11)

for all \( g \in H_{\leq k} \) and all \( \xi \in F \). As above, it suffices to consider \( \xi \in F_{\geq n} \) and \( g \in W := \{z^{-M-1}, \ldots, z^{M}\} \), where we choose \( M > n \). Recall that \( W_{\phi_1} = cW_{\phi_1}c \), where \( cf = zf \). Note that we have slightly adjusted the definition of \( W \) in this case so that \( cW = W \).

Using the same ideas as above, let \( \tilde{q} \) be the projection of \( H_{\leq M} \) onto \( W \), so that \( \tilde{q}W_{\phi_1} \) is a continuous semigroup on \( W \). We have \( \tilde{q}W_{\phi_1} = c e^{tX}c = e^{t\tilde{X}} \), where \( \tilde{X} = cXc \). In fact, it is straightforward to compute \( \tilde{X} \) explicitly, and we get

\[
\tilde{X}g = \tilde{q}(z^p g^t + \frac{1}{t}(z^p)'g).
\]

Differentiating as above, we get

\[
ddt e^{-tL(\rho)}a(W_{\phi_1}f)^*e^{tL(\rho)}\xi = e^{-tL(\rho)}(a(Xe^{t\tilde{X}}f)^* - [L(\rho), a(e^{t\tilde{X}}f)^*])e^{tL(\rho)}\xi,
\]

which vanishes by Proposition 2.25. This establishes (3.11), and completes the proof of the lemma.

So far, we have collected enough results to establish Theorem 3.10 for \( X \in DA_{st} \).

**Proposition 3.16.** Let \( X = (\phi_t, t) \in DA_{st} \), and let \( \rho \) be as in Theorem 3.10. Then \( E(X) = C e^{-tL(\rho)} \).

**Proof.** By Proposition 3.13, \( e^{-tL(\rho)} \in B(F) \), and \( e^{-tL(\rho)} \) is clearly even. By Runge’s theorem, we have \( H^2(X) = \text{span}\{(z^k, W_{\phi_1}z^k) : k \in \mathbb{Z}\} \), and so by Lemma 3.15 \( e^{-tL(\rho)} \) satisfies

\[
a(f^1)e^{-tL(\rho)} = e^{-tL(\rho)}a(f^0)
\]

for all \( (f^1, f^0) \in H^2(X) \).

Now let \( c : L^2(S^1) \to L^2(S^1) \) be the antilinear unitary \( cf = zf \). By definition, we have

\[
M_{\pm \frac{1}{2}}H^2(X) = \text{span}\{(cz^k, -cW_{\phi_1}z^k) : k \in \mathbb{Z}\} = \text{span}\{(z^k, -W_{\phi_1}z^k) : k \in \mathbb{Z}\}.
\]

Thus it follows directly from Lemma 3.15 that

\[
a(g^1)^*e^{-tL(\rho)} = e^{-tL(\rho)}a(g^0)^*
\]

for every \( (g^1, g^0) \in zH^2(X) \). Hence \( e^{-tL(\rho)} \in E(X) \). But this finishes the proof, as we established that \( \dim E(X) \leq 1 \) in Proposition 3.8.

We now switch from studying degenerate annuli to studying degenerate pairs of pants

\[
X = (\phi_t, t, w, s) \in DP_{st}.
\]

We wish to show that \( E(X) \) is spanned by the map \( T : F \otimes F \to F \) given by

\[
T(\xi \otimes \eta) = Y(s^{l_{\Omega}^\xi}w)e^{-tL(\rho)\eta},
\]

which is defined on \( F^0 \otimes F^0 \) by Proposition 3.13 and Proposition 2.15.

The strategy for showing this is somewhat indirect, and so we first give a short summary. Let \( R > 1 \), and let \( X_R \) be the non-degenerate extension of \( X \) (Definition 3.7). Then by the gluing property of the (non-degenerate) Segal CFT, there is an element \( T_R \in E(X_R) \) satisfying \( T_R(\Omega \otimes \Omega) = \Omega \). First, will verify that \( T_R(\xi \otimes \eta) = R^{-L(\rho)}T(\xi \otimes \eta) \) for \( \xi, \eta \in F^0 \), and thus that \( T_R \to T \) as \( R \downarrow 1 \), pointwise on the algebraic tensor product \( F^0 \otimes_{alg} F^0 \). Next, we will show that \( T_R \) converges pointwise on \( F^0 \) to a densely defined map which we call \( S \). We will see that \( S \) is an example of what we call an implementor.

That is, there is a vector \( \Omega \in F \otimes F \) and a map \( r \in B(H, H \otimes H) \) such that

\[
Sa(\xi_1)^* \cdots a(\xi_n)^* a(\eta_1) \cdots a(\eta_m)^* \Omega = a(r\xi_1)^* \cdots a(r\xi_n)^* a(r\eta_1) \cdots a(r\eta_m)\hat{\Omega}
\]
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whenever \( \xi_i \in pH = H^2(D) \) and \( \eta_j \in (1-p)H \). Here, we have identified \( F \otimes F \cong F_H \oplus H \oplus p \oplus p \) as in Proposition 2.2. In Section 5, we develop tools for proving boundedness of implementing operators, and these will tell us that \( S \) is bounded. It then follows that \( T_R = SR^{-L_0} \), and thus \( ||T_R|| \leq ||S|| \). Hence \( ||T_R|| \) remains bounded as \( R \downarrow 1 \), from which we can conclude that \( T \) is bounded and that \( T_R \rightarrow T \) in the strong operator topology. It is then easy to verify that \( T \) satisfies the necessary commutation relations to lie in \( E(X) \).

Our first task is to establish a formula for \( T_R \) in terms of vertex operators. We will need a version of the Borcherds commutator formula for free fermion vertex operators evaluated at a complex number.

**Proposition 3.17.** Suppose \( w \in \mathbb{C} \) with \( 0 < |w| < 1 \), and that \( s > 0 \) satisfies \( w + s \mathbb{D} \subset \mathbb{D} \setminus \{0\} \). Then for all \( \xi, \eta \in \mathcal{F}^0 \) and every \( n \in \mathbb{Z} \),

\[
a(z^n)Y(sL_0 \xi, w)\eta = Y(sL_0 a(s^{1/2}(sz + w)^n)\xi, w)\eta + (-1)^{p(\xi)}Y(sL_0 \xi, w)a(z^n)\eta \tag{3.12}
\]

and

\[
a(z^{-n-1})Y(sL_0 \xi, w)\eta = Y(sL_0 a(s^{1/2}z^{-1}(sz^{-1} + w)^n)\xi, w)\eta + (-1)^{p(\xi)}Y(sL_0 \xi, w)a(z^{-n-1})^* \eta \tag{3.13}
\]

where the equations are understood as holding when \( \xi \) is homogeneous, and extended linearly otherwise.

**Proof.** Observe that all of the terms in (3.12) and (3.13) are well-defined elements of \( F \), with the defining sums converging absolutely, by Proposition 2.15 and the fact that \( a((sz + w)^n) \) and \( a(s^{-1/2}(sz^{-1} + w)^n)^* \) map \( \mathcal{F}^0 \) into itself. Assume without loss of generality that \( \xi \) and \( \eta \) are eigenvectors for \( L_0 \), and that \( \eta^* \) is as well. Then by the Borcherds commutator formula (Theorem 2.9), we have an identity of formal series

\[
a(z^n)Y(sL_0 \xi, x)\eta = (-1)^{p(\xi)}Y(sL_0 \xi, x)a(z^n)\eta + \sum_{k \geq 0} \binom{n}{k} Y(a(z^k)sL_0 \xi, x)z^{n-k} \eta \tag{3.14}
\]

where the sum in \( k \) is finite. But the three terms of (3.14) all give absolutely convergent series when evaluated at \( x = w \), and so we have an equality of elements of \( F \):

\[
a(z^n)Y(sL_0 \xi, w)\eta = (-1)^{p(\xi)}Y(sL_0 \xi, w)a(z^n)\eta + \sum_{k \geq 0} \binom{n}{k} Y(a(z^k)sL_0 \xi, w)w^{n-k} \eta
\]

\[
= (-1)^{p(\xi)}Y(sL_0 \xi, w)a(z^n)\eta + \sum_{k \geq 0} w^ns^{1/2} \binom{n}{k} Y(sL_0 a((sz/w)^k)\xi, w)\eta
\]

\[
= (-1)^{p(\xi)}Y(sL_0 \xi, w)a(z^n)\eta + Y(sL_0 a(s^{1/2}(sz + w)^n)\xi, w)\eta,
\]

where we used that \( s < |w| \) by assumption, and the finiteness of the sum in \( k \).

The proof of relation (3.13) is similar. By the Borcherds commutator formula, we have an identity of formal series

\[
a(z^{-n-1})Y(sL_0 \xi, x)\eta = (-1)^{p(\xi)}Y(sL_0 \xi, x)a(z^{-n-1})^* \eta + \sum_{k \geq 0} \binom{n}{k} Y(a(z^{-k-1})^*sL_0 \xi, x)z^{-n-k} \eta.
\]

Evaluating at \( x = w \) and arguing as above, we get

\[
a(z^{-n-1})Y(sL_0 \xi, w)\eta = (-1)^{p(\xi)}Y(sL_0 \xi, w)a(z^{-n-1})^* \eta + \sum_{k \geq 0} \binom{n}{k} Y(a(z^{-k-1})^*sL_0 \xi, w)w^{n-k} \eta
\]

\[
= (-1)^{p(\xi)}Y(sL_0 \xi, w)a(z^{-n-1})^* \eta + \sum_{k \geq 0} w^ns^{1/2} \binom{n}{k} Y(sL_0 a(z^{-1}(s/(sz))^k)^* \xi, w)\eta
\]

\[
= (-1)^{p(\xi)}Y(sL_0 \xi, w)a(z^{-n-1})^* \eta + Y(sL_0 a(s^{1/2}z^{-1}(sz^{-1} + w))^* \xi, w)\eta.
\]

\[\square\]

We can now establish the desired formula for \( T_R \).
Proposition 3.18. Let $X = (\phi, t, w, s) \in \mathcal{D}P_{st}$, let $R > 1$ and let $X_R$ be the non-degenerate extension of $X$. Let $T_R \in E(X_R)$ be the element with $T_R(\Omega \otimes \Omega) = \Omega$. For $\xi, \eta \in \mathcal{F}^0$, let $T(\xi \otimes \eta) = Y(s^{L_0} \xi, w)e^{-tL(\rho)}\eta$, where $\rho$ is as in Theorem 3.10. Then $T_R(\xi \otimes \eta) = R^{-L_0}T(\xi \otimes \eta)$, and $T_R(\xi \otimes \eta) \to T(\xi \otimes \eta)$ as $R \to 1$, for all $\xi, \eta \in \mathcal{F}^0$.

Proof. By Proposition 3.13, $e^{-tL(\rho)}$ maps $\mathcal{F}^0$ bijectively onto itself. Vectors of the form

$$a(z^{m_1}) \cdots a(z^{m_r})a(z^{n_1})^* \cdots a(z^{n_t})^* \Omega$$

with $m_j < 0$ and $n_i \geq 0$ form a spanning set for $\mathcal{F}^0$, and since

$$e^{-tL(\rho)}a(\tilde{W}_{\phi_1}z^{m_1}) \cdots a(\tilde{W}_{\phi_r}z^{m_r})a(W_{\phi_1}z^{n_1}) \cdots a(W_{\phi_t}z^{n_t})^* \Omega = a(z^{m_1}) \cdots a(z^{m_r})a(z^{n_1})^* \cdots a(z^{n_t})^* \Omega$$

by Lemma 3.15, vectors of the form

$$\eta = a(\tilde{W}_{\phi_1}z^{m_1}) \cdots a(\tilde{W}_{\phi_r}z^{m_r})a(W_{\phi_1}z^{n_1}) \cdots a(W_{\phi_t}z^{n_t})^* \Omega$$

span $\mathcal{F}^0$. Thus it suffices to verify that

$$T_R(\xi \otimes \eta) = R^{-L_0}Y(s^{L_0} \xi, w)e^{-tL(\rho)}\eta$$

when $\eta$ is of the form (3.15). We also assume without loss of generality that $\xi$ is homogeneous. We now proceed by induction on $p$ and $q$.

When $\eta = \Omega$, by the gluing property of the (non-degenerate) free fermion Segal CFT we have $T_R(\xi \otimes \Omega) = \alpha R^{-L_0}Y(s^{L_0} \xi, w)\Omega$ for some $\alpha \in \mathbb{C}^\times$. But we normalized $T_R$ so that $T_R(\Omega \otimes \Omega) = \Omega$, and thus $\alpha = 1$. (3.16) holds when $\eta = \Omega$.

Now assume that (3.16) holds for all $\xi \in \mathcal{F}^0$ and for a vector $\eta$ of the form (3.15), and we will show that it holds for $\eta' = a(W_{\phi_1}z^{n_1})\eta$ and $\eta'' = a(\tilde{W}_{\phi_1}z^{n_1})^* \eta$ for all $n \in \mathbb{Z}$.

From the holomorphic function $z^n \in \mathcal{O}(X_R)$, we have

$$(R^{n+1/2}z^n, s^{1/2}(sz + w)^n, W_{\phi_1}z^n) \in H^2(X_R),$$

where we have ordered the boundary components $S^1$, then $sS^1 + w$, then $\phi_1(S^1)$. Hence by the definition of the operators $E(X_R)$ we have

$$R^{n+1/2}a(z^n)T_R = T_R(a(s^{1/2}(sz + w)^n) \otimes 1) + T_R(\Gamma \otimes a(W_{\phi_1}z^n)), \quad (3.17)$$

where $\Gamma$ is the grading. Hence

$$R^{n+1/2}a(z^n)T_R(\xi \otimes \eta) = T_R(a(s^{1/2}(sz + w)^n)\xi \otimes \eta) + (-1)^{\ell(\xi)}T_R(\xi \otimes \eta'). \quad (3.18)$$

On the other hand, by the inductive hypothesis, Proposition 3.17, and Lemma 3.15 we have

$$R^{n+1/2}a(z^n)T_R(\xi \otimes \eta) = R^{n+1/2}a(z^n)R^{-L_0}Y(s^{L_0} \xi, w)e^{-tL(\rho)}\eta$$

$$= R^{-L_0}a(z^{n'})Y(s^{L_0} \xi, w)e^{-tL(\rho)}\eta'$$

$$= R^{-L_0}Y(s^{L_0}a(s^{1/2}(sz + w)^n)\xi, w)\eta + (-1)^{\ell(\xi)}R^{-L_0}Y(s^{L_0} \xi, w)e^{-tL(\rho)}\eta'$$

$$= T_R(a(s^{1/2}(sz + w)^n)\xi \otimes \eta) + (-1)^{\ell(\xi)}R^{-L_0}Y(s^{L_0} \xi, w)e^{-tL(\rho)}\eta'. \quad (3.19)$$

Combining (3.18) and (3.19), we get

$$T_R(\xi \otimes \eta') = R^{-L_0}Y(s^{L_0} \xi, w)e^{-tL(\rho)}\eta',$$

as desired.

Establishing (3.16) for $\eta'' = a(\tilde{W}_{\phi_1}z^{n_1})^* \eta$ is similar. By [Ten17, Thm. 6.1], we have $H^2(X_R)^\perp = M_\xi zH^2(X)$, where $M_\xi$ is multiplication by $z$ on copies of $L^2(S^1)$ indexed by outgoing boundary components, and by $-z$ on copies of $L^2(S^1)$ indexed by incoming boundary components. Hence

$$(R^{n+1/2}z^{-n_1}, -s^{1/2}z^{1-n_1} + w)^n, -z\tilde{W}_{\phi_1}z^n) \in H^2(X_R)^\perp.$$
By definition, $\tilde{W}_\phi z \overline{f} = \overline{W_\phi f}$ when $f \in L^2(S^1)_{>k}$, so we have

$$(R^{n+1/2}z^{-n-1}, -s^{1/2}z^{-1}(sz^{-1} + w)^n, -\tilde{W}_\phi z^{-n-1}) \in H^2(X_R)^\perp.$$ 

Hence by the definition of $E(X_R)$ we have

$$R^{n+1/2}a(z^{-n-1})^*T_R = T_R(a(s^{1/2}z^{-1}(sz^{-1} + w)^n)^* \otimes 1) + T_R(\Gamma \otimes a(\tilde{W}_\phi z^{-n-1})^*),$$

and thus

$$R^{n+1/2}a(z^{-n-1})^*T_R(\xi \otimes \eta) = T_R(a(s^{1/2}z^{-1}(sz^{-1} + w)^n)^*\xi \otimes \eta) + (-1)^{|\xi||\eta|}T_R(\xi \otimes \eta^\prime).$$

Expanding $(sz^{-1} + w)^n$ in the domain $|z|^{-1} < |w/s|$, we see that

$$a(z^{-1}(sz^{-1} + w)^n)^*\xi \in F^0.$$

As before, we may apply the inductive hypothesis, Proposition 3.17, and Lemma 3.15 to establish

$$R^{n+1/2}a(z^{-n-1})^*T_R(\xi \otimes \eta) = T_R(a(s^{1/2}z^{-1}(sz^{-1} + w)^n)^*\xi + (-1)^{|\xi||\eta|}R^{-L_0}Y(s^Lw, w)e^{-1L(\rho)}\eta^\prime,$$

from which the desired conclusion follows.

Given that $T_R(\xi \otimes \eta) = R^{-L_0}T(\xi \otimes \eta)$, and that $T(\xi \otimes \eta) \in F$ when $\xi, \eta \in F^0$ by Proposition 2.15, it follows immediately that $T_R(\xi \otimes \eta) \rightarrow T(\xi \otimes \eta)$ for such $\xi, \eta$.

Next, we want to understand the limit $\lim_{R \uparrow 1} T_R$.

**Proposition 3.19.** Let $X = (\phi_t, t, w, s) \in DP_{st}$, let $R > 1$ and let $X_R$ be the non-degenerate extension of $X$. Let $T_R \in E(X_R)$ be the element with $T(\Omega \otimes \Omega) = \Omega$.

Then the limit $S \xi := \lim_{R \uparrow 1} T_R \xi$ converges for all $\xi \in F^0$. The limit operator $S$ satisfies

$$Sa(z^n)^*\xi = (s^{1/2}a((sz + w)^n)^* \otimes 1 + \Gamma \otimes a(W_\phi z^n)^*)S\xi$$

and

$$Sa(z^{-n-1})\xi = (s^{1/2}a(z^{-1}(sz^{-1} + w)^n)^* \otimes 1 + \Gamma \otimes a(\tilde{W}_\phi z^{-n-1}))S\xi$$

for all $\xi \in F^0$ and all $n \in \mathbb{Z}$, where $\Gamma$ is the grading operator.

**Proof.** It suffices to establish the result with

$$\xi = a(z^{m_1}) \cdots a(z^{m_p})a(z^{n_1})^* \cdots a(z^{n_q})^*\Omega.$$ 

We will proceed inductively, first considering when $\xi = \Omega$.

If $R_1 > R_2 > 1$, then we have $T_{R_1} = (R_1/R_2)^{-L_0}T_{R_2}$. Hence $T_{R_1} = T_{R_2}(R_1/R_2)^{-L_0}$, and

$$T_{R_1}\Omega = T_{R_2}(R_1/R_2)^{-L_0}\Omega = T_{R_2}\Omega.$$ 

Hence $\lim_{R \uparrow 1} T_R \Omega$ converges.

We now assume that $\lim_{R \uparrow 1} T_R \xi$ converges, and show that the same holds for $a(z^{-n-1})\xi$ and $a(z^n)^*\xi$. Indeed, applying the adjoint of the commutation relation from (3.17) one has

$$T_{R_2}a(z^n)^*\xi = R^{-n-1/2}(s^{1/2}a((sz + w)^n)^* \otimes 1 + \Gamma \otimes a(W_\phi z^n)^*)T_{R_2}\xi.$$ 

It follows that $\lim_{R \uparrow 1} T_{R_2}a(z^n)^*\xi$ converges, and that (3.22) holds for $\xi$.

Similarly, applying the adjoint of the commutation relation from (3.20) one has

$$T_{R_2}a(z^{-n-1})\xi = R^{-n-1/2}(s^{1/2}a(z^{-1}(sz^{-1} + w)^n)^* \otimes 1 + \Gamma \otimes a(\tilde{W}_\phi z^{-n-1}))T_{R_2}\xi,$$

from which we see that $\lim_{R \uparrow 1} T_{R_2}a(z^{-n-1})\xi$ converges, and (3.23) holds for $\xi$.

The commutation relations given in Proposition 3.19 almost characterize the densely defined limit operator $S = \lim_{R \uparrow 1} T_R$. Indeed, since the operators $a(z^n)$ and $a(z^{-n-1})^*$ act cyclically on the vacuum vector $\Omega$, the limit operator is specified by (3.22) and (3.23) once we have identified the vector $S\Omega$. Similarly, the commutation relations from Lemma 3.15 will allow us to describe $(e^{-tL(\rho)})^*\Omega$ once we better understand $(e^{-tL(\rho)})^*\Omega$.
Proposition 3.20. Let $(\phi_t, w, s) = X \in \mathcal{DP}_{st}$, let $R > 1$, and let $X_R$ be the non-degenerate extension of $X$. Let $\rho$ be as in Theorem 3.10. Then there exist $(\psi, \gamma) \in \text{Diff}^{1,2}_+(S^1)$ and $\alpha \in \mathbb{C}^*$ such that $(e^{-tL(\rho)})^* \Omega = \alpha U_{NS}(\psi, \gamma) \Omega$. If $T_R \in E(X_R)$ is the element satisfying $T_R(\Omega \otimes \Omega) = \Omega$, then there exists a non-degenerate spin Riemann surface $Y \in \mathcal{R}$, with no incoming boundary components and two outgoing boundary components, such that $S\Omega = \lim_{R \uparrow 1} T_R^* \Omega \in E(Y)$. Moreover, $S\Omega \neq 0$.

Proof. We will make free use of the properties of the free fermion Segal CFT (for non-degenerate surfaces) given in Theorem 2.4.

Let $Z_R \in \mathcal{R}$ be the non-degenerate spin Riemann surface obtained from $X_R$ by filling in the disk centered at $w$. By the gluing property of the free fermion Segal CFT and the formula for $T_R$ in Proposition 3.18, we have $R^{-L_0} e^{-tL(\rho)} \in E(Z_R)$. Hence by unitarity $(e^{-tL(\rho)})^* R^{-L_0} \in E(Z_R)$. Let $Z$ be the spin Riemann surface, with no incoming boundary and one outgoing boundary component, obtained by gluing a standard disk to the input of $Z_R$. Then $(e^{-tL(\rho)})^* R^{-L_0} \Omega = (e^{-tL(\rho)})^* \Omega \in E(Z_R)$, and $(e^{-tL(\rho)})^* \Omega \neq 0$ since non-zero elements of $E(Z_R)$ are injective by the nondegeneracy property of the CFT. By the smooth Riemann mapping theorem, $Z_R$ is spin equivalent to the standard unit disk with some boundary parametrization, and thus by the reparametrization property of the CFT we have $(e^{-tL(\rho)})^* \Omega = \alpha U_{NS}(\psi, \gamma) \Omega$ for some spin diffeomorphism $(\psi, \gamma)$ and some $\alpha \in \mathbb{C}^*$.

We now handle $S\Omega$. As we saw in the proof of Proposition 3.19, $T_R^* \Omega$ is independent of $R$, so we fix $R > 1$ and show that $T_R^* \Omega \in E(Y)$ for some $Y$. Since $T_R^*$ is injective by the unitarity and non-degeneracy of the CFT, we have $T_R^* \Omega \neq 0$. The vector $T_R^* \Omega$ has dual vector $\lambda \in (F \otimes F)^*$ given by

$$\lambda(\xi \otimes \eta) = \langle T_R(\xi \otimes \eta), \Omega \rangle.$$

The dual vacuum vector $\langle \cdot, \Omega \rangle \in F^*$ lies in $E(\mathbb{C} \cup \{\infty\} \setminus \overline{D})$, and so by the gluing property of the CFT, $\lambda \in E(Y)$, where $Y$ is obtained by gluing $\mathbb{C} \cup \{\infty\} \setminus \overline{D}$ onto $X_R$. Hence by the unitarity property of the CFT, $T_R^* \Omega = \lambda^* \in E(Y)$. $\square$

We will now show that $\xi \otimes \eta \mapsto Y(s^{L_0} \xi, w) e^{-tL(\rho)} \eta$ defines a bounded operator. We will require the terminology and results of Section 5, which we now summarize.

Definition (Definition 5.1). Let $H$ and $K$ be separable infinite dimensional Hilbert spaces, and let $p$ and $q$ be projections on $H$ and $K$, respectively, with $pH$ and $(1 - p)H$ both infinite dimensional. Let $\{\xi_i\}_{i \in \mathbb{Z}}$ be an orthonormal basis for $H$ with $\xi_i \in pH$ when $i \geq 0$ and $\xi_i \in (1 - p)H$ when $i < 0$. Such an orthonormal basis is called compatible with $p$. Let $r \in B(H, K)$ and let $\Omega \in \mathcal{F}_{K,q}$. Then we have an orthonormal basis $a(\xi_i)^* a(\xi_j) \Omega$ for $\mathcal{F}_{H,p}$ (see notation (2.1)) indexed by finite subsets $I \subset \mathbb{Z}_{>0}$ and $J \subset \mathbb{Z}_{<0}$, and the densely defined map $R : \mathcal{F}_{H,p} \to \mathcal{F}_{K,q}$ given by

$$Ra(\xi_i)^* a(\xi_j) \Omega = a(r\xi_i)^* a(r\xi_j) \hat{\Omega}$$

is called the implementing operator associated to $(r, \hat{\Omega})$.

The results of Propositions 3.19 and 3.20 show that $S$ is an implementing operator, and so we may use the following result to prove that $S$ and consequently $Y(s^{L_0} \xi, w) e^{-tL(\rho)} \eta$ are bounded.

Theorem (Theorem 5.3). Let $H$ and $K$ be separable Hilbert spaces, and let $p$ and $q$ be projections on $H$ and $K$, respectively, with $pH$ and $(1 - p)H$ infinite dimensional. Let $\{\xi_i\}_{i \in \mathbb{Z}}$ be a basis compatible with $p$. Let $r \in B(H, K)$, and assume that $qr(1 - p)$ is trace class. Let $q' \in pH$ and $q' \in (1 - p)H$ be non-zero vectors satisfying $a(f) \hat{\Omega}_q = a(g)^* \hat{\Omega}_q = 0$ for all $f \in q'K$ and all $g \in (1 - q')K$. Then the implementing operator associated to $(r, \hat{\Omega}_q)$ is bounded if and only if $E(r) := qr(1 - p)$ can be written as the sum $E(r) = a + x$ with $a, x \in B(H, K)$, $\|a\| \leq 1$ and $x$ trace class.

Maps $r \in B(H, K)$ which have the properties that $qr(1 - p)$ is trace class, and $E(r)$ can be written as sum $a + x$ as in the theorem, are called admissible maps, and we let $\mathcal{A}(H, K)$ denote the space of admissible maps.

Using this theorem, we can now prove Theorem 3.10 in the case where $X \in \mathcal{DP}_{st}$.

Theorem 3.21. Let $X = (\phi_t, w, s) \in \mathcal{DP}_{st}$, and let $\rho$ be as in Theorem 3.10. Then the map $T : F \otimes F \to F$ given by $T(\xi \otimes \eta) = Y(s^{L_0} \xi, w) e^{-tL(\rho)} \eta$ is bounded, where $Y$ is the free fermion state-field correspondence. Moreover, $E(X) = CT$. 35
Proof. Let \( R > 1 \) and let \( X_R = (\Sigma_R, L_R, \Phi_R, \beta_R) \) be the non-degenerate extension of \( X \) (Definition 3.7). Let \( T_R \in E(X_R) \) be the element with \( T_R(\Omega \oplus \Omega) = \Omega \). For \( \xi \in \mathcal{F}^0 \), let \( S\xi = \lim_{R \uparrow 1} T_R \xi \), as in Proposition 3.19.

Let \( H = L^2(S^1) \) and \( pH = H^2(\mathbb{D}) \). Let \( V : \mathcal{F} \otimes \mathcal{F} \to \mathcal{F} \oplus H, \rho \otimes \varphi \to (\varphi, \psi) \) be the isomorphism of \( \text{CAR}(H \oplus H) \) representations (Proposition 2.2), and let \( S' = VS \). For \( n \in \mathbb{Z} \), let \( \xi_n = z^n \in H \), so that \( a(\xi_n) \xi \in \Omega \) gives an orthonormal basis for \( \mathcal{F} \) indexed by pairs of finite subsets \( J \subset \mathbb{Z}_{<0} \) and \( I \subset \mathbb{Z}_{>0} \). Let \( W_{x+w} \in B(H^2(\mathbb{D})) \) and \( \bar{W}_{x+w} \in B(H^2(\mathbb{D})) \) be the weighted composition operators associated to the map \( z \mapsto sz + w \), corresponding to the positive square root \( s^{1/2}. \) Let \( W_{\psi_1} \in B(H^2(\mathbb{D})) \) and \( \bar{W}_{\psi_1} \in B(H^2(\mathbb{D})) \) be the weighted composition operators associated to \( \psi_1 \) and the square root \( \sqrt{\psi_1} \) with \( \sqrt{\psi_1}(0) > 0 \) (as defined in Section 2.4). Let \( W_1 = W_{x+w} \oplus \bar{W}_{x+w} \in B(H) \) and \( W_2 = W_{\psi_1} \oplus \bar{W}_{\psi_1} \in B(H). \) Note that \( W_1 \) and \( W_2 \) commute with \( p. \)

By Proposition 3.19, \( S' \) is the implementing operator defined in terms of the basis \( \xi_n \) associated to \( (r, \hat{\Omega}) \), where \( r : H \to H \oplus H \) is given by \( r f = (W_1 f, W_2 f) \) and \( \hat{\Omega} = S' \Omega \). By Proposition 3.20, \( \hat{\Omega} \in \mathcal{F} \oplus H, \rho \hat{\Omega} \), and the vector assigned to a non-degenerate Riemann surface by the free fermion Segal CFT. By [Ten17, Thm. 6.2], such vectors are of the form \( \hat{\Omega} \) for a projection \( \alpha' \) with the property that \( \alpha' = p \oplus p \) is trace class. Thus we can study the boundedness of \( S' \) using Theorem 5.3, with \( K = H \oplus H \) and \( q = p \oplus p \).

By construction, \( r = q r_p + (1 - q) r (1 - p) \), and so to show that \( S' \) is bounded it suffices to prove that \( r \in \mathcal{A}(H, K) \). Since \( s d + w \subset \mathbb{D} \), \( W_1 \) is trace class (by [ST74, Prop. 5.3], for example). Thus it suffices to show that \( W_2 \) can be written as the sum of a contraction and a trace class operator.

By Lemma 3.15, \( (e^{-L(\rho)}\alpha)^* : \mathcal{F} \to \mathcal{F} \) is the implementing operator associated to \( (W_2, (e^{-L(\rho)}\alpha)^\Omega) \). By Proposition 3.20, \( (e^{-L(\rho)}\alpha)^\Omega = \alpha U_{\rho}(\psi, \gamma) \Omega \) for some \( (\psi, \gamma) \) and some \( \alpha \in \mathbb{C}^\infty \). By [PS86, Prop. 6.8.2 and Prop. 6.3.1], \( U_{\rho}(\psi, \gamma) \) is trace class, and thus \( \alpha U_{\rho}(\psi, \gamma) \Omega = \hat{\Omega} \) is trace class. Since \( e^{-L(\rho)} \Omega \) is bounded by Lemma 3.15, by Theorem 3.3 we have \( W_2 \in \mathcal{A}(H, H) \). Hence \( r \in \mathcal{A}(H, K) \) as well, and by Theorem 3.3, \( S' \) is bounded. It follows that \( S = V S' S \) is bounded as well.

Now let \( R_1 > R_2 > 1 \). We have \( T_{R_1} = (R_2/R_1)^{\alpha} T_{R_2} \), and thus \( T_{R_1} = T_{R_2} (R_2/R_1)^{\alpha} \). Hence if \( \xi \in \mathcal{F} \) is an eigenvector of \( L_0 \) with eigenvalue \( m \), we have

\[
(R_1/R_2)^m T_{R_1} \xi = T_{R_2} \xi.
\]

Taking the limit of both sides as \( R_2 \downarrow 1 \), we get

\[
T_{R_1} \xi = R_1^{-m} S \xi = S R_1^{-L_0} \xi.
\]

Since \( R_1 > 1 \) was arbitrary and eigenvectors \( \xi \) for \( L_0 \) span a dense subspace of \( \mathcal{F} \), we have \( T_{R_1} = S R_1^{-L_0} \) for all \( R > 1 \). Hence \( ||T_{R_1}|| \leq ||S|| \).

But \( ||T_{R_2}|| = ||T_{R_1}|| \), and so the operators \( T_R \) remain uniformly bounded in norm as \( R \downarrow 1 \). Since we have already established that \( T_R(\Omega \oplus \Omega) \to T(\Omega \oplus \Omega) \) for \( \xi, \eta \in \mathcal{F}^0 \) (Proposition 3.18), the uniform bound in norm is sufficient to guarantee that \( T \) is bounded and that \( T_R \to T \) in the strong operator topology.

We now show that \( T \in E(X) \) by verifying that it satisfies the appropriate commutation relations. It suffices to verify that

\[
a(f^1) T = Ta(f^0), \quad a(z f^1)^* T = Ta(z f^0)^*\]

for \( f = (f^1, f^0) \) lying in a dense subspace of \( H^2(X) \).

Let \( \Sigma \) be the underlying space of \( X \), and let \( (\psi, \gamma) \) be the standard boundary parametrization. Then by definition, \( H^2(X) \) is the closure of the set of \( \psi \cdot (F \circ \gamma) \), where \( F \) ranges over functions holomorphic in a neighborhood \( U \) of \( \Sigma \). Given \( f \) of the form \( \psi \cdot (F \circ \gamma) \), and \( R > 1 \) sufficiently small, \( \beta_R F \in H^2(X_R) \). Moreover, \( \beta_R := \beta_R F \to f \) in \( L^2 \) norm (in fact, uniformly) as \( R \downarrow 1 \), and so \( a(f_R^1) \to a(f^1) \) in norm. Hence taking limits in the expression \( a(f_R^1) T_R = T_R a(f_R^1) \), we get \( a(f^1) T = Ta(f^0) \), which establishes the first half of the commutation relations for \( T \).

By [Ten17, Thm. 6.1], \( H^2(X_R)^+ = \overline{M_{X_R}} \), and so

\[
a(z f_R^1)^* T_R = T_R a(z f_R^0)^*.
\]

Hence taking limits we get

\[
a(z f^1)^* T = Ta(z f^0)^*.
\]

We conclude that \( T \in E(X) \), and since \( \dim E(X) \leq 1 \) by Proposition 3.8, we conclude that \( E(X) = CT \).
4 Localized vertex operators and conformal nets

4.1 Localized vertex operators for the free fermion

Recall that we use the term interval to mean an open connected subset of \( S^1 \) which is non-empty and not dense, and that we denote by \( I' \) the complementary interval \( \bar{I} \).

**Definition 4.1.** Let \( I \subset S^1 \) be an interval. We will write \( \mathcal{DP}(I) \) for the collection of

\[
X = (\phi_t, t, w, s, \gamma, \psi) \in \mathcal{DR}
\]

with the property that the boundary parametrizations \((\psi_j, \gamma_j)_{j \in \pi_0(\partial \Sigma)} \) satisfy

\[
(\psi_{S^1}, \gamma_{S^1})|_{I'} = (\psi_{\phi(S)}|_{I}, \gamma_{\phi(S)}|_{I'})|_{I.'}
\]

Given \( T \in E(X) \) and \( \xi \in \mathcal{F} \), let \( T_\xi \in \mathcal{B}(\mathcal{F}) \) be given by \( T_\xi(\eta) = T(\xi \otimes \eta) \), where as usual we have ordered the incoming boundary components so that \( w + s S^1 \) comes first. Define the set of vertex operators localized in \( I \)

\[
L(I; \mathcal{F}) = \{ T_\xi : X \in \mathcal{DR}(I), T \in E(X), \xi \in \mathcal{F} \} \subset \mathcal{B}(\mathcal{F}).
\]

Graphically, we identify \( X \in \mathcal{DR}(I) \) with \( T \in E(X) \), and depict them as on the left in Figure 4.1. A localized vertex operator is depicted by inserting a state \( \xi \) into one of the input disks.

![Figure 4.1: A degenerate Riemann surface \( X \in \mathcal{DP}(I) \), and a localized vertex operator \( T_\xi \in LV(I; \mathcal{F}) \)](image)

**Remark 4.2.** While the boundary parametrizations are not clear in Figure 4.1, we are implicitly assuming that that \( \gamma_{S^1} |_{I'} = \gamma_{\phi(S^1)}|_{I'} \) and \( \psi_{S^1} |_{I'} = \psi_{\phi(S^1)}|_{I'} \), and that \( \gamma_{S^1}(I') = I' \). More generally, the definition of \( \mathcal{DP}(I) \) allows \( (\psi_{S^1}, \gamma_{S^1})|_{J} \) and \( (\psi_{\phi(S^1)}|_{J}, \gamma_{\phi(S^1)}|_{J}) \) for an interval \( J \) with \( \gamma_{S^1}(J) = I' \).

We begin with a straightforward observation on the parity of localized vertex operators.

**Proposition 4.3.** Let \( X \in \mathcal{DP} \) and \( T \in E(X) \). Let \( \xi \in \mathcal{F} \) and let \( T_\xi \in LV(I; \mathcal{F}) \) be the corresponding localized vertex operator. Then \( T_\xi \) is homogeneous if and only if \( \xi \) is, and \( p(T_\xi) = p(\xi) \).

**Proof.** By Proposition 3.6 and the fact that the representation \( U_{NS} \) of \( \text{Diff}^+_{NS} \) takes values in even operators, it suffices to consider the case \( X \in \mathcal{DP}_{st} \). In this case, we saw in Theorem 3.21 that \( E(X) \) is spanned by an even map \( T \). Thus \( T_\xi \) has the same parity as \( \xi \). \( \square \)

We now have our main result on localized vertex operators for the free fermion.

**Theorem 4.4.** Every \( LV(I; \mathcal{F}) \) is non-empty, and \( LV(I; \mathcal{F}) \subset M(I) \), where \( M(I) \) is the local algebra of the free fermion conformal net. Moreover, \( M(I) \) is generated by \( LV(I; \mathcal{F}) \) as a von Neumann algebra.

**Proof.** We will just write \( LV(I) \) instead of \( LV(I; \mathcal{F}) \). Let \( (\hat{\psi}, \hat{\gamma}) \in \text{Diff}^+_{NS}(S^1) \) be a spin diffeomorphism with \( \hat{\gamma}(I) = J \). Then we claim that

\[
U_{NS}(\hat{\psi}, \hat{\gamma}) LV(I) U_{NS}(\hat{\psi}, \hat{\gamma})^* = LV(J).
\]

By symmetry, it suffices to show

\[
U_{NS}(\hat{\psi}, \hat{\gamma}) LV(I) U_{NS}(\hat{\psi}, \hat{\gamma})^* \subseteq LV(J).
\]

Suppose \( T_\xi \in LV(I) \), corresponding to \( \xi \in \mathcal{F} \) and \( T \in E(X) \), where \( X = (\phi_t, t, w, s, \gamma, \psi) \in \mathcal{DP}(I) \). Let \( \Sigma \) be the underlying space of \( X \), and for \( j \in \pi_0(\partial \Sigma) \) set

\[
\hat{\gamma}_j = \left\{ \begin{array}{ll}
\gamma_j \circ \gamma^{-1} & j \in \{ S^1, \phi_t(S^1) \} \\
\gamma_j & j = w + s S^1
\end{array} \right.,
\]

\[
\hat{\psi}_j = \left\{ \begin{array}{ll}
\hat{\psi} \circ (\psi_j \circ \gamma^{-1}) & j \in \{ S^1, \phi_t(S^1) \} \\
\psi_j & j = w + s S^1
\end{array} \right.
\]
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Set $\hat{X} = (\phi_t, t, w, s, \gamma, \hat{\psi})$, and observe that $\hat{X} \in \mathcal{D}(\mathcal{F})$.

By Proposition 3.6, $E(\hat{X})$ is spanned by $\hat{T} := U_{NS}(\hat{\psi}, \hat{\gamma})T(1 \otimes U_{NS}(\hat{\psi}, \hat{\gamma})^*)$. Hence

$$U_{NS}(\hat{\psi}, \hat{\gamma})T_1 U_{NS}(\hat{\psi}, \hat{\gamma})^* \in L(V).$$

We have proven (4.2) and thus (4.1).

It follows that $L(V)$ is non-empty if and only if $L(V)$ is. Moreover, since

$$\mathcal{M}(J) = U_{NS}(\psi, \gamma)M(I) U_{NS}(\psi, \gamma)^*$$

by diffeomorphism covariance, $L(V)$ generates $M(I)$ if and only if $L(V)$ generates $M(J)$.

To show that some $L(V)$ is non-empty, pick some one-parameter semigroup $\phi_t$ and a small value of $t$ so that $\phi_t(S^1) \cap S^1$ contains an interval but $D \setminus \phi_t(D)$ has non-empty interior, as in (2.16). Let $w, s \in D$ be arbitrary values such that $w + s D \subseteq D \setminus \phi_t(D)$. Let $I'$ be an interval whose closure is compactly contained in $\phi_t(S^1) \cap S^1$. We may choose a parametrization for $\phi_t(S^1)$ such that $(\psi_{\phi_t(S^1)}, \gamma_{\phi_t(S^1)}) \mid \nu \equiv (1, \text{id})$. Let $(\psi_{S^1}, \gamma_{S^1}) = (1, \text{id})$, and choose $(\psi_{w + sS^1}, \gamma_{w + sS^1})$ arbitrarily. Let $X = (\phi_t, t, w, s, \psi, \gamma) \in \mathcal{D}(I)$, and by construction $X \in \mathcal{D}(I)$. Then for any $\xi \in \mathcal{F}$ and $T \in E(X)$, we have $T_1 \in L(V)$.

Next, we show that $L(V) \subseteq \mathcal{M}(I)$. Let $X = (\phi_t, t, w, s, \psi, \gamma) \in \mathcal{D}(I)$. We claim that for arbitrary $f \in L^2(S^1)$ with supp $f \subset I'$, we have $(f, 0, f) \in H^2(X)$, where as usual we have ordered the boundary components $S^1$, then $w + s S^1$, then $\phi_t(S^1)$. Since $H^2(X)$ is closed, it suffices to prove the claim for continuous $f$.

Let $\gamma = \gamma_{S^1}(I')$. Since $\gamma_{S^1} \mid I' = \gamma_{\phi_t(S^1)} \mid I'$, we must have $J \subset S^1 \cap \phi_t(S^1)$. Let $h$ be the continuous function on $S^1$ such that $\psi_{S^1} \cdot (h \circ \gamma_{S^1}) = f$.

Let $K = D \setminus \phi_t(D)$, and let $H : K \to \mathbb{C}$ be the continuous function obtained by extending $h$ to be 0 on $K \setminus J$. By Mergelyan's theorem [Rudin1987, §20], there exists a sequence of rational functions $H_n$ with poles at 0 and $\infty$ such that $H_n \to H$ uniformly on $K$. Let $(f_n, g_n, k_n) = \psi \cdot (H_n \circ \gamma) \in H^2(X)$ be the corresponding boundary values. By construction, we have $g_n \to 0$ uniformly. We also have that $f_n = \psi_{S^1} \cdot (H_n \circ \gamma_{S^1})$ converges uniformly to $f = \psi_{S^1} \cdot (h \circ \gamma_{S^1})$. Moreover, since $\gamma_{S^1} \mid I' = \gamma_{\phi_t(S^1)} \mid I'$, we have that $k_n$ converges uniformly to $f$ on $I$. By construction, $H_n$ is converging uniformly to 0 on $\gamma_{\phi_t(S^1)}(I)$, and $f$ vanishes on $I$, so $k_n = \psi_{\phi_t(S^1)} \cdot (H_n \circ \gamma_{\phi_t(S^1)})$ converges uniformly to $f$ on $I$ as well, and hence on all of $S^1$. Thus $(f, 0, f) = \lim (f_n, g_n, k_n) \in H^2(X)$, as claimed.

Now let $T \in E(X)$ and $\xi \in \mathcal{F}$. Then by the definition of $E(X)$, we have

$$a(f)T = T(\Gamma \otimes a(f)),$$

and thus $a(f)T_1 = (-1)^p(\xi)T_1 a(f)$. As usual, formulas written involving the parity hold for homogeneous vectors, and are extended linearly otherwise. Since $p(T) = p(\xi)$ by Proposition 4.3, the above equation yields

$$a(f)T_1 = (-1)^p(\xi)T_1 a(f),$$

(4.3)

Since $(f, 0, f) \in H^2(X)$ for every $f \in L^2(S^1)$ with supp $f \subset I'$, and $f \mapsto \overline{f}$ gives a bijection from functions supported in $I'$ to itself, we have $(f, 0, f) \in \overline{H^2(X)}$ for all such $f$. Thus by the definition of $E(X)$ we have

$$a(f)^*T_1 = (-1)^p(\xi)T_1 a(f)^*.$$  

(4.4)

Combining (4.3) and (4.4), we have $T_1 \in M(I)$ by Haag duality for the fermion net (Proposition 2.28).

Now let $\mathcal{A}(I) := (LV(I) \cup LV(I)^*)'' \subseteq M(I)$.

By (4.1), $\mathcal{A}(I)$ is a covariant subnet of $\mathcal{M}(I)$, and so to show that $\mathcal{A}(I) = \mathcal{M}(I)$ if suffices to show that $\mathcal{A}(I)\Omega$ is dense in $\mathcal{F}$ (by Proposition 2.30).

Let $X = (\phi_t, w, s, \psi, \gamma) \in \mathcal{D}(I)$, and let $T \in E(X)$ be nonzero. We will show that

$$W := \text{span}\{T_1\Omega : \xi \in \mathcal{F}\}$$

is dense in $\mathcal{F}$.

---

7 Here, we have used the notation that for $S \subseteq \mathcal{B}(H)$, $S'$ denotes the commutant of $S$, i.e. the algebra of all operators commuting with each element of $S$. If $S$ is closed under taking adjoints, then the von Neumann double commutant theorem says that $S''$ is the von Neumann algebra generated by $S$.  
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Let $J$ be an interval with $\gamma^{-1}_J(J)$ compactly contained in $S^1 \setminus \phi_t(S^1)$, and let $f$ be a continuous function supported in $J$. Let $h \in C(S^1)$ be such that $\psi_{S^1} \cdot (h \circ \gamma_{S^1}) = f$, so that $h$ is supported in $\gamma^{-1}_J(J)$. Let $H$ be the continuous function on $S^1 \cup \phi_t(S^1)$ obtained by defining $h$ to be 0 outside of $\gamma^{-1}_J(J)$.

By Mergelyan’s theorem, there exists a sequence of rational functions $H_n$ with poles at 0, $\infty$ and $w$ such that $H_n \to h$ uniformly on $S^1 \cup \phi_t(S^1)$. Let $(f_n, g_n, k_n) = \psi \cdot (H \circ \gamma) \in H^2(X)$. By construction $f_n \to f$ and $k_n \to 0$ uniformly.

Let $\xi \in F$. By the definition of $E(X)$, we have

$$a(f_n) T(\xi \otimes \Omega) - (-1)^{\nu(\xi)} T(\xi \otimes a(k_n)\Omega) = T(a(g_n)\xi \otimes \Omega).$$

Hence

$$a(f_n)T_{\xi} \Omega - (-1)^{\nu(\xi)} T_{\xi} a(k_n)\Omega = T_{\nu(g_n)}\xi \otimes \Omega.$$

The left-hand side converges to $a(f)T_{\xi} \Omega$ as $n \to \infty$. On the other hand, the right-hand side lies in $W$. Hence $\mathcal{W}$ is invariant under $a(f)$ for every continuous $f$ supported in $J$, and thus for any $f \in L^2(S^1)$ with the same support.

A similar argument shows that $\mathcal{W}$ is invariant under $a(f)^*$ where again $f \in L^2(S^1)$ is an arbitrary $L^2$ function supported in $J$. Thus $\mathcal{W}$ contains $\mathcal{M}(J)\Omega$, which is all of $F$ by the Reeh-Schlieder property (see [Was98, §15], or [CRL08, Thm. 1]). We conclude that $\mathcal{M}(J)\Omega = F$ and thus $A = \mathcal{M}$.

**Remark 4.5.** Using the notation of Figure 4.1, the conclusion of Theorem 4.4 can be depicted

$$\mathcal{M}(I) = \left\{ \begin{array}{l}
\xi \\
\xi \in F, \partial\text{-parametrizations}
\end{array} \right\},$$

which we refer to as a ‘geometric realization’ of the algebraic CFT $\mathcal{M}$.

### 4.2 Localized vertex operators for other vertex operator superalgebras

Let $(V, Y, \Omega, \nu, (\cdot, \cdot), \theta)$ be a simple unitary vertex operator superalgebra, with Hilbert space completion $\mathcal{H}$. Let $U : \text{Diff}^{NS}(S^1) \to U(\mathcal{H})$ be the positive energy representation of $\text{Diff}^{NS}(S^1)$ coming from the conformal vector $\nu$.

**Definition 4.6.** For $X = (\phi_t, t, w, s, \psi, \gamma) \in \mathcal{DP}$, we define $E(X; V)$ to be the one-dimensional vector space of (a priori unbounded) linear maps $\mathcal{H} \otimes \mathcal{H} \to \mathcal{H}$ spanned by

$$T(\xi \otimes \eta) = U(\tilde{\psi}_{S^1}, \gamma_{S^1}) Y(s^\lambda U(\tilde{\psi}_{w+sS^1}, \gamma_{w+sS^1})^* \xi, w)e^{-tL(\rho)}U(\tilde{\psi}_{\phi_t(S^1)}, \tilde{\gamma}_{\phi_t(S^1)})^* \eta,$$

where $\tilde{\gamma}_j$ and $\tilde{\psi}_j$ are given in terms of the standard boundary parametrization $(\psi_{st}, \gamma_{st})$ by

$$\tilde{\gamma}_j = \gamma_j^{-1} \circ \gamma_{j, st} \in \text{Diff}_+(S^1), \quad \text{and} \quad \tilde{\psi}_j = \frac{\psi_j}{\psi_{j, st} \circ \gamma^{-1}_j}.$$

This definition is characterized by the fact that when $X \in \mathcal{DP}_{st}$, $E(X)$ is spanned by the map

$$T(\xi \otimes \eta) = Y(s^\lambda \xi, w)e^{-tL(\rho)} \eta,$$

and the spaces satisfy the same diffeomorphism covariance property that the free fermion localized vertex operators enjoyed.

As before, for $\xi \in \mathcal{H}$, set $T_\xi(\eta) = T(\xi \otimes \eta)$ and set

$$LV(I; V) = \{ T_\xi : X \in \mathcal{DR}(I), T \in E(X; V), \xi \in \mathcal{H} \}.$$
By Proposition 2.15, elements of $E(X; V)$ are densely defined, but we do not have proof that they are bounded in general, or even that they extend to the algebraic tensor product $H \otimes_{alg} H$. However, the maps $T_\xi$ are densely defined for $\xi$ lying in a dense subspace.

In the case where $V$ is the free fermion $F^0$, however, $E(X; F^0)$ agrees with the one-dimensional space $E(X)$ from Section 3 by Theorem 3.21 and Proposition 3.6. The free fermion will be our motivating example for defining what it means for a unitary vertex operator superalgebra to have a ‘good’ theory of localized vertex operators.

**Definition 4.7.** Let $V$ be a simple unitary vertex operator superalgebra, and let $H$ be its Hilbert space completion. We say that $V$ has bounded localized vertex operators if

- Maps $T \in E(X; V)$ extend to bounded linear maps in $B(H \otimes H, H)$.
- For intervals $I$, if we set $A_V(I) := (LV(I; V) \cup LV(I; V)^*)_\nu$, then $A_V$ is a Fermi conformal net with conformal symmetry $U : \text{Diff}^+_{NS}(S^1) \to \mathcal{PU}(H_V)$ coming from the conformal vector $\nu$ of $V$.

Many of the required axioms of a Fermi conformal net are automatically satisfied once the maps $T \in E(X; V)$ are bounded, and so we give a set of sufficient conditions that one can check.

**Proposition 4.8.** Let $V$ be a simple unitary vertex operator superalgebra, let $U : \text{Diff}^+_{NS}(S^1) \to \mathcal{PU}(H_V)$ be the associated projective representation of $\text{Diff}^+_{NS}(S^1)$, and suppose that the following hold:

- Maps $T \in E(X; V)$ extend to bounded linear maps in $B(H \otimes H, H)$.
- The algebras $A_V(I) = (LV(I; V) \cup LV(I; V)^*)_\nu$ satisfy graded locality (i.e., when $I \cap J = \emptyset$, we have $[A_V(I), A_V(J)]_{\pm} = \{0\}$).
- $U(\psi, \gamma)$ commutes elementwise with $A(I)$ whenever $(\psi, \gamma) \in \text{Diff}^+_{NS}(I^\prime)$.

Then $A_V$ is a Fermi conformal net with conformal symmetry $U$.

**Proof.** The sets $LV(I; V)$ are $\mathbb{Z}/2\mathbb{Z}$-graded and satisfy $LV(I; V) \subset LV(J; V)$ when $I \subset J$, and the corresponding properties of $A_V$ are immediate consequences. Similarly $U(\psi, \gamma)LV(I; V)U(\psi, \gamma)^* = LV(\gamma(I); V)$, and diffeomorphism covariance of $A_V$ follows, given our assumption that $U(\psi, \gamma)$ commutes with $A_V(I)$ when $(\psi, \gamma) \in \text{Diff}^+_{NS}(I^\prime)$. Since we have also assumed that $A_V$ satisfies graded locality, the only thing to check is the vacuum axiom. Since $V$ is simple, $\Omega$ is the unique (up to scalar) vector fixed by $\text{Mob}^+_{NS}$. Fix an interval $I$, and let $K = \overline{A(I)\Omega}$. If $(\psi, \gamma) \in \text{Diff}^+_{NS}(I^\prime)$, then

$$U(\psi, \gamma)LV(I; V) = LV(I; V)U(\psi, \gamma) = LV(I; V).$$

Hence $U(\psi, \gamma)K \subseteq K$. By the Reeh-Schlieder property for the Virasoro nets, it follows that $U(\psi, \gamma)\Omega \in K$ for all $(\psi, \gamma) \in \text{Diff}^+_{NS}(S^1)$. Now from the definition of $LV(I; V)$, we can see that $K$ contains $Y(a, z)\Omega$ for all $a \in V$, for at least one $z \in \mathbb{D}$.

Since $K \subseteq \overline{A_V(S^1)\Omega}$, we have $Y(a, z)\Omega \in \overline{A_V(S^1)\Omega}$ for the same $a$ and $z$ as above. But $A_V(S^1)\Omega$ is clearly invariant under the rotation subgroup of $\text{Diff}^+_{NS}$, and thus is $\mathbb{Z}/2\mathbb{Z}$-graded. Thus when $a$ is homogeneous, we must have $a \in \overline{A_V(S^1)\Omega}$, which establishes that $\overline{A_V(S^1)\Omega} = \mathcal{H}$. □

**Remark 4.9.** The first two conditions in the statement of Proposition 4.8 are analogous to the conditions required in [CKLW18] to construct a conformal net; the first is analogous to energy boundedness, and the second to strong locality. We expect that it is not too difficult to show that the third condition holds automatically in the presence of the first two, but we will not discuss this question as the third condition is easily verified in all of our examples.

**Remark 4.10.** The fact that we have defined $A_V(I)$ to be generated by $LV(I; V) \cup LV(I; V)^*$ instead of just $LV(I; V)$ is an artifact of the fact that we have only considered a special class of degenerate annuli and pairs of pants lying in one-parameter families (see also the discussion in Section 4.3.1). If we were to instead define $LV(I; V)$ to be maps assigned to all degenerate pairs of pants we would have $LV(I; V) = LV(I; V)^*$.

Our next project is to show that the property of having bounded localized vertex operators is well-behaved with respect to tensor products and taking unitary subalgebras.

**Proposition 4.11.** Let $V_1$ and $V_2$ be simple unitary vertex operator superalgebras. Then $V_1 \otimes V_2$ has bounded localized vertex operators if and only if $V_1$ and $V_2$ do. In this case, $A_{V_1 \otimes V_2} = A_{V_1} \otimes A_{V_2}$. 
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Proof. Let $Y$ be the state-field correspondence for $V_1 \otimes V_2$, and let $Y^i$ be the state-field correspondence for $V_i$. By definition, we have $Y(\xi_1 \otimes \xi_2, x) = Y^1(\xi_1, x)Y^2(\xi_2, x)$ for homogeneous $\xi_i \in V_i$. If $X \in \mathcal{DP}(I)$ and $T \in E(X; V_1 \otimes V_2)$, we have $T_{\xi} \otimes \xi_2 = T_{\xi_1} \otimes T_{\xi_2}$. Thus the boundedness of elements of $LV(I; V_1 \otimes V_2)$ is equivalent to the boundedness of elements of $LV(I; V_1) \otimes LV(I; V_2)$, and we have $LV(I; V_1 \otimes V_2) \subseteq LV(I; V_1) \otimes LV(I; V_2)$.

First consider when $V_1$ and $V_2$ have bounded localized vertex operators. Then $A_{V_1 \otimes V_2}$ is a diffeomorphism covariant subnet of $A_{V_1} \otimes A_{V_2}$, and to check equality it suffices to show that $A_{V_1 \otimes V_2} = H_{V_1 \otimes V_2}$. This can be done just as in the proof of Proposition 4.8.

Now consider when $V_1 \otimes V_2$ has bounded localized vertex operators. The inclusion $A_{V_1 \otimes V_2}(I) \subseteq A_{V_1}(I) \otimes A_{V_2}(I)$ is clear, but it requires a small argument to establish the reverse inclusion. Let $H_i$ be the Hilbert space completion of $V_i$, and let $U_i$ be the projective representation of $\text{Diff}^{NS}(S^1)$ on $H_i$ obtained by integrating the representation of the Virasoro algebra coming from $V_i$. Let $K_i$ be the subspace of $H_i$ generated by $\Omega$ under $U_i$, and let

$$B_i(I) = \{U_i(\psi, \gamma) : (\psi, \gamma) \in \text{Diff}_+(I)\}.$$

Then $B_i(I)$ and $B_j(I)$ commute when $I$ and $J$ are disjoint (see [CKLW18, §3.2]).

Let $\mathcal{C}(I) \subseteq A_{V_1 \otimes V_2}(I)$ be the local algebra of the Virasoro subnet, given by

$$\mathcal{C}(I) = \{U_1(\psi, \gamma) \otimes U_2(\psi, \gamma) : (\psi, \gamma) \in \text{Diff}_+(I)\},$$

and observe that $\mathcal{C}(I) \subseteq B_1(I) \otimes B_2(I)$, and that $\mathcal{C}(I)$ commutes with $B_1(J) \otimes B_2(J)$ when $I$ and $J$ are disjoint.

We now set out to verify that $B_1(I) \otimes B_2(I) \subseteq A_{V_1 \otimes V_2}(I)$. Fix $X \in \mathcal{DP}(I)$, let $T \in E(X; V_1 \otimes V_2)$, and let $T_1, T_2$ be such that $T_1 \otimes T_2 = T \otimes \Omega$. From the definition of $E(X; V_1 \otimes V_2)$, $T_1 \Omega \otimes T_2 \Omega$ lies in $\mathcal{C}(S^1)(\Omega \otimes \Omega)$, whose finite energy vectors are the subrepresentation of the Virasoro algebra $L_{V_1 \otimes V_2}$ generated by the vacuum $\Omega \otimes \Omega$. Hence $T_1 \otimes T_2 \in \mathcal{C}(I)$ by Proposition 2.30, and thus $T_1 \otimes T_2 \in B_1(I) \otimes B_2(I)$. It is a standard, but non-trivial, fact about von Neumann algebras that we may now conclude $B_1(I) \subseteq B_1(I) \otimes B_2(I)$.

Now suppose that $Y \in \mathcal{DP}(J)$ for some interval $J$ disjoint from $I$, and let $S \in E(Y; V_1 \otimes V_2)$. Then writing $S_{\Omega \otimes \Omega} = S_1 \otimes S_2$, we have $S_1 \in B_1(J)$, as above, and thus $[S_1, T_1] = 0$. Now if we select $a, b \in V_1$, we have

$$T_{a \otimes \Omega} = \tilde{T}_1 \otimes \tilde{T}_2, \quad S_{b \otimes \Omega} = \tilde{S}_1 \otimes \tilde{S}_2$$

for some operators $\tilde{T}_1 \in LV(X, V_1)$ and $\tilde{S}_1 \in LV(Y, V_1)$. Since $V_1 \otimes V_2$ has bounded localized vertex operators, $T_{a \otimes \Omega}$ and $S_{b \otimes \Omega}$ supercommute. But since $T_2$ and $S_2$ are even and commute, and their product is nonzero, $\tilde{T}_1$ and $\tilde{T}_2$ supercommute as well. Since all elements of $LV(X, V_1)$ and $LV(Y, V_1)$ arise as above, and we may apply the same argument to the adjoints, we get that $A_{V_1}(I)$ and $A_{V_1}(J)$ supercommute elementwise. Applying the same argument to the second tensor factor shows that $A_{V_2}(I)$ and $A_{V_2}(J)$ also supercommute, and we conclude that the algebras $A_{V_1}(I)$ are graded local. The same argument can also be used to show that $A_{V_1}(I)$ commutes with $B_1(J)$ when $I$ and $J$ are disjoint, which completes the proof that both $V_1$ have bounded localized vertex operators, by Proposition 4.8.

\[ \square \]

**Theorem 4.12.** Let $V$ be a simple unitary vertex operator superalgebra with bounded localized vertex operators, and let $W$ be a unitary subalgebra. Then $W$ has bounded localized vertex operators.

**Proof.** First consider when $W$ is a conformal subalgebra; that is, when the conformal vector $\nu^V$ of $V$ lies in $W$. Let $e_W \in \mathcal{B}(H_V)$ be the projection onto $H_W$, the closure of $W$, and let

$$LV(I; V)_W = \{T : X \in \mathcal{DP}(I), T \in E(X; V), \xi \in H_W\}.$$

Since $W$ is a conformal subalgebra, $e_W$ commutes with all unitaries $U(\psi, \gamma)$ and with $e^{-tL(\rho)}$.

Let $X \in \mathcal{DP}(I)$ and let $T \in E(X; V)$. Recall that $T_\xi$ is given by the formula

$$T_\xi(\eta) = U(\psi_1, \gamma_1)Y(s^L a U(\psi_2, \gamma_2)^* \xi, w)e^{-tL(\rho)}U(\psi_3, \gamma_3)^* \eta$$

when $\xi \in U(\psi_2, \gamma_2)V$ and $\eta \in U(\psi_3, \gamma_3)V$, for some $(\psi_j, \gamma_j) \in \text{Diff}_+(S^1)$. By the super version of [CKLW18, Lem. 5.28], we have

$$e_W U(\gamma_1)Y(s^L a U(\gamma_2)^* \xi, w)e^{-tL(\rho)}U(\gamma_3)^* e_W \eta = U(\gamma_1)Y(s^L a U(\gamma_2)^* e_W \xi, w)e^{-tL(\rho)}U(\gamma_3)^* e_W \eta$$
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for all such $\xi$ and $\eta$, and

$$U(\gamma_1)Y(s^{L_0}U(\gamma_2)^*\xi, w)W e^{-tL(\rho)}U(\gamma_3)^* e\omega \eta = e\omega U(\gamma_1)Y(s^{L_0}U(\gamma_2)^* e\omega \xi, w)W e^{-tL(\rho)}U(\gamma_3)^* \eta$$

for $\xi \in U(\gamma_2)W$ and $\eta \in U(\gamma_3)W$.

Since $T \in E(X; V)$ is bounded by assumption, these relations extend to all of $H_V$ and $H_W$, we get

$$e\omega T_{\xi} e\omega = T_{e\omega \xi} e\omega = e\omega T_{e\omega \xi}$$

for all $\xi \in H_V$. Thus $LV(I; W) = e\omega LV(I; V)e\omega = e\omega LV(I; V)\omega$, so $LV(I; W)$ consists of bounded operators.

Let $B(I) = (LV(I; V)W \cup LV(I; V)\omega)^\omega$. It is clear that $B(I) \subset A_V(I)$ and that $B(J) \subset B(I)$ when $J \subset I$. For any $(\psi, \gamma) \in \text{Diff}^+_\text{NS}(S^1)$ we have $U(\psi, \gamma)LV(I; V)W U(\psi, \gamma)^* = LV(\gamma(I), V)\omega$, and thus $U(\psi, \gamma)B(I)U(\psi, \gamma)^* = B(\gamma(I))$. Hence $B$ is a covariant subnet of $A_V$.

Let

$$B(S^1) = \bigvee_{I \in \mathcal{I}} B(I)$$

be the von Neumann algebra generated by all $B$ local algebras assigned to intervals. Let $H_B = \overline{B(S^1)}\Omega$, so that $B$ is a Fermi conformal net on $H_B$ by Theorem 2.29. We will show that $H_B = H_W$ and that $B(I)e\omega = A_W(I)$, which will establish that $A_W(I)$ is a Fermi conformal net with conformal symmetry $e\omega W$.

Since elements of $LV(I; V)W$ commute with $e\omega$ by (4.5), we have $H_B \subset H_W$. Since $e\omega LV(I; V)e\omega = e\omega LV(I; V)W$ and $e\omega LV(I; V)^* e\omega = e\omega LV(I; V)\omega^*$, we have $e\omega A_V(I)e\omega = e\omega B(I)$ and thus

$$H_B = e\omega H_B \supset e\omega B(I)\Omega = e\omega A_V(I)\Omega = H_W.$$ 

Hence $H_B = H_W$, and thus we have a Fermi conformal net $e\omega B(I)$ on $H_W$ with conformal symmetry $e\omega U$. Moreover, since $LV(I; W) = e\omega LV(I; V)W$ and $LV(I; W)^* = e\omega LV(I; V)\omega^*$, we have $e\omega B(I) = A_W(I)$, which completes the proof when the inclusion $W \subset V$ is conformal.

Now consider when the inclusion $W \subset V$ is not conformal. Let $W = \{\xi_{(-1)} : \xi \in W, \eta \in W^c\} \subset V$.

By Proposition 2.21, $W$ is a unitary conformal subalgebra of $\mathcal{V}$, so by the above proof $\tilde{W}$ has bounded localized vertex operators. But by the same proposition, $\tilde{W}$ is unitarily equivalent to $W \otimes W^c$, so by Proposition 4.11, $\tilde{W}$ has bounded localized vertex operators as well. \qed

Theorem 4.4, combined with Proposition 2.26, says that the free fermion vertex operator algebra $\mathcal{F}^0$ has bounded localized vertex operators. We can use Proposition 4.11 and Theorem 4.12 to extend this to more examples.

**Theorem 4.13.** Let $W$ be a unitary subalgebra of $(\mathcal{F}^0)^\otimes_N$ for some $N \in \mathbb{Z}_{\geq 1}$. Then $W$ has bounded localized vertex operators.

**Proof.** By Proposition 4.11, $(\mathcal{F}^0)^\otimes_N$ has bounded localized vertex operators, and so by Theorem 4.12 the same is true of any unitary subalgebra. \qed

We are led naturally to ask which unitary vertex operator algebras can arise as unitary subalgebras of $(\mathcal{F}^0)^\otimes_N$. We have nothing approaching an exhaustive answer, but this class includes many important examples.

**Example 4.14** (The free boson). The free boson arises as the charge zero component of $\mathcal{F}^0$, a result which comprises one half of the fermion-boson correspondence (see [Kac98, §5.1-5.2]). The free boson is a unitary subalgebra of $\mathcal{F}^0$ since it is conformal (and in particular, $L_1$-invariant), and $\theta$-invariant, as $\theta$ exchanges the charge $M$ and charge $-M$ subspaces of $\mathcal{F}^0$.

**Example 4.15** (Sublattices of $\mathbb{Z}^N$). Given a positive definite integral lattice $\Lambda$, there is a corresponding simple vertex operator superalgebra $V_\Lambda$ (see [Kac98, §5.5]) which has a natural unitary structure ([DL14, Thm 4.12] and [AL17, Thm 2.9]). As discussed in [Kac98, Ex. 5.5a], $(\mathcal{F}^0)^\otimes_N$ is the vertex operator superalgebra corresponding to the lattice $\mathbb{Z}^N$. Given a sublattice $\Lambda \subset \mathbb{Z}^N$, one has an embedding of vertex operator superalgebras $V_\Lambda \subset (\mathcal{F}^0)^\otimes_N$. It is straightforward to check that if $\Lambda \subset \Lambda'$, then $V_\Lambda$ is a unitary subalgebra of $V_{\Lambda'}$ from explicit formulas for $\theta_L$ (see [AL17, Lem. 2.8], where $\theta$ is called $\phi$) and for $L_1$ (see the proof of [Kac98, Prop. 5.5]).
Example 4.16 (Many WZW models). Let $G$ be compact, simple, simply connected Lie group, and let $g$ be its complexified Lie algebra. Since the weight 1 subspace of $(F^0)^{\otimes N}$ contains a copy of $\mathfrak{u}(N)$ (see [Was98, §7] for an explicit construction), given a unitary representation $\pi: G \to \mathbb{C}^N$, we obtain an embedding of the affine vertex algebra $V_{g,\Delta_{\pi}} \to (F^0)^{\otimes N}$ at some level $\Delta_{\pi} \in \mathbb{Z}_{>0}$, called the Dynkin index of $\pi$. It is clear from the explicit formula for the action of the matrix units $(E_{ij})_{(-1)}$ on $(F^0)^{\otimes N}$ (see e.g. [Was98, §7]) that $V_{g,\Delta_{\pi}}$ is invariant under $\theta_F$. Since $V_{g,0}$ is generated by vectors with weight 1, it will automatically be invariant under $L_1$. Thus $V_{g,\Delta_{\pi}}$ is a unitary subalgebra of $(F^0)^{\otimes N}$.

For $k \in \mathbb{Z}_{>0}$, $V_{g,k,\Delta_{\pi}}$ is a unitary subalgebra of $V_{g,\Delta_{\pi}}^{\otimes k}$, and thus every $V_{g,k,\Delta_{\pi}}$ has bounded localized vertex operators. The smallest Dynkin indices $\Delta_k = \min_{\pi} \Delta_{\pi}$ for each $g$ are given in Figure 4.2 (see [Dyn52, Thm. 5] and [LS97, Prop. 2.6]). For more details on this construction, see the discussion at the beginning of [Pos03, §5.2].

\[
\begin{array}{cccccccc}
g & A_n & B_n & C_n & D_4 & E_6 & E_7 & E_8 & G_2 \\
\Delta_g & 1 & 2 & 1 & 2 & 6 & 12 & 60 & 6 & 2
\end{array}
\]

Figure 4.2: Minimal Dynkin indices for simple Lie algebras

Since the $D_n$ level 1 VOA comes from a sublattice of $\mathbb{Z}^n$, we have in fact shown that the $D_n$ VOAs have bounded localized vertex operators at all positive integer levels as a consequence of Example 4.15, instead of just at even ones as suggested by Figure 4.2. Of course, the $A_n$ and $C_n$ VOAs also have bounded localized vertex operators at every level as a consequence of Figure 4.2. We expect that all affine VOAs have bounded localized vertex operators.

Example 4.17 (Many (super) Virasoro models). If $c \in \mathbb{Z}_{\geq 1}$, then the Virasoro vertex operator algebra with central charge $c$ is a unitary subalgebra of $(F^0)^{\otimes c}$, and thus has bounded localized vertex operators. If $c$ lies in the discrete series, then the corresponding Virasoro VOA is realized as a subalgebra of $SU(2)_n \otimes SU(2)_1$ inside the unitary coset subalgebra $SU(2)_{n+1}^c$ (the Goddard-Kent-Olive construction [GKO86]). Thus the discrete series of Virasoro VOAs have bounded localized vertex operators, since $SU(2)_n \otimes SU(2)_1 \subset (F^0)^{\otimes 2n+2}$ is a unitary subalgebra. We get the same when $c$ is the sum of an integer and values in the discrete series of unitary Virasoro representations, and when $c$ is the central charge of a coset of one of the other examples given (and so on).

Similarly, the discrete series of $(N = 1)$ super Virasoro vertex operator algebras are realized in the coset of $SU(2)_{n+2} \subset SU(2)_n \otimes SU(2)_2$ (by [GKO86, §3], see also [CKL08, §6.4]), and so have bounded localized vertex operators. In [CHK+15, §5], it is shown that the discrete series of $N = 2$ super Virasoro VOAs can be embedded as unitary subalgebras of free fermions, and in a recent paper [MTY18], the $N = 4$ super conformal algebra with central charge $c = 6$ is realized as a unitary conformal subalgebra of $(F^0)^{\otimes 6}$.

Remark 4.18. The main results of [CKLW18] should generalize to the case of super VOAs and Fermi conformal nets without any major modification, and using the “super version” of that paper, one can prove that the Fermi conformal nets constructed via Theorem 4.13 from unitary subalgebras $V \subset (F^0)^{\otimes N}$ coincide with the CKLW nets (that is, the nets constructed in [CKLW18]). The free fermion Fermi conformal net is, by definition, generated by smeared generating fields for the free fermion vertex operator superalgebra, and so the CKLW free fermion net agrees with the one constructed from $F^0$ via Theorem 4.4. By [CKLW18, Cor. 8.2] and Proposition 4.11, the net constructed from $(F^0)^{\otimes N}$ agrees with the CKLW net. Now by the super version of [CKLW18, Thm. 7.1], unitary subalgebras of $(F^0)^{\otimes N}$ are strongly local, and the corresponding CKLW nets agree with the ones constructed from bounded localized vertex operators by the super version of [CKLW18, Thm. 7.4]. A direct proof that the even part of $(F^0)^{\otimes N}$ is strongly local will also appear in [CWX], which implies that any even unitary subalgebra of $(F^0)^{\otimes N}$ is strongly local by the results of [CKLW18].

We expect that the above discussion should apply to any simple unitary vertex operator superalgebra with bounded localized vertex operators. That is, we expect that such vertex operator superalgebras are energy bounded and strongly local, and that the Fermi conformal net arising from the bounded localized vertex operators is isomorphic to the CKLW net.
4.3 Further directions

The goal of this paper is to demonstrate that many Fermi conformal nets can be constructed geometrically from unitary vertex operator superalgebras via assigning values to some degenerate Riemann surfaces. In the interest of (relative) brevity, we have not attempted to develop a general theory of degenerate Riemann surfaces, or bounded localized vertex operators. In this section we will briefly discuss several directions for future research.

4.3.1 Relaxing the semigroup condition for fermions

Let $U \subset \mathbb{D}$ be a Jordan domain with $C^\infty$ boundary, and let $\phi : \mathbb{D} \rightarrow \bar{U}$ be a Riemann map. For our construction of Fermi conformal nets, it sufficed to assign bounded operators to degenerate annuli $\mathbb{D} \setminus U$ with the property that $\phi$ fit into a one-parameter semigroup fixing 0. This condition was essential to our proof, but it would be very surprising if it were anything other than a technical convenience. In the free fermion example, we saw that the boundedness of the operator assigned to the degenerate annulus is equivalent to being able to write $W_\phi$ as the sum of a contraction and a trace class operator. This, in turn, is equivalent to a condition on the decay of the approximation numbers

$$a_n(W_\phi) = \inf \{ \| W_\phi - F \| : \text{rank}(F) < n \}.$$  

When $U \subset \mathbb{D}$ is a Jordan domain with $C^\infty$ boundary and $\bar{U} \cap S^1 \neq \emptyset$, we have $\lim_{n \rightarrow \infty} a_n(W_\phi) = 1$, and the boundedness of the operator assigned to the degenerate annulus is equivalent to the condition $\prod_{n=1}^{\infty} a_n(W_\phi) < \infty$.

The $\phi$ with this property on the approximation numbers (relaxing the requirement that $\bar{U} \cap S^1 \neq \emptyset$) form a semigroup, and it is quite large. As a consequence of the results in this paper, it contains all one-parameter semigroups of $\phi$ with common fixed point lying in the open disk $\mathbb{D}$. At some point, we would like to show that this semigroup in fact contains all $\phi$ mapping onto Jordan domains with $C^\infty$ boundary by carefully analyzing the approximation numbers of $W_\phi$.

4.3.2 A general theory of Segal CFT for degenerate Riemann surfaces

Eventually, we would like to upgrade our construction of maps assigned to degenerate Riemann surfaces to a functorial field theory. That is, one should be able to precisely describe a bordism category of degenerate Riemann surfaces, and construct examples of field theories using this bordism category as a source. In the free fermion example, the maps that should be assigned to degenerate surfaces can be characterized via commutation relations with respect to a Hardy space, just as with the degenerate surfaces considered in this paper.

A related project is Henriques’ partial construction of extended 2d functorial conformal field theories from Riemann surfaces with cusps [Hen14]. Henriques uses a presentation of the category of complex bordisms which features a generator

$$\text{.}$$

In the language of our paper, this generator corresponds to a degenerate Riemann surface

$$\text{.}$$

(4.6)

We did not discuss degenerate surfaces of this type, but the results of this paper allow one to assign bounded maps to such a degenerate surface in the free fermion example as long as the maps corresponding

---

8 One might also call these the **singular values** of $W_\phi$, but this term is sometimes reserved for compact operators.
to the individual annuli

\[ (4.7) \]

are bounded.

We briefly sketch a proof of this fact, which is similar to the proof of boundedness of operators assigned to degenerate pairs of pants in Theorem 3.21.

Given a degenerate Riemann surface such as the one in (4.6), write it as \( D \setminus (\phi_1(\bar{D}) \cup \phi_2(\bar{D})) \) for Riemann maps \( \phi_i \). If both annuli \( D \setminus \phi_i(\bar{D}) \) have associated bounded operators, then it must be that \( \prod_{n=1}^{\infty} a_n(W_{\phi_i}) < \infty \) for \( i = 1, 2 \). Equivalently, this means that each \( W_{\phi_i} \) can be written as the sum of a contraction and a trace class operator.

Now if we set \( W\xi = (W_{\phi_1}\xi, W_{\phi_2}\xi) \), we have

\[
WW^* = \begin{pmatrix}
W_{\phi_1}W_{\phi_1}^* & W_{\phi_1}W_{\phi_2}^*
W_{\phi_2}W_{\phi_1}^* & W_{\phi_2}W_{\phi_2}^*
\end{pmatrix}.
\]

Since \( \phi_1(S^1) \cap \phi_2(S^1) = \emptyset \), it is straightforward to check that the off-diagonal entries of \( WW^* \) are trace class (in fact, they are integral operators with a smooth kernel). On the other hand, \( W_{\phi_i}W_{\phi_i}^* \) can be written as the sum of a contraction and a trace class, so the same is true of \( WW^* \), and hence \( W \). Thus \( W \oplus W \) defines an admissible operator in \( B(H, H \oplus H) \), where \( H = L^2(S^1) \) and admissibility is understood with respect to the Hardy space projections \( p \) and \( p \oplus p \).

Arguing as in Section 3.2, one may show that the adjoint of the operator which should be assigned to the degenerate surface in (4.6) is the implementing operator associated to \( (W \oplus W, \hat{\Omega}) \), for a vector \( \hat{\Omega} \) which is assigned to a non degenerate Riemann surface by the free fermion Segal CFT. Boundedness now follows as in Theorem 3.21.

4.3.3 More examples and constructions

While the class of vertex operator superalgebras which can be embedded unitarily in \( (V^0)^\otimes N \) is quite large, there are important examples for which we do not know of such an embedding. Most notably, the lists of lattice, WZW and Virasoro models discussed in Examples 4.15, 4.16 and 4.17 are incomplete. Ideally, we would like a general argument for each of the three cases.

It would also be desirable to show that the property of having bounded localized vertex operators is preserved under additional operations, for example “nice” extensions. In order to prove anything about localized vertex operators for extensions, we would require a broader notion of localized vertex operators which includes module and intertwining operators.

4.3.4 Modules and intertwining operators

In this paper we only considered operators assigned to degenerate Riemann surfaces in the vacuum sector, and we saw that the operators that should be assigned were related to vertex operators. To assign operators to degenerate Riemann surfaces with boundary components labeled by sectors, we would need to generalize our results to intertwining operators. Bounded localized intertwining operators will play an important role in relating the tensor product of VOA modules with the tensor product of representations of the associated conformal net, in the same way that Wassermann used the boundedness of certain smeared intertwining operators in his proof of the fusion rules for the \( SU(N)_k \) conformal nets in [Was98]. We begin the study of bounded localized intertwining operators in the sequel article [Ten18].

5 Implementing operators

Consider the following general scenario. Let \( H \) and \( K \) be separable Hilbert spaces, and let \( p \) and \( q \) be projections on \( H \) and \( K \), respectively. Assume that \( pH \) and \( (1-p)H \) are infinite dimensional. With this data, we can form the Fock spaces \( \mathcal{F}_H,p \) and \( \mathcal{F}_K,q \), which carry representations of \( \text{CAR}(H) \) and \( \text{CAR}(K) \), respectively.
Fix an orthonormal basis \( \{ \xi_i \}_{i \in \mathbb{Z}} \) for \( H \), and assume that \( \xi_i \in pH \) when \( i \geq 0 \), \( \xi_i \in (1-p)H \) when \( i < 0 \). Such a basis for \( H \) is said to be compatible with \( p \). Recall that if \( I = \{ i_1, \ldots, i_n \} \subset \mathbb{Z} \) with \( i_1 < i_2 < \cdots < i_n \), and if \( \{ \psi_i \} \subset H \) is a family of vectors indexed by \( I \), then we write
\[
a(\psi_I) = a(\psi_{i_1}) \cdots a(\psi_{i_n}) \in \text{CAR}(H). \tag{5.1}
\]

The Fock space \( \mathcal{F}_{H,p} \) has an orthonormal basis \( a(\xi) a(\xi)^\ast \Omega_p \), where \( I \) runs over finite subsets of \( \mathbb{Z}_{\geq 0} \) and \( J \) runs over finite subsets of \( \mathbb{Z}_{< 0} \).

**Definition 5.1.** Let \( H, K, p, q, \) and \( \xi_i \) be as above. Let \( r \in \mathcal{B}(H, K) \) and \( \hat{\Omega} \in \mathcal{F}_{K,q} \). Then the implementing operator associated to \((r, \hat{\Omega})\) is the densely defined linear map \( R : \mathcal{F}_{H,p} \rightarrow \mathcal{F}_{K,q} \) given by
\[
R a(\xi) = a(r \xi) \hat{\Omega} = a(r \xi)^\ast \hat{\Omega}. 
\]

We now set out to establish a sufficient condition for an implementing operator to be bounded.

**Definition 5.2.** Let \( H \) and \( K \) be Hilbert spaces, and let \( p \) and \( q \) be projections on \( H \) and \( K \), respectively. For \( r \in \mathcal{B}(H, K) \), define the diagonal expectation of \( r \) by \( E(r) = qr + (1 - q)r(1 - p) \). The class of admissible operators \( \mathcal{A}(H, K) \) is defined to be those \( r \in \mathcal{B}(H, K) \) with \( qr(1 - p) \) trace class, and which have the property that there exist \( a, x \in \mathcal{B}(H, K) \) with \( \|a\| \leq 1 \) and \( x \) trace class such that \( E(r) = a + x \).

In other words, if we think of elements of \( \mathcal{B}(H, K) \) as \( 2 \times 2 \) matrices with respect to the decompositions \( pH \oplus (1-p)H \) and \( qK \oplus (1-q)K \), then for \( r \in \mathcal{B}(H, K) \) to be admissible we require the top right entry of \( r \) to be trace class, and the diagonal entries to have a decomposition as (contraction) + (trace class).

Definition 5.2 depends on the projections \( p \) and \( q \), which we omit from the notation as they will remain fixed in our applications.

In a moment, we will give Theorem 5.3, the main result of Section 5 which partially characterizes boundedness of implementing maps in terms of admissibility. First, we need to briefly recall some facts about the representation theory of the CAR algebra (see Section 2.1.1).

Let \( q' \in \mathcal{B}(K) \) be a projection, and assume that \( q' - q \) is Hilbert-Schmidt. Then there is a unique up-to-scalar vector \( \Omega_{q'} \in \mathcal{F}_{K,q} \) such that
\[
a(f) \hat{\Omega}_{q'} = a(g)^\ast \hat{\Omega}_{q'} = 0 \tag{5.2}
\]
for every \( f \in q'K \) and every \( g \in (1-q')K \). When \( q' = q \), then \( \hat{\Omega}_{q'} \) is just the ordinary vacuum vector \( \Omega_q \in \mathcal{F}_{K,q} \).

**Theorem 5.3.** Let \( H \) and \( K \) be separable Hilbert spaces, and let \( p \) and \( q \) be projections on \( H \) and \( K \), respectively, with \( pH \oplus (1-p)H \) infinite dimensional. Let \( \{ \xi_i \}_{i \in \mathbb{Z}} \) be an orthonormal basis for \( H \) which is compatible with \( p \). Let \( r \in \mathcal{B}(H, K) \), and assume that \( qr(1-p) \) is trace class. Let \( q' \) be a projection on \( K \) with \( q' - q \) trace class, and let \( \Omega_{q'} \in \mathcal{F}_{K,q} \) be a non-zero vector satisfying (5.2). Then the implementing operator associated to \((r, \hat{\Omega}_{q'})\) is bounded if and only if \( r \in \mathcal{A}(H, K) \).

We will prove Theorem 5.3 with several lemmas giving operations under which the boundedness of the implementer for \((r, \hat{\Omega})\) is preserved.

First, we check that the boundedness of the implementing operator is independent of the choice of basis used to define it.

**Proposition 5.4.** Let \( H, K, p, q \) be as in Theorem 5.3, and let \( \hat{\Omega} \in \mathcal{F}_{K,q} \) and \( r \in \mathcal{B}(H, K) \) be arbitrary. Then the boundedness of the implementing operators associated to \((r, \hat{\Omega})\) is independent of the choice of basis \( \xi_i \). When the implementing operators for two choices of bases are bounded, then their extensions to \( \mathcal{F}_{H,p} \) coincide.

**Proof.** Let \( \xi_i^{(1)} \) and \( \xi_i^{(2)} \) be two orthonormal bases for \( H \), and densely define linear maps \( R^{(1)} \) and \( R^{(2)} \) by
\[
R^{(m)} a(\xi^{(m)}_i) \hat{\Omega}_p = a(r \xi^{(m)}_i)^\ast \hat{\Omega}.
\]
Assume that \( R^{(1)} \) extends to a bounded map on all of \( \mathcal{F}_{H,p} \). Fix finite subsets \( I \subset \mathbb{Z}_{\geq 0} \) and \( J \subset \mathbb{Z}_{< 0} \), and write
\[
a(\xi^{(2)}_i) a(\xi^{(1)}_i)^\ast \hat{\Omega}_p = \sum_{I', J'} c_{I', J'} a(\xi^{(1)}_{i'}) a(\xi^{(2)}_{i'})^\ast \hat{\Omega}_p.
\]
where \( I' \) runs over finite subsets of \( \mathbb{Z}_{\geq 0} \), \( J' \) runs over finite subsets of \( \mathbb{Z}_{< 0} \), and \( c_{I', J'} \in \mathbb{C} \). Then we have

\[
a(r \xi_{j}^{(2)}) a(r \xi_{j}^{(2)})^* \hat{\Omega} = \sum_{I', J'} c_{I', J'} a(r \xi_{j}^{(1)}) a(r \xi_{j}^{(1)})^* \hat{\Omega}
\]

for the same coefficients \( c_{I', J'} \). We can now calculate

\[
R^{(1)} a(\xi_{j}^{(2)}) a(\xi_{j}^{(2)})^* \Omega_p = R^{(1)} \sum_{I', J'} c_{I', J'} a(\xi_{j}^{(1)}) a(\xi_{j}^{(1)})^* \Omega_p
\]

\[
= \sum_{I', J'} c_{I', J'} a(r \xi_{j}^{(1)}) a(r \xi_{j}^{(1)})^* \hat{\Omega}
\]

\[
= a(r \xi_{j}^{(2)}) a(r \xi_{j}^{(2)})^* \hat{\Omega}
\]

\[
= R^{(2)} a(\xi_{j}^{(2)}) a(\xi_{j}^{(2)})^* \Omega_p.
\]

Since \( R^{(1)} \) and \( R^{(2)} \) agree on a basis, \( R^{(2)} \) is also bounded and \( R^{(1)} = R^{(2)} \).

**Lemma 5.5.** Let \( H, K, p, q, \xi_i \) be as in Theorem 5.3, and let \( r \in B(H, K) \) and \( \hat{\Omega} \in F_{K, \alpha} \) be arbitrary. Let \( x \in B(H, K) \) be a trace class operator with \( xp = 0 \). Then the implementer associated to \( (r, \hat{\Omega}) \) is bounded if and only if the implementer associated to \( (r + x, \hat{\Omega}) \) is.

**Proof.** Let \( R \) be the implementer assigned to \( (r, \hat{\Omega}) \), and let \( T \) be the implementer assigned to \( (r + x, \hat{\Omega}) \). Assume that \( R \) defines a bounded operator, and we will prove that \( T \) is bounded as well. By Proposition 5.4, we can choose any orthonormal basis \( \xi_i \) for \( H \) to define \( R \) and \( T \) with respect to, as long as \( \xi_i \in pH \) when \( i \geq 0 \) and \( \xi_i \in (1 - p)H \) when \( j < 0 \).

Since \( xp = 0 \) and \( x \) is compact, the singular value decomposition of \( x \) yields an orthonormal basis \( \{\xi_i\}_{i < 0} \) for \( (1 - p)H \), an orthonormal set \( \{\eta_i\}_{i < 0} \subset K \), and scalars \( \lambda_i \in \mathbb{C} \) with \( x \xi_i = \lambda_i \eta_i \). Moreover, since \( x \) is trace class we have \( \sum |\lambda_i| < \infty \). Extend \( \xi_i \) to an orthonormal basis \( \{\xi_i\}_{i \in \mathbb{Z}} \) for \( H \).

For \( L \subset \mathbb{Z}_{< 0} \) a finite subset, set \( \lambda_L = \prod_{\xi \in L} \lambda_\xi \). Recall that if we have \( L = \{\xi_1, \ldots, \xi_n\} \) with \( \xi_1 < \cdots < \xi_n \), and if \( \{\psi_j\}_{j \in L} \) is a family of vectors indexed by \( L \), then we set

\[
a(\psi_L) = a(\psi_{\xi_1}) \cdots a(\psi_{\xi_n}).
\]

We will now show that

\[
T = \sum_{L \subset \mathbb{Z}_{< 0}} \lambda_L a(\eta_L) Ra(\xi_L)^* \Omega_p
\]

where the sum runs over finite subsets \( L \). Since \( \|a(\eta_L)^*\| = \|a(\xi_L)\| = 1 \),

\[
\sum_{L \subset \mathbb{Z}_{< 0}} \|\lambda_L a(\eta_L) Ra(\xi_L)^*\| \leq \|R\| \sum_{L} |\lambda_L| = \|R\| \prod_{i \in \mathbb{Z}_{< 0}} (1 + |\lambda_i|),
\]

and so the right-hand side of (5.3) converges absolutely in norm. Thus to verify (5.3), and in particular that \( T \) is bounded, it suffices to check that both sides agree when applied to basis vectors \( a(\xi_i) a(\xi_j)^* \Omega \), where \( J \subset \mathbb{Z}_{< 0} \) and \( I \subset \mathbb{Z}_{\geq 0} \) are finite sets.

For \( J \subset \mathbb{Z} \) a finite subset, \( \{\psi_j\}_{j \in J} \) a family of vectors and \( L \subset J \), let \( \epsilon_{L, J} \in \{\pm 1\} \) be such that

\[
a(\psi_L) = \epsilon_{L, J} a(\psi_{J\setminus L}).
\]

Note that \( \epsilon_{L, J} \) is independent of the \( \psi_j \). With this notation, for \( J \subset \mathbb{Z}_{< 0} \) and \( I \subset \mathbb{Z}_{\geq 0} \) finite subsets we have

\[
T a(\xi_j) a(\xi_j)^* \Omega_p = a((r + x) \xi_j) a(r \xi_j)^* \hat{\Omega}
\]

\[
= \sum_{L \subset J} \epsilon_{L, J} a(x \xi_L) a(r \xi_{J \setminus L}) a(r \xi_j)^* \hat{\Omega}
\]

\[
= \sum_{L \subset J} \epsilon_{L, J} a(x \xi_L) Ra(\xi_{J \setminus L}) a(\xi_j)^* \Omega_p
\]

\[
= \sum_{L \subset J} \lambda_L a(\eta_L) Ra(\xi_L)^* a(\xi_j) a(\xi_j)^* \Omega_p
\]

\[
= \left( \sum_{L \subset \mathbb{Z}_{< 0}} \lambda_L a(\eta_L) Ra(\xi_L)^* \right) a(\xi_j) a(\xi_j)^* \Omega_p.
\]
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In the last equality, we used that \( a(\xi_L)^*a(\xi_j)a(\xi_i)^*\Omega_p = 0 \) when \( L \subset \mathbb{N}_0 \) but \( L \not\subset J \). This establishes (5.3) and completes the proof.

The next lemma establishes Theorem 5.3 in the case where the \( \hat{\Omega}_q = \Omega_q \), the vacuum vector in \( \mathcal{F}_{K,q} \).

**Lemma 5.6.** Let \( H, K, p, q, \) and \( \xi \) be as in Theorem 5.3. Let \( r \in \mathcal{B}(H, K) \) and assume that \( qr(1-p) \) is trace class. Then the implementer \( R \) associated to \( (r, \Omega_q) \) is bounded if and only if \( r \in \mathcal{A}(H, K) \).

**Proof.** We must show that \( R \) is bounded if and only if \( qr + (1-q)r(1-p) = E(r) \) can be written as the sum of a contraction plus a trace class.

Recall that \( R \) is given by the formula

\[
Ra(\xi_j)a(\xi_i)^*\Omega_p = a(r\xi_j)a(r\xi_i)^*\Omega_q
\]

(5.4)

where as usual \( J \) is a finite subset of \( \mathbb{N}_0 \) and \( J \) is a finite subset of \( \mathbb{N}_0 \). Since \( a(g)^*\Omega_q = 0 \) when \( g \in (1-q)K \), one can see that \( R \) is independent of \( (1-q)rp \), and so we assume without loss of generality that \( (1-q)rp = 0 \).

By Lemma 5.5 and the assumption that \( qr(1-p) \) is trace class, the boundedness of (5.4) is unchanged by subtracting off \( qr(1-p) \). Thus it suffices to prove the lemma under the assumption that \( r \) is block diagonal, i.e. that \( r = E(r) = qr + (1-q)r(1-p) \).

There is a natural unitary \( U_H : \mathcal{F}_{H, p} \rightarrow \Lambda(1-p)H \otimes \Lambda p H \) given by

\[
U_Ha(\xi_j)a(\xi_i)^*\Omega_p = a(\xi_j)\Omega \otimes a(\xi_i)^*\Omega
\]

for \( J \subset \mathbb{N}_0 \) and \( I \subset \mathbb{N}_0 \) finite subsets. Here, we are thinking of \( \Lambda(1-p)H = \mathcal{F}_{1-p, H, 0} \), and \( \Lambda p H = \mathcal{F}_{p, H, 1, 0} \), when we write the actions of \( \text{CAR}(pH) \) and \( \text{CAR}((1-p)H) \) on these spaces. Thus \( a(\xi_j)\Omega \) gives an orthonormal basis for \( \Lambda(1-p)K \) indexed by finite subsets \( J \subset \mathbb{N}_0 \), and \( a(\xi_i)^*\Omega \) gives an orthonormal basis for \( \Lambda p K \) indexed by finite subsets \( I \subset \mathbb{N}_0 \).

Let \( U_K : \mathcal{F}_{K, q} \rightarrow \Lambda(1-q)K \otimes \Lambda q K \) be the unitary given by

\[
U_Ka(\psi_j)a(\psi_i)^*\Omega_q = a(\psi_j)\Omega \otimes a(\psi_i)^*\Omega
\]

for all finite families of vectors \( \{\psi_i\}_{i \in I} \subset qK \) and \( \{\psi_j\}_{j \in J} \subset (1-q)K \).

Since \( r \) is block diagonal, we have \( U_KRU_H^* = R_- \otimes R_+ \), where \( R_- : \Lambda(1-p)H \rightarrow \Lambda(1-q)K \) and \( R_+ : \Lambda p H \rightarrow \Lambda q K \) are given by

\[
R_-a(\xi_j)\Omega = a((1-q)r(1-p)\xi_j)\Omega; \quad R_+a(\xi_i)^*\Omega = a(qrp\xi_i)^*\Omega
\]

for finite subsets \( J \subset \mathbb{N}_0 \) and \( I \subset \mathbb{N}_0 \).

Thus to complete the proof we must show that \( R_- \otimes R_+ \) is bounded if and only if \( r \) can be written as a sum of a contraction plus a trace class, or equivalently if \( (1-q)r(1-p) \) and \( qr \) can both be written as the sum of a contraction plus a trace class. We will prove that \( R_- \) is bounded if and only if \( (1-q)r(1-p) \) can be written as contraction plus trace class, and the corresponding statement for \( R_+ \) and \( qr \) is identical.

We begin with a small piece of notation. If \( L_1 \) and \( L_2 \) are Hilbert spaces, and \( t \in \mathcal{B}(L_1, L_2) \), we will write \( \Lambda(t) : \Lambda(L_1) \rightarrow \Lambda(L_2) \) for the densely defined operator given on finite wedge products by

\[
\Lambda(t)(\psi_1 \wedge \cdots \wedge \psi_n) = t\psi_1 \wedge \cdots \wedge t\psi_n.
\]

Note that \( \Lambda(t) \) is the restriction of

\[
\bigoplus_{n=0}^{\infty} \otimes^n \in \bigoplus_{n=0}^{\infty} \mathcal{B}(L_1 \otimes^n, L_2 \otimes^n)
\]

to an invariant subspace, so \( \|\Lambda(t)\| \leq 1 \) when \( \|t\| \leq 1 \). However, \( \Lambda(t) \) can be bounded even when \( t \) is not a contraction.

To simplify notation, let \( H' = (1-p)H, K' = (1-q)K \), and \( s = (1-q)r(1-p) \in \mathcal{B}(H', K') \). In this notation, \( R_- = \Lambda(s) \), and we must show that \( R_- \) is bounded if and only if \( s \) can be written as the sum of a contraction and a trace class operator.

Note that \( \mu \) is the restriction of
Hence \( x \) with was to be shown.

is trace class as well.

associated to \(( qr \) is then reduced to showing that, under the assumption that \( u \in \mathcal{A} \), Let \( q \) is bounded if and only if the implementer associated to \(( qr, \Omega_q \) has the property that \( s \) is bounded. and so \( R_\cdot \) is bounded.

Now assume that \( R_\cdot \) is bounded, and we will prove that \( s \) can be written as the sum of a contraction and a trace class operator. Let \( s = u |s| \) be the polar decomposition, and observe that \( \Lambda(|s|) = \Lambda(u^*) \Lambda(s) \), and thus \( \Lambda(|s|) \) is bounded. Note that \( \Lambda(|s|) = |\Lambda(s)| \geq 0 \). Let \( p_{\leq 1} \) be the spectral projection for \(|s| \) corresponding to the interval \([0, 1] \), and let \( p_{> 1} = 1 - p_{\leq 1} \). Observe that \( b := |s| p_{\leq 1} + p_{> 1} \) is a contraction, and let \( x = |s| - b \). Then \( x \) is supported on \( p_{> 1} H' \), and \( x \geq 0 \).

Let \( \psi_1, \ldots, \psi_n \in p_{> 1} H' \) be an arbitrary orthonormal family. Then we have

\[
\| \Lambda(|s|) \| \geq \langle \Lambda(|s|) \psi_1 \wedge \cdots \wedge \psi_n, \psi_1 \wedge \cdots \wedge \psi_n \rangle = \langle \Lambda(x + 1) \psi_1 \wedge \cdots \wedge \psi_n, \psi_1 \wedge \cdots \wedge \psi_n \rangle = \sum_{L \subseteq \{1, \ldots, n\}} \det(\langle x \psi_i, \psi_j \rangle)_{i,j \in L} \geq \sum_{j=1}^{n} \langle x \psi_j, \psi_j \rangle.
\]

Hence \( x \) is trace class, with \( \|x\|_1 \leq \|\Lambda(|s|)\| \). We have therefore produced a decomposition \( |s| = b + x \) with \( \|b\| \leq 1 \) and \( x \) trace class. It follows that \( s = ub + ux \) is a decomposition of the same type, which was to be shown.

\( \square \)

**Lemma 5.7.** Let \( H, K, p, q \) and \( \xi_i \) be as in Theorem 5.3. Let \( r \in \mathcal{B}(H, K) \), and assume that \( qr(1 - p) \) is trace class. Let \( q' \) be a projection on \( K \) with \( q - q' \) trace class. Then the implementer associated to \(( r, \Omega_q \) is bounded if and only if the implementer associated to \(( r, \Omega_{q'} \) is.

**Proof.** Let \( R \) be the implementer associated to \(( r, \Omega_{q'} \).

Let \( u \in \mathcal{U}_{c_{\infty}}(K,q) \) be a unitary with \( q' = uqu^* \), and let \( U \in \mathcal{U}(\mathcal{F}_K,q) \) be the image of \( u \) under the basic representation (see Secion 2.1.1). Then \( U\Omega_q = \Omega_{q'} \) and \( Ua(f)U^* = a(uf) \) for all \( f \in K \).

Then we see that

\[
R a(\xi_j) a(\xi_j) (r \xi_j) (r \xi_j) = a(r \xi_j) a(r \xi_j) U\Omega_q = Ua(u r \xi_j) a(u r \xi_j) \Omega_{q'}.
\]

Thus \( R \) is bounded if and only if the implementer associated to \(( u^* r, \Omega_q \) is bounded. Our problem is then reduced to showing that, under the assumption that \( qr(1 - p) \) is trace class, the implementer associated to \(( r, \Omega_q \) is bounded if and only if the implementer associated to \(( u^* r, \Omega_q \) is bounded, where \( u \in \mathcal{U}(K) \) has the property that \( uqu^* - q \) is trace class.

By Lemma 5.6, it suffices to show that if \( r \in \mathcal{A}(H, K) \), then \( u^* r \in \mathcal{A}(H, K) \) as well. Assume that \( r \in \mathcal{A}(H, K) \). Then \( qr(1 - p) \) is trace class, and by assumption \([q, u^*] = u^*(uqu^* - q) \) is as well. Hence

\[
qu^* r(1 - p) = u^* qr(1 - p) + [q, u^*] r(1 - p)
\]

is trace class as well.

Similarly, we have

\[
E(u^* r) = qu^* rp + (1 - q) u^* r(1 - p) = u^* (qr p + (1 - q) r(1 - p)) + [q, u^*] r(2p - 1)
\]

49
and since since $E(r)$ can be written as the sum of a contraction and a trace class operator, so can $E(u^*r)$. This establishes that $u^*r \in \mathcal{A}(H, K)$, and completes the proof.

We can now assemble the above lemmas to give a short proof of Theorem 5.3.

Proof of Theorem 5.3: By Lemma 5.7, the implementer associated to $(r, \hat{\Omega}_q)$ is bounded if and only if the implementer associated to $(r, \Omega_q)$ is bounded, and by Lemma 5.6, this implementer is bounded if and only if $r \in \mathcal{A}(H, K)$.
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