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ABSTRACT. We study ancient solutions of polynomial growth to both continuous-time and discrete-time heat equations on graphs with unbounded Laplacians. We generalize Colding and Minicozzi’s theorem [CM19] on manifolds, and the result [Hua19] on graphs with normalized Laplacians to the setting of graphs with unbounded Laplacians: For a graph admitting an intrinsic metric, which has polynomial volume growth, the dimension of the space of ancient solutions of polynomial growth is bounded by the dimension of harmonic functions with the same growth up to some factor.

1. Introduction

Let $M$ be a complete, noncompact Riemannian manifold without boundary. For any $k > 0$, we denote by $\mathcal{H}_k(M)$ the space of harmonic functions of polynomial growth with the growth rate at most $k$, i.e., $f \in \mathcal{H}_k(M)$ if $\Delta f = 0$ and there exist $p \in M$ and a constant $C_f$, depending on $f$, such that
\[
\sup_{x \in B_R(p)} |f(x)| \leq C_f (1 + R)^k, \quad \forall R > 0,
\]
where $B_R(p)$ denotes the ball of radius $R$ centered at $p$.

For a Riemannian manifold $M$ with nonnegative Ricci curvature, Yau [Yau75] proved the Liouville theorem that any positive harmonic function on $M$ is constant. Yau conjectured that for any $k > 0$ the space $\mathcal{H}_k(M)$ is a finite-dimensional linear space, see e.g. [Yau87, Yau93]. This conjecture was settled in [CM97a], see also [CM97b, CM98b, CM98a, Li97, CCM95, LT89] for related results.

A natural generalization is to consider ancient solutions, defined on the time interval $(-\infty, 0]$, of polynomial growth to heat equations. For a Riemannian manifold $M$ and $k > 0$, we denote by $\mathcal{P}_k(M)$ the space of ancient solutions $u(x, t)$ satisfying that there exist $p \in M$ and a constant $C_u > 0$ such that
\[
\sup_{B_R(p) \times [-R^2, 0]} |u| \leq C_u (1 + R)^k, \quad \forall R > 0.
\]
Calle [Cal06, Cal07] initiated the study of dimensional bounds for $\mathcal{P}_k(M)$. For an $n$-dimensional Riemannian manifold $M$ with nonnegative Ricci curvature, Lin and Zhang [LZ17] proved that
\[
\dim \mathcal{P}_k(M) \leq C(n)k^{n+1}, \quad k \geq 1.
\]
Recently, Colding and Minicozzi [CM19] proved the following general result, which yields the improvement of Lin and Zhang’s result,
\[
\dim \mathcal{P}_k(M) \leq C(n)k^n, \quad k \geq 1.
\]

Theorem 1.1 ([CM19]). If $M$ has polynomial volume growth, i.e. there exist $p \in M$ and constants $C, d_V$ such that
\[
\operatorname{Vol}(B_R(p)) \leq C(1 + R)^{d_V}, \quad \forall R > 0,
\]
where Vol denotes the Riemannian volume, then
\[
\dim \mathcal{P}_{2k}(M) \leq (k+1) \dim \mathcal{H}_{2k}(M), \quad \forall k \geq 1.
\]

Harmonic functions of polynomial growth on graphs have been extensively studied by many authors, e.g., [Del98, Kle10, ST10, Tao, HJL13, HLLY14, BDC15, HJL15, HJ15b, HJ15a, MPTY17]. For ancient solutions of heat equations on graphs, the author [Hua19] generalized Colding and Minicozzi’s theorem, Theorem 1.1, to graphs with normalized Laplacians, see the definition below. In this paper, we extend the result to the more general setting of graphs with (possibly) unbounded Laplacians.

We recall the setting of weighted graphs. Let \((V, E)\) be a locally finite, simple, undirected graph. Two vertices \(x, y\) are called neighbours, denoted by \(x \sim y\), if there is an edge connecting \(x\) and \(y\), i.e. \(\{x, y\} \in E\). A graph is called connected if for all \(x, y \in V\), there are vertices \(z_i, 0 \leq i \leq n\), such that \(x = z_0 \sim ... \sim z_n = y\). We always assume that the graph \((V, E)\) is connected. Let \(w : E \to (0, \infty), \{x, y\} \mapsto w_{xy} = w_{yx}\), be an edge weight function, and \(m : V \to (0, \infty), x \mapsto m_x\) be a vertex weight function. We denote by \(\ell^2(V, m)\) the space of \(\ell^2\)-summable functions on \(V\) with respect to the discrete measure \(m\).

For any \(\Omega \subset V\), we denote by \(m(\Omega) := \sum_{x \in \Omega} m(x)\) the \(m\)-measure of \(\Omega\). We call the quadruple \(G = (V, E, m, w)\) a weighted graph. There are no relation between the weights, \(w\) and \(m\), a priori.

For a weighted graph \(G = (V, E, m, w)\), the Laplace operator \(\Delta\) is defined as, for any function \(f : V \to \mathbb{R}\),
\[
\Delta f(x) := \sum_{y \in V : y \sim x} \frac{w_{xy}}{m_x} (f(y) - f(x)), \quad \forall x \in V.
\]
Note that the Laplacian \(\Delta\) depends on the choice of weights \(w\) and \(m\). One can show, see e.g. [KL12], that \(\Delta\) is a bounded operator on \(\ell^2(V, m)\) if and only if
\[
\sup_{x \in V} \sum_{y \in V : y \sim x} \frac{w_{xy}}{m_x} < \infty.
\]
Given the edge weight \(w\), if we choose \(m_x = \sum_{y \in V : y \sim x} w_{xy}\) for all \(x \in V\), then the corresponding Laplacian is called the normalized Laplacian, which is the generator for the simple random walk on \(G\), see e.g. [Woe00]. In this paper, we consider general vertex weights \(m\), for which the Laplacians are possibly unbounded.

For the analysis on graphs with unbounded Laplacians, Frank, Lenz and Wingert [FLW14] introduced the so-called intrinsic metrics, see e.g. [GHM12, KL12, HKMW13, HKW13, HFK13, Hua14, Fol14, HS14, HK14, BKW15, HL17, BHY17, GLLY18] for recent developments. A (pseudo)metric is a map \(\rho : V \times V \to [0, \infty)\), which is symmetric, satisfies the triangle inequality and \(\rho(x, x) = 0\) for all \(x \in V\). We denote by
\[
s := \sup_{x \sim y} \rho(x, y)
\]
the jump size of the metric \(\rho\). For any \(R > 0\), we write \(B_R(x) := \{y \in V : \rho(y, x) \leq R\}\) for the ball of radius \(R\) centered at \(x\) with respect to the metric \(\rho\).
A metric $\rho$ is called an intrinsic metric on $G$ if for any $x \in V$, 
\[
\sum_{y \in V, y \sim x} w_{xy} \rho^2(x, y) \leq m_x.
\] 
(1)

In this paper, we only consider intrinsic metrics satisfying the following assumption.

Assumption 1.1. $\rho$ is an intrinsic metric such that

(i) for any $x \in V, R > 0, B_R(x)$ is a finite set, and
(ii) $\rho$ has finite jump size, i.e. $s < \infty$.

A function $f$ on $V$ is called harmonic if $\Delta f = 0$. We denote by $\mathcal{H}_k(G)$ the space of harmonic functions of polynomial growth on $G$ with the growth rate at most $k$, i.e. $f \in \mathcal{H}_k(G)$ if $f$ is a harmonic function on $V$ and there exist $x_0 \in V$ and a constant $C_f$ such that
\[
\sup_{x \in B_R(x_0)} |f(x)| \leq C_f (1 + R)^k, \quad \forall R > 0.
\]

We say that $G$ has polynomial volume growth with respect to $\rho$ if there are $x_0 \in V$ and constants $\alpha, C$ such that
\[
m(B_R(x_0)) \leq C(1 + R)^\alpha, \quad \forall R > 0.
\] 
(2)

In the first part of the paper, we consider ancient solutions of polynomial growth for continuous-time heat equations on graphs. Let $\mathbb{R}_+ := (-\infty, 0]$. A function $u(x, t)$ on $V \times \mathbb{R}_+$ is called an ancient solution to the (continuous-time) heat equation if
\[
\frac{\partial}{\partial t} u(x, t) = \Delta u(x, t), \quad \forall x \in V, t \in \mathbb{R}_+.
\] 
(3)

We denote by $\mathcal{P}_k(G)$ the space of ancient solutions of polynomial growth to the heat equation with the growth rate at most $k$, i.e. $u \in \mathcal{P}_k(G)$ if $u$ is an ancient solution to the heat equation and there are $x_0 \in V$ and a constant $C_u$ such that
\[
\sup_{(x, t) \in B_R(x_0) \times [-R^2, 0]} |u(x, t)| \leq C_u (1 + R)^k, \quad \forall R > 0.
\]

The following is the main result of the paper.

Theorem 1.2. Let $G$ be a weighted graph admitting an intrinsic metric satisfying Assumption [44]. If $G$ has polynomial volume growth, then for all $k \geq 1$,
\[
\dim \mathcal{P}_{2k}(G) \leq (k + 1) \dim \mathcal{H}_{2k}(G).
\]

A similar result was obtained for graphs with normalized Laplacians in [Hua19]. In this paper, we refined the arguments therein and proved the result for any weighted graph with a (possibly) unbounded Laplacian, which admits an intrinsic metric. In particular, we introduce a modified quantity, defined in [13], to circumvent the difficulties in [Hua19].

In the second part of the paper, we consider ancient solutions of polynomial growth for discrete-time heat equations on graphs. Let $\mathbb{Z}_+ := \mathbb{Z} \cap (-\infty, 0]$. A function $v(x, t)$ on $V \times \mathbb{Z}_+$ is called an ancient solution to the discrete-time heat equation if
\[
v(x, t) - v(x, t - 1) = \Delta v(x, t), \quad \forall x \in V, t \in \mathbb{Z}_+.
\]

We denote by $\mathcal{P}_k(G)$ the space of ancient solutions of polynomial growth to the discrete-time heat equation with the growth rate at most $k$, i.e. $v \in \mathcal{P}_k(G)$ if $v$ is an ancient solution to the discrete-time heat equation and there are $x_0 \in V$ and a constant $C_v$ such that
\[
\sup_{(x, t) \in B_R(x_0) \times [-R^2, 0] \cap \mathbb{Z}} |v(x, t)| \leq C_v (1 + R)^k, \quad \forall R > 0.
\]
Theorem 1.3. Let \( G \) be a weighted graph admitting an intrinsic metric satisfying Assumption 1.1. If \( G \) has polynomial volume growth, then for all \( k \geq 1 \),

\[
\dim \tilde{P}_{2k}(G) \leq (k + 1) \dim H_{2k}(G).
\]

Due to the discrete nature of the time in the above theorem, there are some new phenomena for the structure of ancient solutions of polynomial growth, see e.g. Corollary 4.1, compared with Corollary 3.1.

The paper is organized as follows: In the next section, we recall some basic properties of graphs. In Section 3, we prove the parabolic Caccioppoli inequality for the heat equation on graphs, and prove Theorem 1.2. In Section 4, we study discrete-time heat equations and prove Theorem 1.3.

In this paper, for simplicity the constants \( C \) may change from line to line.

2. Preliminaries

Let \( G = (V, E, m, w) \) be a weighted graph. For convenience, we extend the edge weight function \( w \) to \( V \times V \) by setting \( w_{xy} = 0 \) for any pair \((x, y)\) with \( x \neq y \). In this way, for a function \( f \) on \( V \) we may write

\[
\sum_{y \in V} w_{xy} f(y) = \sum_{y \in V : y \sim x} w_{xy} f(y).
\]

For any \( \Omega \subset V \), we write, for simplicity,

\[
\sum_{\Omega} f := \sum_{x \in \Omega} f(x) m_x, \quad \sum_{x \in V} f := \sum_{x \in V} f(x) m_x,
\]

whenever they make sense. The difference operator \( \nabla \) is defined as

\[
\nabla_{xy} f = f(y) - f(x), \quad \forall x, y \in V.
\]

The following proposition is elementary.

Proposition 2.1.

\[
\nabla_{xy} (fg) = f(x) \nabla_{xy} g + g(y) \nabla_{xy} f. \tag{4}
\]

The “carré du champ” operator \( \Gamma \) is defined as

\[
\Gamma(f)(x) = \frac{1}{2} \sum_{y \in V} \frac{w_{xy}}{m_x} (f(y) - f(x))^2, \quad x \in V.
\]

So that \( \Gamma(f) \) is a function on \( V \), which is a discrete analog of \( |\nabla f|^2 \) for a \( C^1 \) function \( f \) on a manifold.

The following Green’s formula is well-known, see e.g. [Gri18, Theorem 2.1]. We denote by \( C_0(V) \) the set of functions on \( V \) of finite support.

Theorem 2.1. For any \( f, g : V \to \mathbb{R} \), if \( g \in C_0(V) \), then

\[
\frac{1}{2} \sum_{x, y \in V} w_{xy} \nabla_{xy} f \nabla_{xy} g = -\sum_{x \in V} \Delta f(x) g(x) m_x. \tag{5}
\]

From now on, we fix \( x_0 \in V \) as a base vertex. Let \( \rho \) be an intrinsic metric satisfying Assumption 1.1. We write \( B_R := B_R(x_0), R > 0 \), for simplicity. For any \( R > 0 \), we denote by

\[
\eta_R(x) := \max \left\{ 0, \min \left\{ 2 - \frac{1}{R} \rho(x, x_0), 1 \right\} \right\}. \tag{6}
\]
the cut-off function on $B_{2R}$. One easily sees that $\eta_R$ is supported in $B_{2R}$, and takes the value 1 on $B_R$. Moreover, one can show that, for any $x, y \in V$

$$|\nabla_{xy}\eta_R| \leq \frac{1}{R} \rho(x, y).$$  \hspace{1cm} (7)

That is, $\eta_R$ is a Lipschitz function with Lipschitz constant at most $\frac{1}{R}$.

We consider continuous-time heat equations on graphs, see (3) for the definition. We denote by

$$Q_R := B_R \times [-R^2, 0]$$

the parabolic cylinder of size $R$ at $(x_0, 0)$. For a space-time function $u(x, t)$ on $V \times \mathbb{R}_-$, we denote

$$\int_{Q_R} u := \int_{-R^2}^0 \sum_{x \in B_R} u(x, t)m_x dt.$$  

For any $t_0 \in \mathbb{R}_-$, we write

$$\sum_{x \in \Omega} u \bigg|_{t=t_0} := \sum_{x \in \Omega} u(x, t_0)m_x.$$  

For a $C^1$ function in time, $u(x, t)$, we write $u_t$ (or $\partial_t u$) for $\partial_t u$.

For discrete-time heat equations on graphs, we write

$$\tilde{Q}_R = B_R \times ([-R^2, 0] \cap \mathbb{Z}), \quad R > 0.$$  

For a space-time function $u(x, t)$ on $V \times \mathbb{Z}_-$, we denote

$$\sum_{\Omega} u := \sum_{t=-R^2}^0 \sum_{x \in B_R} u(x, t)m_x.$$  

For any function $g : \mathbb{Z}_- \rightarrow \mathbb{R}$, we define the difference operator as

$$D_t g(t_0) = g(t_0) - g(t_0 - 1), \quad \forall t_0 \in \mathbb{Z}_-.$$  

The function $u : V \times \mathbb{Z}_- \rightarrow \mathbb{R}$ is an ancient solution to the discrete-time heat equation if and only if

$$D_t u(x, t) = \Delta u(x, t), \quad \forall (x, t) \in V \times \mathbb{Z}_-.$$  

The following propositions are elementary. We omit the proofs here.

**Proposition 2.2.** For any function $g : \mathbb{Z}_- \rightarrow \mathbb{R}$ and any $t \in \mathbb{Z}_-$,

$$D_t (g^2)(t) = 2g(t)D_t g(t) - (D_t g(t))^2 \leq 2g(t)D_t g(t).$$  

**Proposition 2.3.** For any function $g : \mathbb{Z}_- \rightarrow \mathbb{R}$, any $a, b \in \mathbb{Z}_-$, $a < b$,

$$\sum_{t=a}^b D_t g = g(b) - g(a - 1).$$  

**Proposition 2.4.** For $\{a_i\}_{i=1}^N \subset \mathbb{R}$, there exists some $j$, $1 \leq j \leq N$, such that

$$a_j \leq \frac{1}{N} \sum_{i=1}^N a_i.$$
3. Ancient solutions to continuous-time heat equations

In this section, we study ancient solutions to the heat equation on graphs. The following is the Caccioppoli type inequality to the heat equation on graphs, see e.g. [LZ17 (3.12)] and [CM19 (1.2)] for Riemannian manifolds and [Hua19] for graphs with normalized Laplacians.

**Theorem 3.1.** There is a universal constant $C$ such that for any ancient solution $u_t = \Delta u$ and $R \geq s$,

\[
R^2 \int_{Q_R} \Gamma(u) + R^4 \int_{Q_R} u_t^2 \leq C \int_{Q_{R^2}} u^2.
\]

**Proof.** We follow the proof strategy by [CM19], see also [Hua19]. For any $R > 0$, let $\eta = \eta_R$, where $\eta_R$ is the cut-off function defined in (6).

We first estimate $\int_{Q_R} \Gamma(u)$. Since $u_t = \Delta u$,

\[
\frac{\partial}{\partial t} \left( \sum \eta^2 u^2 \right) = 2 \sum 2\eta u \partial_t u = 2 \sum \eta^2 u \Delta u.
\]

By Green’s formula (3) and (4),

\[
2 \sum \eta^2 u \Delta u = - \sum_{x,y} w_{xy} \nabla_{xy} u \nabla_{xy} (\eta^2 u)
\]

\[
= - \sum_{x,y} w_{xy} \nabla_{xy} u (\eta^2(x) \nabla_{xy} u + u(y,t) \nabla_{xy}(\eta^2))
\]

\[
= - \sum_{x,y} w_{xy} \nabla_{xy} u \eta^2(x) - \sum_{x,y} w_{xy} u(y,t) \nabla_{xy} u \nabla_{xy} \eta(2\eta(x) + \nabla_{xy} \eta)
\]

\[
= - \sum_{x,y} w_{xy} \nabla_{xy} u \eta^2(x) - 2 \sum_{x,y} w_{xy} \eta(x) u(y,t) \nabla_{xy} u \nabla_{xy} \eta - \sum_{x,y} w_{xy} u(y,t) \nabla_{xy} u \nabla_{xy} \eta^2.
\]

For the last term on the right hand side of the above inequality, by swapping $x$ and $y$, the symmetry yields that

\[
- \sum_{x,y} w_{xy} u(y,t) \nabla_{xy} u \nabla_{xy} \eta^2 = - \frac{1}{2} \sum_{x,y} w_{xy}(u(y,t) - u(x,t)) \nabla_{xy} u \nabla_{xy} \eta^2
\]

\[
= - \frac{1}{2} \sum_{x,y} w_{xy} |\nabla_{xy} u|^2 |\nabla_{xy} \eta|^2 \leq 0.
\]

Dropping this term, we get for any $R \geq s$,

\[
\partial_t \left( \sum \eta^2 u^2 \right) \leq - \sum_{x,y} w_{xy} |\nabla_{xy} u|^2 (x) - 2 \sum_{x,y} w_{xy} \eta(x) u(y,t) \nabla_{xy} u \nabla_{xy} \eta
\]

\[
= - \sum_{x,y} w_{xy} |\nabla_{xy} u|^2 (x) + \frac{1}{2} \sum_{x,y} w_{xy} |\nabla_{xy} u|^2 (x) + 2 \sum_{x,y} w_{xy} u^2 (y,t) |\nabla_{xy} \eta|^2
\]

\[
= - \frac{1}{2} \sum_{x,y} w_{xy} |\nabla_{xy} u|^2 (x) + 2 \sum_{x,y} w_{xy} u^2 (y,t) |\nabla_{xy} \eta|^2
\]

\[
\leq - \sum_{x} \Gamma(u)(x) \eta^2 (x) m_x + \frac{2}{R^2} \sum_{x,y \in B_{2R^2}} w_{xy} u^2 (y,t) \rho^2 (x, y)
\]

\[
\leq - \sum_{x} \Gamma(u) \eta^2 + \frac{2}{R^2} \sum_{y \in B_{3R}} u^2 (y,t) m_y.
\]

where we have used the facts that the jump size of $\rho$ is $s$, (7) and (10).
Fix $R \geq s$. For $T > 0$, by integrating the above inequality in time from $-T$ to $0$, we obtain

$$
\int_{-T}^{0} \sum_{B_{3R}} \Gamma(u) \leq \int_{-T}^{0} \sum_{B_{3R}} \Gamma(u) \eta^2 \\
\leq \frac{2}{R^2} \int_{-T}^{0} \sum_{B_{3R}} u^2 + \sum_{B_{3R}} \eta^2 |t=-T| \\
\leq \frac{2}{R^2} \int_{-T}^{0} \sum_{B_{3R}} u^2 + \sum_{B_{3R}} u^2 |t=-T| .
$$

(11)

By the mean value property, there is $T_1 \in [R^2, 4R^2]$ such that

$$
\sum_{B_{3R}} u^2 |t=-T_1| = \frac{1}{3R^2} \int_{-4R^2}^{0} \sum_{x \in B_{2R}} m_x u^2(x, t) dt.
$$

By using (11) for $T = T_1$ and the above equation, we get

$$
\int_{Q_R} \Gamma(u) \leq \int_{-T_1}^{0} \sum_{B_{3R}} \Gamma(u) \leq \frac{2}{R^2} \int_{-T_1}^{0} \sum_{B_{3R}} u^2 + \sum_{B_{2R}} u^2 |t=-T_1| \\
\leq \frac{C}{R^2} \int_{Q_R} u^2 + \frac{1}{3R^2} \int_{-4R^2}^{0} \sum_{x \in B_{2R}} m_x u^2(x, t) dt \\
\leq \frac{C}{R^2} \int_{Q_R} u^2 .
$$

(12)

Next we estimate $\int_{Q_R} u_t^2$. Set

$$
h(t) := \frac{1}{2} \sum_{x,y} w_{xy} |\nabla_{xy} u(\cdot, t)|^2 \eta(x) \eta(y) .
$$

(13)

By differentiating $h(t)$ in time, we get

$$
\frac{d}{dt} h(t) = \sum_{x,y} w_{xy} \nabla_{xy} u \nabla_{xy} u_t \eta(x) \eta(y) .
$$

(14)

By Green’s formula (5), we get

$$
\sum_{x,y} w_{xy} \nabla_{xy} u \nabla_{xy} u_t \eta(x) \eta(y) \\
= \sum_{x,y} w_{xy} \nabla_{xy} u \left[ \nabla_{xy} (u_t \eta^2) - \nabla_{xy} \eta(u_t(x, t) \eta(x)) + u_t(y, t) \eta(y) \right] \\
= -2 \sum_{x,y} (\Delta u) u_t \eta^2 - 2 \sum_{x,y} w_{xy} u_t(x, t) \eta(x) \nabla_{xy} u \nabla_{xy} \eta \\
= -2 \sum_{x,y} u_t \eta^2 - 2 \sum_{x,y} w_{xy} u_t(x, t) \eta(x) \nabla_{xy} u \nabla_{xy} \eta \\
=: I + II ,
$$
where we have used the symmetrization in the third line. For the second term $II$, by (7) and (1), for $R \geq s,$

$$|II| \leq \frac{1}{R^2} \sum_{x,y \in B_{3R}} w_{xy} |\nabla x y u|^2 + \sum_{x,y \in B_{3R}} w_{xy} u_t^2 (x, t) \eta^2 (x) \rho^2 (x, y) \leq \frac{2}{R^2} \sum_{B_{3R}} \Gamma (u) + \sum_{B_{2R}} u_t^2 \eta^2.$$

Hence

$$\frac{d}{dt} h(t) \leq - \sum_{B_{3R}} u_t^2 \eta^2 + \frac{2}{R^2} \sum_{B_{3R}} \Gamma (u). \quad (15)$$

Fix $R \geq s$. For $T > 0$, by integrating the above inequality in time from $-T$ to $0$, and using the properties of $\eta$, we have

$$\int_{-T}^{0} \sum_{B_{R}} u_t^2 \leq \int_{-T}^{0} \sum_{B_{3R}} u_t^2 \eta^2 \leq \frac{2}{R^2} \int_{-T}^{0} \sum_{B_{3R}} \Gamma (u) + h(-T) \leq \frac{2}{R^2} \int_{-T}^{0} \sum_{B_{3R}} \Gamma (u) + \sum_{B_{2R}} \Gamma (u) \bigg|_{t=-T}.$$

By the mean value property, there exists $T_2 \in [R^2, 4R^2]$ such that

$$\sum_{B_{2R}} \Gamma (u) \bigg|_{t=-T_2} = \frac{1}{3R^2} \int_{-4R^2}^{R^2} m_x \Gamma (u)(x, t) dt \leq \frac{1}{3R^2} \int_{Q_{2R}} \Gamma (u). \quad (17)$$

By applying (16) for $T = T_2$ and using the above equation, we get

$$\int_{Q_{R}} u_t^2 \leq \int_{-T_2}^{0} \sum_{B_{R}} u_t^2 \leq \frac{2}{R^2} \int_{-T_2}^{0} \sum_{B_{3R}} \Gamma (u) + \sum_{B_{2R}} \Gamma (u) \bigg|_{t=-T_2} \leq \frac{C}{R^2} \int_{Q_{3R}} \Gamma (u) + \frac{1}{3R^2} \int_{Q_{2R}} \Gamma (u) \leq \frac{C}{R^2} \int_{Q_{3R}} \Gamma (u) \leq \frac{C}{R^2} \int_{Q_{2R}} u^2, \quad (18)$$

where we have used (12).

The theorem follows from (12) and (18).

This yields the following corollary.

**Corollary 3.1.** Let $G$ be a weighted graph admitting an intrinsic metric satisfying Assumption (7). Suppose that $G$ has polynomial volume growth, i.e. (2), and $u \in P_k(G)$ for some $k > 0$. Then for any $q \in \mathbb{N}$, $4q > 2k + \alpha + 2,$

$$\partial_t^q u \equiv 0.$$
In particular, there exist some functions \( p_i(x) \), \( 1 \leq i \leq q - 1 \), such that
\[
u(t, x) = \sum_{i=1}^{q-1} p_i(x) t^i.
\]

**Proof.** We follow the argument in [CM19]. For the first assertion, since \( \Delta \) commutes with \( \partial_t \), for any \( i \in \mathbb{N} \), \( \partial_t^i u \) is also an ancient solution of the heat equation. For any \( R \geq s \), applying Theorem 3.1 for \( \partial_t^i u \) with \( 0 \leq i \leq q - 1 \), we get
\[
\int_{Q_R} |\partial_t^i u|^2 \leq C \frac{q}{R^4} \int_{Q_{R^2}} |\partial_t^{q-1} u|^2 \leq \cdots \leq C(q) \frac{R^{4q+2k+\alpha+2}}{R^4} \int_{Q_{R^q}} u^2 \leq \cdots \leq C(q) R^{-4q+2k+\alpha+2},
\]
where we have used \( u \in P_k(G) \) and (2). Therefore, for \( 4q > 2k + \alpha + 2 \), by passing to the limit \( R \to +\infty \), we prove that
\[
\partial_t^q u \equiv 0.
\]
This proves the first assertion.

The second assertion follows from the first one. \( \square \)

Now we prove the main theorem, Theorem 1.2.

**Proof of Theorem 1.2.** The proof follows verbatim from [CM19]. Choose \( q \in \mathbb{N} \) such that
\[
4q > 4k + \alpha + 2.
\]
By Corollary 3.1 we have
\[
u(x, t) = p_0(x) + p_1(x) t + \cdots + p_{q-1}(x) t^{q-1}.
\]

Note that \( u \in P_{2k}(G) \). For any fixed \( x \in V \), considering sufficiently negative \( t \) in the above equality, we obtain that
\[
p_i(x) = 0, \quad \forall i > k.
\]
This yields that
\[
u(x, t) = p_0(x) + p_1(x) t + \cdots + p_l(x) t^l, \tag{19}
\]
where \( l := \lfloor k \rfloor \), the greatest integer less than or equal to \( k \).

We claim that the function \( p_i(x) \), \( 0 \leq i \leq l \), grows polynomially with the growth rate less than or equal to \( 2k \). Fix distinct values \(-1 < t_1 < t_2 < \cdots < t_l < t_{l+1} = 0 \). Set column vectors
\[
\beta_j := (1, t_j, t_j^2, \cdots, t_j^l)^T, \quad 1 \leq j \leq l + 1.
\]
We define the matrix
\[
B := (\beta_1, \beta_2, \cdots, \beta_{l+1}).
\]
Note that \( \det B \) is a Vandermonde determinant, which yields that \( \{\beta_j\}_{j=1}^{l+1} \) are linear independent in \( \mathbb{R}^{l+1} \). Let \( \{e_i\}_{i=1}^{l+1} \) be the standard basis of \( \mathbb{R}^{l+1} \). We write \( b_j^i \) for the \( ji \)-th entry of \( B^{-1} \), which implies that
\[
e_i = \sum_{j=1}^{l+1} b_j^i \beta_j.
\]
Using this fact and (19), we get
\[
p_i(x) = \sum_{j=1}^{l+1} b_j^i u(x, t_j).
\]
Since \( u(x, t_j) \), \( 1 \leq j \leq l + 1 \), grows polynomially with the growth rate less than or equal to \( 2k \), so does \( p_i \). This proves the claim.
Since \( \partial_t u = \Delta u \), by (19),
\[
\Delta p_l = 0, \quad \Delta p_i = (i+1)p_{i+1}, \quad 0 \leq i \leq l-1.
\]

Hence we get a linear map
\[
\Psi_0 : \mathcal{P}_{2k}(G) \to \mathcal{H}_{2k}(G)
\]
\[
u \mapsto p_l.
\]

Let \( \mathcal{K}_0 := \text{Ker}(\Psi_0) \). It follows that
\[
\dim \mathcal{P}_{2k}(G) \leq \dim \mathcal{K}_0 + \dim \mathcal{H}_{2k}(G).
\]

To estimate \( \dim \mathcal{K}_0 \), we note that for any \( u \in \mathcal{K}_0 \),
\[
p_l = 0, \quad \Delta p_{l-1} = 0.
\]

Hence we have a linear map
\[
\Psi_1 : \mathcal{K}_0 \to \mathcal{H}_{2k}(G)
\]
\[
u \mapsto p_{l-1}.
\]

Let \( \mathcal{K}_1 := \text{Ker}(\Psi_1) \). This yields that
\[
\dim \mathcal{K}_0 \leq \dim \mathcal{K}_1 + \dim \mathcal{H}_{2k}(G).
\]

Repeating this \( l+1 \) times, we prove that
\[
\dim \mathcal{P}_{2k}(G) \leq (l+1)\mathcal{H}_{2k}(G) \leq (k+1)\mathcal{H}_{2k}(G).
\]

This proves the theorem.

\[\square\]

4. Ancient solutions to discrete-time heat equations

In this section, we study ancient solutions to the discrete-time heat equation on graphs.

The following is the Caccioppoli type inequality to the discrete-time heat equation on graphs.

**Theorem 4.1.** There is a universal constant \( C \) such that for any ancient solution \( D_t u = \Delta u \) on \( V \times \mathbb{Z}_- \) and \( R \in \mathbb{N}, R \geq s \),
\[
R^2 \sum_{Q_R} \Gamma(u) + R^4 \sum_{Q_R} (D_t u)^2 \leq C \sum_{Q_{\partial R}} u^2.
\]

**Proof.** For any \( R > 0 \), let \( \eta = \eta_R \), where \( \eta_R \) is the cut-off function defined in (6).

We first estimate \( \sum_{Q_R} \Gamma(u) \). For any \( t \in \mathbb{Z}_- \), taking the time difference of \( \sum \eta^2 u^2 \) at \( t \), we have, by \( D_t u = \Delta u \)
\[
D_t (\sum \eta^2 u^2) = \sum \eta^2 D_t (u^2) \leq \sum 2 \eta^2 u D_t u = 2 \sum \eta^2 u \Delta u,
\]

where we have used Proposition 2.2. This is a similar result for (9) in the proof of Theorem 3.1. Applying the same argument therein, we get, for any \( R \geq s \),
\[
D_t (\sum \eta^2 u^2) \leq - \sum \Gamma(u) \eta^2 + \frac{2}{R^2} \sum_{B_{3R}} u^2,
\]

which is an analog of (10).
Fix $R \in \mathbb{N}, R \geq s$. For any $T \in \mathbb{N}$, by summing over $t$ from $-T$ to 0 in the above inequality, we obtain, by Proposition 2.3

$$\sum_{t=-T}^{0} \sum_{B_R} \Gamma(u) \leq \frac{2}{R^2} \sum_{t=-T}^{0} \sum_{B_{3R}} u^2 + \sum \eta^2 u^2 \Bigg|_{t=-T-1}$$

$$\leq \frac{2}{R^2} \sum_{t=-T}^{0} \sum_{B_{2R}} u^2 \Bigg|_{t=-T-1}.$$  \hspace{1cm} (21)

By Proposition 2.4 there exists $T_3 \in [R^2 + 1, 4R^2] \cap \mathbb{N}$ such that

$$\sum_{B_{2R}} u^2 \Bigg|_{t=-T_3} = \frac{1}{3R^2} \sum_{t=-4R^2}^{-R^2-1} \sum_{x \in B_{2R}} m_x u^2(x, t).$$

By applying (21) for $T = T_3 - 1$ and the above equation, we get, for $R \in \mathbb{N}, R \geq s$,

$$\sum_{Q_R} \Gamma(u) \leq \sum_{t=-T_3}^{0} \sum_{B_R} \Gamma(u) \leq \frac{2}{R^2} \sum_{t=-T_3+1}^{0} \sum_{B_{3R}} u^2 + \sum_{B_{2R}} u^2 \Bigg|_{t=-T_3}$$

$$\leq \frac{C}{R^2} \sum_{Q_{3R}} u^2 + \frac{1}{3R^2} \sum_{t=-4R^2}^{-R^2-1} \sum_{B_{2R}} u^2$$

$$\leq \frac{C}{R^2} \sum_{Q_{3R}} u^2.$$  \hspace{1cm} (22)

Now we estimate $\sum_{Q_R} (D_t u)^2$. Let $h(t)$ be the function defined in (13). For any $t \in \mathbb{Z}_-$, taking the time difference of $h(t)$ at $t$, we get

$$D_th \leq \sum_{x,y} w_{xy} \nabla_{xy} u \nabla_{xy} (D_t u) \eta(x) \eta(y),$$

where we have used Proposition 2.2. This is a similar result for (14) in the proof of Theorem 3.1. Applying the same argument therein, we get, for any $R \in \mathbb{N}, R \geq s$,

$$D_th \leq -\sum (D_t u)^2 \eta^2 + \frac{2}{R^2} \sum_{B_{3R}} \Gamma(u).$$

Fix $R \in \mathbb{N}, R \geq s$. For any $T \in \mathbb{N}$, by summing over $t$ from $-T$ to 0 in the above inequality, we obtain, by Proposition 2.3

$$\sum_{t=-T}^{0} \sum_{B_R} (D_t u)^2 \leq \sum_{t=-T}^{0} \sum_{B_{3R}} (D_t u)^2 \eta^2 \leq \frac{2}{R^2} \sum_{t=-T}^{0} \sum_{B_{3R}} \Gamma(u) + h(-T-1)$$

$$\leq \frac{2}{R^2} \sum_{t=-T}^{0} \sum_{B_{3R}} \Gamma(u) + \frac{1}{2} \sum_{x,y \in B_{2R}} w_{xy} |\nabla_{xy} u|^2 \Bigg|_{t=-T-1}$$

$$\leq \frac{2}{R^2} \sum_{t=-T}^{0} \sum_{B_{2R}} \Gamma(u) + \sum_{B_{2R}} \Gamma(u) \Bigg|_{t=-T-1}.$$  \hspace{1cm} (23)
By Proposition 2.4, there exists $T_4 \in [R^2 + 1, 4R^2] \cap \mathbb{N}$ such that

$$
\sum_{B_{2R}} \Gamma(u) \bigg|_{t=-T_4} = \frac{1}{3R^2} \sum_{t=-T_4}^{-R^2-1} \sum_{x \in B_{2R}} m_x \Gamma(u)(x, t) \leq \frac{1}{3R^2} \sum_{Q_{2R}} \Gamma(u).
$$

By applying (23) for $T = T_4 - 1$, and by the above inequality, we get, for $R \in \mathbb{N}, R \geq s$,

$$
\sum_{Q_R} (D_t u)^2 \leq \sum_{t=-T_4+1}^{0} \sum_{B_{2R}} (D_t u)^2 \leq \frac{2}{R^2} \sum_{t=-T_4+1}^{0} \sum_{B_{3R}} \Gamma(u) + \sum_{B_{2R}} \Gamma(u) \bigg|_{t=-T_4} \leq \frac{C}{R^2} \sum_{Q_{3R}} \Gamma(u) \leq \frac{C}{R^2} \sum_{Q_{2R}} u^2,
$$

(24)

where we have used (22) in the last inequality.

This proves the theorem.

We recall some facts on difference operators on $\mathbb{Z}_+ := \mathbb{Z} \cap [0, +\infty)$. For any $f : \mathbb{Z}_+ \to \mathbb{R}$, we define

$$
\delta_n f(n_0) = f(n_0 + 1) - f(n_0), \quad \forall n_0 \in \mathbb{Z}_+.
$$

Note that $\delta_n f(n_0) = -D_t g(-n_0)$, where $g(t) = f(-t)$. The binomial coefficients are defined as, for any $n \in \mathbb{N}$,

$$
{n \choose i} = \begin{cases} 
\frac{n(n-1)\cdots(n-i+1)}{i!}, & 0 \leq i \leq n, i \in \mathbb{Z}, \\
0, & \text{otherwise}.
\end{cases}
$$

Note that for any $i \in \mathbb{N}$,

$$
\delta_n \left( \begin{array}{c} n \\ i \end{array} \right) = \left( \begin{array}{c} n+1 \\ i \end{array} \right) - \left( \begin{array}{c} n \\ i \end{array} \right) = \left( \begin{array}{c} n \\ i-1 \end{array} \right).
$$

Therefore, for the difference operators $\delta_n$ (or $D_t$), $f(n) = {n \choose i}$ stands as an analog of the monomial $t^i$, up to some factor, for the differential operator $\partial_t$.

The following proposition is well-known.

**Proposition 4.1.** Let $f : \mathbb{Z}_+ \to \mathbb{R}$ satisfy, for some $q \in \mathbb{N}$,

$$
\delta_n^q f \equiv 0, \quad \text{on } \mathbb{Z}_+,
$$

where $\delta_n^q$ is the $q$-th composition of $\delta_n$. Then there are $\{a_i\}_{i=1}^{q-1} \subset \mathbb{R}$ such that

$$
f(n) = \sum_{i=0}^{q-1} a_i \left( \begin{array}{c} n \\ i \end{array} \right).
$$

This yields the following corollary.

**Corollary 4.1.** Let $G$ be a weighted graph admitting an intrinsic metric satisfying Assumption 1.1. Suppose that $G$ has polynomial volume growth, i.e. (2), and $u \in \mathcal{P}_k(G)$ for some $k > 0$. Then for any $q \in \mathbb{N}$, $4q > 2k + \alpha + 2$,

$$
D_t^q u \equiv 0.
$$
In particular, there exist some functions \( p_i(x) \), \( 1 \leq i \leq q - 1 \), such that

\[
u(t, x) = \sum_{i=1}^{q-1} p_i(x) \left( \frac{-t}{i} \right).
\]

**Proof.** We follow the argument in \cite{CM19}, see the proof of Corollary 3.1.

For the first assertion, since \( \Delta \) commutes with \( D_t \), for any \( i \in \mathbb{N} \), \( D_t^i u \) is also an ancient solution of the discrete-time heat equation. For any \( R \in \mathbb{N}, R \geq s \), by the same argument as in Corollary 3.1 and \( 4q > 2k + \alpha + 2 \), we get

\[
\sum_{Q \in R} |D_t^q u|^2 \leq \frac{C(q)}{R^{4q}} \sum_{Q \in R} u^2 \leq CR^{-4q+2k+\alpha+2} \to 0, \quad R \to \infty.
\]

This proves the first assertion.

The second assertion follows from the first one and Proposition 4.1. \( \square \)

Now we can prove Theorem 1.3.

**Proof of Theorem 1.3.** The proof follows verbatim from \cite{CM19}. Choose \( q \in \mathbb{N} \) such that \( 4q > 4k + \alpha + 2 \). By Corollary 3.1, we have

\[
u(x, t) = p_0(x) + p_1(x) \left( \frac{-t}{1} \right) + \cdots + p_q(x) \left( \frac{-t}{q-1} \right), \quad x \in V, t \in \mathbb{Z}_-.
\]

Note that \( u \in \mathcal{T}_{2k}(G) \). For any fixed \( x \in V \), considering sufficiently negative \( t \in \mathbb{Z}_- \) in the above equality, we obtain that

\[
p_i(x) = 0, \quad \forall i > k.
\]

This yields that

\[
u(x, t) = p_0(x) + p_1(x) \left( \frac{-t}{1} \right) + \cdots + p_l(x) \left( \frac{-t}{l} \right), \quad \text{(25)}
\]

where \( l := \lfloor k \rfloor \), the greatest integer less than or equal to \( k \).

We claim that the function \( p_i(x) \), \( 0 \leq i \leq l \), grows polynomially with the growth rate less than or equal to \( 2k \). Fix distinct integer values \( t_{i+1} < \cdots < t_2 < t_1 < -l \). Set column vectors

\[
\beta_j := \begin{pmatrix} 1, & (-t_j) & \cdots & (-t_j) \end{pmatrix}^T, \quad 1 \leq j \leq l + 1.
\]

Let

\[
B := (\beta_1, \beta_2, \cdots, \beta_{l+1}).
\]

Note that

\[
det B = \frac{1}{\prod_{i=1}^{l+1} (i!)} \begin{vmatrix} 1 & -t_1 & (-t_1)^2 & \cdots & (-t_1)^l \\ 1 & -t_2 & (-t_2)^2 & \cdots & (-t_2)^l \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & -t_{l+1} & (-t_{l+1})^2 & \cdots & (-t_{l+1})^l \end{vmatrix} \neq 0,
\]

which yields that \( \{ \beta_j \}_{j=1}^{l+1} \) are linear independent in \( \mathbb{R}^{l+1} \). Hence there are \( b_j^i \in \mathbb{R} \) such that

\[
p_i(x) = \sum_{j=1}^{l+1} b_j^i u(x, t_j).
\]

This proves the claim.

Since \( D_t u = \Delta u \), by (25),

\[
\Delta p_l = 0, \quad \Delta p_i = -p_{i+1}, \quad 0 \leq i \leq l - 1.
\]
Then by the linear algebra argument as in the proof of Theorem 1.2, we get
\[
\dim \overline{\mathcal{P}}_{2k}(G) \leq (k + 1)\mathcal{H}_{2k}(G).
\]
This proves the theorem. \qed
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