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We establish a quantitative version of the Tracy–Widom law for the largest eigenvalue of high dimensional sample covariance matrices. To be precise, we show that the fluctuations of the largest eigenvalue of a sample covariance matrix $X^*X$ converge to its Tracy–Widom limit at a rate nearly $N^{-1/3}$, where $X$ is an $M \times N$ random matrix whose entries are independent real or complex random variables, assuming that both $M$ and $N$ tend to infinity at a constant rate. This result improves the previous estimate $N^{-2/9}$ obtained by Wang [73]. Our proof relies on a Green function comparison method [27] using iterative cumulant expansions, the local laws for the Green function and asymptotic properties of the correlation kernel of the white Wishart ensemble.

1. Introduction and main results.

1.1. Introduction and previous work. Sample covariance matrices are fundamental objects in multivariate statistics, with applications in various fields, e.g., economics, population genetics and signal processing. Given $N$ independent samples $y_1, \ldots, y_N$ drawn from a centered random vector distribution of dimension $M$, the sample covariance matrix $\frac{1}{N} \sum_{i=1}^{N} y_i y_i^*$ is well studied in the classical setting when $M$ is fixed and $N$ tends to infinity; see [5, 55]. However, in view of the prevalence of high dimensional data in modern applications, the population size is often large and comparable to the sample size [39, 40]. In this paper, we focus on the regime where $M \equiv M(N)$ depends on $N$, and both $M$ and $N$ tend to infinity at a rate $\rho_0 \in (0, \infty)$. To be precise, denoting the aspect ratio by

$$\rho \equiv \rho_N := M/N,$$

we assume that the limit of $\rho_N$ exists as $N$ tends to infinity and

$$\lim_{N \to \infty} \rho_N = \rho_0 \in (0, \infty).$$

We consider sample covariance matrices of the form $X^*X$, where the data matrix $X = (X_{ij})$ is an $M \times N$ random matrix whose entries are independent real or complex valued random variables satisfying

$$\mathbb{E}[X_{ij}] = 0, \quad \mathbb{E}[|\sqrt{N}X_{ij}|^2] = 1, \quad 1 \leq i \leq M, \quad 1 \leq j \leq N.$$

(1.3)

For the complex case, we moreover assume that

$$\mathbb{E}[(X_{ij})^2] = 0, \quad 1 \leq i \leq M, \quad 1 \leq j \leq N.$$

(1.4)

The eigenvalues of $X^*X$ are denoted by $(\lambda_j)_{j=1}^N$ in non-decreasing order, and the empirical spectral distribution of $X^*X$ is defined by $d\mu_N := \frac{1}{N} \sum_{j=1}^{N} \delta_{\lambda_j}(dx)$. Marchenko and Pastur [53] proved that the empirical spectral distribution converges weakly in probability (almost surely) to the Marchenko–Pastur distribution, whose density is given by

$$d\mu_{\text{MP}, \rho_0}(x) := \frac{1}{2\pi \rho_0} \sqrt{(x - E_0^-)(E_0^+ - x)} \mathbb{1}_{[E_0^-, E_0^+]}(x)dx + (1 - \rho_0^{-1})_+ \delta_0(dx),$$
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with $E_{ii}^+ := (1 + \sqrt{g_0})^2$.

The largest eigenvalue $\lambda_N$ of the sample covariance matrix $X^* X$ is of particular interest in principal component analysis [43]. We refer the reader to [40, 42, 58, 78] for reviews of statistical applications. It is also commonly used in classical hypothesis tests, e.g., Roy’s largest root test [61], or signal detection [10, 57]. The asymptotics of largest eigenvalue of sample covariance matrices were well studied in [31, 63, 79]. In particular, $\lambda_N$ converges almost surely to the right endpoint $E_{ii}^+$ of the Marchenko–Pastur law, if the rescaled matrix entries $(\sqrt{N}X)_{ij}$ have finite fourth order moments.

It is then natural to consider the fluctuations of the largest eigenvalue $\lambda_N$ near $E_{ii}^+$. They were first studied for the special case when the rescaled matrix entries $(\sqrt{N}X)_{ij}$ are i.i.d. real or complex-valued standard Gaussian random variables. These Gaussian sample covariance matrices are called the white Wishart ensemble, and they are directly related to the classical Laguerre ensembles of random matrix theory [54]. The asymptotics of the fluctuations of the largest eigenvalue were studied in [30, 37] for the complex white Wishart ensemble and in [39] for the real white Wishart ensemble. Define the centering and scaling parameters

$$\mu_N := (\sqrt{M} + \sqrt{N})^2; \quad \sigma_N := (\sqrt{M} + \sqrt{N})\left(\frac{1}{\sqrt{M}} + \frac{1}{\sqrt{N}}\right)^{1/3}. \quad (1.5)$$

Under the condition in (1.2), the centering parameter $\mu_N$ is of order $N$ and the scaling parameter $\sigma_N$ is of order $N^{1/3}$. Then the fluctuations of the largest rescaled eigenvalue of the white Wishart ensemble converge to the celebrated Tracy–Widom laws [71, 72], i.e.,

$$\frac{N\lambda_N - \mu_N}{\sigma_N} \Rightarrow TW_\beta, \quad \beta = 1, 2, \quad (1.6)$$

where we use the parameter $\beta = 1, 2$ to indicate the symmetry class, i.e., $\beta = 1$ for real-valued sample covariance matrices and $\beta = 2$ for the complex case. We remark that the centering and scaling parameters in (1.5) were chosen slightly differently in [39] for $\beta = 1$, with $N$ replaced by $N - 1$. This is due to the asymptotic properties of the associated Laguerre polynomials but will not effect the convergence in (1.6).

The convergence in (1.6) is not restricted to the white Wishart ensemble, and the limiting laws are universal for general sample covariance matrices. This universal phenomenon of the extreme eigenvalues is referred to as edge universality, which has been established for various classes of random matrices, e.g., Wigner matrices [27, 50, 64, 69], generalized or sparse Wigner matrices [3, 13, 24]. The universality for the largest eigenvalue statistics of sample covariance matrices was first considered in [66] for $g_0 = 1 - O(N^{-2/3})$ assuming that the matrix entries $(\sqrt{N}X)_{ij}$ have symmetric distributions and sub-Gaussian tails. The condition on the aspect ratio $g_0$ was removed in [59], see also [29] for the corresponding results for the smallest eigenvalue when the limiting aspect ratio satisfies $g_0 \neq 1$. Edge universality for sample covariance matrices when $(\sqrt{N}X)_{ij}$ have vanishing third moments was proved in [74] under the condition $g_0 \neq 1$. Edge universality without moment matching for sample covariance matrices was proved in [60] when $g_0 \neq 1$. A necessary and sufficient condition on the entries’ distributions for the edge universality to hold was given in [18]. If $g_0 = 1$ (including the square case $M = N$), the smallest eigenvalue exhibits a different asymptotic behavior, which is referred to as the hard edge, see [20, 30] for the white Wishart ensemble, and the corresponding universality was studied in [9, 70]. We will focus on the largest eigenvalue of sample covariance matrices with the limiting aspect ratio $g_0$ being any positive constant.

Quantifying the convergence to the Tracy–Widom laws in (1.6) is not only of interest from a mathematical point of view, but also also of fundamental importance in statistics in order to justify the use of asymptotic results in practice. For the real white Wishart ensemble Ma obtained the following quantitative estimate.

**THEOREM 1.1 (Theorem 1 in [52], quantitative Tracy–Widom law for the white Wishart ensemble).**

Let $\lambda_N^{(W)}$ denote the largest eigenvalue of a real white Wishart matrix satisfying (1.2). Define

$$\tilde{\mu}_N := (\sqrt{M} + \sqrt{N})^2; \quad \tilde{\sigma}_N := (\sqrt{M} + \sqrt{N})\left(\frac{1}{\sqrt{M}} + \frac{1}{\sqrt{N}}\right)^{1/3}, \quad (1.7)$$
where \( N_+ = N - \frac{1}{2} \) and \( M_+ = M - \frac{1}{2} \). Then, for any fixed \( r_0 \in \mathbb{R} \), there exists a constant \( C \equiv C(r_0) \) such that for any \( r \geq r_0 \),

\[
\left| \mathbb{P}\left( \frac{N\lambda_N(W) - \mu_N}{\sigma_N} < r \right) - \TW_1(r) \right| \leq CN^{-2/3}e^{-r/2}.
\]  

The parallel results for complex white Wishart matrices were obtained by El Karoui [21] with more complicated choices of the centering and scaling parameters.

More recently, Wang [73] extended the above quantitative Tracy–Widom law to arbitrary sample covariance matrices with an \( O(N^{-2/3}) \) convergence rate. To be precise, let \( X^*X \) be a real sample covariance matrix such that the matrix entries \((X)_{ij}\) satisfy (1.3), have a sub-exponential decay, then for any \( \omega > 0 \), the largest eigenvalue \( \lambda_N \) of \( X^*X \) satisfies

\[
\sup_{r \geq r_0} \left| \mathbb{P}\left( \frac{N\lambda_N - \mu_N}{\sigma_N} < r \right) - \TW_1(r) \right| \leq N^{-2/3+\omega},
\]  

for sufficiently large \( N \), with \( \mu_N \) and \( \sigma_N \) given in (1.5). This is the first explicit rate of convergence to the Tracy–Widom laws for the fluctuations of the largest eigenvalue of non-Gaussian sample covariance matrices.

1.2. Main result and strategy. The main result of this paper is an improved bound \( N^{-1/3+\omega} \) for the convergence rate of the distribution of the scaled largest eigenvalue to its Tracy–Widom limit.

We consider a sample covariance matrix of the form \( X^*X \), with \( X \) an \( M \times N \) random matrix satisfying the condition in (1.3) and also (1.4) for the complex case. We further assume that the normalized random variables \((\sqrt{N}X)_{ij}\) have uniformly bounded moments, i.e., for any \( p \geq 3 \), there exists \( C_p > 0 \) independent of \( N \) such that for any \( 1 \leq i \leq M, 1 \leq j \leq N \),

\[
\mathbb{E}[|\sqrt{N}X_{ij}|^p] \leq C_p.
\]  

We believe that the technical condition (1.10) can be weakened to finite moments up to a sufficient large order using the method in [18].

**Theorem 1.2 (Quantitative Tracy–Widom law for sample covariance matrices).** Let \( \lambda_N \) be the largest eigenvalue of a sample covariance matrix \( X^*X \), with \( X \) a real \( M \times N \) matrix satisfying the moment conditions in (1.3) and (1.10), as well as the aspect ration condition (1.2). Then for any fixed \( r_0 \in \mathbb{R} \) and any fixed small \( \omega > 0 \),

\[
\sup_{r \geq r_0} \left| \mathbb{P}\left( \frac{N\lambda_N - \mu_N}{\sigma_N} < r \right) - \TW_1(r) \right| \leq N^{-1/3+\omega},
\]  

for sufficiently large \( N \geq N_0(r_0, \omega) \), with \( \mu_N \) and \( \sigma_N \) given in (1.5). The statement holds true for complex sample covariance matrices with \( \beta = 2 \) under the additional assumption in (1.4).

The edge universality can be studied using the dynamical approach of Erdős, Schlein and Yau. The local relaxation time of Dyson’s Brownian motion (DBM) at the spectral edges for Wigner matrices is known [46, 12] to be of order \( O(N^{-1/3}) \). Bourgade’s approach [12] to study the eigenvalue dynamics under the DBM through a stochastic advection equation via interpolation with integrable ensembles [14, 47] was extended to sample covariance matrices by Wang [73]. Combining these local relaxation estimates with a quantitative Green function comparison theorem for very short times, Wang obtained the convergence rate \( O(N^{-2/3}) \) in (1.9), under the mild technical conditions \( \tilde{\omega}_0 = \lim_{N \to \infty} \tilde{\omega}_N \neq 1 \) or \( \rho_N \equiv 1 \). This is due to lacking results for the eigenvalue rigidity at the hard edge except in the square case \( \rho_N \equiv 1 [2, 70] \). This restriction is relaxed in the present paper as our proof does not require strong rigidity estimates at the (hard) lower edge.

In view of the optimal local relaxation time estimates for the DBM of the singular values in [73], we suspect that the \( O(N^{-1/3}) \) rate for the convergence in (1.6) is optimal for sample covariance matrices with general entries. For the white Wishart ensembles [21, 52], a faster convergence rate \( O(N^{-2/3}) \) is obtained only after delicate choices of the centering and scaling parameters as in (1.7). We suspect
that some classes of sample covariance matrices may exhibit faster convergence rates comparable to the white Wishart ensembles after adjusting the centering and scaling parameters. Such a centering and scaling would crucially depend on the fourth order cumulants of the entries of the matrix $X$ and the symmetry class of $X^*X$.

Our proof is based on the Green function comparison method for the edge universality by Erdős, Yau and Yin [27]. To achieve the quantitative edge universality in Theorem 1.2, our main technical result given in Theorem 3.3 compares the expectation of a suitably chosen function of the Green function of the sample covariance matrix $X^*X$ with the corresponding quantity for the white Wishart ensemble. Compared to previous Green function comparison theorems, e.g., [18, 60], our comparison is on a much smaller spectral scale than the typical $O(N^{-2/3})$ edge scaling along with much finer error estimates. Instead of the traditional Lindeberg type swapping strategy [18, 60, 70], we use a continuous flow interpolating between an arbitrary sample covariance matrix and the corresponding white Wishart ensemble, in combination with the local law [11, 45, 60] and cumulant expansions. The usefulness of cumulant expansions in random matrix theory was recognized in [44] and has widely been used since, e.g., [15, 25, 35, 36, 49, 51].

To achieve the quantitative Green function comparison theorem, we adopt our strategy developed recently in [62] for Wigner matrices. In contrast to Wigner matrices, the matrix entries of a sample covariance matrix are no longer independent up to a symmetry. To handle this key difficulty, we follow [45, 48] to introduce a linearization of the sample covariance matrix and the corresponding Green function

\[(1.12)\quad H(z) = \begin{pmatrix} -zI_N & X \\ X & -I_M \end{pmatrix}, \quad G(z) = (H(z))^{-1}, \quad z \in \mathbb{C}^+.
\]

We then compute the time derivative of the expectation of the normalized trace of the Green function under the interpolating flow. Via cumulant expansions, it then suffices to estimate the contributions to the Green function flow from the third and fourth order cumulants of the matrix entries; see (4.13). However, due to the finer spectral scale slightly bigger than $N^{-1}$ required in our Green function comparison, the local law for the Green function entries given in (2.16) do not allow us to control these third and fourth order terms directly.

To tackle this difficulty, we introduce an expansion mechanism for averaged products of Green function entries, using the cumulant expansion formula in Lemma 2.9. In view of the block structure of the Green function in (1.12), the expansion mechanism is more intricate compared with Wigner matrices [62]. Similar expansions were carried out in [48] using the Schur decomposition formula and expansions along matrix minors. Due to the finer spectral scale, we need to perform expansions to arbitrary order in terms of the control parameter of the local law in Theorem 2.3. Cumulant expansions turn out to be more effective to conduct such expansions repeatedly to arbitrary order. We then observe that all the third order terms from the time derivative in (4.13) have unmatched indices; see Definition 4.3. These third order terms can be expanded in the unmatched indices to arbitrary order to show that they have negligible contributions compared to the fourth order terms.

The remaining fourth order terms can be reduced to trace-like correlation functions of products of Green functions after expansions to arbitrary order. The resulting trace-like correlation functions can be recursively compared to the corresponding quantities for the white Wishart ensemble using once again the interpolating Green function flow. The desired estimates can be obtained using iterative expansions and the local law for Green function entries, together with the asymptotic properties of the correlation kernels of the white Wishart/Laguerre ensembles [17, 39, 52] in the edge scaling.

There are many related random matrix models that have numerous applications in multivariate statistics. In recent years, Tracy–Widom limiting laws have been established for various models, for example, non-null Wishart matrices [22, 32, 56], double Wishart matrices (classical Jacobi Ensemble) [39], sample covariance matrices with general populations [7, 28, 45, 48, 73], separable sample covariance matrices [76], Gram type random matrices with general variance profiles [19], Fisher matrices [33, 34], sample canonical correlation matrices [8, 77], and Kendall’s tau [6]. We believe the methods developed in this paper can be extended to generalized models to establish the corresponding quantitative edge universality.
Organization of the paper: In Section 2, we summarize some preliminaries that will be used for the proofs. In Section 3, we prove our main result Theorem 1.2 based on the quantitative Green function comparison theorem at the upper edge stated in Theorem 3.3. Before proving Theorem 3.3, we consider a simpler version of the theorem in Proposition 4.1 to illustrate the main ideas of the proof. The proof of Proposition 4.1 is summarized in Section 4 with the details carried out in Sections 5 and 6. In Section 7, we then give the full proof of the Green function comparison in Theorem 3.3.

Notations: Throughout the paper, many quantities depend on $N$ and for notational simplicity we often omit this dependence. We use $c$ and $C$ to denote strictly positive constants that are independent of $N$, but their values may change from line to line. We use the standard Big-O and little-o notations for large $N$. For $X,Y \in \mathbb{R}$, we write $X \ll Y$ if there exists a small $c > 0$ such that $|X| \leq N^{-c}|Y|$ for large $N$. Moreover, we write $X \sim Y$ if there exist constants $c, C > 0$ such that $c|Y| \leq |X| \leq C|Y|$ for large $N$.

The following definition of stochastic domination from [23] is well-suited for high-probability estimates.

**Definition 1.3.** Let $\mathcal{X} ≡ \mathcal{X}^{(N)}$ and $\mathcal{Y} ≡ \mathcal{Y}^{(N)}$ be two sequences of nonnegative random variables. We say that $\mathcal{Y}$ stochastically dominates $\mathcal{X}$ if, for all (small) $\tau > 0$ and (large) $\Gamma > 0$,
\begin{equation}
\mathbb{P}(\mathcal{X}^{(N)} > \mathcal{Y}^{(N)}) \leq N^{-\Gamma},
\end{equation}
for sufficiently large $N \geq N_0(\tau, \Gamma)$, and we write $\mathcal{X} \prec \mathcal{Y}$ or $\mathcal{X} = O_\prec(\mathcal{Y})$.

We often use the notation $\prec$ also for deterministic quantities, then (1.13) holds with probability one. Useful properties of stochastic domination can be found in Lemma 2.5 below.

For any matrix $A \in \mathbb{C}^{m \times n}$, the matrix norm induced by the Euclidean vector norm is denoted by $\|A\|_2 := \sigma_{\text{max}}(A)$, where $\sigma_{\text{max}}(A)$ denotes the largest singular value of $A$. We denote the max norm of the matrix by $\|A\|_{\text{max}} := \max_{i,j} |A_{ij}|$. Moreover, we denote the upper half-plane by $\mathbb{C}^+ := \{z \in \mathbb{C} : \text{Im} z > 0\}$, and the non-negative numbers by $\mathbb{R}^+ := \{x \in \mathbb{R} : x \geq 0\}$.

Finally, we use double brackets to denote the index sets, i.e.,
$$[n_1, n_2] := [n_1, n_2] \cap \mathbb{Z}, \quad n_2, n_2 \in \mathbb{R}.$$

2. Preliminaries. In this section, we collect some basic notations, results and tools required in the proofs of this paper.

2.1. Local Marchenko–Pastur laws and eigenvalue rigidity. For a probability measure $\mu$ on $\mathbb{R}$, denote by $m_\mu$ its Stieltjes transform, i.e.,
$$m_\mu(z) := \int \frac{d\mu(x)}{x - z}, \quad z \in \mathbb{C}^+.$$

Note that $m_\mu : \mathbb{C}^+ \to \mathbb{C}^+$ is analytic and can be analytically continued to the real line outside the support of $\mu$. Moreover, $m_\mu$ satisfies $\lim_{\eta \to \infty} \lim_{\mu(z)} = -1$.

Consider an $N \times N$ sample covariance matrix $X^*X$, where $X$ is an $M \times N$ random matrix satisfying the moment conditions in (1.3), (1.4) and (1.10). The Stieltjes transform of the empirical spectral measure of $X^*X$ is given by
\begin{equation}
m(z) \equiv m_N(z) := \frac{1}{N} \text{Tr} R(z), \quad R(z) := (XX^* - zI)^{-1}, \quad z \in \mathbb{C}^+,
\end{equation}
where $R$ is the resolvent of the matrix $X^*X$. We denote the resolvent of the accompanying $M \times M$ matrix $XX^*$ and its normalized trace by
\begin{equation}
\mathcal{R}(z) := (XX^* - z)^{-1}, \quad m(z) := \frac{1}{M} \text{Tr} \mathcal{R}(z), \quad z \in \mathbb{C}^+.
\end{equation}

It is straightforward to check that the eigenvalues of the $N \times N$ matrix $X^*X$ differ from the eigenvalues of the accompanying $M \times M$ matrix $XX^*$ by $|M - N|$ zeros. Hence we have
\begin{equation}
m(z) = \rho m(z) + \frac{\rho - 1}{z},
\end{equation}
where $\rho$ is the trace of $XX^*$. Notations: Throughout the paper, many quantities depend on $N$ and for notational simplicity we often omit this dependence. We use $c$ and $C$ to denote strictly positive constants that are independent of $N$, but their values may change from line to line. We use the standard Big-O and little-o notations for large $N$. For $X,Y \in \mathbb{R}$, we write $X \ll Y$ if there exists a small $c > 0$ such that $|X| \leq N^{-c}|Y|$ for large $N$. Moreover, we write $X \sim Y$ if there exist constants $c, C > 0$ such that $c|Y| \leq |X| \leq C|Y|$ for large $N$.

The following definition of stochastic domination from [23] is well-suited for high-probability estimates.

**Definition 1.3.** Let $\mathcal{X} ≡ \mathcal{X}^{(N)}$ and $\mathcal{Y} ≡ \mathcal{Y}^{(N)}$ be two sequences of nonnegative random variables. We say that $\mathcal{Y}$ stochastically dominates $\mathcal{X}$ if, for all (small) $\tau > 0$ and (large) $\Gamma > 0$,
\begin{equation}
\mathbb{P}(\mathcal{X}^{(N)} > \mathcal{Y}^{(N)}) \leq N^{-\Gamma},
\end{equation}
for sufficiently large $N \geq N_0(\tau, \Gamma)$, and we write $\mathcal{X} \prec \mathcal{Y}$ or $\mathcal{X} = O_\prec(\mathcal{Y})$.

We often use the notation $\prec$ also for deterministic quantities, then (1.13) holds with probability one. Useful properties of stochastic domination can be found in Lemma 2.5 below.

For any matrix $A \in \mathbb{C}^{m \times n}$, the matrix norm induced by the Euclidean vector norm is denoted by $\|A\|_2 := \sigma_{\text{max}}(A)$, where $\sigma_{\text{max}}(A)$ denotes the largest singular value of $A$. We denote the max norm of the matrix by $\|A\|_{\text{max}} := \max_{i,j} |A_{ij}|$. Moreover, we denote the upper half-plane by $\mathbb{C}^+ := \{z \in \mathbb{C} : \text{Im} z > 0\}$, and the non-negative numbers by $\mathbb{R}^+ := \{x \in \mathbb{R} : x \geq 0\}$.

Finally, we use double brackets to denote the index sets, i.e.,
$$[n_1, n_2] := [n_1, n_2] \cap \mathbb{Z}, \quad n_2, n_2 \in \mathbb{R}.$$
with \( \rho \equiv \rho_N \) given in (1.1). Without loss of generality, we assume \( M \geq N \) and study the non-trivial eigenvalues of the sample covariance matrix of the form \( X^* X \). Then from (1.1) and (1.2) we assume
\[
\theta \equiv \theta_N = M/N \geq 1, \quad \lim_{N \to \infty} \theta_N = \theta_0 \in [1, \infty).
\]

Following [45, 48], we use the linearization of the \( M \times N \) rectangular matrix \( X \),
\[
H(z) := \begin{pmatrix} -zI_N & X^* \\ X & -I_M \end{pmatrix} \in \mathbb{C}^{(N+M) \times (N+M)}, \quad z \in \mathbb{C}^+,
\]
where \( I_N \in \mathbb{R}^{N \times N} \) and \( I_M \in \mathbb{R}^{M \times M} \) stand for the identity matrices. Though \( H(z) \) is not self-adjoint, its inverse exists for any \( z \in \mathbb{C}^+ \), see (2.6) below. We denote its inverse matrix by \( \tilde{G} \equiv \tilde{G}(z) \), and refer to \( G \) as the Green function of the linearization matrix \( H(z) \). Using the Schur decomposition/Feshbach formula, it is straightforward to check that
\[
G(z) = \begin{pmatrix} -zI_N & X^* \\ X & -I_M \end{pmatrix}^{-1} = \begin{pmatrix} R & X^* \mathcal{R} \\ X \mathcal{R} & z \mathcal{R} \end{pmatrix}, \quad z \in \mathbb{C}^+,
\]
with \( R \equiv R(z) \) and \( \mathcal{R} \equiv \mathcal{R}(z) \) given in (2.1) and (2.2). In order to study the normalized trace of the resolvent of the matrix \( X^* X \) in (2.1), it suffices to estimate the average of the first \( N \) diagonal entries of the Green function \( G(z) \) in (2.6).

Next, we recall some useful properties of the Green function \( G \), see Lemma 4.6 in [45] for reference.

**Lemma 2.1.** 1. *(Deterministic bound for Green function entries)* If \( z = E + i \eta \in \mathbb{C}^+ \) satisfies \( |z| < C \) for some constant \( C > 0 \), then there exists a constant \( C' > 0 \) such that
\[
\max_{1 \leq i, j \leq N+M}|G_{ij}(z)| \leq \|G(z)\|_2 \leq \frac{C'}{\eta}.
\]
2. *(Generalized Ward identities)* If \( z = E + i \eta \in \mathbb{C}^+ \) satisfies \( c < |z| < C \) for some constants \( c, C > 0 \), then there exists a constant \( C' > 0 \) such that for any \( 1 \leq b \leq N \) and \( N+1 \leq \alpha \leq N+M \),
\[
\sum_{t=1}^{N} |G_{bt}(z)|^2 \leq \frac{\Im G_{bb}(z)}{\eta} ; \quad \sum_{t=N+1}^{N+M} |G_{bt}(z)|^2 \leq C' \|X^* X\|_2 \sum_{t=1}^{N} |G_{bt}(z)|^2 ;
\]
\[
\sum_{t=N+1}^{N+M} |G_{at}(z)|^2 \leq \frac{C' \|X^* X\|_2 \Im G_{aa}(z)}{\eta} + 2 ; \quad \sum_{t=1}^{N} |G_{at}(z)|^2 \leq C' \|X^* X\|_2 \sum_{t=N+1}^{N+M} |G_{at}(z)|^2 .
\]

Before we state the local Marchenko–Pastur law for the sample covariance matrix \( X^* X \), we recall that the probability density function of the Marchenko-Pastur law (finite \( N \) version) is given by
\[
d\mu_{\text{MP}, \varrho}(x) := \frac{1}{2\pi \varrho} \sqrt{\frac{(x - E_-)(E_+ - x)}{x^2}} \mathbb{1}_{[E_-, E_+]} dx, \quad \varrho \equiv \varrho_N \geq 1,
\]
with the two spectral edge points
\[
E_\pm = (1 \pm \sqrt{\varrho})^2.
\]
The Stieltjes transform of the Marchenko–Pastur distribution, denoted by \( \tilde{m} \) for short, is then characterized as the unique solution to the equation
\[
\tilde{m} + 1 = 0,
\]
such that \( \Im \tilde{m}(z) > 0 \), \( z \in \mathbb{C}^+ \). We remark that \( \tilde{m} \) and \( E_\pm \) depend on the matrix dimension \( N \) via the aspect ratio \( \varrho \equiv \varrho_N \) in (1.1). The following lemma summarizes some quantitative properties of \( \tilde{m} \).

For any fixed small \( \epsilon > 0 \) and small \( 0 < c < 1 \), we introduce the spectral domain
\[
S \equiv S(\epsilon, c) := \left\{ z = E + i \eta : |z| \geq c, \kappa \leq c^{-1}, N^{-1+\epsilon} \leq \eta \leq 1 \right\},
\]
where \( \kappa \equiv \kappa(E) \) denotes the distance to the two spectral edges in (2.9), i.e.,
\[
\kappa \equiv \kappa(E) := \min\{|E_+ - E|, |E_+ - E_+|\}.
\]

\[
\imath_0 \equiv \imath_0 \in [1, \infty).
\]
CONVERGENCE RATE TO THE TRACY–WIDOM LAWS

LEMMA 2.2 (Theorem 3.1[7]; Lemma 3.3 [11]). 1. For \( z \in S \) and sufficiently large \( N \) (depending on the convergence rate in (2.4)), we have

\[
|\tilde{m}(z)| \sim 1; \quad |1 + \tilde{m}(z)| \sim 1.
\]

2. For \( z \in S \) and sufficiently large \( N \), we have

\[
|\text{Im} \tilde{m}(z)| \sim \begin{cases} \sqrt{\kappa + \eta}, & \text{if } E \in [E_-, E_+], \\ \eta \sqrt{\kappa + \eta}, & \text{otherwise.} \end{cases}
\]

Next, we introduce the deterministic control parameter

\[
\Psi(z) := \left( \frac{\text{Im} \tilde{m}(z)}{N \eta} + \frac{1}{N \eta} \right), \quad z = E + i \eta \in \mathbb{C}^+.
\]

Note that \( \Psi(z) \leq N^{-\epsilon} \) for all \( z \in S \). Further, we introduce the deterministic \((N + M) \times (N + M)\) block matrix

\[
\Pi \equiv \Pi(z) := \begin{pmatrix} \tilde{m}(z) & 0 \\ 0 & -(1 + \tilde{m}(z))^{-1} \end{pmatrix}.
\]

We are now ready to state the (anisotropic) local law for the Green function \( G \) in (2.6).

THEOREM 2.3. (Theorem 2.4 in [11], Theorem 3.6 in [45]) Let \( X \) be a random matrix satisfying (1.3), (1.4), (1.10) and (2.4). For any deterministic unit vectors \( v, w \in \mathbb{C}^{N+M} \), we have uniformly in \( z \in S \) that

\[
\left| \langle v, (G(z) - \Pi(z)) w \rangle \right| \prec \Psi(z).
\]

Moreover, the normalized (partial) trace \( m_N(z) \) in (2.1) satisfies

\[
|m_N(z) - \tilde{m}(z)| \prec \frac{1}{N \eta}.
\]

The local law for the Green function \( G \) in Theorem 2.3 implies the following eigenvalue rigidity results for the sample covariance matrix \( X^*X \). Recall that the eigenvalues of \( X^*X \) are denoted by \( (\lambda_j)_{j=1}^N \) arranged in non-decreasing order.

For any \( E_1 < E_2 \) (\( E_1, E_2 \in \mathbb{R}^+ \cup \{\infty\} \)) denote the eigenvalue counting function by

\[
\mathcal{N}(E_1, E_2) := \#\{j : E_1 \leq \lambda_j \leq E_2\}.
\]

We also define the classical location \( \gamma_j \) of the \( j\)-th eigenvalue \( \lambda_j \) by

\[
\frac{j}{N} = \int_0^{\tau_j} d\mu_{\text{MP}, \Phi}(x).
\]

THEOREM 2.4 (Rigidity of eigenvalues, Theorem 2.10 [11]). Fix a small \( c > 0 \). Then for any \( c \leq E_1 < E_2 \),

\[
\left| \mathcal{N}(E_1, E_2) - N \int_{E_1}^{E_2} d\mu_{\text{MP}, \Phi}(x) \right| \prec 1.
\]

In addition, for any \( 1 \leq j \leq N \) such that \( \gamma_j \geq c \), we have

\[
|\lambda_j - \gamma_j| \prec N^{-2/3} \left( \min\{j, N - j + 1\} \right)^{-1/3}.
\]

In particular, fix some constants \( C_1, C_2 > 0 \), then for any small \( \tau > 0 \) and large \( \Gamma > 0 \) we have

\[
|\lambda_N - E_+| \leq C_1 N^{-2/3 + \tau}, \quad \mathcal{N}(E_+ - C_2 N^{-2/3}, \infty) \leq N^\tau,
\]

with probability bigger than \( 1 - N^{\Gamma} \), for \( N \) sufficiently large.
We end this subsection by stating some properties of the stochastic domination defined in Definition 1.3, see e.g., Proposition 6.5 [26] for reference. We remark that given any product of matrix entries of the Green function $G(z)$ with spectral parameter $z \in S$ given in (2.11), the deterministic upper bound condition in statement (3) below is always satisfied by (2.7). This argument will be used frequently throughout the paper to estimate the expectations of products of Green function entries using stochastic domination.

**Lemma 2.5.** Let $X$, $X'$, $Y$, $Y'$, $Z$ be non-negative random variables. Then,

1. $X \prec Y$ and $Y \prec Z$ imply $X \prec Z$;
2. If $X \prec Y$ and $X' \prec Y'$, then $X + X' \prec Y + Y'$ and $XX' \prec YY'$;
3. If $X \prec Y$, $\mathbb{E}[Y] \geq N^{-c_1}$ and $|X| \leq N^{c_2}$ almost surely with some fixed exponents $c_1$, $c_2 > 0$, then we have $\mathbb{E}[X] \prec \mathbb{E}[Y]$.

2.2. Properties of the white Wishart ensemble. Recall that a real ($\beta = 1$) or complex ($\beta = 2$) white Wishart matrix is a Gaussian sample covariance matrix $X^*X$ where the rescaled matrix entries $(\sqrt{N}X)_{ij}$, $1 \leq i \leq M$, $1 \leq j \leq N$ ($M \geq N$) are i.i.d real, respectively complex, standard Gaussian random variables. To distinguish the notations, we will use $W$ to indicate the Gaussian matrix and $W^*W$ to denote the white Wishart ensemble.

In the random matrix theory literature, the rescaled white Wishart matrix $NW^*W$ is also called Laguerre orthogonal/unitary ensemble, since the joint density of the eigenvalues of $NW^*W$, denoted by $(\nu_j)_{j=1}^N$, is given by

$$p_{N,\alpha,\beta}(\nu_1, \ldots, \nu_N) = \frac{1}{Z_{N,\alpha,\beta}} \prod_{1 \leq j < k \leq N} |\nu_j - \nu_k|^\beta \prod_{j=1}^N \nu_j^{\frac{\alpha + 1}{2}} e^{-\frac{\nu_j}{2N}} \mathbf{1}_{0 \leq \nu_1 \leq \nu_2 \leq \ldots \leq \nu_N},$$

where $Z_{N,\alpha,\beta}$ is a normalizing constant, and $\alpha = M - N - 1$, $\beta = 1$ for the Laguerre orthogonal ensemble (LOE), respectively $\alpha = M - N$, $\beta = 2$ for the Laguerre unitary ensemble (LUE).

Let $\{L_k^\alpha\}_{k=0}^\infty$ be the generalized Laguerre polynomials with parameter $\alpha \geq -1$ which are orthogonal on $\mathbb{R}^+$ with weight function $x^\alpha e^{-x}$, as defined in [68]. Define the corresponding normalized functions by

$$\psi_k^\alpha(x) := \frac{k!}{(k + \alpha)!} x^\frac{\alpha}{2} e^{-\frac{x}{2}} L_k^\alpha(x), \quad k \in \mathbb{N}, \quad \alpha \geq -1.$$ 

Then $\{\psi_k^\alpha\}_{k=0}^\infty$ form an orthonormal basis in $L^2(\mathbb{R}^+)$. The eigenvalue process of the LUE ($\beta = 2$) is well known to be a determinantal point process (see [38, 65]), whose $n$-point correlation function is given by

$$p_{N,2}^{(n)}(\nu_1, \ldots, \nu_n) = \det[K_{N,2}(\nu_i, \nu_j)]_{1 \leq i, j \leq n},$$

with the correlation kernel

$$K_{N,2}(x, y) = \sum_{k=0}^{N-1} \psi_k^\alpha(x) \psi_k^\alpha(y).$$

From [75], the correlation kernel in (2.25) has the following integral representation

$$K_{N,2}(x, y) = \int_0^{\infty} (\phi_{N,1}(x + z) \phi_{N,2}(y + z) + \phi_{N,2}(x + z) \phi_{N,1}(y + z)) dz,$$

where

$$\phi_{N,1}(x) := (-1)^N \sqrt{\frac{N(N + \alpha)}{2}} \psi_{N-1}^{\alpha+1}(x)x^{-1/2} \mathbf{1}_{x \geq 0},$$

$$\phi_{N,2}(x) := (-1)^{N-1} \sqrt{\frac{N(N + \alpha)}{2}} \psi_{N-1}^{\alpha+1}(x)x^{-1/2} \mathbf{1}_{x \geq 0}.$$
In the orthogonal case, the eigenvalue process of the LOE ($\beta = 1$) is a Pfaffian point process (see [67]), whose $n$-point correlation function is given by
\begin{equation}
\rho_{N,1}^{(n)}(\nu_1, \cdots, \nu_n) = \text{pf}[S_{N,1}(\nu_i, \nu_j)]_{1 \leq i, j \leq n},
\end{equation}
with the antisymmetric $2 \times 2$ matrix kernel
\begin{equation}
S_{N,1}(x, y) = \begin{pmatrix} K_{N,1}(x, y) & -\frac{\partial}{\partial y} K_{N,1}(x, y) \\ (\varepsilon K_{N,1})(x, y) - \frac{1}{2} \text{sgn}(x - y) & K_{N,1}(y, x) \end{pmatrix}, \quad \text{for even } N,
\end{equation}
where $\varepsilon$ denotes the convolution operator with kernel $\varepsilon(x, y) = \frac{1}{2} \text{sgn}(x - y)$, and the correlation kernel function $K_{N,1}$ has the following integral representation [52, 75]
\begin{equation}
K_{N,1}(x, y) = K_{N,2}(x, y) + \frac{1}{2} \phi_{N,2}(x)(\text{sgn} \ast \phi_{N,1})(y),
\end{equation}
with $K_{N,2}$ defined in (2.25) and $\phi_{N,1}, \phi_{N,2}$ given in (2.27). The case for odd $N$ is slightly more involved and discussed in [1].

We recall the centering parameter $\tilde{\mu}_N$ and scaling parameter $\tilde{\sigma}_N$ in (1.7) for the largest eigenvalue of the real white Wishart ensemble $W^*W$ and normalize the eigenvalues $(\nu_j)_j$ of the rescaled matrix $NW^*W$ in the edge scaling as below
\begin{equation}
\nu_j = : \tilde{\mu}_N + \tilde{\sigma}_N l_j.
\end{equation}
The corresponding rescaled correlation kernel function for $(l_j)_j$ is then given by
\begin{equation}
K_{N,1}^{\text{edge}}(x, y) := \tilde{\sigma}_NK_{N,1}(\tilde{\mu}_N + \tilde{\sigma}_Nx, \tilde{\mu}_N + \tilde{\sigma}_Ny), \quad \beta = 1, 2.
\end{equation}
Using the asymptotic results of Laguerre polynomials, it was shown in [30, 37, 39] (with slightly different centering and scaling parameters) that
\begin{equation}
K_{N,1}^{\text{edge}}(x, y) \rightarrow K_{\text{Airy}}(x, y) := \frac{\text{Ai}(x)\text{Ai}'(y) - \text{Ai}'(x)\text{Ai}(y)}{x - y}, \quad N \rightarrow \infty,
\end{equation}
for any $x, y$ in an interval bounded from below, where $\text{Ai}$ is the Airy function of first kind, which is the solution of $\text{Ai}''(x) - x\text{Ai}(x) = 0$, $x \in \mathbb{R}$, satisfying the boundary condition $\text{Ai}(x) \rightarrow 0$ as $x \rightarrow \infty$. As $x \rightarrow y$, the Airy kernel reduces to
\begin{equation}
K_{\text{Airy}}(x, x) := (\text{Ai}'(x))^2 - \text{Ai}''(x)\text{Ai}(x) = (\text{Ai}'(x))^2 - x(\text{Ai}(x))^2.
\end{equation}
In the orthogonal ($\beta = 1$) case [39], we have similarly
\begin{equation}
K_{N,1}^{\text{edge}}(x, y) \rightarrow K_{\text{Airy}}(x, y) + \frac{1}{2} \text{Ai}(x) \int_{-\infty}^y \text{Ai}(t)dt, \quad N \rightarrow \infty,
\end{equation}
for any $x, y$ in an interval bounded from below.

The following asymptotic results for the Laguerre polynomials are key ingredients in [21, 52] to prove the convergence rate for the fluctuations of the largest eigenvalue of white Wishart matrices.

**Lemma 2.6.** Recall the functions $\phi_{N,1}$ and $\phi_{N,2}$ defined in (2.27). For any fixed $L_0 \in \mathbb{R}$, there exists a constant $C \equiv C(L_0) > 0$ such that for any $x \in [L_0, \infty]$,
\begin{align}
|\tilde{\sigma}_N\phi_{N,1}(\tilde{\mu}_N + \tilde{\sigma}_Nx) - \frac{\text{Ai}(x)}{\sqrt{2}}| &\leq CN^{-1/3}e^{-x}, \quad |\tilde{\sigma}_N\phi_{1}(\tilde{\mu}_N + \tilde{\sigma}_Nx)| \leq Ce^{-x}; \\
|\tilde{\sigma}_N\phi_{N,2}(\tilde{\mu}_N + \tilde{\sigma}_Nx) - \frac{\text{Ai}(x)}{\sqrt{2}}| &\leq CN^{-2/3}e^{-x}, \quad |\tilde{\sigma}_N\phi_{1}(\tilde{\mu}_N + \tilde{\sigma}_Nx)| \leq Ce^{-x},
\end{align}
for sufficiently large $N$, with $\tilde{\mu}_N$ and $\tilde{\sigma}_N$ given in (1.7).

Combining the above results with (2.26) and (2.30), it is straightforward to check the following quantitative convergence rate for the edge kernels in (2.32) to their deterministic limits. Similar estimates were also obtained in [17] for general Laguerre ensembles with fixed $\alpha \in \mathbb{N}$. 
Proposition 2.7. For any fixed $L_0 \in \mathbb{R}$, there exists a constant $C \equiv C(L_0) > 0$ such that for any $x, y \in [L_0, \infty)$,
\begin{equation}
|K_{N,2}^{\text{edge}}(x, y) - K_{\text{Airy}}(x, y)| \leq C N^{-1/3} e^{-x} e^{-y},
\end{equation}
and
\begin{equation}
|K_{N,1}^{\text{edge}}(x, y) - K_{\text{Airy}}(x, y) - \frac{1}{2} \text{Ai}(x) \int_{-\infty}^{y} \text{Ai}(t) dt| \leq C N^{-1/3} e^{-x} e^{-y},
\end{equation}
for sufficiently large $N$.

Finally, we recall some basic properties of the Airy function and Airy Kernel; see [4] for a reference.

Lemma 2.8. The Airy function and Airy kernel in (2.33) have the following integral representations:
\[ \text{Ai}(x) = \frac{1}{\pi} \int_{0}^{\infty} \cos(ty + \frac{y^3}{3}) dy; \quad K_{\text{Airy}}(x, y) = \int_{0}^{\infty} \text{Ai}(x + z) \text{Ai}(y + z) dz. \]
For any fixed $L_0 \in \mathbb{R}$, there exists a constant $C \equiv C(L_0) > 0$, such that for any $x, y \in [L_0, +\infty)$,
\[ |K_{\text{Airy}}(x, y)| \leq C, \quad \text{Ai}(x) \int_{-\infty}^{y} \text{Ai}(t) dt \leq C. \]

2.3. Cumulant expansion formula. A key tool of this paper is the following cumulant expansion formula, see e.g., Lemma 3.1 in [35] for reference and Lemma 7.1 in there for the complex version.

Lemma 2.9. Let $h$ be a real-valued random variable with finite moments. The $p$-th cumulant of $h$ is given by
\begin{equation}
\kappa^{(p)}(h) := (-i)^p \left( \frac{d^p}{dt^p} \log \mathbb{E} e^{ith} \right)_{t=0},
\end{equation}
Let $f : \mathbb{R} \to \mathbb{C}$ be a smooth function which has bounded derivatives and denote by $f^{(p)}$ its $p$-th derivative. Then for any fixed $l \in \mathbb{N}$, we have
\begin{equation}
\mathbb{E}[hf(h)] = \sum_{p+1=1}^{l} \frac{1}{p!} \kappa^{(p+1)}(h) \mathbb{E}[f^{(p)}(h)] + R_{l+1},
\end{equation}
where the error term satisfies
\begin{equation}
|R_{l+1}| \leq C_l \mathbb{E} \left[ |h|^{l+1} \right] \sup_{|x| \leq M} |f^{(l)}(x)| + C_l \mathbb{E} \left[ |h|^{l+1} 1_{|h| > M} \right] \sup_{x \in \mathbb{R}} |f^{(l)}(x)|,
\end{equation}
and $M > 0$ is an arbitrary fixed cutoff.

3. Proof of Theorem 1.2. Before we begin with the proof of Theorem 1.2, we first establish the link between the distribution of the rescaled largest eigenvalue of $X^* X$ and the normalized trace of the resolvent in (2.1), following the approach in [27] to prove the edge universality for Wigner matrices.

Fix a small $\epsilon > 0$ and introduce a truncation energy for the largest eigenvalue as (see (2.22))
\begin{equation}
E_L := E_+ + 4N^{-2/3 + \epsilon},
\end{equation}
with the upper edge $E_+$ given in (2.9). For any $E \leq E_L$, we define the indicator function
\begin{equation}
\chi_E := \mathbb{1}_{[E, E_L]}.
\end{equation}
The eigenvalue counting function for $X^* X$ defined in (2.18) is then written as $N(E, E_L) = \text{Tr} \chi_E(X^* X)$.

For $\eta > 0$, we define the mollifier $\theta_{\eta}$ by setting
\begin{equation}
\theta_{\eta}(x) := \frac{\eta}{\pi (x^2 + \eta^2) \eta} = \frac{1}{\pi} \text{Im} \frac{1}{x - i\eta}.
\end{equation}
We can then relate $\text{Tr}_{X^*E} \star \theta_{\eta}(X^*X)$ to the normalized trace of the resolvent of $X^*X$, $m_N$ in (2.1), as
\begin{equation}
(3.4) \quad \text{Tr}_{X^*E} \star \theta_{\eta}(X^*X) = \frac{N}{\pi} \int_\mathbb{R} \chi_E(y) \text{Im} m_N(y + i\eta) dy = \frac{N}{\pi} \int_E \text{Im} m_N(y + i\eta) dy.
\end{equation}

The following two lemmas assure that $\text{Tr}_{X^*E} \star \theta_{\eta}(X^*X)$ can be sufficiently well approximated by $\text{Tr}_{X^*E} \star \theta_{\eta}(X^*X)$ for $\eta \ll N^{-2/3}$, and hence can be linked to the normalized trace $m_N$, in view of (3.4). These arguments were used first in [27] to prove the edge universality of Wigner matrices, where $\eta$ is chosen slightly smaller than the typical edge eigenvalue spacing $N^{-2/3}$. In order to obtain a quantitative convergence rate, we aim to choose $\eta$ here much smaller with $\eta \gg N^{-1}$. Similar arguments were used in [12, 73]. The proofs of the following two lemmas can be found in the Appendix of [62].

**Lemma 3.1.** Let $E, l_1$ and $\eta$ be scale parameters satisfying $N^{-1} \ll \eta \ll l_1 \ll E - E \leq CN^{-2/3+\epsilon}$ for some constant $C > 0$. Then, for any $\Gamma > 0$,
\begin{equation}
(3.5) \quad \left| \text{Tr}_{X^*E}(X^*X) - \text{Tr}_{X^*E} \star \theta_{\eta}(X^*X) \right| \leq C' \left( \mathcal{N}(E - l_1, E + l_1) + \frac{\eta}{l_1} N^{2\epsilon} \right),
\end{equation}
holds with probability bigger than $1 - N^{-\Gamma}$, for $N$ sufficiently large.

Let $F : \mathbb{R} \rightarrow \mathbb{R}$ be a smooth cut-off function such that
\begin{equation}
(3.6) \quad F(x) = 1, \quad \text{if} \quad |x| \leq 1/9; \quad F(x) = 0, \quad \text{if} \quad |x| \geq 2/9,
\end{equation}
and we assume that $F(x)$ is non-increasing for $x \geq 0$. Then one obtains the following estimates from Lemma 3.1 and the eigenvalue rigidity in (2.22).

**Lemma 3.2.** Fix a small $\epsilon > 0$. Set $l_1 = N^{3\epsilon} \eta$ and $l = N^{3\epsilon} l_1$ such that $N^{-1} \ll \eta \ll l \ll E_L - E \leq CN^{-2/3+\epsilon}$. Then for any $\Gamma > 0$, we have
$$\text{Tr}_{X^*E+l} \star \theta_{\eta}(X^*X) - N^{-\epsilon} \leq \mathcal{N}(E, \infty) \leq \text{Tr}_{X^*E-l} \star \theta_{\eta}(H) + N^{-\epsilon},$$
with probability bigger than $1 - N^{-\Gamma}$, for $N$ sufficiently large. Furthermore, we have
\begin{equation}
(3.7) \quad \mathbb{E} \left[ F \left( \text{Tr}_{X^*E-l} \star \theta_{\eta}(X^*X) \right) \right] - N^{-\Gamma} \leq \mathbb{P} \left( \mathcal{N}(E, \infty) = 0 \right) \leq \mathbb{E} \left[ F \left( \text{Tr}_{X^*E+l} \star \theta_{\eta}(X^*X) \right) \right] + N^{-\Gamma},
\end{equation}
where $F(x)$ is the cut-off function given in (3.6).

Hence, recalling (3.4), we have established in (3.7) the desired link between the distribution function of the rescaled largest eigenvalue of $X^*X$ and the normalized trace of the resolvent of $X^*X$ using a cleverly chosen observable from [27]. Theorem 1.2 hence follows from the Green function comparison, Theorem 3.3 below, where we compare this observable for any sample covariance matrix $X^*X$ with the corresponding white Wishart matrix $W^*W$. We use $\mathbb{E}^W$ and $\mathbb{E}^\star W$ to denote the probability and expectation with respect to the Gaussian matrix $W$.

**Theorem 3.3 (Green function comparison theorem at the upper edge $E_+$).** Consider a random matrix $X$ satisfying the moment conditions in (1.3), (1.4), (1.10) and the aspect ration condition in (2.4). Let $F$ be a smooth function with uniformly bounded derivatives. For any fixed small $\epsilon > 0$ and fixed constants $C_1, C_2 > 0$, choose $\eta, \kappa_1$ and $\kappa_2$ such that $N^{-1+\epsilon} \leq \eta \leq N^{-2/3-\epsilon}$ and $-C_1 N^{-2/3} \leq -\kappa_1 < \kappa_2 \leq C_2 N^{-2/3+\epsilon}$. Then for any small $\tau > 0$,
\begin{equation}
(3.8) \quad \left| (\mathbb{E} - \mathbb{E}^W) \left[ F \left( N \int_{\kappa_1}^{\kappa_2} \text{Im} m_N(E_+ + x + i\eta) dx \right) \right] \right| \leq N^{-\frac{1}{2}+\tau},
\end{equation}
for sufficiently large $N \geq N_0(C_1, C_2, \epsilon, \tau)$. The results hold true for both the real and complex case.

Admitting Theorem 3.3, we are ready to prove the quantitative Tracy–Widom laws in Theorem 1.2. Similar arguments for Wigner matrices can be found in [12, 62]. We will only consider the real sample covariance matrices ($\beta = 1$), the complex case ($\beta = 2$) can be handled similarly.
**Proof of Theorem 1.2.** Recall the aspect ratio in (2.4) and the centering and scaling parameters $\mu_N, \sigma_N$ in (1.5). Set

$$E_+ = (1 + \sqrt{q})^2 \sim 1, \quad \gamma_+ = \frac{q^{1/6}}{(1 + \sqrt{q})^{4/3}} \sim 1. \tag{3.9}$$

In order to study the distribution of the centered and scaled largest eigenvalue $\sigma_N^{-1}(N\lambda_N - \mu_N)$, it is equivalent to study the distribution of $\gamma_+ N^{2/3}(\lambda_N - E_+)$. Using the rigidity of the eigenvalues in (2.22), one easily verifies that, for any fixed small $\epsilon > 0$ and $\Gamma > 2/3$,

$$\sup_{r > \gamma_+ N^{\epsilon}} \left| \mathbb{P} \left( \gamma_+ N^{2/3}(\lambda_N - E_+) < r \right) - \mathbb{E}^W \left( \gamma_+ N^{2/3}(\lambda_N - E_+) < r \right) \right| \leq N^{-\Gamma}, \tag{3.10}$$

for sufficiently large $N$. Hence it suffices to focus on the regime $r_0 \leq r \leq \gamma_+ N^{\epsilon}$. For any $r_0 \leq r \leq \gamma_+ N^{\epsilon}$, let, as in (3.1),

$$E = E_+ + \gamma_+^{-1} N^{-2/3} r, \quad \text{and} \quad E_L = E_+ + 4N^{-2/3+\epsilon}. \tag{3.11}$$

Set $\eta = N^{-1+\epsilon}$ and $l = N^{-1+7\epsilon}$ as in Lemma 3.2, where we choose $0 < \epsilon < \frac{1}{2\Gamma}$ such that $l \ll N^{-2/3}$. From (3.4) and (3.7), we can relate the distribution of the rescaled largest eigenvalue $\gamma_+ N^{2/3}(\lambda_N - E_+)$ to the normalized trace of the Green function as follows,

$$\mathbb{E} \left[ F \left( N \int_{\gamma_+^{-1} N^{-2/3} r - l}^{\gamma_+^{-1} N^{-2/3} r + l} \text{Im} \, m_N(E_+ + x + i\eta) \, dx \right) \right] - N^{-\Gamma} \leq \mathbb{P} \left( \gamma_+ N^{2/3}(\lambda_N - E_+) < r \right) \tag{3.12}$$

Shifting the value of $r$ in the second inequality of (3.11) and combining with the first one, we obtain

$$\mathbb{P} \left( \gamma_+ N^{2/3}(\lambda_N - E_+) < r - 2\gamma_+ N^{2/3} l \right) - N^{-\Gamma} \leq \mathbb{E} \left[ F \left( N \int_{\gamma_+^{-1} N^{-2/3} r - l}^{\gamma_+^{-1} N^{-2/3} r + l} \text{Im} \, m_N(E_+ + x + i\eta) \, dx \right) \right] \tag{3.13}$$

Similar bounds can be obtained if we replace $-l$ in the lower integral domain with $+l$. We remark that the above inequalities hold true for any sample covariance matrices, including the white Wishart ensemble. Using Theorem 1.1 for the real white Wishart matrices where the centering and scaling parameters satisfy $\frac{\gamma_+}{N} = E_+ + O(N^{-1})$ and $\frac{N}{\sigma_N} = \gamma_+ N^{2/3} + N^{-1/3}$, and that the Tracy–Widom laws have smooth and uniformly bounded density, we find

$$\sup_{r_0 \leq r \leq \gamma_+ N^{\epsilon}} \left| \mathbb{E}^W \left[ F \left( N \int_{\gamma_+^{-1} N^{-2/3} r - l}^{\gamma_+^{-1} N^{-2/3} r + l} \text{Im} \, m_N(E_+ + x + i\eta) \, dx \right) \right] - \text{TW}_1(r) \right| = O(N^{-1/3+7\epsilon}). \tag{3.14}$$

Choosing $0 < \tau < \epsilon$ in the Green function comparison (3.8) in Theorem 3.3, we have

$$\sup_{r_0 \leq r \leq \gamma_+ N^{\epsilon}} \left| \left( \mathbb{E} - \mathbb{E}^W \right) \left[ F \left( N \int_{\gamma_+^{-1} N^{-2/3} r - l}^{\gamma_+^{-1} N^{-2/3} r + l} \text{Im} \, m_N(E_+ + x + i\eta) \, dx \right) \right] \right| \leq N^{-1/3+\epsilon}, \tag{3.15}$$

for sufficiently large $N$. Combining (3.13) and (3.14) with (3.11), we choose $0 < \epsilon < \min\{\frac{\omega}{7}, \frac{1}{2\Gamma}\}$ in the setting of Theorem 1.2 and obtain

$$\sup_{r_0 \leq r \leq \gamma_+ N^{\epsilon}} \left| \mathbb{P} \left( \gamma_+ N^{2/3}(\lambda_N - E_+) < r \right) - \text{TW}_1(r) \right| \leq N^{-1/3+\omega}, \tag{3.15}$$

for sufficiently large $N$. Together with (3.10), we have hence completed the proof of Theorem 1.2. \qed
4. A special case $F(x) = x$: estimates on $\mathbb{E}[\text{Im } m_N]$. In this section, we prove Theorem 3.3 for the special choice $F(x) = x$. It then suffices to compare the expectations of the normalized trace of the resolvent in (2.1) between any sample covariance matrix $X^*X$ and the corresponding white Wishart matrix $W^*W$.

**Proposition 4.1.** Consider a random matrix $X$ satisfying (1.3), (1.4), (1.10) and (2.4), and the corresponding Gaussian matrix $W$ which is independent of $X$. Consider the interpolating matrix flow $X(t)$ in (4.4) below and define the normalized trace of the resolvent of $X(t)^*X(t)$, $m_N(t,z)$, as in (4.8).

For any fixed small $\epsilon > 0$ and fixed $C_1, C_2 > 0$, define the following domain of the spectral parameter $z$ near the upper edge,

$$S_{\text{edge}} \equiv S_{\text{edge}}(\epsilon, C_1, C_2)$$

(4.1)

$$= \{ z = E + i\eta \in S : -C_1 N^{-2/3} \leq E - E_+ \leq C_2 N^{-2/3+\epsilon}, N^{-1+\epsilon} \leq \eta \leq N^{-2/3-\epsilon} \},$$

with $S$ given in (2.11) and $E_+$ defined in (2.9). Then for any $\tau > 0$, we have

$$\left| \mathbb{E}[m_N(t,z)] - \mathbb{E}[W[m_N(z)]] \right| \leq N^{-1/3+\epsilon+\tau},$$

uniformly in $z \in S_{\text{edge}}$ and $t \geq 0$, for sufficiently large $N \geq N_0(C_1, C_2, \epsilon, \tau)$. Furthermore, there exists a constant $C > 0$ depending on $C_1$ and $C_2$ such that

$$\mathbb{E}[|\text{Im } m_N(t,z)|] \leq CN^{-1/3},$$

uniformly in $z \in S_{\text{edge}}$ and $t \geq 0$, for sufficiently large $N$.

**Remark 4.2.** In the traditional approach to the Green function comparison theorem [27] a Lindeberg type replacement strategy is used. In (4.4) below we use a continuous flow to interpolate between sample covariance matrices and the white Wishart ensembles. This is notationally easier than the Lindeberg replacement, especially when we do recursive comparisons to estimate the contributions from the fourth order cumulants in Section 6.

In the rest of this section we prove Proposition 4.1; its proof is split into several parts organized in four subsections. Key results are Proposition 4.4, Proposition 4.6 and Proposition 4.7, whose proofs are presented in Section 5 and Section 6 respectively. We will consider the real sample covariance matrices, the complex case can be proved analogously.

4.1. Interpolation between $X^*X$ and $W^*W$. Consider the interpolating matrix flow

$$X(t) := e^{-\frac{t}{2}}X + \sqrt{1 - e^{-t}}W \in \mathbb{R}^{M \times N}, \quad t \in \mathbb{R}^+,$$

where $X$ is a real-valued matrix satisfying (1.3), (1.10) and (2.4), and $W$ is the corresponding Gaussian matrix chosen independently from $X$.

For any $t \in \mathbb{R}^+$, $z \in \mathbb{C}^+$, we define the resolvent of the time-dependent sample covariance matrix $X^*(t)X(t) \in \mathbb{R}^{N \times N}$ and the resolvent of the accompanying matrix $X(t)^*X(t) \in \mathbb{R}^{M \times M}$ as

$$R(t,z) := (X^*(t)X(t) - zI_N)^{-1}; \quad \mathcal{R}(t,z) := (X(t)^*X(t) - zI_M)^{-1}, \quad z \in \mathbb{C}^+.$$ 

Similarly as in (2.5) and (2.6), we linearize the rectangular matrix $X(t)$ using the following block matrix

$$H(t,z) := \begin{pmatrix} -zI_N & X^*(t) \\ X(t) & -I_M \end{pmatrix} \in \mathbb{C}^{(N+M) \times (N+M)}, \quad t \in \mathbb{R}^+, \quad z \in \mathbb{C}^+.$$

To distinguish the indices with respect to the block structure, we use Latin letters for indices taking values in $[1, N]$, Greek letters for indices taking values in $[N+1, N+M]$. We also use calligraphic letters, e.g., $i, j$, to denote the indices ranging from 1 to $N + M$. We denote the matrix entries of $H(t,z)$ by $h_{ij} \equiv h_{ij}(t,z)$. 


Define the Green function of the linearization matrix $H(t, z)$ by

$$
G(t, z) := H(t, z)^{-1} = \begin{pmatrix}
R(t, z) & X^*(t)R(t, z) \\
X(t)R(t, z) & zR(t, z)
\end{pmatrix}, \quad t \in \mathbb{R}^{+}, z \in \mathbb{C}^{+}.
$$

(4.7)

As in (2.1), the normalized trace of the resolvent of $X^*(t)X(t)$ is then given by

$$
m(t, z) := \frac{1}{N} \text{Tr} R(t, z) = \frac{1}{N} \sum_{v=1}^{N} G_{vv}(t, z); \quad t \in \mathbb{R}^{+}, z \in \mathbb{C}^{+}.
$$

(4.8)

For notational simplicity, we introduce the partial normalized traces

$$
G(t, z) := \frac{1}{N} \sum_{v=1}^{N} G_{vv}(t, z) = m(t, z); \quad G(t, z) := \frac{1}{M} \sum_{v=1}^{N+M} G_{vv}(t, z), \quad t \in \mathbb{R}^{+}, z \in \mathbb{C}^{+}.
$$

(4.9)

In the following, we often ignore the parameters and write for short

$$
H = H(t, z), \quad G = G(t, z), \quad m = m(t, z), \quad \tilde{G} = \tilde{G}(t, z), \quad \bar{G} = \bar{G}(t, z), \quad t \in \mathbb{R}^{+}, z \in \mathbb{C}^{+}.
$$

We remark that, by a simple continuity argument in time parameter, the local law in Theorem 2.3 still holds for the time dependent Green function $G(t, z)$ for any $t \in \mathbb{R}^{+}$ and $z \in S$ given in (2.11), i.e.,

$$
\max_{1 \leq v \leq N} \left\{ |G - \bar{m}|, |G + \frac{1}{1 + \bar{m}}|, |G_{vv} - \bar{m}|, |G_{vv} + \frac{1}{1 + \bar{m}}|, |G_{11}| \right\} \prec \Psi,
$$

(4.10)

where $\bar{m}$ is the deterministic function defined in (2.10), and the control parameter $\Psi$ is given in (2.14).

Differentiating $E[m_N(t, z)]$ with respect to $t$ and using the block structure in (4.6) and (4.7), we have

$$
\frac{d}{dt} E[m_N(t, z)] = E \left[ \frac{1}{N} \sum_{v=1}^{N} \frac{d}{dt} G_{vv}(t, z) \right] = E \left[ \frac{1}{N} \sum_{v=1}^{N} \sum_{\nu=1}^{M} -2\partial h_{ab}(t) G_{ab} G_{\nu \nu} \right].
$$

(4.11)

It is not hard to check from (4.4) that

$$
(h_{ab}(t))_{ab} = -\frac{e^{-t/2}}{2} X + \frac{e^{-t}}{2\sqrt{1 - e^{-t}}} W, \quad b \in \lfloor 1, N \rfloor, \quad a \in \lfloor 1, N + M \rfloor.
$$

(4.12)

Note that the second order cumulants of matrix entries of $X$ and $W$ are identical to $N^{-1}$, and all the third and higher order cumulants of the Gaussian entries of $W$ are vanishing.

Applying the cumulant expansion formulas in Lemma 2.9 with respect to $h_{ab}(t)$ in (4.12) on the right side of (4.11) and that the matrix entries of $X$ and $W$ are all independent random variables, we observe that the second order cumulant terms are canceled precisely and we stop the expansions at the fourth order, i.e.,

$$
\frac{d}{dt} E[m_N(t, z)] = \frac{1}{N} \sum_{v=1}^{N} \sum_{a=1}^{N+M} \sum_{\nu=1}^{M} 4 \frac{1}{p!} \left( s_{ab}^{(p+1)}(t) \right) \left( \frac{\partial^p G_{ab} G_{\nu \nu}}{\partial h_{ab}^p} \right) + O_z \left( \frac{1}{\sqrt{N}} \right)
$$

(4.13)

where $s_{ab}^{(p+1)}(t)$ is the $(p+1)$-th cumulant of the normalized matrix entries $(\sqrt{N}h_{ab}(t))$ given by

$$
s_{ab}^{(p+1)}(t) = s_{ab}^{(p+1)}(0) e^{-\frac{(p+1)t}{2}}, \quad p + 1 \geq 3.
$$

(4.14)

In (4.13), we truncate the cumulant expansions at the fourth order and the error given in (2.40) is estimated using the local law in (4.10), properties of stochastic domination in Lemma 2.5, and that the normalized matrix entries $(\sqrt{N}h_{ab}(t))$ have finite moments from the condition in (1.10).
To compute the partial derivatives on the right side of (4.13), we are using the differential rule for the Green function entries

$$\frac{\partial G_{ij}}{\partial h_{ab}} = -G_{ia}G_{bj} - G_{ib}G_{aj}, \quad i,j \in \llbracket 1, N + M \rrbracket, \quad b \in \llbracket 1, N \rrbracket, \quad \alpha \in \llbracket N + 1, N + M \rrbracket.$$  

Then the resulting terms on the right side of (4.13) can be written as a linear combination of averaged products of the Green function entries. We give two examples of the averaged product of Green function entries below for $p + 1 = 3$ and $p + 1 = 4$ respectively,

$$\frac{1}{N^2} \sum_{v,b=1}^{N} \sum_{\alpha = N+1}^{N+M} s_{ab}^{(3)}(t) \mathbb{E} \left[ G_{va}G_{bc}G_{\alpha a}G_{\beta b} \right], \quad \frac{1}{N^2} \sum_{v,b=1}^{N} \sum_{\alpha = N+1}^{N+M} s_{ab}^{(4)}(t) \mathbb{E} \left[ G_{va}G_{\alpha a}G_{\alpha a}G_{(G_{\beta b})^2} \right].$$

In general, we introduce an abstract form of averaged products of Green function entries as follows. For fixed integers $m_1, m_2$, we use the Latin letters in $I_N := \{ v_j \}_{j=1}^{m_1}$ (may include the indices $v, b$ in (4.13)) to denote the summation indices taking values in $\llbracket 1, N \rrbracket$, and use the Greek letters in $I_M := \{ \alpha_1 \}_{\alpha = 1}^{m_2}$ (may include $\alpha$) to denote the indices taking values in $\llbracket N + 1, N + M \rrbracket$. We also set $I := I_N \cup I_M := \{ v_j \}_{j=1}^{m_1}, m = m_1 + m_2$, where each element in $I$, denoted by $v_j$, is from either $I_N$ or $I_M$.

To clarify the notations, we use the symbol $v_j$ to denote the free summation indices in $I$ taking values in either $\llbracket 1, N \rrbracket$ or $\llbracket N + 1, N + M \rrbracket$, and the letters $x_i, y_i$ as the row and column indices of the Green function entries. In order to avoid confusion, we clarify that $x_i = y_i = v_j$ means that both $x_i$ and $y_i$ stand for the same element $v_j \in I$. Further we write $x_i \neq y_i$, if $x_i$ and $y_i$ represent two distinct summation indices in $I$. They could have the same value when summing over $I$.

We use $\prod_{i=1}^{n} G_{x_i,y_i}$, with $n^\alpha \in \mathbb{N}$ to denote a general product of the matrix entries of the Green function $G$, where each row index $x_i$ and column index $y_i$ of the Green function entries represents an element in $I$. For later purposes of expansions explained in the next section, we also include the centered diagonal Green function entries $G - \widehat{m}$ and $G + \frac{1}{1 + \widehat{m}}$ in the product. We will use $n^\theta, n^\theta \in \mathbb{N}$ to denote the powers of these two centered diagonal Green function factors. Then we write the abstract form as

$$\frac{1}{N^{m_1+m_2}} \sum_{v_1, \ldots, v_{m_1}=1}^{N} \sum_{y_1, \ldots, y_{m_2}=N+1}^{N+M} c_{v_1, \ldots, v_{m_1}, y_1, \ldots, y_{m_2}}(t, z) \left( \prod_{i=1}^{n^\theta} G_{x_i,y_i} \right) \left( G - \widehat{m} \right)^{n^\theta} \left( G + \frac{1}{1 + \widehat{m}} \right)^{n^\theta},$$

where the coefficients $c_{I} \equiv c_{I}(t, z)$ are complex-valued deterministic functions of $t, z$, which are uniformly bounded for any $t \in \mathbb{R}^+, z \in \mathbb{C}^+$.

We denote the total number of Green function entries (including the centered diagonal Green function entries $G - \widehat{m}$ and $G + \frac{1}{1 + \widehat{m}}$) in the averaged product in (4.17) by

$$n := n^\theta + n^\theta + n^\theta,$$

and denote the number of off-diagonal Green function entries in the product as

$$d^{\theta} := \# \{ 1 \leq i \leq n^\theta : x_i \neq y_i \} \leq n^\alpha.$$  

We further define the degree, denoted by $d$, to be the number of off-diagonal Green function entries plus the powers of the centered diagonal Green function factor $G - \widehat{m}$ and $G + \frac{1}{1 + \widehat{m}}$, i.e.,

$$d := d^{\theta} + n^\theta + n^\theta \leq n.$$  

We use $Q_d \equiv Q_d(t, z)$ to denote the collection of the averaged products of Green function entries of the form in (4.17) with degree $d$. For any $Q_d \equiv Q_d(t, z) \in Q_d$, it directly follows from the local law in (4.10) that, for any $t \geq 0$ and $z \in S$ given in (2.11),

$$|Q_d(t, z)| < \Psi^{d} + N^{-1}.$$  

The second error estimate $N^{-1}$ stems from the coincidence of distinct summation indices. We will often omit the parameters $z$ and $t$ for notational simplicity.
4.2. Unmatched terms. From (4.15), we observe that the third order terms corresponding to \(p + 1 = 3\) in (4.13) can be written as averaged products of Green function entries of the form in (4.17) up to a factor \(\sqrt{N}\), with \(I = \{v, b, \alpha\}\), \(n^v = 4\), and \(n^b = n^\alpha = 0\). Some examples of these terms are

\[
(4.22) \quad \sqrt{N} \frac{1}{N^2} \sum_{v, \alpha, b} s_{ab}^{(3)}(t) \mathbb{E} \left[ G_{va} G_{ba} G_{\alpha a} G_{bb} \right], \quad \sqrt{N} \frac{1}{N^2} \sum_{v, \alpha, b} s_{ab}^{(3)}(t) \mathbb{E} \left[ G_{va} G_{\alpha a} G_{ab} G_{bb} \right].
\]

Note that the indices \(\alpha\) and \(b\) appear three times as the row or column index in the product of Green function entries and thus all the resulting third order terms are unmatched as defined next. The fourth order terms for \(p + 1 = 4\) are then matched and are discussed in the next subsection.

**Definition 4.3 (Unmatched terms, unmatched indices).** Consider a term of the form in (4.17) with degree \(d\), denoted by \(Q_d \in Q_d\). For any summation index \(v_j \in I\), let \(n(v_j)\) be the total number of appearances of the index \(v_j\) as the row or column index in the product of Green function entries, i.e.,

\[
(4.23) \quad n(v_j) := \# \{1 \leq i \leq n^v : x_i = v_j \} + \# \{1 \leq i \leq n^b : y_i = v_j \}.
\]

If a summation index \(v_j \in I\) appears an odd number of times as the row or column index in the product of Green function entries, then we say that the summation index \(v_j\) is unmatched. The set of all unmatched summation indices is defined as

\[
(4.24) \quad I^o := \{v_j \in I : n(v_j) \text{ is odd} \}.
\]

If \(I^o = \emptyset\), then we say \(Q_d\) is a matched term. Otherwise, \(Q_d\) is called an unmatched term, denoted by \(Q_d^o\). The collection of unmatched terms of the form in (4.17) with degree \(d\) is denoted by \(Q_d^o \subset Q_d\).

The following proposition asserts that the expectation of any unmatched term is much smaller than its naive size obtained by power counting using the local law as in (4.21).

**Proposition 4.4.** Consider an unmatched term \(Q_d^o \in Q_d^o\) of the form in (4.17) with fixed \(n \in \mathbb{N}\) given in (4.18). For any fixed integer \(D \geq d + 1\), we have

\[
(4.25) \quad |\mathbb{E}[Q_d^o(t, z)]| = O_\prec \left( N^{-1} + \Psi^D \right),
\]

uniformly in \(t \in \mathbb{R}^+\) and \(z \in S\) given in (2.11).

Armed with Proposition 4.4, the third order terms on the right side of (4.13) are unmatched terms of the form in (4.17) with \(n(\alpha) = n(b) = 3\), \(n = 5\), up to a factor \(\sqrt{N}\), and hence are bounded by \(O_\prec \left( N^{-1} + \Psi^D \right)\). By choosing \(D\) sufficiently large depending on \(\epsilon\) in (2.11) to make \(\Psi^D \leq N^{-1}\) for large \(N\) (see (2.14)), the third order terms are bounded by \(O_\prec (N^{-1/2})\). We can hence rewrite (4.13) as

\[
(4.26) \quad \frac{d}{dt} \mathbb{E}[m_N(t, z)] = -\frac{1}{12N^3} \sum_{v, \alpha, b} s_{ab}^{(4)}(t) e^{-2t} \mathbb{E} \left[ \frac{\partial^4 G_{vv}}{\partial h_{ab}^4} \right] + O_\prec \left( \frac{1}{\sqrt{N}} \right).
\]

It then suffices to estimate the remaining fourth order terms on the right side of (4.26) which are matched terms from Definition 4.3.

4.3. Matched terms. We now write out by (4.15) the fourth order terms on the right side of (4.26) and observe that they are of the form in (4.17) with \(I = \{v, b, \alpha\}\), \(n^v = 5\), and \(n^b = n^\alpha = 0\). For example, we find terms as below

\[
(4.27) \quad \frac{1}{N^2} \sum_{v, \alpha, b} s_{ab}^{(4)}(t) \mathbb{E} \left[ G_{va} G_{\alpha a} (G_{ab})^2 \right], \quad \frac{1}{N^2} \sum_{v, \alpha, b} s_{ab}^{(4)}(t) \mathbb{E} \left[ G_{vb} G_{\alpha b} (G_{\alpha a})^2 G_{bb} \right].
\]

In all the resulting fourth order terms, the indices \(\alpha\) and \(b\) appear four times as the row or column index in the product of the Green function entries, i.e., \(n(\alpha) = n(b) = 4\), and \(n(v) = 2\). These terms are referred to as type-\(\alpha b\) terms as defined next.
CONVERGENCE RATE TO THE TRACY–WIDOM LAWS

DEFINITION 4.5 (Type-\( \alpha b \) terms, type-b terms, and type-0 terms). For fixed integers \( n^o, n^g, n^b \in \mathbb{N} \) and a free summation index set \( \mathcal{I} := \{v_j\}_{j=1}^m \ (m \in \mathbb{N}) \), consider an averaged product of Green function entries as in (4.17), with the two summation indices \( \alpha, b \) singled out, of the form

\begin{equation}
\frac{1}{N^{2+\#I}} \sum_{\alpha=N+1}^{N+M} \sum_{b=1}^{M} \sum_{t \in \mathbb{R}^+, z \in \mathbb{C}^+} c_{\mathcal{I}, \alpha, b}(t, z) \left( \prod_{i=1}^{n^o} G_{x_i, y_i} \right) \left( G - \tilde{m} \right)^{n^o} \left( G + \frac{1}{1 + \tilde{m}} \right)^{n^g},
\end{equation}

where each row index \( i \), and column index \( j \), of the Green function entries represents \( \alpha, b \) or any summation index in \( \mathcal{I} \), and the coefficients \( \{c_{\mathcal{I}, \alpha, b}(t, z)\} \) are uniformly bounded complex functions for any \( t \in \mathbb{R}^+, z \in S \) given in (2.11) and are order one in \( N \in \mathbb{N} \). The number of all the Green function entries in the product including the centered entries \( G - \tilde{m} \) and \( G + \frac{1}{1 + \tilde{m}} \) is denoted by \( n \), as defined in (4.18). The number of off-diagonal Green function entries in the product, \( d^o \), is given in (4.19). The degree such a term, denoted by \( d \), is defined as in (4.20). Recall that the number of appearances of any summation index \( v_j \in \mathcal{I} \) as a row or column index of the Green function entries, denoted by \( n(v_j) \), is defined in (4.23). We also define \( n(\alpha) \) and \( n(b) \) in the same way for the two special indices \( \alpha \) and \( b \).

A type-\( \alpha b \) term, denoted by \( P_{\alpha b}^d \), is of the form in (4.28) of degree \( d \), with \( n(\alpha) = n(b) = 4 \) for these two special indices, and \( n(v_j) = 2 \) for any \( v_j \in \mathcal{I} \). Moreover, there are no diagonal Green function entries in the product \( \prod_{i=1}^{n^o} G_{x_i, y_i} \) other than \( G_{\alpha\alpha} \) and \( G_{bb} \). In other words, if \( x_i = y_i \ (1 \leq i \leq n^o) \), then \( x_i = y_i = \alpha \) or \( x_i = y_i = b \). We denote by \( P_{\alpha b}^d \equiv P_{\alpha b}^d(t, z) \) the collection of all type-\( \alpha b \) terms of degree \( d \).

Remark that type-\( \alpha b \) terms are matched in the sense of Definition 4.3. Similarly, a type-\( b \) term, denoted by \( P_{b}^d \), is of the form in (4.28) of degree \( d \), when \( n(\alpha) = 0, n(b) = 4 \), and \( n(v_j) = 2 \) for any \( v_j \in \mathcal{I} \). Moreover, we assume that \( x_i \neq y_i \ (1 \leq i \leq n^o) \) unless \( x_i = y_i = b \). We denote by \( P_{b}^d \equiv P_{b}^d(t, z) \) the collection of all type-b terms of degree \( d \). We remark that, though the index \( \alpha \) will no longer appear as the row or column index in the product of Green function entries, we still keep it in the notation in order to emphasize the inheritance from the original form in (4.28).

Finally, a type-0 term, denoted by \( P_{0}^d \), is of the form in (4.28) of degree \( d \), when \( n(\alpha) = n(b) = 0 \) and \( n(v_j) = 2 \) for any \( v_j \in \mathcal{I} \). We also assume that there are no diagonal Green function entries in the product, i.e., \( x_i \neq y_i \ (1 \leq i \leq n^o) \).

We denote the collection of all type-0 terms of degree \( d \) by \( P_{0}^d \equiv P_{0}^d(t, z) \). We remark that the indices \( \alpha \) and \( b \) will not make appearances in the product of Green function entries, but we still keep them in the notation in order to emphasize the inheritance from the original form in (4.28).

The next proposition claims that, in expectation, any type-\( \alpha b \) term of degree \( d \) can be expanded into a linear combination of type-\( \alpha b \) terms of degrees at least \( d \) up to an error \( O_N(N^{-1} + \Psi^D) \), for any \( D \geq d + 1 \).

**PROPOSITION 4.6.** Consider any type-\( \alpha b \) term \( P_{\alpha b}^d \in P_{\alpha b}^d \) of the form in (4.28) of degree \( d \), with fixed \( n \in \mathbb{N} \) given in (4.18) and \( d^o \in \mathbb{N} \) given in (4.19). Then for any fixed integer \( D \geq d + 1 \), we have

\begin{equation}
\mathbb{E}[P_{\alpha b}^d(t, z)] = \sum_{P_{\alpha b}^d \in P_{\alpha b}^d} \mathbb{E}[P_{\alpha b}^d(t, z)] + O_N\left( N^{-1} + \Psi^D \right),
\end{equation}

uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S \) given in (2.11), where the sum above contains at most \( (32(n + 4D))^{2D} \) type-\( \alpha b \) terms of the form in (4.28) of degrees \( d' \) satisfying \( d \leq d' < D \). Moreover, the number of the Green function entries in the product in each type-\( \alpha b \) term, is bounded by \( n + 4D \), and the number of off-diagonal Green function entries in each term is at least \( d^o \).

Returning to the right side of (4.26), the resulting terms by (4.15) are finitely many type-\( \alpha b \) terms of the form in (4.28) of degrees \( d \geq 2 \), with \( n = 5 \) and \( d^o \geq 2 \) and \( n(\alpha) = n(b) = 4 \). Using Proposition 4.6, we can expand these type-\( \alpha b \) terms into type-\( \alpha b \) terms of degrees at least two, i.e., for any fixed \( D \geq 3 \),

\begin{equation}
\frac{d}{dt} \mathbb{E}[m_N(t, z)] = \sum_{P_{\alpha b}^d \in P_{\alpha b}^d} \mathbb{E}[P_{\alpha b}^d(t, z)] + O_N\left( N^{-\frac{1}{2}} + \Psi^D \right),
\end{equation}

uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S \) given in (2.11), where the sum above contains at most \( (32(n + 4D))^{2D} \) type-\( \alpha b \) terms of the form in (4.28) of degrees \( d' \) satisfying \( d \leq d' < D \). Moreover, the number of the Green function entries in the product in each type-\( \alpha b \) term, is bounded by \( n + 4D \), and the number of off-diagonal Green function entries in each term is at least \( d^o \).


uniformly in \( z \in S \) and \( t \in \mathbb{R}^+ \), where the sum above contains at most \((CD)^cD\) type-0 terms of the form in (4.28) for some numerical constants \( C, c > 0 \), the number of Green function entries in each term is bounded by \( CD \), and the number of off-diagonal Green function entries in each term is at least two.

4.4. Size of type-0 terms. We next estimate the size of an arbitrary type-0 term of the form in (4.17) of degree \( d \geq 2 \), with the number of the off-diagonal Green function entries in the product, \( d^p \), at least two, in the edge scaling, i.e., when the spectral parameter \( z \) is chosen in the domain \( S_{\text{edge}} \) given by (4.1).

**Proposition 4.7.** Consider any type-0 term \( P_d \in \mathcal{P}_d \) of the form in (4.28) of degree \( d \geq 2 \), with fixed \( n \) given in (4.18) and \( d^p \geq 2 \) given in (4.19). Then we have the estimate

\[
\|E[P_d(t, z)]\| = O_{\prec}(N^{-1/3-\epsilon}),
\]

uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S_{\text{edge}} \).

Integrating (4.30) over \([t_0, T]\) with \( T := 8\log N \) and \( 0 \leq t_0 \leq T \), and combining with the estimates in Proposition 4.7, we find that

\[
\mathbb{E}[m_N(t, z)] = \sum_{P_d \in \mathcal{P}_d} \int_{t_0}^T \mathbb{E}[P_d(t, z)]dt + O_{\prec}(\log N \left( \frac{1}{\sqrt{N}} + \Psi^D \right)) = O_{\prec}(N^{-\frac{1}{2}-\epsilon}),
\]

by choosing \( D \) sufficiently large, depending on \( \epsilon \). For \( t \geq 8\log N \), from (4.4) and (4.7), \( G(t, z) \) is close to the \( G^W := (H^W)^{-1} \) with \( H^W \) defined as in (4.6) by replacing \( X(t) \) with the Gaussian matrix \( W \), i.e.,

\[
\|G(t, z) - G^W(z)\|_{\max} \leq \|G(t, z) - G^W(z)\|_2 \leq \|G(t, z)(H^W(z) - H(t, z))G^W(z)\|_2 \leq C_N \eta \frac{\|H^W(z) - H(t, z)\|_{\max}}{N^\eta^2},
\]

where in the first step we used the matrix norm inequality \( \|A\|_{\max} \leq \|A\|_2 \) for \( A \in \mathbb{C}^{m \times n} \), in the second step we used the second resolvent identity, and in the third step we used the deterministic bound of \( \|G\|_2 \) in (2.7) and that \( \|A\|_2 \leq \sqrt{mn} \|A\|_{\max} \) for \( A \in \mathbb{C}^{m \times n} \). Thus we have

\[
\|E[m_N(t, z)] - E^W[m_N(z)]\| = O_{\prec}(N^{-1}).
\]

Combining with the estimate in (4.32), we complete the proof of the comparison in (4.2). The estimate in (4.3) hence follows from the comparison in (4.2) and the corresponding estimate (6.1) of Lemma 6.1 for white Wishart ensemble shown below.

5. Proof of Proposition 4.4 and 4.6. Before giving the proofs of Proposition 4.4 and Proposition 4.6, we first introduce the expansion mechanism applied to an averaged product of Green function entries of the form in (4.17).

Recall that we use \( \mathcal{I}_N \) to denote the summation indices that take values in \([1, N]\) and we use Latin letters to denote the indices in \( \mathcal{I}_N \). We use \( \mathcal{I}_M \) to denote summation indices that take values in \([N+1, N+M]\) and we use Greek letters to denote the elements in \( \mathcal{I}_M \). We set \( \mathcal{I} = \mathcal{I}_N \cup \mathcal{I}_M \) and use the calligraphic letters, e.g., \( i, j, \nu \), to denote the summation indices ranging from 1 to \( N + M \).

Using the definition of the Green function \( G(t, z) \) in (4.7) and that \( X(t) \) in (4.6) is real-valued, we have the following symmetry in the indices for the Green function

\[
G_{ij}(t, z) = G_{ji}(t, z), \quad i, j \in [1, N + M].
\]

For convenience, we will always put the index used for an expansion in the row position of the Green function entries. In combination with (4.6) and (4.5), we obtain the useful identities

\[
G_{\alpha i} = \sum_{k=1}^{N} H_{\alpha k} G_{k i} - \delta_{\alpha i}, \quad \alpha \in [N + 1, N + M]; \quad zG_{\beta i} = \sum_{\gamma = N+1}^{N+M} H_{\gamma i} G_{\gamma i} - \delta_{\beta i}, \quad b \in [1, N].
\]
In these formulas, we will refer to $k$ and $\gamma$ as fresh summation indices, and the spectral parameter $z$ in this section will always be chosen in the domain $S$ given in (2.11).

Now, we are ready to introduce the mechanism to expand the averaged product of Green function entries in (4.17) by combining the identities in (5.2) and the cumulant expansion formulas in Lemma 2.9.

5.1. Expansion mechanism I. In this subsection, we expand a Green function entry in a term in (4.17) using indices taking values in $[N + 1, N + M]$. Corresponding expansions using indices in $[1, N]$ are given in the next subsection.

Consider an averaged product of Green function entries of the form in (4.17) of degree $d$, denoted by $Q_d \in Q_d$. Let $n$, defined in (4.18), be the total number of Green function entries in the product and $d^p$, given in (4.19), be the number of off-diagonal Green function entries in the product. Recall from (4.23) that the number of appearances of a free summation index $v_j \in \mathcal{I} = \mathcal{I}_N \cup \mathcal{I}_M$ as the row or column index in the product of Green function entries is denoted by $n(v_j)$. We further define the number of appearances of the index $v_j$ as the row or column index of off-diagonal Green function factors in the product as

$$n^o(v_j) := \# \{ 1 \leq i \leq n^o : x_i = v_j, y_i \neq v_j \text{ or } x_i \neq v_j, y_i = v_j \}.$$  

We remark that $n(v_j)$ and $n^o(v_j)$ are either simultaneously even or odd.

Let $\alpha \in \mathcal{I}_M$ be a summation index in $Q_d$, with $n(\alpha) \geq 1$. Then we split the discussion in two cases.

Case 1α: Eliminating two $\alpha$'s from $G_{\alpha\alpha}$. In this first case, we expand a diagonal Green function entry $G_{\alpha\alpha}$ in a product of the form (4.17). We may assume $G_{x_iy_i} = G_{\alpha\alpha}$. Using the first identity in (5.2) on $G_{\alpha\alpha}$ and applying the cumulant expansions in Lemma 2.9 on the resulting $\{H_{\alpha\alpha}\}$, we have

$$
\mathbb{E}[Q_d(t, z)] = \frac{1}{N^{\#\mathcal{I}}} \sum_{\mathcal{I}} c_{\mathcal{I}} \mathbb{E} \left[ G_{\alpha\alpha} \left( \prod_{i=2}^{n^o} G_{x_iy_i} \right) \left( G - \tilde{m} \right)^{n^o} \left( G + \frac{1}{1 + \tilde{m}} \right)^{n^o} \right] 
= \frac{1}{N^{\#\mathcal{I}}} \sum_{\mathcal{I}} c_{\mathcal{I}} \mathbb{E} \left[ H_{\alpha\alpha} G_{\alpha\alpha} \left( \prod_{i=2}^{n^o} G_{x_iy_i} \right) \left( G - \tilde{m} \right)^{n^o} \left( G + \frac{1}{1 + \tilde{m}} \right)^{n^o} \right] 
- \frac{1}{N^{\#\mathcal{I}}} \sum_{\mathcal{I}} c_{\mathcal{I}} \mathbb{E} \left[ \left( \prod_{i=2}^{n^o} G_{x_iy_i} \right) \left( G - \tilde{m} \right)^{n^o} \left( G + \frac{1}{1 + \tilde{m}} \right)^{n^o} \right] 
= \frac{1}{N^{\#\mathcal{I}}} \sum_{\mathcal{I}, k} c_{\mathcal{I}} \mathbb{E} \left[ \left( \prod_{i=2}^{n^o} G_{x_iy_i} \right) \left( G - \tilde{m} \right)^{n^o} \left( G + \frac{1}{1 + \tilde{m}} \right)^{n^o} \right] 
+ \frac{1}{\sqrt{N}} \frac{1}{2N^{\#\mathcal{I}}} \sum_{\mathcal{I}, k} c_{\mathcal{I}} s_{\alpha\alpha}^{(3)}(t) \mathbb{E} \left[ \left( \prod_{i=2}^{n^o} G_{x_iy_i} \right) \left( G - \tilde{m} \right)^{n^o} \left( G + \frac{1}{1 + \tilde{m}} \right)^{n^o} \right] 
+ O_{z}(N^{-1}),
$$

uniformly for any $t \in \mathbb{R}^+$ and $z \in S$ given in (2.11), where $\{s_{\alpha\alpha}^{(3)}(t)\}$ are the third order cumulants of the normalized matrix entries $\sqrt{N}h_{\alpha\alpha}(t)$ given in (4.14), and the error $O_{z}(N^{-1})$ stems from truncating the cumulant expansions at the third order.

Using the differentiation rule in (4.15), the third order terms in the cumulant expansions above can be written as at most $4n(n + 1)$ terms of the form in (4.17) with an additional factor $\sqrt{N}$ in front, where the new summation index set $\mathcal{I}' = \{\mathcal{I}, k\}$, $n' = n + 2$, and the new coefficients $c_{\mathcal{I}'} = \frac{1}{\sqrt{N}} c_{\mathcal{I}} s_{\alpha\alpha}^{(3)}$ are uniformly bounded. Most importantly, the number of appearances of the fresh index $k$ in the product of Green
function entries is \( n(k) = 3 \). Thus these third order terms are unmatched terms under Definition 4.3. Since \( k \) is a fresh index, the degrees of these terms, \( d' \), satisfy \( d' \geq d \). We use

\[
(5.5) \quad {1 \over \sqrt{N}} \sum_{Q_{d'} \in \mathcal{Q}_{d'}; d' \geq d} \mathbb{E}[Q_{d'}],
\]

to denote the finite sum of these unmatched terms from the third order expansion.

We next look at the second order terms in the cumulant expansions, i.e., the first group of terms on the right side of (5.4). Using (4.15), the resulting 2\( n \) terms are also of the form in (4.17), with the new summation index set \( \mathcal{I}' = \{ \mathcal{I}, k \} \), \( n' = n + 1 \), and the new coefficients \( c_{\mathcal{I}'} \equiv -c_{\mathcal{I}} \). It is straightforward to check that the fresh index \( k \) has the number of appearances \( n(k) = 2 \) and the number of appearances of any original summation index in \( \mathcal{I} \) (including the index \( \alpha \)) remains the same as that of the original term \( Q_d \). Among them, the leading term of degree \( d \) comes from \( {\partial \over \partial \hat{\nu}_{k\alpha}} \) acting on \( G_{k\alpha} \), i.e.,

\[
\begin{split}
- {1 \over N^{1+\#I}} \sum_{I} \sum_{k=1}^{N} c_{\mathcal{I}} \mathbb{E} \left[ G_{kk} G_{\alpha \alpha} \left( \prod_{i=2}^{n} G_{x_i y_i} \right) \left( G - \hat{m} \right)^{n} \left( G + {1 \over 1 + \hat{m}} \right)^{n} \right] \\
= - \mathbb{E}[GQ_d] - \hat{m} \mathbb{E}[Q_d] - \mathbb{E}[(G - \hat{m})Q_d],
\end{split}
\]

where \( \hat{m} \) is the deterministic function defined in (2.10). The first term on the right side of (5.6) can be absorbed into the left side of (5.4) by considering \( (1 + \hat{m}) \mathbb{E}[Q_d] \). In addition, the second term on the right side of (5.6) gains an additional centered factor \( G - \hat{m} \). Thus its degree is increased to \( d + 1 \), and the number of off-diagonal Green function entries in the product remains the same as \( d' \).

We next discuss the remaining \( 2n - 1 \) terms from the first group on the right side of (5.4), whose degrees are higher than \( d \). Since \( k \) is a fresh index, the terms from taking \( {\partial \over \partial \hat{\nu}_{k\alpha}} \) on \( G_{k\alpha} \prod_{\mathcal{I}} G_{x_i y_i}, \) except the one in (5.6), have degrees \( d' \geq d + 1 \) and the number of off-diagonal Green function entries in each resulting term is also increased by at least one, i.e., \( (d')' \geq d + 1 \). Else if \( {\partial \over \partial \hat{\nu}_{k\alpha}} \) acts on the centered factors \( (G - \hat{m})^n \) or \( (G + {1 \over 1 + \hat{m}})^n \), then we obtain the following two terms

\[
\begin{split}
- {2 \over N^{2+\#I}} \sum_{I, k, \nu} c_{\mathcal{I}} G_{\kappa \alpha} V_{k\nu} G_{\nu \alpha} \left( \prod_{i=2}^{n} G_{x_i y_i} \right) \left( G - \hat{m} \right)^{n-1} \left( G + {1 \over 1 + \hat{m}} \right)^n, \\
- {2 \over N^{2+\#I}} \sum_{I, k, \nu} c_{\mathcal{I}} G_{\kappa \alpha} V_{k\nu} G_{\nu \alpha} \left( \prod_{i=2}^{n} G_{x_i y_i} \right) \left( G - \hat{m} \right)^{n} \left( G + {1 \over 1 + \hat{m}} \right)^{n-1},
\end{split}
\]

with the aspect ratio \( \rho \) given in (1.1), which stems from the definition of \( \mathcal{G} \) in (4.9). Compared with the original term \( Q_d \), the degrees of these two terms are increased by two, i.e., \( d' = d + 2 \), and the number of off-diagonal Green function entries is increased by three, i.e., \( (d')' = d + 3 \). We remark that for the above two terms, we have created additional free summation indices \( \nu \in \{1, N\} \) and \( \nu \in \{N + 1, N + M\} \) with \( n(\nu) = n(\nu) = 2 \), which comes from taking \( {\partial \over \partial \hat{\nu}_{k\alpha}} \) on \( \mathcal{G} \) and \( \mathcal{G} \) given in (4.9). To avoid confusion, we will not record these fresh summation indices created in this way in the notation.

For short, we denote the above \( 2n - 1 \) terms of degrees at least \( d + 1 \), together with the second term on the right side of (5.6) of degree \( d + 1 \), by

\[
(5.8) \quad \sum_{Q_{d'} \in \mathcal{Q}_{d'}; d' \geq d+1} \mathbb{E}[Q_{d'}].
\]

Therefore, after moving the leading term in (5.6) to the left side of (5.4) and dividing both sides of (5.4) by \( 1 + \hat{m} \sim 1 \) (see (2.12)), together with the shorthand notations in (5.5) and (5.8), we obtain that

\[
\begin{split}
\mathbb{E}[Q_d(t, z)] = - {1 \over 1 + \hat{m}} {1 \over N^2} \sum_{I} c_{\mathcal{I}} \mathbb{E} \left[ \left( \prod_{i=2}^{n} G_{x_i y_i} \right) \left( G - \hat{m} \right)^{n} \left( G + {1 \over 1 + \hat{m}} \right)^n \right] \\
+ {1 \over 1 + \hat{m}} \sum_{Q_{d'} \in \mathcal{Q}_{d'}; d' \geq d+1} \mathbb{E}[Q_{d'}] + {1 \over 1 + \hat{m}} {1 \over \sqrt{N}} \sum_{Q_{d'}' \in \mathcal{Q}_{d'}; d' \geq d} \mathbb{E}[Q_{d'}'] + O_{\prec}(N^{-1}),
\end{split}
\]
uniformly for any \( t \in \mathbb{R}^+ \) and \( z \in S \), where the first term of degree \( d \) on the right side is obtained from the original term \( Q_d \) by replacing the factor \( G_{\alpha \alpha} \) by the deterministic function \(-\frac{1}{1+m}\). We use \( Q_d(G_{\alpha \alpha} \to -\frac{1}{1+m}) \) to denote such a term, and write (5.9) in short as

\[
(5.10) \quad \mathbb{E}[Q_d] = \mathbb{E}[Q_d(G_{\alpha \alpha} \to -\frac{1}{1+m})] + \sum_{Q_{d'} \in Q_{d'}^o, d' \geq d+1} \mathbb{E}[Q_{d'}] + \frac{1}{\sqrt{N}} \sum_{Q_{d'} \in Q_{d'}^o, d' \geq d+1} \mathbb{E}[Q_{d'}^o] + O_\alpha(N^{-1}),
\]

where we have eliminated the diagonal Green function entry \( G_{\alpha \alpha} \) for the leading term, and thus the number of appearances of the index \( \alpha \) in the product of Green function entries is reduced to \( n(\alpha) - 2 \). The second group of terms on the right side of (5.10), collected from the second order terms in the cumulant expansions, are at most \( 2n \) terms of the form in (4.17) of degrees at least \( d + 1 \), where the number of Green function entries in the product in each term is \( n + 1 \) and the number of the off-diagonal Green function entries in each term is at least \( d^o \). Moreover, the number of appearances of any original summation indices (including \( \alpha \)) is the same as that of \( Q_d \), and the number of appearances of the fresh indices created in the expansions (e.g., the index \( k \) in (5.4), \( v \) and \( \nu \) in (5.7)) is exactly two. Lastly, the third group of terms are at most \( 4(n + 1)^2 \) unmatched terms of the form in (4.17) up to a factor \( \frac{1}{\sqrt{N}} \), which are collected from the third order terms in the cumulant expansions.

**Case 2a: Eliminating two \( \alpha \)'s from two off-diagonal Green function entries.** In this second case, we expand an off-diagonal Green function entry \( G_{x_i y_i} \) (\( 1 \leq i \leq n^o \)) with \( \alpha \in \{x_i, y_i\} \) in the product in (4.17). We may assume \( G_{x_i y_i} = G_{\alpha y_i} \) with \( y_i \neq \alpha \). Using the first identity in (5.2) on \( G_{\alpha y_i} \) and applying the cumulant expansions in Lemma 2.9, we have

\[
\mathbb{E}[Q_d(t, z)] = \frac{1}{N^\#I} \sum_{I} c_I^E \mathbb{E}[G_{\alpha y_i}(\prod_{i=2}^{n^o} G_{x_i y_i})(G - \tilde{m})^{n^o}(\tilde{\gamma} + \frac{1}{1+m})^{n^o}]
\]

\[
= \frac{1}{N^\#I} \sum_{I} c_I^E \sum_{k=1}^{N} \mathbb{E}[H_{ak}G_{k y_i}(\prod_{i=2}^{n^o} G_{x_i y_i})(G - \tilde{m})^{n^o}(\tilde{\gamma} + \frac{1}{1+m})^{n^o}]
\]

\[
+ \frac{1}{N^\#I} \sum_{I} c_I^E \sum_{k=1}^{N} \mathbb{E}[\delta_{\alpha y_i}(\prod_{i=2}^{n^o} G_{x_i y_i})(G - \tilde{m})^{n^o}(\tilde{\gamma} + \frac{1}{1+m})^{n^o}]
\]

\[
= \frac{1}{N^1 +^\#I} \sum_{I, k} c_{I,k}^E \mathbb{E}\left[ \frac{\partial G_{k y_i}(\prod_{i=2}^{n^o} G_{x_i y_i})(G - \tilde{m})^{n^o}(\tilde{\gamma} + \frac{1}{1+m})^{n^o}}{\partial h_{ak}} \right]
\]

\[
+ \frac{1}{\sqrt{N}} \frac{1}{2N^1 +^\#I} \sum_{I, k} c_{I,k}^{(3)}(t) \mathbb{E}\left[ \frac{\partial^2 G_{k y_i}(\prod_{i=2}^{n^o} G_{x_i y_i})(G - \tilde{m})^{n^o}(\tilde{\gamma} + \frac{1}{1+m})^{n^o}}{\partial h_{ak}^2} \right] + O_\alpha(N^{-1}),
\]

uniformly for any \( t \in \mathbb{R}^+ \) and \( z \in S \), where the error \( O_\alpha(N^{-1}) \) comes from the truncation of the cumulant expansions at the third order and the case of index coincidence when \( y_1 \equiv \alpha \). The third order terms with \( \{s_{ak}^{(3)}(t)\} \) are at most \( 4n(n + 1) \) unmatched terms of the form in (4.17) with an additional factor \( \frac{1}{\sqrt{N}} \) in front, similarly as estimated in (5.5).

Using (4.15), the resulting \( 2n \) second order terms, i.e., from the first group of terms on the right side of (5.11) are also of the form in (4.17), where \( I' = \{I, k\} \), \( n' = n + 1 \), and \( c_{I'} \equiv -c_{I} \). The fresh index \( k \) has the number of appearances \( n(k) = 2 \), and the number of appearances of any original summation index in \( I \) (including the index \( \alpha \)) remains the same as that of \( O_d \). One of the leading terms of degree \( d \) from \( \frac{\partial}{\partial h_{ak}} \) acting on \( G_{k y_i} \) is estimated as in (5.6), where the first term can be absorbed into the left side of (5.11) by considering \( (1 + \tilde{m}) \mathbb{E}[Q_d] \).

Similarly, if \( \frac{\partial}{\partial h_{ak}} \) acts on the centered factors \( (G - \tilde{m})^{n^o} \) or \( (\tilde{\gamma} + \frac{1}{1+m})^{n^o} \), as discussed in (5.7), each resulting term has degree \( d'^o = d + 1 \) and the number of off-diagonal Green function entries in the
product is given by $(d' n) = d^o + 2$. In addition, the other terms from taking $\frac{\partial}{\partial \alpha_{1}}$ on $G_{\alpha y}$, $\prod_{i=2}^{n^o} G_{x_{i} y_{i}}$, have degrees $d' \geq d + 1$ and $(d' n) \geq d^o + 1$, except the leading ones from taking $\frac{\partial}{\partial \alpha_{1}^{*}}$ on an off-diagonal Green function entry $G_{x_{i} y_{i}}$, $2 \leq i \leq n^o$ with $\alpha \in \{x_{i}, y_{i}\}$. It is not hard to check from (3.3) that the number of these leading terms of degree $d$ is given by $n^o(\alpha) - 1$. Using (4.15), they are obtained from the original $Q_{d}$ by replacing one index $\alpha$ from the expanded entry $G_{\alpha y}$, and a second index $\alpha$ from an off-diagonal factor $G_{x_{i} y_{i}}$, $2 \leq i \leq n^o$ with a fresh index $k$, and adding a factor $G_{\alpha \alpha}$ for the replaced pair of the index $\alpha$. Hence each of these leading terms still contains $d^o$ off-diagonal Green function entries.

For example, we may assume that $G_{x_{2} y_{2}} = G_{\alpha y_{2}}$ with $y_{2} \neq \alpha$. Then the resulting leading term of degree $d$ is given by

$$\tag{5.12} (*) := -\frac{1}{N^{1+\# 2}} \sum_{i, k} \sum_{2 \leq i \leq n^o} \left[ G_{k y_{i}} G_{\alpha y_{2}} \left( \prod_{i=3}^{n^o} G_{x_{i} y_{i}} \right) \left( G - \tilde{m} \right)^{n^o} \left( \tilde{G} + \frac{1}{1 + \tilde{m}} \right) \right]^{d}. $$

Note that this leading term has a diagonal factor $G_{\alpha \alpha}$, which has been discussed in Case 1 above. Using the expansion in (5.10), one can replace $G_{\alpha \alpha}$ by the deterministic function $1 + \tilde{m}$ and expand ($*$) as

$$\tag{5.13} (*) = \frac{1}{1 + \tilde{m}} \sum_{Q_{d} \in \mathcal{Q}_{d}} \mathbb{E} \left[ Q_{d} \right] + \frac{1}{\sqrt{N}} \sum_{Q_{d} \in \mathcal{Q}_{d}} \mathbb{E} \left[ Q_{d} \right] + O_{\infty} (N^{-1}).$$

We hence have replaced one pair of the index $\alpha$ from two off-diagonal Green function entries $G_{\alpha y_{1}}$ and $G_{\alpha y_{2}}$ with the fresh index $k$ for this leading term. In general, compared with the original term $Q_{d}$, the leading terms are obtained by replacing one index $\alpha$ from the expanded entry $G_{\alpha y}$, and a second index $\alpha$ from another off-diagonal Green function entry $G_{x_{i} y_{i}}$, $2 \leq i \leq n^o$ with the fresh index $k$, up to a deterministic factor $1 + \tilde{m}$. We denote these leading terms by

$$\tag{5.14} \frac{1}{1 + \tilde{m}} \sum_{2 \leq i \leq n^o} \mathbb{E} \left[ Q_{d} \left( x_{1}, x_{i} \rightarrow \alpha \rightarrow k \right) \right] + \frac{1}{1 + \tilde{m}} \sum_{2 \leq i \leq n^o} \mathbb{E} \left[ Q_{d} \left( x_{1}, y_{i} \rightarrow \alpha \rightarrow k \right) \right].$$

Therefore, after moving one leading term as estimated in (5.6) to the left side of (5.11) and dividing both sides of (5.11) by $1 + \tilde{m} \sim 1$, together with the expansions such as in (5.13) and the third order terms denoted as in (5.5), we obtain the analogue of (5.10),

$$\mathbb{E} \left[ Q_{d} \right] = \frac{1}{(1 + \tilde{m})^2} \sum_{2 \leq i \leq n^o} \mathbb{E} \left[ Q_{d} \left( x_{1}, x_{i} \rightarrow \alpha \rightarrow k \right) \right] + \frac{1}{(1 + \tilde{m})^2} \sum_{2 \leq i \leq n^o} \mathbb{E} \left[ Q_{d} \left( x_{1}, y_{i} \rightarrow \alpha \rightarrow k \right) \right]$$

$$\tag{5.15} + \sum_{Q_{d} \in \mathcal{Q}_{d}} \mathbb{E} \left[ Q_{d} \right] + \frac{1}{\sqrt{N}} \sum_{Q_{d} \in \mathcal{Q}_{d}} \mathbb{E} \left[ Q_{d} \right] + O_{\infty} (N^{-1}), $$

uniformly in $t \in \mathbb{R}^{+}$ and $z \in S$, where the first line are $n^o(\alpha) - 1$ leading terms of the form in (4.17) of degree $d$, and the number of appearances of the index $\alpha$ in the off-diagonal Green function entries is reduced to $n^o(\alpha) - 2$. The first group of terms on the last line of (5.15), collected from the second order terms in the cumulant expansions, are at most $2(n + 2)^2$ terms of the form in (4.17) of degrees at least $d + 1$, where the number of Green function entries in the product in each term is at most $n + 2$ and the number of off-diagonal Green function entries in each term is at least $d^o$. Moreover, the number of appearances of any original summation indices is the same as that of $Q_{d}$, and the number of appearances of the fresh indices created in the expansions is exactly two. Lastly, the second group of terms on the last line of (5.15) contains at most $4(n + 2)^3$ unmatched terms of the form in (4.17) up to a factor $\frac{1}{\sqrt{N}}$, which are collected from the third order terms in the cumulant expansions.

Now we have eliminated two $\alpha$’s from either one diagonal Green function entry $G_{\alpha \alpha}$ or two off-diagonal Green function entries in a product in (4.17) for the leading terms in the expansions, and thus the number of appearances of the index $\alpha$ in the product of Green function entries is reduced to $n(\alpha) - 2$. 
5.2. Expansion mechanism II. In this subsection, we discuss the similar mechanism to expand a term in (4.17) using indices taking values in \([1, N]\). Consider an index \(b \in \mathcal{I}_N\) and recall that \(n(b)\) and \(n^o(b)\) are defined in (4.23) and (5.3) for the index \(b\). Similarly as in Subsection 5.1, we divide the discussion in two cases.

Case 1b: Eliminating two \(b\)'s from \(G_{bb}\). In the first case, we expand a diagonal Green function entry \(G_{bb}\) in the product in (4.17). We may assume \(G_{x,y} = G_{bb}\). Using the second identity in (5.2) on \(G_{bb}\) and applying the cumulant expansions, we obtain the analogue of (5.4),

\[
z \mathbb{E}[Q_d] = \frac{1}{N+N} \sum_{\mathcal{I}} c_{\mathcal{I}} \mathbb{E} \left[ zG_{bb} \left( \prod_{i=2}^{n} G_{i,y} \right) \left( G - \tilde{m} \right)^n \left( \tilde{m} + \frac{1}{1+m} \right)^n \right]
\]

\[
= \frac{1}{N+N} \sum_{\mathcal{I}, \gamma} c_{\mathcal{I}} \mathbb{E} \left[ \frac{\partial G_{\gamma b}}{\partial h_{\gamma b}} \left( \prod_{i=2}^{n} G_{x,y} \right) \left( G - \tilde{m} \right)^n \left( \tilde{m} + \frac{1}{1+m} \right)^n \right]
\]

\[
- \frac{1}{N+N} \sum_{\mathcal{I}} c_{\mathcal{I}} \mathbb{E} \left[ (\prod_{i=2}^{n} G_{x,y}) \left( G - \tilde{m} \right)^n \left( \tilde{m} + \frac{1}{1+m} \right)^n \right]
\]

(5.16)

+ third order terms + \(O_{\omega}(N^{-1})\),

uniformly in \(t \in \mathbb{R}^+\) and \(z \in S\), where the third order terms are given by at most \(4n(n+1)\) unmatched terms of the form in (4.17) up to a factor \(\frac{1}{\sqrt{N}}\), with \(\mathcal{I}' = \{\mathcal{I}, \gamma\}\), \(n' = n + 2\) and \(n(\gamma) = 3\), similarly as denoted in (5.5).

Using (4.15), the resulting terms from the second order terms, \(i.e.,\) the first group of terms on the right side of (5.16), are also of the form in (4.17), with \(\mathcal{I}' = \{\mathcal{I}, \gamma\}\), \(n' = n + 2\) and \(n(\gamma) = 2\). The number of appearances of any original summation index in \(\mathcal{I}\) (including the index \(b\)) remains the same as that of \(Q_d\). The leading term of degree \(d\) stems from \(\frac{\partial}{\partial h_{\gamma b}}\) acting on \(G_{\gamma b}\), \(i.e.,\)

\[- \frac{1}{N+N} \sum_{\mathcal{I}, \gamma} c_{\mathcal{I}} \mathbb{E} \left[ G_{\gamma \gamma} G_{bb} \left( \prod_{i=2}^{n} G_{x,y} \right) \left( G - \tilde{m} \right)^n \left( \tilde{m} + \frac{1}{1+m} \right)^n \right]
\]

(5.17)

\[- \frac{1}{N+N} \sum_{\mathcal{I}, \gamma} c_{\mathcal{I}} \mathbb{E} \left[ \frac{\partial G_{\gamma b}}{\partial h_{\gamma b}} \left( \prod_{i=2}^{n} G_{x,y} \right) \left( G - \tilde{m} \right)^n \left( \tilde{m} + \frac{1}{1+m} \right)^n \right]
\]

\[- \frac{1}{N+N} \sum_{\mathcal{I}} c_{\mathcal{I}} \mathbb{E} \left[ (\prod_{i=2}^{n} G_{x,y}) \left( G - \tilde{m} \right)^n \left( \tilde{m} + \frac{1}{1+m} \right)^n \right]
\]

using the relation in (2.10). The second term on the right side of (5.17) gains an additional centered factor \(\tilde{G} + \frac{1}{1+m}\). Thus its degree is increased to \(d + 1\), and the number of off-diagonal Green function entries in the product remains the same as \(d^o\).

Since \(\gamma\) in (5.16) is a fresh index, the remaining terms from the second order expansions have degrees \(d' \geq d + 1\), and the number of off-diagonal Green function entries in each term, \((d^o)'\), satisfies \((d^o)' \geq d^o + 1\). Therefore, after absorbing the leading term in (5.17) into the left side of (5.16) by considering \(- \frac{1}{N} \mathbb{E}[Q_d]\) and multiplying both sides by \(\tilde{m}\), we obtain the analogue of (5.10),

\[
\mathbb{E}[Q_d] = \mathbb{E} \left[ Q_d (G_{bb} \rightarrow \tilde{m}) \right] + \sum_{Q_d' \in Q_{d'}} \mathbb{E}[Q_{d'}] + \frac{1}{\sqrt{N}} \sum_{Q_d' \in Q_{d'}} \mathbb{E}[Q_{d'}] + O_{\omega}(N^{-1}),
\]

(5.18)

where the leading term of degree \(d\) is obtained from \(Q_d\) by replacing the diagonal factor \(G_{bb}\) with the deterministic function \(\tilde{m}\), and the remaining terms are described similarly as below (5.10).

Case 2b: Eliminating two \(b\)'s from two off-diagonal Green function entries. In the second case, we expand an off-diagonal Green function entry \(G_{x,y} (1 \leq i \leq n^o)\) with \(b \in \{x, y\}\) in the product.
in (4.17). We may assume $G_{x,y_1} = G_{by_1}$ with $y_1 \neq b$. Using the second identity in (5.2) on $G_{by_1}$ and applying the cumulant expansions, we have the analogue of (5.11)

$$z\mathbb{E}[Q_d] = \frac{1}{N \# I} \sum_{I} c_I \mathbb{E} \left[ zG_{by_1} \left( \prod_{i=2}^{n} G_{x_i,y_i} \right) (\tilde{G} - \tilde{m})^{n} \left( \tilde{G} + \frac{1}{1+\tilde{m}} \right)^{n^o} \right]$$

$$= \frac{1}{N^{1+\# I}} \sum_{I, \gamma} c_I \mathbb{E} \left[ \frac{\partial G_{\gamma y_1} (\prod_{i=2}^{n} G_{x_i,y_i} \ ) (\tilde{G} - \tilde{m})^{n} \left( \tilde{G} + \frac{1}{1+\tilde{m}} \right)^{n^o}}{\partial h_{by}} \right]$$

(5.19) + third order terms + $O_\omega(N^{-1})$,

uniformly in $t \in \mathbb{R}^+$ and $z \in S$, where the third order terms can be estimated similarly as in (5.5) and the error comes from the truncation of the cumulant expansions and the case when $b \equiv y_1$.

Using (4.15), the resulting terms from the second order terms are also of the form in (4.17), with $I' = \{I, \gamma\}$, $n' = n + 1$ and $n(\gamma) = 2$. The number of appearances of any original summation index in $I$ (including the index $b$) remains the same as that of $Q_d$. One of the leading terms of degree $d$ from $\frac{\partial}{\partial h_{by}}$ acting on $G_{\gamma y_1}$, is estimated as in (5.17), where the first term can be absorbed into the left side of (5.19) by considering $-\frac{d}{\partial t} \mathbb{E}[Q_d]$. Similarly as discussed in Case 2a, since $\gamma$ is a fresh index, the other terms have degrees $d' \geq d + 1$ and $(d')' \geq d^o + 1$, except the ones from taking $\frac{\partial}{\partial h_{by}}$ on an off-diagonal Green function entry $G_{x_i,y_i}$ ($2 \leq i \leq n^o$) with $b \in \{x_i, y_i\}$. The number of these leading terms of degree $d$ is then given by $n^o(b) - 1$. For example, we may assume that $G'_{x_2y_2} = G_{by_2}$ with $y_2 \neq b$. Then the resulting leading term of degree $d$ is given by

$$*(**):= -\frac{1}{N^{1+\# I}} \sum_{I, \gamma} c_I \mathbb{E} \left[ G_{\gamma y_1} G_{by_2} G_{\gamma y_2} (\prod_{i=3}^{n^o} G_{x_i,y_i} \ ) (\tilde{G} - \tilde{m})^{n} \left( \tilde{G} + \frac{1}{1+\tilde{m}} \right)^{n^o} \right].$$

Note that (** contains a factor $G_{by_2}$ which has been previously discussed in Case 1b. One can further replace $G_{by_2}$ by the deterministic function $\tilde{m}$ and expand (** using (5.18). We hence have eliminated one pair of the index $b$ from two off-diagonal Green function entries for this leading term. In general, compared with the original term $Q_d$, all the leading terms are obtained by replacing one index $b$ from the expanded entry $G_{by_1}$, and a second index $b$ from another off-diagonal factor $G_{x_i,y_i}$ ($2 \leq i \leq n^o$) with a fresh index $\gamma$, up to a deterministic factor $-\tilde{m}$. We denote these leading terms by

$$-\tilde{m} \sum_{2 \leq i \leq n^o \atop x_i = b,y_i \neq b} \mathbb{E} \left[ Q_d(x_1, x_i = b \rightarrow \gamma) \right] - \tilde{m} \sum_{2 \leq i \leq n^o \atop x_i \neq b,y_i = b} \mathbb{E} \left[ Q_d(x_1, y_i = b \rightarrow \gamma) \right].$$

(5.21)

Therefore, after moving one leading term in (5.17) to the left side of (5.19) and multiplying $-\tilde{m}$ on both sides, we obtain the analogue of (5.15),

$$\mathbb{E}[Q_d] = \tilde{m}^2 \sum_{2 \leq i \leq n^o \atop x_i = b,y_i \neq b} \mathbb{E} \left[ Q_d(x_1, x_i = b \rightarrow \gamma) \right] + \tilde{m}^2 \sum_{2 \leq i \leq n^o \atop x_i \neq b,y_i = b} \mathbb{E} \left[ Q_d(x_1, y_i = b \rightarrow \gamma) \right]$$

$$+ \sum_{Q_{d'} \in Q_{d''}} \mathbb{E}[Q_{d''}] + \frac{1}{\sqrt{N}} \sum_{Q_{d'} \in Q_{d''}} \mathbb{E}[Q_{d''}^*] + O_\omega(N^{-1}),$$

(5.22)

where the first line contains $n^o(b) - 1$ leading terms of the form in (4.17) of degree $d$ and the number of appearances of the index $b$ in the off-diagonal Green function entries in each term is reduced to $n^o(b) - 2$. Terms on the second line are described similarly as below (5.15).

To sum up, we have eliminated one pair of the index $b$ from either one diagonal Green function entry $G_{by_1}$ or two off-diagonal Green function entries in a product of the form (4.17) for the leading terms in the expansions, and thus the number of appearances of the index $b$ in the Green function entries is reduced to $n(b) - 2$. 
5.3. Proof of Proposition 4.4. We are now prepared to prove Proposition 4.4 using the above expansion mechanism iteratively.

Proof of Proposition 4.4. Consider an arbitrary unmatched term \( Q^o_d \in Q^o_d \) of the form in (4.17). We may first assume that an index \( \alpha \in \mathcal{I}_M \) belongs to the unmatched index set \( \mathcal{I}^o \) defined in (4.24). We will prove the proposition by iteratively using the expansion in (5.15) via the unmatched index \( \alpha \). Similar arguments also apply if there exists an unmatched index in \( \mathcal{I}_N \), by using the expansion in (5.22) iteratively.

Recall that the number of Green function entries in \( Q^o_d \), \( n \), is defined in (4.18). We also recall \( n(\alpha) \) and \( n^o(\alpha) \), for the unmatched index \( \alpha \), are defined in (4.23) and (5.3), with both \( n(\alpha) \) and \( n^o(\alpha) \) odd.

The key observation is that in one expansion step in (5.15), the number of appearances of the index \( \alpha \) in the off-diagonal Green function entries in each leading term of degree \( d \) is reduced to \( n^o(\alpha) - 2 \). Once \( n^o(\alpha) \) is reduced to one, there will be no more terms of degree \( d \) on the right side of (5.15). We hence improve the estimate of the size of \( \mathbb{E}[Q^o_d] \) by one order in the power counting, compared to the initial estimate in (4.21). We then use \( n^o(\alpha) \) to record the iteration step and use \( n \) to control the number of expansion terms. We begin the iteration for a given unmatched term \( Q^o_d \) by setting the initial numbers to be

\[
(5.23) \quad n^o(\alpha) = s_0, \quad n = n_0,
\]

where \( s_0 \geq 1 \) is an odd integer and \( n_0 \geq 1 \).

Since \( \alpha \) is an unmatched index in \( \mathcal{I}^o \), there exists at least one off-diagonal Green function entry \( G_{x_i,y_i} \) (1 \( \leq i \leq n^o \)) with \( \alpha \in \{x_i,y_i\} \) in the expression of \( Q^o_d \). We may set \( G_{x_i,y_i} = G_{\alpha y_i} \) with \( y_i \neq \alpha \).

Expanding this off-diagonal Green function factor \( G_{\alpha y_i} \) by using (5.15), we obtain

\[
\mathbb{E}[Q^o_d(t,z)] = \frac{1}{N^d t} \sum_{I} c_I \mathbb{E} \left[ G_{\alpha y_i} \left( \prod_{i=2}^{n^o} G_{x_i,y_i} \right) \left( G - \tilde{m} \right)^n \left( G + \frac{1}{1 + \tilde{m}} \right)^n \right]
\]

\[
= \frac{1}{(1 + \tilde{m})^2} \sum_{2 \leq i \leq n^o} \mathbb{E} \left[ Q_d(x_1, x_i = 0) \right] + \frac{1}{(1 + \tilde{m})^2} \sum_{2 \leq i \leq n^o} \mathbb{E} \left[ Q_d(x_1, y_i = 0) \right]
\]

\[
(5.24) \quad + \sum_{Q_{d'} \in Q_{d'}} \mathbb{E}[Q_{d'}] + \frac{1}{\sqrt{N}} \sum_{d' \geq d+1} \mathbb{E}[Q_{d'}] + O_c(N^{-1}),
\]

uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S \) given in (2.11), where the second line above are \( s_0 - 1 \) unmatched terms of the form in (4.17) of degree \( d \), with \( \alpha \in \mathcal{I}^o \), \( n^o(\alpha) = s_0 - 2 \) and \( n = n_0 \). The first group of terms on the last line are at most \( 2(n_0 + 1)^2 \) unmatched terms of the form in (4.17) of degrees at least \( d + 1 \), with \( \alpha \in \mathcal{I}^o \), \( n^o(\alpha) = s_0 \) and \( n \leq n_0 + 2 \). The second group of terms on the last line are at most \( 4(n_0 + 1)^3 \) unmatched terms of the form in (4.17) up to a factor \( \frac{1}{\sqrt{N}} \). Therefore, we write (5.24) in short as

\[
(5.25) \quad \mathbb{E}[Q^o_d] = \sum_{Q_{d_1} \in Q_{d_1}^o} \mathbb{E}[Q_{d_1}^o] + \sum_{Q_{d_1} \in Q_{d_1}^o} \mathbb{E}[Q_{d_1}^o] + \frac{1}{\sqrt{N}} \sum_{Q_{d_2} \in Q_{d_2}^o} \mathbb{E}[Q_{d_2}^o] + O_c(N^{-1}),
\]

where we use the subscript 1 in the degrees \( d_1, d_1', d_2 \) to indicate the first iteration step.

The good news is that the leading terms of degree \( d \) still have the unmatched summation index \( \alpha \), and thus these leading terms can be further expanded using (5.15). Then in the second step, we apply again (5.15) on each resulting term \( Q_{d_1}^o \) on the right side of (5.25) with \( n^o(\alpha) = s_0 - 2 \) and \( n = n_0 \), to obtain

\[
(5.26) \quad \mathbb{E}[Q_{d_1}^o] = \sum_{Q_{d_2} \in Q_{d_2}^o} \mathbb{E}[Q_{d_2}^o] + \sum_{Q_{d_2} \in Q_{d_2}^o} \mathbb{E}[Q_{d_2}^o] + \frac{1}{\sqrt{N}} \sum_{Q_{d_2} \in Q_{d_2}^o} \mathbb{E}[Q_{d_2}^o] + O_c(N^{-1}),
\]
uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S \), where the leading terms of degree \( d \) are \( s_0 - 3 \) unmatched terms with \( \alpha \in \mathcal{I}_o \), \( n^\alpha(\alpha) = s_0 - 4 \) and \( n = n_0 \), and we use the subscript 2 to indicate the second step. The second group of terms on the right side of (5.26) are at most \( 2(n_0 + 2)^2 \) unmatched terms of degrees at least \( d + 1 \), with \( \alpha \in \mathcal{I}_o \), \( n^\alpha(\alpha) = s_0 - 2 \) and \( n \leq n_0 + 2 \). The third group of terms are at most \( 4(n_0 + 2)^3 \) unmatched terms up to a factor \( \frac{1}{N} \).

We continue to expand each of the resulting terms of degree \( d \) on the right side of (5.26) using (5.15). In general, in the \( s \)-th step of the iteration, we have

\[
(5.27) \quad \mathbb{E}[Q^\alpha_{d,s-1}] = \sum_{Q^\alpha_{d,s} \in \mathcal{Q}^\alpha_{d,s}} \mathbb{E}[Q^\alpha_{d,s}] + \sum_{Q^\alpha_{d,s} \in \mathcal{Q}^\alpha_{d,s'}} \mathbb{E}[Q^\alpha_{d,s}'] + \frac{1}{\sqrt{N}} \sum_{Q^\alpha_{d,s} \in \mathcal{Q}^\alpha_{d,s'}} \mathbb{E}[Q^\alpha_{d,s}'] + O_\lesssim \left( N^{-1} \right),
\]

uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S \), where the first group of terms are \( s_0 - 2s + 1 \) unmatched terms of degree \( d \), with \( \alpha \in \mathcal{I}_o \), \( n^\alpha(\alpha) = s_0 - 2s \) and \( n = n_0 \). The second group of terms are at most \( 2(n_0 + 2)^2 \) unmatched terms of the form in (4.17) of higher degrees, with \( \alpha \in \mathcal{I}_o \), \( n^\alpha(\alpha) = s_0 - 2s + 2 \) and \( n \leq n_0 + 2 \). The third group of terms are at most \( 4(n_0 + 2)^3 \) unmatched terms of the form in (4.17) up to a factor \( \frac{1}{\sqrt{N}} \).

We stop the iterations at the step \( s = \frac{n_0 + 1}{2} \). Then the term \( Q^\alpha_{d,s-1} \) on the left side of (5.27) has \( n^\alpha(\alpha) \) being reduced to one and there will be no more terms of degree \( d \) on the right side of (5.27). Then we end up with finitely many unmatched terms of degrees at least \( d + 1 \) generated in the iterations, plus all the unmatched terms with a factor \( \frac{1}{\sqrt{N}} \), collected from the third order terms in the cumulant expansions. To sum up, for any unmatched \( Q^\alpha_{d} \), we have obtained the following expansion,

\[
(5.28) \quad \mathbb{E}[Q^\alpha_{d}(t,z)] = \sum_{Q^\alpha_{d} \in \mathcal{Q}^\alpha_{d}} \mathbb{E}[Q^\alpha_{d}(t,z)] + \frac{1}{\sqrt{N}} \sum_{Q^\alpha_{d'} \in \mathcal{Q}^\alpha_{d'}} \mathbb{E}[Q^\alpha_{d'}(t,z)] + O_\lesssim \left( N^{-1} \right),
\]

uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S \), where the number of unmatched terms on the right side above is bounded by \( (Cn_0)^{c\alpha_0} \), and the number of the Green function entries in each term is bounded by \( Cn_0 \) for some numerical constants \( C, c > 0 \). The error term \( O_\lesssim (N^{-1}) \) stems from truncating the cumulant expansions and from the diagonal cases, i.e., when two distinct summation indices coincide in the sums over \( \mathcal{I} \).

We finally iterate the expansions in (5.28) for \( D - d \) times. Then the unmatched terms from the first group on the right side of (5.28) have degrees increased to at least \( D \), and the unmatched terms with a factor \( \frac{1}{\sqrt{N}} \) from the second group have degrees increased to at least \( D - 1 \). In addition, the number of these terms generated in the iterations is bounded by \( (C^{D}n_0)^{cDn_0} \), and the number of the Green function entries in each term is bounded by \( C^{D}n_0 \). We hence obtain from the local law in (4.10) by power counting that

\[
(5.29) \quad |\mathbb{E}[Q^\alpha_{d}(t,z)]| = \mathcal{O}_\lesssim \left( \Psi^D + \frac{\Psi^{D-1}}{\sqrt{N}} + \frac{1}{N} \right) = \mathcal{O}_\lesssim (\Psi^D + N^{-1}),
\]

uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S \). We have finished the proof of Proposition 4.4.

5.4. Proof of Proposition 4.6. Next, we give the proof of Proposition 4.6 using the expansion mechanism in Subsections 5.1-5.2 and Proposition 4.4.

**Proof of Proposition 4.6.** We consider a type-\( \alpha b \) term of degree \( d \), denoted by \( P^\alpha_{d} \), from Definition 4.5, with fixed initial integers \( n_0 \) defined in (4.18) and \( d_0^\alpha \) given in (4.19), i.e.,

\[
(5.30) \quad \frac{1}{N^{2+\#\mathcal{I}}} \sum_{\alpha = N+1}^{N+M} \sum_{b=1}^{N} \mathbb{C}_{\alpha,\beta} \left( \prod_{i=1}^{n_\alpha} G_{x_i,y_i} \right) \left( \mathcal{G} - \hat{m} \right)^{n_\alpha} \left( \mathcal{G} + \frac{1}{1+\hat{m}} \right)^{n_\beta},
\]

with \( n(\alpha) = n(b) = 4 \) given in (4.23), \( n(v_j) = 2 \) for any \( v_j \in \mathcal{I} \), and \( x_i \neq y_i \) (1 \( \leq i \leq n^\alpha \)) unless \( x_i = y_i = \alpha \) or \( x_i = y_i = b \).
We first expand the type-$\alpha b$ term $P_{d}^{\alpha b}$ with $n(\alpha) = 4$ by the index $\alpha$ into finitely many type-$b$ terms with $n(\alpha) = 0$, using the expansions in (5.10) and (5.15) twice. We split the discussion in two cases.

**Case 1:** If there is a diagonal factor $G_{\alpha \alpha}$ in the product of Green function entries, we apply expansions on $G_{\alpha \alpha}$ as discussed in Case 1$\alpha$ in Subsection 5.1 and obtain from (5.10) that

$$
\mathbb{E}[P_{d}^{\alpha b}(t, z)] = \frac{1}{N^{2+\#I}} \sum_{I, \alpha, b} c_{I, \alpha, b} \mathbb{E} \left[ G_{\alpha \alpha} \left( \prod_{i=2}^{n^{\alpha}} G_{x_{i}, y_{i}} \right) \left( G - \tilde{m} \right)^{n^{\alpha}} \left( g + \frac{1}{1+m} \right)^{n^{\alpha}} \right]
$$

(5.31)

$$
= \mathbb{E} \left[ P_{d}^{\alpha b}(G_{\alpha \alpha} \rightarrow -\frac{1}{1+m}) \right] + \sum_{Q_{d}^{\prime} \in Q_{d'}} \mathbb{E}[Q_{\alpha}^{\prime}] + \frac{1}{\sqrt{N}} \sum_{Q_{d}^{\prime} \in Q_{d'}} \mathbb{E}[Q_{\alpha}^{\prime}] + O_{\prec}(N^{-1}),
$$

uniformly in $t \in \mathbb{R}^{+}$ and $z \in S$ given in (2.11), where the leading term of degree $d$ with $n(\alpha) = 2$ is obtained from the original type-$\alpha b$ term $P_{d}^{\alpha b}$ by replacing the factor $G_{\alpha \alpha}$ with the determinant function $\frac{1}{1+m}$. In addition, the third group of terms on the right side of (5.31) contains at most $4(n(0) + 1)^{2}$ unmatched terms up to a factor $\frac{1}{\sqrt{N}}$, and thus can be bounded by $O_{\prec}(N^{-1/2}\Psi^{D} + N^{-3/2})$ using Proposition 4.4.

We next discuss in detail the second group of terms on the right side of (5.31), which are collected from the second order terms in the cumulant expansions. They are at most $2n(0)$ terms of the form in (4.28) of degrees at least $d + 1$, with $n = n(0) + 1$ and $d^{\prime} \geq d_{0}^{\prime}$. Moreover, we have $n(\alpha) = 4$, $n(b) = 4$ and $n(\nu_{j}) = 2$ for any original indices $\nu_{j} \in I$. The number of appearances of any fresh index created in the expansions is exactly two. It is not hard to check using the differentiation rule (4.15) that there are no diagonal Green function entries, except possible factors of $G_{\alpha \alpha}$ and $G_{bb}$, in the product of each resulting term. Thus these terms are also type-$b$ terms from Definition 4.5.

**Case 2:** Else if there is no diagonal factor $G_{\alpha \alpha}$ in the product of Green function entries, then we have $n(\alpha) = n^{\prime}(\alpha) = 4$; see (5.3). We may assume that $G_{x_{i}y_{i}} = G_{\alpha y_{i}}$ with $y_{i} \neq \alpha$. Applying expansions on $G_{\alpha y_{i}}$, as outlined in Case 2$\alpha$ in Subsection 5.2, we obtain from (5.15) that

$$
\mathbb{E}[P_{d}^{\alpha b}] = \frac{1}{N^{2+\#I}} \sum_{I, \alpha, b} c_{I, \alpha, b} \mathbb{E} \left[ G_{\alpha y_{i}} \left( \prod_{i=2}^{n^{\alpha}} G_{x_{i}, y_{i}} \right) \left( G - \tilde{m} \right)^{n^{\alpha}} \left( g + \frac{1}{1+m} \right)^{n^{\alpha}} \right]
$$

(5.32)

$$
= \sum_{2 \leq i \leq n^{\alpha}} \mathbb{E}[Q_{d}(x_{1}, x_{i} = \alpha \rightarrow k)] + \frac{1}{(1+m)^{2}} \sum_{2 \leq i \leq n^{\alpha}} \sum_{x_{i} \neq \alpha, y_{i} = \alpha} \mathbb{E}[Q_{d}(x_{1}, y_{i} = \alpha \rightarrow k)]
$$

$$
+ \sum_{Q_{d}^{\prime} \in Q_{d'}} \mathbb{E}[Q_{\alpha}^{\prime}] + \frac{1}{\sqrt{N}} \sum_{Q_{d}^{\prime} \in Q_{d'}} \mathbb{E}[Q_{\alpha}^{\prime}] + O_{\prec}(N^{-1}),
$$

uniformly in $t \in \mathbb{R}^{+}$ and $z \in S$, where the second line contains three leading terms of degree $d$ with $n(\alpha) = 2$, which are obtained from the original type-$\alpha b$ term $P_{d}^{\alpha b}$ by replacing one pair of the index $\alpha$ from two off-diagonal Green function entries with a fresh index $k$, up to a factor $\frac{1}{(1+m)^{2}}$. Similarly as in (5.31), the first group of terms on the last line above contains at most $8(n(0) + 2)$ type-$\alpha b$ terms of the form in (4.28) of degrees at least $d + 1$, with $n \leq n(0) + 2$ and $d^{\prime} \geq d_{0}^{\prime}$. The second group of unmatched terms with a factor $\frac{1}{\sqrt{N}}$ on the last line can be bounded by $O_{\prec}(N^{-1/2}\Psi^{D} + N^{-3/2})$ using Proposition 4.4.

Combining (5.32) with (5.31), we have eliminated one pair of the index $\alpha$ for the leading terms of degree $d$ in one expansion step. We further apply the above arguments on these leading terms with $n(\alpha) = 2$ and eliminate another pair of the index $\alpha$ to obtain type-$b$ terms. Therefore, any type-$\alpha b$ term can be expanded using the index $\alpha$ as

$$
\mathbb{E}[P_{d}^{\alpha b}] = \sum_{P_{d}^{\prime} \in P_{d}^{\alpha b}} \mathbb{E}[P_{d}^{\prime}] + \sum_{P_{d}^{\prime} \in P_{d}^{\alpha b}} \mathbb{E}[P_{d}^{\prime}] + O_{\prec}(N^{-1} + N^{-1/2}\Psi^{D}),
$$

(5.33)
uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S \), where the first group of terms with degree \( d \) are at most three type-\( b \) terms of the form in \((4.28)\), with \( n(\alpha) = 0 \), \( n(b) = 4 \), and the second group of terms are at most \( 32(n_0 + 2) \) type-\( ab \) terms of the form in \((4.28)\) of degrees at least \( d + 1 \), with \( n \leq n_0 + 2 \) and \( d^a \geq d^b \).

Iterating the expansion procedure in \((5.33)\) \( D - d \) times, the degrees of the resulting type-\( ab \) terms on the right side of \((5.33)\) are increased to at least \( D \). Using the local law in \((4.10)\), we expand an arbitrary type-\( ab \) term \( P_d^{ab} \in P_d^{ab} \) as a finite sum of type-0 terms of degrees at least \( d \), up to \( O_\prec(\Psi^D + N^{-1}) \), i.e.,

\[
E[P_d^{ab}(t, z)] = \sum_{d \leq d' < D} \sum_{P_{d'} \in P_{d'}} E[P_{d'}^b(t, z)] + O_\prec(N^{-1} + \Psi^D),
\]

uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S \), where the sum above contains at most \( (32(n_0 + 2D))^{D} \) type-\( b \) terms of the form in \((4.17)\) of degrees at least \( d \), with \( n \leq n_0 + 2D \) and \( d^a \geq d^b \).

Next in the second step, we further eliminate two pairs of the index \( b \) and expand the resulting type-\( b \) terms on the right side of \((5.34)\) into type-0 terms. For any type-\( b \) terms of the form in \((4.28)\) with fixed \( n_0 \) given in \((4.18)\) and \( d^b_0 \) defined in \((4.19)\), using the expansions in \((5.18)\), \((5.22)\) and similar arguments for the index \( \alpha \) as above, we obtain the analogue of \((5.33)\), i.e.,

\[
E[P_d^b(t, z)] = \sum_{P_{d'} \in P_{d'}} E[P_{d'}(t, z)] + O_\prec(N^{-1} + N^{-1/2}\Psi^D),
\]

uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S \), where the first group of terms of degree \( d \) are at most three type-0 terms of the form in \((4.28)\) with \( n(\alpha) = n(b) = 0 \), and the second group of terms are at most \( 32(n_0 + 2) \) type-\( b \) terms of the form in \((4.28)\) of degrees at least \( d + 1 \), with \( n \leq n_0 + 2D \) and \( d^a \geq d^b_0 \). Iterating the expansion procedure in \((5.35)\) \( D - d \) times and we obtain the analogue of \((5.34)\),

\[
E[P_d^b(t, z)] = \sum_{d \leq d' < D} \sum_{P_{d'} \in P_{d'}} E[P_{d'}(t, z)] + O_\prec(N^{-1} + \Psi^D),
\]

uniformly in \( t \in \mathbb{R}^+ \) and \( z \in S \), where the sum above contains at most \( (32(n_0 + 2D))^{D} \) type-0 terms of the form \((4.17)\) of degrees at least \( d \), with \( n \leq n_0 + 2D \) and \( d^a \geq d^b_0 \).

To sum up, combining \((5.34)\) with \((5.36)\), we conclude the proof of Proposition \(4.6\). \( \square \)

6. Proof of Proposition \(4.7\). We start with the following lemma by considering the white Wishart ensemble \(W^*W\), whose proof is postponed to the end of this section.

**Lemma 6.1.** Consider the real white Wishart ensemble \(W^*W\) with \( W \) be a Gaussian matrix satisfying \((1.3)\) and \((2.4)\). For any fixed small \( \epsilon > 0 \) and fixed \( C_1, C_2 > 0 \), recall the domain \( S_{\text{edge}} \equiv S_{\text{edge}}(\epsilon, C_1, C_2) \) defined in \((4.1)\). Then there exists a constant \( C > 0 \), depending on \( C_1 \) and \( C_2 \), such that the normalized trace of the resolvent of \(W^*W\) satisfies

\[
E[W[\text{Im } m(z)]] \leq CN^{-1/3},
\]

uniformly for all \( z \in S_{\text{edge}} \), for sufficiently large \( N \geq N_0(C_1, C_2, \epsilon) \).

Furthermore, consider any type-0 term \( P_d \in P_d \) \((d \geq 2)\) of the form in \((4.17)\) with the number of off-diagonal Green function factors given in \((4.19)\) satisfying \( d^a \geq 2 \). Then, for any \( \tau > 0 \), we have

\[
|E[W[P_d(z)]]| \leq N^{-1/3-\epsilon+\tau},
\]

uniformly for all \( z \in S_{\text{edge}} \), for sufficiently large \( N \geq N_0(C_1, C_2, \epsilon, \tau) \).

We remark that in this section, we will always choose \( z \in S_{\text{edge}} \subset S \), unlike to Section \(5\) when \( z \in S \).

Armed with Proposition \(6.1\), we are now ready to prove Proposition \(4.7\) using recursive comparisons based on Propositions \(4.4\) and \(4.6\).

**Proof of Proposition 4.7.** Consider a type-0 term \( P_d \in P_d \) of the form in \((4.28)\) of degree \( d \geq 2 \) with fixed \( n \) given in \((4.18)\) and \( d^a \geq 2 \) given in \((4.19)\). If \( d \geq D \) for some large \( D \) depending on \( \epsilon \), we can prove \((4.31)\) using the initial estimate in \((4.21)\) by power counting. Else if \( d \) is smaller, we estimate
We start the iteration by denoting a given type-0 term $P_d$ ($d \geq 2$) of the form in (4.28) as $P_d \equiv P_{d_1}^{(1)}$, where the superscript (1) and degree $d \equiv d_1$ will be used to indicate the initial step. We hence consider a term of the form

$$P_{d_1}^{(1)}(t, z) = \frac{1}{N^{d_1}} \sum_{I_1, \alpha, b} c_{\alpha_1, b_1, I_1} \left( \prod_{i=1}^{n_1^0} G_{x_i, y_i} \right) \left( \mathcal{G} - \tilde{m} \right)^{n_1^0} \left( \mathcal{G} + \frac{1}{1 + \tilde{m}} \right)^{n_1^0},$$

where $I_1$ is a set of free summation indices, the coefficients $\{c_{\alpha_1, b_1, I_1}\}$ are uniformly bounded, each $x_i, y_i$ represents a free summation index in $I_1$, with $x_i \neq y_i$ and $n(v_j) = 2$ for any $v_j \in I_1$. We also set

$$n_1 := n_1^0 + n_1^0 + n_1^0; \quad d_1' := \#\{1 \leq i \leq n_1^0 : x_i \neq y_i\}$$

as in (4.18) and (4.19). In particular, we have $d_1 \geq d_1' \geq 2$.

We next compute the derivative of $\mathbb{E}[P_{d_1}^{(1)}]$ with respect to time under the interpolation flow in (4.4), similarly as in (4.11) and (4.13). We then find that

$$\frac{d}{dt} \mathbb{E}[P_{d_1}^{(1)}] = \sum_{\alpha_2 = \tilde{m} + 1}^{N+M} \sum_{\alpha_2, b_2 = 1}^{N} \mathbb{E} \left[ h_{\alpha_2 b_2} \frac{\partial P_{d_1}^{(1)}}{\partial h_{\alpha_2 b_2}} \right] = -\frac{1}{2} \sum_{\alpha_2, b_2, p+1 \geq 3} \sum_{\alpha_2, b_2, p+1 \geq 3} \frac{1}{N^{d_1' + 1}} \mathbb{E} \left[ \frac{\partial^{p+1} P_{d_1}^{(1)}}{\partial h_{\alpha_2 b_2}} \right] + O_{\prec}(N^{-1/2}),$$

where $\alpha_2, b_2$ are fresh summation indices (the subscript 2 indicates the iteration step), and $\{s_{\alpha_2 b_2}^{(p+1)}\}$ are the uniformly bounded cumulants of rescaled matrix entries given in (4.14).

From (4.15), all the third order terms for $p+1 = 3$ on the right side of (6.4) are of the form in (4.17) up to a factor $\sqrt{N}$. Since the fresh indices have $n(\alpha_2) = n(b_2) = 3$, they are unmatched from Definition 4.3. Using Proposition 4.4, these term are hence bounded by $O_{\prec}(N^{-1/2} + \sqrt{N}\Psi^D)$.

Next, it suffices to estimate the fourth order terms for $p+1 = 4$ on the right side of (6.4). Since $\alpha_2$ and $b_2$ are freshly added indices, using the differentiation rule in (4.15), the fourth order terms are at most $(n_1 + 4)^3$ matched terms of degrees at least $d_1 + 1$, with $n(\alpha_2) = n(b_2) = 4$, $n(\alpha_1) = n(b_1) = 0$, and $n(v_j) = 2$ for any $v_j \in I_1$. The number of Green function entries in the product of each term is $n_1 + 4$ and the number of off-diagonal Green function entries in each term is at least $d_1' + 1$.

To be precise, these fourth order terms can be written out in the abstract form

$$\frac{1}{N^{d_1' + 1}} \sum_{I_2, \alpha_1, b_1, \alpha_2 b_2} c_{\alpha_1, b_1, \alpha_2 b_2, I_2} \left( \prod_{i=1}^{n_2} G_{x_i, y_i} \right) \left( \mathcal{G} - \tilde{m} \right)^{n_2^0} \left( \mathcal{G} + \frac{1}{1 + \tilde{m}} \right)^{n_2^0},$$

where $I_2$ is a set of free summation indices, the coefficients $\{c_{\alpha_1, b_1, \alpha_2 b_2, I_2}\}$ are uniformly bounded, $x_i, y_i$ stand for a free summation index $\alpha_2, b_2$ or some element in $\mathcal{G}$, with $n(\alpha_2) = n(b_2) = 4$, $n(v_j) = 2$ for any $v_j \in I_2$. Moreover, $x_i \neq y_i$ for any $1 \leq i \leq n_2^0$ unless $x_i = y_i = \alpha_2$ or $x_i = y_i = b_2$. The number of Green function entries and the number of off-diagonal Green function entries in a term in (6.5) are denoted by $n_2$ and $d_2'$, respectively, as in (4.18) and (4.19). The degree of such a term, denoted by $d_2$, is defined as in (4.20).

Recall the definition of type-$\alpha b$, type-$b$ and type-0 terms from Definition 4.5 for the form in (4.28). The definitions can be adapted naturally with respect to the fresh indices $\alpha_2$ and $b_2$ for the form given in (6.5). In particular, the corresponding type-0 term is defined to be of the form in (6.5), with $x_i \neq y_i$ ($1 \leq i \leq n_2^0$) and each $x_i, y_i$ represents an element in $I_2$ with $n(v_j) = 2$ for any $v_j \in I_2$. We remark that though $n(\alpha_1) = n(b_1) = n(\alpha_2) = n(b_2) = 0$, we keep these summation indices to record the iteration step and emphasize the inheritance from the form in (6.3). We use $P_{d_2}^{(2)}$ to denote the collection of the corresponding type-0 terms of the form in (6.5).

Thus the fourth order terms for $p+1 = 4$ on the right side of (6.4) consist of at most $4(n_1 + 1)^4$ type-$\alpha b$ terms of the form in (6.5) of degrees $d_2 \geq d_1 + 1$, with $n_2 = n_1 + 4$ and $d_2' \geq d_1' + 1$. Using
Proposition 4.6, we expand each of these type-$\alpha b$ terms as a sum of finitely many type-0 terms of the form in (6.5) of degrees at least $d_1 + 1$, and rewrite (6.4) in short as

$$
\frac{d}{dt} \mathbb{E}[P_{d_1}^{(1)}] = \sum_{\sum_{d_1+1 \leq d_s < D} \mathbb{E}[P_{d_s}^{(2)}] + O_\prec \left( N^{-1/2} + \sqrt{N} \Psi^D \right), 
$$

uniformly in $t \geq 0$ and $z \in S_{\text{edge}}$, where the sum above is over finitely many (depending on $D$ and $n_1$) type-0 terms, with $n_2 \leq n_1 + 4D$, $d_2 \geq d_1 + 1$ and $d_s \geq d_1 + 1$. We now choose $D$ sufficiently large, depending on $\epsilon$ in (4.1), such that $\sqrt{N} \Psi^D \leq N^{-1/2}$.

Integrating (6.6) over $[t', T]$ for any $0 \leq t' \leq T = 8 \log N$ as in (4.32) and applying the estimates in (4.21) on the resulting type-0 terms on the right side, we find that

$$
\mathbb{E}[P_{d_1}^{(1)}(T, z)] - \mathbb{E}[P_{d_1}^{(1)}(t', z)] = O_\prec \left( \log N (\Psi^{d_1+1} + N^{-1/2}) \right), 
$$

uniformly in $t' \in [0, T]$ and $z \in S_{\text{edge}}$. For $T = 8 \log N$, the Green function $G(T, z)$ is close to the corresponding quantity for the White Wishart ensemble, denoted by $G^{(1)}$; see (4.33). In combination with the estimate in (6.2), we find that

$$
\mathbb{E}[P_{d_1}^{(1)}(T, z)] = O_\prec \left( \log N (\Psi^{d_1+1} + N^{-1/2}) \right), 
$$

uniformly for any $z \in S_{\text{edge}}$. Therefore, we have from (6.7) that

$$
\mathbb{E}[P_{d_1}^{(1)}(t', z)] = O_\prec \left( \log N (\Psi^{d_1+1} + N^{-1/2}) \right), 
$$

uniformly in $t' \in [0, T]$ and $z \in S_{\text{edge}}$. In this way, we improve the estimate on the size of $\mathbb{E}[P_{d_1}^{(1)}]$ by one order in power counting, compared with the initial estimate in (4.21). We can further apply the above arguments on the resulting type-0 terms on the right side of (6.6) to get a finer estimate. We next discuss the detailed iteration process.

For any $s \geq 1$, we define a type-0 term in the $s$-th iteration step, denoted by $P_{d_s}^{(s)}$, of the form

$$
\frac{1}{N + \# \mathcal{L} + 2s} \sum_{\mathcal{I}_s, \alpha_1, \alpha_2, \ldots, \alpha_s} c_{\alpha_1, \alpha_2, \ldots, \alpha_s} \mathcal{I}_s \left( \prod_{i=1}^{n_s} G_{x_i y_i} \left( G - \bar{m} \right)^{n_s} \left( G + \frac{1}{1 + \bar{m}} \right)^{n_s} \right),
$$

where $\mathcal{L}_s$ is a set of free summation indices, the coefficients $\{ c_{\alpha_1, \alpha_2, \ldots, \alpha_s} \}$ are uniformly bounded, each $x_i, y_i$ ($1 \leq i \leq n_s^2$) represents a free summation index in $\mathcal{L}_s$, with $x_i \neq y_i$, and $n(\mathcal{L}_s) = 2$ for any $v_j \in \mathcal{L}_s$. We remark that, though $n(\alpha_1) = n(\beta_1) = 0$ for any $1 \leq l \leq s$, we keep $\alpha_1$ and $\beta_1$ in the notation to emphasize the inheritance from $\alpha_1$ and $\beta_1$ in the $l$-th iteration step. The degree of a term in (6.9), $d_s$, is defined as in (4.20) and $n_s, d_s^o$ are defined as in (4.18) and (4.19). We use $P_{d_s}^{(s)}$ to denote the collection of the corresponding type-0 terms of the form in (6.9) in the $s$-th iteration step.

Next, we take the time derivative of $\mathbb{E}[P_{d_s}^{(s)}]$ for any $P_{d_s}^{(s)} \in P_{d_s}^{(s)}$ ($s \geq 1$) with $d_s \geq d_s^o \geq 2$, similarly as in (6.4). That is,

$$
\frac{d}{dt} \mathbb{E}[P_{d_s}^{(s)}] = \sum_{\alpha_{s+1} = N+1}^{N+M} \sum_{b_{s+1} = 1}^{b_{s+1}} \mathbb{E} \left[ h_{\alpha_{s+1} b_{s+1}} \frac{\partial P_{d_s}^{(s)}}{\partial h_{\alpha_{s+1} b_{s+1}}} \right]
$$

(6.10)

$$
= -\frac{1}{2} \sum_{p+1 \geq 3} \sum_{\alpha_{s+1}, b_{s+1}, \alpha_{s+1}, b_{s+1}} \frac{1}{p!} \sum_{p+1}^{(p+1)} \frac{\partial^{p+1} P_{d_s}^{(s)}}{\partial h_{\alpha_{s+1} b_{s+1}}} + O_\prec \left( N^{-1/2} \right),
$$

where $\alpha_{s+1}$ and $b_{s+1}$ are fresh summation indices in the $s$-th iteration step, and $\{ \alpha_{s+1} b_{s+1} \}$ are time-dependent cumulants of matrix entries given in (4.14). Using Proposition 4.4 and Proposition 4.6, we expand the resulting terms on the right side of (6.10), similarly to (6.6),

$$
\frac{d}{dt} \mathbb{E}[P_{d_s}^{(s)}(t, z)] = \sum_{P_{d_s}^{(s+1)} \in P_{d_s}^{(s+1)} \mid d_{s+1} \leq d_{s+1} < D} \mathbb{E}[P_{d_s}^{(s+1)}(t, z)] + O_\prec \left( N^{-1/2} + \sqrt{N} \Psi^D \right),
$$

(6.11)
uniformly in \( t \geq 0 \) and \( z \in S_{\text{edge}} \), where the sum above are over finitely many (depending on \( D, n_s \)) type-0 terms of the form in (6.9) in the \((s+1)\)-th step, with \( n_{s+1} \leq n_s + 4D, d_{s+1} \geq d_s + 1 \) and \( d_{s+1}^0 \geq d_s^0 + 1 \).

Next, we integrate both sides of (6.11) over \([t', T]\) for any \( 0 \leq t' \leq T = 8 \log N \). Indeed, from the approximation in (4.33), the local law in (4.10) together with the estimate in (6.2) for the white Wishart ensemble, we have

\[
\mathbb{E}[P_{d_s}^{(s)}(T, z)] = o_{\prec}(N^{-1/3-\epsilon}), \quad d_s \geq d_s^0 \geq 2,
\]

uniformly in \( z \in S_{\text{edge}} \). We hence obtain from (6.11) and (6.12) that, for any \( P_{d_s}^{(s)} \in \mathcal{P}_{d_s}^{(s)} \) with \( d_s \geq d_s^0 \geq 2 \),

\[
\mathbb{E}[P_{d_s}^{(s)}(t', z)] = \sum_{P_{d_{s+1}}^{(s+1)} \in \mathcal{P}_{d_{s+1}}^{(s+1)}} \int_{t'}^T \mathbb{E}[P_{d_{s+1}}^{(s+1)}(t, z)] \, dt + o_{\prec}(N^{-1/2 + \Psi^D} + N^{-1/3-\epsilon}),
\]

uniformly in \( t' \in [0, T] \) and \( z \in S_{\text{edge}} \).

Now, we are ready to iterate using (6.13). In the first step, we start by \( P_{d_s}^{(1)}(t, z) \) in (6.3) with \( d_1 \geq d_1^0 \geq 2 \) and have the estimate in (6.13) for \( s = 1 \). The number of the terms \( P_{d_s}^{(2)} \in \mathcal{P}_{d_s}^{(2)} \) with \( d_2 \geq d_1 + 1 \) on the right side of (6.13) is finite and depends on \( n_1 \) and \( D \). Then we further estimate each of these type-0 terms \( P_{d_s}^{(2)} \) using (6.13) for \( s = 2 \) as the second step. The resulting type-0 terms \( P_{d_s}^{(3)} \in \mathcal{P}_{d_s}^{(2)} \) with \( d_3 \geq d_2 + 1 \geq d_1 + 2 \) will be estimated again using (6.13) for \( s = 3 \) as the third step. Since in each step of using (6.13), the degrees of the resulting type-0 terms \( P_{d_{s+1}}^{(s+1)} \in \mathcal{P}_{d_{s+1}}^{(s+1)} \) on the right side are increased by at least one, we have \( d_{s+1} \geq d_s + s \). We hence stop the iteration process at step \( s = s_0 \geq D - 1 \). For any \( P_{d_{s_0}}^{(s_0)} \in \mathcal{P}_{d_{s_0}}^{(s_0)} \) with \( d_{s_0} \geq D - 1 \) and \( d_{s_0}^0 \geq 2 \),

\[
\mathbb{E}[P_{d_{s_0}}^{(s_0)}(t', z)] = o_{\prec}\left(N^{1/2 + \Psi^D} + N^{-1/3-\epsilon}\right),
\]

We hence apply the above estimate back to the previous step, i.e., (6.13) for \( s = s_0 - 1 \). We then obtain a similar estimate for any \( P_{d_{s_0-1}}^{(s_0-1)} \in \mathcal{P}_{d_{s_0-1}}^{(s_0-1)} \) with \( d_{s_0-1} \geq D - 2 \) and \( d_{s_0-1}^0 \geq 2 \), i.e.,

\[
\mathbb{E}[P_{d_{s_0-1}}^{(s_0-1)}(t', z)] = o_{\prec}\left((\log N)^2(N^{1/2 + \Psi^D} + N^{-1/3-\epsilon}) \log N\right),
\]

uniformly in \( t' \in [0, T] \) and \( z \in S_{\text{edge}} \).

Repeating the above process until \( s = 1 \), we hence obtain the estimate of \( P_{d_1}^{(1)} \) with \( d_1 \geq d_1^0 \geq 2 \),

\[
\mathbb{E}[P_{d_1}^{(1)}(t', z)] = o_{\prec}\left((N^{1/3-\epsilon} + \Psi^D)(\log N)^D\right),
\]

uniformly in \( t' \in [0, T] \) and \( z \in S_{\text{edge}} \). By choosing \( D \) sufficiently large depending on \( \epsilon \), we prove (4.31) for \( t' \in [0, T] \). If \( t' \geq T \), a similar estimate can be obtained by using (4.33) and (6.12). We have hence finished the proof of Proposition 4.7.

To end this section, we give the proof of Lemma 6.1 using the uniform convergence of the correlation kernel of the white Wishart ensemble at the upper edge, along with the the local Marchenko–Pastur law and the eigenvalue rigidity.
PROOF OF LEMMA 6.1. Let $(\lambda_j)_j$ be the eigenvalues of the white Wishart matrix $W^*W$. Using the spectral decomposition, for any $z = E + i\eta \in S_{\text{edge}}$, we write

(6.14)\[ E^W[\text{Im} m(z)] = \frac{\eta}{N} \sum_{j=1}^{N} \frac{1}{|\lambda_j - E|^2 + \eta^2} = \frac{\eta}{N} E \left[ \sum_{|\lambda_j - E| \leq l} \sum_{|\lambda_j - E| \geq l} \frac{1}{|\lambda_j - E|^2 + \eta^2} \right] = I + II,

where we choose $l = N^{-2/3}$ for later purposes. We first estimate the term $I$ using the convergence of the correlation kernel at the edge in Proposition 2.7. From (2.28), the one-point correlation function of the eigenvalue process $(\nu_j)$ of the rescaled white Wishart matrix $NW^*W$ is given by

(6.15)\[ p^{(1)}_{N,1}(\nu) = \frac{1}{2} \text{Tr} S_{N,1}(\nu, \nu) = K_{N,1}(\nu, \nu). \]

Then the one-point correlation function of the eigenvalue process $(\lambda_j)$ of $W^*W$ is given by

(6.16)\[ \tilde{p}^{(1)}_{N,1}(\lambda) = NK_{N,1}(N\lambda, N\lambda), \]

and the term $I$ in (6.14) can be written as

(6.17)\[ I = \frac{\eta}{N} \int_{|\lambda - E| \leq l} 2 \tilde{p}^{(1)}_{N,1}(\lambda) (\lambda - E)^2 + \eta^2 \, d\lambda = \eta \int_{E-l}^{E+l} K_{N,1}(N\lambda, N\lambda) \frac{(\lambda - E)^2 + \eta^2}{(\lambda - E)^2 + \eta^2} \, d\lambda. \]

Changing variable $N\lambda = \tilde{\mu}_N + \tilde{\sigma}_N x$ as in (2.31), we write the term $I$ using (2.32) as

(6.18)\[ I = \frac{N\eta}{\tilde{\sigma}_N} \int_{-\frac{N}{\tilde{\sigma}_N}}^{\frac{N}{\tilde{\sigma}_N}} \frac{K_{\text{edge}}(x, x)}{(x - \frac{N}{\tilde{\sigma}_N})^2 + (\frac{N}{\tilde{\sigma}_N}\eta)^2} \, dx. \]

From (1.7) and (2.4), we find that $\tilde{\mu}_N \sim N$ and $\tilde{\sigma}_N \sim N^{1/3}$. To be precise, we have

(6.19)\[ \frac{\tilde{\mu}_N}{N} = (1 + \sqrt{3})^2 + O(N^{-1}) = E_+ + O(N^{-1}); \quad \frac{N^{2/3}}{\tilde{\sigma}_N} = \frac{N^{2/3}}{(1 + \sqrt{3})(1 + \frac{1}{\sqrt{3}})} + O(N^{-1/3}). \]

Since $E - E_+ \geq -C_1 N^{-2/3}$ for $E + i\eta \in S_{\text{edge}}(\epsilon, C_1, C_2)$ and $l = N^{-2/3}$, it is not hard to check that the lower integration bound in (6.16) satisfies $\frac{N}{\tilde{\sigma}_N}(E - \tilde{\mu}_N - l) \geq L_0$ for some constant $L_0 \in \mathbb{R}$. By Proposition 2.7 and Lemma 2.8, there hence exists a constant $C \equiv C(L_0)$ such that

(6.20)\[ |K_{N,1}(x, x)| \leq C, \quad \text{for any } x \in [L_0, \infty). \]

Then using the fact that $K_{N,1}(x, x) \geq 0$, we have

(6.21)\[ I \leq \frac{CN\eta}{\tilde{\sigma}_N^2} \int_{L_0}^{\infty} \frac{1}{(x - \frac{N}{\tilde{\sigma}_N}(E - \tilde{\mu}_N))^2 + \left(\frac{N}{\tilde{\sigma}_N}\eta\right)^2} \, dx \leq \frac{CN\eta}{\tilde{\sigma}_N^2} \int_{-\infty}^{\infty} \frac{1}{x^2 + \left(\frac{N}{\tilde{\sigma}_N}\eta\right)^2} \, dx \leq \frac{C\pi}{\tilde{\sigma}_N} = O(N^{-\frac{1}{3}}). \]

Next we estimate the second term $II$ on the right side of (6.14), which can be written as

(6.22)\[ II = \frac{\eta}{N} \sum_{\lambda_j \geq E + l} \frac{1}{|\lambda_j - E|^2 + \eta^2} + \frac{\eta}{N} \sum_{\lambda_j \leq E - l} \frac{1}{|\lambda_j - E|^2 + \eta^2} =: II_1 + II_2, \]

with $l = N^{-2/3}$. Using the eigenvalue rigidity in (2.22) and that $-C_1 N^{-2/3} \leq E - E_+ \leq C_2 N^{-2/3} + \epsilon$, we find that for any small $\tau > 0$ and large $\Gamma > 0$, $\# \{ j : \lambda_j \geq E + l \} \leq N^\tau$ holds with probability bigger than $1 - N^{-\Gamma}$. Then the first part $II_1$ can be bounded by

(6.23)\[ II_1 = \frac{\eta}{N} \sum_{\lambda_j \geq E + l} \frac{1}{|\lambda_j - E|^2 + \eta^2} \leq \frac{\eta N^\tau}{N^2}, \]
with probability bigger than $1 - N^{-\Gamma}$. The second part $\Pi_2$ can be written as
\begin{equation}
\Pi_2 = \frac{\eta}{N} \sum_{\lambda_j \leq E - l} \frac{1}{|\lambda_j - E|^2 + \eta^2} \leq \frac{\eta}{N} \sum_{k=0}^{\infty} \frac{1}{3^{2k}l^2} N_k,
\end{equation}
where
\[ N_k := \# \{ j : \lambda_j \in I_k \}, \quad I_k := (E - 3^{k+1}l, E - 3^k l], \quad k \geq 0. \]

We next estimate $N_k$ using the local law in (2.17). Note that
\begin{equation}
\text{Im} m_N \left( E - 2 \cdot 3^k l + i(3^k l) \right) = \frac{1}{N} \sum_{i=1}^{N} \frac{3^k l}{\lambda_i - (E - 2 \cdot 3^k l)^2 + (3^k l)^2} \geq \frac{1}{N} \frac{N_k}{2 \cdot 3^k l}.
\end{equation}

Using the local law in (2.17) to control the left side above, we have, for any small $\tau > 0$ and large $\Gamma > 0$,
\begin{equation}
\text{Im} m_N \left( E - 2 \cdot 3^k l + i(3^k l) \right) \leq \text{Im} \tilde{m} \left( E - 2 \cdot 3^k l + i3^k l \right) + \frac{N^\tau}{N 3^k l} \leq C \sqrt{3^k l} + \frac{N^\tau}{N 3^k l} + N^{-1/3 + \epsilon},
\end{equation}
with probability bigger than $1 - N^{-\Gamma}$. We then obtain from (6.22) that
\[ N_k \leq C \left( (3^k l)^{3/2} N + N^\tau + 3^k l N^{2/3 + \epsilon} \right), \]
with probability bigger than $1 - N^{-\Gamma}$. Combining with (6.21), we find
\begin{equation}
\Pi_2 \leq \frac{C \eta}{N} \sum_{k=0}^{\infty} \frac{1}{3^{2k}l^2} \left( (3^k l)^{3/2} N + N^\tau + 3^k l N^{2/3 + \epsilon} \right) \leq C' \left( \frac{\eta}{\sqrt{\tau}} + \frac{N^\tau \eta}{N l^2} + \frac{N^\tau \eta}{N^{1/3}} \right),
\end{equation}
with probability bigger than $1 - N^{-\Gamma}$. Therefore, combining with (6.20) and choosing $\tau < \epsilon$, we have
\begin{equation}
\Pi \leq C' \left( \frac{\eta}{\sqrt{\tau}} + \frac{N^\tau \eta}{N l^2} + \frac{N^\tau \eta}{N^{1/3}} \right) = O(N^{-\frac{1}{2}}),
\end{equation}
with probability bigger than $1 - N^{-\Gamma}$, using that $l = N^{-2/3}$, $N^{-1 + \epsilon} \leq \eta \leq N^{-2/3 - \epsilon}$. Hence, combining (6.18) and (6.23), we have proved (6.1).

Finally, we consider any type-0 term $P_d(z) \in P_d(z)$ of the form in (4.17) for the white Wishart ensemble, where the number of off-diagonal Green function entries in the product $\prod_{i=1}^{n^o} G_{x_i, y_i}$, denoted by $d^o$ as in (4.19), is at least two. Using the local law in (4.10) and that the coefficients $\{c_I\}$ are uniformly bounded, we find
\begin{equation}
|P_d(z)| \prec \langle \Psi \rangle^{n^o + n^o} \frac{1}{N^{\#I}} \sum_{I} \prod_{i=1}^{n^o} \left[ G_{x_i, y_i}(z) \right],
\end{equation}
where each $x_i$ and $y_i$ represents some summation index in $I = \{ v_j \}$, with $n(v_j) = 2$ and $x_i \neq y_i$. In particular, we have $n^o = d^o \geq 2$. From the local law in (4.10) and Young’s inequality, we have
\begin{equation}
|P_d(z)| \prec \Psi^{d^o - 2} \frac{1}{N^2} \sum_{i,j=1}^{N^o M} \left| G_{ij}(z) \right|^2, \quad d = d^o + n^o + n^o.
\end{equation}

Using the generalized Ward identities in (2.8), in combination with (2.6), (2.3) and that $|m| \prec 1$, $\|X^* X\|_2 \prec 1$, we conclude that, for any $z \in S_{\text{edge}}$,
\begin{equation}
\frac{1}{N^2} \sum_{i,j=1}^{N^o M} \left| G_{ij}(z) \right|^2 \prec \frac{\text{Im} m(z)}{N \eta} + \frac{1}{N}.
\end{equation}
Then for any \(d \geq 2\) and \(z \in S_{\text{edge}}\), we have
\[
|P_d(z)| \prec \frac{\text{Im} m_N(z)}{N \eta} + \frac{1}{N}.
\]
After taking the expectation, using statement (3) in Lemma 2.5 in combination with (6.1), we have
\[
|\mathbb{E}[P_d(z)]| \prec \frac{1}{N \eta} \mathbb{E}[\text{Im} m_N(z)] + \frac{1}{N} = O_<(N^{-1/3-\epsilon}).
\]
We hence complete the proof of Lemma 6.1. \(\square\)

7. Green function comparison theorem: Proof of Theorem 3.3. In this section, we extend the ideas in the proof of Proposition 4.1 with \(F(x) = x\) to prove the Green function comparison theorem, Theorem 3.3, for smooth and uniformly bounded general functions \(F\).

**Proof of Theorem 3.3.** For fixed small \(\epsilon > 0\) and fixed \(C_1, C_2 > 0\), let
\[
N^{-1+\epsilon} \leq \eta \leq N^{-2/3-\epsilon}, \quad -C_1N^{-2/3} \leq \kappa_1 < \kappa_2 \leq C_2N^{-2/3+\epsilon}.
\]
For notational simplicity, we introduce for short
\[
\mathcal{X} \equiv \mathcal{X}(t) := N \int_{\kappa_1}^{\kappa_2} \text{Im} m_N(t, E_x + x + i\eta)dx, \quad t \in \mathbb{R}^+,
\]
with \(E_x\) given in (2.9). Let \(F\) be a smooth function with uniformly bounded derivatives. Differentiating \(\mathbb{E}[F(\mathcal{X}(t))]\) with respected to \(t\), we obtain (c.f., (4.11))
\[
\frac{d}{dt} \mathbb{E}[F(\mathcal{X})] = \mathbb{E}[F'(\mathcal{X}) \text{Im} \int_{\kappa_1}^{\kappa_2} N \sum_{v=1}^{N} dG_{av}(t, E_x + x + i\eta)dx] = \mathbb{E}[F(\mathcal{X}) \sum_{\alpha, b} -2h_{\alpha b}G_{ava}G_{\alpha b} dx].
\]
(7.3)

where the third step follows from the definition of the Green function \(G\) in (4.7), and in the last step we abbreviate, for any function \(P : \mathbb{R}^+ \times \mathbb{C} \setminus \mathbb{R} \rightarrow \mathbb{C}\),
\[
\Delta \text{Im} P \equiv (\Delta \text{Im} P)(t, z_1, z_2) := \text{Im} P(t, z_2) - \text{Im} P(t, z_1),
\]
with \(t \in \mathbb{R}^+\), and
\[
z_1 := E_+ + \kappa_1 + i\eta \in \mathbb{C} \setminus \mathbb{R}, \quad z_2 := E_+ + \kappa_2 + i\eta \in \mathbb{C} \setminus \mathbb{R}.
\]
In particular, we have \(z_1, z_2 \in S_{\text{edge}}\) given in (4.1), in view of (7.1).

Using the cumulant expansion formulas in Lemma 2.9 as in (4.13), we obtain from (7.3) that
\[
\frac{d}{dt} \mathbb{E}[F(\mathcal{X}(t))] = \sum_{\alpha, b} \sum_{p=1}^{4} \frac{1}{p!} \mathbb{E}[\frac{\partial^p F'(\mathcal{X})}{\partial h_{\alpha b}^{p-1}}] N \frac{1}{N} \Delta \text{Im} G_{\alpha b} + O_<(\frac{1}{\sqrt{N}}),
\]
(7.5)

where \(\{s_{\alpha b}^{(p+1)}(t)\}\) are the \((p+1)\)-th cumulants of the normalized entries \(\sqrt{N}h_{\alpha b}(t)\) given in (4.14).

Recall the differentiation rules in (4.15), and note that we further have
\[
\frac{\partial F'(\mathcal{X})}{\partial h_{\alpha b}} = -2F''(\mathcal{X}) \sum_{v=1}^{N} \text{Im} \left( \int_{\kappa_1}^{\kappa_2} G_{bva}G_{ava}(E_+ + x + i\eta)dx \right) = -2F''(\mathcal{X}) \Delta \text{Im} G_{b\alpha}.
\]
(7.6)

which follows from the block structure of \(G\) in (4.7), similarly as in (7.3).

To estimate the resulting terms on the right side of (7.5), we introduce the analogous form of (4.17) in (7.9) below, which are functions of \(t \in \mathbb{R}^+\) and \(z_1, z_2 \in S_{\text{edge}}\). We remark that the variables \(z_1, z_2\) are from the definition of \(\Delta \text{Im}\) in (7.4). Instead of the centered factors \(\frac{\tilde{G}}{m} + \frac{\tilde{G}}{m+1}\) included in
In (4.10) and (7.8), together with the assumption that $F_{d_i}$ is the \( \{ \) from (2.10) and Lemma 2.2, it is not hard to check that, for any \( Q \) and \( t \geq 0 \), \( \tilde{m}(z) \), \( x \), and thus from the local law in (4.10), for any \( t \in \mathbb{R}^+ \) and \( z \in S_{\text{edge}} \),

\[
\left| \frac{1}{1 + \sqrt{\Theta}} \right| = O(N^{-\frac{1}{2} + \frac{\epsilon}{2}}), \quad \left| \frac{\tilde{m}(z)}{1 + \tilde{m}(z)} - \frac{1 + \sqrt{\Theta}}{\sqrt{\Theta}} \right| = O(N^{-\frac{1}{2} + \frac{\epsilon}{2}}),
\]

and thus from the local law in (4.10), for any \( t \in \mathbb{R}^+ \) and \( z \in S_{\text{edge}} \),

\[
\left| G(t, z) + \frac{1}{1 + \sqrt{\Theta}} \right| < \Psi, \quad \left| \tilde{G}(t, z) + \frac{1 + \sqrt{\Theta}}{\sqrt{\Theta}} \right| < \Psi.
\]

Then, for fixed \( i_0 \in \mathbb{N}, n_i^0, n_i^q, n_i^g \in \mathbb{N} \) for any \( 1 \leq i \leq i_0 \) and a free summation index set \( I := \{ v_j \}_{j=1}^m, m \in \mathbb{N} \) (which may include \( \alpha \) and \( \beta \) in (7.5)), the analogous form of (4.17) for general functions \( F \) is given by

\[
\frac{1}{N!} \sum_{\mathcal{I}} \mathfrak{c}^{(i)}(t) F^{(i_0)}(\mathcal{X}) \prod_{i=1}^{i_0} \Delta \text{Im} \left( \mathfrak{c}^{(i)}(t) \left( \prod_{l=1}^{n^q} G_{x_{i}^{(l)}(y_{i}^{(l)})} \right) \left( G + \frac{1}{1 + \sqrt{\Theta}} \right)^{n^g} \left( G + \frac{1 + \sqrt{\Theta}}{\sqrt{\Theta}} \right)^{n^g} \right),
\]

where the coefficients \( \{ \mathfrak{c}^{(i)}(t) \in \mathbb{R} \}_{i=0}^{i_0} \) are uniformly bounded deterministic functions of \( t \in \mathbb{R}^+, F^{(i_0)} \) is the \( i_0 \)-th derivative of the smooth function \( F, \Delta \text{Im} : \mathbb{R}^+ \times (\mathbb{C} \setminus \mathbb{R})^2 \rightarrow \mathbb{C} \) is defined in (7.4), and each row index \( x_{i}^{(l)} \) and column index \( y_{i}^{(l)} \) of the Green function entries represents some element in \( I \).

As the analogue of (4.18), we denote the total number of Green function entries (including the centered diagonal Green function factor \( G + \frac{1}{1 + \sqrt{\Theta}} \) and \( G + \frac{1 + \sqrt{\Theta}}{\sqrt{\Theta}} \)) in the products of the form in (7.9) by

\[
n := \sum_{i=1}^{i_0} (n_i^0 + n_i^q + n_i^g),
\]

and denote the number of off-diagonal Green function entries in the products \( \text{c.f., (4.19)} \) as

\[
d^o := \sum_{i=1}^{i_0} \# \{ 1 \leq l \leq n_i^q : x_{i}^{(l)} \neq y_{i}^{(l)} \}.
\]

Analogous to (4.20), we further define the degree of such a term, denoted by \( d \), to be

\[
d := d^o + \sum_{i=1}^{i_0} n_i^q + \sum_{i=1}^{i_0} n_i^g.
\]

We use \( \tilde{Q}_d = \tilde{Q}_d(t, z_1, z_2) \) to denote the collection of the averaged products of the Green function entries of the form in (7.9) of degree \( d \). From the definition of \( \Delta \text{Im} \) in (7.4), the local laws in (4.10) and (7.8), together with the assumption that \( F \) has bounded derivatives, we have, for any \( \tilde{Q}_d \equiv \tilde{Q}_d(t, z_1, z_2) \in \tilde{Q}_d \),

\[
|\tilde{Q}_d(t, z_1, z_2)| < \Psi^d + N^{-1},
\]

uniformly in \( t \in \mathbb{R}^+ \), and \( z_1, z_2 \in S_{\text{edge}} \). In the following, we often omit the parameters \( t, z_1, z_2 \) for notational simplicity.

Definition 4.3 for unmatched terms of the form in (4.17) can be adapted naturally to the general form in (7.9) by setting the number of appearances of any summation index \( v_j \in I \) as the row or column index of a Green function entry in the products to be \( \text{c.f., (4.23)} \)

\[
n(v_j) := \sum_{i=1}^{i_0} \# \{ 1 \leq l \leq n_i^q : x_{i}^{(l)} = v_j \} + \sum_{i=1}^{i_0} \# \{ 1 \leq l \leq n_i^q : y_{i}^{(l)} = v_j \}.
\]

We also denote by \( \tilde{Q}_d^o \subset \tilde{Q}_d \) the collection of unmatched terms in the form (7.9) of degree \( d \).
Using the differential rules in (4.15) and (7.6), the third order terms for \( p + 1 = 3 \) on the right side of (7.5) are unmatched terms of the form in (7.9) up to a factor \( \sqrt{N} \), with \( \mathcal{I} = \{ \alpha, b \} \), \( n(\alpha) = n(b) = 3 \) and \( n = 3 \). The arguments given in the proof of Proposition 4.4 still apply to the general form in (7.9), using that \( \{ h_{ij} \} \) commute with \( \Delta \text{Im} \) defined in (7.4), the differentiation rules in (4.15) and (7.6), and the assumption that the function \( F \) has bounded derivatives. Therefore, as in Proposition 4.4, given any unmatched term \( \tilde{Q}_d^\alpha \in \tilde{Q}_d^\alpha \) in (7.9) with fixed \( n \in \mathbb{N} \), for any fixed integer \( D \geq d \), we have

\[
| \mathbb{E}[\tilde{Q}_d^\alpha(t, z_1, z_2)] | \leq O_{\alpha,b} \left( N^{-1} + \Psi^D \right),
\]

uniformly in \( t \in \mathbb{R}^+ \) and \( z_1, z_2 \in S_{\text{edge}} \). Hence, the third order terms on the right side of (7.5) can be bounded by \( O_{\alpha,b} \left( \sqrt{N} \left( \frac{1}{\sqrt{D}} + \Psi^D \right) \right) \) and

\[
\frac{d}{dt} \mathbb{E}[F(\mathcal{X}(t))] = \frac{1}{6N^2} \sum_{\alpha, b} s_{ab}^{(4)}(t) \mathbb{E} \left[ \frac{\partial^3 F'(\mathcal{X})}{\partial h_{ab}^3} \right] \Delta \text{Im} \left( \sum_{\mathcal{I}} c_{\alpha, b, \mathcal{I}}^{(i)}(t) \prod_{i=1}^{n_i} \left( G_{x_{ij}(\mathcal{X})} + \frac{1}{1+\sqrt{\rho}} \right)^{n_i} \left( G + \frac{1}{\sqrt{\rho}} \right)^{n_i} \right),
\]

where \( \{ c_{\alpha, b, \mathcal{I}}^{(i)}(t) \in \mathbb{R} \}_{i=0}^\infty \) are uniformly bounded deterministic functions of \( t \in \mathbb{R}^+ \), each row index \( x_{ij}^{(i)} \) and column index \( y_{ij}^{(i)} \) of the Green function entries represents either the indices \( \alpha, b \), or some element in the free summation index set \( \mathcal{I} := \{ \mathcal{V}_j \}_{j=1}^m \). Recall from (7.13) the definition of \( n(\mathcal{V}_j) \) for any \( \mathcal{V}_j \in \mathcal{I} \). We define \( n(\alpha) \) and \( n(b) \) similarly for the special indices \( \alpha \) and \( b \).

**Definition 7.1.** A term of degree \( d \) in (7.16) is referred to as a type-\( \alpha b \) term if

1. \( n(\alpha) = n(b) = 4 \), and \( n(\mathcal{V}_j) = 2 \) for any \( \mathcal{V}_j \in \mathcal{I} \);
2. \( x_{ij}^{(i)} = y_{ij}^{(i)} \) \((1 \leq i \leq i_0, 1 \leq l \leq n_i^\alpha)\), then \( x_{ij}^{(i)} = y_{ij}^{(i)} = \alpha \) or \( x_{ij}^{(i)} = y_{ij}^{(i)} = b \).

Such a term is denoted by \( T_d^{\alpha b} \), and the collection of all such type-\( \alpha b \) terms is denoted by \( T_d^{\alpha b} \).

Similarly, a term of degree \( d \) in (7.16) is referred to as a type-\( b \) term if

(i) \( n(\alpha) = 0, n(b) = 4 \), and \( n(\mathcal{V}_j) = 2 \) for all \( \mathcal{V}_j \in \mathcal{I} \);
(ii) \( x_{ij}^{(i)} \neq y_{ij}^{(i)} \) \((1 \leq i \leq i_0, 1 \leq l \leq n_i^b)\) unless \( x_{ij}^{(i)} = y_{ij}^{(i)} = b \).

Such a term is denoted by \( T_d^b \), and the collection of all such type-\( b \) terms is denoted by \( T_d^b \).

Finally, a term of degree \( d \) in (7.16) is referred to as a type-0 term if

a) \( n(\alpha) = n(b) = 0, n(\mathcal{V}_j) = 2 \) for all \( \mathcal{V}_j \in \mathcal{I} \);

b) \( x_{ij}^{(i)} \neq y_{ij}^{(i)} \) for any \( 1 \leq i \leq i_0, 1 \leq l \leq n_i^b \).

Such a term is denoted by \( T_d \), and the collection of all such type-0 terms is denoted by \( T_d \).

Returning to the right side of (7.15), the resulting terms by (4.15) and (7.6) are finitely many type-\( \alpha b \) terms of the form in (7.16) of degrees \( d \geq 0 \) with \( n(\alpha) = n(b) = 4 \) and \( n = 4 \). The proof of Proposition 4.6 can be extended to the general form in (7.9) with modifications. We will present below the modified expansion mechanism to eliminate one pair of the index \( \alpha \) in the general form (7.9), as discussed in Case 1(a) in Subsection 5 for the special form (4.17), and the remaining cases can be modified similarly.

For example, a term of degree zero on the right side of (7.15) is given by

\[
T_0^{\alpha b} := \frac{1}{N^2} \sum_{\alpha, b} s_{ab}^{(4)}(t) F'(\mathcal{X}) \Delta \text{Im} \left( (G_{\alpha\alpha})^2 (G_{\beta\beta})^2 \right).
\]
We then eliminate one pair of the index $\alpha$ by expanding one diagonal Green function entry $G_{\alpha\alpha}$ using the identity $(5.2)$ and the cumulant expansions in Lemma 2.9. Using the first identity in $(5.2)$ on $G_{\alpha\alpha}$ and the definition of $\Delta \text{Im}$ in $(7.4)$, we have

$$
\mathbb{E}[T_0^{ab}] = \frac{1}{N^2} \sum_{\alpha,b,k} s_{ab}^{(4)}(t) \mathbb{E} \left[ H_{ak} F'(X) \Delta \text{Im} \left( G_{ka} G_{\alpha\alpha}(G_{bb})^2 \right) \right] - \frac{1}{N^2} \sum_{\alpha,b} s_{ab}^{(4)}(t) \mathbb{E} \left[ F'(X) \Delta \text{Im} \left( G_{\alpha\alpha}(G_{bb})^2 \right) \right]
$$

$$
= \frac{1}{N^3} \sum_{\alpha,b,k} s_{ab}^{(4)}(t) \mathbb{E} \left[ \frac{\partial F'(X)}{\partial h_{ak}} \Delta \text{Im} \left( G_{ka} G_{\alpha\alpha}(G_{bb})^2 \right) \right] - \frac{1}{N^2} \sum_{\alpha,b} s_{ab}^{(4)}(t) \mathbb{E} \left[ F'(X) \Delta \text{Im} \left( G_{\alpha\alpha}(G_{bb})^2 \right) \right]
$$

$$
(7.17)
$$

$$
+ \frac{1}{2\sqrt{NN^3}} \sum_{\alpha,b,k} s_{ab}^{(4)}(t) s_{ab}^{(3)}(t) \mathbb{E} \left[ \frac{\partial^2 F'(X)}{\partial h_{ak}^2} \Delta \text{Im} \left( G_{ka} G_{\alpha\alpha}(G_{bb})^2 \right) \right] + O_{\prec}(N^{-1}),
$$

where the error $O_{\prec}(N^{-1})$ stems from truncating the cumulant expansions at the third order. Using the differentiation rules in $(4.15)$ and $(7.6)$, the third order terms with $\{s_{ab}^{(3)}(t)\}$ above are also of the form in $(7.16)$ with $n(k) = 3$ up to a factor $\frac{1}{\sqrt{N}}$, and thus are unmatched terms which can be bounded by $O_{\prec}(N^{-3/2} + N^{-1/2} \log D)$.

We next look at the second order terms in the cumulant expansions, i.e., the first group of terms on the right side of $(7.17)$. From the differentiation rules in $(4.15)$, $(7.6)$ and that $\frac{\partial}{\partial h_{ak}}$ commutes with $\Delta \text{Im}$, these terms are also type $ab$ terms of the form in $(7.16)$, with $I = \{\alpha, b, k\}$, $n(k) = 2$, and $n(\alpha) = n(b) = 4$. Since the index $k$ is fresh, the degrees of these type-$ab$ terms are increased to at least two, except the leading term of degree zero which comes from letting $\frac{\partial}{\partial h_{ak}}$ act on $G_{ka}$. The collection of these terms of degrees at least two is denoted as

$$
\sum_{d \geq 2} \mathbb{E}[T_d^{ab}].
$$

The leading term of degree zero corresponding to $\frac{\partial}{\partial h_{ak}}$ acting on $G_{ka}$ is given by

$$
- \frac{1}{N^3} \sum_{\alpha,b,k} s_{ab}^{(4)}(t) \mathbb{E} \left[ F'(X) \Delta \text{Im} \left( G_{kk}(G_{\alpha\alpha})^2(G_{bb})^2 \right) \right] = \frac{1}{1 + \sqrt{D}} \frac{1}{N^2} \sum_{\alpha,b} s_{ab}^{(4)}(t) \mathbb{E} \left[ F'(X) \Delta \text{Im} \left( (G_{\alpha\alpha})^2(G_{bb})^2 \right) \right]
$$

$$
(7.19)
$$

$$
- \frac{1}{N^2} \sum_{\alpha,b} s_{ab}^{(4)}(t) \mathbb{E} \left[ F'(X) \Delta \text{Im} \left( (G_{\alpha\alpha})^2(G_{bb})^2 \left( G + \frac{1}{1 + \sqrt{D}} \right) \right) \right].
$$

The first term on the right side of $(7.19)$ can be absorbed into the left side of $(7.17)$ by considering $\frac{\sqrt{D}}{1 + \sqrt{D}} \mathbb{E}[T_0^{ab}]$. The second term gains an additional centered factor $G + \frac{1}{1 + \sqrt{D}}$ and thus its degree is increased to one.

Therefore, after moving the leading term in $(7.19)$ to the left side of $(7.17)$ and dividing both sides by the deterministic real number $\frac{\sqrt{D}}{1 + \sqrt{D}} \sim 1$ (see $(2.4)$), together with the shorthand notation in $(7.18)$, we obtain that

$$
\mathbb{E}[T_0^{ab}] = - \frac{1 + \sqrt{D}}{\sqrt{D}} \frac{1}{N^2} \sum_{\alpha,b} s_{ab}^{(4)}(t) \mathbb{E} \left[ F'(X) \Delta \text{Im} \left( G_{\alpha\alpha}(G_{bb})^2 \right) \right]
$$

$$
- \frac{1 + \sqrt{D}}{\sqrt{D}} \frac{1}{N^2} \sum_{\alpha,b} s_{ab}^{(4)}(t) \mathbb{E} \left[ F'(X) \Delta \text{Im} \left( (G_{\alpha\alpha})^2(G_{bb})^2 \left( G + \frac{1}{1 + \sqrt{D}} \right) \right) \right]
$$

$$
+ \frac{1 + \sqrt{D}}{\sqrt{D}} \sum_{d \geq 2} \mathbb{E}[T_d^{ab}] + O_{\prec}(N^{-1}),
$$

(7.20)

where the first term is of degree zero obtained by replacing one factor $G_{\alpha\alpha}$ in the original term $T_0^{ab}$ with the deterministic real number $- \frac{1 + \sqrt{D}}{\sqrt{D}}$, the second and third group of terms are also type-$ab$ terms of the
form in (7.16) whose degrees are increased to at least one. In this way, we have eliminated one pair of the index \( \alpha \) for the leading term and obtained the analogue of (5.10) for the general form in (7.9).

Using the arguments in the proof of Proposition 4.6 for the special form in (4.17) and the expansion mechanism above to extend to the general form in (7.9), we obtain the analogue of Proposition 4.6. Hence, the fourth order terms on the right side of (7.15) can be expanded into finitely many type-0 terms of the form in (7.16) of degrees \( d \geq 0 \). For any fixed \( D \geq 1 \), we write for short that

\[
\frac{d}{dt}E[F(\mathcal{X}(t))] = \sum_{T_d \in T_d} E[T_d] + O\left( N^{-\frac{1}{2}} + \sqrt{N} \psi^{D} \right),
\]

where the summation above contains at most \((CD)^{CD}\) type-0 terms of the form in (7.16) and the number of the Green function entries in each term is at most \( CD \) for some numerical constants \( C, c > 0 \).

Hence it suffices to estimate the size of a type-0 term of the form in (7.16) using the estimate in (4.3). It is straightforward to check from (7.11) that, given an arbitrary type-0 term in (7.16), denoted by \( T_d \), we have \( d^0 = \sum_{i=1}^{n_0} n^0_t \) with \( d^0 = 0 \) or \( d^0 \geq 2 \). If \( d^0 = 0 \), then \( T_d \) reduces to

\[
T_d = \frac{1}{N^{2+\# \mathcal{I}}} \sum_{\alpha,b,i} c_{\alpha,b,i}^{(i)} F^{(i)(0)}(\mathcal{X}) \prod_{i=1}^{n_0} \Delta \text{Im} \left( \left( G + \frac{1}{1+\sqrt{\theta}} \right)^{n^0_t} G + \frac{1+\sqrt{\theta}}{\sqrt{\theta}} \right)^{n^0_t},
\]

where \( c_{\alpha,b,i}^{(i)} = \prod_{i=0}^{n_0} c^{(i)}_{\alpha,b,i}(t) \) from the definition of \( \Delta \text{Im} \) in (7.4) and the assumption that the coefficients \( c^{(i)}_{\alpha,b,i}(t) \) are real-valued functions of \( t \). From the definition of \( G \) in (4.9), the relation in (2.3) and the estimate in (4.3), we have

\[
E[\text{Im} G(t,z)] = O(N^{-1/3}); \quad E[\text{Im} G(t,z)] = O(N^{-1/3}),
\]

for any \( t \in \mathbb{R}^+ \) and \( z \in S_{\text{edge}} \). In combination with the local law in (7.8), the fact that \( \{ c_{\alpha,b,i}^{(i)} \} \) and \( F^{(i)(0)} \) are uniformly bounded and statement (3) in Lemma 2.5, we have

\[
|E[T_d(t,z_1,z_2)]| = O(\psi^{D}).
\]

Else, if \( d^0 \geq 2 \), similarly to the estimates in (6.24), (6.25) and (6.26), using the definition of \( \Delta \text{Im} \) in (7.4), the local laws in (4.10) and (7.8) and the fact that the coefficients \( \{ c_{\alpha,b,i}^{(i)}(t) \} \) and the derivative \( F^{(i)(0)} \) are uniformly bounded, we have

\[
|E[T_d(t,z_1,z_2)]| \lesssim \frac{E[\text{Im} m_N(t,z_1)]}{N \text{Im} z_1} + \frac{E[\text{Im} m_N(t,z_2)]}{N \text{Im} z_2} \frac{1}{N} = O(\psi^{D}).
\]

for any \( t \in \mathbb{R}^+ \) and \( z_1, z_2 \in S_{\text{edge}} \), where the last step follows from the estimate in (4.3).

Therefore, integrating both sides of (7.21) up to time \( T = 8 \log N \) and combining with (7.24) and (7.23), we have

\[
|E[F(\mathcal{X}(T))] - E[F(\mathcal{X}(0))]| = O(\psi^{D} \log N).
\]

Combining with (4.33) and that \( F \) has bounded derivatives, we complete the proof of Theorem 3.3. \( \square \)
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