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Abstract

Robust physics discovery is of great interest for many scientific and engineering fields. Inspired by the principle that a representative model is the one simplest possible, a new model selection criteria considering both model’s Parsimony and Sparsity is proposed. A Parsimony-Enhanced Sparse Bayesian Learning (PeSBL) method is developed for discovering the governing Partial Differential Equations (PDEs) of nonlinear dynamical systems. Compared with the conventional Sparse Bayesian Learning (SBL) method, the PeSBL method promotes parsimony of the learned model in addition to its sparsity. In this method, the parsimony of model terms is evaluated using their locations in the prescribed candidate library, for the first time, considering the increased complexity with the power of polynomials and the order of spatial derivatives. Subsequently, the model parameters are updated through Bayesian inference with the raw data. This procedure aims to reduce the error associated with the possible loss of information in data preprocessing and numerical differentiation prior to sparse regression. Results of numerical case studies indicate that the governing PDEs of many canonical dynamical systems can be correctly identified using the proposed PeSBL method from highly noisy data (up to 50% in the current study). Next, the proposed methodology is extended for stochastic PDE learning where all parameters and modeling error are considered as random variables. Hierarchical Bayesian Inference (HBI) is integrated with the proposed framework for stochastic PDE learning from a population of observations. Finally, the proposed PeSBL is demonstrated for system response prediction with uncertainties and anomaly diagnosis. Codes of all demonstrated examples in this study are available on the website: https://github.com/ymlasu.
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1. Introduction

Despite that many dynamical systems can be well characterized by PDEs derived mathematically/physically from basic principles such as conservation laws, lots of other sys-
tems have unclear or elusive underlying mechanisms (e.g., ones in neuroscience, finance, and ecology). Thus, the governing equations are usually empirically formulated [1]. Data-driven physics discovery of dynamical systems gradually became possible in recent years due to the rapid development and extensive application of sensing technologies and computational power [2]. Over the past years, extensive efforts have been devoted into discovering representative PDEs for complex dynamical systems of which limited prior knowledge are available [1–4].

Among all the methods investigated for PDE identification/learning [1–8], sparse regression gains the most attention in recent studies due to its inherent sparsity-promoting advantage. Considering a nonlinear PDE of the general form \( u_t = N(\ u, u_x, u_{xx}, ..., x) \), in which the subscripts denote partial differentiation with respect to temporal or spatial coordinate(s), \( N(\cdot) \) is an unknown expression on the right hand side of the PDE. \( N(\cdot) \) is usually a nonlinear function of the spatial coordinate \( x \), the measured quantity \( u(x, t) \), and its spatial derivatives \( u_x \) and \( u_{xx} \). Given time series measurements of \( u \) at certain spatial locations, the above equation can be approximated as \( U_t = \Theta(U)\xi \), in which \( U_t \) is the discretized form of \( u_t \). \( \Theta(U) \) is a library matrix with each column corresponding to a candidate term in \( N(\cdot) \). A key assumption in sparse identification is that \( N(\cdot) \) consists of only a few term for a real physical system, which requires the solution of regression (i.e., \( \xi \)) to be a sparse vector with only a small number of nonzero elements. This assumption promotes a parsimonious form of the learned PDE and avoids overfitting the measured data with a complex model containing redundant nonlinear higher-order terms.

In most of current sparse regression methods for PDE learning, the parsimony of the learned model is realized through least squares regression with hard thresholding [1, 9, 10], \( \ell_1 \) norm regularization [11–13], or \( \ell_1 \) norm regularization with hard thresholding [14]. A critical challenge of these methods is that, the identification results using these method are susceptible to the selection of hyperparameters of the algorithm, including the regularizer \( \lambda \) of the \( \ell_1 \) norm and the tolerance parameter \( tol \) for hard thresholding. The identification results can be very different when hyperparameter settings change, especially when the measurement noise is large. As a result, the hyperparameter tuning is especially critical and challenging for cases with noisy measurements. Additionally, hard thresholding tends to suppress small coefficients that may not correspond to the most trivial terms of the intermediately learned PDEs. Recently, Zhang and Liu [15] proposed a robust PDE learning method (i.e., the \( \psi \)-PDE method) that progressively selects important model terms from the candidate library which avoids the hyperparameter tuning.

Above discussions are about the deterministic sparse regression. Probabilistic sparse regression has also been investigated for physics learning through Sparse Bayesian Learning (SBL) [16, 23]. Unlike the deterministic sparse regression that yields a coefficient vector \( \xi \) without accompanying confidence intervals, the Bayesian approach enables quantifying uncertainties in the estimates of model parameters and enables model selection based on model complexities. Another important benefit is that the evaluated model uncertainty in Bayesian inference can be propagated into the confidence levels in system predictions. It has been shown that the SBL method automatically avoids overfitting with a complex model through implementing a form of “Occam’s razor” in the prescribed prior that controls the
model complexity \[24\]. Hence, the lemma of hyperparameter tuning can be largely obviated in SBL since it avoids setting additional regularization parameters \[25\].

Relevance Vector Machine (RVM) is the most widely used SBL method for Bayesian sparse regression in learning governing equations from observed data \[16–21\]. RVM was originally developed for nonparametric modeling as a sparse and probabilistic alternative to the Support Vector Machine (SVM) \[25\]. In RVM, sparsity is promoted by incorporating a parameterized independent Gaussian prior for each weight parameter, i.e., \( p(w_i|\alpha_i) = \mathcal{N}(w_i|0,\alpha_i^{-1}) \) with \( w_i \) denoting a certain weight parameter and \( \alpha_i \) its precision. The hyperparameter of each prior controls its strength over the associated weight. When solving this Bayesian inference problem through maximizing the evidence with respect to these hyperparameters, most of them go to infinity during the optimization. This leads to the posteriors of many weight parameters infinitely peaked at zero and consequently the weight vector \( \mathbf{w} \) comprising only a few non-zero elements. RVM has been proved efficient for basis selection and advantageous over traditional methods (such as FOCUSS and basis pursuit) regarding obviating modeling/structural errors and algorithmic convergence \[26\]. These merits are essentially important in learning the governing equation(s) for a physical system, in which the model parsimony and interpretability must be preserved.

![Diagram of the SBL method for discovering PDE(s) from measured data.](image)

Figure 1: Framework of the SBL method for discovering PDE(s) from measured data.

Figure 1 illustrates the basic idea of discovering governing PDEs using the SBL method via RVM. With temporal/spatial derivatives numerically calculated from measured data in the spatial-temporal domain, a library for regression is built with representative terms containing physics meaning and/or others such as polynomials. Then the equation discovering problem can be defined as a sparse regression problem such as \( U_t = \Theta(U)\xi \) introduced above. This sparse regression problem can be solved sequentially (such as in \[25\]), during which many terms in the prescribed library are excluded according to their statistics. Finally, the equations can be formulated using the remaining terms and their coefficients/weights.

Fuentes et al. \[18\] used RVM to discover the governing Ordinary Differential Equations (ODEs) for several Single-Degree-of-Freedom (SDOF) nonlinear mechanical systems. Model uncertainty was quantified and propagated into predictions of system responses. This work was extended by Nayek et al. \[19\] by adopting spike and slab priors for improved selective shrinkage of the weight parameters. Zhang and Lin \[16, 21\] attempted to discover ODEs/PDEs for the investigated dynamical systems using RVM. Robustness is lacking in this work because of the following limitations: 1) hard thresholding is implemented on the SBL results to further prune undesired terms, which compromises the merits of SBL methods.
for ODE/PDE learning; 2) as argued in [27], noise is only added to the time derivative term instead of to the measured data, which largely suppresses the influence of noise in numerical differentiation and thus limits the method’s robustness. This work was extended by Chen and Lin [17] through threshold Bayesian group Lasso with spike and slab prior (tBGL-SS) considering non-constant model parameters. However, the tBGL-SS method failed to resolve the hard thresholding issue. Additionally, the performance of PDE discovery significantly decreases when the noise level is beyond 5%, which makes this method less robust than many state-of-the-art methods [15] and thus limits its application in real practices. Yuan et al. [20] used the RVM method to discover PDEs from measured spatiotemporal data and conducted convergence and consistency analysis. The robustness of this method in the presence of a large level of noise needs to be further examined. Zanna and Bolton [28] compared the SBL method using RVM and the physics-constrained deep learning (PCDL) using convolutional neural networks (CNN) for modeling turbulence in ocean mesoscale eddies and discussed the advantages and shortcomings of each method. In contrast to the PCDL method that yields a deep black-box CNN model, the SBL method provides physics-interpretable governing equations for the investigated complex dynamical system.

Considering the limitations of existing studies on PDE learning via SBL approaches, this study proposes the Parsimony-Enhanced Sparse Bayesian Learning (PeSBL) method for robust data-driven discovery of PDEs. The main argument in the proposed study is that the Parsimony principle should include both sparsity and complexity measures. Sparsity refers to the number of terms in a model, which has been widely addressed in the open literature. Complexity refers to the order and/or functional form complexity of each term, which has not been addressed in the physics discovery, to the best knowledge of the authors. Compared with traditional SBL methods for sparse regression, the proposed PeSBL method enhances the parsimony of learned equations through quantifying model complexity and recommending less complex terms to the solution of sparse regression. The key issues investigated in this study include:

1. Preprocessing measured signals to improve the robustness of SBL in the presence of significant levels of noise;
2. Promoting parsimony (rather than sparsity alone) of the identified physics model in PDE learning;
3. Quantifying uncertainties of the learned model and its representativeness of the intrinsic physics underlying observations;
4. Further reducing the uncertainties of learned model from SBL via Bayesian Model Updating (BMU);
5. Propagating the learned model uncertainties into predictions of system responses;
6. Investigating system diagnosis and prognosis when system varies from time to time;
7. Multiscale modeling of stochastic dynamical systems through Hierarchical Bayesian Inference (HBI);

The remaining part of this paper is structured as follows. Section 2 establishes the framework of the PeSBL method for discovering PDEs from observed dynamical systems;
Section 3 presents and discusses the results of discovering governing equations for several canonical systems using the PeSBL method; Section 4 investigates propagating the learned model uncertainties to the prediction of system dynamics; Section 5 investigates system diagnosis and prognosis when the essential properties of a certain system vary with time; Section 6 presents the framework and results of multiscale modeling and physics discovery through HBI; Section 7 concludes this study with remarks and recommendations for future work.

2. Methodology: the PeSBL method for PDE learning

This section establishes the framework of the the PeSBL method for learning governing PDEs from observed dynamical systems. The PeSBL method is developed based on the RVM method of sparse Bayesian modeling or SBL. This method further promotes model parsimony instead of only sparsity when solving the regression problem sequentially through marginal likelihood maximization. Section 2.1 introduces the basic knowledge of SBL and RVM method; Section 2.2 presents the framework of PeSBL, including the preprocessing procedures for minimizing the influence of measurement noise (Section 2.2.1), the sequential PeSBL algorithm (Section 2.2.2) (with its robustness examined in Section 2.2.3), and Bayesian model updating (BMU) for further enhancing the performance of PDE learning using the measured raw data (Section 2.2.4).

2.1. SBL and RVM \[25\]

Given the measured dataset $t = (t_1, \ldots, t_N)^T$, it is assumed that $t$ can be expressed as the sum of model approximation $y = (y_1, \ldots, y_N)^T$ and the residual $\epsilon = (\epsilon_1, \ldots, \epsilon_N)^T$, such that

$$t = y + \epsilon$$  

(1)

In sparse regression, the model approximation $y$ is expressed as the product of the library matrix $\Phi$ and the coefficient vector $w$, i.e.,

$$y = \Phi w$$  

(2)

in which the library matrix $\Phi = [\phi_1 \ldots \phi_M]$ has a dimension of $N \times M$ with its columns comprising the over-complete set of $M$ basis vectors.

In sparse Bayesian modeling, the residuals $\epsilon_n (n = 1, 2, \ldots, N)$ are assumed following independent zero-mean Gaussian distributions, with a common variance $\sigma^2$, such that

$$p(\epsilon) = \prod_{n=1}^{N} p(\epsilon_n)$$

$$= \prod_{n=1}^{N} \mathcal{N}(\epsilon_n | 0, \sigma^2)$$  

(3)
Apparently, this assumption leads to a multivariate Gaussian likelihood for $t$:

$$p (t|w, \sigma^2) = (2\pi)^{-N/2} \sigma^{-N} \exp \left[ -\frac{(t - y)^2}{2\sigma^2} \right]$$

(4)

To promote sparsity, the coefficient parameters $w = [w_1, \ldots, w_M]^T$ are given independent Gaussian priors:

$$p(w|\alpha) = \prod_{m=1}^{M} p(w_m|\alpha_m)$$

$$= \prod_{m=1}^{M} \mathcal{N}(w_m|0, \alpha^{-1}_m)$$

(5)

$$= (2\pi)^{-M/2} \prod_{m=1}^{M} \alpha_m^{1/2} \exp \left( -\frac{\alpha_m w_m^2}{2} \right)$$

in which $\alpha = (\alpha_1, \ldots, \alpha_M)^T$. Each element (e.g., $\alpha_m$) individually regularizes the strength of the prior over the corresponding coefficient parameter (e.g., $w_m$).

Following the Bayes’ rule, combining the prior in Equation 5 with the multivariate Gaussian likelihood in Equation 4 yields the posterior distribution of $w$:

$$p (w|t, \alpha, \sigma^2) = \frac{p (t|w, \sigma^2) p(w|\alpha)}{p(t|\alpha, \sigma^2)}$$

(6)

The posterior is proved to be Gaussian, that is, $p (w|t, \alpha, \sigma^2) = \mathcal{N}(\mu, \Sigma)$ with

$$\Sigma = (A + \sigma^{-2} \Phi^T \Phi)^{-1} \quad \mu = \sigma^{-2} \Sigma \Phi^T t$$

(7)

in which $A = \text{diag}(\alpha_1, \ldots, \alpha_M)$. A most-probable point estimate of $\alpha$, i.e., $\alpha_{\text{MP}}$, can be achieved by maximizing the following marginal log-likelihood $\mathcal{L}(\alpha)$ with respect to $\alpha$:

$$\mathcal{L}(\alpha) = \log p (t|\alpha, \sigma^2) = \log \int_{-\infty}^{\infty} p (t|w, \sigma^2) p(w|\alpha) dw$$

$$= -\frac{1}{2} \left[ N \log 2\pi + \log |C| + t^T C^{-1} t \right]$$

(8)

in which

$$C = \sigma^2 I + \Phi A^{-1} \Phi^T$$

(9)

Subsequently, $\Sigma$ and $\mu$ can be estimated correspondingly from Equation 7 by setting $\alpha = \alpha_{\text{MP}}$. When solving this optimization problem sequentially, it can be found that many elements of $\alpha$ go to infinity, leading to the corresponding parameter posteriors peaked at zero infinitely and thus a sparse regression model. However, sparsity itself may not be sufficient for learning governing equations from dynamical systems, which requires representing the intrinsic physics underlying measured data with the least number of simplest terms in the prescribed library without considerable loss of approximation accuracy. Therefore, the parsimony of the learned model must be guaranteed when defining or solving the regression problem through Bayesian inference.
2.2. The PeSBL Method

Figure 2 illustrates the framework of the proposed PeSBL method for discovering the governing equations using measured data from a dynamical system. This framework starts from the noisy curve on the upper left corner, which denotes the measured signals containing all the information one can directly obtain from the instrumented system. The rest of this section will explain in detail each step of this framework.

2.2.1. Signal Preprocessing and Data Preparation

For preprocessing the measured data, a neural network (NN) model is built following the practices in [12, 29], setting the independent variables (i.e., $t$, $x$, etc.) as inputs and the measured quantity (e.g., $u$) as the output. The measured data are split into training and validation sets and the early stopping strategy is devised in the model training to prevent the NN model from overfitting the measured noise. A smoothed series of signals is expected from this preprocessing, which will be shown as follows taking the Burgers equation as an example.

Burgers equation is used to describe the dynamics of a dissipative system. A 1D viscous Burgers equation is used to demonstrate the effects of signal preprocessing in the PeSBL method. It has the expression of $u_t = -uu_x + \nu u_{xx}$ with the initial conditions $u(0, x) = -\sin(\pi x)$ and boundary condition $u(t, -1) = u(t, 1) = 0$. In the Burgers equation, $\nu = \frac{0.01}{\pi}$ denotes the diffusion coefficient. It should be noted that compared with the Burgers equation widely used in the literature [1, 17] (i.e., $u_t = -uu_x + 0.1u_{xx}$), this Burgers equation has a much smaller diffusion coefficient and thus is much more difficult to be correctly identified. In this study, this challenging equation is selected to examine the effectiveness and robustness of the proposed PeSBL method for PDE learning. Figure 3 (a) shows the simulated data from this dissipative system within the range $t \in [0, 1]$ and $x \in [-1, 1]$.

To demonstrate the effects of NN denoising step in the PeSBL method, 10% white Gaussian noise is added to the numerical solution of the Burgers equation, which significantly varies the values of the solution (as shown in Figure 3 (b)) and thus poses challenge to calculating the numerical derivatives in the following step. In this study, the noise level is quantified by the percentage of the standard deviation of the measured variable. For
Figure 3: Simulated data for the 1D dissipative system characterized by the Burgers equation $u_t = -uu_x + \frac{\partial}{\partial x}u_{xx}$ with (a) 0% noise, (b) 10% noise, and (c) 10% noise after NN denoising.

example, if 10% noise is added to $u$, then the outcome is $u_n = u + 10\% \cdot \text{std}(u) \cdot \text{randn}($size$(u))$ where $\text{std}(\cdot)$ evaluates the standard deviation, $\text{randn}(\cdot)$ generates white Gaussian noise of the specified dimension, and $\text{size}(\cdot)$ measures the dimension. Without much prior knowledge about the noise characteristics, NN modeling is applied to denoise the noisy measurements, and the processed data is visualized in Figure 3 (c). Comparing the three plots in Figure 3, one can observe that NN denoising largely reduces the noise level in the collected data (from 10% to 2%) and makes the solution curve much smoother than the noisy measurement. Hence, it has the potential of improving the accuracy of subsequent numerical differentiation.

The denoised data will be subsequently used to calculate the numerical derivatives (i.e., $U_t$, $U_x$, $U_{xx}$, etc.) and then construct the library matrix $\Theta(U)$ for sparse regression. Numerical methods such as finite difference method (FDM) and polynomial interpolation are used to calculate the temporal and spatial derivatives. For the system characterized by the Burgers equation, the library is built with polynomials of $u$ to the power of 3, spatial derivatives to the 3rd order, and their products. As a result, it contains 16 terms in total, i.e., $\Theta(U) = \{1, U, U^2, U^3, U_x, UU_x, ..., U^3U_{xxx}\}$.

With $U_t$ and $\Theta(U)$ established, to further reduce the influence of noise in sparse regression, fast Fourier transform (FFT) is applied to transform $U_t$ and $\Theta(U)$ to their frequency domain counterparts $\tilde{U}_t$ and $\tilde{\Theta}(\tilde{U})$, respectively. Following FFT, a frequency cutoff is implemented to preserve only the low frequency components that are expected to be less susceptible to noise. Moreover, this step converts the regression problem from the temporal-spatial domain to the frequency domain, which does not change the form of learned PDEs [15, 30].

Taking the Burgers equation above as an example, Figures 4 (a) to (d) compare the
relative errors in the spatial-temporal domain and frequency domain. Figures 4 (a) and (b) show the difference between the polluted data with 50% noise and the simulated clean data. It can be observed that after taking 2D FFT, the low-frequency components are less affected by the added noise. In addition, Figures 4 (c) and (d) show that NN denoising can largely reduce not only the relative error in the spatial-temporal domain, as can be predicted from Figure 3, but also the relative error in the frequency domain. Therefore, it can be expected that the performance of PDE learning can be considerably improved by implementing these preprocessing procedures. This improvement will be demonstrated through comparison in Section 3.

2.2.2. Sparse Regression Using the Sequential PESBL Algorithm

With $\tilde{\mathbf{U}}_t$ and $\Theta(\tilde{\mathbf{U}})$ from FFT with frequency cutoff, sparse regression is conducted using the sequential PESBL algorithm proposed in this study. The details of this algorithm are elaborated in Algorithm 1. Unlike the sequential SBL algorithm in [25], the principle of this algorithm is promoting model parsimony instead of sparsity alone. This is achieved by preventing the algorithm from selecting/adding complex terms for marginal increase of the log-likelihood (i.e., $L$ in Equation 13). To this end, when establishing the library $\Theta(\mathbf{U})$ for sparse regression, all terms in the library are arranged in an increasing level of complexity regarding the power of polynomials and the order of spatial derivatives. For example, for the Burgers equation, $\Theta(\mathbf{U}) = \{1, \mathbf{U}, \mathbf{U}^2, \mathbf{U}^3, \mathbf{U}_x, \mathbf{U}_x^2, \mathbf{U}_x^3, \mathbf{U}_x^4, \mathbf{U}_x^5\}$. In this way, the index of a certain term or its function can be taken as an indicator of the complexity of this term, which is inspired by the concept of Minimum Description Length (MDL) that favors a short code for describing objects [31]. This study selects the square of the index of certain term in the library to evaluate its complexity, which is proved efficient for all the investigated dynamical systems.

To incorporate model complexity in the evaluation of regression quality in each iteration of this sequential algorithm, the Akaike Information Criterion (AIC) for model selection
is modified as $\hat{AIC}$ and defined as follows:

$$
\hat{AIC} = 2 \sum_{i_s}^2 + 2 \text{len}(i_s) - 2L
$$

(10)

in which $i_s$ denotes the list of indices of currently selected terms from the library, $\text{len}(i_s)$ evaluates its length, and $M$ denotes the number of terms in the library, as in Section 2.1. Compared with the standard AIC ($AIC = 2\text{len}(i_s) - 2L$), $\hat{AIC}$ penalizes the complexity of selected model terms in addition to the complexity from the number of terms in the current model. In addition, in the sequential PeSBL algorithm, the relative increase of log-likelihood is evaluated in each iteration. If it goes below a certain threshold (i.e., $tol_2$ in Algorithm 1), the operation of adding new terms will be obviated in this iteration (Line 34 in Algorithm 1). To the best of the authors’ knowledge, this is the first time that parsimony is enhanced in regression problems to pursue the most representative model of the intrinsic physics underlying observed data. More details about this algorithm can be found in Algorithm 1.

Given the measured data from a certain dynamical system, with $\tilde{U}_t$ and $\Theta(\tilde{U})$ taken as the inputs and the parameters (i.e., $\text{maxIters}$, $tol_1$, and $tol_2$) set, the sequential PeSBL algorithm yields the library $\Theta_0$ composed of remaining contributive terms and the corresponding coefficient vector $\xi_0$ with each element following a Gaussian distribution, i.e., $\xi_0 \sim \mathcal{N}(\mu_{\xi_i}, \sigma_{\xi_i}^2)$. These outputs can be used to formulate a stochastic PDE governing the observed system, i.e., $u_t = \Theta_0(u)\xi_0$. In Section 3, it will be demonstrated that the correct model forms can be successfully identified for several canonical dynamical systems using the sequential PeSBL algorithm. For example, with the clean data (0% noise) measured from the dissipative system characterized by the Burgers equation ($u_t = -uu_x + 0.01u_{xx}$), the sequential PeSBL algorithm yields $\Theta_0 = \{uu_x, u_{xx}\}$ with $\xi_0^1 \sim \mathcal{N}(-1.02, 1.06)$ and $\xi_0^2 \sim \mathcal{N}(-0.022, 5.19 \times 10^{-3})$. Hence, the resulting PDE is $u_t = -1.02(\pm 1.03)uu_x + 0.022(\pm 7.20 \times 10^{-3})u_{xx}$. In this study, the coefficients of PDE terms are presented in the form of $\mu_{\xi_i} \pm \sigma_{\xi_i}$, in which $\mu_{\xi_i}$ denotes the mean of certain coefficient $\xi_i$ and $\sigma_{\xi_i}$ denotes its standard deviation.

It shows that the learned model has limited coefficient accuracy and a significant level of uncertainty, while the model form is identical to the truth. This lack of model accuracy and considerable model uncertainty may result from the similarity of terms in the library (such as $uu_x$ and $u^2u_x$ for the Burgers equation) and will lead to even larger error and uncertainty in system predictions. Therefore, Section 2.2.4 will investigate further improving the model accuracy and its confidence level through Bayesian inference.

2.2.3. Robustness of Algorithm 1 Regarding Variations of Parameters $tol_1$ and $tol_2$

Many existing PDE learning methods in the literature, whether deterministic [1, 10, 14] or probabilistic [16, 17], lack robustness in the learned model forms, because they immediately or finally determine model terms through hard thresholding and thus easily fall into the lemma of hyperparameter tuning. Hence, it is of essential importance to examine the robustness of the proposed PeSBL method with respect to the variation of its hyperparameters (i.e., $tol_1$ and $tol_2$ in Algorithm 1) in addition to the robustness with respect to the
Algorithm 1 PeSBL algorithm: $[\Theta^0, \mu^0, \alpha^0] = \text{PeSBL}(\Theta, \bar{U}_l, \text{maxIters} = 1000, tol_1 = 10^{-4}, tol_2 = 10^{-2})$

1. **Input:** library matrix $\Theta$ (with the size $N \times M$), discretized temporal derivative $\bar{U}_l$ (with the size $N \times 1$), the maximum number of iterations maxIters, tolerance tol1 of the $\Delta L$ for stopping the iteration, and tolerance ratio tol2 of the $\Delta L$ for stopping adding new terms. $\Delta C$ is the change of log-likelihood ($L$).
2. **output:** parsimonious library $\Theta^0$ containing contributive terms, and the corresponding coefficient vector $\xi^0$ with the mean $\mu^0$ and precision $\alpha^0$.
3. Normalize $\Theta$ and $\bar{U}_l$: $\Theta = \Theta / \|\Theta\|_2$, $\bar{U}_l = \bar{U}_l / \|\bar{U}_l\|_2$.
4. Let $t = \bar{U}_l$ and $\Phi = \Theta$.
5. Initialize $L_{rec} = \emptyset$. # $L_{rec}$ denotes the record of log-likelihood in each iteration.
6. Initialize $\sigma^2 = \text{var}(t)$, $\alpha = \text{Inf}(M, 1)$, and $i_s = 2$. # var(·) denotes the variance of a given vector; Inf(·) denotes a matrix of all infinite values; $i_s$ denotes the collection of selected term indices during the following iterations.
7. Initialize $S = [S_1, S_2, ..., S_M]$ and $Q = [Q_1, Q_2, ..., Q_M]$ with $S_m = \phi_m^T \Sigma^{-1} \phi_m$ & $Q_m = \phi_m^T \Sigma^{-1} \phi_m$. # Equation (22) in [25]
8. for $i = 1, 2, ..., \text{maxIters}$ do
9.   $s = S, q = Q$;
10. $s(i_s) = \frac{\alpha(s(i_s))}{\sum(\alpha(\cdot))}$; $q(i_s) = \frac{\alpha(q(i_s))}{\sum(\alpha(\cdot))}$; # Equation (23) in [25]; $\times$ denotes elementwise multiplication.
11. $\theta = q^2 - s$; # Step 5 of the Spential SBL Algorithm in Section 4 in [25]
12. $t_s = (\theta > 0)$; # active indices in the current iteration, see Steps 6 & 7 in [25]
13. $i_r = i_s \cap t_s$; # indices of terms to be re-estimated, see Steps 6 in [25]
14. $i_+ = i_s \cap i_r$; # indices of terms to be added, see Steps 7 in [25]
15. $i_- = i_s \setminus i_r$; # indices of terms to be deleted, see Steps 8 in [25]
16. Initialize $\Delta L = -\text{Inf}(M, 1)$; # potential change of log-likelihood
17. Initialize $\Delta C = O(M, 1)$; # potential change of model complexity $C$, $O$ denotes a matrix of all zero values
18. Initialize $C_1 = O(M, 1)$; # potential changed model complexity
19. $C_0 = 2\Sigma_m^2/M + 2\text{len}(i_s)$; # initial model complexity; len(·) denotes the length of a vector.
20. if $i_r \neq \emptyset$ then
21.   $\alpha = \frac{\theta(t_s)}{\sum(\alpha(\cdot))}$; # Equation (20) in [25]
22.   $d_s = \alpha^{-1} - \alpha(i_s)^{-1}$;
23.   $2\Delta L_1(i_s) = \frac{Q(i_s)}{S(i_s) + d_s} - \log(1 + S(i_s)d_s)$; # Equation (32) in [25]
24. if $i_+ \neq \emptyset$ then
25.   $2\Delta L_2(i_s) = \frac{Q(i_s) - S(i_s)}{\sum(\alpha(\cdot))} + \log \frac{\alpha(i_s)}{\sum(\alpha(\cdot))}$; # Equation (27) in [25]
26.   $C_1(i_+) = 2(\Sigma_m^2 + \Sigma_m^2)/M + 2\text{len}(i_+) + 1$;
27.   $\Delta L_3(i_+) = C_1(i_+) - C_0$;
28. if $i_- \neq \emptyset$ then
29.   $2\Delta L_4(i_s) = \frac{Q(i_s)}{S(i_s)} - \log(1 - \frac{S(i_s)}{\sum(\alpha(\cdot))})$; # Equation (37) in [25]
30.   $C_1(i_-) = 2(\Sigma_m^2 - \Sigma_m^2)/M + 2\text{len}(i_-) - 1$;
31.   $\Delta L_5(i_-) = C_1(i_-) - C_0$;
32. $\Delta A\bar{C} = \Delta L - 2\Delta L; # potential change of $A\bar{C}$
33. $\Delta A\bar{C}_{m, i_m} = \text{min}(\Delta A\bar{C})$; # find the operation yielding the smallest $\Delta A\bar{C}$
34. if $\Delta L(i_m) < tol_2 \times C_1(i_m)$ & $i_m \in i_+$ then $\Delta A\bar{C}_{m, i_m} = \text{min}(\Delta A\bar{C}(i_m))$
35. if $\Delta L(i_m) < tol_1$ then break;
36. $\Delta L_m = \Delta L(i_m)$; # change of log-likelihood corresponding to $\Delta A\bar{C}_m$
37. $L_{rec}(i) = L_{rec}(i - 1) + \Delta L_m$;
38. Update all variables according to the operation type.
39. switch $i_m$
do 40. case $i_r$
41.   Update $\Sigma, \mu, S$ and $Q$ by Equations (33) to (36) in [25];
42.   Update $\alpha$ by $\alpha(i_m) = \frac{\theta(i_m)}{\sum(\alpha(\cdot))}$; # Equation (20) in [25]
43. case $i_+$
44.   Update $\Sigma, \mu, S$ and $Q$ by Equations (28) to (31) in [25];
45.   Update $\alpha$ by $\alpha(i_m) = \frac{\theta(i_m)}{\sum(\alpha(\cdot))}$; # Equation (20) in [25]
46. case $i_-$
47.   Update $\Sigma, \mu, S$ and $Q$ by Equations (38) to (41) in [25];
48.   Update $\alpha$ by $\alpha(i_m) = \text{Inf}$;
49. end case
50. Outputs: $\Theta^0 = \Theta(:, i_s); \mu^0 = \mu; \alpha^0 = \alpha(i_s)$. 
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measurement noise. Without loss of generality, the Burgers equation \( u_t = -uu_x + \frac{0.01}{\pi}u_{xx} \) with 20% measurement noise is used as an example in this analysis. Considering the challenge of learning this Burgers equation with such a small diffusion coefficient, the conclusion about the method robustness should be convincing and generalizes well to other system equations.

In Algorithm 1, \( tol_1 \) is the convergence criterion of the iteration regarding the increase of log-likelihood \( \Delta L \). When \( \Delta L \) goes below \( tol_1 \), the algorithm will stop updating the model form by re-estimating existing terms, adding new terms, or deleting unimportant terms and prepare the outputs. In this analysis, the value of \( tol_1 \) is varied from \( 10^{-6} \) to \( 10^{-1} \) to test its influence on the algorithm outcome. It is found that the correct terms of the Burgers equation (i.e., \( uu_x \) and \( u_{xx} \)) can always be extracted without any redundant terms added. When a large value is assigned for \( tol_1 \), for example \( 10^{-1} \), the “re-estimate” iterations in Algorithm 1 will be reduced, which will slightly affect the coefficient means and variances. Unlike \( tol_1 \), \( tol_2 \) prevents the algorithm from adding terms that will not considerably increase the log-likelihood but increases the model complexity. In this analysis, \( tol_2 \) is varied in the same range with \( tol_1 \). It shows that the condition in Line 34 of Algorithm 1 is never triggered for the Burger equation, so that the variation of \( tol_2 \) does not affect the results of PDE learning. This means that the modeling complexity defined in Algorithm 1 is sufficient to guarantee the proper parsimony of learned models. The effects of \( tol_2 \) will be further investigated for other systems in future studies. Therefore, compared with the current methods in the literature, the proposed PeSBL method has advantageous robustness in learning the correct model forms. This merit is noteworthy especially when faced with a novel system of which very limited prior knowledge is available.

2.2.4. Bayesian Model Updating (BMU) with the Raw Data

Taking the Gaussian distributions of model parameters obtained from sparse regression as priors, their accuracy and confidence level can be further improved through BMU when more data/information are available. In this section, the measured raw data is reused in BMU, considering possible loss of information during signal processing and numerical differentiation.

For the dynamical systems investigated in this study, the evidence for BMU is set as the system measurement \( \tilde{u} \). With the model form correctly identified from sparse regression, the system response (i.e., \( u(\xi) \)) with certain model parameter set (i.e., \( \xi \)) can be estimated by solving the associated PDE(s) \( u_t = \Theta^0(u)\xi \) numerically with boundary/initial conditions given or extracted from measurements. Then the error function (i.e., the estimation error) can be defined as the discrepancy between the estimation \( u(\xi) \) and measurement \( \tilde{u} \) normalized by the \( \ell_2 \) norm of \( \tilde{u} \), such that

\[
e = \frac{\tilde{u} - u(\xi)}{\|\tilde{u}\|} \quad (11)
\]

For the convenience of usage in BMU, \( e \) is reshaped to a column vector. This study assumes that the elements of \( e \) (i.e., \( e_i, i = 1, 2, ..., N_e; N_e \) is the number of error terms) are
independent and follows an identical Gaussian distribution for the maximum information entropy. That is
\[ i.i.d. \quad e_i \sim \mathcal{N}(\mu_e, \sigma_e^2) \] (12)
which provides the likelihood function of the measurement \( \tilde{u} \). Given certain value of \( \xi \), the difference between the measurement \( \tilde{u} \) and prediction \( u(\xi) \) follows a multivariate Gaussian distribution. That is,
\[ p(\tilde{u} | \xi, \mu_e, \sigma_e^2) = p(e | \mu_e, \sigma_e^2) \]
\[ = \prod_{i=1}^{N_e} \mathcal{N}(e_i | \mu_e, \sigma_e^2) \] (13)

In BMU, the priors of \( \xi \) are set as their posteriors obtained from sparse regression in Section 2.2.2. The mean of errors \( \mu_e \) is assumed following a zero-mean Gaussian distribution with its standard deviation equal to \( 1/3 \), such that most of error values lie in the range \((-1, 1)\). An non-informative inverse-gamma prior is used for \( \sigma_e^2 \). In summary,
\[ \xi_i \sim \mathcal{N} \left( \mu_{\xi_i}, \sigma_{\xi_i}^2 \right) \] (14)
\[ \mu_e \sim \mathcal{N}(0, \sigma_{\mu_e}) \] (15)
\[ \sigma_e^2 \sim \text{InvGamma}(\alpha_e, \beta_e) \] (16)
in which \( \sigma_{\mu_e}^2 = \left( \frac{1}{3} \right)^2 = \frac{1}{9} \), \( \alpha_e = 1 \) is the shape parameters of the inverse-gamma distribution, and \( \beta_e = 2 \) is its scale parameter. With the likelihood function and priors specified, according to the Bayes’ theorem, posterior probability density function (PDF) of the parameter set (including \( \xi = \{\xi_1, \xi_2, ..., \xi_M\} \), \( \mu_e \), and \( \sigma_e \)) is proportional to the product of the likelihood function and the prior PDFs. That is:
\[ p \left( \xi, \mu_e, \sigma_e^2 | \tilde{u} \right) \propto p(\tilde{u} | \xi, \mu_e, \sigma_e^2)p(\xi)p(\mu_e)p(\sigma_e^2) \] (17)

Plugging in the expressions of priors in Equations 14 to 16 and likelihood function in Equation 13, the posterior PDF becomes
\[ p \left( \xi, \mu_e, \sigma_e^2 | \tilde{u} \right) \propto \prod_{i=1}^{N_e} \frac{1}{\sqrt{\sigma_e^2}} \exp \left[ -\frac{1}{2} \left( \frac{e_i - \mu_e}{\sigma_e} \right)^2 \right] \prod_{i=1}^{M} \frac{1}{\sqrt{\sigma_{\xi_i}^2}} \exp \left[ -\frac{1}{2} \left( \frac{\xi_i - \mu_{\xi_i}}{\sigma_{\xi_i}} \right)^2 \right] \]
\[ \times \exp \left[ -\frac{1}{2} \left( \frac{\mu_e}{\sigma_{\mu_e}} \right)^2 \right] (\sigma_e^2)^{-\alpha_e - 1} \exp \left( -\frac{\beta_e}{\sigma_e^2} \right) \]
\[ \propto (\sigma_e^2)^{-\alpha_e - 1} \exp \left[ -\frac{1}{2} \sum_{i=1}^{N_e} \left( \frac{e_i - \mu_e}{\sigma_e} \right)^2 - \frac{1}{2} \sum_{i=1}^{M} \left( \frac{\xi_i - \mu_{\xi_i}}{\sigma_{\xi_i}} \right)^2 - \frac{1}{2} \left( \frac{\mu_e}{\sigma_{\mu_e}} \right)^2 - \frac{\beta_e}{\sigma_e^2} \right] \] (18)
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The posterior PDF in Equation 18 is known hard to be solved analytically [33]. Among the numerical methods for solving the posterior PDFs (e.g., variational inference, Markov Chain Monte Carlo (MCMC), and expectation-maximization (EM)), Gibbs sampling, a branch of MCMC algorithm, has been proved efficient in approximating multivariate probability distributions, especially when direct sampling from the PDF is challenging. Gibbs sampling requires deriving the full conditional distribution of each parameter from the joint posterior PDF. For certain parameters, their conditional posterior distributions are found to be in standard forms, such as normal distribution. In this case, these parameters can be directly sampled in each iteration. Otherwise, the Metropolis-Hasting algorithm can be used for sampling by proposing candidate parameter values and accepting or rejecting them according to certain criteria. If the Metropolis-Hasting algorithm is used for sampling certain parameter(s), the algorithm is usually called Metropolis-within-Gibbs [33].

The posterior full conditional distribution of a parameter (or a parameter set) is the conditional distribution of that parameter given current values of all other parameters. For a certain parameter \( v \), the rest of parameters can be denoted as \( V_{-v} \), then the full conditional distribution \( P(v|V_{-v}) \) has the form [34]:

\[
P(v|V_{-v}) \propto P(v,V_{-v}) = P(v|\text{parents}[v]) \prod_{w \in \text{children}[v]} P(w|\text{parents}[w])(19)
\]

in which parents of a parameter are the parameters contributive to the generation of \( v \) and children of a parameter denote parameters resulting from it. Following this principle, the full conditional distributions can be derived as follows:

\[
p(\xi_i|\cdot) \propto \exp \left[ -\frac{1}{2} \sum_{i=1}^{N_e} \left( \frac{e_i - \mu_e}{\sigma_e} \right)^2 - \frac{1}{2} \left( \frac{\xi_i - \mu_{\xi_i}}{\sigma_{\xi_i}} \right)^2 \right]
\]

\[
p(\mu_e|\cdot) \propto \exp \left[ -\frac{1}{2} \sum_{i=1}^{N_e} \left( \frac{e_i - \mu_e}{\sigma_e} \right)^2 - \frac{1}{2} \left( \frac{\mu_e}{\sigma_{\mu_e}} \right)^2 \right]
\]

\[
\sim \mathcal{N} \left( \sum_{i=1}^{N_e} \frac{e_i}{N_e + \frac{\sigma_e^2}{\sigma_{\mu_e}^2}}, \frac{1}{N_e + \frac{\sigma_e^2}{\sigma_{\mu_e}^2}} \right)
\]

\[
(\sigma_e^2|\cdot) \propto (\sigma_e^2)^{-\frac{N_e}{2}-\alpha_e-1} \exp \left[ -\frac{1}{2} \sum_{i=1}^{N_e} \left( \frac{e_i - \mu_e}{\sigma_e} \right)^2 - \frac{\beta_e}{\sigma_e^2} \right]
\]

\[
\sim \text{InvGamma} \left( \frac{N_e}{2} + \alpha_e; \frac{1}{2} \sum_{i=1}^{N_e} (e_i - \mu_e)^2 + \beta_e \right)
\]

A Metropolis-within-Gibbs scheme is necessary for sampling the posterior PDFs of the parameter set, since the conditional posterior distribution of \( \xi_i \) is analytically intractable while that of \( \mu_e \) and \( \sigma_e^2 \) are both in standard form. The convergence of Markov chains can
be determined as follows: 1) run several simulations independently with different random starting points; 2) check the ratio of inter-chain to intra-chain variances of all parameters; 3) if the ratio becomes very close to 1, then stationary distribution is achieved.

In summary, Bayesian inference is conducted in this step to further update the model parameters obtained from sparse regression by exploiting the information contained in the raw data. It is expected to improve the accuracy and confidence level of the learned sparse model. Taking the Burgers equation \( u_t = -uu_x + \frac{0.01}{\pi} u_{xx} \) as an example, with the data containing 0% noise, the PDE after BMU becomes \( u_t = -1.0020(\pm 0.0260)u_x + \frac{0.0107}{\pi}(\pm 8.04 \times 10^{-4})u_{xx} \). Comparing this model with that from sparse regression in Section 2.2.2 (i.e., \( u_t = -1.02(\pm 1.03)u_x + \frac{0.022}{\pi}(\pm 7.20 \times 10^{-3})u_{xx} \)), one can find that BMU considerably improves the accuracy of model coefficients and reduces the model’s uncertainty. This comparison is more clearly demonstrated in Figure 5. The performance of the proposed PeSBL method in learning the correct governing PDEs will be further examined with more canonical dynamical systems in Section 3.

Figure 5: Results of sparse regression and BMU for the Burgers equation \( u_t = -uu_x + \frac{0.01}{\pi} u_{xx} \) with 0% noise. \( \xi_1 \) and \( \xi_2 \) denote the coefficient of \( uu_x \) and \( u_{xx} \), respectively. The superscripts \(^0\) and \(^1\) denote the prior obtained from sparse regression using the sequential PeSBL algorithm and the posterior after BMU. (c) and (d) show the distribution of samples by Metropolis-within-Gibbs with histograms.
3. Results of PDE Learning and Discussions

This section presents and discusses the results of PDE learning using the PeSBL method with simulated noisy data from several canonical systems covering a number of scientific domains. 0 to 50% noise is added to the numerically simulated clean data to demonstrate the effects of preprocessing and the robustness of the PeSBL method in cases with noisy measurements. Two 1D systems are investigated in section 3.1: (1) the dissipative system characterized by the 1D Burgers equation (as shown in section 2); (2) the traveling waves described by the Korteweg–de Vries (KdV) equation. Section 3.2 presents the results of two 2D systems: (1) an extended dissipative system characterized by the 2D Burgers equation; (2) the lid-driven cavity flow governed by the 2D Navier Stokes equation. Codes of all demonstrated examples are available on the website: https://github.com/ymlasu.

3.1. Discovering PDEs for 1D systems

Table 1 lists the results of learning the Burgers equation ($u_t = -uu_x + \frac{0.01}{\pi}u_{xx}$) from noisy data using the proposed PeSBL method. It shows that the PeSBL method yields identically correct PDE form with data containing up to 30% noise. Figures 6 (a) to (d) show the intermediate and final results of stochastic PDE learning using the PeSBL method with measured data containing 20% noise from this dissipative system. It can be observed that, by virtue of the BMU step in the PeSBL method, the mean values of coefficients get very close to that of the ground truth PDE and the model uncertainty is largely reduced compared with the results of sparse regression. When the noise level goes above 30%, the diffusion term of the Burgers equation (i.e., $\frac{0.01}{\pi}u_{xx}$) cannot be identified using the PeSBL method due to the challenge from the extremely small diffusion coefficient. It is worth noting that, the Burgers equation with a much larger diffusion coefficient (i.e., $u_t = -uu_x + 0.1u_{xx}$) is widely used in existing studies [1, 17] for PDE learning. It has been verified that with the PeSBL method, the correct form of this less challenging Burgers equation can be successfully identified even with data containing larger than 50% noise.

| noise level | identified PDE                                                                 |
|------------|--------------------------------------------------------------------------------|
| 0%         | $u_t = -1.0020(\pm 0.0260)uu_x + \frac{0.0107}{\pi}(\pm 8.04 \times 10^{-4})u_{xx}$ |
| 10%        | $u_t = -1.0007(\pm 0.0255)uu_x + \frac{0.0106}{\pi}(\pm 7.98 \times 10^{-4})u_{xx}$ |
| 20%        | $u_t = -1.0010(\pm 0.0252)uu_x + \frac{0.0108}{\pi}(\pm 8.18 \times 10^{-4})u_{xx}$ |
| 30%        | $u_t = -0.9988(\pm 0.0262)uu_x + \frac{0.0107}{\pi}(\pm 8.21 \times 10^{-4})u_{xx}$ |

The second example of learning PDE from a 1D dynamical system examines the effectiveness of the PeSBL method in correctly identifying governing equations containing higher-order spatial derivatives. This section considers a mathematical model of traveling waves on shallow water surfaces, i.e., the KdV equation with the form $u_t = \xi_1 uu_x + \xi_2 u_{xxx}$.
The KdV equation can be used to characterize the evolution of many long 1D waves such as the ion acoustic waves in a plasma and acoustic waves on a crystal lattice [36]. This study investigates the system described by the following KdV equation:

\[ u_t = -uu_x - 0.0025u_{xxx} \]

with the initial condition \( u(x,0) = \cos(\pi x) \) and periodic boundary conditions. Figure 7 visualizes this system within the range \( x \in [-1,1] \) and \( t \in [0,1] \).

Table 2: Results of PDE learning using the PE-SBL method (KdV equation: \( u_t = -uu_x - 0.0025u_{xxx} \)).

| noise level | identified PDE |
|-------------|----------------|
| 0%          | \( u_t = -1.0000(\pm 0.0034)uu_x - 0.0025(\pm 9.48 \times 10^{-6})u_{xxx} \) |
| 10%         | \( u_t = -1.0002(\pm 0.0035)uu_x - 0.0025(\pm 9.40 \times 10^{-6})u_{xxx} \) |
| 20%         | \( u_t = -1.0004(\pm 0.0035)uu_x - 0.0025(\pm 9.70 \times 10^{-6})u_{xxx} \) |
| 50%         | \( u_t = -1.0012(\pm 0.0036)uu_x - 0.0025(\pm 9.85 \times 10^{-6})u_{xxx} \) |

Table 2 summarizes the results of learning PDEs from the simulated traveling waves containing 0% to 50% noise. It shows that the correct PDE form with accurate coefficient means and limited uncertainties can be successfully identified using the PE-SBL method in
Figure 7: The traveling waves characterized by the KdV equation \( u_t = -u u_x - 0.0025 u_{xxx} \) with the initial condition \( u(x, 0) = \cos(\pi x) \) and periodic boundary conditions. \( x \in [-1, 1] \) and \( t \in [0, 1] \).

Figure 8: Results of sparse regression and BMU for the KdV equation \( u_t = -u u_x - 0.0025 u_{xxx} \) with 20% noise. \( \xi_1 \) and \( \xi_2 \) denote the coefficient of \( u u_x \) and \( u_{xxx} \), respectively. The superscripts 0 and 1 denote the prior obtained from SBL and the posterior after BMU.

all simulated cases. Figure 8 shows the results of PDE learning for this system with data containing 20% measurement noise.
3.2. Discovering PDEs for 2D systems

This section investigates the effectiveness of the PeSBL method in learning the correct governing equation(s) characterizing 2D dynamical systems. First, the PeSBL method is used to discover the physics of a 2D dissipative system characterized by the Burgers equation

\[ u_t = -(uu_x + uu_y) + 0.01(u_{xx} + u_{yy}) \]

with the initial condition \( u(x, y, 0) = 0.1 \text{sech}(20x^2 + 25y^2) \) and periodic boundary conditions. Figure 9 shows the snapshots of simulated data for this system. It should be noted that with the increase of dimensionality, the knowledge discovery of dynamical systems becomes more complex. Hence, in the sparse regression scheme of PDE learning, the library matrix \( \Theta \) should no longer be built in an exhaustive manner considering all possible combinations of polynomials to a certain power and spatial derivatives to a certain order, which will make the sparse regression problem intractable. Instead, \( \Theta \) is built with representative terms in multi-dimensional nonlinear dynamical systems (e.g., convective derivative \( u \cdot \nabla \), advective acceleration \( (u \cdot \nabla)u \), and the Laplacian \( \nabla^2(u) \)) and their products with polynomials. Table 3 summarizes the results of learning PDEs from the 2D dissipative system using simulated clean and noisy data. It shows that the correct equation form with accurate coefficient means and limited uncertainties can be successfully identified using the PeSBL method with data containing as much as 50% random noise. Figure 10 shows the results of learning this 2D Burgers equation with data containing 20% noise.

Another 2D system investigated in this study is the lid-driven cavity flow which is a benchmark problem for viscous incompressible fluid flow [38]. This study uses a geometry of a square cavity that is comprised of a lid on the top moving with a tangential unit velocity and three no-slip rigid walls. The velocity and pressure distributions are numerically simulated for a Reynolds number of 100. Figure 11 visualizes this system at \( t = 4.0 \) sec, containing
Figure 10: Results of sparse regression and BMU for 2D Burgers equation ($u_t = -(uu_x + uu_y) + 0.01(u_{xx} + u_{yy})$) with 20% noise. $\xi_1$ and $\xi_2$ denote the coefficient of $(uu_x + uu_y)$ or $(u \cdot \nabla)u$ and $(u_{xx} + u_{yy})$ or $\nabla^2 u$, respectively. The superscripts $^0$ and $^1$ denote the prior obtained from SBL and the posterior after BMU.

Table 3 lists the results of PDE learning using the PeSBL method with simulated data containing various levels of noise. The correct PDE form can be learned for cases with as much as 50% noise. When the noise level increases to 50%, the standard deviations of model coefficients are almost doubled. This increased level of model uncertainty is mainly caused by the increase of noise level in addition to the challenge of learning PDE(s) for

| noise level | identified PDE |
|-------------|----------------|
| 0%          | $u_t = -0.9980(\pm 0.0564)(uu_x + uu_y) + 0.0100(\pm 3.16 \times 10^{-4})(u_{xx} + u_{yy})$ |
| 10%         | $u_t = -1.0017(\pm 0.0556)(uu_x + uu_y) + 0.0100(\pm 3.18 \times 10^{-4})(u_{xx} + u_{yy})$ |
| 20%         | $u_t = -1.0049(\pm 0.0570)(uu_x + uu_y) + 0.0100(\pm 3.19 \times 10^{-4})(u_{xx} + u_{yy})$ |
| 50%         | $u_t = -1.0153(\pm 0.0635)(uu_x + uu_y) + 0.0101(\pm 3.55 \times 10^{-4})(u_{xx} + u_{yy})$ |

the velocity (small arrows) and pressure (color map with contour lines) distributions as well as the streamlines.

Table 4 lists the results of PDE learning using the PeSBL method with simulated data containing various levels of noise. The correct PDE form can be learned for cases with as much as 50% noise. When the noise level increases to 50%, the standard deviations of model coefficients are almost doubled. This increased level of model uncertainty is mainly caused by the increase of noise level in addition to the challenge of learning PDE(s) for
Figure 11: Simulated lid driven flow (at $t = 4.0$ sec) characterized by the 2D Navier Stokes equation ($\frac{\partial u}{\partial t} = -(u \cdot \nabla)u - \nabla p + \frac{1}{100} \nabla^2 u$ with $\nabla \cdot u = 0$). The small arrows represent the velocity field; the color plot with contour line $s$ denotes the pressure distribution; the closed contour lines are the streamlines.

Table 4: Results of PDE learning using the PeSBL method (2D Navier Stokes equation: $\frac{\partial u}{\partial t} = -(u \cdot \nabla)u - \nabla p + \frac{1}{100} \nabla^2 u$ with $\nabla \cdot u = 0$).

| noise level | identified PDE                                                                 |
|-------------|--------------------------------------------------------------------------------|
| 0%          | $\frac{\partial u}{\partial t} = -1.0000(\pm0.0014)(u \cdot \nabla)u - 1.0000(\pm0.0014)\nabla p + \frac{1}{100.00}(\pm1.38 \times 10^{-5})\nabla^2 u$ |
| 10%         | $\frac{\partial u}{\partial t} = -1.0000(\pm0.0013)(u \cdot \nabla)u - 1.0000(\pm0.0013)\nabla p + \frac{1}{100.00}(\pm1.37 \times 10^{-5})\nabla^2 u$     |
| 20%         | $\frac{\partial u}{\partial t} = -1.0000(\pm0.0014)(u \cdot \nabla)u - 1.0001(\pm0.0014)\nabla p + \frac{1}{99.99}(\pm1.43 \times 10^{-5})\nabla^2 u$     |
| 50%         | $\frac{\partial u}{\partial t} = -0.9999(\pm0.0025)(u \cdot \nabla)u - 1.0002(\pm0.0023)\nabla p + \frac{1}{99.99}(\pm2.29 \times 10^{-5})\nabla^2 u$     |

this complex system. However, this adverse influence is still well controlled mainly due to the efficient signal processing in the proposed method. Figure 12 shows the results of PDE learning for the case with 20% measurement noise.

3.3. Robustness of the PeSBL Method

To highlight the merits of the PeSBL method in robustness, Table 5 compares the results of learning the Burgers equation ($u_t = -uu_x + \frac{0.01}{\pi} u_{xx}$) using PeSBL method considering model parsimony and methods in the literature promoting only model sparsity. Without loss of generality, the simulated data with 20% noise is used. It shows that the SBL method yields an as sparse model as the PeSBL method, however, with an incorrect and more complex diffusion term. This failure is due to that traditional RVM method (Section 2.1) only promotes sparsity in regression and thus tends to include complex terms for marginal improvement in regression accuracy. More comparison about the learned form
(\(u_t = \xi_1 uu_x + \xi_2 u^2 u_{xx}\)) with the correct form \((u_t = \xi_1 uu_x + \xi_2 u_{xx})\) can be found in the authors’ previous study [15]. The \(S^3d\) method yields a complex PDE form which represents a totally intractable dynamical system.

Table 5: Comparison of PDE learning results using methods with and without parsimony enhancement. The Burgers equation \((u_t = -uu_x + \frac{0.01}{\pi} u_{xx})\) is used for demonstration. The noise level in the measured data is 20%.

| method                                | identified PDE                                      |
|----------------------------------------|----------------------------------------------------|
| PeSBL (with parsimony enhancement)     | \(u_t = -1.0010(\pm0.0252) uu_x + \frac{0.0108}{\pi}(\pm8.18 \times 10^{-4}) u_{xx}\) |
| SBL (without parsimony enhancement)   | \(u_t = -0.9773(\pm0.9797) uu_x + 0.0073(\pm0.0074)u^2 u_{xx}\) |
| \(S^3d\) (without parsimony enhancement) [20] | \(u_t = -0.01381 - 0.1832u - 0.1285u^3 + 0.0147u_x + 0.0067u_{xx} + 1.8 \times 10^{-3} u_{xxx} - 1.1525u_{ux} - 0.0009uu_{xx} - 0.0013u_{uxxx} - 0.0039u^2 u_{xx} + 1.0385u^3 u_x + 0.0009u^3 u_{xx} + 0.0013u^3 u_{xxx}\) |

Table 6: Comparison of PDE learning results with and without signal preprocessing. The Burgers equation \((u_t = -uu_x + \frac{0.01}{\pi} u_{xx})\) is used for demonstration. The noise level in the measured data is 20%.

| method                              | identified PDE                                      |
|--------------------------------------|----------------------------------------------------|
| PeSBL without preprocessing          | \(u_t = -0.3296 u + 0.1844 u^3 - 0.6474 uu_x + 0.3833u^3 u_x - 0.0059u_{xx} - 0.0034u^2 u_{xx} - 0.0002uu_{xxx} + 0.0001u^3 u_{xxx}\) |
| PeSBL with preprocessing             | \(u_t = -1.0010(\pm0.0252) uu_x + \frac{0.0108}{\pi}(\pm8.18 \times 10^{-4}) u_{xx}\) |
| SBL without preprocessing            | \(u_t = -0.3296 u + 0.1844 u^3 - 0.6474 uu_x + 0.3833u^3 u_x - 0.0059u_{xx} - 0.0034u^2 u_{xx} - 0.0002uu_{xxx} + 0.0001u^3 u_{xxx}\) |
| SBL with preprocessing               | \(u_t = -0.9773(\pm0.9797) uu_x + 0.0073(\pm0.0074)u^2 u_{xx}\) |

Additionally, Table 6 compares the results of PDE learning using the PeSBL and SBL methods with and without signal preprocessing. It shows that, without preprocessing the measured signals, the PeSBL method cannot successfully identify the correct PDE form due to the significant influence from the measurement noise. With signal preprocessing, the PeSBL method yields the correct model. This finding further approves the effectiveness of the signal preprocessing strategy established in this study (Section 2.2.1). The identical PDE form is learned through SBL using the measured raw data. When preprocessing is implemented, SBL yields a sparse equation form. Though with incorrect term, this equation
is more tractable and has been proved to be considerably representative of the dissipative system in the authors’ previous study [15]. Therefore, the signal preprocessing strategy established in this study has the potential of improving the performance of other methods for PDE learning without parsimony enhancement.

4. Propagating Model Uncertainties to System Dynamics

Given noisy measurements from a certain dynamical system, the PeSBL method outputs the most probable model (i.e., PDE(s)) reflecting the underlying physics as well as the model uncertainties. The learned model uncertainties can be propagated to the simulated system dynamics, so that a confidence interval can be provided for the system responses at certain temporal and spatial coordinates. In this section, the two systems characterized by the Burgers equation \( u_t = -uu_x + \frac{0.01}{2} u_{xx} \) and the KdV equation \( u_t = -u_x - 0.0025u_{xxx} \) are used as examples to demonstrate the results of uncertainty propagation. Without loss of generality, the learned models together with their uncertainties in cases with 20% measurement noise are used in this section. The results of uncertainty propagation for the 2D systems investigated in Section 3.2 are not demonstrated in this section due to the expensive computational costs and difficulty in visualization. The codes for uncertainty propagation of all 1D and 2D systems investigated in Section 3 can be found on the website: https://github.com/ymlasu.

Figure 12: Results of sparse regression and BMU for 2D Navier Stokes equation \( \frac{\partial u}{\partial t} = -(u \cdot \nabla)u - \nabla p + \frac{1}{100} \nabla^2 u \) with \( \nabla \cdot u = 0 \) with 20% noise. \( \xi_1 \) denotes the coefficient of \( \nabla p \), \( \xi_2 \) denotes the coefficient of \( \nabla^2 u \), and \( \xi_3 \) denotes the coefficient of \( (u \cdot \nabla)u \). The superscripts 0 and 1 denote the prior obtained from SBL and the posterior after BMU.
Figure 13: Estimated system response at $x = -0.6$ during the time interval $(1.0 \leq t \leq 2.0)$ for the system characterized by the Burgers equation $(u_t = -uu_x + 0.01u_{xx})$. (a) simulated samples and the mean value; (b) comparison of the sample mean and standard deviation with the truth; (c) an amplified view of (b) in the range $(1.6 \leq t \leq 1.8)$.

Unlike linear systems for which the model parameters and its outputs are explicitly related, the nonlinear dynamical system has an implicit relationship between the model parameters and outputs. Therefore, for a certain system in this study, the model uncertainty is propagated to the system responses by numerically simulating the system with the rich parameter samples obtained from MCMC in BMU. Summarizing the results of numerical simulations, the uncertainties of system dynamics can be quantified and analyzed. To effectively demonstrate the representativeness of learned models and the efficiency of uncertainty quantification and propagation, the responses of the two systems at “future” time ($t \geq 1$) are simulated and presented in this section.

Figure 13 (a) plots the simulated samples at the cross section $x = -0.6$ and $1 \leq t \leq 2$ and their mean value for the dissipative system characterized by the Burgers equation. It can be observed that the system uncertainty remains at nearly the same level within this region, most probably due to the smoothness of the system therein and the constant uncertainty from the learned model. Figure 13 (b) (amplified in (c)) compares the sample mean with the underlying truth of the system at the same cross section. It shows that the mean of samples deviates slightly from the true value which is always encompassed within the range $(\text{mean}-3\text{std},\text{mean}+3\text{std})$ (std stands for standard deviation). This observation approves the reliability of the learned model using the proposed PeSBL method in accurately predicting systems responses. Figures 14 (a) to (c) show the results of uncertainty propagation for the traveling waves characterized by the KdV equation, the system responses at $t = 1.6$ are plotted for demonstration. Due to the sharp transition of the system responses at this cross section, the propagated uncertainty varies in magnitude as $x$ increases from -1 to 1.
Nevertheless, the mean of samples stays close to the true value which is always covered by the statistic interval \((\text{mean}-3\text{std}, \text{mean}+3\text{std})\).

Figure 14: Estimated system response at \(t = 1.6\) for the system characterized by the KdV equation \((u_t = -u u_x - 0.0025 u_{xxx})\). (a) simulated samples and the mean value; (b) comparison of the sample mean and standard deviation with the truth; (c) an amplified view of (b) in the range \(0 \leq x \leq 0.5\).

5. System Diagnosis and Prognosis

This section examines the capability of the PeSBL framework in system diagnosis when significant variation occurs to the investigated system. The dissipative system characterized by the Burgers equation \((u_t = \xi_1 u u_x + \xi_2 u_{xx})\) is used as an example in this analysis without loss of generality. In this example analysis, the simulated data contains 20% noise. To simulate the variation of this system, both advection and diffusion coefficients are varied such that the governing equation changes from \(u_t = -u u_x + 0.01 u_{xx}\) to \(u_t = -0.9 u u_x + \frac{0.02}{\pi} u_{xx}\). Figure 15 shows the results of sparse regression and BMU using the measured data from the varied system. The learned stochastic PDE has the form \(u_t = -0.8980(\pm 0.0251) u u_x + \frac{0.0004}{\pi}(\pm 0.001) u_{xx}\), which significantly deviates from that of the original system (i.e., \(u_t = -1.0010(\pm 0.0252) u u_x + \frac{0.0108}{\pi}(\pm 8.18 \times 10^{-4}) u_{xx}\)). Figures 16 (a) and (b) compare the posterior PDFs of advection and diffusion coefficients (i.e., \(\xi_1\) and \(\xi_2\) respectively) of the original and varied systems. It can be observed that the governing model of the investigated system has shifted considerably with a high probability. These outcomes with uncertainties enable us to diagnose possible change of the system in a probabilistic manner. For example, with the fitted normal posteriors shown in the figure, the variation of the advection and diffusion coefficients can be evaluated as \(\delta\xi_1 \sim \mathcal{N}(0.103, 0.0013)\) and \(\delta\xi_2 \sim \mathcal{N}(0.0031, 1.75 \times 10^{-6})\), respectively. It remains to be examined whether this framework can be used for the prognostic health management of real physical systems.
6. Multiscale Modeling through Hierarchical Bayesian Inference (HBI)

In Sections 2 to 5 the PDE learning is implemented with a certain dataset measured from a certain system, and the learned model uncertainty comes from the disturbance of other candidate terms in the library $\Theta$ and the influence of measurement noise. However, in reality, the system may vary from time to time due to the change of environmental and other factors (such as temperature change and external excitations). This variation of system makes the corresponding model intrinsically uncertain, and this intrinsic model uncertainty cannot be quantified using the Bayesian inference framework established in Section 2.2.4. Therefore, the multiscale Bayesian modeling of dynamical systems is investigated in this section through Hierarchical Bayesian Inference (HBI) to quantify the intrinsic model uncertainty of systems.

6.1. Framework

Figure 17 illustrates the graphical HBI model for multiscale modeling of dynamical systems. It explicitly describes the relationship between measurements from a certain system and its model parameters and hyperparameters, and thus helps deriving the posterior distribution and full conditional distributions. In this framework, the system model during a certain test $t$ has model parameters $\xi_t$ which is a sample of its underlying distribution. In
Figure 16: Comparison of BMU results for two dissipative systems characterized by the Burgers equation \( u_t = -uu_x + \frac{0.01}{2} u_{xx} \) and \( u_t = -0.9u_x + \frac{0.02}{2} u_{xx} \) with data containing 20\% noise. In this figure, the superscript 1 denotes the results from system 1 characterized by Burgers equation \( u_t = -uu_x + \frac{0.01}{2} u_{xx} \), and the superscript 2 denotes the results from system 2 characterized by Burgers equation \( u_t = -0.9u_x + \frac{0.02}{2} u_{xx} \). Please refer to the caption of Figure 5 for more information.

In this study, it is assumed that \( \xi_{it} \) follows a Gaussian distribution such that \( \xi_{it} \sim N(\mu_{\xi}, \sigma^2_{\xi}) \). Given the measurement during a certain test \( \tilde{u}_t \), the error function in this test can be established in a similar way to Equations 11 and 12, such that

\[
e_t = \frac{\tilde{u}_t - u(\xi_t)}{\|u_t\|}
\]

with

Figure 17: Graphical model for hierarchical Bayesian modeling.
i.i.d. \( e_{it} \sim N(\mu_e, \sigma_e^2) \) \hspace{1cm} (24)

in which \( t = 1, 2, ... N_t \) and \( N_t \) is the number of tests conducted. Following Equation 13, the likelihood function can be built as

\[
p(\tilde{u} | \Xi, \mu_e, \sigma_e^2) = \prod_{t=1}^{N_t} p(e_t | \mu_e, \sigma_e^2) = \prod_{t=1}^{N_t} \prod_{i=1}^{N_t} N(e_{it} | \mu_e, \sigma_e^2)
\]

in which \( \Xi = \{ \xi_1, \xi_2, ..., \xi_{N_t} \} \) is the collection of model parameters in all tests. The prior of \( \mu_{\xi_i} \) is designed as a uniform distribution with upper limit \( \mu_{\xi_i}^u \) and lower limit \( \mu_{\xi_i}^l \) as shown in Equation 26. These limits are estimated from literature survey or prior knowledge of experts.

\[
\mu_{\xi_i} \sim U(\mu_{\xi_i}^l, \mu_{\xi_i}^u)
\]

Without much knowledge about the uncertainties of the model parameters, their variance are assumed following the same non-informative inverse gamma prior, such that

\[
\sigma_{\xi_i}^2 \sim InvGamma(\alpha_{\xi_i}, \beta_{\xi_i})
\]

in which \( \alpha_{\xi_i} = 1 \) and \( \beta_{\xi_i} = 2 \). The same priors for \( \mu_e \) and \( \sigma_e \) as that in Equations 15 and Eq:prior3 are used and rewritten as follows:

\[
\mu_e \sim N(0, \sigma_{\mu_e}^2)
\]

\[
\sigma_e^2 \sim InvGamma(\alpha_e, \beta_e)
\]

With priors and the likelihood function defined, the posterior PDF of the parameter set can be derived as:

\[
p(\Xi, \boldsymbol{\mu}_\xi, \Sigma_\xi, \mu_e, \sigma_e | \tilde{u}) \propto 
\prod_{t=1}^{N_t} p(\tilde{u}_t | \xi_t, \mu_e, \sigma_e^2) p(\xi_t | \mu_{\xi_i}, \Sigma_\xi) p(\mu_{\xi_i}) p(\Sigma_\xi) p(\mu_e) p(\sigma_e^2)
\]

in which \( \mu_{\xi_i} = \{ \mu_{\xi_1}, \mu_{\xi_2}, ..., \mu_{\xi_{N_t}} \} \) contains the mean of each model parameter, \( \Sigma_\xi \) is the covariance matrix of all model parameters and is a diagonal matrix with \( \Sigma_\xi(i,i) = \sigma_{\xi_i}^2 \) \((i = 1, 2, ..., N_\xi)\), and \( \tilde{u} = \{ \tilde{u}_1, \tilde{u}_2, ..., \tilde{u}_{N_t} \} \) is the collection of measurement in all tests. Plugging in the expressions of priors and likelihood function, the posterior PDF becomes
Following the principle in Equation 19, the full conditional posterior distributions can be derived as follows:

\[
p(\xi_t | \cdot) \propto \exp \left[ -\frac{1}{2} \sum_{i=1}^{N_e} \left( \frac{e_{it} - \mu_e}{\sigma_e} \right)^2 - \frac{1}{2} \left( \frac{\xi_{it} - \mu_{\xi_i}}{\sigma_{\xi_i}} \right)^2 \right]
\]
\[
(\mu_{\xi_i} | \cdot) \propto \exp \left[ -\frac{1}{2} \sum_{t=1}^{N_t} \left( \frac{\xi_{it} - \mu_{\xi_i}}{\sigma_{\xi_i}} \right)^2 \right] \times 1 \left( \mu^l_{\xi_i} < \mu_{\xi_i} < \mu^u_{\xi_i} \right)
\sim \mathcal{N}^{\mu_{\xi_i}^l}_{\mu_{\xi_i}^u} \left( \frac{1}{N_t} \sum_{t=1}^{N_t} \xi_{it}, \frac{1}{N_t} \sigma_{\xi_i}^2 \right)
\]

Figure 18: Model and noise parameters generated for the KdV equation \((u_t = \xi_1 uu_x + \xi_2 u_{xxx})\). (a) \(\xi_1\): the coefficient of \(uu_x\); (b) \(\xi_2\): the coefficient of \(u_{xxx}\) (c) the noise level in each dataset.
Figure 19: Example simulated samples and their distributions for $\xi^t_i$. Superscript $^t$ denotes the test number. (a) samples of $\xi^1_1$; (b) distribution of samples in (a) and the fitted Gaussian distribution; (c) samples of $\xi^{11}_1$; (d) distribution of samples in (c) and the fitted Gaussian distribution.

\[
\begin{align*}
\left(\sigma^2_{\xi_i}\right) & \propto \left(\sigma^2_{\xi_i}\right)^{-\frac{N_t}{2} - \alpha\xi - 1} \exp \left[ -\frac{1}{2} \sum_{t=1}^{N_t} \left( \frac{\xi_{it} - \mu_{\xi_i}}{\sigma_{\xi_i}} \right)^2 - \frac{\beta_{\xi^t}}{\sigma^2_{\xi_i}} \right] \\
& \sim \text{InvGamma} \left( \frac{N_t}{2} + \alpha_{\xi}, \frac{1}{2} \sum_{t=1}^{N_t} \left( \xi_{it} - \mu_{\xi_i} \right)^2 + \beta_{\xi} \right) 
\end{align*}
\]

(34)

\[
\begin{align*}
p\left(\mu_e\right) & \propto \exp \left[ -\frac{1}{2} \sum_{t=1}^{N_t} \sum_{i=1}^{N_e} \left( \frac{e_{it} - \mu_e}{\sigma_e} \right)^2 - \frac{1}{2} \left( \frac{\mu_e}{\sigma_{\mu_e}} \right)^2 \right] \\
& \sim \mathcal{N} \left( \frac{\sum_{t=1}^{N_t} \sum_{i=1}^{N_e} e_{it}}{N_t N_e + \frac{\sigma_e^2}{\sigma_{\mu_e}^2}}, \frac{\frac{N_t N_e}{\sigma_e^2} + \frac{1}{\sigma_{\mu_e}^2}}{N_t N_e + \frac{\sigma_e^2}{\sigma_{\mu_e}^2}} \right)
\end{align*}
\]

(35)
\[
(\sigma_e^2 \cdot) \propto (\sigma_e^2)^{-\frac{N_tN_e}{2}-\alpha_e-1} \exp \left[ -\frac{1}{2} \sum_{t=1}^{N_t} \sum_{i=1}^{N_e} \left( \frac{e_{it} - \mu_e}{\sigma_e} \right)^2 - \frac{\beta_e}{\sigma_e^2} \right]
\]

\[
\sim \text{InvGamma} \left( \frac{N_tN_e}{2} + \alpha_e, \frac{1}{2} \sum_{t=1}^{N_t} \sum_{i=1}^{N_e} (e_{it} - \mu_e)^2 + \beta_e \right)
\]

(36)

6.2. A Case Study

The system for traveling waves on shallow water surfaces characterized by the KdV equation \(u_t = \xi_1 uu_x + \xi_2 u_{xxx}\) is used for a case study in this section. 1000 models are randomly generated with \(\xi_1 \sim N(-1, 0.05^2)\) and \(\xi_2 \sim N(-0.0025, 0.0002^2)\), and one dataset is simulated for each model with the noise level randomly sampled from the uniform distribution \(U(0, 50\%)\). Figure 18 shows generated samples of model parameters and noise level in the simulated data. Considering the computational cost in Bayesian inference via MCMC, 20 sets of data will be used for multiscale Bayesian modeling in this section using the HBI framework established in Section 6.1.

With the expressions of posteriors derived, the Bayesian inference problem for multiscale modeling is solved numerically via MCMC. 5000 samples are simulated for each model parameter. It may take more iterations for certain parameter to converge than others. Samples simulated prior to the convergence will be excluded for visualization and further
analysis. Figures 19 and 20 show the simulated samples of model parameters $\xi_1$ and $\xi_2$ in two example tests and their distributions. A Gaussian distribution is fitted from the simulated samples. Its mean value is used as the estimated model parameter in a certain test, and its variance quantifies the uncertainty from measurement noise and numerical simulation. Figure 21 compare the estimated model parameters in the 20 tests with the reference values numerically generated in the beginning. Figure 21 (a) shows that the estimated values of $\xi_1$ remain close to the reference values in all tests with an average relative error of 3.49%. All tests have a relative error below 10% except test 4 in which the relative error is 10.86%. Compared with $\xi_1$, the estimation of $\xi_2$ has improved accuracy with all relative errors below 10%, as shown in Figure 21 (b). The average relative estimation error is as low as 2.88%. The comparison results verify the accuracy of model parameter estimation for tests under various conditions in multiscale system modeling.

Figures 22 and 23 show the results of Bayesian inference of the statistics of model parameters $\xi_1$ and $\xi_2$, respectively. Figures 22 (b) and (d) show that the model parameter $\xi_1$ has an estimated mean of -1.0243 and an estimated standard deviation of 0.0489, which are very close to the reference values, i.e., -1.00 and 0.05, respectively. An accurate estimation of statistics of the model parameter $\xi_2$ can also be observed in Figure 23. The accurate estimation of statistics of model parameters approve that the proposed HBI method for multiscale system modeling can efficiently evaluate the state of system governing model including its
uncertainty under varying conditions, especially with large and various measurement noise levels.

Figure 22: Samples of statistics of model parameter $\xi_1$ and their distribution. (a) samples of the mean of $\xi_1$; (b) distribution of samples in (a) and the fitted Gaussian distribution; (c) samples of the standard deviation of $\xi_1$; (d) distribution of samples in (c) and the fitted Gaussian distribution.

7. Summary and Further Discussions

In this study, a Parsimony-Enhanced Sparse Bayesian Learning method (i.e., the PeSBL method) is proposed for robust data-driven discovery of governing PDEs. The PeSBL method is advantageous over most existing methods in discovering the accurate governing models of new complex dynamical systems. Compared with deterministic PDE learning methods, this SBL-based method automatically promotes sparsity via specifying an independent prior for each model parameter and automatically pruning redundant parameters in sequential iterations. However, promoting sparsity alone is not necessarily sufficient for discovering an accurate governing model for a complex dynamical system. Therefore, based on existing SBL-based PDE learning methods in the literature, the PeSBL method further enhances parsimony via modifying the evaluation criteria in the sequential solving algorithm. This modification accounts for the complexity of each candidate model term and thus prevents adding complex terms for marginal increase of regression accuracy in each iteration. Thus, this method fundamentally avoids the model pruning procedure in
most existing deterministic/stochastic PDE learning methods that inevitably falls into the lemma of hyperparameter tuning. Additionally, advanced signal preprocessing techniques and Bayesian model updating (BMU) further increase the robustness of PDE learning results. Results of numerical simulations show that the accurate parsimonious governing PDEs can be correctly identified from noisy data for several canonical dynamical systems using the proposed PeSBL method.

Moreover, the stochastic identification scheme in the PeSBL method enables quantifying model uncertainties, propagating uncertainties to system prediction, and conducting probabilistic system diagnosis and prognosis. In reality, the investigated system may vary with the change of exterior conditions such as temperature. As a result, the system model parameters may be intrinsically stochastic. In this study, the intrinsic system model uncertainty is simulated via multiscale Bayesian system modeling through Hierarchical Bayesian Inference (HBI). A numerical case study is conducted with the traveling wave system characterized by the KdV equation. The results show that the system uncertainty under varying conditions can be accurately evaluated even with large measurement noise using the established multiscale Bayesian system modeling framework.

The future work may include applying the PeSBL method in real operating dynamical systems to further examine or improve its effectiveness in knowledge discovery.

Figure 23: Samples of statistics of model parameter $\xi_2$ and their distribution. Please refer to the caption of Figure 22 for more information.
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