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Abstract
A modular grid is a pair of sequences \((f_m)_m\) and \((g_n)_n\) of weakly holomorphic modular forms such that for almost all \(m\) and \(n\), the coefficient of \(q^n\) in \(f_m\) is the negative of the coefficient of \(q^m\) in \(g_n\). Zagier proved this coefficient duality in weights 1/2 and 3/2 in the Kohnen plus space, and such grids have appeared for Poincaré series, for modular forms of integral weight, and in many other situations. We give a general proof of coefficient duality for canonical row-reduced bases of spaces of weakly holomorphic modular forms of integral or half-integral weight for every group \(\Gamma \subseteq \text{SL}_2(\mathbb{Z})\) commensurable with \(\text{SL}_2(\mathbb{Z})\). We construct bivariate generating functions that encode these modular forms, and study linear operations on the resulting modular grids.
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1 | INTRODUCTION AND STATEMENT OF RESULTS

In [48], Zagier defined canonical bases for spaces of weight 1/2 and weight 3/2 weakly holomorphic modular forms for \(\Gamma_0(4)\) in the Kohnen plus space. The weight 1/2 basis elements

\[ f_m(z) = q^{-m} + \sum_{n \geq 1} a_{1/2}(m, n) q^n \]

and weight 3/2 basis elements

\[ g_n(z) = q^{-n} + \sum_{m \geq 0} a_{3/2}(n, m) q^m, \]
where as usual $q^n = e^{2\pi i nz}$, have Fourier coefficients satisfying the striking duality

$$a_{1/2}(m, n) = -a_{3/2}(n, m),$$

so that the $n$th Fourier coefficient of the $m$th basis element in one weight is the negative of the $m$th Fourier coefficient of the $n$th basis element in the other weight. This duality is apparent when we compute the Fourier expansions of the first few basis elements.

\[
\begin{align*}
  f_0(z) &= 1 + 2q + 2q^4 + 0q^5 + 0q^8 + \cdots, \\
  f_3(z) &= q^{-3} - 248q + 26752q^4 - 85995q^5 + 1707264q^8 + \cdots, \\
  f_4(z) &= q^{-4} + 492q + 143376q^4 + 565760q^5 + 18473000q^8 + \cdots, \\
  f_7(z) &= q^{-7} - 4119q + 8288256q^4 - 52756480q^5 + 5734772736q^8 + \cdots, \\
  f_8(z) &= q^{-8} + 7256q + 26124256q^4 + 190356480q^5 + 29071392966q^8 + \cdots.
\end{align*}
\]

\[
\begin{align*}
  g_1(z) &= q^{-1} - 2 + 248q^3 - 492q^4 + 4119q^7 - 7256q^8 + \cdots, \\
  g_4(z) &= q^{-4} - 2 - 26752q^3 - 143376q^4 - 8288256q^7 - 26124256q^8 + \cdots, \\
  g_5(z) &= q^{-5} + 0 + 85995q^3 - 565760q^4 + 52756480q^7 - 190356480q^8 + \cdots, \\
  g_8(z) &= q^{-8} + 0 - 1707264q^3 - 18473000q^4 - 5734772736q^7 - 29071392966q^8 + \cdots.
\end{align*}
\]

Looking at these expressions, we see that the coefficients appearing in the rows of one basis appear, with opposite sign, in the columns of the other basis. Two such sequences of weakly holomorphic modular forms constitute a modular grid (see Section 4).

Zagier gave two proofs of this coefficient duality. The first proof relies on showing that these basis elements have a common two-variable generating function

$$F(z, \tau) = \frac{f_0(z)g_4(\tau) + f_3(z)g_1(\tau)}{j(4\tau) - j(4z)},$$

where $j$ is Klein’s $j$-function. This function encodes the modular grid, so that the Fourier coefficients of $F(z, \tau)$ in one variable yield the basis elements as functions in the other variable. Similar generating functions for bases of modular forms have been used by Eichler [23, 24], Borcherds [6, 7], and Faber [26, 27] in studying the Hecke algebra and the zeros of modular forms. The second proof given by Zagier, attributed to Kaneko, is simpler and involves considering, on the one hand, the constant term of the product $f_m(z)g_n(z)$, which is $a_{1/2}(m, n) + a_{3/2}(n, m)$. On the other hand, $f_m(z)g_n(z)$ lives in a space of weight 2 forms which are derivatives, and so this constant term is equal to 0.

Modular grids were found for weakly holomorphic modular forms over $SL_2(\mathbb{Z})$ of small integer weights by Asai, Kaneko, and Ninomiya in 1997 [4]. Coefficient duality was later proven for a wide variety of spaces of modular forms of integral weight [1, 15–17, 21, 25, 29, 31–33, 35, 37, 38, 44, 46] and half-integral weight [22, 30, 40]. In many cases, Zagier’s and Kaneko’s proofs have been modified in ad hoc ways to obtain duality for particular spaces of modular objects. In general, generating functions become increasingly complicated and difficult to find in the presence of cusp forms,
while the existence of weight 2 Eisenstein series in higher levels allows for nonzero constant terms in spaces of weight 2, which interfere with Kaneko’s proof in these settings. Harmonic Maass forms provide an alternative path to coefficient duality. The Maass–Poincaré series form bases for spaces of harmonic Maass forms with poles at specified cusps. Explicit formulas for their coefficients [11] demonstrate that duality holds in this setting as well, creating “mock modular grids”. Duality also holds in spaces of vector valued forms, mock theta functions, and other modular objects [3, 10, 12, 15, 18, 28, 49]. However, these constructions of coefficients as infinite sums, which turn out to be closely related for dual weights, seem to give less insight into how the spaces of modular forms interact with each other than the proofs of Zagier and Kaneko.

Earlier results related to coefficient duality for the principal parts of weakly holomorphic modular forms of negative weight and coefficients of holomorphic forms of positive weight appear in work of Petersson [42] and Siegel [45]. Additionally, unpublished work of Knopp in the mid-1960s (see [19]) restated Lehmer’s conjecture on the coefficients $\tau(n)$ of the $\Delta$-function as a statement about coefficients of forms of weight $-10$.

In this paper, we generalize both Zagier’s and Kaneko’s proofs for coefficient duality to a very general setting, without relying on explicit formulas for coefficients of the Maass–Poincaré series. In particular, suppose $k \in \frac{1}{2}\mathbb{Z}$, and let $\Gamma \subseteq SL_2(\mathbb{R})$ be any subgroup which is commensurable with $SL_2(\mathbb{Z})$; note that $\Gamma$ will necessarily be discrete. Moreover, let $\nu$ be a consistent finite weight $k$ multiplier for $\Gamma$, as in §2. We let $M_k^{(\infty)}(\Gamma, \nu)$ denote the space of weight $k$ weakly holomorphic modular forms for $\Gamma$ and $\nu$ with poles allowed only at the cusp $\infty$, and let $\hat{M}_k^{(\infty)}(\Gamma, \nu) \subseteq M_k^{(\infty)}(\Gamma, \nu)$ be the subspace of weakly holomorphic modular forms which vanish at every cusp besides $\infty$. As usual, we write $M_k(\Gamma, \nu), M_k^{(\infty)}(\Gamma, \nu)$, and $S_k(\Gamma, \nu)$ for the related spaces of weakly holomorphic modular forms, holomorphic modular forms, and cusp forms respectively.

**Remark.** The notation $S_k^{\neq}$ is used to denote spaces analogous to $\hat{M}_k^{(\infty)}(\Gamma, \nu)$ in [35] and other papers. We have altered the notation to avoid confusion with $S_k^\dagger$, which represents the space of weakly holomorphic cusp forms which have vanishing constant terms at every cusp.

The multiplier $\nu$ governs which powers of $q$ can occur in the Fourier expansions of modular forms for $\Gamma$ and $\nu$, via the image of $\nu$ on the translations in $\Gamma$. Let $Z(\nu)$ be defined as in (4); this is an indexing set of rational numbers with fixed denominators and with numerators satisfying certain congruence conditions. We note that $\nu$ is a multiplier for $\Gamma$ of weight $2 - k$. Moreover, $Z(\nu^\dagger)$ will satisfy congruence conditions opposite to $Z(\nu)$, so that $Z(\nu^\dagger) = -Z(\nu)$. In §4, we define row-reduced canonical bases for $M_k^{(\infty)}(\Gamma, \nu)$ and $\hat{M}_k^{(\infty)}(\Gamma, \nu)$, indexed by the sets $I_k^{(\nu)}$ and $J_k^{(\nu)}$, whose Fourier expansions are given, respectively, by

$$f_{k,m}^{(\nu)}(z) = q^{-m} + \sum_{n \in Z(\nu)} a_k^{(\nu)}(m,n) q^n \text{ for } m \in I_k^{(\nu)},$$
$$g_{k,n}^{(\nu)}(z) = q^{-n} + \sum_{m \in Z(\nu)} b_k^{(\nu)}(n,m) q^m \text{ for } n \in J_k^{(\nu)}.$$

With this notation, our principal theorem, proven in Section 4, is as follows.
Theorem 1.1. Let $\Gamma$, $k$, and $\nu$ be as above. For every $m \in I_k^{(\nu)}$ and every $n \in J_k^{(\nu)}$, the coefficients of the forms $f_{k,m}^{(\nu)}(z)$ and $g_{2-k,n}^{(\nu)}(z)$ satisfy

$$a_k^{(\nu)}(m, n) = -b_{2-k}^{(\nu)}(n, m).$$

This theorem includes the coefficient duality results in [1, 21, 29, 32, 33, 35–37, 46] as corollaries. We generalize our duality results in § 5 to forms with different vanishing conditions (see Theorem 5.2), and to forms with poles at other cusps, or (almost equivalently) for the expansions of $f_{k,m}^{(\nu)}$ and $g_{2-k,n}^{(\nu)}$ at other cusps (see Theorem 5.7).

Our proof of Theorem 1.1 shows that coefficient duality in modular grids can be seen as a consequence of Serre duality by means of the modular pairing defined in § 3. Borcherds used a formal version of the pairing, along with Serre duality, to describe the permissible principal parts of weakly holomorphic modular forms in [8], and Bruinier and Funke described the pairing analytically in [14, Proposition 3.5]. The modular pairing can be interpreted as the sum of residues of a meromorphic differential on the modular curve, coming from the product of the two paired forms; since the sum of such residues must be zero, this gives a linear relation on the coefficients of the forms. Borcherds’s work implies coefficient duality within the principal parts of the basis elements, but additional linear algebra and applications of the pairing are required to prove the full statement of duality. This method generalizes Kaneko’s proof in a way that applies equally well to weakly holomorphic modular forms of arbitrary level and multiplier.

Remark. The generality of this theorem relies on the generality of Borcherds’s theorem [8, Theorem 3.1] (see Theorem 3.2), which is written in terms of vector valued modular forms, and so our results here could be easily adapted to that setting. Other generalizations, such as to modular forms with real weight or with multipliers within infinite image, would require an appropriate generalization of Theorem 3.2.

Taking inspiration from Zagier’s proof of duality, we give an algorithm in Section 6 to construct the generating functions which encode the modular grids for spaces of weakly holomorphic forms.

Theorem 1.2. Let $\Gamma$, $k$, and $\nu$ be as above, and let $(f_{k,m}^{(\nu)}(z))_m$ and $(g_{2-k,n}^{(\nu)}(z))_n$ be the row-reduced canonical bases for the spaces $M_k^{(\infty)}(\Gamma, \nu)$ and $\hat{M}_{2-k}^{(\infty)}(\Gamma, \bar{\nu})$. There is an explicit generating function $H_k^{(\nu)}(z, \tau)$ encoding this modular grid; that is, on appropriate regions of $\mathbb{H} \times \mathbb{H}$, the function $H_k^{(\nu)}(z, \tau)$ satisfies the two equalities

$$H_k^{(\nu)}(z, \tau) = \sum_{m \in I_k^{(\nu)}} f_{k,m}^{(\nu)}(z) e^{2\pi i m \tau} \quad \text{and} \quad H_k^{(\nu)}(z, \tau) = -\sum_{n \in J_{2-k}^{(\nu)}} g_{2-k,n}^{(\nu)}(\tau) e^{2\pi i n \tau}.$$

The function $H_k^{(\nu)}(z, \tau)$ is meromorphic on $\mathbb{H} \times \mathbb{H}$ with simple poles when $z = \gamma \tau$ for some $\gamma \in \Gamma$. It is modular in $z$ of weight $k$ with multiplier $\nu$, and modular in $\tau$ of weight $2 - k$ with multiplier $\bar{\nu}$.

Remark. The technique described in the proof of Theorem 1.2 can be used to construct the generating functions given in [1, 2, 5, 21, 29, 32, 35, 46–48], as well as many of the generating functions found in [25] for sequences of modular forms that form canonical bases for appropriate spaces.
New modular grids can also be constructed through various transformations and linear operations on existing modular grids. We describe three such operations in Section 7.

When $M_k(\Gamma, \nu)$ and $S_{2-k}(\Gamma, \nu)$ are both trivial, the generating functions $H_k^{(\nu)}(z, \tau)$ described in Theorem 1.2 exhibit surprising symmetry under some of these linear operations. For example, we show in Theorems 7.3 and 7.4 that, under these conditions, the action by a matrix or trace operation in one variable corresponds with a similar action in the other variable. Letting $|_{k,\nu}T_M$ denote the weight $k$ action of the Hecke operator in the variable $w$, normalized as in (25), we have the following theorem relating the Hecke operators in variables of dual weights.

**Theorem 1.3.** Let $k$ be a positive even integer and $\Gamma \supseteq \Gamma_0(N)$ for some $N \in \mathbb{N}$. Moreover, let $\nu$ be a multiplier which is trivial on $\Gamma_0(N)$, such that $S_k(\Gamma, \nu) = \{0\}$. If $M$ is a positive integer coprime to $N$, then

$$H_{2-k}^{(\nu)}(z, \tau)|_{k,\nu}T_M = H_{2-k}^{(\nu)}(z, \tau)|_{2-k,\nu}T_M.$$  

2 | MODULAR GROUPS AND CUSPS

In this section, we give background on modularity, certain useful generalizations of the metaplectic group, commensurable subgroups, and functions which are modular over these groups. We also describe how the Fourier coefficients of those functions at each cusp may be defined.

2.1 | Modularity and generalizations of the metaplectic group

Following Kohnen [41], for $k \in \mathbb{R}$ we define $\mathfrak{O}_k$ to be the set of pairs $(\gamma, \phi)$, where $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}^+(\mathbb{R})$ and $\phi$ is a holomorphic function on the upper half plane, satisfying $|\phi(z)| = \det(\gamma)^{-k/2}|cz + d|^k$. This set has a group operation given by

$$(\gamma, \phi(z))(\mu, \psi(z)) = (\gamma\mu, \phi(\mu z)\psi(z)), \quad (1)$$

where $\begin{pmatrix} a & b \\ c & d \end{pmatrix} z = \frac{az + b}{cz + d}$. We will be primarily interested in the case $k \in \frac{1}{2}\mathbb{Z}$. Note that if $k = \frac{1}{2}$, $\mathfrak{O}_k$ is an extension of the usual metaplectic group $\text{Mp}_2(\mathbb{R})$, which is defined similarly except that we require $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{R})$ and $\phi(z) = \pm \sqrt{cz + d}$.

Given a function $f : \mathbb{H} \to \mathbb{C}$ and $(\gamma, \phi) \in \mathfrak{O}_k$, the action of the weight $k$ Petersson slash operator is defined by

$$f(z)|_k(\gamma, \phi) = \phi(z)^{-1} f(\gamma z). \quad (2)$$

If $\Gamma$ is any subgroup of $\mathfrak{O}_k$, we say that $f$ is modular of weight $k$ for $\Gamma$ if $f(z)|_k(\gamma, \phi) = f(z)$ for every $(\gamma, \phi) \in \Gamma$.

The subgroups $\Gamma \subseteq \mathfrak{O}_k$ for which there are nonzero functions $f$ which are modular for $\Gamma$ satisfy certain properties purely as algebraic consequences of the group action.

**Proposition 2.1.** Let $\Gamma \subseteq \mathfrak{O}_k$ be a subgroup such that there is a function $f$ that is modular for $\Gamma$ and nonzero at some point $z_0 \in \mathbb{H}$. Then the following are true.
(1) The projection \((γ, φ) → γ\) is a group isomorphism \(Γ \to Γ\) for some group \(Γ \subseteq \text{GL}_2^+(ℝ)\).

(2) For each \(γ ∈ Γ\) defined in part (1), there is a unique \(φ\) such that \((γ, φ) ∈ Γ\).

(3) If \((γ, φ) ∈ Γ\) and \(γ = \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}\) is a scalar matrix, then \(φ = 1\).

Remark. Let \(𝔖_k = \{(γ, φ) ∈ \mathfrak{O}_k : γ \in \text{SL}_2(ℝ)\}\), and let \(ℑ = \{\left(\begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}, 1\right) : a > 0\}\). In light of part (3) of Proposition 2.1, we generally restrict our attention to subgroups \(Γ \subseteq \mathfrak{S}_k \simeq \mathfrak{O}_k/ℑ\). The reason for taking the quotient by only the positive scalar matrices (at least when \(k \in \frac{1}{2} + ℤ\)) will be apparent later as we define multipliers. Often we take advantage of this isomorphism to allow us to write certain matrices (such as the Fricke involution in example 2.1 below) as integer matrices, rather than using square roots or fractions.

Proof.

(1) Note that the definition of the group law implies that the projection \((γ, φ) → γ\) is a group homomorphism to \(\text{GL}_2^+(ℝ)\). The projection is clearly surjective onto its image. Thus, to complete the proof of part (1), it suffices to prove part (2).

(2) Suppose \((γ, φ), (γ, ψ) ∈ Γ\). Then \((γ, ψ(z))^{-1} = (γ^{-1}, ψ(γz)^{-1})\), and so

\((γ, φ(z))(γ, ψ(z))^{-1} = (I, φ(γz)ψ(γz)^{-1})\).

Thus, in order to show \(φ = ψ\), it suffices to prove part (3).

(3) Suppose \((γ, φ) ∈ Γ\) with \(γ = \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}\) for some \(a ∈ ℝ\). By the definition of \(\mathfrak{O}_k\), we have that \(φ\) is a holomorphic function with \(|φ(𝑧)| = 1\), and is therefore constant. If \(f : ℍ → ℂ\) is modular for \(Γ\), and \(f(z_0) \neq 0\), then

\(φ(z_0)^{-1}f(z_0) = φ(z_0)^{-1}f(γz_0) = f|_{k}(γ, φ)(z_0) = f(z_0)\).

Therefore \(φ(z_0) = 1\).

Given \(γ = \begin{pmatrix} a & b \\ c & d \end{pmatrix} ∈ \text{GL}_2^+(ℝ)\), let

\(j(γ, z) = \text{det}(γ)^{-1/2}(cz + d)\).

If \(k \in \frac{1}{2} ℤ\), then part (2) of Proposition 2.1, along with the fact that \(|φ(𝑧)| = |j(γ, z)|\), implies that any such \(Γ\) is of the form \(\{(γ, υ(γ))j(γ, z)^k : γ ∈ Γ\}\) for some \(Γ \subseteq \text{GL}_2^+(ℝ)\) and some well-defined map \(υ : Γ → S^1\), where \(S^1\) is the complex unit circle. Here we take the principal branch of the square root when \(k \in \frac{1}{2} + ℤ\).

Definition 2.2. Suppose \(Γ\) is a discrete subgroup of \(\text{GL}_2^+(ℝ)\) and \(k \in \frac{1}{2} ℤ\). If \(υ : Γ → S^1\) is a function such that \(\{(γ, υ(γ))j(γ, z)^k : γ ∈ Γ\}\) is a subgroup of \(\mathfrak{O}_k\), and

\[υ(γ) = \begin{cases} 1 & \text{if } a > 0 \\ (-i)^{2k} & \text{if } a < 0, \end{cases}\]
for all scalar matrices \( \gamma = \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix} \in \Gamma \), then we say that \( \nu \) is a \textit{consistent weight} \( k \) \textit{multiplier} (see [34, Section 2.6]). If the image of \( \nu \) is finite, we say that \( \nu \) is a \textit{finite multiplier}.

**Proposition 2.3.** Let \( \Gamma \) be a discrete subgroup of \( \text{GL}_2^+(\mathbb{R}) \), \( k \in \frac{1}{2} \mathbb{Z} \), and \( \nu \) a consistent weight \( k \) multiplier. Then the following are true.

1. If \( \gamma \in \Gamma \) is a scalar matrix, then \( \nu(\gamma) j(\gamma, z)^k = 1 \).
2. If \( \gamma, \mu \in \Gamma \), then \( \nu(\gamma \mu) = \pm \nu(\gamma) \nu(\mu) \), where the sign is determined by (1). If \( k \in \mathbb{Z} \), then the sign is positive, so \( \nu \) is a character.
3. If \( k' \in \mathbb{Z} \), then \( \nu \) is also a consistent weight \( k + k' \) multiplier.
4. The function \( \overline{\nu} \) is a consistent weight \( -k \) multiplier and thus a weight \( 2 - k \) multiplier.

**Proof.** Part (1) is a basic calculation using that \( j(\gamma, z) = \text{sgn}(a) \) when \( \gamma = \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix} \). The last three parts are simple consequences of the group law (1). \( \square \)

In the remainder of this paper, we will generally describe modularity in terms of a subgroup \( \Gamma \in \text{GL}_2^+(\mathbb{Z}) \) and a multiplier \( \nu \), rather than in terms of a subgroup \( \mathcal{H} \subseteq \mathfrak{H}_k \). Given a function \( f : \mathbb{H} \rightarrow \mathbb{C} \), the action of the weight \( k \) Petersson slash operator for an element \( \gamma \in \text{GL}_2^+(\mathbb{R}) \) is given by

\[
f(z)|_k \gamma = j(\gamma, z)^{-k} f(\gamma z).
\]

If \( \nu \) is a consistent weight \( k \) multiplier for some group \( \Gamma \), then we define

\[
f(z)|_{k, \nu} \gamma = \nu(\gamma)^{-1} j(\gamma, z)^{-k} f(\gamma z).
\]

We say \( f \) is modular of weight \( k \) for \( \Gamma \) with multiplier \( \nu \) if \( f(z)|_{k, \nu} \gamma = f(z) \) for every \( \gamma \in \Gamma \).

**Example.** Let \( N \in \mathbb{N} \), and let \( \Gamma_0^+(N) \) be the group generated by \( \Gamma_0(N) \) and the Fricke involution \( w_N = \begin{pmatrix} 0 & -1 \\ N & 0 \end{pmatrix} \). If \( k \in \frac{1}{2} \mathbb{Z} \) and \( \nu \) is any consistent weight \( k \) multiplier for \( \Gamma_0^+(N) \), then there are only two possibilities for \( \nu(w_N) \). Using (1) to square the element \( (w_N, \nu(w_N) N^{-k/2}(Nz)^k) \), we find that

\[
\nu(w_N)^2 = \nu(-NI) = \nu(-I) = (-i)^{2k},
\]

where \( I \) is the identity matrix. Hence, \( \nu(w_N) = \pm (-i)^k \). In particular, we conclude that if a function \( f \) is modular for \( \Gamma_0^+(N) \) and is also an eigenfunction for the Fricke involution, then it has one of two possible eigenvalues, which are determined by the weight.

For instance, the group \( \Gamma_0^+(4) \) is generated by the matrices \( \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \), \( \begin{pmatrix} 1 & 0 \\ 4 & 1 \end{pmatrix} \), \(-I\) and \( w_4 \). The standard theta function \( \theta(z) = \sum_{n \in \mathbb{Z}} q^{n^2} \) is modular of weight 1/2 for \( \Gamma_0^+(4) \) with a multiplier \( \nu \) which is trivial on \( \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \) and \( \begin{pmatrix} 1 & 0 \\ 4 & 1 \end{pmatrix} \), while \( \nu(-I) = -i \) and \( \nu(w_4) = \sqrt{-i} \).
2.2 Commensurable subgroups

Let $G$ and $H$ be subgroups of a group $K$. We say that $G$ is commensurable with $H$ if

$$[G : G \cap H] < \infty \text{ and } [H : G \cap H] < \infty.$$ 

In this paper, we are interested in groups $\Gamma \subseteq \text{SL}_2(\mathbb{R})$ that are commensurable with $\text{SL}_2(\mathbb{Z})$. For the remainder of this paper, we will simply refer to such groups as commensurable subgroups.

Borel showed that every commensurable subgroup $\Gamma$ is contained in a maximal commensurable subgroup of a very specific shape.

Theorem 2.4 [9, Proposition 4.4 (iii)]. Let $\Gamma$ be a commensurable subgroup. Then $\Gamma$ is conjugate to a subgroup of $\Gamma^*_0(N)$ for some square-free integer $N$. Here $\Gamma^*_0(N)$ is the group generated by $\Gamma_0(N)$ and all the Atkin–Lehner involutions $w_d$ with $d$ dividing $N$.

Remark. The choice of a square-free $N$ in Theorem 2.4 for a group $\Gamma$ is not necessarily unique; for instance, $\Gamma_0(p)$ is contained in both $\Gamma^*_0(p)$ and $\text{SL}_2(\mathbb{Z})$. Additionally, if $\Gamma$ is a congruence subgroup, then $N$ will always divide the level of $\Gamma$, but we may not always be able to take it to be the largest square-free divisor of the level; for instance, $\Gamma = \langle \Gamma_0(p^2), w_{p^2} \rangle$ is contained in $(\Gamma_0(p))^{-1}$ but not in any conjugate of $\Gamma^*_0(p)$.

Given a commensurable subgroup $\Gamma$, the modular curve $Y(\Gamma)$ is defined by $Y(\Gamma) = \Gamma \backslash \mathbb{H}$. The compactified modular curve $X(\Gamma)$ is a compact Riemann surface obtained by adding a finite collection of points $\Omega(\Gamma)$, the cusps of $\Gamma$, to $Y(\Gamma)$. Let $\mathbb{Q}^* = \mathbb{Q} \cup \{\infty\}$ and $\mathbb{H}^* = \mathbb{H} \cup \mathbb{Q}^*$. We define

$$X(\Gamma) = \Gamma \backslash \mathbb{H}^* \quad \text{and} \quad \Omega(\Gamma) = \Gamma \backslash \mathbb{Q}^*.$$ 

Thus $X(\Gamma) = Y(\Gamma) \cup \Omega(\Gamma)$.

Fix $\hat{\Gamma}$ a maximal commensurable subgroup over $\Gamma$; there is a rational map from $X(\Gamma)$ to $X(\hat{\Gamma})$ given by $\Gamma z \mapsto \hat{\Gamma} z$. Since $\hat{\Gamma}$ is conjugate to $\Gamma^*_0(N)$ with $N$ square-free, $X(\hat{\Gamma})$ has exactly one cusp. Therefore, given any cusp $\rho$ of $\Gamma$, there is some $\gamma_{\rho} \in \hat{\Gamma}$ so that $\gamma_{\rho} \infty = \rho$. As a notational convenience, for each $\rho \in \Omega(\Gamma)$, we fix $\gamma_{\rho} \in \hat{\Gamma}$ with $\gamma_{\rho} \infty = \rho$.

2.3 Expansions at cusps

Let $\Gamma$ be a commensurable subgroup contained in a maximal commensurable subgroup $\hat{\Gamma}$. Let $k$ be an integer or half integer, and let $\nu$ be a consistent finite weight $k$ multiplier for $\Gamma$. The group $\Gamma$ contains a maximal subgroup $\Gamma_\infty$ of upper triangular matrices. Since $\Gamma$ is commensurable with $\text{SL}_2(\mathbb{Z})$, the intersection $\Gamma \cap \text{SL}_2(\mathbb{Z})$ is of finite index in $\Gamma$. Therefore, given an upper triangular matrix $\gamma \in \Gamma_\infty$, we must have $\gamma^n \in \Gamma \cap \text{SL}_2(\mathbb{Z})$ for some integer $n$. This forces the diagonal entries to be real roots of unity, and we conclude that every element of $\Gamma_\infty$ is of the form $\pm \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix}$.

Thus $\Gamma_\infty$ is a finitely generated abelian subgroup of $\text{SL}_2(\mathbb{R})$ of rank 1. But as $\Gamma_\infty$ is discrete, the homomorphism $\phi : \Gamma_\infty \to \mathbb{Q}$ given by $\phi : \pm \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \mapsto r$ satisfies $\phi(\Gamma_\infty) = w\mathbb{Z}$ for some positive rational number $w$. We set $w(\nu) = w$, and say $w(\nu)$ is the width of the cusp $\infty$. Fix $T_{\Gamma} \in \phi^{-1}(w)$,
so \( T_{Γ} = \pm \begin{pmatrix} 1 & w \\ 0 & 1 \end{pmatrix} \); for simplicity, we choose \( T_{Γ} \) to be \( \begin{pmatrix} 1 & w \\ 0 & 1 \end{pmatrix} \) where possible. Since the image of \( ν \) is finite, \( ν(T_{Γ}) = e^{2πi \xi} \) for some rational \( \xi \). In consequence, if \( f \) is holomorphic on \( \mathbb{H} \) and is modular for \( Γ \) and \( ν \) of weight \( k \), then \( f \) satisfies

\[
\begin{align*}
\left. f(z) \right|_{k,ν,T_{Γ}} &= \begin{cases}
  e^{-2πi \xi} f(z + w) = f(z) & \text{if } T_{Γ} = \begin{pmatrix} 1 & w \\ 0 & 1 \end{pmatrix}, \\
  e^{-2πi \xi} i^{-2k} f(z + w) = f(z) & \text{if } T_{Γ} = \begin{pmatrix} -1 & -w \\ 0 & -1 \end{pmatrix}.
\end{cases}
\end{align*}
\]

Define \( ζ = ζ(ν) \) to be the rational number satisfying \( 0 ≤ ζ < 1 \) such that for any \( f \) that is holomorphic on \( \mathbb{H} \) and modular of weight \( k \) for \( Γ \) and \( ν \), we have

\[
f(z + w) = e^{2πi ζ} f(z),
\]

so that \( f(z) \) has a Fourier expansion of the form

\[
f(z) = \sum_{n \in \mathbb{Z}} a(n) q^{n + ζ}.
\]

It follows that \( ζ \equiv ζ + k/2 \pmod{1} \). When \( T_{Γ} = \begin{pmatrix} -1 & -w \\ 0 & -1 \end{pmatrix} \), the matrix \( \begin{pmatrix} 1 & w \\ 0 & 1 \end{pmatrix} \) and the negative identity matrix are not in the group \( Γ \), and we say that \( \infty \) is an irregular cusp, as seen in [20, pp. 74–75 and errata].

We can rewrite the summation of the exponents in terms of a congruence condition as follows. If \( ζ = \frac{s}{t} \) in lowest terms, so that \( s = s(ν) \) and \( t = t(ν) \) are coprime integers with \( t > 0 \), then we define the set

\[
\mathbb{Z}(ν) = \left\{ \frac{m}{wt} : m \in \mathbb{Z}, m \equiv s \pmod{t} \right\}
\]

so that

\[
f(z) = \sum_{n \in \mathbb{Z}(ν)} a(n) q^n.
\]

We refer to (5) as the Fourier expansion of \( f \) at the cusp \( \infty \); note that the difference between adjacent elements in \( \mathbb{Z}(ν) \) is the width \( w \). Since \( ν(T_{Γ}) = e^{-2πi ζ} \), we deduce that \( \mathbb{Z}(ν) = -\mathbb{Z}(ν) \).

We can also expand \( f \) about any other cusp; however, the expansion may not be canonical. If \( α \in \hat{Γ} \) and \( f \) is as above, then the function \( f^{α}(z) = f(z)|_{k} α \) is modular for the group

\[
Γ^{α} = α^{-1} Γ α
\]

with multiplier \( ν^{α} \) defined so that \( ν^{α}(α^{-1} γ α) = ν(γ) \). We note in passing that \( (ν^{α})^{β} = ν^{α β} \). Since \( Γ^{α} \) is still commensurable and \( ν^{α} \) has finite image, we have that \( f^{α}(z) \) has a Fourier expansion of the form

\[
f^{α}(z) = \sum_{n \in \mathbb{Z}(ν^{α})} a^{α}(n) q^n.
\]
This is an expansion of $f$ about the cusp $\alpha \infty$. If $\beta \in \hat{\Gamma}$ is any other choice of matrix with $\alpha \infty = \beta \infty$, then $\alpha = \mu \beta T$ for some $\mu \in \Gamma$ and some $T \in \hat{\Gamma}$ an upper triangular matrix. Thus

$$f^\alpha = \nu(\mu) f^\beta \big|_{\frac{k}{T}}.$$

Since $T \in \hat{\Gamma}$, which is a commensurable subgroup, $T$ must have the form $\pm \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix}$ with $r$ rational, and so the action of the slash operator simply sends $z \mapsto z + r$ and $q^n \mapsto e^{2\pi i r/n} q^n$. In particular, the indexing set $\mathbb{Z}(\nu^\alpha)$ depends only on the cusp $\alpha \infty$, and not the specific choice of $\alpha$.

We therefore define

$$\mathbb{Z}_\rho(\nu) = \mathbb{Z}(\nu^{\gamma_\rho}).$$

We also define $w_\rho = w(\nu^{\gamma_\rho})$, and say $w_\rho$ is the width of the cusp $\rho$; by definition, $w_\rho$ is the unique positive rational number $w$ such that $\phi(\Gamma^{\gamma_\rho})$ is generated by $w$. These definitions are independent of our choice of $\gamma_\rho \in \hat{\Gamma}$, but they do depend on $\hat{\Gamma}$. For instance, if $\Gamma = \Gamma_0(p)$ for some prime $p$, then we may choose $\hat{\Gamma}$ to be $\text{SL}_2(\mathbb{Z})$ or $\Gamma_0^*(p)$. In the former case, $w_0 = p$, and we may take $\gamma_0 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$. In the latter case, $w_0 = 1$, and we may take $\gamma_0$ to be the Fricke involution $\gamma_0 = \begin{pmatrix} 0 & -1 \\ p & 0 \end{pmatrix}$.

The lemma below follows immediately from the discussion above.

**Lemma 2.5.** Suppose $f(z)$ is weakly holomorphic and modular for $\Gamma$ and $\nu$ of some weight, and assume the notation of (7). If $\alpha, \beta \in \hat{\Gamma}$ with $\alpha \infty = \beta \infty$, then $\alpha = \mu \beta T$ for some $\mu \in \Gamma$ and some $T = \pm \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \in \hat{\Gamma}$. Moreover, for all $n \in \mathbb{Z}_\rho(\nu)$, we have

$$a_\alpha(n) = \nu(\mu) e^{2\pi i r n} a_\beta(n).$$

Thus, although the indexing set $\mathbb{Z}_\rho(\nu)$ depends only on the cusp $\rho$, the coefficients $a_\alpha(n)$ and $a_\beta(n)$ may differ by roots of unity.

### 3 The Modular Pairing

Bruinier and Funke [14, Equation (3.9)] defined a pairing between real-analytic modular forms of dual weights and conjugate multipliers in terms of the Petersson inner product. If the singularities of the two forms are of meromorphic type, then [14, Proposition 3.5] shows that the pairing is the sum of residues of the product of the two forms (including the residues at the cusps). For instance, if $f \in M_k^!(\Gamma, \nu)$ and $g \in M_{2-k}^!(\Gamma, \overline{\nu})$ have Fourier expansions of the form

$$f^\lambda(z) = \sum_{n \in \mathbb{Z}_{\lambda \infty}(\nu)} a^\lambda(n) q^n \quad \text{and} \quad g^\lambda(z) = \sum_{m \in \mathbb{Z}_{2-k}(\nu)} b^\lambda(m) q^m,$$

for $\lambda \in \hat{\Gamma}$, then the pairing $\{f, g\}_\Gamma$ is given as a sum over the set of cusps $\Omega(\Gamma)$ by

$$\{f, g\}_\Gamma = \sum_{\rho \in \Omega(\Gamma)} \frac{w_\rho}{w} \sum_{\ell \in \mathbb{Q}} a^{\ell \rho}(\ell) b^{\ell \rho}(-\ell),$$
where \( \hat{w} \) is the width of the (unique) cusp of \( \hat{\Gamma} \). By Lemma 2.5, \( \{f, g\}_\Gamma \) is independent of our choice of \( \gamma_\rho \); in Bruinier’s and Funke’s work, \( \{f, g\}_\Gamma \) is also independent of our choice of \( \hat{\Gamma} \). The form \( f \cdot g \) is a weight 2 modular form for \( \Gamma \) with trivial multiplier, and therefore defines a meromorphic differential on \( X(\Gamma) \). It is well known that the sum of residues of a meromorphic differential on a compact Riemann surface is 0, and so we have the following theorem.

**Theorem 3.1** (See Proposition 3.5 of [14] and the observation following the proof). Let \( \Gamma \) be a commensurable subgroup, let \( k \in \frac{1}{2} \mathbb{Z} \), and let \( \nu \) be any consistent finite weight \( k \) multiplier for \( \Gamma \).

Suppose \( f \in M^!_{k}(\Gamma, \nu) \) and \( g \in M^!_{2-k}(\Gamma, \nu) \). Then

\[
\{f, g\}_\Gamma = 0.
\]

If \( g \) is made to range over all holomorphic modular forms in \( M^!_{2-k}(\Gamma, \nu) \), this theorem constrains the possible principal parts that \( f \) may have at cusps. The Bruinier–Funke pairing is essentially an analytic interpretation of a formal pairing defined earlier by Borcherds [8]. Using Serre duality and this formal version of the pairing, Borcherds proved that these constraints, including the implied constraints given by (7), are the only constraints on the principal parts (see Theorem 3.2).

Suppose \( \Gamma, \hat{\Gamma} \), and \( \nu \) are as above, with \( w \) and \( t \) as in (4). Let \( C((q))_\nu \) denote the subspace of the field of formal Laurent series \( C((q^{\frac{1}{w}})) \) consisting of elements \( h(q) \) of the form

\[
h(q) = \sum_{n \in \mathbb{Z}(\nu)} a(n)q^n,
\]

and let

\[
C((q))_{\hat{\Gamma}, \nu} = \prod_{\lambda \in \hat{\Gamma}} C((q))_{\nu, \lambda},
\]

where the direct product is restricted as follows: If \( h = (h_\lambda)_{\lambda \in \hat{\Gamma}} \in C((q))_{\hat{\Gamma}, \nu} \) with

\[
h_\lambda(q) = \sum_{n \in \mathbb{Z}(\nu)} a_\lambda(n)q^n,
\]

then whenever \( \lambda = \pm \mu \lambda' \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \) with \( \mu \in \Gamma \) and \( r \in \mathbb{Q} \), we have \( a_\lambda(n) = \nu(\mu)e^{2\pi i r n} a_{\lambda'}(n) \). This implies that \( h \) is uniquely determined by a set of components corresponding to any complete set of coset representatives of \( \Gamma \backslash \hat{\Gamma}/\hat{\Gamma}_\infty \), which is finite. We regard \( C((q))_{\hat{\Gamma}, \nu} \) as a formal space of “candidate” weakly holomorphic modular forms. By Lemma 2.5, if \( f \in M^!_{k}(\Gamma, \nu) \), then the modular form \( f \) has an image in this space given by \( f \mapsto (f_\lambda)_{\lambda \in \hat{\Gamma}} \in C((q))_{\hat{\Gamma}, \nu} \), and we view \( M^!_{k}(\Gamma, \nu) \) as a subspace of \( C((q))_{\hat{\Gamma}, \nu} \) via this embedding. Theorem 3.2 enables us to construct weakly holomorphic modular forms by performing linear algebra on series in \( C((q))_{\hat{\Gamma}, \nu} \).

Following Borcherds, we define the formal pairing \( \{ , \}_\Gamma : C((q))_{\hat{\Gamma}, \nu} \times C((q))_{\hat{\Gamma}, \nu} \rightarrow \mathbb{C} \) by

\[
\{f^{(\lambda)}, g^{(\lambda)}\}_\Gamma = \sum_{\lambda \in \Gamma \backslash \hat{\Gamma}} \sum_{\epsilon \in \mathbb{Z}(\nu)_{\lambda, \infty}} a^{(\lambda)}(\epsilon) b^{\lambda}(\epsilon) = \sum_{\rho \in \Omega(\Gamma)} \frac{w_{\rho}}{\hat{w}} \sum_{\rho' \epsilon \in Q} a^{(\rho)}(\epsilon) b^{\rho}(\epsilon),
\]

(8)
where
\[ f^\lambda(q) = \sum_{n \in \mathbb{Z}^{(\nu)}_{\lambda \infty}} a^\lambda(n)q^n \] and
\[ g^\lambda(q) = \sum_{m \in \mathbb{Z}^{(\nu)}_{\lambda \infty}} b^\lambda(m)q^m. \]

Note that the ratio \( \frac{w_\rho}{\hat{w}} \) in the right-hand side of (8) appears as we change the set of summation from \( \Gamma \backslash \hat{\Gamma} \) to \( \Omega(\Gamma) \cong \Gamma \backslash \hat{\Gamma} / \hat{\Gamma}_{\infty} \). If \( \lambda \) is any element of \( \hat{\Gamma} \) with \( \lambda_{\infty} = \rho \), then \( \frac{w_\rho}{\hat{w}} \) is the number of cosets of \( \Gamma \backslash \hat{\Gamma} \) contained in \( \Gamma \lambda \backslash \hat{\Gamma}_{\infty} \).

Naturally, Borcherds’s formal pairing depends on \( \hat{\Gamma} \), but it remains independent of our choice of \( \gamma_\rho \). Borcherds proved a vector valued version of the following theorem about this pairing.

**Theorem 3.2** (see Theorem 3.1 of [8]). Let \( \Gamma \) be a commensurable subgroup, and let \( \hat{\Gamma} \) be a maximal commensurable subgroup containing \( \Gamma \). Let \( k \in \frac{1}{2} \mathbb{Z} \), and let \( \nu \) be any consistent finite weight \( k \) multiplier. Suppose \( \mathbf{f} = (f^\lambda)_{\lambda \in \hat{\Gamma}, (\nu)} \). Then the following are equivalent.

1. For every holomorphic modular form \( g \in M_{2-k}(\Gamma, \nu) \), we have \( \{f, g\}_{\hat{\Gamma}, (\nu)} = 0 \).
2. There exists \( f \in M^!_{k}(\Gamma, \nu) \) such that for each \( \lambda \in \hat{\Gamma} \), we have \( f^\lambda = f + o(1) \).

**Proof.** This is the one-dimensional version of Theorem 3.1 of [8]. Here the multiplier \( \nu \) is the product of the one-dimensional representation \( \rho \) and the sign of \( (\sqrt{cz+d})^{2k} \) arising from the action of an element of the metaplectic group. The condition that \( \nu \) is finite is equivalent to the condition that \( \rho \) factors through a finite quotient of \( \Gamma \). \( \Box \)

A version of this theorem also follows readily from Bruinier’s and Funke’s original work, by applying the pairing to the holomorphic parts of Maass–Poincaré series. Borcherds’s proof relies on Serre duality and avoids harmonic Maass forms and Maass–Poincaré series entirely. His method can therefore be applied to circumstances, such as weight 1, where the convergence of the Maass–Poincaré series is less straightforward.

### 4 | ROW-REDUCED CANONICAL BASES

Let \( I \) and \( J \) be sets of rational numbers, and let \((f_m)_m\) and \((g_n)_n\) be sequences of weakly holomorphic modular forms indexed by \( I \) and \( J \). We say that \((f_m, g_n)_{m,n}\) is a **modular grid** if the following conditions hold.

- For each \( m \in I \), we may write
  \[ f_m(z) = R_m(q) + \sum_{n \in J} a(m, n)q^n, \]
  where \( R_m(q) \) is a Laurent polynomial in rational powers of \( q \).
- For each \( n \in J \), we may write
  \[ g_n(z) = S_n(q) + \sum_{m \in I} b(n, m)q^m, \]
  where \( S_n(q) \) is a Laurent polynomial in rational powers of \( q \).
- For each \( m \in I \) and each \( n \in J \), we have \( a(m, n) = -b(n, m) \).
In some examples, the finite Laurent polynomials \( R_m(q) \) and \( S_n(q) \) are the principal parts of the weakly holomorphic modular forms, but this does not have to be the case. We do not require that \( I \) and \( J \) consist of nonnegative indices in this general setting.

Thus, two sequences of weakly holomorphic modular forms constitute a modular grid if for almost all \( m \) and \( n \), the \( n \)th coefficient of the \( m \)th form in one sequence is the negative of the \( m \)th coefficient of the \( n \)th form in the other sequence. If \( (f_m, g_n) \) is a nonzero modular grid indexed by \( I \) and \( J \), then \( I \) and \( J \) are necessarily infinite, since no nonconstant modular form has a finitely supported Fourier expansion.

In this section we construct row-reduced canonical bases for spaces of weakly holomorphic modular forms and use the modular pairing to prove Theorem 1.1, thereby verifying that these bases form a modular grid. We begin by establishing row-reduced canonical bases \((F_k^{(\nu)})_{m \in \tilde{I}_k^{(\nu)}}\) and \((G_k^{(\nu)})_{m \in \tilde{J}_k^{(\nu)}}\) for the space of holomorphic forms \( M_k(\Gamma, \nu) \) and the space of cusp forms \( S_k(\Gamma, \nu) \), respectively. The indexing sets \( \tilde{I}_k^{(\nu)} \) and \( \tilde{J}_k^{(\nu)} \) for these bases are then used to define indexing sets \( I_k^{(\nu)} \) and \( J_k^{(\nu)} \) for \( f_k^{(\nu)} \) and \( g_k^{(\nu)} \), respectively. We construct the principal parts of \( f_{k,m}^{(\nu)} \) and \( g_{k,m}^{(\nu)} \) as elements of \( \mathbb{C}((q)) \Gamma, \nu \), in terms of the coefficients of \( F_k^{(\nu)} \) and \( G_k^{(\nu)} \). With these definitions in hand, we apply Theorem 3.2 together with some careful linear algebra to prove that these principal parts correspond to weakly holomorphic modular forms (Lemma 4.1). From here, it is easy to verify that these forms give canonical bases (Proposition 4.2). We conclude Section 4 by proving Theorem 1.1.

4.1 Construction of bases

The spaces \( M_k(\Gamma, \nu) \) and \( S_k(\Gamma, \nu) \) have finite dimension, and so each has a basis of forms whose Fourier expansions at \( \infty \) are in reduced echelon form. We denote these bases by

\[
F_k^{(\nu)} (z) = q^m + \sum_{\substack{n \in \mathbb{Z}^{(\nu)} \\ m < n \notin \tilde{I}_k^{(\nu)}}} A_k^{(\nu)}(m, n)q^n \quad \text{for} \quad m \in \tilde{I}_k^{(\nu)},
\]

\[
G_k^{(\nu)} (z) = q^n + \sum_{\substack{m \in \mathbb{Z}^{(\nu)} \\ n < m \notin \tilde{J}_k^{(\nu)}}} B_k^{(\nu)}(n, m)q^m \quad \text{for} \quad n \in \tilde{J}_k^{(\nu)}.
\]

Here, the finite sets of indices \( \tilde{I}_k^{(\nu)} \subseteq \mathbb{Z}^{(\nu)}_{\geq 0} \) and \( \tilde{J}_k^{(\nu)} \subseteq \mathbb{Z}^{(\nu)}_{> 0} \) are defined implicitly to be the indices of the reduced bases. Note that if \( k < 0 \), then \( \tilde{I}_k^{(\nu)} \) and \( \tilde{J}_k^{(\nu)} \) are empty. Note also that the set of \( G_k^{(\nu)} \) may not be a subset of the set of \( F_k^{(\nu)} \), if there are multiple cusps and thus multiple forms in the Eisenstein subspace of \( M_k(\Gamma, \nu) \).

Define the indexing sets \( I_k^{(\nu)} \) and \( J_k^{(\nu)} \) for \((f_{k,m}^{(\nu)})_m\) and \((g_{k,n}^{(\nu)})_n\) by the disjoint unions

\[
I_k^{(\nu)} \sqcup J_k^{(\nu)} = \mathbb{Z}^{(\nu)}_{\geq 0} \sqcup (-\tilde{I}_k^{(\nu)}), \quad \text{and} \quad J_k^{(\nu)} \sqcup I_k^{(\nu)} = \mathbb{Z}^{(\nu)}_{> 0} \sqcup (-\tilde{J}_k^{(\nu)}).
\]

These indexing sets partition \( \mathbb{Z}^{(\nu)} \) so that

\[
(-I_k^{(\nu)}) \sqcup J_k^{(\nu)} = \mathbb{Z}^{(\nu)} = I_k^{(\nu)} \sqcup (-J_k^{(\nu)}).
\]
While \( \tilde{I}^{(\nu)}_k \) and \( \tilde{J}^{(\nu)}_k \) index the bases \( F^{(\nu)}_{k,m} \) and \( G^{(\nu)}_{k,n} \) for the spaces of holomorphic modular forms and cusp forms by the orders of their zeros at \( \infty \), the \( I^{(\nu)}_k \) and \( J^{(\nu)}_k \) will be indexing sets for the orders of the poles at \( \infty \) of the canonical bases for spaces of weakly holomorphic forms. We set \( f^{(\nu)}_{k,m} = F^{(\nu)}_{k,-m} \) for \( -m \in \tilde{I}^{(\nu)}_k \), and set \( g^{(\nu)}_{k,n} = G^{(\nu)}_{k,-n} \) for \( -n \in \tilde{J}^{(\nu)}_k \).

In order to define the remaining forms \( f^{(\nu)}_{k,m} \) and \( g^{(\nu)}_{k,n} \), we begin by constructing their principal parts as elements of \( \mathbb{C}((q)) \tilde{\Gamma}, \nu \). Theorem 3.2 will then guarantee the existence of the forms \( f^{(\nu)}_{k,m} \) and \( g^{(\nu)}_{k,n} \) themselves. For \( m \in -\mathbb{Z}(\nu) \), let \( q^{(\nu)}_{k,m} = (q^{(\nu)}_{k,m})_\lambda \in \mathbb{C}((q)) \tilde{\Gamma}, \nu \) be given by

\[
q^{(\nu)}_{k,m}(q) = \begin{cases} 
\nu(\mu) e^{-2\pi i rm} q^{-m} & \text{if } \lambda = \pm \mu \left( \begin{array}{c} 1 \\ r \\ 0 \end{array} \right) \text{ with } \mu \in \Gamma \text{ and } r \in \mathbb{Q}, \\
0 & \text{otherwise.}
\end{cases}
\]

For \( m \in I^{(\nu)}_k \) and \( m > 0 \), we define \( f^{(\nu)}_{k,m} = q^{(\nu)}_{k,m} - \bar{f}^{(\nu)}_{k,m} \) where \( \bar{f}^{(\nu)}_{k,m} = (f^{(\nu)}_{k,m})_\lambda \in \mathbb{C}((q)) \tilde{\Gamma}, \nu \) is given by

\[
f^{(\nu)}_{k,m}(q) = \sum_{n \in \tilde{J}^{(\nu)}_{2-k}} B^{(\nu)}_{2-k}(n, m) q^{-n},
\]

\[
f^{(\nu)}_{k,m}(q) = \begin{cases} 
\nu(\mu) f^{(\nu)}_{k,m}(e^{2\pi i r q}) & \text{if } \lambda = \pm \mu \left( \begin{array}{c} 1 \\ r \\ 0 \end{array} \right) \text{ with } \mu \in \Gamma \text{ and } r \in \mathbb{Q}, \\
0 & \text{otherwise.}
\end{cases}
\]

Similarly, for \( n \in J^{(\nu)}_k \) and \( n \geq 0 \), we define \( g^{(\nu)}_{k,n} = q^{(\nu)}_{k,n} - \bar{g}^{(\nu)}_{k,n} \) where \( \bar{g}^{(\nu)}_{k,n} = (g^{(\nu)}_{k,n})_\lambda \in \mathbb{C}((q)) \tilde{\Gamma}, \nu \) is given by

\[
g^{(\nu)}_{k,n}(q) = \sum_{m \in \tilde{I}^{(\nu)}_{2-k}} A^{(\nu)}_{2-k}(m, n) q^{-m},
\]

\[
g^{(\nu)}_{k,n}(q) = \begin{cases} 
\nu(\mu) g^{(\nu)}_{k,n}(e^{2\pi i r q}) & \text{if } \lambda = \pm \mu \left( \begin{array}{c} 1 \\ r \\ 0 \end{array} \right) \text{ with } \mu \in \Gamma \text{ and } r \in \mathbb{Q}, \\
0 & \text{otherwise.}
\end{cases}
\]

We now consider the constant terms for \( f^{(\nu)}_{k,m} \) at the cusps of \( \Gamma \) more closely. Let \( C^{(\nu)}_{\Gamma, \nu} \) be the subspace of \( \mathbb{C}((q)) \tilde{\Gamma}, \nu \) whose components are constants. Each element of this subspace represents a “candidate” for the collection of constant terms in the Fourier expansions of a modular form at each cusp. If \( \gamma \in \tilde{\Gamma} \) and \( 0 \notin \mathbb{Z}(\nu) \gamma \infty \), then \( f^{(\nu)}_{k,m} \) must vanish at \( \gamma \infty \); likewise, every series in \( \mathbb{C}((q)) \tilde{\Gamma}, \nu \) vanishes at \( \gamma \infty \).

**Lemma 4.1.** Fix \( m > 0 \) in \( I^{(\nu)}_k \) and \( n \geq 0 \) in \( J^{(\nu)}_k \). There exists \( x \in C^{(\nu)}_{\Gamma, \nu} \) such that for each \( h \in M_{2-k}(\Gamma, \tilde{\nu}) \), we have

\[
\left\{ f^{(\nu)}_{k,m} + x, h \right\}_{\Gamma} = 0 \quad \text{and} \quad \left\{ g^{(\nu)}_{k,n}, h \right\}_{\Gamma} = 0.
\]
Proof. We first prove the claim for \( f^{(\nu)}_{k,m} \). As the modular pairing is bilinear, it suffices to prove the claim for \( h \) in a spanning set for \( M_{2-k}(\Gamma, \overline{\nu}) \).

We know that

\[
M_{2-k}(\Gamma, \overline{\nu}) = S_{2-k}(\Gamma, \overline{\nu}) \oplus \mathcal{E}_{2-k}(\Gamma, \overline{\nu}),
\]

where the Eisenstein subspace \( \mathcal{E}_{2-k}(\Gamma, \overline{\nu}) \) is the subspace of \( M_k(\Gamma, \nu) \) which is orthogonal to \( S_k(\Gamma, \nu) \) with respect to the Petersson inner product. Although the forms in \( S_k(\Gamma, \nu) \) vanish at every cusp, the Eisenstein component of a modular form in \( M_k(\Gamma, \nu) \) captures the behavior of the form at the cusps, and is uniquely determined by the constant terms at each cusp. Using the modular pairing, it is straightforward to verify that

\[
\dim C_{\nu, \overline{\nu}} = \dim \mathcal{E}_k(\Gamma, \nu) + \dim \mathcal{E}_{2-k}(\Gamma, \overline{\nu}).
\]

Therefore, if \( \epsilon = \dim \mathcal{E}_{2-k}(\Gamma, \overline{\nu}) \) and \( (E_j)_{1 \leq j \leq \epsilon} \) is any basis for \( \mathcal{E}_{2-k}(\Gamma, \overline{\nu}) \), then there is at least one solution \( x \in C_{\nu, \overline{\nu}} \) to the system of linear equations given by

\[
\{ x, E_j \}_\Gamma = -\{ f^{(\nu)}_{k,m}, E_j \}_\Gamma, \quad 1 \leq j \leq \epsilon.
\]

Take \( x \) to be any such solution.

The collection \( (G_{2-k,n}^{(\overline{\nu})})_{n \in J_{2-k}^{(\overline{\nu})}} \) is a basis for \( S_{2-k}(\Gamma, \overline{\nu}) \). Observe that

\[
\left\{ f^{(\nu)}_{k,m} + x, G_{2-k,n}^{(\overline{\nu})} \right\}_\Gamma = \left\{ f^{(\nu)}_{k,m}, G_{2-k,n}^{(\overline{\nu})} \right\}_\Gamma,
\]

and the only contribution comes from the cusp \( \infty \). By (10), we have

\[
a_k^{(\nu)}(m, -\ell) = -B_{2-k}^{(\overline{\nu})}(\ell, m)
\]

for \( \ell \in J_{2-k}^{(\overline{\nu})} \). Thus, we compute

\[
\left\{ f^{(\nu)}_{k,m} + x, G_{2-k,n}^{(\overline{\nu})} \right\}_\Gamma = \left\{ f^{(\nu)}_{k,m}, G_{2-k,n}^{(\overline{\nu})} \right\}_\Gamma
\]

\[
= \frac{\omega_\infty}{\tilde{\omega}} \left( B_{2-k}^{(\overline{\nu})}(n, m) - B_{2-k}^{(\overline{\nu})}(n, m) - \sum_{\ell \in J_{2-k}^{(\overline{\nu})}} B_{2-k}^{(\overline{\nu})}(\ell, m)B_{2-k}^{(\overline{\nu})}(n, \ell) \right)
\]

\[
= -\frac{\omega_\infty}{\tilde{\omega}} \sum_{\ell \in J_{2-k}^{(\overline{\nu})}} B_{2-k}^{(\overline{\nu})}(\ell, m)B_{2-k}^{(\overline{\nu})}(n, \ell)
\]

\[
= 0,
\]
where the last equality holds because $B_{2-k}(n, \epsilon') = 0$ for $\epsilon' \in \mathbb{T}_{2-k}$. Therefore the claim holds with $x$ chosen as above.

The proof for $g_{k,m}^{(v)}$ is similar, except that we use $(f_{k,m}^{(v)})_{m \in I_{2-k}}^{(v)}$ as our spanning set for $M_{2-k}(\Gamma, \nu)$, and we do not need to separate out the Eisenstein component.

Theorem 3.2 and Lemma 4.1 together imply the existence of forms in $M_1^1(\Gamma, \nu)$ with principal parts given by $f_{k,m}^{(v)} + x$ and $g_{k,m}^{(v)}$. However, we must do a little more linear algebra to obtain the desired row-reduced bases for their respective spaces.

Let $\pi: M_1^1(\Gamma, \nu) \to M_1^1(\Gamma, \nu)$ and $\hat{\pi}: M_1^1(\Gamma, \nu) \to M_1^1(\Gamma, \nu)$ be defined as follows. Given any form $h(z) = \sum_{n \in \mathbb{Z}(\nu)} a(n)q^n \in M_1^1(\Gamma, \nu)$, let $\pi(h)$ and $\hat{\pi}(h)$ denote the forms obtained by reducing $h$ against the forms $F_{k,m}^{(v)}$ and $G_{k,n}^{(v)}$, so that

$$\pi(h)(z) = h(z) - \sum_{m \in I_{k}^{(v)}} a(m)F_{k,m}^{(v)}(z) = \sum_{n \notin I_{k}^{(v)}} \hat{a}(n)q^n,$$

$$\hat{\pi}(h)(z) = h(z) - \sum_{n \in J_{k}^{(v)}} a(n)G_{k,n}^{(v)}(z) = \sum_{m \notin J_{k}^{(v)}} \hat{a}(m)q^m.$$

Informally, $\pi$ row-reduces $h$ against the forms in $M_k(\Gamma, \nu)$, and $\hat{\pi}$ row-reduces $h$ against the forms in $S_k(\Gamma, \nu)$.

By Lemma 4.1 and Theorem 3.2, for each $m \in I_{k}^{(v)}$ with $m > 0$ there exists at least one form $f \in M_1^1(\Gamma, \nu)$ such that for each $\gamma \in \tilde{\Gamma}$, we have $f^\gamma = (f_{k,m}^{(v)})^\gamma + O(1)$. Let $f_{k,m}^{(v)}$ be the unique such form with

$$f_{k,m}^{(v)} = \pi(f_{k,m}^{(v)}).$$

Similarly, for each $n \in J_{k}^{(v)}$ with $n \geq 0$, there exists at least one form $g \in M_1^1(\Gamma, \nu)$ such that for each $\gamma \in \tilde{\Gamma}$, we have $g^\gamma = (g_{k,n}^{(v)})^\gamma + o(1)$. Let $g_{k,n}^{(v)}$ be the unique such form with

$$g_{k,n}^{(v)} = \hat{\pi}(g_{k,n}^{(v)}).$$

Our next proposition confirms that the forms we have constructed actually comprise row-reduced bases for $M_k(\Gamma, \nu)$ and its subspace $\hat{M}_k(\Gamma, \nu)$ of forms which vanish at every cusp other than $\infty$.

Proposition 4.2. Assume the notation above. The sequence $(f_{k,m}^{(v)})_{m \in I_{k}^{(v)}}$ is a basis for $M_k(\Gamma, \nu)$, and the sequence $(g_{k,n}^{(v)})_{n \in J_{k}^{(v)}}$ is a basis for $\hat{M}_k(\Gamma, \nu)$. Furthermore, if $f(z) = \sum_{n \in \mathbb{Z}(\nu)} a(n)q^n \in M_k(\Gamma, \nu)$ and $g(z) = \sum_{m \in \mathbb{Z}(\nu)} b(m)q^m \in \hat{M}_k(\Gamma, \nu)$, then

$$f = \sum_{m \in I_{k}^{(v)}} a(-m)f_{k,m}^{(v)}$$

and

$$g = \sum_{n \in J_{k}^{(v)}} b(-n)g_{k,n}^{(v)}.$$  (11)
Proof. By construction, \( f_{k,m}^{(\nu)} \big|_{k,\nu} \gamma = O(1) \) and \( g_{k,n}^{(\nu)} \big|_{k,\nu} \gamma = o(1) \) for all \( \gamma \in \hat{\Gamma} \) with \( \gamma \infty \neq \infty \). Therefore, \( f_{k,m}^{(\nu)} \in M_k^{(\infty)}(\Gamma, \nu) \) and \( g_{k,n}^{(\nu)} \in \tilde{M}_k^{(\infty)}(\Gamma, \nu) \) as desired. Moreover, the sequences \( (f_{k,m}^{(\nu)})_m \) and \( (g_{k,n}^{(\nu)})_n \) are each linearly independent over \( \mathbb{C} \), since their terms have distinct orders at infinity.

We will show that (11) holds for \( (f_{k,m}^{(\nu)})_m \). This establishes that the set spans \( M_k^{(\infty)}(\Gamma, \nu) \), and is therefore a basis. The argument for \( (g_{k,n}^{(\nu)})_n \) is completely analogous.

Given \( f(z) \) as above, consider the function \( h(z) \) obtained by taking the difference

\[
h(z) = f(z) - \sum_{m \in I_k^{(\nu)}} a(-m)f_{k,m}^{(\nu)}(z) = \sum_{n \in J_{2-k}^{(\nu)}} c(n)q^n,
\]

which has finitely many terms because both \( I_k^{(\nu)} \) and the indices of the Fourier coefficients of \( f(z) \) are bounded from below. Here we have used the fact that \( \mathbb{Z}^{(\nu)} = (-I_k^{(\nu)}) \cup J_{2-k}^{(\nu)} \). If \( n \in J_{2-k}^{(\nu)} \), then by Theorem 3.1 we know that \( \{h, g_{2-k,n}^{(\nu)}\}_\Gamma = 0 \). Only the contribution from the cusp \( \infty \) may be nontrivial since \( g_{2-k,n}^{(\nu)} \) vanishes at the other cusps, so

\[
\left\{ h, g_{2-k,n}^{(\nu)} \right\}_\Gamma = \frac{w_{\infty}}{\hat{w}} c(n) + \sum_{\ell' \in \mathbb{Z}^{(\nu)}} b_{2-k}^{(\nu)}(n,-\ell')c(\ell') = 0.
\]

But \( c(\ell') = 0 \) for all \( \ell' \in -I_k^{(\nu)} \), and \( b_{2-k}^{(\nu)}(n,-\ell') = 0 \) for all \( \ell' \in J_{2-k}^{(\nu)} \), so

\[
\left\{ h, g_{2-k,n}^{(\nu)} \right\}_\Gamma = \frac{w_{\infty}}{\hat{w}} c(n) = 0.
\]

Since \( n \in J_{2-k}^{(\nu)} \) was arbitrary, \( h \) is identically zero, as desired. \( \square \)

As a corollary, the bases \( (f_{k,m}^{(\nu)})_m \) and \( (g_{k,n}^{(\nu)})_n \) are independent of our choice of \( \hat{\Gamma} \).

We are now in a position to prove Theorem 1.1. We restate it here for ease of reference. Recall that the coefficients \( a_k^{(\nu)}(m,n) \) and \( b_k^{(\nu)}(n,m) \) are defined from the Fourier expansions

\[
f_{k,m}^{(\nu)}(z) = q^{-m} + \sum_{n \in \mathbb{Z}^{(\nu)}} a_k^{(\nu)}(m,n)q^n \text{ for } m \in I_k^{(\nu)},
\]

\[
g_{k,n}^{(\nu)}(z) = q^{-n} + \sum_{m \in \mathbb{Z}^{(\nu)}} b_k^{(\nu)}(n,m)q^m \text{ for } n \in J_k^{(\nu)}.
\]

**Theorem 4.3.** Let \( \Gamma \) be a commensurable subgroup, let \( k \in \mathbb{Z} \), and let \( \nu \) be any consistent finite weight \( k \) multiplier. The coefficients of the forms \( (f_{k,m}^{(\nu)}(z))_m \) and \( (g_{2-k,n}^{(\nu)}(z))_n \) satisfy

\[
a_k^{(\nu)}(m,n) = -b_{2-k}^{(\nu)}(n,m).
\]
Proof. We apply the modular pairing to $f_{k,m}^{(v)}$ and $g_{2-k,n}^{(v)}$. By Lemma 4.1, these are both weakly holomorphic functions, and so by Theorem 3.1, we see

$$\left\{ f_{k,m}^{(v)}(\tau), g_{2-k,n}^{(v)} \right\}_\Gamma = 0.$$  

On the other hand, since $f_{k,m}^{(v)} g_{2-k,n}^{(v)}$ vanishes at every cusp other than $\infty$, we have by (8) that

$$\left\{ f_{k,m}^{(v)}(\tau), g_{2-k,n}^{(v)} \right\}_\Gamma = \frac{w_\infty}{\omega} \left( a_k^{(v)}(m,n) + b_{2-k}^{(v)}(n,m) + \sum_{\ell \in \mathbb{Z}(\tau)} a_k^{(v)}(m,\ell) b_{2-k}^{(v)}(n,-\ell) \right).$$

(12)

Note $a_k^{(v)}(m,\ell) = 0$ if $\ell \in -I_k^{(v)}$, and $b_{2-k}^{(v)}(n,-\ell) = 0$ if $\ell \in J_{2-k}^{(v)}$. But by (9) this covers every $\ell$, so (12) reduces to

$$\left\{ f_{k,m}^{(v)}(\tau), g_{2-k,n}^{(v)} \right\}_\Gamma = \frac{w_\infty}{\omega} \left( a_{2-k}^{(v)}(m,n) + b_k^{(v)}(n,m) \right) = 0.$$  

This concludes the proof. \[\square\]

In particular, $(f_{k,m}^{(v)} g_{2-k,n}^{(v)})_{m,n}$ constitutes a modular grid.

5 | GENERALIZATIONS

In this section, we consider generalizations of Theorem 1.1 to spaces with different vanishing conditions and forms with poles at other cusps.

5.1 | Vanishing conditions at cusps

The proof of coefficient duality above requires that the product $f_{k,m}^{(v)} g_{2-k,n}^{(v)}$ vanishes at each cusp other than $\infty$. However, the requirement that $g_{k,n}^{(v)}$ vanishes at each cusp other than $\infty$ is merely a technical convenience, and duality theorems hold for row-reduced bases for other subspaces of $M_k^{(\infty)}(\Gamma, \nu)$.

One such example is given in [32]. Consider the space of weakly holomorphic modular forms for $\Gamma_0(4)$ with poles only at the cusp at $\infty$, and the subspaces consisting (respectively) of forms which vanish at the cusp at 0 and forms which vanish at the cusp at 1/2. Defining row-reduced canonical bases $h_{k,m}^{(4)}$ and $i_{k,m}^{(4)}$ for these subspaces, the product of $h_{k,m}^{(4)}$ and $i_{k,m}^{(4)}$ will be a modular form of weight 2 vanishing at all cusps other than $\infty$. Since all such forms have zero constant term, it follows that the Fourier coefficients of the $h_{k,m}^{(4)}$ are dual to the Fourier coefficients of the $i_{k,m}^{(4)}$.

To generalize this, let $U \subseteq \Omega(\Gamma)$ be any set of cusps, and write $\overline{U}$ for the complement of $U$ in $\Omega(\Gamma)$. Thus we have $U \cup \overline{U} = \Omega(\Gamma)$. We define $M_k(\Gamma, \nu, U)$ to be the space of weight $k$ holomorphic modular forms $f$ for the group $\Gamma$ and multiplier $\nu$ such that $f$ vanishes at each cusp in $U$. The space
The space of weakly holomorphic modular forms which are holomorphic at every cusp other than \( \infty \), and which vanish at each cusp in \( U \) other than \( \infty \). We see that

\[
M_k^{(\infty)}(\Gamma, \nu, \emptyset) = M_k^{(\infty)}(\Gamma, \nu) \quad \text{and} \quad M_k^{(\infty)}(\Gamma, \nu, \Omega) = \widehat{M}_k^{(\infty)}(\Gamma, \nu).
\]

Finally, define

\[
\mathcal{E}_k(\Gamma, \nu, U) = \mathcal{E}_k(\Gamma, \nu) \cap M_k(\Gamma, \nu, U)
\]

and

\[
C_{\Gamma, \nu}(U) = \left\{ \mathbf{x} = (x^\lambda)_{\lambda} \in C_{\Gamma, \nu} : x^\lambda = 0 \text{ whenever } \lambda \in U \right\}.
\]

It is straightforward to verify that

\[
M_{2-k}(\Gamma, \nu) = M_{2-k}(\Gamma, \nu, U) \oplus \mathcal{E}_{2-k}(\Gamma, \nu, U)
\]

and that

\[
\dim C_{\Gamma, \nu}(U) = \dim \mathcal{E}_k(\Gamma, \nu, U) + \dim \mathcal{E}_{2-k}(\Gamma, \nu, U).
\]

With these tools in hand, we define the row-reduced canonical basis

\[
f_{k, U, m}^{(\nu)}(z) = q^{-m} + \sum_{n \in \mathbb{Z}_{>0}^{(\nu)} \setminus \mathbb{Z}_{>0}^{(\nu)}} a_{k, U}^{(\nu)}(m, n)q^n : m \in \mathbb{T}_k^{(\nu)}(U),
\]

for \( M_k^{(\infty)}(\Gamma, \nu, U) \) in a manner totally analogous to the construction of \( f_{k, m}^{(\nu)} \) and \( g_{k, m}^{(\nu)} \) in Subsection 4.1.
**Proposition 5.1.** Assume the notation above. The sequence \((f_{k,U,m}^{(v)})_{m \in I_k(U)}^{(v)}\) is a basis for \(M_k^{(\infty)}(\Gamma, v, U)\). Furthermore, if \(f(z) = \sum_{n \in \mathbb{Z}^{(v)}} a(n)q^n \in M_k^{(\infty)}(\Gamma, v, U)\), then

\[
f = \sum_{m \in I_k(U)} a(-m)\sum_{m \in I_k(U)} f_{k,U,m}^{(v)}.
\]

As a corollary, if \(V = U \cup \{\infty\}\), then \(I_k^{(v)}(U) = I_k^{(v)}(V)\) and \(f_{k,U,m}^{(v)} = f_{k,V,m}^{(v)}\) for \(m \in I_k^{(v)}(U)\). This is unsurprising, since by definition \(M_k^{(\infty)}(\Gamma, v, U) = M_k^{(\infty)}(\Gamma, v, V)\). Moreover, as both \(\Omega(\Gamma)\) and \(M_k^{(\infty)}(\Gamma, v, U)\) are independent of our choice of \(\hat{\Gamma}\), we see that \((f_{k,U,m}^{(v)})_m\) is independent of \(\hat{\Gamma}\).

Now, in analogy with Theorem 1.1/Theorem 4.3, we have the following theorem.

**Theorem 5.2.** Let \(\Gamma\) be a commensurable subgroup, let \(k \in \frac{1}{2}\mathbb{Z}\), let \(v\) be any consistent finite weight \(k\) multiplier and let \(U\) be a set of cusps for \(\Gamma\). The coefficients of the forms \((f_{k,U,m}^{(v)})_m\) and \((f_{2-k,U,n}^{(\gamma)})_n\) satisfy

\[
a_{k,U}^{(v)}(m, n) = -a_{2-k,U}^{(\gamma)}(n, m).
\]

In particular, \((f_{k,U,m}^{(v)}, f_{2-k,U,n}^{(\gamma)})_{m,n}\) constitutes a modular grid.

### 5.2 Duality at other cusps

In §4, we demonstrated that the forms \((f_{k,m}^{(v)})_m\) are dual to the forms \((g_{2-k,n}^{(\gamma)})_n\). Now fix \(\gamma \in \hat{\Gamma}\). Recall that \(\Gamma' = \gamma^{-1}\Gamma\gamma\) and \(v' = v(\gamma^{-1})\). It is natural to ask whether the forms \((f_{k,m}^{(v)})_m \subseteq M_k^{(\gamma)}(\Gamma', v')\) and \((g_{2-k,n}^{(\gamma)})_n \subseteq M_k^{(\gamma)}(\Gamma', v')\) still exhibit coefficient duality with each other. Unsurprisingly, the answer is no: these forms have poles only at \(\gamma^{-1}\infty\), and exhibit coefficient duality at the cusp \(\gamma^{-1}\infty\), but generally fail to exhibit duality at \(\infty\). However, we may ask the following:

**Question 5.3.** Are there sets of weakly holomorphic forms that are dual to the sets \((f_{k,m}^{(v)})_m\) and \((g_{2-k,n}^{(\gamma)})_n\)?

Alternatively, we could ask whether a basis for the space of forms which are modular for \(\Gamma\) with poles only at the cusp \(\gamma\infty\) exhibits coefficient duality with any other sequence of weakly holomorphic modular forms. A basis for this space is given by \((f_{k,m}^{(v)}|_{\gamma^{-1}})_m\) indexed by \(I_k^{(v)}\). If we add the condition that the forms vanish at every other cusp, a basis is given by \((g_{k,n}^{(\gamma^{-1})}|_{\gamma^{-1}})_n\) indexed by \(J_k\). Thus, the question of coefficient duality for these spaces is essentially the same as Question 5.3, with \(\gamma\) replaced by \(\gamma^{-1}\) to avoid triple superscripts.

The answer to Question 5.3 is yes: intuitively, a sequence of forms with poles at \(\gamma\infty\) should be dual to a sequence of forms with poles at \(\gamma^{-1}\infty\), but the fact that we are expanding at \(\infty\) complicates this duality somewhat. In this subsection, we construct the forms dual to those described in Question 5.3. In fact, we will prove a slightly more general result (see Theorem 5.7).
For $\gamma \in \hat{\Gamma}$, define

$$\bar{I}_k^{(\nu, \gamma)} = \bar{I}_k^{(\nu)} \quad \text{and} \quad \bar{J}_k^{(\nu, \gamma)} = \bar{J}_k^{(\nu)}.$$ 

Similarly, define

$$F_{k,m}^{(\nu, \gamma)} = F_{k,m}^{(\nu)}|_k \gamma^{-1} \quad \text{and} \quad G_{k,n}^{(\nu, \gamma)} = G_{k,n}^{(\nu)}|_k \gamma^{-1}.$$ 

By construction, the collection of forms $(F_{k,m}^{(\nu, \gamma)})_{m \in \bar{I}_k^{(\nu, \gamma)}}$ is a basis for $M_k(\Gamma, \nu)$ which is row-reduced at $\gamma \infty$. Likewise, the collection of forms $(G_{k,n}^{(\nu, \gamma)})_{n \in \bar{J}_k^{(\nu, \gamma)}}$ is a basis for $S_k(\Gamma, \nu)$ which is row-reduced at $\gamma \infty$.

For $m \in \bar{I}_k^{(\nu, \gamma)}$, we write

$$F_{k,m}^{(\nu, \gamma)}(z) = \sum_{n \in \mathbb{Z}(\nu)} A_k^{(\nu, \gamma)}(m,n) q^n + \begin{cases} 
\nu(\mu) e^{2\pi i rm} q^m & \text{if } \gamma = \pm \mu \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \text{ with } \mu \in \Gamma \text{ and } r \in \mathbb{Q}, \\
0 & \text{otherwise.}
\end{cases}$$

Likewise, for $n \in \bar{J}_k^{(\nu, \gamma)}$, we write

$$G_{k,n}^{(\nu, \gamma)}(z) = \sum_{m \in \mathbb{Z}(\nu)} B_k^{(\nu, \gamma)}(n,m) q^n + \begin{cases} 
\nu(\mu) e^{2\pi i rm} q^n & \text{if } \gamma = \pm \mu \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \text{ with } \mu \in \Gamma \text{ and } r \in \mathbb{Q}, \\
0 & \text{otherwise.}
\end{cases}$$

**Proposition 5.4.** Assume the notation above. Let $\gamma, \gamma' \in \hat{\Gamma}$ be any two matrices with $\gamma \infty = \gamma' \infty$. Then

$$F_{k,m}^{(\nu, \gamma)} = \nu(\mu) e^{2\pi i rm} F_{k,m}^{(\nu, \gamma')} \quad \text{and} \quad G_{k,n}^{(\nu, \gamma)} = \nu(\mu) e^{2\pi i rn} G_{k,n}^{(\nu, \gamma')} ,$$

where $\gamma' = \pm \mu \gamma \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix}$ with $\mu \in \Gamma$ and $r \in \mathbb{Q}$.

**Proof.** We compute

$$F_{k,m}^{(\nu, \gamma)} = F_{k,m}^{(\nu)}|_k \gamma' \gamma'^{-1} = \nu(\mu) F_{k,m}^{(\nu)}|_k \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \gamma'^{-1} = \nu(\mu) e^{2\pi i rm} F_{k,m}^{(\nu')}|_k \gamma'^{-1} = \nu(\mu) e^{2\pi i rm} F_{k,m}^{(\nu, \gamma')} .$$

The argument for $G_{k,n}^{(\nu, \gamma)}$ is similar. □
We now construct sequences of weakly holomorphic modular forms that are indexed by poles at one cusp, with row-reduction at a (possibly) different cusp. In analogy with \( \tilde{I}_k^{(v,\gamma)} \) and \( \tilde{J}_k^{(v,\gamma)} \) above, we define

\[
I_k^{(v,\alpha,\gamma)} = \begin{cases} 
I_k^{(v\gamma)} & \text{if } \alpha\infty = \gamma\infty, \\
Z_{\alpha\infty > 0} & \text{if } \alpha\infty \neq \gamma\infty,
\end{cases}
\]

\[
J_k^{(v,\alpha,\gamma)} = \begin{cases} 
J_k^{(v\gamma)} & \text{if } \alpha\infty = \gamma\infty, \\
Z_{\alpha\infty > 0} & \text{if } \alpha\infty \neq \gamma\infty.
\end{cases}
\]

Note that for all \( \alpha, \gamma \in \hat{\Gamma} \), we have

\[
\left(-I_k^{(v,\alpha,\gamma)} \right) \sqcup J_k^{(v,\alpha,\gamma)} = Z_{\alpha\infty} = I_k^{(v\gamma)} \sqcup \left(-J_k^{(v,\alpha,\gamma)} \right).
\]

For \( m \in -Z_{\alpha\infty} \), let \( q_{k,m}^{(v,\alpha)} = (q_{k,m}^{(v,\alpha)})(\lambda) \in \mathbb{C}((q))_{\hat{\Gamma},\gamma} \) be given by

\[
q_{k,m}^{(v,\alpha)}(q) = \begin{cases} 
\nu(\mu) e^{-2\pi i rm} q^{-m} & \text{if } \lambda = \pm \mu\alpha \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \text{ with } \mu \in \Gamma \text{ and } r \in \mathbb{Q}, \\
0 & \text{otherwise.}
\end{cases}
\]

For \( m > 0 \) in \( I_k^{(v,\alpha,\gamma)} \), we define \( f_{k,m}^{(v,\alpha,\gamma)} = q_{k,m}^{(v,\alpha)} - f_{k,m}^{(v,\alpha,\gamma)} \) where \( f_{k,m}^{(v,\alpha,\gamma)} = (f_{k,m}^{(v,\alpha,\gamma)})(\lambda) \in \mathbb{C}((q))_{\hat{\Gamma},\gamma} \) is given by

\[
f_{k,m}^{(v,\alpha,\gamma)}(q) = \sum_{n \in I_{2-k}^{(v,\alpha\gamma)}} B_k^{(v\gamma,\alpha^{-1}\gamma)}(n, m) q^{-n}, \tag{13}
\]

\[
f_{k,m}^{(v,\alpha,\gamma)}(q) = \begin{cases} 
\nu(\mu) f_{k,m}^{(v,\alpha,\gamma)} \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} & \text{if } \lambda = \pm \mu\gamma \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \text{ with } \mu \in \Gamma \text{ and } r \in \mathbb{Q}, \\
0 & \text{otherwise.}
\end{cases}
\]

For \( n \geq 0 \) in \( J_k^{(v,\alpha,\gamma)} \), we define \( g_{k,n}^{(v,\alpha,\gamma)} = q_{k,n}^{(v,\alpha)} - g_{k,n}^{(v,\alpha,\gamma)} \) where \( g_{k,n}^{(v,\alpha,\gamma)} = (g_{k,n}^{(v,\alpha,\gamma)})(\lambda) \in \mathbb{C}((q))_{\hat{\Gamma},\gamma} \) is given by

\[
g_{k,n}^{(v,\alpha,\gamma)}(q) = \sum_{m \in I_{2-k}^{(v,\alpha\gamma)}} A_k^{(v\gamma,\alpha^{-1}\gamma)}(m, n) q^{-m},
\]

\[
g_{k,n}^{(v,\alpha,\gamma)}(q) = \begin{cases} 
\nu(\mu) g_{k,n}^{(v,\alpha,\gamma)} \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} & \text{if } \lambda = \pm \mu\gamma \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \text{ with } \mu \in \Gamma \text{ and } r \in \mathbb{Q}, \\
0 & \text{otherwise.}
\end{cases}
\]
Lemma 5.5. Fix $m > 0$ in $I_k^{(\gamma, \alpha, \gamma)}$ and $n \geq 0$ in $J_k^{(\gamma, \alpha, \gamma)}$. There exists $x \in \mathbb{C}((q))_{\Gamma, \psi}$ such that for each $h \in M_{2-k}(\Gamma, \psi)$, we have
\[
\left\{ f_{k,m}^{(\gamma, \alpha, \gamma)} + x, h \right\}_\Gamma = 0 \quad \text{and} \quad \left\{ g_{k,n}^{(\gamma, \alpha, \gamma)}, h \right\}_\Gamma = 0.
\]

Proof. We proceed by analogy with Lemma 4.1. We first prove the claim for $f_{k,m}^{(\gamma, \alpha, \gamma)}$. It suffices to prove the claim for $h$ in a spanning set for $M_{2-k}(\Gamma, \psi)$.

The existence of $x$ so that
\[
\{x, E\}_\Gamma = -\left\{ f_{k,m}^{(\gamma, \alpha, \gamma)}, E \right\}_\Gamma,
\]
for each Eisenstein series $E \in \mathcal{E}_{2-k}(\Gamma, \psi)$ follows exactly as in the proof of Lemma 4.1.

The set $(G_{2-k,n}^{(\gamma, \alpha, \gamma)})_{n \in J_{2-k}^{(\gamma, \alpha, \gamma)}}$ is a basis for $S_{2-k}(\Gamma, \psi)$. Observe that
\[
\left\{ f_{k,m}^{(\gamma, \alpha, \gamma)} + x, G_{2-k,n}^{(\gamma, \alpha, \gamma)} \right\}_\Gamma = \left\{ f_{k,m}^{(\gamma, \alpha, \gamma)}, G_{2-k,n}^{(\gamma, \alpha, \gamma)} \right\}_\Gamma
\]
and the only contribution can come from the cusps $\alpha \infty$ and $\gamma \infty$. By (13), we have
\[
a_k^{(\gamma, \alpha, \gamma)}(m, -\ell) = -\frac{w_{\alpha \infty}}{w_{\gamma \infty}} B_{2-k}^{(\gamma, \alpha^{-1} \gamma)}(\ell, m)
\]
for $\ell \in J_{2-k}^{(\gamma, \alpha, \gamma)}$. Thus, for any $x \in \mathbb{C}_{\Gamma, \psi}$, we compute
\[
\left\{ f_{k,m}^{(\gamma, \alpha, \gamma)} + x, G_{2-k,n}^{(\gamma, \alpha, \gamma)} \right\}_\Gamma = \left\{ f_{k,m}^{(\gamma, \alpha, \gamma)}, G_{2-k,n}^{(\gamma, \alpha, \gamma)} \right\}_\Gamma
\]
\[
= \frac{w_{\alpha \infty}}{w_{\gamma \infty}} B_{2-k}^{(\gamma, \alpha^{-1} \gamma)}(n, m) + \frac{w_{\gamma \infty}}{w_{\alpha \infty}} \left(-\frac{w_{\alpha \infty}}{w_{\gamma \infty}} B_{2-k}^{(\gamma, \alpha^{-1} \gamma)}(n, m) \right)
\]
\[
- \frac{w_{\gamma \infty}}{w_{\alpha \infty}} \sum_{\ell \in J_{2-k}^{(\gamma, \alpha, \gamma)}} B_{2-k}^{(\gamma, \alpha^{-1} \gamma)}(\ell, m) B_{2-k}^{(\gamma, \gamma)}(n, \ell)
\]
\[
= -\frac{w_{\alpha \infty}}{w_{\gamma \infty}} \sum_{\ell \in J_{2-k}^{(\gamma, \alpha, \gamma)}} B_{2-k}^{(\gamma, \alpha^{-1} \gamma)}(\ell, m) B_{2-k}^{(\gamma, \gamma)}(n, \ell)
\]
\[
= 0,
\]
where the last equality holds because $B_{2-k}^{(\gamma, \gamma)}(n, \ell) = 0$ for $\ell \in J_{2-k}^{(\gamma, \alpha, \gamma)}$. Therefore the claim holds with $x$ chosen as above.
The proof for $g_{k,m}^{(\nu,\alpha,\gamma)}$ is similar, except that we use $(F_{k,m}^{(\nu,\gamma)})_{m\in I_{\gamma}}$ as our spanning set for $M_{2-k}(\Gamma, \tilde{\nu})$, and we do not need to separate out the Eisenstein component.

We now construct projection maps $\tilde{\pi}_\gamma : M^!_1(\Gamma, \nu) \to M^!_1(\Gamma, \nu)$ and $\hat{\pi}_\gamma : M^!_1(\Gamma, \nu) \to M^!_1(\Gamma, \nu)$ as follows. Given any form $h \in M^!_1(\Gamma, \nu)$, for each $\lambda \in \hat{\Gamma}$, write $h^\lambda(z) = \sum_{n \in \mathbb{Z}(\nu)} a^\lambda(n) q^n$. Then define $\tilde{\pi}_\gamma(h)$ and $\hat{\pi}_\gamma(h)$ to be the forms obtained by reducing $h$ against the forms $F_{k,m}^{(\nu,\gamma)}(z)$ and $G_{k,m}^{(\nu,\gamma)}(z)$ at the cusp $\gamma^\infty$, so that

$$\tilde{\pi}_\gamma(h) = h - \sum_{m \in I_k^{(\nu,\gamma)}} a^\gamma(m) F_{k,m}^{(\nu,\gamma)}, \text{ and}$$

$$\hat{\pi}_\gamma(h) = h - \sum_{n \in J_k^{(\nu,\gamma)}} a^\gamma(n) G_{k,n}^{(\nu,\gamma)}.$$

In particular, $\tilde{\pi}_I = \tilde{\pi}$ and $\hat{\pi}_I = \hat{\pi}$.

Observe that if $f \in M_k(\Gamma, \nu)$ then for any $\gamma \in \hat{\Gamma}$, we have $\tilde{\pi}_\gamma(f) = 0$. Likewise if $g \in S_k(\Gamma, \nu)$, then for any $\gamma \in \hat{\Gamma}$, we have $\hat{\pi}_\gamma(g) = 0$.

By Lemma 5.5 and Theorem 3.2, for each $m > 0$ in $I_k^{(\nu,\alpha,\gamma)}$ there exists at least one form $f \in M^!_k(\Gamma, \nu)$ so that $f|_{k}\lambda = f_{k,m}^{(\nu,\alpha,\gamma),\lambda} + O(1)$ for each $\lambda \in \hat{\Gamma}$. Let $f_{k,m}^{(\nu,\alpha,\gamma)}$ be the unique such form with

$$f_{k,m}^{(\nu,\alpha,\gamma)} = \tilde{\pi}_\gamma \left(f_{k,m}^{(\nu,\alpha,\gamma)}\right).$$

If $\alpha^\infty = \nu^\infty$, then for $m \leq 0$ in $I_k^{(\nu,\alpha,\gamma)}$, we set $f_{k,m}^{(\nu,\alpha,\gamma)} = F_{k,-m}^{(\nu,\alpha)}$.

Similarly, for each $n \geq 0$ in $J_k^{(\nu,\alpha,\gamma)}$, there exists at least one form $g \in M^!_k(\Gamma, \nu)$ such that $g|_{k}\lambda = g_{k,n}^{(\nu,\alpha,\gamma),\lambda} + o(1)$ for each $\lambda \in \hat{\Gamma}$. Let $g_{k,n}^{(\nu,\alpha,\gamma)}$ be the unique such form with

$$g_{k,n}^{(\nu,\alpha,\gamma)} = \hat{\pi}_\gamma \left(g_{k,n}^{(\nu,\alpha,\gamma)}\right).$$

If $\alpha^\infty = \nu^\infty$, then for $n < 0$ in $J_k^{(\nu,\alpha,\gamma)}$, we set $g_{k,n}^{(\nu,\alpha,\gamma)} = G_{k,-n}^{(\nu,\alpha)}$.

The following proposition shows that the choice of a matrix $\gamma$ with $\gamma^\infty = \rho$ does not affect the row reduction at the cusp $\rho$.

**Proposition 5.6.** Assume the notation above. Let $\gamma, \gamma' \in \hat{\Gamma}$ be any two matrices with $\gamma^\infty = \gamma'^\infty$. Then

$$\tilde{\pi}_\gamma = \tilde{\pi}_{\gamma'} \quad \text{and} \quad \hat{\pi}_\gamma = \hat{\pi}_{\gamma'}.$$

Furthermore, for any $\alpha \in \hat{\Gamma}$, $m \in I_k^{(\nu,\alpha,\gamma)}$, $n \in J_k^{(\nu,\alpha,\gamma)}$, we have

$$f_{k,m}^{(\nu,\alpha,\gamma')} = f_{k,m}^{(\nu,\alpha,\gamma)} \quad \text{and} \quad g_{k,n}^{(\nu,\alpha,\gamma')} = g_{k,n}^{(\nu,\alpha,\gamma)}.$$
Proof. Let $f \in M_k^1(\Gamma, \nu)$ be arbitrary, and write $f^\lambda(z) = \sum_n a^\lambda(n)q^n$. Suppose $\gamma \in \Gamma$ and $r \in \mathbb{Q}$. By Lemma 2.5, we see $a^\lambda(n) = \nu(\mu)e^{2\pi i n r}a^\lambda(n)$, and $\Gamma_{\nu, \gamma} = \Gamma_{\nu, \gamma'}$, so by Proposition 5.4, we have $\nu(\mu)e^{2\pi i n r}F_{k, m} = F_{k, m}$. We compute

$$
\tilde{\pi}_\gamma(f) - \tilde{\pi}_{\gamma'}(f) = \left(f - \sum_{m \in \tilde{I}_{\nu, \gamma}(k)} a^\gamma(m)F_{k, m}^{(\nu, \gamma)}\right) - \left(f - \sum_{m \in \tilde{I}_{\nu, \gamma'}(k)} a^{\gamma'}(m)F_{k, m}^{(\nu, \gamma')}\right)
$$

$$
= \sum_{m \in \tilde{I}_{\nu, \gamma'}(k)} a^{\gamma'}(m)F_{k, m}^{(\nu, \gamma')} - \sum_{m \in \tilde{I}_{\nu, \gamma}(k)} a^\gamma(m)F_{k, m}^{(\nu, \gamma)}
$$

$$
= \sum_{m \in \tilde{I}_{\nu, \gamma'}(k)} \left(\nu(\mu)e^{2\pi i n r}a^{\gamma'}(m)F_{k, m}^{(\nu, \gamma)} - a^{\gamma'}(m)F_{k, m}^{(\nu, \gamma)}\right)
$$

$$
= \sum_{m \in \tilde{I}_{\nu, \gamma'}(k)} \left(a^{\gamma'}(m)F_{k, m}^{(\nu, \gamma)} - a^\gamma(m)F_{k, m}^{(\nu, \gamma)}\right)
$$

$$
= 0.
$$

The proof for $\hat{\pi}$ and $\hat{\pi}_{\gamma'}$ is totally analogous. This proves the first claim.

Let $h = f_{k, m}^{(\nu, \alpha, \gamma)} - f_{k, m}^{(\nu, \alpha, \gamma')}$, and write $h^\lambda(z) = \sum_n a^\lambda(n)q^n$. By construction, $h$ has no poles except possibly for poles of order $N \in \tilde{J}_{2-k}^{(\nu, \gamma)}$ at the cusp $\gamma \in \Gamma$. But for $N \in \tilde{J}_{2-k}^{(\nu, \gamma)}$, we see that

$$
0 = \left\{h, G_{2-k, \nu}^{(\nu, \gamma)}\right\}_\Gamma = \frac{w_{\gamma \in \tilde{\Gamma}}}{}a^\gamma(N).
$$

Thus $h$ has no poles at any cusp, and so $h$ is a holomorphic form. Then

$$
0 = \tilde{\pi}_\gamma(h) = \tilde{\pi}_\gamma(f_{k, m}^{(\nu, \alpha, \gamma)} - \tilde{\pi}_{\gamma'}(f_{k, m}^{(\nu, \alpha, \gamma')}) = f_{k, m}^{(\nu, \alpha, \gamma)} - f_{k, m}^{(\nu, \alpha, \gamma')},
$$

which proves the equality. A similar argument shows that $g_{k, n}^{(\nu, \alpha, \gamma)} = g_{k, n}^{(\nu, \alpha, \gamma')}$.

Observe that for $\lambda \in \hat{\Gamma}$, we have

$$
f_{k, m}^{(\nu, \alpha, \gamma)}|_{k^\lambda} = f_{k, m}^{(\nu, \alpha, \gamma)}(\gamma, \alpha, \gamma) \quad \text{and} \quad g_{k, n}^{(\nu, \alpha, \gamma)}|_{k^\lambda} = g_{k, m}^{(\nu, \alpha, \gamma)}(\gamma, \alpha, \gamma).
$$

In particular, we see that

$$
f_{k, m}^{(\nu, \gamma)} = f_{k, m}^{(\nu, \gamma, \gamma^{-1}, \gamma^{-1})} \quad \text{and} \quad g_{k, m}^{(\nu, \gamma)} = g_{k, m}^{(\nu, \gamma, \gamma^{-1}, \gamma^{-1})},
$$

so Theorem 5.7 below fulfills the promise made at the beginning of this subsection.
**Theorem 5.7.** Let $\Gamma$ be a commensurable subgroup, and let $\widehat{\Gamma}$ be a maximal commensurable subgroup containing $\Gamma$. Let $k \in \frac{1}{2}\mathbb{Z}$, and let $\nu$ be any consistent weight $k$ multiplier. Finally, let $\alpha$, $\beta$, and $\gamma$ be elements of $\widehat{\Gamma}$. The coefficients of the forms $(f(\nu^\alpha\beta^{-1}\gamma)_m)$ and $(g_{2-k,n}(\nu^\beta\alpha^{-1}\gamma))_n$ satisfy

$$w_{\alpha\infty}a_k^{(\nu^\alpha\beta^{-1}\gamma)}(m, n) = -w_{\beta\infty}b_k^{(\nu^\beta\alpha^{-1}\gamma)}(n, m).$$

**Proof.** We apply the modular pairing to $f(\nu^\beta\gamma)$ and $g_{2-k,n}(\nu^\alpha\gamma)$. By Lemma 5.5, these are both weakly holomorphic functions, and so by Theorem 3.1 we see

$$\left\{ f_{k,m}(\nu^\beta\gamma), g_{2-k,n}(\nu^\alpha\gamma) \right\}_\Gamma = 0.$$

We have that $f_{k,m}(\nu^\beta\gamma)$ and $g_{2-k,n}(\nu^\alpha\gamma)$ vanish at each cusp except possibly at $\alpha\infty$, $\beta\infty$, and $\gamma\infty$. The contribution at the cusp $\gamma\infty$ is

$$\frac{w_{\gamma\infty}}{\hat{w}} \sum_{\ell \in \mathbb{Z}(\nu)_{\gamma\infty}} a_k^{(\nu^\gamma\gamma^{-1}\beta,\alpha\gamma)}(m, \ell) b_{2-k}^{(\nu^\gamma\gamma^{-1}\alpha,\beta\gamma)}(n, -\ell).$$

Now if $\ell < 0$ and $\ell \not\in -J_{\nu}^{(\gamma,\nu)}$, then $a_k^{(\nu^\gamma\gamma^{-1}\beta,\alpha\gamma)}(m, \ell) = 0$; otherwise, we have $b_{2-k}^{(\nu^\gamma\gamma^{-1}\alpha,\beta\gamma)}(n, -\ell) = 0$. But this covers every $\ell$, so the contribution to the pairing from this sum is zero. The sums

$$\frac{w_{\alpha\infty}}{\hat{w}} \sum_{\ell \in \mathbb{Z}(\nu)_{\alpha\infty}} a_k^{(\nu^\alpha\beta^{-1}\gamma)}(m, \ell) b_{2-k}^{(\nu^\gamma\gamma^{-1}\alpha,\beta\gamma)}(n, -\ell)$$

and

$$\frac{w_{\beta\infty}}{\hat{w}} \sum_{\ell \in \mathbb{Z}(\nu)_{\beta\infty}} a_k^{(\nu^\beta\gamma^{-1}\alpha,\beta^{-1}\gamma)}(m, \ell) b_{2-k}^{(\nu^\gamma\gamma^{-1}\alpha,\beta\gamma)}(n, -\ell)$$

likewise vanish. The cusps $\alpha\infty$, $\beta\infty$, and $\gamma\infty$ are not necessarily distinct; if some or all of these cusps are equal, then some or all of $(15)$, $(16)$, $(17)$ may be identified with one another. However, as each of these expressions vanish, this is immaterial. Then the only contributions to the pairing are $\frac{w_{\alpha\infty}}{\hat{w}} a_k^{(\nu^\alpha\beta^{-1}\gamma)}(m, n)$ and $\frac{w_{\beta\infty}}{\hat{w}} b_{2-k}^{(\nu^\beta\gamma^{-1}\alpha,\beta^{-1}\gamma)}(n, m)$, and so

$$\left\{ f_{k,m}(\nu^\beta\gamma), g_{2-k,n}(\nu^\alpha\gamma) \right\}_\Gamma = \frac{w_{\beta\infty}}{\hat{w}} b_k^{(\nu^\beta\gamma^{-1}\alpha,\beta^{-1}\gamma)}(n, m) + \frac{w_{\alpha\infty}}{\hat{w}} a_k^{(\nu^\alpha\beta^{-1}\gamma)}(m, n).$$

This concludes the proof. \qed

In particular, $(w_{\alpha\infty} f_{k,m}(\nu^\alpha\beta^{-1}\gamma), w_{\beta\infty} g_{2-k,n}(\nu^\beta\gamma^{-1}\alpha,\beta^{-1}\gamma))_{m,n}$ constitutes a modular grid.
Remark. Theorem 5.7 may be extended in the same manner that Theorem 5.2 extends Theorem 1.1/Theorem 4.3. We leave the precise statement and the accompanying burden of notation to the interested reader. This coefficient duality is more easily proven using the techniques of §§ 6 and 7 to modify the grid given by Theorem 5.7, rather than by using the modular pairing.

6 | GENERATING FUNCTIONS

Let \((f_m, g_n)_{m,n}\) be a modular grid indexed by \(I\) and \(J\), and let \(H(z, \tau)\) be a meromorphic function on \(\mathbb{H} \times \mathbb{H}\). Write \(p^n = e^{2\pi in\tau}\). We say that \(H\) is a generating function for \((f_m, g_n)_{m,n}\) if

\[
H(z, \tau) = \sum_{m \in I} f_m(z)p^m \quad \text{and} \quad H(z, \tau) = -\sum_{n \in J} g_n(\tau)q^n
\]

wherever each sum converges.

For instance, suppose that

\[
H(z, \tau) = F(z)G(\tau),
\]

for some \(F(z) = \sum_{n \in \mathbb{Z}(\nu)} a_n q^n \in M_k^!(\Gamma, \nu)\) and \(G(\tau) = \sum_{m \in \mathbb{Z}(\nu)} b_m p^m \in M_{2-k}^!(\Gamma, \tilde{\nu})\). Then it can be easily checked that \(H\) is a generating function for \(f_m = b_m F\) and \(g_n = -a_n G\), which form a modular grid; every element of the grid is a multiple of either \(F(z)\) or \(G(\tau)\).

A similar computation shows that linear combinations of these types of products of the form

\[
H(z, \tau) = \sum_j c_j F_j(z)G_j(\tau),
\]

where each \(c_j \in \mathbb{C}\), each \(F_j \in M_{2-k}^!(\Gamma, \nu)\) and each \(G_j \in M_k^!(\Gamma, \nu)\), give modular grids whose rows or columns span finite-dimensional spaces. Note that the coefficient duality here makes use only of the product of the Fourier expansions of the \(F_j\) and \(G_j\), and does not use their modularity properties at all. In this case, it is not hard to see that each element \(f_m\) or \(g_n\) of the grid is a linear combination of the \(F_j\) or of the \(G_j\), respectively. Consequently, the elements \(f_m\) (respectively, \(g_n\)) of any grid of this form must have an absolute bound on the order of the pole at any cusp, given by the maximum order of the poles of the \(F_j\) (respectively, \(G_j\)) at that cusp.

The modular grids discussed in previous sections of this paper have no bound on the order of their poles. To construct their generating functions and prove Theorem 1.2, we need rational functions of modular forms with nontrivial denominators. We restate the theorem here in our current notation for ease of reference.

**Theorem 6.1.** Let \(\Gamma\) be a commensurable subgroup, let \(k \in \frac{1}{2}\mathbb{Z}\), and let \(\nu\) be any consistent weight \(k\) multiplier. Let \((f_{k,m}^{(\nu)})_m\) and \((g_{2-k,n}^{(\nu)})_n\) be row-reduced canonical bases for the spaces \(M_k^!(\Gamma, \nu)\) and \(M_{2-k}^!(\Gamma, \tilde{\nu})\), as in § 4. There is an explicit generating function \(\mathcal{H}_k^{(\nu)}(z, \tau)\) encoding this modular grid; that is, on appropriate regions of \(\mathbb{H} \times \mathbb{H}\), the function \(\mathcal{H}_k^{(\nu)}(z, \tau)\) satisfies the two equalities

\[
\mathcal{H}_k^{(\nu)}(z, \tau) = \sum_{m \in I_k^{(\nu)}} f_{k,m}^{(\nu)}(z)p^m \quad \text{and} \quad \mathcal{H}_k^{(\nu)}(z, \tau) = -\sum_{n \in J_{2-k}^{(\nu)}} g_{2-k,n}^{(\nu)}(\tau)q^n.
\]
The function $H_k^{(v)}(z, \tau)$ is meromorphic on $\mathbb{H} \times \mathbb{H}$ with simple poles when $z = \gamma \tau$ for some $\gamma \in \Gamma$. It is modular in $z$ of weight $k$ with multiplier $v$, and modular in $\tau$ of weight $2 - k$ with multiplier $\bar{v}$.

Proof. The forms $(f_{k,m}^{(v)})_m$ and $(g_{2-k,n}^{(v)})_n$, which constitute bases for the spaces $M_k^{(\infty)}(\Gamma, v)$ and $\hat{M}_{2-k}^{(\infty)}(\Gamma, \bar{v})$, respectively, may be collected together in a generating series as follows. Let $\zeta$ and $\omega$ be the constants defined in Subsection 2.3. We define $H_k^{(v)}(z, \tau)$ to be the meromorphic function on $\mathbb{H} \times \mathbb{H}$ given by

$$H_k^{(v)}(z, \tau) : = \frac{1}{\omega} q^{\frac{1}{2}} \sum_{m \in I_k^{(v)}} p^{-m} q^m - \sum_{n \in J_{2-k}^{(v)}} p^n q^{-n} + \sum_{m \in I_k^{(v)}} \sum_{n \in J_{2-k}^{(v)}} a_k^{(v)}(m, n) p^m q^n. \quad (18)$$

Note that the two middle sums are sums over finite sets whose sizes are the dimensions of spaces of holomorphic modular forms.

If $\text{Im}(\tau) > \text{Im}(z)$, then we may expand $H_k^{(v)}(z, \tau)$ as a series in powers of $p$. The first three terms become $\sum_{m \in I_k^{(v)}} q^{-m} p^m$, and we find that

$$H_k^{(v)}(z, \tau) = \sum_{m \in I_k^{(v)}} f_{k,m}^{(v)}(z) p^m. \quad (19)$$

If $\text{Im}(z) > \text{Im}(\tau)$, then we may expand $H_k^{(v)}(z, \tau)$ as a series in powers of $q$. The first three terms become $-\sum_{n \in J_{2-k}^{(v)}} p^{-n} q^n$, and we use Theorem 1.1 to find that

$$H_k^{(v)}(z, \tau) = -\sum_{n \in J_{2-k}^{(v)}} g_{2-k,n}^{(v)}(\tau) q^n.$$

Thus, $H_k^{(v)}(z, \tau)$ is a two-variable meromorphic modular form which transforms in $z$ with weight $k$ and multiplier $v$, and in $\tau$ with weight $2 - k$ and multiplier $\bar{v}$.

Using the modularity of the coefficients, it is clear that $H_k^{(v)}(z, \tau)$ is holomorphic in $z$ at each cusp $\rho \neq \infty$, and vanishes as $\tau$ approaches any cusp $\rho \neq \infty$.

Remark. If $f(\tau) = \sum_{n \in \mathbb{Z}^{(v)}} a(n) q^n \in M_k^{!}(\Gamma, v)$, with $k$, $\Gamma$, and $v$ as above, then the circle method (see, for instance, section IV of [43]) or the method of Maass-Poincaré series (see, for instance, Section 1.3 of [13]) can be used to bound the size of the coefficients $a(n)$. In particular, suppose that $M_f$ is the maximum order of any pole of $f$ at any cusp. If $n, M_f > 0$, then there are constants $c_f, c_1, c_2 > 0$ such that

$$|a(n)| < c_f c_1 \left( \frac{n}{M_f} \right)^{k-1} \exp \left( c_2 \sqrt{M_f n} \right),$$

where $c_f$ is bounded by the sum of the absolute values of the coefficients of the principal part of $f$, and $c_1$ and $c_2$ depend only on the group and multiplier. If $M_f \leq 0$ (i.e., $f$ is a holomorphic modular form), then $|a(n)|$ exhibits a stronger polynomial bound in terms of $n$, whereas if $n \leq 0$, then
we clearly have $|a(n)| \leq c_f$. Convergence of Maass–Poincaré series is delicate for $1/2 \leq k \leq 3/2$; however, similar asymptotic bounds may be established by considering powers of $f$ or multiplication of $f$ by another modular form to change the weight. Together these bounds suffice to show that the double series in (18) converges absolutely for all $q, p$ with $|q|, |p| < 1$. Further details of the circle method or Maass–Poincaré series are beyond the scope of this paper. However, the process we demonstrate in the rest of this section may be followed by considering this summation as a formal sum.

From the definition, it is clear that $\mathcal{H}_k(\nu)(z, \tau)$ has a pole when $z = \tau$. By modularity, $\mathcal{H}_k(\nu)(z, \tau)$ must have a pole at all points $(z, \tau)$ where $z = \gamma \tau$ for some $\gamma \in \Gamma$. We will see later that these poles are simple and that $\mathcal{H}_k(\nu)(z, \tau)$ has no other poles on $\mathbb{H} \times \mathbb{H}$.

We wish to write $\mathcal{H}_k(\nu)(z, \tau)$ as an explicit rational function of weakly holomorphic modular forms. We begin by selecting any nonconstant function

$$H_\Gamma(z) = \sum_{n \in \mathbb{Z}(1)} C_n q^n,$$

which is modular for $\Gamma$ with weight 0 and trivial multiplier 1, so $\mathbb{Z}(1) = \frac{1}{w} \mathbb{Z}$. For instance, we may choose $H_\Gamma = f_{0,0,m} \in M_0(\infty) (\Gamma)$ for an appropriate index $m$. Choosing $m$ to be minimal simplifies the computations.

**Remark.** Our method depends on our choice of $H_\Gamma$, and so the resulting expression for $\mathcal{H}_k(\nu)(z, \tau)$ is far from unique. However, if $X(\Gamma)$ has genus zero, we may make a canonical choice for $H_\Gamma$ to be a Hauptmodul.

Now consider the function

$$\mathcal{K}(z, \tau) = (H_\Gamma(z) - H_\Gamma(\tau)) \cdot \mathcal{H}_k(\nu)(z, \tau).$$

(21)

Let $\bar{f}_m(z)$ and $\bar{g}_n(\tau)$ be the coefficient functions of $\mathcal{K}(z, \tau)$ when expanded in powers of $p$ or $q$, respectively, so that on appropriate regions of $\mathbb{H} \times \mathbb{H}$, we have the equalities

$$\mathcal{K}(z, \tau) = \sum_{m \in I_k^{(\nu)}} \bar{f}_m(z) p^m \text{ and } \mathcal{K}(z, \tau) = \sum_{n \in J_k^{2-k}} \bar{g}_n(\tau) q^n.$$

Expanding (21), we find that

$$\bar{f}_m = f_{k,m}^{(\nu)} \cdot H_\Gamma - \sum_{i \in I_k^{(\nu)}} C_{m-i} \cdot f_{k,i}^{(\nu)},$$

(22)

$$\bar{g}_n = g_{2-k,n}^{(\nu)} \cdot H_\Gamma - \sum_{j \in J_k^{2-k}} C_{n-j} \cdot g_{2-k,j}^{(\nu)}.$$  

(23)

Note that these are finite sums.

We make three observations.

(1) Each $\bar{f}_m$ is a form in $M_k^!(\Gamma, \nu)$, and each $\bar{g}_n$ is a form in $M_{2-k}^!(\Gamma, \bar{\nu})$. 

(2) If \( \rho \) is any cusp of \( \Gamma \) other than \( \infty \), then the order of the pole of \( \tilde{f}_m \) and \( \tilde{g}_m \) at \( \rho \) is bounded by the order of the pole of \( H_\Gamma \) at \( \rho \). In particular, if \( H_\Gamma \in M_0^{(\infty)}(\Gamma) \), then \( \tilde{f}_m \in M_k^{(\infty)}(\Gamma, \nu) \) and \( \tilde{g}_n \in \hat{M}_{2-k}^{(\infty)}(\Gamma, \nu) \).

(3) There is a global bound on the orders of the poles of the forms appearing as the coefficients of \( \mathcal{K}(z, \tau) \) expanded in either variable. If \( B_\infty \) is the order of the pole of \( H_\Gamma \) at \( \infty \), then the order of the pole of \( \tilde{f}_m \) at infinity is bounded by \( B_\infty + \max(\tilde{J}_k^{(\nu)}) \), and the order of the pole of \( \tilde{g}_n \) at infinity is bounded by \( B_\infty + \max(\tilde{I}_k^{(\nu)}) \). This follows either by carefully expanding (22) and (23), or by substituting (18) into (21). In the second case, the sums in (18) multiplied by \( H_\Gamma(z) - H_\Gamma(\tau) \) clearly exhibit these bounds on the negative exponents of \( p \) and \( q \). In order to find the bounds for the initial term of (18) multiplied by \( H_\Gamma(z) - H_\Gamma(\tau) \), we expand

\[
\frac{H_\Gamma(z) - H_\Gamma(\tau)}{q^w - p^w} = \sum_{\substack{n \in \mathbb{Z}^{(\nu)}_0 \mid n \geq -B_\infty}} C_n \frac{q^n - p^n}{q^w - p^w} = \sum_{\substack{n \in \mathbb{Z}^{(\nu)}_0 \mid -B_\infty \leq n < 0}} C_n \sum_{m \in \mathbb{Z}^{(\nu)}_0 \mid n \leq m < 0} -q^m p^{n-m-1} + \sum_{n \in \mathbb{Z}^{(\nu)}_0 \mid n > 0} C_n \sum_{m \in \mathbb{Z}^{(\nu)}_0 \mid 0 \leq m < n} q^m p^{n-m-1}.
\]

Here, the \( C_n \) are the coefficients of \( H_\Gamma \) as defined in (20). The exponents in either variable of this final expression are bounded below by \(-B_\infty\).

Given these three observations, we see that \( \mathcal{K}(z, \tau) \) lives in the finite-dimensional subspace of \( M_k^1(\Gamma, \nu) \otimes M_{2-k}^1(\Gamma, \nu) \) generated by forms in each variable whose principal parts at each cusp have order satisfying the bounds described above. Since this space is finite dimensional, it is a straightforward linear algebra problem to calculate \( \mathcal{K}(z, \tau) \) in terms of basis elements of \( M_k^1(\Gamma, \nu) \) and \( M_{2-k}^1(\Gamma, \nu) \), respectively. In particular, we note that if \( H_\Gamma \in M_0^{(\infty)}(\Gamma) \) (with trivial multiplier), then

\[
\mathcal{K}(z, \tau) \in M_k^{(\infty)}(\Gamma, \nu) \otimes \hat{M}_{2-k}^{(\infty)}(\Gamma, \nu),
\]

and so we may write \( \mathcal{K}(z, \tau) \) as a finite sum of the form \( \sum_j c_j f_{k,m_j}^{(\nu)}(z) g_{2-k,n_j}^{(\nu)}(\tau) \) for some \( c_j, m_j, \) and \( n_j \).

We now have

\[
H_k^{(\nu)}(z, \tau) = \frac{\mathcal{K}(z, \tau)}{H_\Gamma(z) - H_\Gamma(\tau)}.
\]

Since \( \mathcal{K}(z, \tau) \in M_k^1(\Gamma, \nu) \otimes M_{2-k}^1(\Gamma, \nu) \), the only poles of \( H_k^{(\nu)}(z, \tau) \) in \( \mathbb{H} \times \mathbb{H} \) occur when \( H_\Gamma(z) - H_\Gamma(\tau) = 0 \). Since \( H_\Gamma \) was chosen arbitrarily in \( M_0^1(\Gamma) \), the poles of \( H_k^{(\nu)}(z, \tau) \) occur only when \( z = \gamma \tau \) for some \( \gamma \in \Gamma \), and these poles are simple. \( \square \)

Analogous generating functions for the forms appearing in Theorem 5.7 could be constructed following a similar process, but would require special care to handle the poles at different cusps. A much simpler approach is demonstrated in Proposition 7.2, by considering matrix actions on the generating functions given in Theorem 6.1.
7 | ARITHMETIC OPERATIONS ON MODULAR GRIDS

Modular grids can be combined and altered by linear operators. In this section, we give three examples of this phenomenon.

7.1 | Linear combinations of grids

At the beginning of § 6, we discussed modular grids of the shape $H(z, \tau) = \sum_j c_j F_j(z) G_j(\tau)$, where each $c_j \in \mathbb{C}$, each $F_j \in M^l_k(\Gamma, \nu)$, and each $G_j \in M^{l_2}_{2-k}(\Gamma, \overline{\nu})$. More generally, linear combinations of modular grids are modular grids.

**Proposition 7.1.** Assume the notation above. Let $(f_m^{(1)}, g_n^{(1)})_{m,n}, \ldots, (f_m^{(N)}, g_n^{(N)})_{m,n}$ be a finite list of modular grids with identical indexing sets, and suppose $f_m^{(j)} \in M^l_k(\Gamma, \nu)$ and $g_n^{(j)} \in M^{l_2}_{2-k}(\Gamma, \overline{\nu})$ for $j \in \{1, 2, \ldots, N\}$. For any fixed $c_1, c_2, \ldots, c_N \in \mathbb{C}$, if we write

$$f_m = \sum_{j=1}^N c_j f_m^{(j)} \quad \text{and} \quad g_n = \sum_{j=1}^N c_j g_n^{(j)},$$

then $(f_m, g_n)_{m,n}$ is a modular grid.

**Proof.** Let $(f_m^{(1)}, g_n^{(1)})_{m,n}, \ldots, (f_m^{(N)}, g_n^{(N)})_{m,n}$ be as above; for $j \in \{1, 2, \ldots, N\}$, write

$$f_m^{(j)}(z) = R_m^{(j)}(q) + \sum_{n \in J} a^{(j)}(m, n) q^n \quad \text{and} \quad g_n^{(j)}(\tau) = S_n^{(j)}(p) + \sum_{m \in I} b^{(j)}(n, m) p^m,$$

where $R_m^{(j)}$ and $S_n^{(j)}$ are Laurent polynomials in fractional powers of $q$ and $p$, respectively. Set

$$R_m(q) = \sum_{j=1}^N c_j R_m^{(j)}(q),$$

$$S_n(p) = \sum_{j=1}^N c_j S_n^{(j)}(p),$$

$$a(m, n) = \sum_{j=1}^N c_j a^{(j)}(m, n), \quad \text{and}$$

$$b(n, m) = \sum_{j=1}^N c_j b^{(j)}(n, m).$$

Then by construction,

$$f_m(z) = \sum_{j=1}^N c_j f_m^{(j)}(z) = R_m(q) + \sum_{n \in J} a(m, n) q^n,$$
\[ g_n(\tau) = \sum_{j=1}^{N} c_j g_n^{(j)}(\tau) = S_n(p) + \sum_{m \in I} b(n, m)p^m, \] and
\[ a(m, n) = \sum_{j=1}^{N} c_j a^{(j)}(m, n) = -\sum_{j=1}^{N} c_j b^{(j)}(n, m) = -b(n, m); \]
our claim follows.

\[ \square \]

**Example.** (See [2].) Let \( \ell \) be any prime such that \( X_0(\ell) \) has genus 0, and let \( J_\ell \) be the Hauptmodul for \( X_0(\ell) \) with a pole at \( \infty \). Let
\[ \mathcal{H}_1(z, \tau) = \frac{1}{2\pi i} J'_\ell(\tau) \frac{J_\ell(\tau) - J_\ell(z)}{J_\ell(\tau) - J_\ell(z)}. \]
The coefficients of \( \mathcal{H}_1 \), expanded in \( p \) and \( q \), form a modular grid \( (f^{(1)}_m, g^{(1)}_n)_{m \geq 0, n \geq 1} \), with \( f^{(1)}_0 = 1, f^{(1)}_m = q^{-m} + O(q) \), and \( g^{(1)}_n = p^{-n} + O(p) \). The \( f^{(1)}_m \) forms create a basis for \( \mathcal{M}_0(\infty) (\Gamma_0(\ell)) \) (with trivial multiplier), while the \( g^{(1)}_n \) forms create a basis for \( \hat{\mathcal{M}}_2(\infty) (\Gamma_0(\ell)) \). The function
\[ \mathcal{H}_2(z, \tau) = \hat{E}_{2, \ell}(\tau) = \frac{1}{1 - \ell} (E_2(\tau) - \ell E_2(\ell \tau)) \]
is also the generating function of a modular grid for the same groups with the same indexing sets. In this case, the weight 0 functions of the grid are constants. Then by Proposition 7.1, the coefficients of
\[ \mathcal{H}_3(z, \tau) = \mathcal{H}_1(z, \tau) - \mathcal{H}_2(z, \tau) = \frac{1}{2\pi i} J'_\ell(\tau) \frac{J_\ell(\tau) - J_\ell(z)}{J_\ell(\tau) - J_\ell(z)} - \hat{E}_{2, \ell}(\tau) \]
form a new modular grid \( (f_m, g_n)_{m \geq 1, n \geq 0} \). Note that \( g_n = g^{(1)}_n \) for \( n \geq 1 \), and \( g_0 = \hat{E}_{2, \ell}(\tau) \), whereas \( f_m = f^{(1)}_m - c_\ell(m) \), where \( c_\ell(m) \) is the coefficient of \( p^m \) of \( \hat{E}_{2, \ell}(\tau) \). By considering the modular pairing \( \{f_m, \hat{E}_{2, \ell}\} \), we find that \( f_0(z) = 0 \), and for \( m \geq 1 \), the constant term of \( f_m \) at the cusp 0 now vanishes, rather than the constant term at \( \infty \).

## 7.2 | Modular transformations of grids

We may also transform a modular grid arising from a rational generating function by the action of matrices on one or both variables. For example, consider the modular grid \( (f^{(\nu)}_{k,m}, g^{(\nu)}_{2-k,n})_{m,n} \) with associated bivariate generating function \( \mathcal{H}^{(\nu)}_k(z, \tau) \). Rather than acting on the \( f^{(\nu)}_{k,m} \) and the \( g^{(\nu)}_{2-k,n} \) by a modular transformation, as described before Question 5.3, we apply the usual weight \( k \) slash operator \( |_{k,w} \) in the \( w \) variable (either \( z \) or \( \tau \)), as defined in (3), to their joint generating function. This process yields generating functions for the modular grids described by Theorem 5.7, and thus vindicates its generality: Theorem 5.7 describes the behavior of the modular grid \( (f^{(\nu)}_{k,m}(z), g^{(\nu)}_{2-k,n}(\tau))_{m,n} \) under modular transformations.
Proposition 7.2. Assume the notation above. Suppose $H_k(\tau, \gamma)$ encodes the grid $(f_{k,m}^{(\gamma)} g_{2-k,n}^{(\tau)})_{m,n}$, as defined in Section 6, and suppose $\alpha, \beta, \gamma \in \hat{\Gamma}$. Then the function

$$H_k(\tau, \gamma)|_{k,z}(\gamma^{-1}\alpha)|_{2-k,\tau}(\gamma^{-1}\beta)$$

encodes the modular grid

$$\left(\frac{w_{\gamma\infty}}{w_{\beta\infty}} f_{k,m}^{(\gamma, \alpha-1\beta, \alpha-1\gamma)}(\tau), \frac{w_{\gamma\infty}}{w_{\alpha\infty}} g_{2-k,n}^{(\tau, \beta-1\alpha, \beta-1\gamma)}(\tau)\right)_{m,n}.$$

Proof. Define the function $H'(z, \tau) = H_k(\tau, \gamma)|_{k,z}(\gamma^{-1}\alpha)(z, \tau)$. This function is modular in the variable $z$ with respect to the multiplier $\nu^{\alpha}$, and in the variable $\tau$ with respect to the multiplier $\bar{\nu}^{\gamma}$. Thus $H'$ has a Fourier expansion in fractional powers of $q$ and $p$, with admissible exponents in $Z^{(\nu^{\alpha})}$ and $Z^{(\bar{\nu}^{\gamma})}$, respectively. The Fourier coefficients in one variable may be extracted by standard Fourier integrals in that variable. Specifically, for $m \in Z^{(\bar{\nu}^{\gamma})}$ and $n \in Z^{(\nu^{\alpha})}$, write

$$f'_m(z) = \lim_{\tau_0 \to i\infty} \int_{\tau_0}^{\tau_0 + w_{\gamma\infty}} \frac{p^{-m}}{w_{\gamma\infty}} H'(z, \tau) d\tau,$$

$$g'_n(\tau) = -\lim_{z_0 \to i\infty} \int_{z_0}^{z_0 + w_{\alpha\infty}} \frac{q^{-n}}{w_{\alpha\infty}} H'(z, \tau) dz.$$

These functions are modular for their respective multipliers since modular transformations commute with the integral. The limit is required in the definition since the function $H'(z, \tau)$ has poles. If $z_0$ and $\tau_0$ are taken as variables while $z$ and $\tau$ are held constant, the integrals above may be discontinuous as the paths of integration cross any singularities.

The forms $(f'_m, g'_n)_{m,n}$ constitute a new modular grid encoded by $H'(z, \tau)$. Duality follows from the fact that in general the order of the Fourier integrals

$$\lim_{\tau_0 \to i\infty} \int_{\tau_0}^{\tau_0 + w_{\gamma\infty}} \frac{p^{-m}}{w_{\gamma\infty}} \cdot d\tau \quad \text{and} \quad \lim_{z_0 \to i\infty} \int_{z_0}^{z_0 + w_{\alpha\infty}} \frac{q^{-n}}{w_{\alpha\infty}} \cdot dz$$

are interchangeable. This statement is complicated somewhat due to the presences of poles in either variable whose locations are determined by the other variable. However, this complication can be resolved without too much difficulty.

To see this, recall that $H_k(\tau, \gamma)$ has poles only at cusps and when $z = \mu \tau$ for some $\mu \in \Gamma$. Thus $H'$ has poles only at cusps or when $\alpha^{-1} \gamma z = \mu \tau$ for some $\mu \in \Gamma$. If the cusps $\alpha\infty$ and $\gamma\infty$ are not equivalent, then the function is holomorphic for $z$ and $\tau$ in $\mathbb{H}$ with sufficiently large imaginary part, and so the integrals are interchangeable.

If the cusps $\alpha\infty$ and $\gamma\infty$ are equivalent, then by Lemma 2.5, $\alpha^{-1} \gamma = \beta T$ for some $\beta \in \Gamma$ and some upper triangular matrix $T$. Following (18), let $\xi' = \xi(\nu^{\beta})$ and $\omega' = \omega(\nu^{\beta}) = \omega_{\gamma\infty}$. Then we see that

$$H_k(\tau, \gamma) - \frac{p^{\xi'}}{q^{\omega'}} = \frac{p^{\xi'}}{q^{\omega'}} - p^{\xi'}$$
is holomorphic for \( z \) and \( \tau \) in \( \mathbb{H} \) with sufficiently large imaginary parts. Thus, the same is true for

\[
\mathcal{H}'(z, \tau) - \psi'(\beta) \left| \frac{1-\frac{c'}{w'}}{p_1^{-1}q_1^{-1}} \right| T, \quad k, z
\]

Therefore, the order of the Fourier integrals for this function are also interchangeable. In particular, the \( n \)th Fourier coefficient of \( f'_m \) is equal to the \( m \)th Fourier coefficient of \( -g'_n \), except for when \( \alpha^{-1}\gamma \) corresponds to the infinite cusp and we consider coefficients belonging to the rational component \( \psi'(\beta) \left| \frac{b_1}{w} q_1^{-1} \right| k, z_T \).

Given that \( \mathcal{H}'(z, \tau) \) encodes a modular grid, (19) and (14) allow us to determine that

\[
f'_m = f'_{k,m}(\psi^\alpha^{-1} \gamma, \alpha^{-1} \gamma).
\]

Theorem 5.7 can then be used to determine that \( \mathcal{H}'(\psi) \left| k, z \right| \alpha = \mathcal{H}'(\psi) \left| 2-k, \tau \right| \beta^{-1} \).

Proof. Proposition 7.2 shows that

\[
\mathcal{H}'(\psi) \left| k, z \right| \alpha = \mathcal{H}'(\psi) \left| 2-k, \tau \right| \beta^{-1}.
\]

We obtain an extra level of symmetry when there are no holomorphic forms in either space to row-reduce against, and we use two matrices \( \alpha \) and \( \beta \) which both commute with the group and multiplier.

**Theorem 7.3.** Let \( k, \psi, \Gamma, \) and \( \hat{\Gamma} \) be given as above, and suppose that \( M_k(\Gamma, \nu) \) and \( S_{2-k}(\Gamma, \nu) \) are both trivial. Suppose \( \alpha, \beta \in \hat{\Gamma} \) satisfy \( \alpha \Gamma = \beta \Gamma, \Gamma \alpha = \Gamma = \Gamma \beta, \) and \( \nu \alpha = \nu = \nu \beta \). Then

\[
\mathcal{H}'(\psi) \left| k, z \right| \alpha = \mathcal{H}'(\psi) \left| 2-k, \tau \right| \beta^{-1}.
\]

Proof. Proposition 7.2 shows that

\[
\mathcal{H}'(\psi) \left| k, z \right| \alpha \left| 2-k, \tau \right| \beta
\]

encodes the grid

\[
\left( \frac{w_{\psi, \alpha^{-1} \beta, \alpha^{-1}}}{w_{\beta, \alpha^{-1} \beta, \alpha^{-1}}}, \frac{w_{\psi, \alpha^{-1} \beta, \alpha^{-1}}}{w_{\alpha, \alpha^{-1} \beta, \alpha^{-1}}} \right) \left( \frac{g_{2-k, n}}{g_{2-k, n}} \right)_{m,n}.
\]

Let \( \gamma = \alpha^{-1} \beta \). Since \( \Gamma^\alpha = \Gamma \), and \( \gamma \in \Gamma \), we have that \( w_{\beta, \alpha^{-1} \beta} = w_{\alpha, \alpha^{-1} \beta} = w_{\alpha} \). Thus the grid in (24) is equal to the grid

\[
\left( f'_{k,m}(\psi, \gamma, \alpha^{-1} \beta, \alpha^{-1}) \left( \frac{g_{2-k, n}}{g_{2-k, n}} \right) \right)_{m,n}.
\]
Since $M_k(\Gamma, \nu)$ and $S_{2-k}(\Gamma, \nu)$ are both trivial, and using again that $\gamma \in \Gamma$, we have that
\[
 f_{k,m}^{(v, y^{-1}, \alpha^{-1})}(z) = f_{k,m}^{(v)} \quad \text{and} \quad g_{2-k,m}^{(\tilde{\sigma}, y, \beta^{-1})}(\tau) = g_{2-k,n}^{(\tilde{\sigma})}.
\]
Therefore
\[
 H_k^{(v)}(z, \tau)|_{k, z \alpha |_{2-k, \tau \beta}} = H_k^{(v)}(z, \tau).
\]

The result follows.

Theorem 7.3 can be adapted to include certain trace operations between groups. Suppose that $\Gamma'$ is a subgroup of $\hat{\Gamma}$ satisfying
\[
 \Gamma \subseteq \Gamma' \subseteq \hat{\Gamma},
\]
and that $\nu$ extends to a consistent multiplier $\nu'$ on $\Gamma'$. Then define the trace $\text{Tr}_\nu' : M_k(\Gamma, \nu) \to M_k(\Gamma', \nu')$ by
\[
 f|_{k \text{Tr}_\nu'} = \sum_{[\gamma] \in \Gamma \setminus \Gamma'} \nu'(\gamma)^{-1} f|_{k \gamma}.
\]
This is well defined as long as $f$ is modular for $\Gamma$ with multiplier $\nu$.

With this definition, we have the following theorem.

**Theorem 7.4.** Let $\Gamma$ be a commensurable subgroup, and let $\hat{\Gamma}$ be a maximal commensurable subgroup containing $\Gamma$. Let $k \in \frac{1}{2}\mathbb{Z}$, and let $\nu$ be any consistent weight $k$ multiplier. Suppose that $M_k(\Gamma, \nu)$ and $S_{2-k}(\Gamma, \nu)$ are both trivial. If $\nu$ extends to a multiplier $\nu'$ defined on a group $\Gamma'$ between $\Gamma$ and $\hat{\Gamma}$, then
\[
 H_k^{(v)}(z, \tau)|_{k, z \text{Tr}_\nu'} = H_k^{(v)}(z, \tau)|_{2-k, \tau \text{Tr}_\nu'} = \frac{w_\infty}{w'_\infty} H_k^{(v')}(z, \tau),
\]
where $w_\infty$ and $w'_\infty$ are the widths of the infinite cusps of $\Gamma$ and $\Gamma'$, respectively.

**Proof.** Since $M_k(\Gamma, \nu)$ and $S_{2-k}(\Gamma, \nu)$ are both trivial, it follows that $M_k(\Gamma', \nu')$ and $S_{2-k}(\Gamma', \nu')$ are both trivial as well because the latter spaces are subspaces of the former. Therefore, we have that
\[
 I_k^{(v)} = \mathbb{Z}_{>0}^{(v)} \quad \text{and} \quad I_{2-k}^{(v)} = \mathbb{Z}_{>0}^{(v)}.
\]
Suppose $m \in I_k^{(v)}$. Then $f_{k,m}^{(v)} = q^{-m} + O(1)$. If $[\gamma] \in \Gamma \setminus \Gamma'$ does not preserve the cusp $\infty$ of $\Gamma$, then $f_{k,m}|_{k, \nu'} = O(1)$. If $[\gamma] \in \Gamma \setminus \Gamma'$ preserves the cusp $\infty$ of $\Gamma$, then we may choose $\gamma$ in the coset to be upper triangular. Therefore, $\nu'\gamma^{-1}(f_{k,m}|_{k, \gamma}) = \zeta q^{-m} + O(1)$, where $\zeta$ is some root of unity and $\zeta = 1$ if $m \in I_k^{(v)}$.

Since $\Gamma \subseteq \Gamma'$, we have that $Z(\nu') \subseteq Z(\nu)$ and $Z(\nu') \subseteq Z(\nu')$ with
\[
 [Z(\nu') : Z(\nu)] = [Z(\nu') : Z(\nu')].
\]
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where \([\mathbb{Z}(\nu') : \mathbb{Z}(\nu)]\) is the index of \(\mathbb{Z}(\nu)\) inside \(\mathbb{Z}(\nu')\) as (possibly shifted) lattices. The trace \(\text{Tr}_{\nu'}\) will include \([\mathbb{Z}(\nu') : \mathbb{Z}(\nu)]\) matrices which preserve the cusp \(\infty\) of \(\Gamma\). Thus, if \(m\) is in \(I_k^{(\nu')}\), then it follows that the form \(f_{k,m}^{(\nu)}|_k\text{Tr}_{\nu'}\) has Fourier expansion

\[
f_{k,m}^{(\nu)}|_k\text{Tr}_{\nu'} = [\mathbb{Z}(\nu') : \mathbb{Z}(\nu)]q^{-m} + O(1)
\]

and is in \(M_k^{(\infty)}(\Gamma', \nu')\). Since the space has no holomorphic forms, it must be true that

\[
f_{k,m}^{(\nu)}|_k\text{Tr}_{\nu'} = \frac{w_\infty}{w'_\infty} f_{k,m}.\]

On the other hand, if \(m\) is not in \(I_k^{(\nu')}\), then \(f_{k,m}^{(\nu)}|_k\text{Tr}_{\nu'} = O(1)\) and is in \(M_k^{(\infty)}(\Gamma', \nu')\). Since the space has no holomorphic forms, it follows that

\[
f_{k,m}^{(\nu)}|_k\text{Tr}_{\nu'} = 0.
\]

This implies

\[
H_k^{(\nu)}(z, \tau)|_{k, z}\text{Tr}_{\nu'} = \frac{w_\infty}{w'_\infty} H_k^{(\nu')} (z, \tau).
\]

A similar argument, considering the functions \(g_{2-k,n}^{(\nu)}|_k\text{Tr}_{\nu'}\), shows that

\[
H_k^{(\nu)}(z, \tau)|_{2-k, \tau}\text{Tr}_{\nu'} = \frac{w_\infty}{w'_\infty} H_k^{(\nu')} (z, \tau),
\]

as desired. In this case, we may replace each \(O(1)\) in the argument above with \(o(1)\) since the forms vanish away from \(\infty\) and have no constant other than for the \(n = 0\) form.

\[\square\]

### 7.3 Hecke operators

If \(\mathcal{F}(z, \tau)\) generates a modular grid for a congruence subgroup \(\Gamma\), then by combining the ideas of the previous subsections, we can act on \(\mathcal{F}\) by Hecke operators. When there are no cusp forms in the ambient spaces of modular forms, this action demonstrates a striking symmetry. For simplicity, we restrict our attention to \(k\) an even integer, \(\Gamma \supseteq \Gamma_0(N)\) for some positive integer \(N\), and a multiplier \(\nu\) which acts trivially on \(\Gamma_0(N)\). If \(M\) is coprime to \(N\), then the action of the Hecke operator \(T_M\) on \(M_k^1(\Gamma, \nu)\) is an endomorphism given by

\[
f|_k T_M = \sum_{ad=M \atop b \mod d} f|_k \left( \begin{array}{cc} a & b \\ 0 & d \end{array} \right) .
\]

**Remark.** Our normalization of the Hecke operator is \(M^{1-k/2}\) times the usual Hecke operator that preserves integrality of coefficients when \(k > 0\).
If \( f(z) = \sum_n a(n)q^n \), then
\[
f(z)\Big|_{k,T_M} = \sum_n \sum_{d \mid \gcd(n,M)} d^{k/2} \left( \frac{M}{d} \right)^{1-k/2} a\left( \frac{Mn}{d^2} \right) q^n.
\] (26)

We may apply this operator to the generating function \( H^{(\nu)}_{2-k}(z, \tau) \) with respect to either variable. In either case, this will result in a new modular grid. As claimed in Theorem 1.3, under certain conditions the action is the same in either variable.

**Theorem 7.5** (Theorem 1.3). Let \( k \) be a positive even integer, and let \( \Gamma \supseteq \Gamma_0(N) \) be a commensurable subgroup equipped with a multiplier \( \nu \) that acts trivially on \( \Gamma_0(N) \). Suppose that \( S_k(\Gamma, \bar{\nu}) \) is trivial. If \( M \) is a positive integer coprime to \( N \), then
\[
H^{(\nu)}_{2-k}(z, \tau)\Big|_{k,T_M} = H^{(\nu)}_{2-k}(z, \tau)\Big|_{2-k,T_M}.
\]

**Proof.** If \( \Im(\tau) > \Im(z) \), then we may use (26) to expand \( H^{(\nu)}_{2-k}(z, \tau)\Big|_{k,T_M} \) as a series in powers of \( p \) to obtain
\[
H^{(\nu)}_{2-k}(z, \tau)\Big|_{k,T_M} = \left( \sum_{m \in I^{(\nu)}_{2-k}} f^{(\nu)}_{2-k,m}(z)p^m \right)_{k,T_M} = \sum_{m \in I^{(\nu)}_{2-k}} \sum_{d \mid \gcd(m,M)} d^{1-k/2} \left( \frac{M}{d} \right)^{k/2} f^{(\nu)}_{2-k,m}(z)p^m.
\]

If \( \Im(\tau) < \Im(z) \), then we may expand \( H^{(\nu)}_{2-k}(z, \tau)\Big|_{k,T_M} \) as a series in powers of \( q \) to obtain
\[
H^{(\nu)}_{2-k}(z, \tau)\Big|_{k,T_M} = -\sum_{n \in f^{(\nu)}_{k}} g^{(\nu)}_{k,n}(\tau)q^n_{k,T_M}.
\]

By hypothesis, \( S_k(\Gamma, \bar{\nu}) \) is trivial, so \( \hat{M}^{(\nu)}(\Gamma, \bar{\nu}) \cap M_k(\Gamma, \bar{\nu}) \) is spanned by at most a single Eisenstein series which has a constant at \( \infty \) and vanishes at all other cusps. Thus a form in \( \hat{M}^{(\nu)}(\Gamma, \bar{\nu}) \) is determined uniquely by its principal part at infinity. The Hecke operator \( T_m \) preserves the space \( \hat{M}^{(\nu)}(\Gamma, \bar{\nu}) \), so using (26) with \( d \) replaced with \( M/d \) and considering the principal parts, we find for \( n \geq 0 \) that
\[
g^{(\nu)}_{k,n} |_{k,T_M} = \sum_{d \mid \gcd(n,M)} \left( \frac{M}{d} \right)^{k/2} d^{1-k/2} g^{(\nu)}_{k, nM/d^2}.
\]

It follows that
\[
H^{(\nu)}_{2-k}(z, \tau)\Big|_{k,T_M} = -\sum_{n \in f^{(\nu)}_{k}} g^{(\nu)}_{k,n}(\tau)q^n_{k,T_M} = \sum_{n \in f^{(\nu)}_{k}} \left( \sum_{d \mid \gcd(n,M)} \left( \frac{M}{d} \right)^{k/2} d^{1-k/2} g^{(\nu)}_{k, nM/d^2} \right) q^n.
\]
Similar calculations allow us to expand $H_{2-k}^{(v)}(z, \tau)|_{2-k, z}T_M$ as a power series in either $p$ or $q$ depending on the relative sizes of $\text{Im}(z)$ and $\text{Im}(\tau)$. Here we use the fact that $S_{2-k}(\Gamma, v)$ is automatically trivial since $k \geq 2$. By comparing expansions, we find that

$$H_{2-k}^{(v)}(z, \tau)|_{k, \tau}T_M = H_{2-k}^{(v)}(z, \tau)|_{2-k, z}T_M.$$ 

\[\square\]
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