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Abstract—Underactuated systems like sea vessels have degrees of motion that are insufficiently matched by a set of independent actuation forces. In addition, the underlying trajectory-tracking control problems grow in complexity in order to decide the optimal rudder and thrust control signals. This enforces several difficult-to-solve constraints that are associated with the error dynamical equations using classical optimal tracking and adaptive control approaches. An online machine learning mechanism based on integral reinforcement learning is proposed to find a solution for a class of nonlinear tracking problems with partial prior knowledge of the system dynamics. The actuation forces are decided using innovative forms of temporal difference equations relevant to the vessel's surge and angular velocities. The solution is implemented using an online value iteration process which is realized by employing means of the adaptive critics and gradient descent approaches. The adaptive learning mechanism exhibited well-functioning and interactive features in react to different desired reference-tracking scenarios.
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I. INTRODUCTION

The trajectory-tracking problem is a sub-class of the optimal tracking problems where error dynamical equations are derived to solve this category of problems. A considerable number of solution methods are either offline or rely on complicated adaptive structures. The complexity escalates when it is desired to control underactuated high order systems [1]–[3]. This work proposes a data-driven machine learning approach that fuses measurements into control strategies for underactuated sea vessels. This approach makes use of the tracking error signals of the orientation of the vessel to compensate for the thrust and rudder forces without actually solving any error dynamical equations or solving complex adaptive control laws. This work combines ideas from Reinforcement Learning (RL) and optimal control theory to propose reference-tracking control mechanism for a class of underactuated mechanical systems.

Numerous control approaches, such as backstepping, sliding mode, nonlinear adaptive controllers, among others, have been proposed in the literature to control the trajectories of unmanned vessels [1]–[3]. Among them, approximate dynamic programming approaches are used to tackle the action-state curses of dimensionality associated with the dynamic programming methods. They are employed to solve the optimal control problems using different forms of Bellman equations to optimize the underlying cost functions [4], [5]. The solution of the Hamilton-Jacobi-Bellman (HJB) of a dynamical system, not only provides an optimal control solution but also forms a temporal difference optimization setup that is employed by machine learning environments [6]–[8]. The optimal solution is found by applying Bellman optimality conditions to derive the optimal strategy. Bellman equations may be arranged into various temporal difference forms that can be realized using reinforcement learning approaches [9].

The RL mechanisms allow dynamical systems to select their control strategies in a dynamic learning environment to transit to better states that maximize the sum of cumulative rewards [10]–[12]. Integral Reinforcement Learning (IRL) approaches are employed to solve the differential graphical games and adaptive control problems for linear and nonlinear systems in [13]–[16]. Policy and value iteration methods provide different realizations for the IRL solutions. These are used to approximate the best strategies-to-follow, by minimizing a performance index of the states or dynamic positions [8]. Policy iteration method necessitates an initial admissible policy and may employ least-square approximations to arrive at certain solutions [17]. Value iteration provides a non-decreasing sequence of solving value functions bounded above by the optimal solution [18]. While in policy iteration, the solving value functions are non-increasing and bounded below by the value at the optimal strategy. The adaptive critics neural network tools are used to approximate the strategy and the associated value using actor and critic structures [19]–[22].

The main contributions can be explained as follows: First, a machine learning process is presented to design a reference-tracking mechanism for an underactuated sea vessel. This approach does not use any error dynamical equations or need to employ complicated adaptive control laws. Second, it makes benefit of the online measurements, or simply the tracking errors, to decide the control strategies. Finally, a value iteration process is developed to update the rudder and thrust control strategies using means of adaptive critics.

The remaining of the paper is structured as follows. Section II explains the dynamics of an underactuated sea vessel.
followed by laying out the mathematical framework of the trajectory-tracking problem. Sections III and IV present the integral reinforcement learning solution and the associated adaptive critics implementation. The analysis of the simulation results and final concluding remarks are introduced in Sections V and VI, respectively.

II. UNDERACTUATED SEA VESSEL: PROBLEM SETUP

The dynamics of an underactuated ship are defined by [1]

\[
\begin{align*}
\dot{x} &= v \cos(\psi) - u \sin(\psi) \\
\dot{y} &= v \sin(\psi) + u \cos(\psi) \\
\dot{\psi} &= r \\
\dot{u} &= \frac{m_{22}}{m_{11}} u r - \frac{d_{11}}{m_{11}} v + \frac{1}{m_{11}} c_F \\
\dot{\omega} &= \frac{m_{11}}{m_{33}} u v - \frac{d_{33}}{m_{33}} r + \frac{1}{m_{33}} c_R,
\end{align*}
\]

where \((x, y)\) and \(\psi\) represent the vessel’s position and orientation; \(v, r,\) and \(u\) denote the surge velocity, yaw angular velocity, and sway velocity, respectively; \(m_{11}, m_{22},\) and \(m_{33}\) represent inertia masses; \(d_{11}, d_{22},\) and \(d_{33}\) represent drag coefficients; \(c_F\) and \(c_R\) are the thrust and rudder control forces, respectively. Fig. 1 depicts the kinematic parameters of an underactuated vessel with respect to the world coordinate system along with a desired (reference) Cartesian trajectory \((x^{ref}(t), y^{ref}(t)), \ t \geq 0\), generated by an independent command generator of the reference mission.

![Kinematics of an underactuated sea vessel in following a reference trajectory](image)

The objective is to steer the vessel towards the desired reference trajectory so that the tracking errors \(e_x(t) = x(t) − x^{ref}(t)\) and \(e_y(t) = y(t) − y^{ref}(t)\) converge to zero as \(t \to \infty\). This task can be formulated as an optimal control problem aiming at calculating the optimal thrust and rudder control forces, \(c_F\) and \(c_R\), respectively. Adopting such formulation would lead to nonlinear control laws. To simplify the problem, and so the associated machine learning technique, we will now introduce the concepts of tangential and bearing corrections.

A. Linear Velocity Optimization: Tangential Corrections

Define the velocity scalar adjustments along the \(x\) and \(y\) directions as \(c_v(t) = K_v(t) E_v(t)\) and \(c_d(t) = K_d(t) E_d(t)\), respectively, with \(E_v(t) = [e_x(t) \ e_y(t) − (\Delta) \ e_y(t) − (2\Delta)]^T \in \mathbb{R}^{3 \times 1}\) and \(E_d(t) = [c_v(t) \ c_d(t) − \Delta \ c_d(t) − 2\Delta]^T \in \mathbb{R}^{3 \times 1}\). As such, we can design a controller to minimize objective cost functions \(U_x\) and \(U_y\) in the \(x\) and \(y\) directions, respectively, where \(U_i(E_i(t), c_i(t)) = \frac{1}{2} (E_i(t) Q_i E_i(t) + R_i c_i(t))^2, \ i \in \{x, y\}\), for some design parameters \(Q_i > 0 \in \mathbb{R}^{3 \times 3}\) and \(R_i > 0 \in \mathbb{R}\). When referring to a matrix, the notation “\(> 0\)” refers to a positive definite matrix. The performance index associated to the long-run cost is defined by

\[
J_i = \int_0^\infty U_i(E_i(\zeta), c_i(\zeta)) \, d\zeta.
\]

B. Angular Velocity Optimization: Bearing Correction

The tracking error corresponding to the vessel’s orientation is \(e_\psi(t) = \frac{\psi}{\Delta} \left(\frac{\dot{x}(t) + y(t)}{\sqrt{\dot{x}(t)^2 + y(t)^2}} - \psi_{\text{ref}}(t) + y_{\text{ref}}(t)\right),\) where \(\psi\) denotes the phase of the complex quantity \(\). Define the control law \(c_\psi(t) = c_\psi(t) + i c_\psi(t)\) with bearing adjustment \(c_\psi(t) = K_h(t) E_h(t)\), where \(E_h(t) = [e_\psi(t) \ c_\psi(t) − \Delta \ c_\psi(t) − 2\Delta]^T \in \mathbb{R}^{3 \times 1}\) and the gain \(K_h(t) \in \mathbb{R}^{1 \times 3}\) is to be determined later. This step takes into consideration the orientation error and the bearing corrections as per the surge velocity tangential adjustments \(c_v\) and \(c_d\). It enables the adoption of a heading control law \(\psi = \frac{\dot{x}(t) + y(t)}{\sqrt{\dot{x}(t)^2 + y(t)^2}} + c_\psi(t) \in \left[\frac{-\pi}{2}, \frac{\pi}{2}\right]\) rad. Using (1e) and (1f) yields

\[
\dot{\psi} = \psi = \frac{m_{11} - m_{22}}{m_{33}} u v - \frac{d_{33}}{m_{33}} r + \frac{1}{m_{33}} c_R.
\]

Applying Euler’s approximation, the angular acceleration \(\ddot{\psi}\) is estimated by \(\ddot{\psi} \approx (\psi(t) - 2\psi(t - \Delta) + \psi(t - 2\Delta))/\Delta^2\). Equating to (4), \((\psi(t) - 2\psi(t - \Delta) + \psi(t - 2\Delta))/\Delta^2 = \frac{m_{11} - m_{22}}{m_{33}} u v - \frac{d_{33}}{m_{33}} r + \frac{1}{m_{33}} c_R\). Therefore, the rudder control force can be written as

\[
c_R = \psi(t) - 2\psi(t - \Delta) + \psi(t - 2\Delta) - \Delta^2/m_{33} - (m_{11} - m_{22}) u v + d_{33} r.
\]

The final optimization goal is then to minimize the following objective function associated to the bearing adjustment:

\[
U_h(E_h(t), c_h(t)) = \frac{1}{2} (E_h(t)^T Q_h E_h(t) + R_h [c_h(t)]^2),
\]
where \( Q_h > 0 \in \mathbb{R}^{3 \times 3} \) and \( R_h > 0 \in \mathbb{R} \). The associated performance index is defined by

\[
J_h = \int_0^\infty U_h(E_h(\zeta), c_h(\zeta)) \, d\zeta.
\] (6)

With the introduction of the tangential and bearing corrections, the trajectory-tracking optimization problem is reduced to minimizing the indices \( J_x, J_y, \) and \( J_h \). It is important to point out that such a formulation avoids the explicit use of the full sixth-order nonlinear dynamics (1). The control signals \( c_v \) and \( c_h \) will be later calculated using a reinforcement learning process. These sub-control signals will be calculated in an online fashion based on location feedback measurements, such as GPS data, for instance. They are also employed implicitly into the computation of the thrust and rudder actuation forces \( c_F \) and \( c_R \). It is also worth mentioning that the term \( jc_x + jc_y \) may be omitted from the calculation of the control law \( c_h(t) \). However, including it can speed up the convergence process.

III. OPTIMAL CONTROL SOLUTION

We now introduce the optimal control solution using integral forms of Bellman equations within a value iteration framework. The conditions of optimality are found using Bellman optimization principles [7]. The optimization problem finds the optimal control strategies by minimizing the performance indices \( J_x, J_y, \) and \( J_h \), with respect to the control signals \( c_x, c_y, \) and \( c_h \), respectively.

A. Integral Bellman Equations

The solving value structure for each segment of the optimization problem (i.e., searching for the optimal strategies \( c_x, c_y, \) and \( c_h \)) is motivated by the linear quadratic forms of the underlying cost functions. Hence, the solution for each segment is quadratic in the recent error records and sub-control signals such that

\[
J_i \equiv V_i(E_i, c_i) = \frac{1}{2}[E_i^T \ H_i \ E_i, \ c_i^T \ c_i],
\] (7)

where \( i \in \{x, y, h\} \), matrix \( H_i \), at each direction \( x, y, \) and \( h \), has a symmetric structure \( H_i = \begin{bmatrix} H_{E,E_i} & H_{E,c_i} \\ H_{c_i,E_i} & H_{c_i,c_i} \end{bmatrix} > 0 \).

Equating the performance indices (7) to (3) and (6), yields the following integral Bellman equations

\[
V_i(E_i(t), c_i(t)) = \int_t^{t+\Delta} U_i(E_i(\zeta), c_i(\zeta)) \, d\zeta + V_i(E_i(t+\Delta), c_i(t+\Delta)), i \in \{x, y, h\}.
\] (8)

Applying the optimality conditions on these integral Bellman equations leads to the following optimal control strategies [7]:

\[
c_i^* = \arg \min_{c_i} V_i(E_i(t), c_i(t)), i \in \{x, y, h\}.
\]

Hence, each optimal strategy is evaluated such that \( H_{c_i,E_i} c_i(t) + H_{E,c_i} E_i(t) = 0 \). The solution is a model-free optimal control strategy

\[
c_i^*(t) = - [H_{c_i,E_i}^{-1} \ H_{c_i,c_i}] E_i(t).
\] (9)

Applying each optimal control strategy (i.e., \( c_x^*, c_y^*, \) and \( c_h^* \)) into the respective integral Bellman equation (8) yields the following integral Bellman optimality equations

\[
V_i^*(E_i(t), c_i^*(t)) = \int_t^{t+\Delta} U_i(E_i(\zeta), c_i^*(\zeta)) \, d\zeta + V_i^*(E_i(t+\Delta), c_i^*(t+\Delta)), i \in \{x, y, h\}.
\] (10)

The simultaneous solution of these integral Bellman optimality equations yields a trajectory-tracking for the sea vessel.

B. Value Iteration Solution

A value iteration algorithm is introduced to implement the online IRL solution for the Bellman optimality equations (10). This process does not require any initial admissible policies. It finds the optimal strategies using nondecreasing and upper-bounded sequence of solving value functions. The process is summarized in Algorithm 1. It is important to mention that the value iteration process employs partial knowledge about the dynamics of the sea vessel. It is proven to generally converge by generating a sequence of non-decreasing value functions that are upper-bounded by the optimal value [23].

**Algorithm 1** Online Value Iteration Mechanism

**Input:**
- Initial solving matrices \( H_i^0, i \in \{x, y, h\} \)
- Initial tracking error vectors \( E_i^1 \) and strategies \( c_i^1 \)
- Error threshold \( \gamma \)
- Convergence time window \( L \)
- Maximum number of learning iterations \( N_T \)

**Output:**
- Optimal solving matrices \( H_i^\ell, i \in \{x, y, h\} \)

1. for \( \ell = 1 \) to \( N_T \) do
2. Calculate the cost value \( \int_t^{t+\Delta} U_i(E_i(\zeta), c_i^*(\zeta)) \, d\zeta \)
3. Find \( E_i^\ell(t+\Delta) \) and \( c_i^\ell(t+\Delta) \) using (1) and (9)
4. Determine \( V_i^\ell(E_i(t+\Delta), c_i^\ell(t+\Delta)) \) using (7)
5. Evaluate \( V_i^{\ell+1}(\ldots) \) using

\[
V_i^{\ell+1}(\ldots) = \int_t^{t+\Delta} U_i(E_i(\zeta), c_i^*(\zeta)) \, d\zeta + V_i^\ell(E_i(t+\Delta), c_i^\ell(t+\Delta))
\]

6. if \( \ell > L \) and \( \|H_i^{\ell+1-j} - H_i^{\ell-j}\| \leq \gamma, \forall j \in \{0, 1, \ldots, L\} \), then
7. \( H_i^\ell \leftarrow H_i^{\ell+1} \)
8. end if
9. end for
10. return Optimal solving matrices \( H_i^\ell \)
IV. ADAPTIVE CRITICS REALIZATION

We adopt actor-critic structures in the form of neural network approximators employed by the IRL controller. The best strategies are approximated using actor networks, while the values of these strategies are approximated by means of critic networks [9], [24], [25]. Herein, each solving value function is approximated using a critic neural network defined by

$$
\hat{V}_i(E_i, \hat{c}_i) = \frac{1}{2}[E_i^T \hat{c}_i^T]W_i [E_i \hat{c}_i],
$$

(11)

where \( W_i, i \in \{x, y, h\} \) are the critic approximation weights for the solving value functions \( \hat{V}_i \) (i.e., one for each of the three adaptive learning control loops). The structures of the critic networks are motivated by those of the functions \( \hat{V}_i \). Similarly, the optimal strategies are approximated such that

$$
\hat{c}_i = \Omega_i E_i,
$$

(12)

where \( \Omega_i, i \in \{x, y, h\} \) are network approximation weights.

The adaptation process of the adaptive critic weights employs a gradient descent approach. The target values which are used to tune the different critic weights are given by

$$
\hat{V}_i = \int_{t}^{t+\Delta} U_i(E_i(\zeta), \hat{c}_i(\zeta)) \, d\zeta + \hat{V}_i(E_i(t+\Delta), \hat{c}_i(t+\Delta)).
$$

(13)

They express the desired value functions of the approximations \( \hat{V}_i, i \in \{x, y, h\} \). Similarly, the desired values of the approximated optimal strategies \( \hat{c}_i \), that are used to tune the actor weights, are defined by

$$
\hat{c}_i = -\left(W_{\hat{c}_i}^{-1} E_i \right) E_i, \quad i \in \{x, y, h\}.
$$

(14)

The approximation error of each critic network is defined by \( \varepsilon_{\text{critic}} = \frac{1}{2} \left( \hat{V}_i(E_i, \hat{c}_i) - \hat{V}_i \right)^2 \), while the approximation error of each actor network is given by \( \varepsilon_{\text{actor}} = \frac{1}{2} (\hat{c}_i - \hat{c}_i)^2 \). The neural network weights are tuned through a gradient descent approach. It yields the following update rules for the critic approximation weights \( W_i, i \in \{x, y, h\} \):

$$
W_i^{t+1} = W_i^t - \eta_c \left( \left( \hat{V}_i(E_i, \hat{c}_i) - \hat{V}_i \right) \left[ E_i^T \eta \hat{c}_i \right] \right)^T,
$$

(15)

where \( 0 < \eta_c < 1 \) is a critic-network learning rate. Similarly, the update laws for the actor weights are

$$
\Omega_i^{t+1} = \Omega_i^t - \eta_a \left( \hat{c}_i - \hat{c}_i \right) E_i^T \eta \hat{c}_i\right)^T,
$$

(16)

where \( 0 < \eta_a < 1 \) is an actor-network learning rate. The actor and critic weights are tuned online using a value iteration process as detailed out in Algorithm 2.

Algorithm 2 Adaptive Critics Implementation

Input:
- Initial neural network weights \( W_i^1 \) and \( \Omega_i, i \in \{x, y, h\} \)
- Initial tracking error vectors \( E_i^1 \) and strategies \( \hat{c}_i^1 \)
- Error threshold \( \gamma \)
- Convergence time window \( L \)
- Maximum number of learning iterations \( N_T \)

Output:
- Tuned neural network weights \( W_i^\ast \) and \( \Omega_i^\ast, i \in \{x, y, h\} \)

1: for \( \ell = 1 \) to \( N_T \) do
2: Calculate the cost value \( c_i t+\Delta U_i \left(E_i (\zeta), \hat{c}_i(\zeta)\right) d\zeta \)
3: Find \( E_i(t+\Delta) \) and \( \hat{c}_i(t+\Delta) \) using (1) and (12)
4: Compute \( \hat{V}_i(t+\Delta) \) using (11)
5: Determine \( \hat{V}_i \) and \( \hat{c}_i \) using (13) and (14), respectively
6: Update the critic and actor weights using (15) and (16), respectively
7: if \( \ell > L \) and \( \|W_i^{\ell-1-j} - W_i^{\ell-j}\| \leq \gamma, \forall j \in \{0, 1, \ldots, L\} \), then
8: \( W_i^\ast \leftarrow W_i^{\ell+1} \)
9: end if
10: if \( \ell > L \) and \( \|\Omega_i^{\ell-1-j} - \Omega_i^{\ell-j}\| \leq \gamma, \forall j \in \{0, 1, \ldots, L\} \), then
11: \( \Omega_i^\ast \leftarrow \Omega_i^{\ell+1} \)
12: end if
13: end for
14: return Tuned weights \( W_i^\ast \) and \( \Omega_i^\ast \)

1 kg/s, \( m_{33} = 4.2 \text{ kg} \cdot \text{m}^2 / \text{s} \), and \( d_{33} = 10 \text{ kg} \cdot \text{m} / \text{s} \). The parameters of the learning environment are chosen as \( \Delta = 0.1 \text{s}, \eta_c = 0.005, \eta_a = 0.1 \). The weighting matrices are set to \( Q_i = I_{3 \times 3} \) and \( R_i = 1, i \in \{x, y, h\} \), where \( I \) is the identity matrix.

A. Scenario 1: Linear Trajectory with a Constant Speed

In this scenario, the vessel is set to follow a trajectory defined by \( x(t) = 9 \text{ m/s} \) and \( y(t) = 0.2 \text{ m/s} \). The initial condition is \( (x(0), y(0)) = (40, 60) \). The parameters of the thrust and rudder control forces are shown in Fig. 2. They are synchronized with the critic weights. The vessel starts off by picking up speed till it reaches the reference trajectory in less than 50 s. This is clearly seen in Figs. 4 and 5.

B. Scenario 2: Reference Trajectory with Time-Varying Linear and Angular Velocities

In this experiment, the vessel is set to track a challenging trajectory defined by \( u^{\text{ref}} = 9 + 0.2 n(t) (15 \cos(5 \pi t) + 5 \sin(5 \pi t)) \) and \( v^{\text{ref}} = 0.5 n(t) (20 \pi \Delta t) \). The parameters of the random variable drawn from a Gaussian distribution \( \sim \mathcal{N}(0, 1) \). The initial conditions are taken as...
optimal control decisions. Further, it relaxes the dependence of the solution on recognizing the complete dynamical model of the vessel by suggesting intermediate model-free control strategies. The thrust and rudder actuation forces of the vessel are set to be explicit functions of such strategies. The adaptive critics are then used to implement the integral reinforcement learning solution by approximating the underlying optimal strategies and their associated values. The performance of the adaptive learning process is validated using two test cases.

VI. CONCLUSION

The paper introduces an online integral reinforcement learning mechanism to control an underactuated sea vessel. The solution employs a value iteration process that uses an integral form of Bellman equation. This approach does not employ any traditional error dynamics equations which typically result in hard-to-implement control policies. It rather makes use of measurements relevant to the position of the vessel to make
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