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Abstract—Despite the success of deep neural networks on facial action unit (AU) detection, better performance depends on a large number of training images with accurate AU annotations. However, labeling AU is time-consuming, expensive, and error-prone. Considering AU detection and facial expression recognition (FER) are two highly correlated tasks, and facial expression (FE) is relatively easy to annotate, we consider learning AU detection and FER in a multi-task manner. However, the performance of the AU detection task cannot be always enhanced due to the negative transfer in the multi-task scenario. To alleviate this issue, we propose a Meta Auxiliary Learning method (MAL) that automatically selects highly related FE samples by learning adaptive weights for the training FE samples in a meta learning manner. The learned sample weights alleviate the negative transfer from two aspects: 1) balance the loss of each task automatically, and 2) suppress the weights of FE samples that have large uncertainties. Experimental results on several popular AU datasets demonstrate MAL consistently improves the AU detection performance compared with the state-of-the-art multi-task and auxiliary learning methods. MAL automatically estimates adaptive weights for the auxiliary FE samples according to their semantic relevance with the primary AU detection task.

Index Terms—Facial action unit detection, auxiliary learning, meta learning

1 INTRODUCTION

Facial actions convey various and subtle meanings, including a person’s emotion, intention, attitude, mental and physical states. The most comprehensive approach to encode and annotate facial actions is the anatomically-based Facial Action Coding System (FACS) [1]. FACS defines a unique set of approximately 30 atomic non-overlapping facial muscle actions called Action Units (AUs), which correspond to the muscular activities that produce momentary changes in facial appearance. The combinations of the AUs can describe nearly all possible facial expressions. Due to their utility for understanding a human being’s mental state, the automatic recognition of facial action units is becoming a popular field in computer vision and holds promise to plentiful applications, such as human-computer interaction, emotion analysis, medical pain estimation.

Recently, deep neural networks (DNNs) have been applied to AU detection and achieved great progress. Such methods are approaching a fundamental limit since existing AU datasets (e.g., BP4D [2], DISFA [3], GFT [4]) merely contains limited subjects as well as facial images. Learning DNNs requires a large number of labeled images, but it is quite time-consuming, expensive, and error-prone to collect a sufficient amount of labeled AU samples. It is because annotating AU images requires professional expertise, the facial deformation caused by AUs is often subtle and regional, such nuance is further obscured by variations caused by intensities and individuals. As illustrated in [5], human coders require time-consuming, intensive training and practice before they can reliably assign AU codes. After training, coding photographs or videos frame by frame is a slow process, which makes human FACS coding impractical to use on facial movements as they occur in everyday life. Large inventories of naturalistic photographs and videos—which have been curated only fairly recently would require decades to manually code.

In this paper, we address this challenge of data scarcity issue by transferring knowledge from a large amount of facial expression (FE) data to benefit AU detection. Facial expression and AU represent two levels of descriptions for the facial behavior [6]. FER and AU detection are proved to be the semantically correlated tasks in two-fold: (1) prototypical AUs can be grouped to describe the basic and compound expressions [7], [8], [9]. (2) convolutional neural networks (CNNs) trained for FER are able to model the high-level features that strongly correspond to the facial AUs [10], [11], [12]. Therefore, previous works [6], [13], [14] proposed to learn FER and AU detection in a multi-task manner to enhance the two tasks simultaneously. However, the benefits of the multi-task learning paradigm are not always guaranteed. Individual tasks may experience negative transfer in...
which the performance of the multi-task model can be worse than that of a single-task model [15]. As illustrated in [15], [16], the negative transfer occurs naturally in the multi-task learning scenarios when the source data are less related or one task dominates the training process.

To this end, we propose a Meta Auxiliary Learning method (MAL) to adaptively transfer knowledge from a large amount of FE data to boost the AU detection. To automatically balance the two tasks and filter the less related FE samples, MAL is trained to learn optimal weights for the training samples of the current mini-batch from the two tasks by minimizing the loss on the reserved AU validation dataset. Fig. 1 illustrates the main idea of MAL. The network structure of MAL consists of a base net and a meta net. For each training iteration, MAL first learns FER and AU detection jointly to update the base net, then learns to learn the optimal sample weights through the meta net by evaluating the performance of the updated base net on the AU validation dataset.

Different from the conventional offline training-validation paradigm that manually tunes the loss weight of the individual tasks, MAL conducts validation at every training iteration online to dynamically determine the sample weights of the current mini-batch samples. The core idea of MAL is: the learned sample weights should be capable of consistently minimizing the loss on the AU validation dataset. The benefits of the adaptively learned weights are two folds. First, they automatically balance the AU detection and FER tasks during the training process. Second, the weights of the FE samples are estimated according to their semantic relevance with the AU detection task. MAL does not explicitly use the knowledge about AU and expressions because the images in the RAF-DB dataset are collected in the wild and are diverse in ethnicities, the relation between the in-the-wild facial expressions and the AUs is quite complex and not clearly defined [17, 18]. Although previous research has summarized the relationship between AUs and FE in the laboratory or controlled environments [18], they have not reached a consensus. Furthermore, these early summarizations might not be suitable for the in-the-wild FEs partly due to the significant individual differences in the wild [17]. Instead, MAL learns to transfer knowledge from a large amount of FE data to benefit AU detection in a data-driven fashion. We propose to capture the aleatoric uncertainty here because the FE annotations are naturally uncertain because of ambiguous FEs, low-quality facial images, and the subjectiveness of annotators [19, 20]. Prior methods [19], [20] have verified the benefits of capturing and suppressing the FE uncertainties.

Our main contributions include: (1) We formulate a novel Meta Auxiliary Learning method (MAL) to adaptively transfer knowledge from a large amount of FE data for the enhancement of facial AU detection. (2) We elaborately design a meta optimization algorithm to supervise MAL to learn the reasonable sample weights, which are capable of adaptively suppressing the negative transfer and balancing the two tasks during the multi-task training process. (3) Experimental results on several AU datasets show that MAL consistently improves the facial AU detection performance. MAL also outperforms the state-of-the-art multi-task learning approaches and is comparable with current best AU detection methods. Besides, weight visualization results show MAL automatically balances the two tasks during the training process and suppresses the weights of the ambiguous FE samples.

## 2 RELATED WORK

### 2.1 Facial Action Unit Detection

Automatic AU detection has been studied for decades and a number of approaches have been proposed [21], [22], [23], [24]. Previous methods that address AU detection can be classified into four categories: supervised [25], [26], [27], [28], weakly-supervised [29], [30], semi-supervised [31], [32], and self-supervised [33], [34] learning methods. For supervised methods, DRML [25] adopted a locally connected convolutional layer to learn the facial region-specific AU representation. Methods in [26], [27], [28] leveraged facial landmarks to extract and learn facial region-specific representation. Li et al. [35] proposed an AU semantic relationship embedded representation learning (SRERL) framework that incorporates Gated Graph Neural Network (GNN) for AU relationship reasoning and modeling. Han et al. [36] proposed an Optimized Filter Size CNN (OFS-CNN) that can learn specified filter sizes and weights of all convolutional layers for each AU. Zhang et al. [37] proposed to encode the location of both positive and negative occurred AUs by directly regressing the centers of the pre-defined heatmaps. Shao et al. [38] proposed an end-to-end deep learning-based attention and relation learning (ARL) framework for AU detection with channel-wise and spatial attention mechanisms. Song et al. [39] proposed an uncertain graph neural network (UGNN) to learn the probabilistic mask that perceives both the individual dependencies among AUs and the uncertainties. Yang et al. [40] proposed to exploit the semantic embedding and visual feature (SEV-Net) for AU detection. SEV-Net first learns the AU semantic embedding via each AU description words, then the embeddings are used as guidance for the generation of attention maps through a cross-modality attention network. However, such supervised approaches suffer from insufficient training data and are usually lack of model generalizability.
To alleviate the dependence of laborious AU labeling, the weakly-supervised learning methods usually seek to leverage facial images with incomplete [29] or noisy [30], [41] AU annotations. The semi-supervised learning methods incorporate both labeled and unlabeled data by assuming the faces to be aggregated by AUs, or to have a smooth label distribution [42]. The self-supervised learning approaches usually adopt pseudo supervisory signals to learn facial AU representation [34], [43], [44]. Among them, Lu et al. [44] exploited a triplet-based ranking approach that learns to rank the facial frames based on their temporal distance from an anchor frame, they demonstrated that the encoder learns meaningful representations for AU recognition with no labels.

Considering that FE and facial AUs are semantically correlated, several works [6], [11], [13], [45], [46] proposed to learn the two tasks jointly. Among them, cui et al. [6] proposed a constraint optimization method to encode the generic knowledge on expression-AUs probabilistic dependencies into a Bayesian network. Results in [13], [45] suggest that the AU detection and FER tasks can promote each other in the multi-task learning paradigm. However, it is difficult to annotate the large-scale FER datasets with high quality due to the uncertainties caused by the subjectiveness of annotators as well as the ambiguities of facial expressions. Some FE images do not show any AUs because the perceived emotion is influenced by the gaze, head pose, gesture, and facial appearance [17]. Besides, it is quite difficult to manually balance the two tasks and filter the less related FE samples.

2.2 Meta Auxiliary Learning

Meta-learning (learning to learn) aims to understand and adapt learning itself on a higher level than merely acquiring subject knowledge [47]. Meta-learning methods for the neural network have a long history [48], [49], but have resurfaced in popularity recently [50], [51]. Currently, meta-learning studies have focused on learning good weight initializations for few-shot learning [50], or learning to generate the optimal hyper-parameters/optimizers based on a meta net [52], [53], or learning to generate useful auxiliary labels [54]. For meta auxiliary learning, Jaderberg et al. [55] incorporated the auxiliary tasks into the reinforcement learning framework in order to obtain ultimately higher performance for its agents. Kowshik et al. [56] formulated the subspace-based domain alignment as the auxiliary task to the primary one to achieve a generalizable classifier for both the source and the target domain. Liu et al. [54] proposed to automatically learn to generate appropriate auxiliary labels to benefit the primary task. Among them, the most related work to our proposed MAL is L2T-WW [57]. L2T-WW benefits the primary task by automatically transferring knowledge from a pre-trained model in a meta-learning manner. It avoids storing the source dataset and is applicable where the source and target networks are heterogeneous. However, L2T-WW is not capable of adaptively balancing the multiple loss according to their unequal properties and behaviors. In addition, without evaluation on the AU validation dataset, it is non-trivial to manually tune the optimal weights for the heterogeneous learning tasks.

3 Method

In this section, we introduce the proposed Meta Auxiliary Learning method (MAL) in detail. The overview of MAL is shown in Fig. 2. The core of MAL is a weighting function mapping from the image feature to the sample weight, and then iterating between weight recalculating and classifier updating. The network structure of MAL consists of a base net and a meta net. The two networks are optimized iteratively at each training iteration. Specially, each training iteration of MAL consists of three steps: (i) the Meta-train that learns AU detection and FER in a multi-task manner. (ii) the Meta-test that meta-learns the optimal weights for the training samples. (iii) The Base-learning that learns AU detection and FER with the updated sample weights. By simulating the training-validation procedure at each training iteration, MAL ensures the optimization direction that minimizes the training loss leads to a decrease in the validation loss. The optimization trajectory of the base net is learned in a manner where gradients of training and validation samples are aligned [58], [59], thus the learned model can be better self-adapted to the testing AU samples.

3.1 Overview

Suppose in the training stage we have a AU training dataset $D_{tra}^A = \{(X_i, z_i), 1 \leq i \leq N\}$, and a FE dataset $D_{tra}^F = \{(E_i, y_i), 1 \leq i \leq M\}$. Specially, we reserve a small unbiased validation data set $D_{val}^A = \{(V_i, z_i), 1 \leq i \leq K\}$ that is sampled and excluded from the AU training dataset $D_{tra}^A$. Among them, $X_i, V_i, E_i$ denote the $i$th image in $D_{tra}^A, D_{val}^A, D_{tra}^F$, respectively. $N, K, M$ denote the total number of samples in $D_{tra}^A, D_{val}^A, D_{tra}^F$, and $K \ll N$. $y_i$ is a one-hot vector representing the annotated category over Q facial expression classes. $z_i \in \{0,1\}$ represents annotation w.r.t the $i$th AU. 1 means the AU is active, 0 means inactive.

We exploit the multi-label sigmoid cross-entropy loss for AU detection. It is formulated as

$$L_{AU} = -\sum_{j} z_{j} \log \hat{y}_{j} + (1 - z_{j}) \log (1 - \hat{y}_{j}), \quad (1)$$

where $J$ is the number of AUs. $\hat{y}_{j}$ denotes the $j$th ground truth AU label of the input AU sample. $\hat{y}_{j}$ means the predicted AU score.

For FER, we adopt the cross-entropy loss, which is formulated as

$$L_{FE} = -\sum_{q} y_{q} \log \hat{y}_{q}, \quad (2)$$

where $Q$ means the number of FE classes. $y_{q}$ and $\hat{y}_{q}$ denote the ground truth and predicted FE category, respectively.

The conventional objective for the multi-task training is to minimize the combined losses from all the individual task :$$L_{train} = L_{AU}(x, z) + \rho L_{FE}(e, y),$$

where $\rho$ represents the contribution of the FER task. Manually tuning of loss weights is tedious. Instead, MAL aims to automatically learn to assign the adaptive weights $w_{AU}^*, w_{FE}^*$ for each AU and FE sample with a meta-optimization objective, and minimize the loss.
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where $B$ means the mini-batch size.

### 3.2 Meta-Optimization of MAL

Fig. 2 illustrates the network structure and meta optimization pipeline of MAL. The network structure of MAL consists of a base net and a meta net. The base net consists of a backbone network followed by two parallel classifiers. The two classifiers are respectively used for AU detection and FER. We denote the backbone network as a function $f(X_i)$ with parameters $\theta_b$ which takes as an input sample $X_i$. The parameters of the two classifiers are represented as $\theta_{AU}^*$ and $\theta_{FE}^*$, respectively. $\theta_{AU} = \{\theta_b, \theta_{AU}^*\}$ denotes the parameters that are related with the AU detection task, and likewise $\theta_{FE} = \{\theta_b, \theta_{FE}^*\}$ means the parameters that are related with the FER task, thus the parameters in the base net can be represented as $\theta = \{\theta_b, \theta_{AU}^*, \theta_{FE}^*\}$. The meta net receives the image feature $f(X_i)$ as input and maps $f(X_i)$ to a scalar weight $w$. We denote the meta net as a function $g(f(X_i))$ with parameters $\psi$.

As illustrated in Fig. 2, the meta optimization pipeline of MAL consists of three stages: (i) Meta-train. (ii) Meta-test. (iii) Base-learning. At each training iteration, MAL performs the three steps sequentially. At the Meta-train stage, the base net takes as input a batch of AU and FE samples and computes the loss of each sample. The meta net estimates the initial weights $w_{AU}$, $w_{FE}$ for the AU, and FE samples. The losses of the two tasks are then scaled by their respective sample weights to update the base net in a multi-task manner $(\theta \rightarrow \theta')$. At the Meta-test stage, MAL takes as input a batch of AU samples from the validation set and evaluates the performance of the updated base net. MAL then performs a meta gradient descent step to update the meta net $(\psi \rightarrow \hat{\psi})$. At the Base-learning step, MAL learns the two tasks jointly with the adaptive sample weights $(\hat{w}_{AU}, \hat{w}_{FE})$ estimated by the updated meta net. 

![Diagram of MAL](image_url)

Fig. 2. Illustration of the meta optimization pipeline of MAL. It consists of three stages: (i) Meta-train. (ii) Meta-test. (iii) Base-learning. At the Meta-train stage, MAL updates the base net $(\theta \rightarrow \theta')$ in a multi-task manner. At the Meta-test stage, MAL evaluates the performance of the updated base net, then meta-update the meta net $(\psi \rightarrow \hat{\psi})$. At the Base-learning step, MAL learns the two tasks jointly with the optimal sample weights $(\hat{w}_{AU}, \hat{w}_{FE})$ estimated by the updated meta net. $\odot$ means element-wise multiplication. $\oplus$ means element-wise addition.
where \( \alpha \) is the learning rate. \( \theta \) and \( \hat{\psi} \) will be the initial parameters of the base net and the meta net in the next training iteration.

Different from the vanilla stochastic gradient descent for multi-task learning, MAL alternatively updates the base net parameters \( \theta \) and the meta net parameters \( \psi \) alternately. The full algorithm of the above three stages is outlined in Algorithm 1, which can be implemented by popular deep learning frameworks such as pytorch [60].

Algorithm 1. MAL for AU Detection

\[\text{Input: } D_{\text{train}}^{\text{AU}}, D_{\text{val}}^{\text{AU}}, D_{\text{val}}^{\text{FE}}\]

1. \textbf{Init:} hyperparameter \( \alpha, \beta \), and batch size of \( B \)
2. while not converge do
3. \textbf{Meta-train:}
4. Sample a batch of AU samples \( \chi_{\text{train}}^{\text{AU}} \) from \( D_{\text{train}}^{\text{AU}} \)
5. Sample a batch of FE samples \( \chi_{\text{train}}^{\text{FE}} \) from \( D_{\text{train}}^{\text{FE}} \)
6. Compute the initial sample weights \( w_{\text{train}}^{\text{AU}}, w_{\text{train}}^{\text{FE}} \) by Equ. (4)
7. Compute the initial multi-task loss by Equ. (5)
8. Update the base net by: \( \theta' (\psi) = \theta - \alpha \nabla_{\theta} L_{\text{total}} \)
9. \textbf{Meta-test:}
10. Sample a batch of AU validation samples \( \chi_{\text{val}}^{\text{AU}} \) from \( D_{\text{val}}^{\text{AU}} \)
11. Update the meta net by meta backward by Equ. (7)
12. \textbf{Base-learning:}
13. Update sample weight \( \hat{w}_{\text{train}}^{\text{AU}}, \hat{w}_{\text{train}}^{\text{FE}} \) by Equ. (9)
14. Compute the updated multi-task loss by Equ. (10)
15. Re-update the base net by: \( \theta = \theta - \alpha \nabla_{\theta} L_{\text{total}} \)
16. end

4 EXPERIMENT

4.1 Implementation Details

4.1.1 Network Structures of MAL
We adopted a 34-layer ResNet [61] as the backbone in the base net. The backbone network takes an RGB image in the size of 224 \( \times \) 224 as the input and outputs a 512-dimensional image feature. The AU and FER classifiers both contain a fully connected layer that maps the image feature to the predicted probability. The meta net contains a fully connected layer followed by a sigmoid layer. The parameters of the fully connected layer are initialized to zero, thus the initial weight for each sample is 0.5 at the beginning of training. The sigmoid layer in the meta net ensures the learned sample weight \( w_{\text{train}}^{\text{AU}} \) and \( w_{\text{train}}^{\text{FE}} \) range in \([0, 1]\). This kind of net is known as a universal approximator for almost any continuous function [62] and can fit a wide range of weighting functions.

4.1.2 Training of MAL
The learning rates in MAL were set as: \( \alpha = \beta = 0.001 \). To match the predefined training step size [59], we normalized the average weights of AU and FE samples in each training batch so that they sum up to one. We calculated the average weight of AU/FE samples as \( w_{\text{weight}}^{\text{AU}} = \frac{\sum_{i=1}^{B} w_{i}^{\text{AU}}}{B} \), \( w_{\text{weight}}^{\text{FE}} = \frac{\sum_{i=1}^{B} w_{i}^{\text{FE}}}{B} \), where \( B \) means the batch size. Then the normalized sample weights are computed: \( w_{i}^{\text{AU}} = w_{i}^{\text{AU}} / w_{\text{weight}}^{\text{AU}} \), \( w_{i}^{\text{FE}} = w_{i}^{\text{FE}} / w_{\text{weight}}^{\text{FE}} \). For the Meta-train and Base-learning stage, the batch sizes of AU and FE samples are set as 64. All the face images in the AU or FE datasets are aligned and cropped to the size of 256 \( \times \) 256 via affine transformation according to
the estimated facial landmarks. The images are randomly cropped to 224 x 224 for training and center-cropping for evaluation. We use random horizontal flipping for data augmentation during the training process. For the Meta test stage, the batch size of AU validation data is set as 256. We implemented all the experiments using PyTorch [63] on a Titan-X GPU with 12GB memory. We trained our proposed MAL for 30 epochs until convergence, it took approximately 54 hours to finish the training process.

### 4.1.3 Evaluation of MAL

After the training process, we obtained the trained backbone network and the AU classifier for AU detection. FE methods were no longer required. We adopted F1-score \( F1 = \frac{2TP}{2TP + FP + FN} \) to evaluate the performance of MAL, where \( R \) and \( P \) denote recall and precision, respectively. Additionally, we computed the average F1-score over all AUs (ave) to measure the overall performance. We showed the AU detection results as \( F1 \times 100 \).

### 4.1.4 Datasets

For AU detection, we adopted BP4D [2], DISFA [3], and GFT [4] datasets. Among them, BP4D is a spontaneous FACS dataset that consists of 328 videos for 41 subjects (18 males and 23 females). Each subject is involved in 8 sessions, and their spontaneous facial action units are captured with both 2D and 3D videos. 12 AUs are annotated for the 328 videos and there are about 142,000 frames with AU annotations of occurrence or absence. DISFA contains 27 participants from 12 females and 15 males. Each subject is asked to watch a 4-minute video to elicit facial AUs. The AUs are annotated with intensities from 0 to 5. In our experiments, we obtained nearly 130,000 AU-annotated images in the DISFA dataset by considering the images with intensities greater than 1 as active. GFT consists of 27 subjects from 32 three-person groups. Moderate out-of-plane head motion and occlusion are presented in the video frames, making AU detection in the GFT dataset challenging. For BP4D and DISFA datasets, we split the images into 3 folds in a subject-independent manner and conducted 3-fold cross-validation. We adopted 12 AUs in BP4D and 8 AUs in DISFA dataset for evaluation. For GFT dataset, we utilized 10 AUs for evaluation. We followed the original train/test splits in [4] and obtained nearly 108000 facial images for training and 24600 images for evaluation.

For the BP4D and GFT datasets, the pre-trained model based on ImageNet [64] dataset was used for initializing the backbone network in the base net. For the DISFA dataset, we leveraged the model trained on BP4D to initialize the backbone network, following the same experimental setting of [26], [65]. To obtain the AU validation dataset, we randomly reserved approximately 2% facial images from each AU training dataset. The selected images are uniformly sampled from each subject to increase the diversity. Considering the reserved validation AU datasets are highly imbalanced, we reweighed samples from the under-represented categories inversely proportionally to the class frequencies, aiming to alleviate the class imbalance among different AUs. For FER, we leveraged the RAF-DB dataset [66] for training. RAF-DB is a widely used in-the-wild FE dataset that contains about 30,000 facial images annotated basic or compound emotions by 40 trained human coders. In our experiment, only images with seven basic emotions were adopted, including about 12,300 images.

### 4.2 Comparison With the State-of-the-Art Methods

We compare MAL with other state-of-the-art AU detection methods, multi-task learning methods, and the meta auxiliary learning methods. Tables 1, 2, 3 illustrate the F1-score of the methods on BP4D, DISFA, and GFT datasets.

#### 4.2.1 Comparison With Other AU Detection Methods

We compare MAL with the state-of-the-art AU detection methods, including DRML [25], Enhancing and Cropping Net (EAC-Net) [26], Region Adaptation and Multi-Label
Learning (ROI) [28], JAA-Net [27], Local Relationship Learning (LP-Net) [65], OFS-CNN [36], Deep Structure Inference Network (DSIN) [67], TCAE [34], TAE [43], gBN [6], SRERL [35], ARL [38], UGN [39], SEV-Net [40]. Among them, most of the AU methods (including ROI [28], JAA-Net [27], DSIN [67], SRERL [35]) extract the local facial regions with manually defined AU centers and learn the AU-specific representations with exclusive CNN branches. TAE [43] exploits unlabeled facial video datasets that consist of around 7,000 subjects to learn the AU-discriminative representation. gBN [6] integrates the FER results to augment the AU detection model. These methods are evaluated under the same protocol on the three FACS datasets.

Tables 1, 2, 3 show that MAL is comparable with other state-of-the-art AU detection methods on BP4D dataset in the average F1 score. On the BP4D dataset, our proposed MAL is comparable with SRERL whose network structure consists of a VGG19 backbone followed by 24 sub-branches, as well as a Gated Graph Neural Network (GGNN) for explicit AU relation modeling. MAL lags behind UGN [39] and SEV-Net [40] slightly in the average F1 score. Among them, UGN [39] extracts feature for each AU manually and utilizes the graph neural network to model the data and model uncertainty simultaneously. SEV-Net uses the extra AU semantic description and exploits the transformer-based encoder to encode inter-AU and intra-AU semantic attention. MAL outperforms DRML [25], EAC-Net [26], ROI [28], JAA-Net [27], DSIN [67], LP-Net [65], TAE [43], gBN [6], ARL [38], UGN [39], SEV-Net in the average F1 score. MAL obtains comparable AU detection performance on AU1 (outer brow raiser), AU7 (Lid Tightener), AU23 (Lip Tightener). MAL additionally outperforms other state-of-the-art AU detection methods on AU12 (lip corner puller), AU14 (dimpler). It indicates the superiority of our proposed meta auxiliary method as MAL does not depend on facial landmarks to extract facial local regions and learns the AU-discriminative representation in a data-driven manner.

On the DISFA dataset, MAL outperforms all the compared state-of-the-art AU detection methods. It is because DISFA is a challenging dataset as it merely consists of 27 subjects. This data scarcity significantly limits the upper bound of the supervised methods that merely train the AU detection model with merely the facial images in the DISFA dataset. As reported in [68], variation in the number of subjects rather than the number of frames per subject yields the most efficient performance. It means the number of the training subjects plays a key role in the final performance of the AU detection model. Our proposed MAL incorporates

| Methods    | AU1 | AU2 | AU4 | AU6 | AU9 | AU12 | AU25 | AU26 | ave |
|------------|-----|-----|-----|-----|-----|------|------|------|-----|
| DRML [25]* | 17.3| 17.7| 37.4| 29.0| 10.7| 37.7 | 38.5 | 20.1 | 26.7|
| EAC-Net [26]* | 41.5| 26.4| 66.4| 50.7| 80.5| 89.3 | 88.9 | 15.6 | 48.5|
| JAA-Net [27]* | 43.7| 46.2| 56.0| 41.4| 44.7| 69.6 | 88.3 | 58.4 | 56.0|
| OFS-CNN [36]* | 43.7| 40.0| 67.2| 59.0| 49.7| 75.8 | 72.4 | 54.8 | 51.4|
| DSIN [67]* | 42.4| 39.0| 68.4| 28.6| 46.8| 70.8 | 90.4 | 42.2 | 53.6|
| LP-Net [65] | 29.9| 24.7| 72.7| 46.8| 49.6| 96.2 | 93.8 | 65.0 | 56.9|
| TAE [43]* | 21.4| 19.6| 64.5| 46.8| 44.0| 73.2 | 85.1 | 55.3 | 51.5|
| SRERL [35]* | 45.7| 47.8| 59.6| 47.1| 45.6| 75.3 | 84.3 | 43.6 | 55.9|
| ARL [38] | 43.9| 42.1| 63.6| 41.8| 40.0| 76.2 | 95.2 | 66.8 | 58.7|
| UGN [39]* | 43.3| 48.1| 63.4| 49.5| 48.2| 72.9 | 90.8 | 59.0 | 60.0|
| SEV-Net [40]* | 55.3| 53.1| 61.5| 53.6| 38.2| 71.6 | 95.7 | 41.5 | 58.8|
| **MTAN [14]** | 35.7| 32.3| 64.3| 56.5| 35.5| 72.5 | 87.9 | 62.6 | 55.9|
| L2T-WW [57] | 32.3| 27.7| 62.2| 47.6| 36.2| 73.8 | 85.4 | 55.1 | 52.6|
| STL | 38.0| 33.1| 51.8| 46.2| 34.2| 65.4 | 85.4 | 56.9 | 51.3|
| MTL | 40.6| 35.2| 66.9| 48.6| 35.3| 72.5 | 88.0 | 53.1 | 55.0|
| **MAL(Ours)** | 43.8| 39.3| 68.9| 47.4| 48.6| 72.7 | 90.6 | 52.6 | 58.0|

**Bold** denotes the best among the state-of-the-art multi-task and meta auxiliary learning methods. **Underline** denotes the best among various state-of-the-art AU detection methods. * means the values are reported in the original papers.

| Methods         | AU1 | AU2 | AU4 | AU6 | AU9 | AU12 | AU15 | AU23 | AU24 | ave |
|-----------------|-----|-----|-----|-----|-----|------|------|------|------|-----|
| AlexNet [4] *   | 44  | 46  | 2   | 73  | 72  | 82   | 5    | 19   | 43   | 42  | 42.8|
| ResNet-50 [61]  | 23.5| 37.8| 3.5 | 79.1| 70.1| 82.1 | 5    | 19   | 43   | 42  | 42.5|
| TAE [43]*       | 46.3| 48.8| 13.4| 76.7| 74.8| 81.2 | 5    | 19   | 43   | 42  | 42.8|
| **MTAN [14]**   | 44.7| 49.6| 27.0| 79.0| 78.9| 83.1 | 32.5 | 49.2 | 53.8 | 51.2| 54.9|
| L2T-WW [57]     | 40.8| 46.0| 42.7| 83.9| 77.1| 83.1 | 27.1 | 42.0 | 53.9 | 53.7| 55.0|
| STL             | 43.2| 48.2| 25.9| 74  | 73.7| 85.3 | 35.7 | 44.0 | 51.7 | 48.4| 50.3|
| MTL             | 30.7| 54.7| 41.1| 82.7| 75.4| 84.2 | 40.5 | 46.5 | 53.2 | 50.6| 56.0|
| **MAL(Ours)**   | 52.4| 57.0| 54.1| 74.5| 78.0| 84.9 | 43.1 | 47.7 | 54.4 | 51.9| 59.8|

**Bold** denotes the best among the state-of-the-art multi-task and meta auxiliary learning methods. **Underline** denotes the best among various state-of-the-art AU detection methods. * means the values are reported in the original papers.
diverse subjects in the training process and optimizes the AU detection model towards enhancing the performance on the AU validation dataset. The FE samples usually consist of the corresponding AUs activated, e.g., activated AU1 (inner brow raiser) often appears in FE images labeled with fear, activated AU4 (brow lowerer) often appears in FE images labeled with anger, activated AU6 (cheek raiser), AU12 (lip corner puller) often appears in FE images labeled with happy, AU1 (inner brow raiser), AU15 (lip corner depressor) often appears in FE images labeled with sad, activated AU2 (outer brow raiser), AU26 (jaw drop) often appears in FE images labeled with surprise, thus the auxiliary FE images greatly augment the diversity of the training samples.

On the BP4D and DISFA datasets, the reasons for the performance gap between MAL and few state-of-the-art AU detection methods are two-fold: 1) MAL merely adopts a vanilla ResNet-34 that and does not learn regional AU representations. 2) MAL does not explicitly capture the intrinsic dependencies among different AUs. As different AUs are associated with specific facial muscles and corresponds to fine-grained local facial regions, learning region-specific AU representations is beneficial [25], [26], [27], [28], [38], [43], [67]. Besides, AU detection is a multi-label classification task and there exist some intrinsic dependencies among different AUs, thus explicitly capturing the dependencies of AUs is beneficial [6]. We will explore learning the regional AU representations and capture the intrinsic dependencies among different AUs for future work.

Table 3 shows the AU detection performance of our proposed MAL on GFT dataset. It is clear that MAL outperforms other state-of-the-art AU detection methods with considerable improvements. MAL obtains the best average F1 score and shows its success on AU1 (inner brow raiser), AU4 (brow lowerer), AU6(cheek raiser), AU12 (lip corner puller), AU14 (dimpler), AU15 (lip corner depressor), AU23 (lip tightener). MAL outperforms the self-supervised AU detection method TAE [43] with 9.3% percentages. It is worth mentioning that the state-of-the-art AU detection methods usually learn region-specific AU representation and inevitably depend on manually designed local facial regions in grids [25], or around facial landmarks [26], [27], [28], [35], [67], which inevitably increase the model complexity as well as the inference time. For the facial images that show large head pose such as GFT, the cropped patches according to the facial landmarks will suffer from misalignments and the patches would not be semantically aligned for different facial images. Our proposed MAL merely adopts a vanilla 34-layer ResNet that does not rely on facial landmarks for facial region decomposition and does not introduce extra computation burden during the inference phase. With the iterative optimization algorithm, MAL is capable of adaptively transferring knowledge from a large amount of FE samples to boost the AU detection task, thus is also capable of mitigating the data scarcity issue and enhancing the generalization capability of the learned AU detection model.

4.2.2 Comparison With the Multi-Task and Meta Auxiliary Learning Methods
We compare our proposed MAL with the state-of-the-art multi-task and meta auxiliary learning method, including Multi-Task Attention Network (MTAN) [14], L2T-WW. Among them, MTAN is the state-of-the-art multi-task learning approach, it consists of a single shared network that contains a global feature pool and a soft-attention module for every single task. MTAN leverages the shared network to learn task-shared features and exploits multiple attention networks to learn the task-specific features. We re-trained the MTAN model following the same settings in MAL using the released codes. L2T-WW [57] falls into the transfer learning paradigm that exploits meta-learning to automatically learn what knowledge to transfer from the source network to where in the target network. To re-implement L2T-WW, we trained a 34-layer ResNet on the RAF-DB dataset to serve as the source model, which was used to transfer knowledge so as to boost the target AU detection task in a meta-learning manner.

As shown in Tables 1, 2, 3, our proposed MAL outperforms MTAN with 2.3%, 2.1%, 4.9% improvements in the average F1 score on BP4D, DISFA, GFT datasets, respectively. On the three evaluated datasets, our proposed MAL outperforms MTAN on most of the AUs presented in Tables 1, 2, 3, including AU1 (inner brow raiser), AU2 (outer brow raiser), AU4 (brow lowerer), AU6(cheek raiser), AU7 (lid tightener), AU12 (lip corner puller), AU14 (dimpler), AU23 (lip tightener). The benefits of our proposed MAL over MTAN indicate the benefits of the proposed meta optimization algorithm that supervise the AU detection model towards enhancing the performance on the reserved AU validation dataset. It also suggests the feasibility of the adaptively learned sample weights. By meta-learning the weights for each training sample in the FER and AU detection tasks, MAL automatically balances the two tasks during the training process and is capable of filtering the less related FE samples.

Compared with the state-of-the-art meta auxiliary learning method L2T-WW [57], our proposed MAL obtains 2.2%, 5.4%, 4.8% improvements in the average F1 score on BP4D, DISFA, and GFT datasets, respectively. MAL shows its success on various AUs such as AU1 (inner brow raiser), AU2 (outer brow raiser), AU4 (brow lowerer), AU7 (lid tightener), AU10 (upper lip raiser), AU14 (dimpler), AU15 (lip corner depressor), AU23 (lip tightener). The improvements over L2T-WW show the benefits of MAL in two aspects. First, MAL transfers knowledge from FE datasets by adaptively weighing each FE sample in a fine-grained manner. Second, MAL optimizes the AU detection model towards enhancing the performance of the AU validation dataset. By selectively transferring knowledge from the informative FE samples, our proposed MAL obtains consistent improvements in both the average F1 score and on individual facial AU. MAL shows improvements than the conventional multi-task learning method (MTL) and the state-of-the-art multi-task learning methods (MTAN), as well as other meta auxiliary learning method (L2T-WW). The benefits of MAL verify the superiority of the meta auxiliary learning paradigm of MAL. Besides, MAL provides another way to mitigate the AU data scarcity issue by transferring knowledge from a large amount of facial expression data.

4.3 Ablation Study
We conducted a quantitative evaluation to investigate the performance of the conventional multi-task learning method...
We implemented the STL and MTL to compare their performance with our proposed MAL on BP4D, DISFA, GFT datasets, as illustrated in Tables 1, 2, 3. For STL, the network structure merely consists of the backbone network and the AU classifier in MAL. For MTL, the network structure is the same as that of the base net in MAL. We trained the MTL model with the AU detection and FER task, the loss weights of the facial expression recognition and AU detection tasks are set as $1:1$.

As illustrated in Tables 1, 2, 3, MTL outperforms STL on most AUs on DISFA and GFT datasets. The improvements of MTL over STL are in line with the observation in [13], [45] and indicates the effectiveness of the multi-task method that incorporates additional FE samples for training. The improvements are reasonable as the additional FE training data incorporates a large number of subjects which play a key role in the final performance of the AU detection model [68]. On the BP4D dataset, STL is comparable with MTL. It also suggests that the considerable enhancement of one single task in MTL is not always guaranteed. For MTL, different weighting strategies tend to work best for different tasks or datasets [69]. Besides, it is not capable of adaptively selecting the informative FE samples to boost AU detection. MAL mitigates this issue and obtains consistent improvements over STL, as illustrated in Tables 1, 2, 3. MAL shows its superiority in each AU in the presented tables. Compared with MTL, our proposed MAL obtains 2.5%, 3.0%, 3.8% improvements in the average F1 score. It indicates MAL is capable of adaptively transferring knowledge from the FE samples, the learned sample weights are effective to suppress the influence of the negative transfer in the conventional multi-task learning paradigm. We will analyze the learned FE sample weights in the next section.

4.4 Analysis

We visualize the learned sample weights during the training process to investigate how MAL decreases the influence of negative transfer, i.e., how the two tasks are adaptively balanced, and how the less related FE samples are suppressed?

We visualize the iteration-loss and iteration-weight curves during the training process in Fig. 3. For each input batch of AU and FE samples, we calculate their respective average weights and visualize them for every 20 iterations. For a fair comparison, we additionally visualize the iteration-loss curve of the conventional multi-task learning (MTL) method. In Fig. 3, the left and middle columns show the iteration-loss curves of MTL and our proposed MAL on each fold in the BP4D dataset, respectively. The right column shows the iteration-weight curves of our proposed MAL. Note that the average sample weights in (c),(f),(i) are automatically learned by our proposed MAL.

![Fig. 3. Iteration-loss (a) and iteration-weight (b) curves of the training process on the BP4D dataset. The left and middle columns show the iteration-loss curves of MTL and our proposed MAL on each fold in the BP4D dataset, respectively. The right column shows the iteration-weight curves of our proposed MAL. Note that the average sample weights in (c),(f),(i) are automatically learned by our proposed MAL.](image-url)
As can be seen in Figs. 3a, 3d, and 3g, the loss of FER decreases faster than AU detection as the training progresses in MTL, it suggests that the FER task is relatively easy to optimize and dominates the training process in MTL. The similar phenomenon can be observed in Figs. 3b, 3e, and 3h and Figs. 4a and 4c. With the increase of the training iterations, the loss of the auxiliary FER task dramatically decreases. It means the benefits of the auxiliary FER task would be quite limited. MAL actually decreases the weights of the FE samples at the beginning of the training, as illustrated in Figs. 3c, 3f, and 3i. However, after hundreds of iterations (several epochs), the loss of the auxiliary FER dramatically decreases. It means FER contributes little to the overall gradient. MAL thus increases the average weights of the FE samples to enhance the contribution of FER to boost the AU detection task. It is evident that the meta net in MAL automatically balances the weights of the two tasks and adaptively increases the average weights of the FE samples according to their loss ratios. It is reasonable because MAL learns to enhance the contribution of FER to extract more semantic information to boost the AU detection task.

We additionally group the FE samples according to their facial expression categories and rank the samples according to their weights. The weights can be considered as aleatoric uncertainty of the training data that characterize the uncertainties of the intrinsic noise in the data. Fig. 5 shows the results. It is clear that MAL adaptively estimates low weights for ambiguous FE samples, and high weights for FE samples that have related AUs activated, e.g., AU4 (brow lower), AU5 (upper lid raiser) in angry, AU9 (nose wrinkle) in disgust, AU1 (inner brow raiser) in fearful, AU6 (cheek raiser), AU12 (lip corner puller) in happy, AU4 (brow lower).
lowerer), AU6 (cheek raiser) in sad, AU5 (upper lid raiser), AU26 (jaw drop) in surprised facial images. The FE samples with low weights usually have no AU activated, this is in line with the observation in [17] that the perceived emotion is distinguished by gaze, head pose, gesture, and facial appearance. For instance, the facial expressions in the second, fourth images in the top row in Fig. 5 are categorized by their gazes, the facial expressions in the third images in the second row, the fourth image in the fifth row in Fig. 5 are mainly distinguished by gestures. The meta net in MAL is used as a gate to filter potentially less related FE samples which correspond to the idea of importance reweighting [70], [71].

Besides, the FE images with AUs activated but contradict with the inherent AU patterns of the expressions would be suppressed by MAL. For the FE images labeled with disgust but has low weights in Fig. 5, AU24 (lip presser) and AU15 (lip corner depressor) in the first image are activated, AU1 (inner brow raiser) and AU2 (outer brow raiser) are present in the fourth image. For the disgust category, the recent study in [72] concluded it basically consists of AU7 (lid tightener) + AU9 (nose wrinkler) + AU19 (tongue protrusion) + AU25 (lips part) + AU26 (jaw drop). According to the preliminary statistical results from the RAF-AU database [17], the disgust expression is mostly likely contains AU10 (upper lip raiser) + AU4 (brow lowerer) + AU17 (chin raiser). Currently, AU1 (inner brow raiser), AU2 (outer brow raiser), AU24 (lip Pressor) have not been reported as indicators for the disgust expression. The visualization results in Fig. 5 show our proposed MAL is capable of decreasing the contribution of the noisy samples in the auxiliary FER task and facilitating transferring more knowledge to boost the AU detection model.

Considering that the facial images in the RAF-DB dataset were independently annotated by 40 annotators, we are capable of manually measuring the data uncertainty of each image by calculating the proportion of the final labeled FE category in the overall 40 annotations. We use the proportion as the consistency value for each FE sample. The larger the consistency value, the lower the uncertainty. We illustrate the weight and consistency value of some representative images in Fig. 6. For each facial image in Fig. 6, the two values on the top left mean the weight and consistency value. For each sub-figure in Fig. 6, the top row means the images with small weight and the bottom row denotes the images with high weight. It is clear that the images with low consistency values usually have small weights, and vice versa. It indicates our proposed MAL suppresses the FE samples that have large uncertainties and prevents the network from over-fitting the uncertain FE images. The learned sample weights are reasonable.

5 Conclusion

With this work we have presented a Meta Auxiliary Learning method (MAL) for facial AU detection. The proposed MAL adaptatively transfers knowledge from a large amount of FE samples to benefit AU detection by learning adaptive sample weights to filter the less related FE samples and balance the two tasks. Extensive experimental results show that MAL consistently improves the AU detection performance and is comparable with other state-of-the-art AU detection methods. Visualization experimental results show our proposed MAL is capable of estimating reasonable weights that not only balance the two tasks but also automatically weigh the auxiliary samples according to their semantic relevance with the primary AU detection task. For future work, we plan to utilize MAL in other multi-task learning scenarios.
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