Controlled islanding for a hybrid AC/DC grid with VSC-HVDC using semi-supervised spectral clustering
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ABSTRACT As the last resort of emergency control, controlled islanding is an effective means of preventing fault-propagation and a system-wide blackout. However, conventional AC transmission lines are unavailable to be employed for power exchange between these islands. To make full use of the DC power modulation capability of VSC-HVDC links, a new controlled islanding model is put forward for an AC/VSC-HVDC hybrid grid to minimize the composite power-flow disruption, in which the DC-terminals belonging to a VSC-HVDC link are placed in different islands. To solve this model, a semi-supervised spectral clustering-based approach is proposed by transforming the problem into a weighted undirected graph segmentation problem. The novelty of our work is to find an optimal islanding solution in real time such that the power exchanges between islands are implemented via a VSC-HVDC link to reduce the generation-load imbalance. The simulation results on the IEEE 39-bus system and a real-world system verify the effectiveness and superiority of the proposed approach.

INDEX TERMS System splitting; islanding operation; AC/DC grid; spectral clustering; OBDD; graph theory.

NOMENCLATURE

Acronyms

- AC: Alternating Current
- DC: Direct Current
- VSC: Voltage source converter
- VSC-HVDC: Voltage source converter based high-voltage direct current
- NP-hard: Non-deterministic polynomial-time hard
- OBDD: Ordered binary decision diagram
- WAMS: Wide area measurement system
- GPS: Global positioning system
- SCADA: Supervisory control and data acquisition
- Ncut: Normalized cut
- SOM: Self-organizing maps

Symbols

- $Q$: Reactive power injected from the AC network
- $P$: Active power injected from the AC grid into VSC
- $Q$: Reactive power injected from the AC grid into VSC
- $U$: AC bus voltage
- $U$: Converter voltage
- $U_{dc}$: Voltage of DC grid
- $D_{ij}$: Electrical distance between bus $i$ and $j$
- $Z_{in}$: Input impedance of a two-port network
- $Z_{ii}$: Self-impedances of bus $i$
- $Z_{ij}$: Mutual impedances of bus $i$ and $j$
- $p_{ij}$: Active power between bus $i$ and $j$
- $P_{ij}$: Power-flow disruption between bus $i$ and $j$
- $k$: Number of clusters
- $S$: Power system
- $n$: Buses
- $L$: Lines
- $N_{gen}$: Generator
- $S_u$: Subsystem of coherent group $u$
INTRODUCTION

Recent research has demonstrated that the interconnection of large-scale power systems produces many well-known economic, social and environmental benefits, but on the other hand, it also significantly exaggerates the potential impact of a large disturbance [4, 5]. In this sense, the uncertainties in power system operation significantly increase under the growing penetration of new components such as distributed generations [6, 7, 8] and plug-in electric vehicles [9, 10], which inevitably leads to more serious consequences resulted from the loss of stability [11]. In addition, as a typical cyber-physical system, the increasing cyber-attacks, natural disasters and the reliance on control and communication are resulting in new sources and propagation paths of cascading failures in power systems [12, 13]. These shifts present new challenges in maintaining the system operating reliably and seamlessly. Unfortunately, available statistics indicate that major worldwide blackouts sharply increase from the 1960s [14], which have caused huge economic losses and harmful social influences. In this context, controlled islanding, as the last resort for preventing cascading outages, has received ever-increasing attention through splitting the system into several sustainable islands in the past few years [15, 16]. By monitoring of power system operating conditions, controlled islanding is to seek an optimal islanding solution quickly, so as to prevent faults from spreading and thereby leading to a system-wide blackout [17]. In essence, it is a typical non-deterministic polynomial-time hard (NP-hard) combinatorial optimization problem [1], and the so-called “combination explosion” in solution space significantly exacerbates the problem-solving difficulties with the increase of system size. Therefore, it is an urgent and challenging task to develop a computationally efficient controlled islanding approach to prevent cascading outages.

A. LITERATURE REVIEW

Numerous studies have been carried out to solve controlled islanding problems such as graph partitioning-based method [18], slow coherency-based method [19-21], ordered binary decision diagram (OBDD)-based approach [1, 22, 23], k-means clustering [24], and self-organizing maps (SOM) neural networks [25]. The traditional graph partitioning technique is a widely used solution approach. In [18], both real and reactive power balances are considered to avoid the problem of low voltages of the isolated system due to insufficient reactive powers. However, the whole computation time of this method is too long because it is necessary to carry out the partition search calculation of the graph many times. In [19], the slow coherency theory is originally proposed for solving controlled islanding problems, and then a demonstration of this approach on the blackout scenario of August 14, 2003 in North America is given in [20]. Reference [21]
presents a cutset determination algorithm based on slow coherency for controlled islanding of large power systems. The OBDD-based method is another effective method which solves the controlled islanding problem by reducing network of the original grid [22]. This method assumes that all lines of the system may be disconnected, and the complexity of the algorithm increases geometrically as the system scale increases. Therefore, before searching for a separation interface, the original network requires to be simplified to reduce search spaces and improve search efficiency [23]. However, the equivalence and simplification of the original network by these methods usually reduces solution space, so the obtained solution may not be the globally optimal solution [26]. In [24], a k-means clustering-based controlled islanding algorithm is presented in which VSC-HVDC links are employed to reduce load shedding. In [25], self-organizing maps (SOM) neural networks have been utilized in the defensive islanding. Recent research indicates that the graph theory-based spectral clustering technique is an effective solution approach for handling this controlled islanding problem by transforming the original issue into an optimal graph partition problem [26-28]. However, the traditional spectral clustering suffers some open problems such as the lack of ability to consider multiple constraints, which limits its usefulness in practical applications [29]. Recently, a two-step spectral clustering algorithm for controlled islanding has been proposed in [26]. However, if the number of islands is greater than 2, this problem must be solved via the time-consuming “recursive bisection” approach due to the repeated eigen-decomposition of a matrix in this process [27]. As a new HVDC transmission technology, VSC-HVDC is becoming popular in recent years [30, 31]. Compared with the traditional HVDC, VSC-HVDC has obvious advantages in regulating active and reactive power independently, supplying power for passive networks, interconnecting weak AC systems, etc [32-34]. Furthermore, a VSC-HVDC link is capable of exchanging powers between asynchronous islands, which helps to reduce the splitting costs, e.g., the generator tripping and load shedding, and accelerate the restoration process [24, 35]. Meanwhile, recent progress in a wide-area measurement system (WAMS) makes wide-area real-time synchronized measurements available for use, which opens up a new opportunity for developing a wide-area protection and control (WAPaC) system [36-38]. For a long time, there is no solution to the problem of power exchange between islands, since it is impossible to do so by using AC transmission lines. The emergence of the VSC-HVDC technique breaks this technical bottleneck. With the wide application of VSC-HVDC and the unparalleled advantages in connecting isolated islands, the work on the controlled islanding problem for a hybrid AC/DC grid with VSC-HVDC is becoming very important. The idea of connecting two isolated islands via a VSC-HVDC link has been proposed in [24, 35]. The distance represents the similarity between the nodes. The distance matrix is formed by modifying the distance of the nodes, and then the distance matrix is clustered by the k-means algorithm to obtain the optimal islanding scheme. Inspired by this work, a new controlled islanding approach for a hybrid AC/VSC-HVDC grid is presented using semi-supervised spectral clustering (SSSC), in which the power exchanges between islands are implemented via a VSC-HVDC link to reduce the generation-load imbalance. Regarding controlled islanding, the coherence constraints must be guaranteed to ensure the stability of the post-split subsystems. Furthermore, for a hybrid AC/VSC-HVDC grid, the VSC-HVDC terminal constraints are of prime importance to achieve power exchanges between islands. As an extension of conventional spectral clustering algorithms, SSSC can ensure the boundaries of the clusters to be more correct by utilizing constraints as the prior information to guide the clustering process. For this reason, the SSSC is adopted for addressing the islanding system control in this study.

B. CONTRIBUTION OF THIS PAPER
The contributions of this work include the following aspects.

1. Using VSC-HVDC links to exchange powers between islands, a controlled islanding model is presented for a hybrid AC/VSC-HVDC grid. To reflect the electrical relation among buses, a new criterion is proposed as the objective function by combining electrical distance with the conventional minimal power-flow disruption. More importantly, the terminals of a VSC-HVDC link are placed in different islands in this model. By doing so, the power exchanges are implemented via VSC-HVDC links to reduce the generation-load imbalance.

2. A new SSSC-based solution method is proposed, in which the coherence and VSC-HVDC terminal constraints are treated as the pair-wise constraints. In this way, both terminals of a VSC-HVDC link are ensured to be placed in different islands, while coherent generators are allocated into the same island.

3. The test results on two test systems show that the proposed approach is capable to find the optimal islanding scheme where different islands are connected via a VSC-HVDC link to reduce the generation-load imbalance. In addition, our approach has proven to be superior to other state-of-the-art methods, such as the OBDD, SOM and k-means clustering.

C. ORGANIZATION OF THIS PAPER
This paper is organized as follow. In Section II, VSC-HVDC and its control methods are introduced. Section III shows the problem formulation of controlled islanding for an AC/VSC-HVDC grid. Section IV describes the proposed approach in detail. In Section V, case studies are presented. And finally, conclusions are drawn in Section VI.

II. VSC-HVDC AND CONTROL METHODS

Based on voltage source converters (VSCs) and the pulse-width modulation (PWM) technology, the emerging VSC-HVDC technology has some significant advantages such as flexible and rapid DC power modulation capability, which is ideal for interconnection of asynchronous islands [39]. From this point of view, this work focus on utilizing VSC-HVDC links to connect different islands. Fig. 1 shows a simplified model of an AC/VSC-HVDC system.

![FIGURE 1. Simplified equivalent model of a two-terminal VSC-HVDC system](image)

where \( R_i \) (\( i=1, 2 \)) and \( X_i \) (\( i=1, 2 \)) are respectively the resistance and reactance between the AC and DC network; \( P_o \) (\( i=1, 2 \)) and \( Q_o \) (\( i=1, 2 \)) denote the active and reactive power injected from the AC network, respectively; \( P_{ij} \) (\( i=1, 2 \)) and \( Q_{ij} \) (\( i=1, 2 \)) denote the active and reactive power injected from the AC grid into VSCs, respectively; \( U_{ai} \) (\( i=1, 2 \)) represents the AC bus voltage; \( U_{ai} \) (\( i=1, 2 \)) represents the converter voltage, and \( U_{ai} \) (\( i=1, 2 \)) is the DC grid voltage.

The basic VSC-HVDC control methods include four categories [30, 40]: 1) constant DC voltage and AC voltage control; 2) constant active power and AC voltage control; 3) constant active and reactive power control; 4) constant DC voltage and reactive power control. Without loss of generality, the control strategy used in VSC1 is the constant DC voltage and reactive power control, while that of VSC2 is the constant active and reactive power control [30].

III. PROBLEM FORMULATION

As demonstrated in [26-28], controlled islanding can be regarded as a clustering issue, in which the system is to be split into two or more clusters. In this work, a new criterion is put forward as the objective function by combining electrical distance with the conventional minimal power-flow disruption. Regarding constraints, the terminals of a VSC-HVDC link are constrained in different islands such that power exchanges between islands can be implemented via the VSC-HVDC link, besides conventional constraints.

A. OBJECTIVE FUNCTION

When designing a controlled islanding algorithm, the used objective function is usually taken as the minimal power imbalance or the minimal power-flow disruption, which respectively refer to the minimal algebraic or the arithmetical sum of active powers on a separation interface. Compared with the minimal power imbalance, the use of minimal power-flow disruption can decrease the time complexity and enable it to be addressed effectively [26, 27]. On the other hand, recent research findings suggest that electrical distance plays an important role in the determination of the optimal islanding solution [41]. Considering the above two factors, a criterion is put forward as the objective function by combining the power-flow disruption and electrical distance.

The electrical distance between two buses \( D_{ij} \) is defined as

\[
D_{ij} = Z_{ai} = Z_{aj} - 2Z_{ajij} \quad (i \neq j)
\]

where \( Z_{ai} \) denotes the input impedance of a two-port network, \( Z_{ai} \) and \( Z_{aj} \) are the self-impedances of bus \( i \) and \( j \), and \( Z_{ajij} \) is the mutual impedance of bus \( i \) and \( j \).

The power-flow disruption \( |P| \) can be expressed as [26, 27]

\[
|P| = \left( |p_j| + |p_i| \right) / 2
\]

where \( P \) denotes the value of the active power on the line between bus \( i \) and \( j \).

A power system \( S \) with \( n \) buses, \( L \) lines, and \( N_{Gen} \) generators is subjected to a large disturbance, and thereby this system is split into \( k \) synchronous islands \( S_1, \ldots, S_j, \ldots, S_k = S \) according to coherent generators. As the objective function, the new criteria is proposed as the for assessing splitting sections, which can be formulated as

\[
\bar{P} = \min_{S_1, \ldots, S_k} \left\{ \frac{1}{2} \sum_{a \neq t} \frac{|P_{ij}|}{D_{ij}} \right\} \quad (a, t = 1, 2, \ldots, k, a \neq t)
\]

where \( \bar{P} \) is the minimal composite power-flow disruption.

B. CONSTRAINTS

The constraints mainly include three-folds: conventional constraints, coherence constraints, and VSC-HVDC terminal constraints.

1) CONVENTIONAL CONSTRAINTS

1.1) EQUALITY CONSTRAINTS

1.1.1) CONSTRAINTS OF AC NETWORK

The equality constraints of AC network are given by
The lower and upper limits of the active power of generator $P_{Gen}$ at bus $i$ are $P_{Gen,i,\text{min}}$ and $P_{Gen,i,\text{max}}$, respectively, while for the reactive power of generator $Q_{Gen}$ at bus $i$ are $Q_{Gen,i,\text{min}}$ and $Q_{Gen,i,\text{max}}$, respectively; $U_{dc}$ represents the lower and upper limits of the voltage $U_{dc}$ of DC grid; $I_{dc,\text{min}}$ and $I_{dc,\text{max}}$ represents the lower and upper limits of the current $I_{dc}$ of DC grid, respectively; $S_i(P_i, Q_i)$ represents the center of the PQ-capability circle; $r_{\text{min}}$ and $r_{\text{max}}$ are the lower and upper limits of the radius $r$ of power circle, respectively.

2) COHERENCE CONSTRAINTS

Research findings in [1, 19, 26] show that coherence constraints that ensure coherent generators are divided in the same island are very important in addressing the controlled islanding problem, which is formulated as

$$
\forall B_{\text{cont}}, B_{\text{gen,j}} \subseteq S_i, \exists l_{ij} \subset \Pi(B_{\text{cont}}, B_{\text{gen,j}}) \quad (i \neq j)
\forall B_{\text{cont}}, B_{\text{gen,j}} \subseteq S_i, \Pi(B_{\text{cont}} \cap B_{\text{gen,j}}) = \emptyset \quad (u \neq t)
$$

where $B_{\text{cont}}$ and $B_{\text{gen,j}}$ represent generator buses $i$ and $j$, $L_{ij}$ indicates a line connecting buses $i$ and $j$. This equation indicates that there is at least one interconnection between any two coherent generators, and there is no interconnection to connect any two non-coherent generators.

3) VSC-HVDC TERMINAL CONSTRAINTS

To exchange powers between islands via a VSC-HVDC link, the terminals belonging to a VSC-HVDC link need to be located in different islands such that the generation-load imbalance in each island and the load shedding can be reduced. For this purpose, the VSC-HVDC terminal constraints can be formulated by

$$
B_{\text{vsc1}} \subseteq S_i, B_{\text{vsc2}} \subseteq S_i, \Pi(B_{\text{vsc1}} \cap B_{\text{vsc2}}) = \emptyset \quad (u \neq t)
$$

where $B_{\text{vsc1}}$ and $B_{\text{vsc2}}$ represents two terminal buses of VSC1 and VSC2 of a VSC-HVDC link.

IV. PROPOSED SOLUTION ALGORITHM

A new SSSC-based method is proposed to solve the controlled islanding model for the AC/DC grid. The coherence constraints and VSC-HVDC terminal constraints are considered as pair-wise constraints, which generalize the traditional spectral clustering to SSSC to make the clusters more accurate. Meanwhile, the controlled islanding problem is transformed into a weighted undirected graph segmentation problem which can be solved efficiently via spectral clustering.

A. SPECTRAL CLUSTERING ALGORITHM

1) NORMALIZED CUT CRITERION

The system to be split can be modelled as a weighted undirected graph $G(V, E)$, where the point set $V$ contains all buses and the edge set $E$ contains all lines. The matrix $W$ is a weighted adjacency matrix of the graph $G_0$ and its element $W_{ij}$ is given by

$$
W_{ij} = \begin{cases}
\Delta P_i = U_i \sum_{j=1}^{N} U_j \left( G_{ij} \cos \delta_{ij} + B_{ij} \sin \delta_{ij} \right) \\
\Delta Q_i = U_i \sum_{j=1}^{N} U_j \left( G_{ij} \sin \delta_{ij} - B_{ij} \cos \delta_{ij} \right)
\end{cases}
$$

(4)

where $\Delta P_i$ and $\Delta Q_i$ represent active and reactive power imbalance of bus $i$, respectively; $U_i$ and $U_j$ represent voltage amplitudes of buses $i$ and $j$, respectively; $G_{ij}$ and $B_{ij}$ represent conductance and susceptance between buses $i$ and $j$, respectively, and $\delta_{ij}$ denotes the phase difference of $U_i$ and $U_j$.
where \( w_{ij} \) is the weight of edge \((i, j)\), \( w_{ij} = w_{ji} \) since the matrix \( W \) is symmetrical. In this study, \( w_{ij} = \frac{P_{ij}}{D_{ij}} \). The higher the degree of similarity between the two points is, the greater the weight value is, and vice versa. If \( w_{ij} = 0 \), there is no connection between the two points. Here \( A \) and \( B \) are two disjoint complementary subsets of the graph \( G_0 \) (\( A \cap B = \emptyset, A \cup B = V \)). The \textit{cut} between \( A \) and \( B \) is defined as:

\[
c(A, B) = \sum_{i \in A, j \in B} w_{ij}
\]

Extending to a general case, the sum of the \textit{cut} among subsets can be expressed as:

\[
c_{\text{sum}} = \frac{1}{2} \sum_{s,t} c(V_s, V_t) \quad (s, t = 1, 2, \ldots, k, s \neq t)
\]

where \( V_s \) and \( V_t \) represent the disjoint subsets of \( V \). Thus, controlled islanding can be transformed into a graph segmentation problem. In order to make the sum of weight values in the same subset as large as possible, while the sum in different subsets is as small as possible, the traditional clustering method is to get the minimum cut directly. However, when this method encounters some special cases such as Fig. 2, it inevitably produces an isolated bus in a subset. In this study, the minimum normalized cut (\textit{Ncut}) is utilized to solve the problem.

\[
h_i = \begin{cases} 
\frac{1}{\sqrt{\text{vol}(V_i)}}, & i \in V_j, \\
0, & i \notin V_j 
\end{cases} 
\quad (i = 1, 2, \ldots, n; j = 1, 2, \ldots, k)
\]

After derivation, the following equation can be obtained

\[
h_i^T L h_i = 2 - \frac{2 \cdot c(V_i, V_j)}{\text{vol}(V_j)} = 2 \text{\textit{Ncut}} 
\quad (i = 1, 2, \ldots, k, t \neq s)
\]

where \( L = A - W \), which denotes the non-normalized Laplacian matrix.

Suppose matrix \( H = [h_1, h_2, \ldots, h_k] \in \mathbb{R}^{n \times k} \), the minimum normalized cut is equivalent to

\[
\min_{c_1, c_2, \ldots, c_k} \text{Tr}(H^T L_n H)
\]

\[
s.t. \quad H^T L_n H = E_0
\]

\[
\text{where } \text{Tr}(H^T L_n H) = \text{the trace of } H^T L_n H, L_n = A^T (A - W) = A^T L \text{ is the normalized Laplacian matrix and } E_0 \text{ is an identity matrix.}
\]

For Eq. (16), the goal is to find the top \( k \) minimum eigenvalues of the normalized Laplace matrix \( L_n \) so that the corresponding \( k \) eigenvectors can be obtained. According to the Rayleigh-Ritz method, \( H \) is the matrix composed of eigenvectors corresponding to the top \( k \) minimum eigenvalues. Considering the discrete combinatorial optimization characteristics in the solution process, the relaxation method is employed to relax matrix \( H \) to be a real-valued matrix. After clustering each row of matrix \( H \) via \textit{k-means} algorithm, the final islanding solution can be obtained [29].

2) \textit{k-MEANS CLUSTERING}  

As one of the mostly used clustering algorithms, the \textit{k-means} clustering is a vector quantization method, originally from signal processing, which seeks to the minimum within groups sum of squared errors (WGSS) through an iterative optimization process [42]. In general, this process is modeled as the following optimization problem.

\[
\text{Minimize } \sum_{i=1}^{n} \sum_{k=1}^{K} d_{ik} \left\| x_i - \mu_k \right\|^2 
\]

\[
s.t. \quad \sum_{k=1}^{n} d_{ik} = 1, 1 \leq i \leq n \\
\quad d_{ik} \in \{0,1\}, 1 \leq i \leq n, 1 \leq k \leq k'
\]

where \( x_i \) is the \( i \)th data point, \( \mu_k \) is the center of cluster \( k' \), \( \left\| x_i - \mu_k \right\|^2 \) denotes the squared Euclidean distance between \( x_i \) and \( \mu_k \).

The specific procedures of the \textit{k-means} clustering are as follows.

Step 1: Determine the number of clusters \( k \), and select \( k \) cluster centers randomly at the first iteration.

Step 2: Calculate the Euclidean distance between data
points and cluster centers, and thereafter the nearest data are divided into the same cluster.

Step 3: Update the $k$ cluster centers and the cluster sets.

Step 4: Determine whether the cluster centers in successive iterations are changed. If changed, output the final clustering results; otherwise, go to step 2.

### B. SEMI-SUPERVISED SPECTRAL CLUSTERING

The SSSC is an extension of the traditional spectral clustering, and its basic principle is to enable the boundaries of the clusters to be more correct with the use of prior information based on pair-wise constraints [29]. In this study, the pair-wise constraints refer to the Must-link constraint and the Cannot-link constraint: the former indicates that coherent generators must be clustered in the same group, while the latter means that non-coherent generators must be separated in different clusters. In order to consider the pair-wise constraints of generators, the weighted adjacency matrix $W$ needs to be modified as follows:

$$W(B_{Gen}, B_{Gen}) = \begin{cases} \infty, & (B_{Gen}, B_{Gen}) \in \text{Must-link} \\ 0, & (B_{Gen}, B_{Gen}) \in \text{Cannot-link} \end{cases} \quad (18)$$

From Eq. (18), it can be seen that these constraints strengthen the electrical contacts between coherent generators, and weaken the contacts between non-coherent generators.

Since VSC-HVDC terminal constraints belong to a Cannot-link constraint, the matrix $W$ is accordingly modified as

$$W(B_{VSC1}, B_{VSC2}) = 0, \quad (B_{VSC1}, B_{VSC2}) \in \text{Cannot-link} \quad (19)$$

The above equation suggests that the weight of the VSC-HVDC terminals should be set to zero so that the terminals can be placed in different islands to facilitate power exchange between islands.

### C. SOLVING PROCESS BASED ON SSSC

For a given AC/DC system $G_0(V, E)$, the SSSC-based solution process is as follows.

Step 1: By using WAMS information, the power flow of the power system is collected every five minutes to calculate the composite power-flow disruption.

Step 2: Construct the weighted undirected graph $G_0$ representing the AC/DC system and assign weights to every edge.

Step 3: Calculate weighted adjacency matrix $W$ and degree matrix $A$ by Eq. (20) and (21), respectively.

$$W_{ij} = \begin{cases} |P_{ij}| & (i, j) \in E_0 \\ 0 & (i, j) \notin E_0 \end{cases} \quad (20)$$

$$A_{ij} = \sum_{k=1}^{n} W_{ik}, \ i = j \quad (21)$$

Step 4: Detect whether a fault occurs. If it occurs, go to step 6; otherwise, go to step 5.

Step 5: Determine whether the acquisition time is met. If met, go to step 1; otherwise, go to step 4.

Step 6: Judge whether the system instability occurs. If it occurs, go to step 8; otherwise, go to the next step.

Step 7: Determine whether the instability of power system is satisfied. If satisfied, go to step 8; otherwise, go to step 6. The purpose of this step is to detect the fault information in real time to determine whether the power system has reached instability.

Step 8: When the system occurs fault and loses stability, the matrix $W$ is adjusted by Eq. (18) based on the information of coherence constraints and then update the degree matrix $A$ by Eq. (21).

Step 9: Modify the weighted adjacency matrix $W$ according to the VSC-HVDC terminal constraint and then update the degree matrix $A$.

Step 10: Calculate the normalized Laplacian matrix $L_1$ from the resulting of weighted adjacency matrix $W$ and degree matrix $A$, i.e., $L_1 = A^{-1}(A - W) = A^{-1}L$.

Step 11: Calculate the eigenvectors $v_1, v_2, ..., v_k \in \mathbb{R}^k$ that correspond to the top $k$ minimum eigenvalues of the equation $L_1v = \lambda v$.

Step 12: Build the eigenvector matrix $M = [v_1, v_2, ..., v_k] \in \mathbb{R}^{n \times k}$, whose row vector $Rv_j \in \mathbb{R}^k \ (j = 1, 2, ..., n)$.

Step 13: Cluster the row vectors $Rv \in \mathbb{R}^k$ via the $k$-means algorithm, and obtain the final islanding scheme.

The flowchart of the proposed approach based on SSSC is shown in Fig. 3.

---

**V. CASE STUDIES**

In this section, the presented approach is tested on the IEEE 39-bus system and Xiamen power system. And furthermore, to reasonably evaluate the performance of
the presented approach, a comparative analysis between our method and other popular methods, such as the OBDD [1], k-means [24] and SOM [25], has been carried out.

A. CASE 1: IEEE 39-BUS SYSTEM

First, a modified IEEE 39-bus system is used to demonstrate the performances of the proposed method. This system is a famous test case for controlled islanding studies in the previous literature [26-28]. This system includes 10 generators, 39 buses, and 46 lines. Note that the AC line connecting buses 4 and 14 is replaced by a VSC-HVDC link. The parameters of the two-terminal VSC-HVDC system are shown in Table I.

The simulations are implemented on a PC platform with 2 Intel Core dual-core CPUs (2.4 GHz) and 4 GB RAM.

| Bus | $R$ (p.u.) | $X$ (p.u.) | $P_i$ (p.u.) | $Q_i$ (p.u.) | $U_b$ (p.u.) |
|-----|-----------|-----------|-------------|-------------|-------------|
| 4   | 0.002     | 0.25      | 0.561       | 0.231       | 1.000       |
| 14  | 0.002     | 0.25      | -0.563      | -0.205      | 1.000       |

The one-line diagram of this system is shown in Fig. 4.

![FIGURE 4. The modified IEEE 39-bus system](image)

1) ISLANDING SOLUTION UNDER CONVENTIONAL CONSTRAINTS

Based on power flow data from WAMS, construct weighted undirected graph $G_0$ of the system and assign values to $W_{ij}$ in the weighted adjacency matrix $W$. For convenience, only nonzero elements are listed and converted to the per unit values by dividing the same base value. The values are shown in Table II.

| Line | $w_{ij}$ (p.u.) | Line | $w_{ij}$ (p.u.) |
|------|-----------------|------|-----------------|
| $L_{1-2}$ | 48.41 | $L_{14-15}$ | 2.07 |
| $L_{2-3}$ | 43.12 | $L_{15-16}$ | 32.89 |
| $L_{2-5}$ | 29.56 | $L_{16-17}$ | 25.16 |
| $L_{2-25}$ | 25.36 | $L_{16-20}$ | 23.06 |
| $L_{2-20}$ | 33.84 | $L_{16-21}$ | 29.32 |
| $L_{3-4}$ | 6.12 | $L_{16-24}$ | 7.79 |
| $L_{3-18}$ | 2.62 | $L_{17-18}$ | 26.67 |
| $L_{4-5}$ | 16.41 | $L_{17-22}$ | 0.99 |
| $L_{4-14}$ | 9.28 | $L_{19-20}$ | 12.53 |
| $L_{5-6}$ | 212.81 | $L_{19-33}$ | 43.50 |
| $L_{6-8}$ | 52.33 | $L_{20-24}$ | 28.12 |
| $L_{6-11}$ | 70.28 | $L_{21-22}$ | 52.58 |
| $L_{6-11}$ | 45.72 | $L_{22-23}$ | 5.08 |
| $L_{6-11}$ | 27.63 | $L_{22-35}$ | 45.49 |
| $L_{7-8}$ | 47.89 | $L_{23-24}$ | 18.13 |
| $L_{8-9}$ | 1.69 | $L_{23-36}$ | 20.58 |
| $L_{9-29}$ | 30.99 | $L_{25-26}$ | 3.33 |
| $L_{10-11}$ | 88.10 | $L_{25-27}$ | 23.76 |
| $L_{10-11}$ | 74.90 | $L_{26-27}$ | 20.84 |
| $L_{10-12}$ | 32.39 | $L_{26-28}$ | 4.65 |
| $L_{12-12}$ | 0.075 | $L_{26-29}$ | 5.91 |
| $L_{12-13}$ | 0.28 | $L_{26-29}$ | 26.04 |
| $L_{13-14}$ | 31.61 | $L_{29-35}$ | 53.54 |

Suppose that at time $t=0.0s$, there is a three-phase-to-ground fault occurring at line 16-17 (near bus 17), as shown in Fig. 4. The fault is cleared at $t=0.5s$. According to the generator angle deviation [24, 26], all generators are divided into three coherent groups, as shown in Table III.

| Generator bus number | Generator number |
|---------------------|------------------|
| 30                  | 1                |
| 3                   | 2                |
| 1                   | 3                |

After obtaining the eigenvectors corresponding to the top three minimum eigenvalues of matrix $L_0$, three subsets are obtained by k-means clustering which is shown in Table IV. The obtained optimal islanding scheme under conventional constraints is shown in Fig. 5.

| Bus number |
|------------|
| 30         |
| 31, 32, 33, 34, 35, 36 |
| 37, 38     |
Fig. 5 shows that the disconnected lines include $L_{1,18}$, $L_{14,15}$ (double-circuit lines), $L_{17,27}$, $L_{25,26}$, and $L_{5,18}$ in this islanding solution. It can be seen that the scheme cannot guarantee that coherent generators are divided into the same islands. For example, the generators connected to buses 37 and 38 belong to coherent generator group 3, but they are placed in different islands. Meanwhile, the VSC-HVDC terminals (buses 4 and 14) are in the same island such that the power exchanges between islands cannot be implemented.

2) ISLANDING SOLUTION UNDER COHERENCE CONSTRAINTS

Based on the pair-wise constraints of coherent generators, the elements in the $W$ matrix are modified by Eq. (18), i.e. the weight of coherent groups is equal to the infinity $w_{ij}=\infty$ while that of non-coherent groups is zero $w_{ij}=0$. The modified terms of the $W$ matrix are shown in Table V. The islanding solution is obtained by clustering the eigenvectors corresponding to the top three minimum eigenvalues of matrix $L_X$. Under this scenario, the obtained islanding solution is shown in Fig. 6.

![FIGURE 5. Islanding scheme under conventional constraints](image)

![FIGURE 6. Islanding solution under coherence constraints](image)

| Line       | $w_{ij}$ | Line       | $w_{ij}$ |
|------------|----------|------------|----------|
| $L_{10,24}$| 0        | $L_{10,55}$| 0        |
| $L_{10,55}$| 0        | $L_{10,36}$| 0        |
| $L_{10,36}$| 0        | $L_{10,57}$| 0        |
| $L_{10,57}$| 0        | $L_{10,58}$| 0        |
| $L_{10,58}$| 0        | $L_{10,39}$| $\infty$|
| $L_{10,39}$| $\infty$ | $L_{11,52}$| 0        |
| $L_{11,52}$| 0        | $L_{11,53}$| $\infty$|
| $L_{11,53}$| $\infty$ | $L_{11,54}$| 0        |
| $L_{11,54}$| 0        | $L_{11,55}$| $\infty$|
| $L_{11,55}$| $\infty$ | $L_{11,56}$| 0        |
| $L_{11,56}$| 0        | $L_{15,57}$| 0        |
| $L_{15,57}$| 0        | $L_{15,59}$| 0        |
| $L_{15,59}$| 0        | $L_{16,37}$| 0        |
| $L_{16,37}$| 0        | $L_{16,38}$| 0        |
| $L_{16,38}$| 0        | $L_{16,39}$| 0        |
| $L_{16,39}$| 0        | $L_{17,38}$| $\infty$|
| $L_{17,38}$| $\infty$ | $L_{17,39}$| 0        |
| $L_{17,39}$| 0        | $L_{18,39}$| 0        |
| $L_{18,39}$| 0        | $L_{19,39}$| 0        |
| $L_{19,39}$| 0        | $L_{20,39}$| 0        |
| $L_{20,39}$| 0        | $L_{21,39}$| 0        |
| $L_{21,39}$| 0        | $L_{22,39}$| 0        |
| $L_{22,39}$| 0        | $L_{23,39}$| 0        |
| $L_{23,39}$| 0        | $L_{24,39}$| 0        |
| $L_{24,39}$| 0        | $L_{25,39}$| 0        |
| $L_{25,39}$| 0        | $L_{26,39}$| 0        |
| $L_{26,39}$| 0        | $L_{27,39}$| 0        |
| $L_{27,39}$| 0        | $L_{28,39}$| 0        |
| $L_{28,39}$| 0        | $L_{29,39}$| 0        |
| $L_{29,39}$| 0        | $L_{30,39}$| 0        |
| $L_{30,39}$| 0        | $L_{31,39}$| 0        |
| $L_{31,39}$| 0        | $L_{32,39}$| 0        |
| $L_{32,39}$| 0        | $L_{33,39}$| 0        |
| $L_{33,39}$| 0        | $L_{34,39}$| 0        |
| $L_{34,39}$| 0        | $L_{35,39}$| 0        |
| $L_{35,39}$| 0        | $L_{36,39}$| 0        |
| $L_{36,39}$| 0        | $L_{37,39}$| 0        |
| $L_{37,39}$| 0        | $L_{38,39}$| 0        |
| $L_{38,39}$| 0        | $L_{39,39}$| 0        |

3) OPTIMAL ISLANDING SCHEME

Besides the above-mentioned conventional and coherence constraints, VSC-HVDC terminal constraint
is further considered to realize exchanging powers between different islands via a VSC-HVDC link. Taking into account all these constraints, an optimal islanding scheme is obtained, as shown in Fig. 7.

![Optimal islanding scheme](image)

**FIGURE 7. Optimal islanding scheme**

Fig. 7 demonstrates that the disconnected lines are $L_{2-25}$, $L_{3-16}$, $L_{4-5}$, $L_{8-9}$, $L_{17-27}$ in this islanding scheme. In this way, the coherent generators are divided into the same island and the terminals of a VSC-HVDC link are located in different islands. And thereby, the power exchanges between islands can be performed through VSC-HVDC links to reduce the generation-load imbalance, which is helpful to accelerate the follow-up power system restoration. The total computing time is 0.016 s, which satisfies the real-time requirements in practical applications. The obtained splitting schemes using different methods are shown in Table VI.

**TABLE VI**

| Method    | Disconnected lines | $\sum w_i$ (p.u.) | Running time(s) |
|-----------|--------------------|-------------------|-----------------|
| SSSC      | $L_{2-25}$, $L_{3-16}$, $L_{4-5}$, $L_{17-27}$ | 55.39             | 0.016           |
| OBDD      | $L_{2-25}$, $L_{3-16}$, $L_{4-5}$, $L_{17-27}$ | 55.39             | 2.231           |
| SOM       | $L_{10-17}$        | 106.23            | 1.807           |
| $k$-means | $L_{17-27}$        | 112.28            | 0.167           |

From Table VI, it can be seen that the proposed approach manages to directly find the optimal solution and it is superior to other alternatives. 1) Regarding the OBDD: the OBDD can give all possible solutions, while our approach can directly determine the optimal solution with the minimum cut $\sum w_i$. The reason for this is that the OBDD is based on a graphical representation of Boolean functions, while our approach can directly yield the optimal solution by transforming the original problem into a graph segmentation issue. 2) For the $k$-means: the $L_{1-2}$ and $L_{2-30}$ should be disconnected in its solution, which will inevitably cause the generator connected to bus 30 to be tripped and increase the splitting costs. The reason is that the $k$-means, as a “hard clustering” algorithm, is prone to local minima by simply clustering the data [42]. On the contrary, the SSSC can obtain the global optimal solution and avoid the formation of isolated nodes due to the normalized cut criterion. 3) Regarding the SOM: there is no isolated node in its scheme, but the $\sum w_i$ is significantly greater than that of the SSSC.

The computational efficiency is another important evaluation indicator for this problem since the islanding system control is a fast process. As can be seen from Table VI, the computational efficiency of our approach is far superior to that of other methods. Specifically, the computational times of the OBDD, SOM and $k$-means are respectively 2.231 s, 1.807 s and 0.167 s, while our approach only requires 0.016 s. Therefore, a conclusion can be drawn that the presented algorithm is an effective tool to solve the controlled islanding problem.

**B. CASE 2: XIAMEN POWER SYSTEM**

In order to further verify the applicability of the proposed method to real-world systems, the Xiamen power system is utilized as the testing system. As illustrated in Fig. 8, this system consists of 8 generators, 28 buses, 36 AC lines, and 1 VSC-HVDC link. Specifically speaking, two generators are connected to buses 4 and 24, and four equivalent generators are respectively connected to buses 1, 2, 14, and 17. The used VSC-HVDC parameters are the same as those in case 1.

![One-line diagram of the Xiamen power system](image)
Simulation settings: The system begins to operate at 0 s and the VSC-HVDC link is turned on at t = 15 s. At 16s, a three-phase-to-ground fault occurs on the line L14-15 (near bus 14) as shown in Fig. 8, and the fault is cleared at t = 17s. The entire simulation lasts for 50 s. Based on the power flow data from the WAMS, the composite power-flow disruption and the matrix W can be obtained. For ease of description, only nonzero elements of matrix W are listed in Table VII.

### Table VII

**Elements of Matrix W under conventional constraints**

| Line   | w_i (p.u.) | Line   | w_j (p.u.) |
|--------|------------|--------|------------|
| L2-2   | 23.65      | L24-24 | 16.53      |
| L3-5   | 53.4       | L22-14 | 11.28      |
| L3-14  | 67.77      | L31-14 | 6.48       |
| L2-4   | 1.49       | L14-15 | 9.08       |
| L2-5   | 22.62      | L23-16 | 15.04      |
| L3-4   | 74.64      | L26-17 | 27.89      |
| L9-20  | 33.03      | L17-18 | 56.0       |
| L5-28  | 22.26      | L17-22 | 10.7       |
| L9-6   | 50.25      | L17-23 | 20.32      |
| L6-7   | 34.16      | L19-10 | 9.63       |
| L2-8   | 21.35      | L19-23 | 24.93      |
| L5-14  | 25.76      | L20-23 | 14.21      |
| L9-9   | 23.46      | L20-25 | 33.52      |
| L9-24  | 37.44      | L23-24 | 1.04       |
| L9-10  | 5.5        | L24-25 | 24.72      |
| L9-21  | 45.8       | L24-26 | 51.62      |
| L1-32  | 21.41      | L24-27 | 22.68      |
| L1-13  | 6.47       | L27-28 | 3.42       |

In this case, the angle deviations between generators are obviously different after fault clearance. According to the coherent grouping approach used in case 1, the generators are divided into two groups: two inside generators and four equivalent generators, and thereby the system is split into two asynchronous islands. Besides conventional constraints, the coherence and VSC-HVDC terminal constraints are employed to modify the elements of the matrix W, in which the modified elements are shown in Table VIII.

### Table VIII

**Modified terms of W matrix under coherence constraints and VSC-HVDC terminal constraint**

| Line   | w_i | Line   | w_j |
|--------|-----|--------|-----|
| L2-2   | ∞   | L2-17  | ∞   |
| L3-4   | 0   | L2-24  | 0   |
| L3-14  | ∞   | L3-14  | 0   |

The eigenvectors that correspond to the top two minimum eigenvalues of matrix W are obtained. After clustering, the optimal islanding solution is shown in Fig. 9.

**FIGURE 9. Optimal islanding scheme**

From Fig. 9, it can be observed that the disconnected lines are L2-4, L9-10, L18-25, L23-24. And then, the comparative tests have been executed and the obtained results are shown in Table IX.

### Table IX

**Results of the Xiamen system using different methods**

| Method | Disconnected lines | \(\sum w_i\) (p.u.) | Running time (s) |
|--------|--------------------|---------------------|------------------|
| SSSC   | L2-4, L9-10, L18-25, L23-24 | 32.96 | 0.012 |
| OBDD   | L2-4, L9-10, L18-25, L23-24 | 32.96 | 2.125 |
| SOM    | L2-4, L9-10, L18-25, L23-24 | 50.92 | 0.095 |
| k-means | L2-4, L9-10, L18-25, L23-24 | 64.37 | 0.159 |

From Table IX, it can be observed that the SSSC outperforms the other methods in this case. First, the \(\sum w_i\) of the SSSC is significantly less than that of the SOM and k-means. Second, the computational efficiency of the SSSC is obviously better than that of other methods, which suggests that the SSSC can better meet the real-time requirements in practical applications. As a result, the effectiveness and superiority of the SSSC in real systems can be verified. In order to examine the effects of the obtained splitting scheme using the proposed approach, simulation analysis has been performed under the RT-LAB simulation platform. The voltage amplitudes of all generators during the splitting process are shown in Figs. 10-12.
because emergency power supports are provided for the islands on both sides under fault conditions with the full use of the powerful DC power modulation ability of VSC-HVDC. This result not only validates the applicability of the proposed method to the actual Xiamen power system but also further confirms the role of VSC-HVDC for enhancing the stability of the AC/DC system.

VI. CONCLUSIONS

The recently developed VSC-HVDC technology is becoming a popular choice for the delivery of bulk power, and emergency control issues on power systems need to be paid more attention due to increasing uncertainties in system operation under the growing penetration of renewable energies. To make full use of the powerful flexible DC power modulation capability, this paper presents a new controlled islanding model for a hybrid AC/VSC-HVDC grid. To solve this model, a solution method based on SSBC is presented by integrating the constraints of generator coherences and VSC-HVDC terminals besides conventional ones. By doing so, the optimal islanding solution problem can be transformed into a graph segmentation issue which is readily solvable by using the constrained spectral clustering. Studies carried out for IEEE 39-bus system and the real-world Xiamen power system reveal that our approach is a good candidate for addressing controlled islanding problem. The proposed algorithm manages to find an optimal islanding scheme to enable a VSC-HVDC link to connect different islands such that the generation-load imbalance can be significantly reduced due to power exchanges between islands. More importantly, the superiority of our approach to other popular alternative methods, including the OBDD, SOM and $k$-means clustering, has also been verified. The proposed approach might find potential applications in real-time system splitting and restoration for a WApC system. The research on controlled islanding for a hybrid AC/VSC-HVDC system is still in relatively early stages of development. Future work will focus on developing more realistic modeling techniques and decision analysis approaches [43] to consider more complex fault scenarios such as one or more converter blocking failures. Besides, the control and coordination problem of VSC-based multi-terminal DC (VSC-MTDC) systems in the event of system failure is another interesting topic for future research.
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