Period Change Rates in Large Magellanic Cloud Cepheids Revisited
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ABSTRACT

The period-change rate (PCR) of pulsating variable stars is a useful probe of changes in their interior structure, and thus of their evolutionary stages. So far, the PCRs of Classical Cepheids in the Large Magellanic Cloud (LMC) have been explored in a limited sample of the total population of these variables. Here we use a template-based method to build observed minus computed (O − C) period diagrams, from which we can derive PCRs for these stars by taking advantage of the long time baseline afforded by the Digital Access to a Sky Century @ Harvard (DASCH) light curves, combined with additional data from the Optical Gravitational Lensing Experiment (OGLE), the MAssive Compact Halo Object (MACHO) project, Gaia’s Data Release 2, and in some cases the All-Sky Automated Survey (ASAS). From an initial sample of 2315 sources, our method provides an unprecedented sample of 1303 LMC Classical Cepheids with accurate PCRs, the largest for any single galaxy, including the Milky Way. The derived PCRs are largely compatible with theoretically expected values, as computed by our team using the Modules for Experiments in Stellar Astrophysics (MESA) code, as well as with similar previous computations available in the literature. Additionally, five long-period (P > 50 d) sources display a cyclic behavior in their O − C diagrams, which is clearly incompatible with evolutionary changes. Finally, on the basis of their large positive PCR values, two first-crossing Cepheid candidates are identified.
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1 INTRODUCTION

Classical or Type I Cepheids (hereafter Cepheids) are pulsating stars named after δ Cephei, one of the first variable stars of this kind to be discovered (the first one actually being η Aquilae; Catelan & Smith, 2015). Owing to their period-luminosity relationship (also known as the Leavitt Law; Leavitt & Pickering 1912) and intrinsic brightness, Cepheids play a key role in constraining the Hubble constant by working as standard candles (e.g., Freedman et al. 2001; Breuval et al. 2020; Riess et al. 2021, and references therein).

As they are intermediate-mass stars, their evolution is relatively fast and their ages are on the order of 107 and 108 yr for the longest-period (also the most massive and most luminous) and shortest-period (the least massive and least luminous) Cepheids, respectively. Their pulsations are excited by the k and γ mechanisms, with the zone where helium goes from singly to doubly ionized being the most important for driving pulsations (see, e.g., Catelan & Smith 2015, and references therein).

Stellar evolution theory predicts three different stages where these stars become unstable to radial pulsations as they cross the instability strip in the Hertzsprung-Russell diagram (HRD): once during hydrogen shell burning and twice during core helium burning (e.g., Turner et al. 2006). According to the Stefan-Boltzmann law, a change in effective temperature at approximately constant luminosity implies a change in radius. Moreover, as the period-mean density relation (also known as Ritter’s relation; Ritter 1879) is valid within the instability strip, changes in radius result in changes in period. Such period changes have been previously detected by numerous authors, and they seem to be more stable in Cepheids pulsating in the fundamental mode (Poleski 2008).

Period changes are useful for probing stellar evolution. Examples in the literature include, among many others, Pietrukowicz (2001), Turner et al. (2006), and Karczmarek et al. (2011) for Cepheids, and Le Borgne et al. (2007), Silva Aguirre et al. (2008), and Jurcsik et al. (2012) for RR Lyrae stars. Since theory predicts that the timescales for these evolutionary changes, P P −1, fall in the range 104 − 107 yr (e.g., Poleski 2008), observations covering several decades are required to compute the associated period change rates (PCRs). A common technique that is used to conduct these measurements involves the so-called observed minus computed (O-C) diagrams (see Zhou 1999; Sterken 2005, for reviews and additional references). In this sense, the data for Cepheids in the Large Magellanic Cloud (LMC) that
has been made available by the Digital Access to a Sky Century @ Harvard project (DASCH; Grindlay et al. 2012) are suitable for the computation of PCRs, as they cover approximately a century. Modern CCD photometric surveys extend the baseline provided by DASCH even further, allowing the determination of more accurate PCRs than using DASCH alone.

Our goal in this paper is to calculate PCRs for LMC Classical Cepheids pulsating in the fundamental mode, using both DASCH data and more recent datasets from the literature. This also allows us to revisit previously published PCR values calculated for smaller Cepheid samples (Pietrukowicz 2001; Karczmarek et al. 2011), and to compare the measured values with those computed on the basis of state-of-the-art theoretical Cepheid models (e.g., Turner et al. 2006, Espinoza et al. 2021, in preparation).

This paper is structured as follows: the utilized data sets are described in Section 2, and the procedure to determine the PCRs therefrom is detailed in Section 3. The main results are presented in Section 4, and the main conclusions drawn therefrom are summarized in Section 5.

2 DATA

DASCH data play a crucial role in our computation of PCRs due to the time coverage of the observations included therein. We specifically make use of DASCH DR6 and, in order to further extend the time baseline coverage, data from other optical surveys were included, favoring observations in the bands closest to that of the DASCH photometry (roughly Johnson B; Tang et al. 2013). The surveys used to extend the time baseline are the Massive Compact Halo Object Survey (MACHO; Alcock et al. 2000), the Optical Gravitational Lensing Experiment (OGLE; Udalski et al. 2015), and Gaia’s Data Release 2 (DR2; Gaia Collaboration et al. 2018; Evans et al. 2018). Additionally, the longest-period, brightest Cepheids were usually saturated in the OGLE and MACHO surveys, therefore the DASCH data was augmented by the OGLE Shallow survey (Ulaczyk et al. 2012) and, when possible, the All-Sky Automated Survey (ASAS-3; Pojmanski 2002), as replacements for the saturated OGLE photometry. A summary of the basic properties of these sources of data is provided in Table 1.

3 METHOD

3.1 Source Selection

By using the OGLE Collection of Variable Stars (OCVS; Soszyński et al. 2015), 2315 Cepheids pulsating in their fundamental mode were selected and their periods retrieved. Owing to the characteristics of the data in DASCH, the sample was split: While brighter and longer period sources often have clear and well-sampled light curves, fainter and shorter period sources tend to have incomplete phase coverage and show problems (such as blending) more frequently. Therefore, two subsets of data were utilized: 242 sources with OGLE V < 15 and 2073 fainter sources.

As mentioned in Section 2, long-period sources (P > 50 d) were saturated in OGLE and therefore they would not have measured magnitudes in the OCVS, although their periods are available. As a result, they were missing from our initial sample and had to be added manually. This added 5 sources to our sample.

Counterparts in MACHO (and ASAS, when necessary) were found by using the crossmatch tool provided with TOPCAT (Taylor 2005) and a 3” search radius. In the DASCH case, the sources’ respective OGLE IDs can be searched using DASCH’s light curve generator tool. Note that sometimes the latter procedure leads to multiple matches, in which case the closest and most complete matching source (i.e., the one with the higher number of observations) was selected.

3.2 Available Calibrations of the DASCH Survey

DASCH offers several photometric calibration options, from which only two were selected for this work. Analysis of light curves based on the different calibrations showed that generally the AAVSO Photometric All-Sky Survey (APASS; Henden et al. 2012) calibration provides a good match with the unfiltered photographic plate blue, but it is limited to an APASS magnitude range between 9 and 15 mag. For fainter sources, the Guide Star Catalog 2.3.2 (GSC2.3.2; Lasker et al. 2008) calibration is superior, in terms of quantity of data recovered from the photographic plates and phase coverage of the light curves.

Note that there are some sources near the limit of the APASS magnitude range which had data available under both calibrations, and so we had to decide which one to use for the final solution. The selection was based on the number of available points, coverage of the phase-folded light curve, and light curve scatter, the latter two steps done by visual inspection.

3.3 Data Preparation

Our method used for the calculation of the PCR values (see Section 3.4) implicitly assumes that the light curves have the same general properties. As this is not strictly true between the different surveys, we standardize the different data sets according to a few rules.

First, the time system of HJD − 2,450,000 (modified Heliocentric Julian Date) used by the OGLE survey was adopted for all sources of data. Therefore, conversions were done when necessary, with the only exception of Gaia DR2 data, as its modified Barycentric Julian Date (BJD) system was not converted into HJD and instead only changed to BJD − 2,450,000. The reason for this is the relatively small expected difference of a few seconds (e.g., Seidelmann & Fukushima 1992) between HJD and Gaia BJD times of observations, which is irrelevant given the much longer pulsation periods of Cepheids.

In addition, in order to properly combine different data sets, a common zero-point and amplitude had to be enforced. This was done by subtracting the median magnitude from each data set and by scaling the magnitudes from each survey so they would have a common standard deviation, set to σ = 0.3. This value is arbitrary, and was chosen purely because it allows us to recover approximately the amplitudes of large-amplitude Cepheids in the V-band. However, due to the specifics of our O − C method implementation, the choice of σ has no effect on the final derived period-change rates (as verified on a few variables by varying it in the range 0.1 − 1.0). The method involving standard deviation was chosen over light curve normalization by amplitude due to the presence of outliers, especially in the case of DASCH light curves.

3.4 The Adopted O-C Method

The points in the O − C diagram are derived from the timing differences between observed times of a specific point in the light curve, usually the maximum or minimum value, and the corresponding values computed (or expected) assuming a constant period. In this work, following Hertzsprung (1919), we use the entire light curve
morphology to compute these differences. A light-curve template is constructed through a truncated Fourier series (TFS) as follows:

\[
m^* \approx A_0 + \sum_{i=1}^{n} \left[ A_i \cos(2\pi it^*) + B_i \sin(2\pi it^*) \right],
\]

\[
t^* = \frac{t}{P_{\text{OGLE}}},
\]

where \(m^*\) are the magnitudes of a section of the light curves used for the construction of the template, \(t\) are the modified HJD times, \(P_{\text{OGLE}}\) is the OGLE period, \(n\) is the number of terms in the series, and \(A_0, A_i, \) and \(B_i\) are the parameters to be computed. This was done by using an ordinary least squares regression. We have conducted tests to determine the order of the TFS most appropriate to represent the Cepheid light curves. Visual inspection revealed that in most cases, \(n = 10\) is needed to properly represent the light curve (especially near the often rather steep rising branch).

The templates are constructed by using OGLE-IV data. When no OGLE-IV data are available, OGLE-III is used instead. To compare the light curve with the template light curve, data were split into bins of width 350 days, except for the DASCH data which, due to the higher scatter with the template light curve, data were split into bins of width 1400 days.

The \(O - C\) values were determined for all bins containing more than 10 points by minimizing the scatter between the template and the data in each of the bins. In practice, the data within each of the bins was folded with the adopted period, and the residuals minimized with a non-linear least-squares method, where the only variable is a shift applied to the times of the light-curve points. We estimated the \(O - C\) values sequentially, starting with the most recent data and proceeding backwards in time, always using the last \(O - C\) value estimated as the starting point in the non-linear optimization of the preceding (in time) bin.

We have also determined the uncertainty of each of the measured \(O - C\) values using a bootstrapping method. We draw 100 new random data sets from the light curves within each of the data bins, for a number of points equal to the total within the respective bin, with replacement. The \(O - C\) values of these bootstrapped samples were also determined, and their scatter with respect to the original \(O - C\) value determined for each bin was adopted as the estimate of their uncertainties.

Having computed the \(O - C\) values, it is straightforward to build the \(O - C\) diagrams. In these, the \(x\)-axis corresponds to a representative time for each bin (mean of the bin edges), while the \(y\)-axis is the found \(O - C\) value. Assuming that the change in period is linear, we can expect a parabola in the diagram. The quadratic coefficient of this parabola is then related to the PCR (e.g., Sterken 2005) according to the following equation:

\[
O - C = \frac{1}{2} \frac{dP}{dt} T E^2,
\]

with \(E\) the epoch and \(T\) the average period. For the latter, we have used the periods exactly as given in the OCVS, as the absolute period change values are small in the case of Cepheids. Also, while the exact period value does change the appearance of the \(O - C\) diagrams, it has a negligible effect on the measured period-change rates – i.e., on the order of seconds per year, as shown by observations and theoretical models alike (Turner et al. 2006). Therefore, in our computations we adopt \(T \equiv P_{\text{OGLE}}\).

To find the quadratic trend in the data and relate it to equation 3, a least-squares method which includes the uncertainties from each \(O - C\) value as weights was used. This first result was taken as the starting point for the Markov chain Monte Carlo (MCMC) modeling. We used the EMCEE package (Foreman-Mackey et al. 2013), which implements an affine invariant ensemble method for the calculation of the posterior distribution of parameters. The logarithmic likelihood was adopted as follows:

\[
\eta = aE^2 + bE + c,\]

\[
L = -\frac{1}{2} \sum_j \left( \frac{y - \eta}{\sigma} \right)^2 + \log \left( \frac{1}{\sigma} \right),
\]

where \(\eta\) is the equation that describes the quadratic model, \((a, b, c)\) are the coefficients of the quadratic polynomial fit, \(L\) is the logarithmic likelihood, \(j\) represents each of the bins of the \(O - C\) diagram, \(y\) are the \(O - C\) values, and \(\sigma\) the \(O - C\) uncertainties (standard deviations from the bootstrap). In this work, the EMCEE code was run using 32 walkers for 10000 steps, of which 5000 is the burn-in period, and a thinning factor of 15. For each of the parameters, the means and standard deviations of their marginalized posterior distributions are adopted as their final estimated values and uncertainties, respectively.

At this point, some difficulties were found and specific corrections were applied, as follows:

i. Due to the periodicity of the TFS and lack of data in some epochs, a shift in some \(O - C\) values equal to \(kP\) (with \(k \in \mathbb{Z}\)) was found. To fix this issue, a visual inspection and the required displacement equal to \(-kP\) were executed.

ii. Some variables have little or no published \(V\)-band photometry in OGLE. In these cases, the light-curve templates were constructed using either Gaia, a combination of OGLE (when available) and Gaia, or MACHO light curves.

| Data          | Code | Band     | Date yr | Reference                  |
|---------------|------|----------|---------|----------------------------|
| DASCH         | 1A, 1B | Photographic | 1890 – 1990 | Tang et al. (2013)         |
| MACHO         | 2    | MACHO b  | 1993 – 2000 | Alcock et al. (2000)       |
| OGLE-III      | 3    | Johnson V | 1997 – 2008 | Soszynski et al. (2008)    |
| ASAS-3        | 4    | Johnson V | 2001 – 2010 | Pojmanski (2002)           |
| OGLE Shallow   | 5    | Johnson V | 2005 – 2009 | Ulaczyk et al. (2012)      |
| OGLE-IV       | 6    | Johnson V | 2010 – 2016 | Udalski et al. (2015)      |
| Gaia DR2      | 7    | Gaia BP  | 2015 – 2016 | Gaia Collaboration et al. (2018) |
Table 2. Computed Period Change Rates. This table is published in its entirety in the machine-readable format. The first 10 rows are shown here for guidance regarding its form and content. For each source, from left to right, the information given is as follows: OGLE identifier (following the format OGLE-LMC-CEP-NNNN), right ascension, declination, period used to construct the O–C diagram (see Section 3.4), period-change rate and its associated uncertainty (adopted as the mean and standard deviation of the marginalized posterior distribution, respectively), available data sets (see Table 1 for the meaning of these codes), number of Fourier terms for building the light curve and data source used to construct the template (with codes again following Table 1).

| Source | RA (J2000) (deg) | Dec (J2000) (deg) | $P_{\text{OGLE}}$ (d) | $P$ (d Myr$^{-1}$) | $\Delta P$ (d Myr$^{-1}$) | Data | Fourier Terms | Template |
|--------|-------------------|-------------------|------------------------|-------------------|-------------------------|-------|---------------|----------|
| 0005   | 68.881335         | $-$69.734944      | 5.6119491              | $-$3.2            | 1.3                     | IB, 3, 6, 7 | 10          | 6        |
| 0017   | 69.736785         | $-$69.688417      | 3.6772904              | $-$1.6            | 0.4                     | IB, 3, 6, 7 | 6          | 3, 7     |
| 0021   | 69.745755         | $-$68.956889      | 4.0478369              | 0.0               | 0.7                     | IB, 3, 6    | 6          | 6        |
| 0021   | 69.879090         | $-$69.261833      | 5.4579579              | 5.3               | 1.5                     | IB, 3, 6, 7 | 10         | 6        |
| 0025   | 70.226535         | $-$69.115083      | 3.7334902              | 0.3               | 0.7                     | IB, 3, 6    | 10         | 6        |
| 0027   | 70.331160         | $-$67.335583      | 3.5229124              | $-$1.9            | 0.3                     | IB, 3, 6    | 10         | 6        |
| 0033   | 70.491375         | $-$69.433556      | 7.1807603              | 7.4               | 1.3                     | IB, 3, 6, 7 | 10         | 6        |
| 0034   | 70.507965         | $-$70.646944      | 11.2552749             | 68.4              | 9.1                     | IB, 3, 6    | 8          | 6        |
| 0035   | 70.526295         | $-$67.969889      | 6.9435423              | 3.4               | 1.8                     | IB, 3, 6    | 8          | 6        |
| 0039   | 70.658370         | $-$68.516472      | 3.1477882              | $-$0.1            | 0.6                     | IB, 3, 6    | 6          | 6, 7     |

iii. Some variables lack sharp features in their light curves. This sometimes results in unrealistic template shapes, when prepared using the default 10 Fourier terms. For these, the number of terms were reduced upon visual inspection. The changes are specified on table 2.

iv. Some Gaia light curves have poor phase coverage, resulting in scaling and zero-point problems. These were manually scaled after visual inspection.

v. Some sources were blended or would not have a distinguishable light curve in the DASCH data. Most of these required data selection using the DASCH quality flags.

vi. For the second subset (dim sources), blending, inadequate phase coverage and noise made the data preparation fail frequently. Therefore, an additional requirement of having more than 200 data points in DASCH as well as a period longer than 3 days was imposed on this subset after visual inspection of the preliminary results. Additionally, the magnitude scaling was changed from an automatic process to a semi-automatic one, allowing us to modify slightly the initial amplitude and zero-points when necessary, for a better agreement between data from different surveys.

The final results were obtained after implementing these changes to the fitting process, when necessary.

4 RESULTS

We have successfully measured period-change rates for 1303 variables out of our initial sample of 2315. These values, alongside other supporting information, are listed in Table 2.

Figure 1 presents examples of $O–C$ diagrams and folded light curves (both before and after correcting for our measured PCR) for stars with positive, negative, and very small (consistent with zero) period changes.

4.1 First Crossing Candidates

First-crossing Cepheids are very rare objects, as they are evolving very rapidly towards lower effective temperatures after crossing the Hertzsprung gap on the HRD. We detected two such candidates, namely OGLE-LMC-CEP-2840, with a period of 3.8 d and a PCR of 30.9 d Myr$^{-1}$, as well as OGLE-LMC-CEP-2132, which has a period of 4.68 d and a PCR of 179.8 d Myr$^{-1}$. In spite of their likely different metallicities, these results are comparable to what was found by Kovtyukh et al. (2019) for the Galactic Cepheid V1033 Cyg, which has a reported period of 4.9 d and a PCR of 210.5 ± 0.9 d Myr$^{-1}$.

The $O–C$ diagrams and folded light curves for the new first-crossing candidates are shown in Figure 2. These sources were found upon visual inspection, as the algorithm could not account properly for the changes that occurred between the DASCH observations and more recent ones. For this reason, the $O–C$ diagrams were prepared, and the PCRs determined, without the DASCH data.

Nevertheless, in the case of OGLE-LMC-CEP-2132, the fit to the recent data allowed us to correct the DASCH observations for the effect of period changes and fold those, hence validating our approach. In the case of OGLE-LMC-CEP-2840, the scatter of the DASCH data prevents us from doing the same, unfortunately. As a further sanity check, we have also constructed the $O–C$ diagrams using the light curves obtained with the redder bands available for each data set (OGLE’s I, Gaia’s RP, and MACHO’s r). The inferred PCR values, 175.2 d Myr$^{-1}$ and 48 d Myr$^{-1}$ for OGLE-LMC-CEP-2132 and OGLE-LMC-CEP-2840, respectively, are similar to those previously obtained for these stars, which provides further support for our analysis technique.

These variables are interesting targets for spectroscopic studies, as first-crossing Cepheids are expected to have surface abundances unaffected by the first dredge-up on the red giant branch (Kovtyukh et al. 2019), as they have not yet reached this phase in their evolution. In particular, Cepheids with lithium overabundances are thought to be in their first crossing (e.g., Luck et al. 2001; Kovtyukh et al. 2019; Catanzaro et al. 2020; Ripepi et al. 2021, and references therein), and thus a determination of the Li abundances in our two candidates would be of particular interest.

4.2 Comparison with Theoretical Models and Galactic Cepheids from Turner et al. (2006)

Turner et al. (2006) presented a detailed comparison between PCRs measured for Galactic Cepheids and the values expected from models. We present the dependence of the measured PCRs on the pulsation periods in Figure 3, following the example of (Turner et al. 2006, their Fig. 2). Although not all values fall within the expected areas for crossings according to Turner et al. (2006), we found 571 and 700 PCRs consistent with Cepheids on their second and third instability strip crossing according to their negative or positive PCR values, respectively. This implies an approximate ratio of 4 : 5 between the number of sources with $P > 3$ d in the second and third crossings. The remaining Cepheids include 30 sources that are consistent with
no period changes plus two first-crossing candidates with large PCRs (Sect. 4.1).

In order to carry out a more systematic comparison with model predictions, we computed evolutionary models both with and without rotation for Classical Cepheids, using the Modules for Experiments in Stellar Astrophysics (MESA) code (Paxton et al. 2011). The pulsation analysis of the thus-computed models was carried out using the Radial Stellar Pulsation (RSP) module, which is also integrated into MESA (Paxton et al. 2019). A full description of these calculations is beyond the scope of this paper, and will be provided in Espinoza-Arancibia et al. (2021, in preparation).

In Figure 3 we show the results of our calculations in the $\log(dP/dt)$ vs. $\log P$ plane, for a grid of Cepheid models of metallicity $Z = [0.005, 0.007, 0.009]$ and initial masses between $4M_\odot$ and $7M_\odot$, uniformly spaced in mass with a resolution of $0.5M_\odot$. Initial rotation was assumed to be solid body-like and values were taken in steps of 0.1 within the range $\Omega/\Omega_{\text{crit}} \in [0.0, 0.9]$, where $\Omega$ and $\Omega_{\text{crit}}$ are the angular velocity and its critical value, respectively. The loci occupied by these models is schematically indicated as shaded areas, whereas the lines represent the results from Turner et al. (2006). This figure shows that the predictions of these two sets of models are largely consistent (see Espinoza-Arancibia et al. 2021 for more details).

Note that there is also a good general agreement between the measured PCRs and their expected values from the models. This is observed over the full period range covered by the Cepheids in our

Figure 1. Examples of $O - C$ diagrams from our sample of LMC Cepheids with computed period changes. The top, middle, and bottom panels illustrate cases with positive, negative, and marginal period-change rates, respectively. The left panels show our measured $O - C$ values, the ensemble of MCMC solutions (shaded areas show the ranges where posterior solutions corresponding to one, two, and three standard deviations are found, in order of decreasing transparency), and the adopted final period-change solution (continuous black parabolas). The middle and right panels exhibit the folded light curves, uncorrected (middle) and corrected (right) for the computed period changes. Note the improvement in the cases of positive (top) and negative (middle) period changes, when compared to the marginal improvement in the small period-change case (bottom). Phase on the x-axis stands for an arbitrary pulsation phase and $\text{Mag}^*$ on the y-axis stands for the magnitudes modified as stated in Section 3. Scale bars are plotted in each panel for reference.
Figure 2. First-crossing Cepheid candidates. The top and middle panels show the two candidates in our sample, with each panel having the same meaning as the corresponding ones in Figure 1. Here too the MCMC ensemble results are overplotted, but they are virtually imperceptible because of the very small inferred errors. For both sources, DASCH data were available, but were not used for the determination of the PCR due to the cycle number ambiguity (see Section 3.4). The bottom left panel shows the original DASCH data for OGLE-LMC-CEP-2132 folded with $P_{\text{OGLE}}$, while the bottom right panel is similar, but after correcting for the period changes inferred from the corresponding $O-C$ diagram. The data were binned in phase intervals of 0.05 phase, from which the mean and standard deviation were computed and plotted as red markers and error bars, respectively. The dashed line in the latter plot, built with a sixth-order Fourier series computed using the robust Huber loss function, shows the approximate light-curve shape.

sample, although our adopted low-mass limit does not allow us to draw strong conclusions regarding the behavior of the shortest-period Cepheids, as those are also the ones with the lowest masses. Similarly to Turner et al. (2006), who only detected one first-crossing candidate in their sample, we confirm that such stars are indeed rare, with only two candidates being present among 1303 stars (see Sect. 4.1).

4.3 Comparison with OGLE LMC Cepheids from Poleski (2008)
Poleski (2008) also carried out PCR measurements for LMC Cepheids, using data from the OGLE and MACHO projects, and compared his empirical results to the same Turner et al. (2006) models that were discussed in the previous subsection (see his Fig. 3). While many of his Cepheids do indeed fall within the expected region of the $\log(dP/dt)$ vs. $\log P$ plane according to both the Turner et al. (2006) and our models, the majority are placed outside it. In fact, there is even a large number of Cepheids in Poleski (2008) study whose position in this diagram would suggest that they are actually in their first crossing of the instability strip. Those results are in contrast with both our findings and those of Turner et al. (2006). Note that there are no tables with PCRs computed in Poleski (2008), and therefore our analysis is qualitative.

It is important to note that, while Poleski (2008) also used Fourier methods to compute period changes, a key difference lies in the
amount of data, and the corresponding time coverage, upon which his measurements are based: Poleski (2008) was limited to MACHO, OGLE-II and OGLE-III data, and the relatively short implied time-span, of roughly 15 yr (compared with a typical 100 yr, in the case of our study), makes it difficult to properly measure the small PCRs of classical Cepheids. In addition, Poleski (2008) carried out individual O – C measurements over timescales of days, as opposed to the timescales of years used in our analysis. This implies, as indeed pointed out in this study, that his results are much more sensitive to random period fluctuations. In particular, his short-period sources (log P ≤ 0.8) seem to be dominated by these, tending to fall outside the areas expected for the different crossings as can be seen in his Figure 3. While we do not find the exact same behavior (as can be seen in our Figure 3, which is equivalent to his Figure 3), we do find an increase in the uncertainties in our PCR measurements for Cepheids in the short-period regime. Similarly, visual inspection of the second subset of sources (i.e., those with V > 15 mag) revealed that many of the sources in the short-period end of our sample (log P ≤ 0.7) showed an erratic behavior that cannot be adequately described by a parabola, contrary to theoretical expectations. This is related to short-period Cepheids being intrinsically fainter and having bigger uncertainties, as can be seen from the typical value of magnitude uncertainty (acquired from the estimated error of the locally corrected magnitude measurement in the DASCH data), which is 0.15 and increases to 0.6 mag for typical Cepheids of magnitude 14 and fainter than 16 in the V-band, respectively (or, equivalently, log P ≈ 1.5 and 0.5). While this behavior is more common on these short-period Cepheids, there are some Cepheids with longer periods that show a similar behavior. As an example, the individual O – C values obtained for the Cepheid OGLE-LMC-CEP-0975, with a period of 12.6 d, have for the most part very small uncertainties, as can be seen in the middle panel of Figure 4. However, it is also possible to notice in the same panel that there is no clear quadratic trend in the O – C diagram. The other two panels in Figure 4 show additional examples, but in the short-period regime.

As mentioned earlier, it is possible that these fluctuations are related to the timescales used. In our analysis, they become more noticeable when the period changes themselves become smaller, which is reflected in the O – C diagrams as O – C values smaller than a day. This could mean that the PCR fluctuations become relevant when no PCRs are reported, since the computed quadratic trends are not representative of their complex O – C diagrams.

A possible explanation for the differences between our results and those by Karczmarek et al. (2011) could be related to the more limited dataset used by these authors, both in comparison with our work and Pietrukowicz (2001), and also their focus on variations that occur on shorter timescales. This could lead to their results being dominated by high-frequency noise, as in Poleski (2008, see the previous subsection). This idea is indeed supported by Figure 8 in Karczmarek et al. (2011), where a comparison with Poleski (2008) is shown.

To close, we note that the differences between our results and those by Pietrukowicz (2001) tend to increase with decreasing (absolute) dP/dt values. We have verified that this behavior is primarily caused by the shorter-period Cepheids (our second data subset). This is expected, as data availability and quality in DASCH decreases with decreasing magnitude (period).

### 4.5 O-C Diagram Results for Long-Period Cepheids

Examples of O – C results for bright Cepheids (P > 50 d) are shown in Figure 6. Some properties of these sources are provided in Table 3, where no PCRs are reported, since the computed quadratic trends are not representative of their complex O – C diagrams.

Analysis of these plots suggests that, in addition to a possible quadratic component, which could plausibly be related to the long-term, secular evolution of the star, an additional, cyclic component may also be present, which may perhaps be described using a quasisinusoidal term (see Sterken 2005, his Sect. 4.2). A similar phenomenon is apparent in the O – C diagrams of the two Galactic Cepheids with the longest known periods, namely V1496 Aql, with P ≈ 65 d, and S Vul, with P ≈ 68 d (Berdnikov et al. 2004). The actual mechanism that is responsible for these variations is, however, unclear. A possible explanation might include the presence of one or more companions, which would impact the O – C diagram of the Cepheid by means of the light-travel time effect, as indeed seen in RR Lyrae binaries (e.g., Hajdu et al. 2015, 2021). However, both the amplitude of the variations and the fact that the latter are seen in all our long-period sources, as well as in V1496 Aql and S Vul, make binarity an unlikely general explanation of the phenomenon.

### 5 SUMMARY AND CONCLUSIONS

Using data from the literature, spanning over 100 years in some cases, we have employed the O – C diagram technique to derive PCRs for an unprecedented sample of 1305 Classical Cepheids in the LMC.
covering a broad range of periods. Our results were compared with previous results from the literature and with a new set of evolutionary and pulsation models of Classical Cepheids for an LMC-like metallicity and with rotation, computed with MESA. The latter will be presented in more detail in Espinoza-Arancibia et al. (2021, in preparation). Our main conclusions can be summarized as follows.

Our model predictions are substantially in agreement with those previously presented by Turner et al. (2006), over a similar mass range. Both model sets also seem to correctly describe the overall PCR behavior in Classical Cepheids, as brought about by secular stellar evolution. This allowed us to identify two new first-crossing candidates, for which we suggest spectroscopic follow-up, in order to confirm the presence of typical spectral signatures seen in first-crossing Cepheids, particularly Li enhancement. The majority of the remaining sources have PCR values that are consistent with these Cepheids being in the second or third crossing of the instability strip, as expected.

Comparison with previous PCR measurements show reasonable agreement with Pietrukowicz (2001), but significant differences with respect to Karczmarek et al. (2011) are present. Neither use an $O-C$ approach and the more limited dataset used by the latter authors (a baseline of only 10 yr), is likely the main reason of the noted
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