Optically levitating dielectrics in the quantum regime: Theory and protocols
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We provide a general quantum theory to describe the coupling of light with the motion of a dielectric object inside a high-finesse optical cavity. In particular, we derive the total Hamiltonian of the system as well as a master equation describing the state of the center-of-mass mode of the dielectric and the cavity-field mode. In addition, a quantum theory of elasticity is used to study the coupling of the center-of-mass motion with internal vibrational excitations of the dielectric. This general theory is applied to the recent proposal of using an optically levitating nanodielectric as a cavity optomechanical system [see Romero-Isart et al., New J. Phys. 12, 033015 (2010); Chang et al., Proc. Natl. Acad. Sci. USA 107, 1005 (2010)]. On this basis, we also design a light-mechanics interface to prepare non-Gaussian states of the mechanical motion, such as quantum superpositions of Fock states. Finally, we introduce a direct mechanical tomography scheme to probe these genuine quantum states by time-of-flight experiments.
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I. INTRODUCTION

The field of optical trapping and manipulation of small neutral particles using the radiation pressure force of lasers was originated in 1970 by the seminal experiments of Ashkin [1]. Over the course of the next 40 years, the techniques of optical trapping and manipulation have stimulated revolutionary developments in the fields of atomic physics, biological sciences, and chemistry [2]. In physics, the progress in optical cooling and manipulation of single atoms opened up a plethora of novel perspectives. The precise control over the atomic degrees of freedom has created applications ranging from atom interferometry [3], quantum simulations of condensed-matter systems with ultracold gases [4], and the implementation of quantum gates for quantum-computation purposes [5].

More recently, the possibility to apply the techniques of optical cooling and manipulation to the mechanical degree of freedom of larger objects, such as micromirrors or cantilevers, has established a very active research field, called cavity quantum optomechanics [6–12]. Future applications range from ultrahigh sensitivity detectors of mass or force [13,14] and quantum transducers for quantum-computation purposes [15–18], to their potential for being an ideal testbed for the investigation of fundamental aspects of quantum mechanics, such as the quantum-to-classical transition [19,20]. In most optomechanical systems, the mechanical oscillator is unavoidably attached to its suspension, providing a thermal contact that limits the isolation of the mechanical motion—thus preventing longer coherence times. A potential improvement to better isolate the system is to use optically levitating nanodielectrics as a cavity quantum optomechanical system [21,22] (see also [23,24]). This consists in optically trapping a nanodielectric by means of optical tweezers inside a high-finesse optical cavity; see Fig. 1 for an illustration. Using standard optomechanical techniques [25–29], the center-of-mass (c.m.) motion could be cooled to its quantum ground state in the harmonic potential created by the optical tweezers. Due to the fact that it is levitating, the dielectric is not attached to any mechanical object, allowing for a very good thermal isolation, even at room temperature. More recently, both theoretical and experimental research along this direction has been reported. In [14] (see also [30]), levitating nanospheres placed close to a surface have been proposed to test forces at very small scales to explore corrections to the Newtonian force. Remarkably, an experiment measuring the instantaneous velocity of the Brownian motion of a particle, a glass bead levitated in air, has been reported in [31]. Other aspects have also been investigated, such as the possibility of Doppler cooling a microsphere [32], a scheme to measure the impact of air molecules into the nanodielectric [33], and the possibility to use a ring cavity or several cavity modes to cool and trap polarizable particles [34,35]. It can thus be foreseen that a new generation of exciting experiments, aimed at bringing levitating dielectrics into the quantum regime, will take place in the near future. Indeed, from a broad perspective, this project aims at extending the techniques developed during the past decades of optical cooling and manipulation of atoms [e.g., as in cavity quantum electrodynamics (QED) with single atoms and molecules [36–39] back to the nanodielectrics that were first used at the beginning of optical trapping [40–42]]. This experimental challenge, if successful, would allow us to test quantum mechanics at unprecedented scales. On this basis, a general quantum theory to describe and predict the phenomena that will be encountered in these potential experiments is timely.

In this paper, we aim at contributing to this goal by developing a general quantum theory to describe the coupling of light with the mechanical motion of dielectrics in high-finesse optical cavities. Starting from the total Hamiltonian of the system, we derive a master equation which takes into account the effects caused by the scattering of light: decoherence of the mechanical motion, decrease of the cavity finesse, and a non-negligible renormalization of the scattering force.
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II. SUMMARY OF RESULTS

This section aims at providing a general road map, summarizing the results presented in this paper without providing the proofs or mathematical derivations.

A. Theory

Here we develop a quantum theory to describe the coupling of light with the mechanical motion of dielectric objects in high-finesse optical cavities; see Fig. 1. The assumptions that are made in the theory are the following:

1. The dielectric object has a constant relative dielectric constant \( \epsilon_r \) as well as a homogeneous density \( \rho \).

2. The electric fields are assumed to be scalar, that is, we do not consider polarizations. We assume a three-dimensional field for the free electric field outside the cavity, and a one-dimensional field along the cavity axis for the output field of the cavity.

3. The object is assumed to be absorption-free and therefore only elastic-scattering processes are considered. The effects of light absorption are thus neglected [21,22].

These assumptions are made to ease the derivation of the theory, and they do not imply any fundamental simplification. Indeed, nonhomogeneity and polarizations can be incorporated easily. Moreover, as is shown in the quantum theory of elasticity, the c.m. mode is decoupled from the internal vibrations for sufficiently small objects, and therefore can be treated independently.

Thus, the total Hamiltonian of the system can be written as a sum of free (interacting) terms, labeled with the superscript \( i \),

\[
H^{\text{tot}} = H^{\text{f}} + H^{\text{c}} + H^{\text{out}} + H^{\text{free}} + H^{\text{cav-out}} + H^{\text{del}}. \tag{1}
\]

The first term \( H^{\text{f}} = \rho^2/2M \) is the kinetic energy of the c.m. position along the cavity axis. The motion along the transverse direction of the cavity is not relevant in the theory.\(^2\) The energy of the cavity mode \( a \) is given by

\[
H^{\text{c}}_a = \hbar \omega_a a^\dagger a \quad \text{we assume } \hbar = 1, \quad \text{where } \omega_a \text{ is its resonance frequency.}
\]

The energy of the free modes is given by \( H^{\text{free}} = \int \frac{d\mathbf{k}}{(2\pi)^3} k^2 |a(k)|^2 \), and the energy of the output modes of the cavity by \( H^{\text{cav-out}} = \int_0^\infty d\omega \omega |a_\omega|^2 \).\(^3\) The interaction between the cavity mode and the output modes is described by the usual term \( H^{\text{cav-out}} = i \int_0^\infty d\omega \gamma(\omega) a_\omega a^\dagger_\omega - \text{H.c.} \), where the coupling strength is approximated by \( \gamma(\omega) \approx \kappa/\pi \), around the resonance frequency, where \( \kappa \) is the decay rate of the cavity [44].

The last term \( H^{\text{del}} \) is the crucial one describing the interaction between the electric field and the dielectric object. In the most general form, it can be written as

\[
H^{\text{del}}_\text{del} = -\frac{1}{2} \int d\mathbf{x} P(\mathbf{x}) E(\mathbf{x}), \tag{2}
\]

For experimental purposes, the motion along the transverse direction should be cooled by external means (e.g., feedback cooling) in order to keep the trap stable.

As is usually done in cavity QED, we are indeed double counting the output modes by writing them separately from the free modes, which is correct since they have zero measure.

---

\(^1\)By post-ground-state optomechanics, we mean the eventual experimental situation in which the ground state of the mechanical oscillator has been achieved by laser cooling (see the recent experiment reporting the preparation of the ground state in a high-frequency mechanical oscillator [61]). In this situation, one can think about applications and protocols starting from the ground state of the mechanical oscillator.

\(^2\)For experimental purposes, the motion along the transverse direction should be cooled by external means (e.g., feedback cooling) in order to keep the trap stable.

\(^3\)As is usually done in cavity QED, we are indeed double counting the output modes by writing them separately from the free modes, which is correct since they have zero measure.
where $P(x)$ is the polarization of the object and the integration is performed over the volume of the dielectric object $V$ with c.m. coordinate $r$. This Hamiltonian is the starting point for the theoretical discussion. Assuming $P(x) = \alpha r E(x)$, one obtains

$$H_{\text{d}}^2 = -\frac{\epsilon_c \epsilon_0}{2} \int_V \frac{dx[x(E(x))^2]}{V(r)}, \quad (3)$$

where $\epsilon_c = 3(\epsilon_c - 1)/\epsilon_c + 2$, $\epsilon_c$ being the relative dielectric constant of the nanodielectric. This can be obtained by connecting the quantum expression of the polarization field in the object with the classical relation. This part of the Hamiltonian is the key ingredient of the theory, and applies for any size and shape of the object. The total electric field inside the object can be now written as a sum of three parts: $E(x) = E_{\text{cav}}(x) + E_{\text{free}}(x) + \epsilon_c(x)$, where $E_{\text{cav}}(x)$ contains the cavity modes, $E_{\text{free}}(x)$ the free modes, and $\epsilon_c(x)$ is the classical part of the electric field describing the optical tweezers. By plugging $E(x)$ into Eq. (3), the following terms are obtained:

(i) $[\epsilon_c(x)]^2$ creates a harmonic trap with a frequency

$$\omega_c^2 = \frac{4\epsilon_c}{\rho c} \frac{1}{W_r^2}, \quad (4)$$

where $I$ is the laser intensity, $\rho$ is the density of the dielectric object, $c$ is the speed of light, and $W_r$ is the laser waist. For the typical experimental parameters discussed in Appendix E, it is of the order of MHz. This field provides the harmonic trap of the mechanical oscillator with the Hamiltonian $\omega t b^\dagger b$, where $b$ ($b^\dagger$) is the annihilation (creation) operator of the c.m. phonon mode along the cavity axis.

(ii) The cavity field $[E_{\text{cav}}(x)]^2$ gives rise to the optomechanical coupling $go a^\dagger a (b^\dagger + b)$, where the coupling strength is given by

$$g_0 = -\frac{\epsilon_c \omega_c^2}{2\epsilon_c} \frac{V}{4c} \frac{V}{V_c}. \quad (5)$$

Here $\omega_0 = (2M\omega_c)^{-1/2}$ is the zero-point motion of the ground state, $V_c = L\pi W_r^2/4$ is the cavity volume, $L$ is the cavity length, and $W_r$ is the laser waist of the cavity. For the experimental parameters discussed in Appendix E, $g_0$ is of the order of tens of Hertz.

(iii) The contribution $2E_{\text{free}}(x)[E_{\text{cav}}(x) + \epsilon_c(x)]$ is responsible for scattering processes. This term describes the process of elastic scattering of cavity photons, as well as photons of the tweezers, into free modes. The term $2\epsilon_c(x)E_{\text{cav}}(x)$ leads to scattering events already taken into account in $2E_{\text{free}}(x)\epsilon_c(x)$ as well as a shift in both the trapping frequency and the equilibrium position of the object.

(iv) The term $[E_{\text{free}}(x)]^2$ yields a negligible coupling between the c.m. mode and the vacuum fluctuations of the electromagnetic field.

Starting from the total Hamiltonian $H_{\text{tot}}$ and the terms given by the total electric field $E(x)$, one can derive a master equation describing the state of the cavity mode $a$ and the mechanical mode $b$, given by the density matrix $\rho$, by tracing out the free modes $a(k)$ and the output modes $a_0(\omega)$. The master equation is given by

$$\dot{\rho}(t) = \{[\rho, H_{\text{OM}} + H_n] + L_{\text{cav}}[\rho] + L_{\text{sc}}[\rho] + D_m[\rho], \quad (6)$$

with the following contributions:

(a) The optomechanical Hamiltonian in the nondispersed frame is given by

$$H_{\text{OM}} = \omega_0 b^\dagger b + \omega_c a^\dagger a + g_0 a^\dagger a (b^\dagger + b), \quad (7)$$

describing the coherent coupling between the cavity mode and the mechanical mode.

(b) The dissipation term

$$L_{\text{cav}}[\rho] = \kappa(2a\rho a^\dagger - a^\dagger a \rho - \rho a^\dagger a), \quad (8)$$

describing the photon losses, at a rate $\kappa$, due to the imperfection of the cavity mirrors.

(c) The new cavity-field dissipation term

$$L_{\text{sc}}[\rho] = \kappa_{\text{sc}}(2a\rho a^\dagger - a^\dagger a \rho - \rho a^\dagger a), \quad (9)$$

due to losses, at a rate $\kappa_{\text{sc}}$ caused by the scattering of cavity photons out of the cavity. Although the theory is valid for objects of any size, in this paper we provide the expression of $\kappa_{\text{sc}}$ for objects smaller than the optical wavelength. Indeed, to keep the high finesse of the cavity, that is, $\kappa_{\text{sc}}/\kappa < 1$, the objects have to be of the order of 100 nm in the case of spherical objects [22].

(d) The mechanical diffusion term

$$D_m[\rho] = \Gamma_{\text{sc}}[b + b^\dagger, [b + b^\dagger, \rho]], \quad (10)$$

which, although it does not yield mechanical damping, does generate decoherence of the motional mechanical state due to light scattering. We also provide in this paper the expression of $\Gamma_{\text{sc}}$ for subwavelength objects, which contains the contribution of both the optical tweezers and the cavity field. For spherical objects of the order of 100 nm, $1/\Gamma_{\text{sc}} \sim 0.1$ ms.

(e) Finally, an additional coherent term $H_{\text{m}}$ is obtained. Apart from describing scattering forces, it renormalizes the optomechanical Hamiltonian due to quantum electrodynamics effects. The effects of this term are discussed in more detail in [45].

This theory is complemented by a quantum theory of elasticity. Starting from the classical expression of the Lagrangian density of an elastic object, the deformable field is expressed in terms of normal modes for the case of a vanishing external potential. Then, by plugging in the external potential given by the light-matter interaction, one obtains an expression describing coupling between the normal modes. This can be quantized canonically and provides a quantum description of the coupling of the c.m. mode with the internal vibrational modes, as well as the coupling of the light with the internal modes. This theory can be applied to objects at the micron scale, where the internal modes have frequencies of the order of $10^{11}$ Hz, and thus are decoupled from the $10^8$ Hz c.m. mode. This allows us to adiabatically eliminate the internal modes, merely leading to a renormalization of the trapping frequency. This correction is many orders of magnitude smaller than $\omega_t$ and consequently represents a negligible effect. This justifies the separate treatment of the c.m. degree of freedom in the

---

Footnote: As shown later in the paper, the derivation of the master equation is done by extracting the classical part of the cavity field and by displacing the cavity operators $a \rightarrow a + \alpha$. Note, however, that the cavity operators appearing in $H_{\text{OM}}$ are not displaced.
B. Protocols

In the second part of the paper, we focus on how to bring these systems into the quantum regime. In particular, we design a light-mechanics interface that consists in injecting non-Gaussian states of light, such as a superposition of Fock states, to the mechanical oscillator.

First of all, as is usually done in optomechanics, we describe the effect of driving the cavity with a strong driving field at frequency \( \omega_L \) [26,28,46]. We transform the total Hamiltonian of the system into a displaced frame that describes the states on top of the steady state of the cavity field, the mechanical state, as well as the output modes of the cavity. We emphasize in particular the displacement that one needs to do in the output modes to be able to describe input-output problems in the Schrödinger picture. The main change in the Hamiltonian is in the interaction term \( g a b^\dagger \), which is associated with the optomechanical coupling. In particular, when the driving is red-detuned \( \Delta = \omega_c - \omega_L = \omega_c \), the coupling term, in the resolved sideband regime and after the rotating-wave approximation, has the beam-splitter interaction form \( g (a b^\dagger + ab^\dagger) \).

Here, \( g = \sqrt{|n_c| g_0} \) is an effective optomechanical coupling, which is enhanced by the square root of steady-state cavity photons. This allows one to reach the strong-coupling regime \( g > \kappa \). When driving the cavity with the blue-detuned field \( \Delta = \omega_c - \omega_L = -\omega_c \), one induces the two-mode squeezing interaction term \( g (a b^\dagger - ab^\dagger) \). With these tools, we design and derive different protocols to prepare non-Gaussian states.

The first protocol, called the reflected one-photon protocol, consists in sending one resonant photon on top of the driving field and measuring the reflected part. More specifically, the cavity is driven with a red-detuned field to induce the beam-splitter interaction. The mechanical object is assumed to be in its ground state. Now, on top of the driving field, a one-photon splitter interaction. The mechanical object is assumed to be in the ground state. Now, on top of the driving field, a one-photon pulse centered at the resonance frequency is sent into the cavity. Impinging the cavity, part of it enters and part is reflected. More specifically, the operator \( |\psi(\theta)\rangle \) is directly related to the rotated quadrature phase \( X(\theta) = e^{i\theta} b^\dagger + e^{-i\theta} b \) (12) for all \( \theta \), one can reconstruct the Wigner function and therefore obtain all the information about the state of the harmonic oscillator [47]. Our protocol achieves that by measuring the position of the nanodielectric after some time of flight. In the Heisenberg picture, the momentum operator in the harmonic potential evolves like

\[
p(t) = ip_m (b^{\dagger} e^{i\omega t} - be^{-i\omega t}),
\]

where \( p_m = (M \omega t / 2)^{1/2} \). Thus the momentum operator \( p(t) / p_m = X(\omega t c + \pi / 2) \) is directly related to the rotated quadrature phase operator. By switching off the optical tweezers at \( t_s \), letting the nanodielectric fall, and measuring the position at some later time \( t_f \), one obtains \( z(t_s + t_f) \approx (t_f - t_s) p(t_s) \), which is a measurement of the momentum operator. By repeating the experiment at different times \( t_s \), full tomography of the mechanical state can be performed. In this section, we discuss the experimental parameters and an
extension of the protocol to amplify the oscillation prior to the
time of flight.

III. TOTAL HAMILTONIAN AND MASTER EQUATION
OF THE THEORY

In this section, we develop the main part of the theory to
describe the coupling of light with the mechanical motion of
dielectric objects in high-finesse optical cavities. In particular,
in Sec. III A, we derive the total Hamiltonian. We focus
on the light-matter interaction term in Sec. III B, and we
make the connection between the microscopic theory with the
macroscopic parameters such as the dielectric constant
of the object. In Sec. III C, we show how to obtain the optomechanical
Hamiltonian for the case of levitating objects inside a cavity.
Finally, in Sec. III D we derive the effects of scattering of light
embedded in the total Hamiltonian of the theory. Indeed, we
show how to derive a master equation to describe the time
evolution of the state of both the cavity and mechanical mode.
We provide the quantitative expression of the light-scattering
parameters for subwavelength spheres.

A. Setup and general Hamiltonian

We consider a dielectric object with c.m. position \( r \) and a
dielectric constant

\[
\epsilon_r(x) = \begin{cases} 
\epsilon_r & \text{if } x \in V(r); \\
1 & \text{if } x \notin V(r),
\end{cases}
\]

where \( V(r) \) is the spatial region of the object, centered at \( r \), with
volume \( V \), density \( \rho \), and mass \( M = \rho V \). The homogeneity of
the dielectric constant inside the object is chosen for simplicity;
the nonhomogeneous case can be incorporated easily. As shown in Sec. IV,
the c.m. degree of freedom of dielectrics at the micron scale is decoupled from its relative modes.
Hence, we will only consider the c.m. degree of freedom in the following analysis. We suppose that the dielectric
object is inside an optical cavity. We define the cavity mode,
characterized by an annihilation (creation) operator \( a (a^\dagger) \),
the modes coupled to the cavity mirror \( a_0(a_0^\dagger) \),
which we call output modes, and the other free modes of
the electromagnetic field \( a(k) [a^\dagger(k)] \). We use a one-dimensional
(1D) theory to describe the modes coupled to the cavity mode,
therefore denoting them by \( \omega = k \) (we use \( c = 1 \) in
the protocols part of the paper) and a scalar 3D theory for the
rest of the modes. The effects of polarization can also be easily
incorporated but will be neglected for simplicity.

The total Hamiltonian of the dielectric object inside the
optical cavity can be written as

\[
H_{\text{tot}} = H_{\text{m}}^f + H_{\text{cav}}^f + H_{\text{out}}^f + H_{\text{free}}^f + H_{\text{cav-out}}^f + H_{\text{dielec}}^f.
\]

The superscript \( f \) labels free (interacting) terms. The first
term, \( H_{\text{m}}^f = p^2/2M_c \), describes the kinetic energy of the c.m.
mode along the cavity axis. The motion along other directions
is not considered since it decouples from the motion along the
axis, as will become clear in the following. Note, however, that in analogy to trapping and cooling of ions, these
other modes are assumed to be cooled by external means (e.g.,
by feedback cooling) to make the trap stable (see a recent
article for a 3D ground-state cooling scheme based on using
different cavity modes [33]). The next three terms describe the
free radiation parts,

\[
H_{\text{cav}}^f = \omega_i a^\dagger a,
\]

\[
H_{\text{out}}^f = \int_0^\infty d\omega \alpha_0(\omega) a_0(\omega),
\]

\[
H_{\text{free}}^f = \int d\omega |k|^2 a^\dagger(k) a(k),
\]
of the cavity mode \( a \) with the mode frequency \( \omega_i \), the output
modes \( a_0(\omega) \), and the free modes \( a(k) \). As is usually done in
the context of cavity QED [48], we double-count some of the
modes by considering the ones coupled to the cavity mode
separately. However, since they have zero measure, this does
not affect the correctness of the description. The interaction
between the cavity mode and the free modes is described by

\[
H_{\text{cav-out}}^f = i \int_0^\infty d\omega \gamma(\omega)[a^\dagger a_0(\omega) - \text{H.c.}],
\]

where the coupling strength is described by \( \gamma(\omega) \) and can be
assumed to be constant over a large frequency interval centered
around \( \omega_c \) with a value \( \gamma(\omega) = \kappa/\pi \), where \( \kappa \) is the decay
rate of the cavity [44].

Finally, \( H_{\text{dielec}}^f \) describes the interaction between the light
field and the dielectric object, which can be written as

\[
H_{\text{dielec}}^f = -\frac{1}{2} \int_{V(r)} d\mathbf{x} P(\mathbf{x}) E(\mathbf{x}).
\]

Here, \( P(\mathbf{x}) \) is the polarization field and the volume integral
is performed over the volume of the object \( V \) around the
c.m. position \( r \). This term is the central equation in the rest
of the subsections: in Sec. III B, we develop this interaction
term by relating the polarization field with the electric field;
in Sec. III C, we consider the proposal of using an optically
levitating nanodielectric as a quantum optomechanical system,
and derive the optomechanical Hamiltonian; and in Sec. III D,
we show how this term can be used to derive the effects induced
by light scattering.

As a final remark and for later convenience, let us define the
light-mechanics (LM) and light-cavity (LC) part of the
Hamiltonian as

\[
H_{\text{LM}} = H_{\text{cav}}^f + H_{\text{free}}^f + H_{\text{dielec}}^f,
\]

\[
H_{\text{LC}} = H_{\text{out}}^f + H_{\text{cav-out}}^f,
\]
such that \( H_{\text{tot}} = H_{\text{m}}^f + H_{\text{LM}} + H_{\text{LC}} \).

B. Light-matter interaction Hamiltonian

Let us focus here on the key part of the total Hamiltonian,
namely the light-matter interaction term \( H_{\text{dielec}}^f \), Eq. (20).
First of all, note that for the typical light intensities, the polarization
field responds linearly to the electric field, such that \( P(\mathbf{x}) = \alpha_p E(\mathbf{x}) \). The parameter \( \alpha_p \) can, in principle, be computed by
performing a quantum theory of the object by considering its
atomic properties. However, this involved task is not necessary
since one can relate \( \alpha_p \) to macroscopic properties of the object,
such as the dielectric constant \( \epsilon_r \). Comparing the resulting
relation between the polarization and the electric field for the macroscopic [49,50] and microscopic cases,

macroscopic : \( P(x) = 3\epsilon_0 \epsilon_r - 1 2E(x) \equiv \epsilon_c \epsilon_0 E(x) \),

microscopic : \( P(x) = \alpha_p E(x) \),

one can identify the microscopic constant to the macroscopic one,

\[ \alpha_p = \epsilon_c \epsilon_0. \tag{23} \]

Then, plugging this back into the Hamiltonian Eq. (20), we obtain the final form of the light-matter interaction Hamiltonian,

\[ H^i_{\text{diel}} = -\frac{\epsilon_c \epsilon_0}{2} \int_{V(r)} d x |E(x)|^2. \tag{24} \]

In Appendix A, we show how from this Hamiltonian one can derive the scattering equation that can be used to compute the electric field inside the object.

C. Optomechanical Hamiltonian

The expression for \( H^i_{\text{diel}} \) obtained in the preceding section, see Eq. (24), is the key ingredient to develop our theory. Let us now apply it to the particular proposal of using levitated objects in a cavity as an optomechanical system [21,22]. This experimental setup consists of an external optical tweezers as well as a laser driving the cavity at frequency \( \omega_L \), see Fig. 1. The total electric field inside the object can be decomposed into

\[ E(x) = E_{\text{cav}}(x) + E_{\text{free}}(x), \tag{25} \]

where the \( E_{\text{cav}}(x) \) is the cavity electric field and \( E_{\text{free}}(x) \) is the free electric field. The free electric field contains a classical part due to the optical tweezers generated by the laser, which can be incorporated as \( E_{\text{free}}(x) \rightarrow E_{\text{free}}(x) + E_{\text{tw}}(x) \), where \( E_{\text{tw}}(x) \) describes the optical tweezers [51]; see Appendix B for its expression. The implementation of the driving laser is carefully done in Sec. V A, where, in order to keep the structure of the total Hamiltonian, we will have to displace all the output modes \( a_0(\omega) \) as well as the cavity mode and the mechanical mode. Let us discuss here the terms that will be obtained when plugging the total electric field

\[ E(x) = E_{\text{cav}}(x) + E_{\text{free}}(x) + E_{\text{tw}}(x) \]

in \( H^i_{\text{diel}} \), Eq. (24). By doing so, one obtains six different terms, which have been discussed in Sec. II and therefore are only summarized here. The term \( |E_{\text{tw}}(x)|^2 \) accounts for the harmonic trapping, see Appendix B, with a trapping frequency

\[ \omega_0^2 = \frac{4 \epsilon_c \epsilon_0}{\rho c W_l^2}, \tag{27} \]

where \( I = P_l/(\pi W_l^2) \) is the field intensity, \( P_l \) is the laser power, \( W_l \approx \lambda/(\pi N) \) is the laser waist, \( N \) is the numerical aperture, and \( k \) is the wave-vector number. This allows us to quantize the c.m. motion along the z axis as \( z = z_0(b^\dagger + b) \), where \( z_0 = (2M \omega_0)^{-1/2} \). The term \( |E_{\text{cav}}(x)|^2 \) describes the coupling of the cavity mode and the motional state; see Appendix B. By considering the c.m. position of the object to be placed at the maximum slope of the standing wave, one obtains the standard optomechanical coupling \( g_0 a^\dagger a(b^\dagger + b) \). The coupling strength is given by

\[ g_0 = -\frac{z_0 \epsilon_0 \omega_0^2}{4c} \frac{V}{V_c}, \tag{28} \]

where \( V \) is the volume of the object, \( V_c = L \pi W_l^2/4 \) is the cavity volume, \( L \) is the cavity length, and \( W_c = [\lambda L/(2\pi)]^{1/2} \) is the waist of the cavity field. This term also yields a shift of the resonance frequency of the cavity; see Appendix B.

The two scattering terms \( 2E_{\text{free}}(x)|E_{\text{cav}}(x) + E_{\text{tw}}(x)| \), which describe the scattering of cavity photons and the laser light from the optical tweezers, are addressed in Sec. III D. The term \( 2E_{\text{cav}}(x)E_{\text{tw}}(x) \), which yields a shift of both the trapping frequency and the equilibrium position as well as some scattering processes already taken into account in the term \( 2E_{\text{free}}(x)E_{\text{cav}}(x) \), is discussed in the next section. Finally, the term \( [E_{\text{free}}(x)]^2 \) accounts for a negligible coupling of the c.m. motion with vacuum fluctuations of the electromagnetic field.

Hence, the total Hamiltonian can now be written as

\[ H_{\text{tot}} = H_{\text{OM}} + H_{\text{sc}} + H_{\text{LC}} + H_{\text{sh}}, \tag{29} \]

where \( H_{\text{OM}} \) is the standard optomechanical Hamiltonian

\[ H_{\text{OM}} = \omega_0 b^\dagger b + \omega_c a^\dagger a + g_{00} a^\dagger a(b^\dagger + b). \tag{30} \]

The term \( H_{\text{LC}} \) was already introduced in Eq. (21) and we have defined the scattering Hamiltonian

\[ H_{\text{sc}} = H_{\text{free}}^i - \epsilon_c \epsilon_0 \int_{V(r)} d x E_{\text{free}}(x)|E_{\text{cav}}(x) + E_{\text{tw}}(x)|, \tag{31} \]

which is studied in Sec. III D. The shift term is given by \( H_{\text{sh}} = -\epsilon_c \epsilon_0 \int_{V(r)} d x E_{\text{cav}}(x)E_{\text{tw}}(x) \). Finally, note that by tracing out the output modes of the cavity, \( a_0(\omega) \) in \( H_{\text{LC}} \), one obtains the usual master equation

\[ \rho(t) = i[\rho, H_{\text{OM}} + H_{\text{LC}} + H_{\text{sh}}] + \mathcal{L}_{\text{cav}}[\rho]. \tag{32} \]

where

\[ \mathcal{L}_{\text{cav}}[\rho] = \kappa(2a \rho a^\dagger - a^\dagger a \rho - \rho a^\dagger a). \tag{33} \]

This term describes the photon losses (at the decay rate of the cavity \( \kappa \)) through the end mirrors of the cavity, and is treated in detail in, for example, [44].

D. Light scattering

In the present setup, both trapping and cooling are achieved by light, yielding an optomechanical system without thermal contact with other mechanical objects. However, the effect of light scattering has to be considered [22]. In this subsection, we provide a framework to study elastic light scattering within a quantum theory. While the derivation of this framework for arbitrary dielectric objects will be provided elsewhere [45], here we will discuss the general theory and present the results obtained for objects smaller than the optical wavelength.

The key term of the total Hamiltonian describing the effects of light scattering is \( H_{\text{sc}} \), defined in Eq. (31). First, we are interested in the case in which the cavity is strongly driven. Then a coherent steady state is present in the cavity field, which we explicitly consider by decomposing the cavity
field into a quantum part plus a coherent (classical) part, $E_{\text{cav}}(x) \rightarrow E_{\text{cav}}(x) + \tilde{E}_{\text{cav}}(x)$, where $\tilde{E}_{\text{cav}}(x)$ is the classical one. A detailed discussion of this transformation is given in Sec. V A. In this framework, the scattering term of the Hamiltonian can be written as

$$H_{\text{sc}} = H_{\text{free}}^{\Gamma} + H_{\text{sc}}^{\Gamma} + H_{\text{sc}}^{\sigma} + H_{\text{sc}}^{\Gamma},$$

where we have defined

$$H_{\text{sc}}^{\Gamma} = -\epsilon_c \int V_\ell(x) d\mathbf{x} E_{\text{free}}(x) \tilde{E}_{\text{cav}}(x),$$

$$H_{\text{sc}}^{\sigma} = -\epsilon_c \int V_\ell(x) d\mathbf{x} E_{\text{free}}(x) E_{\text{cav}}(x),$$

$$H_{\text{sc}}^{\Gamma} = -\epsilon_c \int V_\ell(x) d\mathbf{x} E_{\text{free}}(x) E_{\text{sc}}(x).$$

Additionally, the displacement of the cavity field also modifies the shift term of the Hamiltonian, which now reads $H_{\text{d}} = -\epsilon_c \epsilon_0 \int (E_{\text{cav}}(x) + \tilde{E}_{\text{cav}}(x)) E_{\text{cav}}(x) d\mathbf{x}$. Whereas the first term is already included in $H_{\text{sc}}^{\Gamma}$ since in $E_{\text{free}}(x)$ we integrate over all the electromagnetic modes without excluding the cavity mode, the second term yields a shift of the trapping frequency as well as of the equilibrium position, as discussed in Appendix B3.

The time evolution of the density matrix describing the c.m. motion $\rho$ is determined by tracing out the free modes using a Markovian master-equation approach. Its utilization is justified for the following reasons: first, due to the fact that the reservoir of free modes of the electromagnetic field is very large, the bath density operators are not significantly changed by the interaction, such that one can always assume that its density matrices remain constant in time $\rho_{\text{E}} \approx \rho_{\text{E}}(0)$. Second, the Markov assumption, stating that the decay of correlations is much faster than any other time scale in the system, $\tau_{\text{corr}} \ll \tau_c$, is fulfilled: the Hamiltonian operator contains terms $\int \exp(-i \omega_k t) d\mathbf{k}$, with a distribution of $\omega_k$ peaked around $\omega_{\text{cav}}$, which is the fastest time scale in the system. Any correlations in the bath scale with the mode frequencies $\omega_k$ and thus decay very quickly. The details of derivation will be provided in [45].

In this paper, we just report the final result,

$$\rho(t) = \mathbb{I} [\rho, H_{\text{OM}} + H_{\text{m}}] + L_{\text{cav}}[\rho] + L_{\text{sc}}[\rho] + D_{\text{m}}[\rho].$$

(36)

Comparing to the case without scattering, Eq. (32), the new terms are the following: first, two dissipation terms

$$L_{\text{cav}}[\rho] = \kappa_{\text{sc}} (2a^\dagger a \mathbf{b} - a^\dagger a \mathbf{b}^\dagger a^\dagger a),$$

$$D_{\text{m}}[\rho] = \Gamma_{\text{sc}} [b + b^\dagger, [b + b^\dagger, \rho]].$$

(37)

The first term $L_{\text{cav}}[\rho]$ describes cavity photon losses due to events in which cavity photons are scattered out of the cavity. This term, which contributes to the decay rate of the cavity, is obtained from $H_{\text{sc}}^{\sigma}$. For spherical objects smaller than the wavelength, $\kappa_{\text{sc}}$ is given by

$$\kappa_{\text{sc}} = \frac{\epsilon_c^2 V^2 k_c^2}{16\pi V_c},$$

(38)

where we have assumed the sphere to be trapped at the maximum slope of the standing wave, $k_c \approx \pi/2$. As a check of the theory, one can compare this expression with the decay rate one would estimate using the Rayleigh cross section $\sigma_R$. With this, the optical finesse is estimated as $\xi = \pi W_c^2/\sigma_R$, and consequently the decay rate $\kappa_R = \sigma_R/(4V_c)$. The Rayleigh cross section neglecting the different polarization of the incoming and scattered light (to be consistent with the rest of the paper) is

$$\sigma_R = \frac{4\pi}{9} k_c^4 R^6 \epsilon_c^2.$$

(39)

By plugging $\sigma_R$ into $\kappa_{\text{R}} = c \sigma_R/(4V_c)$, one recovers the same expression as derived in the theory, Eq. (38).

The term $D_{\text{m}}[\rho]$ describes recoil heating due to elastic scattering out of the cavity. This is obtained from $H_{\text{sc}}^{\Gamma}$ and $H_{\text{sc}}^{\Gamma}$. The heating rate $\Gamma_{\text{sc}} = \Gamma_{\text{sc}}^{\Gamma} + \Gamma_{\text{sc}}^{\sigma}$ has two contributions from the cavity photons and from the tweezers light. For subwavelength dielectric spheres, it reads

$$\Gamma_{\text{sc}} = \frac{\epsilon_c^2 k_c^6 V}{6\pi \rho \omega_1 \omega_2 \omega_3} \left( \frac{P_c}{\omega_1 \omega_2 \omega_3} + \frac{n_{\text{ph}} c}{2 V_c} \right),$$

(40)

where the first (second) term is $\Gamma_{\text{sc}}^{\Gamma}$ ($\Gamma_{\text{sc}}^{\sigma}$) and $P_c$ denotes the power of the trapping laser. Here, $n_{\text{ph}}$ is the number of steady-state photons in the cavity due to the driving field. We remark that surprisingly these results are in agreement with the ones obtained in the standard theory of decoherence [52–54]. Another important remark is that the dissipative term $D_{\text{m}}[\rho]$ does not create any mechanical damping of the oscillator, but only diffusion. Hence, in this case it might be misleading to discuss the mechanical quality factor of the harmonic oscillator. We think that it is more appropriate to consider coherent times $1/\Gamma_{\text{sc}}$ as usually done in the case of ions. The harmonic oscillator can oscillate without mechanical damping for very long times, however a quantum state prepared in the harmonic oscillator will lose coherence in a time scale of $1/\Gamma_{\text{sc}}$. Using typical numbers, see Appendix E, this corresponds to time scales of the order of $0.1$ ms for nanospheres.

Finally, $H_{\text{sc}}^{\Gamma}$ and $H_{\text{sc}}^{\Gamma}$ also yield an additional force $H_{\text{m}}$. For a propagating wave it produces a force in the direction of light propagation, generally known as the scattering force. Apart from that, this term modifies the trapping frequency by $\omega_{\text{sc}} \rightarrow \omega_{\text{sc}}(1 - \epsilon_c)/2$ and the optomechanical coupling by $g_0 \rightarrow g_0 (1 - \epsilon_c)/2$. This contribution has to be added to the optomechanical Hamiltonian $H_{\text{OM}}$, and represents a non-negligible QED renormalization of the Hamiltonian due to virtual photon exchange. This QED effects will be addressed in Ref. [45], where we will show that higher perturbative terms, for example, those corresponding to emission and reabsorption of two photons, are suppressed by several orders of magnitude for small spheres.

IV. QUANTUM ELASTICITY

Let us now address the coupling of the c.m. motion mode to other internal vibrational modes. One can model the dielectric as an object containing $N$ constituents, in this case atoms, that are coupled to each other by mutual interactions, here modeled
by springs. The entire nanodielectric inherits $N$ different modes (one of them is the c.m. mode), a collective movement of all the system’s constituents in the same direction. The other modes can be described as movements of the different constituents relative to each other, mediated by the springs. All of these different modes are also coupled to each other, which, in turn, influences their form and lifetime. In principle, one can couple any of these modes to light, especially if the object is sufficiently large. We are particularly interested in the c.m. mode in this paper. We will focus on investigating the influence of the relative modes, also denoted as vibrational modes, on the c.m. mode, treating them as a source of decoherence: the vibrational modes can, in principle, take the role of a thermal bath and prevent ground-state cooling of the c.m. degree of freedom. To investigate this source of noise, we use an elasticity theory for quantum systems in this section. After introducing a field characterizing the object’s deformation, we determine the vibrational eigenmodes in Sec. IV A. Thereafter, we analyze the effect of an additional external potential and the induced interactions between c.m. and vibrational modes in Sec. IV B. Finally, in Sec. IV C we discuss the effect for small objects and obtain an effective Hamiltonian by adiabatically eliminating the internal modes.

A. Vibrational eigenmodes

Let us start by defining the coordinate $\mathbf{x}'$, which describes a point in the dielectric object. As illustrated in Fig. 2, this can be written in the most general form as

$$\mathbf{x}' = \mathbf{r} + \mathbf{R}(\phi_1,\phi_2,\phi_3) [\mathbf{u}(\mathbf{x}) + \mathbf{x}],$$

where $\mathbf{r}$ denotes the c.m. position. In the coordinate system centered at the c.m. position, $\mathbf{x}$ is the coordinate describing an equilibrium point and $\mathbf{u}(\mathbf{x})$ is its deformation field. The term $\mathbf{R}(\phi_1,\phi_2,\phi_3)$ is the Euler rotation matrix with the Euler angles $\phi_1,\phi_2,\phi_3$ that is used to rotate the coordinates $\mathbf{x}$ and $\mathbf{u}(\mathbf{x})$. Note that the c.m. position can be defined as $\mathbf{r} = \int d\mathbf{\rho}(\mathbf{x}) \mathbf{x}' \big/ \int d\mathbf{\rho}(\mathbf{x})$, with $\mathbf{\rho}(\mathbf{x})$ denoting the system’s density distribution. Therefore, $\int d\mathbf{\rho}(\mathbf{x})(\mathbf{u} + \mathbf{u}(\mathbf{x})) = \mathbf{0}$. In order to guarantee that $\mathbf{r}$ remains the c.m. coordinate in the case of a vanishing deformation field, that is, $\mathbf{u}(\mathbf{x}) = \mathbf{0}$, one requires $\int d\mathbf{\rho}(\mathbf{x}) \mathbf{x} = \mathbf{0}$, and consequently, the deformation field always has to fulfill $\int d\mathbf{\rho}(\mathbf{x}) \mathbf{u}(\mathbf{x}) = \mathbf{0}$.

The system’s Lagrangian in the presence of a general three-dimensional potential $V(\mathbf{x}')$ reads [55,56]

$$\mathcal{L} = \int_V d\mathbf{x} \left( \frac{1}{2} \rho(\mathbf{x}) \mathbf{x}'^2 - V(\mathbf{x}') - V_E(\mathbf{x}) \right).$$

The elasticity potential is given by

$$V_E(\mathbf{x}) = \frac{1}{2} \sum_{i,j} \sigma_{ij}(\mathbf{x}) \varepsilon_{ij}(\mathbf{x}),$$

where

$$\varepsilon_{ij}(\mathbf{x}) = \frac{1}{2} \left( \frac{\partial u_i(\mathbf{x})}{\partial x_j} + \frac{\partial u_j(\mathbf{x})}{\partial x_i} \right),$$

$$\sigma_{ij}(\mathbf{x}) = 2\mu \varepsilon_{ij}(\mathbf{x}) + \lambda \delta_{ij} \sum_k \varepsilon_{kk}(\mathbf{x})$$

are the elasticity and the stress tensor. The Lamé constants are defined as $\lambda = \sigma Y[(1 + \sigma)(1 - 2\sigma)]^{-1}$ and $\mu = Y[(1 + \sigma)]^{-1}$, with $\sigma$ being the Poisson ratio and $Y$ the Young modulus characterizing the elastic properties of the material. One can now replace the expression of $\mathbf{x}'$ in the kinetic part of the Lagrangian and obtain

$$\mathcal{L} = \frac{1}{2} M r^2 + \frac{1}{2} \sum_i I_i \phi_i^2 + \frac{1}{2} \int_V d\mathbf{x} \rho(\mathbf{x}) \ddot{\mathbf{u}}(\mathbf{x})^2$$

$$- \int_V d\mathbf{x} [V(\mathbf{x}') + V_E(\mathbf{x})],$$

(45)

where the dots denote time derivatives and $I_i$ is the object’s moment of inertia. We have used that in the kinetic part of the Lagrangian, the rotational, vibrational, and c.m. degrees of freedom decouple [56].

Let us now determine the unperturbed vibrational eigenmodes of the system, that is, the modes obtained without considering the potential density $V(\mathbf{x}')$. In the following, we will assume for simplicity the homogeneous case $\rho(\mathbf{x}) = \rho$; the nonhomogeneous case can be incorporated easily. Also, we will omit the rotational modes since they decouple without the presence of the external potential. Let us first derive the Hamiltonian by defining the c.m. momentum as $p_i = \partial \mathcal{L} / \partial \dot{r}_i$, and the momentum density as $v_i(\mathbf{x}) = \partial \mathcal{L} / \partial \dot{\phi}_i(\mathbf{x})$, leading to

$$H_0 = \frac{\mathbf{p}^2}{2M} + \int_V d\mathbf{x} \left( \frac{[\mathbf{v}(\mathbf{x})]^2}{2\rho} + V_E(\mathbf{x}) \right).$$

One can determine the vibrational eigenmodes by separating variables in the corresponding equation of motion for $\mathbf{u}(\mathbf{x},t)$, which reads [55]

$$\rho \ddot{\mathbf{u}}(\mathbf{x},t) = \mu V^2 \mathbf{u}(\mathbf{x},t) + \frac{1}{2} \lambda V[\mathbf{V} \cdot \mathbf{u}(\mathbf{x},t)].$$

(47)

Here, $\mathbf{u}(\mathbf{x},t)$ can be separated into transversal and longitudinal oscillation modes, $\mathbf{u}_{+}(\mathbf{x},t) = \mathbf{u}_{+}\mathbf{u}(\mathbf{x},t) + \mathbf{u}_{-}(\mathbf{x},t)$, where $\mathbf{V} \cdot \mathbf{u}_{-}(\mathbf{x},t) = \mathbf{0}$ and $\mathbf{V} \times \mathbf{u}_{-}(\mathbf{x},t) = \mathbf{0}$, and either open or periodic boundary conditions can be used. The longitudinal modes describe compression waves propagating at velocity $c_l = [(\lambda + 2\mu)/\rho]^{1/2}$ and the transversal modes describe torsion wave propagating at $c_{\perp} = (\mu/\rho)^{1/2}$. In the following, we will only consider the longitudinal modes along the
cavity axis. By expanding the elasticity field along the cavity axis for these eigenmodes $u_0^0(z)$ [which are normalized as $\int_V dx u_0^0(z) u_0^0(z) = \delta_{n\nu} V$, one has

$$u(z,t) = \sum_n u_0^0(z) Q_n(t),$$

$$v(z,t) = \sum_n u_0^0(z) P_n(t),$$

(48)

where $P_r(t) = \rho Q_n(t)$. By plugging this decomposition into the Hamiltonian Eq. (46), one obtains after some algebra

$$H_0 = \frac{p^2}{2M} + \sum_n \left( \frac{\gamma^2_n}{2M} + \frac{1}{2} M \omega^2_n Q_n^2 \right),$$

(49)

where the frequency of the internal modes is given by

$$\omega_n^2 = \frac{\lambda(1-\sigma)}{M \sigma} \int_V dx \left( \frac{d}{dz} u_0(z) \right)^2.$$

(50)

The eigenmodes $u_0^0(z)$ have to be chosen in accordance with the geometry of the object. We will discuss the specific form of the mode and the value of the parameters in Sec. IV C.

At this position, it is straightforward to perform a canonical quantization of the eigenmodes $Q_n$, by considering them as operators fulfilling the canonical commutation rules $[Q_n, P_m] = i$. As already done in the previous sections, the momentum operator of the c.m. will also be quantized with the external harmonic trap.

**B. Effect of the external potential**

The external potential $V(x')$ can, in principle, effect a coupling between the rotational, the c.m., and the vibrational degrees of freedom. In the case of a purely isotropic harmonic potential, it can be easily verified that the coupling vanishes. On the other hand, for arbitrarily shaped objects, the external anharmonic part of the potential effects some coupling between all degrees of freedom. In the following, we assume spherical objects, for which the direct coupling between the c.m. and the rotational modes of freedom vanishes. Even in the case of a prolate spheroid, the coupling is negligible [22]. For spherical objects, there is only an indirect coupling between the c.m. and the rotations, mediated by the vibrational modes; this coupling is negligible and will be omitted hereafter. Therefore, with these assumptions one can consider the c.m. mode to be decoupled from the rotational motion, and we consequently omit the rotational modes in the rest of the section. One can then focus on the one-dimensional case derived in the previous section by only considering the longitudinal modes.

The total Hamiltonian, including the external potential, is hence given by

$$H = H_0 + \int_V dx V'(z).$$

(51)

Assuming that the deformations $u(z)$ are small and that the object is trapped at $r \approx 0$, one can expand $V(z') = z + u(z) + r$ to second order in $r$ and $u(z)$, which leads to

$$H = H_0 + r \int_V dx V'(z) + \frac{r^2}{2} \int_V dx V''(z)$$

$$+ \frac{1}{2} \sum_{n,m} Q_n Q_m \int_V dx u_0^0(z) u_0^0(z) V''(z)$$

$$+ \sum_n Q_n \int_V dx u_0^0(z) V(z)$$

$$+ r \sum_n Q_n \int_V dx u_0^0(z) V''(z),$$

(52)

where the primes denote spatial derivatives. By recalling that the external potential is, in our case, given by the light-matter interaction term Eq. (24), that is, $V(x') = -\epsilon E(x')^2 / 2$, one can understand the terms appearing in Eq. (52) as follows:

1. The term $r \int_V dx V'(z)$ yields the optomechanical coupling of the c.m. mode as described in Appendix B2.

2. The second term $r^2 \int_V dx V''(z) / 2$ describes the harmonic trap of the c.m. given by the optical tweezers, as described in Appendix B1.

3. The term $Q_n \int_V dx u_0^0(z) V'(z)$ gives a correction to the harmonic trap for the internal modes as well as a coupling between internal modes.

4. The first new interesting term is $Q_n \int_V dx u_0^0(z) V''(z)$, which describes an optomechanical coupling between the internal modes and the cavity field.

5. Finally, the most relevant term for our purposes is $r Q_n \int_V dx u_0^0(z) V'(z)$, which describes the coupling between the vibrational degrees of freedom $Q_n$ and the c.m. mode $r$.

Taking these terms into consideration, one can now write the c.m. mode as $r = z_0(b^2 + b)$, where $z_0$ is the ground-state size, as used in Sec. III, and the internal modes as $Q_n = q_{0,n}(c_n + c_n^\dagger)$, with $q_{0,n} = (2M \omega_n^2)^{-1/2}$. Note that, due to the additional external trapping with frequency $\omega_x$, the effective vibrational frequencies are changed to $\omega_n = (\omega^2_n + \omega_x^2)^{1/2}$ (we will omit the prime hereafter). The new part that has to be added to the total Hamiltonian $H_{tot}$, see Eq. (29), which takes into account the presence of internal modes, is given by

$$H_{E} = \sum_n \omega_n c_n^\dagger c_n + \sum_n g_n(a,a^\dagger)(c_n + c_n^\dagger)$$

$$+ \sum_{n,m} \xi_{nm} (c_n + c_n^\dagger)(c_m + c_m^\dagger)$$

$$+ \sum_n \gamma_n (c_n + c_n^\dagger)(b + b^\dagger).$$

(53)

The coupling between the cavity field (which depends on the cavity mode $a$) and the vibrational modes is given by $g_n(a,a^\dagger) = q_{0,n} \int_V dx V'(z) u_0^0(z)$. The coupling between the internal modes is $\xi_{nm} = q_{0,n} q_{0,m} \int_V dx u_0^0(z) u_0^0(z) V''(z) / 2$. Finally, the coupling between the c.m. mode and the vibrational modes is given by

$$\gamma_n = z_0 q_{0,n} \int_V dx V''(z) u_0^0(z).$$

(54)

Summing up this subsection, we have derived the quantized Hamiltonian describing the coupling between the c.m. and
the vibrational modes in the presence of an external potential density. It can be shown that for a harmonic external potential, the c.m. mode is decoupled from the internal ones since $V''(z)$ is constant, and by recalling that $\int_V d\mathbf{u}_n^0(z) = 0$, one obtains $\gamma_n = 0$. In the next section, we estimate the order of magnitude of the parameters for objects smaller than the optical wavelength in the presence of the anharmonic potential given by the standing wave.

C. Subwavelength spheres

First of all, let us estimate the order of magnitude of the internal vibrational frequencies, see Eq. (50), for the case of a sphere of radius $R$. To get an estimation of the order of magnitude, for simplicity one can just use the eigenmode $u_n^0(z) = \cos(k_n z)$ with $k_n = n\pi/(2R)$, obtained for a cube of length $2R$ and with open free periodic boundary conditions. Then, using typical values of Young’s elasticity module $Y$ and the Poisson constant $\sigma$ (see Appendix E), the vibrational frequencies are of the order $\omega_n \approx 10^{11} \text{Hz} \ (\omega_n \sim n c_1/ R)$. Note that comparing this to the typical values of the c.m. frequency $\omega_0 \sim 10^6 \text{Hz}$, the internal frequencies are five orders of magnitude larger for objects of the order of 100 nm.

This large difference in frequencies between the c.m. modes and the internal modes enables us adiabatically to eliminate the vibrational energy levels. It can be shown that this approximation is justified by solving the equation of motion for the c.m. and vibrational operators by applying Laplace transformations. The solution obtained in this way contains parts oscillating at frequencies $\omega_t$ and $\omega_s$, where all terms oscillating at $\omega_s$ are suppressed by a factor $\omega_t/\omega_s \ll 1$. Thus, it is well-justified to neglect these terms and to perform an adiabatic elimination. One can perform this by eliminating the vibrational levels on top of the steady state, yielding the result that the only effect is a shift of the trapping frequency of the c.m. mode given by

$$\left(\frac{\omega_0'}{\omega_0}\right)^2 = 1 - \sum_n \frac{4\gamma_n^2}{\omega_t (\omega_n - \omega_t)} (2c_n^* c_n + 1), \quad (55)$$

where $\{c_n^* c_n\}$ is the occupation number of phonons in the vibrational mode $n$. By plugging in typical numbers, one gets a correction to the trapping frequency of $(\omega_0' - \omega_0)/\omega_t \approx 10^{-12}$, which shows that the c.m. mode is decoupled from the internal modes for objects smaller than the optical wavelength.

V. LIGHT-MECHANICS INTERFACE

One of the most fascinating perspectives of quantum optomechanics is the possibility to prepare superposition states of objects containing billions of atoms, and, therefore, to test quantum mechanics at larger scales. Already in the early days of this research area, several groups proposed to create nonclassical states of a movable mirror [57–59]. The idea behind these proposals is to use the optomechanical interaction to entangle a small quantum system with the macroscopic object. By observing the state of the small quantum system, the creation and loss of the nonclassical state in the macroscopic system can be monitored. This idea was also used in [60], where the coupling between a micromechanical resonator and a Cooper-Pair box is proposed in order to prepare entanglement between the quantum system (Cooper-Pair box) and the cantilever. We note that an experiment has been recently reported in [61] in which coherent control of a single phonon was achieved in a high-frequency micromechanical oscillator. In Marshall et al. [19] (see also [20]), a scheme to prepare a superposition state of two distinct locations of a mirror through the optomechanical interaction with a single photon has been proposed. These ideas pose a major challenge to an experimental realization mainly due to the following reasons: (i) the coupling between the small quantum system and the macroscopic mechanical system is not strong enough, and (ii) the mechanical system suffers from its fast decoherence due to the thermal contact.

In this section, we show a possible way to circumvent these two restrictions. We propose two protocols to strongly couple a non-Gaussian light state to a mechanical object. This is achieved by using a driving field which enhances the interaction into the strong-coupling regime (the interaction time has to be faster than the decoherence times). This enhancement of the optomechanical coupling by the driving field was suggested in [26,46] and experimentally observed in [62]. Then, on top of the driving field, which is red-detuned, a quantum light state is sent into the cavity which is transferred to the mechanical system by the strong coupling. This idea has been introduced in [21] (see also [63,64]). Additionally, we propose an alternative protocol that uses the weak-coupling regime to prepare non-Gaussian states. These protocols, which can be applied to general optomechanical systems, are ideally suitable for optically levitating nanodielectrics, since they do not have a thermal contact [21,22], and thus possess longer coherent times.

These general light-mechanics interface protocols allow us to prepare non-Gaussian states by using a Gaussian Hamiltonian. Their key ingredient is that one uses non-Gaussian input states (similar ideas have been used in the context of quantum computation [65,66]). Hence, these protocols represent an effective and simple way to produce nonlinearities in optomechanical systems, a goal that is being intensively pursued (see, for instance, [43]).

Finally, we remark that in the case of a levitating object, light scattering yields decoherence of the mechanical state with a rate given by $\Gamma_{sc}$. For sufficiently small objects, this can be made much smaller than $\kappa$. In the following, where we are interested in designing the protocols, we will neglect the effects of light scattering (more precisely, the term $\chi H_{sc}$) by assuming that the protocols can be realized on a time scale much shorter than $1/\Gamma_{sc}$. For other optomechanical setups, decoherence in the mechanical system could be incorporated easily into the protocols.

This section is organized as follows: In Sec. VA, we transform the total Hamiltonian of the system in order to account for the driving field of the laser. We then present three different protocols in Secs. VB, VC, and VD.

A. Driving field: Displaced frame and initial state

In this subsection, we transform the Hamiltonian $H_{tot}$, see Eq. (29), into $H'_{tot}$ to incorporate the driving field of the cavity and keep a close structure of the Hamiltonian. This allows us to describe the quantum states on top of the steady state which will be used in the protocols. Throughout the paper, we will
use either the original frame, in which states are described according to \( H_{\text{tot}} \), or the transformed or displaced frame, in which states are related to \( H'_{\text{tot}} \). Then, we describe in both frames the form of the total initial state that one obtains after cooling the mechanical oscillator to the ground state.

1. Displaced frame

In this subsection, we will perform the standard transformation \([26,28,46]\) done in quantum optomechanics to shift the coherent part of the states obtained when driving the cavity with a laser. However, contrary to what is usually done, here we also need to displace the output modes since we use them in the light-mechanics interface.

First, one moves the cavity and the output field to the frame rotating with the laser frequency \( \omega_L \). This is described by the unitary operator

\[
U_r(t) = \exp \left[ -i \omega_L \left( a^\dagger a + \int_0^\infty a_0^\dagger(\omega) a_0(\omega) d\omega \right) t \right].
\]

(56)

To ease the notation, after this transformation we redefine the \( a_0(\omega) \) and \( \gamma(\omega) \) such that \( a_0(\omega) \equiv a_0(\omega + \omega_L) \) and \( \gamma(\omega) \equiv \gamma(\omega + \omega_L) \). The total Hamiltonian (ignoring the scattering part \( H_{\text{sc}} \) and the shift \( H_{\text{sh}} \), which is discussed later) reads

\[
H_{\text{tot}} = \Delta_0 a^\dagger a + \omega_0 b^\dagger b + g_0 a^\dagger b(\beta + b) + \int_{-\infty}^{\infty} \omega a_0^\dagger(\omega) a_0(\omega)
\]

\[ + i \int_{-\infty}^{\infty} \gamma(\omega)[a_0^\dagger(\omega_0) - H.c.], \tag{57} \]

where \( \Delta_0 = \omega_t - \omega_s \). Then, one displaces the cavity field with the displacement operator \( D_\alpha(\alpha) \), the mechanical field with \( D_\beta(\beta) \), and the output modes with \( D_\omega(\omega) \), that is,

\[
D_\alpha^\dagger(\alpha) D_\alpha(\alpha) = a + \alpha,
\]

\[
D_\beta^\dagger(\beta) D_\beta(\beta) = b + \beta,
\]

\[
D_\omega^\dagger(\omega) D_\omega(\omega) = a_\omega(\omega) + \alpha_\omega.
\]

(58)

After applying this transformation to the Hamiltonian, one fixes \( \alpha, \beta, \) and \( \alpha_\omega \), such that the terms in the Hamiltonian that have only one creation or annihilation operator vanish. This corresponds to solving the following set of equations:

\[
\Delta_0 \alpha + 2 g_0 \alpha \beta + i \int_{-\infty}^{\infty} \gamma(\omega) \alpha_\omega d\omega = 0, \tag{59} \]

\[
\omega_0 \beta + g_0 |\alpha|^2 = 0, \]

\[
\int_{-\infty}^{\infty} \omega a_0^\dagger(\omega) \alpha_\omega - i \int_{-\infty}^{\infty} \gamma(\omega) a_0^\dagger(\omega) \alpha = 0,
\]

which have the solutions

\[
\alpha = \frac{\Omega_L}{\Delta + \kappa}, \quad \beta = -\frac{g_0 |\alpha|^2}{\omega}, \tag{60} \]

\[
\alpha_\omega = \left( \frac{\Omega_L}{\gamma(0)} - \pi \alpha \gamma'(0) \right) \delta(\omega) + i \alpha \gamma(\omega) \delta(\omega). \]

Here, \( \Delta = \Delta_0 + 2 g_0 \beta \) and \( \alpha_0 = \Omega_L / \gamma(0) \), where \( \Omega_L = \sqrt{2P/\kappa/\omega} \), \( P \) being the laser power. The symbol \( P \) denotes the principal part, and we have used that \( \gamma'(\omega) \approx \kappa / \pi \) in a finite region around \( \omega = 0 \) \([44]\) to perform the integral \( \int_{-\infty}^{\infty} \omega^{-3} d\omega = 0 \). In Appendix D1, we show how to obtain the expression of \( \alpha_\omega \) from a more physical perspective.

To sum up, the Hamiltonian applied to the displaced cavity can be defined as \( \mathcal{D} \equiv D_\omega(\alpha_\omega) D_\beta(\beta) D_\alpha(\alpha) \), and the transformed Hamiltonian is given by

\[
H'_{\text{tot}} = \mathcal{D} H_{\text{tot}} \mathcal{D} = H'_{\text{OM}} + H'_{\text{LC}}, \tag{61} \]

where

\[
H'_{\text{OM}} = \omega_0 b^\dagger b + \Delta_0 a^\dagger a + g(a^\dagger a + b(\beta + b)) \tag{62} \]

is the enhanced optomechanical Hamiltonian, and \( H_{\text{LC}} \) is transformed into

\[
H'_{\text{LC}} = \int_{-\infty}^{\infty} \omega a_0^\dagger(\omega) a_0(\omega) d\omega
\]

\[ + i \int_{-\infty}^{\infty} \gamma(\omega)[a_0^\dagger(\omega) - H.c.] d\omega. \tag{63} \]

Note that Eq. (61) has the same structure as Eq. (57) with the only replacement being \( \Delta_0 \rightarrow \Delta \) and \( g_0 a^\dagger b(\beta + b) \rightarrow g(a^\dagger a + b(\beta + b)) \). We have defined \( g = g_0 |\alpha| \) and \( \xi = \arg(\alpha) \), and we have redefined the \( a, a_\omega(\omega) \) operators as \( a' = a e^{-i\xi} \) \([a'_0(\omega) = a_0(\omega) e^{-i\xi}] \) (we omit the prime hereafter). A crucial remark is that the optomechanical coupling \( g \) is enhanced by \( \alpha \), which is the square root of the mean number of photons inside the cavity in the steady state. This will allow us to reach the strong coupling \( g \sim \kappa \) (where \( \kappa \) is the decay rate of the cavity) in the light-mechanics interface.

We remark that in case of using levitating objects, the shift to the trapping frequency as well as the shift in the equilibrium position, given by the Hamiltonian \( H_{\text{sh}} \), should be taken into account in the \( H'_{\text{OM}} \) Hamiltonian. As discussed in Appendix B3, this would imply to change the trapping frequency to \( \omega_t \rightarrow \omega_t + \omega_{\text{sh}}, \) and the displacement of the cavity mode to \( \beta \rightarrow \beta + \xi_{\text{sh}}/\omega_t \), where \( \omega_{\text{sh}} \) and \( \xi_{\text{sh}} \) are given in Appendix B3. However, to keep the section in a general form, so that it can also be applied to other optomechanical systems, we will omit this effect hereafter.

The transformed Hamiltonian can now be written in the interaction picture \( ['H_{\text{tot}} = g(a^\dagger e^{i\Delta_t} + ae^{-i\Delta_t})(b^\dagger e^{i\beta_t} + be^{-i\beta_t}) + i \int_{-\infty}^{\infty} \gamma(\omega)[a_0^\dagger(\omega) a_0(\omega) e^{i(\Delta_t - \omega t)} - H.c.] d\omega. \tag{64} \]

Now, by choosing a red-detuned driving \( \Delta = \omega_t \), one can perform the rotating-wave approximation (valid at \( \omega_t \gg g \)) and obtain the beam-splitter interaction form of the total transformed Hamiltonian in the Schrödinger picture,

\[
H'_{\text{tot}} = \omega_t (a^\dagger a + b^\dagger b) + g(a^\dagger b + ab^\dagger) + H'_{\text{LC}}. \tag{65} \]

Analogously, one can consider a blue-detuned driving \( \Delta = -\omega_t \) in order to get the two-mode squeezing interaction Hamiltonian:

\[
H''_{\text{tot}} = -\omega_t (a^\dagger a - b^\dagger b) + g(a^\dagger b + ab^\dagger) + H'_{\text{LC}}. \tag{66} \]

These two types of interaction will be used in Sec. V to design different protocols in the light-mechanics interface.
2. Initial state

All the protocols that we shall discuss in the next section assume that the initial state is the ground state cooled by the red-detuned field ($\Delta = \omega_0$). As discussed in the previous section and in Appendix D, this state is given by

$$|\text{in}\rangle = |\beta\rangle_b \otimes |\alpha\rangle_a \otimes \int_{-\omega_0}^{\omega_0} D_{\text{out}}(\alpha_m, d\omega)|\Omega\rangle_{\text{out}} = D(0|0\Omega),$$

(67)

where “b (a)” labels the subspace of the mechanical mode (cavity mode), “out” is the subspace of the output modes, and $\Omega$ is the vacuum state for the output modes. The displacements $\alpha$, $\beta$, and $\alpha_m$ are defined in Eqs. (60).

Note that $|\text{in}\rangle$ is an eigenstate of the total Hamiltonian $H_{\text{tot}}$, see Eq. (57). This can be trivially demonstrated by using that $D^\dagger D H_{\text{tot}} = H'_{\text{tot}}$ (for the red-detuned case Eq. (65)), and that $H'_{\text{tot}}|00\Omega\rangle = 0$, since then one has

$$H_{\text{tot}}|\text{in}\rangle = DD^\dagger H_{\text{tot}} D|00\Omega\rangle = D H'_{\text{tot}}|00\Omega\rangle = 0.$$  

(68)

The state $|\text{in}\rangle$ (reading $|00\Omega\rangle$ in the displaced frame) will be considered as the initial state upon which the protocols are designed using either the beam-splitter interaction Eq. (65) or the two-mode squeezing interaction Eq. (66).

B. Reflected one-photon state

In this subsection, we will present a protocol which strongly couples a one-photon state to the mechanical motion of the oscillator. This protocol is general and can be applied to various optomechanical systems. Let us remark that it has already been introduced by some of the authors in [21] and that related ideas have been reported in [63,64]. In this subsection, we will provide a thorough analysis. In particular, we develop a formalism to solve the input-output formalism in the Schrödinger picture to be able to describe the final state of the protocol.

Let us start by sketching the different steps of the protocol:

(i) Cool the mechanical motion to the ground state by the red-detuned driving field.

(ii) Keep the strong driving field switched on such that the beam-splitter interaction is induced inside the cavity.

(iii) Impinge the cavity with a resonant single-photon state, sent on top of the driving field as a result of parametric down-conversion followed by a detection of a single photon [47].

(iv) When impinging the cavity, part of the field is reflected and part is transmitted [67].

(v) The beam-splitter interaction Eq. (65) caused by the red-detuned laser swaps the state of light inside the cavity to the state of the mechanical motion.

(vi) By tuning the width of the light pulse appropriately, one finds that at time $t_0$, one has a maximum mean number of phonons of $1/2$ in the mechanical system. At that time, the driving field is switched off. Then, the entangled state $|E\rangle_{\text{out},b} \sim |0\rangle_{\text{out},b} + e^{i\theta}|1\rangle_{\text{out},b}$ is prepared. Here, out(b) stands for the reflected cavity field (mechanical motion) of the system, and $|0\rangle_{\text{out}}$ is a displaced vacuum (one-photon) light state in the output mode of the cavity $A_{\text{out}}$. The phase $\phi$, given by the light-mechanics interaction, is always fixed.

(vii) At a later time, once the reflected photon is far away from the cavity, a balanced homodyne measurement of the output mode is performed. The motional state collapses into the superposition state $|\Psi_h\rangle = c_0|0\rangle_b + c_1 e^{i\theta}|1\rangle_b$, where the coefficients $c_0, c_1$ depend on the measurement results.

In the following, we will analyze carefully the important steps of the protocol. In the shifted frame, the initial state (according to Sec. V A 2), consisting of a photon on top of the ground state of the mechanical oscillator, is given by

$$|\Psi(0)\rangle = \int_{-\omega_0}^{\omega_0} \phi^*_m(\omega) |a^\dagger_m(\omega)|00\Omega\rangle,$$

(69)

where $\phi^*_m(\omega)$ is the shape of the photon pulse, which is assumed to be Gaussian,

$$\phi_m(\omega) = \left(\frac{2}{\pi \sigma^2}\right)^{1/4} e^{-(\omega-\Delta)^2/\sigma^2} e^{-i\omega x_m}.$$  

(70)

Here, $x_m$ is the position from which the pulse has been sent (it is considered to be large, $x_m \gg 0$), $\Delta = \omega_1 - \omega_2 = \omega_0$ is the detuning, which shows that in the nonrotating frame, the pulse is centered at the resonance frequency of the cavity. Note also that one can express the mode function in position space by the Fourier transform $\tilde{\phi}_m(\omega) = \int d\omega \phi_m(\omega) e^{i\omega x_m}/\sqrt{2\pi}$.

The time-evolved state with the beam-splitter interaction Eq. (65), $|\Psi(t)\rangle = \exp(-iH'_{\text{tot}} t)|\Psi(0)\rangle$, can be expanded in the following basis:

$$|\Psi(t)\rangle = c_b(t)|10\Omega\rangle + c_a(t)|01\Omega\rangle + \int_{-\omega_0}^{\omega_0} c(\omega,t) |a^\dagger(\omega)|00\Omega\rangle.$$  

(71)

The time dependence of the coefficients can be obtained using the Wigner-Weisskopf formalism. By using the Schrödinger equation, one obtains

$$\dot{c}_b(t) = -i\omega c(t) - ig c_a(t),$$

$$\dot{c}_a(t) = -i\omega c_a(t) - ig c_b(t) + \int_{-\omega_0}^{\omega_0} \gamma(\omega) c(\omega,t) d\omega,$$

$$\dot{c}(\omega,t) = -i\omega c(\omega,t) - \mathcal{E} \gamma(\omega) c_a(\omega).$$

(72)

This system can be further simplified by formally solving the differential equation corresponding to $c(\omega,t)$, plugging it into the equation for $\dot{c}_a(t)$, and by using the approximation $\gamma(\omega) \approx \gamma(0) = \sqrt{\kappa/\pi}$. One gets (analogous manipulations have been explicitly done in Appendix D)

$$\dot{c}_b(t) = -i\omega c_b(t) - ig c_a(t),$$

$$\dot{c}_a(t) = -(i\omega + \kappa) c_a(t) - ig c_b(t) + \int_{-\omega_0}^{\omega_0} \gamma(\omega) e^{-i\omega t} c(\omega,0) d\omega,$$

$$\dot{c}(\omega,t) = -i\omega c(\omega,t) - \mathcal{E} \gamma(\omega) c_a(\omega).$$

(73)

This system of differential equations can be solved by using that $c_b(0) = c_b(t) = 0$ and $c(\omega,0) = \phi^*_m(\omega)$. After some effort, one obtains

$$c_a(t) = \sqrt{2\kappa} \int_0^t p_-(\tau) d\tau,$$

$$c_b(t) = \sqrt{2\kappa} \int_0^t q(\tau) d\tau.$$  

(74)
The functions \( q(t) \) and \( p_-(t) \) are defined by

\[
p_{\pm}(t) = e^{\mp i \chi t/2} \left( \cosh(\chi t) \pm \frac{\kappa}{2\chi} \sinh(\chi t) \right),
\]
\[
q(t) = -i \frac{\chi}{\kappa} e^{-\chi t/2} \sinh(\chi t),
\]
where \( \chi = \sqrt{\kappa^2/4 - \chi^2} \). One can now plot the mean number of phonons \( \bar{n}_p(t) = |c_p(t)|^2 \) and photons \( \bar{n}_\gamma(t) = |c_\gamma(t)|^2 \); see Fig. 3 for some parameters given in its caption. Note that at \( t = t_h \), where

\[
t_h = \frac{\arccos(\kappa/2\chi)}{\sqrt{\chi^2 - \kappa^2/4}},
\]
the mean number of phonons \( \bar{n}_p \) is maximal. By tuning the width of the initial pulse, one obtains that \( c_p(t_h) \approx 0 \) and \( |c_p(t_h)| \approx 1/\sqrt{2} \). In this case, the total state at \( t_h \) is given by

\[
|\psi(t_h)\rangle = c_p(t_h)|10\Omega\rangle + \int_{-\infty}^{\infty} c(\omega,t_h)\phi(\omega) d\omega|00\Omega\rangle.
\]

This is an entangled state between the output photon mode, described by the pulse shape \( c(\omega,t) \), and the mechanical phonon mode. In the nondispaced frame, the state at \( t_h \) is described by \( |\psi(t_h)\rangle = D|\psi(t_i)\rangle \).

At \( t = t_h \) the driving field is switched off. However, at this time, there is still a large number of photons \( |\alpha|^2 \) present inside the cavity. They will leak out of the cavity reducing the classical force that they were exerting on the mechanical system, which is described by the displacement of the mechanical system, \( \beta \). In order to compensate for this effect, one could move the center of the trap \( m\alpha^2 \sqrt{|x_i(t)|^2/2} \) accordingly, which yields a force term \( -m\alpha^2 \dot{x}_d(t)q x_0(b + b') \), to keep the ground state of the harmonic oscillator. Another effect of this leaking out of photons is that the coefficient \( c_p(t_h) \) will be decreased at some later time. Note, however, that one could send a pulse that generates \( |c_p(t_h)| > 1/\sqrt{2} \) such that, after the decrease due to the leaking out of the coherent photons, one obtains \( |c_p(t > t_h)| = 1/\sqrt{2} \). The discussion on how to compute and estimate this effect is done in Appendix D3.

Here, we just approximate the state at \( t \gg t_h \) as

\[
|\psi(t)\rangle = c_p(t_h)e^{-i\omega_d(t-t_h)}D_{out}|10\Omega\rangle + D_{out}d_{out,t}^{|00\Omega\rangle},
\]
where \( D_{out} \) only displaces the output modes with \( \alpha_m \). Also, we have defined the output mode of the cavity as

\[
A_{out,t} = \int_{-\infty}^{\infty} \phi(\omega)\alpha_d(\omega) d\omega,
\]
where \( \phi(\omega) = c(\omega,t_h)e^{-i\omega(t-t_h)} \). Note that the displacement is only in the output modes because the photons inside the cavity, and the consequent radiation force into the mechanical object, are not present at times \( t \gg t_h \) since the driving field is switched off.

1. Measurement of the output mode

The final step of the protocol is the measurement of the quadrature of the output mode \( A_{out,t} \), that is

\[
X_{out,t} = A_{out,t}^\dagger + A_{out,t}.
\]

This measurement consists in integrating the signal of a continuous measurement with the mode shape given by \( \phi(\omega) \).

More generally, the output operator \( A_{out} = \int_{-\infty}^{\infty} \phi(\omega)\alpha_d(\omega) d\omega \) can be written as a combination of mode operators at position \( x \) by using \( \alpha_d(\omega) = \int_{0}^{\infty} dxe^{-i\omega t}a^\dagger(\omega)dx/\sqrt{2\pi} \), leading to

\[
A_{out} = \int_{0}^{\infty} \phi(\omega)\alpha_d(\omega) dx.
\]

Note that now the mode \( \alpha_d(x) \) can be measured at the position \( x = x_d \) of the detector at time \( t \) by the relation \( a_d(x_d,t) = \alpha_d(x = x_d - t,0) \). Then, by a continuous measurement of \( a_d(x_d,t) \), one has access to the measurement of all \( \alpha_d(x) \) and, consequently, also to \( A_{out} \) by integrating the signal over \( \phi(x) \) [note that \( A_{out} \) is a linear combination of the independent modes \( \alpha_d(x) \)].

After the continuous measurement, let us assume one obtains the value \( x_{out} \). Then, the superposition state in the mechanical object, given by

\[
|\Psi\rangle = \frac{1}{\sqrt{2}} (c_0|0\rangle + c_1|1\rangle),
\]

is prepared, where \( c_0(t_i) = \langle x_{out}|1\rangle \). The measurement of the quadrature poses an experimental challenge. If we define the two orthogonal states \( |\pm\rangle = |\Omega\rangle \pm A_{out}^\dagger|\Omega\rangle \) and their displaced states \( |\pm\rangle = D_{out}|\pm\rangle \), one obtains that the mean value and fluctuations of \( X_{out} \) are given by

\[
\langle X_{out,t}\rangle = \alpha_+ + \langle X_{out,t}\rangle_{\pm,0},
\]
\[
\langle X_{out,t}^2\rangle = \alpha_+^2 + 2\alpha_+\langle X_{out,t}\rangle_{\pm,0} + \langle X_{out,t}^2\rangle_{\pm,0},
\]

where we have defined \( \alpha_+ = D_{out}^\dagger X_{out} D_{out} - X_{out,t} \). Thus, \( \langle \Delta X_{out,t}\rangle_{\pm,0} = \langle \Delta X_{out,t}\rangle_{\pm,0} \). This shows that from the theoretical point of view, the two displaced states \( |\pm\rangle \) are as distinguishable as the nondispaced ones \( |0\rangle \). From the
By formally integrating the equation of $a_0(\omega,t)$, and using the Markov approximation $\gamma(\omega) \approx \sqrt{\kappa/\pi}$, the system (93) reads
\[
\dot{a} = -(i\Delta_0 + \kappa)a - ig_{0a}(b^+ + b) + \Omega_L(t) + \sqrt{2\kappa}a_0(t),
\]
\[
\dot{b} = -i\omega b - ig_{0a}^\dagger a,
\]
\[
\dot{a}_0(\omega,t) = -i\omega a_0(\omega,t) - \gamma(\omega)a + \sqrt{\kappa/\kappa} \Omega_L(t)\delta(\omega),
\]
where we have defined the so-called input operator as $a_\omega(t) \equiv (2\pi)^{-1/2}\int d\omega_0a_\omega(\omega,0)e^{-i\omega t}$. Next, we perform the following time-dependent displacements:
\[
a(t) \rightarrow a(t) + \alpha(t),
\]
\[
b(t) \rightarrow b(t) + \beta(t),
\]
and choose $\alpha(t)$ and $\beta(t)$, such that the constant terms in the equations for $\dot{a}(t)$ and $\dot{b}(t)$ vanish, that is,
\[
\dot{\alpha} = -(i\Delta_0 + \kappa)\alpha - ig_{0a}(\beta + \beta^*) + \Omega_L,
\]
\[
\dot{\beta} = -i\omega \beta - ig_{0a}^\dagger |\alpha|^2.
\]
Then, we perform the following changes of variables:
\[
a(t) \rightarrow a(t)e^{-i\Delta_0 t},
\]
\[
b(t) \rightarrow b(t)e^{-i\omega t},
\]
\[
\alpha(t) = \frac{g(t)}{\sqrt{\kappa}} e^{i\Omega_L(t)}
\]
[g(t) is real], and we perform the rotating-wave approximation (RWA) considering the red-detuned case $\Delta_0 = \omega_0$. Putting all these things together, Eqs. (86) read
\[
\dot{a} = -\kappa a - ig(t)e^{i\Omega_L(t)} + \sqrt{2\kappa}a_0(t)e^{i\Delta_0 t},
\]
\[
\dot{b} = -ig(t)e^{-i\Omega_L(t)} a,
\]
\[
\dot{a}_0(\omega,t) = -i\omega a_0(\omega,t) - \gamma(\omega)[ae^{-i\Delta_0 t} + \alpha(t)] + \sqrt{\kappa/\kappa} \Omega_L(t)\delta(\omega).
\]
We have neglected the small terms (not proportional to $\alpha$) $-ig_{0a}(b + b^*)$ and $-ig_{0a}^\dagger a$ in the equation of motion for $b$. We have also neglected the term $-ig_{0a}(\beta + \beta^*)$ in the equation for $a$. This term, which is smaller than $-ig_{0a}\Delta_0$, makes the equation describing the shape of $g(t)$ (to be derived later in the paper) much more difficult to solve and it is therefore also neglected since it does not change the physics of the problem.
Finally, note that Eqs. (88) give the solution of the time-dependent laser amplitude $\Omega_L(t)$ such that the time-dependent coupling $g(t)$ is implemented. In the next sections, we derive the pulse $g(t)$ for which any light state is absorbed into the cavity and therefore perfectly mapped into the mechanical system.

2. Condition for perfect absorption

The formal condition for perfect absorption can be derived as follows. After the transformations are made, the evolution equation for $a_0(\omega,t)$ reads
\[
\dot{a}_0(\omega,t) = -i\omega a_0(\omega,t) - \gamma(\omega)ae^{-i\Delta_0 t} - \gamma(\omega)\alpha(t) + \sqrt{\kappa/\kappa} \Omega_L(t)\delta(\omega).
\]
By formally integrating this equation for the initial condition \( t = 0 \), as well as for the final condition \( t = t_1 \), and subtracting these two solutions after integrating over \( \omega \), one obtains [using the approximation \( \gamma(\omega) \approx \sqrt{\kappa/\pi} \) and that \( \Omega_E(0) = \Omega_L(t_1) = 0 \)]:

\[
0 = a_{in}(t) - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-i\omega t} a_0(\omega, t_1) e^{-i\omega t} d\omega - \sqrt{2\kappa} (a(t)e^{-i\Delta_0t} + a(t)).
\] (92)

This is the so-called input-output relation [44], which relates the output field [the second term containing the \( a_0(\omega,t) \) modes] with the input field \( a_{in}(t) \), the quantum field from the cavity \( a(t) \), and its coherent part \( \alpha(t) \). The condition for perfect absorption is that the output field only contains the coherent part from the cavity, that is,

\[
\frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-i\omega t} (a_0(\omega,t_1)) = -\sqrt{2\kappa} \alpha(t).
\] (93)

With this condition, Eq. (92) reads

\[
\langle a_{in}(t) \rangle = \sqrt{2\kappa} \langle a(t) \rangle e^{-i\Delta_0t}.
\] (94)

One can now plug this condition into Eqs. (90) and obtain

\[
\langle \dot{a}(t) \rangle = \kappa \langle a(t) \rangle - i\gamma(t) \langle b(t) \rangle e^{i\kappa},
\]

\[
\langle b(t) \rangle = -i\gamma(t) \langle a(t) \rangle e^{-i\kappa},
\] (95)

which can be further simplified to

\[
\eta(t) \dot{g}(t) - \eta(t) g(t) + g^3(t) \langle a(t) \rangle = 0,
\] (96)

where \( \eta(t) = \kappa \langle a(t) \rangle - \langle \dot{a}(t) \rangle \).

3. State-independent pulse

The solution of Eq. (96) yields the optomechanical pulse \( g(t) \) necessary to perfectly transmit a light state into the mechanical system. To obtain a state-independent solution, we will assume that a coherent state with phase \( \alpha_t \) is sent to the cavity, and we will show that the solution does not depend on \( \alpha_t \). Therefore, any linear combination of coherent states (and therefore any state, since they form a complete basis) will be perfectly transmitted to the cavity with the pulse \( g(t) \).

The initial state is assumed to be

\[
|\psi(0)\rangle = \exp \left( \alpha_t \int_{-\infty}^{\infty} \phi^*_m(\omega)a_0(\omega) d\omega - \text{H.c.} \right) |00\rangle,
\] (97)

where \( \phi^*_m(\omega) \) is the shape of the pulse. One can then obtain that \( \langle a_{in}(t) \rangle = \alpha_t \phi^*_m(t) \), and using Eq. (94), \( \langle a(t) \rangle = \alpha_t \phi^*_m(t) e^{i\Delta_0t} / \sqrt{2\kappa} \). Then, Eq. (96) reads

\[
[\kappa \mu(t) - \mu(t)] \dot{g}(t) - [\kappa \dot{\mu}(t) - \mu(t)] g(t) + \mu(t) g^3(t) = 0,
\] (98)

where \( \mu(t) \equiv \phi^*_m(t) e^{i\Delta_0t} \). This is the main result of the section because its solution yields the time-dependent coupling \( g(t) \) for perfect mapping of any light state into the mechanical system, since it does not depend on the coherent phase \( \alpha_t \).

In Fig. 4, the solution \( g(t) \) is plotted considering \( \phi_m(\omega) \) to be the same Gaussian pulse used in the reflected one-photon protocol; see Eq. (70).

D. Teleportation in the bad-cavity limit

The two previous protocols required the strong coupling \( g \sim \kappa \). In this subsection, we provide a protocol, announced in [21], to map non-Gaussian states which is also applicable in the bad-cavity limit \( \kappa > g \). The key ingredient of the protocol is to drive the cavity with a blue-detuned field to obtain a two-mode squeezing interaction; see Eq. (66). The two-mode squeezed state is then prepared by the optomechanical coupling between the mechanical mode and the cavity mode, which rapidly leaks out of the cavity. The output mode of the cavity, which is in a two-mode squeezed state with the mechanical system, can be used as an entanglement channel to teleport [69] a non-Gaussian state of light from outside the cavity into the mechanical system (see Fig. 5 for an illustration of the protocol). This protocol was first introduced as an interface between quantum dots in optical cavities [70]. In Ref. [70], a detailed discussion of the protocol is provided, which applies to our optomechanical setup in complete analogy. Thus, we will only summarize and remark on the important aspects of the protocol here.

Using the Hamiltonian Eq. (66), one can obtain the equations of evolution for \( a \) and \( b \),

\[
\dot{a}(t) = -(i\Delta_0 + \kappa) a(t) - i\gamma b(t) + \sqrt{2\kappa} a_{in}(t),
\]

\[
\dot{b}(t) = -i\sigma b(t) - i\gamma a(t).
\] (100)
The teleportation fidelity is given by

$$F = 1/(1 + e^{-2r})$$

[71]. Let us discuss the fact that the entangled state in the original frame is given by $D_b(\beta)D_{out}(\alpha_{out})|\text{TMS}_{b,\text{out}}\rangle$. Here $D_{out}(\alpha_{out})$ is the displacement operator of the output mode, which is displaced by $\alpha_{out}$ as a consequence of the displacement of the output operators $a_0(\omega)$ by $\alpha_{out}$ (analogously to the discussion in Appendix D2). First, let us generally define the teleportation scheme as the map $\Lambda$, such that it teleports a light state $|\psi_e\rangle$ as follows:

$$\Lambda[|\text{TMS}_{b,\text{out}}\rangle \otimes |\psi_e\rangle] = |\psi_b\rangle.$$

[105]

Here, the subscript $e$ labels the external system containing the state that one wants to teleport. Let us remark that perfect teleportation $\{|\psi_1\rangle|\psi_e\rangle\rangle = 1$ can only be achieved for the maximally entangled state $r \to \infty$. To determine the output state in the original frame, let us first transform the initial state,

$$D_bD_{out}(\alpha_{out})|\text{TMS}_{b,\text{out}}\rangle = D_b\mathcal{O}_b \otimes D_{out}\sum_{n=0}^{\infty} |nn\rangle_{b,\text{out}},$$

[106]

where $\mathcal{O}_b = \sum_{n=0}^{\infty} \Theta_n |nn\rangle \langle nn|$. The relation $A \otimes B \sum_n |nn\rangle = AB^T \otimes \sum_n |nn\rangle$ has been used, where $B^T$ denotes the transpose of $B$. Using this relation, the output state of the teleportation scheme with the original state is given by

$$\Lambda(D_bD_{out}(\alpha_{out})|\text{TMS}_{b,\text{out}}\rangle \otimes |\phi_e\rangle) = D_b\mathcal{O}_b D_{out}^T|\psi_b\rangle.$$

[107]

This gives the final state of the teleportation protocol in the original frame. Note that $D_{out}(\alpha_{out}) = D_{out}(\alpha_{out}^*)$. Therefore, one can get rid of this displacement by teleporting the state $D(\alpha_{out}^*)|\psi_e\rangle$, such that the state teleported in the mechanical system is given by $D_b(\beta)\mathcal{O}_b|\psi_b\rangle$ [the displacement $D_b(\beta)$ can also be reduced by varying the center of the trap when switching off the cavity lasers]. Besides, note that one can, in principle, also choose the appropriate initial state $|\psi\rangle$ to prepare a desired mechanical system $|\phi\rangle$, such that $D_b|\phi\rangle = D_b|\psi\rangle$.

**VI. MECHANICAL TOMOGRAPHY BY TIME OF FLIGHT**

After showing how to prepare non-Gaussian states, in this section we discuss how to measure them. In general quantum optomechanical systems, the proposal is to transfer the mechanical state into a well-controlled quantum system, such as a qubit, and probe the state in that system. This could be analogously done in our setup by mapping the mechanical state to the cavity mode by using the enhanced beam-splitter interaction and performing full tomography of the output field. However, this technique would suffer from the drawback that the output field would contain a quantum state displaced by the large driving field, and, therefore, the signal-to-noise ratio would be challenging for experimental detection with present-day technology.

In this section, we propose an alternative method to **directly** perform full tomography of the mechanical system. In particular, we exploit the analogy of levitated nanodielectric objects to atomic physics, more specifically to cold gases, where time-of-flight measurements are used to experimentally probe different many-body states [4]. The time-of-flight protocol to

---

**FIG. 5.** (Color online) Schematic representation of a light-mechanics interface of teleportation in the bad-cavity limit. The cavity is driven by a blue-detuned laser which induces a two-mode squeezing interaction between the cavity mode and the mechanical mode. Being in the bad-cavity limit $\kappa > g$, the cavity photons, which are in a two-mode squeezed state $|\text{TMS}\rangle$ with the mechanical phonons, rapidly leak out of the cavity. The output field is combined in a beam-splitter together with the non-Gaussian state to be teleported $|\psi_e\rangle$. A measurement of the output quadratures would realize the Bell measurement required for teleportation [69].

One can now move to the interaction picture $[a(t) = a_I(t)e^{-i\Delta_0 t}$ and $b(t) = b_I(t)e^{-i\omega t}$], and by considering the bad-cavity limit ($\kappa \gg g$), one can adiabatically eliminate $a_I(t)$ by setting $\dot{a}_I(t) = 0$. One obtains

$$\dot{b}_I(t) = \frac{g^2}{k}b_I(t) - ig\sqrt{\frac{2}{k}}a^R_{in}(t)e^{-i\Delta_0 t}.$$

[101]

Formally integrating this equation and using the initial conditions $\langle a_{in}^R(0)a_I(0) \rangle = 0$ (the mechanical initial state is assumed to be in the ground state) yields

$$\langle b_I^R(t) b_I(t) \rangle = e^{2\langle \hat{g}^2 \rangle t} - 1.$$

[102]

This can be used to obtain the squeezing parameter $r$ of the entangled state, which will provide the fidelity of the teleportation scheme. As proved in [70], the output mode of the cavity and the mechanical system are in the two-mode squeezed state $|\text{TMS}_{b,\text{out}}\rangle$, defined by (in the displaced frame)

$$|\text{TMS}_{b,\text{out}}\rangle = S(r e^{i\phi})(00)$$

$$= \frac{1}{\cosh r} \sum_{n=0}^{\infty} (-e^{i\phi} \tanh r)^n |nn\rangle_{b,\text{out}},$$

[103]

where, in our case, $\phi = \pi/2$ with the squeezing operator defined as $S(r e^{i\phi}) = \exp[-(r e^{i\phi} a^d b^d - e^{-i\phi} a b)]$. The squeezing parameter $r$ can be obtained using the relation $\langle b^*_b b \rangle = (\cosh r - 1)/2$, as

$$r = \arccosh(2e^{i\phi}/k - 1).$$

[104]

The teleportation fidelity is given by $F = 1/(1 + e^{-2r})$ [71].

---

*During the submission of this paper, an alternative proposal to perform direct full tomography based in pulsed optomechanics was suggested in [72].*
FIG. 6. (Color online) Schematic illustration of the time-of-flight protocol to perform full tomography of the mechanical state. The momentum operator at times $t_e$, which corresponds to the rotated phase quadrature $\chi(t_0 t_e + \pi/2)$, is determined by measuring the position of the dielectric after some time of flight. By repeating the experiment at different times $t_e$, one can perform full tomography of the mechanical state.

perform direct full tomography of the mechanical state is the following (see Fig. 6):

(a) We consider that at $t = 0$, a particular state $|\Psi\rangle$ in the mechanical system is prepared (for instance, a non-Gaussian state using the light-mechanics interface introduced in Sec. V). Just after the preparation of the state, the cavity field is switched off and only the optical trapping remains on. During these transient times, the center of the trap has to be changed to account for the variation in the classical force created by the driving field, as discussed in the light-mechanics interface.

(b) Then, during some given time $t_e$, the system is evolving within the harmonic potential, such that the mechanical momentum operator in the Heisenberg picture is given by

$$p(t) = ip_m (b^\dagger e^{i\omega t} - be^{-i\omega t}), \quad t \in [0,t_e],$$

where $p_m = (M\omega_0^2/2)^{1/2}$.

(c) At $t = t_e$, the trap is switched off and the nanodielectric falls freely during the time of flight $t_f$, such that the distance from the center of the cavity along the cavity axis is given by

$$z(t_e + t_f) = z(t_e) + (t_f - t_e) p(t_e)/M \approx (t_f - t_e) p(t_e)/M,$$

where we assume that $t_f$ is sufficiently large such that $(t_f - t_e) p(t_e)/M \gg z(t_e)$.

(d) At $t = t_e + t_f$, the position $z(t_e + t_f)$ is measured (e.g., by imaging the object and measuring the center of the light spot in the screen), which means that the in-trap momentum $p(t_e)$ is effectively measured.

(e) The experiment is repeated to obtain statistics for any time $t_e \approx [0,2\pi/\omega_0]$.

The key observation is that with the data obtained in this protocol, one has the statistical distribution of the rotated quadrature phase operator,

$$\chi(\theta) = e^{i\theta} b^\dagger + e^{-i\theta} b,$$

which permits the reconstruction of the Wigner function [47,73], and therefore contains all the information about the mechanical state $|\Psi\rangle$ (of course, it does not have to be a pure state). Indeed, there exists the following one-to-one relation between the momentum operator and the rotated quadrature phase operator,

$$p(t_e) = \chi(t_0 t_e + \pi/2).$$

Let us now discuss some experimental considerations. First, we will estimate the order of magnitude of $t_f$ (and therefore the time-of-flight distance $d_f = gt_f^2/2$, where $g$ is the gravitational acceleration). In particular, let us assume that after the time of flight, the position can be measured with a resolution given by $\delta z$. This implies that the object has to spread over a distance much larger than $\delta z$, which means that $t_f \gg M\delta z/p_m$ is required. Using the parameters given in Appendix E, one obtains that $t_f$ is of the order of tens of milliseconds, which would require a time-of-flight distance of the order of $1$ cm. Although this position resolution is very feasible, the required field could be even relaxed with the same duration of time of flight. The idea is to amplify the oscillation via driving the field with a blue-detuned laser prior to letting the object fall. More specifically, let us assume that just after the preparation of the mechanical state, one impinges the cavity with a laser detuned to the blue sideband of the cavity. This corresponds to including an additional step [point (a-1)] between steps (a) and (b) in the previous protocol. The blue-detuned driving is performed during a certain time $\tau < 1/\Gamma$ (where $\Gamma$ is the decoherence rate when the cavity field is switched on). After this amplification, the momentum operator is transformed into

$$p(t) = ip_m p_+ (\tau) (b^\dagger e^{i\omega \tau} - be^{-i\omega \tau}) + p_{\text{cav}} (\tau),$$

where $p_+ (\tau)$ is the amplifying parameter given by

$$p_+ (\tau) = e^{-\tau \iota/2} \left( \cosh(\chi \tau) + \frac{\kappa}{2\chi} \sinh(\chi \tau) \right),$$

with $\chi = \sqrt{g^2 + \kappa^2}/4$. The term $p_{\text{cav}} (\tau)$ results from the entanglement of the mechanical system to the cavity field due to the two-mode squeezing interaction. It reads $p_{\text{cav}} (\tau) = |q^\dagger (\tau) e^{i\omega \tau} a_f (0) + \text{H.c.}|$, where $q(t) = -ige^{-\tau \iota/2} \sinh(\chi t)/\chi$, and fulfills $\langle p_{\text{cav}} (\tau) \rangle = 0$ (the cavity field is empty at $t = 0$) and $\langle p_{\text{cav}}^2 (\tau) \rangle = |q(\tau)|^2$ is. After this amplification, step 2 of the protocol follows. If one assumes $g = \kappa = 2\pi \times 100$ kHz, and $\tau = 0.02$ ms, one obtains that $p_+ (\tau) \sim 10^3$ and hence with the same time of flight $t_f$, the required resolution is only $\delta z < t_f n p_+ (\tau)/M \approx 0.1 \mu m$, three orders of magnitude lower. Note that the amplification is restricted by keeping the nanodielectric object in the region, where it still sees the slope of the standing wave, that is, the condition $x_0 p_+ (\tau) < 1$ nm has to be fulfilled, where $x_0 \approx 10^{-12}$ m is the ground-state size.

Let us remark that the rotated quadrature $\chi(\theta)$ could, in principle, also be measured by a quantum nondemolition
measurement. This could be done by using the back-action evasion scheme proposed by Braginsky in the 1980s [74], and recently revised from a quantum noise perspective [75]. This protocol would also benefit from the prominent property of levitating objects; being free of any thermal contact. The key idea of this method is to impinge the cavity at the two motional sidebands, a scheme that has already been realized with trapped ions [76,77].

The time-of-flight protocol presented in this section exploits the unique property of using levitating objects in quantum optomechanical systems; the mechanical resonator is unattached to other objects and therefore can fall.

VII. CONCLUSIONS AND OVERLOOK

We conclude by summarizing and giving an overlook of the contents presented in this paper. First, we have developed a quantum theory to describe the coupling of light to the motion of dielectric objects inside a high-finesse optical cavity. The main result is the derivation of a master equation describing the joint state of the c.m. motion and the cavity field. In parallel, we have derived a quantum elasticity theory to show that the c.m. decouples from the internal vibrational modes for sufficiently small objects. This theory has been applied to describe the experimental proposal of using an optically levitating nanodielectric as a cavity optomechanical system [21,22]. The master equation allows us to describe the coherent dynamics as well as the dissipative processes. More specifically, we have obtained the decoherence rate for the mechanical mode, the enhanced cavity decay rate due to light scattering, and a renormalization of the light-matter interaction Hamiltonian due to virtual photon exchange processes. This theory supports the statement that the c.m. motion of a levitating nanodielectric inside an optical cavity behaves like a mechanical resonator of very high quality.

In the second part of the paper, we describe a light-mechanics interface that we developed with the aim of bringing levitating objects into the quantum regime. This can be used to prepare non-Gaussian states such as superpositions of Fock states. We have provided three protocols with different properties: first, the reflected one-photon protocol, which requires strong coupling and a measurement of the output field into

\[ \text{measurement.} \]

we are currently investigating. Some of these directions are as follows: (i) the possibility to apply time-of-flight experiments to prepare and measure macroscopic superpositions of the levitating object, that is, states in which the object is in two macroscopically distant (larger than its radius) positions; (ii) a thorough study of higher-order light-scattering processes in dielectric objects; (iii) the possibility to circumvent the decoherence processes due to light scattering by using magnetic levitation of micron objects; (iv) to reduce light scattering by using dielectrics of other shapes; (v) to address the internal modes of the object for high-frequency resonator optomechanical purposes; (vi) to use objects with internal degrees of freedom, such as nanocrystals with NV centers, to couple the internal degree of freedom to the c.m. mode.

As mentioned in the introduction, the project of cavity optomechanics with levitating objects aims at applying the quantum techniques developed to control and manipulate atoms back to the nanodielectrics that were first used by Ashkin. It is our hope that this paper will stimulate further theoretical and experimental research in this direction. The ultimate goal of these investigations is to explore the boundaries of quantum mechanics, which may reveal unexpected and fascinating new insights.
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APPENDIX A: LIGHT-SCATTERING EQUATION

In this Appendix, we show how from the light-matter interaction Hamiltonian Eq. (24), one can derive the scattering equations which can be used to compute the total electric field inside the dielectric object. We decompose the total electric field into

\[ \text{where } \alpha_k, \text{ is the frequency of the different light modes and } \epsilon_0 \text{ is the vacuum permittivity. Starting from the Hamiltonian (24) [including the free term } H_{\text{free}}, \text{ Eq. (18), of the modes } a(k), \text{ one can connect the electric field } E(x) \text{ to the electric field without the presence of the dielectric object, } E_0(x). \text{ To achieve this, we determine the equation of motion for the annihilation operator } a(k), \]

\[ \text{To obtain } E(x), \text{ one needs to formally integrate Eq. (A2) over time, multiply both sides of the equation by} \]
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\[ i\sqrt{\omega k/2\epsilon_0/(2\pi)^{3/2}} e^{-i\mathbf{k}\cdot\mathbf{x}} \]
and integrate it over \( \mathbf{k} \). Given that the electric field is varying with the laser frequency, one can move to the rotating frame, where \( \dot{E}(\mathbf{x}, t) \) is slowly varying, \( \dot{E}^\pm(\mathbf{x}) \approx e^{\pm i\omega t} \dot{E}^\pm(\mathbf{x}) \). This justifies the assumption \( \dot{E}^\pm(\mathbf{x}, t) \approx \dot{E}^\pm(\mathbf{x}, t^\prime) \), which permits us to simplify the integration over time, leading to
\[
\dot{E}(\mathbf{x}, t) = E_0^+ (\mathbf{x}, t) + \int d\mathbf{x}' \int d\mathbf{k} \frac{\alpha_p \alpha_o}{(2\pi)^3} e^{i\mathbf{k}(\mathbf{x}-\mathbf{x}')} e^{-i\omega_0 t} \times \left( \dot{E}^+(\mathbf{x}', t) \int_0^t d\tau e^{-i(\omega_0-\omega_0)\tau} + \dot{E}^-(\mathbf{x}', t) \int_0^t d\tau e^{i(\omega_0+\omega_0)\tau} \right),
\]
which we will always use in the paper without explicitly denoting the tilde. After quantization of the z coordinate, the first-order contribution yields the optomechanical coupling
\[ g_0 a^\dagger a (b^\dagger + b), \]
where the coupling constant reads
\[ g_0 = \frac{1}{\sqrt{2 M \omega_i}} \frac{\varepsilon_c \omega_c^2 V}{4 c V_c}. \]  

\[ (B8) \]

3. Shift due to interference of the tweezers and the cavity field

In this subsection, we show that the term of the shift Hamiltonian \( H_{sh} \) discussed in Sec. III D yields a shift in the trapping frequency as well as in the equilibrium position of the dielectric object. We first recall the term leading to this shift,
\[ H_{sh} = -\varepsilon_c \varepsilon_0 \int_{V(r)} d^3 x \hat{E}_{cav}(x) \hat{E}_{tw}(x), \] 
where
\[ \hat{E}_{cav}(x) = \frac{\omega_c}{2 \sqrt{2 V_c}} \cos(k_c z - \varphi) |\alpha|. \]  

\[ (B9) \]

Then, by expanding up to second order around the equilibrium position of the c.m. coordinate, one obtains
\[ H_{sh} = \omega_{sh} b^\dagger b + \xi_{sh} (b^\dagger + b), \] 
where the parameters are given by
\[ \omega_{sh}^2 = \frac{\varepsilon_c |\alpha|}{2 \rho} \left[ \frac{\omega_i P_i}{2 V_c \pi} \right] \left( k_c \right)^2 + 2, \] 
\[ \xi_{sh} = -\varepsilon_c V |\alpha| k_c z_0 \frac{\omega_i P_i}{8 V_c \pi W_t^2}. \]  

\[ (B10) \]

Therefore, the total trapping frequency of the object is given by \( \omega_0^2 = \omega_i + \omega_{sh} \). The change in the equilibrium position is considered when displacing the mechanical mode in Sec. V A.

APPENDIX C: GROUND-STATE COOLING

Using the theory of ground-state sideband cooling in optomechanical systems [25–29], the minimal number of phonons attainable is given by
\[ n_M^0 = \left( \frac{\kappa + \kappa_{sc}}{4 \alpha_t} \right)^2. \]  

\[ (C1) \]

Taking into account heating mechanisms, such as the recoil heating due to light scattering \( \Gamma_{sc} \), and others, \( \Gamma_{other} \) (e.g., Brownian motion heating due to surrounding gas, laser noise, blackbody radiation, etc. [21,22]), which can be shown to fulfill \( \Gamma_{other} \ll \Gamma_{sc} \), the final phonon occupation number is given by
\[ n_M = n_M^0 + \Gamma_{sc} + \Gamma_{other} \Gamma_- \] 
\[ (C2) \]

For \( g < \kappa \), the maximal achievable cooling rate is given by
\[ \Gamma_- = 4 \frac{(g_0 |\alpha|)^2}{\kappa} \Delta \omega_i, \] 
where the detuning is \( \Delta \sim \omega_i \). By using the experimental parameters described in Appendix E, \( n_M \) can be made much smaller than 1.

APPENDIX D: DISPLACEMENT OF THE OUTPUT MODES

In this Appendix, we show how the expression of the displacement of the output modes, \( a_\omega \), appears naturally by computing the steady state obtained when the driving field is switched on. Then we discuss how to measure a photon created on top of the coherent cavity field in the output field. To simplify the problem, we assume a cavity of resonance frequency \( \omega_c \), driven by a laser at \( \omega_L \). In the rotating frame at the laser frequency, and by defining \( \Delta = \omega_c - \omega_L \), the Hamiltonian reads
\[ H = \Delta a^\dagger a + \int_{-\omega_L}^{\omega_L} \omega_\alpha |a^\dagger a_\alpha - H.c.| d\omega \]
\[ + i \int_{-\omega_L}^{\omega_L} \gamma(\omega)[a^\dagger a_\alpha - H.c.| d\omega. \]  

\[ (D1) \]

1. Steady state with a driving field

The initial state of the system is assumed to be
\[ |in\rangle = |\alpha\rangle \otimes \int_{-\omega_L}^{\omega_L} \delta(\omega)D(a_\alpha)| \Omega\rangle, \] 
\[ (D2) \]

that is, the cavity state is in a coherent state with phase \( \alpha \) and all the output modes are empty, only the laser mode is in a coherent state with phase \( a_\alpha \) (which is related to the laser power). In the following, we aim at computing the final state \( |st\rangle = \lim_{\gamma \to \infty} \exp(-iHt)|in\rangle \).

First, let us write the Heisenberg evolution equations for the cavity mode and the output modes:
\[ \dot{a}(t) = -i \Delta a(t) + \int_{-\omega_L}^{\omega_L} \gamma(\omega)a_\alpha(\omega,t), \]
\[ \dot{a}_\alpha(\omega,t) = -i\omega a_\alpha(\omega,t) - \gamma(\omega)a(t). \]  

\[ (D3) \]

Then, one can formally integrate the differential equation for \( a_\alpha(\omega,t) \),
\[ a_\alpha(\omega,t) = e^{-i\omega t}a_\alpha(\omega,0) - \gamma(\omega) \int_{0}^{t} d\tau a(t) e^{-i\omega t - \gamma(\omega)\tau}. \]  

\[ (D4) \]

This solution can be introduced into the differential equation for \( a(t) \). By using the approximation \( \gamma(\omega) \approx \gamma(0) = \sqrt{\kappa}/\pi \), one gets
\[ \dot{a}(t) = -(i \Delta + \kappa)a(t) + \int_{-\omega_L}^{\omega_L} \gamma(\omega) e^{-i\omega t}a_\alpha(\omega,0), \] 
\[ (D5) \]

which can be trivially integrated to
\[ a(t) = e^{-(i \Delta + \kappa)t}a(0) \]
\[ + \int_{0}^{t} d\tau \int_{-\omega_L}^{\omega_L} \gamma(\omega) e^{-i\omega t}a_\alpha(\omega,0) e^{-(i \Delta + \kappa)\tau - \gamma(\omega)\tau}. \]  

\[ (D6) \]

By taking the average value of this expression, and using that \( \langle a(0)\rangle = \alpha \) and \( \langle a_\alpha(\omega,0)\rangle = \alpha_\alpha \), one gets
\[ \langle a(t)\rangle = e^{-(i \Delta + \kappa)t}a(0) + \gamma(0) \alpha_0 \frac{1 - e^{-(i \Delta + \kappa)t}}{i \Delta + \kappa}. \]  

\[ (D7) \]

In the steady state, one obtains
\[ \alpha = \lim_{t \to \infty} \langle a(t)\rangle = \frac{\Omega_{\beta}}{i \Delta + \kappa}. \]  

\[ (D8) \]
Note that we have assumed that the initial coherent state of the cavity is equal to the steady state obtained when driving the cavity with the laser. We have also related \( \omega_0 \) to the usual frequency \( \Omega_c = \sqrt{2P_c/\hbar \omega_0} \), \( P_c \) being the laser power. Let us now compute the mean value of the output modes, which, after some algebra is given by

\[
\langle a_0(\omega, t) \rangle = a_0(\omega) - \gamma(\omega) \int_0^t d\tau \langle a(\tau) \rangle e^{-i\omega(t-\tau)}
\]

\[
= a_0(\omega) - \alpha \gamma(\omega) \int_0^t d\tau \ e^{-i\omega \tau}.
\]  

(D9)

Then, the steady-state phase of the output modes can be expressed by

\[
\alpha_\omega = \lim_{t \to \infty} \langle a_0(\omega, t) \rangle = [a_0 - \pi \alpha \gamma(0)] \delta(\omega) + i \alpha \gamma(\omega) \mathcal{P}\left(\frac{1}{\omega}\right),
\]

which coincides with the expression used in Eq. (60).

It is trivial to show that the Hamiltonian is invariant under the displacement operation \( D = D_1 D_{\text{out}} \), such that \( D_1 \alpha D_{\text{out}} = a + \alpha \) and \( D_1 a_\omega D_{\text{out}} = a_\omega(\alpha) + \alpha_\omega \). By using that \( \mathcal{P} \int_{-\infty}^{\infty} \omega^{-1} d\omega = 0 \), one can check that

\[
D^\dagger H D = H.
\]  

(D11)

This implies that the steady state

\[
|\text{in}\rangle = D|0\Omega\rangle = |\alpha\rangle \otimes \int_{-\omega_0}^{\infty} d\omega D(\omega) |0\Omega\rangle
\]

is indeed an eigenstate of the Hamiltonian:

\[
H|\text{in}\rangle = DD^\dagger H D|0\Omega\rangle = DH|0\Omega\rangle = 0.
\]  

(D13)

2. Measurement of a photon

In this subsection, we want to compute the displacement of the output mode of the cavity. To do so, we assume that at \( t = 0 \) a photon is present inside the cavity in the displaced frame, that is,

\[
|\psi(0)\rangle = |1\Omega\rangle.
\]  

(D14)

Therefore, using the Wigner-Weisskopf formalism, one can obtain the state at some later time

\[
|\psi(t)\rangle = c_\omega(t)|1\Omega\rangle + \int_{-\omega_0}^{\infty} d\omega c(\omega, t) a_\omega(\omega)|0\Omega\rangle,
\]

where the coefficients are given by

\[
c_\omega(t) = e^{-i(\Delta \omega + \kappa)t},
\]

\[
c(\omega, t) = \frac{\gamma(\omega) e^{-i\omega t} - e^{-i(\Delta \omega + \kappa)t}}{i(\omega - \Delta \omega) + \kappa}.
\]  

(D16)

For large \( t \), the final state is given by \( |\psi(t)\rangle = A_{\text{out},t}^\dagger |0\Omega\rangle \), where the collective output mode is defined as \( A_{\text{out},t} = \int \phi_{\text{out}}(\omega) e^{i\omega t} a_\omega(\omega) d\omega \), with the mode function

\[
\phi_{\text{out}}(\omega) = \frac{\gamma(\omega)}{\kappa - i(\omega - \Delta \omega)}.
\]  

(D17)

Let us now compute how many photons will be encountered in this collective photon mode after transforming back to the nondisplaced frame. By using the expression of the displacement of the output modes \( a_\omega \), one can obtain after some careful manipulation that the displacement of the output mode \( A_{\text{out},t} \), defined as

\[
A_{\text{out},t} = \int_{-\omega_0}^{\infty} \phi_{\text{out}}(\omega) e^{i\omega t} a_\omega d\omega,
\]

is just given by \( A_{\text{out}} = \alpha \).

3. Switching off the driving field

In this subsection, we want to discuss the final state of the one-photon protocol once the driving field has been switched off. The Hamiltonian in the frame rotating with the laser frequency \( \omega_L \) is given by

\[
H_{\text{tot}} = \omega_0 b^\dagger b + \Delta a^\dagger a + \int_{-\omega_0}^{\infty} \omega_0 a_\omega(\omega) a(\omega) d\omega \\
+ g_0 a^\dagger a(b^\dagger + b) + i \int_{-\omega_0}^{\infty} \gamma(\omega)[a^\dagger a_\omega(\omega) - H.c.] d\omega \\
+ \lambda(t)(b^\dagger + b),
\]

(D19)

where the term with \( \lambda(t) \) accounts for the variation of the center of the harmonic trap. By writing the Langevin equations, and considering that there is no input fields since they have already been switched off, one obtains

\[
\dot{a}(t) = -i(\Delta \alpha t) - \kappa a(t) - ig_0 a(b^\dagger + b),
\]

\[
\dot{b}(t) = -i(\omega_0 - a^\dagger a + i\lambda(t)).
\]  

(D20)

By displacing the operators by \( a' = a + a(t) \), and choosing the restriction

\[
\dot{a} = -i\Delta \alpha - \kappa a, \\
0 = -ig_0 |a|^2 - i\lambda(t),
\]

one obtains the following equations:

\[
\dot{a}(t) = -i(\Delta \alpha t) - \kappa a(t) - ig_0 |a|(b^\dagger + b),
\]

\[
\dot{b}(t) = -i(\omega_0 - a^\dagger a)(a^\dagger + a).
\]  

(D22)

In the interaction picture, one can perform the RWA to get

\[
\dot{a}(t) = -i\kappa a(t) - ig(t)b, \\
\dot{b}(t) = -ig(t)a(t),
\]  

(D23)

where

\[
g(t) = g_0 |a(0)| e^{-i\lambda t}.
\]  

(D24)

The equation for \( b(t) \) is then given by

\[
\dot{b}(t) - b(t) \left( \frac{\dot{g}(t)}{g(t)} - \kappa \right) + b(t)g^2(t) = 0.
\]  

(D25)

This can be solved to predict the variation of the mechanical state by switching off the driving field.

APPENDIX E: EXPERIMENTAL PARAMETERS

To illustrate the experimental feasibility of the proposal, we will choose a set of experimental parameters.
Dielectric object. We assume nanospheres fabricated from fused silica with a radius $R = 100$ nm, density $\rho = 2201$ kg/m$^3$, and a dielectric constant $\text{Re}(\varepsilon) = 2.1$ and $\text{Im}(\varepsilon) \sim 2.5 \times 10^{-10}$. Their Young modulus is $Y = 73$ GPa and their Poisson constant $\sigma = 0.17$, giving internal vibrational modes with frequencies of the order of $\sim 10^{11}$ Hz.

Cavity. We assume a confocal high-finesse cavity of length $L = 4$ mm and finesse $\mathcal{F} = 5 \times 10^3$ leading to a cavity decay rate $\kappa = c/2\mathcal{F}L = 2 \pi \times 38$ kHz.

Lasers. The optical tweezers is constructed with a laser of power $P_l = 15$ mW at a wavelength $\lambda = 1064$ nm and a lens of high numerical aperture $N_a = 0.8$. The cavity is impinged by a laser of power $P_c = 0.2$ mW and a wavelength $\lambda = 1064$ nm, which gives a waist of $W_c = \sqrt{\pi d / 2\lambda} \approx 26 \mu$m.

Dissipation due to light scattering. The decay rate of the cavity due to the light scattering is $\kappa_{sc} = 2\pi \times 6$ kHz (see Fig. 7 for the dependence with the radius of the sphere).

The mechanical motion decoherence rate is given by $\Gamma_{\text{mech}} = 2\pi \times 11$ kHz.

Optomechanical parameters. The tweezers supplies a harmonic trap for the object of frequency $\omega_0 = 2\pi \times 135$ kHz in the transversal direction and $\omega_0 = 2\pi \times 77$ kHz in the direction of light propagation. The steady-state photon number is $|\alpha|^2 \approx 7.3 \times 10^8$. The optomechanical coupling to the c.m. degree of freedom of the sphere is given by $g_0 \approx 3 \pi \times 2$ Hz, which is enhanced by a factor of $|\alpha|$ to $g = 2\pi \times 46$ kHz. The frequency of the cavity photons is given by $\omega_c = 2\pi \times 2.8 \times 10^{14}$ Hz. Note that $\omega_0/(\kappa + \kappa_{sc}) \approx 3$ (condition for the RWA), $|g|/(\kappa + \kappa_{sc}) \approx 1$ (the strong-coupling regime used in the light-mechanics interface), $|g|/\Gamma_{\text{mech}} \approx 4$, and $\omega_0/\Gamma_{\text{mech}} \approx 13$ (number of coherent oscillations).

Ground-state cooling. The cooling rate is given by $\Gamma_{-} = 2\pi \times 50$ kHz (using a cavity laser power $P_c = 50 \mu$W). The final occupation number is given by $n_M = 0.18$, see Fig. 8 for the dependence with the radius of the sphere.
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