Understanding the physical basis of memory: Molecular mechanisms of the engram
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Memory, defined as the storage and use of learned information in the brain, is necessary to modulate behavior and critical for animals to adapt to their environments and survive. Despite being a cornerstone of brain function, questions surrounding the molecular and cellular mechanisms of how information is encoded, stored, and recalled remain largely unanswered. One widely held theory is that an engram is formed by a group of neurons that are active during learning, which undergoes biochemical and physical changes to store information in a stable state, and that are later reactivated during recall of the memory. In the past decade, the development of engram labeling methodologies has proven useful to investigate the biology of memory at the molecular and cellular levels. Engram technology allows the study of individual memories associated with particular experiences and their evolution over time, with enough experimental resolution to discriminate between different memory processes: learning (encoding), consolidation (the passage from short-term to long-term memories), and storage (the maintenance of memory in the brain). Here, we review the current understanding of memory formation at a molecular and cellular level by focusing on insights provided using engram technology.

Animals extract information from the environment through learning and modify their behavior accordingly. Memory is the ability to store and recall that knowledge (1, 2). In short, memory involves four different phenomena: encoding, consolidation, storage, and recall. Encoding is the process by which information reaching the brain through perception is written in the brain. Consolidation allows information to be selected and made stable for long-term periods. The stable storage of memory involves permanent modifications to retain the information, and recall is the process that enables the reactivation of the pertinent information upon specific and precise cues to allow the modification of behavior (3–6).

In 1904, Richard Semon (7) proposed the idea of the “engram” and defined it as “the enduring though primary latent modification in the irritable substance produced by a stimulus (from an experience).” An engram, sometimes understood as a synonym for memory trace, is formed by a group of neurons that (1) become activated by a specific learning experience, (2) are modified by this experience, and (3) are reactivated by reexposure to the same experience, inducing a change in the behavior of the animal (8). Engram cells, therefore, are at least a part of the physical place or substrate where learning leaves imprints in the brain. Sets of engram cells can be found sparse in many areas of the brain, forming an engrome, or engram complex (9).

The coding problem

To understand memory, it is necessary, but not sufficient, to describe the biological mechanisms that enable memory formation, maintenance, and expression. As well as explaining the processes required for memory, we must also explain how specific memories are formed as discrete engrams. In other words, we need to understand how specific pieces of information translate into the brain in a way that allows the animal to manage separate memories associated with concrete events. This question of how mental representations are organized in the brain is a long-standing problem. Descartes (1641) (10) proposed that the mind was organized in ideas, which are material representations of both what is presented in front of the mind and resulting from the operation of the mind itself, a thought (10, 11). The problem of mental representations, and how to operationalize it into experimental design, remains a core challenge in modern neuroscience (2, 7, 8, 12).

Early in the 1910s, before the discovery of the DNA double helix (13), the mechanism of inheritance was one of the most fascinating mysteries of biology. How is a single cell, or an embryo, able to carry the astonishingly complex information package to drive the formation of a full organism? Where in that cell is all that information stored and what is the mechanism that translates it into cells, tissues, and organs?

We understand now how biological information is precisely organized in living organisms. After the progress of Gregor Mendel (14) on understanding inheritance, the physical substrate of the information was discovered: the gene-bearing chromosomes (15). DNA was found to carry genetic traits that were trafficked between bacteria during transformation (16), and genes were discovered to be made of DNA (17). The
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discovery of the DNA structure (13) was the Rosetta stone that made everything else comprehensible. The structure of genes was understood (18, 19), and the genetic code was finally solved (20). The golden era of molecular genetics had finally described how biological information was written and read in living organisms. Arguably, the neurobiology of the memory field is still waiting for its golden era.

Neuroscience and experimental psychology have focused on the biology of learning and memory acquisition and retention (21–26) but have largely sidestepped the question of the coding problem: how the specific information is written in the brain (27–29). Whilst we know a great deal about plasticity mechanisms required for learned behavior in general (which will be reviewed later), we are still far from identifying the “double helix” of memory—if one even exists. We do not have a clear idea of how long-term, specific information may be stored in the brain, into separate engrams that can be reactivated when relevant. Understanding engram organization would be the equivalent to understanding how genes are organized in the genome.

General considerations for the study of the neurobiology of memory

Taking a step back and looking at the whole picture of the neurobiology of memory can help to identify the next scientific questions. Some general considerations must first be clarified.

Information specificity: A goal in mind

Within a biological system, memory is a form of information. As discussed previously, the molecular and cellular mechanisms that underly memory function must ultimately explain how the information is specific to one experience and not others. Engram technology allows the study of how specific memories translate into neuronal changes.

Time: For now, forever

When considering how memory functions from a psychological point of view, it is crucial to consider the timescale of these processes. Any change or group of changes, whether functional or structural, that are responsible for memory should be fast enough so that learning is immediate (e.g., an unpleasant experience will immediately create aversion) and potentially permanent (this negative association will persist over time) (30). Moreover, learning is a constant process that does not cease. Therefore, the mechanisms that allow it must be constantly active and ready to function.

What memory mechanism exactly?: Call it by its name

An additional consideration in interpreting molecular studies of memory is the necessity to distinguish between the different mechanisms involved in memory function. We must clearly differentiate between the mechanisms of encoding, (re)consolidation, storage, recall, and forgetting when considering a particular molecular pathway. The lack of behavioral manifestation of a particular memory in an individual, such as an animal model, does not allow differentiation between encoding, consolidation, storage, or recall deficits (31, 32). This inherent challenge needs to be considered when investigating the precise role of molecular pathways and mechanisms involved in each of these processes. This caveat has been partly overcome by the development of engram technology.

Engram technology

In the past decade, the development of memory engram technology opened the door to identify the engram cells for a given experience, manipulate them, and study the biochemical changes that underlie engram formation and therefore, memory function.

Development of the technology

Memory engram technology involves the combination of several techniques: transgenic manipulation, optogenetics or chemogenetics, electrophysiology, and behavioral techniques (Fig. 1). It is based on the use of endogenous markers of neuronal activity, immediate early genes (IEGs) such as c-fos or mammalian activity-regulated cytoskeleton-associated protein (Arc), as drivers to target and manipulate neurons that respond to an experience—putative engram neurons. The first use of engram technology engineered viral vectors that hijacked the promoter of the IEG c-fos to drive the expression of both a fluorescent reporter (GFP) and a light-sensitive channel, channelrhodopsin-2 (ChR2) in the mouse hippocampus (33). Adding the doxycycline-inducible elements tet-ON and tet-OFF to the system (34) allows the labeling window to be reduced to target only cells that are active during a particular event, this is, the engram cells of a specific episodic memory. Finally, to evaluate memory function, mice were trained in a contextual fear conditioning paradigm, where animals learn to associate a particular contextual environment with an electric footshock. Memory reactivation was later measured by assessing the animal fear response of freezing in the same training context. Since engram cells become tagged with ChR2, they can be later artificially reactivated by light delivery resulting in memory recall. The mice, therefore, froze in a neutral context upon reactivation of the engram associated with a fearful experience (33), despite never having a negative experience in this context.

What has research with engram technology taught us about how memory works?

Engram technology triggered a revolution in the memory field (8, 9). Rapidly, numerous engram studies capitalized on the ability to manipulate memories and study engram physiology, and our understanding of engram biology grew rapidly. Activity of memory engram cells was demonstrated to be sufficient for the recall of a contextual memory associated with fear conditioning (33, 35). Later, engram cells were demonstrated to be necessary for the reactivation of the memory (36, 37). These studies described that optogenetic inhibition via inhibitory opsins prevented the elicitation of the fearful response—when silencing the activation of the engram, animals did not freeze to the context associated with a footshock.
Engrams were identified and labeled in several brain areas, such as the amygdala (38–43), dentate gyrus (DG) (33, 36, 44–46), CA1 (37), CA3 (36), cortex (42, 47–49), or nucleus accumbens (50). The connection between engram and place cells was also investigated (Box 1). Engram cell dynamics were successfully manipulated, and false memories were created in animals (45, 51–53). In an early study, Ramirez et al. (35) created a false association between a neutral context and a fearful experience. Engram technology was used to label and artificially activate an engram for a neutral context while the animal was given a footshock. The simultaneous activation of these two engrams, one by optogenetics and one by natural contextual cues, created a false association, an artificial memory. Despite never being shocked in context A, animals were now freezing in that context—and crucially, not in an unmanipulated third context (35).

**The expanded engram toolbox**

Numerous advances have been made on the technology in the last decade (Fig. 2), and a versatile and sophisticated set of tools is now available to target and study neurons activated by a given experience. Chemogenetic tools such as designer receptors exclusively activated by designer drugs have been extensively used as an alternative to optogenetics to induce both neuronal activation or neuronal inhibition in engram cells (39, 54). Compared with optogenetics, chemogenetics

---

**Box 1. Engram cells and place cells**

Place cells are neurons in the hippocampus that encode spatial information by tuning its firing to particular locations (291). In short, they are neurons that fire when an animal occupies a particular given location within a context. Its discovery initiated a revolution in the field and changed how the hippocampus was conceived (292).

The relation between engram cells and place cells has been the focus of several discussions that ultimately question how the hippocampus work and how it processes memories (293, 294). One view is that the activity of engram cells reflects the contextual identity of the memory, instead of specific locations (295, 296). This is, engram cells encode experience instead of place. An engram is formed by a subset of the place cells firing in the context (if the memory carries a contextual component), but it is also formed in the absence of place cells firing if the memory task does not include a spatial component (296). Another conceptual framework, not mutually exclusive, is based on the cognitive map theory (297). This theory posits that the hippocampus function as a spatial framework that links and associates the items that constitute the experience and its location on time. Following this view, engrams would act as indices that would hold the information of what parts of the memory were involved in an event (293).
Cre-ERT2 is sequestered in the cytoplasm until tamoxifen containing a mutated estrogen receptor and Cre recombinase expression of a tamoxifen-inducible Cre-ERT2 recombinase. Portal control (36, 48, 57). In such system, a fusion protein doxycycline-regulated system to achieve more precise temporal control (GECI and GEVI, respectively) as well as reporters that detect specific neurotransmitter indicators (Nt reporters) such as 
fos can be used to manipulate only activated cells. Engineered artificial promoters have been also used in the robust activity marking (RAM) or the enhanced synaptic activity–regulated element (E-SARE) systems. Intracellular Ca\(^{2+}\) levels are detected by genetically encoded calcium or voltage indicators (GEci and GEVI, respectively) as well as reporters that detect specific neurotransmitter (Nt) release. CaMPARI is a fluorescent indicator that responds to intracellular Ca\(^{2+}\) levels. D, engram cells can be tagged with reporters (e.g., GFP or mCherry fluorescent reporters). They can also be tagged with tools that will allow future manipulation by light (optogenetics) or by drugs (chemogenetics). They can be imaged with several techniques such as two-photon or head-mounted miniature microscopes (miniscopes). Their activity can be monitored by techniques that allow activity readings such as fiber photometry. Activation history over time can be investigated by the use of the expression recording island (XRI) technology. CaMPARI, calcium-modulated photoactivatable ratiometric integrator; GECI, genetically encoded calcium indicator; GEVI, genetically encoded voltage indicator; tTA, tetracycline transactivator.

Engram cell tagging has been achieved with several strategies or tools that can be used individually or combined. A, temporal control allows labeling engrams responsible for encoding a particular experience and can be achieved with different strategies. The tTA/TRE or Cre-ER\(^{T2}\) (targeted recombination in active populations (TRAP)) genetic strategies are temporally controlled by the delivery of doxycycline or tamoxifen, respectively. The capturing activated neuronal ensembles (CANE) technology allows high temporal precision by engineering viruses to specifically infect activated neurons. Other tools (Cal-Light, Fast light–regulated and activity-regulated expression [FLARE] and its improved version single-chain FLARE [scFLARE], and fast light–regulated and calcium-regulated expression [FLICRE]) rely on the combination of two requirements to achieve temporal control: increase in intracellular Ca\(^{2+}\) and delivery of light. A similar strategy based on the coincidence of activity and light is used by CaMPARI to label only activated cells. B, transgenes can be delivered by generating transgenic mice models or by the use of vectors such as adeno-associated viruses (AAVs). C, only activated cells (engram cells, purple) are tagged; thanks to several spatial control strategies. The expression of immediate early genes (IEGs) such as c-fos can be used to manipulate only activated cells. Engineered artificial promoters have been also used to label cell types of interest in the robust activity marking (RAM) or the enhanced synaptic activity–regulated element (E-SARE) systems. Intracellular Ca\(^{2+}\) levels are detected by genetically encoded calcium or voltage indicators (GEci and GEVI, respectively) as well as reporters that detect specific neurotransmitter (Nt) release. CaMPARI is a fluorescent indicator that responds to intracellular Ca\(^{2+}\) levels. D, engram cells can be tagged with reporters (e.g., GFP or mCherry fluorescent reporters). They can also be tagged with tools that will allow future manipulation by light (optogenetics) or by drugs (chemogenetics). They can be imaged with several techniques such as two-photon or head-mounted miniature microscopes (miniscopes). Their activity can be monitored by techniques that allow activity readings such as fiber photometry. Activation history over time can be investigated by the use of the expression recording island (XRI) technology. CaMPARI, calcium-modulated photoactivatable ratiometric integrator; GECI, genetically encoded calcium indicator; GEVI, genetically encoded voltage indicator; tTA, tetracycline transactivator.
time point (69). CaMPARI is a fluorescent indicator that switches from green to a red fluorescent state in the presence of both Ca^{2+} and a pulse of light, allowing the tagging of specific populations related to specific experiences. Although CaMPARI allows for the rapid capture of tight time windows of activity, it can only be used for identifying and studying the cells in question and does not enable the manipulation of those cells.

A similar strategy based on combining two requirements to target engram cells with higher precision has also been used to label engram cells with exogenous constructs that allow for subsequent manipulation. (1) The capturing activated neuronal ensembles (CANE) technology combines molecular tagging with engineered viruses that selectively infect activated neurons (70). (2) In the Cal-Light technology, intracellular Ca^{2+} binds to calcium sensors calmodulin (CaM) and M13, which then bind to each other and rescue the proteolytic activity of the tobacco etch virus protease. At the same time, light delivered by the experimenter induces the unmasking of the tobacco etch virus protease target sequence, the subsequent cleavage of tetracycline transactivator (tTA), and the expression of the reporter gene (71). (3) Fast Light– and Activity-Regulated Expression (FLARE) (72), and its improved version, single-chain FLARE (73), rely on the modification of a transcription factor to respond to both increase of intracellular Ca^{2+} and a pulse of light and drive the expression of a reporter gene. (4) Fast Light and Calcium-Regulated Expression (FLiCRE) technology (74) is similarly based on the induction of a reporter transcript in cells activated by intracellular Ca^{2+} at the time of blue light application, with higher sensitivity and temporal precision. As opposed to simply identifying or imaging neurons activated at a certain time point (such as CaMPARI), these tools allow to drive the expression of genes of interest to these cells.

Recently, a new resource has become available to investigate the history of activation of neurons over time. The expression recording island (75) is a reporter that encodes biological information of neuronal activity in the form of self-assembling protein chains. In this system, tag-labeled monomers are incorporated in a sequential order that mimics the sequence of protein chains. In this system, tag-labeled monomers are incorporated in a sequential order that mimics the sequence of protein chains. In this system, tag-labeled monomers are incorporated in a sequential order that mimics the sequence of protein chains. In this system, tag-labeled monomers are incorporated in a sequential order that mimics the sequence of protein chains.

Overall, this powerful set of tools and its constant upgrades are approaching the field to the goal of manipulating the population of neurons associated with a particular memory with an even higher level of precision and accuracy. Because we can now artificially activate and inhibit memories, manipulate them, tag them, and study them, it is possible to address questions about the molecular and cellular mechanisms associated with memory to help us understand memory function and neurobiological correlates of memory (8).

We review here the current understanding of the neurobiology of memory, specifically at a cellular and molecular level, and with an emphasis on what we have learnt from engram studies. We discuss how these mechanisms can be interpreted to form a coherent neurobiological theory of memory that could offer verifiable explanations for each phenomenon of memory function. We classify the mechanisms as those involved in the (1) formation of an engram during learning, the (2) consolidation of an engram from short-term memory to long-term memory, and the (3) storage of the information in the brain. Finally, we also consider the role of non-neuronal cells in these processes and reflect on some open questions in the memory field. The molecular and cellular mechanisms underlying other memory phenomena such as reconsolidation (a process by which memories are susceptible to modification or updating after recall) (76, 77) or forgetting (the inability to recall a memory that was successfully learned) (78, 79) are out of the scope of this review.

Molecular and cellular mechanisms that allow the formation of the engram

Learning is the process of acquiring new information that culminates in the creation of a memory. The encoding of information for a particular event within a specific neuronal ensemble takes seconds to minutes (80). What are the changes that the neurons undergo to form the engram?

Learning and plasticity

Shortly before Semon described the concept of the engram, Santiago Ramón y Cajal (81) postulated in his Neuron Theory that neurons form a contiguous, instead of a continuous structure. They are physically separated but functionally connected by synapses, a term coined by the physiologist Charles Scott Sherrington (82). The electric impulse coming from a presynaptic neuron is transmitted through a synapse to the postsynaptic neuron, where it travels toward the axon. Going even further, Cajal predicted that synaptic strength underlies the storage of information (83). His student, Rafael Lorente de Nó, described how neurons form “multiple chains of transmission through which impulses circulate” (84), and Donald Hebb (85) described that memory lies in the strengthening of the connections between neurons that were simultaneously activated. Since then, the field has substantially advanced on our understanding of the molecular and cellular mechanisms involving memory function (21–24, 26, 86, 87).

Neuronal plasticity can be defined as the mechanism that allows connections involved in a particular response to specifically strengthen, facilitating neuronal transmission between them, whereas others may weaken (88). After Hebb (85) postulated that neurons that are functionally active at the same time adapt their synapses to become linked forming an ensemble, Kandel and Tauc (89) demonstrated that learning influenced the synapses. Later, Bliss and Lomo (90) described a long-lasting modification in synaptic strength induced by electrical stimulation, also known as long-term potentiation (LTP). The opposite effect, long-term depression, was also described (91).

The first phase of the LTP, early-LTP (Fig. 3), lasts from seconds to a few hours and relies mainly on covalent modifications of already existing proteins (reviewed in Refs. (22, 92)). During early-LTP, glutamate is released from the presynaptic...
neuron and activates the α-amino-3-hydroxy-5-methylisoxazole-4-propionic acid receptors (AMPARs) in the postsynaptic membrane, allowing Na⁺ and K⁺ influx into the cell. N-methyl-D-aspartate receptors (NMDARs) are another type of ionotropic glutamate receptors that are sensitive to the depolarization state of the postsynaptic element. They detect coincident presynaptic and postsynaptic activation and open to permeate Ca²⁺ inside the postsynaptic neuron.

This increase of Ca²⁺ leads to a plethora of intracellular signaling events. First, it activates the Ca²⁺/CaM-dependent protein kinase II (CaMKII) (92–95). CaMKII is a central regulator of plasticity that increases postsynaptic responsiveness. It phosphorylates the GluA1 subunit of AMPAR, which increases single-channel conductance (96–98), and it allows more active channels in the membrane in a process known as AMPAR trafficking (7). The number and shape of dendritic spines also get modified during learning. Spine remodeling to strengthen the synapse involves cytoskeletal modification such as (A) actin polymerization and (B) actin branching. Engram cells become unsilenced by the trafficking of AMPAR to the synapses by (C) secretion from the intracellular pool and (D) diffusion from other membrane areas. AMPAR, α-amino-3-hydroxy-5-methylisoxazole-4-propionic acid receptor; NMDAR, N-methyl-D-aspartate receptor.

Figure 3. Molecular mechanisms of learning. When an animal encodes a new memory (such as the encounter of food in a particular arm of a Y-maze, upper panel), a subset of neurons gets activated and an engram is formed (purple neurons, middle panel). Certain synapses in between engram cells (dotted lines) undergo synaptic plasticity changes (early long-term potentiation [LTP]). The (1) neurotransmitter glutamate (Glu) is released from the presynaptic neuron, Glu binds to (2) AMPARs in the postsynaptic membrane, at the level of the dendritic spine, allowing K⁺ and Na⁺ to enter the postsynaptic neuron and depolarizing it (3). The positive charges inside the postsynaptic neurons allow the release of the Mg²⁺ ion from the NMDARs and if the Glu release is sustained enough, it will open the channel (4). Ca²⁺ enters the postsynaptic neuron, activating the (5) Ca²⁺/calmodulin-dependent protein kinase II (CaMKII). CaMKII phosphorylates AMPARs (6) to increase their sensitivity to Glu and drives more active channels to the membrane, AMPA trafficking (7). The number and shape of dendritic spines also get modified during learning. Spine remodeling to strengthen the synapse involves cytoskeletal modification such as (A) actin polymerization and (B) actin branching. Engram cells become unsilenced by the trafficking of AMPAR to the synapses by (C) secretion from the intracellular pool and (D) diffusion from other membrane areas. AMPAR, α-amino-3-hydroxy-5-methylisoxazole-4-propionic acid receptor; NMDAR, N-methyl-D-aspartate receptor.
in the case of LTP and retracting the spine in the case of long-term depression (102–105). Intracellular Ca^{2+} activates a transduction signal cascade mediated by tyrosine kinases and Src family kinases that in turn activate Rho GTPases and Ras GTPases (reviewed in Refs. 106–109). This family of signaling proteins includes members such as Rac1 (Ras-related C3 botulinum toxin substrate 1), Cdc42, and RhoA (Ras homologous member A), which then modulate effector molecules such as coflin or the complex Arp2/3. Cofilin is an actin-binding protein that depolymerizes actin filaments and that is inhibited by RhoA (110, 111). Arp2/3 is an actin nucleation factor that regulates actin branching, polymerization, and recycling (112, 113). On top of their structural role, Rho GTPases also regulate AMPAR trafficking. They modulate both AMPAR insertion in the postsynaptic membrane and AMPAR stability in the membrane (109). Cdc42, for example, triggers the phosphorylation of the AMPAR subunit GluA1, which induces the insertion of AMPAR in the membrane (114). Via these signaling pathways that regulate actin polymerization and AMPAR trafficking, the synapse structure gets quickly modified in a process known as structural plasticity (103–105, 115). With the emergence of more dendritic spines, the synapse is strengthened (24, 116).

Still much to learn

Through these processes, synaptic plasticity ultimately ties salient experiences to changes in the efficiency of the synaptic transmission between neurons, modifying the synapse accordingly for future reactivation. However, there are still significant questions opened to explain how synaptic plasticity could be understood to mediate learning, and they relate precisely to the three general considerations discussed in the introduction.

First, the goal in mind is to decipher the molecular and cellular mechanism/s that allow for one particular memory to be encoded and then ultimately escalate from that to understand how the system works for the collection of memories that a brain holds. Engram technology offers the resolution needed to understand the mechanism for a specific component of memory functionality—for a particular salient experience and not other/s.

Second, plastic changes are necessary for memory function, but they are not the only players in the game. Information in a brain is long-lasting, and yet it is constantly susceptible to modifications that allow memory updating to occur (117). Therefore, there must be an equilibrium between malleability and fidelity (118, 119).

The problem of how plasticity, a mechanism based on the presence and amount of turnover-sensitive proteins, is sustained, is an old discussion in the field (120). While an engram is necessarily formed by a process of plasticity, it must be also preserved and endure across the life of an animal, by a constant process of homeostasis. It must be maintained in a state that can be reactivated during recall when it became relevant. Are plastic changes of synapses able to perform both roles, encode now and store forever?

Third, the role of plasticity in learning can now be better assessed with engram technology since it confers enough technical resolution to discriminate from its role in consolidation, recall, or storage. To illustrate this point with an example, studies based on engram technology have demonstrated that memory survives under certain types of amnesia. Though apparently lost, the memory is still retrievable by optogenetic reactivation, showing that the memory deficit is neither due to disruption of learning or storage mechanisms, but impaired recall (46, 121–125). It is now possible, as we discuss later, to precisely characterize the physiological process affected and call it by its name.

Creating the engrams

Engram technology has contributed to better understanding the role of synaptic and structural plasticity in the encoding of a memory. The use of engram technology has demonstrated that engram-to-engram synapses exhibit plasticity of synaptic strength. In the hippocampus, patch-clamp recording of excitatory postsynaptic currents in engram cells upon depolarization of presynaptic input cells showed that engram to engram synapses are specifically strengthened relative to nonengram synapses, showing higher excitatory postsynaptic current amplitude, a higher spontaneous excitatory postsynaptic current amplitude, and higher ratio AMPA to NMDA (46). Structurally, engram neurons also showed an increase in dendritic spine density (46, 126, 127). This increase in plasticity between engram cells has been validated and refined by Choi et al. using a more advanced methodology. By combining
engram technology with GFP Reconstitution Across Synaptic Partners (dual-eGRASP) technique (128), synapses between engram cells have been characterized. This work described that engram cells in CA1, a subarea of the hippocampus, establish more synapses with engram cells in CA3 than non- engram cells, and that the strength of memory expression correlates with the strength of the connections between these cells. Engram-to-gram cell synapses were potentiated since they showed an increase in the presynaptic transmitter release and AMPAR levels (129). Very recent studies also using dual-eGRASP from the same laboratory corroborated the increase in structural connectivity between engram cells in the auditory cortex to lateral amygdala circuit (130). Increases in structural plasticity and functional plasticity have been found specifically in engram-to-engram cells in many other circuits and areas: hippocampus to amygdala (127), cortex to amygdala (126, 131), or hippocampus to nucleus accumbens (132).

Neuronal allocation

If learning induces changes in a population of neurons that respond to an experience, then a question that must be answered is which neurons and why? In other words, what are the mechanisms that select neurons to form the engram?

One possibility is that a cue-specific afferent randomly activates a high excitable given ensemble that later becomes the engram (133). Artificial overexpression of the CREB in a subpopulation of neurons in the lateral amygdala increased preferential recruitment of these cells to the engram and enhanced auditory fear memory after training (38, 134). The transcription factor CREB, one of the best-studied genes in the memory field with a critical role in the late phase of LTP (L-LTP; see later), modulates intrinsic excitability (135, 136). Without increasing the size of the engram, CREB increases the intrinsic excitability of the neuron—the propensity to generate an action potential upon reception of the input (54). Concordantly with this hypothesis, it has been described how two experiences that occur close in time are encoded in overlapping populations, in such a way that recall of the first one will provoke the recall of the second one (137, 138). Cai et al. (137) recorded neuronal activity while the animals explored different contexts using in vivo calcium imaging, describing how the more separated in time the memories for two contexts were, the less overlapping their engrams are in the hippocampal region CA1. In aged mice, where neuronal excitability, as well as other forms of plasticity, is impaired, this overlapping phenomenon did not occur. Furthermore, the effect on overlapping and shared recall in aged mice was rescued with artificial activation of the neurons with designer receptors exclusively activated by designer drugs.

However, another study has shown that recall (and likely learning) increases engram excitability but does not increase the likelihood of memories being linked or coallocated (46, 139). Rather, it seems that increased excitability itself enhances short-term memory precision by increasing engram cell accessibility and the ability to discriminate between similar but distinguishable contexts (pattern separation), thus keeping similar experiences separated. Taken together, it seems that the overexpression of CREB influences the allocation of an engram to targeted cells and also alter the excitability state of those cells in parallel. What is the mechanism whereby natural learning decides to which neurons an engram is allocated?

While this question is largely unanswered, it is reasonable to hypothesize that the excitation state of cells at the time of learning may influence their probability of allocation to an engram. In other words, if a cell lies in an anatomical region that is innervated by a receptive field activated by a relevant perceptual experience, then its mode of excitation during that experience may influence how the engram is assembled. In addition, stable cellular properties, such as molecular subtype, location within the area (140, 141), or the age of the neuron (142), also likely determine which ones are selected to the engram. Recent studies using two-photon microscopy in engram cells have described preferential selection to neurons that receive more stable connections (143). Finally, the epigenetic stage of the cell also influences eligibility for recruitment to the engram (Box 2). Future studies that monitor neuronal

---

**Box 2. Epigenetic mechanisms in memory**

The environment can influence gene expression by modulating epigenetic mechanisms (298). Therefore, it is not surprising they play a role in memory function. Learning induces a battery of epigenetic changes, including reversible modulation of both histones and DNA. These include histone methylations (299, 300), histone acetylations (301), or DNA methylations (302–305) among others (reviewed in Refs. (306–309)). The resolution needed to understand the mechanisms at a singular memory level has been achieved by incorporating engram labeling technology into epigenetic tools.

A study of the epigenome architecture of engram cells based on the engram technology has indeed demonstrated that memory encoding modifies chromatin structure to increase the accessibility of chromatin on enhancers that will interact with promoters during memory recall (169). This way, engram cells become epigenetically primed after encoding. Later, during memory recall, when the engram is reactivated, the primed engram cells undergo transcriptional changes. This study demonstrates that the epigenetic modifications on the engram during learning are stable and persist. These results also confirm those reported by a parallel transcriptomic and epigenetic study of activated neurons. One hour after exploration of a novel context or an artificial activation triggered by kainic acid, activated hippocampal neurons reorganized their chromatin to allow accessibility of activity-regulated genes, enhancers, and transcription factors (310).

Another interesting example of understanding technology to understand epigenetic mechanisms in memory consolidation has been described by Gulmez Karaca et al. (311). Overexpression of the DNA methyltransferase 3a2 (Dnmt3a2) specifically in engram cells increased the precision of the engram reactivation during recall and strengthen memory in a context-specific manner. On the other hand, isoform Dnmt3a has been described to play a role in engram allocation; overexpression of Dnmt3a in a random sparse population of the DG increased intrinsic excitability and biased engram allocation toward them (312).

Finally, the storage of information at a cellular level by maintaining certain epigenetic signature has been hypothesized (313–315). The epigenetic code theory explains how, by means of epigenetic reversible modification of chromosomal regions and histones, it is possible to label activity states in a permanent way in the neuron (316). Crucially, these changes can be maintained by homeostatic mechanisms. It has been proposed that, after learning and plasticity take place and the gene expression changes and structural modifications have occurred, the neurons switch from a permissive epigenetic state to a maintenance transcriptome that facilitates the long-term storage of information (317).

These studies evidence that engram cells suffer important epigenetic regulations that control cellular processes behind learning, consolidation, and storage. Engram technology, and related methodologies, will continue to help us clarify these molecular mechanisms and answer the open questions in the field.
activity of ensembles longitudinally, before and after engram formation, and combine this analysis with physiological and structural analysis of the allocated cells will likely generate insights into the mechanisms of engram allocation.

**Synaptic allocation**

Another open question is how some synapses consolidate, whereas others stay available for learning-induced plasticity? This is the problem that has been commonly referred to as synaptic allocation or synaptic specificity (reviewed in Ref. (144)).

It has been suggested that synaptic specificity could be achieved thanks to the information that neurons share extrasynaptically. This noncanonical way of communication may confine plasticity mechanisms to particular synapses (21). Neurons communicate nonsynaptically via soluble factors (such as growth factors or cytokines), gap junctions (or electrical synapses) (see Ref. (145) for a review), tunneling nanotubes (see Ref. (146) for a review), or RNA-containing exosomes (see Ref. (147) for a review). Transmitted RNAs include coding RNAs (such as Arc) (148) or noncoding RNAs, particularly miRNAs and Piwi-interacting RNAs (piRNAs) (149) (see the later section). A particularly fascinating example is Arc (150), as it is trafficked interneuronally. Arc mRNA and protein appear to be self-assembled into virus-like capsids, released from neurons, and transferred into other cells. In the target cell, it is required for synaptic plasticity in the postsynaptic neuron and activity-dependent synapse formation in Drosophila (148, 151), which potentially explains how Arc could mediate synapse specificity. Since Arc expression is induced by synaptic activity, is located in the dendritic spine, and modulates local translation (152), it can be speculated that Arc plays a role in defining which synapses will be modulated by plasticity.

Either by extrasynaptic or synaptic communication, only specific synapses are formed between a given subset of engram cells after experiences. The specificity of the connections formed during learning has precisely been hypothesized to be the mechanism at the center of memory storage, as it will be discussed later (153, 154).

**Molecular and cellular mechanisms that allow the consolidation of the engram**

Memory consolidation is the mechanism that transforms temporary or short-term memories into stable long-term memories. It can be subdivided into two very different processes: synaptic consolidation (at the cellular level) and system consolidation (at the circuit level) (117). The first one involves biochemical and morphological changes at the synapses and in the cell, lasting from minutes to hours, with consequences even several weeks after (6, 155). On the other hand, system consolidation, which is out of the scope of this review as it does not necessitate a molecular explanation, involves the gradual reorganization of the engram from hippocampal to neocortical structures and takes from days to weeks (6, 80, 156). Overall, the final product of memory consolidation is the persistence of a modified synaptic structure and function.

During synaptic consolidation, the synapses that encoded the information after learning go through a group of plasticity mechanisms referred as the L-LTP (Fig. 5). This phase involves (1) activation of the protein synthesis machinery in both soma and dendrites (local translation) to translate pre-existing mRNA and (2) de novo mRNA transcription (25, 157–159). The increase in intracellular Ca2+ provoked by early-LTP activates signaling cascades mediated by PKA, PKC, and mitogen-activated protein kinases (MAPKs), which then activate transcription factors. The most studied one, CREB (discussed in previous sections), is a transcription factor that initiates transcription of a group of genes containing CREB-responsive elements (160). Rapidly, induced by CREB and other transcription factors such as C/EBP (161), in a tightly regulated way, a repertoire of genes gets transcribed. These include IEGs such as Arc, Homer, c-fos or Zif268, kinases such as CaMKII and protein kinase Mzeta, and cytoskeletal proteins (see Ref. (21) for a review).

How are these changes, occurring at the whole-cell level, able to specifically be targeted only at some synapses in the cell? A theory known as Synaptic Tagging and Capture (162, 163) has been proposed to explain this phenomenon. According to this theory, the activation of synapses during early-LTP tags the synapses and will induce the capture of plasticity-related proteins (PRPs), activated by the CaMKII–CREB pathway. Synapses in the same cell share PRPs. Therefore, a weak stimuli can induce L-LTP by tagging a synapse and then recruiting available PRPs derived from a strongly stimulated second synapse (144, 164).

**The repertoire of genes**

Engram technology has helped us understand how this de novo mRNA and protein synthesis modify the molecular profile of the engram synapses. Studies based on single-cell sequencing methods have characterized the transcriptomic response of engram cells (165) to identify changes associated with L-LTP. Attempts have studied engram cell transcriptomics using single-nuclei RNA-Seq, demonstrating that engram cell activation results in the expression of genes from the MAPK family, and IEG transcriptional regulators, such as Atf3, Egr1, Fosb, Homer1, and Junb (165). Further studies found a heterogeneous response within the population of engram cells, depending on the area and cell type. Even within the hippocampus, DG and CA1 neurons, as well as a subtype of inhibitory interneurons (vasoactive intestinal polypeptide positive neurons) show different profiles of gene expression after activation by learning (166). To investigate if the transcriptomic response supports reactivation during retrieval, mice were re-exposed to the same context 4 h after the first exposition. In the DG, subsets of engram cells express either (1) a characteristic early activation transcriptomic signature, (2) a late-activation signature still present 5 h after the experience, and, interestingly, (3) a particular signature that predicts that the particular engram cell will be reactivated upon exposure to the same context (166). The role of this functional response is still open to speculation.
During later consolidation into long-term memory, the transcriptomic profile of engram cells also undergoes changes. Thanks to the fact that engram cells can be permanently tagged, the mechanisms taking part in each stage of the memory process can be evaluated. Rao-Ruiz et al. (167) used RNA-Seq to demonstrate that, 1 day after training, engram cells activate a gene signature mediated mainly by CREB-induced genes. Weeks after learning, consolidated memory is known to be more dependent on cortical areas to be reactivated than on hippocampal areas (49, 156). As memory undergoes consolidation into cortical areas, engram cells, labeled in the medial prefrontal cortex 16 days after an experience is encoded, also activate specific transcriptional programs. As happens with postlearning transcriptomic profiles, consolidation transcriptomic profiles are also specific to cell type. They contain genes involved in transcriptional and translational regulation, vesicle exocytosis, transmembrane transport, dendritic spine organization, and long-range intracellular transport. Interestingly, the genes in this consolidation signature do not seem to be directly controlled by canonical transcriptional regulators, evidenced by the lack of regulatory motifs of Creb, Nfkb, Cbp, and C/ebp. Overall, this study demonstrates that activity-specific changes in engram cells occur during weeks after encoding (168). Finally, during recall, engram cells seem to exhibit a particular transcriptional program distinctive from the one associated with encoding (169), which is accompanied by an extensive chromatin reorganization, indicating epigenetic modulations are involved in the modification of the response (discussed in Box 2).

**Noncoding RNAs**

Gene expression can also be modulated during consolidation through noncoding RNAs. Located at the synapses, noncoding RNAs modify gene expression locally and adjust it to neuronal activity requirements. They modify mRNA stability and translation, regulate transcription and trigger epigenetic modifications (reviewed in Refs. (170, 171)). They
miRNAs bind to complementary mRNAs preventing their translation into proteins (172). They shape the cellular response after plasticity (reviewed in Ref. (173)) by targeting transcription factors. For example, neuronal activity in *Aplysia* increases expression of miRNA miR-124 that modulates Creb expression inducing plasticity changes, such as dendrite morphogenesis, synaptogenesis, and glutamate receptor modulation (174). miRNAs can also modulate synaptic plasticity through the protein complex translin/trax—two dendritic proteins with RNAse activity (175). Neuronal activity triggers the RNase activity of translin/trax, which then degrade miRNAs, releasing the silencing of PRPs (176)

A very particular subtype of noncoding RNAs, piRNAs, are small RNA molecules involved in repressing transposons (149, 177). In *Aplysia* neurons, the piRNA piR-F was shown to respond to the neurotransmitter serotonin, important for learning and plasticity, inducing the epigenetic silencing of transcription factor CREB2, which in turn provoked plasticity changes (178).

Finally, IncRNAs interact with RNA-binding proteins to remodel chromatin and modulate alternative splicing at the nuclear level. Locally at the synapses, IncRNAs control plasticity mechanisms by regulating mRNA stability and protein synthesis (179, 180), and its spatiotemporal regulation supports their role in synaptic specification. In an interesting example, the expression of the IncRNA BC1 has been proved inducible by neuronal activity in hippocampal primary cultures (181). Analysis of BC1 sequence allowed identification of a motif that interacts with the heterogeneous nuclear ribonucleoprotein A2 to drive BC1 exportation to the dendrite (182). Recently, an elegant study characterized a novel IncRNA, termed ADEPTR, involved in structural plasticity. ADEPTR was isolated from the synaptic fraction of hippocampal neuronal cultures treated with the secondary messenger cAMP. Using a loss-of-function analysis, knocking down of ADEPTR prevented the increase in the number of dendritic spines and in spontaneous excitatory postsynaptic currents measured by whole-cell patch clamp induced by neuronal activation *in vitro*. ADEPTR interacts with the actin-scaffolding regulators spectrin/ankyrin complex to drive them to the synapse and promote structural changes induced by activity (183).

**The cytoskeleton**

The activation of a neuron modifies the actin cytoskeleton architecture to modulate the structure, composition, and physiology of the synapses (reviewed in Refs. (115, 184)).

The cytoskeleton at the postsynaptic site is mainly formed by actin (185), and it shapes the dendritic spine, a structure that concentrates the functional components of the synapse (see the later section). Inside the spine, actin monomers (or G-actin) organize in filamentous polymers (F-actin) to form a branched network (186). F-actin polymerizes on the barbed end of the filament, whereas G-actin monomers disassemble at the other end, in a dynamic process. The velocity of polymerization and depolymerization of actin monomers, as well as their orientation and stability, determine the structure and stability of the dendritic spine, therefore modifying structural plasticity (187). Several neuropathies and disorders that lead to memory impairments have been associated with deficits in cytoskeletal function (188, 189).

Apart from being a structural component, actin modulates postsynaptic proteins in the postsynaptic density (PSD) in response to activation (190). The PSD is the area in the postsynaptic neuron located immediately opposite the presynaptic contact that organizes receptors, adhesion molecules, and signaling molecules (191). Actin is enriched at the PSD to anchor receptors *via* interaction with scaffolding proteins. On the other hand, actin depolymerization, in close interaction with lipids on the exterior side of the membrane, increases the motility of nonstabilized molecules at the PSD (192) and contributes to disperse AMPARs and NMDARs (193). On the presynaptic side, actin contributes to modulating the synaptic vesicle cycle and neurotransmitter release, organizing the fusion of synaptic vesicles with the active zone membrane (194).

The cytoskeleton dynamics are critical to consolidation mechanism of memories in engram cells. Engram cells express Rac1 during memory consolidation. One day after contextual fear conditioning, Rac1 expression was found in 80% of the engram population in CA1, labeled by engram technology, and was absent in nonengram cells. This expression, sustained for 10 days, induces the natural forgetting of the memory; and pharmacological inhibition of Rac1, as well as overexpression of its negative regulator α2-chimaerin, restored the manifestation of the memory, suggesting a recall deficit instead of consolidation or storage (195).

During memory consolidation, changes initiated by learning induce a more permanent and long-term adaptation, characterized by a regulation of gene expression and a structural reorganization and that culminate with an increase in synaptic plasticity and structural plasticity. Short-term memory becomes stabilized into long-term memory. But more importantly, besides which particular neurons or synapses (where) and the changes they undergo (how), an open question is *what is really the substrate of the information in the brain*. What is the change that grasps *specific information* for a certain experience in our brains?

**Molecular and cellular mechanisms that allow the persistence of the engram**

Learned information needs a solid system to be secured. As molecular and cellular mechanisms provide the basis for physiological mechanisms, which is the mechanism behind memory storage that maintain the information?

An early engram study provided a starting point to help clarify this question by demonstrating that L-LTP of synaptic strength is not strictly required for memory storage. Abolishing the mechanism of L-LTP by means of a protein synthesis inhibitor right after the encoding of an episodic memory did not alter its storage in the hippocampus. Injection of the protein synthesis inhibitor anisomycin induced amnesia to the mice, evidenced by the absence of freezing behavior in a context previously...
associated with a shock. Using optogenetics and engramar{s} specific technology, the engram, labeled with ChR2, was reactivated and the behavioral response elicited. In the absence of L-LTP, the presence of the memory was observed (46). In the amnesic mice, the increase in engram-to-gram connectivity strength was prevented, as well as the increase in spine density between engram cells, but memory was not lost. Therefore, memory must rely on storage in other changes that are independent of L-LTP (154). This study also evidences the necessity of a fine characterization of the elements of the memory process when interpreting molecular studies of memory. A subset of studies have replicated and advanced on these results (196–198).

A recent study based on genetic blockage of protein translation substantially expanded on these findings in the amygdala (198). In agreement with these findings, studies based on the use of amnesia-inducing drugs in Aplysia also demonstrated that memory does not depend on L-LTP to be stored (197). Other studies covered other types of amnesia, where memory was also hidden but not destroyed: Alzheimer’s disease (122–124) or infantile amnesia (121).

Storing as connections

If not synaptic plasticity, what then is the mechanism that retains the memory in the traces in the long term? At this point, it is important to make a distinction between plasticity mechanisms that modify synaptic weight (the strength of a particular synapse) and plasticity mechanisms that modify synaptic wiring (the flowchart diagram of connections in between neurons or structural plasticity) (23). One hypothesis is that memory is stored in the stable connectivity pattern between engram cells (153, 154), which remains unaltered in memories that can be reactivated by artificial (induced by light) but not natural recall (induced by contextual cues) (46). Molecular mechanisms involved in specifically creating and maintaining this connectivity are still to be fully understood. Two processes are particularly relevant: the formation of new connections and the activity of adhesion molecules specifying which connections must be formed.

**Formation of new connections**

New connections can be formed by (a) adding synapses to the system or synaptogenesis in between new or existing dendrites and/or axons or by (b) unsilencing synapses (Fig. 3).

Dendritic spines are bulbous shapes that connect to the dendrite by a neck and act as the postsynaptic component of excitatory synapses (199). They have been proposed to be relevant for memory storage since they undergo structural remodeling after plastic changes. Their remodeling, determined by the actin cytoskeleton (194), contributes to both modifying synaptic weight and synaptic wiring or connectivity. Dendritic turnover, although higher during development, also happens in adult brains (200–202). Rapidly formed after an experience, they have been suggested to act as a lasting structural ground for memory storage (203–205). Shape-wise thin-shaped spines have been associated with learning mechanisms (200, 206), whereas mushroom-shaped dendrites have been associated with memory storage since they anchor more postsynaptic molecules to their membrane (reviewed in Ref. (200)). Engram-specific manipulation demonstrated that the spine density of engram cells correlated with the temporal progression of the memories. A recent study based on eGRASP technology characterized spine morphology between engram neurons in the cortex to amygdala areas (130). Memory encoding was associated with higher spine size and that parameter correlated with the maintenance of memory (Fig. 3). After memory extinction (the targeted suppression of a learned behavioral response), spines returned to their original state (130). In the DG, engram cells showed a higher proportion of mushroom spines 5 days after encoding than engrams analyzed 24 h after encoding (169). Then hippocampal engram cells decrease their spine density as memory consolidates into a different area of the brain, the cortex, where engram neurons increase their spine density (49), which suggests that they associate with memory storage in a long term and ability to recall a memory.

New connections between engram cells might also be due to unsilencing synapses (Fig. 3). Silent synapses are synapses that are functionally silent—having NMDARs, they lack AMPA ones (207, 208). Supporting this view, engram cells have shown a higher presence of silent synapses than nonengram cells in the nucleus accumbens (209, 210), probably by means of internalizing AMPARs (211). Also supporting the role of unsilencing synapses in engram cells, overexpression of p21 kinase in engram cells increased the spine density and correlated with increased retention of memory in anisomycin-treated amnesic mice (212).

The dissociation between plasticity and storage poses the question of how L-LTP is necessary for the natural recall of memories (46). One explanation that has been proposed is that after memory is encoded, connections have been made, plasticity mechanisms distribute the synaptic weights to couple synaptic inputs with outputs to make memories accessible by recall (21). Pointing in the same direction, engram technology has shed light on the recall mechanism. Recall cues have been demonstrated to induce a rapid and transient increase in cell excitability in engram cells (139). Cellular excitability is an intrinsic cell property that allows the cell to generate an action potential in response to stimuli (213). By exposing the animals to a familiar context, the corresponding engram cells transiently upregulate excitability. Behaviorally, this temporal increase in excitability facilitates precision in context discrimination upon exposure to a context that resembles the first one and increases the efficiency in memory recall. Functionally, this effect is mediated by the internalization of Kir2.1 potassium channels (139). Concordantly with this hypothesis, it has been shown how interneurons also control engram cell reactivation, in an experience-dependent way: inhibitory interneurons in the amygdala silence engram cells to inactivate the recall of a nonrelevant memory (42).

The neural cell adhesion molecules

Molecular changes associated with memory are relevant not only for intracellular biology but also for transsynaptic interactions. Located in the presynaptic and postsynaptic...
membranes, cell adhesion molecules (CAMs) form bridges between cells (both from neuron to neuron and from neuron to glia) and between cells to extracellular matrix ligands. They regulate the formation of the initial contacts, stabilize the synapse and its maturation, and determine their strength (214). They physically anchor the synapses, recruit intracellular proteins to act as scaffolding, and control receptor trafficking. They also regulate molecular mechanisms involved in learning and plasticity: modulate gene transcription, activate transcription factors, regulate protein translation and regulate local protein synthesis (reviewed in Ref. (215)). Ultimately, they control neuronal morphology and network structure (216).

Many families of CAMs are involved in this complex synapse modulation: cadherins, protocadherins, immunoglobulin superfAMILY cell adhesion proteins (IgCAMs), integrins, and neurexins/neuroligins (217). Each of the subtypes of CAMs exhibits its particularities (see Ref. (214) for a review).

One of the best well-described adhesion molecules is the IgCAM neural cell adhesion molecule (NCAM). NCAM responds to neuronal activation upon experience (218). The homophilic interaction of NCAM triggers signal transduction pathways such as MAPK and Fyn kinases (215). These induce CREB phosphorylation (219), activation of other transcription factors such as NF-κB (220) and transcriptional changes, which culminates with LTP (221) and growth of neurites (222).

Other CAMs such as Dscam proteins (a subfamily of IgCAMs) or protocadherins (223, 224) play an important role in guiding neurons to their adequate synaptic partners. Interestingly, some of these superfamilies of CAMs exhibit a strikingly high level of diversity achieved by alternative splicing or a combination of differentially expressed isoforms (225). This high level of diversity gives them the potential to form the highly precise neural connections needed to achieve functional connectivity in the circuits formed—each neuron will find its partner (226, 227).

CAMs are necessary for the proper functioning of learning and memory, as evidenced by the multiple examples of memory affectations described by genetic or pharmacological manipulations (228). Indeed, the expression of adhesion molecules is upregulated in engram cells during consolidation. In the study discussed before, it was demonstrated that the expression of adhesion molecules such as neuroligins 1 and 3, and Ncam1 increases specifically in engram cells during memory consolidation (168). Interestingly, this modulation is mirrored by the regulation of their binding protein neurexin-1 in astrocytes (168), which may indicate crosstalk between glia and neurons to consolidate memories.

Information in a cell

Another solution for the storage problem poses that the information is stored inside the cell. Plasticity then would be responsible for quick changes that allow learning, whereas storage would happen at a nuclear level—securing long-term information (21, 229).

At the interphase of the psychology and neuroscience of memory, some authors have argued that learned information is stored in a molecular format inside the cell. Part of the motivation is the question of how organisms store integer numerical values such as memories of numbers (27, 28, 230) or conceptual representations (27, 231). In one study relevant to this perspective, Johansson et al. examined the classical eye-blink conditioning paradigm in a decerebrate ferret preparation. During one example of classical conditioning, such as the eye-blink response, an animal learns that at a particular time after a neutral cue is presented (i.e., a sound) or conditioned stimulus (CS), a second stimulus capable of provoking a response is delivered (i.e., an air puff that induces an eye blink), or unconditioned stimulus. This response is triggered by Purkinje cells in the cerebellar cortex, and it happens in a timely manner—they cease to fire and the animal blinks exactly at the time when they expect the air puff, after the sound (232). In a decerebrate ferret preparation, this learning process is electrophysiologically mimicked by direct stimulation of the relevant neurons, in substitution of the natural experience. By recording the firing of Purkinje cells with microelectrodes and stimulating the CS-carrying and unconditioned stimulus—carrying afferents (mossy and climbing fibers, respectively), the authors demonstrated that the Purkinje cells themselves were able to learn “when” after the CS they had to trigger the behavioral response. That is, the time information was somehow coded inside the Purkinje cell (233).

Studies made on the worm planaria have suggested that non-neuronal cells are also able to store information (234). Planarians have the ability to regenerate their brain after decapitation. Worms trained with a conditioning protocol where a shock was associated with light were able to retain the memory after decapitation and brain regeneration (235). More recently, similar results were obtained with more rigorous methods (236), confirming that headless worm fragments contained the memory of a familiar environment. Neoblasts (stem cells) have been hypothesized to carry the information, probably as epigenetic changes (Box 2) (237).

If memory relies on cell-autonomous processes (totally or partially), then the crucial question is where inside the cell is it encoded. Hypotheses of molecules that store memory information date back to the 1960s (238), inspired by the deciphering of the DNA code. Candidate coding substrates include DNA, RNA, epigenetic modifications (Box 2), peptides, or protein modifications (27, 229, 239, 240).

In a surprising study by Bédécarrats et al., the injection of RNA extracts from sensitized Aplysia snails enhanced the behavioral response to training in naïve animals. Donor individuals were exposed to long-term sensitization, a well-established protocol that involves the delivery of spaced tail shocks for 2 consecutive days. This training provokes a change in behavior in the animals, an enhancement in the siphon-withdrawal reflex, or sensitization. Immediately after testing the response of trained individuals, RNA from the whole nervous system was extracted and injected into receptor-naïve animals. About 24 h after the injection, recipient animals that
received RNA from trained donors, but not control donors, showed sensitization. This effect is dependent on DNA methylation, since injection of the receptor animals with the DNA methyltransferase inhibitor RG-108 prevented the sensitization. This effect has been provocatively attributed to the transfer of noncoding molecules of RNA that are able to induce epigenetic modifications and prime the behavioral response to experience of receptor animals (241). However, while a modification of a behavioral response was demonstrated, this study did not investigate the transfer of steady-state RNA of trained animals, but RNA was taken from animals immediately after they recalled the experience.

Going even further, some authors have suggested that RNA may not only store information but also computationally process information thanks to its secondary structures. In other words, RNA would not be a static reserve of experiences in the cell, but a system that can compute information, transforming different inputs into outputs (242).

Regardless of the proposed biochemical substrate, if information is stored through a molecular code inside cells, then it must be accessible in a way that is compatible (if not advantageous) with memory function. A clear physiological mechanism would be essential to handle information stored inside the cell. This postulated mechanism would translate the information inside one or more given cells to allow learning, further sustain memory progress toward consolidation, retain information for long periods, and reactivate pertinent pieces of information when these are needed during recall. On top of that, the system must assure that all this occurs in an information-specific way—this is, only the relevant code-bearing cells, and not others, would be screened for that particular experience. Finally, the mechanism must be compatible with the behavioral timescale of memory—both for rapid learning and recall. It must allow immediate transit of information in and out of the cell but with a long-lasting effect, quickly writable and readable but secure enough. Although theoretically it might be feasible, substantial evidence would be necessary to validate such hypothetical mechanism.

**Information outside the cell**

It has been hypothesized that information could be stored at the hole pattern left by perineuronal nets (PNNs) (243). PNNs are very specialized extracellular matrix structures that surround the soma and proximal neurites of mature neurons and glia in the brain, leaving holes where synapses are established (244, 245). PNNs are initially formed right after critical periods (early developmental points when plasticity levels are high and experiences have a strong influence over the brain wiring) (246, 247). PNNs are formed by a mesh of extracellular matrix molecules, including chondroitin sulfate proteoglycans, hyaluronan, tenascin-R, and link proteins. Produced by neurons and glia (246, 248), they contribute to restricting synaptic plasticity (249, 250). The formation of PNNs and its composition are dynamic and responds to neuronal activity, not only in development (245, 249, 251) but also during adulthood (252).

The mechanism by which PNNs restrict neuronal plasticity is not fully understood. It is proposed that by forming a physical constrain around neurons, the lateral diffusion of AMPARs along the membrane is limited (244, 253). At the same time, PNNs are normally associated with inhibitory interneurons (254, 255). Deficient formation of PNNs provokes defects in inhibition over excitatory cells, which in turn increases excitatory transmission (256, 257). Surrounding excitatory neurons in the hippocampus, PNNs have also been found to respond to early life enrichment by restricting synaptic plasticity (258). Pharmacological degradation of PNNs in the hippocampus allowed plasticity modification of synapses that normally do not exhibit typical LTP (258).

The formation of PNNs has been demonstrated to be important for memory function. Injection of chondroitinase ABC (an enzyme that degrades PNNs) in the amygdala 1 day before contextual fear conditioning decreased reinstatement of an extinguished fear memory. This is the process by which fear memories recover spontaneously after time (259, 260). These results indicate that PNNs are required at the time of learning, but not at the time of consolidation, to form memories that are later resistant to time. A similar effect occurred in the hippocampus and cortex (261, 262). Interestingly, learning or recall of recent memories were not affected by the lack of PNNs (262).

Since PNNs restrict plasticity and stabilize and protect memories from erasure (248), and because they are formed by components with a very low turnover and long life (263), they have been proposed as a mechanism to reliably store memory (243). The structure formed by PNNs at the time of learning would be then maintained and protected for longer periods to stabilize the synaptic connections that encode a particular memory. Still, much work needs to be done to reveal how the PNNs dialog with synapses and how they respond to experience.

**The writers of the code?**

Finally, the role of non-neuronal cell types in memory processes is crucial, though often neglected. If we understand the information as written in connections between neurons, one possibility is that immune cells are the writers that shape how the information is written. Following the hypothesis that memory is encoded in the connectivity pattern between engram cells, then the non-neuronal cells are located at an exceptional place to modify wiring plasticity and sculpt these connections (264).

Microglial cells are the patrolling immune cells in the brain parenchyma that rapidly activate and proliferate in response to insults (265). Several pathologies and disorders correlate with an impaired function of the homeostatic role of microglial cells, such as neurodegenerative diseases (Alzheimer’s disease), neurodevelopmental disorders (autism spectrum disorder), or even aging (266–269). Microglial cells also respond to neuronal activation (270) and remodel the pattern of connections between neurons during development and adulthood (see Ref. (271) for a review). Engram technology was used to demonstrate that microglia engulf engram synapses, seemingly
contributing to the forgetting of a specific memory. In this pioneering study, a month after an engram for a fearful memory had been formed, synapses labeled with an engram-specific marker were found within microglial cells. Ablation of microglial population with microglia-specific diphtheria toxin or inactivation of microglial phagocytic activity with the drug minocycline prevented forgetting in mice. Overall, indicating microglial control of engram persistence (272). Microglial activation provides a credible mechanism for manipulating both memory access and engram informational structure through the refinement of engram cell connectivity patterns.

Astrocytes are glial cells that govern many structural, metabolic, and homeostatic processes. Since they tile the central nervous system and interact with blood vessels, astrocytes provide metabolic support to neurons; they supply the energy necessary for the long-lasting changes that underlie memory formation and regulate neurometabolism (reviewed in Refs. (273, 274)). In particular, lactate supply from astrocytes sustains the de novo translation in the L-LTP during memory consolidation and is therefore required for long-lasting mechanisms of memory maintenance (275). Astrocytes also modulate synaptic activity by releasing molecules that signal into neurons known as gliotransmitters and by clearing out neurotransmitters from the synaptic zone (reviewed in Refs. (276, 277)). This has important implications for memory function. Artificial activation of the astrocytes in CA1 by chemogenetic tools induced spontaneous neuronal activity and de novo LTP in CA3 to CA1 synapses. Part of the mechanism that mediates the effect is NMDAR activation by D-serine secreted by astrocytes. Activated during learning through both optogenetic and chemogenetic methods in a contextual fear conditioning paradigm, astrocytes induced an enhancement in early memory retrieval (278), indicating that they modulate the formation of the task-specific engrams. Astrocytic activation during memory formation also impaired remote memory recall by disrupting hippocampal-cortical connections (279, 280), an interaction between areas that is central for the long-term consolidation of the memory (49, 156).

Oligodendrocytes are glial cells that form the protective myelin sheath around axons in the central nervous system (281–283). Neuronal activity induced by an experience triggers oligodendrocyte proliferation and myelination of active axons (284, 285). This oligodendroglial axonal support is required for memory consolidation, as evidenced by the study of mutant mice with deficits in oligodendrogenesis. By inhibiting the increase in de novo oligodendrogenesis after training without affecting existing oligodendrocytes, remote memory consolidation was impaired (285), probably by improper engram reactivation (286). Pharmacological treatment that induced myelin formation was able to prevent the forgetting of the memory over time (286), indicating a relevant role of oligodendrocytes in memory consolidation. Finally, specific transcriptomic programs associated with memory consolidation have been also described in non-neuronal cell types (168).

Precisely because they respond to neuronal activation, regulate synaptic transmission, and engulf synapses, non-neuronal cell types are uniquely suited to modulate engram cell biology. Non-neuronal cells precisely sculpt the wiring diagram and synaptic plasticity changes between engram cells that is necessary for structural and synaptic plasticity and ultimately, for memory function. Future studies that integrate engram cell labeling with glial cell biology should prove fruitful.

Conclusions and open questions

Supported by an extensive and solid base of knowledge about memory achieved by classical studies, engram studies pioneered new discoveries that have helped us clarify some of the key organizing principles of memory.

We now know that learning activates a group of neurons and induces on them a set of physical changes to form the engram. During learning, these engram cells exhibit plasticity of their synaptic strengths—the connections between them get strengthened. CAMs get redistributed, ion channels get directed to the membrane, and epigenetic mechanisms are triggered. A sparse population of neurons, and only a subset of synapses within them, exhibits these changes and get recruited to an engram, influenced by factors such as excitation state or cell type. During memory consolidation, the transition from short-term to long-term memory, a large and heterogeneous repertoire of gene expression is induced. The long-term storage of memory information is still ultimately a mystery. Some theories point to storage at connectivity patterns between engram cells—controlled by processes, such as synaptogenesis, synapse elimination, or unsilencing of synapses, whereas others point to the storage of the information through diverse molecular mechanisms inside the cell. Whole-cell plasticity mechanisms clearly contribute to information storage in engram cells but are likely insufficient to account for the full breadth of memory complexity in animals (139, 287–290). Finally, non-neuronal cell types are able to modify engram function and must be accounted for in memory processes.

Despite the tremendous efforts in the field to clarify the molecular basis of memory processes, some very important questions remain unanswered:

- What are the essential biochemical changes or features of engram cells that account for information specificity? How does one singular memory get recalled when it is behaviorally relevant?
- How are the molecular mechanisms in memory systems not only flexible to allow immediate and quick learning but also persistent to store information during long-lasting periods? How are the systems compatible with allowing new learning involving modification of synapses while maintaining a trustworthy transcript of past experiences?
- Where is the information stored for long-term? Is there such thing as a memory code? If the engram cells bear the mnemonic information, what is physically the substrate of that code? Can the experience of specific memories, and
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crucially not others, be transmitted as can be done with
generic information? And what is/are the associated mechan-
ism/s that the code needs to function—where is the DNA
double helix of memory information?

• What is the role of traditionally less considered homeostatic
processes, such as neurometabolism and thermodynamic
efficiency in learning and memory?

Despite half a century of research, we are still only scratching
the surface of the molecular basis for memory function. In this
review, we have proposed that by keeping clearly defined
questions in mind, we can find sensible ways of utilizing new
techologies to experimentally test different theories of memory
function. A comprehensive neurobiological account of memory
requires a separation of different aspects and stages of mne-
omonic function and also a differentiation of enabling mecha-
nisms (e.g., for constructing or reading engrams), from the
biological substrate of information storage itself. Future
research will determine which features ultimately depend on
molecular explanations, and whether those mechanisms
crucially work within cells or between cells.
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