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Abstract

Do boundedly rational players learn to choose equilibrium strategies as they play a game repeatedly? A large literature in behavioral game theory has proposed and experimentally tested various learning algorithms, but a comparative analysis of their equilibrium convergence properties is lacking. In this paper we analyze Experience-Weighted Attraction (EWA), which generalizes fictitious play, best-response dynamics, reinforcement learning and also replicator dynamics. Studying $2 \times 2$ games for tractability, we recover some well-known results in the limiting cases in which EWA reduces to the learning rules that it generalizes, but also obtain new results for other parameterizations. For example, we show that in coordination games EWA may only converge to the Pareto-efficient equilibrium, never reaching the Pareto-inefficient one; that in Prisoner Dilemma games it may converge to fixed points of mutual cooperation; and that, depending on how players weigh new payoffs against previously experienced payoffs, limit cycles or chaotic dynamics are more likely with longer or shorter memory of previous play.
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1 Introduction

In this paper we study boundedly rational players engaging in an infinitely repeated game. In this game, players update their stage-game strategies after every round using an adaptive learning rule. We determine when players converge to a Nash Equilibrium (NE), when they converge to a stationary state that is not a NE, or when the learning dynamics never converge to any fixed point, asymptotically following either a limit cycle or a chaotic attractor.

More specifically, we analyze the learning dynamics of Experience-Weighted Attraction (EWA) (Camerer and Ho, 1999). EWA is attractive for several reasons. From an experimental point of view, EWA has been shown to describe the behavior of real players relatively well in several classes of games, and is still widely used to model behavior in experiments. Our analysis, therefore, provides theoretical guidance on the learning dynamics that can be expected in experiments. From a theoretical point of view, EWA is attractive because it generalizes four well-known learning rules. Indeed, for some limiting values of its parameters, it reduces to best response dynamics, various forms of fictitious play (Fudenberg and Levine, 1998), reinforcement learning and also a generalized two-population replicator dynamics with finite memory (Sato and Crutchfield, 2003). Understanding the learning behavior under EWA makes it possible to generalize results about these four simpler learning algorithms by interpolating between the respective parameterizations. This yields new phenomena that may not be observed in the limiting cases.

We focus our analysis on 2-player games in which the same two players are repeatedly matched every time step to play the same stage game, which has two actions available per player. These are known as $2 \times 2$ games. We choose $2 \times 2$ games because they encompass many of the strategic tensions that are typically studied by game theorists, and they are also simple enough to allow a comprehensive analytical characterization of the learning behavior under some parameterizations of EWA. While we are not able to provide a closed-form solution for all combinations of games and learning parameters, the parameterizations where we do provide a solution cover most previously studied cases and the transitions between them. We therefore go in the direction of providing a “taxonomy” of learning dynamics in $2 \times 2$ games, for a family of learning rules and for any payoff matrix.

In the limiting parameterizations at which EWA reduces to the learning rules that it generalizes, we recover well-known results. For example, our analysis shows that fictitious play always converges to one of the NE in $2 \times 2$ games (Miyazawa, 1961). In particular, in Matching Pennies games, fictitious play converges to the mixed-strategy NE in the center of the strategy space, where players randomize between Heads and Tails with the same probability. On the contrary, in the limiting case at which EWA reduces to two-population replicator dynamics, it circles around the Matching Pennies equilibrium, which is also in line with the literature (Hofbauer and Sigmund, 1998).

EWA parameters estimated from experimental data, however, rarely correspond to these limiting parameterizations, and are instead in the interior of the parameter space (Camerer and Ho, 1999). This empirical fact makes it relevant to understand what happens for generic values of the parameters. Leaving the “borders” of the parameter space also yields several interesting new phenomena. For example, considering again Matching Pennies games, and the fictitious play and replicator dynamics learning rules, the role of memory in promoting convergence to equilibrium is not trivial. In fictitious play, longer memory makes convergence to equilibria more likely. Indeed, while the standard version of fictitious play, which has infinite memory, always converges to the mixed NE of Matching Pennies, a finite-memory version of fictitious play does not. Conversely, standard (two-population) replicator dynamics, which has infinite memory, does not converge to the mixed NE, while, we show, a finite memory generalization does.

How is it possible that longer memory promotes equilibrium convergence in fictitious play, while it has the opposite effect in replicator dynamics? Our analysis of EWA learning makes sense of this difference, and identifies a precise boundary in the parameter space at which the effect of memory on stability flips sign. We show that it depends on the rate of growth of two key components of EWA, experience and attraction. When these two quantities grow at the same rate, as in fictitious play, players take a weighted average
of previously experienced payoffs and new payoffs, and longer memory means that new payoffs are weighted less. So, longer memory intuitively promotes stability. Conversely, when experience does not grow or grows slower than attractions, longer memory does not imply that new payoffs are weighted less. In this case, it is shorter memory that promotes convergence, because quickly forgetting past payoffs makes it more likely that the players just randomize between their actions, without any player being strongly attracted towards Heads or Tails.

Another concrete example of the usefulness of going beyond the limiting cases of EWA is in understanding convergence to Pareto-inefficient equilibria in $2 \times 2$ coordination games. Such games have two pure NE that can be Pareto-ranked. With simple learning rules such as fictitious play or replicator dynamics, the Pareto-inefficient NE is always locally stable. This means that if the players start sufficiently close to that equilibrium, they remain there forever. Our analysis shows that for certain values of the EWA parameters, and/or for very strong inefficiencies (i.e., the Pareto-optimal NE is clearly superior to the other NE), the Pareto-inefficient NE may cease to be locally stable. In other words, players would never remain stuck there, and always converge to the Pareto-optimal NE.

A final example concerns Prisoner Dilemma games. (In these games, our restriction to stage-game strategies may be less realistic than for the other games we study in this paper. Indeed, history-dependent strategies such as Tit-For-Tat have repeatedly been shown to be experimentally relevant.) Under best response dynamics, fictitious play, and replicator dynamics, action profiles in which both players cooperate are never locally stable. This is because, under these three rules, players always consider forgone payoffs. If they start cooperating, when considering forgone payoffs they realize that, by unilaterally switching to defect, they may obtain higher payoffs. Under reinforcement learning, however, cooperation fixed points can be locally stable. This was shown by Macy and Flache (2002) under the name of stochastic collusion: Because in reinforcement learning players do not consider forgone payoffs, they do not realize that switching to defect yields better payoff, and so cooperation can be a stable outcome. Usefully, one of the EWA parameters interpolates between the extremes at which the players fully consider or ignore forgone payoffs. This makes it possible to precisely determine the point at which mutual cooperation ceases to be a stable outcome, depending on this parameter and on the payoffs.

From a practical point of view, our challenge is to characterize a 13-dimensional parameter space, composed of the eight payoffs that fully determine a $2 \times 2$ game, the four EWA parameters, and the choice of the learning rule, which can be deterministic or stochastic (see below). Our plan for the exploration of the parameter space is modular: We first consider a baseline scenario with a minimal number of free parameters, and then we study various extensions that involve varying the parameters that are fixed in the baseline scenario. Due to the strong non-linearity of EWA, we cannot provide a general closed-form solution for each parameter combination. However, we provide an example in which learning behavior in a part of the parameter space that we do not explicitly explore can be qualitatively understood on the basis of the scenarios that we study.

We start introducing the notation and defining the relevant classes of $2 \times 2$ games in Section 2. We then define the EWA learning rule in Section 3. After that, in Section 4 we give a qualitative overview of the main results, placing them in the context of the scenario analysis.
literature. This overview is more detailed than the one given in the introduction, and is meant to provide a deeper understanding of the results once the relevant notation has been introduced, without the need to dive into the technicalities of the mathematical analysis. We then discuss some simplifications that help the analysis and lay out a plan for the exploration of the parameter space in Section 5. Next, we analyze a baseline scenario in Section 6 and we consider the dimensions of the parameter space that are not included in the baseline scenario in Section 7. Section 8 concludes. Most mathematical proofs are in the appendices, and additional results can be found in the Supplementary Appendix.

2 Classes of $2 \times 2$ games

Despite being very simple, $2 \times 2$ games encompass many of the strategic tensions that are studied by game theorists. In the following, we classify $2 \times 2$ games into some classes that correspond to some of these strategic tensions, and that help understand the outcome of learning dynamics.

We consider two-player, two-action games. We index the two players by $\mu \in \{\text{Row} = R, \text{Column} = C\}$ and write $s_i^\mu$ for the two actions of player $\mu$, with $i = 1, 2$. As usual we write $-\mu$ for the opponent of player $\mu$. When the two players choose actions $s_i^\mu$ and $s_j^{-\mu}$ player $\mu$ receives payoff $\Pi^\mu(s_i^\mu, s_j^{-\mu})$ and her opponent receives payoff $\Pi^{-\mu}(s_i^\mu, s_j^{-\mu})$. This can be encoded in a $2 \times 2$ bi-matrix of payoffs $\Pi$,

$$
\begin{array}{cc}
    s_1^R & s_2^R \\
    s_1^C & b, g \\
    s_2^C & c, f \\
\end{array}
$$

where the element in position $(s_i^R, s_j^C)$ indicates the payoffs $\Pi^R(s_i^R, s_j^C), \Pi^C(s_i^R, s_j^C)$. For example, if the two players play actions $s_1^R$ and $s_2^C$, the payoffs are $b$ to player Row, and $g$ to player Column.

In the course of learning the two players can play mixed strategies, i.e. player $R$ plays action $s_i^R$ with probability $x$, and action $s_2^R$ with probability $1-x$. Similarly, player Column plays $s_1^C$ with probability $y$ and $s_2^C$ with probability $1-y$. The (time-dependent) strategy of player $R$ is encoded in the variable $x(t)$, and that of player Column by $y(t)$. Each of these variables is constrained to the interval between zero and one.

Based on the properties of the game one wants to look at, it is possible to construct several classifications of $2 \times 2$ games. Perhaps the most famous classification was proposed by Rapoport and Guyer (1966), who constructed all distinct games that can be obtained by ordering the payoffs of the two players in all possible ways. Our analysis below shows that, for many choices of the parameters, we do not need such a fine-grained classification of payoff matrices to build intuition into the outcome of EWA learning dynamics. It is instead enough to consider the pairwise ordering of the payoffs to one player when the action of the opponent is kept fixed. These comparisons are for example between $a$ and $c$ for player $R$, when the action of Column is fixed to $s_1^C$, and $b$ versus $d$ when Column’s action is fixed to $s_2^C$. In principle there are $2^4 = 16$ such pairwise orderings. For our purposes we can group these orderings into 4 classes, as illustrated in Table 1. These classes are also distinguished by the number, type and position of Nash equilibria.

**Coordination and anticoordination games.** These correspond to the orderings $a > c$, $b < d$, $e > g$, $f < h$ (coordination games), and $a < c$, $b > d$, $e < g$, $f > h$ (anticoordination games).\[4\] Coordination games have two pure strategy NE, one at $(s_1^R, s_1^C)$ and the

\[4\]Our classification is relatively standard, for example it is very close to the one in Chapter 10 of Hofbauer and Sigmund (1998). Anticoordination and coordination games can be seen as equivalent, as each type of game can be obtained from the other by relabeling one action of one player (e.g. rename $s_1^R$ into $s_2^R$ and vice versa). However,
| Class of game | Payoffs | Nash Equilibria | Example |
|---------------|---------|----------------|---------|
| Coordination  | \(a > c, b < d,\) \(\text{and} e > g, f < h.\) | Two pure strategy \((s_R^1, s_C^1), (s_R^2, s_C^2)\) and one mixed strategy NE. | ![Coordination NE](image) \(\Pi = \begin{pmatrix} 5, 5 & 1, 1 \\ 1, 1 & 4, 4 \end{pmatrix}\) |
| Anticoordination | \(a < c, b > d,\) \(\text{and} e < g, f > h.\) | Two pure strategy \((s_R^1, s_C^2), (s_R^2, s_C^1)\) and one mixed strategy NE. | ![Anticoordination NE](image) \(\Pi = \begin{pmatrix} 1, 1 & 5, 4 \\ 4, 5 & 1, 1 \end{pmatrix}\) |
| Cyclic | \(a > c, e < g,\) \(b < d, f > h;\) \(a < c, e > g,\) \(b > d, f < h.\) | Unique mixed strategy NE. | ![Cyclic NE](image) \(\Pi = \begin{pmatrix} 5, -5 & 1, 1 \\ 1, 1 & -4, -4 \end{pmatrix}\) |
| Dominance-solvable | \(a > c, e > g,\) \(b > d, f > h,\) \(\text{and all other 11 orderings.}\) | Unique pure strategy NE. | ![Dominance-solvable NE](image) \(\Pi = \begin{pmatrix} 1, 1 & 3, 0 \\ 0, 3 & 2, 2 \end{pmatrix}\) |

Table 1: Relevant classes of two-person, two-action games. The classes of games are defined from the pairwise ordering of the payoffs or, equivalently, from the number, type and position of Nash equilibria. For each class of games, we also provide an example payoff matrix \(\Pi\) and the positions of the NE in the space defined by the probabilities \(x\) and \(y\) to play actions \(s_R^1\) and \(s_C^1\) respectively.

Other at \((s_R^2, s_C^2)\). In addition there is one mixed strategy NE. Two well-known examples of coordination games are Stag-Hunt and Battle of the Sexes [Osborne and Rubinstein, 1994]. Anticoordination games also have two pure strategy and one mixed strategy NE, but at the pure strategy NE the players choose strategies with different labels, i.e. \((s_R^1, s_C^1)\) and \((s_R^2, s_C^2)\). A well-known example of an anticoordination game is Chicken.

**Cyclic games.** These correspond to the orderings \(a > c, e < g, b < d, f > h\) or \(a < c, e > g, b > d, f < h.\) Games of this type are characterized by a cycle of best replies. For example, if one considers the first set of orderings, the best response to \(s_R^1\) is for Column to play \(s_C^2.\) In response Row would choose \(s_R^2,\) Column would then play \(s_C^1,\) and the process would never converge to a fixed point. Cyclic games have a unique mixed strategy NE and no pure strategy NE. The prototypical cyclic game is Matching Pennies, which is a zero-sum game, but cyclic games in general need not be zero- or constant-sum.

**Dominance-solvable games.** These comprise the remaining orderings. These games have a unique pure strategy NE, which can be obtained via elimination of dominated strategies. For instance, if \(a > c, e > g, b > d, f > h,\) the NE is \((s_R^1, s_C^1)\). The well-known Prisoners’ Dilemma is a \(2 \times 2\) dominance-solvable game. (The dominance-solvable game shown in Table 1 is a Prisoner Dilemma.)

Part of our analysis will be based on symmetric games, and once the constraint of symmetry is enforced some properties of anticoordination and coordination games become different. Therefore, for clarity of exposition we keep coordination games distinct from anticoordination games.
3 Experience-Weighted Attraction learning

Experience-Weighted Attraction (EWA) has been introduced by [Camerer and Ho (1999)] to generalize two wide classes of learning rules, namely reinforcement learning and belief learning. Players using reinforcement learning are typically assumed to choose their actions based on the performance that these actions yielded in past play. Conversely, players using belief learning choose their actions by constructing a mental model of the actions that they think their opponent will play, and responding to this belief. [Camerer and Ho (1999)] showed that these two classes of learning rules are limiting cases of a more general learning rule, EWA. The connection lies in whether players consider forgone payoffs in their update. If they do, for some parameters EWA reduces to belief learning. If they do not, it reduces to reinforcement learning. EWA interpolates between these two extremes and allows for more general learning specifications.

We consider a game repeatedly played at discrete times $t = 1, 2, 3, \ldots$. In EWA, players update two state variables at each time step. The first variable, $N(t)$, is interpreted as experience, as it grows monotonically as the game is played. The main intuition behind experience is that, the more the game is played, the less players may want to consider new payoffs obtained by playing certain actions, relative to their past experience with playing those same actions. The second variable, $Q^\mu(t)$, is the attraction that player $\mu$ has towards action $s^\mu$ (there is one attraction for each action). Attractions increase or decrease depending on whether realized or forgone payoffs are positive or negative.

More formally, experience $N(t)$ updates as follows:

$$N(t) = \rho N(t - 1) + 1.$$  \hspace{1cm} (2)

In the above equation, each round of the game increases experience by one unit, although previous experience is discounted by a factor $\rho$. When $\rho = 0$, experience never increases, while $\rho = 1$ indicates that experience grows unbounded. For all other values $\rho \in (0, 1)$, $N(t)$ eventually converges to a steady state given by $N^* = 1/(1 - \rho)$.

Attractions are updated after every round of the game as follows:

$$Q^\mu(t) = \frac{(1 - \alpha)N(t - 1)Q^\mu(t - 1)}{N(t)} + \frac{[\delta + (1 - \delta)I(s^\mu, s^{\mu'})I^\mu(s^\mu, s^{-\mu}(t))]}{N(t)}.$$  \hspace{1cm} (3)

The first term discounts previous attractions. The memory-loss parameter $\alpha \in [0, 1]$ determines how quickly previous attractions are discounted: when $\alpha = 1$ the player immediately forgets all previous attractions, while $\alpha = 0$ indicates no discounting. The second term in Eq. (3) is the gain or loss in attraction for action $s^\mu$.

The term $I^\mu(s^\mu, s^{\mu'}(t))$ is the payoff that player $\mu$ would have obtained from playing action $s^\mu$ against the action $s^{\mu'}(t)$ actually chosen by the other player at time $t$. We note that we have not specified whether $\mu$ has actually played $s^\mu$ or not. The parameter $\delta \in [0, 1]$ controls how the attractions of $\mu$’s actions are updated, depending on whether player $\mu$ did or did not play a particular action. The term $I(s^\mu, s^{\mu'}(t))$ is the indicator function, and returns one if player $\mu$ played their action $s^\mu$ at time $t$, and zero otherwise. Therefore, if $\delta = 1$, player $\mu$’s attractions for all of their actions are updated with equal weight, no matter what action $\mu$ played. That is, players take into account foregone payoffs. If, on the other hand, $\delta = 0$, attractions are only updated for actions that were actually played. Intermediate values $0 < \delta < 1$ interpolate between these extremes.

Irrespective of whether players consider forgone payoffs, the second term in Eq. (3) is small when experience $N(t)$ is large. This formalizes the intuition mentioned above, that players with a lot of experience may give little weight to newly experienced payoffs. In the updating of experience, Eq. (2), we follow [Ho et al. (2007)] and redefine the parameter $\rho$ as $\rho = (1 - \alpha)(1 - \kappa)$. This redefinition is useful because the parameter $\kappa \in [0, 1]$ makes it possible to more clearly interpolate between the various learning rules that EWA generalizes (see Section 5.1). Because $\kappa$ determines $\rho$ once $\alpha$ is fixed, we refer to $\kappa$ as the discount rate of experience.

---

6This is without loss of generality if $\kappa$ is unrestricted, because, except for $\alpha = 1$, it is possible to obtain any
In EWA, the mixed strategies are determined from the attractions using a logit rule, see Camerer and Ho (1999). For example, the probability for player Row to play pure strategy $s^R_1$ at time $t$ is given by

$$x(t) = \frac{e^{\beta Q^R_1(t)}}{e^{\beta Q^R_1(t)} + e^{\beta Q^R_2(t)}},$$

and a similar expression holds for $y(t)$. The parameter $\beta \geq 0$ is often referred to as the intensity of choice in discrete choice models; it quantifies how much the players take into account the attractions for the different actions when they choose their actions. In the limit $\beta \to \infty$, for example, the players strictly choose the action with the largest attraction. For $\beta = 0$, the attractions are irrelevant, and the players select among their actions randomly with equal probabilities.

### 3.1 Special cases of EWA

Here, we present the parameter restrictions at which EWA reduces to the learning rules it generalizes (Figure 1).

When $\delta = 0$, EWA reduces to reinforcement learning. In general, reinforcement learning corresponds to the idea that players update their attractions only considering the payoff they received, and so ignore forgone payoffs. Various specifications of reinforcement learning have been considered in the literature. For example, in Erev and Roth (1998) attractions map linearly to probabilities, while Mookherjee and Sopher (1994) consider the logit mapping in Eq. (4). Depending on the value of $\kappa$, it is possible to have average reinforcement learning when $\kappa = 0$, or cumulative reinforcement learning when $\kappa = 1$. The difference between the two cases is that in average reinforcement players consider a weighted average of the payoff experienced in a given round and of past attractions, while in cumulative reinforcement they accumulate all payoffs without discounting past attractions.

The case $\alpha = 1$, $\beta = +\infty$, $\delta = 1$, for all values of $\kappa \in [0, 1]$, is best response dynamics. Under best response dynamics, each player only considers her opponent’s last move (complete memory loss of previous performance, $\alpha = 1$), and plays her best response to that move with certainty ($\beta = +\infty$). Playing the best response generally requires fully taking into account the action that the player did not play in the previous round of the game ($\delta = 1$).

Figure 1: Learning rules generalized by EWA. In this figure, on the left we show three EWA parameters: memory loss $\alpha$, payoff sensitivity $\beta$ and discount on experience $\kappa$. We fix the remaining parameter, the weight given to forgone payoffs $\delta$, to $\delta = 1$. On the right, we fix $\kappa = 1$ and show the remaining parameters $\alpha$, $\beta$, $\kappa$. See the main text for more details and a discussion on the learning rules.
The case $\alpha = 0$, $\beta = +\infty$, $\delta = 1$ (and $\kappa = 0$) corresponds to fictitious play. Differently from best response dynamics, players have infinite memory and best respond to the empirical distribution of actions of their opponent, which they take as an estimate of the opponent’s mixed strategy. Fictitious play was proposed by Brown (1951) and Robinson (1951) as a method for finding the NE of a game and was later interpreted as a learning rule. Relaxing the assumption of infinite memory, the case with $\alpha \in (0, 1)$ corresponds to weighted fictitious play, as more recent history of play carries greater weight in estimating the opponent’s mixed strategy. Conversely, if $\alpha = 0$ but $\beta < +\infty$, the players do not choose with certainty the action with highest attraction and we have instead stochastic fictitious play.

Both best-response dynamics and fictitious play are instances of belief learning, as in both cases players form beliefs about their opponent and respond to these beliefs. This may not be apparent from Eq. (3), which updates attractions in a way that more closely resembles reinforcement learning. Yet, Camerer and Ho (1999) show that the dynamics of expected payoffs given beliefs is identical to the EWA dynamics as long as $\delta = 1$ and $\kappa = 0$. The first condition is intuitive: for computing expected payoffs, players need to consider both the actions that they played and the actions that they did not play. The second condition is more technical: it requires that attractions and experience are discounted at the same rate.

Another learning dynamics that EWA generalizes is replicator dynamics. The limit $\beta \to 0$, with $\alpha = 0$, $\delta = 1$ and $\kappa \in (0, 1]$, leads to two-population replicator dynamics (see Supplementary Appendix S1 for a derivation). Assuming instead that $\alpha$ is positive but small, i.e. $\alpha \to 0$ (s.t. the ratio $\alpha/\beta$ is finite) we obtain a generalized two-population replicator dynamics with finite memory, originally proposed by Sato and Crutchfield (2003).

Finally, when $\alpha = 1$, $\delta = 1$ and $\kappa = 1$, EWA is a discrete-time version of the so-called logit dynamics; when $\alpha = 0$, $\delta = 1$ and $\kappa = 1$, it reduces to the so-called imitative or i-logit dynamics. It should be noted, however, that both of these dynamics are generally studied in continuous time (Sandholm 2010).

4 Overview

We proceed with an overview. Our goal is to give the reader a deeper understanding of the results and of their place in the literature than in the introduction, without the need to dive into the technicalities of the mathematical analysis starting in Section 5. We discuss how leaving the borders of the parameter space in Figure 1 gives new insights that would be missed when focusing on the learning algorithms that EWA generalizes.

We start from the case $\kappa = 0$, $\delta = 1$. This corresponds to the lower plane in the left panel of Figure 1, where EWA reduces to various forms of belief learning. Here, it is well-known that best-response dynamics always converges to pure strategy NE in all dominance-solvable games; it can converge to pure equilibria in coordination and anticoordination games, but depending on the initial condition it may also “jump” back and forth between the pure strategy profiles that are not equilibria; and it always cycles around the pure strategy profiles in cyclic games. Instead, fictitious play converges to (one of) the NE in all non-degenerate $2 \times 2$ games (Miyazawa 1961; Monderer and Sela 1996). This is no longer true in weighted fictitious play, as Stahl (1988) showed that this learning process does not converge in cyclic games, but it does converge to NE in all other $2 \times 2$ games. Finally, in the case of stochastic fictitious play, learning converges to Quantal Response Equilibria (McKelvey and Palfrey 1995, Pfenninger and Kreps 1993, Benaim and Hirsch 1999), fixed points in the interior of

$7$Finally, the combination of finite memory and finite intensity of choice, i.e. $\alpha \in (0, 1)$, $\beta < +\infty$, $\delta = 1$ (again with $\kappa = 0$), results in weighted stochastic fictitious play.

$8$Camerer and Ho (1999) also discuss restrictions on the initial conditions of experience and attractions, $N(0)$ and $Q^p(0)$. Initial conditions are also important to understand experimental play. In this paper we focus on the long-run dynamics of EWA for analytical tractability, so we do not stress the importance of initial conditions.

$9$Our derivation is different from Börgers and Sarin (1997) and Hopkins (2002) because these authors consider one of the versions of reinforcement learning proposed in Erev and Roth (1998), in which attractions map linearly to probabilities. We use instead a logit form. As a result, we get a different continuous time limit.
We consider four cuts through the parameter space shown in Figure 1. In particular, we consider the planes defined by the restrictions $\kappa = 0, \delta = 1$; $\kappa = 1, \delta = 1$; $\kappa = 0.25, \alpha = 1$; and $\kappa = 1, \alpha = 0$. For three games, we consider all possibilities for the asymptotic outcome of learning. (i) In cyan areas, learning converges to one of multiple pure NE; (ii) in blue zones, it converges to one of multiple fixed points that are located “close” to pure NE or at alternative pure strategy profiles; (iii) in orange areas, it converges to a unique pure strategy NE; (iv) in yellow zones, learning reaches a unique fixed point located close to a pure NE or at another pure strategy profile; (v) in green areas, it converges to a fixed point in the center of the strategy space; (vi) in red areas, it does not converge to any fixed point. On the right, we show the parameter restrictions at which EWA reduces to the algorithms that it generalizes.

Another interesting case is the upper plane in Figure 1(left), corresponding to $\kappa = 1$ and $\delta = 1$. Here, EWA reduces to best-response dynamics, to the logit dynamics and to replicator dynamics. The logit dynamics reaches Quantal Response Equilibria in coordination and dominance games, and features a supercritical Hopf bifurcation in cyclic games (Sandholm 2010). Standard (two-population) replicator dynamics is fully characterized in $2 \times 2$ games (Hofbauer and Sigmund 1998) (Chapter 10). It converges to NE in all $2 \times 2$ games, except in cyclic ones, where it cycles around the unique mixed strategy NE.

Weighted fictitious play has also been sparsely studied. Cheung and Friedman (1997) experimentally test a population dynamics version of weighted stochastic fictitious play. They also show theoretically a transition between cycling and convergence to equilibrium for a certain value of the parameter $\beta$. Benaïm et al. (2009) study weighted stochastic fictitious play too, but take the limits $\alpha \to 0, \beta \to \infty$, and find convergence to a solution concept they propose.

9
Again, our analysis reproduces these results. For instance, it is possible to see that the only fixed point at \( \alpha = 1 \) loses stability for a finite value of \( \beta \), suggesting that a Hopf bifurcation may be occurring. Our analysis also makes it possible to obtain new results. In coordination and dominance games, we see that the fixed point properties change as a linear function of \( \alpha \) and \( \beta \), i.e. it is the ratio \( \alpha/\beta \) that matters. This is also true in the lower left rectangle of the \((\alpha, \beta)\) plane that represents replicator dynamics with finite memory. Moreover, this learning rule always converges to the unique mixed fixed point of cyclic games, in contrast with standard replicator dynamics that circles around the same fixed point (this result is not apparent from the figure, as one needs to take the limit \( \alpha \to 0, \beta \to 0 \), s.t. \( \alpha/\beta \) is finite). Interestingly, in this case shorter memory makes it more likely that the fixed point is stable, in contrast with the case of weighted stochastic fictitious play \((\kappa = 0, \delta = 1)\).

The effect of memory on stability becomes even more ambiguous in the \( \kappa = 0.25, \delta = 1 \) plane. Here, for a value of \( \beta \) that is compatible with both the green and red regions (i.e. a horizontal line in the \((\alpha, \beta)\) plane that cuts the boundary between the two regions twice), shorter or longer memory could make the unique mixed fixed point unstable. The invention in slope of the function defining the boundary occurs precisely at \( \alpha = \kappa = 0.25 \). In coordination and dominance games, the characteristics of fixed points are in between the \( \kappa = 0 \) and \( \kappa = 1 \) cases.

Finally, we fix \( \kappa = 1 \) and \( \alpha = 0 \), and explore the \((\delta, \beta)\) plane. In this case, the parameter \( \beta \) has no effect on fixed points, which are instead determined by \( \delta \). In coordination games, for \( \delta > 1/5 \), the EWA dynamics always converges to one of the two pure NE. However, when \( \delta < 1/5 \), it can converge to fixed points corresponding to the two remaining pure strategy profiles. More interestingly, the same convergence to fixed points that are not NE occurs in the Prisoner Dilemma dominance-solvable game that we consider. For \( \delta > 2/3 \), the only fixed point of the learning dynamics is the \((s_1^R, s_2^C)\) action profile, which is also the unique NE of the game. This NE is Pareto inferior to \((s_2^R, s_2^C)\), but players cannot coordinate on the Pareto-optimal action profile because they consider forgone payoffs for not deviating to \( s_1^R \) or \( s_2^C \). However, when \( \delta < 2/3 \), they ignore forgone payoffs “enough” to make \((s_2^R, s_2^C)\) a stable fixed point. A similar argument was given by Macy (1991) and Macy and Flache (2002), who analyze the closely related Bush-Mosteller learning algorithm (Bush and Mosteller 1955), focusing on Prisoner Dilemma games. They introduce the concept of stochastic collusion: Two players converge to a cooperation fixed point and keep cooperating because they do not realize that unilateral defection would be more rewarding. In a different context, our analysis reproduces this result. (As noted in the introduction, our result is most likely to be experimentally relevant if the learning dynamics is interpreted as representing one-shot interactions in a large population of learning agents.) A final point is that, in the cyclic game shown in Figure 2, learning converges to one of multiple pure strategy profiles when \( \delta < 0.25 \). In other cyclic games, it may converge to one of a variety of fixed points located both on the edges and in the center of the strategy space (Section 7.3).

5 Preliminary steps

In this section we prepare for our analysis of the outcomes of EWA learning. We first discuss a number of simplifications that help the analysis (Section 5.1). We then introduce our plan for the exploration of the parameter space (Section 5.2).

5.1 Simplifications

As a first simplification, we focus on the long-time outcome of learning, and assume that experience \( N(t) \) takes its fixed-point value \( N^* = 1/(1 - (1 - \alpha)(1 - \kappa)) \). This assumption is valid at long times as long as \((1 - \alpha)(1 - \kappa) < 1\) \(^\footnote{This restriction is always valid unless \( \alpha = 0 \) and \( \kappa = 0 \), as in standard and weighted fictitious play. However, it is possible to ex-post recover the convergence properties of these learning rules by taking the limit \( \alpha \to 0 \) in the stability analysis (see Section 7.2).}\) but in practice, for most values of the
parameters, $N^*$ is reached after a few time steps.

Substituting the above fixed point into (3), the update rule becomes

$$Q_i^t(t) = (1 - \alpha)Q_i^t(t - 1) + [1 - (1 - \alpha)(1 - \kappa)] \left[ \delta + (1 - \delta)I(s_i^t, s^t(t)) \right] \Pi^t(s_i^t, s^t(t)). \tag{5}$$

Our second simplification is to take a deterministic limit of the learning dynamics. Normally, learning dynamics are intrinsically stochastic. Indeed, when learning from playing a game repeatedly, during each round players can only observe one action of their opponent, and not her mixed strategy. The action that the opponent chooses is sampled stochastically from her mixed strategy vector, so the learning dynamics is inherently noisy. In this paper, by “deterministic approximation” we mean that the players play against each other an infinite number of times before updating their attractions, so that the empirical frequency of their actions corresponds to their mixed strategy. This sort of argument was already made by [Crawford 1974] and justified by [Conlisk 1993] in terms of fictitious “two-rooms experiments”: The players only interact through a computer console and need to specify several actions before they know the actions of their opponent. This assumption is useful from a theoretical point of view and does not affect the results in most cases (Section 7.4): the only difference when noise is allowed is a blurring of the dynamical properties.

We write $Q^R_i(y(t))$ for the expected payoff to player Row from playing pure strategy $s^R_i$ at time $t$, given that player Column plays mixed strategy $y(t)$. For example, for $s^R_i = s^R_{i1}$, the expected payoff is $Q^R_i(y(t)) = xy(t) + b(1 - y(t))$. Similarly, we write $Q^C_i(x(t))$ for the expected payoff for player Column from playing action $s^C_i$, for a fixed mixed strategy $x(t)$ of player Row. The indicator function $I(s^R_i, s^C_i(t))$ can be replaced by the corresponding mixed strategy component, so for example $I(s^R_i, s^R_i(t)) \rightarrow x(t)$.

It is possible to combine Eqs. (4) and (5) and to formulate a closed map for $x(t), y(t)$.

$$x(t + 1) = \frac{x(t)(1 - \alpha e^{\beta \kappa} \delta + (1 - \delta)x(t)) \Pi^C_i(y(t))}{x(t)(1 - \alpha e^{\beta \kappa} \delta + (1 - \delta)x(t)) \Pi^C_i(y(t)) + (1 - x(t))(1 - \alpha e^{\beta \kappa} \delta + (1 - \delta)(1 - x(t)) \Pi^C_i(y(t)))},$$

$$y(t + 1) = \frac{y(t)(1 - \alpha e^{\beta \kappa} \delta + (1 - \delta)y(t)) \Pi^C_i(x(t))}{y(t)(1 - \alpha e^{\beta \kappa} \delta + (1 - \delta)y(t)) \Pi^C_i(x(t)) + (1 - y(t))(1 - \alpha e^{\beta \kappa} \delta + (1 - \delta)(1 - y(t)) \Pi^C_i(x(t)))}, \tag{6}$$

where $\bar{\kappa} = 1 - (1 - \alpha)(1 - \kappa)$.

We can obtain a continuous-time version of Eq. (3) by taking the limit $\alpha \rightarrow 0$ and $\beta \rightarrow 0$, such that the ratio $\alpha / \beta$ is finite. Further details can be found in Supplementary Appendix S1. When $\delta = 1$ and $\alpha = 0$, with $\beta \rightarrow 0$, EWA learning reduces to the standard form of the replicator dynamics. When $\alpha > 0$ (although small), EWA reduces to a generalized form of the replicator dynamics with finite memory ([Sato and Crutchfield 2003] [Galla and Farmer 2013]).

Our third simplification is only valid when players fully consider forgone payoffs, i.e. $\delta = 1$. In this case, it is possible to introduce a coordinate transformation that simplifies the dynamics, and helps to make the study of EWA analytically tractable. Specifically, we introduce the transformation

$$\tilde{x} = -\frac{1}{2} \ln \left( \frac{1}{x} - 1 \right),$$

$$\tilde{y} = -\frac{1}{2} \ln \left( \frac{1}{y} - 1 \right), \tag{7}$$

only valid for $x, y$ within the interior of the strategy space, $x, y \in (0, 1)$. Mathematically, this transformation of coordinates is a diffeomorphism; it leaves properties of the dynamical

[Bloomfield 1994] implemented this idea in an experimental setup. [Cheung and Friedman 1997] also consider a matching protocol and a population setting in which the players are matched with all players from the other population. This has a similar effect in eliciting mixed strategies.
system such as Jacobian or Lyapunov exponents unchanged (Ott, 2002). The original coordinates are restricted to \( x(t) \in (0, 1) \) and \( y(t) \in (0, 1) \), the transformed coordinates instead take values on the entire real axis. Pure strategies \((x, y) \in \{(0, 0), (0, 1), (1, 0), (1, 1)\}\) in the original coordinates map to \((\tilde{x}, \tilde{y}) \in \{(-\infty, -\infty), (\pm\infty, \pm\infty)\}\) in the transformed coordinates, with \(0\) mapping to \(-\infty\) and \(1\) mapping to \(+\infty\) (but for these values the transformation is not valid).

In terms of the transformed coordinates (and assuming \( \delta = 1 \)), the map (6) reads

\[
\tilde{x}(t + 1) = (1 - \alpha)\tilde{x}(t) + \beta[1 - (1 - \alpha)(1 - \kappa)](A \tanh \tilde{y}(t) + B),
\]
\[
\tilde{y}(t + 1) = (1 - \alpha)\tilde{y}(t) + \beta[1 - (1 - \alpha)(1 - \kappa)](C \tanh \tilde{x}(t) + D),
\]

where

\[
A = \frac{1}{4}(a + d - b - c),
\]
\[
B = \frac{1}{4}(a + b - c - d),
\]
\[
C = \frac{1}{4}(e + h - f - g),
\]
\[
D = \frac{1}{4}(e + f - g - h).
\]

Eq. (8) underlines that, when \( \delta = 1 \), the game only enters through the four payoff combinations \( A, B, C \) and \( D \). Broadly speaking, a positive value of the parameter \( A \) indicates the preference of player Row for outcomes of the type \((s^R_1, s^R_2)\) or \((s^R_2, s^R_1)\) relative to outcomes \((s^R_1, s^C_2)\) and \((s^R_2, s^C_1)\). Similarly, positive values of \( C \) indicate the preference of player Column for the outcomes \((s^R_1, s^C_1)\) or \((s^R_2, s^C_2)\). These action combinations are the ones on the main diagonal of the payoff matrix. If instead \( A \) is negative, player Row prefers off-diagonal combinations in the payoff matrix, and similarly player Column prefers off-diagonal combinations when \( C \) is negative. The strength of these preferences for diagonal or off-diagonal combinations are determined by the modulus \(|A|\) for player Row and by \(|C|\) for player Column. The parameter \( B \) is a measure for the dominance of player Row’s first action over her second, and similarly \( D \) measures the dominance of player Column’s first action over her second.

The class of a \( 2 \times 2 \) game can also be established based on \( A, B, C \) and \( D \).

**Proposition 1.** Consider a 2-player, 2-action game. The following statements hold:

(i) The game is dominance solvable if \(|B| > |A|\) or \(|D| > |C|\);
(ii) If none of the conditions in (i) hold, and in addition \( A > 0, C > 0 \) the payoff matrix describes a coordination game;
(iii) If none of the conditions in (i) hold, and in addition \( A < 0, C < 0 \) the payoff matrix describes an anticoordination game;
(iv) If none of the conditions in (i) hold, and \( A \) and \( C \) have opposite signs (i.e. \( AC < 0 \)) the game is cyclic.

To prove Proposition 1, it is sufficient to check that the restrictions on \( A, B, C \) and \( D \) translate into the inequalities in the second column of Table 2 and that viceversa the same inequalities imply the conditions on \( A, B, C \) and \( D \). We give a proof in Supplementary Appendix S2.1.

### 5.2 Plan for the exploration of the parameter space

Our challenge is to characterize learning behavior in a 13-dimensional parameter space (the eight payoffs \( a, b, c, d, e, f, g, h \); the four learning parameters \( \alpha, \beta, \delta \) and \( \kappa \); and the specification of the learning rule, which can be deterministic or stochastic).

Due to non-linearity of EWA, we cannot obtain a closed-form characterization of the learning dynamics as a function of all parameter combinations. Therefore, we follow the modular strategy outlined in Table 2. In Section 6 we start with a baseline scenario in
Table 2: Plan for the exploration of the parameter space. Where the parameters are not set to any value (—), it means that in principle we fully analyze the dynamics for each value that the parameter can take. We start from a baseline scenario in which only four parameters are not fixed. We then follow a modular strategy, as in each case we explore the effect of varying one or more parameters at a time. For example, the case that we name “arbitrary payoffs” explores the effect of relaxing the constraints $A = \pm C$ and $B = \pm D$. In all cases with $\delta = 1$ the payoffs can be reduced to the combinations $A, B, C, D$, so we indicate these parameters only; for the scenario that we name “reinforcement learning”, this is not possible and so we indicate instead all payoffs $a, b, c, d, e, f, g, h$. The last two columns show whether the learning rule is stochastic (STOCH) or deterministic (DET), and whether our results are analytical (AN), obtained from simulations (SIM) or both (AN-SIM).

6 Baseline scenario

We first analyze the asymptotic dynamics of EWA learning for the baseline scenario described in Table 2. In Section 6.1 we analyze the existence and stability of fixed points, while in 6.2 we simulate the learning dynamics in settings where all fixed points are unstable.
6.1 Fixed point analysis

6.1.1 Pure-strategy fixed points

As can be seen in Eq. (6), all pure strategy profiles are EWA fixed points. Intuitively, a pure strategy profile \( i, j \) corresponds to infinite propensities \( Q^R_i \) and \( Q^C_j \), and finite changes in propensities (Eq. 5) have no effect. However, unless \( \alpha = 0 \), all pure strategy fixed points are unstable. (If \( \alpha = 0 \), only the Nash equilibria are stable pure strategy fixed points.) This is stated in the following proposition:

**Proposition 2.** Consider a generic \( 2 \times 2 \) game and the EWA learning dynamics in Eq. (6), with \( \delta = 1 \) and \( \kappa = 1 \). All profiles of pure strategies, \( (x, y) \in \{(0, 0), (0, 1), (1, 0), (1, 1)\} \) are fixed points of EWA. For positive memory loss, \( \alpha > 0 \), these fixed points are always unstable. When \( \alpha = 0 \), the pure-strategy fixed points are stable if they are also NE, and unstable if they are not NE.

The proof of Proposition 2 can be found in Appendix A.

6.1.2 Mixed-strategy fixed points in symmetric games

EWA also has one or three mixed strategy fixed points, that is, fixed points in the interior of the strategy space. In the following, we characterize existence and stability of the mixed strategy fixed points. For convenience, we start from the case of symmetric games: this implies \( A = C \) and \( B = D \).

The location of the mixed strategy fixed points in the transformed coordinates, \((\tilde{x}^*, \tilde{y}^*)\) can be obtained from rearranging Eq. (8). The fixed points are the solutions to \( \tilde{x}^* = \Psi^R(\tilde{x}^*) \) and \( \tilde{y}^* = \Psi^C(\tilde{y}^*) \), where

\[
\Psi^R(\tilde{x}^*) = \frac{\beta}{\alpha} \left[ A \tanh \left( \frac{\beta}{\alpha} (C \tanh \tilde{x}^* + D) \right) + B \right], \quad (10)
\]

\[
\Psi^C(\tilde{y}^*) = \frac{\beta}{\alpha} \left[ C \tanh \left( \frac{\beta}{\alpha} (A \tanh \tilde{y}^* + B) \right) + D \right].
\]

It is already possible to note that the EWA parameters \( \alpha \) and \( \beta \) combine as the ratio \( \alpha/\beta \). This justifies the linear shape of the transitions in the \((\alpha, \beta)\) plane of Figure 2 in coordination and dominance games (for \( \kappa = 1, \delta = 1 \)). Moreover, there is a scaling equivalence between increasing \( \alpha/\beta \) or decreasing the payoff combinations \( A, B, C, D \), as multiplying \( \alpha/\beta \) by a constant and dividing the payoffs by the same constant leaves the fixed point equations unchanged.

**Fixed points and linear stability analysis**

Because in symmetric games \( A = C \) and \( B = D \), in turn \( \Psi^R(\cdot) = \Psi^C(\cdot) = \Psi(\cdot) \). Depending on the class of the game and learning parameters, there can be either one or three mixed strategy fixed points.\(^{13}\)

The Jacobian of the map in the transformed coordinates (obtained from Eq. (8)) is given by

\[
J|_{\tilde{x}^*, \tilde{y}^*} = \left( \begin{array}{cc}
1 - \alpha & A\beta \\
A\alpha & \frac{A\beta}{\cosh^2(\tilde{y}^*)}
\end{array} \right) \right), \quad (11)
\]

\(^{13}\)In a symmetric game the identity of the players does not matter, i.e. the payoff to player \( \mu \) from playing action \( s^\mu_i \) against action \( s^\mu_j \) does not depend on \( \mu \). In formula, this means that \( \Pi^R(s^R_i, s^R_j) = \Pi^C(s^C_i, s^C_j) \), so \( A = C \) and \( B = D \). We stress that in this paper symmetric games are just a special case to simplify the analysis, there is nothing else special about symmetry.

\(^{14}\)While \( \tilde{x}^* = \Psi(\tilde{x}^*) \) and \( \tilde{y}^* = \Psi(\tilde{y}^*) \) implies that \( \tilde{x}^* \) and \( \tilde{y}^* \) take the same values, the pairs \((\tilde{x}^*, \tilde{y}^*)\) are found by replacing the values in the original fixed point equations (8). In particular, when there are three solutions to Eq. (8), so that \( \tilde{x}^* \) and \( \tilde{y}^* \) can take three values, the pairs \((\tilde{x}^*, \tilde{y}^*)\) need not be such that \( \tilde{x}^* = \tilde{y}^* \).
and its eigenvalues are

$$\lambda_{\pm} = 1 - \alpha \pm |A| \beta \frac{1}{\cosh(\tilde{x}^*) \cosh(\tilde{y}^*)}. \quad (12)$$

The fixed point is stable if $|\lambda_{\pm}| < 1$. After some algebra this results in the stability condition

$$\frac{\alpha}{\beta} \cosh(\tilde{x}^*) \cosh(\tilde{y}^*) - |A| \geq 0. \quad (13)$$

**Location and stability of fixed points**

We can now analyze the existence, location and stability of fixed points as we vary $A$ and $B$, while holding $\alpha/\beta = 1$. (Again, up to this point only the combinations $(\beta/\alpha)A$ and $(\beta/\alpha)B$ matter, so changing the value of $\alpha/\beta$ is equivalent to rescaling the payoffs.) It is in general not possible to obtain a closed-form solution for $\tilde{x}^*$. Therefore, we first explore the parameter space by solving Eq. (8) numerically, and then provide some results for a number of limiting cases in which it is possible to obtain a closed-form solution.

Figure 3 shows the properties of the fixed points as we vary $A$ and $B$, including a few typical examples.

*Unique fixed point near pure strategy NE:* In case (a) of Figure 3 the payoff matrix describes a dominance-solvable game, in which actions $s_R^2$ and $s_C^2$ are strictly dominated by actions $s_R^1$ and $s_C^1$. The fixed point is indicated by a green circle, and is located at $(x^*, y^*) = (0.95, 0.95)$, very close to the unique pure strategy NE at $(1, 1)$ (solid triangle). The fixed point is stable. As discussed in Section 6.1.1, all pure-strategy profiles are unstable fixed points (cyan circles).

*Multiple stable fixed points near pure-strategy NE:* Cases (b) and (d) are examples of anticoordination and coordination games respectively. Each of the two games has three NE, as is indicated by the triangles. In each example one NE involves a mixed strategy, and the other two equilibria are pure-strategy NE. In both cases the values of $A$ and $B$ are such that there are three fixed points of EWA learning. For both examples there exist a “central” fixed point, located near the mixed-strategy NE and unstable under the learning dynamics (cyan circle near the centre of strategy space), and two stable “lateral” fixed points.

The important difference between the two cases is that in (b) both pure-strategy NE are also Pareto equilibria, whereas in (d) $(s_R^1, s_C^1)$ is both a NE and a Pareto equilibrium. This generates the asymmetry between the $A > 0$ and $A < 0$ semiplanes. When $A > 0$ and $B$ gets larger, the payoff discrepancy between the Pareto-efficient NE and the Pareto-inefficient NE increases. The stable lateral fixed point closest to the Pareto-inefficient NE collides with the unstable central fixed point, generating a fold bifurcation in which both fixed points disappear. Effectively, positive memory loss and non-infinite payoff sensitivity prevent the learning dynamics from getting stuck in a “local minimum”, and help reaching the Pareto-efficient NE.

*Unique fixed point away from pure-strategy NE:* Case (c) corresponds to a dominance game like (a), but the payoffs are smaller than in the previous example. As the payoffs are smaller, there are less incentives to learn: the only stable fixed point of EWA learning is closer to the centre of strategy space than in case (a).

*Analytical results:* We proceed with some analytical results for a number of specific cases. We first set $B = 0$. The boundaries between the blue and green areas in Fig. 3 is then found at $A = -1$ and

---

15 Note that the discrepancy between coordination and anticoordination games here is an artifact of the symmetry assumption $A = C$ and $B = D$. Indeed, an anticoordination game with payoff matrix

\[
\begin{pmatrix}
1, 1 & 5, 5 \\
4, 4 & 1, 1
\end{pmatrix}
\]

is asymmetric, but perfectly equivalent to case (d) in terms of Pareto-efficiency. See also footnote 5.
Figure 3: Quantitative characterization of the parameter space in the special case $A = C$, $B = D$ (symmetric games), for fixed $\alpha/\beta = 1$. The solid black lines in the figure separate the regions of anti-coordination games, dominance-solvable games and coordination games. The different colors are associated with different learning dynamics. In the blue region, there exist multiple stable (mixed-strategy) fixed points. In the green/yellow area there is only one stable fixed point. Through a linear interpolation the color gradient reflects the distance of the fixed point from the center of the strategy space: as the point in the $(A, B)$ plane becomes more yellow, the fixed point becomes closer to a pure strategy profile. The annotations from (a) to (d) on the borders refer to specific games shown on the right. For each game, we show its payoff matrix, the values of $A$ and $B$, and the position and stability of fixed points in the $(x, y)$ plane. Green circles are stable fixed points; cyan circles are unstable fixed points; grey triangles are NE.

$A = 1$. Mathematically, these boundaries mark the point at which the lateral fixed points cease to exist (they are present in the blue areas, but not in the green area). Calculating the slope of $\Psi(u)$ at $u = 0$, one shows that the lateral fixed points do not exist if

$$\frac{\beta}{\alpha} |A| \leq 1,$$

leading immediately to the boundaries $A = \pm 1$ in Figure 3 ($\alpha/\beta = 1$ in the figure).

When $\frac{\beta}{\alpha} |A| \to +\infty$, $\Psi(\tilde{x}^\star)$ approaches a step function equal to $-\frac{\beta}{\alpha} |A|$ in the negative domain and to $\frac{\beta}{\alpha} |A|$ in the positive domain, so the intersections with the $\tilde{x}^\star$ line occur precisely at $\tilde{x}^\star = 0$ and $\tilde{x}^\star = \pm \frac{\beta}{\alpha} |A|$. Recalling the mapping from the transformed coordinates to the original coordinates, these intersections correspond to $x = 0$, $x = 1/2$ and $x = 1$. By using the same argument for $y$, it is easy to see that the fixed points are the pure strategy NE of the coordination/anticoordination game and the mixed equilibrium in the center of the strategy space. In Figure 3, cases (b) and (d) approximate this situation.

We now consider $B \neq 0$. If $\frac{\beta}{\alpha} |B| \to +\infty$ and $B \gg A$, $\Psi(\tilde{x}^\star)$ is completely flat and equal to $\Psi(0) = \frac{\beta}{\alpha} B$. This is also the position of the unique fixed point $\tilde{x}^\star$. As $\tilde{x}^\star \to \pm \infty$ (depending on the sign of $B$), $x \to 0, 1$ and the fixed point corresponds to the unique pure strategy NE. Case (a) in Figure 3 approximates this situation.

Stability is addressed in the following proposition.

**Proposition 3.** In symmetric $2 \times 2$ games and with the learning parameters taking values as in the baseline scenario (Table 2) the following holds:

(i) if $B = 0$ and $\frac{\beta}{\alpha} |A| \leq 1$, the unique central fixed point is stable.

(ii) if $B = 0$ and $\frac{\beta}{\alpha} |A| \to +\infty$ or $\frac{\beta}{\alpha} |A| \to +\infty$, the central fixed point becomes unstable and the lateral fixed points are stable. In particular, at $\frac{\beta}{\alpha} |A| = 1$ a supercritical pitchfork bifurcation occurs.

(iii) if $\frac{\beta}{\alpha} |B| \to +\infty$ and $B \gg A$, the unique fixed point is stable.
The proof is in Appendix B. In sum, in symmetric $2 \times 2$ games at least one fixed point is always stable, at least in the limiting cases covered in the proposition (but the numerical analysis above suggests that the results in the proposition also hold for intermediate values).

6.1.3 Mixed-strategy fixed points in asymmetric games

We focus on a specific type of asymmetric games in which the asymmetry only stems from the sign of the payoffs. These games are defined by the condition $\Pi^R(s^R_i, s^C_j) = -\Pi^C(s^R_j, s^C_i)$, which implies $A = -C$, $B = -D$. Note that this condition does not generally define zero-sum games, which are rather defined by the equality $\Pi^R(s^R_i, s^C_j) = -\Pi^C(s^R_j, s^C_i)$. Under this definition, if $B > A$ the game is dominance-solvable, but if $A > B$ we have a cyclic game.

Fixed points and stability:

As in the previous section, we first write down the conditions for the existence and stability of fixed points, and then study their properties as we vary the learning parameters and the payoffs.

When $A = -C$, Eqs. (10) have at most one solution, as the functions on the right hand side monotonically decrease. Moreover, if $B \neq 0$ we generally have $\tilde{x}^* \neq \tilde{y}^*$. The eigenvalues of the Jacobian (11) are complex and of the form

$$\lambda_{\pm} = 1 - \alpha \pm \frac{\beta |A|}{\cosh(\tilde{x}^*) \cosh(\tilde{y}^*)}. \quad (15)$$

The stability condition is then

$$\frac{\beta}{\sqrt{2\alpha - \alpha^2}} \frac{|A|}{\cosh(\tilde{x}^*) \cosh(\tilde{y}^*)} \leq 1. \quad (16)$$

This stability condition is different from the one of symmetric games, in Eq. (12). Indeed, it is not only the ratio $\alpha/\beta$ that matters, but a more complicated function of these parameters. In general, increasing $\alpha$ or $\beta$ has the same effect on stability as with the ratio $\alpha/\beta$, but when taking the limit $\alpha, \beta \to 0$ (such that the ratio $\alpha/\beta$ is finite), the left hand side of the above equation goes to zero, and so the fixed point is always stable. This is consistent with replicator dynamics with finite memory always converging to a mixed strategy fixed point (see Supplementary Appendix S1), which could however be arbitrarily far from a Nash equilibrium.

Examples of typical behaviour:

In Figure 4 we illustrate the different possible outcomes for asymmetric games, as we did for symmetric games in Fig. 3. Example (a) is a dominance-solvable game. The learning dynamics converges to a unique fixed point close to the pure strategy NE, analogously to case (a) in Figure 3. In case (b) we have instead a cyclic game, with relatively low values of the payoffs. As in symmetric games, low values of the payoffs imply that the fixed point at the center of strategy space — not necessarily corresponding to the NE — is stable. Case (c) is similar to case (b), but the payoffs are larger. Higher incentives make the players overreact to their opponent’s actions, and this makes all fixed points unstable. The learning dynamics gets trapped in limit cycles or, for some parameters, chaotic attractors, as we will show in Section 6.2.

Cyclic games – Matching Pennies:

These asymmetric games and zero-sum games only correspond if $\Pi^R(s^R_i, s^C_j) = \Pi^C(s^R_j, s^C_i) = 0$ for $i \neq j$.

Here we just find the condition under which $(\tilde{x}^*, \tilde{y}^*)$ — the only potentially stable fixed point — loses stability. It is possible to prove that the dynamical system undergoes a supercritical Hopf bifurcation (or Neimark-Sacker bifurcation) when the eigenvalues cross the unit circle. However, the proof involves calculating the so-called first Lyapunov coefficient, which requires a lot of algebra and does not provide any insight, so we do not provide a proof here. We instead use numerical simulations to show that the Hopf bifurcation is indeed supercritical.
We next focus on a specific example of cyclic games, Matching Pennies. This is a zero-sum game in which one player gains a coin, while the other player loses the coin (Osborne and Rubinstein [1994]). The resulting payoff matrix implies $B = D = 0$, $C = -A$. The learning dynamics have a unique fixed point at $(\tilde{x}^*, \tilde{y}^*) = (0, 0)$. Replacing in Eq. (16) we find that the fixed point is stable if

$$\frac{\beta}{\sqrt{2\alpha - \alpha^2}} |A| \leq 1.$$  

(17)

For the values of $\alpha$ and $\beta$ used in Figure 4, the fixed point becomes unstable for $A^* = 1.224$. This corresponds to the boundary of the green and red areas for $B = 0$, at the bottom of Fig. 4.

Summing up, in asymmetric games defined by the constraint $A = -C$ and $B = -D$, there exists one stable fixed point unless $A > B$, in which case the fixed point may lose stability.

6.2 Simulations of unstable dynamics

All analysis so far was about local stability of fixed points. We now simulate dynamics to assess global stability and to check which type of dynamics arise when all fixed points are unstable.

In symmetric games, dynamics always converge to one of the stable fixed points, except in one case. When $\beta$ is large, $\alpha$ is small and $|A| \gg |B|$ (coordination or anticoordination game), for some initial condition close to the action profiles that are not NE, it is possible to observe a stable limit cycle of period 2. In this cycle the players “jump” between the pure strategy profiles that are not NE of the coordination/anticoordination game. This is unsurprising, as these parameter restrictions make EWA closely resemble best response dynamics (see Section 3.1). As this dynamics is behaviorally unrealistic and not robust to stochasticity — it is enough that one player “trembles” and the dynamics converges to the NE — we ignore it for the rest of the analysis. It is just an artifact of the deterministic approximation.
In asymmetric games in which all EWA fixed points are unstable, we instead observe more behaviorally realistic strategic oscillations. To illustrate the nature of the unstable solutions, Figure 5 shows some examples of the learning dynamics for some values of $\alpha$, $\beta$, $A$, and $B$. In panels (a) to (c) we have $A = -C = 2$ and $B = D = 0$, while in panel (d) we consider $A = -C = -3.4$ and $B = -D = -2.5$.

![Figure 5: Time series of the probabilities $x$ (in blue) and $y$ (in red), for four different combinations of learning parameters and payoffs (detailed in the text). Cyclical and chaotic dynamics occur.](image)

In panel (a), for $\alpha = 0.7$ and $\beta = 1$, the players frequently change their strategies, whereas in panel (b), for $\alpha = 0.01$ and $\beta = 0.1$, the dynamics is smoother. Note that the ratio $\alpha/\beta$ is very similar in the two cases, but nonetheless the dynamics is quite different. This is not in contradiction with the rest of the paper: only the fixed point behavior of EWA is determined by the ratio $\alpha/\beta$. In panel (c), where $\alpha = 0.01$ and $\beta = 0.5$ the players spend a lot of time playing mostly one action and then quickly switch to the other action (because they have long memory and high payoff sensitivity). Finally, in panel (d), we choose $B \neq 0$: this seems to yield the most irregular dynamics. In Supplementary Appendix S2.2, we show that these dynamics are chaotic.

7 Extensions

We now consider the extensions to the baseline scenario (see Table 2). In Section 7.1 we consider games in which payoffs are not constrained by $A = \pm C$ and $B = \pm D$, so that the magnitude of the payoffs can be different to the two players. In Section 7.2 we consider values of the parameter $\kappa \in [0, 1)$ (in the case $\kappa = 0$ we recover belief learning). In Section 7.3 we consider $\delta \in [0, 1)$, recovering reinforcement learning for the case $\delta = 0$. In Section 7.4 we drop the simplification of deterministic learning and analyze the stochastic learning dynamics.

These extensions do not cover all the 13-dimensional parameter space described in Section 5.2. As discussed elsewhere, it is beyond the reach of this paper to fully explore the parameter space; the previously considered regions cover a lot of interesting transitions between the learning algorithms that EWA generalizes. Yet, in Supplementary Appendix S2.5 we consider a few parameter and payoff combinations that have not been explicitly covered in the previous analysis. We show that for the specific games and payoffs considered, we are able to qualitatively understand the learning dynamics based on the baseline scenario and on the scenarios studied in this section. While we cannot claim that this is true in general, we consider this an encouraging sign.
7.1 Arbitrary payoffs

From the point of view of learning, games in which \( A \neq C \) and \( B \neq D \) are widely similar to games in the same class for which the constraint \( A = \pm C \) and \( B = \pm D \) holds. For example, dominance-solvable games with arbitrary payoffs are widely similar to dominance-solvable games with constrained payoffs. In Supplementary Appendix S2.3, we show a few examples in which payoffs to one player are larger than payoffs to the other player, leading the player with highest payoffs to play mixed strategies closer to the boundaries of the strategy space.

Our same analytical results in Proposition 2 and Eq. (10) apply, and stability can be obtained replacing \( |A| \to \sqrt{AC} \) in Eq. (13) when \( AC > 0 \), and in Eq. (16) when \( AC < 0 \).

7.2 Belief learning

Choosing \( \kappa \neq 1 \) in Eqs. (6) and (8) is equivalent to rescaling the payoff sensitivity \( \beta \) as follows

\[
\tilde{\beta} = \beta \left[ 1 - (1 - \alpha)(1 - \kappa) \right].
\]  

As the quantity multiplying \( \beta \) is smaller than one for \( \kappa < 1 \), the effective payoff sensitivity is reduced. Therefore, the learning dynamics is generally more stable for \( \kappa < 1 \), and convergence to a fixed point in the center of the strategy space occurs for a larger set of parameter combinations. All the analysis of the baseline scenario still applies.

In the belief learning case (\( \kappa = 0 \)) the rescaled payoff sensitivity is \( \tilde{\beta} = \beta \alpha \). This means that the coordinates of the fixed points do not depend on \( \alpha \), see Eqs. (10) (as in Figure 2). One can show that the fixed points then correspond to the Quantal Response Equilibria (QRE) of the game. QRE were introduced by McKelvey and Palfrey (1995) to allow for boundedly rational players, in particular to include the possibility that players make errors. Here the QRE \( x^\star \) and \( y^\star \) are given by the solutions to

\[
\begin{align*}
\Pi^2_R(y^\star) - \Pi^1_R(y^\star) &= \frac{1}{\beta} \ln \frac{1 - x^\star}{x^\star}, \\
\Pi^2_C(x^\star) - \Pi^1_C(x^\star) &= \frac{1}{\beta} \ln \frac{1 - y^\star}{y^\star}.
\end{align*}
\]  

For small values of \( \beta \) the QRE are in the center of the strategy space, whereas increasing values of \( \beta \) bring the QRE closer to the NE. In the limit \( \beta \to \infty \), the QRE coincide with the NE.

With \( \kappa = 0 \) the stability condition is (in Matching Pennies games)

\[
\frac{\beta \alpha}{\sqrt{2\alpha - \alpha^2}} |A| \leq 1.
\]  

Differently from Eq. (17), the derivative of the left hand side with respect to \( \alpha \) is positive and so longer memory promotes stability. For general \( \kappa \), the numerator in Eq. (20) is \( \beta [1 - (1 - \alpha)(1 - \kappa)] \), so the derivative is positive when \( \alpha > \kappa \). The effect of memory on stability is thus not trivial: in the belief learning limit, long memory promotes stability, but when \( \alpha < \kappa \) long memory promotes instability. To the best of our knowledge, we are the first to identify the role of memory on instability in this class of learning rules.

In the limit \( \alpha \to 0 \), the left hand side of Eq. (20) goes to zero, so stability is ensured for all parameter values. For \( \beta = +\infty \), we recover the well known result of Miyazawa (1961) and Monderer and Sela (1996), namely that in non-degenerate \( 2 \times 2 \) games fictitious play would converge to the NE. For other values of \( \beta \), we recover the results of Fudenberg and Kreps (1993) and Benaim and Hirsch (1999), namely that in \( 2 \times 2 \) games stochastic fictitious play would converge to the QRE.

7.3 Reinforcement learning

We now relax the constraint \( \delta = 1 \), and allow the players to give different weight to the actions that were and were not taken. For analytical tractability we assume that the players
have perfect memory, $\alpha = 0$. We also assume $\kappa > 0$. (With $\alpha = 0$, $\beta$ does not determine the existence and properties of the fixed points, as in Figure 2, so we could just set $\beta = \beta(1 - (1 - \alpha)(1 - \kappa)) = 1$.) As we cannot use the coordinate transformation (9), we obtain the fixed points directly from Eq. (5).

By replacing the parameter restrictions in Eq. (6), it is possible to show that there are now potentially ten fixed points for a given value of $\delta$. We give the expressions of all fixed points explicitly or implicitly in Appendix C. Four fixed points are the pure strategy profiles, with $(x, y)$ equal to $(0, 0)$, $(0, 1)$, $(1, 0)$ and $(1, 1)$. In four additional fixed points either $x$ or $y$ are 0 or 1, but not both, i.e. these fixed points are of the form $(0, y_1)$, $(1, y_2)$, $(x_1, 0)$ and $(x_2, 1)$. Finally, two fixed points have both $x$ and $y$ different from 0 and 1, i.e. $(x_3, y_3)$ and $(x_4, y_4)$. Only the pure strategy profiles are fixed points for all choices of model parameters; the other fixed points may or may not exist, depending on the choice of $\delta$ or of the payoffs.

In terms of stability, for each fixed point corresponding to the pure strategy profiles $(x, y) = \{(0, 0), (0, 1), (1, 0), (1, 1)\}$, we specify the two eigenvalues of the Jacobian at that fixed point:

\[
(x, y) = (0, 0) = (s^R_2, s^C_2) \quad \rightarrow \quad \left( e^{\beta(h^R_2 - d)}, e^{\beta(f^R_2 - h)} \right),
\]

\[
(x, y) = (0, 1) = (s^R_2, s^C_1) \quad \rightarrow \quad \left( e^{\beta(a^R_1 - c)}, e^{\beta(h^R_2 - f)} \right),
\]

\[
(x, y) = (1, 0) = (s^R_1, s^C_2) \quad \rightarrow \quad \left( e^{\beta(d^R_2 - b)}, e^{\beta(e^R_2 - g)} \right),
\]

\[
(x, y) = (1, 1) = (s^R_1, s^C_1) \quad \rightarrow \quad \left( e^{\beta(c^R_2 - d)}, e^{\beta(g^R_2 - e)} \right).
\]

If we set $\delta = 1$, we get the same result of Proposition 2 in Section 6.1.1, namely that only the pure strategy NE are stable. However, by taking $\delta < 1$ it is also possible to make the other pure strategy profiles potentially stable, by effectively reducing the “perceived” value of the payoffs at the NE (i.e., the players do not realize they could earn higher payoff if they unilaterally switched). We explain this with an example. Consider the action profile $(s^R_1, s^C_1)$, and assume that $(s^R_2, s^C_2)$ is a NE. This means that $c > a$, and so from Eq. (21) the first eigenvalue of $(x, y) = (1, 1)$ is greater than one for $\delta = 1$. So the pure strategy profile $(s^R_1, s^C_1)$ is unstable. But if $\delta \neq 1$, the condition for the fixed point to be unstable becomes $c^R_2 - a > 0$, i.e. $c > a/\delta$. Therefore, provided $a > 0$, for the NE to be the unique stable fixed point of EWA, the payoffs at the NE must be larger by a factor $1/\delta$ than the payoffs at $(s^R_2, s^C_2)$. In the other cases, non-NE can also be stable fixed points. Mathematically, this means that for $\delta < 1$ the dynamics can be stuck in local minima that are hard to justify in terms of rationality, as each player could potentially improve her payoff by switching action. However, as the players do not consider forgone payoffs, they cannot realize this, and keep playing the same action.

Explicit examples are given in Figure 9. The axes $x$ and $y$ give the positions of the fixed points for a specific value of $\delta$, and the vertical axis $\delta$ shows how $x$ and $y$ vary with this parameter. When the lines are blue it means that the fixed point is stable, and when red the fixed point is unstable. Dashed green lines represent NE. When a NE coincides with a fixed point the lines are shown blue or red with green dashes.

In panel (a) the game is dominance-solvable, with a unique NE at $(x, y) = (1, 1)$ (it is a Prisoner Dilemma). This NE is stable for all values of $\delta$, but the Pareto-optimal pure strategy profile $(x, y) = (0, 0)$ is also stable for $\delta \in [0, 2/3]$. The other solutions of the type $(0, y)$ or $(x, 0)$ — on the faces of the cube — or $(x, y)$, are always unstable. The situation is similar in panel (b), except that the payoff matrix describes a coordination game with two pure strategy NE. The other two pure strategy profiles are stable for $\delta < 1/5$ or $\delta < 1/4$, as can be calculated from Eq. (21).

Finally, case (c) is a cyclic game with the maximal number of fixed points, as all solutions exist. When $\delta = 0$ both fixed points $(0, y_1)$ and $(1, y_2)$ are stable; as $\delta$ is increased, the solution of the type $(x_3, y_3)$ or $(x_4, y_4)$ with $x, y < 0.5$ becomes stable. As $\delta$ is further increased the pure strategy profile $(1, 1)$ is stable, and finally it is the solution of the type $(x_3, y_3)$ or $(x_4, y_4)$ with $x, y > 0.5$ that becomes stable. For $\delta > 0.82$ all solutions are
unstable, and the learning dynamics does not converge to any fixed point. Note that in this game no stable fixed point corresponds to the NE, and can be arbitrarily far.

7.4 Stochastic learning

When playing a game, except for very specific experimental arrangements (Conlisk, 1993), real players update their strategies after observing a single action by their opponent, and so they do not not know her mixed strategy vector. This questions whether the analysis of the deterministic dynamics so far provides robust conclusions. In this section we provide some simulations arguing that it does.

When the deterministic dynamics moves close to the boundaries of the strategy space, we expect that the corresponding stochastic dynamics behaves similarly, with some occasional fluctuation. This is because the probability to play a different action than the one being played at the border of the strategy space is very small. If instead there is a unique stable fixed point in the center of the strategy space, we expect the fluctuations to be substantial, as any action can be chosen roughly with equal probability.

In Figure 7 we report examples that confirm this intuition. In panels (a) and (c) there are no stable fixed points, and the deterministic dynamics follows a chaotic attractor where players play mixed strategies at the border of the parameter space (panel (c)). The corresponding stochastic dynamics is very similar (in fact, we show in Supplementary Appendix S2.4 that the stochastic dynamics is also chaotic). The situation is very different in panels (b) and (d). Here, the deterministic dynamics converges to a fixed point in the center of the strategy space (d), while the stochastic version substantially fluctuates around that fixed point.

8 Conclusion

In this paper we have followed the literature that assumes boundedly rational players engaging in an infinitely repeated game and updating their stage-game strategies using an adaptive learning rule, here Experience-Weighted Attraction (EWA). We have characterized

---

18It is beyond the scope of this paper to systematically study the effect of noise on the learning dynamics. We refer the reader to Galla (2009) for a study on the effect of noise on learning, and to Crutchfield et al. (1982) for a more general discussion on the effect of noise on dynamical systems.
Figure 7: Time series of the probabilities \( x \) (in blue) and \( y \) (in red) of the learning dynamics in a cyclic game. Top panels represent stochastic learning, bottom panels the corresponding deterministic learning. In all cases the payoff combinations are \( A = -C = -3.4 \) and \( B = -D = -2.5 \), and the memory loss is \( \alpha = 0.2 \). In panel (c) the deterministic dynamics converges to a chaotic attractor (\( \beta = 1 \)), while in panel (d) it reaches a fixed point (\( \beta = 0.1 \)).

the asymptotic outcome of this learning process in \( 2 \times 2 \) games, classifying when it would converge to a Nash Equilibrium (NE), when it would converge to a different fixed point, or when it would follow limit cycles of chaos.

Most of the works in the literature focus on the convergence properties of one or two learning rules. As EWA generalizes several learning rules that have been extensively studied in the literature — reinforcement learning, various forms of fictitious play, best response dynamics and also replicator dynamics with finite memory — our contribution is to provide a systematic characterization, or taxonomy, of learning dynamics, extending results that are only valid for extreme parameterizations of EWA, showing new phenomena. These include instability of Pareto-inefficient NE, stability of fixed points of mutual cooperation, and an ambiguous effect of memory on stability. Our taxonomy is also useful to provide theoretical guidance on the learning dynamics to be expected in experiments, as EWA is widely used to model learning behavior in several classes of games.
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A Proof of Proposition 2

In order to study the properties of the pure strategy NE we need to consider the learning dynamics in the original coordinates (the pure strategies map into infinite elements in the transformed coordinates). The EWA dynamics reads (using \( \delta = 1, \kappa = 1 \) and the payoff matrix \( B \)):

\[
x(t + 1) = \frac{x(t)^{1 - \alpha} e^{\beta (ay(t) + b(1 - y(t)))}}{x(t)^{1 - \alpha} e^{\beta (ay(t) + b(1 - y(t)))} + (1 - x(t))^{1 - \alpha} e^{\beta (cy(t) + d(1 - y(t)))}},
\]

\[
y(t + 1) = \frac{y(t)^{1 - \alpha} e^{\beta (ex(t) + f(1 - x(t)))}}{y(t)^{1 - \alpha} e^{\beta (ex(t) + f(1 - x(t)))} + (1 - y(t))^{1 - \alpha} e^{\beta (gy(t) + h(1 - x(t)))}}.
\]

From Eq. (22) we can see that the pure strategies \((x, y) = \{(0, 0), (0, 1), (1, 0), (1, 1)\}\) are all fixed points of the dynamics. Let us study their stability properties. We get a Jacobian

\[
J = \begin{pmatrix} J_{11} & J_{12} \\ J_{21} & J_{22} \end{pmatrix},
\]

with

\[
J_{11} = \frac{(1 - \alpha)(x - x^2) \alpha e^{\beta (y(a - b - c + d) + b - d)}}{(x(1 - x) \alpha e^{\beta (y(a - b - c + d) + b - d)} - (x - 1)x^\alpha)^2},
\]

\[
J_{12} = \frac{\beta(x - x^2) \alpha + 1 (a - b - c + d) \alpha e^{\beta (y(a - b - c + d) + b - d)}}{(x(1 - x) \alpha e^{\beta (y(a - b - c + d) + b - d)} - (x - 1)x^\alpha)^2},
\]

\[
J_{21} = \frac{(y - y^2) \alpha + 1 (e - f - g + h) \alpha e^{\beta (x(e - f - g + h) + f - h)}}{(y(1 - y) \alpha e^{\beta (y(e - f - g + h) + f - h)} - (y - 1)y^\alpha)^2},
\]

\[
J_{22} = \frac{\beta y^2 \alpha + 1 (e - f - g + h) \alpha e^{\beta (x(e - f - g + h) + f - h)}}{(y(1 - y) \alpha e^{\beta (y(e - f - g + h) + f - h)} - (y - 1)y^\alpha)^2}.
\]

As it can be seen by taking the appropriate limits in Eqs. (24), for all profiles of pure strategies the Jacobian has infinite elements along the main diagonal and null elements along the antidiagonal. This means that the profiles of pure strategies — and in particular the pure strategy NE — are “infinitely” unstable.

However, when \( \alpha = 0 \) the pure strategy NE become stable. Consider the profile of pure strategies in which both players choose action \( s_1 \). This corresponds to \( x = y = 1 \), and gives a Jacobian

\[
J = \begin{pmatrix} e^{-\beta(a - c)} & 0 \\ 0 & e^{-\beta(e - g)} \end{pmatrix}.
\]

The eigenvalues can be seen on the main diagonal, and are stable when \( a > c \) and \( e > g \). Under these conditions \((s_1^0, s_1^0)\) is a pure strategy NE. The argument is similar for all other pure strategy profiles.

B Proof of Proposition 3

We first consider claim \((i)\). Since \( B = 0 \), there is always a fixed point \((\bar{x}^*, \bar{y}^*) = (0, 0)\). This fixed point is stable if (from Eq. (13))

\[
\frac{\beta}{\alpha} |A| \leq 1.
\]

So, as long as \( \bar{x}^* = 0 \) is the unique fixed point, it is stable.

We then consider claim \((ii)\), and in particular the lower bound, \( \frac{\beta}{\alpha} |A| \to 1^+ \). Further to the central fixed point, there are two lateral fixed points \( \bar{x}^* = \pm \epsilon \), where \( \epsilon \) is an arbitrarily small number. Thanks to the symmetry of the game, we focus on a profile of mixed strategies
given by \((\tilde{x}^*, \tilde{x}^*)\). (A similar argument is valid for fixed points of the type \((\tilde{x}^*, -\tilde{x}^*)\).) To second order, \(\cos \tilde{x}^* \approx 1 + (\tilde{x}^*)^2/2\). The stability condition becomes

\[
\frac{\alpha}{\beta} \left( 1 + \frac{(\tilde{x}^*)^2}{2} \right) \left( 1 + \frac{(\tilde{x}^*)^2}{2} \right) - |A| \geq 0,
\]

i.e.

\[
(\tilde{x}^*)^2 \geq \frac{\beta}{\alpha} |A| - 1. \tag{28}
\]

Now, we Taylor expand \(\Psi(\tilde{x}^*)\) (defined in Section 6.1.2) to third order (first order would just yield \(\tilde{x}^* = 0\)) and solve \(\tilde{x}^* = \Psi(\tilde{x}^*)\). Apart from the null solution, we get

\[
(\tilde{x}^*)^2 = \frac{3 \left( \frac{x^2}{\alpha^2} - 1 \right)}{2 \frac{x^2}{\alpha^2} + 1} \tag{29}
\]

It is easily checked that for \(\frac{\beta}{\alpha} |A| \to +\infty\), the condition (28) is satisfied: the fixed points whose components are the “lateral solutions” are stable. Therefore, there is a supercritical pitchfork bifurcation at the value \(\frac{\beta}{\alpha} |A| = 1\).

The upper bound, namely \(\frac{\beta}{\alpha} |A| \to \infty\), is easily dealt with. As discussed in Section 6.1.2, in this limit the fixed point \(\tilde{x}^*\) is given by \(\tilde{x}^* \approx \pm \frac{\beta}{\alpha} |A|\). Now, for \(\frac{\beta}{\alpha} |A| \to +\infty\) the hyperbolic cosine can be approximated by

\[
\cosh \left( \frac{\beta}{\alpha} |A| \right) \approx \exp \left( \frac{\beta}{\alpha} |A| \right)/2.
\]

We can rewrite the stability condition as:

\[
\frac{4 \beta}{\alpha} |A| \exp \left( -2 \frac{\beta}{\alpha} |A| \right) \leq 1.
\]

For \(\frac{\beta}{\alpha} |A| \to \infty\), the left hand side of the above equation goes to zero, so the inequality obviously holds.

Finally, the proof of (iii) is identical to the proof of the upper bound for \(\frac{\beta}{\alpha} |A|\), in that the same arguments apply to sufficiently large values of \(\frac{\beta}{\alpha} |B|\) (provided that \(B \gg A\)).

C Fixed points of reinforcement learning

The fixed points are obtained setting \(x(t + 1) = x(t) = x^*\) and \(y(t + 1) = y(t) = y^*\) in Eq. (6), with \(\alpha = 0\) and \(\kappa = 1\). This gives

\[
x^* = \frac{x^* e^{\beta [\delta + (1-\delta)x^*]} (ay^* + b(1-y^*))}{x^* e^{\beta [\delta + (1-\delta)x^*]} (ay^* + b(1-y^*)) + (1-x^*) e^{\beta [\delta + (1-\delta)(1-x^*)]} (cy^* + d(1-y^*))},
\]

\[
y^* = \frac{y^* e^{\beta [\delta + (1-\delta)y^*]} (ex^* + f(1-x^*))}{y^* e^{\beta [\delta + (1-\delta)y^*]} (ex^* + f(1-x^*)) + (1-y^*) e^{\beta [\delta + (1-\delta)(1-y^*)]} (gx^* + h(1-x^*))} \tag{32}
\]

It is easily checked that all pure strategy profiles are fixed points. Four additional solutions can be found noticing that when either \(x^*\) or \(y^*\) are 0 or 1, the respective equation holds as an identity. It is then possible to find the other solution by solving the other equation. These give fixed points

\[
(0, y_1) = \left(0, \frac{(1-\delta)h + \delta(h-f)}{(1-\delta)(f+h)}\right),
\]

\[
(1, y_2) = \left(1, \frac{(1-\delta)g + \delta(g-e)}{(1-\delta)(g+e)}\right),
\]

\[
(x_1, 0) = \left(\frac{(1-\delta)d + \delta(d-b)}{(1-\delta)(d+b)}, 0\right),
\]

\[
(x_2, 1) = \left(\frac{(1-\delta)c + \delta(c-a)}{(1-\delta)(c+a)}, 1\right). \tag{33}
\]
Of course for these solutions to exist it has to be $0 < y_1, y_2, x_1, x_2 < 1$. The two final solutions $(x_3, y_3)$ and $(x_4, y_4)$ are obtained when the arguments of the exponentials in Eq. (32) are identical, i.e. when

$$
\begin{align*}
(\delta + (1 - \delta)x^*)(ay^* + b(1 - y^*)) &= (\delta + (1 - \delta)(1 - x^*))(cy^* + d(1 - y^*)), \\
(\delta + (1 - \delta)y^*)(ex^* + f(1 - x^*)) &= (\delta + (1 - \delta)(1 - y^*))(gx^* + h(1 - x^*)).
\end{align*}
$$

(34)

The expression for these solutions is very complicated and uninsightful. We only report this expression for $\delta = 0$ and symmetric games,

$$
x^* = y^* = \frac{b - c + 2d \pm \sqrt{b^2 - 2bc + c^2 + 4ad}}{2(b - a + d - c)}.
$$

(35)

We do not report the eigenvalues of other fixed points than the pure strategy profiles (Eq. (21)) because their expression is complicated and uninsightful.
S1  Replicator dynamics with finite memory

Here we show that the EWA equations \[ \text{(6)} \] have a continuous time limit that corresponds to a
generalized version of replicator dynamics having finite memory, instead of infinite memory
as in the standard case. We present an alternative derivation with respect to previous
papers.\cite{Sato and Crutchfield 2003} assume that the evolution of the attractions takes place
at a different timescale than the evolution of the probabilities, and Galla and Farmer (2013,
Supplementary Information, Section II) use a Lagrange multiplier method.

Here we simply start from Eq. \[ \text{(39)} \] and take the limit \( \alpha \to 0, \beta \to 0 \), such that the ratio
\( \alpha/\beta \) is finite. In this limit \( \kappa = \kappa \), and we set \( \kappa = 1 \) without loss of generality.\footnote{As the case \( \kappa = 0 \) is excluded from the condition on the steady state of the experience, \( \kappa \) is just a constant that multiplies \( \beta \).} We also only
perform the calculations for \( x(t) \), as the calculations for \( y(t) \) are identical. For notational
simplicity, we denote here \( x(t) \) by \( x_t \), and \( y(t) \) by \( y_t \). Taking logs in Eq. \[ \text{(6)} \] we get

\[
\ln x_{t+1} = (1 - \alpha) \ln x_t + \beta[\delta + (1 - \delta)x_t]R_t(y_t) - \ln \left( x_t^{1-\alpha} e^{\beta[\delta + (1 - \delta)x_t]R_t(y_t)} + (1 - x_t)^{1-\alpha} e^{\beta[\delta + (1 - \delta)(1 - x_t)]R_t(y_t)} \right). \tag{36}
\]

The logarithm of the denominator can be greatly simplified by taking the limit \( \alpha \to 0, \beta \to 0 \). In this limit
\[
x_t^{1-\alpha} = x_t e^{\ln x_t - \alpha} = x_t e^{-\alpha \ln x_t} \approx x_t (1 - \alpha \ln x_t) \tag{37}
\]
and
\[
e^{\beta[\delta + (1 - \delta)x_t]R_t(y_t)} \approx \left( 1 + \beta[\delta + (1 - \delta)x_t]R_t(y_t) \right). \tag{38}
\]

By ignoring terms of \( O(\alpha^2) \) (or equivalently \( O(\beta^2) \), as the ratio \( \alpha/\beta \) is finite) we can then write

\[
\ln \left( x_t^{1-\alpha} e^{\beta[\delta + (1 - \delta)x_t]R_t(y_t)} + (1 - x_t)^{1-\alpha} e^{\beta[\delta + (1 - \delta)(1 - x_t)]R_t(y_t)} \right) \approx \\
\ln \left( x_t \left( 1 - \alpha \ln x_t + \beta[\delta + (1 - \delta)x_t]R_t(y_t) \right) + \\
(1 - x_t) \left( 1 - \alpha \ln x_t + \beta[1 + (1 - \delta)(1 - x_t)]R_t(y_t) \right) \right) = \\
\ln \left( 1 + x_t \left( -\alpha \ln x_t + \beta[\delta + (1 - \delta)x_t]R_t(y_t) \right) + \\
(1 - x_t) \left( -\alpha \ln x_t + \beta[1 + (1 - \delta)(1 - x_t)]R_t(y_t) \right) \right) \approx \\
x_t \left( -\alpha \ln x_t + \beta[\delta + (1 - \delta)x_t]R_t(y_t) + (1 - x_t) \left( -\alpha \ln x_t + \beta[\delta + (1 - \delta)(1 - x_t)]R_t(y_t) \right) \right). \tag{39}
\]

Replacing this in Eq. \[ \text{(36)} \] and rearranging gives

\[
\ln x_{t+1} - \ln x_t = \beta \left( \delta + (1 - \delta)x_tR_t(y_t) - x_t[\delta + (1 - \delta)x_t]R_t(y_t) - \\
(1 - x_t)[\delta + (1 - \delta)(1 - x_t)]R_t(y_t) \right) - \alpha (\ln x_t - \ln x_t - (1 - x_t) \ln(1 - x_t)). \tag{40}
\]

It is possible to divide everything by \( \beta \) and rescale time so that one time unit is given by \( \beta \).
Then in the limit \( \beta \to 0 \) the left hand side of the above equation is

\[
\lim_{\beta \to 0} \frac{\ln x_{t+\beta} - \ln x_t}{\beta} = \frac{\dot{x}}{x}. \tag{41}
\]
and the learning dynamics for $x$ can be written in continuous time as

$$\dot{x} = [\delta + (1 - \delta)x]\Pi_1^R(y) - x[\delta + (1 - \delta)x]\Pi_1^R(y) - (1 - x)[\delta + (1 - \delta)(1 - x)]\Pi_2^R(y) - \frac{\alpha}{\beta} (\ln x - H(x)) \ln x - (1 - x)\ln(1 - x)). \quad (42)$$

This is in general the continuous time approximation of the EWA dynamics in Eq. (6). In the case $\delta = 1$, replacing the expressions for $\Pi_1^R$ and $\Pi_2^R$, we get

$$\dot{x} = ay + b(1 - y) - (axy + bx(1 - y) + c(1 - x)y + d(1 - x)(1 - y)) - \frac{\alpha}{\beta} (\ln x - H(x)), \quad (43)$$

where $H(x) = x \ln x + (1 - x) \ln(1 - x)$ is the information entropy of mixed strategy $(x, 1 - x)$. This is the dynamics analyzed in [Sato and Crutchfield (2003)]. If $\alpha = 0$, i.e. with infinite memory, the above equation reduces to the standard form of two-population replicator dynamics [Hofbauer and Sigmund (1998)].

It is useful to analyze the stability of Eq. (43) in cyclic games. We rewrite the replicator dynamics (43) in terms of $A, B, C$ and $D$, factor a $1 - x$ term and write the corresponding equation for $y$:

$$\dot{x} = x(1 - x) \left(4Ay + 2(B - A) + \frac{\alpha}{\beta} (\ln(1 - x) - \ln x) \right),$$

$$\dot{y} = y(1 - y) \left(4Cy + 2(D - C) + \frac{\alpha}{\beta} (\ln(1 - y) - \ln y) \right). \quad (44)$$

In line with the analysis in Section 7.1, we focus on the specific case in which $B = D = 0$ and $C = -A$, i.e. Matching Pennies. In this case the fixed points of the replicator dynamics are $(0, 0), (0, 1), (1, 0), (1, 1)$ and $(1/2, 1/2)$. The fixed points $(0, 0), (0, 1), (1, 0)$ and $(1, 1)$ are always unstable, for any value of $\alpha$. The eigenvalues for the fixed point $(1/2, 1/2)$ are

$$\lambda_k = -\frac{\alpha}{\beta} \pm iA. \quad (45)$$

As the stability of a fixed point of a continuous dynamical system is determined by whether the real part of the eigenvalues is positive, it is easy to see that $(1/2, 1/2)$ is always stable for $\alpha > 0$. Therefore, the replicator dynamics with finite memory always converges to the mixed strategy NE. When $\alpha = 0$ the fixed point becomes marginally stable, and the learning dynamics circles around the NE. This recovers a standard result in evolutionary game theory [Hofbauer and Sigmund (1998)]. Note however that if $B \neq 0$ or $D \neq 0$ the position of the fixed point in the strategy space becomes dependent on $\alpha/\beta$, and can be arbitrarily far from the mixed strategy NE.

### S2 Additional results

**S2.1 Proof of proposition 1**

**Proof.** We only prove that we have a coordination game (defined by $a > c$, $e > g$, $d > b$, $h > f$) if and only if $|A| > |B|$, $|C| > |D|$, $A > 0$, $C > 0$. The other cases are similar.

We first prove that a coordination game implies $|A| > |B|$, $|C| > |D|$, $A > 0$, $C > 0$. First of all, when $a > c$ and $d > b$, $A$ is positive, $A = \frac{1}{4}(a - c + d - b) > 0$. Then, because $A > 0$, the expression $|A| > |B|$ can be written as $A > |B|$. If $B > 0$, this expression can further be written as $A - B > 0$. This inequality is indeed satisfied from the condition $d - b > 0$ that defines a coordination game, i.e. $A - B = 2(d - b) > 0$. If $B < 0$, we need to check that $A + B > 0$, and this is obtained from the other coordination game condition $a - c > 0$, i.e. $A + B = 2(a - c) > 0$. The argument for $C$ and $D$ is analogous.

We next consider the viceversa—that the conditions on $A, B, C$ and $D$ imply a coordination game. Consider $B > 0$ without loss of generality. Because also $A > 0$, we can remove...
the absolute values in the condition \(|A| > |B|\), which becomes \(A - B > 0\). This implies \(d > b\). We still need to show that \(a > c\), which does not simply follow from the definition of \(A\), \(A = \frac{1}{4}(a - c + d - b) > 0\). Indeed, the definition of \(A\) only implies \(a - c > -(d - b)\), but because we just proved that \(d - b > 0\), this condition could also be satisfied with \(a - c < 0\). However, if \(a - c < 0\), we have \(B = \frac{1}{4}(a - c - (d - b)) < 0\), which is in contradiction with our former assumption. The same considerations apply to \(C\) and \(D\).

S2.2 Chaotic dynamics

\[\begin{align*}
\text{(a)} & \quad \text{Figure S1: Bifurcation diagram and largest Lyapunov exponent } \lambda \\
\text{(b)} & \quad \text{as } \alpha \text{ is varied between 0 and 1. Cyclical and chaotic dynamics alternate, with chaos being more likely for small values of } \alpha.
\end{align*}\]

\[\begin{align*}
\text{(a)} & \quad \text{Figure S2: Largest Lyapunov exponent as a function of } A \text{ and } B \text{ in antisymmetric games } (C = -A, D = -B). \\
\text{(b)} & \quad \text{Colors from green to red indicate chaotic dynamics, while blue colors indicate convergence to a periodic attractor, which can be a limit cycle or a fixed point. In panel (b) players have longer memory.}
\end{align*}\]

Chaotic dynamics:
To check if the dynamics are chaotic or (quasi-)periodic, we consider a bifurcation diagram and calculate the Lyapunov exponents. In Fig. S1 we fix one payoff matrix (we use the example of Fig. 5(d), i.e. \(A = -C = -3.4\) and \(B = -D = -2.5\)) and set the sensitivity of choice to \(\beta = 1\). We then vary the memory-loss parameter \(\alpha\). All fixed points are unstable for any \(\alpha \in [0, 1]\). In panel (a) we show the resulting bifurcation diagram. For each value of \(\alpha\) we plot the coordinates \(x\) the dynamics visits over the course of the trajectory, discarding
an initial transient. When there are only a few values of \( x \), e.g. for \( \alpha \in [0.4, 0.5] \), the dynamics cycles between these values. When instead for a given value of \( \alpha \) the dynamics visits significant portions of the phase space, as in \( \alpha \in [0, 0.2] \), the dynamics is chaotic. This is confirmed in panel (b) where we plot the largest Lyapunov Exponent (LLE) \( \lambda \); this exponent quantifies the exponential divergence of nearby trajectories (Ott, 2002), positive values indicate chaotic dynamics.

Figure S2 shows that chaos is more frequently observed if the players have long memory. Indeed, in panel (b) we set \( \alpha = 0.01, \beta = 1 \), while in panel (a) it is \( \alpha = 0.7 \). Chaos occupies a larger portion of the parameter space if one of the actions is dominant over the other, i.e. \( B > 0 \), as opposed to the case \( B = 0 \). The LLE is always negative if \( B > A \), as the dynamics reaches a fixed point (consistently with the diagram depicted in Figure 4). The LLE is larger for intermediate values of the payoffs, i.e. for large \( A \) and \( B \).

S2.3 Arbitrary payoffs

The most interesting difference between games with constrained payoffs and games with arbitrary payoffs occurs for games in which payoffs to one player are substantially larger than payoffs to the other player. Without loss of generality, consider the case in which payoffs to Column are much larger than payoffs to Row. In this case \( D >> B \) and \( C >> A \). Having larger payoffs, Column has strongest incentives to play better performing actions, and so he plays a mixed strategy closer to the pure strategies. We illustrate this with specific examples in Figure S3, where we also show the functions \( \Psi^R(\tilde{x}^*) \) and \( \Psi^C(\tilde{y}^*) \). In panels (a) and (b) player Row has smaller payoffs, and so lower incentives. As a result, \( x \) is always closer to the center of the strategy space than \( y \). In panel (c) we show a similar payoff matrix to case (b) in Figure 4, except that the large payoffs of player Column make the unique fixed point of (10) unstable.

Figure S3: Examples of asymmetric games in which \( B \neq D \) and \( A \neq C \). These games are analogous to games with constrained payoffs \( (A = \pm C \) and \( B = \pm D) \) in the same class, i.e coordination, dominance-solvable and cyclic games respectively for panels (a) to (c). The only difference is that the player with highest payoffs — and so strongest incentives — plays a mixed strategy closer to the pure strategies.
S2.4 Stochastic learning

Figure S4: Bifurcation diagram and largest Lyapunov exponent $\lambda$ as $\alpha$ is varied between 0 and 1. This figure is equivalent to Figure S1 except that here we consider stochastic learning. Chaos is robust to noise for small values of $\alpha$.

In Figure S4 we show the bifurcation diagram and largest Lyapunov exponent as a function of $\alpha$ for stochastic learning. This figure is similar to Figure S1 consistently with theoretical studies on the effect of noise on dynamical systems (Crutchfield et al., 1982). The figure shows that chaos is robust to noise, as the LLE is positive for $\alpha \in [0,0.3]$. For $\alpha > 0.6$ the dynamics only visits a few points, as can be seen in panel (a). This is because the players have short memories and so only a few different histories of actions played are possible. In the extreme case of no memory, $\alpha = 1$, each player will “jump” between two points, corresponding to the two actions that her opponent may take at any time step. Indeed, in Figure S1(a) for $\alpha = 1$ the dynamics only visits two points ($x = 0$ and $x \approx 0.85$). This effect is absent in the deterministic dynamics, because the players choose distributions of actions.

S2.5 A few additional parameter combinations

Here we cover some parameter and payoff combinations that have not been considered previously, and show that the results of our analysis can be directly applied to understand the learning behavior in these cases.

Consider the following dominance-solvable game

\[
\begin{pmatrix}
1, 6 & 5, -2 \\
3, 2 & 1, -2 \\
\end{pmatrix}.
\] (46)

Assume that $\delta = 1$ (full consideration of forgone payoffs), that the dynamics is deterministic, and consider any value of $\alpha$, $\beta$ and $\kappa$. What dynamics can we expect? The payoff combinations are $A = -1.5$, $B = 0.5$, $C = 1$ and $D = 3$. The payoffs do not satisfy any constraint of the type $A = \pm C$, $B = \pm D$. Differently from Section S2.3, moreover, the payoffs to one player are not simply a rescaled version of the payoffs to the other player, so that the magnitude of the payoffs is not the only difference with respect to the baseline scenario.

Nevertheless, we can qualitatively understand the outcome of learning based on our analysis. Because $A$ and $C$ have different signs, the functions $\Psi^R(\cdot)$ and $\Psi^C(\cdot)$ in Eq. (10) monotonically decrease, so there can only be one fixed point in the interior of the strategy space. The game is dominance solvable and, although both $B$ and $D$ have the same sign,
the situation is similar to the upper left corner of the diagram in Figure 4, where $B$ and $D$ had opposite sign. If $\frac{\alpha}{\tilde{\beta}} = \frac{\alpha}{\beta [1 - (1 - \alpha)(1 - \kappa)]}$ is small, the fixed point is close to the unique pure NE of the game, located at $(s^R_2, s^C_1)$. If instead $\alpha/\tilde{\beta}$ is large, the fixed point is located in the center of the strategy space. Because $|D| > |B|$, finally, player Column always plays a strategy closer to the pure equilibrium than player Row, in line with the analysis in Section S2.3.

Relax now the assumption $\delta = 1$. Because we do not want to constrain $\alpha$ to take the value $\alpha = 0$, the analysis in Section 7.3 does not directly apply. However, combining the effects of $\delta$ and $\alpha/\tilde{\beta}$ is straightforward. Positive values of $\alpha/\tilde{\beta}$ push all fixed points towards the center of the strategy space, so “lock-in” fixed points of the type discussed in Section 7.3 become less likely.

This is confirmed by simulating the EWA equations on the game in Eq. (46), fixing $\kappa = 0.5, \beta = 0.5$, and varying $\delta$ and $\alpha$. We consider five values $\delta = 0.00, 0.25, 0.50, 0.75, 1.00$, and several values of $\alpha \in [0, 0.5]$. We simulate the dynamics and record the $x$ variables in the final time steps, obtaining the bifurcation diagram in Figure S5. Consider the left panel, showing the deterministic dynamics. As $\alpha/\tilde{\beta}$ becomes larger, the fixed point moves towards the center of the strategy space, in line with the analysis in Section 6. This is true for all values of $\delta$. However, for $\delta = 0, 0.2$, an additional fixed point at $x = 1$ exists. This is one of the “lock-in fixed points” described in Section 7.3, and it only exists for sufficiently small values of $\alpha/\tilde{\beta}$.

![Figure S5: Bifurcation diagram obtained by simulating the EWA equations for some values of the parameters $\delta$ and $\alpha/\tilde{\beta}$ (we only show $x$, the mixed strategy of player Row). Fixed points with $x = 1$ are only possible for $\delta = 0, 0.2$ and for small values of $\alpha/\tilde{\beta}$.

Finally, in Section 7.4 we have discussed robustness of our results to stochasticity, but we have fixed $\kappa$ and $\delta$ to $\kappa = 1$ and $\delta = 1$ respectively. The right panel of Figure S5 shows that robustness to stochasticity holds for the parameter values considered in this section, too. (The density of points in the bifurcation diagram indicates that the value of $x$ is often close to the deterministic one, although occasionally it is larger.)

While in this section we have not claimed that we can explicitly fully characterize the parameter space, we have shown a game and parameter combinations that had not yet been analyzed, but whose behavior could be qualitatively understood from the previous analysis.