Multiparameter quantum estimation under dephasing noise
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Simultaneous quantum estimation of multiple parameters has recently become essential in quantum metrology. Although the ultimate sensitivity of a multiparameter quantum estimation in noiseless environments can beat the standard quantum limit that every classical sensor is bounded by, it is unclear whether the quantum sensor has an advantage over the classical one under realistic noise. In this work, we present a framework of the simultaneous estimation of multiple parameters with quantum sensors in a certain noisy environment. Our multiple parameters to be estimated are three components of an external magnetic field, and we consider the noise that causes only dephasing. We show that there is an optimal sensing time in the noisy environment and the sensitivity can beat the standard quantum limit when the noisy environment is non-Markovian.

I. INTRODUCTION

Quantum estimation theory is a mathematical framework behind quantum metrology and is important for scientific researches and technological applications. Some of its demanded tasks are minimizing the uncertainty of the estimation and attaining an ultimate bound imposed by fundamental laws of quantum mechanics.

Great efforts both in theoretical and experimental works have been devoted to single-parameter estimation. One of the practical applications of the single-parameter estimation is to measure external fields such as magnetic fields or electric fields. When the resonance of a solid-state qubit is shifted by external fields, we can use a superposition state of the qubit to estimate the amplitude of the external fields with a Ramsey type measurements. With the use of N individual qubits, we can decrease the uncertainty of the estimation by \( \delta \phi = O(N^{-3/4}) \), which is called the standard quantum limit (SQL). (Here, \( \phi \) is a single estimated parameter.) Moreover, by exploiting entanglement among \( N \) qubits, we can in principle obtain \( \delta \phi = O(N^{-1}) \) in the ideal circumstance, and this scaling is called the Heisenberg limit (HL).

However, since the entanglement is fragile against decoherence, it is not trivial whether the entanglement is useful to decrease the uncertainty of the estimation under the effect of realistic noise. The effect of noise in the cases of single-parameter estimations has been theoretically \cite{2, 10, 17, 24} and experimentally \cite{1, 25, 30} discussed. The most important noise for the solid-state qubits is the dephasing one. It is known that one cannot beat the SQL for the estimation of the field amplitude under the effect of Markovian dephasing noise even with the use of the entanglement \cite{2}. On the other hand, recent studies show that, if the dephasing noise has non-Markovian properties, one can obtain the scaling of \( \delta \phi = O(N^{-3/4}) \) by using the entanglement for single parameter estimation, and this scaling beats the SQL \cite{1, 18, 31, 35}. The crucial feature of the non-Markovian noise is to show a quadratic behavior as a function of time at the initial decay, which is called a Zeno regime, and the interaction time between the entanglement and target fields is adjusted in this regime to obtain the quantum enhancement of the sensitivity \cite{7, 18, 31, 36}. For the estimation of the amplitude of the field, \( \delta \phi = O(N^{-3/4}) \) is considered as the ultimate scaling under the effect of the non-Markovian dephasing noise \cite{34, 37, 38}.

On the other hand, great attention has been paid to multiparameter estimations \cite{37, 38}. For example, estimations of phase and phase diffusion (loss) \cite{39, 40}, phase-space displacements \cite{47, 48}, multiple phases \cite{38, 49, 51}, damping and temperature \cite{52}, waveforms \cite{53}, and operators \cite{54, 55}. One of the practical applications of the multiparameter estimation is to measure vector magnetic fields. Imaging of the vector magnetic fields from the biomaterials or circuit current is especially important for the medical and materials science, and these have been discussed and demonstrated \cite{50, 57}.

In this work, we numerically investigate the multiparameter estimation under the influence of dephasing noise. In particular, we consider the case to estimate three vector components of the target fields by using the entanglement under the effect of dephasing noise. Moreover, we study the performance of the entangled sensor for multiparameter estimation under both Markovian and non-Markovian dephasing noises. Although numerical calculations of noisy quantum systems with many qubits are difficult because the size of the density matrix grows exponentially as the number of the qubits increases, the recent studies show that the cost for the calculation is tractable when the qubits are identical two-
level systems [58,60]. We adopt this technique, and numerically calculate the uncertainty of the estimation to check how the uncertainty scales as a function of the number of the qubits. We show that, under the effect of non-Markovian dephasing noise, we can beat the SQL for the multiparameter estimation, and the scaling that we obtain by fitting the numerical results \(\delta \phi = \mathcal{O}(N^{-3/4})\), which is the same as that of the ultimate scaling for the single parameter estimation under dephasing noise. (Here, vector \(\phi\) is a set of multiple parameters.) Our analysis would provide further understanding of quantum metrology.

This paper is organized as follows. Section II introduces our measurement framework estimating multiple parameters simultaneously. The numerical results are presented in Sec. IV. We summarize our work in Sec. IV.

II. MULTIPARAMETER ESTIMATION FRAMEWORK

A. Dynamics of an \(N\)-identical particles sensor

We consider a sensor consisting of an ensemble of \(N\)-identical two-level systems. The two-level system at the \(n\)th site can be characterized by the Pauli operators as \(J^{(n)}_\alpha = \frac{1}{2} \sigma^{(n)}_\alpha\) for \(\alpha = \{x,y,z\}\). The whole sensor operators are given as \(J_\alpha = \sum_n J^{(n)}_\alpha\). To be concrete, we assume that these two-level systems are one-half spins and that the field to be sensed is a magnetic field.

The sensor dynamics without noise is governed by the Hamiltonian

\[
H(\phi) = \phi_x J_x + \phi_y J_y + \phi_z J_z,
\]

where a set of three parameters \(\phi = (\phi_x,\phi_y,\phi_z)\) describes the magnetic field to be estimated. Also, this magnetic field provides the quantization axis of each qubit. We assume the sensor is governed by the GKLS master equation [61],

\[
\frac{d\rho_t(\phi)}{dt} = -i[H(\phi),\rho_t(\phi)] + \mathcal{L}[\rho_t(\phi)],
\]

where \(\rho_t(\phi)\) is the quantum state of the sensor at time \(t\), and we take the natural unit system, or \(\hbar = 1\). Further, we assume the followings

\[
\mathcal{L}[\rho_t(\phi)] = -\gamma_t \sum_{n=1}^{N} \left[a^{(n)},[a^{(n)},\rho_t(\phi)]\right],
\]

where \(\gamma_t\) characterizes the strength of the noise and

\[
a^{(n)} = \varphi \cdot J^{(n)} = \varphi_x J_x^{(n)} + \varphi_y J_y^{(n)} + \varphi_z J_z^{(n)},
\]

where \(a^{(n)}\) is the operator acting on the \(n\)th-site spin and is normalized so that \(|a^{(n)}|^2 = I\), or \(\varphi_x^2 + \varphi_y^2 + \varphi_z^2 = 4\).

Then, we consider dephasing noise by assuming \(\phi \parallel \varphi\) where the environmental noisy fields are applied along the quantization axis of the system. A similar noise has been considered in single parameter estimation in Refs. [18,31,37]. This assumption leads to the property such that \(H(\phi)\) and \(a^{(n)}\) commute and thus the sensor dynamics calculation becomes tractable. Such a dephasing noise is often considered as a dominant noise in the solid-state systems and NMR.

A Markovian and non-Markovian noisy environment can be introduced by taking the noise strength \(\gamma_t\) as

\[
\gamma_t = \begin{cases} \gamma : \text{Markovian} \\ 2\gamma t : \text{non-Markovian} \end{cases} \tag{5}
\]

We provide a detailed calculation for the dynamics of such a sensor in Appendices A and B.

B. The precision of the estimation

The precision of the estimation of \(\phi\) is evaluated by its covariance matrix, \([V(\phi)]_{\alpha,\beta} = \langle \phi_\alpha \phi_\beta \rangle - \langle \phi_\alpha \rangle \langle \phi_\beta \rangle\). The diagonal elements \([V(\phi)]_{\alpha,\alpha}\) are the variance \((\delta \phi_\alpha)^2\) while the off-diagonal elements are the correlations between different parameters. The quantum Cramér-Rao bound is a lower bound to the covariance matrix in terms of the classical Fisher information matrix (CFIM) and quantum Fisher information matrix (QFIM), such that

\[
M \cdot V(\phi) \geq [F(\phi)]^{-1} \geq [Q(\phi)]^{-1},
\]

where \(M\) is the number of repeated measurements in the total measurement time \(T\), \(F\) and \(Q\) are the CFIM and QFIM, respectively. The first inequality is a classical Cramér-Rao bound (CCRB), while the second one is referred to as a quantum Cramér-Rao bound (QCRB). The CFIM is given through the measurement probabilities \([F(\phi)]_{\alpha,\beta} = \sum_l \text{Tr} [\partial_\alpha \rho_l(\phi) \partial_\beta \rho_l(\phi)]\), where \(\{\alpha, \beta\} = \{x, y, z\}\) and \(\rho_l(\phi) = \text{Tr}[\Pi_l \rho_l(\phi)]\) determined by a POVM \(\{\Pi_l\}\) and where we have used \(\partial_\alpha \rho_l(\phi) \equiv \partial_\alpha \rho(l|\phi)\) for short. When \(\rho_l(\phi)\) is able to be spectral decomposed so that \(\rho_l(\phi) = \sum_l \rho(l|\phi)\), the QFIM is given by

\[
[Q(\phi)]_{\alpha,\beta} = 2 \sum_{l_1 + l_2 > 0} \frac{|\langle l_1 | \partial_\alpha \rho_l(\phi) | l_2 \rangle|^2 |\langle l_1 | \partial_\beta \rho_l(\phi) | l_2 \rangle|^2}{p_{l_1} + p_{l_2}},
\]

where \(p_l\) is the probability of the state \(l\). Although the number of \(l\) is exponentially large \((2^N)\), we can reduce the calculation cost of which order is \(N^2\) when the qubits are symmetric in terms of permutation operations (See Appendix A for details).

From the trace of Eq. (10), we will analyze the lower bound of the total variance

\[
|\delta \phi|^2 \geq \text{Tr}[\{Q(\phi)\}^{-1}] / M,
\]

where \(|\delta \phi|^2 \equiv \text{Tr}[V(\phi)]\) is the total variance, which is the summation of three partial variances, i.e., \(|\delta \phi|^2 = |\delta \phi_x|^2 + |\delta \phi_y|^2 + |\delta \phi_z|^2\). The lower bound in the R.H.S. of Eq. (8) is the ultimate bound that all three components can be achieved simultaneously.
III. NUMERICAL RESULTS

A. Simultaneous versus individual scenarios

We consider two scenarios for the estimation: simultaneous estimation and individual estimation. For the simultaneous scenario, three components of the field will be estimated simultaneously. The initial state is set to be \( \rho_{t=0} = |\psi\rangle \langle \psi| \), where

\[
|\psi\rangle = \mathcal{N}(|\text{GHZ}_x + |\text{GHZ}_y + |\text{GHZ}_z\rangle,
\]

\( \mathcal{N} \) is the normalization constant. The GHZ state is defined as

\[
|\text{GHZ}_k\rangle = \frac{[\lambda_k^{\text{max}} + \lambda_k^{\text{min}}]}{\sqrt{2}},
\]

where \( \lambda_k^{\text{max}} \) and \( \lambda_k^{\text{min}} \) are the two eigenstates of \( J_k \) \((k = x, y, z)\) that correspond to the maximum and minimum eigenvalues \( \lambda_k^{\text{max}} \) and \( \lambda_k^{\text{min}} \), respectively. If there is no noise, an entanglement sensor using the state \( |\psi\rangle \) provides the Heisenberg scaling for the multiparameter estimation as shown in Ref. [38]. While Ref. [38] studies the noiseless case, we use an entangled state \( |\psi\rangle \) as shown in Ref. [38]. In Fig. 1 we visualize the Husimi function \( \{62\} \) of the three GHZ states and \( |\psi\rangle \) for \( N = 40 \).

For the individual scenario, each component will be estimated separately after repeated \( M/3 \) measurements. In this case, we use an entangled state \( |\text{GHZ}_k\rangle \) in Eq. (10) \((k = x, y, z)\) to measure the corresponding magnetic field. This scheme is a direct application of the single parameter estimation to the vector field sensing.

We define the lower bound of the total variance in Eq. (8) for the simultaneous scenario as

\[
\mathcal{I}_{\text{sim}} \equiv \text{Tr}\left[[Q\phi]^{-1}\right]/M, \tag{11}
\]

where ‘sim’ stands for ‘simultaneous.’ Although the use of such a lower bound may not provide full insight into the variance, we emphasize that such a lower bound can be in principle achieved by using an optimal minimization scheme such as SDP \{47\} or a general JNT-QEC \{48\}.

For the individual scenario, we define the total variance as

\[
\mathcal{I}_{\text{ind}} = \frac{3}{M} \left(Q^{-1}_x + Q^{-1}_y + Q^{-1}_z\right), \tag{12}
\]

where \( Q_k = [Q\phi]_{k,k} \) \((k = x, y, z)\) setting the initial state \( |\text{GHZ}_k\rangle \). Here, \( \frac{3}{M} \) denotes \( M/3 \) repeated measurements devoted to estimating a component \( k \).

B. The total variance under the dephasing noise

Here, we investigate the performance of the entangled sensor for the multiparameter estimation under the effect of the dephasing noise. To examine the numerical results, we fix \( \phi = (2/\sqrt{3}, 2/\sqrt{3}, 2/\sqrt{3}) \) in Eq. (11) and \( \phi = (0.01, 0.01, 0.01) \) in Eq. (11). We assume, as usual, that the necessary time for the state preparation and readout is negligibly small. We fix the total time \( T = 100 \) and investigate \( \mathcal{I} \) for Markovian and non-Markovian cases.

Figure 2 shows \( \mathcal{I}_{\text{sim}} \) as a function of measurement time \( t \) for \( N = 20 \). Note that we are allowed to measure for \( T \) and thus \( M = T/t \) in Eq. (11). We investigate \( \gamma = 0, 0.05 \), and 0.1 cases. In the absence of noise \((\gamma = 0)\), the longer \( t \) always gives the better measurements. When the noise is present \((\gamma \neq 0)\), we found that there are minima of \( \mathcal{I}_{\text{sim}} \) as a function of \( t \). There are optimal measurement times \( t_{\text{opt}}^\text{opt} \)'s as functions of \( N \). \( t_{\text{opt}}^\text{opt} \) in the case of Markovian noise is shorter than that in the case of non-Markovian one.

We investigate \( t_{\text{opt}}^\text{opt} \) as a function of \( N \) for both simultaneous \((\sim \text{sim}) \) and individual \((\sim \text{ind}) \) scenarios in both Markovian and non-Markovian cases. Figure 3 shows that \( 1/t_{\text{opt}}^\text{opt} \) is proportional to \( \sqrt{N} \) in the Markovian (non-Markovian) case at \( N \geq 10 \), as expected \{2, 31\}. We found, however, that \( t_{\text{sim}}^\text{opt} \)'s behave differently at \( N < 10 \) in both Markovian and non-Markovian cases. We suspect that \( N < 10 \) is too small to observe the expected dependences. These observations are consistent
with $N$ dependences of $I_{\text{sim}}^{\min}$ in Fig. 3.

Figure 3 shows $I_{\text{opt}}^{\min}$ for $\gamma = 0.05$ at $t = t_{\text{opt}}^{\text{opt}}$, as a function of $N$. Here $\text{opt} = \text{sim}$ or $\text{ind}$. We observe the followings for the Markovian case. (i) $I_{\text{opt}}^{\min}$ becomes proportional to $N^{-1.5}$ at $N \geq 10$ or has the same dependence with the SQL and thus the entangled sensor has no benefit, and (ii) $I_{\text{ind}}^{\min} > I_{\text{sim}}^{\min}$ (although this difference is small) at the same $N$ which implies that the simultaneous measurement is beneficial. Those behaviors are consistent with the case of the single parameter estimation where entangled sensors cannot beat the SQL under the effect of the Markovian dephasing noise.

In contrast, we observe the followings for the non-Markovian case. (i) $I_{\text{opt}}^{\min}$ is proportional to $N^{-1.5}$ at $N \geq 10$ and thus the entangled sensor is beneficial, and (ii) $I_{\text{ind}}^{\min} > I_{\text{sim}}^{\min}$ (although this difference is small) at the same $N$ which implies that the simultaneous measurement is beneficial. The observation (i) ($N^{-1.5}$ dependence) is a well-known scaling for non-Markovian dephasing [18, 31]. The observation (ii) was reported in Ref. [38] for a noiseless case. Whereas, in this work, we show the reduction of uncertainty in noisy cases.

IV. CONCLUSION

In conclusion, we analyze the simultaneous estimation of the multiple parameters with an entangled sensor in both Markovian and non-Markovian dephasing noisy environments. We found that the entangled sensor is beneficial in the non-Markovian environment while it is not the case in the Markovian one.

Our multiple parameters are the components of a magnetic field and are sensed with an ensemble of $N$-identical particles that are entangled with each other. By taking into account the symmetry in permutation operators, the calculation cost is drastically reduced and becomes tractable. The entangled sensor is exposed to the target fields under the effect of the dephasing noise. We numerically calculate the quantum Fisher information matrix and investigate the lower bound of the total variance, denoted as $I$. When the dephasing noise is present, it always prevents us from achieving the Heisenberg limit. We, however, found that an entangled sensor can beat the standard quantum limit in a non-Markovian dephasing noise but not in a Markovian noise.
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Appendix A: Permutation symmetric sensor

We consider the sensor consists of $N$-identical particles where the permutation symmetry is taken as follows [60, 64, 65]. The joint Hilbert space of the sensor is $\mathcal{H}_N = \mathcal{H}^{(1)} \otimes \cdots \otimes \mathcal{H}^{(N)}$ with $\text{dim}(\mathcal{H}_N) = 2^N$. Any quantum state...
of the sensor can be given as

\[ |\psi\rangle = \sum_{m_1, m_2, \ldots, m_N} c_{m_1, m_2, \ldots, m_N} |m_1, m_2, \ldots, m_N\rangle, \tag{A.1} \]

where the product basis \(|m_1, m_2, \ldots, m_N\rangle = |m_1\rangle \otimes |m_2\rangle \otimes \cdots \otimes |m_N\rangle\) with \(m_n = \pm \frac{1}{2}\) are eigenvalues of \(J_z^{(n)}\). This basis is the eigenstate of the spin operators \(J^{(n)}\) and \(J_z^{(n)}\)

\[
\begin{align*}
[J^{(n)}]^2|m_1, m_2, \ldots, m_N\rangle &= j_n(j_n + 1)|m_1, m_2, \ldots, m_N\rangle, \tag{A.2} \\
J_z^{(n)}|m_1, m_2, \ldots, m_N\rangle &= m_n|m_1, m_2, \ldots, m_N\rangle. \tag{A.3}
\end{align*}
\]

The above product basis can be represented by an irrep basis, which consists of the total spin eigenstates \([64, 65]\) (the number of ways to combine \(N\) particles that gets the total angular momentum \(j\)). The coefficient \(c_{m_1, m_2, \ldots, m_N}\) now becomes \(c_{j, m, i}\). Taking into account the permutation symmetry where all the degenerate irreps of each \(j\) are indistinguishable, i.e., \(c_{j, m, i} = c_{j, m, i'} \forall i, i' \in [1, d^2_N]\), then, the irrep basis \(|j, m, i\rangle\) can be gathered to the Dicke basis \(|j, m\rangle\) \([66, 67]\), where

\[
|j, m\rangle = \frac{1}{\sqrt{d^2_N}} \sum_{i=1}^{d^2_N} |j, m, i\rangle. \tag{A.7}
\]

This basis is the eigenstate of the collective pseudo-spin operators

\[
\begin{align*}
J^2|j, m\rangle &= j(j + 1)|j, m\rangle, \tag{A.8} \\
J_z|j, m\rangle &= m|j, m\rangle. \tag{A.9}
\end{align*}
\]

Under this symmetry, the dimension now reduces to the Dicke-basis dimension \(d_D\):

\[
d_D = \begin{cases} 
(N + 3)(N + 1)/4 & \text{for odd } N, \\
(N + 2)^2/4 & \text{for even } N.
\end{cases} \tag{A.10}
\]

Hereafter, we take \(J, J_\alpha\) as the collective pseudo-spin operators in the \(d_D\) dimension.

In the \(d_D\) dimension, \(J_\alpha\) has a structure of block matrices as shown in Fig. [44]. The first block corresponds to \(j = N/2\), the explicit form of this block is a spin-\(j\) operator \(S_\alpha, \alpha = \{x, y, z\}\). The construction for others is the same. For example, \(N = 3\), we have

\[
J_x = \begin{pmatrix}
0 & \sqrt{3}/2 & 0 & 0 & 0 & 0 \\
\sqrt{3}/2 & 0 & 2 & 0 & 0 & 0 \\
0 & 2 & 0 & \sqrt{3}/2 & 0 & 0 \\
0 & 0 & \sqrt{3}/2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1/2 \\
0 & 0 & 0 & 0 & 1/2 & 0
\end{pmatrix}. \tag{A.11}
\]

Do the same for \(J_y\) and \(J_z\).
FIG. 5. (Color online) Block-diagonal form of a quantum state representing in the Dicke basis. The first block corresponds to \(j = N/2\) and its sub-dimension is \(d_s = N + 1\). Do the same calculation for the remaining blocks in the diagonal matrix. The off-diagonal terms are all zeros.

Appendix B: Dynamic of permutation symmetric sensor under dephasing noise

We will solve the GKLS equation (2) in the main text in \(d_\phi\) dimension. We note that \([H(\phi), \rho^{(n)}] = 0\), thus, we first calculate only the Liouville term (3). The following expressions are independent of the choice of the direction of the quantization axis, which is physically determined by the target field to be measured. We rewrite it here:

\[
\frac{\partial \rho_l}{\partial t} = 2\gamma_l \left( \sum_{n=1}^{N} a^{(n)} \rho_l a^{(n)} - N \rho_l \right).
\]  

(B.1)

We first show how to calculate the Liouvillian superoperator in the R.H.S. of Eq. (B.1). Using \(a^{(n)} = \varphi_x J_x^{(n)} + \varphi_y J_y^{(n)} + \varphi_z J_z^{(n)}\), the summation term in Eq. (B.1) is: (for short, we first keep \(\rho_l\))

\[
\sum_{n=1}^{N} a^{(n)} \rho_l a^{(n)} = \sum_{n=1}^{N} \left[ \varphi_x J_x^{(n)} + \varphi_y J_y^{(n)} + \varphi_z J_z^{(n)} \right] \rho_l \left[ \varphi_x J_x^{(n)} + \varphi_y J_y^{(n)} + \varphi_z J_z^{(n)} \right]
\]

\[
= \sum_{n=1}^{N} \left[ \varphi_x J_x^{(n)} + \varphi_y J_y^{(n)} + \varphi_z J_z^{(n)} \right] \rho_l \left[ \varphi_x J_x^{(n)} + \varphi_y J_y^{(n)} + \varphi_z J_z^{(n)} \right]
\]

\[
= \sum_{n=1}^{N} \left[ \varphi_x^* J_x^{(n)} + \varphi_y J_y^{(n)} + \varphi_z J_z^{(n)} \right] \rho_l \left[ \varphi_x^* J_x^{(n)} + \varphi_y J_y^{(n)} + \varphi_z J_z^{(n)} \right],
\]  

(B.2)

where \(J_x^{(n)} = J_x^{(n)} \pm iJ_y^{(n)}\), \(\varphi_w = (\varphi_x + i\varphi_y)/2\). Finally, we have

\[
\sum_{n=1}^{N} a^{(n)} \rho_l a^{(n)} = \sum_{n=1}^{N} \left[ (\varphi_w^2) J_x^{(n)} \rho_l J_x^{(n)} + (\varphi_w^2) J_y^{(n)} \rho_l J_y^{(n)} + (\varphi_w^2) J_z^{(n)} \rho_l J_z^{(n)} \right]
\]

\[
= \rho_l \left[ \varphi_w^2 (J_x^{(n)} + J_y^{(n)} + J_z^{(n)}) \right] + \rho_l \left[ \varphi_w^2 (J_x^{(n)} + J_y^{(n)} + J_z^{(n)}) \right]
\]

\[
+ \rho_l \left[ \varphi_w^2 (J_x^{(n)} + J_y^{(n)} + J_z^{(n)}) \right] \rho_l \left[ \varphi_w^2 (J_x^{(n)} + J_y^{(n)} + J_z^{(n)}) \right].
\]  

(B.3)

Here, these terms corresponding to \(J_x^{(n)} \rho_l J_x^{(n)}, \rho_l J_y^{(n)}, \rho_l J_z^{(n)}\), and \(J_x^{(n)} \rho_l J_x^{(n)}\) are local pumping, local emission, and local dephasing, respectively. Now, using \(\rho_l = \sum_{jmm'} p_{jmm'} |j, m\rangle \langle j, m'|\). Then for each \(j, m, m'\), we have \(60\, 64\, 65\)

\[
\sum_{n=1}^{N} J_k^{(n)} |j, m\rangle \langle j, m'| J_l^{(n)} = a_{kl}^N |j, m\rangle \langle j, m'|
\]

\[
+ b_{kl}^N |j - 1, m_k\rangle \langle j - 1, m'_l|
\]

\[
+ d_{kl}^N |j + 1, m_k\rangle \langle j + 1, m'_l|,
\]  

(B.4)
where \( k,l = \{+,-,z\}, m_+ = m + 1, m_- = m - 1, m_z = m, \) and

\[
a_{kl}^{N} = A_{k}^{j,m} A_{l}^{j',m'} \frac{1}{2j} \left( 1 + \frac{\alpha_N^{j+1}}{d_N^{j}} \right),
\]

\[
= A_{k}^{j,m} A_{l}^{j',m'} \frac{N/2 + 1}{2j(j + 1)}
\]

\[
:= A_{k}^{j,m} A_{l}^{j',m'} \Lambda_a,
\]

\[
b_{kl}^{N} = B_{k}^{j,m} B_{l}^{j',m'} \frac{\alpha_N^{j}}{2jd_N^{j}},
\]

\[
= B_{k}^{j,m} B_{l}^{j',m'} \frac{N/2 + j + 1}{2j(2j + 1)}
\]

\[
:= B_{k}^{j,m} B_{l}^{j',m'} \Lambda_b,
\]

\[
d_{kl}^{N} = D_{k}^{j,m} D_{l}^{j',m'} \frac{\alpha_N^{j+1}}{2(j + 1)d_N^{j+1}},
\]

\[
= D_{k}^{j,m} D_{l}^{j',m'} \frac{N/2 - j}{2(j + 1)(2j + 1)}
\]

\[
:= D_{k}^{j,m} D_{l}^{j',m'} \Lambda_d,
\]

\( (\text{Eq. (B.5)}) \)

\( (\text{Eq. (B.6)}) \)

\( (\text{Eq. (B.7)}) \)

where

\[
A_{\pm}^{j,m} = \sqrt{(j + m)(j + m + 1)}, \quad A_{\pm}^{j,m} = m,
\]

\( (\text{Eq. (B.8)}) \)

\[
B_{\pm}^{j,m} = \pm \sqrt{(j + m)(j + m - 1)}, \quad B_{\pm}^{j,m} = \sqrt{(j + m)(j - m)},
\]

\( (\text{Eq. (B.9)}) \)

\[
D_{\pm}^{j,m} = \mp \sqrt{(j + m + 1)(j + m + 2)}, \quad D_{\pm}^{j,m} = \sqrt{(j + m + 1)(j - m + 1)},
\]

\( (\text{Eq. (B.10)}) \)

\[
\Lambda_a = \frac{N/2 + 1}{2j(j + 1)}, \quad \Lambda_b = \frac{N/2 + j + 1}{2j(2j + 1)}, \quad \Lambda_d = \frac{N/2 - j}{2(j + 1)(2j + 1)},
\]

\( (\text{Eq. (B.11)}) \)

and

\[
\alpha_N^{j} = \sum_{j'=j}^{N/2} d_N^{j'} = \frac{N!}{(N/2 - j)(N/2 + j)!}.
\]

\( (\text{Eq. (B.12)}) \)

with the degenerate \( d_N^{j} = \frac{N!(2j + 1)}{(N/2 - j)(N/2 + j)!} \).

We calculate explicitly Eq. (B.4) for each \( j, m, m' \), where

\[
\varphi_z^2 \sum_{n=1}^{N} J_z^{(n)}|j, m\rangle \langle j, m'|J_z^{(n)} = \varphi_z^2 (mm'\Lambda_a|j, m\rangle \langle j, m'|)
\]

\( \rightarrow \Gamma^{(1)} \)

\[
+ B_{z}^{j,m} B_{z}^{j',m'} \Lambda_b|j - 1, m\rangle \langle j - 1, m'|
\]

\( \rightarrow \Gamma^{(5)} \)

\[
+ D_{z}^{j,m} D_{z}^{j',m'} \Lambda_d|j + 1, m\rangle \langle j + 1, m'|
\]

\( \rightarrow \Gamma^{(6)} \)

(the coefficients related to the term \(|j, m\rangle \langle j, m'| \) will be assigned \( \rightarrow \) to \( \Gamma^{(1)} \) and so on.)
\[
|\varphi_w|^2 \sum_{n=1}^{N} J_{+}^{(n)} |j, m\rangle \langle j, m'| J_{+}^{(n)} = |\varphi_w|^2 (A_{+}^{j,m} A_{-}^{j,m'} \Lambda_a |j, m + 1\rangle \langle j, m' + 1| \quad \leftarrow \Gamma^{(8)}
\]
\[
+ B_{+}^{j,m} B_{+}^{j,m'} \Lambda_b |j - 1, m + 1\rangle \langle j - 1, m' + 1|
\]
\[
+ D_{+}^{j,m} D_{+}^{j,m'} \Lambda_d |j + 1, m + 1\rangle \langle j + 1, m' + 1|
\]

(note that \(J_{-}^{(n)}\) becomes \(J_{+}^{(n)}\) as in Eq. (B.4))

\[
(\varphi_w^*)^2 \sum_{n=1}^{N} J_{+}^{(n)} |j, m\rangle \langle j, m'| J_{+}^{(n)} = (\varphi_w^*)^2 (A_{+}^{j,m} A_{-}^{j,m'} \Lambda_a |j, m + 1\rangle \langle j, m' - 1| \quad \leftarrow \Gamma^{(10)}
\]
\[
+ B_{+}^{j,m} B_{+}^{j,m'} \Lambda_b |j - 1, m + 1\rangle \langle j - 1, m' - 1|
\]
\[
+ D_{+}^{j,m} D_{+}^{j,m'} \Lambda_d |j + 1, m + 1\rangle \langle j + 1, m' - 1|
\]

\[
\varphi_w \varphi_{\bar{z}} \sum_{n=1}^{N} J_{+}^{(n)} |j, m\rangle \langle j, m'| J_{+}^{(n)} = \varphi_w \varphi_{\bar{z}} (A_{+}^{j,m} \Lambda_{a} |j, m + 1\rangle \langle j, m' - 1| \quad \leftarrow \Gamma^{(13)}
\]
\[
+ B_{+}^{j,m} B_{+}^{j,m'} \Lambda_b |j - 1, m + 1\rangle \langle j - 1, m' + 1|
\]
\[
+ D_{+}^{j,m} D_{+}^{j,m'} \Lambda_d |j + 1, m + 1\rangle \langle j + 1, m' + 1|
\]

\[
\varphi_w^2 \sum_{n=1}^{N} J_{-}^{(n)} |j, m\rangle \langle j, m'| J_{-}^{(n)} = \varphi_w^2 (A_{-}^{j,m} A_{-}^{j,m'} \Lambda_a |j, m - 1\rangle \langle j, m' + 1| \quad \leftarrow \Gamma^{(16)}
\]
\[
+ B_{+}^{j,m} B_{+}^{j,m'} \Lambda_b |j - 1, m - 1\rangle \langle j - 1, m' + 1|
\]
\[
+ D_{+}^{j,m} D_{+}^{j,m'} \Lambda_d |j + 1, m - 1\rangle \langle j + 1, m' + 1|
\]

We collect all coefficients correspond to each \(|\cdot, \cdot\rangle \langle \cdot, \cdot|\) and assign as \(\Gamma^{(i)}\), where \(i = 1, \cdots, 27\) as following:
Explicitly, we have

\[
\begin{align*}
\Gamma^{(1)} &= 2\gamma_i(\varphi_w^2 m m' \Lambda_a - N) \\
\Gamma^{(2)} &= 2\gamma_i(\varphi_w^2 A_{\pm}^{j,m} A_{\pm}^{j,m'}) \Lambda_a \\
\Gamma^{(3)} &= 2\gamma_i(\varphi_w^2 B_{\pm}^{j,m} B_{\pm}^{j,m'}) \Lambda_b \\
\Gamma^{(4)} &= 2\gamma_i(\varphi_w^2 D_{-\pm}^{j,m} D_{-\pm}^{j,m'}) \Lambda_d \\
\Gamma^{(5)} &= 2\gamma_i(\varphi_w^2 B_{-\pm}^{j,m} B_{-\pm}^{j,m'}) \Lambda_b \\
\Gamma^{(6)} &= 2\gamma_i(\varphi_w^2 D_{\pm}^{j,m} D_{\pm}^{j,m'}) \Lambda_d \\
\Gamma^{(7)} &= 2\gamma_i(\varphi_w^2 B_{+\pm}^{j,m} B_{+\pm}^{j,m'}) \Lambda_b \\
\Gamma^{(8)} &= 2\gamma_i(\varphi_w^2 A_{+}^{j,m} A_{+}^{j,m'}) \Lambda_a \\
\Gamma^{(9)} &= 2\gamma_i(\varphi_w^2 D_{\pm}^{j,m} D_{\pm}^{j,m'}) \Lambda_d
\end{align*}
\]

thus the equation can be solved. In the numerical calculation, we have extended the Permutational-Invariant Quantum Solver (PIQS) library in QutiP [60] using our analysis in this appendix.

Finally, \(\rho_i(\phi)\) is given by the evolution \(U(\phi)\rho_i U^\dagger(\phi)\).
Appendix C: Concrete calculation of the QFIM

For concreteness, to calculate the QFIM, we first derive the term  \( \partial \rho_t(\phi)/\partial \phi_k \) as

\[
\partial_k \rho_t(\phi) = \partial_k [U(\phi) \rho_t U^\dagger(\phi)] = \partial_k U(\phi) \rho_t U^\dagger(\phi) + U(\phi) \rho_t \partial_k U^\dagger(\phi),
\]

where  \( U(\phi) = e^{-itH(\phi)} \). Detailed calculation \[68\]:

\[
\partial_k U(\phi) = \partial_k e^{-itH(\phi)}
= -i \int_0^t du e^{-i(t-u)H(\phi)} \partial_k H(\phi) e^{-iuH(\phi)}
= -ie^{-iH(\phi)} \int_0^t du e^{iuH(\phi)} J_k e^{-iuH(\phi)}
= -iU(\phi) A_k,
\]

where

\[
A_k = \int_0^t du e^{iuH(\phi)} J_k e^{-iuH(\phi)},
\]

is a Hermitian operator \[58, 68, 69\]. To solve Eq. \( \text{(C.3)} \), we follow the method described in Refs. \[68, 69\], and we use this form to calculate QFIM. Therein, for  \( t \ll 1 \), we have

\[
A_k \approx t J_k.
\]

For arbitrary large  \( t \), we have \[68, 69\]

\[
A_k = t \sum_{\{l|\lambda_l=0\}} \text{Tr}[\Gamma_l^\dagger J_k \Gamma_l] - i \sum_{\{l|\lambda_l \neq 0\}} \frac{1 - e^{-t\lambda_l}}{\lambda_l} \text{Tr}[\Gamma_l^\dagger J_k \Gamma_l],
\]

where  \( \Gamma \) satisfies the eigenvalue equation:

\[
H(\phi) \Gamma \equiv [H(\phi), \Gamma] = \lambda \Gamma.
\]

\( H(\phi) \) is a Hermitian superoperator of  \( H(\phi) \), which has  \( d^2_D \) real eigenvalues:  \( \lambda_1, \cdots, \lambda_d^2_D \). We also denote  \( \Gamma_l, l = 1, \cdots, d^2_D \) are orthonormal eigenvalues of  \( \Gamma \).

Finally, substituting Eq. \( \text{(C.1)} \) into Eq. \( \text{(7)} \) in the main text, we obtain the QFIM.
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