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Abstract
This paper presents an overview of the functionalities and applications of Exasim, an open-source code for generating high-order discontinuous Galerkin codes to numerically solve parametrized partial differential equations (PDEs). The software combines high-level and low-level languages to construct parametrized PDE models via Julia, Python or Matlab scripts and produce high-performance C++ codes for solving the PDE models on CPU and Nvidia GPU processors with distributed memory. Exasim provides matrix-free discontinuous Galerkin discretization schemes together with scalable reduced basis preconditioners and Newton-GMRES solvers, making it suitable for accurate and efficient approximation of wide-ranging classes of PDEs.
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1. Motivation and significance
The use of high-order methods to solve partial differential equations (PDEs) has experienced a growing interest among practitioners [1–3] in different areas of engineering and science. Their increased accuracy at a reduced computational cost and their low diffusion and dispersion errors confer them a major advantage when compared to low-order schemes [4, 5]. In particular, DG formulations have become one of the most adopted high-order approaches in many different areas [6–12]. DG methods rely on a locally conservative formulation that ensures
high-order accuracy on unstructured meshes. In addition, they provide a stable definition of the convection operator and allow suitable hp-adaptivity strategies [13–16] and an efficient exploitation of parallel computing architectures [17].

Because of these reasons, different classes of DG discretizations have been proposed over the last years [18–23]. In particular, hybridized DG (HDG) methods have gained popularity for the numerical solution of all classes of PDEs [24–34], based on their superiority with respect to other DG alternatives both in terms of accuracy and computational complexity [35, 36]. However, their conjunction with nonlinear solvers imposes a high memory footprint, either in terms of building the system matrices, or dealing with larger systems of equations in matrix-free approaches [37]. As a result, these methods offer a poorer scalability on GPU platforms, what makes them unsuitable for solving large problems [38].

This paper presents Exasim, an open-source software for generating high-order DG codes, based on the local DG (LDG) method [21, 39]. Exasim performs an implicit matrix-free approach [38, 40] that makes the code suitable for running on multiple architectures using both CPUs and GPUs, allowing the solution of large-scale problems. Moreover, it exploits a parametrized formulation of PDEs, expressing them as first order systems of equations with the eventual inclusion of ordinary differential equations (ODEs) to form a system of differential-algebraic equations (DAEs). This general framework reduces the mathematical description of the model to the definition of state variables, fluxes, source terms, together with initial and boundary conditions, and allows the user to model multiple PDE systems. Furthermore, the software presents a user interface in a high-level language (Julia, Python or Matlab) where one can specify the aforementioned terms symbolically in a seamless effort. Then, the code performs a preprocessing stage that generates C++ code, which interfaces with C++ and CUDA kernels and allows the software to run on different computing platforms.

With this approach, Exasim offers an open-source product that can be easily adopted for users with any kind of expertise in DG discretizations. At the same time, it serves as an advanced research tool, capable to run in different architectures with multiple processors and with suitable scalability properties, thus allowing to tackle complex problems that are beyond the capabilities of existing codes [38, 40]. Indeed, whereas the implicit-in-time matrix-free approach shares some common features with some available DG codes [41–43], it contrasts with most of the available open-source DG approaches, such as [44, 51], which are CPU-based, and also with other codes running on GPUs which rely on explicit time-marching schemes, like [52, 53].

The remainder of this paper is structured as follows. Section 2 describes the parametrized PDE models and discretization methods that Exasim handles. Then, section 3 details the code architecture and its different functionalities. A number of examples are presented in section 4 to illustrate the capabilities of the soft-
ware. Finally, sections 5 and 6 summarize the impact of this work and the main conclusions of this paper, respectively.

2. Models and Discretization Methods

Exasim produces executable DG code to solve a wide variety of PDE models that can be described under general parametrized formulations and classified under convection, diffusion or wave-type equations (models C, D and W in the software), such as those listed in Table 1, and described as follows.

| Convection model          | Linear and nonlinear convection, Burgers equation, Euler equations, shallow water equations. |
|---------------------------|-------------------------------------------------------------------------------------------------|
| Diffusion model           | Poisson equation, convection-diffusion equations, linear and nonlinear elasticity, compressible and incompressible Navier-Stokes. |
| Wave model                | Wave equation, linear and nonlinear elastodynamics, Maxwell’s equations.                      |

Table 1: Examples of PDEs belonging to each of the model categories in Exasim.

2.1. Parametrized PDE models

The underlying PDE system must be written as a set of first-order PDEs and can be coupled as well with a certain ordinary differential equation (ODE) to form a system of differential-algebraic equations. For instance, the diffusion model, defined in the open domain $\Omega \subset \mathbb{R}^n$ for $t_f > 0$, and expressed in its more general version, reads as

$$ q + \nabla u = 0, \quad \text{in } \Omega \times (0, t_f], \quad (1a) $$

$$ m(\tilde{u}, x, t, \mu) \frac{\partial u}{\partial t} + \nabla \cdot f(\tilde{u}, x, t, \mu) = s(\tilde{u}, x, t, \mu), \quad \text{in } \Omega \times (0, t_f], \quad (1b) $$

$$ \alpha \frac{\partial w}{\partial t} + \beta w = s_w(\tilde{u}, x, t, \mu), \quad \text{in } \Omega \times (0, t_f], \quad (1c) $$

with appropriate initial and boundary conditions. Here, the set of state variables $\tilde{u} = (u, q, w) \in \mathbb{R}^{n_u} \times \mathbb{R}^{n_u \times n_d} \times \mathbb{R}^{n_w}$ is the exact solution of the PDE model, $x$ is the vector of coordinate variables, $t$ represents time variable in $(0, t_f]$, and $\mu \in \mathbb{R}^{n_{param}}$ is a vector of physical parameters. Additionally, the vector-valued function $m \in \mathbb{R}^{n_u}$ is a mass function, the matrix-valued function $f \in \mathbb{R}^{n_u \times n_d}$ is a flux and the vector-valued function $s \in \mathbb{R}^{n_u}$ is a source term. Similarly, $\alpha \in \mathbb{R}$, $\beta \in \mathbb{R}$ and $s_w \in \mathbb{R}^{n_w}$ are, respectively, two parameters and a source term for the additional ODE.
The diffusion model (1a–1b) reduces to the convection model when the state variables \( \tilde{u} \) do not contain \( q \) and equation 1a is not included in the model. The wave model derives from the diffusion model when equation 1a is replaced by

\[
\frac{\partial q}{\partial t} + \nabla u = 0, \quad \text{in } \Omega \times (0, t_f],
\]

and employs the ODE equation 1c to recover the displacement field, \( w \). Finally, note that besides the diffusion, convection, and wave models, Exasim can solve higher-order PDE models by rewriting them as a first-order system of equations.

2.2. Discretization methods

Exasim implements the LDG method for the spatial discretization and the diagonally implicit Runge-Kutta (DIRK) method for temporal discretization [54]. The LDG discretization of the PDE model (1) leads to a semi-discrete system of equations involving the source, flux, mass, numerical trace, and numerical flux functions. In Exasim, these functions are input as mathematical expressions of symbolic variables in a script file. This allows users to define the LDG discretization of a PDE model by merely writing mathematical functions in a high-level language setting. Note as well that different DG methods can be implemented in Exasim for the spatial discretization of PDE systems by providing suitable expressions of the numerical traces and numerical fluxes.

On the other hand, Exasim employs several DIRK schemes for the time integration, from first-order implicit Euler to higher-order schemes, such as the three-stage four-order DIRK scheme. The number of stages and order of accuracy can be specified by users.

3. Software description

Exasim combines a high-level interface for preprocessing and code generation with C++ language to obtain high-performance codes that can run on both CPU and GPU architectures. In particular, the functions and parameters that define the PDE model (1) are specified via scripts in a high-level language (Julia, Python or Matlab). An automatic code generation module is then responsible for converting them into C++ codes that handle fluxes, source terms, boundary conditions and initial conditions. Finally, the kernel code, written in C++ with MPI-based parallelization and CUDA for GPUs, implements the corresponding discretization and solution methods. Exasim leverages a number of external libraries and software, such as the linear algebra libraries BLAS and LAPACK, Gmsh for mesh generation, METIS for mesh partitioning, GPU-aware MPI libraries, CUDA Toolkit for GPU architectures and Paraview for visualization.
A summary of this code architecture is depicted in Figure 1, which illustrates the different tasks and dependencies together with some of the software main functionalities. Some of the main capabilities of the code related to the solution methods, meshing and visualization, besides its GPU parallel performance are described as follows.

3.1. Automatic code generation

Exasim generates both standard C++ code and CUDA code from the mathematical functions written in Julia, Python, or Matlab. To this end, Exasim employs symbolic libraries such as Sympy and Matlab’s symbolic toolbox to generate C code which is then converted to C++/CUDA code by Exasim’s code generator. The resulting code is automatically optimized, given that common subexpression elimination (CSE) tool is used to eliminate duplicate expressions.

3.2. High-order mesh generation

Exasim provides a Mesh module to generate meshes for simple geometries. Similarly, Exasim uses Gmsh [55] to generate meshes from geometry model files. Nevertheless, any alternative open-source mesh generators such as CUBIT [56], CGAL [57], DistMesh [58], TetGen [59], Mmg [60], MeshLab [61] or SALOME [62], among others, can be used for complex geometries. Because a high-order mesh is needed for the DG discretization of a PDE model, Exasim produces the high-order mesh from a standard finite element mesh by curving its corresponding boundaries and mapping the nodes of the mesh appropriately [63, 64].

3.3. Jacobian-free Newton-Krylov solvers

The LDG method is Exasim’s default discretization, since it enables an efficient implementation of a matrix-free solution method well suited for GPU architectures. The resulting system of equations arising from DG/DIRK discretization
is solved by using a matrix-free Newton-GMRES method, thus avoiding the need to construct Jacobian matrices. The performance of the GMRES solver is accelerated by means of a matrix-free preconditioner which is constructed using the reduced basis method and a low-rank approximation to the Jacobian matrix. The matrix-vector products in GMRES can be computed in two different ways in \texttt{Exasim}, either by means of a finite difference approximation or by an automatic differentiation (AD) approach relying on the external package Enzyme \cite{65, 66}. In addition, a number of different algorithms, including tensor-product with sum-factorization for residual evaluation or an automatic tuning for customized GPU allocation, are used to optimize the code performance. More details of the different algorithms employed for the discretization and solution method can be found in \cite{38, 40}.

3.4. Visualization

\texttt{Exasim} uses Paraview to visualize and analyze the numerical solutions. To this end, a postprocessing tool is employed to generate the corresponding \texttt{VTK/VTU} files from the solution data. The visualization is performed immediately once the simulation is completed.

3.5. GPU scalability

Whereas \texttt{Exasim} can run both on CPU and GPU architectures, the code features a set of numerical algorithms suited to optimize the performance in GPU systems. Indeed, a significant performance gain for GPU architectures has been reported in \cite{38}, indicating an improvement of more than one order of magnitude in runtime with respect to CPU machines.

The software presents excellent performance in weak and strong scaling tests, as illustrated in Table \ref{table:2} for the direct numerical simulation (DNS) of the Purdue flared cone \cite{67, 68}. The simulation employed third-order DG and DIRK schemes and up to 768 nodes at the OLCF’s Summit supercomputer, with one MPI rank per GPU. A degradation of about 5\% is obtained in the weak scaling test when increasing from 24 to 768 nodes, whereas a slow degradation can be observed as well in the strong scaling results as the number of nodes increases.
4. Illustrative Examples

**Exasim** has a large collection of examples including convection-diffusion, heat transfer, compressible flows, wave propagation and magnetohydrodynamics problems. This section presents four different examples which are representatives of convection, diffusion and wave models.

4.1. Convergence study on the Poisson equation

A 3D analytical solution of the Poisson equation is presented to verify the convergence properties of the proposed numerical method, in particular for the diffusion model. The example corresponds to a case of heat diffusion with a source term, i.e. \( -\nabla^2 u = f \) on the unit cube \( \Omega = (0,1)^3 \), with analytical solution \( u = \sin(\pi x) \sin(\pi y) \sin(\pi z) \). The problem is solved in a set of structured tetrahedral grids and using different polynomial degrees of approximation, \( p \). The approximation errors in the different mesh refinements for both the primal and mixed variables, \( u_h \) and \( q_h \), are detailed in Table 3. The expected optimal convergence rates of \( p + 1 \) are obtained for the approximation of the primal variable, \( u_h \), whereas convergence of order \( p \) is obtained for the mixed variables, \( q_h \).
Table 3: Poisson example – History of convergence of the primal and mixed variables, \(u_h\) and \(q_h\) (top and bottom respectively) in the 3D Poisson example, using uniform meshes of tetrahedrons and different polynomial degrees of approximation. \(\times\) indicates that convergence rates cannot be accurately computed due to finite precision arithmetic issues.

4.2. Scattering of a planar wave by a circular cylinder

The second example presented in this work corresponds to the propagation of an acoustic planar wave of wavenumber \(k = (10, 0)\) in a medium with unit permittivity, \(\varepsilon = 1\), and speed of sound, \(c = 1\), scattered by a 2D cylinder of unitary radius. The problem is solved in the square domain \(\Omega = (-12, 12)^2\), with absorbing boundary conditions on the outer boundaries and Neumann boundary conditions on the cylinder boundary. The numerical simulation is performed using different polynomial orders of approximation, from \(p = 3\) to \(p = 5\), and a DIRK(3,4) scheme, employing an unstructured mesh composed by 4224 triangles with curved boundaries, shown in Figure 2a. The scattered wave solution is depicted in Figures 2b and 2c for \(p = 3\) and \(p = 5\), respectively, after 50 periods of time, whereas Figure 2d illustrates the quadratic decay of the displacement field along the line \(\theta = \pi/9\). Finally, Figure 2e shows the radar cross-section (RCS) [69] for different orders of approximation, measuring the propagated energy and highlighting the importance of high-order approximations in time and space to ensure low dispersion and diffusion errors on the wave propagation.
4.3. Bickley jet

A certain configuration of the Bickley jet case (see for instance [70]), using the shallow water equations, illustrates an example of the convection model. The example models the temporal evolution of a jet flow in the square domain $\Omega = (-2\pi, 2\pi)^2$, subject to slight initial perturbations on the velocity field. The problem is solved employing a Cartesian mesh of $128 \times 128$ quadrilaterals and periodic boundary conditions, given a non-dimensional gravity value of $g = 10^4$. The simulation employs $p = 4$ polynomials and a DIRK(3,3) temporal integration scheme. Some sketches of the velocity magnitude field for different simulation times are depicted in Figure 3. Exasim solves this case without need of any physical or artificial diffusion, showing a good resolution and propagation of the flow perturbations.
4.4. Taylor-Green vortex

Finally, the Taylor-Green vortex at $Re = 1600$ is considered to show the potential of Exasim in solving a 3D case featuring several millions of degrees of freedom. The case is solved using an implicit large-eddy simulation (ILES) approach, which relies on the inherent numerical dissipation of the DG discretization, contrary to introducing a subgrid scale (SGS) model to account for the small scales of the flow. The example is solved in $\Omega = (0, 2\pi)^3$ with periodic boundary conditions, employing a structured mesh of $64^3$ cubes and fourth-order polynomials.

The kinetic energy dissipation is evaluated in Figure 4 in comparison to a DNS reference solution [71]. On the one hand, Figure 4a illustrates the evolution of the kinetic energy rate, showing a strong agreement between the present ILES solution and the reference DNS solution. On the other hand, Figure 4b depicts the kinetic energy spectrum at the instant of maximum dissipation, $t = 9$. The ILES solution establishes a close comparison with respect to the reference solution for wavenumbers $k < 80$, whereas it overpredicts the energy in the highest wavenumbers. The wavespectrum also shows a first range of wavenumbers up to $k \approx 20$ when it follows a power law with exponent close to the theoretical value of $-5/3$. 
5. Impact

**Exasim** is aimed at making DG methods accessible to users, offering at the same time a robust solver capable to handle large nonlinear systems of equations by means of innovative numerical algorithms. To do so, a high-level interface allows users to specify the analytical expressions describing fluxes, source terms, boundary conditions and initial conditions of a general parametrized PDE system in simple Python, Julia or Matlab scripts. This simple preprocessing step is then integrated within C++ and CUDA kernels with MPI-based parallelization, giving rise to a high-performance code capable to run on several machines, from laptops to supercomputers, with both CPU and GPU processors.

Furthermore, the software employs a set of GPU-accelerated numerical algorithms suited for this kind of architectures, allowing to take advantage of its computational power and to dramatically increase the scale and size of the numerical simulations **Exasim** is able to tackle. In this manner, the software represents a key tool itself to face practical problems of interest in different physical applications whose computational demands are inaccessible by existing codes.

To this end, **Exasim** has been already used in different large-scale LES computations predicting transitional and turbulent flows in transonic or hypersonic applications [38,40]. In addition, given the simplicity for formulating PDE models, **Exasim** has the potential to facilitate the introduction of modern high-order DG discretizations in physical systems involving complex descriptions and coupled phenomena.

Finally, the modular structure of **Exasim** permits to exploit the full capabilities of external libraries and packages. For instance, this is the case of Enzyme, which has been integrated within the software to perform forward mode automatic
differentiation in the matrix-vector products associated to the GMRES iterations.

6. Conclusions

This paper presents Exasim, an open-source software for generating discontinuous Galerkin codes for the numerical solution of PDEs. The code features a high-level user interface in Julia, Python and Matlab for preprocessing and code generation and combines it with C++ and CUDA/MPI kernels, producing a high-performance code able to run on CPU and GPU platforms. The code exploits a matrix-free solution method that provides full GPU functionality and excellent scalability on this kind of architectures. The software has been validated on many different applications and examples, and it constitutes both a basic learning framework and an innovative numerical tool for advanced computational research used to improve our understanding of complex flow physics.
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