Beam—Plasma Discharge in Space and in a Lab
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Abstract—The process and applications of a specific type of gaseous discharge—beam—plasma discharge (BPD)—are reviewed. A brief survey of the BPD theory is presented. The basic features of BPD in active geophysical experiments with injection of electron beams into Earth’s ionosphere are discussed. Studies of the physics of BPD have revealed the effects successively applied in plasma technology for processing nanoelectronic materials and structures.
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1. INTRODUCTION: HISTORICAL REVIEW

This review is devoted to the history and successful applications of a phenomenon of plasma physics: beam—plasma discharge (BPD). It is shown here that this effect has found application in a wide area of human activity and is very useful in such different fields as active geophysical experiments and technologies for creating solid-state electronic devices. Of course, this description is colored by the author’s personal experience and does not pretend to be complete: there are reviews on some specific manifestations of BPD referenced in this text. The author believes that this phenomenon will have even wider application in nanotechnologies.

The prehistory of a BPD begins with theoretical description of the phenomenon that was found out in 1949 independently in theoretical works by A.I. Akhiezer and Y.B. Fainberg [1] and D. Bohm and E.P. Gross [2]: when an electron beam moves through a plasma, instability develops, which manifests as increasing thermal fluctuations in the velocity and density of both electrons and the beam at a frequency near plasma Langmuir frequency. The first experimental confirmation of this effect was described in [3].

Let us recall the main points of beam instability theory [4–6].

Below we use the following notation:

\[ T_e \text{ and } n_p \text{ are the plasma electron temperature and density; } \omega_p = \left( \frac{e^2 n_p}{mc} \right) \text{ is the electron plasma frequency, } e \text{ and } m \text{ are the charge and the mass of an electron, } M \text{ is the mass of ion; } \epsilon \text{ is the light velocity; } V_0, V_L \text{ are longitudinal and transverse velocities of beam electrons; } B \text{ is magnetic field induction, } \rho \text{ is the operation gas pressure, and } k \text{ is a wave number } \Gamma \text{ is an increment of the instability; the subscript “b” refers to quantities corresponding to the electron beam.} \]

\[
\frac{\omega_p^2}{\omega^2} + \frac{\omega_{pb}^2}{\left( \omega - kV_0 \right)^2} = 1.
\]

The physical mechanism of instability is determined by reversal of the sign of the Coulomb forces between the electron bunching: for \( \omega < \omega_b, \epsilon_p < 0 \), and the charges induced by the beam in the plasma are phased in such a way that the electrostatic forces of the space charge are not repelled a bunch of electrons in the beam, but are directed inside the bunch and compact it.

The instability is very strong: at comparable geometric dimensions and beam parameters the amplification coefficient of the oscillations is greater by an order of magnitude than the gain in a traveling wave tube. This, as well as the lack of complex structural elements (slow-wave structures), immediately attracted the attention of experts in microwave electronics [7].

Equation (1) is obtained under the assumption that all electrons of the beam have the same initial (unperturbed) velocity. In reality, there is always a spread of
velocities, which is determined by the origin of the beam and can be small relatively to mean velocity (a beam is created in a laboratory plasma using an electron gun) or significantly exceed the thermal spread, for example, when it is generated in a gas discharge plasma or in outer space (flares of third type in the Sun [8], so-called named “bump on tail”). These situations qualitatively differ both in increments of instability and in the nature of nonlinear processes during its development.

Nonlinearity of the interaction is expressed in such phenomena as the deviation of the law of increase in the amplitude of oscillations from exponential; deformation of the beam electron distribution function on energies; changing of the spectrum of oscillations (generation of harmonics and combination frequencies).

Here we will not go into detail about the beam instability theory, redirecting the reader to the monographs cited above [5, 6]. We only note that, as shown in [9, 10], the quasilinear beam instability theory [11, 12] is inapplicable for describing nonlinear processes in a beam—plasma system with a small velocity spread of the beam in (hydrodynamic beam instability): this system should be considered a stochastic self-oscillating system with internal feedback, described by dynamic chaos theory [13].

The formation of BPD, i.e. the creation of a plasma with a high concentration (significantly higher than that expected from collisions of beam electrons with gas molecules), when the beam propagated through a rarefied gas in a strong longitudinal magnetic field, was discovered and explained qualitatively in [14–16] already at an early stage of experimental studies of beam—plasma instabilities. There the ignition thresholds of the BPD in a high magnetic field, the oscillations spectra and the types of instabilities responsible for the formation and maintenance of the BPD, the energy relations in the BPD were experimentally studied.

The main manifestations of BPD in a high magnetic field \((B^2/8\pi \gg n_p T_e)\) are: an abrupt increase in plasma density at a certain (threshold) value of the beam current, a significant increase in the diameter of the plasma column compared to the diameter of the electron beam, a clear high-frequency gain radiation from the plasma region and the transformation of its spectrum (from monochromatic or set of harmonics to a broadband spectrum in the \(\omega_p\) band), a sharp increase in low frequency fluctuations.

In [17, 18] was shown that BPD can develop without an external magnetic field. Features of optical radiation from the region of BPD without an external magnetic field were described in [17]. Four stages of the BPD formation were observed at the gas pressure increasing (see Fig. 1): strictly outlined area of the region occupied by the beam, scattered by collisions of beam electrons with neutral particles (electron beam excited plasma, EBEP), thin shining channel at regime of the beam ion focusing, BPD configuration in shape of shining ellipsoid connected with the beam injector by thin channel of EBEP and the track of the beam scattered in the high density gas.

The area occupied by BPD is distinctly more than the volume of the beam, if \(B\) is not too much (Larmor radius of electrons \(R_{le} = \frac{mV_0/eB}{\sqrt{2}} \lesssim R_0 \ll R_{li} = \frac{MV_0/eB}{2}\)).

The first works on BPD theory appeared in 1976 [19, 20] and were stimulated mainly by willingness to apply the phenomenon in microwave electronics [14], and later by the desire to explain and describe the features observed in active geophysical experiments and in laboratory experiments simulating their conditions [21, 22].

2. PHYSICS OF BPD

Summing up the results of theoretical, experimental, and computer simulation studies, we can construct the following qualitative pattern of excitation and properties of BPD (Fig. 1).

At the initial stage of the discharge (after injection of the electron beam into a gas medium begins), the gas is ionized due to collisions of the electron beam with molecules. At a small beam density or low gas pressure, if the ionization rate exceeds the rate of escape of charged particles from the ionization region, this “primary” plasma is accumulated and creates an EBEP. At sufficient densities of the beam current and the gas, when a certain density of primary plasma accumulates in the system, beam instability begins to develop. For a given set of experimental parameters, the ignition of the discharge occurs when the beam current exceeds a certain threshold value, which is associated with these parameters by the empirical dependence [23]

\[
I_t = \frac{E_0^{3/2}}{B_0 L} f(p),
\]

where \(f(p)\) is a function with a minimum and varies about as \(p^{\beta}(0.5 < \beta < 1)\) up and down this minimal
pressure. For example, for $E_0 = (1–3)$ keV, $B \sim 40$ G, $L \sim 10$ m, $p_{\text{min}} = (1–2) \times 10^{-5}$ Torr.$^1$

The ionization rate of neutral atoms during BPD ignition increases 2 order of magnitude compared to the rate of collisional ionization by the beam under the same conditions. Since the rate of diffusion also increases when plasma temperature increases, the density of the discharge plasma increases by a smaller value.

The generation of regular oscillations changes rather quickly, after some beam transit times, by excitation of broadband stochastic oscillations; this is a consequence of oscillation accumulation in the bounded plasma volume and of permanently changing initial conditions for the beam entering the volume [24, 25]. A highly nonequilibrium plasma with mean energy of electrons up to hundreds of electronvolts is formed in the area occupied by the beam, thus distribution functions of electrons of the beam and of the plasma become physically indiscernible. Electrons from this area create an additional current to the end plates of the chamber. An increase of the electron current results in the growth of plasma potential in the area occupied by the beam.

Energy exchange between an electron beam and plasma during a BPD in a closed cavity excited by the electron beam was analyzed in [26]. Qualitative characteristics of energy exchange (such as beam energy losses and the energy distributions of beam electrons and plasma particles leaving the discharge) both during spontaneous discharge excitation and in the presence of initial beam modulation by regular or noise-like signals are determined. The total losses of the beam power in the discharge vary randomly in time. Their mean value reached $\sim 40\%$ in the conditions of this computer experiment, and the fraction of

$^1$ Under space experiments conditions, the BPD ignition threshold is determined by the beam removal due to movement of the rocket across the magnetic field.

The nonlinear development of instability leads to rapid scattering of electrons both in energy, up to 150\%, and in angle [25, 27, 28] (prompt electron echo) (a clear illustration of this process can be seen in Fig. 2—the result of computer simulation of the beam–plasma system without a magnetic field [27], and Fig. 3 is a photo of the BPD region without a magnetic field at various pressures of the working gas [17]). The diffusion of the beam electrons in terms of velocities creates a final plateau-like distribution of electrons in the velocity space, heating of the plasma electrons and a corresponding increase in the ionization rate by the plasma electrons. In this case, the acceleration of a noticeable part of the beam electrons is observed.

Thus creation of secondary plasma with density essentially excelling the one of the primary plasma takes place. This plasma is turbulent: due to intensive oscillations its effective temperature exceeds essentially the temperature of the primary plasma. Temperature in the intense ionization region is as high as the beam power spent on the generation of the ion flow to the periphery of the discharge was 1.5%.

[Fig. 2. Velocity vectors of the beam electrons in the BPD.]

[Fig. 3. View of the region of beam propagation in the plasma chamber. The working gas is helium. $p = (1) 0.06$; (2) 0.25; (3) 0.7; and (4) 7 MPa.]
100 eV by an order of magnitude. At the same time, a significant group of superheated electrons with energies up to 150 eV is formed (about 20% of the total plasma density).²

An important property of BPD in the case when it is ignited in a dielectric chamber is noted in [29]. The plasma density and the electron temperature of the discharge are 1.2–3 times greater than for the plasma formed by electron beam transport in a metal vacuum chamber. An additional inflow of energy into the discharge is created with secondary electrons emitted from the cavity surface by beam electrons and with plasma ions accelerated in the near-wall sheath. The authors noticed that this property may result in efficient ion etching of the inner surface of dielectric vessels, which effect can be useful for technology applications and, from the other side, can be the source of contamination in the operation volume.

3. APPLICATIONS

Starting from 1972–1974, experimental BPD studies in laboratory conditions pursued mainly three goals: to study the prospects of its application in microwave electronics and in plasma chemistry and also to simulate the conditions of rocket and satellite experiments with electron beams injection into near-earth space.

Experimental studies of BPD began in several laboratories that time in order to study the prospects for its application in plasma chemistry. This idea attracted the attention of researchers in connection with the problems of nonequilibrium plasma chemistry: since the temperatures of ions and electrons in a BPD differ significantly even at the highest pressures of the working medium [30]. Thus, chemical reactions and the production of materials are possible that are not possible in conventional equilibrium chemistry. With the aim of using BPD in plasma chemistry, the kinetics of plasma particles in SPR was mainly studied, as well as the conditions for the excitation of SPR at a relatively high gas density [30, 31]. This application of BPD did not become widespread, primarily due to the low productivity of such processes (the maximum working pressure of the medium in which the discharge was ignited was several mPa).

In the 1960s, plasma generators of a noise signal were developed at the Institute of Radio Engineering and Electronics of the USSR Academy of Sciences and at the Kharkov Institute of Physics and Technology for use in electronic warfare devices. However they could not compete with created in the same years vacuum generators of noise based on circuits with traveling wave tubes (TWT) [13]: their efficiency was significantly lower than in TWT; they were poorly controlled, although the frequency tuning capabilities were higher than that of TWT. Applications in microwave electronics have been implemented in the form of microwave devices in the form of hybrid devices, in which metal slow-wave structures filled by plasma were applied. This allowed to increase the beam current and consequently the power of the devices and to provide alteration of their frequency band. Further this direction led to the birth of relativistic plasma electronics [32].

Quickly it became clear that the use of BPD as a plasma source for microwave devices is unacceptable: this plasma is extremely unstable, since it depends on the power of the generated microwave oscillations. Therefore, relativistic devices use an independent plasma source with a tubular electron beam with energy of several hundred eV (so-called electron beam excited plasma—EBEP). Nevertheless, we present here for information the main parameters of such devices [32]. To date, plasma generators and amplifiers have been created in the 2.4–3.1 GHz band with a power of 100–150 MW, electronic frequency alteration in the 30% band, efficiency of 10–15%, and pulse duration of 200–300 ns. Compared to devices of vacuum relativistic electronics, these devices, although they have a lower limiting power, but gain in pulse duration and the possibility of rapid (electronic) tuning.

In the next sections we will discuss the history and current state of research and applications of BPD in space and near-space science and in technologies for the synthesis and processing of materials for nanoelectronics.

4. BPD IN SPACE

Researches of effects of electron beams injection from probe rockets into the upper atmosphere were stimulated by the works on tracing the Earth magnetic field and by intention to create artificial aurora (AA). Auroras occur when fluxes of energetic electrons precipitate along the magnetic field into the upper atmosphere at altitudes below ∼130 km. Data from in situ measurements of some properties could not be explained solely by collisional degradation of energetic electrons, but demands collisionless beam–plasma interactions to be taken into account. It was thus straightforward intention to employ electron beams injected from a space vehicle with controlled parameters to explore AA in the upper atmosphere. Such active experiments on AA with controlled parameters have been conducted using probe rockets and Spacelab. AA experiments commenced January 26, 1969 [33], when an Aerobee 350 rocket was fired from Wallops Island, Virginia, carrying an electron accelerator. Above 230 km, the electron guns put out a beam of 0.5 A of 10 keV electrons in pulses of 1-s duration aimed downward along the earth’s magnetic field lines. The interaction of electron beam with the atmosphere at an altitude of about 100 kilometers generated

² K. I. Gringauz, E. V. Mishin, N. M. Shutte, and A. S. Volokitin, Adv. Space Res. 1, pp. 69–76 (1981).
the aurora rays, which could be photographed on the ground by television camera systems.

When an electron beam is emitted in near-Earth space, the problem arises of charging the apparatus and the corresponding deceleration or termination of beam emission. Therefore, the first experiments used an ion or plasma source for charge compensation. However, it was quickly discovered that, at least at altitudes of 100–120 km, the beam creates plasma dense enough for such compensation due to BPD excitation.

Later, experiments were carried out on the French–Soviet program Zarnitsa and ARAKS [34–36], which aimed to create an AA. Electron beam and cesium plasma injectors were launched by meteorological rockets onto a ballistic trajectory with an apo-

gee of 155 km. Figure 4 shows the near-missile glow and beams of artificial radiance in the Zarnitsa 2 experiment [37]. It also shows the vertical profile of the leftmost ray with the superimposed profile calculated by the Monte Carlo method. Below 120 km, the PS brightness is consistent with the calculations, but above this level, the observed luminosity significantly exceeded the level determined by collisions of the beam with the gas. In addition, the lower peak is somewhat wider than the profile of natural PSs, which indicates some additional spread in the beam energy (∼10%).

Similar results were obtained in the Polar 5 experiment [38, 39], carried out in February 1976. The electron accelerator on the “daughter” detachable apparatus emitted a pulsed electron beam with a maximum current of 0.13 A and an energy of ∼10 keV. The “mother” load was carried by a 391.4 nm photometer (the wavelength corresponding to a photon emitted during the act of nitrogen ionization) and diagnostic devices for monitoring scattered and secondary electrons, as well as wave effects. The payloads were separated slowly, so their distance across the Earth’s magnetic field reached by the end of the flight, after 80 min.

The observed illumination level follows a neutral density below 130 km, but practically remains constant in the altitude range from 150 km to an apo-ge of 220 km and is much higher than that determined by collisions of the beam with neutrals.

Thus, the observed near-rocket glow, suprathermal electrons, VHF radio emission and the fine altitudinal structure of AA rays point to much stronger interaction of injected electrons with the upper atmosphere than provided by electron collisions. The observations of artificial auroral rays far beneath the rocket indicate that the energy density of plasma waves and concomitant energization of plasma electrons are enhanced in a narrow layer termed the plasma turbulence layer (PTL) [40, 41].

The PTL formation results in a double-peak structure of artificial auroral rays (Fig. 4). Some examples of optical and radar observations of natural auroral arcs also exhibit two peaks of the luminosity and ion-

ization profiles (so called “enhanced aurora”). An evident resemblance between enhanced and artificial aurora points to their common generation mechanism [40].

The interesting results on topic of beam instability in active experiments are represented in [42]. The experiment was carried out in 1992 onboard the Intercosmos-25 satellite and the Magion-3 daughter satel-
ite (the APEX experiment). The main results are exci-
tation of HF and VLF–LF waves and the generation of fast charged particle flows, which were recorded on both satellites. A satisfactory agreement has been achieved between the calculated parameters of the BPD excited during the injection of a warm electron beam into the cold ionospheric plasma and the HF fields measured at the Magion-3 subsatellite.

The latest information about the experiment with artificial aurora can be found in [44]. Here it says: “...the 12.1-meter-long ICI-5 sounding rocket was launched in Ny-Ålesund, Svalbard, Norway, Nov. 26, 2019.” In the message [44], the video shows glowing clouds against the background of a natural aurora observed when a rocket was launched, although the message from Andoya said nothing about the injection of artificial electron beams into the ionosphere. I have not found yet any scientific information on this event.

Apparently, the first works on laboratory modeling of effects arising in active geophysical experiments with electron beams were [17, 18, 45]. These were stimulated by the start of the active preparation of the geophysical Zarnitsa experiment. Then, it was suggested that a BPD can be created in active experiments with injection of electron beams into the Earth’s ionosphere and that the BPD may be the cause of the most intense forms of auroras. The Zarnitsa and ARAKS experiments confirmed these hypotheses,
and later the main researches of the PRD were developed mainly in relation to problems of active geophysical experiments.

Among experiments simulating the conditions of ignition of PRD in the upper atmosphere, we indicate primarily a series of studies carried out by groups from various scientific organizations in the NASA Johnson Space Center (JSC), Houston, USA [46, 47]. They used a test vacuum chamber, which comprises the vessel with diameter of 16.8 m and a height of 27.4 m, pumped to a residual pressure of $10^{-6}$ Torr. The camera is equipped with means for creating a constant magnetic field of up to 2 Hz, a background plasma with $n_p \sim 10^6$ cm$^{-3}$, and a temperature of up to several electronvolts. Experiments were carried out on this installation to determine the ignition conditions of the BPD, the energy distributions of the beam in the BPD, and other BPD properties and parameters. The laboratory studies on simulating active geophysical experiments with electron beams were also performed in France, Norway, and Russia [48–50]. In [50], in particular, a “flickering” BPD mode was discovered: spontaneous extinction and ignition of a discharge with a frequency on the order of 1 s, caused by burnout of the discharge: imbalance of charged particles due to accelerated diffusion of ions at a relatively low gas density. We also note an interesting effect discovered in the Georgia-60-Spurt space experiment [51] and simulated in [52]: an anomaly in the charging of an electron-emitting apparatus: in a certain range of altitudes, the apparatus’s potential rose to a value 35% higher than the accelerating voltage of the beam. It was shown that this effect is explained by the finite time of flight of electrons returning to the spacecraft when the gas density is insufficient to ignite the BPD.

A detailed review of research concerning BPD in application to natural and artificial auroras can be found in [53]; therefore, we do not continue this topic here.

5. APPLICATIONS IN PLASMA TECHNOLOGIES

Beam plasma in plasma processing reactors for microelectronic materials technologies was first applied in [54] and began to be used intensely in late 1990s (see, e.g., [55, 56]). It has witnessed the most diverse applications in studies by S.G. Walton’s team at Naval Research Laboratory, USA (see [57–59] and references therein).

A low-density (1–10 mA/cm$^2$) beam is used; thus, a “calm” plasma is formed by collisional ionization by beam electrons with gas molecules. There are no intrinsic ion or plasma acceleration mechanisms in this system. The low $T_e$ (~1 eV) results in production of a flux of ions with low kinetic energy (<5 eV) at adjacent surfaces. The ion kinetic energy can be elevated using the substrate biasing technique, the distribution is relatively narrow. The electron beam current provides a straightforward “knob” to tune plasma density. Simple changes in neutral gas density or gas composition provide an additional control over the flux intensity and chemistry. However, a relatively high pressure of 1–100 mPa is needed to obtain sufficient ionization; thus the ion flow is influenced by collisions and the directivity of the ion flow is too low.

A similar installation is described in [60–64]. Figure 5 shows a general diagram of installations of [57–64]. Their electrical parameters are the same: $U_b = 1–3$ kV, $I_b = 100–500$ mA (current density 1–5 mA/cm$^2$). Also the same are parameters of plasma: $n_e \sim 10^{16}$ m$^{-3}$, $T_e = 1–2.5$ eV. However the second set operates at essentially more pressure 1–10 Pa, so this plasma is highly collisional. This set is used for modification of surfaces of ceramics and glasses and for sintering composites, so it is not an installation for nanoelectronics.

A description of the technological applications of installations of the type described in [60] can be found in [61–64] and other works of the Tomsk team led by E.M. Oks.

In Russia, studies on the applications of BPD for plasma processing technologies for micro- and nanoelectronics started in the late 1990s. Then, we began to study the ion component properties during BPD. Figure 6 shows a diagram of the experimental installation and an image.

We revealed that BPD in a low gas pressure can be a source of ion flow with energies of 10–100 eV [65]. These ions propagate from the core of the discharge to its periphery normally to the discharge axis. Their energies substantially exceed the electron thermal energy and can exceed the energy acquired by the ions in the electrostatic field between the discharge plasma column and the chamber wall.
Convenient methods for controlling the distribution function of ions acting on a conducting structure on an insulating substrate comprise in varying the high-frequency sinusoidal voltage bias on the substrate electrode. This way results in a typically broad, often bimodal form of the ion distribution function on energies (IDF). As it is well-known, the shape of the IDF curve on the substrate surface significantly affects chemical reactions on a processed surface.

For BPD-based plasma reactor (BPDR) two methods were proposed for controlling the ion distribution function of the ions, acting on the treated substrate (Fig. 7). In addition, it makes it possible to simultaneously process samples on several substrates at different energies of the ions acting on them, which makes this method effective in scientific research. Thus, a novel plasma processing reactor for treatment of materials used in electronics engineering was designed and created (Fig. 6b) [69].

Changing the external parameters of a BPD in the interaction chamber and using velocity controlling electron beams, the energy of the ions acting on the surface of a sample placed near the side wall of the chamber can be varied within 10–70 eV (Fig. 7). That ion energy range is characteristic for plasma-processing reactors for surface treatment of materials for semiconductor electronics and acousto-electronics, such as etching and deposition of thin films.
5.1. Application for Etching the Surface of Microstructures

The first application of a BPDR was the technology of soft etching of AlGaAs barrier layers in semiconducting AlGaAs/InGaAs/GaAs heterostructures, exploitable for design of microwave field transistors [66, 67]. Etched samples were analyzed with an atomic force microscope (see Fig. 8) and by measuring the concentration and mobility of a two-dimensional electron gas sensitive to radiation defects.

The rate of etching of GaAs was 3 nm/min at ion mean energy 60 eV. Because low energy etching is required mainly for preparation of gate grooves of field-effect transistors, and the etching depth should not exceed 10–20 nm, the rate obtained is quite sufficient for industrial application.

We proposed and tested the BPD reactor for fabrication of monoatomic graphite layers (graphene) [70]. Thin graphite crystals of thickness from ten to hundreds of atomic layers with lateral sizes about 0.5 nm, workpieces for subsequent etching, were obtained by splitting natural graphite single crystals using adhesive tape, which was then dissolved in acetone. Such a method made it possible to obtain thinner initial graphite crystals. The produced thin graphite crystal flake was transferred to a polycor substrate and subjected to ion etching.

Indium electrodes were attached to sample boundaries, and the crystal was thinned by plasma etching in the BPD reactor in an argon atmosphere. The film thickness was measuring in situ by the resistance at the plasma etching. The resistance time behavior made it possible to estimate the etch rate and to determine its final time point: the resistance of a square of a homogeneous monolayer is estimated as ~2–3 kΩ depending on shape of the sample. Argon ion energy was 50 eV at the initial etching stage and 20 eV at final stage, thus minimizing the probability of introducing radiation defects.

Graphite films fabricated with such a way were characterized by Raman spectroscopy. Thus, for the first time, samples of structurally perfect two-layer graphene were manufactured whose characteristic size exceeded $100 \times 100 \, \mu m^2$ and several samples of multilayered graphene (FLG) with characteristic size above $500 \times 500 \, \mu m^2$.

Thus, the new technique of fabricating atomic thin films from natural layered materials with relatively large lateral sizes was demonstrated and proved its usefulness.

5.2. Carbon Films Deposition

We applied our reactor for deposition of carbon films by PECVD techniques [71]. For this aim we modified its scheme and regimes: the discharge collector was made from graphite and fed with a voltage of the cathode. The plasma potential was controlled with the additional electrode, which was a short tube, set near the chamber inlet coaxially to the electron beam. Thus carbon atoms and ions were produced by sputtering the collector material, and energy of ions C and Ar was controlled by the way of varying the modulating electrode voltage. This technique differs from usual schemes of PECVD synthesis of DLC films by the way of cracking hydrocarbon gases in gas discharge, providing more simple control of energy of an ion flow and also more uniform composition of atoms and ions acting to the substrate. The samples of nano-sized DLC films thus produced at various energies of ions acting onto deposited film had different electro-physical properties depending on this energy. The films with the maximal resistance and the breakdown voltage were obtained at mean ion energy 100 eV (see Fig. 8).

The method of deep level charge relaxation spectroscopy (DLTS) revealed the effect of adsorbed water vapor and alcohol on the electrical properties of the films, which indicates the possibility of using the obtained films as an active adsorbing material for chemical sensors [71].

5.3. Patterning of Microstructures

Now interest has been growing in developing nanoelectronic devices including “microwire on isolator” types of structure. For example, patterning graphene into a nanoribbon can open a bandgap that can be tuned by changing the ribbon width, imparting semiconducting properties.

The successful application of the technology for producing defect-free nanoscale films with in situ control of their thickness stimulated the proposal to obtain in this way two-dimensional structures that are promising for use in nanoelectronics and spintronics.
Thus, work was started on obtaining nanoribbons of a topological insulator by etching pristine single crystals of this material, similar to the method by which samples of two-layer graphene were obtained. These experiments yielded a mixed result: the desired etching effect was observed for ions with energies $\geq 70$ eV acting on the initial ribbons, but the resulting structures were found to be highly heterogeneous in thickness. (Because of this relatively disappointing result, information about these experiments was not published.) There was a natural assumption that the unevenness was caused by the inhomogeneity of the ion flow, and it may be possible to exclude or weaken the negative charging effect on the dielectric by means of pulse modulation of the conductor potential. Thus, we started computer modeling of the etching process when conductors on a dielectric substrate are subject to plasma treatment. Simulation was performed by the KARAT code [72, 73].

We investigated the action of ion flows from plasma onto the surface of a microwire, which is a flat conductor, lying on an insulator, with width less than plasma Debye length. The aim of that work was to study the effects of charging a dielectric surface in a complex configuration consisting of a microwire on an insulating substrate. The main qualitative effect of charging was clearly shown in [74]: the formation of an electrostatic lens, leading to a substantial inhomogeneity in the profile of the ion beam acting on the microwire (see Fig. 9).

Then the model was constructed allowing computer simulations of the near-wall area of a planar plasma sheet in conditions where the steady state of the plasma is supported by the production of charged particles in a region removed from the wall [75]. Calculations revealed variation in the energy distribution of the electrons in both time and spatially over the sheet width (cooling the electronic component) due to absorption of fast electrons at the walls bounding the plasma volume. It is shown that the plasma density profile across the sheet width has an abrupt decrease at the boundary of the region of plasma regulation. Let us recall that the standard concept of the potential and plasma density distributions in the sheath and presheath is based on the assumption of a stable energy distribution for the electrons in the presheath [76]. Thus it was shown, that this concept yields inaccurate results for the plasma sheath where the ionization source is remote from the wall.

At last, a model has been designed to allow investigation of dynamics of the plasma adjacent to the microwire, either with a steady state potential applied to the microwire, or under the action of periodic pulses [77]. It was revealed that more complex pulse shapes than rectangle one can provide a very much more homogeneous distribution of the etching rate (at the 10% level) over the microwire surface. The use of a quasi-noise signal as a control voltage is of greatest interest in this regard. Study of such modes is currently carried out by methods of computer, physical and technological experiments.

6. CONCLUSIONS

Plasma processes are actively being developed for nanoelectronic applications. Multiple research groups are involved in the study, and industrial equipment for nanoelectronic technologies is available. Evidently, the corresponding problems can be solved using both improvement of the known processes and schemes and application of qualitatively new approaches. Some of them employ new sources of electron, ion and neutral beams both for the creation plasmas with specific properties and for etching structures in the absence or decrease of surface charge and structural damages.
caused by UV and particle radiation. New materials, in particular, ones of A3B5 and A2B6 groups, carbon nanotubes, graphene, organic semiconductors, and biosupermolecules are actively studied and employed in nanoelectronics. This circumstance results in the widespread application of atomic-layer processes with ultimately low concentrations of defects and accurate control of reacting components and their energies. Many problems of processing A3B5 and A2B6 materials are solved using purely chemical processes, without the use of plasma, but these processes are inapplicable when processing carbon materials. We believe that the processes with pulsed electron beams for plasmas creation are promising tools for the atomic-layer defect-free etching and deposition of atomic-layer films.
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