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Abstract
We propose a novel procedure which adds “content-addressability” to any given unconditional implicit model e.g., a generative adversarial network (GAN). The procedure allows users to control the generative process by specifying a set (arbitrary size) of desired examples based on which similar samples are generated from the model. The proposed approach, based on kernel mean matching, is applicable to any generative models which transform latent vectors to samples, and does not require retraining of the model. Experiments on various high-dimensional image generation problems (CelebA-HQ, LSUN bedroom, bridge, tower) show that our approach is able to generate images which are consistent with the input set, while retaining the image quality of the original model. To our knowledge, this is the first work that attempts to construct, at test time, a content-addressable generative model from a trained marginal model.

1. Introduction
Modern high-dimensional, complex generative models take the form of implicit models: these are models which generate a sample by transforming a latent random vector (also known as code) with a function given by a deep neural network (Mohamed and Lakshminarayanan, 2016; Nowozin et al., 2016). A state-of-the-art class of implicit models has been the generative adversarial networks (GANs, Goodfellow et al., 2014), which have been shown to learn to generate high-resolution realistic natural images (Arjovsky et al., 2017; Karras et al., 2017; Mescheder et al., 2018).
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no need to aggregate features in different images. In this case, one may consider the variational autoencoder (VAE, Kingma and Welling, 2014; Rezende et al., 2014) and related formulations (Makhzani et al., 2016; Tolstikhin et al., 2018) which encode the input image to a latent space and stochastically decode the code to generate images. Two issues remain to be addressed. Firstly, reconstructing the input image is part of the formulation in these approaches; thus, the output images have low variability, and appear to almost reproduce the input image. Secondly, and more importantly, it is unclear how to represent aggregated, set-level information of the input set when it contains more than one image. It is tempting to use recurrent neural networks (RNNs) to model sets since they allow dependency among items in the collection. However, an RNN explicitly imposes an order, and it is not clear how it can be used to model exchangeable data such as sets (Korshunova et al., 2018, p. 2). This observation was the motivation of BRUNO (Korshunova et al., 2018), a latent variable model defining an exchangeable joint distribution, meaning that it is invariant under permutation of observations and is suitable for modeling input images as a set. Content-based image generation can be realized with the posterior predictive distribution, conditioned on the input set. While promising, there is opportunity for improvement. Since BRUNO models images as a whole, there is no control over what aspects of the conditioned input images should be captured when performing content-based generation. That is, image features captured by the model are largely determined by the training data, and model architecture. Once the model is trained, it is highly challenging to change those features at run time, without retraining. This statement holds true for many approaches which construct a purpose-built (conditional) generative model. The issue is one of the key challenges we tackle in the present work.

In this work, we take a different approach and address content-based image generation by leveraging available pre-trained implicit generative models without constructing a bespoke model. We propose a general procedure which enables any unconditional implicit model to perform content-based generation. Briefly, the procedure is based on kernel mean matching (Chen et al., 2010; Gretton et al., 2012a): it generates images from the model so that their mean feature, in a reproducing kernel Hilbert space (RKHS), matches that of the input images. Importantly, the procedure does not require any training or retraining of the implicit model. Aspects of the input images to capture can be specified at test time with an image feature extractor of choice, and the allowed number of input images is arbitrary. To our knowledge, this is the first work that proposes a generic scheme to construct, at test time, a content-addressable generative model from a trained implicit model. Experiments on various problems (CelebA-HQ, LSUN bedroom, bridge, tower) show that our approach is able to combine features from multiple input images and generate consistent, realistic images, while retaining the image quality of the original model.

2. Background

We first briefly review the kernel mean embedding (Smola et al., 2007), and the kernel mean matching problem (Chen et al., 2010; Gretton et al., 2012a). Our proposed method (Section 3) will be based on the kernel mean matching.

Kernel Mean Embedding Let $\mathcal{X} \subset \mathbb{R}^d$ be the data domain (e.g., domain of images with $d$ pixels), and $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ be a symmetric, positive definite kernel associated with Hilbert space $\mathcal{H}$. It is known that there exists a feature map $\phi : \mathcal{X} \to \mathcal{H}$ such that $K(x, y) = \langle \phi(x), \phi(y) \rangle_\mathcal{H}$ for all $x, y \in \mathcal{X}$, where $\langle \cdot, \cdot \rangle_\mathcal{H}$ denotes the inner product on $\mathcal{H}$. The space $\mathcal{H}$ is a reproducing kernel Hilbert space (RKHS), and $k$ is its reproducing kernel (Berlinet and Thomas-Agnan, 2004). We interchangeably write $\phi(x)$ and $K(x, \cdot)$, and write $\langle \cdot, \cdot \rangle_\mathcal{H}$ for $\langle \cdot, \cdot \rangle$. Let $P$ be a Borel probability distribution defined on $\mathcal{X}$. The kernel mean embedding of $P$ is defined as $\mu_P := \mathbb{E}_{x \sim P}[\phi(x)]$ which is an element in $\mathcal{H}$ (assumed to exist under some regularity conditions; see Lemma 3 in Gretton et al. 2012a, for instance). One can see $\mu_P$ as a representation of the distribution $P$ in the form of a single point in $\mathcal{H}$.

As an illustrative example, consider $\mathcal{X} = \mathbb{R}$, $\phi(x) := (x, x^2)^\top$, and $\mathcal{H} = \mathbb{R}^2$ so that the kernel $K(x, y) = \phi^\top(x)\phi(y) = xy + x^2y^2$. Given a distribution $P$, in this case, its mean embedding is $\mu_P = \mathbb{E}_{x \sim P}(x^2)^\top = (\mathbb{E}_{x \sim P}[x], \mathbb{E}_{x \sim P}[x^2])^\top \in \mathcal{H}$, which is a two-dimensional vector consisting of the first two moments of $P$. One may also think of $\mu_P$ as a vector of summary statistics of $P$.

In general, if $\mathcal{H}$ is infinite-dimensional, then the mean embedding $\mu_P$ is an infinitely long vector. An important question is: when is $\mu_P$ unique to only $P$? Equivalently, given two distributions $P, Q$, under what conditions does $P \neq Q$ imply $\mu_P \neq \mu_Q$? The answer to this question will be crucial in the next section when we define a distance between two distributions based on kernel mean embedding. It turns out that the conditions are on the kernel $K$. If $K$ is characteristic (Fukumizu et al., 2008; Sriperumbudur et al., 2011), then the kernel mean map $P \mapsto \mathbb{E}_{x \sim P}K(x, \cdot)$ is injective, meaning that mean embeddings uniquely identify distributions. A Gaussian kernel $K(x, y) = \exp\left(\frac{-\|x-y\|^2}{2\sigma^2}\right)$ for some bandwidth $\sigma > 0$, and an inverse multi-quadric (IMQ) kernel $K(x, y) = c^2 + \|x-y\|^2_2^{-1/2}$ for some $c > 0$ are characteristic (Sriperumbudur et al., 2011; Gorham and Mackey, 2017). The kernel $K(x, y) = xy + x^2y^2$ considered previously is not characteristic, since there are distributions which share the first two moments and differ in
higher-order moments; these different distributions would lead to the same mean embedding under this kernel.

**Maximum Mean Discrepancy (MMD)**

The kernel mean embedding technique allows us to measure distance in the Hilbert space \( \mathcal{H} \) between two distributions. Given two distributions \( P \) and \( Q \), it is known that if \( K \) is characteristic, then \( \| \mu_P - \mu_Q \|_\mathcal{H} = 0 \) if and only if \( P = Q \) (Gretton et al., 2012a). This distance is known as maximum mean discrepancy (MMD) and we write \( \text{MMD}(P, Q) = \| \mu_P - \mu_Q \|_\mathcal{H} \).

In our proposed approach (Section 3), we will use MMD to measure the distance between the input images and the generated images. Note that if the kernel \( K \) is not characteristic, then MMD is only a pseudometric; in particular, \( \| \mu_P - \mu_Q \|_\mathcal{H} = 0 \) does not imply that \( P = Q \). For brevity, we shorten \( \mathbb{E}_{x \sim P} \) to \( \mathbb{E}_x \), and \( \mathbb{E}_{y \sim Q} \) to \( \mathbb{E}_y \). It can be shown that \( \text{MMD}^2(P, Q) = \text{MMD}^2 \) can be written as

\[
\mathbb{E}_{x, x'} K(x, x') + \mathbb{E}_{y, y'} K(y, y') - 2\mathbb{E}_{x, y} K(x, y),
\]

where \( x, x' \) are independently drawn from \( P \), and similarly for \( y, y' \) (see Lemma 6 of Gretton et al., 2012a). Given samples \( X_m := \{ x_i \}_{i=1}^m \overset{i.i.d.}{\sim} P \) and \( Y_n := \{ y_i \}_{i=1}^n \overset{i.i.d.}{\sim} Q \), a plug-in estimator of \( \text{MMD}^2 \) is given by

\[
\frac{1}{m^2} \sum_{i,j=1}^m K(x_i, x_j) + \frac{1}{n^2} \sum_{i,j=1}^n K(y_i, y_j) - \frac{2}{mn} \sum_{i=1}^m \sum_{j=1}^n K(x_i, y_j),
\]

which does not require the knowledge of the underlying (possibly infinite-dimensional) feature map \( \phi \).

The MMD estimator in (1) is equivalent to \( \| \hat{\mu}_P - \hat{\mu}_Q \|_\mathcal{H}^2 \), where \( \hat{\mu}_P := \frac{1}{m} \sum_{i=1}^m K(x_i, \cdot) \) and \( \hat{\mu}_Q := \frac{1}{n} \sum_{i=1}^n K(y_i, \cdot) \) are empirically estimated mean embeddings. In general, the empirical mean embeddings may take the form of a weighted average i.e., \( \hat{\mu}_{P,w} = \sum_{i=1}^m w_i K(x_i, \cdot) \) for some weights \( w := (w_1, \ldots, w_m) \) which are specified, or learned (Fukumizu et al., 2013; Huang et al., 2007; Song et al., 2008). We write

\[
\widehat{\text{MMD}}(X_m, Y_n, w) := \| \hat{\mu}_{P,w} - \hat{\mu}_Q \|_\mathcal{H}^2 = \sum_{i,j=1}^m w_i w_j K(x_i, x_j) + \frac{1}{n^2} \sum_{i,j=1}^n K(y_i, y_j) - \frac{2}{mn} \sum_{i=1}^m w_i \sum_{j=1}^n K(x_i, y_j).
\]

The weighted form in (2) will be useful in our task for controlling the amount of contribution from each input image to the generated images. Notice that if \( w_i = \frac{1}{m} \) for all \( i = 1, \ldots, m \), then (1) is recovered. In this work, the weight vector \( w \) is manually specified.

**Kernel Mean Matching**

Given an input (weighted) mean embedding \( \hat{\mu}_{P,w} = \sum_{i=1}^m w_i K(x_i, \cdot) \), kernel mean matching (Chen et al., 2010; Bach et al., 2012; Lacoste-Julien et al., 2015; Chen et al., 2018) aims to find a set of points \( Y_n := \{ y_i \}_{i=1}^n \subset \mathcal{X} \) such that the mean embedding estimated from \( Y_n \) is as close as possible to \( \hat{\mu}_{P,w} \). Mathematically,

\[
Y_n^* = \arg \min_{y_1, \ldots, y_n} \text{MMD}^2(X_m, Y_n, w).
\]

By interpreting \( K \) as a similarity function on images, one can see the third term in (2) as capturing similarity between the input and the output points. The second term encourages the output points \( \{ y_1, \ldots, y_n \} \) to be diverse. This formulation thus yields diverse output points which are similar to the input samples (in the sense that the two underlying distributions are close). Note that the first term is independent of the output points.

MMD is theoretically-grounded and has several practical advantages: it defines a differentiable (given that \( K \) is differentiable) distance on a large class of distributions; and its estimator can be easily computed on the basis of two sets of samples. Unlike many existing divergence measures, MMD estimator in (2) does not require estimates of the underlying probability densities. These properties make it a natural candidate as a test statistic for nonparametric two-sample testing (Gretton et al., 2012a,b) i.e., determining whether two independent collections of samples are from the same distribution.

### 3. Content-Addressable Image Generation

In this section, we detail our proposed procedure that enables any implicit generative models to perform content-based image generation. Let \( z \) be a latent random vector (code) of an implicit generative model \( g \) such that \( y = g(z) \) is a sample drawn from the model, where \( z \sim p_z \) and \( p_z \) is a fixed prior distribution defined on a domain \( \mathcal{Z} \). Given a trained model \( g : \mathcal{Z} \rightarrow \mathcal{X} \), a kernel \( K \) (discussed in Section 2), and a set of input points \( X_m = \{ x_i \}_{i=1}^m \) (content) represented as a weighted mean embedding \( \hat{\mu}_{P,w} \), we propose to generate new samples \( Y_n \), conditioned on \( X_m \), by
solving the following optimization problem:

$$\min_{\{y_1, \ldots, y_m\}} \hat{\text{MMD}}^2(X_m, Y_m, w) \text{ s.t. } \forall i, y_i \in \mathcal{R}(g),$$ (4)

where $\mathcal{R}(\cdot)$ denotes range of a function. This formulation is a constrained version of (3) where the output images are required to be on the output manifold of $g$. The output images are thus guaranteed to be generated by $g$, leveraging the information about natural images contained in the trained model. Without the constraint, the search space would be the full pixel space, and the optimized images would be less likely natural. We note that (4) is equivalent to the following more convenient form:

$$\min_{\{z_1, \ldots, z_n\}} \hat{\text{MMD}}^2(X_m, \{g(z_i)\}_{i=1}^n, w) \text{ s.t. } \forall i, z_i \in \mathcal{Z},$$ (5)

where we use the fact that if $y \in \mathcal{R}(g)$, then there exists a latent vector $z$ such that $y = g(z)$. This equivalence allows us to optimize the latent vectors $Z_n := (z_1, \ldots, z_n)$ instead of pixels. In practice, the latent space is typically of much lower dimension compared to the image space. Optimizing the latent codes directly thus provides a more tractable way to find relevant output images given the input. An illustration of our approach is presented in Figure 1. Since the MMD estimator is differentiable, any gradient-based optimization algorithms can be used to solve (5).

**Kernel Design** Our approach relies on a positive definite kernel $K$ to specify similarity between two images. It characterizes features of the input images that determine the output images. We propose using a kernel $K$ which takes the form:

$$K(x, y) := k(E(x), E(y)),$$ (6)

where $E : \mathcal{X} \rightarrow \mathbb{R}^{d_x}$ is a pre-trained image feature extractor e.g., VGG net (Simonyan and Zisserman, 2014), and $k$ is a simple, nonlinear kernel (e.g., an IMQ kernel) on top of the extracted features. Combining structural properties encoded in the deep network $E$ and nonlinear features implicitly defined by $k$ has shown great successes in many learning tasks (Wilson et al., 2016; van der Wilk et al., 2017; Wenliang et al., 2018). We note that if $k(a, b) = a^T \cdot b$ (i.e., linear kernel), then the objective in (5) becomes $\|\sum_{i=1}^m w_i E(x_i) - \frac{1}{n} \sum_{j=1}^n E(g(z_j))\|_{\mathbb{R}^{d_x}}^2$, which matches the first moment of the features extracted from the input set and the generated images. In experiments, we argue that using a nonlinear kernel $k$ improves the representation of the input images. We observe that an IMQ kernel as $k$ (see Section 2) yields realistic output images relevant to the input. With the kernel taking the form in (6), the minimization objective becomes

$$\frac{1}{n} \sum_{i,j=1}^n k(E(g(z_i)), E(g(z_j))) - \frac{2}{n} \sum_{i=1}^n w_i \sum_{j=1}^n k(E(x_i), E(g(z_j))),$$

where the first term (constant) in (2) is dropped.

**Optimization** To solve (5), we use Adam (Kingma and Ba, 2015) which relies on the gradient $\nabla_{Z_n} \hat{\text{MMD}}^2(X_m, \{g(z_i)\}_{i=1}^n, w)$ to update $Z_n$ and find a local minimum. After each update, we clamp the values of $Z_n$ so that the absolute value of each value is no larger than $c > 0$ chosen appropriately depending on the prior $p_z$. This is equivalent to projecting onto an $\ell_\infty$-ball with radius $c$ centered at the origin. For instance, if the prior $p_z = \text{Uniform}([-1,1]^d_z)$, then we set $c = 1$. If $p_z = \mathcal{N}(0, I)$, then we set $c := 3.5$. This value is motivated by the fact that more than 99.9% of the probability mass of the standard normal is in the interval $(-3.5, 3.5)$. Clamping all coordinates of $Z_n$ in this way helps prevent $Z_n$ from going outside the region where $g$ can decode to get natural images.

### 4. Related Works

Our proposed method can be seen from different angles: conditional image generation, sets as inputs, latent space optimization, and mean matching with MMD. Here, we briefly describe works related to each of these aspects.

**Conditional Image Generation** Unconditional generative adversarial networks proposed by Goodfellow et al. (2014) have been extended for conditional image generation in numerous contexts such as image to image translation (Isola et al., 2017; Zhu et al., 2017; Liu et al., 2017; Huang et al., 2018), image in painting (Pathak et al., 2016; Iizuka et al., 2017), class based image generation (Mirza and Osindero, 2014), and text based image generation (Reed et al., 2016). Plug and play networks (Nguyen et al., 2017) perform image generation through iterative sampling of latent vectors conditioned on a single class or caption signal. Image-to-image translation networks rely on paired or unpaired training data to translate images between domains. In all of these cases, the generation process is conditioned on a single input of a particular modality (i.e., class, text, or image). StyleGAN (Karras et al., 2019) is a contemporary work that modifies the generator architecture to explicitly condition on two image sources (style and content). Our work proposes a general framework that allows conditioning on sets of images, rather than fixed number of inputs, without additional changes to the generator architecture.

**Sets as Input** Previous works have demonstrated using sets as inputs for classification or segmentation tasks. PointNet and PointNet++ models (Qi et al., 2017a;b) take a set of points as input and use max pooling to aggregate the features from the point set. Alternatively, another way to incorporate pooling of features from a set is through RNNs as demonstrated for attribute prediction by Wang et al. (2016). However, the final pooled features obtained from an RNN are sensitive to the ordering of the input images. This issue was the motivation in Korshunova et al. (2018) who ex-
Figure 2: Content-based image generation on MNIST with a DCGAN model. (a): Real images from the dataset. (b): Samples from DCGAN. (c): Input set of \( m = 4 \) images for content-based generation. (d): Output set of \( n = 3 \) images generated by our proposed approach with the linear kernel \( k \) (top), and with the IMQ kernel (bottom). Here, no feature extractor \( E \) is used i.e., identity map for \( E \) in (6). (e): Same as in (d) with the extractor set to the output of the first two convolutional layers of a convolutional neural network (CNN) classifier (10-digit classification). In both cases, the IMQ kernel gives output images which are more consistent with the input than does the linear kernel.

## 5. Experiments

In this section, we show that our approach is able to perform content-based image generation on many image datasets and GAN models. We first demonstrate the approach on a simple problem (MNIST) in Section 5.1, and verify that using a nonlinear kernel \( k \) (see (6)) helps improve the representation of the input set. We then demonstrate (in Section 5.2) that aspects of input images that should be captured can be easily controlled by changing the feature extractor (i.e., \( E \) in (6)). In the following sections, we consider generative modeling problems on real images (CelebA-HQ, LSUN-bedroom, LSUN-bridge, LSUN-tower), and show that our approach is able to generate high-quality images that are relevant to the input, without retraining the GAN models. Python code is available at https://github.com/wittawatj/cadgan.

### 5.1. Better Representation with Nonlinear Kernels

To show the importance of a nonlinear kernel \( k \) in (6), we consider a DCGAN (Radford et al., 2015) model trained on MNIST.\(^1\) The task in this case is to generate images of handwritten digits from the DCGAN model that are similar to the input. For reference, real and sampled (unconditionally) images are shown in Figures 2a, 2b, respectively. We compare two different kernels (\( k \) in (6)): 1) linear kernel, and 2) the IMQ kernel with kernel parameter \( c \) set to 10. To

\(^1\)Pytorch code for the DCGAN model on MNIST: https://github.com/eriklindernoren/PyTorch-GAN/blob/master/implementations/dcgan/dcgan.py
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Figure 3: Content-based image generation on Colored MNIST with a DCGAN model. (a): Unconditional samples from the model. (b), (c): n = 3 output images from the use of three different feature extractors. “Color” indicates a feature extractor which only captures image colors. “Digit” indicates an extractor given by a CNN-based digit classifier (10 classes). “Color & Digit” stacks features from both extractors. The output images are consistent with the input in the sense as specified by the extractors used.

We isolate the effect of nonlinearity from the kernel, and non-linear transformation in the extractor \( E \), we first consider no feature extractor \( E \) i.e., the kernel is directly applied on the pixel values. Figure 2d shows the output from our approach with input images \( X_m \) given in Figure 2c and input weights \((w_1, \ldots, w_m) := (1/m, \ldots, 1/m)\).

We see in Figure 2d that images generated with the IMQ kernel faithfully capture the input images. The failure of the linear kernel can be explained by noting that the input mean embedding in this case is given by \( \hat{\mu}_P = \frac{1}{m} \sum_{i=1}^m x_i \) and is simply a superimposition of all the input images. It is clear that this does not represent set-level information contained in the input set e.g., that there two 2’s, and two 9’s. On the other hand, the use of the IMQ kernel results in \( \hat{\mu}_P = \frac{1}{m} \sum_{i=1}^m \psi(x_i) \) where \( \psi(\cdot) \) is an infinite-dimensional map induced by the kernel, and provably provides a more powerful representation e.g., IMQ kernels are \( C_0 \)-universal (Sriperumbudur et al., 2011, p. 2397).

In general, one would require a feature extractor \( E \) which specifies relevant aspects of the input images to capture. We show that even with the presence of a nonlinear feature extractor, it is still beneficial to put a nonlinear kernel on top of extracted features. We consider the same MNIST problem where the extractor \( E \) is set to the output of the first two convolutional layers of a convolutional neural network (CNN) classifier trained to classify the ten digits of real MNIST images. It has been observed that the first few convolutional layers roughly capture low-level image features. The generated images are shown in Figure 2e. We observe that the generated images with the linear kernel appear to be closer to being handwritten digits than in the previous case where no extractor is used (top figure of Figure 2d); they are, however, still far from the input images.

We see that using the IMQ kernel on top of the features gives good results since the extracted features are further expanded by the nonlinear kernel.

5.2. Flexible Control over the Similarity Criterion

In this section, we demonstrate that aspects of the input images that will be captured in the output images can easily be controlled by changing the extractor \( E \). We construct a colored version of the MNIST problem where each image in the original dataset is colored with six colors: red, green, blue, yellow, pink, and brown, thereby creating six new data points for each image. A DCGAN model (not classifier conditional) is trained on the new dataset (details in Section B) and is used for content-based generation with the same IMQ kernel as in Section 5.1. We consider three different choices for the extractor:

1. **Color**: For each input image, perform channel-wise max pooling such that the result is a \( 2 \times 2 \)-pixel image (three color channels). Treat the \( 3 \times 2 \times 2 = 12 \) output values as extracted features. The operation roughly captures the overall color of the digit. Note that the background color is black i.e., RGB pixel values are \((0, 0, 0)\), and does not influence the features.

2. **Digit**: Extracted features are the ten outputs of the final layer of a CNN-based classifier trained to classify the ten digits in MNIST. The classifier is the same network as used in Figure 2e. We convert images to grayscale by averaging across the three color channels before feeding to the classifier. This extractor is expected to capture only the digit identity of the handwritten digit, ignoring the color.

3. **Color & Digit**: Extracted features are concatenation of outputs from the two extractors above. This extractor is designed to capture both the color and the digit identity.
5.3. Compression by Matching the Mean

A noteworthy special case of our formulation is when \( m > n \) (more input images than output images). In this case, the output mean embedding \( \hat{\mu}_Q \) has fewer degrees of freedom than the input mean embedding \( \hat{\mu}_{P,w} \) in the sense that there are fewer summands. As a result, for the two mean embeddings to match, each output image is forced to combine features from multiple input images. For this reason, we refer to this task as the compression task. An interesting instance of this task is when \( m = 3 \) and \( n = 1 \). With \( m = 3 \) input images, the (weighted) input mean embedding can be written as
\[
\hat{\mu}_{P,w} = \sum_{k=1}^{m} w_k k(E(x_k), \cdot) + (1 - w_1 - w_2)k(E(x_3), \cdot),
\]
where \( w_1, w_2 \in [0,1] \) specifies the relative importance of the first two input images \( x_1 \) and \( x_2 \), respectively. The weight for the third input \( x_3 \) is given by \( w_3 = 1 - w_1 - w_2 \). These weights give an extra freedom to control how much each of the input images contributes to the mean feature that should be matched by the output mean embedding.

To illustrate the compression, we use a GAN model from Mescheder et al. (2018) pretrained on the CelebA-HQ problem (Karras et al., 2017). Sample images from the model are shown in Figure 4a (more in Figure 22 in the appendix). We use the same IMQ kernel as used previously, and set the extractor \( E \) to be the output of layer Relu3-3 of the VGG-Face network (Parkhi et al., 2015).\(^3\) The images generated from our procedure are shown in Figure 4b for various settings of the input weights \( (w_1, w_2, w_3) \). Each of the output images is positioned such that the closeness to a corner (an input image) indicates the importance (weight) of the corresponding input image. See Figure 9 for a precise weight vector specification at each position. We observe that when one of the weights is exactly one (i.e., equivalent to the problem of having only \( m = 1 \) input image), the output image almost reproduces the input image (see the output images in the corners). When only one of the weights is 0 (i.e., equivalent to having \( m = 2 \) input images), the output image interpolates between the two input images (see the output images along the edges of the triangle). Beyond these two special cases, varying the weights so that \( w_1 > 0, w_2 > 0 \) and \( w_3 > 0 \) appears to smoothly blend key visual features of the three input faces, giving output images which are consistent with all the input images and weights (see the images in the interior of the triangle). More compression results can be found in Section E (appendix).

We emphasize that changing the weight between two input images is not equivalent to a commonly used approach of linearly interpolating between the latent vector that generates \( x_1 \) and the latent vector that generates \( x_2 \). In our procedure, for each \( w \), the obtained latent vector \( z_w \) satisfies
\[
z_w = \arg \min_{z} \| \hat{\mu}_{P,w} - k(E(g(z), \cdot)) \|^2_H
\]
and is such that \( g(z_w) \) is an image whose feature vector is close to the mean feature defined by \( \hat{\mu}_{P,w} \). Simply interpolating between two latent vectors may not give output images with this property.

\(^3\)Pretrained VGG-Face models are available at \( \text{http://www.robots.ox.ac.uk/~vgg/software/vgg_face/} \).
5.4. Content-Based Generation of Complex Scenes

In the final experiment, we demonstrate our content-based generation method in its full generality (i.e., \( m > 1 \) and \( n > 1 \)) on images of complex scenes. We consider three categories of the LSUN dataset (Yu et al., 2015): bedroom, bridge, tower, and use pretrained GAN models from Mescheder et al. (2018) which were trained separately on training samples from each category. The models are based on DCGAN architecture with additional residual connections (He et al., 2016). Unconditional samples from these models can be found in Figures 19, 20 and 21, respectively in the appendix. For content-based generation, we use the IMQ kernel with parameter \( c = 100 \) and set the extractor \( E \) to be the output of the layer before the last fully connected layer of a pretrained Places365-ResNet classification model (Zhou et al., 2017). This network was trained to classify 365 unique scenes (training set comprising ten million images), and is expected to be able to capture high-level visual features of complex scenes.

Our results in Figure 5 show that in each test case, the three generated images are highly consistent with the two input images (from the LSUN’s test set). For instance, in bridge#1 (test case #1 of the LSUN-bridge category in Figure 5), not only is the tone black-and-white but the bridge structure is also well captured. In other cases such as tower#1, our procedure appears to generate similar buildings as present in the input images, but with a different viewing angle. This feat demonstrates that the proposed procedure can generate images that are semantically similar to the input. Our procedure does not degrade the quality of the generated images (compare the image quality to that of unconditional samples in Figures 19, 20 and 21).

6. Discussion and Outlook

We have presented a procedure for constructing a content-based generator by leveraging existing pretrained unconditional generative models. To our knowledge, this is the first work that addresses this setting, at test time, and without retraining the underlying models. There are opportunities for improvement. One topic of current research is on theoretically grounded, quantitative measure of the coherence between input and output sets of images, which are relatively small, compared to model evaluation of GANs in general (Heusel et al., 2017; Bińkowski et al., 2018; Jitkrittum et al., 2018). Preliminary results on quantitative evaluation of our approach are presented in Section A (appendix). More experimental results can be found in the appendix.

---

4 Pretrained Places365 networks are available at: https://github.com/CSAILVision/places365.

Figure 5: Generated output images from our approach. In each of the three LSUN categories, there are four test cases (denoted by #1, ..., #4), each containing two input images from the LSUN test set.
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A. Quantitative Evaluation

Quantitative evaluation of our proposed procedure is a topic of ongoing research. As a preliminary result, we consider two ways to measure the distance between the input and output sets of images:

1. Learned Perceptual Image Patch Similarity (LPIPS, Zhang et al. (2018)) is a similarity measure between two images which has been shown to correlate well with human perceptual similarity. We use a VGG network pre-trained on ImageNet as the feature extractor. Given an input set \( X_m = \{x_i\}_{i=1}^m \) and an output set \( Y_n = \{y_j\}_{j=1}^n \), we use the mean of LPIPS computed on all input-output pairs as the score for measuring the coherence between the input and output sets:

\[
\text{mean-LPIPS}(X_m, Y_n) = \frac{1}{mn} \sum_{i=1}^m \sum_{j=1}^n \text{LPIPS}(x_i, y_j).
\]

Lower mean-LPIPS means higher coherence between the input and the output sets.

2. Fréchet Inception Distance (FID, Heusel et al. (2017)) which has recently become a commonly used approach for measuring the distance between real and generated images for evaluating a GAN model. Here we compute the FID between the input images \( X_m = \{x_i\}_{i=1}^m \) and the generated output images \( Y_n = \{y_j\}_{j=1}^n \). We use the pool-3 layer of the Inception network as the feature extractor.

We randomly sample \( m = 3 \) images from the respective LSUN held-out set (LSUN Bridge, LSUN Bedroom, LSUN Tower) as input to generate \( n = 3 \) images (repeat for 100 trials). All parameter settings are the same as used to produce Figure 5. As a baseline, we consider a procedure which simply generates \( n = 3 \) images from the GAN model (independently of the input \( X_m \)). This procedure is referred to as “Prior”. The results are shown in Table 1.

| Table 1: Quantitative evaluation of our proposed procedure using LPIPS and FID. We report means and standard deviations of mean-LPIPS and FID computed from 100 trials (lower is better). |
|---------------------------------|------------------|------------------|
|                                | mean-LPIPS       | FID              |
| **LSUN Bridge**                |                  |                  |
| Ours                           | 0.698 ± 0.033    | 248.78 ± 66.61   |
| Prior                          | 0.731 ± 0.025    | 345.38 ± 44.76   |
| **LSUN Bedroom**               |                  |                  |
| Ours                           | 0.703 ± 0.033    | 194.76 ± 55.06   |
| Prior                          | 0.732 ± 0.026    | 214.36 ± 47.30   |
| **LSUN Tower**                 |                  |                  |
| Ours                           | 0.689 ± 0.029    | 267.49 ± 72.68   |
| Prior                          | 0.692 ± 0.025    | 298.25 ± 48.68   |

The results confirm that the generated images from our procedure have higher coherence (lower LPIPS, and lower FID) to the input than do images unconditionally sampled from the model.
B. Colored MNIST Experiment

In this section, we give more details of the experiment described Section 5.2. For each image in the original MNIST dataset, six images are created by coloring it. The RGB colors are Red: (1, 0, 0), Green: (0, 1, 0), Blue: (0, 0, 1), Yellow: (1, 1, 0), Pink (magenta): (1, 0, 1), and Brown: (0.4, 0.2, 1). Pytorch code for the DCGAN generator is given below.

class generator(nn.Module):
    def __init__(self):
        super(generator, self).__init__()
        depth = 64
        self.deconv1 = nn.ConvTranspose2d(100, depth * 8, 4)
        self.bn1 = nn.BatchNorm2d(depth * 8)
        self.deconv2 = nn.ConvTranspose2d(depth * 8, depth * 4, 4, stride=2, padding=1)
        self.bn2 = nn.BatchNorm2d(depth * 4)
        self.deconv3 = nn.ConvTranspose2d(depth * 4, depth * 2, 4, stride=2, padding=2)
        self.bn3 = nn.BatchNorm2d(depth * 2)
        self.deconv4 = nn.ConvTranspose2d(depth * 2, 3, 4, stride=2, padding=1)
        self.relu = nn.ReLU(inplace=True)
        self.sigmoid = nn.Sigmoid()

    def forward(self, input):
        out = self.relu(self.bn1(self.deconv1(input)))
        out = self.relu(self.bn2(self.deconv2(out)))
        out = self.relu(self.bn3(self.deconv3(out)))
        out = self.sigmoid(self.deconv4(out))
        return out
C. More Results (LSUN-Bedroom)

*LSUN-bedroom* In the following figure, each row shows one input-output pair \((m = 3\) input images \(\rightarrow n = 3\) output images\). The left column contains input images, and the right column contain output images generated by our proposed method.

| Input | Output |
|-------|--------|
| ![Input Images](image1.jpg) | ![Output Images](image2.jpg) |

*LSUN-bedroom, compression* \(m = 2\) input images \(\rightarrow n = 1\) output image.

| Input | Output |
|-------|--------|
| ![Input Images](image3.jpg) | ![Output Images](image4.jpg) |

D. Failure Cases

In this section, we present some failure cases from our proposed method.

**Far Outside the Range of** \(g\) We observe that our procedure can fail when the input images are too different from the
images used to train the chosen implicit model. To illustrate, we consider the same model and kernel settings as in Figure 4b (CelebA-HQ problem). Figure 6 shows examples of such failure case.

![Input-Output Examples]

(a) Case 1

(b) Case 2

Figure 6: Failure cases of our approach due to large discrepancy of the input images and the images used to train the model. Here, the GAN model used is the same one used in Figure 4b (CelebA-HQ model trained on images of celebrities). Inspection of unconditional samples shown in Figure 22 indicates that visual features of the input images are underrepresented by the model. Presumably these input images may be far from the output manifold of the model.

![Triangle Diagram]

Figure 7: A failure case of our approach due to large discrepancy of one input image and the images used to train the model. The GAN model is the same one used in Figure 4b. Here, $x_1$ is an image showing only the right side of a face. Presumably, non-frontal faces may be underrepresented by the model. While our procedure can generate an output image which is consistent to $x_1$ when it is the only input image (see the output image closest to $x_1$), when feature combination is enforced by using weights $w_1 > 0$, $w_2 > 0$ and $w_3 > 0$, the procedure fails to generate coherent output images (see the images in the interior of the triangle). We suspect that the model has been trained with relatively few images of non-frontal faces; so generating non-frontal faces with the required variations (as specified by $x_2$ and $x_3$) may be challenging.

**Repeated Outputs** When the model can generate the specified ($m = 1$) input image well, the output set — in the case of $n > 1$ — may contain almost identical output images. This is illustrated in Figure 8.
Figure 8: The procedure can give almost identical output images when the underlying \( g \) can model the given input image \( x \) well. Here, we consider the same model and other hyperparameters as used in Figure 5a (i.e., LSUN-bridge model). Mathematically, this means that there exists a latent vector \( z \) such that \( g(z) \approx x \). As a result, the mean feature can be matched if such \( z \) (or very small perturbation of such \( z \)) is repeatedly produced.

**E. Compression from \( m = 3 \) Input Images to \( n = 1 \) Output Image**

In this section, we present more results from the compression experiment presented in Section 5.3. The generative model, the feature extractor used, and other hyperparameters are the same as used to produce the result in Figure 4b. The results are shown in Figures 10 and 11 where the output images (given \( m = 3 \) input images) are arranged in a simplex (an equilateral triangle with the three input images at the three corners). Each of the output images is positioned such that the closeness to a corner (an input image) indicates the importance (weight) of the corresponding input image. A precise weight vector specification at each position is shown in Figure 9. As a special case of compression with \( m = 3 \), we present results from compression with \( m = 2 \) input images in Figure 12.

![Diagram of weight vector specification](image)

**Figure 9:** Weight vector specification in the compression experiment (see Section 5.3) with \( m = 3 \) input images: \( x_1, x_2, x_3 \). Each position in the triangle corresponds to one value of \( w = (w_1, w_2, w_3) \) such that \( w_1, w_2, w_3 \in [0, 1] \) and \( \sum_{i=1}^{3} w_i = 1 \). To avoid cluttering the figure, we show \( 8 \times (w_1, w_2, w_3) \) instead of \( (w_1, w_2, w_3) \).
Figure 10: Compression with $m = 3$: generate one image so as to match the (weighted) mean feature of $m = 3$ input images. All hyperparameters are the same as used to produce Figure 4b. Each of the output images is positioned such that the closeness to a corner (an input image) indicates the importance (weight) of the corresponding input image. See Figure 9 for a precise weight vector specification at each position.
Figure 11: Compression with $m = 3$: generate one image so as to match the (weighted) mean feature of $m = 3$ input images. All hyperparameters are the same as used to produce Figure 4b. Each of the output images is positioned such that the closeness to a corner (an input image) indicates the importance (weight) of the corresponding input image. See Figure 9 for a precise weight vector specification at each position.
Kernel Mean Matching for Content Addressability of GANs

### Input $x_1$ vs $x_2$

**Case 1:**
- $w_1 = \frac{6}{6}$
- $w_2 = \frac{5}{6}$
- $w_1 = \frac{4}{6}$
- $w_2 = \frac{3}{6}$
- $w_1 = \frac{2}{6}$
- $w_2 = \frac{1}{6}$
- $w_1 = \frac{0}{6}$

**Case 2:**
- $w_1 = \frac{8}{8}$
- $w_2 = \frac{7}{8}$
- $w_1 = \frac{6}{8}$
- $w_2 = \frac{5}{8}$
- $w_1 = \frac{4}{8}$
- $w_2 = \frac{3}{8}$
- $w_1 = \frac{2}{8}$
- $w_2 = \frac{1}{8}$
- $w_1 = \frac{0}{8}$

**Case 3:**
- $w_1 = \frac{8}{8}$
- $w_2 = \frac{7}{8}$
- $w_1 = \frac{6}{8}$
- $w_2 = \frac{5}{8}$
- $w_1 = \frac{4}{8}$
- $w_2 = \frac{3}{8}$
- $w_1 = \frac{2}{8}$
- $w_2 = \frac{1}{8}$
- $w_1 = \frac{0}{8}$

*Figure 12: Compression with $m = 2$: generate one image so as to match the (weighted) mean feature of $m = 2$ input images. Generated images from the proposed procedure given two inputs $x_1$ and $x_2$ from three independent test cases. The weight $w_1$ specifies the emphasis on the input $x_1$. The weight on $x_2$ is given by $w_2 = 1 - w_1$.*

### F. From $m = 2$ Input Images to $n = 2$ Output Images

Compression (combining features of the input images) arises when $m > n$ i.e., more input than output images. The case of $m < n$ is considered in Figure 5 (LSUN) which can be seen as a set expansion procedure or “more-like-this” generation i.e., generate a set of diverse output images which are consistent with the specified input set. In this section, we consider the case where $m = n$. All hyperparameter settings are the same as in Section 5.3. The results are shown in Figures 13 and 14. When $w_1 = 0$ or $w_1 = 1$, the problem reduces to the case where $m = 1$ and $n = 2$ (i.e., set expansion). In these cases, we observe that the two output images are different and both bear some similarity to the one input image. When $0 < w_1 < 1$, the procedure appears to create variations of the two input images.

### G. Runtime Vs $n$ (Number of Output Images)

The complexity of the proposed procedure in Eq. (5) is $O(n^2 + mn)$ per optimization iteration. In each iteration, the gradient vector of size $d_zn$ needs to be computed, where $d_z$ is the latent dimension of the GAN model. Figures 15a and 15b show average runtimes per iteration (in milliseconds) for Colored MNIST and LSUN bedroom. Standard deviation is in the order of $10^{-5}$. The problem setting follows that considered in Figure 3 and Figure 5, respectively.
Case 3:

Input $x_1$

Input $x_2$

Case 4:

Input $x_1$

Input $x_2$

Figure 14: Generate $n = 2$ output images from $m = 2$ input images. See details in Section F.

Figure 15: Average runtime per optimization iteration. We observe that runtimes largely depend on $n$. See details in Section G.

H. Objective Value vs $n$

We observe that increasing $n$ decreases the objective value (see Figure 16). That is, more output images allow better matching of the input mean features.
Figure 16: Objective value across $n$ (lower is better). Here we consider the MNIST problem (Figure 2) with input set containing $m = 50$ images: five images from each of the ten classes. Since the input contains ten types of digits, we expect at least $n = 10$ images to be able to well capture the input set. This explains why the objective decreases sharply from $n = 1$ to $n = 10$. At $n = 10$, the optimized output images contain the ten digits.

I. Large $m, n$

The aim of this section is to illustrate the results of our procedure when $m, n$ are large. We consider the MNIST problem as in Section 5.1 using the IMQ kernel and the CNN feature extractor. We set $m = 14$ and $n = 24$. The results are shown in Figure 17. A key point is that the class proportions of the input images are respected in the generated images. For example, in the top test case in Figure 17, the 0 digit forms the majority in both the input and the output sets.

Figure 17: Content addressable image generation on MNIST with $m = 14$ and $n = 24$. There are two independent test cases: top and bottom. **Input**: $X_m$ containing 14 input images. **Initialization**: 24 generated images from the latent vectors $z_1, \ldots, z_{24}$ randomly drawn from the prior distribution i.e., initial points for the optimization. **Output**: Output images $Y_n$. 
J. Optimization Trajectory

The aim of this section is to show how the output image during the optimization for solving (5) looks like. We consider the CelebA-HQ problem with $m = 1$, $n = 1$ and all other hyperparameters are the same as used to produce the result in Figure 4b. With $m = 1$, $n = 1$, the problem is to find one latent vector $z = \arg \min_z \| k(E(x_1, \cdot)) - k(E(g(z), \cdot)) \|_H^2$ given $n = 1$ input image $x_1$. Iteratively solving this optimization with Adam creates a sequence of latent vectors $z^{(1)}, \ldots, z^{(T)}$, where $z^{(t)}$ denotes the latent vector from the $t^{th}$ iteration. The output image from the $t^{th}$ iteration is given by $g(z^{(t)})$ where $g$ is the pre-trained GAN model. The output images from selected iterations until $t = 360$ are shown in Figure 18. The changes after this iteration are barely visible.

Figure 18: Output images from selected iterations during the optimization of (5) until iteration $t = 360$. The changes after this iteration are barely visible. The image at $t = 0$ corresponds to the image generated from a randomly drawn latent vector from the prior distribution (initial point). In both cases, the initial point is set to be the same.
Figure 19: Samples from Mescheder et al. 2018's unconditional GAN model trained on LSUN-bedroom.

Figure 20: Samples from Mescheder et al. 2018's unconditional GAN model trained on LSUN-bridge dataset.

Figure 21: Samples from Mescheder et al. 2018's unconditional GAN model trained on LSUN-tower dataset.
Figure 22: Samples from Mescheder et al. 2018’s unconditional GAN model trained on CelebA-HQ dataset.