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Recently, S. Arlot and R. Genuer have shown that a random forest model outperforms its single-tree counterpart in estimating \( \alpha \)-Hölder functions, \( 1 \leq \alpha < 2 \). This backs up the idea that ensembles of tree estimators are smoother estimators than single trees. On the other hand, most positive optimality results on Bayesian tree-based methods assume that \( \alpha \leq 1 \). Naturally, one wonders whether Bayesian counterparts of forest estimators are optimal on smoother classes, just as observed with frequentist estimators for \( \alpha \leq 2 \). We focus on density estimation and introduce an ensemble estimator from the classical (truncated) Pólya tree construction in Bayesian nonparametrics. Inspired by the work mentioned above, the resulting Bayesian forest estimator is shown to lead to optimal posterior contraction rates, up to logarithmic terms, for the Hellinger and \( L^1 \) distances on probability density functions on \([0;1)\) for arbitrary Hölder regularity \( \alpha > 0 \). This improves upon previous results for constructions related to the Pólya tree prior, whose optimality was only proven when \( \alpha \leq 1 \). Also, by adding a hyperprior on the trees’ depth, we obtain an adaptive version of the prior that does not require \( \alpha \) to be specified to attain optimality.
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1. Introduction

Tree-based methods and associated ensemble methods rank among the best performers in statistical learning and are, as such, widely used in practice. In nonparametric regression and classification problems, popular versions such as CART (Classification and Regression Trees) [11] and random forests [10] have sparked the interest of numerous researchers. While the former’s theoretical behavior in an \( L^2 \)-loss context is now quite well understood [7, 24, 31] and is still at the heart of recent works [42], the latter have been the object of fewer theoretical results. Indeed, it relies on recursive partitionings of the sample space and piecewise constant predictions, both data-dependent, which renders their analysis quite difficult. To this date, research has mainly focused on simplified versions of the original algorithm by Breiman (for which results are scarce [65]) to prove properties such as consistency [20, 67, 1, 4, 73, 53, 41, 40] or asymptotic normality [53, 72]. We refer the interested reader to the review [5] for a more comprehensive account of the topic’s literature.

The picture is even more striking with Bayesian versions of these forest estimators, as the theoretical development has just started to emerge. As for the advantages of these Bayesian counterparts, we cite their inherent ability to quantify uncertainty through posterior distributions and their propensity for adaptation. Popular algorithms are Bayesian CART [21, 16] and BART (Bayesian Additive Regression Trees) [17], the latter being the prototype of Bayesian tree ensemble models. This motivated a myriad of works applying and adapting these methodologies in different domains (e.g., genomic studies [51], credit risk prediction [77], predictions in medical experiments [23], etc.) and to different statistical problems beyond nonparametric regression (e.g., classification [17, 77], variable selection [17, 49], estimation of monotone functions [18], causal inference [37], Poisson processes inference [46], linear varying coefficient models [22], heteroskedasticity [59, 8], etc.). A thorough presentation of the unified framework underlying BART and its extensions appears in [69]. The appeal also finds its roots in...
such algorithms’ competitive practical performance: their great prediction abilities, robustness to ill-specified tuning parameters, and associated efficient posterior computation techniques [58, 57, 34, 35]. At the other end of the spectrum, we are still at the dawn of their theoretical study. In the very recent years, researchers have come up with results in posterior contraction rate theory for trees and forests in $L^2$-loss [62, 61], in $L^\infty$-loss [15], and uncertainty quantification [15, 60]. For more details, we refer the interested reader to the recent reviews [48, 36].

Another famous prior in Bayesian nonparametrics that relies on recursive partitioning encoded into a dyadic tree structure is the Pólya tree process. The first related studies date back to the ’60s [28, 29, 26, 27] while the name appears for the first time in [52, 47] (it originates in a link with Pólya urns, nicely explained in [33]). As a prior on probability distributions and densities, it has since been used regularly and has recently inspired a new line of research coming up with modified versions [75, 38, 55]. Lately, posterior contraction rates in $L^\infty$ and Bernstein-von Mises theorems were obtained for Pólya Trees and spike-and-slab Pólya Trees [13, 14].

However, a significant shortcoming of these positive results of (almost-)optimal performances for tree-based methods (ensemble versions or not) is that they typically assume that the signal has limited regularity. Indeed, they study functional parameters that either lie in between step-functions [71] and Lipschitz applications [13, 14] or belong to an additive model with Lipschitz components [62]. This comes from the fact that tree-based partitioning induces piecewise-constant estimators, which are usually too rough for efficient inference of smooth applications. Nevertheless, it has been noted that the aggregation of individual estimates may have a “smoothing” effect. This idea is already present in Breiman’s bagging [12]. It thus seems conceivable that a forest, i.e., a tree ensemble, may be more regular and enjoy optimal rates with even more restrictive smoothness assumptions. A few years ago, Arlot & Genuer [1] indeed showed that this could be the case in a regression setting. Their method is described in more detail in Section 2. In addition, some works made links between random forests and kernel estimators [66, 1]. This similarity was also recently established by [56] in the context of another tree ensemble model based on the Mondrian process [63], the Mondrian Forest [45]. The forest models developed there are such that the random construction of single trees is independent of the observed data. As mentioned above, such simplification has proved fruitful to come up with theoretical results. These are commonly known as Purely random forests. They are also interesting for the study of Bayesian tree ensemble methods in that they too rely on the specification of a probability distribution on sample space recursive partitionings.

The present work builds upon ideas from [1]. The authors developed a Purely random forest model that attains minimax convergence rates on the class of twice differentiable functions on $[0; 1]$, for a modified $L^2$-loss (excluding points near the interval frontier). However, the related single-tree estimators are shown to be optimal only up to once-differentiable regularity. In the following, we will see how it is possible to adapt their aggregation of trees to forests to Pólya trees. We introduce a new prior on probability density functions, the Discrete Pólya Aggregate (DPA) prior, which is a toy random forest incorporating an aggregation step in its definition. Our contribution is threefold. First, we prove that the aggregation in DPA induces smoothing: the corresponding posterior distribution attains the optimal (up to log terms) Hellinger rates on classes of densities of arbitrary Hölder regularity $\alpha$ (no upper bound). Note that [1] and [54] achieve this only up to $\alpha = 2$. We demonstrate this smoothing through a link between DPA and spline densities. Second, our construction is adaptive: our results hold without knowledge of the regularity parameter through a hyperprior on the tree depth. Furthermore, we show how to handle smoothing at the domain’s frontier by slightly modifying the prior close to the edges. Third, the DPA prior can be seen as a possible ’way’ to smooth PT priors, a question left open in [13, 14], at least here in terms of Hellinger rates. These results highlight the benefits that ensemble methods can have in Bayesian nonparametrics, smoothing the estimator to attain optimality on a broader class of problems and allowing adaptation. It is worth mentioning that [50] showed that a
Bayesian forest made of ‘smooth’ decision trees adapts to high regularities in a regression setting. However, their individual ‘tree predictors’ are already smooth, whereas we work with ‘hard’ histogram-tree predictors, as in original random forests.

Deep neural networks (DNNs) have also proved to be pretty powerful in many problems. Their flexibility and capacity to learn feature representations place them among state-of-the-art methods. Thus, it aroused interest in the potential connections with random forest estimators. First, [68, 74] established that sparse shallow networks can realize these tree-based functions. Then, some recent papers also produced hybrid methods combining upsides of both, e.g., the representation learning properties of DNNs and the computational efficiency of random forests. For instance, we mention Deep Neural Decision Forests [43], conditional networks [39], Deep Neural Decision Trees [76], and Neural Random Forests [6], for which consistency in nonparametric regression was proved, starting the theoretical study of these connections. There is also a surge in the development of the theoretical analysis of DNNs. Nonparametric methods relying on piecewise linear approximations are traditionally suboptimal with signals of smoothness $\alpha > 2$. However, related to the type of results we present here, DNNs overcome this limitation. Even though sparse DNNs with ReLU activation function results in piecewise linear maps, [64] showed that, in nonparametric regression, near minimax rates for arbitrary smoothness were attained. Our results on adaptation to smoothness are essentially similar, though we start with even rougher object that are not even continuous. Finally, whereas we link DPA to spline densities, [3] builds on the relation between DNNs and spline functions to obtain elements of approximation theory for DNNs. Also, [25] proved that DNN performances are competitive when compared with some usual spline methods (e.g., MARS [30]).

This work outline is as follows: Section 2 introduces our study framework and the aggregation ideas from [1] before presenting the DPA prior. Then, in Section 3, we expound on our results on the DPA posterior and other ones on priors inspired by the study of DPA. After a short discussion, the article body ends with the proofs of these results in Section 5. The appendix presents helpful lemmas and elements used to derive our main results and a short numerical study illustrating our theoretical analysis.

2. Aggregation of a Pólya Tree

2.1. Framework.

Let’s elaborate on the problem at hand, which is the one of density estimation. Below, $P_f$ is the probability distribution on $\Omega := [0; 1)$ with density $f$ w.r.t. Lebesgue measure $\lambda$. In a full Bayesian framework, one specifies a distribution on a pair $(X^{(n)}, f)$, determined by a prior on probability densities $f$, denoted $\Pi$, and the conditional distribution $X^{(n)} | f \sim P_f^{\otimes n}$. From this, one obtains the posterior distribution, denoted $\Pi [\cdot | X]$, omitting the superscript for conciseness. We adopt a frequentist point of view in the analysis of the Bayesian procedure. Indeed, we assume that $X$ follows the distribution $P_{f_0}^{\otimes n}$ for a given $f_0$ instead of the marginal distribution of the pair $(X, f)$. Accordingly, we are interested in the asymptotical behaviour of $\Pi [\cdot | X]$ under such conditions. In this paper, we introduce priors on probability densities such that the associated posteriors concentrate their masses on balls with center $f_0$ at optimal rates (up to logarithmic factors).
A central assumption for our subsequent analysis is that \( f_0 \) is \( \alpha \)-Hölderian (\( \alpha > 0 \)), i.e., it belongs to the Hölder class, with \( \lfloor \alpha \rfloor \) the biggest integer strictly smaller than \( \alpha \),

\[
\Sigma(\alpha, [0, 1)) := \left\{ f : [0, 1) \mapsto \mathbb{R} \mid ||f||_{\Sigma(\alpha)} := \sup_{x \neq y} \frac{|f^{(\lfloor \alpha \rfloor)}(x) - f^{(\lfloor \alpha \rfloor)}(y)|}{|x - y|^\alpha - \lfloor \alpha \rfloor} < +\infty \right\}
\]

In the following, we write, for real positive sequences \( u_n, v_n \), \( u_n \lesssim v_n \) whenever there exists a constant \( C > 0 \) independent of \( n \) such that for any \( n \) large enough, \( u_n \leq C v_n \) (\( \lesssim \) is defined likewise). Also, if \( u_n \lesssim v_n \) and \( u_n \gtrsim v_n \), we write \( u_n \asymp v_n \), while \( u_n \propto v_n \) means that there exists a constant \( C \) such that \( u_n = C v_n \). When comparing two quantities \( a, b \in \mathbb{R} \), we write \( a \vee b := \max(a, b) \) and \( a \wedge b := \min(a, b) \). For random variables \( X \) and \( Y \), \( X \perp Y \) means independence. \( \mathbb{E}_f \) denotes the expectation under \( P_f^\otimes n \), as there will no ambiguity on \( n \) in the following. Also, as pointed out, we denote \( \lfloor a \rfloor \) the greater integer strictly smaller than \( a \). As for the usual floor operator, it is written \( \lfloor \cdot \rfloor \). For real univariate maps \( f, g \), \( f * g \) is their standard convolution. The \( n \)-dimensional unit simplex is

\[
S^n := \left\{ (x_1, \cdots, x_n) \in \mathbb{R}^n \mid x_i \geq 0, \sum_{i=1}^n x_i = 1 \right\}
\]

and the \( \epsilon \)-covering number \( N(\epsilon, A, d) \), for some \( \epsilon > 0 \) and \( A \) a subset of metric space \( (V, d) \), is the minimum number of \( \epsilon \)-balls with centers in \( V \) needed to cover \( A \). \( \| \cdot \|_1 \) is the \( L^1(\Omega) \) norm and \( h \) is the Hellinger distance.

### 2.2. Smoothing of frequentist forest estimators.

Since they entail piecewise-constant estimators with independent heights, inference methods that rely on single-tree constructions are usually limited in their performance. They are generally suboptimal on balls of Hölder classes with regularity \( \alpha > 1 \). Nonetheless, there is hope that their ensemble methods are less prone to such problems and better suited for the inference of smoother parameters. In this section, we discuss a toy model from [1] which confirms this intuition.

![Figure 1: Random shift of a regular partition.](image)

Let’s assume that we are faced with estimating some map \( f_0 : [0; 1) \rightarrow \mathbb{R} \) (let it be in density estimation, regression, Gaussian white noise problem, etc.). Tree-based methods build upon a recursive partitioning of the interval \( [0; 1) \) so that the estimator is piecewise constant on this given partition. Some data average typically defines the values taken on each cell. Conversely, any partition in subintervals can be represented by a binary tree. Purely random forests then rely on the aggregation of random piecewise constant estimators, the cells of the partitions being random and independent of the observed data.
A particular toy distribution $P_{\text{toy}}$ on partitions presented in [1] is sketched in Figure 1. Given $k \in \mathbb{N}^*$, the partition $U$ is defined starting with a regular partition of step $k^{-1}$ whose breakpoints are shifted to the right by $U/k$, with $U \sim \mathcal{U}(0;1)$. A tree estimator averages the data on the partition $P \sim P_{\text{toy}}$ while a $q$-forest, $q \geq 1$, is itself the average of $q$ tree estimators corresponding to the i.i.d. partitions $P_i \sim P_{\text{toy}}$, $i = 1, \ldots, q$. In the context of nonparametric regression with a modified $L^2$-loss that only takes into account points far enough from the frontier of $[0;1]$, [1] shows that forests with a sufficient amount of trees and a well-chosen $k$ attain optimal convergence rates in the estimation of twice differentiable functions. An intuition for this result is that, in the limit $q \to \infty$, the forests actually mimic a triangular kernel estimator (see Proposition 4 from [1]). On the other hand, even with an optimal $k$, single-tree estimators cannot do better than usual histogram estimators and are optimal only when the function $f_0$ has at best Lipschitz regularity. While the approximation error of a tree is controlled by the $L^2$-projection of $f_0$ on a linear space of piecewise-constant maps, forests’ one is controlled by the average of such projections on different spaces (the cells varying between spaces). It then appears that aggregation allows forests to borrow strength from a smoother object that enjoys nice approximation properties, bringing about the estimator’s smoothing.

However, aggregating once still only allows the obtention of minimax convergence rates corresponding to twice differentiable regularity at most. It is unclear how the idea could be pushed further to adapt to arbitrary regularities in this context. Below, we see that it is possible to do so with Bayesian estimators.

### 2.3. The DPA prior.

Since we are focusing on density estimation, it is sensible to delve into the Pólya Tree prior, and more particularly into its finite version where the tree is truncated at a given depth. We talk about the Truncated Pólya Tree (TPT) prior to refer to the distribution on probability density functions defined in the following paragraph.

![Figure 2: Truncated Pólya Tree at depth $L = 2$.](image)

We introduce some notation and illustrate the construction of the TPT prior in Figure 2 (see also Chapters 3.5-3.7 of [33]). For any $l > 0$ and $0 \leq k < 2^l$, the dyadic number $r = k2^{-l}$ has a binary expansion $0.\kappa_1 \ldots \kappa_l$ (possibly padded with 0’s on the right) with $\kappa_i \in \{0,1\}$ for $i = 1, \ldots, l$, i.e.,
\[ r = \sum_{j=1}^{l} \kappa_j 2^{-j}. \] Reciprocally, any \( \kappa \in \{0,1\}^l \) with \( l > 0 \) corresponds to the binary expansion of a dyadic number of the form \( k 2^{-l} \) for some \( 0 \leq k < 2^l \). Consequently, we write \( \kappa(l, k) \in \{0,1\}^l \) the sequence of length \( |\kappa(l,k)| = l \) corresponding to the dyadic \( k 2^{-l} \) (by convention \( \kappa(0,0) = 0 \)). Then, for \( 0 < i \leq l \) and \( \kappa = \kappa_1 \ldots \kappa_l \in \{0;1\}^l \), \( \kappa[i] := \kappa_1 \ldots \kappa_i \). For any pair \((l,k) \in \mathbb{N} \times \mathbb{Z}\), we introduce 
\[ I_{l,k} := \left[ \frac{k}{2^l}, \frac{k+1}{2^l} \right) \] and, whenever \( l \geq 0 \), \( 0 \leq k < 2^l \), \( I_{\kappa(l,k)} := I_{l,k} \). One sees that \( I_{\kappa} = I_{\kappa_0} \cup I_{\kappa_1} \) and \( \Omega = \bigcup_{\kappa} |\kappa|=1 I_{\kappa} \) so that the union of the sets of the form \( I_{\kappa} \) defines a recursive partitioning of the unit interval. In Figure 2, one sees that this partitioning consists of splitting each interval in its midpoint from one level to another. We refer to \( I_{\kappa_0} \) (resp. \( I_{\kappa_1} \)) as the left (resp. right) child of \( I_{\kappa} \). Therefore, \( \kappa \) encodes the sequence of partitioned sets from \( \Omega \) to \( I_{\kappa} \) according to this relationship.

Then, for \( L \in \mathbb{N}^* \) and a set of positive real parameters \( \mathcal{A} = \{v_\kappa, \kappa \in \cup_{l=0}^{L} \{0,1\}^l\} \), we say that the Lebesgue probability density \( g \) follows a Truncated Pólya Tree distribution \( \text{TPT}_L(\mathcal{A}) \) for the above recursive partitioning scheme if there exist random variables \( 0 \leq Y_\kappa \leq 1 \) for any \( 0 < |\kappa| \leq L \) such that:

- the variables \( Y_{\kappa,0} \) with \( 0 \leq |\kappa| \leq L-1 \) are mutually independent and \( Y_{\kappa,0} \sim \text{Beta}(v_{\kappa,0}, v_{\kappa,1}) \),
- \( Y_{\kappa,1} = 1 - Y_{\kappa,0} \) for \( 0 \leq |\kappa| \leq L-1 \),
- \( \forall \kappa \text{ s.t. } |\kappa| = L, \forall x \in I_{\kappa}, g(x) = 2^L \prod_{l=1}^{L} Y_{\kappa[l]} \).

The link between this construction and dyadic trees is illustrated in Figure 2 where we see that \( L \) defines the depth of a tree that encodes a partition of \( \Omega \). One sees that for any sequence \( \kappa \) as above, \( Y_{\kappa,0} = P_g(I_{\kappa,0}) / P_g(I_{\kappa}) = P_g(I_{\kappa}) / P_g(I_{\kappa_0}) \). Subsequently, we always assume for simplicity that the parameters \( v_\kappa \) in the set \( \mathcal{A} \) verify \( v_\kappa = a_{|\kappa|} \), so that we rather write \( \mathcal{A} = (a_l)_{0 \leq l \leq L} \).

Setting \( H_{L,i} := 2^L \mathbb{1}_{I_{L,i}} \), a probability density \( g \) defined as above can be written

\[ g = \sum_{i=0}^{2^L-1} \Theta_i H_{L,i}, \quad \Theta_i = \prod_{l=1}^{L} Y_{\kappa_l(2^l - l, i)}, \quad \text{(1)} \]

so that it belongs almost surely to

\[ C_L := \left\{ h : [0,1) \mapsto \mathbb{R}^+ \mid \int h = 1, \ h \text{ is constant on } I_{\kappa,|\kappa| = L} \right\}. \]

As pointed out before, the elements of \( C_L \) are too rough to approximate efficiently smooth applications, so we would like to leverage ideas developed in the last section to obtain "smoother" prior samples.

The TPT prior defined above has samples that are piecewise constant on some dyadic partition of \( \Omega \). However, it would be possible to develop a similar prior so that the samples are piecewise constant on a different partition. Figure 3 illustrates such construction in the case of a dyadic partition shifted by some quantity \( S \), just like in Section 2.2. We point out a slight difference from what we described in Section 2.2: to be encoded in a complete binary tree of depth \( l \geq 0 \), the recursive partitions need to have \( 2^l \) elements at level \( l \), while a shifted dyadic partition has \( 2^l + 1 \) elements (see Figure 1). The way to go here is to merge the external cells, corresponding to sets \( B_0 \) et \( B_4 \) in Figure 1 or \([0;S]\) and \([3/4 + S;1]\) in Figure 3. Following the ideas from Section 2.2, for some \( L > 0 \), we could then define a new prior whose samples are the averages of \( q \geq 0 \) independent maps. Each of these maps would follow an independent TPT prior with depth \( L \), with their underlying partitions that are dyadic partitions shifted by \( q \) independent uniform random variables.

As we will see in the following sections, the priors must allocate some of their mass to subsets of limited complexity to obtain posterior contraction rates. It is not the case of the construction we just proposed, as the samples belong to a functional class that is too rich, and the prior mass is overly
Figure 3: Shifted Truncated Pólya Tree at depth $L = 2$, with shift $S$. 

spread out. Consequently, we need to impose some correlation between the $q$ tree maps. We propose a modified prior in which the aggregated trees are not independent and the shifts of their dyadic partitions are deterministic. Indeed, as we do not want the prior to have its samples that are much more complex than the ones of the TPT distribution (for a given $L > 0$), we would like it to involve just as many $Y$’s Beta random variables.

First, for $f : \mathbb{R} \rightarrow \mathbb{R}$, $q \in \mathbb{N}^*$ and $s > 0$, we define a finite aggregation step as the effect of the map $f \rightarrow f_{q,s}^1$ defined by

$$f_{q,s}^1 : \mathbb{R} \rightarrow \mathbb{R}$$

$$x \mapsto \frac{1}{q} \sum_{i=0}^{q-1} f \left( x - \frac{is}{q} \right)$$

for any application $f : \mathbb{R} \rightarrow \mathbb{R}$. If $f$ is the 1-periodic extension of a $TPT_L$ sample and $s = 2^{-L}$, $L > 0$, the restriction to $[0;1)$ of $f_{q,s}^1$ is the aggregation of $q \geq 0$ piecewise constant maps as described above. More precisely, it is the aggregation on $[0;1)$ of $q$ maps constructed in the same way as in Figure 3, and that share the same values (the $Y$’s variable are identical) on their respective underlying partitions, which are dyadic partitions shifted by $S_i = iq^{-1}2^{-L}$ for $i = 0, \ldots, q - 1$. The resulting map could then be viewed as the sample of a simplified prior on forests, based on TPTs, which is the pushforward measure of the $TPT_L$ measure by the ‘aggregating’ map (2). However, this restriction on $[0;1)$ of a 1-periodic map is ‘cyclical’ over the frontier of the interval, as most of the trees have the same value near 0 and 1 (cf. Figure 3). We discuss this after the complete definition of our new priors.

Before going further, let’s discuss some aspects of our aggregation scheme and the definition of the 'Pólya forest' above. It has the benefit that it can be generalized to higher aggregation orders via the following recurrence relationship, which involves some weights depending on the degree of aggregation $k \in \mathbb{N}^*$:

$$f_{q,s}^{k+1} (\cdot) := \left( f_{q,s}^k \right)^{1}_{q,s} (\cdot) = \sum_{i=0}^{(q-1)(k+1)} \left\{ \left( j_1, \ldots, j_{k+1} \right) \in \llbracket 0; q-1 \rrbracket^{k+1}, j_1 + \cdots + j_{k+1} = i \right\} f \left( \cdot - \frac{is}{q} \right).$$

Aggregating $k$ times, we obtain "forests of forest", which are more general forests of weighted trees, with non-uniform weights. To see the actual effect of this operation, it is useful to have a look at what
is happening in the limit $q \to \infty$ (i.e. for an "infinite forest"). If $f$ is Riemann integrable on any interval of length $s$, then letting $q \to \infty$ results in $f_{q,s}^{1}$ converging pointwise to

$$f_{\infty,s}^{1} : \mathbb{R} \to \mathbb{R}$$

$$x \mapsto s^{-1} \int_{x-s}^{x} f(t) dt = s^{-1} (\chi_{s} \ast f)(x)$$

where $\chi_{s}(t) := 1_{[0,1]}(t/s)$. For simplicity, we write $\chi := \chi_{1}$. This defines a continuous aggregation that can also be iterated, for $l \in \mathbb{N}^{\ast}$,

$$f_{\infty,s}^{l+1} := \left( f_{\infty,s}^{l} \right)_{\infty,s}^{1} = s^{-(l+1)} \chi_{s}^{(l+1)} \ast f$$

(3)

with $\chi_{s}^{(l+1)}$ the $(l+1)$-th iterated convolution of $\chi_{s}$ with itself. Such an "infinite forest" (if $f$ is a tree function) is the continuous aggregation of a continuum of 'tree' maps, possibly with non-uniform weights for higher degrees of aggregation. Besides, we take the convention $f_{q,s}^{0} := f_{\infty,s}^{0} := f$. Thanks to Lemma 3, for $m \geq 1$, we also have the more explicit formula for the continuous aggregation

$$f_{\infty,s}^{m}(\cdot) = s^{-1} \chi^{*m}(\cdot/s) \ast f.$$  

(4)

As we will see later, the weighted aggregation of trees allows obtaining even smoother forests. Finally, setting, for $0 < i \leq m + 1$,

$$\omega_{m,i} := \int_{0}^{i} \chi^{*(m+1)}(t) dt,$$

(5)

we define our new prior, the Discrete Pólya Aggregation (DPA) distribution. Fixing $m \in \mathbb{N}$, $L \in \mathbb{N}^{\ast}$ such that $2^{L-1} > m$, $q \in \mathbb{N}^{\ast}$, $U > 0$ and a set of hyperparameters $\mathcal{A}$, the samples of $\text{DPA}(m, L, q, \mathcal{A}, U)$ are generated sequentially as follows:

1. Trees definition and handling of the frontier
   a) Draw $g$ such that $g \sim \text{TPT}_{L}(\mathcal{A})$. One writes

   $$g(\cdot) = \sum_{i=0}^{2^{L-1}} \Theta_{i} H_{L_{i}}$$

   for some sequence $(\Theta_{i})_{i=0}^{2^{L-1}}$ whose elements are positive and sum up to 1.
   b) Given $\Theta_{i}$, $0 \leq i \leq 2^{L} - 1$,

   $$\theta_{i} = \begin{cases} \Theta_{i} & \text{if } 0 \leq i \leq 2^{L} - 1 - m, \\ \Theta_{i} - \Theta_{i} \frac{(1-\omega_{m,2^{L-1}})U}{\omega_{m,2^{L-1}}} & \text{if } 2^{L} - m \leq i \leq 2^{L} - 1, \\ \Theta_{i} - \Theta_{i} \frac{\omega_{m,2^{L}+m-i}}{\omega_{m,2^{L}+m-i}} & \text{if } 2^{L} \leq i \leq 2^{L} + m - 1 \end{cases}$$

   where the uniform variables above are mutually independent.
   c) Define the $(2^{L} + m)$-periodic sequence $(\theta_{i})_{i \in \mathbb{Z}}$ such that $u_{i} = \theta_{j}$, $j \equiv i \mod 2^{L} + m$. 

2. **Aggregation**

Set

\[ f = \sum_{i \in \mathbb{Z}} u_i H_{L,i} \]

as the base tree and output, as the aggregation of shifted trees, the restriction on \([0; 1)\) of

\[ f_{q,2^{-L}}^m / \int_{(0;1)} f_{q,2^{-L}}^m(v) dv. \]

Step 1a and Step 2 gather the ideas we have presented up until now, namely the definition and the aggregation of a finite number of TPT samples, with shifted underlying partitions. Another related distribution that we name the Continuous Pólya Aggregation (CPA) prior and denote CPA\((m, L, A, U)\), corresponds to the situation where a continuum of Pólya Tree samples are aggregated with the operation (3). It is defined by a similar algorithm to the one above, except that Step 2 is replaced by

2'. **Aggregation**

Set

\[ f = \sum_{i \in \mathbb{Z}} u_i H_{L,i} \]

as the base tree and output the restriction of \(f_{\infty,2^{-L}}^m\) on \([0; 1)\) as the aggregation of shifted trees.

Note that, according to Lemma 7, it is no longer necessary to normalize the output function as the \(u_i\) are defined so that \(f_{\infty,2^{-L}}^m\) is almost surely a probability density. Since, as mentioned before, the external sets of shifted partitions are merged (see Figure 3), a 'Pólya forest' based on Steps 1a and 2 (or 2') only would have the side effect of cycling over the frontier (i.e., it tends the same limits toward the frontier), as shown in Figure 6. It presents a sample from a 'naive' construction, aggregating shifted trees without treatment on the frontier. That is why the above definitions of the DPA and the CPA prior also feature Steps 1b and 1c to modify the frontier behavior. It is possible to appreciate the advantage of this treatment on the frontier in Figures 7 and 8, where similar samples are plotted, with and without this modification. Without it, the samples would not be flexible enough to approximate general densities at a reasonable rate. The figures we have just mentioned also help understand the role of each parameter in the definition of DPA and CPA. The \(L\) parameter controls the depth of the trees (i.e., how refined the underlying partitions are), and, along with the degree of aggregation \(m\), they define the smoothness of the prior. The number of trees \(q\) controls the distance between the samples from DPA and CPA. Indeed, the latter acts as a 'limit' prior for the former, and we most naturally found our theoretical analysis on it. As we will see, properties satisfied by CPA are shared with DPA, up to some discretization effects to be controlled. As one can observe on the figures, samples from DPA are piecewise constant so that it is still a histogram prior. However, in Section 5, it is shown that these samples are discrete approximations of spline functions, which are themselves sampled by CPA, and this added structure accounts for increased posterior performance (see Section 3).

Rather useful for adaptive estimation, \(U\) is a technical parameter related to our method to modify the samples on the frontier. A small value of \(U\) allows the samples to have limited complexity. This point is a prerequisite for our approach to derive posterior contraction rate. It is also the reason for the simplifications highlighted above, with the partitions’ shifts being deterministic and the trees all derived from a single TPT sample.
3. Main results

3.1. Posterior contraction rates for DPA.

We now present our main results on the asymptotic behavior of our density estimation procedure based on the DPA prior. In the following Theorem 1, we see that for any fixed arbitrary degree of Hölder regularity of the true density $f_0$, the posterior distribution attains minimax contraction rates (up to a logarithmic factor). A critical parameter that needs to be adequately defined to obtain the right degree of smoothness is the trees’ depth $L$. In the following theorem setting, when the regularity of the true density $f_0$ is given, we let the depth depend on the sample size and $\alpha$. Namely, we use the depth $L_n$ that is the closest integer to the solution $x$ of

$$2^x = \left(\frac{n}{\log n}\right)^{\frac{1}{2\alpha + 1}}.$$

**Theorem 1.** Suppose $f_0 \in \Sigma(\alpha, [0, 1))$, $\alpha > 0$ and $f_0 \geq \rho$ for some $\rho > 0$. Let us endow $f$ with a DPA $\left(\{l\}, L, n, (a_l)_{0 < l \leq L_n}, U_n\right)$ prior which we write $\Pi$, where $U_n \to \infty$ is an arbitrary sequence and such that, for some $\beta > 0, R \geq 1, \delta > 0$, for any $0 < l \leq L_n$,

$$a_l \in \left[\delta n^{-\beta}; R\right].$$

Then, for $M > 0$ depending on $\rho, \alpha, \|f_0\|_{\Sigma(\alpha)}$, $\beta$ and $R$, and $d(f, g) = \|f - g\|_1$ or $d(f, g) = h(f, g)$, as $n \to \infty$,

$$\mathbb{E}_{f_0 \Pi} \left[ d(f_0, f) > M \left(\frac{\log n}{n}\right)^{\frac{\alpha}{2\alpha + 1}} \right] \to 0.$$

Through the use of $L_n$ and $\lfloor \alpha \rfloor$, this result relies on the assumption that the regularity $\alpha$ is fixed and known. The issue is that, in practice, we do not know this characteristic of the problem beforehand. Adding a prior on the depth of the trees $L$ (which will be linked by the below functional to the degree of aggregation used) allows a new hierarchical prior attaining the minimax contraction rate, with no requirement for the knowledge of any fine property of $f_0$ anymore. We introduce the following functional, defined for $l, n \in \mathbb{N}^*$,

$$\xi(l, n) = \left\lfloor \frac{1}{2} \left(1 - \frac{1}{l} \log_2 \left(\frac{n}{\log n}\right) - 1\right) \right\rfloor.$$

For any depth value and sample size, it gives an estimate of the smoothness of the signal to be recovered. The result below shows that it is possible to define an adaptive prior that leads to optimal contraction rates for an arbitrary regularity $\alpha > 0$. The idea is to add a hyperprior on different models, characterized by the depth $l$ and the corresponding estimated smoothness.

**Theorem 2.** Suppose $f_0 \in \Sigma(\alpha, [0, 1))$, $\alpha > 0$ and $f_0 \geq \rho$ for some $\rho > 0$. Let us endow $f$ with the following hierarchical prior which we write $\Pi$,

$$l \sim \Pi_L$$

$$f \mid l \sim \text{DPA} \left(\xi(l, n), l, v_n n \log^3 n, (a_l)_{0 < l \leq L_n}, \log n\right),$$
$v_n \to \infty$, and such that for $l > 0$, $\Pi_L$ and the sequence $(a_l)_{l \in \mathbb{N}^+}$ satisfy, for some $\beta > 0$, $R \geq 1, \delta > 0$,

$$\Pi_L \{l\} \propto 2^{-l^2} \quad \text{and} \quad a_l \in \left[\delta n^{-\beta}; R\right].$$

Then, for $M > 0$ depending on $\rho, \alpha, \|f_0\|_{\Sigma(\alpha)}$, $\beta$ and $R$, and $d(f,g) = \|f - g\|_1$ or $d(f,g) = h(f,g)$, as $n \to \infty$,

$$\mathbb{E}_{f_0} \Pi \left[ d(f_0, f) > M \left( \frac{\log n}{n} \right)^{\frac{\alpha}{2\alpha + 1}} \middle| X \right] \to 0.$$

The exponential decay of the atom probabilities in $\Pi_L$ is fast enough so that the prior still concentrates on a small number of models, but also slow enough so that it selects with high probability the model specified in Theorem 1 for a given $\alpha$. From the point-of-view of Theorem 6, an essential tool to prove our theorems, this hyperprior is a good tradeoff between the requirement that the prior concentrates its mass on a low-dimensional set and the one that it gives sufficient probability to small balls centered on the signal $f_0$. Therefore, our hierarchical prior behaves just like our non-adaptive one, attaining optimal contraction rates for any $\alpha > 0$.

A slight difference between Theorems 1 and 2 is that the sequence $U_n$ is replaced by $\log n$. Indeed, as we seek to use Theorem 6 to prove the above result, the slow growth of the logarithmic function ensures that the adaptive prior concentrates its mass on sieves of moderate complexity. At the same time, neighbourhoods of $f_0$ still have sufficient mass asymptotically. Also, the number of trees is of a higher order since, in the adaptive setting, some further work is necessary to handle discretization effects of finite forests.

The novelty in these results is that these are the first tree-based priors that enjoy (almost-)optimal posterior contraction rates on classes of arbitrary smoothness to the best of our knowledge. It highlights how incorporating aggregation operations in priors leads to smoother forest samples when compared with tree priors. Previous results on related constructions were usually limited to Hölder classes of regularity $\alpha \leq 1$ at most. The link between single tree structures and piecewise constant functions makes them too rough to estimate smooth signals. In comparison with the original toy model of Arlot et al. [1], we extend the aggregation process so that the smoothing of the estimator occurs on regularity classes of orders even larger than 2. Also, we have shown that forest aggregation is compatible with the definition of adaptive priors, as these two aspects do not come at the price of a loss in posterior contraction rate. All in all, these are the first results of adaptivity and general smoothing for Bayesian forest estimators. To conclude on the advances made here, we mention that the original results on forest estimators from [1] put aside the effect of their construction on the frontier. The frequentist framework let them focus on a localized loss (namely, the mean integrated square error with integration on an interval strictly included in the unit interval), making the behavior on the frontier of $[0; 1)$ irrelevant. On the contrary, the constructions we come up with here deal with those side effects by slightly modifying the samples near the frontier of $\Omega$.

### 3.2. Extension to other priors.

Since the DPA prior is a discretized version of the CPA prior, the results from the previous section stem from the fact that it is possible to obtain similar ones for the CPA prior. Theorem 3 below is a version of Theorem 2 for CPA.
Suppose $f_0 \in \Sigma(\alpha, [0, 1]), \alpha > 0$ and $f_0 \geq \rho$ for some $\rho > 0$. Let us endow $f$ with the following hierarchical prior which we write $\Pi$

$$
l \sim \Pi_L
$$

$$
f \mid l \sim CP A(\xi(l, n), l, (a_i)_{0 \leq i \leq l}, \log n)
$$

such that for $l > 0$, $\Pi_L$ and the sequence $(a_i)_{i \in \mathbb{N}}$ satisfies for some $\beta > 0, R \geq 1, \delta > 0$,

$$
\Pi_L [\{l\}] \propto 2^{-l\delta} \quad \text{and} \quad a_i \in \left[\delta n^{-\beta}; R\right].
$$

Then, for $M > 0$ depending on $\rho, \alpha, \|f_0\|_{\Sigma(\alpha)}$, $\beta$ and $R$, and $d(f, g) = \|f - g\|_1$ or $d(f, g) = h(f, g)$, as $n \to \infty$,

$$
\mathbb{E}_{f_0}\Pi \left[d(f_0, f) > M \left(\frac{\log n}{n}\right)^{\frac{\alpha}{2\alpha+1}} X\right] \to 0.
$$

The CPA prior is a prior on spline densities which involves a randomized step to define the sample near the frontier of $\Omega$. It is also possible to apply instead a deterministic correction to the infinite forest after the aggregation step. We now define the Spline Pólya Tree (SPT) prior which does so and further highlights the link between forests of Pólya Trees and spline priors.

Let’s assume that $g \sim TPT_L(A)$ for some $L > 0$. Then, as $g$ has support on $\Omega$, we extend it on $\mathbb{R}$ by 1-periodicity, giving rise to the application $\tilde{g}$. For $m \geq 0$, let’s define the map $A_{1,m,2,L}^1$, which operates as a smoothing/aggregation of $g$, such that

$$
A_{1,m,2,L}^1(g) := \tilde{g}_{\infty,2,L}^m \big|_{[0,1]}.
$$

We now define the correction of this infinite forest. Following Lemma 8, since $\tilde{g}$ is a piecewise constant map with breaks at dyadic numbers $k2^{-L}, k \in \mathbb{Z}$, $A_{1,m,2,L}^1(g)$ is a spline function of order $m + 1$ and knots $(k2^{-L})_{0 \leq k \leq 2L}$ (more about this in Section 5). Therefore, there exists polynomials $P_1, P_2$ of degree $m$ such that, for $u \in \left[2m^{-2L}; (m+1)2^{-L}\right]$ and $v \in \left[1 - (m+1)2^{-L}; 1 - m2^{-L}\right]$

$$
A_{1,m,2,L}^1(g)(u) = P_1(u) \quad \text{and} \quad A_{1,m,2,L}^1(g)(v) = P_2(v).
$$

As seen with CPA, the samples $A_{1,m,2,L}^1(g)$ gives good estimates of a density on the interior of $\Omega$ but not near the frontier. An idea could be to modify the samples using only the information from $A_{1,m,2,L}^1(g)$ away from the frontier, so that we then define the map

$$
A_{2,m,2,L}^2(g)(x) := \begin{cases} A_{1,m,2,L}^1(g)(x), & \text{if } x \in \left[m2^{-L}; 1 - m2^{-L}\right), \\
P_1(x), & \text{if } x < m2^{-L}, \\
P_2(x), & \text{if } x \geq 1 - m2^{-L}.
\end{cases}
$$

It is a spline function with no undesired continuity/cyclicality property. Finally, for $\tau > 0$, the following map is a density function

$$
\tilde{f} = \frac{A_{2,m,2,L}^2(g) + \tau}{\int_0^1 \left(A_{2,m,2,L}^2(g) + (t) + \tau\right) dt}.
$$
To sum up the above construction, if we write $SD_{\tau,m,2-L}$ the application that associates the function $\tilde{f}$ to $g$, our SPT prior written $SPT(m,L,A,\tau)$ is the image prior of a $TPT_L(A)$ prior by this map. Once again, this construction leads to adaptive (almost-)optimal contraction rate, for any arbitrary Hölder regularity, as is shown in the following theorem. However, the definition of samples near the frontier are less flexible than in CPA, which leads to an additional log factor in the rate. Still, it is not clear whether it is a shortcoming of SPT, or simply a byproduct of our proof.

**Theorem 4.** Under the same assumptions on $f_0$ as in Theorem 3, for $\tau_n = \sqrt{n^{-1}}$, let’s endow $f$ with the following hierarchical prior which we write $\Pi$

$$l \sim \Pi_L$$

$$f \mid l \sim SPT(\xi(l,n),l,A,\tau_n)$$

such that, for $l > 0$, $\Pi_L$ and the sequence $(a_l)_{l \in \mathbb{N}^*}$ satisfy, for some $\beta > 0$, $R \geq 1, \delta > 0$,

$$\Pi_L([-l]) \propto 2^{-l^{3/2}l^3} \quad \text{and} \quad a_l \in [\delta n^{-\beta}; R] .$$

Then, for $M > 0$ depending on $\rho, \alpha, \|f_0\|_{\Sigma(\alpha)}$, $\beta$ and $R$ large enough and $d(f,g) = \|f - g\|_1$ or $d(f,g) = h(f,g)$, as $n \to \infty$,

$$\mathbb{E}_{f_0} \left[ d(f_0, f) > Mn^{-\alpha/(2\alpha + 1)} \log^{\alpha/(2\alpha + 1) + 1/2} n \mid X \right] \to 0 .$$

4. Discussion.

One main take-away message is that a well-chosen histogram prior (in the form of a forest) achieves adaptation to arbitrary regularities $\alpha > 0$. We have shown that aggregating in a suitable way single (truncated) Pólya trees to define a forest prior allows the induced Hellinger and $L^1$ posterior contraction rates to be optimal on Hölder balls of densities of arbitrary smoothness coefficient. It then bypasses the apparent limitation to $\alpha \leq 1$ of single tree-based priors in previous works. This result highlights the benefits that aggregation operations have for Bayesian estimators. This also improves on previous results in the literature on forests estimators that assumed either $\alpha \leq 2$ or $\alpha$ fixed.

This work is a new step in the understanding of the theoretical behavior of Bayesian forest estimators. As noted above, it is still a “toy” model as it involves some simplification, in comparison with usual forest methods such as BART. Here, despite its definition as a sum-of-tree prior, the different trees in the forest are almost the same Pólya tree sample, with the difference that their underlying partitions are deterministically shifted. Whether it is possible to obtain results similar to those in this document with aggregation schemes and Bayesian forests that are more general is a matter for further investigation. A first extension would be to allow the shifts to be random. Or, one could allow the tree components to be defined on deterministic partitions of the sample space but with different values in corresponding cells across the trees. Our results seem to pertain more particularly to priors on forests of many well-correlated trees, and it is natural to try to lighten this imposed correlation. Doing so, we would obtain priors closer to those used in practice.

Here we focused on the density model, but the ideas developed should more generally apply to other settings, e.g., nonparametric regression, which is left for further work. The framework of Theorem
limits our analysis of the Bayesian density estimation to Hellinger and $L^1$ rates. Other distances require more complex arguments involving additional technicalities. However, we mention that this framework extends to the $L^2$ distance in regression models. Then, we expect our construction and the rates we obtained to apply to these models as well.

Another intriguing research direction is extending this work to higher dimensions, where the sample space is instead $[0; 1]^d$, with $d$ potentially large. Though Pólya Trees in this setting exists, the definition of forest aggregations is not straightforward. It is necessary to define the partition shifts carefully so that the 'limiting continuous' prior on 'continuous forests' enjoys good properties. We see in the next section that the elements of a B-spline basis appear naturally in the limit with our aggregation of piecewise constant maps. In higher dimensions, with well-defined shifts, it should be possible to recreate a tensor-product basis so that our analysis applies as well.

Also, we have left aside the question of the computation of the posterior induced by our new priors. It was not the primary purpose of this article, and consequently, we do not investigate this further here. Even though the conjugacy property of single Pólya Trees is lost through aggregation, usual methods such as MCMC should apply. Although we discussed its shortcomings, a simplified prior with no treatment near the frontier of $\Omega$ has the convenient upside that its posterior is explicit. To illustrate the behavior of such a Bayesian forest, we present some numerical experiments based on this prior in Section 6.2 of the Appendix.

Finally, in the present work, we adapt ideas developed in the study of frequentist estimators in [1] to obtain optimal Bayesian posterior rates for arbitrary regularities. Yet, extending these new optimality results to frequentist random forests is not straightforward. Interestingly, the Bayesian framework seems more conducive to developing methods that attain optimal rates for high regularities: for instance, Bayesian mixtures of Gaussians can adapt to arbitrary regularities (see [44]), even though the Gaussian kernel has order 1. This contrasts with frequentist Gaussian kernel estimators, which are sub-optimal for higher regularities. Therefore, Bayesian forest posteriors could also have an advantage over frequentist random forests.

5. Proofs

5.1. Link with spline spaces

First, for $A$ a real interval, we denote $\Pi_{k,t}(A)$ the space of splines of order $k$ and knot sequence $t = (t_i)_{i \in I}$, with $I \subset \mathbb{Z}$ such that $\forall i, t_i \in A \subset \mathbb{R}$. Also, we assume $i \leq j \implies t_i \leq t_j$ as well as, $\inf \{t_i \mid i \in I\} = \inf A$ and $\sup \{t_i \mid i \in I\} = \sup A$. $\Pi_{k,t}$ is the subset of maps in $C^{k-2}(A)$ whose restriction on any interval of the form $[t_i; t_{i+1}]$ is a polynomial of degree strictly smaller than $k$. It coincides with the span of B-splines $B_{j,k}$ of order $k$ and knots $t$ (see [19] or [33] for definition and more details on this), with $j = 1, \ldots, k + \#t - 1$ if $\#t < \infty$, $j \in \mathbb{Z}$ otherwise (dropping the dependence on the sequence of $t_j$’s as there will be no ambiguity in the following). Now, as shown in [2], for $L \in \mathbb{N}$, a real sequence $(u_i)_{i \in \mathbb{Z}}$ and the piecewise constant map

$$H_L : \mathbb{R} \to \mathbb{R}$$

$$x \mapsto \sum_{j \in \mathbb{Z}} u_j H_{L,j},$$

we write for $m \in \mathbb{N}$, by linearity and from (4),
Also, as shown in [19] (Section 10), the maps \( \{ \chi^{(m+1)}(-i) \}_{i \in \mathbb{Z}} \) are the Cardinal splines of order \( m+1 \), i.e., the B-Splines of order \( m+1 \) corresponding to the biinfinite knot sequence \( t = \mathbb{Z} \). Hence, it is a basis for \( \Pi_{m+1,2}^\infty(\mathbb{R}) \) and similarly, one shows that \( \{ 2^L \chi^{(m+1)}(2^L \cdot -i) | i \in \mathbb{Z} \} \) is a basis for \( \Pi_{m+1,2}^{\infty,2-L}(\mathbb{R}) \). Therefore, \( \{ \tilde{H}_L \}_{m \in \mathbb{Z}} \) belongs to this linear space and \( \{ (u_i)_{i \in \mathbb{Z}} \} \) is the sequence of its coordinates in this basis.

We now remark that the map from (10) is 1-periodic if and only if \( \{ u_i \}_{i \in \mathbb{Z}} \) is a \( 2^L \)-periodic sequence (see Lemma 6). It follows that \( \Pi_{m+1,2}^{\infty,2-L}(\mathbb{R}) := \Pi_{m+1,2}^{\infty,2-L}(\mathbb{R}) \cap \{ f : \mathbb{R} \to \mathbb{R}, f 1 \text{ - periodic} \} \) is a linear space with basis

\[
\left\{ s_{i,2^L,m} := 2^L \sum_{j \in \mathbb{Z}} \chi^{(m+1)}(2^L \cdot 2^L j - i) \bigg| 0 \leq i \leq 2^L - 1 \right\}.
\] (11)

In Section 5.3, we see that this space has good approximation properties, which we use below in the proofs. Indeed, for each Hölderian density function on \( \Omega \), it contains an element whose restriction to \( \Omega \) is sufficiently close to the density function in the interior of the interval. We also stress that, via a modification near the frontier of \( \Omega \), we can recover a spline function that approximates the density well on the whole interval.

This observation accounts for the performance of our priors. Looking back at the algorithmic definitions of DPA and CPA priors in Section 2.3, and setting aside the discretization in DPA, it is possible to interpret them as follows. The coordinates of an element \( \Pi_{m+1,2}^{\infty,2-L}(\mathbb{R}) \) are sampled via a TPT distribution, and uniform random variables transform it into a similar spline from \( \Pi_{m+1,2}^{\infty,2-L}(\mathbb{R}) \) (or rather a restriction to \( \Omega \)). This point of view underlies the proofs in the following subsections.

### 5.2. Proofs of main results

In this subsection, we provide the proofs for the theorems presented in the last section. The adaptive results involve the derivation of intermediary points that we first demonstrate in the proof of non-adaptive results (for fixed regularity). Therefore, we first analyze the case of fixed regularities for CPA and DPA before delving into the proofs of adaptive results. Our arguments rely on Theorem 6, whose conditions are investigated in lemmas following it. These lemmas build on the approximation properties of spline functions and their parametric representations (see Section 5.3). Also, we primarily focus on CPA, as the similar properties of DPA only then require the control of additional discretization terms.

**Proof of Theorem 1 (and extension to CPA for fixed regularity).** It is sufficient to verify that the conditions of Theorem 6 are satisfied. One shows that the prior puts sufficient mass in some Kullback-Leibler neighborhoods of the true density. We use results in Approximation Theory (see Lemmas 1...
and 10) that we develop in Section 5.3. Besides, one also has to prove that the priors allocate most of their mass to subsets of limited complexity. It ensues from the priors generating draws that belong to spaces that resemble spaces of splines, whose dimensions are not too large (see Section 5.1 and Lemma 11). In the following, we write \( m = \lceil \alpha \rceil \) and, for \( c_0 \) a constant to be defined below, 
\[
\epsilon_n = c_0 \left( \frac{\log n}{n} \right)^{\frac{\alpha}{2\alpha + 1}}. 
\] (12)

1) Complexity of the prior: Let us define 
\[
\mathcal{H}_{m,l} := \left\{ (\theta_i)_{i \in \mathbb{Z}} \in \mathbb{R}_{+}^{2^l}, \quad \forall i \in \mathbb{Z}, \quad \theta_i = \theta_{i+m+2^l}, \right\}
\] (13)
According to Lemma 7 and the discussion following it, the following sets have probability 1 under the DPA prior (resp. CPA):
\[
\mathcal{F}_n := \left\{ \left. \frac{f_{n,2-L_n}}{\int_0^1 f_{n,2-L_n}(t)\,dt} \right|_{[0;1]} \right\}, \quad f = \sum_{i \in \mathbb{Z}} \theta_i H_{L_n i}, \quad (\theta_i)_{i \in \mathbb{Z}} \in \mathcal{H}_{m,L_n}
\] (14)
\[
\text{resp. :=} \left\{ \left. \frac{f_{\infty,2-L_n}}{\int_0^1 f_{\infty,2-L_n}(t)\,dt} \right|_{[0;1]} \right\}, \quad f = \sum_{i \in \mathbb{Z}} \theta_i H_{L_n i}, \quad (\theta_i)_{i \in \mathbb{Z}} \in \mathcal{H}_{m,L_n}
\]

In (5), the positivity of \( \chi \) ensures that \( \inf_{1 \leq i \leq m+1} \omega_{m,i} = \omega_{m,1} = \frac{1}{(m+1)!} \) (see Proposition 6.7.1., p.136, in [2]). So, any sequence in \( \mathcal{H}_{m,n} \) has its coordinates bounded by \((m+1)!\) because of their positivity and the constraint from the definition. Then, from Lemma 11 with \( M = (m+1)! \), \( q = n \) and \( L = L_n \), there exists an absolute constant \( C \) such that for \( n \) large enough and \( B_{\mathbb{R}^D}(0, r) \) the \( L^2 \) closed ball in \( \mathbb{R}^D \) of radius \( r \),
\[
N(\epsilon_n, \mathcal{F}_n, h) \leq N \left( C \left( 2L_n + \frac{m}{2} \right)^{-1/2} c_n^2, \mathcal{H}_{m,n}, \| \cdot \|_2 \right)
\]
\[
\leq N \left( C \left( 2L_n + \frac{m}{2} \right)^{-1/2} c_n^2, B_{\mathbb{R}^D}(0, \sqrt{2L_n + m + 1} \omega_{m,1}), \| \cdot \|_2 \right).
\]
The first inequality is valid in the discrete case since the remainder term from Lemma 11 is of the order \( o(\epsilon_n) \) for our values of \( L_n \) and the number of trees \( q = n \). It is a general fact that there exists a universal constant \( C > 0 \) such that 
\[
N(\delta, B_{\mathbb{R}^D}(0, M), \| \cdot \|_2) \leq \left( \frac{CM}{\delta} \right)^K.
\]
Theorem 1. Therefore, one concludes that, for any \( D > c_0^{-1} \) and \( n \) large enough
\[
N(\epsilon_n, \mathcal{F}_n, h) \leq \left( C \omega_{m,1}^{-1} \frac{2L_n + m}{\epsilon_n^2} \right)^{2L_n + m} \leq c D n c_n^2. 
\] (15)
2) Small ball probability condition: For the last condition of Theorem 6, we introduce the sequence \((\tilde{\eta}_i)_{0 \leq i \leq 2L_n + m - 1}\) from Lemma 1 such that

\[
1 = \sum_{i=m}^{2L_n-1} \eta_i + \sum_{i=0}^{m-1} (\omega_{m,i+1} \eta_i + (1 - \omega_{m,i+1}) \eta_2^{L_n+i}).
\]

We define \(\tilde{\eta}_i = \eta_i\) for \(i = m, \ldots, 2L_n - 1\) and for \(i = 0, \ldots, m - 1\),

\[
\tilde{\eta}_i = \tilde{\eta}_2^{L_n+i} = \omega_{m,i+1} \eta_i + (1 - \omega_{m,i+1}) \eta_2^{L_n+i} = (1 - \omega_{m,m-i}) \eta_i + \omega_{m,m-i} \eta_2^{L_n+i},
\]

this being consistent according to Lemma 5. This guarantees that \((\tilde{\eta}_i)_{0 \leq i \leq 2L_n - 1} \in S^{2L_n}\). First, from Lemma 10, for \(n\) and \(c_0\) large enough and \(C\) small enough, depending on \(\rho, \alpha\) and \(\|f_0\|_{\Sigma(\alpha)}\), we have the inequality

\[
\Pi \left[ B_{KL} \left( f_0, \epsilon_n \right) \right] \geq \Pi \left[ \max_{0 \leq i \leq 2L_n + m - 1} \max_{\max_{\leq 2L_n - 1}} |u_{i-m} - \eta_i| \leq C\epsilon_n 2^{-L_n} \right]
\]

following from the fact that the terms depending on \(L = L_n\) and the number of 'trees' \(q = n\) in Lemma 6 of order \(O(\epsilon_n^2)\). One controls the different random variables from the sequential definition of our prior in Step 1 so that one obtains a lower bound on the above event probability. With notation from Part 2.3 and \(i(i) \equiv i + m \mod 2L_n\), for any \(r > 0\), on the event

\[
\left\{ \max_{0 \leq i \leq 2L_n - 1} \left| \Theta_i - \tilde{\eta}_i \right| \leq \frac{\omega_{m,1}^2}{8} r \leq \frac{\omega_{m,1}^2}{8} r \text{ and } \max_{2L_n - m \leq i \leq 2L_n - 1} \left| \theta_i - \eta_i + \eta \right| \leq \omega_{m,1} \frac{r}{4} \right\},
\]

we have that

\[
\max_{m \leq i \leq 2L_n - m + 1} \left| u_{i-m} - \eta_i \right| \leq r \text{ and, using the periodicity of } (u_i)_{i \in \mathbb{Z}}, \text{ for } i = 0, \ldots, m - 1,
\]

\[
\left| u_{i-m} - \eta_i \right| = \left| u_{i+2L_n} - \eta_i \right|
\]

\[
= \left| \Theta_{i+2L_n} - \eta_i \right|
\]

\[
= \left| \Theta_{i+2L_n-m} - \omega_{m,m-i} \eta_i \eta_2^{L_n-m} - \frac{\tilde{\eta}_i - \omega_{m,m-i} \eta_2^{L_n+i}}{1 - \omega_{m,m-i}} \right|
\]

\[
\leq \left( 1 - \omega_{m,m-i} \right)^{-1} \left( \frac{\omega_{m,1}^2}{8} r + \omega_{m,m-i} \omega_{m,1} \frac{r}{4} \right)
\]

\[
\leq r \left( 1/8 + \omega_{m,m-i}/4 \right) \leq r.
\]

This ultimately implies that \(\max_{0 \leq i \leq 2L_n + m - 1} \left| u_{i-m} - \eta_i \right| \leq r\) since \(\omega_{m,1} \leq \omega_{m,l} \leq 1\) for \(l \geq 1\). Therefore, it remains to study the factors in the lower bound

\[
\Pi \left[ B_{KL} \left( f_0, \epsilon_n \right) \right] \geq \Pi \left[ \max_{0 \leq i \leq 2L_n - 1} \left| \Theta_i - \tilde{\eta}_i \right| \leq C\omega_{m,1} \frac{\epsilon_n}{8} 2^{-L_n} \right] \times
\]

\[
\Pi \left[ \max_{2L_n - m \leq i \leq 2L_n - 1} \left| \theta_i - \eta_i + \eta \right| \leq C\omega_{m,1} \frac{\epsilon_n}{4} 2^{-L_n} \right] \times \max_{0 \leq i \leq 2L_n - 1} \left| \Theta_i - \tilde{\eta}_i \right| \leq C\omega_{m,1} \frac{\epsilon_n}{8} 2^{-L_n} \right].
This translates the fact that, to obtain a good prior mass, it is sufficient to control the mass of the TPT so that the associated forests are close to the density \( f_0 \) on the interior of \( \Omega \), and then control the behavior near the frontier to extend the result to the whole of \( \Omega \).

Now, for \( 0 \leq i < 2^{L_n} - 1 \), we decompose \( \Theta_i = \prod_{j=1}^{L_n} Y_{\kappa(L_n,i)[j]} \) and \( \tilde{\eta}_i = \prod_{j=1}^{L_n} y_{\kappa(L_n,i)[j]} \) where, for \( 1 \leq j < L_n \),

\[
y_{\kappa(L_n,i)[j]} := \frac{\sum_{s, J \subseteq [2^{L_n}]_{i=1}^j \eta_s}}{\sum_{s, J \subseteq [2^{L_n}]_{i=1}^j \eta_s}, \quad y_{\kappa(L_n,i)[j]} := 1 - y_{\kappa(L_n,i)[j]}\]

belong to \([0;1]\). Also, \( y_0 \) and \( y_1 \) satisfy the same formula, with \( j = 0 \). With \( e_j = Y_{\kappa(L_n,i)[j]} \) and \( t_j = y_{\kappa(L_n,i)[j]} \) for sake of clarity, then, for all \( j = 1, \ldots, L_n \), \( |e_j| \leq 1 \) and \( |t_j| \leq 1 \), we have

\[
|\Theta_i - \tilde{\eta}_i(i)| = \left| \sum_{j=1}^{L_n} e_1 \cdots e_{j-1} (e_j - t_j) t_{j+1} \cdots t_{L_n} \right|
\leq \sum_{j=1}^{L_n} |e_1 \cdots e_{j-1} (e_j - t_j) t_{j+1} \cdots t_{L_n}|
\leq \sum_{j=1}^{L_n} |e_j - t_j|.
\]

This finally gives us that, using that the \( Y \)'s variables are independent in the TPT,

\[
\Pi \left[ \max_{0 \leq i \leq 2^{L_n} - 1} |\Theta_i - \tilde{\eta}_i(i)| \leq \frac{C \omega_n^2 \epsilon_n}{8 * 2^{L_n}} \right] \geq \Pi \left\{ \left| \left\{ Y_{\kappa(L_n,i)[j]} - y_{\kappa(L_n,i)[j]} \right\right| \leq \frac{C \omega_n^2 \epsilon_n^2}{8 L_n 2^{L_n}} \right\}
= \prod_{j=1}^{L_n} \prod_{|\kappa| = j-1} P_{X \sim \text{Beta}(a_j, a_j)} \left[ |X - y_0| \leq \frac{C \omega_n^2 \epsilon_n}{8 L_n 2^{L_n}} \right].
\]

Let’s write \( \xi_n = \frac{C \omega_n^2 \epsilon_n 2^{-L_n}}{8 \pi \epsilon_n} \). Since for any \( j, a_j \Gamma(a_j) = \Gamma(a_j + 1) \leq \Gamma(R + 1) = R \) and \( \Gamma \) is lower bounded by some constant \( \psi > 0 \) on the set of real positive numbers, \( \Gamma(2a_j) \Gamma(a_j)^{-2} \geq \psi a_j^2 R^{-2} \geq \psi R^{-2} \delta^2 n^{-2\beta} \). Also, for \( n \) large enough, if \( R \geq a_j > 1 \),

\[
\int_{(y_0 - \xi_n)\vee 0}^{(y_0 + \xi_n)\wedge 1} (1 - t)^{a_j-1} dt \geq \int_{0}^{\xi_n} (1 - \xi_n) R^{-1} \xi_n R \geq \frac{\xi_n R}{2R - 1} R^n
\]

while, for \( a_j \leq 1 \), the bound can just be replaced by \( \xi_n \) when \( n \) is large enough. Finally, for some \( C > 0 \), depending on \( \beta, R, \) and \( \epsilon_0 \),

\[
\Pi \left[ \max_{0 \leq i \leq 2^{L_n} - 1} |\Theta_i - \tilde{\eta}_i(i)| \leq \frac{C \omega_n^2 \epsilon_n}{8 * 2^{L_n}} \right] \geq \Pi_{j=1}^{L_n} \prod_{|\kappa| = j-1} \frac{\psi \delta^2}{R^2} \left( \frac{1}{2R - 1} \wedge 1 \right) n^{-2\beta \frac{R}{\xi_n}}
= \left( \frac{\psi \delta^2}{R^2} \left( \frac{1}{2R - 1} \wedge 1 \right) n^{-2\beta \frac{R}{\xi_n}} \right) 2^{L_n - 1} \geq e^{-Cn \epsilon_n^2}, \tag{17}
\]
Then, for \( U_n \) large enough, i.e. \( n \) large enough, for any \( 2^{L_n} - m \leq i \leq 2^{L_n} - 1 \), the uniform random variables \( \theta_i \) verify for any \( C > 0 \)

\[
\prod \left| \theta_i - \eta_{i+m} \right| \leq C \omega_{m,1} \epsilon^2 2^{-L_n}
\]

\[
\geq \left( \frac{\omega_{m,1}^{(i)}}{\omega_{m,1}^{(i+1)}} \right)^{-1} C \omega_{m,1} \epsilon^2 2^{-L_n}
\]

\[
\geq C \omega_{m,1}^2 \epsilon^2 2^{-L_n}/8 \geq e^{-C n \epsilon^2}.
\]

The first inequality is due to \( 0 \leq \eta_{i+m} \leq \omega_{m,1}^{(i)} \) \( \tilde{\eta}_i \leq \omega_{m,1}^{(i)} \) \( (\Theta_i + C \omega_{m,1}^2 \epsilon^2 2^{-L_n}/8) \) on the conditioning event, which follows by positivity and (16). Finally, we use the conditional independence of the random variables \( \theta_i \) to obtain the lower bound,

\[
\prod \left[ B_{KL} \left( f \circ \epsilon_n \right) \right] \geq e^{-(C+n\epsilon^2)}.
\]

We now conclude with Theorem 6 and equations (15) and (18), recalling that \( F_n \) is an almost sure event under our prior, the constant \( M > 0 \) depending on \( \rho, \alpha, \| f_0 \|_{\Sigma(\alpha)} \), \( \beta \) and \( R \). \( \square \)

**Proof of Theorems 2 and 3.** We proceed as in the proof of Theorem 1, with \( \epsilon_n \) as in (12). The main difference is that the distributions now allocate positive mass to different depth values \( L \) so that we adapt the sieves. Below, we take the union of sieves similar to those introduced in the above proof, from low resolution \( L = 1 \) up to some threshold. To this effect, we introduce the sequences of depth \( L_1, n \) and \( L_2, n \) such that \( 2^{L_1, n} \approx C_1 \left( \frac{n}{\log n} \right)^{\frac{1}{2\alpha+1}} \) (i.e., it is the closest integer to the solution of this equation) for some constants \( C_1 \) and \( C_2 = 1 \). The proof then again uses the Theorem 6 with an additional term to be controlled, corresponding to the prior mass on the hyperparameter \( L \).

1) **Complexity of the prior:** Let, for \( 0 \leq k \leq 2^{L_n} - 1 \),

\[
I_{k,n} := \left\{ (\theta_i)_{i \in \mathbb{Z}} \in \mathbb{R}_+^\mathbb{Z}, \forall i \in \mathbb{Z}, \theta_i = \theta_{i+k+2^{L_1, n}} \text{ and } 0 \leq \theta_i \leq \log n, \right. \]

\[
\left. \quad \sum_{i=0}^{2^{L_1, n} - k - 1} \theta_i + \sum_{i=2^{L_1, n} - k}^{2^{L_1, n} - 1} \left( \omega_k \theta_i + \omega_k (2^{L_1, n} - k) \theta_{i+k} \right) = 1 \right\}
\]

and define the sieves for the DPA prior (resp. CPA)

\[
F_n := \bigcup_{l=1}^{L_1, n} \left\{ f_{\log^2 n, 2^{-l}}(0; 1), f = \sum_{i \in \mathbb{Z}} \theta_i H_{l,i}, (\theta_i)_{i \in \mathbb{Z}} \in I_{l,n} \right\}
\]

\[
\text{resp.} := \bigcup_{l=1}^{L_1, n} \left\{ f_{\log^2 n, 2^{-l}}(0; 1), f = \sum_{i \in \mathbb{Z}} \theta_i H_{l,i}, (\theta_i)_{i \in \mathbb{Z}} \in I_{l,n} \right\}.
\]

In the definition of the prior, the sequence \((u_i)_{i \in \mathbb{Z}}\) lies in \([0; \log n]^\mathbb{Z}\) almost surely for \( n \) large enough. Therefore, following Lemma 7 and the discussion after its proof, we now have, for \( n \) large enough,
Proof of Theorem 4. Within this proof, let us set, for \( C_1 \) large enough, \( C_1 (c_0^2/(4\alpha - 2))^{-1} > C + (c_0^2/(2\alpha - 1))^{-1} + 4 \). Then, the theorem is valid for \( M \) large enough, depending on \( \rho, \alpha, \|f_0\|_{\Sigma(\alpha)}, \beta \) and \( R \). \( \square \)

\textbf{Proof of Theorem 4.} Within this proof, let us set, for \( c_0 \) to be precised,

\[ \epsilon_n = c_0 n^{-\frac{2\alpha + 1}{2\alpha + 1} \log \frac{2\alpha + 1}{2\alpha + 1}}. \]

Let’s introduce the sequences of depth \( L_{1,n} \) and \( L_{2,n} \) such that \( 2^{L_{1,n}} \approx C_1 \left( \frac{n}{\log n} \right)^{\frac{1}{2\alpha + 1}} \log^{1/2} n \) for some constants \( C_1 \) and \( C_2 = 1 \), and introduce the subsets

\[ \mathcal{F}_n = \bigcup_{l=1}^{L_{1,n}} G_{l}(\xi(l,n), \tau_n) \]
where
\[
G_{l,k,\tau_n} := \left\{ \text{SD}_{\tau_n, 2^{-l}}(g), \ g = \sum_{i=0}^{2^l - 1} \Theta_i H_{li}, (\Theta_i)_{0 \leq i \leq 2^l - 1} \in S^{2^l} \right\}.
\]

1) Complexity of the prior: On the one hand, we have
\[
\Pi[\mathcal{F}_n^c] = \Pi[\mathcal{F}_n] \lesssim 2^{-L_{1,n}^{3/2} L_{1,n}^{3/2}}
\]
\[
\leq e^{-\log^{-1/2} \log^{3/2} (C_1 n / \log n) L_{1,n}^{3/2} / 2 + \alpha + 1}
\]
\[
\leq e^{-C_1' \epsilon_n^2 \log \log \frac{3}{2} (C_1 n / \log n)^{-1/2}}.
\]

On the other hand, Lemma 13 implies
\[
N\left( \epsilon_n, G_{l,\xi(l,n),\tau_n, h} \right) \leq N\left( C_{l,n}^{-2} \tau_n \epsilon_n^2, \left\{ \sum_{i=0}^{2^l - 1} \Theta_i H_{li}, (\Theta_i)_{0 \leq i \leq 2^l - 1} \in S^{2^l} \right\}, h \right)
\]
where \( C_{l,n} \) is the multiplicative constant from Lemma 13 when \( m = \xi(l,n) \). For \( f,g \) in
\[
\left\{ \sum_{i=0}^{2^l - 1} \Theta_i H_{li}, (\Theta_i)_{0 \leq i \leq 2^l - 1} \in S^{2^l} \right\},
\]
we see that
\[
h(f, g) = \left( \sum_{i=0}^{2^l - 1} 2^{-l} \left( \sqrt{f(i2^{-l})} - \sqrt{g(i2^{-l})} \right)^2 \right)^{1/2} = \| \sqrt{f} - \sqrt{g} \|_2
\]
where \( f,g \in [0,1]^{2^l} \) are the sequences in \( S^{2^l} \) defining \( f \) and \( g \). It follows that
\[
N\left( \epsilon_n, G_{l,\xi(l,n),\tau_n, h} \right) \leq N\left( C_{l,n}^{-2} \tau_n \epsilon_n^2, S^{2^l}, \| \cdot \|_2 \right) \leq N\left( C_{l,n}^{-2} \tau_n \epsilon_n^2, B_{R/2} (0, 1), \| \cdot \|_2 \right) \leq \left( \frac{C}{C_{l,n}^{-2} \tau_n \epsilon_n^2} \right)^{2^l}.
\]

This finally gives, since \( \xi(l,n) \leq \xi(1,n) \leq \log(n) / 2 \), for \( C' \) an absolute constant and using the explicit formula for \( C_{l,n} \) from Lemma 13,
\[
N(\epsilon_n, \mathcal{F}_n, h) \leq \sum_{l=1}^{L_{1,n}} N(\epsilon_n, G_{l,\xi(l,n),\tau_n, h})
\]
\[
\leq \sum_{l=1}^{L_{1,n}} 4C \left( 1 + \sqrt{1 + 2 (\xi(l,n) + 1)^3 e^{\sqrt{6(\xi(l,n) + 1)\xi(l,n)}}} \right)^{2^l} \tau_n \epsilon_n^2
\]
is smaller than $\epsilon$

$$\|f\|_{\ell^2, n} = \mathcal{C} \|f\|_{\ell^2, n}$$

Consequently, (22) Prior mass condition: Lemma 12 ensures the existence of a sequence $(\eta_i)_{0 \leq i \leq 2^L_2, n-1} \in \mathcal{S}^{L_2, n}$ such that, with $\Theta_i$ the sequence drawn by the TPT distribution as in (1),\n
$$\max_{0 \leq i \leq 2^L_2, n-1} |\eta_i - \Theta_i| \leq (\log n)^{\frac{\alpha + 2}{2\alpha + 1}} n^{-\frac{3\alpha + 3}{2\alpha + 1}}$$

and

$$K \left( f_0, SD_{\tau_i(\alpha)} \right) 2^{-L_2, n} \left( \sum_{i=0}^{2^L_2, n-1} \Theta_i H_{L_2, n} \right) \succcurlyeq V \left( f_0, SD_{\tau_i(\alpha)} \right) 2^{-L_2, n} \left( \sum_{i=0}^{2^L_2, n-1} \Theta_i H_{L_2, n} \right)$$

is smaller than $\epsilon_n^2$ if $c_0$ is large enough, depending on $\rho$, $\alpha$, $\|f_0\|_{\infty}$ and $\|f_0\|_{\Sigma(\alpha)}$. Indeed, under this condition, every term in the lemma depending on $L = L_2, n$ and $\tau = \sqrt{n}^{-1}$ is of the right order. Consequently,

$$\Pi \left[ B_{KL}(f_0, \epsilon_n) \mid l = L_2, n \right] \geq \Pi \left[ \max_{0 \leq i \leq 2^L_2, n-1} |\eta_i - \Theta_i| \leq (\log n)^{\frac{\alpha + 2}{2\alpha + 1}} n^{-\frac{3\alpha + 3}{2\alpha + 1}} l = L_2, n \right]$$

The same arguments underlying (17) then ensures that, for some $C > 0$, depending on $\beta$, $R$, $\alpha$ and $c_0$,

$$\Pi \left[ B_{KL}(f_0, \epsilon_n) \mid l = L_2, n \right] \geq e^{-C\epsilon_n^2}. \text{ Therefore,}$$

$$\Pi \left[ B_{KL}(f_0, \epsilon_n) \right] \geq \Pi \left[ B_{KL}(f_0, \epsilon_n) \mid l = L_2, n \right] 2^{-L_2, n} 2^{L_2, n} \geq e^{-C\epsilon_n^2} e^{-\log^{3/2} n} 2^{L_2, n} \sqrt{\log 2}$$

$$= e^{-\left( C + \frac{1}{c_0 \sqrt{\log 2}} \right) \epsilon_n^2}. \quad (24)$$

We conclude using Theorem 6 along with equations (23),(24) and (25), since for $C_1$ large enough, $\frac{C_1 \epsilon_n^2}{(4\alpha + 1)\sqrt{\log 2}} > C + \frac{1}{c_0 \sqrt{\log 2}} + 4$. Then, the theorem is valid for $M$ large enough, depending on $\rho, \alpha, \|f_0\|_{\Sigma(\alpha)}, \|f_0\|_{\infty}, \beta$ and $R$. \hfill $\square$
5.3. Approximation theory for periodic splines.

In the constructions of CPA and DPA distributions, the aggregating operation we have defined transforms a TPT sample into a periodic spline density (or a piecewise constant approximation of it for DPA). It is convenient as these periodic splines have good approximation properties according to the following lemma. It is the result of (10), Lemmas 6 and 8, and the prior definitions. Below, we prove that it is possible to approximate any Hölder density with such a spline, as long as we focus on an interval far enough from the frontier of \( \Omega \).

In order to extend this result near the frontier of \( \Omega \), we also see that we can recover an approximating spline on the whole of \( \Omega \) from the periodic spline of Lemma 1. Consequently, CPA and DPA include a stochastic step to simulate the modifications needed to obtain this last spline density.

In the end, the link with splines explains why the aggregation part of our priors results in the almost optimal contraction rates that we obtained in Section 3.

Lemma 1. Suppose \( m + 1 \geq \alpha > 0 \) and \( L \geq 1 \). There exists a constant \( C \) depending only on \( m \) and \( \alpha \) such that for every \( f_0 \in \Sigma(\alpha, [0, 1)) \), there exists \( g \in \hat{\Pi}_{m+1,2-L_Z}^{2-L_Z}(\mathbb{R}) \) such that

\[
\left\| f_0 \left|_{[2^{-L_m}1-2^{-L_m}]} - g\right|_{[2^{-L_m}1-2^{-L_m}]} \right\|_\infty \leq C 2^{-\alpha L} \left( \left\| f_0^{(\alpha)} \right\|_\infty + \left\| f_0 \right\|_{\Sigma(\alpha)} \right)
\]

for \( L \) large enough. Let \( f_0 \) be a probability density such that \( f_0 > \rho \) for some \( \rho > 0 \). For \( L \) large enough, replacing the above bound by \( C 2^{-\alpha L} \) with \( C \) a constant depending on \( m, \alpha, \left\| f_0^{(\alpha)} \right\|_\infty \) and \( \left\| f_0 \right\|_{\Sigma(\alpha)} \), we can choose \( g \) above of the form, for \( S_i, 2-L_i \) as in (11),

\[
g = \sum_{i=0}^{2^L-1} \theta_i S_i, 2-L_i \]

with \( \theta = (\theta_i)_{0 \leq i \leq 2^L} \) in the \( 2^L \)-dimensional unit simplex \( S^{2_L} \), such that there exists

\[ (\eta_k)_{0 \leq i \leq 2^L+m-1} \in \left[ 0; 2 \left( \left\| f_0 \right\|_{\Sigma(\alpha)} + 2 \left\| f_0^{(\alpha)} \right\|_\infty \right) \right]^{2^L+m} \]

satisfying

\[
\theta_k = \begin{cases} 
\eta_k & \text{if } m \leq k \leq 2^L - 1 \\
\omega_{m,k+1} \eta_k + (1 - \omega_{m,m-k}) \eta_{2^L+k} & \text{if } 0 \leq k \leq m - 1
\end{cases}
\]

and

\[
\left\| f_0 - \sum_{k=0}^{2^L+m-1} \eta_k 2^L \chi_{(m+1)(2^L \cdot -(k-m))} \right\|_{[0,1]} \leq C 2^{-\alpha L}.
\]

Proof. Let’s introduce the B-spline functions of order \( m + 1 \) on the interval \([-m2^{-L}; 1 + m2^{-L}]\) corresponding to the knots \( i2^{-L}; -m \leq i \leq 2^L + m \), denoted \( B_{1,m+1}, \ldots, B_{2L+3m,m+1} \). Figure 4 depicts these basis functions in the particular case \( L = 3 \) and \( m = 3 \).
The Cox-de Boor recursion formula ensures that B-splines whose supports are far enough from the edges $-m2^{-L}$ and $1 + m2^{-L}$ are actually Cardinal splines with suitable scaling. As shown in [19] (Section 10),

$$B_{k,m+1} = \chi^{*(m+1)}(2^{L} \cdot -(k - 2m - 1)), \quad m + 1 \leq k \leq 2^{L} + 2m.$$  \hfill (26)

Also, $B_{i,m+1}$ is supported in an interval of length at most $(m + 1)2^{-L}$ included in $[(i - (2m + 1))2^{-L}; (i - m)2^{-L}]$, i.e.,

$$\forall x \notin [(i - (2m + 1))2^{-L}; (i - m)2^{-L}], \quad B_{i,m+1}(x) = 0.$$  \hfill (27)

As $f_{0} \in \Sigma(\alpha; [0,1])$, according to Lemma 16, there exists a map

$$h : [-(m + 1)2^{-L}; 1 + (m + 1)2^{-L}] \rightarrow \mathbb{R} \text{ such that,}$$

$$h \in \Sigma(\alpha, [-m2^{-L}; 1 + m2^{-L}]), \quad \|h\|_{\Sigma(\alpha)} = \|f_{0}\|_{\Sigma(\alpha)}, \quad h|_{[0;1]} = f_{0}.$$  \hfill (28)

Also, for $L$ large enough, $\left\|h^{([\alpha])}\right\|_{\infty} \leq 2 \left\|f_{0}^{([\alpha])}\right\|_{\infty}$ by continuity. Using Lemma 9 and (27), there exists $C$ depending only on $m$ and $\alpha$, and reals $\theta_{k}, m + 1 \leq k \leq 2^{L} + 2m$, bounded by $\|f_{0}\|_{\Sigma(\alpha)} + 2 \left\|f_{0}^{([\alpha])}\right\|_{\infty}$, such that for $L$ large enough

$$\left\|h|_{[0;1]} - \sum_{k=m+1}^{2^{L}+2m} \theta_{k}B_{k,m+1}\right\|_{[0;1]} \leq C2^{-\alpha L} \left(\left\|h^{([\alpha])}\right\|_{\infty} + \|h\|_{\Sigma(\alpha)}\right)$$

$$\leq C2^{-\alpha L} \left(\left\|f_{0}^{([\alpha])}\right\|_{\infty} + \|f_{0}\|_{\Sigma(\alpha)}\right).$$

In addition, thanks to the small support of $\chi^{*(m+1)}$ from Lemma 2 and the equality (26), the maps

$$\sum_{k=m+1}^{2^{L}+2m} \theta_{k}B_{k,m+1}$$

and, with $\tilde{k}(k) = (k - 2m - 1 \mod 2^{L})$,

$$\sum_{k=m+1}^{2^{L}+2m} \theta_{k} \sum_{i \in \mathbb{Z}} \chi^{*(m+1)}(2^{L} \cdot -(k + 2^{L} - 2m - 1)) = \sum_{k=m+1}^{2^{L}+2m} \theta_{k}2^{-L}S_{\tilde{k}(k),2^{L}+m}^{(\cdot)}$$

are equal on the interval $[2^{-L}m; 1 - 2^{-L}m]$. The latter map then satisfies the inequality in the first part of the theorem according to (28) and belongs to $\Pi_{m+1,\mathbb{Z}/q}^{(\mathbb{R})}$ following (11).

Let’s now dwell on the second part of the Lemma. For $L$ large enough, as $f_{0} > \rho > 0$, then $h > \rho / 2 > 0$ by continuity of $h$ on $[-m2^{-L}; 1 + m2^{-L}]$. Therefore, Lemma 9 also ensures the existence of a constant $c(\rho)$ such that $\theta_{k} > c(\rho) > 0$, $m + 1 \leq k \leq 2^{L} + 2m$ in (28) for $L$ large enough. From (26), Lemma 5 and for $\omega_{m,l}$ as in (5), we see that

$$2^{L} \int_{0}^{1} \sum_{k=m+1}^{2^{L}+2m} \theta_{k}B_{k,m+1}(t)dt = \sum_{i=2m+1}^{2^{L}+m} \theta_{i} + \sum_{i=m+1}^{2m} \left(\omega_{m,i-m}\theta_{i} + \omega_{m,2m+1-i}\theta_{i+2^{L}}\right) =: \Omega_{m}.$$
For $f_0$ a density, by integration on $[0; 1)$, the inequality (28) gives
\[
\left| 2^{-L} \Omega_m - 1 \right| \leq C 2^{-\alpha L \left( \left\| f_0^{(\alpha)} \right\|_\infty + \left\| f_0 \right\|_{\Sigma(\alpha)} \right)}.
\]
Define
\[
\tilde{\theta}_i := \frac{\theta_i}{2^{-L} \Omega_m}.
\]
The two last displays ensure that the $\tilde{\theta}_i$'s are all bounded by $2 \left( \left\| f_0 \right\|_{\Sigma(\alpha)} + 2 \left\| f_0^{(\alpha)} \right\|_{\infty} \right)$ for $L$ large enough. From this inequality and (28), we now write, for a constant $C$ depending on $m$, $\alpha$, $\left\| f_0^{(\alpha)} \right\|_{\infty}$ and $\left\| f_0 \right\|_{\Sigma(\alpha)}$, that
\[
\left\| f_0 - \sum_{k=m+1}^{2L+2m} \tilde{\theta}_k B_{k,m+1} \right\|_{(0;1)} \leq \left\| f_0 - \sum_{k=m+1}^{2L+2m} \theta_k B_{k,m+1} \right\|_{(0;1)} + \left\| 1 - \left( 2^{-L} \Omega_m \right)^{-1} \sum_{k=m+1}^{2L+2m} \theta_k B_{k,m+1} \right\|_{(0;1)} \leq C 2^{-\alpha L} \tag{29}
\]
since $f_0$ is bounded on $[0; 1)$ as a Hölderian density, the bound depending on $\alpha$ and $\left\| f \right\|_{\Sigma(\alpha)}$ only (see [70], p. 9). Let’s now define
\[
\Theta_k := \begin{cases} 
\tilde{\theta}_k & \text{if } 2m + 1 \leq k \leq 2L + m, \\
\omega_{m,k-m} \tilde{\theta}_k + (1 - \omega_{m,k-m}) \tilde{\theta}_{2L+k} & \text{if } m + 1 \leq k \leq 2m, \\
\omega_{m,2L+2m+1-k} \tilde{\theta}_k + (1 - \omega_{m,2L+2m+1-k}) \tilde{\theta}_{2L} & \text{if } 2L + m + 1 \leq k \leq 2L + 2m.
\end{cases}
\]
As pointed out in Lemma 5, $\omega_{m,l} = 1 - \omega_{m,m+1-l}$ and, as a consequence, for $m + 1 \leq k \leq 2m$, $\Theta_k = \Theta_{2L+k}$. Then, by definition,
\[
\left( 2^{-L} \Theta_k \right)_{2m+1 \leq k \leq 2L+2m} \in S_{2L}.
\]
It remains to introduce the application $\sum_{i=0}^{2L-1} 2^{-L} \Theta_{i+2m+1} S_{i,2L,m}$ which satisfies, using once again the small support of B-splines (see also Part 6.1.5), that
\[
\sum_{i=0}^{2L-1} 2^{-L} \Theta_{i+2m+1} S_{i,2L,m} \left\|_{[2^{-L-m};1-2^{-L}m]} \right. = \sum_{k=m+1}^{2L+2m} \tilde{\theta}_k B_{k,m+1} \left\|_{[2^{-L-m};1-2^{-L}m]} \right.,
\]
which, along equation (29), finally brings about the conclusion
\[
\left\| f_0 \right\|_{[2^{-L-m};1-2^{-L}m]} - \sum_{i=0}^{2L-1} 2^{-L} \Theta_{i+2m+1} S_{i,2L,m} \left\|_{[2^{-L-m};1-2^{-L}m]} \right. \leq C 2^{-\alpha L}.
\]
Therefore, \( g = \sum_{i=0}^{2^L-1} 2^{-L} \Theta_{i+2m+1} S_{i,2^L,m} \) satisfies all the conditions from the lemma.
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6. Supplementary materials.

We present here additional elements used in the derivation of the main results in Smoothing and adaptation of shifted Pólya Tree ensembles paper. First, we present results on iterated convolutions of $\mathbb{1}_{[0;1)}$ and spline functions. At the end of this section, we expound on the link between these functions and recall a classic result in Approximation Theory for splines. Indeed, our priors involve iterated convolutions in their definitions, so that a spline approximation theory is helpful here. This allows us to obtain simpler conditions for the derivation of posterior contraction rates for the prior presented in the article. This is the object of additional lemmas that build on a classical result from [32] that we recall. Also available, a numerical study of our results presents simulations, focusing on a simplified version of the priors we introduced. We end with some technical results.

6.1. Results on iterated convolutions of the indicator function and spline functions.

6.1.1. Iterated convolution of the indicator function.

**Lemma 2.** For $m \in \mathbb{N}^*$, $\|\chi^{*m}\|_\infty \leq 1$ and

$$\forall x \notin [0; m], \quad \chi^{*m}(x) = 0.$$

**Proof.** For $m = 1$, it is straightforward. Then, by induction, from the positivity of $\chi$, for any $x \in \mathbb{R}$,

$$0 \leq \chi^{*(m+1)}(x) = \int_{\mathbb{R}} \chi^{*m}(t)\chi(x-t)dt$$

$$\leq \int_{\mathbb{R}} \mathbb{1}_{[0;m]}(t)\mathbb{1}_{[x-1;x]}(t)dt$$

$$\leq \mathbb{1}_{[0;m+1]}(x)$$

which concludes the proof.

**Lemma 3.** Let $m \in \mathbb{N}^*$ and $s > 0$. Then

$$\chi_{s}^{*m} = s^{m-1} \chi^{*m}(\cdot/s).$$

**Proof.** The result is straightforward for $m = 1$. Now, by induction, assuming that the property for a given $m$ is proved, for $t \in \mathbb{R}$,

$$\chi_{s}^{*(m+1)}(t) = \int_{\mathbb{R}} \chi_{s}(u) \chi^{*m}(t-u)du$$

$$= s^{m-1} \int_{\mathbb{R}} \chi_{s}(u) \chi^{*m}\left(\frac{t-u}{s}\right)du$$

$$= s^{m} \int_{\mathbb{R}} \chi(v) \chi^{*m}\left(\frac{t}{s} - v\right)dv \quad \text{with } v = u/s$$

$$= s^{m} \chi^{*(m+1)}\left(\frac{t}{s}\right).$$


Lemma 4. Let $m \in \mathbb{N}^*$ and $s > 0$. Then
\[
\int_{\mathbb{R}} \chi^{*m}(t) dt = 1 \quad \text{and} \quad s^{-m} \int_{\mathbb{R}} \chi^{*m}(t) dt = 1.
\]

Proof. The result is straightforward for $m = 1$. For $m \geq 2$, by positivity of $\chi$ and with the change of variable $v = t - u$,
\[
\int_{\mathbb{R}} \chi^{*m}(t) dt = \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} \chi(u) \chi^{*(m-1)}(t - u) du \right] dt = \int_{\mathbb{R}} \chi(u) \left[ \int_{\mathbb{R}} \chi^{*(m-1)}(v) dv \right] du = 1
\]
by induction. Then, from Lemma 3 and with the change of variable $u = t/s$
\[
s^{-m} \int_{\mathbb{R}} \chi^{*m}(t) dt = s^{-1} \int_{\mathbb{R}} \chi^{*m}(t/s) dt = \int_{\mathbb{R}} \chi^{*m}(u) du = 1.
\]

Lemma 5. Let $m \in \mathbb{N}^*$ and $t \in \mathbb{R}$. Then $\chi^{*m}(m - t) = \chi^{*m}(t)$. As a consequence, for $0 \leq l \leq m + 1$, $\omega_{m,l} = 1 - \omega_{m,m+1} - l$.

Proof. For $m = 1$, $\chi(1 - t) = 1_{0 \leq 1 - t \leq 1} = 1_{0 \leq t \leq 1} = \chi(t)$. By induction, if the theorem is valid until $m \in \mathbb{N}^*$,
\[
\chi^{*(m+1)}(m + 1 - t) = \int_{\mathbb{R}} \chi(u) \chi^{*m}(m + 1 - t - u) du
\]
\[
= \int_{\mathbb{R}} \chi(1 - v) \chi^{*m}(v + m - t) dv \quad \text{with the change of variable } v = 1 - u
\]
\[
= \int_{\mathbb{R}} \chi(v) \chi^{*m}(t - v) dv
\]
\[
= \chi^{*(m+1)}(t).
\]
The second part of the Lemma comes from a change of variable in (5) and Lemma 4.

6.1.2. Splines periodicity.

Lemma 6. Let $(\theta_i)_{i \in \mathbb{Z}} \in \mathbb{R}^\mathbb{Z}$, $h = 1/N$, $N \in \mathbb{N}^*$ and $m \in \mathbb{N}^*$. The map
\[
x \mapsto \sum_{i \in \mathbb{Z}} \theta_i \chi^{*(m+1)} \left( \frac{x}{h} - i \right)
\]
is 1-periodic if and only if the sequence $(\theta_i)_{i \in \mathbb{Z}}$ is $N$-periodic.

Proof. With $r \in \mathbb{R}$ and $p \in \mathbb{Z}$,
\[
\sum_{i \in \mathbb{Z}} \theta_i \chi^{*(m+1)} \left( \frac{r + p}{h} - i \right) = \sum_{j \in \mathbb{Z}} \theta_{j+pN} \chi^{*(m+1)} \left( \frac{r}{h} - j \right).
\]
As \( \{ \chi^{(m+1)}(h^{-1} \cdot i) \mid i \in \mathbb{Z} \} \) is a basis for the space \( \Pi_{m+1,h\mathbb{Z}}(\mathbb{R}) \) (see Section 5.1), the above map satisfies
\[
\sum_{i \in \mathbb{Z}} \theta_i \chi^{(m+1)} \left( \frac{r}{h} - i \right) \text{ is 1-periodic } \iff \theta_i = \theta_{i+pN} \text{ for any } i \in \mathbb{Z} \text{ and } p \in \mathbb{Z}.
\]

\[
\boxed{}
\]

**Lemma 7.** Let \( m \in \mathbb{N}, L \in \mathbb{N} \) and \( (\Theta_i)_{i=0}^{2L-1} \) be positive real numbers such that
\[
\sum_{i=0}^{2L-1} \Theta_i = 1
\]
and introduce, for \( i = 2L - m, \ldots, 2L - 1 \),
\[
\theta_i \in \left[ 0; \frac{\Theta_i}{\omega_{m,2L-i}} \right]
\]
where \( \omega_{m,i} \) is defined by (5). Then, if \( (u_i)_{i \in \mathbb{Z}} \) is an \( (2L + m) \)-periodic sequence, such that
\[
u_i = \begin{cases} \Theta_i & \text{if } 0 \leq i \leq 2L - m - 1 \\ \Theta_{i-m} \omega_{m,2L-i} \theta_{i-m} & \text{if } 2L - m \leq i \leq 2L - 1 \\ \Theta_{i+1} \omega_{m,2L+i} \theta_{i+1} & \text{if } 2L \leq i \leq 2L + m - 1 \end{cases}
\]
the restriction of the map \( f_{m,2L}^\infty \) on \([0;1]\), with \( f = \sum_{i \in \mathbb{Z}} u_i H_{Li} \), is a probability density function on \([0;1]\).

**Proof.** From their definition, the \( u_i \)'s are positive real numbers such that \( f \) and \( f_{m,2L}^\infty \) are themselves positive as it can be seen in (4). It remains to compute the integral. Beforehand, we recall that for any \( n \geq 1 \), \( \chi^n \) is supported on \([0; n]\), so that \( \chi^n(2L \cdot -i) \) is supported on \([2^{-L}i; 2^{-L}(i + n)]\), for any \( i \in \mathbb{Z} \). The intersection of this last interval with \([0;1]\) has its interior non-empty if and only if \(-n + 1 \leq i \leq 2L - 1 \). Hence,
\[
\int_{[0;1]} f_{m,2L}^\infty(v) dv = \int_{[0;1]} \sum_{i \in \mathbb{Z}} u_i 2L \chi^{(m+1)} \left( 2Lv - i \right) dv \quad \text{according to (9) and (10),}
\]
\[
= \sum_{i=-m}^{2L-1} u_i 2L \int_{[0;1]} \chi^{(m+1)} \left( 2Lv - i \right) dv \quad \text{according to the above remark,}
\]
\[
= \sum_{i=-m}^{2L-1} u_i \int_{[-i;2L-i]} \chi^{(m+1)}(r) dr \quad \text{with } r = 2Lv - i,
\]
\[
= \sum_{i=-m}^{-1} u_i \int_{-i}^{m+1} \chi^{(m+1)}(r) dr + \sum_{i=0}^{2L-m-1} u_i \int_{0}^{m+1} \chi^{(m+1)}(r) dr
\]
In the above proof, we have also proven that the $u_i$'s from the definition of the DPA and CPA distributions are such that

$$\sum_{i=0}^{2^L-1} \theta_i \omega_{m,2^L-i} + \sum_{i=2^L-m}^{2^L-1} \theta_i \omega_{m,2^L-i} = 1,$$

(30)

where we used Lemmas 4 and 5 to express the last terms of the sum.

6.1.3. Definition of spline functions with iterated convolutions.

**Lemma 8.** Let $h > 0$ and $m \in \mathbb{N}$. Then, if $\phi : \mathbb{R} \to \mathbb{R}$ is a right continuous piecewise constant map with breaks at points $j h$, $j \in \mathbb{Z}$, then $\phi_m^{(m+1)}$ is a spline function of order $m + 1$ with knots $t = (j h)_{j \in \mathbb{Z}}$.

**Proof.** Propositions 6.7.1 and 6.7.2 from [2] show that $\chi^{(m+1)}$ is a spline of order $m + 1$ with knots $i = 0, \ldots, m + 1$. Also, we write $\phi = \sum_{j \in \mathbb{Z}} \theta_j \chi_{[j h, (j+1) h)}(\cdot)$ for some sequence $(\theta_j)_{j \in \mathbb{Z}}$. We conclude
the proof with (4), Subsection 5.1 and

\[
\phi_{m}^{\infty,h}(x) = \sum_{j \in \mathbb{Z}} \theta_j \left[ \chi^{m}(h^{-1}) \ast \mathbb{1}_{[j h; (j+1)h]} \right](x)
\]

\[
= \sum_{j \in \mathbb{Z}} \theta_j h^{-1} \left[ \chi^{m}(h^{-1}) \ast \chi(h^{-1} \cdot -j) \right](x)
\]

\[
= \sum_{j \in \mathbb{Z}} \theta_j h^{-1} \int_{\mathbb{R}} \chi^{m}(h^{-1}s) \chi \left( h^{-1}(x-s) - j \right) ds
\]

\[
= \sum_{j \in \mathbb{Z}} \theta_j h^{-1} \chi^{(m+1)} \left( h^{-1}x - j \right) \text{ with the change of variable } v = h^{-1}s.
\]

6.1.4. Spline approximation.

**Lemma 9.** Suppose \( k \geq \alpha > 0 \) and \( t \) is a finite knot sequence of step at most \( T^{-1} \), included in a closed bounded interval \( I \subset \mathbb{R} \). There exists a constant \( C \) depending only on \( k \) and \( \alpha \) such that for every \( f_0 \in \Sigma(\alpha, I) \) and \( T \) large enough, there exists \( \theta \in \mathbb{R}^{k + \#t - 1} \) with \( \|\theta\|_{\infty} < \left\| f_0^{(\lfloor \alpha \rfloor)} \right\|_{\infty} + \left\| f_0 \right\|_{\Sigma(\alpha)} \) and

\[
\left\| \sum_{i=1}^{k + \#t - 1} \theta_i B_{i,k} - f_0 \right\|_{\infty} \leq CT^{-\alpha} \left( \left\| f_0^{(\lfloor \alpha \rfloor)} \right\|_{\infty} + \left\| f \right\|_{\Sigma(\alpha)} \right)
\]

where the \( B_{i,k} \)'s form the B-spline basis of \( \Pi_{k,t}(I) \). Furthermore, if \( f_0 \) is strictly positive, for \( T \) large enough, the vector \( \theta \) can be chosen to have strictly positive coordinates. The \( \theta_i \)'s can indeed be lower bounded by a strictly positive constant depending on the lower bound on \( f_0 \).

**Proof.** This is Lemma E.4 from [33].

6.1.5. Plots

On Figure 5, we see (in the particular case \( L = 3 \) and \( m = 3 \)) that on the interval \([2^{-L}m; 1 - 2^{-L}m]\), the basis functions \( S_{i,2^L,m} \) are equal to the basis functions \( B_{i+2m+1,m+1} \) from Figure 4.
Figure 4: B-splines of order 4 with knots $t_i = i/8$ for $-4 \leq i \leq 8 + 4$ as introduced in the proof of Lemma 1.

Figure 5: Base functions $S_{i,8,3}$.

Figure 6 depicts a 1-step aggregation of a TPT sample as introduced in Section 2.3. One sees that it smoothes the histogram, as it tends to a piecewise linear density. Even though it remains a histogram.
function, this added smoothness accounts for better estimation performance with the priors introduced in the paper.

Figure 6: "Naïve" aggregation $f_{3,2}^{1,-3}$ where $f$ is the periodic extension of a sample from TPT$_3 (A)$. The first plots represents the shifted trees. The map in red is $f_{\infty,2}^{1,-3}$ when $q \to \infty$.

Figure 7: Draws from the DPA and CPA priors and their equivalents without the draw of uniform random variable to modify the behaviour near the frontier of $[0; 1)$, with $L = 3$ and $m = 2$. 
Forest samples, depth $L=6$, aggregation order $m=2$

Figure 8: Draws from the DPA and CPA priors and their equivalents without the draw of uniform random variable to modify the behaviour near the frontier of $[0; 1)$, with $L = 6$ and $m = 2$.

### 6.2. Numerical simulations

Though sampling from the CPA or DPA posterior may be possible via usual MCMC methods, the modification of the samples near the frontier brought by the uniform variables makes it difficult to explicit the posterior or to come up with more efficient sampling algorithms.

However, if we discard the uniform variables from the definition of the prior, it becomes possible to derive an explicit formula of the prior. Namely, for $L > 0$, $q > 0$ and $m \geq 0$, let’s focus on the image prior of the $\text{TPT}_L(A)$ distribution by the map $f \to f_{m,q,2-L}$ (using definitions from Section 2.3). Then, observing an i.i.d. sample $X \in [0; 1]^n$, $n > 0$, it is possible to show that the posterior is the image measure by $f \to f_{m,q,2-L}$ of a mixture of TPT distribution, which makes it possible to sample directly from the posterior.

Indeed, for $A = (a_l)_{0 < l \leq L}$ and $Y = \{Y_{\kappa,0}, \ 0 \leq |\kappa| < L\}$, we have that the posterior on $Y$ is

$$
\Pi [Y|X] \propto f(X_1, \ldots, X_n|Y) \prod_{|\kappa|=0}^{L-1} [Y_{\kappa,0}(1-Y_{\kappa,0})]^{|\kappa|+1-1},
$$

where the likelihood is

$$
f(X_1, \ldots, X_n|Y) = \prod_{i=1}^{n} \left[ q^{-m} \sum_{(j_1, \ldots, j_m) \in [0; q-1]^m} \sum_{\kappa, |\kappa|=L} \mathbb{1}_{X_i - 2^{-L}(j_1 + \cdots + j_m) / q \in I_{\kappa}} 2^{-L} \prod_{j=1}^{L} Y_{\kappa[j]} \right].
$$
\[ q^{-mn} \sum_{(j_1, \ldots, j_{1,m}) \in [0; q-1]^m, \ldots, i=1 \kappa,|\kappa|=L} \prod_{j=1}^n \sum_{(j_1, \ldots, j_{1,m}) \in [0; q-1]^m} I_{X_i - 2^{-L} (j_1 + \cdots + j_m)/q} I_{Y^2} \prod_{j=1}^L Y_{\kappa[j]}. \]

For given \((j_1, \ldots, j_{1,m}), \ldots, (j_{n,1}, \ldots, j_{n,m})\), all in \([0; q-1]^m\), let's note \(N_{X,(j_1,\ldots,j_{n,m})}(I_\kappa) = \sum_{i=1}^n I_{X_i - 2^{-L} (j_1 + \cdots + j_m)/q} I_\kappa\) for any \(\kappa,|\kappa| \geq 0\), so that

\[ \prod_{i=1 \kappa,|\kappa|=L}^n \prod_{\kappa,0 \leq |\kappa| \leq L-1} Y_{\kappa[0]} N_{X,(j_{11},\ldots,j_{n,m})}(I_\kappa) (1 - Y_{\kappa[0]}) N_{X,(j_{11},\ldots,j_{n,m})}(I_{\kappa[1]}). \]

Finally, the posterior on \(Y\) is proportional to

\[ q^{-mn} \prod_{(j_1, \ldots, j_{1,m}) \in [0; q-1]^m, \ldots, 0 \leq |\kappa| \leq L-1} Y_{\kappa[0]} N_{X,(j_1,\ldots,j_{n,m})}(I_{\kappa[0]}) + a_{|\kappa|+1}-1 (1 - Y_{\kappa[0]}) N_{X,(j_1,\ldots,j_{n,m})}(I_{\kappa[1]}) + a_{|\kappa|+1}-1. \]

The distribution on \(Y\) is then a mixture of \(TPT_L\) distributions with parameter sets \(A_{(j_1,\ldots,j_{n,m})} = \{ N_{X,(j_1,\ldots,j_{n,m})}(I_\kappa) + a_{|\kappa|}-1, 1 \leq |\kappa| \leq L \}\) (see [33], Chapter 3).

At the end of this section, we present a theoretical result for this posterior, but we present some simulations first. The density \(f_0: x \in [0; 1] \mapsto 1 + 0.5 \sin (2\pi x)\) satisfies the assumptions of the mentioned theorem with \(\alpha = 1.5\). We simulated \(10^4\) samples from this density and drew 10 samples from the posterior, with parameters tuned as in the below theorem. We also compare these with samples of the TPT posterior with parameters tuned as in [13]. In this paper, sup-norm posterior contraction rates are proven for \(\alpha \leq 1\). On Figure 9, we can see that the modified DPA prior is associated with smoother posterior samples and leverage the larger regularity of the signal.
We also studied what happens with a density $f_0$ whose behavior near the frontier renders this simplified prior inadequate. Namely, on Figure 10, we analyze the situation where the sampling density $f_0$ is increasing, $3/2$-smooth, but has different limits towards 0 and 1 (it was obtained as the re-scaled exponential of an integrated Brownian motion). With a sample of size $n = 10^5$ from $f_0$ and comparing samples from their posteriors, the simplified forest prior still outperforms the single-tree prior far for the frontier. However, as we did not include a modification near the frontier, it behaves badly towards 0 and 1.
As discussed in the paper, this prior is not well-suited for the estimation of general smooth densities as it behaves badly near the frontier of $\Omega$. However, if we make additional assumptions on the true densities to be recovered, it is possible to obtain an analog of Theorem 1.

**Theorem 5.** Suppose $f_0 \in \Sigma(\alpha, [0, 1]), \alpha > 0, f_0 \geq \rho$ for some $\rho > 0$ and $f_0^{(i)}(0) = f_0^{(i)}(1-)$ for $i = 0, \ldots, \lfloor \alpha \rfloor$. If $\Pi$ is the probability distribution of $f = g_{q_n, 2-L_n}^{\lfloor \alpha \rfloor}, g \sim \text{TPT}_{L_n}(\{a_l\}_{0 < l \leq L_n})$, such that for some $\beta > 0, R \geq 1, \delta > 0$,

- $2L_n \approx \left( \frac{n \log n}{\log n} \right)^{\frac{1}{2\alpha + 1}},$
- $q_n \geq 2^\alpha L_n,$
- $\forall a \in \mathcal{A}, a \in [r; R]$ with $R > r > 0$,

Then, for $M > 0$ depending on $\rho, \alpha, \|f_0\|_{\Sigma(\alpha)}, \beta$ and $R$, and $d(f, g) = \|f - g\|_1$ or $d(f, g) = h(f, g)$, as $n \to \infty$,

$$\mathbb{E}_{f_0, \Pi} \left[ d(f_0, f) > M \left( \frac{\log n}{n} \right)^{\frac{\alpha}{2\alpha + 1}} |X\right] \to 0.$$  

The proof is similar to the one we provide in the paper, although quite simpler as we do not have to take care of what happens near the frontier.
6.3. Contraction rate derivation

**Theorem 6** (Ghosal, Ghosh, Van Der Vaart, 2000). Suppose $d$ is either the Hellinger or the $L_1$ distance and $\Pi$ is an a priori probability distribution on the space of probability densities. Also,

$$B_{KL}(f_0, \epsilon) = \left\{ f : [0,1) \mapsto \mathbb{R} \mid K(f_0, f) := \int f_0 \log \frac{f_0}{f} \leq \epsilon^2, \right\}$$

$$V(f_0, f) := \int f_0 \left( \log \frac{f_0}{f} - K(f_0, f) \right)^2 \leq \epsilon^2 \right\}.$$ 

If the positive sequence $(\epsilon_n)_{n \geq 0}$ satisfies $\epsilon_n \to 0$, $n\epsilon_n^2 \to +\infty$ and there exist sets $F_n$ such that the three following conditions are satisfied for some $c > 0$, $D > 0$

1. $\Pi[B_{KL}(f_0, \epsilon_n)] \geq e^{-cn\epsilon_n^2}$,
2. $\log N(\epsilon_n, F_n, d) \leq Dn\epsilon_n^2$,
3. $\Pi[F_n] \leq e^{-(c+4) n\epsilon_n^2}$,

it then follows, for a constant $M > 0$ sufficiently large, depending on $c$ and $D$, that the posterior satisfies, as $n \to \infty$,

$$\mathbb{E}_{f_0} \Pi[d(f_0, f) > M\epsilon_n | X] \to 0.$$ 

6.4. Forest priors $DPA$ and $CPA$.

6.4.1. Bounds on the Kullback-Leibler divergence

**Lemma 10.** Suppose $f_0 \in \Sigma(\alpha, [0,1])$, $\alpha > 0$, and $f_0 \geq \rho$ for some $\rho > 0$. For $m \geq |\alpha|$, take $(\eta_i)_{0 \leq i \leq 2^L + m + 1}$ as the sequence from Lemma 1. Then, for $(u_i)_{i \in \mathbb{Z}}$ a $2^L + m$-periodic sequence satisfying (30), $L \in \mathbb{N}$,

$$f = \sum_{i \in \mathbb{Z}} u_i H_{L,i},$$

we have that there exists a constant $C$ depending only on $\rho$, $m$, $\alpha$ and $\|f_0\|_{\Sigma(\alpha)}$ such that, for $m \geq |\alpha|$,

$$K \left( f_0, f^{m}_{\infty,2^{-L}} \right) \vee V \left( f_0, f^{m}_{\infty,2^{-L}} \right) \leq C \left( 2^{-2\alpha L} + 2^{2L} \max_{0 \leq i \leq 2^L + m - 1} |\eta_i - u_i - m|^2 \right)$$

for $L$ large enough and $2^L \max_{0 \leq i \leq 2^L + m - 1} |\eta_i - u_i - m|$ small enough. Also, if $q$ is a large enough integer,

$$V \left( f_0, f^{m}_{q,2^{-L}} \int_0^1 f^{m}_{q,2^{-L}}(t)dt \right) \left|_{[0,1]} \right. \leq C \left( 2^{-2\alpha L} + 2^{2L} \max_{0 \leq i \leq 2^L + m - 1} |\eta_i - u_i - m|^2 + \left( \frac{m\omega_{m,1}^{-1}2^L}{q} \right)^2 \right)$$

and

$$K \left( f_0, f^{m}_{q,2^{-L}} \int_0^1 f^{m}_{q,2^{-L}}(t)dt \right) \left|_{[0,1]} \right. \leq C \left( 2^{-2\alpha L} + 2^{2L} \max_{0 \leq i \leq 2^L + m - 1} |\eta_i - u_i - m|^2 + \left( \frac{m\omega_{m,1}^{-1}2^L}{q} \right)^2 \right).$$
Proof. From Lemma 1, the map \( \tilde{f}^L_0 = \sum_{i=0}^{2^L + m - 1} \eta_i 2^L \chi^{s(m+1)} (2^L \cdot (i - m)) \) is such that

\[
\left\| f_0 - \tilde{f}^L_0 \right\|_{[0;1]} \leq C^2 - \alpha L
\]

(31)

with \( C \) depending on \( m, \alpha \) and \( \|f_0\|_{\Sigma(a)} \). Let’s first write the decomposition, given \( A \) and \( B \) exist (it will be shown later),

\[
K \left( f_0, f^m_{\infty, 2-L} \right|_{[0;1]} ) = \int_0^1 f_0(t) \log \left( \frac{f_0(t)}{f^m_{\infty, 2-L}(t)} \right) dt
\]

\[
= \int_0^1 f_0(t) \log \left( \frac{f_0(t)}{\tilde{f}^L_0(t)} \right) dt + \int_0^1 f_0(t) \log \left( \frac{\tilde{f}^L_0(t)}{f^m_{\infty, 2-L}(t)} \right) dt.
\]

Focusing on the first term, we have, as \( \log(1 + u) \leq u \) for \( u > -1 \),

\[
A \leq \int_0^1 f_0(t) \frac{f_0(t) - \tilde{f}^L_0(t)}{f^m_{\infty, 2-L}(t)} dt
\]

\[
= \int_0^1 f_0(t) \frac{f_0(t) - \tilde{f}^L_0(t)}{f_0(t)} dt + 1 - \int_0^1 \tilde{f}^L_0(t) dt
\]

\[
= \int_0^1 f_0(t) \frac{f_0(t) - \tilde{f}^L_0(t)}{f_0(t)} dt + 1 - \left[ \sum_{k=m}^{2^L - 1} \eta_k + \sum_{k=0}^{m-1} \left( \omega_{m, k+1} \eta_k + (1 - \omega_{m, m-k}) \eta_{2^L+k} \right) \right]
\]

\[
\leq \frac{\| f_0 - \tilde{f}^L_0 \|_{[0;1]}}{\| f_0 \|_{[0;1]}}^2 \text{ for } L \text{ large enough,}
\]

\[
\leq \frac{\| f_0 - \tilde{f}^L_0 \|_{[0;1]}}{\| f_0 \|_{[0;1]}}^2 \text{ for } L \text{ large enough,}
\]

where we lower bounded \( \tilde{f}^L_0 \) by \( \rho/2 \) on \([0;1]\) for \( L \) large enough as \( f_0 \) is lower bounded by \( \rho > 0 \). On the other hand, since \( \tilde{f}^L_0 \) and \( f^m_{\infty, 2-L} \) have unit integral on \([0;1]\) according to their definitions, we have the upper bound

\[
B \leq \int_0^1 f_0(t) \frac{\tilde{f}^L_0(t) - f^m_{\infty, 2-L}(t)}{f^m_{\infty, 2-L}(t)} dt
\]

\[
= \int_0^1 \frac{\tilde{f}^L_0(t) - f^m_{\infty, 2-L}(t)}{f^m_{\infty, 2-L}(t)} \left( f_0(t) - f^m_{\infty, 2-L}(t) \right) dt
\]

\[
= \int_0^1 \frac{\tilde{f}^L_0(t) - f^m_{\infty, 2-L}(t)}{f^m_{\infty, 2-L}(t)} \left( f_0(t) - f^m_{\infty, 2-L}(t) \right) dt + \int_0^1 \frac{\left( \tilde{f}^L_0(t) - f^m_{\infty, 2-L}(t) \right)^2}{f^m_{\infty, 2-L}(t)} dt
\]

\[
\leq \frac{1}{2} \int_0^1 \frac{\left( \tilde{f}^L_0(t) - f^m_{\infty, 2-L}(t) \right)^2}{f^m_{\infty, 2-L}(t)} dt + 3 \int_0^1 \frac{\left( \tilde{f}^L_0(t) - f^m_{\infty, 2-L}(t) \right)^2}{f^m_{\infty, 2-L}(t)} dt \text{ using that } 2ab \leq a^2 + b^2 \text{ for real numbers.}
\]

At this point, we develop from (10) and the fact that the maps \( \chi^{s(m+1)}(2^L \cdot (i - m)) \) make a partition of the unity (see section E.2 from [33])

\[
\left\| \tilde{f}^L_0 \right\|_{[0;1]} \leq \left\| \sum_{i=0}^{2^L + m - 1} \left( \eta_i - u_{i-m} \right) 2^L \chi^{s(m+1)}(2^L \cdot (i - m)) \right\|_{[0;1]}
\]

\[
\leq 2^L \max_{0 \leq i \leq 2^L + m - 1} |\eta_i - u_{i-m}|.
\]

(32)
Therefore, for $L$ large enough and $2^L \max_{0 \leq i \leq 2^L + m - 1} |\eta_i - u_{i-m}|$ small enough, we also lower bound $f_{\infty, 2^{-L}}$ by $\rho/4$. Under such conditions, we finally give the bounds
\[
B \leq \frac{2}{\rho} \left\| f_0 - \bar{f}_0 \right\|_{[0;1]}^2 + \frac{6}{\rho} \left\| \bar{f}_0 - f_{\infty, 2^{-L}} \right\|_{\infty}^2 \leq C \left( 2^{-2\alpha L} + 2^{2L} \max_{0 \leq i \leq 2^L + m - 1} |\eta_i - u_{i-m}|^2 \right)
\]
and
\[
K(f_0, f_{\infty, 2^{-L}}) \leq C \left( 2^{-2\alpha L} + 2^{2L} \max_{0 \leq i \leq 2^L + m - 1} |\eta_i - u_{i-m}|^2 \right).
\]

For the discrete version,
\[
K \left( f_0, \frac{f_{m, 2^{-L}}}{\int_0^1 f_{m, 2^{-L}}(t)dt} \right) \leq K(f_0, f_{\infty, 2^{-L}}) + \int_{[0;1]} f_0 \log \left( \frac{f_{m, 2^{-L}}}{\int_0^1 f_{m, 2^{-L}}(t)dt} \right) d\lambda.
\]

It then remains to use Lemma 17 to see that for $q$ large enough, since $0 \leq f \leq 2^L \omega_{m,1}^{-1}$ from (30) and $\inf_{1 \leq m, l} \omega_{m,l} = \omega_{m,1}$,

\[
\int_{[0;1]} f_0 \log \left( \frac{f_{m, 2^{-L}}}{\int_0^1 f_{m, 2^{-L}}(t)dt} \right) d\lambda \leq \int_{[0;1]} \left( f_0 - \bar{f}_0 + \bar{f}_0 - f_{\infty, 2^{-L}} + f_{\infty, 2^{-L}} - f_{m, 2^{-L}} \left( \int_0^1 f_{m, 2^{-L}}(t)dt \right)^{-1} \right) \frac{f_{m, 2^{-L}} - f_{m, 2^{-L}} \left( \int_0^1 f_{m, 2^{-L}}(t)dt \right)^{-1}}{f_{m, 2^{-L}} \left( \int_0^1 f_{m, 2^{-L}}(t)dt \right)^{-1}} d\lambda
\]
\[
\leq \frac{4}{\rho} \left\| f_0 - \bar{f}_0 \right\|_{\infty}^2 + \frac{4}{\rho} \left\| \bar{f}_0 - f_{\infty, 2^{-L}} \right\|_{\infty}^2 + \frac{16}{\rho} \left\| f_{\infty, 2^{-L}} - f_{m, 2^{-L}} \left( \int_0^1 f_{m, 2^{-L}}(t)dt \right)^{-1} \right\|_{\infty}^2
\]
\[
since 2ab \leq a^2 + b^2 \text{ and } (a + b + c)^2 \leq 3(a^2 + b^2 + c^2),
\]
\[
\leq C \left( 2^{-2\alpha L} + 2^{2L} \max_{0 \leq i \leq 2^L + m - 1} |\eta_i - u_{i-m}|^2 + \left( \frac{m \omega_{m,1}^{-1} q L}{q} \right)^2 \right),
\]

Therefore, for the discrete version, and $f_{m}$, $L$ by $\rho/4$. Under such conditions, we finally give the bounds
where we used that for $L,q$ large enough and \( q \leq 2^{L} \), \( \max_{0 \leq i \leq 2^{L} + m - 1} |\eta_i - u_i - m| \) small enough,
\[
f_{q,2^{-L}}^m \left( \int_0^1 f_{q,2^{-L}}^m(t)dt \right)^{-1} \geq \rho/8.
\]

On the other hand, \( f_0 \) belongs to an interval of the form \([\rho/2;M]\) as \( f_0 \) is upper bounded by a constant depending on \( \alpha \) and \( \|f_0\|_{\Sigma(\alpha)} \) only since it is a Hölderian density (see [70], p.9). Also, from equations (31) and (32), \( f_{q,2^{-L}}^m \in [\rho/4;2M] \) for \( L \) large enough and \( q \leq 2^{L} \max_{0 \leq i \leq 2^{L} + m - 1} |\eta_i - u_i - m| \) small enough. We then use Taylor’s inequality to write that
\[
V(f_0,f_{q,2^{-L}}^m) = \int f_0 \left( \log f_0 - \log f_{q,2^{-L}}^m \right)^2 d\lambda 
\]
as well as
\[
V \left( f_0, \frac{f_{q,2^{-L}}^m}{\int_0^1 f_{q,2^{-L}}^m(t)dt} \bigg|_{[0;1]} \right) \leq \left\| f_0 - \frac{f_{q,2^{-L}}^m}{\int_0^1 f_{q,2^{-L}}^m(t)dt} \bigg|_{[0;1]} \right\|_\infty
\]
from Lemma 17 and \( q \) large enough. We conclude with the triangular inequality, equations (31), (32) and Lemma 17.

\[6.4.2. \text{Bounds on the Hellinger distance.}\]

**Lemma 11.** Let \((\theta_i)_{i \in \mathbb{Z}}\) and \((\zeta_i)_{i \in \mathbb{Z}}\) be two \((2^L + m)\)-periodic sequences of real positive numbers in \(\mathcal{H}_{m,L}\) from (13), where \(L \in \mathbb{N}^*, m \in \mathbb{N}\) are such that \(m < 2^L - 1\), and verifying
\[
\|\theta\|_\infty \vee \|\zeta\|_\infty \leq M \in \mathbb{R}^*.
\]

If \(f = \sum_{i \in \mathbb{Z}} \theta_i H_{Li}\) and \(g = \sum_{i \in \mathbb{Z}} \zeta_i H_{Li}\), then, for \(q \in \mathbb{N}^*, q > 2^{L+1}mM\),
\[
h \left( \frac{f_{q,2^{-L}}^m}{\int_0^1 f_{q,2^{-L}}^m(t)dt} \bigg|_{[0;1]}, \frac{g_{q,2^{-L}}^m}{\int_0^1 g_{q,2^{-L}}^m(t)dt} \bigg|_{[0;1]} \right) 
\]
\[\leq 3^{1/4} \left( 2^L + m \right)^{1/4} \|\theta - \zeta\|_2^{1/2} + 6^{1/4} \sqrt{\frac{2^{L+1}mM}{q - 2^{L+1}mM}} (1 + mM),\]

as well as
\[
h \left( f_{q,2^{-L}}^m \bigg|_{[0;1]}, g_{q,2^{-L}}^m \bigg|_{[0;1]} \right) \leq \left( 2^L + m \right)^{1/4} \|\theta - \zeta\|_2^{1/2}.
\]

**Proof.** First, the same computation as in the proof of Lemma 7 shows that
\[
\int_0^1 f_{q,2^{-L}}^m(t)dt = 1.
\]
Then, according to Lemma 17, there exists \( V \) such that \( |V| \leq \frac{2^{L+1} M_m}{q} \) and

\[
\int_0^1 f_{q,2-L}^m(t) dt = 1 + V
\]
as \( f \) takes values in \([0; 2^L M]\). The same properties are verified with \( g \), which allows us to write

\[
h\left( \frac{f_{q,2-L}^m}{\int_0^1 f_{q,2-L}^m(t) dt}_{[0,1]}, \frac{g_{q,2-L}^m}{\int_0^1 g_{q,2-L}^m(t) dt}_{[0,1]} \right)
= \left( \int_0^1 \left( \frac{1}{(1+V)q^m} \sum_{(i_1,\ldots,i_m) \in [0;q-1]^m} f\left( u - \frac{i_1 + \cdots + i_m}{q2^L} \right) \right)^2 \, du \right)^{1/2}
\leq \left( \int_0^1 \left| \frac{f(u) - g(u)}{(1+V)} \right| \, du \right)^{1/2}
\leq \left( (1 + m2^{-L})^{1/2} \left[ \int_{-m2^{-L}}^1 \left( \frac{f(u)}{(1+V)} - \frac{g(u)}{(1+V')} \right)^2 \, du \right]^{1/2} \right)^{1/2}
\leq \left( (1 + m2^{-L})^{1/2} \left[ \sum_{i=0}^{2^{L+1} - 1} \theta_i \left( \frac{V}{1+V} \right) - \sum_{i=0}^{2^{L+1} - 1} \zeta_i \left( \frac{V'}{1+V'} \right)^2 \right]^{1/2} \right)^{1/2}
\leq 3^{1/4} 2^{L/4} (1 + m2^{-L})^{1/4} \left[ \sum_{i=0}^{2^{L+1} - 1} (\theta_i - \zeta_i)^2 + \sum_{i=0}^{2^{L+1} - 1} \left( \frac{V}{1+V} \theta_i \right)^2 + \sum_{i=0}^{2^{L+1} - 1} \left( \frac{V'}{1+V'} \zeta_i \right)^2 \right]^{1/4}
\leq 3^{1/4} 2^{L/4} (1 + m2^{-L})^{1/4} \left[ \|\theta - \zeta\|^2 + \left( \frac{V}{1+V} \right)^2 \left( \sum_{i=0}^{2^{L+1} - 1} \theta_i \right)^2 + \left( \frac{V'}{1+V'} \right)^2 \left( \sum_{i=0}^{2^{L+1} - 1} \zeta_i \right)^2 \right]^{1/4}
\leq 3^{1/4} 2^{L/4} (1 + m2^{-L})^{1/4} \left[ \|\theta - \zeta\|^2 + 2 \left( \frac{2^{L+1} M_m}{q - 2^{L+1} M_m} \right)^2 (1 + m M)^2 \right]^{1/4}
\[= 3^{1/4} \left(2^L + m\right)^{1/4} \|\theta - \zeta\|_{1/2}^{1/2} + 6^{1/4} \sqrt{\left(\frac{2^{L+1} M m}{q - 2^{L+1} M m}\right) (1 + m M)}.\]

Above, we have used that, since \(\omega_{m,t} = 1 - \omega_{m,m+1-t}\) from Lemma 4,
\[
\sum_{i=0}^{2^L + m - 1} \theta_i = 1 + \sum_{i=2^k - m}^{2^L - 1} \left(\omega_{m,m+1-(2^L-i)\theta_i + \omega_{m,2^L-i}\theta_i + m}\right) \leq 1 + \sum_{i=2^k - m}^{2^L - 1} \left(\omega_{m,m+1-(2^L-i) + \omega_{m,2^L-i}\theta_i + m}\right) M \leq 1 + m M.
\]

Also,
\[
h\left(f_{\infty,2^{-L}}^{m}\bigg|_{[0,1]}, g_{\infty,2^{-L}}^{m}\bigg|_{[0,1]}\right) = \left(\int_{0}^{1} \left(\sum_{i \in \mathbb{Z}} \theta_i 2^L \chi^m \left(2^L u - i\right) - \sum_{i \in \mathbb{Z}} \zeta_i 2^L \chi^m \left(2^L u - i\right)\right)^2 du\right)^{1/2} \leq \left(\sum_{i \in \mathbb{Z}} |\theta_i - \zeta_i| 2^L \chi^m \left(2^L u - i\right) du\right)^{1/2} \leq \left(\sum_{i \in \mathbb{Z}} |\theta_i - \zeta_i| 2^L \int_{0}^{1} \chi^m \left(2^L t - i\right) du\right)^{1/2} \leq \left(\sum_{i=0}^{2^L + m - 1} |\theta_i - \zeta_i|\right)^{1/2} \leq \left(2^L + m\right)^{1/4} \left(\sum_{i=0}^{q^m - 1} |\theta_i - \zeta_i|^{2}\right)^{1/4} \leq \left(2^L + m\right)^{1/4} \|\theta - \zeta\|_{2}^{1/2}.\]

6.5. Spline prior SPT.

6.5.1. Bounds on the Kullback-Leibler divergence

**Lemma 12.** Suppose \(f_0 \in \Sigma(\alpha, [0, 1])\), for \(\alpha > 0\), is a probability density and \(f_0 \geq \rho\) for some \(\rho > 0\). Define \((\eta_i)_{0 \leq i \leq 2^L - 1}\) as the sequence from Lemma 15. Then, for \(\tau > 0\) small enough, \(L \in \mathbb{N}^+\) large enough, \((\Theta_i)_{0 \leq i \leq 2^L - 1} \in S^{2^L}\) and
\[
f = SD_{\tau, [\alpha], 2^{-L}} \left(\sum_{i=0}^{2^L - 1} \Theta_i H_{L,i}\right),
\]
we have that there exists a constant $C$ depending only on $\rho$, $\alpha$, $\|f_0\|_{\infty}$ and $\|f_0\|_{\Sigma(\alpha)}$ such that
\[
K(f_0, f) \leq V(f_0, f) \leq C\left(2^{-2\alpha L} + \tau^2 + \left(2^{L-1} \tau^{-1} \sqrt{2^{2L-1}}\right)^2 \max_{0 \leq i \leq 2^{L-1}} |\eta_i - \Theta_i|^2\right)
\]
for \((2^{L-1} \tau^{-1} \sqrt{2^{2L-1}})^2 \max_{0 \leq i \leq 2^{L-1}} |\eta_i - \Theta_i| < \text{small enough.}\)

**Proof.** Let $f_0^L$ be the map obtained from Lemma 15, then
\[
f_0^L = SD_\tau,\alpha,2^{-L} \left(\sum_{i=0}^{2^{L-1}} \eta_i H_{Li}\right)
\]
for some $(\eta_i)_{0 \leq i \leq 2^{L-1}} \in S^{2L}$. We now give the decomposition, given $A$ and $B$ exist (it will be shown later),
\[
K(f_0, f) = \int f_0 \log \left(\frac{f}{f_0}\right) d\lambda = \int f_0 \log \left(\frac{f_0}{f_0^L}\right) d\lambda + \int f_0 \log \left(\frac{f_0^L}{f}\right) d\lambda.
\]
Focusing on the first term, the bound $\log(1 + u) \leq u$ for $u > -1$ results in
\[
A \leq \int_0^1 f_0 \frac{f_0 - f_0^L}{f_0^L} d\lambda = \int_0^1 \frac{(f_0 - f_0^L)^2}{f_0^L} d\lambda + 1 - \int_0^1 f_0^L d\lambda \leq \frac{2}{\rho} \|f_0 - f_0^L\|_{\infty}^2 \quad \text{for } L \text{ large enough,}
\]
where we used that, by construction, $\int_0^1 f_0^L(t) dt = 1$. Also, we have lower bounded $f_0^L$ by $\rho/2$ for $L$ large enough and $\tau$ small enough, as a consequence from our assumption on $f_0$ and Lemma 15. On the other hand, using once again that $f_0^L$ is a density, we have the upper bound
\[
B \leq \int_0^1 f_0 \frac{f_0 - f}{f} d\lambda = \int_0^1 \frac{(f_0^L - f)(f_0 - f)^2}{f} d\lambda = \int_0^1 \frac{(f_0 - f_0^L)(f_0 - f)^2}{f} d\lambda + \frac{1}{2} \int_0^1 \frac{(f_0^L - f)^2}{f} d\lambda \leq \frac{1}{2} \int_0^1 (f_0^L - f)^2 d\lambda + \frac{3}{2} \int_0^1 (f_0 - f_0^L)^2 d\lambda \quad \text{using that } 2ab \leq a^2 + b^2 \text{ for } a, b \text{ real numbers.}
\]
Along with the lower bound on $f_0^L$, Lemma 14 ensures that there exists a constant $C$ depending on $\rho$ and $\alpha$ only such that, when $L$ is large enough and $(2^{L-1} \tau^{-1} \sqrt{2^{2L-1}})^2 \max_{0 \leq i \leq 2^{L-1}} |\eta_i - \Theta_i| < \text{small enough,}$
\[
B \leq C \left(\|f_0 - f_0^L\|_{\infty}^2 + (2^{L-1} \tau^{-1} \sqrt{2^{2L-1}})^2 \max_{0 \leq i \leq 2^{L-1}} |\eta_i - \Theta_i|^2\right).
\]
In the end, (33), (34) and Lemma 15 lead to the bound

\[ K(f_0, f) \leq C \left( 2^{-2\alpha L} + \tau^2 + \left( 2L \tau^{-1} \vee 2^2 \tau^{-2} \right)^2 \max_{0 \leq i \leq 2^L - 1} |\eta_i - \Theta_i|^2 \right) \]

where the constant \( C \) only depends on \( \alpha, \rho, \|f_0\|_\infty \) and \( \|f_0\|_{\Sigma(\alpha)} \).

In a second part, we write that

\[
V(f_0, f) = \int f_0 \log \left( \frac{f_0}{f} \right)^2 d\lambda \\
\leq 2 \left[ \int f_0 \log \left( \frac{f_0}{f} \right)^2 d\lambda \right]_{-A'} + 2 \left[ \int f_0 \log \left( \frac{f_0}{f} \right)^2 d\lambda \right]_{-B'}.
\]

For the first term, introducing the Lebesgue-measurable event \( G = \{ x \in [0; 1) \mid f_0(x) > f_L(x) \} \), we use similar arguments as above to write that

\[
A' = \int_G f_0 \log \left( \frac{f_0}{f} \right)^2 d\lambda + \int_{G^C} f_0 \log \left( \frac{f_0}{f} \right)^2 d\lambda \\
\leq \int_G f_0 \left( \frac{f_0 - f_L}{f_0} \right)^2 d\lambda + \int_{G^C} f_0 \left( \frac{f_0 - f_0}{f_0} \right)^2 d\lambda
\]

\[
\leq C \|f_0 - f_L\|^2_{\infty}
\]

where \( C \) depends on \( \rho \) only and the last inequality is valid for \( L \) large enough and \( \tau \) small enough. Similarly, for the second term, introducing the Lebesgue-measurable event \( H = \{ x \in [0; 1) \mid f_0(x) > f(x) \} \) and using Lemma 14, it follows that

\[
B' \leq \int_H f_0 \left( \frac{f_0 - f}{f_0} \right)^2 d\lambda + \int_{H^C} f_0 \left( \frac{f_0 - f}{f_0} \right)^2 d\lambda \\
= C \left( 2^{L \tau^{-1}} + 2^{2L \tau^{-2}} \right)^2 \max_{0 \leq i \leq 2^L - 1} |\eta_i - \Theta_i|^2
\]

for some \( C \), which is valid for \( L \) large enough and \( (2^{L \tau^{-1}} \vee 2^{2L \tau^{-2}}) \max_{0 \leq i \leq 2^L - 1} |\eta_i - \Theta_i| \) small enough. Finally, we obtain from (35), (36) and Lemma 15

\[
V(f_0, f) \leq C \left( 2^{-2\alpha L} + \tau^2 + \left( 2L \tau^{-1} \vee 2^2 \tau^{-2} \right)^2 \max_{0 \leq i \leq 2^L - 1} |\eta_i - \Theta_i|^2 \right)
\]

with \( C \) depending on \( \alpha, \rho, \|f_0\|_\infty \) and \( \|f_0\|_{\Sigma(\alpha)} \).

\[ \square \]

6.5.2. Bound on the Hellinger distance

**Lemma 13.** Let \( \tau > 0, m \in \mathbb{N}, L \in \mathbb{N}^* \) and two density functions \( g_1, g_2 \) on \([0; 1)\) which are piecewise constant on the grid \([2^{-L}; (i + 1)2^{-L}], 0 \leq i \leq 2^L - 1\). Then, for \( f_i = SD_{\tau, m, 2^{-L}}(g_i) \),

\[
h(f_1, f_2) \leq 2 \left( 1 + \sqrt{1 + 2(m + 1)^3 e^{16(m+1)m}} \right) \tau^{-1/2} \|g_1 - g_2\|_2^{1/2}.
\]


Proof. By definition,

$$f_i = \frac{A_{m,2-L}^2(g_i) + \tau}{\int_{[0,1]}(A_{m,2-L}^2(g_i) + \tau)\,d\lambda}.$$ 

Then the triangle inequality, its reversed version and simple algebra give

$$h(f_1, f_2) = \left| \frac{\sqrt{A_{m,2-L}^2(g_1) + \tau}}{\left\|A_{m,2-L}^2(g_1) + \tau\right\|_2} - \frac{\sqrt{A_{m,2-L}^2(g_2) + \tau}}{\left\|A_{m,2-L}^2(g_2) + \tau\right\|_2} \right| \leq 2 \frac{\left\|A_{m,2-L}^2(g_1) + \tau - A_{m,2-L}^2(g_2) + \tau\right\|}{\left\|A_{m,2-L}^2(g_1) + \tau\right\|_2}.$$

The numerator on the right hand side is then bounded by

$$\left\|A_{m,2-L}^2(g_1) + \tau - A_{m,2-L}^2(g_2) + \tau\right\| \leq \left\|A_{m,2-L}^2(g_1) - A_{m,2-L}^2(g_2)\right\|^{1/2} + \left\|(A_{m,2-L}^2(g_1) - A_{m,2-L}^2(g_1)) - (A_{m,2-L}^2(g_2) - A_{m,2-L}^2(g_2))\right\|^{1/2}$$

as for any $a, b \geq 0$, $|\sqrt{a} - \sqrt{b}| \leq \sqrt{|a - b|}$. For the first term, with $g_1$ the 1-periodic extension of $g_i$, we develop

$$\left\|A_{m,2-L}^1(g_1) - A_{m,2-L}^1(g_2)\right\|_1 = \int_0^1 \left| \bar{g}_{1,\infty,2-L}^m(t) - \bar{g}_{2,\infty,2-L}^m(t) \right| dt$$

following Lemma 4. Then, according to the link between $A_{m,2-L}^1(g_i)$ and $A_{m,2-L}^2(g_i)$, the square of the second term is equal to

$$\int_{[0, m+1]} \int_{[1 - m+1]} \left| (A_{m,2-L}^2(g_1) + A_{m,2-L}^2(g_2)) - (A_{m,2-L}^2(g_2) + A_{m,2-L}^2(g_1)) \right| d\lambda \leq \left\|A_{m,2-L}^1(g_1) - A_{m,2-L}^1(g_2)\right\|^2 + \int_{[0, m+1]} \int_{[1 - m+1]} \left| A_{m,2-L}^2(g_1) - A_{m,2-L}^2(g_2) \right| d\lambda.$$

Now, writing $P_1$, $P_2$ the polynomials of degree $m$ such that $A_{m,2-L}^1(g_i)(t) = P_i(t)$ for $t \in \left[\frac{m}{2}, \frac{m+1}{2}\right]$. The polynomials $Q_i = P_i \circ (\cdot \frac{m+1}{2})$ have degree $m$ and, by definition, we have the two equalities,

$$\int_0^{m+1} \left| A_{m,2-L}^2(g_1)(t) - A_{m,2-L}^2(g_2)(t) \right| dt = 2^{-L} (m+1) \int_0^1 |(Q_1 - Q_2)(t)| dt,$$
Lemma 14. Let $L \in \mathbb{N}$ and $(\Theta_1,i)_{0 \leq i \leq 2^L-1}$, $(\Theta_2,i)_{0 \leq i \leq 2^L-1}$ be two elements in $S^{2^L}$. Then, for $0 \leq m \leq 2^L - 1$ and $\epsilon > 0$, there exists a constant $C$ depending only on $m$ such that

$$\left\| S_{\tau,m,2^{-L}} \left( \sum_{0 \leq i \leq 2^L-1} \Theta_1,i H_{Li} \right) - S_{\tau,m,2^{-L}} \left( \sum_{0 \leq i \leq 2^L-1} \Theta_2,i H_{Li} \right) \right\|_\infty \leq C \left( 2^{L\tau-1} \vee 2^{L\tau-2} \right) \max_{0 \leq i \leq 2^L-1} |\Theta_1,i - \Theta_2,i|.$$ 

Proof. From (4) and Lemma 4, it is straightforward that

$$\left\| A_{m,2^{-L}}^1 \left( \sum_{0 \leq i \leq 2^L-1} \Theta_1,i H_{Li} \right) - A_{m,2^{-L}}^1 \left( \sum_{0 \leq i \leq 2^L-1} \Theta_2,i H_{Li} \right) \right\|_\infty \leq \left\| \sum_{0 \leq i \leq 2^L-1} \Theta_1,i H_{Li} - \sum_{0 \leq i \leq 2^L-1} \Theta_2,i H_{Li} \right\|_\infty$$

$$= 2^L \max_{0 \leq i \leq 2^L-1} |\Theta_1,i - \Theta_2,i|.$$

Finally, we obtain the bound

$$h(f_1, f_2) \leq 2 \left( 1 + \sqrt{1 + 2 (m + 1)^3 e^{6(m+1)m}} \right) \frac{\|g_1 - g_2\|^{\frac{1}{2}}}{\| \sqrt{A_{m,2^{-L}}^2 (g_1) + \tau} \|_2} \leq 2 \left( 1 + \sqrt{1 + 2 (m + 1)^3 e^{6(m+1)m}} \right) \tau^{-1/2} \|g_1 - g_2\|^\frac{1}{2}.$$ 

6.5.3. Bounds on sup-norm distance.

Lemma 14. Let $L \in \mathbb{N}$ and $(\Theta_1,i)_{0 \leq i \leq 2^L-1}$, $(\Theta_2,i)_{0 \leq i \leq 2^L-1}$ be two elements in $S^{2^L}$. Then, for $0 \leq m \leq 2^L - 1$ and $\epsilon > 0$, there exists a constant $C$ depending only on $m$ such that

$$\left\| S_{\tau,m,2^{-L}} \left( \sum_{0 \leq i \leq 2^L-1} \Theta_1,i H_{Li} \right) - S_{\tau,m,2^{-L}} \left( \sum_{0 \leq i \leq 2^L-1} \Theta_2,i H_{Li} \right) \right\|_\infty \leq C \left( 2^{L\tau-1} \vee 2^{L\tau-2} \right) \max_{0 \leq i \leq 2^L-1} |\Theta_1,i - \Theta_2,i|.$$ 

Proof. From (4) and Lemma 4, it is straightforward that

$$\left\| A_{m,2^{-L}}^1 \left( \sum_{0 \leq i \leq 2^L-1} \Theta_1,i H_{Li} \right) - A_{m,2^{-L}}^1 \left( \sum_{0 \leq i \leq 2^L-1} \Theta_2,i H_{Li} \right) \right\|_\infty \leq \left\| \sum_{0 \leq i \leq 2^L-1} \Theta_1,i H_{Li} - \sum_{0 \leq i \leq 2^L-1} \Theta_2,i H_{Li} \right\|_\infty \leq 2^L \max_{0 \leq i \leq 2^L-1} |\Theta_1,i - \Theta_2,i|.$$
Now, we point out that, for $J \neq \emptyset$ an interval in $[0; 1)$,

$$\|f\|_{\infty, J} := \sup_{x \in J} |f(x)|$$

defines a norm on the space of polynomials of degree at most $m$, which is of finite dimension. Therefore there exist constants $C_{1,m} \geq 1$ and $C_{2,m} \geq 1$ such that

$$\|\cdot\|_{\infty,[0;1)} \leq C_{1,m} \|\cdot\|_{\infty,[0;(m+1)^{-1})} \quad \text{and} \quad \|\cdot\|_{\infty,[0;1)} \leq C_{2,m} \|\cdot\|_{\infty,[m(m+1)^{-1};1)}.$$

Also, let’s write $P_j$ (resp. $Q_j$) the polynomial of degree $m$ such that

$$A_{m,2^{-L}}^1 \left( \sum_{0 \leq i \leq 2^L-1} \Theta_{j,i} H_{Li} \right) = P_j(2^L(m+1)^{-1}, \cdot) \quad \text{resp.} \quad Q_j \left( 2^L(m+1)^{-1} \left( \cdot - 1 + (m+1)2^{-L} \right) \right),$$

on the interval $[m 2^{-L}; (m+1)2^{-L})$ (resp. $[1 - (m+1)2^{-L}; 1 - m2^{-L})$). These polynomials exist according to Lemma 8. It follows that, by definition,

$$\sup_{t \in [0:(m+1)2^{-L})} \left| A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^L-1} \Theta_{1,i} H_{Li} \right)(t) - A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^L-1} \Theta_{2,i} H_{Li} \right)(t) \right|$$

$$= \sup_{t \in [0:(m+1)2^{-L})} \left| P_1(2^L(m+1)^{-1}t) - P_2(2^L(m+1)^{-1}t) \right|$$

$$= \sup_{t \in [0;1)} \left| P_1(t) - P_2(t) \right|$$

$$\leq C_{2,m} \sup_{t \in [m2^{-L};(m+1)2^{-L})} \left| P_1(2^L(m+1)^{-1}t) - P_2(2^L(m+1)^{-1}t) \right|$$

$$= C_{2,m} \sup_{t \in [m2^{-L};(m+1)2^{-L})} \left| A_{m,2^{-L}}^1 \left( \sum_{0 \leq i \leq 2^L-1} \Theta_{1,i} H_{Li} \right)(t) - A_{m,2^{-L}}^1 \left( \sum_{0 \leq i \leq 2^L-1} \Theta_{2,i} H_{Li} \right)(t) \right|$$

$$= C_{2,m} \sup_{t \in [m2^{-L};(m+1)2^{-L})} \left| A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^L-1} \Theta_{j,i} H_{Li} \right)(t) - A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^L-1} \Theta_{2,j} H_{Li} \right)(t) \right|.$$
are equal on \([m + 1)2^{-L}; 1 - (m + 1)2^{-L}\),
\[
\begin{align*}
    &\left\| A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{1,i} H_{L,i} \right) - A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{2,i} H_{L,i} \right) \right\|_\infty \\
    \leq & \max(C_{1,m}, C_{2,m}) \left\| A_{m,2^{-L}}^1 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{1,i} H_{L,i} \right) - A_{m,2^{-L}}^1 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{2,i} H_{L,i} \right) \right\|_\infty 
\end{align*}
\]
(38)

Then, from Lemma 4 and the hypothesis on the \((\Theta_{j,i})_{0 \leq i \leq 2^{L-1}}\) sequences, we also notice that
\[
\left\| A_{m,2^{-L}}^1 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{j,i} H_{L,i} \right) \right\|_\infty \leq 2^L.
\]

Therefore, the same arguments as above gives
\[
\left\| A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{j,i} H_{L,i} \right) \right\|_\infty \leq 2^L \max(C_{1,m}, C_{2,m}).
\]

Finally, denoting
\[
I_j = \int_0^1 \left[ A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{j,i} H_{L,i} \right) + \tau \right] d\lambda,
\]
(8) gives
\[
\begin{align*}
    &\left\| SD_{\tau,m,2^{-L}} \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{1,i} H_{L,i} \right) - SD_{\tau,m,2^{-L}} \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{2,i} H_{L,i} \right) \right\|_\infty \\
    \leq & \tau^{-1} \left\| A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{1,i} H_{L,i} \right) - A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{2,i} H_{L,i} \right) \right\|_\infty \\
    & + \left\| A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{2,i} H_{L,i} \right) \right\|_\infty \left| \frac{1}{I_1} - \frac{1}{I_2} \right| \\
    \leq & \left( \tau^{-1} + 2^L \max(C_{1,m}, C_{2,m}) \tau^{-2} \right) \left\| A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{1,i} H_{L,i} \right) - A_{m,2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^{L-1}} \Theta_{2,i} H_{L,i} \right) \right\|_\infty.
\end{align*}
\]
(39)

Combining (37), (38) and (39) concludes the proof.
Lemma 15. Let \( f_0 \in \Sigma(\alpha, [0, 1]) \), for \( \alpha > 0 \), be a probability density function such that \( f_0 \geq \rho \) for some \( \rho > 0 \). Then, for \( L \in \mathbb{N} \) large enough, there exists \((\eta_i)_{0 \leq i \leq 2^L - 1} \in S^{2^L} \) and a constant \( C \) depending only on \( \alpha \), \( \|f_0\|_\infty \) and \( \|f_0\|_{\Sigma(\alpha)} \) such that

\[
\left\| f_0 - SD_{\tau, [\alpha], 2^{-L}} \left( \sum_{i=0}^{2^L-1} \eta_i H_{L_i} \right) \right\|_\infty \leq C \left( 2^{-\alpha L} + \tau \right)
\]

for any \( \tau > 0 \) small enough.

Proof. Let's write \( \tilde{f}_0^L = \sum_{i=0}^{2^L-1} \eta_i S_{i, 2^{-L}, [\alpha]} \) the application from Lemma 1 such that

\[
\left\| f_0 \right\|_{\Sigma(\alpha) \to \Sigma(\alpha)} \left[ [\alpha]2^{-L}; 1 - [\alpha]2^{-L} \right] - \tilde{f}_0^L \left( \sum_{i=0}^{2^L-1} \eta_i H_{L_i} \right) \right\|_\infty \leq C2^{-\alpha L}
\]

with \((\theta_i)_{0 \leq i \leq 2^L - 1} \in S^{2^L} \). Then, we see, from definitions (6), (11) and equation (10) that

\[
\tilde{f}_0^L = A^1_{[\alpha], 2^{-L}} \left( \sum_{0 \leq i \leq 2^L - 1} \eta_i H_{L_i} \right)
\]

and we introduce

\[
f_0^L = SD_{\tau, [\alpha], 2^{-L}} \left( \sum_{0 \leq i \leq 2^L - 1} \eta_i H_{L_i} \right).
\]

Besides, by construction (see Subsection 3.2) and from (7), there exists a polynomial \( P \) of degree \( [\alpha] \) such that

\[
\forall t \in \left[ 0; \frac{[\alpha]+1}{2^L} \right), \quad A^2_{[\alpha], 2^{-L}} \left( \sum_{0 \leq i \leq 2^L - 1} \eta_i H_{L_i} \right)(t) = P \left( \frac{2^L t}{[\alpha]+1} \right). \tag{41}
\]

We point out that we also have, for any \( t \in \left[ \frac{[\alpha]}{2^L}, \frac{[\alpha]+1}{2^L} \right), \)

\[
A^2_{[\alpha], 2^{-L}} \left( \sum_{0 \leq i \leq 2^L - 1} \eta_i H_{L_i} \right)(t) = A^1_{[\alpha], 2^{-L}} \left( \sum_{0 \leq i \leq 2^L - 1} \eta_i H_{L_i} \right)(t). \tag{42}
\]

Also, if \( \mathbb{R}_{[\alpha]}[X] \) is the space of all polynomials of degree at most \( [\alpha] \), it is well-known fact that there exists a polynomial \( Q_1 \in \mathbb{R}_{[\alpha]}[X] \) such that \( \forall t \in \left[ 0; \frac{[\alpha]+1}{2^L} \right), \left| f_0(t) - Q_1(t) \right| \leq C2^{-\alpha L} \), with \( C \) a constant depending only on \( \alpha \) and \( \|f_0\|_{\Sigma(\alpha)} \). Let \( Q(t) = Q_1 \left( \frac{[\alpha]+1}{2^L} t \right) \) for \( t \in [0; 1) \). Let's define on \( \mathbb{R}_{[\alpha]}[X] \), for \( J \) an interval in \( [0; 1) \), the norm

\[
\|g\|_{\infty, J} := \sup_{x \in J} |g(x)|.
\]
By equivalence of norms on $\mathbb{R}_{[\alpha]} [X]$, $\|g\|_{\infty,[0;1]} \leq C\|g\|_{\infty,[\alpha]((\alpha)+1)^{-1},1}$, with $C$ a constant depending on $[\alpha]$ only.

Now, using that, by definition, $\tilde{f}^L_0$ and $Q_1$ are both close to $f_0$ on some intervals as shown above, we deduce from the last paragraph, (41), (42) and the bound (40)

$$\|Q - P\|_{\infty,[0;1]} = \sup_{x \in [0;1]} |Q(x) - P(x)|$$

$$\leq \sup_{t \in [0;\frac{\alpha}{2L}]} |f_0(t) - Q_1(t)| + \sup_{t \in [0;\frac{\alpha}{2L}]} |P(t) - \left(\frac{2L}{\alpha} + 1\right)|$$

$$\leq C2^{-\alpha L}$$

where $C$ depends on $\alpha$, $\|f_0\|_{\infty}$ and $\|f_0\|_{\Sigma(\alpha)}$ only. Hence, from (41),

$$\sup_{t \in [0;\frac{\alpha}{2L}]} \left|f_0(t) - A^2_{[\alpha],2-L} \left(\sum_{i=0}^{2^L-1} \theta_i 2L \mathbb{1}_{[i2^{L}:(i+1)2^{L}-1]} \right)(t)\right| \leq \sup_{t \in [0;\frac{\alpha}{2L}]} |f_0(t) - Q_1(t)| +$$

$$\sup_{t \in [0;\frac{\alpha}{2L}]} |Q_1(t) - P \left(\frac{2L}{\alpha} + 1\right)|$$

$$\leq C2^{-\alpha L} + \|Q - P\|_{\infty,[0;1]}$$

$$\leq C2^{-\alpha L}$$

with $C$ a constant depending only on $f_0$, $\|f_0\|_{\infty}$ (which exists as $f_0$ is a Hölderian density, see for instance [70], p.9) and $\|f_0\|_{\Sigma(\alpha)}$. Using the same reasoning to control the distance on $[1 - \frac{\alpha}{2L}, 1)$ and the equality (42), we conclude that

$$\left\|f_0 - A^2_{[\alpha],2-L} \left(\sum_{0 \leq i \leq 2^L-1} \eta_i H_{L,i}\right)\right\|_{\infty} \leq C2^{-\alpha L} \quad (43)$$

and $\left|1 - f_0^L A^2_{[\alpha],2-L} \left(\sum_{0 \leq i \leq 2^L-1} \eta_i H_{L,i}\right)(u)\right| du \leq C2^{-\alpha L}$. For $L$ large enough, as $f_0$ is lower bounded by a strictly positive constant, we thus have that $A^2_{[\alpha],2-L} \left(\sum_{0 \leq i \leq 2^L-1} \eta_i H_{L,i}\right)$ is positive for $L$ large enough, leading to the simplification of the definition (8) (we remove the positive parts from the formula)

$$f_0^L = SD_{\tau,[\alpha],2-L} \left(\sum_{0 \leq i \leq 2^L-1} \eta_i H_{L,i}\right) = \frac{A^2_{[\alpha],2-L} \left(\sum_{0 \leq i \leq 2^L-1} \eta_i H_{L,i}\right) + \tau}{f_0^L A^2_{[\alpha],2-L} \left(\sum_{0 \leq i \leq 2^L-1} \eta_i H_{L,i}\right)(u) + \tau} du.$$
We also have that $A_{[\alpha],2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^L-1} \eta_i H_{L_i} \right)$ is upper bounded by a constant depending only on $\alpha$, $\|f_0\|_{\infty}$ and $\|f\|_{\Sigma(\alpha)}$ as a consequence from (43). Finally,

$$\left\| f_0 - f_0^L \right\|_{\infty} \leq C 2^{-\alpha L} + \tau +$$

$$\left| 1 - \frac{1}{f_0^1 \left( A_{[\alpha],2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^L-1} \eta_i H_{L_i} \right) (u) + \tau \right) du} \right| \times$$

$$\left\| A_{[\alpha],2^{-L}}^2 \left( \sum_{0 \leq i \leq 2^L-1} \eta_i H_{L_i} \right) (u) + \tau \right\|_{\infty} \leq C \left( 2^{-\alpha L} + \tau \right).$$

\[ \square \]

6.6. Miscellaneous.

6.6.1. Extension of Hölderian maps.

**Lemma 16.** Let $E \subset \mathbb{R}$ be a non-empty interval and let $f_0 \in \Sigma(\alpha, E)$ where $\alpha > 0$. Then there exists a function $\tilde{f} \in \Sigma(\alpha, \mathbb{R})$ so that $\tilde{f}\vert_E = f_0$ and $\left\| \tilde{f} \right\|_{\Sigma(\alpha)} = \|f_0\|_{\Sigma(\alpha)}$.

**Proof.** First, let’s assume that $\alpha \leq 1$. We use the fact that

$$|x_1 - x_2|^{\alpha} \leq (|x_1 - x_3| + |x_2 - x_3|)^{\alpha} \leq |x_1 - x_3|^{\alpha} + |x_2 - x_3|^{\alpha}. \quad (44)$$

First, for $f_0 \in \Sigma(\alpha, E)$, we have $|f_0(x) - f_0(y)| \leq \|f\|_{\Sigma(\alpha)} |x - y|^\alpha$ for all $x, y \in E$ and we define

$$h(x) := \inf \left\{ f_0(y) + \|f_0\|_{\Sigma(\alpha)} |x - y|^\alpha : y \in E \right\}, \quad x \in \mathbb{R}^n.$$

If $x \in E$, then taking $y = x$ we get that $h(x) \leq f_0(x)$. To prove that $h(x)$ is finite for every $x \in \mathbb{R}^n$, fix $y_0 \in E$. If $y \in E$ then, from (44),

$$f_0(y) - f_0(y_0) + \|f_0\|_{\Sigma(\alpha)} |x - y|^\alpha \geq -\|f_0\|_{\Sigma(\alpha)} |y - y_0|^\alpha + \|f_0\|_{\Sigma(\alpha)} |x - y|^\alpha \geq -\|f_0\|_{\Sigma(\alpha)} |x - y_0|^\alpha,$$

and so

$$h(x) = \inf \left\{ f_0(y) + \|f_0\|_{\Sigma(\alpha)} |x - y|^\alpha : y \in E \right\} \geq f_0(y_0) - \|f_0\|_{\Sigma(\alpha)} |x - y_0|^\alpha > -\infty.$$

Note that if $x \in E$, then we can choose $y_0 = x$ in the previous inequality to obtain $h(x) \geq f(x)$. Thus $h$ extends $f_0$. Next we prove that

$$|h(x_1) - h(x_2)| \leq \|f_0\|_{\Sigma(\alpha)} |x_1 - x_2|^\alpha.$$
for any \( x_1, x_2 \in \mathbb{R} \). Given \( \varepsilon > 0 \), by the definition of \( h \) there exists \( y_1 \in E \) such that
\[
h(x_1) \geq f_0(y_1) + \|f_0\|_{\Sigma(\alpha)} |x_1 - y_1|^{\alpha} - \varepsilon.
\]
Since \( h(x_2) \leq f_0(y_1) + \|f_0\|_{\Sigma(\alpha)} |x_2 - y_1|^{\alpha} \), we get from (44)
\[
h(x_1) - h(x_2) \geq \|f_0\|_{\Sigma(\alpha)} |x_1 - y_1|^{\alpha} - \|f_0\|_{\Sigma(\alpha)} |x_2 - y_1|^{\alpha} - \varepsilon
\]
\[
\geq - \|f_0\|_{\Sigma(\alpha)} |x_1 - x_2|^{\alpha} - \varepsilon.
\]
Letting \( \varepsilon \to 0 \) gives that \( h(x_1) - h(x_2) \geq - \|f_0\|_{\Sigma(\alpha)} |x_1 - x_2|^{\alpha} \). It remains to reverse the roles of \( x_1 \) and \( x_2 \) to prove that \( h \) is Hölder continuous with \( \|h\|_{\Sigma(\alpha)} = \|f_0\|_{\Sigma(\alpha)} \).
Now, if \( \alpha > 1 \), we have that \( f_0 \in \Sigma(\alpha, E) \) implies
\[
f_0([\alpha]) \in \Sigma(\alpha - [\alpha], E), \quad \|f_0([\alpha])\|_{\Sigma(\alpha - [\alpha])} = \|f_0\|_{\Sigma(\alpha)}.
\]
The above proof ensures that there exist \( g \in \Sigma(\alpha - [\alpha], \mathbb{R}) \) such that \( g|_E = f_0([\alpha]) \). As this last application as well as \( g \) are continuous, it suffices to take the successive primitives of \( g \) (with equality constraint ensuring that these are also derivatives of \( f_0 \)) to obtain the result.

6.6.2. Control of discretization error.

**Lemma 17.** Let \( f \) be a piecewise constant map on the intervals \([i/l; (i+1)/l], i = 0, \ldots, l-1, \) with \( l \in \mathbb{N}^* \). Let’s assume that \( f \) takes values in \([0;l']\). Then, if \( g \) is the 1-periodic extension of \( f \) on \( \mathbb{R} \), we have
\[
\|g_{s'=s}^m - g_{s}^m\|_{\infty} \leq \frac{ml'(ls + 1)}{q}
\]
for \( m \in \mathbb{N}, 0 < s < 1/2 \).

**Proof.** If \( m = 0 \), the result is straightforward. Otherwise, we start by noting that, as \( g \) is 1-periodic, (3) gives that \( g_{s'=s}^m \), as well as \( g_{s}^m \), are themselves 1-periodic. It is therefore sufficient to control
\[
|g_{s'=s}^m(x) - g_{s}^m(x)| \text{ for } x \text{ in } [0; 1).
\]
Before going further, let’s first show that for any \( m \geq 0 \), \( g_{s'=s}^m \) is a function of bounded variation over any interval \([x - s; x]\), with a bound on its total variation independent of \( x \in \mathbb{R} \). This means that there exists a constant \( V = V(l', l, s) > 0 \), such that, for any \( x \in \mathbb{R} \) and subdivision \( \sigma = \{x - s = x_1 < x_2 \ldots x_{n-1} < x_n = x \mid n \geq 2\} \),
\[
\sum_{i=1}^{n} |g_{s'=s}^m(x_{i+1}) - g_{s'=s}^m(x_i)| \leq V.
\]
By assumptions on \( f \), on an interval of length \( s \), \( g \) is piecewise constant with at most \( ls + 1 \) discontinuity points and takes values in \([0;l']\). Therefore, \( g \) has bounded variation at most \( V = l'(ls + 1) \). Then we show that the convolution of \( s^{-m} \chi_{s}^{x_m} \) with \( g \) is also a function with bounded variation on any interval \([x - s; x]\) with \( x \in [0; 1) \). Indeed, for a subdivision \( \sigma \) of \([x - s; x]\) and \( m \) such that \( s(m + 1) < 1 \), using (3) and Lemma 4
\[
\sum_{i=1}^{n} \left| g_{s'=s}^m(x_{i+1}) - g_{s'}^{m}(x_i) \right| = \sum_{i=1}^{n} |s^{-m} \chi_{s}^{x_m} * g(x_{i+1}) - s^{-m} \chi_{s}^{x_m} * g(x_i)|
\]
Let’s assume \( m = 1 \), in which case \( g_{1,s}^1(x) \) is a Riemann sum with converges to \( g_{\infty,s}^1(x) = s^{-1} \int_{x-s}^x g(t) \, dt \) as \( q \to \infty \). More precisely, with the bounded variation property above, it is a common result that in this case

\[
\left| s g_{\infty,s}^1(x) - s g_{1,s}^1(x) \right| \leq V \frac{s}{q} \leq \frac{V_s (ls + 1)}{q}.
\]

This proves the lemma for \( m = 1 \).

For the general case, let’s assume that the lemma is true for some \( m \in \mathbb{N}^* \). We use the same argument, since the above equation translates in

\[
\left| g_{\infty,s}^{m+1}(x) - \left(g_{\infty,s}^m \right)^1_{q,s}(x) \right| \leq \frac{V_s (ls + 1)}{q},
\]

according to (45). Also, the property at level \( m \) ensures that

\[
\left| g_{q,s}^{m+1}(x) - \left(g_{\infty,s}^m \right)^1_{q,s}(x) \right| \leq \frac{1}{q} \sum_{i=0}^{q-1} \left| g_{q,s}^m(x - is) - g_{\infty,s}^m(x - is) \right|
\]

\[
\leq \frac{ml'(ls + 1)}{q}.
\]

Using the triangular inequality on \( |g_{\infty,s}^{m+1}(x) - g_{q,s}^{m+1}(x)| \) to obtain a bound from the sum of the two terms above allows to conclude the proof.

\[\square\]

6.6.3. Equivalence of norms on spaces of polynomials.

**Lemma 18.** Let \( \mathbb{R}_n[X] \) be the space of polynomials of degree at most \( n \) and with real coefficients. For \( P \in \mathbb{R}_n[X] \), let’s write

\[
\|P\|_{\infty,J} := \max_{t \in J} |P(t)|, \quad \text{with } J \text{ an interval in } \mathbb{R}.
\]

Then, for all \( P \in \mathbb{R}_n[X] \) and \( s \in [0; 1) \), we have

\[
\|P\|_{\infty,[0;1]} \leq e^{\sqrt{6s-1}n} \|P\|_{\infty,[0,s]}
\]

as well as

\[
\|P\|_{\infty,[0;1]} \leq e^{\sqrt{6s-1}n} \|P\|_{\infty,[1-s;1]}.
\]

It also follows that

\[
\int_{[0;1]} |P(u)| \, du \leq e^{\sqrt{6s-1}n} \frac{2}{s} (n+1)^2 \int_{[0,s]} |P(u)| \, du,
\]
\[
\int_{[0;1]} |P(u)| \, du \leq e^{\sqrt{6 s - 1} n^2 (n + 1)^2} \int_{[1-s;1]} |P(u)| \, du.
\]

**Proof.** For \( n = 0 \), the result is straightforward. Let’s then delve into the case \( n \geq 1 \). First, as \( x^k - y^k = (x - y) \sum_{i=0}^{k-1} x^i y^{k-1-i} \) for any \( x, y \) in \([-1; 1]\),

\[
|x^k - y^k| \leq k|x - y|.
\]

Then, if \( P(x) = \sum_{k=0}^{n} a_k x^k \), we have

\[
|P(x) - P(y)| \leq \sum_{k=1}^{n} |a_k| |x^k - y^k| \leq |x - y| \sum_{k=1}^{n} k |a_k|.
\]

Before going further, we point out that necessarily \( a_k = \frac{P^{(2k)}(0)}{(2k)!} \). Now, let’s recall Markov’s brother inequality (that can be found in [9] for instance) which states that, for \( Q \in \mathbb{R}_n[X] \) and any nonnegative integers \( k \)

\[
\max_{-1 \leq x \leq 1} |Q^{(k)}(x)| \leq \frac{n^2(n^2 - 1^2)(n^2 - 2^2) \cdots (n^2 - (k-1)^2)}{1 \cdot 3 \cdot 5 \cdots (2k - 1)} \max_{-1 \leq x \leq 1} |Q(x)|.
\]

The constant appearing in the above inequality is equal to \( T_n(2k)(1) \), where \( T_n \) is the \( n \)-th Chebyshev polynomial. Let’s apply this inequality to \( Q = P \circ \left( \frac{s}{2}(X + 1) \right) \). First, we have

\[
\|P\|_{\infty, [0; s]} = \max_{-1 \leq x \leq 1} |Q(x)|.
\]

And then, for \( x \in [-1; 1] \),

\[
Q^{(k)}(x) = \left( \frac{s}{2} \right)^k P^{(k)} \left( \frac{s}{2}(x + 1) \right),
\]

so that

\[
\max_{-1 \leq x \leq 1} |Q^{(k)}(x)| = \left( \frac{s}{2} \right)^k \max_{0 \leq x \leq s} |P^{(k)}(x)| \geq \left( \frac{s}{2} \right)^k |P^{(k)}(0)|.
\]

Combining these results finally gives us, for \( 0 \leq x, y \leq 1 \),

\[
|P(x) - P(y)| \leq |x - y| \sum_{k=1}^{n} k |a_k| = |x - y| \sum_{k=1}^{n} \frac{|P^{(k)}(0)|}{(k-1)!} \leq |x - y| \sum_{k=1}^{n} \left( \frac{2}{s} \right)^k \frac{T_n(2k)(1)}{(k-1)!} \|P\|_{\infty, [0; s]}.
\]
It follows readily that
\[ \|P\|_{\infty, [0;1]} \leq \left( 1 + \sum_{k=1}^{n} \left( \frac{2}{\sqrt{s}} \right)^k \frac{T_n(2k)}{(k-1)!} \right) \|P\|_{\infty, [0;s]} . \]

The multiplicative factor above is then bounded by
\[ 1 + \sum_{k=1}^{n} \frac{6^k s^{-k} n^{2k}}{(2k)!} \leq 1 + \sum_{k=1}^{n} \frac{(\sqrt{s^{-1}} n)^{2k}}{(2k)!} \leq e^{\sqrt{6 s^{-1}} n} \]
as \( k \leq (3/2)^k, \forall k \geq 1 \). This concludes the proof of the first inequality. For the second inequality, it suffices to remark that for \( P \in \mathbb{R}_n[X] \),
\[ \|P\|_{\infty, [1-s;1]} = \|R\|_{\infty, [0;s]}, \quad \|P\|_{\infty, [0;1]} = \|R\|_{\infty, [0;1]}, \]
with \( R(t) = P(1 - t) \) for any \( t \) a real number, defining \( R \) as an element of \( \mathbb{R}_n[X] \).

Finally, for the last claim, we introduce the primitive \( p(\cdot) = \int_0^t P(t)dt \) which is a polynomial of degree at most \( n + 1 \) verifying
\[ \|p\|_{\infty, [0;s]} \leq \int_0^s |P(t)|dt . \]
With Markov’s brother inequality and rescaling, we have
\[ \|P\|_{\infty, [0;s]} \leq 2 \frac{2}{s} (n + 1)^2 \|p\|_{\infty, [0;s]} \]
which allows us to conclude
\[ \int_{[0;1]} |P(u)| du \leq \|P\|_{\infty, [0;1]} \leq e^{\sqrt{6 s^{-1}} n} \|P\|_{\infty, [0;s]} \leq e^{\sqrt{6 s^{-1}} n} \frac{2}{s} (n + 1)^2 \int_0^s |P(u)|du . \]
\( \square \)