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Abstract

We consider quantum interferences of ballistic electrons propagating inside fractal structures with nanometric size of their arms. We use a scaling argument to calculate the density of states of free electrons confined in a simple model fractal. We show how the fractal dimension governs the density of states and optical properties of fractal structures in the RF-IR region. We discuss the effect of disorder on the density of states along with the possibility of experimental observation.

PACS numbers: 05.60.Gg Quantum transport. 73.23.Ad Ballistic transport 78.67.Bf Optical properties of low dimensional, mesoscopic, and nanoscale materials and structures.
I. PECULIARITY OF METALLIC NANOFRACKTALS

Ramified structures are widely observed in nature at scales from the microscopic world up to the human size. They have been studied in various contexts and in different domains of science: biology, physics, chemistry, etc. Surface Science is one particular field where the ramified semi-metal\textsuperscript{1,2}, semiconductor\textsuperscript{3}, metallic\textsuperscript{4,5} or dielectric\textsuperscript{6,7} structures may range from the nanometric up to the micrometric sizes. The mean free path of electrons in metals is usually of the order of $10^2$-$10^3$ nm depending on the kinetic energy. Therefore electrons propagating ballistically in metallic nanostructures may manifest essentially quantum behavior associated with strong interference of their De Broglie waves in contrast to the diffusive\textsuperscript{8} or hopping\textsuperscript{9} behavior intensively studied during the last decades. The combination of quantum ballistic motion and ramified geometry suggests to consider the interference of electrons in a fractal metallic structure confining their propagation.

Tree-like structures is a natural example of fractals. Results obtained for quantum particles moving on tree-like lattices\textsuperscript{10}, for the quantum localization in the framework of sparse random matrix models\textsuperscript{11} topologically similar to trees, and for quantum systems with tree-like hierarchy of interactions\textsuperscript{12} have revealed a certain universality associated with such a topology, that persists in different physical situations. Therefore for tree-like fractals one can also expect a universality of the quantum properties related to their specific geometry. Moreover, the key property of fractal structures is the invariance under certain scaling transformations. Therefore considering quantum dynamics of electrons on fractal trees we take advantage of the scaling arguments\textsuperscript{13}. Note that it is equally important to study the properties of ensembles of isolated or interacting fractals placed together at a surface, since it is experimentally difficult to address a single nanometric object. Models of such ensembles might be also of interest for consideration of conductivity of thin films\textsuperscript{14}, heterogeneous catalysis of nanometer larger silver particles\textsuperscript{15}, quantum dot networks\textsuperscript{16}, and in other domains.

In this paper, we consider the simplest tree-like fractal with identical length of the branches at each generation and symmetric nodes as a support of ballistically propagating electrons. We introduce a single geometrical parameter $a$ which gives the ratio of branch lengths for successive generations. We shall see that this parameter is closely related to the fractal dimension of the tree. We show that the density of the one-electron states manifests
a power law dependence on the momentum near zero energy with the power index being the fractal dimension. It is consistent with the result\textsuperscript{17} for the low momentum asymptotic of Green functions in systems of fractal dimensionality. Note that this property is typical of fractals since linear objects of the same size do not have quantum states close to zero energy according to the Born-Sommerfeld quantization rule. We demonstrate the macroscopic manifestations of this power law in optical properties of surfaces covered by the nanometric ramified structures by calculating the reflectivity in the RF-IR frequency domain. Finally, with the help of a simple random matrix approach\textsuperscript{18} we consider the role of irregularities in fractal structures resulting from the statistical distribution of branch lengths and nodes asymmetries, that does not require to allow for the level-level correlations in the ballistic regime.

We formulate the problem in terms of the Green functions of a particle propagating along the fractal. We employ the momentum variable which is natural for consideration of the interference phenomena, whereas the energy dependence is given by the dispersion law $E = E(p)$ specific for each type of systems. It allows one to implement the results for any particular dependence of the particle energy on the momentum which are usually different for metals and for semiconductors: for a free particle $E = p^2/2m$, where $m$ is the mass of the particle, whereas for metals $E = v_f |p|$, where $v_f$ is the Fermi velocity. One-particle Green functions are obtained following the standard quantum field formalism widely developed in various textbooks\textsuperscript{19}. Quantum state density $g(p)$ and several other properties such as linear dipole response $R(\omega)$ or conductivity $\sigma(\omega)$ at a frequency $\omega$ can be found with the help of its retarded $\hat{G}^R(E)$ and advanced $\hat{G}^A(E)$ Green operators via the relations\textsuperscript{20}

$$
\begin{align*}
    g(p) &= -\frac{1}{\pi} \text{Im} \text{ Tr } \hat{G}^R(E) \\
    R(\omega) &= \text{ Tr } \hat{G}^A(E) \hat{d} \hat{G}^R(E + \omega) \hat{d} \rho(p), \\
    \sigma(\omega) &= \text{ Tr } \hat{G}^A(E) \hat{j} \hat{G}^R(E + \omega) \hat{j} \rho(p),
\end{align*}
$$

(1)

where $\hat{d}$ is the dipole moment operator, $\hat{j}$ is the current operator, and $\hat{\rho}$ is the density matrix. By the analogy to a photon propagating in a Fabri-Perot resonator, we can take into account only the coordinate parts $G(p, x, x')$ of the Greens operators at a given energy $E(p)$ ignoring the resonant denominators $(E - E(p) + i0)$. The latter can be factored out during the consideration of the interference phenomena and have to be restored only at the last stage, prior to substitution to Eqs.(1). Note that in the case of ballistic propagation the coordinate
part of the product $G^A(E)G^R (E + \omega)$ can be written in a single factor $G(p)$ depending only on the momentum $p = \omega p'_E$, where $p'_E = 1/v_f$, associated with the energy shift $\omega$. For $g(p)$, Im $R(\omega)$, Re $\sigma(\omega)$ the allowance for denominators yields the Dirac $\delta$-functions of energies which disappears after taking the trace. Therefore these parameters responsible for the absorption of electro-magnetic radiation can be calculated directly when we replace $G^A G^R$ in Eqs. (1) by $G(p)$. The Kramers-Kronig relation then yields the dispersive parts Re $R(\omega)$ and Im $\sigma(\omega)$. In this paper we therefore call "Green function" the coordinate part $G(p, x, x')$ of $\hat{G}^A(p_f)\hat{G}^R(p + p_f)$.

For metals the density matrix is given by the Fermi step $\hat{\rho}(p) = v_f n_e \Theta(-p)$ where $n_e$ is the electron state density in metal near the Fermi surface and the Fermi momentum is taken as a reference point. The dipole moment operator $\hat{d}$ in the momentum representation reads $\hat{d} = ie \partial/\partial p$ where $e$ is the electron charge (we set $\hbar = 1$), whereas the current operator $\hat{j}$ is simply $pe/m$. Therefore Eq. (1) takes the form

\begin{align}
g(p) = & \frac{1}{\pi} \text{Tr} G(p) \\
\text{Im } R(\omega) = & v_f e^2 n_e \left. \frac{\partial}{\partial p} \right|_{p=0} \text{Tr} \left( p + \frac{\omega}{v_f} \right) \\
\text{Re } \sigma(\omega) = & \frac{e^2 n_e}{mv_f} \text{Tr} \left( \frac{\omega}{v_f} \right)
\end{align}

where we have taken into account the relation $\partial \Theta(p)/\partial p = -\delta(p)$. The trace operation now implies only summation over all closed trajectories in the coordinate space corresponding to a given momentum in complete analogy with the Fabri-Perot resonator.

II. THE MODEL OF FRACTAL

We model a fractal by three trees with trunks joint in a node at the fractal center (Fig. I). Each of the trees starts with a trunk of length $L$ and is built by recursive attaching at each terminations two homothetical branches scaled by a factor $a$. The homothetical factor $a$ is the main parameter of the model. It governs all geometrical properties and in particular the fractal dimension which is the main physical parameter. For $a > 1$ branches are longer at each step, whereas for $a < 1$, branches are smaller as $n$ increases, which is always the case in our consideration as we shall see. Electrons propagate ballistically along the trunks and branches until they reach a node where three branches are attached symmetrically at the angle $2\pi/3$ as shown in Fig. I. Nodes scatter the electrons backwards and forward into the attached branches.
A. Nodes model

The branches joining a node have different length which depends on the index \( n \) numerating the generation, that is the number of nodes which separates the branch from the fractal center. Two branches are of the length \( L_n = a^n L \) whereas the branch closest to the trunk has the length \( L_{n-1} = a^{n-1} L \). If we stop the development of the tree at a given \( n = N \), the last rightmost branches have a length \( L_N = a^N L \) and the total number of such branches is \( 2^N \).

![Diagram of a model tree](image)

**FIG. 1:** Model tree consisting of a trunk of length \( L_0 = L \) and successive adjunction of branches. At each generation \( n \), two branches of length \( L_n = a.L_{n-1} \) are attached to the previous branch. The scaling parameter \( a \) governs the tree morphological properties, mass, length and fractal dimension. We restrict to \( 1/2 < a < 1 \). The scattering matrix (Eq.1) couples incoming fluxes to outgoing ones. The fractal of radius \( Z \) is built by attaching three identical trees to the root.

Having arrived at a node an electron either scatters into the two attached branches with equal (due to the symmetry) probability or returns back with a different probability. The node is formally described by a unitary \( 3 \times 3 \) scattering matrix \( \hat{S} \) with the matrix elements \( s_{j,j'} \) coupling three outgoing probability amplitudes \( \phi_j \) of the electron to the three incoming \( \psi_j \) ones, where the marker \( j \) assumes the values, \( l, r, \) and \( b \) for the left-scattered, right-scattered, and the back-scattered amplitudes, respectively. The relation among the
amplitudes reads

$$\begin{pmatrix}
\phi_b \\
\phi_r \\
\phi_l
\end{pmatrix} =
\begin{pmatrix}
s_{bb} & s_{br} & s_{bl} \\
s_{rb} & s_{rr} & s_{rl} \\
s_{lb} & s_{lr} & s_{ll}
\end{pmatrix}
\begin{pmatrix}
\psi_b \\
\psi_r \\
\psi_l
\end{pmatrix}$$ (3)

Apart of the unitarity, the matrix $\hat{S}$ should satisfy two more requirements imposed by the node symmetry and by the long wave limit. The symmetry requirement implies that the probability amplitudes for the left- and the right-scattering given by the coefficients $s_{rb}$ and $s_{lb}$ respectively, are equal. Moreover, the symmetry with respect of the node rotation at the angle $2\pi/3$ implies that all other off-diagonal coefficients also have the same value. We also assume that no quantum defect is associated with the scattering at the node. In the long wave limit it implies that no phase shift is introduced during the scattering process, and hence all the parameters $s_{j,j'}$ are real. These three requirements together yield

$$\hat{S} =
\begin{pmatrix}
-\frac{1}{3} & \frac{2}{3} & \frac{2}{3} \\
\frac{2}{3} & -\frac{1}{3} & \frac{2}{3} \\
\frac{2}{3} & \frac{2}{3} & -\frac{1}{3}
\end{pmatrix}$$ (4)

as the only choice for the scattering matrix$^{21}$.

B. Scaling factor and the fractal dimension

Now we relate the typical length $L$ of the system and the scaling factor $a$ with the fractal dimension employing the self similarity aspect of the problem. In fact, in the general case $L$ is not the only typical length scale in the problem. The homothetical factor $a$ governs most of the advanced morphological properties of the model tree. The total length $Z_N$ of the tree with truncated branches of $N + 1$-th generation reads

$$Z_N = \sum_{k=0}^N L_k = \sum_{k=0}^N a^k L = L \frac{1 - a^{N+1}}{1 - a}$$ (5)

This expression imposes a first limit on $a$ : for $0 < a < 1$ the length $Z_N$ converges to a finite value

$$Z = \frac{L}{1 - a}$$ (6)
whereas for $a \geq 1$ it diverges. We consider the fractals of a finite size only. Actually, the radius of a tree is given by a more complicated expression and should take into account the geometrical arrangement of the branches with $2\pi/3$ angle between them. The exact calculation for the diameter gives $D_N = L(2 + a)(1 - a^{N+1})/(1 - a^2)$ which also converges when $N \to +\infty$ for $a < 1$ to the value $D = L(2 + a)/(1 - a^2)$.

The mass $M_N$ of the tree that is the sum of the lengths of all branches is given as

$$M_N = \sum_{k=0}^{N} 2^k L_k = \sum_{k=0}^{N} 2^k a^k L = \frac{1 - (2a)^{N+1}}{1 - 2a} L$$

which converges to $M = L/(1 - 2a)$ for $a < 1/2$ and diverge for $a > 1/2$. We are interested in the regime where the mass of the fractal is infinite, and therefore $a$ ranges from $1/2$ to 1.

The model fractal has the same fractal dimension as its consisting trees. The fractal dimension of a tree is given by a standard evaluation\(^{22}\) which is now widely used. It implies the calculation of the minimum number $N(\varepsilon)$ of disks of diameter $\varepsilon$ needed to completely cover the whole tree. In a fractal structure, gradual decreasing of $\varepsilon$ reveals new details causing $N(\varepsilon)$ to vary non trivially as $\varepsilon^{-D_h}$ where $D_h$ defines the so called Hausdorff-Besicovitch fractal dimension.

Let us implement this definition in our case of tree-like fractal. In order to find the number $N(\varepsilon)$ of $\varepsilon$-sized disks required for covering the tree we make use of the scaling arguments. Let us take the infinite tree and applying to it the homothetical factor $a$. One obtain another tree which also has the same infinite structure but starts with a smaller trunk of length $aL$. This $a$-contracted tree can be considered as an element of the original tree, namely its first generation branch with all the branches of subsequent generations attached. The size of the discs covering this branch is apparently $a$ times smaller compared to original discs of the radius $\varepsilon$. When we attach two $a$-contracted trees to a trunk of length $L$ we recover the original form of our fractal with branches covered by $2N(\varepsilon)$ discs of radius $a\varepsilon$. One requires $L/a\varepsilon$ additional discs to cover the trunk. We therefore obtain the equation

$$N(\varepsilon a) = 2N(\varepsilon) + \frac{L}{a\varepsilon}$$

determining an asymptotic behavior of $N(\varepsilon)$ for $\varepsilon \to 0$.

We look for the solution of Eq.\(^{(8)}\) in the power-law form $N(\varepsilon) \sim \varepsilon^{-\alpha}$ with $\alpha > 1$. It implies that the second term in the right hand side of Eq.\(^{(8)}\) can be omitted with respect
to the first term as $\varepsilon \to 0$, and we arrive at $(a\varepsilon)^{-\alpha} = 2(\varepsilon)^{-\alpha} + o(\varepsilon^{-\alpha})$. It yields

$$\alpha = -\frac{\ln 2}{\ln a}$$

which is the well-known Hausdorff-Besicovitch fractal dimension of a self similar recursively built fractal\textsuperscript{22}. Equation (9) gives fractal dimension greater than 1 in the case $a > 1/2$ corresponding to an infinite mass $M$. We also restrict ourselves to the case $a < 1$ corresponding to a finite size $Z$ of fractals. In this regime the spectral peculiarities typical of such structures manifest themselves in the most interesting way.

![Fractal dimension $D_h$ as function of the scaling parameter $a$. For $0 < a < 1/2$ the tree has a finite mass and its fractal dimension is dominated by the trunk: $D_h = 1$. For $1/2 < a < 1$ the mass is infinite whereas its length remains finite: $D_h = \alpha = -\ln(2)/\ln(a)$](image)

**III. GREEN FUNCTIONS AND QUANTIZATION OF THE FRACTAL STATES**

The Green functions $G(p)$ generally given by the Feynmann path integral can be found for the particular case of a tree-like fractal structure from recurrent relations formulated in terms of the Green function of a free one dimension particle $G_o(p) = \Theta(x-x') \exp[ip(x-x')]$ propagating along the branches and the scattering conditions Eq. (3) at the nodes. We derive a recurrent relation for these functions and thereby determine the spectrum of the eigen state density.
A. Recurrent relations

The idea of derivation of the recurrent relations is illustrated in Fig.3a). By $X_n(p)$ we denote the unknown exact Green function for the particle leaving a chosen node of $n$-th generation and returning back after multiple scattering in all the variety of nodes of subsequent generations connected to the chosen node. Then the Green function $X_{n-1}$ of the previous generation can be considered as a result of the free propagation of the particle towards the $n$-th node followed by the multiple scattering at this node resulting in the direct back scattering $s_{bb}$ and the scattering to the attached branches followed by the multiple returns and back-scattering in the nodes and branches of the subsequent generations. One finds the result of all these multiple scattering events by considering the relation Eq.(3) among the incoming $\phi$ and outgoing $\psi$ amplitudes with the allowance for the fact that they are related by the condition

$$\psi_{l,r} = X_n(p)\phi_{l,r}$$

which holds by the definition of Green functions.

The free propagator $G_o(p)$ gives the relation

$$\tilde{\psi} = \exp[ipLa^n]\phi; \quad \psi_b^{in} = \exp[ipLa^n]\tilde{\phi}$$

between the amplitudes $\psi_b$ and $\phi_b$ of the waves incoming to and outgoing from the node $n$ along the branch attached to the node $n - 1$ and the amplitudes $\tilde{\phi}$ and $\tilde{\psi}$ of the waves outgoing from and incoming to the latter. Here we do not specify whether $\psi^{in, out}$ corresponds to the right scattered or to the left scattered amplitudes at the node $n - 1$ since the relation are identical for both cases. The scattering matrix Eq.(4) and the condition $\tilde{\psi} = X_{n-1}\tilde{\phi}$ together with Eqs.(3,10,11) yield the exact recurrence relation for the Green functions

$$X_{n-1}(p) = \exp[2ipLa^n]\frac{1 - 3X_n(p)}{X_n(p) - 3}$$

Equation (12) maps the Green function $X_n(p)$ of a $n$-th node to the Green function $X_{n-1}(p)$ corresponding to a node of the previous generation. As we are interested in the high $n$ behaviour, this equation has to be inverted to obtain the expression of $X_n(p)$ as function of $X_{n-1}(p)$. Changing the $n$ index to $n + 1$ we have

$$X_{n+1}(p) = \frac{\exp[2ipLa^{n+1}] + 3X_n}{3\exp[2ipLa^{n+1}] + X_n}$$
FIG. 3: Recurrent relations for the Green functions. (a) A Green function $X_{N-1}$ attached to a parent node consists of a free propagation $G_0$ followed by the scattering in the node of the next generation and back propagation. Amplitudes by the outgoing and incoming waves in each branch differ by the factor $X_{N-1}$. (b) The mapping corresponding to Eq.(13) in the long wave limit $p = 0$ has two stationary points. One corresponds to a regular back-scattering with the phase shift $-\pi$, whereas the other does not yield any phase shift and gives rise to the essentially fractal domain of the spectrum near zero energy. (c) Boundary conditions at nodes corresponding to the stationary point $-1$ (left), and $+1$ (right).

that we make use in Fig.3b) for $p = 0$.

This mapping Eq.(13) has two stationary points $X_{st} = \mp 1$. Both of them have physical meaning. The negative sign corresponds to the regular situation when the reflection of the wave function from a node occurs with a phase shift $-\pi$ exactly in the same way as the reflection from an infinite vertical barrier implied by the boundary condition $\psi = 0$. The positive sign corresponds to a free border $\psi'_{x} = 0$ when the wave goes through the node and returns back with no phase shift, as shown in Fig.3b). The latter case changes the quantization rule for a particle moving in a branch confined by such nodes from both sides allowing the eigen states at zero energy that do not exist for the regular confinement. Vicinity of this stationary point gives rise to a specifically fractal domain of the energy spectrum at small values of the energies and momenta.
B. Scaling

Now we make use of the scaling arguments and find the Green function in the long wave asymptotic and large $n$. The scaling assumption implies that $X_{n-1}(p) = X_n(ap)$, which means that the Green functions $X(x)$ corresponding to the branches of any generation are functionally identical and differ only by scaling of the argument $x = a^n p$. Therefore in the long wave asymptotic where $\exp(2IPLa^n) \to 1$ Eq. (12) takes the form

$$X(x) = \frac{1 - 3X(ax)}{X(ax) - 3}$$

of a functional equation, where we have employed a small dimensionless argument $x = Lp$ instead of $p$.

This equation has an exact solution

$$X(x) = \frac{1 - x^\alpha}{1 + x^\alpha}$$

with $\alpha$ given by Eq. (9) and yields an asymptotic expression

$$X_n(Lp) = \frac{1 - (a^n Lp)^\alpha}{1 + (a^n Lp)^\alpha}.$$  

Equation (16) holds for small arguments. However, even for a large values of $x = Lp$ or small $n$ an accurate numerical approximation can be obtained with the help of few iterations of the exact recurrent relation Eq. (12). For low $p$ and for $a = 2/3$, with Eq. (15) as a starting point, say $n = 10$ iterations of Eq. (12) gives a good approximation within 1% compared to the exact solution Eq. (16).

C. Quantization and state density

Now we are in the position to perform the quantization of the particle motion on the entire fractal and determine the density of the energy eigen states. For the purpose we consider the root node at the center of the fractal with three trunks attached and calculate contributions of all closed trajectories that start and end in a point of one of these trunks close to the node. The trajectory sum starts with the zero length trajectory which gives the contribution 1. The trajectory first going to the trunk and returning back gives the contribution $X_0(Lp)$, whereas the contribution of the trajectory which first goes to the node
is $B = (1 - 3X_0)/(X_0 - 3)$ according to Eq.(12). The trajectories of the second order give $X_0B$ and $BX_0$ whereas the third order results in $X_0BX_0$ and $BX_0B$. The overall sum reads

$$\text{Tr } G(p) = 1 + X_0 + B + X_0B + BX_0 + ..$$

$$= \frac{(1+X_0)(1+B)}{1-BX_0} = \frac{2+X_0}{3X_0},$$

as it follows from summation of the geometric series.

FIG. 4: Density of states for different fractal dimensions $\alpha = 1.18$ corresponding to $a = 5/9$ (solid line), $\alpha = 1.41$ corresponding to $a = 11/18$ (dash-dot line), and $\alpha = 1.71$ corresponding to $a = 6/9$ (dashed line), calculated with the help of Eq.(17) where $X_0$ has been obtained from Eq.(16) after 10 iterations of Eq.(12). The fractal diameter is the same for all fractal dimensions. Vertical lines shows positions of the levels in a one dimensional potential well of a width equal to the fractal diameter.

In the long wave limit, injecting Eq.(15) into Eq.(17) we find

$$\text{Tr } G(p) = \frac{2}{3}(Lp)^{-\alpha},$$

which shows that at small energies the density of fractal energy eigen states follows the power law dependence on the momentum with the power index given by the Hausdorff-Besicovitch fractal dimension. In Fig.4 we illustrate the difference between the fractal spectrum found from Eq.(17) and the spectrum of a one dimensional particle moving in the potential well of the width $2Z = 2L/(1-a)$ suggested by Eq.(6) for the fractal diameter. One clearly sees that the fractal boundary conditions at the nodes corresponding to the stationary point $X = 1$ of mapping Eq.(14) result in the appearance of the spectrum near zero energy, where the potential well does not have eigenstates.
IV. NANOFRACTAL RESPONSE TO IR-RF FIELD

Let us consider now the optical response of the nanofractals calculating the reflectivity of a transparent support surface covered by fractals as a function of the incident field frequency. We start with the case of isolated fractals each of which independently contribute to the reflectivity. The typical frequency domain can be estimated as the inverse of the typical time of flight of an electron across the fractal given by the Fermi velocity divided by the fractal size \( Z \) Eq.(6), which for the fractals of 100nm corresponds to the THz frequency domain that is far IR or short RF radiation. Then we consider the case of ”merging” fractals, when the neighboring fractals irregularly placed at the surface can interact with capacitor-like connections via their most closely approaching terminations.

A. Isolated nanofractals

The Maxwell equation

\[
\frac{\partial^2}{\partial x^2} \mathbf{E} - \frac{\omega^2}{c^2} \mathbf{E} = \frac{4\pi}{c^2} \delta\left(\frac{x}{b}\right) \left[i\omega \sigma_s(\omega) + \frac{\omega^2}{c} R_s(\omega)\right] \mathbf{E}
\]

for a plane electromagnetic wave \( \mathbf{E} \) incident normally to a surface covered by isolated fractals at \( x = 0 \) allows one to find an intensity of the reflected field \( \mathbf{E}_r \) provided the specific conductivity \( \sigma_s(\omega) \) and the specific dipole susceptibility \( R_s(\omega) \) of a unit surface area are known. The inhomogeneities of the surface have to be much smaller compared to the wavelength of the wave and the thickness \( b \) of the fractal layer. For a wave incident at an angle to the surface the same equation is valid for the tangent component of the field, whereas the normal component is not affected by the layer of the fractals. The continuity condition for the tangent field and the jump of its derivative across the surface

\[
\mathbf{E} + \mathbf{E}_r = \mathbf{E}_t
\]

\[
\frac{\omega}{c} (\mathbf{E} - \mathbf{E}_r - \mathbf{E}_t) = \frac{4\pi b}{c^2} \left[i\omega \sigma_s(\omega) + \frac{\omega^2}{c} R_s(\omega)\right] \mathbf{E}_t
\]

yield the relation

\[
\frac{\mathbf{E}_r}{\mathbf{E}} = \frac{-2\pi b [i\omega \sigma_s(\omega) + \omega R_s(\omega)]}{c^2 + 2\pi [i\omega \sigma_s(\omega) + \omega R_s(\omega)]} \approx \frac{-2\pi b [i\sigma_s(\omega) + \omega R_s(\omega)]}{c^2}
\]

for the ratio of the reflected and the incident field amplitudes.
Equations (2.18) yield

\[
\begin{align*}
\text{Im } R(\omega) &= -N_f \alpha v_f^2 \frac{e^2 n_e}{\omega} \frac{2}{3} \left( \frac{L \omega}{v_f} \right)^{-\alpha} \\
\text{Re } \sigma_s(\omega) &= \frac{2e^2 n_e \omega}{3v_f \alpha} N_f \left( \frac{L \omega}{v_f} \right)^{-\alpha}
\end{align*}
\tag{22}
\]

where \( N_f \) is the number of fractals per unit area. We replace the product \( N_f n_e \) by the specific density of states \( n_s \) of the fractal material near the Fermi surface multiplied by the total volume \( V \) of the material deposited per unit surface, express the trunk size \( L = Z (1 - \alpha) \) in terms of the typical fractal size \( Z \) Eq. (6) and the fractal dimension \( \alpha \) Eq. (9), and substitute \( \sigma/v_f \lambda \) instead of the product \( n_s e^2 \) where \( \sigma \) is the residual conductivity\(^{24}\) and \( \lambda \) is the electron mean free path in bulk metal. In the last replacement we assume that \( n_s = N_{el}/p_f v_f \) where \( N_{el} \) is the density of the metal electrons. We arrive at

\[
\begin{align*}
\text{Im } R_s(\omega) &= -\frac{4\alpha \sigma v_f}{3\lambda \lambda(2^{1/\alpha} - 1)} \left( \frac{Z \omega}{v_f} \right)^{-\alpha} \\
\text{Re } \sigma_s(\omega) &= \frac{4\sigma \lambda(2^{1/\alpha} - 1)\lambda}{3\lambda m_{\lambda}^2(2^{1/\alpha} - 1)^{\alpha}} \left( \frac{Z \omega}{v_f} \right)^{-\alpha}.
\end{align*}
\tag{23}
\]

Non-analytical behavior of these dependencies at \( \omega = 0 \) does not allow one to determine the dispersive parts \( \text{Re } R_s(\omega) \) and \( \text{Im } \sigma_s(\omega) \) from the Kramers-Kronig relations. However the latter should be of minor importance provided the transparent material supporting the fractal at its surface has a refraction index \( r \) different from 1. In the latter case

\[
\frac{E_r}{E} \sim \frac{V_b \sigma}{c \lambda} \frac{8i \pi (Z \omega/v_f)^{-\alpha}}{3(2^{1/\alpha} - 1)^{\alpha}} \left[ \frac{\alpha v_f}{c} - \frac{\omega}{p_f v_f} \right] + \frac{1 - r}{1 + r}.
\tag{24}
\]

The simplest possible way to find the missing parts is to take an analytical continuation of Eq. (23) to the complex plane such that \( g(Z \omega/v_f) \sim \omega^{-\alpha} \) vanishes at the negative part of the real axis.

**B. Ensemble of nanofractals**

When the size of the fractals becomes larger than the inter-fractals distance, the model of isolated fractals fails, since the dipole approximation for the response is not any longer valid. In the same time, allowing for the contribution related to the conductivity we have to take into account the points of the closest approach of neighboring fractals, where the potential difference experience large changes. These domains work as capacitors that assume the main part of the dipole activity of the system. When the ramified structures are randomly distributed on the surface but not yet result in the electric current percolation, as it is the case
for the experimental work\textsuperscript{2} for instance, the fractal ensembles conform the Dykhne model\textsuperscript{25}. Formulated for a two-phase random conducting surface with the conductivities \( \sigma_1 \) and \( \sigma_2 \) different for different phases this model yields the macroscopic conductivity \( \sigma_{\text{eff}} = \sqrt{\sigma_1 \sigma_2} \) which immediately suggests

\[
\sigma_{\text{eff}} = \left[ \frac{4 \sigma \omega}{3 \lambda m v_f^2 (2^{1/\alpha} - 1)^{\alpha}} \left( \frac{Z \omega}{v_f} \right)^{1/\alpha} \frac{i \omega b^2}{Z d} \right]^{1/2}
\]

for the effective conductivity of the fractals covering the surface. Here we have assumed that the capacitors of a plate size \( b \) separated by a mean shortest inter-fractal distance \( d \) are subjected to the potential difference \( Z E \) accumulated on the distance of the fractal size \( Z \).

Substitution of Eq.\,(25) to Eq.\,(21) yields

\[
\frac{E_r}{E} \simeq i \frac{2 \pi \omega b^2}{cv_f} \left[ \frac{\sigma V}{6 \lambda m Z d (2^{1/\alpha} - 1)^{\alpha}} \frac{Z \omega}{v_f} \right]^{\frac{1}{\alpha}} + \frac{1 - r}{1 + r}
\]

where we have omitted the real part of the effective conductivity as small relative to the support contribution.

\textbf{C. Random fractals}

Thus far we have been considering the model of an ideal fractal with a high symmetry and an exponential variation of the branch lengths with generation number. In order to get an idea of how close can be such a model to the reality we now consider an ensemble of irregularly distorted fractals. The simplest way to model the random distortion is to treat it as a perturbation of the fractal Hamiltonian by a random matrix with a given mean square \( \langle V^2 \rangle \) of the matrix elements. The transformation rule

\[
\tilde{G}(E) = \tilde{G}(\tilde{E}(E))
\]

\[
E = \tilde{E} + \langle V^2 \rangle \text{Tr} \tilde{G}(\tilde{E})
\]

suggested by one of the authors\textsuperscript{18} as a simple way to solve the Pastur\textsuperscript{23} equation describing such a perturbation. Eq.\,(27) relates the ensemble averaged perturbed Green function \( \tilde{G}(E) \) with the unperturbed one \( \tilde{G}(E) \) depending on a transformed argument \( \tilde{E}(E) \). The transformation \( \tilde{E}(E) \) follows from the solution of a nonlinear algebraic equation (Eq.\,(28)) which
allows one to find $\tilde{E}$ for each $E$ selecting from many possible solutions the one continuously changing from $-\infty$ to $\infty$ for $E$ varying in this interval. By the same replacement of the argument one can obtain all other linear properties of the randomly perturbed system.

Comparing Eqs. (14) and Eq. (18) with the allowance of the condition $g(E < 0) = 0$ one finds an expression

$$\text{Tr} \hat{G}(E) = -g_0 \frac{1}{\text{Im}(-1)^{-\alpha}} \left( \frac{-LE}{v_f} \right)^{-\alpha}$$

(29)

consistent with the state density Eq. (1) for both the positive and the negative energies. The constant $g_0$ enters as a cofactor of the other unknown quantity $\langle V^2 \rangle$ and both factors together form a single energy parameter $W = g_0 \langle V^2 \rangle$ responsible for the strength of the random perturbation. We substitute Eq. (6, 9, 29) to Eq. (28) and obtain

$$E = \tilde{E} + \frac{W}{\sin \pi \alpha} \left[ \frac{-Z(1 - 2^{-1/\alpha})}{v_f} \right]^{-\alpha}$$

(30)

One sees that by introducing an energy scaling factor $E = \mathcal{E} F$ with $F = (Z(1 - 2^{-1/\alpha})/v_f)^{\alpha/(\alpha+1)} W^{-1/(\alpha+1)}$ equation (30) can be reduced to the form

$$\mathcal{E} = \tilde{E} + \frac{(-\tilde{E})^{-\alpha}}{\sin \pi \alpha}$$

(31)

which does not contain parameters other than the fractal dimension.

In order to find the universal dependencies $\tilde{E}(\mathcal{E}, \alpha)$ there is no need to solve the equation (31). After the replacement $\tilde{E} = -\kappa e^{i\theta}$, one eliminates $\kappa$ employing the fact that $\mathcal{E}$ is real and finds the dependence $\tilde{E}(\mathcal{E})$ in a parametric form

$$\tilde{E}(\theta) = -e^{i\theta} \left( \frac{-\sin \theta}{\sin \theta \sin \alpha} \right)^{1/(1+\alpha)}$$

$$\mathcal{E}(\theta) = -\left( \frac{-\sin \theta}{\sin \theta \sin \alpha} \right)^{1/(1+\alpha)} \cos \theta + \left( \frac{-\sin \theta}{\sin \theta \sin \alpha} \right)^{1/(1+\alpha)} \cos \frac{\alpha \theta}{\sin \alpha}.$$  

(32)

The imaginary part of $\tilde{E}(\mathcal{E}, \alpha)/\pi$ shown in Fig. 5 as a function of the energy $\mathcal{E}$ for different fractal dimensions $\alpha$ yields the shape of the state density $g_{\alpha, W}(E) = F \text{Im} \tilde{E}(E/F, \alpha)/\pi$ which for the case of irregular fractals should replace the factor $\text{Tr} G(p)/\pi = \frac{2}{3\pi} [Z \omega/v_f (2^{1/\alpha} - 1)]^{-\alpha} \sim \mathcal{E}^{-\alpha}$ in the expression Eq. (11) as well as in Eqs. (23) for the dipole response and the conductivity and in Eq. (26) for the effective conductivity of a disordered surface. It yields

$$\text{Im} \frac{E_\pi}{E} = \begin{cases} -4 \pi^2 \frac{V b \sigma \omega}{c \lambda} \left[ \frac{v_f}{v} \frac{\omega}{\omega} + \frac{1}{\nu_f v_f} \right] g_{\alpha, W} \left( \frac{Z \omega/v_f}{2^{1/\alpha} - 1} \right) & \text{(merging fractals)} \\ 2 \pi v b \sigma \left[ \frac{\pi \sigma V g_{\alpha, W}(E)}{\lambda m Z d} \right]^{-\frac{1}{\alpha}} & \end{cases}$$

(33)

for the absorption of isolated and merging fractals.
FIG. 5: Universal forms of the quantum state density profiles for randomly perturbed fractals with the fractal dimensions $\alpha = 1.18$ (solid line), $\alpha = 1.41$ (dash-dot line), and $\alpha = 1.71$ (dashed line). These profiles do not depend on the size of the perturbation which results only in scaling of the energies.

V. POSSIBILITY OF OBSERVATION

We conclude by discussing the possibility to observe the optical manifestations typical of fractal structures experimentally, for realistic parameters of nanostructures. We take $p_f v_f \sim 5eV$, $v_f/c \sim 10^{-2}$ for the Fermi velocity and momentum, $V \sim 1nm$ for the mean thickness of the fractal material at the surface, $b \sim 1nm$ for the cross section size of the fractal branches, $Z \sim \lambda \sim 100nm$ for the fractal radius of the order of the mean free path on an electron in metal, $\sigma[Ag]/\varepsilon_0 = 6.3 \times 10^7 / 8.85 \times 10^{-12} \text{sec}^{-1}$ for the silver bulk conductivity in CGS units, and $d \sim 10nm$ for the inter fractals distance. For the frequency $\omega [THz]$ we take the units $10^{12}Hz$ natural for the electrons moving inside the nanometric sized objects. In order to be specific we chose the fractal dimension $\alpha = 1.41$ which corresponds to the scaling factor $a = 11/18$. In this regime from Eq.(33) one finds

$$\text{Im} \frac{E_x}{E} = -10^{-2} \left\{ \frac{\omega^2}{2\omega_c} + \omega 10^{-2} \right\} \frac{g_{\alpha,W}(0.71 \omega)}{5\omega \left[ g_{\alpha,W}(0.71 \omega) \right]^{1/2}} \text{ isolated}$$

$$= -10^{-2} \left\{ \frac{\omega^2}{2\omega_c} + \omega 10^{-2} \right\} \frac{1}{5\omega \left[ \right]^{1/2}} \text{ merging}$$

which corresponds to the energy absorption at the level of $10^{-4}$. Such a small absorption is associated however with a phase shift of a few degrees, which is normally detectable by the ellipsometric measurements in the optical domain. The same estimate also can serve as the detection limit for IR domain whereas the internal reflection technique should be even more sensitive.
FIG. 6: Density of states (a), optical response of surfaces covered by isolated fractals (b) and, merging fractals (c) when the inter-fractal distance is smaller compared to the fractal size. For a regular fractal (solid lines) one sees the power law dependencies corresponding to the fractal dimension $\alpha = 1.41$ chosen. No typical energy reference exists for the unperturbed fractals, whereas for disordered fractals the typical energy is given by the disorder parameter $W = g_0 < V^2 >$ which is small (dashed line) medium (dotted line) or large (dash-dot line) with respect to the energy unit chosen.

The dependencies Eq. (34) are shown in Fig. 6 for different sizes of the disorder parameter in the regime of both isolated and merging fractals. The power law dependence corresponding to the ideally symmetric fractals manifests itself as an asymptotic dependence for the irregularly perturbed fractals when the frequency exceeds the typical size of the parameter $W$ governing the disorder.
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