Prediction of survival in oropharyngeal squamous cell carcinoma using machine learning algorithms: A study based on the surveillance, epidemiology, and end results database
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Background: We determined appropriate survival prediction machine learning models for patients with oropharyngeal squamous cell carcinoma (OPSCC) using the “Surveillance, Epidemiology, and End Results” (SEER) database.

Methods: In total, 4039 patients diagnosed with OPSCC between 2004 and 2016 were enrolled in this study. In particular, 13 variables were selected and analyzed: age, sex, tumor grade, tumor size, neck dissection, radiation therapy, cancer directed surgery, chemotherapy, T stage, N stage, M stage, clinical stage, and human papillomavirus (HPV) status. The T-, N-, and clinical staging were reconstructed based on the American Joint Committee on Cancer (AJCC) Staging Manual, 8th Edition. The patients were randomly assigned to a development or test dataset at a 7:3 ratio. The extremely randomized survival tree (EST), conditional survival forest (CSF), and DeepSurv models were used to predict the overall and disease-specific survival in patients with OPSCC. A 10-fold cross-validation on a development dataset was used to build the training and internal validation data for all models. We evaluated the predictive performance of each model using test datasets.

Results: A higher c-index value and lower integrated Brier score (IBS), root mean square error (RMSE), and mean absolute error (MAE) indicate a better performance from a machine learning model. The C-index was the highest for the DeepSurv model (0.77). The IBS was also the lowest in the DeepSurv model (0.08). However, the RMSE and RAE were the lowest for the CSF model.

Conclusions: We demonstrated various machine-learning-based survival prediction models. The CSF model showed a better performance in predicting the survival of patients with OPSCC in terms of the RMSE and RAE.
In this context, machine learning models based on personalized survival predictions can be used to stratify various complex risk factors. This could help in designing personalized treatments and predicting prognoses for patients.
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**Introduction**

Head and neck squamous cell carcinoma (HNSCC) is the sixth most common cancer worldwide, and includes all cancers occurring in the mucosa of the oral cavity, oropharynx, larynx, and hypopharynx (1). Unlike other HNSCCs that have shown declines in recent years, oropharyngeal squamous cell carcinoma (OPSCC) has shown a significant increase in incidence worldwide (2). This phenomenon is thought to be owing to an increase in the number of patients with human papillomavirus (HPV)-related OPSCC. A HPV-positive status in patients with OPSCC is associated with a better prognosis than an HPV-negative status (3). However, in addition to the HPV status in patients with OPSCC, other factors potentially affecting the patient prognosis should be considered.

Cox regression models have been used to evaluate the independent prognostic factors associated with the survival of patients with OPSCC using available clinical and pathological data. However, Cox regression models were not designed to predict an outcome, but rather to infer the impacts of variables on patient survival (4). Various machine learning methods have been designed to compensate for the limitations of the Cox progression models. Tree-based models are appealing owing to their logical and interpretable structures, as well as their ability to detect the complex interactions between covariates (5). Deep learning-based approaches are based on the automated learning of prognostic factors, without the need for prior assumptions on known factors (6). Thus, machine learning approaches may be considered as better approaches to predicting patient survival. However, it cannot be said which model is the most predictive of a prognosis; thus, they need to be analyzed and compared together.

In this study, we aimed to analyze the clinical data of patients with OPSCC using various machine learning models, aiming to determine the appropriate models for predicting survival in patients with OPSCC. We hypothesized that (1) investigation of a thousand OPSCC patients collected from the Surveillance, Epidemiology, and End Results (SEER) database would help to comprehensively consider the various variables, and (2) comparing the c-index, integrated Brier score (IBS), root mean square error (RMSE), and mean absolute error (MAE) in the machine learning models applied in this study would help in identifying the appropriate models.

**Materials and methods**

**Patient cohort**

The patient clinical data were obtained from the SEER program of the National Cancer Institute in the United States (https://seer.cancer.gov/, approval number:20922-Nov 2019). The inclusion criteria were as follows: (1) diagnosis of oropharyngeal cancer between 2004 and 2016, (2) tumor site in the oropharynx and/or tonsil, (3) histologic behavior of squamous cell carcinoma, and (4) patients had been tested for HPV status. Patients were excluded if they had missing data on survival months, cause of death, age, sex, tumor grade, tumor size, node status, or treatment methods (such as cancer-directed surgery, surgery, neck dissection, radiation therapy, or chemotherapy).

**Variable selection and reconfiguration**

A total of 13 variables were included in this study: age, sex, tumor grade, tumor size, neck dissection, radiation therapy, cancer-directed surgery, chemotherapy, T stage, N stage, M stage, clinical stage, and HPV status. The age and tumor size were recorded using continuous methods (years and mm, respectively). The T-, N-, and clinical staging were reconstructed based on the American Joint Committee on Cancer (AJCC) Staging Manual, 8th Edition (7), and were categorized as “T0, TX, T1, T2, T3, T4, T4a, T4b,” “N0, NX, N1, N2, N2a, N2b, N2c, N3,” and “Stage I, II, III, IV, IVA, IVB, IVC,” respectively. These data were obtained using T- and N- and clinical staging according to the AJCC 7th Edition regarding the tumor size, regional node positive status, HPV status, and...
evaluation data provided by the SEER program. Whether neck dissections, radiation therapy, cancer-directed therapy, and chemotherapy were performed were also determined by referring to the SEER program.

**Applying multiple machine learning methods**

The patients were randomly assigned to a development or test dataset in a 7:3 ratio. Three frequently and currently used machine learning methods, i.e., the extremely randomized survival tree (EST), conditional survival forest (CSF), and DeepSurv models were used to predict the overall and disease-specific survival in patients with OPSCC. A 10-fold cross-validation on a development dataset was used to build the training and internal validation data for all models. We evaluated the predictive performance of each model using the test datasets. The 13 variables specified above were used as the input data. The seven-year survival, cancer-specific death, and non-cancer-specific death data were used as the output data.

**Evaluation of model performance**

The predictive performances of the three machine learning models were evaluated using the C-index, IBS, RMSE, and MAE. A C-index close to or lower than 0.5 means that the performance of the model is no better than random outputs, and a higher C-index indicates a better performance of the model. IBSs are calculated using prediction error curves ranging from 0 (absolute performance) to 0.25 (8). The RMSE and MAE depict the differences between the actual and predicted prediction errors and survival values in each model. The RMSE gives extra weight to large errors, and the MAE gives equal weight to all errors. Smaller RMSE and MAE values indicate better performance (9).

All machine learning models were implemented in Python version 3.6 (Python Software Foundation for Statistical Computing, Wilmington, Delaware, USA) using PySurvival (10).

---

**Figure 1** depicts the overall workflow of the patient selection and application of the machine learning methods.
Results

Characteristics of the patients

First, the data of 7691 OPSCC patients who had been tested for HPV status were collected from the SEER program between 2004 and 2016. Moreover, 3652 patients were excluded because they were missing data for one or more of the 13 variables. Thus, 4039 OPSCC patients were analyzed using various machine learning methods (Figure 1).

Table 1 describes the characteristics of the 4039 patients with OPSCC. In all patients, the age ranged from 0 to 94 years (mean = 58.43 year), and 82.87% were male. The tumor size was described using mm units, and patients with microscopic focus or focus-only tumor size were assigned to the 1-mm tumor size. Approximately 34.96% of patients had undergone selective or radical neck dissection, regardless of chemotherapy and/or radiotherapy. Radiation therapy, cancer-directed surgery, and chemotherapy were performed for 88.19%, 61.43%, and 69.4% of the patients, respectively. The HPV-negative patients (25.06%) according to AJCC 8th Edition remained the same as those for the AJCC 7th Edition as listed in the SEER database, but the HPV-positive patients (74.94%) were modified in the new AJCC 8th Edition data according to the AJCC 7th Edition and the tumor size, node size, and regional node evaluation section. The mean survival months were 34.72 months in the seven-year follow up.

Application and analysis of each model

In the EST model, we used 20 minimum node sizes, 200 trees, and 1000 random splits. The risk factors for OPSCC were calculated using the EST model. The risk scores ranged from 0 to 4, and patients were categorized into three groups (low-, medium-, and high-risk) according to these scores (Figure 2A). One patient was randomly selected from each group for our new risk-related staging system, and survival curves for 72 months are depicted for these three patients (Figure 2B). We further analyzed the importance of each variable (Table 2), and cancer-directed surgery showed the highest importance (13.88), followed by HPV status (11.11), radiation therapy (9.06), T stage (8.41), and M stage (8.35).

In the CSF model, we used 20 minimum node sizes, 200 trees, and a 0.05 alpha. Similar to the EST model, the risk factors for the patients were calculated using the CSF model. The risk scores ranged from 0 to 4, and the patients were categorized into three groups (Figure 2C). Using the same methods, survival curves were obtained for the three patients (Figure 2D). Cancer-directed surgery showed the highest importance (11.53), similar to the EST model; however, the tumor size (8.80) and age (7.08) also showed high importance compared to the EST model.

In the DeepSurv model, we used xav_uniform as the initial method and an adaptive moment estimation optimizer with a learning rate of 0.001 for the neural network, with one hidden layer activation function = “BentIdentity” (for the input-hidden layer) and node size = 150 (11). Dropout, batch normalization, and L1 and L2 regularization were performed during the training.

Comparison of each model performance

As mentioned above, higher values of the C-index and lower values of the IBS, RMSE, and MAE indicate a better performance of a machine learning model. The C-index was the highest in the DeepSurv model (0.77), followed by the EST and CSF models (0.76 and 0.72, respectively). The IBS was the lowest in DeepSurv model (0.08), followed by the EST and CSF models (0.10 and 0.10, respectively). However, the RMSE and RAE (depicting the differences between the actual and predicted survival values) were the lowest in the CSF model (13.398 and 10.794, respectively), followed by the EST (22.611 and 18.817, respectively) and DeepSurv models (39.744 and 34.230, respectively) (Table 3 and Figure 3).

Discussion

The therapeutic methods for early-stage OPSCC are surgery or radiation therapy, and appropriate methods are commonly selected according to the patient and clinician preferences and conditions (12). Parsons et al. found through a meta-analysis that patients with OPSCC experienced similar overall survival rates regardless of whether they were treated with surgery or definitive radio(chemo)therapy (13). In the case of locally advanced OPSCC according to the National Cancer Database, primary surgery with radio(chemo)therapy showed improved survival compared to primary radiation-based treatment (14). In addition, patients with HPV-negative OPSCC had a significantly worse prognosis than those with HPV-positive OPSCC (15). In addition, other factors, including age, sex, and T/N/M staging also affected the prognosis of patients with OPSCC. Thus, we aimed to predict the prognoses of patients with OPSCC by comprehensively analyzing various prognostic factors using frequently used machine-learning models.

In this study, we used the SEER database because it provides large population-based information that cannot be obtained from just one medical center. The SEER cohort provided staging information based on the AJCC 7th Edition, which does not reflect a new tumor grading system according to HPV status. Other studies showing the factors influencing the prognosis of OPSCC patients also used TNM staging based on the AJCC 7th Edition. However, we assumed that reconstructing the staging system to suit the new AJCC 8th Edition would better
demonstrate their impacts on prognosis in OPSCC when considering HPV status. In addition, clinical data such as age and sex, detailed tumor size, grade, and applied therapeutic modalities (chemotherapy, neck dissection, radiotherapy, and cancer-directed surgery) were obtained and analyzed comprehensively.

Until recently, conventional Cox regression models were mostly used to predict the prognoses of OPSCC patients (16, 17). However, two effects might be simplified or overlooked in the process of interpreting Cox regression models: "Effect modification," i.e., the causal effect of one exposure within the strata of another exposure of interest and "Interaction," i.e., the causal effect of two exposures together in an area of interest (18). In addition, the Cox regression model cannot recognize the complex nonlinear relationships between variables. Statistically reinforced machine learning approaches would be beneficial for compensating for problems such as higher-order interactions, context dependencies, nonlinearity, and variable interactions (19). Thus, we analyzed and compared three frequently used machine learning methods – EST, CSF, and DeepSurv– to consider nonlinearity and reduce the interactions and effect modifications in the variables of the SEER cohort.

Interestingly, cancer-directed surgery was the most important variable for predicting the prognosis of patients demonstrate their impacts on prognosis in OPSCC when considering HPV status. In addition, clinical data such as age and sex, detailed tumor size, grade, and applied therapeutic modalities (chemotherapy, neck dissection, radiotherapy, and cancer-directed surgery) were obtained and analyzed comprehensively.

Until recently, conventional Cox regression models were mostly used to predict the prognoses of OPSCC patients (16, 17). However, two effects might be simplified or overlooked in the process of interpreting Cox regression models: "Effect modification," i.e., the causal effect of one exposure within the strata of another exposure of interest and "Interaction," i.e., the causal effect of two exposures together in an area of interest (18). In addition, the Cox regression model cannot recognize the complex nonlinear relationships between variables. Statistically reinforced machine learning approaches would be beneficial for compensating for problems such as higher-order interactions, context dependencies, nonlinearity, and variable interactions (19). Thus, we analyzed and compared three frequently used machine learning methods – EST, CSF, and DeepSurv– to consider nonlinearity and reduce the interactions and effect modifications in the variables of the SEER cohort.

Interestingly, cancer-directed surgery was the most important variable for predicting the prognosis of patients
with OPSCC in both the EST and CSF models. HPV status and radiation therapy were also important variables in both the EST and CSF models. These results suggest that selection of an appropriate therapeutic modality, including surgery and radiotherapy, might be more important in predicting the prognosis of patients with OPSCC than the TNM staging alone. In addition, we evaluated the performance of each machine learning method using variable scales: the C-index, IBS, RMSE, and MAE. The C-index and IBS results indicated that the DeepSurv model showed better performance in predicting the survival of patients with HNSCC. Hao et al. also found that the DeepSurv model performed better than other machine learning models in terms of the C-index, IBS, and area under the curve for survival prediction performance (20). The DeepSurv model uses a feed-forward network to learn the relationships between the covariates and hazard function, thus capturing the time-dependent influences of the covariates on survival (21).

However, in terms of the RMSE and RAE, the CSF model performed better than the EST and DeepSurv models. The EST includes a random survival forest, uses equal weights on all terminal nodes, and analyzes time-to-event data comprising covariates with many split-points. The CSF model was superior in analyzing time-to-event data that

### TABLE 2 Importance of various variables in each machine learning model.

| Variable (in order of importance) | Feature          | Importance | Feature          | Importance |
|-----------------------------------|------------------|------------|------------------|------------|
| 1                                 | Cancer directed surgery | 13.88      | Cancer directed surgery | 11.53      |
| 2                                 | HPV              | 11.11      | Tumor size       | 8.80       |
| 3                                 | Radiation therapy | 9.06       | HPV              | 8.74       |
| 4                                 | T stage          | 8.41       | Radiation therapy | 7.82       |
| 5                                 | M stage          | 8.35       | Age              | 7.08       |

EST, Extremely randomized survival tree; CSF, Conditional survival forest.
consisted of covariates with fewer split points (22). Deep learning models have exhibited unprecedented performance in quite a few applications in academia and industry, but there are many disadvantages, such as their complex geometric transformations, which often require big data (23). Thus, it might be important to analyze the various survival models together so that they can be used to compensate for each other.

Our study had the following limitations. First, the SEER database showed limited information; for example, it did not include data regarding smoking and alcohol histories, or recurrence after treatment. Above all, the SEER database did not include information about detailed chemotherapy methods and extranodal extension, which are important prognostic factor of OPSCC. To compensate limited information, we analyzed all available treatment methods such as neck dissection, radiation,

| Table 3 | Comparison of each machine learning model’s performance. |
|---------|----------------------------------------------------------|
|         | C-index | IBS | RMSE in prediction error | MAE in prediction error | RMSE in survival values | MAE in survival values |
| EST     | 0.76    | 0.10 | 3.179 | 1.984 | 22.611 | 13.817 |
| CSF     | 0.72    | 0.10 | 2.929 | 2.037 | 13.938 | 10.794 |
| DeepSurv| 0.77    | 0.08 | 4.030 | 3.397 | 39.744 | 34.230 |

IBS, integrated Brier score; RMSE, root mean square error; MAE, mean absolute error; EST, extremely randomized survival tree; CSF, Conditional survival forest.
cancer directed surgery and chemotherapy together. Second, we reconstructed the AJCC 8th Edition based on the AJCC 7th Edition, tumor size, regional node, and HPV status. The AJCC 8th Edition requires the HPV status; thus, we had to exclude OPSCC patients without HPV status data. However, we were able to analyze in more detail the effect of the AJCC 8th Edition on the prognosis of OPSCC. Third, this study included patients treated from 2004 to 2016. Advances in surgical technology might influence the prognoses of patients; however, detailed information on such surgical methods was not available.

Nevertheless, to the best of our knowledge, this is the first study to analyze the prognosis of OPSCC patients using various machine learning methods based on the AJCC 8th Edition. We found that therapeutic methods, such as surgical therapy and radiotherapy, had a more important effect on prognosis than T/N/M staging alone. In addition, we found that various machine learning models showed different important factors affecting the prognosis. Further studies including more detailed clinical and pathological data will help improve the accuracy of survival prediction using the various machine learning models.

In conclusion, we demonstrated that the survival predictions from various machine-learning models (EST, CSF, and DeepSurv) are feasible and accurate. In particular, the CSF model showed a better performance in predicting the survival of patients with OPSCC in terms of the RMSE and RAE. Machine learning models based on personalized survival prediction can also be used to stratify various complex risk factors. This will help in designing personalized treatments and predicting the prognoses of patients.
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