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Abstract

In this paper, we consider an online optimization problem over $T$ rounds where at each step $t \in [T]$, the algorithm chooses an action $x_t$ from the fixed convex and compact domain set $K$. A utility function $f_t(\cdot)$ is then revealed and the algorithm receives the payoff $f_t(x_t)$. This problem has been previously studied under the assumption that the utilities are adversarially chosen monotone DR-submodular functions and $O(\sqrt{T})$ regret bounds have been derived. We first characterize the class of strongly DR-submodular functions and then, we derive regret bounds for the following new online settings: (1) $\{f_t\}_{t=1}^T$ are monotone strongly DR-submodular and chosen adversarially, (2) $\{f_t\}_{t=1}^T$ are monotone submodular (while the average $\frac{1}{T} \sum_{t=1}^T f_t$ is strongly DR-submodular) and chosen by an adversary but they arrive in a uniformly random order, (3) $\{f_t\}_{t=1}^T$ are drawn i.i.d. from some unknown distribution $f_t \sim D$ where the expected function $f(\cdot) = \mathbb{E}_{f_t \sim D}[f_t(\cdot)]$ is monotone DR-submodular. For (1), we obtain the first logarithmic regret bounds. In terms of the second framework, we show that it is possible to obtain similar logarithmic bounds with high probability. Finally, for the i.i.d. model, we provide algorithms with $\tilde{O}(\sqrt{T})$ stochastic regret bound, both in expectation and with high probability. Experimental results demonstrate that our algorithms outperform the previous techniques in the aforementioned three settings.

1 Introduction

Online Convex Optimization (OCO) is a well-studied framework for sequential prediction in face of uncertainty inherent in the arriving data [1-3]. OCO can be interpreted as a repeated game between a learner and an adversary in which at each round $t \in [T]$, the player chooses an action $x_t$ from a fixed convex and compact domain $K$ and upon committing to this action, a convex loss function $f_t : K \to \mathbb{R}$ is revealed and the learner incurs a loss of $f_t(x_t)$. In the non-stochastic adversary model, the sequence of loss functions $\{f_t\}_{t=1}^T$ is assumed to be selected by an adversary who knows the learner’s algorithm (but not the potential randomness used for prediction). The goal is to choose $\{x_t\}_{t=1}^T$ such that the regret of the learner defined as $R_T = \sum_{t=1}^T f_t(x_t) - \min_{x \in K} \sum_{t=1}^T f_t(x)$ is minimized. For this setting, several algorithms have been proposed to obtain the provably optimal $O(\sqrt{T})$ regret bound [2-5]. Similarly, for the case where $\{f_t\}_{t=1}^T$ is a sequence of monotone DR-
submodular utility functions (defined later in Section 1.1), obtained \(O(\sqrt{T})\) regret bounds against the \((1 - \frac{1}{e})\)-approximation to the best fixed decision in hindsight, i.e., regret being defined as \(R_T = (1 - \frac{1}{e}) \max_{x \in \mathcal{K}} \sum_{t=1}^{T} f_t(x) - \sum_{t=1}^{T} f_t(x_t)\). If the sequence of loss functions is strongly convex, algorithms with logarithmic regret bounds have been introduced [9]. However, despite the fact that strongly DR-submodular functions were introduced by [6][10], a concrete characterization of such functions and similar logarithmic regret bounds for them is missing in the literature.

In some scenarios, despite the adversarial nature of the sequence of loss functions, the online input does not have a temporal structure and online data is streamed without particular order [11][13]. For instance, consider the problem of bidding in repeated auctions for online advertising in which at each round \(t \in [T]\), an impression (e.g., online viewer) arrives and becomes available for sale through an auction. The advertiser needs to bid to win the auction and the corresponding impression. In this example, the viewers do not arrive in a particular order and therefore, their order of arrival could be assumed to be random.

Moreover, in many applications, the sequence of loss functions \(\{f_t\}_{t=1}^{T}\) is not chosen arbitrarily (adversarially). For instance, in empirical risk minimization, the learner wants to minimize a loss function \(f\) which is the expectation of empirical loss functions \(f_t() = f(\cdot; \omega_t) \forall t \in [T]\), where \(\omega_t\) is drawn i.i.d. from a fixed unknown distribution \(\mathcal{D}\), i.e., \(f() = \mathbb{E}_{\omega \sim \mathcal{D}}[f(\cdot; \omega)]\). In this setting, we aim to minimize the stochastic regret defined as \(\text{SR}_T = \sum_{t=1}^{T} f(x_t) - \min_{x \in \mathcal{K}} \sum_{t=1}^{T} f(x)\) \((T(1 - \frac{1}{e}) \max_{x \in \mathcal{K}} \sum_{t=1}^{T} f(x) - \sum_{t=1}^{T} f(x_t))\) in the DR-submodular setting.

In this paper, we fill the gaps in the online submodular maximization literature through studying online strongly DR-submodular maximization problems in the adversarial setting, and also online submodular problems against the aforementioned two stochastic adversary models.

### 1.1 Preliminaries

**Notations.** The set \([1, 2, \ldots, T]\) is denoted by \([T]\). For a vector \(x \in \mathbb{R}^n\), we use \(x_i\) to denote the \(i\)-th entry of \(x\). The inner product of two vectors \(x, y \in \mathbb{R}^n\) is denoted by \(\langle x, y \rangle\) or \(x^Ty\). Moreover, for two vectors \(x, y \in \mathbb{R}^n\), we have \(x \preceq y\) if \(x_i \leq y_i\) holds for every \(i \in [n]\). A function \(f : \mathbb{R}^n \to \mathbb{R}\) is called monotone if for all \(x, y\) such that \(x \preceq y\), \(f(x) \leq f(y)\) holds. The dual norm \(\|\cdot\|_*\) of a norm \(\|\cdot\|\) is defined as \(\|y\|_* = \max_{x: \|x\| \leq 1} \langle y, x \rangle\). A differentiable function \(f : \mathcal{K} \to \mathbb{R}\) is \(\beta\)-Lipschitz with respect to \(\|\cdot\|\) if for all \(x, y \in \mathcal{K}\), we have \(|f(y) - f(x)| \leq \beta \|y - x\|\), or equivalently, \(\|\nabla f(x)\|_* \leq \beta\) holds. The diameter of a set \(\mathcal{K}\) with respect to \(\|\cdot\|\) is defined as \(R = \max_{x, y \in \mathcal{K}} \|y - x\|\).

**Submodular functions** [14]. A continuous differentiable function \(f : \mathcal{K} \to \mathbb{R}\), \(\mathcal{K} \subseteq \mathbb{R}^n\), is called submodular if for all \(x, y \in \mathcal{K}\), \(x \succeq y\) and \(i \in [n]\) such that \(x_i = y_i\), we have \(\nabla_i f(x) \preceq \nabla_i f(y)\). For a twice differentiable function \(f\), it is submodular if and only if the off-diagonal entries of its Hessian matrix \(\nabla^2 f\) are non-positive.

**DR-submodular functions** [14][15]. A differentiable function \(f : \mathcal{K} \to \mathbb{R}\), \(\mathcal{K} \subseteq \mathbb{R}^n\), is called DR-submodular if its gradient is an order-reversing mapping, i.e., for all \(x, y\) such that \(x \succeq y\), \(\nabla f(x) \succeq \nabla f(y)\) holds. For a twice differentiable function \(f\), it is DR-submodular if and only if its Hessian matrix \(\nabla^2 f\) is entry-wise non-positive. While DR-submodularity and concavity are equivalent for the special case of \(n = 1\), DR-submodular functions are generally non-concave. Nonetheless, an important consequence of DR-submodularity is concavity along non-negative directions [14][16], i.e., for all \(x, y\) such that \(x \succeq y\), we have \(f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle\). It is easy to see that the class of DR-submodular functions are a subset of submodular functions and in fact, submodularity along with coordinate-wise concavity is equivalent to DR-submodularity [14].

There are many functions which satisfy the DR-submodularity property including:

- **Indefinite quadratic functions.** Let \(f(x) = \frac{1}{2} x^T A x + a^T x + c\) where \(A\) is a symmetric matrix. If \(A\) is entry-wise non-positive, \(f\) is a DR-submodular function. Such quadratic utility functions have a wide range of applications. In particular, price optimization with continuous prices [17] and computing stability number of graphs [18] are both non-concave DR-submodular quadratic optimization problems.

- **Concave functions with negative dependence.** Let \(d \geq 2\). If \(h_i : \mathbb{R}^n_+ \to \mathbb{R}\) is concave for all \(i \in [n]\) and \(\theta_{i_1, \ldots, i_d} \leq 0\) for all \(r \in [d]\) and \((i_1, \ldots, i_d) \subseteq [n]\), the following function \(f : \mathbb{R}^n_+ \to \mathbb{R}\) is DR-submodular:

\[
    f(x) = \sum_{i=1}^{n} h_i(x_i) + \sum_{(i,j):i \neq j} \theta_{ij} x_i x_j + \cdots + \sum_{(i_1, \ldots, i_d):i \neq s} \theta_{i_1, \ldots, i_d} x_{i_1} \cdots x_{i_d}.
\]
See [10] [19] for more examples and applications of continuous submodular functions. For a DR-submodular function \( f, f \) is \( L \)-smooth over non-negative directions with respect to \( \| \cdot \| \) if for all \( x, y \) such that \( x \preceq y \), we have \( f(y) - f(x) \geq \langle \nabla f(x), y - x \rangle - \frac{L}{2} \| y - x \|^2 \).

**Example 1.** Let \( f(x) = \frac{1}{2} x^T Ax + a^T x + c \) where \( A \) is symmetric and entry-wise non-positive. If for all \( t, j \in [n], A_{ij} \geq -L \) holds, the function \( f \) is \( L \)-smooth with respect to \( \| \cdot \|_1 \).

### 1.2 Related work

**Online optimization in the i.i.d. model.** For the setting where the objective functions \( \{f_t\}_{t=1}^T \) are drawn i.i.d. from an unknown distribution \( \mathcal{D} \) with a convex mean \( f(\cdot) = \mathbb{E}_D[f_t(\cdot)] \), several algorithms have been proposed that could be divided into two categories of projection-based and projection-free algorithms where the latter is most relevant to our work. In particular, [20] proposed the Online Frank-Wolfe (OFW) algorithm which achieves a nearly optimal \( \tilde{O}(\sqrt{T}) \) stochastic regret bound with high probability. The OFW algorithm requires to access exact gradient of \( \{f_t\}_{t=1}^T \) and has an average \( \mathcal{O}(T) \) per-iteration computational cost. To remedy this issue, more recently, [21] proposed the One-Shot Frank-Wolfe (OSFW) algorithm with \( \mathcal{O}(T^{2/3}) \) stochastic regret bound in expectation. Note that the OSFW algorithm obtains similar bounds for the setting where \( f \) is monotone continuous DR-submodular.

**Stochastic optimization.** Online optimization in the i.i.d. model is closely related but different from the stochastic optimization problem [23]. In online optimization in the i.i.d. model, the goal is to choose a sequence \( \{x_t\}_{t=1}^T \) of decision variables that has low stochastic regret and the algorithm requires to update the decision variables as soon as new data arrives online [21]. In contrast, stochastic optimization focuses on the quality of the final output of the algorithm [24] and aims to find an approximate optimal point of the underlying objective function, where the performance is measured by the convergence rate.

**Online convex optimization in the random order model.** [25] studied OCO in a weaker model where the loss functions are still chosen adversarially but their order of arrival is random. This model is termed Random Order Online Convex Optimization (ROOCO). ROOCO is a natural middle ground between the standard adversarial OCO setting and the model where the loss functions are i.i.d. drawn from some unknown underlying distribution. In [25], the authors assumed that the average of the sequence of loss functions is \( \alpha \)-strongly convex while each individual loss function may not even be convex. They showed that if all the loss functions are quadratic, with probability at least \( 1 - \delta \). Online Gradient Descent (OGD) with step size \( \eta_t = \frac{1}{\sqrt{T}} \) \( \forall t \in [T] \) obtains a regret bound of \( \mathcal{O}(\frac{n^2 \beta^2}{\eta^2} T) \), where \( \beta \) is the Lipschitz constant of the loss functions. Moreover, for general loss functions, OGD with the same choice of step sizes obtains a regret bound of \( \mathcal{O}(\frac{n^2 \beta^2}{\eta^2} T) \) (\( n \) is the dimension of the domain space) with probability at least \( 1 - \delta \). They also provided two hardness results for the standard adversarial OCO model: First, they showed that there exists a sequence of (not necessarily convex) quadratic loss functions where the cumulative loss is strongly convex for which OGD with arbitrary step sizes suffers a linear regret with a non-zero probability. Also, they proved that there exists a sequence of convex loss functions with strongly convex cumulative loss where OGD with arbitrary step sizes suffers an \( \Omega(\sqrt{T}) \) regret. These two results verify that the random order assumption is crucial for obtaining logarithmic regret bounds.

**Offline DR-submodular maximization.** [14] proposed a variant of the Frank-Wolfe algorithm for maximizing a monotone DR-submodular function \( f \) subject to a convex domain \( \mathcal{K} \). Starting from \( x^{(1)} = 0 \), the algorithm performs \( K \) Frank-Wolfe updates where at each iteration \( k \in [K] \), it finds \( v_k \) such that \( v_k = \arg\max_{x \in \mathcal{K}} \langle x, \nabla f(x^{(k)}) \rangle \), and performs the update \( x^{(k+1)} = x^{(k)} + \frac{1}{K} v_k \). [14] showed that the output of this algorithm \( (x^{(K+1)}) \) obtains the provably optimal approximation ratio of \( 1 - \frac{1}{e} \).

### 1.3 Contributions

In this paper, we study online submodular maximization in three different online settings. Our contributions are listed as follows:
We first define strongly DR-submodular functions below.

**Definition 1. (Strong DR-submodularity [10,26])** For $\mu \geq 0$, a function $f: \mathcal{K} \to \mathbb{R}$, $\mathcal{K} \subset \mathbb{R}_+^n$, is called $\mu$-strongly DR-submodular with respect to $\| \cdot \|$ if for all $x \in \mathcal{K}$ and $v \geq 0$ (or $v \leq 0$), the following holds:

$$f(x+v) \leq f(x) + \langle \nabla f(x), v \rangle - \frac{\mu}{2} \|v\|^2.$$

Note that if $\mu = 0$, $f$ is DR-submodular. The following Lemma characterizes the class of strongly DR-submodular functions with respect to $\| \cdot \|_2$.

**Lemma 1.** A twice differentiable function $f: \mathcal{K} \to \mathbb{R}$, $\mathcal{K} \subset \mathbb{R}_+^n$, is $\mu$-strongly DR-submodular with respect to $\| \cdot \|_2$ if for all $x \in \mathcal{K}$, we have $\nabla^2 f(x) \leq -\mu \mathbf{I} \forall i \in [n]$ and $\nabla^2_{ij} f(x) \leq 0 \forall i \neq j$.

**Proof.** For any $z, v \in \mathcal{K}$ and $i \in [n]$, we have:

$$|\nabla^2 f(z)v_i + \mu v_i| = \nabla_{ii}^2 f(z)v_i + \sum_{j \neq i} \nabla^2_{ij} f(z)v_j + \mu v_i = (\nabla^2_{ii} f(z) + \mu) v_i + \sum_{j \neq i} \nabla^2_{ij} f(z) v_j \leq 0.$$
Therefore, $\nabla^2 f(z)v + \mu v \preceq 0$ holds for all $z, v \in \mathcal{K}$. We can use the mean value theorem twice to write:

$$f(x + v) - f(x) - \langle \nabla f(x), v \rangle = \int_0^1 \langle \nabla f(x + tv), v \rangle dt - \langle \nabla f(x), v \rangle$$

$$= \int_0^1 \langle \nabla f(x + tv) - \nabla f(x), v \rangle dt$$

$$= \int_0^1 \langle t \nabla^2 f(z)v, v \rangle dt,$$

where $z$ is in the line segment between $x$ and $x + tv$. Combining the above two inequalities, we have:

$$f(x + v) - f(x) - \langle \nabla f(x), v \rangle = \int_0^1 \langle t \nabla^2 f(z)v + \mu v, v \rangle dt - \mu \int_0^1 t \langle v, v \rangle dt \leq \frac{-\mu}{2} \|v\|_2^2.$$

Thus, $f$ is $\mu$-strongly DR-submodular with respect to $\|\cdot\|_2$. □

Lemma[1] states that for a twice differentiable DR-submodular function, if $\nabla^2 f(x) \preceq -\mu$ holds for all $i \in [n]$ and $x \in \mathcal{K}$, the function is $\mu$-strongly DR-submodular with respect to $\|\cdot\|_2$. For instance, for the class of concave functions with negative dependence (introduced in section[1]), if $h_i$ is $\mu$-strongly concave for all $i \in [n]$, the function is $\mu$-strongly DR-submodular.

Consider the following adversarial online optimization problem over $T$ rounds: At each step $t \in [T]$, the algorithm chooses a decision variable $x_t \in \mathcal{K}$, where $\mathcal{K}$ is the fixed convex and compact domain with diameter $R$ with respect to $\|\cdot\|_2$ and $0 \in \mathcal{K}$. Once the algorithm commits to the action $x_t$, the adversary reveals a monotone utility function $f_t$ which is $\mu$-strongly DR-submodular and $L$-smooth with respect to $\|\cdot\|_2$. Without loss of generality and for ease of notation, we assume the utility functions are normalized, i.e., $f_t(0) = 0 \forall t \in [T]$. The overall goal is to maximize the cumulative utility $\sum_{t=1}^T f_t(x_t)$ or equivalently, minimize the $(1 - \frac{1}{e})$-regret $R_T$ defined as:

$$R_T = (1 - \frac{1}{e}) \max_{x \in \mathcal{K}} \sum_{t=1}^T f_t(x) - \sum_{t=1}^T f_t(x_t),$$

where $1 - \frac{1}{e}$ is the optimal polynomial time approximation ratio for offline monotone DR-submodular maximization.

In other words, the regret compares the decisions of the algorithm with the $(1 - \frac{1}{e})$-approximation to the optimal solution in hindsight.

For the setting with $\mu = 0$, i.e., when all utility functions are only DR-submodular, [8] proposed the Meta-Frank-Wolfe algorithm with a provably optimal $O(\sqrt{T})$ regret. Since for all $t \in [T]$, $f_t$ remains unknown until the algorithm chooses the action $x_t$, the Meta-Frank-Wolfe algorithm runs $K = O(\sqrt{T})$ instances of a no-regret online linear maximization algorithm (such as Follow the Regularized Leader (FTRL)) to mimic the Frank-Wolfe variant of [14] for offline DR-submodular maximization in the online setting, and outputs the average of the decisions of these instances at each round. We now propose a modified version of the Meta-Frank-Wolfe algorithm of [8] for strongly DR-submodular utility functions to be able to obtain improved logarithmic regret bound in this case. The algorithm is presented in Algorithm[1] The algorithm runs $K$ instances $\{E_k\}_{k=1}^K$ of no-regret online strongly concave maximization algorithms (such as Follow the Leader (FTL)) where at each round $t \in [T]$, the instance $E_k$ chooses the action $v_t^{(k)}$ and upon committing to this decision, it receives a $\mu$-strongly concave payoff of $\langle v_t^{(k)}, \nabla f_s(x_t^{(k)}) \rangle - \frac{\mu}{2} \|v_t^{(k)}\|^2_2$. Algorithm[1] outputs $x_t = \frac{1}{K} \sum_{k=1}^K v_t^{(k)}$. Note that the FTL update rule for $v_t^{(k)}$ is computationally efficient in many cases. To be precise, in case of the norm $\|\cdot\|_2$, we can write:

$$v_t^{(k)} = \arg \max_{x \in \mathcal{K}} \langle x, \sum_{s=1}^{t-1} \nabla f_s(x_s^{(k)}) \rangle - \frac{\mu(t-1)}{2} \|x\|^2_2 = \text{Proj}_{\mathcal{K}} \left( \frac{1}{\mu(t-1)} \sum_{s=1}^{t-1} \nabla f_s(x_s^{(k)}) \right),$$

where $\text{Proj}_{\mathcal{K}}$ denotes Euclidean projection onto set $\mathcal{K}$. The regret guarantee of Algorithm[1] is provided below.
We first provide the following concentration inequality for randomly permuted sums.

**Algorithm 1** Online strongly DR-submodular maximization algorithm

**Input:** $K > 0$ is the number of inner loops, $T$ is the horizon, and $\mu > 0$.

**Output:** $\{x_t : 1 \leq t \leq T\}$.

Choose an off-the-shelf online strongly concave maximization algorithm and initialize $\{E_k\}_{k=1}^K$ of it for online maximization of $\mu$-strongly concave utility functions over $\mathcal{K}$.

**Theorem 1.** Assume that $\{f_t\}_{t=1}^T$ is normalized (i.e., $f_t(0) = 0$), monotone, $\mu$-strongly DR-submodular, $L$-smooth and $\beta$-Lipschitz with respect to $\|\cdot\|$. Using Algorithm 1 with $K = \mathcal{O}(\ln T)$, we have:

$$R_T = (1 - \frac{1}{e}) \sum_{t=1}^T f_t(x_t) - \sum_{t=1}^T f_t(x) \leq \mathcal{O}(\ln T),$$

where $x^* = \arg\max_{x \in \mathcal{K}} \sum_{t=1}^T f_t(x)$.

Algorithm 1 requires $\tilde{\mathcal{O}}(T^2)$ overall FTL updates to obtain the logarithmic regret bound derived in Theorem 1. As it was mentioned earlier, the FTL updates are easy to compute in many cases. However, the projection step onto $\mathcal{K}$ in the update rule might be computationally expensive for complex domains. In such cases, we can apply Algorithm 1 to $\{\frac{1}{T} \sum_{t=1}^T f_t\}^T_{t=1}$ instead.

**Theorem 2.** (Theorem 4.3 of [27]) Let $\{c_{r,s}\}_{r,s \in [T]}$ be an array of real numbers from the range $[-m_c, m_c]$. Let $Z_T = \sum_{r=1}^T c_r \Pi_{r}(r)$ where $\Pi_T$ is drawn from the uniform distribution over the set of all permutations of $\{1, \ldots, T\}$. Then, for any $\lambda > 0$, we have:

$$P(|Z_T - E[Z_T]| \geq \lambda) \leq 4 \exp\left(-\frac{\lambda^2}{10\left(\frac{\theta}{T} \sum_{r=1}^T c_{r,s}^2 + \frac{m_c}{3}\right)}\right),$$

where $\theta = \frac{5}{2} \ln 3 - \frac{2}{3}$.
Now, we apply the result of Theorem 2 to our problem. Let $W \in [1, T]$. For a fixed $i \in [n]$, set:

$$c_{r,s} = \begin{cases} A_i^{(s)} - \frac{1}{T} \sum_{t=1}^T A_i^{(t)} & \text{if } 1 \leq r \leq W \\ 0 & \text{o.w.} \end{cases}$$

We can write:

$$Z_T = \sum_{r=1}^T c_{r,\Pi_T(r)} = \sum_{r=1}^W A_i^{(\Pi_T(r))} - \frac{W}{T} \sum_{t=1}^T A_i^{(t)}.$$

Taking expectation of the above equality, we obtain:

$$\mathbb{E}[Z_T] = \sum_{r=1}^W \mathbb{E}[A_i^{(\Pi_T(r))}] - \frac{W}{T} \sum_{t=1}^T A_i^{(t)} = \sum_{r=1}^W \left( \frac{1}{T} \sum_{t=1}^T A_i^{(t)} \right) - \frac{W}{T} \sum_{t=1}^T A_i^{(t)} = 0.$$

Since $m_c = 2L$ in our setting, we have

$$\frac{\theta}{T} \sum_{r,s=1}^T c_{r,s}^2 = \frac{\theta}{T} \sum_{r=1}^W \sum_{s=1}^T (A_i^{(s)} - \frac{1}{T} \sum_{t=1}^T A_i^{(t)})^2 \leq 4\theta L^2 W.$$ 

Plugging in $\lambda = W\epsilon$, we obtain:

$$\Pr(\frac{1}{W} \sum_{r=1}^W A_i^{(\Pi_T(r))} - \frac{1}{T} \sum_{t=1}^T A_i^{(t)} \geq \epsilon) = \Pr(\sum_{r=1}^W A_i^{(\Pi_T(r))} - \frac{W}{T} \sum_{t=1}^T A_i^{(t)} \geq W\epsilon) \leq 4\exp\left(- \frac{W\epsilon^2}{16(4\theta L^2 W + 2LW^2)}\right).$$

$$\Pr(\frac{1}{W} \sum_{r=1}^W A_i^{(\Pi_T(r))} - \frac{1}{T} \sum_{t=1}^T A_i^{(t)} \geq \epsilon)$$

is then bounded from above by

$$\leq \left\{ \begin{array}{ll} 4\exp\left(- \frac{W\epsilon^2}{128L^2}\right) & \epsilon \leq 6\theta L \\ 4\exp\left(- \frac{W\epsilon^2}{3W^2 L}\right) & \text{o.w.} \end{array} \right.$$ 

If we choose $\epsilon \leq \frac{\mu}{2}$, the first case happens. Therefore, if we set $\frac{4}{nT} = 4\exp\left(- \frac{L^2}{128L^2}\right)$, we can use the union bound to conclude that for every $i \in [n]$ and $r \in \{0, \ldots, \lceil \frac{T}{W} \rceil - 1\}$, with probability at least $1 - \delta$, it holds that

$$\frac{1}{W} \sum_{t=\tau W+1}^{(\tau+1)W} A_i^{(t)} \leq -(\mu - \epsilon) \leq -\frac{\mu}{2}$$

for any $W \geq W_0$ where $W_0 = \frac{128L^2}{L^2} \ln\left(\frac{4L^2}{L^2}\right)$. In other words, for large enough $W$, the average of each of the consecutive blocks of size $W$ of the utility functions is $\mu$-strongly DR-submodular.

Now, consider general monotone submodular utility functions $\{f_i\}_{i=1}^n$. In this case, the Hessian of the utility functions are not fixed and therefore, we have to ensure the strong DR-submodularity of every block of size $W$ at every point $x \in K$. The analysis in this setting is provided in the Appendix.

Considering that the strong DR-submodularity property propagates to the average of utility functions over sufficiently large blocks, we can apply Algorithm 1 to these blocks to obtain logarithmic regret bounds. We summarize this result in the following theorem.

**Theorem 3.** Assume that for all $t \in [T]$, the utility function $f_i$ is normalized, monotone and submodular, and the average of utility functions $\frac{1}{W} \sum_{t=\tau W+1}^{(\tau+1)W} f_i$ is $\mu$-strongly DR-submodular and $L$-smooth. Then, with probability at least $1 - \delta$, if we apply Algorithm 1 to the utility functions $\frac{1}{W} \sum_{t=\tau W+1}^{(\tau+1)W} f_i$ for $W \geq W_0 = \mathcal{O}\left(\frac{L^2}{\mu^2} \ln\left(\frac{nT}{\delta}\right)\right)$, we have:

$$\frac{1}{W} \sum_{\tau=0}^{\lceil \frac{T}{W} \rceil - 1} \sum_{t=\tau W+1}^{(\tau+1)W} \left( (1 - \frac{1}{e}) f_i(x^*) - f_i(z_\tau) \right) \leq \mathcal{O}(\ln \frac{T}{W}).$$

Therefore, if we set $x_t = z_\tau$ for all $\tau \in \{0, \ldots, \lceil \frac{T}{W} \rceil - 1\}$ and $t \in \{\tau W + 1, \ldots, (\tau + 1)W\}$, the following holds with probability at least $1 - \delta$:

$$R_T \leq \mathcal{O}(W \ln \frac{T}{W}) = \mathcal{O}(\ln \frac{nT}{\delta} \ln T).$$
4 Online DR-submodular maximization in the i.i.d. model

In this section, we focus on the setting where the sequence of utility functions \( \{f_t\}_{t=1}^T \) is drawn i.i.d. from some fixed unknown distribution \( f_t \sim \mathcal{D} \) where \( \mathbb{E}_{\mathcal{D}}[f_t(\cdot)] = f(\cdot) \). In this framework, the performance is measured via the notion of stochastic regret defined as \( \alpha\text{-SR}_{T} = T f(x^*) - \sum_{t=1}^{T} f(x_t) \), where \( x^* = \arg \max_{x \in \mathcal{X}} f(x) \). Note that unlike the adversarial regret, the stochastic regret is defined with respect to the expected function \( f \).

**Assumption 1.** We make the following assumptions on the utility functions:
- For all \( t \in [T] \) and \( x \in \mathcal{X} \), we only have access to the unbiased gradient oracle \( \nabla f_t(x) \), i.e., \( \mathbb{E} [\nabla f_t(x)] = \nabla f(x) \).
- There exists \( \sigma > 0 \) such that for any \( x \in \mathcal{X} \) and \( t \in [T] \), \( \| \nabla f_t(x) - \nabla f(x) \|_2 \leq \sigma \) holds.
- \( f \) is monotone DR-submodular and \( L \)-smooth.

Note that we do not require the utility functions \( \{f_t\}_{t=1}^T \) to be DR-submodular which further complicates the analysis in this setting.

If \( f \) was known in advance, we would use the Frank-Wolfe variant of [14] for offline DR-submodular maximization. To be precise, for all \( t+1 \in [T] \), starting from \( x_{t+1}^{(1)} = 0 \), we would perform \( K_t \) Frank-Wolfe updates where at each iteration \( k \in [K_t] \), we choose \( v_{t}^{(k)} \) according to \( v_{t}^{(k)} = \arg \max_{x \in \mathcal{X}} \langle x, \nabla f_t(x_{t+1}^{(k-1)}) \rangle \) and perform the update \( x_{t+1}^{(k+1)} = x_{t+1}^{(k)} + \frac{1}{K_t} v_{t}^{(k)} \). However, \( f \) is not available in advance. To tackle this problem, at round \( t+1 \in [T] \), we can use the average of utility functions \( \{f_t\}_{t=1}^T \) observed so far as an estimate of \( f \). Using this technique, we propose Algorithm 2 and provide its stochastic regret guarantee in the theorem below.

**Algorithm 2**

\[
\text{Input:} \{K_t = \sqrt{t}\}_{t=1}^T \text{ and } T > 0 \text{ is the horizon.} \\
\text{for } t = 1, \ldots, T \text{ do} \\
\quad \text{Play } x_t = x_{t-1}^{(K_t-1+1)} \text{ and observe } f_t. \\
\quad \text{Set } x_{t+1}^{(1)} = 0. \\
\quad \text{for } k = 1, 2, \ldots, K_t \text{ do} \\
\quad \quad d_{t}^{(k)} = \frac{1}{t} \sum_{\tau=1}^{t} \nabla f_{\tau}(x_{\tau+1}^{(k)}). \\
\quad \quad v_{t}^{(k)} = \arg \max_{x \in \mathcal{X}} \langle x, d_{t}^{(k)} \rangle. \\
\quad \quad \text{Set } x_{t+1}^{(k+1)} = x_{t+1}^{(k)} + \frac{1}{K_t} v_{t}^{(k)}. \\
\quad \text{end for} \\
\text{end for}
\]

**Theorem 4.** For online DR-submodular maximization in the i.i.d. model, if Assumption 1 holds, the expected stochastic regret of Algorithm 2 is as follows:

\[
\mathbb{E}[(1 - \frac{1}{e})\cdot \text{SR}_T] \leq \sum_{t=1}^{T} \frac{LR^2}{2K_t} + \mathcal{O}(\sigma \sqrt{T}).
\]

Moreover, with probability at least \( 1 - \delta \), we have:

\[
(1 - \frac{1}{e})\cdot \text{SR}_T \leq \sum_{t=1}^{T} \frac{LR^2}{2K_t} + \mathcal{O}(\sqrt{T \ln \left( \frac{T^{3/2}}{\delta} \right)}).
\]

Therefore, if we set \( K_t = \sqrt{t} \forall t \in [T] \), Algorithm 2 obtains a \( \tilde{O}(\sqrt{T}) \) stochastic regret bound, both in expectation and with high probability.

In the convex setting, \( \mathcal{O}(\sqrt{T}) \) stochastic regret bound is optimal and the same lower bound extends to the DR-submodular framework as well. Algorithm 2 manages to obtain the nearly optimal \( \tilde{O}(\sqrt{T}) \) stochastic regret bound. However, in each step \( t \in [T] \), the algorithm requires gradient oracle access at \( \mathcal{O}(\sqrt{t}) \) points which leads to \( \mathcal{O}(T^{5/2}) \) overall gradient evaluations. Therefore, in applications where computing the gradient of utility functions is computationally expensive, Algorithm 2 has a
high computational cost and may not be suitable. To remedy this issue, inspired by the variance-reduction technique of [22], we propose Algorithm 3. In this algorithm, for all $t \in [T]$, we estimate $\nabla f(x_t)$ using the recursive estimator $d_t = \tilde{\nabla} f_t(x_t) + (1 - \rho_t)(d_{t-1} - \tilde{\nabla} f_t(x_{t-1}))$. The regret bound of Algorithm 3 is provided below.

**Theorem 5.** For online DR-submodular maximization in the i.i.d. model, if Assumption 1 holds, Algorithm 3 obtains the following stochastic regret bound in expectation:

$$E[(1/e)-SR_T] \leq O(\sigma \sqrt{T}).$$

Also, the following holds with probability at least $1 - \delta$:

$$\frac{1}{e}-SR_T \leq O(\sigma \sqrt{T \ln(\frac{T}{\delta})}).$$

**Algorithm 3**

Input: \(\{\rho_t = \frac{1}{(1 + t)^2}\}_{t=1}^T\) and \(T > 0\) is the horizon.

\textbf{for} \(t = 1, \ldots, T\) \textbf{do}

Play \(x_t\) and observe \(f_t\).

\textbf{if} \(t = 1\) \textbf{then}

\(d_t = \tilde{\nabla} f_t(x_t)\).

\textbf{else}

\(d_t = \tilde{\nabla} f_t(x_t) + (1 - \rho_t)(d_{t-1} - \tilde{\nabla} f_t(x_{t-1}))\).

\textbf{end if}

\(v_t = \arg \max_{x \in K} \langle x, d_t \rangle\).

Set \(x_{t+1} = x_t + \frac{1}{T} v_t\).

\textbf{end for}

At each round \(t \in [T]\), Algorithm 2 requires computing the gradient at \(O(t^{3/2})\) points whereas Algorithm 3 requires only 2 gradient evaluations per step. Therefore, the overall number of gradient evaluations of Algorithm 2 and Algorithm 3 are \(O(T^{3/2})\) and \(O(T)\) respectively. Moreover, both algorithms require solving just 1 linear optimization problem over the constraint set \(K\) per round. However, despite the lower computational complexity of Algorithm 3, this algorithm only manages to obtain an \(O(\sqrt{T})\) bound for the \((\frac{1}{e})\)-stochastic regret while Algorithm 2 obtains similar bounds for the \((1 - \frac{1}{e})\)-regret which is the optimal approximation ratio for offline DR-submodular maximization.

The only prior study of online DR-submodular maximization in the i.i.d. model was done by [21] in which the authors proposed the OSFW algorithm with a sub-optimal \(O(T^{2/3})\) \((1 - \frac{1}{e})\)-stochastic regret bound in expectation. The OSFW algorithm requires only 1 gradient evaluation per round, however, there is a mistake in the analysis of the regret bound (using the inequality \((1 - \frac{1}{e})^t \leq \frac{1}{e} \) for all \(t \in [T]\) which is incorrect) and consequently, the approximation ratio is in fact \(\frac{1}{e}\).

## 5 Numerical Examples

For the first experiment, we used the MovieLens dataset [28], containing anonymous ratings of approximately 3900 movies made by 6040 MovieLens users, and we studied a movie recommendation
We studied online submodular maximization in three different settings. First, we characterized the
running average of the utility of Algorithm 2, Algorithm 3 and the OSFW algorithm of [21]
\[ Cx \]
\[ b, 0 \leq x \leq 1 \], i.e., the algorithm has to recommend 4 movies to each arriving user. We ran Algorithm[1] and the Meta-Frank-Wolfe algorithm of [8] with K = 100, and plotted the \((1 - \frac{1}{T})\)-regret versus the number of iterations in Figure [1]a. This plot verifies that
the regret of Algorithm[1] is significantly smaller than the Meta-Frank-Wolfe algorithm for strongly
DR-submodular functions.

For the next two experiments, we set \( m = 2, n = 4 \) and \( T = 100 \). We defined \( \mathcal{K} = \{ x \in \mathbb{R}^n : Cx \leq b, 0 \leq x \leq 1 \} \), where \( C \in \mathbb{R}^{m \times n} \) is a matrix whose entries are uniformly distributed in the range \([0, 1]\) and \( b \in \mathbb{R}^m \) is the vector of all ones. In experiment 2, we considered quadratic utility functions of the form \( f_t(x) = \frac{1}{2} x^T A_t x + (a(t))^T x \) and we chose \( a(t) = -(A(t))^T 1 \) to ensure
monotonicity of the utility functions. We chose \( \{ A(t) \}_{t=1}^{T} \) as random matrices whose off-diagonal entries are uniformly distributed non-positive values in \([-10, 0]\). For \( t \in \{1, \ldots, \frac{T}{2}\} \), we selected the diagonal entries of the matrices from the range \([-10, 0]\) and for \( t \in \{ \frac{T}{2} + 1, \ldots, T\} \), these entries are uniformly distributed in the range \([0, 5]\). Therefore, in this experiment, all utility functions are submodular while the average utility is 1.25-strongly DR-submodular with respect to \( \| \cdot \|_2 \) and 10-smooth with respect to \( \| \cdot \|_1 \) in expectation. We applied Algorithm[2] to this problem. Then, we randomly permuted the ordering of the utility functions and applied Algorithm[1] to blocks of size \( W = 5 \). The result, depicted in Figure [1]b, highlights the improved overall utility in the random
order setting.

In the third experiment, we studied online DR-submodular maximization in the i.i.d. model. For the
underlying utility function \( f(x) = \frac{1}{2} x^T A x + (a)^T x \), we chose \( A \) to be a random matrix whose entries are sampled uniformly at random from the range \([-1, 0]\). Therefore, \( f \) is DR-submodular and 1-smooth. For all \( t \in [T] \), we set \( A(t) = A + N(t) \), where \( N(t) \) is a matrix with entries uniformly distributed in the range \([-4, 4]\). Thus, \( \{ A(t) \}_{t=1}^{T} \) is an unbiased estimator of \( A \). Note that since \( \{ A(t) \}_{t=1}^{T} \) may have positive entries, each individual utility function \( \{ f_t \}_{t=1}^{T} \) is not necessarily DR-submodular.

The running average of the utility of Algorithm[2] Algorithm[3] and the OSFW algorithm of [21] is depicted in Figure [1]c. It can be observed that the regret of Algorithm[2] is smaller than the other two algorithms because the average of the utility functions observed so far is a more accurate estimation of \( f \) and has a lower variance at the expense of higher computational complexity.

6 Conclusion and future work

We studied online submodular maximization in three different settings. First, we characterized the
class of strongly DR-submodular functions and provided Algorithm[1] with logarithmic regret bound
in the adversarial setting. Next, we considered online submodular maximization in the random order
model and showed how we can use Algorithm[1] to obtain similar logarithmic regret bounds with high
probability despite each individual utility function not being DR-submodular. Finally, we focused on
online DR-submodular maximization in the i.i.d. model, and we provided two algorithms with
nearly optimal \( \hat{O}(\sqrt{T}) \) regret bounds, both in expectation and with high probability. This work could
be extended in a number of directions. It is interesting to see whether Algorithm[1] could be used in
a best-of-both-worlds fashion for the adversarial and random order frameworks, i.e., if we can
obtain logarithmic regret bounds in the random order model by simply applying Algorithm[1] on the
individual utility functions (instead of blocks of functions). Moreover, providing an algorithm for
the i.i.d. setting with optimal \( \hat{O}(\sqrt{T}) (1 - \frac{1}{T}) \)-stochastic regret bound and \( \hat{O}(T) \) overall gradient
evaluations is yet to be done.
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Appendix

Missing proofs

Proof of Theorem 1

For all $t \in [T]$, using the $L$-smoothness of $f_t$, we have:

$$f_t(x_t^{(k+1)}) \geq f_t(x_t^{(k)}) + \frac{1}{K} \langle v_t^{(k)}, \nabla f_t(x_t^{(k)}) \rangle - \frac{L}{2K^2} \|v_t^{(k)}\|^2.$$

Considering that the diameter of $\mathcal{K}$ is $R$, taking the sum over $t \in [T]$, we obtain:

$$\sum_{t=1}^{T} (f_t(x_t^{(k+1)}) - f_t(x_t^{(k)})) \geq \frac{1}{K} \sum_{t=1}^{T} \langle v_t^{(k)} , \nabla f_t(x_t^{(k)}) \rangle - \frac{LR^2T}{2K^2}.$$

For all $k \in [K]$, let $v_k^{(*)} = \arg \max_{v \in \mathcal{K}} \{ \sum_{t=1}^{T} \langle v, \nabla f_t(x_t^{(k)}) \rangle - \frac{\mu T}{2} \|v\|^2 \}$. If we use Follow the Leader (FTL) as $\mathcal{E}_k \forall k \in [K]$, using Corollary 7.16 of [5], we can write:

$$\sum_{t=1}^{T} \langle x^*, \nabla f_t(x_t^{(k)}) \rangle - \frac{\mu T}{2} \|x^*\|^2 \leq \sum_{t=1}^{T} \langle v_t^{(*)} , \nabla f_t(x_t^{(k)}) \rangle - \frac{\mu T}{2} \|v_t^{(*)}\|^2 \leq \sum_{t=1}^{T} (\langle v_t^{(k)} , \nabla f_t(x_t^{(k)}) \rangle - \frac{\mu T}{2} \|v_t^{(k)}\|^2) + \frac{(\beta + \mu R)^2}{2\mu} \ln T,$$

where (a) uses the definition of $v_t^{(*)}$ and (b) is due to the regret bound of the FTL algorithm. We have:

$$\sum_{t=1}^{T} (f_t(x^*) - f_t(x_t^{(k)})) \leq \sum_{t=1}^{T} (f_t(x^* + x_t^{(k)}) - f_t(x_t^{(k)})) \leq \sum_{t=1}^{T} \langle x^*, \nabla f_t(x_t^{(k)}) \rangle - \frac{\mu T}{2} \|x^*\|^2,$$

where (c) and (d) use the monotonicity and $\mu$-strong DR-submodularity of $\{f_t\}_{t=1}^{T}$. Combining the above inequalities, we have:

$$\sum_{t=1}^{T} (f_t(x_t^{(k+1)}) - f_t(x_t^{(k)})) \geq \frac{1}{K} \sum_{t=1}^{T} (f_t(x^* + x_t^{(k)}) - f_t(x_t^{(k)})) + \frac{\mu T}{2K^2} \|v_t^{(k)}\|^2 - \frac{LR^2T}{2K^2} - \frac{(\beta + \mu R)^2}{2\mu K} \ln T$$

$$\geq \frac{1}{K} \sum_{t=1}^{T} (f_t(x^*) - f_t(x_t^{(k)})) - \frac{LR^2T}{2K^2} - \frac{(\beta + \mu R)^2}{2\mu K} \ln T.$$

Equivalently, we can write:

$$\sum_{t=1}^{T} \left( (f_t(x_t^{(k+1)}) - f_t(x^*)) \geq (1 - \frac{1}{K}) \sum_{t=1}^{T} (f_t(x_t^{(k)}) - f_t(x^*)) - \frac{LR^2T}{2K^2} - \frac{(\beta + \mu R)^2}{2\mu K} \ln T. \right.$$

Applying the inequality recursively for all $k \in [K]$, we obtain:

$$\sum_{t=1}^{T} (f_t(x_t^{(K)}) - f_t(x^*)) \geq (1 - \frac{1}{K})^K \sum_{t=1}^{T} (f_t(x_t^{(1)}) - f_t(x^*)) - \frac{LR^2T}{2K} - \frac{(\beta + \mu R)^2}{2\mu} \ln T.$$

Rearranging the terms and using the inequality $(1 - \frac{1}{K})^K \leq \frac{1}{e}$, we can write:

$$\sum_{t=1}^{T} (f_t(x_t^*) - f_t(x_t)) \leq \frac{LR^2T}{2K} + \frac{(\beta + \mu R)^2}{2\mu} \ln T.$$

Therefore, if we set $K = \mathcal{O}(\frac{T}{\ln T})$, we obtain $\mathcal{O}(\ln T)$ regret bound.
Proof of Theorem 3

For non-quadratic submodular functions, the Hessian of the utility functions are not fixed and therefore, we have to ensure the strong DR-submodularity of every block of size $W$ holds at every point $x \in K$. We provide the analysis for the class of concave functions with negative dependence below (this analysis could be easily extended to more general submodular functions). For all $t \in [T]$, let $f_t$ be of the form of concave functions with negative dependence (introduced in the paper). In this case, $\nabla_{11}^2 f_t(x) = \frac{\partial^2 h_t^{(i)}}{\partial x_i^2} (x)$ for all $i \in [n]$. Note that for all $i \in [n]$, we are assuming $\frac{1}{T} \sum_{t=1}^{T} h_t^{(i)}$ is $\mu$-strongly concave while each individual $h_t^{(i)}$ may be neither convex or concave. Assume that for all $i \in [n]$ and $t \in \{0, \ldots, \left\lceil \frac{T}{2W} \right\rceil - 1\}$, the second derivative of the scalar function $\frac{1}{W} \sum_{t=W+1}^{(r+1)W} h_t^{(i)}$ is $H$-Lipschitz. Also, assume that for all $x \in K$, $0 \leq x_i \leq R_i$ holds. For all $i \in [n]$, consider the discretized set of points $Z_i = \{2k\gamma \forall k \in \{0, \ldots, \frac{R_i}{2\gamma}\}\}$. Note that for all $x \in K$ and $i \in [n]$, there exists $z_i \in Z_i$ such that $|x_i - z_i| \leq \gamma$. If the desired property holds for these set of points in the domain $K$, we can use the $H$-Lipschitzness assumption to conclude

$$\frac{1}{W} \sum_{t=W+1}^{(r+1)W} (h_t^{(i)})''(x) \leq -(\mu - \epsilon - \gamma H).$$

Therefore, in order to take the union bound in this setting, we set $\frac{\delta}{T \sum_{i=1}^{n} (2W)} = 4 \exp(- \frac{W \epsilon^2}{1280 L^2})$ which is equivalent to $W_0 = \frac{1280 L^2}{\epsilon^2} \ln(\frac{4T \sum_{i=1}^{n} R_i}{2 \gamma \delta})$.

Proof of Theorem 4

For Algorithm 2, we can write:

$$f(x^{(k+1)}_{t+1}) \geq f(x^{(k)}_{t+1}) + \frac{1}{K_t} v_t^{(k)} \nabla f(x^{(k)}_{t+1}) - \frac{L}{2K_t} \|v_t^{(k)}\|^2$$

$$\geq f(x^{(k)}_{t+1}) + \frac{1}{K_t} \langle v_t^{(k)}, d_t^{(k)} \rangle + \frac{1}{K_t} \langle v_t^{(k)}, \nabla f(x^{(k)}_{t+1}) - d_t^{(k)} \rangle - \frac{L R^2}{2K_t^2}$$

(by)

$$\geq f(x^{(k)}_{t+1}) + \frac{1}{K_t} \langle x^*, d_t^{(k)} \rangle + \frac{1}{K_t} \langle v_t^{(k)}, \nabla f(x^{(k)}_{t+1}) - d_t^{(k)} \rangle - \frac{L R^2}{2K_t^2}$$

$$= f(x^{(k)}_{t+1}) + \frac{1}{K_t} \langle x^*, d_t^{(k)} \rangle + \frac{1}{K_t} \langle v_t^{(k)}, \nabla f(x^{(k)}_{t+1}) - d_t^{(k)} \rangle - \frac{L R^2}{2K_t^2}$$

(c)

$$\geq f(x^{(k)}_{t+1}) + \frac{1}{K_t} \langle (x^* - x^{(k)}_{t+1}) \cup 0, \nabla f(x^{(k)}_{t+1}) \rangle + \frac{1}{K_t} \langle v_t^{(k)} - x^*, \nabla f(x^{(k)}_{t+1}) - d_t^{(k)} \rangle - \frac{L R^2}{2K_t^2}$$

(d)

$$\geq f(x^{(k)}_{t+1}) + \frac{1}{K_t} \langle f(x^*) \vee x^{(k)}_{t+1} \rangle - \frac{1}{K_t} f(x^{(k)}_{t+1}) + \frac{1}{K_t} \langle v_t^{(k)} - x^*, \nabla f(x^{(k)}_{t+1}) - d_t^{(k)} \rangle - \frac{L R^2}{2K_t^2}$$

(e)

where (a) uses $L$-smoothness of $f$, (b) is due to the update rule of the algorithm, (c) and (e) follow from monotonicity of $f$, and (d) exploits concavity of $f$ along non-negative directions. Defining $e_t^{(k)} := d_t^{(k)} - \nabla f(x^{(k)}_{t+1})$ and rearranging the terms in the above inequality, we have:

$$f(x^*) - f(x^{(k+1)}_{t+1}) \leq (1 - \frac{1}{K_t}) (f(x^*) - f(x^{(k)}_{t+1})) + \frac{R}{K_t} \|e_t^{(k)}\| + \frac{L R^2}{2K_t^2}.$$

Applying the inequality recursively for all $k \in [K_t]$ and taking expectation of both sides, we have:

$$f(x^*) - \mathbb{E}[f(x^{(K_t+1)}_{t+1})] \leq (1 - \frac{1}{K_t})^{K_t} (f(x^*) - \mathbb{E}[f(x^{(1)}_{t+1})]) + \frac{R}{K_t} \sum_{k=1}^{K_t} \mathbb{E}[\|e_t^{(k)}\|] + \frac{L R^2}{2K_t^2}.$$
Rearranging the terms, taking expectation of both sides and taking the sum over \( t \in \{1, \ldots, T - 1\} \), we obtain:

\[
\mathbb{E}[(1 - \frac{1}{e})\cdot \text{SR}_T] \leq \sum_{t=1}^{T-1} \frac{LR^2}{2K_t} + \sum_{t=1}^{T-1} \frac{R}{K_t} \max_{k=1}^K \mathbb{E} \| \epsilon_t^{(k)} \| + \mathcal{O}(1). \tag{1}
\]

We can bound \( \mathbb{E} \| \epsilon_t^{(k)} \| \) as follows:

\[
\begin{align*}
\mathbb{E} \| \epsilon_t^{(k)} \| &= \mathbb{E} \sqrt{\| \epsilon_t^{(k)} \|^2} \\
&\leq \sqrt{\mathbb{E} \| \epsilon_t^{(k)} \|^2} \\
&= \sqrt{\mathbb{E} \left[ \left( \frac{1}{T} \sum_{\tau=1}^{T} \nabla f_{\tau}(x_{t+1}^{(k)}) - \nabla f(x_{t+1}^{(k)}) \right)^T \left( \frac{1}{T} \sum_{\tau=1}^{T} \nabla f_{\tau}(x_{t+1}^{(k)}) - \nabla f(x_{t+1}^{(k)}) \right) \right]} \\
&= \frac{1}{\sqrt{T}} \sum_{\tau=1}^{T} \mathbb{E} \| \nabla f_{\tau}(x_{t+1}^{(k)}) - \nabla f(x_{t+1}^{(k)}) \|^2 \\
&\leq \frac{1}{\sqrt{T}} \sum_{\tau=1}^{T} \sigma^2 \\
&= \frac{\sigma}{\sqrt{T}},
\end{align*}
\]

where the first inequality is due to Jensen’s inequality. Therefore, if we set \( K_t = \sqrt{T} \forall t \in [T] \), the expected regret bound of the algorithm is \( \mathcal{O}(LR^2 + R\sigma)\sqrt{T} \).

We can also obtain high probability regret bound for the algorithm. Considering that \( f \) is \( \beta \)-Lipschitz, we have \( \| \nabla f(\cdot) \| \leq \| \nabla f(\cdot) \| + \| \nabla f(\cdot) - \nabla f(\cdot) \| \leq \beta + \sigma \). Therefore, we can use Corollary 7 of [29] to conclude that with probability at least \( 1 - \frac{1}{T^3/2} \), the following holds:

\[
\| \epsilon_t^{(k)} \| \leq \mathcal{O}( (\sigma + \beta) \sqrt{\frac{\ln(2T^{3/2}/\delta)}{T}} ).
\]

Taking the union bound, we can conclude that \( (1 - \frac{1}{e})\cdot \text{SR}_T \leq \sum_{t=1}^{T-1} \frac{LR^2}{2K_t} + \mathcal{O}(\sigma \sqrt{T \ln(T^{3/2}/\delta)}) \) holds with probability at least \( 1 - \delta \). Thus, if we set \( K_t = \sqrt{T} \forall t \in [T] \), we obtain an \( \tilde{\mathcal{O}}(\sqrt{T}) \) regret bound, both in expectation and with high probability.

**Proof of Theorem 5**

Using the \( L \)-smoothness of \( f \) and the update rule of Algorithm 3, we have:

\[
\begin{align*}
f(x_{t+1}) &\overset{(a)}{=} f(x_t) + \frac{1}{T} (v_t, \nabla f(x_t)) - \frac{L}{2T^2} \| v_t \|^2 \\
&\overset{(b)}{=} f(x_t) + \frac{1}{T} (v_t, d_t) + \frac{1}{T} (v_t, \nabla f(x_t) - d_t) - \frac{LR^2}{2T^2} \\
&\overset{(c)}{=} f(x_t) + \frac{1}{T} (x^*, d_t) + \frac{1}{T} (v_t, \nabla f(x_t) - d_t) - \frac{LR^2}{2T^2} \\
&= f(x_t) + \frac{1}{T} (x^*, \nabla f(x_t)) + \frac{1}{T} (v_t - x^*, \nabla f(x_t) - d_t) - \frac{LR^2}{2T^2} \\
&\overset{(c)}{=} f(x_t) + \frac{1}{T} f(x^* \vee x_t) - \frac{1}{T} f(x_t) + \frac{1}{T} (v_t - x^*, \nabla f(x_t) - d_t) - \frac{LR^2}{2T^2} \\
&\overset{(d)}{=} f(x_t) + \frac{1}{T} f(x^*) - \frac{1}{T} f(x_t) + \frac{1}{T} (v_t - x^*, \nabla f(x_t) - d_t) - \frac{LR^2}{2T^2}.
\end{align*}
\]
where (a) uses $L$-smoothness of $f$, (b) is due to the update rule of the algorithm, (c) and (e) follow from monotonicity of $f$, and (d) exploits concavity of $f$ along non-negative directions. Defining $\epsilon_t := d_t - \nabla f(x_t)$ and rearranging the terms in the above inequality, we have:

$$f(x^*) - f(x_{t+1}) \leq (1 - \frac{1}{T}) f(x^*) - f(x_t) + \frac{R}{T} \|\epsilon_t\| + \frac{LR^2}{2T^2}.$$ 

Applying the above inequality recursively, we have:

$$f(x^*) - f(x_{t+1}) \leq \sum_{\tau = 0}^{t} (1 - \frac{1}{T})^\tau (f(x^*) - f(x_\tau)) + \frac{R}{T} \sum_{s=1}^{t} \|\epsilon_s\| + \frac{LR^2}{2T}.$$ 

Using inequality $2$ and $\sum_{\tau=1}^{T-1} e^{-\tau/T} \leq T(e^{-1/T} - \frac{1}{e}) \leq T(1 - \frac{1}{e})$, we have $(\frac{1}{e})$-SR$_T \leq \frac{LR^2}{2} + \frac{R}{T} \sum_{\tau=1}^{T-1} \sum_{s=1}^{t} \|\epsilon_s\|$. We can write:

$$\epsilon_t = d_t - \nabla f(x_t) = (1 - \rho_1)\epsilon_{t-1} + \rho_1 (\nabla f_t(x_t) - \nabla f(x_t))$$

$$+ (1 - \rho_1) (\nabla f_t(x_t) - \nabla f_{t-1}(x_{t-1}) - (\nabla f(x_t) - \nabla f(x_{t-1}))).$$

Applying the above equality recursively, we obtain:

$$\epsilon_t = \prod_{s=2}^{t} (1 - \rho_s) \epsilon_1 + \sum_{\tau=2}^{t} \prod_{s=\tau}^{t} (1 - \rho_s) (\nabla f_\tau(x_\tau) - \nabla f_{\tau-1}(x_{\tau-1}) - (\nabla f(x_\tau) - \nabla f(x_{\tau-1})))$$

$$+ \sum_{\tau=2}^{t} \rho_\tau \prod_{s=\tau+1}^{t} (1 - \rho_s) (\nabla f_\tau(x_\tau) - \nabla f(x_\tau)).$$

Let $\epsilon_t = \sum_{\tau=1}^{t} \zeta_{t,\tau}$, where $\zeta_{t,1} = \prod_{s=2}^{t} (1 - \rho_s) \epsilon_1$ and $\zeta_{t,\tau} = \prod_{s=\tau}^{t} (1 - \rho_s) (\nabla f_\tau(x_\tau) - \nabla f_{\tau-1}(x_{\tau-1}) - (\nabla f(x_\tau) - \nabla f(x_{\tau-1}))) + \rho_\tau \prod_{s=\tau+1}^{t} (1 - \rho_s) (\nabla f_\tau(x_\tau) - \nabla f(x_\tau))$ for $\tau > 1$. Let $\mathcal{F}_{\tau-1}$ be the $\sigma$-field generated by $\{f_s\}_{s=1}^{\tau-1}$. Clearly, $\mathbb{E}[\zeta_{t,1}] = 0$. Also, for $\tau > 1$, we have:

$$\mathbb{E}[\zeta_{t,\tau}|\mathcal{F}_{\tau-1}] = \rho_\tau \prod_{s=\tau+1}^{t} (1 - \rho_s) (\nabla f_\tau(x_\tau) - \nabla f(x_\tau))$$

$$+ \prod_{s=\tau}^{t} (1 - \rho_s) (\nabla f(x_\tau) - \nabla f(x_{\tau-1}) - (\nabla f(x_\tau) - \nabla f(x_{\tau-1})))$$

$$= 0.$$

Therefore, for all $t \in [T]$, $\{\zeta_{t,\tau}\}_{\tau=1}^{t}$ is a martingale difference sequence. For any $\tau \in [t]$, we can write:

$$\prod_{s=\tau}^{t} (1 - \rho_s) = \prod_{s=\tau}^{t} (1 - \frac{1}{s+1}) = \prod_{s=\tau}^{t} \frac{s}{s+1} = \frac{\tau}{t+1}.$$

Thus, we have $\|\zeta_{t,\tau}\| \leq \frac{2LR\tau}{t+1} \|x_\tau - x_{\tau-1}\| > \frac{\sigma}{t+1}$. For $\tau > 1$, $\|\zeta_{t,\tau}\|$ could be bounded as follows:

$$\|\zeta_{t,\tau}\| \leq \prod_{s=\tau}^{t} (1 - \rho_s) (\|\nabla f_\tau(x_\tau) - \nabla f_{\tau-1}(x_{\tau-1})\| + \|\nabla f(x_\tau) - \nabla f(x_{\tau-1})\|)$$

$$+ \rho_\tau \prod_{s=\tau+1}^{t} (1 - \rho_s) \|\nabla f_\tau(x_\tau) - \nabla f(x_\tau)\|$$

$$\leq \frac{2LR\tau}{t+1} \|x_\tau - x_{\tau-1}\| + \frac{\sigma}{t+1}$$

$$\leq \frac{2LR\tau/T + \sigma}{t+1}$$

$$\leq \frac{2LR + \sigma}{t+1}.$$
Using the concentration inequality for vector-valued martingales, we have:

\[
P(\|\epsilon_t\| \geq \lambda_t) \leq 4\exp\left(-\frac{\lambda_t^2}{\left(\frac{2\sigma}{t+1}\right)^2 + (t-1)(\frac{2LR+\sigma}{t+1})^2}\right)
\]

\[
\leq 4\exp\left(-\frac{\lambda_t^2(t+1)}{(2LR + 2\sigma)^2}\right).
\]

Therefore, if we set \(\lambda_t = \frac{(2LR + 2\sigma)\sqrt{\ln(4T/\delta)}}{\sqrt{t+1}}\), for all \(t \in [T]\), with probability at least \(1 - \delta\), the following holds:

\[
\|\epsilon_t\| \leq \frac{(2LR + 2\sigma)\sqrt{\ln(4T/\delta)}}{\sqrt{t+1}}.
\]

Thus, with probability at least \(1 - \delta\), the regret bound is \(O(\sigma \sqrt{T \ln(T/\delta)})\).

We can also obtain the expected regret bound of the algorithm. We have:

\[
E\|\epsilon_t\| = \int_{\lambda=0}^{\infty} P(\|\epsilon_t\| \geq \lambda)d\lambda
\]

\[
\leq \int_{\lambda=0}^{\infty} 4\exp\left(-\frac{\lambda_t^2(t+1)}{(2LR + 2\sigma)^2}\right)d\lambda
\]

\[
= \int_{x=0}^{\infty} 4\exp(-x^2) \frac{2LR + 2\sigma}{\sqrt{t+1}} dx
\]

\[
= 4\sqrt{\pi}(LR + \sigma) \frac{1}{\sqrt{t+1}}.
\]

Therefore, using inequality 2 the expected regret bound is \(O(\sigma \sqrt{T})\).