Fourier Spectrum Discrepancies in Deep Network Generated Images
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Abstract

Advancements in deep generative models such as generative adversarial networks and variational autoencoders have resulted in the ability to generate realistic images that are visually indistinguishable from real images. In this paper, we present an analysis of the high-frequency Fourier modes of real and deep network generated images and the effects of resolution and image compression on these modes. Using this, we propose a detection method based on the frequency spectrum of the images which is able to achieve an accuracy of up to 99.2% in classifying real, Style-GAN generated, and VQ-VAE2 generated images on a dataset of 2000 images with less than 10% training data. Furthermore, we suggest a method for modifying the high-frequency attributes of deep network generated images to mimic real images.

1 Introduction

In recent years, advances in deep generative models for image synthesis have caused widespread concern regarding their potential malicious uses. Current state-of-the-art models can generate hyper-realistic images that are visually indistinguishable from real images, as shown in Fig. 1. These models can be used for illegal purposes, such as falsifying news, fabricating evidence, or attacking biometric security systems, and as a result, recent research efforts have been focused on developing methods for detecting such images [1][2]. Various detection strategies have been employed, from traditional image forensics methods such as analyzing encoding or acquisition fingerprints to, more recently, machine learning based approaches such as statistical modeling for disparities in color components, textures, or features [3][4][5][6][7]. Boulkenafet et al. developed a method for face spoofing detection by analyzing the statistical distributions of the image spectra in other color spaces such as HSV and YCbCr [4]. Li et al. expanded upon this method to detect images generated by generative adversarial networks [5]. Marra et al. showed that generative adversarial networks leave unique artificial fingerprints in the noise of their generated images that are dependent on the network architecture which can be used to detect if an image was generated by a particular network [6]. Although these methods have shown promise in terms of accuracy with minimal user input, they require large amounts of data to train, something which may not be feasible in many applications. As such, there is a need for detection methodologies that can obtain similar levels of accuracy with minimal training data.

In this work, we propose a simple detection method for deep network generated images based on their high-frequency characteristics. We compare real images to images generated by two deep generative models: Style-GAN [8], a generative adversarial network, and VQ-VAE2 [9], a variational autoencoder [10][11]. Based on a reduced-order model of the high-frequency spectrum of the images, we show that the relative magnitude and the decay rate of the high-frequency spectrum is clearly distinguishable between the three types of images. Furthermore, we show that at higher resolutions,
these differences are more easily observed, and we consider the impact of compression methods which can significantly affect the high-frequency spectra, causing difficulties in detecting deep network generated images. We also show the results of binary classification experiments of images at different resolutions and compression levels from datasets such as Flickr-Faces-HQ (FFHQ), ThisPersonDoesNotExist.com, and the works of Razavi et al. and Zhang et al. [8, 9, 12]. Finally, we present a method for modifying the spectra of deep network generated images to mimic the high-frequency characteristics of real images as a way of deceiving such classifiers.

2 Methodology

2.1 Fourier spectrum analysis

To analyze the characteristics of real and deep network generated images in the frequency domain, a Fourier transform is required. For a discrete two-dimensional signal \( f(p, q) \) representing individual color channels of an image of size \( m \times n \), the discrete Fourier transform \( F(k_x, k_y) \) is defined as

\[
F(k_x, k_y) = \frac{1}{mn} \sum_{p=0}^{m-1} \sum_{q=0}^{n-1} f(p, q) e^{-i2\pi(k_x p/m + k_y q/n)},
\]

(1)

which is of the same dimension as the input signal. To construct a scale and rotation invariant threshold for the highest frequencies, a transform in wavenumber space can be performed from Cartesian coordinates \( k_x, k_y \) to normalized polar coordinates \( k_r \in [0, 1] \) and \( \theta \in [0, 2\pi) \).

\[
F(k_r, \theta) = F(k_x, k_y) : k_r = \sqrt{\frac{k_x^2 + k_y^2}{4(m^2 + n^2)}}, \theta = \text{atan2}(k_y, k_x).
\]

(2)

Furthermore, the dimensionality can be reduced without significant loss in information by azimuthally averaging the magnitude of the Fourier coefficients to obtain the reduced spectrum \( c(k_r) \), a quantitative representation of the strength of the signal with respect to the radial wavenumber \( k_r \).

\[
c(k_r) = \frac{1}{2\pi} \int_0^{2\pi} |F(k_r, \theta)| \ d\theta.
\]

(3)

In practice, this averaging is approximated with binning along the radial direction to smooth the large fluctuations in the Fourier spectrum at high frequencies. Although a classifier can be trained on the reduced spectrum, a simpler and more robust classifier can be built by fitting a decay function to the reduced spectrum and classifying using the parameters of this function. In this work, performing classification on an exponential decay function is considered, modeled as

\[
c(k_r) \approx b_1 e^{b_2 k_r/k_T}, \quad k_r \in [k_T, 1],
\]

(4)

where the parameter \( k_T \) denotes a threshold wavenumber above which the fitting is performed. With this approximate form, the high-frequency spectrum is represented by two independent parameters: \( b_1 \), which represents the magnitude of the high-frequency content, and \( b_2 \), which represents the decay rate of the high-frequency spectrum. These parameters, along with the reduced spectra, are used to highlight differences in the high-frequency characteristics of real and deep network generated images.
2.2 Image compression and resolution

In order to minimize storage and bandwidth requirements, deep network generated images are typically resized and/or compressed, procedures which can change the characteristics of the image spectra. The image resolution dictates the maximum frequency in the frequency domain, and higher resolutions yield more information at the highest frequencies. Compression may particularly affect the high-frequency spectrum of an image since the high-frequency components of an image correspond to the small scale features whereas the low-frequency components correspond to the large features. Therefore, compression algorithms generally tolerate losses in the high-frequency components as they have less impact on the way an image is seen compared to the low-frequency components [13]. Common compression methods such as quantization and subsampling can spuriously introduce or reduce high-frequency content, respectively [14].

Images with varying resolutions and compression levels were analyzed in this work. Datasets of different resolutions were used in the experiments, and compression levels were varied using lossy JPEG compression with Python Imaging Library (Pillow). A quality metric is given to indicate the amount of compression with 100% indicating minimal compression, although not lossless. Two additional compression levels were chosen corresponding to high quality (95%) and medium quality (85%) compression. The latter was chosen qualitatively based on the visually noticeable presence of compression artifacts while the former was chosen as it is a default setting in many applications.

2.3 Classification

A binary classification task was performed between various real and deep network generated images. Image samples were taken from real, Style-GAN generated, and VQ-VAE2 generated image datasets, and a support vector machine with a cubic polynomial kernel was used for classification between real and deep network generated images with respect to the decay parameters \((b_1, b_2)\) of the grayscale component of the images. Negligible differences in training classification accuracy were obtained with higher-order polynomial kernels as the data was easily separable in many cases. Since the classification was performed with respect to only two parameters, minimal training data was required, in some cases as few as 8 images, and the computational cost of training and classifying was insignificant. Classification accuracy was determined by the ability of the classifier to predict if an image was real or fake, and no weight was placed on discerning between Style-GAN and VQ-VAE2 generated images. However, overall classification accuracy was calculated as the mean classification accuracy between the three image types. The pipeline for the classification task was as follows:

1. Perform the discrete Fourier transform of the image.
2. Transform from Cartesian coordinates to normalized polar coordinates in the frequency domain.
3. Bin the magnitudes of the Fourier coefficients along the radial direction and average azimuthally to obtain the reduced spectrum.
4. Fit the decay parameters \(b_1, b_2\) to the reduced spectrum above some threshold wavenumber \(k_T\).
5. Train/apply the binary classifier to the decay parameters of the image to predict if the image is real or fake.

3 Experiments and results

In this section, the reduced spectrum for the sample images in Fig. 1 is shown as well as the effects of resolution and compression on the spectra. Additionally, experimental settings and results for a classification task between real, Style-GAN, and VQ-VAE2 images at different resolutions and compression qualities are presented.

3.1 Reduced spectrum

A comparison of the reduced spectrum of the grayscale-converted 1024\(^2\) pixel images in Fig. 1 is shown in Fig. 2 using a threshold wavenumber \(k_T = 0.75\). At the threshold wavenumber, the real image shows a decay initially proportional to approximately \(k^{-4}\) before leveling off near the end of
the spectrum. In contrast, the Style-GAN and VQ-VAE2 generated images do not show such decay, exhibiting decay exponents of less than 1. When the spectra were normalized by the DC gain, the Style-GAN generated image exhibited slightly more high-frequency content than the real image, whereas the VQ-VAE2 generated image showed significantly less. Similar results were observed with the spectra of the individual color channels as with the grayscale-converted images.

The disparities in the decay of high-frequency content in the real and deep network generated images can be attributed to the fact that deep generative networks are not incentivised to learn the high-frequency components (i.e. noise) of their input data to discourage overfitting. As a result, the high-frequency components of the generated images behave as random (white) noise which has constant power density similar to Fig. 2. However, the reason for the notable decrease of high-frequency content in VQ-VAE2 images compared to real images is not as evident. It is hypothesized that VAEs tend to distribute probability mass diffusely over the data space, and thus their generated images tend to be blurry [15, 16, 17]. Although this is not visually noticeable, it is noticeable in the frequency domain as the high-frequency content associated with sharp edges is dramatically reduced.

3.1.1 Resolution

The reduced spectrum was computed for $256^2$ pixel images sampled from TheseCatsDoNotExist.com and the works of Zhang et al. and Razavi et al. [12, 9]. These spectra were compared to the $1024^2$ pixel image spectra from Fig. 2. In comparison to the high-resolution images, the high-frequency spectra at lower resolutions behaved similarly, although they had significantly more fluctuations, as shown in Fig. 3. The disparities in the decay rates between real and deep network generated images were not as evident at lower resolutions, and the spectra were not as distinct. As the resolution was lowered, it became more difficult to distinguish between the real and deep network generated image spectra as the maximum frequency was reduced.

Figure 2: Reduced spectrum normalized by cutoff frequency magnitude (left) and DC gain (right).

Figure 3: Reduced spectrum for $1024^2$ pixel (left) and $256^2$ pixel (right) images.
3.1.2 Compression

The effects of image compression on the reduced spectrum of the $1024^2$ pixel images in Fig. 1 is shown in Fig. 4 for compression qualities of 100%, 95%, and 85%. For the 100% quality images, the original provided images were used, consisting of either lossless PNG or 100% quality JPEG images. Although the latter is not considered lossless, negligible differences in the reduced spectra between the two image formats were seen, and therefore both of these are referred to as uncompressed in this work.

Even at a small compression ratio (95%), the high-frequency reduced spectrum of the Style-GAN image was significantly modified, and its decay rate converged to the decay rate of the real image. At 85% compression, the Style-GAN and real image spectra were indistinguishable, with only slightly lower decay rates than the uncompressed real image. In contrast, the reduced spectrum of the VQ-VAE2 image was largely unaffected by the compression resulting in a clearly distinguishable spectrum even for compression qualities as low as 60%. This can be attributed to the low amount of high-frequency content in VQ-VAE2 images mentioned previously, which cannot be reduced significantly more with compression. Therefore, the spectrum is not greatly affected. This is contrast to Style-GAN images, where the relatively large amount of high-frequency content can be reduced using lossy compression methods whose effects are proportional to the frequency and effectively modify the decay rate.

![Figure 4: Reduced spectrum for compression qualities of 100% (left), 95% (middle), and 85% (right).](image)

These observations indicate that compression, even in small amounts, acts to homogenize the spectral content of Style-GAN images. In a model-unaware scenario where the classifier does not know if the images are compressed, it would not be able to distinguish between uncompressed real images, compressed real images, and compressed Style-GAN images, but would be able to easily distinguish uncompressed Style-GAN images. However, VQ-VAE2 images would remain easily distinguishable regardless of compression as their spectra’s decay rates are unaffected, and a different method for mimicking the spectrum of real images is needed.

3.2 Classification

3.2.1 Datasets

In the classification experiments, a cubic SVM classifier was trained and tested on various datasets of real, Style-GAN generated, and VQ-VAE2 generated images at compression qualities of 100%, 95%, and 85%, shown in Table 1. For the high-resolution ($1024^2$) experiments, images of faces were used. 1000 images from Flickr-Faces-HQ (FFHQ) and ThisPersonDoesNotExist.com were used for the real ($R_{1024}$) and Style-GAN generated ($G_{1024}$) datasets, respectively, and 10% of the images were used for training while the remaining 90% were used for testing since the classifier did not require large amounts of training data [8]. For the VQ-VAE2 dataset ($V_{1024}$), only a small number of high-resolution images were presented in the work by Razavi et al., and therefore only 8 images were available for training and 9 for testing [9]. These images were duplicated to match the size of the other high-resolution datasets to give equal weight to the training and testing metrics.

For the low-resolution ($256^2$) experiments, images of cats and other animals were used for classification. As with the high-resolution datasets, 1000 images split into 10% training and 90% testing data were used for the real ($R_{256}$) image dataset, provided by Zhang et al., and the Style-GAN generated ($G_{256}$) dataset, taken from TheseCatsDoNotExist.com [12]. For the VQ-VAE2 dataset ($V_{256}$), a larger amount of low-resolution images were provided in the work by Razavi et al. 100 of the 364 images
provided were used for training while the remaining were used for testing, and the same duplication method was used as with the high-resolution images.

### Table 1: Experimental datasets

| Dataset | Origin          | Dataset Type | Resolution | Compression Quality | Training Samples | Testing Samples |
|---------|-----------------|--------------|------------|---------------------|------------------|-----------------|
| R_{1024} | FFHQ Faces      | 1024         | [100, 95, 85] | 100                 | 900              |                 |
| G_{1024} | ThisPersonDoesNotExist Faces | 1024         | [100, 95, 85] | 100                 | 900              |                 |
| V_{1024} | Razavi et al. [9] Faces | 1024         | [100, 95, 85] | 8                   | 9                |                 |
| R_{256}  | Zhang et al. [12] Cats | 256          | [100, 95, 85] | 100                 | 900              |                 |
| G_{256}  | TheseCatsDoNotExist Cats | 256          | [100, 95, 85] | 100                 | 900              |                 |
| V_{256}  | Razavi et al. [9] Animals | 256          | [100, 95, 85] | 100                 | 264              |                 |

#### 3.2.2 Results

The results of the cubic SVM classifier for image resolutions of $1024^2$ and $256^2$ with compression qualities of 100% (uncompressed), 95%, and 85% are shown in Table 2. For the uncompressed $1024^2$ images, the classifier was able to obtain a 99.2% accuracy with the support vector boundary shown in Fig. 5a. The distribution of the data along the $b_1 - b_2$ axes shows three distinct regions corresponding to the three image types. Real images exhibited large high-frequency content ($b_1$) as well as high decay rates ($-b_2$). Both Style-GAN and VQ-VAE2 generated images had significantly smaller decay rates than the real images, but the high-frequency content was only noticeably lower with the VQ-VAE2 images. However, as the images were compressed, the distribution of the decay rates of the real and Style-GAN generated images converged and the regions were indistinguishable at 85% compression quality, shown in Fig. 5c, where the classification accuracy was reduced to 79.8%. The effects of compression on the VQ-VAE2 images were minimal due to their small high-frequency content, and as such, the VQ-VAE2 images were correctly classified regardless of compression quality. Nevertheless, omitting the VQ-VAE2 images from the $1024^2$ experiments would result in even higher classification accuracies with lower-order SVMs as the Style-GAN and real image distributions were more easily separable than the VQ-VAE2 and real image distributions, as shown in Fig. 5a and 5b.

### Table 2: Classification experiments and results

| Experiment | Resolution | Compression Quality | Average Class. Acc. | Real Class. Acc. | Style-GAN Class. Acc. | VQ-VAE2 Class. Acc. |
|------------|------------|---------------------|---------------------|------------------|-----------------------|---------------------|
| A          | $1024^2$   | 100                 | 99.2%               | 97.9%            | 99.6%                 | 100%                |
| B          | $1024^2$   | 95                  | 95.4%               | 95.3%            | 90.8%                 | 100%                |
| C          | $1024^2$   | 85                  | 79.8%               | 84.8%            | 54.7%                 | 100%                |
| D          | $256^2$    | 100                 | 89.7%               | 79.7%            | 89.5%                 | 100%                |
| E          | $256^2$    | 95                  | 89.9%               | 74.5%            | 89.1%                 | 100%                |
| F          | $256^2$    | 85                  | 86.6%               | 69.6%            | 93.1%                 | 97.3%               |

![Figure 5: Experiments A-C at $1024^2$ resolution. Training points: ○ Testing points: ·](image)
When the classifier was tested on the $256^2$ images (experiments D-F), the classification accuracy was significantly lower. Even for the uncompressed images, the data was not as clearly separable as with the $1024^2$ images, and the classifier was only able to obtain an 89.7% classification accuracy. However, the overall distribution trend along the $b_1 - b_2$ axes of the three image types was similar at both resolutions as shown in Fig. 5a and Fig. 6a. Compression did not have as large of an effect on the $256^2$ images, and thus the classifier performed only slightly worse at 85% compression quality than on the uncompressed images. In contrast to the $1024^2$ experiments, the images that were primarily affected by the compression were the real images, not the Style-GAN images, and the effects of compression were primarily to decrease the high-frequency content than to decrease the decay rates, although these effects were minimal.

Figure 6: Experiments D-F at $256^2$ resolution. Training points: ○ Testing points: ·

4 Spectrum Synthesis

To disguise deep network generated images to classifiers based on high-frequency spectrum characteristics, a method for modifying the spectra of the deep network generated images to behave as real image spectra is proposed. Given the spectrum of a real image as a target, the high-frequency components of a deep network generated image were scaled to match the real image to produce a spoofed spectrum $\hat{F}(k_r, \theta)$, which was then transformed back to a spoofed image.

$$\hat{F}(k_r, \theta) = F(k_r, \theta) \Gamma(k_r)$$

(5)

The scaling factor $\Gamma(k_r)$ was defined as the ratio of the fitted decay functions of the target (real) and source (deep network generated) images.

$$\Gamma(k_r) = \begin{cases} 1, & k_r < k_T, \\ \frac{b_1}{b_1} k_r \exp \left( \frac{b_2, t - b_2, s}{k_T} k_r \right), & k_r \geq k_T. \end{cases}$$

A sharp cutoff below the threshold wavenumber $k_T$ was used to leave the low-frequency components of the image unaffected, but a smooth blending function for the scaling factor would, in theory, give better results.

The effects of the spectrum synthesis method on the reduced spectra of the example Style-GAN and VQ-VAE2 images are shown in Fig. 7 and 8, respectively. Using the real image in Fig. 1 as the target, the spoofed spectra matched the real image spectrum very closely in both decay and magnitude. The spoofed images were also visually indistinguishable from the original images. For the Style-GAN generated image, where compression can act as an effective spoofing method, the spoofed image was of noticeably higher quality than the compressed image as the spectrum synthesis method did not introduce compression artifacts. For the VQ-VAE2 generated image, spectrum synthesis effectively disguised the image to the classifier whereas compression could not. The effects of spoofing on the classification of the images is shown in Fig. 9. The spoofed images fell well within the classification boundary for real images.

5 Conclusion

In this work, we presented an analysis of the high-frequency content of real images and images generated by generative adversarial networks and variational autoencoders. We showed that for
deep network generated images, the Fourier coefficients at the highest frequencies did not decay as seen in real images, but instead stayed approximately constant. By modeling the decay of the Fourier spectrum at high frequencies, we observed that the high-frequency spectra of the three image types had distinct characteristics: real images showed high magnitudes and large decay rates, GAN generated images showed high magnitudes and small decay rates, and VAE generated images showed low magnitudes and small decay rates. These differences were more noticeable at higher resolutions, but lossy image compression algorithms modified the high-frequency spectra and reduced those differences. Highly compressed GAN generated images were indistinguishable from real images in the frequency domain, but VAE generated images were not affected by compression due to their low levels of high-frequency content.
We proposed a detection method for identifying deep network generated images based on their high-frequency characteristics and performed binary classification experiments on images of faces and animals from real, Style-GAN generated, and VQ-VAE2 generated image datasets. This detection method achieved an accuracy of 99.2% on uncompressed, high-resolution images with minimal training data, but the accuracy was notably lower with compressed and/or low-resolution images. Finally, we presented a method for modifying the high-frequency spectra of a deep network generated image to mimic the spectra of real images, effectively deceiving the classifier without any visually noticeable changes in the image itself. In the future, this detection and synthesis method will be applied to videos manipulated by deep generative models (i.e. deep fakes) to evaluate their effectiveness.

References

[1] Paweł Korus. Digital image integrity – a survey of protection and verification techniques. *Digital Signal Processing*, 71:1 – 26, 2017.
[2] J. Galbally, S. Marcel, and J. Fierrez. Biometric antispooﬁng methods: A survey in face recognition. *IEEE Access*, 2:1512–1552, 2014.
[3] Alessandro Pavi. An overview on image forensics. *ISRN Signal Processing*, 2013:22, 2013.
[4] Z. Boulkenafet, J. Komulainen, and A. Hadid. Face spoofing detection using colour texture analysis. *IEEE Transactions on Information Forensics and Security*, 11(8):1818–1830, Aug 2016.
[5] Haodong Li, Bin Li, Shunquan Tan, and Jiwu Huang. Detection of deep network generated images using disparities in color components. *CoRR*, abs/1808.07276, 2018.
[6] Francesco Marra, Diego Gragnaniello, Luisa Verdoliva, and Giovanni Poggi. Do GANs leave artificial fingerprints? 2019 IEEE Conference on Multimedia Information Processing and Retrieval (MIPR), pages 506–511, 2018.
[7] Xinsheng Xuan, Bo Peng, Wei Wang, and Jing Dong. On the generalization of GAN image forensics. In Zhenan Sun, Ran He, Jianjiang Feng, Shiguang Shan, and Zhenhua Guo, editors, *Biometric Recognition*, pages 134–141, Cham, 2019. Springer International Publishing.
[8] Tero Karras, Samuli Laine, and Timo Aila. A style-based generator architecture for generative adversarial networks. *CVPR*, 2019.
[9] Ali Razavi, Aäron van den Oord, and Oriol Vinyals. Generating diverse high-fidelity images with VQ-VAE-2. *CoRR*, abs/1906.00446, 2019.
[10] Ian J. Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial nets. In *Proceedings of the 27th International Conference on Neural Information Processing Systems - Volume 2*, NIPS’14, pages 2672–2680, Cambridge, MA, USA, 2014. MIT Press.
[11] Diederik P. Kingma and Max Welling. Auto-encoding variational bayes. *CoRR*, abs/1312.6114, 2013.
[12] Weiwei Zhang, Jian Sun, and Xiaou Tang. Cat head detection - how to effectively exploit shape and texture features. In *Proc. of ECCV 2008*, October 2008.
[13] Michael Parker. Image and video compression fundamentals. In *Digital Signal Processing 101 (Second Edition)*, chapter 25, pages 329 – 346. Newnes, second edition edition, 2017.
[14] David Salomon and Giovanni Motta. *Handbook of Data Compression*. Springer Publishing Company, Incorporated, 5th edition, 2009.
[15] Vincent Dumoulin, Ishmael Belghazi, Ben Poole, Olivier Mastropietro, Alex Lamb, Martin Arjovsky, and Aaron Courville. Adversarially learned inference, 2016.
[16] Wenzhe Shi, Jose Caballero, Lucas Theis, Ferenc Huszar, Andrew Aitken, Christian Ledig, and Zehan Wang. Is the deconvolution layer the same as a convolutional layer?, 2016.
[17] Anders Boesen Lindbo Larsen, Søren Kaae Sønderby, Hugo Larochelle, and Ole Winther. Autoencoding beyond pixels using a learned similarity metric. In *Proceedings of the 33rd International Conference on International Conference on Machine Learning - Volume 48*, ICML’16, pages 1558–1566. JMLR.org, 2016.