BEURLING’S THEOREM AND $L^p - L^q$ MORGAN’S THEOREM FOR STEP TWO NILPOTENT LIE GROUPS
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Abstract. We prove Beurling’s theorem and $L^p - L^q$ Morgan’s theorem for step two nilpotent Lie groups. These two theorems together imply a group of uncertainty theorems.

1. Introduction

Roughly speaking the Uncertainty Principle says that “A nonzero function $f$ and its Fourier transform $\hat{f}$ cannot be sharply localized simultaneously”. There are several ways of measuring localization of a function and depending on it one can formulate different versions of qualitative uncertainty principle (QUP). The most remarkable result in this genre in recent times is due to Hörmander [13] where decay has been measured in terms of a single integral estimate involving $f$ and $\hat{f}$.

Theorem 1.1. (Hörmander 1991) Let $f \in L^2(\mathbb{R})$ be such that

$$\int_{\mathbb{R}} \int_{\mathbb{R}} |f(x)||\hat{f}(y)|e^{\|x\|y} \, dx \, dy < \infty.$$ 

Then $f = 0$ almost everywhere.

Hörmander attributes this theorem to A. Beurling. The above theorem of Hörmander was further generalized by Bonami et al [7] which also accommodates the optimal point of this trade-off between the function and its Fourier transform:

Theorem 1.2. Let $f \in L^2(\mathbb{R}^n)$ be such that

$$\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |f(x)||\hat{f}(y)|e^{\|x\|y} \, dx \, dy < \infty$$

for some $N \geq 0$. Then $f = 0$ almost everywhere whenever $N \leq n$. If $N > n$, then $f(x) = P(x)e^{-a\|x\|^2}$ where $P$ is a polynomial with $\deg P < \frac{(N-n)}{2}$ and $a > 0$.

Following Hörmander we will refer to the theorem above simply as Beurling’s theorem.

This theorem is described as master theorem by some authors as theorems of Hardy, Cowling-Price and some versions of Morgan’s as well as $L^p - L^q$ Morgan’s follow from it. (See Theorem 2.1 for precise statements of these theorems.)

There is some misunderstanding regarding the implication of Beurling’s theorem. However it was observed by Bonami et al. ([7]) that Beurling’s theorem does not imply Morgan’s theorem in its sharpest form. Indeed Beurling’s theorem (Theorem 1.2) together with $L^p - L^q$ Morgan’s theorem (Theorem 2.1 (v)) can claim to be the master theorem. We can summarize the relations between these theorems on $\mathbb{R}^n$ in the following diagram.

\[ \Rightarrow \quad \text{Hardy’s} \quad \uparrow \quad \text{Morgan’s} \quad \Leftrightarrow \]

\[ \text{Beurling’s} \quad \Rightarrow \quad \text{Cowling-Price} \quad \uparrow \quad Gelfand-Shilov \quad \Leftrightarrow \]

\[ \Rightarrow \quad L^p - L^q \text{Morgan’s} \]

The aim of this paper is to prove analogues of Beurling’s theorem and $L^p - L^q$ Morgan’s theorem (Theorem 1.2, Theorem 2.1 (case v)) for the step two nilpotent Lie groups. It is clear from the diagram that all other
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theorems mentioned above follow from these two theorems. Note that the diagram above remains unchanged when \( \mathbb{R}^n \) is substituted by the step two nilpotent Lie groups.

For the convenience of the presentation and easy readability we will first deal with the special case of the Heisenberg groups and then extend the argument for general step two nilpotent Lie groups. The organization of the paper is as follows. In section 2 we prove modified versions of Theorem 1.2 and Theorem 2.1 for \( \mathbb{R}^n \) which are important steps towards proving those theorems for the class of groups mentioned above. In section 3 we establish the preliminaries of the Heisenberg group and prove the two theorems for this group. In section 4 we put the required preliminaries for general step two nilpotent Lie groups. Finally in section 5 we prove the analogues of Beurling’s and \( L^p - L^q \)-Morgan’s theorems for step two nilpotent groups. We indicate how the other theorems of this genre follow from those two theorems. We also show the necessity and sharpness of the estimates used in the two theorems.

Some of the other theorems, which follow from Beurling’s and \( L^p - L^q \)-Morgan’s (Hardy’s and Cowling-Price to be more specific) were proved independently on Heisenberg groups or nilpotent Lie groups in recent years by many authors (see [1, 3, 4, 5, 14, 17] etc.). However we may note that these theorems were proved under some restrictions. But as corollaries of the Beurling’s and \( L^p - L^q \)-Morgan’s theorem we get exact analogues of these theorems. We include a precise comparison with the earlier results in the last section. For a general survey on uncertainty principles on different groups we refer to [11, 20].
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2. **Euclidean Spaces**

We can state a group of uncertainty principles in a compact form as follows:

**Theorem 2.1.** Let \( f \) be a measurable function on \( \mathbb{R} \). Suppose for some \( a, b > 0, p, q \in [1, \infty] \), \( \alpha \geq 2 \) and \( \beta > 0 \) with \( 1/\alpha + 1/\beta = 1 \), \( f \) satisfies

\[
e^{a|x|^\alpha} f \in L^p(\mathbb{R}) \text{ and } e^{b|y|^\beta} \hat{f} \in L^q(\mathbb{R}).
\]

If moreover

\[
(aa)^{1/\alpha}(bb)^{1/\beta} > (\sin \frac{\pi}{2}(\beta - 1))^{1/\beta}
\]

then \( f = 0 \) almost everywhere.

The case

(i) \( \alpha = \beta = 2 \) and \( p = q = \infty \) is Hardy’s theorem.

(ii) \( \alpha = \beta = 2 \) is Cowling–Price theorem.

(iii) \( \alpha > 2, p = q = \infty \) is Morgan’s theorem.

(iv) \( \alpha > 2 \) and \( p = q = 1 \) is Gelfand-Shilov theorem.

(v) \( \alpha > 2, p, q \in [1, \infty] \) is \( L^p - L^q \) Morgan’s theorem.

This theorem has ready generalization for \( \mathbb{R}^n \) where by \( |x| \) we mean the Euclidean norm of \( x \).

It is clear that we have two separate sets of results in the theorem above namely the cases (i) and (ii) where \( \alpha = 2 \) and cases (iii), (iv), (v) where \( \alpha > 2 \). Note that for the first set, condition (2.1) reduces to \( ab > 1/4 \). Back in 1934 Morgan [15] observed that at the optimal point of (2.1) these two sets behave differently. To emphasize this we consider cases (i) and (iii) of Theorem 2.1 as representatives of the two sets of results. It is known that when \( (aa)^{1/\alpha}(bb)^{1/\beta} = (\sin \frac{\pi}{2}(\beta - 1))^{1/\beta} \) then in case (i) above \( f \) is a constant multiple of the Gaussian. In great contrast (see [15]) there are uncountably many functions which satisfy the estimates in case (iii) when

\[
(aa)^{1/\alpha}(bb)^{1/\beta} = (\sin \frac{\pi}{2}(\beta - 1))^{1/\beta}.
\]
2.1. **Modified version of the Beurling’s theorem:** We will state and prove a modified version of Theorem 1.2. We need the following preparations. Let $S^{n-1}$ denote the unit sphere in $\mathbb{R}^n$. For a suitable function $g$ on $\mathbb{R}^n$, the Radon transform $Rg$ is a function on $S^{n-1} \times \mathbb{R}$, defined by

$$Rg(\omega, r) = R_\omega g(r) = \int_{x \cdot \omega = r} g(x) \, d\sigma_x,$$

where $d\sigma_x$ denotes the $(n-1)$-dimensional Lebesgue measure on the hyperplane $x \cdot \omega = r$ and $x \cdot \omega$ is the canonical inner product of $x$ and $\omega$, i.e., $x \cdot \omega = \sum_{i=1}^n x_i \omega_i$. Note that when $g \in L^1(\mathbb{R}^n)$, then for any fixed $\omega \in S^{n-1}$, $Rg(\omega, r)$ exists for almost every $r \in \mathbb{R}$ and is an $L^1$-function on $\mathbb{R}$. It is also well known that (See [10], p. 185.)

$$\hat{Rg}(\lambda) = \hat{g}(\lambda \omega).$$

Here $\hat{Rg}(\lambda) = \int_{\mathbb{R}} R_\omega g(r) e^{-i\lambda r} \, dr$ and $\hat{g}(\lambda \omega) = \int_{\mathbb{R}^n} g(x) e^{-i\lambda \omega x} \, dx$.

We also need the following lemma:

**Lemma 2.2.** Let $f_1(x) = P_1(x)e^{-a_1 x^2}$ and $f_2(x) = P_2(x)e^{-a_2 x^2}$ be two functions on $\mathbb{R}$ where $P_1, P_2$ are polynomials and $a_1, a_2$ are positive constants. Suppose that

$$I_1 = \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|f_1(x)||f_2(y)|e^{i\lambda y}Q(y)}{(1 + |x| + |y|)^N} \, dx \, dy < \infty$$

and

$$I_2 = \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|f_1(x)||f_2(y)|e^{i\lambda y}Q(y)}{(1 + |x| + |y|)^N} \, dx \, dy < \infty$$

where $N$ is a positive integer and $Q$ is a polynomial. Then $a_1 = a_2$.

**Proof.** We note that $\hat{f}_1(y) = Q_1(y)e^{-\frac{\lambda}{\sqrt{\alpha_1}}y^2}$ and $\hat{f}_2(y) = Q_2(y)e^{-\frac{\lambda}{\sqrt{\alpha_2}}y^2}$ where $Q_1$ and $Q_2$ are polynomials with deg $Q_1 = \deg P_1$ and deg $Q_2 = \deg P_2$. Then

$$I_1 = \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{e^{-\frac{\lambda}{\sqrt{\alpha_1}}|x|^2 + \alpha_1 y^2}}{(1 + |x| + |y|)^N} Q_1(x)Q_2(y) \, dx \, dy$$

and

$$I_2 = \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{e^{-\frac{\lambda}{\sqrt{\alpha_2}}|x|^2 + \alpha_2 y^2}}{(1 + |x| + |y|)^N} Q_1(x)Q_2(y) \, dx \, dy.$$
Proof. Step 0: As \( \hat{f} \) is not identically zero and as \( Q \) is a polynomial, the product \( |\hat{f}(y)||Q(y)|^e \) is different from zero on a set of positive measure. Therefore we can assume that for some \( y_0 \in \mathbb{R}^n \),

\[
\int_{\mathbb{R}^n} \frac{|f(x)||e^{\|y_0\|}|}{(1 + |x| + |y_0|)^d} dx < \infty.
\]

As \( f \in L^2(\mathbb{R}^n) \), it is a locally integrable function on \( \mathbb{R}^n \) and hence for any \( 0 < r < |y_0|, \int_{\mathbb{R}^n} |f(x)|e^{\|y_0\|} dx < \infty \). This shows in particular that \( f \in L^1(\mathbb{R}^n) \). Indeed for the exponential weight \( e^{\|y_0\|} \) it is easy to see that \( \hat{f} \) is holomorphic in a tubular neighbourhood in \( \mathbb{C}^n \) around \( \mathbb{R}^n \).

In (2.4) we use polar coordinates for \( y \), to see that there exists a subset \( S \) of \( S^{n-1} \) with full surface measure such that for every \( \omega_2 \in S \),

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}} \frac{|f(x)||\hat{f}(s\omega_2)||s^{n-1}Q(s\omega_2)|e^{\|y_0\|}}{(1 + |x| + |s\omega_2|)^d} ds \, dx < \infty.
\]

In view of (2.3) this is the same as for every \( \omega_2 \in S \),

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}} \frac{|f(x)||\hat{R}_{\omega_2}\hat{f}(s)||s^{n-1}Q(s\omega_2)|e^{\|y_0\|}}{(1 + |x| + |s\omega_2|)^d} ds \, dx < \infty.
\]

Step 1: In this step we will show that for any \( \omega_1 \in S^{n-1} \) and \( \omega_2 \in S \),

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}} \frac{R(|f|)(\omega_1, r)|\hat{R}_{\omega_2}\hat{f}(s)||s^{n-1}Q(s\omega_2)|e^{\|y_0\|}}{(1 + |r| + |s\omega_2|)^d} ds \, dr < \infty.
\]

We will break the above integral into the following three parts and show that each part is finite. That is we will show:

(i) \[
\int_{\mathbb{R}} \int_{|s| > L} \frac{R(|f|)(\omega_1, r)|\hat{R}_{\omega_2}\hat{f}(s)||s^{n-1}Q(s\omega_2)|e^{\|y_0\|}}{(1 + |r| + |s|)^d} ds \, dr < \infty
\]

for \( L > 0 \) such that \( L^2 + L > d \).

(ii) \[
\int_{|s| > M} \int_{|s| \leq L} \frac{R(|f|)(\omega_1, r)|\hat{R}_{\omega_2}\hat{f}(s)||s^{n-1}Q(s\omega_2)|e^{\|y_0\|}}{(1 + |r| + |s|)^d} ds \, dr < \infty
\]

for \( M = 2(L + 1) \) and \( L \) as in (i).

(iii) \[
\int_{|s| \leq M} \int_{|s| \leq L} \frac{R(|f|)(\omega_1, r)|\hat{R}_{\omega_2}\hat{f}(s)||s^{n-1}Q(s\omega_2)|e^{\|y_0\|}}{(1 + |r| + |s|)^d} ds \, dr < \infty
\]

for \( M, L \) used in (i) and (ii).

Proof of (i): It is given that \( L + L^2 > d \). We will show that for any \( s \) such that \( |s| \geq L \),

\[
\frac{e^{\|y_0\|}}{(1 + |x| + |s|)^d} \geq \frac{e^{\|\alpha + \omega_1\|}}{(1 + |x + \omega_1| + |s|)^d}.
\]

Let \( F(z) = \frac{e^{\alpha z}}{(1 + |x + z\omega_1|)^d} \) for \( \alpha > 0 \) and \( \alpha + \alpha^2 > d \). Then \( F'(z) > 0 \) for any \( z \geq 0 \). Therefore, if \( z_1 \geq z_2 \geq 0 \), then

\[
\frac{e^{\alpha z_1}}{(1 + \alpha + z_1)^d} \geq \frac{e^{\alpha z_2}}{(1 + \alpha + z_2)^d}.
\]

Note that \( |x| \geq |(x, \omega_1)| \) for all \( x \in \mathbb{R}^n \) and \( \omega_1 \in S^{n-1} \). Now take \( z_1 = |x| \) and \( z_2 = |(x, \omega_1)| \). Then \( z_1 \geq z_2 \geq 0 \). We take \( \alpha = |s| \geq L \) to get (2.8).

We start now from (2.6) and break it up as:

\[
\int_{\mathbb{R}^n} \int_{|\omega_1| = \sigma} \int_{\mathbb{R}} \frac{|f(x)||\hat{R}_{\omega_2}\hat{f}(s)||s^{n-1}Q(s\omega_2)|e^{\|y_0\|}}{(1 + |x| + |s\omega_2|)^d} ds \, d\sigma_1 \, dr < \infty,
\]
where $d\sigma_1$ denotes the Lebesgue measure on the hyper plane $\{x : x \cdot \omega_1 = r\}$. We use the inequality (2.8) to obtain:

\[
(2.11) \quad \int_{\mathbb{R}} \int_{x \cdot \omega_1 = r} \int_{|r| > L} \frac{|f(x)| |R_{\omega_3}(f)(s)| e^{e^{[x \cdot \omega_3]}[|s|]}}{(1 + |x_1 + |s||^2} Q(s \omega_2) d \sigma_1 d r < \infty.
\]

Now we put $\langle x, \omega_1 \rangle = r$ in the above integral and use the definition of Radon transform to obtain,

\[
(2.12) \quad \int_{\mathbb{R}} \int_{|r| > L} \frac{R(f)(\omega_1, r) |R_{\omega_3}(f)(s)| e^{e^{[x \cdot \omega_3]}[|s|]}}{(1 + |r| + |s||^2} Q(s \omega_2) d \sigma_1 d r < \infty.
\]

This proves (i).

Proof of (ii): Let

\[
I_2 = \int_{|r| > M} \int_{|s| \leq L} \frac{R(f)(\omega_1, r) |R_{\omega_3}(f)(s)| e^{e^{[x \cdot \omega_3]}[|s|]}}{(1 + |r| + |s||^2} Q(s \omega_2) d \sigma_1 d r.
\]

It is clear that,

\[
I_2 \leq C \int_{|r| > M} \frac{R(f)(\omega_1, r) |e^{e^{[x \cdot \omega_3]}[|r|} |e^{[x \cdot \omega_3]}[|s|]}}{(1 + |r||^2} d r,
\]

where

\[
I_2 \leq C \int_{|r| > M} \int_{x \cdot \omega_1 = r} \frac{|f(x)| e^{e^{[x \cdot \omega_3]}[|s|]}}{(1 + |r| + |s||^2} d \sigma_1 d r = C I_3,
\]

since $\sigma_1$ is finite for $M = 2(L + 1)$.

We have already observed that $\hat{f}$ is real analytic on $\mathbb{R}^n$ and hence $\hat{f}(y) \neq 0$ for almost every $y \in \mathbb{R}^n$. Therefore, from (2.6) we can get a $s_0 \in \mathbb{R}$ with $|s_0| > 2L$ such that:

\[
\int_{\mathbb{R}^n} \frac{|f(x)| e^{e^{[x \cdot \omega_3]}[|s_0|} d x < \infty.
\]

That is,

\[
\int_{\mathbb{R}} \int_{x \cdot \omega_1 = r} \frac{|f(x)| e^{e^{[x \cdot \omega_3]}[|s_0|} d \sigma_1 d r < \infty.
\]

Notice that $|s_0| + |s_0|^2 \geq d$, since $|s_0| > 2L$ and $L + L^2 \geq d$. Now applying the argument of case (i) (see (2.9)) to $|s_0|$ we get:

\[
\frac{e^{e^{[x \cdot \omega_3]}[|s_0|}}{(1 + |x_1 + |s_0||^2} \geq \frac{e^{e^{[x \cdot \omega_3]}[|s_0|}}{(1 + |x_1 + |s_0||)^d}
\]

as $|\langle x, \omega_1 \rangle| \leq |x|$. Therefore,

\[
\int_{|r| > M} \int_{x \cdot \omega_1 = r} \frac{|f(x)| e^{e^{[x \cdot \omega_3]}[|s_0|}}{(1 + |r| + |s_0||^2} d \sigma_1 d r \leq \int_{|r| > M} \int_{x \cdot \omega_1 = r} \frac{|f(x)| e^{e^{2L[r]}}}{(1 + |r| + 2L^2)^d} d \sigma_1 d r < \infty.
\]

from the above observation. Note that $M + M^2 > d$ as $M = 2(L + 1)$ and $L + L^2 > d$. Applying the argument of case (i) again (see (2.9)) this time with $\alpha = |r| > M$ and $z_1 = |s_0|, z_2 = 2L$ we get,

\[
\frac{e^{e^{2L|r|}}}{(1 + |s_0| + |r||^2} \geq \frac{e^{2L|r|}}{(1 + 2L + |r||)^d}.
\]

Therefore,

\[
\int_{|r| > M} \int_{x \cdot \omega_1 = r} \frac{|f(x)| e^{2L|r|}}{(1 + |r| + 2L^2)^d} d \sigma_1 d r < \infty.
\]

From this it is easy to see that

\[
\int_{|r| > M} \int_{x \cdot \omega_1 = r} \frac{|f(x)| e^{L|r|}}{(1 + |r||^2} d \sigma_1 d r < \infty.
\]
and hence, \( I_3 < \infty \). This completes the proof of (ii).

**Proof of (iii):** As the domain \([-M, M] \times [-L, L]\) is compact and as

\[
\frac{|\mathcal{R}_{\omega}f(s)|e^{|r|s} |s|^{n-1} |Q(s\omega)|}{(1 + |r| + |s|)^{d}}
\]

is continuous in this domain, the integral is bounded by \( C \int_{-M}^{M} R|f|(\omega_1, r)dr \). Now recall that \( f \in L^1(\mathbb{R}^n) \). Therefore,

\[
\int_{-M}^{M} R|f|(\omega_1, r)dr \leq \int_{\mathbb{R}} R|f|(\omega_1, r)dr
\]

\[
= \int_{\mathbb{R}} \int_{x_\omega=r} |f(x)|dcdx
\]

(2.13)

Thus from (i), (ii) and (iii) we obtain (2.7). This completes step 1.

**Step 2:** Using \( |\mathcal{R}_{\omega}f(r)| \leq R_{\omega}|f|(r) \) we see from (2.7) that for almost every \( \omega \in S^{n-1} \),

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|\mathcal{R}_{\omega}f(r)||\mathcal{R}_{\omega}f(s)||s|^{n-1} |Q(s\omega)|^\alpha e^{r|s|}}{(1 + |r| + |s|)^{d}} dr ds < \infty.
\]

(2.14)

Now as for fixed \( \omega \), \(|s|^{n-1} |Q(s\omega)|^\alpha \) is a proper map in \( s \) and as \( \tilde{R}_{\omega}f \) as well as \( \mathcal{R}_{\omega}f \) are locally integrable functions we can apply the 1-dimensional case of Theorem 1.2 to conclude that \( R_{\omega}f(r) = A_\omega(r)e^{-ar^2} \), for some polynomial \( A_\omega \) which depends on \( \omega \) with \( \deg A_\omega < \frac{d-\max-n}{2} \) and \( a \) is a positive constant. A priori, \( a \) also should depend on \( \omega \).

But we will see below that \( a \) is actually independent of \( \omega \). It is clear that \( \tilde{R}_{\omega}f(s) = P_{\omega}(s)e^{-\frac{s^2}{2}\alpha \omega} \), where \( P_{\omega} \) is same as \( \deg A_\omega \). Consider \( \omega_1, \omega_2 \in S \) with \( \omega_1 \neq \omega_2 \) for which \( R_{\omega_1}, R_{\omega_2} \) satisfy (2.7). From the argument above it follows that \( R_{\omega_1}f(r) = A_{\omega_1}(r)e^{-ar_1^2} \) and \( \mathcal{R}_{\omega_1}f(s) = P_{\omega_1}(s)e^{-\frac{s^2}{2}\alpha_1} \) for some positive constants \( \alpha_1, \alpha_2 \). Therefore by Lemma 2.2, \( \alpha_1 = \alpha_2 = \alpha \), say and \( \mathcal{R}_{\omega_1}f(s) = P_{\omega_1}(s)e^{-\frac{s^2}{2}\alpha} \).

**Step 3:** We will show that \( P_{\omega}(s) = P(s\omega) \) is a polynomial in \( s\omega \), that is \( P \) is a polynomial in \( \mathbb{R}^n \). We recall that \( \tilde{R}_{\omega}f(s) = \tilde{f}(s\omega) \) is a holomorphic function in a neighbourhood around 0 (see Step 0). We can write \( P_{\omega}(s) = \tilde{f}(s\omega)e^{|s|\omega} = \tilde{f}(s\omega)e^{|s|\omega} = F(s\omega) \), say.

We write \( F(s\omega) = \sum_{j=0}^k a_j(\omega)s^j \), where \( k = \max_{\omega \in S^{n-1}} \deg P_\omega < \frac{d-\max-n}{2} \). Then for \( j = 0, 1, \ldots, k \)

\[
1 = \left. \frac{d^j}{ds^j} F(s\omega) \right|_{s=0} = a_j(\omega).
\]

The left hand side is the restriction of a homogenous polynomial of degree \( j \) to \( S^{n-1} \). Therefore \( F(s\omega) \) is a polynomial of degree \( \leq k \) in \( \mathbb{R}^n \). Therefore \( \tilde{f}(x) = P(x)e^{-\frac{x^2}{2}\alpha} \), where \( \deg P < \frac{d-\max-n}{2} \). \( \square \)

2.2. **Modified version of the \( L^p - L^q \) Morgan’s theorem.** We will state and prove a modified version of \( L^p - L^q \) Morgan’s theorem on \( \mathbb{R}^n \).

**Theorem 2.4.** Let \( f \) be a measurable function on \( \mathbb{R}^n \). Suppose for some \( a, b > 0 \), \( p, q \in [1, \infty), \alpha > 2 \) and \( \beta \) with \( 1/\alpha + 1/\beta = 1 \), \( f \) satisfies the following conditions:

(i) \( \int_{\mathbb{R}^n} e^{|\alpha|p}|f(x)|^p \, dx < \infty \),

(ii) \( \int_{\mathbb{R}^n} e^{|\beta|q}|\tilde{f}(y)|^q|Q(y)|^\delta \, dy < \infty \), where \( Q(y) \) is a polynomial in \( y \) of degree \( k \) and \( \delta > 0 \).

If \( (\alpha a)^{1/\alpha} \beta^{1/\beta} > (\sin \frac{\alpha}{2} \beta - 1)^{1/\beta} \) then \( f = 0 \) almost everywhere. If \( (\alpha a)^{1/\alpha} \beta^{1/\beta} = (\sin \frac{\alpha}{2} \beta - 1)^{1/\beta} \) then there are infinitely many linearly independent functions which satisfy (i) and (ii).
Proof. First we will see that the theorem is true for \( n = 1 \). From the hypothesis (i) it is clear that \( f \in L^1(\mathbb{R}) \) and hence \( \hat{f} \) is continuous. Also as \(|Q(y)|^\delta\) is a proper map, we immediately get
\[
\int_{\mathbb{R}} e^{i\theta |y|} |\hat{f}(y)|^\delta \, dy < \infty.
\]
That is, \( f \) satisfies all the hypothesis of Theorem 2.1 case (v) and hence the theorem for \( n = 1 \) follows.

Now we assume that \( n \geq 2 \). Let us consider the case \( p = q = 1 \) for the sake of simplicity. For each \( \omega \in S^{n-1} \)
\[
\int_{\mathbb{R}} e^{i\theta |r|} |R_\omega f(r)| \, dr \leq \int_{\mathbb{R}} e^{i\theta |r|} R_\omega |f(r)| \, dr = \int_{\mathbb{R}} \int_{S^{n-1}} |f(x)| \, d\sigma \, dr \leq \int_{\mathbb{R}} \int_{S^{n-1}} e^{i\theta |r|} |f(x)| \, d\sigma \, dr = \int_{\mathbb{R}} e^{i\theta |r|} |f(x)| \, dx < \infty.
\]
Here \( d\sigma \) denotes the measure on the hyperplane \( \{x : x \cdot \omega = r\} \). Using the polar coordinates we get
\[
\int_{\mathbb{R}} \int_{S^{n-1}} e^{i\theta |r|} |R_\omega f(r)||r|^{\delta - 1} Q(\omega)^{\delta} \, d\omega \, dr = \int_{\mathbb{R}} \int_{S^{n-1}} e^{i\theta |r|} |\hat{f}(r)| |r|^{\delta - 1} Q(\omega)^{\delta} \, d\omega \, dr = 2 \int_{\mathbb{R}} e^{i\theta |r|} |f(y)||Q(y)|^{\delta} \, dy < \infty.
\]
Hence almost every \( \omega \in S^{n-1} \)
\[
\int_{\mathbb{R}} e^{i\theta |r|} |R_\omega f(r)||r|^{\delta - 1} Q(\omega)^{\delta} \, dr = \int_{\mathbb{R}} e^{i\theta |r|} |\hat{f}(r)||r|^{\delta - 1} Q(\omega)^{\delta} \, dr < \infty.
\]
We can now apply the one-dimensional case of the theorem proved above to the function \( R_\omega f \) to conclude that for almost every \( \omega \in S^{n-1} \), \( R_\omega f(r) = \hat{f}(\omega) = 0 \) whenever \( (aa)^{1/\alpha}(bb)^{1/\beta} > (\sin \frac{\pi}{2}(\beta-1))^{1/\beta} \) and hence \( f = 0 \) almost everywhere.

Given \( a, b > 0 \) with \( (aa)^{1/\alpha}(bb)^{1/\beta} > (\sin \frac{\pi}{2}(\beta-1))^{1/\beta} \) we can always choose \( a' < a, b' < b \) such that \( (a'a)^{1/\alpha}(b'b)^{1/\beta} > (\sin \frac{\pi}{2}(\beta-1))^{1/\beta} \). If \( p, q > 1 \), using Hölder inequality together with the given hypothesis we get
\[
\int_{\mathbb{R}^n} e^{|x|} |f(x)| \, dx < \infty \text{ and } \int_{\mathbb{R}^n} e^{|y|} |\hat{f}(y)||Q(y)|^{\delta} \, dy < \infty.
\]
Hence the first part of the theorem follows.

For the last part: Let us define the function \( f \) by
\[
f(x) = \int_C e^{i\nu' \zeta} e^{-\beta \zeta^2} d\zeta
\]
where \( q = \frac{a - \alpha}{\nu}, A' = \frac{1}{\nu}((\bar{a} - a)^2 \nu = \frac{2m + n - \alpha}{2m - \alpha}, m \in \mathbb{R} \) and \( C \) is a path lies in the half plane \( \Re \zeta > 0 \), and goes to infinity, in the directions \( \theta = \arg \zeta = \pm \theta_\alpha \), where \( \frac{1}{2}q > \theta_\alpha = \frac{\pi}{2}. \) Then Ayadi et al. [2] shows with the help of Morgan’s [15] method that
\[
f = O(|x|^m e^{-\alpha |x|^2}) \text{ and } \hat{f} = O(|y|^m' e^{-\beta |y|^2}), \text{ where } m' = \frac{2m + n(2 - \alpha)}{2(\alpha - 2)}.
\]
We will apply this result to construct functions satisfying the equality cases of the hypothesis. Assume that the degree of the polynomial \( Q \) is \( k \).

For \( p = \infty, q = \infty \), we choose \( m' \) so that \( m' + k \delta < 0 \) and \( m = \frac{2m' + n(2 - \alpha)}{2(\alpha - 2)} < 0 \) equivalently we choose \( m' = \min(-k \delta, -\frac{1}{2}(2 - \beta)) \) and construct a function \( f \) satisfying (2.17). This \( f \) will satisfy both the hypothesis. If \( p \neq \infty, q = \infty \) we choose \( m' \) satisfying \( m' + k \delta < 0 \) and \( m = \frac{2m' + n(2 - \alpha)}{2(\alpha - 2)} < -\frac{1}{2} \delta \) which holds if and only if
choose For a detailed account of Hermite and special Hermite functions we refer to [19]. These functions form an orthonormal basis for \( \mathbb{L}^{2} \) equipped with the following group law

\[
(z, t)(w, s) = (z + w, t + s + \frac{1}{2} i \mathcal{G}(z, \bar{w})),
\]

where \( \mathcal{G}(z) \) is the imaginary part of \( z \in \mathbb{C} \). For each \( \lambda \in \mathbb{R} \setminus \{0\} \) there exists an irreducible unitary representation \( \pi_{\lambda} \) realized on \( L^{2}(\mathbb{R}^{n}) \) given by

\[
\pi_{\lambda}(z, t) \phi(\xi) = e^{i\lambda t} e^{i\lambda(x \cdot \xi + \frac{1}{4} \xi \cdot \xi)} \phi(x + iy),
\]

for \( \phi \in L^{2}(\mathbb{R}^{n}) \) and \( z = x + iy \). These are all the infinite dimensional irreducible unitary representations of \( H^{n} \) up to unitary equivalence. For \( f \in L^{1}(\mathbb{C}^{n}) \), its group Fourier transform \( \hat{f}(\lambda) \) is defined by

\[
\hat{f}(\lambda) = \int_{\mathbb{R}^{n}} f(z, t) \pi_{\lambda}(z, t) \, dz \, dt.
\]

We define \( \pi_{\lambda}(z, 0) \phi(\xi) = e^{i\lambda t} \pi_{\lambda}(z, 0) \phi(\xi) \). For \( f \in L^{1}(\mathbb{C}^{n}), \) we define the bounded operator \( W_{\lambda}(f) \) on \( L^{2}(\mathbb{R}^{n}) \) by

\[
W_{\lambda}(f) = \int_{\mathbb{C}^{n}} f(z) \pi_{\lambda}(z) \phi \, dz.
\]

It is clear that \( ||W_{\lambda}(f)|| \leq ||f||_{1} \) and for \( f \in L^{1}(\mathbb{C}^{n}) \cap L^{2}(\mathbb{C}^{n}), \) it can be shown that \( W_{\lambda}(f) \) is an Hilbert-Schmidt operator and we have the Plancherel theorem

\[
||W_{\lambda}(f)||^{2}_{L^{2}} = (2\pi)^{n} |\lambda|^{-n} \int_{\mathbb{C}^{n}} |f(z)|^{2} \, dz.
\]

Thus \( W_{\lambda} \) is an isometric isomorphism between \( L^{2}(\mathbb{C}^{n}) \) and \( S_{2}, \) the Hilbert space of all Hilbert-Schmidt operators on \( L^{2}(\mathbb{R}^{n}) \). This \( W_{\lambda}(f) \) is known as the Weyl transform of \( f \). For \( f \in L^{1}(H^{n}) \), let

\[
f^{\lambda}(z) = \int_{-\infty}^{\infty} e^{i\lambda t} f(z, t) \, dt
\]

be the inverse Fourier transform of \( f \) in the \( t \)-variable. Then from the definition of \( \hat{f}(\lambda) \), it follows that \( \hat{f}(\lambda) = W_{\lambda}(f^{\lambda}) \). For \( \lambda = 1 \) we define \( W(z) = W_{1}(z) \). For \( x \in \mathbb{R} \) and \( k \in \mathbb{N} \), the polynomial \( H_{k}(x) \) of degree \( k \) is defined by the formula

\[
H_{k}(x) = (-1)^{k} e^{x^{2}} \frac{d^{k}}{dx^{k}}(e^{-x^{2}}).
\]

We define the Hermite function \( h_{k}(x) \) by

\[
h_{k}(x) = (2^{k} \sqrt{\pi})^{-1/2} H_{k}(x) e^{-\frac{x^{2}}{2}}.
\]

For \( \mu = (\mu_{1}, \cdots, \mu_{n}) \in \mathbb{N}^{n} \), the normalized Hermite function \( \Phi_{\mu}(x) \) on \( \mathbb{R}^{n} \) is defined by

\[
\Phi_{\mu}(x) = h_{\mu_{1}}(x_{1}) \cdots h_{\mu_{n}}(x_{n}).
\]

Hermite functions are eigenfunctions of the Hermite operator \( H = -\Delta + |x|^{2} \) and they form an orthonormal basis for \( L^{2}(\mathbb{R}^{n}) \). Here \( \Delta \) is the Laplacian on \( \mathbb{R}^{n} \). For \( \mu, \nu \in \mathbb{N}^{n}, \) the special Hermite function \( \Phi_{\mu \nu} \) is defined by

\[
\Phi_{\mu \nu}(z) = (2\pi)^{-\frac{n}{2}} \left( W(z) \Phi_{\mu}, \Phi_{\nu} \right).
\]

These functions form an orthonormal basis for \( L^{2}(\mathbb{C}^{n}) \) and they are expressible in terms of Laguerre functions. For a detailed account of Hermite and special Hermite functions we refer to [19].

With this preparation we will now prove a version of Theorem 1.2 for \( H^{n} \).
Theorem 3.1. Suppose $f \in L^2(H^n)$ and for some $M,N \geq 0$, it satisfies
\[
\int_{H^n} \int_{\mathbb{R}} \frac{|f(z,t)||\hat{f}(\lambda)|d|\lambda|^{N}|\lambda|^{M}d\lambda dt < \infty.
\]
Then $f(z,t) = e^{-it^2}(1 + |z|)^{M} \left( \sum_{j=0}^{N} \psi_j(z) t^j \right)$, where $\psi_j \in L^2(C^n)$ and $m < \frac{N-n/2-1}{2}$.

Proof. As in the case of $\mathbb{R}^n$, it can be verified that $f$ is integrable in $t$-variable for almost every $z$. For each pair $(\phi, \psi)$, where $\phi, \psi \in L^2(\mathbb{R}^n)$ we consider the function
\[
F_{(\phi,\psi)}(t) = (2\pi)^{-\frac{n}{2}} \int_{C^n} f(z,t)(1 + |z|)^{-M}(W(z)\phi,\psi) dz.
\]
Then it follows that
\[
(3.7) \quad |\hat{F}_{(\phi,\psi)}(\lambda)| = (2\pi)^{-\frac{n}{2}} \left| \int_{C^n} f^{-1}(z)(1 + |z|)^{-M}(W(z)\phi,\psi) dz \right|
\]
\[
\quad \leq C \left( \int_{C^n} |f^{-1}(z)|^2 dz \right)^{1/2}
\]
\[
\quad = C|\lambda|^{n/2}||\hat{f}(-\lambda)||_{HS}.
\]
Therefore, from the hypothesis we have
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{|F_{(\phi,\psi)}(t)||\hat{F}_{(\phi,\psi)}(\lambda)|d|\lambda|^{N}|\lambda|^{M}d\lambda dt < \infty.
\]
Now applying Theorem 2.3 to the function $F_{(\phi,\psi)}$ with $\delta = n/2$ we have $F_{(\phi,\psi)}(t) = P_{(\phi,\psi)}(t)e^{-it \phi,\psi}$, where $P_{(\phi,\psi)}$ is a polynomial with deg $< \frac{N-n/2-1}{2}$. Keeping $\psi$ fixed, it can be shown that $a(\phi,\psi) = a(\psi)$ is independent of $\phi$. Similarly keeping $\phi$ fixed, we can show that $a(\phi,\psi) = a(\psi) = a$ is independent of $(\phi,\psi)$. We recall that $\{\Phi_{\alpha,\beta} : \alpha,\beta \in \mathbb{N}^n\}$ is an orthonormal basis for $L^2(C^n)$. Now we take $\phi = \Phi_\alpha$ and $\psi = \Phi_\beta$. Let $F_{\alpha,\beta} = F_{(\phi_\beta,\psi)}$, and $P_{\alpha,\beta} = P_{(\phi_\alpha,\psi)}$. Since for each $t \in \mathbb{R}$, $(1 + |\cdot|^{-M}) f(\cdot,t) \in L^2(C^n)$, the sequence $\{P_{\alpha,\beta}(t)\} \in \ell^2$ for all $t$. We write $P_{\alpha,\beta}(t) = \sum_{j=0}^{m} a_j(\alpha,\beta) t^j$, $m < \frac{N-n/2-1}{2}$. Choose $t_0 \in \mathbb{R}$ such that $t_i \neq t_j$, for all $0 \leq i, j \leq m$. We consider a system of linear equations given by:
\[
\begin{pmatrix}
1 & t_0 & \cdots & t_0^m \\
1 & t_1 & \cdots & t_1^m \\
\vdots & \vdots & \ddots & \vdots \\
1 & t_m & \cdots & t_m^m
\end{pmatrix}
\begin{pmatrix}
|a_0(\alpha,\beta)| \\
|a_1(\alpha,\beta)| \\
|a_m(\alpha,\beta)|
\end{pmatrix}
= \begin{pmatrix}
|P_{\alpha,\beta}(t_0)| \\
|P_{\alpha,\beta}(t_1)| \\
\vdots \\
|P_{\alpha,\beta}(t_m)|
\end{pmatrix}
\]
Since $t_i \neq t_j$ for all $i \neq j$, the determinant of the $(m+1) \times (m+1)$ Vandermonde matrix is nonzero. Therefore, $|a_j(\alpha,\beta)|$ will be a linear combination of members from $\{|P_{\alpha,\beta}(t_j)| : 0 \leq j \leq m\}$ and hence $|a_j(\alpha,\beta)| \in \ell^2$ for
each \(0 \leq j \leq m\). With this observation we can write

\[
(1 + |z|)^{-M} f(z, t) = \left( \sum_{a, \beta} P_{a, \beta}(t) \Phi_{a, \beta}(z) \right) e^{-a|t|}
\]

\[
= \left( \sum_{a, \beta} \left( \sum_{j=0}^{m} a_j(\alpha, \beta)t^j \right) \Phi_{a, \beta}(z) \right) e^{-a|t|}
\]

\[
= \left( \sum_{j=0}^{m} \left( \sum_{a, \beta} a_j(\alpha, \beta) \Phi_{a, \beta}(z) \right) t^j \right) e^{-a|t|}
\]

\[
= \left( \sum_{j=0}^{m} \psi_j(t) t^j \right) e^{-a|t|},
\]

where \(\psi_j(\cdot) = \sum a_j(\alpha, \beta) \Phi_{a, \beta}(\cdot) \in L^2(\mathbb{C}^n)\).

We will conclude this section by proving the following analogue of \(L^p - L^q\) Morgan’s theorem for \(H^n\).

**Theorem 3.2.** Suppose a function \(f \in L^2(H^n)\) satisfies

(i) \(\int_{H^n} e^{\rho(\zeta, \lambda)|^p} |f(\zeta, \lambda)|^p \, d\zeta \, d\lambda < \infty \) and

(ii) \(\int_{\mathbb{R}} e^{\rho(|\lambda|)|^p} \|\hat{f}(\lambda)|^p \, d\lambda < \infty \)

where \(p, q \in [1, \infty], a, b > 0, \alpha > 2, \beta > 0 \) and \(\frac{1}{p} + \frac{1}{q} = 1\).

If \((\alpha a)^{1/\alpha}(b\beta)^{1/\beta} > (\sin \frac{\pi}{2}(\beta - 1))^{1/\beta}\) then \(f = 0\) almost everywhere. But if \((\alpha a)^{1/\alpha}(b\beta)^{1/\beta} = (\sin \frac{\pi}{2}(\beta - 1))^{1/\beta}\) then there are infinitely many functions on \(H^n\) satisfying (i) and (ii).

**Proof.** First we note that \(f \in L^1(H^n)\). We can choose \(a' < a, b' < b\) such that \((a' a)^{1/\alpha}(b'\beta)^{1/\beta} > (\sin \frac{\pi}{2}(\beta - 1))^{1/\beta}\) and use Hölder’s inequality to show

(i)’ \(\int_{H^n} e^{\rho(\zeta, \lambda)|^p} |f(\zeta, \lambda)|^p \, d\zeta \, d\lambda < \infty \)

(ii)’ \(\int_{\mathbb{R}} e^{\rho(|\lambda|)|^p} \|\hat{f}(\lambda)|^p \, d\lambda < \infty \).

For each \((\mu, \nu) \in \mathbb{N}^p \times \mathbb{N}^n\), we define the auxiliary function

\[
F_{\mu, \nu}(t) = \int_{\mathbb{C}^n} f(z, t) \Phi_{\mu, \nu}(z) \, dz.
\]

Using (i)’ we have

\[
\int_{\mathbb{R}} e^{\rho(|\lambda|)|^p} |F_{\mu, \nu}(t)| \, dt
\]

\[
= \int_{\mathbb{R}} \int_{\mathbb{C}^n} e^{\rho(|\lambda|)|^p} |f(z, t)| |\Phi_{\mu, \nu}(z)| \, dz \, dt
\]

\[
\leq \int_{\mathbb{R}} \int_{\mathbb{C}^n} e^{\rho(\zeta, \lambda)|^p} |f(z, t)| \, dz \, dt
\]

\[
< \infty.
\]
On the other hand using \((ii)'\) and the Plancherel formula for the Weyl transform we have

\[
\int_{\mathbb{R}} e^{i\lambda|\mu|} |\tilde{F}_{\mu,\nu}(\lambda)| \, d\lambda = \int_{\mathbb{R}} e^{i\lambda|\mu|} \int_{\mathbb{C}^n} f^{-1}(z)\Phi_{\mu,\nu}(z) \, dz \, d\lambda \\
\leq C \int_{\mathbb{R}} e^{i\lambda|\mu|} \|f^{-1}()\|_2 \, d\lambda = \int_{\mathbb{R}} e^{i\lambda|\mu|} \|\tilde{f}(\lambda)\|_{L^2} \|\lambda\|^2 \, d\lambda < \infty.
\]

Applying Theorem 2.1 (case (iv)) to the function \(F_{\mu,\nu}\) we conclude that \(F_{\mu,\nu} = 0\) for every \((\mu, \nu) \in \mathbb{H}^n \times \mathbb{H}^n\). Since \((\Phi_{\mu,\nu} : (\mu, \nu) \in \mathbb{H}^n \times \mathbb{H}^n)\) form an orthonormal basis for \(L^2(\mathbb{C}^n)\) we conclude that \(f = 0\) almost everywhere.

Now for the second part of the theorem first we consider the case \(p = q = \infty\). We recall that Morgan (see [15]) constructed enumerable examples of functions \(h\) on \(\mathbb{R}\) such that

\[
h = O(|\mu|^m e^{-d|\mu|^p}) \quad \text{and} \quad \tilde{h} = O(|\lambda|^m e^{-b|\lambda|^p})
\]

where \(m' \in \mathbb{R}\) and \(m = \frac{2n - b + 2}{2d - 1}\).

We shall use these functions to construct required functions on \(H^p\). We define a function \(f\) on \(H^p\) as follows:

\[
f(z, t) = g(z)h(t), \quad \text{where} \quad g \quad \text{is a smooth function on} \quad \mathbb{C}^n \quad \text{with compact support and} \quad h \quad \text{is as above. Now it is easy to see from the Plancherel formula for the Weyl transform that}
\]

(i) \(f = O((z, t)|m e^{-d|z|^p})\)

(ii) \(O(|\lambda|^m |\tilde{f}(\lambda)|_{L^2}) = O(|\lambda|^{m - n|\mu|} e^{-b|\lambda|^p})\).

We choose \(m' < \frac{p}{2}\) so that \(m = \frac{2n - b + 2}{2d - 1} < 0\). Then \(f\) satisfies the required estimates in the case \(p = q = \infty\). For \(p \neq \infty\) and \(q = \infty\) we choose \(m' < \frac{p}{2}\) so that \(m < \frac{2}{p} \min\left(-\frac{\nu + 1}{q} + \frac{2}{p}, -2(2n + 1)\nu + \frac{2}{p}\right)\).

Then \(m < \frac{2n + 1}{p}\). With this choice of \(m'\) it is easy to see that \(f\) satisfies the required estimates with \(q \neq \infty\) and \(p \in [1, \infty)\).

4. Step Two Nilpotent Lie Groups

Let \(G\) be a step two connected simply connected nilpotent Lie group. Then its Lie algebra \(g\) has the decomposition \(g = v \oplus \mathfrak{z}\), where \(\mathfrak{z}\) is the centre of \(g\) and \(v\) is any subspace of \(g\) complementary to \(\mathfrak{z}\). We choose an inner product on \(g\) such that \(v\) and \(\mathfrak{z}\) are orthogonal. We fix an orthonormal basis \(B = \{e_1, e_2, \ldots, e_m, T_1, \ldots, T_k\}\) so that \(v = \text{span}_\mathbb{R}\{e_1, e_2, \ldots, e_m\}\) and \(\mathfrak{z} = \text{span}_\mathbb{R}\{T_1, \ldots, T_k\}\). Since \(g\) is nilpotent the exponential map is an analytic diffeomorphism. We can identify \(G\) with \(v \oplus \mathfrak{z}\) and write \((X + T)\) for \(\exp(X + T)\) and denote it by \((X, T)\) where \(X \in v\) and \(T \in \mathfrak{z}\). The product law on \(G\) is given by the Baker-Campbell-Hausdorff formula:

\[
(X, T)(X', T') = (X + X', T + T' + \frac{1}{2}[X, X'])
\]

for all \(X, X' \in v\) and \(T, T' \in \mathfrak{z}\).

4.1. Representations of step two nilpotent Lie groups. A complete account of representation theory for general connected simply connected nilpotent Lie groups can be found in [8]. Representations of step two connected simply connected nilpotent groups the Plancherel theorem is described in [17]. We briefly recall the basic facts to make this paper self contained. Let \(g^*, \mathfrak{z}^*\) be the real dual of \(g\) and \(\mathfrak{z}\) respectively. For each \(\nu \in \mathfrak{z}^*\) consider the bilinear form \(B_\nu\) on \(v\) defined by

\[
B_\nu(X, Y) = \nu([X, Y]) \quad \text{for all} \quad X, Y \in v.
\]

Let

\[
\tau_\nu = \{X \in v : \nu([X, Y]) = 0 \quad \text{for all} \quad Y \in v\}.
\]

Let \(X_i = e_i\) for \(1 \leq i \leq m\) and \(X_{m+i} = T_i\) for \(1 \leq i \leq k\). Then \(B = \{X_1, \ldots, X_m, X_{m+1}, \ldots, X_{m+k}\}\). Let \(B^* = \{X_1^*, \ldots, X_m^*, X_{m+1}^*, \ldots, X_{m+k}^*\}\) be the dual basis of \(B\). Let \(m_v\) be the orthogonal complement of \(\tau_\nu\) in \(v\). Then the set
\( \mathcal{U} = \{ \nu \in \mathfrak{g}^* : \dim (m_\nu) \text{ is maximum} \} \) is a Zariski open subset of \( \mathfrak{g}^* \). Since \( B_\nu \) is an alternating bilinear form, \( \nu \in \mathcal{U} \) has an even number of jump indices independent of \( \nu \). The set of jump indices is denoted by \( S = \{ j_1, j_2, \ldots, j_{2n} \} \). Let \( T = \{ n_1, n_2, \ldots, n_r, m + 1, \ldots, m + k \} \) be the complement of \( S \) in \( \{ 1, 2, \ldots, m, m + 1, \ldots, m + k \} \). Let

\[
V_S = \text{span}_\mathbb{R} \{ X_{j_1}, \ldots, X_{j_m} \},
\]

\[
V_T = \text{span}_\mathbb{R} \{ X_{m+1}, \ldots, X_{m+k}, X_n : n_i \in T \} \quad \text{and} \quad \tilde{V}_T = \text{span}_\mathbb{R} \{ X_n : n_i \in T \},
\]

\[
V'_T = \text{span}_\mathbb{R} \{ X_{m+1}, \ldots, X_{m+k}, X_n^* : n_i \in T \} \quad \text{and} \quad \tilde{V}'_T = \text{span}_\mathbb{R} \{ X_n^* : n_i \in T \}.
\]

The irreducible unitary representations relevant to Plancherel measure are parametrized by the set \( \Lambda = \tilde{V}_T^* \times \mathcal{U} \).

If there exist \( \nu \in \mathfrak{g}^* \) such that \( B_\nu \) is nondegenerate then we call the group, a step two nilpotent group with MW-condition or step two MW group. In this case \( T = \{ m + 1, \ldots, m + k \} \) and \( \mathcal{U} = \{ \nu \in \mathfrak{g}^* : B_\nu \text{ is nondegenerate} \} \). The irreducible unitary representations relevant to Plancherel measure will be parametrized by \( \Lambda = \{ \nu \in \mathfrak{g}^* : B_\nu \text{ is nondegenerate} \} \).

For

\[
(X, T) = \exp(\sum_{j=1}^{m} x_jX_j + \sum_{j=1}^{k} t_jX_{j+m}), \quad x_j, t_j \in \mathbb{R},
\]

we define its norm by

\[
||X, T|| = (x_1^2 + \cdots + x_m^2 + t_1^2 + \cdots + t_k^2)^{1/2}.
\]

The map

\[
(x_1, \cdots, x_m, t_1 \cdots, t_k) \mapsto \sum_{j=1}^{m} x_jX_j + \sum_{j=1}^{k} t_jX_{j+m} \mapsto \exp \left( \sum_{j=1}^{m} x_jX_j + \sum_{j=1}^{k} t_jX_{j+m} \right)
\]

takes Lebesgue measure \( dx_1 \cdots dx_m dt_1 \cdots dt_k \) of \( \mathbb{R}^{m+k} \) to Haar measure on \( G \). Any measurable function \( f \) on \( G \) will be identified with a function on \( \mathbb{R}^{m+k} \). We identify \( \mathfrak{g}^* \) with \( \mathbb{R}^{m+k} \) with respect to the basis \( \mathcal{B} \) and introduce the Euclidean norm relative to this basis.

4.1.1. Step two groups without MW-condition. In this case \( \tau_\nu \neq 0 \) for each \( \nu \in \mathcal{U} \). Then \( B_{\nu}|_{m_\nu} \) is nondegenerate and hence \( \dim m_\nu = 2n \). From the properties of an alternating bilinear form there exists an orthonormal basis

\[
\{ X_1(\nu), Y_1(\nu), \ldots, X_n(\nu), Y_n(\nu), Z_1(\nu), \ldots, Z_r(\nu) \}
\]
of \( \nu \) and positive numbers \( d_i(\nu) > 0 \) such that

(i) \( \tau_\nu = \text{span}_\mathbb{R} \{ Z_1(\nu), \ldots, Z_r(\nu) \} \),

(ii) \( \nu(\{ X_i(\nu), Y_j(\nu) \}) = \delta_{i,j}d_i(\nu), \quad 1 \leq i, j \leq n \).

We call the basis

\[
\{ X_1(\nu), \ldots, X_n(\nu), Y_1(\nu), \ldots, Y_n(\nu), Z_1(\nu), \ldots, Z_r(\nu), T_1, \ldots, T_k \}
\]

almost symplectic basis. Let \( \xi_\nu = \text{span}_\mathbb{R} \{ X_1(\nu), \ldots, X_n(\nu) \} \) and \( \eta_\nu = \text{span}_\mathbb{R} \{ Y_1(\nu), \ldots, Y_n(\nu) \} \). Then we have the decomposition \( \mathfrak{g} = \xi_\nu \oplus \eta_\nu \oplus \tau_\nu \oplus \mathfrak{z} \). We denote the element \( \exp(X + Y + Z + T) \) of \( G \) by \( (X, Y, Z, T) \) for \( X \in \xi_\nu, Y \in \eta_\nu, Z \in \tau_\nu, T \in \mathfrak{z} \). Further we can write

\[
(X, Y, Z, T) = \sum_{j=1}^{n} x_j(\nu)X_j(\nu) + \sum_{j=1}^{n} y_j(\nu)Y_j(\nu) + \sum_{j=1}^{r} \xi_j(\nu)Z_j(\nu) + \sum_{j=1}^{k} t_jT_j
\]

and denote it by \( (x, y, z, t) \) suppressing the dependence of \( \nu \) which will be understood from the context. If we take \( \lambda \in \Lambda \) then it can be written as \( \lambda = (\mu, \nu) \), where \( \mu \in \tilde{V}_T^* = \text{span}_\mathbb{R} \{ X_{n_i}^* : 1 \leq i \leq r \} \) and \( \nu \in \mathcal{U} \). Therefore, \( \lambda = (\mu, \nu) \equiv \sum_{i=1}^{r} \mu_iX_{n_i}^* + \sum_{i=1}^{m} \nu_iT_i^* \). Let \( \lambda' \in \mathfrak{g}^* \) such that \( \lambda'(X_j) = 0 \) for \( 1 \leq i \leq 2n \) and the restriction of \( \lambda' \) to \( V'_T \) is \( \lambda = (\mu, \nu) \). Let \( \tilde{\mu}_i = \lambda'(Z_i(\nu)) \) and consider the map

(4.1) \( A_\nu : \tilde{V}_T^* \rightarrow \text{span}_\mathbb{R} \{ Z_1(\nu)^*, \ldots, Z_r(\nu)^* \} \)
given by \( A_r(\mu_1, \cdots, \mu_r) = (\hat{\mu}_1, \cdots, \hat{\mu}_r) \). Then it has been shown in [17] that \( \det J_{\lambda_r} = \frac{\text{Pf}(\nu)}{d_{\nu}} \), where \( J_{\lambda_r} \) is the Jacobian matrix of \( A_r \) and \( \text{Pf}(\nu) \) is the Pfaffian of \( \nu \). Consider the map

\[
(D_{\nu} : [X_0, \cdots, X_{\nu}] \rightarrow [Y_0(\nu), \cdots, Y_r(\nu)])
\]

then it has been shown \( \det(J_{\nu}) = |\det(J_{\lambda_r})|^{-1} \) in [17].

We take \( \lambda = (\mu, \nu) \in \Lambda \). Using the almost symplectic basis we describe an irreducible unitary representation \( \pi_{\mu, \nu} \) of \( G \) realized on \( L^2(\eta_\nu) \) by the following action:

\[
(\pi_{\mu, \nu}(x, y, z, t)\phi)(\xi) = \exp(i \sum_{j=1}^{k} v_j t_j + i \sum_{j=1}^{r} \mu_j z_j + i \sum_{j=1}^{n} d_j f_j(x_j \xi_j + \frac{1}{2} x_j y_j)) \phi(\xi + y)
\]

for all \( \phi \in L^2(\eta_\nu) \).

We define the Fourier transform of \( f \in L^1(G) \) by

\[
\hat{f}(\mu, \nu) = \int_{V_r} \int_{\eta_\nu} \int_{\xi_r} f(x, y, z, t) \pi_{\mu, \nu}(x, y, z, t) \, dx \, dy \, dz \, dt
\]

for \( \lambda = (\mu, \nu) \in \Lambda \). For \( \tilde{\mu} \in \tilde{v}_r, \nu \in \tilde{\nu} \) we let

\[
f^{\nu \nu}(x, y, z) = \int_{V_r} \int_{\eta_\nu} \int_{\xi_r} \exp(i \sum_{j=1}^{k} v_j t_j) f(x, y, z, t) \, dt \text{ and}
\]

\[
f^{\tilde{\mu} \nu}(x, y) = \int_{V_r} \int_{\eta_\nu} \int_{\xi_r} \exp(i \sum_{j=1}^{k} v_j t_j + i \sum_{j=1}^{r} \mu_j z_j) f(x, y, z, t) \, dt \, dz.
\]

If \( f \in L^1 \cap L^2(G) \) then \( \hat{f}(\mu, \nu) \) is an Hilbert–Schmidt operator and we have (see [17])

\[
(2\pi)^{-n} \int_{V_r} \int_{\eta_\nu} \int_{\xi_r} |f^{\nu \nu}(x, y, z)|^2 \, dx \, dy = \int_{G} \int_{\nu} |f^{\mu \nu}(x, y)|^2 \, dx \, dy.
\]

Now integrating both sides on \( V_{\nu} \) with respect to the usual Lebesgue measure on it and applying the transformation given by the function \( A_r \) in (4.1) we get

\[
(2\pi)^{-(n+\nu)} \text{Pf}(\nu) \int_{V_{\nu}} ||\hat{f}(\mu, \nu)||_{\text{HS}}^2 \, d\mu = (2\pi)^{-r} \int_{\tilde{v}_r} \int_{\eta_\nu} \int_{\xi_r} |f^{\tilde{\mu} \nu}(x, y, z)|^2 \, dx \, dy \, d\tilde{\mu}
\]

\[
= \int_{V_r} \int_{\eta_\nu} \int_{\xi_r} |f^{\nu \nu}(x, y, z)|^2 \, dx \, dy \, dz
\]

\[
= \int_{G} |f(x, y, z, t)|^2 \, dx \, dy \, dz.
\]

The Plancherel formula takes the following form:

\[
(2\pi)^{-(n+\nu+\kappa)} \int_{\Lambda} ||\hat{f}(\mu, \nu)||_{\text{HS}}^2 \, \text{Pf}(\nu) \, d\mu \, d\nu = \int_{G} |f(x, y, z, t)|^2 \, dx \, dy \, dz \, dt
\]

which holds for all \( L^2 \)-functions by density argument.

4.1.2. Step two MW groups. In this case the representations are parametrized by the Zariski open set \( \Lambda = \{ \nu \in \tilde{\nu} : B_{\nu} \text{ is nondegenerate} \} \) and is given by:

\[
(\pi_r(x, y, t)\phi)(\xi) = \exp(i \sum_{j=1}^{k} v_j t_j + i \sum_{j=1}^{n} d_j f_j(x_j \xi_j + \frac{1}{2} x_j y_j)) \phi(\xi + y)
\]

for all \( \phi \in L^2(\eta_\nu) \). In this case \( \text{Pf}(\nu) = \prod_{j=1}^{n} d_j(\nu) \). We define the Fourier transform of \( f \in L^1(G) \) by

\[
\hat{f}(\nu) = \int_{V_r} \int_{\eta_\nu} \int_{\xi_r} f(x, y, t) \pi_r(x, y, t) \, dx \, dy \, dt
\]
for all $\nu \in \Lambda$. We also define
\[ f^{\nu}(x, y) = \int_3 \exp(i \sum_{j=1}^k \nu_j t_j) f(x, y, t) \, dx \, dt \]
for all $\nu \in \Lambda$. If $f \in L^1 \cap L^2(G)$ then $\widehat{f}(\nu)$ is a Hilbert-Schmidt operator and
\[ \text{Pf}(\nu)\|\widehat{f}(\nu)\|_{\text{HS}}^2 = (2\pi)^n \int_\eta \int_{\xi,\nu} |f^{\nu}(x, y)|^2 \, dx \, dy = (2\pi)^n \int_\eta |f^{\nu}(x, y)|^2 \, dx. \]
The Plancherel formula takes the following form:
\[ (2\pi)^{-(n+k)} \int_\Lambda \|\widehat{f}(\nu)\|_{\text{HS}}^2 \, d\nu = \int_\Gamma |f(x, y, t)|^2 \, dx \, dy \, dt \]
which holds for all $L^2$-functions by density argument.

5. BEURLING’S AND $L^p - L^q$-MORGAN’S THEOREM FOR STEP TWO NILPOTENT LIE GROUPS

In what follows we will use the coordinates given by the following basis of $\mathfrak{g}$.
\[ \{X_{j_1}, \ldots, X_{j_{n+1}}, \ldots, X_{j_m}, X_{n_1}, \ldots, X_{n_m}, X_{m+1}, \ldots, X_{m+n}\}. \]
Precisely
\[ (x, y, z, t) \equiv \sum_{i=1}^n x_i X_i + \sum_{i=1}^n y_i X_{j_i} + \sum_{i=1}^r z_i X_{m_i} + \sum_{i=1}^k t_i X_{m+i}. \]

We shall first take up the following analogue of Beurling’s theorem for step two nilpotent groups.

**Theorem 5.1.** Suppose $f \in L^2(G)$ and for some $M, N \geq 0$, it satisfies
\[ \int_\Lambda \int_\eta (1 + |(x, y)|)^M (1 + |(\mu, \nu)|^N)^N \times|\text{Pf}(\nu)| \, dx \, dy \, dz \, dt \, d\mu \, d\nu < \infty. \]
Then
\[ f(x, y, z, t) = (1 + |(x, y)|)^M \left( \sum_{|y|+|\nu| \leq l} \Psi_{\gamma, \delta}(x, y)z^\gamma \nu^\delta \right) e^{-a(|y|^2 + |\nu|^2)} \]
where $\Psi_{\gamma, \delta} \in L^2(V_\gamma)$ and $l$ is an nonnegative integer.

**Proof.** As in the case of $\mathbb{R}^n$ we can verify that $f$ is integrable in $(z, t)$ for almost every $x, y$. For each Schwartz function $\Phi$ on $V_\gamma$ let us consider the function $F_\Phi$ defined by
\[ F_\Phi(x, y, z, t) \]
\[ = \int_{V_\gamma} f(x, y, z, t)(1 + |(x, y)|)^{-M} \Phi(y) \, dy. \]
It follows that
\[ |F_\Phi(z, t)| \leq C \int_{V_\gamma} |f(x, y, z, t)| \, dx. \]
For all $(\mu, \nu) \in V_\gamma \times \mathcal{U}$
\[ \widehat{F}_\Phi(\mu, \nu) = \int_{V_\gamma} f^{\mu, \nu}(x, y)(1 + |(x, y)|)^{-M} \Phi(x, y) \, dx \]
where
\[ f^{\mu, \nu}(x, y) = \int_{V_\gamma} e^{i\mu(z)} f(x, y, z, t) \, dz \, dt. \]
Using Cauchy-Schwarz inequality, we get
\[
|\tilde{F}_\phi(\mu, \nu)| \\
\leq C \left( \int_{\mathbb{R}^n} |f^{\mu, \nu}(x, y)|^2 \, dx \, dy \right)^{1/2} \\
= \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} e^{i\mu(z)} f''(x, y, z) \, dz \, dx \, dy \right)^{1/2}.
\]

Writing down the above integral with respect to almost symplectic basis we have
\[
|\tilde{F}_\phi(\mu, \nu)| \\
\leq \left( \int_{\hat{e} : \theta = 0} |f^{\mu, \nu}(x(y), y(y))|^2 \, dx(y) \, dy(y) \right)^{1/2} \\
= (2\pi)^{-n/2} \left( \prod_{j=1}^n d_j(\nu) \right) \|\tilde{f}(\mu, \nu)\|_{HS}.
\]

Therefore,
\[
\int_{\Lambda} \int_{\mathbb{R}^n} \frac{|F_\phi(z, t)| |\tilde{F}_\phi(\mu, \nu)| |e^{i\mu[z] + i\nu|\nu|}|}{(1 + |z, t| + |\mu, \nu|)^{n/2} (1 + \prod_{j=1}^n d_j(\nu))} \\
\times |\text{Pf}(\nu)| \, dz \, dt \, d\mu \, d\nu
\leq C \int_{\Lambda} \int_{V_5 \times \mathbb{R}^n} \frac{|f(x, y, z, t)| |\tilde{f}(\mu, \nu)| |_{HS} e^{i\mu[z] + i\nu|\nu|}}{1 + |(x, y)|^M (1 + |z, t| + |\mu, \nu|)^{M/2}} \\
\times |\text{Pf}(\nu)| \, dx \, dy \, dz \, dt \, d\mu \, d\nu
\leq \int_{\Lambda} \int_{V_5} \frac{|f(x, y, z, t)| |\tilde{f}(\mu, \nu)| |_{HS} e^{i\mu[z] + i\nu|\nu|}}{1 + |(x, y)|^M (1 + |z, t| + |\mu, \nu|)^{M/2}} \\
\times |\text{Pf}(\nu)| \, dx \, dy \, dz \, dt \, d\mu \, d\nu
\leq \infty.
\]

Since $\mathcal{U}$ is a set of full measure on $\mathbb{R}^n$, and $\text{Pf}(\nu), \prod_{j=1}^n d_j(\nu)$ are polynomial in $\nu$ using Theorem 2.3 we have for each Schwartz function $\Phi$

\[
F_\phi(z, t) = P_\phi(z, t) e^{-a_\phi(z, t)|z|^2}
\]

where $a(\Phi) > 0$ and

\[
P_\phi(z, t) = \sum_{|y|+|\beta|\leq m} a_{\gamma, \beta}(\Phi) z^\gamma t^\beta
\]

and $m$ is independent of $\Phi$. It is easy to see that $a(\Phi) = a$ is independent of $\Phi$. Finally choosing $\Phi_\alpha$ from the orthonormal basis $\{\Phi_\alpha(x, y) : \alpha \in \mathbb{N}^2\}$ for $L^2(V_5)$ we can show as in the proof of Theorem 3.1 that

\[
f(x, y, z, t) = (1 + |(x, y)|^M \sum_{|y|+|\beta|\leq m} \Psi_{\gamma, \beta}(x, y) z^\gamma t^\beta) e^{-a_\phi(z, t)|z|^2},
\]

where $\Psi_{\gamma, \beta} \in L^2(V_5)$. □

**Consequences of Beurling’s theorem:** Let us note the following consequences of Beurling’s theorem.

**Theorem 5.2.** (Morgan’s theorem, weak version) **Let $f$ be a measurable function $G$. suppose for some $a, b > 0$, $a \geq 2, \beta > 0$**

(i) $|f(x, y, z, t)| \leq C e^{-a_\phi(x, y, z, t)^{b/\beta}}$

(ii) $|P(\nu)|^{1/2} \|\tilde{f}(\mu, \nu)\|_{HS} \leq C e^{-b_\phi(\mu, \nu)^{b/\beta}}$
where $1/\alpha + 1/\beta = 1$ and $(a\alpha)^{1/\alpha}(b\beta)^{1/\beta} \geq 1$. Then $f = 0$ almost everywhere unless $\alpha = \beta = 2$ and $ab = 1/4$ in which case $f(x, y, z, t) = \psi(x, y)e^{-\alpha|x|^{2\alpha} + \beta|z|^{2\beta}}$ for some $\psi \in L^2(V_S)$ and $|\psi(x, y)| \leq Ce^{-d(x, y)^{2\alpha}}$.

**Proof.** It is clear from the hypothesis that $f \in L^2(G)$. Since $\alpha \geq 2$ we have $(x, y, z, t)^\alpha \geq (x, y)^\alpha + (z, t)^\alpha$. Therefore from hypothesis (i) we get $|f(x, y, z, t)| \leq Ce^{-d(x, y)^{\alpha}}e^{-d(z, t)^{\beta}}$. Now the theorem can be obtained from Theorem 5.1 by applying the inequality $|\xi|^{\alpha}/\alpha + |\eta|^{\beta}/\beta \geq |\xi\eta|$ and using the fact $e^{-d(x, y)^{\alpha}} \in L^1(V_S)$. □

In the proof above we have used the fact that $\alpha \geq 2$ to split the function $e^{-\alpha|x|^{2\alpha} + \beta|z|^{2\beta}}$ as a product of a function in $L^1(V_S)$ and $e^{-d(z, t)^{\beta}}$. This motivates us to formulate the following version of Morgan’s theorem.

**Theorem 5.3.** Let $f \in L^2(G)$. Suppose for some $a, b > 0$, $\alpha, \beta > 0$

(i) $|P(f)|^{1/2}||f||_{L^2(G)} \leq Ce^{-b(\mu, \nu)^{\beta}}$ where $1/\alpha + 1/\beta = 1$ and $(a\alpha)^{1/\alpha}(b\beta)^{1/\beta} \geq 1$. Then $f = 0$ almost everywhere unless $\alpha = \beta = 2$ and $ab = 1/4$ in which case $f(x, y, z, t) = \psi(x, y)e^{-\alpha|x|^{2\alpha} + \beta|z|^{2\beta}}$ for some $\psi \in L^2(V_S)$ and $|\psi(x, y)| \leq g(x, y)$.

(ii) $|\hat{f}(x)|^{1/2}||\hat{f}(x)||_{L^2(V_S)} \leq Ce^{-b(\mu, \nu)^{\beta}}$

**Theorem 5.4.** (Cowling-Price) Suppose $f \in L^1 \cap L^2(G)$ and it satisfies the following conditions.

(i) $\int \int e^{bq(x, y, z, t)^q}|f(x, y, z, t)|^p \, dx \, dy \, dz \, dt < \infty$ and

(ii) $\int \int e^{bq(x, y, z, t)^q}|\hat{f}(x, y, z, t)|^p \, dx \, dy \, dz \, dt < \infty$.

Then for $ab \geq 1/4$ and $\min \{p, q\} < \infty$, $f = 0$ almost everywhere.

**Proof.** Using Hölder’s inequality we can find $M, N > 0$ such that

(i) $\int \int \frac{e^{bq(x, y, z, t)^q}}{(1 + |x|^{2\alpha} + |y|^{2\beta})^N}\, dx \, dy \, dz \, dt < \infty$

(ii) $\int \int \frac{e^{bq(x, y, z, t)^q}}{(1 + |x|^{2\alpha} + |y|^{2\beta})^N}\, dx \, dy \, dz \, dt < \infty$.

Using Theorem 5.1 we can conclude that $f = 0$ almost everywhere when $ab \geq 1/4$ and $\min \{p, q\} < \infty$.

**Theorem 5.5.** (Hardy’s theorem) Suppose $f$ is a measurable function on $G$ which satisfies the following conditions:

(i) $|f(x, y, z, t)| \leq g(x, y)(1 + |(x, t)|)^{\alpha}e^{-d(x, t)^{\beta}}$, where $g \in L^1 \cap L^2(V_S)$ and

(ii) $|P(f)|^{1/2}||\hat{f}(x, y, z, t)||_{L^2(V_S)} \leq (1 + |(x, t)|)^{\alpha}e^{-b(\mu, \nu)^{\beta}}$

Then $f = 0$ almost everywhere if $ab > 1/4$ and if $ab = 1/4$ then $f(x, y, z, t) = P(x, y, z, t)e^{-d(x, t)^{\beta}}$, where $P(x, y, z, t) = \left( \sum_{|\alpha| = |\beta| \leq M} \psi_{\alpha, \beta}(x, y)z^{\beta}e^{\alpha t} \right)$ and $\psi_{\alpha, \beta} \in L^2(V_S)$.

We omit the proof which is a straightforward application of the theorem above.

**Sharpness of the estimate in Beurling’s theorem:** We will show that the condition used in Beurling’s theorem is optimal. For the sake of simplicity we consider the Heisenberg group $H^n$. We suppose a function $f \in L^1 \cap L^2(H^n)$. Let $f \in L^1 \cap L^2(H^n)$ satisfies

\[ \int_{H^n} \int_{\mathbb{R}} \frac{|f(z, t)||\hat{f}(\lambda)||_{L^2}}{(1 + |z|)^{\alpha} (1 + |t| + |\lambda|)^{\beta}} \, d\lambda \, dt < \infty \]

for some $c > 0$.

(i) If $c > 1$, then $f$ satisfies the hypothesis of Theorem 3.1 and hence $f(z, t) = \tilde{g}(z)e^{-\alpha t}$ for some $g \in L^1 \cap L^2(C^n)$ and $a > 0$. Since by the Plancherel theorem (3.3) $||\hat{f}(\lambda)||_{L^2} = (2\pi)^{n/2} |\lambda|^{-n/2} |g|_2 e^{-\xi^2}$, it is easy to see that $f$ cannot satisfy (5.1) unless $f = 0$ almost everywhere.
(ii) Now we suppose \( c < 1 \). We choose \( a, b > 0 \) such that \( ab = c^2 \) and we construct the function \( f(z, t) = g(z)P(t)e^{-at} \), where \( g \in L^1 \cap L^2(\mathbb{C}^n) \) and \( P \) is a polynomial of any degree. Then \( f \) will satisfy (5.1).

Clearly for fixed \( z \in \mathbb{C}^n \) these functions are linearly independent in the variable \( t \).

We shall now prove an exact analogue of \( L^p - L^q \)-Morgan’s theorem for step two nilpotent Lie groups.

**Theorem 5.6.** Let \( f \in L^2(G) \). Suppose for some \( a, b > 0, \alpha > 2, \beta > 0 \)

(i) \( \int_G e^{\alpha (x, y, t)} |f(x, y, z, t)|^p \, dv \, dt < \infty \) and

(ii) \( \int_G e^{\beta (|\mu, \nu|)} \|f(\mu, \nu)\|_{L^p}^p \, d\mu \, dv < \infty \),

where \( 1/\alpha + 1/\beta = 1 \) and \( p, q \in [1, \infty) \). Then \( f = 0 \) almost everywhere whenever \( (a\alpha)^{1/\alpha}(b\beta)^{1/\beta} > (\sin \frac{\pi}{2}(\beta - 1))^{1/\beta} \).

**Proof.** As in the case of \( \mathbb{R}^n \) we see that \( f \in L^1(G) \). We note that it is sufficient to consider the case \( p = q = 1 \) as in the case of Heisenberg groups. Since \( \prod_{j=1}^n d_j(v), Pf(v) \) are polynomials in \( v \), for any \( b' < b \), applying Minkowski’s integral inequality with respect to the measures \( dx \, dy \) and \( d\mu \, e^{\beta |v|} \|Pf(v)\|dv \) we get

\[
\left( \int_\Lambda \left( \int_{V_S} |f^{\mu, v}(x, y)| e^{\beta |v|} \, d\mu \right)\|Pf(v)\| dv \right)^{1/2} \leq \int_\Lambda e^{\beta |v|} \left( \int_{V_S} |f^{\mu, v}(x, y)|^2 \, d\mu \right)^{1/2} \|Pf(v)\| dv
\]

\[
\leq \int_\Lambda e^{\beta |\mu, v|} \left( \int_{V_S} |f^{\mu, v}(x, y)|^2 \, d\mu \right)^{1/2} \|Pf(v)\| dv
\]

\[
= C \int_\Lambda e^{\beta |\mu, v|} \|f(\mu, v)\|_1 \left( \prod_{j=1}^n d_j(v) \right)^{1/2} \|Pf(v)\| dv
\]

\[
< \infty.
\]

This implies that for almost every \( (x, y) \in V_S \)

\[
\int_\Lambda e^{\beta |v|} |f^{\mu, v}(x, y)| \|Pf(v)\| \, d\mu \, dv < \infty.
\]

Since \( \Lambda = \mathcal{U} \times V_T^\ast \), it follows that

\[
\int_\mathcal{U} e^{\beta |v|} |f^{\mu, v}(x, y)| \|Pf(v)\| dv < \infty
\]

for almost every \( (x, y) \in V_S \) and \( \mu \in V_T^\ast \). From the hypothesis (i) with \( p = 1 \), it is easy to see that for almost every \( (x, y) \in V_S \)

\[
\int \int_{V_T} e^{\beta |z|} |f(x, y, z, t)| \, dz \, dt < \infty.
\]

Therefore for almost every \( (x, y) \in V_S \)

\[
\int \int_{V_T} e^{\beta |t|} |f^{\mu, v}(x, y, t)| \, dt < \infty
\]

\[
\leq \int \int_{V_T} e^{\beta |z|} |f^{\mu, v}(x, y, z, t)| \, dz \, dt < \infty
\]

where \( f^{\mu, v}(x, y, t) = \int_{V_T} e^{\beta |z|} f(x, y, z, t) \, dz \).

As \( \mathcal{U} \) is a set of full measure, we can now apply Theorem 2.4 to the function \( f^{\mu, v}(x, y, t) \) to conclude that for almost every \( (x, y) \in V_S, f(x, y, z, t) = 0 \) whenever \( (a\alpha)^{1/\alpha}(b\beta)^{1/\beta} > (\sin \frac{\pi}{2}(\beta - 1))^{1/\beta} \). Since given \( a, b > 0 \)
with \((aa)^{1/\alpha}(b\beta)^{1/\beta} > (\sin \frac{\pi}{2}(\beta - 1))^{1/\beta}\), it is always possible to choose \(b' < b\) satisfying \((aa)^{1/\alpha}(b'\beta)^{1/\beta} > (\sin \frac{\pi}{2}(\beta - 1))^{1/\beta}\), the theorem follows. \(\square\)

**Remark 5.7.**

1. The Gelfand-Shilov theorem and the Morgan’s theorem (in their sharpest forms) are particular cases of Theorem 5.6 \((p = q = 1)\) and thus are accommodated in that theorem.
2. In Theorem 3.2 we have seen example of functions which satisfy the hypothesis \((aa)^{1/\alpha}(b\beta)^{1/\beta} = (\sin \frac{\pi}{2}(\beta - 1))^{1/\beta}\) in the case of \(H^n\). Similar construction can be carried out in this case also.
3. All the theorems proved above for step two groups without MW condition can be formulated and proved for step two MW groups with obvious and routine modifications.

### 6. Concluding Remarks

There are a few attempts (see [14, 4, 5]) in recent times to prove theorems of this genre for general nilpotent Lie groups. The basic step in these works is to build a new function on the central variable satisfying the equivalent conditions. But in the process the sharpness of the result is lost and hence it is not possible to get the case of optimality. It is unlikely that the method pursued in those papers will generalize to the case of all nilpotent Lie groups since the explicit formula for the operator norm of the Fourier transform, instead of the usual pointwise Hilbert-Schmidt norm of the Fourier transform is replaced by its operator norm. (We formulated the theorem using Hilbert-Schmidt because it appears to be more natural.) As a consequence we can get the theorem in [1].

Recently an analogue of Beurling’s theorem is proved for Riemannian symmetric spaces in [18]. Due to the structural difference, the statement as well as the method of proving the theorem is different and it involves decomposing the statement in \(K\)-types and treating each component separately.

We summarize our aim in this paper as to obtain the most natural analogue of Beurling’s and Morgan’s theorem for step two nilpotent groups which can accommodate the optimal case and from which we can get back the strongest version of the other theorems in this genre as consequences.
BEURLING’S THEOREM AND $L^p – L^q$ MORGAN’S THEOREM
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