CLUSTER ALGEBRAS III:
UPPER BOUNDS AND DOUBLE BRUHAT CELLS
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Abstract. We develop a new approach to cluster algebras based on the notion of an upper cluster algebra, defined as an intersection of Laurent polynomial rings. Strengthening the Laurent phenomenon established in [6], we show that, under an assumption of “acyclicity”, a cluster algebra coincides with its “upper” counterpart, and is finitely generated; in this case, we also describe its defining ideal, and construct a standard monomial basis. We prove that the coordinate ring of any double Bruhat cell in a semisimple complex Lie group is naturally isomorphic to an upper cluster algebra explicitly defined in terms of relevant combinatorial data.
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Introduction

The study of cluster algebras began in [6] and continued in [7]. The present paper, the third in the series, can be read independently of its predecessors.

Cluster algebras are a class of commutative rings defined axiomatically in terms of a distinguished family of generators called cluster variables. The main motivation for cluster algebras came from the study of dual canonical bases (see [18] and references therein) and from the theory of double Bruhat cells in complex semisimple Lie groups and related total positivity criteria (see [5, 16, 17]).

In this paper, we develop a new approach to cluster algebras. The cornerstone of this approach is the new notion of an upper cluster algebra, defined as an intersection of certain (infinitely many) rings of Laurent polynomials. This notion is motivated in part by the “Laurent phenomenon” established in [6], which can be rephrased as saying that any cluster algebra is contained in its “upper” counterpart.

In Corollary 1.7, we show that, under mild technical assumptions, an upper cluster algebra can be represented as a specific finite intersection of Laurent polynomial rings. Our main structural result is Theorem 1.18 under an additional assumption of “acyclicity,” we prove that a cluster algebra \( \mathcal{A} \) coincides with the corresponding upper cluster algebra. We also show that under these assumptions, \( \mathcal{A} \) is finitely generated; we describe its defining ideal in concrete terms and construct a standard monomial basis. In addition, we completely classify finitely generated skew-symmetric cluster algebras of rank 3.

The double Bruhat cells \( G_{u,v} \) are intersections of cells taken from the Bruhat decompositions with respect to two opposite Borel subgroups; thus, they are associated with pairs of elements \( (u, v) \) of the Weyl group. Double Bruhat cells make a natural appearance in the context of quantum groups [3], total positivity [14], and integrable systems [10, 11]. The connection between cluster algebras and double Bruhat cells was hinted upon in the papers [6, 7], which were devoted to the study of structural properties of cluster algebras. Establishing this connection is one of the main purposes of this paper. In Theorem 2.10, we prove that the coordinate ring of any double Bruhat cell \( G_{u,v} \) is naturally isomorphic to the complexification of an upper cluster algebra explicitly defined in terms of combinatorial data associated with \( u \) and \( v \).

The paper is organized as follows. Section 1 presents our main results concerning the general framework introduced in this paper. In Section 2 these results and constructions are applied to double Bruhat cells and related (upper) cluster algebras. The rest of the paper is devoted to the proofs of the statements in Section 1.

1. Upper and lower bounds

1.1. The upper bounds. We set up the stage by introducing some terminology and notation. As in [6], let \( \mathbb{P} \) be the coefficient group, an abelian group without torsion, written multiplicatively. A prototypical example is a free abelian group of finite rank. Let \( n \) be a positive integer, and let \([1, n]\) stand for the set \( \{1, \ldots, n\} \). As an ambient field for our algebra, we take a field \( \mathcal{F} \) isomorphic to the field of rational functions in \( n \) independent variables with coefficients in (the field of fractions of)
the integer group ring \( \mathbb{Z} \mathbb{P} \). Slightly modifying the definition\(^1\) in \( [7\) Section 1.2\), we define a seed in \( \mathcal{F} \) as a triple \( \Sigma = (\mathbf{x}, \mathbf{p}, B) \), where

- \( \mathbf{x} = \{x_1, \ldots, x_n\} \) is a transcendence basis of \( \mathcal{F} \) over the field of fractions of \( \mathbb{Z} \mathbb{P} \).
- \( \mathbf{p} = (p_1^+, \ldots, p_n^+) \) is a 2\( n \)-tuple of elements of \( \mathbb{P} \).
- \( B = (b_{ij}) \) is a sign-skew-symmetric \( n \times n \) integer matrix \( [6\) Definition 4.1\], i.e.,

\[
\text{(1.1)} \quad \text{for any } i \text{ and } j, \text{ either } b_{ij} = b_{ji} = 0, \text{ or } b_{ij}b_{ji} < 0.
\]

We refer to \( \mathbf{x} \) as the cluster, to its elements \( x_i \) as cluster variables, to \( \mathbf{p} \) as the coefficient tuple, and to \( B \) as the exchange matrix of a seed \( \Sigma \). Seeds obtained from each other by a simultaneous relabeling of the cluster variables \( x_j \), the coefficients \( p_j^\pm \), and the matrix entries \( b_{ij} \) are regarded as identical.

For \( j \in [1, n] \), we define the adjacent cluster \( \mathbf{x}_j \) by

\[
\text{(1.2)} \quad \mathbf{x}_j = \mathbf{x} - \{x_j\} \cup \{x'_j\},
\]

where the cluster variables \( x_j \) and \( x'_j \) are related by the exchange relation

\[
\text{(1.3)} \quad x_jx'_j = P_j(\mathbf{x}) = p_j^+ \prod_{b_{ij} > 0} x_i^{b_{ij}} + p_j^- \prod_{b_{ij} < 0} x_i^{-b_{ij}}.
\]

Clearly, each \( \mathbf{x}_j \) is also a transcendence basis of \( \mathcal{F} \). Let \( \mathbb{Z} \mathbb{P}[\mathbf{x}] = \mathbb{Z} \mathbb{P}[x_1, \ldots, x_n] \) (resp., \( \mathbb{Z} \mathbb{P}[\mathbf{x}^\pm] = \mathbb{Z} \mathbb{P}[x_1^\pm, \ldots, x_n^\pm] \)) denote the ring of polynomials (resp., Laurent polynomials) in \( x_1, \ldots, x_n \) with coefficients in \( \mathbb{Z} \mathbb{P} \).

**Definition 1.1.** For a seed \( \Sigma \), we denote by \( \mathcal{U}(\Sigma) \) the \( \mathbb{Z} \mathbb{P} \)-subalgebra of \( \mathcal{F} \) given by

\[
\mathcal{U}(\Sigma) = \mathbb{Z} \mathbb{P}[\mathbf{x}^\pm] \cap \mathbb{Z} \mathbb{P}[\mathbf{x}_1^\pm] \cap \cdots \cap \mathbb{Z} \mathbb{P}[\mathbf{x}_n^\pm].
\]

Thus, \( \mathcal{U}(\Sigma) \) is formed by the elements of \( \mathcal{F} \) which are expressed as Laurent polynomials over \( \mathbb{Z} \mathbb{P} \) in the variables from each individual cluster \( \mathbf{x}, \mathbf{x}_1, \ldots, \mathbf{x}_n \). Informally, we call \( \mathcal{U}(\Sigma) \) the upper bound associated with the seed \( \Sigma \), since it contains the corresponding cluster algebra (see Definition 1.11) in case the latter is well-defined.

Definition 1.1 makes it easy to check whether a given element of the ambient field \( \mathcal{F} \) belongs to \( \mathcal{U}(\Sigma) \); however, it seems to be a difficult problem to construct sufficiently many elements of \( \mathcal{U}(\Sigma) \) with desirable properties\(^2\). The cluster algebra machinery introduced in \( [6 \) and \( 7 \) provides such a construction in terms of a recursive process involving seed mutations.

\(^1\)For the record, we articulate the differences with \( [7\). First, here we do not need the “auxiliary addition” \( \oplus \) making \( \mathbb{P} \) into a semifield. We also drop the “normalization” requirement \( p_i^+ \oplus p_i^- = 1 \), which is the only place in the definition of a seed where the auxiliary addition is used. Finally, there is a notational difference: in \( [7\), we avoid explicit labeling of the elements of \( \mathbf{x} \) and \( \mathbf{p} \), and of the rows and columns of \( B \), by integers from \([1, n]\).

\(^2\)Here, an optimistic interpretation of “sufficiently many” is a \( \mathbb{Z} \mathbb{P} \)-linear basis of \( \mathcal{U}(\Sigma) \), while an important “desirable property,” in the case of double Bruhat cells, is the property of a regular function to evaluate positively at all totally nonnegative elements (in the sense of Lusztig; see \( 14 \) or \( 5 \) Section 1.3\)). The latter is a crucial property that the elements of “dual canonical bases” must possess, according to Lusztig \( 14 \).
1.2. Seed mutations and invariance of upper bounds. Definitions \ref{def:seed-mutation} and \ref{def:coprime-seeds} below are slight modifications of \cite{6} Definition 4.2 and \cite{7} Definition 1.1, respectively.

**Definition 1.2.** Let $B = (b_{ij})$ and $B' = (b'_{ij})$ be real square matrices of the same size. We say that $B'$ is obtained from $B$ by a **matrix mutation** in direction $k$ (denoted $B' = \mu_k(B)$) if

\begin{equation}
    b'_{ij} = \begin{cases} 
        -b_{ij} & \text{if } i = k \text{ or } j = k; \\
        b_{ij} + \frac{|b_{ik}|b_{kj} + b_{jk}|b_{ki}|}{2} & \text{otherwise.}
    \end{cases}
\end{equation}

It is easy to check that $\mu_k(\mu_k(B)) = B$.

**Definition 1.3.** Let $\Sigma = (x, p, B)$ be a seed in $\mathcal{F}$, as above, and let $k \in [1, n]$. We say that a seed $\Sigma' = (x', p', B')$ is obtained from $\Sigma$ by a **seed mutation** in direction $k$ if

- $x' = x_k$ is given by \eqref{eq:x'-def}–\eqref{eq:x'-def-2},
- the $2n$-tuple $p' = (p'^+_1, \ldots, p'^+_n)$ satisfies $p'^+_i = p'^+_k$ and, for $i \neq k$,

\begin{equation}
    p'^+_i/p'^-_i = \begin{cases} 
        (p^+_k)^y_k p'^+_i/p'^-_i & \text{if } b_{ki} \geq 0; \\
        (p^-_k)^y_k p'^+_i/p'^-_i & \text{if } b_{ki} \leq 0.
    \end{cases}
\end{equation}

- $B'$ is obtained from $B$ by the matrix mutation in direction $k$ (as in \eqref{eq:matrix-mutation}).

We note that a seed mutation in direction $k$ might not exist: we require $\Sigma'$ to be a seed, which in turn demands that the matrix given by \eqref{eq:matrix-mutation} is sign-skew-symmetric.

In contrast with \cite{7} Definition 1.1 (but in implicit agreement with \cite{6}), the seed $\Sigma'$ in Definition \ref{def:coprime-seeds} is not unique\footnote{The uniqueness in \cite{7} Definition 1.1 was achieved by supplying $\mathbb{P}$ with a semifield structure and imposing the normalization condition, but we do not need it here.}, since there are $n - 1$ degrees of freedom in the choice of a coefficient tuple $p'$ satisfying \eqref{eq:seed-mutation}. This non-uniqueness is however inconsequential for our constructions: it is straightforward to verify that, for any fixed sequence of indices $k_1, \ldots, k_N$, the upper bound $\mathcal{U}(\Sigma')$—as well as its “lower bound” counterpart to be defined below—does not depend on a particular choice of a seed $\Sigma'$ obtained from $\Sigma$ by a sequence of mutations in directions $k_1, \ldots, k_N$.

If $\Sigma'$ is obtained from $\Sigma$ by a seed mutation in direction $k$, then, conversely, $\Sigma$ can be obtained from $\Sigma'$ by a seed mutation in the same direction.

Our first main result provides a justification for Definition \ref{def:coprime-seeds} by showing that, under mild restrictions, the algebra $\mathcal{U}(\Sigma)$ is invariant under seed mutations.

**Definition 1.4.** A seed $\Sigma$ is called **coprime** if the polynomials $P_1, \ldots, P_n$ appearing in the exchange relations \eqref{eq:exchange-relations} are pairwise coprime in $\mathbb{Z}[\mathbb{P}[x]]$. That is, any common divisor of $P_i$ and $P_j$ must belong to $\mathbb{P}$.

**Theorem 1.5.** Assume that two seeds $\Sigma$ and $\Sigma'$ are related by a seed mutation, and are both coprime. Then the corresponding upper bounds coincide: $\mathcal{U}(\Sigma) = \mathcal{U}(\Sigma')$.

Matrix mutations (resp., seed mutations) give rise to an equivalence relation among square matrices (resp., seeds), which we call **mutation equivalence** and denote by $B' \sim B$ (resp., $\Sigma' \sim \Sigma$).

We say that a seed $\Sigma = (x, p, B)$ is **totally mutable** if it admits unlimited mutations in all directions, i.e., if every matrix mutation equivalent to $B$ is sign-skew-symmetric;
in this case, \( B \) is called \textit{totally sign-skew-symmetric}. Although the latter condition is hard to verify in a concrete setting, there is fortunately a simple sufficient condition that holds in all of our geometric applications. Following [6, Definition 4.4], we call a square matrix \( B \) \textit{skew-symmetrizable} if there exists a diagonal matrix \( D \) with positive diagonal entries \( d_i \) such that \( DB \) is skew-symmetric, i.e., \( d_i b_{ij} = -d_j b_{ji} \) for all \( i \) and \( j \). It is easy to show [6, Proposition 4.5] that any skew-symmetrizable matrix is totally sign-skew-symmetric, so any seed containing it is totally mutable.

\textbf{Definition 1.6.} Let \( \Sigma_o \) be a totally mutable seed. The upper cluster algebra \( \overline{A} = \overline{A}(\Sigma_o) \) defined by \( \Sigma_o \) is the intersection of the subalgebras \( U(\Sigma) \subset F \) for all seeds \( \Sigma \sim \Sigma_o \). In other words, \( \overline{A} \) consists of the elements of \( F \) which are Laurent polynomials over \( \mathbb{Z}P \) in the cluster variables from any given seed that is mutation equivalent to \( \Sigma_o \).

Theorem 1.5 has the following direct implication.

\textbf{Corollary 1.7.} If all seeds mutation equivalent to a totally mutable seed \( \Sigma_o \) are coprime, then the upper bound \( U(\Sigma) \) is independent of the choice of \( \Sigma \sim \Sigma_o \), and so is equal to the upper cluster algebra \( \overline{A}(\Sigma_o) \).

The coprimality condition in Corollary 1.7 is satisfied for a large and important class of cluster algebras of \textit{geometric type} [6, Definition 5.7]. For these algebras, the coefficient group \( P \) is a multiplicative free abelian group; we denote its generators by \( x_{n+1}, \ldots, x_m \), for some \( m \geq n \). For a seed \( \Sigma \) of geometric type, the coefficient tuple is encoded by an \( (m-n) \times n \) integer matrix \( B^c \) as follows:

\[
p_j^+ = \prod_{n<i \leq m \atop b_{ij} > 0} x_i^{b_{ij}}, \quad p_j^- = \prod_{n<i \leq m \atop b_{ij} < 0} x_i^{-b_{ij}}.
\]

Thus, a totally mutable seed \( \Sigma \) of geometric type can be thought of as a pair \( (x, \hat{B}) \) consisting of a cluster \( x \) and an \( m \times n \) matrix \( \hat{B} \) with blocks \( B \) and \( B^c \) such that the principal part \( B \) of \( \hat{B} \) is totally sign-skew-symmetric. Furthermore, the seed mutation in each direction \( k \) is normalized so that the matrix \( \hat{B}' \) of the mutated seed \( \Sigma' \) is obtained from \( \hat{B} \) by extending the matrix mutation rule (1.4) to all \( i \in [1, m] \) and \( j \in [1, n] \). (One checks that this rule is compatible with (1.5).)

\textbf{Proposition 1.8.} Let \( \Sigma = (x, \hat{B}) \) be a seed of geometric type. If the matrix \( \hat{B} \) has full rank, then all seeds mutation equivalent to \( \Sigma \) are coprime.

Combining Corollary 1.7 with Proposition 1.8 we obtain the following result.

\textbf{Corollary 1.9.} Let \( \hat{B} \) be an \( m \times n \) integer matrix of rank \( n \) whose principal part is skew-symmetrizable, and let \( \Sigma = (x, \hat{B}) \) be the corresponding (totally mutable) seed of geometric type. Then the upper bound \( U(\Sigma) \) depends solely on the mutation equivalence class of \( \Sigma \), and so coincides with the upper cluster algebra \( \overline{A} = \overline{A}(\Sigma) \).

In Section 2, Corollary 1.9 is applied to the study of coordinate rings of double Bruhat cells \( G^{u,v} \) in a complex semisimple Lie group \( G \). We show that any such ring is isomorphic to an upper cluster algebra \( \overline{A} \) which is constructed as in Corollary 1.9 from a matrix \( \hat{B} \) determined from the Weyl group elements \( u \) and \( v \) by an explicit combinatorial procedure.
1.3. Lower bounds and cluster algebras.

Definition 1.10. The lower bound $\mathcal{L}(\Sigma)$ associated with a seed $\Sigma$ is defined by
\[
\mathcal{L}(\Sigma) = \mathbb{ZP}[x_1, x'_1, \ldots, x_n, x'_n],
\]
where $x_1, \ldots, x_n$ and $x'_1, \ldots, x'_n$ have the same meaning as in (1.2)–(1.3). Thus, $\mathcal{L}(\Sigma)$ is the $\mathbb{ZP}$-subalgebra of $\mathcal{F}$ generated by the union of $n+1$ clusters $x, x_1, \ldots, x_n$.

Definition 1.11. The cluster algebra $\mathcal{A} = \mathcal{A}(\Sigma_\circ)$ associated with a totally mutable seed $\Sigma_\circ$ is the $\mathbb{ZP}$-subalgebra of $\mathcal{F}$ generated by the union of all lower bounds $\mathcal{L}(\Sigma)$ for $\Sigma \sim \Sigma_\circ$.

In other words, $\mathcal{A}$ is the $\mathbb{ZP}$-subalgebra of $\mathcal{F}$ generated by all cluster variables from all seeds $\Sigma$ mutation equivalent to $\Sigma_\circ$. This definition is consistent with the ones in [6] and [7], with one important distinction: the ground ring for our cluster algebra $\mathcal{A}$ is $\mathbb{ZP}$, the integral group ring of the coefficient group $\mathbb{P}$. (In [7], the ground ring was the subring of $\mathbb{ZP}$ generated by the coefficients of all exchange relations, while in [6], we allowed any subring of $\mathbb{ZP}$ containing these coefficients.)

The above results imply the following corollary that justifies our use of the “lower bound”/“upper bound” terminology.

Corollary 1.12. Let $\Sigma_\circ$ be a totally mutable seed. Then, for any $\Sigma \sim \Sigma_\circ$, we have
\[
(1.6) \quad \mathcal{L}(\Sigma) \subset \mathcal{A}(\Sigma_\circ) \subset \overline{\mathcal{A}}(\Sigma_\circ) \subset \mathcal{U}(\Sigma).
\]

Proof. First suppose that any $\Sigma \sim \Sigma_\circ$ is coprime. Then Corollary 1.7 applies, and we obtain $\overline{\mathcal{A}}(\Sigma_\circ) = \mathcal{U}(\Sigma)$. On the other hand, it is obvious from the exchange relation (1.3) that $\mathcal{L}(\Sigma) \subset \mathcal{U}(\Sigma)$, implying (1.6) (with the last inclusion becoming an equality). The coprimality assumption can be lifted by using the same argument as in [6] page 507].

Remark 1.13. The inclusion $\mathcal{A}(\Sigma_\circ) \subset \overline{\mathcal{A}}(\Sigma_\circ)$ in (1.6) codifies the Laurent phenomenon first proved in [6] Theorem 3.1]: every cluster variable is expressed in terms of any given cluster as a Laurent polynomial with coefficients in $\mathbb{ZP}$. Our proof of Theorem 1.5 given in Section 4 does not rely on [6] Theorem 3.1], so we obtain a new proof of the Laurent phenomenon.

1.4. Acyclicity and closing of the gaps. The structure of the upper bounds $\mathcal{U}(\Sigma)$ (or an upper cluster algebra $\overline{\mathcal{A}}$) is not well understood in general. On the positive side, we will now formulate an extra condition on $\Sigma$, which holds in many important applications, and makes the structure of $\mathcal{U}(\Sigma)$ much more tractable.

Recall that the exchange matrix $B$ of a seed $\Sigma$ is sign-skew-symmetric, i.e., it satisfies (1.1). We encode the sign pattern of matrix entries of $B$ by the directed graph $\Gamma(\Sigma) = \Gamma(B)$ with the vertices $1, \ldots, n$ and the directed edges $(i, j)$ for $b_{ij} > 0$.

Definition 1.14. A seed $\Sigma$ (and the corresponding exchange matrix $B$) is called acyclic if $\Gamma(\Sigma)$ has no oriented cycles.

We first investigate the relevance of the acyclicity condition for the structure of the lower bound $\mathcal{L}(\Sigma)$.
Definition 1.15. Let Σ be a seed, and let the elements \( x_1, \ldots, x_n \) and \( x'_1, \ldots, x'_n \) have the same meaning as in (1.2)–(1.3). A monomial in \( x_1, x'_1, \ldots, x_n, x'_n \) is called \textit{standard} if it contains no product of the form \( x_j x'_j \).

It is routine to show that the standard monomials always span \( \mathcal{L}(\Sigma) \) as a \( \mathbb{Z} \mathbb{P} \)-module: the relations (1.3) can be viewed as straightening relations for a term order in which \( x'_1, \ldots, x'_n \) are much more expensive than \( x_1, \ldots, x_n \), so that the monomial on the left-hand side of (1.3) is more expensive than all the monomials on the right-hand side.

Theorem 1.16. Let \( \mathcal{L}(\Sigma) = \mathbb{Z} \mathbb{P}[x_1, x'_1, \ldots, x_n, x'_n] \) be the lower bound associated with a seed \( \Sigma \). The standard monomials in \( x_1, x'_1, \ldots, x_n, x'_n \) are linearly independent over \( \mathbb{Z} \mathbb{P} \) (that is, they form a \( \mathbb{Z} \mathbb{P} \)-basis of \( \mathcal{L}(\Sigma) \)) if and only if \( \Sigma \) is acyclic.

Theorem 1.16 has the following immediate implication.

Corollary 1.17. Let \( \mathcal{L}(\Sigma) \) be the lower cluster algebra associated with a seed \( \Sigma \), and let \( \mathcal{I} \) denote the ideal of relations among its generators \( x_1, \ldots, x_n, x'_1, \ldots, x'_n \). If \( \Sigma \) is acyclic, then the polynomials \( x_j x'_j - P_j(x) \), for \( j \in [1, n] \), generate the ideal \( \mathcal{I} \). Moreover, these polynomials form a Gröbner basis for \( \mathcal{I} \) with respect to any term order in which \( x'_1, \ldots, x'_n \) are much more expensive than \( x_1, \ldots, x_n \).

Our next result shows that the acyclicity condition closes the gap between the upper and lower bounds.

Theorem 1.18. If a seed \( \Sigma \) is coprime and acyclic, then \( \mathcal{L}(\Sigma) = \mathcal{U}(\Sigma) \).

Corollary 1.19. If a cluster algebra possesses a coprime and acyclic seed, then it coincides with the corresponding upper cluster algebra.

Our next result is based on Theorem 1.18 however, it does not require coprimality.

Theorem 1.20. The cluster algebra \( \mathcal{A}(\Sigma) \) associated with a totally mutable seed \( \Sigma \) is equal to the lower bound \( \mathcal{L}(\Sigma) \) if and only if \( \Sigma \) is acyclic.

Combining Theorem 1.20, Theorem 1.16 and Corollary 1.17 we obtain the following corollary.

Corollary 1.21. Let \( \mathcal{A} = \mathcal{A}(\Sigma) \) be the cluster algebra associated with a totally mutable acyclic seed \( \Sigma \). Then:

- \( \mathcal{A} \) is generated by \( x_1, x'_1, \ldots, x_n, x'_n \).
- The standard monomials in \( x_1, x'_1, \ldots, x_n, x'_n \) form a \( \mathbb{Z} \mathbb{P} \)-basis of \( \mathcal{A} \).
- The polynomials \( x_j x'_j - P_j(x) \), for \( j \in [1, n] \), generate the ideal \( \mathcal{I} \) of relations among the generators \( x_1, \ldots, x_n, x'_1, \ldots, x'_n \).
- These polynomials form a Gröbner basis for \( \mathcal{I} \) with respect to any term order in which \( x'_1, \ldots, x'_n \) are much more expensive than \( x_1, \ldots, x_n \).

Remark 1.22. Corollary 1.21 applies to the cluster algebras of finite type classified in [7]. According to that classification, any such algebra \( \mathcal{A} \) has a seed \( \Sigma \) such that the corresponding graph \( \Gamma(B) \) is an orientation of a Dynkin diagram. Since every Dynkin diagram is a tree, the seed \( \Sigma \) is acyclic, and Corollary 1.21 provides an explicit description of the cluster algebra \( \mathcal{A} \).

If, in addition, the seed \( \Sigma \) is coprime (which can always be achieved by an appropriate choice of the coefficient tuple \( p \)), then \( \mathcal{A} = \overline{\mathcal{A}} \) by Corollary 1.19.
1.5. **Open problems.** If a mutation class lacks an acyclic representative—and this does happen a lot—then the structure of the corresponding cluster algebra (or upper cluster algebra, or the lower/upper bounds) is much less understood. In this section, we discuss some of the natural questions for which we only have partial answers.

**Problem 1.23.** Classify finitely generated (over \( \mathbb{Z} \mathbb{P} \)) cluster algebras.

This problem is trivial in rank \( n \leq 2 \) because all the seeds are acyclic. In rank \( n = 3 \), we obtain the following result.

**Theorem 1.24.** A skew-symmetrizable cluster algebra of rank 3 is finitely generated over \( \mathbb{Z} \mathbb{P} \) if and only if it has an acyclic seed.

**Problem 1.25.** When is a cluster algebra equal to the corresponding upper cluster algebra?

The following statement shows that, already in rank 3, the two algebras do not have to coincide.

**Proposition 1.26.** Let \( \Sigma \) be a seed with the (skew-symmetric) exchange matrix

\[
B = \begin{bmatrix}
0 & 2 & -2 \\
-2 & 0 & 2 \\
2 & -2 & 0
\end{bmatrix}.
\]

Then \( \mathcal{A}(\Sigma) \neq \overline{\mathcal{A}}(\Sigma) \).

**Problem 1.27.** When is an upper cluster algebra finitely generated?

It follows from Corollaries 1.19 and 1.21 that any upper cluster algebra that possesses a coprime and acyclic seed is finitely generated. However, the acyclicity condition is not necessary: there exist finitely generated upper cluster algebras without an acyclic seed (see Remark 2.15). In fact, we do not know a single example of an upper cluster algebra proved to be infinitely generated.

**Problem 1.28.** Is any acyclic seed totally mutable? In other words, is any acyclic sign-skew-symmetric integer matrix totally sign-skew-symmetric?

A complete classification of totally sign-skew-symmetric integer \( 3 \times 3 \) matrices (thus, cluster algebras of rank 3) obtained by the authors will appear in a separate publication. In particular, this classification implies the affirmative answer to Problem 1.28 for the cluster algebras of rank \( n \leq 3 \).

2. **Cluster algebras associated with double Bruhat cells**

In this section, we relate the constructions of Section 1 to the study of double Bruhat cells. More concretely, we identify the coordinate rings of double Bruhat cells with the upper cluster algebras defined by appropriate combinatorial data. The results in this section are furnished with complete proofs, which draw heavily from the arguments and constructions in [5], [16], and [17], and rely on the results in Section 1.
2.1. **Double Bruhat cells.** To state the main result of Section 2 (Theorem 2.10 below), we need to recall the relevant background from [5, 17]. Let $G$ be a simply connected, connected, semisimple complex algebraic group of rank $r$. Let $B$ and $B_-$ be two opposite Borel subgroups in $G$, let $N$ and $N_-$ be their unipotent radicals, $H = B \cap B_-$ a maximal torus, and $W = \text{Norm}_G(H)/H$ the Weyl group. Let $\mathfrak{g} = \text{Lie}(G)$ be the Lie algebra of $G$, and $\mathfrak{h} = \text{Lie}(H)$ the Cartan subalgebra of $\mathfrak{g}$. Let $\Pi = \{\alpha_1, \ldots, \alpha_r\} \subset \mathfrak{h}^*$ be the system of simple roots for which the corresponding root subgroups are contained in $N$. Let $\alpha_i^\vee \in \mathfrak{h}$ denote the simple coroot corresponding to a simple root $\alpha_i$, and let $A = (a_{ij})$ be the Cartan matrix given by $a_{ij} = \alpha_j(\alpha_i^\vee)$. For every $i \in [1, r]$, let $\varphi_i : SL_2 \rightarrow G$ denote the corresponding $SL_2$-embedding that sends the upper- (resp., lower-) triangular matrices in $SL_2$ to $B$ (resp., to $B_-$).

The Weyl group $W$ is canonically identified with the Coxeter group generated by the involutions $s_1, \ldots, s_r$ subject to the relations $(s_is_j)^{d_{ij}} = e$ (here $e \in W$ is the identity element) for all $i \neq j$, where $d_{ij} = 2$ (resp., 3, 4, 6) if $a_{ij}a_{ji} = 0$ (resp., 1, 2, 3). Under this identification, $s_i = \overline{s_i}H$, where

$$
\overline{s_i} = \varphi_i \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \in \text{Norm}_G(H).
$$

A word $i = (i_1, \ldots, i_\ell)$ in the alphabet $[1, r]$ is a reduced word for $w \in W$ if $w = s_{i_1} \cdots s_{i_\ell}$, and $\ell$ is the smallest length of such a factorization. The length $\ell$ of any reduced word for $w$ is called the length of $w$ and denoted by $\ell(w)$. We denote by $w_o$ the element of maximal length in $W$.

The representatives $\overline{s_i} \in G$ satisfy the braid relations

$$
\overline{s_i} \overline{s_j} \overline{s_i} \cdots = \overline{s_j} \overline{s_i} \overline{s_j} \cdots,
$$

with $d_{ij}$ factors on each side. Thus, the representative $\overline{w} \in \text{Norm}_G(H)$ can be unambiguously defined for any $w \in W$ by requiring that $\overline{w} = \overline{w} \cdot \overline{w}$ whenever $\ell(ww) = \ell(u) + \ell(v)$.

In the special case of $G = SL_{r+1}(\mathbb{C})$ (type $A_r$), the Weyl group is naturally identified with the symmetric group $S_{r+1}$. The permutation $w_o$ of maximal length (i.e., maximal number of inversions) is given by $w_o(i) = r + 2 - i$. The corresponding representative $\overline{w_o}$ is the antidiagonal matrix

$$
\begin{bmatrix}
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & 1 & \cdots \\
0 & -1 & 0 & \cdots \\
1 & 0 & 0 & \cdots
\end{bmatrix}.
$$

The group $G$ has two **Bruhat decompositions**, with respect to $B$ and $B_-$:

$$
G = \bigcup_{u \in W} BuB = \bigcup_{v \in W} B_- vB_-.
$$

The double Bruhat cells $G^{u,v}$ are defined by $G^{u,v} = BuB \cap B_- vB_-$. According to [5, Theorem 1.1], $G^{u,v}$ is birationally isomorphic to a Zariski open subset of an affine space of dimension $r + \ell(u) + \ell(v)$.

**Example 2.1.** Our running example will be the open double Bruhat cell of type $A_2$. More precisely, let $G = SL_3(\mathbb{C})$, let $B$ (resp., $B_-$) be the Borel subgroup of upper- (resp., lower-) triangular matrices, and let $u = v = w_o = s_1s_2s_1 = s_2s_1s_2$ be the
order-reversing permutation 321 (the element of maximal length in the symmetric group $W = S_3$). Applying \cite[Proposition 4.1]{[16, 17]}, we see that the double Bruhat cell $G^{w_0, w_0} \subset SL_3(\mathbb{C})$ consists of all complex $3 \times 3$ matrices $x = (x_{ij})$ of determinant 1 satisfying the conditions

\begin{equation}
\begin{aligned}
&x_{13} \neq 0, \\ &\begin{vmatrix}
  x_{12} & x_{13} \\
  x_{22} & x_{23}
\end{vmatrix} \neq 0, \\ &x_{31} \neq 0, \\ &\begin{vmatrix}
  x_{21} & x_{22} \\
  x_{31} & x_{32}
\end{vmatrix} \neq 0.
\end{aligned}
\end{equation}

2.2. Combinatorial data. The group $W \times W$ is a Coxeter group as well. To avoid confusion, we will use the indices $-1, \ldots, -r$ for the simple reflections in the first copy of $W$, and $1, \ldots, r$ for the second copy. Thus, a reduced word for a pair $(u, v) \in W \times W$ is an arbitrary shuffle of a reduced word for $u$ written in the alphabet $-[1, r]$ and a reduced word for $v$ written in the alphabet $[1, r]$. For an index $i \in \pm [1, r]$, we denote by $\varepsilon(i)$ the sign of $i$. We define the support $\text{Supp}(u, v) \subset [1, r]$ of a pair $(u, v)$ as the set of all indices $i$ such that some (equivalently, any) reduced word for $(u, v)$ contains either $i$ or $-i$ (or both).

Let us fix a pair $(u, v) \in W \times W$ and a reduced word $i = (i_1, \ldots, i_{\ell(u) + \ell(v)})$ for $(u, v)$. From $i$, we will now construct a rectangular matrix $B = B(i)$ satisfying the conditions of Corollary 1.9. We will eventually identify the coordinate ring of $G^{u, v}$ with the corresponding upper cluster algebra $\mathcal{A} = \mathcal{A}(B)$ of geometric type.

We will construct the matrix $B(i)$ in two steps. First, in Definition 2.3, we will build a directed graph $\tilde{\Gamma}(i)$ that will determine the signs of the matrix entries of $B(i)$. We will then define the absolute values of these entries in Definition 2.3. In the simply-laced cases (i.e., when every simple component of $G$ is of type $A_r$, $D_r$, or $E_r$), all these absolute values will be equal to 0 or 1, so the matrix $B(i)$ will be completely determined by the graph $\tilde{\Gamma}(i)$.

Let us add $r$ additional entries $i_{-r}, \ldots, i_{-1}$ at the beginning of $i$ by setting $i_{-j} = -j$ for $j \in [1, r]$ (note that the index 0 is missing). The rows of the matrix $B(i)$ will be labeled by the elements of the set $-[1, r] \cup [1, \ell(u) + \ell(v)]$, which has cardinality $m = r + \ell(u) + \ell(v)$.

For $k \in -[1, r] \cup [1, \ell(u) + \ell(v)]$, we denote by $k^+ = k^+_i$ the smallest index $\ell$ such that $k < \ell$ and $|i_\ell| = |i_k|$; if $|i_k| \neq |i_\ell|$ for $k < \ell$, then we set $k^+ = \ell(u) + \ell(v) + 1$. We say that an index $k$ is $i$-exchangeable if both $k$ and $k^+$ belong to $[1, \ell(u) + \ell(v)]$. The columns of $B(i)$ will be labeled by the elements of the set $e(i)$ of all $i$-exchangeable indices; its cardinality is $n = \ell(u) + \ell(v) - |\text{Supp}(u, v)|$.

Thus, the matrix $B = B(i)$ will be of size $m \times n$. (By convention, if $n = 0$, that is, $|i_k| \neq |i_\ell|$ for $k \neq \ell$, then $\mathcal{A}$ is simply the ring of Laurent polynomials in $m$ variables.)

The following is a slightly modified version of the constructions in \cite{16, 17}.

**Definition 2.2.** We associate with $i$ a directed graph $\tilde{\Gamma}(i)$. The set of vertices of $\tilde{\Gamma}(i)$ is $-\{1, r\} \cup \{1, \ell(u) + \ell(v)\}$. Vertices $k$ and $\ell$, with $k < \ell$, are connected by an edge in $\tilde{\Gamma}(i)$ if and only if either $k$ or $\ell$ (or both) are $i$-exchangeable, and one of the following three conditions is satisfied:

1. $\ell = k^+$;
(2) \( \ell < k^+ < \ell^+ \), \( a_{|i_k|,|i_{\ell}|} < 0 \), and \( \varepsilon(i_{\ell}) = \varepsilon(i_{k^+}) \);
(3) \( \ell < \ell^+ < k^+ \), \( a_{|i_k|,|i_{\ell}|} < 0 \), and \( \varepsilon(i_{\ell}) = -\varepsilon(i_{k^+}) \).

The edges of type (1) are called \emph{horizontal}, and those of types (2) and (3) are called \emph{inclined}. A horizontal (resp., inclined) edge is directed from \( k \) to \( \ell \) (as above, \( k < \ell \)) if and only if \( \varepsilon(i_{\ell}) = +1 \) (resp., \( \varepsilon(i_{\ell}) = -1 \)).

**Definition 2.3.** We define an integer \( m \times n \) matrix \( \tilde{B} = \tilde{B}(i) \) with rows labeled by all the indices in \([-1, r] \cup [1, \ell(u) + \ell(v)]\) and columns labeled by the \( i \)-exchangeable indices in \( e(i) \). A matrix entry \( b_{k\ell} \) of \( \tilde{B} \) is determined by the following rules:

1. \( b_{k\ell} \neq 0 \) if and only if there is an edge of \( \tilde{\Gamma}(i) \) connecting \( k \) and \( \ell \);
2. \( b_{k\ell} > 0 \) (resp., \( b_{k\ell} < 0 \)) if this edge is directed from \( k \) to \( \ell \) (resp., from \( \ell \) to \( k \));
3. If \( k \) and \( \ell \) are connected by an edge of \( \tilde{\Gamma}(i) \), then

\[
|b_{k\ell}| = \begin{cases} 
1 & \text{if } |i_k| = |i_{\ell}| \quad \text{(a horizontal edge)}; \\
-a_{|i_k|,|i_{\ell}|} & \text{if } |i_k| \neq |i_{\ell}| \quad \text{(an inclined edge)}. 
\end{cases}
\]

**Remark 2.4.** The matrix \( \tilde{B}(i) \) can be computed directly from \( i \) as follows. Let \( k \in [-1, r] \cup [1, \ell(u) + \ell(v)] \) and \( \ell \in e(i) \). Set \( p = \max(k, l) \) and \( q = \min(k^+, \ell^+) \). Then

\[
b_{k\ell} = \begin{cases} 
-\text{sgn}(k - \ell) \cdot \varepsilon(i_p) & \text{if } p = q; \\
-\text{sgn}(k - \ell) \cdot \varepsilon(i_p) \cdot a_{|i_k|,|i_{\ell}|} & \text{if } p < q \text{ and } \varepsilon(i_p)\varepsilon(i_q)(k - \ell)(k^+ - \ell^+) > 0; \\
0 & \text{otherwise.}
\end{cases}
\]

**Example 2.5.** We continue with Example 2.1. Thus, \( r = 2 \), \( u = v = w_0 \in S_3 \), \( \ell(u) = \ell(v) = 3 \), \( m = 8 \), and \( n = 4 \). Let us take \( i = (1, 2, 1, -1, -2, -1) \). Then \( e(i) = [1, 4] \). The resulting graph \( \tilde{\Gamma}(i) \) is shown in Figure 1 where the vertices \(-2, -1, 1, 2, 3, 4, 5, 6\) can be traced from left to right (in this order), each vertex \( k \) is placed at height \(|i_k|\), and the sign of \( i_k \) is indicated at each vertex.

The 8×4 matrix \( \tilde{B}(i) \), with its rows and columns labeled by the sets \([-2, -1] \cup [1, 6]\) and \([1, 4]\), is shown in Figure 2 on the left.

**Figure 1.** Graph \( \tilde{\Gamma}(i) \) for \( i = (1, 2, 1, -1, -2, -1) \)

The \emph{principal part} of \( \tilde{B} \) is the \( n \times n \) submatrix \( B = B(i) \) of \( \tilde{B} \) formed by the rows and columns labeled by the \( i \)-exchangeable indices in \( e(i) \). By the rule (1) of Definition 2.3, the matrix \( B \) is sign-skew-symmetric. The corresponding graph \( \Gamma(B) \) (see Section 11) is the induced subgraph of \( \tilde{\Gamma}(i) \) on the set of vertices \( e(i) \).

The following result can be derived from [11, Proposition 3.2] and its proof given there. We present a self-contained proof below.

**Proposition 2.6.** The matrix \( \tilde{B} = \tilde{B}(i) \) has full rank \( n \). Its principal part \( B = B(i) \) is skew-symmetrizible.
Figure 2. Matrix $\tilde{B}(i)$ and its $e(i)^{-}\times e(i)$ submatrix for $i = (1, 2, 1, -1, -2, -1)$

Proof. To prove the first statement, it suffices to show that the $n \times n$ minor of $\tilde{B}$ with the row set

$$e(i)^{-} = \{ k \in [-1, r] \cup [1, \ell(u) + \ell(v)] : k^+ \in e(i) \}$$

is nonzero. In view of Definitions 2.2 and 2.3 if $k \in e(i)^{-}$ and $\ell \in e(i)$, then $|b_{k\ell}| = 1$ if $k^+ = \ell$, and $|b_{k\ell}| = 0$ if $k^+ < \ell$, implying the claim. (Cf. Figure 2. Note that we swapped the rows labeled by $-1$ and $-2$, to make the ordering of rows and columns compatible with the bijection $k \mapsto k^+$.)

To prove the second statement, recall that the Cartan matrix $A$ is symmetrizable, i.e., $d_ia_{ij} = d_ja_{ji}$ for some positive numbers $d_1, \ldots, d_r$. In view of (2.2), we have $d_{i|k}|b_{k\ell}| = d_{i|\ell}|b_{\ell k}$ for all $k$ and $\ell$, which implies that $B$ is skew-symmetrizable. $\square$

Proposition 2.6 shows that Corollary 1.9 applies to the case under consideration. Thus, the matrix $\tilde{B}(i)$ gives rise to a well-defined upper cluster algebra $\overline{A}(i)$ of geometric type that coincides with the upper bound $U(\Sigma)$ associated with a seed $\Sigma(i) = (x, \tilde{B}(i))$ of geometric type. Here we need to adjust the setup described in Section 1 a little bit, so that the cluster variables in $x$ are labeled by the index set $e(i)$, and the generators of the coefficient group $P$ by the remaining indices in $[-1, r] \cup [1, \ell(u) + \ell(v)] - e(i)$. Accordingly, the ambient field $F$ of $\overline{A}(i)$ is the field of rational functions (over $\mathbb{Q}$) in the $m$ independent variables

$$\tilde{x} = \{ x_k : k \in [-1, r] \cup [1, \ell(u) + \ell(v)] \}.$$

Example 2.7. In Example 2.5 $P$ is the multiplicative group generated by the variables $x_{-2}, x_{-1}, x_5, x_6$, whereas the cluster $x$ associated with $i$ consists of $x_1, x_2, x_3, x_4$. The exchange relations (1.3) are produced by looking at the columns of the matrix $\tilde{B}(i)$ in Figure 2. They are:

$$x_1x_1' = x_{-1}x_2 + x_{-2}x_3, \quad x_2x_2' = x_{-2}x_3x_5 + x_1x_4, \quad x_3x_3' = x_1x_4 + x_2, \quad x_4x_4' = x_2x_6 + x_3x_5.$$

(2.4)

The algebra $\overline{A}(i)$ consists of all rational functions in $F = \mathbb{Q}(x_{-2}, x_{-1}, x_1, \ldots, x_6)$ that can be written as Laurent polynomials in each of the five clusters

$$x = (x_1, x_2, x_3, x_4), \quad x_1 = (x_1', x_2, x_3, x_4), \ldots, \quad x_4 = (x_1, x_2, x_3, x_4').$$
2.3. Generalized minors. Let $\overline{A}(i)_C = \overline{A}(i) \otimes \mathbb{C}$ be the $\mathbb{C}$-algebra obtained from $\overline{A}(i)$ by extension of scalars. Its ambient field is $\mathcal{F}_C = \mathcal{F} \otimes \mathbb{C}$. Our goal is to show that the coordinate ring $\mathbb{C}[G^{u,v}]$ is naturally isomorphic to $\overline{A}(i)_C$. To describe this isomorphism, we will need to recall from [5] some terminology and background concerning generalized minors. First of all, the weight lattice $P$ of $G$ can be thought of as the group of rational multiplicative characters of $H$ written in the exponential notation: a weight $\gamma \in P$ acts by $a \mapsto a^\gamma$. The lattice $P$ is also identified with the additive group of all $\gamma \in \mathfrak{h}^*$ such that $\gamma(\alpha_i^\vee) \in \mathbb{Z}$ for all $i \in [1, r]$. Thus, $P$ has a $\mathbb{Z}$-basis $\{\omega_1, \ldots, \omega_r\}$ of fundamental weights given by $\omega_j(\alpha_i^\vee) = \delta_{i,j}$.

Denote by $G_0 = N_-HN$ the open subset of elements $x \in G$ that have Gaussian decomposition; this (unique) decomposition will be written as $x = [x]_- [x]_0 [x]_+$, where $[x]_- \in N_-$, $[x]_0 \in H$, and $[x]_+ \in N$. For $u, v \in W$ and $i \in [1, r]$, the generalized minor $\Delta_{u \omega_i, u \omega_i}$ is the regular function on $G$ whose restriction to the open set $u \mathcal{G}_0 v^{-1}$ is given by

$$\Delta_{u \omega_i, v \omega_i}(x) = ([\pi^{-1} x \pi]_0)^{\omega_i}.$$  

As shown in [5], $\Delta_{u \omega_i, v \omega_i}$ depends on the weights $u \omega_i$ and $v \omega_i$ alone, not on the particular choice of $u$ and $v$. It is easy to see that the generalized minors are distinct irreducible elements of the coordinate ring $\mathbb{C}[G]$.

In the type $A_r$ special case, where $G = SL_{r+1}(\mathbb{C})$ is the group of $(r + 1) \times (r + 1)$ complex matrices of determinant 1 (with the standard choices of opposite Borel subgroups), the generalized minors are nothing but the ordinary minors of a matrix. More precisely, for permutations $u, v \in S_{r+1}$, the evaluation of $\Delta_{u \omega_i, v \omega_i}$ at a matrix $x \in SL_{r+1}$ is equal to the determinant of the submatrix of $x$ whose rows (resp., columns) are labeled by the elements of the set $u([1, i])$ (resp., $v([1, i])$).

Each Bruhat cell, and therefore each double Bruhat cell, can be defined inside $G$ by a collection of vanishing/non-vanishing conditions of the form $\Delta(x) = 0$ and $\Delta(x) \neq 0$, where $\Delta$ is a generalized minor. A precise statement appears in Proposition 2.8 below. We follow [8, Section 3], although the result itself goes back to [15, 12]. We refer the reader to [8] and [5, Section 2] for further details.

For a fixed $i \in [1, r]$, the weights of the form $u \omega_i$ are in a canonical bijection with the cosets in $W$ modulo the stabilizer $W_i$ of $\omega_i$. Explicitly, $W_i$ is the maximal parabolic subgroup generated by the simple reflections $s_j$ with $j \neq i$. The restriction of the Bruhat order on $W$ to the set of minimal coset representatives (modulo $W_i$) induces a partial order on the weights $u \omega_i$, which is also called the Bruhat order. In the special case $G = SL_{r+1}(\mathbb{C})$, this Bruhat order translates into the partial order on the $i$-element subsets of $[1, r + 1]$ defined by setting

$$\{j_1 < \cdots < j_i\} \leq \{k_1 < \cdots < k_i\} \overset{\text{def}}{\iff} (j_1 \leq k_1, \ldots, j_i \leq k_i).$$

**Proposition 2.8.** A double Bruhat cell $G^{u,v}$ is given inside $G$ by the following conditions (here $i$ runs over the set $[1, r]$):

- $\Delta_{u' \omega_i, \omega_i} = 0$ whenever $u' \omega_i \not\leq u \omega_i$ in the Bruhat order,
- $\Delta_{\omega_i, v' \omega_i} = 0$ whenever $v' \omega_i \not\leq v^{-1} \omega_i$ in the Bruhat order,
- $\Delta_{u \omega_i, \omega_i} \neq 0$, $\Delta_{\omega_i, v^{-1} \omega_i} \neq 0$. 


Finally, we denote by
\[ \Delta(k; i) = \Delta_{u_{\leq k} \omega(i), v_{> k} \omega(i)} \]
the entire set of \( r + \ell(u) + \ell(v) \) minors associated with a fixed reduced word \( i \).

A word of warning: the notation (2.11) is different from the one used in [5], where the minors \( \Delta(k; i) \) (in our present notation) were associated with the reduced word for \( (u^{-1}, v^{-1}) \) obtained by reading \( i \) backwards. On the other hand, (2.12) is consistent with [5] (1.22).

**Example 2.9.** Figure 3 illustrates the definitions (2.9)–(2.11) for our running example. We represent each weight \( u_{\leq k} \omega(i) \) (resp., \( v_{> k} \omega(i) \)) by the corresponding subset of rows (resp., columns) \( u_{\leq k}([1, k]) \) (resp., \( v_{> k}([1, k]) \)). Note that, in this example, the collection of minors \( F(i) \) consists, in the terminology of [4], of all “initial” minors of a \( 3 \times 3 \) matrix \( x = (x_{ij}) \), except for \( \det(x) = 1 \). These are the minors that occupy consecutive rows and columns, including at least one entry in the first row or the first column.

![Figure 3](image)

**Figure 3.** Minors \( \Delta(k; i) \) for \( i = (1, 2, 1, -1, -2, -1) \)
2.4. Cluster algebra structures in $\mathbb{C}[G^{u,v}]$. We can now state the main result of Section 2.

Theorem 2.10. For every reduced word $i$ of a pair $(u,v)$ of Weyl group elements, the isomorphism of fields $\varphi : \mathcal{F}_C \to \mathbb{C}(G^{u,v})$ defined by

$$\varphi(x_k) = \Delta(k,i) \text{ for all } k \in [-1,r] \cup [1,\ell(u) + \ell(v)]$$

restricts to an isomorphism of algebras $\overline{\mathcal{A}}(i)_C \to \mathbb{C}[G^{u,v}]$.

Example 2.11. We continue with Example 2.9. In this example, the isomorphism $\varphi$ of Theorem 2.10 identifies the coefficient group $k$, minors $\Delta(i)$ with $k \notin e(i)$, i.e., $k \in \{-2, -1, 5, 6\}$. Thus, $\varphi(\mathbb{P})$ consists of all Laurent monomials in the minors

$$\varphi(x_k) = \Delta(k,i) \text{ for all } k \in [-1,r] \cup [1,\ell(u) + \ell(v)]$$

Note that by 2.11, these are precisely the minors that vanish nowhere on the double Bruhat cell under consideration.

The cluster variables $x_1, x_2, x_3, x_4$ in the seed of geometric type $\Sigma(i)$ are identified by the isomorphism $\varphi$ with the minors

$$x_{12}, \begin{vmatrix} x_{11} & x_{12} \\ x_{21} & x_{22} \end{vmatrix}, x_{13}, \begin{vmatrix} x_{21} & x_{22} \\ x_{31} & x_{32} \end{vmatrix}, x_{31}.$$  

respectively. We next compute the images under $\varphi$ of the cluster variables $x'_1, \ldots, x'_4$, using the exchange relations 2.4. For instance,

$$\varphi(x'_1) = \varphi\left(\frac{x_{12}x_{12} + x_{32}x_{32}}{x_1}\right)$$

$$= \left(\begin{vmatrix} x_{13} & x_{12} \\ x_{21} & x_{22} \end{vmatrix} + \begin{vmatrix} x_{12} & x_{13} \\ x_{22} & x_{23} \end{vmatrix} x_{11}\right) x_{12}^{-1}$$

$$= \begin{vmatrix} x_{11} & x_{13} \\ x_{21} & x_{23} \end{vmatrix}.$$  

Similar calculations yield

$$\varphi(x'_2) = x_{12}x_{21}x_{33} - x_{12}x_{23}x_{31} - x_{13}x_{21}x_{32} + x_{13}x_{22}x_{31},$$

$$\varphi(x'_3) = x_{22},$$

$$\varphi(x'_4) = \begin{vmatrix} x_{11} & x_{12} \\ x_{31} & x_{32} \end{vmatrix}.$$  

(In order to obtain (2.10), we need to use that $\det(x) = 1$.) Note that each $\varphi(x'_i)$ is a regular function on $G = SL_3(\mathbb{C})$.

In this particular example, Theorem 2.10 provides the following description of the coordinate ring $\mathbb{C}[G^{w_0,w_0}]$ of the open double Bruhat cell $G^{w_0,w_0} \subset SL_3(\mathbb{C})$. This coordinate ring consists precisely of those rational functions in the matrix elements $x_{ij}$.
Lemma 2.12. The other four bases are obtained by replacing each of the minors \( \varphi(x_i) \) in (2.14) by its counterpart \( \varphi(x'_i) \) as calculated in (2.15)–(2.18).

Proof of Theorem 2.10. As in Section 1, we denote by \( x'_\ell \) the cluster variable obtained by exchanging \( x_\ell \) from the initial seed in accordance with (1.3); the only difference is that now the index \( \ell \) runs over the set \( e(i) \). We will need the following lemma.

Lemma 2.12.

1. The minors \( \Delta(k; i) \), for \( k \notin e(i) \), vanish nowhere on \( G^{u,v} \).
2. The map \( G^{u,v} \to \mathbb{C}^{r+\ell(u)+\ell(v)} \) defined by \( g \mapsto (\Delta(g))_{\Delta \in F(i)} \) restricts to a biregular isomorphism \( U(i) \to \mathbb{C}^{r+\ell(u)+\ell(v)} \), where
   \[ U(i) = \{ g \in G^{u,v} : \Delta(g) \neq 0 \text{ for all } \Delta \in F(i) \}. \]
3. For each \( \ell \in e(i) \), the rational function
   \[ \Delta'(\ell; i) = \varphi(x'_\ell) \in \mathbb{C}(G^{u,v}) \]
   is regular on \( G^{u,v} \), i.e., it belongs to \( \mathbb{C}[G^{u,v}] \).
4. For each \( \ell \in e(i) \), the map \( G^{u,v} \to \mathbb{C}^{r+\ell(u)+\ell(v)} \) defined by \( g \mapsto (\Delta(g))_{\Delta \in F(i)} \), where
   \[ F_\ell(i) = F(i) - \{ \Delta(\ell; i) \} \cup \{ \Delta'(\ell; i) \}, \]
   restricts to a biregular isomorphism \( U_\ell(i) \to \mathbb{C}^{r+\ell(u)+\ell(v)} \), where
   \[ U_\ell(i) = \{ g \in G^{u,v} : \Delta(g) \neq 0 \text{ for all } \Delta \in F(i) \}. \]

Proof. This lemma is a direct consequence of [17, Lemma 3.1] and its proof given there. (In fact, statements (1) and (2) follow directly from the results in [5].) One only needs to adjust the setup in [17] as follows. First, in [17], the double cell \( G^{u,v} \) was replaced by the reduced double cell (see [1 Proposition 4.3])

\[ L^{u,v} = \{ g \in G^{u,v} : \Delta_{u_{ij},u_{ij}}(g) = 1 \ (i \in [1, r]) \}. \]

Second, the results in [17] were stated in terms of “twisted” generalized minors obtained from ordinary minors by composing them with a certain biregular isomorphism (the “twist”) between two (reduced) double cells. We do not need this twist now because all elements of our initial cluster are in fact actual (not twisted) generalized minors. Translating the results of [17] into our present setup is straightforward, with most of the effort going into proving part (3). This statement is a consequence of [17, Theorem 4.3]. Recall that the latter theorem asserts that certain exchange-like relations involving generalized minors produce regular functions on the entire group \( G \). Now a direct check shows that the exchange relations that produce the functions \( \Delta'(\ell; i) \) are obtained from the relations in [17, Theorem 4.3] by applying them to an
appropriate double reduced word (essentially, the word $i$ read backwards) and using the transformations of minors in [5, Proposition 2.7]. □

The same argument as in [17, Lemma 3.6] shows that Lemma 2.12 has the following important corollary. Let

$$U = U(i) \cup \bigcup_{\ell \in e(i)} U_{\ell}(i).$$

By definition, $U$ is a (Zariski) open subset in $G_{u,v}^\ast$.

**Lemma 2.13.** The complement $G_{u,v}^\ast - U$ has (complex) codimension $\geq 2$ in $G_{u,v}^\ast$.

Now everything is ready for the proof of Theorem 2.10. Let us set $\bar{x}_{\ell} = \bar{x} - \{x_{\ell}\} \cup \{x'_{\ell}\}$ (see (2.3)). We already observed that Corollary 1.9 applies to the upper bound $\mathcal{A}(i)$, implying that

$$A(i)_{c} = \mathbb{C}[\bar{x}^{\pm 1}] \cap \bigcap_{\ell \in e(i)} \mathbb{C}[\bar{x}_{\ell}^{\pm 1}].$$

Hence it is enough to show that

$$(2.19) \quad \mathbb{C}[G_{u,v}^\ast] = \varphi(\mathbb{C}[\bar{x}^{\pm 1}]) \cap \bigcap_{\ell \in e(i)} \varphi(\mathbb{C}[\bar{x}_{\ell}^{\pm 1}]).$$

By Lemma 2.12 Parts 2 and 4, we have

$$\varphi(\mathbb{C}[\bar{x}^{\pm 1}]) = \mathbb{C}[U(i)], \quad \varphi(\mathbb{C}[\bar{x}_{\ell}^{\pm 1}]) = \mathbb{C}[U_{\ell}(i)],$$

so the right-hand side of (2.19) consists of rational functions on $G_{u,v}^\ast$ that are regular on $U$. By Lemma 2.13 any function regular on $U$ is regular on the whole double cell $G_{u,v}^\ast$, and we are done. □

**Remark 2.14.** Theorem 2.10 identifies the coordinate ring $\mathbb{C}[G_{u,v}^\ast]$ with the upper bound $\mathcal{A}(i)_{c}$ defined in terms of a reduced word $i$ for $(u, v)$. More precisely, by Theorem 2.10 the initial seed of the cluster algebra $\mathcal{A}(i)$ is determined by the family of $m$ minors $F(i)$ and the $m \times n$ matrix $\tilde{B}(i)$. This raises the following natural question: if $i'$ is another reduced word for $(u, v)$, is it true that the pair $(F(i'), \tilde{B}(i'))$ is a seed of $\mathcal{A}(i)$, i.e., can be obtained from $(F(i), \tilde{B}(i))$ by a sequence of mutations? If $G$ is simply-laced, the positive answer to this question follows from the results in [16]. To be more precise, in the simply-laced case, by the Tits lemma, every two reduced words can be obtained form each other by a sequence of elementary 2- and 3-moves (see [16, Section 2.1]); by [16, Theorem 3.5], every such move either leaves $(F(i), \tilde{B}(i))$ unchanged, or replaces it by an adjacent seed. The non-simply-laced case is not yet fully understood.

**Remark 2.15.** In view of Theorem 2.10 the upper cluster algebra $\overline{\mathcal{A}}(i)$ associated with the matrix $\tilde{B}(i)$ is always finitely generated, for it is isomorphic to a $\mathbb{Z}$-form of the coordinate ring of a quasi-affine algebraic variety $G_{u,v}^\ast$. It is easy to see that not all of these algebras have an acyclic seed; thus, acyclicity is not necessary for finite generation of an upper cluster algebra.
Remark 2.16. As shown in [5, Theorem 1.11], the collection of minors $F(i)$ provides a \textit{total positivity criterion} in $G^{u,v}$, in the following sense: an element $x \in G^{u,v}$ is totally nonnegative if and only if $\Delta(x) > 0$ for every $\Delta \in F(i)$. Theorem 2.10 generates lots of other total positivity criteria, obtained from $F(i)$ by replacing the cluster of all $i$-exchangeable minors with an arbitrary cluster in $\mathcal{A}(i)$.

Combining Theorem 2.10 with Theorem 1.18, we obtain a sufficient condition under which the coordinate ring $\mathbb{C}[G^{u,v}]$ can be identified with the cluster algebra $\mathcal{A}(i)_{\mathbb{C}}$ defined (over the complex numbers) by the same seed $\Sigma(i) = (x, \tilde{B}(i))$ of geometric type that was used to define the upper cluster algebra $\mathcal{A}(i)_{\mathbb{C}}$.

Corollary 2.17. Let $i$ be a reduced word for $(u, v) \in W \times W$ such that the matrix $B(i)$ is mutation equivalent to an acyclic matrix. Then the isomorphism $\varphi : \mathcal{F}_{\mathbb{C}} \to \mathbb{C}(G^{u,v})$ in Theorem 2.10 restricts to an isomorphism of algebras $\mathcal{A}(i)_{\mathbb{C}} \to \mathbb{C}[G^{u,v}]$.

Example 2.18. In our running example of the reduced word $i = (1, 2, 1, -1, -2, -1)$ for $u = v = w_0 \in S_3$, the principal submatrix $B(i)$ is given by

$$B(i) = \begin{bmatrix}
0 & -1 & 1 & 0 \\
1 & 0 & -1 & 1 \\
-1 & 1 & 0 & -1 \\
0 & -1 & 1 & 0
\end{bmatrix}.$$  

Applying the matrix mutation $\mu_2$ (or $\mu_3$) results in an acyclic matrix; the corresponding transformation of the graph $\Gamma(B)$ is shown in Figure 4. Thus, Corollary 2.17 applies, and the coordinate ring of the Bruhat cell $G^{w_0,w_0}_{\mathbb{C}} \subset SL_3(\mathbb{C})$ is naturally endowed with a cluster algebra structure. Furthermore, since the diagram on the right in Figure 4 is an orientation of a Dynkin diagram of type $D_4$, it follows that the cluster algebra in question has (finite) type $D_4$. By the results in [7], such an algebra has 16 cluster variables, which form 50 clusters, each consisting of 4 variables. In this particular example, the 16 cluster variables are:

(i) 14 (of the 19 available) minors of a $3 \times 3$ matrix $x = (x_{ij})$, namely, all excluding $\det(x)$ and the four minors in (2.13);

(ii) the two regular functions $x_{12}x_{21}x_{33} - x_{12}x_{23}x_{31} - x_{13}x_{21}x_{32} + x_{13}x_{22}x_{31}$ and $x_{11}x_{23}x_{32} - x_{12}x_{23}x_{31} - x_{13}x_{21}x_{32} + x_{13}x_{22}x_{31}$.

We note that each of the 50 clusters of this cluster algebra provides a total positivity criterion (cf. Remark 2.10): a $3 \times 3$ matrix $x$ (not necessarily of determinant 1) is totally positive (that is, all its minors are positive) if and only if the following 9 functions take positive values at $x$:

- the four cluster variables in an arbitrary fixed cluster;
- the four minors in (2.13);
- the determinant $\det(x)$.

The 34 of these 50 criteria are shown in [5, Figure 8]. These are precisely the criteria that do not involve the two “exotic” cluster variables in (ii): each of those 34 criteria tests 9 minors of a $3 \times 3$ matrix.

Following [7, Section 7], an integer square matrix $B$ is called $2$-\textit{finite} if it is totally sign-skew-symmetric, and every matrix $B' = (b'_{ij})$ mutation equivalent to $B$ satisfies
By Corollary 2.17, the first class of pairs contains the second one. We suspect that although this cluster algebra is not acyclic, in fact, it is not hard to see that in type $A_r$, the upper bound is exact, i.e., $\overline{\mathcal{A}}(i) = \mathcal{A}(i)$, for each of the cells $G^{e,w_0}$ and $G^{w_0,w_0}$. (This follows from the arguments in Remark 2.14 and the fact that all fundamental representations of $G = SL_{r+1}$ are minuscule.) Our preliminary calculations indicate that in type $A_5$, the cluster algebra associated with $G^{e,w_0}$ does not have an acyclic seed.

2.5. Double Bruhat cells associated with Coxeter elements.

Example 2.21. Suppose that $|\text{Supp}(u,v)| = \ell(u) + \ell(v)$, i.e., for some (equivalently, any) reduced word $i$, the indices $|i_1|, \ldots, |i_{\ell(u)} + \ell(v)|$ are distinct. Then the double cell $G^{u,v}$ is a complex torus of dimension $m = r + \ell(u) + \ell(v)$, so its coordinate ring is the algebra of Laurent polynomials in the minors of the family $F(i)$, which in this case consists of the minors $\Delta_{\omega_j, v^{-1}\omega_j}$ for $j \in [1,r]$, and $\Delta_{\omega_i, \omega_i}$ for $i \in \text{Supp}(u,v)$.

Example 2.22. Let $c = s_1 \cdots s_r$ be a Coxeter element in $W$. (Since our numbering of simple roots is arbitrary, any Coxeter element could be obtained this way.) Consider the double Bruhat cell $G^{e,c}$. Pick the following reduced word for $(c,c)$: $i = (-1, \ldots, -r, 1, \ldots, r)$.

Applying Definition 2.2, we see that the graph $\Gamma(B(i))$ consists of $r$ disconnected vertices, i.e., $B(i)$ is the zero $r \times r$ matrix. In the terminology of [7], the corresponding cluster algebra $A$ is of the finite type $A^r_1 = A_1 \times \cdots \times A_1$ ($r$ times). The family $F(i)$ consists of the $r$ cluster variables $\Delta_{\omega_j, e^{-1}\omega_j}$ for $j \in [1,r]$, together with the $2r$ “coefficients” $\Delta_{\omega_i, e^{-1}\omega_i}$ and $\Delta_{\omega_i, \omega_i}$ for $i \in [1,r]$. In view of Definition 2.3, the exchange relations from the initial cluster take the following form:

\begin{equation}
\Delta_{\omega_j, e^{-1}\omega_j} \Delta_j' = \Delta_{\omega_j, e^{-1}\omega_j} \Delta_{\omega_j, \omega_j} + \prod_{i > j} \Delta^{-a_{ij}}_{\omega_i, e^{-1}\omega_j} \cdot \prod_{i < j} \Delta^{-a_{ij}}_{\omega_i, \omega_i}.
\end{equation}
Comparing (2.20) with the identity [5] (1.25) (in which we need to replace $i$ by $j$, and set $u = s_1 \cdots s_{j-1}$ and $v = s_r \cdots s_{j+1}$), we conclude that $\Delta'_j = \Delta_{\omega_j, \omega_j}$. Combining Corollary 2.17 with Corollaries 1.19 and 1.21 we obtain the following result.

**Proposition 2.23.** For a Coxeter element $c \in W$, the coordinate ring $\mathbb{C}[G_{c,c}]$ is a cluster algebra of type $A_r^1$. It has a total of $2r$ cluster variables $\Delta_{\omega_j, c^{-1} \omega_j}$ and $\Delta_{\omega_j, \omega_j}$, for $j \in [1, r]$, and is generated by them together with the functions $\Delta^{\pm 1}_{\omega_i, c^{-1} \omega_j}$ and $\Delta^{\pm 1}_{\omega_i, \omega_j}$ for $i \in [1, r]$. The ideal of relations is generated by the relations (2.20).

The double cell $G_{c,c}$ appeared in [10] where it was studied from the point of view of integrable systems. It would be interesting to relate the results in [10] with the cluster algebra structure described above.

**Example 2.24.** Let $c$ be a Coxeter element as in Example 2.22. We now consider the double cell $G_{c^{-1}, c}$. As a reduced word for $(c, c^{-1})$, we choose $i = (-1, \ldots, -r, r, \ldots, 1)$. The matrix $B(i) = (b_{ij})_{i,j \in [1, r]}$ is then given as follows:

\[
(2.21) \quad b_{ij} = \begin{cases} -a_{ij} & \text{if } i < j; \\ a_{ij} & \text{if } i > j. \end{cases}
\]

Thus, the graph $\Gamma(B(i))$ is an orientation of the Dynkin graph of $G$. In the terminology of [7], the corresponding cluster algebra $\mathcal{A}$ is of finite type, and its type is the Cartan-Killing type of $G$. The family $F(i)$ consists of the $r$ cluster variables $\Delta_{\omega_j, c^{-1} \omega_j}$ for $j \in [1, r]$, together with the $2r$ “coefficients” $\Delta_{\omega_j, c \omega_j}$ and $\Delta_{\omega_j, \omega_j}$ for $i \in [1, r]$. The exchange relations from the initial cluster take the following form:

\[
(2.22) \quad \Delta_{\omega_j, c \omega_j} \Delta'_j = \Delta_{\omega_j, \omega_j} \prod_{i > j} \Delta_{\omega_i, \omega_i}^{-a_{ij}} \Delta_{\omega_i, c \omega_i} + \prod_{i > j} \Delta_{\omega_i, \omega_i}^{-a_{ij}} \Delta_{\omega_j, c \omega_j}^{-a_{ij}} \prod_{i < j} \Delta_{\omega_i, \omega_i}^{-a_{ij}}.
\]

In contrast with Example 2.22, the functions $\Delta'_j, \Delta_j \in \mathbb{C}[G_{c^{-1}, c}]$ are no longer minors in general. Another dissimilarity with Example 2.22 is that the total supply of cluster variables is now much larger. On the other hand, the same argument as above shows that $\mathbb{C}[G_{c,c}]$ is generated by the $2r$ cluster variables $\Delta_{\omega_j, c \omega_j}$ and $\Delta'_j$ for $j \in [1, r]$, together with the functions $\Delta^{\pm 1}_{\omega_j, c \omega_j}$ and $\Delta^{\pm 1}_{\omega_j, \omega_j}$ for $i \in [1, r]$. The ideal of relations among them is generated by the relations (2.22).

If $\ell(c^2) = 2r$, then the same considerations show that each of $\mathbb{C}[G_{c^2}, c]$ and $\mathbb{C}[G^{c,c^2}]$ is a cluster algebra of finite type, and its type is the Cartan-Killing type of $G$.

**Remark 2.25.** The above results about cluster algebra structures on double Bruhat cells are likely to extend to Kac-Moody groups. For instance, Example 2.24 provides a concrete geometric realization of all cluster algebras of finite type (for a special choice of coefficients); we expect this construction to extend to Kac-Moody groups, thus providing a geometric realization for a cluster algebra with an arbitrary acyclic exchange matrix.

### 2.6. Double Bruhat cells associated with base affine spaces

Let us now consider the pair $(u, v) = (c, w_0)$. The corresponding double cell $G_{c,w_0}$ is naturally identified with the open subset of the base affine space $N_\mathbb{G}$ given by the conditions $\Delta_{\omega_i, \omega_i} \neq 0$ and $\Delta_{\omega_i, c \omega_i} \neq 0$ for all $i$. Assume that the Cartan matrix $A$ of $G$ is indecomposable, i.e., the Dynkin graph is connected. The case where $G = SL_2$ is of
type $A_1$ is a special case of Example 2.21. $G^{e,w_o}$ is a 2-dimensional complex torus, so $\mathbb{C}[G^{e,w_o}]$ is the algebra of Laurent polynomials in 2 variables.

**Proposition 2.26.** The list of all simple groups $G$ of rank at least 2 such that the cluster algebra associated with $\mathbb{C}[G^{e,w_o}]$ is of finite type, is given in Table 1.

| Cartan-Killing type of $G$ | $A_2$ | $A_3$ | $A_4$ | $B_2$ |
|---------------------------|-------|-------|-------|-------|
| Cluster type of $\mathbb{C}[G^{e,w_o}]$ | $A_1$ | $A_3$ | $D_6$ | $B_2$ |

**Table 1.** Base affine spaces of finite cluster type

**Proof.** We apply the results in [7, Sections 7–9] to the matrix $B(i_o)$, where $i_o$ is a reduced word for $w_o$. Thus, we only have to identify the types of $G$ for which the corresponding matrix $B(i_o)$ is 2-finite.

In view of [7, Section 8], one can determine whether a given matrix $B = (b_{k\ell})$ is 2-finite by examining its diagram, defined as the directed graph $\Gamma(B)$ in which each edge $(k, \ell)$ is assigned the weight $b_{k\ell}$. The matrix mutations descend onto the level of such diagrams, and a diagram corresponds to a 2-finite matrix if and only if all diagrams in its mutation equivalence class have edge weights $\leq 3$. (See [7, Section 8] for further details.) In the rest of Section 2, we find it more convenient to use the language of diagram mutations instead of matrix mutations. The reader may choose to ignore this switch, and stick with the matrix setup, which would cause no harm.

We use the following choice for $i_o$ (see, e.g., [2, Exercise V.§6.2]). Since we assume that $A$ is indecomposable, the Dynkin graph is of one of the Cartan-Killing types $A_r, B_r, \ldots, G_2$ (see, e.g., [2]). In particular, it is a tree, hence a bipartite graph. Thus, $[1, r]$ is the disjoint union of the two subsets $I_+$ and $I_-$ none of which contains a pair of indices $i$ and $j$ such that $a_{ij} < 0$. Let $h$ denote the Coxeter number of $\Phi$, i.e., the order of any Coxeter element in $W$. Let $i_+$ (resp., $i_-$) be some permutation of indices from $I_+$ (resp., $I_-$). Then the word

$$i_o \overset{\text{def}}{=} i_{i_+i_{i_+i_{i_+i_+}}}$$

(concatenation of $h$ segments) is a reduced word for $w_o$. Recall that $h$ is even for all types except $A_r$ with $r$ even; in the exceptional case of type $A_{2e}$, we have $h = 2e + 1$.

First we show that the diagram $\Gamma(B(i_o))$ is 2-finite in each of the cases in Table 1. Note that the number of vertices of $\Gamma(B(i_o))$ is $n = \ell(w_o) - r$. For $G$ of type $A_2$, we have $n = 3 - 2 = 1$, so the corresponding cluster type is $A_1$. For $G$ of type $A_3$ or $B_2$, we have $w_o = c^2$ for a Coxeter element $c$, and $\ell(w_o) = 2r$. Thus, the corresponding cluster type is the same as the Cartan-Killing type of $G$, by the last remark in Example 2.24. For $G$ of type $A_4$, we have $i_o = (1, 3, 2, 4, 1, 3, 2, 4, 1, 3)$ (in the standard labeling of simple roots), so $n = 10 - 4 = 6$. The corresponding diagram $\Gamma(B(i_o))$ is shown on the left in Figure 4 (with all edge weights equal to 1). Applying the mutations $\mu_1$ and $\mu_2$ at the two leftmost vertices, we obtain the diagram on the
right in Figure 5. Since this diagram is an orientation of the Dynkin diagram $D_6$, the case $A_4$ is done.
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**Figure 5.** Diagrams for $\mathbb{C}[G^{c,w}]$ in type $A_4$.

To complete the argument, it suffices to show that, in each of the types not appearing in Table 1, the diagram $\Gamma(B(i_0))$ contains a subdiagram which is an “extended Dynkin tree diagram” in the sense of [7, Proposition 9.3]. This is done by a direct inspection. For example, in type $A_5$, the reduced word $i_0$ is given by $i_0 = (1, 3, 5, 2, 4, 1, 3, 5, 2, 4)$, and the diagram $\Gamma(B(i_0))$ is shown in Figure 6; removing vertices 4 and 5, we obtain a subdiagram of affine type $E_7^{(1)}$ which is an extended Dynkin tree diagram (its vertices are enlarged in Figure 6).
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**Figure 6.** A diagram for $\mathbb{C}[G^{c,w}]$ in type $A_5$.

Similarly, in type $D_4$, we have $i_0 = (1, 3, 4, 2, 1, 3, 4, 2, 1, 3, 4, 2)$ (with 2 being the branching point of $D_4$), and the diagram $\Gamma(B(i_0))$ has vertices 1, \ldots, 8 corresponding to the first 8 terms in $i_0$; removing vertices 5, 6 and 7, we obtain a subdiagram of affine type $D_4^{(1)}$ which is an extended Dynkin tree diagram. The straightforward check in all the other cases is left to the reader.

**Remark 2.27.** As shown by B. Leclerc [13], the types in Table 1 are precisely those satisfying the “Berenstein–Zelevinsky conjecture” on the multiplicative structure of the dual canonical basis. This is by no means a coincidence; in fact, one of the authors of the present paper (A.Z.) suggested that counterexamples to this conjecture must exist in all cases where the cluster algebra associated with $\mathbb{C}[G^{c,w}]$ is of infinite type. The relationships between cluster algebras and dual canonical bases will be explored in a separate publication.
2.7. Open double Bruhat cells. Our last example is the pair \((u, v) = (w_0, w_0)\). By Proposition 2.8, the corresponding double cell \(G^{w_0, w_0}\) is the open subset of \(G\) given by the non-vanishing conditions \(\Delta_{w_0, \omega_i, \omega_j} \neq 0\) and \(\Delta_{\omega_i, w_0, \omega_j} \neq 0\) for all \(i \in [1, r]\). Again, we assume that the Cartan matrix \(A\) of \(G\) is indecomposable.

**Proposition 2.28.** If \(G\) is of type \(A_1\) (resp., \(A_2\)) then the cluster algebra associated with \(\mathbb{C}[G^{w_0, w_0}]\) is of finite type \(A_1\) (resp., \(D_4\)). For every other simple group \(G\), this cluster algebra is of infinite type.

**Proof.** The proof is similar to that of Proposition 2.26. For type \(A_1\), the claim is a special case of each of the Examples 2.22 and 2.24. The type \(A_2\) has already been treated in Example 2.18.

As before, to finish the proof it suffices to show that, in each of the remaining Cartan-Killing types, the diagram \(\Gamma(B(i))\) contains an extended Dynkin tree subdiagram. This is again done by direct inspection. For example, in type \(A_3\), the diagram for the reduced word \(i = (-1, -3, -2, -1, -3, -2, 1, 3, 2, 1, 3, 2)\) is shown in Figure 7. Removing from this diagram the vertices 4, 5 and 9 counting from the left, we obtain a subdiagram of type \(D_5^{(1)}\) (its vertices are enlarged in Figure 7). 

\[
\begin{array}{c}
\text{Figure 7. A diagram for } \mathbb{C}[G^{w_0, w_0}] \text{ in type } A_3.
\end{array}
\]

3. Proof of Proposition 1.8

**Lemma 3.1.** A seed \(\Sigma = (x, B)\) of geometric type is coprime if and only if no two columns of \(B\) are proportional to each other with the proportionality coefficient being a ratio of two odd integers.

**Proof.** According to Definition 1.4, \(\Sigma\) is coprime if and only if any common divisor of \(P_i\) and \(P_j\) \((i \neq j)\) belongs to the set \(\mathbb{P}\) of Laurent monomials in \(x_{n+1}, \ldots, x_m\). Since both \(P_i\) and \(P_j\) have no monomial factors, this condition is equivalent to \(P_i\) and \(P_j\) being coprime as polynomials in \(x_1, \ldots, x_m\) with integer coefficients. Thus, for the rest of the proof, we are treating \(P_1, \ldots, P_n\) as elements of \(\mathbb{Z}[x_1, \ldots, x_m]\).

Let \(\tilde{B}_j\) denote the \(j\)th column of \(\tilde{B}\). It suffices to show that \(P_j\) and \(P_k\) have a common factor if and only if \(\tilde{B}_k = \pm \frac{a}{b} \tilde{B}_j\), where \(a\) and \(b\) are odd and coprime positive integers. The “if” part is clear: if \(\tilde{B}_k = \pm \frac{a}{b} \tilde{B}_j\), with \(a\) and \(b\) as stated, then \(P_j = L^a + M^a\) and \(P_k = L^b + M^b\), for some monomials \(L\) and \(M\) (see (1.3)), and \(L + M\) is a common factor of \(P_j\) and \(P_k\).

Let us prove the “only if” part. For any \(P \in \mathbb{Z}[x_1, \ldots, x_m]\), we denote by \(N(P) \subset \mathbb{R}^m\) the Newton polytope of \(P\), i.e., the convex hull in \(\mathbb{R}^m\) of all lattice points \((a_1, \ldots, a_m)\) such that the coefficient of the monomial \(x_1^{a_1} \cdots x_m^{a_m}\) in \(P\) is nonzero. We
note that the Newton polytope $N(PQ)$ of a product is equal to the Minkowski sum $N(P) + N(Q)$.

Since $P_j$ is a sum of two monomials, $N(P_j)$ is a line segment; it is furthermore parallel to $\tilde{B}_j$. It follows that, for every non-monomial factor $P$ of $P_j$, the polytope $N(P)$ is also a line segment parallel to $N(P_j)$.

Suppose that $P_j$ and $P_k$ are not coprime. Then $N(P_j)$ and $N(P_k)$ are collinear, and so $\tilde{B}_k = \pm \frac{b}{a} \tilde{B}_j$, with $a$ and $b$ coprime positive integers. Thus, $P_j = L^a + M^a$ and $P_k = L^b + M^b$, for some monomials $L$ and $M$ in disjoint sets of variables. It remains to show that if $L^a + M^a$ and $L^b + M^b$ have a non-trivial common factor then both $a$ and $b$ are odd.

First of all, we notice that the polynomials $t^a + 1$ and $t^b + 1$ have a common complex root if and only if $a$ and $b$ are odd (since the roots of $t^a + 1$ are of the form $t = e^{\pi \mathbb{i}/a}$ for some odd integer $m$). Therefore, if one of $a$ and $b$ is even then $t^a + 1$ and $t^b + 1$ are coprime elements of the polynomial ring $\mathbb{C}[t]$. It follows that there exist polynomials $f(t), g(t) \in \mathbb{C}[t]$ such that $f(t)(1 + t^a) + g(t)(1 + t^b) = 1$. Substituting $t = M/L$ and clearing denominators, we obtain $F \cdot (L^a + M^a) + G \cdot (L^b + M^b) = L^{c}$, for some $F, G \in \mathbb{C}[x_1, \ldots, x_m]$ and some integer $c \geq 0$. It follows that a common factor of $L^a + M^a$ and $L^b + M^b$ must be a monomial in $x_1, \ldots, x_m$, and we are done. \qed

Proposition 1.8 is an immediate consequence of Lemma 3.1 together with the following statement, which previously appeared in [9 Lemma 1.2].

Lemma 3.2. Matrix mutations preserve the rank of $\tilde{B}$.

Proof. Fix an index $k \in [1, n]$ and a sign $\varepsilon \in \{\pm 1\}$. The rule (1.1) describing a matrix mutation in direction $k$ can be rewritten as follows:

$$b'_{ij} = \begin{cases} -b_{ij} & \text{if } i = k \text{ or } j = k; \\ b_{ij} + b_{ik} \max(0, \varepsilon b_{kj}) + \max(0, -\varepsilon b_{ik})b_{kj} & \text{otherwise.} \end{cases}$$

To see this, substitute

$$\max(0, \varepsilon b_{kj}) = \frac{\varepsilon b_{kj} + |b_{kj}|}{2}, \quad \max(0, -\varepsilon b_{ik}) = \frac{-\varepsilon b_{ik} + |b_{ik}|}{2}.$$

To prove the lemma, observe that (3.1) can be restated as

$$\tilde{B}' = (J_{m,k} + E_k) \tilde{B} (J_{n,k} + F_k) = J_{m,k} \tilde{B} J_{n,k} + J_{m,k} \tilde{B} F_k + E_k \tilde{B} J_{n,k} ,$$

where

- $J_{m,k}$ (resp., $J_{n,k}$) denotes the diagonal $m \times m$ (resp., $n \times n$) matrix whose diagonal entries are all 1’s, except for $-1$ in the $k$th position;
- $E_k$ is the $m \times m$ matrix whose only nonzero entries are $e_{ik} = \max(0, -\varepsilon b_{ik})$;
- $F_k$ is the $n \times n$ matrix whose only nonzero entries are $f_{kj} = \max(0, \varepsilon b_{kj})$.

(Here we used that $b_{ii} = 0$ for all $i$, and therefore $E_k \tilde{B} F_k = 0$.) Since both $J_{m,k} + E_k$ and $J_{n,k} + F_k$ are invertible, it follows that $\tilde{B}'$ and $\tilde{B}$ have the same rank. Lemma 3.2 and Proposition 1.8 are proved. \qed
4. Proof of Theorem 1.5

We retain the notation of Section 1. In particular, $P_1, \ldots, P_n$ are the exchange polynomials (see (1.3)) for a seed $\Sigma = (x, p, B)$.

Our first two lemmas hold for any seed (not necessarily coprime).

Lemma 4.1. The upper bound at an arbitrary seed can be expressed as follows:

$$ (4.1) \quad U(\Sigma) = \bigcap_{j=1}^{n} \mathbb{Z}P[x_{j}^{\pm 1}, \ldots, x_{j-1}^{\pm 1}, x_{j}, x_{j}^{\prime}, x_{j+1}^{\pm 1}, \ldots, x_{n}^{\pm 1}]. $$

Proof. It is enough to show that

$$ (4.2) \quad \mathbb{Z}P[x^{\pm 1}] \cap \mathbb{Z}P[x_{1}^{\pm 1}] = \mathbb{Z}P[x_{1}, x_{1}^{\prime}, x_{2}^{\pm 1}, \ldots, x_{n}^{\pm 1}]. $$

The “$\supseteq$” inclusion is clear. To prove “$\subseteq$”, note that any $y \in \mathbb{Z}P[x^{\pm 1}]$ is of the form

$$ y = \sum_{m=-N}^{N} c_{m}x_{1}^{m}, $$

where $c_{m} \in \mathbb{Z}P[x_{2}^{\pm 1}, \ldots, x_{n}^{\pm 1}]$ for all $m$. Substituting $x_{1} = P_{1}/x_{1}^{\prime}$, we get

$$ y = \sum_{m=0}^{N} c_{m} P_{1}^{m} x_{1}^{\prime - m} + \sum_{m=1}^{N} (c_{m}/P_{1}^{m}) \cdot x_{1}^{m}. $$

If, in addition, $y \in \mathbb{Z}P[x_{1}^{\pm 1}]$, then $c_{m}/P_{1}^{m} \in \mathbb{Z}P[x_{2}^{\pm 1}, \ldots, x_{n}^{\pm 1}]$ for $m = 1, \ldots, N$. Hence

$$ y = \sum_{m=0}^{N} c_{m}x_{1}^{m} + \sum_{m=1}^{N} (c_{m}/P_{1}^{m}) \cdot x_{1}^{m} \in \mathbb{Z}P[x_{1}, x_{1}^{\prime}, x_{2}^{\pm 1}, \ldots, x_{n}^{\pm 1}], $$

as desired. \(\square\)

Note for future reference that the above proof of (4.2) implies the following description of the subalgebra $\mathbb{Z}P[x_{1}, x_{1}^{\prime}, x_{2}^{\pm 1}, \ldots, x_{n}^{\pm 1}]$ inside the ambient field $\mathcal{F}$.

Lemma 4.2. An element $y \in \mathcal{F}$ belongs to $\mathbb{Z}P[x_{1}, x_{1}^{\prime}, x_{2}^{\pm 1}, \ldots, x_{n}^{\pm 1}]$ if and only if $y$ can be written in the form $y = \sum_{m=-N}^{N} c_{m}x_{1}^{m}$, where each coefficient $c_{m}$ belongs to $\mathbb{Z}P[x_{2}^{\pm 1}, \ldots, x_{n}^{\pm 1}]$, and $c_{m}$ is divisible by $P_{1}^{m}$ in $\mathbb{Z}P[x_{2}^{\pm 1}, \ldots, x_{n}^{\pm 1}]$ for $m = 1, \ldots, N$.

To prove Theorem 1.5 we will need the following refinement of (1.1), which requires some coprimality assumptions.

Proposition 4.3. Suppose that $n \geq 2$, and $P_{1}$ is coprime with $P_{j}$ for $j = 2, \ldots, n$. Then

$$ (4.3) \quad U(\Sigma) = \bigcap_{j=2}^{n} \mathbb{Z}P[x_{1}, x_{1}^{\prime}, x_{2}^{\pm 1}, \ldots, x_{j-1}^{\pm 1}, x_{j}, x_{j}^{\prime}, x_{j+1}^{\pm 1}, \ldots, x_{n}^{\pm 1}]. $$

Proof. Comparing (4.3) with (1.1), we see that it is enough to show that the term with $j = 2$ in (4.3) is equal to the intersection of the two terms with $j = 1$ and $j = 2$ in (1.1). Let us “freeze” the cluster variables $x_{3}, \ldots, x_{n}$, i.e., let us view $\mathbb{Z}P[x_{3}^{\pm 1}, \ldots, x_{n}^{\pm 1}]$ as the new ground ring (cf. [6 Proposition 2.6]). In other words,
we can assume without loss of generality that \( n = 2 \) from the start, so that (4.3) reduces to
\[
\mathbb{Z}P[x_1, x_1', x_2^\pm 1] \cap \mathbb{Z}P[x_1^{\pm 1}, x_2, x_2'] = \mathbb{Z}P[x_1, x_1', x_2, x_2'].
\]

The proof of (4.4) breaks into two cases.

Case 1: \( b_{12} = b_{21} = 0 \). The exchange relations (1.3) take the form
\[
x_1 x_1' = P_1 \in \mathbb{Z}P, \quad x_2 x_2' = P_2 \in \mathbb{Z}P.
\]

Then the algebra
\[
\mathbb{Z}P[x_1, x_1', x_2, x_2'] = \mathbb{Z}P[x_1, x_2] + \mathbb{Z}P[x_1', x_2] + \mathbb{Z}P[x_1, x_2'] + \mathbb{Z}P[x_1', x_2']
\]
consists of all Laurent polynomials
\[
y = \sum_{m_1, m_2 \in \mathbb{Z}} c_{m_1, m_2} x_1^{m_1} x_2^{m_2}
\]
with coefficients in \( \mathbb{Z}P \) such that
\[
(4.5) \quad c_{m_1, m_2} \text{ is divisible by } P_1^{-m_1} \text{ whenever } m_1 < 0 \leq m_2;
\]
\[
(4.6) \quad c_{m_1, m_2} \text{ is divisible by } P_2^{-m_2} \text{ whenever } m_2 < 0 \leq m_1;
\]
\[
(4.7) \quad c_{m_1, m_2} \text{ is divisible by } P_1^{-m_1} P_2^{-m_2} \text{ whenever } m_1 < 0 \text{ and } m_2 < 0.
\]

On the other hand, using Lemma 4.2 we see that \( \mathbb{Z}P[x_1, x_1', x_2^\pm 1] \cap \mathbb{Z}P[x_1^{\pm 1}, x_2, x_2'] \) has a similar description: the only difference is that (4.7) gets replaced by the condition that \( c_{m_1, m_2} \) is divisible by \( P_1^{-m_1} \) and by \( P_2^{-m_2} \) whenever \( m_1 < 0 \) and \( m_2 < 0 \). The equivalence of this condition to (4.7) is ensured by the assumption that \( P_1 \) and \( P_2 \) are coprime.

Case 2: \( b_{12} b_{21} < 0 \). Now the exchange relations (1.3) take the form
\[
x_1 x_1' = P_1 = q_2 x_2^c + r_2,
\]
\[
x_2 x_2' = P_2 = q_1 x_1^b + r_1,
\]
for some \( q_1, q_2, r_1, r_2 \in \mathbb{P} \), where both \( b = |b_{12}| \) and \( c = |b_{21}| \) are positive integers.

**Lemma 4.4.** \( \mathbb{Z}P[x_1, x_1', x_2^\pm 1] \cap \mathbb{Z}P[x_1^{\pm 1}, x_2, x_2'] = \mathbb{Z}P[x_1, x_2, x_2'] \).

**Proof.** The “\( \supseteq \)” inclusion is obvious. To prove “\( \subseteq \)” assume that \( y \in \mathbb{Z}P[x_1, x_2^\pm 1] \cap \mathbb{Z}P[x_1^{\pm 1}, x_2, x_2'] \). Applying if necessary the relation (4.9), we can write \( y \) in the form
\[
y = \sum_{m \in \mathbb{Z}} x_1^m (c_m + c_m' (x_2) + c_m'' (x_2'))
\]
where \( c_m \in \mathbb{Z}P \), and \( c_m' \) and \( c_m'' \) are polynomials over \( \mathbb{Z}P \) without constant term. (All but finitely many terms in (4.10) vanish.) Let \( M \) be the smallest integer such that the coefficient of \( x_1^M \) in (4.10) is nonzero. If \( M \geq 0 \), then we are done. Otherwise, expanding
\[
y = \sum x_1^m (c_m + c_m' (x_2) + c_m'' (\frac{q_1 x_1^b + r_1}{x_2}))
\]
as a Laurent polynomial in \( x_1 \) and \( x_2 \), we see that the terms with the smallest power of \( x_1 \) in this expansion are \( x_1^M (c_M + c_M' (x_2) + c_M'' (\frac{q_1 x_1^b + r_1}{x_2})) \neq 0 \), contradicting the condition \( y \in \mathbb{Z}P[x_1, x_2^\pm 1] \).
Lemma 4.5. \( \mathbb{Z}P[x_1, x'_1, x_2^\pm] = \mathbb{Z}P[x_1, x'_1, x_2, x'_2] + \mathbb{Z}P[x_1, x_2^\pm] \).

**Proof.** The “\( \supset \)” inclusion is obvious. The only difficulty in proving “\( \subset \)” is to show that \( x'_N x_2^{-M} \in \mathbb{Z}P[x_1, x'_1, x_2, x'_2] + \mathbb{Z}P[x_1, x_2^\pm] \) for all \( M, N > 0 \). Let \( p = -q_1/r_1 \). Then (4.9) can be rewritten as

\[
x_2^{-1} - px_1^b x_2^{-1} = r_1^{-1} x'_2,
\]

implying

\[
x_2^{-1} \equiv px_1^b x_2^{-1} \equiv p^2 x_1^{2b} x_2^{-1} \equiv \cdots \equiv p^N x_1^{Nb} x_2^{-1} \text{ mod } \mathbb{Z}P[x_1, x'_2].
\]

Now write \( x_2^{-1} = p^N x_1^{Nb} x_2^{-1} + y \) with \( y \in \mathbb{Z}P[x_1, x'_2] \), and raise this equality to the \( M \text{th} \) power to obtain

\[
x_2^{-M} \in \mathbb{Z}P[x_1, x'_2] + x_2^N \mathbb{Z}P[x_1, x_2^\pm] \cdot \quad \Box
\]

Hence \( x'_N x_2^{-M} \in \mathbb{Z}P[x_1, x'_1, x_2, x'_2] + \mathbb{Z}P[x_1, x_2^\pm] \), as desired.

Now everything is ready for the proof of (4.14) in Case 2. Using Lemmas 4.4 and 4.5 together with the inclusion \( \mathbb{Z}P[x_1, x'_1, x_2, x'_2] \subset \mathbb{Z}P[x_1^\pm, x_2, x'_2] \), we obtain:

\[
\mathbb{Z}P[x_1, x'_1, x_2, x'_2] \quad \subset \quad \mathbb{Z}P[x_1^\pm, x_2, x'_2] \quad \subset \quad \mathbb{Z}P[x_1, x'_1, x_2, x'_2] \quad \subset \quad \mathbb{Z}P[x_1, x'_1, x_2, x'_2].
\]

Equality (4.14) and Proposition 4.3 are proved.

Turning to the proof of Theorem 1.5, we can assume without loss of generality that \( \Sigma' = \Sigma_1 \) is obtained from the seed \( \Sigma \) by mutation in direction 1. If \( n = 1 \), there is nothing to prove, so we assume that \( n \geq 2 \). Comparing (4.13) with its counterpart for \( U(\Sigma_1) \), we see that it suffices to show the following.

**Lemma 4.6.** Let \( x_2'' \) be the cluster variable exchanged with \( x_2 \) under the corresponding mutation of \( \Sigma_1 \). Then

\[
\mathbb{Z}P[x_1, x'_1, x_2, x'_3, x_3^\pm, \ldots, x_n^\pm] = \mathbb{Z}P[x_1, x'_1, x_2, x''_2, x_3^\pm, \ldots, x_n^\pm].
\]

**Proof.** As in the proof of Proposition 4.3 we can “freeze” the cluster variables \( x_3, \ldots, x_n \), thus reducing the proof of (4.11) to the case \( n = 2 \). In that case, (4.11) takes the form

\[
\mathbb{Z}P[x_1, x'_1, x_2, x'_2] = \mathbb{Z}P[x_1, x'_1, x_2, x''_2].
\]

By symmetry, it is enough to show that \( x''_2 \in \mathbb{Z}P[x_1, x'_1, x_2, x'_2] \). Consider the same two cases as in the proof of Proposition 4.3. In Case 1, we have \( x''_2 = px'_2 \) for some \( p \in \mathbb{P} \), which makes the inclusion \( x''_2 \in \mathbb{Z}P[x_1, x'_1, x_2, x'_2] \) obvious. In Case 2, the exchange relations from the initial seed take the form (4.8)–(4.9), and the variable \( x''_2 \) is obtained by

\[
x_2 x''_2 = q_3 x_1^b + r_3;
\]
using the mutation rule \((1.5)\), we obtain the relation
\[ r_1r_3 = q_1q_3 r_2^b \]  
\((\text{cf. } [6, (2.12)])\). It follows that
\[ x'' = x^{-1}_2(q_3(x'_1)^b + r_3) = x^{-1}_2 q_3(x'_1)^b r^{-1}_1(x_2 x'_2 - q_1 x'_1) + r_3 x^{-1}_2 \]
\[ = q_3 r^{-1}_1(x'_1)^b x'_2 - x^{-1}_2(q_3 r^{-1}_1(x'_1)^b - r_3) \]
\[ = q_3 r^{-1}_1(x'_1)^b x'_2 - q_3 r^{-1}_1((q_2 x^c_2 + r_2)^b - r_2)/x_2 \]
\[ \in \mathbb{ZP}[x_1, x'_1, x_2, x'_2]. \]
This completes the proof of \((4.12)\), Lemma 4.6, and Theorem 1.5. \(\square\)

**Remark 4.7.** The equality \((4.4)\), which plays the central role in the above argument, is a special case of Theorem 1.18 for the cluster algebras of rank 2; the acyclicity of \(\Sigma\) is automatic in rank 2.

5. **Proof of Theorem 1.16**

We start with the proof of the “if” part: if a seed \(\Sigma\) is acyclic then the standard monomials are linearly independent over \(\mathbb{ZP}\). We note that Definition 1.14 can be restated as follows: a sign-skew-symmetric matrix \(B\) is acyclic if and only if there exists a permutation \(\sigma \in S_n\) such that \(b_{\sigma(i), \sigma(j)} \geq 0\) for \(i > j\). (This follows at once from a well-known fact that every partial order admits a linear extension.) Renumbering if necessary the elements of the initial cluster \(x\), we can thus assume that \(b_{ij} \geq 0\) for \(i > j\).

Let us label the standard monomials in \(x_1, x_1', \ldots, x_n, x'_n\) by the lattice points \(m = (m_1, \ldots, m_n) \in \mathbb{Z}^n\) by setting
\[ x^{(m)} = x_1^{(m_1)} \cdots x_n^{(m_n)}, \]
where we abbreviate
\[ x_j^{(m_j)} = \begin{cases} x_j^{m_j} & \text{if } m_j \geq 0; \\ (x_j')^{-m_j} & \text{if } m_j < 0. \end{cases} \]
(Note that each \(x_j^{(m_j)}\), and hence \(x^{(m)}\), is a Laurent polynomial in \(x_1, \ldots, x_n\).) We order both the standard monomials \(x^{(m)}\) and the ordinary Laurent monomials \(x^m = x_1^m \cdots x_n^m\) lexicographically as follows:
\[ m \prec m' \text{ if the first nonzero difference } m'_j - m_j \text{ is positive.} \]

For example,
\[ x_1^{-1} < x_2^{-1} < \cdots < x_n^{-1} < 1 < x_n \cdots < x_2 < x_1. \]
Since \(b_{ij} \geq 0\) for \(i > j\), the (lexicographically) first Laurent monomial that appears in \(x_j^{(m)}\) is equal to \(x_j^{m_j}\) times some monomial in \(x_{j+1}, \ldots, x_n\). This implies the following:
\[ \text{if } m \prec m', \text{ then the first monomial in } x^{(m)} \text{ precedes the one in } x^{(m')} \]
The linear independence of standard monomials over \(\mathbb{ZP}\) follows at once from \((5.4)\).
The Laurent monomial \( u \) can be repeatedly applied to the right-hand side of (5.5), we can transform it into a linear combination of standard monomials none of which contains \( Z \). This follows from Proposition 5.1 by a straightening argument: repeatedly applying the exchange relations (1.3) to the right-hand side of (5.5), we can turn it into a linear combination of standard monomials none of which contains \( x_1 \cdots x_\ell \).

**Proposition 5.1.** Suppose a seed \( \Sigma = (x, p, B) \) is such that \( 1 \rightarrow 2 \rightarrow \cdots \rightarrow \ell \rightarrow 1 \) is an oriented cycle in \( \Gamma(B) \). Then

\[
(5.5) \quad x_1' \cdots x_\ell' = \sum_{K \subseteq \{1, \ldots, \ell\}} f_K(x_1, \ldots, x_n) \prod_{k \in K} x_k',
\]

for some polynomials \( f_K(x_1, \ldots, x_n) \in \mathbb{Z}[x] = \mathbb{Z}[x_1, \ldots, x_n] \).

The proof of Proposition 5.1 utilizes the following algebraic identity.

**Lemma 5.2.** Let \( I \) be a finite non-empty set, let \( i \mapsto i^+ \) be a cyclic permutation of \( I \), and let \( (u_i)_{i \in I} \) and \( (v_i)_{i \in I} \) be two families of (commuting) indeterminates. Then

\[
(5.6) \quad \sum_{J \subseteq I} (-1)^{|J|} \prod_{i \in I - (J \cup J^+)} (u_i + v_i) \cdot \prod_{j \in J} (u_j v_{j^+}) = \prod_{i \in I} u_i + \prod_{i \in I} v_i.
\]

**Proof.** Expanding the left-hand side of (5.6), we rewrite it as follows:

\[
\sum_{K \subseteq I} c_K \prod_{i \in K} u_i \prod_{j \in I - K} v_j,
\]

where the coefficients \( c_K \) are given by

\[
c_K = \sum_{J \subseteq \{i \in K : i^+ \in I - K\}} (-1)^{|J|}.
\]

We see that \( c_K = 0 \) unless the set \( \{ i \in K : i^+ \in I - K \} \) is empty. Since \( i \mapsto i^+ \) is a cyclic permutation of \( I \), the only two choices for \( K \) with \( c_K \neq 0 \) are \( K = \emptyset \) and \( K = I \). In both these cases, \( c_K = 1 \), and (5.6) follows. \( \square \)

**Proof of Proposition 5.1.** We apply (5.6) in the following situation: take \( I = \{1, \ldots, \ell\} \); set \( J^+ = J + 1 \) for \( j < \ell \), and \( J^+ = 1 \); finally, let \( u_j = M_j^- / x_j \) and \( v_j = M_j^+ / x_j \), where \( M_j^+ \) and \( M_j^- \) are the two terms on the right-hand side of the exchange relation (1.3). Under these settings, we have \( u_j + v_j = x_j' \), and so the term on the left in (5.6) that corresponds to \( J = \emptyset \) turns into \( x_1' \cdots x_\ell' \). It remains to show that all products \( u_j v_{j^+} \) as well as \( u_1 \cdots u_\ell \) and \( v_1 \cdots v_\ell \) are regular monomials in \( x_1, \ldots, x_n \) (i.e., they do not contain negative powers). For \( u_j v_{j^+} \), it suffices to note that \( b_{j^+} < 0 \) for all \( j = 1, \ldots, \ell \), so the Laurent monomial \( u_j \) (resp., \( v_{j^+} \)) contains a positive power of \( x_j' \) (resp., \( x_j \)). Similarly, the denominator \( x_j^+ \) (resp., \( x_j \)) of the Laurent monomial \( u_j^+ \) (resp., \( v_j \)) is absorbed by the term \( u_j \) (resp., \( v_{j^+} \)) in the product \( u_1 \cdots u_\ell \) (resp., \( v_1 \cdots v_\ell \)). \( \square \)

To complete the proof of Theorem 1.16, we need to show that, under the assumptions of Proposition 5.1, the standard monomials in \( x_1, x'_1, \ldots, x_n, x'_n \) are linearly dependent over \( \mathbb{Z} \). This follows from Proposition 5.1 by a straightening argument: repeatedly applying the exchange relations (1.3) to the right-hand side of (5.5), we can transform it into a linear combination of standard monomials none of which contains \( x'_1 \cdots x'_\ell \). \( \square \)
6. Proof of Theorem 1.18

The proof will require some preparation. For the first several statements, we only assume that a seed $\Sigma = (\mathbf{x}, \mathbf{p}, B)$ is acyclic; the coprimality condition will be invoked later. As in Section 5 we assume without loss of generality that $b_{ij} \geq 0$ for $i > j$.

Let $\mathbb{ZP}^\text{st}[x_2, x_2', \ldots, x_n, x_n']$ (resp., $\mathbb{ZP}[x_1, x_2, x_2', \ldots, x_n, x_n']$) denote the $\mathbb{ZP}$-linear span (resp., $\mathbb{ZP}[x_1]$-linear span) of the standard monomials in $x_2, x_2', \ldots, x_n, x_n'$. As above, by using (1.3) as straightening relations, we conclude that

$$\mathbb{ZP}[x_2, x_2', \ldots, x_n, x_n'] \subset \mathbb{ZP}^\text{st}[x_1, x_2, x_2', \ldots, x_n, x_n'] \quad \text{(6.1)}$$

**Definition 6.1.** Let $\varphi : \mathbb{ZP}[x_2, x_2', \ldots, x_n, x_n'] \to \mathbb{ZP}[x_2^\pm 1, \ldots, x_n^\pm 1]$ denote the algebra homomorphism obtained as a composition

$$\mathbb{ZP}[x_2, x_2', \ldots, x_n, x_n'] \to \mathbb{ZP}[x_1, x_2^\pm 1, \ldots, x_n^\pm 1] \to \mathbb{ZP}[x_2^\pm 1, \ldots, x_n^\pm 1],$$

where the first map is the embedding given by (6.3), and the second map is the specialization $x_1 \mapsto 0$.

**Lemma 6.2.** There is a direct sum decomposition

$$\mathbb{ZP}[x_2, x_2', \ldots, x_n, x_n'] = \text{Ker}(\varphi) \oplus \mathbb{ZP}^\text{st}[x_2, x_2', \ldots, x_n, x_n'] .$$

**Proof.** The decomposition

$$\mathbb{ZP}[x_2, x_2', \ldots, x_n, x_n'] = \text{Ker}(\varphi) + \mathbb{ZP}^\text{st}[x_2, x_2', \ldots, x_n, x_n']$$

follows from (6.1). To prove that the sum is direct, we need to show that the restriction of $\varphi$ to $\mathbb{ZP}^\text{st}[x_2, x_2', \ldots, x_n, x_n']$ is injective. The proof is similar to that of the “if” part of Theorem 1.16 given in Section 5. We label the standard monomials in $x_2, x_2', \ldots, x_n, x_n'$ by the lattice points $\mathbf{m} = (m_2, \ldots, m_n) \in \mathbb{Z}^{n-1}$ using the conventions (5.1)–(5.2), and order the standard monomials $x^{(\mathbf{m})}$ and the ordinary Laurent monomials $x^\mathbf{m}$ according to (5.3). As in Section 5 we use the condition that $b_{ij} \geq 0$ for $i > j$ to conclude that the (lexicographically) first Laurent monomial appearing in $\varphi(x_j^{(\mathbf{m})})$ is $x_j^{(\mathbf{m})}$ times some monomial in $x_{j+1}, \ldots, x_n$. This implies that

$$\text{(6.2) if } \mathbf{m} < \mathbf{m}', \text{ then the first monomial in } \varphi(x^{(\mathbf{m})}) \text{ precedes the one in } \varphi(x^{(\mathbf{m}')}).$$

The injectivity of $\varphi$ on the span of standard monomials is immediate from (6.2). \qed

**Definition 6.3.** For a Laurent polynomial $y \in \mathbb{ZP}[x_2^\pm 1, \ldots, x_n^\pm 1]$, let $\text{LT}_1(y)$ denote the leading term of $y$ with respect to $x_1$. More precisely, $\text{LT}_1(y)$ is the sum of all Laurent monomials involving the smallest power of $x_1$ which appear in the expansion of $y$ with nonzero coefficient.

**Lemma 6.4.** Suppose that

$$\text{(6.3) } y = \sum_{m=a}^{b} c_m x_1^m , \quad c_m \in \mathbb{ZP}^\text{st}[x_2, x_2', \ldots, x_n, x_n'] , \quad c_a \neq 0 .$$

Then $\text{LT}_1(y) = \varphi(c_a)x^a$.

**Proof.** It suffices to check that $\varphi(c_a) \neq 0$. This follows from the injectivity of $\varphi$ on $\mathbb{ZP}^\text{st}[x_2, x_2', \ldots, x_n, x_n']$, which holds by Lemma 6.2. \qed

We now generalize Lemma 4.4.
Lemma 6.5. We have
\begin{equation}
\mathbb{Z}[x_1, x_2^{\pm 1}, \ldots, x_n^{\pm 1}] \cap \mathbb{Z}[x_1^{\pm 1}, x_2, x_2', \ldots, x_n, x_n'] = \mathbb{Z}[x_1, x_2, x_2', \ldots, x_n, x_n'].
\end{equation}

Proof. The “\(\supseteq\)" inclusion is obvious. To prove the “\(\subseteq\)" part, consider an element \(y \neq 0\) of the left-hand side of (6.4). Since \(y \in \mathbb{Z}[x_1^{\pm 1}, x_2, x_2', \ldots, x_n, x_n']\), the inclusion (6.1) implies that \(y\) can be expressed in the form (6.3). By Lemma 6.4, \(\text{LT}_1(y) = \varphi(c_n)x_1^{a}\). Now \(y \in \mathbb{Z}[x_1, x_2^{\pm 1}, \ldots, x_n^{\pm 1}]\) implies that \(a \geq 0\), and (6.3) shows that \(y \in \mathbb{Z}[x_1, x_2, x_2', \ldots, x_n, x_n']\), as desired. \(\square\)

The next step is the hardest part of the proof. We obtain the following description of the image of \(\varphi\).

Lemma 6.6. \(\text{Im}(\varphi) = \mathbb{Z}[x_2, x_2^{(-)}, \ldots, x_n, x_n^{(-)}]\), where we use the notation
\begin{equation}
x_j^{(-)} = \begin{cases} x_j' & \text{if } b_{ij} = 0; \\ x_j^{-1} & \text{if } b_{ij} \neq 0. \end{cases}
\end{equation}

Proof. For \(j = 2, \ldots, n\), we set
\[M_j = x_j^{-1} \prod_{i > j} x_i^{b_{ij}}.\]
(Recall that, by the acyclicity condition, the exponents \(b_{ij}\) on the right-hand side are nonnegative.) Let \(J = \{j \in [2, n] : b_{ij} = 0\}\). In this notation, we have
\[\varphi(x_j') = \begin{cases} x_j' & \text{if } j \in J; \\ M_j & \text{if } j \in [2, n] - J. \end{cases}\]
Comparing this with the definition of \(x_j^{(-)}\) in (6.5), we conclude that
\[\text{Im}(\varphi) \subseteq \mathbb{Z}[x_2, x_2^{(-)}, \ldots, x_n, x_n^{(-)}].\]
To prove the reverse inclusion, we only need to show that \(x_j^{-1} \in \text{Im}(\varphi)\) for \(j \in [2, n] - J\). This will require some preparation.

Every Laurent monomial \(x^m \in \mathbb{Z}[x_2^{\pm 1}, \ldots, x_n^{\pm 1}]\) can be uniquely written as
\[x^m = M^\ell = \prod_{2 \leq j \leq n} M_j^{\ell_j},\]
where the tuples of exponents \(m = (m_2, \ldots, m_n)\) and \(\ell = (\ell_2, \ldots, \ell_n)\) are related by
\begin{equation}
m_j = -\ell_j + \sum_{2 \leq i < j} b_{ji} \ell_i.
\end{equation}
(Again, the acyclicity condition ensures that the coefficients \(b_{ji}\) on the right-hand side are nonnegative.) Now consider the multiplicative monoid
\[\mathcal{M} = \{x^m = M^\ell : \ell_k \geq 0 \text{ for } k \in [2, n], m_j \geq 0 \text{ for } j \in J\}.
\]
In view of (6.6), we have \(M^\ell \in \mathcal{M}\) if and only if
\begin{equation}
\ell_k \geq 0 \quad (k \in [2, n]), \quad \ell_j \leq \sum_{2 \leq i < j} b_{ji} \ell_i \quad (j \in J).
\end{equation}
It follows readily from (6.6) and (6.7) that \( x_j^{-1} \in \mathcal{M} \) for \( j \in [2, n] - J \). (The inequalities \( \ell_k \geq 0 \) are proved by induction on \( k \).) Thus, to prove the desired assertion that \( x_j^{-1} \in \text{Im}(\varphi) \) for \( j \in [2, n] - J \), it is enough to show that \( \mathcal{M} \subset \text{Im}(\varphi) \).

Let \( M = M^f \in \mathcal{M} \). We prove that \( M \in \text{Im}(\varphi) \) by induction on \( \deg(M) = \sum_{k=2}^{n} \ell_k \).

The base \( M = 1 \) is trivial, so let us assume that \( \deg(M) > 0 \), and that all elements of \( \mathcal{M} \) whose degree is less than \( \deg(M) \) belong to \( \text{Im}(\varphi) \).

Let \( j \) be the maximal index such that \( \ell_j > 0 \). As an easy consequence of (6.7), we have \( M/M_j \in \mathcal{M} \). Hence \( M/M_j \in \text{Im}(\varphi) \) by the induction assumption. If \( j \in [2, n] - J \), then \( M_j = \varphi(x_j') \in \text{Im}(\varphi) \), and \( M = (M/M_j) \cdot M_j \in \text{Im}(\varphi) \), as desired. So suppose that \( j \in J \). Let us denote

\[
M_j^- = x_j^{-1} \prod_{2 \leq k < j} x_k^{[b_{kj}]}.
\]

In this notation, the exchange relation (1.3) can be written as \( x_j' = p_j^+ M_j + p_j^- M_j^- \).

(Here we use that \( x_1 \) does not contribute to the right-hand side because \( j' \in J \).) Multiplying both sides by \( M/M_j \), we get

\[
(M/M_j) \cdot x_j' = p_j^+ M + p_j^- M \cdot (M_j^- / M_j).
\]

Since \( (M/M_j) \cdot x_j' \in \text{Im}(\varphi) \), to finish the proof it suffices to show that \( M \cdot (M_j^- / M_j) \in \text{Im}(\varphi) \). (Here we rely on working over \( \mathbb{Z}[p] \) rather than a subring thereof.)

Since \( \ell_j > 0 \), it follows from (6.7) that there exists \( i \) between 2 and \( j - 1 \) such that \( b_{ji} \ell_i > 0 \). Fix such an index \( i \) and define the monomial \( M' = \prod_{2 \leq k \leq n} M_k^{\ell_k} \) as follows:

\[
\ell_k' = 0 \text{ for } 2 \leq k < i; \\
\ell_i' = 1; \\
\ell_k' = \min(\ell_k, \sum_{2 \leq h < k} b_{kh} \ell_h') \text{ for } i < k \leq n.
\]

(Note that \( \ell_k' \geq 0 \) for all \( k \).) Writing \( M \cdot (M_j^- / M_j) = (M/M') \cdot (M' M_j^- / M_j) \), we see that the claim \( M \cdot (M_j^- / M_j) \in \text{Im}(\varphi) \) is a consequence of the following two statements:

\[
M/M' \in \mathcal{M};
\]

\[
M' M_j^- / M_j = x^m \text{ with all } m_k \geq 0 \text{ for } k \in [2, n].
\]

Indeed, \( \deg(M/M') < \deg(M) \), (6.9), and the inductive assumption imply that \( M/M' \in \text{Im}(\varphi) \); moreover, (6.10) yields \( M' M_j^- / M_j \in \mathbb{Z}[p][x_2, \ldots, x_n] \subset \text{Im}(\varphi) \).

To prove (6.9), we note that the conditions (6.7) for \( M/M' \) can be rewritten as

\[
\ell_k' \leq \ell_k \quad (k \in [2, n]),
\]

\[
- \ell_k' + \sum_{2 \leq h < k} b_{kh} \ell_h' \leq -\ell_k + \sum_{2 \leq h < k} b_{kh} \ell_h' \quad (k \in J).
\]

The inequalities (6.11) are immediate from (6.8) and our choice of \( i \). To prove (6.12), first note that the right-hand side is nonnegative by (6.7) (remember that \( M \in \mathcal{M} \)). Hence (6.12) holds for \( k \leq i \). For \( k > i \), we have either \( \ell_k' = \ell_k \) or \( \ell_k' = \sum_{2 \leq h < k} b_{kh} \ell_h' \).

In both cases, (6.12) is immediately checked.
It remains to verify (6.10). It follows from (6.8) and (6.9) that the only variable that contributes to $M'$ with negative exponent (namely, $-1$) is $x_i$. The only variable that contributes to $M_j$ with negative exponent (namely, $-1$) is $x_j$. And the only variables that contribute to $M_j^{-1}$ with (potentially) negative exponents (namely, $-b_{kj}$) are the $x_k$ with $k > j$. Let us check each of these cases. First, $m_i = |b_{ij}| - 1 \geq 0$ (note that $b_{ij} < 0$ because $b_{ji} > 0$ and $B$ is sign-skew-symmetric). Second, $m_j = -\ell_j' + \sum_{2 \leq h < j} b_{jh}\ell_h' - 1 + 1 \geq 0$. Finally, suppose that $k > j$. We note that $\ell_k' = 0$ because $\ell_k = 0$. Also, $\ell_j' > 0$ because $\ell_j > 0$ and $b_{ji}\ell_i' = b_{ji} > 0$ by our choice of $i$. Hence $m_k = -\ell_k' + \sum_{2 \leq h < k} b_{kh}\ell_h' - b_{kj} \geq b_{kj}(\ell_j' - 1) \geq 0$, as desired. □

**Proof of Theorem 1.18.** So far, we only relied on the acyclicity of the seed $\Sigma$. Now, the condition of $\Sigma$ being coprime comes into play. We prove Theorem 1.18 by induction on $n$, the rank of the cluster algebra $\mathcal{A}$. The base case $n = 1$ is established in (4.2). So we assume that $n \geq 2$, and that our statement is true for all algebras of smaller rank. We note that the rank 2 case was done in Section 4 (see Remark 4.7).

Using (4.1), we write

$$U(\Sigma) = \mathbb{Z}[x_1, x_1', x_2^\pm, \ldots, x_n^\pm] \cap \bigcap_{j=2}^n \mathbb{Z}[x_1^\pm, \ldots, x_{j-1}^\pm, x_j, x_j', x_{j+1}^\pm, \ldots, x_n^\pm].$$

Applying the induction assumption to the seed on the set of indices $[2, n]$ obtained from $\Sigma$ by “freezing” the variable $x_1$ (i.e., replacing the ground ring $\mathbb{Z}[x_1]$ by $\mathbb{Z}[x_1^\pm]$, cf. [6, Proposition 2.6]), we get:

$$\bigcap_{j=2}^n \mathbb{Z}[x_1^\pm, x_{j-1}^\pm, x_j, x_j', x_{j+1}^\pm, \ldots, x_n^\pm] = \mathbb{Z}[x_1^\pm, x_2, x_2', \ldots, x_n, x_n'].$$

The claim $L(\Sigma) = U(\Sigma)$ is thus reduced to proving the equality

(6.13) $\mathbb{Z}[x_1, x_1', x_2^\pm, \ldots, x_n^\pm] \cap \mathbb{Z}[x_1^\pm, x_2, x_2', \ldots, x_n, x_n'] = \mathbb{Z}[x_1, x_1', \ldots, x_n, x_n'].$

The following lemma plays a crucial role in the proof of (6.13).

**Lemma 6.7.** Suppose that a seed $\Sigma$ is coprime and such that $b_{ij} \geq 0$ for $i > j$. Then $\text{Im}(\varphi)$ has the following saturation property: if $z \in \mathbb{Z}[x_2^\pm, \ldots, x_n^\pm]$ is such that $zP_1 \in \text{Im}(\varphi)$, then $z \in \text{Im}(\varphi)$.

**Proof.** Recall the notation $J = \{ j \in [2, n] : b_{ij} = 0 \}$. The case $J = \emptyset$ is immediate from Lemma 6.6, so we assume that $J \neq \emptyset$. Now we apply the induction assumption of Theorem 1.18 to the seed $\Sigma_1$ on the set of indices $J$ obtained from $\Sigma$ by forgetting the cluster variable $x_1$, and treating the variables $x_j$ for $j \in [2, n] - J$ as coefficients. In view of Lemma 6.6, we have

$$L(\Sigma_1) = \mathbb{Z}[x_2, x_2^\pm, \ldots, x_n, x_n^\pm] = \text{Im}(\varphi).$$

Using (4.1), we see that the equality $L(\Sigma_1) = U(\Sigma_1)$ takes the form

$$\text{Im}(\varphi) = \bigcap_{j \in J} \mathbb{Z}[x_2^\pm, \ldots, x_{j-1}^\pm, x_j, x_j', x_{j+1}^\pm, \ldots, x_n^\pm].$$

Therefore, to prove the lemma it suffices to check that each subalgebra

$$\mathbb{Z}[x_2^\pm, \ldots, x_{j-1}^\pm, x_j, x_j', x_{j+1}^\pm, \ldots, x_n^\pm] \subset \mathbb{Z}[x_2^\pm, \ldots, x_n^\pm],$$

is coprime and such that $b_{ij} \geq 0$ for $i > j$.
for $j \in J$, satisfies the saturation property. Let us write a Laurent polynomial $z \in \mathbb{Z}[x_2^{\pm 1}, \ldots, x_n^{\pm 1}]$ in the form

$$z = \sum_{m=-N}^{N} c_m x_j^m, \quad c_m \in \mathbb{Z}[[x_2, \ldots, x_n^{\pm 1}].$$

By Lemma 4.2, $z \in \mathbb{Z}[x_2^{\pm 1}, \ldots, x_j^{\pm 1}, x_j', x_j^{\pm 1}, \ldots, x_n^{\pm 1}]$ if and only if $c_{-m}$ is divisible by $P_j^m$ for all $m > 0$. This immediately implies the saturation property in question since $P_1$ and $P_j$ are coprime. \qed

We are now ready to prove (6.13). The “$\supset$” inclusion is obvious. Let us prove the “$\subset$” part. Consider an element $y$ of the left-hand side of (6.13). If the leading term $LT_1(y)$ (see Definition 6.3) involves a nonnegative power of $x_1$, then $y \in \mathbb{Z}[x_1, x_2^{\pm 1}, \ldots, x_n^{\pm 1}]$, and we are done by Lemma 6.5. Otherwise, as in the proof of Lemma 6.5, we express $y$ in the form (6.3), so by Lemma 6.4, we have $LT_1(y) = \varphi(c_0) x_1^a$, where by assumption $a < 0$. Using induction on $|a|$, to finish the proof it suffices to find an element $y' \in \mathbb{Z}[x_1, x_1', \ldots, x_n, x_n']$ such that $LT_1(y') = LT_1(y)$. The inclusion $y \in \mathbb{Z}[x_1, x_1', x_2^{\pm 1}, \ldots, x_n^{\pm 1}]$ implies by Lemma 4.2 that $\varphi(c_0) = P_1^{|a|} z$ for some $z \in \mathbb{Z}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$. Applying Lemma 6.4 several times, we conclude that $z = \varphi(c)$ for some $c \in \mathbb{Z}[x_2, x_2', \ldots, x_n, x_n']$. The element $y' = c \cdot (x_1')^{|a|}$ belongs to $\mathbb{Z}[x_1, x_1', \ldots, x_n, x_n']$, and we have, by the definition of $\varphi$,

$$LT_1(y') = \varphi(c) x_1^a P_1^{|a|} = \varphi(c_0) x_1^a = LT_1(y),$$

which completes the proof of Theorem 1.18. \qed

7. Proof of Theorem 1.20

To prove the “if” part of Theorem 1.20, we need to show that acyclicity of $\Sigma$ implies $\mathcal{L}(\Sigma) = \mathcal{A}(\Sigma)$, that is, any cluster variable $x$ of the algebra $\mathcal{A} = \mathcal{A}(\Sigma)$ can be written as a polynomial in $x_1, x_1', \ldots, x_n, x_n'$ with coefficients in $\mathbb{Z}$. By Theorem 1.18, this is true under the additional assumption that $\Sigma$ is coprime. In particular, it is true for the cluster algebra with universal coefficients (see [6] Section 5) defined by the matrix $B$. The corresponding formulas expressing cluster variables as polynomials in $x_1, x_1', \ldots, x_n, x_n'$ hold in any cluster algebra, and the claim follows.

It remains to show that if a seed $\Sigma$ is not acyclic then $\mathcal{L}(\Sigma) \neq \mathcal{A}$. A more precise statement is given in the following proposition.

**Proposition 7.1.** Suppose that a seed $\Sigma = (x, p, B)$ is such that

$$1 \rightarrow 2 \rightarrow \cdots \rightarrow \ell \rightarrow 1$$

is an induced oriented cycle in $\Gamma(\Sigma)$. (That is, there are no edges connecting these $\ell$ vertices except for the $\ell$ edges in the cycle.) Let $\Sigma^{(0)}, \Sigma^{(1)}, \ldots, \Sigma^{(\ell-1)}$ be the sequence of seeds such that $\Sigma^{(0)} = \Sigma$, and each $\Sigma^{(k)} = (x^{(k)}, p^{(k)}, B^{(k)})$ is obtained from $\Sigma^{(k-1)}$ by a mutation in direction $k$ for $k = 1, \ldots, \ell - 1$. Then the cluster variable $y$ such that

$$\{y\} = x^{(\ell-1)} - x^{(\ell-2)}$$

does not belong to $\mathcal{L}(\Sigma)$.

We prove Proposition 7.1 by constructing a “valuation” that is nonnegative on $\mathcal{L}(\Sigma)$ but takes a negative value at $y \in \mathcal{A}$.

To be more specific, recall from Section I that the algebra $\mathcal{A}$ consists of the elements of $\mathcal{F}$ which are Laurent polynomials with coefficients in $\mathbb{Z}$ in the cluster elements of any seed which is mutation equivalent to $\Sigma$. This algebra contains the
cluster algebra \( \mathcal{A} \) (see Corollary 1.12). Let \( \mathcal{A}_{sf} \subset \mathcal{A} - \{0\} \) denote the intersection of \( \mathcal{A} \) with the semifield generated by all cluster variables and the coefficient group \( \mathbb{P} \). Thus, \( \mathcal{A}_{sf} \) consists of all nonzero elements of \( \mathcal{A} \) that can be written as subtraction-free rational expressions in the cluster variables and the elements of \( \mathbb{P} \). Equivalently, the elements of \( \mathcal{A}_{sf} \) are those elements of \( \mathcal{A} \) that can be written as ratios of polynomials in the cluster variables and the elements of \( \mathbb{P} \) with nonnegative integer coefficients.

**Definition 7.2.** A tropical valuation on \( \mathcal{A} \) is a map \( \nu : \mathcal{A} - \{0\} \to \mathbb{R} \) that satisfies the following conditions:

\[
\begin{align*}
(7.1) \quad & \nu(p) = 0 \quad \text{for } p \in \mathbb{Z}\mathbb{P}; \\
(7.2) \quad & \nu(xy) = \nu(x) + \nu(y) \quad \text{for } x, y \in \mathcal{A} - \{0\}; \\
(7.3) \quad & \nu(x + y) \geq \min(\nu(x), \nu(y)) \quad \text{for } x, y, x + y \in \mathcal{A} - \{0\}. \\
(7.4) \quad & \nu(x + y) = \min(\nu(x), \nu(y)) \quad \text{for } x, y \in \mathcal{A}_{sf}.
\end{align*}
\]

**Lemma 7.3.** For any cluster \( x = \{x_1, \ldots, x_n\} \) of \( \mathcal{A} \) and any \( (\nu_1, \ldots, \nu_n) \in \mathbb{R}^n \), there is a tropical valuation \( \nu \) on \( \mathcal{A} \) such that \( \nu(x_i) = \nu_i \) for \( i = 1, \ldots, n \).

**Proof.** As in the proof of Lemma 3.1 for a nonzero Laurent polynomial \( y = y(x_1, \ldots, x_n) \), let \( N(y) \) denote the Newton polytope of \( y \). That is, \( N(y) \) is the convex hull in \( \mathbb{R}^n \) of all lattice points \( \mathbf{m} = (m_1, \ldots, m_n) \) such that the coefficient of the monomial \( x^\mathbf{m} = x_1^{m_1} \cdots x_n^{m_n} \) in \( y \) is nonzero. We claim that the desired valuation \( \nu \) can be defined by

\[
\nu(y) = \min_{\mathbf{m} = (m_1, \ldots, m_n) \in N(y)} (m_1 \nu_1 + \cdots + m_n \nu_n).
\]

The properties (7.1)–(7.3) are obvious from this definition, as is the fact that \( \nu(x_i) = \nu_i \) for all \( i \). The remaining property (7.4) is an immediate consequence of the following statement: for \( x, y \in \mathcal{A}_{sf} \), the Newton polytope \( N(x + y) \) is the convex hull of the union \( N(x) \cup N(y) \). Clearly, \( N(x + y) \) is always contained in the convex hull of \( N(x) \cup N(y) \). Furthermore, each vertex \( \mathbf{m} \) of this convex hull is either a vertex of \( N(x) \) that lies outside \( N(y) \), or a vertex of \( N(y) \) that lies outside \( N(x) \), or a vertex of both \( N(x) \) and \( N(y) \). We only need to show that in the latter case, the coefficient of \( x^\mathbf{m} \) in \( x + y \) is nonzero; this is clear since the subtraction-free condition implies that the coefficient of \( x^\mathbf{m} \) in each of \( x \) and \( y \) is a nonzero subtraction-free rational expression in the elements of \( \mathbb{P} \). \( \square \)

**Proof of Proposition 7.1.** It is enough to show that there exists a tropical valuation \( \nu \) on \( \mathcal{A} \) with the following properties:

\[
\begin{align*}
(7.5) \quad & \nu(x_i) > 0 \quad \text{for } i = 1, \ldots, \ell; \\
(7.6) \quad & \nu(x_i) = 0 \quad \text{for } i = \ell + 1, \ldots, n; \\
(7.7) \quad & \nu(x'_i) \geq 0 \quad \text{for } i = 1, \ldots, \ell; \\
(7.8) \quad & \nu(y) < 0.
\end{align*}
\]

Indeed, in view of (7.1)–(7.3) and (7.5)–(7.6), the exchange relations imply that \( \nu(x'_i) \geq 0 \) for \( i = \ell + 1, \ldots, n \), so \( \nu \) takes nonnegative values at all generators \( x_i \) and \( x'_i \) of \( \mathcal{L}(\Sigma) \). Then the conditions (7.1)–(7.3) imply that \( \nu(x) \geq 0 \) for all nonzero \( x \in \mathcal{L}(\Sigma) \). Comparing this with (7.8), we conclude that \( y \notin \mathcal{L}(\Sigma) \), as claimed.
Thus, it remains to show that (7.9)–(7.11) imply that the seed $\Sigma^{(1)}$, where $\nu$ satisfies (7.8) and the following counterparts of (7.5)–(7.7):

By the mutation rules, we can assume that $\nu$ satisfies (7.8) and the following counterparts of (7.5)–(7.7):

The exchange relation between the seeds $\Sigma$ and $\Sigma^{(1)}$ is obtained by exchanging $x_i$ from the cluster $x^{(1)} = \{x_1, x_2, x_3, \ldots, x_n\}$ of the seed $\Sigma^{(1)}$. To complete the proof, it suffices to show that this valuation satisfies (7.8) and the following counterparts of (7.5)–(7.7):

(7.9) $\nu(x_i) > 0$ for $i = 2, \ldots, \ell$;

(7.10) $\nu(x'_i) = 0$, and $\nu(x_i) = 0$ for $i = \ell + 1, \ldots, n$;

(7.11) $\nu(x''_i) \geq 0$ for $i = 2, \ldots, \ell$,

where $x''_i$ is obtained by exchanging $x_i$ from the cluster $x^{(1)} = \{x_1, x_2, x_3, \ldots, x_n\}$ of the seed $\Sigma^{(1)}$. To complete the proof, it suffices to show that this valuation satisfies (7.8) and the following counterparts of (7.5)–(7.7). By the mutation rules, we can assume that $x''_i = x'_i$ for $i = 3, \ldots, \ell - 1$. Thus, it remains to show that (7.9)–(7.11) imply that

\[
\nu(x_1) > 0, \quad \nu(x'_2) \geq 0, \quad \nu(x''_i) \geq 0.
\]

The exchange relation between the seeds $\Sigma$ and $\Sigma^{(1)}$ can be written as

\[
x_1 x'_1 = M x'_2 + N x''_\ell,
\]

where $M$ and $N$ are monomials in $x_{\ell+1}, \ldots, x_n$. Hence $\nu(M) = \nu(N) = 0$, and $\nu(x_1) = \nu(x_1 x'_1) = \min(|b_{21}|\nu(x_2), |b_{\ell 1}|\nu(x_\ell)) > 0$. 

as required. Similarly,

$$\nu(x_2x'_2) = \min(|b_{12}|\nu(x_1), |b_{32}|\nu(x_3)) = \min(|b_{12}b_{21}|\nu(x_2), |b_{31}b_{12}|\nu(x_3), |b_{32}|\nu(x_3)).$$

On the other hand, using the mutation rule, we can write down the exchange relation between $\Sigma^{(1)}$ and $\Sigma^{(2)}$ as follows:

$$x_2x'_2 = M'x_1^{|b_{12}|}x_3^{|b_{32}|} + N'x_\ell^{|b_{31}b_{12}|},$$

where, as before, $\nu(M') = \nu(N') = 0$. Therefore,

$$\nu(x_2x'_2) = \min(|b_{12}b_{21}|\nu(x_\ell), |b_{32}|\nu(x_3)).$$

Comparing (7.12) and (7.13), we obtain

$$\nu(x'_2) = \min(|b_{12}b_{21}| - 1)\nu(x_2)) \geq 0,$$

as required. The remaining inequality $\nu(x'_2) \geq 0$ is proved in the same way, replacing the indices 2 and 3 with $\ell$ and $\ell - 1$, respectively. This completes the proof. \(\square\)

8. Proofs of Theorem 1.24 and Proposition 1.26

**Proof of Theorem 1.24.** The “if” part is immediate from Theorem 1.16. It remains to prove the converse.

Let $\mathcal{A}$ be a skew-symmetrizable cluster algebra of rank 3 which has no acyclic seeds. We need to show that it is not finitely generated. As in [4], we work on the universal cover of the exchange graph of $\mathcal{A}$, i.e., on the 3-regular tree $\mathbb{T}_3$ whose edges are colored in a proper way using the colors 1, 2, 3. As in [4], we write $t \xrightarrow{j} t'$ if vertices $t, t' \in \mathbb{T}_3$ are joined by an edge labeled by $j$. Every vertex $t \in \mathbb{T}_3$ is associated to a seed $\Sigma(t)$, and we denote its cluster variables by $x_i(t)$, for $i = 1, 2, 3$. Since no seed is acyclic, the exchange relation (7.13) corresponding to an edge $t \xrightarrow{j} t'$ has the form

$$x_j(t)x_j(t') = p_j^+x_i(t)|b_{ij}| + p_j^-x_k(t)|b_{kj}|,$$

where $(i, j, k)$ is a permutation of $(1, 2, 3)$, and both exponents $|b_{ij}|$ and $|b_{kj}|$ are positive integers.

We fix a root vertex $t_\circ \in \mathbb{T}_3$. Let $\nu$ be a tropical valuation of $\overline{\mathcal{A}}$ in the sense of Definition 7.12. We abbreviate $\nu_i(t) = \nu(x_i(t))$. Recall that, by Lemma 7.23, the values $\nu_i(t_\circ)$ at the root vertex $t_\circ$ can be assigned arbitrarily. The rest of the values $\nu_i(t)$ are then determined by the tropical version of (8.1):

$$\nu_j(t) + \nu_j(t') = \min(|b_{ij}(t)|\nu_i(t), |b_{kj}(t)|\nu_k(t)).$$

Let $d(t, t')$ denote the distance between vertices $t$ and $t'$ in $\mathbb{T}_3$. The theorem will follow if we show that, for any positive integer $r$, there exists a tropical valuation $\nu$ such that:

- $\nu_i(t) \geq 0$ for all $i$ and all $t \in \mathbb{T}_3$ with $d(t_\circ, t) \leq r$.
- $\nu_i(t) < 0$ for some $i$ and some $t \in \mathbb{T}_3$ with $d(t_\circ, t) = r + 1$. 


Indeed, this would imply that no finite set of cluster variables generate $\mathcal{A}$. As a consequence, $\mathcal{A}$ does not have a finite set of generators; otherwise, expressing each generator as a polynomial in (finitely many) cluster variables, we would obtain a finite set of those variables as a generating set for $\mathcal{A}$.

We now make use of the assumption that $\mathcal{A}$ is skew-symmetrizable. Let us denote $s_k(t) = \sqrt{|b_{ij}(t)b_{ji}(t)|}$. In view of Lemmas 8.3, 8.4, there are three positive numbers $h_1, h_2, h_3$ such that

$$|b_{ij}(t)| = s_k(t)h_j/h_i$$

for all $t$. We also have $s_j(t) + s_j(t') = s_i(t)s_k(t)$ for every edge $t \xrightarrow{j} t'$ in $\mathbb{T}_3$.

Renormalizing the tropical evaluations $\nu_j(t)$ by

$$\nu_j(t) = h_j s_j(t) \delta_j(t),$$

and substituting (8.3) and (8.4) into (8.2), we see that the numbers $\delta_i(t)$ satisfy

$$s_j(t)\delta_j(t) + s_j(t')\delta_j(t') = s_k(t)s_i(t)\min(\delta_i(t), \delta_k(t)) = (s_j(t) + s_j(t'))\min(\delta_i(t), \delta_k(t)).$$

Introducing the notation

$$u_j(t) = \frac{s_j(t)}{s_j(t) + s_j(t')}$$

we rewrite (8.6) as

$$u_j(t)\delta_j(t) + u_j(t')\delta_j(t') = \min(\delta_i(t), \delta_k(t)).$$

Note that $u_j(t) + u_j(t') = 1$. It remains to prove the following lemma.

**Lemma 8.1.** Suppose that every edge $t \xrightarrow{j} t'$ in $\mathbb{T}_3$ is assigned two positive numbers $u_j(t)$ and $u_j(t')$ such that $u_j(t) + u_j(t') = 1$. Then, for any integer $r \geq 0$, there exists a family of real numbers $\delta_j(t)$ satisfying (8.6) and such that

- $\delta_i(t) \geq 0$ for all $i$ and all $t \in \mathbb{T}_3$ with $d(t_o, t) \leq r$.
- $\delta_i(t) < 0$ for some $i$ and some $t \in \mathbb{T}_3$ with $d(t_o, t) = r + 1$.

**Proof.** A solution of the relations (8.6) is uniquely determined by the initial terms $\delta_1(t_o), \delta_2(t_o), \delta_3(t_o)$ which can be chosen arbitrarily. Let us pick these terms so that $\delta_1(t_o) = \delta_2(t_o) < \delta_3(t_o)$. It is easy to verify by induction on $d(t, t_o)$ that whenever $t \xrightarrow{j} t'$ and $d(t', t_o) > d(t, t_o)$, we have $\delta_j(t') \leq \delta_j(t)$; moreover, this inequality is strict everywhere outside the path going through $t_o$ that has alternating colors 1 and 2. It follows that the sequence $\delta(0), \delta(1), \ldots$ defined by

$$\delta(r) = \min(\delta_i(t) : i \in \{1, 2, 3\}, d(t, t_o) = r)$$

is strictly decreasing. Now for any given $r$, we obtain the desired solution of (8.6) by simply subtracting $\delta(r)$ from all $\delta_j(t)$.

**Proof of Proposition 1.26** Every matrix mutation transforms the matrix

$$B = \begin{bmatrix} 0 & 2 & -2 \\ -2 & 0 & 2 \\ 2 & -2 & 0 \end{bmatrix}$$
into $-B$. Therefore any seed that is mutation equivalent to $\Sigma$ has exchange matrix $\pm B$. It follows that all such seeds are coprime, hence $\overline{A} = \mathcal{U}(\Sigma)$ by Corollary 1.7.

Since both exponents $|b_{ij}|$ and $|b_{kj}|$ in each exchange relation (8.1) are equal to 2, it follows from (8.2) that there is a tropical valuation $\nu$ on $\overline{A}$ such that $\nu(x) = 1$ for each cluster variable $x$. This valuation actually makes $A(\Sigma)$ into a graded algebra with the zero degree component $\mathbb{ZP}$. Thus, to prove the proposition, it is enough to construct a non-constant element $y \in \mathcal{U}(\Sigma)$ with $\nu(y) = 0$.

The exchange relations from the initial seed $\Sigma$ are of the form

$$x_1 x_1' = p_1^- x_2^2 + p_1^+ x_3^2;$$
$$x_2 x_2' = p_2^- x_3^2 + p_2^+ x_1^2;$$
$$x_3 x_3' = p_3 x_1^2 + p_3^+ x_2^2.$$

Then

$$y \overset{\text{def}}{=} \frac{p_1^+ p_2^+ x_1^2 + p_1^- p_2^- x_3^2 + p_1^+ p_2^+ x_3^2}{x_1 x_2} = \frac{p_1^+ p_2^- x_1 + p_2^+ x_3^2}{x_2} = \frac{p_1^- p_2^- x_2 + p_2^+ x_3^2}{x_1} \in \mathcal{U}(\Sigma).$$

Since $y$ is a non-constant element of degree 0, we are done. \hfill \square
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