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Abstract

This paper provides a detailed account of the impact of different offshore wind siting strategies on the design of the European power system. To this end, a two-stage method is proposed. In the first stage, a highly-granular siting problem identifies a suitable set of sites where offshore wind plants could be deployed according to a pre-specified criterion. Two siting schemes are analysed and compared within a realistic case study. These schemes essentially select a pre-specified number of sites so as to maximise their aggregate power output and their spatiotemporal complementarity, respectively. In addition, two variants of these siting schemes are provided, wherein the number of sites to be selected is specified on a country-by-country basis rather than Europe-wide. In the second stage, the subset of previously identified sites is passed to a capacity expansion planning framework that sizes the power generation, transmission and storage assets that should be deployed and operated in order to satisfy pre-specified electricity demand levels at minimum cost. Results show that the complementarity-based siting criterion leads to system designs which are up to 5% cheaper than the ones relying the power output-based criterion when offshore wind plants are deployed with no consideration for country-based deployment targets. On the contrary, the power output-based scheme leads to system designs which are consistently 2% cheaper than the ones leveraging the complementarity-based siting strategy when such constraints are enforced. The robustness of the results is supported by a sensitivity analysis on offshore wind capital expenditure and inter-annual weather variability, respectively.
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1. Introduction

The large-scale deployment of technologies harnessing renewable energy sources (RES) for electricity production has been a mainstay of climate and decarbonization policies. In Europe, solar photo-voltaic and onshore wind power plants have formed the bulk of new renewable capacity additions for over a decade [1]. Nevertheless, in spite of the need for extra capacity deployments required to achieve ambitious decarbonization targets [2], the pace at which these technologies are deployed in a number of countries has remained sluggish of late [1], often as a result of social acceptance issues [3] and the phasing out of renewable support schemes. On the other hand, the economics of offshore wind power generation have greatly improved in recent years [4]. Offshore wind power plants are also located in unpopulated areas and are therefore less subject to social acceptance issues than onshore ones. Furthermore, the offshore wind resource is most often of much better quality than the onshore one [5]. Hence, the large-scale deployment of offshore wind power plants has increasingly been viewed as a key enabler of European decarbonization efforts [6, 7].

However, widely-available RES such as solar irradiance or offshore wind are inherently variable on time scales ranging from minutes to years and integrating them in power systems typically complicates planning and operational procedures [8]. Several solutions have been advocated to alleviate these issues, including the large-scale deployment of electricity storage systems [9, 10] or the implementation of demand response programs [11]. Alternatively, since RES are heterogeneously-distributed in space and time, it has been suggested that siting RES electricity production assets so as to exploit this diversity may reduce the aggregate output variability of RES power plants as well as the residual electricity load (i.e., total load minus renewable production) [12, 13]. The concept of RES complementarity formalises this idea [14].

From a modelling perspective, the interplay between investment (both siting and sizing) and operational decisions should be accounted for in order to evaluate the impact of siting strategies on system design and economics. Hence, ideally, models should perform both siting and sizing simultaneously, have a high spatiotemporal resolution as well as a high level of technical detail. Unfortunately, such models quickly become impractical (e.g., require tens of thousands of core-hours [15]) or intractable. Thus, the siting and sizing problems have traditionally been tackled separately in the literature, but the outcomes of siting models have rarely been leveraged in sizing models.

In this paper, the role that offshore wind power plants may play in the European power system is analysed, with a particular focus on the impact that plant siting strategies have on system design and economics. To this end, a two-stage method is developed. In the first stage, a highly-granular siting problem is solved in order to identify a suitable subset of candidate sites where offshore wind power plants could be deployed. Then, in the second stage, the subset of locations selected in the first stage is passed to a capacity expansion planning framework that sizes the power generation, transmission and storage assets that should be deployed and operated in order to satisfy pre-specified electricity
demand levels at minimum cost subject to technical and policy constraints. An open source tool implementing the two-stage method is also provided for the sake of transparency.

Two types of deployment schemes that select sites so as to maximise their aggregate power output and spatiotemporal complementarity are analysed. Roughly speaking, sites are considered complementary if they rarely experience simultaneous low electricity production events [16]. Two variants of these siting schemes are also studied, wherein the number of sites to be selected is specified on a country-by-country basis rather than Europe-wide. A few hundred sites are identified using each scheme, a high resolution grid and ten years of re-analysis data [17]. These sites are then passed to a capacity expansion planning framework relying on a stylised model of the European power system where each country corresponds to an electrical bus and including an array of power generation and storage technologies. The framework sizes gas-fired power plants, offshore wind power plants, battery storage and electricity transmission assets and operates the system so as to supply electricity demand levels consistent with current European electricity consumption at minimum cost while reducing carbon dioxide emissions from the power sector by 90% compared with 1990 levels and taking a broad range of legacy assets into account. A detailed sensitivity analysis is also performed in order to evaluate the impact of offshore wind cost assumptions and inter-annual weather variability on system design and economics.

This manuscript is organised as follows. Section 2 reviews the relevant studies in the literature. Section 3 presents the two-stage method used to evaluate the impact of RES siting strategies on power system design and economics. The case study is introduced in Section 4 while results are presented and analysed in Section 5. Section 6 concludes the paper and discusses future work avenues.

2. Related Works

The precise estimation of required capacities and incurred costs in RES-dominated power systems relies heavily on a detailed modelling of RES assets [18]. In one of the first studies to quantify the impact of this modelling aspect, Krishnan and Cole [19] reveal that using 356 and 134 profiles to model the wind and solar resource, respectively, within the contiguous US leads to significantly different capacity outcomes compared to the case where the same resources are modelled via one single profile per state (i.e., 48 profiles in total). For example, the solar PV capacity difference between the two set-ups exceeded 32 GW, or 10% of the total installed capacity for this technology. In a more recent assessment, Frysztacki et al. [20] evaluate the role of high-resolution RES siting in a study focusing on the European power system. They confirm the findings of [19] regarding the considerable impact of RES representation on the installed capacity requirements and, in addition, point out that modelling RES via 1024 different profiles leads to 10.5% lower system costs compared to more simplified set-ups using only 37 distinct profiles (i.e., one per country). In the following, the detailed representation of RES to produce an accurate (i.e.,
high-resolution) assessment of the most suitable locations for asset deployment will be referred to as siting. A set-up where the detailed RES representation is integrated in models whose outcomes include installed capacities and associated costs, will be referred to as sizing.

The siting of RES assets has been a growing research topic lately. The models tackling this problem typically put more emphasis on the representation of renewable resources at the expense of other modelling features such as network or time-coupling constraints. In addition, they use non-monetary objectives such as, e.g., residual load or resource variability minimization. For instance, Jerez et al. [21] propose a tool which enables the distribution of RES capacities across a regular grid with a spatial resolution of 0.44°. The problem is tackled by first computing distribution keys that take into account resource quality, population density and the existence of protected areas and then leveraging them to spread pre-defined capacities of RES across the system. Becker and Thrän [22] propose a method that sites wind generators such that the correlation (estimated via the Pearson coefficient) of the underlying resource with that of existing assets is minimized. A heuristic is also designed to solve the problem. Then, Musselman et al. [23] tackle the wind farm siting problem via two different bi-objective models formulated as mixed-integer linear programs (MILP). The first model seeks to simultaneously minimize i) the average residual demand and ii) the average power output variability (measured as the absolute change in residual demand between consecutive periods), while the second model simultaneously minimizes i) the average residual demand and ii) the maximum increase in residual demand over a set of time periods of pre-specified length. Furthermore, a three-stage quadratic program (QP) proposed by Hu et al. [24] uses portfolio optimisation concepts to sit RES assets such that the standard deviation of their aggregate feed-in (i.e., the portfolio volatility) is minimized. However, overlooking the electricity demand in this process brings into question the ability of some of these methods [22, 24] to achieve proper siting. A framework siting RES assets such that the occurrence of simultaneous, system-wide low-generation events is minimized has been recently proposed by Berger et al. [16]. The problem has since been cast as an integer program (IP) for which several solution methods have been proposed [25]. Although they offer a valuable overview of different siting criteria proposed in the literature, a common drawback of all these studies is that they fall short in evaluating the implications of the corresponding outcomes on the design and economics of power systems. Such a feature usually surfaces once a sizing model reveals the configuration of the power system.

The sizing of renewable power generation plants has been traditionally achieved via capacity expansion planning (CEP) frameworks, a class of problems which has received a great deal of attention in recent years [26]. For example, Baringo and Conejo [27] have studied the strategic investment in wind power generation assets by making use of a bi-level formulation in which investment decisions (siting and sizing) define the upper level and market clearing forms the lower level problem. In addition, Munoz et al. [28] tackled the joint generation and transmission expansion planning via a MILP where investment decisions are
done in two stages, such that corrective actions are possible once uncertainty is revealed. In theory, such models are capable of evaluating the implications of RES siting on the design and economics of power systems. However, owing to computational limitations, these models usually have relatively low spatial and temporal resolutions, an aspect that makes it difficult to accurately capture correlations between variable renewable resources and properly site RES assets. Several attempts to integrate spatially-resolved siting of RES assets have been made, yet a common drawback can be identified across all of them. On the one hand, in line with [27, 28] where purely economic criteria are optimised, a study by MacDonald et al. [15] leverages a CEP framework cast as a linear program (LP) to jointly optimise generation, transmission and storage capacities. The model is instantiated with hourly-sampled RES and demand data, while a 13 km regular grid is used for an accurate representation of renewable resources. However, the approach is reported to require thousands of core hours to solve large-scale instances, a feature which makes it difficult to reproduce and limits its use in practice. Another study making use of a cost-minimization CEP framework cast as an LP [29] sites RES assets over a 0.75° regular grid. This time, the formulation of the CEP problem relies on a highly simplified temporal representation of the renewable resource availability (i.e., the hourly resolution is replaced by a 144-step duration curve), an aspect that often limits the ability of the underlying model to accurately estimate system needs [30]. On the other hand, non-economic optimisation criteria have also been used in sizing set-ups. For instance, Wu et al. [31] propose an IP for siting and sizing wind generation at high spatial resolutions (e.g., 3.6 km used in their study) such that the need for peak conventional generation feed-in is minimised. Nevertheless, their formulation, which relies on a full coefficient matrix, is computationally inefficient and its scalability is limited to a few hundred locations and one year of data with hourly resolution. In a similar fashion, Zappa and van den Broek [32] minimize year-round residual demand through a linearly constrained QP. In the proposed model, RES assets are sited over the same regular grid used in [29]. However, their method suffers from similar scalability issues as [31], which limits the scale of problems tackled to a few hundred of RES sites and one year with hourly resolution.

In this paper, thousands of sites are available as candidate deployment locations in the problem of siting offshore wind across European Seas. A two-stage routine that bridges the gap between the streams of literature independently tackling the siting and sizing of RES assets in CEP frameworks is then leveraged to assess the impact of different siting strategies on the design and economics of power systems.

3. Methodology

This section describes the two-stage method combining asset siting schemes and a capacity expansion planning model. Some basic notation used throughout this section is first introduced. The models and solution methods used in
the siting stage are discussed next. Finally, the capacity expansion planning framework is presented.

3.1. Preliminaries

A finite time horizon $T \in \mathbb{N}$ and associated set of time periods $\mathcal{T} = \{1, \ldots, T\}$ are considered. A geographical area is represented by a finite set of locations $\mathcal{L}$, where $|\mathcal{L}| = L$, which may be partitioned into a collection of disjoint regions $\mathcal{L}_n \subseteq \mathcal{L}$, $\forall n \in \mathcal{N}_B$, where $\mathcal{N}_B, |\mathcal{N}_B| = B$, may for instance represent the set of electrical buses in a power system and $\mathcal{L}_n$ may represent a set of candidate RES sites that may be connected to bus $n \in \mathcal{N}_B$. Each location $l \in \mathcal{L}$ is assumed to have a fixed technical potential $\bar{\kappa}_l \in \mathbb{R}_+$, which represents the maximum capacity that may be deployed at this location. In addition, some legacy capacity $\kappa_l \in \mathbb{R}_+$ may have already been deployed at sites $l \in \mathcal{L}_0 \subseteq \mathcal{L}$. A time series $\mathbf{s}_l = (s_{l1}, \ldots, s_{lT}) \in \mathbb{R}_+^T$ describing renewable resource data (e.g., wind speed, solar irradiation) over $\mathcal{T}$ is assumed to be available at each location $l \in \mathcal{L}$. Furthermore, the instantaneous power output of location $l \in \mathcal{L}$ is estimated via a suitable transfer function $h_l$ that returns per-unit capacity factor values $\pi_{lt} = h_l(s_{lt}), \forall t \in \mathcal{T}$, which are stored in a time series $\pi_l = (\pi_{l1}, \ldots, \pi_{lT}) \in \{0,1\}^T$. This transfer function may be that of a single RES power generation technology (e.g., a wind turbine or a solar PV module) or that of an entire power station (e.g., a wind farm or a PV power station).

3.2. Siting Schemes

The models and solution methods used in asset siting schemes are described in this section.

3.2.1. Models

Models that select a pre-specified number of suitable candidate sites so as to optimise a given criterion are introduced. Two different criteria are considered, leading to two different siting schemes. The first criterion measures the aggregate power output ($\text{PROD}$), while the second one measures the spatiotemporal complementarity that sites exhibit ($\text{COMP}$). Both siting problems are cast as integer programming models.

**Aggregate Power Output.** This siting scheme selects a collection of disjoint subsets of locations so as to maximise their average capacity factor. More precisely, a pre-specified number of locations $k_n \in \mathbb{N}$ (including legacy locations) is selected in each region $\mathcal{L}_n$, and the total number of locations that must be deployed is $k = \sum_{n \in \mathcal{N}_B} k_n$. In order to formulate this problem as an integer program, a set of binary variables is introduced. Indeed, a binary variable $x_l \in \{0,1\}$ is used to indicate whether location $l$ is selected for deployment, that is, $x_l = 1$ if location $l$ is selected for deployment and $x_l = 0$ otherwise. A binary matrix with entries $A_{nl} \in \{0,1\}$ is also used to indicate whether location $l$ belongs to region $\mathcal{L}_n$, such that $A_{nl} = 1$ if this is the case and $A_{nl} = 0$ otherwise. Note that since regions are disjoint, each column of this matrix has exactly one nonzero
entry, and we may assume without loss of generality that locations are ordered such that matrix $A$ is block diagonal. The problem at hand then reads

$$\max_{x_l} \frac{1}{k} \sum_{l \in \mathcal{L}} x_l \left[ \frac{1}{T} \sum_{t \in T} \pi_{lt} \right]$$ \hspace{1cm} (1a)

subject to

$$\sum_{l \in \mathcal{L}} A_{nl} x_l = k_n, \ \forall n \in \mathcal{N}_B,$$ \hspace{1cm} (1b)

$$x_l = 1, \ \forall l \in \mathcal{L}_0,$$ \hspace{1cm} (1c)

$$x_l \in \{0, 1\}, \ \forall l \in \mathcal{L}.$$ \hspace{1cm} (1d)

The objective function (1a) computes the average capacity factor of the locations selected for deployment. The cardinality constraints (1b) ensure that exactly $k_n$ locations are selected in region $\mathcal{L}_n$, $\forall n \in \mathcal{N}_B$, while constraints (1c) guarantee that legacy assets are taken into account. Finally, constraints (1d) express the binary nature of location selection decisions.

**Spatiotemporal Complementarity.** This siting scheme selects a collection of disjoint subsets of locations so as to maximise their spatiotemporal complementarity. Recall that, in this paper, locations are considered complementary if they rarely experience simultaneous low electricity production events (compared with a pre-specified reference production level) \[16, 25\]. The framework that makes it possible to cast this problem as an integer program is discussed next.

First, a set of time windows $\mathcal{W}$, $|\mathcal{W}| = W$, is constructed from the set of time periods $\mathcal{T}$. More precisely, a time window $w \in \mathcal{W}$ can be seen as a subset $\mathcal{T}_w \subseteq \mathcal{T}$ of $\delta$ successive time periods, and all time windows $w \in \mathcal{W}$ have the same length $\delta$. Note that successive time windows overlap and share exactly $\delta - 1$ time periods, while the union of all time windows covers the set of time periods $\mathcal{T}$. Then, the per-unit power generation level $\bar{\pi}_{lw} \in [0, 1]$ of each candidate site $l \in \mathcal{L}$ is evaluated over the duration of each time window $w \in \mathcal{W}$ using a prescribed measure $g_l$, such that $\bar{\pi}_{lw} = g_l(\{\pi_{lt}\}_{t \in \mathcal{T}_w})$. This measure may for instance compute the average production level over each window $w \in \mathcal{W}$. This would essentially be equivalent to applying a moving average-based filter to the original power production signal and result in a smoothed power output signal. The degree of smoothing would be controlled by $\delta$, which makes it possible to study resource complementarity on different time scales. A local, time-dependent reference production level $\alpha_{lw} \in \mathbb{R}_+$ is also specified at each candidate site $l \in \mathcal{L}$, and may for instance be proportional to the electricity demand. A location $l \in \mathcal{L}$ is considered productive enough over window $w$ if $\bar{\pi}_{lw} \geq \alpha_{lw}$. Location $l$ is then said to cover window $w$ and be non-critical. Checking whether this condition is satisfied for all locations and time windows enables the construction of a binary matrix with entries $D_{lw} \in \{0, 1\}$, such that $D_{lw} = 1$ if location $l$ covers window $w$ and $D_{lw} = 0$ otherwise. In order to formalise the intuitive definition of resource complementarity introduced earlier, a threshold $c \in \mathbb{N}$ is specified, such that for any subset of candidate locations
A window \( w \in W \) is said to be \emph{c-covered} or \emph{non-critical} if at least \( c \) locations cover it (i.e., produce enough electricity over its duration). More formally, window \( w \) is non-critical if \( \sum_{l \in L} D_{lw} \geq c \).

Using the notation introduced for the first siting scheme, formulating the integer programming problem only requires the definition of a set of additional binary variables. More precisely, for each window \( w \in W \), a binary variable \( y_w \in \{0, 1\} \) indicating whether \( w \) is non-critical is introduced, such that \( y_w = 1 \) if \( w \) is non-critical and \( y_w = 0 \) otherwise. The problem of siting renewable power plants so as to maximise their spatiotemporal complementarity then reads

\[
\max_{x_l, y_w} \sum_{w \in W} y_w \quad \text{subject to} \\
\sum_{l \in L} D_{lw} x_l \geq c y_w, \quad \forall w \in W, \quad (2a) \\
\sum_{l \in L} A_{nl} x_l = k_n, \quad \forall n \in N_B, \quad (2b) \\
x_l = 1, \quad \forall l \in L_0, \quad (2c) \\
x_l \in \{0, 1\}, \quad \forall l \in L, \quad (2d) \\
y_w \in \{0, 1\}, \quad \forall w \in W. \quad (2e)
\]

The objective function (2a) simply computes the number of non-critical time windows observed over the time horizon of interest. Dividing the objective by the total number of time windows shows that it can be interpreted as quantifying the empirical probability of having sufficient levels of electricity production across at least \( c \) locations simultaneously. A low objective value therefore implies that simultaneous low electricity production events occur often, which indicates poor complementarity between locations. Constraints (2b) define the binary classification of time windows and express the fact that a time window \( w \in W \) is non-critical if at least \( c \) locations selected for deployment cover it. The cardinality constraints (2c) ensure that exactly \( k_n \) locations are selected in region \( L_n, \forall n \in N_B \), while constraints (2d) guarantee that legacy assets are accounted for in siting decisions. Finally, constraints (2e) express the binary nature of location selection decisions and time window criticality, respectively.

### 3.2.2. Solution Methods

The solution methods used to tackle problems (1) and (2) are discussed next.

**Aggregate Power Output.** Since the objective function (1a) is separable and the coefficient matrix in Eq. (1b) is block diagonal, problem (1a-1d) is straightforward to decompose and solve. More precisely, the \( k_n \) most productive locations can be selected independently in each region \( L_n, \forall n \in N_B \). In each region \( L_n \), this can be achieved by successively i) computing the average capacity factor of each location \( \tilde{\pi}_l = (1/T) \sum_{t \in T} \pi_{lt}, \forall l \in L_n \), ii) sorting locations based on their
average capacity factor \( \bar{\pi}_l \), iii) adding the locations with the highest average capacity factors to a set \( L_n \subseteq L_n \) that initially contains the legacy locations belonging to region \( n \), until \( |L_n| = k_n \). The solution \( L \) to problem (1) is then obtained by taking the union of these sets, \( L = \bigcup_{n \in N_B} L_n \).

**Spatiotemporal Complementarity.** An approximate solution method relying on a mixed-integer relaxation of problem (2) followed by a local search algorithm inspired by the simulated annealing algorithm [33] is used to tackle (2a-2f) [25].

The mixed-integer relaxation is formed by relaxing the integrality constraint (2f) of the time window variables. The key advantage of this approach lies in the fact that the siting variables \( x_l, \forall l \in L \), remain integer in the solution and subsets of locations \( L_n \subseteq L_n, \forall n \in N_B \), can be directly extracted from them. The number of non-critical windows associated with this collection of subsets \( L = \bigcup_{n \in N_B} L_n \) can be computed via a function \( f_c \) such that

\[
 f_c(L) = \left| \left\{ w \in W \mid \sum_{l \in L} D_{wl} \geq c \right\} \right|. \tag{3}
\]

The local search algorithm starts from a subset of locations \( L_0 \subseteq L \) obtained by solving the mixed-integer relaxation of problem (2). Note that by construction, \( L_0 \) includes legacy locations and satisfies the cardinality constraints (2c).

Since legacy locations cannot change, they are first removed from \( L_0 \) in order to initialise the incumbent solution \( L \subseteq L \). Likewise, legacy locations are removed from the set of candidate sites that may be selected in each region \( L_n, \forall n \in N_B \). Then, the algorithm performs a fixed number of iterations \( I \in N \) in the hope of improving the incumbent solution. More specifically, in each iteration, a fixed number \( N \in N \) of neighbouring solutions is drawn at random from the neighbourhood of the incumbent solution.

A neighbouring solution \( \hat{L} \) can be constructed from the incumbent solution as follows. For each region \( L_n, s(n) \) different locations are sampled uniformly at random from both \( L_n \setminus L \) and \( L_n \cap L \), and these locations are swapped. The numbers of locations sampled in different regions are chosen at random such that the cardinality constraints (2c) remain satisfied and \( \sum_{n \in N_B} s(n) = r \). Then, each of the \( N \) neighbouring solutions is tested against the incumbent solution and stored in a temporary candidate solution \( \tilde{L} \) if it is found to outperform previously-explored neighbouring solutions. Their performance is evaluated via the difference \( \tilde{\Delta} \) between the objectives achieved by the neighbouring and incumbent solutions. Once \( N \) neighbouring solutions have been explored, the candidate solution corresponds to a neighbouring solution that maximises \( \tilde{\Delta} \) among all sampled solutions. Note that \( \tilde{\Delta} \) may be negative (i.e., if the algorithm does not manage to improve on the incumbent).

If \( \Delta > 0 \), the candidate solution becomes the new incumbent solution. By contrast, if \( \Delta < 0 \), whether the candidate solution becomes the new incumbent solution depends on the outcome \( b \) of a random variable drawn from a Bernoulli distribution with parameter \( p \). This parameter depends on both \( \Delta \) and the so-called annealing temperature \( T(i) \). Roughly speaking, the temperature controls
the extent to which the search space is explored in an attempt to find better solutions and exit local optima. The temperature is specified by a temperature schedule that provides a temperature \(T(i)\) for each iteration \(i\). This procedure is repeated until the maximum number of iterations \(I\) is reached. Algorithm 1 summarises these ideas.

3.3. Capacity Expansion Planning Framework

Upon retrieving a suitable subset of locations \(L \subseteq \mathcal{L}\) from the siting stage, the associated capacity factor time series \(\{\pi_l\}_{l \in L}\), legacy capacities \(\{\kappa_l\}_{l \in L}\) and technical potentials \(\{\bar{\kappa}_l\}_{l \in L}\) are passed as input data to a capacity expansion planning (CEP) framework that determines the optimal power system design. More precisely, the CEP model described in (4a)-(4s) selects and sizes the power generation, transmission and storage assets that should be deployed and operated in order to satisfy pre-specified electricity demand levels across Europe at minimum cost subject to a set of technical and environmental constraints. In the formulation below, Latin letters denote optimization variables, while Greek characters represent problem parameters.

A set of working assumptions characterize the capacity expansion planning framework used in the current study. First, investment decisions in power system assets are made by a central planner who also operates the system, has perfect foresight, and whose goal is to minimise total system cost in a purely deterministic set-up. A static investment horizon is considered and the investment and operation problems are solved concurrently. Investment decisions are made once (at the beginning at the optimisation horizon), while the operational decisions are taken on an hourly basis. Second, investments in generation, transmission or storage capacities are continuous variables and transmission expansion is limited to the reinforcement of existing corridors. Third, the network is represented by i) a set of existing nodes, which represent an aggregation of real electrical nodes and ii) a set of existing transmission corridors, which connect the aforementioned nodes. Legacy generation assets at existing nodes are taken into account. Additional dispatchable capacity (e.g., gas-fired power plants) may be added at those nodes, while additional RES generation capacity may also be built at existing nodes, provided that the local renewable potential is not fully exploited. Finally, as seen in (4a)-(4s), no unit commitment constraints are considered and the full operating range of dispatchable power plants is assumed stable.

The objective function (4a) includes the capacity-dependent investment and fixed operation and maintenance (O&M) costs and the output-dependent variable O&M expenditures. In addition, an economic penalty is enforced on electricity demand shedding. Then, the electricity supply and demand balance is enforced via (4b).

\[
\begin{align*}
\min_{K, \{p_l\}_{l \in T}} & \sum_{n \in \mathcal{N}_p} \sum_{l \in L_n} (\zeta^l + \theta^l_f) K_l + \sum_{n \in \mathcal{N}_p} \sum_{j \in \mathcal{G} \cup \mathcal{R} \cup \mathcal{S}} (\zeta^j + \theta^j_f) K_{nj} + \sum_{n \in \mathcal{N}_p} \sum_{s \in \mathcal{S}} \zeta^s S_{ns} + \sum_{c \in \mathcal{C}} (\zeta^c + \theta^c_f) K_c \\
\text{subject to} & \text{balance constraints}.
\end{align*}
\]  
(4a)
Algorithm 1 Local Search Algorithm

Input $L_0$, $L_0$, $N_B$, $\{L_n\}_{n \in N_B}$, $I$, $N$, $r$, $T$, $f_c$

1: $L \leftarrow L_0 \setminus L_0$
2: for $n \in N_B$ do
3:     $L_n \leftarrow L_n \setminus L_0$
4: end for
5: $i \leftarrow 0$
6: while $i < I$ do
7:     $\Delta \leftarrow -\infty$
8:     $j \leftarrow 0$
9:     while $j < N$ do
10:        $\hat{L} \leftarrow L$
11:        $s \leftarrow$ vector storing the number of locations to sample per region
12:        for $n \in N_B$ do
13:            $S_+ \leftarrow s(n)$ locations sampled from $L_n \setminus L$ uniformly at random
14:            $S_- \leftarrow s(n)$ locations sampled from $L_n \cap L$ uniformly at random
15:            $L \leftarrow (L \setminus S_-) \cup S_+$
16:        end for
17:        $\hat{\Delta} \leftarrow f_c(\hat{L} \cup L_0) - f_c(L \cup L_0)$
18:        if $\hat{\Delta} > \Delta$ then
19:            $L \leftarrow \hat{L}$
20:            $\Delta \leftarrow \hat{\Delta}$
21:        end if
22:        $j \leftarrow j + 1$
23:     end while
24:     if $\Delta > 0$ then
25:         $L \leftarrow \hat{L}$
26:     else
27:         $p \leftarrow \exp(\Delta/T(i))$
28:         draw $b$ from Bernoulli distribution with parameter $p$
29:         if $b = 1$ then
30:             $L \leftarrow \hat{L}$
31:         end if
32:     end if
33: end while
34: $L \leftarrow L \cup L_0$

Output $L, f_c(L)$
The operation and deployment of the RES units whose locations are determined by leveraging the siting models in Section 3.2 are constrained by (4c) and (4d), respectively. The next six equations model the operation and sizing of the remaining generation units, including RES technologies that are not sited. More specifically, modelling aspects such as instantaneous in-feed (4e), ramp rates (4f-4g), minimum operating levels (4h), CO₂ emission levels (4i) or technical potential limitations (4j) are considered.

\[ s.t. \sum_{n \in N_B} p_{lt} + \sum_{g \in G} p_{ngt} + \sum_{s \in S} p_{nt} + \sum_{c \in C} p_{ct} + p_{enst} \leq \lambda_{nt} + \sum_{c \in C_{nt}} C_{nst} + \sum_{s \in S} p_{ct}, \forall n \in N_B, \forall t \in T \quad (4b) \]

It is worth mentioning the two most common situations in which the latter six constraints are enforced. On the one hand, if dispatchable units are modelled (e.g., gas-fired power plants), the time-dependent availability \( \pi_{nt} \) in Eq. (4c) is set to one across the entire optimisation horizon. On the other hand, if a RES technology not sited via the models in Section 3.2 is addressed, the aforementioned parameter is instantiated with a per-unit capacity factor time series that is aggregated at the spatial resolution represented by bus \( n \in N_B \).

Furthermore, the per-unit ramp rates \( \Delta^+_g \) and \( \Delta^-_g \) in Eq. (4f-4g) are set to one, while the must-run and the specific CO₂ emission levels \( \mu_g \) and \( \nu^CO_2_g \), respectively, are set to zero.

\[ p_{nst}^D \leq K_{ns}, \forall n \in N_B, \forall s \in S, \forall t \in T \quad (4k) \]

\[ p_{nst}^C \leq \phi_s K_{ns}, \forall n \in N_B, \forall s \in S, \forall t \in T \quad (4l) \]

\[ \epsilon_{nst} = \eta^{SD}_{nst} \epsilon_{nst-1} + \omega_s \eta^{C}_{nst} p_{nst}^C - \omega_s \eta^{D}_{nst} p_{nst}^D, \forall n \in N_B, \forall s \in S, \forall t \in T \quad (4m) \]

\[ \mu_s S_{ns} \leq \epsilon_{nst} \leq S_{ns}, \forall n \in N_B, \forall s \in S, \forall t \in T \quad (4n) \]
\[ k_{ns} \leq S_{ns} \leq \bar{k}_{ns}, \forall n \in \mathcal{N}_B, \forall s \in \mathcal{S} \quad (40) \]

Storage units are modelled via (4k) to (4o), assuming independent energy and power ratings and asymmetric charge/discharge rates, while constraints (4p) and (4q) define the transportation model governing the flow in transmission assets.

\[ |p_{ct}| \leq (\kappa_c + K_c), \forall c \in \mathcal{C}, \forall t \in \mathcal{T} \quad (4p) \]
\[ \kappa_c + K_c \leq \bar{k}_c, \forall c \in \mathcal{C} \quad (4q) \]
\[ \sum_{n \in \mathcal{N}_B} \sum_{s \in \mathcal{S}} q_{ngt}^{CO_2} \leq \Psi^{CO_2} \quad (4r) \]
\[ \sum_{d \in \mathcal{D}} K_{nd} + \sum_{r \in \mathcal{R}} \Pi_{nr} K_{nr} + \sum_{l \in \mathcal{L}_n} \Pi_l K_l \geq (1 + \Phi_n) \hat{\lambda}_n, \forall n \in \mathcal{N}_B \quad (4s) \]

A system-wide CO\(_2\) budget is enforced via (4r). Then, a system adequacy constraint is enforced via (4s) following the definition provided in [34], according to which a system is adequate in the long-term by ensuring that the amount of firm capacity exceeds the peak demand by a planning reserve margin. According to Eq. (4s), this constraint is enforced at every bus \( n \in \mathcal{N}_B \) and the corresponding peak demands and reserve margins are defined by \( \hat{\lambda}_n \) and \( \Phi_n \), respectively. There are two main sources providing firm capacity. On the one hand, set \( \mathcal{D} \) in the first term on the left-hand side gathers dispatchable power generation technologies. On the other hand, RES assets also contribute to the provision of firm capacity and their participation is proportional to their capacity credit, as defined in [35]. To this end, two sets of RES technologies are defined. The one in the second term of (4s) gathers the subset of RES technologies which are not sited, while \( \mathcal{L}_n \) defines, for every \( n \in \mathcal{N}_B \) the collection of sites obtained from the previous siting stage.

3.4. Implementation

With the exception of the siting algorithm (detailed in Section 3.2.2) which was implemented in Julia 1.4, the implementation of the proposed framework is based on Python 3.7. All simulations were run on a workstation running under CentOS, with an 18-core Intel Xeon Gold 6140 CPU clocking at 2.3 GHz and 256 GB RAM. The sizing problem (4a-4s) is implemented in PyPSA 0.17 [36]. Gurobi 9.1 was used to solve the MIR of (2), as well as (4a-4s).

4. Case Study

The upcoming section describes the case study used to investigate i) the outcome of siting offshore wind plants within European borders by leveraging the two siting strategies introduced in Section 3.2 and ii) the impact these siting strategies have on the resulting power system configurations. First, the realistic set-up used in the siting stage is presented. Then, the main features of the
CEP framework are introduced. Recall that, in this exercise, offshore wind is the only renewable resource for which siting decisions are analysed, while the other RES technologies (i.e., onshore wind, utility-scale and distributed PV) are modelled via aggregate, per-country profiles obtained from the renewables.ninja data platform [37, 38].

4.1. Offshore Wind Siting

Renewable Resource Data. For this analysis, ten years (i.e., 2010 to 2019) of hourly-sampled wind speed data at a spatial resolution of 0.25° are obtained from the ERA5 reanalysis dataset [17]. The time series are then re-sampled by preserving the mean of each consecutive subset of three hours across the entire time horizon, yielding \( T = 29216 \) time periods. The conversion of raw resource data into capacity factor time series (a step required in both siting strategies introduced in Section 3.2) is achieved by applying the transfer function of a wind farm to the time series of wind speeds. Determining the appropriate wind farm transfer function for each candidate site involves a two-step process. First, the ten-year average wind speed is computed and the relevant IEC wind class is determined [39]. Once the wind class is known, an appropriate wind turbine is selected (in this exercise, two wind turbines are available, i.e., the Vestas V90 and V164 models) and the corresponding farm-specific transfer function is determined via a power curve smoothing procedure inspired from [40].

Deployment Targets. Initially, an a priori filtering of candidate offshore wind locations is performed in order to discard sites where it would be impractical to deploy wind power plants. To this end, the following criteria are considered. First, a latitude threshold of 70°N is considered and all candidate locations beyond that limit are discarded. Second, sites with an average depth (i.e., the water depth across the entire reanalysis grid cell associated with the site) beyond 999 m are also discarded. Third, only candidate sites situated between 12 nm and 120 nm (i.e., nautical miles) from the shore are further considered [41]. Finally, sites where operational or already planned offshore wind farms exist [42] are added back to the set of candidate locations, in case they were discarded following the application of the aforementioned filters. As a result, a total of \( L = 2472 \) candidate offshore sites (whose distribution per EEZ can be seen in the \(|L_n|\) column of Table 1) are available in the siting stage. A visualization of the set of candidate sites is provided in the Supplementary Material.

In order to compute the number of sites \( k \) that should be considered for deployment, the siting stage assumes the need for up to 450 GW of offshore wind across 19 Exclusive Economic Zones (EEZ) within Europe, in line with a recent study published under the aegis of the European Commission [7]. The conversion of the capacity requirements within each EEZ \((\kappa_n)\) into the cardinality constraints \((k_n)\) required in \([13, 10]\) and \([24, 27]\) is achieved through Eq. (5), where \([\cdot]\) denotes the ceiling function, \(\rho_r\) denotes the power density of the RES technology \(r \in \mathcal{R}\) (expressed in MW/km²), \(\sigma_{site}\) represents the surface area of a (generic) candidate location (expressed in km²) and \(\epsilon_{site}\) denotes the
dimensionless cell surface utilisation factor (since only a share of the cell surface area can be exploited for RES deployment purposes due to competing land uses). Given that, at this stage, the geo-positioning of the $\mathcal{K}$ sites to be identified is not known, average values for the last two parameters are considered. In particular, an offshore power density of $6\,\text{MW/km}^2$ (consistent recent developments in the North Sea basin [43]), a candidate site surface area of $442.5\,\text{km}^2$ (corresponding to a $0.25^\circ$-resolution cell at a latitude of $55^\circ\text{N}$) and a cell surface utilization factor of $50\%$ were considered. In consequence, a total of $350$ sites (whose per-country distribution can be seen in column $\tilde{k}_n$ of Table 1) are required to accommodate the targeted $450\,\text{GW}$ of offshore wind.

$$\tilde{k}_n = \left\lceil \frac{\kappa_n}{\rho_r \times \sigma_{\text{site}} \times \epsilon_{\text{site}}} \right\rceil \quad \forall n \in \mathcal{N}_B$$

According to a recent survey [42], around $99\,\text{GW}$ of offshore wind capacity are currently in operation or in various stages of planning (e.g., construction, permitting, etc.) within European borders. When siting RES assets, taking into account the existence of legacy installations has a significant impact on the final outcome, as their location (and the corresponding generation patterns) influences the resulting deployment schemes. In the exercise at hand, the exact geo-positioning of the available legacy wind installations (retrieved from [42]) is mapped to the reanalysis grid used to perform the siting exercise, such that each wind farm is associated with an ERA5 grid point. This procedure reveals that, among the $L = 2472$ candidate sites, $|\mathcal{L}_0| = 135$ of them (whose distribution per country is given in column $|\mathcal{L}_{0,n}|$ of Table 1) have at least $100\,\text{MW}$ of legacy wind installations. At this point, a final adjustment is required to determine the values of $k_n$. This adjustment is necessary in two particular cases, i.e, i) when the number of legacy sites exceeds the previously computed $\tilde{k}_n$ or ii) when the number of candidate sites does not suffice to accommodate the required capacity under the aforementioned $(\rho_r, \sigma_{\text{site}}, \epsilon_{\text{site}})$ assumptions, and is enforced via Eq. (6). As a result of this final adjustment, three additional sites (i.e., all of them associated with the EEZ of Greece) are added to the sets of required deployments and candidate locations, respectively. The resulting values for $k_n$ are gathered under the column with the same name in Table 1. Throughout the analysis, both partitioned (i.e., $B = 19$, where offshore wind sites are deployed whilst respecting the $k_n$ values per EEZ specified in Table 1) and un-partitioned (i.e, $B = 1$, where the $k = \sum_{n \in \mathcal{N}_B} k_n$ sites are freely deployed across the European Seas) siting strategies will be investigated.

$$k_n = \min\{|\mathcal{L}_n|, \max\{|\mathcal{L}_{0,n}|, \tilde{k}_n\}\} \quad \forall n \in \mathcal{N}_B$$

COMP Siting Set-Up. The COMP siting strategy is carried out for a time window length $\delta$ of one time period (i.e., three hours). Then, a location $l \in \mathcal{L}$ is considered non-critical during time window $w$ if its maximum theoretical generation potential exceeds a pre-defined share of the system-wide electricity demand.
Table 1: Capacity requirements and cardinalities of various locations sets for the 19 European countries included in this study. Table entries sorted in descending order based on the capacity requirements per EEZ.

| EEZ | $\kappa_n$ [GW] | $|\mathcal{L}_n|$ [sites] | $|\mathcal{L}_{0,n}|$ [sites] | $\hat{k}_n$ [sites] | $k_n$ [sites] |
|-----|-----------------|----------------|----------------|----------------|----------------|
| UK  | 80              | 700            | 39             | 61             | 61             |
| NL  | 60              | 102            | 8              | 46             | 46             |
| FR  | 57              | 231            | 7              | 43             | 43             |
| DE  | 36              | 81             | 17             | 28             | 28             |
| DK  | 35              | 119            | 15             | 27             | 27             |
| NO  | 30              | 187            | 1              | 23             | 23             |
| PL  | 28              | 51             | 10             | 22             | 22             |
| IE  | 22              | 219            | 5              | 17             | 17             |
| IT  | 20              | 112            | 2              | 16             | 16             |
| SE  | 20              | 254            | 9              | 16             | 16             |
| FI  | 15              | 128            | 5              | 12             | 12             |
| ES  | 13              | 77             | 0              | 10             | 10             |
| GR  | 10              | 39             | 11             | 8              | 11             |
| PT  | 9               | 17             | 1              | 7              | 7              |
| BE  | 6               | 4              | 2              | 5              | 4              |
| LV  | 4               | 8              | 1              | 4              | 4              |
| LT  | 3               | 49             | 0              | 3              | 3              |
| EE  | 1               | 47             | 2              | 1              | 2              |
| HR  | 1               | 47             | 0              | 1              | 1              |
By expressing the former as the product between the technical potential \( \bar{\kappa}_l \) and the capacity factor \( \bar{\pi}_{lw} \), this condition can be written as

\[ \bar{\kappa}_l \bar{\pi}_{lw} \geq \frac{\varsigma}{k} \lambda_w, \quad (7) \]

where \( \varsigma \) represents the proportion of the electricity demand during window \( w \) (i.e., \( \lambda_w \)) to be covered by offshore wind plants (which in this exercise is uniformly set to 30\%, as suggested in [44]) and \( k \) denotes the number of system-wide offshore wind deployments, whose per-partition distribution is detailed in Table 1. Dividing both sides of Eq. (7) by \( \bar{\kappa}_l \) yields the local criticality definition introduced in Section 3.2.1, where the reference production level \( \alpha_{lw} = \varsigma \lambda_w / \bar{\kappa}_l k \). Furthermore, threshold \( c \) in Eq. (2b) is set such that at least half of the locations must cover any time window for it to be labeled non-critical. In order to retrieve the COMP set of sites, Algorithm 1 is run thirty times and the solution with the highest objective function (i.e., the highest number of non-critical windows) is retrieved and passed to the subsequent CEP stage. With respect to the algorithm parameters, a neighbourhood radius \( r \) of 1, an initial temperature \( T \) of 100 and an exponential temperature schedule \( T(i) = 100 \times \exp(-10 \times i/I) \) were considered. Additionally, \( I = 5000 \) iterations with \( N = 500 \) neighbouring solutions each are considered for each run of the algorithm.

4.2. Capacity Expansion Problem

Network Topology. The set of countries considered in the sizing stage includes, aside from the ones listed in Table 1, Austria, Hungary, The Czech Republic, Slovakia, Switzerland (as landlocked territories), Bulgaria, Romania and Slovenia (with no offshore wind capacity mentioned in [7]). It should be noted that \( L_n = \emptyset \) for the subset of countries previously mentioned (i.e., no offshore wind sites available). Each country is modelled as one node, while the network topology is based upon that used for the 2018 version of the TYNDP [45]. A map of the topology is provided in the Supplementary Material. It is hereby assumed that all interconnections crossing bodies of water are developed as DC cables, while the remainder are AC cables. As mentioned previously, transmission expansion decisions are limited to the reinforcement of existing corridors. The connection costs of offshore sites to the associated onshore buses depend on the capacity of the generation unit (representing a 20% share of the capital expenditure [46]), but not on the distance to shore. Hourly-sampled demand data covering the same ten years used in the siting stage (i.e., 2010 to 2019) is retrieved from [47]. Then, as in the previous siting stage, time series are resampled at three-hourly resolution by preserving the mean of each consecutive subset of three hours across the entire time horizon.

Electricity Generation Assets. There are nine technologies available for electricity generation, i.e., offshore and onshore wind, utility-scale and distributed solar PV, run-of-river and reservoir-based hydro, nuclear plants, open- and combined-cycle gas turbines (OCGT and CCGT, respectively). Only a subset of these
technologies (i.e., the offshore wind and the gas-fired units) are sized, while installed capacities of onshore wind, solar PV, hydro and nuclear power plants remain fixed throughout the optimisation. Recall that the technical potentials of the offshore wind sites are inputs from the siting stage. By contrast, those of the remaining generation technologies to be sized in the CEP framework (i.e., OCGT and CCGT) are assumed to be unconstrained. All generation technologies except the gas-fired power plants are assumed to have non-zero installed capacities at the beginning of the optimisation exercise. More specifically, 61.5 GW of nuclear power capacity, 33.5 GW of run-of-river hydro power capacity and 98.1 GW of reservoir-based hydro power capacity are available throughout the selected European countries [48, 49].

Existing wind capacity is obtained from [42], where 99.1 GW of offshore wind and 160.5 GW of onshore wind capacity in various development stages are reported across Europe. Utility-scale solar PV capacity data is retrieved from [50], where a legacy capacity of 45.5 GW is reported throughout Europe. Finally, country-aggregated capacities for distributed PV installations are retrieved from [51], where the existence of 77.7 GW of such installations is reported within European borders.

Electricity Storage Assets. Two technologies are available for storing electricity, namely, pumped-hydro (PHS) and battery storage (Li-Ion). It is assumed that no legacy capacity is available in Europe for the latter. Pumped-hydro units are not sized within the CEP framework at hand and the power ratings of existing plants are retrieved from [49], where a total of 54.5 GW/1950 GWh of PHS units are reported. A summary of the techno-economic data used to instantiate the CEP problem is provided in Table 2.

Policy Constraints. A set of policy-related constraints are enforced in the CEP problem. One of the main constraints driving the design of power systems under deep decarbonization targets is the CO\textsubscript{2} budget. In the current exercise, this budget is enforced system-wide and its value imposes a 90\% reduction in carbon dioxide emissions throughout the optimisation horizon relative to 1990 levels. Then, a planning reserve margin of 20\% is considered at each bus \( n \in \mathcal{N}_B \) in Eq. (4s). The set \( \mathcal{D} \) gathering dispatchable generation units providing firm capacity includes OCGT, CCGT, nuclear and reservoir-based hydro power plants. Furthermore, at each bus \( n \in \mathcal{N}_B \), the capacity credit of RES sites is computed during the top 5\% time instants of peak electricity demand.

A detailed account of the techno-economic assumptions considered in this study is provided in the Supplementary Material. The input data used to set-up the siting and sizing models is available at [52]. The code used to run the both models is available at [53] and [54], respectively.

\textsuperscript{1}The modelling of run-of-river capacity factors and of inflows into the water storage of reservoir-based plants is detailed in the Supplementary Material.

\textsuperscript{2}The specific durations of these units is estimated on a unit-by-unit basis via a procedure that is detailed in the Supplementary Material.
Table 2: Summary of techno-economic parameters used to instantiate the CEP problem. N/A values denote either i) the lack of a capacity upper bound or ii) economic information which is irrelevant for the purpose of this study. Data sources are provided in the Supplementary Material.

| Technology              | $\bar{\kappa}$ | $\bar{\kappa}$ | CAPEX  | FOM  | VOM  | Lifetime |
|-------------------------|----------------|----------------|--------|------|------|----------|
|                         | GW(h)          | GW(h)          | M€/GW(h) | M€/GW(h)-yr | M€/GWh | yrs      |
| Onshore Wind            | 160.51         | 160.51         | N/A    | 29.47 | 0.00 | 25       |
| Offshore Wind           | 99.14          | $\approx$450.00$^1$ | 1881.08 | 49.11 | 0.00 | 25       |
| Utility-Scale PV        | 45.52          | 45.52          | N/A    | 7.14  | 0.00 | 25       |
| Distributed PV          | 77.69          | 77.69          | N/A    | 5.36  | 0.00 | 25       |
| OCGT                    | 0.0            | N/A            | 838.87 | 3.03  | 0.0076 | 30       |
| CCGT                    | 0.0            | N/A            | 1005.27 | 7.58  | 0.0053 | 30       |
| Nuclear                 | 61.55          | 61.55          | N/A    | 106.25 | 0.0018 | 40       |
| Run-of-River Hydro      | 33.52          | 33.52          | N/A    | 0.00  | 0.0119 | N/A      |
| Reservoir Hydro         | 98.12          | 98.12          | N/A    | 0.00  | 0.0152 | N/A      |
| Pumped-Hydro            | 54.54          | 54.54          | N/A    | 14.20 | 0.0002 | N/A      |
| Battery Storage$^2$     | 0.00           | N/A            | 100.00 / 94.00 | 0.54  | 0.0017 | 10       |
| HVAC                    | 100.61         | N/A            | 2.22   | 0.017 | 0.00 | 40       |
| HVDC                    | 31.07          | N/A            | 1.76   | 0.021 | 0.00 | 40       |

$^1$ Value to be interpreted as a lower bound on the real value which depends on the outcome of the sizing stage (as the potential of each site is proportional to its corresponding surface area which, in turn, depends on the latitude).

$^2$ For battery storage (Li-ion), the values before and after the slash sign under the CAPEX header express the capital expenses for power and energy components. Moreover, the FOM is expressed in M€/GW and applies to the power component, while the VOM is expressed in M€/GWh and applies to the energy component.
5. Results

In this section, a series of experiments that compare the implications of the proposed siting schemes on the design and economics of power systems is conducted. In particular, the impact of two variants (i.e., partitioned and unpartitioned) of \textit{PROD} and \textit{COMP} on the siting of roughly 350 offshore wind power plants in the European power system is discussed.

5.1. Impact of Siting Decisions on Offshore Production and Residual Load

The first set of results provides insight into the impact of the two siting strategies on the aggregate offshore wind and residual demand signals. To this end, an unpartitioned set-up is used (i.e., where sites are deployed with no consideration for territorial constraints), whose outcome can be seen in Figure 1 for both \textit{PROD} and \textit{COMP} schemes, where green markers depict the 135 legacy offshore wind sites. In the top figure, the \textit{PROD} strategy concentrates all remaining sites to be deployed in two of the most productive areas within the European Seas (i.e., the Atlantic region offshore the British Isles and the North Sea area between Denmark and Norway) [5]. By contrast, the bottom subplot shows that the \textit{COMP} strategy distributes sites across several distinct areas found within European EEZ. More specifically, offshore wind deployments under this strategy seem to follow two directions. On the one hand, resource-rich sites in the Atlantic region are still exploited, though to a lesser extent considering that the very good resource in the North Sea basin is already well represented in the set of legacy sites. On the other hand, a significant share of the sites picked by \textit{COMP} are spread in two regions (i.e., Iberia and Southeastern Europe) that are known to have distinct and complementary wind regimes to the ones in Northern Europe, as pointed out in [55, 56].

The effects of offshore wind power plant siting decisions on the aggregate offshore wind and residual load signals can be seen in Figures 2 and 3. More specifically, Figure 2 displays the aggregate offshore wind signal (top subplot) as well as the aggregate residual demand signal (bottom subplot). The signal shown in the top subplot is obtained by spatially averaging the capacity factor time series of the 353 locations selected by the two siting schemes under consideration, while the aggregate residual demand signal is calculated as follows i) the technology power density and site area assumptions considered in Section 4.1 are preserved and ii) the demand signals of every country in Table 1 are summed to yield a single EU-wide profile from which the aggregate offshore wind feed-in is subtracted. Figure 3, on the other hand, shows the statistical distribution of the residual demand (3a) as well as the statistical distribution of the spread between the maximum and minimum residual demand for 12-hourly and daily (disjoint) time periods (3b and 3c). All distributions are constructed using data from ten weather years (2010-2019).

Figure 2 suggests that the \textit{COMP} scheme is indeed able to select sites with fewer periods of simultaneous low electricity production than the \textit{PROD}. More precisely, aggregate capacity factor values stay between (roughly) 30% and 60% for the \textit{COMP} scheme while the range of capacity factor values covered by
Figure 1: Deployment patterns for the PROD (top) and COMP (bottom) siting schemes for the unpartitioned ($B = 1$) case. In both plots, legacy locations are displayed in green. Exclusive Economic Areas depicted by the grey contours outside the European land mass.
Figure 2: Visual examples of aggregate offshore wind (top) and residual demand (bottom) signals for the unpartitioned \((B = 1)\) PROD and COMP schemes.

Figure 3: Statistical distribution of the residual demand under the unpartitioned \((B = 1)\) PROD and COMP siting schemes (left). Statistical distribution of the (max-min) spread for 12-hourly and daily disjoint intervals of the residual demand time series under the unpartitioned \((B = 1)\) PROD and COMP siting schemes (right). Boxes depicting the first quartile, median and third quartile of time series, respectively.
the *PROD* scheme is much broader. This observation is consistent with the fact that the *COMP* deployment pattern covers 29031 time windows (out of 29218), while the *PROD* pattern covers 27147 time windows (around 6.5% fewer than *COMP*), which also implies that instances of high residual load are more frequent in the *PROD* pattern. This claim is supported by Figure 3a, which shows that the *COMP* scheme leads to an overall reduction in residual demand. Indeed, the first quartile, the median, the third quartile and the maximum of the *COMP* scheme all correspond to significantly lower residual demand values than those of the *PROD* scheme. Furthermore, Figure 2 suggests that some degree of aggregate output variability reduction on time scales ranging from hours to days may be obtained as a by-product of the *COMP* scheme. This intuition is also supported by the box plots in Figures 3b and 3c, which indicate that both the full and interquartile ranges of sifting patterns produced by the *COMP* scheme are narrower than those obtained by the *PROD* scheme. Finally, in Figure 2c, it can be seen that the *COMP* scheme sometimes produces less than *PROD* for a few days in a row, which can partly be attributed to the fact that the *PROD* scheme maximises the average capacity factor.

Variants of the *PROD* and *COMP* sifting schemes that select locations while satisfying country-based deployment targets (\(B = 19\), as shown in Table 1) are analyzed next. The associated *PROD* and *COMP* deployment patterns are shown in Figure 4, where green markers depict legacy locations. In this context, the *PROD* scheme (top map) yields a set of clusters of locations, which correspond to the most productive areas of each EEZ. Hence, the resulting deployment pattern is much more scattered than the one observed in the unpartitioned set-up and benefits from much more diverse wind regimes, as suggested by Grams et al. [55]. The *COMP* pattern (bottom map) is even more scattered than the *PROD* one. Legacy locations are common to both schemes and about 19% of non-legacy locations selected by the *COMP* scheme are also selected by the *PROD* scheme, up from 6% in the unpartitioned set-up. The partitioned *PROD* and *COMP* patterns therefore share a total of 176 locations (i.e., roughly 50% of all selected locations). Furthermore, in several countries, the number of candidate locations available is only slightly greater than the number of locations that must be deployed there. Hence, even though locations selected in these countries by the *PROD* and *COMP* schemes may not be exactly identical, they nevertheless end up being in the direct vicinity of one another and therefore experience very similar wind regimes. This is especially true in the Baltic Sea and in countries like Denmark or the Netherlands. This also happens in countries such as France and Ireland, though to a lesser extent, in spite of the fact that the numbers of candidate locations available far exceed the numbers of locations that must be deployed there. Overall, this analysis suggests that the two sifting schemes are likely to yield deployment patterns whose performance are comparable. Inspecting the *COMP* sifting objectives achieved by both deployment patterns confirms this intuition. More precisely, the *COMP* pattern covers 27981 windows, while the *PROD* pattern covers 27688 windows. In other words, there is only a 1% difference between them. In addition, Figure 5 shows the distributions of residual demand aggregated across
Figure 4: Deployment patterns for the PROD (top) and COMP (bottom) siting schemes for the unpartitioned \((B = 19)\) case. In both plots, legacy locations are displayed in green. Exclusive Economic Areas depicted by the grey contours outside the European land mass.
Europe and on a country-by-country basis. At the notable exception of Norway, where the median residual load of the COMP scheme is slightly higher than that of the PROD scheme, the residual demand distributions that both schemes yield are virtually identical. Interestingly, the first quartile, median and third quartile of the EU-wide COMP distribution correspond to residual demand levels that are slightly higher than those observed for the PROD distribution, while maximum residual levels are virtually identical for both schemes. Hence, these results suggest that enforcing country-based deployment targets and selecting locations in the most productive areas is enough to take advantage of the diversity that exists in European offshore wind regimes.

5.2. Impact of Siting Decisions on Capacity Expansion Planning Outcomes

In this section, the impact of different siting schemes on the outcomes of the capacity expansion planning set-up described in Section 3.3 are investigated. To this end, the outcomes of the two variants of the two siting schemes introduced in Section 3.2 (four in total, i.e., $B = 1$ vs $B = 19$ for both PROD and COMP) are used to run the CEP stage over the ten individual weather years included in the siting optimization problem (i.e., 2010 to 2019).

5.2.1. Impact on Power System Economics

Figure 6 gathers the objectives (i.e., annualized system costs) achieved in the forty aforementioned runs. First, the scatter plot shows distinct trends across partitioned and unpartitioned siting schemes, respectively. On the one hand, COMP seems to outperform PROD consistently (i.e., by 0.4% to 5.9% depending on the weather year considered) across the ten weather years when partitioning constraints are not enforced ($B = 1$). By contrast, when country-based deployment targets ($B = 19$) are accounted for in the siting of offshore wind power plants, the PROD scheme leads to annualized system costs that are between 1.2% and 2.8% lower than those achieved by the COMP scheme, depending on the weather year considered. In addition, this plot shows a great deal of variability in the sizing objectives achieved by different siting schemes.
and for different weather years (e.g., differences of up to 20% between the partitioned and unpartitioned PROD schemes). This suggests that both siting decisions and inter-annual weather variability can have a substantial impact on the economics of power systems relying heavily on weather-dependent renewable generation assets such as offshore wind power plants. Unless otherwise stated, the analyses carried out in the next sections focus on the two extreme weather years (i.e., 2010 and 2014) in order to gain a better understanding of how siting decisions affect power system design.

5.2.2. Impact on Power System Design

A summary of relevant system design indicators is provided in Table 3, where the CEP outcomes of eight different runs (i.e., two weather years, two siting strategies, two deployment set-ups) are reported.

The first half of Table 3 gathers results obtained for CEP instances constructed using unpartitioned deployment patterns ($B = 1$, depicted in Figure 1). A number of observations can be made. First, higher offshore wind capacities are observed in COMP-based configurations. This is due to the fact that the average capacity factors (41.5% and 41.6% for 2010 and 2014, respectively) are lower than the ones of the set of sites corresponding to PROD (43.0% and 45.0% for 2010 and 2014, respectively), an aspect which inherently leads to higher installed capacities in the former scheme (considering that both PROD and COMP are required to meet the same electricity demand profile). More installed capacity leads to more electricity generation from these units in the 2010 instance and also to a significant reduction of curtailment volumes in both weather years considered. Moreover, maybe the most notable effect of deploying sites based on COMP is a reduction in dispatchable capacity requirements. Recall that COMP is designed to minimize the occurrence of system-wide resource
scarcity events, such as the one depicted in Figure 2a. As a result, the corre-
sponding sizing instances consistently reveal smaller capacities for dispatchable
generation units. More specifically, OCGT and CCGT capacities are reduced by
up to 18.2% and 49.8% compared to the corresponding PROD runs. This also
translates into considerably smaller generation volumes from these units, with
the exception of OCGT in the 2014 run, where the additional 2.4 TWh are used
to replace the generation deficit brought up by offshore wind. Furthermore,
Li-Ion does not seem to play a significant role in the design of the resulting
systems (an aspect that holds across all subsequent runs). This outcome has
two main causes. First, considerable pumped-hydro storage capabilities exist
as legacy installations in the system under study. Second, the time resolution
used in this exercise (i.e., three-hourly) does not capture short-term balancing
events for which Li-Ion storage is particularly appealing. With respect to trans-
mision capacities, it appears that COMP is on par with PROD in the 2010
instance (though a 15.7% increase in flows leads to a more efficient utilization
of the infrastructure), while a reduction of 16.4% is observed in the 2014 run. Put

together, these outcomes lead to total system cost reductions under the COMP
scheme of 5.9% (for 2010) and 3.6% (for 2014). It is worth pointing out that
cost savings achieved by a reduction in dispatchable capacity deployment and
use are partly offset by an increase in offshore wind capacity deployment, which
is comparatively much more expensive per unit capacity.

Results pertaining to CEP instances constructed from partitioned deploy-
ment patterns \(B = 19\) are provided in the second half of Table 3. To begin with, the number of non-critical windows obtained for these
set-ups reveal a much tighter difference between the two deployment schemes,
\(i.e., 94.71\%\) (or 27688) and 95.77\% (or 27981) for PROD and COMP, respec-

tively. In terms of system costs, partitioned PROD regularly out-performs par-
titioned COMP, as already revealed in Figure 6. Specifically, the latter scheme
leading to system configurations which are 2.8\% (for the 2010 instance) and 2.3\% (for the 2014 case) more expensive than the corresponding PROD-based runs.

This outcome can be explained as follows. Regardless of the weather year con-
sidered, the COMP-based runs deploy more offshore wind capacity (additional
3.1\% and 2.9\% in the 2010 and 2014 runs, respectively), which translates into
higher capital expenditures. Nevertheless, the associated generation levels are
slightly inferior to those of the PROD-specific instances due to the differences
between the capacity factors of the sets of sites associated with the two siting
schemes (recall that PROD is by design selecting the locations with the highest
capacity factors in all \(B = 19\) regions). More specifically, the average capacity
factors for the PROD set of \(k = 353\) sites are 42.3\% and 43.8\% (2010 and 2014,
respectively), compared to 40.9\% (during 2010) and 42.3\% (during 2014) for the
COMP set of locations. This time, however, the PROD deployment pattern
also exploits a great deal of resource diversity itself, which leads to significantly
mitigated dispatchable capacity and generation requirements compared to the
un-partitioned PROD case. The COMP siting scheme enables, even in these
conditions, an overall capacity reduction of dispatchable units (\(i.e., 2.4\) GW
and 3.6 GW in 2010 and 2014, respectively) compared to PROD, which indi-
Table 3: Comparison of annualized system costs and installed capacities for various technologies sized in the CEP framework. The analysis is conducted for the partitioned ($B = 1$) and un-partitioned ($B = 19$) variants of the PROD and COMP siting schemes and for a weather year with inferior (i.e., 2010) and superior (i.e., 2014) wind quality, respectively.

| Weather Year | Siting Scheme | 2010 | 2014 |
|--------------|---------------|------|------|
| Indicator    | PROD          | COMP | PROD | COMP |
| $K^1$        | $p^2$         | $K$  | $p$  | $K$  | $p$  |
| $W^\text{off}$ | 416.4         | 1532.4 | 463.8 | 1679.2 | 397.0 | 1517.9 | 411.3 | 1514.1 |
| OCGT         | (29.7)        | (25.4) | (41.3) | (15.7) |
| CCGT         | 298.6         | 5.3   | 286.2 | 4.7   | 308.6 | 7.1   | 252.4 | 9.5   |
| Li-Ion       | 0.01          | N/A   | 0.01  | N/A   | 0.01  | N/A   | 0.01  | N/A   |
| Transm.      | 189.0         | 1802.5 | 188.9 | 2085.3 | 188.8 | 2015.9 | 157.8 | 1839.67 |
| ASC$^5$      | 84.8          | 79.8  | 70.4  | 67.9  |

$K^1$ denotes the system-wide capacity of a given technology (incl. legacy capacity), as resulted from the optimisation exercise and it is expressed in energy units. For instance, capacities of generation technologies (e.g., offshore wind, OCGT, CCGT) are reported in GW. For lithium-ion storage (Li-Ion), the same quantity it is expressed in GWh, while transmission capacities are expressed in TWkm.

$p^2$ denotes the amount of electricity produced (for generation technologies) or transported (for transmission technologies) across over a full year. Values are expressed in TWh.

Values in parentheses represent offshore wind curtailment volumes (expressed in the same units as $p$).

In this table, both electricity transmission technologies (i.e., AC and DC) are aggregated into one term.

ASC stands for "annualized (total) system cost", is expressed in billion € and represents the objective function of the expansion planning stage.
cates that the complementarity-based siting method still manages to provide a set of sites that decreases the peak residual demand across the system. However, power generation from VOM-intensive dispatchable power plants is now used to cover for the offshore wind feed-in deficit, thus resulting in increased O&M expenditures compounding the additional capital costs due to wind offshore deployments. Finally, no significant differences can be seen in terms of transmission capacity or transited volumes. These results suggest that, as opposed to the un-partitioned scenario, COMP slightly under-performs compared to a siting strategy that assumes the deployment of the most productive offshore sites across the 19 Exclusive Economic Zones.

5.3. Sensitivity Analysis

In this section, a sensitivity analysis is performed in order to evaluate the robustness of results obtained for the partitioned deployment patterns with respect to offshore wind cost assumptions and inter-annual weather variability.

5.3.1. Impact of Offshore Wind Cost Assumptions

In view of recent offshore wind cost projections suggesting that costs are likely to decrease substantially by 2050 [57] and considering the small difference between annualized system costs reported in Table 3 for the PROD and COMP schemes (especially for the partitioned set-ups), evaluating the sensitivity of these results to the economic assumptions laid out in Table 2 is warranted. More precisely, the outcomes of the partitioned PROD and COMP schemes are used in CEP set-ups where the capital expenditure of offshore wind is varied between 25% and 125% of the reference cost, by increments of 25%. The results of this experiment are gathered in Figure 7, where the red and blue markers represent the relative difference (in percentage points) between the objectives of PROD- and COMP-based runs (a positive value indicates higher costs for the latter) for the 2010 and 2014 weather years, respectively.

It is clear from Figure 7 that COMP-based power system designs are consistently more expensive than their PROD counterparts, regardless of the offshore wind cost. The relative difference between the sizing objectives decreases steadily as the value of the cost multiplier decreases and falls below 2% for both weather years considered, when offshore wind CAPEX is assumed to be only 25% of the reference value. Overall, the COMP schemes lead to system designs that are 1.37% to 2.51% and 1.83% to 2.88% more expensive than their PROD counterparts for the 2014 and 2010 weather years, respectively. The main reason behind PROD consistently leading to cheaper system configurations is the fact that, regardless of the offshore wind cost, the total cost of COMP-based system designs is offset by additional offshore wind capacity deployments. As already discussed in Section 5.2.2, this outcome is driven by lower average capacity factors for the COMP sites compared to the ones corresponding to the PROD sets of locations.
5.3.2. Impact of Inter-Annual Weather Variability

The variance in the sizing outcomes obtained for problem instances with a time horizon of one year (shown in Figure 6) supports previous findings suggesting that inter-annual weather variability may have a substantial impact on the cost of operating power systems with high shares of RES-based generation \cite{58}. Consequently, this experiment seeks to evaluate the performance of power system designs obtained with the partitioned PROD and COMP schemes when the full time series of weather data leveraged in the siting stage (i.e., 2010-2019) is used to instantiate the CEP problem that sizes the system.

The figures in Table 4 indicate that the intuition provided by the sizing runs relying on extreme weather years (see Section 5.2.2) still holds when the inter-annual variability of the offshore wind resource is properly accounted for. More specifically, the system configuration based on the COMP siting strategy is 2.4\% more expensive than the one relying on the PROD deployment scheme. Two main factors are behind this cost difference. First, the partitioned PROD siting scheme naturally yields a collection of very productive offshore wind sites. Indeed, a ten-year average capacity factor of 43.2\% is achieved across the 353 sites. Moreover, as previously reported in Section 5.2.2, the partitioned PROD deployment pattern achieves a COMP siting objective that is only 1\% lower than that of the COMP deployment pattern. On the other hand, the average capacity factor of the 353 COMP sites is around 41.9\%. This drives the investment in an additional 8.6 GW of offshore wind capacity in the COMP system, which represents more than half of the annualized system cost difference between PROD and COMP in Table 4. Second, although the COMP siting scheme leads to a system design with more offshore wind capacity, the slightly inferior capacity factors lead to a generation deficit of 178 TWh across
Table 4: Breakdown of installed capacities and costs per technology for the partitioned PROD- and COMP-based system designs obtained for a sizing problem instance with a time horizon of ten years (corresponding to the ten weather years used in the siting stage, namely 2010-2019).

| Scheme | ASC | OCGT | CCGT | Woff | Transm. |
|--------|-----|------|------|------|---------|
| PROD   | 722.68 (b€) | 291.3 | 36.4 | 435.7 | 129.4 |
|        | K (GW/TWkm) | | | | |
|        | CAPEX (b€) | 106.6 | 17.4 | 420.6 | 41.7 |
|        | p (TWh) | 88.0 | 590.6 | 16512.5 | 14270.5 |
|        | OPEX (b€) | 8.2 | 41.1 | 0.0 | 0.0 |
| COMP   | 740.22 (b€) | 288.4 | 36.6 | 444.3 | 129.4 |
|        | K (GW/TWkm) | | | | |
|        | CAPEX (b€) | 105.6 | 17.5 | 431.4 | 41.7 |
|        | p (TWh) | 80.4 | 696.3 | 16334.0 | 14147.4 |
|        | OPEX (b€) | 7.5 | 48.4 | 0.0 | 0.0 |

the ten-year optimisation horizon. Legacy generation units, e.g., run-of-river or reservoir-based hydro plants, with non-zero operating costs (as opposed to offshore wind generation) and CCGT power plants (with high O&M costs) are used to cover the aforementioned shortfall. In total, the additional operating costs incurred by this shift from offshore wind to other generation technologies make up for the remainder of the total cost difference observed between the PROD- and COMP-based configurations in Table 4.

5.4. Discussion

It is worth pointing out that, even in the most extreme of situations (represented in Figure 6 by the 2010 un-partitioned set-up), the relative cost difference between system designs using PROD or COMP siting outcomes does not exceed 6%. The reasons for this limited difference are twofold. First, the case study proposed in this paper investigates solely the siting of offshore wind sites. In the ten-year runs detailed in Section 5.3.2, offshore wind represents 38.7% and 45.4% of the Europe-wide total installed capacity and generation volumes, respectively (values for the COMP-based run), while the remainder corresponds to power generation, storage and transmission technologies which are modelled in an identical fashion in both PROD- and COMP-based CEP set-ups. Therefore, the system cost differences identified throughout Section 5.2 should be interpreted accordingly as the economic impact of one offshore wind siting strategy or the other on the design of the power system. Second, it should be emphasized that 135 out of a total of k = 353 sited offshore locations (i.e., a share of 38%) belong to the subset of legacy sites. This aspect further explains the relatively limited differences in total system costs as, in practice, only 218 offshore wind locations are being sited via the investigated siting strategies. In other words, at most 218 offshore wind resource profiles can differ between the outcomes of COMP and PROD.

An observation consistently made throughout the results section is that COMP outperforms PROD as long as the latter does not fully exploit the
resource diversity available across European EEZs (i.e., the un-partitioned set-ups). This suggests that concentrating offshore wind installations in rich, but relatively limited geographical scopes (e.g., the North Sea [59]), while deferring their deployment in regions swept by distinct wind regimes (e.g., the Baltic or Mediterranean areas) could lead to undesirable outcomes. One example of such an outcome would be the heavy deployment of thermal dispatchable capacity that would be required to guarantee system adequacy which, considering the duration of investment cycles in the power sector and unless carbon-neutral fuels can be used, would lead to investment decisions that are not consistent with the pathways enabling the achievement of ambitious climate targets by 2050 [2].

Another finding in Section 5.2.2 concerns the differences observed between the system configurations leveraging the un-partitioned and partitioned siting schemes, respectively. In particular, the two COMP schemes will be discussed. On the one hand, as the un-partitioned set-up is a relaxation of the partitioned case, the former outperforms the latter in terms of siting scores. Specifically, the $B = 1$ case yields a set of locations covering 99.36% of the time windows, while 95.77% of the time windows are non-critical under the $B = 19$ set-up. Interestingly, the superior siting score of the unpartitioned scheme does not translate into a cheaper system configuration, as observed in Figure 6, where x markers fall below the o markers, regardless of the weather year considered.

This outcome can be partly explained by the workings of the system adequacy constraint (4s) of the CEP framework, according to which offshore wind (as any other RES technology) can contribute to the provision of firm capacity. More precisely, this constraint is such that system adequacy must be ensured at country-level in order to avoid situations where certain countries excessively depend on electricity imports. Thus, in the partitioned set-up, offshore wind contributes to the provision of firm capacity in all $B = 19$ countries across Europe where capacity could be deployed [7]. On the contrary, ignoring the partitioning constraints (i.e., $B = 1$) results in some countries having less (e.g., Germany, the Netherlands, Norway, etc.) wind deployments compared with the partitioned set-up, as seen in Figure 1. For those countries, the offshore wind potential (which is proportional to the number of deployed sites) becomes lower than in the partitioned set-up (where more sites were deployed) and, in turn, cannot contribute as much to system adequacy. The two dispatchable power generation technologies sized in the CEP problem (i.e., OCGT and CCGT) become the alternatives for firm capacity (since other RES are not sized in the CEP) and the optimiser ends up deploying additional OCGT capacity due to its lower cost per unit capacity, thus augmenting the total system cost of the unpartitioned set-up.

Another explanation for the partitioned cases outperforming the un-partitioned ones in terms of system cost pertains to the limited amount of system-related information that is made available to the siting stage, irrespective of the siting strategy considered. An example of such information whose implications are relatively easy to gauge are the network constraints. Recall that the siting stage relies solely on renewable resource and electricity demand data and that the classification of time windows is oblivious to limits on transmission capaci-
ity between regions. In consequence, even though the unpartitioned COMP sitting scheme leads to a higher siting score than the partitioned case, the CEP stage does not manage to take full advantage of the offshore sites identified in the $B = 1$ set-up. Indeed, on average (across the ten single-year COMP runs reported in Figure 6), the capacities deployed at 92.2% of the 218 offshore sites selected by the partitioned COMP scheme (excluding legacy sites) exceed 100 MW, while only 73.4% of them exceed the same capacity threshold in the CEP set-up based on the unpartitioned COMP outcome. Most of the unexploited sites in the $B = 1$ scheme are located in the densely deployed areas of Southwestern and Southeastern Europe. From a siting perspective, the wind regimes of these regions are particularly appealing, since they differ from the ones that prevail in the Northern half of the continent [55]. Nevertheless, in this case, the benefits of resource diversity cannot be reaped due to the limited options for electricity transmission between the Iberian peninsula and Central-Western Europe, and between Greece and Central Europe.

6. Conclusion

In this paper, a realistic case study evaluating the role that offshore wind power plants may play in the European power system is proposed, with a particular focus on the impact that plant siting strategies have on system design and economics. The paper builds upon a method that combines a siting stage selecting a subset of promising locations for deployment and a capacity expansion framework identifying the power system design that supplies pre-specified demand levels at minimum cost while satisfying technical and policy constraints. In the interest of transparency, an open source tool implementing the two-stage method is also made available.

Two types of deployment schemes that select sites so as to maximise their aggregate power output (PROD) and spatiotemporal complementarity (COMP) are analysed. Two variants of these siting schemes are also considered, wherein the number of sites to be selected is specified on a country-by-country basis rather than Europe-wide. A few hundred sites are identified by each scheme using a high resolution grid and ten years of reanalysis data, and these sites are then passed to a capacity expansion planning framework in order to assess the impact of siting decisions on power system design and economics. The framework relies on a stylised model of the European power system where each country corresponds to an electrical bus and includes an array of power generation and storage technologies. The framework seeks to size gas-fired power plants, offshore wind power plants, battery storage and electricity transmission assets and operate the system in order to supply electricity demand levels consistent with current European electricity consumption at minimum cost while reducing carbon dioxide emissions from the power sector by 90% compared with 1990 levels and taking a broad range of legacy assets into account. A detailed sensitivity analysis is also performed in order to evaluate the impact of offshore wind cost assumptions and inter-annual weather variability on system design and economics.
Results show that the COMP scheme yields deployment patterns that have both a much steadier aggregate power output and much lower residual load levels than the PROD scheme if sites are selected without enforcing country-based deployment targets. However, when such constraints are enforced, the siting schemes produce deployment patterns that lead to similar levels of residual load. This suggests that systematically deploying offshore wind sites in the most productive areas of most European countries makes it possible to take full advantage of the diverse wind regimes available in European seas. In addition, power system designs obtained using COMP deployment patterns consistently feature more offshore wind capacity and less dispatchable capacity than PROD-based designs. This difference does not always translate into power systems that are cheaper for either of the siting schemes. More precisely, the COMP scheme leads to system designs that are up to 5% cheaper than PROD-based ones when sites are selected without enforcing country-based deployment targets. When such targets are enforced, however, the PROD scheme leads to system designs that are consistently 2% cheaper than COMP-based ones. These results are shown to hold under a broad range of offshore wind cost assumptions and are not affected by inter-annual weather variability.

In future work, several directions can be envisioned for refining the analysis. First, integrating the siting of other RES technologies (e.g., onshore wind, solar PV) into the proposed two-stage method would be of interest to evaluate their synergies in supplying European demand at minimal cost. Then, enhancing the network modelling by i) using a higher spatial resolution and a refined topology, ii) relying on a better approximation of network flows (e.g., a DC-OPF model) would improve the accuracy of the analysis. Evaluating the impact of unit commitment costs and constraints on system designs obtained for different siting schemes would also be of interest. Finally, representing the effect of short-term RES uncertainty in dispatch decisions could also provide some insight into the benefits that different siting schemes may bring about.
Appendix

A1. Siting

Candidate sites

The set of candidate sites for offshore wind deployment is shown in Figure 8. In this plot, it can be easily seen that the latitude and distance-to-shore filters are the ones mainly driving the selection of candidate sites. In addition, candidate sites within several Exclusive Economic Zones (EEZ) are not included in this study for different reasons. First, as Albania, Bosnia and Herzegovina, as well as Montenegro are not considered in this study, their EEZs and the corresponding candidate offshore wind sites are not shown in Figure 8. Second, the EEZ of the Russian exclave of Kaliningrad is not considered for similar reasons. In addition, the territorial waters around the British dependencies of Jersey and Guernsey are not included, as they are not officially part of the EEZ of Great Britain.

Figure 8: Set of candidate locations for offshore wind deployment (in yellow).
A2. Sizing

**Network topology**

The power system topology used in the capacity expansion planning stage is based on the 2018 version of the Ten Year Network Development Plan of ENTSO-E [45]. More specifically, each country is represented by one node (to which demand and generation signals are attached) and a copper plate assumption is made for power flows within its borders. The links between countries represent aggregations of the total cross-border capacities projected in 2027. For costing purposes, all interconnectors crossing bodies of water are assumed to be developed as DC cables, while the remainder are assumed to be built as AC underground cables. These assumptions can be visualized in Figure 9.

**Hydro Modelling**

Hydro power plants modelling requires specific attention, as their operation is inherently constrained by resource- and design-related aspects, e.g., reservoir size, water inflows. In modelling the run-of-river (i.e., ROR) units, inspiration is drawn from the operation of variable RES technologies (e.g., wind, solar PV). Indeed, these former class of plants relies on the availability of water flows to operate, as they do not have significant storage capabilities to regulate their operation. Therefore, after distributing the 33.5 GW of ROR capacity [49]
across the 28 countries (based on their geo-location), these plants are modelled as non-dispatchable, aggregated installations whose per-unit, hourly capacity factors are assumed proportional to the runoff available in the country where the aggregate ROR capacity is located.

More specifically, let $C$ be the set of all countries and $T$ be the set of all time instances under study. For any country $c \in C$, the runoff time series of all reanalysis data points found within its borders are first summed up (8a) and then normalized (8b). Subsequently, data outliers (i.e., in this case, flood-related events during which the runoff spikes for short periods of time) are removed via an additional step in which a country-specific and dimensionless flood event threshold is used to clip such entries, as shown in (8c). In this equation, $f_c$ denotes the aforementioned threshold, while $q_{f_c}(\bar{r}_c)$ denotes the $f_c$th quantile of the runoff vector in country $c$. The values of this threshold (listed in Table 5) are set such that the yearly average ROR capacity factors reaches 50% across all countries$^4$. Finally, the hourly availability of ROR plants can be obtained via (8d), where $K_{ROR}^c$ denotes the ROR installed capacity in country $c$.

$$r_{o,t} = \sum_{cell \in c} r_{o,cell,t}, \forall c \in C \tag{8a}$$

$$\bar{r}_c = \frac{r_{o,t}}{\max(\bar{r}_c)}, \forall c \in C, \forall t \in T \tag{8b}$$

$$\tilde{r}_c = \min(\bar{r}_c, q_{f_c}(\bar{r}_c)), \forall c \in C, \forall t \in T \tag{8c}$$

$$p_{ROR}^{ROR} = \tilde{r}_c K_{ROR}^c, \forall c \in C, \forall t \in T \tag{8d}$$

Reservoir-based hydro power plants (STO) are modelled as dispatchable units with limited generation capabilities, as their feed-in is usually limited by two aspects, i.e., water inflow availability and storage capabilities. At first, as STO reservoir capacity data is scarce in $^{49}$, a procedure to approximate water retention capabilities on a country-by-country basis is employed. Subsequently, inflow estimation in the form of hourly time series is pursued. The accurate estimation of these two parameters prove fundamental in replicating the generation patterns of STO installations, which are often driven by seasonal fluctuations.

The assessment of country-based reservoir capacities develops in three steps. First, the results of a peer-reviewed hydropower modelling framework $^{60}$ are queried. In case STO reservoir data is not available at this source for a specific

---

$^3$Surface and sub-surface water draining away from precipitation, snow melting, etc. Hourly runoff time series covering the studied temporal horizon (2010 to 2019) are obtained from the same reanalysis dataset as wind speeds and solar irradiation data $^{17}$.

$^4$Considering a flood event threshold of 0.9, the aggregate runoff time series within a region is clipped to its 90th percentile. From a ROR plant design standpoint, this is equivalent to considering that a given plant is designed for a rated flow of $p90$ of the historical flow duration curve, an approach that is actually in use in the design of such units (though at different percentile values).
Table 5: Hydro run-of-river (ROR) flood event threshold values (p.u.) for various countries in Europe.

| ISO2 | $f_c$ |
|------|-------|
| AT   | 0.9   |
| BE   | 0.8   |
| BG   | 0.9   |
| CH   | 0.9   |
| CZ   | 0.9   |
| DE   | 0.7   |
| ES   | 0.9   |
| FI   | 0.9   |
| FR   | 0.9   |
| GB   | 0.85  |
| GR   | 0.9   |
| HR   | 0.9   |
| IE   | 0.85  |
| IT   | 0.9   |
| LT   | 0.9   |
| LU   | 0.9   |
| LV   | 0.9   |
| NO   | 0.9   |
| PL   | 0.9   |
| PT   | 0.9   |
| RS   | 0.9   |
| SE   | 0.9   |
| SI   | 0.9   |
| SK   | 0.9   |

country, information is sought for on the ENTSOE Transparency Platform [61], within time series of historical (i.e., 2014 to 2019) water reservoir levels. In this case, it is assumed that the maximum reported value for a country across the five available years coincides with its STO storage capabilities. Finally, if data is not found in any of the two aforementioned sources, the another database that stores more generic reservoir-specific data [62] is queried. More explicitly, the STO storage capabilities of a given country are assumed equal to the sum of the capacities of all reservoirs in that country whose main usage is linked to hydroelectricity. Upon using the three aforementioned data sources, 189 TWh of storage capacity for reservoir-based plants are found within the European countries of interest.

The estimation of country-based inflows in STO reservoirs relies on reanalysis-based runoff time series [17]. However, instead of being expressed as per-unit values, the STO inflows are expressed in energy units (e.g., GWh). In this regard, let $G$ denote the set of all reanalysis grid cells for which the inflow is computed. For each reanalysis grid cell $cell \in G$, the product between the runoff and the corresponding grid cell surface area is computed, as seen in (9a). Given the fact that the runoff is natively expressed in meters $^5$, the product returns the equivalent volume of water available in $cell$ per unit time (i.e., water flow). Subsequently, the resulting time series are aggregated on a country basis, thus taking into account the grid cell geo-positioning with respect to country borders (as per (9b)) and converted into an energy-based inflow via (9c). In the latter equation, $\rho_{H_2O}$ represents the water density (assumed 1000 km/m$^3$ and $g$ stands for the gravitational constant (i.e., 9.81 m/s$^2$). Additionally, $h_c$ stands for the

---

$^5$The runoff variable in use expresses "the depth the water would have if it were spread evenly over the grid box" [63].
the country-average water head (assumed unitary in a first stage).

\[ q_{\text{cell},t} = r_{\text{cell},t} \alpha_{\text{cell}}, \quad \forall \text{cell} \in \mathcal{G}, \forall t \in \mathcal{T} \]  
(9a)

\[ q_{c,t} = \sum_{\text{cell} \in c} q_{\text{cell},t}, \quad \forall c \in \mathcal{C}, \forall t \in \mathcal{T} \]  
(9b)

\[ \dot{i}_{c,t}^{\text{STO,init}} = q_{c,t} \rho_{\text{H}_2\text{O}} g h_c, \quad \forall c \in \mathcal{C}, \forall t \in \mathcal{T} \]  
(9c)

\[ E_c^{\text{STO}} = E_c^{\text{HYDRO}} - \sum_{t \in \mathcal{T}} p_{c,t}^{\text{ROR}}, \quad \forall c \in \mathcal{C} \]  
(9d)

\[ f_{m_c} = \frac{E_c^{\text{STO}}}{\sum_{t \in \mathcal{T}} \dot{i}_{c,t}^{\text{STO,init}}}, \quad \forall c \in \mathcal{C} \]  
(9e)

\[ \dot{i}_{c,t}^{\text{STO}} = \dot{i}_{c,t}^{\text{STO,init}} f_{m_c}, \quad \forall c \in \mathcal{C}, \forall t \in \mathcal{T} \]  
(9f)

At this stage, the modelled STO water inflows are expressed in energy units, yet a brief comparison with historical yearly generation volumes reveals significant differences in favour of the latter. Indeed, on the one hand, a unitary water head is assumed in (9c), while the actual values of this parameter for individual plants vary between tens and hundreds of metres. On the other hand, it has been assumed that the entirety of the modelled inflows are used for hydroelectricity generation, whereas this is expected to be an unrealistic assumption, as e.g., part of the runoff is draining into the ground, part of it flows unconstrained through dam gates for environmental purposes, etc. In order to take these two factors (i.e., water head and the retain factor) into account in the definition of the STO inflow, a country-specific flow multiplier or \( f_{m_c} \) is derived. For each country, yearly integrated ROR production data (whose estimation has been previously discussed) is subtracted from the total hydroelectricity generation volumes (\( E_c^{\text{HYDRO}} \) obtained from [64]) and the remainder is attributed to reservoir-based plants, as described by (9d). The ratio (9e) between the expected generation and the yearly integrated STO inflows assuming a unitary water head defines the flow multiplier mentioned above and centralized in Table 6. The corrected STO inflow time series are therefore obtained by multiplying their initial values with this country-specific scalar, as seen in Eq. (9f).

In the exercise at hand, pumped-hydro storage (PHS) is available as storage technology without the possibility of expansion. PHS units are modelled without natural inflows (i.e., closed-loop schemes) and with a unitary self-discharge efficiency. Additionally, it is assumed that, for all PHS units, both turbine and pumping modes have identical rated powers and efficiencies. Installed capacities of such units are retrieved from [49] yet, as for STO units, information regarding to their storage capabilities is scarce. However, an accurate assessment of such information is paramount for an accurate modelling of PHS plants which, with over 54 GW of installed capacity, have a significant impact in the integration of RES throughout Europe. In this regard, the following unit-based approach is proposed. At first, storage capabilities data is sought for each individual plant obtained from [49] within a peer-reviewed database [9]. If for a given plant, unit-
Table 6: Reservoir-based hydro (STO) flow multiplier values (unitless) for various countries in Europe.

| ISO2 | fm
|------|---------|
| AT   | 114.3   |
| BE   | 64.3    |
| BG   | 116.9   |
| CH   | 191.3   |
| CZ   | 96.3    |
| DE   | 48.7    |
| ES   | 279.2   |
| FI   | 22.7    |
| FR   | 118.9   |
| GB   | 9.8     |
| GR   | 82.7    |
| HR   | 123.9   |
| HU   | 11.3    |
| IE   | 0.07    |
| IT   | 83.9    |
| LT   | 44.4    |
| LU   | 499.1   |
| LV   | 3.6     |
| NO   | 279.3   |
| PL   | 33.9    |
| PT   | 194.5   |
| RO   | 168.1   |
| RS   | 392.6   |
| SE   | 159.9   |
| SI   | 103.1   |
| SK   | 129.5   |

Table 7: Pumped-hydro storage (PHS) power and energy capacities for various countries in Europe.

| ISO2 | p_c  | e_c  |
|------|------|------|
| AT   | 3.6  | 159.4|
| BE   | 1.3  | 5.7  |
| BG   | 1.4  | 41.1 |
| CH   | 4.5  | 648.5|
| CZ   | 1.2  | 5.57 |
| DE   | 7.8  | 45.6 |
| ES   | 7.9  | 83.1 |
| FI   | 5.3  | 85.6 |
| FR   | 118.9|
| GB   | 2.9  | 26.7 |
| GR   | 0.7  | 5.1  |
| HR   | 0.5  | 4.4  |
| HU   |      |      |
| IE   | 0.3  | 1.8  |
| IT   | 7.9  | 81.0 |
| LT   | 0.9  | 10.8 |
| LU   |      |      |
| NO   | 1.3  | 472.6|
| PL   | 1.7  | 7.3  |
| PT   | 3.9  | 130.7|
| RO   |      |      |
| RS   | 0.6  | 3.6  |
| SE   | 0.1  | 116.5|
| SI   | 0.2  | 0.5  |
| SK   | 1.0  | 4.6  |
| SE   | 159.9|
| SI   | 103.1|
| SK   | 129.5|

Specific data does not exist, but country-specific duration (i.e., energy-to-power ratio) data is available, the latter is used to approximate storage capacities starting from the installed capacities. In case country- and plant-specific data is missing, a default duration of 6 h is used to derive pumped-hydro storage capabilities. This procedure results in a total European pumped-hydro storage potential of 1930 GWh whose distribution is presented in Table 7.

Techno-economic assumptions

Economic parameters

Economic parameters of every generation, storage or transmission technology are displayed in Table 8. USD/EUR conversions are made assuming a conversion rate of 0.8929 EUR per USD. Then, GBP/EUR conversions are made assuming a conversion rate of 1.1405 EUR per GBP. Similarly, a AUD/EUR conversion rate of 0.6209 EUR per AUD is considered.
| Plant                  | CAPEX  | FOM     | VOM     | Lifetime | Source |
|-----------------------|--------|---------|---------|----------|--------|
|                       | M€/GW(h) | M€/GW x yr | M€/GWh | years   |        |
| Onshore wind          | N/A    | 29.47   | 0.00   | 25       | [65]   |
| Offshore wind         | 1881.08 | 49.11   | 0.00   | 25       | [65]   |
| Utility-scale PV      | N/A    | 7.14    | 0.00   | 25       | [65]   |
| Distributed PV        | N/A    | 5.36    | 0.00   | 25       | [65]   |
| OCGT                  | 838.87 | 3.03    | 0.0076 | 30       | [66]   |
| CCGT                  | 1005.27 | 7.58    | 0.0053 | 30       | [66]   |
| Nuclear               | N/A    | 106.25  | 0.0018 | 40       | [65]   |
| Run-of-river hydro    | N/A    | 0.00    | 0.0119 | N/A      | [67]   |
| Reservoir hydro       | N/A    | 0.00    | 0.0152 | N/A      | [67]   |
| Li-Ion (power)        | 100    | 0.54    | N/A    | 10\(^1\) | [68]   |
| Li-Ion (energy)       | 94     | N/A     | 0.0017 | 10\(^1\) | [68]   |
| Pumped-hydro storage  | N/A    | 14.20   | 0.0002 | N/A      | [69]   |
| HVAC                  | 2.22\(^2\) | 0.017   | N/A    | 40\(^1\) | [70]   |
| HVDC                  | 1.76\(^3\) | 0.021   | N/A    | 40\(^1\) | [70]   |

1 Assumed value.
2 Expressed per km and derived from a single circuit 1000 MVA, 400 kV cable.
3 Expressed per km and derived from a 1100 MW, 350 kV underground DC cable pair.

Table 8: Economic parameters of generation, storage and transmission technologies.
Technical parameters

For generation technologies, efficiencies represent the ratio between primary energy input and electricity output. For storage technologies, three efficiencies are provided, i.e., for the discharging (D) and charging (S) states, as well as the self-discharge (SD) efficiency (i.e., one minus this value corresponds to the state-of-charge internal losses). For transmission technologies, the efficiency is provided per 1000 km. Besides efficiency values, some technologies are modelled with hourly ramp rates (up- and down-regulation), as well as with minimum must-run levels. At this stage the only technology with such constraints is the nuclear power generator, i.e., those generators can ramp their production up or down by a maximum of 10% per hour and must always output power at a minimum of 80% of their capacity. All values are centralized in Table 9.

| Plant                     | Efficiency D [%] | Efficiency S [%] | Efficiency SD [%] | Up [%/hr] | Down [%/hr] | Must-run [%] |
|---------------------------|-----------------|------------------|-------------------|-----------|-------------|--------------|
| OCGT                      | 41.0            |                  |                   |           |             |              |
| CCGT                      | 58.0            |                  |                   |           |             |              |
| Nuclear                   | 36.0            |                  |                   |           |             |              |
| Run-of-river hydro        | 85.0            |                  |                   |           |             |              |
| Reservoir hydro           | 85.0            |                  |                   |           |             |              |
| Pumped-hydro storage      | 90.0[4]         | 90.0[4]          | 100.0[1]          |           |             |              |
| Li-Ion storage            | 93.0[5]         | 93.0[5]          | 99.5[1]           |           |             |              |
| HVAC                      | 93.0[6]         |                  |                   |           |             |              |
| HVDC                      | 97.0[6]         |                  |                   |           |             |              |

1 Assumed values.
2 Retrieved from [66].
3 Retrieved from [65].
4 Retrieved from [71].
5 Retrieved from [69].
6 Retrieved from [72].

Table 9: Generation, storage and transmission technologies operational parameters.

Some technologies (OCGT and CCGT) are using fuels which release CO\(_2\) when burnt. Specific CO\(_2\) emissions and associated feedstock costs of different fuels are collected in Table 10.

The capacity expansion framework includes a carbon budget constraint reflecting the total amount of CO\(_2\) that can be emitted by the underlying power system over one year. In line with the latest climate agreements, this budget is enforced as a share of the EU-wide 1990 emission levels. Data collection for yearly emission levels relies on carbon intensity information released by the Europe Environment Agency (EEA) [75] and on yearly electricity generation data from the International Energy Agency (IEA) [76]. The baseline cost of CO\(_2\) is
### Table 10: Fuels and associated costs and specific emissions.

| Plant   | Fuel     | Fuel Cost | CO₂  |
|---------|----------|-----------|------|
| OCGT    | gas      | 26.5\(^1\) | 0.225\(^2\) |
| CCGT    | gas      | 26.5\(^1\) | 0.225\(^2\) |
| Nuclear | uranium  | 1.7\(^1\)  | 0.0   |

\(^1\) Values are obtained from the TYNDP2020 Scenario Report, reference year 2040 [73].

\(^2\) Values for stationary combustion from the IPCC Emissions Factor Database [74].

set to 41.85 €/tCO₂ and it reflects its price on the EU ETS on March 30, 2021.
Nomenclature

Indices & Sets
\[ c, \mathcal{C} \] line, set of transmission corridors, \( \mathcal{C} \subset \mathcal{N}_B \times \mathcal{N}_B \)

\[ \mathcal{C}^+_n, \mathcal{C}^-_n \] set of inbound links into node \( n \), with \( \mathcal{C}^+_n = \{ c \in \mathcal{C} | c = (u, n), u \in \mathcal{N}^+_n \} \), where \( \mathcal{N}^+_n = \{ u \in \mathcal{N}_B | (u, n) \in \mathcal{C} \} \), set of outbound links from node \( n \), with \( \mathcal{C}^-_n = \{ c \in \mathcal{C} | c = (n, v), v \in \mathcal{N}^-_n \} \), where \( \mathcal{N}^-_n = \{ v \in \mathcal{N}_B | (n, v) \in \mathcal{C} \} \)

\[ \mathcal{D} \] set of technologies providing firm (i.e., non-variable) capacity

\[ g, \mathcal{G} \] conventional generation technology and the associated set

\[ l, L_n \] RES site, set of sited RES locations associated with topology node \( n \)

\[ \mathcal{L}_0 \] set of legacy RES sites

\[ \mathcal{L}, \mathcal{L}_n \] set of candidate sites, set of candidate sites in partition \( n \in \mathcal{N}_B \)

\[ n, \mathcal{N}_B \] node, set of topology nodes

\[ r, \mathcal{R} \] RES technology and set of RES technologies

\[ s, \mathcal{S} \] storage technology and set of storage technologies

\[ t, \mathcal{T} \] time index, set of time periods

\[ w, \mathcal{W} \] time window, set of time windows

Parameters

\[ A_{nl} \] incidence matrix entry indicating whether location \( l \) belongs to partition \( \mathcal{L}_n \)

\[ \alpha_{lw} \] reference production level at location \( l \) during time window \( w \)

\[ c \] threshold defining the global coverage of time windows

\[ D_{lw} \] criticality matrix entry indicating whether location \( l \) covers time window \( w \)

\[ \delta \] time window length

\[ \Delta_g^+, \Delta_g^- \] upward and downward ramp-rate of conventional generation technology \( g \)

\[ \epsilon_{site} \] reference site surface utilization factor

\[ \eta_g \] thermal efficiency of generation technology \( g \in \mathcal{G} \)

\[ \eta_s^{SD/DC} \] self-discharging, discharging and charging efficiency of storage technology \( s \in \mathcal{S} \)
$k_n$ number of desired deployments in partition $\mathcal{L}_n$

$\kappa_c$ initial capacity for transmission line $c \in \mathcal{C}$

$\kappa_l$ initial capacity at site $l \in \{\mathcal{L}\}$

$\kappa_{nx}$ initial capacity for technology $x \in \{\mathcal{G}, \mathcal{R}, \mathcal{S}\}$ at node $n$

$\bar{\kappa}_c$ maximum allowable installed capacity of line $c \in \mathcal{C}$

$\bar{\kappa}_l$ maximum allowable installed capacity at site $l \in \{\mathcal{L}\}$

$\bar{\kappa}_{nx}$ maximum allowable installed capacity of technology $x \in \{\mathcal{G}, \mathcal{R}, \mathcal{S}\}$ at node $n$

$\kappa_n$ target capacity at partition $\mathcal{L}_n$

$g_l$ resource assessment measure at location $l$

$h_l$ RES transfer function at location $l$

$I$ number of iterations in the simulated annealing algorithm

$\lambda_{nt}$ electricity demand at node $n$ and time $t$

$\bar{\lambda}_{nt}$ electricity demand during time window $w$ at node $n$

$\hat{\lambda}_n$ peak electricity demand at node $n$

$\mu_j$ minimum required operational level of technology $j \in \{\mathcal{G}, \mathcal{S}\}$

$N$ number of epochs in the simulated annealing algorithm

$\nu_g^{CO_2}$ specific CO$_2$ emissions associated with generation technology $g \in \mathcal{G}$

$\pi_{lt}$ per-unit availability (i.e., capacity factor) of RES site $l$ and time $t$

$\bar{\pi}_{lw}$ per-unit availability (i.e., capacity factor) of RES site $l$ during time window $w$

$\tilde{\pi}_l$ average per-unit availability (i.e., capacity factor) of RES site $l$

$\Pi_l$ capacity credit of RES site $l \in \mathcal{L}$

$\Pi_{nr}$ capacity credit of RES technology $r$ at node $n$

$\phi_s$ charge-to-discharge ratio of storage technology $s \in \mathcal{S}$

$\Phi_n$ planning reserve margin at node $n \in \mathcal{N}_B$

$\eta_{ngt}^{CO_2}$ CO$_2$ emissions resulting from the operation of generation technology $g$ at node $n$ and time $t$

$r$ neighbourhood radius in the simulated annealing algorithm

$\rho_r$ power density of RES technology $r \in \mathcal{R}$
$s_{lt}$  renewable resource (e.g., wind speed, solar irradiation) at location $l$ and time $t$

$T(i)$  annealing schedule (function of iteration $i$)

$\phi^{ens}$  economic penalty for demand curtailment

$\theta^{j, l}_{v, f}$  fixed (FOM) and variable (VOM) operation and maintenance cost of RES site $l \in \{L\}$

$\theta^{j, l}_{v, f}$  fixed (FOM) and variable (VOM) operation and maintenance cost of technology $j \in \{G, R, S, C\}$

$\Psi^{CO_2}$  system-wide CO$_2$ budget

$\sigma_{site}$  reference site surface area

$\varsigma$  dimensionless scalar

$\omega_t$  weight of each operating condition $t \in T$ in the objective function and CO$_2$ emissions

$\omega_s$  weight of each operating condition $t \in T$ in the operation of storage units

$\zeta^l$  annualized investment cost at RES site $l \in \{L\}$

$\zeta^j$  annualized investment cost of technology $j \in \{G, R, S, C\}$

$\zeta^s$  annualized investment cost of the energy component of storage technology $s \in \{S\}$

**Variables**

$K_c \in \mathbb{R}_+$  installed capacity of transmission line $c \in C$

$K_l \in \mathbb{R}_+$  installed capacity of RES site $l \in \mathcal{L}$

$K_{nj} \in \mathbb{R}_+$  installed capacity of generation tech. $j \in \{G, R\}$ at node $n$

$K_{ns} \in \mathbb{R}_+$  power component rated capacity of storage technology $s \in \mathcal{S}$

$p^{C/D}_{nst} \in \mathbb{R}_+$  charging/discharging flow of storage technology $s \in \mathcal{S}$, at node $n$ and time $t$

$p_{ct} \in \mathbb{R}$  power flow over line $l \in C$ at time $t$

$p^{ens}_{nt} \in \mathbb{R}_+$  unserved demand at node $n \in \mathcal{N}_B$ and time $t$

$p_{ngt} \in \mathbb{R}_+$  in-feed of generation technology $g \in \mathcal{G}$, at node $n$ and time $t$

$p_{nt} \in \mathbb{R}_+$  in-feed of RES site $l \in L_n$ at time $t$

$S_{ns} \in \mathbb{R}_+$  energy component rated capacity of storage technology $s \in \mathcal{S}$

$x_l \in \{0, 1\}$ binary variable indicating deployment of site $l$

$y_w \in \{0, 1\}$ binary variable indicating the system-wide criticality of window $w$
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