Sim-to-Real Optimization of Complex Real World Mobile Network with Imperfect Information via Deep Reinforcement Learning from Self-play
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Abstract

Mobile network that millions of people use every day is one of the most complex systems in the world. Optimization of mobile network to meet exploding customer demand and reduce capital/operation expenditures poses great challenges. Despite recent progress, application of deep reinforcement learning (DRL) to complex real world problem still remains unsolved, given data scarcity, partial observability, risk and complex rules/dynamics in real world, as well as the huge reality gap between simulation and real world. To bridge the reality gap, we introduce a Sim-to-Real framework to directly transfer learning from simulation to real world via graph convolutional neural network (CNN) — by abstracting partially observable mobile network into graph, then distilling domain-variant irregular graph into domain-invariant tensor in locally Euclidean space as input to CNN —, domain randomization and multi-task learning. We use a novel self-play mechanism to encourage competition among DRL agents for best record on multiple tasks via simulated annealing, just like athletes compete for world record in decathlon. We also propose a decentralized multi-agent, competitive and cooperative DRL method to coordinate the actions of multi-cells to maximize global reward and minimize negative impact to neighbor cells. Using 6 field trials on commercial mobile networks, we demonstrate for the first time that a DRL agent can successfully transfer learning from simulation to complex real world problem with imperfect information, complex rules/dynamics, huge state/action space, and multi-agent interactions, without any training in the real world.

1 Introduction

Despite the recent success of deep reinforcement learning (DRL) in games [1, 2, 3], application of DRL to complex real world problems still remains unsolved, due to data scarcity, imperfect information [4, 5] and complex rules/dynamics in the real world, as well as the big reality gap between simulation and real world [6, 7, 8]. In this work, we use DRL for one-shot optimization of complex real world mobile network that millions of people use every day (Figure 1). Coverage & capacity optimization (CCO) of mobile network poses great challenges [9]. First, mobile network is one of the most complex systems in real world since it is a multi-users, multi-cells, multi-technologies (3G, 4G, 5G) heterogeneous network. Second, it is critical to take actions simultaneously only once (one-shot, Figure 1) since CCO involves time-consuming and costly site visits to adjust vertical/horizontal angle (Tilt/Azimuth) of cell antenna. Third, mobile network is partially observable since important information about mobile network, environment and mobile users is often imperfect, missing or erroneous, e.g., unknown user location, missing information about building material and indoor map, wrong recorded value for Tilt/Azimuth. Fourth, state
space is enormous, which depends on network parameters (e.g., number of cells, cell location/height, antenna Tilt/Azimuth/power, frequency band), environment (e.g., weather, terrain, tree, building location/3D shape/indoor map/material) and users (number of users, user location/distribution, moving speed/trajectory, mobile device). Fifth, action space is huge, e.g., $1.2e52$ possible actions for 50 cells with 11 Tilt angle per cell. Finally, coordinating actions of multiple cells is crucial [10] since adjusting Tilt/Azimuth of a cell has significant impact to mobile users in this cell and neighbor cells. By analogy, imagine how difficult it is for three pilots (multicells) to try only once (one-shot) to land three airplanes (antennas) simultaneously at the same airport (mobile users) in dense fog (partial observability), with wrong instrument reading about current landing angle (Tilt and Azimuth).

2 Method

Sim-to-Real DRL framework via graph-CNN. To bridge the reality gap, first (Figure 2a), (a) we abstract the observations ($O$) for the partially observable mobile network into a graph, $G(V_s, V_u, E, A) = \theta(O)$, with nodes being cells $V_s$ or users $V_u$, and weights of undirected edge $E$ or directed edge $A$ being certain relationships or interactions between nodes, e.g., distance between cells, signal strength received by a user equipment (UE) from a cell; (b) given the discrepancy between source (simulator) and target domain (real world) – e.g., 620 static UEs in simulator vs. millions of moving UEs in real world – we further distill the domain variant irregular subgraph around cell $C_i$ into domain-invariant 3D local tensor $P_{\text{LANN}}$ as input to conventional CNN, via $\psi(G)$. Domain-invariant perception $P_{\text{LANN}}$ is used as the same lens throughout which DRL agent views both simulated (during training) and real world mobile network (during inference) to bridge the reality gap.

Second (Figure 2b), if tasks in both source and target domain are similar, both source task distribution $\Omega_S$ and target task distribution $\Omega_T$ can be thought of drawn from the same task population $\Omega$. Therefore, to improve the generalization from source to target domain: (a) we design a wide range of diversified training/validation tasks in source domain, which most likely occur in target domain according to domain or prior knowledge; (b) we use domain randomization [7, 11-13] to further minimize the difference between $\Omega_S$ and $\Omega_T$ in the domain-invariant local perception space of $P_{\text{LANN}}$ or latent space of CNN; (c) we use multi-task learning to leverage the commonalities shared by relevant tasks in $\Omega_S$ and $\Omega_T$ [14-17]; (d) we combine deep neural network with appropriate regularization techniques to prevent overfitting, e.g., L2 regularizer, batch normalization. General speaking, a DRL agent that has good performance on sufficient amount of diversified training/validation tasks in source domain should have better chance to achieve optimal performance on unseen but similar tasks in target domain. Ideally, we want to learn optimal policy $\pi_{T^*}$ in target domain to transit from initial state $S_{T^*}$ to optimal state $S_{T^*} = T_T(S_{T^*}, \pi_{T^*})$ in one-shot, where $T_T$ is the state transition function in target domain. In practice, we instead learn optimal policy $\pi_{T^*}$ in source domain to approximate $\pi_{T^*}$, and further approximate $\pi_{S^*}$ by a neural network $\pi_{S^*}(P_{\text{LANN}})$ with parameters $\theta$: $\pi_{T^*} \approx \pi_{S^*} \approx \pi_{T^*}$.

Distill domain-variant irregular graph into domain-invariant local tensor. Application of CNN to irregular data such as graph poses big challenges. To generalize conventional CNN from grid-based image to irregular graph, convolutional filters have recently been adapted to graph data, either in spatial domain by extracting local connected region from graph, or in spectral domain by using the spectrum of the graph Laplacian [18-20]. However, given the huge scale of real world network graph (e.g., billions of nodes) and the reality gap between simulation and real world, we take the opposite approach, i.e., adapting the graph data to conventional CNN by transforming domain-variant irregular graph to domain-invariant 3D tensor in locally Euclidean space as input to conventional CNN.

As illustrated in Figure 2a, for any top-K cell $C_i$ selected for adjustment, first, we calculate the affinity between $C_i$ and all other cell $N_j$ according to, e.g., geometry, overall interference; second, we select $N (=31)$ most important neighbor cells to be included in the field of view of $C_i$ based on affinity rank; third, we construct the grid-like local Euclidean coordinate from subgraph around $C_i$ by putting $C_i$ in the center and $N_j$ beside $C_i$ orderly along X/Y axis of $P_{\text{LANN}}$ according to affinity; fourth, we distill multi-type relationships or interactions among cells and users in the subgraph around $C_i$ into $M (=52)$ channels along $Z$-axis; finally, CNN-based policy network takes local tensor $P_{\text{LANN}}$ as input and output action $a'$ for $C_i$ based on its own partial view: $\pi'(a'|P_{\text{LANN}})$. 
Self-play to compete for best record. Inspired by AlphaGo, we introduce a novel self-play mechanism to encourage competition for best record in history on multi-tasks, just like athletes compete for world record in decathlon. As illustrated in Figure 3, for any initial state $S_0$ of task $T_i$ drawn from source task distribution $\Omega_S$, if new actions $a', a', \ldots, a'$ for cell $C_i, C_j, \ldots, C_n$ achieve better immediate global reward over all cells, $R_{best}$, than the best record $R_{best}$ in history for the same $S_0$ of the same $T_i$ by a threshold: $\Delta R_g = R_{new} - R_{best} = T_{P_{\text{sl}}}$, we encourage these actions by backpropagating a gradient $g_for_a = R_{\text{transform}} \nabla_{\theta} \log \pi(a|P_{\text{sl}})$ to policy network $\pi(a|P_{\text{sl}})$ for each action $a'$ of cell $C_i$ individually, where $R_{t}$ is a transformation function (e.g., $+1*\text{Abs}(x)$, where Abs is absolute value function), $R$ is expected total reward, $B$ is baseline in REINFORCE [21]. If $\Delta R_g \leq Th_{gp}$, we penalize these actions by gradient $g_for_a = R_{\text{transform}} \nabla_{\theta} \log \pi(a|P_{\text{sl}})$, where $R_{t}$ is a transformation function, e.g., $-1*\text{Abs}$. If $Th_{gp} < \Delta R_g < Th_{gp}$, we use simulated annealing (SA) to make decision to avoid local optimum and approximate global optimum, by comparing an uniform random number $\in [0,1]$ with global acceptance probability $P_{g} = 1/(1+\exp(\Delta R_g/Th_{gp}))$, where $Th_{g}$ is global SA temperature annealed according to certain cooling schedule.

Decentralized multi-agent self-play competitive and cooperative DRL (S2C). Self-play mechanism is good at improving the global reward over all cells by competition. However, this approach has potential problems for decentralized multi-agent partial observable Markov decision process [22, 23]. As illustrated in Figure 3b — given that each top-K cell $C_i$ takes action $a'$ based on its own partial view $P_{\text{sl}}$ around $C_i$, whereas global reward is calculated over all cells after one-shot CCO — it is possible that local cell reward for $C_i$ or its neighbor cells may be negative due to the bad action of $C_i$, even if the global reward is better than the best record. Therefore it is crucial to coordinate the actions taken for multiple cells in the mobile network.

We propose a decentralized multi-agent self-play competitive and cooperative DRL method (S2C) to coordinate the actions of multi-cells to not only compete as a team for best global reward via self-play, but also cooperate with each other to minimize negative impact to neighbor cells. As illustrated in Figure 3, each cell/agent takes action by its own local perception $P_{\text{sl}}$ using the same policy network $\pi(a|P_{\text{sl}})$. If new actions $a', a', \ldots, a'$ are rejected at global level due to either $\Delta R_g \leq Th_{gp}$ or global acceptance probability $P_{g}$, we penalize these actions by gradient $g_p$ for each action $a'$ individually. Otherwise, for each action $a'$, if the local reward $R_{ci}$ for cell $C_i$ is larger than a threshold $R_{ci} = Th_{ce}$, then we accept action $a'$ for $C_i$ with gradient $g_p$; if $R_{ci} < Th_{ce}$, we reject it with gradient $g_p$. Then, we use SA to decide if accepting action $a'$ for $C_i$ with cell level acceptance probability $P_{c} = 1/(1+\exp(R_{ci}/Th_{ce}))$, where $Th_{c}$ is cell level SA temperature annealed according to certain cooling schedule.

3 Experiments and results

Supervised learning of policy network. First, we generated 2.38 millions CCO tasks $T_i$ (238 mobile networks, 10,000 random Tilt settings per network, Figure 4a) in Netlab simulator for training and validation. Second, we design a SA algorithm to optimize the CCO task sequentially in 10 iterations (10 shots CCO). Then we use it to generate labeled data -- including $P_{\text{sl}}$ for each top-K cell $C_i$ at initial state $S_{0i}$, and corresponding best Tilt action $a'_\text{best} \in [-5',5']$ for $C_i$ in 10 shots -- from 10k training tasks (500 initial states x 20 mobile networks). Supervised learning policy network (SL-DNN) is a residual network [24] with 32x32x52 tensor $P_{\text{sl}}$ as input and 11 outputs for labeled Tilt action $a'_\text{best}$. Using 146k training data, we achieved accuracy of 78.4% (for Tilt difference between predicted and labeled <=1') and 91.5% (for Tilt difference <=2') for 16k hold-out test data.

Multi-task deep reinforcement learning in Netlab simulator. As shown in Figure 5, S2C achieved better performance than DQN [1], A3C [25], Double Q [26], supervised learning (SL-DNN) and simulated annealing based 10-shot CCO (SA 10-Shots), in terms of global reward averaged over all validation tasks (AvgGlobalReward, 6.46% for S2C), and ratio of validation tasks with positive global reward to all validation tasks (RatioPositiveReward, 94% for S2C). For comparison purpose, we also trained another supervised learning policy network (SL-DNN-2) using 874k training data (generated by SA 10-shots for 71,400 tasks), with prediction accuracy of 83% (for Tilt difference <=1') and 94% (for Tilt difference <=2') for 65k hold-out test data. The
validation result of SL-DNN-2 was not as good as other DRL models, even if it has pretty good prediction accuracy for the Tilt actions. This is because the objective of SL-DNN-2 is to maximize prediction accuracy of best action from SA 10-shots, rather than maximize the global reward for task.

**Within-simulator and cross-simulator transfer learning.** To evaluate the within-simulator generalization, we tested the same S2C model on 5481 unseen test tasks over 238 simulated mobile networks in Netlab, without any further training. As shown in Figure 6a, S2C achieved good within-simulator generalization, with AvgGlobalReward dropped by only 0.86% to 5.60% and RatioPositiveReward dropped by only 2% to 92%. To evaluate the cross-simulator generalization, we further tested the same S2C model on 7693 unseen test tasks over 160 unseen mobile networks in another simulator (Unet), without any further training. Unet is a good candidate for evaluation of cross-domain transfer learning, since it is quite different from Netlab: mobile networks simulated in Unet are much larger (100-140 cells and 2480-19840 static UEs per network, Figure 4b) than that in Netlab (Figure 4a); different radio propagation models and indoor penetration loss are simulated in Unet. As illustrated in Figure 6b, good results were also achieved with 4.93% AvgGlobalReward and 95.7% RatioPositiveReward.

**Direct transfer learning from simulation to real world mobile network.** To evaluate the generalization from simulation to real world without any training in real world, we performed 6 field trials on 4 commercial mobile networks that have never been simulated in both simulators before, and are very different from all simulated mobile networks. For example, vertical or horizontal multi-frequency network (MFN) or carrier aggregations (CA) has never been simulated in both simulators before; user distribution/number in real world mobile network is temporal-spatial dynamic and very different from static UE distribution/number in simulators (e.g., hundreds to thousands of static UEs in simulation, and millions of moving UEs in real world); real world mobile networks have very different cell/building layouts, indoor map, building materials and radio propagation. We separated commercial mobile network A into 2 neighboring clusters C1/C2 (66/47 cells, vertical MFN), and performed one trial for each cluster, with 2.03% RSRP (Reference Signals Received Power, coverage indicator) and 5.62% RSRQ (Reference Signal Received Quality, interference/capacity indicator) improvement in C1, as well as 3.17% RSRP and 4.86% RSRQ improvement for C2. The 3rd trial was done for whole mobile network A (C1+C2, 113 cells, vertical MFN), and no significant improvement was observed since most gain has been achieved in first 2 trials. In 4th trial on mobile network B (151 cells, vertical MFN), we achieved 10.79% RSRP and 6.74% RSRQ improvement. In 5th trial on mobile network C (131 cells, horizontal MFN and CA), no significant improvement was observed due to either little room for optimization or significant difference between mobile network C in real world and task distributions used in simulation. In 6th trial on commercial mobile network D (159 cells, horizontal MFN and CA), we achieved 9.55% RSRP and 12.42% RSRQ improvement.
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Figure 1: One-shot coverage and capacity optimization (CCO) of partially observable mobile network. (a) CCO task: adjusting actions (e.g., Tilt, Azimuth) of multiple cells to improve signal coverage (RSRP – reference signal received power) and reduce interference (RSRQ - reference signal received quality) that are received by all user equipments (UEs) inside mobile network. Temporal and spatial observations — e.g., measurement report (MR) for RSRP and RSRQ — depend on the state of partially observable mobile network, including wireless network parameters, environment, and users. (b) One-shot vs. multi-shot optimization.
Figure 2: Sim-to-Real DRL framework. (a) Graph-CNN: first, we abstract a domain-variant irregular network graph $G = (V_c, V_u, E, A)$; second, field of view (FOV) of cell $C_i$ (red node) is determined according to affinity between $C_i$ and all other cells; third, domain-invariant local tensor $P^{INN}_{I}$ for $C_i$ is distilled from 52 relationships between nodes in the subgraph within FOV of $C_i$; finally, CNN-based policy network takes $P^{INN}_{I}$ as input to output action $a_i$ for $C_i$. (b) Improve generalization via source task design, domain randomization and multi-task learning.
Figure 3: (a) Self-play to compete for best record on the same task. (b) Multi-cell cooperation.
Figure 4: (a) 12 exemplary mobile networks simulated in Netlab simulator (yellow arrow denotes cell, blue or black dot denotes user, 30-60 cells and 400-620 static user per mobile network). (b) 9 exemplary mobile networks simulated in Unet simulator (yellow arrow denotes cell, green dot denotes user; 100-140 cells and 2480-19840 static users per mobile network).
Figure 5: Validation result. (a) Global reward averaged over all validation tasks; (b) Ratio of validation tasks with positive global reward to all validation tasks.
Figure 6: (a) Within-simulator transfer learning: tested against 5481 unseen test tasks over 238 simulated mobile networks in Netlab; (b) Cross-simulator transfer learning from Netlab simulator to Unet simulator: tested against 7693 unseen test tasks over 160 unseen mobile networks in Unet.