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Abstract

Beginning with Turing’s seminal work in 1950, artificial intelligence proposes that consciousness can be simulated by a Turing machine. This implies a potential theory of everything where the universe is a simulation on a computer, which begs the question of whether we can prove we exist in a simulation. In this work, we construct a relative model of computation where a computable local machine is simulated by a global, classical Turing machine. We show that the problem of the local machine computing simulation properties of its global simulator is undecidable in the same sense as the Halting problem. Then, we show that computing the time, space, or error accumulated by the global simulator are simulation properties and therefore are undecidable. These simulation properties give rise to special relativistic effects in the relative model which we use to construct a relative Church-Turing-Deutsch thesis where a global, classical Turing machine computes
quantum mechanics for a local machine with the same constant-time local computational complexity as experienced in our universe.
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## 1 Introduction

Artificial intelligence (A.I.) is built on the assumption that mathematics can simulate brain behavior. Once we properly simulate a brain, many believe that the simulation will be conscious [1, 2]. Naturally, if consciousness is then computable, who is to say that our universe and all of our consciousness isn’t already a simulation? This leaves open the simulation hypothesis that our universe is already a simulation on a computer and consciousness is a byproduct of that simulation [3–5]. In this paper, we study two questions at the heart of the simulation hypothesis, i) can a simulation decide if it is a simulation and ii) is quantum mechanics compatible with a classical simulation hypothesis? We answer both questions using a relative model of computation where a classical, global Turing machine simulates an arbitrary, local machine (e.g., artificial intelligence or the physical laws of the universe) encoded in its memory with any computational ability it desires, so long as the local machine is computable by a Turing machine. We show that special relativistic effects like time dilation and length contraction [6] exist in the relative model and we prove that the local machine cannot compute the global space or time resources nor simulation error incurred by the global machine. Then, we extend these undecidability results to show that it is possible to compute quantum mechanics for a local machine using a global, classical Turing machine with the same exponential quantum speed-up relative to the local machine’s clock.

### 1.1 Motivation and Related Works

The motivations of this work are both philosophical and practical. Philosophically, the simulation hypothesis has captivated pop-culture and science fiction for decades. However, the depictions in movies and books are not typically mathematically rigorous. Here, we provide a mathematically rigorous framework to build the simulation hypothesis using Turing machines[7]. These results apply to both quantum complexity theory and artificial intelligence. Specifically for quantum complexity theory, we construct a new oracle equivalence between quantum and classical computation using relativity, a topic that’s been explored with closed timelike curves in general relativity [8, 9]. On the more practical side, the emergence of efficient semiconductor hardware for machine learning has ushered in a renaissance of A.I. New A.I. algorithms can construct fake, realistic human faces[10], generate art from descriptions[11], and even drive cars[12]. Recent developments in brain-inspired computing may
bring about the first hint of consciousness within A.I. [4, 13, 14]. Once the
A.I. reaches maturity, it may begin probing its own existence and try to deter-
mine whether it is just a machine, in the same way that we probe whether
we are just an amalgamation of cells. Our work shows that without query-
ing the answer from the machine simulating it, an A.I. cannot compute a set
of properties we denote as *simulation properties* that encompass several facts
about how the artificial intelligence is being simulated. Applying these results
to our own consciousness and universe, there are properties of the simulation
hypothesis that we cannot compute. This leads to the following philosophical
conjecture that proving we exist in a simulation is undecidable.

**Conjecture 1** The problem of proving our universe is a simulation is undecidable.

### 2 Results

First, we formalize the simulation of any A.I. using the relative model shown
in Figure 1.

#### 2.1 Relative Model

![Relative model at some global time $t$. Here the global machine $M$ has its head
position at the first bit that encodes the local machine $M'$. To the right of the encoding of
$M'$ is a section of the tape $S'_t$ which acts as the local tape for $M'$ and is the only section of
the tape that $M'$ can act on. Any computation that $M'$ would perform if it was real exists
on $S'_t$. Finally, to the far right is the scrap paper portion of the tape $\bar{S}_t$ that $M$ uses to
perform any necessary computations to simulate $M'$. Here, $\bar{S}_t$ can never be accessed by $M'$,
i.e., $\bar{S}_t$ and $S'_t$ do not overlap.](image)
The relative model of computation is another formalization of the universal Turing machine model used by Turing [1]. We construct a global Turing machine $M = TM(\delta, Q, \Gamma)$ with a global clock $t \in \mathbb{Z}^+$ that operates according to its transition function $\delta$ on a string $S_t \in \Gamma^*$ encoded on its tape. Here, $Q$ is the set of states for $M$ and $\Gamma$ is a set of symbols that can be written on the tape, known as the global machine’s alphabet. We refer to $S_t \in \Gamma^*$ as both the state of the tape at global time $t$ and the tape itself. Additionally, the global Turing machine $M$ simulates another machine $M'$ encoded in a portion of the tape $M' \in S_t$. The local machine has its own transition function $\delta'$, state set $Q'$, and alphabet $\Gamma'$ encoded in $M'$, though it is not necessarily isomorphic to a Turing machine. The tape of $M'$ exists as a subset of the overall tape $S'_t \subset S_t$.

As the global Turing machine $M$ is performing the necessary computations to simulate $M'$, its transition function $\delta$ uses space on a separate portion of the tape $\bar{S}_t \subset S_t$ outside of $M'$ or $S'_t$. Once the global machine has performed all the necessary computations, it updates the local machine $M'$ and its tape $S'_t$ in accordance with its transition function $\delta'$ by copying over the new states. Once both are updated, we say the local clock $\tau$ of the local machine has moved forward one local time step. We define the set $K = \{k_1, k_2, \ldots\}$ to be all global time steps $k_\tau \in \mathbb{Z}^+$ at which the global machine $M$ has finished updating the tape state $S'_t$ and machine state $q'_t$ to match the output of the transition function $\delta'$ acting on the previously recorded global time step, i.e., $\delta'(S'_{k_\tau}, q'_{k_\tau}) \rightarrow \{S'_{k_\tau+1}, q'_{k_\tau+1}\}$. We choose to increment $\tau$ only when $S'_{k_\tau+1}$ and $q'_{k_\tau+1}$ are updated according to the transition function and not when $S'_t$ and $q'_t$ are changed by write operations for reasons outlined in Appendices A and B.

For example, consider Figure 1. If the global machine $M$ updates the local machine $M'$ at global time steps $t = 1$ and $t = 10$, then $k_1 = 1$ and $k_2 = 10$. At global time step $t = k_2$, the local machine $M'$ has only moved forward one local time step, i.e., from $\tau = 1$ to $\tau = 2$. We define this overall model of computation as a relative model.

**Definition 1** (Relative Model $\mathcal{P}(M, M')$) Consider a global Turing machine $M = TM(\delta, Q, \Gamma)$ that computes the tape state $S_t$ from an initial string $S_0 \in \Gamma^*$. There exists an encoding $M' \subset S_0$ for a local machine $M'$ such that the global machine $M$ simulates $M'$ for time $t \in \mathbb{Z}^+$ acting on a subset $S'_t$ of the tape $S_t$.

Given the relative model, our objective is to construct a local machine $M'$ that can prove properties about its own simulation. We formalize these properties as simulation properties and then immediately show that computing simulation properties is undecidable without querying $M$.

---

1 We recommend the reader reads the full article before going to Appendices A and B as it relies on future sections.
2.2 Simulation Properties

**Definition 2** (Simulation Property $R$) We define a simulation property $R : \{0,1\}^* \rightarrow \{0,1\}^*$ as any partial, non-trivial function computed over the runtime tape set $\Delta_\tau = \{S_{k_\tau+1}, ..., S_{k_{\tau+1}}\}$.

Here, a non-trivial function $f$ is a function whose image is not singleton, i.e., $\exists x, y : f(x) \neq f(y)$, and a partial function is a function $f : X \nrightarrow \{0,1\}^*$ defined over a subset of the domain, i.e., $X \subseteq \{0,1\}^*$[15]. The runtime tape set is the set of all global tape states from global time step $k_\tau$ to global time step $k_{\tau+1}$. Naturally, if the local machine cannot read these states, then it cannot compute the image of any function that depends on them.

**Problem 1** (SIMPROPERTY) Consider a relative model $P(M, M')$. Construct a local machine $M'$ to compute any simulation property $R$ without querying the solution from $M$.

**Theorem 1** SIMPROPERTY is undecidable.

**Proof** We will prove this by contradiction. If $R$ is non-trivial, then the image of $R$ depends on $\Delta_\tau$. So, to compute $R$, $M'$ needs access to $\Delta_\tau$. However, by definition of the relative clock $\tau$, $M'$ cannot perform any read or write operations on any tape states from $S_{k_\tau+1}$ to $S_{k_{\tau+1}}$ and so it cannot operate on any subset of $\Delta_\tau$ to compute $R$. 

We now apply Theorem 1 by showing that computing global time $t$ and global space in $\|S_t\|$ are simulation properties. Suppose the global machine $M$ requires $k_{\tau+1} - k_\tau$ global time steps and $g_\tau$ bits in $S_t$ to compute the next state of $S'_{k_{\tau+1}}$. We formalize the problem of computing $t$ and $g_\tau$ as the SIMTIME and SIMSPACE problems, respectively, and show that computing them is undecidable in the same sense as the Halting problem by showing they require computing simulation properties.

**Problem 2** (SIMTIME) Consider a relative model $P(M, M')$. We denote the set of all global time steps where the global machine $M$ updates the local machine $M'$ as $K = \{k_1, k_2, ...\}$. Then, construct a local machine $M'$ to compute $k_{\tau+1} - k_\tau$ for any $k_\tau \in K$ without querying the solution from $M$.

**Corollary 1** Note that $k_{\tau+1} - k_\tau = \|\Delta_\tau\| + 1$ where $\|\Delta_\tau\|$ is the number of tape states in the runtime set $\Delta_\tau$. Then, $k_{\tau+1} - k_\tau$ is a partial function and dependent on the number of tape states in $\Delta_\tau$, i.e., it is non-trivial. Therefore, $k_{\tau+1} - k_\tau$ is a simulation property and thus SIMTIME is undecidable.
Notice that SIMTIME can be easily extended for probabilistic $M$ and $M'$ and we do so in Appendix D.

**Problem 3** (SIMSPACE) Consider a relative model $\mathcal{P}(M, M')$. We denote the set of all global time steps where the global machine $M$ updates the local machine $M'$ as $K = \{k_1, k_2, \ldots \}$. Then, for each global time step $k_\tau \in K$, we denote the number of bits required by the global machine $M$ to compute the local machine $M'$ between global times $k_{\tau-1}$ to $k_\tau$ as $g_\tau$. Then, construct a local machine $M'$ to compute $g_\tau$ for any $\tau \in \mathbb{Z}^+$ without querying the solution from $M$.

**Corollary 2** Computing $g_\tau$ requires counting the number of bits used by $M$ in the runtime set $\Delta_\tau$, which is a partial, non-trivial function of $\Delta_\tau$ and therefore a simulation property. Thus, SIMSPACE is undecidable.

Both undecidability results for SIMTIME and SIMSPACE can give rise to special relativistic effects when we allow the local machine to query functions from the global machine which are not efficiently computable with respect to the global clock $t$.

### 2.2.1 Relative Oracles

Suppose the local machine $M'$ queries the global machine $M$ to compute a function $f(x)$ at global time $k_\tau$. To do so, we create a query state $q'_f \in Q'$ such that when the local machine $M'$ enters state $q'_f$, the global machine $M$ computes a function $f(x)$ that operates on a substring $x \subseteq S'_{k_\tau}$ and the global machine writes the output on a portion of $S'_{k_\tau+1}$. By Corollaries 1 and 2, the local machine will not be able to compute the global time or space required by the global machine $M$ to compute $f(x)$. So, we can easily see how from the perspective of the local machine, the function is computed in only one local time step and takes up only the necessary number of bits to write the output. To consider the asymptotic nature of how the global resources required by $M$ increase with respect to the local resources of the local machine, we denote the different resource complexities using the subscript of the clock or space variable under the asymptotic symbol. For example, we say $f(x) = O_\tau(g(n))$, where $x \in \{0,1\}^n$, is equivalent to saying the function $f(x)$ can be computed in $O(g(n))$ local time steps with respect to its local clock $\tau$ under a relative model. Now, we argue that for any queried function $f(x)$, the local machine $M'$ can have better asymptotic computational power relative to its local time $\tau$ and space $\|S'_t\|$, where $\|S'_t\|$ denotes the number of non-blank symbols on $S'_t$, than the global machine $M$ can achieve with respect to the global time $t$ and space $\|S_t\|$.

**Problem 4** (Relative Oracle Problem) Given any computable function $f \in F^*$, construct a relative model $\mathcal{P}(M, M')$ that computes $f$ in $O_\tau(1)$ time while only using
Theorem 2 There exists a relative model $P(M, M')$ that solves the Relative Oracle problem.

Proof Because $f$ is computable, construct a query state for the local machine $M'$ that queries the global machine $M$ to compute $f(x)$ in $S_t$. Given the output of $f(x)$, the global machine $M$ requires $\|f(x)\|$ write operations to update $S'_t$. Note that the local clock won’t increment until the transition function $\delta'$ is computed, which requires writing all of the output of $f(x)$ into $S'_t$ first. Therefore, $\tau$ will only increment after $M$ writes all of $f(x)$ into $S'_t$, hence $O_{\tau}(1)$ time. Likewise, the encoding of the output of $f$ on $S'_t$ will always require $\|f(x)\|$ space on the tape, hence the space complexity is always $\Theta\|S'_t\|(\|f(x)\|)$. □

By simply knowing the minimal global complexities for a given function, Theorem 2 implies that we can provably construct a local machine that has better local computational powers than the global machine.

Corollary 3 For any computable function $f \in \mathcal{F}^*$ that requires $\Omega_t(1)$ global time or $\Omega\|S_t\|(\|f(x)\|)$ global space to compute but only $\|f(x)\|$ bits to encode the output of $f$, Theorem 2 implies there exists a relative model $P(M, M')$ that can compute $f$ in $\Theta_{\tau}(1)$ time and $\Theta\|S'_t\|(\|f(x)\|)$ space.

Corollary 3 implies that given a computable function whose global time complexity is greater than constant time or the global space complexity is greater than the minimal write space, the local machine can locally be more powerful than the global machine. Corollaries 1 and 2 show that the local machine can’t have any information about the global passage of time or utilized space for computing any function $f(x)$ and so it gives rise to special relativistic effects like time dilation and length contraction which are quantified with Lorentz factors [6].

2.2.2 Lorentz Factors of Relative Models

The global machine $M$ is observing a global clock $t$ and global space $S_t$ while the local machine $M'$ is observing a local clock $\tau$ and local space $S'_t$. From the global machine’s frame, time is moving at a steady pace and all computations are performed at the rate of the global clock $t$. However, Corollaries 1 and 2 prove that the only time and space that the local machine can even compute are its local time $\tau$ and local space $S'_t$. In fact, from the perspective of the local machine, all write operations by the global machine to the local tape $S'_t$ appear to happen simultaneously (Appendix A). Therefore, the local machine’s frame only perceives the local time $\tau$ and local space $S'_t$. These effects are equivalent to the time dilation and length contraction effects seen in
special relativity [6]. In special relativity, time dilation and length contraction effects occur when we compute the time and length intervals of events from two observers. To experience these effects, one observer must have a relative velocity close to the speed of light with respect to the other observer. Then, time dilation is when the time experienced by one observer is faster than the time observed by another observer. Likewise, length contraction is the effect where each observer experiences a different length scale for the same object. In a relative model, time dilation occurs between the global and local times of the models and length contraction occurs for the required number of bits to perform a computation. Unlike in special relativity where the Lorentz factor is determined by the relative velocity between observers, in our model the queried function determines the Lorentz factors for time and space resources. We compute a Lorentz factor for time dilation between the global time $t$ and local time $\tau$ via the ratio between global and local time intervals, i.e.,

$$\gamma_k = \frac{k_{\tau+1} - k_\tau}{\tau + 1 - \tau} = k_{\tau+1} - k_{\tau}. \quad (1)$$

However, the Lorentz factor for length contraction is computed using the global space ratio to be

$$\gamma_g = \frac{g_{\tau+1} - g_\tau}{\|f(x)\|}, \quad (2)$$

where $f(x)$ is the output of any computation performed in $S_t$ and copied over to $S'_t$. In physics, the Lorentz factor for time and space are equal but for relative models the Lorentz factors for time and space depend on the particular function $f(x)$ and global machine $M$ \(^2\). Due to this dependence, we can immediately see that the Lorentz factors are also simulation properties.

**Corollary 4** Because the Lorentz factors (1) and (2) are dependent on computing SIMTIME and SIMSPACE, which are both simulation properties, the Lorentz factors are also simulation properties and therefore undecidable by Theorem 1.

Using these special relativistic effects, the local machine is effectively a local oracle model that only perceives its own time and space [2]. We include a discussion on comparing relative models and oracle models in Appendix C. This local oracle model allows us to construct a fully classical global model that locally preserves the exponential speed-ups of quantum mechanics. However, before we can construct this local quantum model, we have to consider a necessary component to simulating quantum mechanics, error.

\(^2\)Furthering the analogy, one can imagine that if $\gamma_k$ is constant for an interval of local times $\tau$, then the computation time is proceeding at a constant velocity. However, if $\gamma_k$ varies between local time intervals, then the computation is undergoing an acceleration. Hence, there may be a connection to general relativity through accelerating frames of relative models.
2.3 Undecidability of Computing Global Machine Error

Suppose that the global machine $M$ wants to save global time and space resources by approximating a queried function $f(x)$ instead of fully computing it. The function that the local machine uses to compute the error incurred by the global machine’s approximation is no longer a simulation property so Theorem 1 is not applicable. Clearly, if the machines can perfectly encode $f(x)$ and the global machine returns an approximation $\tilde{f}(x)$ to $f(x)$, and the local and global machines both have access to $x$, then the local machine can simply compute $f(x)$ and catch the global machine in an error. However, if the local machine only has approximations to $x$ in the form of a set $\bar{X}$ of possible $x$ (for example, some range in $\mathbb{Z}$), then the global machine can approximate $f(x)$ be leveraging the inherent error in $\bar{X}$ and returning a string from the set of possible strings $\{f(\bar{x}) : \bar{x} \in \bar{X}\}$. This kind of scenario arises when performing measurements. Suppose there exists a section of the tape labeled $m_t \subset S'_t$ that contains a string $x$ at time $t$. Suppose that due to the encoding of $M'$, it is impossible to perfectly measure $x$. In other words, whenever $M'$ tries to encode $x$ in a separate portion of the tape, $x$ is approximated to be $x'$ by sampling from a measurement function $x' \sim g(x)$. However, $x'$ is permanently stored in the local machine’s tape. So, it can reference $x'$ whenever it needs. Given a measured $x'$, there exists a set $\bar{X}$ of possible $x$ that could have generated $x'$. Now, at some time $t_2$, $M$ will compute $f(x)$ and overwrite $m_t$. $M$ wants to exploit the uncertainty of $\bar{X}$ from measurements to approximate $f(x)$ using a function $\hat{f}(x)$ without being detected by $M'$. We formalize the problem of determining if the global machine returned $\hat{f}(x)$ as follows.

**Problem 5** (MEASURE) Consider a relative model $P(M, M')$. Let $\tilde{f}(x)$ be an approximation of a computable function $f(x) \in F^*$. Suppose there exists some string $x \subset S'_t$ which $M'$ measures with a function $g(x)$ that returns a value $x' \sim g(x)$. Define $\bar{X}$ to be the set of all possible $x$ given a measurement $x' \sim g$. Suppose the local machine $M'$ queries the function $f(x)$ at time $k_1$ and the global machine $M$ randomly chooses to compute $\tilde{f}(x)$ or $f(x)$ and encode the solution in a substring $y \subset S'_{k+1}$. Then, construct a local machine $M'$ to determine if the global machine $M$ computed $\hat{f}(x)$ or $f(x)$.

**Theorem 3** MEASURE is undecidable when the approximation error of $\hat{f}(x)$ is within the possible values of $f(x)$ introduced by the approximation of $x$ by the set $\bar{X}$, i.e., $\hat{f}(x) \cup (\bigcup_{\bar{x} \in \bar{X}} f(\bar{x})) = \bigcup_{\bar{x} \in \bar{X}} f(\bar{x})$.

**Proof** We will prove this by contradiction. Assume the local machine $M'$ can determine which function the global machine $M$ used. Because $M'$ doesn’t know $x$, but instead it has a set $\bar{X}$ of possible $x$, the local machine $M'$ must compute the image of $f(x)$ for all possible values of $x$ in $\bar{X}$ and see if the output $y \in S'_{k+1}$ is in the image of $f$ over $\bar{X}$, i.e., $M'$ computes the set $\text{Image}(f)_{\bar{X}} = \{f(x_i) : \forall x_i \in \bar{X}\}$. If the
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If the returned output $y$ lies outside of $\text{Image}(f)_{\overline{X}}$, then the local machine $M'$ can conclude that the global machine $M$ used $\overline{f}$. However, if it lies inside of $\text{Image}(f)_{\overline{X}}$ such that $y = f(x_i)$ for some $x_i \in \overline{X}$, then for $M'$ to know that $y$ wasn’t computed by $f(x)$, it must know that $x_i \neq x$, which contradicts the definition of $\overline{X}$. Therefore, if $\overline{f}(x) \in \bigcup_{x_i \in \overline{X}} f(x)$, then $M'$ cannot determine which function $M$ used. $\square$

We can easily extend the context of Theorem 3 to show an even more powerful result. Namely, we show that the global machine $M$ can always trick the local machine $M'$ to accept in $O_\tau(1)$ time so long as there exists at least one state in which $M'$ will accept and it is guaranteed to be computable in a finite amount of steps. This means no matter what the error introduced by an approximation, the global machine can always force the local machine into a known state. However, this comes at the cost of global time.

**Theorem 4** Consider a relative model $\mathcal{P}(M, M')$. Suppose it is guaranteed that $M'$ will enter the ACCEPT or REJECT states within some finite local time $T$ after the current local time $\tau$, and there exists at least one state $S'_{\text{ACCEPT}}$ such that $M'$ will accept given the current setting of the tape $S'_{k_\tau}$ and state $q'_{k_\tau}$. Then, $M$ can always prepare $S'_{k_{\tau+1}} = S'_{\text{ACCEPT}}$ to guarantee a later accept in $O_\tau(1)$ time.

**Proof** Simply have the global machine $M$ simulate $M'$ up until local time $T + \tau$ on a section of the tape $S_t$ outside of $S'_t$ with different tape states until $M$ finds one that will force $M'$ to accept by local time $\tau + T$. Because there exists at least one initial state of the tape $S'_{\text{ACCEPT}}$ where $M'$ will accept, $M$ is guaranteed to eventually find it. Once it does so, prepare the next state of the tape $S'_{k_{\tau+1}}$ to be $S'_{\text{ACCEPT}}$ for the next local time step. $\square$

We can see that due to Theorems 3 and 4, the global machine $M$ can force $M'$ to not perceive the error either by returning a value within the allowed error that $M'$ will accept, i.e., Theorem 3, or it can force it to accept that no error has occurred, i.e., Theorem 4. Now we have everything in place to simulate quantum mechanics with the relative model.

### 2.4 A Relative Model for Quantum State Evolution

Following the Church-Turing-Deutsch Principle, if we can compute quantum mechanics, then we can simulate any process in the universe to an arbitrary accuracy (assuming that the laws of quantum physics can completely describe every physical process)[5, 16]. So, we show how to simulate quantum mechanics using a relative model $\mathcal{P}(M, M')$ with the same local efficiency that we experience in our universe. Let $M$ be a global Turing machine and let $M'$ encode the Schrödinger equation acting on a set of qubits. Because the global machine $M$ has access to the entire tape, it can compute the Hamiltonian $\hat{H}(\tau)$ for any subset of particles in the universe at any local time $\tau$. However, to satisfy the third law of thermodynamics and avoid zero entropy, every particle must be coupled to at least one other particle via intermediate interactions[5]. So,
to accurately describe the time evolution of the universe, $M$ must construct a Hamiltonian $\hat{H}$ and quantum state vector $|\psi(\tau)\rangle$ for the entire universe at every local time step $\tau$. By Theorem 2, this can be done in $O_\tau(1)$ time between every local time step of the universe. Luckily, the universe is a closed quantum system with a time-independent Hamiltonian $\hat{H}$ [17]. We don’t need a measurement postulate in this context because we are describing the entire universe as a single state vector and assume that a measurement collapse can be encoded as a byproduct of the quantum state evolution [18]. Consider a quantum state vector

$$|\psi\rangle = c_1|\psi_1\rangle + ... + c_{2^n}|\psi_{2^n}\rangle. \quad (3)$$

We can encode any quantum state $|\psi\rangle$ in $S'$ and update it at every local clock time in $O_\tau(1)$ time. So, we introduce a local time-dependence $\tau$ on the state $|\psi(\tau)\rangle$ and compute it using the Schrödinger equation

$$i\hbar\frac{d}{d\tau}|\psi(\tau)\rangle = \hat{H}|\psi(\tau)\rangle. \quad (4)$$

Using the time-independent Hamiltonian $\hat{H}$, we can solve (4) using the time-independent Schrödinger equation

$$|\psi(\tau)\rangle = e^{-\frac{i}{\hbar}\hat{H}\tau}|\psi(0)\rangle. \quad (5)$$

To compute (5) to an arbitrary accuracy, we expand the exponential explicitly as a sum of matrix products

$$e^{-\frac{i}{\hbar}\hat{H}\tau} = \sum_{j=0}^{\infty} \frac{(-i\tau/\hbar)^j}{j!}\hat{H}^j. \quad (6)$$

Immediately we see an issue. If the infinite sum (6) cannot be simplified, then the summation is required to go to infinity. So, the global machine $M$ will never finish computing (6). However, we can approximate (6) up to some maximum term and return an approximation $|\tilde{\psi}(\tau)\rangle$\textsuperscript{3}. By Theorem 3, the global machine $M$ only needs to compute the approximation $|\tilde{\psi}(\tau)\rangle$ using (6) within an allowable error that makes the problem of detecting the error by the local machine $M'$ undecidable. Likewise, by Corollaries 1 and 2, the local machine $M'$ will not perceive the exponentially large amount of time or space required for $M$ to compute (6) within this error.

**Corollary 5** There exists a relative model $\mathcal{P}(M,M')$ that approximates the Schrödinger equation $f(|\psi(\tau)\rangle)$ within an arbitrary error in $O_\tau(1)$ time and $\Theta\|S'_t\|(\|f(|\psi\rangle)\|)$ space where $\|f(|\psi\rangle)\|$ is the desired encoding precision.

\textsuperscript{3}An added bonus of the time-independent Schrödinger equation is that the error does not accumulate between local time steps $\tau$ because one can compute the state $|\psi(\tau)\rangle$ using only $\hat{H}$, $\tau$, and $|\psi(0)\rangle$. 
3 Discussion

3.1 Relative Church-Turing-Deutsch Thesis

Theorem 2 gives us a method of relativizing the physical Church-Turing thesis [19]. Consider the scenario where our universe is constructed as the local machine $M'$ in a relative model. There is a global machine $M$ computing the physical laws encoded in $M'$. By Corollaries 1 and 2 as discussed in 2.2.2, we experience the local time $\tau$ and local space $S'$ to our universe and cannot perceive the global time $t$ or space $S$ taken by the global machine. By Corollary 5, we know it is possible for quantum mechanics to be computed in $\Theta_\tau(1)$ time as we experience in our universe. Therefore, it is entirely possible that a physical Church-Turing thesis is globally and physically true for all computational models in our universe; meaning Turing machines are the only computational models that obey the global mathematics of our universe and our information theoretic intuitions about the process of computation. However, locally we have access to a physical quantum Church-Turing thesis through the queried functions that govern quantum mechanics, like the Schrödinger equation [20]. The special relativistic effects from Corollaries 1 and 2 guarantee that it’s impossible for us to perceive the exponential overhead in time and space required to compute quantum mechanics with the global Turing machine.

Unfortunately, our measurement devices always have some guaranteed error due to encoding. So long as the error introduced by approximating the Schrödinger equation (6) is within the error of all of our measurement instruments, Theorem 3 protects us from detecting the error in the universe’s computation. Not to mention, we don’t know a priori the function that the universe is computing. Theorem 3 relies on an agreed function $f(x)$ but we’ve only deduced the Schrödinger equation from observations. The physicist’s assumption that whatever the universe provides is inherently a law of the universe means that we will accept any approximation from the universe as the law. So, all errors from the universe are undetectable. Putting all of this together, we have a more comprehensive simulation hypothesis of the universe that preserves any physical laws as transition rules and queried functions.

4 Conclusion

In this work, we study two questions at the heart of the simulation hypothesis, i) is it possible for a simulation to decide it is a simulation and ii) is quantum mechanics compatible with a classical simulation hypothesis? To address these questions, we construct a relative model of computation involving a global Turing machine $M$ simulating a local machine $M'$. Global machine $M$ bestows more computational power to local machine $M'$ relative to the local machine’s space and time resources by allowing $M'$ to query $M$ to compute any function for it on its next update. We show that the problem of the local machine $M'$ computing the simulation time, space, or error is undecidable in the same
sense as the Halting problem. We further prove a connection to the time dilation and length contraction effects seen in special relativity and we propose a relative Church-Turing-Deutsch thesis where a classical, global simulator constructs a local quantum mechanical model for the observable universe. We show that this model preserves both the classical Church-Turing thesis from the global machine’s global frame and the quantum Church-Turing thesis from the frame of our observable universe. Therefore, our model preserves the exponential speed-up given by quantum computers and provides a reconciliation between the intuitive notion of Turing machines and the unintuitive linear time evolution of an exponentially large quantum state in Hilbert space.
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Appendix A  Local Write Order

Up until now, the choice of when to increment the local time might have seemed arbitrary considering the fact that several write operations occur just before we increment the local clock. We provide a more extensive discussion on our choice of convention for the local clock and show that the local machine cannot perceive the write operations occurring separately due to another undecidability result. Here, we prime that discussion by showing how the local machine perceives all updates in between two local time steps $\tau$ and $\tau + 1$ as occurring simultaneously. We can show this is the case by proving it is impossible for the local machine to compute the order in which the write operations occur just before a local time step. To do so, we first denote a write operation as $W(b, s)$ where the symbol $b \in \Gamma$ is written at the location on the tape $S_t$ indexed by $s$.

**Problem 6** (WRITEORDER) Consider a relative model $\mathcal{P}(M, M')$. We denote the set of global time steps $k_\tau \in K$ where the global machine $M$ updates the local machine $M'$ in accordance with its transition function $\delta'$ as $K = \{k_1, k_2, \ldots\}$ such that $\delta'(S_{k_\tau}^t, q_{k_\tau}^t) \rightarrow \{S_{k_\tau+1}^t, q_{k_\tau+1}^t\}$. For each global time step $k_\tau \in K$, there exists an ordered set of write operations $W_\tau = \{W(b_1, s_1), \ldots, W(b_{\parallel W\parallel}, s_{\parallel W\parallel})\}$ required by $M$ to update the tape state and machine state of the local machine $M'$. Construct a local machine $M'$ to compute $W_\tau$ without querying $M$ for the solution.

**Corollary 6** WRITEORDER is undecidable.

**Proof** To compute the order of $W_\tau$, the local machine $M'$ needs to perform read operations on $S_{k_\tau}^t$ at absolute times between $k_\tau$ and $k_{\tau+1} - 1$, which requires knowledge of the runtime tape set $\Delta_\tau$. Therefore, solving WRITEORDER requires computing a simulation property, which is undecidable by Theorem 1. $\Box$

One can see by Corollary 6 that if the local machine can’t perceive the order in which the write operations occur, then from its local frame they all occur simultaneously. This is further discussed in Appendix B. This seems to contradict the intuition that time is measured by a change. If the local time was measured by the change in $S_{\tau}^t$, then the local time of the local machine would change with every write operation. But, it can’t perceive the write operations as occurring separately. Therefore, the local frame of the local machine is equivalent to the local time the machine experiences if it were real, namely at the moment the transition function is computed. So, the perception of local time is at every instance of the transition function and only at the transition function.
Appendix B  Local Clock Conventions

In Section 2.1, we choose to increment $\tau$ only when $S'_{k+1}$ and $q'_{k+1}$ are updated according to the transition function of $M'$. In this section, we choose an alternative convention for the local clock as in Appendix A and show that these definitions also cannot compute the specific global time $t$ of an update. In this convention, we define the new local clock $\tilde{\tau}$ to increment whenever there is a partial or complete update to the local machine’s tape state $S'_t$ or machine state $q'_t$. This convention feels more natural in the sense that time should measure all changes. With this alternative clock convention, we still require that the tape state $S'_t$ and machine state $q'_t$ will not change except for when the global machine $M$ writes the updated states. Under the new definition of local time, both computing the time in between local transition function updates and computing the time of write operations are still undecidable.

Problem 7 (WRITETIME) Consider a relative model $P(M, M')$. We denote the set of all global time steps where the global machine $M$ makes any partial or complete update to the local machine’s tape state or machine state as $\tilde{K} = \{\tilde{k}_1, \tilde{k}_2, \ldots\}$. Then, construct a local machine $M'$ to compute $\tilde{k}_{\tilde{\tau}+1} - \tilde{k}_{\tilde{\tau}}$ for any $\tilde{k}_{\tilde{\tau}} \in \tilde{K}$ without querying the solution from $M$.

Corollary 7 WRITETIME is undecidable.

Proof Assume for the sake of contradiction that WRITETIME is decided by $R$. We can use $R$ to build a decider for WRITEORDER by trivially returning the ordering of the list $\tilde{K}$. Since we are able to build a decider for WRITEORDER, and WRITEORDER is undecidable by Corollary 6, there is a contradiction, and thus WRITETIME is also undecidable. □

So, regardless of which convention is chosen for the local clock, the time in between write operations still can’t be computed directly. Therefore, there is no benefit to choosing either convention computationally. However, choosing $\tau$ to increment with the local transition function is more in line with the computational abilities of the local machine.

Appendix C  Comparing Relative Models to Oracle Models

As shown in Theorem 2, with respect to the local clock $\tau$, a relative model and an oracle model can be equivalent for computable functions. We differentiate a relative model from an oracle model by noting that oracle models bestow more global computational power to the overall model with respect to the global clock $t$. Whereas relative models do not increase the overall computational power with respect to $t$. Additionally, Theorem 2 gives us a method of building
a local oracle model. However, we cannot build an oracle model unless the analysis is with respect to the local machine.

Appendix D  Probabilistic SIMTIME

We define a probabilistic transition function $\delta$ that maps the current state $S_t$ of the tape to another state $S_{t+1}$ by choosing from a fixed set of possible states $S_{\rho}(S_t)$ according to a probability distribution $\rho$.

**Problem 8** (pSIMTIME) Consider a relative model $P(M, M')$ where both $\delta$ and $\delta'$ are probabilistic transition functions under probability distributions $\rho$ and $\rho'$, respectively. We denote the set of all global time steps where $M$ updates $M'$ as $K = \{k_1, k_2, \ldots\}$. Then, construct a local machine $M'$ that computes $k_{\tau+1} - k_{\tau}$ for any $k_\tau \in K$ without querying $M$.

**Corollary 8** pSIMTIME is undecidable.

*Proof* We will prove this by contradiction. Consider two global clock times $k_{\tau}$ and $k_{\tau+1}$ and assume that $M'$ can compute $k_{\tau+1} - k_{\tau}$. Then, let $S'_{k_{\tau}}$ be the state of the local machine’s $M'$ tape at global time $k_{\tau}$ immediately after applying $\delta'$ at $k_{\tau}$. At global time step $k_{\tau+1}$, the global machine $M$ has simulated $M'$ by computing the probabilistic transition function $\delta'$ that maps $S_{k_{\tau}}$ to some string $S'_{k_{\tau+1}} \in S_{\rho}(S_{k_{\tau}})$. It’s important to note that $\delta'$ is a function of $S'_{k_{\tau}}$ to a string $S'_{k_{\tau+1}} \in S_{\delta}(S'_{k_{\tau}})$ that encodes some information that can compute $k_{\tau+1} - k_{\tau}$. Now, suppose we considered a different interval end time $\bar{k}_{\tau+1}$. Then, the local machine’s transition function $\delta'$ constructs a different state $S'_{\bar{k}_{\tau+1}} \in S_{\delta}(S'_{k_{\tau}})$ that encodes $k'_{\tau+1} - k_{\tau}$ as opposed to the state $S'_{k_{\tau+1}} \in S_{\rho}(S'_{k_{\tau}})$ that encodes $k_{\tau+1} - k_{\tau}$. If it is ever possible for $S'_{k_{\tau+1}} = S'_{\bar{k}_{\tau+1}}$, or at least the information that encodes the time interval difference is the same, then $M'$ cannot differentiate information that encodes $\bar{k}_{\tau+1} - k_{\tau}$ from information that encodes $k_{\tau+1} - k_{\tau}$. Therefore, $M'$ must be defined in such a way that it is impossible to map to the same string for different global time intervals, i.e., $S_{\rho}(S_{k_{\tau}}) \cap S_{\rho}(S_{k_{\tau}}) = \emptyset$. However, by imposing this restriction, $\delta'$ can map to two different sets of strings from the same initial state $S_{k_{\tau}}$, which contradicts its definition. $\square$