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In this paper, we investigate theoretically the spin-orbit torque as well as the Gilbert damping for a two band model of a 2D helical surface state with a Ferromagnetic (FM) exchange coupling. We decompose the density matrix into the Fermi sea and Fermi surface components and obtain their contributions to the electronic transport as well as the spin-orbit torque (SOT). Furthermore, we obtain the expression for the Gilbert damping due to the surface state of a 3D Topological Insulator (TI) and predicted its dependence on the direction of the magnetization precession axis.
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I. INTRODUCTION

The spin-transfer torque (STT) is a phenomenon in which spin current of large enough density injected into a ferromagnetic layer switches its magnetization from one static configuration to another [1]. The origin of STT is absorption of itinerant flow of angular momentum components normal to the magnetization direction. It represents one of the central phenomena of the second-generation spintronics, focused on manipulation of coherent spin states, since reduction of current densities (currently of the order $10^6-10^8$ A/cm²) required for STT-based magnetization switching is expected to bring commercially viable magnetic random access memory (MRAM) [2]. The rich nonequilibrium physics [3] arising in the interplay of spin currents carried by fast conduction electrons and collective magnetization dynamics, viewed as the slow degree of freedom, is of great fundamental interest.

Very recent experiments [4, 5] and theoretical studies [6] have sought STT in nontraditional setups which do not involve the usual two (spin-polarizing and free) F layers with noncollinear magnetizations [3], but rely instead on the spin-orbit coupling (SOC) effects in structures lacking inversion symmetry. Such “SO torques” [7] have been detected [4] in Pt/Co/AlOₓ lateral devices where current flows in the plane of Co layer. Concurrently, the recent discovery [8] of three-dimensional (3D) topological insulators (TIs), which possess a usual band gap in the presence of arbitrary spin-flip processes within the device.

In this paper, we investigate the dynamical properties of a FM/3DTI heterostructure, where the F overlayer covers a TI surface and the device is periodic along in-plane $x - y$ directions. The effect of the F overlayer is a proximity induced exchange field $-\Delta_{ex} m \cdot \sigma/2$ superimposed on the Dirac cone dispersion. For a partially covered FM/TI heterostructure, the spin-momentum-locked Dirac electrons flip their spin upon entering into the interface region, thereby inducing a large antiddamping-like SOT on the FM [13-17]. The antidamping-like SOT driven by this mechanism which is unique to the surface of TIs has been predicted in Ref. [17], where a time-dependent nonequilibrium Green function (NEGF)-based framework was developed. The formalism made it possible to separate different torque components in the presence of arbitrary spin-flip processes within the device. Similar anti-damping torques has also been predicted [19] to exist due to the Berry phase in periodic structures where the device is considered infinite in in-plane directions and a Kubo formula was used to describe the SOT as a linear response to homogeneous electric field at the interface. However, the connection between the two approaches is not clear and one of the goals of the current paper is to address the similarities and the differences between the two. In the following we present the theoretical formalism of the SOT and damping in the regime of slowly varying parameters of a periodic system in space and time.

Generally, in a quantum system with slowly varying parameters in space and/or time, the system stays close to its equilibrium state (i.e. adiabatic regime) and the effects of the nonadiabaticity is taken into account perturbatively using adiabatic expansion. Conventionally, this expansion is performed using Wigner representation after the separation of the fast and slow variations in space and/or time. [21] The slow variation implies that the NEGFs vary slowly with the central space (time), $\bar{x} = (\bar{x} + \bar{x}')/2$ ($t_c = (t_c + t - t')/2$), while they change fast with the relative space (time), $\bar{x}' = \bar{x} - \bar{x}'$ ($t_r = t - t'$). Here we use an alternative approach, where we consider $(x, t)$ and $(\bar{x}_r, t_r)$ as the natural variables to describe the close to adiabatic space-time evolution of NEGFs and then perform the following Fourier transform

$$G(\bar{x} t; \bar{x}' t') = \int \frac{dE}{2\pi} \int d\bar{k} e^{iE(t-t')} e^{i\bar{k} \cdot [\bar{x} - \bar{x}']} G_{E\bar{k}}(\bar{x} t). \quad (1)$$
where, $\Omega$ is the volume of the phase space that the $\vec{k}$-integration is being performed. The standard Dyson equation of motion for $G(\vec{x}, t; \vec{x}', t')$ is cumbersome to manipulate \cite{22, 23} or solve numerically \cite{24} so they are usually transformed to some other representation \cite{11}. Generalizing the equation to take into account slowly varying time and spatial dependence of the Hamiltonian we obtain,

$$
G = \left( \begin{array}{cc}
G^r & G^< \\
0 & G^a
\end{array} \right),
$$

$$
= \left( \begin{array}{cc}
G^{r, -1}_{ad} & \Sigma^< \\
0 & G^{a, -1}_{ad}
\end{array} \right)^{-1} D_{xt},
$$

where,

$$
G^{r, -1}_{ad} = (E - i\eta)1 - H(\vec{k}, t) - \mu(\vec{x}),
$$

$$
\Sigma^< = -2i\eta f(E - \partial_\mu \vec{h}) - \mu(\vec{x}),
$$

$$
D_{xt} = \frac{\partial}{\partial t} + \frac{\partial H}{\partial \vec{k}} \cdot \vec{\nabla},
$$

and, $\eta = \hbar/2\tau$ is the phenomenological broadening parameter, where $\tau$ is the relaxation time. It is worth mentioning that for a finite $\eta$ the number of particles is not conserved, and a more accurate interpretation of the introduced broadening might be to consider it as an energy-independent escape rate of electrons to fictitious reservoirs attached to the positions $\vec{x}$. Consequently, a finite broadening could be interpreted as the existence of an interface in the model between each atom in the system and the reservoir that is spread homogeneously along the infinite periodic system.

Eq. (2) shows that the effect of the space/time variation is to replace $E \to E - i\partial_\mu \vec{h}$ and $\vec{k} \to \vec{k} - i\vec{\nabla}$ in the equation of motion for the GFs in stationary state. To the lowest order with respect to the derivatives we can write,

$$
G = G_{ad} - i\frac{\partial G_{ad}}{\partial E} \frac{\partial G_{ad}^{-1}}{\partial t} + \frac{\partial G_{ad}}{\partial \vec{k}} \cdot \vec{\nabla}G_{ad}^{-1} G_{ad},
$$

(4)

where,

$$
G_{ad}^{-1} = \left( \begin{array}{cc}
G^{r, -1}_{ad} & -2i\eta f(E - \mu(\vec{x})) \\
0 & G^{a, -1}_{ad}
\end{array} \right).
$$

(5)

For the density matrix of the system, $\rho(t) = \frac{1}{\mathcal{N}} G^<(t, t)$, we obtain,

$$
\rho_{neq}^{neq}(t) \approx \int \frac{dE}{2\pi} \mathcal{R} \left( [D(G_{ad}^r), G_{ad}^r] f + 2i\eta D(G_{ad}^a)G_{ad}^a \frac{\partial f}{\partial E} \right),
$$

(6)

where $D = \frac{\partial}{\partial t} - \vec{\nabla} \mu \cdot \frac{\partial}{\partial \vec{k}}$ is the differential operator acting on the slowly varying parameters in space and time.

The density matrix in Eq. (6) is the central formula of the paper and consists of two terms; the first term contains the equilibrium Fermi distribution function from the electrons bellow the Fermi surface occupying a slowly (linearly) varying single particle states that has only interband contributions and can as well be formulated in terms of the Berry phase as we will show the following sections, and; the second term corresponds to the electrons with Fermi energy (at zero temperature we have, $\partial f/\partial E = \delta(E - E_F)$) which are the only electrons allowed to get excited in the presence of the slowly varying perturbations. The fact that the first term originates from the assumption that the electric field is constant inside the metallic FM suggests that this term might disappear once the screening effect is included. On the other hand, due to the fact that the second term corresponds to the nonequilibrium electrons injected from the fictitious reservoirs attached to the device through the scape rate $\eta$, it might capture the possible physical processes that occur at the contact region and makes it more suitable for the calculation of the relevant physical observables in such systems.

Using the expression for the nonequilibrium density matrix the local spin density can be obtained from,

$$
\bar{\rho}^{neq}(t) = \langle \bar{\sigma} \rangle_{neq} = \frac{1}{4\pi^2} \int d^2 \vec{k} Tr \rho_{neq}^{neq}(\vec{k}, t),
$$

(7)

where $\langle \ldots \rangle_{neq}$ refers to the ensemble average over many-body states out of equilibrium demonstrated by the nonequilibrium density matrix of the electrons and, $Tr$ refers to the trace. In this case the time derivative in the differential operator $D$ leads to the damping of the dynamics of the ferromagnet while the momentum derivative leads to either damping or anti-damping of the FM dynamics depending on the direction of the applied electric field. In the following section we apply the formalism to a two band helical surface state model attached to a FM.

II. SOT AND DAMPING OF A HELICAL 2D SURFACE

A two band Hamiltonian model for the system can be generally written as,

$$
H(\vec{k}, t) = \varepsilon_0(\vec{k})1 + \vec{h}(\vec{k}, t) \cdot \vec{\sigma}
$$

(8)

where, $\vec{h} = \overrightarrow{\alpha_{so}}(\vec{k}) + \Delta_{so}(\vec{k}) m(t)$, with $\overrightarrow{\alpha_{so}}(\vec{k}) = -\overrightarrow{\alpha_{so}}(-\vec{k})$ and $\Delta_{xc}(\vec{k}) = \Delta_{xc}(-\vec{k})$, being spin-orbit and magnetic exchange coupling terms respectively. In particular in the case of Rashba type helical states we have $\overrightarrow{\Delta_{so}} = \alpha_{so} \varepsilon_2 \times \vec{k}$. In this case for the adiabatic single particle GF we have,

$$
G_{ad}^r(E, t) = \frac{(E - \varepsilon_0 - i\eta)1 + \vec{h} \cdot \vec{\sigma}}{(E - \varepsilon_0 - i\eta)^2 - |\vec{h}|^2}
$$

(9)
From Eq. (7) for the local spin density, we obtain (See Appendix B for details),
\[ S_{\text{neq}}(t) = \int \frac{d^2 \mathbf{k}}{4\pi^2} \left( \frac{\hbar \times \mathcal{H}_{\text{neq}}(f_1 - f_2) - (\nabla \mu \cdot \mathbf{v}_0) \hbar f_1 - f_2}{2|\hbar|^2} \right)^2 \]
\[ + \left( \frac{\hbar \times \mathcal{H}_{\text{neq}}}{2|\hbar|^2} + \frac{\eta \Delta \hbar - \frac{1}{2} \eta (\hbar \cdot \mathcal{H}_{\text{neq}}) \hbar f_1 + f_2}{2|\hbar|^2} \right) \right) \]  
(10)
where, \( f_{1,2} = f(\varepsilon_0 \pm |\hbar|) \) and \( \mathbf{v}_0 = \partial \varepsilon_0 / \partial \mathbf{k} \) is the group velocity of electrons in the absence of the SOI. Here, we assume \( \eta \ll |\hbar| \) which corresponds to a system close to the ballistic regime. In this expression we kept the \( \eta \Delta \hbar \) because of its unique vector orientation characteristics.

As it becomes clear in the following, the first term in Eq. (10) is a topological quantity which in the presence of an electric field becomes dissipative and leads to an anti-damping torque. The second term in this expression leads to the Rashba-Edelstein field-like torque which is a nondissipative observable. The third term has the exact form as the first term with the difference that it is strictly a Fermi surface quantity. The fourth term, also leads to a field like torque that as we will see in the following has similar features as the Rashba-Edelstein effect. It is important to pay attention that unlike the first term, the rest of the terms in Eq. (10) are solely due to the flow of the non-equilibrium electrons on the Fermi surface. Furthermore, we notice that the terms that lead to dissipation in the presence of an electric field \( (\mathcal{D} \equiv \nabla \mu \cdot \frac{\partial}{\partial \mathbf{k}}) \) become nondissipative when we consider \( \mathcal{D} \equiv \partial / \partial t \) and vice versa.

A. Surface State of a 3D-TI

In the case of the surface state of a 3D-TI, as an approximation we can ignore \( \varepsilon_0(\mathbf{k}) \) and consider the helical term as the only kinetic term of the Hamiltonian. In this case the local charge current and the nonequilibrium local spin density share a similar expression, \( \mathcal{I} = \langle \partial (\mathbf{h} \cdot \mathbf{\sigma}) / \partial \mathbf{k} \rangle \). For the conductivity, analogous to Eq. (10), we obtain,
\[ \sigma_{ij} = e \int \frac{d^2 \mathbf{k}}{4\pi^2} \left( \frac{\hbar \times \partial \mathbf{k}_i x \partial \mathbf{k}_j x}{2|\hbar|^2} \left( f_1 - f_2 \right) \right) \delta_{i\neq j} \]
\[ + \frac{\eta}{2|\hbar|^2} \left( \frac{\partial |\hbar|^2}{\partial \mathbf{k}_i x} \right)^2 \left( f_1 + f_2 \right) \delta_{ij} \]  
(11)
This shows that the Fermi sea component of the density matrix contributes only to the anomalous Hall conductivity which is in terms of a winding number. On the other hand, the second term is finite only for the longitudinal components of the conductivity and can be rewritten in terms of the group velocity of the electrons in the system which leads to the Drude-like formula.

Should the linear dispersion approximation for the kinetic term in the Hamiltonian be valid in the range of the energy scale corresponding to the magnetic exchange coupling \( \Delta_{xc} \) (i.e. when \( \varepsilon_F \gg \Delta_{xc} \)), the effect of the in-plane component of the magnetic exchange coupling is to shift the Dirac point (i.e. center of the k-space integration) which does not affect the result of the k-integration. In this case after performing the partial time-momentum derivatives, \( (\mathcal{D}(\hbar) = \frac{\partial}{\partial \mathbf{k}_x} \frac{\partial}{\partial \mathbf{k}_y} \mp v_F \mathbf{e}_z \times \nabla \mu) \), we use \( \hbar(\mathbf{k}, t) = v_F \mathbf{e}_z \times \mathbf{k} + \frac{\Delta_{xc}}{2} m_z(t) \mathbf{e}_z \), to obtain,
\[ S_{\text{neq}}(t) = \int \frac{dk d\mathbf{k}}{4\pi^2|\hbar|^2} \left( \frac{\hbar f_1 - f_2}{|\hbar|^2} \right) \right) \]  
(12)
where,
\[ S_1(\mathbf{k}, t) = \frac{\Delta_{xc}^2}{4} m_z(t) \mathbf{e}_z \times \frac{\partial \mathbf{m}}{\partial t} + \frac{\Delta_{xc} v_F}{2} m_z(t) \nabla \mu \]  
(13)
\[ S_2(\mathbf{k}, t) = \frac{\Delta_{xc} v_F}{4\eta} \left( 2\eta^2 - \frac{\Delta_{xc}^2 m_z^2}{2} \right) \frac{\partial m_z}{\partial t} \mathbf{e}_z \]
\[ - \frac{v_F}{\eta} \left( \eta^2 - \frac{v_F^2 |\mathbf{k}|^2}{2} \right) \mathbf{e}_z \times \nabla \mu \]  
(14)
The dynamics of the FM obeys the LLG equation where the conduction electrons insert torque on the FM moments through the magnetic exchange coupling,
\[ \frac{\partial \mathbf{m}}{\partial t} = \gamma \mathbf{B}_{\text{ext}} + \frac{\Delta_{xc}^2}{2} S_{\text{neq}}(t) - \sum_{i,j} \alpha_{ij}^{\text{eq}} \frac{\partial m_i}{\partial t} \mathbf{e}_j \]  
(15)
where, \( \alpha_{ij}^{\text{eq}} = \alpha_{ji}^{\text{eq}} \), with \( i, j = x, y, z \), is the intrinsic Gilbert damping tensor of the FM in the absence of the TI surface state and \( \mathbf{B}_{\text{ext}} \) is the total magnetic field applied on the FM aside from the contribution of the nonequilibrium electrons.

While the terms that consist of \( \nabla \mu \) are called SOT, the ones that contain \( \frac{\partial \mathbf{m}}{\partial \mathbf{k}} \) are generally responsible for the damping of the FM dynamics. However, we notice that \( \mathbf{e}_z \times \frac{\partial \mathbf{m}}{\partial \mathbf{k}} \) term in Eq. (13) which arises from the Berry curvature, becomes \( m_z \frac{\partial \mathbf{m}}{\partial \mathbf{k}} \) in the LLG equation that does not contribute to the damping and only renormalizes the coefficient of the left hand side of the Eq. (14). The second term in the Eq. (13), is the anti-damping SOT pointing along \( (\mathbf{e}_z \times \nabla \mu)\text{-axis} \). The cone angle dependence of the anti-damping term can be checked by assuming an electric field along the \( x \)-axis when the FM precesses around the \( y \)-axis, (i.e. \( \mathbf{m}(t) = \cos(\theta) \mathbf{e}_y + \sin(\theta) \cos(\omega t) \mathbf{e}_x + \sin(\theta) \sin(\omega t) \mathbf{e}_z \)). In this case the average of the SOT along the \( y \)-axis in one period of the precession leads to the average of the antidamping SOT that shows a \( \sin^2(\theta) \) dependence, which is typical for the damping-like torques. Keeping in mind
that in this section we consider \( v_F \gg \Delta_{xc} \); the first and second terms in Eq. (14) show that the Gilbert damping increases as the precession axis goes from in-plane \( (x \text{ or } y) \) to out of plane \( (z) \) direction. Furthermore, when the precession axis is in-plane \( (\text{e.g. along } y\text{-axis}) \), the damping rate due to the oscillation of the out of plane component of the magnetization \( (\partial m_z/\partial t) \) has a \( \sin^2(\theta) \) dependence that can be ignored for low power measurement of the Gilbert damping \( \theta \ll 1 \). This leaves us with the contribution from the in-plane magnetization oscillation \( (\partial m_x/\partial t) \) only. Therefore, the Gilbert damping for in-plane magnetization becomes half of the case when magnetization is out-of-plane. The anisotropic dependence of the Gilbert damping can be used to verify the existence of the surface state of the 3DTI as well as the proximity induce magnetization at the interface between a FM and a 3DTI. Finally, the third term in Eq. (14) demonstrates a field like SOT with the same vector field characteristics as the Rashba-Edelstein effect.

### III. CONCLUSION

In conclusion, we have developed a linear response NEGF framework which provides unified treatment of both spin torque and damping due to SOC at interfaces. We obtained the expressions for both damping and anti-damping torques in the presence of a linear gradiance of the electric field and adiabatic time dependence of the damping torques in the presence of a linear gradiance of the Gilbert damping can be used to verify the existence of the surface state of the 3DTI as well as the proximity induced magnetization at the interface between a FM and a 3DTI. Finally, the third term in Eq. (14) demonstrates a field like SOT with the same vector field characteristics as the Rashba-Edelstein effect.
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**Appendix A: Derivation of the Density Matrix**

Using Eqs. (2) and (4) it is straightforward to obtain,
\[
G^> = (G^<_{ad} - G^a_{ad})f - 2\eta f'\nabla \mu \cdot \frac{\partial G^a_{ad}}{\partial k} G^a_{ad} + i\frac{\partial G^<_{ad} - G^a_{ad}}{\partial E} \frac{\partial G^<_{ad}}{\partial t} G^a_{ad} + i\frac{\partial G^<_{ad}}{\partial k} \nabla H G^a_{ad} + i\frac{\partial G^<_{ad}}{\partial k} \nabla H G^a_{ad} \\
\text{and,}
\]

\[
G^< = (G^<_{ad} - G^a_{ad})f - 2\eta f'\nabla \mu \cdot \frac{\partial G^a_{ad}}{\partial E} G^a_{ad} + i\frac{\partial G^a_{ad}}{\partial k} \nabla H G^<_{ad} + i\frac{\partial G^a_{ad}}{\partial E} \frac{\partial G^a_{ad}}{\partial t} G^<_{ad} + i\frac{\partial G^a_{ad}}{\partial k} \nabla H G^<_{ad}.
\]

We plug in the expression for the adiabatic lesser GF in equilibrium, \( G^<_{ad} = 2i\eta f' G^r_{ad} G^a_{ad} = (G^<_{ad} - G^a_{ad})f \), and obtain,
\[
G^< = \left( G^r_{ad} - G^a_{ad} \right) f - 2\eta f' \nabla \mu \cdot \frac{\partial G^a_{ad}}{\partial E} G^a_{ad} - i\frac{\partial G^a_{ad}}{\partial E} \frac{\partial G^a_{ad}}{\partial t} G^a_{ad} + i\frac{\partial G^a_{ad}}{\partial k} \nabla H G^a_{ad} + i\frac{\partial G^a_{ad}}{\partial k} \nabla H G^a_{ad}.
\]

Expanding the terms, leads to,
\[
G^< = \left( G^r_{ad} - G^a_{ad} + iG^a_{ad} \frac{\partial H(t)}{\partial t} \frac{\partial G^a_{ad}}{\partial E} - i\frac{\partial G^a_{ad}}{\partial E} \frac{\partial G^a_{ad}}{\partial t} G^a_{ad} + i\frac{\partial G^a_{ad}}{\partial k} \nabla H G^a_{ad} + i\frac{\partial G^a_{ad}}{\partial k} \nabla H G^a_{ad} \right) f.
\]

where, for the first and third lines we have used their anti-Hermitian forms instead. Since to calculate the density matrix we integrate \( G^< \) over energy, we can use integration by parts and obtain,
\[
G^< = \left( G^r_{ad} - G^a_{ad} + 2i\frac{G^a_{ad}}{\partial E} \frac{\partial H(t)}{\partial t} \frac{\partial G^a_{ad}}{\partial E} - \frac{\partial G^a_{ad}}{\partial E} \frac{\partial G^a_{ad}}{\partial t} G^a_{ad} + \frac{\partial G^a_{ad}}{\partial k} \nabla H G^a_{ad} + \frac{\partial G^a_{ad}}{\partial k} \nabla H G^a_{ad} \right) f.
\]

where we define, \( D = \frac{\partial}{\partial E} - \nabla \mu \cdot \frac{\partial}{\partial k} \). Finally, using the identity,
\[
2G^r_{ad} D(H) \frac{\partial G^a_{ad}}{\partial E} = G^r_{ad} D(H) \frac{\partial G^a_{ad}}{\partial E} - \frac{\partial G^a_{ad}}{\partial E} D(H) G^r_{ad} + \frac{\partial (G^r_{ad} D(H) G^r_{ad})}{\partial E}.
\]

---
and performing the differential over the energy, we arrive at Eq. (3).

Appendix B: Derivation of the Local Spin Density

From Eqs. (6) and (7), the local spin density can be written as, $\bar{S}_{\text{neq}}^{(1)} + \bar{S}_{\text{neq}}^{(2)}$, where $\bar{S}_{\text{neq}}^{(1)}$ is due to the nonequilibrium electrons at the Fermi surface and for a two band model can be calculated as the following,

$$
\bar{S}_{\text{neq}}^{(1)} \approx -2\eta^3 \int \frac{dE}{2\pi T} Tr \left[ \frac{D(\vec{h} \cdot \vec{\sigma}) + \vec{\nabla} \mu \cdot \vec{\nu}_0 \mathbf{1}}{(E - \varepsilon_0 - i\eta)(E - \varepsilon_0 + i\eta)^2 - |\vec{h}|^2} \left( (E - \varepsilon_0 + i\eta)\mathbf{1} + \vec{h} \cdot \vec{\sigma} \right) \right] f'(E) \tag{B1}
$$

Preforming the trace over the Pauli matrix, we obtain,

$$
\bar{S}_{\text{neq}}^{(1)} \approx -4\eta \int \frac{dE}{2\pi} \left( \frac{\eta \vec{D} \vec{h} + \vec{D}(\vec{h}) \times \vec{h}}{(E - \varepsilon_0 - i\eta)^2 - |\vec{h}|^2} + 4\eta (\vec{h} \cdot \vec{D}(\vec{h}) + (E - \varepsilon_0 - i\eta)(\vec{\nabla} \mu \cdot \vec{\nu}_0) ) (E - \varepsilon_0) \frac{\vec{h}}{|\vec{h}|} \right) f'(E) \tag{B2}
$$

In the limit of small broadening, $\eta \ll |\vec{h}|$, we obtain,

$$
\bar{S}_{\text{neq}}^{(1)} \approx - \frac{\eta \vec{D} \vec{h} - \vec{h} \times \vec{D} \vec{h} + \frac{\vec{h} \cdot \vec{D}(\vec{h}) \vec{h}}{2|\vec{h}|^2}}{2|\vec{h}|^2} \left( f'(\varepsilon_0 + |\vec{h}|) + f'(\varepsilon_0 - |\vec{h}|) \right) - \frac{1}{\eta} (\vec{\nabla} \mu \cdot \vec{\nu}_0) \frac{\vec{h}}{|\vec{h}|} \left( f'(\varepsilon_0 + |\vec{h}|) - f'(\varepsilon_0 - |\vec{h}|) \right) \tag{B3}
$$

For the Fermi sea contribution to the nonequilibrium local spin density we have,

$$
\bar{S}_{\text{neq}}^{(2)} \approx \Re \int \frac{dE}{2\pi T} Tr \left[ \frac{\partial}{\partial E} \left( \frac{(E - \varepsilon_0 - i\eta)\mathbf{1} + \vec{h} \cdot \vec{\sigma}}{(E - \varepsilon_0 - i\eta)^2 - |\vec{h}|^2} \right) \right] \left( \frac{\partial}{\partial E} \left( \frac{(E - \varepsilon_0 - i\eta)\mathbf{1} + \vec{h} \cdot \vec{\sigma}}{(E - \varepsilon_0 - i\eta)^2 - |\vec{h}|^2} \right) \right) f'(E). \tag{B4}
$$

Similarly, we obtain,

$$
\bar{S}_{\text{neq}}^{(2)} \approx \Re \int \frac{dE}{2\pi} \left[ \frac{\partial}{\partial E} \left( \frac{\vec{D}(\vec{h}) \cdot \vec{\sigma}}{(E - \varepsilon_0 - i\eta)^2 - |\vec{h}|^2} \right) \right] f'(E) \approx 2\frac{1}{\pi} \int \frac{dE}{(E - \varepsilon_0 - i\eta)^2 - |\vec{h}|^2} f'(E) \approx \frac{1}{2} \frac{\vec{D}(\vec{h}) \times \vec{h}}{|\vec{h}|^3} \left( f(\varepsilon_0 + |\vec{h}|) - f(\varepsilon_0 - |\vec{h}|) \right) \tag{B5}
$$
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