A Television Recommender System Learning a User’s Time-Aware Watching Patterns Using Quadratic Programming
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Abstract: In this paper, a novel television (TV) program recommendation method is proposed by merging multiple preferences. We use channels and genres of programs, which is available information in standalone TVs, as features for the recommendation. The proposed method performs multi-time contextual profiling and constructs multiple-time contextual preference matrices of channels and genres. Since multiple preference models are constructed with different time contexts, there can be conflicts among them. In order to effectively merge the preferences with the minimum number of conflicts, we develop a quadratic programming model. The optimization problem is formulated with a minimum number of constraints so that the optimization process is scalable and fast even in a standalone TV with low computational power. Experiments with a real-world dataset prove that the proposed method is more efficient and accurate than other TV recommendation methods. Our method improves recommendation performance by 5–50% compared to the baselines.
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1. Introduction

The recommender system has been recognized as an important issue in the data mining field and actively researched over decades [1–29]. It is a kind of information filtering system that predicts users’ ratings or preferences for items and provides users with items that they may be interested in. It is applied in a variety of domains such as movies, music, books, news, and any other contents in general [1,4,18,20,22,25–29]. As a result, many recommendation algorithms have been developed for these domains in recent years. Since each domain has different characteristics, a clear grasp of the properties of a target domain is essential to develop a good recommendation algorithm.

Television (TV) is the most popular viewing device for multimedia content distribution, so it is one of the most important domains for recommender systems. The number of channels is increasing, such as drama, entertainment, sports, and news, since the broadcast has changed from analog to digital. Usually, more than several tens of channels are provided by broadcast service providers. Some broadcast service providers provide more than one hundred channels. Users have a lot of choices, but they may spend a lot of time and feel confused when they try to search their favorite TV programs.

Because of this issue, some broadcast service providers provide TV program information using an electronic program guide (EPG) [2,3]. An EPG provides viewers with continuously updating menus displaying schedule information for current and upcoming programs. The schedule information...
includes the details of TV programs such as title, genre, synopsis, and actors. An EPG provides useful information to help channel selection, but it does not provide personalized recommendations.

A lot of personalized TV content recommendation approaches are based on collaborative filtering (CF) or content-based filtering (CBF), which is also popular regarding movie recommendations [3–12]. However, recommending programs in live TVs is more difficult and challenging compared to movies because of the following issues.

First, the movie domain is unconstrained with time context, but the TV domain is time-constrained. Users can access any movies whenever they want to, but programs on live TVs are broadcast on a scheduled day and time. Since users’ favorite TV programs are broadcast periodically, users tend to watch TV programs in periodic patterns. So, TV recommender systems need to consider time context to analyze users’ watching patterns [14]. Moreover, a user’s watching pattern can have multiple periodicities because TV programs have different broadcasting schedules. For example, if a user tends to watch a news program at 9 p.m. every day, it is regarded as a periodic pattern in hour-context. If a user is likely to watch sports programs every Saturday, the user’s watching pattern may have a periodicity in day-context. Various periodicities are mixed up together in the watching patterns of users. Therefore, TV recommender systems need to model multiple time-contextual preferences of each user.

Second, external user watch logs and TV program metadata are hard to be collected in standalone set-top box environments, in contrast to movie domains. Most TVs are not connected to the internet or cloud servers that store various external information. In general, the available information of TV programs in standalone environments are watching time, watching channels, and brief information on the programs, such as title and genre, from the EPG. Existing recommendation techniques such as CF and CBF, which require external users’ feedback or metadata on programs, are not suitable to the TV domain. Thus, further studies for TV recommender system specialized in standalone environments are needed.

In this paper, the issues in the TV domain mentioned above are considered. The proposed method recommends TV programs by merging different time contexts without additional external information with minimum computation costs, which is a great advantage for standalone TVs compared to the conventional TV recommender systems.

We choose channels and genres of programs as features for the recommendation. In general, channels and genres are available information in standalone TVs. The channels chosen by users are known in TVs and the genres of chosen programs are usually available in the EPG. Also, they have strong correlations with user preferences on programs. For example, a user who frequently watches news tends to watch news channels or programs in the news genre. So, user preferences on TV programs can be effectively modeled based on channels and genres of watched programs.

In order to effectively model complicated periodic patterns, the proposed method performs multi-time contextual profiling and constructs several time contextual preference matrices of channels and genres. The proposed method combines those time contextual preference matrices to infer user preferences on channels and genres. Since multiple preference models are constructed with different time contexts, there can be conflicts among them. To merge the preferences with the minimum number of conflicts, we develop a quadratic programming (QP) model. The optimization problem is formulated with a minimum number of constraints so that the optimization process is scalable and fast even in a standalone TV with low computing power. The channel preferences and the genre preferences are merged to calculate recommendation scores of live programs. The proposed method is validated with a real-world dataset.

The remainder of this paper is organized as follows. Section 2 surveys the related works. Section 3 presents the proposed TV recommender system and explains each part of the system. Section 4 reports the experimental results and offers some discussions. The conclusions are presented in Section 5.
2. Related Work

Many researchers have studied TV contents recommendations. The first type of TV recommender system enhances the performance of recommendations by adapting the traditional recommendation methods such as CBF and CF [3–12]. Most of these systems disregarded users’ time context and time-dependent watching patterns. As users’ time context is an important factor for TV watching, other TV recommender systems use time context as input, which is a time-aware system [13–21]. In this section, these two types of TV recommender systems are surveyed.

2.1. Context-Free TV Recommender Systems

A number of works tried to enhance the performance by adapting CBF approaches [3–7]. Ehrmantraut et al. proposed a personalized EPG based on the individual view preferences for attributes of TV programs such as category, title, participants, and producers [3]. Engelbert et al. proposed a personal video recorder-based TV recommender system calculating users’ preference with a Bayesian classifier based on both explicit feedback and users’ recording history [4]. Quan and Cho proposed a group recommender system by using Bayesian networks and an analytic hierarchy process [5]. Chaudhry et al. proposed a heterogeneous information network-based TV program recommendation method that utilized the relationship information between the target user and the TV program based on meta-paths of its genre, channel, and timestamp [6]. Hsu et al. considered viewers’ properties, such as activities, interests, moods, and these data were fed into a neural network model to predict viewers’ program preferences [7]. These methods need a lot of detailed descriptions of programs such as titles, genres, actors, synopsis, and so on. Such information is difficult and costs a lot to be gathered in standalone TVs.

Also, some researchers adapted CF approaches for TV recommender systems [8–12]. Smyth and Cotter proposed an Internet-based personalized television listing system that provided a daily TV guide by adapting CF approaches [8]. Antonelli et al. and Martinez et al. proposed TV recommender systems based on matrix factorization, which is a model-based CF method [9,10]. Hölbling et al. proposed a tag-based collaborative TV recommender system based on user-added tags for TV programs and collaborative tag generation [11]. Kim et al. proposed an automatic TV program recommendation scheme based on CF [12]. They first clustered users based on their genre preferences and performed CF for the group that the active user belongs to. However, the CF approach has a problem that it requires other users’ information, which is difficult to be gathered in standalone TV environments.

Fewer works integrated social information into TV recommender systems for better performance [22–24]. Chang et al. and Wang et al. assumed that a user’s preference was learnable from viewing history and information in social networks [23,24]. However, this approach also has a problem that personal social data are hard to be gathered in off-line TV environments.

The problem of context-free methods mentioned above is that they calculate only a user’s overall preference without consideration of the time context. However, time contextual preferences are different from overall preference, so that these methods can be biased to each user’s average favorites.

2.2. Time-Aware TV Recommender Systems

In recent years, TV recommender systems considering time-aware consumption patterns have been actively researched [13–21]. For example, Oh et al. proposed a time-dependent user profiling technique that splits a user’s watching logs into certain time slots and re-merges consecutive time slots by using a hierarchical clustering method [13]. Turrin et al. proposed a time-aware TV recommendation method that smoothed a user’s time-aware preference based on a distance between time slots [14]. Yuan et al. proposed a recommendation algorithm with a context-aware probabilistic graphical model [15]. They extended the original latent Dirichlet allocation topic model reflecting contextual variations such as time of day context. Oh et al. addressed a new problem for TV recommender systems that determined the timing to recommend [16]. They proposed profit and cost models considering the
remaining-time of TV programs. Oh and Lee proposed a personalized TV channel recommendation method that learnt each user’s time-dependent propensity by optimizing with constraints for each viewing instance in logs [17]. Park et al. proposed a real-time recommender system for online broadcasting. They developed user preferences considering broadcasting times and staying times. Then, a 4-D factor factorization is applied [21].

However, most of them did not consider various periodicities in multiple time contexts that are usually observed in users’ watching patterns as mentioned in Section 1. They have used one type of time context, so there is a limitation about considering complicated periodic patterns. Some of them were not scalable or required a lot of computing costs, which are not adequate for standalone TVs.

3. Proposed Method

In this section, the proposed live TV recommender system is presented and then each part of the system is explained. The proposed system includes three parts: multi-time contextual profiling, optimizing weights of time contextual factors for each user, and recommending programs by combining time contextual scores.

3.1. Multi-Time Contextual Profiling

The proposed system recommends relevant live TV programs to users based on their preference for the features of broadcasted programs. In general, channels and genres are the available features of programs in standalone TVs as explained in Section 1. So, we recommend TV programs based on the channel and the genre preferences of users. Users’ channel and genre preferences are inferred from the channels and genres of TV programs the user watched.

We assume that users’ watching logs include channels, time stamps, and genres of programs. Since there is no direct users’ preference on channels or genres, we estimate the implicit preference on those using the time stamps. The channel preference is calculated based on the total watching time for the channel. A user $u$’s preference for channel $c$ in time slot $s$, notated as $p_{u,c,s}$, is calculated as follows:

$$p_{u,c,s} = \frac{\sum_{l \in \text{Channels}} \left( \text{end}_{l,c,s} - \text{begin}_{l,c,s} \right)}{\sum_{n \in \text{Channels}} \sum_{l \in \text{Channels}} \left( \text{end}_{l,n,s} - \text{begin}_{l,n,s} \right)}, \quad (1)$$

where $l_{c,s}$ is a user $u$’s log watching channel $c$ in time slot $s$. $\text{begin}_{l,c,s}$ and $\text{end}_{l,c,s}$ stand for the viewing start and end time, respectively. Time slot $s$ can be any period such as Monday, 1–2 p.m., etc. The preference is a normalized value, so its range is from 0 to 1. The value of channel preferences can be high if a user frequently watches a specific channel. For example, if a user watches channel 1 for total of 20 h and channel 2 for 30 h on all Mondays, the preference for channel 1 is 0.4 and channel 2 is 0.6 on Monday. In the same way, a user $u$’s preference for genre $g$ in time slot $s$, notated as $p_{u,g,s}$, is calculated as follows:

$$p_{u,g,s} = \frac{\sum_{l \in \text{Genres}} \left( \text{end}_{l,g,s} - \text{begin}_{l,g,s} \right)}{\sum_{n \in \text{Genres}} \sum_{l \in \text{Genres}} \left( \text{end}_{l,n,s} - \text{begin}_{l,n,s} \right)}, \quad (2)$$

where $l_{g,s}$ is a user $u$’s log watching a program of genre $g$ in time slot $s$. $\text{begin}_{l,g,s}$ and $\text{end}_{l,g,s}$ stand for the viewing start and end time, respectively.

Most TV programs are broadcasted periodically. For example, some programs are broadcast at 9 p.m. every day, and others are broadcast every Sunday. The main temporal factors of periodicity are day and hour, so a user’s preference is highly associated with them. We model user preferences in four-time context: usual context, day context, hour context, and day-hour context. Usual context is a contextual factor covering all duration of a user’s watching history. So, the preference of usual context refers to a user’s ordinary taste. In day context, there are seven-time slots from Monday to Sunday to model user preference on each day. In hour context, there are 24-time slots from 0 to
Thus, the proposed system constructs four time-aware preference matrices for channels and genres as shown in Figure 1. It shows a user’s four matrices of time contextual channel preferences. The rows and columns of matrices in Figure 1 denote time slots and TV channels, respectively. User u’s channel preference matrices in usual, day, hour, and day-hour contexts will be denoted as $U^{u}$, $D^{u}$, $H^{u}$, and $T^{u}$. For example, $D^{u}_{\text{Mon},c_1}$ is a user u’s preference for channel 1 on Monday in day matrix, and its value is 0.1 in Figure 1b. $H^{u}_{2-3h,c_2}$ is user u’s preference for channel 2 at 2–3 a.m. in hour matrix and its value is 0.5 in Figure 1c.

Matrices of time contextual preferences on the genre, $U^{u}$, $D^{u}$, $H^{u}$, and $T^{u}$, are constructed in the same way. So, the proposed system constructs eight-time contextual matrices with four channels and four genres.

3.2. Optimizing the Weights of Time Contextual Factors

It is assumed that a user’s channel preference can be described by combining the defined time contextual matrices, $U^{u}$, $D^{u}$, $H^{u}$, and $T^{u}$. That is, the preference of user $u$ for channel $c$ at time $t$, such that $m_{u,c,t}$, can be defined as follows:

$$m_{u,c,t} = w_{U}^{u} \cdot U^{u}_{t} + w_{D}^{u} \cdot D^{u}_{s_d,t} + w_{H}^{u} \cdot H^{u}_{s_H,t} + w_{T}^{u} \cdot T^{u}_{s_T,t},$$

(3)

where $s_d, s_H,$ and $s_T$ are the time slot of day, hour, and day-hour matrix that include time $t$. $w_{U}^{u}$, $w_{D}^{u}$, $w_{H}^{u}$, and $w_{T}^{u}$ are the weights of each matrix. For example, the preference of user $u$ for channel 1 at 1:30 a.m. on Monday can be defined as the linear combination of $U^{u}_{c_1}, D^{u}_{\text{Mon},c_1}$, $H^{u}_{2-3h,c_2}$, and $T^{u}_{\text{Mon:1-2h,c_1}}$. If the weights of matrices $w_{U}^{u}$, $w_{D}^{u}$, $w_{H}^{u}$, and $w_{T}^{u}$ are 0.1, 0.2, 0.3, and 0.4, respectively, $m_{u,c_1,(1:30 \text{ A.M. on Monday})}$ can be calculated as follows:

$$m_{u,c_1,(1:30 \text{ A.M. on Monday})} = 0.1 \times 0.3 + 0.2 \times 0.1 + 0.3 \times 0.2 + 0.4 \times 0.0 = 0.11$$

(4)
Since the weight of the day-hour context is higher than any others, we can say that the user tends to choose TV channels under the day-hour context than other time contextual factors.

Similarly, the preference on genres is defined using time contextual matrices, $U^u$, $D^u$, $H^u$, $T^u$, and their weight parameters, $v^u_{ld}$, $v^u_{H}$, and $v^u_{T}$ as follows:

$$m_{u,g,t} = v^u_{ld} \cdot U^u_g + v^u_{H} \cdot D^u_{g,t} + v^u_{T} \cdot H^u_{g,t} + v^u_{T} \cdot T^u_{g,t}$$  

In order to find each user’s optimal weight parameters $w^u$s and $v^u$s, a QP technique is used, which is a kind of constrained optimization method. The parameters for channels and genres, $w^u$s and $v^u$s, are optimized separately with similar QP formulas. If user $u$ watched channel $c$ at time $t$, it can be considered that user $u$ most preferred channel $c$ at time $t$. This means that the preference score of channel $c$ at time $t$ must be higher than those of the other channels. This consideration can be formulated as simple inequality constraints. The best weights can be defined as ones that minimize the violation of those constraints for all the viewing records in user $u$’s history. The optimal values of weight parameters are found by solving the following constrained optimization problem. The following is for weights of channel preferences, $w^u$s.

$$\text{argmin}_{w^u_D, w^u_H, w^u_T} \sum_{u,c,l} \epsilon^2_{u,c,l}$$  

subject to

$$w^u_D + w^u_H + w^u_T = 1$$  
$$w^u_D \geq 0, \ w^u_H \geq 0, \ w^u_T \geq 0$$  
$$\epsilon_{u,c,l} \geq 0$$  
$$m_{u,c,l} \geq w^u_{D} + w^u_{h} + w^u_{T} - \epsilon_{u,c,l}$$  

for $i = 1, \cdots, l$, $c = 1, \cdots, q$ and $c \neq c_i$.

$\epsilon$’s are slack variables to be minimized. The total number of channels is $q$ and the length of user $u$’s watching history is $l$. $l$, and $c_i$ are the viewing time and channel of the $i$th record in user $u$’s watching history. Especially, this optimization process does not require any external information because it only needs a target user’s viewing logs.

However, if there are many records in a user history, the optimization process can be very slow because the constraints in the formula will increase proportionally to the number of records and the time complexity of QP is $O(n^3)$. To cope with this problem, we model user preferences based on day-hour time slots instead of records in watching history. As the maximum number of day-hour time slots is 168, it leads to the great decrease of the constraints and needs a constant time for optimization, which is very important for a standalone TV with low computation power.

Let us assume that the present time is 1:30 a.m. on Monday and we recommend a channel for the user in Figure 1. Which channel will the user prefer? From the viewpoint of usual context, the user may prefer channel 1 because channel 1 has the highest score in $U^u$. From the viewpoint of day context, the user will choose channel $q$ which has the highest score in $D^u_{Mon}$. From the viewpoint of hour context, it is channel 1, which is the most preferred channel in $H^u_{1\cdots 2h}$, and from the viewpoint of day-hour context, channel 2, the most preferred channel is $T^u_{Mon \cdots 2h}$. We may conclude that the user will choose one of channels 1, 2, and $q$. So, we try to maximize the preference scores of channels 1, 2, and $q$. That is, the preference scores of channels 1, 2, and $q$ should be higher than those of the other
channels in Mon: 1–2 h time slot. This rule is applied to all day-hour time slots. This alternative idea is formulated as the following constrained optimization problem:

$$\text{argmin}_{w_u^U, w_u^D, w_u^H, w_u^T} \sum_{i, c} c^2_{u,s,c}, r$$

subject to

$$w_u^U + w_u^D + w_u^H + w_u^T = 1$$
$$w_u^U \geq 0, \ w_u^D \geq 0, \ w_u^H \geq 0, \ w_u^T \geq 0$$
$$c \in \text{Channels and } c \notin C_s$$

$$C_s = \bigcup_{p=U,D,H,T \in \text{Channels}} \text{argmax}_{c \in \text{Channels}} P_{u,c}^p$$

for $$s = \text{Mon : 0–1h, } \cdot \cdot \cdot, \text{Sun : 23–24h}$$

$$s_p$$ is the time slot including $$s$$ in $$P$$, and $$C_s$$ is the most preferred channels of $$U$$, $$D$$, $$H$$, $$T$$ in time slot $$s$$. For example, if $$s$$ is Mon: 1–2 h, then $$s_U$$, $$s_D$$, $$s_H$$, and $$s_T$$ are All Times, Mon., 1–2 h and Mon: 1–2 h, respectively.

In the formula, the number of constraints is bounded by a constant because the number of day-hour time slots is 168 and the number of inequality constraints for a time slot is bounded by four times the number of channels. Since it is fixed to a constant, the running time of the optimization process is also fixed to a constant time, which means that the proposed method is highly scalable regardless of the size of watching history.

In the same way, $$v^u$$'s are also optimized. With this optimization step, each user’s weight parameters for channel preferences and genre preferences are computed and their watching patterns associated with time contextual factors can be inferred.

3.3. Calculating Recommendation Scores

A user’s channel preferences and genre preferences are aggregated to calculate recommendation scores of candidate programs. They are weighted summed to calculate $$S_{u,p,t}$$, which is a user $$u$$’s recommendation score for program $$p$$ at time $$t$$ as follows:

$$S_{u,p,t} = \alpha \cdot m_{u,c_p,t} + (1 - \alpha) \cdot m_{u,g_p,t}$$

where $$\alpha$$ is the weight parameter for the combination. $$c_p$$ and $$g_p$$ are the channel and the genre of $$p$$, respectively. A user can adapt the value of $$\alpha$$. If $$\alpha$$ becomes larger, the system recommends TV programs depending more on the channel preference than the genre preference. Finally, top $$k$$ live TV programs are recommended for user $$u$$ at time $$t$$ using the recommendation scores.

4. Evaluation

4.1. Experimental Setting

For the evaluation of TV recommender systems, Korean users’ watching history dataset and Korean TV programs dataset were used. They were collected from TNmS, which is a Korean audience measurement corporation. The watching history dataset included a user’s ID, channel number, and time stamps of each watching record from January to June in 2013. The TV program dataset also included the detailed information, such as titles and genres, of TV programs. The number of available channels was 24, including Korean public and cable channels. The number of the genre was...
43, covering drama, entertainment, news, sports, cartoon, and so on. The watching history dataset contained 3318 users and 4,587,478 records. The average number of records per user was about 1383.

The watching records of which length was less than 10 min are removed and users who have less than 200 viewing records were also removed for experiments.

Seven baseline methods were compared with the proposed one: kNN, SVD, Pop_usual, Pop_day, Pop_hour, Pop_dayhour, and QP_log. kNN and SVD are based on CF approaches. kNN is a user-based CF. SVD is a singular vector decomposition-based CF. kNN and SVD use the user-program matrix of all users’ viewing records. Pop_usual, Pop_day, Pop_hour, and Pop_dayhour are popularity-based methods on each user. Pop_usual recommends based on matrix $U^u$, which does not consider time context and others recommend based on a matrix $D^u$, $H^u$, and $T^u$, respectively. QP_log is the approach which optimized weights of time-contextual factors of each viewing instance in logs with quadratic programming [17]. We note that it only uses the channel information and does not use the genre as a feature. Pop_usual, kNN, and SVD are time context-free and the others are time context dependent.

The number of neighbors in kNN was set to 200; the rank of SVD was set to 100; and the parameter $\alpha$ of the proposed method was set to 0.8. We choose the values that showed the best performances. We tried six different numbers of neighbors—50, 100, 150, 200, 250, and 300—for kNN. For SVD, three different ranks—50, 100, and 150—were searched, and for our method, we tested six values of $\alpha$: 0.0, 0.2, 0.4, 0.6, 0.8, and 1.0. kNN and SVD showed very similar performances regardless of parameter changes. We used each user’s first 80% of watching logs as the training data and the rest was used as the test data. The recommender system recommended from one to five TV programs. As the evaluation metrics, the hit rate and the average rank are used. The hit rate (HR) is the average value of hits. If the watched program is included in the recommendation list, it is a hit recommendation. The average rank (AR) is the average of the ranks of the watched program in each user’s recommendation list. A lower AR means that the watched program is highly recommended by the system.

4.2. Performance Comparison

Tables 1 and 2 show the performance of each TV recommendation method in terms of HR and AR as the size of recommendation list, $K$, changes from 1 to 5. The methods are divided into three groups, which are CF methods, popular item-based methods, and QP-based methods.

**Table 1. Hit rate of TV recommender systems (%).**

| Method      | $K = 1$  | $K = 2$  | $K = 3$  | $K = 4$  | $K = 5$  |
|-------------|----------|----------|----------|----------|----------|
| kNN         | 24.31    | 41.59    | 53.16    | 60.15    | 65.73    |
| SVD         | 25.93    | 39.31    | 48.20    | 54.69    | 59.49    |
| Pop_usual   | 29.51    | 51.08    | 67.09    | 75.89    | 80.79    |
| Pop_day     | 30.30    | 51.15    | 65.84    | 74.14    | 79.15    |
| Pop_hour    | 33.20    | 53.93    | 67.78    | 75.68    | 80.19    |
| Pop_dayhour | 34.02    | 52.61    | 64.83    | 73.57    | 78.38    |
| QP_log      | 35.49    | 55.41    | 69.04    | 76.87    | 81.41    |
| Proposed    | 37.31    | 56.91    | 69.90    | 76.56    | 80.35    |

**Table 2. Average rank of TV recommender systems.**

| Method      | $K = 1$  | $K = 2$  | $K = 3$  | $K = 4$  | $K = 5$  |
|-------------|----------|----------|----------|----------|----------|
| kNN         | 1.00     | 1.30     | 1.62     | 1.87     | 2.09     |
| SVD         | 1.00     | 1.24     | 1.53     | 1.79     | 2.02     |
| Pop_usual   | 1.00     | 1.43     | 1.81     | 2.07     | 2.26     |
| Pop_day     | 1.00     | 1.41     | 1.77     | 2.03     | 2.24     |
| Pop_hour    | 1.00     | 1.39     | 1.73     | 1.97     | 2.15     |
| Pop_dayhour | 1.00     | 1.36     | 1.68     | 1.96     | 2.16     |
| QP_log      | 1.00     | 1.37     | 1.69     | 1.94     | 2.12     |
| Proposed    | 1.00     | 1.35     | 1.66     | 1.88     | 2.03     |
In CF methods, kNN was generally better than SVD in terms of HR. In popular based methods, Pop_hour and Pop_dayhour, which considered more detailed time context, were better than others when K was small. Otherwise, when K was large, Pop_dayhour was worse than others. All QP-based methods outperformed other methods. This implied that multi-time contextual profiling was more effective to increase the quality of the system than using only a detailed time context such as Pop_dayhour.

When comparing with QP_log, the overall performance of the proposed method was prominent, though it had fewer constraints. In terms of AR, the proposed method outperformed QP_log for any value of K. The improvement of AR was increasing as K became large. When K was 1–3, the proposed method improved AR by 1–2%, but, when K was 4–5, it improved by 3–4%. In terms of HR, the proposed method was better when K was 1–3 and was slightly lower when K became large. When K was 1–3, the improvement was around 1–5%, but around −1% when K was 4–5. Even though HR slightly decreased when K was large, the improvement of AR, which was about 4%, could compensate for it. Thus, we could conclude that the proposed method more accurately recommends TV programs than the other approaches. Interestingly, the proposed methods showed the maximum improvement of HR when K = 1. It improved by 5–50% compared to the baselines. This means that the proposed method very effectively pinpoints TV programs that the target user will watch.

Also, the proposed method was more practical because it required very little computing cost. Figure 2 shows the optimization time of QP_log and the proposed method as the size of watching logs increases. Since QP_log is based on records in watching history, the optimization time very rapidly increased as the number of records increases. However, the optimization time of the proposed method was bounded by a constant as mentioned in Section 3. If there are some day-hour time slots in which the target user did not watch TV, we could remove constraints for the time slots. So, the actual optimization time was lower than an upper bound as shown in Figure 2. It proves that the proposed method is scalable.

![Figure 2. The optimization time as the size of logs increases.](image)

### 4.3. Parameter Analysis

In this section, we analyze the impact of parameters. Our method was based on one pre-fixed parameter, α, and eight learned parameters, four weight values for channel preferences, \( w_U^{u}, w_D^{u}, w_H^{u}, \) and \( w_T^{u}, \) and four weight values for genre preferences, \( v_U^{g}, v_D^{g}, v_H^{g}, \) and \( v_T^{g}. \)

Figures 3 and 4 show the performance with different values of the weight parameter \( \alpha \) in Equation (8) from 0 to 1. K is the number of recommended TV programs. In all cases of K,
the recommendation performance was the best when both channels and genres were considered together. In terms of HR, the performance was high when $\alpha$ was 0.6–1.0 and tended to improve as $\alpha$ increased for any value of $K$. This meant that both the channels and the genre preference were necessary, but the channel preference was more effective for better HR. In terms of AR, the values of $\alpha$ for the best performance were 0.1–0.6 and tended to improve as $\alpha$ decreased for any value of $K$. This implied that the genre preference was effective to improve AR.

![Figure 3. Hit rate as the weight parameter changed.](image)

![Figure 4. Average rank as the weight parameter changed.](image)

When $K = 5$, HR was the best under $\alpha = 1.0$. This may be related to users' watching patterns. In Table 1, the top five channels that a user frequently watched cover more than 80% of TV watching. So, there was little improvement using genre features.

Figure 5 shows the average values of weight parameters of channel preferences and genre preferences. The blue bars were weight values for channel preferences, $w_U$, $w_D$, $w_H$, and $w_T$ in Equation (3), and the red ones for genre preferences, $v_U$, $v_D$, $v_H$, and $v_T$ in Equation (5). For both channel preferences and genre preferences, the weight value of usual context was larger than that of other time contextual factors. So, it could be inferred that most of users were likely to be influenced by the usual context when they selected a program. In other words, users tended to select TV programs that they usually watch regardless of time. Hour context was the second influential time-contextual factor, followed by day context and day-hour context. Overall, it was inferred that users selected a program mainly based on their usual preference and other time contextual preferences that function as a variation on users’ usual preference.
Thus, it recommended TV programs considering not only the target user information but also the external users’ information. The recommendation score, \( QP_{\text{fusion}} \), assembles the proposed method and \( QP_{\text{global}} \). It recommended the same TV programs for any users if time context was the same. Since our methods depend on only the target user’s watching history, we analyzed the additional gain of our methods by incorporating external user information.

### 4.4. Effects of External User Information

CF methods, which utilize external user information, usually show good performance in recommendations. Since our methods depend on only the target user’s watching history, we analyzed the additional gain of our methods by incorporating external user information. Tables 3 and 4 show the performance of the proposed method extended with external user information. \( QP_{\text{global}} \) was the same as the proposed method but it used only global time contextual matrices that are constructed from all users’ watching history. It recommended the same TV programs for any users if time context was the same. \( QP_{\text{fusion}} \) assembles the proposed method and \( QP_{\text{global}} \). Thus, it recommended TV programs considering not only the target user information but also the external users’ information. The recommendation score, \( S_{u,p,t} \), was calculated as follows:

\[
S_{u,p,t} = \beta \cdot \left( \alpha \cdot m_{u,p,t} + (1 - \alpha) \cdot m_{u,GP,t} \right) + (1 - \beta) \cdot \left( \alpha \cdot \mu_{c,t} + (1 - \alpha) \cdot \mu_{g,t} \right)
\]  

(9)

where \( m_{u,c,t} \) and \( m_{u,GP,t} \) are the channel and genre scores by the proposed method for user \( u \); \( \mu_{c,t} \) and \( \mu_{g,t} \) are the channel and genre scores by \( QP_{\text{global}} \); and \( \alpha \) and \( \beta \) are the weight parameters for the combination, which are set to 0.8 and 0.9, respectively.

**Table 3.** Hit rate of TV recommender systems with external user information (%).

| Method   | \( K = 1 \) | \( K = 2 \) | \( K = 3 \) | \( K = 4 \) | \( K = 5 \) |
|----------|-------------|-------------|-------------|-------------|-------------|
| \( QP_{\text{global}} \) | 25.42       | 47.52       | 62.78       | 70.38       | 73.22       |
| \( QP_{\text{fusion}} \) | 37.32       | 57.05       | 70.20       | 76.85       | 80.63       |
| Proposed | 37.31       | 56.91       | 69.90       | 76.56       | 80.35       |

**Table 4.** Average rank of TV recommender systems with external user information.

| Method   | \( K = 1 \) | \( K = 2 \) | \( K = 3 \) | \( K = 4 \) | \( K = 5 \) |
|----------|-------------|-------------|-------------|-------------|-------------|
| \( QP_{\text{global}} \) | 1.00        | 1.47        | 1.85        | 2.10        | 2.23        |
| \( QP_{\text{fusion}} \) | 1.00        | 1.35        | 1.67        | 1.88        | 2.03        |
| Proposed | 1.00        | 1.35        | 1.66        | 1.88        | 2.03        |
Compared to the proposed method, both HR and AR of \( QP_{\text{global}} \) were much worse. This meant that the personal information was essential to the personalized TV recommender system. The performance of \( QP_{\text{fusion}} \) was almost the same as that of the proposed method. Although the personal and global information were fused, there was little improvement compared to the proposed method, which means that there was little room for global information to improve. It can be noted that our proposed method very effectively recommends TV programs with a minimum amount of information.

5. Conclusions

We presented a novel time-aware TV program recommendation method specialized for standalone TVs. The proposed method profiled a user’s history by constructing multiple time contextual preference matrices of channels and genres to consider various periodicities. We also developed a quadratic programming model to effectively combine time-contextual preference matrices.

The proposed system has some merits. One is that the system used the available information in standalone TVs, which are channels and genres of programs. The other is that the maximum number of constraints of QP is a constant regardless of the size of watching history so that the system is highly scalable.

Evaluation results with real-world dataset proved that the proposed method was more efficient and accurate than other TV recommendation methods. Our method improved recommendation performance by 5–50% compared to the baselines. The learning process was fast and scalable so that it can operate within a standalone TV with low computation power.
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