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Quantum mechanical 4-dimensional non-polarizing beamsplitter

Artem Kryvobok¹, Alan D. Kathman²

Abstract—The effects of a beamsplitter are frequently described mathematically as a matrix acting on a two input ports vector. This might be comprehensive for a scalar field but certainly insufficient in case of photons which are vector fields. In this paper we discuss theoretical grounds to define elements of a 4x4 matrix to more accurately represent the beamsplitter, fully accounting for transverse polarization modes. We also provide experimental evidence confirming this matrix representation. From scientific point of view the paper addresses a non-trivial equivalence between the classical fields Fresnel formalism and the canonical commutation relations of the quantized photonic fields. That the formalism can be readily verified with a simple experiment provides further benefit. The beamsplitter expression derived can be applied in the field of quantum computing.

Index Terms—Beamsplitter, quantum optics, quantum computing

I. INTRODUCTION

Quantum computing is a noticeably popular and attractive field of active research. Quantum computation may be performed involving a variety of physical fields including photonics. A beamsplitter transforming an input optical field into a superposition of several optical fields is in essence a Hadamard transformation when expressed in the context of quantum computing. There exists a well-established 2x2 matrix representation for an optical beamsplitter which is used as a Hadamard logical gate, producing a superposition of two spatial output modes. By doubling the superposition degree to higher dimensions by introducing polarization modes would be a natural goal of quantum computing in order to increase the computational power.

We discuss quantum optical derivation of a 4-dimensional scattering matrix coefficients for a non-polarizing lossless beamsplitter. With the derivation we demonstrate that imposing the reciprocity relations alone is insufficient for the correct matrix formulation. We propose imposing the canonical commutation relations applied to the multimode (spatial and transverse) output fields. The commutators method appear providing correct and sufficient condition to deduce the matrix. The acquired coefficients appear to correspond exactly to what Fresnel amplitudes would be equivalent to in our setup.

We regard this as an interesting outcome since the two theories involve completely different physics.

The derived 4x4 scattering matrix spans 4-dimensional vector space with two spatial and two orthogonal polarization modes and represents an exact phase distribution for resulting superposed fields. Such a matrix and the derivation technique discussed, to the best of our knowledge, was not derived explicitly before.

The experimental setup which we used for a verification was inspired by the Mach-Zehnder quantum eraser demonstration discussed in the paper by Schneider et al. (2001) [4]. This is an elegant approach for an interference type experiment involving investigation of the polarization states of light. It is also a valid approach to emulate single-photon interference statistics. By splitting the classical light into two parts the Mach-Zehnder introduces a definite phase relation between the parts at a recombining beamsplitter. Additionally, from purely formal position it is a valid method due perfect interchangeability of displacement and Fock-state operators having no effect on the matrix components. This, in turn, allows investigation of the interference statistics equivalently for classical and non-classical light. Hence, the developed 4-dimensional photonic Hadamard-like transformation is applicable to single-photon based quantum computing operations and simulations.

II. THEORETICAL SETUP

The beamsplitter operation is modeled by a matrix acting on the input state and transforming it in this way to the output state by matrix multiplication. The states are represented in a 4-dimensional vector space comprising of two spatial and two transverse polarization modes and represents an exact phase distribution for resulting superposed fields. Such a matrix and the derivation technique discussed, to the best of our knowledge, was not derived explicitly before.

The derived 4x4 scattering matrix spans 4-dimensional vector space with two spatial and two orthogonal polarization modes and represents an exact phase distribution for resulting superposed fields. Such a matrix and the derivation technique discussed, to the best of our knowledge, was not derived explicitly before.

The experimental setup which we used for a verification was inspired by the Mach-Zehnder quantum eraser demonstration discussed in the paper by Schneider et al. (2001) [4]. This is an elegant approach for an interference type experiment involving investigation of the polarization states of light. It is also a valid approach to emulate single-photon interference statistics. By splitting the classical light into two parts the Mach-Zehnder introduces a definite phase relation between the parts at a recombining beamsplitter. Additionally, from purely formal position it is a valid method due perfect interchangeability of displacement and Fock-state operators having no effect on the matrix components. This, in turn, allows investigation of the interference statistics equivalently for classical and non-classical light. Hence, the developed 4-dimensional photonic Hadamard-like transformation is applicable to single-photon based quantum computing operations and simulations.

We regard this as an interesting outcome since the two theories involve completely different physics.

The derived 4x4 scattering matrix spans 4-dimensional vector space with two spatial and two orthogonal polarization modes and represents an exact phase distribution for resulting superposed fields. Such a matrix and the derivation technique discussed, to the best of our knowledge, was not derived explicitly before.

The experimental setup which we used for a verification was inspired by the Mach-Zehnder quantum eraser demonstration discussed in the paper by Schneider et al. (2001) [4]. This is an elegant approach for an interference type experiment involving investigation of the polarization states of light. It is also a valid approach to emulate single-photon interference statistics. By splitting the classical light into two parts the Mach-Zehnder introduces a definite phase relation between the parts at a recombining beamsplitter. Additionally, from purely formal position it is a valid method due perfect interchangeability of displacement and Fock-state operators having no effect on the matrix components. This, in turn, allows investigation of the interference statistics equivalently for classical and non-classical light. Hence, the developed 4-dimensional photonic Hadamard-like transformation is applicable to single-photon based quantum computing operations and simulations.

The constituting matrix coefficients \( t_v, t_h, r_v, r_h \) are amplitudes for transmission of vertical and horizontal polarization and reflection of vertical and horizontal polarization accordingly. For a balanced (50/50) beamsplitter we set the magnitudes of the amplitudes equal: \( |t_v| = |t_h| = |r_v| = |r_h| \). Since there is no birefringence assumed within a beamsplitter we also set zero relative phase between \( t_v \) and \( t_h \), so for a simplicity: \( t_v = t_h = \)
t. Additionally, any phase shift related to the propagation velocity within the beamsplitter is equivalent for all the coefficients. It is therefore convenient to treat the phase of t as the phase reference for \( r_v \) and \( r_h \), so we let \( t > 0, t \in \mathbb{R} \) with respect to the reflection coefficients. These definitions form our pre-experimental ansatz. Anticipating the experiment results suggested reflection amplitudes for the same polarization state of different spatial modes are not necessarily equal. Hence, as a part of the post-experimental ansatz we set \( r_v \) and \( \tilde{r}_v \) to be the reflection amplitudes of different ports for vertical polarization and \( r_h \) and \( \tilde{r}_h \) – the reflection amplitudes of different ports for horizontal polarization accordingly.

Further, the \( r_v, \tilde{r}_v, r_h \) and \( \tilde{r}_h \) are understood to be complex numbers. Thus, in amplitude – phase factor representation the coefficients are defined as: \( r_v = |r_v| \exp(i\varphi_{r_v}), \tilde{r}_v = |\tilde{r}_v| \exp(i\varphi_{\tilde{r}_v}), r_h = |r_h| \exp(i\varphi_{r_h}), \tilde{r}_h = |\tilde{r}_h| \exp(i\varphi_{\tilde{r}_h}) \) and \( t = |t| \exp(i\varphi_t) \). Wherein we set \( \varphi_t = 0 \) treating the transmission phase as a reference set relative to phases of reflection coefficients. Consequently, the resulting matrix \( (B) \) is of the following form:

\[
B = \begin{pmatrix}
 t & r_v & 0 & 0 \\
 \tilde{r}_v & t & 0 & 0 \\
 0 & 0 & t & r_h \\
 0 & 0 & \tilde{r}_h & t
\end{pmatrix}
\]  

(2)

A physical representation of input and output ports of a beamsplitter is shown on Fig. 1.

![Fig. 1. Input and output ports in a beamsplitter.](image)

We define the input state having input spatial ports \( a \) and \( b \) and transverse modes \( v \) and \( h \) with normalized amplitudes \( a, b, v \) and \( h \) accordingly:

\[
|\psi_{\text{in}}\rangle \rightarrow (a|a\rangle + b|b\rangle) \otimes (v|v\rangle + h|h\rangle) \rightarrow
\]

\[
a_v|a_v\rangle + b_v|b_v\rangle + a_h|a_h\rangle + b_h|b_h\rangle =
\]

\[
\begin{pmatrix}
 a_v \\
 b_v \\
 a_h \\
 b_h
\end{pmatrix}
\]

(3)

where observing \( \langle \psi_{\text{in}} | \psi_{\text{in}} \rangle = 1 \), \( a_v \) and \( a_h \) are normalized amplitudes in modes \( a_v \) and \( a_h \) for vertical and horizontal polarizations in the input port \( a \). Further, \( b_v \) and \( b_h \) are normalized amplitudes in modes \( b_v \) and \( b_h \) for vertical and horizontal polarizations in the input port \( b \). The output state is then obtained by \( B \) acting on the input state:

\[
|\psi_{\text{out}}\rangle = B|\psi_{\text{in}}\rangle = \begin{pmatrix}
 c_v \\
 d_v \\
 c_h \\
 d_h
\end{pmatrix}
\]

\[
\begin{pmatrix}
 t a_v + r_h b_v \\
 \tilde{r}_v a_v + t b_v \\
 t a_h + r_h b_h \\
 \tilde{r}_h a_h + t b_h
\end{pmatrix}
\]

(4)

where, according to the convention (Fig.1), the amplitudes \( c_v, c_h, d_v \) and \( d_h \) of the corresponding modes \( c_v, c_h, d_v \) and \( d_h \) in the output ports \( c \) and \( d \) are as well normalized to satisfy \( \langle \psi_{\text{out}} | \psi_{\text{out}} \rangle = 1 \). Now, following the principle of conservation of energy, a lossless beamsplitter should perform a unitary transformation requiring:

\[
|\psi_{\text{in}}\rangle^2 = |\psi_{\text{out}}\rangle^2
\]

(5)

The expressions (4) and (5) lead to explicit unitarity condition for a beamsplitter:

\[
|\psi_{\text{out}}\rangle^2 = \langle \psi_{\text{in}} | B^\dagger B |\psi_{\text{in}}\rangle
\]

(6)

where Eq. (6) can only be satisfied if:

\[
B^\dagger B = I_4
\]

(7)

with \( I_4 \) being a unit 4x4 matrix. The equation (7) leads to the following set of equations which are sometimes referred to as reciprocity relations [6]:

\[
|t|^2 + |r_v|^2 = 1 \quad (8,a) \\
|t|^2 + |r_h|^2 = 1 \quad (8,b) \\
|t|^2 + |\tilde{r}_v|^2 = 1 \quad (8,c) \\
|t|^2 + |\tilde{r}_h|^2 = 1 \quad (8,d)
\]

Since: \( t > 0, t \in \mathbb{R} \Rightarrow |t_v| = |t_h| = t \), \( t = |r_v| = |\tilde{r}_v| = t^* = t \);

\[
t = |r_v| \Rightarrow r_v + \tilde{r}_v^* = 0 \Rightarrow \exp(i\varphi_{r_v}) = \exp(\pm i\pi - i\varphi_{\tilde{r}_v}) \quad (8,e)
\]

\[
r_v + \tilde{r}_v = 0 \Rightarrow \exp(-i\varphi_{r_v}) = \exp(\pm i\pi + i\varphi_{\tilde{r}_v}) \quad (8,f)
\]

\[
r_h + \tilde{r}_h^* = 0 \Rightarrow \exp(i\varphi_{r_h}) = \exp(\pm i\pi - i\varphi_{\tilde{r}_h}) \quad (8,g)
\]

\[
r_h + \tilde{r}_h = 0 \Rightarrow \exp(-i\varphi_{r_h}) = \exp(\pm i\pi + i\varphi_{\tilde{r}_h}) \quad (8,h)
\]

Recapping on the amplitudes conditions set out earlier: \( t > 0, t \in \mathbb{R} \Rightarrow |t_v| = |t_h| = t \), \( t = |r_v| = |\tilde{r}_v| = t^* = t \) and \( r_v, \tilde{r}_v, r_h, \tilde{r}_h \in \mathbb{Z} \). Thus, we obtain the following set of possible solutions satisfying (8,a-h):

\[
r_v = \frac{4b^2 + 4}{\sqrt{2}} \text{ and } r_h = \frac{4b^2 + 4}{\sqrt{2}} \quad (8,j)
\]

\[
r_v = \frac{4b^2 + 4}{\sqrt{2}} \text{ and } r_h = \frac{4b^2 + 4}{\sqrt{2}} \quad (8,i)
\]

\[
\varphi_{r_v} = \frac{\varphi_{r_v}}{2} \text{ and } \varphi_{r_h} = \frac{\varphi_{r_h}}{2} \quad (8,k)
\]

\[
\varphi_{r_v} = \frac{\varphi_{r_v}}{2} \text{ and } \varphi_{r_h} = \frac{\varphi_{r_h}}{2} \quad (8,l)
\]

\[
r_v = \frac{4b^2 + 4}{\sqrt{2}} \text{ and } r_h = \frac{4b^2 + 4}{\sqrt{2}} \text{ and } \tilde{r}_h = \frac{4b^2 + 4}{\sqrt{2}} \quad (8,m)
\]

\[
r_v = \frac{4b^2 + 4}{\sqrt{2}} \text{ and } r_h = \frac{4b^2 + 4}{\sqrt{2}} \text{ and } \tilde{r}_h = \frac{4b^2 + 4}{\sqrt{2}} \quad (8,n)
\]

\[
\varphi_{r_v} = 0 \text{ then } \varphi_{r_v} = \pi \text{ and } \varphi_{r_h} = 0 \text{ and } \varphi_{\tilde{r}_h} = \pi \quad (8,o)
\]

\[
\varphi_{r_v} = \pi \text{ then } \varphi_{r_v} = 0 \text{ and } \varphi_{r_h} = \pi \text{ and } \varphi_{\tilde{r}_h} = 0 \quad (8,p)
\]

\[
\varphi_{r_v} = 0 \text{ then } \varphi_{r_v} = \pi \text{ and } \varphi_{r_h} = \pi \text{ and } \varphi_{\tilde{r}_h} = 0 \quad (8,q)
\]

\[
\varphi_{r_v} = \pi \text{ then } \varphi_{r_v} = 0 \text{ and } \varphi_{r_h} = \pi \text{ and } \varphi_{\tilde{r}_h} = \pi \quad (8,r)
\]
Hence, if solely condition (7) is considered the matrix (2) can be regarded as two 2x2 zero matrices and two 2x2 independent matrices acting separately on different transverse modes. However, as it was mentioned earlier the experimental evidence showed a correlation between \( \vec{r}_c \) and \( \vec{r}_h \), \( \vec{r}_v \) and \( \vec{r}_n \) as well as between \( \vec{r}_s \) and \( \vec{r}_n \), \( \vec{r}_v \) and \( \vec{r}_n \), i.e. the two 2x2 matrices acting on separate transverse modes are not independent. Namely, it was verified that only solutions (8,n) and (8,p) accordingly agree with the experimental results.

We found that a rigid theoretical formulation of these solutions can be provided either by the Fresnel equations [19] or by the framework of quantum optics, i.e. when considering the second quantization of the electromagnetic fields. For a full quantum mechanical treatment of the subject we opted for the latter approach. Namely, we replace the field amplitudes in (3) and (4) with the Fock state photon operators and impose the canonical commutation relations onto them as per general case:

\[
\hat{a}_s \times \hat{a}_s^\dagger = \delta_{ss^\prime},
\]

(9)

where \( \hat{a}_s \) is a photon annihilation operator in mode \( s \) and \( \hat{a}_s^\dagger \) is a photon creation operator in mode \( s^\prime \). These commutation relations were demonstrated to hold for the two output modes in a balanced 2-dimensional beamsplitter [20]. We, in turn, considered this approach in a balanced 4-dimensional beamsplitter. First, let us switch the output modes: \( \vec{c}_v, \vec{h}, \vec{d}_v \) and \( \vec{d}_h \) into a Fock space representation. Taking into account that the fields are tensor products of spatial and transverse vectors, i.e.: \( |\psi_{out}\rangle \rightarrow (|c\rangle + |d\rangle) \otimes (|v\rangle + |h\rangle) \), we identify photons in each separate mode:

\[
\begin{align*}
\vec{c}_v &\rightarrow |1_c, 1_v\rangle = \hat{a}_c^\dagger \hat{a}_v^\dagger |0\rangle & \text{(10,a)} \\
\vec{d}_v &\rightarrow |1_d, 1_v\rangle = \hat{a}_d^\dagger \hat{a}_v^\dagger |0\rangle & \text{(10,b)} \\
\vec{c}_h &\rightarrow |1_c, 1_h\rangle = \hat{a}_c^\dagger \hat{a}_h^\dagger |0\rangle & \text{(10,c)} \\
\vec{d}_h &\rightarrow |1_d, 1_h\rangle = \hat{a}_d^\dagger \hat{a}_h^\dagger |0\rangle & \text{(10,d)}
\end{align*}
\]

where \( \hat{a}_c^\dagger, \hat{a}_d^\dagger, \hat{a}_v^\dagger \) and \( \hat{a}_h^\dagger \) are photon creation operators in spatial modes \( c, d \) and in transverse modes \( v, h \) accordingly and \( |0\rangle \) is the vacuum state. In the 2-dimensional case the commutation relation given in [20] concerned two spatial modes, while with the tensor product we group the commutator per particular mode. According to the order given in the output state (4) we have the following commutation relation to hold:

\[
\begin{align*}
[\hat{a}_c \hat{a}_v + \hat{a}_d \hat{a}_v, \hat{a}_c^\dagger \hat{a}_h^\dagger + \hat{a}_d^\dagger \hat{a}_h^\dagger] &= 0 \\
\Rightarrow [\hat{a}_c \hat{a}_v, \hat{a}_c^\dagger \hat{a}_h^\dagger] + [\hat{a}_d \hat{a}_v, \hat{a}_d^\dagger \hat{a}_h^\dagger] &= 0 \\
[\hat{a}_d \hat{a}_v, \hat{a}_d^\dagger \hat{a}_h^\dagger] &= 0
\end{align*}
\]

(11,a)

where \( \hat{a}_c, \hat{a}_d \) and \( \hat{a}_v \) photon annihilation operators in spatial modes \( c, d \) and in transverse mode \( v \) accordingly. Now expanding the output modes in (11,a) into coupled input modes:

\[
\begin{align*}
[\hat{a}_c \hat{a}_v, \hat{a}_v^\dagger \hat{a}_h^\dagger] &= [t \hat{a}_c \hat{a}_v + r_c \hat{a}_v \hat{a}_v^\dagger + r_v^* \hat{a}_v \hat{a}_v^\dagger + r_h^* \hat{a}_v \hat{a}_v^\dagger] \\
&= [t \hat{a}_c \hat{a}_v + r_c \hat{a}_v \hat{a}_v^\dagger + r_v^* \hat{a}_v \hat{a}_v^\dagger + r_h^* \hat{a}_v \hat{a}_v^\dagger]
\end{align*}
\]

(11,b)

where \( \hat{a}_c, \hat{a}_d, \hat{a}_v \) are photon annihilation operators in input modes \( a, b, \hat{a}_c^\dagger, \hat{a}_d^\dagger, \hat{a}_v^\dagger \) are photon creation operators in input modes \( a, b \) accordingly. Making use of (9) to solve (11,a) we obtain the following identities (explicit derivation of (11,a) is given in Appendix I):

\[
\begin{align*}
[t] + r_c r_v = 0 & \quad \text{(11,f)} \\
\sqrt{2} r_v^* + r_v + r_v^* + r_h^* = 0 & \quad \text{(11,g)} \\
\sqrt{2} r_v^* + [t] = 0 & \quad \text{(11,h)}
\end{align*}
\]

From the above equations we can effectively obtain the necessary correlations between all the amplitudes \( \vec{r}_v \) and \( \vec{r}_h \), \( \vec{r}_v \) and \( \vec{r}_n \). Considering: \( t > 0, t \in \mathbb{R} \) (11,f-h) and (8,a-h) are satisfied if and only if:

\[
\text{if } r_h = -\frac{1}{\sqrt{2}} \text{ then } \vec{r}_h = \frac{1}{\sqrt{2}} \text{ and } \vec{r}_v = \frac{1}{\sqrt{2}} \text{ and } \vec{r}_v = -\frac{1}{\sqrt{2}}
\]
or

\[
\text{if } r_h = \frac{1}{\sqrt{2}} \text{ then } \vec{r}_h = -\frac{1}{\sqrt{2}} \text{ and } \vec{r}_v = \frac{1}{\sqrt{2}} \text{ and } \vec{r}_v = \frac{1}{\sqrt{2}}
\]

These solutions require the relative phases of the reflection amplitudes to strictly satisfy:

\[
\text{if } \varphi_{rv} = \pi \text{ then } \varphi_{rv} = 0 \text{ and } \varphi_{rh} = 0 \text{ and } \varphi_{rh} = \pi;
\]
or

\[
\text{if } \varphi_{rv} = 0 \text{ then } \varphi_{rv} = \pi \text{ and } \varphi_{rh} = \pi \text{ and } \varphi_{rh} = 0.
\]

Hence, the sought matrix can take either of the following forms:

\[
\begin{align*}
B &= \begin{pmatrix} 1 & -1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & -1 & 1 
\end{pmatrix} & \text{(12,a)} \\
B &= \begin{pmatrix} 1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & 1 & -1 \\
0 & 0 & 1 & 1 
\end{pmatrix} & \text{(12,b)}
\end{align*}
\]

These expressions agree with our experimental results and the proposed approach of applying the commutation relations to the output modes of a 4-dimensional beamsplitter, is, to the best of our knowledge, novel. One should also note that the relations provide full set of correct solutions needless to combine with (8,a-h). Therefore, the commutations technique proposed can be regarded as a sufficient condition on its own.
In order to test the derived matrix expressions the input state of a beamsplitter should be prepared to have two spatial modes with definite initial phase as well as various combinations of polarization modes. Generally speaking, any two spatial input modes with correlated relative phase and controlled polarization modes satisfy the required input state. From a practical point of view, however, the easiest solution to both prepare the input state accordingly and test a beamsplitter action can be accomplished by the Mach-Zehnder interferometer (MZ) with a single coherent input. The part of such MZ just before a recombining beamsplitter provides two spatial modes with correlated relative phase and controlled polarization modes effectively prepares the input state as necessary while a recombining beamsplitter plays a role of a test beamsplitter. The details of our MZ experimental setup are shown on Fig. 2. In this setup we investigate the correlations of intensity oscillations of output arms from the ports 4 and 5 of MZ. The oscillations allow fully defining the output state and hence determine unambiguously an action of a beamsplitter upon the input state, i.e. the exact phase and amplitude relations within the beamsplitter matrix.

![Experimental setup testing the ansatz of beamsplitter matrix.](image)

As a single coherent input we used 5 mW HeNe laser at 632.8 nm. The laser was specified to have linearly polarized, single transverse mode Gaussian profile beam with linewidth of 1.8 MHz. This ensured a sufficient coherence length of several meters. Past the HeNe we inserted the first half-wave plate (HWP1) so to ease the control of linear polarization of the beam before MZ. The beam enters MZ in the polarizing beamsplitter (PBS) which transmits horizontally polarized component (port 3) of the beam and reflects the vertically polarized component (port 2). The PBS features an extinction ratio of 1:1000 according to specifications, so for our laser we can expect a substantial polarization purity in our measurements. In order to introduce a regular phase oscillation we inserted an acousto-optic modulator (AOM) in horizontally polarized arm of MZ. This imposed continuous phase oscillation in RF-band, so lower frequency oscillations caused by ambient lab vibrations and thermal changes induce slowly-varying envelope and can be neglected in our measurements. The choice of polarization in this case was arbitrary. We drove the AOM with the RF-signal generator tuned to a fixed frequency of about 107 MHz with 24 V peak-to-peak voltage. This provided the required power of acoustic beam inside the AOM to achieve high first-order diffraction efficiency. The particular optical beam and the AOM model parameters lead to operating in the Raman-Nath acousto-optic regime [7] producing several output diffraction orders. The diffracted beams are shifted in frequency equivalent to the diffraction order, i.e. 107 MHz multiple of: -2, -1, 0, +1, +2. For our measurements we chose the +1 order, i.e. up-shifted by about 107 MHz respecting the source beam. Since intensity fluctuations investigated are caused by beat the -1 order could have been equally chosen. We placed a pinhole with variable iris in the selected diffracted beam to isolate it for further alignment. The pinhole opening was slightly smaller than resulting beam diameter. Thus, due to Gaussian intensity distribution of wave front we could ensure bullseye interference alignment when beat amplitude was at highest amplitude. The resulting arms of MZ were directed by mirrors M1 and M2 to recombine at Thorlabs BS016 beamsplitter (BS).

It is important to note that while BS016 has ±10% polarization selectivity and is ±3% lossy [18] at 632.8nm we are going to treat it as a balanced non-polarizing beamsplitter when estimating the agreement with the theory. This is justified by the fact that if we include the arbitrary transmission and reflection coefficients for s- and p-pol modes it is then not a non-polarizing beamsplitter, i.e. conflicting with the theoretical concept we discuss.

Each inner arm of MZ could have been switched to different polarization state by insertion of half-wave plates HWP2 and HWP3. The HWP2 and HWP3 had their fast axis (FA) set at \( \pi \) rad or \(-\pi\) rad. Thus upon insertion of HPW2 or HWP3 we could obtain: both vertical; both horizontal states; and swapping the states by inserting both waveplates before the recombination in BS. Further, past BS we set two linear polarizers: LP1 and LP2, i.e. in ports 4 and 5 accordingly. The relative orientations of the LP1 and LP2 axes played role in measuring phase amplitudes in our experiment. Thus, when taking measurements with two arms polarized orthogonally by setting the linear polarizers axes at \( \pi/4 \) rad or \(-\pi/4\) rad we could superpose diagonal components of orthogonal states leading to interference and producing temporal intensity fluctuations with phase oscillations from the AOM. When HWP2 or HWP3 was inserted in either arm shifting them to the same polarization state LP1 and LP2 were set both accordingly to either vertical or horizontal position, so to achieve maximum transmission level, i.e. both at either 0 or \( \pi/2 \) rad. Hence, the above discussed HWP2, HWP3, LP1 and LP2 configurations produced beat on output arms 4 and 5. The correlations of beat intensities were observed by sending output beams individually into two P-i-N type photodetectors (PD). The output arms were steered at normal incidence to PD’s inputs using arrangements of equilateral dispersive prisms P1, P2 and anamorphic prisms P3 and P4 as shown on Fig.2. The prisms were mounted on kinematic mounts with azimuthal
and polar degrees of freedom so beams could be conveniently aligned with PD’s surfaces. The equilateral prisms provided a necessary sharp deviation angle which helped placing PD’s in a compact manner yet the prisms suffered some polarization selectivity. As we study the action of unpolarized BS this adds a certain degree of complexity. According to the manufacturer specifications about 27% of transverse electric (TE) mode intensity [8] is reflected from the surface of the prism, so we correlated vertical component of a field amplitude to a factor of $\sqrt{0.73}$ per surface in our calculations. The second bend step was accomplished with anamorphic prisms featuring sufficient deviation and not having any polarization selectivity. The two PD’s were housed inside balanced amplified photodetector (PBD). We used the Thorlabs fixed gain PDB410A model PBD with 100 MHz bandwidth suitable for modulation frequency of the AOM. It is important to emphasize that using a PBD detection is an essential part of the experiment in terms of providing an unambiguous phase correlation of output beams. This is due to an accurate spatial match and match of response time of both PD’s. The PBD had two PD’s photocurrent outputs coupled into a single RF output. One of the PD’s operated in reverse bias (“input -”) while the other in forward bias (“input +”). Hence, the PD’s generated photocurrent in opposite directions relative to each other. In such a way when two beams of the same intensity are shone upon the PD’s their individual photocurrents cancel each other out and the resulting current output is 0. Conversely, when there is an intensity difference the current level shifts to either negative or positive side depending on the PD bias direction. The PBD output was connected to a digital oscilloscope with 200 MHz spectral bandwidth, which fully accommodated our modulation frequency. The experimental results were, hence, obtained in a form of oscillograms.

The measurements were performed for all possible polarization configurations, to which we will refer as six test configurations throughout this paper, in order to comprehensively test the ansatz on BS matrix. The six configurations can be summarized in the following Table I.:  

| Test configuration | Waveplates | Resulting state before the recombination in beamsplitter | Position of linear polarizers, rad |
|--------------------|------------|----------------------------------------------------------|-----------------------------------|
|                    | HWP2       | HWP3  | Arm 2 | Arm 3 | LP1   | LP2   |
| 1                  | in         | out   | Horizontal | Horizontal | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ |
| 2                  | out        | in    | Vertical  | Vertical   | 0     | 0     |
| 3                  | out        | out   | Vertical  | Horizontal | $\frac{\pi}{4}$ | $\frac{\pi}{4}$ |
| 4                  | out        | out   | Vertical  | Horizontal | $\frac{\pi}{4}$ | $-\frac{\pi}{4}$ |
| 5                  | in         | in    | Horizontal | Vertical   | $\frac{\pi}{4}$ | $\frac{\pi}{4}$ |
| 6                  | in         | in    | Horizontal | Vertical   | $\frac{\pi}{4}$ | $-\frac{\pi}{4}$ |

The oscillograms produced for the six test configurations are provided on Fig.3.1-6 below:

- **Fig. 3.1.** Oscillation amplitude with both arms recombined in the horizontal state with LP1 and LP2 set at $\frac{\pi}{2}$ rad.
- **Fig. 3.2.** Oscillation amplitude with both arms recombined in the vertical state with LP1 and LP2 set at 0 rad.
- **Fig. 3.3.** Oscillation amplitude produced by recombining vertically polarized arm 2 and horizontally polarized arm 3 with LP1 and LP2 both set symmetrically at $\frac{\pi}{4}$ rad.
IV. THEORETICAL AGREEMENT

In order to match the theoretical predictions with the format of the experimental results we plotted the temporary interference intensity for each configuration. The temporal interference is given as a voltage oscillation amplitude per full phase cycle of the AOM. The interference intensity, in turn, was derived from the quantum mechanical evolution of the state vector using formalism described in eq. 4 and 12. The detailed description of the derivation steps is given in Appendix II including the reference to the factor 0.73 present in calculations (as explained in the experimental part due to the polarization selectivity of certain optical instruments). We will use the expression (12,a) as a test BS matrix for the purposes of showing worked example here. However, both definitions (12,a-b) produce the same phase correlations between observables.

For the first test configuration the output state is:

$$|\psi_{out}\rangle \rightarrow \frac{1}{2} \begin{pmatrix} 0 \\ (1 + e^{-i\varphi}) \tilde{D}_{a,h}(\alpha_{4,h}) \\ (e^{-i\varphi} - 1) \tilde{D}_{b,h}(\alpha_{5,h}) \end{pmatrix} |0\rangle$$

(25)

The beamsplitter matrices are not Hermitian so we find intensities as probability density per port rather than an expectation value. Hence, the normalized intensity in port 4 oscillates as: $I_4^L(\varphi) = \left| \frac{1}{2} (1 + e^{-i\varphi}) \right|^2 = \cos^2 \frac{\varphi}{2}$ and in port 5 as $I_5^L(\varphi) = \left| \frac{1}{2} (e^{-i\varphi} - 1) \right|^2 = \sin^2 \frac{\varphi}{2}. The photocurrents generated by the correspondent PD’s are directly proportional to these intensities: $j^L_4(\varphi) \sim I_4^L(\varphi)$ and $j^L_5(\varphi) \sim I_5^L(\varphi)$, so the PBD’s output photocurrent is: $j^L_4(\varphi) = j^L_5(\varphi) - j^L_5(\varphi)$. In turn, the voltage oscillation that is observed on oscilloscope is directly proportional to the generated photocurrent. The actual proportionality constant is a function of: fraction of the beam area covering the PD’s surface; PD’s responsivity; LP’s attenuation in transmission axis as well as impedance of an oscilloscope. Exactness of the constant estimation is, however, of no essence for this experiment as it scales equally for both polarization modes and we are only comparing the relative scaling factor for different configurations. Consequently, we represent the modeled voltage amplitude in arbitrary units in range $[-1,1]$ as a function of the photocurrent, i.e.: $V(j^L_R(\varphi)) = I_4^L(\varphi) - I_5^L(\varphi)$. Fig. 4 shows the plot of $V(j^L_R(\varphi))$ values out of full phase cycle $\varphi \in [0,2\pi]$:

![Fig. 4. Model of the voltage response in the test configuration 1.](image)
Fig. 5. Model of the voltage response in the test configuration 2.

In the third configuration we have:

\[ |\psi_{\text{out}}^{\text{III}}\rangle \rightarrow \frac{1}{4} \begin{pmatrix} 0.73(1 + e^{-i\varphi}) \tilde{D}_{4,v}(\alpha_{4,v}) \\ 0.73(1 + e^{-i\varphi}) \tilde{D}_{5,v}(\alpha_{5,v}) \\ (1 + e^{-i\varphi}) \tilde{D}_{4,h}(\alpha_{4,h}) \\ (1 + e^{-i\varphi}) \tilde{D}_{5,h}(\alpha_{5,h}) \end{pmatrix} |0\rangle \quad (30) \]

where we can see the factor 0.73 cannot be omitted as it affects relative amplitudes. So, the oscillation plot for voltage \( V(j_R^{\text{III}}(\varphi)) \), Fig. 6. is:

Fig. 6. Model of the voltage response in the test configuration 3.

In the same manner test configuration 4 output state becomes:

\[ |\psi_{\text{out}}^{\text{IV}}\rangle \rightarrow \frac{1}{4} \begin{pmatrix} 0.73(1 + e^{-i\varphi}) \tilde{D}_{4,v}(\alpha_{4,v}) \\ 0.73(1 - e^{-i\varphi}) \tilde{D}_{5,v}(\alpha_{5,v}) \\ (1 + e^{-i\varphi}) \tilde{D}_{4,h}(\alpha_{4,h}) \\ (1 + e^{-i\varphi}) \tilde{D}_{5,h}(\alpha_{5,h}) \end{pmatrix} |0\rangle \quad (31) \]

The voltage of \( V(j_R^{\text{IV}}(\varphi)) \) gives the following plot, Fig. 7.

Fig. 7. Model of the voltage response in the test configuration 4.

The resulting output state for configuration 5 is:

\[ |\psi_{\text{out}}^{\text{V}}\rangle \rightarrow \frac{1}{4} \begin{pmatrix} 0.73(-e^{-i\varphi} + 1) \tilde{D}_{4,v}(\alpha_{4,v}) \\ 0.73(e^{-i\varphi} - 1) \tilde{D}_{5,v}(\alpha_{5,v}) \\ (-e^{-i\varphi} + 1) \tilde{D}_{4,h}(\alpha_{4,h}) \\ (e^{-i\varphi} - 1) \tilde{D}_{5,h}(\alpha_{5,h}) \end{pmatrix} |0\rangle \quad (33) \]

Hence, the fifth configuration gives the following voltage response, Fig. 8:

Fig. 8. Model of the voltage response in the test configuration 5.

Finally, in last configuration of the output state yields:

\[ |\psi_{\text{out}}^{\text{VI}}\rangle \rightarrow \frac{1}{4} \begin{pmatrix} 0.73(-e^{-i\varphi} + 1) \tilde{D}_{4,v}(\alpha_{4,v}) \\ 0.73(e^{-i\varphi} + 1) \tilde{D}_{5,v}(\alpha_{5,v}) \\ (-e^{-i\varphi} - 1) \tilde{D}_{4,h}(\alpha_{4,h}) \\ (-e^{-i\varphi} - 1) \tilde{D}_{5,h}(\alpha_{5,h}) \end{pmatrix} |0\rangle \quad (34) \]

and the corresponding voltage model is shown on Fig. 9.
We can now analyze an agreement of obtained models with respect to experimental data (Fig. 3.1-6). This will require converting a.u. into volts. We begin with estimating the experimental error. The time series where no oscillation is modelled can be used to obtain an absolute value of error in measurement. Namely, we predicted 0 a.u. for any phase argument in test configurations 3 and 5, while experiment gives an oscillation depth of 56 mV and 28 mV in these tests respectively. Taking bigger value of 56 mV we see that signal deviates from 0 V at maximum by 36 mV. Thus, ±36 mV can be used as an absolute error in measurement. Coming back to conversion of a.u. into volts we see that experimentally the maximum amplitude among our theoretical models in a.u. as well. Therefore, we take 1.52 V as a reference for a maximum [-1,1] a.u. oscillation range and consequently the depth of |−1| + |1| = 2 a.u. Hence, for the test configuration 2 we have the depth of oscillation \( |I_{20}^H(0) - I_{20}^H(\pi)| + |I_{2\pi}^H(\pi) - I_{2\pi}^H(\pi)| = [0.5329] + |−0.5329| = 1.0658 \), whereas 1.0658 scales to 2 as 0.810 V (to 3 s.f.) scales to 1.52 V. We immediately see that predicted 0.810 V agrees with the experimentally measured value of 0.816 V ± 36 mV for test 2. In a similar manner, we obtain predicted values for all configurations and provide a summary for their agreement with experimental in the following Table II.

| Test configuration | Theoretical prediction of the oscillation depth, a.u. (to 4 d.p.) | Theoretical prediction of the oscillation depth converted to volts with respect to 1.52 V, V (to 3 s.f.) | Experimental results of the oscillation depth with error in measurement, V (to 3 s.f.) |
|-------------------|---------------------------------|-----------------------------------------------|-----------------------------------------------|
| 1                 | 2                               | 1.520 ± 0.036                                | 1.520 ± 0.036                                 |
| 2                 | 1.0658                          | 0.810 + 0.036                                | 0.816 ± 0.036                                 |
| 3                 | 0                               | 0                                             | 0.056 ± 0.036                                 |
| 4                 | 0.7664                          | 0.582 ± 0.036                                | 0.592 ± 0.036                                 |
| 5                 | 0                               | 0                                             | 0.028 ± 0.036                                 |

TABLE II.
VERIFICATION OF THEORETICAL AGREEMENT WITH THE EXPERIMENTAL DATA

We have experimentally verified the representation of 4-dimensional transformation matrix for a non-polarizing lossless beamsplitter. The experimental results agree with our theoretical predictions in each test apart from slight deviation in configuration 3 which amounts to about 3.5% relative error. This can be a result of a minor polarization selectivity of the test BS.

The results suggest that intensities in ports 4 and 5 oscillate either completely in phase or completely out of phase. They, therefore, feature a single phase permutation of \( \pi \) rad. Provided there was an ideal transmission for all the modes we would not need to account for any additional scaling factors and obtain only three different levels of oscillations. Thus, we would have: the maximum level for tests 1 and 2; exactly half of the maximum level for tests 4 and 6 due to absorption of diagonal components in linear polarizer and no oscillation for tests 3 and 5. Taking into account just these three levels the results could have been interpreted qualitatively (in phase/out of phase). It is worth mentioning we also tested other types of beamsplitters such as plate (Thorlabs EBS1) and pellicle (Thorlabs BP150) one. They have different degree of polarization selectivity resulting only in different oscillation depth, yet the phase correlations were exactly the same as with the cube BS016. Therefore, the same phase distribution formalism holds for all these beamsplitters.

Obtaining the correct correlations even qualitatively involves accurate estimation of coefficients in the beamsplitter matrix. We showed that a common reciprocity approach for a lossless beamsplitter is insufficient for that. To give an actual example, the matrices:

\[
\frac{1}{\sqrt{2}} \begin{pmatrix}
1 & i & 0 & 0 \\
0 & 0 & 1 & i \\
i & 0 & 0 & 1 \\
0 & 1 & i & 0
\end{pmatrix} \quad (35,a)
\]

\[
\frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
−1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1
\end{pmatrix} \quad (35,b)
\]

satisfy the unitarity condition for a given 4x4 matrix but provide a wrong prediction for the correlations. Both (35,a) [5] and (35,b) predict an out of phase relation for test configurations 3 and 5, which is not supported by the experiment.

From the standpoint of classical electromagnetism the correct matrix coefficients can be obtained using the Fresnel equations. Namely, for certain angle of incidence upon a dielectric interface a \( \pi \)-equivalent relative phase shift is introduced for reflection amplitude of either TM or TE mode [16]. This approach is unsatisfactory as it involves initial consideration of reciprocity for state vectors in Hilbert space and then imposing strictly macro-physical formalism.

We proposed a full quantum optical BS matrix derivation by treating the input and output fields as single photon fields and...
imposing reciprocity and canonical commutation relations onto them. We showed that for a 4-dimensional BS correct matrix coefficients can be derived from commutator relation between the output ports. Moreover, this method is sufficient to immediately gain a full set of correct solutions and not just an additional restricting condition to the usual reciprocity relations. From the point of view of the rigorous formalism the technique is valid for coherent fields too. The displacement operators acting on the vacuum state can be interchanged with the Fock-state operators without any change to reflection and transmission amplitudes of the BS matrix.

At the same time we want to point out that it is a rather non-trivial phenomenon that exactly the same results can be obtained with absolutely different theoretical frameworks. On the one hand - Fresnel equations derived from the EM-wave boundary conditions at the macro-physical objects and on the other - commutation relations for the quantized fields where no wave interaction with a physical object is taking place.

In terms of a practical application the correct form of the 4x4 BS matrix can be used a 4-dimensional photonic Hadamard gate in the field of quantum computing. By implementing such Hadamard gates into linear quantum circuits, e.g. as discussed in [14] we expand total dimensions per component to four and hence practically obtain a 4-dimensional qubit. This actually quadruples processing power with respect to a 2-dimensional qubit.
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