Impacts of UV Irradiance and Medium-Energy Electron Precipitation on the North Atlantic Oscillation during the 11-Year Solar Cycle
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Abstract: Observational studies suggest that part of the North Atlantic Oscillation (NAO) variability may be attributed to the spectral ultra-violet (UV) irradiance variations associated to the 11-year solar cycle. The observed maximum surface pressure response in the North Atlantic occurs 2–4 years after solar maximum, and some model studies have identified that atmosphere–ocean feedbacks explain the multi-year lag. Alternatively, medium-to-high energy electron (MEE) precipitation, which peaks in the declining phase of the solar cycle, has been suggested as a potential cause of this lag. We use a coupled (ocean–atmosphere) climate prediction model and a state-of-the-art MEE forcing to explore the respective roles of irradiance and MEE precipitation on the NAO variability. Three decadal ensemble experiments were conducted over solar cycle 23 in an idealized setting. We found a weak ensemble-mean positive NAO response to the irradiance. The simulated signal-to-noise ratio remained very small, indicating the predominance of internal NAO variability. The lack of multi-annual lag in the NAO response was likely due to lagged solar signals imprinted in temperatures below the oceanic mixed-layer re-emerging equatorward of the oceanic frontal zones, which anchor ocean–atmosphere feedbacks. While there is a clear, yet weak, signature from UV irradiance in the atmosphere and upper ocean over the North Atlantic, enhanced MEE precipitation on the other hand does not lead to any systematic changes in the stratospheric circulation, despite its marked chemical signatures.
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1. Introduction

On the basis of statistical analysis of surface pressure data extending back several centuries, the ultra-violet (UV) component of the spectral solar irradiance (SSI) forcing (hereafter called UV irradiance) associated with the 11-year solar cycle has been suggested to have significant impacts on the extratropical regional climate during winter, in particular over the oceans in the North Atlantic and in the North Pacific (see either of [1] for a review or [2,3]) as well as over Eurasian landmasses [4,5]. Over the North Atlantic, the solar signal
typically consists of a modulation of the North Atlantic Oscillation (NAO), the leading pattern of climate variability over the Euro-Atlantic sector, with a tendency for a more positive (negative) phase during solar maximum (minimum) conditions. The maximum positive NAO is reached a few years after solar maximum. Sensitivity analyses based on different historical reconstructions and climate reanalysis [5,6] indicate that (i) this solar signal in the NAO variability is non-stationary, appearing mostly after 1960, and (ii) when present, the lag is somewhat variable, with values ranging from 1 to 4 years depending on the solar proxy and the exact period considered.

One of the proposed solar cycle influences on the climate invokes a top-down mechanism, starting with a temperature increase in the low-latitude upper stratosphere under solar maximum, which in turn strengthens the meridional temperature gradient and the upper stratospheric jet [7]. A poleward and downward migration of zonal-mean zonal wind positive anomalies ensues through wave-mean flow interactions, resulting in a strengthened jet stream over the North Atlantic and an anomalously positive NAO. The UV irradiance effect on the polar stratosphere is more apparent in early winter before strong planetary waves forced from the troposphere disturb the stratosphere. The wave-mean flow interaction leads to a descent of the anomalies throughout the winter. To explain the multi-year delay, [8,9] invoked a positive feedback arising from ocean–atmosphere interactions over the North Atlantic, acting together with the extended memory provided by the ocean to integrate the effect of NAO-like wintertime surface signatures. The NAO has been shown to affect the underlying ocean through surface heat fluxes and wind stresses, leaving a characteristic tripolar pattern of positive or negative temperature anomalies through the deep wintertime oceanic mixed layer across the North Atlantic [10]. As observed in contexts other than the solar NAO influence, such heat content anomalies can persist at depths throughout the warm season below the shallow mixed layer to re-emerge at the surface in the following winter [11]. In turn, these sea surface temperature anomalies can feedback onto the atmosphere, allowing a year-to-year persistence and intensification of the NAO anomalies [12]. This mechanism has been suggested to operate in early winter [5,13]. In the model study of [9], the warm anomaly during solar maximum in the subtropical North Atlantic where the Gulf Stream originates appears as the sensitive part of the NAO SST tripole. The warm anomalies migrate northwards over a 2 or 3 year period toward the high-latitude Atlantic frontal zone, a hotspot where atmosphere–ocean interactions further take place [14,15]. A complicating factor in the inference of the solar cycle oceanic signal is that basin-wide, internally generated decadal fluctuations exist even in the absence of external forcing, and it remains to be firmly established if the solar forcing can synchronize such internal fluctuations [14,16]. Previous studies [17] also suggested that other external (i.e., volcanic) forcing can synchronize internal decadal fluctuations of the coupled atmosphere–ocean system. Another complicating factor is that the winter NAO is potentially influenced by a variety of forcings, ranging from sea ice variability in the Atlantic sector of the Arctic [18] to Eurasian snow cover [18,19] and overall polar stratospheric variability [20], and that the winter circulation over the North Atlantic at large is also influenced by tropical teleconnections originating in the ENSO phenomenon [21] and by teleconnections originating in the North Pacific [22,23].

The Climate Modelling Intercomparison Project (CMIP) 5 only reveals a weak model response to the solar cycle [24,25], albeit models with (i) a high top, (ii) a radiative scheme that resolves UV irradiance variations throughout the solar cycle, and (iii) an interactive ozone allowing a feedback on temperature and dynamics, compared better with observations, although remaining too weak. Long transient simulations with the UKMO HadGEM2 climate model including prescribed historical monthly varying ozone [2] reproduced the observed NAO surface response, but with no lag. Nevertheless, a delayed NAO response over the North Atlantic has been simulated in dedicated, transient, ensemble climate simulations with UKMO HadGEM3 over the period (1960–2009), when a stronger solar cycle-induced UV irradiance variability was prescribed [9]. In addition, short-duration experiments performed with the same HadGEM model have been used to investigate the
response to a strong, step-like change in UV irradiance variability, and found similar lagged responses over the Atlantic [8].

There are several caveats to inferring the solar response in these various climate model simulations. Other external forcings are often included in transient simulations, such as volcanic forcing or greenhouse gases, that could mask or interfere with the solar response. Furthermore, many studies, including the aforementioned studies that used the HadGEM model, included a prescribed zonal-mean ozone distribution. Although the prescribed historical ozone derived from observations may contain a solar cycle signature, it is inadequate to allow the full ozone-dynamical coupling in the model simulations.

Two recent studies with a coupled ocean–atmosphere model applied a simpler, repeating solar forcing in the absence of most other external forcings. These two studies used the WACCM (Whole-Atmosphere Community Climate Model) model, which has the three afore-mentioned (i–iii) adequate characteristics for examining the solar climate impacts. A first study [16] ran twin 150-year experiments (1955–2099), with and without a solar cycle-varying UV irradiance forcing, repeating the last four solar cycles (cycles 20–23) and neglecting all other external forcings except the volcanic one. They band-pass filtered decadal variations for a 9 to 13 year window and found a lagged response at 1–2 years, which is consistent with the ocean–atmosphere feedback hypothesis, although ocean–atmosphere coupling was not investigated. They also suggested a synchronization of the internal decadal fluctuations with the solar forcing. The second study [6] performed similar, but longer, twin 500 year simulations, also repeating the last four solar cycles and keeping all non-solar forcings (including volcanic aerosols) constant, representative of the year 2000 conditions. Their main findings were that decadal NAO variations were purely internal, unrelated to the solar cycle, and were not markedly enhanced in the run with a solar cycle. Using time-slice atmosphere-only WACCM simulations, [6] furthermore demonstrated that unrealistically large step-like increases in UV irradiance variations of the order of 1 Wm$^{-2}$ were necessary to obtain a significant top-down effect that could emerge from the large internal variability of the northern hemisphere polar stratosphere. Such large UV irradiance variations are larger than those typically associated to the 11-year solar cycle ($\approx 0.4$ Wm$^{-2}$). Similar large UV irradiance changes were used by [9,26] to partially compensate for the fact that their model had prescribed ozone concentrations, while interactive chemistry model studies suggest that the temperature response in the upper equatorial stratosphere is evenly split between irradiance and the ozone response. Such a large change in UV irradiance also reflects observed variations during the solar cycle by the Solar Radiation and Climate Experiment (SORCE) satellite, although these large variations have since been corrected to lesser values and were assigned to instrument drift [27]. The main conclusion of [6] was that the impact of the UV solar cycle signal upon the NAO is insignificant and is only found in the last decades of the observational record by chance. We note in passing that time-slice atmosphere-only WACCM simulations under a constant solar maximum or minimum conditions reveal a top-down effect mostly in the southern hemisphere where dynamical variability is less [28,29].

These two aforementioned studies mainly considered solar radiative forcing, while the effect of energetic particle precipitation (EPP) was either partially represented or not at all. The above mentioned WACCM simulations only included auroral electron precipitation, thus missing the contribution from medium-to-high energy electrons (MEE), with energies higher than 30 keV. Since the precipitation of the latter tends to peak in the declining phase of the solar cycle and has clear signatures in ozone and other chemical constituents in the middle atmosphere (e.g., [30–32] and references therein; [33] or [34] for reviews), it has been suggested that EPP could be the origin of the lagged solar-induced NAO response instead of (or in addition to) the oceanic re-emergence mechanism [35]. Although several statistical studies based on re-analyses [36,37] have found that the interannual variations in geomagnetic activity or particle flux can induce a positive NAO response through a top-down propagation, there is still no consensus among model studies with interactive chemistry on whether MEE precipitation can induce a notable dynamical change in the
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middle atmospheric flow. Some studies [32,38] nevertheless indicated that a weak polar vortex strengthening is likely, in winter or early winter, respectively.

To date, there have been no ocean–atmosphere coupled simulations addressing the question of whether EPP plays a role or not in the inter-annual to decadal NAO response to the solar cycle. This is an important issue since provisions have been made to provide both UV and EPP forcings for CMIP6 climate model inter-comparison, with the implication that EPP is potentially important. The potential role of EPP is complicated by the fact that the occurrences of MEE precipitation and their magnitudes across a solar cycle vary considerably from one cycle to another, and the maximum precipitation does not occur with a well-defined, consistent positive lag from the cycle peak UV irradiance.

This paper aims to shed light through idealized experiments on how the combined effects of UV irradiance and EPP (specifically MEE) associated with the 11-year solar cycle influence the winter NAO. It also aims to investigate if the SST re-mergence mechanism is indeed responsible for a lagged NAO response, and to unravel the underlying details of such ocean–atmosphere coupling. Hence, we ran an ensemble of time-slice model simulations for present-day climate conditions over a full 11-year solar cycle, using the high-top version of the Norwegian Climate Prediction Model. The control simulation involved constant UV irradiance and auroral forcing, while the twin set of forced experiments included UV irradiance variability with and without the forcing from MEE. To avoid masking effects from other types of forcings, we neglected large volcanic eruptions and changing greenhouse gas (GHGs) emissions and did not impose a prescribed quasi-biennial oscillation (QBO). The lack of a prescribed QBO means that the zonal-mean zonal winds in the tropical stratosphere remain predominantly westward.

2. Materials and Methods

In this study, we used a high-top variant of the Norwegian Climate Prediction Model (NorCPM) described in [39]. NorCPM is a climate prediction system that combines the Norwegian Earth System Model (NorESM [40]) with a data assimilation-based initialization. The high-top variant comprises the Community Earth System Model (CESM) version 1.0.3, including the fully interactive chemistry and dynamical model WACCM (version 4), coupled to the ocean model Miami Isopycnic Coordinate Model (MICOM).

WACCM extends up to 5 × 10⁻⁶ hPa (≈140 km), and the vertical domain incorporates 66 layers of variable vertical resolution. The horizontal atmospheric resolution in this study is 1° latitude by 2° longitude. Detailed descriptions of WACCM can be found in previous studies on solar effects (e.g., [41]) and in the WACCM4 documentation [42]. The ion chemistry is parametrized (see [42] for details). The ocean component is an updated version of MICOM [43] and has a horizontal resolution of 1° by 1° and involves 53 vertical layers.

We carried out three decadal experiments (each 12 years long) building on solar and geomagnetic forcing recommendations for CMIP6 [35]. The first experiment is a control run (CTRL) forced by constant SSI and ionization from low-energy (auroral) electrons. In the second experiment, SC, these parameters followed an 11-year solar cycle variability. In CMIP6, the SSI time series is an average of two solar irradiance (SI) models, i.e., the empirical NRLSSI2 [44] and the semi-empirical SATIRE-T/S [45]. Compared to the CMIP5 data based on [46], the 200–400 nm wavelength range irradiance in CMIP6 contributes to a larger portion of the total solar irradiance variability. The third experiment (SCMEE) applies the same forcing as in SC and, in addition, a MEE forcing. The latter is not the model-based forcing included in CMIP6, which is too weak (see [32] and references therein) but is rather based on satellite observations and is stronger and more variable. The latter is a recent update of the International Space Science Institute (ISSI) dataset, which was described in detail in [31]. The latest version, used in this study, is termed ISSI-19, and is described in Appendix A.

We chose to take solar forcings from Solar Cycle 23 (SC 23) (i.e., 1996–2008). By choosing a realistic SC rather than a synthetic, averaged SC, some high SSI variability is
introduced. On the other hand, this choice allows us to have the use of a realistic particle forcing, which is highly variable from one cycle to another. In SC 23, there was a well-defined lag of two years in the MEE precipitation, and one aim of the simulation is to uncover whether this is imprinted in the NAO response. However, since the MEE forcing data starts from mid-1998, and is not available before, we make a small adjustment to the SSI: the SSI and auroral forcings during the initial period August 1996 to August 1998 during solar min conditions is replaced by the initial solar min period of SC 24 (November 2008–August 2010). Despite these changes the SSI remains very close to SC23.

We use the November 1, 1998 initial state from [39], whereby NorCPM atmospheric, land, and ocean components are initialized from re-analyses. Although the combined atmosphere and oceanic initialization procedure by [39] produces a well-balanced model on the seasonal time scale, the same does not hold for longer time scales. Consequently, there is substantial model drift on decadal time scales, in a variety of atmospheric and oceanic variables. However, in our idealized approach, we are not so concerned by realistic initial conditions pertaining to the specific year 1998. Starting the experiments from an equilibrated state, however, is more crucial. Hence, we ran an unforced single-member spin-up of NorCPM (hereafter, the background run) starting from the aforementioned initial state and covering 86 years. Figure S1 shows the background run in terms of integrated upper ocean temperatures over the western Atlantic Ocean. After an initial quasi-linear drift lasting about 30 years (also observed in top of the atmosphere radiation, but not shown for brevity), the model is settling in natural multi-decadal oscillations. The three decadal experiments are branching in year 50 of this background run (on November 1), at the cold start of a weak oscillation, which is a priori consistent with the application of a Smin forcing. Each experiment consists of an ensemble of 25 12-year simulations across the solar cycle. Each ensemble member is generated by applying small initial temperature perturbations of the order of $10^{-14}$, the same procedure as in CESM Large Ensemble Project [47]. Table 1 shows an overview of the different simulations used in this paper.

| Simulation     | Duration (Years) | Ensemble Size |
|----------------|------------------|---------------|
| Background run | 86               | 1             |
| CTRL           | 12               | 25            |
| SC             | 12               | 25            |
| SC + MEE       | 12               | 25            |

The NAO is the leading climate pattern governing the large-scale circulation over the Euro-Atlantic sector in winter, with considerable impact on regional weather and precipitation. The NAO index can be defined as sea level pressure difference (SLP) between two stations in Iceland and the Azores or, alternatively, through a regional Empirical Orthogonal Function (EOF) analysis of SLP. The NAO index can be estimated from daily [19,48] to seasonal time scales. Here, we are concerned by a weak solar modulation of the seasonal mean NAO. Hence, the seasonal-mean NAO indices are calculated on the basis of a regional (0°–80° N, 90° W–30° E) EOF analysis covering the last 50 years of the background run. The SLP anomalies for each experiment, i.e., the deviation from their respective climatology, are projected onto the first EOF of SLP extracted from the background run to obtain a seasonal-mean time series over the solar cycle. In the following, we consider the boreal winter season (December–January–February or DJF).

In the following section, we show seasonal or monthly mean fields of the three experiments described above, mostly as ensemble means. In some cases, we treat the two forced experiments (SC and SCMEE) as one 50-member experiment (SC + SCMEE). Anomalies (e.g., in a particular solar phase) are calculated with respect to the climatology of each experiment, with that phase excluded. We have calculated the statistical significance on a 95% confidence level by performing a permutation test. This test is based on a Monte Carlo selection to create a distribution of randomized differences between the ensemble
members of the samples that are compared. The randomization procedure is repeated 10,000 times. The ensemble-mean departure is then compared with the distribution to find a confidence level. In the figures, statistically significant regions at the 95% confidence level are indicated by colored dots.

3. Results
3.1. Forcing from UV Irradiance and MEE

We begin by demonstrating that, in the equatorial middle atmosphere, temperatures are modulated by the UV irradiance variability throughout the solar cycle. In Figure 1a, the equatorial monthly-mean, ensemble-mean temperature differences between the SC and CTRL experiments (hereafter, SC-CTRL) in the stratosphere and lower mesosphere are displayed along with the applied radiative flux anomalies over the UV-band spanning 230–340 nm. In the rest of this paper, the time along the x-axis is indicated as lagged years with respect to the solar maximum (lag zero), the year when the main peak of the UV radiative flux occurred. The red horizontal lines delineate the three years that will be later composited as the part of the broad solar maximum conditions (hereafter referred to as lags $-1$, $0$, and $1$) and the blue lines the corresponding three solar minimum years (hereafter referred to as lags $-4$, $5$, and $6$), hereafter collectively called Smax and Smin, respectively. Temperatures are increasing across the lower mesosphere and the mid- and upper stratosphere in the rising part of the solar cycle, culminating in the Smax while progressively decreasing during Smin. These temperature differences are most pronounced at the altitudes of the ozone UV heating but, in certain years, anomalous temperatures are extending downwards into the lower stratosphere, particularly in Smax. The magnitudes of the stratopause temperature anomalies are comparable to those in [35].

We now consider the main effect of the MEE precipitation, which is to generate additional odd nitrogen (NOY) at high latitudes compared to a simulation including only auroral precipitation. To this end, Figure 1b shows the corresponding NOY differences between the two experiments with and without the MEE forcing (hereafter SCMEE-SC). Note that, unlike Figure 1a, the average is taken over the $70^\circ$–$90^\circ$ N latitude band to emphasize the polar descent of the NOY produced by EPP in the auroral ovals. To highlight the periods of enhanced MEE forcing in relation to the solar cycle, we have also shown the MEE-induced ion pair production rates, revealing two groups of years with elevated values, one in the rising phase of the solar cycle (lags $-4$ to $-2$) and one with the highest values in the declining phase (lags 1 to 2). Except for late parts of lagged year 1, the MEE forcing is weak during Smax and Smin. We see that the wintertime descent brings down elevated positive anomalies of NOY following periods of strong MEE precipitation. Figure S2 shows the NOY abundance throughout the solar cycle at 1 hPa in November, January, and March. NOY is enhanced throughout the cold season in certain years, and on the basis of this figure, we define the years $-3$, $-2$, and 2 as the MEE maximum years, hereafter called MEEmax years. We also note from Figure 1b that there is some amount of NOY inter-annual variability, reflecting varying dynamical conditions favoring a pronounced descent.

Since it was shown in Figure 1b that MEE has little impact during Smax or Smin, the two experiments with solar forcing (SC and SCMEE) are amalgamated, i.e., combined and considered as one experiment to double the ensemble size, when we consider the UV irradiance effect.
Figure 1. Monthly zonal-mean anomalies (in filled contours) of (a) temperature (K) in SC-CTRL averaged over latitudes between 20° S–20° N and (b) NOY (N + NO + NO₂ + NO₃ + 2N₂O₅ + HNO₃ + HO₂ NO + ORGNOY + NH₄NO₃, in ppbv) in SCMEE-SC averaged over latitudes between 70° and 90° N. The horizontal axes represent lagged years with respect to solar maximum (years counted from July to July). Colored dots represent locations of statistically significant anomalies. The green solid line indicates in (a) the irradiance forcing integrated over the UV wavelengths (230–340 nm) (Wm⁻²) and in (b) the ion production rates from MEE precipitation at 0.1 hPa and 65° N geomagnetic latitude. Smax and Smin years are indicated with red and blue horizontal lines along the time axis and the MEE max years with orange lines. Shown are ensemble-mean anomalies.
3.2. Stratospheric, Tropospheric, and Surface Effects from UV Irradiance

Previous studies (e.g., [7]) suggest that solar irradiance forcing leads to a stronger latitudinal gradient between the polar and the equator during Smax and a weaker gradient during Smin. To investigate to what extent the variations in UV irradiance strengthens or weakens the polar vortex, we show in Figure 2 the seasonal cycle of the anomalies in zonal-mean zonal wind and the polar cap averaged geopotential heights for the Smax and the Smin. The stratospheric wind anomalies were weak, consistent with other studies on the weak top-down mechanism (e.g., [6,29]) and mostly significant during Smin (zonal winds reaching −3 m/s). In the stratosphere, the model zonal wind anomalies are consistent with the model anomalies in geopotential height, reflecting geostrophic balance.

Figure 2. Annual cycle of monthly zonal-mean zonal wind anomalies at 60° N (m/s, in filled contours) and standardized geopotential heights averaged over latitudes between 60° and 90° N. The anomalies are between Smax and the climatology of the remaining years (Smax excluded) in (a) and between Smin and the climatology of the remaining years (Smin excluded) in (b). We have combined the SC and SCME experiments. The geopotential heights are standardized separately at each level. The black contours indicate the respective climatologies. Colored dots represent locations of statistically significant anomalies. Shown are ensemble-mean anomalies.

The preceding analysis seems to indicate that the stratospheric polar vortex is modulated by the solar phase. We now explore how these solar-induced zonal wind anomalies affect the tropospheric jet stream and the surface climate through an inter-annual modulation of the NAO. In Figure 3a,b, we show maps of DJF zonal wind at 200 hPa, SLP, surface air temperature (SAT), and sea surface temperature (SST) anomalies for Smax in (a) and Smin in (b). For comparison, Figure S3 shows the characteristic NAO signature in the same variables, obtained from regression upon the NAO index in the last 50 years of the background run.
Figure 3. Anomalies (in filled contours) as in Figure 2 for zonal winds (m/s) at 200 hPa, sea level pressure (hPa), surface air temperature (K), and sea surface temperature (K) for DJF in (a) for Smax-clim and (b) for Smin-clim. In the zonal wind and SLP panels, black contours show the climatological jet and SLP, respectively. The black square indicates the region with high SST. Colored dots represent locations of statistically significant anomalies. Shown are ensemble-mean anomalies.

We infer from Figure 3 that during DJF the UV irradiance response over the North Atlantic involves a poleward shift of the Atlantic eddy-driven jet in Smax, with a strengthening north of the jet core and a weakening to the south, and an opposite response in Smin. The SLP composites are consistent with the North Atlantic jet shift, with a general weakening (strengthening) of pressure over the Arctic centered over Greenland and a belt of pressure increase (decrease) at mid-latitudes over the North Atlantic in Smax (Smin), stretching from the American East coast into Europe. The Smin anomalies for both SLP and SAT compare well with the characteristic NAO pattern in Figure S3, except that for Smax the zonal extension of the low-pressure region was less pronounced and the northern part of the quadrupole signature in SAT was too weak. This negative NAO-like quadrupole pattern prominent during Smin impacts the meteorological conditions over the European and North American continents. Northern Europe becomes colder and drier, while Southern Europe is associated with milder and wetter winter climate conditions. The opposite occurs over North America, i.e., warmer and wetter in the north and colder and drier in the south. For SST, the solar-induced anomalies bear resemblance to the characteristic
tripole SST pattern associated to the NAO (see Figure S3d for the NAO positive phase): the southern lobe with cooling in Smax and warming in Smin is similarly positioned off the coast of West Africa, but the middle lobe of the tripole, characterized by warming in Smax and cooling in Smin, is situated slightly to the south of the characteristic NAO middle lobe. Similarly, the northern lobe of the tripole, with cooling in Smax and warming in Smin, is shifted southward compared to the NAO northern lobe. A strong point to confirm the solar origin of the aforementioned NAO signatures is the absence of characteristic NAO signatures in the corresponding figure for CTRL (Figure S4), using the exact same years during which there is no difference in solar forcing.

3.3. The NAO Index

Prediction systems have a deterministic NAO index variance much smaller than found in observations requiring a scaling up for comparison (e.g., [20]) and at the same time a high member-to-member NAO variability. Consequently, observations, ensemble-means, and ensemble members are often separately standardized relative to their respective standard deviations [19,21]. We begin with ensemble-means by presenting standardized, ensemble-mean NAO index time series to unravel the role of solar forcing. Here, we are comparing different experiments with different forcings, and hence we adopted a scaling approach to display the NAO time series after they have been standardized for each of the three experiments (see Appendix B for details). The standardized time series are scaled by a factor that is the ratio of the forced experiment ensemble-mean variance to the corresponding variance of the CTRL experiment. Hence, the NAO time series for the CTRL experiment is truly standardized (the scaling factor is one), while the scaled NAO timeseries of the twin forced experiments (not truly standardized since the variance is not one anymore) reveal the extent to which the NAO index variability is changed with respect to the CTRL. The scaling factors being larger than 1 indicate that the variance is higher in the forced experiments. In fact, it was almost doubled for SC (the scaling factor is 1.8).

The DJF time series of the scaled NAO indices are shown in Figure 4a for the ensemble means of the three experiments. In both forced experiments, the NAO index is substantially stronger in Smax than in Smin when averaged over the three Smax and Smin years and, relative to the CTRL experiment, more positive in Smax and more negative in Smin. This confirms the positive NAO patterns in DJF SLP in Figure 3 for Smax and vice versa for Smin. Figure 4b represents the corresponding NAO indices for all ensemble members presented as boxplots. Here, the ensemble members have been standardized to their standard deviation (see Appendix B), and it is apparent that the member-to-member variability is very high in any year. Even if the medians of the ensemble (horizontal lines in boxplots) deviate among experiments, they remain between the first and third quartile of each other boxplots, indicating that differences between the experiments are not likely to be significantly different. The same applies to interannual differences within each experiment. To further investigate the strength of the forced DJF NAO signal, we estimated the signal-to-noise (S/N) ratios. Following the common practice in prediction systems, S/N is the ratio of the ensemble-mean (or external) interannual variance to the internal (e.g., inter-member and interannual) variance. The S/N values are listed in Table 2 for each forced experiment (SC and SCMEE) and for their amalgamation (SC + SCMEE). The key point is that the S/N ratios are all very small (e.g., 0.03 for the amalgamated experiment), indicating the dominance of internal variability. However, such small S/N ratios are commonly found in coupled dynamical prediction systems: for example, [20] found a S/N ratio of 0.09 for the Artic Oscillation seasonal forecast.
Figure 4. NAO indices from the three experiments CTRL, SC and SCME over the model simulation period for (a) ensemble means in DJF and (b) ensemble members in DJF illustrated as boxplots. The NAO indices are first individually standardized and then scaled. In (a), the scaling involves the standard deviation of the CTRL ensemble mean, implying that CTRL is truly standardized and the scaling factors for SC and SCME are indicated. In (b), the scaling involves the overall standard deviation of the CTRL ensemble. The horizontal axis represents lagged years with respect to solar maximum as in Figure 1. Horizontal lines represent the averaged NAO index in the Smax and Smin years.

Table 2. External variance (signal), internal variance (noise), and the S/N ratios for the NAO index over the entire solar cycle for the SC and SC + MEE experiments and their amalgamation.

| Title 1   | External Variance | Internal Variance | S/N Ratio |
|-----------|-------------------|-------------------|-----------|
| SC        | 1.5               | 24                | 0.06      |
| SCME      | 0.7               | 25                | 0.02      |
| SC + SCME | 0.8               | 25                | 0.03      |

The calculated spatial distribution of the S/N ratios for SLP from the amalgamated experiment in DJF (Figure 5) revealed that while the Arctic, North Atlantic, and the North
Pacific (although the latter is not emphasized here) were the regions associated with the largest variability, the forced signal expanded west of the North Atlantic region of high variability. The S/N ratio was also found to be enhanced in the subtropics. In other words, the UV irradiance signal did not perfectly project onto the NAO. We note again that the S/N ratios were very small, an important result indicating the overwhelming predominance of the model internal variability over the response to external forcing.

![Image of Figure 5](image_url)

**Figure 5.** The total temporal and inter-member variance of SLP over the entire solar cycle in the amalgamated (SC and SCMEE) experiment. This represents the internal variance among $2 \times 25 \times 11$ members. The red contours indicate the local signal-to-noise (S/N) ratios (see Section 2).

3.4. Stratospheric, Tropospheric, and Surface Effects from UV Irradiance

It has been suggested that SST anomalies forced by solar variability can reemerge from one year to the next and amplify atmosphere–ocean interactions over several years, ultimately causing the NAO to peak a few years after solar maximum [8,9]. In these studies, the reemergence mechanism was suggested to operate mostly in the middle lobe of the characteristic NAO SST tripole pattern. The 3-year Smax ensemble-mean composite (Figure 3a) also indicates a pronounced SST increase off the coast of Florida and northern Caribbean, i.e., in a region slightly to the south of the characteristic NAO middle lobe (compare NAO SST anomalies in Figure S4d to the position of the black square).

To provide an indication of a weak reemergence in our simulations, Figure 6a shows the ocean temperature anomalies in this region (black square in Figure 3 and Figure S4d). In accordance with the reemergence mechanism, a significant warming was observed, synchronized with the solar maximum, starting first within the deep wintertime mixed-layer, and later sheltered beneath the shallower summertime mixed-layer. In other words, warm SST anomalies in wintertime induced by the top-down solar forcing survive beneath the mixed-layer during summer and then reemerge at the sea surface in the following winter. As the top-down forcing endures during the Smax years, the surface signal is amplified, reaching its maximum during the last Smax year. There is also evidence for surface cooling during the Smin years. The fact that this synchronized reemergence is associated with the solar cycle was further supported by the corresponding ocean temperature anomalies for the CTRL simulation (Figure S5): warm season anomalies above the shallow thermocline were found, but at lags 4 and 5, and hence not synchronized with the solar maximum.
Figure 6. (a) Monthly ocean temperature ensemble-mean anomalies (K, in filled contours) between the combined experiments SC and SCMEE and the corresponding annual cycle climatology. The region (70°–40° W, 25°–35° N) in the Atlantic Ocean is indicated by a square in Figure 3a,b. The delineation of the region is based on where significant warm (cold) anomalies close to the middle NAO tripole lobe were detected in Figure 3a,b. The horizontal axis is the same as in Figure 1. The dashed line is the mixed layer depth, representing the seasonally varying thermocline. (b) Meridional cross-sections of corresponding ocean temperature anomalies averaged over 70°–40° W during summer–fall (JJASON) and winter–spring (DJFMAM) are shown for three years lagging the solar peak, between the two black vertical lines in (a). Solid black contours represent the climatological temperatures, while the dashed black contours represent the temperatures in the respective summer–fall or winter–spring periods. The black vertical lines delineate the latitudinal range (25°–35° N) of the region plotted in (a). Colored dots represent locations of statistically significant anomalies. Shown are ensemble-mean anomalies.
We found in Figure 3a,b that the SST anomalies were located slightly south of the middle lobe of the characteristic NAO tripole pattern. Although Figure 6a shows a reemergence of SST anomalies synchronized with solar maximum, it is situated in a region far south of the oceanic fronts, which are the key regions of ocean–atmosphere interaction, especially in winter [14,15]. To demonstrate this further, we show in Figure 6b a latitude-depth cross-section of ocean temperatures during three boreal summer–fall periods (JJASON) and winter–spring (DJFMAM) in the western Atlantic, averaged over the longitude sector 70°–40° W. The three periods encompass the three years where re-emergence occurred (within the two vertical lines in Figure 6a). A warm anomaly can be seen south of 35° N in the first summer–fall, with high temperature anomalies sequestered at depth below the shallow thermocline. Over the next two summer–fall periods, it intensified (still sequestered at depth) and was moving slightly poleward towards 40° N. In the winter–spring, the warm anomaly extended to the surface and was strongest and most poleward in the last winter. However, these anomalies, despite their northward migration, remained too far south from the surface oceanic fronts characterized by large meridional temperature gradients located around 40° N in winter, as can be inferred from the climatological temperatures (black contours). The temperatures during the respective summer–fall or winter–spring periods (dashed black contours) were nearly identical to the climatology, indicating that there are only very weak changes in the meridional temperature gradient in the frontal zones. We take this as an indication that, while there is a solar signal in the upper ocean, the solar-induced atmosphere–ocean feedback is prevented from occurring, hence a lack of a lagged surface NAO response to the solar cycle.

3.5. Stratospheric, Tropospheric, and Surface Effects from UV Irradiance

In this last section, we investigate whether any dynamical effect in the stratosphere could be related to the NOY enhancements during MEEmax. We show in Figure 7 cross-sections of the zonal-mean zonal winds anomalies from November to March for each individual MEEmax year in the SCMEE experiment. We first note that by comparing the different years, there is no coherent pattern in the seasonal cycle of the zonal wind. We then show in Figure S6 the corresponding anomalous zonal winds in the same 3 years in the CTRL experiment and in Figure S7 for the SC experiment (although there was no MEE forcing in the CTRL or SC experiments). From the examination of these three figures, we find that the large year-to-year differences between the three MEEmax years in SCMEE, the similarities of monthly anomalies among the forced and unforced experiments, and the lack of significance in most months support the notion that the MEE signature is not systematic nor consistent.

There is only one conspicuous case of polar vortex strengthening in SCMEE that is not found in the CTRL or SC experiments. Hence, we surmise that this polar vortex strengthening that occurred in December in lagged year 2, the strongest MEEmax year (see Figure 1b), might be related to MEE forcing. In the same way as was done for the UV irradiance case, we checked whether the stratospheric changes left any characteristic signal in the troposphere. To this end, we show in Figure 8a,b the zonal wind anomalies at 200 hPa in the last MEEmax year (lagged year 2) in December and the corresponding anomalies in SLP in January. We found that there were significant positive zonal wind anomalies on the poleward flank of the climatological Atlantic jet in December, which were consistent with the strengthening of the polar vortex in Figure 7. At the surface, the anomalous SLP manifested as an Arctic low but was not significant. Hence, it appears unlikely that the MEE forcing led to any significant changes in the NAO, albeit the significant stratospheric jet strengthening in December of lagged year 2 was consistent with the results of the atmosphere-only WACCM simulations with MEE in [32].
Figure 7. Meridional cross-sections of the zonal-mean zonal wind anomalies (m/s) from November to March for the three MEEmax years in SCMEE, (a) Lag – 3, (b) Lag – 2 and (c) Lag + 2. Anomalies are departure from climatology (all years except for the three MEEmax years). Black contours show the climatology. Colored dots represent locations of statistically significant anomalies. Shown are ensemble-mean anomalies.

Figure 8. Anomalies for the last MEEmax year (in experiment SCMEE, in filled contours) for zonal winds (m/s) at 200 hPa in December (a) and sea level pressure (hPa) in January (b). The black contours show the climatological jet or SLP. Colored dots represent locations of statistically significant anomalies. Shown are ensemble-mean anomalies.
4. Discussion

To further elucidate whether the combined effects of the UV irradiance variations and EPP (more specifically MEE precipitation) throughout the 11-year solar cycle had a notable impact on the North Atlantic winter climate and ocean-atmosphere interactions over the North Atlantic Ocean, we focused on solar cycle 23 in an idealized framework. While the solar forcings were realistic, other forcings such as the QBO, GHGs, and large volcanic eruptions were either excluded or held constant. Solar proton events have also been neglected. We used a configuration of NorCPM, wherein a high-top chemistry-climate model (WACCM) was coupled to an isopycnic coordinate ocean model (MICOM). In addition to the radiative forcing, prescribed as for CMIP6, we included realistic MEE forcing. We carried out three experiments, with 25 ensemble members each, for present-day climate conditions. To extract possible UV irradiance signals on stratospheric and tropospheric climate, we compared three-year averages of solar max and solar min conditions with the climatology. To investigate the extent of MEE impacts, we considered three years diagnosed with the highest ion production rates and odd nitrogen amounts. Our ensemble decadal simulations focused on the solar cycle 23 and hence differed from other comparable studies with WACCM [6,16], which consisted of multi-centennial simulations with repeated sequences of 4–5 different solar cycles. A key novelty of our investigation is the detailed investigation of the ocean–atmosphere coupling related to the solar signal in the North Atlantic, carried out for the first time with a high-top chemistry-climate model such as WACCM.

Our results show that, in Smax (Smin), the strengthened (weakened) polar vortex anomalies reached down into the troposphere. The downward migration of zonal-mean zonal wind anomalies linked to the UV irradiance variability compare qualitatively with existing results (e.g., [1,16,24,29]), with a weak top-down mechanism. As a consequence of the zonal wind increase in solar max years, the North Atlantic part of the jet stream was shifted poleward, and the surface climate response projected onto a NAO positive phase. The Aleutian Low variability exerts a strong influence on the polar stratospheric vortex variability. Through its influence on the Aleutian Low variability, the PDO (Pacific Decadal Oscillation) strongly modulates the amplitude of the solar UV irradiance effects [3]. The strengthened stratospheric polar vortex during Smax is more pronounced during the PDO negative phase, through anomalous meridional advection of solar-induced temperature anomalies, which contributes to lessen the meridional eddy heat flux. This PDO modulation of the stratosphere vortex might well exert a downward influence on the Atlantic sector too in our simulations. Such inter-basin coupling will be examined in further work.

Our calculated NAO indices for DJF showed a positive NAO anomaly in Smax years and a negative NAO anomaly in Smin years, when compared with the CTRL constant-forcing simulations. Our results support the idea of a NAO response to the solar cycle forcing, albeit the surface pressure and temperature responses slightly deviate from the classical NAO pattern. Other studies have argued that atmosphere–ocean interactions allow for an amplification of the NAO response during solar max through reemerging SSTs, resulting in the strongest NAO impact 2–4 years after solar maximum [8,9,14]. Other model studies did not find a lagged response [2]. Although we found evidence of re-emergence of SST, we did not find such a lagged impact on the NAO. Since the model main ocean temperature response was situated in a region equatorward of the middle lobe of the NAO tripole and did not migrate northward to the Atlantic Ocean frontal region, local air–sea interaction in winter was prevented, thus contributing to a weaker NAO response. This plausibly explains the absence of a multi-year lagged NAO atmospheric response to solar forcing, despite the presence of the solar signal in the upper Atlantic Ocean. The efficacy of the re-emergence mechanism to trigger an atmospheric NAO response to solar forcing might therefore be model-dependent, and perhaps also dependent on the atmospheric and oceanic resolution. Further comparative multi-model studies are certainly warranted.

Despite showing a robust NOY increase during the MEEmax years, our analysis reveals that the MEE forcing is not associated to a systematic response. There are no
coherent stratospheric zonal-mean zonal wind changes in the ensemble mean during the three MEEmax years. Comparing the SCMEEE simulations to the SC and CTRL simulations, we only found a strengthening of the polar vortex in December during the last MEEmax year, which appeared consistent with previous studies [32,38], but significant tropospheric effects were not present. This is also supported by Figure 4a, where no positive anomaly in ensemble-mean NAO indices is found for the combined MEEmax years. In summary, despite the realistic MEE forcing dataset used in this study, the resulting excess of NOY in the MEEmax years (which was quite apparent at 1 hPa, see Figure S2) did not lead to a significant, consistent dynamical signal in the stratosphere amidst the large internal atmospheric variability. It is nevertheless a possibility that abrupt changes in MEE activity, at sub-monthly scales, linked to distinct strong events, might cause dynamical effects that are hidden in our monthly output or manifests only in given years. Further studies of extreme precipitation events are warranted to elucidate that point.

Through calculations of S/N ratios, our study demonstrates that the forced signals are in fact very weak compared to the internal variability of the ocean–atmosphere system. These results are in line with recent studies (e.g., [49,50]) suggesting that climate prediction models respond too little to external forcings (e.g., volcanic, solar, or ozone) and that their internal variability is too high, so that models have difficulty in reproducing themselves. In climate prediction systems, the large model spread requires large ensemble runs to demonstrate deterministic prediction skill of the NAO [51]. These studies further indicated that this so-called “signal-to-noise paradox” manifests strongly over the North Atlantic sector where the NAO might be susceptible to such external forcings and more predictable in the real world [50]. In particular, the very low S/Ns for the NAO index in our forced experiments (Table 2) indicate that both UV irradiance and MEE forcings induces a low potential predictability (the ratio of the external to the total, internal plus external, variance, that can be inferred from Table 2). Nevertheless, this does not preclude that solar forcing could play a role in forcing the NAO and that improving its representation might improve the skill of a coupled prediction system despite the low S/N ratio [52]. The phase of the QBO is known to influence the variability of the polar vortex and to condition the middle atmosphere response to external forcings; hence, further studies on the role of the QBO are warranted. Additionally, our results are affected by the evolution from the initial ocean state. Further studies on the combined effects from UV irradiance (and MEE) during a solar cycle should therefore cover a broad range of initial ocean conditions to reveal any dependence of the solar response to the ocean mean state.
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Appendix A

The MEE forcing dataset used in the current study is an updated version of the ISSI-14 energetic electron precipitation data. Appendix A of [31] contains a detailed description of the data processing undertaken to produce that forcing data. In this appendix, we only summarize the earlier approach and note the updates. We direct the interested reader to [31] (Appendix A) for the complete description.

The MEE forcing data relies on experimental measurements by the Medium Energy Proton and Electron Detector (MEPED) carried onboard the NOAA- and MetOp-series of low-earth orbiting satellites, operated by the National Oceanic and Atmospheric Administration and European Organization for the Exploitation of Meteorological Satellites, respectively. We restricted ourselves to MEPED measurements from the SEM-2 (Space Environment Monitor 2) package, first launched onboard NOAA-15 in mid-1998. Over time 5 NOAA and 3 MetOp spacecraft have made measurements with SEM-2, and at times as many as 6 operational SEM-2 carrying spacecraft have been orbiting simultaneously. In the ISSI energetic electron precipitation data, all operational POES measurements are zonally averaged in geomagnetic coordinates, combining both magnetic hemispheres. A 3-h time resolution and 0.5 L resolution is applied, focused primarily on the 45–72 geomagnetic latitude (McIlwain L shell 2–10) range of the outer radiation belts. Combining observations from the three electron telescopes observing electron precipitation, we determined the magnitude and a fitted energy spectra of the precipitation, assuming a power-law energy spectral form from 30-keV to 1 MeV. In both ISSI-approaches, care was taken to avoid aural proton contamination on the MEPED electron fluxes, the impact of SPE on the satellite measurements, and the loss of quality data in the region of the South Atlantic Magnetic Anomaly. The primary differences in the MEPED data processing between ISSI-14 and ISSI-19 came from improvements in our understanding of LEO electron flux measurements (e.g., [53,54]), changes to allow more modern spacecraft data to be ingested (allowing for format changes) and also corrections in the code used to undertake the aural proton contamination correction.

Note that we refer to this dataset as “ISSI-19”, building on the earlier “ISSI-14” electron precipitation dataset. Both electron precipitation datasets were then used to determine ionization rate calculations, leading to the ISSI-14 and ISSI-19 MEE forcing approach. ISSI-14 was named as such because the fundamental processing approach used to produce the dataset was originally undertaken during an International Space Science Institute (ISSI) International Team (“Quantifying Hemispheric Differences in Particle Forcing Effects on Stratospheric Ozone”. Leader: D. R. Marsh) in April–May 2014. The new ISSI-19 approach came from discussions during a CHAMOS (Chemical Aeronomy in the Mesosphere and Ozone in the Stratosphere) EEP workshop held in Helsinki in April 2019 (http://chamos.fmi.fi, accessed on 1 April 2021).

The MEE electron observations produced in the ISSI-14 approach formed the basis of the ApEEP MEE electron forcing model, recommended for use in CMIP6 [35]. The ApEEP model was specifically designed for long-term climate runs spanning outside of time periods when satellite precipitation measurements exist. In their study validating the APEEP model forcing, [55] recommended using EEP from direct POES measurements during time periods when such observations exist, and as applied here through ISSI-19. To allow for easy use of the ISSI-19 ionization rates in atmosphere and climate simulations, they were prepared consistent with the ApEEP dataset. In other words, the electron energy range, the atmospheric ionization rate calculation method [56], and the data format are identical to those used in CMIP6.
Appendix B

To extract the solar forcing of the NAO amidst the large internal variability, we first standardized the ensemble-means NAO temporal time series separately from the ensemble members. In other words, the forced, external components represented by the ensemble means were compared between themselves [19,21]. For each experiment ensemble mean, we define a standardized NAO index:

\[
\text{NAO}_{\text{t}}^{\text{expr}} = \frac{x_{\text{t}}^{\text{expr}} - \mu^{\text{expr}}}{\sigma^{\text{expr}}}
\]

(A1)

where \(x_{\text{t}}^{\text{expr}}\) is the projected NAO time series and \(\mu^{\text{expr}}\) and \(\sigma^{\text{expr}}\) are the mean and standard deviation of \(x_{\text{t}}^{\text{expr}}\), respectively, whereas \(t\) represents the time through the solar cycle and \(\text{expr}\) the experiment (either CTRL, SC or SCMEE).

To compare the change in variance between the forced and the control experiments, we rescaled \(\text{NAO}_{\text{t}}^{\text{expr}}\):

\[
\text{NAO}_{\text{t}}^{\text{expr}} = \text{NAO}_{\text{t}}^{\text{expr}} \cdot \alpha
\]

(A2)

where the scaling factor \(\alpha\) is

\[
\alpha = \frac{\sigma^{\text{expr}}}{\sigma^{\text{ctrl}}}
\]

(A3)

In that fashion, the \(\text{NAO}_{\text{t}}^{\text{expr}}\) time series for the CTRL experiment remains truly standardized, while the \(\text{NAO}_{\text{t}}^{\text{expr}}\) time series of the twin forced experiments reveal the extent to which the NAO index variance was enhanced with respect to the CTRL experiment.

To complement the analysis of the ensemble-means, we followed the exact same procedure with each ensemble members. Then, the standardized NAO indices for the ensembles members were

\[
\text{NAO}_{\text{t},i}^{\text{expr}} = \frac{x_{\text{t},i}^{\text{expr}} - \mu_{i}^{\text{expr}}}{\sigma_{i}^{\text{expr}}}
\]

(A4)

where \(x_{\text{t},i}^{\text{expr}}\) is the projected NAO time series for each ensemble member and \(\mu_{i}^{\text{expr}}\) and \(\sigma_{i}^{\text{expr}}\) are the mean and standard deviation of \(x_{\text{t},i}^{\text{expr}}\), respectively, and \(i\) represents each ensemble member (\(i = 1.25\)).

The rescaled NAO index is

\[
\text{NAO}_{\text{t},i}^{\text{expr}} = \text{NAO}_{\text{t},i}^{\text{expr}} \cdot \alpha
\]

(A5)

where the scaling factors \(\alpha\) is

\[
\alpha = \frac{\sigma^{\text{expr}}}{\sigma^{\text{ctrl}}}
\]

(A6)

\((\sigma^{\text{expr}})\) is then the total temporal and inter-member standard deviation for each experiment. It is important to note that, in order for the forced (or external) components of the variability amidst the large internal variability to be examined, the ensemble-mean time series of each experiment is standardized separately from the ensemble of all members. For each ensemble experiment, external variance \((\sigma^{\text{expr}})^{2}\) (or signal) measures the time variance of the ensemble means across the solar cycle, whereas the internal variance \((\sigma^{\text{expr}})^{2}\) (or noise) measures the temporal and inter-member variance among all the ensemble members. Their ratio is the signal-to-noise ratio (S/N). In addition to the S/N ratio of the NAO index, we similarly define a local (e.g., at every grid point) S/N ratio for the SLP.
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