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ABSTRACT Control performance of Unmanned Aerial Vehicles (UAVs) is directly affected by their ability to estimate their states accurately. With the increasing popularity of autonomous UAV solutions in real world applications, it is imperative to develop robust adaptive estimators that can ameliorate sensor noises in low-cost UAVs. Utilizing the knowledge of UAV dynamics in estimation can provide significant advantages, but remains challenging due to the complex and expensive pre-flight experiments required to obtain UAV dynamic parameters. In this paper, we propose two decoupled dynamic model based Extended Kalman Filters for UAVs, that provide high rate estimates for position, and velocity of rotational and translational states, as well as filtered inertial acceleration. The dynamic model parameters are estimated online using the Deep Neural Network and Modified Relay Feedback Test (DNN-MRFT) framework, without requiring any prior knowledge of the UAV physical parameters. The designed filters with real-time identified process model parameters are tested experimentally and showed two advantages. Firstly, smooth and lag-free estimates of the UAV rotational speed and inertial acceleration are obtained, and used to improve the closed loop system performance, reducing the controller action by over 6%. Secondly, the proposed approach enabled the UAV to track aggressive trajectories with low rate position measurements, a task usually infeasible under those conditions. The experimental data shows that we achieved estimation performance matching other methods that requires full knowledge of the UAV parameters.

INDEX TERMS Acceleration Feedback, DNN-MRFT, Dynamic Model, Kalman Filter, Unmanned Aerial Vehicle

NOMENCLATURE

\( W \) Inertial Frame with \( W = \{ w_x, w_y, w_z \} \)
\( B \) Body Fixed Frame with \( B = \{ b_x, b_y, b_z \} \)
\( S \) Sensor Fixed Frame with \( S = \{ s_x, s_y, s_z \} \)
\( ^{\mathcal{F}}v \) A vector \( v \) described in frame \( \mathcal{F} \), with basis \( \{ v_x, v_y, v_z \} \)
\( ^{\mathcal{F}}\bar{v} \) A 2-D vector projection of vector \( v \) on the basis forming the x-y plane of frame \( \mathcal{F} \)
\( ^{W}R_{B} \) An ortho-normal rotation matrix that describes the orientation of frame \( B \) with respect to frame \( W \), \( ^{W}R_{B} = ^{W}R_{B}^{-1} = ^{W}R_{B}^{T} \)
\( I \) Diagonal matrix consisting of the UAVs inertia \( \text{diag}(I_x, I_y, I_z) \) around the \( B \) principal axes.
\( q \) A quaternion defined as \( q = \{ q_w, q_x, q_y, q_z \} \)
\( \theta \) The angle of rotation around \( w_x \), referred to as the roll of the UAV
\( \phi \) The angle of rotation around \( w_y \), referred to as the pitch of the UAV
\( \psi \) The angle of rotation around \( w_z \), referred to as the yaw of the UAV
\( \omega \) Rotational velocity of the UAV
\( \alpha \) Rotational acceleration of the UAV
\( p \) Position of the UAV
\( v \) Linear velocity of the UAV
\( a \) Linear acceleration of the UAV
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The shortcoming of these filters is that they assume quasi-estimate UA V orientation from IMU measurements [1]–[3].

One approach to leverage the full on-board capabilities is needed. Another class of filters uses kinematics, in addition to the kinematic equations of motion, and thus we refer to them as dynamic filters. Such dynamic filters utilize model knowledge and can be used to provide smoother state estimates, to estimate additional states, or to estimate physical properties. There are vast differences in the structure of these filters. A notable contribution made by [7] explains how an accelerometer measures body specific accelerations only. These accelerations are caused by forces that affect the housing of the accelerometer, but not the sensor itself. In other words the accelerometer measures the generated thrust, the induced drag, and other forces acting on the quadrotor body, but not the gravity. The work of [8] utilized this fact to develop a tunable deterministic observer that also uses feed-forward drag estimates for platform velocity estimation. In [9], the authors developed an Extended Kalman Filter (EKF) that estimates attitude angles, inertial lateral velocities, and gyroscopic biases. The developed EKF utilized the under-actuation constraints that govern multirotor UAV dynamics which helped in reducing velocity drift. The work of [10] showed similar performance to [9] but had the advantage of predicting the drag parameters online. Predicting the drag parameters online was possible due to the fact that these parameters were observable [10].

A. RELEVANT WORK

Most commonly, a UA V will have an Inertial Measurement Unit (IMU) on-board. IMU’s usually consists of three axes gyroscopes, accelerometers, and magnetometers. The literature is mature with a variety of kinematic estimators that estimate UA V orientation from IMU measurements [11]–[13]. The shortcoming of these filters is that they assume quasi-stationary flight for certain assumptions on stability and performance to hold. These orientation estimators are usually augmented with position measurements from external sources, such as GPS, Motion Capture (MoCap), Radio Frequency Identification (RFID) [4], and Ultra Wide Bandwidth (UWB) [5]), or from on-board measurements (e.g. visual odometry [6]) to achieve several advantages. Some of these advantages are achieving higher update rates of position, estimating velocity, correcting for IMU biases, and providing a phase lead in position and velocity estimates as delays in IMU measurements are negligible.

Another class of filters uses kinematics, in addition to the kinematic equations of motion, and thus we refer to them as dynamic filters. Such dynamic filters utilize model knowledge and can be used to provide smoother state estimates, to estimate additional states, or to estimate physical properties. There are vast differences in the structure of these filters. A notable contribution made by [7] explains how an accelerometer measures body specific accelerations only. These accelerations are caused by forces that affect the housing of the accelerometer, but not the sensor itself. In other words the accelerometer measures the generated thrust, the induced drag, and other forces acting on the quadrotor body, but not the gravity. The work of [8] utilized this fact to develop a tunable deterministic observer that also uses feed-forward drag estimates for platform velocity estimation. In [9], the authors developed an Extended Kalman Filter (EKF) that estimates attitude angles, inertial lateral velocities, and gyroscopic biases. The developed EKF utilized the under-actuation constraints that govern multirotor UAV dynamics which helped in reducing velocity drift. The work of [10] showed similar performance to [9] but had the advantage of predicting the drag parameters online. Predicting the drag parameters online was possible due to the fact that these parameters were observable [10].

The designed filters in [8]–[10] did not incorporate motors’ thrust or motors’ command in the state estimation. The work of [11] extended the work of [10] to provide low-drift state estimates in three dimensions by incorporating pulse width modulation (PWM) motor commands sent to the electronic speed controllers (ESC). In [11] a static map between motor’s command and motor’s thrust was found offline and utilized in the EKF and unscented Kalman filter (UKF) estimators. Such mapping completely disregards motor dynamics which will result in poor estimate of high frequency components. More recently, [12] developed a UKF that utilized motor speed measurements to obtain motor’s thrust. With the availability of motor’s thrust measurement (through motor’s rotational speed measurements) it was possible to estimate the lateral and vertical drag terms, the inertia of the UAV, the inertia of the blades, the motor torque constant, the mass of the UAV, along with its attitude and velocity. The drawback of such approach is the absence of motor’s rotational speed from most commercially available UAVs.

None of the above filters provided smooth estimate for inertial accelerations which can be quite useful for high
performance feedback control. Estimates of inertial accelerations might seem redundant, as body accelerations are measured directly, and customarily at a high rate; however these measurements carry noises and biases that render them unusable in their raw form. The authors in [13] utilized accurate inertial acceleration measurements and thrust estimates from motor’s rotational speed measurements to perform aggressive maneuvers. The acceleration measurements from the IMU in [13] are low-pass filtered to reduce the noise. The usage of such linear filters lags the acceleration measurement which can degrade control performance. Thus [14] proposed an adaptive nonlinear filtering technique based on a manually tuned empirical signal and noise models that does not introduce lag to the acceleration signal. Adaptability of such nonlinear manually tuned filtration techniques to different UAV setups can be limited due to the variety of noise sources.

B. CONTRIBUTIONS

The estimation of high rate and lag-free inertial acceleration, and rotational speed of UAV body in the absence of high-end IMUs and motor’s rotational speed measurements motivates the contributions of this paper. Such sensory setup dominates the current market of commercial UAVs. Moreover, expensive calibration setups to estimate motor dynamics, or drag terms are often required with existing filters in literature. These two reasons justify the importance of the contribution from the practical and commercial aspects. Thus we propose a decoupled dynamics-based approach for the estimation of rotational and translational states. The rotational dynamic based Extended Kalman Filter (RDEKF) uses the attitude control commands as inputs, and the attitude estimates and the gyro signals as measurements, to estimate the rotational velocities. While the translational dynamic based Extended Kalman Filter (TDEKF) uses the thrust command, the attitude estimates, the accelerometer measurements, and position measurements to estimate the inertial acceleration, velocity and position of the UAV.

The contributions of this paper are as follow, first we develop the capabilities of the DNN-MRFT algorithm proposed in [15] for estimator tuning. This is done by providing the non-linear UAV model adopted by the majority of literature, and verifying that the proposed system model can capture the relevant dynamic trends. We chose this method of parameter estimations as it has the advantages of being online, light weight, easy to deploy, and requires no prior knowledge of any of the UAV parameters. The DNN-MRFT can be performed using off-the-shelf on-board sensors for the case of the RDEKF, and a wide variety of position sensors for the case of the TDEKF. Additionally, it accounts for actuator dynamics in the identification thus the assumption of a static relationship between motor’s command and thrust is not required. The second contribution is the inclusion of rotational speeds and translational accelerations as estimates in the RDEKF and TDEKF. We show that the RDEKF and TDEKF with the estimated parameters provide significantly smoother and lag-free estimates of the rotational speeds and inertial accelerations, achieving an average Root Mean Square Error (RMSE) of $0.1532$ m/s$^2$ and $0.0459$ rad/s respectively. These results represent a significant improvement compared to raw gyro and accelerometer measurements. It follows that the RDEKF and TDEKF estimates resulted in lower energy of the control signal, reducing the controller action by approximately $6.6\%$. We validate the results experimentally by accurately tracking a figure-eight maneuver with low rate position measurements. Such maneuvers are usually infeasible without high rate measurements. However by using the filters estimates as control variables, the maneuver was executed successfully. Thus showing that our proposed approach can enable accurate tracking with low frequency position measurements systems, such as on-board cameras, or a Real Time Kinematic (RTK) system.

C. STRUCTURE OF THE PAPER

This paper is organized as follows. In Section II we go over the nonlinear dynamic model presented in literature, and use it to obtain a decoupled model that assumes linear kinetics and nonlinear kinematics. Then in Section III we cover the design of the RDEKF and TDEKF based on the developed decoupled nonlinear model. In Section IV we briefly describe how the dynamic model parameters can be obtained using the DNN-MRFT approach. Experimental results are shown in Section V highlighting the advantages offered by the proposed approach. Finally, Section VI concludes the article with a discussion and an outlook.

II. SYSTEM MODEL

A. NONLINEAR MODEL

As accelerations are caused by forces that affect the housing of the accelerometer and not the sensor itself, it is necessary to model all forces acting on the quadrotor body. This will relate the measurements obtained by the inertial sensors, and our proposed model. Hence we aim first to develop a nonlinear model that captures said forces, then we introduce a few assumptions and linearize parts of the model to make the
real-time performance, and identification with DNN-MRFT feasible. The reference frames used in this work are defined in the Nomenclature and are shown in Fig. 1 for illustration.

For a body motion that abides to Newtonian dynamics, the summation of forces is:

$$ma = \sum F$$  \hspace{1cm} (1)$$
where \( F \) is any force applied to the body. For a quadrotor, this can be expanded into:

$$ma = F_t - F_d - F_g$$  \hspace{1cm} (2)$$
The total generated thrust \( F_t \) is due to the rotors’ rotations, and can be modeled as:

$$B F_t = k r \sum_{i=1}^{4} \mu_i^2 b_z$$  \hspace{1cm} (3)$$
where a rotor’s rotation is related to the ESC input command by:

$$\mu_i = k C u_i$$  \hspace{1cm} (4)$$
where \( u_i \) is the control command sent to the \( i \)th motor. Note that in this paper we will also use \( u_i \) with \( i \in \{b_x, b_y, z\} \) to conveniently describe differential, or collective motor thrust commands that correspond to the outputs of the individual inner control loops, for rotations around \( b_x \) and \( b_y \), and collective thrust.

The induced translational drag forces \( F_d \) consists of two parts as seen from \( B \{16, 17\} \). The first part of the drag is lateral (i.e. co-planar with \( b_x \times b_y \)) and is mainly attributed to blade flapping, and profile drag on the rotors and the UAV body. The second part of the drag, which is the prominent one, is along \( b_z \) and is mainly caused by the change in inflow angle, and the profile drag on the rotors and the UAV body. The change in inflow angle changes the thrust coefficient \( k_{T_i} \), and was approximated in \( B \{16\} \) for the \( i \)th motor to be:

$$k_{T_i} = k_{T_0} + \Delta k_{T_i}$$  \hspace{1cm} (5)$$
where the change increment, \( \Delta k_{T_i} \), is given by:

$$\Delta k_{T_i} = c_r B v_i^h$$  \hspace{1cm} (6)$$
where \( c_r \) is a constant of the rotor’s physical properties, and \( B v_i^h \) is the velocity of the \( i \)th rotor hub, given by:

$$B v_i^h = B v + B * r_i$$  \hspace{1cm} (7)$$
where \( r_i \) is the position of the center of the \( i \)th motor relative to the UAV center of mass. Thus, rotor motion inflow not only damps translations along \( b_z \), but also rotational motion by producing opposing moments. It follows that \( F_d \) can be modeled as:

$$B F_d = (B F_m \cdot b_z) b_z + A_b \odot B v$$  \hspace{1cm} (8)$$
where \( \odot \) is the Hadamard product, \( B F_m \) is the rotor motion inflow drag due to rigid body translation, and \( A_b \) is a vector of profile drag coefficients. Finally, the gravity force is given by:

$$B F_g = m B g$$  \hspace{1cm} (9)$$

On the other hand, the rotation dynamics of the UAV are given by:

$$I \frac{d}{dt} (B \omega) = B M_t - B M_g - B M_d - B F_j$$  \hspace{1cm} (10)$$
The moment vector \( B M_t \) is generated by the rotors due to rotation is \( B \{12\} \):

$$B M_t = \sum_{i=1}^{4} (r_i \times F_i - d(i) k_m \mu_i^2 b_z)$$  \hspace{1cm} (11)$$
where \( F_i \) is the thrust force of the \( i \)th motor, \( d(i) \) is a function of the motor direction, that returns one for counter-clock wise rotations, and negative one for clock wise rotations, and \( k_m \) is a positive coefficient. The other moments are due to the gyroscopic effect \( B M_g \), the profile drag and motion inflow on UAV body and propellers \( B M_d \), and due to blade flapping \( B M_f \). The gyroscopic moments are given by:

$$B M_g = B \omega \times I B \omega$$  \hspace{1cm} (12)$$
And the moments caused by the profile drag and motion inflow are given by:

$$B M_d = B M_m + A_b \odot B w$$  \hspace{1cm} (13)$$
where \( B M_m \) is a vector of the moments due to the motion inflow caused by angular rotation as presented in Eq. (6).

Lastly, the moments caused by blade flapping are given by:

$$B M_f = \sum_{i=1}^{4} k_f \mu_i B v_i^h \times B z$$  \hspace{1cm} (14)$$
where \( k_f \) is a positive coefficient.

B. LINEARIZED AND LOOSELY COUPLED MODELS

Designing a dynamic estimator based on the form of nonlinear coupled equations presented in Eqs. (2) and (10) poses two challenges. The first challenge is associated with the computational and tuning complexity of a high dimensional strongly coupled EKF estimator. The second challenge is related to how can we identify or estimate the physical parameters of the UAV. We solve the first challenge by loosening the coupling between the rotational and translational dynamics. The only coupling that remains between the two is due to kinematics, which cannot be ignored. The second challenge is solved by performing accurate online identification of lumped system parameters through DNN-MRFT. We refer to them as lumped parameters due to the fact that a single parameter may be used to capture a few physical phenomena that have the same effect from the dynamics perspective. For example, drag from motion inflow and profile drag are described by one lumped parameter.

Based on the work proposed by \( B \{15\} \), the vertical (i.e. the movement along \( b_z \)), and the pitch and roll control loops can
be modeled as a second order with integrator plus time delay (SOIPTD) processes. While lateral motion is split into two cascaded processes, the inner process is the roll or pitch, and the outer first order with integrator plus time delay (FOIPTD) process is for the corresponding motion along \( u_x \) or \( u_y \). In this section, we go over elementary SISO models for the vertical, attitude, and lateral loops that are suitable for physical parameters identification. Then we present two unified models, one for translational motion, and another one for the rotational motion, that composes the identified SISO models with nonlinear kinematics to form the TDEKF and RDEKF state estimators.

Note that we have omitted the yaw moment as estimation of the yaw dynamics is not of interest in this work, where the focus is devoted to fast transient dynamics that are present in aggressive maneuvers. Moreover, control and estimation for yaw dynamics is simpler due to the presence of full state measurements and the lower relative degree of the system \[13\]. Therefore in this work we are using a kinematic estimator for the yaw states based on \[1\].

Let us first consider the SOIPTD model of the vertical motion dynamics:

\[
G_z(s) = \frac{Z(s)}{U_T(s)} = \frac{K_{prop}}{(T_{prop} s + 1)} \cdot \frac{K_z}{(T_z s + 1)} \cdot \frac{1}{s} \cdot e^{z_s s} \tag{15}
\]

this model consists of two first order systems, an integrator, and a time delay. The first of the two first order systems along with part of the time delay models the propulsion dynamics, while the second models the effective drag along the vertical motion. The drag parameter \( T_z \) provides a lumped description of the profile and motion inflow drag presented in Eq. \[8\] along \( b_z \). Linear drag models where found to be good approximates of the underlying physics even at translational speeds of few meters per second \[16\], \[19\]. The rest of the time delay is used to capture the delay in the position measurement. The time delay is distributed among the forward (i.e. delay in propulsion) and feedback (i.e. delay in sensor) paths of the control loop. The DNN-MRFT is an input-output identification method, hence it cannot distinguish these delays. For the simplicity of computation we assume that all the delay is in the forward path. The propulsion gain \( K_{prop} \) is an approximation of the nonlinear propulsion equation shown in Eq. \[3\] around the hover point. Similar to the time-delay case, DNN-MRFT cannot distinguish \( K_{prop} \) from the inertia gain \( K_z \), and therefore we consider \( K_{eq} = K_{prop} K_z \).

The SISO linear model for the lateral motion, which relates the UAV attitude angle to the UAV lateral position is given by:

\[
G_i(s) = \frac{X_i(s)}{\Theta_i(s)} = \frac{K_i}{(T_i s + 1)} \cdot \frac{1}{s} \cdot e^{-\tau_i s} \tag{16}
\]

with \( i \in \{x, y\} \), and \( T_i \) represents the time constants for the drag. This structure provides a lumped linear approximation of the profile drag components of Eq. \[8\] along \( b_x \) and \( b_y \) and the blade flapping damping moments shown in Eq. \[14\]. The time delay in position measurement \( e^{z_s s} \) and the equivalent gain \( K_{x,y} \) are not used in the estimators, but they have essential role in the design of optimal feedback controllers \[13\]. Each of the translational drag time constants is used to form the drag matrix \( T_{eq} \). The overall TDEKF translational dynamics are shown in Fig. \[2\] which uses the lumped system parameters from Eqs. \[15\] and \[16\], and the nonlinear kinematics of multicopter UAVs.

The attitude loops have the same structure of the altitude loop and they are modeled as:

\[
G_i(s) = \frac{\Theta_i(s)}{U_i(s)} = \frac{K_{prop}}{(T_{prop} s + 1)} \cdot \frac{K_i}{(T_i s + 1)} \cdot \frac{1}{s} \cdot e^{z_i s} \tag{17}
\]

with \( i \in \{b_x, b_y\} \), and \( j \in \{x, y\} \). The lumped drag time constants \( T_{\gamma_i} \) represent the damping due to rotor motion inflow and profile drag moments as described in Eq. \[13\]. Note that the gyroscopic moments presented in Eq. \[12\] are ignored in this formulation to remove the coupling between loops. It is argued in \[20\] that the effect of the gyroscopic moments can be neglected for the range of the physical parameters of the common multicopter UAV sizes and design.

The overall structure of the RDEKF is shown in Fig. \[3\] where quaternions are used to properly handle rotational speed integration through the use of the following equations:

\[
\dot{q} = \frac{1}{2} q \times [0, \bar{b}_\omega, \bar{b}_\omega, \bar{b}_\omega] \tag{18}
\]

\[
q_t = q_{t-1} + \dot{q}\Delta t \tag{19}
\]

where \( q_t \) is the new estimate of the orientation, \( q_{t-1} \) is the previous estimate, and \( \Delta t \) is the integration time step. The translational model uses the rotation matrix representation, hence we convert between the two representations using:

\[
\begin{bmatrix}
\bar{W} R
\end{bmatrix} = \begin{bmatrix}
2(q_x q_y - q_w q_z) & 2(q_x q_w + q_y q_z) & 2(q_x q_y + q_w q_z) \\
2(q_y q_w - q_x q_z) & 1 - 2q_x^2 - 2q_z^2 & 2(q_y q_z + q_w q_x) \\
2(q_z q_x - q_y q_w) & 2(q_z q_y + q_x q_w) & 1 - 2q_x^2 - 2q_y^2
\end{bmatrix}
\]

### III. DECOUPLED DYNAMIC BASED KALMAN FILTER

#### A. ESTIMATOR DESIGN

Let’s donate \( x_R \) for the estimates vector of the RDEKF, and \( x_T \) for the estimates of the TDEKF. The vector \( x_R \) is defined in \( \mathbb{R}^{13 \times 1} \), and consists of:

\[
x_R = [ q \; \bar{b}_\omega \; \bar{b}_\alpha \; \bar{b}_\alpha \; \bar{\alpha}_t \; \bar{a}_{Mbias} ] \tag{21}
\]

where, \( \bar{b}_\alpha \) is the inertia normalized thrust generated moment vector:

\[
\bar{b}_\alpha = \bar{M} \cdot [ I_x^{-1} \; I_y^{-1} ]^T
\]

and \( \bar{a}_{Mbias} \) is the process bias. This bias is used to offset rotations caused by motor mismatch. The states in \( x_R \), apart from \( q \), are all defined as 2-D vectors, for rotations around \( b_x \) and \( b_y \). The angle \( \psi \) is assumed to be measured externally, and \( q \) is updated accordingly.

The TDEKF estimates vector \( x_T \) is defined in \( \mathbb{R}^{11 \times 1} \) and consists of:

\[
x_T = [ \; \bar{W} \; \bar{p} \; \bar{v} \; \bar{a}_b \; a_T \; u_{Tbias} \; ]\tag{23}
\]
where \( a_T \) is the mass normalized generated thrust:
\[
a_T = \frac{F_i}{m} b_z
\]
and \( u_{T_i} \) is the process bias. The bias here compensates for the slow drift in thrust command caused by battery voltage drop. These two states are modeled as scalar quantities rather than a vector as the generated thrust is always aligned with \( b_z \). The rest of the estimates in \( \mathbf{x}_T \) are three dimensional quantities. Fig. 2 shows the proposed filtering approach. Initially, the model parameters are not identified, and the mode is set to the DNN-MRFT. This will initiate the identification phase, and the UAV will excite oscillations as described in sec. [IV].

After the identification is completed and the models are updated, the DNN-MRFT is disengaged, and the filters provide estimates to the actuation system instead. The RDEKF and TDEKF computes the estimates using a prediction step, and a measurement step. The prediction step uses the previous controller command to estimate the UAV current states. At the arrival of a new measurement, the measurement step is carried out to correct the predictions.

In the following sections, we detail how these steps are implemented, and provide the measurement models used.

**B. PREDICTION MODEL**

The TDEKF and RDEKF process models presented in Figs. 2 and 3 are not linear due to the considered rotation kinematics. Hence we consider the use of EKF to linearize the process dynamics. For brevity, the full closed-form model and the linearization steps are not included in this document. A detailed workbook with the full estimator model derivations is provided in [21].

The state-space model for an arbitrary nonlinear system with the states \( \mathbf{x}(t) \), an input \( \mathbf{u}(t) \), and additive process and measurement noises, is given by:
\[
\dot{\mathbf{x}}(t) = \mathbf{f} (\mathbf{x}(t), \mathbf{u}(t)) + \mathcal{N}(0, R_{proc})
\]
and the output equation
\[
y(t) = h(\mathbf{x}(t), \mathbf{u}(t)) + \mathcal{N}(0, R_{meas})
\]
where \( \mathcal{N}(0, R) \) is a zero mean normally distributed noise. The process noise variance is \( R_{proc} \), and the measurement noise variance is \( R_{meas} \). If we linearize the state equation \( f \) and the output equation \( h \) around the current states \( \mathbf{x} \) and time \( t \), we can re-write the model as:
\[
\dot{\mathbf{x}}(t) = A \mathbf{x}(t) + B \mathbf{u}(t) + \mathcal{N}(0, R_{proc})
\]
\[
y(t) = C \mathbf{x}(t) + D \mathbf{u}(t) + \mathcal{N}(0, R_{meas})
\]
where \( A \) is the state matrix, \( B \) is the input matrix, \( C \) is the output matrix, and \( D \) is the feedforward matrix. In the case of the RDEKF, \( \mathbf{u}(t) \) consists of \( u_{b_z}(t) \) and \( u_{b_y}(t) \), while for the TDEKF \( \mathbf{u}(t) \) is \( u_T(t) \), and the orientation represented in \( \mathbf{b}^W \mathbf{R} \) at time \( t \).

For the discrete implementation, the state matrix is replaced by the transition matrix, which is defined as:
\[
F_k = e^{A \Delta t}
\]
where \( \Delta t \) is the filter prediction time step. Calculating the exponential of a matrix can be computationally expensive, in this work, we use a truncated Taylor series to linearize the state equation and find \( F_k \) for every \( t = k \Delta t \). Similarly, the control matrix is derived from the input matrix:
\[
G_k = \int_0^{\Delta t} e^{A(t) \Delta t} dt B(t)
\]
and is also found at every iteration using a truncated Taylor series. Finally, the prediction update step in discrete time is:
\[
\dot{\mathbf{x}}_{k+1} = F_k \mathbf{x}_k + G_k \mathbf{u}_k
\]
where \( (\cdot) \) indicates the predicted quantity.
C. MEASUREMENT MODEL

As customary with these type of filters, the RDEKF and TDEKF require measurements from various sensors to correct the estimate from the prediction model. The TDEKF is updated with a 3-axis accelerometer measurements to compensate for the bias in thrust, and linearization errors, while position measurements provide correction for drift caused by biases in the predicted acceleration. The RDEKF uses 3-axis gyroscope measurements to correct for thrust bias, and orientation measurements to correct for angle drift. The need for orientation measurements arise from the decoupled nature of the filter. In this work we utilized the orientation estimation approach presented in [22] to provide angle correction.

To incorporate the measurements in the filters we need to provide measurement models that relates the measured quantities, to the filter estimates. The gyroscope measurements model adopted in this work is:

$$ ^B \omega_{\text{gyro}} = ^B \omega + \mathcal{N}(0, R_{\text{gyro}}) $$

where $R_{\text{gyro}}$ is the additive noise variance. The gyroscope directly measures the rotational velocity of the UAV, thus its observation matrix is:

$$ H_{\text{gyro}} = \begin{bmatrix} 0_{2 \times 4} & I_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 2} \end{bmatrix} $$

(33)

The orientation measurements can be modeled to have an additive measurement noise with variance $R_{\text{ang}}$:

$$ q_{\text{orient}} = q + \mathcal{N}(0, R_{\text{ang}}) $$

(34)

The orientation provided by the measurement directly relates to the quaternion estimate from the filter, thus the orientation observation matrix is trivial:

$$ H_{\text{orient}} = \begin{bmatrix} I_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 2} & 0_{4 \times 2} \end{bmatrix} $$

(35)

The accelerometer measurement model used in the TDEKF is:

$$ ^B a_{\text{acc}} = \frac{1}{m} \left( k_T \sum_{n=1}^{4} \mu_n^2 b_z - (^B F_m \cdot b_z) b_z - \Lambda_b \odot ^B v \right) + ^B b_{\text{acc}} + \mathcal{N}(0, R_{\text{acc}}) $$

(36)

where $R_{\text{acc}}$ is the measurement noise variance. The accelerometer gives a direct measurement of $^B a_{\text{acc}}$, hence, the accelerometer observation matrix has a trivial derivation:

$$ H_{\text{acc}} = \begin{bmatrix} 0_{3 \times 3} & 0_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 1} & 0_{3 \times 1} \end{bmatrix} $$

(37)
It should be noted that the accelerometer is assumed to be perfectly aligned with the body of the UAV. Hence it provides measurements of the UAV acceleration, without the need for any transform. Additionally, the accelerometer is assumed to be calibrated using six-point tumble method [24], and that the bias $b_{acc}$ has been eliminated. The advantage of six-point tumble calibration over a simple bias calibration is the removal of sensitivity and cross-gains, thus allowing the decoupling between the drifts. In these quantities it was noticed to be slow, especially when compared to the drift in thrust commands due to voltage drop. The position measurement model depends on the sensor used. In the experimental part of this work, we use a MoCap system. We also simulated other positioning systems by reducing the update rate of the MoCap system to match typical arrangements usually found in deployed UAV solutions; e.g. a GPS receiver with centimeter level accuracy, or a UWB localization system. The measurement model for the aforementioned systems is:

$$ p_{pos} = \bar{W} \bar{x} + \mathcal{N}(0, R_{pos}) $$

where $R_{pos}$ is the noise variance, and the observation matrix is

$$ H_{pos} = \begin{bmatrix} \mathcal{I}_{3\times3} & 0_{3\times3} & 0_{3\times1} & 0_{3\times1} \end{bmatrix} $$

At the arrival of a new observation, the states are updated using the new measurement and the predicted states:

$$ \hat{x}_k = \tilde{x}_k + K_k(z_k - H\tilde{x}_k) $$

where $()$ is used to represent the corrected estimate, $K_k$ is the kalman gain, $z$ is the measurement from a sensor, and $H$ is the observation matrix of that measurement.

IV. IDENTIFICATION OF MODEL PARAMETERS THROUGH DNN-MRFT

The DNN-MRFT approach was suggested in [15] to perform real-time identification and near-optimal tuning of UAV control loops. DNN-MRFT excites a stable periodic motion in the system that reveals the unknown system dynamics. The periodic motion is excited using the modified relay feedback test (MRFT) [25]. Measured periodic system output is then fed to a deep neural network (DNN) which classifies the unknown process and provides the corresponding system parameters. In this section we provide a brief discussion on DNN-MRFT and how it is used to find the unknown process parameters necessary for the RDEKF and TDEKF prediction models.

A. THE MODIFIED RELAY FEEDBACK TEST

The MRFT is an algorithm that excites a plant to generate self-sustained oscillations at a specific phase, denoted by $\Psi$. The algorithm is used as a controller, and can be implemented using the following equation:

$$ u_M(t) = \begin{cases} 
  h & : e(t) \geq b_1 \lor (e(t) > -b_2 \land u_M(t-1) = h) \\
  -h & : e(t) \leq -b_2 \lor (e(t) < b_1 \land u_M(t-1) = -h)
\end{cases} $$

where $b_1 = -\beta e_{\text{min}}$ and $b_2 = \beta e_{\text{max}}$, and $u_M(t)$, $e_{\text{max}}$, and $e_{\text{min}}$ are the previous command, maximum error, and minimum error, respectively. The phase $\Psi$ is defined as:

$$ \Psi = \arcsin(\beta) $$

In the DNN-MRFT framework, the parameter $\Psi$ is a design parameter. Given a Linear Time Invariant (LTI) model structure $G(s)$ that defines a set of processes with parameters in a subspace $D$, the distinguishing phase $\Psi_d$ is defined as the phase of the MRFT that when applied to said processes, the self-sustained oscillations would carry enough distinct information to identify their corresponding set of parameters in $D$. The value of $\Psi_d$ is found based on the process of optimal design of tuning rules (for details of this process refer to [25]).

B. PROCESS CLASSIFICATION BASED ON DEEP NEURAL NETWORK

In the DNN-MRFT approach, the mapping between the MRFT induced oscillations and the corresponding process is handled by a deep neural network classifier. The discretized subspace $\tilde{D}$ contains the key processes in $D$ adhering to the criteria:

$$ \exists \tilde{d} \in \tilde{D} \text{ s.t. } J(\tilde{d}, d) < 10\%; \forall d \in D $$

where $J(\tilde{d}, d)$ is the relative sensitivity function defined by [15]:

$$ J(\tilde{d}, d) = \frac{Q(C_{\tilde{d}}^*, G_{\tilde{d}}) - Q(C_{\tilde{d}}^*, G_{d})}{Q(C_{\tilde{d}}^*, G_{d})} \times 100\% $$

where $C_{\tilde{d}}^*$, $C_d^*$ are the optimal controllers of the discretized process and the actual process respectively, $G_{\tilde{d}}$ is the actual process, and $Q(C, G)$ is the Integral Square Error (ISE) performance index of applying controller $C$ on process $G$, for any $C$ and $G$. This approach in classification would not identify the exact process parameters, but would estimate a similar process whose closed loop performance, i.e. the input to output relationship, is similar. Discretization is essential for real-time performance as optimal tuning can be found offline, and also significantly lowers the training time of the DNN. Furthermore, the limit on $J(\tilde{d}, d)$ ensures that the loss due to discretization is minimal.

The features chosen for identification were the controller output, and the observed process variable of a single periodic cycle. The identification process starts when the MRFT is triggered. The algorithm monitors the frequency of the self-excited oscillations, and upon reaching a constant frequency, a cycle is extracted and pre-processed to comply with the
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input of the DNN. A controller cycle is defined to be bounded by two consecutive transitions from \(-h\) to \(+h\). The process variable cycle is extracted using the time period of the identified controller cycle. Processes in \(\dot{D}\) would produce periodic cycles with different periods, and in such case, the input is padded with a vector of zeros to match the input size of the DNN classifier, thus the DNN input size is chosen such that the process with the lowest frequency in \(\dot{D}\) can be represented. Two sets of DNN’s were used for identification, the first set contained a single network, and is used to identify the attitude, and the altitude process parameters, while the second set is used to identify the lateral processes. The number of networks in the second set depends on the number of classes in the first set. This was imposed by the composition approach described in [18]. In this work, the first set is used to estimate the SOIPTD processes parameters in Eqs (15) and (17), and the second set is used for the FOIPTD parameters shown in Eq. (16). The architecture used in both sets was identical, as it showed to provide the best classification accuracy while doing a sweep of the hyper-parameters of different DNN architectures.

C. IDENTIFICATION METHODOLOGY

During the identification stage, it is important to ensure that the self-excited oscillations do not excite the nonlinearities of the physical system. For example, consider the nonlinearity of the proposed TDEKF process presented in Fig. 2. Keeping \(w_z\) aligned with \(b_z\) during identification ensures negligible contribution of the rotation matrix nonlinearity, i.e. \(WR \approx I_{3\times 3}\). Similarly, the identification of the drag parameters \(T_{\lambda_x}\) and \(T_{\lambda_y}\), which are defined for movements along \(b_x\) and \(b_y\) respectively, requires the self-excited oscillations to induce lateral movements while keeping \(w_z\) aligned with \(b_z\). Obviously this is not possible due to the under-actuated nature of UAVs, and the UAV thrust vector must change its orientation to generate accelerations along \(w_x\) or \(w_y\). Consequently, during the DNN-MRFT phase, the UAV will change its orientation slightly to produce oscillations during lateral processes identifications. For the purpose of this work, we assume that \(\lambda_z\) has no effect during that phase and the side projected area of the UAV remains the same during MRFT; since \(b_{v_1} \gg b_{v_z}\), and \(b_{v_1} \approx Wv_i\) for \(i \in \{x, y\}\).

V. EXPERIMENTAL RESULTS

In this section, we provide experimental data that showcases the performance of the proposed filter. The platform for the experiments used was a Quanser Qdrone UAV with an Intel Atom x7-Z8750 processor, a BMI160 6-DOF IMU, an Intel AC 8620 Wifi module, and an Optitrack MoCap system. All the filter processing was done in real-time on-board the UAV. The codes were developed in MATLAB Simulink environment, and a C++ code was generated using Simulink Coder to run on the UAV.

This section is split into three parts. First, we demonstrate the use of DNN-MRFT to identify the parameters of the SISO models presented in sec. II-B. Then we examine the proposed model along with the identified parameters, by using a figure-eight maneuver to showcase the capabilities of the proposed filtering scheme. Finally, a ramp test is carried out to show how incorporating filtered acceleration can enhance controller tracking. The aforementioned tests assumes a calibrated accelerometer, i.e. \(\frac{b}{b}R = I_{3\times3}\) with proper scaling adjustment of the accelerometer gains. The calibration was carried out in accordance with the method outlined in [24]. A recording of all the experiments in this section is available in [26].

A. ONLINE PARAMETER ESTIMATION USING DNN-MRFT

We first utilize the DNN-MRFT framework to identify the UAV model parameters as described in sec. II-B. At hover, we successively replace the attitude and position controllers by the MRFT algorithm to induce the oscillations needed. The identified parameters obtained from these tests are shown in Table 1. The attitude loops were estimated to have similar dynamics, as the drone is symmetrical in design. The slight difference in process gain can be attributed to a slight weight distribution imbalance. For the altitude loop, the estimated process had considerably higher delay compared to the attitude, this is expected as a MoCap system have larger delays compared to the on-board inertial measurements. Finally, for the lateral loops, the test was carried out with a small MRFT relay height to reduce the attitude angles during the test. The maximum angular amplitudes recorded during the MRFT phase for the lateral loops \(b_x\) and \(b_y\) were 0.1042 rad, and 0.0972 rad, respectively. Thus it was assumed that the damping constants \(T_{\lambda_x}\) and \(T_{\lambda_y}\) were due to lateral motion only.

Before examining the online performance of the filters, it would be beneficial to see how well the identified model can estimate the states when running in open-loop. The open-loop performance can be meaningfully investigated for translational dynamics, as in some practical scenarios position measurements might be absent. Specifically, we test the TDEKF estimator performance by neither updating position nor acceleration measurements. Fig 5 shows the estimated position, and acceleration, using the TDEKF model shown in 2 when performing a figure-eight trajectory. The estimated accelerations follow the ground truth trend, which indicates that the predicted model is close to the actual system. However due to sudden drop in battery levels and nonlinear asymmetries, we can see that during large accelerations along \(w_x\) and \(w_y\) the estimate along \(w_z\) diverges significantly from the ground truth. These differences in accelerations would accumulate and cause a drift in velocity and position.

B. FIGURE-EIGHT MANEUVER

To assess the performance of the proposed filtering scheme, along with the identified model, we perform two figure-eight maneuvers with two different update rates of the position measurements. In the first figure-eight maneuver, the filter provides the estimated position, orientation, and inertial and
rotational velocities for feedback control at a rate of 300Hz. Then, we repeat the previous test with a down sampled position measurement of 10Hz. We chose the 10Hz update rate as most commercially available RTK or UWB positioning systems provide position measurements at least at 10Hz. RTK and UWB are the popular choices for UAV’s operated outdoors, where a MoCap system is not always feasible. Note that since the IMU measurements and the prediction algorithms are running at 1kHz, down sampling the position measurements will only affect the TDEKF performance, and hence such comparative assessment does not hold for the RDEKF. Fig. 7a shows the position estimation performance of the TDEKF with 300Hz measurements update when performing a ten seconds figure-eight trajectory. In this case we can see that the estimates closely match the ground truth and perform predictions between position updates to provide estimates position and velocity estimates at 1kHz. The TDEKF smoothed the high rate MoCap position measurements which resulted in a notable reduction of the controller energy leading to a smoother flight. Fig. 6 shows the thrust commands produced by the controller when operated using the raw measurements in one case, and the filtered estimates in another case. It can be noticed that the high frequency variations in $u_T$ reduced when using the filter. The reduction in controller action was around 6.6%, increasing signal to noise ratio (SNR) from 15.73 dB to 20.96 dB, high frequencies were all assumed to be noises. When providing measurement updates at 10Hz, we observed that the velocity and position estimates lags behind the ground truth possibly due to the added delay introduced by the down sampling, however, we can see that it still provides smooth and stable estimates of position and velocity that are suitable for feedback control (refer to Fig. 7b).

In order to systematically assess the difference in filter performance for the two different measurement update rate cases we defined a ground truth quantity and proposed two quantitative metrics. For all results the ground truth is obtained from the post-processing of the MoCap measurements. Post-processing improves the accuracy of the ground truth due to non-causality. In the first quantitative metric we computed the Root Mean Square Error (RMSE) between the filter estimates and the ground truth. The RMSE is calculated using the following equation:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N}(x - x_{\text{ref}})^2}{N}}$$  \hspace{1cm} (45)$$

where $x$ is a vector of measured values, $x_{\text{ref}}$ is a vector of reference values, and $N$ is the number of the measurement samples in the trajectory. The results presented in Table 2 show that the RMSE figures increase in the 10Hz case, but the errors remain small for the practical interest. The increase in the error figures was smallest for the acceleration states,

![FIGURE 5: Proposed translational filter open-loop performance](image)

![FIGURE 6: Controller command reduction when using the proposed filtering framework](image)

| Model Parameter | Estimated Value |
|-----------------|-----------------|
| $T_{b}$         | 0.0009 s        |
| $K_{\text{eq}}$ | 72.6454 s       |
| $T_{\text{prop}}$                 | 0.064 s        |
| $T_{x}$         | 0.2494 s        |
| $T_{a}$         | 0.0099 s        |
| $K_{\text{eq}}$ | 75.846 s        |
| $T_{\text{prop}}$  | 0.064 s        |
| $T_{y}$         | 0.2494 s        |
| $T_{a}$         | 0.053 s         |
| $K_{\text{eq}}$ | 0.2949          |
| $T_{\text{prop}}$ | 0.0177 s      |
| $T_{x}$         | 1.1629 s        |
| $T_{y}$         | 1.1629 s        |
| $T_{\lambda}$   | 0.5793 s        |

![TABLE 1: Identified model parameters](image)
then the velocity states, and was largest for the position states. Such distribution of the increase of the error figures can be changed by the tuning of process noise $Q$ matrix. We found that with the proposed filter structure, the RMSE results slightly change for a wide range of $Q$ matrix tuning, which makes the implementation of the TDEKF and RDEKF straightforward and easily applicable to a wide range of UAV designs. It can be difficult to compare our results with those reported in literature, due to variations in hardware and experimental setup. However using RMSE as a metric should give an indication of our filter performance, as it normalizes the error over time. Hence we will compare the performance using RMSE. Table 4 shows a comparison between our achieved RMSE and those from [11].

The authors in [11] carried out an experiment using a Global Navigation Satellite System (GNSS) following a rectangular path to assess their dynamics based filter performance. The position RMSE’s reported were 0.3109 $m$, 0.5895 $m$, and 1.3527 $m$, for $W_{p_x}$, $W_{p_y}$, and $W_{p_z}$ respectively. Velocity estimates were also evaluated, and the filter achieved RMSE’s of 0.0803 $m/s$, 0.0757 $m/s$, and 0.0838 $m/s$ for $W_{v_x}$, $W_{v_y}$, and $W_{v_z}$ respectively. From Table 4 we can see that our proposed approach achieved significantly better position estimates, albeit using a MoCap. MoCap have higher position accuracy than the GNSS, however both report high precision measurements, and were running at 10 Hz. Additionally, the GNSS provides piston and accurate velocity measurements, both of which were used to correct the estimates. Whereas the MoCap only provides position measurement. To that effect, the velocity estimates reported by [11] slightly out-preformed ours. Due to the novelty of including the acceleration as a state, we can not compare with other dynamic based filters from literature. Authors in [14] did however propose a regression based notch filter for removing the noise form accelerometer measurements in UAVs. The performance of the filter was not analyzed quantitatively, but the authors claimed that the filter removed most of the noises, without introducing a lag or attenuation in the signal. Similarly, our proposed filter did not introduce notable lag in estimating the acceleration, even during the 10 Hz position measurements.

![FIGURE 7: Proposed translational filter estimates](image)
TABLE 2: Estimates RMSE figures measuring deviations between the filters’ estimates and the ground truth

| State         | RMSE   | 300 Hz | 10 Hz  |
|---------------|--------|--------|--------|
| Position      | $w_{p_x}$ | 0.0027 m | 0.0903 m |
|               | $w_{p_y}$ | 0.0029 m | 0.0764 m |
|               | $w_{p_z}$ | 0.0001 m | 0.0044 m |
| Velocity      | $w_{v_x}$ | 0.0297 m/s | 0.1573 m/s |
|               | $w_{v_y}$ | 0.0475 m/s | 0.0919 m/s |
|               | $w_{v_z}$ | 0.0114 m/s | 0.0147 m/s |
| Acceleration  | $w_{a_x}$ | 0.0809 m/s$^2$ | 0.1542 m/s$^2$ |
|               | $w_{a_y}$ | 0.0812 m/s$^2$ | 0.1769 m/s$^2$ |
|               | $w_{a_z}$ | 0.0638 m/s$^2$ | 0.1286 m/s$^2$ |
| Angle         | $\theta$ | 0.0088 rad | 0.0060 rad |
| Rotational Speed | $\omega_{x}$ | 0.0296 rad/s | 0.0621 rad/s |

TABLE 3: Figure-eight tracking RMSE & CE measuring deviations between the ground truth and the reference trajectory.

| State | RMSE  |
|-------|-------|
|       | 300 Hz | 10 Hz  |
| x     | 0.0204 m | 0.1197 m |
| y     | 0.0127 m | 0.0852 m |
| z     | 0.0030 m | 0.0069 m |

Additionally the filter presented in [14] required collecting data and tuning the filter parameter for every UAV setup used. Whereas our approach is fully automated.

In the second quantitative metric, we show the drop in control performance caused by down sampling the position measurements. This drop in the control performance is quantified by the RMSE and contouring errors (CE) between the ground truth and the reference trajectory. The following equation defines the average CE:

$$CE = \frac{1}{N} \sum_{i=1}^{N} \min \left( \sqrt{(x_i - x_{\text{ref}})^2} \right)$$

The results for the drop in control performance are reported in Table 3. The results show that the CE increase due to down sampling is much lower than the increase in the RMSE, which implies that the 10Hz position estimates remain still close to the ground truth, but are considerably lagged. These results are promising for trajectory tracking applications where only low update rate position sensors are available, and lag in trajectory execution is tolerated.

The RDEKF angular velocity estimates are provided for the 300Hz case in Fig. 8 with their respective RMSE shown in Table 2. The oscillations with a frequency close to 7Hz are due to amplified low frequency body vibrations. The filter successfully rejects all higher frequencies compared to the raw gyroscope measurements without lagging.

TABLE 4: Comparison between our proposed approach and 3D-DMAN-UKF with GNSS from [11]

| State      | RMSE   | 3D-DMAN-UKF with GNSS  |
|------------|--------|------------------------|
| Position   | $w_{p_x}$ | 0.0903 m | 0.3109 m |
|            | $w_{p_y}$ | 0.0764 m | 0.5895 m |
|            | $w_{p_z}$ | 0.0044 m | 1.3527 m |
| Velocity   | $w_{v_x}$ | 0.1573 m/s | 0.0803 m/s |
|            | $w_{v_y}$ | 0.0919 m/s | 0.0757 m/s |
|            | $w_{v_z}$ | 0.0147 m/s | 0.0838 m/s |

FIGURE 8: Proposed rotational filter angular velocity estimates in the 300 Hz position update test

C. POSITION RAMP TEST

Although providing a control strategy that incorporates acceleration feedback is not in the scope of this article, a test that shows the advantages of using filtered acceleration in control is necessary to demonstrate the benefit of the proposed filtering scheme. In this test, we provide a ramp reference on $w_{v_z}$ and compare the performance of a Proportional Derivative (PD) controller, to that of a Proportional Double Derivative (PDD) controller. The optimal PD and PDD values for the identified model were found offline. We then used the filter estimates with 300 Hz position measurements to track a ramp position reference with a slope of $0.5$ m/s for 2 seconds, thus moving the UAV a total of 1 m. As seen in Fig. 8 using a PDD controller provided faster response than a PD controller, as the RMSE dropped from 0.0791 m to 0.0449 m.

VI. CONCLUSION

This work further develops the controller tuning approach presented in [18] for state estimation. We showed that the SISO models used for channel wise parameter identification is able to capture the dynamics of the UAV presented in literature. The decoupled approach for state estimation proposed in this paper was able to provide estimates for position, velocity, acceleration, and angular velocity. Although the decoupling of the filter requires accelerometer calibration, our approach is implemented online without any prior knowledge of UAV parameters, nor does it require additional measurements, such as motor speed. The efficacy of the proposed filtering scheme was validated experimentally by preforming a
figure-eight maneuver using 10 Hz position measurements. Such maneuvers are usually only feasible with high rate MoCap system. However our proposed filter was able to up-sample the position measurements to 1 kHz, thus executing the maneuver accurately and successfully. Additionally, our approach was also able to provide a smooth acceleration estimate, a feature that was not found in previous dynamic based filters for UAV’s. Having knowledge about the inertial acceleration can increase control performance, as was demonstrated by a ramp tracking experiment. Future work can utilize our accurate estimator model to design algorithms that can detect external disturbances or sensors failure.
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