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Abstract

Relativistic heavy-ion collision experiments are currently the only controlled way to generate and study matter in the most extreme temperatures ($T \gtrsim 10^{12}$ K). At these extreme temperatures matter undergoes a phase transition to an exotic phase of matter called the quark-gluon plasma (QGP). The QGP is an extremely hot and deconfined phase of matter where sub-nucleonic constituents (quarks and gluons) are asymptotically free. The QGP phase is important for different reasons. First of all, our universe existed in this phase up to approximately $t \sim 10^{-5}$ s after the Big Bang, before it cools down sufficiently to form any kind of quark bound states. In this regard, studying the QGP provides us with useful information about the dynamics and evolution of the early universe. Secondly, high-energy collisions serve as a microscope with a resolution on the order of $10^{-15}$ m (several orders of magnitude more powerful than the best ever developed electron microscopes). With this fantastic probe, penetrating into the detailed structure of nucleons, and the discovery of new particles and fundamental phases are made possible. The dynamics of the QGP is based on quantum chromodynamics (which governs the interactions of quarks and gluons) and the associated force is "strong force". The strong collective behaviors observed experimentally inspired people to use dissipative fluid dynamics to model the dynamics of the medium. The QGP produced in heavy-ion collisions, experiences strong longitudinal expansion at early times which leads to a large momentum-space anisotropy in the local rest frame distribution function. The rapid longitudinal expansion casts doubt on the application of standard viscous hydrodynamics (vHydro) models, which lead to unphysical predictions such as negative pressure, negative one-particle distribution function, and so on [17]. Anisotropic hydrodynamics (aHydro) takes into account the strong momentum-space anisotropy in the leading
order distribution function in a consistent and systematic way.

My dissertation is about the formulation and application of anisotropic hydrodynamics as a successful non-equilibrium hydrodynamics model for studying the QGP. For this purpose, I introduce the basic conformal anisotropic hydrodynamics formalism and then explain the ways we included realistic features (bulk degree of freedom [18], quasiparticle implementation of realistic equation of state [19], more realistic collisional kernel [20]), to make it a suitable hydrodynamics model for studying the QGP generated in heavy-ion collisions. For verification of our model we have compared the evolution of model parameters predicted by aHydro and vHydro, with exact analytical solution of the Boltzmann equation [21]. For this purpose, we have studied the evolution of the system under conformal Gubser flow using the aHydro model. By transforming to de Sitter spacetime (a non-trivial curved coordinate system) we simplified the dynamics to 0+1d spacetime [22]. Comparisons with exact solutions show that aHydro better reproduces the exact solutions than the best available vHydro models [23]. However, the system is not conformal and the aHydro needed to be improved to include a realistic prescription for the equation of state which takes care of non-ideal effect in the dynamics. In the framework of finite temperature field theory the equation of state is provided by numerical calculation of QCD partition function using lattice QCD (LQCD), whereas, devising an equation of state for aHydro model is challenging because therein we deal with anisotropic pressures. In the next step of my research, we have designed a novel method for implementing the realistic equation of state (provided by lattice QCD) in the aHydro formalism [24, 25]. This model, called the quasiparticle aHydro model, integrates the non-conformal effects in the aHydro model. The non-conformal effects are due to strong interactions of plasma constituents which leads to temperature-dependence of the particles’ effective mass in the system. Based on the quasiparticle picture, we have developed the quasiparticle aHydro (aHydroQP) model which has all necessary components for studying
the phenomenology of the QGP created in heavy-ion collisions. We have then compared
the phenomenological predictions of the aHydroQP model with experimental observations.
Comparisons illustrate a high level of consistency between our model and the experimen-
tal data [26]. The last two chapters are about two applications of the aHydro model to
field-theoretical measurables in the QGP. In these chapters, we have calculated the quark
self-energy in an anisotropic QGP [27]. The quark self-energy is important because it en-
codes the way quarks gain interactional mass while in the hot QGP. I also have presented
the calculation of gluon self-energy in hard loop approximation in an anisotropic QGP [28].
The gluon self-energy is important since it is related to heavy-quark potential and heavy
quarkonium suppression. Heavy quarkonia bound states, besides theoretical importance,
serve as a thermometer for the QGP [29].
Chapter 1

Theoretical Background

1.1 The standard model

There are four fundamental forces in nature. Sorted by strength, they are gravity, weak, electromagnetism, and strong forces. (i) Gravity is the attractive interaction between all massive objects. Over the years people used Newtonian mechanics and general relativity to study gravity. However, some newly developed theories (e.g. quantum gravity) are trying to approach gravity in a modern way aiming to its unification with other three forces. (ii) The weak force is a mechanism of interactions that is effective in very small ranges (∼ 0.01 fm). It underlies some forms of radioactivity, governs the decay of unstable subnucleon particles, and initiates the nuclear fusion reaction. (iii) The electromagnetic (EM) force describes the interaction between the electrically-charged particles. Maxwell’s equations form a complete set of equations for studying EM interactions in classical and relativistic settings. The quantum electrodynamics (QED) is a modern quantum field theory (QFT) developed to study electromagnetic forces in quantum ranges. (iv) The strong force governs the interactions of quarks and gluons, and holds the nuclei of atoms together. Quantum chromodynamics (QCD) developed in 1960s and 70s to study strong interactions. At the time of writing this dissertation standard model predict 38 elementary particles which are briefly listed in Fig. 1.1. According to the standard model, all matter in the universe is made of three generations of quarks (that is six quarks and six anti-quarks), three generations of leptons (that is three leptons, their respected neutrinos and their anti particles), four force mediators (which come in 13 types), and finally one Higgs boson. This totally adds up to 12+12+13+1=38. The quark generations are (i) up and down (ii) strange and charm (iii)
Figure 1.1: Periodic table of particles/force carriers indicated by the standard model [1].

top and bottom (aka beauty). The lepton generations are (i) electron and electron neutrino (ii) muon and muon neutrino (iii) tau and tau neutrino.

According to QCD, each quark comes with an additional degree of freedom, called color, which was originally introduced to resolve the contradictions encountered with the Pauli exclusion principle.

The fundamental bosons in the standard model are, the photon ($\gamma$) which is the mediator of electromagnetic interactions, the gluon ($g$) which is the mediator of strong interactions (and comes in 8 color states), the $W^{\pm}$ and $Z$ bosons which are the mediators of weak interaction, graviton ($G$) which is the conjectured mediator of gravitational force, and the Higgs boson ($H^0$) which is the fundamental quantized excitation of the Higgs field. The interaction of elementary particles with the Higgs field provides their bare mass (except for
photons and gluons which are massless).

Since the inception of the standard model in the 1970s, many of its predictions have been solidly confirmed by experiment, e.g. top quark (1995), tau neutrino (2000), Higgs boson (2012). However, there are some questions and ambiguities which have not yet been addressed properly in this model. For example, the theory does not explain baryon asymmetry; it is unable to include a full theory of gravity which accounts for expanding universe; it has no explanation for neutrino oscillation which results from the fact that neutrinos have a small but non-vanishing mass; and so on.

1.2 High-energy nuclear physics

High-energy nuclear physics focuses on studying the behaviors of nuclear matter at extremely high energies. Technically, this field is interdisciplinary which connects particle physics, nuclear physics, astrophysics, and cosmology. The goal of high-energy nuclear physics is to study nuclear matter at the most extreme energies using finite temperature and density QCD. Ultrarelativistic heavy-ion collision (URHIC) experiments are designed and developed to help to understand the behavior of nuclear matter at extremely high energies. This is important because it provides us with the highest resolution probe for investigating the most fundamental sub-nucleonic structures. It actually helps to understand the dynamics of quarks, leptons, force carriers, and assessing different field theories. More interestingly, the dynamics experienced by nuclear matter throughout experiment closely mimics the condition of the early universe up to a few microseconds after Big Bang when the universe cooled down sufficiently so that hadrons could form. Therefore, studying matter under extreme conditions using the URHIC experiments provides us with helpful clues about the dynamics, structure, and evolution of the early universe. In this regard, the quark-gluon plasma (QGP) created in URHICs, in correspondence to the Big Bang, is sometimes called the Little Bang. This correspondence persuaded people to set up some connections among
Figure 1.2: The heavy nuclei colliding with impact parameter $b$. The spectators continue unaffected, while in the participant zone particle production takes place [2].

the two Bangs, e.g. photon and dilepton pairs generated by QGP form the analogue of the *Cosmic Microwave Background* in cosmology and so on. However, there is a fundamental difference between the two Bangs, that is the expansion rates which are different by a factor of the Planck mass ($m_{Pl} = 1.2 \times 10^{19}$ GeV), due to different governing mechanisms in the dynamics of two systems, i.e. in the Little Bang the strong force is the dominant interaction while in the Big Bang the weak interaction plays an equally important role.

Etymologically, the term “ultrarelativistic” denotes that the kinetic energy of the particles being collided significantly exceeds the particles’ rest energy. Collisions of heavy nuclei are interesting because one is able to generate a high multiplicity of partons through the collisions, which helps to generate the highest energy densities ever created in a laboratory setting. The resulting collective phenomena can drive the system into a fluid-like phase with rich physics underlying, i.e. QGP [30]. On the other hand, theoretical interpretation of the results requires the development of models based on finite temperature QCD.
1.2.1 Historical background of heavy-ion collision experiments

Relativistic heavy-ion experiments started in the mid-1970s with a set of experiments at Bevalac at the Lawrence Berkeley National Laboratory and the Intersecting Storage Rings collider at CERN. These experiments hoped to create a droplet of QGP through the high-energy collision of ions. Starting the investigations with beams of light ions, the signals were not much different from proton-proton collisions, indicating no signature of QGP. However, experiments with heavier ions observed new flow patterns. In 1982-84, employing beams of niobium ($^{93}$Nb) and later gold ($^{197}$Au) at the Bevalac, at fixed-target energies from 200 MeV to 2 GeV per nucleon, some forms of collective phenomena in hadron emission were observed. Nowadays, there are mainly two leading experimental facilities in the world which study matter using URHIC: the RHIC at Brookhaven National Laboratory and the Large Hadron Collider (LHC) at CERN. At CERN, the accelerator complex has a better mass separation at the early stages of acceleration. Therefore, lead ($^{208}$Pb) which is a spherical and has heavier nucleus was selected for the heavy ion program at the SPS and it has also been used for the LHC program. For the program at the RHIC, gold ions were chosen, because gold has only one stable isotope, $^{197}$Au, and 18 different radioisotopes. The choice of spherical nuclei helps the collision geometry to be simpler. Currently, gold is considered the heaviest monoisotopic element (formerly $^{209}$Bi held this position but has been found to be slightly radioactive [31]). The mechanism of operation of URHIC experiments is as follows. The intended element (i.e. Au, Pb, Cu, U and so on) is heated up to vaporize. Then, in several steps which consist of a chain of accelerating loops with different sizes and functions they get ultrarelativistic accelerations. In the early years of heavy-ion collision experiments, RHIC, as the most powerful particle collider, was the dominant apparatus for the new discoveries in connection with the QGP. However, since 2010 the LHC now achieves the highest possible collision energy. These days, RHIC is running collisions with different
targets and energies and has been mostly working on beam energy scan which is related to finite chemical potential experiments. RHIC is planned to be upgraded to be launched as electron-ion collider (EIC) to better understand the 3d wavefunctions of hadrons and nuclei. Another important designated mission of EIC is to explore glue as the fundamental building block of matter.

1.2.2 Physics of heavy-ion collisions

During URHIC, matter passes through a few stages, ending up with an ensemble of hadrons, leptons, and photons, eventually flying freely to the detectors. The physics relevant to each stage is explained briefly in the followings (see also left panel of Fig. 1.3).

- Color-glass condensate: Prior to the collisions, due to ultra-relativistic energies, incoming nuclei are Lorentz contracted pancakes. In addition, one finds that nuclei at high resolution (high energy collisions) are an extremely dense system of gluons which are “saturated” and each of which carries only a small fraction of longitudinal momentum of the nuclei, Fig. 1.3. By the uncertainty principle, these compact gluons carry large transverse momenta, which based on asymptotic freedom of QCD form a weakly coupled system. This dense strongly-interacting but weakly-coupled gluonic system generated at high energies is universal, with similar properties regardless of the type of colliding nuclei. This phase is known as color-glass condensate (CGC) and is interpreted in terms of classical fields obeying the Yang-Mills equations [32, 33]. The “color” refers to the color-charged property of gluons as carriers of strong force. The word ”glass” is refers to the materials that are disordered and behave like solids on short time scales and like a liquids on long enough time scales.

- Early dynamics after the collision: Once the nuclei collide, mutual interactions start to develop. Among the multiple interactions, there are few hard processes (transverse
Figure 1.3: Left: Schematic representation of HIC system as a function of time $t$ and longitudinal coordinate $z$ [3]. Right: Saturation of gluons in the accelerating nuclei before the collision [4].

momenta $Q \sim 10$ GeV) which involve large momentum transfers and are basically the main mechanisms for generating high-energy jets, direct photons, heavy quarks, and vector bosons. At $\tau \sim 0.2$ fm/c the interactions are of the ‘semi-hard’ nature ($Q \sim 1$ GeV) and this is the time when most of the bulk of partonic constituents of the colliding nuclei, including the highly occupied gluon content of CGC, are released. At this stage, the liberated partons form a relatively dense and non-equilibrium phase which is called Glasma [34]. The transition between a Glasma and a thermalized QGP is continuous. As the Glasma expands it interacts with itself and produces additional partons [35].

- QGP: If there were no interaction, the partons would propagate freely for some time and then hadronize and fly out to the detectors. However, the data from URHIC experiments show signs of collective phenomena throughout the lifetime of the QGP, which is the evidence of strongly interacting matter. In other words, only strong interactions would be able to drive the system toward thermalization rapidly. Such a result seems inconsistent with perturbation theory presumptions of a weakly coupled system after the impact, however, it is possible to understand QGP thermalization
using a perturbative treatment of the strong interaction. In any case, the outcome of this thermalization is the generation of a near-equilibrium QGP.

- Hadronization and freezeout: At about $\tau \sim 10$ fm/c when the local effective temperature falls below a certain limit ($T \sim 150 \text{ – } 180$ MeV), the partons become confined within colorless hadrons. At later times, the system is in the form of interacting hot hadron gas. At about $\tau \sim 20$ fm/c hadrons stop interacting strongly and colliding inelastically when they undergo chemical freezeout, i.e. the particles number stay conserved. Chemical freezeout is later followed by a kinetic freezeout where the hadrons stop having any kind of collisions, i.e. particles' momenta stay constant. After this, the hadrons fly freely to the detector.

### 1.2.3 Quark-gluon plasma

By definition, the QGP is a hot, dense, and strongly-interacting state of matter in which partons, e.g. quarks and gluons, are deconfined and free to move around (as opposed to the normal hadronic state where partons are confined in colorless hadrons held together by the strong force). Since there is a large population of color charge carriers, the QGP possesses large-range color charge conductivity.

In order to illustrate the properties of the QGP, putting aside the procedure for making a QGP for the moment, I present a thought experiment which makes more sense for pedagogical purposes. At low temperatures, the system consists of a gas of colorless hadron states, which are the eigenstates of the QCD Hamiltonian at zero temperature. By increasing the temperature, hadrons interact strongly. For temperatures of order $T \sim 150$ MeV and higher, the hadron interactions are so intense that hadronic states do not present a favorable quantum basis to describe the properties of the medium any more. In this condition the matter transforms into QGP, where quarks and gluons are the degrees of freedom.

In general there are two recipes to generate QGP: (i) At extremely high densities: By
squeezing a large number of baryons into a small volume, the baryons wave functions start to overlap at a certain critical baryon density, \( \rho_c \) and dissolve into a system of degenerate quark matter. The magnitude of \( \rho_c \) for this purpose must typically be several times the nuclear saturation density \( (\rho_0 = 0.16 \text{ fm}^{-3}) \). Such conditions are accessible in compact stars, i.e. white dwarfs, neutron stars, quark stars, perhaps black holes. The white dwarfs are made entirely of electrons and nuclei, while neutron stars are mainly made of a liquid of neutrons, with some protons and electrons. If the density at the center of neutron stars reaches 5-10 \( \rho_0 \), the neutrons will possibly melt into cold quark matter. Secondly, at extremely high temperatures: Producing QGP at high temperatures do not even need the nuclear matter and one can heat up the QCD vacuum. At low temperatures hadrons are thermally excited from the vacuum. At higher temperatures, the hadrons start to overlap and then at the critical temperature \( (T \gtrsim 150 \text{ MeV}) \) they melt into quark and gluon degrees of freedom. URHICs are the only way to generate QGP in the laboratory and they rely on this mechanism. Moreover, Friedman’s solution of Einstein’s equation suggests that the universe has experienced an expansion from a singularity at time zero. This scenario has, also, been confirmed by Hubble’s law for the red shift of distant galaxies. Extrapolating the observed properties of the universe backward in time, the universe becomes hotter and denser, crossing the QCD phase transition \( (\sim 200 \text{ MeV}) \) at about \( \sim 10^{-5}\text{s} \) after its inception. This phase transition preceded by electroweak phase transition at \( \sim 200 \text{ GeV} \).

The QGP is a strongly interacting phase of matter with the quarks and gluons existing in deconfined state. Similar to an electromagnetic plasma, the QGP is color conducting and, therefore, possesses color charge screening. The deconfinement of hadronic states is a direct consequence of the running coupling constant and color screening. Phenomenologically, the QGP’s behavior can be explained by hydrodynamic equations with a small specific shear viscosity. On the other hand, calculations based on perturbation theory and string theory
indicate that the mean free path of quarks and gluons in the QGP may be comparable to the average interparticle spacing. Hence the QGP is like a liquid with the lowest measured value of shear viscosity, as long as one focuses on its flow properties. The argument that the QGP at high temperature is weakly coupled is subtle. QGP is a multi-scale system and depending on the scale under consideration it might demonstrate weakly- or strongly-coupled behavior. In a QGP (and generally any physical plasma), there exist long wavelength modes which are strongly coupled, and also short wavelength modes which are weakly coupled and dominate the thermodynamics. Concerning the short wavelength modes, e.g. thermodynamics functions, asymptotic freedom implies that the coupling constant at high energies \( T \gg \Lambda_{\text{QCD}} \) is weak, turning the system into a nearly ideal gas of quarks and gluons. On the other hand, the QGP reveals a strongly-coupled character which does not seem to be related to a large value of the coupling constant. For instance, even in the limit \( T \gg \Lambda_{\text{QCD}} \) the QGP contains a non-perturbative sector of static magnetic color fields, which is strongly coupled, but it does not contribute significantly to thermodynamic properties of the plasma.

1.3 Overview of QCD

1.3.1 QCD phase transition and its diagram

One of the most crucial missions of URHIC experiments is to help reconstructing the QCD phase diagram Fig. 1.4. The QCD phase diagram illustrates different states of nuclear matter as a function temperature and baryon chemical potential. The baryon chemical potential in this context is a measure of the imbalance between quarks and anti-quarks. The point \( T = \mu = 0 \) corresponds to the QCD vacuum. Ordinary nuclear matter lives at nearly vanishing temperature and small chemical potential \( (\mu = \mu_q \approx 310 \text{ MeV}) \) region. Increasing chemical potential keeping the temperature low leads to a strongly correlated dense nuclear matter phase. This phase is naturally observed in neutron stars. By further compressing the system, it transitions to a quark matter phase at an unknown critical chemical potential \( \mu_c \).
For sufficiently high temperatures one finds matter in QGP form [5].

At higher densities, we end up with ultra high density phase which is expected to be color superconducting [36, 37].

On the other hand, by heating the system up at vanishing chemical potential, first a strongly interacting gas of hadrons is generated. With further heating, collisions between hadrons become stronger until the energies become sufficient to overcome the hadron binding energy and, then, the system transforms into the QGP phase. The nature of transition between hadronic gas and QGP depends on the value of the chemical potential at the transition. For large values of $\mu$, the transition is expected to be of first order. At some critical chemical potential $\mu = \mu_{cp}$, the system undergoes the second order phase transition at a critical point $T_{cp}$. For smaller values of $\mu$, lattice QCD studies have shown that it is a crossover [19, 38]. A crossover is a smooth transition between two phases (herein between QGP and
QCD \[\alpha_s(M_z) = 0.1181 \pm 0.0011\]  

**Figure 1.5**: Left: Sketch of the QCD phase diagram in the \( m_{ud} - m_s \) plane. This plot is known as Columbia plot [6].

hadronic matter) which occurs in a region of temperatures (instead of a single point). During a crossover, thermodynamical quantities change quickly, however, the free energy and its derivatives to all orders are continuous, thus the crossover is also called an \( \infty \)-order phase transition. This means that the value of the thermodynamics parameters (e.g. energy density, pressure, etc) change dramatically in a narrow range of temperature, however, there are no discontinuities in the thermodynamical quantities (no discontinuities in the derivatives of system’s free energy). In order to better understand the QCD equation of state, I briefly review the theoretical calculations based on lattice QCD (LQCD) with vanishing chemical potential. For a system of quarks with massless u and d and other quark species being infinitely massive, one expects a phase transition of second order [39, 6, 40], see Fig. 1.5.  

In the case of massless u, d, and s quarks with the rest quarks being infinitely massive the transition would be of the first order. Also, when all quarks species are infinitely massive
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we have again a first order phase transition. However, for a system with the realistic quark
species masses \((m_u \simeq m_d \simeq 10 \text{ MeV} \text{ and } m_s \simeq 120 \text{ MeV})\) it is expected to be a rapid
 crossover. For this last case, use of ‘critical point’ terminology is meaningless, although
its concept is used to define a pseudo-critical transition temperature by searching for the
point where the chiral susceptibility is maximal, i.e. the points with maximum fluctuation
of the chiral order parameter. By increasing the chemical potential, the crossover turns to
a first order phase transition at \(\mu_{cp}\). Due to the fermion sign problem \[41\], which results
from a complex fermionic determinant in the path integral, it is currently not possible to
find \(\mu_{cp}\) using LQCD. There are some techniques which can be used which are (i) Taylor
expanding the fermionic determinant around \(\mu = 0\) (ii) introducing purely imaginary chem-
ical potential, or (iii) re-weighting methods where we treat non-zero chemical potential as
an observable rather than being a part of the integration measure. It is interesting to know
the location of critical point because this is where the correlation length diverges potentially.
There are several groups around the world that are trying to obtain the high-energy equation
of state by numerically solving QCD lagrangian on lattice. Lattice QCD calculations are
important since they provide the only first principle way to calculate the thermal properties
of in-medium hadrons and the EoS of QCD matter, etc. Lattice calculations of the QCD
EoS were first performed in 1980 \[42\]. For recent reviews see for instance Refs. \[43, 44, 45\].

Studying the QCD-based EoS in vicinity of QCD phase transition requires nonperturba-
tive techniques. This is originated from the fact that in such regions coupling constant is
fairly large \((g \sim 2)\) and we deal with a strongly coupled system. Below the phase transition,
hadron resonance gas models (HRG) for the equation of state are quite successful \[46\]. This
provides the LQCD calculation with a boundary value problem at the phase transition where
both approaches should smoothly merge. In Fig. \[1.6\] I provide the comparisons between two
most successful LQCD results obtained for (2+1)-flavor QCD. The results are obtained from
Figure 1.6: The comparison of the HPQCD and WB collaborations for the trace anomaly, the pressure, and the entropy density \[7\].

HPQCD collaboration \[47\] and Wuppertal-Budapest collaboration \[19\]. This Figure compares the trace anomaly, pressure, and entropy density all scaled by their Stephan-Boltzmann limit. This figure also indicates the rapid crossover in the pressure between 150-250 MeV. The comparison shows a high level of consistency between two approaches.

1.3.2 Heavy quarks

Finding the evidence of a phase transition to a QGP is one of the essential goals of URHICs. Therefore, people are interested in the particles with cleanest trace of early time dynamics of the QGP. For this purpose, it is preferable to consider the particles that have undergone the least amount of interactions with plasma and therefore carry a good memory of the early stage dynamics. In principle, the external probes, e.g. ultra fast laser pulses and particle beams, are completely ruled out due to the short lifetime of the QGP. Also, particles produced late in the evolution of the system are not a suitable choice, because due
to their strong (late time) interactions with the late time hadron gas their “memory” of the information they carry is quite erased. Among the particles that are produced at early times and also are not significantly affected by final-state interactions are lepton pairs and heavy quarkonia. The former one is hard to disentangle since it is technically hard to precisely distinguish the dileptons produced at early stages of the collision from the ones generated after freezeout due to interactions of hadrons. However, heavy quarkonia measurements and analysis is more practical and plausible. The bound states of heavy quarks (quarkonia) do not significantly dissolve in a QGP and they can exist as bound states in QGP up to rather large temperatures. For this reason, these bound states are considered as interesting probes for measuring the temperature of the QGP. Because heavy quark bound states may not completely melt in QGP, their formation and breakup are affected by Debye screening\(^1\) in QGP, e.g. \(J/\Psi\) suppression and enhancement \(^{[48, 49]}\).

### 1.3.3 Finite-temperature field theory

In order to study the dynamics and evolution of heavy quark bound states in QGP more accurately people use the finite temperature field theory to calculate the heavy quark potential. In general, we have two formulations for finite-temperature field theory which is based on the way we treat the time variable in the dynamics. (i) The imaginary time formalism (ITF): ITF is based on quantum statistical mechanics and is applicable only to systems in thermal equilibrium. In this formulation, an imaginary time variable is introduced through \(\tau = it\). Using the new variable, under some enforced periodic boundary conditions, the time evolution operator defined in the Feynman path integral framework looks like the statistical mechanics partition function. This manipulation helps us to take advantage of QFT path integral for finite-temperature QFT calculations. As mentioned above, the fact

\(^1\)Debye screening is the process of shielding the long-range interactions in the QGP which is similar to electromagnetic screening in plasmas. As a result of this screening, the color-charged partons feel a weaker color force at long distances.
that ITF deals with the thermodynamic partition function, means that it can only be applied to equilibrium systems. One of the disadvantages of ITF is that the time variable is traded for the temperature and hence the time coordinate is not accessible in the dynamics. This issue is resolved in the real-time formalisms. (ii) Real time formalisms (RTF): In RTF, the time coordinate is maintained as a real variable alongside the temperature. There are different types of RTF. One useful RTF is “thermo-field dynamics” (TFD) which is another good candidate for studying thermal equilibrium systems \[50, 51\]. In this framework, one tries to define the ensemble average of an observable as its expectation value with respect to a thermal vacuum state (in contrast to zero temperature vacuum in QFT). This exercise demands working in a fictitious Hilbert space with two times as many as ordinary Hilbert space degrees of freedom. This leads to a doubling of the number of system’s degrees of freedom which itself causes the fundamental functions, e.g. propagators, self-energies, to become $2 \times 2$ matrices in contrast to a single function in ITF. Another important RTF is the “Schwinger-Keldysh” (closed path) formalism. This framework is the only well-developed formalism for non-equilibrium thermal systems. In this formalism, without loss of generality one assumes that the system exists in an equilibrium state at the distant past in time ($t_0 \to -\infty$) and it falls out of equilibrium during the evolution along the real-time contour. However, generally the system never reaches equilibrium at any finite time after $t_0$, so, in order to define a physically sound ensemble average for observables one needs to deform the contour and close it back at $t = -\infty$. The action of folding the contour leads to doubling degrees of freedom, which, similar to TFD formalism, results in $2 \times 2$ matrices for fundamental functions. In following chapters, I provide an explicit computation of the heavy-quark potential for an anisotropic QGP using the Schwinger-Keldysh formalism.
1.3.4 Asymptotic freedom

One of the distinguishing properties of gluons compared to other force carriers is that gluons carry color charge and, besides interacting with quarks, interact with themselves as well. This property turns QCD into a more complex QFT with unique features, e.g. asymptotic freedom and infrared confinement. QCD predicts that the strength of the force between quarks changes with distance (or momentum) in a particular calculable way. That being said, quarks interact weakly at small scales (high energies), allowing perturbative calculations to be implemented for studying the QGP as high energies. On the other hand, at low energies the interactions becomes strong, leading to the confinement of quarks and gluons within hadrons, i.e. see Fig. 1.7. In general, the variation of a physical coupling constant under changes of scale can be understood qualitatively as the mutual interactions between virtual particles and the fields [52]. QCD deals with virtual quark-antiquark pairs, which tend to screen the color charge (the same as electrons and ions screen electrostatic potential in EM plasma). However, the gluons which carry color charges do screen the color charge in a different way. The color fields tend to weaken due to quark screening whereas they tend to enhance due to gluon screening (sometimes is called anti-screening). By getting closer to the quarks as we decrease the length scale (or increase resolution of the experiment) one finds out that gluons anti-screening effect dominates and color field strength weakens, allowing for perturbative computations. Therefore, QCD is known as an asymptotically free theory.

1.4 Hydrodynamics of quark-gluon plasma

One of the most remarkable properties of the QGP which has been verified by experiment is its collective behavior. For instance, observation of flow harmonics in the hadronic spectrum indicates that the QGP carries a memory of initial geometry of the targets, e.g. impact parameter and event-by-event fluctuation. In other words, the QGP is able to exhibit
Figure 1.7: The figure shows strong coupling constant as a function of energy. Different theoretical and experimental data illustrate the asymptotic freedom at high energy limit. The figure is taken from [8].

collective effects during the evolution. This inspired the idea of using the relativistic hydrodynamics to describe the dynamics and evolution of the QGP. This idea was soon verified when ideal and viscous hydrodynamics successfully reproduced the URHIC experimental observations. This great and somehow unexpected triumph tempted people to establish new formalisms for relativistic hydrodynamics in order to increase its accuracy and range of validity in the context of heavy-ion collisions.
1.4.1 Early thermalization puzzle

Another fantastic feature of hydrodynamics is its ability to incorporate the phase transition in the system self-consistently, only using a realistic equation of state. Using the modern hydrodynamics approaches [23] one is able to describe the evolution of QGP down to a fraction of 1 fm/c. On the other hand, in principle, it is usually assumed that hydrodynamics demands local equilibration which implies that the QGP system must undergo the fast thermalization (of order of a fraction of 1 fm/c). Based on this speculation, researchers suggested several theoretical models to describe the fast thermalization of the QGP. (i) Some people tried to model that by including the collisions of all type in parton-cascade model [53], e.g. binary collision, gluon radiation (1→2, 2→2, 2→3, 3→3, etc) (ii) some used bottom-up thermalization [54] which occurs at weak coupling limit and is dominated by soft-enhanced scattering. In this case, people assume that the initial partons are produced by hard collisions with the initial state of the collision being described by QCD saturation mechanisms, e.g. CGC. (iii) Some studied the role of instabilities which are effective in an anisotropic quark-gluon plasma and are more important than the collisions in the weak coupling limit [55]. (iv) Another approach is the equilibration without any secondary interactions, e.g. Schwinger mechanism in the strong color-fields for thermalization of transverse momentum and Hawking-Unruh effect for overall thermalization [56]. (v) Considering the thermalization as an effect of chaotic dynamics of the non-abelian classical color fields [57]. All these models decrease the estimations for thermalization time only down to about 2-3 fm/c. On one hand, successful predictions of experimental observations using viscous hydrodynamics and, on the other hand, failure of theoretical models to describe the fast thermalization, led to a big puzzle, i.e. “early thermalization puzzle” [58].
1.4.2 Range of validity of hydrodynamics

In order to deal with early thermalization puzzle, I remind the reader that the hydrodynamics is a classical effective field theory that mimics properties of underlying microscopic description of evolution of the system toward equilibrium. However, such an effective description, in practice, is not derived from a microscopic theory. Instead, it is derived based on some general postulates in connection with symmetries and resulting conservation laws, and then connecting to microscopic description by matching the gradient expansion between hydrodynamics and underlying microscopic framework. Baier et al. in [59] demonstrated that hydrodynamics description can be matched with any microscopic framework up to the second order in the gradient expansion. Using these developments, one concludes that the range of applicability of hydrodynamics is much wider than what it seemed before. It means the hydrodynamics does not need the system to reach a well-defined isotropic equilibrium state in order to accurately describe the dynamics. This important result motivates the application of hydrodynamics to anisotropic, inhomogeneous, or small systems. In fact, the “early thermalization puzzle” could be circumvented by replacing “thermalization” with “hydrodynamization” as the condition when the hydrodynamics formulations are useful [60].

1.4.3 Hadronization and freezeout

Due to the hydrodynamic expansion, the QGP cools down and undergoes a phase transition from quark and gluon degrees of freedom to a hot gas of strongly interacting hadrons. In other words, at the lower temperatures quarks and gluons become confined into colorless hadrons. Further expansion leads to another stage namely hadron gas. Such decoupling of hadrons is called hadronization. After that, the hadron gas undergoes freezeout stage which turn a hot strongly interacting phase into a free streaming gas of hadrons as flying out to the detectors. The freezeout takes place in two different steps: (i) chemical freezeout when the inelastic collisions stop happening and chemical potentials freeze, i.e. particle number become
conserved (ii) thermal (kinetic) freezeout when any kind of collisions (including elastic and inelastic) cease. The latter happens when $\tau_{\text{coll}} \gg \tau_{\text{exp}}$, with $\tau_{\text{coll}} \sim 1/(\sigma n)$ and $\tau_{\text{exp}} \sim \nabla \cdot u$ ($\sigma$ is the collision rate). In general, the freezeout is a kinematically complicated procedure which occurs as a hierarchy of decouplings of various particles and force carriers happening at different times. In other words, different plasma constituents undergo freezeout at different temperatures leaving the plasma as a partially decoupled medium. The comprehensive analysis of this stage is feasible through kinetic theory. After freezeout, the hadrons behave like a free streaming non-interacting gas which keeps its distribution unchanged. However, the soft region of phase space may still be modified by decays of unstable hadron resonances.

1.4.4 Elliptic flow

Flow is a crucial observable for the studying the dynamics and evolution of the QGP. It provides useful information about the equation of state and the transport properties of matter created in heavy-ion collisions. Different forms of flow are initiated by pressure gradients developed due to the geometry of initial state of the colliding nuclei. The acceleration of expanding partons is maximal along the direction of the largest pressure gradient, i.e., along the short axis of the ellipsoidal QGP. Collective behavior of the system evolves the pressure gradient into different forms of flow. This results in an anisotropic azimuthal distribution of the final-state hadrons in lab momenta. In order to study the flow it is common to Fourier analyze the azimuthal distribution of particles in momentum space and compute the Fourier coefficients. The first Fourier coefficient is called directed flow and the second Fourier coefficient of this azimuthal asymmetry is known as elliptic flow. The magnitude of elliptic flow coefficient depends strongly on the friction in the created matter, characterized be the ratio $\eta/s$, where $\eta$ is the shear viscosity and $s$ the entropy density. The elliptic flow coefficient is closely related to eccentricity of the overlap region. Mathematical analysis shows that $v_2$ increases for the events (single collision) with higher impact parameter and
Figure 1.8: The geometry of colliding nuclei is demonstrated. Left: configuration of reaction plane and azimuthal angle of flying partons respect to the lab frame. Right: The pressure gradients transform into an ellipsoidal distribution function in the momentum space.

eventually turns down for higher centrality classes. However, due to the event-by-event (quantum) fluctuations at the initial state of targets one always measures a finite $v_2$ even for central collisions. On a general basis, these fluctuations also develop the higher flow harmonics ($n > 2$) regardless of centrality of the collisions. One can expand the triple differential invariant distribution of particles emitted in the final state as a Fourier series over azimuthal angle as

$$ E \frac{d^3N}{d^3p} = \frac{d^3N}{p_T dp_T d\phi dy} \left( 1 + 2 \sum_{n=1}^{\infty} v_n \cos[n(\phi - \Psi_n)] \right). \quad (1.1) $$

In above relation, $p$ is the three vector momentum, $p_T$ is the transverse momentum, $\phi$ is the azimuthal angle, $y$ is the rapidity, and $\Psi_n$ the reaction plane angle pertained to each
harmonic respect to the lab coordinate. The Fourier coefficients are given by

\[ v_n(p_T, y) = \langle \cos[n(\phi - \Psi_R)] \rangle. \]

In the smooth initial distribution one has vanishing odd coefficients in Fourier series by symmetry. Also, in this case one has \( \Psi_n = \Psi_R \). The reaction plane \( \Psi_R \) is defined as the plane made by the beam direction and impact parameter vector Fig. 1.8.

1.5 The overview of my dissertation

In my PhD dissertation, I studied the QGP created in heavy-ion collisions using a non-equilibrium hydrodynamics framework, called anisotropic hydrodynamics. For this purpose, I and my collaborators developed an anisotropic hydrodynamics framework whose details are elaborated in this dissertation. The overview of my dissertation is that, I started from an elementary aHydro framework and extended it to include the realistic aspects such that it is able to study the phenomenology of the QGP. Along the way, we have used two benchmarks for assessing aHydro: exact solutions to the Boltzmann equation and experimental data. First, the exact solutions of Boltzmann equation which are obtained for some special symmetric cases, is used frequently as a reference solution for comparisons between aHydro and other vHydro frameworks. Second, the URHIC experimental data which is used for verification of phenomenological predictions of 3+1d aHydro model. The hadron spectra is one of the observables that can be directly measured in the experiments. In different sections of this dissertation, I have reviewed my projects based on the development of aHydro. In the chapter 2 I comprehensively introduce the conformal anisotropic hydrodynamics formalism and review some basic analytical derivations. In the chapter 3 I discuss the massive (single constant mass) anisotropic hydrodynamics equations in 0+1d, and the way it enhances the formalism by including the bulk viscous degree of freedom and breaking the conformal symmetry of the system. In chapter 4 the solution of anisotropic hydrodynamics equations under
conformal Gubser flow is discussed. The idea is to test the accuracy of a given aHydro model for a system with non-trivial transverse expansion. The system with transverse expansion evolves in 1+1d, which through translating to de Sitter coordinate simplifies to 0+1d evolution. In chapter 5, I introduce quasiparticle model, as a systematic way of implementing realistic equation of state in aHydro. Then, I have compared the results of our model with the experimental data. Chapters 6 and 7 are about a QFT study of the QGP possessing an anisotropic distribution function. In chapter 6, I present the steps of calculation of the gluon self-energy for anisotropic QGP using hard-thermal loop summation. In this calculation, I have used spheroidal anisotropic distribution function to all orders in anisotropy. The gluon self-energy is applied to calculation of the heavy-quark potential in the QGP. Chapter 7 is about calculation of the quark self-energy in a QGP with an ellipsoidal distribution function. In the chapter 8, the summary, outlook, and future perspectives are discussed. Finally, I present some appendices containing mathematical identities and special functions used in this dissertation.
Part I

Developments of Anisotropic Hydrodynamics
2.1 Introduction

Relativistic hydrodynamics has become an important and effective tool for studying the dynamics of the QGP generated in heavy-ion collisions. Different relativistic hydrodynamics formalisms (ideal and viscous hydrodynamics) have been able to reproduce the heavy-ion collision experimental results to different extents. One of the most challenging questions in this regard is the range of applicability of the hydrodynamical models. Canonical viscous hydrodynamic models (vHydro) are built upon the assumption of proximity to an isotropic equilibrium state in the local rest frame (LRF) of the flow. Based on this assumption, one can perform a perturbative expansion of the one-particle distribution function around an isotropic equilibrium state \( f \approx f_0 + \delta f \). This, somehow restricting, assumption confines the validity of vHydro to the regions where the system experiences only small deviations from an isotropic equilibrium state. Under extreme conditions, i.e. large \( \delta f \), the perturbative correction can overcome the leading order term and causing the whole distribution function \( f \) to be dominated by \( \delta f \) term. This immediately results in an unconstrained (negative or very large) distribution function and hence nonphysical values for the thermodynamics observables (negative pressure, etc).

In practice, one finds that, at early times after the collisions and in the vicinity of transverse edges of the system throughout all time, the state of the system presents a large momentum-space anisotropy \[17\]. This results from the large longitudinal momentum carried by the colliding ions, which causes the QGP to experience strong expansion along the beamline right after the collision. This longitudinal expansion results in a large anisotropy in
the momentum-space distribution of the QGP. As a result, the vHydro formalism, despite its impressive phenomenological success in describing soft hadronic spectra, gives non-physical predictions where the momentum-space anisotropy is sufficiently large.

To resolve this issue, let’s take a closer look at the perturbative expansion of vHydro. As discussed before, the perturbative expansion becomes invalid when the perturbation is large enough to control the whole expansion. One of the ways to avoid this, is to sum up the perturbative (non-equilibrium) terms in the leading order term by introducing a non-equilibrium distribution function. The resummed distribution function, which incorporates the non-equilibrium anisotropic effects, guarantees positivity in all spacetime regions.

2.2 Conventions and notations

In this section, I introduce the notation, mathematical identities, and different coordinate systems which are used throughout this document. Unless otherwise indicated, the metric signature is taken to be ‘mostly minus’ (also called: timelike, west coast, or particle physics convention)\(^1\). Based on that, the line element in Minkowski space, i.e. \(x^\mu = (t, x, y, z)\), is

\[
ds^2 = \eta_{\mu\nu} dx^\mu dx^\nu = dt^2 - dx^2 - dy^2 - dz^2, \quad (2.1)
\]

where \(t\) is the time, \(z\) is the coordinate along the beamline, and \(x\) and \(y\) denote the coordinate in the transverse plane to the beamline. \(\eta^{\mu\nu} \equiv \text{diag}(1, -1, -1, -1)\) denotes the Minkowski metric while \(g^{\mu\nu}\) is reserved for other metric tensors used in this document, e.g. Milne, Cartesian Milne, and anti de Sitter coordinates. Because sometimes in the calculations I deal with boost-invariant cylindrically-symmetric systems, it is useful to introduce another coordinate called (polar) Milne spacetime coordinate, i.e. \(x^\mu = (\tau, r, \phi, \varsigma)\). In this coordinate, \(\tau \equiv \sqrt{t^2 - z^2}\) denotes the longitudinal proper time and \(\varsigma \equiv \tanh^{-1}(z/t)\) specifies the longitudinal spacetime rapidity. Also, in this framework, \(\phi \equiv \tan^{-1}(y/x)\) is the azimuthal

\(^1\)In the chapter 4, where I introduce the anti-de Sitter coordinate, with ‘mostly plus’ metric convention.
angle, and \( r \equiv \sqrt{x^2 + y^2} \) is the radial coordinate, both in the plane transverse to the beamline. There is also a Cartesian Milne coordinate, i.e. \( x^\mu = (\tau, x, y, \varsigma) \), which is used for the systems with cylindrical symmetry explicitly broken.

The transverse projector \( \Delta^{\mu\nu} = \eta^{\mu\nu} - u^\mu u^\nu \) is used to project four-vectors and/or tensors into the space orthogonal to \( u^\mu \). Parentheses and square brackets on indices denote symmetrization and anti-symmetrization, respectively, i.e. \( A^{(\mu\nu)} \equiv (A^{\mu\nu} + A^{\nu\mu})/2 \) and \( A^{[\mu\nu]} \equiv (A^{\mu\nu} - A^{\nu\mu})/2 \). Angle brackets on indices indicate projection with a four-index transverse projector, \( A^{(\mu\nu)} \equiv \Delta^{\mu\nu}_{\alpha\beta}A^{\alpha\beta} \), where \( \Delta^{\mu\nu}_{\alpha\beta} \equiv \Delta^{(\mu}_{\alpha}\Delta^{\nu)}_{\beta} - \Delta^{\mu\nu}_{\alpha\beta}/3 \) projects out the traceless and \( u^\mu \)-transverse component of a rank-two tensor.

### 2.3 Conformal anisotropic distribution function

Before introducing the anisotropic hydrodynamics distribution function, let me review some basic definitions in statistical mechanics. ‘Statistical mechanics’ is used to describe systems with a large number (\( \sim \) Avogadro’s number) of particles. In kinetic theory, the one particle distribution function is defined as a continuous and real-valued function in eight-dimensional phase space (for on-shell particles one deals with seven dimensional phase space). The eight dimensions of phase space consists of four spacetime coordinates, i.e. \( x^\mu = (t, r) \), and four momentum coordinates, i.e. \( p^\mu = (p^0, \mathbf{p}) \). The value of this function at fixed time, \( t \), specifies the number of particles per unit volume of six-dimensional phase space, \( \mathbf{x}, \mathbf{p} \). Integrating the distribution function over the three-momentum provides the number density as a function of four dimensional spacetime. The particles follow different statistics based on the spin they carry. For instance, fermions (half-integer spin) follow Fermi-Dirac statistics, bosons (integer spin) follow Bose-Einstein statistic, or classical particles (the effect of spin is ignored as assumed in the classical limits) follow Maxwell-Boltzmann distribution. The
The isotropic equilibrium distribution function is defined as \[ f_{\text{iso}}(x, p) = f_{\text{iso}}(p) = \left[ \exp\left( \frac{u^\mu p_\mu}{T} \right) + a \right]^{-1}, \] (2.2)
with \( a = 0, +1, -1 \) corresponding the Maxwell-Boltzmann, Fermi-Dirac, and Bose-Einstein statistics, respectively. As expected from equilibrium distribution, the argument of exponential term in Eq. (2.2) is isotropic. Note that throughout this dissertation, unless otherwise indicated, by ignoring the effects of spin statistics I specialize to the Maxwell-Boltzmann statistic, i.e. \( a = 0 \) in Eq. (2.2) which yields \( f_{\text{eq}}(p) = \exp(-|p|/T) \).

The leading order anisotropic distribution function is parametrized through deforming the argument of exponential in the distribution function into the anisotropic one
\[ f(x, p) = f_{\text{eq}} \left( \sqrt{p_{\mu} \Xi_{\mu\nu} p_{\nu}} \right), \] (2.3)
where \( \lambda \) has dimensions of energy and can be identified with temperature only in the isotropic equilibrium limit. Note that in practice \( f_{\text{eq}} \) need not be a thermal equilibrium distribution. However, throughout this document, I take it to be of thermal equilibrium form, i.e. Eq. (2.2). In the conformal (massless) case, the rank-2 tensor \( \Xi_{\mu\nu} \) specifying the shape of the distribution in the momentum space is defined as
\[ \Xi_{\mu\nu} = u^\mu u^\nu + \xi_{\mu\nu}, \] (2.4)
where \( u^\mu \) is the flow velocity four-vector, and \( \xi_{\mu\nu} \) denotes a symmetric traceless anisotropy tensor, i.e. \( \xi_x + \xi_y + \xi_z = 0 \). The quantities \( \lambda, u^\mu \) and \( \xi_{\mu\nu} \) are understood to be functions of spacetime and satisfy the following identities
\[ u^\mu u_\mu = 1; \quad \xi^\mu_{\phantom{\mu} \mu} = 0; \quad u_\mu \xi_{\mu\nu} = 0. \] (2.5)
In the LRF of the flow one has \( u^\mu = (1, 0, 0, 0) \) and at the leading order one has \( \xi_{\mu\nu} = \text{diag}(0, \xi_x, \xi_y, \xi_z) \). The three scalar parameters \( \xi_i \) encode the degree of anisotropy in the

\(^2\)Herein, it is assumed that the chemical potential is zero.
Figure 2.1: This figure depicts the shape of spheroidal distribution function in the momentum space for different values of longitudinal anisotropy parameter $\xi$.

Using (2.4), the distribution function (2.3) takes the form

$$f(x,p) = f_{eq}\left(\frac{1}{\Lambda}\sqrt{(1 + \xi_x)(p \cdot X)^2 + (1 + \xi_y)(p \cdot Y)^2 + (1 + \xi_z)(p \cdot Z)^2}\right).$$  \hspace{1cm} (2.6)

Based on geometrical considerations, the $\xi_i$ ($i \in x, y, z$) range as $-1 < \xi_i < \infty$. Negative/positive values for $\xi_i$ corresponds to the stretched/squeezed distributions along $i$-th direction. In the most general case, when all three anisotropy parameters are non-zero, the system is anisotropically deformed in three directions, yielding an ellipsoidal distribution function in the LRF. However, sometimes for simplicity of the dynamics or because of symmetries, e.g. transversally homogeneity, one can ignore the anisotropy in the transverse plane and define a spheroidally anisotropic distribution which is known as Romatschke-Strickland form \cite{62, 63} (with a new set of parameters $\Lambda$ and $\xi$)

$$f(x,p) = f_{eq}\left(\frac{1}{\Lambda}\sqrt{p^2 + \xi(p \cdot n)^2}\right).$$  \hspace{1cm} (2.7)

In this relation $n$ is the unit vector along anisotropy direction. Fig. 2.1 demonstrates the
spheroidal distribution for different ranges of $\xi$. In order to make the definition of spheroidal distribution function more clear, one can construct a map between the two sets of variables $(\xi_i, \lambda)$ and $(\xi, \Lambda)$. The logic is based on the fact that spheroidal distribution is equivalent to an ellipsoidal distribution when its spheroidal limit is taken, i.e. $\xi_x = \xi_y$. By taking $n = \hat{z}$:

$$
\frac{\sqrt{(1 + \xi_x)p_x^2 + (1 + \xi_z)p_z^2}}{\lambda} = \frac{\sqrt{P^2 + \xi p^2}}{\Lambda} \Rightarrow \begin{cases}
\Lambda = \frac{\lambda}{\sqrt{1+\xi_x}}, \\
1 + \xi = \frac{1+\xi_z}{1+\xi_x}.
\end{cases}
$$

(2.8)

The value $\xi_i = 0$ (or $\xi = 0$) gives an isotropic distribution distribution, i.e. $\lambda = T$ (or $\Lambda = T$). In this case, $\Xi^{\mu\nu}$ reduces to $\Xi^{\mu\nu} = \text{diag}(1,0,0,0)$, which yields the expected isotropic expression, i.e. $\sqrt{p_\mu\Xi^{\mu\nu}p_\nu} = E = |p|$.

### 2.4 Spacetime basis vectors

In order to obtain relativistic hydrodynamic equations of motion of the QGP from the Boltzmann equation, it is useful to define four spacetime four-vectors, which is the LRF are simply the Minkowski space unit vectors. In the LRF of the fluid, they have the form

$$
X_0^{\mu, \text{LRF}} \equiv u^{\mu, \text{LRF}} = (1, 0, 0, 0),
$$

$$
X_1^{\mu, \text{LRF}} \equiv X^{\mu, \text{LRF}} = (0, 1, 0, 0),
$$

$$
X_2^{\mu, \text{LRF}} \equiv Y^{\mu, \text{LRF}} = (0, 0, 1, 0),
$$

$$
X_3^{\mu, \text{LRF}} \equiv Z^{\mu, \text{LRF}} = (0, 0, 0, 1).
$$

(2.9)

The LRF is defined as a frame constructed at the location of a specific fluid element, which moves with the same velocity as the local fluid element. In this frame the fluid element is always at rest. The set of LRF basis vectors are mutually related. They are orthogonal to each other and they fulfill the normalization condition, which can be summarized as

$$
(X_{\alpha, \text{LF}})^\mu (X_{\beta, \text{LF}})^\mu = \eta_{\alpha\beta}.
$$

(2.10)
I point out that one can express the metric tensor itself in terms of these 4-vectors as

$$\eta^{\mu\nu} = X_0^\mu X_0^\nu - \sum_i X_i^\mu X_i^\nu, \quad (2.11)$$

where the sum extends over \( i = 1, 2, 3 \). In addition, the standard transverse projection operator which is orthogonal to \( X_0^\mu \) can be expressed in terms of the basis \((2.9)\)

$$\Delta^{\mu\nu} = \eta^{\mu\nu} - X_0^\mu X_0^\nu = -\sum_i X_i^\mu X_i^\nu, \quad (2.12)$$

which yields \( u_\mu \Delta^{\mu\nu} = u_\nu \Delta^{\mu\nu} = 0 \) as expected. Note that the spacelike components of the tensor basis are eigenfunctions of this operator, i.e. \( X_i^\mu \Delta^{\mu\nu} = X_i^\nu \).

In order to study the phenomenology of the system one needs to construct Lab Frame (LF) which is the coordinate system sitting in the lab where measurements are performed on the system. Based on the geometry of heavy-ion collisions system, one can define a sequence of Lorentz transformations to connect the two coordinate systems. Let’s get started with taking longitudinal \((z)\) axis of lab frame along the beamline. First, one can boost the lab frame by \( L_z(\vartheta) \) to make it move longitudinally with the same speed as the fluid element. Then by performing a rotation \( R_z(\theta) \), one can align the \( x\)-axis along the LRF \( x\)-axis. Finally, by boosting as \( L_x(\psi) \) transversally along \( x \) axis, the transformation to LRF of the fluid is completed. This set of transformations in mathematical language is written as

$$X_\alpha^{\mu, \text{LRF}} = L_x(\psi)R_z(\theta)L_z(\vartheta)X_\alpha^{\mu, \text{LF}}, \quad (2.13)$$

where \( \alpha \in \{0, 1, 2, 3\} \). This will yield

$$X_\alpha^{\mu, \text{LF}} = L_z^{-1}(\vartheta)R_z^{-1}(\theta)L_x^{-1}(\psi)X_\alpha^{\mu, \text{LRF}}. \quad (2.14)$$
Using standard definitions for rotation and boost matrices one obtains the LF basis vectors

\[ X^\mu_{0,\text{LF}} \equiv u^\mu = (\cosh \psi \cosh \vartheta, \sinh \psi \cos \varphi, \sinh \psi \sin \varphi, \cosh \psi \sinh \vartheta), \]

\[ X^\mu_{1,\text{LF}} \equiv X^\mu = (\sinh \psi \cosh \vartheta, \cosh \psi \cos \varphi, \cosh \psi \sin \varphi, \sinh \psi \sinh \vartheta), \]

\[ X^\mu_{4,\text{LF}} \equiv Y^\mu = (0, -\sin \varphi, \cos \varphi, 0), \]

\[ X^\mu_{3,\text{LF}} \equiv Z^\mu = (\sinh \vartheta, 0, 0, \cosh \vartheta). \] (2.15)

The Lorentz transformations do not change the orthogonality and orthonormality of the basis vectors, so the LF basis vectors satisfy the same relations as (2.10). The four-vectors defined above are completely general and yet no specific assumption for the symmetries of the system is applied. Introducing another parametrization by using the temporal and transverse components of flow velocity

\[ u_0 = \cosh \psi, \] (2.16)

\[ u_x = u_\perp \cos \varphi, \] (2.17)

\[ u_y = u_\perp \sin \varphi, \] (2.18)

where \( u_\perp \equiv \sqrt{u_x^2 + u_y^2} = \sqrt{u_0^2 - 1} = \sinh \psi \), one has

\[ u^\mu \equiv (u_0 \cosh \vartheta, u_x, u_y, u_0 \sinh \vartheta), \]

\[ X^\mu \equiv \left( u_\perp \cosh \vartheta, \frac{u_0 u_x}{u_\perp}, \frac{u_0 u_y}{u_\perp}, u_\perp \sinh \vartheta \right), \]

\[ Y^\mu \equiv \left( 0, -\frac{u_y}{u_\perp}, \frac{u_x}{u_\perp}, 0 \right), \]

\[ Z^\mu \equiv (\sinh \vartheta, 0, 0, \cosh \vartheta). \] (2.19)

### 2.4.1 Simplification for some symmetrical cases

For simplicity of calculations sometimes, however, I assume some symmetries for the system. For future reference, I point out that in the limit that the system is boost invariant
one can identify the longitudinal boost as longitudinal spacial rapidity, i.e. \( \vartheta = \varsigma \), with

\[
\begin{align*}
  t &= \tau \cosh \varsigma, \\
  z &= \tau \sinh \varsigma.
\end{align*}
\] (2.20)

Moreover, if the system is cylindrically symmetric, the rotation angle is equal to the azimuthal angle of the system, i.e. \( \varphi = \phi \), and the transverse boost is equal to the radial flow, i.e. \( \psi = \theta_\perp \), such that it is related to the radial flow velocity as \( v_\perp = \tanh \theta_\perp \). With these definitions the basis vectors in the LF in the boost-invariant and cylindrically symmetric (1+1d) case is summarized as

\[
\begin{align*}
u^\mu &= (\cosh \theta_\perp \cosh \varsigma, \sinh \theta_\perp \cos \phi, \sinh \theta_\perp \sin \phi, \cosh \theta_\perp \sinh \varsigma), \\
X^\mu &= (\sinh \theta_\perp \cosh \varsigma, \cosh \theta_\perp \cos \phi, \cosh \theta_\perp \sin \phi, \sinh \theta_\perp \sinh \varsigma), \\
Y^\mu &= (0, -\sin \phi, \cos \phi, 0), \\
Z^\mu &= (\sinh \varsigma, 0, 0, \cosh \varsigma).
\end{align*}
\] (2.21)

For transversally homogenous system, the transverse flow is absent, i.e. \( \theta_\perp = 0 \), and,

\[
\begin{align*}
u^\mu &= (\cosh \varsigma, 0, 0, \sinh \varsigma), \\
X^\mu &= (0, \cos \phi, \sin \phi, 0), \\
Y^\mu &= (0, -\sin \phi, \cos \phi, 0), \\
Z^\mu &= (\sinh \varsigma, 0, 0, \cosh \varsigma).
\end{align*}
\] (2.22)

Note that in the last case, \( X^\mu \) and \( Y^\mu \) are simply unit vectors in polar coordinates.

2.5 Dynamical equations

The dynamical equations in anisotropic hydrodynamics, similar to other hydrodynamics approaches, can be derived from the Boltzmann equation. The Boltzmann equation which is the main kinetic theory equation, is a non-linear differential equation which describes the
dynamical behavior of a system which is not necessarily in equilibrium. In a system with a large number of particles it is very hard to analyze the individual positions and momenta of the particles in the fluid. The Boltzmann equation, however, deals with this issue by considering the phase space probability distribution of the particles, i.e. $f(x,p)$. In the absence of external forces, the Boltzmann equation in covariant form is

$$p^\mu \partial_\mu f(x,p) = -\mathcal{C}[f(x,p)]. \quad (2.23)$$

In this equation, $\mathcal{C}[f]$ is the collisional kernel. The collisional kernel is a potentially complicated function which encodes all elastic and inelastic collisional interactions which modify the distribution of the particles in the plasma.\(^3\) Note that the Boltzmann equation in the form of Eq. (2.23) is completely general and no specific assumptions for the system’s interactions is made. However, as discussed previously, hydrodynamics studies the system’s evolution in the near equilibrium and small gradient limit. The typical way to obtain the hydrodynamic equations is to take different moments of the Boltzmann equation with an appropriate prescription for the collisional kernel. For a system which evolves close to equilibrium, one can use a simple formula for the collisional kernel, i.e. relaxation-time approximation (RTA)

$$\mathcal{C}[f(x,p)] = \frac{p \cdot u}{\tau_{eq}} \left[ f(x,p) - f_{eq}(x,p) \right], \quad (2.24)$$

where in this relation $\tau_{eq}$ is the relaxation time and $f_{eq}$ is the late-time equilibrium distribution function. Throughout this dissertation I am going to use RTA for the collisional kernel. By taking the moments I mean multiplying the quantity with four momenta and integrating over all momentum space, where in general integral measure is defined as

$$\int dP \equiv N_{dof} \int \frac{d^4p}{(2\pi)^4} 2\sqrt{-g}\Theta(p^0)(2\pi)\delta(p^\mu p_\mu - m^2). \quad (2.25)$$

In this expression, $N_{dof}$ is number of degrees of freedom and $g \equiv \det[g_{\mu\nu}]$.\(^4\) Taking the integral over $p^0$ sends all particles on mass shell, i.e. $p^0 \equiv E$ due to Dirac delta function

\(^3\)Note that the above equation is valid for a system with massless or constant-mass particles. Later, I will discuss a modified version of Boltzmann equation which governs quasiparticles with varying mass.

\(^4\)Note that for Minkowski spacetime $g = -1$
which enforces the mass-shell condition. One has
\[
\int dP = N_{\text{dof}} \int \frac{d^3p}{(2\pi)^3} \frac{1}{\sqrt{-gE}} = \tilde{N} \int \frac{d^3p}{\sqrt{-gE}},
\]  
\(2.26\)

where \(\mathbf{p}\) is the on-shell momentum vector, \(E\) is the on-shell energy, and the notation \(\tilde{N} \equiv N_{\text{dof}}/(2\pi)^3\) is defined for simplicity. The \(n\)th moment of quantity \(O\) is defined as
\[
\int dP p^{\mu_1} p^{\mu_2} \ldots p^{\mu_n} O.
\]  
\(2.27\)

In above expressions, \(N_{\text{dof}}\) can be obtained by the assumption that the pressures and energy densities obtained by any hydrodynamics approach, including anisotropic hydrodynamics, should simplify to the Stefan-Boltzmann limit in the ideal case. For a QCD system with quarks and gluons degrees of freedom ideal pressure reads
\[
P_{\text{SB}} = \frac{\pi^2 T^4}{45} \left( N_c^2 - 1 + \frac{7}{4} N_c N_f \right) = \frac{\epsilon_{\text{SB}}}{3},
\]  
\(2.28\)

with \(N_c\) and \(N_f\) being the number of color charges and number of quark flavors in the model, respectively. Throughout this dissertation, one has \(N_c = 3\) and \(N_f = 3\).

### 2.6 Bulk variables

The plasma bulk variables can be obtained by taking different moments of distribution function. In other words, replacing the quantity \(O\) with distribution function \(f(x,p)\) in
\(2.27\), for any value of \(n\) it provides us with a \(n\)th order hydrodynamics quantity. The set of \(n\)-th order quantities is unlimited and in principle one can obtain the quantities of any order. However, by increasing the moment order used, the number of degrees of freedom also increases, and one needs to construct a scheme for obtaining the necessary dynamical equations by taking higher moments of Boltzmann equation. On the other hand, stopping at \(n\)-th order, the number of degrees of freedom and the number of dynamical equations might not be matched. In this condition, the system will be under- or over-determined. A reasonable prescription is to stop at the lowest possible order (sufficient to investigate the
dissipative quantities of the desired order) and select necessary dynamical equations from available ones. The higher order moments encode the system at higher resolution.

Taking the first moment of distribution function provides us with four-current density

\[ J^\mu = \int dP \, p^\mu f(x, p), \quad (2.29) \]

and taking the second moment yields ‘well-known’ energy-momentum tensor

\[ T^{\mu\nu} = \int dP \, p^\mu p^\nu f(x, p). \quad (2.30) \]

Taking higher order moments provides some less-known tensor quantities. However, for future reference, I introduce \( I^{\mu\nu\lambda} \) obtained from the third moment of distribution function

\[ I^{\mu\nu\lambda} = \int dP \, p^\mu p^\nu p^\lambda f(x, p). \quad (2.31) \]

The set of basis vectors form a complete set (either in the LRF or LF) and any tensor quantity can be expanded in terms of them. This will helps to simplify the calculation of tensor quantities to only calculation of some scalar expansion coefficients. With a general prescription for distribution function, we have 4 degrees of freedom for \( J^\mu \), 10 for \( T^{\mu\nu} \), and 20 for \( I^{\mu\nu\lambda} \), i.e. \( J^\mu = nu^\mu + J_x X^\mu + J_y Y^\mu + J_z Z^\mu \) and so on. To obtain these numbers the intrinsic symmetry of above quantities under switching four momenta in integrals \( (2.30-2.31) \) is used. However, one can show that the leading order anisotropic distribution function defined at \( (2.6) \) possesses some extra symmetries, that reduces the number of degrees of freedom to 1, 4, and 3 for above tensor quantities, respectively:\(^5\)

\[ J^\mu = \ n \ u^\mu, \]

\[ T^{\mu\nu} = \ \epsilon \ u^\mu u^\mu + P_x X^\mu X^\nu + P_y Y^\mu Y^\nu + P_z Z^\mu Z^\nu, \]

\[ I^{\mu\nu\lambda} = \ I_u u^\mu u^\nu u^\lambda + I_x \left[ u^\mu X^\nu X^\lambda + X^\mu u^\nu X^\lambda + X^\mu X^\nu u^\lambda \right] \]

\[ + x \rightarrow y + x \rightarrow z. \quad (2.32) \]

\(^5\)It turns out that \( I_u \) is not an independent quantity and it can be obtained from \( I_x \)'s.
Above, \( n \) is the number density, \( \epsilon \) is the energy density, \( P_i \) are the components of pressure, and \( I \)'s are the second order quantities which encode the dissipative properties of the system. Taking appropriate projections provides us with their components.

To conclude the discussion of this chapter, I present the ideal (non-conformal) equilibrium thermodynamics quantities for a massless and massive system. The equilibrium distribution function for a classical gas is defined through a Maxwell-Boltzmann distribution

\[
f(p) = \exp\left(-\frac{E}{T}\right). \tag{2.33}
\]

The on-shell energy reads \( E = |p| \) for massless and \( E = \sqrt{p^2 + m^2} \) for massive case. Using the expanded forms of \( J^\mu \) and \( T^{\mu\nu} \) and Eqs. (2.29) and (2.30), one finds

\[
\begin{align*}
\epsilon_{eq}(T, m) &= 4\pi \tilde{N} T^4 \hat{m}_{eq}^2 \left[ 3K_2(\hat{m}_{eq}) + \hat{m}_{eq} K_1(\hat{m}_{eq}) \right], \\
P_{eq}(T, m) &= 4\pi \tilde{N} T^4 \hat{m}_{eq}^2 K_2(\hat{m}_{eq}), \\
n_{eq}(T, m) &= 4\pi \tilde{N} T^3 \hat{m}_{eq}^2 K_2(\hat{m}_{eq}),
\end{align*}
\]

where \( \hat{m}_{eq} \equiv m/T \) and \( K_n(x) \) are the modified Bessel function of the second kind. In the massless case these equations simplify to

\[
\begin{align*}
\epsilon_{eq}(T) &= 24\pi \tilde{N} T^4 = 3P_{eq}(T), \\
n_{eq}(T) &= 8\pi \tilde{N} T^3.
\end{align*}
\]

\[
\begin{align*}
(2.34)
\end{align*}
\]

### 2.7 Anisotropic hydrodynamics and viscous hydrodynamics

As discussed before, viscous hydrodynamics frameworks are able to reliably study small deviations from an isotropic equilibrium state. On the other hand, aHydro is able to provide an accurate description of the system even when the momentum space anisotropy is large. Therefore, one expects aHydro simplifies to vHydro in the limit of small anisotropy. Substituting (2.26) in (2.30) and expanding for small \( \xi_i \), one has \[64\]

\[
T^{\mu\nu} \simeq T_{eq}^{\mu\nu} - \frac{32\pi \tilde{N} T^4}{4} (\xi_x X^\mu X^\nu + \xi_y Y^\mu Y^\nu + \xi_z Z^\mu Z^\nu). \tag{2.36}
\]
Comparing to Eq. (2.32), the corrections to the pressure components, being components of shear tensor in the vHydro framework, are linearly proportional to anisotropy parameters.

2.8 Realistic equation of state

Generally, hydrodynamics models can be used to study the collective flow to different degrees, depending on how close to equilibrium the system is and how precise hydrodynamics formalism deals with viscous effects. For both ideal and viscous hydrodynamics, one needs to use an equation of state (EoS) obtained specifically for the system under consideration. The EoS which connects different thermodynamics quantities is obtained from theoretical considerations of the microscopic interactions. As discussed before, the governing interaction in QGP system is the strong force which is well studied in QCD. To obtain a realistic version of equation of state suitable for modeling the QGP, one needs to solve QCD dynamical equations for a relevant range of temperatures and chemical potentials. The complexity of the QCD Lagrangian rules out first-principle analytical calculations in this case. However, different groups are working on numerical calculations of the QCD partition function on a four dimensional lattice. In this dissertation, I am going to use a well-known parametrization of QCD lattice data provided by Budapest-Wuppertal collaboration [19].

Herein, I consider a system at finite temperature and zero chemical potential. At asymptotically high temperatures, the pressure of a gas of quarks and gluons tends the Stefan-Boltzmann (SB) limit. In what follows I take $N_c = N_f = 3$. At the temperatures probed in heavy-ion collisions there are important corrections to the SB limit and at low temperatures the relevant degrees of freedom change to hadrons. The standard way to determine the QGP EoS is to use non-perturbative lattice QCD calculations. For this purpose, I use an analytic parameterization of lattice data for the QCD interaction measure (trace anomaly),
Figure 2.2: panel (a) shows the energy density and pressure scaled by their respective SB limits and panel (b) shows the speed of sound squared both as a function of temperature.

\[ I_{eq} = \epsilon_{eq} - 3P_{eq}, \text{ taken from the Wuppertal-Budapest collaboration} \]  

\[
\frac{I_{eq}(T)}{T^4} = \left[ \frac{h_0}{1 + h_3 t^2} + \frac{f_0 \left[ \tanh(f_1 t + f_2) + 1 \right]}{1 + g_1 t + g_2 t^2} \right] \exp \left( \frac{h_1}{t} - \frac{h_2}{t^2} \right),
\]

with \( t \equiv T/(0.2 \text{ GeV}) \). For \( N_f = 3 \) one has \( h_0 = 0.1396, \ h_1 = -0.1800, \ h_2 = 0.0350, \ f_0 = 2.76, \ f_1 = 6.79, \ f_2 = -5.29, \ g_1 = -0.47, \ g_2 = 1.04, \) and \( h_3 = 0.01 \). So,

\[
\frac{P_{eq}(T)}{T^4} = \int_0^T \frac{dT}{T} \frac{I_{eq}(T)}{T^4},
\]

where I have assumed \( P_{eq}(T = 0) = 0 \). Having \( P_{eq}(T) \), one can obtain the energy density \( \epsilon_{eq} \) using \( \epsilon_{eq}(T) = 3P_{eq}(T) + I_{eq}(T) \). In the limit \( T \to \infty \), the system tends to the ideal limit as expected.\(^6\) The temperature dependence of the resulting equilibrium energy density, pressure, and speed of sound squared (\( c_s^2 = \partial P_{eq}/\partial \epsilon_{eq} \)) are shown in the two panels of Fig. 2.2.

\(^6\)In the original parametrization presented in Ref. \[19\] the authors used \( h_3 = 0 \), however, as pointed out in Ref. \[65\], choosing \( h_3 = 0 \) gives the wrong high temperature limit.
Chapter 3

**Bulk viscosity in anisotropic hydrodynamics**

### 3.1 Introduction

So far, I have discussed the conformal massless aHydro formalism relevant for modeling a massless QGP. In this chapter, I introduce non-conformal aHydro for a massive gas. Generalizing the model to a massive gas helps to study the bulk viscosity which is an essential component of hydrodynamics. In fact, lack of bulk degree of freedom in hydrodynamics model does not lead to a comprehensive and precise model for studying the QGP. In this chapter, I will discuss how introducing a bulk degree of freedom (DoF) will resolve the deficiencies of the previous non-conformal aHydro models, leading to better consistency with the exact solution of Boltzmann equation for a massive gas.

### 3.2 Massive system and conformal symmetry

In fluid mechanics, we define two main types of viscosity or internal friction of the fluid. (i) Shear viscosity which measures the fluid resistance to shearing flows. When the adjacent layers of the fluid move with different speeds, they experience resistance against sliding on each other. The fluids with more resistance of this kind, present higher values for shear viscosity. (ii) Bulk (volume) viscosity which plays the role when the compressibility is not negligible. It means, when a compressible fluid is compressed or expanded (without shear) it may exhibit resistance to flow which is called bulk viscosity. Bulk viscosity together with shear viscosity are the main governing dissipative mechanisms in the fluid dynamics. While shear viscosity reflects only molecular motions, in contrast the bulk viscosity reflects the relaxation of both “rotational”, “vibrational” DoFs, and inelastic number changing processes.
Following the discussion of aHydro in the last chapter, the natural way to make the formalism more general is to extend it to a massive plasma. Inclusion of mass in the dynamics provides us with a new scale in the system. On the other hand, bulk viscosity deals with the bulk size of the system and only vanishes when the system is scale-invariant (i.e. there is no resistance against expanding or squeezing). Therefore, including mass leads to non-zero bulk viscosity, requiring the bulk DoF in the dynamics. The system with zero bulk viscosity is assumed to be conformal, so, including mass breaks the “conformal symmetry”. The conformal symmetry, a terminology borrowed from the geometry, specifies a type of symmetry in connection with an object or a pattern that is scale invariant (self-similar).

Starting from the conformal aHydro formalism introduced in the last chapter, some people tried to study the massive system by naively extending the anisotropic distribution to a massive one. This approach is followed by Florkowski et al. [66], where two prescriptions for choosing the equations (i) from zeroth and first (ii) from first and second moments of Boltzmann equation have been tested. However, the numerical results were not promising. The reason is that the naive inclusion of mass in the distribution function without having any specific parameter manifesting the bulk viscosity explicitly is not only physically unreasonable but it is against the standard viscous hydrodynamics prescriptions in this regards. In this work, I have treated this inconsistency by introducing a new DoF in anisotropic distribution function which plays the role of the bulk DoF. Our approach is somewhat similar to the vhydro approach where one decomposes the shear tensor into traceless and traceful contributions. Herein, such a decomposition is performed when parametrizing the anisotropy tensor $\Xi^{\mu\nu}$. In this work, I derive the aHydro equations for a massive boost-invariant and cylindrically symmetric system, i.e. 1+1d, and then simplify to transversally symmetric case, i.e. 0+1d, where I compare with the exact solution of the Boltzmann equation. I begin by specifying the basic setup necessary for treating a boost-invariant and cylindrically-symmetric
system allowing for an explicit bulk DoF.

3.3 Massive ellipsoidal distribution function

As discussed previously, naively extending the anisotropic distribution function in the conformal massless case, i.e. Eq. (2.3), to the massive cases leads to conceptual and physical inconsistencies. To resolve this issue, I extend the previous definition of anisotropy tensor Eq. (2.4) to include a new scalar $\Phi$ degree of freedom, i.e. bulk DoF

$$\Xi_{\mu\nu} = u^{\mu}u^{\nu} + \xi^{\mu\nu} - \Delta^{\mu\nu}\Phi.$$  \hspace{1cm} (3.1)

As other parameters, $\Phi$ is understood to be a function of space and time and obeys $\Xi_{\mu\mu} = 1 - 3\Phi$. Using the anisotropic distribution function defined in Eq. (2.3) and using (3.1) instead of (2.4) and also considering $p \cdot u = E = \sqrt{p^2 + m^2}$, with mass $m$ being constant, one has in the LRF

$$f(x,p) = f_{eq}\left(\frac{1}{\lambda} \sqrt{p_\mu \Xi^{\mu\nu} p^\nu}\right) = f_{eq}\left(\frac{1}{\lambda} \sqrt{\sum_i \frac{p_i^2}{\alpha_i^2} + m^2}\right),$$  \hspace{1cm} (3.2)

where $i \in \{x, y, z\}$ and the anisotropy parameters is introduced as

$$\alpha_i \equiv (1 + \xi_i + \Phi)^{-1/2},$$  \hspace{1cm} (3.3)

whose range of definition is $0 < \alpha_i < +\infty$. In the isotropic equilibrium limit, where $\xi_i = \Phi = 0$, $\alpha_i = 1$, one has $p_\mu \Xi^{\mu\nu} p^\nu = (p \cdot u)^2 = E^2$, as expected. Here we have 3 anisotropy parameters plus $\Phi$, however, the tracelessness of $\xi^{\mu\nu}$ decreases the number of independent variables to three. In practice, I will use the variables $\alpha_i$ as the dynamical parameters and then convert back to the $\xi_i$ and $\Phi$ when necessary. I note that, using Eq. (3.3) and the tracelessness of the $\xi^{\mu\nu}$ tensor, one has

$$\Phi = \frac{1}{3} \sum_i \alpha_i^{-2} - 1.$$  \hspace{1cm} (3.4)
3.3.1 Simplifying for the spheroidal form

Note that, for a transversally homogeneous 0+1d system, one can further simplify the distribution function by using $\xi_x = \xi_y \equiv \xi_\perp$ and transforming to spheroidal form; however, it is more useful to keep the notation general and perform this simplification at the end of the calculation. In practice, therefore, the general ellipsoidal form (3.2) for the remainder of this chapter is used. However, for future comparisons one can define a spheroidal distribution function for massive system (including bulk DoF) using the old notations $(\xi, \Lambda)$

$$f(x, p) = f_{eq}\left(\frac{1}{\Lambda}\sqrt{p_\perp^2 + (1 + \xi)p_z^2 + (1 + \tilde{\Phi})m^2}\right).$$

(3.5)

Sometimes it is useful to make connections between these two notations, similar to the map which is introduced at (2.8)

$$1 + \xi = \frac{\alpha_x^2}{\alpha_z^2} = \frac{1 + \xi + \Phi}{1 - \xi z / 2 + \Phi},$$

$$\Lambda = \alpha_x \lambda = \frac{\lambda}{\sqrt{1 - \xi z / 2 + \Phi}},$$

$$1 + \tilde{\Phi} = \alpha_x^2 = \frac{1}{1 - \xi z / 2 + \Phi},$$

(3.6)

from which one can obtain the following relations

$$\xi_z = \frac{2\xi}{3(1 + \Phi)}; \quad \Phi = \frac{\xi - 3\tilde{\Phi}}{3(1 + \Phi)}; \quad \lambda = \frac{\Lambda}{\sqrt{1 + \Phi}}.$$  

(3.7)

Note that for $\Phi \to 0$ one obtains $\tilde{\Phi} = \xi / 3$ and for $\tilde{\Phi} \to 0$ one obtains $\Phi = \xi / 3$.

3.4 System bulk variables

Before deriving the dynamical equations of the system, one needs to determine the thermodynamic variables of the system: number density, energy density, and pressures. To do so, I use Eqs. (2.32) to determine the relevant projections of $J^\mu$ and $T^{\mu\nu}$ for each variable. Then, one can take projections of the integral forms of $J^\mu$ and $T^{\mu\nu}$, i.e. Eqs. (2.30 2.31), being implemented by massive ellipsoidal distribution function defined at (3.2). As discussed
before, in this chapter the variables and equations of motions are primarily derived for the boost-invariant cylindrically symmetric 1+1d case and then specialized to 0+1d case. Hence, the relevant basis vectors would be the ones defined at (2.21). Equivalently, the tensor $T^{\mu\nu}$ has a simpler form in the 1+1d case, since $P_x = P_y \equiv P_T$. The number density is

$$n(\alpha, m) = \int dPE f_{eq} \left( \frac{1}{\lambda} \sqrt{\sum_i \frac{p_i^2}{\alpha_i^2} + m^2} \right) = \alpha n_{eq}(\lambda, m),$$

where $i \in \{x, y, z\}$ and $\alpha \equiv \prod_i \alpha_i$. Note that $n_{eq}(\lambda, m)$ follows $n_{eq}(T, m)$ specified by Eq. (2.34). The energy density and transverse/longitudinal pressures are given by

$$\epsilon = \int dPE^2 f_{eq} \left( \frac{1}{\lambda} \sqrt{\sum_i \frac{p_i^2}{\alpha_i^2} + m^2} \right) = \mathcal{H}_3(\alpha, \hat{m}) \lambda^4,$$

$$P_T = \frac{1}{2} \int dP (p_x^2 + p_y^2) f_{eq} \left( \frac{1}{\lambda} \sqrt{\sum_i \frac{p_i^2}{\alpha_i^2} + m^2} \right) = \mathcal{H}_{3T}(\alpha, \hat{m}) \lambda^4,$$

$$P_L = \int dP p_z^2 f_{eq} \left( \frac{1}{\lambda} \sqrt{\sum_i \frac{p_i^2}{\alpha_i^2} + m^2} \right) = \mathcal{H}_{3L}(\alpha, \hat{m}) \lambda^4,$$

where $\hat{m} \equiv m/\lambda$. For a transversally homogeneous system one has $\alpha_x = \alpha_y$, which gives

$$\epsilon = \tilde{\mathcal{H}}_3(\alpha, \hat{m}) \lambda^4,$$

$$P_T = \tilde{\mathcal{H}}_{3T}(\alpha, \hat{m}) \lambda^4,$$

$$P_L = \tilde{\mathcal{H}}_{3L}(\alpha, \hat{m}) \lambda^4.$$

All functions used above are collected in App. D.1.

3.5 Moments of the Boltzmann equation

To obtain the necessary equations of motion, I take moments of the Boltzmann equation in the relaxation time approximation. Below, I compute the zeroth, first, and second moments of Eq. (2.23) using (2.21) for a boost-invariant cylindrically symmetric 1+1d system. At the end of each subsection, I specialize to transversally homogeneous 0+1d system.
3.5.1 Zeroth moment

Computing the zeroth moment gives

\[ D_u n + n \theta_u = \frac{1}{\tau_{\text{eq}}} (n_{\text{eq}} - n), \tag{3.15} \]

with co-moving derivatives and divergences defined in App. C. For one-dimensional transversally homogeneous expansion one has

\[ \partial_\tau n + \frac{n}{\tau} = \frac{1}{\tau_{\text{eq}}} (n_{\text{eq}} - n), \tag{3.16} \]

which upon using (3.8) gives

\[ \partial_\tau \log \alpha_x^2 \alpha_z + \left[ 3 + \frac{\dot{\hat{m}}}{K_2(\hat{m})} \right] \partial_\tau \log \lambda + \frac{1}{\tau_{\text{eq}}} \left[ \frac{1}{\alpha_x^2 \alpha_z} \frac{T}{K_2(\hat{m})} \right] - 1. \tag{3.17} \]

3.5.2 First moment

The first moment of the Boltzmann equation gives energy-momentum conservation

\[ \partial_\mu T^{\mu\nu} = 0. \tag{3.18} \]

In principle, the right-hand side of this equation (i.e. the first moment of the collisional kernel in RTA) is not trivially vanishing. By forcing it to vanish, one guarantees energy-momentum conservation. This provides us with a new constraint equation which is called dynamical Landau matching condition (LMC). Using the LMC one can define the temperature in terms of other dynamical variables of the system. It also introduces one way to define the local rest frame of the flow. The first moment of collisional kernel in RTA results in

\[ u_\mu T^{\mu\nu} = u_\mu T_{\text{eq}}^{\mu\nu}. \tag{3.19} \]

Herein \( T_{\text{eq}}^{\mu\nu} \) is the equilibrium energy-momentum tensor

\[ T_{\text{eq}}^{\mu\nu} = (\epsilon_{\text{eq}} + P_{\text{eq}}) u^\mu u^\nu - P_{\text{eq}} \eta^{\mu\nu}, \tag{3.20} \]
where $\epsilon_{eq}$ and $P_{eq}$ are given by Eqs. (2.34). I will return to dynamical Landau matching later.

For a boost-invariant and cylindrically symmetric system the energy-momentum tensor $T^{\mu\nu}$ has the general structure

$$
T^{\mu\nu} = \epsilon u^\mu u^\nu + P_x X^\mu X^\nu + P_y Y^\mu Y^\nu + P_z Z^\mu Z^\nu.
$$

(3.21)

The resulting non-trivial dynamical equations in this case are

$$
D_u \epsilon + \epsilon u^\mu D_i X^\mu = - \sum_i P_i u^\mu D_i X^\mu,
$$

(3.22)

$$
D_x P_x + P_x \theta_x = \epsilon (X_\mu D_u u^\mu) + P_y (X_\mu D_y Y^\mu) + P_z (X_\mu D_z Z^\mu),
$$

(3.23)

where the equations can be expanded using the identities listed in App. C. For a transversally homogeneous 0+1d system one can take $\alpha_x = \alpha_y$ and the energy-momentum tensor $T^{\mu\nu}$ has a somewhat simpler structure

$$
T^{\mu\nu} = (\epsilon + P_T) u^\mu u^\nu - P_T \eta^{\mu\nu} + (P_L - P_T) Z^\mu Z^\nu.
$$

(3.24)

In this limit, Eq. (3.23) gives $\partial_r P_x = 0$, which is a result of the homogeneity in the transverse plane. However, Eq. (3.22) gives

$$
\partial_r \epsilon = - \frac{\epsilon + P_L}{\tau}.
$$

(3.25)

Using Eqs. (3.12) and (3.14), this becomes explicitly

$$
\left(4 \tilde{H}_3 - \tilde{\Omega}_m\right) \partial_r \log \lambda + \tilde{\Omega}_T \partial_r \log \alpha_x^2 + \tilde{\Omega}_L \partial_r \log \alpha_z = - \frac{1}{\tau} \tilde{\Omega}_L.
$$

(3.26)

Now let’s discuss LMC in more details. Using (2.32), the Eq. (3.19) results in explicit energy conservation equation

$$
\epsilon(\xi, \Phi, \hat{m}) = \epsilon_{eq}(T) \Rightarrow \tilde{\mathcal{H}}_3 \lambda^4 = 4\pi \tilde{N} T^4 \hat{m}^2 \left[3 K_2(\hat{m}_{eq}) + \hat{m}_{eq} K_1(\hat{m}_{eq}) \right],
$$

(3.27)

which implies that the non-equilibrium energy density is equal to its equilibrium counterpart at all spacetime points during the evolution of the system. Equation (3.27) is another
constraint equation which can be solved using non-linear root finding algorithms, together with the other dynamical equations. Note however that instead of using a root solver to enforce the LMC, it is possible to transform this equation into a differential equation by taking a derivative with respect to $\tau$ on the left and right hand sides [67]. Taking a derivative of Eq. (3.27) and using (3.26) one has
\[
\partial_\tau \log T = -\frac{1}{\tau} \frac{\dot{\Omega}_L}{\Omega_{eq}}, \tag{3.28}
\]
with
\[
\dot{\Omega}_{eq} \equiv 4\pi \tilde{N} \dot{m}_{eq}^2 \left[12K_2(\dot{m}_{eq}) + 5\dot{m}_{eq}K_1(\dot{m}_{eq}) + \dot{m}_{eq}^2K_0(\dot{m}_{eq})\right]. \tag{3.29}
\]
If one uses this method, one needs to ensure that Eq. (3.28) is satisfied at $\tau = \tau_0$ and then evolve (3.29) with the other dynamical equations. I will use both methods to check our numerical results, but will primarily use the root-finding method since, in practice, it is slightly more numerically efficient for the case at hand.

### 3.5.3 Second moment

Computing the second moment of the Boltzmann equation, one finds
\[
\partial_\lambda I^{\lambda\mu\nu} = \frac{1}{\tau_{eq}} \left( u_\lambda I_{eq}^{\lambda\mu\nu} - u_\lambda I^{\lambda\mu\nu} \right), \tag{3.30}
\]
where the $I$-tensor is defined in Eqs. (2.31) and (2.32). Evaluating the necessary integrals using the distribution function (3.2), one finds
\[
I_u = \left( \sum_i \alpha_i^2 \right) \alpha I_{eq}(\lambda, m) + \alpha m^2 n_{eq}(\lambda, m),
\]
\[
I_i = \alpha \alpha_i^2 I_{eq}(\lambda, m), \tag{3.31}
\]
with
\[
I_{eq}(\lambda, m) \equiv \frac{4\pi \tilde{N} \lambda^5}{3} \int_0^\infty d\tilde{p} \tilde{p}^4 f_{eq} \left( \sqrt{\tilde{p}^2 + m^2} \right) = 4\pi \tilde{N} \lambda^5 \dot{m}^3 K_3(\dot{m}). \tag{3.32}
\]
Note that, in general, one has
\[
I_u - \sum_i I_i = \alpha m^2 n_{eq}(\lambda, m), \tag{3.33}
\]
and \( \lim_{m \to 0} I_u = \sum_i I_i \). The second moment equation is obtained by expanding Eq. (3.30)

\[
\partial_\lambda I^{\lambda \mu \nu} = u^\mu u^\nu D_u I_u + I_u [u^{\mu} u^\nu \theta_u + 2 u^{(\nu} D_u u^{\mu)}] + X^{\mu} X^\nu D_u I_x + 2 u^{(\mu} X^{\nu)} D_x I_x \\
+ I_x [X^{\mu} X^\nu I + 2 X^{(\nu} D_x X^{\mu)}] + 2 I_x [u^{(\mu} X^{\nu)} \partial_\alpha X^\alpha + X^{(\nu} D_x u^{\mu)} + u^{(\mu} D_x X^{\nu)}] \\
+ (X \to Z) + (X \to Z) = \frac{1}{\tau_{eq}} \left( u_\lambda I^{\lambda \mu \nu} - u_\lambda I^{\lambda \mu \nu} \right). \tag{3.34}
\]

The above is a tensor equation which contains several scalar equations which can be obtained using different projections (4 diagonal and 6 off-diagonal). Let’s begin with the diagonal projections. By taking \( uu^- \), \( XX^- \), \( YY^- \), and \( ZZ^- \)-projections one has, respectively,

\[
D_u I_u + I_u \theta_u + 2 \sum_i I_i u_\mu D_i X^\mu = \frac{1}{\tau_{eq}} (I_{u,eq} - I_u), \tag{3.35}
\]

\[
D_u I_i + I_i (\theta_u + 2 u_\mu D_i X^\mu) = \frac{1}{\tau_{eq}} (I_{eq} - I_i); \quad i \in \{x, y, z\}. \tag{3.36}
\]

Among off-diagonal equations, only \( uX^- \)-projection provides us with a useful equation

\[
D_x I_x + I_x \theta_x + (I_x + I_u) D_u X^\mu - I_y X_\mu D_y Y^\mu - I_z X_\mu D_z Z^\mu = 0. \tag{3.37}
\]

The \( uY^- \) and \( uZ^- \)-projections provide two equations

\[
D_y I_y = \partial_\phi I_y = 0, \tag{3.38}
\]

\[
D_z I_z = \partial_\varsigma I_z = 0, \tag{3.39}
\]

which are expressing the cylindrically symmetry and boost invariance of the system, respectively. Other off-diagonal equations, i.e. \( XY^- \), \( XZ^- \), and \( YZ^- \)-projections, are trivially satisfied in the 1+1d case. The identities used are listed in App. C.

The set of Eqs. (3.35)-(3.36) and (3.37) are five independent dynamical equations obtained from the second moment [64], which together with (3.15) from the zeroth moment, (3.22) and (3.23) from the first moment, and Landau Matching condition (3.29) seem to form a set of nine dynamical equations for the six unknowns \((\alpha_i, \lambda, T, \theta_\perp)\) necessary to describe boost-invariant cylindrically-symmetric system. However, making use of Eq. (3.33) one finds
that Eq. (3.35) is not an independent equation and can be obtained from the three equations (3.36). To see this, subtracting Eqs. (3.36) from Eq. (3.35) and then using (3.33) gives

\[ m^2 \left[ D_u n + n \theta_u \right] = m^2 \left[ \frac{1}{\tau_{eq}} (n_{eq} - n) \right]. \tag{3.40} \]

For massless systems this is satisfied trivially, however, if \( m \) is finite, one has

\[ D_u n + n \theta_u = \frac{1}{\tau_{eq}} (n_{eq} - n), \tag{3.41} \]

which is precisely the zeroth moment equation obtained previously (3.15). Since the second moment equation for \( \mathcal{I}_u \) is identical to the zeroth moment equation, this leaves us with eight equations for six unknowns. As demonstrated by Tinti and Florkowski [64], the three equations for \( \mathcal{I}_i \) (3.36) can be reduced to two equations since the third is guaranteed if the other two are satisfied. This leaves us with seven equations for six unknowns. Also, one can follow the prescription of Tinti and Florkowski, which is to disregard the \( uX \)-projection equation (3.37). Using this scheme, one then has the same number of equations as unknowns, namely six. I will return to this issue in the conclusions.

For a 0+1d system, using the identities listed in App. C one can further simplify the equations. The set of Eqs. (3.36) provide only two equations for \( i = x, z \) (in the 0+1d the system does not distinct between \( x \) and \( y \) directions). The equation (3.37) simplifies to

\[ \partial_r \mathcal{I}_x = 0 \]

which guarantees that the model variables of the system are invariant respect to \( r \) (as expected in 0+1d case). Summing up equations from all moments in 0+1d, one obtains 5 equations for 4 (\( \alpha_x, \alpha_z, \lambda, \) and \( T \)) variables\(^1\). In order to match the number of equations and variables, one can choose one of the second moment equations. However, following [64], one can subtract one third of the sum of the \( \mathcal{I}_i \) equations from each of the \( \mathcal{I}_i \) equations\(^2\). This logic in 0+1d translates into subtracting \( x \) and \( z \) components, which yields

\[ \partial_r \log \left( \frac{\alpha_x}{\alpha_z} \right) - \frac{1}{\tau} + \frac{3}{4 \tau_{eq}} \frac{\xi_z}{\alpha_x \alpha_z} \left( \frac{T}{\lambda} \right)^2 \frac{K_3(m_{eq})}{K_3(\hat{m})} = 0, \tag{3.42} \]

\(^1\)Note that in 0+1d case, the system is homogeneous in transverse plane so \( \theta_\perp = 0 \).

\(^2\)Following Ref. [64] I also discard the equation implied by the sum of the \( \mathcal{I}_i \) equations.
where $\xi_z = \frac{2}{3}(\alpha_z^{-2} - \alpha_x^{-2})$.

### 3.6 0+1d dynamical equations

Our final set of three dynamical equations describing the evolution of a massive 0+1d system including bulk viscous pressure are given by Eqs. (3.17), (3.26), (3.42), and (3.28):

\[
\partial_\tau \log \frac{\alpha_x^2 \alpha_z}{\alpha_x \alpha_z^2} + \left[ 3 + \hat{m} \frac{K_1(\hat{m})}{K_2(\hat{m})} \right] \partial_\tau \log \lambda + \frac{1}{\tau} = \frac{1}{\tau_{eq}} \left[ \frac{1}{\alpha_x^2 \alpha_z} \frac{T}{K_2(\hat{m}_{eq})} - 1 \right], 
\]

\[
(4\mathcal{H}_3 - \tilde{\Omega}_m) \partial_\tau \log \lambda + \tilde{\Omega}_T \partial_\tau \log \alpha_x^2 + \tilde{\Omega}_L \partial_\tau \log \alpha_z = -\frac{1}{\tau} \tilde{\Omega}_L, 
\]

\[
\partial_\tau \log \left( \frac{\alpha_x}{\alpha_z} \right) - \frac{1}{\tau} + \frac{3}{4\tau_{eq} \alpha_x^2 \alpha_z} \left( \frac{T}{\lambda} \right)^2 \frac{K_3(\hat{m}_{eq})}{K_3(\hat{m})} = 0, 
\]

\[
\partial_\tau \log T = -\frac{1}{\tau} \frac{\lambda^4}{T^4} \tilde{\Omega}_L. 
\]

These four equations can be used to evolve $\xi_z$, $\Phi$, $\lambda$, and $T$ in proper-time (or alternatively $\alpha_x$, $\alpha_z$, $T$, and $\lambda$). As discussed previously in order to build a more stable algorithm for this problem I solve Eqs. (3.43), (3.44), and (3.45) and solve Eq. (3.27) using root finding in order to obtain the local effective temperature.

### 3.7 Numerical results

I now compare the evolution predicted by Eqs. (3.43)-(3.45) with the exact solution of the massive Boltzmann equation obtained in Ref. [10]. Instead of evolving the anisotropy parameter $\xi_z$ and bulk parameter $\Phi$, $\alpha_x$ and $\alpha_z$ are evolved numerically. I fix the initial conditions for $\alpha_x^0$, $\alpha_z^0$, and $T_0 = 600$ MeV at $\tau_0 = 0.5$ fm/c and fix $\lambda_0$ using Eq. (3.27). I then use Eqs. (3.43)-(3.45) to evolve $\alpha_x$, $\alpha_y$, and $\lambda$. At each step of the numerical integration, Eq. (3.27) is used to self-consistently determine the effective temperature $T$ which appears in the equations of motion or, alternatively, evolve the temperature using Eq. (3.28).
Figure 3.1: In all figures, the three lines correspond to the exact solution of the Boltzmann equation [10] (black solid line), the full aHydro equations including the bulk DoF (red dashed line), and the aHydro equations with the ellipsoidal bulk DoF set to zero (blue dot-dashed line). For all panels, $m = 1\ GeV$, $\tau_0 = 0.5\ fm/c$, $\tau_{eq} = 0.5\ fm/c$, and $T_0 = 600\ MeV$ are used. In the top panels the initial spheroidal anisotropy parameter $\xi_0 = 0$ are fixed and in the bottom panels $\xi_0 = 100$ is used. Left: (Color online) Proper-time evolution of $P_L/P_T$. Right: (Color online) Proper-time evolution of the bulk pressure.

In Fig. 3.1 I plot the proper-time evolution of $P_L/P_T$ and the bulk pressure $\Pi_\zeta$, respectively. The bulk pressure is computed via

$$\Pi_\zeta(\tau) = \frac{1}{3} [P_L(\tau) + 2P_T(\tau) - 3P_{eq}(\tau)], \quad (3.47)$$

where $P_{eq}$ is the equilibrium pressure evaluated at the effective temperature $T(\tau)$. In both figures the three lines correspond to the exact solution of the Boltzmann equation [10] (black solid line), the full aHydro equations including the bulk DoF (red dashed line), and the aHydro equations with the spheroidal bulk DoF ($\Phi$) set to zero at all times (blue dot-dashed line). For both panels, $m = 1\ GeV$ and $\tau_{eq} = 0.5\ fm/c$ is used. In the top panels I fixed the...
initial spheroidal anisotropy parameter $\xi_0 = 0$ and in the bottom panels I chose $\xi_0 = 100$. For the bulk initial condition I take $\tilde{\Phi}_0 = 0$ since this is consistent with the spheroidal initial condition assumed in the exact solution.

Considering first Fig. 3.1 one sees that allowing for the bulk DoF significantly improves agreement between aHydro and the exact solution. The equations derived previously correspond to the assumption that $\tilde{\Phi} = 0$ at all proper times. As can be seen from this figure, if this assumption is made (blue dot-dashed line) the agreement with the exact solution is quite poor. Alternatively, one could assume that the ellipsoidal bulk parameter $\Phi = 0$ at all times. This case is not shown, because it is vastly inferior and does not even reproduce the late-time dynamics of the system. Turning our attention to Fig. 3.1 one sees from the top panel that for a system which is initially isotropic, the different prescriptions seem to give nearly identical results for $P_L/P_T$. However, if the initial pressure anisotropy is large (bottom panel), then solution of the full aHydro equations including the bulk DoF seems to be further away from the exact solution. It seems that, within the framework advocated here, it not possible to improve the agreement with the exact solutions for the bulk pressure without causing some discrepancy in the pressure anisotropy. Since the number of parameters used to describe the system is quite small, this may not be surprising, but it is still worrisome that the uniform convergence towards the exact result in all bulk observables is not observed. Now consider a somewhat lower mass as an additional check of the performance of the aHydro equations obtained herein. In Figs. 3.2 I plot the proper-time evolution of $P_L/P_T$ and the bulk pressure $\Pi_\zeta$, respectively. The parameters and descriptions are the same as Figs. 3.1 except for these figures I take $m = 300$ MeV. These figures once again show that including the bulk DoF improves agreement between aHydro and the exact solution for the bulk pressure; however, including the bulk DoF seems to cause a somewhat poorer agreement with the pressure anisotropy when the system has a large initial momentum-space anisotropy.
Figure 3.2: (Color online) Proper-time evolution of $P_L/P_T$. Parameters and descriptions are the same as in Fig. 3.1 except here I take $m = 300$ MeV. (Color online) Proper-time evolution of the bulk pressure.

As our final numerical result, in Fig. 3.3 I plot the bulk pressure (3.47) as a function of proper time for different assumed particle masses ranging from $m = 300$ MeV down to $m = 50$ MeV. Except for the masses, the parameters, descriptions, and initial conditions are the same as in the preceding figures. As can be seen from the top panel of Fig. 3.3 as one lowers the mass, the bulk pressure goes to zero as it should. From the bottom panel one learns that there is very little dependence of the pressure anisotropy on the assumed mass of the particles.

3.8 Conclusions

In this chapter I extended the treatment of Tinti and Florkowski [64] to include an explicit bulk DoF. This was done by introducing a general form for the anisotropy tensor $\Sigma^{\mu\nu}$ and then decomposing it into components parallel to and orthogonal to the fluid four-velocity. I then
Figure 3.3: (Color online) Bulk pressure and pressure anisotropy as a function of proper time. All curves correspond to the aHydro evolution including the bulk DoF. I took $\xi_0 = 0$ with all other the initial conditions and parameters being the same as in previous figures.

I further decomposed the orthogonal piece into traceless and traceful components analogously to how the viscous tensor is decomposed in standard relativistic viscous hydrodynamics. Using this as a starting point, I then derived explicit expressions for the number density, energy density, and pressures for a massive anisotropic gas. I then took moments of the Boltzmann equation in the RTA. Restricting to boost-invariant and cylindrically symmetric systems, the full set of dynamical equations necessary to evolve the effective temperature, momentum-space anisotropies, and the bulk DoF is obtained.

In order to test the efficacy of the approach, a transversally homogeneous system which reduces the system to 0+1d is considered. For such a boost-invariant and transversally
homogeneous system of massive particles it is possible to solve the relaxation time approximation Boltzmann equation exactly [10]. Our comparisons of aHydro with the exact solution showed that adding the bulk DoF improves agreement between aHydro and the exact results for the bulk pressure. However, including this DoF seems to cause some small early-time discrepancy with the pressure anisotropy evolution when the system is assumed to have a large initial momentum-space anisotropy.

On the formal side, an important result of the work presented in this chapter concerns the question of how to select which moments of the Boltzmann equation to use for the evolution of the microscopic parameters. Even in the case of a 0+1d system, with the addition of the bulk DoF, it is not obvious a priori which moment, either zeroth moment or the $uu$-projection of the second moment, should be used as the additional equation of motion. I demonstrated herein that in general, for a system of massive particles, the zeroth moment and $uu$-projections of the second moment of the Boltzmann equation give the same dynamical equation. As a consequence, there is less ambiguity about how to proceed in the case of a 0+1d system. If one considers a 1+1d boost-invariant cylindrically symmetric system there are two more equations than the number of unknowns. The prescription of Tinti and Florkowski [64] is to disregard the equation generated by the $ux$-projection of the second moment and the sum of the $L_i$ equations, which seems to work in practice; however, it would be nice to have a more firm physics justification for this procedure. To us, the mismatch in number of equations and parameters suggests that for a 1+1d system one can introduce an additional parameter in the ansatz for the one-particle distribution; however, it is unclear at this moment in time what additional physics parameters are required/well-motivated.

Looking forward, despite the progress reported here, there are still important open questions to be addressed. The first and foremost question in our minds concerns the massless limit of the equations obtained herein. In this limit the bulk DoF should be irrelevant,
which is evidenced by our numerical results (in that the bulk pressure goes to zero negating
the need for this DoF). However, in terms of the microscopic parameters $\xi_i$ and $\Phi$ it is not
obvious to us at this moment that the system of equations obtained herein reduces smoothly
to the system of equations obtained by Tinti and Florkowski. It is straightforward to show
that the first and second moment equations become the same as those obtained by Tinti and
Florkowski, however, the zeroth moment equation remains part of the system of equations
even in the massless limit and one then has an overdetermined system. In their approach
Tinti and Florkowski disregarded the zeroth moment equation, so it is not clear to us how
our equations and theirs can be smoothly connected.

Another important open question raised by this work concerns how to simultaneously
improve the description of the pressure anisotropy and bulk pressure. In order to get better
agreement with the exact solutions for the pressure anisotropy and bulk pressure, particularly
at early times, it seems that one needs to account for non-ellipsoidal components of the one-
particle distribution function. This can be done using methods similar to Ref. [68]; however,
the anisotropic background would now be much more complicated. It may be more efficient
in the end to linearize around the spheroidal background and include the ellipsoidal and
bulk corrections perturbatively since in this case many of the integrals (analogs of the $H_3$
functions used herein) can be evaluated analytically.

Finally, note that in this work, a system of particles with fixed masses is considered which
means that the equation of state is fixed. Looking forward, within the kinetic approach one
would like to have a way to implement a realistic equation of state that can reasonably
reproduce the lattice equation of state. One possibility is to use a quasiparticle approach as
proposed by Romatschke [69].
Chapter 4

Anisotropic hydrodynamics under the conformal Gubser flow

4.1 Introduction

In the previous chapter, I discussed the inclusion of the bulk degree of freedom in non-conformal aHydro formalism. Such a formalism is useful in studying a non-conformal QGP. As discussed before, dissipative hydrodynamics has been a successful tool for studying the spatio-temporal evolution of the medium. For phenomenological applications, second-order viscous hydrodynamics is the most often-used hydrodynamical framework. On the other hand, the aHydro studies the early-time strong momentum-space anisotropy more systematically. One of the most important challenges with regard to aHydro is whether or not it is able to describe the dynamics better than standard vHydro models. In this chapter, I want to present compelling evidence that aHydro describes the non-equilibrium behavior of the QGP far better than contemporary vHydro models for a system presenting both transverse and longitudinal expansions. The work presented in this chapter is crucially important because it demonstrates that incorporating non-equilibrium effects using the aHydro framework is mathematically more accurate. This sets the stage for aHydro to become the most accurate hydrodynamics framework for phenomenological study of the QGP.

In this chapter, I derive the anisotropic hydrodynamics dynamical equations for a system subject to conformal Gubser flow \cite{70,71} and compare the results to recently obtained analytical solutions to the Boltzmann equation in the relaxation-time approximation subject to the same flow \cite{21,72}. I also compare to recently obtained solutions using the Israel-Stewart second-order viscous hydrodynamics framework \cite{73} and a complete second-order
Grad 14-moment approximation (DNMR) [72]. Since Gubser flow includes both cylindrically-symmetric transverse and boost-invariant longitudinal (1+1d) expansion, this will allow us to test the efficacy of anisotropic hydrodynamic model in a more realistic set up. In order to implement the anisotropic hydrodynamics framework, I begin by assuming that, to leading order, the one-particle distribution function is ellipsoidally symmetric in the momenta conjugate to the \textit{de Sitter coordinates} used to parameterize the Gubser flow and that the argument of the distribution function only depends quadratically on the de Sitter-space momenta. I then demonstrate that the $SO(3)_q$ symmetry in de Sitter space further constrains the anisotropy tensor to be of spheroidal form. The resulting system of coupled ordinary differential equations for the de Sitter-space momentum scale $\hat{\lambda}$ and anisotropy parameter $\hat{\alpha}_{\varsigma}$ are solved numerically. I show that aHydro describes the spatio-temporal evolution of the system better than all currently known dissipative hydrodynamics approaches. In addition, I prove that anisotropic hydrodynamics simplifies to the exact solution of the relaxation-time approximation Boltzmann equation in the ideal, $\eta/s \to 0$, and free-streaming, $\eta/s \to \infty$, limits.

4.2 Conventions and setup

In this chapter, in order to distinguish among three coordinate systems I use special symbols. Cartesian Milne coordinates are defined by $\tilde{x}^\mu = (\tau, x, y, \varsigma)$. The polar Milne coordinates is defined as $\tilde{x}^\mu = (\tau, r, \phi, \varsigma)$. In all cases, the flow velocity $u^\mu$ is normalized as $u_\mu u^\mu = -1$. Finally, all variables connected to the de Sitter coordinate are going to hold “hat”, i.e. $\hat{x}^\mu = (\rho, \theta, \phi, \varsigma)$. Herein I assume that the system is boost invariant and cylindrically symmetric with respect to the beamline at all times. With this assumption, one can construct a flow with $SO(3)_q \otimes SO(1,1) \otimes \mathbb{Z}_2$ symmetry (“Gubser symmetry”) [71] [70]. In this case, one can show that all dynamical variables depend on $\tau$ and $r$ through the
dimensionless combination

\[ G(\tau, r) = \frac{1 - q^2 \tau^2 + q^2 r^2}{2q\tau}, \]  

where \( q \) is an arbitrary energy scale\(^1\). In order to study the dynamics, I start by specifying a basis appropriate for treating a boost-invariant and cylindrically-symmetric system and then simplify the equations of motion by introducing de Sitter coordinates. In this chapter, the metric is taken to be “mostly plus”, i.e. \( \eta^{\mu\nu} = \text{diag}(-1, 1) \), such that in Minkowski space with \( x^\mu = (t, x, y, z) \), the line element is

\[ ds^2 = \eta_{\mu\nu} dx^\mu dx^\nu = -dt^2 + dx^2 + dy^2 + dz^2. \]  

4.2.1 Weyl transformation

In order for a system to be conformally invariant, the dynamics should be invariant under Weyl rescaling\(^7\). A \((m, n)\) tensor of the form \( Q^{\mu_1...\mu_m}_{\nu_1...\nu_n}(x) \) with canonical dimension \( \Delta \) transforms under Weyl rescaling as

\[ Q^{\mu_1...\mu_m}_{\nu_1...\nu_n}(x) \rightarrow \Omega^{\Delta + m - n} Q^{\mu_1...\mu_m}_{\nu_1...\nu_n}(x), \]  

where \( \Omega(x) = \exp[\omega(x)] \) with \( \omega(x) \) being a function of space and time. For example, the metric tensor \( \eta_{\mu\nu} \) is a dimensionless tensor of rank 2. Using the relation above with \( m = 0, n = 2 \), and \( \Delta = 0 \), one finds \( [\eta_{\mu\nu}] = -2 \). This means that \( \eta_{\mu\nu} \) has a conformal weight of \( -2 \) and transforms under Weyl rescaling as\(^7\)

\[ \eta_{\mu\nu} \rightarrow \Omega^{-2} \eta_{\mu\nu}. \]  

\(^1\)The final results presented herein are expressed in de Sitter space and hold for arbitrary \( q \).
4.2.2 Gubser flow and de Sitter coordinates

The Gubser flow is completely determined by symmetry constraints to be\[70, 71\]
\[
\begin{align*}
\tilde{u}^\tau &= \cosh \left[ \tanh^{-1} \left( \frac{2q^2\tau}{1 + q^2\tau^2 + q^2r^2} \right) \right], \\
\tilde{u}^r &= \sinh \left[ \tanh^{-1} \left( \frac{2q^2\tau}{1 + q^2\tau^2 + q^2r^2} \right) \right], \\
\tilde{u}^\phi &= \tilde{u}^\varsigma = 0. \\
\end{align*}
\]
Comparing basis vectors defined in Eqs. (2.21) and (4.5), one has\[4.5\]
\[
\theta_\perp = \tanh^{-1} \left( \frac{2q^2\tau}{1 + q^2\tau^2 + q^2r^2} \right). \\
\]
In what follows, a Weyl rescaling and a change of variables to de Sitter coordinates are performed. I begin by introducing the de Sitter “time” $\rho$ and polar angle $\theta$\[71\]
\[
\sinh \rho = -\frac{1 - q^2\tau^2 + q^2r^2}{2q\tau}; \quad \tan \theta = \frac{2qr}{1 + q^2\tau^2 - q^2r^2}. \\
\]
Note that, for fixed $r$, the limits $\tau \to 0^+$ and $\tau \to \infty$ correspond to $\rho \to -\infty$ and $\rho \to \infty$, respectively. This means that the de Sitter map covers the future (forward) light cone.

In order to map the flow (4.5) to a static one, I follow the prescription of Gubser\[71, 70\] and make a coordinate transformation combined with a Weyl rescaling to pass from $\mathbb{R}^{3,1}$ to $dS_3 \times \mathbb{R}$ (de Sitter space). Quantities defined in de Sitter space will be indicated with a hat. Using Eq. (4.4) and the rules for general coordinate transformations of tensors, one can relate the de Sitter-space metric with the Minkowski space metric via\[4.8\]
\[
\hat{g}_{\mu\nu} = \frac{1}{\tau^2} \frac{\partial x^\alpha}{\partial \hat{x}^\mu} \frac{\partial x^\beta}{\partial \hat{x}^\nu} g_{\alpha\beta}. \\
\]
The de Sitter-space metric tensor in matrix form is\[4.9\]
\[
\hat{g}_{\mu\nu} = \text{diag}(-1, \cosh^2 \rho, \cosh^2 \rho \sin^2 \theta, 1), \\
\]
and $\hat{g}^{\mu\nu} = \hat{g}^{-1}_{\mu\nu}$, which can also be expressed in terms of tetrads (see (4.11) below) as $\hat{g}_{\mu\nu} = \hat{u}_\mu \hat{u}_\nu + \hat{\Theta}_\mu \hat{\Theta}_\nu + \hat{\Phi}_\mu \hat{\Phi}_\nu + \hat{\varsigma}_\mu \hat{\varsigma}_\nu$. The determinant of $\hat{g}_{\mu\nu}$ is\[4.10\]
\[
\hat{g} = \det \hat{g}_{\mu\nu} = -\cosh^4 \rho \sin^2 \theta. \\
\]
In order to proceed, I need to establish relations between the Minkowski-space basis vectors and the de Sitter-space basis vectors. To do this, I first need to know the conformal weights of the Minkowski-space basis vectors. Knowing that \( \eta_{\mu\nu} = -2 \) and using \( \eta_{\mu\nu} X^\mu X^\nu = 1 \) (where \( X^\mu \) generally stands for the spacelike Minkowski basis vectors), one concludes that \( [X^\mu] = 1 \) and \( [X_\mu] = -1 \). Also, using \( \eta_{\mu\nu} u^\mu u^\nu = -1 \), one obtains \( [u^\mu] = 1 \) and \( [u_\mu] = -1 \). The tensor transformation to relate 4-vectors in de Sitter coordinates to 4-vectors in Minkowski coordinates can be written as follows

\[
\hat{u}^\mu = \tau \frac{\partial \hat{x}^\mu}{\partial x^\nu} u^\nu, \quad \hat{\phi}^\mu = \tau \frac{\partial \hat{x}^\mu}{\partial x^\nu} Y^\nu, \quad \hat{\varTheta}^\mu = \tau \frac{\partial \hat{x}^\mu}{\partial x^\nu} X^\nu, \quad \hat{\varsigma}^\mu = \tau \frac{\partial \hat{x}^\mu}{\partial x^\nu} Z^\nu.
\]

Starting with the Minkowski basis vectors in the boost-invariant cylindrically-symmetric case (2.21), one can use Eq. (4.11) and the de Sitter-space identities listed in App. E to obtain

\[
\hat{u}^\mu = (1, 0, 0, 0), \quad \hat{\Theta}^\mu = (0, (\cosh \rho)^{-1}, 0, 0), \quad \hat{\Phi}^\mu = (0, 0, (\cosh \rho \sin \theta)^{-1}, 0), \quad \hat{\varsigma}^\mu = (0, 0, 1).
\] (4.11)

One can check explicitly that the orthonormality conditions for the basis vectors are satisfied:

\[
\hat{u} \cdot \hat{u} \equiv \hat{u}^\mu \hat{u}_\mu = -1, \quad \hat{\Theta} \cdot \hat{\Theta} \equiv \hat{\Theta}^\mu \hat{\Theta}_\mu = 1, \quad \hat{\Phi} \cdot \hat{\Phi} \equiv \hat{\Phi}^\mu \hat{\Phi}_\mu = 1, \quad \hat{\varsigma} \cdot \hat{\varsigma} \equiv \hat{\varsigma}^\mu \hat{\varsigma}_\mu = 1.
\] (4.12)

and all other dot products vanish. In de Sitter coordinates, \( \theta \) and \( \phi \) are transverse coordinates and \( \varsigma \) is the longitudinal one.
4.2.3 Ellipsoidal form for the distribution function

Following Chap. 2, one can introduce an ansatz for the conformal anisotropic distribution function in de Sitter space using (2.4) where all quantities are defined in de Sitter space

\[ \tilde{\xi}^{\mu \nu} = \tilde{u}^{\mu} \tilde{u}^{\nu} + \xi^{\mu \nu} . \]  

(4.13)

Herein, the anisotropy tensor is expanded over the de Sitter basis vectors

\[ \xi^{\mu \nu} = \xi^{\theta \theta} \tilde{\Theta}^{\mu} \tilde{\Theta}^{\nu} + \xi^{\phi \phi} \tilde{\Phi}^{\mu} \tilde{\Phi}^{\nu} + \xi^{\varsigma \varsigma} \tilde{\varsigma}^{\mu} \tilde{\varsigma}^{\nu} . \]  

(4.14)

The above quantities obey the following identities

\[ \xi^{\mu \mu} = 0 , \quad \hat{\xi}^{\mu} = -1 , \quad \hat{u}_\mu \xi^{\mu \nu} = 0 , \quad \hat{u}_\mu \hat{\xi}^{\mu \nu} = -\hat{u}^{\nu} . \]  

(4.15)

Using tensor \( \hat{\xi}^{\mu \nu} \), one can construct an anisotropic distribution function following Ref. 22

\[ f(\hat{x}, \hat{p}) = f_{eq} \left( \frac{1}{\lambda} \sqrt{\hat{p}_\mu \hat{\xi}^{\mu \nu} \hat{p}_\nu} \right) , \]  

(4.16)

where \( \lambda \) can be identified with the de Sitter-space temperature, \( \hat{T} \), only when \( \hat{\xi}^{\mu \nu} = 0 \).

4.2.4 Dynamical variables

In the conformal case, \( \hat{\xi}^{\mu \nu} \) is traceless and diagonal

\[ \hat{\xi}_\theta + \hat{\xi}_\phi + \hat{\xi}_\varsigma = 0 , \]  

(4.17)

which can be verified using Eqs. (4.9) and (4.11). In order to satisfy SO(3)\( _{q} \) invariance, the distribution function can only depend on \( \hat{p}_\alpha^2 \equiv \hat{p}_\theta^2 + \hat{p}_\phi^2 / \sin^2 \theta \) 72. As a result, one must have \( \hat{\xi}_\theta = \hat{\xi}_\phi \). Using this, the condition (4.17) implies

\[ \hat{\xi}_\theta = -\frac{\hat{\xi}_\varsigma}{2} . \]  

(4.18)

\(^2\)Note that I assume the anisotropy tensor to be diagonal in the local rest frame with respect to the de Sitter coordinate. In App. I I have shown that this leads to diagonal anisotropy tensor respect to polar Milne coordinate, as well.

\(^3\)I assume herein that the chemical potential is zero.
Again for convenience, one can define new parameters $\hat{\alpha}_i$ as $\hat{\alpha}_i \equiv (1 + \hat{\xi}_i)^{-1/2}$ where $i \in \{\theta, \phi, \varsigma\}$. Using Eqs. (4.9), (4.13) one can simplify the distribution function to
\[ f(\hat{x}, \hat{p}) = f_{\text{iso}} \left( \frac{1}{\lambda} \sqrt{\sum_i \frac{\hat{p}^i \hat{p}_i}{\hat{\alpha}_i^2}} \right), \] (4.19)
where $\hat{p}_i$ and $\hat{p}^i$ are related through the metric (4.9) as before. Note that $\hat{\xi}_\theta = \hat{\xi}_\phi$ implies $\hat{\alpha}_\theta = \hat{\alpha}_\phi$. (4.20)

4.3 Bulk variables in de Sitter coordinates

In order to extract the energy density and pressures from the energy-momentum tensor, one can expand it in a tensor basis (4.11) in de Sitter coordinates. Since the distribution function is of ellipsoidal form, the energy-momentum tensor is diagonal in de Sitter space
\[ \hat{T}^{\mu\nu} = \hat{\varepsilon} \hat{u}^\mu \hat{u}^\nu + \hat{P}_\theta \hat{\Theta}^\mu \hat{\Theta}^\nu + \hat{P}_\phi \hat{\Phi}^\mu \hat{\Phi}^\nu + \hat{P}_\varsigma \hat{\varsigma}^\mu \hat{\varsigma}^\nu, \] (4.21)
where $\hat{\varepsilon}$, $\hat{P}_\theta$, $\hat{P}_\phi$, and $\hat{P}_\varsigma$ are de Sitter energy density and pressures. In the kinetic theory framework, one can use the integral form of $\hat{T}^{\mu\nu}$ to evaluate these quantities. Following Chap. 2 one can define the $n^\text{th}$-moment of the distribution function as
\[ \hat{I}^{\mu_1...\mu_n} \equiv \int d\hat{P} \hat{p}^{\mu_1} ... \hat{p}^{\mu_n} f(\hat{x}, \hat{p}). \] (4.22)
The integral measure has the following form in de Sitter coordinates
\[ \int d\hat{P} \equiv \tilde{N} \int \frac{d\hat{p}_\theta d\hat{p}_\phi d\hat{p}_\varsigma}{E \cosh^2 \rho \sin \theta}, \] (4.23)
where I have used $\sqrt{-g} = \cosh^2 \rho \sin \theta$ defined in Eq. (4.10). Taking $n = 2$ in Eq. (4.22), the integral form of the energy-momentum tensor is obtained
\[ \hat{T}^{\mu\nu} \equiv \int d\hat{P} \hat{p}^\mu \hat{p}^\nu f(\hat{x}, \hat{p}). \] (4.24)
Taking projections of $\hat{T}^{\mu\nu}$ with the de Sitter-space basis vectors (4.11), one finds

$$\hat{\varepsilon} \equiv \hat{u}_\mu \hat{T}^{\mu\nu} \hat{u}_\nu = \int d\hat{P} \hat{p}^\rho \hat{p}^\rho f_{\text{iso}} \left( \frac{1}{\lambda} \sqrt{\sum_i \hat{\alpha}_i^2} \right),$$

(4.25)

$$\hat{P}_\theta \equiv \hat{\Theta}_\mu \hat{T}^{\mu\nu} \hat{\Theta}_\nu = \int d\hat{P} \cosh^2 \rho \hat{p}^\rho \hat{p}^\rho f_{\text{iso}} \left( \frac{1}{\lambda} \sqrt{\sum_i \hat{\alpha}_i^2} \right),$$

(4.26)

$$\hat{P}_\phi \equiv \hat{\Phi}_\mu \hat{T}^{\mu\nu} \hat{\Phi}_\nu = \int d\hat{P} \cosh^2 \rho \sin^2 \theta \hat{p}^\phi \hat{p}^\phi f_{\text{iso}} \left( \frac{1}{\lambda} \sqrt{\sum_i \hat{\alpha}_i^2} \right),$$

(4.27)

$$\hat{P}_\varsigma \equiv \hat{\varsigma}_\mu \hat{T}^{\mu\nu} \hat{\varsigma}_\nu = \int d\hat{P} \hat{\varsigma}^\rho \hat{\varsigma}^\rho f_{\text{iso}} \left( \frac{1}{\lambda} \sqrt{\sum_i \hat{\alpha}_i^2} \right),$$

(4.28)

where I have used $\hat{p}^0 = \hat{p}^\rho$. To obtain these results, the following identities were used

$$\hat{u}_\mu \hat{p}^\mu = -\hat{p}^\rho,$$

$$\hat{\Theta}_\mu \hat{p}^\mu = \hat{p}^\rho \cosh \rho,$$

$$\hat{\Phi}_\mu \hat{p}^\mu = \hat{p}^\phi \cosh \rho \sin \theta,$$

$$\hat{\varsigma}_\mu \hat{p}^\mu = \hat{p}^\varsigma.$$

(4.29)

Computing the integrals, the bulk variables in de Sitter coordinates are

$$\hat{\varepsilon} = \frac{6\hat{\alpha}_2 \hat{\alpha}_3 \hat{\alpha}_4 \hat{\lambda}^4}{(2\pi)^3} \int_0^{2\pi} d\phi \hat{\alpha}_\perp^2 \mathcal{H}_2(y),$$

(4.30)

$$\hat{P}_\theta = \frac{6\hat{\alpha}_2 \hat{\alpha}_3 \hat{\alpha}_4 \hat{\lambda}^4}{(2\pi)^3} \int_0^{2\pi} d\phi \cos^2 \phi \mathcal{H}_2(y),$$

(4.31)

$$\hat{P}_\phi = \frac{6\hat{\alpha}_2 \hat{\alpha}_3 \hat{\alpha}_4 \hat{\lambda}^4}{(2\pi)^3} \int_0^{2\pi} d\phi \sin^2 \phi \mathcal{H}_2(y),$$

(4.32)

$$\hat{P}_\varsigma = \frac{6\hat{\alpha}_2 \hat{\alpha}_3 \hat{\alpha}_4 \hat{\lambda}^4}{(2\pi)^3} \int_0^{2\pi} d\phi \hat{\alpha}_\perp^2 \mathcal{H}_2(y).$$

(4.33)

where $\hat{\alpha}_\perp \equiv \sqrt{\hat{\alpha}_\theta^2 \cos^2 \phi + \hat{\alpha}_\phi^2 \sin^2 \phi}$, $y \equiv \hat{\alpha}_\varsigma / \hat{\alpha}_\perp$, and the $\mathcal{H}$-functions are defined in (D.1)-(D.3). As discussed earlier, requiring $SO(3)_q$ invariance in de Sitter space implies (4.20).

Together with Eq. (4.17), this condition implies that one can write $\hat{\alpha}_\theta$ in terms of $\hat{\alpha}_\varsigma$

$$\hat{\alpha}_\theta = \sqrt{\frac{2\hat{\alpha}_\varsigma^2}{3\hat{\alpha}_\varsigma^2 - 1}}.$$
Additionally, $\hat{\alpha}_\phi = \hat{\alpha}_\theta$ implies that $\hat{\alpha}_\perp = \hat{\alpha}_\theta$. Therefore, one can simplify Eqs. (4.30-4.33) to

\[
\dot{\varepsilon} = \frac{3 \hat{\alpha}_\theta^4 \lambda}{2\pi^2} \mathcal{H}_2(\bar{y}),
\]

\[
\dot{P}_\theta = \dot{P}_\phi = \frac{3 \hat{\alpha}_\theta^4 \lambda}{4\pi^2} \mathcal{H}_{2T}(\bar{y}),
\]

\[
\dot{P}_\varsigma = \frac{3 \hat{\alpha}_\theta^4 \lambda}{2\pi^2} \mathcal{H}_2L(\bar{y}),
\]

where $\bar{y} \equiv \hat{\alpha}_\varsigma / \hat{\alpha}_\theta$ is

\[
\bar{y} = \sqrt{\frac{3\hat{\alpha}_\varsigma^2 - 1}{2}}.
\]

### 4.4 Moments of the Boltzmann equation

The Boltzmann equation in the relaxation-time approximation in de Sitter space is

\[
\hat{p} \cdot \mathcal{D} f = \frac{\hat{p} \cdot \hat{u}}{\hat{\tau}_{eq}} (f - f_{eq}),
\]

where $\mathcal{D}_\mu$ is the covariant derivative defined in App. [F] $f_{eq}$ denotes the isotropic equilibrium distribution function, and $\hat{\tau}_{eq}$ is the relaxation time. Conformal invariance requires that $\hat{\tau}_{eq}$ is inversely proportional to the temperature, i.e. $\hat{\tau}_{eq} \propto 1/\hat{T}$. Since I work in the RTA, the exact relation is $\hat{\tau}_{eq} = 5\hat{\eta}/\hat{T}$, where $\hat{\eta} = \hat{\eta}/\hat{s} = \eta/s$ with $\hat{\eta}$ being the Weyl-rescaled shear viscosity and $\hat{s}$ being the Weyl-rescaled entropy density. As before, dynamical equations are derived using the moments of the Boltzmann equation in de Sitter coordinates.

#### 4.4.1 First moment

Taking the first moment of the Boltzmann equation (4.39) gives

\[
\mathcal{D}_\mu \dot{T}^{\mu\nu} = 0,
\]

where $\dot{T}^{\mu\nu}$ is the energy-momentum tensor. To obtain (4.40) I require that the first moment of the right-hand side of the Boltzmann equation vanishes, so that the energy and momenta are conserved. This results in the so-called dynamical Landau matching condition, which
allows us to express the effective temperature \( \hat{T} \) in terms of the microscopic parameters

\[
\hat{T} = \frac{\hat{\alpha}}{\bar{y}} \left( \frac{H_2(\bar{y})}{2} \right)^{1/4} \hat{\lambda}.
\] (4.41)

Using Eqs. (4.21) and (F.1) in Appendix (F), one can expand Eq. (4.40) to obtain

\[
\Gamma_{\lambda\mu}^\nu \hat{T}^{\lambda\mu} + \hat{T}^{\mu\nu} \frac{\partial}{\sqrt{-g}} + \hat{\epsilon}^{\nu}(\hat{\epsilon}^{\mu} \partial_{\mu} \hat{\epsilon} + \hat{\epsilon}^{\mu} \partial_{\mu} \hat{\epsilon} + \hat{\epsilon}^{(\hat{\epsilon}^{\mu} \partial_{\mu} \hat{\epsilon})} \hat{\epsilon} + \hat{\epsilon}(\hat{\epsilon}^{\mu} \partial_{\mu} \hat{\epsilon}) \hat{\epsilon} + \hat{\epsilon}^{\nu}(\hat{\epsilon}^{\mu} \partial_{\mu} \hat{\epsilon}) = 0.
\] (4.42)

Using of the de Sitter 4-vectors (4.11), one can take different projections of Eq. (4.42) as

\[
\partial_{\rho} \hat{\epsilon} + \tanh \rho (2\hat{\epsilon} + \hat{P}_{\theta} + \hat{P}_{\phi}) = 0,
\] (4.43)

\[
\partial_{\theta} \hat{P}_{\theta} + (\hat{P}_{\theta} - \hat{P}_{\phi}) \cot \theta = 0,
\] (4.44)

\[
\partial_{\phi} \hat{P}_{\phi} = \partial_{\zeta} \hat{P}_{\zeta} = 0.
\] (4.45)

Using the \( SO(3)_q \) symmetry and Eq. (4.20), one can simplify the equations above to

\[
\partial_{\rho} \hat{\epsilon} + 2\tanh \rho (\hat{\epsilon} + \hat{P}_{\theta}) = 0,
\] (4.46)

\[
\partial_{\theta} \hat{P}_{\theta} = \partial_{\phi} \hat{P}_{\phi} = \partial_{\zeta} \hat{P}_{\zeta} = 0.
\] (4.47)

The set of equations above demonstrates that, subject to \( SO(3)_q \) symmetry, all fields and physical quantities are functions of \( \rho \) exclusively. In other words, the differential equations describing the system reduce to coupled first-order ordinary differential equations, which can be solved by providing initial conditions in de Sitter space. Having the final expressions for \( \hat{\epsilon} \) and \( \hat{P}_{\theta} \), Eqs. (4.35) and (4.36), one finds the first moment of the Boltzmann equation in de Sitter space

\[
4 \frac{d \log \hat{\lambda}}{d \rho} + \frac{1}{3\hat{\lambda}^2 - 1} \left[ 3\hat{\lambda}^2 \left( \frac{H_2T(\bar{y})}{H_2(\bar{y})} + 1 \right) - 4 \right] \frac{d \log \hat{\lambda}}{d \rho} + \tanh \rho \left( \frac{H_2T(\bar{y})}{H_2(\bar{y})} + 2 \right) = 0.
\] (4.48)
4.4.2 Equivalence to second-order viscous hydrodynamics

As a check that our starting point given by Eqs. (4.43)-(4.45) is consistent with the results obtained previously in the context of second-order viscous hydrodynamics, I can rewrite them in terms of the shear tensor. To do this, I begin by expanding the shear viscous tensor in terms of the de Sitter-space basis vectors (4.11)

\[ \hat{\pi}_{\mu\nu} = \hat{\pi}_{\theta\theta} \hat{\Theta}_{\mu} \hat{\Theta}_{\nu} + \hat{\pi}_{\phi\phi} \hat{\Phi}_{\mu} \hat{\Phi}_{\nu} + \hat{\pi}_{\varsigma\varsigma} \hat{\varsigma}_{\mu} \hat{\varsigma}_{\nu}, \]

(4.49)

where the different components obey

\[ \hat{\pi}_{\theta\theta} + \hat{\pi}_{\phi\phi} + \hat{\pi}_{\varsigma\varsigma} = 0. \]

(4.50)

To proceed, I can use the definition of the shear viscous stress tensor as the correction to the isotropic equilibrium pressures

\[ \hat{P}_i = \hat{P}_{eq} + \hat{\pi}_i, \]

(4.51)

where \( i \in \{\theta, \phi, \varsigma\} \). Using \( \hat{P}_{eq} = \hat{\varepsilon}/3 \), one obtains

\[ \hat{P}_{\theta} + \hat{P}_{\phi} = \frac{2}{3} \hat{\varepsilon} - \hat{\pi}_{\varsigma}. \]

(4.52)

Substituting Eq. (4.52) into Eq. (4.43) gives

\[ \partial_{\rho} \hat{\varepsilon} + \tanh \rho \left( \frac{8}{3} \hat{\varepsilon} - \hat{\pi}_{\varsigma} \right) = 0. \]

(4.53)

Using the thermodynamic relation \( \hat{\varepsilon} + \hat{P}_{eq} = \hat{T} \hat{s} \), where \( \hat{s} \) is Weyl-rescaled entropy density, one finds \( \hat{T} \hat{s} = 4\hat{\varepsilon}/3 \). In conformal field theory I have \( \hat{\varepsilon} \propto \hat{T}^4 \). Defining \( \hat{\pi}_{\varsigma} \equiv \hat{\pi}_{\varsigma}/(\hat{T} \hat{s}) \), one obtains the following equation

\[ \frac{\partial_{\rho} \hat{T}}{\hat{T}} + \frac{2}{3} \tanh \rho = \frac{1}{3} \hat{\pi}_{\varsigma} \tanh \rho. \]

(4.54)

This is precisely the same as the first-moment equation obtained originally in Ref. [73].
4.4.3 Second moment

Computing the second moment of Boltzmann equation (4.39) gives

\[ D_\lambda \hat{\mathcal{I}}^{\lambda \mu \nu} = -\frac{1}{\tau_{\text{eq}}} \left( \hat{\mu}_\lambda \hat{\mathcal{I}}^{\lambda \mu \nu}_{\text{eq}} - \hat{\mu}_\lambda \hat{\mathcal{I}}^{\lambda \mu \nu} \right), \quad (4.55) \]

where \( \hat{\mathcal{I}}^{\lambda \mu \nu} \) and \( \hat{\mathcal{I}}^{\lambda \mu \nu}_{\text{eq}} \) can be obtained by taking \( n = 3 \) in Eq. (4.22)

\[ \hat{\mathcal{I}}^{\lambda \mu \nu} = \int d\hat{\rho} \hat{\rho}^{\lambda \mu} \hat{\rho}^{\nu} f(\hat{x}, \hat{\rho}), \quad (4.56) \]

\[ \hat{\mathcal{I}}^{\lambda \mu \nu}_{\text{eq}} = \int d\hat{\rho} \hat{\rho}^{\lambda \mu} \hat{\rho}^{\nu} f_{\text{eq}}(\hat{x}, \hat{\rho}). \quad (4.57) \]

From the symmetry of the integrands in the definition of \( \hat{\mathcal{I}}^{\lambda \mu \nu} \) above, one concludes that \( \hat{\mathcal{I}}^{\lambda \mu \nu} \) only contains terms which have an even number of spatial indices. Using the de Sitter-space basis (4.11), one can expand \( \hat{\mathcal{I}}^{\lambda \mu \nu} \) in covariant form as

\[ \hat{\mathcal{I}} \equiv \hat{\mathcal{I}}_\rho \left[ \hat{\rho} \otimes \hat{\rho} \otimes \hat{\rho} \right] + \hat{\mathcal{I}}_\theta \left[ \hat{\rho} \otimes \hat{\theta} \otimes \hat{\theta} + \hat{\theta} \otimes \hat{\rho} \otimes \hat{\theta} + \hat{\theta} \otimes \hat{\theta} \otimes \hat{\rho} \right] + \hat{\mathcal{I}}_\phi \left[ \hat{\phi} \otimes \hat{\phi} \otimes \hat{\phi} + \hat{\phi} \otimes \hat{\phi} \otimes \hat{\phi} + \hat{\phi} \otimes \hat{\phi} \otimes \hat{\phi} \right] + \hat{\mathcal{I}}_\varsigma \left[ \hat{\varsigma} \otimes \hat{\varsigma} \otimes \hat{\varsigma} + \hat{\varsigma} \otimes \hat{\varsigma} \otimes \hat{\varsigma} + \hat{\varsigma} \otimes \hat{\varsigma} \otimes \hat{\varsigma} \right]. \quad (4.58) \]

For a massless system, one has \( \hat{\rho}^\mu \hat{\rho}_\mu = 0 \), which gives the following useful identity

\[ \hat{\rho}^\mu = -\hat{\rho}_\rho = \sqrt{\frac{\hat{\rho}_\theta^2}{\cosh^2 \rho} + \frac{\hat{\rho}_\phi^2}{\cosh^2 \rho \sin^2 \theta} + \frac{\hat{\rho}_\varsigma^2}{\cos^2 \theta}}, \quad (4.59) \]

Using Eq. (4.12), one can take different projections of \( \hat{\mathcal{I}}^{\lambda \mu \nu} \) to obtain the following expressions

\[ \hat{\mathcal{I}}_\rho \equiv -\hat{\nu}_\lambda \hat{\mu}_\mu \hat{\nu}_\nu \hat{\mathcal{I}}^{\lambda \mu \nu} = \int d\hat{\rho} \hat{\rho}_\rho \hat{\rho}_\rho f_{\text{eq}} \left( \frac{1}{\lambda} \sqrt{\frac{\hat{\rho}_\theta^2}{\cosh^2 \rho} + \frac{\hat{\rho}_\phi^2}{\cosh^2 \rho \sin^2 \theta} + \frac{\hat{\rho}_\varsigma^2}{\cos^2 \theta}} \right) \]

\[ \hat{\mathcal{I}}_\theta \equiv -\hat{\nu}_\lambda \hat{\Theta}_\mu \hat{\Theta}_\nu \hat{\mathcal{I}}^{\lambda \mu \nu} = \int d\hat{\rho} \hat{\rho}_\rho \hat{\rho}_\rho f_{\text{eq}} \left( \frac{1}{\lambda} \sqrt{\frac{\hat{\rho}_\theta^2}{\cosh^2 \rho} + \frac{\hat{\rho}_\phi^2}{\cosh^2 \rho \sin^2 \theta} + \frac{\hat{\rho}_\varsigma^2}{\cos^2 \theta}} \right) \]

\[ \hat{\mathcal{I}}_\phi \equiv -\hat{\nu}_\lambda \hat{\Phi}_\mu \hat{\Phi}_\nu \hat{\mathcal{I}}^{\lambda \mu \nu} = \int d\hat{\rho} \hat{\rho}_\rho \hat{\rho}_\phi f_{\text{eq}} \left( \frac{1}{\lambda} \sqrt{\frac{\hat{\rho}_\theta^2}{\cosh^2 \rho} + \frac{\hat{\rho}_\phi^2}{\cosh^2 \rho \sin^2 \theta} + \frac{\hat{\rho}_\varsigma^2}{\cos^2 \theta}} \right) \]

\[ \hat{\mathcal{I}}_\varsigma \equiv -\hat{\nu}_\lambda \hat{\varsigma}_\mu \hat{\varsigma}_\nu \hat{\mathcal{I}}^{\lambda \mu \nu} = \int d\hat{\rho} \hat{\rho}_\rho \hat{\rho}_\varsigma f_{\text{eq}} \left( \frac{1}{\lambda} \sqrt{\frac{\hat{\rho}_\theta^2}{\cosh^2 \rho} + \frac{\hat{\rho}_\phi^2}{\cosh^2 \rho \sin^2 \theta} + \frac{\hat{\rho}_\varsigma^2}{\cos^2 \theta}} \right), \quad (4.60) \]
The results of the integrals above can be compactly written as

\[
\hat{I}_\rho = \hat{\alpha} \left[ \sum_{i=\theta,\phi,\varsigma} \hat{\alpha}_i^2 \right] \hat{I}_{\text{eq}},
\]

(4.61)

\[
\hat{I}_i = \hat{\alpha} \hat{\alpha}_i^2 \hat{I}_{\text{eq}},
\]

(4.62)

where \( \hat{\alpha} \equiv \hat{\alpha}_\theta \hat{\alpha}_\phi \hat{\alpha}_\varsigma \) and \( \hat{I}_{\text{eq}} \equiv 4\hat{\lambda}^5/\pi^2 \). The coefficients above clearly obey

\[
\hat{I}_\rho = \sum_{i=\theta,\phi,\varsigma} \hat{I}_i,
\]

(4.63)

which follows from \( \hat{g}_{\mu\nu} \hat{I}^{\mu\nu\lambda} = \hat{g}_{\mu\lambda} \hat{I}^{\mu\nu\lambda} = \hat{g}_{\nu\lambda} \hat{I}^{\mu\nu\lambda} = 0 \) since \( \hat{p}^\mu \hat{p}_\mu = 0 \). If the system possesses \( SO(3)_q \) symmetry, one has \( \hat{I}_\theta = \hat{I}_\phi \).

\[
\hat{I}_\theta = \hat{I}_\phi.
\]

(4.64)

### 4.4.4 Dynamical equations

Using Eq. (4.58), one can expand Eq. (4.55) as

\[
\mathcal{D}_\lambda \hat{I}^{\lambda\mu\nu} = \hat{\mu}^\mu \hat{\nu}^\nu (\hat{\lambda}^\lambda \hat{D}_\lambda) \hat{I}_\rho + \hat{\mu}^\mu \hat{\nu}^\nu (\hat{\lambda}^\lambda \hat{D}_\lambda) \hat{I}_\rho + \hat{\mu}^\mu \hat{\nu}^\nu \left[ \hat{\lambda}^\lambda + \hat{\theta}^\theta + \hat{\phi}^\phi \right]
\]

\[
+ \hat{\theta}^\theta \hat{\nu}^\nu (\hat{\lambda}^\lambda \hat{D}_\lambda) \hat{I}_\theta + \hat{\phi}^\phi \hat{\nu}^\nu (\hat{\lambda}^\lambda \hat{D}_\lambda) \hat{I}_\phi + \hat{\mu}^\mu \hat{\nu}^\nu \left[ \hat{\lambda}^\lambda + \hat{\theta}^\theta + \hat{\phi}^\phi \right]
\]

\[
+ \hat{\lambda}^\lambda \hat{\nu}^\nu (\hat{\theta}^\theta \hat{D}_\theta) \hat{I}_\theta + \hat{\lambda}^\lambda \hat{\nu}^\nu (\hat{\phi}^\phi \hat{D}_\phi) \hat{I}_\phi + \hat{\mu}^\mu \hat{\nu}^\nu \left[ \hat{\theta}^\theta + \hat{\phi}^\phi \right]
\]

\[
+ \left( \hat{\theta} \rightarrow \hat{\phi} \right) + \left( \hat{\phi} \rightarrow \hat{\varsigma} \right) = - \frac{1}{\hat{\tau}_{\text{eq}}} \left[ \hat{\mu}^\mu \hat{\nu}^\nu \right].
\]

(4.65)

Using the identities in Appendices F, one can simplify Eq. (4.65) to

\[
\mathcal{D}_\lambda \hat{I}^{\lambda\mu\nu} = \hat{\mu}^\mu \hat{\nu}^\nu \left[ \partial_\rho \hat{I}_\rho + 2 \tanh \rho (\hat{I}_\rho + \hat{I}_\theta + \hat{I}_\phi) \right]
\]

\[
+ \hat{\theta}^\theta \hat{\nu}^\nu \left[ \partial_\rho \hat{I}_\theta + 4 \tanh \rho \hat{I}_\theta \right] + \frac{\hat{\mu}^\mu \hat{\nu}^\nu}{\cosh \rho} \left[ \partial_\rho \hat{I}_\rho + \cot \theta (\hat{I}_\theta - \hat{I}_\phi) \right]
\]

\[
+ \hat{\phi}^\phi \hat{\nu}^\nu \left[ \partial_\rho \hat{I}_\phi + 4 \tanh \rho \hat{I}_\phi \right] + \frac{\hat{\mu}^\mu \hat{\nu}^\nu}{\cosh \rho \sin \theta} \left[ \partial_\phi \hat{I}_\phi \right]
\]

\[
+ \hat{\varsigma}^\varsigma \hat{\nu}^\nu \left[ \partial_\rho \hat{I}_\varsigma + 2 \tanh \rho \hat{I}_\varsigma \right] + \left( \hat{\mu}^\mu \hat{\varsigma}^\varsigma + \hat{\varsigma}^\varsigma \hat{\mu}^\mu \right) \left[ \partial_\varsigma \hat{I}_\varsigma \right]
\]

\[
= - \frac{1}{\hat{\tau}_{\text{eq}}} \left[ \hat{\mu}^\mu \hat{\nu}^\nu \hat{\lambda}^\lambda \right].
\]

(4.66)
From the expression above, I can obtain various scalar projections. The diagonal projections, \( \hat{u} \hat{u}, \hat{\Theta} \hat{\Theta}, \hat{\Phi} \hat{\Phi}, \) and \( \hat{\varsigma} \hat{\varsigma}, \) are:

\[
\begin{align*}
\partial_\rho \hat{I}_\rho + 2 \tanh \rho (\hat{I}_\rho + \hat{I}_\theta + \hat{I}_\phi) &= \frac{1}{\tau_{\text{eq}}} \left[ \hat{I}_{\rho,\text{eq}} - \hat{I}_\rho \right], \\
\partial_\rho \hat{I}_\theta + 4 \tanh \rho \hat{I}_\theta &= \frac{1}{\tau_{\text{eq}}} \left[ \hat{I}_{\theta,\text{eq}} - \hat{I}_\theta \right], \\
\partial_\rho \hat{I}_\phi + 4 \tanh \rho \hat{I}_\phi &= \frac{1}{\tau_{\text{eq}}} \left[ \hat{I}_{\phi,\text{eq}} - \hat{I}_\phi \right], \\
\partial_\rho \hat{I}_\varsigma + 2 \tanh \rho \hat{I}_\varsigma &= \frac{1}{\tau_{\text{eq}}} \left[ \hat{I}_{\varsigma,\text{eq}} - \hat{I}_\varsigma \right].
\end{align*}
\]  

(4.67) - (4.70)

Using (4.63), one can verify that the equations above are not independent, i.e. Eqs. (4.68) - (4.70) imply that Eq. (4.67) is automatically satisfied. The non-trivial off-diagonal projections, i.e. \( \hat{u} \hat{\Theta}, \hat{u} \hat{\Phi}, \) and \( \hat{u} \hat{\varsigma}, \) are:

\[
\begin{align*}
\partial_\theta \hat{I}_\theta + \cot \theta (\hat{I}_\theta - \hat{I}_\phi) &= 0, \\
\partial_\phi \hat{I}_\phi &= \partial_\varsigma \hat{I}_\varsigma = 0.
\end{align*}
\]  

(4.71) - (4.72)

All other projections give equations that are trivially satisfied. Using \( SO(3)_q \) symmetry, one can use Eq. (4.64) to find the set of independent second-moment equations

\[
\begin{align*}
\partial_\rho \hat{I}_\rho + 4 \tanh \rho \hat{I}_\rho &= \frac{1}{\tau_{\text{eq}}} \left[ \hat{I}_{\rho,\text{eq}} - \hat{I}_\rho \right], \\
\partial_\rho \hat{I}_\varsigma + 2 \tanh \rho \hat{I}_\varsigma &= \frac{1}{\tau_{\text{eq}}} \left[ \hat{I}_{\varsigma,\text{eq}} - \hat{I}_\varsigma \right], \\
\partial_\rho \hat{I}_\theta &= \partial_\varsigma \hat{I}_\phi = \partial_\varsigma \hat{I}_\varsigma = 0, \\
\hat{I}_\rho &= 2 \hat{I}_\theta + \hat{I}_\varsigma, \\
\hat{I}_{\rho,\text{eq}} &= 2 \hat{I}_{\theta,\text{eq}} + \hat{I}_{\varsigma,\text{eq}}.
\end{align*}
\]  

(4.73) - (4.77)

Using Eqs. (4.62), (4.73), and (4.74), one finds

\[
\frac{6 \hat{\varsigma} \hat{\varsigma} d \hat{\varsigma}}{1 - 3 \hat{\varsigma}^2} \frac{d \hat{\varsigma}}{d \rho} - \frac{3 (3 \hat{\varsigma}^4 - 4 \hat{\varsigma}^2 + 1)}{4 \tau_{\text{eq}} \hat{\varsigma}^5} \left( \frac{\hat{\varsigma}}{\lambda} \right)^5 + 2 \tanh \rho = 0.
\]  

(4.78)

For the effective temperature appearing above, one uses Eq. (4.41), which was obtained by requiring energy conservation.
4.5 Final anisotropic hydrodynamics equations

Equations (4.48), (4.78), and (4.41) form the complete set of equations required in order to describe the de Sitter-space evolution using anisotropic hydrodynamics. I list them again here in order to provide easier access in the forthcoming discussion.

\[ 4 \frac{d \log \hat{\lambda}}{d \rho} + \frac{3 \hat{\alpha}^2_\varsigma \left( \frac{H_2(\bar{y})}{H_2(\bar{y})} + 1 \right) - 4 \frac{d \log \hat{\alpha}_\varsigma}{d \rho} + \tanh \rho \left( \frac{H_2T(\bar{y})}{H_2(\bar{y})} + 2 \right) = 0, \quad (4.79) \]

\[ \frac{6 \hat{\alpha}_\varsigma}{1 - 3 \hat{\alpha}^2_\varsigma} \frac{d \hat{\alpha}_\varsigma}{d \rho} - \frac{3 \left( 3 \hat{\alpha}^4_\varsigma - 4 \hat{\alpha}^2_\varsigma + 1 \right)}{4 \hat{\tau}_{eq} \hat{\alpha}^5_\varsigma} \left( \frac{T}{\hat{\lambda}} \right)^{5} + 2 \tanh \rho = 0, \quad (4.80) \]

where \( \bar{y} \equiv \hat{\alpha}_\varsigma/\hat{\alpha}_\theta = \sqrt{(3 \hat{\alpha}^2_\varsigma - 1)/2} \). The \( H \)-functions are defined in Eqs. (D.1)-(D.3). The set of equations can be closed by using the dynamical Landau matching condition

\[ \hat{T} = \frac{\hat{\alpha}_\varsigma}{\bar{y}} \left( \frac{H_2(\bar{y})}{2} \right)^{1/4} \hat{\lambda}. \quad (4.81) \]

4.6 Limiting cases

In this section, I consider two limiting cases of Eqs. (4.79)-(4.81). The cases I consider are the ideal (\( \hat{\tau}_{eq} \to 0 \)) and free-streaming (\( \hat{\tau}_{eq} \to \infty \)) limits. In these two cases, one can dramatically simplify the equations and solve them analytically as first-order ordinary differential equations. As I will see below, this will allow us to compare our results with the exact solution of Boltzmann equation in these limits, which one can also obtain analytically.

4.6.1 Ideal hydrodynamics limit

In order to take the ideal limit of Eqs. (4.79)-(4.80), one has to impose the following conditions which require the system to be isotropic and remains so for all de Sitter time \( \rho \)

\[ \hat{\alpha}_\varsigma \to 1; \quad \partial_\rho \hat{\alpha}_\varsigma \to 0; \quad \hat{\tau}_{eq} \to 0. \quad (4.82) \]

With these assumptions, \( \bar{y} \to 1 \) and \( \hat{\lambda}(\rho) \to \hat{T}(\rho) \). Using these relations, one finds that Eq. (4.80) is trivially satisfied. Eq. (4.79) simplifies to

\[ \hat{T}(\rho) = \hat{T}_0 \left( \frac{\cosh \rho_0}{\cosh \rho} \right)^{2/3}, \quad (4.83) \]
with \( \hat{T}_0 = \hat{T}(\rho_0) \). This is the solution obtained originally by Gubser and Yarom [71].

4.6.2 Free-streaming limit

In order to take the free-streaming (FS) limit, one has to take the limit \( \hat{\tau}_{eq} \to \infty \) of Eqs. (4.79) and (4.80). As it turns out, it is also possible to solve the anisotropic hydrodynamics equations analytically in this case. In this limit, solving Eq. (4.80) gives

\[
\hat{\alpha}^2_\varsigma(\rho) = \frac{1}{3} + \left( \hat{\alpha}^2_{\varsigma,0} - \frac{1}{3} \right) \frac{\cosh^2 \rho}{\cosh^2 \rho_0}, \tag{4.84}
\]

where I have specified the boundary condition at \( \rho = \rho_0 \) and required that \( \hat{\alpha}_\varsigma(\rho_0) = \hat{\alpha}_{\varsigma,0} \).

With this result, one can obtain an expression for \( \bar{y}_{FS} \) using Eq. (4.38)

\[
\bar{y}_{FS} = \sqrt{3 \hat{\alpha}^2_{\varsigma,0} - 1 \cosh \rho \cosh \rho_0}. \tag{4.85}
\]

Substituting the previous two results into Eq. (4.79) and solving it analytically gives

\[
\hat{\lambda}(\rho) = \frac{\hat{\lambda}_{0} \hat{\alpha}_{\varsigma,0}}{\hat{\alpha}_\varsigma(\rho)}, \tag{4.86}
\]

where I have required \( \hat{\lambda}(\rho_0) = \hat{\lambda}_0 \). Finally, one can use Eq. (4.81) to find the free-streaming limit for the (effective) temperature

\[
\hat{T}(\rho) = \frac{\hat{\lambda}_0 \hat{\alpha}_{\varsigma,0} \mathcal{H}_{\frac{1}{4}}(\mathcal{C}_{\rho_0,\rho})}{}, \tag{4.87}
\]

where

\[
\mathcal{H}_{\frac{1}{4}}(x) \equiv \frac{x^2}{2} + \frac{x^4 \tanh^{-1} \sqrt{1 - x^2}}{2 \sqrt{1 - x^2}}, \tag{4.88}
\]

\[
\mathcal{C}_{\rho_0,\rho} \equiv \frac{1}{\bar{y}_{FS}} = \frac{\hat{\alpha}_{\theta,0} \cosh \rho_0}{\hat{\alpha}_{\varsigma,0} \cosh \rho}. \tag{4.89}
\]

The free-streaming limit of the energy density can be obtained using (4.87)

\[
\hat{\varepsilon}_{FS} = \frac{3 \hat{\lambda}_0^4 \hat{\alpha}_{\varsigma,0}^4}{\pi^2} \mathcal{H}_{\frac{1}{4}}(\mathcal{C}_{\rho_0,\rho}). \tag{4.90}
\]

\(^4\)I have generalized the solution to allow the boundary condition to be specified at an arbitrary \( \rho_0 \). The form of the Gubser and Yarom solution is recovered when \( \rho_0 = 0 \).
In addition, one can use Eq. (4.34) to find \( \hat{\alpha}_\theta(\rho) \). Finally, using Eqs. (4.37) and (4.51) one can determine the \( \zeta \zeta \)-component of the viscous stress tensor in the free-streaming limit

\[
(\hat{\pi}_\zeta)_{FS} = \frac{\hat{\lambda}_{0}\hat{\alpha}_{\zeta,0}}{\pi^2} \mathcal{H}_\zeta(\epsilon^{-1}_{\rho_0,\rho}),
\]

where

\[
\mathcal{H}_\zeta(x) \equiv \frac{x\sqrt{x^2 - 1}(1 + 2x^2) + (1 - 4x^2)\coth^{-1}(x/\sqrt{x^2 - 1})}{2x^3(x^2 - 1)^{3/2}}.
\] (4.92)

I note that the functions \( \mathcal{H}_\zeta \) and \( \mathcal{H}_\pi \) introduced above are closely related to the \( H \)-functions previously defined in Eq. (D.1)-(D.3) as

\[
\mathcal{H}_\zeta(x) = \frac{1}{2}x^4 \mathcal{H}_2(x^{-1}),
\]

\[
\mathcal{H}_\pi(x) = \frac{3}{2x^4} \left( \mathcal{H}_2(x) - \mathcal{H}_2(x) \right).\]

(4.93)

(4.94)

4.7 Exact solution

Denicol et al. obtained an exact solution to the Boltzmann equation subject to Gubser flow in the RTA [21, 72]. In order to assess the efficacy of the anisotropic hydrodynamics equations, one can compare the results against this exact solution. Note that one limitation of the exact solution obtained in Refs. [21, 72] is that the distribution function was assumed to be isotropic at \( \rho_0 \). As I will show below, if one assumes that the initial distribution function is of spheroidal form in de Sitter space, then it is possible to allow for an arbitrary pressure anisotropy at \( \rho_0 \). This will allow us to compare anisotropic hydrodynamics with the exact solution subject to a variety of different de Sitter-space initial conditions. In general, the exact solution can be expressed in the form [21, 72]

\[
\hat{\varepsilon}(\rho) = D(\rho, \rho_0)\hat{\varepsilon}_{FS} + \frac{3}{\pi^2c} \int_{\rho_0}^{\rho} d\rho' D(\rho, \rho')\mathcal{H}_\zeta\left(\frac{\cosh \rho'}{\cosh \rho}\right) \hat{T}_5(\rho'),
\]

(4.95)

\[
\hat{\pi}_\zeta(\rho) = D(\rho, \rho_0)\hat{\pi}_\zeta(\rho)_{FS} + \frac{1}{\pi^2c} \int_{\rho_0}^{\rho} d\rho' D(\rho, \rho')\mathcal{H}_\pi\left(\frac{\cosh \rho}{\cosh \rho'}\right) \hat{T}_5(\rho'),
\]

(4.96)
where

\[
D(\rho_2, \rho_1) = \exp \left( - \int_{\rho_1}^{\rho_2} d\rho' \frac{\hat{T}(\rho')}{c} \right).
\]

(4.97)

Above \(\hat{T}(\rho) = (\pi^2 \hat{\varepsilon}(\rho)/3)^{1/4}\) is the effective temperature and \(c = 5\hat{\eta}/\hat{s}\). Using Eqs. (4.25)-(4.28), \(\hat{\varepsilon}_{FS}\) and \((\hat{\pi}_{\varsigma})_{FS}\) can be obtained

\[
\hat{\varepsilon}_{FS} \equiv \int d\hat{P}(\hat{p} \rho)^2 f_{iso} \left( \frac{1}{\lambda_0} \sqrt{\frac{\hat{p}^2}{\hat{\alpha}^2_{\theta,0} \cosh^2 \rho_0} + \frac{\hat{p}^2}{\hat{\alpha}^2_{\phi,0} \cosh^2 \rho_0 \sin^2 \theta} + \frac{\hat{p}^2}{\hat{\alpha}^2_{\varsigma,0}}} \right)
\]

\[
= \frac{3\hat{\lambda}^4 \hat{\alpha}^4_{\varsigma,0}}{\pi^2} \mathcal{H}_\varepsilon(C_{\rho_0,\rho}),
\]

(4.98)

\[
(\hat{\pi}_{\varsigma})_{FS} \equiv \int d\hat{P} \left( \frac{\hat{p}^2}{3} - \frac{(\hat{p} \rho)^2}{3} \right) f_{eq} \left( \frac{1}{\lambda_0} \sqrt{\frac{\hat{p}^2}{\hat{\alpha}^2_{\theta,0} \cosh^2 \rho_0} + \frac{\hat{p}^2}{\hat{\alpha}^2_{\phi,0} \cosh^2 \rho_0 \sin^2 \theta} + \frac{\hat{p}^2}{\hat{\alpha}^2_{\varsigma,0}}} \right)
\]

\[
= \frac{\hat{\lambda}^4 \hat{\alpha}^4_{\varsigma,0}}{\pi^2} \mathcal{H}_\pi \left( C_{\rho_0,\rho}^{-1} \right),
\]

(4.99)

By using the results above, the integral equations (4.95) and (4.96) allow for an arbitrary momentum-space anisotropy at \(\rho = \rho_0\) with \(\hat{\alpha}_{\varsigma}(\rho_0) = \hat{\alpha}_{\varsigma,0}\) and \(1/3 < \hat{\alpha}^2_{\varsigma,0} < \infty\). In the original work [21, 72], the solutions obtained were restricted to the case \(\hat{\alpha}_{\varsigma,0} = 1\). If one takes \(\hat{\alpha}_{\varsigma,0} = 1\), the expressions above reduce to the ones obtained in [21, 72]. Importantly, I find that Eqs. (4.90)-(4.91) correspond precisely to the exact free-streaming limits obtained above. This means that, if the initial distribution function at \(\rho_0\) is of spheroidal form in de Sitter space, anisotropic hydrodynamics gives the exact solution in the free-streaming limit.

4.8 Numerical results

In the general case, it is necessary to solve Eqs. (4.79), (4.80), and (4.81) numerically. Since they are ordinary first-order differential equations, this task is rather straightforward. In order to complete the solution, however, I need to specify a boundary condition. This might be non-trivial task since not all choices lead to physical results. As shown in Appendix (B) of Ref. [72], in the exact solution, some initial conditions can result in complex-valued temperatures, etc. While such solutions may be mathematically sound, they are clearly not
Figure 4.1: In the top row, I compare the de Sitter-space effective temperature $\hat{T}$ obtained from the exact solution (black solid line), the anisotropic hydrodynamics equations obtained in this chapter (red dashed line), the DNMR second-order approach (green dot-dashed line), and the Israel-Stewart second-order approximation (blue dotted line) for three values of shear viscosity to entropy density ratio with $4\pi\eta/s \in \{1, 3, 10\}$, respectively. In the bottom row, I compare results for the scaled shear $\bar{\pi}_\varsigma \equiv \hat{\pi}_\varsigma / (\hat{T} \hat{s})$. The labeling and values of $4\pi\eta/s$ in the bottom row are the same as in the top row. In all cases, at $\rho = \rho_0 = -10$, I fixed the initial effective temperature to be $\hat{T}_0 = 0.002$ and the initial anisotropy to be $\hat{\alpha}_{\varsigma,0} = 1$, which corresponds to an isotropic initial condition in de Sitter space.

physical. However, as discussed in Appendix (B) of Ref. [72], if one fixes the boundary condition on the “left” ($\rho \to -\infty$), which corresponds to the “distant past” in de Sitter time, one has freedom to choose the initial condition. In addition, with this boundary condition, one can smoothly take the limit $\eta/s \to 0$ in order to obtain the ideal hydrodynamics result (see Fig. 8 of Ref. [72]). This limit is not guaranteed for other choices of $\rho_0$. More importantly,
Figure 4.2: Same as Fig. 4.1 except here I take $\alpha_{c,0} = 10$, which corresponds to a prolate initial condition in de Sitter space. The Israel-Stewart approximation result is not included, because, for this boundary condition, they are unstable and diverge in the negative-$\rho$ region.

I want to specify a set of initial conditions on a fixed proper-time surface $\tau = \tau_0$ and then take the limit $\tau_0 \to 0^+$ so that I can describe the system’s evolution in the entire forward light cone. For this reason, in what follows I will always fix the boundary condition on the left. As discussed above, these boundary conditions will also allow us to smoothly go from the ideal to free-streaming limits unambiguously. In practice, specifying numerical boundary conditions at extremely large negative $\rho$ and obtaining the full solution also for positive $\rho$ is time-consuming, particularly for the exact solution that I intend to compare with. For this reason, I will present solutions in which the boundary condition is fixed at a large, but finite, negative $\rho$. In all plots shown, I fix the boundary condition at $\rho_0 = -10$.

In addition to comparing to the generalization of the exact result of Refs. [21] [72], I
will also compare with results obtained using the Israel-Stewart second-order viscous hydrodynamics approximation \[73\] and a complete second-order Grad 14-moment approximation \[72\]. For the second-order hydrodynamic approximations, one has to solve two coupled ordinary differential equations subject to a boundary condition at $\rho = \rho_0$. For the Israel-Stewart (IS) case, the necessary equations are \[73\]

\[
\frac{1}{T} \frac{d\bar{T}}{d\rho} + \frac{2}{3} \tanh \rho = \frac{1}{3} \bar{\pi} (\rho) \tanh \rho, \tag{4.100}
\]

\[
\frac{d\bar{\pi} (\rho)}{d\rho} + \frac{4}{3} (\bar{\pi})^2 \tanh \rho + \frac{\bar{\pi}}{\bar{\pi}} = \frac{4}{15} \tanh \rho, \tag{4.101}
\]

where $\bar{\pi} (\rho) \equiv \bar{\pi} (\rho)/\bar{T}$ and $\bar{\pi} = 5\eta/(\bar{s}\bar{T})$. As mentioned above, one can go beyond the IS approximation presented in Ref. \[73\] and also include the complete second-order contribution (see Appendix (A) of Ref. \[72\] for further details). In this case, the second equation above

Figure 4.3: Same as Fig. 4.1 except here I take $\hat{\alpha}_{\varsigma,0} = 0.6$, which corresponds to an oblate initial condition in de Sitter space.
should be replaced by

\[
\frac{d\tilde{\pi}_\zeta}{d\rho} + \frac{4}{3} (\tilde{\pi}_\zeta^2) \tanh \rho + \frac{\tilde{\pi}_\zeta}{\tau_\pi} = \frac{4}{15} \tanh \rho + \frac{10}{21} \tilde{\pi}_\zeta \tanh \rho.
\] (4.102)

If Eq. (4.102) is used, the result is labeled as DNMR.

In Figs. 4.1-4.3 I present our numerical solutions of Eqs. (4.79), (4.80), and (4.81) and compare the results to the exact solution and the two second-order viscous hydrodynamics approximations. In these three figures I take \(\hat{\alpha}_{\zeta,0} = 1, 10, \) and 0.6, which correspond to an initially isotropic, prolate \((\hat{P}_\theta = \hat{P}_\phi < \hat{P}_\zeta)\), and oblate \((\hat{P}_\theta = \hat{P}_\phi > \hat{P}_\zeta)\) initial condition, respectively. In all cases, at \(\rho = \rho_0 = -10\), the initial effective temperature is fixed to be \(\hat{T}_0 = 0.002\). In the top row of all three figures, I compare the de Sitter-space effective temperature \(\hat{T}\) obtained from the exact solution (black solid line), the anisotropic hydrodynamics equations obtained herein (red dashed line), the DNMR second-order approach (green dot-dashed line), and the Israel-Stewart second-order approach (blue dotted line). The columns from left to right correspond to three different choices of the shear viscosity to entropy density ratio with \(4\pi \eta/s \in \{1, 3, 10\}\), respectively. In the bottom row of all three figures, I compare results for the scaled shear \(\tilde{\pi}_\zeta \equiv \hat{\pi}_\zeta/(\hat{T}\hat{s})\). The labeling and values of \(4\pi \eta/s\) in the bottom row are the same as in the top row.

As can be seen from Figs. 4.1-4.3, the anisotropic hydrodynamics equations obtained in this chapter provide the best approximation to the exact result in all cases. For the temperature, it is very difficult to distinguish the anisotropic hydrodynamics result from the exact result. For the scaled shear \(\tilde{\pi}_\zeta \equiv \hat{\pi}_\zeta/(\hat{T}\hat{s})\), there are visible differences between the aHydro solutions and the exact solution in the region between \(\rho \gtrsim 0\) for small \(\eta/s\), but at large \(\rho\) one sees that anisotropic hydrodynamics has the correct asymptotic behavior.\(^5\)

Between the two hydrodynamic approximations, one finds that, for negative \(\rho\), the DNMR

\(^5\)Using Eqs. (4.79)-(4.81), one finds that in the limit \(\rho \to \infty\), \(\hat{\alpha}_\zeta \sim \exp(\rho/3)\) and \(\hat{\lambda} \sim \exp(-2\rho/3)\). As a consequence, one finds that the anisotropic hydrodynamics equations give \(\tilde{\pi}_\zeta = 0.5\) in the limit \(\rho \to \infty\) independent of the value of \(\tau_{eq}\).
solutions better reproduces the exact solution for $\pi^\xi_\varsigma \equiv \hat{\pi}^\xi_\varsigma / (\hat{T} \hat{s})$, whereas for positive $\rho$ the IS solution seems to perform better overall. That being said, one finds that in the range of de Sitter times considered, the DNMR solution better reproduces the exact solution for the effective temperature.

4.9 Conclusions

In this chapter I used the framework of anisotropic hydrodynamics to derive two coupled ordinary differential equations that describe the evolution of the de Sitter-space scale parameter $\hat{\lambda}$ and anisotropy parameter $\hat{\alpha}_\varsigma$. My final analytic results are listed in Eqs. (4.79), (4.80), and (4.81). Using these equations one could find the evolution of the effective temperature $\hat{T}$ and shear correction $\pi^\xi_\varsigma$ in de Sitter time. I demonstrated that these equations reproduce both the ideal ($\eta/s = 0$) and free-streaming ($\eta/s \to \infty$) limits of the exact solution obtained in Ref. [72]. In order to make a more general comparison, I extended the exact solution of Ref. [72] to allow for arbitrary momentum-space anisotropy in the de Sitter-space initial condition. Our numerical results indicate that Eqs. (4.79), (4.80), and (4.81) provide an excellent approximation to the exact solution and, hence, this work provides further evidence that the anisotropic hydrodynamics approximation might provide a superior approximation even when including transverse expansion. That being said, the transverse flow pattern considered herein (“Gubser” flow) is rather special, and I cannot generalize beyond the specific case studied herein to a general transverse flow at the moment.

In the results section, I presented solutions for the de Sitter-space evolution of the effective temperature and scaled shear. The solutions obtained herein can be mapped back to Milne space, giving the full spatio-temporal evolution for a boost-invariant and cylindrically-symmetric system for arbitrary values of parameter $q$, which sets the spatial extent of the solution. Using this, one can obtain the radial temperature profile at any given proper time. This can be used as an initial condition for subsequent evolution in Milne space.
Chapter 5

Phenomenological predictions of quasiparticle anisotropic hydrodynamics

5.1 Introduction

In previous chapters, after a quick review of conformal aHydro, I have discussed the crucial the role of bulk degree of freedom when dealing with non-conformal, e.g. massive, anisotropic systems. I also discussed the comparison of aHydro and the standard vHydro models against the exact solution of Boltzmann equation for a 1+1d system under conformal gubser flow. The results indicated that aHydro describes the QGP far more accurately than any other standard dissipative hydrodynamics model. Despite this promise, turning anisotropic hydrodynamics into a practical phenomenological tool for use in modeling heavy-ion collisions requires two additional fundamental components to be implemented: (1) a realistic equation of state (EoS) based on lattice QCD and (2) self-consistent anisotropic freeze-out to hadronic degrees of freedom. With this in mind, in this chapter I am going to discuss systematic way of introducing realistic equation of state in the framework of aHydro using a quasiparticle model. I will also explain how the standard freezeout schemes is extended to aHydro, considering anisotropic distributions for hadrons at freezeout. Having implemented these two components enables us to study the phenomenology of the QGP using the aHydro model. I will wrap up the discussion of this chapter by comparing aHydro phenomenological predictions with URHIC experimental results.

The inclusion of the equation of state in aHydro is challenging. That is because the equation of state, by definition, relates the isotropic equilibrium pressure and equilibrium energy density. However, in aHydro one deals with anisotropic pressures and a non-equilibrium energy density and it is not a priori obvious how to deal with this issue. Early attempts at
implementing a realistic EoS were based on exploiting the conformal multiplicative factor-
ization of the components of the energy-momentum tensor [74, 75]. With this method, one
relies on the assumption of factorization even in the non-conformal (massive) case. Such
an approach is justified by the smallness of the corrections to factorization in the massive
case in the near-equilibrium limit. For details concerning this method, I refer the reader to
Refs. [65, 76]. Although this method is relatively straightforward to implement, it is only
approximate since for non-conformal systems there is no longer exact multiplicative factor-
ization of the components of the energy-momentum tensor. This introduces a theoretical
uncertainty which is difficult to quantitatively estimate.

Extending massless aHydro model to a massive one and introducing a bulk degree of
freedom (as explained in Chap. 3) cannot be used since it relies on the assumption of a
constant mass for particles in the plasma. As we know, plasma particles acquire a thermal
mass which is the result of their QCD interactions with the plasma constituents with \( m \sim gT \)
at high temperatures.

From the perspective of quantum field theory, the study of the QGP near and above
the critical temperature is of fundamental interest. One can gain some insight into the
physics of the QGP using perturbation theory since the asymptotic freedom of quantum
chromodynamics (QCD) ensures that, for the high temperatures, \( T \gg \Lambda_{\text{QCD}} \), the QGP
can be thought of as a weakly-coupled many-body system. In this regime, perturbative
methods, such as hard thermal loop (HTL) resummation, can be used [77, 78, 79, 80, 81, 82].

In the HTL framework, the quarks and gluons can be thought of as quasiparticles having
temperature-dependent (thermal) masses with \( m_{q,\bar{q},g} \sim gT \), where \( g \) is the strong coupling.

\[^1\text{HTL-resummed calculations of the thermodynamic potential at finite temperature and quark chemical}
potential(s) describe the lattice data well for } T \gtrsim 300 \text{ MeV with no free parameters [78, 83, 84].}\]
Such a picture provides motivation to try to model the QGP as a gas of massive quasiparticles for the purposes of obtaining self-consistent hydrodynamic equations. However, perturbation theory needs to be supplemented since, for temperatures $T \lesssim 2T_c$, first-principles perturbative calculations based on deconfined quarks and gluons break down. In order to proceed, one can use non-perturbative lattice calculations of QCD (LQCD) thermodynamics to determine information about the necessary quasiparticle mass(es). In practice, one can perform this procedure at all temperatures and determine a non-perturbative temperature-dependent quasiparticle mass, $m(T)$. Once $m(T)$ is determined, one can use this to enforce the target equation of state (EoS) in an effective kinetic field theory framework. One complication is that, in order to guarantee thermodynamic consistency in equilibrium and related out-of-equilibrium constraints, it is necessary to introduce a background (vacuum energy) contribution to the energy-momentum tensor. The resulting EoS, together with a self-consistent non-equilibrium energy-momentum tensor and modified Boltzmann equation, can be used to derive relativistic hydrodynamic equations for such a quasiparticle gas. The new method above will be referred to herein as the “quasiparticle EoS”.

5.2 Setup

The goal of this chapter is to derive the general 3+1d non-conformal anisotropic hydrodynamics equations for a system of quasiparticles with a temperature-dependent mass. To accomplish this goal, an effective Boltzmann equation for thermal quasiparticles is obtained. I then take moments of the resulting kinetic equation to obtain the leading-order 3+1d anisotropic hydrodynamics equations. Using a general set of basis vectors defined in (2.15), the equations are expanded explicitly. Then, using various simplifying assumptions (e.g. boost-invariance, etc.) I specialize to 0+1d aHyrdQ and 0+1d (massless) standard aHydro cases, for investigating the evolution of bulk variables and discussing the two available methods of implementing realistic equation of state. Later on, in order to study the
phenomenology of QGP, a modified version of Cooper-Frye freezeout model is used which is adjusted to take care of non-conformal mechanisms in aHydro framework [24, 87]. In the last step, I will compare the phenomenological predictions of 3+1d aHydroQP model with experimental data. The anisotropic distribution function in the non-conformal case including the bulk degree of freedom is also defined at section 3.3.

5.3 Quasiparticle equation of state

As is well-known from the literature [85], one cannot simply substitute temperature-dependent masses into the thermodynamic functions obtained for constant masses because this would violate thermodynamic consistency. For an equilibrium system, one can ensure thermodynamic consistency by adding a background contribution to the energy-momentum tensor, i.e.

\[ T^\mu_\nu_{\text{eq}} = T^\mu_\nu_{\text{kinetic,eq}} + g^\mu_\nu B_{\text{eq}}, \] (5.1)

with \( B_{\text{eq}} \equiv B_{\text{eq}}(T) \) being the additional background contribution. The kinetic contribution to the energy momentum tensor is given by

\[ T^\mu_\nu_{\text{kinetic,eq}} = \int dP p^\mu p^\nu f_{\text{eq}}(x,p). \] (5.2)

For an equilibrium Boltzmann gas, the number and entropy densities are unchanged, while, due to the additional background contribution, the energy density and pressure are shifted by \( +B_{\text{eq}} \) and \( -B_{\text{eq}} \), respectively, giving

\[ n_{\text{eq}}(T,m) = 4\pi \tilde{N} T^3 \hat{m}_{\text{eq}}^2 K_2(\hat{m}_{\text{eq}}), \] (5.3)

\[ S_{\text{eq}}(T,m) = 4\pi \tilde{N} T^3 \hat{m}_{\text{eq}}^2 \left[ 4K_2(\hat{m}_{\text{eq}}) + \hat{m}_{\text{eq}} K_1(\hat{m}_{\text{eq}}) \right], \] (5.4)

\[ \epsilon_{\text{eq}}(T,m) = 4\pi \tilde{N} T^4 \hat{m}_{\text{eq}}^2 \left[ 3K_2(\hat{m}_{\text{eq}}) + \hat{m}_{\text{eq}} K_1(\hat{m}_{\text{eq}}) \right] + B_{\text{eq}}, \] (5.5)

\[ P_{\text{eq}}(T,m) = 4\pi \tilde{N} T^4 \hat{m}_{\text{eq}}^2 K_2(\hat{m}_{\text{eq}}) - B_{\text{eq}}, \] (5.6)

where \( \hat{m}_{\text{eq}} = m/T \) with \( m \) implicitly depending on the temperature from here on. In order
Figure 5.1: In panel (a) the temperature dependence of the quasiparticle mass scaled by the temperature obtained using Eq. (5.9) is plotted. In panel (b) the temperature dependence of the background term $B_{eq}$ scaled by the temperature obtained using (5.8) is plotted.

to fix $B_{eq}$, one can require, for example, the thermodynamic identity

$$TS_{eq} = \epsilon_{eq} + P_{eq} = T \frac{\partial P_{eq}}{\partial T},$$

(5.7)

be satisfied. Using Eqs. (5.5), (5.6), and (5.7) one obtains

$$\frac{dB_{eq}}{dT} = -\frac{1}{2} \frac{dm^2}{dT} \int dP f_{eq}(x, p) = -4\pi \tilde{N} m^2 TK_1(\hat{m}_{eq}) \frac{dm}{dT}.$$  

(5.8)

If the temperature dependence of $m$ is known, then Eq. (5.8) can be used to determine $B_{eq}(T)$. In order to determine $m$, one can use the thermodynamic identity

$$\epsilon_{eq} + P_{eq} = TS_{eq} = 4\pi \tilde{N} T^4 \hat{m}_{eq}^3 K_3(\hat{m}_{eq}).$$

(5.9)

Using the lattice parameterization (2.37) to compute the equilibrium energy density and pressure, one can numerically solve for $m(T)$. In Fig. 5.1, I plot the resulting solution for $m/T$ as a function of the temperature. Once $m$ is determined using Eq. (5.9), one can solve Eq. (5.8) subject to the boundary condition $B_{eq}(T = 0) = 0$ to find $B_{eq}(T)$. Note that, using this method, one can exactly reproduce the lattice results for energy density, pressure,
and entropy density. In Fig. 5.1b, I plot the resulting solution for the normalized quantity $B_{eq}(T)/T^4$ as a function of the temperature.

### 5.4 Effective Boltzmann equation

If the quasiparticles have a temperature-dependent mass, one has to generalize the Boltzmann equation in order to take into account gradients in the mass. Generally, the Boltzmann equation for on-shell quasiparticles can be written as \[ p^\mu \partial_\mu f + \frac{1}{2} \partial_i m^2 \partial_{(p)} f = -C[f], \] (5.10)

where $i$ is a spatial coordinate index, and $\partial_{(p)} \equiv -\partial/\partial p^i$. Note that the extra term, $(\partial_i m^2/2) \partial_{(p)} f$, corresponds precisely to the result obtained from derivation of the Boltzmann equation using quantum field theoretical methods \[88\]. In the constant mass limit, the Eq. (5.10) simplifies to Eq. (2.23).

To obtain a realistic model for $\tau_{eq}$, which is valid for massive systems, one can relate $\tau_{eq}$ to the shear viscosity to entropy density ratio. For a massive system, one has \[89, 90\]

\[ \eta(T) = \frac{\tau_{eq}(T) P_{eq}(T)}{15} \kappa(\hat{m}_{eq}). \] (5.11)

In this formula the function $\kappa(x)$ is defined as

\[ \kappa(x) \equiv x^3 \left[ \frac{3}{x^2 K_2(x)} - \frac{1}{x} + \frac{K_1(x)}{K_2(x)} - \frac{\pi}{2} \frac{1 - x K_0(x) L_{-1}(x) - x K_1(x) L_0(x)}{K_2(x)} \right]. \] (5.12)

where $K_n(x)$ are modified Bessel functions of second kind and $L_n(x)$ are modified Struve functions. Assuming that $\eta/S_{eq} \equiv \tilde{\eta}$ is held fixed during the evolution and using the thermodynamic relation $\epsilon_{eq} + P_{eq} = T S_{eq}$ one obtains

\[ \tau_{eq}(T) = \frac{15 \tilde{\eta}}{\kappa(\hat{m}_{eq}) T} \left( 1 + \frac{\epsilon_{eq}(T)}{P_{eq}(T)} \right). \] (5.13)

Note that, in the massless limit, $m \to 0$, one has $\kappa(\hat{m}_{eq}) \to 12$, giving

\[ \tau_{eq}(T) = \frac{5 \eta}{4 P_{eq}(T)}. \] (5.14)
5.5 Moments of Boltzmann equation

In order to study the evolution of the bulk properties of a system, one can take the moments of Eq. (5.10). The zeroth, first, and second moments yields, respectively

\[ \partial_\mu J^\mu = -\int dP C[f], \]  
(5.15)

\[ \partial_\mu T^{\mu\nu} = -\int dP p^\nu C[f], \]  
(5.16)

\[ \partial_\mu I^{\mu\nu\lambda} - J^{(\nu} \partial^{\lambda)} m^2 = -\int dP p^{\nu} p^{\lambda} C[f], \]  
(5.17)

the functions are given by

\[ J^\mu \equiv \int dP p^\mu f(x,p), \]  
(5.18)

\[ T^{\mu\nu} \equiv \int dP p^\mu p^\nu f(x,p) + B g^{\mu\nu}, \]  
(5.19)

\[ I^{\mu\nu\lambda} \equiv \int dP p^\mu p^\nu p^\lambda f(x,p). \]  
(5.20)

Note that I have introduced the non-equilibrium background field \( B \equiv B(\alpha, \lambda) \), which is the analogue of the equilibrium background \( B_{eq} \) in order to guarantee the correct equilibrium limit of \( T^{\mu\nu} \). For obtaining Eq. (5.16), one finds a constraint equation for \( B \) as

\[ \partial_\mu B = -\frac{1}{2} \partial_\mu m^2 \int dP f(x,p). \]  
(5.21)

In practice, one can use (5.21) to write the derivative of \( B \) with respect to any variable in terms of the derivative of the thermal mass times the \( E^{-1} \) moment of the non-equilibrium distribution function.

5.6 Quasiparticle bulk variables

In this section, the necessary dynamical equations for bulk variables are computed. The quantities \( J^\mu \), \( T^{\mu\nu} \), and \( I^{\mu\nu\lambda} \) defined in Eqs. (5.18), (5.19), and (5.20) follow the tensor expansions introduced at (2.32).
The conservation of energy and momentum is enforced by $\partial_{\mu}T^{\mu\nu} = 0$. Using Eq. (5.19) one has $\epsilon_{\text{kinetic}} = \epsilon_{\text{kinetic,eq}}$, or more explicitly

$$\tilde{H}_3 \lambda^4 = \tilde{H}_{3,\text{eq}} T^4.$$  \hspace{1cm} (5.22)

Considering Eq. (5.16) and taking $U^-, X^-, Y^-, \text{and } Z$-projections, one obtains

$$D_u \epsilon + \epsilon \theta_u + P_x u_\mu D_x X^\mu + P_y u_\mu D_y Y^\mu + P_z u_\mu D_z Z^\mu = 0,$$
$$D_x P_x + P_x \theta_x - \epsilon X_\mu D_u u^\mu - P_y X_\mu D_y Y^\mu - P_z X_\mu D_z Z^\mu = 0,$$
$$D_y P_y + P_y \theta_y - \epsilon Y_\mu D_u u^\mu - P_x Y_\mu D_x X^\mu - P_z Y_\mu D_z Z^\mu = 0,$$
$$D_z P_z + P_z \theta_z - \epsilon Z_\mu D_u u^\mu - P_x Z_\mu D_x X^\mu - P_y Z_\mu D_y Y^\mu = 0. \hspace{1cm} (5.23)$$

Using Eqs. (3.2) and (5.19) to take projections of $T^\mu\nu$, one can obtain its components as

$$\epsilon = \mathcal{H}_3(\alpha, \hat{m}) \lambda^4 + B,$$
$$P_x = \mathcal{H}_{3x}(\alpha, \hat{m}) \lambda^4 - B,$$
$$P_y = \mathcal{H}_{3y}(\alpha, \hat{m}) \lambda^4 - B,$$
$$P_z = \mathcal{H}_{3z}(\alpha, \hat{m}) \lambda^4 - B. \hspace{1cm} (5.24)$$

The various $\mathcal{H}$-functions appearing above are defined in App. D.1.

The second moment of Boltzmann equation in the RTA is

$$\partial_{\mu} I^{\mu\nu\lambda} - J^{(\nu \partial^{\lambda})} m^2 = \frac{1}{\tau_{\text{eq}}}(u_\mu I^{\mu\nu\lambda}_{\text{eq}} - u_\mu I^{\mu\nu\lambda}), \hspace{1cm} (5.25)$$

where $I$ and $I_{\text{eq}}$ are defined in (3.31) and (3.32). Taking its $uu^-, XX^-, YY^-$, and $ZZ$-projections to obtain

$$D_u I_u + I_u \theta_u + 2 I_x u_\mu D_x X^\mu + 2 I_y u_\mu D_y Y^\mu + 2 I_z u_\mu D_z Z^\mu - nD_u m^2 = \frac{I_{u,\text{eq}} - I_u}{\tau_{\text{eq}}}, \hspace{1cm} (5.26)$$
$$D_u I_x + I_x (\theta_u + 2 u_\mu D_x X^\mu) = \frac{1}{\tau_{\text{eq}}} (I_{\text{eq}} - I_x), \hspace{1cm} (5.27)$$
$$D_u I_y + I_y (\theta_u + 2 u_\mu D_y Y^\mu) = \frac{1}{\tau_{\text{eq}}} (I_{\text{eq}} - I_y), \hspace{1cm} (5.28)$$
$$D_u I_z + I_z (\theta_u + 2 u_\mu D_z Z^\mu) = \frac{1}{\tau_{\text{eq}}} (I_{\text{eq}} - I_z). \hspace{1cm} (5.29)$$
Also, taking $uX$-, $uY$-, and $uZ$-projections one can find

\begin{align}
D_x \mathcal{I}_x + \mathcal{I}_x \theta_x + (\mathcal{I}_x + \mathcal{I}_u) u_\mu D_u X^\mu - \mathcal{I}_x X_\mu D_y Y^\mu - \mathcal{I}_x X_\mu D_z Z^\mu - \frac{1}{2} n D_x m^2 &= 0,
\end{align}

(5.30)

\begin{align}
D_y \mathcal{I}_y + \mathcal{I}_y \theta_y + (\mathcal{I}_y + \mathcal{I}_u) u_\mu D_u Y^\mu - \mathcal{I}_y Y_\mu D_x X^\mu - \mathcal{I}_y Y_\mu D_z Z^\mu - \frac{1}{2} n D_y m^2 &= 0,
\end{align}

(5.31)

\begin{align}
D_z \mathcal{I}_z + \mathcal{I}_z \theta_z + (\mathcal{I}_z + \mathcal{I}_u) u_\mu D_u Z^\mu - \mathcal{I}_z Z_\mu D_x X^\mu - \mathcal{I}_z Z_\mu D_y Y^\mu - \frac{1}{2} n D_z m^2 &= 0,
\end{align}

(5.32)

and finally projecting with $XY$, $XZ$, and $YZ$ gives

\begin{align}
\mathcal{I}_x(Y_\mu D_u X^\mu + Y_\mu D_x u^\mu) + \mathcal{I}_y(X_\mu D_u Y^\mu + X_\mu D_y u^\mu) &= 0,
\end{align}

(5.33)

\begin{align}
\mathcal{I}_x(Z_\mu D_u X^\mu + Z_\mu D_x u^\mu) + \mathcal{I}_z(X_\mu D_u Z^\mu + X_\mu D_z u^\mu) &= 0,
\end{align}

(5.34)

\begin{align}
\mathcal{I}_y(Z_\mu D_u Y^\mu + Z_\mu D_y u^\mu) + \mathcal{I}_z(Y_\mu D_u Z^\mu + Y_\mu D_z u^\mu) &= 0.
\end{align}

(5.35)

Note that (5.26) is not independent and can be obtained from the the equations (5.27)-(5.29).

In brief, the dynamical equations are constructed by Eqs. (5.22), (5.23), and (5.27)-(5.29).

### 5.7 Numerical results

In this section, the comparisons of our aHydroQP model results with $\sqrt{s_{NN}} = 2.76$ TeV Pb-Pb collision data available from the ALICE collaboration are presented. To set the initial conditions, the system is assumed to be initially isotropic in momentum space ($\alpha_i(\tau_0) = 1$), with zero transverse flow ($u_\perp(\tau_0) = 0$), and Bjorken flow in the longitudinal direction ($\vartheta(\tau_0) = \eta$). The initial energy density distribution in the transverse plane is computed from a “tilted” profile [91]. The distribution used is a linear combination of smooth Glauber wounded-nucleon and binary-collision density profiles, with a binary-collision mixing factor of $\chi = 0.15$. In the longitudinal direction, I used a profile with a central plateau and Gaussian “tails”, resulting in a longitudinal profile function of the form

\begin{align}
\rho(\varsigma) &\equiv \exp \left[ - (\varsigma - \Delta\varsigma)^2 / (2\sigma^2) \right] \Theta(|\varsigma| - \Delta\varsigma) .
\end{align}

(5.36)

The parameters entering (5.36) were fitted to the pseudorapidity distribution of charged hadrons with the results being $\Delta\varsigma = 2.3$ and $\sigma_\varsigma = 1.6$. The first quantity sets the width of
the central plateau and the second sets the width of the Gaussian “tails”.

The resulting initial energy density at a given transverse position $x_\perp$ and spatial rapidity $\varsigma$ was computed using

$$\mathcal{E}(x_\perp,\varsigma) \propto (1 - \chi)\rho(\varsigma)\left[W_A(x_\perp)g(\varsigma) + W_B(x_\perp)g(-\varsigma)\right] + \chi\rho(\varsigma)C(x_\perp), \quad (5.37)$$

where $W_{A,B}(x_\perp)$ is the wounded nucleon density for nucleus $A$ or $B$, $C(x_\perp)$ is the binary collision density, and $g(\varsigma)$ is the “tilt function”. The tilt function is defined through

$$g(\varsigma) = \begin{cases} 
0 & \text{if } \varsigma < -y_N, \\
(\varsigma + y_N)/(2y_N) & \text{if } -y_N \leq \varsigma \leq y_N, \\
1 & \text{if } \varsigma > y_N, 
\end{cases} \quad (5.38)$$

where $y_N = \log(2\sqrt{s_{NN}}/(m_p + m_n))$ is the nucleon momentum rapidity [91].

I solved the aHydroQP dynamical equations on a $64^3$ lattice with lattice spacings $\Delta x = \Delta y = 0.5$ fm and $\Delta \varsigma = 0.375$. To compute spatial derivatives a fourth-order centered-differences is used and, for temporal updates, I used fourth-order Runge-Kutta with step size of $\Delta \tau = 0.02$ fm/c. To regulate potential numerical instabilities associated with the centered-differences scheme, a weighted-LAX smoother [61] is used. In most cases, I set the weighted-LAX fraction to be 0.005, however, for large impact parameters I used 0.02. The aHydroQP evolution was started at $\tau_0 = 0.25$ fm/c and stopped when the highest effective temperature in the entire volume was sufficiently below $T_{\text{FO}}$.

Using aHydroQP, the full 3+1d evolution of the system is ran first and, then a freeze-out hypersurface based on the effective temperature is extracted. I assumed that all hadronic species were in chemical equilibrium and had the same fluid anisotropy tensor ($\Xi_{\mu\nu}$) and scale parameter ($\lambda$). The distribution function parameters on the freeze-out hypersurface were fed into a customized version of THERMINATOR 2 which allows for an ellipsoidal distribution

---

2This does not affect the evolution considerably since, for high impact parameters, the system reaches $T_{\text{FO}}$ at times $\lesssim 4$ fm/c.
Figure 5.2: Transverse momentum spectra of $\pi^\pm$, $K^\pm$, and $p+\bar{p}$ for six centrality classes. All results are for 2.76 TeV Pb-Pb collisions and data are from the ALICE collaboration [11].

function. THERMINATOR 2 performs sampled event-by-event hadronic production from the exported freeze-out hypersurface using Monte-Carlo sampling. It then performs hadronic feed down (resonance decays) for each sampled event. Depending on the observables under
Figure 5.3: The charged-hadron multiplicity in different centrality classes as a function of pseudorapidity. Results are for 2.76 TeV Pb-Pb collisions and data are from the ALICE collaboration [12, 13].

Figure 5.4: The average $p_T$ of $\pi^\pm$, $K^\pm$, and $p + \bar{p}$ as a function of centrality for 2.76 TeV Pb-Pb collisions. Data taken from the ALICE collaboration [11].

consideration and the centrality class considered, one may need to generate more hadronic events for the purposes of improved statistics. For all plots shown herein, between 7,400 and 36,200 hadronic events per centrality class is used. I indicate the statistical uncertainty of our model results associated with the hadronic Monte-Carlo sampling by a shaded band
Figure 5.5: The integrated $v_2$ for charged hadrons as a function of centrality ($0.2 < p_T < 3$ GeV, $\eta < 0.8$). All data taken from 2.76 TeV Pb-Pb ALICE collaboration [14].

surrounding the hadronic event-averaged value (the central line).

In this model, there are three remaining free parameters: (1) the initial central temperature $T_0$ obtained in a perfectly central collision at $x_\perp = 0$ and $\varsigma = 0$, (2) the freeze-out temperature $T_{\text{FO}}$, and (3) $\eta/s$ which is assumed to be a (temperature-independent) constant. In order to fix these parameters a scan over them is performed and I compared the theoretical predictions resulting from this scan with experimental data from the ALICE collaboration for the differential spectra of pions, kaons, and protons in both the 0-5% and 30-40% centrality classes. The fitting error was minimized across species, with equal weighting for the three particle types. The parameters obtained from this procedure are $T_0 = 600$ MeV, $\eta/s = 0.159$, and $T_{\text{FO}} = 130$ MeV.

First the comparisons of the transverse momentum spectra of $\pi^\pm$, $K^\pm$, and $p + \bar{p}$ in six centrality classes 0-5%, 5-10%, 10-20%, 20-30%, 30-40%, and 40-50% in Fig. 5.2 is presented. These comparisons show that our model provides a very good simultaneous description of the ALICE data for the pion, kaon, and proton spectra [11], with largest differences at $p_T \gtrsim 1.5$ GeV and relatively high centrality classes 30-40%, and 40-50%. Note that our model slightly
Figure 5.6: The elliptic flow coefficient for identified hadrons as a function of $p_T$ for four centrality classes. All results and data are for 2.76 TeV Pb-Pb collisions. Data shown are from the ALICE collaboration and were extracted using the scalar product method [15].

underpredicts the pion spectrum at low transverse momentum which is similar to what is observed in other hydrodynamic models (see e.g. Ref. [92]). One possible explanation for this discrepancy that has been suggested is pion condensation [93].

In Fig. 5.3, the charged-hadron multiplicity in different centrality classes as a function of pseudorapidity, $\eta$ is shown. In panel (a), the 0-5%, 5-10%, 10-20%, 20-30%, and 30-40% centrality classes is shown, and in panel (b) I show the 40-50%, 50-60%, 70-80%, 80-90%, and 90-100% centrality classes. As can be seen from both panels, our model is able to describe the charged hadron multiplicity as a function of pseudorapidity [12, 13] quite well in all
Figure 5.7: The pseudorapidity dependence of the elliptic flow \( v_2 \) for charged hadrons in different centrality classes where I take \( 0 < p_T < 100 \) GeV. All results are for 2.76 TeV Pb-Pb collisions and data are from the ALICE collaboration \[16\].

Another observable to consider is the average transverse momentum of pions, kaons, and protons as a function of centrality. This is shown in Fig. 5.4 where our model is again able to reproduce the data reasonably well.

Next, in Fig. 5.5, the integrated elliptic flow coefficient \( v_2 \) for charged hadrons as a function of centrality is shown. The model predictions were computed using the geometrical definition of the elliptic flow coefficient, \( v_2 \sim \langle \cos(2\phi) \rangle \), for all charged hadrons. The experimental data were obtained using second- and fourth-order cumulants \( v_2\{2\} \) and \( v_2\{4\} \) \[14\]. From this figure one sees that this model agrees well with \( v_2\{4\} \) measurements at low centrality, but agrees better with \( v_2\{2\} \) at higher centrality. One would expect better agreement with \( v_2\{4\} \) than \( v_2\{2\} \), since the former has non-flow effects subtracted. The fact that the agreement is better with \( v_2\{2\} \) at high centrality could be due to the fact that our smooth initial condition is too simple or that the off-diagonal components of the anisotropy tensor in the evolution and freeze-out is not included.

In Fig. 5.6, the comparisons of the identified-particle \( v_2 \) as a function of \( p_T \) obtained using
our model with experimental data reported by ALICE collaboration [15] is presented. Our model provides a quite reasonable description of the identified-particle elliptic flow as can be seen in panels (b) and (c), 20-30% and 30-40% centrality classes, respectively. In panel (b), the 20-30% centrality class, one sees that our model reproduces the data very well for the pion, kaon, and proton data out to $p_T \sim 1.5$, 1.5, and 2.5 GeV, respectively. A very similar agreement is seen in panel (c), the 30-40% centrality class, where the model is in good agreement with the pion, kaon, and proton data out to $p_T \sim 1$, 1, and 2 GeV, respectively. However, in panels (a) and (d), 10-20% and 40-50% centrality classes, respectively, one sees poorer agreement than panels (b) and (c). For example, my results underpredict the pion elliptic flow in the 10-20% centrality class as can be seen from panel (a). Again, as in the case of Fig. 5.5 this is related to our use of smooth Glauber initial conditions.

In order to further examine how well our model describes various observables, I look at the pseudorapidity dependence of $v_2$ for different centrality classes in Fig. 5.7. As can be seen from Fig. 5.7 our model results do not fall fast enough at large pseudorapidity compared to the experimental data [16]. One possible remedy for this may be including temperature-dependent $\eta/s$, since this has been shown to improve agreement with this observable in the context of viscous hydrodynamics [94].

### 5.8 Conclusions

In this chapter I presented phenomenological comparisons of aHydroQP with LHC experimental data collected in 2.76 TeV Pb-Pb collisions. This work was originally reported in Ref. [25]. Herein, I gave more details about the formalism used and presented a more thorough comparison between our model and LHC data for a variety of observables. In aHydroQP, three momentum anisotropy parameters in the underlying distribution function is included, both in the dissipative hydrodynamic stage and at freeze-out. Also a quasiparticle implementation of the LQCD EoS is included to take into account the non-conformality of
the system. At freeze-out, a customized version of THERMINATOR 2 which was modified to accept anisotropic distribution functions of generalized Romatschke-Strickland form, is used. As a first test, in this chapter, I used smooth Glauber initial conditions which were obtained from a linear combination of wounded-nucleon and binary-collision profiles. I additionally assumed the system to be initially isotropic in momentum space with no initial transverse flow.

To fix the remaining phenomenological parameters, a parameter scan is performed where I compared my results with experimentally observed identified-particle spectra in the 5-10% and 30-40% centrality classes. The resulting set of best fit parameters was $T_0 = 600$ MeV, $\eta/s = 0.159$, and $T_{FO} = 130$ MeV. After this fitting was complete, I computed an array of different heavy-ion observables, finding quite good agreement between our model and experimental data despite our simple smooth initial condition. I looked at particle multiplicity and spectra, average transverse momentum, $v_2$. Compared to Ref. [25], I have added additional centrality classes in some cases and increased the statistics associated with the hadronic Monte-Carlo sampling where necessary [26, 95].

The phenomenological results presented in this chapter represent the first aHydro results to include three separate anisotropy parameters together with the quasiparticle method for imposing the EoS and self-consistent anisotropic freeze-out. Compared to prior results which used a single anisotropy parameter and/or an approximate conformal-factorization implementation of the equation of state [76, 96, 97] much better agreement with the pion, kaon, and proton spectra and, relatedly, the total multiplicity as a function of pseudorapidity is observed. Prior studies which used the approximate conformal-factorization implementation of the equation of state dramatically underestimated the low $p_T$ spectra [96, 97], making this the first phenomenological study within the context of aHydro which is able to reproduce both the experimentally observed spectra and elliptic flow.
Part II

Applications of anisotropic hydrodynamics
Chapter 6

Gluon self-energy in anisotropic hydrodynamics

6.1 introduction

At the beginning of the 20th century, two extremely useful theories were born: quantum mechanics and special relativity. Later on, people tried to construct a formalism for studying the fundamental properties of all elementary particles. Reconciling quantum mechanics and special relativity led to quantum field theory (QFT). Despite being astonishingly successful in studying the basic interactions among particles, i.e. particle scattering cross sections in accelerators, vacuum QFT is unable to describe a system of particles that has finite temperature/density. In fact, conventional QFT is formulated at zero temperature or when the effect of temperature/density is negligible. However, our real world systems certainly evolve at non-zero temperatures/density limit and one needs to extend the dynamics to the finite temperature/density in order to study the phenomenology. In fact, when the temperature is comparable to (or larger than) the energy scale of the theory\(^1\) thermodynamic effects become important. To be specific, there are mainly two important contexts in physics that thermal QFT effects play inevitable roles and are widely applied: cosmology and URHIC experiments. To clarify, one needs to see what happens when the system of particles is heated up or when it is compressed. For instance, at extremely high temperature the matter experiences a transition to QGP which is the topic of URHIC experiments. Also, in the astronomical studies one encounters a whole set of important phenomena all of which are studied based on finite density/temperature effects in QFT, e.g. formation and evolution of neutron stars, black holes radiation, and cosmological inflation. For the purpose of discussion,

\(^1\)This can be introduced as inverse of characteristic length scale of the system which can be mean inter-particle distance or Debye length, etc.
there have been some approaches developed in the mid 20th century. The *imaginary time formalism* (ITF), developed based on quantum statistical mechanics, is a relevant framework for equilibrium finite-temperature field theory calculations. In this framework, starting from the quantum mechanical transition amplitude based on the Feynman path integral, one can replace the (real) time variable with an imaginary time variable $\tau = it$ with an appropriate prescription for the boundary conditions for bosonic and fermionic states. Through this, the transition amplitude looks the same as a quantum mechanical ensemble average. By analytic continuation, one can extend this formalism to the real time formalism (RTF). However, there is an alternative method to ITF, which is called *Schwinger-Keldysh formalism* (SK). The real-time SK formalism is suitable for studying finite-temperature systems both in- and out of equilibrium. It is been proven that both approaches are consistent in the scopes of their mutual validity. In this chapter, I am going to discuss the SK formalism briefly and then use it to calculate the heavy-quark potential in an anisotropic QGP.

As discussed briefly in Chap. 1, studying heavy-quarkonia states is of crucial importance in the phenomenology of QGP. For instance, heavy-quark bound states interact with QGP and through QCD Debye screening experience in-medium suppression which depends on QGP temperature; therefore they can be considered as internal probes for measuring the temperature of the QGP. Also, due to the fact that heavy quarks explicitly break the chiral symmetry they remain unchanged during the QCD phase transition and they can carry a lot of useful information from that region. On the other hand, studying the dynamics of heavy-quarkonia without a precise calculation of heavy-quark potential essentially based on QGP phenomenology is ill-advised. Following the discussion in previous chapters, the large early stage momentum-space anisotropy is a phenomena which has to be considered carefully in the dynamics and suppression of heavy-quarks bound states. For instance, potential non-equilibrium corrections could have a large impact on the heavy-quark potential. One
can attempt to include this deviation from equilibrium “perturbatively” as is done in the framework of viscous hydrodynamics, however, at very early times after the impact or near the transverse/longitudinal edges of the system this method becomes unreliable since such approaches rely on an explicit assumption that the system is near equilibrium.

One of the shortcomings of all previous calculations of the heavy-quark potential in a momentum space anisotropic QGP is that, although the real part of the potential was obtained to all orders in the plasma momentum-space anisotropy parameter $\xi$ in Ref. [98], calculations of the imaginary part of the heavy-quark potential have relied on a Taylor expansion around $\xi = 0$ to linear order. In this chapter we explain the steps necessary to calculate the heavy-quark potential based on (semi-)static hard-loop (HL) dressed propagators using the real time formalism (SK formalism) in a momentum-space anisotropic quark-gluon plasma. For this purpose, we need to calculate the dressed retarded, advanced, and Feynman propagators and the related self-energies using the leading order anisotropic distribution function. Once these are determined we can compute the potential using

$$V(r, \xi) = -\frac{g^2C_F}{2} \int \frac{d^3p}{(2\pi)^3} (e^{i p \cdot r} - 1) \left[ \tilde{D}_{R0}^{00} + \tilde{D}_{A0}^{00} + \tilde{D}_{F0}^{00} \right]_{\omega \to 0},$$

where $g$ is the strong coupling constant, $C_F = (N_c^2 - 1)/(2N_c)$ is the quadratic Casimir in the fundamental representation of $SU(N_c)$.

### 6.2 Setup and notation

In this chapter, the metric is taken to be “mostly minus”, i.e. in Minkowski space $\eta^{\mu\nu} \equiv (1, -1)$. Lower-case letters denote four-vectors and bold lower-case letters denote three vectors. All Greek-letter indices stand for the components of four-vectors while Latin indices indicate spatial components of four-vectors. For any two four-vectors $x^\mu \equiv (x_0, \mathbf{x})$ and $y^\mu \equiv (y_0, \mathbf{y})$ the inner product is defined as $x \cdot y \equiv x^\mu y_\mu = x_0 y_0 - \mathbf{x} \cdot \mathbf{y}$. The subscripts ‘R’, ‘A’, and ‘F’ for propagators and self-energies stand for retarded, advanced, and Feynman
propagators, respectively. According to Feynman slash notation, for any four-vector $x$, we have $\slash{x} \equiv \gamma \cdot x$, with $\gamma^\mu$ being Dirac matrices. Herein, the anisotropic distribution function is taken to be of spheroidal form \cite{2,7}. Anisotropic Fermi-Dirac $f_F$, ($a = 1$), or Bose-Einstein $f_B$, ($a = -1$) distribution functions are

$$ f_{F/B}(p) = \left[ \exp \left( \frac{1}{\lambda} \sqrt{p^2 + \xi (p \cdot n)^2} \right) + a \right]^{-1}. \quad (6.2) $$

We will perform the calculations initially in QED and then, in the end, we will generalize our results to QCD.

### 6.3 The real-time formalism for non-equilibrium field theories

In this section, we present the basic formalism used to obtain our results in a concise and self-contained manner. We will use the real-time SK \cite{99, 100, 101, 102}. The SK formalism is based on contour Green’s functions. For a spinor field $\psi$ and a vector field $A^\mu$, we can define the fermionic and bosonic QED Green’s functions, respectively

$$ i(S(x,y))_{\alpha\beta} \equiv \langle \hat{T}[\psi_\alpha(x)\bar{\psi}_\beta(y)] \rangle, \quad (6.3) $$
$$ i(D(x,y))_{\mu\nu} \equiv \langle \hat{T}[A_\mu(x)A_\nu(y)] \rangle, \quad (6.4) $$

where $\{\alpha, \beta\} \in \{1, 2, 3, 4\}$ are spinor indices, $\{\mu, \nu\} \in \{0, 1, 2, 3\}$ are Lorentz indices. The angle brackets denote the quantum expectation value and $\hat{T}$ is the time-ordering operator

$$ \hat{T}[X(x)Y(y)] \equiv \Theta(x_0 - y_0)X(x)Y(y) \pm \Theta(y_0 - x_0)Y(y)X(x), \quad (6.5) $$

where $\Theta$ is the Heaviside step function. Corresponding to different ways of propagation with respect to the contour, one can define four functions based on the contour propagator:

$$ i(S^>(x,y))_{\alpha\beta} \equiv \langle \psi_\alpha(x)\bar{\psi}_\beta(y) \rangle, $$
$$ i(S^<(x,y))_{\alpha\beta} \equiv -\langle \bar{\psi}_\beta(y)\psi_\alpha(x) \rangle, $$
$$ i(S^c(x,y))_{\alpha\beta} \equiv \langle \hat{T}^c[\psi_\alpha(x)\bar{\psi}_\beta(y)] \rangle, $$
$$ i(S^a(x,y))_{\alpha\beta} \equiv \langle \hat{T}^a[\psi_\alpha(x)\bar{\psi}_\beta(y)] \rangle. \quad (6.6) $$
Likewise, for bosons, we have

\[ i(D^>(x, y))_{\mu\nu} \equiv \langle A_\mu(x)A_\nu(y) \rangle, \]
\[ i(D^<(x, y))_{\mu\nu} \equiv \langle A_\nu(y)A_\mu(x) \rangle, \]
\[ i(D^c(x, y))_{\mu\nu} \equiv \langle \hat{T}^c[A_\mu(x)A_\nu(y)] \rangle, \]
\[ i(D^a(x, y))_{\mu\nu} \equiv \langle \hat{T}^a[A_\mu(x)A_\nu(y)] \rangle. \]  

(6.7)

In the relation above, \( \hat{T}^c \) and \( \hat{T}^a \) are time-ordering and anti-time-ordering operators, respectively, which are defined as

\[ \hat{T}^c[X(x)Y(y)] \equiv \Theta(x_0 - y_0)X(x)Y(y) \pm \Theta(y_0 - x_0)Y(y)X(x), \]  

(6.8)

\[ \hat{T}^a[X(x)Y(y)] \equiv \Theta(y_0 - x_0)X(x)Y(y) \pm \Theta(x_0 - y_0)Y(y)X(x). \]  

(6.9)

The upper and lower signs above correspond to bosonic and fermionic cases, respectively. In practice, one can define four different Green’s functions with the following meanings:

\[ S^c(x, y) \equiv S(x, y) \quad \text{with both } x_0 \text{ and } y_0 \text{ on the upper branch}, \]
\[ S^a(x, y) \equiv S(x, y) \quad \text{with both } x_0 \text{ and } y_0 \text{ on the lower branch}, \]
\[ S^<(x, y) \equiv S(x, y) \quad \text{with } x_0 \text{ on the upper and } y_0 \text{ on the lower branch}, \]
\[ S^>(x, y) \equiv S(x, y) \quad \text{with } x_0 \text{ on the lower and } y_0 \text{ on the upper branch}. \]

In the SK formulation it is useful to introduce the following \( 2 \times 2 \) matrix

\[ S = \begin{pmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{pmatrix} = \begin{pmatrix} S^c & S^c \\ S^< & S^> \end{pmatrix}. \]  

(6.10)

Since, the system under consideration is assumed to be translationally invariant, the two-point function only depends on \( x - y \). Therefore, we can safely set \( y = 0 \) and study the two-point function function of a single variable \( (x) \). The components of the electron propagator
$S$ satisfy the following relations

$$S^{c/a}(x) = \Theta(x_0)S^\geq(x) + \Theta(-x_0)S^\leq(x), \quad (6.11)$$

$$S^c(x) + S^a(x) = S^<(x) + S^>(x). \quad (6.12)$$

The retarded, advanced, and Feynman propagators are defined as

$$S_{R/A}(x) \equiv \pm \Theta(\pm x_0)(S^>(x) - S^<(x)), \quad (6.13)$$

$$S_{R/A}(-x) = \pm \Theta(\mp x_0)(S^>(-x) - S^<-(-x)), \quad (6.14)$$

$$S_F(x) = S^>(x) + S^<(x). \quad (6.15)$$

Using the above relations one finds some useful identities such as

$$S_R(\pm x) - S_A(\pm x) = S^>(\pm x) - S^<(\pm x), \quad (6.16)$$

$$S_{R/A}(x) = \pm \Theta(\pm x_0)[S_R(x) - S_A(x)], \quad (6.17)$$

$$S_{R/A}(-x) = \pm \Theta(\mp x_0)[S_R(-x) - S_A(-x)]. \quad (6.18)$$

In QED, the one-loop photon self-energy is

$$\Pi^{\mu\nu}(x) = -ie^2\text{Tr}[\gamma^\mu S(x)\gamma^\nu S(-x)]. \quad (6.19)$$

The retarded, advanced, and Feynman self-energies are defined as following

$$\Pi_{R/A}^{\mu\nu}(x) = \pm \Theta(\pm x_0)(\Pi^>(x) - \Pi^<(x)), \quad (6.20)$$

$$\Pi_{F}^{\mu\nu}(x) = \Pi^>(x) + \Pi^<(x), \quad (6.21)$$

with

$$\left(\Pi^\leq(x)\right)^{\mu\nu} = -ie^2\text{Tr}[\gamma^\mu S^\leq(x)\gamma^\nu S^\geq(-x)]. \quad (6.22)$$

Substituting (6.22) into (6.20), the retarded/advanced self-energy can be written as

$$\Pi^{\mu\nu}_{R/A}(x) = \mp ie^2\Theta(\pm x_0)\text{Tr}[\gamma^\mu S^>(x)\gamma^\nu S^<(x) - \gamma^\mu S^<(x)\gamma^\nu S^>(x)]. \quad (6.23)$$
Using (6.15) and (6.16) we have
\[ S^\pm(x) = \frac{\mp S_R(x) \pm S_A(x) + S_F(x)}{2}. \] (6.24)

Thus, Eq. (6.23) gives
\[ \Pi_{R/A}^{\mu\nu}(x) = \mp i e^2 \Theta(\pm x_0) \text{Tr} [\gamma^\mu S_F(x) \gamma^\nu S_A(-x) - \gamma^\mu S_F(x) \gamma^\nu S_R(-x)] - \gamma^\mu S_R(x) \gamma^\nu S_F(-x) - \gamma^\mu S_A(x) \gamma^\nu S_F(-x)]\]
\[ = -i e^2 \text{Tr} [\gamma^\mu S_F(x) \gamma^\nu S_A/R(-x) + \gamma^\mu S_{R/A}(x) \gamma^\nu S_F(-x)]. \] (6.25)

where in the last line we have used (6.17). Performing the Fourier transform of both sides
\[ \Pi_{R/A}^{\mu\nu}(p) = -i e^2 \int \frac{d^4k}{(2\pi)^4} \text{Tr} [\gamma^\mu S_{R/A}(k) \gamma^\nu S_{F}(q) + \gamma^\mu S_{F}(k) \gamma^\nu S_{A/R}(q)], \] (6.26)

with \( q \equiv k - p \). The Feynman self-energy can be obtained by substituting (6.22) in (6.21) and then using (6.24)
\[ \Pi_F^{\mu\nu}(x) = -i e^2 \text{Tr} [\gamma^\mu S^>(x) \gamma^\nu S^<(-x) + \gamma^\mu S^<(x) \gamma^\nu S^>(-x)] \]
\[ = -i e^2 \int \frac{d^4k}{(2\pi)^4} \text{Tr} [\gamma^\mu S_{F}(k) \gamma^\nu S_{F}(q) - \gamma^\mu [S_{R}(k) - S_{A}(k)] \gamma^\nu [S_{R}(-x) - S_{A}(-x)]]. \] (6.27)

After performing the Fourier transform of both sides one has
\[ \Pi_F^{\mu\nu}(p) = -i e^2 \int \frac{d^4k}{(2\pi)^4} \text{Tr} [\gamma^\mu S_{F}(k) \gamma^\nu S_{F}(q) - \gamma^\mu [S_{R}(k) - S_{A}(k)] \gamma^\nu [S_{R}(q) - S_{A}(q)]]. \] (6.28)

I calculate the hard loop self-energies and propagators using SK formalism in the limit of vanishing chemical potential [103]. The “bare” propagators are then 2 × 2 matrices such as
\[ S(k) = \begin{pmatrix} \frac{k}{k^2 + i\epsilon} & 0 \\ 0 & \frac{-k}{k^2 - i\epsilon} \end{pmatrix} + 2\pi i \frac{k}{k^2 + i\epsilon} \delta(k^2) \begin{pmatrix} f_F(k) & -\Theta(-k_0) + f_F(k) \\ -\Theta(k_0) + f_F(k) & f_F(k) \end{pmatrix}, \] (6.29)

for a massless Dirac field and
\[ D(k) = \begin{pmatrix} \frac{1}{k^2 + i\epsilon} & 0 \\ 0 & \frac{-1}{k^2 - i\epsilon} \end{pmatrix} - 2\pi i \delta(k^2) \begin{pmatrix} f_B(k) & \Theta(-k_0) + f_B(k) \\ \Theta(k_0) + f_B(k) & f_B(k) \end{pmatrix}. \] (6.30)
for a massless scalar field. In the above relations, $\epsilon$ is a small positive number which is sent to zero only at the end of calculation. It should be noted that since Eqs. (6.29) and (6.30) are bare propagators, the hard-loop resummation has yet to be performed. The retarded, advanced, and Feynman propagators can be obtained from the SK representation (which satisfies $D_{11} - D_{12} - D_{21} + D_{22} = 0$) via

$$D_R = D_{11} - D_{12}, \quad D_A = D_{11} - D_{21}, \quad D_F = D_{11} + D_{22} , \quad (6.31)$$

with analogous expressions holding for the fermionic propagators. In momentum space, the explicit expressions for the bare propagators as a function of a general momentum $k$ are

$$S_R(k) = \frac{\bar{k}}{k^2 + i \text{sgn}(k_0)\epsilon}, \quad D_R(k) = \frac{1}{k^2 + i \text{sgn}(k_0)\epsilon},$$

$$S_A(k) = \frac{\bar{k}}{k^2 - i \text{sgn}(k_0)\epsilon}, \quad D_A(k) = \frac{1}{k^2 - i \text{sgn}(k_0)\epsilon},$$

$$S_F(k) = -2\pi i \bar{k} [1 - 2f_F(k)] \delta(k^2), \quad D_F(k) = -2\pi i [1 + 2f_B(k)] \delta(k^2) , \quad (6.32)$$

for fermions and bosons, respectively. In the real-time formalism, the following relations hold for the self-energies:

$$\Pi_{11} + \Pi_{12} + \Pi_{21} + \Pi_{22} = 0 , \quad (6.33)$$

and

$$\Pi_R = \Pi_{11} + \Pi_{12}, \quad \Pi_A = \Pi_{11} + \Pi_{21}, \quad \Pi_F = \Pi_{11} + \Pi_{22} . \quad (6.34)$$

Note that, for vector fields, one must add the appropriate Lorentz indices to the propagators and self-energies.

### 6.4 The dressed propagator

The dressed propagator can be obtained from the Dyson-Schwinger equation

$$i\tilde{D} = iD + iD(-i\Pi)i\tilde{D} , \quad (6.35)$$
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where, in the SK formalism, both the propagators and self-energies are $2 \times 2$ matrices, $\mathcal{D}$ and $\tilde{\mathcal{D}}$ are bare and dressed propagators. For the dressed retarded propagator, one has

$$\tilde{\mathcal{D}}_{R/A} = \mathcal{D}_{R/A} + \mathcal{D}_{R/A} \Pi_{R/A} \tilde{\mathcal{D}}_{R/A} . \quad (6.36)$$

The dressed Feynman propagator satisfies

$$\tilde{\mathcal{D}}_F = \mathcal{D}_F + \mathcal{D}_R \Pi_R \tilde{\mathcal{D}}_F + \mathcal{D}_F \Pi_A \tilde{\mathcal{D}}_A + \mathcal{D}_R \Pi_F \tilde{\mathcal{D}}_A , \quad (6.37)$$

which, upon using $p = (\omega, \mathbf{p})$ and $\mathcal{D}_F(p) = [1 + 2 f_B(p)] \text{sgn}(\omega) [\mathcal{D}_R(p) - \mathcal{D}_A(p)]$, becomes

$$\tilde{\mathcal{D}}_F(p) = (1 + 2 f_B(p)) \text{sgn}(\omega) [\tilde{\mathcal{D}}_R(p) - \tilde{\mathcal{D}}_A(p)] + \tilde{\mathcal{D}}_R(p) \{ \Pi_F(p) - (1 + 2 f_B(p)) \text{sgn}(\omega) [\Pi_R(p) - \Pi_A(p)] \} \tilde{\mathcal{D}}_A(p) . \quad (6.38)$$

Note that in the relations introduced so far the distribution functions are general. We will specify the precise forms in the forthcoming sections.

### 6.5 Tensor decomposition in a momentum-space anisotropic plasma

Since propagators and self energies are tensor quantities, we must find a suitable tensor basis and construct the corresponding scalar coefficient functions. For anisotropic systems there are more independent projectors than for the standard equilibrium case due to the fact that there is an additional spacelike vector $\mathbf{n}$ which defines the anisotropy direction \cite{02}. Here, we use a four-tensor basis which is appropriate for systems with one anisotropy direction \cite{08}. Specifically, we introduce four tensors

$$A^{\mu\nu} = -\eta^{\mu\nu} + \frac{p^\mu p^\nu}{p^2} + \frac{\tilde{m}^\mu \tilde{m}^\nu}{\tilde{m}^2} ,$$

$$B^{\mu\nu} = -\frac{p^2}{(m \cdot p)^2} \frac{\tilde{m}^\mu \tilde{m}^\nu}{\tilde{m}^2} ,$$

$$C^{\mu\nu} = \frac{m^2 p^2}{\tilde{m}^2 p^2 + (n \cdot p)^2} [\tilde{n}^\mu \tilde{n}^\nu - \tilde{m} \cdot \tilde{n} (\tilde{m}^\mu \tilde{n}^\nu + \tilde{m}^\nu \tilde{n}^\mu) + \frac{(\tilde{m} \cdot \tilde{n})^2}{\tilde{m}^4} \tilde{m}^\mu \tilde{m}^\nu] ,$$

$$D^{\mu\nu} = \frac{p^2}{m \cdot p} \left[ \frac{2 \tilde{m} \cdot \tilde{n}}{\tilde{m}^2} \tilde{m}^\mu \tilde{m}^\nu - (\tilde{n}^\mu \tilde{m}^\nu + \tilde{m}^\mu \tilde{n}^\nu) \right] . \quad (6.39)$$
Here, $m^\mu$ is the heat-bath four-velocity, which in the LRF is given by $m^\mu = (1, 0, 0, 0)$, and

\[ \tilde{m}^\mu = m^\mu - \frac{m \cdot p}{p^2} p^\mu, \quad (6.40) \]

is the component of $m^\mu$ orthogonal to $p^\mu$. The direction of anisotropy in momentum space is determined by the vector

\[ n^\mu = (0, n), \quad (6.41) \]

where $n$ is a three-dimensional unit vector. Likewise, $\tilde{n}^\mu$ is the component of $n^\mu$ orthogonal to $p^\mu$. The self-energies and dressed propagators can be expanded in terms of the tensor basis (6.39) as

\[ \Pi_{R,A,F}^{\mu \nu} = \alpha_{R,A,F} A^{\mu \nu} + \beta_{R,A,F} B^{\mu \nu} + \gamma_{R,A,F} C^{\mu \nu} + \delta_{R,A,F} D^{\mu \nu}, \quad (6.42) \]

\[ \tilde{D}_{R,A,F}^{\mu \nu} = \alpha'_{R,A,F} A^{\mu \nu} + \beta'_{R,A,F} B^{\mu \nu} + \gamma'_{R,A,F} C^{\mu \nu} + \delta'_{R,A,F} D^{\mu \nu}. \quad (6.43) \]

Note that, due to the transversality of the self-energy $p_\mu \Pi^{\mu \nu} = 0$, not all components of $\Pi^{\mu \nu}$ are independent. One has four equations which can be used, for example, to write the timelike rows/columns of the self-energy tensor in terms of the space-like components

\[ \nu = 0 \Rightarrow \omega \Pi^{00} + p_i \Pi^{i0} = 0, \quad (6.44) \]

\[ \nu = i \Rightarrow \omega \Pi^{0i} + p_j \Pi^{ji} = 0. \quad (6.45) \]

Using the symmetry of $\Pi^{\mu \nu} = \Pi^{\nu \mu}$, one finds $\omega^2 \Pi^{00} = p_i \Pi^{0i} p_j$. These relations show that having $\Pi^{ii}$ and $\Pi^{yz}$, $\Pi^{xz}$, $\Pi^{yz}$ (6 components overall), one can obtain all components of $\Pi^{\mu \nu}$.

Restricting our attention to the spatial block of $\Pi^{\mu \nu}$, $\Pi^{ij}$, one can obtain the expansion tensor coefficients of self-energy using the following projections

\[ p^i \Pi^{ij} p^j = p^2 \beta, \]

\[ A^i n^j \Pi^{ij} p^j = (p^2 - (n \cdot p)^2) \delta, \]

\[ A^i n^j \Pi^{ij} A^{jk} n^k = \frac{p^2 - (n \cdot p)^2}{p^2} (\alpha + \gamma), \]

\[ \text{Tr} \Pi^{ij} = 2\alpha + \beta + \gamma. \quad (6.46) \]
An alternative method for extracting the coefficient functions, which is based on the four-tensor form of $\Pi^{\mu\nu}$, is presented in App. H.

The dressed retarded/advanced propagators satisfy (6.36), which can be solved to give

$$\tilde{D}^{-1}_{R,A} = (D_{R,A})^{-1} - \Pi_{R,A}.$$  (6.47)

Using the definition of bare propagator and (6.42) one has

$$\tilde{D}^{-1}_{R,A}^{\mu\nu} = -p^{2}p^{\mu\nu} + p^{\mu}p^{\nu} - \Pi^{\mu\nu}_{R,A} - \frac{1}{\zeta}p^{\mu}p^{\nu}$$

$$= (p^{2} - \alpha_{R,A})A^{\mu\nu} + (\omega^{2} - \beta_{R,A})B^{\mu\nu} - \gamma_{R,A}C^{\mu\nu} - \delta_{R,A}D^{\mu\nu} - \frac{1}{\zeta}p^{\mu}p^{\nu}. \quad (6.49)$$

where $\zeta$ is the gauge fixing parameter. One can obtain $\tilde{D}$ by inverting the above relation [98]

$$\tilde{D}^{\mu\nu}_{R,A} = \Delta^{-1}_{A} [A^{\mu\nu} - C^{\mu\nu}] - \frac{\zeta}{p^{4}}p^{\mu}p^{\nu}$$

$$+ \Delta^{-1}_{G} \left[ \frac{\omega^{4}}{p^{4}}B^{\mu\nu} + (\omega^{2} - \beta_{R,A})C^{\mu\nu} + \delta_{R,A} \frac{\omega^{2}}{p^{2}}D^{\mu\nu} \right], \quad (6.50)$$

with

$$\Delta^{-1}_{A} = p^{2} - \alpha_{R,A}, \quad (6.51)$$

$$\Delta^{-1}_{G} = (p^{2} - \alpha_{R,A} - \gamma_{R,A})(\omega^{2} - \beta_{R,A}) - \delta_{R,A} \left[ p^{2} - (n \cdot p)^{2} \right]. \quad (6.52)$$

Comparing to Eq. (6.43), the expansion coefficients are

$$\alpha'_{R,A} = \Delta_{A},$$

$$\beta'_{R,A} = \Delta_{G}(p^{2} - \alpha_{R,A} - \gamma_{R,A}) \frac{\omega^{4}}{p^{4}},$$

$$\gamma'_{R,A} = \Delta_{G}(\omega^{2} - \beta_{R,A}) - \Delta_{A},$$

$$\delta'_{R,A} = \Delta_{G} \frac{\omega^{2}}{p^{2}} \delta_{R,A}. \quad (6.53)$$

Herein, we take the gauge parameter to be zero, $\zeta = 0$, which is allowed since the static limit of the gauge propagator is gauge invariant.
6.6 The HL retarded and advanced photon self-energies

On of the quantities that we are interested to calculate in this chapter is the HL limit of
gluon self-energy. Since in HL limit the photon and gluon self-energies are the same up to
definition of Debye mass we start with photon self energy which is less challenging. Starting
from Eq. (6.26), notice that $\Pi_R$ and $\Pi_A$ are complex conjugates of each other based on
Eq. (6.32) and we only need to find one of them. To proceed, we start with the retarded
photon self-energy

$$\Pi_{\mu\nu}^R(p,\xi) = -\frac{ie^2}{2} \int \frac{d^4k}{(2\pi)^4} \text{Tr}[\gamma^\mu S_R(k)\gamma^\nu S_F(q) + \gamma^\mu S_F(k)\gamma^\nu S_A(q)],$$

(6.54)

where, specializing to anisotropic distribution function (6.2) in this section, we made the
dependence on the anisotropy parameter, $\xi$, explicit. Using $S_{R,A,F}(k) = \frac{1}{k^2 + i \text{sgn}(k_0)\epsilon}$,

(6.55)

(6.56)

(6.57)

and $\text{Tr}[\gamma^\mu \gamma^\alpha \gamma^\nu \gamma^\beta] = 4(\eta^\mu_\alpha \eta^\nu_\beta - \eta^\mu_\nu \eta^\alpha_\beta + \eta^\mu_\beta \eta^\alpha_\nu)$, we have

$$\Pi_{\mu\nu}^R(p,\xi) = -4ie^2 \int \frac{d^4k}{(2\pi)^4} (q^\mu k^\nu + q^\nu k^\mu - \eta^\mu_\nu q \cdot k) \left[ \Delta_R(k) \Delta_F(q) + \Delta_F(k) \Delta_A(q) \right]$$

$$= -4ie^2 \int \frac{d^4k}{(2\pi)^4} (q^\mu k^\nu + q^\nu k^\mu - \eta^\mu_\nu q \cdot k) \Delta_F(k) \Delta_A(q),$$

(6.58)

where, in going from the first to the second line, we have used the fact that two terms in the
integrand are equal under the transformation $k \rightarrow -k + p (= -q)$. Using (6.57), one has

$$\Pi_{\mu\nu}^R(p,\xi) = 16\pi e^2 \int \frac{d^4k}{(2\pi)^4} f_F(k) \left[ \frac{q^\mu k^\nu + q^\nu k^\mu - \eta^\mu_\nu q \cdot k}{k^2 + p^2 - 2k \cdot p - i\epsilon \text{sgn}(k_0 - \omega)} \right] \delta(k^2).$$

(6.59)

Note that the first term in $\Delta_F(k)$ in Eq. (6.57) which corresponds to a divergent vacuum
contribution, is subtracted to obtain the in-medium photon self-energy. Now one can take
the HL approximation, that is, taking all internal momenta $k$ to be of order $\lambda$ (hard) and
the external momenta \( p \) to be of order \( \epsilon \lambda \) (soft) and Taylor-expand the integrand around \( \epsilon = 0 \). At the LO of the HL approximation, the quantity in square brackets in (6.59) is

\[
[\cdots] \rightarrow \frac{2k^\mu k^\nu}{-2k \cdot p - i\epsilon \text{sgn}(k_0)}.
\] (6.60)

Note that the terms containing \( k^2 \) are effectively zero due to the delta function which enforces the mass shell condition. Substituting this into the integral (6.59), using

\[
\delta(k^2) = \delta(k^2_0 - k^2) = \frac{1}{2|k|} \left( \delta(k_0 - |k|) + \delta(k_0 + |k|) \right),
\] (6.61)

integrating over \( k_0 \), and finally setting \( k \rightarrow -k \) in negative-energy contribution, one finds

\[
4\epsilon^2 \int \frac{d^3k}{(2\pi)^3} f_F(k) \left[ \frac{-2k^\mu k^\nu}{2|k|\omega - 2k \cdot p + i\epsilon} + \frac{2k^\mu k^\nu}{2|k|\omega - 2k \cdot p + i\epsilon} \right] \bigg|_{k_0 = |k|} = 0.
\] (6.62)

At next-to-leading order we have

\[
[\cdots] \rightarrow -\frac{\eta^{\mu\nu}}{2} + \frac{k^\mu p^\nu + k^\nu p^\mu}{2k \cdot p + i\epsilon \text{sgn}(k_0)} - \frac{2k^\mu k^\nu p^2}{(2k \cdot p + i\epsilon \text{sgn}(k_0))^2},
\] (6.63)

where by substituting into the integral one obtains the retarded photon self-energy in the HL limit

\[
\Pi_R^{\mu\nu}(p, \xi) = 8\pi\epsilon^2 \int \frac{d^3k}{(2\pi)^3} f_F(k) \left[ -\eta^{\mu\nu} + \frac{k^\mu p^\nu + k^\nu p^\mu}{k \cdot p + i\epsilon \text{sgn}(k_0)} - \frac{k^\mu k^\nu p^2}{(k \cdot p + i\epsilon \text{sgn}(k_0))^2} \right] \delta(k^2).
\] (6.64)

Performing the integral over \( k_0 \) and again setting \( k \rightarrow -k \) in the negative energy contribution, one has

\[
\Pi_R^{\mu\nu}(p, \xi) = 4\epsilon^2 \int \frac{d^3k}{(2\pi)^3} f_F(k) \left[ -\eta^{\mu\nu} + \frac{k^\mu p^\nu + k^\nu p^\mu}{k \cdot p + i\epsilon \text{sgn}(k_0)} - \frac{k^\mu k^\nu p^2}{(k \cdot p + i\epsilon \text{sgn}(k_0))^2} \right] \bigg|_{k_0 = |k|}.
\] (6.65)

One can show that, for on-shell momentum \( k^\mu \),

\[
|k| \frac{\partial}{\partial k^l} \left[ \frac{k^\mu k^\nu p^l}{|k| (p \cdot k + i\epsilon)} - \frac{k^\mu \eta^{\nu l}}{|k|} \right] = \frac{k^\mu p^\nu + k^\nu p^\mu}{p \cdot k + i\epsilon} - \frac{k^\mu k^\nu p^2}{(p \cdot k + i\epsilon)^2} - \eta^{\mu\nu},
\] (6.66)

so, we after integrating by parts one obtains

\[
\Pi_R^{\mu\nu}(p, \xi) = -4\epsilon^2 \int \frac{d^3k}{(2\pi)^3} \frac{\partial f_F(k)}{\partial k^l} \left[ \frac{k^\mu k^\nu p^l}{|k| (p \cdot k + i\epsilon)} - \frac{k^\mu \eta^{\nu l}}{|k|} \right] \bigg|_{k_0 = |k|}.
\] (6.67)
By specializing to the RS form for the anisotropic distribution function, we can simplify \( \Pi^{\mu\nu}_R \) a bit more. Using the anisotropic Fermi-Dirac distribution (6.2), one has

\[
\frac{\partial f_F(k)}{\partial k^l} = v^l + \xi (\mathbf{v} \cdot \mathbf{n}) n^l \frac{\partial f_F(k)}{\partial |k|},
\]

(6.68)

\[
\frac{2e^2}{\pi^2} \int d|k| k^2 \frac{\partial f_F(k)}{\partial |k|} = \frac{1}{1 + \xi (\mathbf{v} \cdot \mathbf{n})^2} \frac{2e^2}{\pi^2} \int d|k| k^2 \frac{\partial f^\text{iso}_F(k)}{\partial |k|} = - \frac{m_D^2}{1 + \xi (\mathbf{v} \cdot \mathbf{n})^2} \tag{6.69}
\]

where \( v^\mu \equiv k^\mu/|k| = (1, k/|k|) \) and the QED Debye mass is defined as

\[
m_D^2 \equiv -\frac{2e^2}{\pi^2} \int d|k| k^2 \frac{\partial f^\text{iso}_F(k)}{\partial |k|} = \frac{e^2 \lambda^2}{3}.
\]

(6.70)

Substituting (6.68) and (6.69) into (6.67), one obtains

\[
\Pi^{\mu\nu}_R(p, \xi) = m_D^2 \int \frac{d\Omega}{4\pi} v^\mu v^l + \xi (\mathbf{v} \cdot \mathbf{n}) n^l \left[ \delta^{lj} + \frac{v^j p^l}{p \cdot v + i\epsilon} \right].
\]

(6.71)

This precisely corresponds to the results obtained in [62, 101] using relativistic kinetic theory.

### 6.7 The HL retarded and advanced gluon self-energies

As mentioned previously, in the hard-loop limit, the photon and gluon self-energies are the same up to the definition of the Debye mass. The effective QCD distribution function includes contributions from quarks, anti-quarks, and gluons, including the degeneracy factors for the number of quark flavors and gluon color-charge states

\[
f(k) = 2N_c f_g(k) + N_f (f_q(k) + f_{\bar{q}}(k)),
\]

(6.72)

where \( f_g(k) \) is gluonic distribution function, \( f_q(k) \) and \( f_{\bar{q}}(k) \) are quarks and anti-quarks distribution functions. Eq. (6.71) is valid for the gluon self-energy provided that QED Debye mass is replaced with its QCD counterpart, defined as

\[
m_D^2 \equiv -\frac{g^2}{2\pi^2} \int d|k| k^2 \frac{\partial f^\text{iso}_F(k)}{\partial |k|} = \frac{(2N_c + N_f)g^2 \lambda^2}{6}.
\]

(6.73)

To calculate the expansion coefficients (6.42) we only need the spatial block of \( \Pi^{\mu\nu}_R \) which is

\[
\Pi^{ij}_R(p, \xi) = m_D^2 \int \frac{d\Omega}{4\pi} v^i v^l + \xi (\mathbf{v} \cdot \mathbf{n}) n^l \left[ \delta^{lj} + \frac{v^j p^l}{p \cdot v + i\epsilon} \right].
\]

(6.74)
In order to obtain the tensor expansion coefficients for the retarded self-energy $\Pi^{RR}_{\mu\nu}$ (6.42) we can make use of Eqs. (6.46). For this purpose, we need to choose a frame to be able to define the vectors $\mathbf{k}$, $\mathbf{p}$, and $\mathbf{n}$, and subsequently, the tensor basis matrices. The trivial choice is to take $\mathbf{n}$ along $z$-axis and $\mathbf{p}$ in the $x$-$z$ plane making an angle $\theta_n \equiv \arctan(p_x/p_z)$ with $z$-axis. Based on this coordinate we have

$$\mathbf{n} = (0, 0, 1); \quad \mathbf{v} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta); \quad \hat{\mathbf{p}} = \left(\frac{p_x}{|\mathbf{p}|}, 0, \frac{p_z}{|\mathbf{p}|}\right). \quad (6.75)$$

Up to next-to-leading order in $\omega$, we have

$$\alpha_{R/A} (p, \xi) = -\frac{m_D^2}{2p_x^2} \left[ p_x^2 \arctan \frac{\sqrt{\xi}}{\sqrt{\xi}} - \frac{p^2 p_x}{\sqrt{\xi} \sqrt{p^2 + \xi p_x^2}} \right] \pm i \frac{p^2 p_x^2 \pi (1 + \xi)}{2(p^2 + \xi p_x^2)^{3/2}} + \mathcal{O}(\omega^2),$$

$$\beta_{R/A} (p, \xi) = -\frac{m_D^2 \omega^2}{2p^2} \left[ \frac{p^2}{p^2 + \xi p_x^2} + \frac{\arctan \frac{\sqrt{\xi}}{\sqrt{\xi}}}{\sqrt{\xi} p_x^2} + \frac{p^2 p_x \arctan \left( \frac{p_x \sqrt{\xi}}{\sqrt{p^2 + \xi p_x^2}} \right)}{2(p^2 + \xi p_x^2)^{3/2}} \right] + \mathcal{O}(\omega^4),$$

$$\gamma_{R/A} (p, \xi) = -\frac{m_D^2}{2} \left[ \frac{p^2}{p^2 + \xi p_x^2} - \frac{(p^2 + p_x^2) \arctan \frac{\sqrt{\xi}}{\sqrt{\xi} p_x^2}}{\sqrt{\xi} p_x^2} + \frac{p^2 p_x (2p^2 + 3\xi p_x^2) \arctan \left( \frac{p_x \sqrt{\xi}}{\sqrt{p^2 + \xi p_x^2}} \right)}{p_x^2 \sqrt{\xi} (p^2 + \xi p_x^2)^{3/2}} \right] + \mathcal{O}(\omega^2),$$

$$\delta_{R/A} (p, \xi) = \frac{m_D^2 \omega}{2p^2 p_x} \left[ \pm i \frac{p^2 p_x \pi \xi}{2(p^2 + \xi p_x^2)^{3/2}} + \frac{3p^2 p_x^2 \xi p_x \omega}{(p^2 + \xi p_x^2)^2} + \frac{p_x \omega}{\sqrt{\xi}} \arctan \frac{\sqrt{\xi}}{\sqrt{\xi} p_x^2} \right] - \frac{p^2 (p^4 + \xi p_x^2 - 3\xi^2 p_x^2) \omega}{\sqrt{\xi} (p^2 + \xi p_x^2)^{5/2}} \arctan \left( \frac{p_x \sqrt{\xi}}{\sqrt{p^2 + \xi p_x^2}} \right) + \mathcal{O}(\omega^3). \quad (6.76)$$

**Static limit**

One finds that, in the static limit, $\Delta_A$ (6.51) and $\Delta_G$ (6.52) become

$$\lim_{\omega \to 0} \Delta_A^{-1} = -(p^2 + m_\omega^2), \quad (6.77)$$

$$\lim_{\omega \to 0} \Delta_G^{-1} = -\frac{\omega^2}{p^2} \left[ (p^2 + m_\omega^2 + m_\gamma^2)(p^2 + m_\beta^2) - m_\delta^4 \right]. \quad (6.78)$$
6.8 The HL Feynman photon self-energy

Starting from the relation (6.28) and using \( S_{R,F,A}(k) = \sqrt{\Delta_{R,F,A}(k)} \) we have

\[
\Pi^{\mu\nu}_F(p, \xi) = -2ie^2 \int \frac{d^4k}{(2\pi)^4} \left( q^\mu k^\nu + q^\nu k^\mu - \eta^{\mu\nu} q \cdot k \right) \times \\
\left[ \Delta_F(k) \Delta_F(q) - \left( \Delta_R(k) - \Delta_A(k) \right) \left( \Delta_R(q) - \Delta_A(q) \right) \right].
\]  

(6.81)

Using (6.57) and

\[
\Delta_R(q) - \Delta_A(q) = -2\pi i \text{sgn}(q_0) \delta(q^2),
\]  

(6.82)
one obtains the term inside [...] in (6.81) as

\[ [... = (−2πi)^2δ(k^2)δ(q^2)[(1 − 2f_F(k))(1 − 2f_F(q)) − sgn(k_0)sgn(q_0)]. \] (6.83)

Also by definition

\[
\begin{align*}
\delta(k^2) &= \frac{1}{2|k|}\left(\delta(k_0 − |k|) + \delta(k_0 + |k|)\right), \\
\delta(q^2) &= \delta(k_0^2 − k^2 + p^2 − 2k_0\omega + 2k \cdot p).
\end{align*}
\] (6.84) (6.85)

Using the relations above and performing the integral over \(k_0\), and setting \(k \rightarrow −k\) in the negative-energy contribution one has

\[
\Pi_{\mu\nu}^\mu(p, \xi) = \frac{i\lambda m_D^2}{|p|} \int_{\text{on shell}} d^3k \frac{d^3k}{(2\pi)^3|k|} \left(\delta(k_0 - |k|) + \delta(k_0 + |k|)\right) \left[(1 − 2f_F(k))(1 − 2f_F(q)) − sgn(|k|)sgn(|k| − \omega)\right] \times \left[(1 − 2f_F(k))(1 − 2f_F(q)) − sgn(|k|)sgn(|k| + \omega)\right].
\] (6.86)

where \(\bar{q} \equiv k + p\). The Feynman photon self-energy in the HL limit is

\[
\Pi_{\mu\nu}^\mu(p, \xi) = \frac{16i\pi e^2}{|p|} \int_{\text{on shell}} d^3k \frac{d^3k}{(2\pi)^3|k|} \left(\delta(k_0 - |k|) + \delta(k_0 + |k|)\right) \left[(1 − 2f_F(k))(1 − 2f_F(q)) − sgn(|k|)sgn(|k| − \omega)\right] \times \left[(1 − 2f_F(k))(1 − 2f_F(q)) − sgn(|k|)sgn(|k| + \omega)\right].
\] (6.87)

By specializing to the anisotropic distribution function, we can simplify \(\Pi_{\mu\nu}^\mu\) a bit more. Using an anisotropic Fermi-Dirac distribution (6.2) and Eq. (6.69)

\[
e^2 \int_0^\infty d|k|k^2f_F(k)(f_F(k) − 1) = \frac{\lambda e^2}{\sqrt{1 + \xi(v \cdot n)^2}} \int_0^\infty d|k|k^2\frac{\partial f_F(k)}{\partial |k|} = \frac{−\lambda\pi^2m_D^2}{2(1 + \xi(v \cdot n)^2)^{3/2}}.
\]

Using this identity, (6.87) becomes

\[
\Pi_{\mu\nu}^\mu(p, \xi) = \frac{i\lambda m_D^2}{|p|} \int_{\text{on shell}} d\Omega \frac{v^\mu v^\nu}{(1 + \xi(v \cdot n)^2)^{3/2}} \delta\left(v \cdot \hat{p} - \frac{\omega}{|p|}\right).
\] (6.88)

6.9 The HL Feynman gluon self-energy

Once more, the expression for the HL Feynman photon self-energy (6.88) can be used to obtain the HL Feynman gluon self-energy provided that the Debye mass is replaced by
The spatial block of Feynman gluon self-energy is

$$\Pi^{ij}_F(p, \xi) = -\frac{i\lambda m_D^2}{|p|} \int d\Omega \frac{v^i v^j}{(1 + \xi (v \cdot n)^2)^{3/2}} \delta \left( v \cdot \hat{p} - \omega \right).$$  \hspace{1cm} (6.89)

The integral above can be solved analytically as a function of $p$, $\omega$, and $\xi$. For this purpose, it is more convenient to take $\hat{p}$ along $z$-axis and $n$ in the $x-z$ plane characterized by $(\theta_n, \phi_n) = (\arctan(p_x/p_z), \pi)$, where $p_x \equiv |p - (p \cdot n)n|$ and $p_z \equiv p \cdot n$ are the perpendicular and parallel components of $p$ respect to $n$. Using this setup one has

$$n = \left( -\frac{p_x}{|p|}, 0, \frac{p_z}{|p|} \right); \quad v = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta); \quad \hat{p} = (0, 0, 1),$$  \hspace{1cm} (6.90)

which gives

$$v \cdot n = -\frac{p_x}{|p|} \sin \theta \cos \phi + \frac{p_z}{|p|} \cos \theta,$$  \hspace{1cm} (6.91)

$$v \cdot \hat{p} = \cos \theta.$$  \hspace{1cm} (6.92)

Now by defining

$$u = \left( \sqrt{1 - \frac{\omega^2}{|p|^2}} \cos \phi, \sqrt{1 - \frac{\omega^2}{|p|^2}} \sin \phi, \frac{\omega}{|p|} \right),$$  \hspace{1cm} (6.93)

and taking the integral over $\theta$ in (6.89) we have

$$\Pi^{ij}_F(p, \xi) = -\frac{i\lambda m_D^2}{|p|} \Theta(|p|^2 - \omega^2) \int d\phi \frac{u_i u_j}{(1 + \xi (u \cdot n)^2)^{3/2}}.$$  \hspace{1cm} (6.94)

Note that, for ease of calculation, the integral form of Feynman self-energy is performed in a coordinate system that is different from the one used for retarded and advanced self-energies (6.75). This is mathematically sound, because we only use the new coordinate to calculate the scalars, i.e. expansion coefficients of $\Pi^{\mu\nu}_F$, which are coordinate independent (6.46). Finally, one can use the matrices $A$, $B$, $C$, and $D$ calculated in original coordinate (6.75) to construct $\Pi^{\mu\nu}_F$. Note that the tensor $A$ as appears in (6.46) should be defined in new frame (6.90).
The HL tensor expansion coefficients for Feynman self-energy in the static limit are

\[
\lim_{\omega \to 0} \alpha_F = -\frac{4i\lambda m_D^2}{|p|\varsigma} \left[ E(-\varsigma) - K(-\varsigma) \right],
\]

\[
\lim_{\omega \to 0} \beta_F = -\frac{4i\lambda m_D^2 \omega^2}{p^3(1 + \varsigma)} E(-\varsigma),
\]

\[
\lim_{\omega \to 0} \gamma_F = -\frac{4i\lambda m_D^2}{|p|} \left[ \frac{2K(-\varsigma)}{\varsigma} - \frac{2 + \varsigma}{\varsigma(1 + \varsigma)} E(-\varsigma) \right],
\]

\[
\lim_{\omega \to 0} \delta_F = -\frac{4i\lambda m_D^2 \omega^2 p_z}{p^3 p_z^2 (1 + \varsigma)} \left[ \frac{1 - \varsigma}{1 + \varsigma} E(-\varsigma) - K(-\varsigma) \right],
\] (6.95)

where \( \varsigma \equiv \xi p_x^2/p^2 \), and \( K \) and \( E \) are complete elliptic integrals of the first and second kind, respectively, defined by

\[
K(x) \equiv \int_0^{\pi/2} \frac{1}{\sqrt{1 - x \sin^2 \phi}} d\phi,
\]

\[
E(x) \equiv \int_0^{\pi/2} \sqrt{1 - x \sin^2 \phi} d\phi. \tag{6.96}
\]

In the isotropic case, the relations above simplify to

\[
\lim_{\xi \to 0} \lim_{\omega \to 0} \alpha_F \to -\frac{i\pi \lambda m_D^2}{|p|},
\]

\[
\lim_{\xi \to 0} \lim_{\omega \to 0} \beta_F \to -\frac{2i\pi \lambda m_D^2 \omega^2}{p^3},
\]

\[
\lim_{\xi \to 0} \lim_{\omega \to 0} \gamma_F \to 0,
\]

\[
\lim_{\xi \to 0} \lim_{\omega \to 0} \delta_F \to 0. \tag{6.97}
\]

The first two agree with the isotropic results given by Eqs. (20) and (19) of Ref. [103] for \( \Pi_T^F \) and \( \Pi_L^F \), respectively, upon using \( \beta_F = (\omega^2/p^2)\Pi_L^F \) [62] and \( m_D^2 \) is replaced by its QED definition, i.e. Eq. (6.70).
6.10 The hard-loop Feynman gluon propagator

In this section, we obtain the static limit \((\omega \to 0)\) of \(\tilde{D}_F^{00}\) using Eq. (6.38)

\[
\tilde{D}_F(p) = (1 + 2f_B(p)) \text{sgn}(\omega) [\tilde{D}_R(p) - \tilde{D}_A(p)] \\
+ \tilde{D}_R(p) \{\Pi_F(p) - (1 + 2f_B(p)) \text{sgn}(\omega) [\Pi_R(p) - \Pi_A(p)]\} \tilde{D}_A(p). \tag{6.98}
\]

Taking the 00 component using (6.39) and (6.43), the first term becomes

\[
[1 + 2f_B(p)] \text{sgn}(\omega)(\tilde{D}_R^{00} - \tilde{D}_A^{00}) = [1 + 2f_B(p)] \text{sgn}(\omega)(\beta'_R - \beta'_A)\frac{p^2}{\omega^2}, \tag{6.99}
\]

where considering (6.39) we have used \(A^{00} = C^{00} = D^{00} = 0\) and \(B^{00} = \frac{p^2}{\omega^2}\). Using (6.76), one can write the tensor basis coefficients of \(\Pi_R/A\) as

\[
\alpha_{R/A} = \alpha_0 \pm i\omega\alpha_1, \\
\beta_{R/A} = (\beta_0 \pm i\omega\beta_1)\omega^2, \\
\gamma_{R/A} = \gamma_0 \pm i\omega\gamma_1, \\
\delta_{R/A} = (\pm i\delta_0 + \omega\delta_1)\omega, \tag{6.100}
\]

where all new coefficients with subscripts ‘0’ and ‘1’ are independent of \(\omega\) and can be easily read off from (6.76). Specializing to the anisotropic distribution function, Eq. (6.2), yields

\[
\lim_{\omega \to 0} (1 + 2f_B(p)) \text{sgn}(\omega) = \frac{2\lambda}{\sqrt{1 + \xi(\mathbf{v} \cdot \mathbf{n})^2}} \frac{1}{\omega} + \mathcal{O}(\omega^0). \tag{6.101}
\]

Using relations (6.53) for \(\beta'_{R/A}\), one finds \((1 + 2f_B)\text{sgn}(\omega)(\tilde{D}_R^{00} - \tilde{D}_A^{00})\) in the static limit

\[
\lim_{\omega \to 0} (1 + 2f_B(p))\text{sgn}(\omega)(\tilde{D}_R^{00} - \tilde{D}_A^{00}) = \frac{4i\lambda}{\mathbf{p}^2 \sqrt{1 + \xi(\mathbf{v} \cdot \mathbf{n})^2}} \left[ \frac{-p_x^2(\alpha_1 + \gamma_1)\delta_0^2 + (p^2 + \alpha_0 + \gamma_0)(\beta_1(p^2 + \alpha_0 + \gamma_0) - 2p^2 \delta_0 \delta_1)}{((\beta_0 - 1)(p^2 + \alpha_0 + \gamma_0) + p^2 \delta_0^2)^2} \right]. \tag{6.102}
\]

Now, we turn to the next term, \((\tilde{D}_R \Pi_F \tilde{D}_A)^{00}\) which, in the static limit, becomes

\[
\lim_{\omega \to 0} (\tilde{D}_R \Pi_F \tilde{D}_A)^{00} = \frac{-4i\lambda m_D^2}{((\beta_0 - 1)(p^2 + \alpha_0 + \gamma_0) + p^2 \delta_0^2)^2} \left[ \frac{\xi(p^2 + \alpha_0 + \gamma_0)^2 - \delta_0^2 p^4}{\xi p^4(p^2 + \xi p^2)} E\left(\frac{-\xi p^2}{p^2}\right) + \frac{\delta_0^2 \xi}{|p|} K\left(\frac{-\xi p^2}{p^2}\right) \right]. \tag{6.103}
\]
The last term can be calculated similarly using the setup above and relations listed in App. H

\[
\lim_{\omega \to 0} (1 + 2 f_B(p)) \text{sgn}(\omega) [\bar{D}_R(\Pi_R - \Pi_A)\bar{D}_A]^{00} = \frac{-4i\lambda}{p^2 \sqrt{1 + \xi (\mathbf{v} \cdot \mathbf{n})^2}} \frac{-p^2(\alpha_1 + \gamma_1)\delta_0^2 + (\mathbf{p}^2 + \alpha_0 + \gamma_0) \left( \beta_1(\mathbf{p}^2 + \alpha_0 + \gamma_0) - 2p^2\delta_0\delta_1 \right)}{\left( (\delta_0 - 1)(\mathbf{p}^2 + \alpha_0 + \gamma_0) + p^2\delta_0^2 \right)^2}.
\]

From the relations above (6.102) and (6.105), one can see that the first and the last terms of Eq. (6.98) cancel each other leaving the second term which, using the parametrizations (6.79), gives

\[
\lim_{\omega \to 0} \bar{D}^{00}(p, \xi) = (6.105)
\]

\[
\frac{4i\lambda m_D^2}{\zeta |p|(p^2 + m_D^2)(p^2 + m_\alpha^2 + m_\beta^2) - m_\beta^4} \left[ \frac{m_\delta^4 - \zeta(p^2 + m_\alpha^2 + m_\beta^2)^2}{1 + \zeta} E(-\zeta) - m_\delta^4 K(-\zeta) \right].
\]

This is our final result for the static Feynman propagator. Expanding our final result in terms of powers of \( \xi \)

\[
\lim_{\omega \to 0} \bar{D}^{00}(p, \xi) = -\frac{2\pi im_D^2 \lambda}{|p|(p^2 + m_D^2)^2} + \frac{i\pi m_D^2 \lambda \xi}{6p^4(p^2 + m_D^2)^3} \left[ 9p^2p_x^2 + m_D^2(8p^2 - 15p_x^2) \right] + \mathcal{O}(\xi^2),
\]

which is in agreement with earlier results obtained in the small-\( \xi \) limit [99, 105, 106]. Note that, if one expands (6.106) to higher order in \( \xi \), one finds increasingly negative powers of \(|p|\) which result in infrared divergences in the corresponding corrections to the imaginary part of the static heavy quark potential. The full result (6.106) is, however, infrared safe.

### 6.11 Pinch singularity

As mentioned in the introduction, the imaginary part of the heavy-quark potential can be obtained from the Fourier transform of the static limit of the Feynman propagator

\[
V_I(r, \xi) \equiv -\frac{\alpha_s C_F}{2} \int \frac{d^3p}{(2\pi)^3} (e^{i\mathbf{p} \cdot \mathbf{r}} - 1) \bar{D}_F^{00} \bigg|_{\omega \to 0}.
\]

However, (6.106) contains a pinch singularity which is related to the (chromo-)Weibel instability in momentum-space anisotropic plasmas [62, 101]. This pinch singularity causes the
imaginary-part of the potential to be ill-defined. To see that this is the case, we point out that (6.106) can be written more compactly using

\[(p^2 + m_\beta^2)(p^2 + m_\alpha^2 + m_\gamma^2) - m_\delta^4 = (p^2 + m_\pm^2)(p^2 + m_\pm^2), \tag{6.108}\]

where

\[2m_\pm^2 = M^2 \pm \sqrt{M^4 - 4[m_\beta^2(m_\alpha^2 + m_\gamma^2) - m_\delta^4]}, \tag{6.109}\]

with \(M^2 = m_\alpha^2 + m_\beta^2 + m_\gamma^2 \) \cite{62}. One can show that \(m_\pm^2\) is positive for all \(\xi\) and angles of propagation; however, \(m_\mp^2\) can be negative for some propagation angles. This is illustrated in Fig. 2 of Ref. \cite{62} and discussed in the surrounding text. As a result, in unstable regions of phase space, \(p^2 + m_\mp^2\) can go to zero. This occurs already in the integral necessary to obtain the real part of the potential (6.80); however, in this case there is only one power of \(p^2 + m_\mp^2\) in the denominator, which results in a simple pole that can be integrated using a principle part prescription, e.g. \(p^2 + m_\mp^2 \to (|p| + |m_-|)(|p| - |m_-|)\). In the case of \(V_I\), however, the denominator of the integrand contains \((p^2 + m_\mp^2)^2\), which results in a double pole in the Fourier transform. To see that this is, in fact, a pinch singularity we note that the prefactor of (6.106) which causes the trouble comes from the product of retarded and advanced propagators, \(\Delta_R G \Delta_A G\). Keeping track of the \(i\epsilon\)'s, one finds two simple poles shifted by \(\pm i\epsilon\) which collapse onto the real axis as \(\epsilon \to 0\), forming a double pole.

6.12 Conclusions

In this chapter, I presented a calculation of the hard-loop resummed retarded, advanced, and Feynman (symmetric) gluon propagators in a momentum-space anisotropic plasma with a single anisotropy direction, \(\mathbf{n}\). We used the real-time formalism throughout and, when available, we compared to previously obtained results. Our main new result is an expression for the Feynman gluon propagator which is accurate to all orders in the anisotropy parameter \(\xi\) (6.106). Unlike results obtained using Taylor expansion in \(\xi\), (6.106) is infrared finite,
however, it possesses a pinch singularity which formally renders the imaginary part of the heavy-quark potential infinite. The existence of this pinch singularity can be traced back to the existence of unstable modes in a momentum-space anisotropic quark-gluon plasma \[62, 101, 102\].

A pinch-singularity emerges because one presumes that the collective modes, which are determined through a linearized treatment, apply at all times. In an equilibrium (stable) situation the field amplitudes are bounded (and small) and such a treatment makes some sense. However, in our case, the system is unstable and some subset of the linearized collective modes grow exponentially for all times, which upon taking the static limit (\(\omega \to 0\) or \(t \to \infty\)) results in an infinite effect. As a result, in the presence of unstable modes this scheme is ill-defined and it seems necessary to impose an upper time limit for unstable mode growth. At the most conservative, the upper time limit for unstable mode growth would be set by the lifetime of the QGP, however, in practice one finds that plasma instabilities may saturate on a shorter timescale.

In terms of the calculation presented herein, one could attempt to implement the physics of instability saturation or finite plasma lifetime by imposing an infrared cutoff on the frequency \(\omega_0 \sim \max(\tau^{-1}_{\text{instability}}, \tau^{-1}_{\text{QGP}})\) where \(\tau_{\text{instability}}\) is the expected timescale for the saturation of unstable field growth and \(\tau_{\text{QGP}} \sim 10 \text{ fm/c} \sim 1/(20 \text{ MeV})\) is the typical lifetime of the quark-gluon plasma. Detailed simulations of anisotropic non-abelian plasmas in fixed boxes show that unstable exponential growth terminates when the gauge field amplitude reaches the soft scale and the subsequent gauge field dynamics transform into a much slower turbulent cascade of energy from soft scales to hard scales \[107, 108, 109, 110, 111\]. More recent studies of chromo-Weibel dynamics in an expanding non-Abelian plasmas found that unstable modes saturate on a time scale of 3-4 fm/c at LHC energies \[112, 113\]. Combined with the QGP lifetime estimate, one has \(\omega_0 \sim 20 – 70 \text{ MeV}\). In practice, an infrared cutoff such
as this will lift the poles off the real axis, even in the limit $\epsilon \to 0$ due to the finite imaginary linear correction in $\omega$ to the structure functions $\alpha_{R/A}$, $\beta_{R/A}$, $\gamma_{R/A}$, and $\delta_{R/A}$ listed in (6.76).

While such a phenomenological prescription may work in practice, it introduces a fundamental problem, since the 00-component gluon propagator which is used to define the potential is not gauge invariant for finite $\omega$ (see Eq. (6.50)). For “reasonable gauges” the dependence may not be large, but nevertheless this is an unsatisfactory resolution of this problem on general grounds. For this reason, one should simultaneously pursue the possibility to measure the potential numerically using classical gauge theory simulations similar to those used to measure the imaginary part of the heavy quark potential in the equilibrium limit \[114\]. In this method, one determines the imaginary part of the potential by measuring the classical Wilson loop which amounts to a two-point correlation function of two spatial Wilson lines. With this method one would be able to obtain a gauge-invariant imaginary part of the potential, however, one still would not be able to take the $t \to \infty$ limit due to finite computational resources, break-down of the classical hard loop limit, etc.

Finally, as another path forward, one might consider adding the effect of collisions in the computation of the anisotropic structure functions. Previous studies \[115\] have shown that at fixed $\xi$, if the collision rate exceeds a certain threshold, then unstable modes are eliminated from the spectrum. This would provide another way to regulate/eliminate the ill-defined effect of unstable modes in the heavy-quark potential.
Chapter 7

Quark self-energy in anisotropic hydrodynamics

7.1 Introduction

As discussed briefly in the Chap. one useful formalism for analyzing the thermal properties of a hot QGP is finite temperature (thermal) field theory (TFT) [116]. The real-time formalisms of TFT are relevant for studying the non-equilibrium dynamics [117]. The imaginary part of the self-energy is related to inverse decay rates which provides the information about emission/absorption (enhancement/suppression of production) of particles [118, 119]. For high-temperature plasmas where the medium is thermalized, the hard-thermal-loop (HTL) approximation has been widely used in order to simplify the analysis of thermodynamics, transport, and collective behaviour of the QGP [120]. For non-thermal systems, one can use scale separation to define the so-called hard-loop (HL) approximation which relaxes the need for thermal equilibrium [60, 62, 121].

In this chapter, the momentum-anisotropy of the quark self-energy in an anisotropic QGP will be studied. In prior works, this effect was studied using a spheroidal anisotropic distribution function, with one anisotropy parameter along the longitudinal direction [122]. Herein, I extend the formalism to include an ellipsoidal distribution function, with three distinct anisotropy parameters corresponding to deformation of distribution function both in the longitudinal and transverse directions in momentum space. This is important, since an ellipsoidal distribution gives more general and realistic quark distribution function. This work sets the stage for a fully self-consistent calculation of photon production and collective flow from an anisotropic QGP.
7.2 Anisotropic quark self-energy

The general expression for the gauge-independent retarded quark self-energy in a momentum anisotropic system in the hard-loop (HL) approximation is [101]

\[ \Sigma(k) = \frac{C_F}{4} g^2 \int_{\mathbf{p}} \frac{f(\mathbf{p}) \mathbf{p} \cdot \gamma}{|\mathbf{p}| \mathbf{p} \cdot \mathbf{k}}, \quad (7.1) \]

where \( p = (\omega_p, \mathbf{p}) \) and \( k = (\omega, \mathbf{k}) \) are the Minkowski-space partonic momentum four-vectors, \( C_F \equiv (N_c^2 - 1)/2N_c \), \( \int_{\mathbf{p}} \equiv \int d^3\mathbf{p}/(2\pi)^3 \), \( g \) is the QCD coupling, and the distribution function \( f(\mathbf{p}) \) is the sum of the momentum distributions for quark and gluon partons

\[ f(\mathbf{p}) \equiv 2 (n(\mathbf{p}) + \bar{n}(\mathbf{p})) + 4n_g(\mathbf{p}). \]

7.3 Ellipsoidal self-energy setup

Generalizing the setup used in Refs. [62, 121], herein, the local rest frame distribution function \( f(\mathbf{p}) \) is required to be parametrized by

\[ f(\mathbf{p}) = f_\xi(\mathbf{p}) = f_{\text{iso}} \left( \frac{1}{\lambda} \sqrt{\mathbf{p}^2 + \xi_x (\mathbf{p} \cdot \hat{x})^2 + \xi_y (\mathbf{p} \cdot \hat{y})^2 + \xi_z (\mathbf{p} \cdot \hat{z})^2} \right), \quad (7.2) \]

where \( \hat{x}, \hat{y}, \) and \( \hat{z} \) are Cartesian unit vectors in the local rest frame of the matter, \( \xi \equiv (\xi_x, \xi_y, \xi_z) \) are anisotropy parameters corresponding to three spatial dimensions, and \( \lambda \) is a temperature-like scale. In this parametrization, \( f_{\text{iso}} \) is a general isotropic distribution function which reduces to the appropriate equilibrium distribution function in the isotropic equilibrium limit (\( \xi = 0 \)). The anisotropy parameters \( \xi_x \) and \( \xi_y \) characterize the strength of anisotropy in transverse plane and \( \xi_z \) characterizes the strength of anisotropy in the longitudinal direction. In other words, the spherical equal occupation number surfaces (isosurfaces) in momentum-space for the isotropic case transform to ellipsoidal isosurfaces in the anisotropic case. Using Eq. (7.2) one obtains

\[ \Sigma(k) = \frac{m_q^2}{4\pi} \int d\Omega \left( 1 + \xi_x (\mathbf{p} \cdot \hat{x})^2 + \xi_y (\mathbf{p} \cdot \hat{y})^2 + \xi_z (\mathbf{p} \cdot \hat{z})^2 \right)^{-1} \frac{\mathbf{p} \cdot \gamma}{\mathbf{p} \cdot \mathbf{k}}, \quad (7.3) \]
where
\[ m_q^2 = \frac{g^2 C_F}{8\pi^2} \int_0^\infty d|p| |p| f_{\text{iso}}\left(\frac{p}{\lambda}\right). \quad (7.4) \]

As a result, all dependence on the form of the underlying isotropic distribution function is subsumed into the numerical value of \( m_q \).

### 7.4 Dirac decomposition and collective modes

The self-energy (7.3) can be expanded as
\[ \Sigma(k) = \gamma^0 \Sigma_0 + \gamma \cdot \Sigma, \quad (7.5) \]

where \( \gamma^\mu \) are Dirac matrices. The quark collective modes are determined by finding all four-momenta \( k \) for which the determinant of the inverse propagator \( S \) vanishes
\[ \det S^{-1} = 0, \quad (7.6) \]

where
\[ iS^{-1}(k) = \gamma^\mu k_\mu - \Sigma(k), \]
\[ \equiv \gamma^\mu \Delta_\mu, \quad (7.7) \]

with \( \Delta(k) \equiv (\omega - \Sigma_0, k - \Sigma) \). Using the fact that \( \det(\gamma^\mu \Delta_\mu) = (\Delta^\mu \Delta_\mu)^2 \) and defining \( \Delta_s^2 = \Delta \cdot \Delta \), the dispersion relations for the quark collective modes becomes
\[ \Delta_0 = \pm \Delta_s. \quad (7.8) \]

### 7.5 Calculation of the ellipsoidal quark self-energy

I now turn to the explicit calculation of the self-energy (7.3) for an ellipsoidally anisotropic distribution function. In the high-energy limit, to good approximation, one can ignore the quark bare masses and, as a result, the system is approximately conformal.
Our method is based on three anisotropy parameters corresponding to two transverse and one longitudinal directions. Expanding the relation \((7.3)\), one finds the following relation

\[
\Sigma^i(k) = \frac{m_q^2}{4\pi|k|} \int_{-1}^{1} dx \int_{0}^{2\pi} \frac{d\phi}{c_x \cos^2 \phi + c_y \sin^2 \phi + c_z a - b \cos \phi - c \sin \phi} v^i,
\]

where the variables \(a, b, c, c_x, c_y, \) and \(c_z\), are defined as

\[
a = \frac{\omega}{|k|} - x \cos \theta_k, \quad c_x \equiv \xi_x(1 - x^2),
\]

\[
b = \sin \theta_k \cos \phi_k \sqrt{1 - x^2}, \quad c_y \equiv \xi_y(1 - x^2),
\]

\[
c = \sin \theta_k \sin \phi_k \sqrt{1 - x^2}, \quad c_z \equiv 1 + \xi_z x^2.
\]

Using partial-fraction decomposition, one can transform the integral over \(\phi\) for each component of \(\Sigma\) into four non-trivial simpler ones:

\[
\Sigma^i = \frac{m_q^2}{|k|} \sum_{j=1}^{4} \int_{-1}^{1} dx n_{ji}(x) I_j(x) ; \quad (i = t, x, y, z).
\]

The \(I\)-functions used here are defined as

\[
I_1(x) \equiv \frac{2}{a + r} \sqrt{\frac{a + r}{a - r}}, \quad I_2(x) \equiv 1 - \frac{a}{2} I_1(x), \quad I_3(x) \equiv \frac{1}{\sqrt{c_2^2 - c_1^2}}, \quad I_4(x) \equiv -c_2 I_3(x) + 1,
\]

and

\[
r \equiv \sqrt{1 - x^2} \sin \theta_k,
\]

\[
c_1 \equiv c_x - c_y = \xi_a(1 - x^2), \quad c_2 \equiv c_x + c_y + 2c_z = -\xi_b x^2 + \xi_x + \xi_y + 2,
\]

with \(\xi_a \equiv \xi_x - \xi_y\) and \(\xi_b \equiv \xi_x + \xi_y - 2\xi_z\). By defining \(e \equiv -re^{i\phi_k}/2\), and \(f \equiv -re^{-i\phi_k}/2\), and the following functions,

\[
S \equiv a^4 c_1^2 + R^2(c_2, c_1) - 2a^2 c_1 R(c_1, c_2), \quad R(x_1, x_2) \equiv 2x_1 ef - x_2 (c^2 + f^2).
\]
The coefficients $n_{ji}$ used in Eq. (7.10) are defined as

$$ n_{1t} = \frac{e}{S} \left[ a^2 c_1 e + f R(c_2, c_1) \right] = n_{1z}/x , \quad (7.20) $$

$$ n_{2t} = \frac{ac_1}{S} \left[ e^2 - f^2 \right] = n_{2z}/x , \quad (7.21) $$

$$ n_{3t} = \frac{ac_1}{S} \left[ a^2 c_1 + 2f(-c_1 e + c_2 f) \right] = n_{3z}/x , \quad (7.22) $$

$$ n_{4t} = -n_{2t} = n_{4z}/x , \quad (7.23) $$

$$ n_{1x} = -\frac{ae}{2S} \left[ a^2 c_1 + (c_1 - c_2)(e^2 - f^2) - R(c_1, c_2) \right] , \quad (7.24) $$

$$ n_{2x} = -\frac{(e - f)}{2S} \left[ a^2 c_1 - R(c_2, c_1) \right] , \quad (7.25) $$

$$ n_{3x} = \frac{1}{2S} \left[ a^2 c_1 \left( 2c_2 e - c_1(e + f) \right) + \left( 2c_2 f - c_1(e + f) \right) R(c_2, c_1) \right] , \quad (7.26) $$

$$ n_{4x} = -n_{2x} , \quad (7.27) $$

$$ n_{1y} = -\frac{i a e}{2S} \left[ a^2 c_1 - (c_1 + c_2)(e^2 - f^2) - R(c_1, c_2) \right] , \quad (7.28) $$

$$ n_{2y} = \frac{-i(e + f)}{2S} \left[ a^2 c_1 + R(c_2, c_1) \right] , \quad (7.29) $$

$$ n_{3y} = \frac{i}{2S} \left[ a^2 c_1 \left( 2c_2 e + c_1(e - f) \right) + \left( 2c_2 f - c_1(e - f) \right) R(c_2, c_1) \right] , \quad (7.30) $$

$$ n_{4y} = -n_{2y} . \quad (7.31) $$

### 7.6 Results

In this section, the results for the components of the quark self-energy as a function of phase velocity $\omega/|k|$ are presented. In what follows, the real and imaginary parts of the four components of the quark self-energy are normalized by the quantity $m_q^2/|k|$. Then, for presentation purposes, each individual component of the quark self-energy is scaled by a trivial geometrical factor which depends on the particular component being considered.
Following this scaling procedure, let’s consider the following quantities

\[ \Sigma_0 \equiv \frac{|k| \Sigma_0}{m_q^2}, \quad (7.32) \]

\[ \hat{\Sigma}_x \equiv \frac{1}{\sin \theta \cos \phi} \frac{|k| \Sigma_x}{m_q^2}, \quad (7.33) \]

\[ \hat{\Sigma}_y \equiv \frac{1}{\sin \theta \sin \phi} \frac{|k| \Sigma_y}{m_q^2}, \quad (7.34) \]

\[ \hat{\Sigma}_z \equiv \frac{1}{\cos \theta} \frac{|k| \Sigma_z}{m_q^2}. \quad (7.35) \]

Generally speaking, one finds that the analytic structure of fermion self-energy is the same as in the anisotropic case, namely that for time-like momenta, \( \omega/|k| > 1 \), the self-energy is real-valued and for space-like momenta, \( \omega/|k| < 1 \), there is a cut in the complex plane which spans the line \( \Im[\omega/|k|] = 0 \). In Fig. 7.1, the components of the scaled quark self-energy for \( \xi_1 = 10, \theta_k = \pi/3, \phi_k = \pi/6 \) is presented, while varying the transverse anisotropy parameter with \( \xi_2 = \{-0.2, 0, 1, 3\} \). As can be seen in this plot, the real part of the components of the quark self-energy tend to zero for large \( \omega/|k| \), while the imaginary parts drop to zero abruptly for \( \omega/|k| > 1 \) due to the absence of the Landau cut for time-like momenta. The plots also show that the magnitude of self-energy components depend on the magnitude of the transverse anisotropy, as one can expect on general grounds.
Figure 7.1: The real and imaginary parts of $\Sigma_0$, $\Sigma_x$, $\Sigma_y$, and $\Sigma_z$ as a function of $\omega/|k|$ for $\xi_1 = 10$, $\theta_k = \pi/3$, $\phi_k = \pi/6$, and $\xi_2 = \{-0.2, 0, 1, 3\}$. 
Figure 7.2: The real and imaginary parts of $\Sigma_0$, $\Sigma_x$, $\Sigma_y$, and $\Sigma_z$ as a function of $\omega/|k|$ for $\xi_1 = 10$, $\xi_2 = 3$, $\theta_k = \pi/3$, and $\phi_k = \{0, \pi/6, \pi/4, \pi/3\}$.
This dependence would be reflected in a photon production rate that possesses explicit azimuthal anisotropies which are independent from those generated solely due to QGP collective flow. To demonstrate this feature more explicitly, in Fig. [7.2] I use $\xi_1 = 10$, $\xi_2 = 3$, $\theta_k = \pi/3$ and vary the azimuthal scattering angle as $\phi_k = \{0, \pi/6, \pi/4, \pi/3\}$.

7.7 Conclusions

In this chapter, I present the steps of calculation of the quarks self-energy in an ellipsoidally-anisotropic QGP by using the method of partial-fraction decomposition together with numerical evaluation of the resulting one-dimensional integrals. Previous results for the hard-loop self-energy of quarks in a spheroidally-anisotropic QGP were extended by generalizing the parametrization of the momentum distribution functions to incorporate anisotropies in transverse momentum-space directions.

With the introduction of the additional anisotropies in the transverse plane, the calculations become a bit more tedious compared to the case of a spheroidal momentum anisotropy, however, the final results can be expressed as modifications of the previously considered case. The results show that anisotropies in transverse momentum directions affect the quark self-energy, as can be expected on general grounds and herein I demonstrated how to evaluate the effects quantitatively. I have shown that the self-energy modifications due to transverse anisotropies induce additional angular dependence of the self-energy in transverse-momentum plane. As a result, there might be observable effects of an ellipsoidal momentum anisotropy in heavy-ion collision experiments. In particular, the transverse anisotropies can introduce azimuthal angular dependence in the photon production rate, which would result in explicit azimuthal anisotropies in photon production, e.g. elliptic flow, triangle flow, etc. This source of azimuthal anisotropy is distinct from that induced solely by the collective flow of the QGP itself and is, instead, directly related to viscous effects.

As a demonstration of the underlying source of the effect, I presented the variation of
both the real and imaginary parts of the quark self-energy for different combinations of the
anisotropy parameters and azimuthal angles. Comparing to previous results obtained in the
spheroidal case, in an ellipsoidally anisotropic system one observes modifications to the real
part of self-energy which are related to the effective mass of quasi-particles. As a result,
quarks obtain effective masses which depend on their full 3d direction of propagation. I
found that the effect on the imaginary part of self-energy, which is related to the decay or
production rates of particles, is larger than the effect on the real part. These modifications
will affect QGP differential photon production rates.

Looking to the future, the results obtained herein form the basis of a self-consistent
calculation of photon production from a QGP as created in relativistic heavy-ion colli-
sions. The underlying anisotropic formalism guarantees that the photon production rate
is positive-definite at all momenta, which is not guaranteed using typical viscous hydrody-
namics approaches. Anisotropic hydrodynamics codes which take into account ellipsoidal
anisotropies already exist and the output of the space-time evolution of the momentum-
space anisotropies $\xi$, hard-momentum scale $\lambda$, and the collective flow generated during QGP
evolution can now be folded together to obtain the final photon spectra including the effect of
explicit azimuthal anisotropies in the rate. This will extend previous works \cite{123, 124} which
employed a spheroidal approximation. The computation of the integrated photon spectra is
left to future work. Finally, I also note that the method of partial-fraction decomposition
presented in this paper can also be applied to the gluon polarization tensor in an ellipsoidally
anisotropic QGP.
8.1 Summary

As discussed previously, the QGP created at heavy-ion collisions experiences significant longitudinal expansion right after strong coherent gluonic fields melt into thermalized QGP. This causes the QGP to have a strong momentum-space anisotropy in the LRF at early times and near the transverse edges of the system, before partonic interactions derive the system toward isotropy. Studying non-equilibrium hydrodynamics is quite challenging for hydrodynamics models based on standard vHydro approaches, where a perturbative expansion about isotropic state is performed. My dissertation concerned the formulation and applications of anisotropic hydrodynamics in order to create a more quantitatively reliable non-equilibrium hydrodynamics framework for studying the QGP produced in heavy-ion collisions. Anisotropic hydrodynamics integrates the main anisotropy effects into the leading order term while guaranteeing positivity of the distribution function. As a result, large momentum-space anisotropy resulted from hydrodynamics expansion will not push the framework out of its range of applicability. In our model, a realistic equation of state based on lattice QCD measurements is included. Anisotropic hydrodynamics using a consistent approach for the equation of states based on quasiparticle model has been shown to be a very successful in describing both experimental data and available exact solutions of the Boltzmann equation. AHydro can serve as a useful tool even for extreme hydrodynamics systems, i.e. small systems like p-A and systems with strong anisotropy like cold atom systems. My dissertation has two main parts:

In the first part, in a sequence of chapters I introduced the basic conformal anisotropic
hydrodynamics formalism and then explained the ways to include various realistic features, i.e. bulk degree of freedom [18], quasiparticle implementation of realistic equation of state [19], more realistic collisional kernel [20], to make aHydro more reliable to study the hydrodynamics of the QGP generated at heavy-ion collisions. For verification of our model the evolution of the model parameters predicted by aHydro and vHydro, with the exact analytical solution of the conformal Boltzmann equation are compared [21]. However, the QGP is not conformal and aHydro needed to be improved to include a prescription for implementing a realistic equation of state which takes care of non-ideal effect in the dynamics. To deal with this problem, a novel method for implementing a realistic equation of state (provided by lattice QCD) in the aHydro formalism is introduced [24, 25]. This model, called the quasiparticle aHydro model, self-consistently integrates non-conformal effects in the aHydro model. The non-conformal effects are due to strong interactions of plasma constituents which leads to temperature-dependence of the particles’ effective mass in the system. Based on the quasiparticle picture, the quasiparticle aHydro (aHydroQP) model is developed which has all necessary components for studying the phenomenology of the QGP created at heavy-ion collisions. This part of my dissertation is concluded with comparing phenomenological predictions of the aHydroQP model with experimental observations as another benchmark. Comparisons illustrate a high level of consistency between our model and the experimental data [26].

In the second part, I presented two important applications of aHydro in field-theoretical measurables in the QGP. In this part of the dissertation, I presented the calculation of gluon self-energy in hard loop approximation in an anisotropic QGP [28]. This gives a more realistic picture for assessing the suppression/enhancement of heavy-quarkonia bound states in an anisotropic QGP. Heavy quarkonia serves as an important probe in the QGP and provides useful information about the temperature of the medium, among other things. The
calculations were performed in the real-time formalism framework of the finite temperature field theory using the hard loop approximation. For the hydrodynamics set up spheroidal anisotropic distribution function with one longitudinal anisotropy parameter is used. In the last chapter, I have calculated the quark self-energy in an ellipsoidally anisotropic QGP \cite{27}. The hydrodynamics set up is based on generalized anisotropic distribution function with two anisotropy parameters.

The overall conclusion is that anisotropic hydrodynamics has been established as a cutting edge non-equilibrium hydrodynamics model for studying the hydrodynamics systems with strong momentum space anisotropy. Such an anisotropic behavior can be observed in a large varieties of systems with anisotropic distribution function which results from strong directional expansion, existence of external magnetic fields, etc. The aHydro framework integrates the important of anisotropic deformation of distribution function at the leading order. Therefore, it treats the realistic (non-ellipsoidal) deformations as a small perturbation around the leading order (aka NLO aHydro).

8.2 Outlook

As discussed in this thesis, in reproducing the experimental results and exact solution of Boltzmann equation in non-equilibrium regimes, aHydro has demonstrated that it is more qualitatively reliable than other hydrodynamics frameworks. Nevertheless, heading to the future, one can always improve the model by including more realistic components and relaxing the assumed symmetries.

One of the missing features in aHydro is off-diagonal elements of anisotropic tensor. Inclusion of these contributions helps to study systems with ellipsoidal anisotropic distribution function where the ellipse is not oriented along the local rest frame’s principal axes. In an ongoing project we are working on this, trying to find a coordinate transformation in which the anisotropy tensor is diagonal.
Another important missing component is the realistic collisional kernel in the Boltzmann equation. This is crucial to the dynamics since it provides a more accurate picture of the system’s out-of-equilibrium behavior, e.g. transport properties, thermal conductivity, viscosity, and etc. In fact, the current prescription for collisional kernel based on linearization around an equilibrium state (relaxation-time approximation) is perhaps too simple. One needs to provide aHydro with a collisional kernel based on realistic interactions among particle inside the plasma. Such a kernel should be calculated based on quantum chromodynamics calculations for possible interactions. For instance, for gluon scattering the possible interactions are $2 \leftrightarrow 2, 2 \leftrightarrow 3, 3 \leftrightarrow 3$ and etc. Currently, my colleagues are actively working on this component [125].

One more important component which needs to be added in aHydro phenomenologically is the initial states quantum fluctuations. This effect originates from the randomness of internal quantum structure of nucleons prior to the collisions which strongly affect the evolution of the QGP at later times. Our current model includes the fluctuations only due to random configuration of the targets respect to one another, which results in a distribution of impact parameters for colliding nuclei.

In order to simulate the initial state of the target in HICs more realistically, one needs to consider the fact that in real experiments millions of ions from opposite sides collide with a distribution of impact parameters. Our current model is based on one event where two nuclei collide with a single-valued impact parameter. However, the data collection in real URHIC experiments is performed over multiple events with random configurations. This corresponds to simulating multiple events with randomly selected impact parameters.

As another interesting component to be added to the model, is inclusion of a temperature-dependent shear viscosity to entropy density ratio since in this thesis it was assumed to be constant. Based on prior studies in the context of viscous hydrodynamics [94], there is some
hope that this will improve the agreement between our model and the experimental data, in particular, with regards to the pseudorapidity dependence of $v_2$.

Additionally, the future plan is to look at different collision energies, e.g. RHIC 200 GeV collisions \cite{126} and LHC 5.023 TeV collisions, and different colliding systems, e.g. pA and pp, in the near future. The application of aHydro in pA and pp is of particular interest, since in these systems viscous hydrodynamics is being pushed to its limits, especially at freeze-out \cite{65}.

Finally, the gluon self-energy to all order in the anisotropy parameter calculated in Chap. \cite{0} ended up with a pinch singularity. As discussed at the end of that chapter, there are some ways to resolve this issue which can be the topic of the future projects. Analyzing the gluon-self energy for an ellipsoidally anisotropic QGP, helps to improve our understanding of heavy-quarkonia bound states in the QGP.
Appendix A

Units

In high-energy physics, we adopt the system of natural units, where the velocities and actions are measured in terms of $c$ and $\hbar$, respectively. The logic behind this, is that we will have very simple expressions for relating the variables. In this system of units, energy, momentum, temperature, and mass are measured in terms of GeV (or MeV), length and time are measured in terms of GeV$^{-1}$. Using

$$1 \text{ fm} = 10^{-15} \text{ m},$$

$$1 \text{ eV} = 1.602 \times 10^{-19} \text{ J},$$

we have in SI units

$$\hbar = 6.626070150(81) \times 10^{-34} \text{ Js},$$

$$c = 2.99792458 \times 10^8 \text{ m/s}.$$ \hspace{1cm} \text{(A.2)} \hspace{1cm} \text{(A.3)}$$

One can calculate the key quantities that frequently appear in the equations

$$\hbar = 6.5821220(20) \times 10^{-25} \text{ GeVs},$$

$$\hbar c = 0.197327053(59) \text{ GeV fm}.$$ \hspace{1cm} \text{(A.4)} \hspace{1cm} \text{(A.5)}$$

In natural units, one sets $\hbar = c = 1$ and then obtains some useful conversion relations

$$1 \text{ GeV}^{-1} \equiv 0.197 \text{ fm} \equiv 6.582 \times 10^{-25} \text{ s}.$$ \hspace{1cm} \text{(A.6)}$$

Using the relations (A.1) and (A.6), it is straightforward to convert the energies and spatial/temporal lengths in natural units to SI units. Also, it is interesting to obtain an estimation of the temperature of the QGP in terms of Kelvin. Using the general form of
equipartition theorem (which is actually an extension of the virial theorem) for a system of particles whose Hamiltonian has $n$ degrees of freedom is

$$\left\langle x_m \frac{\partial H}{\partial x_n} \right\rangle = \delta_{mn} k_B T , \quad (A.7)$$

where the notation $\langle \ldots \rangle$ indicates ensemble average, $\delta_{mn}$ is Kronecker delta, and $k_B$ is Boltzmann’s constant. For an ultra-relativistic gas, e.g. QGP, one has $H_{\text{kin}} = p c = c \sqrt{p_x^2 + p_y^2 + p_z^2}$ which specifies three degrees of freedom. One obtains

$$\langle H_{\text{kin}} \rangle = \sum_{i=x,y,z} \left\langle p_i \frac{\partial H}{\partial p_i} \right\rangle = 3 k_B T . \quad (A.8)$$

For a typical temperature of QGP, i.e. $T_c \simeq 150 \text{ MeV}$, and using Boltzmann constant $k_B = 1.38 \times 10^{-23}$ it yields

$$T_c \simeq 1.74 \times 10^{12} \text{ K} . \quad (A.9)$$
Appendix B

Basic definitions

In this section, some basic definitions and experimental measurable used throughout this dissertation are defined. In the context of heavy-ion experiments, the collision energy is expressed in terms of $\sqrt{s_{NN}}$ which refers to the center of momentum energy per nucleons (inside the nuclei) right before collision. To clarify how it is calculated lets start from mandelstam variables

$$s = (p_1 + p_2)^2, \quad t = (p_1 - p_3)^2, \quad u = (p_1 - p_4)^2,$$

(B.1)

with $p$ being the momentum four-vectors for $p_1 + p_2 \rightarrow p_3 + p_4$. Because the Mandelstam variables are Lorentz invariant, the choice of coordinate is arbitrary. For a general AB collision (A or B can be heavy nuclei, deuterium, or proton) which collide with energies $(E_A, E_B)$, one can find energy per nucleon $E_N$ of the pair as

$$E_N = \left( \frac{E_A}{A}, \frac{E_B}{B} \right),$$

(B.2)

where herein A is the mass number of the collider, i.e. number of nucleons. Typically we deal with ultrarelativistic regimes where $E \approx |p|

$$\sqrt{s_{NN}} = \sqrt{(E_{Nx} + E_{Ny})^2 - (p_{Nx} - p_{Ny})^2} \approx \sqrt{4E_{Nx}E_{Ny}},$$

(B.3)

where $E_{Nx}$ indicates the energy per nucleon in collider x. Also, the momentum of particle is projected along and transverse to the beamline direction, i.e. $p_z$ and $p_T$. Using the total energy, momentum, and rest mass, one can obtain the speed of the particle and the relativistic factor $\gamma = (1 - v^2)^{-1/2}$. In the natural unit one has

$$\frac{p}{E} = \frac{\gamma m_0 v}{\gamma m_0} = v,$$

$$\frac{E}{m_0} = \gamma.$$

(B.4)
The spacetime rapidity in high-energy physics is a bit different than in special relativity

\[ y = \frac{1}{2} \ln \left( \frac{E + p_z}{E - p_z} \right). \]  

(B.5)

The pseudorapidity is defined as following

\[ \eta = \frac{1}{2} \ln \left( \frac{|p| + p_z}{|p| - p_z} \right) = - \ln \left[ \tan(\theta/2) \right], \]  

(B.6)

where \( \theta \) is the angle that particle makes with the longitudinal direction (beamline direction). So, by measuring \( \theta \) one can calculate \( \eta \). Pseudorapidity ranges \((-\infty, \infty)\) for the particle along the beamline moving backward and forward, respectively. For the massless particles one has \( \eta = y \).
Appendix C

Explicit formulas for derivatives

In this section, first I introduce the notations used in derivation of the general moment-based hydrodynamics equations and then, by taking the appropriate limits, I simplify them for the transversally-homogeneous 0+1d case. Using the definitions

\[
D_1 \equiv \cosh(\vartheta - \varsigma)\partial_\tau + \frac{1}{\tau} \sinh(\vartheta - \varsigma)\partial_\varsigma,
\]

\[
D_2 \equiv \sinh(\vartheta - \varsigma)\partial_\tau + \frac{1}{\tau} \cosh(\vartheta - \varsigma)\partial_\varsigma,
\]

\[
\nabla_\perp \cdot \mathbf{u}_\perp \equiv \partial_x u_x + \partial_y u_y,
\]

\[
\mathbf{u}_\perp \cdot \nabla_\perp \equiv u_x \partial_x + u_y \partial_y,
\]

\[
\mathbf{u}_\perp \times \nabla_\perp \equiv u_x \partial_y - u_y \partial_x,
\]

(C.1)

and four-vectors defined in Eq. (2.19) one has

\[
D_u \equiv u^\mu \partial_\mu = u_0 D_1 + \mathbf{u}_\perp \cdot \nabla_\perp,
\]

\[
D_x \equiv X^\mu \partial_\mu = u_\perp D_1 + u_0 (\mathbf{u}_\perp \cdot \nabla_\perp),
\]

\[
D_y \equiv Y^\mu \partial_\mu = \frac{1}{u_\perp} (\mathbf{u}_\perp \times \nabla_\perp),
\]

\[
D_z \equiv Z^\mu \partial_\mu = D_2.
\]

(C.3)

The divergences are defined as

\[
\theta_u \equiv \partial_\mu u^\mu = D_1 u_0 + u_0 D_2 \vartheta + \nabla_\perp \cdot \mathbf{u}_\perp,
\]

\[
\theta_x \equiv \partial_\mu X^\mu = D_1 u_\perp + u_\perp D_2 \vartheta + \frac{u_0}{u_\perp} (\nabla_\perp \cdot \mathbf{u}_\perp) - \frac{1}{u_0 u_\perp} (\mathbf{u}_\perp \cdot \nabla_\perp) u_\perp,
\]

\[
\theta_y \equiv \partial_\mu Y^\mu = -\frac{1}{u_\perp} (\mathbf{u}_\perp \cdot \nabla_\perp) \varphi,
\]

\[
\theta_z \equiv \partial_\mu Z^\mu = D_1 \vartheta,
\]

(C.4)
where \( \varphi = \tan^{-1}(u_y/u_x) \). Also one has

\[
\begin{align*}
  u_\mu D_\alpha X_\mu &= \frac{1}{u_0} D_\alpha u_\perp, \quad & X_\mu D_\alpha Y^\mu &= u_0 D_\alpha \varphi, \\
  u_\mu D_\alpha Y^\mu &= u_\perp D_\alpha \varphi, \quad & X_\mu D_\alpha Z^\mu &= u_\perp D_\alpha \vartheta, \\
  u_\mu D_\alpha Z^\mu &= u_0 D_\alpha \vartheta, \quad & Y_\mu D_\alpha Z^\mu &= 0, \tag{C.5}
\end{align*}
\]

where \( \alpha \in \{u,x,y,z\} \). Note that the contractions such as \( X_\mu D_\alpha u_\mu \) are also non-vanishing, however, such terms can be written in terms of the expressions above by using the orthogonality of the basis vectors, i.e. \( D_\alpha(X_\mu u_\mu) = 0 \) implies that \( X_\mu D_\alpha u_\mu = -u_\mu D_\alpha X_\mu \).

### C.1 Simplification for 1+1d

In the case of boost-invariant and cylindrically-symmetric flow one has \( \varphi \rightarrow \phi \) and \( \vartheta \rightarrow \varsigma \), where \( \varsigma \) is the spatial rapidity. Using \( u_\perp \equiv \sinh \theta_\perp \), identities \((C.3)\) and \((C.4)\) simplify to

\[
\begin{align*}
  D_u &= \cosh \theta_\perp \partial_\tau + \sinh \theta_\perp \partial_\rho, \quad & D_y &= \frac{1}{r} \partial_\phi, \\
  D_x &= \sinh \theta_\perp \partial_\tau + \cosh \theta_\perp \partial_\rho, \quad & D_z &= \frac{1}{\tau} \partial_\varsigma, \\
  \theta_u &= \cosh \theta_\perp \left( \frac{1}{\tau} + \partial_\rho \theta_\perp \right) + \sinh \theta_\perp \left( \frac{1}{r} + \partial_\phi \theta_\perp \right), \\
  \theta_x &= \sinh \theta_\perp \left( \frac{1}{\tau} + \partial_\rho \theta_\perp \right) + \cosh \theta_\perp \left( \frac{1}{r} + \partial_\phi \theta_\perp \right), \\
  \theta_y &= \theta_z = 0. \tag{C.6}
\end{align*}
\]

In this limit, the only non-vanishing terms in \((C.5)\) are

\[
\begin{align*}
  u_\mu D_\alpha X_\mu &= D_\alpha \theta_\perp, \quad & u_\mu D_\alpha Z^\mu &= \frac{1}{\tau} \cosh \theta_\perp, \\
  u_\mu D_\alpha X_\mu &= D_\alpha \theta_\perp, \quad & X_\mu D_\alpha Y^\mu &= \frac{1}{r} \cosh \theta_\perp, \\
  u_\mu D_\alpha Y^\mu &= \frac{1}{r} \sinh \theta_\perp, \quad & X_\mu D_\alpha Z^\mu &= \frac{1}{\tau} \sinh \theta_\perp.
\end{align*}
\]
C.2 Simplification for 0+1d

For this case, one has $\theta_\perp = 0$ and the surviving terms are

\[ D_u = \partial_\tau, \quad D_y = \frac{\partial_\phi}{r}, \quad \theta_u = \frac{1}{\tau}, \quad u_\mu D_z Z^\mu = \frac{1}{\tau}, \]
\[ D_x = \partial_r, \quad D_z = \frac{\partial_\varsigma}{\tau}, \quad \theta_x = \frac{1}{r}, \quad X_\mu D_y Y^\mu = \frac{1}{r}. \]
Appendix D

Special functions

In this section, I provide definitions of the special functions appearing in the body of the text. Starting by introducing $C_1 \equiv y^2 - 1$ and $C_2 \equiv y^2 + z^2$ and $C^\pm \equiv C_2 \pm C_1$

\[
\mathcal{H}_2(y, z) \equiv y \int_{-1}^{1} dx \sqrt{C_1 x^2 + C^-} = \frac{y}{\sqrt{C_1}} \left[ C^- \tanh^{-1} \sqrt{\frac{C_1}{C_2}} + \sqrt{C_1 C_2} \right], \quad (D.1)
\]

\[
\mathcal{H}_{2T}(y, z) \equiv y \int_{-1}^{1} \frac{dx(1-x^2)}{\sqrt{C_1 x^2 + C^-}} = \frac{y}{C_1^{3/2}} \left[C^+ \tanh^{-1} \sqrt{\frac{C_1}{C_2}} - \sqrt{C_1 C_2} \right], \quad (D.2)
\]

\[
\mathcal{H}_{2L}(y, z) \equiv y^3 \int_{-1}^{1} \frac{dx x^2}{\sqrt{C_1 x^2 + C^-}} = \frac{y^3}{C_1^{3/2}} \left[ \sqrt{C_1 C_2} - C^- \tanh^{-1} \sqrt{\frac{C_1}{C_2}} \right]. \quad (D.3)
\]

Derivatives of these functions satisfy the following relations

\[
\frac{\partial \mathcal{H}_2(y, z)}{\partial y} = \frac{1}{y} \left[ \mathcal{H}_2(y, z) + \mathcal{H}_{2L}(y, z) \right], \quad (D.4)
\]

\[
\frac{\partial \mathcal{H}_2(y, z)}{\partial z} = \frac{1}{z} \left[ \mathcal{H}_2(y, z) - \mathcal{H}_{2L}(y, z) - \mathcal{H}_{2T}(y, z) \right]. \quad (D.5)
\]

D.1 Massive Case

The $\mathcal{H}$-functions appearing in the body of the text are

\[
\mathcal{H}_3(\alpha, \hat{m}) \equiv \tilde{N}_x \alpha_y \int_{0}^{2\pi} d\phi \alpha^2 \int_{0}^{\infty} d\bar{p} \bar{p}^3 f_{eq}\left(\sqrt{\bar{p}^2 + \hat{m}^2}\right) \mathcal{H}_2\left(\frac{\alpha_z}{\alpha_\perp}, \frac{\hat{m}}{\alpha_\perp \bar{p}}\right), \quad (D.6)
\]

\[
\mathcal{H}_{3x}(\alpha, \hat{m}) \equiv \tilde{N}_x \alpha_y \int_{0}^{2\pi} d\phi \cos^2 \phi \int_{0}^{\infty} d\bar{p} \bar{p}^3 f_{eq}\left(\sqrt{\bar{p}^2 + \hat{m}^2}\right) \mathcal{H}_{2T}\left(\frac{\alpha_z}{\alpha_\perp}, \frac{\hat{m}}{\alpha_\perp \bar{p}}\right), \quad (D.7)
\]

\[
\mathcal{H}_{3y}(\alpha, \hat{m}) \equiv \tilde{N}_x \alpha_y \int_{0}^{2\pi} d\phi \sin^2 \phi \int_{0}^{\infty} d\bar{p} \bar{p}^3 f_{eq}\left(\sqrt{\bar{p}^2 + \hat{m}^2}\right) \mathcal{H}_{2T}\left(\frac{\alpha_z}{\alpha_\perp}, \frac{\hat{m}}{\alpha_\perp \bar{p}}\right), \quad (D.8)
\]

\[
\mathcal{H}_{3T}(\alpha, \hat{m}) \equiv \frac{1}{2} \left[ \mathcal{H}_{3x}(\alpha, \hat{m}) + \mathcal{H}_{3y}(\alpha, \hat{m}) \right], \quad (D.9)
\]
For \( \hat{\Omega} \), derivatives of \( \hat{\Omega} \) satisfy

\[
\frac{\partial \hat{\Omega}}{\partial \alpha_x} = 2 \alpha_x \hat{\Omega}_T, \quad \frac{\partial \hat{\Omega}}{\partial \alpha_z} = \frac{1}{\alpha_z} \hat{\Omega}_L, \quad \frac{\partial \hat{\Omega}}{\partial \hat{m}} = \frac{1}{\hat{m}} \hat{\Omega}_m. \tag{D.22}
\]
For the isotropic equilibrium case, one has $\alpha_i \to 1$, $\lambda \to T$, and $\hat{m} \to \hat{m}_{eq}$

\[
\tilde{H}_{\text{3,eq}}(\hat{m}_{eq}) = 4\pi \tilde{N} \hat{m}_{eq}^2 \left[ \hat{m}_{eq} K_1(\hat{m}_{eq}) + 3K_2(\hat{m}_{eq}) \right], \tag{D.23}
\]

\[
\tilde{H}_{3T,\text{eq}}(\hat{m}_{eq}) = \tilde{H}_{3L,\text{eq}}(\hat{m}_{eq}) = 4\pi \tilde{N} \hat{m}_{eq}^2 K_2(\hat{m}_{eq}), \tag{D.24}
\]

\[
\tilde{H}_{3m,\text{eq}}(\hat{m}_{eq}) = 4\pi \tilde{N} \hat{m}_{eq}^4 K_2(\hat{m}_{eq}). \tag{D.25}
\]

### D.2 Massless Case

Taking the massless limit of Eqs. (D.6) - (D.12) one obtains

\[
\hat{H}_3(\alpha) \equiv \lim_{m \to 0} \mathcal{H}_3(\alpha, \hat{m}) = 6\tilde{N} \alpha_x \alpha_y \int_0^{2\pi} d\phi \alpha_\perp^2 \hat{H}_2\left(\frac{\alpha_z}{\alpha_\perp}\right), \tag{D.26}
\]

\[
\hat{H}_{3x}(\alpha) \equiv \lim_{m \to 0} \mathcal{H}_{3x}(\alpha, \hat{m}) = 6\tilde{N} \alpha_x^3 \alpha_y \int_0^{2\pi} d\phi \cos^2 \phi \hat{H}_{2T}\left(\frac{\alpha_z}{\alpha_\perp}\right), \tag{D.27}
\]

\[
\hat{H}_{3y}(\alpha) \equiv \lim_{m \to 0} \mathcal{H}_{3y}(\alpha, \hat{m}) = 6\tilde{N} \alpha_x \alpha_y^3 \int_0^{2\pi} d\phi \sin^2 \phi \hat{H}_{2T}\left(\frac{\alpha_z}{\alpha_\perp}\right), \tag{D.28}
\]

\[
\hat{H}_{3L}(\alpha) \equiv \lim_{m \to 0} \mathcal{H}_{3L}(\alpha, \hat{m}) = 6\tilde{N} \alpha_x \alpha_y \int_0^{2\pi} d\phi \alpha_\perp^2 \hat{H}_{2L}\left(\frac{\alpha_z}{\alpha_\perp}\right), \tag{D.29}
\]

\[
\hat{H}_{3m}(\alpha) \equiv \lim_{m \to 0} \mathcal{H}_{3m}(\alpha, \hat{m}) = 0, \tag{D.30}
\]

where $\hat{H}_{2T;2L}(y) \equiv \mathcal{H}_{2T;2L}(y, 0)$. In the transversally-symmetric case, $\alpha_x = \alpha_y$ and $\tilde{H}_{3T} \equiv \tilde{H}_{3x} = \tilde{H}_{3y}$, and the functions above simplify to

\[
\hat{H}_3(\alpha) = 12\pi \tilde{N} \alpha_x^4 \hat{H}_2\left(\frac{\alpha_z}{\alpha_x}\right) \to 24\pi \tilde{N}, \tag{D.31}
\]

\[
\hat{H}_{3T}(\alpha) = 6\pi \tilde{N} \alpha_x^4 \hat{H}_{2T}\left(\frac{\alpha_z}{\alpha_x}\right) \to 8\pi \tilde{N}, \tag{D.32}
\]

\[
\hat{H}_{3L}(\alpha) = 12\pi \tilde{N} \alpha_x^4 \hat{H}_{2L}\left(\frac{\alpha_z}{\alpha_x}\right) \to 8\pi \tilde{N}, \tag{D.33}
\]

where arrows indicate the equilibrium limit of the functions where $\alpha_i \to 1$ and $\lambda \to T$. 
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Appendix E

De Sitter coordinates identities

In this appendix, I present some useful identities and derivatives of the de Sitter coordinates which are used in our calculations in Chap. 4. As mentioned in Chap. 4, de Sitter coordinates are defined as

\[
\rho(\tau, r) = \text{arcsinh} \left( \frac{-1 - q^2 \tau^2 + q^2 r^2}{2 q \tau} \right), \quad (E.1)
\]

\[
\theta(\tau, r) = \text{arctan} \left( \frac{2 q r}{1 + q^2 \tau^2 - q^2 r^2} \right). \quad (E.2)
\]

Taking partial derivatives and using Eq. (4.6) for \( \theta_\perp \), one can obtain the necessary derivatives of \((\rho, \theta)\) with respect to \((\tau, r)\)

\[
\frac{\partial \rho}{\partial \tau} = q \left( \cosh \rho - \sinh \rho \cos \theta \right), \quad \frac{\partial \rho}{\partial r} = -q \sin \theta,
\]

\[
\frac{\partial \theta}{\partial \tau} = -q \sin \theta \cosh \rho, \quad \frac{\partial \theta}{\partial r} = q (1 - \cos \theta \tanh \rho), \quad (E.3)
\]

and inversely

\[
\frac{\partial \tau}{\partial \rho} = \tau \cosh \theta_\perp, \quad \frac{\partial \tau}{\partial \theta} = q \tau r, \quad \frac{\partial \rho}{\partial \theta} = \tau \sinh \theta_\perp, \quad \frac{\partial \rho}{\partial \tau} = q \tau r \coth \theta_\perp. \quad (E.4)
\]

Note that the variables above are also related through the following useful relations

\[
\tau = \frac{1}{q} \frac{\sinh \theta_\perp}{\sin \theta}, \quad (E.5)
\]

\[
r = \frac{1}{q} \cosh \rho \sinh \theta_\perp. \quad (E.6)
\]
Appendix F

The covariant derivative

The covariant derivative is the generalization of the directional derivative of a vector field which acts as a derivative along tangent vectors of a manifold. Its action on an arbitrary scalar \( \varphi \) and rank-1 and rank-2 tensors (indicated by \( V \) below) is

\[
\mathcal{D}_\mu \varphi = \partial_\mu \varphi, \quad \mathcal{D}_\mu V^\nu = \partial_\mu V^\nu + \Gamma^\nu_{\mu\lambda} V^\lambda, \\
\mathcal{D}_\mu V_\nu = \partial_\mu V_\nu - \Gamma^\lambda_{\mu\nu} V_\lambda, \quad \mathcal{D}_\mu V^{\mu\nu} = \frac{1}{\sqrt{-g}} \partial_\mu \left( \sqrt{-g} V^{\mu\nu} \right) + \Gamma^\nu_{\mu\lambda} V^{\lambda\mu}, \\
\mathcal{D}_\mu V_{\alpha\beta} = \partial_\mu V_{\alpha\beta} - \Gamma^\lambda_{\alpha\mu} V_{\lambda\beta} \quad \mathcal{D}_\lambda V^{\mu\nu} = \partial_\lambda V^{\mu\nu} + \Gamma^\mu_{\lambda\eta} V^{\eta\nu} + \Gamma^\nu_{\lambda\eta} V^{\mu\eta},
\]

where \( \Gamma^\nu_{\mu\lambda} \) are Christoffel symbols, which are

\[
\Gamma^\nu_{\mu\lambda} = \frac{1}{2} g^{\nu\sigma} \left( \partial_\mu g_{\sigma\lambda} + \partial_\lambda g_{\sigma\mu} - \partial_\sigma g_{\mu\lambda} \right). \tag{F.2}
\]

Starting from Eq. (F.2) and using the de Sitter metric (4.9), one obtains the following non-vanishing Christoffel symbols for de-Sitter coordinates

\[
\Gamma^\rho_{\theta\theta} = \sinh \rho \cosh \rho, \quad \Gamma^\theta_{\phi\phi} = - \sin \theta \cos \theta, \\
\Gamma^\phi_{\rho\phi} = \sin^2 \theta \sinh \rho \cosh \rho, \quad \Gamma^\phi_{\rho\rho} = \Gamma^\phi_{\phi\rho} = \tanh \rho, \\
\Gamma^\theta_{\rho\theta} = \Gamma^\theta_{\theta\rho} = \tanh \rho, \quad \Gamma^\phi_{\theta\phi} = \Gamma^\phi_{\phi\theta} = \cot \theta. \tag{F.3}
\]
Appendix G

The anisotropy tensor in different coordinate systems

In this section, I present the transformation of the anisotropy tensor from de Sitter to Milne and polar Milne coordinates. The tensors in the different cases are indicated by $\hat{\xi}_\mu^\nu$, $\tilde{\xi}_\mu^\nu$, and $\check{\xi}_\mu^\nu$ in de Sitter, polar Milne, and Milne coordinates, respectively. According to Sec. 4.2.1 since $\hat{\xi}_\mu^\nu$ is a dimensionless tensor of rank 2 with one up and one down index, it has a conformal weight of 0. Therefore,

$$\tilde{\xi}_\mu^\nu = \frac{\partial \tilde{x}^\mu}{\partial \hat{x}^\alpha} \partial \hat{x}^\nu \hat{\xi}_\alpha^\beta.$$  \hspace{1cm} (G.1)

The anisotropy tensor in de Sitter space is expanded using Eqs. (4.14). Using Eq. (4.11), one can expand it in matrix form as

$$\hat{\xi}_\mu^\nu = \text{diag} \left( 0, \hat{\xi}_\theta, \hat{\xi}_\phi, \hat{\xi}_\varsigma \right).$$  \hspace{1cm} (G.2)

Using the derivative relations in App. E, one can find the matrix forms of $\tilde{\xi}_\mu^\nu$ and $\check{\xi}_\mu^\nu$

$$\tilde{\xi}_\mu^\nu = \begin{pmatrix} -\hat{\xi}_\theta \sinh^2 \theta_\perp & \hat{\xi}_\theta \sinh \theta_\perp \cosh \theta_\perp & 0 & 0 \\ -\hat{\xi}_\theta \sinh \theta_\perp \cosh \theta_\perp & \hat{\xi}_\theta \cosh^2 \theta_\perp & 0 & 0 \\ 0 & 0 & \hat{\xi}_\phi & 0 \\ 0 & 0 & 0 & \hat{\xi}_\varsigma \end{pmatrix},$$  \hspace{1cm} (G.3)

$$\check{\xi}_\mu^\nu = \begin{pmatrix} -\hat{\xi}_\theta \sinh^2 \theta_\perp & \hat{\xi}_\theta \frac{\sinh(2\theta_\perp)}{2} \cos \phi & \hat{\xi}_\theta \frac{\sinh(2\theta_\perp)}{2} \sin \phi & 0 \\ -\hat{\xi}_\theta \frac{\sinh(2\theta_\perp)}{2} \cos \phi & \hat{\xi}_\theta \cosh^2 \theta_\perp \cos^2 \phi + \hat{\xi}_\theta \sin^2 \phi & (\hat{\xi}_\theta \cosh^2 \theta_\perp - \hat{\xi}_\phi) \sin \phi \cos \phi & 0 \\ -\hat{\xi}_\theta \frac{\sinh(2\theta_\perp)}{2} \sin \phi & (\hat{\xi}_\theta \cosh^2 \theta_\perp - \hat{\xi}_\phi) \sin \phi \cos \phi & \hat{\xi}_\theta \cosh^2 \theta_\perp \sin^2 \phi + \hat{\xi}_\phi \cos^2 \phi & 0 \\ 0 & 0 & 0 & \hat{\xi}_\varsigma \end{pmatrix}. $$  \hspace{1cm} (G.4)
where, in $\tilde{\xi}_\mu^{\nu}$ the indices are taken from $(\mu, \nu) \in \{\tau, r, \phi, \varsigma\}$, and in $\hat{\xi}_\mu^{\nu}$ they are taken from $(\mu, \nu) \in \{\tau, x, y, \varsigma\}$. Since I started with the basis vectors in Minkowski space LF, one needs to boost them to find their form in the LRF. Constructing the necessary boost from the fluid velocity 4-vector appropriate to each coordinate system one finds

$$\left(\tilde{\xi}_\mu^{\nu}\right)_{\text{LRF}} = \text{diag} \left(0, \hat{\xi}_\theta, \hat{\xi}_\phi, \hat{\xi}_\varsigma\right), \tag{G.5}$$

$$\left(\hat{\xi}_\mu^{\nu}\right)_{\text{LRF}} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \frac{\hat{\xi}_+ + \hat{\xi}_- \cos(2\phi)}{2} & \hat{\xi}_- \sin \phi \cos \phi & 0 \\
0 & \hat{\xi}_- \sin \phi \cos \phi & \frac{\hat{\xi}_+ - \hat{\xi}_- \cos(2\phi)}{2} & 0 \\
0 & 0 & 0 & \hat{\xi}_\varsigma
\end{pmatrix}, \tag{G.6}$$

where $\hat{\xi}_+ \equiv \hat{\xi}_\theta + \hat{\xi}_\phi$ and $\hat{\xi}_- \equiv \hat{\xi}_\theta - \hat{\xi}_\phi$. Using $SO(3)_q$ symmetry, one finds $\hat{\xi}_+ \to 2\hat{\xi}_\theta$ and $\hat{\xi}_- \to 0$ and, therefore,

$$\left(\tilde{\xi}_\mu^{\nu}\right)_{\text{LRF}} = \left(\hat{\xi}_\mu^{\nu}\right)_{\text{LRF}} = \text{diag} \left(0, \hat{\xi}_\theta, \hat{\xi}_\theta, \hat{\xi}_\varsigma\right). \tag{G.7}$$

From the results above, one concludes that the LRF anisotropy tensor in polar Milne coordinates is diagonal, irrespective of whether the system is $SO(3)_q$-symmetric or not, however, in Milne coordinates, the anisotropy is only diagonal if the system is $SO(3)_q$-symmetric.

---

\footnote{In both cases, only a transverse boost is required. For the case of polar Milne coordinates, one can make a pure radial boost.}
Appendix H

More on Gluon self-energy

In this section, I review the useful identities for the tensor basis used in Chap. 6. I also present an alternative way to calculate the expansion coefficients. In this subsection, I present various tensor identities obeyed by our basis tensors (6.39). Useful identities for the contraction of any two basis tensors are as following

\[
A \cdot A = -A, \quad B \cdot B = -ZB, \\
A \cdot C = C \cdot A = C \cdot C = -C, \quad D \cdot D = -p^2_\bot (B + ZC), \\
A \cdot B = B \cdot A = B \cdot C = C \cdot B = 0, \quad D \cdot B = ZA \cdot D, \\
A \cdot D = C \cdot D = -D \cdot C - D, \quad D \cdot B = ZD \cdot C = -D \cdot B - ZD,
\]

with \(Z \equiv \frac{p^2}{\omega^2} = 1 - \frac{p_\bot^2}{\omega^2}\). Out of 64 possible contractions of any three tensors of \(A, B, C, \) and \(D\) the non-trivial ones are

\[
A \cdot A \cdot A = A; \quad D \cdot D \cdot D = Zp^2_\bot D,
\]

\[
\frac{B \cdot B \cdot B}{Z^2} = \frac{B \cdot D \cdot D}{Zp^2_\bot} = \frac{D \cdot D \cdot B}{Zp^2_\bot} = \frac{D \cdot A \cdot D}{p^2_\bot} = \frac{D \cdot C \cdot D}{p^2_\bot} = B,
\]

\[
A \cdot A \cdot C = A \cdot C \cdot C = A \cdot C \cdot A = C \cdot A \cdot C = A \cdot C \cdot A = C \cdot C \cdot A = C,
\]

\[
A \cdot D \cdot D = C \cdot D \cdot D = D \cdot D \cdot A = D \cdot D \cdot C = \frac{D \cdot B \cdot D}{Z} = Zp^2_\bot C,
\]

\[
A \cdot A \cdot D = C \cdot C \cdot D = C \cdot A \cdot D = A \cdot C \cdot D = \frac{D \cdot B \cdot B}{Z^2} = \frac{D \cdot D \cdot B}{Z} = \frac{C \cdot D \cdot B}{Z},
\]

\[
D \cdot A \cdot A = D \cdot C \cdot C = D \cdot A \cdot C = D \cdot C \cdot A = \frac{B \cdot B \cdot D}{Z^2} = \frac{B \cdot D \cdot A}{Z} = \frac{B \cdot D \cdot C}{Z},
\]

\[
B \cdot D \cdot B = A \cdot D \cdot A = C \cdot D \cdot C = A \cdot D \cdot C = C \cdot D \cdot A = 0,
\]

where (H.2) and (H.2) contain the contractions that cannot be expressed in terms of any single basis tensors. In all relations above \(p_\bot \equiv |p - (p \cdot n)n|\) is the component of \(p\)
perpendicular to \( \mathbf{n} \). Using the identities listed above, one can calculate the contraction of any two dressed propagators with a self-energy in between, \( \tilde{\mathcal{D}}_1 \Pi_2 \tilde{\mathcal{D}}_3 \), as

\[
\tilde{\mathcal{D}}_1 \Pi_2 \tilde{\mathcal{D}}_3 = \alpha'_1 \alpha_2 \alpha'_3 A 
+ \left[ \beta'_1 \beta_2 \beta'_3 Z^2 + \beta'_1 \delta_2 \delta_3 p^2 \perp Z + \delta'_1 \beta_2 \delta'_3 p^2 \perp Z + \delta'_1 \alpha_2 \delta'_3 p^2 \perp + \delta'_1 \gamma_2 \delta'_3 p^2 \perp \right] B 
+ \left[ \delta'_1 \beta_2 \delta'_3 p^2 \perp Z^2 + \delta'_1 \delta_2 \gamma'_3 p^2 \perp Z + \gamma'_1 \delta_2 \delta'_3 p^2 \perp Z + \alpha'_1 \delta_2 \delta'_3 p^2 \perp Z + \delta'_1 \delta_2 \alpha'_3 p^2 \perp Z + \alpha'_1 \alpha_2 \gamma'_3 \right] C 
+ \delta'_1 \delta_2 \delta'_3 Z p^2 \perp D 
- \left[ \beta'_1 \beta_2 \delta'_3 Z^2 + \beta'_1 \delta_2 \alpha_3 Z + \beta'_1 \delta_2 \gamma'_3 Z + \delta'_1 \alpha_2 \alpha'_3 + \delta'_1 \alpha_2 \gamma'_3 + \delta'_1 \gamma_2 \alpha'_3 + \delta'_1 \gamma_2 \gamma'_3 \right] D \cdot A 
- \left[ \delta'_1 \beta_2 \beta'_3 Z^2 + \alpha'_1 \delta_2 \beta'_3 Z + \gamma'_1 \delta_2 \beta'_3 Z + \alpha'_1 \alpha_2 \beta'_3 + \gamma'_1 \gamma_2 \beta'_3 + \alpha'_1 \gamma_2 \beta'_3 + \gamma'_1 \alpha_2 \delta'_3 \right] A \cdot D.
\]
Appendix I

Small anisotropy expansion of quark self-energies

In this section, I simplify the quark self-energy discussed in Chap. 7 in small anisotropy limit. By Taylor expanding the quark self-energy around \( \xi = 0 \), the integrals can be calculated analytically. To leading order in the anisotropy parameters, one finds

\[
\Sigma_0 = \Sigma_0^{\text{iso}} + \left[ F_{0,1} + \Sigma_0^{\text{iso}} F_{0,2} \right], \quad (I.1)
\]

\[
\frac{\Sigma_x}{\sin \theta_k \cos \phi_k} = \Sigma_s^{\text{iso}} + \left[ F_{x,1} + \Sigma_s^{\text{iso}} F_{x,2} \right], \quad (I.2)
\]

\[
\frac{\Sigma_y}{\sin \theta_k \sin \phi_k} = \Sigma_s^{\text{iso}} + \left[ F_{y,1} + \Sigma_s^{\text{iso}} F_{y,2} \right], \quad (I.3)
\]

\[
\frac{\Sigma_z}{\cos \theta_k} = \Sigma_s^{\text{iso}} + \left[ F_{z,1} + \Sigma_s^{\text{iso}} F_{z,2} \right], \quad (I.4)
\]

with

\[
\Sigma_0^{\text{iso}} = \frac{m_q^2}{2k} \log \frac{\omega + k}{\omega - k}, \quad (I.5)
\]

\[
\Sigma_s^{\text{iso}} = \frac{m_q^2}{k} \left( \frac{\omega}{2k} \log \frac{\omega + k}{\omega - k} - 1 \right). \quad (I.6)
\]

The various functions are

\[
F_{0,1} = \frac{m_q^2}{8k} \left[ 6 \xi_a \cos 2 \phi_k \sin^2 \theta_k - \xi_b (3 \cos 2 \theta_k + 1) \right], \quad (I.7)
\]

\[
F_{0,2} = \frac{1}{8} \left[ 2 \xi_a \cos 2 \phi_k \sin^2 \theta_k - \xi_b \left( \cos 2 \theta_k + 3 \right) - 8 \xi_z \right] - \frac{z k^2}{m_q^2} F_{0,1}, \quad (I.8)
\]

\[
F_{x,1} = \frac{m_q^2}{24k} \left[ \xi_a (10 \cos 2 \phi_k \sin^2 \theta_k - 4) - \xi_b (5 \cos 2 \theta_k + 3) \right], \quad (I.9)
\]

\[
F_{x,2} = \frac{1}{8} \left[ 6 \xi_a \cos 2 \phi_k \sin^2 \theta_k - \xi_b (3 \cos 2 \theta_k + 1) - 8 \xi_x \right] - \frac{z k^2}{m_q^2} F_{x,1}, \quad (I.10)
\]

\[
F_{y,1} = \frac{m_q^2}{24k} \left[ \xi_a (10 \cos 2 \phi_k \sin^2 \theta_k + 4) - \xi_b (5 \cos 2 \theta_k + 3) \right], \quad (I.11)
\]
\[ F_{y,2} = \frac{1}{8} \left[ 6\xi_a \cos \phi_k \sin^2 \theta_k - \xi_b (3 \cos 2\theta_k + 1) - 8\xi_y \right] - 3 \frac{kz^2}{m^2_d} F_{y,1}, \]  
\[ F_{z,1} = \frac{m^2_d}{24k} \left[ 10\xi_a \cos \phi_k \sin^2 \theta_k - \xi_b (5 \cos 2\theta_k - 1) \right], \]  
\[ F_{z,2} = \frac{1}{8} \left[ 6\xi_a \cos \phi_k \sin^2 \theta_k - \xi_b (3 \cos 2\theta_k + 1) - 8\xi_z \right] - 3 \frac{kz^2}{m^2_d} F_{z,1}. \]
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