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ABSTRACT

In the early 2010s, a crisis of reproducibility rocked the field of psychology. Following a period of reflection, the field has responded with radical reform of its scientific practices. More recently, similar questions about the reproducibility of machine learning research have also come to the fore. In this short paper, we present select ideas from psychology’s reformation, translating them into relevance for a machine learning audience.

1 INTRODUCTION

The machine learning community spans a broad spectrum of priorities. Those of us that lean toward engineering may focus on developing effective models and deploying systems that are practical and scalable. Those that lean toward science may be more concerned with investigating and understanding empirical phenomena, or devising new theoretical accounts. Though at first glance these aims seem diverse, they share a common core: findings that are valid, robust and generalizable. When results don’t stand up to such scrutiny, researchers build their investigations on foundations of sand, and engineers waste their efforts striving for unattainable benchmarks. Worse, systems that do reach deployment may function in unanticipated ways, with significant consequences in areas such as medicine or law.

In psychology (broadly defined here from social and experimental psychology to cognitive neuroscience), the reproducibility crisis has inflicted long-lasting reputational damage (Pashler & Wagenmakers, 2012). Contributing factors include selecting analyses to find positive results (Simmons et al., 2011; Wagenmakers et al., 2012); partial reporting (Masicampo & Lalande, 2012); publication bias and perverse incentive structures (Nosek et al., 2012); and questionable research practices (John et al., 2012). In response, the field has undergone significant reform and implemented a variety of new practices, some of which are useful case studies for machine learning.

In machine learning, reproducibility is increasingly a focus of attention (Sculley et al., 2018; Gundersen & Kjensmo, 2018; Forde & Paganini, 2019; Lipton & Steinhardt, 2019; Bouthillier et al., 2019). In many ways, our community has excellent practices, such as public code and data, open-access publications, and reproducibility checklists (Pineau et al., 2020). Even the propensity for shared tasks and benchmarks, though not without criticism (Sculley et al., 2018), at least provides a level playing field for comparison. However, while we note positive practices for methodological reproducibility, generalizable and useful results require inferential reproducibility (Gundersen & Kjensmo, 2018). On this spectrum, methodological reproducibility verifies a result using as similar methods as possible (e.g. using the original code), where inferential reproducibility verifies a conclusion, using independent methods to test its core ideas (Goodman et al., 2018).

Psychology provides a particularly useful comparison for machine learning: both fields study complex systems with surprising emergent behaviors, whether those systems are human minds or deep neural networks. However, it is worth noting the limitations of the analogy too. Psychology is an empirical and theoretical discipline, albeit with potential downstream applications in psychiatry and medicine. By contrast, machine learning—even at its most scientific—is fundamentally an applied discipline. In this short position paper, we survey psychology’s reinvention as a more robust disci-
pline. We set out novel suggestions for machine learning research practices, with a particular focus on the sub-field of deep learning.

2 METHODOLOGICAL CHANGES

Statistical hypothesis testing is an essential component of the scientific method, and should be used more widely in machine learning. However, psychologists have identified certain issues prevalent in their use of statistics, many of which are also relevant to our discipline.

2.1 A PRIORI HYPOTHESES

A key issue is HARKing (Hypothesizing After Results are Known), where a hypothesis is devised after the results have been analyzed (Kerr, 1998). In machine learning, HARKing may take the form of testing various ideas against a benchmark, and only selecting the most promising for publication. It may also apply to our choice of performance metrics, or to our choice of problem dataset.

HARKing comes in various flavors, though all invalidate any use of statistical hypothesis testing. Kerr (1998) puts the problem succinctly, stating that HARKing “translates Type 1 errors into theory”. To counter this, researchers should declare clearly-motivated hypotheses, alongside falsifiable predictions, before experimentation. While this recommendation may not seem relevant to those deploying machine learning in practice, this is precisely when the scientific method is at its most valuable. Deployed models always have real world consequences, but clear hypotheses can prevent moving goalposts, letting us better understand the effects of our systems.

2.2 PREDEFINED METHODS AND PREREGISTRATION

Type 1 errors also arise from the wide range of choices available for data analysis (Simmons et al., 2011). Plunging repeatedly into the data to search for a result, commonly known as “p-hacking”, invalidates the core assumption of a statistical hypothesis test: the probability that a single result is due to chance (Kriegeskorte et al., 2009). With a suitably large search space, false positive results are almost certain to emerge.

In deep learning, this issue occurs up when searching over model hyperparameters to find a desired result. As a starting point, hypotheses could clearly state the search space of hyperparameters under consideration. These hyperparameters could even be considered auxiliary hypotheses about acceptable bounds. One approach to support this is preregistration (Nosek et al., 2012; Wagenmakers et al., 2012). With preregistration, researchers publicly declare their hypotheses, experiments, and analysis plans before running their experiments. The final paper can then reference the preregistration, as a foil against practices such as HARKing, p-hacking, and selectively reporting only experiments with desirable results. Machine learning is already experimenting with preregistration, including several preregistered-only workshops at major conferences.

Even in the psychological sciences, whether preregistration can apply to computational research and methods development is debated (MacEachern & Van Zandt, 2019). Taking our example of hyperparameter search, it may be challenging to a priori predict what is often considered a problem of exploration. Alternatively, the preregistration might state the selection methodology or tuning algorithm, or the researcher may conduct a series of preliminary experiments to develop their intuition. In this case, it is crucial that such exploratory work is clearly delineated from any confirmatory hypothesis testing (Wagenmakers et al., 2012).

2.3 MULTIVERSE ANALYSES

Even with predefined hypotheses and methods, results are still sensitive to a researcher’s choices. A multiverse analysis (Steegen et al., 2016) aims to address this. For every decision taken regarding how to analyze results, a different choice could have taken its place (Gelman & Loken, 2013). In effect, this produces a decision tree of result sets, with a unique set at each leaf. Depending on our chosen leaf, we may reach different conclusions. A result that holds for only select leaves cannot be considered robust.
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Even if our decisions are preregistered, our conclusions remain limited to a single leaf, and insufficient to understand sensitivity to different choices. By computing a multiverse of results, we can begin to understand under which circumstances our conclusions may hold.

Unsurprisingly, we see this idea as applicable to hyperparameter analysis. Often, reported “gains” are the result of hyperparameter changes, rather than the claims of the authors (Lipton & Steinhardt, 2019; Henderson et al., 2018; Melis et al., 2018; Reimers & Gurevych, 2017; Bouthillier et al., 2019). A common suggestion is to report both the selection methodology and the end results (Sculley et al., 2018). However, though this may increase confidence in the result’s validity, it does not get us generality. We want to understand whether our conclusions hold in general, or only in specific instances. Our proposal would consider the multiverse of model specifications, explicitly reporting results for all reasonable hyperparameter choices. This approach is similar in spirit to Reimers & Gurevych (2017), who report the distribution of results over random seeds, or to Dodge et al. (2019), who sample hyperparameter space to estimate expected maximum performance.

3 CULTURAL CHANGES

Beyond methodology, the crisis in psychology has ushered in a period of reflection about cultural norms. In machine learning, similar cultural changes could also emerge. Though not every proposal in this section was entirely new to psychologists, many have seen more widespread acceptance.

3.1 PUBLISHING AND REGISTERED REPORTS

Though machine learning has adopted open-access publishing, other publication practices uphold questionable incentive structures. Publication bias—where positive results are more likely to be published—is a key issue for both psychology (Nosek et al., 2012; Masicampo & Lalande, 2012) and machine learning (Pineau et al., 2020). Not only can negative results be informative, but running experiments that have been tried before yet never published is far from efficient. The quest for a positive result is also a strong incentive for questionable research practices. A meta-analysis in psychology found an unexpected number of papers reporting results suspiciously just below the $p = 0.05$ significance threshold (Masicampo & Lalande, 2012).

The adoption of registered reports (Chambers, 2013) in psychology has been a useful tool to counter publication bias and increase publication of null findings (Allen & Mehler, 2019). Here, a paper’s motivations, hypotheses, and methods are submitted for review, before any experiments are performed. Publication decisions are based solely on the value of the research question and the rigor of the methods, and accepted papers will be published regardless of a positive or negative result. Registered reports can also provide early feedback to researchers. In machine learning, such feedback should be of particular interest in light of mounting compute costs.

3.2 INCENTIVES

The incentive structure of research careers, despite our best intentions, can sometimes lead to questionable research practices. John et al. (2012) surveyed over 2,000 psychologists to measure the prevalence of such practices, with striking results: 67% admit to selective reporting, 54% to HARKing. True prevalence estimates are much higher across a host of practices. Such a study could easily be conducted in machine learning, building an understanding of our practices.

With this information, we can implement subtle shifts in incentives. For example, certain psychology venues (e.g. the Journal of Experimental Psychology) reject papers that fail to meet reproducibility standards. We praise the machine learning reproducibility checklists introduced recently (Gundersen & Kjensmo, 2018; Pineau et al., 2020), though note that such requirements are never binding.

A surprisingly effective practice is awarding badges to reproducible research. This badge is published with the paper to highlight good practice, such as public code or data. One journal reports that badges led to a rise from 3% to 39% in papers making their data publicly-available (Kidwell et al., 2016). In a conference setting, a reproducibility award could sit alongside the coveted “Best Pa-
per”. Such incentives could provide an additional route to credibility within the machine learning community and beyond.

3.3 COMMUNICATION

A compelling narrative may seem like a good idea to improve one’s reputation and the reach of one’s work. Yet, forcing empirical results into a neat storyline can distort the evidence, encouraging claims that do not stand up to scrutiny (Katz, 2013). Psychology is full of such cautionary tales, including claims that striking a powerful pose builds confidence (Carney et al., 2010); that extra-sensory perception is possible (Bent, 2011); and that willpower is a finite resource to be depleted (Baumeister et al., 1998). These findings have each been debunked, though many are still believed to be true among the general public. In spite of a focus on “wins” (Sculley et al., 2018) and being “state-of-the-art”, the machine learning community would do well to heed the warnings from such examples.

3.4 COLLABORATION

While competitive practices are the norm in machine learning, psychology has benefited from a collaborative response to its crisis. Many Labs (Klein et al., 2014) is a series of large-scale replication studies of influential psychological effects, conducted by multiple different labs. In machine learning, a similar movement should make it easy to participate in replications, and allow for a critical assessment of reproducibility. Conferences might consider a dedicated replications track.

Crucially, these replications were conducted with neither the involvement of the original authors, nor with access to their materials. By attempting to replicate solely from the published paper, we can hone in on the inferential reproducibility of the claims. A similar attempt in machine learning would aim to reproduce key findings from our community, though without access to the paper’s code.

4 BEYOND REPRODUCIBILITY

Important as empirical rigor is, we may also reflect on the very nature and limits of knowledge and theory in our discipline. In recent years, theoreticians have taken a more central role in psychology’s crisis (Oberauer & Lewandowsky, 2019). They argue that reproducibility issues in psychology are not just the result of shaky methods, but also derive from the inherent difficulty of developing good theory (Szollosi & Donkin, 2021). Many theories in psychology can explain phenomena, but fail to make concrete falsifiable predictions (Borsboom, 2013). Thus, conflicting theories often co-exist, making it hard to develop cumulative theory over time (Eronen & Bringmann, 2021).

Formulating strong theory is also a challenge in machine learning. Theory is desirable because it allows us to understand, predict and reason about unobserved model behavior. For example, while there is a growing body of work that characterizes the properties of simple neural networks, these findings rarely generalize to the more complex models used in practice. These larger models are typically understood primarily through empirical investigation. However, several authors (Lipton & Steinhardt, 2019; Bouthillier et al., 2019) warn against conflating intuition and experience with theory, such that intuitions come to be regarded as fact. Inspired by physics, Forde & Paganini (2019) suggest a bottom-up approach to developing theoretical accounts of complex models. The analogy in psychology might be developing theories of human cognition from the study of neurons and circuitry. In contrast, we suggest that frameworks from the psychological sciences can help us develop useful top-down theories of behavior and mechanism (Cummins, 2000), even when lacking a first principles understanding.

In this survey, several ideas from psychology are presented as inspiration for methodological reform, cultural change, and new opportunities for theoretical growth. We hope they prove useful in promoting a more robust machine learning discipline.
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