Asymptotic confidence bands for copulas based on the transformation kernel estimator
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Abstract. In this paper we establish asymptotic simultaneous confidence bands for the transformation kernel estimator of copulas introduced in Omelka et al.(2009). To this aim, we prove a uniform in bandwidth law of the iterated logarithm for the maximal deviation of this estimator from its expectation, under smoothness conditions on the copula function. We also study the bias, which tends asymptotically and uniformly to zero with the same precise rate. Some simulation experiments are finally provided to support our results.
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1. Introduction

Let \((X_1, Y_1), \ldots, (X_n, Y_n)\) be an independent and identically distributed sample of the bivariate random vector \((X, Y)\) with joint cumulative distribution function \(H\) and marginal distribution functions \(F\) and \(G\). Let \(F_n\) and \(G_n\) be the empirical marginal cumulative distribution functions and let \(K(\cdot, \cdot)\) represent a multiplicative kernel integral \(K(x, y) = K(x)K(y)\). Then, the transformation kernel estimator of copulas suggested in [7] is defined as follows:

\[
\hat{C}_{n,h}^{(T)}(u, v) = \frac{1}{n} \sum_{i=1}^{n} K\left(\frac{\phi^{-1}(u) - \phi^{-1}(\hat{U}_i)}{h}\right) K\left(\frac{\phi^{-1}(v) - \phi^{-1}(\hat{V}_i)}{h}\right),
\]

where \(\phi\) is a given distribution function and \(\hat{U}_i = \frac{i}{n+1} F_n(X_i), \hat{V}_i = \frac{i}{n+1} G_n(Y_i)\).

Taking \(\phi\) equal to the standard Gaussian distribution leads to the Probit transformation proposed by Marron and Ruppert [6] (1994). Furthermore, this estimator presents a great advantage as it does not depend on the marginal distributions. We shall consider in this paper a general bandwidth \(h\) that may depend either on the sample data or/and the location \((u, v)\). It is found in the literature that, for practical use, the most interesting choice of the bandwidth for kernel distribution function estimation is the data-driven method (see, e.g., Altman and Léger [1] (1995)).

2. Main results and Simulation

2.1. Results. Here, we state our theoretical results in three theorems. The first theorem gives the uniform in bandwidth rate of convergence for the maximal deviation of the estimator \((1.1)\) from its expectation. The second theorem handles the
bias, while the third theorem provides optimal asymptotic simultaneous confidence bands for the copula function $C(u,v)$ defined as,

$$C(u,v) = \mathbb{P}(U \leq u, V \leq v) \quad \text{for all } 0 \leq u,v \leq 1,$$

where $U$ and $V$ are $(0,1)$–uniform random variables.

**Theorem 2.1.** Suppose that the copula function $C(u,v)$ has bounded first-order partial derivatives on $(0,1)^2$ and the function $\phi$ admits a bounded derivative $\phi'$. Then, for any sequence of positive constants $(b_n)_{n \geq 1}$ satisfying $0 < b_n < 1, b_n \to 0$, $b_n \geq (\log n)^{-1}$, and for some $c > 0$, we have almost surely

$$\lim sup_{n \to \infty} \left\{ R_n \sup_{\frac{c \log n}{n} \leq h \leq b_n} \sup_{(u,v) \in (0,1)^2} \left| \hat{C}^{(T)}_{n,h}(u,v) - \mathbb{E}\hat{C}^{(T)}_{n,h}(u,v) \right| \right\} = A(c),$$

where $A(c)$ is a positive constant less than or equal to 3, and $R_n = \left( \frac{n}{2 \log \log n} \right)^{1/2}$.

**Theorem 2.2.** Suppose that the copula function $C(u,v)$ has bounded second-order partial derivatives on $(0,1)^2$ and the function $\phi$ admits a bounded derivative $\phi'$. Then, for any sequence of positive constants $(b_n)_{n \geq 1}$ satisfying $0 < b_n < 1$, $\sqrt{b_n^2/\log \log n} = o(1)$, and for some $c > 0$, we have almost surely

$$R_n \sup_{\frac{c \log n}{n} \leq h \leq b_n} \sup_{(u,v) \in (0,1)^2} \left| \mathbb{E}\hat{C}^{(T)}_{n,h}(u,v) - C(u,v) \right| \to 0, \quad n \to \infty.$$

**Remark 1.** We can infer from Theorem 2.1 that for any data-driven bandwidth $h_n$ such that

$$\frac{c \log n}{n} \leq h_n \leq b_n \to 1, \quad n \to \infty,$$

we have

$$\sup_{(u,v) \in (0,1)^2} \frac{R_n}{A(c)} \left| \hat{C}^{(T)}_{n,h_n}(u,v) - \mathbb{E}\hat{C}^{(T)}_{n,h_n}(u,v) \right| \xrightarrow{p} 1, \quad n \to \infty,$$

where $\xrightarrow{p}$ stands for convergence in probability. To make use of Theorem 2.1 for providing confidence bands, we must ensure that the bias of the estimator may be neglected, in the sense that

$$\sup_{(u,v) \in (0,1)^2} \frac{R_n}{A(c)} \left| \mathbb{E}\hat{C}^{(T)}_{n,h_n}(u,v) - C(u,v) \right| \xrightarrow{p} 0, \quad n \to \infty.$$

**Theorem 2.3.** Suppose that assumptions of Theorem 2.1 and Theorem 2.2 hold and condition (2.3) is fulfilled. Then, for every $\epsilon \in (0,1)$, as $n \to \infty$, one has

$$\mathbb{P}\left( C(u,v) \in \left[ \hat{C}^{(T)}_{n,h_n}(u,v) - E_{n,\epsilon}(u,v), \hat{C}^{(T)}_{n,h_n}(u,v) + E_{n,\epsilon}(u,v) \right], \forall 0 \leq u,v \leq 1 \right) \to 1,$$

(2.6)

$$\mathbb{P}\left( C(u,v) \in \left[ \hat{C}^{(T)}_{n,h_n}(u,v) - \Delta_{n,\epsilon}(u,v), \hat{C}^{(T)}_{n,h_n}(u,v) + \Delta_{n,\epsilon}(u,v) \right], \forall 0 \leq u,v \leq 1 \right) \to 0,$$

(2.7)

where $E_{n,\epsilon}(u,v) = (1+\epsilon)\frac{A(c)}{R_n}$, $\Delta_{n,\epsilon}(u,v) = (1-\epsilon)\frac{A(c)}{R_n}$. 


The proofs of our theorems are direct adaptations of those of the results on the Local linear estimator established in [2]. So we omit the proofs and suggest the interested reader to follow the lines from page 2084 to 2089 in this paper. Instead, we will focus in the next subsection on simulation studies to compare the performance of our results with the confidence bands obtained from the classical asymptotic normality approach.

**Remark 2.** Whenever (2.6) and (2.7) hold jointly for every \( \epsilon > 0 \), we will say that the intervals

\[
(\alpha_n(u, v), \beta_n(u, v)) = \left[ \begin{array}{c}
\bar{C}_{n,h_n}^{(T)}(u, v) - \frac{A(c)}{R_n}, \\
\bar{C}_{n,h_n}^{(T)}(u, v) + \frac{A(c)}{R_n}
\end{array} \right]
\]

provide asymptotic simultaneous confidence bands for the copula function \( C(u, v) \), \( 0 \leq u, v \leq 1 \). These bands are optimal as their asymptotic confidence level tends to 100%. Therefore we can write, with a probability near to 1, that for all \((u, v) \in [0, 1]^2\), as \( n \to \infty \),

\[
C(u, v) \in [\alpha_n(u, v), \beta_n(u, v)].
\]

**2.2. Simulation study.** Here, we make some simulation experiments to show the finite sample performance of our confidence bands. To this end, we choose Frank copula family which has bounded second-order partial derivatives. To compute the estimator \( \hat{C}_{n,h}^{(T)} \), we employ the conditional sampling method and generate a random sample of \( n \) pairs of data from Frank copula, say \( C_{\theta} \), of parameter \( \theta \in \mathbb{R} \), defined as

\[
C_{\theta}(u, v) = -\frac{1}{\theta} \log \left[ 1 + \frac{(e^{-\theta u} - 1)(e^{-\theta v} - 1)}{(e^{-\theta} - 1)} \right].
\]

To control the behavior of the data-driven bandwidth \( \hat{h}_n \), we take it close to a sequence of constants \( h_n = 1/\log(n) \). While the kernel \( K(\cdot) \) is taken as the integral of the Epanechnikov kernel density function

\[
k(t) = 0.75(1 - t^2)I(|t| \leq 1).
\]

We then compute the lower and upper bounds of the confidence bands established in (2.8) by subtracting and adding respectively the term \( A(c)/R_n \), where \( A(c) = 1/2 \).

To measure the performance of our bands, we first compute the true curve \( C_{\theta} \), for specific values of \( \theta \). Then, we consider \( B = 1000 \) replications of the experiment and determine the frequency with which the bands cover the true curve \( C_{\theta}(u, v) \), at all values \( 0 \leq u, v \leq 1 \). This approximates the coverage probability of our confidence bands which is reported in Table 1 for different values of \( \theta \) and sample size \( n = 50, 100, 500 \).

We can observe that the coverage probability is increasing with \( n \) and is satisfactory even for enough small sample sizes, as \( n = 50 \), and is close to 1, for sample sizes reaching 500.

We now compare our proposal to the 100(1 - \( \alpha \))% confidence bands based on the asymptotic normality of the estimator. Indeed, Omelka et al. [7] (2009) have established, under some regularity assumptions which are fulfilled here by taking \( \phi \) equal to the Probit transformation, the weak convergence of the normalized process

\[
\sqrt{n} \left[ \hat{C}_{n,h_n}^{(T)}(\cdot, \cdot) - C(\cdot, \cdot) \right]
\]

to a Gaussian limit process with explicit covariance function.
This implies that, for any fixed $0 \leq u, v \leq 1$, $\sqrt{n}[C_{n,h_n}^{(T)}(u,v) - C(u,v)]$ converges in distribution to Gaussian random variable with asymptotic variance,

$$\sigma^2(u,v) = C(u,v)[1 - C(u,v) - 2 \{(1-u)C_u(u,v) - (1-v)C_v(u,v) + C_u(u,v)C_v(u,v)\}] + u(1-u)C_u^2(u,v) + v(1-v)C_v^2(u,v) - 2uvC_u(u,v)C_v(u,v),$$

where $C_u(u,v)$ and $C_v(u,v)$ are the first-order partial derivatives of the copula $C(u,v)$. Taking $C = C_{\theta}$ representing the Frank copula, we get the explicit expression of $\sigma^2(u,v)$:

$$\sigma^2(u,v) = \alpha(u,v) + \beta(u,v),$$

where

$$\alpha(u,v) = C_{\theta}(u,v) \left[ 1 - C_{\theta}(u,v) - \frac{2(1-u)e^{-\theta u}(e^{-\theta v} - 1) + 2(1-v)e^{-\theta v}(e^{-\theta u} - 1)}{e^{-\theta(u+v)} - e^{-\theta u} - e^{-\theta v} + e^{-\theta}} \right]$$

$$+ C_{\theta}(u,v) \left[ \frac{2e^{-\theta(u+v)}(e^{-\theta u} - 1)(e^{-\theta v} - 1)}{(e^{-\theta(u+v)} - e^{-\theta u} - e^{-\theta v} + e^{-\theta})^2} \right]$$

and

$$\beta(u,v) = u(1-u)e^{-2\theta u}(e^{-\theta v} - 1)^2 + v(1-v)e^{-2\theta v}(e^{-\theta u} - 1)^2 \frac{1}{(e^{-\theta(u+v)} - e^{-\theta u} - e^{-\theta v} + e^{-\theta})^2}$$

$$+ 2uv\frac{e^{-\theta(u+v)}(e^{-\theta u} - 1)(e^{-\theta v} - 1)}{(e^{-\theta(u+v)} - e^{-\theta u} - e^{-\theta v} + e^{-\theta})^2}.$$ 

To compare our method to the normal asymptotic approximation method, we give the coverage probabilities of the 99% confidence bands for the true Frank copula $C_{\theta}$ in the last three lines in Table 1. From this table, it is clear that our proposed asymptotic confidence bands are more accurate than those obtained from the normal asymptotic approximation.
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