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Abstract—Though very popular, it is well known that the Expectation-Maximization (EM) algorithm for the Gaussian mixture model performs poorly for non-Gaussian distributions or in the presence of outliers or noise. In this paper, we propose a Flexible EM-like Clustering Algorithm (FEMCA): a new clustering algorithm following an EM procedure is designed. It is based on both estimations of cluster centers and covariances. In addition, using a semi-parametric paradigm, the method estimates an unknown scale parameter per data point. This allows the algorithm to accommodate heavier tail distributions, noise, and outliers without significantly losing efficiency in various classical scenarios. We first present a very general underlying model for independent, but not necessarily identically distributed, samples of elliptical distributions. We then derive and analyze the proposed algorithm in this context, showing in particular important distribution-free properties of the underlying data distributions. The algorithm convergence and accuracy properties are analyzed by considering the first synthetic data. Finally, we show that FEMCA outperforms other classical unsupervised methods of the literature, such as k-means, EM for Gaussian mixture models, and its recent modifications or spectral clustering when applied to real data sets as MNIST, NORB, and 20newsgroups.
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I. INTRODUCTION

The clustering task consists of arranging a set of elements into groups with homogeneous properties/features that capture some important structure of the whole set. As with other unsupervised learning tasks, clustering has become of great interest due to the considerable increase in the amount of unlabeled data in recent years. As the characteristics of real-life data—in geometrical and statistical terms—are very diverse, an intensive research effort has been dedicated to defining various clustering algorithms that adapt to some particular features and structural properties, e.g., [1], [2], [3], [4], [5]. We refer to [6], and the clustering review by [7] for discussions on the different methods and how to choose one, depending on the settings. Among the different types of clustering algorithms, the Expectation-Maximization (EM) procedure to estimate the parameters of an underlying Gaussian Mixture Model (GMM) (see, for instance, the review work by [8]) is a very popular method as its model-based nature typically allows other algorithms to be outperformed when the data is low dimensional, and the clusters have elliptical shapes. This model represents the data distribution as a random variable given by a mixture of Gaussian distributions. The corresponding clustering criterion is simple: all points drawn from a given normal distribution are considered to belong to the same cluster. The Expectation-Maximization algorithm (EM) [9] is a general statistical method used to estimate the parameters of a probabilistic model based on the likelihood maximisation. It is an iterative algorithm with two main steps: the expectation part and the maximization part. In particular, for the GMM case, closed-form expressions exist to obtain parameter estimations at the maximization step. However, its performance decreases significantly in various scenarios of interest for machine learning applications:

- When the data distribution has heavier (or lighter) tails than the Gaussian one and/or in the presence of outliers or noise (see, for instance, [10]). This phenomenon can be explained by the non-robustness of the estimators computed by the algorithm: means and sample covariance matrices [11].
- The presence of different scales in the data might complicate the global ordering of the observations around their closest centers (e.g., through Mahalanobis distances). The usual normalization procedure for the estimation of covariance matrices might be too rigid to get satisfactory clustering results in the presence of significant variability intra and inter-clusters [12].
- When the dimension increases (even in the Gaussian case), the covariance matrix estimation is crucially affected by the high dimensionality, as shown by [13]. Some solutions in that direction include regularization and parsimonious models that restrict the shape of the covariance matrix to decrease the number of parameters to be estimated [14].

To improve the performance of the GMM-EM clustering algorithm in the context of noisy and diverse data, different strategies were contemplated. One consists of modifying the model to take into account the noise, and the other one is to keep the original model and replace the estimators with others that are able to deal with outliers [15]. Several variations of the Gaussian mixture model have been developed in that research
line. In particular, some variations target the problem of mixtures of more general distributions, which allows us to model a broader range of data and possibly allows for the presence of noise and outliers. Regarding using non-Gaussian distributions, [16] proposed an important model defined as a mixture of multivariate $t$-distributions. In this work, the authors suggested an algorithm ($t$-EM or EMMIX in the literature) to estimate the parameters of the mixture with known and unknown degrees of freedom by maximizing the likelihood and addressing the clustering task. More recently, [17], [18], [19] considered hyperbolic and skew $t$-distributions.

Other robust clustering approaches worth mentioning are models that add an extra term to the usual Gaussian likelihood and algorithms with modifications inspired by usual robust techniques such as robust point estimators, robust scales, weights for observations, and trimming techniques. For instance, [20] considered the presence of a uniform noise as background while [21] proposed RIMLE, a pseudo-likelihood-based algorithm that filters the low-density areas. [22] replaced the usual mean and sample covariance with the spatial median and the rank covariance matrix (RCM). [23] introduced a robust scale to define a k-means-like algorithm that can deal with outliers. Furthermore, [24] proposes a robust mixture of distributions estimation based on robust functionals. Moreover, in the work of [25], [26], and [27], different weights for the observations were proposed where small weights correspond, as usual in the robust literature, to observations that are far from the cluster centers. Finally, trimming algorithms such as TCLUST [12] leave out a proportion of data points that are far from all the means in order to estimate the parameters in the M-step better.

Moreover, approaches have been proposed outside the EM framework and steaming from boosting methods in supervised learning algorithms. In [28], some weights are iteratively attached to each point to improve the clustering performance. Though following a completely different approach here, we also aim at defining an algorithm with greater flexibility brought by an extra parameter per data point. This flexibility allows both to outperform more traditional algorithms and to be adaptive to a large class of underlying distributions. Different from boosting-based methods, however, it indirectly follows the path of robust statistical approaches.

The proposed method is inspired by the robust applications of the Elliptical Symmetric (ES) distributions [29], [30]. Of course, elliptical distributions have been widely used in many applications where Gaussian distributions were not able to approximate the underlying data distribution because of the presence of heavy tails or outliers [31], [32]. This general family includes, among others, the class of compound-Gaussian distributions that contain Gaussian, $t$- and $k$- distributions [33], [34], [35] as well as the class of Multivariate Generalized Gaussian Distributions [36].

In this paper, we present

- A generic model with independent (but not identically distributed in general) data involving one scale parameter per data point.
- A clustering algorithm with the following characteristics: 1/ it follows the two steps expectation and maximization of EM algorithms; 2/ at the E-step, the expected conditional log-likelihood leads to estimators independent of the shapes of the distributions; 3/ at the M-step, it derives cluster center and covariance matrix estimations, which turn to follow classical robust estimators.

We show that, under mild assumptions, the membership probability estimates do not depend on the shape of data distributions, making the algorithm generic, simple, and robust. It can be noticed that the indirect estimations of the scale/nuisance parameters could also be used for classification and outlier detection purposes by discriminating data and helping data assignment [37], but this is not our scope here. A key feature of the proposed algorithm is to be self-contained in the sense that no extra-parameters need to be tuned as is the case for approaches mentioned above (e.g., penalty parameters, rejection thresholds, and other distribution parameters such as shapes or the degrees of freedom).

In the sequel, we include practical and theoretical studies providing evidence of the algorithm’s performance. In particular, we theoretically justify the efficiency of our algorithm using various arguments:

1) When the underlying model belongs to the class of elliptical distributions, with different means and dispersion matrix per cluster but with cluster-independent density generators (even different ones within clusters), then the estimation of membership probabilities does not depend on each specific density function. This is a consequence of the fact that these probability estimations do not depend on the scale factors of the covariance matrix but only on the scatter/Dispersion matrices. Hence, the algorithm makes no mismatch error when the density generator is unknown whenever this assumption is fulfilled. This is shown in Proposition 4.

2) Even when the density function is different for every cluster, there are regimes where the mismatch error can be controlled. We give an example using $t$-distributions with various degrees of freedom. See Proposition 5.

From a practical perspective, the induced clustering performance is largely improved compared to k-means, the EM algorithm for GMM and HDBSCAN [38], [39], [40] when applied to real data sets such as MNIST variations [41], NORB [42] and 20newsgroups [43]. In agreement with the proposed results, previous works on the classification of the MNIST dataset suggest the non-Gaussianity of the clusters [44]. Compared to spectral clustering and $t$-EM, TCLUST, and RIMLE, our algorithm performs similarly in classic cases and much better in others. Furthermore, the proposed algorithm is able to provide accurate estimations of location and dispersion parameters even in the presence of heavy-tailed distributions or additive noise, as proved in simulations where our algorithm beats the other compared models.

The rest of the paper is organized as follows. In Section II, after introducing the models of interest in detail, we present the clustering algorithm and discuss some of its important aspects, notably by proving convergence results on the estimation of the parameters. Section III is devoted to the experimental results,
which allow us to show the improved performance of the proposed method for different synthetic and real data sets compared to other commonly used methods. Finally, conclusions and perspectives are stated in Section IV.

II. MODEL AND THEORETICAL JUSTIFICATIONS

This Section presents the underlying theoretical model and the proposed clustering algorithm. Let \{\mathbf{x}_i\}_{i=1}^n\ be a set of \(n\) independent data points belonging to \(K\) different classes \(C_1, \ldots, C_K\) of cardinality \(n_k\) such that if \(\mathbf{x}_i\) belongs to class \(C_k\), then its distribution is given by a density \(f_{i, \theta_k}\) depending on the one hand on a nuisance parameter \(\tau_{ik}\) and on the other hand on class parameters \(\theta_k\). Remark that because of this nuisance parameter, the points are not i.i.d but only independent. As usual in clustering, we complete the model by latent variables that are not observed \((Z_{ik})_{1\leq i\leq n}\), representing the cluster label of each observation \(\mathbf{x}_i\). They follow a multinomial distribution with parameters \(\pi_k\). We denote by \(\theta_k = (\theta_k, \pi_k)\) the extended clustering parameters.

Remark 1. Let us underline the level of generality of the model. Within a particular cluster, data points share identical mean and scatter matrices. However, data points are supposed to be independent but not i.i.d. Indeed, the \(K\) clusters are only characterized by parameters \(\theta_k\), while the shape of the distributions can change from one observation to another. In the next paragraph, we explain the relevance of such a general structure, where we fix a set of distributions for the data.

We consider a very large class of distributions in order to generalize the classical Gaussian mixture model significantly: the Elliptical Symmetric (ES) distributions. We shall suppose that the density function associated with a point in class \(k\) follows an ES distribution with mean \(\mu_k\) and covariance matrix \(\Sigma_k\) and can be written as

\[
\begin{align*}
  f_{i, \theta_k}(\mathbf{x}_i) &= A_{ik} |\Sigma_k|^{-1/2} \tau_{ik}^{-m/2} g_{i,k} \\
  &\times \left( (\mathbf{x}_i - \mu_k)^T \Sigma_k^{-1} (\mathbf{x}_i - \mu_k) \right)^{-(m+1)/2},
\end{align*}
\]

where \(A_{ik}\) is a normalization constant, \(g_{i,k} : [0, \infty) \rightarrow [0, \infty)\) is any function (called the density generator) such that (1) defines a pdf. The matrix \(\Sigma_k\) reflects the structure of the covariance matrix of \(\mathbf{x}_i\). Note that the covariance matrix is equal to \(\Sigma_k\) up to a scale factor if the distribution has a finite second-order moment (see [30] for details). This is denoted \(ES(\mu_k, \tau_{ik} \Sigma_k, g_{i,k}())\). Note that the clustering parameter is \(\theta_k = (\pi_k, \mu_k, \Sigma_k)\) while the nuisance parameter is \(\tau_{ik}\).

At this stage, some comments are in order:

1) When \(g_{i,k} = g\), \(\forall i, k\), then all the points follow the same ES distribution, but each class has a different mean and covariance matrix. However, note that this model is much more general than a Gaussian mixture model as the class of ES distributions is much wider and includes, in particular, lighter and heavier tails than Gaussian ones. Also, the presence of the nuisance parameters makes the model non-i.i.d. in general. An important aspect of our results is that our algorithm is, in that case, insensitive to the function \(g\), and hence allows us to treat efficiently real data sets even when the function \(g\) is unknown.

2) When \(g_{i,k} = g_i, \forall i, k\), we obtain a more general model than the previous one, where, even if the distribution of the points does not depend on the classes, except for their mean and covariances, the data within a class might follow e.g., a mixture of ES distributions (with fixed mean and covariance matrix). It has practical importance since many data sets are compiled from different data sources with different characteristics. In that case, again, our algorithm is still insensitive to the functions \(g_i\), giving a lot of modelling flexibility and mismatch robustness.

3) When \(g_{i,k} = g_k\), \(\forall i, k\), then we are considering one different ES distribution per class of data. For this setting, the clustering results do depend on \(g_k\), which can be a practical obstacle to getting sound results. However, we show that our method can alleviate this dependence, leading to good performance in some regimes.

Elliptical distributions have been used in many applications where one has to deal with the presence of heavy tails or outliers [31], [32]. This general family includes Gaussian, \(t\)− and \(k\)− distributions, among others [33], [34], [35]. This model admits a Stochastic Representation Theorem. A vector \(\mathbf{x}_i \sim ES(\mu_k, \tau_{ik} \Sigma_k, g_{i,k}())\) if and only if it admits the following stochastic representation [45]

\[
\mathbf{x}_i \sim \mathcal{N}_d(\mu_k + \sqrt{Q_{ik}} \sqrt{\tau_{ik}} \mathbf{A}_k \mathbf{u}_i, \Sigma_k),
\]

where the non-negative real random variable \(Q_{ik}\), called the modular variate, is independent of the random vector \(\mathbf{u}_i\) that is uniformly distributed on the unit \(m\)-sphere and \(\mathbf{A}_k \mathbf{A}_k^T\) is a factorization of \(\Sigma_k\) while \(\tau_{ik}\) is a deterministic but unknown nuisance parameter.

Note that, in this work, one considers that \(C_{ik} = \tau_{ik} \Sigma_k\) can also depend on the \(i\)th observation, through the nuisance parameter. We assume that the distributions at hand have a second-order moment and that \(C_{ik}\) is the covariance matrix for identifiability purposes. This assumption implies the particular normalization on \(Q_{ik}\), that is

\[
E[Q_{ik}] = \text{rank}(C_{ik}) (= \text{rank}(\Sigma_k)) = m,
\]

when \(\Sigma_k\) is full rank, following for instance [46]. In the sequel, we hence call \(C_{ik}\) the covariance matrix and \(\Sigma_k\) the scatter matrix.

Finally, an ambiguity remains in the scatter matrix \(\Sigma_k\). Indeed, for any positive real number \(c\), \(C_{ik}/c, c \Sigma_k\) lead to the same covariance matrix \(C_{ik}\). In this work, we choose to fix the trace of \(\Sigma_k\) to \(m\), meaning we formally consider shape matrices \(\Sigma_k = \frac{m}{\text{tr}(\Sigma_k)} \Sigma_k\) as cluster features. Since there is no impact on the derivations (see Remark 3), we keep the notation \(\Sigma_k\) for simplicity purposes. Other normalizations could have been chosen instead, for instance, imposing a unit-determinant for \(\Sigma_k\) without affecting the clustering results.

[46] showed in the complex case that, given random sample from \(\mathbf{x}_i \sim CES(0_m, \tau_{ik} \Sigma_k, g_{i,k}())\), the estimation of \(\tau_{ik}\) using Maximum Likelihood Estimation (MLE) is decoupled.
from the estimation of $\Sigma_k$. Furthermore, the authors proved that the maximum likelihood estimator for $\Sigma_k$ is Tyler’s estimator, regardless of the functions $g_k$. This is a remarkable result, underlying the universal character of the Tyler estimator in this class of distributions. We will build on this distribution-free property of Tyler’s estimator, which is central to our results.

A. The M-Step: Parameter Estimation for the Mixture Model

Similarly to the EM for GMM, we compute the label for each observation and cluster in the E-step, while in the M-step, we estimate the parameters of interest $\theta = (\theta_k)_{k=1}^K$.

We start by expressing the expected conditional log-likelihood of the model. Let $x = (x_1, \ldots, x_n)$ be a sample, $Z = (Z_1, \ldots, Z_n)$ be the corresponding latent variables, and $\theta$ be a set of parameters.

$$E[Z|x, \theta] [\ell(Z, x; \theta)] = E[Z|x, \theta] \left[ \log \left( \prod_{i=1}^n \prod_{k=1}^K \pi_k \prod_{i=1}^n \pi_k \right) \right]$$

$$= E[Z|x, \theta] \left[ \log \left( \prod_{i=1}^n \prod_{k=1}^K \left( \pi_k \prod_{i=1}^n \pi_k \right) \right) \right]$$

$$= \sum_{i=1}^n \sum_{k=1}^K \sum_{l=1}^K \pi_{ik} \pi_{lk} \left( \sum_{i=1}^n \pi_{ik} \right) \log \left( \pi_k f_i \pi_k \left( x_i \right) \right)$$

Then, replacing the density function, we get

$$E[Z|x, \theta] [\ell(Z, x; \theta)] = \sum_{i=1}^n \sum_{k=1}^K \pi_{ik} \left[ \log(\pi_k) + \log(\pi_{ik}) \right]$$

$$+ \log \left( \frac{C_{ik}^{-\frac{1}{2}} g_i((x_i - \mu_k)^T C_k^{-1} (x_i - \mu_k))}{\pi_k} \right)$$

where $\pi_{ik} = P_i \theta \left( Z_i = k | x_i = x_i \right)$ with $\sum_{k=1}^K \pi_{ik} = 1$, and $C_{ik} = \tau_{ik} \Sigma_k$. The values $\pi_{ik}$, which conditionally depend on $\theta^*$, are the ones computed in the E-step. On the other hand, the parameters grouped into $\theta^*$ are derived with a maximum likelihood approach in the M-step.

We now include two propositions that summarize the derivation of the estimators for all the model parameters. As underlined previously, a key step using the ideas in [46] consists of factorizing the likelihood into two factors, which further allows the description of fundamental properties of the estimators in the E and M steps. In Proposition 1, we derive the estimator for the $\tau$ parameters. Then, in Proposition 2, we derive the rest of the model parameters.

Proposition 1: Suppose $x_1, \ldots, x_n$ an independent sample with $x_i \sim ES(\mu_k, \tau_{ik} \Sigma_k, g_k(\cdot))$ for some $k \in \{1, \ldots, K\}$. Suppose $\int t^{m/2} g_k(t) dt \leq \infty, \forall i, k$. Then, the derivation of the maximum likelihood estimation of the $\tau_{ik}$ parameters is decoupled from one of the rest of the estimators. For fixed parameters $\Sigma_k$ and $\mu_k$, the $\tau_{ik}$’s estimators are computed as

$$\hat{\tau}_{ik} = \frac{\left( x_i - \mu_k \right)^T \Sigma_{ik}^{-1} (x_i - \mu_k)}{a_{ik}} , \forall i \leq n, \forall k \leq K$$

$$p(\tau) = \left[ \sum_{i=1}^n \sum_{k=1}^K \pi_{ik} f_i \pi_k \left( x_i \right) \right]^{\frac{2}{\tau}}$$

$$= C/\tau$$

As in many other examples on unbounded domains, this is an improper prior as it does not correspond to a proper distribution on $\mathbb{R}^+$. We now describe the ML estimators for $\theta$.

Proposition 2: Given an independent random sample $x_1, \ldots, x_n$, the latent variables $Z_i$, and expected conditional log-likelihood of the model stated before, the maximization w.r.t. $\theta_k$ for $k = 1, \ldots, K$, leads to the following equations that the estimators have to fulfil. The closed equations are

$$\hat{\pi}_{ik} = \frac{1}{n} \sum_{i=1}^n p_{ik}$$

for the proportion of each distribution,

$$\hat{\mu}_k = \frac{1}{n} \sum_{i=1}^n p_{ik} x_i$$

$$\hat{\Sigma}_k = \frac{1}{n} \sum_{i=1}^n w_{ik} (x_i - \hat{\mu}_k)^T \hat{\Sigma}_k^{-1} (x_i - \hat{\mu}_k)$$

where $w_{ik} = p_{ik} / \sum_{i=1}^n p_{ik}$, for the scatter matrices.

**Proof:** See Appendix B.

It follows from the derivation of Proposition 2 that there is a system of two fixed-point equations that hold for the estimators of $\mu_k$ and $\Sigma_k$. This system is iteratively solved to obtain these coupled estimators as explained in Section II-D.

We can now prove a fundamental property of the algorithm, which is the monotonicity of the likelihood of the model. We later illustrate this property with simulations in Section II-D.

We now prove a fundamental property of the algorithm, which is the monotonicity of the likelihood of the model. We later illustrate this property with simulations in Section II-D.

**Proof:** See Appendix A.

**Remark 2:** Considering the scale parameter $\tau$ as an unknown (nuisance) parameter in our model is equivalent from a Bayesian point of view to considering a Jeffreys prior [47], which corresponds to the unnormalized uniform distribution on the real line. This result can be obtained using simple computations leveraging the shape of the ES densities. Indeed, by definition, Jeffreys prior is proportional to the square root of the determinant of the Fisher information matrix (scalar in that case):
and assuming the convergence of the iterations associated with the fixed-point equations system derived in Proposition 2, the steps defined by the estimator updates from Propositions 1 and 2 lead to a succession \( \{ \theta_t \}_{t=1}^N \) with an increasing likelihood.

**Proof:** See Appendix C.

It is important to notice that the derivation of estimators in our model results in usual robust estimators for the mean and covariance matrices. Specifically, both can be assimilated to \( M \)-estimators with a specific \( u \) function [11]. Actually, both the expressions for the mean and the scatter matrix estimators are very close to the corresponding Tyler’s \( M \)-estimator (see for more details [49], [50]). Main differences arise from the mixture model, leading to different weights involved by the different distributions. However, in the case of clusters with equal probability, i.e., \( p_{ik} = 1/K \) for \( k = 1, \ldots, K \) and \( i = 1, \ldots, n \), one retrieves exactly the Tyler’s \( M \)-estimator for the scatter matrix while the mean estimator differs only from the square-root at the denominator (see the explanation later on). Although our estimators are derived as usual MLE (but for parametrized (thanks to the \( \tau_{ik} \)’s elliptical distributions, they are intrinsically robust. Indeed, as detailed in [51], Tyler’s and Maronna’s \( M \)-estimators can either be obtained through MLE approaches for particular models (e.g., Student-\( t \) \( M \)-estimators) or directly from other cost functions (e.g., Huber \( M \)-estimators) and all those estimators are by definition robust.

Thus, this approach can be seen as a generalization of Tyler’s \( M \)-estimators to the mixture case. Indeed, one has for the \( \mu_k \)

\[
\frac{1}{n} \sum_{i=1}^{n} u_1 \left( (x_i - \mu_k)^T \Sigma_k^{-1} (x_i - \mu_k) \right) (x_i - \mu_k) = 0,
\]

with \( u_1(t) = p_{ik}/t \), while \( \hat{\Sigma}_k \) can be written as

\[
\hat{\Sigma}_k = \frac{1}{n} \sum_{i=1}^{n} u_2 \left( (x_i - \mu_k)^T \Sigma_k^{-1} (x_i - \mu_k) \right) \\
\times (x_i - \mu_k)^T (x_i - \mu_k)
\]

with \( u_2(t) = m \frac{w_{ik}}{t} \) and \( w_{ik} = \frac{n p_{ik}}{\sum_{l=1}^{K} p_{lk}} \).

This similarity to classical Tyler’s estimators explains the robust character of our proposal. Indeed, the difference lies in the weights terms \( p_{ik} \) and \( w_{ik} \) appearing in the \( u_j(.) \) functions traditionally introduced in the robust statistics literature. These naturally implies that those \( u_1(.) \) and \( u_2(.) \) functions continue to respect Tyler’s conditions (although [49] used \( u_1(t^{1/2}) \) instead of \( u_1(t) \), see [51] for more details).

The convergence of the fixed-point equations defining the \( M \)-estimators has been shown in [11] but under a restrictive assumption on the \( u \) function, which is not fulfilled in our case. On the other hand, Kent proved in [52] that for fixed mean, there is the convergence of the fixed-point equation for the covariance estimator under a normalization constraint. Finally, he also showed that for some \( u \) functions, the joint mean covariance estimations boil down to a constrained covariance estimation. Unfortunately, this trick does not work in our case. Hence, the joint convergence of the fixed-point equations for Tyler’s estimators is still an open problem in statistics, even in the case of one distribution (no mixture).

We later perform analysis and simulations that confirm the algorithm’s robustness in practice. In particular, the setups in Section III-A include distributions with heavy tails, different distributions, and noise.

**B. The E-Step: Computing the Conditional Probabilities**

In contrast to the estimators derived in Proposition 2, (5) shows that the estimation of the \( \tau_{ik} \) parameters are linked to the functions \( g_{i,k} \) that characterizes the corresponding Elliptical Symmetric distribution. We now give a central result for our algorithm. The following proposition shows that the \( p_{ik} \)’s estimators do not depend on density generators when \( g_{i,k} = g_i \).

**Proposition 4:** Given an independent random sample \( x_i \sim ES(\mu_k, \tau_{ik} \Sigma_k, g_i(.) \) for some \( k = 1, \ldots, K \), the resulting estimated conditional probabilities \( \hat{\pi}_{ik} = \hat{\Pi}_{ik}(Z_i = k \mid x_i = x_i) \) have the following expression for all \( i = 1, \ldots, n \) and \( k = 1, \ldots, K \)

\[
\hat{\pi}_{ik} = \frac{\hat{\pi}_k \left( (x_i - \hat{\mu}_k)^T \Sigma_k^{-1} (x_i - \hat{\mu}_k) \right)^{-m/2} |\Sigma_k|^{-1/2}}{\sum_{j=1}^{K} \hat{\pi}_j \left( (x_i - \hat{\mu}_j)^T \Sigma_j^{-1} (x_i - \hat{\mu}_j) \right)^{-m/2} |\Sigma_j|^{-1/2}},
\]

where \( \hat{\pi}_k, \hat{\mu}_k \) and \( \hat{\Sigma}_k \) are given in Proposition 2.

**Proof:** See Appendix D.

**Remark 3:**

- The consequences of Proposition 4 (combined with Proposition 2) are of utmost importance since it allows us to derive the conditional probabilities required in the E-step independently of the distributions \( g_i(.) \) and the \( \tau_{ik} \)’s parameters. In other words, for any independent ES-distributed observation \( x_i \) with mean \( \mu_k \) and covariance matrix \( \tau_{ik} \Sigma_k \), a unique EM algorithm is derived that does not depend on the shapes of the various involved distributions. This is essential because the absence of precise knowledge on the specific data distribution is the most common situation in real-life applications while estimating it might significantly degrade the performance.

- Second, it evidences that the normalization of the \( \Sigma_k \) estimator does not affect the probability computation in the E-step. In other words, the normalization of the scatter matrices is not relevant to the clustering results. On the other hand, the normalization of \( \Sigma_k \) only affects the scale of the \( \tau_{ik} \) parameters.

- The particular case where the data points arise from a mixture of one ES distribution, \( g_i = g, \forall 1 \leq t \leq n \), is contained in Proposition 4. We remark on the particular example included in this case when all the distributions are Gaussian. If \( x_i \sim N(\mu_k, \tau_{ik} \Sigma_k) \) then the corresponding density generator is \( g(t) = e^{-t^2/2} \). The corresponding maximizer is \( \arg \max \left\{ \sum_{i=1}^{m} g(t) \right\} = m \), consequently the estimator is, as derived in (5), as follows:

\[
\hat{\tau}_{ik} = \frac{(x_i - \hat{\mu}_k)^T \Sigma_k^{-1} (x_i - \hat{\mu}_k)}{m}.
\]
The case where \( g_t = g_k \) cannot be directly handled as a particular case of Proposition 4. Indeed, assuming each class is drawn by a common ES distribution \( g_k \) implies in general that extra-parameters, such as, for instance, the degree of freedom \( \nu_k \) for \( t \)-distributions, the shape parameters for the \( K \)-distributions and the generalized Gaussian distributions, depend on \( k \). Those parameters have to be estimated in the M-step. We give an example in the next section in the particular case of a mixture of \( t \)-distributions.

C. Different Density Generator per Class

When the density generator depends on the class, our computations show that the \( p_{ik} \) do depend on the \( g_k \), as opposed to the previous case. When the density generators are known (which is quite unrealistic in practice), this assumption naturally increases the clustering performance since extra \textit{a priori} information is added to the model. On the contrary, it implies a performance loss when the real data distribution is not the assumed one.

To illustrate the type of dependence reached in that case, we derive the E-step for the particular case of a mixture of multivariate \( t \)-distributions with different degrees of freedom \( \nu_k \). That is the case where there are \( K \) different \( g_k \) functions, one for each cluster. The probability density function of each distribution is given by

\[
 f_{i,\theta_k}(x_i) = \frac{\Gamma\left(\frac{\nu_k + m}{2}\right)}{\pi^{\frac{d}{2}} \Gamma\left(\frac{\nu_k}{2}\right)} \left(\nu_k \pi_k \right)^{-m/2} \left[1 + \frac{(x_i - \mu_k)^T \Sigma_k^{-1} (x_i - \mu_k)}{\nu_k \nu_k}ight]^{-\left(\nu_k + m\right)/2}.
\]

The following proposition states a quantitative approximation of the estimated conditional probabilities in terms of the “Gaussian value” (i.e., the value obtained for class independent \( g_t \)) when the \( \nu_k \) parameters and \( m \) grow at the same rate.

**Proposition 5:** Given an independent sample of a mixture of \( K \) \( t \)-distributions, with \( x_i \sim t_{\nu_k}, \nu_k \) being the degrees of freedom. If for each \( k \), \( \nu_k \approx c_k \), then

\[
 \hat{p}_{ik} = \frac{\hat{p}_k \nu_k \pi_k}{\sqrt{\nu_k}} \sqrt{\frac{c_k}{1+c_k}} + O\left(\frac{1}{m}\right).
\]

**Proof.** See Appendix E.

This scenario includes, of course, the case where all the \( \nu_k \) are equal (See Remark 3). Additionally, it includes, when the degrees of freedom are large, with fixed dimension \( m \), the Gaussian case as detailed in the proof. Finally, the other intermediate situations where all the \( \nu \) parameters do not differ much from the dimension \( m \) are hence shown to be very close to the Gaussian computation. If neither of these conditions applies, an \textit{ad hoc} estimation of the \( \nu_k \) is possible and must be performed in the M-step.

**D. Implementation Details and Numerical Considerations**

The general structure of the proposed algorithm is the same as the one of the classical EM for GMM. The differences between both algorithms lie in the \( p_{ij} \) expression and the recursive update equations for the parameter estimations. We design slightly different variations of the M-step and study the convergence, precision, and speed. We do this considering that the estimators for \( \mu \) and \( \Sigma \) are weighted versions of the classic estimators. More precisely, based on equations (7) and (8), we propose four alternatives to accelerate the convergence speed. These versions depend on two different aspects. One aspect consists of using the just computed estimation of the mean or the estimator from the previous iteration of the loop. The other facet is proposed to emphasize the weights of the data points in the computation of the estimators based on Tyler’s estimator. Section II mentions that the location and scatter estimators are close to Tyler’s up to the square root of the Mahalanobis distance when the location is unknown. We propose modifying the weights by adding this square root to mimic Tyler’s estimator. The different versions are defined as follows:

1) Version 1: the parameter \( \mu \) used to compute the estimator \( \Sigma \) is the one obtained in the \textit{same iteration} of the fixed-point loop.
2) Version 2: the \( \mu \)-parameter is the one obtained in the \textit{previous iteration}.
3) Version 3: we propose an \textit{accelerated method} where the quadratic forms

\[
(x_i - \hat{\mu}_j)^T \Sigma_k^{-1} (x_i - \hat{\mu}_k)
\]

in the denominators of the fixed-point \( \mu \) equations are replaced by their square root, corresponding to the original Tyler’s \( M \)-estimators.
4) Version 4: we implement the same \textit{acceleration procedure} on top of the algorithm of Version 2.

For concreteness, in Algorithm 1, we describe the complete algorithm in Versions 1 and 4. In the particular case described in Section II-C, where all \( g_{ik} \) functions are known, the \( p_{ik} \) should be computed with the Bayes expression as in (19).

The plots in Fig. 1 show the convergence of the fixed-point equations for the estimation of \( \mu \) and \( \Sigma \) for the different versions of the algorithm in two different setups with two distributions

![Fig. 1. Convergence speed of the fixed-point equations for the estimation of \( \mu \) (left) and \( \Sigma \) (right). The results in the Gaussian case are plotted on the top and the bottom, and the ones for a mixture of \( t \)-distributions are shown on the bottom. Each line represents the median of the values obtained on each iteration of the fixed-point iteration for all the iterations of FEMCAs and all clusters. The grey areas represent the quartile range of each iteration of each version.](image-url)
Algorithm 1: Scheme of FEMCA.

Input: Data \( \{x_i\}_{i=1}^n \), \( K \) the number of clusters
Output: Clustering labels \( Z = \{z_i\}_{i=1}^n \)
1: Set initial random values \( \theta^{(0)} \);
2: \( l \leftarrow 1; \)
3: while not convergence do
4: \( \text{E-step:} \) Compute \( p_{ik}^{(l-1)} = P_{i, \theta^{(l)}}(Z_i = k|x_i = x_i) \) for \( 1 \leq k \leq K \)
5: \( p_{ik}^{(l)} = \pi_k^{(l)} \left( \frac{\Delta_{ik}^{(l-1)} - m/2}{|\Sigma_k^{(l-1)}|^{1/2}} \right) \)
\( \sum_{k'=1}^K \frac{\pi_k^{(l)} \left( \Delta_{ik}^{(l-1)} - m/2 \right)}{|\Sigma_k^{(l-1)}|^{1/2}} \)
\( \Delta_{ik}^{(l-1)} = (x_i - \mu_{ik}^{(l-1)})^T (\Sigma_{k}^{(l-1)})^{-1}(x_i - \mu_{ik}^{(l-1)}) \)
6: For each \( 1 \leq k \leq K; \)
7: Update \( \hat{\pi}_k^{(l)} = \frac{1}{n} \sum_{i=1}^n p_{ik}^{(l)} \) and compute \( w_{ik}^{(l)} = \frac{\pi_k^{(l)}}{\sum_{j=1}^K p_{ij}^{(l)}} \) Set \( \mu_k^{(l)} = \mu_k^{(l-1)} \) and \( \Sigma_k' = \Sigma_k^{(l-1)} \);
8: \( \text{while not convergence do} \)
9: \[ \begin{align*}
\mu_k'' &= \frac{\sum_{i=1}^n p_{ik}^{(l)} x_i}{\sum_{i=1}^n p_{ik}^{(l)}} \left( \sum_{i=1}^n p_{ik}^{(l)} x_i - \mu_{ik}^{(l)} \right)^T (\sum_{i=1}^n p_{ik}^{(l)})^{-1} (x_i - \mu_{ik}^{(l)}) \\
\Sigma_k'' &= m \sum_{i=1}^n p_{ik}^{(l)} w_{ik}^{(l)} (x_i - \mu_{ik}^{(l)})^T (x_i - \mu_{ik}^{(l)}) \\
\Sigma_k' &= m \sum_{i=1}^n p_{ik}^{(l)} w_{ik}^{(l)} (x_i - \mu_{ik}^{(l)})^T (\sum_{i=1}^n p_{ik}^{(l)})^{-1} (x_i - \mu_{ik}^{(l)})
\end{align*} \]
10: or
11: \[ \begin{align*}
\mu_k'' &= \frac{\sum_{i=1}^n p_{ik}^{(l)} x_i}{\sum_{i=1}^n p_{ik}^{(l)}} (x_i - \mu_{ik}^{(l)})^T (\sum_{i=1}^n p_{ik}^{(l)})^{-1} (x_i - \mu_{ik}^{(l)}) \\
\Sigma_k'' &= m \sum_{i=1}^n p_{ik}^{(l)} w_{ik}^{(l)} (x_i - \mu_{ik}^{(l)})^T (x_i - \mu_{ik}^{(l)}) \\
\Sigma_k' &= m \sum_{i=1}^n p_{ik}^{(l)} w_{ik}^{(l)} (x_i - \mu_{ik}^{(l)})^T (\sum_{i=1}^n p_{ik}^{(l)})^{-1} (x_i - \mu_{ik}^{(l)})
\end{align*} \]
12: \( \text{end} \)
13: Update \( \mu_k^{(l)} = \mu_k'' \) and \( \Sigma_k^{(l)} = \Sigma_k' \) (with the trace normalisation \( \text{tr}(\Sigma_k^{(l)}) = m \)) and \( p_{ik}^{(l)} \);
14: \( l \leftarrow l + 1; \)
15: \( \text{end} \)
16: Set \( z_i \) as the index \( k \) that has the maximum \( p_{ik} \) value;

each. We separately study the two parameters to see if the variations differently affect each convergence. The first one is a simple case with two well-separated Gaussian distributions in dimension \( m = 10 \) (means equal to \( 0_m \) and \( 2*1_m \), and covariance matrices are the identity \( I_m \) and a diagonal matrix with elements \( 0.25, 3.5, 0.25, 0.75, 1.5, 0.5, 1, 0.25, 1, 1 \)). The second one is a mixture of two \( t \)-distributions with heavy tails and the same parameter \( (\nu_1 = \nu_2 = 3) \). As one can see in both cases, the convergence is reached for all algorithm versions after approximately twenty iterations of the fixed-point loop. Fig. 1 shows that the convergence speed is improved for Versions 3 and 4, as expected. On the other hand, we study in Fig. 2 the evolution of the log-likelihood in these two different scenarios. In the case of the multivariate \( t \)-distributions, we computed the likelihood with the true degrees of freedom \( (\nu_k = 3) \). This Figure shows an increased likelihood in all cases and a faster convergence of Version 1 of the model because the correct values for the mean/scatter estimators are reached faster even though its computation takes a bit longer than for Versions 3 and 4. The estimation accuracy of Versions 1 and 2 is better by construction (ML-based) than for Versions 3 and 4. Based on these Figures and previous studies about fixed-point fast convergence (see e.g., [53]), Version 1 is kept since it follows the original proposal, and although slightly slower than Version 2 for the fixed-point loop, it is faster for the convergence of the algorithm. Furthermore, we fixed the number of iterations to 20 in all the experiments. Notice that increasing this number does not result in a significant increase in terms of clustering performance.

Let us now discuss initialization and thresholds used in the proposed algorithm. The mean parameters are initialized as the means resulting from the k-means algorithm. When k-means output clusters of only one point, we rerun k-means, leaving out the isolated points. Due to singularity problems, we take the initial scatter matrix as the identity matrix. We set the initial value of all \( \tau \) parameters to one. For the convergence flag, we consider \( 10^{-6} \) for the threshold of the \( \ell_2 \)-norm difference of consecutive estimators, and the maximum number of iterations of the fixed-point loop length is set to 20 based on the previous discussion. We obtain the same final clustering results for each run using the initialisation described above. In the low-dimensional case, we truncate the \( \tau \) value to avoid numerical issues induced by points very close to the mean. That is, if \( \tau \) is smaller than \( 10^{-12} \), we change its value to the selected threshold. The implementation in Python of the algorithm is available at the repository https://github.com/violetr/frem.

Furthermore, it is important to remark that, in our approach, the constraint on the trace of \( \Sigma \) (\( \text{tr}(\Sigma) = m \)) does not act as a regularization procedure, as it is usually the case in EM-like algorithms [12], [21]. As mentioned in Remark 3, the trace constraint does not affect the clustering results.

Finally, regarding the algorithm’s complexity, it happens to be the same as one of the classical EM algorithms for a mixture of Gaussian distributions. The E-step has the same complexity as the usual algorithm. For the M-step, even though a nested loop is included to solve the fixed-point equations, the complexity is not increased since the number of iterations is constant and the main cost of each iteration corresponds to the scatter matrix inversion as in EM for GMM.
### III. Experimental Results

This section presents experiments obtained with both synthetic and real data. Section III-A illustrates how the proposed algorithm can adapt to heavier tail distribution and outliers on simulated data, while Section III-B deals with real data. We study the convergence of the fixed point equations and the estimation error in the case of synthetic data (for which we know the true parameter values). We compare our results to the ones of the classical EM for GMM, EM for multivariate t-distributions, TCLUST [12], and RIMLE [21]. Additionally, for the real data, we compare the clustering results with the ground truth labels for k-means, HDBSCAN, and spectral clustering [54]. The comparison between the former three and our algorithm is straightforward because they all have in common only one main parameter (the number of clusters) that we fix and suppose known in our experiments. Regarding the implementations, we use Scikit-learn [55] for k-means and the Gaussian Mixture and the R package EMMIXskew [56] for the mixture of t-distributions. Concerning TCLUST and the RIMLE algorithms, we set the number of clusters and use the default values for the rest of the parameters. We avoided the artificial constraint on the TCLUST algorithm solution caused by the eigenvalue constraint threshold when possible. We used the OTRIMLE version of RIMLE that selects the main parameter of the model with a data-driven approach [57]. For both of them, we use the R implementation provided by the authors. In the case of spectral clustering, we run the Scikit-learn implementation, where it is necessary to tune an extra parameter in order to build the neighbourhood graph. We set the number of neighbours in the graph equal to the number that maximizes the silhouette score [58]. A fair comparison with HDBSCAN is even more difficult to set because the parameters to tune are completely different and less intuitive than those of the other algorithms. Once again, we select the best silhouette score pair of parameters by sweeping a grid of selected values.

We then quantify the differences in performance by using the usual metrics for the clustering task known as the adjusted mutual information (AMI) index and the adjusted rand (AR) index [59]. One also provides the correct classification rate. One also provides the correct classification rate. Additionally, the πₖ vectors, corresponding to the distribution proportions, are randomly chosen from a set of possibilities that avoid trivial and giant clusters. These cases are avoided due to the ill-posed clustering problem that it implies.

In these experiments, we include all the considered algorithms that estimate parameters. Thus, we exclude the comparison k-means, spectral clustering, and HDBSCAN. Table III shows the estimation error when estimating the main parameters of the model for all the setups. Furthermore, we report the clustering

| Setup | m | n | distribution 1 | distribution 2 | distribution 3 |
|-------|---|---|---------------|---------------|---------------|
| 1     | 8 | 1000 | t, df = 3 | t, df = 3 | t, df = 3 |
| 2     | 8 | 1000 | t, df = 10 | t, df = 10 | t, df = 10 |
| 3     | 40 | 1300 | K, df = 3 | t, df = 6 | N' |
| 4     | 8 | 1200 | N' | N' | N' |
| 5     | 6 | 1200 | 0.7N + 0.3G N', s = 0.1 | 0.6N + 0.4t, df = 2.3 | N' |

The distribution of each of the three clusters in each setup is specified. The distribution can be multivariate Gaussian (N'), generalized Gaussian (GN'), t-distribution or k-distribution. In the case of the latter three distributions, the extra parameters (do f or s) are indicated.

When estimating μ, the l₂ norm of the error is computed. The πₖ vectors, corresponding to the distribution proportions, are randomly chosen from a set of possibilities that avoid trivial and giant clusters. These cases are avoided due to the ill-posed clustering problem that it implies.

In these experiments, we include all the considered algorithms that estimate parameters. Thus, we exclude the comparison k-means, spectral clustering, and HDBSCAN. Table III shows the estimation error when estimating the main parameters of the model for all the setups.
metrics in Table IV. In a complementary manner, the plots of Fig. 3 visually summarize the distribution of these measures with boxplots. In most cases, the EM for GMM (GMM-EM) method has poor results and high variance.

In setups 1 and 2, the distributions are multivariate $t$–Student, and the difference between them is only in the degrees of freedom. In these setups, the proposed algorithm is referred to as the flexible EM algorithm (FEMCA), and $t$-EM error values are smaller than GMM-EM values. This increase in the predictive performance can be explained by the robustness of the estimators in the case of heavy-tailed distributions or the presence of outliers. It is interesting to confirm that, as in Setup 2, the considered distributions have larger degrees of freedom (tails are lighter), and GMM-EM performs much better than in Setup 1. However, while TCLUST and RIMLE perform similarly in Setup 1, RIMLE has a huge variance and
worse estimation in Setup 2. This phenomenon is due to the overestimation of points as noise/outliers. On the other hand, FEMCA and t-EM perform very similarly in both settings, with a slight improvement of FEMCA in the $\Sigma$ estimation. As shown in both tables, our robust algorithm performs similarly on average even in the $t-$distributed case where the t-EM algorithm is completely adapted. We remark that FEMCA performs very well, as expected, even if, in Setup 1, the traces are very different. Then, for Setups 3, in the case of a mixture of three different distributions ($t$-distribution, $t$-distribution, and Gaussian distribution), FEMCA outperforms the other algorithms in most runs. As Fig. 3 shows, there are only very few runs where FEMCA had a bad performance. Thus, it is important to notice that the model assumptions used to derive FEMCA, i.e., unknown $\tau_{ik}$’s and different distributions for each observation are very general. It allows successful handling of the case of mixtures of different distributions without additive computational cost, which appears to be an important contribution of this work. In Setup 4, in which uniform background noise in the cube $[0, 1]^m$ is included, the best performances are the ones from TCLUS and RIMLE, which appear reasonable since their design matches the data generation process. After them, FEMCA has a very good performance, considering that we do not reject outliers and, consequently, that those are intrinsically misclassified. When we exclude the noise for the metric computation, the classification performance is equally good for these three algorithms. However, the TCLUS algorithm is computed with the true proportion of outliers. Besides, the parameter estimation is equally good for FEMCA, RIMLE, and TCLUS. The performance analysis in this Setup (for which RIMLE and TCLUS are designed to provide the best performance) highlights the proposed algorithm’s flexibility and robustness. Finally, Setup 5 displays very good behaviour of FEMCA and RIMLE compared to the rest of the algorithms. The performance of EM-GMM is really bad there because it cannot deal with outliers coming from heavy tails. Combining two distributions for one cluster is difficult to fit for t-EM and TCLUS. The model is too general for t-EM, and TCLUS probably suffers from an insufficient noise rate to avoid the heavy tails.

To conclude, the proposed algorithm shows by design very stable performance among a wide range of cases. Indeed, when the data perfectly follows a specific model such as e.g., a mixture of $t$-distributions, the best algorithm will be the ML-based one (in this case, the t-EM algorithm). However, FEMCA does perform almost as well as the t-EM. But in various other scenarios (data drawn from different models, outliers in the data), FEMCA will clearly outperform traditional model-based algorithms that are not adaptive.

### B. Real Data

The proposed FEMCA algorithm has been tested on three different real data sets: MNIST [41], small NORB [42] and 20newsgroup [43]. The MNIST hand-written digits (Fig. 4) data set has become a standard benchmark for classification/clustering methods. We apply FEMCA to discover groups in balanced subsets of similar pairs of digits (3-8 and 1-7) and the set of digits (3-8-6). We additionally contaminate the later subset with a small proportion of noise by randomly adding some of the remaining different digits.

As in many application examples in the literature, we first applied PCA to work with some meaningful features instead of the original data [62]. We make a trade-off between explained variance and the curse of dimensionality effects. The dimension of the reduced data is shown in Table V under the column $m$. Because of the stochastic character of the algorithms, we run each of them multiple times $(nrep = 50)$, and we report the median value of the metrics. The metrics for FEMCA are almost always the same, which explains why we do not report the variance.

As can be seen in Tables VI, VII, and VIII, one obtains, in most cases, better values for all the metrics than those produced...
by the other partitioning techniques. This can be explained by the increment in flexibility and the smaller impact of outliers in the estimation process. More precisely, FEMCA does not provide the best results in these scenarios:

- MNIST 7-1 scenario for AMI and AR indices, where the \( t \)-EM performs the best,
- MNIST 3-8-6 and its noisy variation for the three criteria where the spectral clustering and TCLUST respectively perform the better.

The loss in performance of FEMCA is, in most cases, around or less than 1\%, highlighting the robustness of the approach: “better or strongly better than existing methods in most cases and comparable in other cases”. Moreover, those scenarios always correspond to the simpler scenarios, without noise and with well-separated clusters or completely designed to be managed by the best algorithm (MNIST 3-6-8 plus noise for the TCLUST).

We collected the clustering results from the HDBSCAN algorithms fed with a grid of values for its two main parameters. All the computed metrics comparing the results with the ground truth were poor, close to 0. We show the best clustering result of the 3-8 MNIST subset in Fig. 7, where the algorithm classifies a lot of data points as noise. The clustering is almost perfect if the metric is computed only in the non-noise labelled data points. This behaviour might be explained by the dimension of the data, which seems to be too high for HDBSCAN to deal with.

Additionally, we tested dimensional reduction techniques UMAP and t-SNE before the clustering task. All metrics were improved after carefully tuning the parameters. In this scenario, the proposed method performs similarly to the classical GMM-EM because these embedding methods tend to attract outliers and noise to clusters. However, these non-linear visualization approaches are not recommended to extract features before clustering because fictitious effects might appear depending on the choice of the parameters.

For the NORB dataset (some representatives are shown in Fig. 5), k-means, GMM-EM, spectral clustering, and UMAP+HDBSCAN do not perform satisfactorily since they end up capturing the luminosity as the main classification aspect. In contrast, \( t \)-EM and FEMCA highly outperform them, as can be seen in Tables VI, VII and VIII. This can be emphasized thanks to the results of Fig. 6, where label-colored two-dimensional embeddings of the data based on the classification produced by the different methods are shown. The effect of extreme light values seems to be palliated by the robustness properties of the estimators.

Finally, the 20news
group dataset is a bag of words constructed from a news corpus. Each piece of news is classified by topic modelling into twenty groups. Once again, we compare the performance of our methods with the ones of k-means, EM, \( t \)-EM, TCLUST, RIMLE, and spectral clustering algorithms after applying PCA. The corresponding results are also presented in Tables VI, VII and VIII. One can see that k-means, TCLUST, RIMLE and spectral clustering perform poorly, while GMM-EM and \( t \)-EM outperform them. Nevertheless, the proposed FEMCA has strongly better results than the others. It is unclear why spectral clustering is performing so poorly on this data set; it could be due to the lack of separation between clusters and/or the presence of noise that breaks the performance. Finally, the very poor capability of the RIMLE algorithm in this dataset is
explained by the choice of the parameter that highly overestimates the noise.

IV. CONCLUDING REMARKS

In this paper, we presented a robust clustering algorithm that outperforms several state-of-the-art algorithms for both synthetic and real diverse data. Its advantages stem from a general model for the data distribution, where each data point is generated by its own elliptical symmetric distribution. The good theoretical properties of this proposal have been studied and supported by simulations. The flexibility of this model makes it particularly suitable for analyzing heavy-tailed distributed and/or noise-contaminated data. Interestingly, under mild assumptions on the data, the estimated probabilities of membership do not depend on the data distributions, making the algorithm simpler (no need to re-estimate the likelihood at each step), flexible and robust. Moreover, the original approach of estimating one scale parameter for each data point makes the algorithm competitive in relatively high-dimensional settings.

On simulated data, we obtained accurate estimations and good classification rates. Of course, the best model is the one that perfectly coincides with the distribution of the data, e.g., when the mixture is actually Gaussian, GMM-EM outperforms all other methods, including ours, but only marginally. Our method is also algorithm competitive in relatively high-dimensional settings.
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