Polarization-dependent property of dipole-dipole interaction mediated by localized surface plasmon of an Ag nanosphere
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The effect of the dipole polarization on the quantum dipole-dipole interaction near an Ag nanosphere (ANS) is investigated. A theoretical formalism in terms of classical Green function is developed for the transfer rate and the potential energy of the dipole-dipole interaction (DDI) between two polarized dipoles. It is found that a linear transition dipole can couple to a left circularly polarized transition dipole much stronger than to a right circularly polarized transition dipole. This polarization selectivity exists over a wide frequency range and is robust against the variation of the dipoles position or the radius of the ANS. In contrast, a right circularly polarized transition dipole, can change sharply from coupling strongly to another right circularly polarized dipole to coupling strongly to a left circularly polarized dipole with varying frequency. However, if the two dipoles are placed in the same radial direction of the sphere, the right circularly polarized transition dipole can only couple to the dipole with the same polarization while not to the left circularly polarized transition dipole. These findings may be used in solid-state quantum-information processing based on the DDI.

Introduction. Dipole-Dipole interaction (DDI) between atoms is one of the most fundamental two-body interactions in quantum electrodynamics [1–9]. It stems from photon exchange where a photon, both real and virtual, emitted by one atom could be absorbed by the other atom. The transfer rate (incoherent part) and the DDI potential energy (coherent part) are determined by the rates of photon emission, transmission and absorption. Much effort has been devoted to controlling or changing the DDI by the electromagnetic environment [10–26] (e.g., cavity, waveguide and plasmonic nanostructure). Many novel quantum phenomena have been predicted [27–51], such as controlled reaction for two atoms to form one molecule, visualize coherent dipole coupling in real space at the single-molecular level, quantum entanglement preparation and quantum information processing, dipole blocked, cooperative radiation, enhanced and inhibited Förster energy transfer and so on.

In the previous investigations, the matrix element of the transition dipole moment has been chosen to be real vector. In addition to the strength, its orientation has also been investigated [52–55]. On the other hand, the dipole can be elliptically polarized (e.g., quantum dot or atom with transition dipole moment element between the Zeeman levels with different magnetic quantum number), where the matrix element is a complex vector (see a recent review [56]). Very recently, this has been extensively investigated in the area of photon-emitter coupling, many novel phenomena associated with complex transition dipole moment element have been demonstrated [53–67]. For example, unidirectional emission, macroscopic rotation of photon polarization, photon-photon interaction mediated by spin, trapping atoms by vacuum forces and so on. Thus, it is necessary and important to take the dipole polarization into account.

In this work, we demonstrate the effect of the dipole polarization on the DDI between two atoms locating around an ANS. Within the framework of quantization of the macroscopic electromagnetic field, we develop a general formalism that the transfer rate and the potential energy of the DDI are expressed by the classical photon Green tensor. In contrast with the real matrix element of the transition dipole moment, both the transfer rate and the DDI potential energy are a mixture of the imaginary part and the real part of the photon Green tensor for complex matrix element of transition dipole moment. Since the real part and the imaginary part of the photon Green function exhibit quite different characteristics, this mixing is vital and brings us a new degree of freedom to tailor the DDI, which is forbidden for real transition dipole matrix element. To show this, we keep the polarization of one atom (atom B) invariant and consider two different kinds of polarization for the other atom (i.e., right circularly polarization and left circularly polarization). It is found that there is a huge difference between the two kinds of polarization over a wide frequency range for both of the transfer rate and the DDI potential energy. We also find that this polarization selective DDI is robust against the fine tuning of the position of the atom or the radius of the ANS. Besides, other interesting phenomena such as polarization dependent switch effect and deterministic coupling are demonstrated. In addition to the implications in fundamental studies, this sensitive polarization-dependent characteristic of the DDI should lead to important applications (e.g., quantum information processing).
Theory. By macroscopic QED formalism, the multipolar-coupling Hamiltonian in the electric dipole approximation, for two two-level ‘atoms’ located in the presence of dispersing and absorbing bodies, reads \[ H = H_0 + H_I \]

\[
H_0 = \int_0^\infty dx \int_0^\infty dw \hat{f}_r (r, \omega) \cdot \hat{f}^\dagger (r, \omega) + \sum_{i=A,B} \hbar \omega_i |e_i\rangle \langle e_i|,
\]

\[
H_I = - \sum_{i=A,B} \int_0^\infty dw [ (\mathbf{d}_i \sigma_i^- + \mathbf{d}_i^* \sigma_i^+) \cdot \hat{E} (r_i, \omega) + \mathbf{H.c.}].
\]

(1)

Here, \( H_0 \) is the noninteracting Hamiltonian for the field and the two ‘atoms’. \( H_I \) is the atom-field interaction part, which includes the counter-rotating term. \( \omega_A (\omega_B) \) and \( |\mathbf{r}_A (\mathbf{r}_B)\rangle \) are the transition frequency and position of atom A (B), respectively. \(|e_A\rangle (|e_B\rangle)\) and \(|g_A\rangle (|g_B\rangle)\) are the excited and ground states of atom A (B). \( \mathbf{d}_i = \langle g_i | \mathbf{d}_i | e_i \rangle \) is the element of the transition dipole moment, which is complex vector in general. \( \hat{f}(r, \omega) \) is the bosonic vector field annihilation operator for the elementary excitations of the environment, which obeys \[ [\hat{f}_i (r, \omega), \hat{f}^\dagger_j (r', \omega')] = \delta_{ij} \delta (r - r') \delta (\omega - \omega'), \]

\[ [\hat{f}_i (r, \omega), \hat{f}_j (r', \omega')] = [\hat{f}^\dagger_i (r, \omega), \hat{f}^\dagger_j (r', \omega')] = 0. \]

The electric field operator at the position of the atom is given by \[
\hat{E}(\mathbf{r}, \omega) = i \sqrt{\hbar / \pi \varepsilon_0} \int d\mathbf{r}' \sqrt{\varepsilon (\mathbf{r}', \omega)} \mathbf{G}(\mathbf{r}, \mathbf{r}'; \omega) \cdot \hat{f}(\mathbf{r}', \omega) \]

with \( \varepsilon (\mathbf{r}, \omega) = \varepsilon_R (\mathbf{r}', \omega) + i \varepsilon_I (\mathbf{r}', \omega) \). Further more, the Green tensor \( \mathbf{G}(\mathbf{r}, \mathbf{r}'; \omega) \) satisfies \( \nabla \times \nabla \times \mathbf{G}(\mathbf{r}, \mathbf{r}'; \omega) = \nabla \times \nabla \varepsilon (\mathbf{r}, \omega) \omega^2 / c^2 \mathbf{G}(\mathbf{r}, \mathbf{r}'; \omega) = \omega^2 / c^2 \mathbf{I} (\mathbf{r} - \mathbf{r}') \), which can be solved semi-analytically or numerically (see Ref. 68 and references therein).

Similar to Ref. 7, 20, 58, 60, we assume initially that atom A is in the excited state, atom B is in the ground state and the field is in vacuum. In this case, the states of interest are \(|a\rangle = |e_A, g_B, 0\rangle\), \(|b\rangle = |g_A, e_B, 0\rangle\), \(|\mathbf{C}(\mathbf{r}, \omega)\rangle = \hat{f}_r (\mathbf{r}, \omega) |g_A, g_B, 0\rangle\) and \(|\mathbf{D}(\mathbf{r}, \omega)\rangle = \hat{f}^\dagger (\mathbf{r}, \omega) |e_A, e_B, 0\rangle\), which form an approximate complete set of states \[ 7. \]

We will see later that this approximation is equivalent to the perturbative expansion of the level shift operator in powers of \( H_I \) to the second order which neglects the two-photon and many-photon process (see Eq. 3).

The initial state is denoted as \(|a\rangle\) and the state vector of the system evolves as \(|\Psi(t)\rangle = U(t)|a\rangle\), where \( U(t) \) is the evolution operator and reads

\[
U(t) = \frac{1}{2\pi i} \int_{-\infty}^{+\infty} dw \left[ G^- (\omega) - G^+ (\omega) \right] \exp (-i\omega t).\]

(2)

Here, \( G^\pm (\omega) = \lim_{\eta \to 0^+} G(z = \omega \pm i\eta) \), with the resolvent operator defined by \( G(z) = (z - H/\hbar)^{-1} \), which can be resolved by the projection operator method.

Let \( \alpha \) be a subspace subtended by the eigenvector of \( H_0 \) \( \{|a\rangle \leftrightarrow |b\rangle\} \), then \( P = |a\rangle \langle a| + |b\rangle \langle b| \) is the projector on to this subspace and \( Q = I - P \) is the projector on to the supplementary subspace of \( \alpha \). By using the identity \( \langle z - H/\hbar |G(z) = 1 \rangle \), we find \( PG(z)P = h_{\hbar z - Q} |h_{\hbar z - Q} | H_I \rangle Q_{\hbar z - Q} |H_I \rangle \). The perturbative expansion for the level shift operator in powers of \( H_I \) reads

\[
hR(z) = H_I + H_I |h_{\hbar z - Q} | H_I \rangle Q_{\hbar z - Q} |H_I \rangle + \ldots
\]

(3)

Thus, for our system (see Eq. 1 with initial state \(|e_A, g_B, 0\rangle\)), to restrict the state of the system in the space spanned by \{\{|a\rangle, |b\rangle, |\mathbf{C}(\mathbf{r}, \omega)\rangle, |\mathbf{D}(\mathbf{r}, \omega)\rangle\}\) is equivalent to take the first two terms in Eq. 3. It should be noted that the single photon effect is completely included by this method.

With some calculation, the matrix elements for the resolvent operator can be solved. Explicitly, \( G_{aa}(z) = (z - \omega_B - R_{bb}(z)) / \Xi \) and \( G_{ba}(z) = R_{ba}(z) / \Xi \), where \( \Xi = [z - \omega_A - R_{aa}(z)] [z - \omega_B - R_{bb}(z)] - R_{ab}(z) R_{ba}(z) \) with \( F_{ij}(z) \) defined by \(|i| F(z) |j\rangle \). \( R_{ai}(z) \) and \( R_{ij}(z) \) are the local coupling between the atom and the field and the dipole-dipole coupling between atoms \( i \) and \( j \), respectively. The transfer rate \( \Gamma_{ij}(z) \) and the potential energy \( \Delta_{ij}(z) \) of the DDI are related to the imaginary part (incoherent) and the real part (coherent) of the matrix element of the level shift operator \( \lim_{\eta \to 0^+} R_{ij}(z \pm i\eta) = \Delta_{ij}(z) \pm i\Gamma_{ij}(z)/2 \), respectively.

By utilizing the Kramers-Kronig relation of the Green function, one obtains

\[
hR_{ba}(z + i\eta) = \frac{1}{\pi\Xi} \mathbf{d}_b^* \cdot \mathbf{M}_{ba} \cdot \mathbf{d}_A,
\]

(4)
\[ M_{ba} = \int_{0}^{\infty} d\omega \text{Im} G(r_B, r_A, \omega) \left( \frac{1}{\Omega + \omega - \Omega_w} + \frac{1}{\Omega + \omega + \Omega_w} \right) + \int_{0}^{\infty} d\omega \text{Im} G(r_B, r_A, \omega) \left( \frac{1}{\omega - \Omega} + \frac{1}{\omega + \Omega} \right), \]

\[ = -\pi G(r_B, r_A, \omega) + R_{1}^{R}(z) + R_{2}^{R}(z) + R_{3}^{R}(z), \tag{5} \]

with the three correcting parts written by

\[ R_{1}^{R}(z) = -i\pi \int_{0}^{\infty} d\omega \text{Im} G(r_B, r_A, \omega) \delta(z + \omega), \tag{6a} \]

\[ R_{2}^{R}(z) = -i\pi \int_{0}^{\infty} d\omega \text{Im} G(r_B, r_A, \omega) \delta(z - \omega - \Omega - \omega_B - \omega), \tag{6b} \]

\[ R_{3}^{R}(z) = -2\pi \int_{0}^{\infty} d\omega \text{Im} G(r_B, r_A, \omega) \left\{ \frac{z - \Omega}{(\Omega + \omega)^2 - (z - \Omega)^2} \right\}. \tag{6c} \]

Here, \( \Omega = 0.5(\omega_A + \Omega_B) \) is the average transition frequency for the two ‘atoms’ and \( \varphi \) stands for the principle integration. This is the general results for the matrix element of the level shift operator. If \( \omega_A = \omega_B = \Omega \), the above three correction parts vanish at \( z = \Omega \). \( R_{1}^{R}(\Omega) = R_{2}^{R}(\Omega) = R_{3}^{R}(\Omega) = 0 \) and Equation (1) is the same as that found in the literature (for example, Eq. (39) in Ref. [51]). Except for the case of ultra-strong coupling, where the real parts of the zeros for equation \( \Xi = 0 \) (the denominator for matrix element of the resonant operator \( G_{i\rightarrow j} \) may be negative, the three correction parts \( (R_{1}^{R}(z), R_{2}^{R}(z) \) and \( R_{3}^{R}(z)) \) are small and can be neglected. For our ANS system, which is also investigated in Ref. [51, 58, 72], the energy level shift and dipole-dipole shift are much more than the transition frequency where the dipole strength is \( d = 24D \) and its distance to the sphere surface is \( 2nm \). In this case, the real parts of the zeros of equation \( \Xi = 0 \) are around \( \Omega \) and the matrix elements of the resonant operator \( G_{i\rightarrow j} \) and \( G_{ba} \) are peaked around \( \Omega \). Thus, only the positive \( z \) should be considered and we get \( R_{1}^{R}(z) = 0 \) and \( R_{2}^{R}(z) = 0 \). For \( R_{3}^{R}(z) \), the integrand in the bracket of Eq. (6c) is very small for \( z \) around \( \Omega \) and \( \text{Im} G(r_B, r_A, \omega) \) can be described by the sum of many Lorentzian functions [72, 74]. Thus, \( R_{3}^{R}(z) \) is very small and can be neglected in our nanosphere system, which has been numerically verified by us. Then the transfer rate and the DDI potential energy reads

\[ \Gamma_{ij}(\omega) = \frac{2}{\hbar \varepsilon_0} \text{Im}[\hat{d}_i^* \cdot G(r_i, r_j, \omega) \cdot \hat{d}_j], \tag{7a} \]

\[ \Delta_{ij}(\omega) = -\frac{1}{\hbar \varepsilon_0} \text{Re}[\hat{d}_i^* \cdot G(r_i, r_j, \omega) \cdot \hat{d}_j]. \tag{7b} \]

The above equations are the main results of our theory. Following the similar procedure, we can extend the above results to the case for \( i = j \) with the Green function in Eq. (7b) being replaced by the scatter Green tensor. The divergent part of the homogeneous-medium contribution can be absorbed into the transition frequency \( \omega_i \). For \( i = j \), \( \Gamma_{ij}(\omega) \) and \( \Delta_{ij}(\omega) \) are the spontaneous emission rate and Lamb shift for atom \( i \) in the weak coupling regime. \( \Gamma_{ii} (\Delta_{ii}) \) is related to the imaginary (real) part of the Green function and there is no mix between the real part and the imaginary part. For example, different polarizations of the dipole moment mix different components of the imaginary part of the Green function for \( \Gamma_{ii} \). The same is true for \( \Delta_{ii} \). However, for \( i \neq j \) and complex transition dipole moment element, both the transfer rate \( \Gamma_{ij}(\omega) \) and the potential energy \( \Delta_{ij}(\omega) \) are a mix of the real part and the imaginary part of the Green function. For example, if the dipole moment of atom \( j \) is linear polarized along the \( x \) axis (\( \hat{d}_j = \hat{e}_x \)) and atom \( i \) is right circularly polarized (\( \hat{d}_i = \hat{e}_x + i\hat{e}_y \)), where \( \hat{e}_x, \hat{e}_y \) and \( \hat{e}_z \) are the unit vectors along the \( x \)-axis, \( y \)-axis and \( z \)-axis respectively, \( \Gamma_{ij}(\omega) = 2/(\hbar \varepsilon_0)[\hat{e}_x \cdot \text{Im} G(r_i, r_j, \omega) \cdot \hat{e}_x - \hat{e}_y \cdot \text{Re} G(r_i, r_j, \omega) \cdot \hat{e}_x] \), which is different from the real dipole moment case or the \( i = j \) case. Since the real part and the imaginary part of the Green function exhibit very different characteristics in nano-structures, the polarization of the dipole will take great effect in the DDI.

We emphasize that Eq. (7) is the general quantum description of the DDI, even though the Green tensor is classical. They can be applied for atoms located in any lossy and inhomogeneous structure. In addition, they provide suitable description of the DDI for any type of electric transition dipole moment, either complex or real.

**Model.** The schematic diagram of the system is illustrated in Fig. 1. There is an ANS with radius \( a \) at the coordinate origin. The permittivity of the ANS is given by the Drude model, \( \varepsilon_m = \varepsilon_\infty - \omega_m^2/(\omega^2 + i\gamma_m) \) with \( \varepsilon_\infty = 6, \omega_m = 7.90eV \) and \( \gamma = 51meV \). The two atoms are located on the \( xoy \)-plane and their positions are denoted by \( r_A \) and \( r_B \). Except for special statement, we set \( a = 20nm \), \( r_B = (22nm, 0) \) and denote the position of atom \( A \) as \( r_A = (x_A, y_A) \). The transition dipole moment for atom \( i \) is \( \hat{d}_i = u_i \hat{u}_i \), with \( \hat{u}_i \) the complex unitary vector. Since we are much interest in the polarization effect, we set \( u_A = u_B = u \). The transfer rate and the potential energy of the DDI are normalized by the vacuum radiation rate \( \Gamma_0(\omega) = u^2\omega^3/(3\pi\varepsilon_0\hbar c^2) \). For simplicity, we use \( \Gamma_{ij} \) and \( \Delta_{ij} \) for \( \Gamma_{ij}(\omega) \) and \( \Delta_{ij}(\omega) \), respectively.

**Results.** Owing to the inversion symmetry of the
and a circularly polarized transition dipole \( \hat{d}_A \) and \( \hat{d}_B \). The positions of atoms A and B are \( r_A \) and \( r_B \).

ANS about the \( xy \)-plane, we find \( G_{xz} = G_{yx} = 0 \) with \( G_{xz} = e_z \cdot G \cdot e_y (j = x, y) \). This means that a \( z \)-polarized dipole will only interact with a dipole containing \( z \)-component and not interact with any dipoles polarized in the \( xy \)-plane, which is simple. Thus, we first consider the case that both dipoles are polarized in the \( xy \)-plane. Figure 2 shows the polarization-dependent characteristics for the potential energy \( \Delta_{AB} \) and the transfer rate \( \Gamma_{AB} \) between a linear polarized transition dipole \( \hat{u}_B = \hat{e}_x \) and a circularly polarized transition dipole \( \hat{u}_A = \hat{u}_A^\pm = (\hat{e}_x \pm i\hat{e}_y)/\sqrt{2} \). In order to describe the different coupling property for the two polarization state of atom A, we define the contrast of the transfer rate and the potential energy as \( \Gamma_{\text{contrast}} \equiv (|\Gamma_+| - |\Gamma_-|)/(|\Gamma_+| + |\Gamma_-|) \) and \( \Delta_{\text{contrast}} \equiv (|\Delta_+| - |\Delta_-|)/(|\Delta_+| + |\Delta_-|) \), where \( \Gamma_\pm \) and \( \Delta_\pm \) are \( \Gamma_{AB} \) and \( \Delta_{AB} \) for \( \hat{u}_A = \hat{u}_A^\pm \). They describe the polarization dependent property for the DDI. If \( \Gamma_{\text{contrast}} \) is close to 1 or -1, there is a huge difference for the transfer rate between \( \hat{u}_A = \hat{u}_A^+ \) and \( \hat{u}_A = \hat{u}_A^- \). The same is true for \( \Delta_{\text{contrast}} \). Figure 2(a) and 2(b) show \( \Delta_{\text{contrast}} \) and \( \Gamma_{\text{contrast}} \). The insets show that over a broad frequency range, \( \Delta_{\text{contrast}} \) and \( \Gamma_{\text{contrast}} \) are nearly -1, which mean that atom B with the \( x \)-polarized transition dipole is much more strongly coupled to atom A with the left hand circularly polarized dipole \( \hat{u}_A^+ \) than with the right hand circularly polarized dipole \( \hat{u}_A^- \). This can be seen clearly in Fig. 2 (c) and Fig. 2 (d). For example, \(||\Gamma_+|/|\Gamma_-| = 3.34 \times 10^{-6}|/|\Gamma_-| = 8987\Gamma_0|\) and \(||\Gamma_+| = 0.03\Gamma_0|\) for \( \omega = 2.937eV \).

The above results clearly demonstrate that both of the transfer rate and the potential energy have the great polarization selectivity and deterministic coupling can take place over a wide frequency range for atoms located at some certain spatial positions. However, in practice, there will be some degree of indeterminacy for the positions of the atoms or the radius of the ANS. In order to show these in greater detail, we make a slight change to both the position of atom A and the radius of the ANS. Figure 3(a) and 3(b) show \( \Delta_{\text{contrast}} \) and \( \Gamma_{\text{contrast}} \) for \( a = 18nm \). Results for four slightly different positions are shown, where the blue (solid) is for \( r_A = (17nm, 12nm) \), the red (dot) is for \( r_A = (17nm, 11nm) \), the black (short dash dot) is for \( r_A = (16nm, 11nm) \), and the dark cyan (short dash) is for \( r_A = (17nm, 13nm) \). We find that deterministic coupling can take place over a wide frequency range (about 0.03eV) with some variation for the positions of the atoms and the radius of the ANS. Figure 3(c) and 3(d) are for \( a = 20nm \) and show similar results.

Besides of the above deterministic coupling where only one kind of the two polarized transition dipole of atom A takes effect over a wide frequency range, there is another interesting phenomenon where a sudden change takes place within a narrow frequency range for two different types of transition dipole \( (\hat{u}_A^+ = (\hat{e}_y \pm \hat{e}_z)/\sqrt{2} ) \). This can be clearly seen in Fig. 4(a), where \( \Gamma_{\text{contrast}} = 1 \) for \( \omega = 2.936eV \) and \( \Gamma_{\text{contrast}} = -1 \) for \( \omega = 2.956eV \). Figure 4(b) shows the normalized transfer rate for \( \hat{u}_A = \hat{u}_A^+ \). We get \( \Gamma_+ /\Gamma_0 = 6520 \) and \( \Gamma_- /\Gamma_0 = 0 \) for \( \omega = 2.936eV \). Accordingly, \( \Gamma_+ /\Gamma_0 = 0 \) and \( \Gamma_- /\Gamma_0 = -3883 \) for \( \omega = 2.956eV \). This means that atom B can couple to atom A with the polarization changing from \( \hat{u}_A = \hat{u}_A^+ \) to \( \hat{u}_A = \hat{u}_A^- \) by fine tuning the transition frequency. Different from the previous results where \( \Gamma_+ \) (\( \Gamma_- \)) are much more weak than...
for atom A to couple with atom B with \(\hat{\mathbf{u}}\). The blue (solid) is for \(r\) is for \(r_{AB} = (17 \text{nm}, 12 \text{nm})\), the red (dot) is for \(r_A = (17 \text{nm}, 11 \text{nm})\), the black (short dash dot) is for \(r_A = (16 \text{nm}, 11 \text{nm})\), and the dark cyan (short dash) is for \(r_A = (17 \text{nm}, 13 \text{nm})\). At a wide frequency range, \(\Delta_{\text{contrast}}\) and \(\Gamma_{\text{contrast}}\) are nearly -1. Similar phenomena are found in (c) and (d) for \(a = 20 \text{nm}\) where the black (short dash dot) is for \(r_A = (18 \text{nm}, 12 \text{nm})\), the red (dot) is for \(r_A = (19 \text{nm}, 11 \text{nm})\), the blue (solid) is for \(r_A = (19 \text{nm}, 13 \text{nm})\), and the dark cyan (short dash) is for \(r_A = (19 \text{nm}, 12 \text{nm})\).

\[|\Gamma_{-}| (|\Delta_{-}|),\] here, both \(|\Gamma_{+}|\) and \(|\Gamma_{-}|\) can be large depending on the transition frequency. This flip-flop property can be utilized in the quantum control of the DDI.

Even though the above results are got for some certain position of atom A, our numerical tests show that there are other positions to demonstrate the similar phenomena. Another interesting case is for atom A locating on the x-axis as well. In this situation, owing to the symmetry of our system about the x-axis, we get \((G_{ij} = 0)\) \((i,j = x,y,z)\) for \(i \neq j\) and \(G_{yy} = G_{zz}\). Thus, a linearly polarized transition dipole can only interact with another dipole which has component along the same direction. This is simple and we consider circularly polarized transition dipole moment. Figure 5(a) and 5(b) show that \(\Gamma_{\text{contrast}}\) and \(\Delta_{\text{contrast}}\) are always 1 regardless of the transition frequency, where we set \(\hat{\mathbf{u}}_A = \hat{\mathbf{u}}_A^+ = (\hat{\mathbf{e}}_y / \sqrt{2})\) and \(\hat{\mathbf{u}}_B = (\hat{\mathbf{e}}_y + i\hat{\mathbf{e}}_z) / \sqrt{2}\) with \(r_A = (-25 \text{nm}, 0)\) and \(r_B = (22 \text{nm}, 0)\). The origin of this character stems from the fact that \(G_{yy} = G_{zz}\). If we substitute \(\hat{\mathbf{u}}_A\) and \(\hat{\mathbf{u}}_B\) into Eq. 7 and make use of the result that \(G_{yy} = G_{zz}\), we get \(\Gamma_{-} = 0\) and \(\Delta_{-} = 0\). This effect has been numerical verified in Fig. 5(c) and 5(d). By the same procedure, we can easily prove that atom A can couple to atom B only when \(\hat{\mathbf{u}}_A \cdot \hat{\mathbf{u}}_B \neq 0\) for both transition dipole moments polarized in the yz-plane.

**Conclusion.** In this work, we have shown that the polarization takes great effect on the DDI. Theoretically, we have proposed a formalism to treat the DDI between two polarized dipoles, where the transfer rate and the potential energy are expressed by the Green function (Eq. 7). Different from the real dipole case where the coherent part \(\Gamma_{ij}\) (incoherent part \(\Delta_{ij}\)) is related to the imaginary (real) part of the Green function, \(\Gamma_{ij}\) (\(\Delta_{ij}\)) is related to both the real part and the imaginary part of the Green function for complex transition dipole moment. By utilizing this general expression and the analytic Green function of the ANS, we have found that an atom with linear transition dipole couples much stronger to the other atom with left circularly polarized transition dipole than with right circularly polarized transition dipole. We have shown that the above polarization selective DDI can take place over a wide frequency range (about 0.03eV) and it is robust against variation of the atom’s position and the radius of the ANS. Besides the stable deterministic coupling, we have also found that
a sudden change takes place within a narrow frequency range (about 0.014eV), where the contrast of the transfer rate for $\alpha_\gamma = (\epsilon_y^2+i\epsilon_z)/\sqrt{2}$ changes from 1 to -1. We have also investigated the case where both of the two dipoles are located on the x-axis and found that an atom with right circularly polarized transition dipole couples to the atom with the same polarization and not to the left circularly polarized transition dipole. We have proved that this deterministic polarization selective characteristic for DDI is symmetry protected.
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