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Abstract—Quantifying and encoding occupants’ preferences as an objective function for the tactical decision making of autonomous vehicles is a challenging task. This paper presents a low-complexity approach for lane-change initiation and planning to facilitate highly automated driving on freeways. Conditions under which human drivers find different manoeuvres desirable are learned from naturalistic driving data, eliminating the need for an engineered objective function and incorporation of expert knowledge in form of rules. Motion planning is formulated as a finite-horizon optimisation problem with safety constraints. It is shown that the decision model can replicate human drivers’ discretionary lane-change decisions with up to 92% accuracy. Further proof of concept simulation of an overtaking manoeuvre is shown, whereby the actions of the simulated vehicle are logged while the dynamic environment evolves as per ground truth data recordings.

Index Terms—Autonomous Vehicles, Decision Making, Motion Planning

I. INTRODUCTION

Advanced Driver Assistance Systems (ADAS) and automated highway driving are expected to improve passenger’s safety and comfort [1]. Every year, new systems are offering a higher degree of autonomous functionality. For example, Audi introduced the A8 model which is equipped with the traffic jam pilot, capable of performing simple manoeuvres such as lane and distance keeping. Tesla’s Autopilot system is now equipped with a lane-changing feature that can initiate and perform lane changes autonomously.

In Figure 1 a typical scenario in which a driver intents to circumvent a slow-moving vehicle is shown. Several factors, such as the length of time the situation has persisted and the availability of gaps in the adjacent lane govern the tactical decision-making of the driver. Similar contextual information can be leveraged by autonomous cars to handle various traffic scenarios. Often, the decision systems rely on functions that are hand-crafted and can be tedious and time consuming to tune [2]. In our previous work [3], preferences and traffic rules were embedded in several potential functions, superposition of which resulted in a potential field. The potential field was combined with reachable sets to guide the vehicle towards safe zones on the road while avoiding collision with other vehicles. Hence, the emerging behaviour of the vehicle was fundamentally rule-based. Approaches based on machine learning, namely Reinforcement Learning (RL) [4], [5] and Supervised Learning (SL) [6], [7] alleviate some of these limitations and offer greater ability to generalize to various situations a vehicle may encounter. However, these learning approaches suffer from two key drawbacks of their own: the need for high fidelity simulators for RL, and the need for large scale collection and annotation of data for SL, which is often costly.

In this paper,

• We utilise naturalistic vehicle trajectories captured from CCTV camera recordings as training data for learning a decision model (Section V-A). The decision model maps the driving context at each time instance to two manoeuvre classes: discretionary lane change and lane-keeping.
• We propose a set of features and techniques to improve the accuracy of the decision model (Section IV-B and Section VI-A).
• We build on the model predictive control (MPC) framework presented in previous work [3] to turn the selected manoeuvre by the decision model into continuous trajectories while satisfying safety and comfort constraints (Section V).

II. RELATED WORK

There has been extensive work on motion planning for self-driving cars, with the objective of generating collision-free trajectories while minimizing jerky motion [2]. For tactical
decision making, early-stage autonomous vehicles were programmed to react to their immediate situation based on context parameters such as time to collision [8, 9]. Ulbrich and Mauer [10] proposed a decision-making framework for executing lane changes, while also addressing uncertainties that result from occlusions. For behaviour planning, authors employ Partially Observable Markov Decision Processes (POMDP) with tree-based policy evaluation for selecting a sequence of actions that result in the highest utility. Ardelt et al. [11] presented BMW’s hierarchical decision-making framework. Highway driving was divided into several discrete behaviours, which are chosen at each time instance using criteria such as the preferred driving speed and the gap size available in the adjacent lane. All these approaches incorporate domain knowledge in the action selection process, which can be hard to encode. Furthermore, the resulting behaviour of the autonomous car can become dependent on subjective design choices and parameter tunings.

Recently, deep reinforcement learning has been proposed for tactical decision-making [4]. Although the approach has shown promising results, for implementation on real systems, high fidelity simulators have to be developed for training the learning agent, which poses a challenge of its own. Vallon et al. [6] proposed a decision model based on the support vector machine (SVM) classifier to determine when a lane change should be initiated. The classifier was trained on collected data from both defensive and aggressive driving styles to create a more personalised lane change experience. It appears that our work and [6] share the same goal of exploiting learned decision models for autonomous driving on freeways. However, in [6], authors collected their driving data using a test vehicle, with a total of 25 lane change manoeuvres recorded. In our work, by utilising vehicle trajectories captured from CCTV cameras, 600 lane change manoeuvres were automatically extracted based on the vehicles’ motion and position on the road. A larger dataset improves the generalization capability of the decision model. Furthermore, in our work, unlike [6], we make use of a set of engineered features that improve the decision model’s accuracy.

III. SYSTEM OVERVIEW

The system overview for the proposed approach is shown in Figure 2. While the framework consists of multiple modules, our contribution focuses on the component that is tasked with generating high-level manoeuvres, and motion planning for executing these manoeuvres. Given the feature vector $\mathcal{F}$, which compactly represents the current driving situation, appropriate manoeuvres are determined by the decision model. Depending on the chosen manoeuvre, Target Generation module identifies the Lead-Vehicle (LV) when one exists. The subject vehicle (SV), i.e., the autonomous vehicle, has to be cognizant of LV and keep a safe distance from it. In the current implementation, LV is always set to be the lead vehicle in SV’s desired lane. Nevertheless, the approach could be extended with a motion prediction module such as the one proposed in [12] for assigning LV to vehicles that intend to merge in front of the SV. Once the LV is identified, a reference state set point (i.e., velocity, lateral position, and heading angle) is computed to be tracked by the MPC-based Trajectory Generation module. If there is no preceding vehicle, a target position is set within the safe zones of a predefined potential field. While the framework’s modular architecture allows it to be integrated into existing ADAS, it can eventually be extended for fully autonomous driving on freeways.

IV. DECISION MODEL

The decision model provides the mapping between the current scene context and two manoeuvre classes: lane keeping and discretionary lane change (See Figure 1 for a motivating example scenario). In this work, the mapping is obtained using Random Forests (RF), a popular machine learning algorithm for classification.

A. Data Preprocessing and Extraction

For training the decision model, we use trajectories captured from CCTV cameras mounted at two locations: US 101 in Los Angeles, California, and I-80 interstate in the San Francisco bay area, California [13]. Since the raw data is noisy, the extended Kalman filter with a bicycle model and the exponential smoothing algorithm in [14] were used for obtaining a more accurate estimate of vehicles’ positions and velocities.

Trajectories were partitioned into two sets, one for lane-keeping and one for the lane change manoeuvre. The way the sets were labelled is as follows. All the time instances at which a driver changes lane were gathered first. These were indicated by the time instance at which the front of a vehicle crosses the lane marking (See Figure 3). For each lane-change manoeuvre, the initiation point is labelled as the time when the lateral speed of a vehicle exceeds 0.1 m s$^{-1}$. An equal number of lane-keeping instances were sampled from the period before the initiation point, resulting in a balanced training set. However, this approach comes at the cost of limiting the model’s exposure to many instances in
which a lane-change is not desirable or acceptable. This is an inherent problem since most of highway driving does not involve performing lane changes. Increasing the size of the dataset is one solution for overcoming this problem.

B. Training Features

A set of features which encode semantically meaningful information for representing a driver’s local context were extracted from the dataset. The feature vector contains, for example, the relative positions and velocities between an ego car and its surrounding vehicles, which are generally available to an autonomous driving system. List of all the used features and their descriptions are provided in Table I. Additionally, we make use of a utility feature $\Delta$, expressed as,

$$\Delta = \sum_{t=0}^{T} \frac{v_{LV}(t)}{x_{LV}(t)}$$  \hspace{1cm} (1)

where $v_{LV}(t)$ and $x_{LV}(t)$ are the relative speed and distance between the ego driver and the LV at time $t$, respectively. The purpose of the utility feature is to model the drivers’ level of contentment with a given driving situation. The summation expresses the intuition that dissatisfaction associated with driving behind a slower car increases while the situation persists. Time $t$ is reset every time the LV changes. The relative speed has a negative magnitude when the distance between the two vehicles shrinks. The utility at each instance is inversely proportional to $x_{LV}(t)$. This inverse relationship captures the increase in LV’s influence on the ego’s utility as the distance between the two falls. If at any time the magnitude of $\Delta$ is positive (i.e implying that the driver is content) while its gradient is negative (i.e. his or her level of contentment is diminishing), value of $\Delta$ is reset to zero,

$$\Delta = \begin{cases} \Delta, & \text{if } \Delta < 0 \\ \Delta'', & \text{if } \Delta'' > 0 \text{ & } \Delta > 0 \\ 0, & \text{if } \Delta'' < 0 \text{ & } \Delta > 0 \end{cases}$$  \hspace{1cm} (2)

In other words, a negative utility is retained overtime, while a positive utility is set to zero with any negative experience. The intuition follows psychological studies, which hypothesize that humans give greater weight to negative experiences than positive ones [13]. Our use of the utility feature is novel, and we found that it boosts the performance of the decision model.

Since we are only interested in discretionary lane changes and the true intention of drivers is hidden, we excluded those lane changes from the dataset set that met the following criteria:

1) Lane change was to the right lane, on the basis that these were mandatory lane changes.
2) Lane change was performed near the highway entrance and exit ramp.

Additionally, we only considered lane changes during which the time headway between the ego, the rear left and the front left vehicles was greater than 2s at the initiation instance. This was done to stop the model from learning aggressive behaviours. Overall, a total of 600 lane change manoeuvres were extracted.

C. Random Forests

Random Forests (RF) [16] is an ensemble of $T$ decision trees each assigning a probability to a given class $c: p_n(c | F)$. The tree predictors are trained on a set of randomly sampled feature vectors to minimize the residual error in the predictions. Each tree grows until there is only one class left in each of the leaf nodes. Once trained, at each time instance the RF-based decision model assigns a probability to each manoeuvre class:

$$p(c | F) = \frac{1}{T} \sum_{n=1}^{T} p_n(c | F)$$  \hspace{1cm} (3)

where $T = 100$ in this implementation and the feature vector $F$ consists of the context features described in Section IV-B.

We chose RF since it offers several benefits. Firstly, as the construction of the trees is non-parametric, model complexity is data-driven. This makes the RF model relatively robust to over-fitting. Additionally, decision trees can be constructed sequentially [17], allowing for further personalization of the decision model to particular drivers based on their disengagements. We also explored logistic regression and SVM but found RF to show superior classification accuracy.
V. TRAJECTORY GENERATION

For lane keeping, the SV maintains a time headway of 2 s with the LV. Once the desire to change lane is inferred by the decision model, the target pose for the vehicle is updated as follows: (i) the lateral position target (y) is updated to the centre of the desired lane, (ii) the heading-angle target (ψ) is updated to keep the vehicle aligned with the road’s curvature, and (iii) the longitudinal velocity target (v) is modified for maintaining a time headway of 2 s with the LV in SV’s desired lane. If no LV exists, v is set according to preferences and traffic rules encoded as a predefined potential field.

For the application of the MPC based trajectory planning algorithm, the plant (SV) dynamics are expressed as a linear time-invariant system and discretised using the forward Euler method with sampling time of T = 0.1 s. The discrete-time system can be expressed in the state-space form:

\[ \xi(k + 1) = A\xi(k) + Bu(k) \]  

(4)

where \( \xi = [y, \psi, v]^T \) is the state-vector of the system, \( u = [\delta_l, a_x]^T \) consisting of the front wheel steer angle \( \delta_l \) and longitudinal acceleration \( a_x \) is the input vector of the system, and the matrices \( A \) and \( B \) are constant. It is assumed that the pair \( (A, B) \) is stabilisable and that the states and inputs can be represented using a set notation given by \( \xi \in \mathcal{X} \subseteq \mathbb{R}^3 \), \( u \in \mathcal{U} \subseteq \mathbb{R}^2 \).

As illustrated in [3], given a target steady state \( \hat{x} \), the control objective is to find a control action of the form \( u(k) = F_H(\xi(k), \hat{\xi}) \) such that the states of system (4) is steered as close as possible to the target state \( \hat{\xi} \) while fulfilling the state and input constraints. The MPC framework described in [18] can be applied to control the system represented in (4). The resultant constrained optimisation problem is given as

\[
\min_{U_k, \theta} V_H(U_k, \theta; \xi, \hat{\xi})
\]

subject to

\[
\begin{align*}
\xi(0) &= \xi \\
\xi(k) &\in \mathcal{X} \\
\xi(k) &\in \mathcal{X}_{ca} \\
u(k) &\in \mathcal{U} \\
\xi(k+1) &= A\xi(k) + Bu(k), \quad k = 0, 1, \ldots, H \\
(\xi_{ss}, u_{ss}) &= M_{u}\rho \\
(\xi(H), \theta) &\in \mathcal{X}_i
\end{align*}
\]

(5)

where \( H \) is the prediction horizon of the MPC, \( \rho \) is a parameter vector that characterises the subspace of steady-states and inputs, \( \mathcal{X}_{ca} \) defines the convex set representing the collision-free zone on the road, and the terminal set \( \mathcal{X}_i \) is designed as in [18]. The performance index \( V_H(U_k, \theta; \xi, \hat{\xi}) \) is defined as

\[
V_H(U_k, \theta; \xi, \hat{\xi}) = \sum_{k=0}^N \left[ ||\xi(k) - \xi_{ss}||_Q^2 + ||u(k) - u_{ss}||_R^2 \right] + ||\xi(H) - \xi_{ss}||_F^2 + ||\xi_{ss} - \hat{\xi}||^2_T
\]

(6)

The solution to (5) results in an optimal input sequence \( U^*(k) = (u^*(0; \xi, \hat{\xi}), u^*(1; \xi, \hat{\xi}), \ldots, u^*(H - 1; \xi, \hat{\xi})) \), and a parametrised steady-state \( \rho^*(\xi, \hat{\xi}) \). The net control action applied on the plant is given as:

\[
u_{mpc} = u^*(0; \xi, \hat{\xi})
\]

(7)

The prediction horizon has been chosen as \( H = 30 \), weighting matrices \( Q = \text{diag}(10^3, 10^{-2}, 10^{-2}) \), \( R = \text{diag}(10^3, 10^{-2}) \), \( P \) is the solution to discrete-time algebraic Riccati equation, \( T = 10^{-3} \), \( P \), and the nominal control action \( K = [660.03, 262.3416, 45] \), which is computed by solving the LQR problem.

A. Collision Avoidance Constraints

To ensure that the trajectories generated by the MPC controller are safe, additional collision avoidance constraints represented by a convex polyhedron \( \mathcal{X}_{ca} \) are added to the optimisation problem in (5). The hyperplanes describing the polyhedron \( \mathcal{X}_{ca} \) are constructed using inequalities of the form

\[ a_{ca,i}x + b_{ca,i}y + c_{ca,i} < 0 \]

(8)

where \( i \) is the \( i \)th hyperplane representing an edge of the safe collision-free part of the road, \( (a_{ca,i}, b_{ca,i}, c_{ca,i}) \) are the parameters depicting the equation of line in 2D space, and \( (x, y) \) are the global coordinates. To identify the collision-free zones on the road and generate the collision avoidance set \( \mathcal{X}_{ca} \), the technique proposed in [19] is utilised where artificial potential fields are used to obtain a local risk-map for the SV. The addition of these collision-avoidance constraints ensure that the trajectories generated by solving the constrained optimisation problem in (5) are restricted to the safe regions of the road for the combination of any admissible \( \xi(0) \) and \( \hat{\xi} \). An interested reader is directed to [19] for further design details of these constraints. At each discrete time instant \( k \), the problem in (5) with additional constraints (8) is solved by setting the target state and the initial state to \( \xi = [y, \psi, v]^T \) and \( \xi(0) = [y, \psi, v]^T \), respectively. The optimal trajectory \( \xi^* = [x, y, \psi, v]^T \) is generated by simulating the non-linear single-track vehicle model described in [19] with the optimal inputs \( u^* \) from the solution of MPC problem (5). In the current implementation, it is assumed that the SV can perfectly track this reference trajectory.

VI. EVALUATION

A. Decision Model Performance

We assessed the decision model’s performance on a withheld portion of the dataset consisting of 20% of the available samples. We note that without the TTC and the utility features, as well as the exclusion of some lane changes from the dataset (see Section IV-B), the decision model’s accuracy did not reach beyond 67%. Considering that humans driving behaviour is inherently fuzzy, such low classification accuracy is to be expected. The accuracy gain of 17% shows that the engineered features successfully capture contextual information about a driving scene that is important for human drivers’ decision making. The importance values for all the used features are shown in Figure 4. Feature \( x_{RL} \) is the most important in predicting the manoeuvre class, followed by the \( TTC_{RL} \) and
Fig. 4. Feature importance values. The higher the value, the more important the feature is for classifying the manoeuvre decisions.

Fig. 5. Model accuracy with inclusion of past vehicles’ states in the feature vector.

\[ \Delta \] Other features associated with cars on the right adjacent lane and the vehicles’ types (i.e., passenger car, truck or a motorcycle) showed to have no noticeable influence on the model’s performance and hence were removed from the feature vector.

We also studied the effect of including the past states of the ego vehicle and the cars surrounding it in the feature vector on the basis that past states may hold additional information such as cues about the interactions between the drivers in the scene. We experimented with a different number of past states and varied the length of the time-gap between them. The accuracy of the trained decision models is visualized in Figure 5. The plot shows that the performance of the classifier improves as the number of past states is increased. Furthermore, the accuracy gain is greater for larger step-sizes.

**B. Performance of the Integrated System**

As a qualitative performance measure of the approach, we performed simulations, whereby the actions of the simulated SV is logged while the dynamic environment evolves as per ground truth data recordings. This allows us to compare the trajectory that results from the actions taken by the SV to that of the human driver. A lane-change is only considered if its assigned probability is greater than a set threshold. The threshold defines the level of confidence required prior to initiating a lane change. In the current implementation, we have set the threshold to 80%. The computed trajectory of the simulated car and the trajectory of the human driver are shown in Figure 6. Acceleration and steering actions of the SV are shown in Figure 7. The result demonstrates a behaviour akin to that of the human driver. Another observation in this particular example is that the human driver completes the manoeuvre in a shorter duration, as indicated by the vehicles trajectory. However, this observation is not true across all the validation results. To generate more human-like lane change trajectories, we attempted to predict the duration of a lane change for a given feature vector \( F \). However, we found there to be no correlation between the driving context and the lane change duration. This is presumably because the duration is primarily governed by the drivers’ personal driving style rather than the immediate driving situation.

**C. Sensitivity Analysis**

We assessed how the probability assigned to each manoeuvre changes with the relative position of a vehicle in SV's desired lane. Value of \( x_{FL} \) was manually changed from 0 m to 25 m while keeping the remaining feature values unchanged. The resulting probability values are plotted in Figure 8.
expected, when the distance between the two vehicles is reduced, the assigned probability value for a lane change manoeuvre decreases. This relationship between the gap size and the manoeuvre class has emerged from the training data. We performed similar analysis with other features, but for the sake of brevity, the results are not included in this paper. We found that when the absolute value of the utility feature is low, the model becomes less sensitive to other features. Ambiguity among manoeuvre classes remains high regardless of the variation in other features’ values. With a decision threshold of 80%, many otherwise acceptable lane change instances would be missed, resulting in decisions that may not perfectly reflect the preferences of passengers onboard. Lowering the decision threshold is one solution, but doing so will result in decisions that are further from the nominal (i.e. commonly occurring) driving behaviour.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented an integrated decision-making and motion planning approach for highly automated driving on freeways. By making use of a set of features that were extracted from driving data, it is demonstrated that useful contextual information can be captured for generating driving behaviours akin to that of humans. Additionally, the planned trajectories are persistently feasible, providing a safety-net to the autonomous driving functionality.

As a scope limitation for this paper, we assumed that a single decision model is representative of passengers’ preferences. However, to achieve a more personalised driving style, a potential future direction is to cluster the drivers behaviour into different styles and train a decision model on each of the clusters [20]. Future work will also involve extending the current framework with a motion prediction module, such that the autonomous vehicle can predict other drivers’ intentions and adapt its driving strategy accordingly.
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