Conditions for avoiding large cancellation in type-I seesaw mechanism with four-zero texture
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In this letter, we search for conditions that the mass matrix of light neutrinos \( m_\nu \) is not a result of large cancellations in the type-I seesaw formula with four-zero texture. For the Yukawa matrix of neutrinos \( Y_\nu \) and heavy Majorana mass matrix \( M_R \), these conditions have the form \( (Y_\nu)_{12} \propto (m_\nu)_{12} \Rightarrow (Y_\nu)_{12} \propto (M_R)_{12} \). We call them alignment conditions because they align the second rows or columns of the three neutrino mass matrices. If these conditions do not hold, the large mixing in \( m_\nu \) is a result of fine-tuning due to the cancellation of several large terms. Then they are also required from the viewpoint of naturalness.

They place rough restrictions on flavor structures of neutrinos. Under these conditions, \( Y_\nu \) must have a mild hierarchy. For \( M_R \), the 12 submatrix has the same mild hierarchy as \( Y_\nu \) and \( m_\nu \). However, the 23 submatrix has a strong hierarchy without some fine-tuning. Therefore, it is likely that \( Y_\nu \) and \( M_R \) have qualitatively different flavor structures. Furthermore, since they incorporate CP phases of the matrix elements, these non-cancellation conditions imply an existence of universal generalized CP symmetry in the neutrino sector.

I. INTRODUCTION

Researches on the peculiar flavor structure of the Standard Model may provide some hints to the flavor puzzle and the theoretical origin of the Higgs boson. On the other hand, treatments of the flavor strongly depend on what we consider the Higgs boson is. Therefore, studies of mass matrices in a model-independent way is one dominant approach.

Among them, the four-zero texture \((M_f)_{11} = (M_f)_{13,31} = 0\) is still one of viable texture \([2, 25]\). This system has a nice property called seesaw invariance in the type-I seesaw mechanism \([26, 28]\). By imposing the four-zero texture on the right-handed neutrino mass \( M_R \) and the Yukawa matrix \( Y_\nu \), the mass of light neutrino \( m_\nu \) also becomes the four-zero texture. However, its type-I seesaw relation has many terms and its physical meaning is unclear. In this letter, we explore conditions that no large cancellation occurs in this type-I seesaw relation, its properties, and
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consequences.

This letter is organized as follows. In the next section, we explore conditions under which the seesaw relation with the four-zero texture does not have large cancellations. Sec. 3 gives a survey of properties of such conditions and their restrictions on the flavor structure of neutrinos. In Sec. 4, we discuss the consequences of imposing these conditions on $m_\nu$ with the trimaximal mixing condition. The final section is devoted to a summary.

II. TYPE-I SEESAW MECHANISM AND FOUR-ZERO TEXTURE

In this section, we discuss cancellations between terms of the neutrino mass matrices in the type-I seesaw mechanism with four-zero texture. Suppose that the Dirac neutrino mass matrix $M_D$ and the Majorana mass matrix of right-handed neutrinos $M_R$ have the following four-zero texture;

$$M_D = \frac{v}{\sqrt{2}} Y_\nu = \begin{pmatrix} 0 & C_\nu & 0 \\ C_\nu^* & D_\nu & B_\nu \\ 0 & B_\nu^* & A_\nu \end{pmatrix}, \quad M_R = \begin{pmatrix} C_R & D_R & B_R \\ D_R^* & C_R & B_R \\ 0 & B_R & A_R \end{pmatrix}. \quad (1)$$

The Hermiticity of $M_D$ can be justified by the parity symmetry of the left-right symmetric model \[29–31\]. Since the phases of $B_\nu$ and $C_\nu$ can be removed by redefinition of fields, $M_D$ and $Y_\nu$ are set to be real matrices without loss of generality. Thus, let $A_\nu \sim D_\nu$ be real parameters and $A_R \sim D_R$ be complex ones.

In a model with the type-I seesaw mechanism, the mass matrix of light neutrinos $m_\nu$ also have the four-zero texture \[3, 5\]:

$$m_\nu = M_D M_R^{-1} M_D^T \quad (2)$$

$$= \begin{pmatrix} 0 & 0 & 0 \\ 0 & \frac{F_\nu^2}{A_R} & \frac{A_\nu F_\nu}{A_R} \\ 0 & \frac{A_\nu F_\nu}{A_R} & \frac{A_\nu^2}{A_R} \end{pmatrix} + \begin{pmatrix} 0 & \frac{C_\nu^2}{C_R} & \frac{2 C_\nu D_\nu}{C_R} & \frac{C_\nu D_\nu}{C_R} \\ \frac{2 C_\nu D_\nu}{C_R} & \frac{2 C_\nu^2 D_R}{C_R} & \frac{2 C_\nu D_\nu}{C_R} & \frac{B_\nu C_\nu}{C_R} \\ \frac{2 C_\nu D_\nu}{C_R} & \frac{B_\nu C_\nu}{C_R} & \frac{B_\nu^2 C_\nu}{C_R} & \frac{B_\nu C_\nu}{C_R} \end{pmatrix} = \begin{pmatrix} 0 & c & 0 \\ c & d & b \\ 0 & b & a \end{pmatrix}. \quad (3)$$

where $F_\nu = (B_\nu C_R - B_R C_\nu)/C_R$. In general, $a \sim d$ are also complex parameters. Note that the first matrix has determinant zero and its rank is equal to one. If $|A_\nu| \gtrsim |F_\nu|$ holds, the contributions of the first matrix in Eq. (3) can be neglected except for the 33 components, because the parameters $a, b, d$ are expected to be similar magnitude from the bi-maximal $\theta_{23}$. By assuming $Y_\nu$ and $M_D$ have the following hierarchy,

$$|A_\nu| \gg |B_\nu|, |D_\nu|, |C_\nu|, \quad (4)$$
this requirement is rewritten as

\[ |A_\nu| \gtrsim |F_\nu| = |B_\nu - C_\nu \frac{B_R}{C_R}| \iff \left| \frac{A_\nu}{C_\nu} \right| \gtrsim \left| \frac{B_R}{C_R} \right| . \tag{5} \]

The condition (\(5\)) compares degrees of hierarchies between \(M_R\) and \(M_D\). Under Eq. (\(5\)), the form of \(m_\nu\) becomes rather concise;

\[ m_\nu \simeq \begin{pmatrix} 0 & \frac{C^2_\nu}{C_R} \frac{C_\nu D_\nu}{C_R} + \frac{C_\nu D_\nu}{C_R} (D_\nu - C_\nu \frac{B_R}{C_R}) \frac{B_\nu C_\nu}{C_R} \frac{A^2_\nu}{A_R} \end{pmatrix} = \begin{pmatrix} 0 & c & 0 \\ c & d & b \\ 0 & b & a \end{pmatrix}. \tag{6} \]

In this case, we obtain

\[ \frac{b}{c} \simeq \frac{B_\nu}{C_\nu}, \tag{7} \]

a relation of ratios between elements of \(m_\nu\) and \(Y_\nu\).

On the other hand, when Eqs. (\(3\)) and (\(\overline{3}\)) do not hold and the hierarchy of \(M_R\) is so strong

\[ |A_\nu/C_\nu| \ll |B_R/C_R|, \]

the terms containing \(F_\nu\) in Eq. (\(\overline{3}\)) are quite larger than the other matrix elements \(m_\nu \sim C^2_\nu/C_R \sim A^2_\nu/A_R\), and large cancellations are required among the terms. In this situation, the large mixings of neutrinos are a result of fine-tuning between terms with large values. Therefore, the condition (\(\overline{7}\)) is also required from the viewpoint of naturalness.

A similar relation holds for the 22 components of \(m_\nu\). Since \(|b| \sim |d|\) holds in Eq. (\(\overline{3}\)), a condition for a large cancellation is

\[ \frac{2C_\nu D_\nu}{C_R} \simeq \frac{C^2_\nu D_R}{C^2_R}, \quad \frac{|C_\nu D_\nu|}{C_R} \gg \frac{C_\nu B_\nu}{C_R}. \tag{8} \]

This can be rephrased as the following,

\[ \left| D_\nu - C_\nu \frac{D_R}{C_R} \right| \simeq |D_\nu| \gg |B_\nu|. \tag{9} \]

On the contrary, a condition for such cancellation not to occur is

\[ \left| D_\nu - C_\nu \frac{D_R}{C_R} \right| \lesssim |B_\nu|. \tag{10} \]

In this case \(d \simeq C_\nu D_\nu/C_R\) holds and we obtain

\[ \frac{d}{c} \simeq \frac{D_\nu}{C_\nu}. \tag{11} \]

Note that these relations include phases of \(b, c\) and \(d\). Since \(B_\nu, C_\nu,\) and \(D_\nu\) are taken as real parameters, relative phases of \(b, c\) and \(d\) must be almost zero (or \(\pi\)) in this basis. For example,
such a situation is realized by the diagonal reflection symmetries (DRS) \[22–24\]:

\[
R M^*_{\nu,D,R} R = M_{\nu,D,R}, \quad R = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad M_{\nu,D,R} = \begin{pmatrix} F_{\nu,D,R} & iC_{\nu,D,R} & iE_{\nu,D,R} \\ iC_{\nu,D,R} & D_{\nu,D,R} & B_{\nu,D,R} \\ iE_{\nu,D,R} & B_{\nu,D,R} & A_{\nu,D,R} \end{pmatrix}.
\] (12)

By redefining phases of \( l_L \) and \( \nu_R \), all the mass matrices \( m_\nu \) and \( M_{D,R} \) in the neutrino sector have only real parameters, and indeed the conditions (7) and (11) are real. More generally, this situation can be achieved by an imposition of the same generalized CP symmetry (GCP) \[32–35\] on the neutrino sector. For this purpose, it is sufficient that the GCPs of \( M_D \) and \( M_R \) are the same in the seesaw mechanism,

\[
X M^*_{D,R} X^\dagger = M_{D,R}, \quad \Rightarrow \quad X m^*_\nu X^T = m_\nu,
\] (13)

with a unitary matrix \( X \).

A. Reasons for conditions

Here, we discuss why such conditions are necessary. When the mass matrices (1) are expressed as \( M_D = (y_1, y_2, y_3) \) and \( M_R = (M_1, M_2, M_3) \) by 3 dimensional vectors \( y_i \) and \( M_i \), the inverse matrix of \( M_R \) can be written as

\[
M^{-1}_R = \frac{1}{\text{Det} M_R} \begin{pmatrix} A_R D_R - B_R^2 & -A_R C_R & B_R C_R \\ -A_R C_R & 0 & 0 \\ B_R C_R & 0 & -C_R^2 \end{pmatrix} = \frac{1}{\text{Det} M_R} \begin{pmatrix} (M_2 \times M_3)^T \\ (M_3 \times M_1)^T \\ (M_1 \times M_2)^T \end{pmatrix}. \] (14)

The rank one matrix in \( m_\nu \) \[3\] is generated from a part of \( M_R^{-1} \):

\[
m_\nu \supset \frac{1}{\text{Det} M_R} \begin{pmatrix} 0 & C_\nu & 0 \\ C_\nu & D_\nu & B_\nu \\ 0 & B_\nu & A_\nu \end{pmatrix} \begin{pmatrix} -B_R^2 & 0 & B_R C_R \\ 0 & 0 & 0 \\ B_R C_R & 0 & -C_R^2 \end{pmatrix} \begin{pmatrix} 0 & C_\nu & 0 \\ C_\nu & D_\nu & B_\nu \\ 0 & B_\nu & A_\nu \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & \frac{F^2_{\nu}}{A_R} & \frac{A_\nu F_\nu}{A_R} \\ 0 & \frac{A_\nu F_\nu}{A_R} & \frac{A_\nu^2}{A_R} \end{pmatrix}. \] (15)

Then the restriction (3) on \( F_\nu \) is rewritten as a condition on the third row of \( M_R \) as follows

\[
|F_\nu| \lesssim |A_\nu| \quad \Rightarrow \quad |(M_1 \times M_2)^T \cdot y_2| \lesssim |(M_1 \times M_2)^T \cdot y_3|. \] (16)
Here, the inner product $\cdot$ does not involve Hermitian conjugation and is in general a complex number. The rest of $m_\nu$ comes from

$$m_\nu \geq \frac{1}{\text{Det} M_R} \begin{pmatrix} 0 & C_\nu & 0 \\ C_\nu & D_\nu & B_\nu \\ 0 & B_\nu & A_\nu \end{pmatrix} \begin{pmatrix} A_R D_R & -A_R C_R & 0 \\ -A_R C_R & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & C_\nu & 0 \\ C_\nu & D_\nu & B_\nu \\ 0 & B_\nu & A_\nu \end{pmatrix} = \begin{pmatrix} 0 & \frac{C_\nu^2}{C_R} & 0 \\ \frac{C_\nu^2}{C_R} & 2C_\nu D_\nu - \frac{C_\nu^2 D_R}{C_R} & B_c C_\nu \\ 0 & B_c C_\nu & 0 \end{pmatrix}.$$  

(17)

In a similar way, the condition (10) containing $D_R$ can be rewritten as follows under the assumption that Eq. (16) holds:

$$|D_\nu - C_\nu \frac{D_R}{C_R}| \lesssim |B_\nu| \Rightarrow |(M_2 \times M_3)^T \cdot y_2| \lesssim |(M_2 \times M_3)^T \cdot y_3|.$$  

(18)

Since the inner products between the first and third rows of $M_R^{-1}$ and $y_2$ are small, these conditions are rewritten as

$$(M_2 \times M_3)^T \cdot y_2 \simeq (M_1 \times M_2)^T \cdot y_2 \simeq 0 \Leftrightarrow y_2 \simeq \alpha M_2 \simeq \beta m_2.$$  

(19)

Here $\alpha, \beta$ are some complex numbers and $m_\nu = (m_1, m_2, m_3)$. In an equivalent notation, we arrive at the following result,

$$(M_D)_{i2} \simeq \alpha (M_R)_{i2} \simeq \beta (m_\nu)_{i2}.$$  

(20)

These conditions align the second rows (or columns) of the mass matrices. Therefore, we call Eqs. (7) and (11), or Eq. (20) as the alignment conditions. The discussion here is similar to the sequential dominance [36–40]. However, it is different in that $M_R$ is not diagonalized. The result obtained on the trimaximal condition later is also different from the constrained sequential dominance [41–44].

### III. PROPERTIES OF ALIGNMENT CONDITIONS

In this section, we will examine the properties of the alignment conditions. First of all, let us explore parameter region where these conditions (7) and (11) hold. The Majorana mass matrix of $\nu_R$ is represented by $M_D$ and $m_\nu$ as

$$M_R = M_D^T m_\nu M_D$$  

(21)

and

$$= \begin{pmatrix} 0 & \frac{F_R}{a} & \frac{A_R F_R}{a} \\ \frac{F_R}{a} & A_\nu F_R & \frac{A_\nu^2 F_R}{a} \end{pmatrix} + \begin{pmatrix} \frac{C_\nu^2}{c} & C_\nu D_\nu & B_c C_\nu \\ C_\nu D_\nu & \frac{C_\nu^2 (D_\nu - \frac{4}{c} C_\nu)}{c} & B_c C_\nu \\ 0 & B_c C_\nu & 0 \end{pmatrix} = \begin{pmatrix} 0 & C_R & 0 \\ C_R & D_R & B_R \\ 0 & B_R & A_R \end{pmatrix}.$$  

(22)
where \( F_R = (c B_\nu - b C_\nu)/c \). Imposing the inequality (\ref{eq:inequality}) on the 12 and 23 components of \( M_R \), we obtain

\[
\frac{|B_R|}{|C_R|} = \left| \frac{A_\nu (c B_\nu - b C_\nu) + a B_\nu C_\nu}{a C_\nu^2} \right| \lesssim \frac{|A_\nu|}{|C_\nu|}. \tag{23}
\]

Since the term \( a B_\nu C_\nu \) can be neglected from the hierarchy (\ref{eq:hierarchy}), the deviation of \( B_\nu \) from Eq. (\ref{eq:range}) can be expressed in terms of a complex parameter \( \epsilon \);

\[
B_\nu \equiv \frac{b}{c} C_\nu + \epsilon, \quad |\epsilon| = \left| B_\nu - \frac{b}{c} C_\nu \right| \lesssim \frac{a C_\nu}{c}. \tag{24}
\]

Thus, this \( \epsilon \) is restricted to a region with a width of about \( C_\nu \). For example, by assuming \( Y_\nu \simeq Y_e \), the size of this limit is about \( C_e \simeq \sqrt{m_\mu m_\tau} \sim 7 \, \text{MeV} \) with \( B_e \simeq m_\mu \sim 100 \, \text{MeV} \). The range is sufficiently large to allow renormalization and threshold corrections. From \( |a| \sim |b| \), the magnitude of \( B_\nu \) for this range of \( |\epsilon| \) becomes \( 0 \lesssim |B_\nu| \lesssim 2 b C_\nu/c \).

Similarly, we define

\[
D_\nu \equiv \frac{d}{c} C_\nu + \delta, \tag{25}
\]

for the 22 component. Eq. (\ref{eq:range}) and (\ref{eq:range2}) leads to

\[
\left| D_\nu - C_\nu \frac{D_R}{C_R} \right| = \left| -(D_\nu - \frac{d}{c} C_\nu) \right| \lesssim |\delta| \lesssim |B_\nu| \lesssim \frac{b C_\nu}{c}. \tag{26}
\]

From \( |a| \sim |b| \sim |d| \), the allowed ranges of \( \epsilon \) and \( \delta \) are comparable.

### A. Flavor structure and alignment conditions

The alignment conditions place rough constraints on the hierarchy of \( Y_\nu \) and \( M_R \). For \( Y_\nu \), if the conditions (\ref{eq:hierarchy}) hold, then the hierarchy of \( Y_\nu \) becomes mild and cascade-like. Here, waterfall and cascade texture are matrices of the following form [15].

\[
M_{\text{waterfall}} \sim \begin{pmatrix}
\delta^2 & \lambda \delta & \delta \\
\lambda \delta & \lambda^2 & \lambda \\
\delta & \lambda & 1
\end{pmatrix}, \quad M_{\text{cascade}} \sim \begin{pmatrix}
\delta & \delta & \delta \\
\delta & \lambda & \lambda \\
\delta & \lambda & 1
\end{pmatrix}. \tag{27}
\]

Although the original paper assumed \( 1 \gg \lambda \gg \delta \), this letter includes a situation with \( \lambda \gtrsim \delta \). If the four-zero texture arises from sequential breaking of flavor symmetry such as \( SU(3)_F \) (or its subgroup), the cascade type is desirable for flavor structures of \( Y_\nu \) and \( M_D \). The observation of the CKM matrix also suggests a cascade type for Hermitian \( Y_d \).
Furthermore, the bi-maximal mixing of $\theta_{23}$ implies $|a| \sim |b| \sim |d|$ in $m_\nu$ (3). These conditions place constraints on the sizes of matrix elements. First, the condition $|a| \sim |b|$ leads to

$$\frac{B_\nu C_\nu}{C_R} \sim \frac{A^2_\nu}{A_R} \iff \frac{A_R A_\nu}{B_\nu C_\nu}.$$  

(28)

Thus, the magnitude of $M_R$ for the third generation is enhanced by $A_\nu / B_\nu$ and much larger than that of $Y_\nu$. If there is also no significant cancellation between the 22 components, $d \sim b$ also leads to

$$\frac{D_R}{C_R} \sim \frac{D_\nu}{C_\nu} \sim \frac{B_\nu}{C_\nu} \simeq \frac{b}{c}.$$  

(29)

This suggests a relatively mild hierarchical structure for light generations of $M_R$, similar to that of $Y_\nu$ and $m_\nu$.

These facts can also be seen from the reconstruction of $M_R$. Substituting Eqs. (24) and (25) into Eq. (22), $M_R$ for given $Y_\nu$ and the upper limit of its absolute value are

$$M_R = \begin{pmatrix} 0 & \frac{C^2_\nu}{c} + \frac{d C^2_\nu}{c^2} + \frac{2 \delta C_\nu}{c} \frac{\epsilon A_\nu}{a} + \frac{b C^2_\nu}{c^2} + \frac{\epsilon C_\nu}{c} \frac{A^2_\nu}{a} & 0 \\ \frac{\epsilon A_\nu}{a} + \frac{b C^2_\nu}{c^2} + \frac{\epsilon C_\nu}{c} & \frac{A^2_\nu}{a} & 0 \\ 0 & \frac{A_\nu B_\nu}{a} & \frac{A^2_\nu}{a} \end{pmatrix} \lesssim \begin{pmatrix} C_\nu & 0 & 0 \\ 0 & C_\nu & 4 D_\nu A_\nu \\ 0 & A_\nu & \frac{c A^2_\nu}{a C_\nu} \end{pmatrix}. \quad (30)$$

In this case, $M_R$ has relatively mild hierarchy and satisfies Eqs. (28) and (29). On the other hand, in a situation like $|B_\nu|, |D_\nu| \gg |b C_\nu/c|$, Eq. (28) and Eq. (29) do not hold and $M_R$ will be a waterfall type matrix with strong hierarchy [20]:

$$M_R \simeq \begin{pmatrix} 0 & \frac{C^2_\nu}{c} & 0 \\ \frac{B^2_\nu}{a} + \frac{2 D_\nu C_\nu}{c} & \frac{A_\nu B_\nu}{a} & \frac{A^2_\nu}{a} \\ 0 & \frac{A_\nu B_\nu}{a} & \frac{A^2_\nu}{a} \end{pmatrix}. \quad (31)$$

In particular, if equalities hold for the conditions (6) and (11) with $\epsilon = \delta = 0$, the conditions also hold for $M_R$ (31),

$$\frac{D_\nu}{C_\nu} = \frac{d}{c} \iff \frac{D_R}{C_R} = \frac{D_\nu}{C_\nu}. \quad (32)$$

$$\frac{B_\nu}{C_\nu} = \frac{b}{c} \iff \frac{B_R}{C_R} = \frac{B_\nu}{C_\nu}. \quad (33)$$

Equivalently, the structure of $M_R$ is

$$M_R = \frac{C_\nu}{c} \begin{pmatrix} 0 & C_\nu & 0 \\ C_\nu & D_\nu & B_\nu \\ 0 & B_\nu & \frac{c A^2_\nu}{a C_\nu} \end{pmatrix} = \begin{pmatrix} 0 & C_R & 0 \\ C_R & D_R & B_R \\ 0 & B_R & A_R \end{pmatrix}. \quad (34)$$
In this case, a partially universal texture emerges in the three mass matrices of the neutrino sector \( m_\nu, M_D \) and \( M_R \). This suggests the universality of underlying flavor physics and is very attractive from the viewpoint of model building.

B. The condition for \( M_R \)

Let us consider the range where these conditions (32) and (33) hold for \( D_R \) and \( B_R \). First, by taking a ratio of the 12 and 22 components of Eq. (30),

\[
\frac{(M_R)_{22}}{(M_R)_{12}} = \frac{d}{c} + \frac{2 \delta}{C_\nu} + \frac{\epsilon^2 c}{a C_\nu^2}.
\]

From Eqs. (24) - (26), \(|\delta|, |\epsilon| \lesssim |b C_\nu/c|\) holds. The upper limit of the absolute value of Eq. (35) in this range will be about \(4d/c\), which is comparable to the allowed range of \( D_\nu/C_\nu \) of \(0 \lesssim |D_\nu/C_\nu| \lesssim 2d/c\).

However, the condition for \( B_R \) holds in a very narrow region. If we take the ratio of matrix elements of \( M_R \) (30) in the same way in Eq. (35),

\[
\frac{(M_R)_{23}}{(M_R)_{12}} = \frac{b}{c} + \frac{\epsilon}{C_\nu} + \frac{\epsilon c A_\nu}{a C_\nu^2}.
\]

From this, the range of \( \epsilon \) for which Eq. (33) is approximately valid is

\[
|\epsilon c A_\nu| \lesssim \frac{b}{c} \ \Rightarrow \ |\epsilon| \lesssim \frac{ab C_\nu^2}{c^2 A_\nu}.
\]

It means that the magnitude of \( \epsilon \) is constrained to about \(C_\nu^2/A_\nu\). For example, if we consider \(Y_\nu \simeq Y_e\), the range becomes very narrow, \(C_\nu^2/A_e \simeq m_e m_\mu/m_\tau \simeq 0.03 \text{ MeV}\). Such a strict restriction is not realistic for renormalization and or threshold corrections. On the contrary, if we consider the upper limit of \( \epsilon \) as Eq. (24), the third term of Eq. (36) for \( \epsilon \sim C_\nu \) is as large as \(A_\nu/C_\nu\). Therefore, the condition (33) for \( B_R \) seems to be less accurate than that of \( Y_\nu \).

In conclusion, the flavor structure of \( M_R \) with the four-zero texture and alignment conditions can be similar to \( Y_\nu \) for the 12 submatrix. By contrast, it is difficult to make the same structures for the 23 submatrix of \( M_R \) and \( Y_\nu \) without fine-tunings. As you can see in Eq. (30), \( Y_\nu \) and \( M_R \) are likely to have qualitatively different flavor structures. However, even if \( B_\nu \) in \( Y_\nu \) at low energy does not satisfy the strict limit (17), it is quite possible that the universality (33) \( B_R/C_R = B_\nu/C_\nu \) is valid in high energy regions such as the GUT scale.
IV. APPLICATION TO TRIMAXIMAL MIXING AND MAGIC SYMMETRY

Here we will analyze a neutrino mass matrix with four-zero texture that satisfies the alignment condition and the trimaximal mixing [46–52]. The four-zero texture with a trimaximal condition is given by [53]

\[
m_{\nu T} = \begin{pmatrix}
0 & c & 0 \\
c & c + a & c + a \\
0 & c + a & a
\end{pmatrix}, \\
m_{\nu T} \begin{pmatrix} 1 \\ -1 \\ 1 \end{pmatrix} = -c \begin{pmatrix} 1 \\ -1 \\ 1 \end{pmatrix}.
\] (38)

This matrix satisfies the following magic symmetry [49], which is equivalent to the eigenvector condition (38);

\[
S_2 m_{\nu T} S_2 = m_{\nu T}, \\
S_2 = \begin{pmatrix}
\frac{1}{3} & \frac{2}{3} & -\frac{2}{3} \\
\frac{2}{3} & \frac{1}{3} & \frac{2}{3} \\
-\frac{2}{3} & \frac{2}{3} & \frac{1}{3}
\end{pmatrix}, \\
S_2^2 = 1_3.
\] (39)

However, even if we impose the trimaximal condition (38) on the general \( m_{\nu} \) [3], there are so many terms and physical meanings are unclear. Besides, if the trimaximal mixing is a consequence of the cancellation among terms with large values, it is difficult to derive relations for the matrix elements of \( Y_\nu \) and \( M_R \). Therefore, here we impose the alignment conditions Eqs. (7) and (11).

From \( b = \frac{c}{C_\nu}(B_\nu - \epsilon) \) and \( d = \frac{c}{C_\nu}(D_\nu - \delta) \), the mass matrix \( m_{\nu} \) [3] is represented by the deviations \( \epsilon \) and \( \delta \) as

\[
m_{\nu} = \begin{pmatrix}
0 & \frac{c^2}{C_R} & 0 \\
\frac{c^2}{C_R} & \frac{C_\nu}{C_R}(D_\nu - \delta) & \frac{C_\nu}{C_R}(B_\nu - \epsilon) \\
0 & \frac{C_\nu}{C_R}(B_\nu - \epsilon) & \frac{A^2}{A_R}
\end{pmatrix} = \begin{pmatrix} 0 & c & 0 \\ c & d & b \\ 0 & b & a \end{pmatrix}.
\] (40)

By identifying Eq. (III) with \( m_{\nu T} \) (38), two new relations arise;

\[
c + a = \frac{c^2}{C_R} + \frac{A^2}{A_R} = \frac{C_\nu}{C_R}(B_\nu - \epsilon) = \frac{C_\nu}{C_R}(D_\nu - \delta).
\] (41)

Or, equivalently,

\[
C_\nu \left( 1 + \frac{a}{c} \right) = D_\nu - \delta = B_\nu - \epsilon.
\] (42)

As a result, the first and second generations of \( Y_\nu \) must have roughly the same structure as \( m_{\nu} \). Without the alignment condition, it is difficult to extract such a relation from only the trimaximal condition (38).
Under the alignment condition, the form of $M_D$ is found to be

$$M_D = \begin{pmatrix} 0 & C_{\nu} & 0 \\ C_{\nu} & \frac{(a+c)C_{\nu}}{c} + \delta \left( \frac{(a+c)C_{\nu}}{c} + \epsilon \right) \\ 0 & \frac{(a+c)C_{\nu}}{c} + \epsilon & A_{\nu} \end{pmatrix}. \tag{43}$$

By further imposing DRS \([12]\), $m_{\nu T}$ \([38]\) reproduces the MNS matrix with an accuracy of $O(10^{-2})$ and predicts $a \simeq 2c$ \([24]\). In this case, these parameters are evaluated to $B_{\nu} \sim D_{\nu} \sim 3C_{\nu}$. A reconstructed $M_R$ \([34]\) from $m_{\nu}$ and $M_D$ becomes

$$M_R = \begin{pmatrix} 0 & \frac{C_{\nu}^2}{c} & \frac{C_{\nu}^2}{c} \\ \frac{C_{\nu}^2}{a} \frac{c^2}{a^2} + \frac{(a+c)C_{\nu}^2}{c^2} + \frac{2\delta C_{\nu}}{c} & \frac{cA_{\nu}}{a} + \frac{(a+c)C_{\nu}^2}{c^2} + \frac{\epsilon C_{\nu}}{c} & 0 \\ 0 & \frac{cA_{\nu}}{a} + \frac{(a+c)C_{\nu}^2}{c^2} + \frac{\epsilon C_{\nu}}{c} & \frac{A_{\nu}^2}{a} \end{pmatrix}. \tag{44}$$

If we can justify that $\epsilon$ is as small as Eq. \((37)\), flavor structures such as Eqs. \((43)\) and \((44)\) are relatively easy to realize in the $SU(3)$ or $A_4$ model with a flavon with vacuum expectation value $\langle \varphi \rangle = (0, -1, 1)$. Thus, we can expect a universal flavor structure for $m_{\nu}, Y_{\nu}$ and $M_R$ with mild hierarchies. Furthermore, relations $A_{\nu,R} + C_{\nu,R} = B_{\nu,R}$ lead to the magic symmetry \([39]\) for $M_D$ and $M_R$, and matrix elements of $m_{\nu}, M_D$ and $M_R$ are concisely related as the previous study \([24]\).

Perhaps a solution $F_{\nu} = A_{\nu}$, or equivalently, $\epsilon C_{\nu}/C_R = a$ is similar to the sequential dominance \([36, 37]\) and seems to be natural because it separates the contributions of the two mass scales $a$ and $c$ in Eq. \((38)\). In this case, $B_{\nu} = C_{\nu}$ holds and further imposition of $B_{\nu} = D_{\nu}$ leads to $D_R = C_R$. This is also similar to the constrained sequential dominance (CSD) \([11]\).

V. SUMMARY

In this letter, we search for conditions that the mass matrix of light neutrinos $m_{\nu}$ is not a result of large cancellations in the type-I seesaw formula with four-zero texture. For the Yukawa matrix of neutrinos $Y_{\nu}$ and heavy Majorana mass matrix $M_R$, these conditions have the form $(Y_{\nu})_{i2} \propto (m_{\nu})_{i2} \Rightarrow (Y_{\nu})_{i2} \propto (M_R)_{i2}$. We call them alignment conditions because they align the second rows or columns of the three neutrino mass matrices. If these conditions do not hold, the large mixing in $m_{\nu}$ is a result of fine-tuning due to the cancellation of several large terms. Then they are also required from the viewpoint of naturalness.

They place rough restrictions on flavor structures of neutrinos. Under these conditions, $Y_{\nu}$ must have a mild hierarchy. For $M_R$, the 12 submatrix has the same mild hierarchy as $Y_{\nu}$ and $m_{\nu}$. However, the 23 submatrix has a strong hierarchy without some fine-tuning. Therefore, it is likely
that $Y_\nu$ and $M_R$ have qualitatively different flavor structures. Furthermore, since they incorporate CP phases of the matrix elements, these non-cancellation conditions imply an existence of universal generalized CP symmetry in the neutrino sector.

If the conditions are satisfied, information of $Y_\nu$ can be immediately extracted from a reconstructed $m_\nu$. By combining the alignment conditions with the trimaximal mixing condition, two such relations $(Y_\nu)_{22} \simeq (Y_\nu)_{23} \simeq (Y_\nu)_{12}[(m_\nu)_{12} + (m_\nu)_{33}] / (m_\nu)_{12}$ were obtained. Without the conditions, it is generally difficult to translate the trimaximal condition into such a relation for matrix elements in the type-I seesaw mechanism.
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