An Improved Deep Belief Network Prediction Model Based on Knowledge Transfer
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Abstract: A deep belief network (DBN) is a powerful generative model based on unlabeled data. However, it is difficult to quickly determine the best network structure and gradient dispersion in traditional DBN. This paper proposes an improved deep belief network (IDBN): first, the basic DBN structure is pre-trained and the learned weight parameters are fixed; secondly, the learned weight parameters are transferred to the new neuron and hidden layer through the method of knowledge transfer, thereby constructing the optimal network width and depth of DBN; finally, the top-down layer-by-layer partial least squares regression method is used to fine-tune the weight parameters obtained by the pre-training, which avoids the traditional fine-tuning problem based on the back-propagation algorithm. In order to verify the prediction performance of the model, this paper conducts benchmark experiments on the Movielens-20M (ML-20M) and Last.fm-1k (LFM-1k) public data sets. Compared with other traditional algorithms, IDBN is better than other fixed models in terms of prediction performance and training time. The proposed IDBN model has higher prediction accuracy and convergence speed.
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1. Introduction

As a type of deep neural network, deep belief network (DBN) has a powerful predictive classification function. DBN is widely used in the field of prediction, such as recommendation systems. Nowadays, the Internet is developing rapidly, and it has become a big problem to obtain the desired resources from massive resources in a short period of time, and the recommendation system came into being. Currently, recommendation systems have been widely used on e-commerce platforms. With the continuous development of the Internet, more and more people are accustomed to conducting commodity transactions through the Internet. Recommendation systems can not only satisfy user interests, but also bring profits to enterprises. More and more e-commerce websites use recommendation systems, such as Amazon product recommendation, Douban music recommendation, news recommendation, etc. Therefore, using deep neural networks to improve the prediction accuracy of recommendation systems is the future development trend of the Internet.

In the field of deep learning, the internal structure of sample data is characterized by establishing a multi-level representation model, that is, by extracting high-level features layer by layer, so as to obtain a more abstract object representation [1]. The research of deep learning has a great impact in the field of artificial intelligence [2]. Deep models such as DBNs (deep belief networks) [3], convolutional neural networks (CNNs) [4] and recurrent neural networks (RNNs) [5] have been maturely applied to machine learning, pattern recognition, feature extraction and data mining. Inspired by deep learning and hierarchical representation, Professor Hinton proposed DBN as a generation model composed of multi-layer nonlinear neural units [6,7]. Through unsupervised learning and supervised learning,
it can be applied to feature learning, prediction classification and image processing of sample data [8]. However, descriptions of how to determine the structure and size of the model are rarely seen in the literature. The network structure of DBN is generally derived from experience. If the network structure (including the number of neurons in each layer and the number of hidden layers) is set, it will not change, and doing so will bear a higher computational cost [9]. Shen et al. [10] determined the DBN structure through repeated manual experiments, but its model operation efficiency was low and the model performance was poor. However, the complexity of the network structure determines the ability to solve complex problems. Therefore, the more complex the network structure of DBN, the stronger the ability to solve complex problems. In the process of training DBN, the larger the number of neurons and the deeper the hidden layer, the more difficult the training and the longer the corresponding training time. At the same time, training errors are also accumulating, resulting in low accuracy of the model. In practical applications, DBN needs to build different network structures for different task scenarios. However, due to the lack of corresponding theoretical support and efficient training methods, researchers need to set network parameters based on experience, resulting in low model operation efficiency and poor model performance during the modeling process [11]. In order to prevent DBN from low training accuracy or data overfitting, it is very necessary for DBN to independently construct the best network structure. Therefore, how to independently construct the best network structure of DBN and obtain good performance has become a problem worth studying.

With the in-depth research on the DBN model, many researchers have proposed a variety of methods to improve the DBN model. Lopes et al. [12] proposed an adaptive step size technology to control the model learning rate, thereby improving the convergence of the contrastive divergence (CD) algorithm. Specifically, the learning rate of the model is controlled according to the update direction of the model parameters after iteration. Roy et al. [13] proposed to combine the effective features extracted by DBN with the sequence classifier of the recurrent neural network to improve the search performance of word hypotheses. Geng [14] et al. linked DBN with neuroscience and proposed a DBN based on glial cell mechanism to improve the performance of DBN for extracting data features. Although these improved deep belief networks (IDBNs) have good effects in many fields, if DBN can build a network model independently during the training process, it may greatly improve training efficiency. Palomo et al. [15] determined the neural network structure by self-organizing structure to improve the learning efficiency of neural network. However, when it comes to DBN, the self-organizing structure becomes very complicated [16].

Chen et al. [11] proposed a Net2Net technology to accelerate the experimental process by transferring knowledge from the previous network to a new, deeper and wider network. Inspired by this, transferring the important knowledge learned to the newly added substructure becomes an optimization method to determine the DBN structure. Afridi et al. [17] pointed out that transfer learning is the transfer of knowledge from the source task to the target task. He applied transfer learning to convolutional neural networks (CNNs). They transfer the feature layer knowledge learned from one CNN (source task) to another CNN (target task) to achieve transfer learning. It also shows that the knowledge of the source task will affect the performance of the target task. In fact, the idea of transfer learning can be applied to neural networks as a new learning framework to solve model training problems [11].

In view of the above analysis, we will propose a method based on knowledge transfer to construct the DBN network structure to determine the best model structure to improve training efficiency and model performance. First, initialize a basic three-layer structure, including the input layer (visible unit layer), hidden layer, and output layer. Through pre-training, the learned weight parameters are fixed. This is the first step of pre-training. Secondly, using the technology of knowledge transfer to transfer the weight parameters of the initial structure to a new and more complex structure, according to the expanded network rules, including expanding the network width and depth, independently constructs the best DBN network structure. At this point, the pre-training phase is completed. Next, the partial least square regression (PLSR) method is used to fine-tune the parameters
of the IDBN structure. Qiao et al. [18] proposed that the back propagation (BP) algorithm has local minimum, long training time and gradient dispersion problems. He et al. [19] combined PLSR with the extreme learning machine, which overcomes the defects of the extreme learning machine itself, improves the prediction accuracy, and makes the model more robust. Therefore, using PLSR algorithm instead of BP algorithm can avoid the problems of BP algorithm. Finally, two types of prediction experiments are performed on the public data sets of Movielens-20M (ML-20M) and Last.fm-1k (LFM-1k). Compared with other fixed models, IDBN has higher prediction accuracy.

The structure of this paper is as follows: the first section introduces the related work on DBN, the second section introduces the improved deep belief network prediction model, including its construction algorithm, the third section gives the experimental process and the proof results, and finally the summary of this article.

2. Related Works

2.1. DBN

DBN is a probabilistic generative model composed of ordered stacking of multiple restricted Boltzmann machines (RBMs). The learning process of DBN is divided into two stages: unsupervised learning and supervised learning. First, the pre-training process of DBN uses an unsupervised layer-by-layer greedy method to obtain network weight parameters through the contrastive divergence (CD) algorithm; secondly, a supervised BP algorithm is used to fine-tune the weight parameters. An unsupervised learning process is from the input layer to the top layer of associative memory layer, while for the contrary, it is supervised learning process. The basic structure and learning process of DBN are shown in Figure 1.

![The basic structure and learning process of deep belief network (DBN).](image)
2.2. Unsupervised Learning Based on RBM

Unsupervised learning is a process of obtaining initial weights by training stacked RBMs layer by layer. The basic structure of RBM is shown in Figure 2. Given a set of states \( h = (h_1, h_2, \ldots, h_m) \) and a set of parameters \( \theta = (w_{ij}, b_i, c_j) \), the energy function and joint probability distribution are defined as follows:

\[
E(v, h|\theta) = -\sum_{i=1}^{n} b_i v_i - \sum_{j=1}^{m} c_j h_j - \sum_{i=1}^{n} \sum_{j=1}^{m} v_i w_{ij} h_j
\]

(1)

\[
P(v, h|\theta) = \frac{\exp(-E(v, h|\theta))}{Z(\theta)}
\]

(2)

where \( Z(\theta) \) is the partition function, \( v \) is the visible layer unit vector, \( h \) is the hidden layer unit vector, and \( w_{ij} \) is the weight matrix connecting the visible layer and the hidden layer, \( b_i \) and \( c_j \) are the bias vectors of the visible layer unit and the hidden layer unit, respectively. Calculate the marginal probability distribution about \( v \) through the joint probability distribution:

\[
P(v|\theta) = \frac{\sum_{h} \exp(-E(v, h|\theta))}{Z(\theta)}
\]

(3)

To update the weight parameters of RBM, the partial derivative with respect with respect to \( P(v|\theta) \) needs to be calculated. The parameter update rules are as follows:

\[
\Delta \theta = \frac{\partial \log P(v, h)}{\partial \theta} = E_{data}(v|h) - E_{model}(v|h)
\]

(4)

\[
\theta_{i+1} = \theta_i + \mu \Delta \theta
\]

(5)

where \( \mu \) is the learning rate of the model. Since the second part of formula (4) contains the high computational complexity of the partition function, the CD algorithm is usually used to approximate \( E_{model} \). The training process of the CD algorithm only needs \( K \) steps (usually \( K = 1 \)) Gibbs sampling to get good results. The sampling process of K-CD algorithm is shown in Figure 3.
In the sampling process, when the state of the visible layer unit is given, the activation probability of the $j$-th hidden layer unit is:

$$P(h_j = 1 | v, \theta) = \sigma \left( c_j + \sum_i v_i w_{ij} \right)$$

(6)

where $\sigma(x) = \frac{1}{1 + e^{-x}}$. Similarly, when the state of the hidden layer unit is given, the activation probability of the $i$-th visible layer unit is:

$$P(v_i = 1 | h, \theta) = \sigma \left( b_i + \sum_j w_{ij} h_j \right)$$

(7)

Since the RBM unit state value is binary. Taking the hidden layer unit as an example, the state value of the hidden layer unit $h_j \in \{0, 1\}$ is determined by the random number $r_j \in [0, 1]$, and the value state of $h_j$ is as follows:

$$h_j = \begin{cases} 
1, & P(h_j = 1 | v) > r_j \\
0, & \text{otherwise}
\end{cases}$$

(8)

In the unsupervised learning process, the greedy layer-by-layer training algorithm is used to train each layer of RBM from low to high. The hidden layer of each RBM is mapped to a different feature space. The higher the hidden layer, the more abstract features are obtained. The last hidden layer and the output layer of the top layer constitute an associative memory layer, which can correlate the optimal parameters of the remaining layers. Through unsupervised learning, DBN can obtain prior knowledge. In this paper, the initial weight obtained by pre-training is taken as an important knowledge in the process of knowledge transfer, which is the premise to determine the optimal network structure of DBN.

2.3. Supervised Learning Based on BP Algorithm

The main purpose of the BP algorithm is to fine-tune the initial weights obtained by pre-training to obtain the optimal weights. Assuming that $y$ is the actual output calculated by DBN through the initial weight, and $y'$ is the corresponding target output, the loss function is defined as:

$$E = \frac{1}{2} (y - y')^2$$

(9)

The weight is updated by gradient descent, so the weight update rule is:

$$\Delta w_{ij}^{t+1} = w_{ij}^t + \Delta w_{ij}^t$$

(10)

$$\Delta w_{ij} = -\eta \frac{\partial E}{\partial w_{ij}}$$

(11)
where $\tau$ represents the number of iterations, and $\eta$ represents the learning rate.

Because of the gradient dispersion problem in BP algorithm, the gradient will become more and more sparse with the increasing number of hidden layers. The gradient dispersion problem is the main reason why the BP algorithm falls into a local minimum. Therefore, this paper adopts PLSR (partial least square regression) method to improve DBN convergence speed and fine-tuning accuracy.

3. Methods

In this section, the idea of transfer learning is applied to DBN to obtain the desired DBN. The basic idea of knowledge transfer is to transfer the knowledge learned from the initial network to a new network with a more complex structure. Its purpose is to accelerate the training of complex networks, realize the independent construction of the best network structure of DBN, improve the independent analysis ability of the model, and ensure that the model reaches the optimal state. Because DBN has strong feature detection and extraction capabilities, and can efficiently extract attribute data of different dimensions in input samples, DBN is often used for predictive classification problems.

In order to determine the optimal network structure of DBN and further improve and perfect the performance of DBN network, we propose a method for determining the network structure based on knowledge transfer. Knowledge transfer involves two operations: (1) expanding the network width, that is, adding a new hidden layer unit; (2) expanding the network depth, that is, adding a new hidden layer. In addition, the knowledge transfer process is carried out during the pre-training stage, and the optimal structure is fixed after completion. After the DBN structure is constructed, the PLSR algorithm is used instead of the BP algorithm to fine-tune the entire model. The DBN structure construction process is shown in Figure 4.

![DBN structure construction process](image-url)
3.1. DBN Structure Construction Method Based on Knowledge Transfer

This section provides the DBN self-construction pre-training stage based on knowledge transfer to improve the convergence speed and prediction performance of the model. The specific implementation steps are as follows:

S1: Standardize the data set. Including the analysis of the data set, classification, removal of noise, false data, feature standardization, etc. Standardize the data range to the [0,1] interval. Formula (12) is used for standardization processing.

\[
x_{ij}^* = \frac{x_{ij} - \overline{x}_j}{s_j}
\]

where \(x_{ij}\) represents the sample point, \(\overline{x}_j\) represents the mean value of the \(j\)-th variable, and \(s_j\) represents the standard deviation of \(x_j\). The formula for standard deviation is shown in (13). After preprocessing, the \(N\) training samples \(X\) are divided into three categories: training set \(X_{tr}\), validation set \(X_{va}\) and test set \(X_{te}\).

S2: Initialize model parameters. Initialize a basic DBN structure with a network depth of 2, including the visible layer (input layer), hidden layer, and output layer. In addition, there are strict requirements on the batch classification of experimental data, the setting of the number of initial hidden layer units, the setting of initial weights and biases, the learning rate and the number of iterations. Faced with a large number of data samples, it is necessary to classify samples for model training. Small batches of sample data can alleviate the computational burden. We set the batch of experimental data to 30 records per training. The number of initial hidden layer units is set to 40 for a single hidden layer unit. Initialize the connection weight, the visible layer and the hidden layer unit bias to \(N(0,0.1)\) random numbers conforming to the normal distribution. Learning rate is an important parameter, which not only affects the training efficiency of pre-training, but also affects the parameter update in the fine-tuning stage. We set the learning rate in the pre-training phase to 0.01, and the learning rate in the fine-tuning phase to 0.1. A reasonable number of iterations can effectively improve model performance. In order for each RBM to be fully trained, the number of iterations is set to 300.

S3: Pre-training (feature learning). In pre-training, each RBM uses the CD algorithm from bottom to top to complete the training and save the network parameters \(W^{(i)} \in \mathbb{R}^{m \times n}\) and \(W^{(i+1)} \in \mathbb{R}^{n \times p}\). The purpose of model training is that DBN can reflect real data to the greatest extent after feature learning. This process can predict and classify data by extracting features and reducing dimensionality of high-dimensional data.

S4: Calculate the reconstruction error. In each layer of RBM, the reconstruction value of the input sample of the visible layer is obtained through the CD algorithm, and the reconstruction error is calculated by the difference between the reconstruction value and the initial input sample. If the reconstruction error reaches the minimum preset value, stop building and go to S7, otherwise, go to S5.

The definition of reconstruction error is as follows:

\[
\text{Re}_{\text{error}} = \frac{\sum_{i} \sum_{j} |v_{ij} - \hat{v}_{ij}|}{n \cdot m}
\]

where \(n\) and \(m\) are the number of training samples and the number of features, respectively, and \(v_{ij}\) and \(\hat{v}_{ij}\) are the original input and reconstruction input, respectively.
In order to prevent over-fitting of training data or large deviation of reconstruction data, while balancing the network training cost, when the difference between the two reconstruction errors is less than the preset value $\varepsilon$, the network stops expanding.

$$\left| \text{Re}^{(i)}(k) - \text{Re}^{(i+1)}(k) \right| < \varepsilon$$ \hspace{1cm} (15)

where $\text{Re}^{(i)}(k)$ represents the reconstruction error of the current $i$-th layer, $k$ represents the number of iterations, and $\varepsilon$ represents the preset value. The selection of the preset value is the key to determining whether the network model structure is optimized. The preset value is too large to construct the optimal network structure; the preset value is too small, resulting in too many hidden layer units and deeper layers, which increases the computational burden. For the DBN classification prediction experiment, when we choose $\varepsilon = 0.03$, the best network model structure is achieved.

S5: Expand the network width: add new hidden layer neurons. In order to expand the network width, we increase the number of hidden units each time to double the initial structure, and replace the initial weights $W^{(i)} \in \mathbb{R}^{m \times n}$ and $W^{(i+1)} \in \mathbb{R}^{n \times p}$ with twice the high-dimensional weight matrices $\hat{W}^{(i)} \in \mathbb{R}^{m \times 2n}$ and $\hat{W}^{(i+1)} \in \mathbb{R}^{2n \times p}$. The random mapping function $f : \{1, 2, \ldots, 2n\} \rightarrow \{1, 2, \ldots, n\}$ is introduced below:

$$f(j) = \begin{cases} j, & j \leq n \\ \text{sampling from} \{1, 2, \ldots, n\}, & j > n \end{cases}$$ \hspace{1cm} (16)

New weight matrices $\hat{W}^{(i)}$ and $\hat{W}^{(i+1)}$ are introduced to represent the weights of the new complex network, and give new weights:

$$W_{ij}^{(i)} = W_{i,f(j)}^{(i)}$$ \hspace{1cm} (17)

$$\hat{W}_{jk}^{(i+1)} = \frac{1}{|\{x | f(x) = f(j)\}|} W_{f(x),k}^{(i+1)}$$ \hspace{1cm} (18)

It should be noted that the first $n$ columns of the initial matrix $W^{(i)}$ are directly copied to $\hat{W}^{(i)}$, and the remaining $n$ columns are created by selecting a random variable in $f$. The weight of $\hat{W}^{(i+1)}$ needs to be divided by the replication factor $\left(1/|\{x | f(x) = f(j)\}|\right)$ to adjust the weight in the network.

In fact, we introduce a random mapping function $f$ for each RBM layer. According to the transfer knowledge rules (17) and (18), the weight parameters learned in the first layer of the initial structure are repeatedly transferred to the corresponding layer of the new network structure. Reusing the learned knowledge is the essential idea of knowledge transfer. Figure 5 shows the process of expanding the network width.

Figure 5. Perform a step to expand the network width process.
S6: Expand the network depth: add a new hidden layer. Expanding the width of the network is to allow each hidden layer to learn richer features, and expanding the depth of the network means enhancing the ability of non-linear expression, which can fit more complex feature inputs. Specifically, it is to replace the last hidden layer of the current network with an identity module. The module has two layers, which are initialized to use identity mapping to retain the original function, that is to replace the two layers \( h^{(i)} = \phi(W^{(i)}T\phi(W^{(i-1)}T h^{(i-1)}) \) with the original hidden layer \( h^{(i)} = \phi(h^{(i-1)}W^{(i)}) \). The specific process of expanding the network depth is shown in Figure 6. Therefore, the number of hidden layer units in the new layer is initially set to be the same as the number of units in the lower layer, and can be further widened when the layer is widened. The new matrix \( \hat{W} \) initializes the identity matrix and is updated during training.

![Figure 6. Perform a one-step process of expanding the network depth.](image)

The process of expanding the network depth has constraints on the activation function, that is, for all vectors \( v \), the activation function must satisfy: \( \phi(I\phi(v)) = \phi(v) \). This feature is suitable for linear rectification activation function (ReLU), but is invalid for sigmoid and tanh activation functions. However, for DBN, we can still use the network weights activated by sigmoid.

After completing step S6, go to S3.

S7: Complete the construction and fix the current structure parameters, and then enter the supervised fine-tuning stage.

### 3.2. PLSR-Based Fine-Tuning Algorithm

In the fine-tuning stage, the PLSR method is adopted. PLSR is a many-to-many modeling method. When multiple dependent variables and independent variables have multiple correlations, and the sample of observation data is small, the regression model established by PLSR has advantages that traditional classical regression analysis does not have. Although PLSR is a modeling method, it is also a supervised learning algorithm.

This paper uses the PLSR method to fine-tune the supervised parameters of the created DBN structure. Using the PLSR method to replace the BP algorithm can overcome the problems of the gradient-based supervised learning algorithm, such as local optimization and gradient dispersion. Since the PLSR method has no gradient calculation, this has also become the main advantage of PLSR. The fine-tuning steps based on PLSR are as follows:

S1: Extract the hidden layer feature vector matrix. After pre-training, the feature vectors of all hidden layers are extracted by using the input data \( X \) of the sample and the learned weights:

\[
(H_l, H_{l-1}, \ldots, H_1) = (\hat{w}_l, \hat{w}_{l-1}, \ldots, \hat{w}_1)X
\]  \hspace{1cm} (19)

S2: Use PLSR to fine-tune network parameters. The PLSR modeling process is top-down, and PLSR equations are established every two layers, so as to obtain the output weight matrix optimized by the PLSR model.
The modeling process of target output $Y$ and $H_l$ includes the following steps:

1. Extract the first component

Knowing that both $H_l$ and $Y$ are standardized, the first component $u_l$ is extracted from $H_l$:

$$u_1 = H_l p_1$$ (20)

In Formula (20), $p_l$ is the first axis of $H_l$. And $\|p_l\| = 1$, $u_l$ is the linear combination of the standardized variable $h_{l1}, h_{l2}, \ldots, h_{lm}$.

Extract the first component $v_1$ from $Y$:

$$v_1 = Y q_1$$ (21)

In Formula (21), $q_1$ is the first axis of $Y$, and $q_1 = 1$.

We require $u_1$ and $v_1$ to retain the maximum amount of information for $H_l$ and $Y$, respectively, and $u_1$ has the greatest ability to explain $v_1$. According to the principle of principal component analysis, it is actually required that the variance of $u_1$ and $v_1$ be the largest. Because the variance reflects the fluctuation of the data, the larger the variance, the more the original information can be reflected to the greatest extent. To maximize the variance $Var(u_1)/Var(v_1)$ between $u_1$ and $v_1$, the correlation coefficient $r(u_1, v_1)$ between $u_1$ and $v_1$ is the largest, that is, maximize the covariance $cov(u_1, v_1)$ between $u_1$ and $v_1$. The formal description is:

$$\arg\max (cov(u_1, v_1)) = \arg\max \sqrt{Var(u_1)Var(v_1)r(u_1, v_1)}$$ (22)

Introduce the Lagrange multiplier to solve the optimization problem:

$$L = p_1^T H_l^T Y q_1 - \frac{\lambda}{2} (p_1^T p_1 - 1) - \frac{\theta}{2} (q_1^T q_1 - 1)$$ (23)

Calculate the partial derivatives of $p_1$ and $q_1$, respectively, and get:

$$\frac{\partial L}{\partial p_1} = H_l^T Y q_1 - \lambda p_1 = 0$$ (24)

$$\frac{\partial L}{\partial q_1} = Y^T H_l p_1 - \theta q_1 = 0$$ (25)

It can be derived:

$$\lambda = \theta$$ (26)

$$H_l^T Y Y^T H_l p_1 = \lambda^2 p_1$$ (27)

$$Y^T H_l H_l^T Y q_1 = \lambda^2 q_1$$ (28)

It can be seen that $p_1$ is the eigenvector of $H_l^T Y Y^T H_l$ and $\lambda^2$ is the corresponding eigenvalue. Additionally, our objective function is to maximize $\langle u_1, v_1 \rangle$, which is derived as follows:

$$\max cov(u_1, v_1) = \max (u_1 \cdot v_1) = \max (H_l p_1 \cdot Y q_1) = \max (p_1^T H_l^T Y q_1) = \max (\lambda)$$

That is, $p_1$ is the unit feature vector corresponding to the maximum feature value of $H_l^T Y Y^T H_l$.

Similarly, $q_1$ is the unit eigenvector corresponding to the maximum eigenvalue of $Y^T H_l H_l^T Y$.

After obtaining the first axis $p_1$ and $q_1$, the components $u_1 = H_l p_1$ and $v_1 = Y q_1$ can be obtained. Then find the regression equations of $H_l$ and $Y$ to $u_1$ respectively:

$$H_l = u_1 c_1^T + E$$ (29)
\[ Y = u_1r_1 + F \]  
\[ E \text{ and } F \text{ in Equations (29) and (30) are the residual matrices of the two regression equations, respectively, and the regression coefficient vectors } c_1 \text{ and } r_1 \text{ are calculated using the least square method as:} \]

\[
c_1 = \frac{H_1^T u_1}{\| u_1 \|^2} \tag{31}\]
\[
r_1 = \frac{Y^T u_1}{\| u_1 \|^2} \tag{32}\]

(2) Extract the second component

Substituting the residual matrix \( E \) and \( F \) for \( H_1 \) and \( Y \), and using the same method to calculate \( p_2 \) and \( q_2 \), we get:

\[
u_2 = E p_2 \tag{33}\]
\[
v_2 = F q_2 \tag{34}\]

Similarly, \( p_2 \) and \( q_2 \) are the unit eigenvectors corresponding to the largest eigenvalues of \( E^T FF^T E \) and \( F^T EE^T F \), respectively.

Therefore, the regression equation of \( E \) and \( F \) to \( u_2 \) is:

\[
E = u_2 c_2^T + E_1 \tag{35}\]
\[
F = u_2 r_2 + F_1 \tag{36}\]

Then, calculate the second set of regression coefficients:

\[
c_2 = \frac{E^T u_2}{\| u_2 \|^2} \tag{37}\]
\[
r_2 = \frac{F^T u_2}{\| u_2 \|^2} \tag{38}\]

(3) By analogy, starting from step (3), the optimal number of principal components can be determined by minimizing the absolute error (AE), and the iteration can be stopped.

\[
AE_{m(l)} = \| Y - \hat{Y} \| \tag{39}\]

where \( Y \) is the expected output, and \( \hat{Y} \) is the predicted output of extracting \( m \) principal components.

(4) Establish the PLSR equation and get the optimized output weight vector

After the value of \( m \) is determined, the PLSR equation of \( Y \) versus \( u_1, u_2, \ldots, u_m \) is finally obtained:

\[
\hat{Y} = u_1r_1 + u_2r_2 + \ldots + u_mr_m + F_m \tag{40}\]

Equation (40) can be written in matrix form as follows:

\[
\hat{Y} = U R + F = H_l P R + F_m \tag{41}\]

Therefore, the PLSR model of \( y \) and \( h_l \) can be described as:

\[
\hat{y} = R_{m(l)}^T P_{m(l)}^T h_l \tag{42}\]
In Formula (42), \( \hat{y} \) is the prediction vector of \( h_l \), \( m(l) \) is the optimal number of components in the \( l \)th layer, \( R_{m(l)} \) is the regression coefficient matrix of \( h_l \), \( P_{m(l)} \) is the transformation matrix. Therefore, the output weight matrix optimized by the PLSR model is:

\[
\mathbf{w}_{\text{out}}^* = R_{m(l)}^T P_{m(l)}^T
\]  
(43)

Next, the PLSR modeling process is repeated every two layers from \( h_{l-1} \) and \( h_{l-2} \) to \( h_1 \) and \( v_{in} \). When the input layer and the first hidden layer are executed, the parameter fine-tuning phase ends, and all optimized weight matrices are obtained:

\[
\begin{align*}
\mathbf{w}_{l}^* &= R_{m(l-1)}^T P_{m(l-1)}^T \\
\mathbf{w}_{l-1}^* &= R_{m(l-2)}^T P_{m(l-2)}^T \\
\vdots \\
\mathbf{w}_{1}^* &= R_{m(in)}^T P_{m(in)}^T
\end{align*}
\]  
(44)

At this point, the independent construction process of DBN is complete.

4. Experiments

In order to verify the performance of the model proposed in this article, the prediction accuracy of the model is verified through two types of benchmark tests: (1) popularity prediction experiment based on time series; (2) rating classification prediction experiment based on user characteristics. The data set used in the experiment is a social network public data set: based on the music tag data set Last.fm-1k and based on the movie rating data set MovieLens-20M. In each experiment, the data set is divided into three categories: training set \( X_{tr} \), validation set \( X_{va} \) and test set \( X_{te} \), the corresponding data set length is \( N_{tr} \), \( N_{va} \) and \( N_{te} \). In addition, in the pre-training stage, the training set samples are used to determine the model initialization structure; in the network construction stage, the validation set samples are used to construct a knowledge transfer-based DBN structure; finally, the test set samples are used to test the DBN performance. In this paper, all experiments are run under the Window10_64bit operating system, the CPU model used is Intel Core i7-8550U 1.99GHZ, and the TensorFlow-1.10.1 deep learning framework was used to complete the simulation experiment. In this paper, root mean square error (RMSE) is used as the evaluation index of prediction effect, which is defined as follows:

\[
\text{RMSE} = \sqrt{\frac{1}{N_{te}} \sum_{i=1}^{N_{te}} (y_i - \hat{y}_i)^2}
\]  
(45)

where \( y_i \) is the target output and \( \hat{y}_i \) is the predicted output. Our goal is to minimize RMSE and maximize model performance.

4.1. Datasets

Last.fm-1k (LFM-1k): this data set contains more than 1.91 million music listening events created by 1000 users (http://ocelma.net/MusicRecommendationDataset/index.html). Each listening event is defined as a four-tuple specified by user, timestamp, artist, and song name. In this experiment, the number of listening events of the track is used as the popularity index. The data set was acquired from February 2005 to June 2009.

Movielens-20M (ML-20M): this data set [20] is the most used public data set for recommender system testing. It contains 138,493 users who rated 27,278 movies, and the number of score records is 20 million. Each movie rating event includes user, movie, rating and time stamp information. Among them, the rating index range is 0.5–5.0. In this experiment, the number of times a movie gets ratings is used as a popularity index. The data set was acquired from January 1995 to March 2015.
4.2. Popularity Prediction Based on Time Series

The problem of time-series forecasting is a regression forecasting method that uses past and current time-series data for statistical analysis to predict future development trends. We define the popularity time series of the \(i\)-th item over a period of time as \(\chi_i = \{x_i^1, x_i^2, \ldots, x_i^n\}\), where \(x_i^k\) represents the popularity of the item \(i\) in the \(k\)-th sampling period. The goal of the prediction problem is to predict the popularity \(x_{i, n+1}\) of item \(i\) in the next time period based on \(\chi_i\). The formal description is:

\[
x_{i, n+1} = f(\chi_i)
\]  

(46)

4.2.1. Validity Check

The number of hidden layer units of the initial structure of IDBN proposed in this paper is set to 40, and the number of iterations of the initial structure and the new structure are both 300, so that the DBN is fully trained, the learning rate \(k = 0.1\), and the threshold of the stopping criterion is set to 0.03. Finally, in the LFM-1k data set through the independent construction of DBN, it is determined that the hidden layer is 3 layers, that is, the stopping criterion is met when the depth is 4. Therefore, the final IDBN structure was determined to be 20-80-160-160-1. In the ML-20M data set, the hidden layer is determined to be 4 layers, that is, the stop criterion is met when the depth is 5. Therefore, the final IDBN structure was determined to be 40-80-160-320-320-10. In order to compare the accuracy of the network depth determined by IDBN, the number of hidden layers of IDBN is sequentially increased. Table 1 shows the test results of IDBN at different depths. The number of neurons in each layer is the same as the IDBN model.

| Network Depth | Last.fm-1K (LFM-1k) | Movielens-20M (ML-20M) |
|---------------|---------------------|------------------------|
|               | Rerror  | Correct Rate | Running Time (s) | Rerror  | Correct Rate | Running Time (s) |
| 2             | 1.8867  | 80.6%        | 21.65             | 1.9542  | 81.2%        | 25.42             |
| 3             | 0.5346  | 84.3%        | 23.96             | 1.2914  | 84.5%        | 26.84             |
| 4             | 0.5123  | 89.6%        | 27.56             | 0.6722  | 86.8%        | 29.51             |
| 5             | 0.4554  | 86.7%        | 30.67             | 0.6547  | 89.5%        | 31.44             |
| 6             | 0.3935  | 81.9%        | 34.53             | 0.5652  | 87.2%        | 35.72             |

According to Table 1, as the network depth increases, the reconstruction error continues to decrease, but the running time is gradually increasing. For LFM-1k, when the depth is 4, the accuracy of the test data reaches the maximum; for ML-20M, when the depth is 5, the accuracy of the test data reaches the maximum, which further proves the correctness of the self-built algorithm.

In order to further show the effectiveness of IDBN prediction, a representative popularity sequence is selected from LFM-1k and ML-20M. Take the music "All I Need" as an example: select 1 month as the time interval, and use the number of comments obtained in each month as the popularity size to obtain the popularity time series. The popularity time series from 2006 to 2007 is used to train IDBN and predict the popularity in 2008. The forecast results are shown in Figure 7. Taking the movie "Forrest Gump" as an example, half a year is selected as the time interval, and the number of comments obtained in half a year is used as the popularity size to obtain the popularity time series. The popularity time series from 1996 to 2008 was used to train IDBN and forecast the popularity from 2009 to 2016. The forecast results are shown in Figure 8. Among them, the training result is the result after the implementation of PLSR fine-tuning. It can be seen from the experimental results that all time series points have been accurately predicted.
4.2.2. Predictive Performance Evaluation

In order to show the superiority of IDBN in the popularity time series, this paper compares the prediction performance of IDBN with the benchmark model. The comparison results are shown in Table 2, which includes RMSE and average training time. It should be pointed out that the parameters of all models in the table are selected through trial and error, so the performance is the best. Methods for comparison include self-organizing cascade neural network (SCNN) [21], new association model (NAM) [22], and other fixed structure models of DBN, such as CDBN, which is a DBN model with continuous input. The performance of auto-regressive integrated moving average (ARIMA) model is better than the support vector machine algorithm (SVR), because ARIMA is better at dealing with periodic time series as a classical time series analysis method. In the prediction problem based on time series, IDBN can continuously adjust the weight parameters in the model through independent construction and repair functions to obtain the improvement of prediction accuracy. Therefore, according to the experimental results, it can be concluded that IDBN can provide in the heat prediction experiment Better predictions.

| Methods | LFM-1k | ML-20M |
|---------|--------|--------|
|         | RMSE   | Training Time (s) | RMSE   | Training Time (s) |
| SCNN    | 0.3654 | 42.52   | 0.3724 | 44.25   |
| NAM     | 0.3745 | -       | 0.3958 | -       |
| DBN     | 0.6525 | 41.23   | 0.6724 | 43.68   |
| CDBN    | 0.5535 | 44.95   | 0.5620 | 45.33   |
| ARIMA   | 0.4247 | -       | 0.4352 | -       |
| SVR     | 0.4967 | 39.65   | 0.4822 | 38.44   |
| IDBN    | 0.3425 | 31.56   | 0.3614 | 30.71   |
4.3. Rating Classification Prediction Based on User Data

Because DBN has powerful feature detection and feature extraction functions, we use IDBN to perform efficient feature extraction on each user in the ML-20M dataset, and finally obtain the user’s rating prediction for the corresponding movie. Generally speaking, the rating range is [0.5, 5], reflecting the degree of preference from low to high, and each level represents a category. Therefore, the output layer of IDBN is a logistic regression classifier, and the number of neurons in the output layer is 10. The rating scale is shown in Table 3.

| Rating | Coding       | Label  | Rating | Coding       | Label  |
|--------|--------------|--------|--------|--------------|--------|
| 0.5    | 0000000001   | 0.5sort| 3      | 0000100000   | 3 sort |
| 1      | 0000000010   | 1 sort | 3.5    | 0001000000   | 3.5sort|
| 1.5    | 000000100    | 1.5sort| 4      | 0010000000   | 4 sort |
| 2      | 000001000    | 2 sort | 4.5    | 0100000000   | 4.5sort|
| 2.5    | 000010000    | 2.5sort| 5      | 1000000000   | 5 sort |

4.3.1. Validity Check

After IDBN’s independent construction, the IDBN structure is finally determined: 40-160-160-160-160-10. After fine-tuning based on PLSR, test samples are used to verify whether the IDBN model can provide unbiased estimates. In the experiment, we randomly selected 100 users, and for each user, we obtained the actual ratings and predicted ratings of the users in the test sample. The experimental results are normalized. The test results are shown in Figure 9.

Figure 9. Comparison of actual ratings and predicted ratings.

According to the experimental results, the predicted value of IDBN mostly falls on the diagonal line, indicating that the predicted value is roughly the same as the target value, that is, IDBN can provide an unbiased estimate.

4.3.2. Predictive Performance Evaluation

In this experiment, different configurations of the ML-20M data set were performed. First, 50,000 users were randomly selected, and 30,000 users were selected as the training set, and the remaining 20,000 users were selected as the test set. According to the number of training users, the training set is divided into the following three categories: MovieLens3w, MovieLens2w, Movielens1w. For each test user, the ratings in the range of 100 (200, 300) are called Rating0-100, Rating100-200, and Rating200-300. Through these different configuration combinations, a total of 9 data sets are obtained: M3wR0-100, M3wR100-200, M3wR200-300, M2wR0-100, M2wR100-200, M2wR200-300, M1wR0-100, M1wR100-200, M1wR200-300. Since the sparsity of the data set is an important factor that affects the experimental results, this paper
conducts experiments on data sets with different degrees of sparsity. This kind of method of configuring data sets is widely used in the field of collaborative filtering \cite{23,24}. The experimental results are shown in Table 4.

**Table 4.** Route mean square error (RMSE) of each recommendation algorithm under different sparseness data.

| User Number | Methods | Rating0-100 | Rating100-200 | Rating200-300 |
|-------------|---------|-------------|---------------|---------------|
| 1w          | DBN     | 0.7635      | 0.7542        | 0.7354        |
|             | SVD     | 0.8042      | 0.7824        | 0.7642        |
|             | IDBN    | 0.7454      | 0.7334        | 0.7132        |
| 2w          | DBN     | 0.7653      | 0.7435        | 0.7311        |
|             | SVD     | 0.7834      | 0.7735        | 0.7565        |
|             | IDBN    | 0.7135      | 0.7049        | 0.7045        |
| 3w          | DBN     | 0.7632      | 0.7443        | 0.7256        |
|             | SVD     | 0.7737      | 0.7642        | 0.7586        |
|             | IDBN    | 0.7143      | 0.7094        | 0.7022        |

It can be seen from Table 4 that the IDBN proposed in this paper has achieved better results under different sparseness data sets. Since most of the ML-20M data set is user statistical information and movie attribute information, the method in this paper is only based on predictions made for user rating information. It can be seen that the richer the user rating information is, the more the feature information obtained by the model is sufficient. The lower the RMSE value, the higher the predictive performance of the model.

In order to further evaluate the predictive performance of IDBN, we compared IDBN with traditional recommendation algorithms. These algorithms include singular value decomposition (SVD), restricted boltzmann machine (RBM), k-nearest neighbor algorithm (KNN), and traditional DBN. Iterative training is carried out under the M3wR200-300 data set, where the KNN method has nothing to do with the number of iterations, so the experimental results of KNN are constant. As the number of iterations of the SVD method increases, the RMSE curve changes significantly, and there is a trend of convergence when the iterations are about 130 times. The IDBN proposed in this paper has a tendency of convergence of about 80 iterations, and its RMSE reaches 70.45%. The experimental results show that IDBN has a faster convergence speed and higher prediction classification accuracy. The experimental results are shown in Figure 10.

![Figure 10. The accuracy of the recommendation algorithm.](image-url)
5. Conclusions and Future Work

This paper uses the basic idea of knowledge transfer to solve the problem that traditional DBN is difficult to quickly determine the best network structure. Through independent construction of the network structure, the traditional DBN structure is built into a larger complex network, so that DBN can obtain richer data characteristics and deeper abstract expression, and use the PLSR algorithm to fine-tune the network parameters of the self-constructed DBN. The PLSR algorithm avoids the gradient dispersion problem of the BP algorithm and greatly improves the fine-tuning accuracy. Finally, the IDBN structure with the best performance is obtained. In order to verify the prediction performance of the model, this paper conducts two types of prediction experiments on the public data sets of LFM-1k and ML-20M: popularity prediction based on time series and rating classification prediction based on user data. Compared with classic time series algorithms and traditional recommendation algorithms, IDBN is superior to other fixed models in terms of prediction performance and training time. However, in the training process, the DBN model also has limitations. Since the network connection weight parameters after self-construction are more, the representation vector of the input data cannot be too dense. Therefore, in the future work, the relationship between the sparse representation of the network and the performance of the model will be further studied to improve the efficiency of the algorithm. At the same time, the model should be run on a noisy industrial data set to improve the robustness of the model.
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