Comparing two- and three-dimensional models of scrape-off layer turbulent transport
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Abstract
There exists a large body of previous work using reduced two-dimensional models of the scrape-off layer (SOL), which model fluctuations in the drift-plane but approximate parallel transport with effective loss terms. Full size three-dimensional simulations of SOL turbulence in experimental geometries are now possible, but are far more computationally expensive than 2D models. We therefore use a flux-tube geometry model of the SOL to compare the results of 2D simulations to 3D simulations with a similar setup, looking for systematic differences. Our setup mimics the outer SOL of a double-null plasma, with no neutrals and no shear, and is therefore likely more favourable to agreement. Overall, we do find good agreement in the basic radial profiles, probability distribution functions, and power spectra of fluctuations. However, the average temperature is over-predicted in 2D relative to 3D, and we explain the difference in terms of the effect of geometrical simplifications of devices at low power. Varying geometric parameters, we find that supersonic flow in the divertor leg, which occurs because our simulations do not include neutrals and so represent low-recycling conditions, means that the divertor leg length only has a weak effect on the output. Finally, we examine the effect of altering the magnitude of source and sink terms in 2D, concluding that they cannot easily be used to recreate both the density and temperature profiles observed in 3D simultaneously.
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1. Introduction

Management of the heat flux to the divertor targets is a major challenge for developing a full-power tokamak fusion reactor, and especially so for a commercial power plant. The exhaust power is fixed for a given design—dictated by the reactor’s rated power output and energy gain factor $Q$—but the radial profile of heat deposition sets the total area over which that heat is distributed. These radial profiles are in turn set by the level of cross-field energy transport in the scrape-off layer (SOL), compared with the rate of parallel heat transport towards the targets.

Cross-field transport in the SOL cannot be modelled as purely advective or diffusive, and instead requires resolving and then averaging turbulent fluctuations and short-lived structures [1].
Drift-fluid turbulence modelling is computationally expensive, and drastically more so in three dimensions due to the need to resolve fast parallel timescales. Therefore many reduced two-dimensional drift-plane models have been employed by the community, including ESEL [2, 3], SOLT [4, 5], STORM-2D [6, 7], and TOKAM2D [8]. These models evolve variables in the drift-plane, but simplify the parallel transport along the magnetic fields lines as overall loss terms.

It is now possible to perform full 3D scrape-off-layer turbulence simulations, which explicitly resolve fluctuations along the parallel direction. Codes with 3D capability include GBS [9], SOLT3D [10], TOKAM3X [11], GRILLIX [12], and HERMES [13]. Recently, this was even demonstrated for full-scale simulations of the turbulent SOL in the medium-sized tokamak MAST [14], using STORM-3D [15]. Several of these codes have been benchmarked against one another through simulations of the ISTTOK device [16].

However, there exists a large catalogue of previous work done with the various 2D models (e.g. [8, 17–19], as presented in the comprehensive review by D’Ippolito [20]), which successfully reproduce key experimental results, such as the universality of fluctuation statistics [21]. These codes continue to possess some advantages over the 3D models, such as computational speed, model simplicity, and physical interpretability.

We present a systematic comparison of 2D models with their closest 3D analogues, providing a basis to evaluate the systematic errors of the approximations used to truncate the models to 2D.

In section 2 we describe the systems of equations solved, before describing the parameters chosen and the domain geometry in section 3. Our results begin with a comparison of 2D and 3D simulations (section 4.1), before studying the effect of varying the divertor leg length (section 4.2), and the sensitivity to some of the overall simulation parameters (section 4.3).

2. Physical model

The model and code we will use is STORM, a SOL physics module built using the BOUT++ framework for plasma fluid simulations [22–24]. STORM has two related models: a 3D version [15, 25, 26], and a 2D version [6]. Because of the modular way that BOUT++ is designed, these two versions of the STORM code use mostly the same methods to solve the perpendicular dynamics.

STORM has previously been used to model individual filaments [6, 27], finite electron temperature effects [28], filament interactions [29], electromagnetic effects [30], neutral background [31, 32], divertor turbulence [25], and full 3D geometries [15].

2.1. Three-dimensional STORM model

We use a drift-reduced, fluid, cold-ion, electrostatic model, which evolves density $n$, $E \times B$ vorticity $\Omega$, temperature $T$, electrostatic potential $\phi$, parallel electron velocity $V$, and parallel ion velocity $U$. The equations are ultimately derived from the well-known Braginskii equations [33], where the Boussinesq approximation has been employed in deriving the vorticity equation (4).

$$\frac{\partial n}{\partial t} = -\{\phi, n\} - V\nabla\cdot n - n\nabla\cdot V + C(p) - nC(\phi) + D_n \nabla^2 n + S. \quad (1)$$

$$\frac{\partial U}{\partial t} = -\{\phi, U\} - U\nabla\cdot U - \nabla\phi - \frac{\nu_i}{\mu} (U - V) + 0.71 \nabla T - U^{\cdot} \frac{S}{n} \quad (2)$$

$$\frac{\partial V}{\partial t} = -\{\phi, V\} - V\nabla\cdot V - \mu \nabla\cdot \phi - \frac{\mu}{n} \nabla\cdot p + \nu_i (U - V) - 0.71 \mu \nabla T - V^{\cdot} \frac{S}{n} \quad (3)$$

$$\frac{\partial \Omega}{\partial t} = -\{\phi, \Omega\} - U\nabla\cdot \Omega + n[\nabla\cdot (U - V) + (U - V)\nabla\cdot \log(n)] + C(p) + \mu \nabla^2 \Omega \quad (4)$$

$$\frac{\partial T}{\partial t} = -\{\phi, T\} - \frac{2}{3} T C(\phi) - V\nabla\cdot T - \frac{2}{3} T \nabla\cdot V - \frac{2}{3 n} \nabla \cdot \phi - \frac{2}{3} 0.71 (U - V) \nabla\cdot T + \frac{2}{3 \mu \nu_i} \parallel \parallel \nabla \cdot \Omega + \frac{5}{3} T C(T) + \frac{2}{3 n} C(p) + \frac{2}{3 n} \nabla T \cdot \nabla T + \frac{5}{3} S_E + \frac{2}{3 n} \frac{1}{2 \mu} V^2 S - \frac{2}{3} \frac{V^2}{n} C(p) - \frac{T}{n} S. \quad (5)$$

$$\Omega = \nabla \cdot \left( \nabla \cdot \frac{\phi}{B^2} \right). \quad (6)$$

Here we have used the quantities electron pressure $p = n T$, parallel current $J_p = n (U - V)$, and parallel heat flux $q_p = -\kappa_{\|, 0} \nabla \cdot \nabla T - 0.71 \nabla \cdot J_p$; as well as various operators such as the total derivative $\frac{\partial f}{\partial t} = \frac{\partial f}{\partial t} + \{\phi, f\}$, the Poisson bracket $\{\phi, f\} = B \cdot (\nabla \phi \cdot \nabla f)/B$, parallel gradient $\nabla_{\|, f} = B \cdot \nabla f$, perpendicular gradient $\nabla_{\perp, f} = \nabla f - B \cdot \nabla f$, and perpendicular Laplacian $\nabla_{\perp, f}^2 = \nabla \cdot (\nabla_{\perp, f})$. $\mu$ is the electron to ion mass ratio $m_e/m_i$.

Also, within the simplified geometry described in section 3 the curvature operator acting on a scalar field $C(f)$ takes the form [7]

$$C(f) \equiv \nabla \times \left( \frac{B}{B} \right) \cdot \nabla f \approx -\frac{2}{R_{\phi} R_{\theta} R_z} \frac{\partial f}{\partial z}. \quad (7)$$

A Bohm normalisation scheme has been used for these equations (defined for STORM in [7] and [25]), in which lengths and times are normalised to the hybrid Larmor radius and the ion gyrofrequency

$$\frac{X}{\rho_s} \rightarrow x, \quad \Omega_i t \rightarrow t, \quad \frac{L_{\|}}{\rho_s} \rightarrow L_{\|}. \quad (8)$$
Table 1. Reference normalisation values of density and temperature, used for all simulations.

| \(n_0\) (10^{-19} m^{-3}) | \(T_{e,0}\) (eV) | \(T_{i,0}\) (eV) | \(B_\parallel\) (T) |
|-----------------------------|-----------------|-----------------|---------------------|
| 0.5                         | 15              | 30              | 0.24                |

Table 2. Normalised values of various dissipation coefficients used in all simulations. Calculated using the standard classical expressions from the parameters given in table 1.

| \(D_n\) | \(\mu\Omega\) | \(\kappa_\perp\) | \(\kappa_{||}\) | \(\eta\) (\(T_e = T_{e,0}\)) |
|---------|---------------|-----------------|----------------|-----------------------------|
| 2.1 \times 10^{-4} | 1.6 \times 10^{-3} | 3.3 \times 10^{-4} | 4.4 \times 10^{4} | 3.6 \times 10^{-5} |

Variables are normalised to characteristic values (for which the numerical values used are given in table 1) or combinations of them. The dimensionless forms of the evolved fluid variables are obtained from the dimensional forms through

\[ n \equiv \frac{n_e}{n_{e,0}}, \quad T \equiv \frac{T_e}{T_{e,0}}, \quad \phi \equiv \frac{e\phi}{T_{e,0}}, \]

\[ V \equiv \frac{U_{||,e}}{c_s}, \quad U \equiv \frac{U_{||,i}}{c_s}, \quad \Omega \equiv \frac{\omega_n}{\Omega_i} \]

meaning currents and sources are normalised through

\[ J_{||} \equiv \frac{j_{||}}{en_{e,0}c_s}, \quad S_n \equiv \frac{S_{n}}{n_{e,0}T_e\Omega_i^2}, \quad S_E \equiv \frac{W}{n_{e,0}T_e\Omega_i^2} \]

and the normalised parallel resistivity given by

\[ \nu_{||} \equiv \frac{0.51 \nu_{||}}{\Omega_i} \]

Diffusion coefficients are normalised to the Bohm diffusion (\(D_{\text{Bohm}} \equiv \mu_e^2 \Omega_e\))

\[ D_n \equiv \frac{D}{D_{\text{Bohm}}}, \quad \mu\Omega \equiv \frac{\mu\Omega_{\text{Bohm}}}{D_{\text{Bohm}}}, \quad \kappa \equiv \frac{\kappa}{D_{\text{Bohm}}} \]

where \(\gamma = 2 + V_\parallel\) is the sheath transmission coefficient. The parallel electron heat flux \(q_{||}\) is determined from the power flux by

\[ q_{||}|_{\text{target}} = Q_{||}|_{\text{target}} - \frac{5}{2} nTV - \frac{1}{2\mu} nV^3. \]  

The binormal boundary is periodic in both 2D and 3D, meaning that the domain is periodic in the direction perpendicular to the radial direction (and also perpendicular to the parallel direction in 3D). This periodic boundary condition is motivated by the toroidal periodicity of a tokamak, but is also the simplest choice to use that does not introduce more arbitrary assumptions about boundary conditions. Finally the radial boundary conditions are described in appendix A.

2.2. Two-dimensional STORM model

The 2D model system is a simplification of the 3D system. Grouping all terms with parallel dependence into loss terms, in the perpendicular drift-plane equations (1), (4) and (5) become

\[ \frac{\partial n}{\partial t} = \frac{1}{B} \{ \phi, n \} + C(p) - nC(\phi) + S_n + D_n \nabla_\perp^2 n - n_{\text{loss}} \]

\[ \frac{\partial \Omega}{\partial t} = \frac{1}{B} \{ \phi, \Omega \} + C(p) - \frac{\mu\Omega}{n} + \frac{\kappa_\perp \nabla_\perp^2 \Omega}{\Omega} - \Omega_{\text{loss}} \]

\[ \frac{\partial T}{\partial t} = \frac{1}{B} \{ \phi, T \} - \frac{2}{3} \nabla C(\phi) + \frac{2T}{3n} C(p) + \frac{5}{3} \nabla C(T) \]

\[ + \frac{2}{3n} S_E - \frac{T S_e}{n} + \frac{2}{3n} \kappa \nabla_\perp^2 T - T_{\text{loss}} \]

with the Laplacian inversion for the electrostatic potential (6) unchanged.

We use the so-called sheath-dissipation closure [7, 18], in which density and temperature are assumed to be constant along the parallel direction, and we treat the parallel velocities as linearly varying between the Bohm sheath values, so that \(\nabla_\parallel U \sim U/L_\parallel\).

This gives the loss rate of density and vorticity as

\[ n_{\text{loss}} = \frac{1}{L_\parallel} n V_{\text{sh}}(\phi, T) \]

\[ \Omega_{\text{loss}} = \frac{1}{L_\parallel} (V_{\text{sh}}(\phi, T) - \sqrt{T}), \]

where

\[ V_{\text{sh}}(\phi, T) = V_{\text{sh}} \sqrt{T e^{-\phi/T}}, \]

\[ V_{\text{sh}} = e^{-V_\parallel}. \]

However, we linearize the exponential sheath factor around the floating potential (as is done for example in [7]), giving

\[ V_{\text{sh}}(\phi, T) = \sqrt{T} \left[ 1 - \left( V_\parallel + \frac{\phi}{T} \right) \right]. \]
We choose the sheath-dissipation closure over the vorticity-advection closure (also described in [7]) because we found that the vorticity advection closure was not adequate for turbulence simulations, providing too little damping at large scales, which lead to the domain filling with unphysically-large structures [6].

To model parallel loss of thermal energy we interpolate between two limits, following the approach of Myra [5]. The loss rates in the two regimes (sheath-limited and conduction-limited [34]) are

\[ q_{\parallel,\text{cl}} = \left( \gamma_e - \frac{3}{2} \right) nTV_\text{sh}(\phi, T) \]

\[ q_{\parallel,\text{cl}} = \frac{2}{\eta} L_\parallel \kappa_{||,0} T^{3/2}, \]

where we have again linearized the potential dependence of the sheath velocity. The transition between the two regimes is a function of collisionality \( \nu_s \), and occurs at roughly \( \nu_s = 30 \) for a flow with mach number \( M = 1 \) (see the discussion in section 4.1.4). These loss rates are incorporated into (18) through

\[ T_{\text{loss}} = \frac{2}{3} n L_\parallel q_{\parallel}. \]

(As an aside, dropping Myra’s \( q_{\parallel,\text{cl}} \) term for the flux-limited regime [5] is equivalent to using Fundamenski’s free-streaming expression [35] when the collisionality is high, as we will see it is in these simulations.)

Harmonically averaging these loss rates through

\[ \frac{1}{q_{\parallel}} = \frac{1}{q_{\parallel,\text{sa}}} + \frac{1}{q_{\parallel,\text{cl}}}, \]

effectively means that the loss is limited to the smaller of the two rates, with a smooth switchover controlled by the collisionality. This ‘heuristic’ parallel closure that we use is therefore equivalent to a linearized version of the ‘sheath-dissipation’ closure, but which interpolates between two different regimes of parallel heat transport.

Of particular note is how the assumption of \( k_{||} = 0 \) excludes any drift-wave modes from the system, in contrast to the 3D case.

3. Numerical setup

The STORM code numerically solves (1)–(5) in 3D, and (16)–(18) in 2D. The dissipative parameters (\( \mu_\parallel, \mu_\perp, \kappa_\perp, \kappa_\parallel \)) were kept constant in time and space, and calculated using the classical expressions from [35], evaluated using the reference normalisation values of density and temperature (given in table 1). These are the same values used to simulate the MAST SOL in [3], and are similar to those used for the full 3D MAST-U geometry STORM simulations performed in [15]. Ion temperature is set to zero in the derivation of the main model equations for simplicity, but is included in table 1 because a finite value is still required for some of the dissipative expressions from [35]. We choose a value of

\[ T_{1,0} = 2T_{e,0} \] as a representative value observed experimentally in the MAST SOL [36]. The resistivity \( \eta \) was allowed to vary, following the \( T^{-3/2} \) dependence that follows from the definition

\[ \eta = 0.51 \frac{\nu_0}{F_3^{2}G_0}. \]

The equations were solved on a simplified cuboid domain (rectangular in 2D), which maps onto a schematic representation of the real SOL (figure 1). Vertically extending from target to target, the simplified domain can be interpreted as a straightened SOL flux tube, and has periodicity only in one direction. The pitch of the field lines at the edge means that our periodic direction perpendicular to both the major radius and the magnetic field in our simulations is angled relative to the real toroidal direction in experiments, and so will hereon be referred to as the binormal direction instead. The domain contains no magnetic shear, though this is a choice which could be relaxed in future work with STORM.

The numerical domain for the baseline 3D simulation spans 140.625 \( \rho_s \) in the radial (\( x \)) direction, 4000.0 \( \rho_s \) in the parallel (\( y \)) direction, and 150.0 \( \rho_s \) in the binormal (\( z \)) direction (i.e. \( L_x = 140.625, L_y = 4000.0 \) and \( L_z = 150 \) in normalized units). The 3D domain is resolved with \( 240 \times 32 \times 256 \) grid points, meaning that the grid cells were square in the perpendicular plane. In 2D the domain covers the same (\( x, z \)) extent in normalized units, but a larger resolution is used of \( 960 \times 1024 \) grid points, and (by definition) only a single grid point in the \( y \) direction. Convergence tests were performed to assess the
impact of the perpendicular grid resolution, which showed that the grid used for 3D simulations is well resolved (see appendix B).

The simulations are source-driven, meaning that a volumetric density and energy source are present near the inner boundary of the domain (see figure 1). The source-driven simulations represent a SOL constantly fed with particles and power coming from the core plasma, and were chosen over fixing either the incoming flux or the pressure at the inner boundary so as to most directly compare the 2D and 3D models. This choice was made to impose as few constraints as possible on the resultant variable and flux profiles, and separate the self-consistently generated profiles as much as possible from the inner boundary conditions.

The magnitude of the source terms was chosen so that the densities and temperatures in the 2D simulation were representative of the MAST SOL in L-mode near the ‘separatrix’, i.e. around $1.0 \times 10^{-19} \text{ m}^{-3}$ and 10 eV. This represents a relatively low-power L-mode shot. The sources in the 3D simulations were then set such that the total particles and energy injected per second was the same as in the 2D simulations (i.e. $S_{2D} L_S = \int S_{3D} dy$).

The sources (both temperature and density) are constant in the binormal direction, but have a Gaussian profile in the radial direction, centred upon a point located at $L_\parallel / 10$, and with a radial width of $L_\parallel / 120$. They are therefore extremely localized, and present only at one location on the inner side of the domain. In 3D the sources also have parallel extent. A top-hat function is used, so that the source extends from the mid-plane half-way to the target in both directions (so $L_S = 0.5 L_\parallel$ in figure 1). The point in the parallel direction at which the source ends is intended to roughly represent the position of X-point. The baseline 3D simulation therefore represents an experimental regime in which the main source of particles and power is from the core, crossing over the separatrix between the two X-points. The inner part of the domain is therefore not considered to be physical, meaning that profiles should be compared to one another only from the radial position of the sources outwards.

The sources create gradients, which display growing instabilities, which eventually non-linearly couple to produce turbulence, which drives transport in the radial direction. Throughout the domain particles, momentum, and energy are lost—in 3D by fluxes through the targets at either end, and in 2D by heuristic loss terms approximating those same parallel processes.

A statistical steady-state was required to represent a saturated L-mode turbulence regime. To obtain data from this state, each simulation was run with an initial ‘spin-up’ phase which was then discarded, and only the following phase of statistical steady state was used for analysis. The spin-up phase lasted typically around 5 ms, while the saturated phase was typically of the order of several milliseconds, which corresponds to thousands of turbulence correlation times.

A typical output of the code, which shows a snapshot of the density fluctuations at the mid-plane of a 2D simulation, is shown in figure 2.

![Figure 2](image_url) Snapshot of the typical spatial variation of the density during the saturated phase of a simulation using the two-dimensional STORM model.

4. Results and discussion

4.1. Comparison between 2D and 3D

There are multiple different metrics on which we can compare 2D and 3D simulations. Each of these metrics will help us assess the suitability of the simplified 2D model for capturing some aspect of the more complex 3D physics, or for predicting some physical result of interest. As a baseline we first compare a single 3D simulation with a single 2D simulation, set up so as to have the same sources and parallel connection length.

4.1.1. Radial profiles. The time-averaged radial profiles of quantities represent the balance achieved in steady-state between perpendicular transport and parallel loss. In our model, which has hot electrons but cold ions, the fluid variables of interest that exist in both the 2D and 3D models are density, electron temperature, and potential.

We see in figure 3 that the density profile is well-captured by the 2D simulation. The exponential falloff length is reproduced as fitting a decaying exponential to $x > L_\parallel / 10$ (so the entire region to the right of the dotted line in figure 3) gives $\lambda_n = 6.5$ cm for the 2D line and $\lambda_n = 5.4$ cm for the 3D average line. In addition the absolute value matches that of the parallel-averaged value of the 3D domain. However, the choice of which 3D average we compare to matters—there is a factor of 2 difference between the mid-plane value or the parallel-averaged value.

The temperature is less well reproduced, being overestimated at all radial positions in 2D relative to 3D ($\lambda_T = 15.3$ cm for the 2D line and $\lambda_T = 8.2$ cm for the 3D average line). This implies that the parallel heat loss is weaker (for the same upstream temperature) in 2D than in 3D, as discussed in section 4.1.4. In the SOL the sheath causes characteristic potential fluctuations to be set by the temperature ($e\phi \sim T$), so a similar difference is seen in the potential.
4.1.2. Statistical properties. Whilst the profiles tell us about the overall balance of fluxes, the statistical properties of the timeseries capture some of the dynamics of the turbulent fluctuations themselves.

Figure 4 shows that the comparison of the standard deviation of the fluctuations between 3D and 2D is very similar to that of the average profiles. The standard deviation of the parallel-average from the 3D simulations is comparable everywhere to the 2D case. The standard deviation at the X-point is very similar to the average, while at the mid-plane it is slightly higher, deviating further from the 2D case; the standard deviation at the target is significantly smaller than for the average and the 2D.

Focusing on the parallel-averaged 3D fluctuations, figures 5 and 6 show that the skewness, and kurtosis are comparable to the 2D fluctuations, out to 0.2 m. In the very far SOL the skewness is moderately higher and kurtosis substantially higher in 3D—indicating that the 3D simulation allows a greater fraction of unusually high-density structures to persist out to the very far SOL.

The correspondence of the statistics between 3D and 2D appears to hold for the whole distribution, not just for the first few moments—the probability distribution functions of the fluctuations in the potential showing little difference between 2D and 3D in the SOL (figure 7).

This similarity is potentially encouraging for the purposes of comparison: it may indicate that the dominant perpendicular dynamics is largely unchanged by the addition of parallel
Figure 7. Probability distribution functions of the fluctuations of the potential away from its mean value, plotted for different radial positions. The distributions are averaged over the binormal direction, and the statistics for the 3D case are are taken at the mid-plane. There is no significant systematic difference in the fluctuation distribution between the 2D and 3D simulations.

Figure 8. Power spectrum of density fluctuations at different spatial scales, calculated as an average over the region from 0.05 to 0.1 m. In 2D the energy cascades to smaller scales before being dissipated.

Figure 9. Average radial profiles of collisionality. Whilst the 2D simulations have \( \nu^* \sim 35 \) everywhere, the 3D simulations are much more collisional.

4.1.3. Power spectra. The power spectra can reveal cross-scale energy transfer, as well as forcing and dissipation scales (at least in cases where the scales are not very broad).

Figure 8 shows turbulent activity being greater at small scales in 2D, indicating that dissipative mechanisms remove power from the fluctuations at a larger scale in the 3D physics, and hence captured by the 2D model. This would then mean it is not important to capture the parallel modes, which are present in 3D but not in 2D—for example the possibility of drift-waves in the 3D simulations.

However, it is also possible that the dynamics needed to recreate the ‘universality’ of fluctuation spectra observed both here and in experiment are relatively common [37], and that just because a similar distribution is formed a similar underlying mechanism is not implied.

4.1.4. Parallel heat fluxes. The biggest systematic difference between the radial profiles in 2D and 3D is in the temperature profiles, so we now look at the cause of these differences in the form of the parallel heat fluxes.

The collisionality is defined as the ratio of parallel length scale (in this case connection length) to the particle mean free path

\[ \nu^* = \frac{L_\parallel}{\lambda_{\text{mfp}}}, \]

and can be estimated through equation (4.105) from Stangeby’s textbook [34]

\[ \nu^* = 1.0 \times 10^{-1} \frac{n L_\parallel}{T^2}, \]

where \( n \) is in \( \text{m}^{-3} \), \( L_\parallel \) in m and \( T \) in eV. Figure 9 shows that in 2D the collisionality is high everywhere, in the sense it is comparable to or higher than the transition crossover point of \( \nu^* \sim 30 \). This is due to the low temperature. The 2D parallel simulation than in the 2D simulation. This observation motivated the choice to use substantially higher resolution in the 2D simulations, to verify that the cascade region was not distorted by the dissipation region. Nevertheless, appendix B shows that the choice of resolution in 3D does not significantly affect the overall results, implying that the location of the diffusion scale plays only a minor role. The temporal Fourier spectra (not shown) exhibit a similar trend: in 2D the activity extends down to smaller temporal scales.

It is not clear what causes this effect, or whether it is physically relevant. As Garcia et al pointed out [18], a Fourier decomposition of the perpendicular scales in the vorticity equation (equation (30) Garcia et al [18]) shows that the form of the parallel loss term affects the scales that are preferentially damped. Another potential explanation is the difference in the small-scale instabilities present in each case, as the 3D case supports drift-waves whilst the 2D case does not.
Figure 10. Average radial profiles of parallel heat flux in 2D. The harmonic averaging procedure in (27) means the total parallel heat flux in 2D, \( q_{\parallel} \), is limited by the smaller value. Here \( q_{CL} \) is by far the smaller value, meaning this 2D simulation is in the conduction-limited regime. The radial location of the density and temperature sources is shown by the black dotted line.

Figure 11. Average radial profiles of parallel heat flux in 3D, through a single target. The parallel transport is in a convective regime.

Figure 12. Average radial profiles of electron temperature. Averages are performed over the saturated time periods, over the binormal direction, and in the case of the line labelled ‘3D average’, also over the parallel domain. The radial location of the density and temperature sources is shown by the black dotted line.

The condition for the dominance of conduction over convection (and hence also for the validity of the standard two-point model [34]) can be estimated as

\[
\frac{\kappa_{\parallel}}{T_{\parallel}} \gg n T u_{\parallel}. \tag{31}
\]

Rewriting in terms of the parallel electron mean free path \( \lambda_{\text{mfp}} \), the Mach number \( M \), the sounds speed \( c_s \), and the electron thermal velocity \( v_{th,e} \), this becomes

\[
v_{th,e} \lambda_{\text{mfp}} L_{\parallel} \gg M c_s. \tag{32}
\]

Therefore in conjunction with the requirement to be in the collisional fluid limit (\( \nu^* \gg 1 \)), the regime of validity of the two-point model (which assumes conduction dominates over convection) is a function of the local collisionality \( \nu^* \) through

\[
1 \ll \nu^* \ll M^{-1} \sqrt{\frac{m_i}{m_e}}. \tag{33}
\]

In (33) the left-hand inequality is necessary to be in the fluid limit, and the right-hand inequality expresses convection being smaller than conduction.

In 3D, despite having the same total sources as in 2D, the lower temperature profile which emerges leads to a very high value of collisionality, shown in figure 9. Figure 9 shows that \( \nu^* > 100 \) everywhere in 3D, completely violating the right-hand inequality in (33). This explains the presence of significant convective as well as conductive heat loss in the 3D simulations.

Conventionally the dependence on Mach number \( M \) is removed from (33), because at the target the Bohm conditions normally imply \( M = 1 \). However in this case, the supersonic flow near the target allows \( M \sim 2 \) (see section 4.2), making the value of collisionality where convection becomes comparable to conduction a factor of two lower again than it would be otherwise.
Overall this means that despite choosing sources to be consistent between simulations, and values representative of the MAST SOL, the results are not in the regime of validity usually assumed: in 2D the conduction dominates but the conventional assumption of negligible convection is not well-justified, and in 3D convection dominates significantly.

4.2. Varying divertor leg length

The parallel connection length is a key parameter in SOL physics, which sets the size of the 2D parallel loss terms, and sets the domain size in 3D. However it is not always obvious what numerical value to use for the parallel connection length in 2D—some models use the physical length of the field-line from mid-plane to target, whilst others instead use a value intended to represent the characteristic parallel length of field-aligned structures [38]. We therefore treat this as a sensitivity parameter, to assess whether the agreement between 2D and 3D is robust to assumptions about parallel connection length.

In 3D we compare three simulations with the same sources but different length divertor legs, the intention being to determine which lengths agree or disagree with 2D simulations with the same connection length. The length of the leg beyond the X-point is alternatively doubled and halved relative to the baseline simulation, creating three domains with a respective $L_{\parallel}/L_S$ ratio of $\{3, 2, 1.5\}$, where the size of the source region $L_S$ is fixed.

The average radial profiles at the mid-plane are affected: figures 13–16 show that the mid-plane density and temperature values are similar at the position of the sources, but separated in the far SOL. Decay lengths of $\lambda_n = \{4.3, 5.4, 7.6\}$ cm and $\lambda_T = \{6.8, 8.2, 11.2\}$ cm are measured for $L_S = \{1.13, 2.25, 4.50\}$ m respectively. This dependence is weaker than linear with leg length, and a change of a factor of 2 is not sufficient to bring the temperature profile to match that observed in 2D (which had $\lambda_T = 15.3$ cm). This implies the profiles have limited sensitivity to the leg length in 3D, so the agreement with the 2D model is relatively robust in that sense.

Looking specifically at the parallel variation not present in 2D, figure 13 also shows that the parallel density profile at the mid-plane is not significantly affected by changing the divertor leg length, but figure 14 shows that the densities in the far SOL are separated due to a slight difference in the different overall radial decay lengths. Therefore, the shorter leg allows a slightly higher particle flux into the target and out of the domain.

Figure 15 shows that while the temperature is peaked at mid-plane, most of the temperature loss occurs in the last 1 m before the target, regardless of leg length. In the far SOL...
the temperature is mostly constant along the parallel direction (figure 16)—the drop still occurs in a small region in front of the target. Like figure 14, the profiles have separated showing a difference in overall parallel loss rate.

Figures 17 and 18 show that the parallel velocity reaches sonic speeds before the target in all cases. Standard nozzle theory derives the parallel gradient of the plasma Mach number to be (as shown in section (1.8.2.3) of [34])

$$\frac{dM}{ds_{||}} = \frac{S_n}{n c_s} \frac{(1 + M^2)}{(1 - M^2)}.$$  \hspace{1cm} (34)

where here $S_n$ is an effective particle sink, which is in general non-zero due to cross-field transport between flux tubes ($S_n = 0$ anywhere past the ‘X-point’ by assumption in our geometric setup, but this $S_n$ is the imposed particle source in 3D, not the effective net source in a 1D model of this system).

The fact that $M = 1$ does not correspond to a singularity in the Mach gradient in our results implies that we must also have $S_n = 0$ at the same location. (The model used to derive (34) is isothermal, unlike our model, but figure 15 shows that the temperature only drops by ~25% from the mid-plane to the sonic region.)

Supersonic flow is expected in the system being studied here. The parallel conduction of heat causes a temperature drop along the parallel direction, which lowers the local sound speed. Meanwhile, the density also drops away from the mid-plane density source. Therefore, an increasingly rarefied and cold plasma accelerates away from the mid-plane. This model includes no momentum exchange terms to stop this flow from accelerating to supersonic speeds. That the inclusion of momentum exchange terms is necessary to avoid cold supersonic flow is expected given that the plasma fluid has no way to exchange parallel momentum because parallel viscosity is neglected, there are no neutral collisions, and no charge exchange. This been noted before in 1D modelling of detachment onset, such as with SD1D [39].

Another valid interpretation of this phenomenon is that the effective $S_n$ becomes negative, so that even with $M > 1$ past the X-point the plasma continues to accelerate supersonically. As Ghendrih et al [40] describe, ‘when this particle sink prevails from the X-point region towards the target plate, one finds that transitions to supersonic flows will occur, the bifurcation point being in the vicinity of the X-point’.

This phenomenon then takes the dynamics further into a high collisionality regime, by increasing $M$ in (33), making the assumption that parallel thermal transport is only through conduction increasingly invalid.

This indicates a clear avenue for future work: a similar domain setup but with a density source in the divertor should prevent supersonic parallel flows, whilst imitating a high-recycling regime. It would therefore be closer to an experimental reactor-relevant regime, and also include more of the
key neutral effects identified as being important in 1D studies (such as \cite{39}). The challenge of this model experiment would be in either (1) deciding what shape & size the sources should be without introducing too many arbitrary assumptions, or (2) choosing the simplest possible neutral model that can satisfactorily model the recycling in the divertor. A starting point for (1) might use a divertor source with a radial exponential decay length set to the typical mean-free path of ions before neutralisation (similar to the approach used by Walkden \textit{et al} in their divertor simulations \cite{25}).

4.3. Sensitivity to parameters in 2D

We also tested the sensitivity of the 2D results with a simple parameter scan, alternately doubling or halving (a) the magnitude of all the parallel loss terms, (b) the magnitude of the particle source term, and (c) the magnitude of the energy source term. The aim was to assess whether the effect on the profiles was linear with changing parameters, and to see if a regime of closer agreement with the 3D models existed. For each change ((a),(b), or (c)), we looked at the effect on the time-averaged radial density and temperature profiles, for both the absolute value and the shape (by normalising to the maximum value). Whilst we will now describe the results for all these cases, we will only show the profiles for the cases that displayed some form of non-trivial or unexpected result. Our choice to vary the size of the overall loss terms here is similar to varying the $L_\parallel$ parameter directly—we verified this equivalence through additional simulations (not shown here for brevity).

Doubling or halving the magnitude of all parallel loss terms in 2D decreases or increases the average density profiles at all radial locations, as expected. It also changes the temperature profiles, but in a way which leaves the maximum value fixed, whilst altering the decay lengths (figure 19). Therefore the magnitude of the loss terms cannot be used on its own to tune the 2D simulations to match the 3D results in both density and temperature because increasing the losses (equivalent to a shorter $L_\parallel$) will depress the density profiles as well as the temperature decay lengths, and the temperature profiles do not change their absolute value so will not match either.

Altering the magnitude of the density source terms has a larger effect on the density profiles than changing the size of the loss terms does, with the absolute height of the profiles varying almost linearly with the density sources. When normalised, the profiles are coincident, so there is no change the the decay length, as expected. The temperature profile scales inversely with the size of the density source, which is expected because the same energy has been distributed amongst twice as many particles in the same time period. However, increasing the density sources also broadens the normalised temperature profile, shown in figure 20.

Scaling the energy source terms causes the absolute value of the temperature profile to vary linearly as expected, but changes the normalised shape of the profiles (figure 21), with smaller energy input creating broader profiles. Therefore, as the 2D temperature profile is broader than the 3D one, and scaling the energy sources does not change the shape, the discrepancy between the 2D and 3D temperature profiles cannot be resolved by simply scaling the energy sources in 2D. The density profile scales inversely with energy source (figure 22), but with no change to the normalised shape.

Since decreasing the energy source brings the absolute temperature closer to the 3D profile but makes the 2D density increase, we also tried decreasing both the density and the energy source terms (again by a factor of 2). We found that whilst the temperature profiles now matched 3D, the density profile was everywhere lower.

We conclude that over a range of a factor of 4 changing the magnitude of the loss and source terms in the 2D simulation is not sufficient to easily recreate the average 3D profiles of both density and temperature simultaneously.
Figure 21. Scaling the energy source $S_E$ by a factor of 2 scales the absolute value of the temperature profiles linearly as expected (not shown), but also has the effect of broadening the temperature profiles.

Figure 22. Scaling the energy source $S_E$ by a factor of 2 scales the absolute value of the density profiles inversely.

5. Conclusions

There is extensive literature on two-dimensional simulations of SOL drift-plane turbulence, including experimental validation. We have taken a first-principles approach to evaluating the approximations used to truncate the models to 2D, comparing the 2D case with 3D simulations set up so as to form the closest possible analogues of the 2D models.

However it must be said that the situation for which we have chosen to compare the 2D and 3D simulations is one where we probably have particularly large hopes to find reasonable agreement: the domain mimics the outer SOL of a double-null plasma, so there is no good-curvature-side to include in the 3D model; there are no neutrals (which might possibly have a strong poloidal variation); and there is also no magnetic shear assumed (so there is no poloidally localized, strong shear region near an X-point).

Nevertheless, the 2D model successfully replicates the mean density profile of the 3D models with matched sources and no parameter tuning. The 2D model also reproduces most of the basic trends in the fluctuation statistics of the 3D model, and the results are robust to changing the length of the divertor leg in 3D or the source and sink sizes in 2D.

One systematic difference was a broadening of the mean temperature profile in 2D compared to in 3D. The reason for this difference is an interplay of issues caused by two reasonable-seeming assumptions in the model setup. In particular, in very high collisionality conditions, the assumptions used to close 2D models are not valid, because high enough collisionality suppresses thermal conduction so that convection becomes important. Further, the source setup used in the parallel direction for the 3D simulations causes supersonic flows beyond the X-point, which make the thermal convection compete with conduction at lower collisionality than would otherwise be the case. Since this highly supersonic flow is not typically observed in experiments, we suggest that future work always include particle sources in the divertor leg.

Overall whilst the 2D model is useful in some limited cases, our results indicate that we perhaps should instead attempt to deal with the 3D problem in situations where we need higher-order fluctuation statistics (e.g. skewness and kurtosis), where our system has low convection, or our system does not conform to all of the favourable assumptions made here (e.g. a double-null with no magnetic shear).

The good qualitative agreement between these two types of reduced models provides a basis for interpreting 2D and 3D models relative to one another, our results also motivate future work. Our results open up avenues for future work moving the 3D models step by step towards more detailed representations of tokamak divertors, in particular using a larger power source (to obtain a higher temperature and hence lower collisionality) and a divertor density source (to keep the parallel flows subsonic), would provide a more consistently analogous system.

Other future work could attempt to identify specific instabilities causing the observed differences, for example by using sources extended from target to target to examine the effect of parallel velocity gradient instabilities. Another suggestion would be to try to identify instabilities present in the 3D simulations but not 2D that could be causing the different turbulent spectra, for example using the method in Walkden et al [25], where by artificially removing some terms from the equations, certain instabilities can be eliminated from the system.
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Appendix A. Boundary conditions

At the target plates the first-principles Bohm boundary conditions set \( U, V \) and \( q_j \) through (13)–(15). For the other variables (i.e. \( \phi, n, T, \Omega \)), free boundary conditions are used at the targets.

Unfortunately there is no first-principles theory describing how a fluid plasma model interacts with the vessel wall at the radial boundaries available in the literature, and we also wish to represent the core-SOL interaction with as few assumptions as possible. For the fluid variables \( n, T, \Omega, U \) and \( V \) Neumann boundary conditions are used in order to allow the variables to ‘float’ and hence be determined by the balance of radial turbulent transport and parallel loss.

However, the electric potential must still be constrained in order to satisfy Laplace’s equation (6), so we employ the same ad hoc approach used in [15]. We employ ‘evolving boundary conditions’ in which the potential everywhere on the boundary is set to the mean value of the potential on that boundary averaged over the preceding time period \( \tau \). Formally this means we set \( \phi \) on the inner and outer radial boundaries \( x_i \) and \( x_o \) through

\[
\begin{align*}
\phi(x = x_i) &= \langle \phi(x = x_i + \Delta x_i/2) \rangle_{\zeta, \tau \in [(j-1)\tau, j\tau]} \\
\phi(x = x_o) &= \langle \phi(x = x_o - \Delta x_o/2) \rangle_{\zeta, \tau \in [(j-1)\tau, j\tau]} 
\end{align*}
\]

(A1)

for all \( t \in [\tau, (j+1)\tau) \), where \( j \in \mathbb{Z}^+ \), and \( \langle \cdots \rangle_{\zeta, \tau \in [(j-1)\tau, j\tau]} \) denotes a binormal- and time-average over the time interval \( [(j-1)\tau, j\tau] \). \( \tau \) is an input parameter which sets the length of preceding time over which the \( \phi \) values are averaged, and all the simulations presented here used \( \tau = 50/\Omega_{f,0} \). In 2D the same conditions are used at the radial boundaries, and the targets are treated through the closure approximation described in section 2.2. This approach allows us to constrain fluctuations in the potential at the boundaries without fixing it at any specific arbitrary value. In practice the potential at the boundaries would display an initial transient phase, before converging on a specific value that depended on the particular simulation. All analysis was only performed on data obtained after the potential had converged. Nevertheless, the impact of this choice of boundary conditions upon the simulations was mitigated further by choosing a domain with large radial extent, and by excluding the regions near the boundary during parts of the analysis.

Appendix B. Scan in grid resolution

To test the impact of the choice of grid resolution on the 3D simulations used for results presented in sections 4.1 and 4.2, additional 3D simulations with different perpendicular grid resolutions were run.

The baseline simulation used for the main results had 240 \( \times \) 32 \( \times \) 256 grid points along \( (x, y, z) \), which was supplemented by a lower resolution simulation with 120 \( \times \) 32 \( \times \) 128 grid points, and a higher resolution one with 480 \( \times \) 32 \( \times \) 512 grid points.

Figure 23. Averaged profiles of density for 3D simulations with three different perpendicular resolutions, showing negligible changes.

Figure 24. Power spectra of density fluctuations compared across three 3D simulations with different perpendicular resolutions. There is some difference for the lower resolutions, but this reduces to only a small difference when comparing the medium resolution case (the one used for the main results) to the high resolution one.

Figure 23 shows that the change in resolution has negligible effect on the average density profile (a similar lack of variation is seen in all other averaged variables).

There is some difference in the power spectra of the density fluctuations (figure 24): the lower resolution simulations show an small ‘arching’ of the power spectrum at smaller spatial scales, but the difference between the medium resolution simulation used and the higher resolution one is small.
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