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Abstract For computing efficient approximate designs of multifactor experiments, we propose a simple algorithm based on adaptive exploration of the grid of all combinations of factor levels. We demonstrate that the algorithm significantly outperforms several state-of-the-art competitors for problems with discrete, continuous, as well as mixed factors. Importantly, we provide a free R code that permits direct verification of the numerical results and allows the researchers to easily compute optimal or nearly-optimal experimental designs for their own statistical models.
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1 Introduction

The usual aim of the so-called “optimal” design of experiments is to perform the experimental trials in a way that enables efficient estimation of unknown parameters of an underlying statistical model (e.g., [9], [23], [26], [1], [13], [24]). The literature provides the analytic forms of optimal designs for many particular situations; for the practical problem at hand, however, the analytic results are often unavailable. In that case, it is usually possible to compute an optimal or nearly-optimal design numerically (e.g., Chapter 4 in [9], Chapter 5 in [23], Chapter 12 in [1], and Chapter 9 in [24]).

In this paper, we propose a simple algorithm for solving one of the most common problems within this area: computing efficient approximate designs for experiments with uncorrelated observations and several independent factors. The proposed algorithm employs a specific strategy to adaptively explore the grid of factor level combinations, without the need to enumerate all of the elements of the grid. The key idea of this algorithm is to form exploration sets composed of star-like subsets and other strategically selected points; therefore, we will refer to this algorithm as the “galaxy” exploration method (GEX).

If the set of all combinations of factor levels is finite and not too large, it is possible to use many available efficient and provably convergent algorithms to compute an optimal design (e.g., [21], [3], [32], [4], [36], [35], [39], [30], [38], [16]). However, in the case of multiple factors, each with many levels, the number of factor level combinations is typically much larger than the limit of the applicability of these methods.

The main advantage of GEX is that it can solve problems with an extensive number of combinations of factor levels, e.g., $10^{15}$ (5 factors, each with 1000 levels), and obtain an optimal design in several seconds. Note that factors with large, yet finite, numbers of levels often correspond to practical requirements on the factor resolution. Even in the theoretical case of fully continuous factors, GEX can be applied; the factors can simply be densely discretized (to, say, 4 decimal places). We will show that this straightforward approach usually significantly outperforms the intricate state-of-the-art methods that are allowed to choose the factor levels anywhere in given continuous intervals (e.g., [25], [8], [11], [21], [37]). As a by-product, we demonstrate that it is rarely necessary to discretize each factor to an enormous number of levels to admit an approximate design that is almost perfect compared to the optimum achievable with fully continuous factors.
Let \( k \) be the number of experimental factors. Suppose that for any trial the factors can be independently chosen within pre-defined finite sets \( X_1, \ldots, X_k \subset \mathbb{R} \) of permissible levels, without mutual constraints. The design space \( X \) is then the set of all combinations of the factor levels, formally \( X = X_1 \times \cdots \times X_k \). Geometrically, \( X \) is a finite grid of “design points” \( \mathbf{x} = (x_1, \ldots, x_k)^T \).

An approximate experimental design is any probability measure \( \xi \) on \( X \). For \( \mathbf{x} \in X \), the interpretation of \( \xi(\mathbf{x}) \) is the proportion of trials to be performed in \( \mathbf{x} \). The value \( \xi(\mathbf{x}) \) is often referred to as the “weight” of the design point \( \mathbf{x} \). The set of all design points \( \mathbf{x} \) with non-zero weights is called the support of \( \xi \) and denoted \( \text{supp}(\xi) \).

In practical experiments, an approximate design \( \xi \) must be converted to an “exact” design of size \( N \) determined by available experimental resources.\(^1\) The exact design assigns non-negative integer numbers \( n_1, \ldots, n_k \) of trials to properly selected points \( x_1, \ldots, x_k \), such that \( \sum_{i=1}^{k} n_i = N \). A standard strategy is to select the points \( x_1, \ldots, x_k \) that form the support of \( \xi \), and the integer numbers of trials are then computed by appropriate rounding of the numbers \( N \xi(x_1), \ldots, N \xi(x_k) \), see, e.g., \(^2\). Alternatively, since the support size \( s \) is usually small, it may be feasible to use specialized procedures for optimal exact designs (e.g., Chapter 12 of \(^3\)) on \( \text{supp}(\xi) \) to compute the numbers \( n_1, \ldots, n_k \). Note that if we adopt this alternative approach then the required number \( N \) of trials can be both larger and smaller than the identified support size \( s \).

Approximate designs lead to an optimization problem that is generally much simpler than a direct computation of efficient exact designs of a given size \( N \). Moreover, the approximate optimal design, once computed, can be used for the construction of an exact designs of any size; for a moderate and large size of the experiment, these exact designs tend to be very efficient. In addition, the optimal approximate design can be utilized to provide informative lower bounds on the quality of candidate exact designs. In the rest of this paper, we will use the term “design” to specifically denote an approximate experimental design.

The quality of a design \( \xi \) is usually expressed as a function of the “normalized” information matrix

\[
\mathbf{M}(\xi) = \sum_{x \in X} \xi(x) \mathbf{f}(x) \mathbf{f}^T(x),
\]

where \( \mathbf{f} : X \to \mathbb{R}^m, m \geq 2 \), is known.\(^2\) To avoid uninteresting pathological situations, we will assume that \( \mathbf{f}(x_1), \ldots, \mathbf{f}(x_m) \) are linearly independent for some \( x_1, \ldots, x_m \in X \). The information matrix of the form \( (1) \) is typical of models with independent, real-valued observations with non-zero variance, where the stochastic distribution of each observation \( y \) depends on the design point \( x \) chosen for the corresponding trial, as well as on the unknown \( m \)-dimensional vector \( \theta \) of model parameters.

For linear regression, i.e., \( \mathbb{E}(y(x)) = \mathbf{h}^T(x) \theta \), \( \text{Var}(y(x)) = \sigma^2/w(x) \), where \( h : X \to \mathbb{R}^m, w : X \to (0, \infty) \) are known and \( \sigma^2 \) is possibly unknown, we have

\[
f(x) = \sqrt{w(x)} h(x).
\]

However, if \( \mathbb{E}(y(x)) = \eta(x, \theta) \), where \( \eta : X \times \mathbb{R}^m \to \mathbb{R} \) is non-linear in \( \theta \), the situation is generally much more difficult. In this paper we will adopt the typical simplification, called the approach of “local” optimality which makes use of a “nominal” parameter \( \theta_0 \), assumed to be close to the true value (see, e.g., \(^4\) or Chapter 17 in \(^5\) and Chapter 5 in \(^6\)). If \( \eta(x) \) is normally distributed with possibly unknown constant variance \( \sigma^2 \), and \( \eta(x, \cdot) \) is differentiable, the approach of local optimality leads to

\[
f(x) = \frac{\partial \eta(x, \theta)}{\partial \theta} \bigg|_{\theta = \theta_0}.
\]

For the generalized linear model (GLM) with the mean value of observations \( \eta(x, \theta) = g^{-1}(\mathbf{h}^T(x) \theta) \), where \( g : \mathbb{R} \to \mathbb{R} \) is a strictly monotone and differentiable link function and \( h : X \to \mathbb{R}^m \) is known, we have

\[
f(x) = \sqrt{w(x, \theta_0)} h(x)
\]

for some \( w : X \times \mathbb{R}^m \to (0, \infty) \). In Table 1 we provide the form of \( w \) for several common classes of GLMs (for more details on computing optimal designs in GLMs, see, e.g., \(^7\) and \(^8\)).

The size of an information matrix (and, implicitly, the quality of the corresponding design) is measured by an optimality criterion \( \Phi \). For clarity, we will focus on the most common criterion of \( D \)-optimality, but the method proposed in this paper can be trivially adapted to a large class of criteria. The \( D \)-optimal design problem is to find a design \( \xi^* \) that maximizes

\[
\Phi(\mathbf{M}(\xi)) = \det^{1/m}(\mathbf{M}(\xi))
\]

over the set \( \Xi \) of all designs. The \( D \)-optimal design minimizes the volume of the confidence ellipsoid for the vector

\[
\text{Table 1 Selected GLM classes and the corresponding functions } w(x, \theta_0).
\]

| GLM class (distribution) | Link \( g(\eta) \) | Function \( w(x, \theta_0) \) |
|--------------------------|------------------|-----------------------------|
| Logistic (Bernoulli)     | \( \log \frac{\eta}{1-\eta} \) | \( \frac{\sigma^2}{(1+\phi^2 w(x, \theta_0))^2} \) |
| Probit (Bernoulli)       | \( \phi^{-1}(\eta) \) | \( \frac{\sigma^2}{\phi^2 \phi(\phi^{-1}(\eta)) (1-\phi(\phi^{-1}(\eta)))} \) |
| Poisson (Poisson)        | \( \log \eta \) | \( \phi^2 \phi(\phi^{-1}(\eta)) (1-\phi(\phi^{-1}(\eta))) \) |
of unknown parameters. The criterion $\Phi$ is concave, positive homogeneous and Loewner isotonic on the set of all $m \times m$ non-negative definite matrices. Note also that the set $\mathcal{X}$ is convex and compact, that is, the problem of $D$-optimal design is convex and always has at least one optimal solution. The information matrix of all $D$-optimal designs is non-singular and unique, albeit for some models, even those that do appear in practice, the $D$-optimal design itself is not unique.

The $D$-efficiency of a design $\xi$ relative to a design $\zeta$ with $\Phi(M(\zeta)) > 0$ is defined as $\text{eff}(\xi | \zeta) = \Phi(M(\xi))/\Phi(M(\zeta))$. Efficiency of a design $\xi$ (per se) means the efficiency of $\xi$ relative to the $D$-optimal design $\xi^*$. The efficiency of $\xi$ satisfies (e.g., [26], Section 5.15.)

$$\text{eff}(\xi | \xi^*) \geq \frac{m}{\max_{x \in \mathcal{X}} d_\xi(x)}, \tag{2}$$

where $d_\xi(x) = f^T(x)M^{-1}(\xi)f(x)$. The function $d_\xi(\cdot)$ is called the “variance function” because it is proportional to the variance of the least squares estimator of $f(\cdot)\theta$ in the linear regression model. Equation (2) implies the so-called equivalence theorem for $D$-optimality: A design $\xi$ is $D$-optimal if and only if $\max_{x \in \mathcal{X}} d_\xi(x) = m$; otherwise, $\max_{x \in \mathcal{X}} d_\xi(x) > m$ (see [19]). Therefore, provided that the maximum of $d_\xi(\cdot)$ over $\mathcal{X}$ can be reliably determined, it is possible to construct a lower bound on efficiency of $\xi$ or prove its optimality. However, if $\mathcal{X}$ is large and multidimensional, the maximization can be challenging, because $d_\xi(\cdot)$ is typically non-linear and multi-modal, even for linear regression models.

In the rest of the paper, we will drop the prefix “$D$-”, e.g., a $D$-optimal design will be called just an “optimal design”.

We are not aware of any method that specifically targets optimal design problems on very large discrete grids. For the case of factors that are discrete with a huge number of practically possible levels, the usual approach is to consider the factors to be fully continuous. Therefore, the methods that operate on continuous spaces are natural competitors for the method proposed in this paper.

If one or more factors are assumed to be continuous, the simplest approach is to discretize the factors and turn the problem into one that can be solved by discrete-space methods. Our experience shows that the loss in efficiency is usually negligible if a continuous factor is discretized to, say, 1000 levels. Such a discretization can be handled with modern hardware and state-of-the-art discrete-space methods for problems with one or two continuous factors, or problems with one continuous factor and a few binary factors.

There are also other situations with continuous factors where it is possible to directly apply the existing discrete-space methods. For instance, for some models there exist theoretical results limiting the support of an optimal design to a relatively small finite subset. As an example, for the fully quadratic linear model on the cube, the search can be restricted to the set of centres of the faces of all dimensions (see [18]).

However, the direct discretization may not be good enough if there are more than two continuous factors or if we require a fine resolution of the levels. In such cases, choosing a method such as the one proposed in this paper can be of significant benefit.

There are many methods for computing optimal designs if all or some factors are continuous. To give a brief survey, we decided to split them into two categories.

1) The methods that solve the optimal design problem using standard continuous-space algorithms. The problem of optimal design with continuous factors can be directly solved by common non-linear programming methods; e.g., the Nelder-Mead algorithm is used in [5], a quasi-Newton method in [1] (see Section 13.4), semi-infinite programming in [7], and multiple non-linear programming methods are applied in [11]. Some papers utilize non-linear programming methods in a specific way or for a particular class of models; see for instance [12] and [28].

In addition to the classical nonlinear programming methods, various metaheuristics have been recently proposed to compute optimal designs with continuous factors; see [40] for the particle swarm optimization, [37] for the differential evolution, [21] for the quantum-behaved particle swarm optimization, and [43] for the competitive swarm optimizer and other papers. A thorough empirical evaluation of the performance of non-linear programming methods and metaheuristics, including the genetic algorithms, is given by [11].

Typical of the above-mentioned methods is that a fixed-size support of the design is merged with the vector of weights to form a single feasible solution of the optimization problem. Then, the algorithms simultaneously adjust the support and the corresponding weights. A major advantage is that this approach can be used with almost any criterion; it is only required to implement the evaluation of the criterion as a subroutine. A disadvantage is that these methods either require a search for an appropriate size of the support, or they are rendered less efficient by using a relatively large support size provided by the Carathéodory theorem (e.g., [23]). In addition, the convergence to a good design is not guaranteed and, even in the case of convergence, it can be slow. One reason for the slow speed is that the direct application of non-linear programming and meta-heuristics typically does not exploit the convexity of the problem in the design weights.

2) The methods that use a discrete-space solver together with an idea of “adaptive grids”. An alternative idea is to use a discrete-space method applied to a finite set, which is

---

3 For non-linear models, this statement is valid asymptotically.
construction of a finite exploration set \( \mathcal{X}_{\text{exp}} \) based on the current design and the computation of a new \( \text{eff}_{\text{opt}} \)-efficient design on \( \mathcal{X}_{\text{exp}} \). The algorithm stops once the last optimization on \( \mathcal{X}_{\text{exp}} \) does not lead to a significant improvement. Note that this form of the stopping rule implies that the number of loops in Step 3 is bounded.

Although the general scheme of GEX is simple, a judicious specification of the basic steps can make a crucial difference in the overall performance. In the following subsections we detail our choice of the procedures \( \text{INI}, \text{OPT} \) and \( \text{EXP} \).

2.1 \text{INI}

In Step 1 of Algorithm 1, we construct an initial exploration set \( \mathcal{X}_{\text{exp}} \subseteq \mathcal{X} \). In our specification, \( \mathcal{X}_{\text{exp}} \) is constructed as a union of \( \mathcal{X}_{\text{grid}} \) and \( \mathcal{X}_{\text{rnd}} \). The set \( \mathcal{X}_{\text{grid}} \) is a grid formed by the combinations of the extreme levels of all factors and the median levels of all non-binary factors. The set \( \mathcal{X}_{\text{rnd}} \) is a random selection of points in \( \mathcal{X} \). The size of \( \mathcal{X}_{\text{grid}} \) is at most \( 3^k \), which is reasonably small for as many as \( k \lesssim 13 \) factors, and, for many models used in practice, \( \mathcal{X}_{\text{grid}} \) constructed in the proposed way contains highly informative points. For our numerical study we chose the size of \( \mathcal{X}_{\text{rnd}} \) to be 1000; a sensitivity analysis suggests that the performance of the algorithm is similar for a wide range of sizes of \( \mathcal{X}_{\text{rnd}} \).

2.2 \text{OPT}

In Steps 2 and 3(c) of Algorithm 1, we apply a discrete-space algorithm to compute an \( \text{eff}_{\text{opt}} \)-efficient design on \( \mathcal{X}_{\text{exp}} \) with a support pruned by a grouping procedure. In more detail, the assignment \( \xi_{\text{new}} \rightarrow \text{OPT} (\mathcal{X}_{\text{exp}}, f, \text{eff}_{\text{opt}}, \text{eff}_{\text{grp}}) \) consists of the steps shown below.

As the underlying finite-space optimization procedure we chose the \text{REX} algorithm from [16]. It has several advantages compared to other methods: \text{REX} is not only fast and applicable to relatively large problems, but, crucially, the resulting designs do not have the tendency to contain many design points with small “residual” weights. The parameter \text{eff}_{\text{opt}} is the lower bound on the efficiency to stop the computation. In the numerical studies we chose \( \text{eff}_{\text{opt}} = 1 - 10^{-6} \).

Note that in Step 2 of Algorithm 1 the initial design for \text{REX} is computed via the modified Kumar-Yildirim method.

Algorithm 1: GEX (outline)

```
input: \( \mathcal{X}, f, \text{eff}_{\text{grp}}, \text{eff}_{\text{stop}}, \text{N}_{\text{loc}} \)
1 \( \mathcal{X}_{\text{exp}} \leftarrow \text{INI} (\mathcal{X}) \)
2 \( \xi_{\text{new}} \leftarrow \text{OPT} (\mathcal{X}_{\text{exp}}, f, \text{eff}_{\text{opt}}, \text{eff}_{\text{grp}}) \)
3 repeat
   (a) \( \xi_{\text{old}} \leftarrow \xi_{\text{new}} \)
   (b) \( \mathcal{X}_{\text{exp}} \leftarrow \text{EXP} (\mathcal{X}, f, \xi_{\text{new}}, \text{N}_{\text{loc}}) \)
   (c) \( \xi_{\text{new}} \leftarrow \text{OPT} (\mathcal{X}_{\text{exp}}, f, \text{eff}_{\text{opt}}, \text{eff}_{\text{grp}}) \)
until \( \phi (\xi_{\text{old}}) / \phi (\xi_{\text{new}}) > \text{eff}_{\text{stop}} \)
4 return \( \xi_{\text{new}} \)
```

In Steps 1 and 2 we select an initial finite exploration set \( \mathcal{X}_{\text{exp}} \subseteq \mathcal{X} \), and use a finite-space method to construct an \( \text{eff}_{\text{opt}} \)-efficient design for the model determined by \( f \) with the design space restricted to \( \mathcal{X}_{\text{exp}} \). In Step 3 we alternate the
as described in [17], which is rapid and always provides a design with a non-singular information matrix. If this more advanced initiation method is replaced by a uniformly random selection of \(m\) distinct points, the efficiency of the resulting design (as well as the speed of computation) is not much affected. However, the Kumar-Yıldırım method guarantees non-singularity of the information matrix of the initial design which is an important aspect of the algorithm\(^5\).

In contrast to Step 2, in Step 3(c) the REX algorithm is initialized via \(\xi_{\text{new}}\).

Each computation of REX is followed by a specific form of grouping of nearby support points. For continuous spaces, the clustering of nearby points was proposed already in [9], and there are many straightforward variants. In our case, the factors are discrete, but the levels can be very close to each other, which means that grouping of nearby support points generally improves the performance. We identified that for all studied models it is enough to use a nearest-distance approach to decrease the support size of the constructed design on a discrete space.

More precisely, let \(\xi_0\) be the design resulting from the original discrete-space procedure. Let \(x_1, \ldots, x_j\) be the support points of \(\xi_0\). The procedure GRP determines the pair \((x_i, x_k)\), \(k < i\), of two nearest support points and assigns the pooled weight \(\xi_0(x_k) + \xi_0(x_i)\) to the point \(x_k\) (if \(\xi_0(x_k) \geq \xi_0(x_i)\)) or to the point \(x_i\) (if \(\xi_0(x_k) < \xi_0(x_i)\)), which results in a design \(\xi_1\). If \(\xi_1\) is at least \(\text{eff}_{\text{grp}}\)-efficient relative to the design originally returned by REX, the pooling operation is accepted and the process is repeated. In our computational study, we choose \(\text{eff}_{\text{grp}} = 1 - 10^{-6}\). Note that removing \(\text{GRP}\) (e.g., by setting \(\text{eff}_{\text{grp}} = 1\)) provides negligibly more efficient designs, but it makes the computation slower. More importantly, not using \(\text{GRP}\) results in designs that are populated by a large number of points with small weights.

### 2.3 EXP

In the key Step 3(b) we construct a new exploration set \(X_{\text{exp}}\) based on a set of local maxima of the variance function, and a long-range variation of the support of the current design. In detail, \(X_{\text{exp}} \leftarrow \text{EXP}(X, f, \xi_{\text{new}}, N_{\text{loc}})\), consists of the part summarized below.

The procedure \(\text{LOC}\) returns the result of a randomly initialized local-search greedy maximization of the current variance function \(d_{\text{exp}}(\cdot)\) over \(X\). The number of greedy optimizations starting from random points of \(X\) is given by the parameter \(N_{\text{loc}}\); for our numerical study we chose \(N_{\text{loc}} = 50\). Decreasing \(N_{\text{loc}}\) slightly worsens the resulting designs but also makes the computation somewhat faster. Removing the \(X_{\text{loc}}\) part of \(X_{\text{exp}}\) altogether often makes the computation much faster, but in some cases it leads to systematically and significantly suboptimal designs.

As in all local search methods, the efficiency depends on the system of neighbourhoods for each feasible solution \(x\).

We use "star set" neighborhoods \(\mathcal{S}(x)\) which consist of all points lying in a "star" centred at the considered point \(x\):

\[
\mathcal{S}(x) = \{ x \in X \mid \exists i \in \{1, \ldots, k\} : x_i = x_i, x_j = x_j \forall j \neq i \} .
\]

We search the neighbourhood of the current point \(x\), move to the point in \(\mathcal{S}(x)\) with the highest value of the variance function and repeat while there is an increase in the variance function by moving to the new point. The neighbourhoods \(\mathcal{S}(x)\) seem to be suitable for optimal design problems on multidimensional grids as they allow to explore the grids quite thoroughly, yet they do not grow exponentially in size with respect to the dimension \(k\) of the design space. Moreover, the neighbourhoods \(\mathcal{S}(x)\) have the added advantage that they are fast to computationally enumerate.

The crucial procedure for the construction of the exploration sets is \text{STAR}, which is specifically chosen to fit the grid-like structure of the design space studied in the paper. The best solution requires a balanced compromise between exploration and exploitation. Our experience leads us to choose star sets again (hence, the name Galaxy EXploration). For a given \(\xi_{\text{new}}\), the set \(X_{\text{star}}\) is the union of all star-set neighbourhoods centred at the support points of \(\xi_{\text{new}}\).

Formally

\[
X_{\text{star}} = \bigcup_{x \in \text{supp}(\xi_{\text{new}})} \mathcal{S}(x);
\]

such a star is illustrated in Figure [1]. Note that the REX algorithm produces efficient designs with "sparse" supports, which means that the size of \(X_{\text{star}}\) does not exceedingly grow during the computation of GEX.

### 2.4 Summary

Algorithm [2] shows the final formulation of GEX, with all the steps described in detail.

Similarly to [25] and [8], our method applies a discrete-space solver to a subset of \(X\), and adaptively modifies this
subset. However, unlike [25] and many other methods, GEX does not attempt to calculate the global maximum of the variance function, but utilizes a set of local maximizers. The general idea of using a set of local maximizers is similar to [8], but in GEX we accomplish it in a significantly different way. Importantly, we include the star sets around the support points of the current $\xi$, which means that the exploration set is much bigger than just a set of local maximizers of the variance function, which entails that GEX is able to better explore the design space. Note also that the $X_{\text{star}}$ part of the exploration set is similar to the set explored by the coordinate-exchange method for exact designs (see [22]), where in each iteration, one coordinate of one design point is updated via line search. However, we compute approximate, not exact designs, and, crucially, do not consider the coordinates of the points one at a time; rather, all single-coordinate changes of all points are considered simultaneously as a batch (with a set of local maximizers of the variance function), upon which an efficient internal discrete-space solver is applied.

In summary, GEX is practically and numerically simple to apply in the sense that it requires no theoretical analysis of the model at hand, and no special numerical routines, solvers, or libraries, except for the standard procedures of linear algebra. The algorithm only has a few tuning parameters, which are directly interpretable and can be set to fixed default values that perform well for a wide class of problems (as we demonstrate in the next section). Moreover, GEX automatically determines the support size, i.e., no search for the proper size of the support is needed.

On the other hand, GEX cannot be applied if we do not have a discrete-space solver for the required criterion. Nevertheless, for the most common criteria, such that $D$-, $A$-, $I$- and $c$-optimality, there is a large selection of suitable discrete-space methods. Finally, GEX does not necessarily converge; note, however, that no optimal design method can be claimed to always converge, unless it inspects all design points at least once (which is simply impossible for larger problems) or makes use of specific analytic properties of the model.

2.5 Notes

In some cases, the information matrix of the $D$-optimal design is badly conditioned. However, we can use the well-known fact that a regular re-parametrization, i.e., replacing the vectors $f(x)$ with $\tilde{f}(x) = R f(x)$, where $R$ is non-singular, does not alter the $D$-optimal design. If $R$ is chosen to be close to the inverse of the square root of the optimal information matrix, such a re-parametrization may greatly improve the condition number of the matrices used by GEX. We applied this approach to increase the numerical stability of the computation of the problem number 10 described in Section 3.

We chose $R = M^{-1/2}$, where $M$ is the information matrix of the design computed at the initial $X_{\text{exp}}$ by the modified Kumar-Yildirim method.

During the run of the algorithm, the points that cannot support optimal designs can be removed using the results of [14] to decrease the size of the problem and potentially speed up the computations. However, in our experience, the removal of redundant points does not provide a significant increase in the speed of GEX. This is likely due to the nature of the finite-space engine REX, which tends to work with designs of small supports, and as such does not benefit much from the reduction of the unpromising parts of the design space.

Algorithm 2: GEX (detailed)

| line | Description |
|------|-------------|
| 1    | $X_{\text{exp}} \leftarrow \text{INI}(X)$ |
| 2    | $\xi_{\text{new}} \leftarrow \text{OPT}(X_{\text{exp}}, f, \text{eff}_{\text{opt}})$ |
| 3    | repeat |
| 3a   |begin EXP |
| 3b   | $\xi_{\text{old}} \leftarrow \xi_{\text{new}}$ |
| 3b   | $X_{\text{loc}} \leftarrow \text{LOC}(X, f, \xi_{\text{loc}}, N_{\text{loc}})$ |
| 3b   | $X_{\text{star}} \leftarrow \text{STAR}(X, \xi_{\text{new}})$ |
| 3b   | $X_{\text{exp}} \leftarrow X_{\text{loc}} \cup X_{\text{star}}$ |
| 3c   |begin OPT |
| 3c   | $\xi_{\text{new}} \leftarrow \text{REX}(X_{\text{exp}}, f, \text{eff}_{\text{exp}})$ |
| 3c   | $\xi_{\text{new}} \leftarrow \text{GRP}(\xi_{\text{new}}, f, \text{eff}_{\text{grp}})$ |
| 4    | until $\phi(\xi_{\text{old}})/\phi(\xi_{\text{new}}) > \text{eff}_{\text{stop}}$ |
| 4    | return $\xi_{\text{new}}$ |

![Fig. 1](image.png)
3 A numerical study

For a numerical study, we selected 5 prominently published recent papers that focus on presenting a method for computing D-optimal designs on continuous or mixed design spaces, namely [25], [8], [21], [37], [11]. From each paper, we chose two test problems, which are summarized in Table 1. The problems include a linear regression model, two nonlinear models with homoscedastic normal errors, a Poisson, probit, and several logistic regression models. The number $k$ of factors varies from 2 to 10, and the parametric dimension $m$ from 4 to 16. We used these test problems to illustrate the behaviour of GEX and numerically compare its performance to the competing methods.

Figure 2 shows the typical behaviour of GEX on the test problems from Table 1. We see that the designs $\xi_{new}$ generated in the main loop of GEX monotonically improve, and ultimately converge to the optimum. The variability of the computation time is moderate. The usual number of discrete-space computations is 3 to 6 before the stopping rule is satisfied. Note that the efficiency growth generally does not decline with computation time. With increasing difficulty of the problem, the number of computations required to achieve the optimal design does not tend to increase.

We provide R ([29]) codes which are completely free to use and require minimum technical expertise to be applied to any particular optimal design problem of the reader, see http://www.iam.fmph.uniba.sk/ospm/Harman/design/

As an illustration, in Table 2 we exhibit the design for Problem 6 as computed by GEX. All other designs can be obtained within a few seconds by running the provided R script. Note that from the nature of GEX the resulting designs are “tidy”, i.e., there is no need to remove the design points with very small weights or round the positions of the support points to a reasonable number of decimal places.

In optimal experimental design, numerical comparison of competing computational methods is a challenging task. The reason is that there are no generally adopted benchmark suites and no guidelines for reporting the results of comparison. Often, the computer code is not available or is fine-tuned to the few problems studied in the paper. Moreover, the quality of the resulting designs depends on the computation time in a method-specific way and can be strongly influenced by the choice of the hardware, programming language and implementation details; a seemingly minor change can lead to a severalfold speed-up or slow-down. Despite the methodological difficulties, at least a brief comparison is necessary, because there is a plethora of heuristic or theoretical ideas applicable to computing optimal designs and failing to realize that a proposed method is much worse than existing alternatives can be harmful to the readers.

In Table 4 we provide the computation times and the criterion values of the optimal or nearly-optimal designs, as reported in the corresponding papers and as provided by an R implementation of GEX. We used the Microsoft R Open 3.5.3 and a 64-bit Windows 10 system with an Intel Core i7-9750H processor at 2.60 GHz.

The authors of the competing methods used either Matlab or C++, which almost always allows for a faster implementation of a given algorithm than R. Except for [25], the authors used standard modern hardware.

The results for models 2 and 3 were obtained by running 11 times the algorithm of [25] using our hardware and the Matlab code kindly provided by the authors. For these two models, the authors also give analytically calculated optimal designs; thus, it can be shown that the designs obtained by GEX for these models are at least 99.999%-efficient relative to the provably optimal designs. In models 1 and 4, the CPU times and the optimal designs were taken from Table 10 in [8].

The results for models 5 and 8 from [21] were obtained by running the compiled instance of the program written in C++ provided by the authors, with the number of iterations set to 2000 and the required number of support points predetermined by GEX. We ran each instance 11 times and provided the computation times and values of the criterion for the resulting designs. The results of [27] for model 9 can be found in Section IV and the results for model 10 are taken

\[ \begin{array}{cccccc}
 i & x_1 & x_2 & x_3 & x_4 & \xi(x_i) \\
 1 & -2.000 & -2 & -2 & -2.000 & 0.093630 \\
 2 & -2.000 & 2 & 2 & -2.000 & 0.092334 \\
 3 & 2.000 & -2 & 2 & 2.000 & 0.062242 \\
 4 & 2.000 & -2 & -2 & 2.000 & 0.075893 \\
 5 & 2.000 & 2 & 2 & 2.000 & 0.065934 \\
 6 & -2.000 & -2 & 2 & -2.000 & 0.076828 \\
 7 & -2.000 & 2 & -2 & 2.000 & 0.089598 \\
 8 & -0.930 & 2 & -2 & -2.000 & 0.080512 \\
 9 & -1.739 & -2 & 2 & 2.000 & 0.060395 \\
 10 & -2.000 & -2 & -2 & -1.340 & 0.024540 \\
 11 & -0.528 & 2 & 2 & 2.000 & 0.054427 \\
 12 & -1.636 & 2 & 2 & 2.000 & 0.054245 \\
 13 & 2.000 & -2 & 2 & 2.000 & 0.055518 \\
 14 & 1.793 & -2 & 2 & 2.000 & 0.083511 \\
 15 & -2.000 & 2 & 2 & -1.483 & 0.034830 \\
 16 & 1.391 & -2 & 2 & -2.000 & 0.045563 \\
\end{array} \]
From Section V, part A. The computation times are based on the personal communication with the lead author of [37]. Finally, the results for models 6 and 7 are available in Table 11 of [11]; note that the exhibited results encompass the time and efficiency performance of 5 different algorithms.

From Table 4 it is clear that GEX produces designs with higher $D$-efficiency than competing methods, in a shorter computation time, sometimes by several orders of magnitude. The only close competitor is the algorithm from [25]. In fact, the designs for problems 2 and 3 obtained by this algorithm are slightly better than the designs for the same problems obtained by GEX, although the difference is not within 6 significant digits of the criterion value displayed in Table 4. The practical use of the algorithm from [25] is, however, limited to the problems with small numbers of factors (if the number of factors is more than 2, the computation becomes exceedingly slow). In addition, in contrast to GEX, the application of this algorithm may require theoretical analysis specific to the problem.

However, we stress that all compared algorithms have their own advantages, for instance they may be more appropriate for computing designs efficient with respect to special optimality criteria.

4 Final comments

We proposed a conceptually simple approach and its concrete and efficient specification which we call the Galaxy exploration method (GEX). The algorithm can be used for computing optimal or nearly-optimal approximate experimental designs on large grids, and, by means of a dense discretization, on multidimensional cuboid spaces. Note that utilizing a suitable transformation, GEX can also be applied to computing efficient designs on different design spaces. For instance, the surface or the interior of a ball can be transformed to a cuboid by means of polar coordinates.

The performance of GEX can be undoubtedly improved even further, for instance by a modification of the exploration sets, clever adaptive changes of the levels of each factor, or by parallelization of the computation.

Acknowledgements The work was supported by Grant No. 1/0341/19 from the Slovak Scientific Grant Agency (VEGA). We are also grateful to Dr. Luc Pronzato and prof. Anatoly Zhigljavsky for the Matlab codes implementing their algorithm from the paper [25]. We also thank Dr. Xu Weinan for the information on the computation of the designs from the publication [37].

References

1. Atkinson AC, Donev AN, Tobias RD (2007). Optimum Experimental Designs, with SAS. Oxford University Press, Oxford
2. Atkinson AC, Woods DC (2015). Designs for generalized linear models. Handbook of design and analysis of experiments, 471–514
3. Atwood CL (1973). Sequences converging to D-optimal designs of experiments. The Annals of Statistics, 1, 342–352
4. Böhm D (1986). A vertex-exchange-method in D-optimal design theory. Metrika, 33, 337–347
5. Chaloner K, Larntz K (1989). Optimal Bayesian design applied to logistic regression experiments. Journal of Statistical Planning and Inference, 21, 191–208
6. Chernoff H (1953). Locally optimal designs for estimating parameters. The Annals of Mathematical Statistics, 24, 586–602
7. Duarte BP, Wong WK (2014). A semi-infinite programming based algorithm for finding minimax optimal designs for nonlinear models. Statistics and Computing, 24, 1063–1080
8. Duarte BP, Wong WK, Dette H (2018). Adaptive grid semidefinite programming for finding optimal designs. Statistics and Computing, 28, 441–460
9. Fedorov V (1972). Theory of Optimal Experiments. Academic Press, New York
10. Filová L, Harman R (2020). Ascent with quadratic assistance for the construction of exact experimental designs. Computational Statistics, 35, 775–801
11. García-Ródenas R, García-García JC, López-Fidalgo J, Martín-Baos JA, Wong WK (2020). A comparison of general-purpose optimization algorithms for finding optimal approximate experimental designs. Computational Statistics and Data Analysis, 144, 106444
12. Gribik PR, Kortanek KO (1977). Equivalence Theorems and Cutting Plane Algorithms for a Class of Experimental Design Problems. SIAM Journal on Applied Mathematics, 32, 232–259
13. Goos P, Jones B (2011). Optimal design of experiments: a case study approach. John Wiley & Sons
14. Harman R, Pronzato L (2007). Improvements on removing nonoptimal support points in D-optimum design algorithms. Statistics & Probability Letters, 77, 90–94
15. Harman R, Bachratá A, Filová L (2016). Construction of efficient experimental designs under multiple resource constraints. Applied Stochastic Models in Business and Industry, 32, 3–17
16. Harman R, Filová L, Richtárik P (2020). A randomized exchange algorithm for computing optimal approximate designs of experiments. Journal of the American Statistical Association, 115, 348–361
17. Harman R, Rosa S (2020). On greedy heuristics for computing D-efficient saturated subsets. Operations Research Letters, 48, 122–129
18. Helligers B (1992). Admissible experimental designs in multiple polynomial regression. Journal of Statistical Planning and Inference, 31, 219–233
19. Kiefer J (1959). Optimum experimental designs. Journal of the Royal Statistical Society: Series B (Methodological), 21, 272–304
20. Khuri AI, Mukherjee B, Sinha BK, Ghosh M (2006). Design issues for generalized linear models: A review. Statistical Science, 21, 376–399
21. Lukemire J, Mandal A, Wong WK (2019). D-qpsos: A quantum-behaved particle swarm technique for finding D-optimal designs with discrete and continuous factors and a binary response. Technometrics, 61, 77–87
22. Meyer RK, Nachtsheim CJ (1995). The coordinate-exchange algorithm for constructing exact optimal experimental designs. Technometrics, 37, 60–69
23. Pázmán A (1986). Foundations of optimum experimental design. Reidel, Dordrecht
24. Pronzato L, Pázmán A (2013). Design of Experiments in Nonlinear Models. Springer, New York
25. Pronzato L, Zhigljavsky AA (2014). Algorithmic construction of optimal designs on compact sets for concave and differentiable criteria. Journal of Statistical Planning and Inference, 154, 141–155
26. Pukelsheim F (2006). Optimal Design of Experiments (Classics in Applied Mathematics). SIAM
The performance of GEX and the competing methods on models from Table 1. The first column represents the model number, \( k \), and \( m \) summarizes the number of factors and the number of parameters, respectively.

### Table 3

| # | model | \( \theta_0 \) | design space \( \mathcal{X} \) | \( k \) | \( m \) |
|---|---|---|---|---|---|
| 1 | \( y(x) \sim N(\eta, \sigma^2) \), \( \eta = \frac{1}{x_1 x_2 x_3} \), \( \mathbf{h}(x) = (1, x_1, x_2, x_3) \) | \((-2, 0.5, 0.5, 0.1)^T\) | \([0, 5] \times [0, 1] \times [0, 0.001] \) | 2 | 4 |
| 2 | \( y(x) \sim N(\eta, \sigma^2) \), \( \eta = \frac{1}{x_1 x_2 x_3} \) | \((1, 1, 2, 0.7, 0.2)^T\) | \([0, 2] \times [0, 10] \times [0, 0.001] \) | 2 | 5 |
| 3 | \( y(x) \sim N(\eta, \sigma^2) \), \( \eta = \mathbf{h}(x) \theta \), \( \mathbf{h}(x) = (1, x_1, x_2, x_3) \) | \((0.5, -0.2, 0.5, -0.2, -0.1)^T\) | \([-1, 1] \times [0, 0.001] \) | 2 | 7 |
| 4 | \( y(x) \sim \text{Pos}(\theta) \), \( \eta = \phi(h(x) \theta) \), \( \mathbf{h}(x) = (1, x') \) | \((0.5, 0.7, 0.18, -0.2, -0.58, 0.51)^T\) | \([-2, 2] \times [0, 0.001] \) | 3 | 10 |
| 5 | \( y(x) \sim \text{Bin}(1, \eta) \), \( \eta = \frac{\mathbf{h}(x) \theta}{1 + \mathbf{h}(x) \theta} \), \( \mathbf{h}(x) = (1, x') \) | \((-1.2, 0.5, -1, -0.25, 0.13)^T\) | \([-1, 1]^4 \times [0, 0.001] \) | 5 | 6 |
| 6 | \( y(x) \sim \text{Pos}(\theta) \), \( \eta = \phi(h(x) \theta) \), \( \mathbf{h}(x) = (1, x') \) | \((0.5, 0.7, 0.18, -0.2, -0.58, 0.51)^T\) | \([-2, 2] \times [0, 0.001] \) | 5 | 6 |
| 7 | \( y(x) \sim \text{Bin}(1, \eta) \), \( \eta = \frac{\mathbf{h}(x) \theta}{1 + \mathbf{h}(x) \theta} \), \( \mathbf{h}(x) = (1, x') \) | \((-0.4926, -0.628, -0.5823, 0.4378)^T\) | \([-3, 3] \times [0, 0.001] \) | 7 | 8 |
| 8 | \( y(x) \sim \text{Bin}(1, \eta) \), \( \eta = \frac{\mathbf{h}(x) \theta}{1 + \mathbf{h}(x) \theta} \), \( \mathbf{h}(x) = (1, x') \) | \((3.05, 0.75, 1.25, 0.8, 0.5, 0.8, -0.4, -1.0, 2.65, 0.65)^T\) | \([-1, 1]^4 \times [0, 10] \times [18, 48] \times [0, 0.1] \times [0.125, 0.425] \times [0.001, 0.01] \times [5, 15] \times [0.01] \) | 10 | 11 |
| 9 | \( y(x) \sim \text{Bin}(1, \eta) \), \( \eta = \frac{\mathbf{h}(x) \theta}{1 + \mathbf{h}(x) \theta} \), \( \mathbf{h}(x) = (1, x') \) | \((3.05, 0.75, 1.25, 0.8, 0.5, 0.8, -0.4, -1.0, 2.65, 0.65, 0.01, -0.02, 0.03, -0.04, 0.05)^T\) | \([-1, 1]^4 \times [0, 10] \times [18, 48] \times [0, 0.1] \times [0.125, 0.425] \times [0.001, 0.01] \times [5, 15] \times [0.01] \) | 10 | 16 |

### Table 4

The performance of GEX and the competing methods on models from Table 1. The first column represents the model number, \( t_{\text{GEX}} \), which is the minimum and maximum computation time out of 11 runs of GEX, and \( t_{\text{COM}} \) is the obtained criterion value (for each model, we obtained the same criterion value in each run). The columns \( t_{\text{COM}} \) and \( t_{\text{COM}} \) represent the computation times and the obtained criterion values, respectively, for the competing method (column “source”). A more detailed description of these values is given in the text.

| # | \( t_{\text{GEX}} \) (sec) | \( \Phi_{\text{GEX}} \) | source | \( t_{\text{COM}} \) (sec) | \( \Phi_{\text{COM}} \) |
|---|---|---|---|---|---|
| 2 | 2.20 - 3.67 | 0.117578 | 15 | 3.68 - 3.92 | 0.117578 - 0.117578 |
| 3 | 0.96 - 1.51 | 0.221567 | 25 | 3.05 - 3.33 | 0.221567 - 0.221567 |
| 1 | 0.22 - 0.45 | 0.0338935 | 5 | 12.00 | 0.0338904 |
| 4 | 1.74 - 2.25 | 0.870542 | 2 | 72.86 | 0.853086 |
| 5 | 2.84 - 5.19 | 0.351996 | 21 | 61.05 - 63.76 | 0.348210 - 0.350217 |
| 8 | 2.05 - 3.06 | 0.0381948 | 21 | 257.89 - 321.38 | 0.0378399 - 0.0381872 |
| 9 | 15.04 - 28.63 | 1.07287 | 19 | \( \leq 600 \) | 1.06962 |
| 10 | 4.96 - 6.89 | 0.0115145 | 19 | \( \leq 60 \) | 0.0114329 |
| 6 | 7.53 - 12.95 | 1.26609 | 11 | 34.36 - 225.24 | 1.05263 - 1.23457 |
| 7 | 1.86 - 2.88 | 0.539359 | 11 | 9.82 - 83.23 | 0.462963 - 0.526315 |
Fig. 2 The time profile of the efficiencies of designs $\xi_{new}$ computed by REX at the Steps 2 and 3(c) of GEX. For each problem (see the numbers above panels), we executed 3 independent runs of GEX; each computation is denoted by a separate piecewise-linear curve. The efficiencies are expressed in a logarithmic scale as follows: The efficiencies $0.9, 0.99, 0.999, ...$, $1 - 10^{-9}$ correspond to the values 1, 2, ..., 9, 10 at the vertical axis.
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