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Abstract

This article describes the homonymous PhD thesis realized at the Universitat Politècnica de Catalunya. The main topic and the goal of the thesis was to research unsupervised manners of training expressive voices for tasks such as audiobook reading. The experiments were conducted on acoustic and semantic domains. In the acoustic domain, the goal was to find a feature set which is suitable to represent expressiveness in speech. The basis for such a set were the i-vectors. The proposed feature set outperformed state-of-the-art sets extracted with OpenSmile. 

Involving the semantic domain, the goal was first to predict acoustic features from semantic embeddings of text for expressive speech and to use the predict vectors as acoustic cluster centroids to adapt voices. The result was a system which automatically reads paragraphs with expressive voice and a second system which can be considered as an expressive search engine and leveraged to train voices with specific expressions.

The third experiment evolved to neural network based speech synthesis and the usage of sentiment embeddings. The embeddings were used as an additional input to the synthesis system. The system was evaluated in a preference test showing the success of the approach.

Index Terms: expressive speech, unsupervised training, semantic embeddings, acoustic features

1. Introduction

Speech synthesis is an old, almost romantic, idea of machines, computers, and robots, who talk and express themselves as do human beings. In futuristic science fiction movies and literature, there is almost no way around a talking computer or robot. Sometimes, the talking computer, despite of the vast artificial intelligence capabilities, is identified as such, talking in a robotic and monotonous way, and being nothing else than an aid to humans. In different occasions, computers act very human-like, imitating emotions and free will. In today’s world of smartphones, mobile connectivity and fast-paced life, speech applications gain more and more importance – not least due to ever-improving synthetic speech quality. A fast look at these applications reveals clearly that today’s users do not looking for an AI with a robotic and monotonous voice; making jokes, understanding and showing sympathy, and a long etc. of things which can be resumed in “sounding human-like”, almost seems to be a warrant for product quality of such applications.

In a not too far past, expressive speech (or emotional speech) was pretty much of an effort. Systems designed specific emotions, often with control mechanisms for intensity etc., and achieved impressive results with such techniques – e.g. [6, 28, 5, 13, 41], just to name a few. However, despite the partly great sounding results, and apart of the laborious design, these systems focus on a limited set of emotions or expressive speaking styles. Real-life human speech does include an infinite number of emotions as those are speaker and situation dependent. So in order to create a truly flexible system you need a mechanism which can adopt to all possible conversational situations and create expressions “on the fly”. For this we need automatic processes for analysis of data and training. Some suggestions to approach this problem were made for instance in [11, 39, 7, 23], where data was clustered by different criteria to select training data and similar ideas. And this is also the topic of this work. The guiding hypothesis are:

1. It is possible to define expressive voices from clusters of data in the acoustic domain, applying unsupervised methods to build the clusters, i.e. no labels of human interpretation are permitted to define the voices or the data in the clusters.

2. It is possible to improve the expressiveness of a synthetic voice using in the training process semantic features which codify some sort of expressive information and are obtained fully automatically.

So one of the main goals is the automatic processing. Also, as the hypothesis reveal, the work embraces both, the acoustic, and the semantic domains. The different approaches are presented in the sections below. Section 2 introduces i-vector-based representation methods for expressive speech. Section 3 introduces prediction methods of acoustic features from semantic text representations, also called embeddings. Section 4 discusses a neural network based system which uses sentence embeddings to “predict” expressiveness. Finally, Section 5 provides a small discussion and draws some conclusions, and Section 6 lists the helping parties of this project.

2. Acoustic feature selection

Traditionally, expressive speech synthesis and analysis leveraged especially prosodic features to represent emotions or speaking styles. For instance [19] use F0, intensity and duration; [35] use glottal parameters. In [32] the authors use a set of prosodic parameters combined with some spectral ones; [11] use prosodic features, i.e. F0, voicing probability, local jitter and shimmer, and logarithmic HNR for audiobook clustering and posterior synthetic voice training. Almost all research concentrate on prosodic features. However, there are also findings which state that some emotions might be better represented with spectral parameters, e.g. [27, 1]. In [22] the authors used i-vectors (e.g. [31, 8]) to predict emotions. This idea was picked up in [17, 16] and developed to a set of features, i-vector-based and others, which were compared in three clustering experiments.

2.1. Experimental framework

The first and the second experiments compared multiple features objectively and subjectively, as published in [17, 16]. The framework is presented in figure 1.
Figure 1: Clustering and synthesis framework.

The idea is: use different feature sets to cluster expressive speech, use the data in clusters to train expressive voices and synthesize a dialogue using these expressive voices. The corpus is a juvenile narrative audiobook recorded in European Spanish, with a total of 7900 sentences and 8.8 hours of duration. The clustering algorithm is k-means, concretely VQ, as by [12]. Many different feature combinations were tested. The results of some of them are presented below. Some features were combined as sets in order to facilitate the notation.

- silhouette rate and syllable rate (SB/sec) (extracted with OpenSmile [4]).
- Rhythm is silence and syllable rates (SB/sec), duration means and variation, computation based on segmentation.
- Pitch is F0 means, variance and range.
- JShimm is Local jitter and shimmer (extracted with [3]).
- MFCCiVec are i-vectors calculated on basis of MFCCs; F0Vec are i-vectors calculated on basis of F0. iVecC is F0 and MFCC based i-vectors (the acoustic features for the i-vectors were extracted with the AHOCoder [9], the i-vectors themselves were extracted using Kaldi [29]).

### 2.2. Objective evaluation

An objective evaluation was performed: a small part of the corpus was labeled with expressions and character (speaker) labels (only for the evaluation purposes) and with the aid of these labels, the perplexity of the clusters was calculated, derived from entropy as by [32, 42]:

\[
PP = 2^H(X)
\]

A resume of the results is shown in the table 1. Due to space limitations only few chosen results are shown. The upper line shows the perplexity calculated for the annotated part of the corpus. The part below it shows the performance of some “traditional features” and the part at the bottom, the performance of sets which included i-vectors.

As can be seen, the combination of Rhythm and iVecC outperformed all other combinations in the given task.

In order to verify these results, an additional objective evaluation was conducted. For this evaluation, OpenSMILE feature sets, as in openSMILE Book [10], were compared to the proposed sets. OpenSMile is a set of feature extraction tools widely used for emotional and expressive speech analysis and synthesis. It extracts thousands of features and statistics about them and is considered to be state-of-the-art feature extraction for expressive speech. The table 2 compares some OpenSmile feature sets to the winning i-vector set: Rhythm & iVecC. Also here, the proposed combination of Rhythm & iVecC outperformed all OpenSmile sets.

### 2.3. Subjective evaluation

Two subjective experiments were conducted. For these experiments, for a given dialogue from the same audiobook (test set excluded form the training set), a set of synthetic voices was trained using the data in the clusters. The underlying system was an HMM based TTS [24] where the average voice was trained using the whole corpus (approx. 10h) and the cluster data was used to perform adaptation. A total of 16 sentences was presented to a number of participants. The task: design your own audiobook dialogue using synthetic voices instead of the real ones.

The interface is a website, where the participants could choose 1 of 10 synthetic voices for each sentence in a dialogue. The website design aimed to create the right atmosphere of the book story and a more enjoyable experience. Also an introduction text was provided for the case that the participants were not familiar with the story. The experiments differ in so far, that in the first experiments the participants had an example of the original character voice, in the second they did not. Also: in the first experiment, the synthetic voices were chosen manually with the criterion of resemblance to the original voices, and mixed with other random voices. In the second that choices was made automatically by acoustic distance for half of the sentences, the rest was random.

Table 1: Perplexities (PP) for different feature sets for Expressions (Ex) and Characters (Ch) in comparison to the database.

| Feature Set              | PP/Ex | PP/Ch |
|--------------------------|-------|-------|
| DB                       | 140.4 | 8.3   |
| silhouetteRate           | 10.6  | 4.7   |
| syllableRate             | 9.4   | 4.0   |
| meanF0                   | 9.8   | 4.2   |
| Rhythm – Pitch           | 8.7   | 3.4   |
| Rhythm – Pitch – JShimm  | 8.6   | 3.4   |
| MFCCiVec                 | 9.0   | 3.5   |
| F0Vec                    | 11.2  | 4.2   |
| iVecC                    | 8.8   | 3.8   |
| Rhythm – iVecC           | 8.2   | 3.3   |
| Rhythm – JShimm – iVecC  | 8.5   | 3.5   |

Table 2: Perplexities for different features combinations, including openSMILE for expressions (Ex) and for characters (Ch).

| Feature Set              | PP/Ex | PP/Ch |
|--------------------------|-------|-------|
| DB                       | 140.4 | 8.3   |
| is09                     | 10.5  | 3.9   |
| is10                     | 10.8  | 4.0   |
| emobase                  | 10.5  | 4.0   |
| emolarge                 | 8.8   | 3.7   |
| Rhythm – iVecC           | 8.2   | 3.3   |

\(^{1}\text{is09, is10, emobase, emolarge are feature sets by OpenSmile used in different experiments. For further details please refer to openSMILE Book [10].}\)
The idea behind: if some voices are especially suitable for some characters, the participants would tend to prefer them. In the first experiment, 19 persons had participated; in the second, 11 persons. Due to space limitations only the results for the second experiment are shown in Table 3.

Table 3: Relative preferences for the voices v0-v9 over the whole paragraph for the narrator (Narr) and the two present characters (Ch2 and Ch3).

|       | v0 | v1 | v2 | v3 | v4 |
|-------|----|----|----|----|----|
| Narr  | 0.42 | 0.06 | 0.00 | 0.03 | 0.04 |
| Ch2   | 0.13 | 0.16 | 0.14 | 0.23 | 0.03 |
| Ch3   | 0.18 | 0.13 | 0.13 | 0.31 | 0.00 |

|       | v5 | v6 | v7 | v8 | v9 |
|-------|----|----|----|----|----|
| Narr  | 0.23 | 0.04 | 0.10 | 0.06 | 0.01 |
| Ch2   | 0.09 | 0.05 | 0.05 | 0.10 | 0.03 |
| Ch3   | 0.18 | 0.00 | 0.00 | 0.00 | 0.05 |

The results show that there is an actual preference for some voices atop others. Of course, not all participants have the same imagination of the book characters, especially if they don’t know the book. So individual preferences are out of scope of this task. But the results show clearly, that the approach as well as the proposed feature sets are suitable for the task. The task itself can be interpreted as a simulation of a real-life application of expressive speech. Further details on the experiments and the results are published in [17, 16, 14].

3. Semantics-to-Acoustics Mapping

When we humans read a text aloud –let’s say we read a good night story to a small child–, we probably will read the story with an expressive voice imitating book characters, their emotions in different situations etc. as to engage the child. Although likely we all would read slightly different, though the “quality” of our reading will possibly be judged by our expressive abilities. The question for this section is: What in the text does provide us the necessary information as to adequately adapt our reading style and can it be taught to a machine?

The key approach is the automatic representation of text. Such representations are often called embeddings and there is a large number of techniques to calculate them, like for instance [21, 2, 26, 34]. The basic idea is to represent text in terms of word co-occurrences of defined text units (e.g. sentences, paragraphs, etc.). This way each unit is represented as a co-occurrence vector of its own words. More modern techniques train neural networks to predict a certain feature. Then extract the vector representations from intermediate layers of the network, like [26] and [34].

The assumption is that these representations actually also codify expressive information, especially if the underlying network is trained using an “expressive” criterion (see Section 4). So the task is to convert this vector representation into acoustics.

3.1. Experimental framework

The framework is: in a given text corpus, in this case an audiobook, for each sentence of the text a semantic embedding is calculated. This embedding is then used to predict an acoustic feature vector, concretely from the above experiment, which for its part is the centroid of a data cluster. As in the experiments above, these data clusters are used for adaptation in an HMM TTS. The performance of the system is evaluated in two subjective experiments. For the embeddings the toolkit word2vec [40, 25] was used to calculate the word embeddings; the sentence embeddings were calculated as centroids of the word embeddings in the vector space. The vector space has been trained with the Wikicorp [30].

3.2. Subjective evaluation

The task in the first experiment was to read two book paragraphs automatically predicting expressiveness for each sentences. For each sentence in the paragraph an embedding was calculated. It was used to predict an acoustic feature vector as in Section 2. Two prediction models were compared: a nearest-neighbour classifier and a neural network. Both paragraphs were extracted from different books of the same series, as to preserve characters and the ambiance. The expressive readings were also compared to a neutral reading. The task was implemented as a preference test. The participants had the option to choose that two systems performed equally.

A total of 21 persons participated in the experiment. Table 4 shows the results for these experiment for both paragraphs (P1 and P2). The results show a clear preference for the expressive systems.

Table 4: Prediction method preferences by users for the first two tasks. DNN method, nearest neighbor (NN) method, neutral voice.

|       | DNN | NN | neutral | DNN =NN | NN =neutral |
|-------|-----|----|---------|--------|------------|
| P1    | 0.19 | 0.43 | 0.0 | 0.38 | 0.0 |
| P2    | 0.29 | 0.14 | 0.04 | 0.48 | 0.05 |

In a further test the prediction system was used as a “search engine” for expressive training data. For this purpose, a keyword called seed was used to predict an acoustic vector, which on its side was used as a cluster centroid for acoustic data and for voice adaptation. For example “Mysterious secret in silent obscurity” was used as seed to find training data for a suspense voice. Other trained emotions were angry, happy and sadness, also a neutral voice. Seven sentences were synthesized with each of these voices and again, a preference test was presented to the 21 participants. The synthesized sentences were chosen trying to reflect their expressive meaning. For example “Finally, the holidays begin!” is supposed to be happy and the expectation was that the participants would choose the happy voice for it. Table 5 presents the results for this experiment.

Table 5: Task 3. Voice preference by users for each sentence.

|        | happy | angry | suspense | neutral |
|--------|-------|-------|----------|---------|
| Happy1 | 0.29  | 0.38  | 0.24     | 0.10    |
| Happy2 | 0.52  | 0.24  | 0.10     | 0.14    |
| Angry1 | 0.14  | 0.48  | 0.24     | 0.14    |
| Angry2 | 0.38  | 0.43  | 0.14     | 0.05    |
| Suspense | 0.0  | 0.05  | 0.81     | 0.14    |
| Sadness | 0.19  | 0.05  | 0.43     | 0.43    |
| Neutral | 0.10  | 0.05  | 0.43     | 0.43    |

The preferences for voices are pretty clear. It is interesting to remark that happy and angry voices for sometimes exchangeable, the same can be said about the sad and neutral voices in
their respective contexts. Further details on these experiments can be found in [15, 14].

4. NN-based expressive TTS with sentiment

Looking back at the experiment in the previous chapter there are few spontaneous suggestions which can be made as to develop the approach and improve the results. First, nowadays HMM-based synthesis is almost completely replaced by synthesis based on neural networks. NN-based TTS provides new possibilities of leveraging semantic vectors and avoiding clustering, which is an advantage itself since all data is always taken into account in the training process. For this experiment the DNN-based TTS as described in [36] was used.

The second point is the usage of embeddings which are more suitable to represent expressiveness. The authors in [20, 34] propose the Stanford Sentiment Parser. The system is trained on movie reviews and predicts the positivity or negativity of the sentence.

In previous work, neural network based systems have already been combined with semantic vector input, though not for expressive speech. To name a few, [37] use word embeddings to substitute TOBI and POS tags in RNN-based synthesis achieving significant system improvement. [38] enhance the input to NN-based systems with continuous word embeddings, and also try to substitute the conventional linguistic input by the word embeddings. They do not achieve performance improvement, however, when they use phrase embeddings combined with phonetic context, they do achieve significant improvement in a DNN-based system. [38] enhances word vectors with prosodic information, i.e. updates them, achieving significant improvements.

4.1. Experimental framework

The DNN-based system was trained on two audiobooks in American English. An additional linguistic input is introduced, the sentiment predicted by the Stanford sentiment parser. Here, different input combinations are tested, including word context.

With word context, probability vector of the word in question and the probability vectors of two words on the left and two words on the right were used. Also the tree distance, which is the hierarchical distance counted in the number of binary tree nodes between words is added, such that the input vector for each word for the system \(v_{wcd}\) is composed as follows:

\[
P = \{P_2, P_1, P_{r_2}, P_{r_1}, D_1\} \tag{1}
\]

where \(P_2\) is the probability vector for the current word, the \(P_1\) is the probability vector for the second word on the left, \(P_{r_1}\) is probability vector for the first word on the left, \(P_{r_2}\) is probability vector for the first word on the right and \(P_{r_2}\) is the probability vector for the second word on the right, each of the probability vectors as defined in equation 22. \(D\) is the hierarchical tree distance (distance in tree counted in nodes).

4.2. Subjective experiments

Two experiments have been conducted in order to test the system performance. In all of them, similar to the experiment above, a preference test is conducted among a group of participants. A total of 20 persons participated in the experiment. However, there was a larger group of speech technology experts and people who have no experience with speech technology which allowed for an interesting comparison of the deviations of these two groups. Due to space limitations only the general preference results will be shown here. More details can be found in [14, 18].

Table 6 shows the preferences divided by the sentiment. For positive and negative sentences, the word level system performed best, although for negative sentences with high variance. For neutral sentences, the word context and tree distance system performed best. Possibly it is due to the fact that it probably has an equilibrating effect.

T-tests show that for negative sentences, there is a significant difference between the system without sentiment and the word level system, and no significant difference for the other systems. For neutral sentences, there is a significant difference between the system without sentiment and the word context and tree distance system, but not for the other systems. For positive sentences, there is only significant difference for the one-tailed t-test between the system without sentiment and the word level system.

Table 6: System preferences for positive, negative and neutral sentences. ws: without sentiment, wcd: word context and tree distance, wl: word level

|               | ws     | wcd    | wl     |
|---------------|--------|--------|--------|
| positive mean | 1.84   | 1.85   | 1.71   |
| positive variance | 0.54  | 0.76   | 0.54   |
| negative mean | 2.06   | 1.96   | 1.84   |
| negative variance | 0.52  | 0.67   | 1.1    |
| neutral mean  | 2      | 1.83   | 1.96   |
| neutral variance | 0.71  | 0.6    | 0.95   |

5. Discussion & Conclusions

The main topic addressed in this thesis is the automatic training of expressive voices. Several experiments were conducted on the acoustic domain, automatically selecting training data, and on semantic domain, predicting acoustics from semantics. In the last experiments, two state-of-the-art techniques were combined for the given task. Speech technology domain is an incredibly fast evolving field, especially being data driven where nowadays data is the key to all information technology. Nevertheless, the underlying technologies leveraged and presented in this work are not only not out of date, but are actually the driving power of current technologies. This includes the NN-based TTS and the semantic embeddings for text representation, but also not least i-vector-like representations for the acoustic domain. In that sense, this thesis is a substantial contribution to speech technology research.
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