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Abstract—Robotic assembly tasks involve complex and low-clearance insertion trajectories with varying contact forces at different stages. While the nominal motion trajectory can be easily obtained through demonstrations through kinesthetic teaching, teleoperation, simulation, among other methods, the force profile is harder to obtain especially when a real robot is unavailable. It is difficult to obtain a realistic force profile in simulation even with physics engines. Such simulated force profiles tend to be unsuitable for the actual robotic assembly due to the reality gap and uncertainty in the assembly process. To address this problem, we present a combined learning-based framework to imitate human assembly skills through hybrid trajectory learning and force learning. The main contribution of this work is the development of a framework that combines hierarchical imitation learning, to learn the nominal motion trajectory, with a reinforcement learning-based force control scheme to learn an optimal force control policy, that can satisfy the nominal trajectory while adapting to the force requirement of the assembly task. To further improve the imitation learning part, we develop a hierarchical architecture, following the idea of goal-conditioned imitation learning, to generate the trajectory learning policy on the skill level offline. Through experimental validations, we corroborate that the proposed learning-based framework is robust to uncertainty in the assembly task, can generate high-quality trajectories, and can find suitable force control policies, which adapt to the task’s force requirements more efficiently.

I. INTRODUCTION

Industrial robots are usually expected to automatically complete the product assembly process. Consider an assembly task that has the following difficulties: (1) there are nonlinear and low-clearance insertion trajectories; (2) varying force control policies are needed at different phases. To reduce the risk of damage, lower contact forces are required in the search and early contact phase, while higher ones are desired in the insertion phase to guarantee stability and cope with friction. The assembly task requires skillful maneuvering and control. These difficulties make the task challenging for robots.

A promising solution to this problem is the use of imitation learning (IL) or learning from demonstration to reproduce movements observed from human demonstrations. Human demonstrations include trajectory profiles and force profiles. A trajectory profile can be obtained from human demonstration easily and numerously: with a real robot, we can collect it by kinesthetic teaching or teleoperation; when a real robot is unavailable, we can demonstrate the trajectory by observing the rendered world in simulation. However, in simulation, it is harder to obtain the realistic force profile due to the reality gap between simulation and real assembly. Moreover, assembly tasks involve considerable task uncertainty, mainly including (1) trajectory uncertainty, i.e. motion drift of the robot end effector (EEF), and (2) force uncertainty, i.e. the varying accompanying forces of changing trajectory phases. Therefore, the improper force profile significantly impairs the implementation of such assembly tasks and can even damage parts. For these reasons, approaches that can execute proper force control along with the trajectory with high adaptivity to uncertainty must be explored to solve this problem.

One line of such researches is the belief space planning [1], which means planning under state uncertainty. For robotic assembly tasks, [2] introduces an asymptotically optimal belief space planner that can find an optimized trajectory which has achieved minimal contact forces under uncertainty. However, such approach requires CAD models of manipulated objects to generate sets of pose hypotheses of them in the environment. Another approach that has also been widely studied recently by researchers is reinforcement learning (RL) to solve complex manipulation problems, by learning behaviors through interacting with the environment. Among the previously proposed RL techniques, hierarchical RL (HRL) [3] has been proven to be very promising in solving the above-mentioned uncertainty problems, although the method is problematic in exploration, skill segmentation, and reward definition [4]. IL can be used to reduce the enormous exploration work of RL but is often influenced by compounding errors caused by the covariate shift [5][6] and suboptimal expert demonstrations [7].

In this work, we propose a learning-based framework to enable robots to independently and efficiently learn the proper force control policy of assembly tasks that compensates for the discrepancy between the force profile and the actual force.
requirement. The main contribution is the development of the said learning-based framework that combines hierarchical imitation learning, to learn the nominal motion trajectories, with a reinforcement learning-based force control scheme to learn an optimal force control policy, that can satisfy the nominal trajectory while adapting to the force requirements of the assembly task. To further improve the imitation learning part, we develop a hierarchical architecture, following the idea of goal-conditioned imitation learning, to generate the trajectory learning policy on the skill level offline. Through experimental validations, we corroborate that our framework is robust to uncertainty in the assembly task, can generate high-quality trajectories, and can find suitable force control policies adapting to the task’s force requirements more efficiently.

II. RELATED WORK

A. Force Control in Assembly Tasks

Force control is important for contact-rich manipulation tasks to deal with the problem of interaction between a manipulator and the environment. Robotic assembly tasks involve nonlinear and low-clearance insertions and different force requirements in different phases. These make assembly automation difficult to achieve. In conventional force control methods, prior knowledge of the environment is necessary to define the controller’s parameters at each phase properly [8]. Therefore, it is tricky to adapt to unexpected changes in the environment and large forces can arise from small tolerances in assembly processes. To overcome this problem, some typical previous studies involve extracting features from demonstrations and formulating numerical models to reuse these skills. For example, Dynamical Movement Primitives (DMPs) [9] are presented for learning and modeling with attractor dynamical systems for goal-directed behavior. And researchers [10][11][12] utilize the DMPs to encode the demonstrated trajectory and match the force profile of the recorded trajectory. [13] proposes an iterative learning controller with reinforcement for tracking the target force with high accuracy in robotized tasks.

Since these approaches treat forces from human demonstrations as optimal solutions, they directly match the force profiles. In contrast, we consider the situation where the force profiles are unsuitable or unavailable for the actual robotic assembly and propose a method that directly learns the time-variant parameters of the force controller from the experience of implementing assembly tasks.

B. Combined Learning for Assembly Skills

With the development of hardware and machine learning, a recent trend has emerged of using RL for complex assembly tasks, which circumvents complex modeling. Inoue et al. [14] propose a deep RL (DRL) method for precise PiH tasks. Thomas et al. [15] solve contact-rich manipulation problems by incorporating CAD-based motion planning with RL. Johannink et al. [16] combine feedback control methods with DRL to solve complex manipulation tasks involving friction and contacts with unstable objects. However, the sample efficiency of RL can be rather low in exploring the task-space of assembly tasks. IL is also a powerful method for robotic manipulation that perceives and reproduces human movements without the need for programming. Kormushev et al. [17] propose an IL approach that regulates the relative priority of position- and force-tracking for the controller in tasks with less uncertainty. IL has also been applied recently to robotic assembly by researchers [18][19][20]. Previous works have also studied combined learning (CL) approaches, i.e. combining RL with IL. These approaches utilize demonstrations of successful behaviors to improve the sample efficiency of RL [21]. Initializing RL policies from demonstration has been used for learning some classical tasks such as cartpole [21], hitting a baseball [22], and swing-up [23]. Beyond initialization, some promising approaches incorporate demonstrations into RL, including DDPGfD [24], DDPG-HER [25], and DAPG [26]. However, demonstrations without proper force profiles are not suitable to initialize the RL policies for the force learning or to be incorporated into the RL process in these approaches. Therefore, we present a novel CL framework that can learn a proper force control policy with high sample efficiency using only the trajectory profile.

III. PRELIMINARIES

A. Goal-Conditioned Imitation Learning

IL learns a policy by imitating a demonstration dataset \( D = \{ \tau^1, \tau^2, \tau^3, ... \} \) which consists of several trajectories on the same task. In a typical IL setting, a demonstration trajectory is in the form of state-action pairs, i.e. \( \tau^i = (s^i_0, a^i_0, ..., s^i_T, a^i_T) \), and a policy \( \pi(a|s) \) is learned by behavior cloning (BC) [27]. In contrast, in a goal-conditioned IL setting [28][29][30], state-action-goal triplets, \((s^i_t, a^i_t, s^i_g)\), replace state-action pairs, \((s^i_t, a^i_t)\), and a goal-conditioned policy, \( \pi(a|s, s_g) \), attempting to reach different goals \( s_g \) is learned by imitating \( D \).

B. Data Relabeling

Data relabeling [31] is a type of data augmentation that is particularly effective in a low data regime. It executes self-supervision on unlabeled demonstration data and treats each state \( s^i_{t+k} \) visited within a demonstration trajectory, from an initial state \( s^i_t \) to a specific goal state \( s^i_g \), as a latent goal state. The effectiveness of data relabeling has been validated in [30] through a comparison with BC.

IV. COMBINED LEARNING FRAMEWORK

In this section, we propose our framework as shown in Fig 1 including the trajectory learning and the force learning.

A. Hierarchical Goal-Conditioned Imitation Learning

We develop a hierarchical goal-conditioned IL (HGICIL) approach for the trajectory learning. The details are as follows:

1) Hierarchical Architecture: As the basic technique of HGICIL, we propose a hierarchical architecture consisting of a skill level and a motion level. We separate this part from Fig 1 (red lines) and show it in temporal sequence in Fig 2.

On the skill level, the observation space is \( (p, p_h) \in \mathbb{R}^m \) where \( p \) represents the current pose of the manipulated object and \( p_h \) stands for the goal pose on the skill level. The action space is \( p \in \mathbb{R}^n \) where \( p \) is the sub-goal pose on the motion level. And on the motion level, the observation space is
(p, p_l) \in \mathbb{R}^m$ where $p_l$ stands for the sub-goal pose obtained from the skill level. The action space is $a_p \in \mathbb{R}^k$ where $a_p$ is the robot EEF movement transitioning from $p$ to $p_l$. During the trajectory learning process as shown in Fig. 2, the skill policy sets a sub-goal $p_l$ every $n$ time steps and keeps it during each phase for the motion level. Then, the motion level is commanded to reach $p_l$ every time step throughout the phase until a new $p_l$ is given.

2) Goal-Conditioned Data Relabeling: The goal-conditioned setting has shown good performance in multitasks and long-horizon tasks. In this paper, we use it to preprocess demonstration data. Data relabeling is implemented on the skill level to generate the skill level dataset $D_s = \{s|S = (p_0, p_l, p_h)\}$ as shown in Algorithm 1.

3) Policy: On the skill level, the skill policy takes $(p, p_h)$ as inputs and outputs $p_l$. We use a fully connected neural network with three hidden layers, each with 256 units, a dropout rate of 0.1, and ReLu as the activation function to train the skill policy, $\pi(p_l|p_h)$. We use input feature normalization because the input data have quite different ranges and units. The output data is not normalized because it is a regression problem. On the motion level, the policy takes $(p, p_l)$ as inputs and outputs $a_p$ every time step. We incorporate this part with the RL-based force control scheme which will be presented in Section IV-B.

We summarize how these techniques make HGCLIL work here. First, the hierarchical architecture endows the skill policy with the capability to spontaneously find sub-goals for a distant goal along the trajectory. With the periodically updated $p_l$, the motion drift uncertainty caused by the compounding errors can be constrained. Second, the goal-conditioned data relabeling enables the skill policy to be trained on abundant goals in the trajectory distribution from the varying demonstration. Therefore, the skill policy has a better generalization to move towards the goal from unseen states.

B. Reinforcement Learning-Based Force Control Scheme

For the force learning, we use an RL-based force control scheme to learn the force control policy. We continue to use the notation of the object pose in Section IV-A to represent the EEF pose in this section because they can be transformed to each other with a known transformation matrix.

1) Scheme: The RL-based force control scheme is presented with black lines in Fig[1] The goal of this framework is to self-tune force control parameters without changing them manually according to the environment.

The goal pose of the manipulator EEF, which is $p_e$ in Fig[1], is input into the scheme as a trajectory reference every time step. $p$ is the actual pose of the EEF. The pose error, $p_e = p_l - p$, and the contact force, $f = [f, \tau]$, where $f \in \mathbb{R}^3$ is the force vector and $\tau \in \mathbb{R}^3$ is the torque vector, serve as feedback to both the RL agent and the parallel position/force controller. The velocity of the EEF, $\dot{p}$, is also an input of the RL agent. The RL agent gives policy actions consisting of (1) position/orientation commands, $a_p = [v, w]$, where $v \in \mathbb{R}^3$ is the position vector and $w \in \mathbb{R}^4$ is the orientation vector to control the robot’s movements, and (2) controller parameters, $a_{sp}$. The controller processes all inputs to produce the position command actually to be sent to the manipulator.

2) Controller: We utilize an adaptive parallel position/force controller to balance the accurate trajectory and the contact forces. The controller takes the trajectory error $p_e$, the actual contact force $f$, position/orientation commands $a_p$, and controller parameters $a_{sp}$ as inputs and produces the actual position command $p_e$ to operate the manipulator; $f_g$ is the reference force in the assembly process. The parallel position/force controller control law consists of a proportional and derivative (PD) controller for position, a proportional and integral (PI) controller for force, and the selection matrix $S = diag(s_1, s_2, ..., s_6), s_j \in [0, 1]$ where the values correspond to the degree of control that each controller has over a given direction. The controller parameters are $a_{sp} = [K_p^f, K_p^s, S]$. Each parameter is defined in a range of potential values and can be self-tuned in the RL.

3) Reinforcement Learning Algorithm: Soft-Actor-Critic (SAC) [32] is used as the RL algorithm of the RL agent in the scheme. SAC is a state-of-the-art model-free and off-policy actor-critic deep RL algorithm based on the maximum entropy RL framework. It maximizes the reward to an expected value while optimizing maximum entropy. As an off-policy algorithm, it can use a replay buffer to reuse information from recent operations for sample-efficient training. We use the SAC implementation from TF2RL [33] repository. The reward function is:

$$r(s) = w_1 L\left(\|p_e\|_2, p_{max}\|_1, 2\right) + w_2 L\left(\|f_e\|_{l2}\right) + \gamma$$

where $f_e = f_g - f$, and $p_{max}$ and $f_{max}$ are defined maximum values. $L(y) = y \rightarrow x, x \in [1, 0]$ is a linear mapping to the range 1 to 0. Therefore, the closer the EEF is to the target and the lower the contact force is, the higher the reward. $\|z\|_2$ is $l_2$ norm based on [34], which is given by $\frac{1}{2} \|z\|^2 + \sqrt{\alpha + z^2}$. 

---

Algorithm 1: Hierarchical goal-conditioned data relabeling

1. Initialization: input demonstration dataset $D = \{s_1, s_2, ..., s\}$, the window size $W_s$ for skill level, and $W_m$ for motion level;

2. for each trajectory $s = (p_0, p_l, ..., p_T)$ in $D$ do

3. for $t = 1, 2, ..., T$ do

4. for $w = 1, 2, ..., W_s$ do

5. if $t + w \leq T$ then

6. Add $(p^t, p^{t+\min(w, W_m)}, p^{t+w})$ to $D_s$;
This norm is used to encourage the EEF to precisely reach the target position, but to also receive a larger penalty when far away. $\gamma$ can be a positive reward for finishing the task successfully, a negative one for excessive force, or 0. $w_1$ and $w_2$ are hyperparameters to weight the components.

To deal with safety problem in the learning process, a fail-safe mechanism, which has been introduced in our previous work [35], checks the IK solution, the joint velocity, and the contact force in succession for each action. The first two validations are proactive to avoid unstable behaviors and the third one is reactive to avoid force overshoots.

V. EXPERIMENTS

We divide this section into three parts: introducing the implementation details, explaining the choice of parameters, and evaluating the efficacy of the proposed framework on both the simulated environment and the real hardware. To improve the clarity, we explain with the circuit breaker condenser assembly which can be simplified into an L-shaped object insertion (L insertion) task, as shown in Fig. 3

A. Implementation Details

1) Demonstration Device: We collected data using two methods: (1) a bilateral control system constructed on a Yaskawa Motoman-SDA10F dual-arm robot; (2) AR markers attached to the manually manipulated objects. For the former, we only used the trajectory data, albeit the force data is also available. The system recorded poses of the EEF every 4 ms. We refer readers to the media attachment for more information about the bilateral control system. For the latter, we tracked AR markers and recorded poses every 10 ms.

2) Setup for Experimental Validation: Experimental validation was executed both on a simulated environment modeled in the Gazebo 9 and on a real Universal Robot 3e-series (UR3e) robotic arm. The real UR3e robotic arm had a control frequency up to 500 Hz, and a force/torque sensor was attached to the EEF. The learning process was implemented on a computer with a GeForce RTX 2060 SUPER GPU and an Intel Core i7-9700 CPU.

B. Choice of Parameters

1) Trajectory Learning: The skill level dataset, $D_s$, was organized according to Algorithm 1. The object pose at time $t$, $p_t$, was represented by the task-space pose, $(x_t, y_t, z_t, \theta_x, \theta_y, \phi)$. We utilize task-space position/orientation commands and parallel position/force controller parameters as the motion representation for training because task-space actions have been proven to be more efficient for learning with RL algorithms [36][37]. Because our demonstration data lay in ranges far from the discontinuity, the trained neural network would not suffer from the non-continuous orientation representation. Therefore, we used the Euler angle representation of the orientation for convenience. The neural network of the skill policy was trained with the ADAM optimizer using a batch size of 256 and a learning rate decaying from 0.001. The window sizes $W_s$ and $W_m$ were set to 85% and 30% of the length of each trajectory, respectively. We used an original demonstration dataset including 10 trajectories (8 for the training set and 2 for the validation set).

2) Force Learning: There were 30 parameters in total in the parallel position/force controller, 12 from the PD gains, 12 from the PI gains, and 6 from the selection matrix $S$. We reduced the number of controllable parameters to guarantee the behavior stability and to reduce the complexity of the system. In the PD controller, only the proportional gain $K_p$ was controllable and the derivative gain $K_d$ was computed with $K_p$. We set $K_d = 2\sqrt{K_p}$ to have a critical damping condition. In the PI controller, only the proportional gain $K_p$ was controllable and the integral gain $K_i$ was computed based on $K_p$. We set $K_i$ as 1% of $K_p$ empirically. To overcome the curse of dimensionality in RL, it was still necessary to further reduce the dimensions of parameters. In the experiment, we evaluated several policy models with different action spaces, i.e. different numbers of controllable parameters [35]. As shown in Table I, we named models with different action spaces P-9, P-14, P-19, and P-24, where P meant parallel and the numbers indicated the numbers of controllable parameters.

| Model | Number of Controllable Parameters |
|-------|----------------------------------|
| P-9   | 6 1 1 1 1                       |
| P-14  | 6 1 1 1 6                       |
| P-19  | 6 6 6 6 1                       |
| P-24  | 6 6 6 6 6                       |

C. Experimental Results

We implemented several experiments on both the simulation and the real hardware. The skill policy set $p_t$ every 50 time steps (10% of the time steps per episode) empirically to balance the computational resource and the trajectory quality.

1) Simulation Experiments: In this part, we implemented all the simulation experiments on the L insertion task. First, we trained each policy model with both the CL framework and the vanilla RL to verify whether the trajectory learning helped to improve the sample efficiency. Each policy model was trained for 100K steps with a maximum of 500 steps per episode. The policy control frequency was set to 20 Hz, so each time step cost about 0.05 s in the simulation. Parameters in the reward function (Eq. [1]) were: $w_1 = 1.0$, $w_2 = 2.0$, and $\gamma = 100$ (reaching the goal), -50 (excessive force), or 0 (otherwise). The reference force, $f_g$, was set to 0 to minimize the contact force.

![Fig. 3: L insertion task. Clearances no more than 1 mm. (a) shows the circuit breaker condenser assembly can be simplified to an L insertion task; (b) shows the assembly workflow of L insertion.](image-url)
The learning curves smoothed using the exponential moving averages (EMA) are shown in Fig. 4.

Result 1: The learning curves of the vanilla RL hardly converged, but a learning curve could also converge with proper tuning of the hyperparameters, such as P-14. However, the learning curves of the CL converged more frequently without the need for careful parameter tuning. Among the policy models trained with CL, P-14 showed the fastest learning rate and the best performance. P-19 and P-24 had higher system complexity with more parameters to tune than the other two, so their learning rates were lower. P-9 had a fast learning rate but lacked enough controllable parameters to learn a good policy consistently.

Second, to evaluate the performance of HGCIL in imitating the nominal motion trajectory confronted with the trajectory uncertainty, we compared it with two other IL approaches: (1) Behavior cloning (BC) without hierarchical or goal-conditioned setting, and (2) GCBC with flat data relabeling (GCBC-relabeling) [31]. The window size of GCBC-relabeling equals $W_s$ used by HGCIL. And the learning of motion policy of each approach was still incorporated into the force control scheme. For comparison, we additionally included a framework where the same force control scheme followed a recorded trajectory from the demonstration. Therefore, we obtained four comparison groups, including HGCIL+SAC (ours), BC+SAC, GCBC-relabeling+SAC, and recorded trajectory+SAC. We set $L$ to a random initial pose in the proximity of $G$ and executed each learning process. The results are shown in Fig. 5.

Result 2: On the one hand, HGCIL+SAC outperformed BC+SAC and GCBC-relabeling+SAC. It indicated that the ability of HGCIL to recover from slight trajectory deviations contributed to adapt to the trajectory uncertainty. On the other hand, BC+SAC failed to learn proper policy throughout the training process; GCBC-relabeling improved the performance of the approach which merely followed a recorded trajectory, but was less effective to learn proper force control policy than HGCIL. It suggested that these two methods were not robust enough for the trajectory learning and delivered inferior reference trajectories for the force learning.

Third, to display the robustness of HGCIL more clearly, as well as validate the brief summary about its working mechanism in Section IV-A, we excluded the contact force from this comparison and solely validated the trajectory learning part. The performance was measured by a score $C$ representing the extent of completion of the L insertion, $C = 1 - \lambda_{\text{pos}} e_{\text{pos}} - \lambda_{\text{rot}} e_{\text{rot}}$, where $e_{\text{pos}}$ and $e_{\text{rot}}$ are the final Euclidean distances between the EEF and the target pose in position and orientation. $\lambda_{\text{pos}}$ and $\lambda_{\text{rot}}$ are their weights, which were set to 20.0 and 3.0, respectively. We used different starting poses of $L$ uniformly distributed in three main degrees of freedom (DoF), $x$, $z$, and $\theta$, of the task-space within the close proximity of $G$ as comparisons. 20 trials were executed for each test group, and a trial finished when $C$ surpassed a value of 0.9 or the implementation exceeded 500 time steps. The result is shown in Fig. 5. More intuitively, Fig. 6a gives the visible trajectory and planar swept volume of $L$ obtained by each IL method with the initial starting pose. We emphasize that the object $G$ in Fig. 6a is only a position reference to show the extent of completion of the trajectory learning and the collision detection was inactive.

Result 3: From Fig. 5 and Fig. 6a, we found that both HGCIL and GCBC-relabeling succeeded in moving towards the goal from varying initial poses. It manifested the generalization ability of the goal-conditioned data relabeling to deal with situations not provided by demonstration. And we analyzed that the trajectory learning using BC stopped making progress early because BC could not produce proper actions under unseen states without the goal-conditioned data relabeling. However, the trajectory learned through GCBC-relabeling deviated more than that learned through HGCIL. It was because the skill policy of HGCIL spontaneously found and updated sub-goals for a distant goal. Therefore, the trajectory was always corrected to avoid serious deviation and the motion drift uncertainty was constrained. We also compared the trajectory learned by HGCIL with some demonstration trajectories (DEMO). As shown in Fig. 6b, the trajectory learned by HGCIL was more consistent than the suboptimal demonstration trajectories and approximately an optimal trajectory reaching the goal without redundant movements (e.g. a demonstration trajectory may fluctuate a lot to adjust the object pose because of the improper insertion angle), which is also indicated in Fig. 6c.

2) Real Robot Experiments: In this part, we executed three assembly tasks on real hardware. The policy control frequency was set at 20 Hz on the real robot.

Task 1 was a real L insertion task as a testbed to select the policy model for Task 2 and Task 3. Then, we utilized Task 2 and Task 3 to validate that the CL framework could easily learn proper control policy confronted with variable trajectories and force requirements in different assembly tasks. Task 2 was a condenser assembly task - the origin of the L insertion task, as shown in Fig. 7. Compared to the simplified
Fig. 6. Trajectory learning results. (a) A demonstration trajectory (DEMO) and learned trajectories by HGCIL, BC, and GCBC-relabeling from near initial poses. Red trajectories represent trajectories of the local coordinate system origin of $L$. Yellow and green areas represent planar swept volumes of $L$ along the trajectories. (b) A learned trajectory by HGCIL and 3 demonstration trajectories of the $L$ insertion are shown for the 3 main DoF - $x$, $z$, and $\theta$.

L insertion, it involved higher trajectory uncertainty due to the complicated geometric features. Task 3 was an HDMI insertion (with an obstacle) task, as shown in Fig.7. Besides the nonlinear and low-clearance trajectory, this task requires a certain force against the friction to finish the insertion, which brought the force uncertainty. Therefore, we set the reference force in the insertion direction to 10 N. For trajectory learning, we collected trajectory data from their demonstrations. And for the force learning, we used the learned force control policy in the real L insertion as initialization to reduce the training time.

Results: For Task 1, we continually trained the policies learned in the simulation environment on a real UR3e robotic arm and evaluated the finally learned policies, as shown in Fig.8. In the training process, the model P-14 maintained the best performance. Although it took about 40K steps (33.3 min) to learn a proper policy using P-14 in the simulation, the policy was transferred to the real hardware successfully without retuning from scratch. Therefore, we utilized P-14 as the policy model for the next two tasks. For Task 2 and Task 3, the results are also shown in Fig.7.

VI. CONCLUSION AND FUTURE WORK

In this work, we propose a framework to learn complex assembly skills from human demonstrations by using a combined trajectory and force learning approach. The framework consists of learning the trajectory through a novel hierarchical goal-conditioned IL (HGCIL) approach and learning the force profile through an RL-based force controller. Experimental results on simulation show that the HGCIL method can generate high-quality trajectories by imitating the demonstrated trajectories and tackle the trajectory uncertainty and the proposed framework’s sample efficiency is highly enhanced compared with vanilla RL and alternative CL frameworks using BC and GCBC-relabeling as the trajectory learning methods. And experimental results on real hardware additionally show the effectiveness of the framework to quickly learn control policies of assembly tasks with varying trajectories and force requirements in the real world.
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