Abstract

This paper describes our system for Task 4 of SemEval-2021: Reading Comprehension of Abstract Meaning (ReCAM). We participated in all subtasks where the main goal was to predict an abstract word missing from a statement. We fine-tuned the pre-trained masked language models namely BERT and ALBERT and used an Ensemble of these as our submitted system on Subtask 1 (ReCAM-Imperceptibility) and Subtask 2 (ReCAM-Nonspecificity). For Subtask 3 (ReCAM-Intersection), we submitted the ALBERT model as it gives the best results. We tried multiple approaches and found that Masked Language Modeling (MLM) based approach works the best.

1 Introduction

Computers’ ability to understand, represent, and express text with abstract meaning is a fundamental problem towards achieving true natural language understanding. In past decades, significant advancement has been achieved in representation learning. SemEval-2021 Task 4: Reading Comprehension of Abstract Meaning (ReCAM) (Zheng et al., 2021) explores the ability of machines to understand abstract concepts and proposes to predict abstract words just as humans do while writing article summaries. In the shared task, text passages are provided to read and understand abstract meaning. It consists of three subtasks where the first two subtasks are based on two different definitions of abstractness 1) Imperceptibility (Spreen and Schulz, 1966) and 2) Non-specificity (Changizi et al., 2008) and the third subtask discusses their intersection.

Many cloze-style reading comprehension datasets like CNN/Daily Mail (Hermann et al., 2015) and Children’s Book Test (CBTest) dataset (Hill et al., 2016) and models (Dhingra et al., 2016; Munkhdalai and Yu, 2017) similar to this task exist, where a missing word has to be inferred. However, these previous datasets and models have mostly focused on inferring concrete words or concepts like named entities, but this task moves the focus from concreteness to abstractness of words in reading comprehension. This can prove to be quite useful for current ongoing research in the field of abstractive summarization.

We participated in all the three subtasks. We mainly used an Ensemble of BERT and ALBERT as our final model for submission on subtasks 1 and 2. We were ranked 13th on Subtask 1 and 11th on Subtask 2. We submitted the ALBERT model on Subtask 3. All of our code is made publicly available on Github1. We approached this task in two ways. One is a multiple choice Question answering (MCQ) based approach and other a Masked Language Modeling (MLM) approach. Through experiments, we concluded that such tasks are best addressed using a masked language model.

The rest of the paper is organised as follows. Section 2 describes the problem statement formally and also gives a brief description of the dataset provided by the task organizers. Section 3 introduces the related work. Section 4 describes our proposed approach and Section 5 gives the experimental details. We enlist our results in Section 6 with a brief error analysis. Finally, we give concluding remarks in Section 7.

2 Background

2.1 Problem Description

A passage P, a followup question Q with a @placeholder and a list of candidate answer words \( W = \{W_1, W_2, W_3, W_4, W_5\} \) are given as an input to the model. The task is to output the correct answer.
Figure 1: Few ambiguous examples in Subtask 1 Dev set (Option marked in green is the correct answer)

\[ W_i \in W \] by learning the function \( F \) such that \( W_i = F(P, Q, W) \)

The first two subtasks focus on the two different definitions of abstractness and the third subtask captures the relationship between the two views of abstractness. The evaluation metric for all three subtasks is the accuracy of the predictions made by the model. The subtasks are enlisted below:

1. **ReCAM-Imperceptibility** - Abstract words refer to ideas and concepts that are not immediately perceivable by our senses like culture, objective, etc.

2. **ReCAM-Nonspecificity** - According to this definition, abstract words refer to holistic terms, e.g., animal, body, etc.

3. **ReCAM-Intersection** - In the third subtask, the system needs to be trained on one definition of abstractness (Imperceptibility) and evaluated on the other (Nonspecificity) and vice-versa.

| Task | Training | Dev | Test |
|------|----------|-----|------|
| 1    | 3227     | 837 | 2025 |
| 2    | 3318     | 851 | 2017 |

Table 1: Number of examples in dataset

### 3 Related Work

Much work has been done for the prediction of concrete words unlike ours where we need to predict abstract words in reading comprehensions. Gated Attention Reader (Dhingra et al., 2016) predicts missing concrete words in CNN/Dailymail datasets with a high accuracy. The attention mechanism plays a crucial role in recognizing which sections of the article are more important to answer the questions. Extracting context from the article is a vital
part of the task. This task requires comprehensive natural language understanding, going beyond the meaning of individual words and sentences. We explored some of the pre-trained transformer models (Vaswani et al., 2017) as these capture the context better due to the self-attention mechanism. Moreover, pre-trained models are readily available.

The task is somewhat similar to a multiple choice question answering task. We experimented with the MCQ based approach as mentioned by Radford (2018) where a linear layer is built over the transformer and the correct answer is predicted by applying softmax over the probabilities of each option.

One approach to get context from the article is to extract the most relevant sentences to the question with sentence similarity techniques (Reimers and Gurevych, 2019). We experimented with this approach and extracted “Top-k” sentences that were most semantically similar to the given question from the article.

One of the major challenges in this task is to handle the long length of the article. Pappagari et al. (2019) discuss the approach of using hierarchical transformers for text classification problem to tackle long passages. BERT is applied to text segments and an LSTM layer or transformer is applied to get document embedding.

Another approach is to model the shared task as a masked language modeling task. The transformer based models like BERT (Devlin et al., 2018) and ALBERT (Lan et al., 2020) have been trained via the masked language modeling objective. BERT has also been trained on the Next Sentence Prediction task, and ALBERT has been trained on the Sentence Ordering task. In Lan et al. (2020), it is mentioned that Sentence Ordering task is a better way to understand the similarity and extracting context from two sentences and thus, ALBERT works better than the BERT model.

4 System Overview

We explored multiple models and methodologies. We first experimented using an encoder with an attention based approach. From their results, we observed that an MLM based approach would work better than an MCQ based approach.

Consequently, we tried BERT and ALBERT models and their Ensemble with the MLM based approach. However, for comparison purposes, we also worked with the MCQ method and its system is described below along with our other approaches.

4.1 Encoders with Attention

4.1.1 Binary Classification with Attention

We tried a binary classification based approach where we give each option a score of being a correct answer. Our model consisted of two encoders, followed by a binary classifier. One encoder is for encoding the question and one for encoding the article. First, we feed the question into the question encoder which gives us the context vector of the question. Then, we feed the article along with the hidden weights from the question encoder into the article encoder and apply attention weights over them to find the context of question within the article. Finally, we feed the article along with the hidden weights from the question encoder into the article encoder and apply attention weights over them to find the context of question within the article. Finally, we input an option word, the hidden weights obtained from the article encoder and the context vector from question encoder into the binary classifier layer which gives us the score for the given option. The option word with highest score is predicted as our answer.

4.1.2 Cosine Similarity of predicted word with options

In this approach, we use the article and question encoders as described in the first approach to encode the article and question. However, instead of using a binary classifier, we used a decoder layer to predict the missing word. We used the “@placeholder” token’s hidden embedding as an input to the decoder layer along with the context vector from question encoder and hidden weights from article encoder. This layer predicts a word from vocabulary which would fit in the place of “placeholder”. We then compute this word’s cosine-similarity with the given 5 options. The most similar option word is predicted as the answer. This method is similar
to an MLM based approach, and the first approach used above is somewhat similar to an MCQ based approach. This method gave slightly better results than the first approach, and thus, it gave us an idea that an MLM model should work better for our subtasks as compared to an MCQ based model.

4.2 Transformer based Models

4.2.1 Multiple choice Question Answering

The architecture of this approach is similar to that proposed by Radford (2018). We have a linear layer over a transformer model like BERT which takes the embedding of [CLS] token and calculates the cosine similarity of this token with given 5 options. Since, the [CLS] token represents the aggregate sequence representation (Devlin et al., 2018), it encodes the context of article and question together. The input sequence to the model is the concatenation of article and question (where the “@placeholder” is replaced by an option) delimited with the [SEP] token. On top of this, we have a softmax layer which calculates the score for each given option.

4.2.2 Masked Language Modeling

We used the transformer models like BERT and ALBERT for masked language modeling since they have been trained via the MLM objective. In this approach, the input sequence to our model is the concatenation of question and article tokens delimited with the [SEP] token where the “@placeholder” word in the question has been masked. We truncate the article from the end to fit into the maximum token sequence length. Since our task requires context reading from the article, we used different sentence embedding of the transformer models for question and article. An example of input sequence is given in Figure 4. The model’s output is a probability vector with probability scores of replacing the masked token with any word in the vocabulary. We used the scores computed for the given 5 options and predicted option with the highest score as the correct answer.

We did an ensemble of BERT and ALBERT model predictions by taking the average score for each option predicted by these models. If the scores of Bert model predictions of the 5 options in a given example are \( B = \{ B_1, B_2, B_3, B_4, B_5 \} \) and the scores of ALBERT model predictions are \( A = \{ A_1, A_2, A_3, A_4, A_5 \} \), then our Ensemble model gives the scores

\[
S = \{ S_i : S_i = \frac{A_i + B_i}{2} \quad \forall i \in \{ 1, 2, 3, 4, 5 \} \}
\]

We later also did an Ensemble of two ALBERT models where one is fine-tuned on the given subtask, and the other one is not. This gave us the best results on Subtask 1 and Subtask 2. However, we tried this approach in the post-evaluation phase and thus, we did not submit this system on the leaderboard.

| Model                      | Task 1 | Task 2 |
|----------------------------|--------|--------|
| GARender (baseline)        | 0.251  | 0.243  |
| Binary Classification with Attention | 0.201  | 0.212  |
| Cosine Similarity approach | 0.256  | 0.249  |

Table 2: Results of Encoder Based Approaches on Dev sets (Metric : Accuracy)

5 Experimental Setup

Our implementation uses the PyTorch library (Paszke et al., 2019) for deep learning models and the Transformers library by HuggingFace (Wolf et al., 2020) for the pre-trained transformer models and corresponding tokenizers.
We first experimented with the baseline model, Gated-Attention reader (Dhingra et al., 2016) provided by the task organizers. This model did not give good results, as shown in Table 2.

Then, we experimented with our Encoder based approaches as described in Section 4. We experimented with various loss functions like NLL loss, MSE and CrossEntropy loss. But, the results were poor for these methods too (Table 2). However, the Cosine similarity based approach (Section 4.1.2) performed slightly better than the Binary classification with Attention approach (Section 4.1.1) indicating that an MLM approach should work better than an MCQ approach.

To verify our claim, we experimented with the BERT Base model with the MCQ approach, which gave quite less accuracy, no better than a random prediction. However, the BERT model with the MLM approach performed way better on all the subtasks. We experimented with both large and small variants of BERT and ALBERT models where the large variants performed better as expected. We fine-tuned both the models without freezing any layers with Adam optimizer (Kingma and Ba, 2017). We fine-tuned the BERT model for 3 epochs and ALBERT model for 1 epoch. We used the learning rate of 5e-5 and a max-sequence length of 256 for both BERT and ALBERT. We also used pre-trained ALBERT model without any fine-tuning in some of our experiments.

We also experimented with the input sequence to understand and compare the degree of context-reading done in ALBERT and BERT models. We changed the input sequence to contain only question tokens and then passed this sequence to our models. We then compared these results with the results obtained after passing the complete input sequence containing both article and question tokens. BERT gave an improvement of around 5-6% after passing the complete input sequence. However, ALBERT shows much more improvement of around 11-12% with the complete sequence. It shows that ALBERT’s training on a Sentence Ordering task is more effective for MLM tasks like ours than the BERT’s training on Next Sentence Prediction task.

We then experimented with the Ensemble of BERT Large and ALBERT xxlarge-v2 model predictions. We experimented by assigning different weights to BERT and ALBERT models and found out that equal weights to both works better. We later did an Ensemble of the fine-tuned ALBERT model with a non fine-tuned ALBERT model. It gave much improved results on Subtask 1 and Subtask 2.

### 6 Results and Analysis

The results of all the transformer based approaches are given in Table 3. The recurrence based models did not work and predicted answers with a random probability. We used GloVe (Pennington et al., 2014) vector embeddings that are not contextualized, unlike BERT embeddings. Moreover, the task requires some world knowledge since we need to predict an abstract word whose meaning can possibly be encoded if it is trained on large English corpus. Transformer based models are trained on large corpora and implicitly learn concepts grounded in
the world. Hence, transformer based approaches work better in our case.

The BERT model with the MCQ approach uses the embeddings of the '[CLS]' token to predict the correct option. But, it doesn’t exploit the position of ‘@placeholder’ token and hence it becomes difficult for the model to predict the correct result.

We observe that our Ensemble models work better on Subtask 1 and Subtask 2 as compared to the BERT and ALBERT models. However, on Subtask 3, the ALBERT model, which is not fine-tuned gives the best results. It owes to the fact that subtasks 1 and 2 differ a lot. If we fine-tune our model on one of the subtasks, then it performs worse on the other.

For our final submission, we submitted our Ensemble model (8) (Table 3) for Subtask 1 and Subtask 2. We also submitted the fine-tuned ALBERT model on these subtasks. In Subtask 1, we are ranked 13th with our Ensemble model (8) with an accuracy of 0.8212 on test set. In Subtask 2, we are ranked 11th with the fine-tuned ALBERT model with an accuracy of 0.8761 on test set. Surprisingly, in Subtask 2, fine-tuned ALBERT model performed better than our Ensemble model on the test set. This is possibly because our ensemble system performed only marginally better than fine-tuned ALBERT model on dev set. In Subtask 3, we submitted the non fine-tuned ALBERT model.

For understanding the mistakes made by our submitted Ensemble system, we analysed the confidence scores of our model’s predictions. We performed the analysis of the system on the dev set of Subtask 2. We set a threshold factor (TF) of “1.4” for deciding between confident and confused predictions. If the confidence score of the model’s predicted option is $P$ and the score for the correct option word is $T$, then the model is confident in its...
predicted answer if the following condition holds:

\[ P \geq TF \ast T \]

It turns out that the model makes 50% confident predictions out of all the predictions in the dev set. Also, the model makes 20% wrong predictions confidently, while in 80% of the wrong predictions, the model is confused between two options. In many cases, it is unable to understand the context properly and in a few cases, the model lacks the necessary world knowledge (Table 4). In first example in Table 4, the model predicts ‘aiming’ as the answer quite confidently. However, ‘operating’ is a more appropriate option due to the context given in the article. This example shows that our system fails to read the context properly in some cases. Also, consider the second example in Table 4. Here, the model is confused between two options: ‘chances’ and ‘standards’. Although, it is mentioned in the article clearly that Derby is performing poor in a past few matches, the model is not confident in predicting ‘standards’ which is the most suitable option here. It implies that our model is generally confused between all the option words that are semantically applicable in the question statement. Consider example 4 from Table 4. Here, the model is confused between option words ‘sea’ and ‘boundary’ because both of them fit well into the question. In order to make model more confident on such examples, we need to incorporate world knowledge into our system.

We also performed a similar post-competition analysis on our Ensemble System (9) (Table 3) and found out that it continues to make similar mistakes. But, in cases like example 1 in Table 4, it gives correct results. This is because, we used an ALBERT fine-tuned model instead of BERT fine-tuned model in this system which is better in context-reading as compared to BERT. Thus, this system gave slightly improved results.

7 Conclusion

The task of predicting abstract words with context from a question and article is quite novel in itself. We showed that this task can be modelled better as a masked language modeling task rather than multiple choice question answering task. The transformer based approaches worked best, where we used BERT and ALBERT models and their ensembles. These models are pretrained models and hence they perform better on our small dataset after fine-tuning. We were able to improve the results of ALBERT model with our Ensemble model on subtasks 1 and 2, but on Subtask 3, the ALBERT model performs better. In future, we shall try to improve our results on Subtask 3. In our current approaches, we haven’t used options while training the model. We can try using a pairwise ranking loss function to rank the options according to their scores with a linear layer built on top of transformer models. This will help the model to predict answers more confidently and hence might also improve results. Moreover, we have used the same approach for Subtask 1 and 2. In future, we aim to incorporate common sense knowledge, for example, prototypical knowledge about activities in the form of scripts (Modi and Titov, 2014; Modi, 2016, 2017; Ostermann et al., 2018), or in the form of semantic networks like ConceptNet (Speer et al., 2018) for tackling two different definitions of abstractness and incorporating some knowledge in the two subtasks.
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