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Abstract

In this article we establish error bound for linear complementarity problem with \textit{P}-matrix using plus function. We introduce a fundamental quantity associated with a \textit{P}-matrix and show how this quantity is useful in deriving error bounds for the linear complementarity problem of the \textit{P}-type. We also obtain (upper and lower) bounds for the quantity introduced.
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1 Introduction

The error bounds are important to consider a measure by which the approximate solution fails to be in the solution set and to obtain the convergence rates of different approaches. The error bound decides stopping criteria in terms of convergence analysis for iterative method. It also plays an important role in sensitivity analysis. In linear complementarity problem, use of error bound is focused not only for the bounds of the solution but also for the convergence rate of the iterative method applied to find the solution. Mathias and Pang \textsuperscript{10} established error bound for linear complementarity problem with \textit{P}-matrix. Here we propose a new error bound for linear complementarity problem with \textit{P}-matrix based on plus function.

\textsuperscript{1} Corresponding author
The linear complementarity problem finds a real valued vector that satisfies a particular system of inequalities and a complementarity condition. The problem is defined as follows:

Given $A \in \mathbb{R}^{n \times n}$ and a vector $q \in \mathbb{R}^n$. Now consider the linear complementarity problem as to find a vector $z \in \mathbb{R}^n$ such that

$$Az + q \geq 0, \quad z \geq 0,$$

(1.1)

$$z^T(Az + q) = 0.$$

(1.2)

This problem is denoted as $\text{LCP}(A, q)$ for which we find a vector $z \in \mathbb{R}^n$ satisfying the inequalities (1.1) as well as complementarity condition (1.2) or show that no such $z$ exists. The feasible set of $\text{LCP}(A, q)$ is defined as $\text{FEA}(A, q) = \{z : Az + q \geq 0, z \geq 0\}$ and the solution set is defined as $\text{SOL}(A, q) = \{z \in \text{FEA}(A, q) : z^T(Az + q) = 0\}$.

For the recent study on the linear complementarity problem and applications see [5], [22], [15], [17] and references therein. For details of several matrix classes in complementarity theory, see [8], [9], [21], [19], [12], [11], [16], [20], [6] and references cited therein. The problem of computing the value vector and optimal stationary strategies for structured stochastic games for discounted and undiscounted zero-sum games and quadratic multi-objective programming problem are formulated as linear complementarity problems. For details see [13], [14], [18] and [25]. The complementarity problems are considered with respect to principal pivot transforms and pivotal method to its solution point of view. For details see [3], [23], [4] and [24].

For the $\text{LCP}(A, q)$, one important issue is to study the related error bound, which is an inequality that bounds the distance from vectors to the solution set of the $\text{LCP}(A, q)$, in terms of some residual function. Now consider $S = \text{SOL}(A, q)$. The nonegative function $\bar{r} : S \rightarrow \mathbb{R}_+$ is said to be a residual function for $\text{LCP}(A, q)$ if it satisfies the property that $\bar{r}(z) = 0$ be a residual function for the $\text{LCP}(A, q)$ if it satisfies the property that $\bar{r}(z) = 0$ if and only if $z \in S$. In recent years, many researchers are concerned with global error bounds for the linear complementarity problem and related mathematical programs. For details see [10], [1], [7] and [2].

In this paper we consider linear complementarity problem with $P$-matrix. Our aim is to derive global upper and lower error bounds of solution of $\text{LCP}(A, q)$ using plus function. In section 2, some basic notations and results are presented. In section 3, we derive upper and lower bounds of solution of $\text{LCP}(A, q)$. In the last section, give some examples to illustrate the bounds of $\text{LCP}(A, q)$.

2 Preliminaries

We begin by introducing some basic notations used in this paper. We consider matrices and vectors with real entries. $\mathbb{R}^n$ denotes the $n$ dimensional real space, $\mathbb{R}_+^n$ and $\mathbb{R}_+^{n+}$ denote the nonnegative and positive orthant of $\mathbb{R}^n$. We consider vectors and matrices with real entries. Any vector $x \in \mathbb{R}^n$ is a column vector and $x^T$ denotes the row transpose of $x$. $e$ denotes the vector of all 1. $x_i$ denotes the $i$-th component of the
vector \( x \in R^n \).
For a given \( z \in R^n \), we define \( \|z\|_\infty = \max_i |z_i| \).
For a given matrix \( A \in R^{n\times n} \), we define \( \|A\|_\infty = \max_{i,j} |A_{ij}| \).
Let \( \|z\|_A^2 = \max_i z_i(Az)_i \). Now the quantity \( \beta(A) \) is defined as
\[
\beta(A) = \min_{\|z\|_\infty = 1} \|z\|_A^2 \tag{2.1}
\]
which is finite and positive. For an arbitrary vector \( z \in R^n \), the following inequality holds:
\[
\max_i z_i(Az)_i \geq \beta(A)\|z\|_\infty^2. \tag{2.2}
\]
For details see \[10\]. Now we give some definitions and lemmas which will be used in the next section.

**Definition 2.1:** Consider \( z \in R \). Then the plus function is defined as \( z_+ = \max(0, z) \).

For \( z \in R^n \), the plus function \( z_+ \) is also defined as \( (z_+)_i = (z_i)_+ \forall i \), where \( (z_i)_+ = \max(0, z_i) \). From the definition of \( z_+ \) it is clear that \( z_+ \geq 0 \).

**Definition 2.2:** \[25\] \( A \in R^{n\times n} \) is called \( P \)-matrix if and only if for every \( z \in R^n \setminus \{0\} \)
\[
\max_i z_i(Az)_i > 0; \tag{2.3}
\]

**Lemma 2.0.1:** \[10\] Let \( A \in R^{n\times n} \) be a \( P \)-matrix and let \( x \) denote the unique solution of \( \text{LCP}(A, q) \). Then
\[
\beta(A^{-1})\|(-q)_+\|_\infty \leq \|z\|_\infty \leq \beta(A)^{-1}\|(-q)_+\|_\infty. \tag{2.4}
\]

Now our aim is to bound the error for the linear complementarity problem \( \text{LCP}(A, q) \), where \( A \in R^{n\times n} \) is a \( P \)-matrix.

## 3 Main Results

**Theorem 3.1:** Let \( A \in R^{n\times n} \) be a \( P \)-matrix. Let \( z \) denote the unique solution of \( \text{LCP}(A, q) \) and let \( d \in R^n \) be an arbitrary vector. Then,
\[
\frac{1}{1 + \|A\|_\infty}\|(d - (d - (Ad + q))_+)\|_\infty \leq \|z - d\|_\infty \leq \frac{1 + \|A\|_\infty}{\beta(A)}\|(d - (d - (Ad + q))_+)\|_\infty. \tag{3.1}
\]

**Proof.** Let \( p = (d - (d - (Ad + q))_+) \) and \( l = q + Az \). Consider the vector
\[
s = d - p = d - (d - (d - (Ad + q))_+) = (d - (Ad + q))_+ \geq 0.
\]
Let \( c = q + (A - I)p + As \). This implies that
\[
c = q + (A - I)p + As = q + Ap - p + Ad - Ap = q - p + Ad = q - (d - (Ad + q)) + Ad = q - d + (d - (Ad + q)) + Ad.
\]

Now we show that the vectors \( c \) and \( s \) satisfy complementarity condition. If \( d_i \geq (Ad + q)_i \),
\[
((d - (Ad + q))_i)_+ = d_i - (Ad + q)_i.
\]

Then
\[
c_i = q_i - d_i + d_i - (Ad + q)_i + (Ad)_i = 0 \quad \text{and} \quad s_i = ((d - (Ad + q))_i)_+ = d_i - (Ad + q)_i \geq 0.
\]

In another way, if \( d_i \leq (Ad + q)_i \),
\[
((d - (Ad + q))_i)_+ = 0.
\]

This implies that
\[
s_i = 0 \quad \text{and} \quad c_i = q_i - d_i + ((d - (Ad + q))_i)_+ + (Ad)_i = (Ad)_i + q_i - d_i \geq 0.
\]

Considering both the cases we obtain the following pair of inequalities and complementarity condition.
\[
s \geq 0, \quad c = q + (A - I)p + As \geq 0, \quad s^T c = 0. \tag{3.2}
\]
\[
\tag{3.3}
\]

Now, for each \( i \) we have
\[
(s - z)_i(c - l)_i = s_i c_i + z_i l_i - z_i c_i - s_i l_i \leq 0.
\]

Therefore, we have
\[
0 \geq (s - z)_i(c - l)_i = (d - p - z)_i(q + Ap - p + As - q - Az)_i = (d - p - z)_i(q + Ap - p + Ad - Ap - q - Az)_i = (d - p - z)_i(3.2)
\]

This implies that,
\[
(d - z)_i(A(d - z))_i \leq (d - z)_i p_i + p_i(A(d - z))_i
\]

In particular for the index \( i \), we have
\[
(d - z)_i(A(d - z))_i = \max_j (d - z)_j(A(d - z))_j.
\]

Now from the condition \( (2.2) \), we have
\[
\max_i z_i(Az)_i \geq \beta(A)\|z\|_\infty^2.
\]

Hence
\[
(d - z)_i(A(d - z))_i \geq \beta(A)\|d - z\|_\infty^2.
\]
Therefore,

\[ \beta(A)\|d-z\|_{\infty}^2 \leq (d-z)_i(A(d-z))_i \leq (d-z)_i p_i + p_i(A(d-z))_i = ((I+A)(d-z))_i p_i \leq (1+\|A\|_{\infty})\|p\|_{\infty}\|d-z\|_{\infty}. \]

Hence

\[ \|d-z\|_{\infty}^2 \leq \frac{(1+\|A\|_{\infty})}{\beta(A)}\|p\|_{\infty}\|d-z\|_{\infty}. \]

To prove the left-hand inequality of (3.1), consider an arbitrary index \( i \) for which \( p_i > 0 \) and \( l_i = 0 \). Then \((Az)_i = -q_i\).

In this case, if \( p_i > 0 \), then

\[ p_i = d_i - ((d - (Ad + q))_i)_+, = d_i - ((d - (Ad + q))_i)_+ > 0. \]

Since \( l_i = 0 \), the inequality \((Ad + q)_i \geq d_i\), implies that

\[ p_i = d_i - (Ad + q)_i = (A(d-z))_i \]

and the another inequality \((Ad + q)_i \leq d_i\), implies that

\[ p_i = d_i - d_i + (Ad + q)_i = (Ad + q)_i = (A(d-z))_i. \]

Hence considering the case \( p_i > 0 \) and \( l_i = 0 \), we obtain

\[ |p_i| = p_i \leq (A(d-z))_i \leq \|A\|_{\infty}\|d-z\|_{\infty}. \]

If \( z_i = 0 \), then \( s = d - p \geq 0 \) implies that \( p_i \leq d_i \).

Therefore,

\[ |p_i| = p_i \leq d_i - z_i \leq \|d-z\|_{\infty}, \text{ when } z_i = 0, p_i > 0. \]

Thus considering all the cases, we conclude that

\[ |p_i| \leq (1 + \|A\|_{\infty})\|d-z\|_{\infty}. \]

Now we consider the case \( p_i \leq 0 \).

Let \( l_i = 0 \). Then

\[ p_i = d_i - ((d - (Ad + q))_i)_+, = d_i - ((d - (Ad + q))_i)_+ < 0. \]

Considering both the cases \((Ad + q)_i \leq d_i\) and \((Ad + q)_i \geq d_i\), we obtain

\[ |p_i| = -p_i \geq -(A(d-z))_i, \text{ which implies that} \]

\[ |p_i| \leq (A(d-z))_i \leq \|A\|_{\infty}\|d-z\|_{\infty}. \]

If \( z_i = 0 \), then \(|p_i| = -p_i \geq -d_i + z_i\), which implies that \(|p_i| \leq \|(d-z)\|_{\infty}. \) Hence considering the cases \( p_i < 0, l_i = 0, z_i = 0 \), we conclude that

\[ |p_i| \leq (1 + \|A\|_{\infty})\|d-z\|_{\infty}, \text{ where } p_i = (d - (d - (Ad + q))_+)i. \]
This inequality $|p_i| \leq (1 + \|A\|_\infty)\|(d - z)\|_\infty$ implies that 
\[\|(d - z)\|_\infty \geq \frac{|p_i|}{(1 + \|A\|_\infty)},\] 
for an arbitrary index $i$.

Hence
\[\|(d - z)\|_\infty \geq \frac{\|p\|}{(1 + \|A\|_\infty)}.
\]

Hence we conclude that
\[\frac{\|d - (d - (Ad + q))_+\|_\infty}{(1 + \|A\|_\infty)} \leq \|(z - d)\|_\infty \leq \frac{(1 + \|A\|_\infty)}{\beta(A)}\|d - (d - (Ad + q))_+\|_\infty.
\]

\[\text{Remark 3.1: The quantity } \|(d - (d - (Ad + q))_+\|_\infty \text{ in the expression (3.1) is the residue of the vector } d. \text{ When } d = 0, \text{ this residue is equal to the quantity } \|(−q)_+\|_\infty.\]

\[\text{Now we deduce the relative error bound.}\]

\[\text{Theorem 3.2: Let } A \in R^{n \times n} \text{ be a } P\text{-matrix. Let } z \text{ denote the unique solution of } LCP(A, q) \text{ and let } d \in R^n \text{ be an arbitrary vector. Assume that } (−q)_+ \neq 0. \text{ Then,}\]
\[\frac{\beta(A)}{1 + \|A\|_\infty} \frac{\|(d - (d - (Ad + q))_+)\|_\infty}{\|(−q)_+\|_\infty} \leq \frac{1 + \|A\|_\infty}{\beta(A)} \frac{\|(d - (d - (Ad + q))_+)\|_\infty}{\|(−q)_+\|_\infty}.
\]

\[\text{Proof. From theorem 3.1 we obtain,}\]
\[\frac{1}{1 + \|A\|_\infty} \|(d - (d - (Ad + q))_+)\|_\infty \leq \|(d - (d - (Ad + q))_+)\|_\infty \leq \frac{1 + \|A\|_\infty}{\beta(A)}\|(−q)_+\|_\infty.
\]

\[\text{and from lemma 2.0.1 it is given that,}\]
\[\beta(A^{-1})\|(−q)_+\|_\infty \leq \|z\|_\infty \leq \beta(A^{-1})\|(−q)_+\|_\infty.
\]

\[\text{Now combining these two inequalities, we obtain}\]
\[\frac{\beta(A)}{1 + \|A\|_\infty} \frac{\|(d - (d - (Ad + q))_+)\|_\infty}{\|(−q)_+\|_\infty} \leq \frac{\|(z - d)\|_\infty}{\|z\|_\infty} \leq \frac{1 + \|A\|_\infty}{\beta(A^{-1})\beta(A)} \frac{\|(d - (d - (Ad + q))_+)\|_\infty}{\|(−q)_+\|_\infty}.
\]

\[\text{Theorem 3.3: Let } A \in R^{n \times n} \text{ be a } P\text{-matrix. Then}\]
\[\beta(A) \leq \sigma(A),\]
\[\text{where } \sigma(A) = \min\{\gamma(A_{\mu\mu}) : \mu \subset \{1, 2, \ldots, n\}\}, \gamma(A_{\mu\mu}) \text{ denotes the smallest eigenvalue of the principal submatrix } A_{\mu\mu}.\]
Proof. Let \( \sigma(A) = \min\{\gamma(A_{\mu\mu}) : \mu \subseteq \{1, 2, \ldots, n\}\} \), \( \gamma(A) \) denotes the smallest eigenvalue of the principal submatrix \( A_{\mu\mu} \). By this definition of \( \sigma(A) \), the matrix \( A - \sigma(A)I \) cannot be a \( P \)-matrix. Then, there exists a vector \( y \) such that

\[
\max_i y_i ((A - \sigma(A)I)y)_i \leq 0.
\]

This implies that

\[
\max_i (y_i (Ay)_i - \sigma(A)y_i^2) \leq 0.
\]

With \( \|y\|_\infty = 1 \), \( \max_i (y_i (Ay)_i) \leq \sigma(A) \).

Now introducing minimum in both side of the above inequality, we obtain,

\[
\min_{\|y\|_\infty = 1} \max_i y_i (Ay)_i \leq \sigma(A).
\]

This implies that

\[
\alpha(A) \leq \|y\|_A^2 \leq \sigma(A).
\]

\[\square\]

**Corollary 3.1:** Let \( A \in \mathbb{R}^{n \times n} \) be a nondiagonal \( P \)-matrix. Let \( \lambda \in (0, 1) \) be arbitrary. Now define the scalars

\[
m = \max_{i \neq j} |A_{ij}|, \quad h = \frac{m^2}{\sigma(A)}.
\]

Define the numbers \( \{t_i : i \in \{1, \ldots, n\}\} \)

\[
t_1 = \min\{\sigma(A), \lambda h\},
\]

\[
t_{i+1} = \frac{(1 - \lambda)^2 t_i^2}{h} \quad \text{for} \quad i \geq 1.
\]

Then \( \beta(A) \geq t_n \).

**Corollary 3.2:** Let \( A \in \mathbb{R}^{n \times n} \) be an \( H \)-matrix with the positive diagonals. Let \( \tilde{A} \) be the comparison matrix of \( A \), which is defined by

\[
\tilde{A}_{ij} = \begin{cases} A_{ii} & \text{if } i = j, \\ -|A_{ij}| & \text{if } i \neq j. \end{cases}
\]

Then, for any vector \( e > 0 \), the vector \( e_1 = \tilde{A}^{-1}e > 0 \) and

\[
\beta(A) \geq \frac{(\min_i e_i)(\min_i e_{1i})}{(\min_j e_{1j})^2}.
\]

The upper and lower boundary of the term \( \beta(A) \) are established by the above corollaries. Now we study the error bound related to diagonal \( P \)-matrix.
Theorem 3.4: Let $A \in \mathbb{R}^{n \times n}$ be a diagonal $P$-matrix. Let $z \in \mathbb{R}^n$ be the unique solution of $LCP(A, q)$ and $d \in \mathbb{R}^n$ be an arbitrary vector. Then
\[
\frac{1}{1 + \|A\|_\infty} \| (d - (d - (Ad + q))_+ ) \|_\infty \leq \| z - d \|_\infty \leq \frac{1 + \|A\|_\infty}{\min_i A_{ii}} \| (d - (d - (Ad + q))_+ ) \|_\infty,
\]
where $A_{ii}$ is the $i$-th diagonal element of the matrix $A$.

Proof. Let $A \in \mathbb{R}^{n \times n}$ be a diagonal $P$-matrix. Then
\[
\max_i A_{ii} = \max_{\|x\|_\infty = 1, i} A_{ii}x_i^2 \geq \min_i A_{ii} > 0,
\]
where $A_{ii}$ is the $i$-th diagonal element of the matrix $A$.

By definition 2.1,
\[
\beta(A) = \min_{\|z\|_\infty = 1} \|z\|_A^2 = \min_{\|z\|_\infty = 1} \max_i z_i(Az)_i \geq \min_i A_{ii}
\]
and by theorem 3.3,
\[
\beta(A) \leq \sigma(A).
\]
For diagonal $P$-matrix $A$,
\[
\sigma(A) = \min_i A_{ii}.
\]
Hence
\[
\beta(A) \leq \min_i A_{ii}.
\]
Both the inequalities imply that
\[
\beta(A) = \min_i A_{ii},
\]
where $A_{ii}$ is the $i$-th diagonal element of the matrix $A$. Let $z \in \mathbb{R}^n$ be the unique solution of $LCP(A, q)$ and $d \in \mathbb{R}^n$ be an arbitrary vector. From theorem 3.4 we obtain the following inequality
\[
\frac{1}{1 + \|A\|_\infty} \| (d - (d - (Ad + q))_+ ) \|_\infty \leq \| z - d \|_\infty \leq \frac{1 + \|A\|_\infty}{\beta(A)} \| (d - (d - (Ad + q))_+ ) \|_\infty.
\]
Now using the value of $\beta(A)$ in the inequality 3.4 we obtain the following inequality
\[
\frac{1}{1 + \|A\|_\infty} \| (d - (d - (Ad + q))_+ ) \|_\infty \leq \| z - w \|_\infty \leq \frac{1 + \|A\|_\infty}{\min_i A_{ii}} \| (d - (d - (Ad + q))_+ ) \|_\infty,
\]
where $A_{ii}$ is the $i$-th diagonal element of the matrix $A$. \hfill \square

Theorem 3.5: Let $A \in \mathbb{R}^{n \times n}$ be a diagonal $P$-matrix. Let $z \in \mathbb{R}^n$ be the unique solution of $LCP(A, q)$ and $d \in \mathbb{R}^n$ be an arbitrary vector. Then the relative error satisfies the following inequality
\[
\frac{\min_i A_{ii}}{1 + \|A\|_\infty} \frac{\| (d - (d - (Ad + q))_+ ) \|_\infty}{\| (-q)_+ \|_\infty} \leq \frac{\| z - d \|_\infty}{\| z \|_\infty} \leq \frac{1 + \|A\|_\infty}{\max_i \min_i A_{ii}} \frac{\| (d - (d - (Ad + q))_+ ) \|_\infty}{\| (-q)_+ \|_\infty}, \tag{3.5}
\]
where \( A_{ii} \) is the \( i \)-th diagonal element of the matrix \( A \).

**Proof.** Let \( A \in R^{n \times n} \) be a diagonal \( P \)-matrix. By theorem 3.4, it is clear that \( \beta(A) = \min_i A_{ii} \), where \( A_{ii} \) is the \( i \)-th diagonal element of the matrix \( A \). Since \( A \) is a diagonal matrix, \( \beta(A^{-1}) = \min_i (A^{-1})_{ii} = \frac{1}{\max_i A_{ii}} \). Now from theorem 3.2, we obtain

\[
\frac{\min_i A_{ii}}{1 + \|A\|_\infty} \frac{\|(d - (d - (Ad + q))_+)\|_\infty}{\|(-q)_+\|_\infty} \leq \frac{\|z - d\|_\infty}{\|z\|_\infty} \leq \frac{1 + \|A\|_\infty}{(\frac{1}{\max_i A_{ii}}) \min_i A_{ii}} \frac{\|(d - (d - (Ad + q))_+)\|_\infty}{\|(-q)_+\|_\infty},
\]

where \( z \in R^n \) be the unique solution of \( LCP(A, q) \), \( d \in R^n \) be an arbitrary vector and \( A_{ii} \) is the \( i \)-th diagonal element of the matrix \( A \). \qed

### 4 Numerical Example

Consider the matrix \( A = \begin{bmatrix} 4 & 1 & 2 \\ 3 & 5 & -1 \\ -1 & -2 & 7 \end{bmatrix} \), which is a \( P \)-matrix.

The principal submatrices of \( A \) are \( A_{11} = 4, A_{22} = 5, A_{33} = 7, A_{\alpha\alpha} = \begin{bmatrix} 4 & 1 & 2 \\ 3 & 5 & -1 \\ -1 & -2 & 7 \end{bmatrix} \), where \( \alpha = \{1, 2\} \), \( A_{\beta\beta} = \begin{bmatrix} 5 & -1 \\ -2 & 7 \end{bmatrix} \), where \( \beta = \{2, 3\} \), \( A_{\delta\delta} = \begin{bmatrix} 4 & 2 \\ -1 & 7 \end{bmatrix} \), where \( \delta = \{1, 3\} \).

Now \( \gamma(A_{11}) = 4, \gamma(A_{22}) = 5, \gamma(A_{33}) = 7, \gamma(A_{\alpha\alpha}) = \frac{9 - \sqrt{13}}{2}, \gamma(A_{\beta\beta}) = \frac{12 - \sqrt{13}}{2}, \gamma(A_{\delta\delta}) = 4.5 \), where \( \gamma \) is defined by theorem 3.3.

Hence \( \sigma(A) = \min\{4, 5, 7, 4.5, \frac{9 - \sqrt{13}}{2}, \frac{12 - \sqrt{13}}{2}\} = 6.9722436 \).

Now \( m = \max_{i \neq j} |A_{ij}| = 3, h = \frac{m^2}{\sigma(A)} = 3.33676357 \).

Let \( \lambda = 0.5 \), then

\[
t_1 = \min\{\sigma(A), \lambda h\} = \min\{2.69722436, 1.66838179\} = 1.66838179. 
\]

\[
t_2 = \frac{(1-\lambda)^2 t_1^2}{h} = \frac{0.25 \times 2.69722436}{3.33676357} = 0.208547725. 
\]

\[
t_3 = \frac{(1-\lambda)^2 t_2^2}{h} = \frac{0.25 \times 0.208547725}{3.33676357} = 0.00325855823. 
\]

Therefore \( \beta(A) \geq 0.00325855823 \). Again, \( \beta(A) \leq \|z\|_A^2 \leq \sigma(A) = 6.9722436 \).

Here \( \|A\|_\infty = 7 \). Let \( z \in R^n \) be the unique solution of \( LCP(A, q) \) and \( d \in R^n \) be an arbitrary vector. From 3.1, we obtain

\[
\frac{1}{1 + \|A\|_\infty} \|\|(d - (d - (Ad + q))_+)\|_\infty \leq \|z - d\|_\infty \leq \frac{1 + \|A\|_\infty}{\beta(A)} \|\|(d - (d - (Ad + q))_+)\|_\infty. 
\]

This implies that

\[
\frac{1}{8} \|\|(d - (d - (Ad + q))_+)\|_\infty \leq \|z - d\|_\infty \leq \frac{8}{2.69722436} \|\|(d - (d - (Ad + q))_+)\|_\infty. 
\]

Therefore the error satisfies the inequality,

\[
0.125 \|\|(d - (d - (Ad + q))_+)\|_\infty \leq \|z - d\|_\infty \leq 2.96601207 \|\|(d - (d - (Ad + q))_+)\|_\infty. 
\]
5 Conclusion

In this study we introduce error bound for LCP\((A,q)\) with \(P\)-matrix using plus function. We introduce a new residual approach to bound the error as well as the relative error. We also study the error bound for diagonal \(P\)-matrix. A numerical example is illustrated to demonstrate the upper and lower bound of the error.
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