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Abstract. We study a Caputo time fractional degenerate diffusion equation which we prove to be equivalent to the fractional parabolic obstacle problem, showing that its solution evolves for any \(\alpha \in (0, 1)\) to the same stationary state, the solution of the classic elliptic obstacle problem. The only thing which changes with \(\alpha\) is the convergence speed. We also study the problem from the numerical point of view, comparing some finite different approaches, and showing the results of some tests. These results extend what recently proved in \([1]\) for the case \(\alpha = 1\).

1 Introduction

In the works of the last decades, the use of fractional calculus has known an ever increasing use in describing phenomena from the most disparate scientific fields, from biology to mechanics, to superslow diffusion in porous media till financial interests.

Aim of this paper is to study the following problem, which generalizes the one addressed in \([1]\), for \(0 < \alpha < 1\):

\[
\begin{aligned}
\partial_t^\alpha u - H(u - \psi) \Delta u &= 0 \quad \text{a.e. in } \Omega, \text{ for all } t \in (0, T), \\
u(0) &= u^0 \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial\Omega, \text{ for all } t \in (0, T),
\end{aligned}
\]

(1)

with \(T > 0\), where \(H\) is the extended Heaviside function such that \(H(0) = 0\), that is

\[
H(r) = \begin{cases} 
1 & \text{for } r > 0 \\
0 & \text{for } r \leq 0
\end{cases}
\]

(2)
and \( \Omega \) is a bounded domain in \( \mathbb{R}^n \), \( n \in \mathbb{N} \), with smooth boundary. For simplicity, we omitted the presence of a forcing term in the problem.

Here \( \partial_t^\alpha u \) denotes the Caputo fractional derivative, that is,

\[
\partial_t^\alpha u(x, t) := \frac{1}{\Gamma(1-\alpha)} \int_0^t (t-s)^{-\alpha} \partial_s u(x, s) \, ds,
\]

where \( \Gamma \) is the Gamma function.

The Riemann-Liouville derivative is defined as

\[
R \partial_t^\alpha u(x, t) := \frac{\partial}{\partial t} \frac{1}{\Gamma(1-\alpha)} \int_0^t (t-s)^{-\alpha} u(x, s) \, ds.
\]

We observe that

\[
R \partial_t^\alpha C = \frac{1}{\Gamma(1-\alpha)} \partial_t \int_0^t \frac{C}{(t-s)^\alpha} \, ds = C \frac{t^{-\alpha}}{\Gamma(1-\alpha)}
\]

and the following relation between derivatives holds

\[
\partial_t^\alpha u(x, t) = R \partial_t^\alpha (u(x, t) - u(x, 0)) = R \partial_t^\alpha u(x, t) - u(x, 0) \frac{t^{-\alpha}}{\Gamma(1-\alpha)}.
\]

We refer to the book [5] for further details on fractional derivatives.

Let us consider the complementarity system, for all \( t > 0 \),

\[
\begin{cases}
  w(x, t) \geq \psi(x) & \text{in } \Omega \\
  \partial_t^\alpha w \geq \Delta w & \text{a.e. in } \Omega \\
  (w - \psi)(\partial_t^\alpha w - \Delta w) = 0 & \text{a.e. in } \Omega \\
  w(x, 0) = u^0 & \text{in } \Omega \\
  w(x, t) = 0 & \text{on } \partial \Omega.
\end{cases}
\]

In Section 2 we will prove that

- by analogy with the classical case, (1) is equivalent to the complementarity system (6);

- asymptotically, the solution evolves for each \( \alpha \) towards the same steady state of the classical problem, that is

\[
\bar{u} \geq \psi, \quad -\Delta \bar{u} \geq 0, \quad (\bar{u} - \psi)\Delta \bar{u} = 0 \quad \text{in } \Omega \times (0, T)
\]

with different convergence speed (for \( \alpha = 1 \) exponential, for \( \alpha \in (0, 1) \) polynomial).
In Section 3 we present three possible finite difference schemes for the numerical approximation of problem (1) or its equivalent form given by the complementary system (6). The Caputo derivative has been discretized using standard methods found in the literature, the so-called L1 or Convolution Quadrature (CQ) approaches (see e. g. [9] or [7]). The space discretization has been carried out through the semi implicit finite differences scheme introduced in [1] for problem (1), or through the implicit scheme of [3] for the evolutive obstacle problem (6). Note that for $\alpha \to 1^-$ all these schemes give back the known results of the classic heat equation with obstacle.

Our aim was not to find an optimal strategy of approximation for the problem, but only to derive working schemes in order to confirm through explicit simulations the behavior of the solution as characterized by the results of Section 2. For that, in Section 4, we have tested the previous schemes on a couple of one-dimensional examples. Such simulations also allow to compare their reliability and computational cost. The semi implicit approach requires time step restrictions (strongly increasing as $\alpha \to 0^+$) in order to detect the correct contact set with the obstacle, restrictions unnecessary for the implicit approach. On the other hand, in the first case each time iteration is much less expensive, since it reduces to a single linear system solution. So, after all, all the proposed schemes appear to be competitive.

For the following, we assume that the initial datum $u^0$ and the (independent of time) obstacle $\psi$ satisfy the following conditions

$$u^0 \in H^1_0(\Omega), \quad \psi \in H^2(\Omega), \quad \psi \leq 0 \text{ on } \partial \Omega.$$  \hspace{1cm} (8)

We define as solution of problem (1) a function $u \in L^2(0,T;H^1_0(\Omega) \cap H^2(\Omega))$ with $\partial_t^\alpha u(x,t) \in L^2(0,T;L^2(\Omega))$ which solves problem (1).

2 Equivalence of the problems and asymptotic behaviour

In the present section we analyze problem (1), showing that, under suitable conditions, it is equivalent to complementarity system (6). Let us introduce the following hypotheses:

$H_1$: $u^0 > \psi$ a.e. in $\Omega$;

$H_2$: $\Delta \psi \leq 0$ a.e. in $\Omega$.

**Proposition 2.1.** Assume that conditions (8), $H_1$ and $H_2$ hold. Then problems (1) and (6) are equivalent.

**Proof.**

First we note that if $w$ solves problem (6), then $w$ solves (1). In fact, initial and boundary conditions are the same in (1) and (6). Since $(w - \psi)(\partial_t^\alpha w - \Delta w) = 0$ a.e. in $\Omega$, where $w > \psi$, then we obtain $\partial_t^\alpha w - \Delta w = 0$ a.e in $\Omega$ whereas, where $w(x,t) = \psi(x)$ then $\partial_t w = 0$ which implies $\partial_t^\alpha w = 0$.  
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Now we prove that if $u$ solves problem (1) then $u$ coincides with solution $w$ of (6). Initial and boundary conditions are the same in (1) and (6). Let us now prove that if $u(x,t)$ is a solution of (1) then necessarily $u(.,t) \geq \psi(.)$ in $\Omega$ for any time $t$. Assume that $u < \psi$. Then $\partial_t^\alpha u = 0$ from (1). From $H_1$, $u^0 > \psi$. Moreover, due to the fact that $u < \psi < u^0$, we obtain from (5) $\partial_t^\alpha u = R \partial_t^\alpha (u - u^0) < 0$, which does not agree with $\partial_t^\alpha u = 0$. Then $u \geq \psi$ by contradiction and the first inequality of (6) holds. The equation in the third line of (6) is trivially satisfied where $u(x,t) = \psi(x)$; where $u(x,t) > \psi(x)$, from (1) we obtain $\partial_t^\alpha - \Delta u = 0$, so it is always true. Concerning the second inequality of (6), we have already seen that it is satisfied (with the equal sign) when $u > \psi$. But when $u(x,t) = \psi(x)$, (1) and assumption $H_2$ imply that $\partial_t^\alpha u - \Delta u = -\Delta \psi \geq 0$.

Then $u$ solves problem (6).

We recall that the same problem for $\alpha = 1$ has been faced in [1], proving in particular the equivalence of problem (1) with a parabolic obstacle problem. Let $v$ be the unique solution of problem (6) with $\alpha = 1$, that is

\[
\begin{cases}
  v(x,t) \geq \psi(x) \quad \text{in } \Omega \\
  \partial_t v \geq \Delta v \quad \text{a.e. in } \Omega \\
  (v - \psi)(\partial_t v - \Delta v) = 0 \quad \text{a.e. in } \Omega \\
  v(x,0) = u^0 \quad \text{in } \Omega \\
  v(x,t) = 0. \quad \text{on } \partial \Omega
\end{cases}
\]

Let us introduce

\[
u(x,t) = \int_0^\infty v(x,s) \ell(s,t) \, ds
\]

where the probability density $\ell : [0, \infty) \times [0, \infty) \to [0, \infty)$ satisfies (see [4])

\[
\begin{cases}
  \partial_t^\alpha \ell = -\frac{\partial \ell}{\partial s}, \quad (s,t) \in (0, \infty) \times (0, \infty) \\
  \ell(s,0) = \delta(s), \quad s > 0, \\
  \ell(s,t) = 0, \quad s < 0.
\end{cases}
\]

and

\[
\begin{cases}
  R \partial_t^\alpha \ell = -\frac{\partial \ell}{\partial s}, \quad (s,t) \in (0, \infty) \times (0, \infty), \\
  \ell(s,0) = \delta(s), \quad s > 0, \\
  \ell(0,t) = \frac{t^{-\alpha}}{\Gamma(1 - \alpha)}, \quad t > 0, \\
  \ell(s,t) = 0, \quad s < 0.
\end{cases}
\]
Proposition 2.2. The function $u$ defined in $(10)$ solves $(6)$.

Proof. As $v \geq \psi$, then
\[
\int_0^\infty v(x,s) \ell(s,t) \, ds \geq \int_0^\infty \psi(x) \ell(s,t) \, ds = \psi(x),
\]
and we obtain that $u \geq \psi$.

Now we prove that $(u - \psi)(\partial_t^\alpha u - \Delta u) = 0$. For $u > \psi$, it holds the classical theory about fractional Cauchy problems (see [2], [10] and [4, Theorem 5.2]) and therefore we have that, in $L^2(\Omega)$,
\[
\partial_t^\alpha u(x,t) = \Delta u(x,t), \quad u(x,0) = u^0(x).
\]

Concerning the second inequality of $(6)$, we observe that if $\partial_t v - \Delta v \geq 0$, then
\[
\Delta \int_0^\infty v(x,s) \ell(s,t) \, ds \leq \int_0^\infty \partial_s v(x,s) \ell(s,t) \, ds
\]
\[
= - v(x,0) \frac{t^{-\alpha}}{\Gamma(1 - \alpha)} - \int_0^\infty v(x,s) \partial_s \ell(s,t) \, ds
\]
\[
= - v(x,0) \frac{t^{-\alpha}}{\Gamma(1 - \alpha)} + R \partial_t^\alpha u(x,t).
\]

Since $u(x,0) = v(x,0)$ from the relation $(5)$ we obtain $\partial_t^\alpha u - \Delta u \geq 0$.

The initial condition and the boundary condition for the function $u$ follow trivially from the initial condition and the boundary condition for the function $v$. \qed

In [1] the asymptotic solution of $(9)$ has been characterized as the solution of the corresponding stationary (elliptic) obstacle problem. In particular, it has been proved that under conditions $(8)$, $H_1$ and $H_2$, the solution $v(t)$ to the parabolic obstacle problem $(9)$ converges strongly in $H^1_0(\Omega)$, for $t \to \infty$, to the unique solution $\overline{\pi}$ of the corresponding stationary obstacle problem
\[
\overline{\pi} \in H^1_0(\Omega), \quad \overline{\pi} \geq \psi, \quad -\Delta \overline{\pi} \geq 0, \quad (\overline{\pi} - \psi)(\Delta \overline{\pi}) = 0 \text{ a.e. in } \Omega.
\]

Moreover, it has been proved that there is a constant $C > 0$ such that, for every $t \geq 1$,
\[
\|v(t) - \overline{\pi}\|_{H^1(\Omega)} \leq e^{-Ct}.
\]

In the next Theorem we prove that a similar result holds for any $\alpha \in (0,1)$.

Theorem 2.1. Assume conditions $(8)$, $H_1$ and $H_2$ hold. Let $u(t)$ be the function defined in $(10)$ solution of $(6)$. Let $\overline{\pi}$ be the unique solution of the obstacle problem $(11)$. Then, $u(t)$ converges to $\overline{\pi}$ for $t \to \infty$, and there is a constant $C > 0$ such that, for every $t \geq 1$,
\[
\|u(t) - \overline{\pi}\|_{L^1(\Omega)} \leq \kappa_\Omega E_\alpha(-Ct^\alpha).
\]
for any \( \alpha \in (0, 1) \), where \( \kappa_\Omega = \left( \int_{\Omega} dx \right)^{1/2} \) and

\[
\frac{E_\alpha(-Ct^\alpha)}{J(t)} \to 1, \quad \text{as} \quad t \to \infty,
\]

with

\[
J(t) = \frac{1}{C \Gamma(1-\alpha)}.
\]

**Proof.** Since

\[
\|v - \bar{u}\|_{L^1(\Omega)} \leq \kappa_\Omega \|v - \bar{u}\|_{L^2(\Omega)}
\]

we have

\[
\|u(t) - \bar{u}\|_{L^1(\Omega)} = \int_{\Omega} \left| \int_0^\infty v(x,s) \ell(s,t) ds - \bar{u}(x) \right| dx
\]

\[
= \int_{\Omega} \left| \int_0^\infty (v(x,s) - \bar{u}(x)) \ell(s,t) ds \right| dx
\]

\[
\leq \int_{\Omega} \int_0^\infty |v(x,s) - \bar{u}(x)| \ell(s,t) ds dx
\]

\[
= \int_0^\infty \|v(x,s) - \bar{u}(x)\|_{L^1(\Omega)} \ell(s,t) ds
\]

\[
\leq \kappa_\Omega \int_0^\infty e^{-Cs} \ell(s,t) ds
\]

\[
= \kappa_\Omega E_\alpha(-Ct^\alpha), \quad \forall \alpha \in (0,1)
\]

where, in the last step, we used the fact that \( E_\alpha \) is the Laplace transform of the density \( \ell \).

For the asymptotic behaviour of the Mittag-Leffler, consult the book [8, formula (4.4.17)].

\[\square\]

### 3 Numerical approximation

The starting idea for a numerical approximation of the problem has been to combine classical time-stepping discretization schemes for the Caputo derivative, such as the convolution quadrature (CQ) or the finite difference (L1) scheme, see e.g. [9], with schemes usually working for the parabolic obstacle problem [6], such as the one proposed in [3], but also the semi-implicit f.d. scheme tested in [1] for the equivalent Heaviside function formulation [1] of the problem.

For sake of simplicity we work in the one-dimensional case, with \( \Omega = (a,b) \). Let us call \( h > 0 \) the space discretization step \( (b-a)/N \), so that we have \((N-1)\) internal nodes.
in \( \Omega, \ x_i = a + ih, \) for \( i = 1, \ldots, N - 1 \) and \( \tau = T/M \) the time discretization step (with \( M \) time instants \( t^m = m\tau, \) for \( m = 1, \ldots, M \)); with \( \gamma_\alpha = \tau^\alpha/h^2 \) we denote the parabolic ratio between the steps related to a specific \( \alpha. \) Note that for fixed steps \( h \) and \( \tau, \) if \( \alpha \) decreases to zero then \( \gamma_\alpha \) quickly grows: in other words for small \( \alpha, \) in order to keep \( \gamma_\alpha \) small on a fixed mesh, the step \( \tau \) has to be considerably reduced, with a significant increase of computational costs.

Here we analyze three possible approaches:

1. **Scheme S1**: solves problem \([1]\) with L1 for the Caputo derivative and the semi implicit f.d. scheme of \([1]\) in space.

The time discretization of the Caputo derivative by the L1 scheme leads to the formula (see \([9]\)):

\[
\frac{1}{\Gamma(2 - \alpha)\tau^\alpha} \left\{ u(x, t^m) - \sum_{k=0}^{m-1} C_{m,k} u(x, t^k) \right\},
\]

where

\[
C_{m,0} := f(m), \quad C_{m,k} := f(m - k) - f(m - (k - 1)) \quad \text{for} \quad k = 1, \ldots, m - 1,
\]

and

\[
f(r) := r^{1 - \alpha} - (r - 1)^{1 - \alpha}, \quad \text{for} \quad r \geq 1.
\]

Then, after semidiscretization in time, we need to solve for any instant \( t^m \) the equation

\[
\frac{1}{\Gamma(2 - \alpha)\tau^\alpha} \left\{ u(x, t^m) - \sum_{k=0}^{m-1} C_{m,k} u(x, t^k) \right\} - H(u - \psi)u_{xx} = 0 \quad \text{in} \ \Omega, \quad (16)
\]

with the same boundary conditions of \([1]\). Since \( \Omega \) was splitted in \( N \) subintervals through the nodes \( x = \{x_i\}_i, \) the initial data will be the vector \( u^0 \in \mathbb{R}^{N-1}, \) with \( u^0_i = u^0(x_i); \) applying the semi implicit finite difference scheme of \([1]\) in space, the solution \( u^1 \) at the first discrete time \( t^1 = \tau \) will solve at any node the relation:

\[
\frac{1}{g\tau^\alpha} \left( u^1_i - C_{1,0} u^0_i \right) = H(u^0_i - \psi_i) \delta^2 u^1_i := H(u^0_i - \psi_i) \frac{u^1_{i-1} - 2u^1_i + u^1_{i+1}}{h^2},
\]

with \( g = \Gamma(2 - \alpha) \) (note that \( 0.8862 \leq g \leq 1, \forall \alpha \in [0, 1], \) so that this term will be negligible with respect to \( \gamma_\alpha. \) If we set \( v^1_i = u^k_i - \psi_i, \) redistributing all the terms between the two members, it is equivalent to solve

\[
u^1_i - g\tau^\alpha H(v^0_i) \delta^2 u^1_i = C_{1,0} u^0_i \quad \text{for every} \ i;
\]

with vector notations it means that \( u^1 \) solves the linear system:

\[
B^0 u^1 := (I + g\gamma_\alpha H(v^0) * A)u^1 = C_{1,0} u^0,
\]
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where $A$ is the usual tridiagonal matrix $(N-1) \times (N-1)$ with values 2 on the main diagonal and $-1$ on the two adjacent diagonals, and we denoted

$$\{(H(v) * A)u\}_i := H(v_i)(Au)_i = H(v_i) \sum_{j=1}^{N-1} A_{i,j} u_j.$$ 

Since the discrete solution could overstep the obstacle at some nodes, in particular when a large value of $\gamma_\alpha$ is used, the following correction is needed at any iteration:

$$u_i^1 = \max(u_i^1, \psi(x_i)).$$

In the same way we see that $u^2$ solves for any $i$

$$\frac{1}{g \gamma_\alpha} (u_i^2 - C_{2,0} u_i^0 - C_{2,1} u_i^1) = H(u_i^1 - \psi_i) \delta^2 u_i^2,$$

that is the system

$$B^1 u^2 = (I + g \gamma_\alpha H(v^1) * A) u^2 = C_{2,0} u^0 + C_{2,1} u^1,$$

with the same matrix $A$ and the subsequent correction. In general, at any time step $u^m$ solves the linear system

$$B^{m-1} u^m = b^m,$$  \hspace{1cm} (17)

where we have set

$$B^{m-1} = I + g \gamma_\alpha H(v^{m-1}) * A, \quad b^m = \sum_{k=0}^{m-1} C_{m,k} u^k,$$  \hspace{1cm} (18)

followed by the correction

$$u_i^m = \max(u_i^m, \psi(x_i)).$$  \hspace{1cm} (19)

Note that all the matrices $B^m$ are symmetric positive definite (and M-matrices), since so it is $A$, while $H(v) \geq 0$. Then all the previous linear systems are well posed.

With respect to the classic parabolic obstacle problem approach discussed in [1] there is here an important difference. In that case (which corresponds to the case $\alpha = 1$), when the solution at time $t^{m-1}$ touches the obstacle at node $x_i$, then $v_i^{m-1} = 0$, $H(v_i^{m-1}) = 0$, and (17) trivially yields:

$$u_i^m = u_i^{m-1};$$

in other words, once touched the obstacle at a particular node the solution does not change anymore there, but only at the remaining free nodes. In the general case of
\( \alpha \in (0, 1) \) on the contrary, at the contact time system (17) immediately yields for the \( i \)-th component:

\[
u_i^m = \sum_{k=0}^{m-1} C_{m,k} u_i^k - C_{m,0} u_i^0 + \ldots + C_{m,m-1} \psi_i > \psi_i \sum_{k=0}^{m-1} C_{m,k} = \psi_i,
\]
since at least \( u_i^0 > \psi_i \) and \( \sum_{k=0}^{m-1} C_{m,k} = 1 \). It follows that the solution has a little rebound at \( x_i \) which detaches it again from the obstacle, and produces an (innatural) oscillating evolution from that time on. The width of such rebound depends on the size of \( \gamma_\alpha \). Then, even if in principle the semi implicit scheme does not not require stability restrictions on the discretization steps, a small value of \( \gamma_\alpha \) will be necessary to reduce the oscillations (they would vanish for \( \tau \to 0 \)). The way to solve this difficulty is to remove the memory effect at the contact nodes of the solution with the obstacle, that is where the obstacle retains the solution. This suggests to modify the scheme replacing the vector \( b^m \) of (18) by the vector \( \tilde{b}^m \) defined by

\[
\tilde{b}_i^m = \max(H(u_i^{m-1}) \ast b_i^m, u_i^{m-1});
\]

if \( H(u_i^{m-1}) = 0 \), that is \( u_i^{m-1} = \psi_i \), then \( \tilde{b}_i^m = u_i^{m-1} \) and \( u_i^m = u_i^{m-1} \); otherwise \( \tilde{b}_i^m = b_i^m \), since \( b_i^m \geq u_i^{m-1} \), and all remains as before. No rebound is still possible after a contact.

2. **Scheme S2**: solves problem (1) with CQ for the Caputo derivative and the semi implicit f.d. scheme of [1] in space.

In this case the Caputo derivative is approximated through the so-called convolution quadrature (CQ) method, proposed by Lubich for the discretization of Volterra integral equations. In particular, for a function \( \phi(t) \) (with \( \phi(0) = 0 \)), the Riemann-Liouville derivative \( R \partial^\alpha t \phi \) defined in (4) can be approximated by the discrete convolution:

\[
R \partial^\alpha t \phi^m := \frac{1}{\tau^\alpha} \sum_{j=0}^{m} c_j \phi^{m-j},
\]

where \( \phi^m = \phi(t_m) \), and the coefficients \( \{c_j\} \) are obtained from a suitable power series expansion, connected to a specific approximation method for the ODE (see [9]). In the case of the Euler backward method, it is known as the Grunwald-Letnikov approximation, and provides the following recursive formula for the coefficients:

\[
c_0 = 1, \quad c_j = -\frac{\alpha - j + 1}{j} c_{j-1}.
\]

Then, using the relation (5) between the Caputo and the Riemann-Liouville derivatives we can rewrite the initial problem as

\[
R \partial^\alpha_t (u - u^0) - H(u - \psi) \Delta u = 0,
\]
which discretized in time and space (with the same notations of S1) becomes:

\[ \frac{1}{\tau^n} \sum_{j=0}^{m} c_j (u^{m-j} - u^0) + \frac{1}{h^2} H(u^{m-1} - \psi) A u^m = 0 , \]

equivalent to the solution at any iteration of the linear system

\[ B^{m-1} u^m = b^m , \tag{21} \]

where this time we have set

\[ B^{m-1} = I + \gamma \alpha H(u^{m-1} - \psi) * A , \quad b^m = u^0 - \sum_{j=1}^{m-1} c_j (u^{m-j} - u^0) , \tag{22} \]

followed again by the correction

\[ u^m_i = \max(u^m_i, \psi(x_i)) . \tag{23} \]

Even in this case the vector $b^m$ has to be modified inside the contact set in order to remove the memory effect and prevent rebounds, as done in (20). In fact when $u^{m-1}_i = \psi_i$ then again $b^m_i = 0$, and from (22) we get

\[ u^m_i = u_i^0 - \sum_{j=1}^{m-1} c_j (u_i^{m-j} - u_i^0) > u_i^0 - (\psi_i - u_i^0) \sum_{j=1}^{m-1} c_j > \psi_i , \]

since $u_i^{m-j} \geq \psi_i$ for any $j$, and $\sum_{j=1}^{m-1} c_j \geq -1$.

3. **Scheme S3**: solves problem (6) with L1 for the Caputo derivative and the scheme of [3] for the evolutive obstacle problem.

If we discretize the equation of system (6) through finite differences, using the L1 scheme for the Caputo derivative, we get the equation

\[ (u^m - \psi)^T \left( \frac{1}{\tau^n} (u^m - \sum_{k=0}^{m-1} C_{m,k} u^k) + \frac{1}{h^2} A u^m \right) = 0 . \]

Setting $y^m = u^m - \psi$, and remembering that $\sum_{k=0}^{m-1} C_{m,k} = 1$, it is equivalent to

\[ y^m \left( y^m + g \gamma \alpha A (y^m + \psi) - \sum_{k=0}^{m-1} C_{m,k} y^k \right) = 0 . \]

Then $y^m = \max(0, x^m)$ is solution of the previous equation if $x^m$ solves

\[ (I + g \gamma \alpha A P(x)) x = b^m , \tag{24} \]
where now

\[ b^m = \sum_{k=0}^{m-1} C_{m,k} y^k - g\gamma A\psi = \sum_{k=0}^{m-1} C_{m,k} u^k - \psi - g\gamma A\psi , \] (25)

while \( P(x) = diag(p(x_i)) \) denotes the diagonal matrix with \( p(x_i) = 1 \) if \( x_i > 0 \) and \( p(x_i) = 0 \) otherwise. As seen in [3], [24] can be solved by the so-called Picard iterations:

\[ P^0 = O, \quad (I + g\gamma A P^n) x^{n+1} = b^m, \quad P^{n+1} = diag(p(x^{n+1})) \quad \text{per } n = 0, 1, ... \]

until \( P^{n+1} = P^n \) (\( O \) is the null matrix); at that point \( x^{n+1} \) is the sought solution.

Of course other schemes could be obtained by different combinations of specific numerical approaches, but for our purposes the three previous schemes were sufficient to perform in the next section explicit simulations of the problem.

4 Numerical tests

We have applied the schemes described in Section 3 to some specific examples, for different values of \( \alpha \). We have chosen a sufficiently large final time \( T \), but also added a stopping time criterium in order to put in evidence the convergence towards the asymptotic solution. Since this convergence corresponds to the stabilization of the solution vector and to the satisfaction of the asymptotic complementarity relation

\[ (u - \psi) \Delta u = 0, \]

which means \( u \) harmonic (linear in 1D) outside the contact set, we have used the criterium

\[ STOP \text{ when } \max(\|u^m - u^{m-1}\|_\infty, \|u^m - \psi\|_\infty) < tol , \quad (26) \]

for a given tolerance parameter \( tol \).

Example 1. \( \Omega = (-1, 1), \ u^0(x) = 0.7 - 0.7x^2, \ \psi(x) = 0.5 - 2x^2 \) (see Fig.1).

In the following Table 1 we reported some results obtained by the simulations with schemes S1, S2 and S3, for different values of \( \alpha, N \) and \( \gamma_\alpha \), with \( tol = 10^{-4} \). We adopted the following notations:

- FC time = full contact time, that is the first time at which the solution has reached the whole contact set (no more changing in the successive iterations);

- STOP time = the exit time according to criterium (26);
Looking at the table some remarks and comments are possible:

- The stationary solution is the same for any \( \alpha \), as stated by Theorem 2.1 and corresponds to the one of the stationary problem (7). Different is only the speed of convergence. The detected right extremum of the symmetric contact set \( C \) on the used meshes is 0.125 (the continuous value should be approximately 0.132).

- Schemes S1 and S2 have a very similar behaviour; in both cases for large values of \( \gamma \alpha \) the contact set can be overestimated, a problem not present for S3, due to the implicit nature of the quasi-Newton scheme of [3]. The semi implicit schemes S1 and S2 pay for the delay with which the contact information with the obstacle is achieved, allowing an incorrect evolution of the solution. To avoid that, strong \( \tau \)-step restrictions are necessary: experiments show that all the schemes work correctly for example if \( \tau^{\alpha} < 0.1 \), a bound which becomes particularly heavy when \( \alpha \) is small. In the Table we reported approximately for any number of nodes the largest values of \( \gamma \alpha \) for which all the three schemes give the same correct solution.

- Computational costs: the previous remark suggests that S3 is the more reliable and even the less expensive of the three schemes, allowing larger time steps and hence less
| $\alpha$ | $N$ | $\gamma\alpha$ | $\tau$ | FC time | STOP time | # iter. | # Pic. | # LS | S  |
|---|---|---|---|---|---|---|---|---|---|
| 0  | 32 | 256 | any | first it. | no conv. | 1  | 14 | S3 |
| 64 | 1024 | any | first it. | no conv. | 1  | 29 | S3 |
| 128 | 4096 | any | first it. | second it. | 1  | 57 | S3 |
| 0.3 | 32 | 60 | 0.0079 | 0.10 | 93.16 | 11739 | 12 | 140868 | all |
| 32 | 75 | 0.016 | 0.11 | 93.15 | 5580 | 13 | 72540 | S3 |
| 64 | 220 | 0.0059 | 0.49 | 1.33 | 226 | 21 | 4746 | all |
| 128 | 850 | 0.005 | 0.2 | 1.66 | 315 | 42 | 13230 | all |
| 0.5 | 32 | 25 | 0.009 | 0.16 | 8.38 | 880 | 8 | 7040 | all |
| 32 | 50 | 0.038 | 0.19 | 8.39 | 221 | 11 | 2431 | S3 |
| 64 | 100 | 0.009 | 0.39 | 2.13 | 225 | 15 | 3375 | all |
| 128 | 400 | 0.009 | 0.8 | 2.67 | 282 | 28 | 7896 | all |
| 0.7 | 32 | 50 | 0.097 | 0.29 | 5.81 | 61 | 11 | 671 | all |
| 32 | 100 | 0.026 | 0.52 | 10.44 | 41 | 14 | 574 | S3 |
| 64 | 200 | 0.097 | 0.38 | 7.08 | 74 | 21 | 1554 | all |
| 128 | 400 | 0.036 | 0.5 | 4.82 | 135 | 29 | 3915 | all |
| 1  | 32 | 15 | 0.058 | 0.27 | 0.99 | 18 | 7 | 126 | all |
| 32 | 20 | 0.078 | 0.31 | 1.09 | 15 | 8 | 120 | S3 |
| 64 | 60 | 0.058 | 0.35 | 1.05 | 19 | 13 | 247 | all |
| 128 | 240 | 0.058 | 0.64 | 1.05 | 19 | 23 | 437 | all |

iterations. Anyway, any single time iteration of S3 is much more expensive, many Picard iterations (growing with $N$) with respect to a single linear system necessary to be solved for S1 and S2. Then, comparing the computational cost of the schemes, even these two schemes reveal competitive in terms of the total number of linear system solved.

- For a fixed $\alpha$ the full contact time grows with the number of nodes, and does not seem to depend from $\gamma\alpha$. On the contrary the stabilization time grows with $\gamma\alpha$ but decreases with the number of nodes, since a finer mesh reduces the error at the boundary of the contact set.

- All the schemes correctly work also for the case $\alpha = 1$: it easy to see that in that case both the used approximations of the Caputo derivative reduce to the standard incremental ratio in time.

- The case $\alpha = 0$ is a sort of control test: since in that case $\partial_t^\alpha u = u - u^0$, in absence
of an obstacle the equation \(1\) would reduce to the stationary equation

\[- \Delta \overline{u} + \overline{u} = u^0.\]  \hspace{1cm} (27)

In presence of an obstacle we expect the discrete solution to satisfy (27) only outside the contact set, and from the first iteration. It is in fact clear from (18) and (22) that since \(H(u^0 - \psi) = 1\) and \(\gamma_\alpha = 1/h^2\), the first iteration of all the schemes becomes

\[B^0 u^1 = \left( I + \frac{1}{h^2} A \right) u^1 = u^0,\]

which is essentially the discrete version of (27). If \(u^1\) goes over the obstacle, such identity will be satisfied only where \(u^1 > \psi\). In Figure 2 it can be seen what happens in our example with \(N = 128\) nodes and scheme S3: the solution \(u\) is plotted in blue, the obstacle in red, the initial datum \(u^0\) in black and the quantity \(-\Delta u + u\) through asterisks: the last two quantities coincide in the detachment set, with a natural discontinuity at the boundary of such a region. Since the time step \(\tau\) has no effect on the solution, the semi implicit schemes S1 and S2 for this example always overestimate the contact set.

**Figure 2:** Solution for \(\alpha = 0\) and 128 nodes, scheme S3.

**Example 2.** \(\Omega = (-1, 1), u^0(x) = 1 - x^2, \psi(x) = 0.5 - (2x^2 - 0.5)^2\) (see Fig.3).

On this example we tested numerically the estimate (13) of Theorem 2.1, using scheme S3. The \(L^1\) norm of the error at time \(t^m\) on the given mesh was approximated by a natural quadrature formula, that is

\[\|u(t^m) - \overline{u}\|_{L^1(\Omega)} \simeq h \sum |u^m_i - \overline{u}_i|\]
Such an error was computed for different values of $\alpha$ and of the time $t^m$. In Table 2 we reported (in the third column) the discrete $L^1$ error at $T = 10$ with $N = 32$ nodes and the same $\gamma_\alpha = 50$ for any $\alpha$. In the fourth column the corresponding values of quantity $J(T) = \frac{1}{C} \frac{T^{-\alpha}}{\Gamma(1-\alpha)}$ of (15) are shown; for the constant $C$ we adopted a computed estimate ($C = 26$). It is evident that the two quantities decay at the same rate. In the second column it is also possible to see the number of instant times $M$ needed for each $\alpha$ to keep the same $\gamma_\alpha$, and the consequent increasing complexity of the computation. In order to confirm the order of decay of the error, polynomial for $\alpha \in (0, 1)$ and exponential (up to the machine precision) for $\alpha = 1$, we illustrate in Figure 4 such behavior plotting the continuous curves $J(t)$ in the time interval $(0, 20)$ for $\alpha = 0.3, 0.6$ and 0.9, and the computed errors on ten different discrete times (marked by asterisks). These values correctly lie on the curves.

**Figure 3:** Data of Example 2.

**Figure 4:** Example 2: polynomial speed of stabilization for $\alpha = 0.3, 0.6$ and 0.9.
Table 2: Example 2: $N = 32$, $\gamma_\alpha = 50$, scheme $S3$.

| $\alpha$ | $M$ | $L^1$ error at $T = 10$ | $T^{-\alpha}/(CT(1 - \alpha))$ |
|----------|-----|--------------------------|----------------------------------|
| 1        | 51  | $8.07 \times 10^{-6}$    | $\approx 0$                      |
| 0.9      | 61  | $5.27 \times 10^{-4}$    | $5.09 \times 10^{-4}$            |
| 0.8      | 77  | $1.37 \times 10^{-3}$    | $1.32 \times 10^{-3}$            |
| 0.7      | 103 | $2.62 \times 10^{-3}$    | $2.56 \times 10^{-3}$            |
| 0.6      | 152 | $4.41 \times 10^{-3}$    | $4.35 \times 10^{-3}$            |
| 0.5      | 262 | $6.87 \times 10^{-3}$    | $6.86 \times 10^{-3}$            |
| 0.4      | 593 | $1.01 \times 10^{-2}$    | $1.02 \times 10^{-2}$            |
| 0.3      | 2313| $1.44 \times 10^{-2}$    | $1.48 \times 10^{-2}$            |
| 0.2      | 35184| $1.98 \times 10^{-2}$   | $2.08 \times 10^{-2}$            |
| 0.1      | 123000000 | $2.7 \times 10^{-2}$ (estimate) | $2.85 \times 10^{-2}$ |
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