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Abstract. We study combinatorial aspects of the sandpile model on wheel and fan graphs, seeking bijective characterisations of the model’s recurrent configurations on these families. For wheel graphs, we exhibit a bijection between these recurrent configurations and the set of subgraphs of the cycle graph which maps the level of the configuration to the number of edges of the subgraph. This bijection relies on two key ingredients. The first consists in considering a stochastic variant of the standard Abelian sandpile model (ASM), rather than the ASM itself. The second ingredient is a mapping from a given recurrent state to a canonical minimal recurrent state, exploiting similar ideas to previous studies of the ASM on complete bipartite graphs and Ferrers graphs. We also show that on the wheel graph with 2n vertices, the number of recurrent states with level n is given by the first differences of the central Delannoy numbers. Finally, using similar tools, we exhibit a bijection between the set of recurrent configurations of the ASM on fan graphs and the set of subgraphs of the path graph containing the right-most vertex of the path. We show that these sets are also equinumerous with certain lattice paths, which we name Kimberling paths after the author of the corresponding entry in the Online Encyclopedia of Integer Sequences.

1. Introduction

The sandpile model is a dynamic process whereby grains of sand move around on a graph. Informally (a formal introduction is given in Section 2), grains of sand are placed on the vertices of the graph (we call this a configuration). At each step of time, a vertex v is chosen at random, and a grain of sand is added to v. If this causes the number of grains at v to exceed a certain threshold (typically the degree of v), v is said to be unstable, and topples, sending grains of sand to its neighbours according to some toppling rules. This may cause other vertices to become unstable, and topple in turn. There is an exit point for the system called the sink vertex, which absorbs grains, and so the process eventually stabilises. The dynamics of the sandpile model are given by this “add grain at random, and stabilise” operation.

In the classical so-called Abelian sandpile model (ASM), the toppling rules referred to above are simple (and deterministic): when a vertex topples, it sends one grain to each of its neighbours in the graph. Later in this section we will discuss stochastic variants of this model. The ASM was originally introduced on 2-dimensional grids by Bak, Tang and Wiesenfeld in the 1980’s as a model exhibiting a property known as self-organised criticality. This means that over time, a system will converge to a critical state without needing to fine-tune any of its external parameters. The model was then generalised by Dhar [21], who showed the following Abelian property from which its name is derived. If a_v denotes the operator “add a grain of sand at vertex v and stabilise”, then the operators (a_v) commute, i.e. a_va_w = a_va_w for all vertices v, w. In graph theory, the model is sometimes referred to as the chip-firing game (see e.g. [11]). For a recent extensive review of known results on this model, we refer the reader to Klivans’s excellent book on the subject [31].

Of central importance in ASM research are the so-called recurrent configurations, those that appear infinitely often in the long-time running of the model (in chip-firing terminology, these are called critical configurations). Dhar [21] showed that the set of recurrent configurations forms an
Abelian group when equipped with the addition operation “vertex-pointwise addition and stabilisation”. He named this the sandpile group of the graph. This group, also known as the critical group, graph Jacobian, or Picard group, has been widely studied in algebraic graph and matroid theory. Its most celebrated contribution is perhaps its role in developing discrete Riemann-Roch and Abel-Jacobi theory on graphs [5]. The structure of the sandpile group has also been explicitly computed on a variety of graph families, including complete graphs [18], nearly-complete graphs (complete graphs with a cycle removed) [11], wheel graphs [9] (see also [35, 36]), Cayley graphs of the dihedral group $D_n$ [20], and many more (see e.g. [15] and the references therein for a more complete list).

In enumerative and bijective combinatorics, a fruitful direction of recent ASM research has also focused on graph families, but instead of looking at the sandpile group, the focus has been on calculating the set of recurrent configurations via bijections to other more easily enumerated or generated combinatorial objects. Examples of graph families and related combinatorial objects are:

- complete graphs [18], corresponding to parking functions;
- complete multi-partite graphs with a dominating sink [17], corresponding to generalised parking functions (called $(p_1, \ldots, p_k)$-parking functions);
- complete bipartite graphs where the sink is in one of the two components [24], corresponding to (labelled) parallelogram polyominoes (see also [1, 2, 19]);
- complete split graphs [23], correspondences to the so-called tiered parking functions and Motzkin words;
- Ferrers graphs [26, 39], corresponding to (decorated) EW-tableaux (see Section 3.2 for more details);
- permutation graphs [25], corresponding to tiered trees and non-ambiguous binary trees.

In this paper, we study combinatorial aspects (in the above sense) of the sandpile model on wheel and fan graphs. We show that the recurrent configurations on these graphs are related to a variety of combinatorial objects: subgraphs of the cycle or path graphs, marked words/orientations, and two families of lattice paths known as Delannoy paths and Kimberling paths. In the wheel graph case, to exhibit the desired correspondences, it is better to consider a stochastic variant of the standard ASM, where the toppling rules of unstable vertices are random. In this model, instead of sending a grain to each neighbour, an unstable vertex chooses a random subset of neighbours to send grains to, and keeps the remaining grains. There are a number of such stochastic sandpile models in the literature, although on the whole they have not been nearly as widely studied as the classical Abelian model.

- In [32], there are two different types of grain, which cannot occupy the same vertex. When they do, one of the grains is moved to a randomly chosen neighbouring vertex instead.
- In [37], unstable vertices lose all their grains, which are re-distributed at random to their neighbours: some neighbours may receive more than one grain, others none, while some grains may exit the system directly.
- In [14], unstable vertices flip a coin for each neighbour to decide which neighbours to send grains to. That is, all neighbours independently of each other receive a grain with probability $p \in (0, 1)$ (with probability $1 - p$ that grain is kept by the toppling vertex).
- The model in [34] essentially generalises the two previous models in [14, 37].
- In [30], the toppling threshold of a vertex is set to a (fixed) multiple $M$ of its degree. For each toppling, a random number $\gamma \in \{1, \ldots, M\}$ is chosen, and each neighbour of the toppling vertex receives the same (random) number $\gamma$ of grains.

The model that proves to be the most useful for our purposes here is the “coin-flipping” model [14] (see Section 2.2 for a more formal definition of this model).
The paper is organised as follows. In Section 2, we formally introduce the sandpile models (Abelian and stochastic) on general graphs. We give some important results on the sandpile model, specifically on characterisations of its recurrent configurations. In Section 3, we focus on the sandpile model on wheel graphs. Our main result is exhibiting a bijection between the set of recurrent configurations and the set of subgraphs of the cycle graph (Theorem 4.10). In Section 4, we focus on the specific case of wheel graphs with an even number of vertices, and show that the recurrent configurations whose total number of grains is one-and-a-half times the number of vertices are in bijection with certain subgraphs of the path graph (Theorem 5.6), and are equinumerous with certain lattice paths (Theorem 5.12), which we call Kimberling paths after the name of their author in the OEIS [29]. Finally, Section 6 summarises the main results of our papers, and gives some suggestions for future work.

2. Preliminaries

In this section, we introduce some of the necessary definitions, tools and notation we will need and use throughout the rest of the paper. As usual, the sets \( \mathbb{Z} \) and \( \mathbb{N} \) denote the sets of integers and (strictly) positive integers respectively. We let \( \mathbb{Z}_+ := \mathbb{N} \cup \{0\} \) denote the set of non-negative integers. For a positive integer \( n \in \mathbb{N} \), we denote \([n]\), resp. \([n]_0\), the set \{1, \ldots, n\}, resp. \{0, \ldots, n\}.

Throughout this section, a graph \( G \) is a labelled, simple, undirected, connected graph with vertex set \( V \subseteq \mathbb{N} \) for some \( n \). The edge set \( E \) is therefore finite, and may not contain multiple edges or loops. For \( i \in V \), we write \( \deg_i = \deg_i^G \) for the degree of the vertex \( i \) in \( G \), omitting the superscript where the underlying graph is unambiguous. A subgraph of \( G \) is a pair \((A, E_A)\) where \( A \) is a non-empty subset of \( V \), and \( E_A \) a subset of \( E \) containing only (some of the) edges with both endpoints in \( A \). We write \( \text{Sub}(G) \) for the set of subgraphs of a graph \( G \).

The path graph \( P_n \) is the simple path graph with vertex set \([n]\), that is the edges are the pairs \{\(i, i+1\)\} for \( i \in [n-1]\). The cycle graph \( C_n \) is the simple cycle graph with vertex set \([n]\), obtained by adding an edge \{\(n, 1\)\} to \( P_n \) to complete the cycle. The wheel graph \( W_n \) is constructed by taking the join of the cycle graph \( C_n \) and of a single isolated vertex 0 (that is, the vertex 0 is connected to all vertices in \( C_n \)). The fan graph \( F_n \) is constructed by removing the edge \{\(n, 1\)\} from \( W_n \), or equivalently by taking the join of the path graph \( P_n \) and of a single isolated vertex. We refer to vertex 0 as the sink of \( W_n \) and \( F_n \). Figure 1 shows an example of cycle, wheel and fan graphs, with the sink vertex represented as a square, and other vertices as circles.

An orientation \( \mathcal{O} \) of the graph \( G \) is the assignment of a direction to each edge in \( E \). For an orientation \( \mathcal{O} \), and an edge \( e = \{i, j\} \in E \), we write \( i \xrightarrow{\mathcal{O}} j \) to denote that the edge \( e \) is directed from \( i \) to \( j \) in \( \mathcal{O} \). For \( i \in V \), we denote \( \text{in}^\mathcal{O}_i \), resp. \( \text{out}^\mathcal{O}_i \), the number of incoming, resp. outgoing, edges at \( i \) in \( \mathcal{O} \).

An orientation is acyclic if it contains no directed cycles. A target, resp. source, of an orientation is a vertex where all edges are incoming, resp. outgoing. It is straightforward to verify that an acyclic orientation contains at least one target and one source. For a given vertex \( i \in V \), an orientation is said to be \( i \)-rooted if the vertex \( i \) is the orientation’s unique target.

**Remark 2.1.** A 0-rooted orientation of the wheel graph \( W_n \) can be mapped straightforwardly to an orientation of the cycle graph \( C_n \) by removing the sink 0 and its incident edges. This correspondence is clearly one-to-one. Similarly, we have a one-to-one correspondence between 0-rooted orientations of the fan graph \( F_n \) and orientations of the path graph \( P_n \).

\(^1\)The terminology “sink” is more widespread in the literature than “target”, but the sandpile model already has a designated vertex called “sink”, hence our choice of terminology here.
2.1. The Abelian sandpile model (ASM). In this part we introduce the Abelian sandpile model (ASM) on a general graph $G$, and recall some important results regarding the so-called recurrent configurations of the model. Let $G$ be a graph with vertex set $[n]_0$. As in the wheel and fan graph cases, we refer to 0 as the sink of the graph.

A configuration on $G$ is a vector $c = (c_1, \ldots, c_n) \in \mathbb{Z}^n_+$ that assigns the number $c_i$ to vertex $i$. We think of $c_i$ as representing the number of grains of sand at the vertex $i$. Note that the sink vertex 0 is not assigned a number of grains. Denote by Config($G$) the set of all configurations on $G$. Let $\alpha_i \in \mathbb{Z}^n_+$ be the configuration with 1 in the $i$-th position and 0 elsewhere. By convention, $\alpha_0$ is the all-0 configuration.

We say that a vertex $i$ in a configuration $c = (c_1, \ldots, c_n) \in \text{Config}(G)$ is stable if $c_i < \text{deg}_i$. Otherwise it is called unstable. A configuration is called stable if all its (non-sink vertices) are stable, and we denote Stable($G$) the set of all stable configurations on $G$.

Unstable vertices topple. We define the toppling operator $\text{Topp}_i$ corresponding to the toppling of an unstable vertex $i \in [n]$ in a configuration $c \in \text{Config}(G)$ by:

\[
\text{Topp}_i(c) := c - \text{deg}_i \alpha_i + \sum_{j: \{i,j\} \in E} \alpha_j,
\]

where the sum is over all vertices $j$ adjacent to $i$ in $G$, and the addition operator on configurations denotes pointwise addition at each vertex. In words, the toppling of a vertex $i$ sends one grain of sand to each neighbour of $i$ in $G$.

Performing this toppling may cause other vertices to become unstable, and we topple these also. One can show (see e.g. [22 Section 5.2]) that starting from some unstable configuration $c$ and toppling successively unstable vertices, we eventually reach a stable configuration $c'$ (think of the sink as absorbing grains). In addition, the configuration $c'$ reached does not depend on the sequence in which vertices are toppled. We call this $c'$ the stabilisation of $c$. 
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We now define a Markov chain on the set Stable \((G)\) of stable configurations. Fix a probability distribution \(\mu = (\mu_1, \ldots, \mu_n)\) on \([n]\) such that \(\mu_i > 0\) for all \(i \in [n]\). At each step of the Markov chain we add a grain at the vertex \(i\) with probability \(\mu_i\) and stabilise the resulting configuration.

The *recurrent* configurations are those that appear infinitely often in the long-time running of this Markov chain. We let ASMRec \((G)\) be the set of recurrent configurations for the ASM on the graph \(G\). We use the notation ASMRec \((G)\) to mark the difference between configurations which are recurrent for the ASM and those for the SSM (stochastic sandpile model) which will be introduced in Section 2.2.

The study of the recurrent configurations has been of central importance in ASM research. There are a number of ways to characterise them. Perhaps most famously Dhar’s burning algorithm provides a straightforward algorithmic process to check if a given stable configuration is recurrent or not \([22\text{ Section 6.2}]\). The result we make use of in this paper however is given in terms of so-called compatible orientations. This result was first stated in these terms by Biggs \([10]\), although the author credits a previous paper \([27]\) as having equivalent results.

Given a configuration \(c = (c_1, \ldots, c_n) \in \text{Config} \((G)\)\) and an orientation \(O\) of \(G\), we say that \(O\) and \(c\) are compatible if

\[
\forall i \in [n], c_i \geq \text{in}^O_i.
\]

If \(O\) and \(c\) are compatible, we will say that \(O\) is compatible with \(c\), or simply that \(O\) is compatible if there is no ambiguity over which configuration \(c\) is considered.

**Theorem 2.2.** Let \(c = (c_1, \ldots, c_n) \in \text{Stable} \((G)\)\) be a stable configuration on the graph \(G\). Then \(c\) is recurrent for the ASM if, and only if, there exists an acyclic, 0-rooted orientation \(O\) compatible with \(c\).

### 2.2. A stochastic variant of the ASM.

In this section, we introduce a stochastic variant of the ASM, called the stochastic sandpile model (SSM). We are more informal than in the previous section, as most of the notions introduced closely mirror those of the ASM. For a more formal definition of the SSM, see \([14]\).

In the ASM, the only randomness in the model concerns the choice of which vertex to add a grain to at each step of the Markov chain (i.e. the distribution \(\mu\) in Section 2.1), while the subsequent operations – topplings and thus stabilisation – are deterministic.

In the SSM, we introduce an additional layer of randomness by making the topplings random. Fix some parameter \(p \in (0, 1)\). When we have an unstable vertex \(i\), we flip a biased coin for each neighbour \(j\) of \(i\), and with probability \(p\) one grain is sent from \(i\) to \(j\) (with probability \((1 - p)\) the grain remains at \(i\)). The coin flips are independent for each neighbour \(j\), and independent of other vertex topplings.

In \([14\text{ Theorem 2.2}]\) it is shown that, as in the ASM, starting from some unstable configuration \(c\) and successively toppling unstable vertices, we eventually reach a stable configuration \(c'\). Moreover, this configuration \(c'\) does not depend on the sequence in which vertices are toppled.

As for the ASM, we can therefore define a Markov chain for the SSM on the set of stable configurations \(\text{Stable} \((G)\)\), whose dynamics are given by:

1. Add a grain at a randomly chosen vertex according to some probability distribution \(\mu = (\mu_1, \ldots, \mu_n)\).
2. Stabilise the resulting configuration. The stabilisation operation here is random, according to the toppling rules described above.

We denote the set of recurrent configurations for the SSM Markov chain \(\text{SSMRec} \((G)\)\), to distinguish from the recurrent configurations of the standard ASM. The following was shown, in slightly different but equivalent form, in \([14\text{ Theorem 3.2}]\).
Theorem 2.3. Let \( c = (c_1, \ldots, c_n) \in \text{Stable}(G) \) be a stable configuration on the graph \( G \). Then \( c \) is recurrent for the SSM if, and only if, there exists a 0-rooted orientation \( \mathcal{O} \) compatible with \( c \).

Remark 2.4. The only difference between Theorems 2.2 and 2.3 lies in the acyclicity (or not) of the compatible orientation. This immediately implies that \( \text{ASMRec}(G) \subseteq \text{SSMRec}(G) \). In general, the converse doesn’t hold. In Section 3 we will see that on the wheel graph \( W_n \) there is exactly one additional recurrent configuration for the SSM, which is the configuration \((1, 1, \ldots, 1)\) with one grain of sand at each vertex.

2.3. A partial order on recurrent configurations. We now introduce a partial order on the set of recurrent configurations. Most of what we write here is valid for both the ASM and SSM, so we don’t specify which model is being considered. We will simply denote by \( \text{Rec}(G) \) the set of recurrent configurations for the sandpile model on the graph \( G \).

There is a natural partial order \( \preceq \) on configurations of the sandpile model, defined as follows. If \( c, c' \in \text{Config}(G) \), we let \( c \preceq c' \) if, and only if, \( c_i \leq c'_i \) for all vertices \( i \in [n] \). In other words \( c' \) can be obtained from \( c \) through a succession of grain additions. The following is an immediate consequence of Theorems 2.2 and 2.3.

Proposition 2.5. Let \( c \in \text{Rec}(G) \) be a recurrent configuration, and \( c' \in \text{Stable}(G) \) a stable configuration satisfying \( c \preceq c' \). Then \( c' \) is recurrent.

We let \( \text{MinRec}(G) \) denote the set of minimal recurrent configurations on \( G \) for the partial order \( \preceq \), using the notation \( \text{ASMMinRec}(G) \) and \( \text{SSMMRec}(G) \) when we need to specify that we are considering the ASM or SSM respectively. In words, a configuration is minimal recurrent if it is recurrent and removing a single grain from any vertex would cause it to no longer be so. These minimal recurrent configurations will play a crucial role in the rest of our paper.

Theorem 2.6. Let \( c \in \text{Stable}(G) \) be a stable configuration on \( G \). Then \( c \) is minimal recurrent for the ASM, resp. for the SSM, if, and only if, there exists an acyclic 0-rooted, resp. 0-rooted, orientation \( \mathcal{O} \) of \( G \) such that:

\[
\forall i \in [n], \quad c_i = \text{in}^O_i.
\]

Moreover, in the ASM case, such an orientation is unique.

Theorem 2.6 was proved in the ASM case in \([38]\). The proof in the SSM case is identical, taking into account the fact that the compatible orientation from Theorem 2.3 is not necessarily acyclic. We also note that in the SSM case, the compatible orientation is unique up to cycle flipping. That is, if \( c \) is minimal recurrent for the SSM, and \( \mathcal{O} \) and \( \mathcal{O}' \) are two orientations satisfying Equation (3), then \( \mathcal{O}' \) can be obtained from \( \mathcal{O} \) by successively flipping a finite number of directed cycles. This is a consequence of a general result linking out- or in-degree sequences of orientations and cycle flips (see e.g. \([7, \text{Lemma 40}] \) and references therein).

2.4. The level statistic and level polynomial. Summing the Compatibility Inequality (2) gives the following inequality on the total number of grains of a recurrent configuration (for either the ASM or SSM):

\[
\sum_{i \in [n]} c_i \geq \sum_{i \in [n]} \text{in}^O_i = |E| - \deg_0,
\]

since in the right-hand sum every edge other than those incident to the sink 0 is counted exactly once. This naturally leads to the following definition of the level statistic for a recurrent configuration \( c \):

\[
\text{level}(c) := \sum_{i \in [n]} c_i + \deg_0 - |E|,
\]
which is a non-negative integer. Note that the level of a configuration is essentially its total number of grains (up to an additive constant that only depends on the underlying graph), and that if \( c \) is minimal recurrent, then \( \text{level}(c) = 0 \).

The \emph{level polynomial} of a graph \( G \) is then defined by:

\[
\text{Level}_G(x) := \sum_{c \in \text{Rec}(G)} x^{\text{level}(c)},
\]

where the sum is over all recurrent configurations on \( G \). When we need to specify whether we are considering the ASM or SSM, we will write \( \text{ASMLevel}_G \) or \( \text{SSMLevel}_G \), as needed.

A well-known result links the ASM level polynomial to the ubiquitous Tutte polynomial of a graph.

\textbf{Theorem 2.7.} Let \( T_G(x, y) \) denote the bivariate Tutte polynomial of a graph \( G \). We have:

\[
T_G(1, x) = \text{ASMLevel}_G(x).
\]

This result was first proved by Merino [33] following a conjecture by Biggs [10]. Since then, bijective proofs have been given in [7, 16], as well as in [25] in the specific case of permutation graphs. Note that the SSM level polynomial is known to satisfy a deletion-contraction relation that is very similar to that of the Tutte polynomial [14, Theorem 3.9].

\section{The sandpile model(s) on wheel graphs}

In this section, we focus on the sandpile models (ASM and SSM) on wheel graphs. We first interpret Theorems 2.2 and 2.3 in terms of the wheel graph \( W_n \), giving straightforward characterisations of recurrent configurations. Then, we introduce one of the key ideas of our paper: the mapping from a recurrent configuration to a canonical minimal recurrent configuration. This allows us to exhibit a bijection from recurrent configurations of \( W_n \) to properly-marked orientations of \( C_n \), which then yields the announced bijection to subgraphs of \( C_n \).

Because of the cyclic symmetries inherent in the cycle and wheel graphs, it will be easier to mainly reason modulo \( n \) on the vertex set \([n]\). For this, we should picture the graphs \( C_n \) and \( W_n \) as drawn on a plane, with vertices \( 1, 2, \ldots, n \) in a clockwise cycle, as in Figure 1. For two vertices \( i, j \in [n] \), we write \([i, j]\) for the \emph{clockwise interval} from \( i \) to \( j \), that is \([i, j] := \{i, i + 1, \ldots, j - 1, j\}\) if \( i \leq j \), and \([i, j] = \{i, i + 1, \ldots, n\} \cup \{1, \ldots, j\}\) otherwise. We use similar notation for open and semi-open intervals.

\subsection{Straightforward characterisation of recurrent configurations on \( W_n \)}

In this part, we give some straightforward characterisations of recurrent configurations for the ASM and SSM on the wheel graphs \( W_n \). Note that for the wheel graph \( W_n \), we have \( \text{Stable}(W_n) = \{0, 1, 2\}^n \), i.e. the set of stable configurations is simply the set of words of length \( n \) on \( \{0, 1, 2\} \). Theorems 2.2 and 2.3 combined with Remark 2.1 immediately yield the following.

\textbf{Proposition 3.1.} Let \( c = (c_1, \ldots, c_n) \in \{0, 1, 2\}^n \) be a stable configuration on the wheel graph \( W_n \). Then \( c \) is recurrent for the SSM, resp. ASM, if, and only if, there exists an orientation, resp. acyclic orientation, of the cycle graph \( C_n \), compatible with \( c \).

The above proposition says that, on the wheel graph \( W_n \), we can essentially ignore the sink in our study of the sandpile model. While this may seem straightforward, it is an important building block towards our main result. First, we show that recurrent configurations of the sandpile model on \( W_n \) are given by words in \( \{0, 1, 2\}^n \) satisfying simple conditions.

\textbf{Theorem 3.2.} Let \( c = (c_1, \ldots, c_n) \in \{0, 1, 2\}^n \) be a stable configuration on the wheel graph \( W_n \). We have the following.
(1) The configuration $c$ is recurrent for the SSM if, and only if, for all $i, j \in [n]$ such that $c_i = c_j = 0$, there exists $k \in (i, j)$ such that $c_k = 2$. By convention, if $i = j$, we let $(i, j) := [n] \setminus \{i\}$.

(2) The configuration $c$ is recurrent for the ASM if, and only if, it is recurrent for the SSM and there exists $i \in [n]$ such that $c_i = 2$.

In words, Theorem 3.2 states that the recurrent configurations on $W_n$ are the words in $\{0, 1, 2\}^n$ such that between a pair of vertices with no grains of sand (cyclically), there must always be at least one vertex with two grains. We will refer to this as the 02-cycle condition. The ASM recurrent configurations have the additional condition that there must be at least one vertex with two grains of sand. From this, we immediately deduce that:

$$\text{SSMRec} (W_n) = \text{ASMRec} (W_n) \cup \{(1, 1, \ldots, 1)\},$$

as announced in Remark 2.4. This result is actually noted in [18] in the ASM case, with a proof relying on Dhar’s burning algorithm. Since no such algorithm exists for the SSM, we give a full proof here using the Characterisation Proposition 3.1. This proof also shows how to construct a compatible orientation from a recurrent configuration, which will be needed later in the paper.

**Proof.** We first show that if a configuration is recurrent, then the 02-cycle condition holds. Let $c = (c_1, \ldots, c_n)$ be a recurrent configuration, and $i, j \in [n]$ such that $c_i = c_j = 0$. Since $c$ is recurrent, there exists an orientation $O$ of $C_n$ compatible with $c$ by Proposition 3.1. The Compatibility Condition (2) implies $\text{in}^O_i = \text{in}^O_j = 0$, i.e. $i$ and $j$ are sources of $O$. In particular, this implies that $i \xrightarrow{O} i + 1$ (the edge is directed clockwise) and $j \xrightarrow{O} j - 1$ (the edge is directed counter-clockwise). We can therefore define $k := \min\{k' \in (i, j); k' + 1 \xrightarrow{O} k'\}$. By construction we have $k + 1 \xrightarrow{O} k$ and $k - 1 \xrightarrow{O} k$, i.e. $k$ is a target of the orientation $O$. By the Compatibility Condition (2), this implies that $c_k = 2$, as desired. Figure 2 provides an illustration of this part of the proof.
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**Figure 2.** Illustration of the above proof. In the orientation $O$, all edges on the arc $[i, k]$ are directed clockwise, and $k$ is a target. Such a vertex must exist because $i \xrightarrow{O} i + 1$ and $j \xrightarrow{O} j - 1$.

Now if $c$ is recurrent for the ASM, we know that in addition we can assume $O$ to be acyclic. Since an acyclic orientation must have at least one target say $i$, the Compatibility Condition (2) implies as above that $c_i = 2$, as desired.

Let us now show the converse. Suppose that $c$ satisfies the 02-cycle condition. This implies that we either have $c = (1, \ldots, 1)$ or there exists some $i \in [n]$ such that $c_i = 2$. If $c = (1, \ldots, 1)$ then the directed $n$-cycle orientation (in either direction) is clearly compatible with $c$, so that $c$ is recurrent for the SSM by Proposition 3.1.
It remains to consider the case where \( c_i = 2 \) for some \( i \in [n] \), and we will show that \( c \) is recurrent for the ASM in this case (which implies that it is also recurrent for the SSM by Remark 2.4). First, we show that we can assume that there exists \( j \in [n] \) such that \( c_j = 0 \). Indeed, if this is not the case, we simply define \( c' \) as \( c'_{i-1} = 0 \) and \( c' = c \) elsewhere. The configuration \( c' \) still satisfies the 02-cycle condition, and since \( c' \leq c \), if we show that \( c' \) is recurrent, this implies that \( c \) is recurrent by Proposition 2.5. Therefore, without loss of generality, we may assume that there exists \( j \in [n] \) such that \( c_j = 0 \).

We now define an orientation \( O \) of \( C_n \) as follows. Set all vertices \( j \) where \( c_j = 0 \) as sources of the orientation. Between two consecutive sources \( j < j' \), orient all edges clockwise from \( j \) until we reach a first vertex \( k \) with \( c_k = 2 \) (such a vertex exists, since \( c \) satisfies the 02-cycle condition). Then orient all edges between \( k \) and \( j' \) counter-clockwise. By construction this orientation \( O \) is compatible with \( c \), and because it has at least one source it must be acyclic. It follows from Proposition 3.1 that \( c \) is recurrent for the ASM, as desired.

We now state a characterisation of minimal recurrent configurations for the sandpile model on the wheel graph \( W_n \).

**Theorem 3.3.** Let \( c = (c_1, \ldots, c_n) \in \{0, 1, 2\}^n \) be a stable configuration on the wheel graph \( W_n \). Then \( c \) is minimal recurrent for the SSM if, and only if, for all \( i, j \in [n] \) such that \( c_i = c_j = 0 \) and \( c_t > 0 \) for all \( t \in (i, j) \), there exists a unique \( k \in (i, j) \) such that \( c_k = 2 \). By convention, if \( i = j \), we let \( (i, j) := [n] \setminus \{i\} \). Moreover, \( c \) is minimal recurrent for the ASM if, and only if, \( c \) is minimal recurrent for the SSM and there exists \( i \in [n] \) such that \( c_i = 2 \).

Theorem 3.3 states that the minimal recurrent configurations on \( W_n \) are the words in \( \{0, 1, 2\}^n \) such that between a pair of consecutive vertices with no grains of sand (cyclically), there must always be exactly one vertex with two grains. Equivalently, this means that cyclically around the wheel, each vertex with no grains must be followed by a vertex with two grains, possibly with some vertices with one grain in between, and vice versa. We will refer to this as the strict 02-cycle condition. The (minimal) recurrent configurations for the ASM simply have the additional condition that there must be at least one vertex with two grains of sand, or equivalently, for the minimal recurrent configurations, at least one vertex with no grain. As in the case of general recurrent configurations, we have:

\[
\text{SSMMinRec}(W_n) = \text{ASMMinRec}(W_n) \cup \{(1, 1, \ldots, 1)\}.
\]

**Proof.** Suppose first that \( c \) is minimal recurrent. Since \( c \) is recurrent, it must satisfy the (general) 02-cycle condition. But if there were two distinct vertices with two grains of sand between two consecutive vertices with no grains, removing one grain from either of those two vertices would not break the 02-cycle condition, which contradicts the minimality of \( c \). So \( c \) must satisfy the strict 02-cycle condition, as desired.

Conversely, suppose that \( c \) satisfies the strict 02-cycle condition. By Theorem 3.2 \( c \) is recurrent. But now, removing any grain from \( c \) would break the 02-cycle condition by producing a pair of vertices with no grain and no vertex with two grains in between. Thus, no grain can be removed from \( c \) if the resulting configuration is to remain recurrent, which means exactly that \( c \) is minimal recurrent.

The distinction between ASM and SSM comes directly from the results in the case of general recurrent configurations (Theorem 3.2), so does not need to be considered here.

The bijection in Theorem 2.6 from a minimal recurrent configuration for the ASM on \( W_n \) to its compatible orientation of \( C_n \) is straightforward to describe. If a vertex has no grain of sand, the two edges on the cycle are outgoing. Working outwards from that vertex, all edges keep the same direction until we encounter a vertex with two grains, where the directions “flip” (the two
edges incident to that vertex are incoming), and we then simply repeat the process. Figure 3 shows an example of this construction. We write $O(c)$ for the orientation corresponding to a minimal recurrent configuration $c$. For the additional minimal recurrent configuration $c = (1, \ldots, 1)$ of the SSM, we have the choice between the two directed cycles of $C_n$ (clockwise or counter-clockwise). We fix, conventionally, $O(c)$ to be the counter-clockwise directed cycle in this case.

**Figure 3.** A minimal recurrent configuration on $W_8$ and the corresponding compatible orientation of $C_8$; the number of incoming edges at each vertex is equal to the number of grains.

### 3.2. Canonical minimal recurrent configurations

In this part, we introduce one of the key ideas of the paper, namely mapping each recurrent configuration of the SSM on $W_n$ to a corresponding canonical minimal recurrent configuration. This idea of mapping recurrent configurations to minimal recurrent configurations has been used in previous combinatorial sandpile research. In [24] the authors use it implicitly to define the “bounce path” in the parallelogram polyomino that a recurrent configuration on the complete bipartite graph is mapped to. The bounce path defines a minimal recurrent configuration (or equivalently, a ribbon polyomino), and this bounce path is then used to define a $(q, t)$-Narayana polynomial which enumerates recurrent configurations of the ASM on complete bipartite graphs according to certain parameters. In [26], the authors first establish a bijection between minimal recurrent configurations for the ASM on Ferrers graphs and so-called EW-tableaux. A general recurrent configuration $c$ is then decomposed into a pair $(m(c), e(c))$ where $m(c)$ is the canonical minimal recurrent configuration associated with $c$, and $e(c)$ describes where grains need to be added to this $m(c)$ to re-constitute the original configuration $c$. This leads to a bijection between all recurrent configurations for the ASM on Ferrers graphs and decorated EW-tableaux.

In the wheel graph case, the construction of the canonical minimal recurrent configuration is very similar to the construction in the last part of the proof of Theorem 3.2.

**Definition 3.4.** Let $c \in \text{SSMRec}(W_n)$ be a recurrent configuration for the SSM on the wheel graph $W_n$. We say that $i \in [n]$ is a **cyclically first maximal vertex** if $c_i = 2$, and there exists $j \in [n]$ such that $c_j = 0$ and for all $k \in (j, i)$ we have $c_k = 1$.

A (clockwise) $01^*$-chain of $c$ is a set of consecutive vertices $j, j + 1, \ldots, j + k$ such that $c_j = 0$ and $c_{j'} = 1$ for $j + 1 \leq j' \leq j + k$. The $01^*$-weight of $c$, denoted $\text{weight}_{01^*}(c)$, is the total number of vertices belonging to a $01^*$-chain.

In words, a cyclically first maximal vertex is a vertex with two grains of sand which is the first such vertex following some vertex with no grain (in a clockwise direction). The maximal $01^*$-chains of $c$ are the semi-open intervals from a vertex with no grains (included) to the following cyclically
first maximal vertex (excluded). Then the $01\star$-weight of $c$ is simply the sum of the lengths of these maximal chains. This is illustrated in Figure 4 below.

![Figure 4](image)

**Figure 4.** A recurrent configuration on $W_8$ with its cyclically first maximal vertices in green, and its non cyclically first maximal vertices in red. The maximal $01\star$-chains are represented in blue, so this configuration has $01\star$-weight equal to 4.

We are now ready to define the canonical mapping from recurrent configurations to minimal recurrent configurations.

**Definition 3.5.** Let $c \in \text{SSMRec}(W_n)$ be a recurrent configuration for the SSM on $W_n$. We define a configuration $c' := m(c) \in \text{Config}(W_n)$ as follows:

$$
c'_i = \begin{cases} 
0 & \text{if } c_i = 0 \\
2 & \text{if } i \text{ is a cyclically first maximal vertex} \\
1 & \text{otherwise.}
\end{cases}
$$

**Proposition 3.6.** The map $m : c \mapsto m(c)$ given by Definition 3.5 defines a surjection from $\text{SSMRec}(W_n)$ to $\text{SSMMinRec}(W_n)$, which reduces to the identity on $\text{SSMMinRec}(W_n)$. Moreover, we have $\text{level}(c) = |c| - |m(c)|$, where $|c| := \sum_{i=1}^{n} c_i$ is the total number of grains of a configuration $c$.

We call $m(c)$ the canonical minimal recurrent configuration associated to $c$.

![Figure 5](image)

**Figure 5.** Illustrating the map from a recurrent configuration (left) to its canonical minimal recurrent configuration (right).
Proof. By Theorem 3.3 all vertices with two grains of sand in a minimal recurrent configuration are cyclically first maximal vertices. This implies that \( m(c) = c \) if \( c \in \text{SSMMinRec}(W_n) \). Moreover, if \( c \in \text{SSMRec}(W_n) \), then it satisfies the general 02-cycle condition. By construction, this implies that \( m(c) \) satisfies the strict 02-cycle condition, and is therefore minimal recurrent as desired. The formula for the level follows from the fact that since \( m(c) \) is minimal recurrent, its level is 0, and thus level(c) = level(c) - level(m(c)) = |c| - |m(c)|. \( \square \)

3.3. Properly-marked orientations of \( C_n \). In this part, we introduce the concept of properly-marked orientations of the cycle graph \( C_n \), and exhibit a bijection between these objects and the set of recurrent configurations for the SSM on \( W_n \). A marked orientation of a graph \( G = (V, E) \) is simply a pair \( \hat{O} = (\hat{O}, M) \) where \( \hat{O} \) is an orientation of \( G \) and \( M \) a subset of the vertex set \( V \). We refer to the vertices of \( M \) as being the marked vertices of \( \hat{O} \).

Definition 3.7. A properly-marked orientation of the cycle graph \( C_n \) is a marked orientation \( \hat{O} = (\hat{O}, M) \) of \( C_n \) such that for each marked vertex \( i \in M \), the two edges incident to \( i \) are both oriented in a counter-clockwise direction in \( \hat{O} \) (that is, \( i + 1 \xrightarrow{\hat{O}} i \xrightarrow{\hat{O}} i - 1 \)), and \( \hat{O} \) contains at least one counter-clockwise edge. The set of properly-marked orientations of \( C_n \) is denoted \( \text{PMO}(C_n) \).

Theorem 3.8. Let \( c \in \text{SSMRec}(W_n) \) be a recurrent configuration for the SSM on \( W_n \). Define a marked orientation \( \Phi_W(c) := \hat{O} = (\hat{O}, M) \) of \( C_n \) by:

1. \( \hat{O} := \hat{O}(m(c)) \), where \( m(c) \) is the canonical minimal recurrent configuration associated with \( c \) from Definition 3.5, and \( \hat{O}(m(c)) \) is the corresponding orientation of \( C_n \), as exhibited at the end of Section 3.2.
2. \( M \) is the set of vertices \( i \in [n] \) such that \( c_i = 2 \) but \( i \) is not a cyclically first maximal vertex. Then \( \Phi_W : \text{SSMRec}(W_n) \rightarrow \text{PMO}(C_n) \) defines a bijection from the set of recurrent configurations for the SSM on \( W_n \) to the set of properly-marked orientations of \( C_n \). Moreover, for any configuration \( c \in \text{SSMRec}(W_n) \), we have level(c) = |M| and weight\(^{01^*}(c) = \left| \{ \text{clockwise edges of } \hat{O} \} \right| \).

Remark 3.9. In this construction, the marked vertices of the orientation are given by the vertices which are maximal (i.e. have two grains of sand) but not cyclically first maximal, in the corresponding recurrent configuration \( c \). We can interpret these also as the locations of “excess grains” in \( c \), that is the vertices where (exactly) one grain is removed from \( c \) to obtain its canonical minimal recurrent configuration \( m(c) \).

Proof. There is in fact little work remaining to be done in the proof, since nearly all has been done through the constructions of Sections 3.1 and 3.2. We simply exhibit the inverse bijection \( \Psi_W : \text{PMO}(C_n) \rightarrow \text{SSMRec}(W_n) \) as follows. Let \( \hat{O} = (\hat{O}, W) \) be a properly-marked orientation of \( C_n \), and define \( \tilde{c} \) to be the minimal recurrent configuration corresponding to the orientation \( \hat{O} \), i.e. \( \tilde{c}_i := \text{in}^{\hat{O}} \) for all \( i \in [n] \). Then we define \( c = \Psi_W(\hat{O}) := \tilde{c} + 1_M \) (i.e. \( c \) is obtained from \( \tilde{c} \) by adding one grain of sand to each marked vertex in \( \hat{O} \)). It is clear that by construction \( \Phi_W \) and \( \Psi_W \) are inverses of each other, and the bijection is proved.

The formula for the level follows immediately from the level formula in Proposition 3.6 and the observation that each marked vertex corresponds to exactly one grain of sand being removed in the transformation from \( c \) to \( m(c) \) (see Remark 3.9). The formula for the 01*-weight follows from the observation that each vertex \( i \) in a 01*-chain corresponds bijectively to a clockwise edge \( i \xrightarrow{\hat{O}} i + 1 \). Figure 6 provides an illustration of the different steps in the construction of \( \Phi_W \). \( \square \)

3.4. Subgraphs of \( C_n \). We are now equipped to establish the main result of this section: a bijection between recurrent configurations for the SSM on \( W_n \) and subgraphs of \( C_n \) which maps the level, resp. 01*-weight, of a configuration to the number of edges in, resp. vertices not in,
Figure 6. Illustrating the different steps in the construction of the bijection $\Phi_W$. On the left, a recurrent configuration $c$ on $W_8$ with its non cyclically first maximal vertex $v$ marked in red. In the middle, we have the canonical minimal recurrent configuration corresponding to $c$, keeping the marking on $v$. And on the right, the corresponding properly marked orientation of $C_8$ (with $M = \{v\}$ the previously marked vertex). The vertices on the 01*-chains of $c$ are in 1-1 correspondence with the clockwise-directed edges which immediately follow the $m$ (in blue).

The corresponding subgraph. First, consider the following construction. Given a properly-marked orientation $\hat{O} = (\mathcal{O}, M)$ of $C_n$, we define a subgraph $S(\hat{O})$ of the edge-to-vertex dual graph $C'_n$ by letting the vertices of $S(\hat{O})$ be those that correspond to edges directed counter-clockwise in $\mathcal{O}$, and the edges of $S(\hat{O})$ be those that correspond to marked vertices in $M$. Since $\mathcal{O}$ contains at least one counter-clockwise edge (Definition 3.7), by construction the subgraph $S(\hat{O})$ is non-empty (it contains at least one vertex). This construction is illustrated on the right-hand side of Figure 7.

By Definition 3.7 both edges incident to a marked vertex must be directed counter-clockwise. This means that the two end-points of the corresponding edge of $C'_n$ are present in $S(\hat{O})$, and therefore that $S(\hat{O})$ is indeed a subgraph of $C'_n$. It is then straightforward to check that $S$ defines a bijection from the set of properly-marked orientations of the cycle graph $C_n$ to the set of subgraphs of $C'_n$. Moreover, by construction, the number of marked vertices in $\hat{O}$ is equal to the number of edges in $S(\hat{O})$, and the number of clockwise edges in $\hat{O}$ is equal to the number of vertices not in $S(\hat{O})$. Since the (edge-to-vertex) dual graph $C'_n$ is isomorphic to $C_n$, with a slight abuse of notation we get the following, which is the first main result of our paper.

**Theorem 3.10.** The map $S \circ \Phi_W : \text{SSMRec}(W_n) \to \text{Sub}(C_n)$ defines a bijection from the set of recurrent configurations for the SSM on the wheel graph $W_n$ to the set of subgraphs of the cycle graph $C_n$. Moreover, this bijection maps the level of a recurrent configuration $c$ to the number of edges in the corresponding subgraph $G$, and the 01*-weight of $c$ to the number of vertices that are not in $G$.

Figure 7 illustrates the bijection from Theorem 3.10. The outer cycle on the right is the properly marked orientation $\Phi_W(c)$, as in Figure 6 and the inner cycle is the corresponding subgraph of the edge-to-vertex dual cycle graph. For readability purposes, we have represented vertices present in the subgraph (corresponding to counter-clockwise edges) in black, and “missing” vertices (corresponding to clockwise edges) in white.

The following straightforward corollary links a specification of the Tutte polynomial of $W_n$ to the number of subgraphs of $C_n$. While some quite complicated explicit general formulae have been given for the Tutte polynomial of $W_n$ (see e.g. [8, 12]), and simpler formulae for the chromatic polynomial (another specification of the Tutte polynomial), as far as we know, this particular specification, with its simple combinatorial interpretation, has not been observed previously in the literature.
Corollary 3.11. Let $T_{W_n}(x, y)$ denote the Tutte polynomial of the wheel graph $W_n$. We have:

$$1 + T_{W_n}(1, x) = \sum_{k \geq 0} a_{k,n} x^k,$$

where $a_{k,n}$ is the number of subgraphs of $C_n$ with $k$ edges.

The sequence $(a_{k,n})$ is given by Sequence A277919 in the OEIS [29], although no explicit formula is given for computing these numbers.

Proof. This follows immediately from Theorem 2.7 and Theorem 3.10, along with the observation that $SSMRec(W_n)$ is obtained by adding the configuration $(1, \ldots, 1)$ (with level 0) to $ASMRec(W_n)$ (see Equation (6) and preceding remarks).

Remark 3.12. While the recurrent configurations for the ASM and SSM on wheel graphs differ only by one element, the configuration $(1, \ldots, 1)$, this additional element really is crucial in our construction via canonical minimal recurrent configurations. Indeed, any configuration where all vertices have at least one grain maps canonically to this additional element. The properly-marked orientation corresponding to such a configuration is simply the counter-clockwise directed cycle, with marks on all vertices with two grains of sand. In terms of subgraphs, these correspond to all subgraphs with $n$ vertices, i.e. where all the vertices are present.

4. Links to Delannoy numbers

In this section, we consider the case where the cycle has an even number of edges (or vertices) and the subgraphs have exactly half the edges of the cycle. We denote $\Gamma_n$ the set of subgraphs of $C_{2n}$ with $n$ edges. Our main goal is to enumerate $\Gamma_n$. In fact, we enumerate these subgraphs according to their number of connected components. Consider a subgraph $G$ of $C_{2n}$ with $n$ edges. A connected component of $G$ is simply a path with $i$ edges and $i + 1$ vertices, for some $i \geq 0$ (isolated vertices are considered to make up a connected component). By summing these numbers of vertices and edges over all connected components, we see that if $G$ has $k$ connected components, then it has $(n + k)$ vertices (and vice versa). Note that we must have $1 \leq k \leq n$.

In the spirit of Figure 7, we will refer to the $(n - k)$ vertices not in $G$ as the “missing” (or sometimes “white”) vertices of $G$. For $k \in \{1, \ldots, n\}$, we denote $\Gamma_{n,k}$ the set of subgraphs in $\Gamma_n$ with $k$ connected components (equivalently $(n + k)$ vertices, equivalently $(n - k)$ missing vertices). The subgraph on the left of Figure 9 is an element of $\Gamma_{4,3}$.

The sets $\Gamma_{n,k}$ turn out to be equinumerous with certain lattice paths. These paths are named Delannoy paths after Henri Delannoy, a French mathematician of the 19th century. For more
information about the life and work of Delannoy, we refer the reader to the very interesting historical note by Banderier and Schwer [3].

A Delannoy path is a path in $\mathbb{Z}^2$ starting at $(0,0)$ with steps $R := (1,0)$, $U := (0,1)$ and $D := (1,1)$. A Delannoy path is said to be symmetric if it ends on the first diagonal, i.e. at some point $(x,x)$. In this paper, we only consider symmetric Delannoy paths, and will typically refer to them as simply Delannoy paths. For $n \geq 0$ we denote $\text{Del}_n$ the set of Delannoy paths ending at $(n,n)$, and for $0 \leq k \leq n$, we denote $\text{Del}_{n,k}$ the elements of $\text{Del}_n$ with $k$ steps $R$ (equivalently $k$ steps $U$, equivalently $(n-k)$ steps $D$). The $n$-th (central) Delannoy number is $|\text{Del}_n|$.

These numbers appear in several related problems in enumerative combinatorics and also have an interesting link to the Legendre polynomials. We refer the interested reader to the fun paper by Sulanke [40] which lists 29 examples of combinatorial objects enumerated by the central Delannoy numbers, such as paths, polyominoes, domino tilings, graph matchings, and so on. In this paper, we use the following notion of differed Delannoy paths.

**Definition 4.1.** A differed Delannoy path is a Delannoy path whose first step is not $D$. We denote $\text{DiffDel}_n$ the set of differed Delannoy paths ending at $(n,n)$ and $\text{DiffDel}_{n,k}$ those with $k$ steps $R$. Note that in this case we should have $k \geq 1$.

![Figure 8. A differed Delannoy path in DiffDel4,3.](image)

**Remark 4.2.** The term differed Delannoy path comes from the following straightforward observation. Partitioning elements of $\text{Del}_{n,k}$ according to whether their first step is $D$ or not, we get that $|\text{DiffDel}_{n,k}| = |\text{Del}_{n,k}| - |\text{Del}_{n-1,k}|$ for any $n \geq 1$ and $k \in \{1, \ldots, n\}$. That is, the differed Delannoy paths are counted by the first differences of the Delannoy numbers.

The general sequence of first differences of Delannoy numbers $|\text{DiffDel}_n|$ (not decomposed according to step numbers) is given by Sequence A110170 in the OEIS [29]. If we decompose differed Delannoy paths according to their number of steps, we get the following array, with row indices $n \geq 1$ and column indices $k \geq 1$.

|     | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 2   |     |     |     |     |     |     |     |     |     |     |     |     |
| 4   | 6   |     |     |     |     |     |     |     |     |     |     |     |
| 6   | 24  | 20  |     |     |     |     |     |     |     |     |     |     |
| 8   | 60  | 120 | 70  |     |     |     |     |     |     |     |     |     |
| 10  | 120 | 420 | 560 | 252 |     |     |     |     |     |     |     |     |
| 12  | 210 | 1120| 2520| 2520| 924 |     |     |     |     |     |     |     |

We can check that the rows do indeed sum to the first differences of Delannoy numbers given in the OEIS.
Remark 4.3. The sequence of numbers above does not yet appear in the OEIS (the author has submitted it for consideration). The equivalent array for Delannoy numbers rather than first differences is Sequence A063007.

Theorem 4.4. Let \( n \geq 1 \), and \( k \in \{1, \ldots, n\} \). The following three sets all have cardinality

\[
\binom{2k}{k} \cdot \binom{n+k-1}{n-k}.
\]

1. The set of recurrent configurations \( c \in \text{Rec}(W_{2n}) \) satisfying level\((c) = n \) and weight\(^{01} (c) = n - k\).
2. The set \( \Gamma_{n,k} \) of subgraphs of \( C_{2n} \) with \( n \) edges and \( k \) connected components (equivalently \( (n+k) \) vertices).
3. The set \( \text{DiffDel}_{n,k} \) of differed Delannoy paths ending at \((n,n)\) with \( k \) steps \( R \) (equivalently \((n-k) \) steps \( D \)).

The following lemma is a straightforward classical counting exercise, but as it will be re-used in various parts of the proof of the above theorem, we find it useful to state it here.

Lemma 4.5. Let \( n \geq 1 \) and \( k \geq 0 \). The number of ways of putting \( k \) unmarked (indistinguishable) balls into \( n \) ordered (distinguishable) boxes is given by the binomial coefficient \( \binom{n+k-1}{k} \).

Sketch of proof. Including the \((n-1)\) delimiters between the boxes, there are \((n+k-1)\) “spaces” (balls + delimiters) in total for us to choose where the \( k \) balls go. More formally, if \( b = (b_1, \ldots, b_n) \) denotes the balls-in-boxes sequence (\( b_i \) being the number of balls in box \( i \)), we can define a word \( w(b) := 0^{b_1}10^{b_2}1 \cdots 0^{b_{n-1}}10^{b_n} \), where \( 0^k = 0 \cdots 0 \) (repeated \( k \) times). The map \( w \) is a bijection from the desired balls-in-boxes configurations to the set of words on \( \{0,1\} \) with \( k \) 0’s and \((n-1)\) 1’s.

Proof of Theorem 4.4. The fact that (1) and (2) are equinumerous is an immediate consequence of Theorem 3.10 (a subgraph of \( C_{2n} \) with \( n+k \) vertices has \((n-k)\) “missing” vertices). The fact that (2) and (3) are equinumerous when removing the subscript \( k \) (keeping only \( n \)) is noted in the CrossRefs of Entry A277919 of the OEIS [29] (“Middle diagonal gives A110170”), but we haven’t been able to find a reference to this in the literature, so are unsure if it has been formally proved or not. In any case, the specialisation in \( k \) does not seem to have been noted.

Our first claim is the following formula enumerating differed Delannoy paths.

\[
|\text{DiffDel}_{n,k}| = \binom{2k}{k} \cdot \binom{n+k-1}{n-k},
\]

for all \( n \geq 1 \) and \( k \in \{1, \ldots, n\} \). Indeed, since a path in \( \text{DiffDel}_{n,k} \) is comprised of \( k \) \( R \)-steps, \( k \) \( U \)-steps, and \((n-k)\) \( D \)-steps where the first step is not \( D \), we can decompose it as follows. First, choose the underlying “shape” of the path, that is the path with all \( D \)-steps removed. There are \( \binom{2k}{k} \) such shapes. It remains to insert the \((n-k)\) \( D \)-steps into a shape. Now notice that \( D \)-steps can be inserted after any \( R \)- or \( U \)-step of the shape (but not before the first step), which gives \( 2k \) places where \( D \)-steps can be inserted. The insertion of \( D \)-steps is thus equivalent to placing \((n-k)\) unmarked balls into \( 2k \) ordered boxes, which yields Equation (8) by Lemma 4.5.

We therefore wish to show that \( \Gamma_{n,k} \) is also enumerated by the right-hand side of Equation (8). It turns out to be easier to enumerate a subset of \( \Gamma_{n,k} \). Define \( \bar{\Gamma}_{n,k} \) to be the subset of graphs \( G \in \Gamma_{n,k} \) such that the vertex 1 is in \( G \) but the edge \( \{2n,1\} \) is not. In words, \( \bar{\Gamma}_{n,k} \) is the set of subgraphs of \( C_{2n} \) with \( n \) edges and \( k \) connected components, where the vertex labelled 1 (the “top” vertex in our geometric representation) is in the subgraph, and it is the “first” (clockwise) vertex in its connected component. We claim that:

\[
|\bar{\Gamma}_{n,k}| = \binom{n+k-1}{n} \cdot \binom{n-1}{n-k},
\]
for all \( n \geq 1 \) and \( k \in \{1, \ldots, n\} \). To show this, we observe that the construction of a subgraph \( G \in \Gamma_{n,k} \) is equivalent to placing \( n \) unmarked black balls and \( (n - k) \) unmarked white balls into \( k \) ordered boxes. The black balls correspond to the \( n \) edges, placed in the \( k \) connected components of \( G \), while the white balls correspond to the \( (n - k) \) vertices in \( C_{2n} \setminus G \) (i.e. absent or “white” vertices of the subgraph \( G \)), placed into the \( k \) gaps between connected components of \( G \).

We illustrate the construction on an example in Figure 9 below, with \( n = 4 \) and \( k = 3 \). Going round the cycle clockwise, the connected component starting at the top vertex has one edge, and there are no missing vertices between this component and the next connected component, so we put one black ball (for the edge) and no white balls (for the missing vertices) in Box 1. Then the second connected component has three edges, and is followed by one missing (white) vertex, so we put three black balls and one white ball in Box 2. Finally, the third connected is an isolated vertex and is followed by no missing vertices, so Box 3 is empty. This correspondence is clearly one-to-one (it is straightforward to construct its inverse), and Equation (9) follows by once again applying Lemma 4.5.

Similarly, the right-hand side counts the set of graphs \( G \in \Gamma_{n,k} \) rooted at a connected component of \( C_{2n} \). In fact, it is slightly more convenient to think of the two sides counting certain \textit{doubly-rooted} subgraphs of \( C_{2n} \). A doubly-rooted subgraph is a triple \( G = (G, i, c) \) where \( G \in \Gamma_{n,k} \) is a sub-graph of \( C_{2n} \), \( i \in [2n] \) is a vertex of \( C_{2n} \) (not necessarily a vertex of the subgraph \( G \)), and \( c \) is a connected component of \( G \). Now the left-hand side of Equation (10) counts doubly-rooted subgraphs \( (G, i, c) \) such that \( G \in \Gamma_{n,k} \) (i.e. 1 is the clockwise first vertex of the connected component \( c \)). An example is shown on the left of Figure 10. The right-hand side of Equation (10) counts doubly-rooted subgraphs \( (G, i, c) \) such that \( i = 1 \) (i.e. the “top” vertex is the root). We exhibit a simple bijection between these two sets of doubly-rooted subgraphs.

Consider a doubly-rooted subgraph \( G = (G, i, c) \) with \( G \in \Gamma_{n,k} \), i.e. 1 is the clockwise first vertex of the connected component \( c \). We construct a doubly-rooted subgraph \( G' = (G', i', c') \) by rotating \( G \) anti-clockwise through \( i - 1 \) vertices, so that the vertex that was previously labelled \( i \) is now labelled \( i' \). The connected component \( c' \) is the image of \( c \) under this rotation, i.e. a path of same length as \( c \), whose clockwise first vertex is now \( (2n + 1 - i) \).
The map $G \mapsto G'$ gives the desired bijection. By construction it maps a doubly-rooted subgraph whose connected component root starts at vertex 1 to a doubly-rooted subgraph whose root vertex is 1. Furthermore, the inverse bijection is simply the inverse rotation. Namely, starting from $G' = (G', 1, c')$, we get the inverse image $G = (G, i, c)$ by rotating $G'$ so that its connected component root starts at vertex 1.

The bijection between rooted graphs is illustrated on Figure 10 below. On the left, a doubly-rooted subgraph $G = (G, i, c)$ with $G \in \Gamma_{n,k}$. We represent the vertex root in blue (here labelled $i = 7$), and the connected component root (which here starts at the top vertex $j = 1$) in red. On the right, the corresponding doubly-rooted subgraph $G' = (G', 1, c')$, obtained by rotating $G$ counterclockwise through $i - 1 = 6$ vertices (or equivalently clockwise through 2 vertices), so that the vertex root is now the top vertex labelled $i' = 1$, and the connected component root starts at vertex labelled $j' = 2n + 1 - i = 3$.

![Figure 10. Illustrating the bijection that established Equation (10).](image)

Combining Equations (8), (9) and (10), it suffices to check the following binomial equality

$$\binom{2n}{k} \cdot \binom{n + k - 1}{n} \cdot \binom{n - 1}{n - k} = \binom{2k}{k} \cdot \binom{n + k - 1}{n - k},$$

which can be done by simply expanding the binomial coefficients. This completes the proof of Theorem 4.4. □

**Remark 4.6.** While our proofs of the combinatorial equalities (8), (9) and (10) are all bijective, and a bijective proof can undoubtedly be found of the binomial equality (11), we have been unable to find a direct bijection between the sets $\Gamma_{n,k}$ and $\text{DiffDel}_{n,k}$. It would be useful if such a bijection (offering a direct bijective proof of Theorem 4.4) could be exhibited in the future.

5. The sandpile model on fan graphs

In this section, we study the sandpile model on fan graphs $F_n$. Our main goals in this section are to show that the recurrent configurations on $F_n$ are in bijection with certain subgraphs of the path graph $P_n$, and that they are counted by certain lattice paths. As in the wheel graph case, this specialises according to the level of the configuration. As in Sections 3 and 4, it is convenient to consider the geometric representations of $F_n$ and $P_n$ where $P_n$ is simply a line of vertices $1, \ldots, n$ from left-to-right, and thus $F_n$ is as in Figure 1. The tools we use are similar to those of these two sections, so we will allow ourselves to be briefer here. We proceed as follows.

Firstly, in Section 5.1 we define a notion of canonical minimal recurrent configuration, as in Section 3. This allows us to exhibit a bijection between $\text{Rec}(F_n)$ and a set of properly-marked words on the alphabet $\{L, R\}$. We then exhibit a natural bijection between these properly-marked
words and subgraphs of \( P_n \) whose vertex set contains the right-most vertex \( n \). In Section 5.2, we partition these properly-marked words according to their number of unmarked \( L \)-elements. Using similar decompositions to those in the proof of Theorem 4.4, we then show that they are enumerated by the lattice paths in question.

**Remark 5.1.** From Theorem 2.6, Remark 2.1, and the observation that the path graph \( P_n \) is acyclic (hence so are all its orientations), we deduce that the sets of recurrent configurations for the ASM and the SSM on \( F_n \) are the same. Thus, we will simply talk of recurrent configurations, and denote \( \text{Rec} (F_n) \) their set.

### 5.1. Characterisation and enumeration of \( \text{Rec} (F_n) \)

In the spirit of Theorem 3.2, we have a similar characterisation of the set \( \text{Rec} (F_n) \). Note that this time \((i, j)\) refers to the standard open integer interval, rather than the cyclic interval of the wheel graph case.

**Theorem 5.2.** Let \( c \in \{0, 1, 2\}^n \) with \( c_1, c_n \leq 1 \) be a stable configuration on \( F_n \). Then \( c \) is recurrent if, and only if, for all pairs \( i, j \in [n] \) such that \( i < j \) and \( c_i = c_j = 0 \), there exists \( k \in (i, j) \) such that \( c_k = 2 \).

The proof of this result is essentially analogous to that of Theorem 3.2, with minor adjustments to take into account the removal of the cycle edge \( \{n, 1\} \), so we omit it here. Similarly, the minimal recurrent configurations are configurations with at least one pair \((i, j)\) such that \( c_i = c_j = 0 \) and for each such consecutive pair the \( k \) is unique, as well as configurations where exactly one vertex has no grains, and all other vertices have (exactly) one grain.

As in Section 3, we construct a bijection between recurrent configurations on \( F_n \) and certain marked orientations of the path \( P_n \). We proceed as follows. Consider the path graph \( P_n^0 \) with an extra vertex 0 and edge \( \{0, 1\} \). Given a recurrent configuration \( c \in \text{Rec} (F_n) \), we define a marked orientation \((\mathcal{O}, M)\) of \( P_n^0 \) as follows:

1. Direct the edge 0 \( \xleftarrow{\mathcal{O}} 1 \).
2. For \( i \geq 1 \), assume we have given a direction to \( \{i - 1, i\} \) in \( \mathcal{O} \).
   - (a) If \( i - 1 \xleftarrow{\mathcal{O}} i \), then direct \( i \xrightarrow{\mathcal{O}} i + 1 \) if \( c_i = 0 \). Otherwise, direct \( i \xleftarrow{\mathcal{O}} i + 1 \), and mark vertex \( i \) if \( c_i = 2 \).
   - (b) If \( i - 1 \xRightarrow{\mathcal{O}} i \), then direct \( i \xrightarrow{\mathcal{O}} i + 1 \) if \( c_i = 1 \) and \( i \xleftarrow{\mathcal{O}} i + 1 \) if \( c_i = 2 \).
3. Mark vertex \( n \) if \( n - 1 \xleftarrow{\mathcal{O}} n \) and \( c_n = 1 \).

Note that Theorem 5.2 implies that \( c_i = 0 \) is impossible in Case 2b. In words, the marked orientation is constructed left-to-right as follows. So long as \( c_i \geq 1 \), direct \( i \xleftarrow{\mathcal{O}} i + 1 \) i.e. “leftwards”, marking vertex \( i \) if \( c_i = 2 \). When encountering \( i \) such that \( c_i = 0 \), start directing all subsequent edges \( j \xrightarrow{\mathcal{O}} j + 1 \) i.e. “rightwards” for \( j \geq i \) until encountering the first \( j \) such that \( c_j = 2 \) (or reaching the end vertex \( n \)), at which point we start directing edges leftwards again, and repeat the process. Mark the rightmost vertex \( n \) if the last edge \( \{n - 1, n\} \) is directed leftwards and \( c_n = 1 \).

Removing the (always leftwards) edge \( \{0, 1\} \), we obtain a marked orientation \((\mathcal{O}, M)\) of the path graph \( P_n \) where all marked vertices \( i \) must have \( i + 1 \xrightarrow{\mathcal{O}} i \xrightarrow{\mathcal{O}} i - 1 \) (with the convention that \( n + 1 \xrightarrow{\mathcal{O}} n \)). As in the wheel graph case, the underlying orientation \( \mathcal{O} \) defines a minimal recurrent configuration on \( F_n \), which can be viewed as the canonical minimal recurrent configuration associated with \( c \), while the marked vertices represent the locations of “excess grains” in \( c \) (see Remark 5.1).

In the path graph case, it is slightly more convenient to mark the edges instead of the vertices. For this, if a vertex \( i \) is marked, we simply move the mark to its left edge \( \{i - 1, i\} \) (necessarily directed \( i - 1 \xleftarrow{\mathcal{O}} i \)). Since the leftmost vertex 1 can never be marked by construction (\( c_1 < 2 \) since
c is stable), there is no issue in doing this. Transforming the marked orientation into a word on the alphabet \( \{L, R\} \) with markings on certain \( L \)-elements yields the following.

**Definition 5.3.** A properly-marked \( \{L, R\} \)-word is a word on the alphabet \( \{L^u, L^m, R\} \) such that no occurrence of \( L^m \) is followed by an occurrence of \( R \). We refer to the occurrences of \( L^m \) as the marked \( L \)-elements (or simply marked elements), and the occurrences of \( L^u \) as the unmarked \( L \)-elements (or simply unmarked elements). The set of properly marked \( \{L, R\} \)-words of length \( n \) is denoted \( \text{PMW}_n \).

Note that the condition is equivalent to every marked \( L \)-element being either followed by another \( L \)-element (marked or not), or being the last element in the word. We have therefore constructed a map \( \Phi_F : \text{Rec}(F_n) \rightarrow \text{PMW}_{n-1} \). The equivalent of Theorem 3.8 is the following result (again, the proof is analogous, so we omit it here).

**Theorem 5.4.** The map \( \Phi_F : \text{Rec}(F_n) \rightarrow \text{PMW}_{n-1} \) is a bijection from the set of recurrent configurations on the fan graph \( F_n \) to the set of properly-marked \( \{L, R\} \)-words of length \( (n - 1) \). Moreover, for \( c \in \text{Rec}(F_n) \), the level of the configuration \( c \) is equal to the number of marked elements in the word \( \Psi_F(c) \).

An example of the bijection \( \Phi_F \), applied to the recurrent configuration (read from left to right) \( c = (1, 1, 0, 1, 2, 2, 0, 2, 1) \in \text{Rec}(F_9) \), is illustrated in Figure 11. The marked orientation of the path \( P_9 \) is shown, with marks (in red) on both the vertices and their immediate left edges for convenience. This maps to the properly-marked \( \{L, R\} \)-word \( w = \Phi_F(c) \in \text{PMW}_8 \), which is shown above the orientation \( w = L^u L^u R R L^m L^u R L^m \).

![Figure 11. Illustrating the bijection \( \Phi_F \).](image)

As in the wheel graph case, there is a subgraph interpretation of properly-marked words. Let \( w = w_1 \cdots w_{n-1} \) be a properly-marked \( \{L, R\} \)-word of length \( (n - 1) \). We construct a subgraph \( G = (V, E) = T(w) \) of the path graph \( P_n \) by letting \( V = \{i \in [n] \mid w_i \in \{L^u, L^m\}\} \cup \{n\} \), and \( E = \{\{i, i + 1\}; w_i = L^m\} \). For example, if \( w = L^u L^u R R L^m L^u R L^m \) is the properly-marked word from Figure 11 then the corresponding subgraph has vertex set \( V = \{1, 2, 5, 6, 8, 9\} \) and edge set \( E = \{\{5, 6\}, \{8, 9\}\} \).

In words, if we think of the word \( w \) as labelling the edges of \( P_n \) as in Figure 11 then the vertices of \( T(w) \) are those whose right-incident edge is labelled with an \( L \)-element (marked or not), as well as the right-most vertex \( n \), while the edges are simply the edges labelled \( L^m \). Since each \( L^m \) is either followed by an \( L \)-element, or is the right-most edge, this implies that the map is well defined, i.e. that \( T(w) \) is indeed a subgraph of \( P_n \).

Moreover, given a subgraph \( G = (V, E) \) of \( P_n \) such that \( n \in V \), we can define its inverse \( w = w_1 \cdots w_{n-1} = T'(G) \) by setting:

\[
    w_i = \begin{cases} 
        L^m & \text{if } \{i, i + 1\} \in E \\
        L^u & \text{if } i \in V \text{ and } \{i, i + 1\} \notin E \\
        R & \text{otherwise (i.e. if } i \notin V \text{)}.
    \end{cases}
\]
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By construction, \( T'(G) \) is a properly-marked \( \{ L, R \} \)-word, and the maps \( T \) and \( T' \) are inverses of each other. We also note that for \( i < n \), then \( i \) is the right-most vertex of a connected component of \( G \) if, and only if, \( w_i = L^m \). This implies that the number of connected components of \( G \) is equal to the number of unmarked \( L \)-elements plus one (for the right-most connected component, whose right-most vertex is always \( n \)). We summarise this in the following proposition.

**Proposition 5.5.** The map \( T : w \mapsto T(w) \) is a bijection between the set of properly-marked \( \{ L, R \} \)-word of length \((n - 1)\) and the set of subgraphs of the path graph \( P_n \) whose vertex set contains \( n \). Moreover, the number of marked, resp. unmarked, \( L \)-elements of \( w \) is equal to the number of edges, resp. to one plus the number of connected components, of \( T(w) \).

Proposition 5.5 and Theorem 5.4 immediately combine for the following.

**Theorem 5.6.** The map \( T \circ \Phi_F \) defines a bijection from the set of recurrent configurations on the fan graph \( F_n \) to the set of subgraphs of the path graph \( P_n \) whose vertex set contains \( n \). Moreover, this bijection maps the level of a recurrent configuration \( c \) to the number of edges in the corresponding subgraph \( G \).

We now provide a counting formula for the set of properly-marked words \( \text{PMW}_n \). In fact, we count these according to the numbers of both marked and unmarked \( L \)-elements. This also counts subgraphs of \( P_n \) containing \( n \) according to their numbers of edges and connected components, by Proposition 5.5.

**Proposition 5.7.** Let \( n \geq 1 \) and \( k, r \geq 0 \) such that \( k + r \leq n - 1 \). The number of properly-marked \( \{ L, R \} \)-words of length \((n - 1)\) with \( k \) marked \( L \)-elements and \( r \) unmarked \( L \)-elements is equal to
\[
\binom{n-k-1}{r} \cdot \binom{r+k}{r}.
\]

**Proof.** The proof is similar to that of the enumeration of differed Delannoy paths in Equation (8).

First we choose the underlying “shape” of the word, that is the word with marked elements removed. There are \( \binom{n-1-k}{r} \) possibilities for this (removing the \( k \) marked \( L \)-elements from the word leaves \((n - 1 - k)\) elements to place, of which \( r \) are unmarked \( L \)-elements and the remainder \( R \)-elements).

We then need to insert the \( k \) marked elements into this shape. But there are \((r + 1)\) places where we can insert such elements: to the left of any of the \( r \) unmarked element, and in the rightmost position(s) of the word. Thus the possible insertions into a given “shape” are equivalent to placing \( k \) unmarked balls into \((r + 1)\) ordered boxes, and the result follows by Lemma 4.5.

By combining Proposition 5.7 and Theorem 5.4, we immediately get the following enumeration formula for \( \text{Rec} (F_n) \).

**Corollary 5.8.** Let \( n \geq 1 \) and \( 0 \leq k < n \). Then:
\[
| \{ c \in \text{Rec} (F_n) ; \text{level}(c) = k \} | = \sum_{r=0}^{n-k-1} \binom{n-k-1}{r} \cdot \binom{r+k}{r}.
\]

5.2. Kimberling paths. For \( n \geq 1 \) and \( 0 \leq k \leq (n - 1) \), the numbers \( R(n, k) := | \{ c \in \text{Rec} (F_n) ; \text{level}(c) = k \} | \) of recurrent configurations for the fan graph \( F_n \) with level \( k \) give the following enumeration triangle.

\[
\begin{array}{ccccccccc}
1 \\
1 & 2 \\
1 & 3 & 4 \\
1 & 4 & 8 & 8 \\
1 & 5 & 13 & 20 & 16 \\
1 & 6 & 19 & 38 & 48 & 32 \\
1 & 7 & 26 & 63 & 104 & 112 & 64 \\
\end{array}
\]
This is (essentially) Sequence A049600 in the OEIS [29], and enumerates certain lattice paths. Hetyei [28] calls a variant of this array the asymmetric Delannoy numbers and shows that they are related to a face-enumeration problem associated with Jacobi polynomials. Callan [13] calls the lattice paths enumerated by this sequence Kimberling paths, after the author of the aforementioned sequence in the OEIS, and we follow this latter terminology here.

**Definition 5.9.** A Kimberling path is a lattice path starting at the origin \((0,0)\) and with steps in \(\mathbb{N} \times \mathbb{Z}_+\). In other words, Kimberling paths are made of steps with finite non-negative slope (so horizontal rightwards steps are allowed, but vertical upward steps are not). Note that steps in a Kimberling path can have any length. For \(i > 0, j \geq 0\), we denote Kimberl\(i,j\) the set of Kimberling paths ending at \((i,j)\). If \(0 \leq r \leq i - 1\), we denote Kimberl\(i,j,r\) the set of such paths with \(r\) internal vertices (excluding start and end points), equivalently \((r+1)\) steps.

**Figure 12.** The three paths in Kimberl\(2,1\). There are three paths in total, one with no internal vertices (left) and two with one internal vertex (middle and right).

The following gives a simple counting formula for Kimberling paths (see e.g. [28, Lemma 3.2].

**Proposition 5.10.** Let \(i \geq 1, j \geq 0\) and \(r \in \{0, \ldots, i-1\}\). Then:

\[
|\text{Kimberl}_{i,j,r}| = \binom{i-1}{r} \cdot \binom{r+j}{r}.
\]

Combined with Proposition 5.7, we immediately get the following.

**Corollary 5.11.** Let \(n \geq 1\) and \(k, r \geq 0\) such that \(k + r \leq n - 1\). The following sets both have cardinality \((n-k-1) \cdot \binom{r+k}{r}\):

1. The set of properly-marked \(\{L,R\}\)-words of length \((n-1)\) with \(k\) marked elements and \(r\) unmarked elements.
2. The set of Kimberling paths ending at \((n-k,k)\) with \(r\) internal vertices.

Combining with the results of Section 5.1 gives us the following result, which was the main objective of this section.

**Theorem 5.12.** Let \(n \geq 1\) and \(0 \leq k \leq n - 1\). The following sets are equinumerous.

1. The set of recurrent configurations \(c \in \text{Rec}(F_n)\) satisfying \(\text{level}(c) = k\).
2. The set of subgraphs \(G = (V,E)\) of the path graph \(P_n\) such that \(n \in V\) and \(|E| = k\).
3. The set Kimberl\(n-k,k\) of Kimberling paths ending at \((n-k,k)\).

In particular, if \(T_{F_n}\) is the Tutte polynomial of the fan graph \(F_n\), we have:

\[
T_{F_n}(1,x) = \sum_{k=0}^{n-1} |\text{Kimberl}_{n-k,k}| \cdot x^k.
\]

As far as we can tell, as in the wheel graph case, this specificat\(i\)on of the Tutte polynomial for fan graphs has not been noted anywhere in the literature. Note that, unlike in the wheel graph case, we can give an explicit formula for the coefficients here:

\[
|\text{Kimberl}_{n-k,k}| = \sum_{r=0}^{n-k-1} \binom{n-k-1}{r} \cdot \binom{r+k}{r}.
\]
Remark 5.13. As in the wheel graph case, it is possible to give an interpretation of the parameter $r$ in terms of certain $2\{1,2\}^*0$-chains of the corresponding recurrent configuration, with suitable precautions taken to deal with the end vertices 1 and $n$.

Remark 5.14. As in Section 4, our proof of Theorem 5.12 is not a direct bijection. Instead it relies on the fact that both objects are enumerated by the same formula (a product of binomial coefficients in this case). It would be useful to exhibit a direct bijection from either recurrent configurations on $F_n$ or properly-marked $\{L,R\}$-words to the Kimberling paths.

6. Conclusion and future work

In this paper, we have studied the sandpile model on wheel and fan graphs, focusing on bijective characterisations of the recurrent configurations. These results are in the same spirit as a growing list of similar combinatorial characterisations on other graph families (see the list in Section 1 for more details).

In the case of the wheel graph $W_n$, it proved helpful to consider a stochastic variant of the standard Abelian sandpile model (ASM). We described (Theorem 3.10) a bijection between the recurrent configurations and the set of non-empty subgraphs of the cycle graph $C_n$. This bijection maps the level of a configuration to the number of edges of the subgraph, and a statistic called the $01^*$-weight of the configuration to the number of vertices absent from the subgraph. The tools used included a bijection between minimal recurrent configurations on the wheel graph and orientations of the cycle, which we enriched to a bijection between all recurrent configurations and properly-marked orientations of the cycle.

We then considered the special case where the wheel graph has an even number of vertices $2n$. We showed (Theorem 4.4) that the recurrent configurations with level $n$ are equinumerous with certain lattice paths called differed Delannoy paths. In this case, the $01^*$-weight corresponds to the number of diagonal steps in the path. However, our proof of this result is non-bijective, relying instead on a variety of enumerative arguments. In the future, it would be useful to find a direct bijective proof of this result.

In the case of the fan graph $F_n$, we described (Theorem 5.6) a bijection between the recurrent configurations and subgraphs of the path graph $P_n$ whose vertex set contains the right-most vertex of the path. The bijection again maps the level of the recurrent configuration to the number of edges in the corresponding subgraph. The initial tools used are similar to the wheel graph case, relying on enriching a bijection between minimal recurrent configurations on the fan graph and orientations of the path graph, which yields a bijection between all the recurrent configurations and objects called properly-marked words. The bijection to the subgraphs of $P_n$ follows naturally. We then show that these sets are equinumerous with another family of lattice paths, which we called Kimberling paths, named after the author of the corresponding entry in the OEIS [29]. As in the wheel graph case, this proof is non-bijective, and in the future it would be useful to find a direct bijection instead.

Because of the well-known link between the enumeration of recurrent configurations for the ASM according to their level, and the ubiquitous polynomial (Theorem 2.7), these results yield specialisations of the Tutte polynomial of wheel and fan graphs. It would be interesting to investigate whether the bijective correspondences exhibited here can be enriched in some way to account for the second variable of the Tutte polynomial. This would potentially yield simpler and more explicit formulae for the Tutte polynomial of wheel and fan graphs than those that are currently known.
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