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Abstract—Convolutional neural networks (CNNs) have achieved state-of-the-art performance for automatic medical image segmentation. However, they have not demonstrated sufficiently accurate and robust results for clinical use. In addition, they are limited by the lack of image-specific adaptation and the lack of generalizability to previously unseen object classes. To address these problems, we propose a novel deep learning-based framework for interactive segmentation by incorporating CNNs into a bounding box and scribble-based segmentation pipeline. We propose image-specific fine-tuning to make a CNN model adaptive to a specific test image, which can be either unsupervised (without additional user interactions) or supervised (with additional scribbles). We also propose a weighted loss function considering network and interaction-based uncertainty for the fine-tuning. We applied this framework to two applications: 2D segmentation of multiple organs from fetal MRI slices, where only two types of these organs were annotated for training; and 3D segmentation of brain tumor core (excluding edema) and whole brain tumor (including edema) from different MR sequences, where only tumor cores in one MR sequence were annotated for training. Experimental results show that 1) our model is more robust to segment previously unseen objects than state-of-the-art CNNs; 2) image-specific fine-tuning with the proposed weighted loss function significantly improves segmentation accuracy; and 3) our method leads to accurate results with fewer user interactions and less user time than traditional interactive segmentation methods.

Index Terms—Interactive image segmentation, convolutional neural network, fine-tuning, fetal MRI, brain tumor

I. INTRODUCTION

Deep learning with convolutional neural networks (CNNs) has achieved state-of-the-art performance for automated medical image segmentation [1]. However, automatic segmentation methods have not demonstrated sufficiently accurate and robust results for clinical use due to the inherent challenges of medical images, such as poor image quality, different imaging and segmentation protocols, and variations among patients [2]. Alternatively, interactive segmentation methods are widely adopted, as integrating the user’s knowledge can take into account the application requirements and make it easier to distinguish different tissues [2]–[4]. As such, interactive segmentation remains the state of the art for existing commercial surgical planning and navigation products. Though leveraging user interactions often leads to more robust segmentations, a good interactive method should require as little user time as possible to reduce the burden on users. Motivated by these observations, we investigate combining CNNs with user interactions for medical image segmentation to achieve higher segmentation accuracy and robustness with fewer user interactions and less user time. However, there are very few studies on using CNNs for interactive segmentation [5]–[7]. This is mainly due to the requirement of large amounts of annotated images for training, the lack of image-specific adaptation and the demanding balance of model complexity, time and memory space efficiency.

The first challenge of using CNNs for interactive segmentation is that current CNNs do not generalize well to previously unseen object classes, as they require labeled instances of each object class to be present in the training set. For medical images, annotations are often expensive to acquire as both expertise and time are needed to produce accurate annotations. This limits the performance of CNNs to segment objects for which annotations are not available in the training stage.

Second, interactive segmentation often requires image-specific learning to deal with large context variations among different images, but current CNNs are not adaptive to different test images, as parameters of the model are learned from training images and then fixed during the testing, without image-specific adaptation. It has been shown that image-specific adaptation of a pre-trained Gaussian Mixture Model (GMM) helps to improve segmentation accuracy [8]. However, transitioning from simple GMMs to powerful but complex CNNs in this context has not yet been demonstrated.

Third, fast inference and memory efficiency are demanded for interactive methods. These can be relatively easily achieved for 2D segmentations, but become much more problematic for 3D volumes. For example, DeepMedic [9] works on local patches to reduce memory requirements but results in a slow inference. HighRes3DNet [10] works on an entire volume with relatively fast inference but needs a large amount of GPU memory, leading to high hardware requirements. To make a CNN-based interactive segmentation method efficient to use, enabling CNNs to respond quickly to user interactions and to work on a machine with limited GPU resources (e.g., a standard desktop PC or a laptop) is desirable. DeepGeoS [7] combines CNNs with user interactions and has demonstrated good interactivity. However, it has a lack of adaptability to
unseen image contexts.

A. Contributions

The contributions of this work are four-fold. First, we propose a novel deep learning-based framework for interactive 2D and 3D medical image segmentation by incorporating CNNs into a bounding box and scribble-based binary segmentation pipeline. Second, we propose to use image-specific fine-tuning to adapt a CNN model to each test image independently. The fine-tuning can be either unsupervised (without additional user interactions) or supervised where user-provided scribbles will guide the learning process. Third, we propose a weighted loss function considering network and interaction-based uncertainty during image-specific fine-tuning. Fourth, we present the first attempt to employ CNNs to segment previously unseen objects. The proposed framework does not require annotations of all the organs for training. Thus, it can be applied to new organs or new segmentation protocols directly.

B. Related Works

1) CNNs for Image Segmentation: For natural image segmentation, FCN [11] and DeepLab [12] are among the state-of-the-art performing methods. For 2D biomedical image segmentation, efficient networks such as U-Net [13], DCAN [14] and Nabla-net [15] have been proposed. For 3D volumes, patch-based CNNs were proposed for segmentation of the brain tumor [9] and pancreas [16], and more powerful end-to-end 3D CNNs were proposed by V-Net [17], High-Res3DNet [10], and 3D deeply supervised network [18].

2) Interactive Segmentation Methods: An extensive range of interactive segmentation methods have been proposed [2]. Representative methods include Graph Cuts [19], Random Walks [3] and GeoS [4]. Machine learning methods have been widely used to achieve high accuracy and interaction efficiency. For example, GMMs are used by GrabCut [20] to segment color images. Online random forests (ORFs) are employed by SlicSeg [21] for segmentation of fetal MRI volumes. In [22], active learning is used to segment 3D Computed Tomography (CT) images. They have achieved more accurate segmentations with fewer user interactions compared with traditional interactive segmentation methods.

To combine user interactions with CNNs, DeepCut [5] and ScribbleSup [23] propose to leverage user-provided bounding boxes or scribbles, but they employ user interactions as sparse annotations for the training set rather than as guidance for dealing with a single test image. 3D U-Net [24] learns from annotations of some slices in a volume and produces a dense 3D segmentation, but takes a long time for training and cannot be made responsive to user interactions. In [6], an FCN is combined with user interactions for 2D RGB image segmentation, without adaptation for medical images. DeepGeoS [7] uses geodesic distance transforms of scribbles as additional channels of CNNs for interactive medical image segmentation, but cannot deal with previously unseen object classes.

3) Model Adaptation: Previous learning-based interactive segmentation methods often employ an image-specific model. For example, GrabCut [20] and SlicSeg [21] learn from the target image with GMMs and ORFs, respectively, so that they can be well adapted to the specific target image. Learning a model from a training set with image-specific adaptation during the testing has also been used to improve the segmentation performance. For example, an adaptive GMM has been used to address the distribution mismatch between a test image and the training set [8]. For CNNs, fine-tuning [25] is used for domain-wise model adaptation to address the distribution mismatch between different training sets. However, to the best of our knowledge, this paper is the first work to propose image-specific model adaptation for CNNs.

II. Method

The proposed interactive segmentation framework is depicted in Fig. 1. We refer to it as BIFSeg. To deal with different (including previously unseen) objects in a unified framework, we propose to use a CNN that takes as input the content of a bounding box of one instance and gives a binary segmentation. During the test stage, the bounding box is provided by the user, and the segmentation and the CNN are alternatively refined through unsupervised (without additional user interactions) or supervised (with user-provided scribbles) image-specific fine-tuning. Our framework is general, flexible and can handle both 2D and 3D segmentations with few assumptions of network structures. In this paper, we choose to use the state-of-the-art network structures proposed in [7]. The contribution of BIFSeg is nonetheless largely different from [7] as BIFSeg focuses on segmentation of previously unseen object classes and fine-tunes the CNN model on the fly for image-wise adaptation that can be guided by user interactions.

A. CNN Models

For 2D images, we adopt the P-Net [7] for bounding box-based binary segmentation. The network is resolution-preserving using dilated convolution [12] to avoid potential loss of details. As shown in Fig. 2(a), it consists of six blocks with a receptive field of 181×181. The first five blocks have dilation parameters of 1, 2, 4, 8 and 16, respectively, so they capture features at different scales. Features from these five blocks are concatenated and fed into block6 that serves as a classifier. A softmax layer is used to obtain probability-like outputs. In the testing stage, we update the model based on image-specific fine-tuning. To ensure efficient fine-tuning and fast response to user interactions, we only fine-tune parameters of the classifier (block6). Thus, features in the concatenation layer for the test image can be stored before the fine-tuning.

For 3D images, we consider a trade-off between receptive field, inference time and memory efficiency. As shown in Fig. 2(b), the network is similar to P-Net. It has an anisotropic receptive field 85×85×9. Compared with slice-based networks, it employs 3D context. Compared with large isotropic 3D receptive fields [10], it has less memory consumption during inference [26]. Besides, anisotropic acquisition is often used in MR images. We use 3×3×3 kernels in the first two layers.
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Fig. 1. The proposed interactive segmentation framework (BIFSeg). 2D images are shown as examples. In the training stage, each instance is cropped with its bounding box, and the CNN model is trained for binary segmentation. In the testing stage, image-specific fine-tuning with optional scribbles and a weighted loss function is used. Note that the object class (e.g., a maternal kidney) in the test image may have not been present in the training set.

Fig. 2. Our resolution-preserving networks with dilated convolution for 2D segmentation (a) and 3D segmentation (b). The numbers in each dark blue box denote convolutional kernel size and number of output channels, and the number on the top denotes dilation parameter.

blocks and $3 \times 3 \times 1$ kernels in block 3 to block 5. Similar to P-Net, we fine-tune the classifier (block 6) with pre-computed concatenated features. To save space for storing the concatenated features, we use $1 \times 1 \times 1$ convolutions to compress the features in block 1 to block 5 and then concatenate them. We refer to this 3D network with feature compression as PC-Net.

B. Training of CNNs

The training stage for 2D/3D segmentation is shown in the first row of Fig. 1. Consider a $K$-ary segmentation training set $T = \{(X_1, Y_1), (X_2, Y_2), \ldots\}$ where $X_p$ is one training image and $Y_p$ is the corresponding label map. The label set of $T$ is $\{0, 1, 2, \ldots, K - 1\}$ with 0 being the background label. Let $N_k$ denote the number of instances of the $k$th object type, so the total number of instances is $\tilde{N} = \sum_k N_k$. Each image $X_p$ can have instances of multiple object classes. Suppose the label of the $q$th instance in $X_p$ is $t_{pq}$, $Y_p$ is converted into a binary image $Y_{pq}$ based on whether the value of each pixel in $Y_p$ equals to $t_{pq}$. The bounding box $B_{pq}$ of that training instance is automatically calculated based on $Y_{pq}$ and expanded by a random margin in the range of 0 to 10 pixels/voxels. $X_p$ and $Y_{pq}$ are cropped based on $B_{pq}$. Thus, $T$ is converted into a cropped set $\tilde{T} = \{(\tilde{X}_1, \tilde{Y}_1), (\tilde{X}_2, \tilde{Y}_2), \ldots\}$ with size $\tilde{N}$ and label set $\{0, 1\}$ where 1 is the label of the instance foreground and 0 the background. With $\tilde{T}$, the CNN model (e.g., P-Net or PC-Net) is trained to extract the target from its bounding box, which is a binary segmentation problem irrespective of the object type. A cross entropy loss function is used for training.

C. Unsupervised and Supervised Image-specific Fine-tuning

In the testing stage, let $\hat{X}$ denote the sub-image inside a user-provided bounding box and $\hat{Y}$ be the target label of $\hat{X}$. The set of parameters of the trained CNN is $\theta$. With the initial segmentation $\hat{Y}_0$ obtained by the trained CNN, the user may provide (i.e., supervised) or not provide (i.e., unsupervised) a set of scribbles to guide the update of $\hat{Y}_0$. Let $S_f$ and $S_b$ denote the scribbles for foreground and background, respectively, so the entire set of scribbles is $S = S_f \cup S_b$. Let $s_i$ denote the user-provided label of a pixel in the scribbles, then we have $s_i = 1$ if $i \in S_f$ and $s_i = 0$ if $i \in S_b$. We minimize an
objective function that is similar to GrabCut [20] but we use P-Net or PC-Net instead of a GMM:

\[
\arg \min_{\hat{Y}, \theta} \left\{ E(\hat{Y}, \theta) = \sum_i \phi(\hat{y}_i|\hat{X}, \theta) + \lambda \sum_{i,j} \psi(\hat{y}_i, \hat{y}_j|\hat{X}) \right\}
\]

subject to: \( \hat{y}_i = s_i \) if \( i \in S \)

where \( E(\hat{Y}, \theta) \) is constrained by user interactions if \( S \) is not empty. \( \phi \) and \( \psi \) are the unary and pairwise energy terms, respectively, \( \lambda \) is the weight of \( \psi \). An unconstrained optimization of an energy similar to \( E \) is used in [5] for weakly supervised learning. In that work, the energy was based on the probability and label map of all the images in a training set, which is a different task from ours, as we focus on a single test image. We follow a typical choice of \( \psi \) [19]:

\[
\psi(\hat{y}_i, \hat{y}_j|\hat{X}) = [\hat{y}_i \neq \hat{y}_j] \exp \left( -\frac{(\hat{X}(i) - \hat{X}(j))^2}{2\sigma^2} \right) \cdot \frac{1}{d_{ij}}
\]

where \([\cdot]\) is 1 if \( \hat{y}_i \neq \hat{y}_j \) and 0 otherwise. \( d_{ij} \) is the Euclidean distance between pixel \( i \) and pixel \( j \). \( \sigma \) controls the effect of intensity difference. \( \phi \) is defined as:

\[
\phi(\hat{y}_i|\hat{X}, \theta) = -\log P(\hat{y}_i|\hat{X}, \theta)
\]

where \( P(\hat{y}_i|\hat{X}, \theta) \) is the probability given by softmax output of the CNN. Let \( p_i = P(\hat{y}_i = 1|\hat{X}, \theta) \) be the probability of pixel \( i \) belonging to the foreground, we then have:

\[
\log P(\hat{y}_i|\hat{X}, \theta) = \hat{y}_i \log p_i + (1 - \hat{y}_i) \log (1 - p_i)
\]

The optimization of Eq. (1) can be decomposed into steps that alternatively update the segmentation label \( \hat{Y} \) and network parameters \( \theta \) [5, 20]. In the label update step, we fix \( \theta \) and solve for \( \hat{Y} \), and Eq. (1) becomes a CRF problem:

\[
\arg \min_{\hat{Y}} \left\{ E(\hat{Y}) = \sum_i \phi(\hat{y}_i|\hat{X}, \theta) + \lambda \sum_{i,j} \psi(\hat{y}_i, \hat{y}_j|\hat{X}) \right\}
\]

subject to: \( \hat{y}_i = s_i \) if \( i \in S \)

For implementation ease, the constrained optimization in Eq. (5) is converted to an unconstrained equivalent:

\[
\arg \min_{\hat{Y}} \left\{ \sum_i \phi'(\hat{y}_i|\hat{X}, \theta) + \lambda \sum_{i,j} \psi(\hat{y}_i, \hat{y}_j|\hat{X}) \right\}
\]

\[
\phi'(\hat{y}_i|\hat{X}, \theta) = \begin{cases} +\infty & \text{if } i \in S \text{ and } \hat{y}_i = s_i \\ 0 & \text{if } i \in S \text{ and } \hat{y}_i \neq s_i \\ -\log P(\hat{y}_i|\hat{X}, \theta) & \text{otherwise} \end{cases}
\]

Since \( \theta \) and therefore \( \phi' \) are fixed, and \( \psi \) is submodular, Eq. (6) can be solved by Graph Cuts [19]. In the network update step, we fix \( \hat{Y} \) and solve for \( \theta \):

\[
\arg \min_{\theta} \left\{ E(\hat{Y}) = \sum_i \phi(\hat{y}_i|\hat{X}, \theta) \right\}
\]

subject to: \( \hat{y}_i = s_i \) if \( i \in S \)

Thanks to the constrained optimization in Eq. (5), the label update step necessarily leads to \( \hat{y}_i = s_i \) for \( i \in S \). Eq. (6) can be treated as an unconstrained optimization:

\[
\arg \min_{\theta} \left\{ -\sum_i (\hat{y}_i \log p_i + (1 - \hat{y}_i) \log (1 - p_i)) \right\}
\]

\[\hat{y}_i = s_i \text{ if } i \in S\]

\[\hat{y}_i = 0 \text{ otherwise}\]

\[\hat{y}_i = 1 \text{ otherwise}\]

\[w(i) = \begin{cases} \omega & \text{if } i \in S \\ 0 & \text{if } i \in U_p \cup U_s \\ 1 & \text{otherwise} \end{cases}\]

\[w(i) = \begin{cases} \omega & \text{if } i \in S \\ 0 & \text{if } i \in U_p \cup U_s \\ 1 & \text{otherwise} \end{cases}\]

The new definition of \( w(i) \) is well motivated in the network update step. However, in the label update step, introducing
TABLE I
QUANTITATIVE COMPARISON OF INITIAL FETAL MRI SEGMENTATION FROM A BOUNDING BOX. $T_{m}$ IS THE MACHINE TIME. $\land$ DENOTES PREVIOUSLY UNSEEN OBJECTS. IN EACH ROW, BOLD FONT DENOTES THE BEST VALUE. * DENOTES $p$-VALUE < 0.05 COMPARED WITH THE OTHERS.

|       | FCN     | U-Net   | P-Net   | GrabCut |
|-------|---------|---------|---------|---------|
| Dice  |         |         |         |         |
| (%)   |         |         |         |         |
| P     | 85.31±3.73 | 82.86±9.85 | 84.57±8.37 | 62.90±12.79 |
| FB    | 89.53±3.91 | 89.19±5.09 | 89.44±4.45 | 83.86±14.33 |
| FL $\land$ | 81.68±5.95 | 80.64±6.10 | 83.59±6.42* | 63.99±15.86 |
| MK    | 83.58±5.48 | 75.20±11.23 | 85.29±5.08* | 73.85±7.77 |
| $T_{m}$ (s) | 0.11±0.04* | 0.24±0.07 | 0.16±0.05 | 1.62±0.42 |

P: Placenta; FB: Fetal brain; FL: Fetal lungs; MK: Maternal kidneys.

zero unary weights in Eq. (5) would make the label update of corresponding pixels entirely driven by the pairwise potentials. Therefore, we choose to keep Eq. (5) unchanged.

E. Implementation Details
We used the Caffe[27] library to implement our P-Net and PC-Net. The training process was done via one node of the Emerald cluster[2] with two 8-core E5-2623v3 Intel Haswells, a K80 NVIDIA GPU and 128GB memory. Stochastic gradient decent was used for training, with momentum 0.9, batch size 1, weight decay $5 \times 10^{-4}$, maximal number of iterations 60k, initial learning $10^{-3}$ that was halved every 5k iterations. For each application, the images in each modality were normalized with the same bounding box, we compared P-Net with FCN [11] and U-Net [13] for 2D images, and compared PC-Net with DeepMedic [9] and HighRes3DNet [10] for 3D images.

3D segmentation of brain tumors from contrast enhanced T1-weighted (T1c) and Fluid-attenuated Inversion Recovery (FLAIR) images. For both applications, we additionally investigated the segmentation performance on previously unseen objects that were not present in the training set.

A. Comparison Methods and Evaluation Metrics
To investigate the performance of different networks with the same bounding box, we compared P-Net with FCN [11] and U-Net [13] for 2D images, and compared PC-Net with DeepMedic [9] and HighRes3DNet [10] for 3D images. The original DeepMedic works on multiple modalities, and we adapted it to work on a single modality. All these methods were evaluated on the laptop during the testing except for HighRes3DNet that was run on the cluster due to the laptop’s limited GPU memory. To validate the proposed unsupervised/supervised image-specific fine-tuning, we compared BIFSeg with 1) the initial output of P-Net/PC-Net, 2) post-processing the initial output with a CRF (using user interactions as hard constraints if they were given), and 3) image-specific fine-tuning based on Eq. (1) with $w(i) = 1$ for all the pixels, which is referred to as BIFSeg(-w).

BIFSeg was also compared with other interactive segmentation methods: GrabCut [20], SlicSeg [21] and Random Walks [3] for 2D segmentation, and GeoS [4], GrowCut [28] and 3D GrabCut [29] for 3D segmentation. The 2D/3D GrabCut used the same bounding box as used by BIFSeg, and they used 3 and 5 components for the foreground and background GMMs, respectively. SlicSeg, Random Walks, DeepMedic and HighRes3DNet were implemented in http://niftynet.io

1http://caffe.berkeleyvision.org
2http://www.ses.ac.uk/high-performance-computing/emerald
at different scales, we resized the input of P-Net so that the minimal value of width and height was 128 pixels. Parameter setting was $\lambda = 3.0$, $\sigma = 0.1$, $t_0 = 0.2$, $t_1 = 0.7$, $\epsilon = 0.2$, $\omega = 5.0$ based on a grid search with the training data.

2) Initial Segmentation based on P-Net: Fig. 4 shows the initial segmentation of different organs from fetal MRI with user-provided bounding boxes. It can be observed that GrabCut achieves a poor segmentation except for the fetal brain where there is a good contrast between the target and the background. For the placenta and fetal brain, FCN, U-Net and P-Net achieves visually similar results that are close to the ground truth. However, for fetal lungs and maternal kidneys that are previously unseen in the training set, FCN and U-Net lead to a large region of under-segmentation. In contrast, P-Net performs noticeably better than FCN and U-Net when dealing with these two unseen objects. A quantitative evaluation of these methods is listed in Table I. It shows that P-Net achieves the best accuracy for unseen fetal lungs and maternal kidneys with average machine time 0.16s.

3) Unsupervised Image-specific Fine-tuning: For unsupervised refinement, the initial segmentation result obtained by P-Net was refined by CRF, BIFSeg(-w) and BIFSeg without additional scribbles, respectively. The results are shown in Fig. 5. The second to fourth rows show the foreground probability obtained by P-Net before and after the fine-tuning. In the second row, the initial output of P-Net has a probability around 0.5 for many pixels, which indicates a high uncertainty. After image-specific fine-tuning, most pixels in the outputs of BIFSeg(-w) and BIFSeg have a probability close to 0.0 or 1.0. The remaining rows show the segmentations by P-Net and the three refinement methods, respectively. The visual comparison shows that BIFSeg performs better than P-Net + CRF and BIFSeg(-w). Quantitative measurements are presented in Table II. It shows that BIFSeg achieves a larger improvement of accuracy from the initial segmentation when compared with the use of CRF or BIFSeg(-w). In this 2D case, BIFSeg takes 0.72s in average for unsupervised image-specific fine-tuning.

4) Supervised Image-specific Fine-tuning: Fig. 6 shows examples of supervised refinement with additional scribbles. The second row shows the initial segmentation obtained by P-Net. In the third row, red and blue scribbles are drawn in mis-segmented regions to label the corresponding pixels as the foreground and background, respectively. The same initial segmentation and scribbles are used for P-Net + CRF, BIFSeg(-w) and BIFSeg. All these methods improve the seg-

### Table II

| Method       | Dice Score (%) | Ground Truth | FB Score (%) | FL Score (%) | MK Score (%) |
|--------------|----------------|--------------|--------------|--------------|--------------|
| P-Net        | 84.57 ± 8.37   | 84.87 ± 8.14 | 82.74 ± 10.91 | 86.41 ± 7.50* |
| P-Net + CRF  | 89.44 ± 6.45   | 89.55 ± 6.52 | 89.09 ± 8.08 | 90.39 ± 6.44 |
| BIFSeg(-w)   | 85.59 ± 6.42   | 83.87 ± 6.52 | 82.17 ± 8.87 | 85.35 ± 5.88* |
| BIFSeg       | 85.29 ± 5.08   | 85.45 ± 5.21 | 84.61 ± 6.21 | 86.33 ± 4.28* |

**Fig. 5.** Visual comparison of P-Net and three unsupervised refinement methods for fetal MRI segmentation. The foreground probability is visualized by heatmap.

GeoS and GrowCut require scribbles without a bounding box for segmentation. The segmentation results by an Obstetrician and a Radiologist were used for evaluation. For each method, each user provided scribbles to update the result multiple times until the user accepted it as the final segmentation. The Dice score between a segmentation and the ground truth was used for quantitative evaluations: Dice = $2|\mathcal{R}_a \cap \mathcal{R}_b|/(|\mathcal{R}_a|+|\mathcal{R}_b|)$ where $\mathcal{R}_a$ and $\mathcal{R}_b$ denote the region segmented by an algorithm and the ground truth, respectively. The $p$-value between different methods was computed by the Student’s $t$-test.

### B. 2D Segmentation of Multiple Organs from Fetal MRI

1) Data: Single-shot Fast Spin Echo (SSFSE) was used to acquire stacks of T2-weighted MR images from 18 pregnant women with pixel size 0.74 to 1.58 mm and inter-slice spacing 3 to 4 mm. Due to the large inter-slice spacing and inter-slice motion, interactive 2D segmentation is more suitable than direct 3D segmentation. The placenta and fetal brain from 10 volumes (356 slices) were used for training. The other 8 volumes (318 slices) were used for testing. From the test images, we aimed to segment the placenta, fetal brain, and previously unseen fetal lungs and maternal kidneys. Manual segmentations by a Radiologist were used as the ground truth. P-Net was used for this segmentation task. To deal with organs
Table III

Quantitative comparison of P-Net and three supervised refinement methods with scribbles for fetal MRI segmentation. $T_m$ is the machine time for refinement. $\wedge$ denotes previously unseen objects. In each row, bold font denotes the best value. * denotes $p$-value $< 0.05$ compared with the others.

|            | P-Net  | P-Net+CRF | BIFSeg(-w) | BIFSeg |
|------------|--------|-----------|------------|--------|
| Dice (%)   | 89.57±8.37 | 88.64±5.84 | 89.79±4.60 | 91.93±2.79* |
| FB         | 89.44±6.45 | 94.04±4.72 | 95.31±3.39 | 95.58±1.94 |
| FL$\wedge$ | 83.59±6.42 | 88.92±3.87 | 89.21±2.95 | 91.71±3.18* |
| MK         | 85.29±5.08 | 87.51±4.53 | 87.78±4.46 | 89.37±2.31* |
| $T_m$ (s)  | 0.02±0.01* | 0.72±0.11  | 0.74±0.12  |        |

Table IV

Dice score of initial segmentation of brain tumors from a 3D bounding box. A\ll the methods use the same bounding box for each test image. $\wedge$ denotes previously unseen objects. In each row, bold font denotes the best value. * denotes $p$-value $< 0.05$ compared with the others.

|          | DeepMedic | HighRes3DNet | PC-Net | 3D GrabCut |
|----------|-----------|--------------|--------|------------|
| TC       | 76.68±11.83 | 83.45±7.87  | 82.66±7.78 | 69.24±19.20 |
| WT$\wedge$ | 84.04±8.50 | 75.60±8.97  | 83.52±8.76 | 78.39±18.66 |

5) Comparison with Other Interactive Methods: The two users (an Obstetrician and a Radiologist) used SlicSeg [21], GrabCut [20], Random Walks [3] and BIFSeg for the fetal MRI segmentation tasks respectively. For each image, the user implemented the segmentation interactively until the result was accepted by the user. The user time and final accuracy of are presented in Fig. 7. It shows that BIFSeg takes noticeably less user time with similar or higher accuracy compared with the other three interactive segmentation methods.

Fig. 6. Visual comparison of P-Net and three supervised refinement methods for fetal MRI segmentation. The same initial segmentation and scribbles are used for P-Net + CRF, BIFSeg(-w) and BIFSeg.

Fig. 7. User time and Dice score of different interactive methods for fetal MRI segmentation. $\wedge$ denotes previously unseen objects for BIFSeg.

Fig. 8. Visual comparison of initial segmentation of brain tumors from a 3D bounding box. The whole tumor in FLAIR is previously unseen in the training set. All these methods use the same bounding box for each test image.
C. 3D Segmentation of Brain Tumors from T1c and FLAIR

1) Data: To validate our method with 3D images, we used the 2015 Brain Tumor Segmentation Challenge (BRATS) training set [30]. The ground truth were manually delineated by experts. This dataset was collected from 274 cases with multiple MR sequences that give different contrasts. T1c highlights the tumor without peritumoral edema, designated “tumor core” as per [30]. FLAIR highlights the tumor with peritumoral edema, designated “whole tumor” as per [30]. We investigate interactive segmentation of tumor cores from T1c images and whole tumors from FLAIR images, which is different from previous works on automatic multi-label and multi-modality segmentation [9], [31]. For tumor core segmentation, we randomly selected 249 T1c volumes as our training set and used the remaining 25 T1c volumes as the testing set. Additionally, to investigate dealing with unseen objects, we employed such trained CNNs to segment whole tumors in the corresponding FLAIR images of these 25 volumes that were not present in our training set. All these images had been skull-stripped and resampled to isotropic 1mm$^3$ resolution. To deal with 3D tumor cores and whole tumors at different scales, we resized the cropped image region inside a bounding box to make its maximal value of width, height and depth be 80. Parameter setting was $\lambda = 10.0$, $\sigma = \epsilon = 0.2$, $t_0 = 0.2$, $t_1 = 0.6$, $\omega = 5.0$ based on a grid search with the training data.

2) Initial Segmentation based on PC-Net: Fig. 8(a) shows an initial result of tumor core segmentation from T1c with a user-provided bounding box. Since the central region of the tumor has a low intensity close to that of the background, 3D GrabCut has a poor performance with under-segmentations. DeepMedic leads to some over-segmentations. HighRes3DNet and PC-Net obtain similar results, but PC-Net is less complex and has a lower memory consumption. Fig. 8(b) shows an initial segmentation result of previously unseen whole tumor from FLAIR. 3D GrabCut fails to get high accuracy due to intensity inconsistency in the tumor region, and the CNNs outperform 3D GrabCut, with DeepMedic and PC-Net performing better than HighRes3DNet. A quantitative comparison is presented in Table IV. It shows that the performance of DeepMedic is low for T1c but high for FLAIR, and that of HighRes3DNet is the opposite. This is because DeepMedic has a small receptive field and tends to rely on local features.

### TABLE V

|                  | TC (%)       | WT (%)       | TC (s)     | WT (s)     |
|------------------|--------------|--------------|------------|------------|
| Dice             | TC           | WT           | TC         | WT         |
|                  | 82.66±7.78   | 83.52±8.76   | 84.33±7.32 | 84.67±7.44 |
|                  | 83.92±7.33   | 84.98±6.82   | 86.13±6.86*| 86.29±7.31*|
| $T_m$            | TC           | WT           | TC         | WT         |
|                  | 0.12±0.04    | 0.11±0.05    | 0.36±0.82  | 3.32±0.82  |
|                  | 0.11±0.05    | 0.36±0.89    | 3.32±0.82  | 3.09±0.83  |

TC: Tumor core in T1c, WT: Whole tumor in FLAIR.
It is difficult to use local features to deal with T1c due to its complex appearance but easier to deal with FLAIR since the appearance is less complex. HighRes3DNet has a more complex model and tends to over-fit tumor core. In contrast, PC-Net achieves a more stable performance on tumor core and previously unseen whole tumor. The average machine time for 3D GrabCut, DeepMedic, and PC-Net is 3.87s, 65.31s and 3.83s, respectively (on the laptop), and that for HighRes3DNet is 1.10s (on the cluster).

3) Unsupervised Image-specific Fine-tuning: Fig. 9 shows unsupervised fine-tuning for brain tumor segmentation based on the initial output of PC-Net without additional user interactions. In Fig. 9(a), the tumor core is under-segmented in the initial output of PC-Net. CRF improves the segmentation to some degree, but large areas of under-segmentation still exist. The segmentation result of BIFSeg(-w) is similar to that of CRF. In contrast, BIFSeg performs better than CRF and BIFSeg(-w). A similar situation is observed in Fig. 9(b) for segmentation of previously unseen whole tumor. A quantitative comparison of these methods is shown in Table VI. BIFSeg improves the average dice score from 82.66% to 86.13% for tumor core and from 83.52% to 86.29% for whole tumor.

4) Supervised Image-specific Fine-tuning: Fig 10 shows refined results of brain tumor segmentation with additional scribbles provided by the user. The same initial segmentation based on PC-Net and the same scribbles are used by CRF, BIFSeg(-w) and BIFSeg. It can be observed that CRF and BIFSeg(-w) correct the initial segmentation moderately. In contrast, BIFSeg achieves better refined results for both tumor cores in T1c and whole tumors in FLAIR. For a quantitative comparison of these refinement methods, we measured the segmentation accuracy after a single round of refinement using the same set of scribbles based on the same initial segmentation. The result is shown in Table VI. BIFSeg achieves an average dice score of 87.49% and 88.11% for tumor core and previously unseen whole tumor, respectively, and it significantly outperforms CRF and BIFSeg(-w).

5) Comparison with Other Interactive Methods: The two users (an Obstetrician and a Radiologist) used GeoS [4], GrowCut [28], 3D GrabCut [29] and BIFSeg for the brain tumor segmentation tasks respectively. The user time and final accuracy of these methods are presented in Fig. 11. It shows that these interactive methods achieve similar final Dice scores for each task. However, BIFSeg takes significantly less user time to get the results, which is 82.3s and 68.0s in average for tumor core and whole tumor, respectively.

IV. DISCUSSION AND CONCLUSION

For 2D images, our P-Net is trained with placenta and fetal brain only, but it performs well on previously unseen fetal lungs and maternal kidneys. For 3D images, the PC-Net is only trained with tumor cores in T1c, but it also achieves good results for whole tumors in FLAIR that are not present for training. This is a major advantage compared with traditional CNNs and even transfer learning [25] or weakly supervised learning [5], since for some objects it does not require annotated instances for training at all. It therefore reduces the efforts needed for gathering and annotating training data and can be applied to some unseen organs directly. Our proposed framework accepts bounding boxes and optional scribbles as user interactions. Bounding boxes in test images are provided by the user, but they could potentially be obtained by automatic detection [32] to further increase efficiency. Experimental
results show that the image-specific fine-tuning improves the segmentation performance. This acts as a post-processing step after the initial segmentation and outperforms CRF. We found that taking advantage of uncertainty plays an important role for the image-specific fine-tuning process. The uncertainty is defined based on softmax probability and geodesic distance to scribbles if scribbles are given. Recent works [33] suggest that test-time dropout also provides classification uncertainty. However, test-time dropout is less suited for interactive segmentation since it leads to longer computational time.

In conclusion, we propose an efficient deep learning-based framework for interactive 2D/3D medical image segmentation. It uses a bounding box-based CNN for binary segmentation and can segment previously unseen objects. A unified framework is proposed for both unsupervised and supervised refinements of the initial segmentation, where image-specific fine-tuning based on a weighted loss function is proposed. Experiments on segmenting multiple organs from 2D fetal MRI and brain tumors from 3D MRI show that our method performs well on previously unseen objects and the image-specific fine-tuning outperforms CRF. BIFSeg achieves similar or higher accuracy with fewer user interactions in less time than traditional interactive segmentation methods.
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