Thermodynamics and Inflammation: Insights into Quantum Biology and Ageing
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Abstract: Inflammation as a biological concept has been around a long time and derives from the Latin “to set on fire” and refers to the redness and heat, and usually swelling, which accompanies injury and infection. Chronic inflammation is also associated with ageing and is described by the term “inflammaging”. Likewise, the biological concept of hormesis, in the guise of what “does not kill you, makes you stronger”, has long been recognized, but in contrast, seems to have anti-inflammatory and age-slowing characteristics. As both phenomena act to restore homeostasis, they may share some common underlying principles. Thermodynamics describes the relationship between heat and energy, but is also intimately related to quantum mechanics. Life can be viewed as a series of self-renewing dissipative structures existing far from equilibrium as vortexes of “negentropy” that ages and dies; but, through reproduction and speciation, new robust structures are created, enabling life to adapt and continue in response to ever changing environments. In short, life can be viewed as a natural consequence of thermodynamics to dissipate energy to restore equilibrium; each component of this system is replaceable. However, at the molecular level, there is perhaps a deeper question: is life dependent on, or has it enhanced, quantum effects in space and time beyond those normally expected at the atomistic scale and temperatures that life operates at? There is some evidence it has. Certainly, the dissipative adaptive mechanism described by thermodynamics is now being extended into the quantum realm. Fascinating though this topic is, does exploring the relationship between quantum mechanics, thermodynamics, and biology give us a greater insight into ageing and, thus, medicine? It could be said that hormesis and inflammation are expressions of thermodynamic and quantum principles that control ageing via natural selection that could operate at all scales of life. Inflammation could be viewed as a mechanism to remove inefficient systems in response to stress to enable rebuilding of more functional dissipative structures, and hormesis as the process describing the ability to adapt; underlying this is the manipulation of fundamental quantum principles. Defining what “quantum biological normality” is has been a long-term problem, but perhaps we do not need to, as it is simply an expression of one end of the normal quantum mechanical spectrum, implying that biology could inform us as to how we can define the quantum world.
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1. Introduction

“The goal of inflammation, whether as part of the innate or acquired immune response, is the destruction of the damaging agent.” Cone, 2001 [1]

The term “inflammation” literally means setting on fire, but the link between redness, heat, and damage to the body with swelling and pain has been made for millennia—but was probably first described by Celsius in the first century AD. A few centuries later, Galen added the further clinical observation—loss of function. It was not until Hunt in the 1700s that it was realized that not only was inflammation a reaction to damage, but also a
mechanism to defend against further injury. Today, it is known to be a highly complex and a normally well-orchestrated process, which involves many systems—including the brain. Its presence is not just indicated by the symptoms first catalogued by Celsius, but also by other more general symptoms, such as fever, lethargy, and loss of appetite—suggesting intimate involvement of the central nervous system. It should be self-limiting as once it is activated, anti-inflammatory systems are initiated, leading to its resolution, which, if the tissue is rebuilt or the infection repelled, means that homeostasis is restored. It has been said that inflammation has evolved to protect the organism, although if misdirected or too excessive, it can be extremely damaging—causing the so-called “friendly fire” outcome which leads to organ damage and, on occasion, loss of life [1].

As an apparent counter-point to inflammation, there is another concept and biological epiphenomena that has also been long described, but is only given a name in more recent times, i.e., “hormesis” [2]. This basically describes how life responds to stress: when the stress is not too severe, an organism can over-compensate adaptive mechanisms to better resist the stress next time. Too much stress and the system “fails”. Critically, “hormetic” stimuli that lead to enhanced robustness tend to be anti-inflammatory [3] and have long been known to enhance longevity, shifting Gompertz mortality plots down and rightwards [4]. This would support the observation that ageing is plastic [5]. Certainly in eukaryotes, mitochondria are key in hormesis, giving rise to the term “mitohormesis”, with the hormetic process being linked, for instance, to modulation of the sirtuin family [6]—which are not only well known for their involvement in controlling ageing, but in antioxidant and redox signaling as nicotinamide adenine dinucleotide (NAD)-dependent histone deacetylases [7].

A key factor than can slow the ageing process, which suppresses inflammation and upregulates mitochondrial function, autophagy, and sirtuin activity, is calorie restriction (CR) and a variety of CR mimetic drugs [8]. This indicates that ageing may be tightly linked into the availability of energy and redox because NAD(P)H is a key part of electron transfer network. Critically, compounds such as NAD(P)H were probably around since life began and are fluorescent—in effect, they can absorb light and dissipate energy, both as photons and electrons; this might suggest why biological systems, including the sirtuins, may have evolved to enhance the control of this process [9]. It can, therefore, be said that inflammation is effectively a hormetic stimulus, and, thus, it can be argued that inflammation and hormesis are part of the same allostatic system to repair, resolve, and maintain resilience. This is perhaps best described by the role that the redox-activated anti-oxidant transcription factor, nuclear factor erythroid 2–related factor 2 (Nrf2), plays in suppressing inflammation as well as enhancing longevity via hormesis [3].

For the individual human inflammatory tone tends to rise with age [10,11], indicating that “friendly fire” becomes more unfriendly as we get older. The “double-agent” theory suggests that the age-related increase in inflammatory tone is generated by oxidative stress as mitochondrial function declines—something that cannot be prevented by anti-oxidants as there is a trade-off due to the importance of redox signaling in relation to the stress response [10]. Other theories suggest that “inflammaging” actually represents an adaptive response by the immune system to maintain function as an organism ages, leading to a pro-inflammatory state but immune paralysis [12]. It has also been long observed that inflammation can repurpose mitochondria to generate reactive oxygen species (ROS) as part of the immune response [13] and is now generally accepted that they are pivotal in immunity [14]. These ideas certainly conform, to some degree, with updated versions of the free radical theory of ageing [15]. This would, therefore, suggest that, as an organism ages, its ability to mount a hormetic response decreases, leading to a left shift of the hormetic curve, but the process of hormesis itself, can, to some degree, keep the curve right shifted for longer, keeping the organism more robust and, thus, slowing down the ageing process. Ageing is clearly modulated by increasing “hormetic inflexibility”. 
There are of course alternative ways to view ageing, one of which involves the degradation of a far-from-equilibrium dissipative negentropic structure. In short, life is the result of a thermodynamic and is imperative to dissipate an energy gradient, thus restoring equilibrium. Death occurs when the system degrades as its capacity to generate free energy decreases beyond a certain point and is caused by stochastic stresses and damage. The cell can, of course, self-correct to some degree, but too much overwhelms the corrective system, leading to a new state, which is associated with increased internal errors and lower internal entropy production. Overcoming stress, thus, requires energy, which can then lead to it being drawn from other systems. At the larger scale, whole ecosystems evolve complexity to increase dissipation of energy and end up in a dynamic quasi-stable state, but when stressed, they revert to a simpler system and follow the path of non-equilibrium systems. As suggested by Bortz, “ageing is entropy” [16]. These ideas are based on those developed by Prigogine which, in turn, were developed from thermodynamics as a discipline that emerged out of the science of understanding how steam engines worked [17]. Indeed, even Schrödinger in his book “What is life” discussed a thermodynamic interpretation of life [18].

It could, therefore, be said that one metric of ageing is the capacity of an organism per unit of time and mass to generate entropy, in effect, of specific entropy production (SEP). Growth occurs when more of the same type of pathways are added, and development when additional types of pathways emerge. Evolution, thus, led to ever greater complexity of metabolic pathways to achieve this. This has led to thermodynamic concepts supporting the disposable soma theory ageing, which basically stipulates that organisms must balance fecundity with maintenance of the soma. As life became more complex and moved further away from equilibrium, new systems emerged that could improve maintenance and longevity, while increasing SEP. Thus, some species evolved with better stress resistance but reduced reproductive rates, while others did the opposite according to the needs to adapt to a particular niche. Within this lies the concept of hormesis: very low levels of stress do not activate repair systems, and so accumulate damage, leading to a new steady, but less efficient state. However, moderate stress can activate these systems, and, thus, almost invoke full repair, while slightly more stress activates death programs (e.g., apoptosis), and too much leads to necrosis. These scenarios can also be approached from the theory of “attractors”. For instance, at critical points in an environmental gradient, attractors shift in phase space, so the system abruptly jumps to a new response level. Critically, the outcome not only depends on the dose and temporality of the stressor, but the availability of free energy and the efficiency of the repair system [19]. Another way of viewing this is that as entropy, which is a measure of randomness, could indicate that “tailored randomness” could be a means of improving health, as it could restore biological complexity, something that is lost as ageing occurs [20]. In essence, randomness could be viewed as a form of stress and, thus, hormesis. Therefore, there is probably a sweet spot of randomness as too much induces death but too little does not induce adaptation via natural selection of individual molecules, organelles, cells, or whole biological structures.

The same underlying thermodynamic principles have also been used to describe more conventionally termed biological terms, such the general adaptation syndrome, homeostasis, and allostatics. In effect, homeostasis enables the restoration of the original attractor, whereas allostasis is a chaotic search for a new attractor, and static behavior is a system effectively abandoned at a new attractor—an “allostatic crash”. Obesity can lead to the latter state and the permanent activation of the inflammatory system [21]. It would, therefore, appear that as exercise is well known to improve functional health in obesity, hormesis can induce an attractor “reset”, resulting in the upregulation of repair systems. However, there is perhaps a much deeper implication here: as thermodynamics describes fundamental laws about how and why energy is dissipated to restore equilibrium, it could
be said that in high energy environments, for example, when there is plenty of food, enhanced replication and dissipation are associated with a greater turnover and shorter life of individual components—as this essentially fulfils entropy. The converse is, therefore, true: with less energy, individual components will survive longer, which might underlie CR. Perhaps a good example of this is the relationship between mitochondria, mitophagy, and the lysosomal system—which has led to the so called mitochondrial–lysosomal theory of ageing. The removal and degradation of damaged mitochondria represent essential parts of cell life, as they can result in a lot of oxidative stress. However, they are also key in providing the energy for the lysosomal system to function, which not only removes broken mitochondria, but also many other damaged components of the cell. Ageing could result in a gradual reduction in energy production, leading to a vicious cycle due to garbage build up in the cell [22].

Hence, life can also be viewed from a thermodynamic point of view, with a fundamental relationship between stress, energy, entropy, structure, and self-organization. Certainly, for modern life, this is why maintaining efficient mitochondrial function is so important in longevity—a healthy energy system can support maintenance. However, inflammation is a very energy-hungry process as it must repel pathogens, remove defective cells, and engender regeneration—all of which puts a significant load on mitochondrial function. Unfortunately, for both humans and their associates, a sedentary lifestyle removes both the hormetic stimulus for mitochondrial regeneration and growth and replaces it with a never ending drive to store excessive calories resulting in chronic inflammation and accelerated ageing [23]. This can be viewed as the “allostatic crash” mentioned above as without the hormesis, the system is perhaps not induced to jump to a new state to correct itself.

The second and perhaps less discussed way of viewing ageing is that the loss of structure leads to a reduced ability to maintain significant quantum effects, such as tunnelling—a process that hormesis might maintain, for instance, in the mitochondrion [24]. The role of quantum effects in biology has long been discussed ever since quantum mechanics was developed, but there are still debates around how to define “quantum biology” given that all chemistry, at the atomistic level, is best described by quantum mechanics—so of course, in one sense, biology is based on quantum mechanics at the smallest scales of time and space. Thus, the question then becomes centered around whether biology has harnessed and enhanced non-trivial quantum effects, such as long-lived coherence [25]. Another aspect of this, which could of course be related, is that the self-organization described by thermodynamics, which can also be called “dissipative adaption”, actually embraces the quantum realm, leading to the term “quantum dissipative adaption”. In effect, we are actually moving towards a quantum thermodynamics of driven self-organization [26]. This, of course, raises the rather interesting point that thermodynamics may describe what life is and how it arose, but does not indicate if it requires harnessing and amplifying quantum effects to be “alive”.

In this paper, we explore the relationship between inflammation, hormesis, and ageing, as well as thermodynamics and quantum physics, and propose that inflammation and hormesis echo the oldest of adaptive solutions, including the idea that induced loss of a higher order structure can enable plastic rebuilding via natural selection under duress, and that this may require maintenance of “amplified” quantum effects which echoes the beginnings of life as a self-organizing dissipative structure. The implications are profound, as it means that we may have to view life in its entirety as a networked system where individual components are largely dispensable. From the other end of the scale, it could simply represent how the environment manipulates quantum effects to control electron flow to maintain dissipating structures. Anything that disrupts the flow of electrons towards an appropriate electron acceptor via a managed electron transport chain (ETC), for instance,
oxygen, can result in free radicals and/or ROS, which is a powerful signal to adapt or die. Thus, inflammation and hormesis are inextricably linked, and could represent mechanisms derived from order out of chaos and the laws of thermodynamics that could well be reliant on modulating significant quantum principles, such as coherence, tunnelling, and spin. How we “categorise” them will, thus, depend on scale, how we view ageing, and, ultimately, how we approach medicine in the future. It also suggests that dissipation should be part of how we define life, and life itself could help us understand what “normal” quantum processes are.

Quantum biology, as a separate field of science, could, thus, be described as the application of quantum mechanical theory to help explain life and its complexity. For instance, processes that should normally be explainable by classical mechanisms but cannot, pointing to non-trivial quantum processes, are of fundamental importance [27]. The link to ageing and inflammation concerns space and time hierarchy, with “classical” higher order biological processes simply obeying potentially lower order non-trivial quantum processes.

2. Thermodynamics and Inflammation

The application of thermodynamics to life is now well established, as it seems able, on several levels, to describe it and its origins using dissipative systems theories, especially those of Prigogine [17,28,29]. From this angle, it seems that replication is a key mechanism that ensures that functional dissipating structures replace ones that fail. It is likely that life, ageing, and death are shaped by thermodynamics and a consensus emerging on the possibility that life is inevitable due to the fundamental nature of the Universe. This had led to mathematical models being developed that indicate that self-replication is driven by entropy [30]. According to thermodynamics and order–chaos theories, stress results in predictable changes in a network can help explore phase space for more efficient attractors, enabling adaptation to ensure entropy [31]. Hence, how we view life depends on scale, and is tightly linked to the ageing process inflammation, hormesis, and the longevity of many species—and it is all driven by fundamental principles, as laid out in thermodynamic theories, to equilibrate energy differences. Thus, in this regard, inflammation is simply a term describing how a thermodynamic system attempts to restore itself by resorting to simpler dissipative structures before rebuilding to something more complex.

2.1. Energy Driven Replication

A key component of dissipative theories is the ability to dissipate energy. It is thought that the thermodynamically driven self-organizing ability of lipids to form micelles is based on basic physical properties that may underlie cell structure and life. Cells can be viewed as self-organizing dissipative structures that need a border, energy inflow, and entropy outflow [28]. In effect, cells exist far from thermodynamic equilibrium, but exist as thermodynamically semi-open systems by using energy to create internal order. However, the larger they become, the more difficult it is to maintain this order. Moreover, the basic physical properties of fatty acid membranes and energy distribution set an upper limit to surface–volume ratios; the energy issue was overcome in eukaryotes by mitochondria, but other thermodynamic limits remain [30,32,33]. When put together with the self-organizing properties of matter and the emergence of dissipative metabolic networks, and the importance of information processing, then it becomes possible to understand how enzyme-based networks gave rise to more complex cellular lifeforms [34]. A key point, however, is that not all structures are dissipative, although they can spontaneously form—but they may well be essential for life, such as membranes. Aside from these self-assembly structures, there are several types of true dissipative structures: those involving multi-stability, temporary
dissipative structures involving sustained oscillations, temporal dissipative structures (Turing patterns), and spatio–temporal structures involving wave propagation. In fact, many biological rhythms are examples of dissipation [35]. The key point here is that an energy potential can, under some circumstances, drive the formation of structures that accelerate entropy, and because replication is a way of enhancing energy dissipation, this is one way to view why life constantly replicates and expands when driven by large energy gradients.

2.2. A Fresh Look at Inflammation—A Question of Scale

The term “inflammation” was assigned at a time when the underlying science was hardly understood [1]. Today, with a greater understanding, it may be possible to take a fresh look at what “inflammation” actually is. For example, if life can be viewed as a dissipative structure, driven by entropy and the natural laws governing order out of chaos under perturbation, then, as described by Le Chatelier’s network principle [31], the entire process of inflammation and resolution could represent the re-establishment of a network following disruption. Critically, inflammation can also induce disruption of smaller networks to ensure functioning of larger ones. This might suggest that breaking up a network/higher order structure is essential to enable rebuilding and, thus, we cannot simply view inflammation at the level of the individual organism, but at the level of populations or even collections of populations. One explanation is that life on earth can be viewed as a “fourth geosphere”, as, in effect, it is a kind of emergent property of the planet. Hence, individual species come and go, but life itself remains stable over immense periods of time because, at a global level, it adapts [36]. This is clearly reflected in how self-organization and information in basic enzyme networks form dissipative metabolic networks (DMN) and are also reflected at larger scales, such as cells and whole organisms, and by the ability to learn [34].

2.3. Inflammation, Morphogenetic Fields, and the Cycle of Brillouin

An important function of inflammation is repair, which suggests that the process requires information about the prior state. Interestingly, it is now thought that some of the information about how to regenerate a tissue after damage is held in its “morphogenetic” electric field. This begins to explain how small numbers of cells, acting together, can maintain a collective memory field that is synergistically greater than any single cell, even though they all contain the same genes [37]. It is, thus, relevant that it has been suggested that life is a self-organizing machine driven by the informational cycle of Brillouin. This essentially states that the successful replicating unit incorporates information about the environment, which even though it has an energy penalty, it has a selective advantage through positive feedback. Life, therefore, has over billions of cycles, as well as incorporated information which enables it to reach ever higher complexity and robustness. This is entirely in keeping with the very tight relationship between thermodynamics and information theory [38]. Putting this together with the morphogenetic field concept may indicate how complex cell communities can cooperate and repair, which has perhaps provided them with an advantage in terms of fitness.

Cooperativity is, of course, a well described biological concept in large complex animals, but is also perhaps best illustrated by the social amoeba, *Dictyostelium discoideum*, which forms cooperative colonies under stress. Critically, it also seems to develop sentinel cells that seem to have innate immune defense qualities that predate the emergence specialist immune cells in metazoans [39]. However, this cooperation may go back much deeper in time to epochs when prokaryotes dominated the world; it seems that cooperation was the order of the day—and still is. For example, there is evidence that the ontogeny of
growing bacterial biofilms recapitulates phylogeny—in effect, displaying embryo-like transcriptional programs more akin to that observed in multicellular eukaryotes [40]. Indeed, it has been suggested that developmental bioelectricity can drive multicellularity and scale-free cognition, and perhaps identify and define what is an individual, but also indicate that, on multiple levels, the biosphere is a series of “nested” systems. Bacteria, and their ancestors, have all the ion channels that modern “more complex” life uses for sensing the environment and as biofilms, showing complex behavior. In effect, the computational strategies that enabled survival evolved long before eukaryotes did; hence, the later evolution of complexity just built on what was already there [41].

This, therefore, suggests that inflammation is a temporary and plastic state that should self-resolve according to the informational cycle of Brillouin. In particular, if energy is limited, this will naturally select the most efficient means of energy production, via mitochondrial oxidative phosphorylation (at least in multicellular organisms) and the stabilization of informational structures, such as the brain, to ensure survival. However, a brain, as we know it, may not even be required—the simple cooperation between several cells is perhaps enough. At a species level, having plenty of energy allows rapid reproduction and would not select for longevity of the individual, but the opposite would occur in times of energy restriction. An important concept, as discussed previously, is that as cells grow, they become slightly less ordered, so splitting into two smaller cells increases their order (in effect, with plenty of energy, thermodynamics will drive the rapid multiplication of cells) [32]. However, with less energy, different survival choices must be made, which is discussed in the section on calorie restriction.

Nevertheless, why did cells cooperate in the first place? This can perhaps be explained by thermodynamics again, as touched upon in a previous section, and which we will elaborate on in the following section on the origins of life. Simply put, if the underlying principle indicates that life is an area of negative entropy dissipating energy, then individual structures would have little need to cooperate if there was unlimited energy or space, but if energy and/or space became limited, then cooperation may favor the survival of the more adaptive units—especially if the conditions kept changing. In effect, natural selection.

3. Ageing, Immunity, and Death

The thermodynamic principles discussed indicated that ageing and death are fundamental components of all life, but also, perhaps, so is immunity—and are ancient. One way to look at this is that pathogens, as well as cancer cells, can be highly disruptive, so recognizing these and removing them is essential. It is also essential to understand the electron and how this fundamental particle is “organised” by the laws of thermodynamics. For example, a “trigger” for inflammation could be a disrupted flow of electrons that is a symptom of a failing dissipative system, for instance, old age, or it could be triggered by some outside influence, as inflammation and immunity are very closely allied and generally act to restore homeostasis. In more modern organisms, excessive inflammation can suppress reproduction and reduce fertility [42,43].

In some respects, this could be viewed as a mechanism to prevent one damaged system reproducing itself until it has repaired. One example of this could be that all modern eukaryotic cells seem to be the result of a symbiosis between a bacterium and an Archaean; thus, their respective genomes have had to work together. Mito-nuclear matching could, therefore, be key to producing functional mitochondria with minimal ROS and may have driven the evolution of fitness and fertility, and indeed, ageing and the two sexes [44]. In effect, there is a relationship between mitochondrial efficiency, inflammation, longevity, reproduction, and the maintenance of dissipative structures. What this might suggest is that inflammation can be viewed as a marker of altered electron flow through the ETC, whether it is a result of poor mitochondrial–nuclear matching or a deliberate switching of mitochondrial function in response to infection and injury. In either case, inflammation seems to suppress reproduction.
It, therefore, seems that electron flow and, potentially, tunnelling and coherence can have a big effect on adaptation in eukaryotes, especially in the mitochondrion. Thus, clearly, a damaged mitochondrion can send a powerful signal. However, during inflammation, mitochondria can also be forced to generate a signal, suggesting the process has been adopted for signaling use in multicellular organisms. In this regard, it is perhaps relevant that the innate immune system can also transmit stress signals from cellular damage, in particular, transient DNA damage that effectively preconditions the rest of the organism; this suggests that the degree and nature of inflammatory activation is key [45]. Critically, prokaryotes also display dose-related biphasic effects to ROS, for instance, when generated by ionizing radiation [46], suggesting that the process is very old.

3.1. Redox Perturbation Key—Follow the Electron

As Szent-Györgyi once said, “life is nothing but an electron looking for a place to rest” [47]. However, electrons and the use of electron acceptors, in particular, oxygen, comes at a price. The same system can very quickly generate excessive free radicals if the ETC becomes too reduced, for instance, during hypoxia—or potentially, if overloaded. Hence, the evolution of mechanisms to generate energy by using alternative electron acceptors occurs during glycolysis fermentation. It is, thus, thought that glycolysis may have been a later evolutionary step in environments with very low oxygen [48]; although, there is still debate around this [49].

In modern multicellular organisms, this system is epitomized by the transcription factor, hypoxia inducible factor (HIF), which becomes active in any condition where either oxygen levels are compromised, such as during injury, or cancer, and/or there is a great demand, such as during inflammation or cell proliferation. Its fundamental role is to increase glycolysis, providing an alternative energy source, while down-regulating some aspects of mitochondrial function by increasing mitophagy and suppressing biogenesis. It also reduces lipid flow into mitochondria and increases fatty acid and nucleotide synthesis, possibly encouraging the storage of fat. It then sets in motion processes such as angiogenesis to restore the flow of oxygen [50].

One of the observations that could be derived from the above is that the efficiency of the ETC is key; if it is defective, it is more likely to generate ROS—and this could be a pivotal break through a signal for natural selection. Certainly, a healthy mitochondrion appears more able to manage its innate anti-oxidant systems by generating NADPH from electrons from the Kreb’s cycle [51]. Hence, not only might a healthy mitochondrion readily manage its production ROS, but it could also neutralize any that it does. In fact, it is becoming apparent that mitochondria can actually act as net sinks of ROS [52,53], and that they have evolved to minimize ROS production when respiratory rates reach a maximum [51].

In effect, a healthy ETC tends to favor life, while a failing one indicates a lack of energy extraction and a crumbling structure. It might be surmised that increased ROS and decreasing energy have become inextricably linked throughout evolution as a marker for fitness and natural selection. Given that the ability to store information is a pivotal event in evolution, it is likely that encoding a system that broadcasts fitness signals based on ETC efficiency would have evolved. In effect, death programs would have become hard-wired as they gave a selective advantage. This process, potentially, could be linked to ageing.

3.2. Death from the “Get Go”

Mathematical models of spatial systems have now suggested that programmed death of an organism could be favored by natural selection, as it ensures long-term stability of resources for the species [54]. In fact, this concept of programmed death of an organism is not new and was first suggested by Weismann in 1889, and following the discovery of apoptosis, it was given a name, “phenoptosis” by Skulachev. In effect, just as mitoptosis
of mitochondria could lead to apoptosis of the cell, wholesale loss of cells could cause organ failure and, ultimately, death of the organism—the most dramatic example of this being septic shock [55]. Although less than a million people in the USA, and about the same amount in Europe, develop sepsis, it is fatal in up to 50% of cases. Critically, in many sepsis patients, there is a severe loss of mitochondrial content in muscle—perhaps as high as 30–40% [56].

Although programmed cell death (PCD) was properly first described in the 19th century [57], it was only given a name, apoptosis, and became mainstream following the publication of the seminal paper by Kerr, Wyllie, and Currie in 1972 [58]. However, it turns out that apoptosis is far older than previously thought—and first arose in prokaryotes [59]. Prokaryotic life displays immense complexity, including between species cooperation and transfer of electrons [60], and critically cell death [59]. Thus, it has been proposed that PCD has been conserved from bacteria into modern multicellular life [61]. Hence, these characteristics are now replicated in eukaryotes as they appear to have evolved from a symbiosis between archaea and bacteria, with the bacterium becoming the mitochondrion [33]. Interestingly, new data suggest bacteria employ quorum-sensing molecules to poison the ETC chain to generate ROS; the cells then lyse and release DNA that enhances biofilm formation and resistance to antibiotics [62]. In short, some bacteria die for the greater good of the colony; critically, this mechanism involves redirection of electrons.

As expected, PCD also exists in single celled eukaryotes, which under starvation, form cooperative communities (so not unlike prokaryotes). Again, Dictyostelium discoideum acts as an example; it can form cooperative slugs that eventually produce spores under stress, but for this to occur, cells within the stalk seem to die by a kind of autophagic cell death [63]. This is key, as it suggests that when calories are limited, cooperation can help survival of the species, but to do so, some cells must die, while differentiation is induced in the survivors. So, in this respect, the concept embodied by inflammation of death and regeneration (rebuilding) is entirely in keeping with our prokaryotic ancestors. However, it is also entirely in keeping with thermodynamic dissipative principles that life is based on.

3.3. Ageing and Immunity Are a Long-Term Partnership

While death is ancient, the process leading up to it, if it is not violently induced, must also be so. Ageing leads to death and seems to be linked to immunity and can be viewed at different scales from the “death” of a single protein to that of an entire species. At the molecular level, having the energy and systems to ensure correct functioning of proteins is key in limiting the ageing process, which involves both good fidelity and removal of non-functional units.

There are several theories on ageing, with the three strongest adopting an evolutionary perspective that most organisms inevitably die due to predation, accident, and diseases, or exceptional harsh environmental changes. This implies that natural selection will have a reduced effect when the organism is older, especially if it has bred, and is embraced by the mutation accumulation (MA), the antagonistic pleiotropy (AP), and the disposal soma (DS) theories. Critically, the AP and DS theories predict a trade-off between ageing and fecundity. What these theories, however, have not embraced is a more subtle effect of how other species, such as viruses and bacteria, can modulate the aging processes of their host species for their own ends, i.e., the so-called “age distorter” theory. With this, viruses, in particular, can both speed up and slow down the ageing process, which may also have different effects depending on the host’s age. Although it is generally thought that ageing is non-adaptive, this “age-distorter” theory could be viewed as being beneficial for non-kin species [64]. Hence, ageing theories should be viewed at a collective scale of life, as each species, whether large or small, long-lived or short-lived, modulate the longevity of other species around it. Again, from the perspective of life being a dissipative structure, described via thermodynamics, this makes sense. Pathogens can potentially disrupt a functioning system.
It could, therefore, be said that the thermodynamic theory involving dissipation and order out of chaos would suggest that ageing was imperative from the time that life started. It now seems that the DS could also apply to prokaryotes, which supports this. For example, it now seems that due to unequal division, the separation of germs and soma also occurs in prokaryotes, with one daughter cell being effectively rejuvenated, while the other suffers from physiological and/or replicative ageing. One of the possible drivers for this could be that, with DNA replication, one strand will be freshly created, while the old strand will contain epigenetic markers—in effect, DNA replication is inherently asymmetric. Thus, as was originally thought, prokaryotes are not immortal [65].

There is, thus, an interesting interplay with the evolution of ageing in prokaryotes, and then through time and evolution to eukaryotes, with each still interacting with the other. This is perhaps ably demonstrated by how the gut microbiome can alter the ageing rate in many more complex organisms, with perhaps the most surprising finding that the removal of all commensal prokaryotes via antibiotics can increase the lifespan of fruit flies, which is not associated with many of the conventional markers of ageing. For example, in germ-free conditions, the aging process is not associated with declining stress response genes and increasing innate immunity and many other conventional markers. However, some such as redox and metabolic process and mitochondrial function, are coupled. In effect, the microbiome is having a profound effect on the ageing process, suggesting trade-offs [66]. Tellingly, it seems that even large viruses have a kind of primitive immune system similar to prokaryotes [67]. This, therefore, indicates that ageing, immunity, and inflammation are all intimately related and have been so for billions of years.

Are there other biological clues as to the origins of immunity and, thus, more modern inflammation? Some may come from what was once called “junk DNA”. Nowadays, it is realized that it has a very important function as transposons or mobile genetic elements (MGEs). In modern eukaryotes, it seems that as an organism ages, in a process associated with hypomethylation, its chromatin opens up, allowing the transcription of these MGEs. Critically, this seems to be associated with a gradual decrease in the activity of DNA repair mechanisms, which does not seem to occur in immortal organisms, such as hydra, or in germ line cells [68]. Certainly in modern eukaryotes, there is a very tight link between ageing and metabolism [69]—as would be predicted via the ability of the mitochondrion to control the epigenome [70]. Possible origins of this can be traced back to the CRISPR-cas system in prokaryotes, which is a primitive adaptive immune system that can help the prokaryote differentiate between a helpful gene or a nasty one, and where necessary, induce its death (similar systems exist in both Archaea and eubacteria) [71]. They, thus, may be helpful in environmental adaptation [72,73].

It may, therefore, be relevant that although mitochondrial stress can globally close chromatin, it also specifically opens up certain parts to allow the transcription of components involved in the unfolded protein response (UPR) and longevity [74]. It is, thus, interesting that extracellular prokaryotes still determine our lifespan. Quite apart from the obvious downside to infection, in the guts of modern animals, inflammation can accelerate the ageing of the whole organism by altering its microbiota [75]; the interaction of the microbiota with the immune system is very tightly controlled [76]. In short, clues to the origins of inflammation are found in our prokaryotic ancestors, and in the more obvious of their descendants, the mitochondrion. The emerging pivotal role that this organelle plays in inflammation and immunity [14] is, thus, highly suggestive.
3.4. The Role of the Mitochondrion in Cell Death in Modern Eukaryotes

As indicated, it is likely that the death program is very old. In multicellular organisms, a well-known key player both in PCD and the ageing process is, of course, the mitochondrion [77]. In modern cells, mitochondria still display a variety of phenotypes, perhaps reminiscent of their ancestors, which undergo big changes in dynamics under stress—up to and including both fusion and mitophagy [78,79]. This mitochondrial dynamic is integral to the functioning of cells in the immune system, and is certainly one that pathogens have evolved to manipulate [80]. Insights into the role of this organelle in eukaryotes come from the observation that mitochondria control the epigenome through Krebs's cycle intermediates and various retrograde signaling mechanisms, which in turn, act to maintain mitochondrial integrity [70,81–83]. One very important aspect to mitochondrial functioning is the efficient conversion of high-energy electrons in food to energy held in the proton gradient; if this process is degraded, this can lead to both a reduction in mitochondrial membrane potential and an increase in ROS production. To reiterate a key point made before, the longer lived a species is, the more efficient its ETC, which results in a lower production of ROS, requiring less investment in anti-oxidant mechanisms and DNA repair [84].

Importantly, in most species, mitochondrial function does decline with age, and seems to be partly related to decreased autophagy and maintenance, as well as a Muller’s ratchet mechanism amplifying damaging mitochondrial DNA mutations—and is matched by a down-regulation of genes involved in mitochondrial function, but an upregulation of innate immune genes [85]. Evidence suggests a definite increase in somatic mtDNA heteroplasmy with age [86]. In short, there is a relationship with declining mitochondrial function and increasing inflammation with age, which again signifies a redirection in electrons. This partly suggests that, as mitochondrial function degrades with age, it is recognized as a failing dissipative system, which activates the immune system.

However, although what happens in post-mitotic cells is important, it is what happens in germline cells that may be critical, as mitochondrial function is key in both the oocyte and the spermatozoon and selection for mitochondrial homeoplasmy in both the female and male—and both eggs and sperm deteriorate with age leading to reducing fertility and increased chances of less fit offspring [87–89]. Furthermore, to reiterate, inflammation, especially if chronic, can lead to infertility in both sexes [42,90]. The important point here is that inflammation controls the mitochondrion, for instance, amplifying inflammatory ROS signals by causing them to increase their production of ROS, as part of a normal anti-pathogenic response, which can eventually lead to resolution of the damage—but it obviously damages mitochondria in the process [13]. In effect, inflammatory signals can repurpose mitochondria, for instance, by providing ATP by glycolysis, resulting in mitochondrial membrane hyperpolarization coupled with succinate dehydrogenase activation to drive electrons towards ROS, rather than energy production [91]. However, critically, excessive mitochondrial ROS production can also drive apoptosis, so there is a fine balance between survive or death. Interestingly, some prokaryotes under stress can release diffusible factors that induce death in other cells in the colony by inhibiting their ETC and generating ROS; this releases DNA to produce protective biofilms. It has been proposed that this could represent an early version of what happens to mitochondria during apoptosis [62]. So, in one sense, inflammation can induce “die for the community” amongst eukaryotic cells, and the mechanism echoes that of what a bacterial mitochondrial ancestor could have done, and certainly appears to “upscale” to an entire multicellular organism.
3.5. Inflammation Rises with Age: Death via Hormetic Inflexibility

The implications from this are that, although inflammation is clearly beneficial in the younger organism, as it ages, it becomes upregulated—especially if the organism becomes prematurely less “fit”—thus accelerating its demise. It is also likely that as an organism ages, its hormetic curve left shifts. Indeed, it does seem that the ageing trajectories of many organisms, including humans, are associated with a loss of physiological resilience and an exponential increase in mortality, as measured by something called the dynamic organism state indicator (DOSI). In effect, as an organism ages, its recovery time from a perturbation continuously increases until it cannot recover and dies; for humans, this suggests an absolute lifespan of between 120–150 years [92]. In addition, studies across multiple species looking at the “landscape of longevity”, although indicating that lifespan can be modulated to some degree, suggest that degeneracy of body systems clearly continues when studied using Strehler–Mildvan degeneracy manifolds—and this method puts the absolute limit on human lifespan at about 138 years [93].

This matches pretty well what we actually see, with the oldest ever recorded human, Jeanne Calment, living to 122 years; most supercentenarians seem to have very low incidences of common diseases and display morbidity compression, with ill health only occurring near the end [94]. This of course makes centenarians fascinating studies of the successful ageing process. Of particular interest is that control of inflammation in both semi-supercentenarians, and their offspring, is a better predictor of successful ageing than telomeres—and is linked to better maintenance of cognition [95]. From a dissipative point of view, a certain amount of stress can, thus, be seen as perturbation and information, which induces a mild loss of order and, critically, a correction. This might even suggest that thinking, and the effort of thinking (processing information), could be hormetic—and, possibly, anti-inflammatory. This, of course, would reflect the informational cycle of Brillouin and the stabilization of a structure through information [96]. However, with “age”, this ability inextricably decreases.

This, therefore, suggests that one of the simplest explanations of the ageing process is that the loss of homeostasis, which is largely heritable, and involves failing proteostasis (the ability to detect and remove the normal production of damaged components, preventing death by garbage, much like the inefficient removal of rubbish in cities which starts to hinder every other function, such as traffic flow). Although multiple pathways are involved in ageing, and it appears that some are conserved in many species, such as those involving mTOR (mammalian target of rapamycin), DNA repair, resistance to oxidative stress, or telomere length, there are obviously differences in how some species achieve longevity, which makes it difficult to pin down the precise genetic programs that determine human longevity [97]. However, a key element in all life are functional proteins, which have to be correctly folded; if not, this can not only directly reduce the efficiency of a particular pathway, but the incorrectly folded/damaged ones can become toxic to the entire system if they are not cleared, which is why protein homeostasis, or proteostasis, is so important in the ageing process [98]. Critically, chronic inflammation can lead to dysregulated proteostasis due to excessive ROS production, which in turn, can further drive the inflammatory process. This is well described to be part of the pathological process in neurodegeneration [99].

The link between ageing and inflammation is, thus, strong and is associated with telomere shortening and epigenetics [100,101]. It can, therefore, be said that the loss of homeostasis seems to be associated with a rise inflammation and a decreasing hormetic response, which seems to accelerate the ageing process and is associated with a gradual reduction in the ability to self-correct.
This, therefore, partly suggests that a viable anti-ageing strategy uses hormesis to counteract “inflammaging”. A good example is stimulating the production of mitokines by exercise from muscle to correct mitochondrial dysfunction. Certainly, for humans, this revolves around a healthy lifestyle. However, the kind of stress is important, as calorie excess can also drive inflammation, as can a lack of exercise, both of which induce metabolic dysfunction, indicating that these scenarios are outside of the normal evolutionary background [102]. Thus, although energy is key, too much can be detrimental, as indeed, can a lack of utilization—which seems to indicate that the systems for some forms of life have a goldilocks zone of dissipation optimized by evolution.

3.6. Is Ageing Adaptive?

As previously indicated, the adaptive senescence idea was first put forward by Weismann in 1889, and then expounded more than a 100 years later by Lewis and by Skulachev. Their theory highlights the importance of older individuals dying once they had passed their knowledge to the next generation to prevent excessive use of resources. They called this process “phenoptosis” [55]. It could be argued that if inflammation and hormesis are part of adaptive process driven by basic thermodynamics, then ageing could be viewed as adaptive to ensure the removal of less functional units and the generation of new ones.

However, it has often been said that ageing is mostly not adaptive. For instance, Hayflick suggested that although ageing could either be programmed (adaptive senescence), or a stochastic process that could lead to death due to a loss of molecular fidelity, he preferred the latter theory, which could be viewed as an increase in entropy and molecular disorder [103]. One of the counterarguments against adaptive senescence is that, despite a reasonable theoretical reason why older animals should be removed, for instance, to preserve resources for their younger and fitter offspring, there was no clear Darwin-inspired mathematical reason. However, some mathematical proofs have been developed involving natural selection in spatial systems that suggest that adaptive death, and thus, finite lifespans, have been selected for by evolution—ostensibly to prevent loss of the environment for future generations. In effect, programmed deaths result in long-term benefits to a lineage over many generations [54]. Certainly, some organisms, such as *C. elegans*, do seem to display a form of adaptive ageing and death to ensure colony fitness [104]. This might be supported in some animals, as genotoxic stress in the germ line, for instance, triggered by DNA damage can induce an organism-wide pre-conditioning response to resist stress via components of the immune system [45]. This is, of course, hormesis. Nevertheless, the bigger picture here is that removal of less functional units is perhaps traceable back to basic thermodynamic theories because they disrupt dissipation. There is another aspect to this, i.e., the effects of inflammation on behavior, which we will discuss in a later section.

It could, therefore, be suggested that ageing at the global level is indeed adaptive to ensure survival of life by removing less functional “units”. How one views it may simply depend on the timeline and the scale. At the largest scale, inflammation can perhaps be seen as a mechanism to ensure that dissipative “negentropic” structures are maintained, ensuring that “life” continues to accelerate entropy by dissipating energy. Hormesis tests the system and is scale-invariant as it represents natural selection and survival of the fittest, but also the elimination of the weakest; this can be seen at the molecular, organelle, cellular, organism, and even species level. This, in turn, is a natural consequence of thermodynamics and perhaps the evolution of intelligence, as well as the development of awareness and technology, which of course accelerates the dissipative process. Modern humans use far more energy than their ancestors. The downside is that the technological species then understands
its own mortality—Entropy’s Dark Laughter [105]. Hence, inflammation can be viewed as an epiphenomena and as part of hormesis and the ability to adapt to stress; whether it is viewed as hormesis or inflammation just depends on scale, but is likely based on thermodynamics.

“Worn-out individuals are not only valueless to the species, but they are even harmful, for they take the place of those which are sound...” August Weissmann, 1889

4. Quantum Thermodynamic Underpinnings

If the thermodynamic theories about self-organization are correct, the next question is, of course, how much of the quantum world has this embraced? Indeed, one of the key questions in biology has, for a long time, centered around whether life depends on amplified quantum effects beyond that expected from the usual scales expected at the temperatures that it operates at. Quantum mechanics is the best model we have to describe the atomic world, and with its discovery came the realization that it must also be applicable to biology, as eloquently discussed by Schrödinger [18].

It is thought that quantum effects were important in the origins of life [106–108], and continue to play a key role today [27]: much of this has been based on theory rather than observation. However, new data seems to have observed quantum-based electron tunnelling in biological systems [109]. By default, therefore, it is quite possible that significant quantum effects are important in life and underly both hormesis and inflammation, with redox and control of electron flow being critical. However, perhaps significantly, more recent theories are suggesting the concept of dissipative adaptation as a general thermodynamic mechanism that explains self-organization, where the most adapted are those with the highest work absorption and, thus, heat dispersal. This is now being extended to the quantum realm. In effect, a quantum thermodynamics of driven self-organization [26]. Using this, it now seems possible, at least using computer models, to bridge the gap from how an inanimate system becomes living as not only can it replicate, mutate, compete, and evolve, but can self-assemble [110].

However, there is also perhaps another observation that supports this—all life uncouples the ion gradients across its membranes, effectively creating a futile cycle and reducing the production of ATP, which at first sight, seems wasteful until one considers it is an active dissipating system. Thus, if quantum thermodynamics does explain adaptive self-organization in life, does it require enhanced quantum effects beyond the atomistic to function, or do they stay at the scales expected by conventional quantum mechanics? Herein lies the difficulty in defining what we mean by “quantum biology”. Has biology utilized, and even enhanced, quantum effects beyond the conventional scales of time and distance? Is quantum biology simply an expression of a “warm” quantum world? In short, is biology simply what might be expected when thermodynamics and quantum mechanics are combined?

4.1. From the Viewpoint of Thermal Vents—Tunnelling at the Beginning

Although there is debate about whether the chemoautotrophic theory on the origins of life is stronger that the heterotrophic “organic soup” idea due to the nature of the free-energy sources that drove the earliest anabolic reactions [49], there is good evidence that at least one form may have originated in thermal vents based on the acid-based energy gradient present in the immediate post-Hadean – key in this process were catalysts based on iron–sulfur centers and the evolution of molecules, such as the flavins, which enabled electron bifurcation to occur [111]. Critically, data now suggest that the modern successors to these, such as ferredoxin and flavin adenine dinucleotide (FAD), as well as many other proteins, are reliant on electron tunnelling to function [112,113]; tunnelling in mitochondria
may, thus, be key in the way they work [114,115]. It also appears that proton tunnelling is also a central component of enzyme function [116]. Hence, it is possible that quantum effects were important in the origins of life [107,117]. Indeed, the confirmation of quantum effects in modern life, and the possibility that quantum criticality in macromolecules was actually selected for, supports this [106,116,118,119].

It could be argued that one of the very first structures to emerge in a thermal vent was a form of ion channel that could extract free energy from the flow of ions [120]. It is entirely possible that compounds, such as FeS and NiS, which have semiconductor properties and are essential in the modern ETC, and could have been key in the evolution of life in thermal vents, acted as nuclei around proteins which evolved to harness quantum effects, such as tunnelling [121]. In effect, the antecedent to modern proteostasis was to maintain the function of these structures.

There is also perhaps another intriguing point that comes out of the thermal vent idea, and that is the importance of the temperature that life may have evolved at. Clearly, this is an inherent concept in thermodynamics, and certainly in biology, temperature plays a fundamental role in its functioning. For instance, the brain can be viewed as a dissipative out of equilibrium system; lowering its temperature can result in less excited states, and more order, but raising it has the opposite effect, being associated with clear biological outcomes (loss of cognition versus epilepsy) [122]. Intriguingly, lowering the temperature of mitochondria increases their production of ROS, while at the same time increasing lifespan [123]. However, for most complex species with an immune system, raising the body temperature is a key component in defending against pathogens, so is generally favorable; lowering temperature can reduce inflammation, but may compromise host defense [124]. Thus, there appears to be clear temperature sweet spot for optimum function for most species.

In terms of quantum biology, it was Fröhlich who suggested the idea that a thermally induced biological condensate could exist due to the formation of a lowest energy resonant coherent state [125]. This idea of thermally and light-driven resonance resulting in coherent states, in effect, quantum beating, is now thought to be key in enabling life temperature non-trivial quantum effects to exist, especially in light harvesting, but also, potentially, in relation to consciousness [126]. Thus, it could well be that, apart from the semi-conductor compounds mentioned above, which could enable tunnelling, the heat in a thermal vent could have been pivotal in generating a kind of Fröhlich condensate.

4.2. Quantum-Based Sensing

The implication from this is that biological systems can maintain quantum coherence that “senses” the environment. This, therefore, suggests that any change, e.g., in protein structure, would result in decoherence and could be a powerful signal as it would redirect quantum entities down different paths, thus driving life, adaptation, and death [24]. In effect, life relies on a classical Newtonian–quantum interface. Hence, in this respect, disruption of structure could, thus, be a key element in driving a signal to adapt as it would alter electron or proton flow, which would be an important adaptive signal. This of course suggests that proteostasis is essential to maintain the “quantum underground” in biology. It also brings into play the quantum mechanical definition of “dissipation”, which is where the environment “dissipates” quantum states.

If we accept that redox stress is a key driver in inflammation and, thus, network disruption, then it could be viewed as simply an expression of a redox-based mechanism that drives evolution through adaption which could be reliant on quantum effects. At its simplest, the flow of electrons provides the energy for life, and if this flow does not occur
correctly, it signals a problem; this can occur for many reasons, ranging from the lack of an electron donor (no food) to the lack of an electron acceptor (say, no oxygen), to disruption of the electron carrier proteins (due to miss-folding). In fact, it seems that through natural selection, the distances between redox centers have been selected to enable tunnelling [127].

It also might suggest that “quantum spin” may also be important, for instance, during free radical production. Certainly, photon-induced triplet states and a radical pair mechanism have long been discussed as a means of how birds may navigate by detection of weak magnetic fields [128], while weak magnetic fields seem to control stem cell growth via a possible mechanism involving spin and ROS production [129]. Very recently, data that magnetic fields can alter the autofluorescence of key biological molecules involved in redox, such as flavin adenine dinucleotide (FAD), which likely involves a spin-related free radical mechanism, have been produced [130]. Furthermore, it has also been proposed that the innate spin of some molecules, such as those containing Fe$^{2+}$, because they generate their own magnetic fields, could actually protect against free radical production—for instance, in photosynthesis [131]. Overall, it does seem that biology generates its own electric fields, as well as photons, and seems to use significant quantum effects. It could well be reliant on quantum sensing using several different mechanisms that would, of course, also be key in homeostasis [132]. In effect, both spin and tunnelling, for instance, could play a key role in modulating redox.

4.3. Uncoupling Equals Dissipation

A key component of adaptive quantum–thermodynamic self-organizing principles is of course adaptive dissipation. In effect, areas of structure spontaneously arise that can enhance equilibrium of energy potentials. This refers to the constant use of free energy to keep the system “ticking over”. For biology, this is defined by the constant recycling of ions across membranes, an apparently energy hungry process, which is perhaps best displayed by mitochondrial uncoupling; this is where the proton gradient is effectively “uncoupled” from the generation of ATP by allowing protons, as well as other ions, such as calcium, to flow back through the inner membrane. At first sight, this seems highly wasteful. However, it is a critical ROS controlling mechanism that also generates heat and is key in signaling. It is also perhaps highly suggestive that uncoupling can be anti-inflammatory—and it is perhaps no coincidence that many medicinal anti-inflammatory plant compounds can also uncouple, suggesting that modulation of dissipation is key in survival [9].

Although there are several ways that uncoupling can be achieved, one of the best studied relates to a group of uncoupling proteins (UCPs), which although some are involved in heat generation, many are not. For example, some are activated by fatty acids and can decrease ROS. Critically, as ROS generation is very dependent on the mitochondrial membrane potential ($\Delta\Psi$) and as prokaryotes also display uncoupling [133,134], this suggests this mechanism is ancient. It could well be that it ensures electron flow through the entire ETC, thus capturing more energy that would otherwise be lost in the formation of free radicals. Interestingly, decreasing the temperature also seems to decrease proton leak while potentially increasing ROS, but does improve respiratory efficiency—certainly in muscle mitochondria. Of particular importance in interpreting this is whether or not the mitochondria are phosphorylating; in state 4, when resting, the ETC would be more reduced and, thus, more likely to produce ROS [135]. It has also been shown that, in muscle, endurance training increases the mitochondrial efficiency, decreasing uncoupling, and is clearly associated with increased mitochondrial mass [136]. In contrast, inflammation suppresses it and is associated with a switch to glycolysis, a key component of the inflammatory response [91,137,138]. ROS is also a key growth proliferation signal [139]. Again, this can be viewed in another way: although it appears more efficient, it enables “work”, i.e., movement, to be performed in another way. Exercise is just another means of dissipating an energy gradient; it could, in fact, be argued that, in the end, it actually accelerates entropy and dissipates an energy gradient more quickly.
So this might suggest that inflammation and proliferation are similar, given that they rely on altered electron flow towards ROS and to the generation of metabolites to grow/rebuild, and would increase energy use. In effect, dissipation is achieved through growth rather than simply futile cycling, or perhaps, more movement. However, uncoupling is activated by ROS as a natural feedback system [133], suggesting that ROS generation is a very tightly controlled part of a homeostatic system. Hence, an animal that continues to move in its natural habitat, perhaps looking for food as it became calorie restricted, would use fatty acids for fuel, and would be expected to have increased mitochondrial mass, perhaps operating at optimal efficiency as the mitochondria would be operating in state 3, so would not be highly reduced. If not moving, it would be cooler, with an enhanced respiratory efficiency; this might increase ROS, but this would be a powerful adaptive signal to maintain mitochondrial mass—especially if the signal was compartmentalized.

The key point is that mitochondria, and other membrane structures in cells, keep an electric potential across them, but there is always a constant leak that essentially creates a current that dissipates energy. This process continues even during calorie restriction, but the energy capture becomes more efficient. This process is, of course, essential in creating electric fields that have many functions, ranging from electrophoretic movement of metabolites, to ion signaling, environmental sensing, and, possibly, energy transfer and the control of coherence, as well as the generation of morphogenetic fields that define shape [132]. It is, thus, perhaps significant that it has now been calculated that proton tunnelling can occur through closed ion channels [140], potentially suggesting another mechanism to control dissipation.

5. What Calorie Restriction May Tell Us

As discussed, it would appear that (quantum) thermodynamics can provide a reasonable explanation of what life is, and why it arose—especially when large energy gradients existed. However, what happens when the energy becomes restricted? It might be predicted that individual structures would have less drive to replicate and, critically, less potential to become damaged—as long as they had some energy to dissipate. In short, they might “live” longer. Indeed, this is precisely what we seem to see with CR, which is when an organism finds itself having just enough energy to survive, but not as much as it wants. It could also be viewed as the flipside of inflammaging which represent the survival of the most efficient homeostatic system. In a way, although most biologists suggest that life is always trying to be efficient about using energy, it could be viewed that it is about selecting the most stable dissipating system. This may mean the removal of other less stable systems.

5.1. Revisiting the Disposable Soma

The thermodynamic theories discussed make a stark prediction about the removal of less stable systems. In this regard, the original “disposable soma” of ageing hypothesis, as developed by Kirkwood, suggests that throughout evolution, in an energy-restricted environment, putting energy into reproduction and growth, and protecting the germ line, is generally better than using it to maintain the soma, as it enables natural selection to work more quickly in response to environmental change. It was key that, for most of evolution, how long an individual lived was not determined by how fast it aged, but by environmental factors which lead to mortality. Hence, high levels of predation would tend to lead to shorter lifespans. The underlying principle here is that to prevent error catastrophe, most organisms must put energy into maintenance to ensure damaged components are removed and replaced, but this must be balanced with reproduction and growth. This has led to the lifespan of most species being genetically determined according to their environmental niche. In effect, ageing is related to the accuracy that organisms maintain macromolecular
synthesis and is subject to natural selection. Thus, to enhance longevity, rates of growth and reproduction would need be reduced, which would be related to some fitness advantage that reduced predation and/or risk from environmental changes, such as starvation. Classic examples of this are flight, size, and intelligence. For example, bats, which are comparable in size to mice, live several times longer, whereas elephants, which are much bigger, live much longer than bats as they are also big and intelligent [141]. In a way, these latter examples show that being able to “outwit” the environment, in effect, taking on and using information to survive, ensures an individual can continue to dissipate for a longer. However, it also hints at a thermodynamic viewpoint on predation; it perhaps could enhance dissipation of energy gradients.

An update to the DS theory utilizes a systems biology approach, but emphasizes that although longevity is genetically programmed, it can be modulated in many species by multiple systems to ensure that the individual survives in times of hardship to ensure survival of the species. For example, by improving DNA repair programs, anti-oxidant systems and protein turnover. Perhaps the clearest example of this is CR that induces a reallocation of valuable resources to somatic maintenance to ensure the organism can survive long enough to breed when times are better. This approach has revealed clear relationships between replicative senescence, mitochondrial dysfunction, telomere erosion, and DNA damage. An important component of this is remove damaged (unfit) cells by apoptosis, or to arrest cell division by senescence [142]. To date, although there are still some competing theories on ageing, this resource allocation in response to environment change concept still holds true and has been applied to unicellular organisms [65]. This, of course, suggests that hormesis is describing this process, and that inflammation must, therefore, be related to it.

CR in humans certainly seems to suppress inflammation, but not cell-mediated immunity [143]. The overall effect is to greatly reduce oxidative stress and damage, enhancing some aspects of the immune system, such as cell-mediated immunity, but reducing ROS, which might compromise the ability to resist some pathogens [144–147]. It therefore seems that CR enhances mitochondrial efficiency and reduces inflammation, which is closely associated with the activation of sirtuins and control of redox [148]. In effect, the disposable soma seems to become less disposable when calories are restricted, and a key component is decreasing the potential for damage via oxidative stress. Thus, in a way, the disposable soma idea does support the underlying dissipation process when viewed from the viewpoint of energy restriction, meaning that evolution has resulted in a balance of responses (one puts everything into reproduction to ensure the generation of better adapted dissipating structures, while the other works by ensuring that the current structure improves its own maintenance). The latter seems to be, to some degree, associated with an ability to take on board and utilize information about the environment up to, and including, developing skills that avoid predation, such as flight and, quite possibly, size.

5.2. CR Is Associated with Autophagy: Survival of Stable Dissipative Systems

The thermodynamic principles underlying a far-from-equilibrium structure might also suggest that components might get reused. It has been suggested that somatic maintenance has not evolved as a mechanism in its own right; rather, CR slows ageing via a secondary effect brought about by increased autophagy and apoptosis to divert resources to support reproduction. Autophagy is an energy dependent process that recycles damaged cellular components. It has been suggested that, in the wild, the slowing of the ageing process would have little relevance as CR simply reduces fitness, and most animals would die from other causes long before it became important [149]. Certainly, there are arguments that it depends on the animals feeding habits; for example, it might be more important for animals
exposed to irregular food supplies, but less for those with a constant food supply [150]. In fact, excessive CR is well known to inhibit reproduction (especially when reduced by 40% of what the animal would normally eat), but less severe levels may have less of an effect on fertility, and may even enhance reproduction, although this is dependent on the species. For instance, in male mice, mild CR seems to enhance markers of longevity, but have little effect on reproductive capacity [151].

The fact that both CR and exercise increase autophagy and increase functional longevity, while ageing is associated with decreased autophagy, seems to suggest that the removal of less functional mitochondria and other components of the cell results in improved cellular functioning and less chance of apoptosis. Mitophagy is anti-inflammatory as it removes mitochondria that produce high levels of ROS [152]. Data does indicate that CR enhances mitophagy [153]. In a way, autophagy, and mitophagy could also simply be viewed as forms of internal “predation” which ensure dissipation. Much as predators target weaker prey, autophagic systems target failing components.

Thus, conditions that require increased autophagy/mitophagy seem to slow the ageing process by reducing oxidative stress, which is associated with a kind of natural selection, both within the cell or malfunctioning whole cells, and, critically, reduced inflammation. If this is coupled to enhanced somatic maintenance, it would enable a larger network of cells to survive longer. So rather than saying that calorie restriction specifically increases functional longevity, it could be said that the ageing rate is slowed by reducing inflammatory tone, as electrons tend to make it all the way through the ETC, rather than being emitted earlier to create ROS. The underlying principle is very straight forward: with less electrons being available, the ETC is less likely to be reduced and generate a growth (inflammatory) signal. It therefore seems that CR controls the direction of electron flow, ensuring that it goes towards oxygen and reducing the signal to grow. From a thermodynamic network point of view, it could simply represent a realignment to the most stable and a potentially simpler dissipative system where the less stable systems are removed.

6. Scaling Up: Inflammatory Effects on Behavior

In the preceding sections, we touched upon the relationship between thermodynamics, quantum mechanics, life, its metabolism, and how inflammation and energy dictate the ageing process. However, there is another key factor to consider: adaptive intelligence and the ability to take on information to enhance robustness. The application of thermodynamics to a theory of the human mind, in particular, as an underpinning to psychology is certainly not new. For instance, the hierarchically mechanistic mind as a free-energy formulation of the human psyche. This suggests that depression is an evolved biobehavioral strategy to noxious social conditions. It is, however, complex, and the reader is referred to this text for a detailed explanation [154]. Although theories like this can provide an approach to explain some aspects of behavior, especially in some social scenarios, inflammation, per se, is still likely to be an important biological concept to help in understanding behaviors because of its relationship with bioenergetics.

It could be said that hormesis was not only essential at the beginning of life, but for the evolution of intelligence. The flip side is that inflammation, and/or a lack of hormesis, could have the opposite effect and result in the break-up of the network, which might reduce its ability to store information. Thus, the prediction could then be made, certainly in a higher organism, such as a human, that inflammation could reduce intelligence [96]. Indeed, one emerging observation is that a higher body mass index (BMI) often results in reduced cognitive abilities; for instance, it can be associated with episodic memory deficits in young adults [155]. The data also suggest that obesity is related to a lower intelligence quotient (IQ) and, overtime, a smaller hippocampal volume [156–160]. More recent data also show that increasing BMI can be associated with reduced cerebral blood flow, but can be offset by exercise [161]. Thus, inflammation may result in inevitable changes in behavior.
6.1. Cytokine-Induced Sickness Behaviour and Natural Selection

Given the clear link between obesity and inflammation, it might suggest that some of the neural effects are linked to inflammation. In fact, it has been known for some time that inflammation can induce sickness behavior, including suppression of appetite. It was originally thought that cytokine-induced sickness behavior evolved to wholly benefit the animal itself, but evidence is now pointing to it actually being important in kin selection by isolating the infected animal [162]. In effect, inflammation may drive a behavioral change that would potentially remove the sick animal not only from its herd, limiting the spread of infection, but also its genes. Perhaps a clear example of this is the recent finding that certain pathogens can actually block the anorexic response to infection, ensuring that the animal survives for longer and, thus, disperses the pathogen more widely in its faeces [163]. In effect, inflammation, and its associated effects on cognition, could be acting as a tool for natural selection. Certainly, research continues to link the immune system and the brain; for instance, epigenetic signatures during ageing and neocortical thickness are tightly correlated with immune system genes [164]. Being less smart is perhaps a sign of a destabilizing dissipative network that requires recycling.

6.2. The Brain Is Essential for Cognitive Buffering against the Environment

In more complex organisms, the brain is essential as it enables adaptation through cognitive buffering, which is totally dependent on maintaining its structure. Excessive inflammation can clearly reduce its functioning and is thought to be involved in neurodegeneration [165]. For instance, activation of p53, which is part of a cellular stress detection and response system, induces microglia via inflammatory factors to strip synapses [166]. Furthermore, it does appear that the ageing process itself can be centrally controlled via the brain [167]. Not only does this suggest that a very ill animal could remove itself by dying, but if it does not die, the associated cytokine suppression of appetite would also be powerfully hormetic as it would reduce calorie intake, potentially suppressing excessive inflammation. In effect, a built-in homeostatic response based on thermodynamics.

Given the importance of autophagy in hormesis [168], and a recent study showing that the removal of senescent cells is key to slow down the ageing process [169], there is a finely tuned balance between inflammation and hormesis in controlling the rate of ageing related to energy. In this regard, data from studies on the role of the epigenetic clock in ageing suggest that autophagic function is reduced, and is associated with an accelerated ageing phenotype [170]. Interestingly, as new data shows that the epigenome can very reliably predict someone’s age, there is also evidence that it can be reprogrammed to some extent, e.g., by parabiosis (the coupling of a younger animal’s circulatory system with an older animal, which seems to rejuvenate the older animal). Which raises the question around whether these changes are representative of an underlying program, or do they reflect an accrual of damage with age? Some authors suggest it could be both—certainly, the increased activity of NF-κB could represent a response to stress [171]. This does suggest that the response to stress dictates both behavior and the ageing rate. The bottom line could well be that if the stress is overwhelming, perhaps indicative of a failing ETC system and an inability to maintain a quantum environment to say, tunnel electrons successfully, this results in recognizable behavior changes and the need to recycle a failing dissipating structure.

Potential inflammatory behavior effects are apparent. One of the main ones is the association of neuroinflammation with many psychological disorders, in particular, depression and environmental stress [172,173]. In fact, there does also seem to be a strong association with suicidal ideation and inflammation [174], and, interestingly, there is also one between obesity, depression, and suicide attempts [175]—and obesity is often associated with raised
levels of inflammatory markers [176]. In effect, it seems that inflammation makes us depressed and more likely to take our own lives, but is more likely in overweight people. It is thus interesting that a recent trial found that having low fitness and a high BMI was associated with an altered perception of distance and perceived effort; a fit and thinner person sees a distant object as being closer and easier to obtain as opposed to someone who is overweight and unfit. In effect, people who weigh more, due to excess adipose tissue, will tend to choose less physically demanding activities [177]. It is, thus, likely that the metabolic syndrome and obesity, because of the associated inflammatory tone, would tend to suppress the will to do exercise [178]. In short, inflammation can control behavior and seems to be a higher order expression of a dissipating system’s status.

7. Summary: Putting the Biology in the Quantum—Redefining “Normal”

In this paper, we explored the touch points between quantum mechanics, thermodynamics, hormesis, and inflammation—and, thus, ageing and death. Inflammation seems to be a global system to detect, and if possible, repair dissipative systems, but if not, it seems to accelerate their demise to ensure others survive—though this is tightly linked into hormesis, which is an adaptive mechanism to stress. These “biological” concepts seem to fall squarely out of adaptive thermodynamics and self-organization of far-from-equilibrium systems that arise to dissipate energy potentials. However, does this understanding help us explore the role of quantum mechanics in biology, and perhaps, more importantly, apply it to our understanding of life, and potentially, improve our ability to survive via medicine?

At the present time, quantum mechanics is the best description we have of how the Universe operates. In some circumstances, certainly at cold temperatures, it seems that these effects can expand, both in time and space, across large clusters of molecules—however, this has always been the domain of purpose-built physics experiments, and many have thought that this is not the domain of “warm and wet” biology. Nevertheless, as nature constantly reminds and confounds us, evidence suggests that life may well be exhibiting some quantum effects that might not be expected at room temperature, such as expanded coherence [179]. Hence, modern-day scientists are developing new ways of searching for these “significant” or “amplified” or “non-trivial” quantum effects in biology, and certainly, there are significant experimental data to indicate that life could have found ways to embrace this —however, these ideas are not new and were suggested by the very earliest pioneers of quantum mechanics [25].

To date, however, the academic world is still cautious about the field of “quantum biology”, despite the ever-increasing experimental findings giving proof that biology, indeed, uses “expanded” quantum principles beyond what might be expected at the temperatures it operates at. However, might this new understanding help us to find better ways to live longer and healthier lives? Would it mean that we may have to redefine what we think quantum mechanics is and rearrange our expectations? Could biology be the missing chunk of the puzzle in explaining our Universe and our search for a unified theory of everything? These questions are well beyond the scope of this current paper, but it might help to explain why the pursuit of quantum biology may have some benefits.
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