COLLAPSING ANCIENT SOLUTIONS OF MEAN CURVATURE FLOW
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ABSTRACT. We construct a compact, convex ancient solution of mean curvature flow in $\mathbb{R}^{n+1}$ with $O(1) \times O(n)$ symmetry that lies in a slab of width $\pi$. We provide detailed asymptotics for this solution and show that, up to rigid motions, it is the only compact, convex, $O(n)$-invariant ancient solution that lies in a slab of width $\pi$ and in no smaller slab.
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1. INTRODUCTION

A smooth one parameter family $\{\Sigma_t^n\}_{t \in I}$ of smooth hypersurfaces $\Sigma_t^n$ of $\mathbb{R}^{n+1}$ is a solution of mean curvature flow if

$$\frac{\partial F}{\partial t}(x, t) = \vec{H}(x, t)$$

for all $(x, t) \in \Sigma^n \times I$
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for some smooth one parameter family $F : \Sigma^n \times I \to \mathbb{R}^{n+1}$ of smooth immersions $F(\cdot, t) : \Sigma^n \to \mathbb{R}^{n+1}$ with $\Sigma^n_t = F(\Sigma^n, t)$, where $\vec{H}(\cdot, t)$ is the mean curvature vector of $F(\cdot, t)$. We say that a solution $\{\Sigma^n_t\}_{t \in I}$ of mean curvature flow is compact/convex/etc if this is true for each time slice $\Sigma^n_t$. We shall be interested in solutions which are defined on time intervals of the form $I = (-\infty, T)$, where $T \leq \infty$. Such solutions are referred to as ancient because they have existed for an infinite time in the past. Furthermore, we will mostly be interested in compact solutions so that, without loss of generality, $T = 0$ is the maximal time of existence. The most prominent example of a compact ancient solution of mean curvature flow is the shrinking sphere $S^n_{-2nt}$.

A great deal of interest in ancient solutions has arisen through their natural role in the study of singularities of mean curvature flow. Moreover, they tend to exhibit rigidity phenomena analogous to those of complete minimal surfaces; for example, when $n \geq 2$, under certain geometric conditions — uniform convexity, bounded eccentricity, type-I curvature decay or bounded isoperimetric ratio, for instance — the only compact, convex ancient solutions are shrinking spheres [14] (see also [8, 12, 15]). When the ambient space is the sphere, the result is even nicer: In that case, the only geodesically convex ancient solutions are shrinking hemispheres [5, 14]. The shrinking spheres are not the only such solutions, however; there exists a family of compact, convex ancient solutions which contract to round points as $t$ goes to zero but become more eccentric as $t$ goes to minus infinity, resembling a shrinking cylinder $\mathbb{R}^k \times S^{n-k}_{-2(n-k)t}$ in the ‘parabolic’ region and a convex translating solution in the ‘tip’ region [2, 12, 19]. We note that these examples are non-collapsing (in the sense of [17] Section 3) and [II]); that is, each point is tangent to an enclosed ball of radius comparable (uniformly in time) to one over the mean curvature at that point.

For curves evolving in the plane, there is a compact, convex ancient solution of curve shortening flow, known as the Angenent oval or the paperclip, which lies in a strip region of width $\pi$ [4]. In particular, this solution is collapsing. As $t$ goes to minus infinity, the Angenent oval tends to the boundary of the strip, whereas, after translating one of its two points of maximal displacement to the origin, it resembles the translating Grim Reaper solution. Modulo rigid motions, time translations and parabolic dilations, the shrinking circle and the Angenent oval are the only compact, embedded, convex ancient solutions of curve shortening flow [8]. In particular, the shrinking circles are the only convex ancient solutions which are non-collapsing. In higher dimensions,
the classification of convex, compact ancient solutions remains an open problem, even for non-collapsing solutions. We refer the reader to [3] for some recent progress in this direction.

In higher dimensions, Xu-Jia Wang has constructed compact, convex ancient solutions in $\mathbb{R}^{n+1}$ which lie in slab regions by taking a limit of solutions of the Dirichlet problem for the level set flow [18].

In this paper, we will provide a detailed construction of an $O(1) \times O(n)$-invariant solution of mean curvature flow, including a precise description of its asymptotics. Our methods are rather different from Wang’s, however; indeed, we emphasize elementary geometric techniques throughout and make no use of the level set flow (our solution is instead the limit of a sequence of mean curvature flows obtained by evolving rotated time slices of the Angenent oval).

**Theorem 1.1.** There exists a compact, convex, $O(1) \times O(n)$-invariant ancient solution \( \{ \Sigma_t^n \} \) of mean curvature flow in $\mathbb{R}^{n+1}$ which lies in the slab $\Omega := \{ x \in \mathbb{R}^{n+1} : |x_1| < \frac{\pi}{2} \}$ and has the following properties.

1. \( \{ \lambda \Sigma_{\lambda^{-2}t} \} \) converges uniformly in the smooth topology to the shrinking sphere $S^n_{\sqrt{-2nt}}$ as $\lambda \to 0$,
2. \( \{ \Sigma_{t+s} \} \) converges locally uniformly in the smooth topology to the stationary solution $\partial \Omega$ as $s \to -\infty$ and
3. for any unit vector $\varphi \in \{ e_1 \}^\perp$, \( \{ \Sigma_{t+s} - P(\varphi, s) \} \) converges locally uniformly in the smooth topology as $s \to -\infty$ to the Grim hyperplane which translates with unit speed in the direction $\varphi$, where, given any $v \in S^n$, $P(v, t)$ denotes the unique point of $\Sigma_t^n$ with outward pointing unit normal $v$.

Moreover, as $t \to -\infty$,

4. $\min_{p \in \Sigma_t} |p| = |P(e_1, t)| \geq \frac{\pi}{2} - o \left( \frac{1}{(-t)^k} \right)$ for any $k > 0$ and
5. $\max_{p \in \Sigma_t} |p| = |P(\varphi, t)| = -t + (n - 1) \log(-t) + C + o(1)$ for any unit vector $\varphi \in \{ e_1 \}^\perp$, where $C \in \mathbb{R}$ is some constant.

In fact, we are able to say even more about the asymptotics of this solution, including asymptotics for the speed; see Lemma [7.1], Corollary [7.4] and Remark [7.6].

We note that the convergence to a ‘round point’ in item (1) is a consequence of Huisken’s theorem [13] and well-known arguments show that the ‘parabolic’ region converges to the boundary of the slab, as in item (2); see Lemma [5.1]. With regards to item (3), well-known arguments also show that the ‘edge’ region converges to a Grim hyperplane, at least along a subsequence of times (see Lemma [5.2]); however, it is non-trivial to rule out limit Grim hyperplanes which are smaller than
the one asymptotic to the boundary of the slab. This is the content of Corollary 5.6. The remaining asymptotics are derived in Sections 7 and 8. In fact, we actually show that any compact, convex, $O(n)$-invariant ancient solution contained in the slab $\Omega$ (and no smaller slab) satisfies the asymptotics (1)-(5). By applying an Alexandrov reflection argument, we are then able to obtain the following uniqueness result.

**Theorem 1.2.** Let $\{\Sigma_t\}_{t \in (-\infty,0)}$ be a compact, convex, $O(n)$-invariant ancient solution of mean curvature flow in $\mathbb{R}^{n+1}$ which lies in a slab $\Omega_{e,\alpha} := \{x \in \mathbb{R}^{n+1} : |x \cdot e| < \alpha\}$ for some $e \in S^n$ and $\alpha > 0$ and in no smaller slab. Then, after a rigid motion and a parabolic rescaling, $\{\Sigma_t\}_{t \in (-\infty,0)}$ coincides with the solution constructed in Theorem 1.1.

It is worth noting that reflection symmetry is not assumed in Theorem 1.2. Moreover, by a result of Wang, it even suffices to assume that the solution only lies in a halfspace rather than a slab [18, Corollary 2.1].

Finally, we remark that these arguments apply (and, indeed, are significantly simplified) in case $n = 1$. So our methods also suggest a new approach to the classification of compact, convex ancient solutions of the curve shortening flow [8].
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**2. The Angenent oval**

We begin by reviewing some geometric properties of convex, closed curves and the Angenent oval that will be important in our construction. In this section, and throughout the paper, we will regularly identify $S^1 \cong \mathbb{R}/2\pi\mathbb{Z}$.

First recall that any positive $2\pi$-periodic function $\kappa \in C^0(\mathbb{R})$ satisfying

$$\int_0^{2\pi} \frac{\cos \theta}{\kappa(\theta)} d\theta = 0 \quad \text{and} \quad \int_0^{2\pi} \frac{\sin \theta}{\kappa(\theta)} d\theta = 0$$

1Although it must be noted that the approximating solutions used to construct the particular solution described in Theorem 1.1 are used in a crucial way to obtain finiteness of the constant $C$ in statement (5). See Section 8.
defines a simple, closed, convex $C^2$ planar curve $\gamma : S^1 \to \mathbb{R}^2$ via the formula

\begin{equation}
\gamma(\theta) := \left( \int_0^\theta \frac{\cos u}{\kappa(u)} du, \int_\frac{\pi}{2}^\theta \frac{\sin u}{\kappa(u)} du \right).
\end{equation}

Note that

$\gamma'(\theta) = \left( \frac{\cos \theta}{\kappa(\theta)}, \frac{\sin \theta}{\kappa(\theta)} \right) \implies \tau(\theta) := \frac{\gamma'(\theta)}{|\gamma'(\theta)|} = (\cos \theta, \sin \theta),$

so $\theta$ has the geometric interpretation as the turning angle of $\gamma$; that is, the counter-clockwise angle between the $x$-axis and the tangent vector $\tau$. Moreover,

$s(\theta) := \int_0^\theta \frac{du}{\kappa(u)}$

defines an arc-length parameter so that

$\partial_s \tau = -\kappa \partial_\theta \tau = -\kappa \nu,$

where

$\nu := (\sin \theta, -\cos \theta)$

is the outward-pointing unit normal. So $\kappa$ corresponds to the curvature of the curve. Conversely, up to a translation in $\mathbb{R}^2$, any simple, closed, convex, $C^2$ planar curve can be written in the form (1) by parametrizing with respect to turning angle.

The Angenent oval is the smooth one-parameter family of curves $^2$

$\gamma(\cdot, t) : [0, 2\pi) \to \mathbb{R}^2, \ t \in (-\infty, 0)$, defined by (1) with curvature given by the formula

\begin{equation}
\kappa^2(\theta, t) = \frac{1}{e^{-2t} - 1} + \cos^2 \theta.
\end{equation}

It is readily verified that $^8$

$\kappa_t = \kappa^2(\kappa_{\theta \theta} + \kappa),$

where the subscripts denote corresponding partial derivatives. Using also the fact that $\kappa_\theta(0, t) \equiv 0$, we find

$\partial_t \gamma = -\kappa \nu - \kappa_\theta \tau.$

Thus, up to a tangential reparametrization, the Angenent oval is an ancient solution of the curve shortening flow.

$^2$We will sometimes refer to a particular time slice $\gamma(\cdot, t)$ as an Angenent oval.
Using (2), we can compute the $x$ and $y$ coordinates of the Angenent oval explicitly: Setting $a^2(t) := \frac{1}{e^{2t}-1}$, we find

$$x(\theta, t) = \int_0^\theta \frac{\cos u}{\sqrt{\cos^2 u + a^2(t)}} du = \arctan \left( \frac{\sin \theta}{\sqrt{\cos^2 \theta + a^2(t)}} \right)$$

and

$$y(\theta, t) = \int_{\frac{\pi}{2}}^\theta \frac{\sin u}{\sqrt{\cos^2 u + a^2(t)}} du$$

$$= \log \left( \frac{a(t)}{\sqrt{\cos^2 \theta + a^2(t) + \cos \theta}} \right)$$

$$= -t + \log \left( \frac{\sqrt{\cos^2 \theta + a^2(t) - \cos \theta}}{\sqrt{a^2(t) + 1}} \right).$$

In particular,

$$\cos x = e^t \cosh y.$$  \hspace{1cm} (3)

From (3), it is easily seen that $\gamma(\cdot, t)$ is reflection symmetric with respect to both the $x$-axis and the $y$-axis.

Note now that $\kappa^2(\cdot, t)$ attains its minimum value, $\frac{1}{e^{2t}-1} - 1$, at $\theta = \frac{\pi}{2}$ and its maximum value, $\frac{1}{e^{2t}-1}$, at $\theta = \pi$ and is strictly increasing in the interval $(\frac{\pi}{2}, \pi)$. In particular, the vertex set of $\gamma(\cdot, t)$ is $\{0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$ for all $t < 0$. Define the horizontal and vertical displacements

$$h(t) := \max_{\theta \in S^1} x(\theta, t) = x\left(\frac{\pi}{2}, t\right) \quad \text{and} \quad \ell(t) := \max_{\theta \in S^1} y(\theta, t) = y(\pi, t).$$

**Lemma 2.1.** For every $t < 0$,

$$\frac{\pi}{2} (1 - e^t) \leq h(t) \leq \frac{\pi}{2} \quad \text{and} \quad -t \leq \ell(t) \leq -t + \log 2.$$

**Proof.** We use (3) to compute

$$\cos h(t) = e^t \quad \text{and} \quad \cosh \ell(t) = e^{-t}.$$  

The claimed estimates follow: Clearly $h(t) < \frac{\pi}{2}$. Estimating $x \leq \sin \left( \frac{\pi}{2} x \right)$ for $x \in [0, 1]$ yields the crude estimate

$$\cos h(t) = e^t \leq \sin \left( \frac{\pi}{2} e^t \right) = \cos \left( \frac{\pi}{2} - \frac{\pi}{2} e^t \right),$$

which yields the lower bound for $h$. To estimate $\ell$ from above, we simply observe that

$$e^{-t+\log 2} = 2e^{-t} = e^{\ell(t)} + e^{-\ell(t)} \geq e^{\ell(t)}.$$
To obtain the lower bound for $\ell$, we crudely estimate
\[ \cosh(\ell(t)) = e^{-t} \geq \cosh(-t) \]
and recall that $\cosh x$ is increasing for $x \geq 0$. \hfill \Box

In fact, the Angenent oval lies inside the two vertically translating Grim Reapers which reach the origin at time $t = \log 2$.

**Lemma 2.2.** For every $t < 0$, $\Gamma_t \cap G_t^\pm = \emptyset$, where
\[ G_t^\pm := \{(x, \pm(-t + \log 2 + \log \cos x)) : x \in (-\frac{\pi}{2}, \frac{\pi}{2})\} \, . \]

**Proof.** If the claim did not hold, then, by (3), there would be a point $y \in \mathbb{R}$ satisfying
\[ y = -t + \log 2 + \log(e^t \cosh y) \implies e^y = 2 \cosh y > e^y \, , \]
an impossibility. \hfill \Box

3. $O(n)$-invariance

A convex hypersurface $\Sigma^n \hookrightarrow \mathbb{R}^{n+1}$ is $O(n)$-invariant with respect to some unit vector $e_1 \in \mathbb{R}^{n+1}$ if $\Sigma^n$ is invariant under the action of
by rotation in the \( \{e_1\}^\perp \) hyperplane; more explicitly, an element \( h \in O(n) \) acts on a point \( p \in \mathbb{R}^{n+1} \) by
\[
p \mapsto \langle p, e_1 \rangle e_1 + h \cdot (p - \langle p, e_1 \rangle e_1),
\]
where \( \cdot \) denotes the standard action of \( O(n) \) on the \( n \)-dimensional subspace \( \{e_1\}^\perp \).

Given such a hypersurface \( \Sigma^n \hookrightarrow \mathbb{R}^{n+1} \), fix any orthogonal unit vector \( e_2 \in \{e_1\}^\perp \) and set \( E_2 := \text{span}\{e_1, e_2\} \). For convenience, we will use coordinates \( (x, y, z) : \mathbb{R}^{n+1} \to \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{n-1} \) for \( \mathbb{R}^{n+1} \) defined by
\[
p = x(p)e_1 + y(p)e_2 + \sum_{i=3}^{n+1} z_i(p)e_i,
\]
where \( \{e_i\}_{i=3}^{n+1} \) is a basis for \( \{e_1, e_2\}^\perp \). Observe that the profile curve \( \Gamma := \Sigma^n \cap E_2 \) is smooth since it is geodesic in \( \Sigma^n \). If we parametrize \( \Gamma \) with respect to turning angle by a curve \( \gamma : S^1 \to E_2 \) then we may parametrize \( \Sigma^n \) in polar coordinates \( (\theta, \varphi) \in S^1 \times S^{n-1} \) by
\[
F(\theta, \varphi) := x(\theta)e_1 + y(\theta)e_2,
\]
where we define \( (x(\theta), y(\theta)) \) by \( \gamma(\theta) = x(\theta)e_1 + y(\theta)e_2 \) and identify \( S^{n-1} \) with the unit sphere in \( \{e_1\}^\perp \). We claim that the mean curvature of \( \Sigma^n \) can be expressed, purely in terms of \( \theta \), by
\[
H(\theta) = \kappa(\theta) + (n-1)\lambda(\theta),
\]
where \( \kappa \) is the curvature of \( \gamma \) and \( \lambda \) is its ‘rotational curvature’, defined by
\[
\lambda(\theta) = -\frac{\cos \theta}{y(\theta)}.
\]
Indeed, with respect to this parametrization, the Weingarten map takes the form
\[
W(\theta, \varphi) = \begin{bmatrix}
\kappa & 0 \\
0 & \lambda \mathbb{I}_{n-1 \times n-1}
\end{bmatrix}.
\]

We note that \( \lambda \) is well-defined and smooth.

**Lemma 3.1.** Let \( \gamma : S^1 \to \mathbb{R}^2 \) be a smooth, closed, convex curve which is reflection symmetric in the \( x \)-axis and parametrized by turning angle. Set
\[
\lambda(\theta) := \begin{cases}
-\frac{\cos \theta}{y(\theta)} & \text{when } \theta \in S^1 \setminus \left\{ \frac{\pi}{2}, \frac{3\pi}{2} \right\} \\
\kappa(\theta) & \text{when } \theta \in \left\{ \frac{\pi}{2}, \frac{3\pi}{2} \right\},
\end{cases}
\]
where
\[
y(\theta) = \langle \gamma(\theta, t), e_2 \rangle = \int_{\theta}^{\frac{\pi}{2}} \sin u \, du = \int_{\frac{\pi}{2}}^{\theta} \frac{\sin u \, du}{\kappa(u)}.
\]
Then $\lambda \in C^\infty(S^1)$. Moreover, at the poles $\theta = \pm \frac{\pi}{2}$,

$$\lambda = \kappa \quad \text{and} \quad \lambda_\theta = \kappa_\theta = 0,$$

where subscripts denote the corresponding partial derivatives.

**Proof.** The claims can be checked using the Taylor expansion

$$y\left(\frac{\pi}{2} + \omega\right) = \frac{1}{\kappa\left(\frac{\pi}{2}\right)} \left(\omega - \frac{1}{6} \left[1 + \frac{\kappa_\theta\left(\frac{\pi}{2}\right)}{\kappa\left(\frac{\pi}{2}\right)}\right] \omega^3\right) + o(\omega^4),$$

the fact that $\omega \mapsto \kappa\left(\frac{\pi}{2} + \omega\right)$ and $\omega \mapsto \lambda\left(\frac{\pi}{2} + \omega\right)$ are even functions, and the formula

$$\kappa \lambda_\theta = \sin \theta \frac{y}{y - \kappa}(\kappa - \lambda)$$

at points $\theta \in S^1 \setminus \{\pm \frac{\pi}{2}\}$. \qed

Note that the profile curve $\Gamma$ of an $O(n)$-invariant hypersurface $\Sigma^n$ is necessarily reflection symmetric in the $x$-axis (i.e. the line $\mathbb{R}e_1$). Conversely, if $\Gamma \hookrightarrow \mathbb{E}^2$ is a convex planar curve in $\mathbb{E}^2 := \text{span}\{e_1, e_2\} \subset \mathbb{R}^{n+1}$ which is reflection symmetric in the line $\mathbb{R}e_1$ then the hypersurface

$$\Sigma^n := \{xe_1 + y\varphi : xe_1 + ye_2 \in \Gamma, \varphi \in S^{n-1} \subset \{e_1\}^\perp\}$$

is smooth and $O(n)$-invariant with respect to $e_1$. It is clear that $\Sigma^n$ is smooth away from the poles $\theta = \pm \frac{\pi}{2}$. Smoothness of $\Sigma^n$ at the poles is readily verified by writing $\Sigma^n$ locally near $\theta = \pm \frac{\pi}{2}$ as a graph $(x, f(|x|))$, where $f$ is a smooth, even function.

3.1. $O(n)$-invariance and mean curvature flow. Next, given some convex, $O(n)$-invariant embedding $F_0 : S^n \rightarrow \mathbb{R}^{n+1}$ let $F : S^n \times [-T, 0) \rightarrow \mathbb{R}^{n+1}$ be the unique (convex, maximal) solution of mean curvature flow satisfying $F(\cdot, -T) = F_0$. It follows from uniqueness of the solution and isometry invariance of the mean curvature flow that the $O(n)$-invariance of $F_0$ is preserved under the flow. Given $e_2 \in \{e_1\}^\perp$, set $\mathbb{E}^2 := \text{span}\{e_1, e_2\}$ and denote by $\Gamma_t : \Sigma^n_t \cap \mathbb{E}^2$ the corresponding profile curve for $\Sigma^n_t := F(\Sigma^n, t)$. Of course, the normal speed of $\Gamma_t$ at a point $p$ is given by the mean curvature of $\Sigma^n_t$ at $p$. Thus, if we parametrize $\Gamma_t$ with respect to turning angle $\theta$ by a curve $\gamma : S^1 \rightarrow \mathbb{E}^2$, then the component of the velocity normal to $\Gamma_t$ is given by

$$(\partial_t \gamma)^\perp(\theta, t) = -H(\theta, t)\nu(\theta).$$

It is readily checked that the tangential component of the velocity must be $-H_\theta \tau$ (cf. [10]) so that

$$\partial_t \gamma(\theta, t) = -H(\theta, t)\nu(\theta) - H_\theta(\theta, t)\tau(\theta).$$

We will need the following evolution equations.
Lemma 3.2. Let \( \gamma : S^1 \times [-T, 0) \to \mathbb{R}^{n+1} \) be a solution of (6), where \( H \) is given by (4). Then
\[
\kappa_t = \kappa^2 \kappa_\theta + |\Pi|^2 \kappa - (n - 1) \lambda \tan \theta (\lambda \kappa_\theta - 2 \kappa \lambda_\theta),
\]
(7)
\[
\lambda_t = \kappa^2 \lambda_\theta + |\Pi|^2 \lambda - \lambda (H + \kappa) \tan \theta \lambda_\theta,
\]
(8)
\[
H_t = \kappa^2 H_\theta + |\Pi|^2 H - (n - 1) \lambda^2 \tan \theta H_\theta,
\]
(9)
and
\[
-\frac{d}{dt} A = 2\pi + (n - 1) \int \frac{\lambda}{\kappa} d\theta,
\]
(10)
where \( |\Pi|^2 := \kappa^2 + (n - 1) \lambda^2 \) and \( A(t) \) is the area enclosed by \( \Gamma_t \).

Proof. First, we compute directly from (6) (cf. [10])
\[
\kappa_t = \kappa^2 (H_\theta + H)
\]
(11) and, from the definition of \( \lambda \),
\[
\lambda_t = \lambda^2 (H - \tan \theta H_\theta).
\]
(12)
The first two identities, (7) and (8), now follow from the identity (5) and its derivative
\[
\kappa_\theta \lambda_\theta + \kappa \lambda_\theta = (\kappa \lambda_\theta)_\theta = -\lambda (\kappa - \lambda) + \frac{\sin \theta}{\lambda} (\kappa_\theta - 2 \lambda_\theta).
\]
(12)
Together they imply the identity (9) for \( H \). To obtain the final identity, we observe that
\[
-\frac{d}{dt} A = \int_0^L L ds = 2\pi + (n - 1) \int \frac{\lambda}{\kappa} d\theta,
\]
where \( s(t) \) is the arc-length parameter for \( \Gamma_t \) and \( L(t) \) is its length. \( \square \)

3.2. The approximating solutions. Our approximating solutions are given by evolving rotated timeslices of the Angenent oval by mean curvature flow: Denote the Angenent oval by \( \gamma : S^1 \times (-\infty, 0) \to \mathbb{R}^2 \) and set \( \Gamma_t := \gamma(S^1, t) \). Given any \( R > 0 \), we rotate the curve \( \Gamma_R := \Gamma_{-R} \) about the \( x \)-axis (the ‘short’ axis) to form an \( O(n) \)-invariant hypersurface \( \Sigma^R \) in \( \mathbb{R}^{n+1} \); that is, identifying \( \mathbb{R}^2 \) with \( \mathbb{E}^2 := \text{span}\{e_1, e_2\} \subset \mathbb{R}^{n+1} \), we consider the hypersurface
\[
\Sigma^R := \{ x_R(\theta)e_1 + y_R(\theta)\varphi : \theta \in S^1, \varphi \in S^{n-1} \subset \{e_1\}^\perp \},
\]
where \( x_R \) and \( y_R \) are defined by \( \gamma(\theta, -R) = x_R(\theta)e_1 + y_R(\theta)e_2 \).

We want to evolve the rotated ovals by mean curvature flow. So fix an initial parametrization \( F_0^R : \Sigma^R \to \mathbb{R}^{n+1} \) and consider the \( O(n) \)-invariant solution \( F_R : S^n \times [-T_R, 0) \to \mathbb{R}^{n+1} \) of mean curvature flow with initial datum \( F_R(\cdot, 0) = F_0^R \).
Finally, we denote by $\Gamma^R_t := \Sigma^R_t \cap \mathbb{E}^2$ be the profile curve of $\Sigma^R_t := F^R_t(S^n, t)$ and denote its turning angle parametrization by $\gamma^R_t : S^1 \times [-T^R, 0)$. Then $\gamma^R$ satisfies (6). As usual, we normalize $\theta$ so that the unit tangent vector field $\tau^R_t$ satisfies $\tau^R_t(0) = e_1$.

By uniqueness of solutions of the mean curvature flow, we note that the reflection symmetry of $\gamma^R$ in both axes is preserved under the flow. Since the solution also remains strictly convex [13], it follows that the points $\gamma^R(\frac{\pi}{2}, t)$ and $\gamma^R(\pi, t)$ are the unique points of $\Gamma^R_t$ which lie on the positive $x$-axis and the positive $y$-axis respectively. These points will play an important role in our analysis.

4. Existence

We want to show that our sequence of approximating solutions $F^R_t : S^n \times [-T^R, 0) \to \mathbb{R}^{n+1}$ converges to a compact ancient solution of mean curvature flow along some subsequence $R_i \to \infty$. It will suffice to obtain uniform estimates for the time of existence, $T^R$, the mean curvature, $H^R$, and for the vertical displacement. We will also need a lower bound for the horizontal displacement to ensure that the limit solution does not lie in a smaller slab. We will return to the approximating solutions in Section 8 where they play an important role in our investigation of the asymptotics of the limit solution.

Observe that, by the reflection symmetries of $\gamma^R$, $\partial_\theta \kappa^R(\cdot, t) = 0$ when $\theta \in \{0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$ and, by the rotation symmetry of $\gamma^R$, $(\kappa^R - \lambda^R)(\theta, t) = 0$ when $\theta \in \{\frac{\pi}{2}, \frac{3\pi}{2}\}$ for all $t \in [-T^R, 0)$. Recalling the formula (5) for $\lambda^R$, this implies, in particular, that the set $\{0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$ is critical for $H^R$ for all $t \in [-T^R, 0)$. We will see that these are the only critical points of $\kappa^R$ and $\lambda^R$ (and hence $H^R$) at the initial time. Using the maximum principle, we will show that $\kappa^R$ and $\lambda^R$ develops no new critical points along $\gamma^R$ during its evolution.

**Lemma 4.1.** For every $t \in [-T^R, 0)$

$$\partial_\theta \kappa^R(\cdot, t) > 0 \text{ in } (\frac{\pi}{2}, \pi) \text{ and } (\kappa^R - \lambda^R)(\cdot, t) > 0 \text{ in } (\frac{\pi}{2}, \frac{3\pi}{2})$$.

In particular, for every $t \in [-T^R, 0)$,

$$H^R_{\min}(t) := \min_{\omega \in S^1} H^R(\omega, t) = H^R\left(\frac{\pi}{2}, t\right) < H^R(\theta, t) \text{ for all } \theta \in (\frac{\pi}{2}, \pi]$$ and

$$H^R_{\max}(t) := \max_{\omega \in S^1} H^R(\omega, t) = H^R(\pi, t) > H^R(\theta, t) \text{ for all } \theta \in [\frac{\pi}{2}, \pi).$$

**Proof.** For convenience, we will drop the subscript $R$ and use subscripts $t$ and $\theta$ to denote the corresponding partial derivatives.
Consider the functions $u := \frac{\kappa}{\lambda}$ and $v := \kappa_\theta$. By Lemma 3.1, $u = 1$ on the spatial boundary of $(-\frac{\pi}{2}, \frac{\pi}{2}) \times [-T, 0)$. We claim that $u > 1$ in $(-\frac{\pi}{2}, \frac{\pi}{2})$ at the initial time. Indeed, differentiating (2) we find that $v = \kappa_\theta > 0$ when $\theta \in (\frac{\pi}{2}, \pi)$. Thus,

\[ y(\theta, -T) = \int_{-\pi}^{\theta} \frac{\sin u}{\kappa(u, -T)} du > -\frac{\cos \theta}{\kappa(\theta, -T)} \]

and hence, by the definition of $\lambda$, $\kappa(\theta, -T) > \lambda(\theta, -T)$ for any $\theta \in (\frac{\pi}{2}, \pi)$. The claim then follows from the symmetries of the profile curve.

Recalling the evolution equations (7) and (8) for $\kappa$ and $\lambda$ from Lemma 3.2, we find that $u$ satisfies

\[ u_t - \kappa^2 u_{\theta\theta} - 2\kappa^2 u_\theta \frac{\lambda_\theta}{\lambda} = -(n - 1)\lambda^2 \tan \theta u_\theta - 2 \tan^2 \theta H(\kappa - \lambda) \]

in $(-\frac{\pi}{2}, \frac{\pi}{2}) \times [-T, 0)$. Thus, if $u$ reaches a new local minimum at some interior point then, at that point,

\[ 0 \geq u_t - \kappa^2 u_{\theta\theta} = -2 \tan^2 \theta H(\kappa - \lambda) \]

and hence $\kappa \geq \lambda$. We conclude that $u \geq 1$ in $[-\frac{\pi}{2}, \frac{\pi}{2}] \times [-T, 0)$ and hence in all of $S^1 \times [-T, 0)$. In fact, by the strong maximum principle, we have the strict inequality $u > 1$ in the interior $(-\frac{\pi}{2}, \frac{\pi}{2}) \times (-T, 0)$.

Next, we consider the function $v := \kappa_\theta$ for $\theta \in (\frac{\pi}{2}, \pi)$. By the reflection symmetries of the profile curve, we find that $v = 0$ on the spatial boundary $\{\frac{\pi}{2}, \pi\} \times [-T, 0)$ and we saw above that $v > 0$ in $(\frac{\pi}{2}, \pi)$ at the initial time. Recalling (11), we find that $v$ satisfies

\[ v_t = \kappa^2 (H_{\theta\theta} + H)_{\theta} + 2\kappa \kappa_\theta (H_{\theta\theta} + H) \]

\[ = \kappa^2 (v_{\theta\theta} + v) + 2\kappa v (v_\theta + \kappa) + (n - 1)\kappa [2v(\lambda_{\theta\theta} + \lambda) + \kappa(\lambda_{\theta\theta} + \lambda)_\theta] \]

in $(\frac{\pi}{2}, \pi) \times (-T, 0)$.

To control the final term, we differentiate (12) to obtain

\[ \kappa_{\theta\theta} \lambda_\theta + 2\kappa_\theta \lambda_{\theta\theta} + \kappa \lambda_{\theta\theta\theta} = 2\lambda_\theta - \kappa_\theta - \kappa \lambda_\theta + \frac{\kappa \lambda_\theta}{\kappa - \lambda} (\kappa_{\theta\theta} - 2\lambda_{\theta\theta}) \]

\[ - \left( \lambda + \frac{\kappa \lambda_\theta^2}{(\kappa - \lambda)^2} \right) (\kappa_\theta - 2\lambda_\theta) . \]

Combining this with (12), we find

\[ \kappa(\lambda_{\theta\theta} + \lambda)_\theta + 2v(\lambda_{\theta\theta} + \lambda) = 6\lambda_\theta \left( \lambda + \frac{\kappa \lambda_\theta^2}{(\kappa - \lambda)^2} \right) + \frac{\lambda \lambda_\theta}{\kappa - \lambda} v_\theta \]

\[ - \frac{\lambda_\theta^2}{(\kappa - \lambda)^2} (H + \lambda) v . \]
We have proved that $\kappa > \lambda$, so we can estimate $H + \lambda < 3\kappa$ and, recalling (3), $\lambda_\theta > 0$. Thus,

$$v_t \geq \kappa^2(v_{\theta\theta} + v) + 2\kappa v(v_\theta + \kappa) + (n - 1)\kappa \left( \frac{\lambda\lambda_\theta}{\kappa - \lambda} v_\theta - 3 \frac{\lambda_\theta^2}{(\kappa - \lambda)^2} \kappa v \right)$$

$$= \kappa^2 v_{\theta\theta} + (2\kappa v - (n - 1)\lambda^2 \tan \theta) v_\theta + 3(\kappa^2 - (n - 1)\lambda^2 \tan^2 \theta) v .$$

The strong maximum principle now implies that $v > 0$ in $(\frac{\pi}{2}, \pi) \times (-T, 0)$, completing the proof of the lemma.

For each $t \in [-T_R, 0)$ we define the horizontal and vertical displacements

$$h_R(t) := \max_{\theta \in S^1} |\langle \gamma_R(\theta, t), e_1 \rangle| \quad \text{and} \quad \ell_R(t) := \max_{\theta \in S^1} |\langle \gamma_R(\theta, t), e_2 \rangle| .$$

Note that, since $\Gamma^R_t$ is convex and symmetric under reflection about the axes,

$$h_R(t) = \langle \gamma_R(\frac{\pi}{2}, t), e_1 \rangle \quad \text{and} \quad \ell_R(t) = \langle \gamma_R(\pi, t), e_2 \rangle .$$

The product of $h_R$ and $\ell_R$ is controlled by the area enclosed by $\gamma_R$.

**Lemma 4.2.** For any $t \in [-T_R, 0)$,

$$-\frac{\pi}{2} t \leq h_R(t) \ell_R(t) \leq -n\pi t ,$$

where $h_R(t)$ and $\ell_R(t)$ are given by (14).

**Proof.** Let $A_R(t)$ denote the area of the region enclosed by the profile curve. Then, estimating $0 < \lambda \leq \kappa$ and integrating (10), we may estimate

$$-2\pi t \leq A_R(t) \leq -2n\pi t .$$

On the other hand, since $\Gamma^R_t$ is convex, it lies inside the rectangle $[-h_R(t), h_R(t)] \times [-\ell_R(t), \ell_R(t)]$ and outside the parallelogram with vertices $\pm\gamma_R(\frac{\pi}{2}, t) = \pm(h_R(t), 0)$ and $\pm\gamma_R(\pi, t) = \pm(0, \ell_R(t))$, and hence

$$2 h_R(t) \ell_R(t) \leq A_R(t) \leq 4 h_R(t) \ell_R(t) .$$

Combining (15) and (16) yields the lemma.

Combining Lemma 4.2 with the estimates, provided by Lemma 2.1, for the initial values $h_R(-T_R)$ and $\ell_R(-T_R)$ yields a crude estimate for $T_R$.

**Corollary 4.3.**

$$\frac{R}{2n} (1 - e^{-R}) \leq T_R \leq R + \log 2 .$$

Next, we bound the minimum of the mean curvature in terms of the horizontal and vertical displacements.
Lemma 4.4. For every $t \in [-T_R, 0)$,

$$H_{\min}(t) \leq \frac{2nh_R(t)}{\ell_R^2(t) + h_R^2(t)}.$$ 

Proof. Fix any $t \in [-T_R, 0)$ and write $h_R = h_R(t)$ and $\ell_R = \ell_R(t)$. Consider, for some $\rho > h_R$, the point $A := (-\rho - h_R, 0)$ and the circle $C$ centered at $A$ and with radius $\rho$. Then $\gamma_R(\pi, t) = (0, \ell_R)$ lies outside $C$ provided that (see Figure 2)

$$(\rho - h_R)^2 + \ell_R^2 > \rho^2 \iff \rho < \frac{\ell_R^2 + h_R^2}{2h_R}.$$ 

Note that for all $t \in [-T_R, 0)$ $\ell_R(t) > h_R(t)$, since, by Lemma 4.1 $H_R(\frac{\pi}{2}, t) > H_R(\pi, t)$.

Consider now any $\rho > h_R$ satisfying (17). Note that $\gamma_R(\frac{\pi}{2}, t) = (h_R, 0) \in C$ and, by the reflection symmetry of $\Gamma_t$ along the $x$-axis, $\Gamma_t$ and $C$ must be tangent at $\gamma_R(\frac{\pi}{2}, t) = (h_R, 0)$.

Claim 4.4.1. $\Gamma_t$ lies outside of $C$ near the point $\gamma_R(\frac{\pi}{2}, t) = (h_R, 0)$.

Once we have established Claim 4.4.1, the lemma follows. Indeed, by the rotational symmetry of $\Gamma_t$ about the $x$-axis, $\Sigma_t$ must lie outside
the sphere centered at $A$ of radius $\rho$ around the point $(h_R, 0, 0)$ and hence, by the maximum principle,

$$H_R \left( \frac{\pi}{2}, t \right) \leq \frac{n}{\rho} \quad \text{for any} \quad \rho < \frac{\ell_{\min}^2 + h_R^2}{2h_R}.$$

**Proof of Claim 4.4.1.** Suppose the Claim is false. Then, by its reflection symmetry, $\Gamma^R_t$ lies to the *inside* of $C$ locally around $(h_R, 0)$. By the rotational symmetry of $\Sigma^R_t$ and the maximum principle, we conclude $H_R \left( \frac{\pi}{2}, t \right) \leq \frac{n}{\rho}$ for any $\rho < \frac{\ell_{\min}^2 + h_R^2}{2h_R}$.

As explained above, this completes the proof of the lemma. □

Lemmas 4.1, 4.2 and 4.4 can now be combined to bound the horizontal displacement $h_R$ from below.

**Lemma 4.5.** For every $t \in [-T_R, 0)$

$$h_R(t) \geq \frac{\pi}{2} (1 - e^{-R})e^{2t}.$$

**Proof.** Using Lemmas 4.1 and 4.4 we find

$$\frac{d(-h_R(t))}{dt} = H_R \left( \frac{\pi}{2}, t \right) = H_{\min}^R(t) \leq \frac{2nh_R(t)}{\ell_{\min}^2(t) + h_R(t)} \leq \frac{2nh_R(t)}{\ell_{R}^2(t)}.$$

On the other hand, Lemma 4.2 yields the estimate

$$\ell_R(t) \geq \frac{-\pi t}{2h_R(t)} \geq -t.$$
so that
\[ \frac{d}{dt}(-\log(h_R(t))) \leq \frac{2n}{t^2} = \frac{d}{dt} \left( \frac{2n}{-t} \right). \]

Integrating yields
\[ -\log(h_R(t)) + \log(h_R(-T_R)) \leq \frac{2n}{-t} - \frac{2n}{T_R}. \]

Using Lemma 2.1 to bound \( h_R(-T_R) = h(-R) \) we obtain
\[ h_R(t) \geq h_R(-T_R) \exp \left( \frac{2n}{T_R} + \frac{2n}{t} \right) \geq \frac{\pi}{2} (1 - e^{-R}) e^{\frac{2n}{t}}. \]

Combining Lemmas 4.2 and 4.5 yields an estimate for \( \ell_R(t) \).

**Corollary 4.6.** For every \( t \in [-T_R, 0) \),
\[ \ell_R(t) \leq -\frac{2ne^{-\frac{2n}{t}}}{1 - e^{-R}}. \]

Using the Harnack inequality, we can now estimate \( H_{\text{max}} \).

**Lemma 4.7.** For any \( t \geq -\frac{T_R}{2} \),
\[ H_{\text{max}}^R(t) = H_R(\pi, t) \leq \frac{2n\sqrt{2}e^{-\frac{2n}{t}}}{1 - e^{-R}}. \]

**Proof.** By the differential Harnack estimate [11, Corollary 1.2],
\[ H_R(\pi, s) \geq \sqrt{\frac{t + T_R}{s + T_R}} H_R(\pi, t) \]
for \(-T_R \leq t < s < 0 \). Lemma 1.1 then yields
\[ \ell_R(t) = \int_0^t H_R(\pi, s)ds \geq H_R(\pi, t) \int_0^t \frac{1}{\sqrt{s + T_R}} ds \]

\[ = H_{\text{max}}^R(t) 2\sqrt{t + T_R} \left( \sqrt{T_R - \sqrt{T_R + t}} \right) \]

\[ = H_{\text{max}}^R(t) 2\sqrt{t + T_R} \frac{-t}{\sqrt{T_R + \sqrt{T_R + t}}} \]

\[ \geq H_{\text{max}}^R(t) \sqrt{t + T_R} \frac{-t}{\sqrt{T_R}}. \]

For \( t > -\frac{T_R}{2} \), we obtain
\[ \ell_R(t) \geq H_{\text{max}}^R(t) \frac{-t}{\sqrt{2}}. \]

The claim now follows from Corollary 4.6. \( \square \)
Any of various well-known compactness arguments now yield the desired ancient solution (see for example [16, Chapters 3 and 4]).

**Theorem 4.8.** There is a sequence of approximating solutions which converges locally uniformly in the smooth topology to a smooth, compact, convex, $O(1) \times O(n)$-invariant ancient solution of mean curvature flow which lies in the slab $\Omega := \{(x, y, z) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{n-1} : |x| < \frac{\pi}{2}\}$ and in no smaller slab.

**Proof.** Let $\{R_i\}_{i \in \mathbb{N}}$ be a sequence of positive numbers which go to infinity as $i$ goes to infinity and denote by $F_i := F_{R_i} : S^n \times [-T_i, 0) \to \mathbb{R}^{n+1}$ the corresponding approximating solution, where $T_i := T_{R_i}$. By Corollary 4.3, $T_i$ goes to infinity as $i$ goes to infinity. Since any convex hypersurface satisfies $|\Pi|^2 \leq H^2$, Lemma 4.7 yields a bound for the curvature $|\Pi_i|$ of $F_i$ on any compact subset $K \subset S^n \times (-\infty, 0)$ uniform in $i$. The estimates of [9] then provide, for every $k \in \mathbb{N}$ and $m \in \mathbb{N}$, bounds for $|\nabla^k t \nabla^m \Pi_i|$ on $K$, uniformly in $i$. Combined with a uniform bound for the displacement $|F_i|$ coming from Corollary 4.6, these estimates can be translated into uniform bounds for the derivatives $|\partial^k t \partial^m \phi \partial^n \varphi F_i|$ on $K$. By the Arzelà–Ascoli Theorem and a diagonal subsequence argument, a subsequence of the flows $F_i$ converge locally uniformly in $C^\infty$ to an ancient solution $F_\infty : S^n \times (-\infty, 0) \to \mathbb{R}^{n+1}$. The limit is certainly weakly convex, $\Pi_\infty \geq 0$, since this is the case for each $F_i$. Strict convexity then follows from the strong maximum principle for the second fundamental form and compactness of the limit. The limit is $O(1) \times O(n)$-invariant and lies in the slab $\Omega$ for all $t \in (-\infty, 0)$ since this is the case for each of the approximating solutions. By Lemma 4.5, the limit cannot lie in any smaller slab. \qed

5. Unique asymptotics

We now want to study $O(n)$-invariant ancient solutions lying in a slab more generally. Our ultimate goal is to show that the solution constructed in Theorem 4.8 is the unique such solution. As a first step, we will show that all such solutions have the correct asymptotics. Indeed, well-known arguments show that the ‘parabolic’ region is asymptotic to the boundary of the slab (Lemma 5.1) while the ‘edge’ region is asymptotic to a Grim hyperplane (Lemma 5.2). By carefully estimating the area enclosed by the profile curve (Lemma 5.4), we are able to show that this Grim hyperplane must have the same width as the slab (Corollary 5.6). This is quite a strong conclusion as it provides an asymptotic description of the solution all the way up to the parabolic region. This makes the treatment of the ‘intermediate’ region in
our case quite different from the one required for the ancient solutions constructed in [12] (see [3]).

So consider any convex ancient solution $F : S^n \times (-\infty, 0) \to \mathbb{R}^{n+1}$ of mean curvature flow that is $O(n)$-invariant with respect to some $e_1 \in S^n$ and lies in the slab $\Omega := \{(x, y, z) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{n-1} : |x| < \frac{\pi}{2}\}$ (and in no smaller slab). We write $\Sigma_t = \Sigma^n_t := F(S^n, t)$ and, given some $e_2 \in S^{n-1} \subset \{e_1\} \perp$, parametrize the profile curve $\Gamma_t := \Sigma^n_t \cap E^2$ with respect to turning angle by a curve $\gamma : S^1 \times (-\infty, 0) \to E^2$, where $E^2 := \text{span}\{e_1, e_2\} \cong \{(x, y, z) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{n-2} : z = 0\}$. As usual, we denote by $\tau$ and $\nu$ the unit tangent vector and outward pointing unit normal and by $\kappa(\cdot, t)$ and $\lambda(\cdot, t)$ the curvature and rotational curvature, so that $H(\cdot, t) = \kappa(\cdot, t) + (n-1)\lambda(\cdot, t)$ is the mean curvature of $F$.

Finally, for each $t < 0$ we define the vertical displacement

$$\ell(t) := \max_{\theta \in S^1} |\langle \gamma(\theta, t), e_2 \rangle|.$$ 

Since $\Gamma_t$ is convex and rotationally symmetric,

$$\ell(t) = \langle \gamma(\pi, t), e_2 \rangle = -\langle \gamma(0, t), e_2 \rangle.$$ 

We note that, unlike the situation in the previous section, the curve $\Gamma_t$ is not, a priori, reflection symmetric in the $y$-axis.

We first show that the parabolic region looks like the boundary of the slab as $t \to -\infty$.

**Lemma 5.1.** For any sequence of times $t_i \to -\infty$ the sequence of mean curvature flows $\Sigma^i_t$ defined for $t \in (-\infty, -t_i)$ by $\Sigma^i_t := \Sigma_{t+t_i}$ converges locally uniformly in the smooth topology to the stationary mean curvature flow defined by $\partial \Omega$.

**Proof.** Fix any sequence of times $t_i \to -\infty$ and any $t < 0$. Since $\Omega$ is the smallest slab containing the solution, there exists, by the avoidance principle, sequences of points $\bar{x}_i$ and $\bar{e}_i \in \Sigma_{t+t_i}$ satisfying $\langle \bar{x}_i, e_1 \rangle \to \frac{\pi}{2}$ and $\langle \bar{e}_i, e_1 \rangle \to -\frac{\pi}{2}$ as $i \to \infty$. On the other hand, by the $O(n)$-invariance of the solution and the avoidance principle, there exists a sequence of points $y_i \in \Sigma_{t+t_i}$ such that $\langle y_i, e_2 \rangle \to \infty$. By convexity and $O(n)$-invariance of $\Sigma_t$, we conclude that $\Sigma^i_t$ converges locally uniformly in the Hausdorff topology to $\partial \Omega$ as $i \to \infty$. That the convergence is in the smooth topology follows as in Theorem 4.8 since, by the Harnack inequality, the mean curvature is monotone non-decreasing in $t$. \qed

We next show that the ‘edge’ region looks like a Grim hyperplane of width $\alpha \pi$ as $t \to -\infty$, where $\alpha \in (0, 1]$ is defined by

$$\alpha^{-1} := \lim_{t \to -\infty} H(\pi, t).$$
Note that the limit exists since, by the Harnack inequality, $H$ is non-decreasing in $t$. We denote the inverse of the Gauss map of $\Sigma_t$ by $P$; that is, given $v \in S^n$, $P(v, t)$ is the point of $\Sigma_t$ with unit outward normal $v$.

**Lemma 5.2.** For any sequence of times $t_i \to -\infty$ and any unit vector $\varphi \in \{e_1\}^\perp$ the sequence of mean curvature flows $\{\Sigma^i_t\}_{t \in (-\infty, -t_i)}$ defined by $\Sigma^i_t := \Sigma_{t+t_i} - P(\varphi, t_i)$ converges locally uniformly in the smooth topology to the scaled Grim hyperplane $\alpha G^\alpha_{2t}$, where $G_t$ is the Grim hyperplane which translates in the direction $\varphi$ with unit speed; i.e.
\[
G_t^n := \{\theta e_1 + (t - \log \cos \theta) \varphi\}, \quad t \in (-\infty, \infty).
\]

**Proof.** That a subsequence of the flows converges locally uniformly in $C^\infty$ to a weakly convex eternal limit mean curvature flow contained in the slab $\Omega$ follows similarly as in Theorem 4.8. Now observe that, by the $O(n)$-invariance, the solution $\Sigma_t$ satisfies
\[
\frac{\lambda(0, t)}{\ell(t)} = 1
\]
which tends to 0 as $t$ tends to $-\infty$ because $\Sigma_t$ cannot lie, for all $t < 0$, in any compact subset of $\mathbb{R}^{n+1}$. By the strong maximum principle, the limit of the sequence of flows $\{\Sigma_t\}_{t \in (-\infty, 0)}$ must therefore split off an $(n-1)$-plane (see, for example, [16, Proposition 4.2.7]). Moreover, the limit of the profile curves must satisfy curve shortening flow. Since the curvature of the limit is constant in time with respect to the turning angle parametrization, [11, Theorem 8.1] shows that the profile curve moves by translation and we conclude that the limit is a Grim hyperplane. Since $\lim_{t \to -\infty} H(\pi, t) = \alpha^{-1}$ exists, as defined in equation (19), then the limit flow is the Grim hyperplane $\alpha G^\alpha_{2t}$, independently of the chosen subsequence. Finally, since the limit lies in the slab $\Omega$, $\alpha$ cannot be greater than 1. 

The remainder of this section is devoted to showing that $\alpha$ must be equal to 1. We will need the following lemma.

**Lemma 5.3.** For all $t < 0$
\[
\lambda(\cdot, t) \leq \min \left\{ \kappa(\cdot, t), \frac{\alpha}{-t} \right\}.
\]

**Proof.** By Lemma 3.1 $\lambda(\pm \frac{\pi}{2}, t) = \kappa(\pm \frac{\pi}{2}, t)$ for all $t$ and, by Lemma 5.2
\[
\lim_{t \to -\infty} \frac{\kappa}{\lambda}(\theta, t) = \infty
\]
for any $\theta \in (-\frac{\pi}{2}, \frac{\pi}{2})$. It now follows from the evolution equation (13) and the symmetry of $\gamma$ that $\kappa \geq \lambda$ in $S^1 \times (-\infty, 0)$. 

\[\text{COLLAPSING ANCIENT SOLUTIONS OF MCF 19}\]
Next, we claim that
\begin{equation}
\ell(t) = \langle \gamma(\pi, t), e_2 \rangle \geq -\alpha^{-1} t
\end{equation}
for all \( t < 0 \). Indeed, since the translated profile curves converge to the Grim Reaper of width \( \alpha \pi \) and, by the Harnack inequality, \( H(\pi, t) \) is non-decreasing in \( t \), we find \( H(\pi, t) \geq \alpha^{-1} \) for all \( t < 0 \) and hence
\[ \frac{d}{dt} \langle \gamma(\pi, t), e_2 \rangle = -H(\pi, t) \leq -\alpha^{-1}. \]
Integrating from \( t \) to 0 yields (21). Furthermore, since we have shown that \( \kappa \geq \lambda \), (5) shows that \( \lambda(\theta, t) \) is non-decreasing in \( \theta \) for \( \theta \in \left[ \frac{\pi}{2}, \pi \right] \cup \left[ \frac{3\pi}{2}, 2\pi \right] \) and non-increasing in \( \theta \) for \( \theta \in \left[ 0, \frac{\pi}{2} \right] \cup \left[ \pi, \frac{3\pi}{2} \right] \). We conclude that also
\[ \lambda(\theta, t) \leq \lambda(\pi, t) = \lambda(0, t) = \frac{1}{\langle \gamma(\pi, t), e_2 \rangle} \leq \frac{\alpha}{-t}. \]

We now show that the area enclosed by \( \Gamma_t \) grows almost like \(-2\pi t\) to highest order in \( t \).

**Lemma 5.4.** For every \( t < 0 \) and any \( \omega \in \left( 0, \frac{\pi}{2} \right) \)
\[ A(t) \leq -2\pi t + 2(n - 1)(\pi + n\alpha L(\omega, t) \log(-t)), \]
where \( A(t) \) denotes the area enclosed by the profile curve \( \gamma(\cdot, t) \) and \( L(\omega, t) \) is the length of the segment \( \gamma(\cdot, t) \mid_{\left[ \frac{\pi}{2} + \omega, \frac{3\pi}{2} - \omega \right]} \).

**Proof.** Integrating (10) and recalling the reflection symmetry of \( \Gamma_t \) yields, for any \( \omega \in \left( 0, \frac{\pi}{2} \right) \),
\[ A(t) = -2\pi t + 2(n - 1) \int_t^0 \left( \int_{\left[ 0, \frac{\pi}{2} - \omega \right] \cup \left[ \pi, \frac{3\pi}{2} - \omega \right]} \frac{\lambda(\theta, \sigma)}{\kappa(\theta, \sigma)} d\theta \right) d\sigma \]
\[ + 2(n - 1) \int_t^0 \left( \int_{\left[ \frac{\pi}{2} - \omega, \frac{3\pi}{2} - \omega \right]} \frac{\lambda(\theta, \sigma)}{\kappa(\theta, \sigma)} d\theta \right) d\sigma. \]

Using Lemma 5.3 to estimate
\[ \lambda \leq \begin{cases} \kappa & \text{if } -1 < t < 0 \\ \frac{\alpha}{-t} & \text{if } t < -1 \end{cases} \]
in the first line and \( \lambda \leq \kappa \) in the second yields
\[ A(t) \leq -2\pi t + 2(n - 1)(\pi - 2\omega t) \]
\[ + 2(n - 1)\alpha \int_t^{-1} \frac{1}{-\sigma} \left( \int_{\left[ 0, \frac{\pi}{2} - \omega \right] \cup \left[ \pi, \frac{3\pi}{2} - \omega \right]} \frac{d\theta}{\kappa(\theta, \sigma)} \right) d\sigma. \]
The claim follows by estimating, for any $t < \sigma < 0$,
\[
\kappa(\theta, t) \leq H(\theta, t) \leq H(\theta, \sigma) \leq n\kappa(\theta, \sigma).
\]
\[
\square
\]

We now have all the ingredients needed to prove that $\alpha = 1$.

**Lemma 5.5.** $\alpha = 1$.

**Proof.** First note that, by the convergence of the edge region to the Grim hyperplane (Lemma 5.2), the length of any fixed segment $\gamma([\frac{\pi}{2} + \omega, \frac{3\pi}{2} - \omega], t)$ is bounded as $t \to -\infty$. Thus, the area estimate of Lemma 5.4 provides, for any $\omega \in (0, \frac{\pi}{2})$, some time $t_\omega < 0$ such that
\[
A(t) \leq -(2\pi + 5(n - 1)\omega)t \quad \text{for all} \quad t < t_\omega.
\]
Recalling (21), this becomes
\[
(22) \quad A(t) \leq (2\pi + 5(n - 1)\omega)\alpha \ell(t) \quad \text{for all} \quad t < t_\omega.
\]
On the other hand, for any $\omega \in (0, \frac{\pi}{2})$, we can estimate the enclosed from area below by (see figure 3)
\[
\frac{1}{2} A(t) \geq \ell(t) \cdot (x(\frac{\pi}{2} - \omega, t) - x(\frac{3\pi}{2} + \omega, t)) + A^+(\omega, t) - A^-(\omega, t),
\]
where, setting $h_+(t) := x(\frac{\pi}{2}, t)$ and $h_-(t) := x(-\frac{\pi}{2}, t)$,
\[
A^+(\omega, t) := \frac{1}{2} \left( \ell(t) - [y(\frac{\pi}{2} - \omega, t) - y(0, t)] \right) (h_+(t) - x(\frac{\pi}{2} - \omega, t))
\]
\[
+ \frac{1}{2} \left( \ell(t) - [y(-\frac{\pi}{2} + \omega, t) - y(0, t)] \right) (x(-\frac{\pi}{2} + \omega, t) - h_-(t)),
\]
and
\[
A^- := \int_{-\frac{\pi}{2} + \omega}^{\frac{\pi}{2} - \omega} [y(\theta, t) - y(0, t)] \frac{\cos \theta}{\kappa(\theta, t)} d\theta.
\]
But, as the segment $\gamma(\cdot, t)|_{-\frac{\pi}{2} + \omega, \frac{\pi}{2} - \omega}$ converges to the corresponding segment of the Grim Reaper of width $\alpha$ as $t \to -\infty$, there exists some time $t_{\omega, \alpha} \leq t_\omega$ such that for all $t < t_{\omega, \alpha}$
\[
\alpha \pi \geq x(\frac{\pi}{2} - \omega, t) - x(-\frac{\pi}{2} + \omega, t) \geq \alpha (\pi - 3\omega),
\]
\[
\max\{y(\frac{\pi}{2} - \omega, t) - y(0, t), y(-\frac{\pi}{2} + \omega, t) - y(0, t)\} \leq c_1(\omega, \alpha)
\]
\[
A^-(\omega, t) \leq c_2(\omega, \alpha)
\]
and, since $\gamma$ is contained in the slab $\{(x, y) \in \mathbb{R}^2 : -\frac{\pi}{2} < x < \frac{\pi}{2}\}$ and in no smaller slab,
\[
\pi - \alpha \omega \leq h_+(t) - h_-(t) \leq \pi.
\]
Putting these together yields
\begin{equation}
A(t) \geq (2\pi\alpha - 7\alpha \omega + (1 - \alpha)\pi)\ell(t) - \pi c_1 - 4c_2.
\end{equation}
Recalling (22), we obtain
\[ 0 \geq [(1 - \alpha)\pi - (7 + 5(n - 1))\alpha \omega] \ell(t) - \pi c_1 - 4c_2. \]
Choosing \( \omega \) so small that \( (1 - \alpha)\pi > (7 + 5(n - 1))\alpha \omega \) and letting \( t \) tend to \(-\infty\) yields a contradiction, unless \( \alpha = 1 \).

This yields the desired asymptotics for the edge region.

**Corollary 5.6.** For any sequence of times \( t_i \to -\infty \) and any unit vector \( \varphi \in \{e_1\}^\perp \) the sequence of mean curvature flows \( \{\Sigma^i_{t_i}\}_{t \in (-\infty, -t_i)} \) defined by \( \Sigma^i_{t_i} := \Sigma_{t+t_i} - P(\varphi, t_i) \) converges locally uniformly in the smooth topology to the Grim hyperplane \( G^n_t \) defined by (20).

### 6. Reflection Symmetry

Combining our knowledge of the asymptotics of the solution with the Alexandrov reflection principle, we will show that the solution must be reflection symmetric with respect to the hyperplane \( \{x_1 = 0\} \). We remark that the Alexandrov reflection principle has been used by Chow and Gulliver [6, 7] to prove gradient estimates for geometric flows and,
recently, by Bryan and Louie to prove uniqueness of convex ancient curve shortening flows on the sphere [5]. We will apply it in a novel way in Section 8 to prove the uniqueness result of Theorem 1.2.

Let us begin by recalling the reflection principle: Let \( \Sigma^n \) be any smooth, embedded hypersurface of \( \mathbb{R}^{n+1} \) which bounds an open set \( \Omega \subset \mathbb{R}^{n+1} \). Given a unit vector \( e \in S^n \) and some \( \alpha \in \mathbb{R} \), denote by \( \Pi_{e,\alpha} \) the halfspace \( \{ p \in \mathbb{R}^{n+1} : \langle p, e \rangle < \alpha \} \) and by \( R_{e,\alpha} : \Sigma := \{ p - 2(\langle p, e \rangle - \alpha)e : p \in \Sigma \} \) the reflection of \( \Sigma \) across the hyperplane \( \partial \Pi_{e,\alpha} \). Following Chow [6], we say that \( \Sigma \) can be reflected strictly about \( \Pi_{e,\alpha} \) if \( (R_{e,\alpha} \cdot \Sigma) \cap \Pi_{e,\alpha} \subset \Omega \cap \Pi_{e,\alpha} \). The Alexandrov reflection principle can be stated as follows.

**Lemma 6.1** (Alexandrov reflection principle). Let \( \{ \Sigma_t \}_{t \in [t_0, 0)} \) be a smooth, embedded solution of mean curvature flow. If \( \Sigma_{t_0} \) can be reflected strictly about \( \Pi_{e,\alpha} \) then \( \Sigma_t \) can be reflected strictly about \( \Pi_{e,\alpha} \) for all \( t \in [t_0, 0) \).

**Proof.** This is a consequence of the strong maximum principle and the boundary point lemma for strictly parabolic equations. See [6, Theorem 2.2]. \( \square \)

**Theorem 6.2.** Let \( \{ \Sigma_t \}_{t \in (-\infty, 0)} \) be a compact, convex, \( O(n) \)-invariant ancient solution of mean curvature flow in \( \mathbb{R}^{n+1} \) that lies in the slab \( \Omega := \{ (x, y, z) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{n-1} : |x| < \frac{\pi}{2} \} \) (and in no smaller slab). Then \( \Sigma_t \) is reflection symmetric in the plane \( \{ (x, y, z) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{n-1} : x = 0 \} \) for all \( t < 0 \).

**Proof.** Consider, for any \( \alpha \in (0, \frac{\pi}{2}) \), the halfspace \( \Pi_{\alpha} := \{ (x, y, z) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{n-1} : x < \alpha \} = \Pi_{e_{1,\alpha}} \).

**Claim 6.2.1.** For every \( \alpha \in (0, \frac{\pi}{2}) \) there exists \( t_\alpha > -\infty \) such that \( \Sigma_t \) can be reflected strictly about \( \Pi_{\alpha} \) for all \( t < t_\alpha \).

**Proof of Claim 6.2.1.** Suppose that the claim does not hold. Then there must be some \( \alpha \in (0, \frac{\pi}{2}) \) and a sequence of times \( t_i \to -\infty \) such that \( (R_{e,\alpha} \cdot \Sigma_{t_i}) \cap \Pi_{\alpha} \cap \Sigma_{t_i} \neq \emptyset \). Choose a sequence of points \( p_i = x_i e_1 + y_i e_2 \in \Gamma_{t_i} \) whose reflection about the hyperplane \( \Pi_{\alpha} \) satisfies \( (2\alpha - x_i)e_1 + y_ie_2 \in (R_{e,\alpha} \cdot \Gamma_{t_i}) \cap \Pi_{\alpha} \cap \Sigma_{t_i} \), where \( \Gamma_{t_i} \) denotes the profile curve of \( \Sigma_t \) in span\{\( e_1, e_2 \)\}, and set \( p_i' = x'_i e_1 + y'_i e_2 := (2\alpha - x_i)e_1 + y_ie_2 \).

Without loss of generality, we may assume that \( y'_i = y_i \geq 0 \). Since \( \alpha \leq x_i < \frac{\pi}{2} \), the point \( p'_i \) satisfies \( \alpha \geq x'_i > -\frac{\pi}{2} + 2\alpha \) so that, after passing to a subsequence, \( \theta' := \lim_{i \to \infty} x'_i \in [\frac{-\pi}{2} + 2\alpha, \alpha] \). Then, by Corollary 5.6,

\[
\lim_{i \to \infty} (\langle P(e_2, t_i), e_2 \rangle - y_i) = \lim_{i \to \infty} (\langle P(e_2, t_i), e_2 \rangle - y'_i) = -\log \cos \theta',
\]
where recall that $P$ is the inverse of the Gauss map. But then, again by Corollary 5.6
\[
\lim_{i \to \infty} x_i = - \lim_{i \to \infty} x'_i = -2\alpha + \lim_{i \to \infty} x_i.
\]
But this implies that $\alpha = 0$, a contradiction. □

It now follows from Lemma 6.1 that $\Sigma_t$ can be reflected across $\Pi_\alpha$ for all $t < 0$. The same argument applies when the halfspace $\Pi_\alpha$ is replaced by $-\Pi_\alpha = \{ (x, y, z) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{n-1} : x > -\alpha \}$. Now take $\alpha \to 0$. □

7. Area and displacement estimates

We now continue our study of convex $O(n)$-invariant ancient solutions lying in a slab. Our aim in this section is to derive refined estimates for the area $A(t)$ of the regions enclosed by the curves $\Gamma_t$ and for their vertical displacement $\ell(t)$. The latter estimate is the final ingredient needed to prove the uniqueness of the solution constructed in Theorem 4.8.

Since, by Theorem 6.2, we know that any such solution is reflection symmetric with respect to the hyperplane $\{x_1 = 0\}$, the horizontal displacement
\[
h(t) := \max_{\theta \in S^1} \langle \gamma(\theta, t), e_1 \rangle
\]
satisfies
\[
h(t) = \langle \gamma(\frac{\pi}{2}, t), e_1 \rangle = -\langle \gamma(-\frac{\pi}{2}, t), e_1 \rangle.
\]
We also note that the minimum value of the mean curvature occurs at the poles,
\[
(24) \quad \min_{\theta \in S^1} H(\theta, t) = H(\pm \frac{\pi}{2}, t) \quad \text{for all} \quad t < 0.
\]
Indeed, by Lemma 5.3 and the identity (5), we see that $\lambda(\cdot, t)$ is non-decreasing in $(\frac{\pi}{2}, \pi)$. Thus, using once more Lemma 5.3 and the $O(n)$-invariance,
\[
\kappa(\theta, t) \geq \lambda(\theta, t) \geq \lambda(\frac{\pi}{2}, t) = \kappa(\frac{\pi}{2}, t)
\]
for all $\theta \in (\frac{\pi}{2}, \pi)$. By the reflection symmetries of $\gamma$, this proves (24).

We want to obtain a better bound for $A(t)$ than the one provided in Lemma 5.4. To do so, we need a better estimate for the integral of $\lambda(\cdot, t)$. Note that the part of the curve $\Gamma_t$ with $y > 0$ can be written as a
graph \( (x, u(x, t)) \) with \( x \in [-h(t), h(t)] \). With respect to this graphical representation, the integral of \( \lambda \) becomes

\[
\frac{1}{4} \int_{x_t} \lambda \, ds = \int_{0}^{h(t)} \frac{1}{u(x, t)} dx,
\]

where \( s = s(t) \) is the arc-length parameter for \( \Gamma_t \). So we would like to estimate the graph height \( u \) from below. Note that \( u \) evolves according to

\[
\frac{du}{dt} = \frac{u_{xx}}{1 + (u_x)^2} - \frac{n - 1}{u} = -H \sqrt{1 + u_x^2}.
\]

Since \( H \) is non-decreasing in \( t \) and, by the edge asymptotics (Corollary 5.6), tends to \( |\cos \theta| \) as \( t \) tends to \(-\infty\), we can estimate

\[
-\frac{du}{dt} \geq 1.
\]

Given \( x \in [0, \frac{\pi}{2}) \), denote by \( T(x) \in (-\infty, 0) \) the time at which the profile curve passes through the point \( xe_1 \). Then \( h(T(x)) = x \) and hence \( u(x, T(x)) = 0 \) so that, integrating the preceding inequality between \( T \) and \( t \),

\[
u(x, t) \geq -t + T(x) \quad \text{for all } x \in [0, h(t)].
\]

We will estimate \( T(x) \) from below by estimating \( h(t) \) similarly as in Lemmas 4.4 and 4.5. Fix \( x \in [0, \frac{\pi}{2}) \) and consider the circle \( \mathcal{C}(x, t) \) which passes through the points \( \gamma(\frac{\pi}{2}, t) = (h(t), 0) \) and \( (x, u(x, t)) \). Then, proceeding as in the proof of Lemma 4.4, we find that \( \Gamma_t \) lies locally outside of \( \mathcal{C}(x, t) \) near \( (h(t), 0) \) and hence

\[
H_{\text{min}}(t) \leq \frac{2n(h(t) - x)}{u(x, t)^2 + (h(t) - x)^2} \leq \frac{2n(h(t) - x)}{u(x, t)^2}.
\]

On the other hand, estimating \( H(0, t) \geq |\cos 0| = 1 \),

\[
\ell(t) = -\int_{x}^{0} H(0, s) \, ds \geq -t
\]

so that, setting \( x = 0 \) in (26),

\[
H_{\text{min}}(t) \leq \frac{n\pi}{(-t)^2}.
\]

This then implies

\[
-\frac{dh}{dt} = H_{\text{min}} \leq \frac{2nh}{h^2 + \ell^2} \leq \frac{2nh}{(-t)^2},
\]

which, after integrating, yields

\[
h(t) \geq h(T_0) \exp \left( \frac{2n}{t} - \frac{2n}{T_0} \right) \quad \text{for any } T_0 < t < 0.
\]
and hence, after taking $T_0 \to -\infty$,

$$h(t) \geq \frac{\pi}{2} e^{\frac{2n}{t}} \geq \frac{\pi}{2} \left(1 - \frac{2n}{t}\right) \quad \text{for all} \quad t < 0.$$  \hfill (28)

Setting $t = T(x)$, this now provides an estimate for $T(x)$ and hence $u(x, t)$:

$$u(x, t) \geq -t + T(x) \geq -t - \frac{n\pi}{\frac{\pi}{2} - x}.$$  \hfill (29)

We can now pass this estimate back into (26)! By carefully choosing the point $x$, the process can be iterated.

**Lemma 7.1.** For every $k \in \mathbb{N}$ there exists a constant $c_k$ such that, for all $t < 0$ and all $x \in [0, h(t)]$,

\begin{align*}
(i) & \quad H_{\min}(t) \leq \frac{n\pi k c_k}{(-t)^{k+1}}, \\
(ii) & \quad h(t) \geq \frac{\pi}{2} \left(1 - \frac{2nc_k}{(-t)^k}\right) \quad \text{and} \\
(iii) & \quad u(x, t) \geq -t - \left(\frac{n\pi c_k}{\frac{\pi}{2} - x}\right)^\frac{1}{k}.
\end{align*}

**Proof.** Since $H(\cdot, t) \sim (-t)^{-\frac{1}{2}}$ \cite{13} and $u(\cdot, t) \to 0$ as $t \to 0$ \cite{13}, it suffices to find, for each $k \in \mathbb{N}$, some $t_k \leq 0$ such that the claims hold for all $t < t_k$. Note also that the estimates (27), (28) and (29) prove the claim in the case $k = 1$. So suppose that the claim holds for some integer $k \geq 1$. Given $t < 0$ choose $x = x(t)$ so that

$$\frac{\pi}{2} - x = \frac{2n\pi c_k}{(-t)^k}.$$

Then, when $t \leq t_k := -(4nc_k)^\frac{1}{k}, \ x \geq 0$ and, by the induction hypothesis on $h$, $x \leq h(t)$ and hence, by the induction hypothesis on $u$, $u(x, t) \geq -(1 - 2^{-\frac{1}{k}})t$. Recalling (26), we then obtain

$$H_{\min}(t) \leq \frac{n\pi (k + 1)c_{k+1}}{(-t)^{k+2}},$$

where $c_{k+1} := \frac{2nc_k}{(1 - 2^{-\frac{1}{k}})(k+1)}$. Integrating in time from $-\infty$ to $t$ yields

$$h(t) \geq \frac{\pi}{2} \left(1 - \frac{2nc_{k+1}}{(-t)^{k+1}}\right).$$

Finally, setting $t = T(x)$ and recalling (29),

$$u(x, t) \geq -t - \left(\frac{n\pi c_k}{\frac{\pi}{2} - x}\right)^\frac{1}{k}.$$
The claim now follows by induction. \( \square \)

We can now prove the desired area estimate.

**Corollary 7.2.** There exists a constant \( C \) such that
\[
-t + (n-1) \log(-t) + C \geq \frac{A(t)}{2\pi} \geq -t + (n-1) \log(-t) - C
\]
for all \( t \in (-\infty, 1) \).

**Proof.** The claims will follow by estimating the integral of \( \lambda \) appropriately.

**Claim 7.2.1.** For any \( \varepsilon > 0 \)
\[
\int_{\Gamma_t} \lambda \, ds \leq \frac{2\pi}{-t} + o\left( \frac{1}{(-t)^{2-\varepsilon}} \right).
\]

**Proof of Claim [7.2.1]** Let \( c(x,t) = \sqrt{\rho(t)^2 - (x-a(t))^2} \) be the graph of the circle of radius \( \rho(t) := \frac{1}{\pi} (-t)^2 \) and centre \((a(t),0)\), where \( a(t) := -\rho(t) + h(t) \). Note that \( c \) and \( u \) are tangent at the point \((h(t),0)\). Set
\[
x(t) := \inf\{ x \in [\frac{\pi}{4}, h(t)] : u(x,t) = c(x,t) \}.
\]
Then \( u \) lies above \( c \) in \([0,x(t))\) and hence, recalling (25),
\[
\frac{1}{4} \int_{\Gamma_t} \lambda \, ds = \int_0^{x(t)} \frac{dx}{u(x,t)} + \int_{\text{arc } x(t)} \lambda \, ds,
\]
where, for any \( x \in [0,h(t)] \), \( \text{arc } x \) is the arc of \( \Gamma_t \) joining the point \((h(t),0)\) to the point \((x,u(x))\). Set
\[
\xi(t) := h(t) - x(t).
\]
By the monotonicity of \( \lambda \) and the convexity of \( \Gamma_t \), we may estimate
\[
\int_{\text{arc } x(t)} \lambda \, ds \leq \lambda(x(t),t) \xi(t) \leq - \frac{\cos \theta^u(t)}{u(x(t),t)} (\xi(t) + u(x(t),t))
\]
(30)
\[
\leq - \cos \theta^c(t) \left( 1 + \frac{\xi(t)}{c(x(t),t)} \right),
\]
where \( \xi(t) \) is the length of \( \text{arc } x(t) \) and \( \theta^u \) resp. \( \theta^c \) is the angle between the tangent vector to \( u \) resp. \( c \) and the \( x \)-axis at \( x(t) \). We claim that
\[
\xi(t) \leq \frac{C_k}{(-t)^k}
\]
(31)
for any \( k \in \mathbb{N} \), where \( C_k := 2nc_k \left( 1 - \frac{1}{\sqrt{2}} \right)^{-k} \). Indeed, by Lemma [7.1]
\[
-t - \left( \frac{\pi c_k}{\xi(t)} \right)^{\frac{1}{k}} \leq u(x(t),t) = c(x(t),t) \leq \sqrt{2\rho \xi(t)} = -t \sqrt{\frac{2}{\pi} \xi(t)}.
\]
Rearranging yields

\[
\frac{2}{\pi} \xi(t) \left( 1 - \sqrt{\frac{2}{\pi} \xi(t)} \right)^k \leq \frac{2n c_k}{(-t)^k}.
\]

The claim follows since, by assumption, \( \xi(t) \leq \frac{\pi}{4} \). We can now use (31) to estimate

\[
\frac{\xi(t)}{c(x(t), t)} = \sqrt{\frac{\xi(x(t), t)}{\pi} - \xi} \leq o \left( \frac{1}{(-t)^k} \right)
\]

and

\[
-\cos \theta_c = \frac{1}{\sqrt{1 + c'(x(t))^2}} = \frac{1}{\sqrt{1 + \frac{(\rho - \xi(t))^2}{2\rho \xi(t) - \xi(t)^2}}} \leq o \left( \frac{1}{(-t)^k} \right)
\]

for any \( k \in \mathbb{N} \). Recalling (30), we conclude that

\[
\int_{\text{arc} x(t)} \lambda \, ds \leq o \left( \frac{1}{(-t)^k} \right)
\]

for any \( k \in \mathbb{N} \).

Since \( u \) lies above \( c \) in \( \left[ \frac{\pi}{4}, x(t) \right] \), we may estimate the remaining term by

\[
\int_0^{x(t)} \frac{dx}{u(x, t)} \leq \int_0^{x_0(t)} \frac{dx}{u(x, t)} + \int_{x_0(t)}^{h(t)} \frac{dx}{u(x, t) c(x, t)}
\leq \frac{x_0(t)}{u(x_0(t), t)} + \int_{x_0(t)}^{h(t)} \frac{dx}{\sqrt{\rho^2 - (x - a)^2}}.
\]

where \( x_0(t) \geq \frac{\pi}{4} \) will be chosen in a moment. Note that

\[
\int_{x_0(t)}^{h(t)} \frac{dx}{\sqrt{\rho^2 - (x - a)^2}} = \frac{\pi}{2} - \arcsin \left( \frac{1 - h(t) - x_0(t)}{\rho} \right)
\leq \sqrt{\frac{2(h(t) - x_0(t))}{(h(t) - x_0(t))}} + o \left( \frac{h(t) - x_0(t)}{\rho} \right)
= \frac{2\pi(h(t) - x_0(t))}{-t} + o \left( \frac{1}{(-t)^2} \right).
\]

Now choose \( x_0(t) \) so that \( \frac{\pi}{2} - x_0(t) = \frac{\pi n c_k}{(-t)^k} \). Then, by Lemma 7.1, \( 0 \leq x_0(t) \leq h(t) \) for \( t \leq t_k < 0 \), say, and hence

\[
u(x_0(t), t) \geq -t - c_{k,l}(-t)^{\frac{k}{l}}
\]
for any \( l > k \in \mathbb{N} \), where \( c_{k,l} := (c_l/c_k)^{\frac{1}{k}} \). We conclude that
\[
h(t) - x_0(t) \leq \frac{\pi}{2} - x_0(t) = \frac{\pi nc_k}{(-t)^k}
\]
and
\[
x_0(t) \leq \frac{\pi}{-2t} \frac{1}{1 - c_{k,l}(-t)^{\frac{k}{k-1}}} \leq \frac{\pi}{-2t} \left( 1 + c_{k,l}(-t)^{\frac{k}{k-1}} \right)
\]
for any \( l > k \in \mathbb{N} \) and hence
\[
\int_{x_0(t)}^{x_0(t)+u(x_0(t),t)} \frac{dx}{u(x,t)} \leq \frac{\pi}{-2t} + o \left( \frac{1}{(-t)^{2-\varepsilon}} \right)
\]
for any \( \varepsilon > 0 \). Combined with (32), this completes the proof of the claim. \( \square \)

Integrating (10) and applying Claim 7.2.1 now yields, on the one hand,
\[
A(t) \leq -2\pi t + 2\pi (n - 1) \log(-t) + 2\pi C \quad \text{for all} \quad t < -1
\]
for some constant \( C \).

On the other hand, applying Hölder’s inequality, we can estimate
\[
h(t)^2 \leq \int_0^{h(t)} u(x) dx \int_0^{h(t)} \frac{1}{u(x)} dx = \frac{A(t)}{16} \int_0^{L(t)} \lambda(s, t) ds
\]
so that, bounding \( h \) from below using Lemma 7.1,
\[
\int_{\Gamma_t} \lambda(s, t) ds \geq \frac{2\pi \left(1 - \frac{2\pi c_1}{-t}\right)^2}{-t + (n - 1) \log(-t) + C} \geq \frac{2\pi}{-t} - o \left( \frac{1}{(-t)^{2-\varepsilon}} \right)
\]
for any \( \varepsilon > 0 \). Integrating (10), we conclude that
\[
A(t) \geq -2\pi t + 2\pi (n - 1) \log(-t) - 2\pi C \quad \text{for all} \quad t < -1
\]
for some \( C \geq 0 \). \( \square \)

The area estimates of Corollary 7.2 allow us to prove the following displacement bound.

**Lemma 7.3.** For any \( \varepsilon \in (0, 1) \),
\[
\ell(t) \leq -t + o((-t)^\varepsilon).
\]
Proof. Given $t < 0$ and $k \in \mathbb{N}$ set $x(t) := \frac{\pi}{2} - \frac{n \pi c}{(-t)^k}$ so that, by Lemma 7.1, $h \geq x \geq 0$ (for all $t < t_k$, say). Then we may estimate the area under the graph of $u(\cdot, t)$ from below by

$$\frac{1}{4} A(t) \geq u(x(t), t) x(t) + \frac{1}{2} (\ell(t) - u(x(t), t)) x(t)$$

$$= \frac{1}{2} (\ell(t) + u(x(t), t)) x(t)$$

$$= \frac{\pi}{4} (\ell(t) + u(x(t), t)) \left(1 - \frac{2nc_k}{(-t)^k}\right).$$

Recalling Lemma 7.1 once more, we may estimate $u(x(t), t)$ from below by

$$u(x(t), t) \geq -t - \left(\frac{n \pi c_l}{\frac{\pi}{2} - x(t)}\right)^{\frac{1}{2}} = -t - c_{k,l}(-t)^{\frac{1}{2}}$$

for any $l \in \mathbb{N}$, where $c_{k,l} := (\frac{c_l}{c_k})^{\frac{1}{2}}$ and hence, bounding $A(t)$ from above as in Corollary 7.2,

$$\ell(t) \left(1 - \frac{2nc_k}{(-t)^k}\right) \leq -t \left(1 - \frac{2nc_k}{(-t)^k}\right) + 4nc_k(-t)^{1-k}$$

$$+ 2((n - 1) \log(-t) + C) + c_{k,l}(-t)^{\frac{1}{2}} \left(1 - \frac{2nc_k}{(-t)^k}\right).$$

The claim follows since we may choose $l = rk$ with $r \in \mathbb{N}$ arbitrarily large. \qed

As a consequence, we are able to obtain a slightly better lower bound for $H$ than the crude estimate $H(\theta, t) \geq |\cos \theta|$ provided by the Harnack inequality.

**Corollary 7.4.** For any $\varepsilon \in (0, 1)$

$$H(\theta, t) \geq |\cos \theta| \left(1 + \frac{n - 1}{-t} - o \left(\frac{1}{(-t)^{2-\varepsilon}}\right)\right) \text{ for all } \theta \in S^1.$$

Proof. By symmetry, it suffices to prove the claim for $\theta \in (-\pi/2, \pi/2)$ (note that for $\theta = \pm \pi/2$ the claim holds trivially). Consider the function $w : (-\frac{\pi}{2}, \frac{\pi}{2}) \times (-t, 0) \to \mathbb{R}$ defined by $w(\theta, t) := f(t) \cos \theta$, where the function $f : (-\infty, 0) \to \mathbb{R}_+$ will be determined momentarily. Observe that

$$w_t = \kappa^2 w_{\theta\theta} + |\Pi|^2 w + \left(\frac{f'}{f} - (n - 1) \lambda^2\right) w,$$
where \(|II|^2 := \kappa^2 + (n-1)\lambda^2\). Recalling (9), we compute
\[
\frac{w}{H} \left( \partial_t - \kappa^2 \partial_\theta^2 \right) \frac{H}{w} = 2 \frac{w}{H} \left( \frac{H}{w} \right) \frac{w_\theta}{w} - (n-1)\lambda^2 \tan \theta \frac{H_\theta}{H} - \left( \frac{f'}{f} - (n-1)\lambda^2 \right).
\]

Rewriting
\[
\frac{H_\theta}{H} = \frac{w}{H} \left( \frac{H}{w} \right) - \frac{w_\theta}{w} \quad \text{and} \quad \frac{w_\theta}{w} = - \tan \theta
\]
we obtain
\[
\frac{w}{H} \left( \partial_t - \kappa^2 \partial_\theta^2 \right) \frac{H}{w} + \tan \theta \frac{w}{w} \left( \frac{H}{w} \right) \left( (n-1)\lambda^2 + 2 \right)
= (n-1)\sec^2 \theta \lambda^2 - \frac{f'}{f}
= \frac{(n-1)}{y^2} - \frac{f'}{f} \geq \frac{(n-1)}{\ell^2} - \frac{f'}{f}.
\] (35)

Now fix any \(\varepsilon \in (0,1)\). Then, by Lemma 7.3, there is some \(C < \infty\) such that
\[
\frac{1}{\ell(t)^2} \geq \frac{1}{(-t)^2} - \frac{C}{(-t)^{3-\varepsilon}}
\]
for all \(t \in (-\infty, -1]\), say. Thus, if we set
\[
f(t) := \exp \left( (n-1) \left[ \frac{1}{-t} - \frac{C}{(2-\varepsilon)(-t)^{2-\varepsilon}} \right] \right)
\]
so that
\[
\frac{f'(t)}{f(t)} = (n-1) \left[ \frac{1}{(-t)^2} - \frac{C}{(-t)^{3-\varepsilon}} \right] \leq \frac{n-1}{\ell(t)^2}
\]
for all \(t < -1\) then, by the maximum principle,
\[
\min_{S^1 \times \{t\}} \frac{H}{w} \geq \min_{S^1 \times \{t_0\}} \frac{H}{w} \quad \text{for all} \quad -1 > t > t_0.
\]

But, by Corollary 5.6, the right hand side approaches 1 as \(t \to -\infty\). The claim follows by estimating \(\exp(\zeta) \geq 1 + \zeta\).

Integrating the lower speed bound yields a displacement bound.

**Lemma 7.5.** The limit
\[
C := \lim_{t \to -\infty} \left( \ell(t) + t - (n-1)\log(-t) \right)
\]
exists (in the extended real line \(\mathbb{R} \cup \{\infty\}\)).
Proof. Given any $\varepsilon \in (0, 1)$ set $f(t) := \frac{C}{1-\varepsilon} - \frac{1}{t}$ for some $C \in \mathbb{R}$. By Corollary 7.4 we can choose $C$ so that

$$\frac{d}{dt}(\ell + t - (n-1) \log(-t) - f) \leq 0.$$ 

The claim follows because $\lim_{t \to -\infty} f = 1$. $\square$

Remark 7.6. At this point, it should be possible to obtain higher order terms in the asymptotic expansion for $\ell$ by passing the better estimate $\ell(t) \sim -t + (n-1) \log(-t)$ back into the machine of Lemma 7.1. This may be useful for some applications; however, it will not be needed to obtain the uniqueness result of Theorem 1.2.

8. Uniqueness

We are now almost ready to prove uniqueness of the solution constructed in Theorem 4.8. But first we need to show that the limit

$$C := \lim_{t \to -\infty} (\ell(t) + t - (n-1) \log(-t))$$

is finite on the particular solution that we have constructed. To achieve this, we will obtain area and displacement bounds for its approximating solutions by the methods developed in Section 7. The precise knowledge of the initial data for the approximating solutions will then allow us to show that $C$ is finite.

Note first that the Harnack inequality does not yield the necessary lower speed bound $H_R \geq |\cos \theta|$ along the approximating solutions. By construction, the desired estimate does hold at the initial time $t = -T_R$, however, since, by (2), $H_R(\theta, -T_R) \geq \kappa_R(\theta, -T_R) > |\cos \theta|$. It also holds trivially at the points $\{\pm \frac{\pi}{2}\} \times [-T_R, 0)$. Setting $f \equiv 0$ in (35), the maximum principle then yields

$$H_R(\theta, t) \geq |\cos \theta| \quad \text{for all} \quad (\theta, t) \in S^1 \times [-T_R, 0).$$

This estimate, combined with Lemma 2.1, allows us to proceed similarly as in Section 7 to obtain an analogue of Corollary 7.2. Namely,

$$-t + (n-1) \log(-t) + C \geq \frac{A_R(t)}{2\pi} \geq -t + (n-1) \log(-t) - C$$

for all $t \in [-T_R, -1)$, where $C < \infty$ is a constant which does not depend on $R$. In particular, bounding $A_R$ from above by the area of the region of the slab between the lines $y = \pm \ell_R$, we obtain the lower bound

$$\ell_R(t) \geq -t + (n-1) \log(-t) - C \quad \text{for all} \quad t \in [-T_R, -1).$$
Since \( C \) does not depend on \( R \), this estimate passes to the limit solution. So it remains to bound \( \ell_R \) from above (uniformly in \( R \)). Proceeding as in the proof of Lemma 7.3 we also obtain, for any \( \varepsilon \in (0, 1) \),

\[
\ell_R(t) \leq -t + C(-t)^\varepsilon \quad \text{for all} \quad t \in [-T_R, -1],
\]

where \( C \) depends on \( \varepsilon \) but not on \( R \). Recalling (2) and Corollary 4.3, we now find that, for \( \theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \),

\[
H_R(\theta, t) \cos \theta \geq \frac{1}{\sqrt{1 - e^{-2R}}} + \frac{n-1}{R} \geq 1 + \frac{n-1}{T_R} + o\left( \frac{1}{T_R^{2-\varepsilon}} \right)
\]

for any \( \varepsilon \in (0, 1) \). The maximum principle, applied as in Corollary 7.4, then yields, for any \( \varepsilon \in (0, 1) \),

\[
H_R(\theta, t) \geq |\cos \theta| \left( 1 + \frac{n-1}{-t} - \frac{C}{(-t)^{2-\varepsilon}} \right)
\]

for all \( (\theta, t) \in S^1 \times [-T_R, -1) \), where \( C < \infty \) depends on \( \varepsilon \) but not on \( R \). Thus, as in Lemma 7.5, given any \( \varepsilon \in (0, 1) \) we may choose \( C < \infty \) so that

\[
\frac{d}{dt}(\ell_R(t) + t - (n-1) \log(-t) - f) \leq 0 \quad \text{for all} \quad t \in [-T_R, -1),
\]

where \( f(t) := \frac{C}{1-\varepsilon (-1)^{-1}}. \) Integrating yields

\[
\ell_R(t) + t - (n-1) \log(-t) \leq \ell_R(-T_R) - T_R - (n-1) \log(-T_R) + f(t) - f(-T_R)
\]

for all \( t \in [-T_R, 0) \). But the initial area is given exactly by \( A_R(-T_R) = 2\pi R \) and the initial displacement \( \ell_R(-T_R) \) is comparable to \( R \) so that, recalling (37),

\[
\ell_R(-T_R) \leq T_R + (n-1) \log T_R + C + \log 2.
\]

Since \( \lim_{t \to -\infty} f(t) = 1 \) and \( C \) is independent of \( R \), taking \( R \to \infty \) we conclude that the limit in (38) is finite.

We now have all the required estimates in place needed to prove uniqueness of the solution constructed in Theorem 1.1.

**Proof of Theorem 1.2.** Let \( \{ \Sigma_t \}_{t \in (-\infty, 0]} \) be the solution constructed in Theorem 4.8 and let \( \{ \Sigma'_t \}_{t \in (-\infty, 0]} \) be another compact, convex \( O(n) \)-invariant ancient solution that lies in the slab \( \Omega := \{ (x, y, z) \in \mathbb{R}^{n+1} : \frac{3}{2} < x < \frac{5}{2} \} \) (and in no smaller slab). Note that, by Theorem 6.2, the latter solution is also reflection symmetric about the hyperplane \( \{x_1 = 0\} \). Let \( \gamma : S^1 \times (-\infty, 0) \to \mathbb{E}^2 \) and \( \gamma' : S^1 \times (-\infty, 0) \to \mathbb{E}^2 \) be
turning angle parametrizations of the profile curves $\{\Gamma_t\}_{t \in (-\infty,0)}$ and $\{\Gamma'_t\}_{t \in (-\infty,0)}$ of the two solutions, respectively. Recall that the limits

$$ C := \lim_{t \to -\infty} (\ell(t), e_2) + t - \log(-t) \quad \text{and} \quad C' := \lim_{t \to -\infty} (\ell'(t), e_2) + t - \log(-t) $$

exist and that $C$ is finite, where $\ell(t)$ and $\ell'(t)$ are the vertical displacements of $\Gamma_t$ and $\Gamma'_t$, respectively. We claim that $C = C'$. Indeed, if $C \neq C'$ then there must be some $t_0 < 0$ such that, for all $t < t_0$, either $\ell(t) < \ell'(t)$ or $\ell'(t) < \ell(t)$. Recalling the notation of Section 6, set $\tilde{\Sigma}^\alpha_t := (R \cdot \Sigma_t) \cap \Pi_0$ for any $\alpha \in (0, \frac{\pi}{2})$ and $\tilde{\Sigma}'_t := \Sigma'_t \cap \Pi_0$. Then $\partial \tilde{\Sigma}^\alpha_t \cap \partial \tilde{\Sigma}'_t = \emptyset$ for all $t < t_0$. Moreover, applying Corollary 5.6 as in Claim 6.2.1, we can find, for each $\alpha \in (0, \frac{\pi}{2})$, some $t_\alpha > \infty$ such that $\tilde{\Sigma}^\alpha_t \cap \tilde{\Sigma}'_t = \emptyset$ for all $t < t_\alpha$. It now follows from the strong maximum principle (cf. [6, Theorem 2.2]) that $\tilde{\Sigma}^\alpha_t \cap \tilde{\Sigma}_t = \emptyset$ for all $t < t_0$. Taking $\alpha \to 0$, we see that either $\Omega_t \subset \Omega'_t$ or $\Omega'_t \subset \Omega_t$ for all $t < t_0$, where $\Omega_t$ and $\Omega'_t$ are the domains bounded by $\Sigma_t$ and $\Sigma'_t$, respectively. But, by the avoidance principle, $\Sigma_t$ and $\Sigma'_t$ must intersect for all $t < 0$, so we conclude from the strong maximum principle that $\Sigma_t = \Sigma'_t$ for all $t < t_0$ and hence for all $t < 0$.

So we can assume that $C = C'$. Consider, for any $\tau > 0$, the solution $\Sigma^\tau_t := \Sigma_{t+\tau}$. The vertical displacement $\ell^\tau$ of this solution’s profile curve satisfies

$$ C^\tau := \lim_{t \to -\infty} (\ell^\tau(t) + t - \log(-t)) > C $$

and hence $C^\tau > C'$. Arguing as above, we conclude that the regions $\Omega'_t$ bounded by $\Sigma^\tau_t$ satisfy $\Omega'_t \subset \Omega^\tau_t$. Taking $\tau \to 0$, we conclude that the two solutions must be identical. \qed
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