Classification of Gurumukhi month’s name images using various convolutional neural network optimizers
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Abstract

The Gurumukhi script has a complex structure for which text recognition based on an analytical approach can misinterpret the script. For error-free results in text recognition, the author has proposed a holistic approach based on classification of Gurumukhi month’s name images. For this, a new convolutional neural model has been developed for automatic feature extraction from Gurumukhi text images. The proposed convolutional neural network is designed with five convolutional, three polling layers, one flatten layer and one dense layer. To validate the results of the proposed model, the dataset was self-created from 500 distinct writers. The performance of the model has been analyzed with 100 epochs, 40 batch sizes and different optimizers. The various optimizers that have been used for this experimentation are SGD, Adagrad, Adadelta, RMSprop, Adam, and Nadam. The experimental results show that the proposed CNN model performed best with Adam optimizer in terms of accuracy, computational time, F1 score, precision and recall.
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1 Introduction

Nowadays, research on handwritten text image analysis and recognition for regional applications have become very popular as most of the essential information in our daily lives is going to be transferred electronically through computers. The electronically processed data are easy to handle and can be preserved for future use. In regional applications, handwritten text recognition is the most challenging task due to the complex structure of scripts like Gurumukhi. Usually, two different approaches, named analytical approach and holistic approach, are used for text recognition. An analytical approach to text recognition is basically a character level segmentation approach, where a complete handwritten text is segmented into small units called characters for recognition. On the other hand, the holistic approach is a segmentation-free approach, in which the contour or shape information of the text is transferred to an appropriate recognizer for recognition. In handwritten text with overlapped and touching characters, where it is hard to segment the characters, the holistic approach outperforms the analytical approach in terms of recognition accuracy. In the present work, the author has proposed a holistic approach to handwritten Gurumukhi text recognition.

The recognition accuracy of handwritten text is also affected by the method used for feature extraction of text images. There are two methods of feature extraction. One is manual feature extraction and the other is automatic feature extraction. In manual feature extraction of a text image, features that are unique to the image are identified and the methods to extract them are implemented. Previously, various manual feature extraction methods were explored by researchers for text recognition. For example,
(Sharma et al. 2008) and (Sharma et al. 2009) manually extracted the low level features (linearity, curliness, width, height, aspect ratio, slope, area, etc.) and high level features (loops, crossings, straight lines, headlines, and dots) of online handwritten Gurumukhi characters in their proposed work and achieved 90.08% text recognition accuracy. (Dhir 2010), has explored various moments like Zernike moments, pseudo-Zernike moments, and orthogonal Fourier-Mellin moments for moment-based invariant features extraction of Roman and Gurumukhi characters. The best results were found using pseudo-Zernike moments. (Kumar et al. 2011) compared the handwriting of various writers based on zoning, directional and diagonal features. (Kumar et al. 2014) proposed various feature extraction techniques like parabola curve fitting-based features and power curve fitting-based features for recognition of offline Gurumukhi characters and achieved 98.10% accuracy when tested on the kNN classifier. (Kumar et al. 2015) and (Verma & Sharma 2017) both manually extracted 64 point features of online handwritten Gurumukhi characters in their research work for Gurumukhi text recognition (Kumar et al. 2017) used discrete wavelet transformations (DWT2), discrete cosine transformations (DCT2), fast Fourier transformations and fan beam transformations to obtain a feature set of offline handwritten Gurumukhi characters for text classification. (Singh et al. 2017), in their article, proposed a points feature, discrete Fourier transformation features, and directional features for the recognition of the online handwritten Gurumukhi script. The proposed feature extraction method gives maximum character recognition accuracy of 97.1%. (Kumar and Gupta 2017) achieved recognition accuracy of 99.3% on offline handwritten Gurumukhi characters using local binary pattern (LBP) features, directional features, and regional features. In this article, text classification is done using a deep neural network. (Mahto et al. 2018) recognized offline handwritten Gurumukhi characters based on histogram oriented gradient (HOG) and pyramid histogram oriented gradient (PHOG) features. (Kumar et al. 2018) and (Sakshi et al. 2018), in their research work, prove that the writer identification in Gurumukhi text can be performed with an accuracy of 89.85% and 81.75% respectively, when a combination of various features extraction methods like zoning, transitions, and peak extent-based features, centroid, parabola curve fitting, and power curve fitting methods are used. (Kumar et al. 2019) recognized works written by distinct writers in the 18th to twentieth century using zoning, discrete cosine transformations, and gradient feature extraction methods. Based on these features, the authors have achieved recognition accuracy of 95.91%. (Garg et al. 2019) and proposed zoning, diagonal, peak extent-based features (horizontally and vertically) and shadow features with a combination of k-NN, decision tree, and random forest classifier for recognition of degraded handwritten Gurumukhi characters. In their article, the authors achieved a maximum recognition accuracy of 96.03% using a random forest classifier with zoning and shadow features. (Kumar et al. 2020) worked on a dataset of offline handwritten Gurumukhi characters and numerals to evaluate the performance of various classifiers based on peak extent features, diagonal features, and centroid features.

Manual feature extraction can be replaced by a deep neural network for automatic feature extraction. The authors used deep neural networks for text classification. For example, (Jindal et al. 2020) proposed a technique that used a deep convolutional neural network to analyze 3500 Gurumukhi characters for feature extraction. The network obtained an accuracy of 98.32 percent on the training set and 74.66 percent on the test set using two convolutional and two pooling layers. Similarly, (Singh et al. 2021) used a convolutional neural network to recognize online Gurumukhi words and achieved 97% accuracy. (Geetha et al. 2021) proposed a sequence-to-sequence approach based on CNN-RNN models in order to recognize offline handwritten text effectively. The proposed model has been simulated on IAM and RIMES handwritten databases and showed competitive word recognition accuracy. (Ahmed et al. 2021) demonstrated the deep CNN-based contextual recognition of handwritten scripts in the Arabic language. The proposed CNN model has been simulated on six benchmark databases that are MADBase, CMATERDB, HACDB, SUST-ALT, SUST-ALT, and SUST-ALT datasets. The proposed technique shows a high level of classification accuracy when compared with the conventional method of text recognition in the Arabic language. (Mushtaq et al. 2021) used a deep neural network for the recognition of handwritten Urdu text, including characters and numbers. The proposed method of text recognition was performed on a training dataset of 74,285 samples and a test dataset of 21,223 samples and shows a 98.82% recognition rate. The comparison of the performance of the proposed model has also been done with standard hand-crafted feature extraction methods.

With the passage of time, the research on deep convolutional neural networks has progressed by introducing numerous ways to achieve astonishing results. This research is based on the choice of an optimal hyper-parameter to reduce the error rate of the network. The choice of optimal weight parameters to reduce network loss is a critical issue for which researchers have introduced various deep learning optimizers. These optimizers show a considerable enhancement in the performance of deep neural networks. In the context of Gurumukhi month’s name recognition, the performance assessment of the optimizers on convolutional neural networks has not been done.
previously. In the present work, six deep learning optimizers, SGD, Adagrad, Adadelta, RMSprop, Adam, and Nadam are deployed to train the proposed convolutional neural network. For comprehensive performance assessment of the proposed model using various optimizers, results of validation accuracy/loss, computational time, F1 score, precision and recall have been compared.

In brief, the following are the major contributions of this research work:

1. The dataset has been prepared for 24 different classes of Gurumukhi months, written by 500 different Gurumukhi writers belonging to different age groups, different genders and different professions.
2. The author has developed a new convolutional neural network for classification of Gurumukhi months on a designed dataset.
3. An experiment was carried out to assess the performance of various optimizers in terms of overall accuracy, class-wise accuracy and on the basis of confusion matrix parameters.
4. A performance assessment of best optimizers has been done on the basis of simulation results obtained under different epochs.

The remaining part of this article is divided into various sections. Section 2 is on materials and methods, which include dataset preparation, the proposed CNN model architecture and specifications of different optimizers used for CNN’s simulation. In Sect. 3 of this article, the results of the analysis of different optimizers have been presented in terms of the analysis of computational times, the analysis of class-wise accuracy and the analysis of overall accuracy. Furthermore, Sect. 4 analyzes the results of various optimizers at various batch sizes. In the article, Sect. 5 has been given the complete analysis of the confusion matrix parameter for various optimizers when simulated on a fixed batch size of 40. For the performance assessment of the best optimizer, in Sect. 6, results obtained for best optimizers at different epochs have been given. Section 7 shows the comparison of the performance of the proposed CNN model with the existing state-of-the-art model in text recognition. Finally, Sect. 8 concludes the overall results of various experiments performed for the performance assessment of various deep learning optimizers in the classification of Gurumukhi month’s name images.

2 Material and methods

This section contains the detailed information about the dataset preparation, proposed CNN model architecture and specifications of different optimizers used for simulation.

2.1 Dataset preparation

The author used a self-prepared dataset of handwritten Gurumukhi month’s name to demonstrate the performance
of proposed convolutional neural networks with various optimizers. The dataset has been prepared for 24 different classes of Gurumukhi months written by 500 different writers. The 500 different writers selected for dataset preparation belong to different age groups, genders and professions. The sample sheets of prepared datasets from two different writers are shown in Fig. 1.

On the sample sheet, each writer wrote twice a single month’s name in the different blocks drawn on the sheets. Hence, for 24 different classes of Gurumukhi months, each

---

**Table 1** Training and testing samples for each class of Gurumukhi months dataset

| Sr No | Class name in English | Class name in Gurumukhi | Number of training samples | Number of testing samples |
|-------|-----------------------|-------------------------|-----------------------------|---------------------------|
| 1     | Vaisakh               | विषाख | 795                         | 205                        |
| 2     | Jeth                  | जेठ   | 801                         | 199                        |
| 3     | Harh                  | हर   | 799                         | 201                        |
| 4     | Sawan                 | सावन  | 782                         | 218                        |
| 5     | Bhado                 | भाद   | 802                         | 198                        |
| 6     | Assu                  | अस   | 809                         | 191                        |
| 7     | Katak                 | कटक  | 813                         | 187                        |
| 8     | Magar                 | माग   | 789                         | 211                        |
| 9     | Poh                   | पो   | 798                         | 202                        |
| 10    | Magh                  | मघ   | 788                         | 212                        |
| 11    | Phagun                | फागून | 802                         | 198                        |
| 12    | Chet                  | चेठ   | 819                         | 181                        |
| 13    | January               | जनवर   | 770                         | 230                        |
| 14    | February              | फरवर   | 817                         | 183                        |
| 15    | March                 | मार्च   | 804                         | 196                        |
| 16    | April                 | अप्रैल | 786                         | 214                        |
| 17    | May                   | मई   | 803                         | 197                        |
| 18    | June                  | जून   | 822                         | 178                        |
| 19    | July                  | जुलाई | 797                         | 203                        |
| 20    | August                | अगस्त | 788                         | 212                        |
| 21    | September             | सितंबर | 805                         | 195                        |
| 22    | October               | अक्टूबर | 804                         | 196                        |
| 23    | November              | नवंबर | 808                         | 192                        |
| 24    | December              | दिसंबर | 799                         | 201                        |
| Total |                       |         | 19,200                      | 4800                       |

---

**Fig. 3** Proposed CNN model architecture
writer wrote 48 handwritten words as shown in Fig. 1. For the entire dataset, 1000 words or samples for each class in 24 different classes of Gurumukhi months were collected, which resulted in 24,000 handwritten words on paper documents.

These paper documents are further converted into digital form using an OPPO F1s smart phone’s 13-megapixel (f/2.2) rear camera. Each digitized image of a paper document is of size 1024*786 pixels. After digitization, an image containing the names of all the Gurumukhi months was cropped into 48 text images of size 50*50 using the MATLAB cropping tool known as “imcrop”. The cropped 48 text images of size 50*50 are shown in Fig. 2. The same operation was applied to all digitized images, which resulted in 24,000 text images in the dataset.

To train our proposed model, randomly, 80% of the labeled samples in the 24,000 text images dataset were used and the remaining 20% of labeled samples were used...
for model testing. The details of the number of randomly selected dataset samples from each class of Gurumukhi month’s dataset for training and testing of the proposed model are shown in Table 1.

### 2.2 Proposed CNN model architecture

The architecture of the proposed CNN model with complete specification of its convolutional layers and pooling layers is presented in Fig. 3.

As per the figure, the proposed CNN model has 5 convolutional layers and 3 pooling layers. For the proposed CNN model, all convolutional layers are designed for a filter size of $3 \times 3$ with variable numbers of filters in each layer. For example, the numbers of filters in the first convolutional layer are 32, for the second and third convolutional layer are 64, and for the fourth and fifth convolutional layer are 128. In the pooling layers of the model, the first pooling layer has a filter size of $3 \times 3$, and for the second and third pooling layers, it is $2 \times 2$. The features from all layers are passed to the fully connected layer that employs softmax as the activation function and gives the final output of the network. The architectural details of the proposed CNN are given in Table 2.

### 2.3 Specifications of different optimizers used for simulation

For classification of Gurumukhi month’s name images, the proposed model is simulated using various deep learning optimizers. The names of optimizers are SGD, Adagrad, Adadelta, RMSprop, Adam, and Nadam. The learning specifications of the deep learning optimizers are given below in Table 3.

### 3 Results analysis for different optimizers

For training the proposed model, backpropagation was performed using two different batch sizes of 20 and 40. In view of better model performance, other parameters like learning rate, dropout and epochs were fixed at 1e-3, 0.25 and 100 respectively. The experiment using the proposed model was performed on the Tesla K80 GPU on Google Colab with its limited use of 12 maximum hours of

| Table 5 Class wise accuracy (in %) for different optimizers |
|-----------------|----------------|----------------|----------------|----------------|----------------|
| April           | 100.00         | 99.15          | 95.48          | 100.00         | 100.00         | 99.98          |
| Assu            | 99.98          | 99.63          | 95.77          | 99.98          | 100.00         | 99.98          |
| August          | 99.96          | 98.42          | 94.73          | 99.98          | 99.96          | 99.96          |
| Bhado           | 99.98          | 98.94          | 95.67          | 99.98          | 99.98          | 99.96          |
| Chet            | 99.96          | 98.02          | 96.29          | 99.92          | 99.98          | 99.92          |
| December        | 99.96          | 98.27          | 95.17          | 100.00         | 99.98          | 99.98          |
| February        | 99.94          | 98.94          | 91.88          | 99.98          | 99.98          | 99.96          |
| Harh            | 100.00         | 99.69          | 90.75          | 99.96          | 99.98          | 99.98          |
| January         | 99.96          | 98.52          | 94.04          | 99.96          | 99.98          | 99.94          |
| Jeth            | 99.92          | 98.60          | 94.54          | 99.94          | 99.96          | 99.92          |
| July            | 99.96          | 98.85          | 93.35          | 99.94          | 99.98          | 99.96          |
| June            | 100.00         | 99.79          | 88.60          | 99.96          | 100.00         | 99.94          |
| Katak           | 100.00         | 98.63          | 94.21          | 100.00         | 99.98          | 99.98          |
| Magar           | 100.00         | 99.13          | 95.21          | 100.00         | 100.00         | 99.96          |
| Magh            | 99.96          | 98.77          | 89.98          | 99.96          | 99.96          | 99.96          |
| March           | 99.98          | 98.44          | 91.35          | 100.00         | 100.00         | 99.96          |
| May             | 99.73          | 96.81          | 93.96          | 99.96          | 99.96          | 99.96          |
| November        | 99.98          | 99.75          | 96.67          | 99.98          | 100.00         | 100.00         |
| October         | 99.96          | 98.42          | 94.92          | 99.98          | 99.98          | 99.96          |
| Phagun          | 99.90          | 98.25          | 86.90          | 99.98          | 100.00         | 99.94          |
| Poh             | 99.98          | 99.23          | 95.29          | 100.00         | 100.00         | 100.00         |
| Sawan           | 99.75          | 97.85          | 94.71          | 99.96          | 99.92          | 99.94          |
| September       | 99.98          | 99.54          | 96.10          | 100.00         | 99.98          | 99.98          |
| Vaisakh         | 99.94          | 97.00          | 94.06          | 99.90          | 99.96          | 99.94          |

Bold values signifies the maximum values
continuous training. For each epoch, the training time also varied, depending upon the traffic on the GPU at that time.

This section describes the results of the experiment performed on Gurumukhi month’s name dataset using a proposed CNN model with six different optimizers.

### 3.1 Analysis of computational times

For evaluating the performance of the proposed model, the authors computed the training time for each optimizer. Table 4, given below, shows the total time required for training the proposed model on different optimizers.

| Parameters | Training accuracy | Validation accuracy | Training loss | Validation loss |
|------------|-------------------|---------------------|--------------|----------------|
| SGD        | 0.977             | 0.9973              | 0.0734       | 0.0183         |
| Adagrad    | 0.5975            | 0.839               | 1.2471       | 0.4892         |
| Adadelta   | 0.1386            | 0.2481              | 3.5092       | 2.4985         |
| RMSprop    | 0.9804            | 0.9954              | 0.0711       | 0.023          |
| Adam       | 0.9878            | 0.9973              | 0.0432       | 0.0225         |
| Nadam      | 0.9836            | 0.9956              | 0.0536       | 0.0266         |

From Table 4, it can be analyzed that the least training time is required by the proposed model using the RMSprop, Adadelta and Adam optimizers for classification of Gurumukhi month’s name images. On the other hand, using the Nadam optimizer on the proposed model, the training time required is more as compared to other optimizers. It has also been noted that there is a minimum training time difference between the different optimizers used in this experimentation. With that, the optimizer’s performance with respect to its computation time is also affected by the traffic on Google Colab while training the proposed model with GPU. Hence, while choosing the
optimizer for the text image classification, computation time cannot be a major factor.

### 3.2 Analysis of class wise accuracy

The image classification accuracy results of Gurumukhi month’s name dataset on the proposed model using six different optimizers are presented in Table 5. In the given table, the results are shown for each month’s class accuracy of the proposed model on 100 epochs with batch size 40.

The results show that SDG optimizer gives its best accuracy in 100% on five different classes April, Harh, June, Katak and Magar of Gurumukhi months dataset. On the other hand, when RMSprop simulated Gurumukhi months dataset using proposed CNN model, it has given best accuracy in 100% on seven different classes April, December, Katak, Magar, March, Poh and September of Gurumukhi months dataset.

The results depicted that Adam optimizers outperformed other optimizers by giving best accuracy of 100% on eight different classes April, Assu, June, Magar, March, November, Phagun and Poh of Gurumukhi months dataset, where Nadam only gives best accuracy on only two classes, November and Poh, of Gurumukhi months dataset.

### 3.3 Analysis of overall accuracy

Further in this section, the training and validation accuracy/loss graphs of the proposed model on various optimizers are shown in Fig. 4.

Here, Fig. 4a presents the training and validation accuracy/loss graphs for SGD optimizer. The graph shows that the maximum validation accuracy of 99.37% has been achieved, when the proposed CNN model is simulated using SGD optimizer.

Figure 4b presents the training and validation accuracy/loss graphs for Adagrad optimizer. The graph depicts the maximum validation accuracy of 84.31%, when the proposed CNN model is simulated using Adagrad SGD optimizer.

Figure 4c presents the training and validation accuracy/loss graphs for Adadelta optimizers. According to the

|          | SGD   | Adagrad | Adadelta | RMSprop | Adam  | Nadam |
|----------|-------|---------|----------|---------|-------|-------|
| April    | 1.0000| 0.9044  | 0.1933   | 1.0000  | 1.0000| 0.9977|
| Assu     | 0.9974| 0.9516  | 0.1714   | 0.9974  | 1.0000| 0.9974|
| August   | 0.9953| 0.8468  | 0.3659   | 0.9976  | 0.9953| 0.9953|
| Bhado    | 0.9975| 0.8547  | 0.0370   | 0.9975  | 0.9975| 0.9949|
| Chet     | 0.9944| 0.6494  | 0.4067   | 0.9889  | 0.9972| 0.9890|
| December | 0.9950| 0.8168  | 0.2658   | 1.0000  | 0.9975| 0.9975|
| February | 0.9918| 0.8468  | 0.3011   | 0.9973  | 0.9973| 0.9945|
| Harh     | 1.0000| 0.9631  | 0.2975   | 0.9950  | 0.9975| 0.9975|
| January  | 0.9957| 0.8583  | 0.2704   | 0.9957  | 0.9978| 0.9935|
| Jeth     | 0.9899| 0.8154  | 0.2762   | 0.9924  | 0.9949| 0.9899|
| July     | 0.9950| 0.8780  | 0.2958   | 0.9926  | 0.9975| 0.9951|
| June     | 1.0000| 0.9722  | 0.2831   | 0.9944  | 1.0000| 0.9916|
| katak    | 1.0000| 0.8235  | 0.2147   | 1.0000  | 0.9973| 0.9973|
| Magar    | 1.0000| 0.8950  | 0.1786   | 1.0000  | 1.0000| 0.9952|
| Magh     | 0.9953| 0.8656  | 0.2023   | 0.9953  | 0.9953| 0.9929|
| March    | 0.9975| 0.8101  | 0.2095   | 1.0000  | 1.0000| 0.9949|
| May      | 0.9681| 0.6845  | 0.2487   | 0.9949  | 0.9899| 0.9949|
| November | 0.9974| 0.9679  | 0.3939   | 0.9974  | 1.0000| 1.0000|
| October  | 0.9949| 0.7711  | 0.1921   | 0.9975  | 0.9974| 0.9949|
| Phagun   | 0.9875| 0.7941  | 0.2556   | 0.9975  | 1.0000| 0.9924|
| Poh      | 0.9975| 0.9063  | 0.2153   | 1.0000  | 1.0000| 1.0000|
| Sawan    | 0.9718| 0.7253  | 0.1533   | 0.9954  | 0.9908| 0.9932|
| September| 0.9974| 0.9447  | 0.1221   | 1.0000  | 0.9974| 0.9974|
| Vaishakh | 0.9927| 0.6712  | 0.1493   | 0.9879  | 0.9951| 0.9927|
| Overall F1| 0.9938| 0.8424  | 0.2374   | 0.9964  | **0.9973**| 0.9950|

Bold value signifies the maximum values
figure, the validation accuracy that Adadelta optimizers have achieved on the proposed model is around 24.81%, which is the minimum validation accuracy obtained by Adadelta optimizers on the CNN model as compared to other optimizers.

Figure 4d presents the training and validation accuracy/loss graphs for RMSprop optimizers. The graph shows that the validation accuracy using RMSprop on the CNN model has been achieved at around 99.65%. This is the second maximum validation accuracy achieved by RMSprop optimizers when tested using the proposed CNN model on a text image dataset.

An Adam optimizer has achieved maximum validation accuracy as compared to other optimizers, when tested on a text image dataset using the proposed CNN model as shown in Fig. 4e. The value of the obtained validation accuracy is 99.73%.

Figure 4f presents the training and validation accuracy/loss graphs for the Nadam optimizer. As per the figure, the Nadam optimizer has obtained a validation accuracy of around 99.50% on the proposed CNN model.

### 4 Results analysis for different batch sizes

Batch size is one of the important factors which can affect the learning of a CNN model. To test the performance of the proposed model, an experiment was performed using different batch sizes of 20 and 40 in the present work.

### 4.1 Analysis of Overall Accuracy and Loss

Table 6, given below, shows the comparative analysis in terms of training/validation accuracy and training/validation loss of the proposed model on different optimizers and batch sizes.

From Table 6, it is clear that all models with batch size 40 give better and more stable testing performance, that is why batch size 40 is chosen in the present work.

| Month    | SGD  | Adagrad | Adadelta | RMSprop | Adam  | Nadam |
|----------|------|---------|----------|---------|-------|-------|
| April    | 1.0000 | 0.9023  | 0.4727   | 1.0000  | 1.0000| 0.9953|
| Assu     | 0.9948 | 0.9779  | 0.3889   | 0.9948  | 1.0000| 1.0000|
| August   | 1.0000 | 0.7394  | 0.3904   | 0.9953  | 1.0000| 0.9953|
| Bhado    | 0.9950 | 0.9804  | 0.2222   | 0.9950  | 0.9950| 1.0000|
| Chet     | 1.0000 | 0.9778  | 0.5126   | 0.9944  | 1.0000| 0.9890|
| December | 1.0000 | 0.7341  | 0.3652   | 1.0000  | 1.0000| 1.0000|
| February | 0.9945 | 0.9400  | 0.2240   | 1.0000  | 1.0000| 1.0000|
| Harh     | 1.0000 | 0.9515  | 0.2181   | 1.0000  | 0.9950| 1.0000|
| January  | 0.9914 | 0.7934  | 0.3272   | 0.9957  | 0.9957| 0.9871|
| Jeth     | 0.9949 | 0.9024  | 0.3067   | 1.0000  | 1.0000| 0.9949|
| July     | 1.0000 | 0.7984  | 0.2680   | 0.9902  | 1.0000| 0.9951|
| June     | 1.0000 | 0.9615  | 0.1846   | 1.0000  | 1.0000| 0.9888|
| Katak    | 1.0000 | 0.8235  | 0.2275   | 1.0000  | 1.0000| 1.0000|
| Magar    | 1.0000 | 0.9471  | 0.3623   | 1.0000  | 1.0000| 1.0000|
| Magh     | 0.9953 | 0.8370  | 0.1560   | 1.0000  | 0.9907| 0.9906|
| March    | 0.9949 | 0.8040  | 0.1672   | 1.0000  | 1.0000| 0.9896|
| May      | 0.9381 | 0.5764  | 0.2540   | 0.9899  | 0.9801| 0.9949|
| November | 0.9948 | 0.9945  | 0.7222   | 0.9948  | 1.0000| 1.0000|
| October  | 0.9949 | 0.9412  | 0.2736   | 0.9949  | 1.0000| 0.9899|
| Phagun   | 0.9801 | 0.7714  | 0.1669   | 0.9950  | 1.0000| 0.9949|
| Poh      | 1.0000 | 0.9275  | 0.3605   | 1.0000  | 1.0000| 1.0000|
| Sawan    | 0.9952 | 0.8662  | 0.2805   | 0.9954  | 0.9954| 0.9864|
| September| 0.9949 | 0.9261  | 0.7222   | 1.0000  | 0.9949| 0.9949|
| Vaisakh  | 0.9951 | 0.6309  | 0.1923   | 0.9808  | 0.9903| 0.9951|
| Overall Precision | 0.9939 | 0.8627  | 0.3235   | 0.9965  | 0.9974| 0.9951|

Bold value signifies the maximum values
5 Analysis of different confusion matrix parameters at batch size 40

In this section, performance assessment of the various optimizers has been done on the proposed CNN model in classification of Gurumukhi month’s name images. Confusion matrix parameters generated while training the proposed CNN model is considered for the performance assessment of the optimizers. The various performance parameters like F1 score, precision and recall are used for this analysis.

5.1 F1 score results analysis

Table 7 given below presents the F1 score results analysis, for performance assessment of the various optimizers on the proposed CNN model.

From Table 7, it is clear that the proposed CNN model has given the best overall F1 score on the text image dataset, when tested using the Adam optimizer. The value of the overall F1 score using the Adam optimizer is around 0.9973, which is the highest of the overall F1 scores of other optimizers.

The value of the worst overall F1 score is 0.2374, which is using the Adadelta optimizer as per Table 7.

5.2 Precision results analysis

For the precision results analysis of different optimizers on the proposed CNN model, Table 8 is presented below.
From Table 8, it is clear that the proposed CNN model has given the best results for overall precision on the text image dataset, when tested using the Adam optimizer. The value of the overall precision using the Adam optimizer is around 0.9974, which is the highest of the overall precision results of other optimizers.

The value of the worst result for overall precision is 0.3235, which is using the Adadelta optimizer as per Table 8.

5.3 Recall results analysis

The recall result of each class of Gurumukhi month’s name for different optimizers is presented in Table 9.

As per Table 9, 0.9973 is the highest overall recall result for the proposed CNN model using Adam optimizer. This is the highest value for the overall recall among the overall recall results obtained by other optimizers.

On the other hand, the worst result for overall recall has been obtained using the Adadelta optimizer, whose value is 0.2514.
Finally, as per the result analysis of F1 score, precision and recall, it is concluded that the Adam optimizer on proposed CNN model outperformed other optimizers.

6 Results analysis with best optimizers at different epochs

It has been proved in the previous sections that the Adam optimizer on the proposed CNN model has outperformed the other optimizers for Gurumukhi month’s name image classification.

Furthermore, in this section, an experiment has been performed using the Adam optimizer on a proposed CNN model at different numbers of epochs of 100 and 40. The experimentation results of the Adam optimizer on the proposed model at different numbers of epochs in terms of training accuracy, validation accuracy, training loss and validation losses are presented in Fig. 5.

As depicted in Fig. 5, the proposed CNN model with Adam optimizer has achieved the best results in terms of highest training and validation accuracy at 100 epochs and 40 batch sizes, which is highlighted in blue.

7 Proposed model comparison with existing text recognition systems

This section compares the performance of the proposed CNN model with that of existing text recognition systems. Table 10, given below, demonstrates the detailed comparative analysis that has been performed on the basis of the dataset used, feature extraction techniques and the classification method that has been applied to the given classification problem.

Table 10 shows that the proposed CNN algorithm produced a recognition rate of 99.73 percent, which is the best ever recognition result attained by any method suggested before for handwritten text image classification in the Gurumukhi script.

Furthermore, when compared to existing Gurumukhi handwritten text datasets, this research provided a far more diverse dataset of Gurumukhi month’s names, created by 500 distinct Gurumukhi writers. The number of samples (24,000) in the proposed dataset is also far more than the number of samples in the existing Gurumukhi handwritten text datasets.

In addition to introducing a new Gurumukhi handwritten text dataset, the present work also proposed a current state-of-the-art CNN model, which is renowned for its successes in the area of text image classification.

8 Conclusion

In this research article, the architecture of the CNN model is designed and proposed for classification of Gurumukhi months name images based on holistic approach. The CNN architecture is designed with five convolutional, three polling layers, one flatten layer and one dense layer. The proposed CNN model has been simulated using various optimizers. For the performance assessment of various CNN optimizers, an experiment was carried out in order to obtain various results like overall accuracy, class-wise accuracy and confusion matrix parameters. A performance assessment of best optimizers has also been done on the basis of simulation results obtained under different epochs. The result showed that the proposed CNN model on 100 epochs and 40 batch size with Adam optimizers outperformed other optimizers. The future scope of the present work will be the performance comparison of the proposed CNN model at different learning rates.
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