The relation between the average northern hemisphere ground temperature and solar equatorial and polar magnetic activity

Abstract

The emphasis of this study is on the solar aspects of the relation between the average terrestrial Northern Hemisphere ground temperature $\Delta T_{\text{earth}}$ and the total magnetic fluxes of both the equatorial and the polar fields of the sun, characterized by their proxies, viz. the maximum value per Schwabe cycle of the Group Sunspot Number ($G_n_{\text{max}}$) and the minimum value of the global antipodal magnetic amplitude activity index $\text{aa}_{\text{max}}$. The former is known for the period 1610 (beginning of systematic sunspot observations) till present and the latter from 1844 (first aa determinations) till present. In order to eliminate the effects of short-term, mainly non-solar variations such as volcanos, el Niño, while also not putting too much emphasis on the Schwabe cycle, the variables are smoothed over 18 years.

The increasingly strong ‘global warming’ (commonly called the modern temperature increase) is statistically significant after around 1915. We estimate that the variations of the terrestrial temperature between 1844 and 1910 are 43% due to those in the solar equatorial magnetic fields and 32% due to those in the polar fields, while the remaining 25% has another (non-solar?) origin. We expect that the period of solar activity that has recently started will be of the Regular type during the present millennium.
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Introduction

In the first years of this century the International World Data Center (WDCJ–SILSO) proposed to improve the current Zurich sunspot numbering system, introduced by Wolf, developed further by Waldmeier and successors: the Wolf Sunspot Numbers, generally called International Sunspot Number; ISN. It was proposed to replace it by a new system of sunspot counting (the Modified International Sunspot Numbers (MISN)). Around the same time another proposed counting system was introduced; it is called the Group Sunspot Numbers (GSN).

The main reason for the change to the modified international sunspot numbers was to overcome the ‘Waldmeier discontinuity’,4 while the introduction of the Group Sunspot Numbers was based on the fairly generally accepted point of view that sunspot groups represent solar equatorial magnetic variability better than the Zurich system, the latter being based on a combination of counts of individual spots and groups of them. In this paper we distinguish between the three systems by the above names with acronyms: ISN, MISN and GSN and the corresponding mathematical symbols: $R_i$, $S_n$, and $G_n$. We will chiefly make use of the maximum values per Schwabe cycle (Table 1) of the last of these variables: $G_{n_{\text{max}}}$. This variable will be used as the proxy for the total equatorial magnetic flux.

The suggested modifications demand to be checked in various ways. In a previous paper5 we compared the average terrestrial northern hemisphere ground temperatures $\Delta T_{\text{earth}}$ with $R_{n_{\text{max}}}$ and $\text{aa}_{\text{max}}$, but here we present a redetermination of the dependence of the observed average terrestrial Northern Hemisphere Earth’s ground temperature on proxies for both the equatorial and the polar solar magnetic field as follows:

For the equatorial field we selected $G_{n_{\text{max}}}$. We choose it instead of $S_{n_{\text{max}}}$, not only because the group numbers are expected to be a better proxy for the equatorial magnetic field than the MISN, but also because the listings of the International Data Centre only give the MISN for the period 1700 to present, while the GSN are available since 1610. A longer period of measurements is an argument for expecting a better accuracy. Also, it is precisely during the major part of the 17th century that solar activity went through a deep minimum, the Maunder Minimum. Thus, since the range of GSN values is considerably broader than that of the MISN, we might also expect a better accuracy of the mathematical results. Hence, we choose $G_{n_{\text{max}}}$ as our proxy for the equatorial component. These are smoothed by a running 18 years smoothing time interval; cf. Figure 1 (the choice of these 18 years will be explained in Section 2 of this paper; ref. Figure 3).

Table 1 Periodicities of the solar cycle

| Quasi-periodicities of the solar cycle | Cycle | Duration [year] |
|--------------------------------------|-------|----------------|
| Schwabe                              | ~11   |
| Hale                                 | ~22   |
| Gleissberg                           | ~80   |
| De Vries/Suess                       | ~210  |
| Hallstatt                            | ~2300 |
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Figure 1 Annual average values of the maximum Group Sunspot Numbers $G_{n_{\max}}$, smoothed by the Lowess technique (Cleveland et al.29 as described in Section 2) with a running 18 years smoothing time interval. The sigma values are based on the observed standard deviation values for the individual data; they are modified by the interpolation between the maxima and by the Lowess filtering (as described in the last paragraph of Section 2).

Figure 2 Annual $aa_{\min}$ data used in this investigation and smoothed in the same way as was done with $G_{n_{\max}}$. The $aa_{\min}$ data are only reliable after 1844; their extrapolated values from 1844 down till 1610 show a relatively large increase of sigma. We will not use these extrapolated data in our regressions.

Figure 3 The dots are the values of $\Delta T_{\text{Earth}}$ for the years 1612–2011, showing the data file that we call the Moberg–Brohan temperature file. The seven full-drawn curves are interpolated, smoothed with different time intervals, with durations in years as labelled to the curves. Note the downward peak at 1816: ‘the year without a summer’.

Following Russell et al.1, Russell & Mulligan5, Mayaud et al.10 we introduced $aa_{\min}$ as a proxy for the polar magnetic field strength fluxes in this study, while realizing that most researchers of this theme restrict themselves to the equatorial field. But earlier, we have stressed that the total polar magnetic fluxes, being roughly of the same order of magnitude as the total equatorial fluxes, should be included in the investigation.11–13

We justify this assumption later in this paper. The various aspects of polar activity, such as the polar faculae, polar bright spots with their ephemeral surrounding regions and parts of the areas covered by coronal holes44 are too important for the sun–climate relationship to be neglected a priori. These proxies of the polar field strength fluxes $aa_{\min}$ are not affected by the new system of sunspot numbering and hence they remain unchanged as compared to previous research. Reliable data for $aa$ are only known after 1844,9,10 while Nevalinna et al.15 proposed an extrapolation down to 1610. The combined results for the period 1610.5 to 2007.5, are shown in Figure 2, in which a 1957 discontinuity has also been taken into account.16,17

**Temperature data**

The present study and the previous one have a precursor: De Jager et al.14 studied the relation between $\Delta T_{\text{Earth}}$ and solar equatorial (with proxy $Ri_{\max}$) and polar magnetic activity and the average northern hemisphere terrestrial ground temperature $T_E$. It is written as:

$$\Delta T_{\text{Earth}} = x \cdot Ri_{\max} + y \cdot aa_{\min} + z \cdot \text{time} + \text{const},$$

(1)

where all variables are smoothed over the running 18 years smoothing interval. In a later study the $z \cdot \text{time}$ term was initially neglected, but it has been determined thereafter from the residue. We also follow this approach in the present investigation and we will return to this topic in Section 5. In our 2010 paper each of these seven data sets was investigated by two independent methods. Hence that study yielded 14 independent values for $x$ and $y$, each with their own standard deviations. It was satisfactory to see that the standard deviation of the average of these fourteen determinations was about the same as the average of the fourteen standard deviations, both for those of $x$ and $y$. In conventional error theory such an agreement between the ‘internal’ and the ‘external’ mean errors is generally considered as supporting the reliability of the investigation.

The data from the above study have been used by De Jager et al.7 for a continuation of the investigation. That study was still based on the (unmodified) International Sunspot Numbers (ISN). Instead of using 7 separate files, we used the weighted averages of the results as given in De Jager JH et al.13 The temperature file that we use here consists of the Northern Hemispheric ground temperature data from Moberg et al.19 extended with data.20–24 Henceforth, for shortness, we will call this data set the Moberg–Brohan file, with the symbol $\Delta T_{\text{Earth}}$.

Our approach differs from others such as that of Jungclaus et al.25 who ascribed the short–term pre–industrial temperature variation to the carbon cycle and who introduced volcanic eruptions and other
short–term events to explain the occasionally observed cooling trends such as the Maunder Minimum. Certainly, these effects do occur. We have used a low–pass filter of 18 years to avoid the inclusion of relative short time effects while still including relatively long–term variation in terrestrial temperatures.

In this paper we deal with the last two and four centuries, but since Sanchez–Sesma et al. found that solar activity, similar to the present one, existed during a multi–millennial (~9500 years) period, and Luthardt L et al. found that the Schwabe cycle even did occur over a period as long as 290 Myrs, we expect that our results may also apply to a period, longer than these four centuries, but that assumption will not be used elsewhere in this paper.

The 18 years that we selected for the smoothing interval was initially derived by De Jager et al. who found this to be the most efficient way of smoothing, eliminating short time effects mentioned earlier. We verified this by deriving the Northern Hemisphere variation of the average ground temperature, smoothed according to the Lowess technique by a number of arbitrarily chosen smoothing intervals, viz. 4, 6, 9, 12, 18, 27 and 36 years. The results are shown in Figure 3.

A way to examine which of these intervals is most suitable for our purpose is by looking at the smoothed temperatures around some important volcanic eruptions. To that end we primarily considered the year 1816, which is the year after the Tambora volcanic explosion, the largest eruption in historic times. In Europe the year 1816, one year after the eruption, is often called the year without a summer. Other, slightly smaller eruptions, such as 1901 Mt Pelé, 1980 Mt St Helens and 1991 Pinatubo were also considered. The study of these curves show that 4 to 12 years are too short for an acceptable smoothing interval—the dips in the curves around 1816 are still well visible, while 36 years is unnecessarily long; 18 or 27 years seem acceptable values, but longer variations in time of e.g. oceanic movements will still be observable. The diagram of Figure 4 presents the 18 years smoothed \( \Delta T_{\text{Earth}} \) curve in comparison with the annual temperature data (the points). It is this temperature curve that is used in this investigation.

\[ \sigma_y^2 = \left( \frac{x_2 - x}{x_2 - x_1} \right)^2 \sigma_y^2 + \left( \frac{x - x_1}{x_2 - x_1} \right)^2 \sigma_y^2 
\]

After interpolation Lowess smoothing has been applied. The use of Lowess smoothing reduces the variance of the measurements. The influence of the 18 year Lowess smoothing window has been calculated by the same tri–cube weight function (NIST web–based Engineering Statistics Handbook, Chapter 4.1.4.4) as was used by the Lowess smoothing of the data points.

Solving modified equation (1) and determining the year of the start of the modern temperature increase

There is consensus that the later part of the 20th century was dominated by a fairly steep temperature increase. This ‘modern temperature increase’ is usually ascribed to human activities. But there are different opinions regarding the time of its beginning. In our previous investigation we found that significant deviations from those data that are mainly due to solar contributions started around 1900. In contrast to that, some other authors place the beginning of the modern temperature increase at earlier times. In Jones et al. one reads about an increase that was assumed to have started mid–19th century. Another example is found in the much cited press release of the International Astronomical Union of August 8, 2015. It states that “rising global temperatures since the industrial revolution cannot be attributed to increased solar activity”. The industrial revolution is commonly placed somewhere between the years 1760 and 1830. More citations in that sense could be made. For climatological investigations it is necessary to know with some precision when this additional, modern temperature increase started and how it developed. Next to solving Equation (1), the answer of the question of the starting year of the modern temperature increase is the other aim of this Section.

In our previous investigations we represented the average Northern Hemisphere ground temperature \( T_{\text{Earth}} \) by the relation given by Equation (3), hence without the \( \Delta T_{\text{Earth}} \)–term. We want to use that equation again, but in this paper we will write \( G_{n_{\text{max}}} \) for the maximum values of the Group Sunspot Numbers. It come as a replacement of the earlier used symbol \( R_{\text{max}} \). The data are interpolated and smoothed as described in Section 2. The \( a_{\text{min}} \) data (Figure 2) were handled the same way. Hence, the equation that we want to solve is

\[ \Delta T_{\text{Earth}} = a \cdot G_{n_{\text{max}}} + b \cdot a_{\text{min}} + \text{const} , \]

where the three variables \( \Delta T_{\text{Earth}} \), \( G_{n_{\text{max}}} \) and \( a_{\text{min}} \) are presented in Figures 1, 2 & 4. With the data, thus available, Equation (3) can be solved with a least squares method of curve fitting. In that exercise we meet two foreseeable and well–known problems, also known from our earlier investigations. First, the \( G_{n_{\text{max}}} \) and \( a_{\text{min}} \) data are fairly strongly correlated (Figures 1 & 2) and this is visible in the resulting mean errors of the parameters \( a \) and \( b \). The other problem is that, when using the full data set from 1612 to 2007, the resulting values for \( a \) and \( b \) have fairly large mean errors, the reasons being the uncertainty...
of the aa data before 1844 and the increasingly large upward trend of the Earth’s average ground temperature in the course of the 20th century, which is additional to the sun-dependent contribution. That rapid upward trend of the temperature leads to fairly large standard deviations in the resulting values of \( a, b \) and \( \text{const} \), when using the linear equation 3 in those cases that the last year of the data set is chosen later than the beginning of the 20th century. This is shown in the following example.

We do the calculations as described by Equation 3 for the input data sets shown in Figure 1, 2 & 4, first for data covering the full period 1844–2007, and thereafter for those covering periods between 1844 and an ‘ending year’ chosen earlier than 2007. We followed the above described approach for 12, more or less arbitrarily chosen ending years of the analysis, selected between 1882 and 2007. For each of them Equation 3 was solved for \( a, b \) and \( \text{const} \), which thus yielded values for the relevant constants (Table 2). Equation 3 can be solved by writing it in the normal error regression matrix model Equation (4).

\[
Y = X \beta + \varepsilon,
\]

The variables in this model are:

\[
Y = \begin{bmatrix} \Delta T_{\text{Earth}1y} \\ \Delta T_{\text{Earth}2y} \\ \vdots \\ \Delta T_{\text{Earth}ny} \end{bmatrix}, \quad X = \begin{bmatrix} \Delta T_{\text{Earth}1y} & a_{\text{max}1} & 1 \\ \Delta T_{\text{Earth}2y} & a_{\text{max}2} & 1 \\ \vdots & \vdots & \vdots \\ \Delta T_{\text{Earth}ny} & a_{\text{maxn}} & 1 \end{bmatrix}, \quad \beta = \begin{bmatrix} a \\ b \\ \text{const} \end{bmatrix}, \quad \varepsilon = \begin{bmatrix} \epsilon_1 \\ \epsilon_2 \\ \vdots \\ \epsilon_n \end{bmatrix}
\]

Matrix \( X \) is the design matrix, vector \( \varepsilon \) is a vector of independent random variables with the mean value \( \mathbb{E} \{ \varepsilon \} = 0 \) and variance \( \sigma^2 \{ \varepsilon \} = \sigma^2 I \), and \( I \) is the identity matrix. The solution of the regression model in Equation (4) can be written as:

\[
\hat{Y} = X \beta, \quad \beta = \left( XX^T \right)^{-1} XX^T Y = AY
\]

Here \( \hat{Y} \) is the fitted value and \( A \) is the well-known Moore–Penrose pseudo inverse. The residual terms \( \varepsilon \) can be calculated as:

\[
\varepsilon = Y - \hat{Y} = Y - XAY = (I - XA)Y
\]

The residual standard deviation of the fit model \( \sigma_{\text{model}} \) is the, in our case for Lowess smoothing corrected, standard deviation of vector \( \varepsilon \), is defined as the positive root out of the corrected “error mean square” (MSE):

\[
\sigma_{\text{model}} = \sqrt{\text{MSE}} = \sqrt{\frac{\text{SSE}}{\text{df}}} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n - p - \lambda}},
\]

Where the \( \text{SSE} \) is the “error sum of squares” or “residual sum of squares”. The part \( n - p \) indicates the degrees of freedom, which is the number of measurements minus the number of regression parameters. We add that the 18 years Lowess smoothing (as is done in this investigation) results in diminishing of the number of ‘independent’ observations, so that the term \( n - p \) leads to a smaller number of degrees of freedom. The added number of equivalent regression parameters \( \lambda \), which extra decrease the number of the degrees of freedom, are calculated with Cleveland’s approximation, by

\[
\lambda = 2 + \frac{2}{f}
\]

Here \( f \) is the relative filter span with respect to the number of measurements. For example an 18 year window and a measuring period of 164 years with one year per point, gives \( f = 18 / 164 = 0.110 \). For this \( f \) value we compute \( \lambda = 20.22 \).

With the above data the total of the residual sum of squares of the differences between observed and model temperatures (\( \text{SSE} \)) was derived. These data are not directly mutually comparable because the degrees of freedom of the various sets of data are different for the various ending years. But the positive root of their quotient \( \text{SSE}/\text{df} \), here called \( \sigma_{\text{model}} \) (third column of Table 2), is a comparable quantity:

\[
df = n - \lambda - p
\]

The decomposed standard deviations \( \sigma_1, \sigma_2, \sigma_{\text{SSTO}} \) of the regression model can be determined by calculating the variance–covariance matrix of the regression coefficients.\(^{14} \) The result of the estimated value of this matrix is:

\[
s^2 \begin{bmatrix} \beta_1 \\ \beta_2 \\ \beta_3 \end{bmatrix} = A \sigma^2 \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix} A^T = \text{MSE} \left( XX^T \right)^{-1} \]

The values of the decomposed variances are on the main diagonal of the \( s^2 \) matrix. Columns 4 till 6 of table 2 show the square roots of these values. Note that the \( \text{MSE} \) is the for Lowess smoothing corrected \( \text{MSE} \), given in Equation (7).

The adjusted values of the coefficient of determination \( R^2_{\text{adj}} \) (last column of Table 2) indicates the fraction of the variance that is explained by the model. It is solved with:

\[
R^2_{\text{adj}} = 1 - \frac{\text{SSE}}{\text{SSTO}} \frac{n - 1}{n - \lambda - p}
\]

Here \( \text{SSE} \) = residual – or error sum of squares, \( \text{SSTO} \) = total sum of squares \( \text{SSE} + \text{SSR} \), with \( \text{SSR} \) = the sum of squares of the regression around the mean), \( n \) = total number of measurements involved in the regression. Here \( n = 164 \) and \( p \) is the number of degrees of freedom involved in solving the equation; here \( p = 3 \), and \( \lambda \) is the equivalent number of parameters used by the Lowess technique, (cf. Equation (8)); here \( \lambda = 20.22 \).

A straightforward conclusion from Table 2 is that the non–solar upward trend in the temperature (the ‘modern temperature increase’) had a starting date around 1910–1920. This result finds support in a study from Love et al.\(^{15,16} \) who also find that during the main part of the 20th century ‘an anthropogenic signal is hiding correlation between solar–terrestrial variables and global temperature’. This result is also understandable when realizing that their study was restricted to the fairly short period from 1860 to present. The resulting standard deviation values (third column of Table 2) show that the smallest relative residual squared differences are found for ending years before 1924. This effect can also be shown in a graph, Figure 5, where the decomposed sums of squares are a function of the ending year.
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Table 2 Constants a, b and c and their standard errors, along with the sigma value for the total expression, derived for a number of selected data sets that all start in 1844, but differ in their last years. The values of $\sigma_{\text{model}}$ (third column) result from the division of SSE, the residual sum of squares of the differences between observed and model temperatures, by the degrees of freedom df. The sunspot data are for the Modified Group Sunspot Numbers. The input data are all 18–years smoothed. The bold star (*) indicates a t–test error of more than 1% (see Section 4 for more information).

| Year (end) | Residual df GSN | $\sigma_{\text{model}}$ | a ($\sigma_a$) | b ($\sigma_b$) | constant ($\sigma_{\text{const}}$) | $R^2_{\text{adj}}$ |
|-----------|-----------------|------------------------|--------------|--------------|-----------------------------|-----------------|
| 2007.5    | 140.8           | .2422                  | -0.631 (.0257) | .0709 (.0127) | -4851 (.1116)              | .2066           |
| 1987.5    | 123.0           | .0826                  | -0.049 (.0089) | .0646 (.0045) | -5510 (.0381)              | .7489           |
| 1962.5    | 100.8           | .0788                  | -0.0487 (.0069) | .0579 (.0054) | -5321 (.0368)              | .6499           |
| 1937.5    | 78.6            | .0701                  | -0.0549 (.0099) | .0503 (.0062) | -4163 (.0379)              | .4066           |
| 1931.5    | 73.2            | .0684                  | -0.0344 (.0120) | .0350 (.0080) | -4272 (.0374)              | .1494           |
| 1924.5    | 67.0            | .0612                  | .0450 (.0193) | -0.0182 (.0129) | -5309 (.0359)              | .1029           |
| 1917.5    | 60.8            | .0455                  | .1190 (.0176) | -0.0654 (.0116) | -6621 (.0340)              | .4841           |
| 1910.5    | 54.6            | .0456                  | .1160 (.0177) | -0.0620 (.0118) | -6761 (.0348)              | .5224           |
| 1903.5    | 48.3            | .0478                  | .1177 (.0187) | -0.0619 (.0124) | -6924 (.0409)              | .4978           |
| 1896.5    | 42.1            | .0469                  | .1233 (.0185) | -0.0617 (.0123) | -7500 (.0461)              | .5637           |
| 1889.5    | 35.9            | .0402                  | .1099 (.0162) | -0.0604 (.0107) | -6324 (.0472)              | .4948           |
| 1882.5    | 29.7            | .0295                  | .0571 (.0151) | -0.0415 (.0087) | -3520 (.0593)              | .3198           |

The green $S\text{Sconst}$ curve in Figure 5 is the sum of squares with regard to the constant or the earlier defined SSE in Equation (7), which is proportional with the variance of the residual sum of squares. It is clearly visible that the value drops to a lower and more constant value before 1920. Also the sum of squares of the other proxies, show the same behaviour. The main conclusion is that the modern temperature increase started somewhere around 1920.

Figure 5 shows also a drop of all sums to about zero before 1890, but with a bad t–test for ‘constant’ a, as can be seen in the last row of Table 2. This means that regression with both proxies fails in this region with the GSN–1844 model data. It can be a hint that the physical mechanism that regulate the sun induced temperature variation uses high order terms of the proxies. It is a topic for further study.

Now we choose from Table 2, with the aid of adjusted coefficient of determination, the end year of 1910 for the model; we call this model the GSN–1844 model, with the following parameters (cf. Table 2):

$$a = 0.1160 \pm 0.0177$$
$$b = -0.0620 \pm 0.0118$$
$$c = -0.6761 \pm 0.0348$$

Hence, Equation (3) should also be solved for input data covering
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We will refer to this model as the GSN–1612 model that we use in the later part of this paper. On basis of the GSN–1612 model Figure 6 was drawn. It gives the relation between the temperature variations due to solar activity (the green GSN–1612 curve with the red extension beyond 1910) as compared with average Northern Hemisphere ground temperature (the black MobBroh 18 yr smoothed curve). The modelled sun–induced part is based on Equation (3) and the GSN–1612 model for data restricted to the period before 1910. The modern temperature increase is well visible in Figure 6 and ranges up to nearly one degree centigrade at the beginning of the 21st century.

As explained earlier in this paper, these numbers have been corrected for the reduction in degrees of freedom due to the Lowess averaging process. The total variance of the model and the proxies can be found with the error propagation formula and is:

\[ \sigma^2_{\Delta T_{\text{earth}}} = Gn_{\text{max}}^2 \sigma^2_{\text{a}} + aa_{\text{min}}^2 \sigma^2_{b} + ab_{\text{min}}^2 \sigma^2_{a} + b^2 \sigma^2_{aa_{\text{min}}} + \sigma^2_{\text{const}} \]  

The total error is visible in Figure 6 as the thin coloured bands around the solar model curves. We next consider the residuals corresponding to the data deriving for Equation (3) and the GSN–1612 model. They have the character of a function giving the change density as presented in Figure 7. This diagram shows that the residuals explosively exceed the one–sigma limit after the year 1915. This confirms the conclusion as found in the third column of Table 2.

As appears from Figure 6 the long–term variations in the average Northern Hemisphere terrestrial ground temperature before ~1915 are well correlated with the long–term variation of solar activity. It is shown by Figure 6 that the additional modern temperature increase has presently already reached a value of 0.9 K above the expected value for solar influence (Figures 6 & 7). The physical explanation of this observation is a problem for climatology, that has already been studied by many climatologists and that therefore will not be discussed again at this place.

![Figure 6](image-url)
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The influence of correlated proxies

As appears from Figures 1 & 2 the two proxies are fairly strongly correlated and this leads to the question of the reliability of the results described in the preceding Sections. We examine this by deriving the regressions between various combinations of Equation (3) as shown in Table 3. The first one refers to the long data set model GSN–1612 with only proxy $G_{\text{max}}$, the subsequent three of them refer to data for the period 1844–2007, and the next three to those for the period 1844–1910 with the GSN–1844 model. For the first period we derived the regression for one proxy; for both other periods we derived the regressions for three cases: the two proxies, then for $G_{\text{max}}$ only and finally for $a_{\text{min}}$ only. All these input data have been smoothed, as described earlier in this paper, by the 18 years Lowes’s procedure.

The results are given in Table 3. It gives for the 7 cases the fitted coefficients, the $t$-value, the value of the adjusted coefficient of determination $R_{\text{adj}}^2$, and the correlation between the coefficients of the proxies for the various cases. The $t$-value is the ratio between the mean value of the coefficient and the standard error of the coefficient; the value $t < 2.6$ indicates 99% confidence. In other words the study of these data for the interval 1844 – 2007 with the two proxies shows that the $t$-value is too low ($t < 2.6$) with a 1.0 % probability that the coefficient of proxy $G_{\text{max}}$ is not different from zero. When single proxies are used, the adjusted coefficient of determination $R_{\text{adj}}^2$ with the proxy $a_{\text{min}}$ shows 13.9% better explanation of variance by the model and is therefore the more acceptable one.

For the shorter time interval (1844–1910) the two proxies used together would fit best. The use of only the $G_{\text{max}}$ proxy gives, according to the $R_{\text{adj}}^2$ fraction, 29.4% explanation. The addition of the $a_{\text{min}}$ Proxy gives 52.2 % explanation or 22.8% additional support for the solar influence on the terrestrial ground temperature $\Delta T_{\text{earth}}$.

Table 3 shows therefore that the influence of the correlated proxies can be separated; in any case that such is the case for the shorter time interval.

As a next step we also want to examine the relative roles to global warming by the equatorial and polar magnetic fields. When doing that we must take into account (Figures 6 & 7) that considerable part of the data after 1910 is not due to solar effects; actually these are only valid for the data from 1844 till 1910, while the solar origin of the (aamin) data from before 1844 is questionable. For this exercise we have to calculate the partial adjusted coefficient of determination, which gives the conditional proportion of variation explained by proxy $G_{\text{max}}$ that cannot be explained by proxy $a_{\text{min}}$, as:

$$R_{\text{adj}, G_{\text{max}} | a_{\text{min}}}^2 = 1 - \frac{\text{SSE}(G_{\text{max}}, a_{\text{min}})}{\text{SSE}(a_{\text{min}})} \cdot \frac{n - \lambda - p_{a_{\text{min}}}}{n - \lambda - p_{G_{\text{max}} a_{\text{min}}}}$$

(13)

The other way round, the variation explained by proxy $a_{\text{min}}$ cannot be explained by $G_{\text{max}}$:

$$R_{\text{adj}, a_{\text{min}} | G_{\text{max}}}^2 = 1 - \frac{\text{SSE}(G_{\text{max}}, a_{\text{min}})}{\text{SSE}(G_{\text{max}})} \cdot \frac{n - \lambda - p_{G_{\text{max}} a_{\text{min}}}}{n - \lambda - p_{a_{\text{min}}}}$$

(14)

Here $\text{SSE}(G_{\text{max}}, a_{\text{min}})$ is the residual SS in a regression with $G_{\text{max}}$ and $a_{\text{min}}$, $\text{SSE}(a_{\text{min}})$ is the residual SS in a regression with only proxy $a_{\text{min}}$; $\text{SSE}(G_{\text{max}})$ is the residual SS in a regression with only proxy $G_{\text{max}}$, and again $n = total $ number of measurements involved in the regression; here $n=67$, $p_{a_{\text{min}}} = p_{G_{\text{max}} a_{\text{min}}}$, $p_{G_{\text{max}}}$ = the number of degrees of freedom involved in solving the equation; here $p_{a_{\text{min}}} = 2$, $p_{G_{\text{max}}} = 2$ and $p_{G_{\text{max}} a_{\text{min}}} = 3$, and $\lambda = 9.44$ is the equivalent number of parameters used by the Lowess technique, (Equation (7)).

We have calculated from the last 3 regressions with GSN–1844 model in Table 3, the $\text{SSE}(G_{\text{max}}, a_{\text{min}})$ with 2 proxies and both the $\text{SSE}(G_{\text{max}})$ and $\text{SSE}(a_{\text{min}})$ with one proxy. With Equations (13 & 14), while using the calculated SS data, the partial adjusted coefficients of determination are calculated. Table 4 shows the $\text{SSE}$ data and the results of the partial adjusted coefficient of determination. In the time interval 1844 till 1910, the proxy $G_{\text{max}}$ explains 42.9% of the variance, that $a_{\text{min}}$ doesn’t explain, and the proxy $a_{\text{min}}$ explains 32.4% of the variance, that $G_{\text{max}}$ doesn’t explain.

Table 4 SSES of regressions with model GSN–1844 and the partial adjusted coefficient of determination

| Error sum of squares | Value     | Fraction [%] |
|----------------------|-----------|--------------|
| $\text{SSE}(G_{\text{max}}, a_{\text{min}})$ | 0.1141859 | –            |
| $\text{SSE}(G_{\text{max}})$ | 0.1719310 | 42.89%       |
| $\text{SSE}(a_{\text{min}})$ | 0.2035937 | 32.37%       |
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This leads to the conclusion that during 1844 to 1910 the terrestrial temperature variation was for 42.9% related to variations in the equatorial magnetic fields and for 32.4% to those on the polar fields while the remaining 24.7% has other causes. This latter aspect should certainly invite further research. That is a theme for climatological research and will not be discussed here.

**Search for other evidence and causes of terrestrial temperature variation**

We now make a 200 year Lowess smoothing of the input ground temperature data of $\Delta T_{\text{Earth}}$ in order to examine how the long-term temperature changed in the period 1612 to 1912, i.e. without the modern temperature increase described in previous Sections. We then apply a linear fit to the resulting curve of the smoothed temperature data, such in order to determine the slope.

Figure 8A shows a black smoothed MobBroh temperature curve and a green linear fit. A positive slope is visible in the 200 years smoothed Mob–Broh ground temperature data $\Delta T_{\text{Earth}}$ between the years 1612 and 1912. The linear fit of the smoothed data has a slope of $0.0582 \pm 0.0019 \text{K per century}$.

There is also a cyclic signal visible, which that oscillates around the linear fit. The period of the latter appears to be only slightly longer than the 210 years Suess /de Vries cycle. We now make an FFT of the signals in Figure 8A, shown in Figure 8B, to confirm this period.

The resolution of the FFT is enhanced by zero padding from 301 to 2048 points, and by the use of a raised cosine window. Further both data sets have been corrected with the linear fit, to prevent distortion from longer periods outside the measurement window of 300 years. It appears from the smoothed MobBroh spectrum, that the sine–like signal in Figure 8A consists of an addition of more periods. The peak period of the smoothed MobBroh signal in Figure 8B, is slightly longer than the 210 years Suess /de Vries cycle.

Subsequently we repeat the same steps on the 18 years residue of the GSN–1612 model, which results in Figures 9A & 9B. Again, the black curve shows the 200 year smoothed residue and the linear fit is given in green. The slope value of the linear fit is $0.0284 \pm 0.0010 \text{K per century}$. Also, Figure 9A shows a cyclic signal, slightly longer than the Suess/De Vries cycle.

Now we compare Figure 8 & 9, to see in what respect the model has changed the temperature residue. The slope of the linear fit in Figure 9A is about 50% of the slope in Figure 8A (or the maximum of the smoothed amplitudes in Figure 9B is about 50% of the maximum of the smoothed amplitudes in Figure 8B). This means that the model resolves 50% of the slope. In De Jager et al. indications were also found for a slow but steady increase of the residual temperature over the centuries. A value of $0.022 \pm 0.001 \text{K per century}$ was found and that value is approximately confirmed in this study.

The resolution of the FFT is enhanced by zero padding from 301 to 2048 points, and by the use of a raised cosine window. Further both data sets have been corrected with the linear fit, to prevent distortion from longer periods outside the measurement window of 300 years. It appears from the smoothed MobBroh spectrum, that the sine–like signal in Figure 8A consists of an addition of more periods. The peak period of the smoothed MobBroh signal in Figure 8B, is slightly longer than the 210 years Suess /de Vries cycle.

Subsequently we repeat the same steps on the 18 years residue of the GSN–1612 model, which results in Figures 9A & 9B. Again, the black curve shows the 200 year smoothed residue and the linear fit is given in green. The slope value of the linear fit is $0.0284 \pm 0.0010 \text{K per century}$. Also, Figure 9A shows a cyclic signal, slightly longer than the Suess/De Vries cycle.

Now we compare Figure 8 & 9, to see in what respect the model has changed the temperature residue. The slope of the linear fit in Figure 9A is about 50% of the slope in Figure 8A (or the maximum of the smoothed amplitudes in Figure 9B is about 50% of the maximum of the smoothed amplitudes in Figure 8B). This means that the model resolves 50% of the slope. In De Jager et al. indications were also found for a slow but steady increase of the residual temperature over the centuries. A value of $0.022 \pm 0.001 \text{K per century}$ was found and that value is approximately confirmed in this study.

**Figure 8A** The linear rest term suggests a Hallstatt–type contribution. The sine–like signal indicates a Suess–type contribution.

**Figure 8B** The FFT of the signals shown in Figure 8A. The MobBroh data set contains more signals than the quasi–periodicities of the solar cycle in Table 1. It is clearly visible that the Lowess filtering weakens the signals with a period shorter period than 200 years.

**Figure 9A** A linear fit on the residue of the GSN–1612 model suggests a Hallstatt–type contribution. Note the change in the temperature scale with respect to Figure 8A.

**Figure 9B** FFT of the residue and the Lowess filtered residue in Figure 9(A); the residue signal appears to be an addition of about five separate signals. Also the 18 years Lowess filtering is clearly visible in the residue.
Next we compare the 200 year smoothed curves in Figures 8A & 9A. The signal in Figure 9A has almost the same shape as the corresponding one in Figure 8A, but with 30% smaller amplitude. This cyclic signal, possibly the filtered Suess cycle as can be seen in the FFTs, is not completely resolved by the GSN–1612 model, because it is still partly visible in the residue after this second process. However, in the original data of the proxy $Gn_{\text{max}}$, the Suess cycle is present and it seems that both proxies interfere with each other. Higher even order components of the proxies may solve this problem.

We now start a secondary approach by extending the GSN–1612 residue fit with higher order terms of the time variable. It appears that almost the complete residue can be resolved with a fifth order time polynomial and adjusted coefficient of determination $R^2_{\text{adj}}$ of 0.994.

The resulting curve is shown in Figure 10; the polynomial is:

$$\Delta T_c = c_0 + c_1 t + c_2 t^2 + c_3 t^3 + c_4 t^4 + c_5 t^5,$$

with

$$c_0 = -0.0454 \pm 0.0007, \quad c_1 = 0.0598 \pm 0.0051, \quad c_2 = -0.1725 \pm 0.0010, \quad c_3 = 0.2211 \pm 0.0089, \quad c_4 = -0.0969 \pm 0.0003, \quad c_5 = 0.0136 \pm 0.0004.$$

The second order gradient is -0.1725 (±0.0010) K per squared century and is probably in this residue related to the residual Suess cycle. We suggest a possible explanation for this small linear increase. From among the five fundamental periodicities in solar activity, viz. the Schwabe (~11 yrs), Hale (~22 yrs), Gleissberg (~80 yrs), Suess (210 yrs) and Hallstatt cycles it is the latter, with its period of ~2300 years, that fits in the linear increase presented by Equation (3). The present Hallstatt cycle went through its mean value with a positive slope in the second half of the 20th century. The next maximum will be reached around the year 2500. The GSN–1612 model and slope data with Equation (3) may well fit into this picture.

The conclusion of this Section is that there are some weak indications for a small steady increase of the temperature over the four centuries considered here. It amounts to 0.0204 ($\pm 0.0010$) × t K, where $t$ is the time, expressed in centuries after 1612.5. The shape of the relevant curve suggests similarity to the Hallstatt periodicity. This suggestion emphasises the need for a thorough study of the physics of the mechanism(s) behind that solar periodicity. How does it manifest itself in solar variability and what (are) the mechanism(s)?

The physical explanation of this periodicity may be found in the suggested pulsations of the solar tachocline, which affects the solar equatorial magnetic activity, with a relatively small amplitude and with the Hallstatt period. If this interpretation of the solar driving model is indeed correct, then this physical explanation may find support in a study by Scafetta et al., who ascribe the Hallstatt oscillation to the combined attraction by the major planets. We suggest that this attractive force influences the distance between the tachocline and the solar surface. This process is then an action that may be seen as a form of pulsation.

**Expected temperature variation for the forthcoming decades**

The extended transition that lasted from ~2005 till ~2010 is related to the start of another Grand Episode of solar activity. That recent phase transition, hence, marks the end of the 20th century’s Grand Maximum.

The question of what episode comes next has been dealt with in various papers. It was found that a Grand Minimum, such as the Maunder one, will occur only during the negative phase of the 2300 years lasting Hallstatt oscillation. While a longer lasting Regular Episode does occur when this oscillation is positive. Specifically, from investigating a sunspot maxima time series that lasted for nearly two millennia, it was found that the Hallstatt oscillation passed from positive to negative through its zero line around the year 900. That passing was accompanied by a change in the nature of Solar Dynamo Episodes from a long lasting Regular episode to another one. In wondering what kind of event new episode will be we refer to the three millennia lasting time series of solar activity shown in Figure 2. The regular episode that ended around the year 900 started in ~250 and hence it lasted for ~1150 years. This confirms that a long lasting Regular Episode appears to occur during the whole positive phase of the Hallstatt oscillation. More recently Duhau S et al., predicted the value and the date of occurrence of sunspot maxima #26 to #31 for the forthcoming century and found that the Episode that started with Schwabe cycle #24 is indeed of the Regular type similar to the one that occurred between 1740 and 1924. More specifically, this Schwabe cycle is a Dalton type minimum. These data support the hypothesis that an Episode of the Regular type will occur during the major part of the forthcoming millennium. The consequent values of $Gn_{\text{max}}$ and $a_{\text{win}}$ will be similar to those that occurred in the 18th and 19th century. Unfortunately we cannot use the uncertain $a_{\text{win}}$ data before 1844.

Based on the observed values of $Gn_{\text{max}}$, and assuming that solar activity during the next few decades will be comparable to that observed during the Dalton Minimum, we use GSN–1612 to compute the variation with time of $\Delta T_{\text{Earth}}$ in dependence of the main solar magnetic field fluxes for the expected changes in $Gn_{\text{max}}$ as indicated in the previous Section. Of course we do not yet know the values of $Gn_{\text{max}}$ for the cycles after cycle #24, nor will the above suggested values of $Gn_{\text{max}}$ for the years 2010 through 2037 be exactly the same as those for Schwabe cycles #5, #6 and #7 (~1798 till 1833). The rationale of our present approach is our expectation, explained above, that the Grand Episode that has just started may be expected to begin with a Dalton type minimum. Thus, we suggest for the time interval 2007 to 2037 $Gn_{\text{max}}$ data will be similar to those of the past Dalton minimum.

**Figure 10** A fifth order fit on the 200 years smoothed residue of the GSN1612 model shows a nearly perfect modelling of the residue, indicating the presence of a cycle that is likely to be identified as a Suess cycle.
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The relation between the average northern hemisphere ground temperature and solar equatorial and polar magnetic activity

The results are presented in Figure 11 for the GSN–1612 model. It gives–again–the observed Moberg–Brohan temperature data. But next to that we give the expected values of the solar component of $\Delta T_{\text{earth}}$, as they are here extended to 2037. We stress that, while the data after ~2007 are based on a hypothesis, the earlier ones are based on straight observations.

The main result of this exercise is that the values for the solar component of the average terrestrial ground temperatures $\Delta T_{\text{earth}}$ are expected to be fairly small in the coming decades. The decrease to that low value started already around the year 2000.

Another topic for immediate research is the question why, after the sharp rise of the average terrestrial ground temperature between ~1950 and ~2000 there came a quasi–standstill in that rise during the first decade of the 21st century, as shown in Figure 12. We suggest that this standstill is due to the simultaneous decrease of the solar component, a decrease that started to be of some importance after ~1998, against the gradual temperature rise due to non–solar contributions, in such a way that a relative standstill in the rise of temperature occurred. What will happen after that time is a matter of speculation.

Conclusions

This paper has two sets of conclusions. For the first we refer to Figures 6 & 7, that compares the observed average smoothed terrestrial Northern Hemisphere ground temperatures $\Delta T_{\text{earth}}$ with sun–induced values. We found that up to ~1915 the 18 years smoothed values of $\Delta T_{\text{earth}}$ are chiefly due to the sun. After 1915 a steadily increasing additional component appears which leads to increased warming. The solar component decreases in intensity in the first decade of the present century during the Transition$^{11}$ between the 20th century Grand Maximum and a subsequent new Episode. This explains the short relatively constant terrestrial temperature in that brief period. A near–linear increase over the four centuries studied is ascribed to the Hallstatt periodicity.

As to the future of solar activity we refer to Figure 11 and in connection with that to the exceptionally weak Schwabe cycle #24. These data in connection with the similar subsequent cycle suggest that we are presently witnessing a Dalton–type period. This may be followed by a repetition of the kind of solar activity that occurred between the years 1740 and 1924 and that we called of the Regular type. This suggests that the Grand Episode that has started with the recent Transition may also be of that type, and, as the Hallstatt oscillation changed from negative to positive in near synchronicity with the recent Solar Dynamo Transition, it would last during the rest of the current millennium as was the case during the time interval (in years) ~250 to 900 when a long lasting Regular Episode occurred (conform Usoskin, Figure 2)$^{10}$ in synchronicity with the positive phase of the Hallstatt oscillation.
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