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1. Introduction

Vocabulary is the most fundamental element in the learning of almost any language. For second language learners, vocabulary directly determines their language proficiency and ability [1]. College English is arguably the most prevalent subject in Chinese higher education for second language learners. Vocabulary teaching has always been one of the priorities in college English classes, but front-line college English teachers, when surveying students’ vocabulary mastery, find that students’ vocabulary mastery is not as good as it could be, and that the traditional teaching methods of paraphrasing and explaining usage are not very helpful to students’ vocabulary mastery. In recent years, the college English curriculum has been constantly improved and has achieved good results, but the vocabulary teaching still stays in the process of reading and studying chapters with sporadic memorization of words or through rote memorization, instilling vocabulary [2]. As a result, vocabulary teaching in college English classes is either dull and boring, not very interactive, or students listen to the lectures with lively but not deep impressions; in short, word memory is always a difficult point. If not paid attention to, this will create a hidden danger for the subsequent development of students’ comprehensive English literacy [3].

As the old saying goes “It is better to teach a man to fish than to teach him to fish”. However, what is “fishing” in the process of teaching vocabulary and how to teach “fishing” instead of “fish” is a question worthy of discussion by all university English teachers and the foreign language community as a whole [4]. To this end, this study will explore the cultural background behind English vocabulary from the perspective of etymology and integrate the knowledge of etymology into the classroom to make each word come alive, so that students can love learning vocabulary and increase their interest in learning. How to classify English vocabulary more efficiently and accurately is currently a hot topic of inquiry among scholars in the field of computing. With the growing number of messages on the web, the performance demand for English
vocabulary classification tasks is also increasing. For now, the classification methods widely used in English vocabulary classification work are mainly artificial neural networks [5, 6], KNN [7], decision trees [8], support vector machines [9], and plain Bayes [10].

This paper integrates the traditional K-medoids clustering idea with a genetic algorithm to form a new clustering method K-GA-medoids and then combines it with KNN for English vocabulary classification. The algorithmic framework proposed in this paper is proved to be effective in reducing the computational overhead while ensuring the accuracy of the classification results.

2. Related Work

The study of English etymology has a long history. "Etymology denotes etymology, which comes from the Greek etymology, a discipline devoted to the study of the origin [11], history, and changing meanings of words, the study of words from a historical perspective, a branch of lexicography, and a part of comparative linguistics" [12]. The main elements of etymological strategies are the identification of cognates and etymological meanings. “Understanding etymology helps comprehension and acquisition.” For the current state of English teaching, [13] points out in his article that vocabulary is learned in a random, unimaginative, and isolated way. "The traditional method of teaching vocabulary is for the teacher to give the meaning in Chinese and then give examples. There is usually no need for the teacher to explain the content. Just recite the vocabulary through a word list.” He also believes that etymological separation of words and meanings is an important reason why students find English words difficult to understand, learn, and memorize.

During the teaching process, teachers share the stories behind the vocabulary to help students strengthen their memory of the words. Some scholars have explored the integration of etymology in vocabulary instruction from the perspective of meaning. Al-Ahdal [14] points out that etymology’s can stimulate students’ interest in learning, help them understand vocabulary, as well as improve their vocabulary use. The elaboration of the role of etymology affirms the rational use of etymology in vocabulary teaching, which enables students to better master and use vocabulary. Some scholars have discussed the strategies of vocabulary teaching from the perspective of etymology. Siregar [15] systematically proposes vocabulary teaching strategies. She believes that understanding the etymology of words helps comprehension and acquisition. Etymological strategies he proposed include etymological strategies, comprehensive etymological strategies, and general etymological strategies.

The core idea of English vocabulary classification is to categorize English words to be classified by using known categories of English words, so that they belong to one or several categories of the categories [16]. KNN is widely used in practical classification work because of the advantages of its algorithm such as mature theory and easy to understand. To address the problem that the traditional KNN has huge computational overhead when the sample size of the training set is large or the sample dimension is high, [17] proposed a convolutional neural network-based English vocabulary classification algorithm CKNN, which first obtains more abstract feature values from short English vocabulary and then performs the classification work related to English vocabulary afterwards. Egorova and Burget [18] proposed a KNN algorithm based on rough sets to reduce the dimensionality of the vectors in the sample space by attribute reduction and then improve the efficiency of categorizing English words. McCurdy et al. [20] proposed a new classification algorithm PCA&KNN, which uses a smaller set of neighbors to perform KNN classification and effectively reduces the complexity of classification computation [21].

3. Related Concepts

The main algorithms involved in this paper are genetic algorithm, K-medoids and KNN, which are briefly described as follows.

3.1. Genetic Algorithm. The basic framework of the genetic algorithm is shown in Figure 1, which first encodes the representation of individuals based on the actual problem and then performs the random generation of the initial population set to obtain multiple initial feasible solutions. All individuals in the population are given corresponding fitness values to evaluate their degree of excellence [22].

According to the criterion of selecting the best and the worst, the best individuals from the existing population are selected for subsequent mutation and genetic operations. For the subsequently generated populations, the selection, crossover, and mutation operations are performed cyclically, and the algorithm ends when the termination conditions are satisfied, and the approximate optimal solution of the actual problem is obtained [23].

3.2. K-Medoids Clustering Algorithm. The K-medoids algorithm always selects the sample point closest to the cluster center as the cluster center when clustering, in order to minimize the influence of various anomalies and outliers on the selection of cluster centers. The algorithm is based on the following idea: firstly, K initial cluster centers are selected, and the remaining samples are grouped into clusters corresponding to their closest cluster centers [24]. Next, noncluster center sample points are selected to replace the current cluster centers, and the current set of cluster centers is updated or not according to the cost of replacement, and so on.

3.3. KNN Algorithm. KNN is a theoretically mature and easy-to-understand classification algorithm whose core idea is that a category of samples to be classified is the same as the
category with the largest weight in the sample set consisting of the K nearest samples [25].

4. Introduction to the Algorithm Framework

K-medoids is optimized from K-means algorithm, which greatly reduces the influence of noise and outliers on the final clustering effect, but it is still sensitive to the selection of initial clustering centers. This framework clusters the training sample set in the first stage of classification and reduces the training set in the classification stage based on the distance between the English words to be classified and the cluster centers, so as to overcome the problem that the classification efficiency of the traditional KNN algorithm will be seriously reduced and lack of effectiveness when the sample size is large problem [26].

4.1. K-GA-Medoids Algorithm. K-GA-medoids consists of genetic algorithm fused with the core idea of K-medoids clustering. In the design part of the fitness function of the genetic algorithm, the K-medoids idea of finding the centroids within clusters is fused with the distance as the core of the fitness function setting, aiming to find the set of cluster centroids closer to the cluster center through genetic iteration as follows:

\[
S_i = \frac{1}{(N_i - 1)} \sum_{P \in C_i} |P - M_i|,
\]

(1)

where \(C_i\) is the \(i\)th cluster of the clustering result, \(N_i\) is the size of the \(i\)th cluster, \(N_i\) denotes the cluster center, \(|P - M_i|\) is the distance from sample \(P\) to cluster center \(M_i\), and \(S_i\) is the average of the distances from all sample points in the \(i\)th cluster to the cluster center [27].

\[
\text{Fit} = \frac{1}{K} \sum_{i=1}^{K} S_i,
\]

(2)

The smaller the value, the better the clustering effect, and the relationship between the two is defined as an inverse correlation.

Before the iteration of the algorithm, a certain number of feasible solutions are randomly generated as the initial generation of the population, and the individuals in this generation are judged to be good according to the fitness function, and then the corresponding genetic operations are performed for the individuals in this generation to ensure the continuous evolution and expansion of the population and to provide options for finding better feasible solutions.

1. Set parameters: number of clustering centers \(K\), initial population size \(N\), selective survival ratio \(P_1\), the crossover probability \(P_2\), variation probability \(P_3\), maximum number of iterations \(T\), threshold of change in the average fitness of the population \(\varepsilon\)

2. Population initialization: coding the first generation of individuals based on \(K\) values to obtain an initial population of population size \(N\)

3. Determination of the degree of excellence of the contemporary individuals according to equation (2) and retention of the best individuals so far

4. To perform the corresponding genetic operation on the individuals of the population according to the determination result and parameter \(P_1\), \(P_2\), and \(P_3\) and obtain the new generation of the population after one round of iteration

5. Determine whether the difference between the average fitness value of the contemporary population and the parent is less than the threshold \(\varepsilon\) [28]; if it is, the algorithm terminates and outputs the result; otherwise, turn to step 3

4.2. Sample Reduction Based on K-GA-Medoids Clustering. When using the KNN algorithm to categorize English words, the K-nearest English words obtained by using the distance formula are normally in the same category or close to the category of the English words to be tested, and the computational overhead can be greatly reduced if the search for the nearest English words is conducted in the sample set of the category or the surrounding categories of the English words to be tested as much as possible. The accuracy of the classification results is inevitably reduced when the reduction of the sample set is large, and the improvement is not obvious when the reduction is small. To address this
problem, we propose a simple reduction method based on K-GA-medoids clustering by considering a compromise between accuracy and computational overhead [29].

The training sample set is defined as \( S \), containing \( C_1, C_2, C_3, \ldots, C_m \), a total of \( m \) categories \( M \) English words.

Calculate the magnitude of the similarity distance between \( d \) and \( O_i (0 < i \leq n) \).

Compromise calculation to obtain the sample reduction metric distance \( D_{end} = (D_{max} + D_{min})/2 \) for the English word \( d \) to be measured.

Define the reduced training set of the current English vocabulary \( d \) to be tested as \( S_{new} \), if the similarity distance between \( d \) and \( D_i \leq D_{end} \), it means that \( d \) is more similar to the English vocabulary in the corresponding cluster of \( O_i \), and the English vocabulary in it will be included in \( S_{new} \); otherwise, the corresponding cluster will be discarded.

### 4.3. Improving the Combination of Clustering and KNN

Before the formal KNN classification work, the K-GA-medoids algorithm is used to cluster the training sample set to obtain multiple clusters, and in the classification stage, the corresponding sample reduction distance is obtained according to the similarity distance between each English word to be tested and each cluster center as shown in Figure 2. In the classification stage, we obtain the corresponding sample reduction distance according to the similarity distance between each English word to be tested and each cluster center, so as to reduce the training set and the computational overhead [12]. The corresponding algorithm flow and diagram is as follows:

1. Read the sample data from the training set and the test set, which are all English words, and perform word separation, deactivation and frequency counting
2. Adopt the TF-IDF calculation method to calculate the weight size of each feature word and get the undimensionalyzed English vocabulary vector
3. Adopting the information gain method to reduce the dimensionality of the English vocabulary feature vector and retaining the feature terms with larger gain values
4. Performing K-GA-me•Does cluster operation on the English vocabulary vector in the training space to divide it into multiple clusters with higher cohesion
5. For each English word \( d \) to be tested in the test space, the training space is reduced using the sample reduction method in Section 3.2 to obtain a new training space corresponding to it \( S_{new} \)
6. The KNN algorithm is used to classify the English word \( d \) to be tested, find its K nearest samples in \( S_{new} \), and assign \( d \) to the sample category with the largest proportional weight

### 5. Experimental Results and Analysis

All experiments in this section are conducted on a PC configured with a 2.20 GHz Intel Core i5, 8 GB of RAM, with Win7 as the operating system, and the algorithm program is written in Python language and programmed in Python3.

Implementation: the evaluation metrics involved in the experimental results include precision, recall, and F-value, and the corresponding calculation formulae are defined as follows:

\[
P = \frac{TP}{TP + FP} \\
R = \frac{TP}{TP + FN} \\
F = \frac{P \times R}{P + R} \tag{3}
\]

where \( TP \) denotes the number of predicted positive and actual positive, \( FN \) denotes the number of predicted negative but actually positive, and \( FP \) denotes the number of predicted positive but actually negative.

#### 5.1. K-GA-Medoids Clustering Effect Analysis

To verify the effectiveness of K-GA-medoids clustering, this paper will do an experimental comparison of K-medoids and K-GA-medoids on the same data set. The classical English vocabulary clustering collection mini_newsgrups is used, which includes a total of 2000 English words in 20 major categories. Before the experiment, the English vocabulary was preprocessed, including deactivation, TF-IDF weight calculation, and feature selection, and then the English vocabulary feature matrix was obtained. Finally, experiments are conducted on K-medoids and K-GA-medoids algorithms for different test set groups. The description of the experimental test sets and the specific experimental results are as shown Table 1.

As shown in Figure 3 that the data obtained from the above experiments are the average values obtained from multiple experiments, and the results show that the K-GA-medoids algorithm has significantly improved the accuracy, recall, and F-value of the clustering effect compared with the general K-medoids algorithm, and the F-value of the five experiments has increased by 2.94% on average, which is better in the clustering of English words. This shows that the new clustering method, K-GA-medoids, which is derived from the integration of GA and K-medoids algorithms, is objective and effective in practical applications.

#### 5.2. Analysis of the Effect of English Vocabulary Classification Algorithm Framework

In order to verify the effectiveness of the algorithmic framework of this paper, this section compares it with the traditional KNN algorithm on the same dataset for experiments. Since the number of samples of individual categories in the mini_newsgrups dataset is small, which cannot guarantee the diversity and comprehensiveness of the training set in the early stage of the classification work, the experimental dataset in this section adopts five categories of news English vocabulary data crawled by the network, and the test is divided into different
test set groups. The experimental test sets are described, and the specific experimental results are shown in Table 2.

From Figure 4, we can see that, compared with the traditional KNN algorithm, the algorithm framework in this paper has an average increase of 1.72% in the accuracy of $p$ value and 7.29% in the classification efficiency of English vocabulary in the five test sets, which indicates that the algorithm framework proposed in this paper has effectively accelerated the classification efficiency of English vocabulary while ensuring the improvement of the classification accuracy. The scores of different groups are different. We can know that the score of KNN is improved after optimization, and good performance can be obtained without too much adjustment. We usually build the nearest neighbor model quickly, but if the training set is large (a large number of features or a large number of samples), the prediction speed

| Test set | Category/text number | K-medoids | K-GA-medoids |
|----------|-----------------------|-----------|--------------|
|          |                       | $P$       | $R$          | $F$          | $P$       | $R$          | $F$          |
| Group 1  | 2/120                 | 0.5547    | 0.5525       | 0.5536       | 0.6065    | 0.5667       | 0.5857       |
| Group 2  | 4/240                 | 0.4055    | 0.3983       | 0.4017       | 0.4336    | 0.4071       | 0.4198       |
| Group 3  | 6/360                 | 0.4515    | 0.3828       | 0.4143       | 0.4600    | 0.4286       | 0.4433       |
| Group 4  | 6/540                 | 0.4071    | 0.4037       | 0.4053       | 0.4760    | 0.3850       | 0.4249       |
| Group 5  | 8/720                 | 0.3265    | 0.3107       | 0.3182       | 0.3988    | 0.3394       | 0.3662       |
may be slow. When using the optimized KNN algorithm, data preprocessing is very important. This algorithm is often ineffective for data sets with many features (hundreds or more), especially for data sets with most values of 0 for most features (so-called sparse data sets).

### 6. Conclusions

In this paper, we propose a new English vocabulary classification algorithm framework by combining a clustering algorithm with KNN to reduce the computational overhead by reasonably reducing the training sample set. At the same time, in order to better improve the clustering effect of the training set of English vocabulary, this paper integrates the genetic algorithm with the K-medoids algorithm to form a new clustering algorithm K-GA-medoids, and the experiments show that its clustering effect is significantly better than the traditional K-medoids, and the classification algorithm framework combined with KNN is better and more efficient than the KNN algorithm. However, the reduction of the sample set inevitably causes the loss of sample information.

So, how to reduce the training set samples more effectively is still a direction we need to explore and study in the future. Using more data makes the effect of model learning better. All data (including teaching interaction process, homework, and wrong questions) learned by each student are carefully recorded on the intelligent learning platform. When these daily continuous and massive data are continuously injected into the artificial intelligence system, it can not only help the system better clarify the pedigree of knowledge
points and provide data support for the teaching and research team to optimize the teaching system but also greatly help teachers understand students' learning psychology and mastery of knowledge points, and provide important help for targeted teaching.
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