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ABSTRACT

A powerful method to measure the mass profile of a galaxy is through the velocities of tracer particles distributed throughout its halo. Transforming this kind of data accurately to a mass profile \( M(r) \), however, is not a trivial problem. In particular, limited or incomplete data may substantially affect the analysis. In this paper we develop a Bayesian method to deal with incomplete data effectively; we have a hybrid-Gibbs sampler that treats the unknown velocity components of tracers as parameters in the model. We explore the effectiveness of our model using simulated data and then apply our method to the Milky Way (MW) using velocity and position data from globular clusters and dwarf galaxies. We find that, in general, missing velocity components have little effect on the total mass estimate. However, the results are quite sensitive to the outer cluster Pal 3. Using a basic Hernquist model with an isotropic velocity dispersion, we obtain credible regions for the cumulative mass profile \( M(r) \) of the MW and provide estimates for the model parameters with 95% Bayesian credible intervals. The mass contained within 260 kpc is \( 1.37 \times 10^{12} \, M_\odot \), with a 95% credible interval of \((1.27, 1.51) \times 10^{12} \, M_\odot\). The Hernquist parameters for the total mass and scale radius are \( 1.55^{+0.18}_{-0.13} \times 10^{12} \, M_\odot \) and \( 16.9^{+8.8}_{-4.1} \) kpc, where the uncertainties span the 95% credible intervals. The code we developed for this work, Galactic Mass Estimator (GME), will be available as an open source package in the R Project for Statistical Computing.
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1. INTRODUCTION

Almost every galaxy in the universe is assumed to reside in a massive, dark matter halo that can extend far beyond the visible components of the galaxy. Standard methods to determine the mass distribution within visible portions of galaxies are based on rotation curves or velocity dispersion profiles. The former is applicable to spiral galaxies, while the latter method is used mainly for elliptical galaxies or disk galaxy bulges. At large radii, where the mass distribution is presumably dominated by dark matter, one can use observations of kinematic tracers to learn about a galaxy’s mass profile.

The Milky Way (MW) has many distant satellites, such as globular clusters (GCs), halo stars, planetary nebulae, and dwarf galaxies (DGs). The kinematic properties of these satellites can be used to learn about the gravitational potential of the whole system and thus the Galaxy’s mass profile out to large radii.

One way to use the kinematic data of tracers to estimate the mass distribution is via a mass estimator, a method first suggested by Hartwick & Sargent (1978) and a method that avoids using an explicit model. The method has endured partly because it uses only the line-of-sight velocities and positions of the tracers. It is useful when no proper motions are available and conversion to a Galactocentric reference frame is impossible. Nowadays, however, many MW tracers have proper-motion measurements, and more continue to become available. Thus, it would be beneficial to have a method that can incorporate both complete data (i.e., tracers with three-dimensional space motions in the Galactocentric frame) and incomplete data (i.e., tracers with only line-of-sight velocities). In this paper we introduce such a method of mass estimation.

The method used here is based on the phase-space distribution function (DF), which is a probability distribution for a satellite in terms of its position \( \mathbf{r} \) and velocity \( \mathbf{v} \) in the galactocentric reference frame. Using the DF for a model and a Bayesian approach to the analysis, we obtain probability distributions for the model parameters (and thus the mass). The method was first suggested by Little & Tremaine (1987), who showed how to use the DF and a Bayesian approach to estimate the mass specifically for the MW. Since then, other studies have used the Bayesian approach or maximum likelihood methods for Galactic mass estimation (e.g., Kulessa & Lynden-Bell 1992; Kochanek 1996; Wilkinson & Evans 1999; Widrow et al. 2008). Deriving analytic and physically relevant DFs has been explored by Hernquist (1990), Cuddeford (1991), Ciotti (1996), Widrow (2000), and Evans & Williams (2014), to name a few.

A DF’s derivation and final form is, by default, in the Galactocentric reference frame, but previous studies have rewritten DFs in terms of the line-of-sight velocity component only, in order to incorporate incomplete data (e.g., Wilkinson & Evans 1999). This does not take full advantage of the complete data that are available, which is an issue when the method may be susceptible to large uncertainties due to small sample size (as discussed by Zaritsky et al. 1989). Furthermore, rewriting the DF in terms of the line-of-sight velocity can be mathematically difficult. In our study, we introduce a generalized approach via the Bayesian framework, whereby it is easy to incorporate complete and incomplete data simultaneously and also unnecessary to rewrite the DF in terms of the line-of-sight velocity.

The purpose of this paper is to lay out the method fully and set the groundwork for future studies with a range of DFs and data sets. We also test the method with simulated data and do some preliminary analysis with the method as it applies to the MW.
The outline of this paper is as follows. Section 2.1 briefly describes the theoretical background of DFs, and Section 2.2 introduces two models that already have analytic DFs, which we use in this work. Next, in Section 2.3, we review how Bayes’s theorem can be used with the DFs to obtain parameter estimates of the model. Sections 2.4–2.6 introduce the method for incorporating both complete and incomplete data via a hybrid-Gibbs Sampler, and Section 2.7 discusses the techniques used to assess convergence of the Markov chains.

We first apply and test our method on simulated data (described in Section 3) and then apply the method to some kinematic data of satellites orbiting the MW (described in Section 4). The results of these analyses are presented and discussed in Sections 5 and 6, respectively. Many future prospects are also discussed in Section 6.

2. BACKGROUND

This section provides background information and notation about DFs, the models we use in our analysis, and the methods of Bayesian inference as they apply to the current problem. Additional details and discussion can be found in Eadie (2013).

2.1. Distribution Function

The DF, \( f(r, v) \), is a probability density function that gives the probability of finding a particle with a position \( r \) and velocity \( v \) within a phase-space volume element \( d^3r d^3v \) (Binney & Tremaine 2008). Like any probability density, the DF integrates to 1:

\[
\int f(r, v) d^3r d^3v = 1. \quad (1)
\]

Equation (1) is often renormalized so that the DF integrates to a quantity of interest, such as the total mass \( M_{\text{tot}} \):

\[
\int f(r, v) d^3r d^3v = M_{\text{tot}}. \quad (2)
\]

However, in a Bayesian framework the DF as defined in Equation (1) is used, and thus the left-hand side of Equation (2) is divided by \( M_{\text{tot}} \). Thus, it is important that models have a finite mass in a Bayesian analysis—if the mass is infinite, then the DF is not a proper probability distribution.

A DF can be specified by use of Jeans’s theorem, which states that any solution of the time-independent collisionless Boltzmann equation is a function of the phase-space coordinates \( (r, v) \) only. In a time-independent system, the Hamiltonian \( H = v^2/2 + \Phi(r) \) is always an integral of motion, and if the system is also spherical, then the magnitude of the angular momentum, \( L \), is an integral of motion too. Therefore, any non-negative function \( f(H) \) or \( f(H, L) \) will be a solution to the time-independent collisionless Boltzmann equation, and thus a DF for the system. Whether or not \( f \) is a function of \( H \) or both \( H \) and \( L \) determines the velocity dispersion of the system; \( f(H) \) corresponds to an isotropic system, and \( f(H, L) \) corresponds to an anisotropic system.

In practice, a DF corresponding to an isotropic, spherical, self-consistent system is usually written in terms of \( \mathcal{E} \), the relative energy per unit mass, defined as

\[
\mathcal{E} = -\frac{v^2}{2} + \Psi(r), \quad (3)
\]

where \( v \) is the speed of a particle at a distance \( r \) from the center of the system and \( \Psi(r) \) is the relative gravitational potential of the system at \( r \), as defined in Binney & Tremaine (2008). Particles with \( \mathcal{E} \leq 0 \) are unbound and require \( f = 0 \). If the system has an anisotropic velocity dispersion, then the DF is written as a function of both \( \mathcal{E} \) and the angular momentum \( L \).

2.2. Models

Models with analytic DFs are preferable to empirical DFs in theoretical analyses because they allow for easy sampling of the distribution and also save computation time by avoiding numerical integration. Finding a DF that models a realistic galaxy is a difficult task, however, because galaxies are often composed of multiple subsystems such as a bulge, a stellar halo, a dark matter halo, and possibly a disk. Finding a single phase-space DF that is self-consistent and analytic, and that describes the intricate features of a galaxy, is very challenging.

An empirical luminosity profile that has been successful in fitting the surface brightness profiles of elliptical galaxies and bulges is the de Vaucouleurs (1948) \( R^{1/4} \) profile. A generalization of the \( R^{1/4} \) profile is \( R^{1/n} \), which was introduced by Sérsic (1968). Due to the success of \( R^{1/4} \), theorists have tried to develop DFs that can reproduce the profile. The analytic models introduced by Jaffe (1983) and Hernquist (1990) fit the \( R^{1/4} \)-type galaxies well for most radii.

In this work, primarily for the purpose of testing the method, we use the Hernquist and Jaffe models because of their analytic simplicity and their ubiquity. The Hernquist model also has the benefit of having more than one analytic DF—one has an isotropic velocity dispersion, and there are a few that are anisotropic. Furthermore, both the Hernquist and Jaffe models are self-consistent and have a finite total mass, making consistent numerical computations feasible. For these reasons, we use the Hernquist-style models to lay out the methodology of our Bayesian approach and the derivation of mass profile credible regions. In future work, we will extend the method to include models with non-analytic DFs and non-finite mass distributions, such as the Navarro et al. (1996) Navarro–Frenk–White (NFW) model.

Hernquist (1990) introduced a halo model that is a self-consistent, analytic potential–density pair. With \( G \equiv 1 \), the gravitational potential of the Hernquist model is

\[
\Phi(r) = -\frac{M_{\text{tot}}}{r + a}, \quad (4)
\]

and the mass density profile is

\[
\rho(r) = \frac{aM_{\text{tot}}}{2\pi r(r + a)^3}, \quad (5)
\]

where \( M_{\text{tot}} \) is the total mass of the system and \( a \) is the scale radius. Integrating over a sphere, the Hernquist cumulative mass profile is then

\[
M(r) = M_{\text{tot}} \frac{r^2}{(r + a)^3}. \quad (6)
\]

Hernquist (1990) provides two DFs for their model that are written in terms of elementary functions: one for an isotropic velocity dispersion, and a second for an anisotropic velocity dispersion of the Osipkov (1979) and Merritt (1985) type (hereafter OM-type). The OM-type allows the anisotropy to
vary as a function of \( r \) and includes a constant parameter called the anisotropy radius \( r_a \):

\[
\beta(r) = \frac{r^2}{r^2 + r_a^2}.
\]  

(7)

The parameter \( r_a \) controls the degree of radial anisotropy in the system at different radii. As \( r_a \to \infty \), \( \beta(r) \to 0 \) (completely isotropic).

The third Hernquist DF used in this research has a constant anisotropy \( \beta = 0.5 \), which was derived by Evans & An (2006). We consider this model because recent research by Deason et al. (2013) showed that blue horizontal branch (BHB) stars have a radically biased velocity anisotropy of 0.5 between 16 and 28 kpc, suggesting that \( \beta \) may be approximately constant for most of the stellar halo.

We also consider the isotropic Jaffe (1983) model in this work, which has mass profile and potential

\[
M_\theta(r) = \frac{r}{a_i(r + a_i)},
\]

(8)

\[
\Phi_\theta(r) = \frac{\ln(1 + a_i/r)}{a_i},
\]

(9)

where \( a_i \) is the scale radius.

Overall, we fit the MW data to four different models: three Hernquist models with different anisotropies (isotropic, OM-type, constant anisotropy \( \beta = 0.5 \)), and the isotropic Jaffe model.

2.3. Bayes’s Theorem and Parameter Estimation

Bayes’s theorem is named after Thomas Bayes (1701–1761) and was introduced posthumously by Richard Price (Bayes & Price 1763). Using the rules of conditional probabilities, Bayes showed that the conditional probability \( p(A|B) \) is

\[
p(A|B) = \frac{p(B|A)p(A)}{p(B)},
\]

(10)

now known as Bayes’s theorem.

Bayesian inference involves using Equation (10) in data analysis to obtain probability distributions about model parameters. Bayesian inference returns a probability distribution for parameters given the data and a prior distribution on the parameters.

When Bayes’s theorem is used for Bayesian inference, it is re-written in terms of the vector of model parameters \( \theta \) and the data \( y \) and is sometimes referred to as Bayes’s rule. The Bayesian posterior probability for \( \theta \), given some data \( y \), is then

\[
p(\theta|y) = \frac{p(y|\theta)p(\theta)}{p(y)},
\]

(11)

where \( p(y|\theta) \) is called the likelihood, \( p(\theta) \) is the prior probability on the parameters, and \( p(y) \) is the marginal probability of the data. Because the marginal probability does not depend on \( \theta \), and with fixed \( y \) can be considered a constant, it is common practice to sample the unnormalized posterior probability,

\[
p(\theta|y) \propto p(y|\theta)p(\theta).
\]

(12)

The pioneering work by Bahcall & Tremaine (1981) showed that the DF determines the likelihood \( p(y|\theta) \). For example, the probability of the first satellite in our data set having \( r_1 \) and \( v_1 \), given the model parameters, is \( f(r_1, v_1|\theta) \). Assuming that all \( n \) satellites in the data set are independent, the probability of their corresponding positions and velocities is the product of the DFs, and thus the likelihood is

\[
p(y|\theta) = \prod_{i=1}^{n} f(r_i, v_i|\theta).
\]

(13)

Therefore, Equation (12) becomes

\[
p(\theta|y) \propto \prod_{i=1}^{n} f(r_i, v_i|\theta)p(\theta).
\]

(14)

Sampling Equation (14) is usually done via a Markov Chain Monte Carlo (MCMC) method, which creates a Markov chain—a sequence of random variables, \( \theta \), where \( t = 1, 2, 3,... \) represents the position in the chain. Every random variable in the chain depends only on the variable before it, \( \theta^{t-1} \) (Gelman et al. 2003). When MCMC algorithms are used to sample a Bayesian posterior density, then by construction, the Markov chain is a collection of parameter vectors that have the same stationary distribution as the posterior (Equation (11)).

We apply the Metropolis algorithm (Metropolis & Ulam 1949; Metropolis et al. 1953) to sample Equation (14). The Metropolis algorithm is iterative and creates a Markov chain whose stationary distribution is proportional to the Bayesian posterior probability in question. The Markov chains in this work are constructed as follows (Gelman et al. 2003):

1. Draw a trial value \( \theta^* \) from a symmetric proposal distribution
2. Calculate \( d = \frac{p(\theta^*|y)}{p(\theta^{t-1}|y)} \)
3. If \( d > 1 \), then accept \( \theta^* \) as \( \theta^t \)
   a. \( \theta^t = \theta^* \)
   b. return to step 1
4. If instead \( d < 1 \), then accept \( \theta^* \) with probability \( d \)
   a. draw a random number \( z \) from the uniform distribution \( U(0, 1) \)
   b. if \( d > z \), then accept \( \theta^* \) as in step 3, and return to step 1
   c. if \( d < z \), then reject \( \theta^* \)
      i. set \( \theta^t = \theta^{t-1} \)
      ii. return to step 1

Accepting \( \theta^* \) only when \( d > z \) ensures that the \( \theta \) values are accepted with probability proportional to the posterior, provided that the chain has converged to the target distribution. The above process is repeated \( N \) times, resulting in a Markov chain with \( N \) values of \( \theta \) that represents samples from the posterior.

Because a Bayesian analysis leads to distributions for parameters, the results are arguably easier to interpret. The Markov chains can be used to acquire estimates, uncertainties, and probabilities pertaining to model parameters. Furthermore, the uncertainties can be carried forward to subsequent modeling and analysis.

A Bayesian analysis can also easily include nuisance parameters—parameters in the model whose values are unknown but not necessarily of interest to the researcher. This feature turns out to be useful in our current problem of
galaxy mass estimation; sometimes we do not know the
tangential velocity component of a satellite object, but we can
treat that unknown component as a nuisance parameter in the
model.

2.4. Nuisance \((v_t)\) Parameters

In a Galactocentric coordinate system, the total speed of a
satellite in orbit around the Galaxy can be written as

\[
v = \sqrt{v_r^2 + v_t^2},
\]

(15)

where \(v_r\) and \(v_t\) are the radial and tangential components, respectively. In turn,

\[
v_t^2 = v_{th}^2 + v_{bt}^2.
\]

(16)

The total speed of a satellite is needed for the DF \(f(r, v|\theta)\)
in the likelihood of Bayes’s theorem. However, proper-motion
measurements are not available for all satellites. In many cases,
distant tracers of the MW have only line-of-sight velocity
measurements with respect to our position in the Galaxy. We
want to use this satellite information in our analyses, but
without a proper motion, the line-of-sight velocity in the LSR
does not give us \(v_r\) or \(v_t\) in Galactocentric coordinates.

For very distant objects, the line-of-sight velocity is approxi-
mately \(v_{los} \approx v_t\), since the angle created by the location of the
Sun, the satellite, and the center of the galaxy is quite small.
However, we still have no value for \(v_t\). If we treat these
unknown \(v_t\) values as nuisance parameters in the model, then
Bayes’s rule reads

\[
p(\theta | y) \propto \prod_{i=1}^{n} f(r_i, v_{r,i} | \theta, v_{t,i}) p(\theta) p(v_{t,i}),
\]

(17)

where \(p(v_{t,i})\) is the prior probability on the tangential velocity
of the \(i\)th satellite, to be discussed in Section 2.6.

2.5. The Gibbs Sampler

When nuisance \((v_t)\) parameters are present, we use a Gibbs
sampler, which was first introduced by Geman & Geman
(1984) in the area of image processing and then adapted to
iterative simulations in the study of statistics by Tanner &
Wong (1987). Gelfand & Smith (1990) then showed how to
apply it to Bayesian inference. Since then, the Gibbs sampler
has been applied to many problems (Gelman et al. 2003, and
references therein).

The Gibbs sampler is sometimes called alternating condi-
tional sampling and can be very useful in multi-dimensional
problems where \(\theta = (\theta_1, \ldots, \theta_n)\) (Gelman et al. 2003). The
Gibbs algorithm samples each of the parameters \((\theta_1, \ldots, \theta_n)\)
one at a time, based on the current value of all of the other
parameters and the conditional probability given those
parameters.

Consider \(\theta_i\), the \(i\)th parameter in a model with \(n\) parameters,
and let \(\theta_{-i}\) represent all of the other parameters. Next, let \(t\) be
the \(t\)th iteration of the chain—the chain that will be a sample
of the posterior distribution \(p(\theta | y)\). In the Gibbs sampler, each \(\theta_t\)
is sampled one at a time based on its conditional probability
given the current values of all of the other parameters,

\[
p(\theta | \theta_{-i}^{t-1}, y),
\]

(18)

where \(\theta_{-i}^{t-1}\) represents the other parameters at their current
value,

\[
\theta_{-i}^{t-1} = (\theta_1, \ldots, \theta_{i-1}, \theta_{i+1}, \ldots, \theta_{n-1}).
\]

In our work, we do not directly sample the conditional
distributions (Equation (18)) because they are usually not
available. Instead, we use a Metropolis step to update the
conditional distributions. Thus, we employ a hybrid-Gibbs
sampler: we use a symmetric proposal distribution, so that the
accept/reject condition of the trial parameter \(\theta^\prime\) follows
the same algorithm as that described in Section 2.3, except \(d\) is now

\[
d = \frac{p(\theta^\prime | \theta_{-i}^{t-1}, y)}{p(\theta | \theta_{-i}^{t-1}, y)}
\]

(Gelman et al. 2003).

In the problem at hand, the hybrid-Gibbs sampler is more
efficient than a standard Metropolis algorithm. The latter
method samples all parameters simultaneously, while the
former samples parameters individually. Under the Metropolis
algorithm, if even one parameter suggestion is highly
improbable, then the entire vector of parameters is likely to
be rejected. Therefore, a high-dimensional Markov chain may
take an extremely long time to walk through parameter space
and converge to the posterior distribution. By contrast, the
hybrid-Gibbs sampler is much more efficient in our high-
dimensional Markov chain (there are two model parameters
and 44 tangential velocity parameters for the MW data
discussed below). The parameters \(M_{SO}\) and \(a\) are sampled
simultaneously, based on the current \(v_t\) parameters, and the \(v_t\)
parameters are sampled individually based on the current
values of all the other parameters.

Using the hybrid-Gibbs sampler for the \(v_t\) values allows us to
obtain a probability distribution for each \(v_t\) parameter
efficiently. We can look at the probability distribution for each
\(v_t\) and make a prediction of the most probable \(v_t\) value for each
satellite. Although we find that the resulting \(v_t\) distributions
are quite diffuse, and a meaningful prediction of \(v_t\) cannot be made
from them, the hybrid-Gibbs sampler method is nevertheless
efficient and in general does not affect the mass estimate of the
Galaxy (as will be shown below). If we assume that the
satellite is bound to the galaxy, then by setting Equation (3) to
zero we obtain an upper limit on the tangential velocity,

\[
v_{t,\text{max}} = \sqrt{2\Psi(r) - v_r^2}.
\]

(19)

2.6. Prior Probabilities

In a Bayesian analysis, the choice of a prior can be thought
of as a chance for the researcher to state plainly and explicitly
the prior assumptions. When little is known about the problem
at hand, it is common to use a noninformative prior, so that the
information contained in the likelihood is not overwhelmed by
information contained in the prior.

In this preliminary analysis, we use uniform priors for all of
the model parameters because we assume little about the mass
and scale of the system. The uniform prior for each parameter \(\theta\)
is
\[
p(\theta) = \frac{1}{\theta_{\text{max}} - \theta_{\text{min}}}.
\]

where \(\theta_{\text{min}}\) and \(\theta_{\text{max}}\) are the lower and upper bounds of the uniform distribution. In practice, the parameters are sampled in the natural log-space to ensure that the total mass and scale radius are always positive. The Markov chain values are then exponentiated before examination of the posterior. The bounds \((\theta_{\text{min}}, \theta_{\text{max}})\) that we use for \(M_{\text{tot}}\) and \(a\) are on the order of \((10^8, 10^{15}) M_\odot\) and \((10^{-2}, 10^6)\) kpc, respectively.

When the tangential velocities are treated as nuisance parameters and sampled in the Markov chain, they too require a prior. The tangential velocity is a two-dimensional vector on the plane of the sky, so we would like the prior on \(v_t\) to be uniform in \(v_t^2\). Because we are sampling \(v_t\) and not the squared tangential velocity, the uniform prior on \(v_t^2\) needs to be transformed to one for \(v_t\).

Here we use Jeffrey’s invariance principle (Jeffrey 1939). Suppose a parameter \(\theta\) has a prior distribution \(p(\theta)\) and that a one-to-one transformation is subsequently performed on \(\theta\) such that \(\phi = h(\theta)\). Then the Jeffrey’s prior for \(\phi\) that expresses the same belief as that of \(p(\theta)\) is
\[
p(\phi) = p(\theta) \left| \frac{d\theta}{d\phi} \right| = p(\theta) |h'(\theta)|^{-1}
\]

(Gelman et al. 2003).

Following Equation (21), let \(\theta = v_t^2\) and \(\phi = v_t\), so that \(h(\theta) = \sqrt{\theta}\). Then the prior on \(v_t\) is given by
\[
p(v_t) = \frac{2v_t}{v_{t,\text{max}}^2 - v_{t,\text{min}}^2}.
\]

The minimum tangential velocity, \(v_{t,\text{min}}\), is zero, and the maximum tangential velocity, \(v_{t,\text{max}}\), is a large constant. Note that if a value of \(v_t\) that makes a particle unbounded is suggested in the Markov chain, it will be rejected via the likelihood.

### 2.7. MCMC Chains and Assessing Convergence

The computer code created for this research is written for the R Project for Statistical Computing (R), an open source software environment for statistical computing and graphics (R Core Team 2013) with many well-developed and efficient statistical diagnostic tools. Recently, R has gained popularity in astronomy and the field of astrostatistics (e.g., Feigelson & Babu 2012), and our code is being developed into an R package, called Galactic Mass Estimator (hereafter GME).

GME takes data of the form \((r, v_t, v_{r})\) in Galactocentric coordinates, allows the user to select one of five DFs, constructs three Markov chains in parallel, and then combines them into a final, single chain after convergence conditions have been met. The result is a single Markov chain that represents samples from the posterior distribution for the model parameters, given the data. The SNOW package (Tierney et al. 2013) is used for parallel computing, and the CODA package (Plummer et al. 2006) is used for convergence diagnostics.

Many diagnostics to assess convergence of a Markov chain have been developed, and most of these methods use multiple chains. One advantage of running multiple chains is that the initial values can be dispersed widely in the parameter space, and then convergence can be approximated when they appear to reach a common stationary distribution. This approach allows more exploration of the parameter space and makes it less likely for a local maximum to be mistaken for the mode of the posterior. Furthermore, using multiple chains on the same data set allows estimates of convergence to be obtained in a more reliable and quantitative manner than a single chain. Gelman & Rubin (1992) suggest using the statistic \(\hat{R}\) to assess the mutual convergence of parallel chains:
\[
\hat{R} = \sqrt{\frac{\text{var}^+ (\psi | y)}{W}}.
\]

In Equation (23), \(\text{var}^+ (\psi | y)\) is the marginal posterior variance of the estimand \([\text{parameter}]\), which is essentially a weighted average of the within-chain variance \(W\) and between-chain variance \(B\) (see Gelman et al. 2003, for more details). In practice, \(\hat{R}\) is calculated for each parameter separately; to assume convergence, Gelman et al. (2003) recommend a value of \(\hat{R} < 1.1\) for every parameter, and this is the criterion we use. The \(\hat{R}\) statistic is available in the R Software Statistical Computing Language in the CODA package (Plummer et al. 2006).

In this work, the three Markov chains’ starting values are widely dispersed in the parameter space, and each chain is run for \(i = 10^4\) iterations. After this initial run, \(\hat{R}\) is calculated for each parameter. If any of the parameters have \(\hat{R} > 1.1\), then it is assumed that the chains have not converged, and the last parameter values in each chain are used as the initial parameters in three new chains. The process is repeated until all parameters across all three chains have \(\hat{R} < 1.1\), at which point convergence is assumed. The final sample of the posterior distribution is created by combining the last halves of the three chains, thus providing 1500 parameter vector samples. Prior to this final step, however, we check the effective sample sizes of the Markov chains.

In general, the draws in a Markov chain are not truly independent; some autocorrelation exists in the sequence of samples (Gelman et al. 2003). The effective sample size is the equivalent number of independent samples:
\[
n_{\text{eff}} = mn \frac{\text{var}^+ (\psi | y)}{B},
\]

where \(m\) is the number of parallel Markov chains and \(n\) is the number of draws in each chain (Gelman et al. 2003). If the draws in all chains were perfectly independent, then the number of independent draws would be \(mn\). However, the draws within a chain are generally autocorrelated, and so \(B > \text{var}^+ (\psi | y)\) and \(n_{\text{eff}} < mn\). An effective sample size of at least 100 is necessary to obtain reliable first-moment statistics such as the mean and median, while an effective sample size over 200 is needed for second-order moments.

In our code, we use the \textit{effectiveSize} function in the CODA package (Plummer et al. 2006) and find that all parameters had effective sample sizes greater than 300 for all models when \(i = 10^4\). An acceptance rate between 20% and 30% is required for the \(v_t\) parameters, and an acceptance rate of 30%–40% is required for the model parameters. The final chain (15,000 samples) for each model is visually inspected to ensure that the
three chains did not reach very different maxima in the posterior distribution.

3. SIMULATIONS

Prior to data analysis, we explored the statistical properties of our Bayesian estimates under repeated sampling, using simulation. Unfortunately, a Bayesian analysis cannot be repeated when the data are real (i.e., for a single data set). A Bayesian analysis can be repeated, however, with simulated data sets produced from the same DF, and analyzed independently using the same model. By examining the range of parameter estimates, the average behavior of the model on this type of data can be explored. Simulations and analyses of trivial cases (i.e., when the model and data have the same distribution) are also an effective way to test code.

It is expected that when the simulated data come from the same DF as that of the model, then on average the Bayesian parameter estimates should be correct. Furthermore, quantities like uncertainties and credible intervals should be reliable (e.g., a 50% credible region should contain the true parameter values 50% of the time). In contrast, when the simulated data come from a different DF than that of the model, biases in the estimates may occur, and the credible regions may become unreliable (e.g., overconfident). Moreover, we need to investigate whether or not treating missing \( v_\gamma \) measurements as parameters affects other parameter estimates, regardless of whether or not the data and model share the same DF.

We simulate mock observations of 100 satellites orbiting a galaxy whose gravitational potential follows the Hernquist model. The mock tracer observations include their distances \( r \) and velocity components \( v_r \) and \( v_\gamma \). We explore the effects of assuming an isotropic Hernquist model in the following three scenarios:

1. isotropic data with complete velocity vectors
2. isotropic data with 50 unknown \( v_\gamma \) values
3. constant anisotropic data from the \( \beta = 0.5 \) Hernquist model, with 50 unknown \( v_\gamma \) values

For each scenario, we create 500 data sets with 100 particles each. The Bayesian analysis is performed on each set of data, as described in Sections 2.3–2.7, yielding 500 Markov chains for each scenario. From these chains, statistics such as the mean parameter estimate and credible intervals are calculated.

For all the simulations, we use \( M_{\text{sol}} = 10^{12} \, M_\odot \) and \( a = 15 \) kpc to generate the data. Our choice for the total mass is based on many other studies that have shown the MW’s mass to be close to this order of magnitude. For numerical simplicity, the following units are used in our code: the gravitational constant \( G \equiv 1 \), \( r \) is measured in kiloparsecs (kpc), velocity components are measured in \( 100 \, \text{km} \, \text{s}^{-1} \), and mass is measured in \( 2.325 \times 10^9 \, M_\odot \).

4. KINEMATIC DATA FOR THE MILKY WAY

In principle, any well-defined object orbiting the Galaxy with a measured distance from the Galactic center and at least one velocity measurement may be used to estimate the mass of the MW. In this work, as a first run, we use only GCs and DGs. It is possible to measure the proper motions and line-of-sight velocities of these tracers in the Galaxy’s halo and to convert these measurements into Galactocentric coordinates. Indeed, many of the kinematic measurements and conversions have already been made (e.g., Dinescu et al. 1999; Casetti-Dinescu et al. 2010, 2013; Boylan-Kolchin et al. 2013). However, the proper motions of many GCs and DGs have yet to be measured, and so the conversion from our frame of reference to a Galactocentric one cannot be performed. Nevertheless, the line-of-sight velocities of these objects are available and could contain useful information about the Galaxy’s mass profile. Thus, we incorporate some of these incomplete data into our analysis.

The data used in this research are in Galactocentric coordinates (see Table 1). The first 59 objects are GCs, and the last 29 are DGs. Note that 26 GCs and 18 DGs listed do not have tangential velocities, because they have no proper-motion measurements. The Galactocentric radial velocities for these data must be approximated, for which we assume \( v_r \approx v_{\text{los}} \). We use this approximation only for objects with \(| \cos \gamma | \geq 0.95 \) (where \( \gamma \) is the angle subtended by the line connecting the Sun and the Galactic center, from the object), guaranteeing that any further adjustment to \( v_{\text{los}} \) will be small. We also exclude the following clusters, even though they have \(| \cos \gamma | \geq 0.95 \), because either they are associated with the Sagittarius DG or their measurements suffer from high extinction: Djorg 1, NGC 6401, NGC 6715, NGC 6544, NGC 6715, Pal 6, Terzan 1, Terzan 6, Terzan 7, and Terzan 8.

The GC data are taken from Dinescu et al. (1999), and Harris (1996), while data for six of the DGs are taken from Sohn et al. (2013) (Leo I), Pryor et al. (2014) (Draco), and Boylan-Kolchin et al. (2013) (Fornax, LMC, SMC, and Sculptor). The rest of the DG data, which do not have tangential velocities, are from the compilation given in Watkins et al. (2010) and references therein. Uncertainties in the Watkins et al. (2010) dwarfs’ \( v_\gamma \) values are taken from the HyperLeda Catalog (Paturel et al. 2003), with the exception of those for Coma Berenices, Sagittarius, and Sextans, which are taken from Simon & Geha (2007), Ibata et al. (1997), and Walker et al. (2006), respectively. The \( r \)-values in Table 1 are based on mean magnitudes of RR Lyrae and horizontal branch stars and are uncertain to typically 5% (see Harris 1996). The uncertainties associated with \( r \) and \( v_\gamma \), and the differences in the LSR assumed motion used among the different studies are \( \lesssim 15 \, \text{km} \, \text{s}^{-1} \) and thus unimportant compared to the uncertainties associated with the \( v_\gamma \) values.

In the following analysis, we specifically assume (a) a spherical Hernquist-like or Jaffe-like halo potential, (b) equal weights for all data points, (c) no net rotation of the halo, and (d) that all tracers are bound to the Galaxy.

5. RESULTS

5.1. Simulation Results

Figure 1 shows the distribution of the mean parameter estimates from scenario 1. Black dots are the mean of the estimates, and red dashed lines are the true parameter values. On average, the estimates are unbiased within one standard deviation (sd), and the sd of the chains is roughly equal to the sd of the estimates.

Because the Markov chain represents the posterior distribution, we can also calculate credible regions—Bayesian analogues of confidence intervals—for the \( M(r) \) profile. An example of the mass profile credible regions for one data set is shown in Figure 2, where shades of teal show the 50%, 75%, and 95% credible intervals as a function of \( r \). Credible regions are found by calculating \( M(r) \) at several different \( r \) values, for
### Table 1

| Object          | r     | $v_r$ | $\Delta v_r$ | $v_t$ | $\Delta v_t$ | $\cos \gamma$ |
|-----------------|-------|-------|--------------|-------|--------------|---------------|
| NGC 6540        | 3     | 0.0   | ...          | 1.4   | ...          | -0.97         |
| NGC 5659        | 3     | -0.2  | 5.6          | ...   | ...          | 0.95          |
| NGC 6864        | 15    | -1.1  | 3.6          | ...   | ...          | 0.96          |
| NGC 6454        | 42    | 33.7  | 2.0          | ...   | ...          | 0.98          |
| NGC 6809        | 4     | LL    | ...          | LL    | ...          | LL            |
| NGC 5824        | 26    | -117.7| 1.5          | ...   | ...          | 0.98          |
| Pal 3           | 85    | -247.0| 8.4          | 242.0 | 121.5        | 1.00          |
| Pal 13          | 27    | 192.4 | ...          | ...   | ...          | 0.95          |
| NGC 6144        | 6     | LL    | ...          | LL    | ...          | LL            |
| NGC 6229        | 11    | 147.8 | ...          | ...   | ...          | 0.99          |
| NGC 6441        | 4     | LL    | ...          | LL    | ...          | LL            |
| NGC 6397        | 6     | 18.0  | 0.1          | 166.0 | 16.3         | ...           |
| NGC 6441        | 9     | LL    | ...          | LL    | ...          | LL            |
| NGC 6144        | 10    | 138.0 | 59.4         | 368.0 | 4.7          | ...           |
| NGC 6144        | 15    | 147.6 | ...          | ...   | ...          | 0.97          |
| NGC 6144        | 16    | 254.0 | 65.8         | 121.0 | 4.7          | ...           |
| NGC 6144        | 17    | 138.0 | 118.0        | 252.0 | 0.4          | ...           |
| NGC 6144        | 18    | 16.0  | 0.4          | 164.0 | 24.5         | 0.75          |
| NGC 6144        | 19    | 57.0  | 1.0          | 161.0 | 65.7         | 0.93          |
| NGC 6144        | 20    | 20.0  | 0.3          | 156.0 | 36.9         | -0.29         |
| NGC 6144        | 21    | 27.0  | 0.9          | 129.0 | 35.0         | 0.48          |
| NGC 6144        | 22    | -21.0 | 0.6          | 22.0  | -0.46        | ...           |
| Pal 15          | 38    | 147.8 | ...          | ...   | ...          | 0.99          |
| Pal 5           | 16    | -11.0 | 16.0         | 62.0  | 38.0         | 0.95          |
| NGC 5824        | 3     | LL    | ...          | LL    | ...          | LL            |
| NGC 5139        | 6     | LL    | ...          | LL    | ...          | LL            |
| NGC 6656        | 5     | 172.0 | 0.6          | 214.0 | 0.15         | ...           |
| Pal 15          | 35    | -103.5| 1.8          | ...   | ...          | 0.98          |
| NGC 5272        | 12    | 2.0   | 0.4          | 164.0 | 24.5         | 0.75          |
| NGC 5466        | 16    | 254.0 | 65.8         | 121.0 | 4.7          | ...           |
| Pal 3           | 85    | -247.0| 8.4          | 242.0 | 121.5        | 1.00          |
| NGC 5139        | 6     | -31.0 | 0.7          | 65.0  | 14.1         | 0.05          |
| Pal 3           | 85    | -247.0| 8.4          | 242.0 | 121.5        | 1.00          |
| Pal 15          | 38    | 147.8 | ...          | ...   | ...          | 0.99          |
| Pal 5           | 16    | -11.0 | 16.0         | 62.0  | 38.0         | 0.95          |
| NGC 5139        | 6     | LL    | ...          | LL    | ...          | LL            |
| NGC 5466        | 16    | 254.0 | 65.8         | 121.0 | 4.7          | ...           |
| Pal 3           | 85    | -247.0| 8.4          | 242.0 | 121.5        | 1.00          |
| Pal 15          | 38    | 147.8 | ...          | ...   | ...          | 0.99          |
| Pal 5           | 16    | -11.0 | 16.0         | 62.0  | 38.0         | 0.95          |
| NGC 5139        | 6     | LL    | ...          | LL    | ...          | LL            |
| NGC 5466        | 16    | 254.0 | 65.8         | 121.0 | 4.7          | ...           |
| Pal 3           | 85    | -247.0| 8.4          | 242.0 | 121.5        | 1.00          |
| Pal 15          | 38    | 147.8 | ...          | ...   | ...          | 0.99          |
| Pal 5           | 16    | -11.0 | 16.0         | 62.0  | 38.0         | 0.95          |
| NGC 5139        | 6     | LL    | ...          | LL    | ...          | LL            |
| NGC 5466        | 16    | 254.0 | 65.8         | 121.0 | 4.7          | ...           |
| Pal 3           | 85    | -247.0| 8.4          | 242.0 | 121.5        | 1.00          |
| Pal 15          | 38    | 147.8 | ...          | ...   | ...          | 0.99          |
| Pal 5           | 16    | -11.0 | 16.0         | 62.0  | 38.0         | 0.95          |
| NGC 5139        | 6     | LL    | ...          | LL    | ...          | LL            |
| NGC 5466        | 16    | 254.0 | 65.8         | 121.0 | 4.7          | ...           |

Note. Columns from left to right: objects’ names, Galactocentric distance, radial velocity, uncertainty in radial velocity, tangential velocity, uncertainty in tangential velocity, and $\cos \gamma$. All data are in Galactocentric coordinates ($r$, $v_r$, $v_t$) as described in Section 2.4, with the exception of GCs and DGs that lack tangential velocities (see text). Conversions from line-of-sight and proper-motion measurements to Galactocentric measurements were completed by the studies mentioned in Section 4.

### Note

Every set of parameters in the Markov chain. The true $M(r)$ profile is the solid red line, calculated from Equation (6) and the true $M_{tot}$ and $a$. We find that the credible regions are reliable when the DF of the assumed model and the DF of the data are the same. For example, the true $M(r)$ curve fell within the 75% credible region 75% of the time over the course of the 500 analyses for scenario 1.

In scenario 2, we randomly remove 50 $v_r$ values from each data set and treat them as parameters in the analysis. We find a very small positive bias in both the $M_{tot}$ and $a$ estimates, as shown in the top two panels in Figure 3. The bias is insignificant, as the means of the estimates $(1.01 \times 10^{12} M_\odot$ and 1.9 kpc, respectively). The slight although insignificant positive bias suggests that the median may be a better estimate of the mass than the mean, but the median is almost identical to the mean in all cases.

In scenario 3 recall that an isotropic model is assumed, but the data sets in scenario 3 have constant anisotropic velocity dispersions $\beta = 0.5$. Despite the data and model having different DFs, the estimates show only a slight positive bias; the true $M_{tot}$ and $a$ are still within one sd of the distribution (see Figure 3). The means of the estimates for $M_{tot}$ and $a$ are $(1.01 \pm 0.08) \times 10^{12} M_\odot$ and $15.3 \pm 1.8$ kpc, respectively.

Examples of mass profile credible regions from scenarios 2 and 3 are presented in Figure 4. Note that the introduction of $v_t$
parameters tends to increase the width of the credible regions at all $r$ values compared to Figure 1. In scenario 2, we find the credible regions to be slightly overconfident for values of $17 < r < 35$ kpc, with the true $M(r)$ falling within the 50%, 75%, and 95% regions 48%, 73%, and 93% of the time over the 500 analyses. At all other $r$ values, however, the credible regions are reliable. In scenario 2, the credible regions are slightly lower than the true cumulative mass profile; the opposite is the case for scenario 3, but for both the true curve still lies in the 75% credible region for most $r$ (see Figure 4). We reiterate, however, that Figure 4 gives examples of $M(r)$ profiles from a single data set and analysis. Over 500 analyses we find that the 50%, 75%, and 95% credible regions do contain the true $M(r)$ 50%, 75%, and 95% of the time, in both scenarios 2 and 3, for almost all $r$.

5.2. Milky Way Results

Assuming an isotropic Hernquist model, and using all the kinematic data from Table 1, we find a mean $M_{\text{tot}}$ of $(1.55 \pm 0.08) \times 10^{12}$ $M_\odot$ and a scale radius of $16.9 \pm 2.3$ kpc, where the uncertainties are the standard deviations of the parameters in the Markov chain. The 95% credible regions for $M_{\text{tot}}$ and $a$ are $(1.42, 1.73) \times 10^{12}$ $M_\odot$ and $(12.8, 21.7)$ kpc, respectively. We also report the mean $M_{\text{tot}}$ and scale radius, with uncertainties of one sd, when the other models are assumed (Table 2). The mass estimates and scale radii vary only slightly between Hernquist models. The Jaffe model’s mass is similar, but the Jaffe scale radius cannot be compared directly to that of Hernquist because they have physically different definitions.

The mass profile credible regions are shown in Figure 2. The innermost dark region corresponds to the 50% credible region. The vertical dashed lines show the extent of the data, with NGC 6540 and Leo I being the closest and farthest objects from the Galactic center, respectively. The mass

---

**Figure 1.** Empirical distribution of $M_{\text{tot}}$ and $a$ estimates from simulated data analysis. Black points and red dashed lines show the mean of the estimates and the true value of the parameter, respectively. The standard deviation of the estimates is 0.07 and 1.77 for $M_{\text{tot}}$ and $a$, respectively.

**Figure 2.** Example of predicted and true mass profile from analysis of simulated data. The true $M(r)$ profile is shown in red, and the 50, 75, and 95% credible regions are shown as shades of teal. Note: this is the result from one analysis (i.e., one data set).
Some satellites may have a large effect on the mass estimate of the Galaxy. Leo I, for example, remained a contentious object for many years, because it is at a large distance from the Galactic center and it was unclear whether or not it is bound to the MW. Recently, however, Boylan-Kolchin et al. (2013) showed that Leo I is likely bound to the MW.

Figure 3. Empirical distribution of $M_{\text{tot}}$ and $a$ estimates from simulated data analysis, with 50 tangential velocities removed. The top panels are for scenario 2 and the bottom for scenario 3. The black points and red dashed lines show the mean of the estimates and the true value of the parameters, respectively. The standard deviations of the estimates in scenario 2 are $0.08 \times 10^{12} M_\odot$ and 1.9 kpc, while the standard deviations are $0.08 \times 10^{12} M_\odot$ and 1.8 kpc in scenario 3.

Figure 4. Example cumulative mass profile when 50 $v_t$ values are unknown and an isotropic Hernquist model is assumed. The true profile is shown as a solid red line, and the credible regions are shown as shades of teal. The left profile is scenario 2, and the right is scenario 3.
when Leo I’s proper motion is taken into account, the object has little effect on the mass estimate of the Galaxy (Wilkinson & Evans 1999). We run our analysis assuming the isotropic Hernquist model both with and without Leo I, and we also find that it has no effect within error on \( M_{\odot} \). When Leo I is removed from the analysis, \( M_{\odot} = (1.52 \pm 0.07) \times 10^{12} \, M_{\odot} \) and \( a = 16.2 \pm 2.2 \) kpc, very similar to the values obtained when Leo I is present.

The five other DGs in our data set that have measured proper motions are Draco, Fornax, Sculptor, and the Large and Small Magellanic Clouds (hereafter LMC and SMC). We obtain parameter estimates assuming an isotropic Hernquist model with each of these dwarfs removed and find that the mass and scale radii do not change within error in any case.

Another object to consider is Sagittarius. In Section 4, we argued that \( v_{\text{los}} \approx v_t \) for tracers with \( |\cos \gamma| \geq 0.95 \), but Sagittarius is relatively close by at 16 kpc and has \( |\cos \gamma| = 0.93 \), so one may question the inclusion of this object. However, once again we find little change in the mass estimate without it, for all models. For example, the isotropic Hernquist model returned \( M_{\odot} = (1.55 \pm 0.08) \times 10^{12} \, M_{\odot} \), which is almost identical to the result obtained using all the data (see Table 1). The scale radius is also unchanged within error (17.0 ± 2.2 kpc).

We also investigate the effects on the mass estimate when tangential velocities are treated as parameters. To do this, we first obtain a mass estimate using only the Dinescu data (i.e., using only objects with complete velocity vectors) and find a slightly lower mass of \( (1.47 \pm 0.08) \times 10^{12} \, M_{\odot} \). Next, we remove five tangential velocities from the data and repeat the analysis treating those missing \( v_t \) values as parameters. Repeating this process and removing five different \( v_t \) values each time, we find that the \( v_t \) values cannot be well estimated. However, treating \( v_t \) values as parameters has little to no effect on the mass estimate, within error. There is one exception to the latter statement: when Pal 3’s \( v_t \) value was removed, the mass estimate was reduced significantly.

To investigate the influence of Pal 3 further, we performed an analysis using only the Dinescu data, but without Pal 3’s \( v_t \) value. Treating Pal 3’s \( v_t \) as a parameter, the mass estimate of the MW fell by more than 50% (\( M_{\odot} = (0.76 \pm 0.06) \times 10^{12} \, M_{\odot} \)). We also ran the analysis using only the Dinescu data, but without any \( v_t \)’s. In this case, \( M_{\odot} = (0.8 \pm 0.1) \times 10^{12} \, M_{\odot} \), which is similar to the estimate obtained in the former analysis.

We note, however, that Pal 3 has the most uncertain \( v_t \) measurement in the list (Table 1). It is evident that including measurement uncertainties in the analysis would reduce its leverage considerably.

Using all kinematic data, but removing Pal 3 from the analysis, also resulted in reduced mass estimates. Furthermore, the effect is observed regardless of the selected model (Table 2). Thus, Pal 3’s proper motion, and indeed Pal 3 in general, has significant influence on the mass estimate of the Galaxy. This issue regarding Pal 3 confirms the finding of Sakamoto et al. (2003), who noted that high-velocity objects such as Pal 3 and Draco can have a significant effect on the mass estimate of the Galaxy. As mentioned previously, we also test the effect of Draco on the mass estimate and find that it has little effect on the mass estimate (Table 2).

To demonstrate the effectiveness of using \( v_t \) values as parameters, consider Figure 6. Using Equation (3) and the mean parameter values from the isotropic Hernquist model fit, we plot the negative of the tracers’ specific energies as a function of \( r \). Filled points are satellite data with complete velocity vectors, and hollow points are data with unknown \( v_t \) values (plotted using the mean \( v_t \) estimates from the Markov chain). As demonstrated by our simulations and tests with the Dinescu data, the \( v_t \) values cannot be well estimated. However, the \( v_t \) parameters appear to converge to an average \( v_t \) for a given \( r \) value, and this is reflected in the positions of the hollow points in Figure 6.

The results demonstrate that in a small sample of data, some objects carry greater influence on the mass estimate than others. Furthermore, the variation in these results implies that it would be fruitful to weight the data by their measurement uncertainties in the analysis; a fully hierarchical approach is necessary to properly include the measurement uncertainties of the data, and a probability distribution for the errors must be assumed. We leave this analysis to a future paper and instead perform three more approximate validity analyses.

The first two sensitivity analyses are extreme cases: (1) all the tangential velocities are increased by 2\( \Delta v_t \), and (2) all the tangential velocities are decreased by 2\( \Delta v_t \). In the third and more realistic sensitivity analysis, we randomly change each \( v_t \) into a new tangential velocity \( v_{t,\text{new}} \) via

\[
v_{t,\text{new}} = v_t + N(0, \Delta v_t),
\]

where \( N(0, \Delta v_t) \) represents a random number drawn from a normal distribution with mean zero and variance \( \Delta v_t \). Using Equation (25), we generate 100 data sets with new \( v_t \) values and then analyze these data sets assuming the isotropic Hernquist model. The estimates of \( M_{\odot} \) and \( a \) from the 100
analyses have a distribution that confirms the results of the original analysis (Figure 7); the mean of the estimates is nearly identical to the result in Table 2.

The results of the sensitivity analyses show that a proper treatment of the measurement uncertainties is worth pursuing. In future analyses, we plan to incorporate the measurement uncertainties of the data via a hierarchical model.

6. DISCUSSION AND FUTURE PROSPECTS

The results of this study are promising. Not only does the Bayesian analysis provide an effective way of incorporating complete and incomplete data, but it also enables easy calculation of probabilistic credible regions for the cumulative mass profile. Furthermore, even though this is a preliminary analysis, and mostly meant to lay the groundwork for future studies, our total mass estimates are similar to other studies that use different methods.

Because our method returns a sample of parameter values representing the posterior distribution, it is easy to compare our results with mass estimates, at any radii, obtained in other studies. We can compute $M(r)$ credible regions from our Markov chain at any $r$ value and obtain a mass estimate at that radius, with uncertainties.

A collection of total mass estimates within $r = 100$ kpc, from 10 different studies, has been compiled by Courteau et al. (2014). Our mass estimate at this radius assuming the isotropic Hernquist model is $M_{\text{ISO}} = 1.14 \times 10^{12}$ $M_\odot$ with a 95% credible region of $(1.05, 1.26) \times 10^{12}$ $M_\odot$, which is within the range of values listed in the review.

Watkins et al. (2010) find the mass within 300 kpc to be $(0.9 \pm 0.3) \times 10^{12}$ $M_\odot$ for an isotropic model. Our estimate of $M_{300}$ assuming an isotropic model is $1.39 \times 10^{12}$ $M_\odot$ with a 95% credible region of $(1.29, 1.53) \times 10^{12}$ $M_\odot$. When they consider an anisotropic velocity distribution with $\beta$ derived from the observational data, however, they find $(3.4 \pm 0.9) \times 10^{12}$ $M_\odot$, in contrast to our $\beta = 0.5$ constant anisotropic model that gives $M_{300} = 1.35 \times 10^{12}$ $M_\odot$, with a 95% credible interval of $(1.27, 1.51) \times 10^{12}$ $M_\odot$.

Deason et al. (2013) used BHB stars to trace the MW's mass and found $M(r = 50$ kpc) to be $4 \times 10^{11}$ $M_\odot$, assuming a model of constant anisotropy with $\beta = 0.5$. However, our mass estimate for the MW at 50 kpc, using the Hernquist constant anisotropic model, is substantially higher at $9.5 \times 10^{11}$ $M_\odot$ with a 95% credible interval of $(8.5, 11.0) \times 10^{11}$ $M_\odot$. Even removing Pal 3 from the data set does not lower this estimate significantly, reducing it to $8.5 \times 10^{11}$ $M_\odot$ with a 95% credible interval of $(7.5, 9.6) \times 10^{11}$ $M_\odot$.

Using a truncated, flat rotation curve model, Battaglia et al. (2005) found the mass of the MW dark matter halo to be $1.2_{-0.5}^{+1.8} \times 10^{12}$ $M_\odot$, and with an NFW model found a virial radius of $0.8_{-0.2}^{+0.5} \times 10^{12}$ $M_\odot$. Boylan-Kolchin et al. (2013) estimate the MW virial mass at $1.6 \times 10^{12}$ $M_\odot$ with a 90% confidence interval of $(1.0-2.4) \times 10^{12}$ $M_\odot$. Sohn et al. (2013) used the timing argument of Leo I to arrive at a virial mass estimate $M_{\text{vir}} = 3.15_{-1.36}^{+1.58} \times 10^{12}$ $M_\odot$. Li & White (2008) found the virial mass to be $2.4 \times 10^{12}$ $M_\odot$, with a lower 95% confidence level of $0.8 \times 10^{12}$ $M_\odot$. Thus, our preliminary results are on par with many other studies that use different methodologies.

To our knowledge, no other studies besides Sakamoto et al. (2003) have found Pal 3 to carry so much weight in the

| Table 2 Parameter Estimates for the Milky Way |
|---------------------------------------------|
| Model | $M_{\text{tot}}$ | Scale Radius |
|       | ($10^{12}$ $M_\odot$) | (kpc) |
|-----------------|-----------------|-----------|
| H-iso           | 1.55 ± 0.08     | 16.9 ± 2.3|
| H-OM            | 1.52 ± 0.08     | 16.7 ± 2.2|
| H-$\beta = 0.5$ | 1.47 ± 0.07     | 12.1 ± 1.9|
| Jaffe-iso       | 1.61 ± 0.09     | 47.7 ± 8.5|
| H-iso           | 1.36 ± 0.07     | 16.7 ± 2.2|
| H-OM            | 1.34 ± 0.06     | 16.4 ± 2.1|
| H-$\beta = 0.5$ | 1.31 ± 0.06     | 12.3 ± 1.9|
| Jaffe-iso       | 1.38 ± 0.06     | 48.9 ± 8.7|

Note. In the first column, the first three models are of the Hernquist type, with isotropic, OM-type anisotropy, and constant anisotropy. The last row shows the results of assuming an isotropic Jaffe model. Uncertainties are one standard deviation of the posterior distribution.
analysis. Pal 3’s proper motion is already known (though with large uncertainties), and the satellite does not lie as far from the Galactic center as Leo I and other satellite dwarfs, which may have allowed its effect to go unnoticed. Removing Pal 3’s true \(v_t\) from the analysis and treating it as a parameter lowered the mass significantly, suggesting that the tangential velocity is in the tail of the \(v_t\) distribution at \(r = 84\) kpc. The DGs in our data set, on the other hand, seem to have little individual influence on the mass estimate of the Galaxy even though some have high velocities and large distances from the Galactic center.

Many improvements, challenges, and exploratory analyses remain:

1. One way to substantially improve the analysis is to incorporate measurement uncertainties via a hierarchical model, rather than the preliminary sensitivity analysis performed here. In the Bayesian paradigm, a probability density function of the measurement errors must be assumed. For example, for each data point the known measurement uncertainty may be used to define the variance of a Gaussian distribution centered on the measurement value. Objects with high influence when measurement errors are ignored (e.g., Pal 3) might have reduced influence when measurement errors are included.

2. An immediate challenge is finding models with DFs that are tractable and that describe the MW in a more sophisticated manner. Using the NFW model is of particular interest because it is known to fit the dark matter halos of galaxies on many different scales, as well as groups and clusters of galaxies. The NFW DF, however, is not analytic. Although numerical solutions for the NFW DF have been derived, applying them in the Bayesian framework is more difficult because of the model’s infinite mass. When a model’s DF does not integrate to a finite mass (Equation (2)), then it is not a proper probability distribution—a requirement when applying Bayes’s theorem. We are currently exploring the problem through an Approximate Bayesian Computation algorithm, which allows for calculations of posterior distributions without explicit calculation of the likelihood.

3. The DFs for all of the models employed here are analytic. Furthermore, the models are self-consistent—i.e., we implicitly assume that the dark matter and the satellites follow the same distribution. However, it is possible that the tracers (GCs and DGs) have a different distribution than the dark matter halo particles. For example, the tracers may have a Hernquist-type density profile given by Equation (5), but may reside in an NFW gravitational potential given by

\[
\Phi_{\text{NFW}}(r) = -4\pi\rho_s r_s^2 \ln \left(\frac{1 + r/r_s}{r/r_s}\right). \tag{26}
\]

In this situation, there are two extra parameters, \(r_s\) and \(\rho_s\), which correspond to the scale length and density parameter of the dark matter halo. We can derive the DF for such a model via the Eddington formula:

\[
f(E) = \frac{1}{\sqrt{8\pi^3}} \int_0^E \frac{1}{\sqrt{E - \Psi}} \left(\frac{d^2\rho}{d\Psi^2}\right) d\Psi + \frac{1}{\sqrt{E} \left(\frac{d\rho}{d\Psi}\right)_{\Psi=0}}, \tag{27}
\]

where \(\Psi = \Phi - \Phi_s\) is the relative potential (see Binney...
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...& Tremaine 2008). For the Hernquist model, $\rho$ can be written as an analytic function of $\Psi$, and the integral can be evaluated in closed form. For the case at hand, however, the relation between $\rho_l$ and $\Psi_{\text{NFW}}$ is a transcendental equation. Nevertheless, the integral required in the Eddington formula can be evaluated numerically. Widrow et al. (2008), for example, used this method to derive DFs for their self-consistent disk-bulge-halo galaxy models. A numerically derived DF may still be used with our method, as long as it is a normalized probability distribution. We plan to implement models of this type in future studies of tracer populations.

4. Different velocity anisotropy formalisms are also of interest. For example, other Hernquist model DFs of different anisotropies are discussed by Cuddeford (1991) and Baes & Dejonghe (2002). The former derived a velocity anisotropy that is a generalization of the OM-type anisotropy, where another parameter $\beta_0$ is introduced such that

$$\beta(r) = \frac{r^2 + \beta_0 r_0^2}{r^2 + r_a^2}. \quad (28)$$

When $\beta_0 = 0$, Equation (28) reduces to OM-type anisotropy. As $r_a \to \infty$, $\beta(r) \to \beta_0$, in constrast to Equation (7). Baes & Dejonghe (2002) derive a Hernquist DF using this formalism and show that only four values of $\beta_0$ lead to DFs that can be expressed in terms of elementary functions. The simplest of these DFs occurs when $\beta_0 = 0.5$, while the other DFs are "...somewhat more elaborate" and not provided (Baes & Dejonghe 2002).

5. We will explore biases that may occur due to selection effects. In the Hernquist simulations used here, some tracers are unrealistically far from the Galactic center (e.g., more than 500 kpc away), while our kinematic data set has a range from $r = 3$ to 261 kpc. Imposing a more realistic range on simulated data may or may not introduce biases in parameter estimates.

6. Further along the line, it will be exciting to apply the method presented here to large data sets of field halo stars, leading up to the GAIA data. Sakamoto et al. (2003) showed that including many field horizontal branch stars greatly reduced the effect of high-velocity objects (such as Draco and Pal 3) on the mass estimate of the MW. Therefore, it can be expected that the accurate and abundant kinematic data from GAIA will also improve our mass estimates in a major way and decrease the effect of outliers.

7. The method outlined in this paper could also be extended to obtain mass estimates of other galaxies for which tracer objects will have only the projected positions and line-of-sight velocities.

7. SUMMARY

We have introduced a method to estimate the mass of the MW that incorporates both complete and incomplete data for positions and velocities of tracers. The method treats unknown tangential velocities as parameters in the model. Simulations showed that although the tangential velocities cannot be well constrained, treating $v_t$ values as parameters has little effect on the mass estimate when other complete velocity vectors are available. An exception does occur, however, when a tracer has an unusually extreme tangential velocity (e.g., Pal 3).

Under simple assumptions of a Hernquist-like halo potential and modest anisotropy, we find $M_{\text{tot}} \approx (1.3 - 1.5) \times 10^{12} M_\odot$, in good agreement with other recent work. For an isotropic model we find $M_{\text{tot}} = 1.55 \times 10^{12} M_\odot$, with a 95% credible interval of $(1.42, 1.73) \times 10^{12} M_\odot$, and a scale radius of $a = 16.9$ kpc. We also report the mass contained within 260 kpc: $1.37 \times 10^{12} M_\odot$, with a 95% credible interval of $(1.27, 1.51) \times 10^{12} M_\odot$.

In future research, we will be incorporating measurement uncertainties into the analysis and will test more extensively for parameter biases. We also plan to use the NFW model and find other DFs to use in the GME code. The method outlined here will eventually be applied to extragalactic studies, where the complete velocity vectors of the tracers are unknown.

W.E.H. and L.M.W. acknowledge the financial support of NSERC. G.M.E. thanks the reviewer for very useful comments and suggestions and would also like to thank Aaron Springford for useful discussions about sensitivity analyses.
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