Faraday Waves in a Square Cell Network: The Effects of Varying the Cell Size
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Abstract: We have conducted experiments of the Faraday instability in a network of square cells filled with water for driving frequencies and amplitudes in the intervals \(10 \leq F \leq 22\) Hz and \(0.1 \leq A \leq 3\) mm, respectively. The experiments were aimed at studying the effects of varying the size of the cells on the surface wave patterns. Images of the surface wave patterns were recorded with a high-speed camera. The time series of photographs composing each video was Fourier analyzed, and information about the waveforms was obtained by using a Pearson correlation analysis. For small square cells of side length \(l = 2.5\) cm, adjacent cells collaborate synchronously to form regular patterns of liquid bumps over the entire grid, while ordered matrices of oscillons are formed at higher frequencies. As the size of the cells is increased to \(l = 5\) cm, collective cell behaviour at lower frequencies is no longer observed. As the frequency is increased, a transition from three triangularly arranged oscillons within each cell to three, or even four, irregularly arranged oscillons is observed. The wave patterns, the waveforms and the energy content necessary to excite Faraday waves are seen to depend on the cell size.
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1. Introduction

When a container that is partially filled with a liquid is subjected to vertical vibrations, a pattern of standing waves is generally observed on the surface of the liquid. These waves are known as Faraday waves. In 1831, Faraday [1] reported for the first time that the frequency of the vibrations on the liquid surface are sub-harmonic because they oscillate at half of the harmonic excitation frequency. This idea was later challenged by Mathiessen [2,3], who found experimentally that the vibrations were synchronous. This disagreement, between Faraday and Mathiessen, led Lord Rayleigh to conduct his own experiments [4], finding in two different ways that their results agreed with Faraday’s statement. He also identified these oscillations as parametric instabilities and suggested that his theory [5] can be extended to explain Faraday’s experiment. It wasn’t until 1954 that Benjamin and Ursell [6] using linear theory confirmed the sub-harmonic nature of the instability.

In the last century, efforts have been made to extend Benjamin and Ursell’s analysis to finite amplitudes by incorporating weak nonlinearities. However, most of these studies gave rise to controversies. For instance, Dodge et al. [7], Henstock and Sani [8], and Meron and Procaccia [9]
performed analyses for finite amplitudes, whose results have been questioned by Miles [10]. Ockendon and Ockendon [11] extended Benjamin and Ursell’s analysis to small, finite amplitudes, but without explicitly calculating the interaction parameter that measures the nonlinear inertial effects. They also determined the bifurcation structure of the evolution equations, including the qualitative effects of linear damping. On the other hand, Miles [10] calculated the interaction parameter and incorporated the effects of linear damping. Moreover, Gu et al. [12] calculated the interaction parameter for a rectangular cylinder, while Virnig et al. [13] were able to measure the wave amplitudes at steady-state conditions in large rectangular cylinders in which the viscous and the capillary effects were small, obtaining results in good agreement with the calculations of Gu et al. [12].

With the growing interest in nonlinear dynamics and temporal chaos, experiments on Faraday waves have gained considerable attention. For example, Keolian et al. [14] observed a chaotic state in a strongly driven circular container, while Gollub and Meyer [15] studied the transition to chaos of a single oscillation mode in a circular cell. Later on, Ciliberto and Gollub [16,17] showed how the effects of two superimposed modes can lead to chaos, and Simonelli and Gollub [18] studied the interactions in two modes that were almost degenerate by symmetry.

From a suitable choice of experimental parameters, several different patterns can be observed, consisting of a set of ordered geometrical figures such as lines, squares, triangles, and hexagons. Kudrolli et al. [19] reported superlattice patterns, while Arbell and Fineberg [20,21] observed local structures using two-frequency forcings. Understanding the types of patterns that form is challenging. The instability threshold and observed patterns depend on the viscosity and surface tension of the fluid, the dimensionless acceleration, $\Gamma$, of the formation, the shape and the size of the container. Furthermore, fluctuations in the frequency and amplitude of the exciting force may drive a defined pattern to change into a mixed state with a fraction of space-time chaos [22]. On the other hand, the mechanisms of pattern selection have been investigated by Silber et al. [23] and Skeldon and Guidoboni [24], using the tools of symmetry and bifurcation theory. Numerical simulations, involving the solution of the Navier–Stokes equations coupled to a frontal tracking method for treatment of the free surface, have also started to appear by assuming that the liquid surface is perfectly flat at the edge of the side walls [25,26]. However, such simulations do not reproduce actual experiments where the dynamics of the meniscus is important [27]. In particular, for small containers, there is a strong coupling between the capillary waves generated by the meniscus and the Faraday waves [28].

An interesting variant of the Faraday experiment was carried out by Delon et al. [29], who have divided the free surface of the liquid into an array of square cells. They performed a frequency sweep from 10 to 16 Hz and observed how liquid peaks formed synchronously at the vertices of the cells as a result of the collective behaviour of the liquid contained in the cells. More recently, Peña-Polo et al. [30] conducted similar experiments for square cell networks in the frequency range between 10 and 28 Hz. They observed the formation of regular patterns over the network consisting of liquid bumps at the cell vertices for $10 \leq F < 14$ Hz, while at $F = 14$ Hz a mixed state was observed consisting of localized oscillons at the cell centres in one part of the network and regular bumps at the cell vertices in the other part. At frequencies in the range $14 < F \leq 23$ Hz, localized oscillons at the cell centres were always observed and, at even higher frequencies ($F > 23$ Hz), disordered patterns appeared, which corresponded to periodic harmonic waves. They also assessed that the surface oscillation frequencies for $F < 23$ Hz were all sub-harmonic.

Here, we perform similar experiments to those of Peña-Polo et al. [30] by varying the size of the square cells. The effects of varying the size of the square cells on the surface wave patterns are studied for a fine sweep of the amplitudes and frequencies of the driving force. For driving frequencies in the range $10 \leq F \leq 22$ Hz, we provide a quantitative picture of the parametrically excited waves from a Fourier and a Pearson correlation analysis to determine their power spectra and waveforms. The results show that the wave patterns, the waveforms and the energy content required exciting Faraday waves in a cell network depending on the cell size.
2. Experimental Setup and Methods

The experimental setup consists of a transparent acrylic container with a horizontal square base of size $25 \times 25 \text{ cm}^2$ and height 8 cm fixed rigidly to a TIRA TV51075 stirrer. This device can deliver a maximum force of 75 N with a peak-to-peak amplitude oscillation of 1 cm. Two different styrene square cell networks are employed differing in the cell size. One network is composed of 81 square cells of sides $l = 2.5 \text{ cm}$ and the other of 25 square cells of sides $l = 5 \text{ cm}$. In both cases, the cells have a height $h = 1.5 \text{ cm}$ and the networks are fixed to the bottom of the acrylic vessel. The cells are filled with distilled water doped with methylene blue up to a depth of $d = 0.7 \text{ cm}$. With these parameters, the total payload was 1.6 kg and the maximum allowed dimensionless peak-to-peak acceleration was 4.55. In order to ensure the same level of liquid over the entire network, each cell was provided with a circular hole of diameter 0.5 mm at the bottom.

A control software provided by the manufacturer is used to drive the shaker from which an input value of the amplitude, $A$, and frequency, $F$, is supplied manually. The input frequency is received by a VR-8500 controller connected to a host computer, which produces a sinusoidal signal as output. A piezoelectric accelerometer magnetically attached to the oscillation platform and connected to the VR8500 controller is employed to measure the amplitude of the forcing oscillation. The output signals are amplified by a Tira BAA120 power amplifier connected to the shaker. The amplitude and frequency of the produced signals are checked by a multifunctional data acquisition board and processed by the host computer, where a software is run to provide the oscillation amplitude in millimeters and the frequency in Hz.

A REDLAKE MotionXTRA HG-100K camera (DEL Imaging Systems, LLC, Woodsville, NH, USA) was used to capture images at high speed, which was placed over the assembly at a height of 80 cm. Images were captured at a resolution of $800 \times 800 \text{ pixels}$ at a speed of 2016 fps and an exposure time of 250 $\mu\text{s}$. The integration time of the images ($=2.99 \times 10^{-4} \text{ s}$) was kept well below half the wave period so that the images can be considered to be instantaneous photographs of the surface. The illumination was provided by a square array of four white light lamps with a color temperature of 6500 K each, which produced more than 22,000 lumens of visible light. These lamps were mounted symmetrically at a height of 20 cm from the surface of the fluid. In order to avoid alteration of the fluid properties, the lamps were turned on only during video recording for no more than about 10 s. These images were then processed and stored in a dedicated digital image system.

In this work, we consider the variation of the forcing frequency and amplitude within the intervals $10 \leq F \leq 22 \text{ Hz}$ and $0.1 \leq A \leq 3 \text{ mm}$, respectively. The dots in Figure 1 mark the locus in the $(A,F)$-plane of the experimental tests. The minimum frequency $F = 10 \text{ Hz}$ was chosen based on the fact that, for lower values of $F$, the wavelengths of the corresponding perturbations will be larger than the size of the smaller cells ($l = 2.5 \text{ cm}$) and so no excitation of the liquid surface will take place. For these cells, the diagonal is $\approx 3.53 \text{ cm}$, which is comparable to the wavelength of the forcing oscillations for $F \approx 10 \text{ Hz}$. Therefore, for frequencies above this threshold, after a transient state, adjacent cells synchronize to form regular patterns over the entire grid [29,30]. Cells of size $l = 5 \text{ cm}$ will have a larger diagonal ($\approx 7.07 \text{ cm}$) and therefore excitation of the liquid surface will indeed occur for frequencies lower than 10 Hz. However, for the sake of measuring the effects of varying the size of the cell on the resulting wave patterns, we have considered the same frequency and amplitude ranges for both sequences of experiments. This was possible because the payload was the same for both grids. In order to keep the shaker below 60% of its stroke capability, the maximum amplitudes were limited to 3 mm for $F \leq 18 \text{ Hz}$, while, at frequencies of 22 Hz, it was necessary to reduce the amplitudes to less than about 2.5 mm. Each experiment represented by a dot in Figure 1 was repeated up to five times to assess the reproducibility of the observed patterns for given amplitude and frequency of the forcing.
Figure 1. The dots represent the locus in the \((A, F)\)-plane of the experimental tests. The same forcing frequencies and amplitudes are used for both types of cell networks.

An analysis of the fluid surface behaviour was performed by processing the videos of all experiments by means of a Pearson correlation of the time series of photographs composing each video. A fast Fourier transform (FTT) of each photographic image is computed and a correlation coefficient as a function of time is obtained by comparing each successive image in the time series with the initial one. The two-dimensional correlation coefficients obtained this way provide a measure of the difference between the first image and all successive images contained in the video. The output of the FTT gives information of each image in the frequency domain, where each point represents a particular frequency contained in the actual image. In other words, it represents the two-dimensional frequency spectrum containing the set of all harmonics or frequency components of the image. An oscillating function, \(P(t)\), is finally obtained that accounts for the temporal variation of the liquid surface. In particular, the harmonics are directly associated with the frequency of oscillation of the container, which corresponds to the frequency of the driving force, while the sub-harmonic frequencies are associated with the oscillation of the liquid surface.

3. Experimental Results

Due to the external forcing, the characteristic height of the menisci evolves according to \(h = [\sigma / (\rho g(t))]^{1/2}\) \[27\], where \(\sigma\) is the surface tension of the liquid, \(\rho\) is its density, and \(g(t)\) is the temporal modulation of gravity. In particular, in a network of interconnected cells of small size, the relative effect of the numerous capillary menisci at the cell walls is an important factor. This variation of the meniscus height leads to the generation of capillary waves, which dissipate by viscous shear and interact with the Faraday waves, which are excited sub-harmonically. This produces a stabilizing effect on the free surface so that more energy is required to excite Faraday waves in cells of small size than in large recipients or non-confined fluids.

Figure 2 shows the regions in the \((A, F)\)- and \((\Gamma, F)\)-planes where a matrix of symmetric patterns forms on both types of cell networks, where \(\Gamma\) is the dimensionless acceleration of the forcing oscillations. In both plots, the light blue area refers to the grid of small cells \((l = 2.5\text{ cm})\), while the green area refers to the grid of larger cells \((l = 5\text{ cm})\). These plots clearly show that at frequencies \(\leq 16\text{ Hz}\), less energy is actually required to excite Faraday waves in the larger cells compared to the smaller ones. At these frequencies, liquid bumps form over the whole network at the cell nodes for the smaller cells \[30\]. By repeating the experiments carried out by Peña-Polo et al. \[30\], we have assessed that a square lattice of bumps form for \(10 \leq F \leq 11\text{ Hz}\), while a similar collective behaviour was also observed for \(11 < F < 14\text{ Hz}\), but this time tilted by 45° with respect to the grid orientation.
If the forcing is maintained, the patterns are repeated with the peaks alternating its position at the grid nodes at twice the network scale every half a period (see Figure 3 below). At even higher frequencies (i.e., \( F \geq 14 \) Hz), the wavelengths of the driving oscillations become either comparable or smaller than half the cell diagonals and therefore the waves remain trapped within individual cells. In these cases, collective behaviour between adjacent cells is no longer possible and, as a result, well-defined localized bumps (i.e., oscillons) are formed at the approximate centres of the cells.

![Amplitude and dimensionless acceleration as functions of exciting frequency](image1.png)

**Figure 2.** Amplitude (top) and dimensionless acceleration (bottom) of the forcing oscillations as functions of the exciting frequency. The regions where regular patterns are observed over the grid with small cells \((l = 2.5 \text{ cm}; \text{light blue areas})\) are compared with those where regular patterns are observed over the grid with larger cells \((l = 5 \text{ cm}; \text{green areas})\).

![Top view images of grid patterns](image2.png)

**Figure 3.** Top view images of a portion of the grid showing the resulting patterns at \( F = 10 \) Hz for cells of size \( l = 2.5 \text{ cm} \) \((A = 2 \text{ mm}; \text{top images})\) compared to those resulting for cells of size \( l = 5 \text{ cm} \) \((A = 1.4 \text{ mm}; \text{bottom images})\).
When the size of the cells is increased to \( l = 5 \text{ cm} \), the same patterns are maintained for \( F < 14 \text{ Hz} \). However, in contrast to the smaller cells, the bumps now form at the cell centres as we may see from the top view images of Figure 3 for \( F = 10 \text{ Hz} \), where a portion of the network is shown for the case of the \( l = 2.5 \text{ cm} \) cells (for \( A = 2 \text{ mm} \); top pictures) and the \( l = 5 \text{ cm} \) cells (for \( A = 1.4 \text{ mm} \); bottom pictures). For the smaller cells, synchronization occurs because waves within individual cells interact along the cell diagonals and converge at grid nodes. For comparison, at the same frequency, the wavelengths of the oscillations happen to be less than the diagonal of the \( l = 5 \text{ cm} \) cells and therefore wave interaction along the diagonal makes the liquid converge at the cell centres, giving rise to well-defined oscillons which go up and down every half a period. Therefore, by doubling the size of the cells for \( F = 10 \text{ Hz} \) the square lattice of bumps is reproduced over the entire grid within the range of amplitudes for which Faraday waves are observed, but the mechanism of formation of the liquid bumps will change. For the smaller cells, the bumps form because of the collective action of adjacent cells which share part of their liquid, while for the larger cells the collective action is lost with each cell producing its own bump. This certainly implies that smaller frequencies than the threshold value of 10 Hz would be necessary to trigger collective behaviour of the larger cells.

Further comparisons between both cell sizes are shown in Figure 4 for \( F = 12 \text{ Hz} \). A regular lattice of bumps is again formed at the nodes of adjacent cells on the grid of small (\( l = 2.5 \text{ cm} \)) cells (top views for \( A = 1.3 \text{ mm} \)), while, for the larger cells, wave interaction occurs in a rather complex manner (bottom views for \( A = 1.1 \text{ mm} \)). The wave field is dominated by three triangularly arranged oscillons coexisting with a background wavelike motion of random appearance, which resembles the water surface ripples observed by Shats et al. [31], who interpreted them as made of small blobs interacting on the capillary-gravity range. In this case, the cells behave synchronously and, as before, no collective behaviour has been observed. However, the frequency spectrum of the surface gradient is not random but consists of sub-harmonics of frequency \( f = F/2 \).

![Figure 4](image-url)

**Figure 4.** Top view images of a portion of the grid showing the resulting patterns at \( F = 12 \text{ Hz} \) for cells of size \( l = 2.5 \text{ cm} \) (\( A = 1.3 \text{ mm} \); top images) compared to those resulting for cells of size \( l = 5 \text{ cm} \) (\( A = 1.1 \text{ mm} \); bottom images).

Figure 5 shows top view images of a portion of the grid for \( F = 18 \text{ Hz} \). The top panels correspond to the case of small (\( l = 2.5 \text{ cm} \)) cells for an amplitude of 1.3 mm, while the bottom panels are for the larger (\( l = 5 \text{ cm} \)) cells for \( A = 0.9 \text{ mm} \). In the former case, an ordered matrix of oscillons is observed. Oscillons of inverted polarity occupying part of the grid may also occur for different amplitudes. By varying the driving frequency and amplitude, the distribution of up and down oscillons varies irregularly and no obvious correlation between the driving parameters and the grid fraction occupied.
by oscillons with inverted polarity can be deduced from the present experiments. From Figure 2, it follows that, as the driving frequency increases, the range of amplitudes for which coherent oscillons are formed becomes progressively shorter. However, for the larger cells, the wave field within each cell is dominated by at least three or four oscillons, which appear to be aligned with the cell diagonals.

![Figure 5](image)

**Figure 5.** Top view images of a portion of the grid showing the resulting patterns at $F = 18$ Hz for cells of size $l = 2.5$ cm ($A = 1.3$ mm; **top images**) compared to those resulting for cells of size $l = 5$ cm ($A = 1.1$ mm; **bottom images**).

4. Waveform Analysis and Discussion

The waveform analysis is performed using a Pearson correlation of the time series of photographs composing each video. The waveforms are obtained by plotting the Pearson correlation coefficient $C$ as a function of time, which provides a measure of the differences between successive photographs contained in the video. The resulting waveforms and power spectra corresponding to the experiments with a forcing frequency of 10 Hz are shown in Figure 6 for the $l = 2.5$ cm (left) and $l = 5$ cm (right) cells. In all cases, the peaks have $C \approx 1$, meaning that the strength of the correlation between the wave fields over the cell network is actually high. With the small cells Faraday waves corresponding to sub-harmonic frequencies, $f = 5$ Hz are observed for amplitudes $A \geq 1.3$ mm, while, for the $l = 5$ cm cells, the same occurs for amplitudes larger than 0.6 mm. Below these threshold values, the surface waves oscillate with the forcing frequency. This also happens for amplitudes **larger than** 2.1 mm for the $l = 5$ cm cells. However, in this case, other harmonics of lower strengths are present, which corresponds to $2f$ and $4f$. Although the waveform depends on the amplitude for given driving frequency, the periods of the oscillations do not change with varying wave amplitudes. In all cases, the valleys of the sub-harmonic oscillations look noisy and rather poorly correlated with $C < 0.5$. Physically, they are related to the instants when the cells become almost depleted of liquid. The low correlation is due to the liquid depletion not being exactly the same for all cells.
For comparison, Figure 7 shows the waveforms and power spectra for $F = 14$ Hz. Again, the data show a high positive correlation. For both cell sizes, Faraday waves with frequencies $f = 7$ Hz are already seen for amplitudes as low as 0.6 mm. For the $l = 5$ cm cells, Faraday waves are no longer excited for amplitudes larger than 2.1 mm—whereas, in most cases, the dominant response frequency always occurs at half the driving frequency, i.e., $f = F/2$, corresponding to the first resonance condition ($n = 1$), some peaks of lower strength are present in the power spectrum for $A = 0.6$ and 0.9 mm in the $l = 5$ cm cells, corresponding to $2F = 28$ Hz. Therefore, higher harmonics with $n = 4, 6, ...$ may well be present.

Figure 8 shows waveforms and power spectra for $F = 18$ Hz. At such high frequencies, Faraday waves are excited in the $l = 2.5$ cm cells for amplitudes between 0.6 mm and 1.5 mm, as shown in Figure 2. In contrast, for the $l = 5$ cm cells, the amplitude range for which Faraday waves are present is comparatively broader. In this latter case, at larger amplitudes, higher harmonics of much lower strength corresponding to $2F = 36$ Hz are present. At frequencies of 18 Hz and higher, quasistanding waves may coexist with the sub-harmonic ($f = 9$ Hz) oscillations. In fact, at higher amplitudes, a strong $n = 1$ harmonic component is present in the wave field for the $l = 5$ cm cells. The transition from ordered oscillons to disordered fields in Faraday waves as observed at high driving frequencies ($F > 20$ Hz) is due to the generation of vorticity in the horizontal flow by the oscillons themselves. The interaction among these vortices may explain how quasistanding waves may eventually fuel two-dimensional turbulence [32]. This implies that two-dimensional Navier–Stokes turbulence may well be a source of disorder in Faraday wave fields.
Figure 7. Pearson correlation coefficients as a function of time and corresponding frequency spectrum for $F = 14$ Hz and varying amplitudes from 0.1 mm to 2.3 mm. The two columns of plots on the left are for the small ($l = 2.5$ cm) cells, while the two columns of plots on the right are for the larger ($l = 5$ cm) cells.

Figure 8. Pearson correlation coefficients as a function of time and corresponding frequency spectrum for $F = 18$ Hz and varying amplitudes from 0.1 mm to 2.3 mm. The two columns of plots on the left are for the small ($l = 2.5$ cm) cells, while the two columns of plots on the right are for the larger ($l = 5$ cm) cells.
5. Conclusions

In this paper, we have reported the observations from a sequence of experiments of Faraday waves in a network of square cells filled with water for forcing frequencies and amplitudes in the intervals $10 \leq F \leq 22$ Hz and $0.1 \leq A \leq 3$ mm, respectively. The experiments were aimed at measuring the effects of varying the size of the cells on the surface wave patterns. Two square grids of size $25 \times 25$ cm$^2$ were considered, where one grid is composed of square cells of side length $l = 2.5$ cm and the other of square cells of sides $l = 5$ cm. The main conclusions can be summarized as follows:

- For driving frequencies and amplitudes where Faraday waves are excited, the patterns that form over the entire network depend on the cell size.
- The parametric region within which Faraday waves are excited changes as the cell size is varied. This is related to the fact that more energy is required to excite Faraday waves in cells of small size than in large recipients due to the dissipating effects of capillary waves.
- For forcing frequencies in the interval $10 \leq F < 14$ Hz square lattice patterns form over the grid composed of small $l = 2.5$ cm cells. After a transient, adjacent cells collaborate synchronously to form a single bump of liquid at their common node. At higher driving frequencies, collective behaviour is no longer observed as the waves remain trapped within individual cells, giving rise to a matrix of ordered oscillons over the grid.
- When the size of the cells is increased to $l = 5$ cm, collective cell behaviour is no longer observed. For driving frequencies in the interval $10 \leq F < 12$ Hz, single oscillons are excited at the approximate centre of the cells. At higher frequencies in the interval $12 \leq F < 14$ Hz, triangularly arranged oscillons may form within each cell and at even higher frequencies from three to four irregularly arranged oscillons may form within each cell.
- A Pearson correlation analysis of the recorded videos shows that the waveform of sub-harmonic oscillations is a function of the driving frequency, amplitude, and the size of the cell.

At driving frequencies higher than $22$ Hz and amplitudes above $2.5$ mm, a region is encountered in the $(A, F)$-plane where surface waves converge within individual cells to produce liquid spikes accompanied by pinching and ejection of small drops in all directions independently of the cell size. An analysis of such chaotic states will be considered in a forthcoming paper.
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