A CHEEGER TYPE FINITENESS THEOREM FOR FINSLER MANIFOLDS

WEI ZHAO AND YIBING SHEN

Abstract. In this paper, we mainly establish a Cheeger type finiteness theorem for Berwald manifolds. In order to do this, we study the injectivity radius and the convex radius of a Finsler manifold. A Cheeger type estimate on injectivity radii for Finsler manifolds is given and the existence of the center of mass of a Berwald manifold is proved.

1. Introduction

The estimate of injectivity radius plays an important role in global differential geometry. For a compact Riemannian manifold, Klingenberg [Kl] gives a lower bound for the injectivity radius in terms of an upper bound for the sectional curvature and a lower bound for the length of simple closed geodesics. And Cheeger in [Che] points out there exists a lower bound for the length of simple closed geodesics, which together with Klingenberg’s result yields a positive constant $c_n(k, D, V)$ such that if an arbitrary compact Riemannian $n$-manifold satisfies $|K_M| \leq k$, diam($M$) $\leq D$ and Vol($M$) $\geq V$, then the injectivity radius $i_M \geq c_n(k, D, V)$. Eight years later, Heintze and Karcher in [HK] give the explicit expression of $c_n(k, D, V)$ by their volume comparison theorem. Refer to [AM, Cha, PP] for more details.

Finsler geometry is just Riemannian geometry without quadratic restriction. It is an natural question that whether an analogue of the above estimate still holds in the Finslerian case. To answer this question, we introduce some non-Riemannian geometric quantities first: Given a Finsler manifold, let $\Lambda_F$ and $T_M$ denotes its uniformity constant and T-curvature, respectively (see [E, S] or Sect. 2,3 for the definitions). It should be remarked that $\Lambda_F = 1$ if and only if $F$ is Riemannian, while $T_M = 0$ if and only if $F$ is Berwalden. We then shall establish the following estimate.

Theorem 1.1. Let $(M, F)$ be a compact Finsler $n$-manifold with $|K_M| \leq k$, $T_M \leq \tau$, $\Lambda_F \leq \Lambda$, diam($M$) $\leq D$ and $\mu(M)$ $\geq V$, where $\mu(M)$ is either the Busemann-Hausdorff volume or the Holmes-Thompson volume of $M$. Then

$$i_M \geq \frac{1}{1 + \Lambda^2} \min \left\{ \frac{1}{\Lambda} \frac{\mu(M)}{\sqrt{k}}, \frac{c_n \Lambda^2}{2} \left[ s_n^{-1} \frac{\tau}{n-1} + \Lambda \int_0^D \frac{n-1}{n-1} s_n^{-1}(t) dt \right] \right\}.$$
The theorem above not only implies the estimate in the Riemannian case, but also points out that the injectivity radius is inversely proportional to the uniformity constant. In fact, we have the following non-Riemannian example. Also refer to [Z2] for more examples.

**Example 1.** Define a sequence of Berwald metrics on $T^2 = S^1 \times S^1$ by

$$F_n := \alpha + \left(1 - \frac{1}{n}\right) \beta, \ n \geq 1,$$

where $\alpha$ is the canonical Riemannian product metric on $T^2$, and $\beta$ is a parallel 1-form on $T^2$ with $||\beta||_\alpha = 1$. Then $\{(T^2, F_n)\}_n$ satisfy

$$K_n = 0, \ \text{diam}_n(T^2) \leq 2(\sqrt{2} + 1)\pi, \ \mu_n(T^2) = 4\pi^2,$$

where $\mu_n$ is the Holmes-Thompson volume of $(T^2, F_n)$. However, the injectivity radius $i_n(T^2) \to 0$ while the uniformity constant $\Lambda_n \to +\infty$ as $n \to +\infty$.

From above, one can see that a Berwald manifold cannot collapse if we control the lower bound of the volume, the upper bounds of the diameter, the uniformity constant and the bounds of the flag curvature. Thus, according to [Che, Pe], it is a natural question that whether the class of such Berwald $n$-manifolds is finite up to homeomorphism or diffeomorphism? The answer is affirmative. In fact, we shall establish the following Cheeger type finiteness theorem. Refer to [S, YZ, Z1] for other finiteness theorems for Finsler manifolds.

**Theorem 1.2.** Given $n \in \mathbb{N}$, $\Lambda \geq 1$, $k \geq 0$ and $V, D > 0$, there exist only finitely many diffeomorphism classes of compact Berwald $n$-manifolds $(M, F)$ satisfying

$$\Lambda_F \leq \Lambda, \ |K_M| \leq k, \ \mu(M) \geq V, \ \text{diam}(M) \leq D,$$

where $\mu(M)$ is either the Busemann-Hausdorff volume or the Holmes-Thompson volume of $M$.

The arrangement of contents of this paper is as follows. In Sect. 2, we brief some necessary definitions and properties concerned with Finsler geometry. In Sect. 3, a Finslerian version of Klingenberg’s theorem is established and Theorem 1.1 is proved. In Sect. 4, we estimate the convex radius and study the center of mass of a Berwald manifold. Theorem 1.2 is proved in Sect. 5 by a generalized Peter’s lemma, and the latter is proved in Sect. 6. In App. A, we give some estimates for Jacobi fields on Finsler manifolds. In App. B, we study the parallel transformations on a Berwald manifold.

2. Preliminaries

In this section, we recall some definitions and properties about Finsler manifolds. See [BCS, S] for more details.

Let $(M, F)$ be a (connected) Finsler $m$-manifold with Finsler metric $F : TM \to [0, \infty)$. Define $S_xM := \{y \in T_xM : F(x, y) = 1\}$ and $SM := \cup_{x \in M}S_xM$. Let $(x, y) = (x^i, y^i)$ be local coordinates on $TM$. Define

$$\ell^i := \frac{y^i}{F}, \ \ g_{ij}(x, y) := \frac{1}{2} \frac{\partial^2 F^2(x, y)}{\partial y^i \partial y^j}, \ \ A_{ijk}(x, y) := \frac{F}{4} \frac{\partial^3 F^2(x, y)}{\partial y^i \partial y^j \partial y^k},$$

$$\gamma^i_{jk} := \frac{1}{2} g^{il} \left( \frac{\partial g_{ij}}{\partial x^k} + \frac{\partial g_{kl}}{\partial x^j} - \frac{\partial g_{jk}}{\partial x^l} \right), \ \ N^i := \left( \gamma^i_{jk} \ell^j - A^i_{jk} \gamma^k_{rs} \ell^r \ell^s \right) \cdot F.$$
The Chern connection \( \nabla \) is defined on the pulled-back bundle \( \pi^*TM \) and its forms are characterized by the following structure equations:

1. Torsion freeness: \( dx^j \wedge \omega^i_j = 0; \)

2. Almost \( g \)-compatibility: \( dg_{ij} - g_{kj}\omega^k_j - g_{ik}\omega^k_j = 2A_{ijk}(dy^k + N^k_i dx^j). \)

From above, it’s easy to obtain \( \omega^j_i = \Gamma^j_{ik}dx^k, \) and \( \Gamma^j_{ik} = \Gamma^j_{ki}. \) It should be remarked that \( \Gamma^j_{kj} = \Gamma^j_{kj}(x,y) \) is a local smooth function on \( SM. \) In particular, \( F \)
is called a Berwald metric if \( \lambda \) is reversible, and \( \Lambda_F \geq 1 \) with equality if and only if \( F \) is Riemannian. In particular, \( \lambda_F \leq \sqrt{\Lambda_F}. \)

The Legendre transformation is a smooth diffeomorphism from \( T_x M \backslash \{0\} \) to \( T^*_x M \backslash \{0\}. \)

3. The injectivity radius of a compact Finsler manifold

For a general Finsler metric, the Legendre transformation is non-linear but only positive homogeneous. First, we show the following result, which is claimed in [R2] without proof.

**Lemma 3.1.** Let \( (M,F) \) be a Finsler n-manifold. Given three distinct vectors \( X,Y,Z \in S_p M, \) we have

\[
\dim \{ W \in T_p M : \mathcal{L}_X(W) = \mathcal{L}_Y(W) = \mathcal{L}_Z(W) \} \leq n - 2.
\]

**Proof.** Set \( A := \mathcal{L}_X, B := \mathcal{L}_Y \) and \( C := \mathcal{L}_Z. \) After choosing a basis for \( T_p M, \) we can view \( A,B,C \) as three vectors in \( (R^n, \langle \cdot, \cdot \rangle), \) i.e., \( \mathcal{L}_X(W) = \langle A,W \rangle, \) where \( \langle \cdot, \cdot \rangle \) is a standard Euclidean inner product. Consider the solution space \( S \) of following system:

\[
\begin{cases}
\langle (A - B), W \rangle = 0, \\
\langle (A - C), W \rangle = 0.
\end{cases}
\]
Clearly, $\mathcal{S} = (A - B)^\perp \cap (A - C)^\perp$, where $(\cdot)^\perp$ denote the orthogonal complement of $(\cdot)$ in $(\mathbb{R}^n, \langle \cdot, \cdot \rangle)$. Since $\mathcal{L}$ is injective, $\dim(\mathcal{S}) \leq n - 1$.

Suppose that $\dim(\mathcal{S}) = n - 1$. Thus, $\mathcal{S} = (A - B)^\perp = (A - C)^\perp$ and hence, there exists a nonzero constant $\alpha$ such that $A - B = \alpha(A - C)$. Clearly, $\alpha \neq 1$.

**Case 1.** Suppose $\alpha > 0$. Since $(\alpha - 1)A = \alpha C - B$, we can assume that $\alpha > 1$.

Thus,

$$\alpha - 1 = F((\alpha - 1)A) = F(\alpha C - B) \geq \alpha F(C) - F(B) = \alpha - 1.$$ 

Then the triangle inequality [BCS, Theorem 1.2.2] yields $\alpha C - B = \beta B$, where $\beta \geq 0$. Hence, $\alpha = 1 + \beta$ and $C = B$, which is a contradiction.

**Case 2.** Suppose $\alpha < 0$. Thus, $(|\alpha| + 1)A = |\alpha|C + B$ and

$$|\alpha| + 1 = F((|\alpha| + 1)A) = F(|\alpha|C + B) \leq |\alpha|F(C) + F(B) = |\alpha| + 1.$$ 

The same argument as above yields $C = B$, which is a contradiction as well.

Therefore, $\dim(\mathcal{S}) \leq n - 2$. We are done by $\mathcal{S} = \{W \in T_p M : \mathcal{L}_X(W) = \mathcal{L}_Y(W) = \mathcal{L}_Z(W)\}$. $\square$

Let $(M, F)$ be a compact Finsler manifold. There exist two point $p$ and $q$ such that $i_M = d(p, q) = d(p, \text{Cut}_p)$.

Let $\gamma_y(t)$, $0 \leq t \leq d(p, q)$ be a normal minimal geodesic from $p$ to $q$. Then $q$ is the cut point of $p$ along $\gamma_y$. If $q$ is not the first conjugate point of $p$ along $\gamma_y$, [BCS, Proposition 8.2.1] implies that there exists another distinct normal minimal geodesic $\gamma_w(t)$, $0 \leq t \leq d(p, q)$ from $p$ to $q$. If $F$ is reversible, Shen [S, Lemma 12.2.5] shows that $\dot{\gamma}_y(d(p, q)) = -\dot{\gamma}_w(d(p, q))$. If $F$ is nonreversible, Rademacher in [R2] obtains the following result.

**Lemma 3.2 (R2).** There exists a local hypersurface $H$ with $q \in H$ such that for each smooth curve $\sigma : (-\epsilon, \epsilon) \to H$ with $\sigma(0) = q$, there are two geodesic variations $c_{g,s}, c_{w,s} : [0, d(p, q)] \to M$ with $c_{g,s}(d(p, q)) = c_{w,s}(d(p, q)) = \sigma(s)$, $\mathcal{L}(c_{g,s}) = \mathcal{L}(c_{w,s})$, and $c_{g,s}(t) = \gamma_y(t)$ and $c_{w,s}(t) = \gamma_w(t)$.

**Remark 1.** The first variation formula [BCS p.123] together with Lemma 3.2 yields that $\mathcal{L}_y(d(p, q)) = -\mathcal{L}_w(d(p, q))$ is a unit normal vector of $T_q N$. However, if $F$ is nonreversible, one cannot deduce $\dot{\gamma}_y(d(p, q)) = -\dot{\gamma}_w(d(p, q))$, since the Legendre transformation is non-linear.

In the following, we use a method of Rademacher [R2] to show the following theorem, which is a Finslerian version of Klingenberg's theorem.

**Theorem 3.3.** Let $(M, F)$ be a compact Finsler manifold with $K_M \leq k$. Then

$$i_M \geq \min \left\{ \pi \left( \frac{1}{\lambda_F \sqrt{F}} \right), \left( \frac{1}{1 + \lambda_F} \right) \text{the shortest simple closed geodesic in } M \right\}.$$ 

In particular, the equality holds if $F$ is reversible (i.e., $\lambda_F = 1$).

**Proof.** **Step 1.** As in [R1, R2], set

$$\tilde{i}_p := \inf \{d(p, q) : q \in \text{Cut}_p \}, \quad \tilde{i}_M := \inf_{p \in M} \tilde{i}_p,$$

where $\tilde{d}(p, q) := \frac{1}{2}(d(p, q) + d(q, p))$. Clearly,

$$\frac{1 + \lambda_F^{-1}}{2} i_M \leq \tilde{i}_M \leq \frac{(1 + \lambda_F)}{2} i_M.$$ 

(3.1)
Given a closed geodesic \( c(t), 0 \leq t \leq 1 \), let \( c(t_0) \) denote the cut point of \( c(0) \) along \( c \). Then we have

\[
L(c) = d(c(0), c(t_0)) + L(c|_{[t_0, 1]}) \geq d(c(0), c(t_0)) + d(c(t_0), c(0)) \geq 2\tilde{i}_M. \tag{3.2}
\]

Hence, (3.1) together with (3.2) implies that in order to prove the theorem, we just need to show that there exists a simple closed geodesic \( c \) with \( L(c) = 2\tilde{i}_M \) in the case of \( \tilde{i}_M < \frac{(1+\lambda)^{-1}}{2\sqrt{\kappa}} \).

**Step 2.** Suppose \( \tilde{i}_M < \frac{(1+\lambda^{-1})(1)}{2\sqrt{\kappa}} \). We now construct a simple geodesic loop \( c \) (based at \( c(0) \)) with \( L(c) = 2\tilde{i}_M \). Since \( M \) is compact, there is a point \( p \in M \) with \( \tilde{i}_p = \tilde{i}_M \). Let \( q \) be the point in \( \text{Cut}_p \) with \( d(p, q) = \tilde{i}_p \). Since

\[
d(p, q) \leq \frac{\kappa}{\lambda}d(p, q) = \frac{2}{(1+\lambda^{-1})}\tilde{i}_p < \frac{\pi}{\sqrt{\kappa}},
\]

\( q \) is not the conjugate point of \( p \). Thus, there exist two distinct normal minimal geodesics \( c_1(t) \) and \( c_2(t) \), \( t \in [0, d(p, q)] \) from \( p \) to \( q \). Let \( c_3(t) \), \( t \in [0, d(q, p)] \) be a normal minimal geodesic from \( q \) to \( p \).

The proof of [12, Lemma 9.4] implies that \( c_1 * c_3 \) or \( c_2 * c_3 \) is smooth at \( q \). For completeness, we give a sketch of this proof. Suppose that neither \( c_1 * c_3 \) nor \( c_2 * c_3 \) is smooth at \( q \). That is, \( c_1'(d(p, q)) \neq c_2'(d(p, q)) \) and \( c_1'(0) \neq c_2'(0) \). It follows from Lemma 3.1 that

\[
\dim\{W \in T_q M : L(c_1'(d(p, q)))(W) = L(c_2'(d(p, q)))(W) = L(c_3'(0))(W)\} \leq n - 2.
\]

Denote by \( H \) the hypersurface though \( q \) as in Lemma 3.2. Since \( \dim H = n - 1 \), Lemma 3.1 implies that there is a \( v \in T_q N \) such that for \( i = 1 \) or \( i = 2 \),

\[
L(c_i'(d(p, q)))(v) \neq L(c_3'(0))(v).
\]

Without loss of generality, we assume that \( i = 1 \). Set

\[
c(t) = c_1 * c_3, \quad t \in [0, d(p, q) + d(q, p)].
\]

Let \( \iota(s), s \in (-\epsilon, \epsilon) \) be a smooth curve in \( H \) with \( \iota(0) = q \) and \( \iota'(0) = v \). Let \( c_1(s), s \in (-\epsilon, \epsilon), t \in [0, d(p, q)] \) be the geodesic variations defined as in Lemma 3.2. Let \( c_3(s), s \in (-\epsilon, \epsilon), t \in [0, d(q, p)] \) be the minimal geodesic variation from \( \iota(s) \) to \( p \). Consider the variation \( c_3(t) := c_1 * c_3, s \in (-\epsilon, \epsilon), t \in [0, d(p, q) + d(q, p)] \).

The first variation formula then yields

\[
\frac{d}{ds} \Bigg|_{s=0} L(c_s) = g_{c_3'(0)}(c_1'(0), v) - g_{c_3'(0)}(c_1'(0), v) \neq 0.
\]

Without loss of generality, we can assume that \( \frac{d}{ds} \big|_{s=0} L(c_s) < 0 \) (otherwise, consider \( \iota(-s) \)). Then there exists \( \delta_0 > 0 \) such that \( L(c_{\delta_0}) < L(c_0) = L(\iota) \). None of \( c_i, s_0(t), i = 1, 2 \) is minimal on \([0, d(p, q) + \varepsilon] \) for any \( \varepsilon > 0 \), since \( c_1, s_0(d(p, q)) = \iota(s_0) \). Then there is \( t_0 \in (0, d(p, q)] \) such that \( q_1 = c_1, s_0(t_0) \) is the cut point of \( p \) along \( c_1, s_0(t) \).

Clearly, \( d(p, q_1) = L(c_1, s_0|_{[0, t_0]}) \). Thus,

\[
2d(p, q_1) = d(p, q_1) + d(q_1, p) \leq d(p, q_1) + d(q_1, \iota(s_0)) + d(\iota(s_0), p) = L(c_1, s_0|_{[0, t_0]}) + d(q_1, \iota(s_0)) + d(\iota(s_0), p) \leq L(c_1, s_0|_{[0, t_0]}) + L(c_1, s_0|_{[t_0, d(p, q)]}) + L(c_3, s_0) = L(c_1, s_0) + L(c_3, s_0) = L(c_0) < L(\iota) = 2d(p, q),
\]

and
which contradicts the definition of \(q\). Hence, \(c_1* c_2\) is smooth at \(q\) and therefore, \(c\) is a geodesic loop based at \(p\) through \(q\) with \(L(c) = d(p, q) + d(q, p) = 2d(p, q) = 2\tilde{i}_M\).

**Step 3.** We now show that \(c = c_1 * c_2\) is a closed geodesic. From above, one see that \(c(t), t \in [d(p, q), 2\tilde{i}_M]\) is a minimal geodesic from \(q\) to \(p\).

The continuity of the cut value [BCS Proposition 8.4.1] implies that for a small positive number \(\varepsilon(<d(p, q))\), there exists \(t_\varepsilon \in (d(p, q), 2\tilde{i}_M)\) such that \(q_\varepsilon = c(t_\varepsilon)\) is a cut point of \(p_\varepsilon = c(\varepsilon)\) along \(c(t)\). That is, \(c|_{t, t_\varepsilon}\) is minimal. Hence,

\[
2\tilde{i}_M \leq 2\tilde{d}(p_\varepsilon, q_\varepsilon) = d(p_\varepsilon, q_\varepsilon) + d(q_\varepsilon, p_\varepsilon) \leq d(p_\varepsilon, q_\varepsilon) + d(q_\varepsilon, p) + d(p, p_\varepsilon) = d(p, p_\varepsilon) + d(p_\varepsilon, q) + d(q_\varepsilon) + d(q_\varepsilon, p) = d(p, q) + d(q, p) = L(c) = 2\tilde{i}_M,
\]

which implies that (see (3.3))

\[
d(q_\varepsilon, p_\varepsilon) = d(q_\varepsilon, p) + d(p, p_\varepsilon) = L(c_1|_{[t_\varepsilon - d(p, q), d(q, p)]}) + L(c_1|_{[0, t_\varepsilon]}).
\]

Hence, \(c = c_1 * c_2\) is smooth at \(p\).

In [S], Shen introduces \(T\)-curvature, which is an important non-Riemannian quantity. However, the definition of the bound on \(T\)-curvature seems a little complicated. For convenience, we give a new definition of the bound on \(T\)-curvature. Also refer to [S] [Z2] for more details.

**Definition 3.4.** Given \(y, v \in T_x M\) with \(y \neq 0\), define the \(T\)-curvature \(T\) as

\[
T_y(v) := g_y(\nabla^V_y V, y) - g_y(\nabla^Y_v V, y),
\]

where \(V\) (resp. \(Y\)) is a vector field with \(V_x = v\) (resp. \(Y_x = y\)). Set

\[
T_p := \sup_{y, v \in S_p M} |T_y(v)|, \quad T_M := \sup_{p \in M} T_p.
\]

Clearly, for a compact Finsler manifold, \(T_M\) is finite. And \(T_M = 0\) if and only if \(F\) is Berwalden. By the proof of [Z2] Theorem 1.1, we have the following result.

**Theorem 3.5.** Let \((M, F)\) be a compact Finsler \(n\)-manifold with \(K_M \geq k\), \(T_M \leq \tau\), \(\Lambda_F \leq \Lambda\) and \(diam(M) \leq D\). Then for any simple closed geodesic \(\gamma\),

\[
L(\gamma) \geq \frac{\mu(M)}{c_{n-2}\Lambda \ell \left[ \int_{D - \frac{2}{\lambda_F}}^{\frac{1}{\lambda_F} c_{n-1} 2n^{-1}(t)dt} \right] + \Lambda^{\frac{1}{2}} \tau \int_0^D s_k^{n-1}(t)dt},
\]

where \(\mu(M)\) is either the Busemann-Hausdorff volume or the Holmes-Thompson volume of \(M\) and \(c_{n-2} := \text{Vol}(S^{n-2})\).

Theorem 3.3 together with Theorem 3.5 then yields Theorem 1.1.

**Remark 2.** By Theorem 3.3 and the standard arguments (see [AM] [PP]), one can show the following result, which is an extension of the results in [K1] [R2] [R3].

Let \((M, F)\) be an even-dimensional, compact Finsler manifold with \(0 < K_M \leq k\). Then.

1. If \(M\) is orientable, then

\[
i_M \geq \frac{\text{Conj}_M}{\lambda_F} \geq \frac{\pi}{\lambda_F \sqrt{k}}.
\]

In particular, if \(F\) is reversible, then \(i_M = \text{Conj}_M\).
(2) If \( M \) is not orientable, then
\[
i_M \geq \frac{\pi}{\lambda_F(1 + \lambda_F)\sqrt{k}}.
\]

4. THE CONVEX RADIUS OF A BERwald MANIFOLD

Recall that a subset \( A \subseteq M \) is called strongly (geodesically) convex if for any \( p, q \in A \), there exists a geodesic \( \gamma_{pq} \) such that \( \gamma_{pq} \) is the unique minimizer in \( M \) from \( p \) to \( q \), and \( \gamma_{pq} \) is the only geodesic contained in \( A \) from \( p \) to \( q \).

**Definition 4.1.** Let \( (M, F) \) be a forward complete Finsler manifold. The convexity radius at a point \( x \in M \) is defined by
\[
\text{Conv}_x := \sup\{r > 0 : B_x^+(s) \text{ is strongly convex for any } s < r\}.
\]

And the convexity radius of \( (M, F) \) is defined by \( \text{Conv}(M, F) := \inf_{x \in M} \text{Conv}_x \).

In [S], Shen estimates convexity radii in the reversible Finslerian case. Here, we give an estimate on the convexity radius of a Berwald manifold.

**Theorem 4.2.** Let \( (M, F) \) be a forward complete Berwald manifold with \( K_M \leq k \), \( i_M \leq \varsigma \) and \( \lambda_F \leq \lambda \). Then
\[
\text{Conv}(M, F) \geq \min \left\{ \frac{\pi}{2\sqrt{k}} \frac{\varsigma}{\lambda(1 + \lambda)} \right\}.
\]

**Proof.** Choosing an arbitrary point \( x \in M \) and any \( r \in (0, \min\{\frac{\pi}{2\sqrt{k}},\frac{\varsigma}{\lambda(1 + \lambda)}\}) \), we now show that \( B_x^+(r) \) is strictly convex.

For each two points \( p_1, p_2 \in B_x^+(r) \), let \( \gamma_{p_1p_2}(t), 0 \leq t \leq l \) denote a normal minimal geodesic from \( p_1 \) to \( p_2 \). Since
\[
l = L(\gamma_{p_1p_2}) \leq d(p_1, x) + d(x, p_2) \leq \lambda \cdot d(x, p_1) + d(x, p_2) < \varsigma/\lambda,
\]
\( \gamma_{p_1p_2} \) is the unique minimal geodesic from \( p_1 \) to \( p_2 \) and hence, \( \rho(\cdot) := d(x, \cdot) \) is smooth on \( \gamma_{p_1p_2}([0, l]) - \{x\} \).

Fix a point \( p \in B_x^+(r) \) and set
\[
\text{Co}_p := \{q \in B_x^+(r) \cap B_x^+(r) \subset B_x^+(r)\}.
\]

We first prove that \( \text{Co}_p \) is an open subset of \( B_x^+(r) \). For any sequence \( \{q_n\} \subset B_x^+(r) - \text{Co}_p \) converging to some point \( q \in B_x^+(r) \), there exists \( t_n \in (0, l) \) such that \( \rho(\gamma_{pq_n}(t_n)) \geq r \) for each \( n \). Since \( \{\gamma_{pq_n}\} \) is uniformly bounded, by the Arzelá-Ascoli theorem [BB], we can assume that \( \{\gamma_{pq_n}\} \) converges to the minimal geodesic \( \gamma_{pq} \) and \( t_n \to t_0 \). Clearly, \( \rho(\gamma_{pq}(t_0)) \geq r \), which implies \( q \in B_x^+(r) - \text{Co}_p \). Hence, \( B_x^+(r) - \text{Co}_p \) is a closed subset of \( B_x^+(r) \).

Secondly, we claim that \( \text{Co}_p \) is a closed subset of \( B_x^+(r) \). It suffices to show \( \partial \text{Co}_p \subset \text{Co}_p \). Given any point \( q \in \partial \text{Co}_p \), the argument is divided into the following two cases:

**Case 1.** Suppose \( x \notin \gamma_{pq} \). Then \( \rho \circ \gamma_{pq}(t) \) is smooth, and the Hessian comparison theorem [S] implies that
\[
\frac{d^2}{dt^2}\rho \circ \gamma_{pq}(t) \geq 0,
\]
which implies that
\[
\rho(\gamma_{pq}(t)) \leq \max\{\rho(\gamma_{pq}(0)), \rho(\gamma_{pq}(1))\} < r.
\]
Hence, \( \gamma_{pq}([0, 1]) \subset B_x^+(r) \) and therefore, \( q \in \text{Co}_p \).

**Case 2.** If there exists \( t_0 \in [0, l] \) such that \( \gamma_{pq}(t_0) = x \), then for \( t \in [t_0, l] \),
\[
\rho(\gamma_{pq}(t)) = L(\gamma_{pq}[t_0, t]) \leq L(\gamma_{pq}[t_0, l]) = \rho(q) < r.
\]
On the other hand, there exists \( s \in [0, t_0] \) such that \( \rho(\gamma_{pq}(s)) < r/\lambda^2 \). Thus, for \( t \in [s, t_0] \),
\[
\rho(\gamma_{pq}(t)) \leq \lambda \cdot d(\gamma_{pq}(t), x) \leq \lambda \cdot d(\gamma_{pq}(s), x) \leq \lambda^2 \cdot \rho(\gamma_{pq}(s)) < r.
\]

Note that \( \gamma_{pq}(t), t \in [0, s] \) is the unique minimal geodesic from \( p \) to \( \gamma_{pq}(s) \). Since \( \rho(\gamma_{pq}(s)) < r \), the argument of Case 1 implies that \( \gamma_{pq}([0, s]) \subset B^+(p) \). Hence, \( \gamma_{pq}([0, 1]) \subset B^+(p) \) and therefore, \( q \in C_p \).

From above, we see that \( C_p \) is a both open and closed subset of \( B^+(p) \). Since \( x \in C_p \), \( C_p = B^+(p) \) and hence, \( B^+(p) \) is strictly convex.

**Remark 3.** Denote by \( T^*_M \) the upper bound of T-curvature in the sense of Shen [S]. Using the argument above, one can obtain an estimate on the convexity radius of a general Finsler manifold. More precisely, let \((M, F)\) be a forward complete Finsler manifold with \( K_M \leq k, i_M \geq \zeta, \lambda_f \leq \lambda \) and \( T^*_M \leq \xi \). Then
\[
\text{Conv}(M, F) \geq \min \left\{ v, \frac{\zeta}{\lambda(1 + \lambda)} \right\},
\]
where \( v \) is the first positive zero of the following equation
\[
s''_k(t) - \xi \cdot s'_k(t) = 0.
\]
This estimate coincides with Shen’s result [S, Theorem 15.2.1] in the reversible case.

**Proposition 4.3.** Let \((M, F)\) be a forward complete Berwald manifold with \( K_M \leq k \) and \( i_M \geq \zeta \). Set \( l := \min\{\pi/(2\sqrt{\ell}), \zeta\} \). Given any \( x \in M \) and any \( 0 < r < l \), if a geodesic \( \gamma \) is tangent to the forward sphere \( S^+_x(r) = \partial B^+_x(r) \) at \( q \), then there exists a small neighborhood \( U_q \) of \( q \) such that \( U_q \cap \gamma \) is outside \( B^+_x(r) \) - \{\( q \)\}.

**Proof.** Suppose that \( \gamma \) is a normal geodesic. Let \( \rho(\cdot) := d(x, \cdot) \). Clearly, for any \( p \in B^+_x(r) - \{x\}, \rho(p) \) is smooth. Set \( \gamma(t_0) := q \). Since \( \nabla \rho \) is the normal vector field along \( S^+_x(r) \), we have
\[
\frac{d}{dt}
|_{t=t_0}
\rho(\gamma(t)) = g_{\nabla \rho}(\nabla \rho, \gamma(t_0)) = 0.
\]
Clearly, \( \rho \circ \gamma(t_0) = r < l \) implies that there is a small number \( \epsilon > 0 \) such that \( \rho \circ \gamma(t) < l \), for \( t \in (t_0 - \epsilon, t_0 + \epsilon) \). Thus, it follows from Hessian comparison theorem that \( \frac{d^2}{dt^2} \rho(\gamma(t)) > 0 \) for \( t \in (t_0 - \epsilon, t_0 + \epsilon) \). This together with \([4.1]\) yields that \( \rho \circ \gamma \) has a minimum at \( t_0 \), which implies the conclusion.

In the rest of this section, we assume that \((A, dm)\) is a measure space of volume 1, and \((M, F)\) is a forward complete Berwald n-manifold. Given \( p \in M \) and \( r > 0 \), any measurable map \( f : A \to B^+_p(r) \) is called a mass distribution on \( B^+_p(r) \). Define a vector field \( V \) on \( B^+_p(r) \) by
\[
V(x) := -\int_A \exp_x^{-1} f(a) \, dm(a).
\]

Then we have the following theorem. Refer to [Ka] for the results of the center of mass in the Riemannian case.

**Theorem 4.4.** Let \((M, F)\) be a forward complete Berwald n-manifold with \( |K_M| \leq k \), \( \lambda_F \leq \Lambda \), and \( i_M \geq \zeta \). There exists a constant \( \tau = \tau(n, k, \Lambda, \zeta) > 0 \) such that for each \( 0 < r < \tau \), each \( p \in M \) and each measurable map \( f : A \to B^+_p(r) \), there exists a unique point \( q \in B^+_p(r) \) with \( V(q) = 0 \). \( q \) is called the center of mass \( \mathcal{C}(f) \) of \( f \).
In particular, $V(q)$ is differentiable and the map $V_{\ast q}$ is non-degenerate at $q = \mathcal{C}(f)$, where $V_p : TB_p^+(r) \to TB_p^+(r)$ is defined by

$$V_p(X) = X^i \frac{\partial V}{\partial x^i}, \forall X = X^i \frac{\partial}{\partial x^i}$$

and $(x^i, y^i)$ is a local coordinate system of $TB_p^+(r)$.

**Proof.** Let $\tau := \frac{1}{2\kappa} \min \{ \frac{1}{\sqrt{k}}, \frac{1}{\sqrt{\nabla}} \}$, where $t$ is as in Lemma \ref{lem:isolated}. Given $p \in M$ and $f$, we consider $V(x)$ defined on $B_p^+(r)$.

**Step 1.** First, we show that for each $x \in \partial B_p^+(r)$, $V(x)$ is a nonzero outward vector. For each $a \in A$, set $X_a := - \exp^{-1}_a f(a)$. It is easy to see that the geodesic $\gamma_{X_a}(t), t \in (-\epsilon, 0)$ is contained in $B_p^+(r)$ and $\gamma_{X_a}(t), t \in (0, \epsilon)$ is outside $B_p^+(r)$.

Set $\rho(\cdot) = d(p, \cdot)$. Thus,

$$\frac{d}{dt} \bigg|_{t=0} \rho(\gamma_{X_a}(t)) = g_{\nabla \rho(x)}(\nabla \rho(x), X_a) \geq 0.$$ 

If $g_{\nabla \rho(x)}(\nabla \rho(x), X_a) = 0$, Proposition \ref{prop:isotropy} yields that $\gamma_{X_a}(t), t \in (-\epsilon, 0) \cup (0, \epsilon)$ is outside $B_p^+(r)$, which is a contradiction. Hence, $g_{\nabla \rho(x)}(\nabla \rho(x), X_a) > 0$ and

$$g_{\nabla \rho(x)}(\nabla \rho(x), V(x)) = g_{\nabla \rho(x)} \left( \nabla \rho(x), \int_A X_a \, dm(a) \right) > 0,$$

which implies that $V(x)$ is a nonzero outward vector.

**Step 2.** Now we show that $V$ has only isolated singularities in $B_p^+(r)$. Given $a \in A$ and a geodesic $\gamma(s), s \in [0, 1]$ in $B_p^+(r)$, consider the geodesic variation

$$\sigma_a(t, s) = \exp_{\gamma(s)}(t-1)X_a, t \in [0, 1],$$

where $X_a := - \exp^{-1}_{\gamma(s)} f(a)$. Clearly, $\sigma_a(0, s) = f(a)$ and $\sigma_a(s, 1) = \gamma(s)$. Note that

$$U_{s,a}(t) = \frac{\partial}{\partial s} \sigma_a(t, s)$$

is a Jacobi field with $U_{s,a}(0) = 0$ and $U_{s,a}(1) = \dot{\gamma}(s)$. Set

$$T_{s,a}(t) := \frac{\partial}{\partial t} \sigma_a(t, s) = (\exp_{\gamma(s)}(t-1))_{X_a} X_a.$$ 

Clearly,

$$U'_{s,a}(1) = D_{T_{s,a}} U_{s,a} = D_{U_{s,a}} T_{s,a} = D_{U_{s,a}} X_a.$$ 

Thus, Lemma \ref{lem:isotropy} together with the equalities above implies that

$$\|\dot{\gamma}(s) - DU_{s,a} X_a\|_{\dot{\gamma}(s)} \leq \frac{1}{20} \|\dot{\gamma}(s)\|_{\dot{\gamma}(s)},$$

where $\|\cdot\|_{\dot{\gamma}(s)} := \sqrt{g_{\dot{\gamma}(s)}(\cdot, \cdot)}$. Since $F$ is Berwalden, we have

$$\|\dot{\gamma}(s) - D\gamma(s)V\|_{\dot{\gamma}(s)} = \left\| \int_A (\dot{\gamma}(s) - DU_{s,a} X_a) \, dm(a) \right\|_{\dot{\gamma}(s)}$$

$$\leq \int_A \|\dot{\gamma}(s) - DU_{s,a} X_a\|_{\dot{\gamma}(s)} \, dm(a) \leq \int_A \frac{1}{20} \|\dot{\gamma}(s)\|_{\dot{\gamma}(s)} \, dm(a) = \frac{1}{20} \|\dot{\gamma}(s)\|_{\dot{\gamma}(s)}, (4.2)$$

which implies that $V$ has only isolated singularities.

**Step 3.** We now show that $V(x)$ has exactly one singularity in $B_p^+(r)$. Since $B_p^+(r)$ is contractible and $V$ is a outward vector field along the boundary, the sum of index
of $V$ in $B^+_p(r)$ is $+1$, which implies that $V$ has at least one isolated singularity in $B^+_p(r)$.

On the other hand, for each isolated singularity $z$ in $B^+_p(r)$, let $\gamma(s)$ be a geodesic from $z$.\footnote{12} implies that
\[
\frac{d}{ds}\bigg|_{s=0} g_{\gamma(s)}(\dot{\gamma}(s), V(\gamma(s))) = g_{\gamma(0)}(\dot{\gamma}(0), D_{\dot{\gamma}} V) = \varepsilon_0 > 0.
\]
Then there exists a small $s_0 > 0$ such that for $s \in [0, s_0]$,
\[
\frac{d}{ds} g_{\gamma(s)}(\dot{\gamma}(s), V(\gamma(s))) \geq \frac{1}{2} \varepsilon_0 \Rightarrow g_{\gamma(s)}(\dot{\gamma}(s), V(\gamma(s))) \geq \frac{1}{2} \varepsilon_0 s. \quad (4.3)
\]
We claim that there exists a small $l > 0$ such that along $\partial B^+_p(l)$, $V$ is outward. If the claim is true, then the Poincaré-Hopf theorem implies that the index of $V$ at $z$ is $+1$ and therefore, $V$ has exactly one zero in $B^+_p(r)$.

Suppose that the claim is not true. Let $\xi(\cdot) := \delta(z, \cdot)$. Then \footnote{13} yields that there exists a sequence $l_n \downarrow 0$ and a sequence $y_n \in S_z M$ such that for each $n$, there is a point $x_n = \exp_{z}(l_ny_n) \in \partial B^+_p(l_n)$ is the first point along $\gamma_{y_n}$ with $g_{\nabla_\xi(x_n)}(\nabla_\xi(x_n), V(x)) = 0$. Since $\nabla_\xi(x_n) = \gamma_{y_n}(l_n)$, \footnote{13} implies that $l_n$ is the minimal point of $g_{\gamma_{y_n}}(\gamma_{y_n}(s), V(\gamma_{y_n}))$ and hence,
\[
\frac{d}{ds}\bigg|_{s=l_n} g_{\gamma_{y_n}}(\dot{\gamma}_{y_n}(s), V(\gamma_{y_n})) = g_{\gamma_{y_n}}(l_n)(\dot{\gamma}_{y_n}(l_n), D_{\dot{\gamma}_{y_n}} V) \leq 0. \quad (4.4)
\]
Since $S_z M$ is compact, we can assume that $y_n \to y_0 \in S_z M$. Thus,
\[
\dot{\gamma}_{y_n}(l_n) = (\exp_z)_{s=l_n}y_n \to y_0. \quad (4.5)
\]
\footnote{4.4} together with \footnote{4.3} implies that
\[
\frac{d}{ds}\bigg|_{s=0} g_{\gamma_{y_0}}(\dot{\gamma}_{y_0}(s), V(\gamma_{y_0}(s))) = g_{y_0}(0, D_{\dot{\gamma}_{y_0}} V) \leq 0,
\]
which is a contradiction. Therefore, the claim is true.

\textbf{Step 4.} From above, one can see that $V(x)$ is differentiable at every point $x \in B^+_p(r)$, and $D_X V \neq 0$ for any $X \in T_{\gamma(t)} M - \{0\}$. Let $(x^i, y^i)$ be a coordinate system of $TB^+_p(r)$ and let $\gamma(t)$, $t > 0$ be a smooth curve from $\gamma(f)$ with $\dot{\gamma}(0) = X$.

Thus,
\[
0 \neq D_X V = \left[ \frac{dV^i}{dt} + \Gamma^i_{jk}(\gamma(0))\dot{\gamma}^j(0)V^k(\gamma(f)) \right] \frac{\partial}{\partial x^j},
\]
which implies that $V_{\gamma(f)}$ is nonsingular. \hfill \blacksquare

5. A Ceheer type finiteness theorem for Berwald manifolds

Given $n \in \mathbb{N}$, $\Lambda \geq 1$, $\varsigma > 0$ and $k \geq 0$, let $r := r(n, k, \Lambda, \varsigma)$ and $C := C(n, k, \Lambda)$ be defined as in Theorem \footnote{4.4} and Lemma \footnote{B.3}, respectively.
Definition 5.1. We say a triple \((R, \varepsilon_1, \varepsilon_2)\) satisfies Condition (\(\Delta\)) if

1. \(0 < R \leq \frac{r}{\Lambda^4} \cdot C_0, C_1, C_2\),
2. \(0 < \varepsilon_1 \leq \frac{R}{12\Lambda^3}, \varepsilon_2 > 0\),
3. \(\frac{(1 - kR^2)}{\Lambda^4} - C_3(n, k, R, \varepsilon_2) \geq \frac{2^{22n+6}\Lambda^{4n+6}}{s_k(\sqrt{\Lambda}R)} \varepsilon_1 > 0\),

where

\[
\mathcal{C}_0(k, \Lambda) := \sup \left\{ t > 0 : \frac{s_{-k}(3\Lambda^4 t)}{3\Lambda^4 t} \leq 2 \right\},
\]

\[
\mathcal{C}_1(n, k, \Lambda) := \sup \left\{ t > 0 : \frac{\int_0^t s_{-k}^{-1}(s)ds}{\int_0^t s_{-k}(s)ds} \leq 2(4\Lambda^2)^n \right\},
\]

\[
\mathcal{C}_2(k, \Lambda) := \sup \left\{ t > 0 : \frac{s_{-k}(\Lambda\Lambda^4 t)}{s_{-k}(\Lambda^4 t)} \geq 1 - kt^2 \right\},
\]

\[
\mathcal{C}_3(n, k, \Lambda, R, \varepsilon_2) := \frac{6\Lambda^3 R}{s_k(\sqrt{\Lambda}R)} \left( \frac{s_{-k}(\sqrt{\Lambda}R)}{\sqrt{\Lambda}R} - 1 \right) \left( \frac{s_{-k}(\sqrt{\Lambda}R)}{s_k(\sqrt{\Lambda}R)} \right) + 30\Lambda^3 \mathcal{C}(n, k, \Lambda) R^2 + \Lambda \varepsilon_2.
\]

In the following, we assume that \((R, \varepsilon_1, \varepsilon_2)\) is given and satisfies Condition (\(\Delta\)).

Definition 5.2. Given \(N \in \mathbb{N}\), we say a compact Berwald \(n\)-manifold \((M, F)\) satisfies Condition (1-N) if

1. \(\Lambda F \leq \Lambda, |K_M| \leq k, i_M \geq \varsigma, \text{diam}(M) \geq D;\)
2. \(M\) can be covered by \(N\) convex balls of radius \(R/(2\Lambda^4)\)

\[
\{ B^+(\rho/(2\Lambda^4)) : \rho = 1, \ldots, N \}
\]

and such balls \(\{ B^+_{\rho_n}(\rho/(4\Lambda^2)) \}_{\rho_n=1}^N\) are disjoint.

Let \((M_i, F_i)\), \(i = 1, 2\) be two Berwald \(n\)-manifolds satisfying Condition (1-N). Let \(\{ B^+_{\rho_n}(\rho/(2\Lambda^4)) : \rho = 1, \ldots, N \}\) be the forward convex balls of \(M_i\) as in Definition 5.2.

Let \((\mathbb{R}^n, \|\cdot\|)\) be a standard Euclidean space. For each \(i\), denote by \(\|\cdot\|\), the average Riemannian norm on \(M_i\) induced by \(F_i\), which yields a linear isometry \(u^i_\alpha : (\mathbb{R}^n, \|\cdot\|) \to (T_{\rho_n} M_i, \|\cdot\|_i)\) for each \(\alpha \in \{1, \ldots, N\}\) such that for

\[
\frac{1}{\sqrt{\Lambda}} \leq \frac{F_i(u^i_\alpha(X))}{\|X\|} \leq \sqrt{\Lambda}, \forall X \in \mathbb{R}^n.
\]

(5.1)

Hence, \(u^i_\alpha : \mathcal{B}_0(R) \to \mathcal{B}^+_{\rho_n}(\sqrt{\Lambda}R)\), where \(\mathcal{B}_0(R)\) (resp. \(\mathcal{B}^+_{\rho_n}(R)\)) denotes the ball of radius \(R\) centered at the origin in \((\mathbb{R}^n, \|\cdot\|)\) (resp. \((T_{\rho_n} M_i, F_i)\)).

Set

\[
\phi^i_\alpha := \exp_{\rho_n} \circ u^i_\alpha : \mathcal{B}_0(R) \to \mathcal{B}^+_{\rho_n}(\sqrt{\Lambda}R).
\]

Clearly, \(\phi^i_\alpha(\mathcal{B}_0(R)) \supset B^+_{\rho_n}(R/\sqrt{\Lambda})\). In particular, if \(\phi^i_\alpha(\mathcal{B}_0(R)) \cap \phi^j_\beta(\mathcal{B}_0(R)) \neq \emptyset\), the triangle inequality then yields that

\[
\phi^i_\alpha(\mathcal{B}_0(R)) \subset \phi^j_\beta(\mathcal{B}_0(3\Lambda^2 R)), \phi^i_\alpha(\mathcal{B}_0(R)) \subset \phi^j_\beta(\mathcal{B}_0(3\Lambda^2 R)).
\]
Hence, for any $\alpha, \beta$ with $\phi_\alpha^i(B_0(R)) \cap \phi_\beta^j(B_0(R)) \neq \emptyset$, we can define a map

$$f_{\beta \alpha}^i := (\phi_\beta^j)^{-1} \circ \phi_\alpha^i : B_0(R) \to B_0(3\Lambda^2 R).$$

The following lemma follows from Lemma [A.1] directly.

**Lemma 5.3.** There exits a constant $C = C(\varsigma, k, \Lambda)$ such that for any $\alpha, \beta$ with $\phi_\alpha^i(B_0(R)) \cap \phi_\beta^j(B_0(R)) \neq \emptyset$, we have

$$\|f_{\beta \alpha}^i\|_{C^1} \leq C.$$

For any two $\alpha, \beta$ with $\phi_\alpha^i(B_0(R)) \cap \phi_\beta^j(B_0(R)) \neq \emptyset$, there exists a unique minimal geodesic $\gamma_{\alpha \beta}(t)$, $0 \leq t \leq 1$ from $p_{\alpha}^i$ to $p_{\beta}^j$. Let $P_{\alpha \beta}^i$ denote the parallel transformation along $\gamma_{\alpha \beta}$ from $T_{p_{\alpha}} M_i$ to $T_{p_{\beta}} M_i$. Define a linear isomorphism $g_{\beta \alpha}^i : \mathbb{R}^n \to \mathbb{R}^n$ by

$$g_{\beta \alpha}^i := (u_{\alpha \beta}^i)^{-1} P_{\alpha \beta}^i u_{\alpha}^i.$$

Since $F_i$ is Berwalden, $F_i(P_{\alpha \beta}^i Y) = F_i(Y)$. Thus, one has the following result.

**Lemma 5.4.** For any $\alpha, \beta$ with $\phi_\alpha^i(B_0(R)) \cap \phi_\beta^j(B_0(R)) \neq \emptyset$, we have

$$\|g_{\beta \alpha}^i\| \leq \sup_{X \neq 0} \frac{\|g_{\beta \alpha}^i X\|}{\|X\|} \leq \Lambda.$$

By the Arzelà-Ascoli theorem, one can easily the following lemma.

**Lemma 5.5.** Let $\mathcal{C}$ be as in Lemma 5.3 and let $(\mathbb{R}^n, \| \cdot \|)$ be a Euclidean space. Set

$$H_1 := \{ f : B_0(R) \to B_0(3\Lambda^2 R) : f \text{ is a embedding map with } \|f\|_{C^1} \leq \mathcal{C} \},$$

$$H_2 := \{ f : (\mathbb{R}^n, \| \cdot \|) \to (\mathbb{R}^n, \| \cdot \|) : f \text{ is a linear map with } \|f\|_0 \leq \Lambda \}.$$

Then $H_1$ and $H_2$ are totally bounded. That is, for each $\varepsilon > 0$, $H_i$ can be covered by a finite number of balls of radius $\varepsilon$.

**Definition 5.6.** Given $N \in \mathbb{N}$, we say two compact Berwald $n$-manifolds $(M_i, F_i)$, $i = 1, 2$ satisfy Condition (2-N) if

1. $(M_i, F_i)$, $i = 1, 2$ satisfy Condition (1-N);
2. $\phi_\alpha^i(B_0(R)) \cap \phi_\beta^j(B_0(R)) \neq \emptyset \Leftrightarrow \phi_\alpha^2(B_0(R)) \cap \phi_\beta^2(B_0(R)) \neq \emptyset$, for all $\alpha, \beta \in \{1, \ldots, N\}$.

The following result is a generalized Peter’s lemma, which will be proved in next section. Also refer to [Pe] for Peter’s lemma in the Riemannian case.

**Lemma 5.7.** Let $(R, \varepsilon_1, \varepsilon_2)$ be a triple satisfying Condition ($\Delta$) and let $(M_i, F_i)$, $i = 1, 2$ be two closed Berwald manifolds satisfying Condition (2-N). Suppose that for any $\alpha, \beta \in \{1, \ldots, N\}$ with $\phi_\alpha^i(B_0(R)) \cap \phi_\beta^j(B_0(R)) \neq \emptyset$, we have

$$\|f_{\beta \alpha}^1 - f_{\beta \alpha}^2\|_{C^1} \leq \varepsilon_1,$$

$$\|g_{\beta \alpha}^1 - g_{\beta \alpha}^2\|_0 \leq \varepsilon_2.$$

Then $M_1$ and $M_2$ are diffeomorphic.

By Lemma 5.7 we now show the following theorem.
Theorem 5.8. Given $n \in \mathbb{N}, \Lambda \geq 1, k \geq 0$ and $V, D > 0$, there exist only finitely many diffeomorphism classes of compact Berwald $n$-manifolds $(M, F)$ satisfying

$$
\Lambda_F \leq \Lambda, \ |K_M| \leq k, \ \mu(M) \geq V, \ \text{diam}(M) \leq D.
$$

(5.2)

where $\mu(M)$ is either the Busemann-Hausdorff volume or the Holmes-Thompson volume of $M$.

**Proof.** Theorem 5.1 yields a positive constant $\zeta = \zeta(n, \Lambda, k, V, D)$ such that if a compact Berwald $n$-Finsler manifold $(M, F)$ satisfies (5.2), then $i_M \geq \zeta$. Let $(R, \varepsilon_1, \varepsilon_2)$ be a triple defined as in Definition 5.1, i.e., $(R, \varepsilon_1, \varepsilon_2)$ satisfies Condition $(\Delta)$.

Suppose the theorem is not true. Then there exists a infinite sequence $\{(M_s, F_s)\}$ satisfying (5.2), but $\{(M_s, F_s)\}$ are not diffeomorphic mutually.

For each $s$, let $\{B_{\varepsilon_1}^{\Lambda}(R/(4\Lambda^2))\}_{\alpha=1}^{N_s}$ denote the maximal family of disjoint balls of radius $R/(4\Lambda^2)$ in $M_s$. The volume comparison theorem [ZS] then implies

$$
N_s \leq \frac{\mu(M_s)}{\min_{\alpha} \mu(B_{\varepsilon_1}^{\Lambda}(R/(4\Lambda^2)))} \leq C_0(n, \Lambda, D, R, k) =: N_0.
$$

It is not hard to check that $\{B_{\varepsilon_1}^{\Lambda}(R/(2\Lambda^2))\}_{\alpha=1}^{N_s}$ cover $M_s$. Since $\{(M_s, F_s)\}$ is an infinite sequence and $N_0$ is a finite number, there must be a subsequence $\{(M_{s_L}, F_{s_L})\}$ such that all $N_{s_L} \equiv N_1 \leq N_0$. That is, for all $L$, the number of the maximal family of disjoint balls of radius $R/(4\Lambda^2)$ in $M_{s_L}$ are the same. In particular, for each $L$, $M_{s_L}$ can be covered by $N_1$ balls of radius $R/(2\Lambda^2)$. Hence, all the elements in $\{(M_{s_L}, F_{s_L})\}$ satisfy Condition $(1-N_1)$.

Since $N_1$ is finite, there must be a subsequence $\{(M_{K_1}, F_{K_1})\}$ of $\{(M_{s_L}, F_{s_L})\}$ such that for any $(M_{K_1}, F_{K_1}), (M_{K_2}, F_{K_2}) \in \{(M_K, F_K)\}$,

$$
\phi_\alpha^{K_1}(B_0(R)) \cap \phi_\beta^{K_2}(B_0(R)) \neq \emptyset \Leftrightarrow \phi_\alpha^{K_2}(B_0(R)) \cap \phi_\beta^{K_1}(B_0(R)) \neq \emptyset,
$$

for all $\alpha, \beta \in \{1, \ldots, N_1\}$. That is, all the elements in $\{(M_K, F_K)\}$ satisfies Condition $(2-N_1)$.

Lemma 5.3 yields that $H_i$ can be covered by a finite number (say $A_i$) of $\varepsilon_i$-balls, $i = 1, 2$. Hence, for each $K_i$, $f_{\alpha, \beta}^{K_i} = (\phi_\alpha^{K_i})^{-1} \circ \phi_\beta^{K_i} \in H_i$ is in some a $\varepsilon_1$-ball. Since $N_1, A_i$ are finite and $\{(M_K, F_K)\}$ is a infinite sequence, there exists a subsequence $\{(M_{K'}, F_{K'})\}$ such that for any $(M_{K_1'}, F_{K_1'}), (M_{K_2'}, F_{K_2'}) \in \{(M_{K'}, F_{K'})\}$, we have

$$
\|f_{\alpha, \beta}^{K_1'} - f_{\alpha, \beta}^{K_2'}\|_{C_1} \leq \varepsilon_1,
$$

for any $\alpha, \beta \in \{1, \ldots, N_1\}$ with $\phi_\alpha^{K_1'}(\overline{B_0(R)}) \cap \phi_\beta^{K_2'}(\overline{B_0(R)}) \neq \emptyset$.

Likewise, since $N_1, A_2$ are finite and $\{(M_{K'}, F_{K'})\}$ is infinite sequence, there exists a subsequence $\{(M_{K''}, F_{K''})\}$ such that for any $(M_{K_1''}, F_{K_1''}), (M_{K_2''}, F_{K_2''}) \in \{(M_{K''}, F_{K''})\}$, we have

$$
\|g_{\alpha, \beta}^{K_1''} - g_{\alpha, \beta}^{K_2''}\|_0 \leq \varepsilon_2,
$$

for any $\alpha, \beta \in \{1, \ldots, N_1\}$ with $\phi_\alpha^{K_1''}(\overline{B_0(R)}) \cap \phi_\beta^{K_2''}(\overline{B_0(R)}) \neq \emptyset$.

Lemma 5.4 then implies that $\{(M_{K''}, F_{K''})\}$ are diffeomorphic mutually, which contradicts the definition of $\{(M_s, F_s)\)$. 

\[\square\]
6. A generalized Peter's Lemma

We now recall some notations used in Sect. 5: \( \| \cdot \| \) denotes a Euclidean norm on \( \mathbb{R}^n \) and \( \| \cdot \|_i := \sqrt{g_i(\cdot, \cdot)} \) denotes the average Riemannian norm induced by \( F_i \). In particular, for each \( \alpha, \beta \), \( (T_p M_i, \| \cdot \|_i) \) is a natural isometry. Given \( X \in TM_i - \{0\} \), \( \| \cdot \|_X := \sqrt{g_i X(\cdot, \cdot)} \), where \( g_i \) is the fundamental tensor induced by \( F_i \).

**Lemma 6.1.** Let \( (R, \varepsilon_1, \varepsilon_2) \) be the triple satisfying Condition \((\Delta)\) and let \( (M_i, F_i) \), \( i = 1, 2 \) be two compact Berwald manifolds satisfying Condition \((2.N)\). Suppose that for any \( \alpha, \beta \in \{1, \ldots, N\} \) with \( \phi^1_\alpha(B_0(R)) \cap \phi^1_\beta(B_0(R)) \neq \emptyset \), we have

\[
\| f^1_{\beta \alpha} - f^2_{\beta \alpha} \|_{C_1} \leq \varepsilon_1,
\]

\[
\| g^1_{\beta \alpha} - g^2_{\beta \alpha} \|_0 \leq \varepsilon_2.
\]

Then \( M_1 \) and \( M_2 \) are diffeomorphic.

**Proof.** **Step 1.** For each \( \alpha \), define a map \( \mathcal{F}_\alpha := \phi^2_\alpha \circ (\phi^1_\alpha)^{-1} : \phi^1_\alpha(B_0(R)) \rightarrow \phi^2_\alpha(B_0(R)) \). Given \( p \in \phi^1_\alpha(B_0(R)) \cap \phi^1_\beta(B_0(R)) \), we now estimate \( d(\mathcal{F}_\alpha(p), \mathcal{F}_\beta(p)) \). Since \( (\phi^1_\beta)^{-1}(p) \in \mathcal{B}_0(R) \),

\[
\| f^1_{\beta \alpha} \circ (\phi^1_\alpha)^{-1}(p) - f^2_{\beta \alpha} \circ (\phi^1_\alpha)^{-1}(p) \|_{C_1} \leq \varepsilon_1.
\]

(6.1)

Note that

\[
f^1_{\beta \alpha} \circ (\phi^1_\alpha)^{-1}(p) = (\phi^2_\alpha)^{-1} \mathcal{F}_\beta(p), \quad f^2_{\beta \alpha} \circ (\phi^1_\alpha)^{-1}(p) = (\phi^2_\alpha)^{-1} \circ \mathcal{F}_\alpha(p).
\]

Hence, (6.1) implies that

\[
F \left( \exp^{-1}_{p^*_2}(\mathcal{F}_\beta(p)) - \exp^{-1}_{p^*_2}(\mathcal{F}_\alpha(p)) \right) \\
\leq \sqrt{\Lambda} \left\| u^1_{\beta} \circ \exp^{-1}_{p^*_2}(\mathcal{F}_\beta(p)) - u^1_{\beta} \circ \exp^{-1}_{p^*_2}(\mathcal{F}_\alpha(p)) \right\| \\
= \sqrt{\Lambda} \left\| (\phi^2_\alpha)^{-1} \mathcal{F}_\beta(p) - (\phi^2_\alpha)^{-1} \circ \mathcal{F}_\alpha(p) \right\| \leq \sqrt{\Lambda} \varepsilon_1. \tag{6.2}
\]

Clearly, \( \mathcal{F}_\beta(p) \in \phi^1_\beta(B_0(R)) \), that is, \( d(p^*_2, \mathcal{F}_\beta(p)) \leq \sqrt{\Lambda} R \). Since \( \phi^1_\alpha(B_0(R)) \cap \phi^1_\beta(B_0(R)) \neq \emptyset \), we have \( \phi^2_\alpha(B_0(R)) \cap \phi^2_\beta(B_0(R)) \neq \emptyset \) and \( \mathcal{F}_\alpha(p) \in \phi^2_\beta(B_0(3\Lambda^2 R)) \).

Let \( \gamma(t), t \in [0, 1] \) be a curve from \( \mathcal{F}_\alpha(p) \) to \( \mathcal{F}_\beta(p) \) with \( \exp^{-1}_{p^*_2}(\gamma(t)) \) is a straight line. Clearly, \( \| \exp^{-1}_{p^*_2}(\gamma(t)) \|_2 \leq 3\Lambda^2 R \), which implies that \( \gamma(t) \in B^+_{p^*_2}(3\Lambda^2 R) \) and

\[
\frac{g_{\gamma}}{d(p^*_2, \gamma(t))} \leq \frac{g_{\gamma}(3\Lambda^2 R)}{3\Lambda^2 R}.
\]

Now Lemma 2.2 and (6.2) implies that

\[
d(\mathcal{F}_\alpha(p), \mathcal{F}_\beta(p)) \leq \frac{g_{\gamma}(3\Lambda^2 R)}{3\Lambda^2 R} \varepsilon_1 < 3\Lambda^2 \varepsilon_1.
\]

**Step 2.** Let \( \eta : \mathbb{R}^+ \rightarrow [0, 1] \) be a smooth function with \( |\eta'| \leq 4 \) and

\[
\eta(r) = \begin{cases} 
1, & 0 \leq r \leq \frac{1}{2}, \\
0, & r \geq 1.
\end{cases}
\]


Given $p \in M_1$, set

$$\eta_\alpha(p) := \eta \left( \frac{\|\phi_\alpha^{-1}(p)\|}{R} \right), \quad \psi_\alpha(p) := \eta_\alpha(p) \sum_\alpha \eta_\alpha(p).$$

Hence, $\eta_\alpha(p) > 0$ (or $\psi_\alpha(p) > 0$) if and only if $p \in \phi_\alpha^1(B_0(R))$.

Given $p \in M_1$, we define a vector field on $M_2$ by

$$V_p(x) := \sum_{\alpha=1}^N \psi_\alpha(p) \cdot (\exp_x^{-1} \mathcal{F}_\alpha(p)) = \sum_{\alpha \in N_p'} \psi_\alpha(p) \cdot (\exp_x^{-1} \mathcal{F}_\alpha(p)),$$

where $N_p' := \{ \alpha : \psi_\alpha(p) \neq 0 \} = \{ \alpha : p \in \phi_\alpha^1(B_0(R)) \}$. Clearly, if $\alpha, \beta \in N_p'$, we have $\phi_\alpha^1(B_0(R)) \cap \phi_\beta^1(B_0(R)) \neq \emptyset$. By Step 1, we have

$$d(\mathcal{F}_\alpha(p), \mathcal{F}_\beta(p)) < 3A_{\frac{2}{3}} \varepsilon_1, \quad d(\mathcal{F}_\beta(p), \mathcal{F}_\alpha(p)) < 3A_{\frac{2}{3}} \varepsilon_1.$$

Hence, one can find a forward ball of radius $3A_{\frac{2}{3}} \varepsilon_1$, say $B_2(3A_{\frac{2}{3}} \varepsilon_1)$, such that $\mathcal{F}_\alpha(p) \in B_2(3A_{\frac{2}{3}} \varepsilon_1)$ for all $\alpha \in N_p'$. Define a mass distribution $f_p : N_p' \to B_2(3A_{\frac{2}{3}} \varepsilon_1)$ by $f_p(\alpha) := \mathcal{F}_\alpha(p)$. The measure $m_p$ on $N_p'$ is defined by $m_p(\alpha) = \psi_\alpha(p)$. Then

$$V_p(x) = \int_{\alpha \in N_p'} \exp_x^{-1}(f_p(\alpha)) \, dm_p(\alpha). \quad (6.3)$$

It follows from Theorem [4.4] that there exists a unique $x_p \in B_2(3A_{\frac{2}{3}} \varepsilon_1)$ such that $V_p(x_p) = 0$. Now we define a map $\mathcal{F} : M_1 \to M_2$ by $\mathcal{F}(p) = x_p$. It is easy to see that $\mathcal{F}$ is well-defined, i.e., $x_p$ is independent of the choices of $B_2(3A_{\frac{2}{3}} \varepsilon_1)$.

Set

$$\mathcal{V}(p, x) := \left( \sum_{\alpha=1}^N \eta_\alpha(p) \right) \cdot V_p(x) = \sum_{\alpha=1}^N \eta_\alpha(p) \cdot (\exp_x^{-1} \mathcal{F}_\alpha(p)).$$

Note that $\mathcal{V}(p, x)$ is $C^1$ (cf. Theorem [4.4]). Clearly, $\mathcal{V}(p, \mathcal{F}(p)) = 0$. The implicit function theorem then yields that

$$[d\mathcal{F}] = -(D_2 \mathcal{V})^{-1} \cdot D_1 \mathcal{V}, \quad (6.4)$$

where $D_i \mathcal{V}$ denotes the differential matrix of $\mathcal{V}$ respect to the $i$-th variable, i.e.,

$$D_1 \mathcal{V} := \left( \frac{\partial \mathcal{V}}{\partial p} \right), \quad D_2 \mathcal{V} := \left( \frac{\partial \mathcal{V}}{\partial x} \right).$$

Note that

$$D_2 \mathcal{V} = \sum_{\alpha=1}^N \eta_\alpha(p) \cdot \left( \frac{\partial \mathcal{V}}{\partial x} \right).$$

Theorem [4.4] then implies that $D_2 \mathcal{V}$ is not singular at $x = \mathcal{F}(p)$. Hence, (6.4) is well-defined.

We will show that $\mathcal{F}$ is an imbedding. [4.4] implies that it is equivalent to show that $D_1 \mathcal{V}|_{(p, \mathcal{F}(p))}$ is not singular. Note that $\mathcal{V}(p, x) \in T_pM_2$ for fixed $x$. Let $\gamma(t), t \in (-\epsilon, \epsilon)$ be a smooth curve with $\gamma(0) = p$ and $\dot{\gamma}(0) = X$. Thus,

$$\left. \frac{d}{dt} \right|_{t=0} \mathcal{V}(\gamma(t), x) = D_1 \mathcal{V}|_{(p, x)}(X) \in T_{\mathcal{V}(p, x)}(T_xM_2) \cong T_xM_2.$$
In the following, we always set \( x = \mathcal{F}(p) \). Clearly, \( D_1 V_{(p,x)} \) is not singular if and only if

\[
0 \neq \left. \frac{d}{dt} \right|_{t=0} V(\gamma(t), x)
\]

\[
= \sum_{\alpha=1}^{N} \left[ \frac{d\eta_\alpha(\gamma(t))}{dt} \right]_{t=0} \cdot Y_\alpha(p) + \eta_\alpha(p) \cdot \left( \exp_x^{-1}_{\alpha} \right)_{*=\alpha} (p) \left. \frac{d\mathcal{F}_\alpha(\gamma(t))}{dt} \right|_{t=0}.
\]

\[
= \sum_{\alpha=1}^{N} [\langle X, d\eta_\alpha | p \rangle \cdot Y_\alpha(p) + \eta_\alpha(p) \cdot \langle \langle X, dY_\alpha \rangle \rangle | p ],
\]

where

\[
Y_\alpha(p) := \exp_x^{-1}_{\alpha} \mathcal{F}_\alpha(p) \in T_x M_2, \quad \langle \langle X, dY_\alpha \rangle \rangle | p := \left( \exp_x^{-1}_{\alpha} \right)_{*=\alpha} (p) \left. \frac{d\mathcal{F}_\alpha(\gamma(t))}{dt} \right|_{t=0}.
\]

Now we show (6.5).

**Step 3.** First, we now estimate

\[
I := \sum_{\alpha=1}^{N} \langle X, d\eta_\alpha | p \rangle \cdot Y_\alpha(p).
\]

Note that \( d\eta_\alpha | p \neq 0 \) if and only if

\[
\frac{R}{2} < \|(\phi_\alpha^1)^{-1}(p)\| < R \iff p \in \phi_\alpha^1(\mathcal{B}_0(R)) - \phi_\alpha^1(\mathcal{B}_0(R/2)).
\]

Thus,

\[
I = \sum_{\alpha \in N''_p} \langle X, d\eta_\alpha | p \rangle \cdot Y_\alpha(p).
\]

where

\[
N''_p := \left\{ \alpha : p \in \phi_\alpha^1(\mathcal{B}_0(R)) - \phi_\alpha^1(\mathcal{B}_0(R/2)) \right\} \subset N'_p.
\]

Recall that \( \{ B^+_p(R/(4\Lambda)) \}_{\alpha=1}^{N_p} \) are disjoint. Thus, we have

\[
\| N''_p \| \leq \mu(B^+_p(\Lambda R)) \min_{\alpha \in N'_p} \mu(B^+_p(R/(4\Lambda))) \leq \Lambda^{2n} \int_0^{\frac{\Lambda R}{2\sqrt{n}}} \int_0^{\frac{\Lambda R}{2\sqrt{n}}} (t) dt \leq 2^{n+1} 4^n. (6.6)
\]

For each \( \alpha \in N''_p \), set \( Z(t) := \exp_{p^\alpha_{\Lambda}}^{-1}(\gamma(t)) \in T_{p^\alpha_\Lambda} M_1 \). Clearly, \( F_1(Z(0)) = d(p^\alpha_{\Lambda}, p) \in (\frac{R}{2\sqrt{n}}, \sqrt{\Lambda R}) \) and \( X = \left( \exp_{p^\alpha_{\Lambda}} \right)_{*d(p^\alpha_{\Lambda}, p)\cap d(p^\alpha_{\Lambda}, p)} Z(0) \). Hence, it follows from Lemma [A.1] that

\[
F_1(Z(0)) \leq \Lambda \frac{d(p^\alpha_{\Lambda}, p)}{s_k(d(p^\alpha_{\Lambda}, p))} F_1(X) \leq \frac{\Lambda^{2} R}{s_k(\sqrt{\Lambda R})} F_1(X),
\]

which implies that

\[
\| \langle X, d\eta_\alpha | p \rangle \| \leq \frac{4}{R} \left. \left| \frac{d}{dt} \right|_{t=0} \| Z(t) \|_1 \right| = \frac{4}{R} \left. \left| \frac{d}{dt} \right|_{t=0} \| Z(t) \|_1^2 \right| = \frac{4}{R} \left. \left| \frac{d}{dt} \right|_{t=0} \| Z(t) \|_1 \right| \leq \frac{4\Lambda^2}{s_k(\sqrt{\Lambda R})} F_1(X).
\]

(6.7)
Since \( \alpha \in N_\beta'' \subset N_\beta', \) Step 2 yields
\[
F_2(Y_\alpha(p)) = d(x, F_\alpha(p)) < 6\Lambda^2 \varepsilon_1, \]
which together with (6.6) and (6.7) implies that
\[
F_2(I) = \sum_{\alpha \in N_\beta''} F_2(\langle X, d\eta_\alpha \rangle \cdot Y_\alpha(p)) \leq \frac{2^{2n+6} \Lambda^{4n+5} \varepsilon_1}{\eta_k(\sqrt{\Lambda R})} F_1(X).
\]

**Step 4.** We now estimate
\[
\Pi := \sum_{\alpha=1}^N \eta_\alpha(p) \cdot \langle \langle X, dY_\alpha \rangle \rangle = \sum_{\alpha \in N_\beta} \eta_\alpha(p) \cdot \langle \langle X, dY_\alpha \rangle \rangle.
\]
Given \( \alpha \in N_\beta'. \) Since \( (u_0^2 \circ (u_1^1)^{-1})_* = u_0^2 \circ (u_1^1)^{-1}, \) for each \( Z \in TM_1, \) we have
\[
F_2((u_0^2 \circ (u_1^1)^{-1})_*, Z) = F_2((u_0^2 \circ (u_1^1)^{-1})Z) \geq \frac{1}{\sqrt{\Lambda}} \| (u_0^1)^{-1} Z \| \geq \frac{1}{\Lambda} F_1(Z). \tag{6.8}
\]
Recall that
\[
Y_\alpha(p) = \exp^{-1}_x F_\alpha(p) = \exp^{-1}_x \circ \exp_{p\alpha^2} \circ u_0^2 \circ (u_1^1)^{-1} \circ \exp_{p\alpha^1}^{-1}(p).
\]
Thus, (6.8) together with Lemma A.1 yields that
\[
F_2(\langle \langle X, dY_\alpha \rangle \rangle) = F_2 \left( \exp^{-1}_x \circ \exp_{p\alpha^2} \circ u_0^2 \circ (u_1^1)^{-1} \circ \exp_{p\alpha^1}^{-1}(X) \right)
\geq \frac{d(x, F_\alpha(p))}{\Lambda \delta_{-k}(d(x, F_\alpha(p)))} F_2 \left( \exp_{p\alpha^2} \circ u_0^2 \circ (u_1^1)^{-1} \circ \exp_{p\alpha^1}^{-1}(X) \right)
\geq \frac{d(x, F_\alpha(p))}{\Lambda \delta_{-k}(d(x, F_\alpha(p)))} \frac{\eta_k(F_2(u_0^2 \circ (u_1^1)^{-1} \circ \exp_{p\alpha^1}^{-1}(p)))}{\eta_k(d(u_0^2 \circ (u_1^1)^{-1} \circ \exp_{p\alpha^1}^{-1}(p)))} \frac{d(p\alpha^1, p)}{\eta_k(d(p\alpha^2, p))} F_1(X)
\geq \frac{1}{\Lambda^5 \delta_{-k}(R)} \frac{\eta_k(\Lambda^2 R)}{\delta_{-k}(\sqrt{\Lambda R})} F_1(X) \geq \frac{1}{\Lambda^5} (1 - kR^2) F_1(X). \tag{6.9}
\]
Since \( \{ D_{p\alpha^1}^+ (R/(2\Lambda^2)) \}_{\alpha=1}^N \) is a covering, there exists \( \beta \) such that \( d(p\beta, p) < R/(2\sqrt{\Lambda}), \) which implies that \( \| (\phi_\beta^{-1})^{-1}(p) \| < R/2. \) Hence, \( \beta \in N_\beta' \) and \( \sum_{\alpha \in N_\beta'} \eta_\alpha(p) \geq \eta_\beta(p) = 1. \) We claim that
\[
F_2(\langle \langle X, dY_{\beta} \rangle \rangle) - \sup_{\alpha \in N_\beta'} F_2(\langle \langle X, dY_{\beta} \rangle - dY_\alpha \rangle) > 0, \tag{6.10}
\]
which will be proved in Step 5. Here,
\[
F_2(\langle \langle X, dY_{\beta} \rangle - dY_\alpha \rangle) := F_2(\langle \langle X, dY_{\beta} \rangle - \langle \langle X, dY_\alpha \rangle \rangle). \]
By (6.9) and (6.10), we have
\[
F_2(\Pi) = F_2 \left( \sum_{\alpha \in N_{\rho}'} \eta_\alpha(p) \cdot \langle X, dY_\alpha|_p \rangle \right)
\geq \sum_{\alpha \in N_{\rho}'} \eta_\alpha(p) \cdot F_2(\langle X, dY_\beta|_p \rangle) - \sum_{\alpha \in N_{\rho}'} \eta_\alpha(p) \cdot F_2(\langle X, dY_\beta|_p - dY_\alpha|_p \rangle)
\geq \left( \sum_{\alpha \in N_{\rho}'} \eta_\alpha(p) \right) \left[ F_2(\langle X, dY_\beta|_p \rangle) - \sup_{\alpha \in N_{\rho}'} F_2(\langle X, dY_\beta|_p - dY_\alpha|_p \rangle) \right]
\geq F_2(\langle X, dY_\beta|_p \rangle) - \sup_{\alpha \in N_{\rho}'} F_2(\langle X, dY_\beta|_p - dY_\alpha|_p \rangle)
\geq \frac{(1 - kR^2)}{\Lambda^5} F_1(X) - \sup_{\alpha \in N_{\rho}'} F_2(\langle X, dY_\beta|_p - dY_\alpha|_p \rangle), \quad (6.11)
\]

In the following steps, we will show (6.10) and estimate (6.11).

Step 5. To estimate \( F_2(\langle X, dY_\beta|_p - dY_\alpha|_p \rangle) \) for \( \alpha, \beta \in N_{\rho}' \), we just need to estimate the following three items:

1. \( F_2(\langle X, dY_\alpha|_p \rangle) - P_{\mathcal{F}_\alpha(p),x} \circ P_{\rho_\alpha^1,\mathcal{F}_\alpha(p)} \circ u^{2}_{\alpha} \circ (u^{1}_{\alpha})^{-1} \circ P_{p,\rho_\alpha^1} X; \quad (6.12) \)
2. \( F_2(\langle X, dY_\alpha|_p \rangle) - P_{\mathcal{F}_\alpha(p),x} \circ P_{\rho_\alpha^1,\mathcal{F}_\alpha(p)} \circ u^{2}_{\alpha} \circ (u^{1}_{\alpha})^{-1} \circ P_{p,\rho_\alpha^1} X = \langle X, dY_\alpha|_p \rangle; \quad (6.13) \)
3. \( F_2(\langle X, dY_\alpha|_p \rangle) - P_{\mathcal{F}_\alpha(p),x} \circ P_{\rho_\alpha^1,\mathcal{F}_\alpha(p)} \circ u^{2}_{\alpha} \circ (u^{1}_{\alpha})^{-1} \circ P_{p,\rho_\alpha^1} X \quad (6.14) \)

Here, \( P_{p,q} \) denotes the parallel transformation along the normal minimal geodesic from \( p \) to \( q \).

We first estimate (6.12) and (6.13). Given \( \alpha \in N_{\rho}' \), set \( s_1 := d(p_{\alpha}', p) \) and \( s_2 := d(p_{\alpha}^{2}, \mathcal{F}_\alpha(p)) \). Clearly, there exists \( Y \in T_{p_{\alpha}^1} M_1 \) such that
\[
(\exp_{p_{\alpha}^1})_{\ast p_{\alpha}^1} \nabla_{p_{\alpha}^1} Y = X,
\]
where \( \rho_\alpha^1(\cdot) := d(p_{\alpha}', \cdot) \). Now let
\[
\overline{X} := u^{2}_{\alpha} \circ (u^{1}_{\alpha})^{-1} \circ P_{p,\rho_\alpha^1}(X) \in T_{p_{\alpha}^1} M_2, \quad \overline{Y} := u^{2}_{\alpha} \circ (u^{1}_{\alpha})^{-1}(Y) \in T_{p_{\alpha}^1} M_2,
\]
\( l := d(x, \mathcal{F}_\alpha(p)) \), \( J_\overline{Y}(s_1) := (\exp_{p_{\alpha}^1})_{\ast s_{\alpha} \nabla_{p_{\alpha}^1}(\mathcal{F}_\alpha(p))}(s_1 Y) \in T_p M_1 \),
\( J_\overline{Y}(s_2) := (\exp_{p_{\alpha}^1})_{\ast s_{\alpha} \nabla_{p_{\alpha}^1}(\mathcal{F}_\alpha(p))}(s_2 \overline{Y}) \in T_{\mathcal{F}_\alpha(p)} M_2 \).

Note that there exists \( Z \in T_{\overline{X}} M_2 \) with
\[
(\exp_{x})_{\ast y} Z = \frac{1}{s_2} J_\overline{Y}(s_2) = (\exp_{p_{\alpha}^1})_{\ast s_{\alpha} \nabla_{p_{\alpha}^1}(\mathcal{F}_\alpha(p))}(\overline{Y}),
\]
where \( y := \nabla p_{\alpha}(\mathcal{F}_\alpha(p)) \) and \( \rho_{\alpha}(\cdot) := d(x, \cdot) \). Thus, we have
\[
Z = (\exp_{x})^{-1}_{\ast y} (\exp_{p_{\alpha}^1})_{\ast s_{\alpha} \nabla_{p_{\alpha}^1}(\mathcal{F}_\alpha(p))}(\overline{Y})
= (\exp_{x})^{-1}_{\ast y} (\exp_{p_{\alpha}^1})_{\ast s_{\alpha} \nabla_{p_{\alpha}^1}(\mathcal{F}_\alpha(p))} u^{2}_{\alpha} \circ (u^{1}_{\alpha})^{-1} (\exp_{p_{\alpha}^1})_{\ast p_{\alpha}^1} X
= (\langle X, dY_\alpha|_p \rangle).
\]
Since $F_i$ is Berwalden,

\[
\begin{align*}
(6.12) & \leq F_2 \left( P_{\mathcal{F}_\alpha(p),x} \left( \frac{1}{s_2} J_T(s_2) \right) - P_{\mathcal{F}_\alpha(p),x} \circ P_{p^2,\mathcal{F}_\alpha(p),x} \right) \\
+ & F_2 \left( Z - P_{\mathcal{F}_\alpha(p),x} \left( \frac{1}{s_2} J_T(s_2) \right) \right) \\
\leq & F_2 \left( \frac{1}{s_2} J_T(s_2) - P_{p^2,\mathcal{F}_\alpha(p),x} \right) + F_2 \left( P_{p^2,\mathcal{F}_\alpha(p),x} \circ P_{p^2,\mathcal{F}_\alpha(p),x} \circ P_{x,\mathcal{F}_\alpha(p),x} \right) \\
+ & F_2 \left( Z - P_{\mathcal{F}_\alpha(p),x} \left( \frac{1}{s_2} J_T(s_2) \right) \right) \\
\leq & \sqrt{\Lambda} \left\| \frac{1}{s_2} J_T(s_2) - P_{p^2,\mathcal{F}_\alpha(p),x} \right\|_{T_1} + F_2 \left( \sqrt{\Lambda} - Z \right) \\
+ & \sqrt{\Lambda} \left\| Z - P_{x,\mathcal{F}_\alpha(p),x} \left( \frac{1}{s_2} J_T(s_2) \right) \right\|_{T_2}
\end{align*}
\]  

(6.15)

where $T_1$ is the velocity of the normal geodesic from $p^2_{\alpha}$ to $\mathcal{F}_\alpha(p)$, and $T_2$ is the velocity of the normal geodesic from $x$ to $\mathcal{F}_\alpha(p)$.

Since $F_i$ is Berwalden, $P_{p^2,\mathcal{F}_\alpha(p),x} = P_{p^2,\mathcal{F}_\alpha(p),x}$ and $P_{x,\mathcal{F}_\alpha(p),x} = P_{x,\mathcal{F}_\alpha(p),x}$. And it is easy to see that $s_1 \leq \sqrt{\Lambda} R$, $s_2 \leq \sqrt{\Lambda} R$ and $l < R$. Thus, Lemma A.1 together with Lemma A.4 and Corollary A.6 yields

\[
\left\| \frac{1}{s_2} J_T(s_2) - P_{p^2,\mathcal{F}_\alpha(p),x} \right\|_{T_1} \leq \frac{\Lambda^2 R}{s_k(\sqrt{\Lambda} R)} \left( \frac{s_2 - (\sqrt{\Lambda} R)}{\sqrt{\Lambda} R} - 1 \right) F_1(X),
\]

(6.16)

\[
F_2 \left( \sqrt{\Lambda} - Z \right) \leq \frac{\Lambda^2 R}{s_k(\sqrt{\Lambda} R)} \left( \frac{s_2 - (\sqrt{\Lambda} R)}{\sqrt{\Lambda} R} - 1 \right) F_1(X),
\]

(6.17)

\[
\left\| Z - P_{x,\mathcal{F}_\alpha(p),x} \left( \frac{1}{s_2} J_T(s_2) \right) \right\|_{T_2} \leq \frac{\Lambda^2 R}{s_k(R)} \left( \frac{s_2 - (\sqrt{\Lambda} R)}{s_k(R)} - 1 \right) \frac{\Lambda^2 R}{s_k(\sqrt{\Lambda} R)} F_1(X).
\]

(6.18)

By (6.15), (6.16), (6.17) and (6.18), we have

\[
\begin{align*}
(6.12) & \leq \frac{3\Lambda^3 R}{s_k(\sqrt{\Lambda} R)} \left( \frac{s_2 - (\sqrt{\Lambda} R)}{\sqrt{\Lambda} R} - 1 \right) \frac{\Lambda^2 R}{s_k(\sqrt{\Lambda} R)} \cdot F_1(X).
\end{align*}
\]

(6.19)

Similarly, one can show

\[
\begin{align*}
(6.13) & \leq \frac{3\Lambda^3 R}{s_k(\sqrt{\Lambda} R)} \left( \frac{s_2 - (\sqrt{\Lambda} R)}{\sqrt{\Lambda} R} - 1 \right) \frac{\Lambda^2 R}{s_k(\sqrt{\Lambda} R)} \cdot F_1(X).
\end{align*}
\]

(6.20)

We now estimate (6.14). Given $\alpha, \beta \in N_r$, set

\[
\begin{align*}
X_\alpha & := P_{p^2,\mathcal{F}_\alpha(p),x} \circ (u_\beta)^{-1}(X_\beta) \in T_{p^2,\mathcal{F}_\alpha(p),x} \circ T_{p^2,\mathcal{F}_\alpha(p),x}, \\
X_\beta & := P_{p^2,\mathcal{F}_\alpha(p),x} \circ (u_\beta)^{-1}(X_\beta) \in T_{p^2,\mathcal{F}_\alpha(p),x} \circ T_{p^2,\mathcal{F}_\alpha(p),x}, \\
Y_\alpha & := u_\alpha^2 \circ (u_\beta^{-1}(X_\beta) \in T_{p^2,\mathcal{F}_\alpha(p),x} \circ T_{p^2,\mathcal{F}_\alpha(p),x}, \\
Y_\beta & := u_\alpha^2 \circ (u_\beta^{-1}(X_\beta) \in T_{p^2,\mathcal{F}_\alpha(p),x} \circ T_{p^2,\mathcal{F}_\alpha(p),x}, \\
\end{align*}
\]
Thus, we have
\[
\begin{aligned}
&\quad \leq F_2\left( P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \alpha - P_{p_2^\beta} \circ P_{p_2^\beta} \circ \nabla \beta \right) \\
&\quad + F_2\left( P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \alpha - P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \beta \right) \\
&\quad \leq F_2\left( \nabla \alpha - \nabla \alpha' \right) + F_2\left( P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \alpha - P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \beta \right) \\
&\quad + F_2\left( P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \beta - P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \beta \right) \\
&\quad \leq F_2\left( \nabla \alpha - \nabla \alpha' \right) + F_2\left( \nabla \alpha - \nabla \alpha' \right) \\
&\quad + F_2\left( P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \beta - P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \beta \right)
\end{aligned}
\]

(6.21)

Firstly, we have
\[
F(\nabla \alpha - \nabla \alpha') = F\left( P_{p_2^\alpha} \circ \frac{u_0^2}{u_0^2} \circ \frac{(u_0^1)^{-1}(X_\alpha)}{(u_0^1)^{-1}(X_\alpha)} - u_0^2 \circ (u_0^1)^{-1}(X_\alpha) \right)
\]
\[
\leq \sqrt{\Lambda} \left\| \left( P_{p_2^\alpha} \circ \frac{u_0^2}{u_0^2} \circ \frac{(u_0^1)^{-1}(X_\alpha)}{(u_0^1)^{-1}(X_\alpha)} \right) \right\|
\]
\[
= \sqrt{\Lambda} \left\| \left( F_{p_2^\alpha}(X_\alpha) - F_{p_2^\alpha}(X_\alpha) \right) \right\| \leq \Lambda \cdot \varepsilon_2 \cdot F_1(X).
\]
(6.22)

Secondly, Lemma B.3 yields
\[
F_2(\nabla \alpha - \nabla \alpha') \leq \Lambda \cdot F_1(X' - X_\beta) \leq \mathcal{C}(n, k, \Lambda) \cdot F_1(X) \cdot R^2,
\]
(6.23)

where \(\mathcal{C}(n, k, \Lambda)\) is the constant as in Lemma B.3. Since \(\alpha, \beta \in \mathcal{N}_p, \phi_1^2(\vec{B}_0(\mathcal{R})) \cap \phi_2^2(\vec{B}_0(\mathcal{R})) \neq \emptyset\), which implies that \(d(p_2^\alpha, p_2^\beta) < 2\Lambda R\). By Lemma B.3 again, we have
\[
\begin{aligned}
&\quad \leq F_2\left( P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \alpha - P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \beta \right) \\
&\quad \leq F_2\left( P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \alpha - P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \beta \right) \\
&\quad \leq F_2\left( P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \alpha - P_{p_2^\alpha} \circ P_{p_2^\alpha} \circ \nabla \beta \right) \\
&\quad \leq 29\Lambda^3 \cdot \mathcal{C}(n, k, \Lambda) \cdot R^2 \cdot F_1(X).
\end{aligned}
\]
(6.24)

Now by (6.21), (6.22), (6.23) and (6.24), we obtain
\[
\begin{aligned}
&\quad \leq 30\Lambda^3 \mathcal{C}(n, k, \Lambda) R^2 + \Lambda \varepsilon_2 \right] F_1(X).
\end{aligned}
\]
(6.25)

The triangle inequality then yields
\[
F_2(\{X, dY_\beta, dY_\alpha\}) \leq (6.12) \cdot \beta \lambda + (6.14) \cdot \alpha \lambda + (6.13) \cdot \alpha
\]
\[
\leq (6.19) \cdot \beta \lambda + (6.25) \cdot \alpha \lambda + (6.20) \lambda = C_3(n, k, \alpha, R, \varepsilon_2) F_1(X),
\]
which together with (6.19) and (6.11) yields (6.10) and
\[
\begin{aligned}
&\quad \geq \left[ \frac{(1 - kR^2)}{\Lambda^5} - C_3(n, k, \alpha, R, \varepsilon_2) \right] \cdot F_1(X).
\end{aligned}
\]
(6.26)
Step 3 furnishes that

\[ F_2(-1) \leq \sqrt{\Lambda} \cdot F_2(1) \leq \frac{\alpha^{2n+6} \Lambda^{4n+5+\frac{1}{2}}}{\delta_k(\sqrt{\Lambda} R)} \cdot F_1(X). \]  

(6.27)

Thus, (6.5) together with (6.26) and (6.27) yields

\[ F_2 \left( \frac{d}{dt} \right)_{t=0} V(\gamma(t), x) = F_2(1 + II) \geq F_2(II) - F_2(-1) \]

\[ \geq \left[ \frac{(1 - kR^2)}{\Lambda^3} - \frac{C_\alpha(n, k, \Lambda, R, \varepsilon_2)}{\delta_k(\sqrt{\Lambda} R)} \right] \cdot F_1(X) > 0, \]

which implies that \( \mathcal{F}_* \) is nonsingular (See Step 2).

**Step 6.** Since \( \mathcal{F} \) is a local diffeomorphism, we can define a new Finsler metric \( \bar{F}_1 \) on \( M_1 \) by \( \bar{F}_1 := \mathcal{F}^*F_2 \). Thus, \((M_1, \bar{F}_1)\) is a forward geodesically complete Finsler manifold, since \( M_1 \) is closed. It follows from [BCS] Theorem 9.2.1 that \( \mathcal{F} : M_1 \to M_2 \) is a covering projection.

Let \( \mathcal{G} : M_2 \to M_1 \) be the map constructed as \( \bar{F}_2 \). Given any point \( p \in M_1 \), there exists a point \( p_\alpha^1 \in M_1 \) such that \( d(p_\alpha^1, p) < R/(2\Lambda^2) \), which implies

\[ d(h\mathcal{G}(p_\alpha^1), \mathcal{G}(p)) = F_2(u_\alpha^2 \circ (\phi_\alpha^1)^{-1}(p)) \leq \Lambda d(p_\alpha^1, p) < R/(2\sqrt{\Lambda}). \]  

(6.28)

Since \( \alpha \in N_\rho^p, d(h\mathcal{G}(p), \mathcal{F}(p)) < R/(2\sqrt{\Lambda}) \), which together with (6.28) yields

\[ d(p_\alpha^1, \mathcal{F}(p)) = d(h\mathcal{G}(p_\alpha^1), \mathcal{F}(p)) < R/\sqrt{\Lambda}, \]

that is, \( \mathcal{F}(p) \in \phi_\alpha^2(B_0(R)) \). Set \( \mathcal{G}_\alpha := \phi_\alpha^1 \circ (\phi_\alpha^2)^{-1} : \phi_\alpha^2(B_0(R)) \to \phi_\alpha^1(B_0(R)) \). The same argument as before yields that

\[ d(p_\alpha^1, \mathcal{G} \circ \mathcal{F}(p)) \leq d(h\mathcal{G}(p_\alpha^1), \mathcal{G}(\mathcal{F}(p))) + d(h\mathcal{G}(\mathcal{F}(p)), \mathcal{G}(\mathcal{F}(p))) < 2\sqrt{\Lambda} R, \]

and therefore, \( \mathcal{G} \circ \mathcal{F}(p) \in B_{\rho^p}(3\sqrt{\Lambda} R) \). Likewise, one can show \( \mathcal{F} \circ \mathcal{G}(q) \in B_{\rho^p}(3\sqrt{\Lambda} R) \). That is, both \( \mathcal{G} \circ \mathcal{F} \) and \( \mathcal{F} \circ \mathcal{G} \) map every point to a convex neighborhood of itself and hence, they are homotopic to the identity. Now we conclude that \( \mathcal{F} \) and \( \mathcal{G} \) are diffeomorphisms.

**Appendix A. Some estimates for Jacobi fields**

In this section, we always assume that \((M, F)\) be a compact Finsler n-manifold with \( \Lambda_F \leq \Lambda \) and \( |K_M| \leq k \). Given \( y \in SM \), we use \( \gamma_y(t) \) to denote the normal geodesic with \( \gamma_y(0) = y \).

**Lemma A.1.** For any \( y \in S_pM \) and \( X \in T_pM - \{0\} \), we have

\[ \frac{s_k(t)}{t} \leq \frac{\|(\exp_p)_*tyX\|_T}{\|X\|_T} \leq \frac{s_{-k}(t)}{t}, \quad t \in \left[ 0, \frac{\pi}{2\sqrt{k}} \right], \]

where \( \| \cdot \|_T := g_T(\cdot, \cdot) \) and \( T := \gamma_y(t) \).

**Proof.** Let

\[ J^\perp(t) := (\exp_p)_*tyX^\perp, \quad J^\parallel(t) := (\exp_p)_*ty(\alpha ty), \]

where \( \alpha := g_y(y, X) \) and \( X^\perp := X - \alpha ty \). Since \( |K_M| \leq k \), it follows from the Rauch theorem [BCS] Theorem 9.6.1] that

\[ s_k(t)\|X^\perp\|_T \leq \|J^\perp(t)\|_T \leq s_{-k}(t)\|X^\perp\|_T, \quad t \in \left[ 0, \frac{\pi}{2\sqrt{k}} \right]. \]
Note that \( \|J^b(t)\|_T = t|\alpha| \). Thus,
\[
s_k(t)\|\alpha y\|_T \leq \|J^b(t)\|_T \leq s_{-k}(t)\|\alpha y\|_T, \quad t \in \left[0, \frac{\pi}{2\sqrt{k}}\right].
\]

The lemma follows from the inequalities above. \(\square\)

**Lemma A.2.** Given three points \( p, q, x \in M \). Let \( \gamma(s), s \in [0, 1] \) be a smooth curve from \( p \) to \( q \) such that \( d(x, \gamma(s)) < \min\{d(M, q), \frac{\pi}{2\sqrt{k}}\} \) for all \( s \). Set \( P := \exp^{-1}_x(p) \) and \( Q := \exp^{-1}_x(q) \).

1. Suppose that \( \gamma(s) \) is a minimal geodesic from \( p \) to \( q \). Then
\[
\frac{1}{\Lambda} \min_{s \in [0, 1]} \frac{s_k(d(x, \gamma(s)))}{d(x, \gamma(s))} F(Q - P) \leq d(p, q).
\]

2. Suppose that \( \exp^{-1}_x(\gamma(s)) \) is a straight line from \( P \) to \( Q \). Then
\[
d(p, q) \leq \Lambda \max_{s \in [0, 1]} \frac{s_{-k}(d(x, \gamma(s)))}{d(x, \gamma(s))} F(Q - P).
\]

3. Suppose that \( \gamma([0, 1]) \subset B^\infty_2(R) \), where \( R < \min\{d(M, q), \frac{\pi}{2\sqrt{k}}\} \). Then
\[
\frac{s_k(R)}{\Lambda \cdot R} F(Q - P) \leq d(p, q) \leq \frac{\Lambda \cdot s_{-k}(R)}{R} F(Q - P).
\]

**Proof.** For each \( s \in [0, 1] \), there exists \( V_s \in T_p M \) such that \( \exp_x V_s = \gamma(s) \). We define a geodesic variation
\[
\sigma(t, s) := \exp_p(tV_s), \quad (t, s) \in [0, 1] \times [0, 1].
\]

Set \( T := \frac{\partial \sigma}{\partial t} = (\exp_x)_{*tV_s} V_s, \quad U := \frac{\partial \sigma}{\partial s} = (\exp_x)_{*tV_s}(tV_s), \) where \( V_s := \frac{d\sigma}{ds} \). It follows from Lemma A.1 that
\[
\frac{1}{\Lambda} \min_{s \in [0, 1]} \frac{s_k(d(x, \gamma(s)))}{d(x, \gamma(s))} \int_0^1 F(V_s) ds \leq \int_0^1 F(U(1, s)) ds \leq \Lambda \max_{s \in [0, 1]} \frac{s_{-k}(d(x, \gamma(s)))}{d(x, \gamma(s))} \int_0^1 F(V_s) ds.
\]

1. Suppose that \( \gamma(s) \) is a minimal geodesic from \( p \) to \( q \). Note that \( U(1, s) = \gamma(s) \). Hence,
\[
F(Q - P) \leq \int_0^1 F(V_s) ds, \quad \int_0^1 F(U(1, s)) ds = d(p, q).
\]

2. Suppose that \( \exp^{-1}_x(\gamma(s)) \) is a straight line from \( P \) to \( Q \). Thus,
\[
F(Q - P) = \int_0^1 F(V_s) ds, \quad \int_0^1 F(U(1, s)) ds \geq d(p, q).
\]

Clearly, (3) follows from (1) and (2). \(\square\)

Recall the definition of curvature operator \( \mathcal{R} \) of a Finsler manifold (cf. \[ZS\]): Given \( p \in M \) and \( y \in S_p M \). Let \( P_{t:y} \) denote the parallel transformation along the geodesic \( \gamma_y(t) \) from \( T_p M \) to \( T_{\gamma_y(t)} M \). The curvature operator \( \mathcal{R} \) is defined by
\[
\mathcal{R}(t; y) := P_{t:y}^{-1} \circ R_T \circ P_{t:y} : y^1 \rightarrow y^1,
\]
where \( R_T := R_T(\cdot, T)T \) and \( y^1 := \{ W \in T_p M : g_y(y, W) = 0 \} \).
Lemma A.3. Set

\[ \|R(t)\| := \sup_{X \in y^+} \frac{\|R(t)X\|}{\|X\|}, \]

where \( \| \cdot \| := \sqrt{g_y(\cdot, \cdot)}. \) Thus, \( \|R(t)\| \leq k. \)

Proof. Let \( \{\xi_\alpha\} \) and \( \{e_\alpha\} \) denote the eigenvalues and eigenvectors of \( R(t) \), respectively. Since \( R \) is self-adjoint, \( \{e_\alpha\} \) is an orthonormal basis for \( y^+ \). Then

\[ R(t)e_\alpha = \xi_\alpha e_\alpha \Rightarrow \langle R(t)e_\alpha, e_\alpha \rangle = \xi_\alpha, \]

where \( \langle \cdot, \cdot \rangle := g_y(\cdot, \cdot). \) Note that

\[ K(T, P_{t,y}e_\alpha) = g_T(R_T(P_{t,y}e_\alpha), P_{t,y}e_\alpha) = \langle R(t)e_\alpha, e_\alpha \rangle, \]

where \( T = \gamma_y(t) \). Hence, \( -k \leq \xi_\alpha \leq k \), which implies that \( \|R(t)\| \leq k. \) \( \Box \)

Using Lemma A.3 and the same argument as in Chan Theorem IX. 4.1, Corollary IX. 4.3, one can show that

Lemma A.4. Consider the vector equation of \( \eta(t) \in y^+ \):

\[ \eta'' + R(t)y\eta = 0. \]

If \( \eta(0) = 0 \), then

\[ \|\eta(s) - s\eta'(0)\|_y \leq \|\eta'(0)\|_y \cdot (s - k(s) - s) \]

for all \( s > 0 \), where \( \| \cdot \| := \sqrt{g_y(\cdot, \cdot)}. \)

In particular, let \( A(t) \) be the solution of the matrix (or linear transformation) ordinary differential equation on \( y^+ \):

\[
\begin{cases}
A'' + R(t)yA = 0, \\
A(0)y = 0, \\
A'(0)y = I.
\end{cases}
\]

Then \( P_{t,y}A(t)yX = (\exp_p)_{*t,y}tX \), for any \( X \in y^+ \). Now we have the following

Lemma A.5. Given \( y \in S_pM \) and \( X \in y^+ \), we have

\[ \|\exp_p)_{*t,y}X - P_{t,y}X\|_T \leq \left( \frac{s_k(t)}{t} - 1 \right) \|X\|_T, \]

where \( T := \gamma_y(t) \) and \( \| \cdot \| := \sqrt{g_T(\cdot, \cdot)}. \)

Proof. Set \( \eta := A(t)yX \). Clearly, \( \eta(0) = 0 \) and \( \eta'(0) = X \). By Lemma A.4, we have

\[ \|A(t)yX - tX\|_T \leq \|s_k(t) - t\| \|X\|_T. \]

It should be noted that \( \|W\|_T = \|P_{t,y}W\|_T \) for any \( W \in T_pM \). Hence,

\[ \left\| \frac{P_{t,y}A(t)yX}{t} - P_{t,y}X \right\|_T \leq \left( \frac{s_k(t)}{t} - 1 \right) \|X\|_T. \]

\( \Box \)

Remark 4. If \( X = ky \) for any \( k \in \mathbb{R} \), then

\[ (\exp_p)_{*t,y}X = P_{t,y}X. \]

Hence, Lemma A.5 holds for all \( X \in T_pM \).
Corollary A.6. Given $y \in S_p M$ and $Y \in T_{\gamma_y(t)} M$, where $0 \leq t < \frac{\pi}{2\sqrt{k}}$. Then

$$
\|(\exp_p)^{-1}_{t y} Y - P_{t y}^{-1} Y\|_T \leq \frac{t}{s_k(t)} \left( \frac{s_k(t)}{t} - 1 \right) \|Y\|_T,
$$

where $T := \dot{\gamma}_y(t)$ and $\| \cdot \|_T := \sqrt{g_T(\cdot, \cdot)}$.

Proof. Since $0 \leq t < \frac{\pi}{2\sqrt{k}}$, there exists a unique $X \in T_p M$ such that

$$
Y = (\exp_p)^{s_y}_{t y} X.
$$

Then Lemma A.1 together with Lemma A.5 yields that

$$
\frac{s_k(t)}{t} \|X - P_{t y}^{-1} Y\|_T \leq \|(\exp_p)^{s_y}_{t y}(X - P_{t y}^{-1} Y)\|_T = \|Y - (\exp_p)^{s_y}_{t y} P_{t y}^{-1} Y\|_T
$$

$$
= \|P_{t y} P_{t y}^{-1} Y - (\exp_p)^{s_y}_{t y} P_{t y}^{-1} Y\|_T
$$

$$
\leq \left( \frac{s_k(t)}{t} - 1 \right) \|P_{t y}^{-1} Y\|_T = \left( \frac{s_k(t)}{t} - 1 \right) \|Y\|_T.
$$

Lemma A.7. Let $\gamma(t)$, $t \geq 0$ be a unit speed speed geodesic. Then there exists two positive constants $t = (n, k, \Lambda)$ such that for any Jacobi field $J(t)$ along $\gamma$ with $J(0) = 0$, we have

$$
\|J(t) - t J'(t)\|_T \leq \frac{1}{20 \Lambda} \|J(t)\|_T, \quad t \in [0, t],
$$

where $T := \dot{\gamma}(t)$ and $\| \cdot \|_T := \sqrt{g_T(\cdot, \cdot)}$.

Proof. Clearly, we have

$$
\frac{d}{dt} g_T(J(t) - t J'(t), J(t) - t J'(t)) \leq 2 \|t J''(t)\|_T \cdot \|J(t) - t J'(t)\|_T,
$$

which implies that

$$
\frac{d}{dt} \|J(t) - t J'(t)\|_T \leq \|t J''(t)\|_T = \|t R_T(J, T) T\|_T.
$$

Lemma A.3 implies that

$$
\|R_T(J, T) T\|_T = \|R_T \circ P_{t y} A J(0)\|_T = \|R(t; y) A J(0)\|_T \leq k \cdot \|J(t)\|_T.
$$

From above, we obtain

$$
\frac{d}{dt} \|J(t) - t J'(t)\|_T \leq k t \|J(t)\|_T. \quad (A.1)
$$

The Rauch comparison theorem yields

$$
\|J(t)\|_T \leq \|J'(0)\|_T \cdot s_{-k}(t),
$$

for $t \in [0, \frac{\pi}{2\sqrt{k}}]$. A.1 then furnishes

$$
\frac{d}{dt} \|J(t) - t J'(t)\|_T \leq k \|J'(0)\|_T \cdot t s_{-k}(t),
$$

which implies that

$$
\|J(t) - t J'(t)\|_T \leq \frac{1}{\sqrt{k}} \cdot \|J'(0)\|_T \cdot \left[ \sqrt{k} t \cosh \sqrt{k} t - \sinh \sqrt{k} t \right]
$$

$$
\leq \frac{\sqrt{k} t \cosh \sqrt{k} t - \sinh \sqrt{k} t}{\sqrt{k} \cdot s_k(t)} \cdot \|J(t)\|_T.
$$
Since

\[ \lim_{t \to 0^+} \frac{\sqrt{k} t \cosh \sqrt{k} t - \sinh \sqrt{k} t}{\sqrt{k} \cdot g_k(t)} = 0, \]

there exists some \( t = t(n,k,\Lambda) \in (0, \frac{\pi}{2\sqrt{k}}) \) such that for \( t \in [0, t] \),

\[ 0 < \frac{\sqrt{k} t \cosh \sqrt{k} t - \sinh \sqrt{k} t}{\sqrt{k} \cdot g_k(t)} < \frac{1}{20\Lambda}. \]

□

Appendix B. Some estimates on Berwald manifolds

In this section, we always assume that \((M,F)\) is a Berwald manifold with \( |K_M| \leq k \) and \( \Lambda_F \leq \Lambda \).

Lemma B.1. Given \( X, Y, W \) and \( T \in S_pM \), we have

\[ |R_T(X,Y,T,W)| \leq \frac{2}{3} \Lambda^2 k (1 + \sqrt{\Lambda})^2. \]

Proof. Lemma [A.3] yields that

\[ |R_U(X,Y,T,X)| = |g_U(R(T,X)X,Y)| \leq \|R(T,X)X\|_U \cdot \|Y\|_U \leq \Lambda^2 \cdot k, \quad \text{(B.1)} \]

where \( \| \cdot \|_U := \sqrt{g_U(\cdot, \cdot)} \). A direct calculation shows that

\[ 6R_T(X,Y,T,W) = -R_T(W + X,Y,W + X,T) + R_T(W - X,Y,W - X,T) \]
\[ -R_T(T - X,Y,T - X,W) + R_T(T + X,Y,T + X,W). \]

Then [B.1] furnishes that

\[ |R_T(W + X,Y,W + X,T)| = \left| R_T \left( \frac{W + X}{F(W + X)}, \frac{W + X}{F(W + X)}, T \right) \right| F^2(W + X) \]
\[ \leq \Lambda^2 k [F(W) + F(X)]^2 = 4\Lambda^2 k. \]

\[ |R_T(W - X,Y,W - X,T)| = \left| R_T \left( \frac{W - X}{F(W - X)}, \frac{W - X}{F(W - X)}, T \right) \right| F^2(W - X) \]
\[ \leq \Lambda^2 k [F(W) + F(-X)]^2 = \Lambda^2 k (1 + \sqrt{\Lambda})^2. \]

Hence, we obtain

\[ |R_T(X,Y,T,W)| \leq \frac{2}{3} \Lambda^2 k (1 + \sqrt{\Lambda})^2. \]

□

Lemma B.2. Let \( Y(t) \) be a smooth vector filed along a constant speed geodesic \( \gamma(t) \). Then

\[ \frac{d}{dt} \|Y(t)\| \leq \|\nabla_T Y\|, \]

where \( \nabla \) is the Chern connection, \( T := \dot{\gamma}(t) \) and \( \| \cdot \| \) is the norm induced by the average Riemannian metric \( \bar{g} \).
Proof. Denote by $P_t$ the parallel transportation along $\gamma$ from $T_{\gamma(0)}M$ to $T_{\gamma(t)}M$. Choose a basis $\{e_i\}$ for $T_{\gamma(0)}M$. Then $E_i(t) := P_t e_i$, $1 \leq i \leq n$, is a basis of $T_{\gamma(t)}M$. For any $w \in T_{\gamma(0)}M - \{0\}$, we have

$$\frac{d}{dt}g(\gamma(t), P_tw)(E_i(t), E_j(t)) = \frac{2}{F(P_tw)} A_{\gamma(t), P_tw}(E_i(t), E_j(t), \nabla_\gamma P_tw) = 0. \quad (B.2)$$

Since $(M, F)$ is a Berwald manifold,

$$P_t(B_{\gamma(0)}M) = B_{\gamma(t)}M, \text{ Vol}(x) = \text{const},$$

where $B_xM := \{y \in T_xM : F(x, y) < 1\}$ and Vol$(x)$ is the Riemannian volume of $S_xM$ (see [S, Lemma 5.3.2] and [BC]). Denote by $(y')$ (resp. $(z')$) the corresponding coordinate system in $T_{\gamma(0)}M$ (resp. $T_{\gamma(t)}M$) with respect to $\{e_j\}$ (resp. $\{E_j\}$). Then there exists a positive number $\sigma$, hence, $z' \circ P_t = y'$. Now (B.2) together with Stokes’ formula yields

$$\nabla_\gamma (\gamma(t), E_i(t), E_j(t)) = \frac{n}{\text{Vol}(\gamma(t))} \int_{w \in B_{\gamma(t)}M} g(\gamma(t), P_tw)(P_t e_i, P_t e_j) P_t^* dz^1 \wedge \cdots \wedge dz^n$$

$$= \frac{n}{\text{Vol}(\gamma(0))} \int_{w \in B_{\gamma(0)}M} g(\gamma(0), w)(e_i, e_j) dy^1 \wedge \cdots \wedge dy^n = \tilde{g}(\gamma(0))(e_i, e_j),$$

which implies that

$$2\|Y\| \frac{d}{dt} \|Y\| = \frac{d}{dt} \tilde{g}(\gamma(t))(Y(t), Y(t)) = 2\tilde{g}(\gamma(t))(\nabla_T Y, Y) \leq 2\|\nabla_T Y\| \cdot \|Y\|.$$

Remark 5. For the Busemann-Hausdorff measure, the S-curvature of a Berwald manifold always vanishes (see [S]). The same argument as above implies that for the Holmes-Thompson measure, the S-curvature of a Berwald manifold also vanishes.

Lemma B.3. Given three points $p_1$, $p_2$ and $p_3$ in $M$, let $\sigma_{ij}(t), 0 \leq t \leq 1$ denote the minimizing constant speed geodesic from $p_i$ to $p_j$. We construct a geodesic variation $\sigma(s, t) : [0, 1] \times [0, 1] \to M$:

1. $\sigma(s, 0) = p_1$ and $\sigma(s, 1) = p_3$;
2. Let $p_4$ be the mid point in $\sigma_{13}$, that is, $d(p_1, p_4) = d(p_4, p_3)$. Let $\sigma_{24}(s), s \in [0, 1]$ be the minimal geodesic from $p_2$ to $p_4$. For each $s \in [0, 1]$, $\sigma_s(t), t \in [0, \frac{1}{2}]$ be a constant geodesic from $p_1$ to $\sigma_{24}(s)$, and $\sigma_s(t), t \in [\frac{1}{2}, 1]$ be a constant geodesic from $\sigma_{24}(s)$ to $p_3$. Hence, $\sigma_s(t), t \in [0, 1]$ be a piecewise geodesic from $p_1$ to $p_3$.

Suppose that $\Delta_{p_1, p_2, p_3} \subset B_{p_1}^+(R)$, where $R < \min\{i_M, \frac{\pi}{8\sqrt{k\Lambda}}\}$. Given a vector in $X \in T_{p_1}M$, $X_{13} := \sigma_{13}^{-1}X$ and $X_{123} := \sigma_{23}^{-1} \sigma_{12}^{-1}X$, where $\sigma_{ij}$ is the parallel translation along $\sigma_{ij}$. Then there exits a positive number $\mathcal{C}(n, k, \Lambda)$ such that

$$F(X_{123} - X_{13}) \leq \mathcal{C}(n, k, \Lambda) \cdot F(X) \cdot R^2.$$

Proof. Step 1. Set $T := \sigma \frac{d\sigma}{ds}, U := \sigma \frac{d\sigma}{ds}$. It should be noted that $U$ is a Jacobi field. Since $\Delta_{p_1, p_2, p_3} \subset B_{p_1}^+(R)$, we have $F(T) \leq 4R\sqrt{\Lambda} < \frac{\pi}{2\sqrt{k}}$. Clearly,

$$U \left(s, \frac{1}{2}\right) = \frac{d}{ds} \sigma \left(s, \frac{1}{2}\right) = \frac{d}{ds} \sigma_{24}(s), \quad d(p_2, p_4) = \int_0^1 F\left(\frac{d}{ds} \sigma_{24}(s)\right) ds = F\left(\frac{d}{ds} \sigma_{24}(s)\right).$$
Hence,

$$F \left( U \left( s, \frac{1}{2} \right) \right) < 2R\sqrt{\Lambda}. \quad (B.3)$$

Note that for each fixed $s \in [0, 1]$, there exists $Y_s \in T_{p_1}M$ such that

$$U(s, t) = \left( \exp_{p_1} \right)_s 2tT(s, 0) tY_s, \quad t \in \left[ 0, \frac{1}{2} \right].$$

It follows from Lemma A.1 that

$$F(tY_s) \leq \frac{tAF(T)}{g_k(tF(T))} F(U(s, t)),$$

which together with (B.5) then yields that

$$F(Y_s) \leq 2\Lambda \frac{\frac{d}{dt}F(T)}{dF(T)} \frac{1}{g_k} F(T) \left( s, \frac{1}{2} \right) < \frac{2\pi\Lambda^{\frac{1}{2}}}{\sqrt{k}} R.$$

Using Lemma A.1 again, we obtain that for $s \in [0, 1]$ and $t \in [0, \frac{1}{2}]$,

$$F(U(s, t)) \leq \Lambda \frac{s-k(tF(T))}{tF(T)} F(tY_s) \leq 2s-k \left( \frac{\pi}{2\sqrt{R}} \right) \Lambda^{\frac{1}{2}} R. \quad (B.4)$$

By consider the revised metric $F(y) := F(-y)$, the same argument then yields that (B.3) holds for $s \in [0, 1]$ and $t \in \left[ \frac{1}{2}, 1 \right]$.  

**Step 2.** Let $X_i(s) := P_{\sigma_s(t)} X$ denote the vector field on $\sigma([0,1] \times [0,1])$ induced by the parallel transformation along $\sigma_s(t)$. Thus, for any fixed $t \in [0,1]$, we have

$$\nabla_s X_i := \nabla_U X_t = \left[ \frac{dX_i}{ds} + X_i \Gamma_j^i U^k \right] \frac{\partial}{\partial x^r}.$$

Since $X_0(s) = X$ and $X_1(s) \in T_{p_1}M$, it is easy to see that

$$\lim_{t \to 0^+} \nabla_s X_i = 0, \quad \lim_{t \to 1^-} \nabla_s X_i = \frac{dX_1}{ds}(s). \quad (B.5)$$

Lemma B.2 together with (B.5) implies

$$\|\nabla_s X_i\|_{t=1-\epsilon} = \int_0^{1-\epsilon} \frac{d}{dt} \|\nabla_s X_i\| dt \leq \int_0^{1-\epsilon} \|\nabla T \nabla U \nabla X_i\| dt$$

$$= \int_0^{1-\epsilon} \|R(T, U) X_i\| dt \leq \sqrt{\Lambda} \int_0^{1-\epsilon} \|R(T, U) X_i\|_{U} dt, \quad (B.6)$$

where $\| \cdot \|$ is the norm induced by the average Riemannian metric $\tilde{g}$.

Let $\{e_i\}$ be a $g_{\tilde{T}}$-orthonormal basis for a fixed tangent space. Set $Z := R(T, U) X_1$.

Lemma B.1 together with (B.4) furnishes

$$\|Z\|_{U} \leq \sum_i \|g_{\tilde{T}}(Z, e_i) \cdot e_i\|_{U} = \sum_i |R_T(X_t, e_i, T, U)|$$

$$= \sum_i \left| R_T \left( \frac{X_i}{F(X_i)} \cdot e_i, \frac{T}{F(T)} \cdot U, \frac{F(U)}{F(T)} \right) \right| \cdot |F(X_i) \cdot (e_i) \cdot F(T) \cdot F(U)|$$

$$= C_1 \cdot F(X) \cdot R^2,$$

where $C_1 = C_1(n, k, \Lambda)$ is a constant. (B.6) then implies

$$\lim_{t \to 1^-} \|\nabla_s X_i\|_{U} \leq C_2 \cdot F(X) \cdot R^2, \quad (B.7)$$

where $C_2 = C_2(n, k, \Lambda)$ is a constant.
Using (B.5) and (B.7), we have

\[ F(X(1,1) - X(0,1)) \leq \int_0^1 F\left(\frac{d}{ds}X_1(s)\right) ds = \int_0^1 \lim_{t \to 1^-} F(\nabla_s X_t) ds \leq \sqrt{\Lambda} \int_0^1 \lim_{t \to 1^-} \|\nabla_s X_t\| ds \leq C_3 \cdot F(X) \cdot R^2, \]

where \( C_3 = \sqrt{\Lambda} \cdot C_2 \). □
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