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Abstract

Video-based datasets for Continuous Sign Language are scarce due to the challenging task of recording videos from native signers and the reduced number of people who can annotate sign language. COVID-19 has evidenced the key role of sign language interpreters in delivering nationwide health messages to deaf communities. In this paper, we present a framework for creating a multi-modal sign language interpretation dataset based on videos and we use it to create the first dataset for Peruvian Sign Language (LSP) interpretation annotated by hearing volunteers who have intermediate knowledge of PSL guided by the video audio. We rely on hearing people to produce a first version of the annotations, which should be reviewed by native signers in the future. Our contributions: i) we design a framework to annotate a sign Language dataset; ii) we release the first annotated LSP multi-modal interpretation dataset (AEC); iii) we evaluate the annotation done by hearing people by training a sign language recognition model. Our model reaches up to 80.3\% of accuracy among a minimum of five classes (signs) AEC dataset, and 52.4\% in a second dataset. Nevertheless, analysis by subject in the second dataset show variations worth to discuss.
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1. Introduction

An increasing number of calls highlight the need to research sign language, and develop technologies with a multidisciplinary approach. For instance, Bragg et al. (2019) introduced the term Sign Language Processing (SLP) to refer to the task of building models that are able to perform a complete translation process. Similarly, Yin et al. (2021) urges the inclusion of SLP in the more-developed research area of Natural Language Processing (NLP). This can bring enormous benefits in inheriting and adapting the advancements reached in machine translation to sign language translation. For example, several annotation systems have been developed for sign language research with focus in linguistics. However, these annotation systems might not be suitable when working with machine learning models.

Recent advancements in SLP based on computer-vision rely on datasets of continuous sign language interpretation. For example, several work is addressing sign language temporal segmentation (Renz et al., 2021a; Renz et al., 2021b) and even aligning subtitles to perform this task (Bull et al., 2020; Bull et al., 2021). On the other hand, Camgoz et al., 2018; Camgoz et al., 2020a focus on sign language recognition and translation. All of these works use at least one dataset of sign language interpreters, such as RWTH-PHOENIX-Weather (Forster et al., 2012) or BSL-1k (Albanie et al., 2020). In that sense, Continuous Sign Language performed by interpreters, and properly reviewed by deaf people, can contribute to the development of more resources for the task. However, to really develop sign language technology and to include deaf people in its design and construction, we need more standardized annotation conventions, less background-controlled videos, and more variations in the topics covered in the datasets.

2. Peruvian Sign Language (LSP)

Peruvian Sign Language (LSP by its acronym in Spanish) is the aboriginal sign language from Peru. There are around half a million deaf people in the country (INEI and CONADIS, 2012), and at least 10,000 people have LSP as their mother tongue (INEI, 2018). LSP is an understudied language that has only recently been officially recognized by the government (MIMP, 2017). Although both public and private institutions are required to provide sign language interpretation in Peru, not many do so since the law is not properly enforced. There are almost no resources in LSP, and the few existing research has primarily studied its grammatical properties (Madrid Vega, 2018) and aspects of their users (Elizabeth and Parks, 2010), or has built a dictionary from a partially annotated dataset (PUCP-DGI) (Rodríguez Mondoñedo and Arnaiz, 2015). On the other hand, computational approaches have only focused on isolated sign language alphabet recognition (Lazo et al., 2019; Mejía Gamarra et al., 2020; Berrú-Novoa et al., 2018; Nureña-Jara et al., 2020). Although more technological tools are accessible to people with hearing disabilities, they are still based on the written version of a spoken language and not on the
main language in which deaf people communicate, for instance. To contribute to bridging that gap, we introduce PeruSIL – a framework for building multi-modal datasets for Continuous Peruvian Sign Language interpretation. Our framework proposes an annotation convention based on the glossing system but simplified, and a pipeline to combine manual and automatic multi-modal annotations (Section 2). In addition, we use our framework to create the first multi-modal dataset for Peruvian Sign Language interpretation (Section 3), which includes videos, unaligned audio, transcripts, text, and keypoint landmarks (pose, hands, and facial). For this dataset, original videos were acquired from a Peruvian government’s TV program developed for remote school education during the COVID-19 pandemic. We also evaluate the usefulness of our annotated dataset as training data for a sign recognition model, tested in both in-domain and out-of-domain settings (Section 4). Our framework and dataset are part of a larger project aiming to create a larger and online Peruvian Sign language/Spanish dictionary, and an automatic Peruvian Sign Language Translation framework.

3. PeruSIL Framework

In this section, we detail our proposed annotation convention and the pipeline used to build a multi-modal sign language interpretation dataset. We highlight the challenge of collecting sign language datasets due to the lack of videos from native signers, and the limited availability of experts for their annotation, as mentioned by Dreuw and Ney (2008).

3.1. Convention for Annotation

We used two levels of annotation: one for a Spanish word representing the sign, and another for the sentences in Spanish. Sentence annotation can contribute to future sentence segmentation and translation models. As mentioned in Cormier et al. (2012), the annotation of a sign language corpus should be machine-readable through a systematic annotation. Even when to a large extent, a sign could be easily related to a unique English word, this is not always straightforward. It is the case that sometimes there are several options of glosses for just one sign. This is particularly sensitive when a sign can be interpreted both as a verb or a noun. In that sense, it is usually necessary to rely on grammatical knowledge of the sign language being annotated and also to establish a particular criteria for the annotation based on the needs of the investigation. Due to the few LSP users that know an annotation convention such as the glossing system, we simplify it to a convention that is more suitable to use in a machine learning approach. We expect that machine learning models extract and learn the more specific nuances from the visual information rather than from costly annotation of variants and classifiers in the glosses. Some of the criteria that we simplified are as follows. We relate one sign with only one token or Spanish word in lowercase.

We use infinite forms for verbs and singular masculine forms for nouns. We expect to use uppercase only for entities for future identification. For the sentence level annotation, we keep the modifiers of the words (i.e. time, number) and expect the machine learning models to learn from them to match it to a final translation statement. Sign is related to more than one word. In those cases, we assign the closest word related to the sign as if it was seen isolated. For example, this is the case for “helado” (“ice cream”) in LSP and “comer helado” (“to eat ice cream”), whose sign are the same. Table 1 shows and explain all the conventions that we considered when instructing the volunteers to annotate the signs and sign sentences.

3.2. Multi-modal Pipeline

In this section we describe the pipeline or information process that we followed to combine the manual annotations and the addition of unaligned audio and keypoint landmarks annotation in an automatic manner. Figure 1 shows more details about the process and structure of the final files of a multi-modal dataset generated by our framework. We provide code of our scripts in our GitHub repository.

3.2.1. Manual Annotation

To obtained the two levels of annotations defined in the annotation convention in two stages. First, we asked a group of volunteers to transcript the video in text files with proper punctuation. Then, we merged them with the YouTube automatically-generated transcripts and time boundaries of subtitles. Given that we are creating an interpretation dataset, the hearing volunteers performed oral-based punctuation by listening to the audio. Note that sign language sentence segmentation might need more understanding such as the one shown in Fenlon et al. (2007) that analyses visual markers as boundaries in intonational phrase of British Sign Language. After the merge of the files, we obtained corrected and punctuated SRT files that can be used as a raw approach to automatic segmentation based on audio that is unaligned to the signing. Second, considering the audio from the video, other group of three volunteers identified repetitive spoken words and aligned them with repetitive signs in the videos. In other words, they used the unaligned audio and punctuated transcript as a reference to identify temporal boundaries of the two levels of annotations, described in 3.1 by signs and by sign sentences. For this second part, these three volunteers used ELAN (Wittenburg et al., 2006), an annotation tool for audio and video, as shown in Figure 1. These volunteers had intermediate knowledge of LSP and rely also in the audio to identify vocabulary in for this task.

3.2.2. Automatic Multi-modal Annotation

After the video segmentation is done manually using ELAN for each tier, we cut each original video using
### Table 1: Annotation Convention

| Criteria         | Explanation                                                                 | Example                                                                 |
|------------------|-----------------------------------------------------------------------------|-------------------------------------------------------------------------|
| **Lower case**   | The gloss at the 1st tier, except proper nouns should be written with lower case. In that way, it could be easier to identify them in future works. | 1st tier: “Peru”, “yo”, “vivir” (Peru, I, live) 2nd tier: “Yo vivo en Peru” (I live in Peru) |
| **Uppercase**    | Entities and following convention of writing sentences in Spanish in 2nd tier |                                                                        |
| **Fingerspelling** | They should be annotated separated by a hyphen                             | 1st tier: “yo”, “P-A-T-R-I-C-I-A” (I, Patricia) 2nd tier: “Yo soy Patricia” (I am Patricia) |
| **One sign - several words** | Assign the closest single word to the sign in the 1st tier level, as if it was isolated. Use both words in the 2nd tier | 1st tier: “helado” (ice cream) 2nd tier: “Comer helado” (to eat ice cream) |
| **Gender & Number** | If a sign could have both genres, prefer the male genre in the 1st tier, and the correct reference in the 2nd tier | 1st tier: “niño”, “niño” (boy, boy) or “dos”. “niño” (two, boy) 2nd tier: “Dos niños” (Two boys or boys) |
| **Verbs**        | Annotate the verb in present and the sign of the time                       | 1st tier: “antes”, “yo”, “ir”, “Cusco” (past, I, go, Cusco) 2nd tier: “Yo fui a Cusco” (I went to Cusco) |
| **Unknown sign** | When a sign is not identifiable, “NNN” should be used in both tiers         | 1st tier: “antes”, “comí”, “NNN” (past, eat, NNN) 2nd tier: “Ayer comí NNN” (yesterday I ate NNN) |

---

**Figure 1: Pipeline for the manual and automatic annotation of PeruSIL**

The exported two SRT files and save new videos of isolated signs and of sentences in different folders. We use the opencv and pysrt libraries to work with the videos and the SRTs files. Then, we use the MediaPipe open-source platform from Google to annotate the keynote landmarks for each frame at every new video ([Lugaresi et al., 2019](https://example.com)). The MediaPipe platform provides different sets of landmarks around a body: face, pose, hands, and a set called holistic to retrieve all the previous sets. Our framework generates this annotation in three different types of files for every frame of the segmented videos: visualization in images (.png), data interchange format (.json), and object structure serialization or intermediate storage (.pkl). These two steps are executed as part of the process implemented in our repository to generate the three types of files. In our repository we also provide the link to our dataset. In Figure 3 we show the keynote landmarks annotation for the sequence of frames of two video instances for the same sign IDEA.

**Figure 2: Tiers for the two-level annotation: individual sign y sign sentence (AEC dataset)**
4. Peruvian Sign Language Interpretation: AEC Dataset

During the 2020 and 2021 lockdowns, the Peruvian Government offered remote public school education through a show called “Aprendo en Casa” (AEC, or I learn at home in English). Episodes of this show were released on TV channels, social media, and the YouTube channel PeruEduca. In this section, we detail how we leveraged the publicly-available videos from AEC to build a multi-modal dataset for Peruvian SLP using the proposed framework in the previous section. We selected two subject-videos (of 20 to 30 minutes each). We processed two videos where interpreters translate audio-visual content in the right-most bottom white square, using black clothing and a white background. The rate of a sample of the original downloaded video and the segmented videos is 29.97 fps (frames per second), and the interpretation part had a size of 220 x 220 pixels. We created a dataset consisting of >500 unique signs, >2000 instances, and >150 sentences. In Figure 4 we show the histogram of instances per unique sign. More than 400 signs have less than 10 instances, and only a few signs, like TO-EAT and PERCENTAGE, have more than 50 instances. This is due to the topics related to the two selected videos, one about knowing our emotions in the subject of socio-cultural development and the other about healthy food, proportions, and percentages in the Math course. On the other hand, the average number of words in a sentence is 8.80, with a minimum of 1 and a maximum of 34 words. Figure 5 shows the frequency of sentences with a different number of signs/words, and most of them have less than 15 words. We provide direct access to the dataset generated by our pipeline in our github repository.

5. Evaluation through a Sign Language Recognition Model

To assess the usefulness of the annotations produced with the PeruSIL framework, we trained and tested a machine learning model in our interpreter-based dataset, AEC, annotated by hearing people for sign language recognition. We also evaluated its performance on common signs found in an additional LSP dataset, PUCP-DGI (Rodriguez Mondoñedo and Arnaiz Fernandez-Concha, 2022), which provides annotations by sign with a gloss convention that lacks standardization for computational processing. In other words, they assign variations of gloss depending on conjugation, number and gender of the translation in context. We identified some of those variations and modified their gloss manually in order to obtain a few more instances.

5.1. ChaLearn Model

The selected machine learning architecture corresponds to one of the 26 participants in 2021 Looking at People Large Scale Signer Independent Isolated SLR CVPR Challenge (De Coster et al., 2021). The challenge consists of performing sign language recognition in a dataset of 226 classes and 36,302 videos. In this subsection we explain the preprocessing needed to perform the feature extraction process to feed the model.

https://youtu.be/7fGALlZdtk8
https://youtu.be/P4IckOY9PsW
5.1.1. Preprocessing

The preprocessing step of this existing model consists of two main phases. The first phase occurs before training, when the keypoints from each video are used to obtain the pose flow data. Then, the original authors estimated keypoints of every frame using the OpenPose library, and subtract the keypoints landmarks of the previous frame to calculate the direction of the signer’s pose’s movement. Due to technical restrictions in our server, we used MediaPipe instead of OpenPose to provide similar landmark estimations. In case the frame count number is lower than the defined sequence length, the missing data is filled by repeating the last video frame, as in a padding form. The second phase occurs during training. The process begins by cropping both hands in a timestep (frame). This cropped area is calculated based on the direction from the elbow to the wrist, where the size of the crop is defined by half the sum of the distance between the shoulders and the distance between the center of the hand and their respective shoulder. The final result is two cropped frames from each signer’s hand, which is called RGB data.

5.1.2. Feature Extraction and Training

The model starts by creating batches of preprocessed data: pose flow data and RGB data. The starting RGB data dimension is \( B \times T \times X \times C \times H \times W \) where \( B \) is the batch size, \( T \) is the number of timesteps, \( X \) the number of hands (always 2), \( C \) is the channel size, \( H \) the height, and \( W \) the width of each the frames. This RGB data is modified to \( B \times (T \times X) \times C \times H \times W \) to have both hands sequentially in order from their respective timestep. Then, the dimensions are modified again to \( (B \times T \times X) \times C \times H \times W \) to convert each cropped hand at each time step in an instance to be processed by a pretrained ResNet (He et al., 2016). In that way, the ResNet processes all sequential data in parallel, reducing time for feature extraction. The ResNet output is transformed using a 2D convolutional network to an embedding of certain size (default 512), and then matched to the batch size \( (B \times T \times X) \times (FeatureSize) \). Each feature embedding is concatenated with a pose flow data according to timestep-and-batch order, and then normalized. The result of this union is passed to a linear neural network with a Relu function activation, and used as input to a positional encoding that feeds a self-attention model that works similarly to a recurrent neural network whose inner parts consist of a series of a Multi head attention model and position wise Feedforward, using a hidden layer size of \( 2 \times \text{embedding size} \) and 2 heads. The model is trained with an Adam optimizer. Lastly, the result is used to learn a cross-entropy layer to do sign recognition of the classes defined. Figure 6 shows the Feature extraction process together with how the model calculates the output through the neural network.

5.2. Experiments

We tested the ChaLearn model in a subset of 5 signs with at least 10 instances per sign: think, see, feel, say, do/make. Figure 7 shows the distribution of the number of frames or length of the video signs for both datasets. The PUCP-DGI dataset shows a broader range of lengths compared to AEC. We hypothesize that this reflects that the pace in native LSP is lower than the interpretation of the LSP. To perform hyper-parametrization tuning, we run 3 experiments for each combination in GPUs.

Figure 6: Feature extraction and model

Figure 7: Distribution of length in both datasets: AEC and PUCP-DGI
5.2.1. In-domain Dataset

We did not experiment with hyper-parameter values such as number of hidden units or number of attention heads due to the good results the ChaLearn model already provided. However, we tested the ResNet architecture used for feature extraction (rn18 or rn34) and length of the videos or number of frames as: 10, 15, 20. Also, the stride hyperparameter influences how this frames are selected within the set of original frames in a sign video: 1 or 2. Another hyperparameter that we tested was learning rate with values 1e-4, 1e-5 and 1e-6.

In Table 2 we show the results of our experiments for the set of 5 classes. In this section we analyze our F1 micro for AEC, which can be interpreted as a direct value to the accuracy through sign classes. In general, the hyperparameter that seems to impact the most in the results is the learning rate. In addition, more consistent results in AEC are reached by 1e-4. For example, for both feature extraction architectures (rn18 and rn34), we found higher F1 results with 1e-4, such as 80.3%. Additionally, higher values remain across different values of sequence length and stride.

5.2.2. Out-of-Domain Dataset

The PUCP-DGI dataset was created by the Linguistics Department at the Pontificia Universidad Católica del Perú. This dataset includes video recordings of 27 deaf individuals in different classrooms, and each lasts between 1 to 9 minutes approximately. This dataset contains three tiers or levels of annotation: gloss, description and classification, as can be seen in Figure 8. The importance of this dataset is that it was annotated by one deaf person who is an expert in LSP and Spanish. However, we consider this dataset to be partially annotated because the gloss used in the first tier is not completely standardized.

For instance, for this dataset, we identify that variations of a gloss can correspond to the same sign, such as plural and feminine of a certain word. Considering that, we identify 1,382 different tokens, which can include modified tokens of the same sign. However, in order to balance the common classes, we modify these gloss variations and standardize the annotation of some of the instances of this dataset. Additionally, to deal with the problem of some camera movement in videos, frame-by-frame processing has been done to keep the signer in focus.

As shown in Table 2, the best-averaged F1 for PUCP-DGI dataset for rn18 is 51.8%, reached by a sequence length of 10, stride 1 and learning rate of 1e-6 for the group of 5 classes, and best averaged F1 for rn34 is with length 15 and learning rate of 1e-6 as well. We focus on the F1 micro metric due to class imbalance in PUCP-DGI dataset. We also experiment with sets of 10 and 15 classes and they had worse results than random guessing in the test set. It is interesting to notice that while 1e-4 result in higher F1 values for AEC, 1e-6 was a better hyperparameter value for PUCP-DGI results across feature extractor architectures, 51.8% and 52.4% respectively. We hypothesize the reasons can be the class imbalance in this second dataset, the quality of pose estimation, the difference in the pace of recording, and clothing or background of the signers. These results equate to a baseline of 53.2% calculated using the DummyClassifier in scikit-learn with a stratified strategy. We disaggregate PUCP-DGI F1 values by each signer. Table 3 shows the setting with the higher value of accuracy for the PUCP-DGI dataset, and analyzes the accuracy by subject in the two settings where the best results were achieved (rn18 and rn34). Using rn18, we found that subjects that represent 59% of the instances reach individual accuracy of more than 50%.

6. Conclusions

In this paper, we have presented PERUSIL, a framework to annotate sign language. We use this framework to annotate a continuous Peruvian Sign Language inter-
permutation dataset of >500 unique signs and >150 sign sentences. We share publicly a multi-modal Sign Language interpretation resources. For the Peruvian LSP research community, this dataset becomes the first one to provide not only annotated isolated signs but annotation of continuous sign sentences. Our work can trigger the development of other sign language processing stages such as sign segmentation, sign classification (recognition), machine translation, language generation, human computing interaction, etc. Moreover, our proposed framework can help reduce the need of several experts by allowing hearing volunteers to annotate sign language interpretation videos based on audio. Further analysis in the inter-rater reliability of volunteer annotations needs to be tested. Nevertheless, it is highly recommended that the deaf community gets involved in the annotation task. This approach can help automate and scale annotation, as well as to build resources for low-resource sign language.

We demonstrated that a sign language recognition model trained on our dataset achieves moderate results when evaluated in a second dataset of native signers which was partially annotated by one deaf person. We expect that the dataset helps build better sign language processing models that a manage other challenges, such as non-controlled video environments and different rates and settings of recordings. We reached an accuracy of 80.3% in the same dataset, and an accuracy of 52.4% by testing the model in a second dataset. Although these results correspond to a reduced number of classes. Our future work will explore the development of sign language recognition models based on transfer learning, and data augmentation, which can allow working with a higher number of classes.

| Subject | Number of instances | F1 in m18 | F1 in m34 |
|---------|---------------------|-----------|-----------|
| Subject15 | 1 | 0 % | 0 % |
| Subject16 | 5 | 0 % | 20 % |
| Subject17 | 1 | 0 % | 0 % |
| Subject18 | 9 | 22 % | 22 % |
| Subject19 | 6 | 25 % | 100 % |
| Subject20 | 6 | 33 % | 33 % |
| Subject21 | 3 | 33 % | 0 % |
| Subject22 | 5 | 40 % | 20 % |
| Subject23 | 5 | 40 % | 60 % |
| Subject24 | 5 | 40 % | 40 % |
| Subject25 | 8 | 50 % | 38 % |
| Subject26 | 2 | 50 % | 50 % |
| Subject27 | 14 | 50 % | 50 % |
| Subject28 | 37 | 62 % | 68 % |
| Subject29 | 3 | 67 % | 33 % |
| Subject30 | 5 | 80 % | 100 % |
| Subject31 | 15 | 87 % | 87 % |
| Subject32 | 16 | 88 % | 44 % |
| Subject33 | 1 | 100 % | 53 % |
| Subject34 | 5 | 100 % | 80 % |
| Subject35 | 3 | 100 % | 100 % |
| Subject36 | 2 | 100 % | 0 % |
| Subject37 | 5 | 100 % | 20 % |
| Subject38 | 1 | 100 % | 100 % |
| Subject39 | 1 | 100 % | 0 % |

Table 3: Frequency of instances within the set of 5 selected classes for training in PUCP-DGI dataset and accuracy by subject.
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