Abstract

In this paper, we study a class of linear-quadratic (LQ) mean field games of controls with common noises and their corresponding $N$-player games. The theory of mean field game of controls considers a class of mean field games where the interaction is via the joint law of both the state and control. By the stochastic maximum principle, we first analyze the limiting behavior of the representative player and obtain his/her optimal control in a feedback form with the given distributional flow of the population and its control. The mean field equilibrium is determined by the Nash certainty equivalence (NCE) system. Thanks to the common noise, we do not require any monotonicity conditions for the solvability of the NCE system. We also study the master equation arising from the LQ mean field game of controls, which is a finite-dimensional second-order parabolic equation. It can be shown that the master equation admits a unique classical solution over an arbitrary time horizon without any monotonicity conditions. Beyond that, we can solve the $N$-player game directly by further assuming the non-degeneracy of the idiosyncratic noises. As byproducts, we prove the quantitative convergence results from the $N$-player game to the mean field game and the propagation of chaos property for the related optimal trajectories.
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1 Introduction

The theory of mean field games is devoted to studying strategy decision making in large populations where the individuals interact through certain mean field quantities. The introduction to mean field games were the pioneering works of Lasry-Lions [51] and Huang-Malhamé-Caines [42]. See, e.g. Lions [52], Cardaliaguet [14], Bensoussan-Frehse-Yam [5], Carmona-Delarue [20, 21], Cardaliaguet-Porretta [18], and the reference therein for more details on profound theoretical results and the broad applications of mean field games. Generally, mean field games are to solve their associated $N$-player games, of which the dimension increases as the number of players increases. Therefore, it is really difficult to numerically solve the $N$-player Nash equilibria directly via its optimality conditions. On the contrary, the mean field game approach provides an effective and promising solution since its dimension is fixed.

Mean field games of controls are a class of mean field games where the interaction is via the joint law of both the state and control, which are called the extended mean field games at the early stage. See, e.g. Gomes-Voskanyan [39], Gomes-Patrizi-Voskanyan [38], Carmona-Lacker [22], Carmona-Delarue [20], Cardaliaguet-Lehalle [17], Achdou-Koebeiss [1], Koebeiss [1], Bonnans-Hadikhanloo-Pfeiffer [12], Graber-Mayorga [10].

The master equation was introduced by Lions [52] in his lectures on the mean field game and its applications at Collège de France, which is an infinite-dimensional partial differential equation to characterize the value of the mean field game. The well-posedness of the master equation has always been one of great focuses in the mean field game community. When the data are sufficiently smooth, the master equation usually admits a
classical solution on a small time horizon, see, e.g. Gangbo-Święch [37], Carmona-Delarue [21], Bensoussan-Yam [8], Cardaliaguet-Cirant-Porretta [15]. By contrast, the global well-posedness of the classical solutions to the master equation is more challenging, see, e.g. Buckdahn-Li-Peng-Rainer [13], Chassagneux-Crisan-Delarue [25], Cardaliaguet-Delarue-Lasry-Lions [16], Carmona-Delarue [21], Bayraktar-Cohen [3], Gangbo-Mészáros [55], Bensoussan-Graber-Yam [6,7], Bertucci-Lasry-Lions [11], Gangbo-Mészáros-Mou-Zhang [53], Mou-Zhang [54]. There are also some studies on the global well-posedness of the weak solutions to the master equation, see e.g. Mou-Zhang [53], Bertucci [9,10], Cardaliaguet-Souganidis [19], Cecchin-Delarue [24].

In the literature, the monotonicity condition plays a key role in the global well-posedness of the master equation as well as the uniqueness of mean field equilibria and solutions to mean field game systems. For example, [11,16,21,28,54] are based on the well-known Lasry-Lions monotonicity condition. Another monotonicity condition is called the displacement monotonicity condition, see, e.g. [6,7,35,36]. Noting that both monotonicity conditions are always taken in a fixed direction. [55] proposed a new type of monotonicity condition in the opposite direction, which is called the anti-monotonicity condition. For mean field games without any monotonicity conditions, they may have multiple equilibria, see e.g. Tchuendom [58], Bardi-Fischer [2], Delarue-Tchuendom [53], Bayraktar-Zhang [4], Cecchin-Delarue [23] for the case of nonlocal coupling; Cirant [25], Cirant-Verzini [26], Cirant-Tonon [27] for the case of local coupling. Recently, Cecchin-Delarue [24] studies the master equations for potential mean field games with non-monotone data.

One of the main goals of our paper is to study a class of LQ mean field games of controls with common noises and their corresponding master equations. In particular, we do not require any monotonicity conditions to establish the global well-posedness theory. In the literature, the master equation usually includes a probability measure as one of the state variables thus becomes a parabolic equation on the Wasserstein space, which is an infinite-dimensional PDE. In this manuscript, we consider a class of LQ mean field games of controls where the mean field interaction is only through the expectations of the state and control. Therefore, the master equation reduces to be a finite dimensional second-order parabolic equation. The first main result of our manuscript is the global well-posedness of classical solutions to the master equation. To our best knowledge, this is the first global well-posedness result for the master equation in the literature for mean field games of controls. There is a recent progress on (infinite dimensional) master equations for mean field games of controls in [54], where the propagation of monotonicities along classical solutions of master equations has been proved. To establish the well-posedness result, we follow the following steps. We first use the stochastic maximum principle to obtain the optimal control in a feedback form with the given joint expectation of the state and the control. Then we characterize the mean field equilibrium by the so-called Nash certainty equivalence (NCE) principle, which was introduced in Huang-Malhamé-Caines [41]. The construction of the NCE system is slightly more difficult than that in the case of the standard mean field game because of the presence of the expectation of the control. We overcome the difficulty by establishing the connection between the expectation of the control and the expectation of the state using the inverse function theorem. We then follow the idea in Tchuendom [58] and Delarue-Tchuendom [33] to show the global well-posedness of the NCE system through the non-degeneracy of the common noise without any monotonicity conditions. This is the main reason that we can get rid of any monotonicity conditions. With the help of the NCE system and the Riccati equation, we are able to show the global well-posedness of the stochastic Hamiltonian system, i.e. the forward-backward stochastic differential equation (FBSDE) derived from the stochastic maximum principle. We can further show that the decoupling field of the stochastic Hamiltonian system has nice regularity property to solve the vectorial master equation. Finally, we use the solution to the vectorial master equation to establish the existence of a solution to the master equation. The uniqueness of solutions to the master equation is a byproduct of the global well-posedness of the stochastic Hamiltonian system.

As an important application of our well-posedness results, we prove the convergence of the 2-player games and the related propagation of chaos property. There is a broad literature on the convergence from the N-player game to the mean field game. See, e.g. [11,16,28,54], Delarue-Lacker-Ramanan [31,32], Lacker [40,49], Nutz-San Martin-Tan [57], Iseri-Zhang [43], Lacker-Flem [50], Djete [54] for more details. Unlike most of the existing literature, we do not consider the quantitative convergence problems for the closed-loop Nash equilibria by using the classical solution to the master equation. This is because it is a difficult task to show the global well-posedness of the Nash system, derived from the optimality condition for the closed-loop Nash equilibria, with quadratic growth data. In fact, to the best of our knowledge, such global well-posedness result remains open. Instead, we aim to show quantitative convergence results from the N-player game to the mean field game and the propagation of chaos property for the related optimal trajectories corresponding to the open-loop Nash equilibria. We emphasize that, unlike the mean field game, open-loop Nash equilibria are not
closed-loop Nash equilibria although they are of closed-loop form. The key to proving the convergence of the $N$-player games is to use the fact that the finite-dimensional projections of the decoupling field of the NCE system can approximate the decoupling field of the corresponding NCE system for the $N$-player game as $N$ goes to the infinity. We note that the well-posedness of the NCE system for the $N$-player game further needs the non-degeneracy of the idiosyncratic noises. We then follow [16] to show the remaining convergence results and the propagation of chaos property for optimal trajectories.

The rest of the paper is organized as follows. In section 2, we give some necessary preliminaries and formulate our problem. In section 3, we introduce a class of LQ mean field games of controls with common noises and establish the global well-posedness of the NCE system and the master equation with non-monotone data. section 4 is devoted to solving the $N$-player games directly. In section 5, we show the convergence of the $N$-player games and the propagation of chaos property for optimal trajectories.

2 The setting

2.1 LQ $N$-player game of controls

In this subsection, we consider a class of linear-quadratic (LQ) $N$-player game of controls.

To reveal the nature of the problem, we let our state space be $\mathbb{R}$ throughout the paper. The results remain valid for higher dimensions. For a given $T > 0$, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete filtered probability space on which can support $N + 1$ independent one-dimensional Brownian motions: $W^i, 1 \leq i \leq N,$ and $W^0$. Here $W^i$ denotes the idiosyncratic noise for the $i$th player and $W^0$ denotes the common noise for all the players. Let $\mathcal{F}_t := \{\mathcal{F}_t\}_{0 \leq t \leq T}$ where $\mathcal{F}_t := (\mathcal{F}_t)_{0 \leq t \leq T} \vee \mathcal{F}^W \vee \mathcal{F}_0$ and let $\mathbb{P}$ has no atom in $\mathcal{F}_0$.

We then introduce the following spaces: for any sub-filtration $\mathcal{G}$ of $\mathcal{F}$, we denote $m \in L^2_{\mathcal{G}}([0, T]; \mathbb{R})$ if $m : \Omega \times [0, T] \rightarrow \mathbb{R}$ is an $\mathcal{G}$-adapted process such that $\mathbb{E}\left[\int_0^T |m_t|^2 dt \right] < \infty$; for any sub-$\sigma$-field $\mathcal{G} \subset \mathcal{F}$, we denote $\xi \in L^p_{\mathcal{G}}$ if $\xi : \Omega \rightarrow \mathbb{R}$ is a $\mathcal{G}$-measurable random variable such that $\mathbb{E}[|\xi|^2] < \infty$.

For $1 \leq i \leq N$, let $\xi_i \in L^2_{\mathcal{F}_t}$ be independent and identically distributed (i.i.d.) random variables. Let us use $x^i$ and $\alpha^i$ to represent the state and the control processes of the $i$th player, respectively. Denote $\mathbf{x} := (x^1, \ldots, x^N)$ and $\mathbf{\alpha} := (\alpha^1, \ldots, \alpha^N)$. Suppose that the state $x^i$ of the $i$th player is given by

$$\begin{cases}
    dx^i_t = [Ax^i_t + B\alpha^i_t + f(x^i_t, \nu^N_i, \mu^{N,i})]dt + \sigma dW^i_t + \sigma_0 dW^0_t, \\
    x^i_0 = \xi^i,
\end{cases}$$

(1)

where $\alpha^i \in \tilde{\mathcal{U}}_{ad}(0, T) = \{\alpha | \alpha \in L^2_{\tilde{\mathcal{F}}}(0, T); \mathbb{R}\}$ and the interactions among players are via the average of all other players’ states and controls

$$\begin{aligned}
    \mu^{N,i}_\alpha := \frac{1}{N-1} \sum_{j \neq i} \alpha^j, \\
    \nu^{N,i}_\mathbf{x} := \frac{1}{N-1} \sum_{j \neq i} x^j.
\end{aligned}$$

(2)

The cost functional of $i$th player is assumed to be

$$\mathcal{J}^i(\alpha^i, \alpha^{-i}) := \frac{1}{2} \mathbb{E}\left\{ \int_0^T \left[ Q(x^i_t + l(\nu^{N,i}_{x^i_t}))^2 + R(\alpha^i_t + h(\mu^{N,i}_{x^i_t}))^2 \right] dt + G(x^i_T + g(\nu^{N,i}_{x^i_T}))^2 \right\},$$

(3)

where $\alpha^{-i} = (\alpha^1, \ldots, \alpha^{i-1}, \alpha^{i+1}, \ldots, \alpha^N)$.

Then the major problem of the above $N$-player game is to find the Nash equilibrium (NE) $\mathbf{\alpha}^\ast$.

**Problem (NP)** Find a strategy profile $\mathbf{\alpha}^\ast = (\alpha^1, \ldots, \alpha^N)$ where $\alpha^i \in \tilde{\mathcal{U}}_{ad}(0, T)$, $1 \leq i \leq N$, such that

$$\mathcal{J}^i(\alpha^i, \alpha^{i,-}) = \inf_{\alpha^i \in \tilde{\mathcal{U}}_{ad}(0, T)} \mathcal{J}^i(\alpha^i, \alpha^{i,-}).$$

2.2 LQ mean field game of controls

In this subsection, we introduce the following LQ mean field game of controls. The introduction of such mean field game of controls is for the study of the above LQ $N$-player game of controls. We shall prove a quantitative convergence result via the master equation from the $N$-player game to the mean field game to
show how well the mean field game can approximate the \( N \)-player game. Note that it is really hard to find Nash equilibria for the \( N \)-player games numerically since the dimension increases as the \( N \) increases. However, their corresponding mean field games have a fixed dimension.

Let \( (\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}) \) be a complete filtered probability space on which can support two independent one-dimensional Brownian motions: \( W \) and \( W^0 \). Here \( W \) denotes the idiosyncratic noise and \( W^0 \) denotes the common noise. We let \( \mathbb{F} := \{ \mathcal{F}_t \}_{t \in [0, T]} \) where \( \mathcal{F}_t := \mathcal{F}_t^W \vee \mathcal{F}_t^{W^0} \vee \mathcal{F}_0 \), and let \( \mathbb{P} \) have no atom in \( \mathcal{F}_0 \) so it can support any measure on \( \mathbb{R} \) with a finite second moment. We denote \( \mathbb{F}^0 := \{ \mathcal{F}_t^{W^0} \}_{t \in [0, T]} \).

For any given \( (\mu, \nu) \in L^2_{\mathbb{P}^0}(\mathbb{R}) \times L^2_{\mathbb{P}^0}(\mathbb{R}) \) and \( \xi \in L^2_{\mathbb{P}^0} \) with \( \nu_0 = \mathbb{E}[\xi] \), the dynamics of the representative player is given by

\[
\begin{align*}
\frac{d\xi_t^\alpha}{dt} &= A\xi_t^\alpha + B\alpha_t + f(\nu_t) + b(\mu_t)dt + \sigma dW_t + \sigma_0 dW^0_t,
\end{align*}
\]

where the control process \( \alpha \in U_{ad}(0, T) := \{ \alpha : \alpha \in L^2([0, T]; \mathbb{R}) \} \), the constant coefficients \( A, B \in \mathbb{R}, \sigma \geq 0, \sigma_0 > 0 \) and the functions \( f, b: \mathbb{R} \mapsto \mathbb{R} \) are bounded and uniformly Lipschitz continuous. The cost functional of the representative player is

\[
\mathcal{J}(\mu, \nu; \alpha) := \frac{1}{2} \mathbb{E}\left\{ \int_0^T \left[ Q \left( \xi_t^\alpha + l(\nu_t) \right)^2 + R (\alpha_t + h(\mu_t))^2 \right] dt + G \left( \xi_T^\alpha + g(\nu_T) \right)^2 \right\},
\]

where the constant coefficients \( Q \geq 0, R \geq 0 \) and \( R > 0 \) and the functions \( l, h, g: \mathbb{R} \mapsto \mathbb{R} \) are bounded and uniformly Lipschitz continuous.

We consider the following minimization problem:

\[
\mathcal{V}(\mu, \nu; \alpha^{*\xi}) = \inf_{\alpha \in U_{ad}(0, T)} \mathcal{J}(\mu, \nu; \alpha).
\]

Then the central problem of the above mean field game of controls is to find the following mean field equilibrium (MFE) \( \alpha^{*\xi} \) and its corresponding stochastic measure flow \( (\mu^{*\xi}, \nu^{*\xi}) \).

**Problem (MF)** Find \( \alpha^{*\xi} \in U_{ad}(0, T) \) and \( (\mu^{*\xi}, \nu^{*\xi}) \in L^2_{\mathbb{P}^0}(\mathbb{R}) \times L^2_{\mathbb{P}^0}(\mathbb{R}) \) such that

\[
\mathcal{V}(\mu^{*\xi}, \nu^{*\xi}; \alpha^{*\xi}) = \inf_{\alpha \in U_{ad}(0, T)} \mathcal{J}(\mu^{*\xi}, \nu^{*\xi}; \alpha),
\]

where \((\mu^{*\xi}, \nu^{*\xi})\) satisfies the consistency condition

\[
\mu_t^{*\xi} = \mathbb{E}[\alpha_t^{*\xi} | \mathcal{F}_t^{W^0}] \quad \text{and} \quad \nu_t^{*\xi} = \mathbb{E}[\xi_t^{*\xi} | \mathcal{F}_t^{W^0}].
\]

### 2.3 Assumptions

In the last subsection, we collect all the technical assumptions on data.

**Assumption (A)**

(i) Assume that \( A, B, \sigma \geq 0, \sigma_0 > 0, Q \geq 0, G \geq 0, R > 0 \) are constant coefficients;

(ii) Assume that \( f(\cdot), b(\cdot), l(\cdot), h(\cdot), g(\cdot) : \mathbb{R} \mapsto \mathbb{R} \) are bounded and uniformly Lipschitz continuous functions.

**Assumption (B)** There exists some \( \varepsilon_0 > 0 \) such that \( |1 + h'(\cdot)| \geq \varepsilon_0 \).

and

**Assumption (C)** Assume that \( f, b, l, h, g \in C^2(\mathbb{R}) \) are bounded functions, and moreover they have bounded 1st and 2nd order derivatives.

### 3 Master equation

#### 3.1 Stochastic maximum principle

To solve the Problem (MF), we first solve the minimization problem with the given stochastic measure flow \( (\mu, \nu) \in L^2_{\mathbb{P}^0}(\mathbb{R}) \times L^2_{\mathbb{P}^0}(\mathbb{R}) \).
Let us introduce the following stochastic Hamiltonian system: for any given \( \xi \in L^2_{\mathcal{F}} \) and \((\mu, \nu) \in L^2_{\mathcal{F}}([0, T]; \mathbb{R}) \times L^2_{\mathcal{F}}([0, T]; \mathbb{R})\)

\[
\begin{align*}
\begin{cases}
dx(t) & = \left[ Ax(t) - B^2 R^{-1} y(t) - Bh(\mu(t)) + f(\nu(t)) + b(\mu(t)) \right] dt \\
\quad & + \sigma dW(t) + \sigma_0 dW_0(t), \\
\end{cases} \\
\begin{cases}
dy(t) & = - \left[ Ay(t) + Q x(t) + Ql(\nu(t)) \right] dt \\
\quad & + z_1(t) dW(t) + z_1^0(t) dW_0(t), \\
\end{cases} \\
x^0(0) & = \xi, \quad y^0(0) = G(x^0(0) + g(\nu(0))),
\end{align*}
\]

which is derived from the minimization problem \([8]\) by using the stochastic maximum principle. Moreover, the corresponding optimal control process is given by

\[\alpha^\xi = -R^{-1} By^\xi - h(\mu).\]

We note that the optimal control process \(\alpha^\xi\) given above is presented in open-loop form. Thanks to the LQ setting, we shall be able to apply the decoupling method to show that such optimal control \(\alpha^\xi\) is in fact in a feedback form. To find the feedback form, we introduce the Riccati equation

\[
\begin{align*}
\begin{cases}
\hat{P}_t & = 2AP_t - B^2 R^{-1} P_t^2 + Q = 0, \\
\hat{P}_T & = G, \\
\end{cases}
\end{align*}
\]

and the backward stochastic differential equation (BSDE)

\[
\begin{align*}
\begin{cases}
d\varphi^\xi & = - \left[ (A - B^2 R^{-1} P_t) \varphi^\xi_t + Pt f(\nu_t) + Pt b(\mu_t) \right] dt \\
& \quad + Ql(\nu_t) - Pt Bh(\mu_t) dt + \Lambda^0 \varphi^\xi dW_0(t), \\
\varphi^\xi_T & = Gg(\nu_T).
\end{cases}
\end{align*}
\]

Theorem 1. Suppose that Assumption (A) holds. Let \( \xi \in L^2_{\mathcal{F}}\) and \((\mu, \nu) \in L^2_{\mathcal{F}}([0, T]; \mathbb{R}) \times L^2_{\mathcal{F}}([0, T]; \mathbb{R})\).

(i) The Riccati equation \([10]\) and the BSDE \([11]\) admit a unique bounded solution \( P \) and a unique solution \((\varphi^\xi, \Lambda^0 \varphi^\xi)\) on \([0, T]\), respectively;

(ii) The optimal control for the minimization problem \([8]\) is given by the feedback form

\[\alpha^\xi_t := -R^{-1} B(\frac{P_t x^\xi_t}{B} + \varphi^\xi_t) - h(\mu_t)\]

where its corresponding optimal trajectory follows

\[
\begin{align*}
\begin{cases}
dx(t) & = \left[ (A - B^2 R^{-1} P_t) x(t) - B^2 R^{-1} \varphi^\xi_t - Bh(\mu_t) \right] dt \\
\quad & + f(\nu_t) + b(\mu_t) dt + \sigma dW(t) + \sigma_0 dW_0(t), \\
x^0(0) & = \xi;
\end{cases}
\end{align*}
\]

(iii) Given \( x^\xi \) in (ii), the BSDE in the stochastic Hamiltonian system \([8]\) admits a unique solution \((y^\xi, z^\xi, z_0^\xi)\) on \([0, T]\) where

\[
\begin{align*}
y^\xi & = P_t x^\xi_t + \varphi^\xi_t, \\
z^\xi & = P_t \sigma, \\
z_0^\xi & = P_t \sigma_0 + \Lambda^0 \varphi^\xi.
\end{align*}
\]

Therefore, \((x^\xi, y^\xi, z^\xi, z_0^\xi)\) is the unique strong solution to the stochastic Hamiltonian system \([8]\).

Proof. (i) The ordinary differential equation \([10]\) is a standard Riccati equation and thus it admits a unique bounded solution \( P \). We then note that the BSDE \([11]\) is a linear BSDE with bounded coefficients. By the standard BSDE theory (see e.g. \([59]\)), the BSDE \([11]\) has a unique solution \((\varphi^\xi, \Lambda^0 \varphi^\xi)\).

(ii)(iii) We show the proofs of (ii) and (iii) together. Given \( P \) and \( \varphi^\xi \) in (i), we define the following feedback control:

\[\alpha_t(x) := -R^{-1} B(\frac{P_t x^\xi_t}{B} + \varphi^\xi_t) - h(\mu_t).\]

Plugging the above \( \alpha \) into \([8]\), we obtain the SDE \([13]\). Since \( P \) is bounded and \( R > 0 \), the SDE \([13]\) is well-posed on \([0, T]\) and denote its solution by \( x^\xi \). Define

\[
\begin{align*}
y^\xi_t & := P_t x^\xi_t + \varphi^\xi_t, \\
z^\xi_t & := P_t \sigma, \\
z_0^\xi_t & := P_t \sigma_0 + \Lambda^0 \varphi^\xi_t.
\end{align*}
\]
Note that $y_t^\xi = P_T x_T^\xi + \varphi_T^\xi = G(x_T^\xi + g(\nu_T))$. Applying the Itô’s formula to $y_t^\xi$, it yields
\[
dy_t^\xi = -2AP_t + B^2 R^{-1}P_t^2 - Q_t^\xi dt
\]
\[
+ P_t[Ax_t^\xi - B^2 R^{-1}y_t^\xi - Bh(\mu_t) + f(\nu_t) + b(\mu_t)]dt + P_t \sigma dW_t + P_t \sigma_0 dW_t^0
\]
\[
- [(A - B^2 R^{-1}P_t)\varphi_t + P_t f(\nu_t) + P_t b(\mu_t) + Q t(\nu_t) - P_t Bh(\mu_t)]dt + \Lambda_t^0 \xi dW_t^0
\]
\[
= -(A - B^2 R^{-1}P_t)\varphi_t - Q_t^\xi A x_t^\xi - P_t B^2 R^{-1} y_t^\xi - Q(\nu_t) dt + P_t \sigma dW_t + (P_t \sigma_0 + \Lambda_t^0) dW_t^0
\]
\[
= -[A y_t^\xi + Q_t^\xi x_t^\xi + Q \cdot (\nu_t)] dt + z_t^\xi dW_t + z_t^0 \xi dW_t^0.
\]

By the standard BSDE theory, we know that $(y_t^\xi, z_t^\xi, z_t^0 \xi)$ is the unique solution to the BSDE in the stochastic Hamiltonian system (S) on $[0, T]$. Applying Assumption (B), we can use the inverse function theorem to derive that there exists a uniformly consistent condition (7) and Theorem 1, we have $(x, T)$ where
\[
\alpha_t^\xi = -R^{-1} B P_t x_t^\xi + \varphi_t^\xi - h(\mu_t) \text{ is the optimal control for the minimization problem (6).}
\]

3.2 NCE system

Until now, all the results derived in subsection 3.1 are based on given the stochastic measure flow $(\mu, \nu) \in L^2_{\mathbb{P}_t}([0, T]; \mathbb{R}) \times L^2_{\mathbb{P}_t}([0, T]; \mathbb{R})$.

In this subsection, we aim to characterize $(\mu^*, \nu^*)$ which satisfies the consistency condition (7). By the consistency condition (7) and Theorem 1, we have $(\mu^*, \nu^*)$ such that
\[
\mu_t^* \xi = \mathbb{E} \left[ \alpha_t^* \xi | \mathcal{F}_t^W \right] \quad \text{and} \quad \nu_t^* \xi = \mathbb{E} \left[ x_t^* \xi | \mathcal{F}_t^W \right]
\]
where $x^* \xi$ is the strong solution to the SDE
\[
\begin{cases}
\frac{dx_t^* \xi}{dt} = [(A - B^2 R^{-1} P_t)x_t^* \xi - B^2 R^{-1} \varphi_t^* \xi - Bh(\mu_t^* \xi)] \\
\quad + f(\nu_t^* \xi) + b(\mu_t^* \xi)] dt + \sigma dW_t + \sigma_0 dW_t^0,
\end{cases}
\]
(15)

$\varphi^* \xi$ is the solution to the BSDE
\[
\begin{cases}
\frac{d\varphi_t^* \xi}{dt} = -[(A - B^2 R^{-1} P_t)\varphi_t^* \xi + P_t f(\nu_t^* \xi) + P_t b(\mu_t^* \xi)] \\
\quad + Q t(\nu_t^* \xi) - P_t Bh(\mu_t^* \xi)] dt + \Lambda_t^0 \xi dW_t^0,
\end{cases}
\]
(16)

and $\alpha^* \xi$ is given by
\[
\alpha_t^* \xi := -R^{-1} B (P_t x_t^* \xi + \varphi_t^* \xi) - h(\mu_t^* \xi).
\]
(17)

Taking the conditional expectation of (17) on $\mathcal{F}_t^W$, we have
\[
\mu_t^* \xi = -R^{-1} B P_t \nu_t^* \xi - R^{-1} B \varphi_t^* \xi - h(\mu_t^* \xi),
\]
which leads to
\[
\mu_t^* \xi + h(\mu_t^* \xi) = -R^{-1} B P_t \nu_t^* \xi - R^{-1} B \varphi_t^* \xi.
\]

Applying Assumption (B), we can use the inverse function theorem to derive that there exists a uniformly Lipschitz continuous function $\rho : \mathbb{R} \to \mathbb{R}$ such that
\[
\mu_t^* \xi = \rho(-R^{-1} B P_t \nu_t^* \xi - R^{-1} B \varphi_t^* \xi)
\]
(18)

where
\[
|\rho'| = \left| \frac{1}{1 + h'} \right| \leq \frac{1}{\varepsilon_0}
\]
(19)
For simplicity, we define a function \( k : [0, T] \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) by
\[
k(t, x, y) := \rho(-R^{-1}BP_t x - R^{-1}By) \quad \text{for any } (t, x, y) \in [0, T] \times \mathbb{R} \times \mathbb{R}
\]
and thus Equation \(13\) becomes
\[
\mu^*_{t, \xi} = k(t, \nu^*_{t, \xi}, \phi^*_{t, \xi}).
\]
We note that \(k(t, \cdot, \cdot)\) is uniformly Lipschitz continuous in \(x\) and \(y\), uniformly in \([0, T]\). Taking the conditional expectation of \(15\) on \(F_0\), we have
\[
\nu^*_{t, \xi} = \mathbb{E}[\xi | F_0]
\]

which implies
\[
\begin{align*}
\nu^*_{t, \xi} &= (A - B^2R^{-1}P_t)\nu^*_{t, \xi} - B^2 R^{-1} \varphi^*_{t, \xi} - Bh(\mu^*_{t, \xi}) + b(\nu^*_{t, \xi}) + b(\mu^*_{t, \xi})]ds + \int_0^t \sigma_0 dW_s,
\end{align*}
\]
Substituting \(\mu^*_{t, \xi} = k(t, \nu^*_{t, \xi}, \phi^*_{t, \xi})\) into \(10\) and \(21\), we derive the following Nash certainty equivalence (NCE) system
\[
\begin{align*}
d\nu^*_{t, \xi} &= \left[(A - B^2R^{-1}P_t)\nu^*_{t, \xi} - B^2 R^{-1} \varphi^*_{t, \xi} - Bh\left(k(t, \nu^*_{t, \xi}, \phi^*_{t, \xi})\right)
+ f(\nu^*_{t, \xi}) + b\left(k(t, \nu^*_{t, \xi}, \phi^*_{t, \xi})\right)\right]dt + \sigma_0 dW_s,

d\varphi^*_{t, \xi} &= \left[(A - B^2R^{-1}P_t)\varphi^*_{t, \xi} + P_t f(\nu^*_{t, \xi}) + P_t b\left(k(t, \nu^*_{t, \xi}, \phi^*_{t, \xi})\right)
+ Ql(\nu^*_{t, \xi}) - P_t Bh\left(k(t, \nu^*_{t, \xi}, \phi^*_{t, \xi})\right)\right]dt + \Lambda^0_{t, \xi} dW_s,
\end{align*}
\]
Substituting \(\mu^*_{t, \xi} = k(t, \nu^*_{t, \xi}, \phi^*_{t, \xi})\) into \(10\) and \(21\), we derive the following Nash certainty equivalence (NCE) system
\[
\begin{align*}
\nu^*_{t, \xi} &= \mathbb{E}[\xi],
\varphi^*_{t, \xi} &= G(\nu^*_{t, \xi}).
\end{align*}
\]

The NCE system \(22\) is a coupled FBSDE driven by the common noise \(W^0\) only. In fact, the NCE system \(22\) is non-degenerate since \(\sigma_0 > 0\). Different from most of the existing literature, we shall prove the well-posedness of NCE system \(22\) without any monotonicity conditions by using the ideas in \([30, 53]\).

**Theorem 2** Suppose that Assumptions (A), (B) hold. For any \(\xi \in L^2_{\mathcal{F}_0}\), there exists a unique strong solution \((\nu^*_{t, \xi}, \varphi^*_{t, \xi}, \Lambda^0_{t, \xi})\) to the NCE system \(22\).

**Proof.** We would like to first derive an equivalent system of the NCE system \(22\). Let \(P\) be the unique solution to the Riccati equation \(10\). Define
\[
\eta_t := \exp \int_t^T (A - B^2R^{-1}P_s)ds.
\]
Then there exists some \(\varepsilon_1 > 0\) such that
\[
\varepsilon_1 \leq \eta_t \leq \frac{1}{\varepsilon_1}
\]
Suppose that \((\nu^*_{t, \xi}, \varphi^*_{t, \xi}, \Lambda^0_{t, \xi})\) is a strong solution to \(22\). We introduce the following transform:
\[
\tilde{\nu}_{t, \xi} = \eta_t \nu^*_{t, \xi},
\tilde{\varphi}_{t, \xi} = \eta_t^{-1} \varphi^*_{t, \xi},
\tilde{\Lambda}_{t, \xi} = \eta_t^{-1} \Lambda^0_{t, \xi}, \quad \text{for any } t \in [0, T].
\]
To simply the notations, we first define a function \(\tilde{k} : [0, T] \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) by
\[
\tilde{k}(t, x, y) := \rho(-R^{-1}BP_t \eta_t^{-1} x - R^{-1}By \eta_t) \quad \text{for any } (t, x, y) \in [0, T] \times \mathbb{R} \times \mathbb{R}
\]
and then we define functions \(\tilde{h}, \tilde{b} : [0, T] \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) by
\[
\tilde{h}(t, x, y) = h(\tilde{k}(t, x, y)) \quad \text{and} \quad \tilde{b}(t, x, y) = b(\tilde{k}(t, x, y)).
\]
By Assumptions (A), (B) and using (24), we know that \( \tilde{h}(t, \cdot, \cdot), \tilde{b}(t, \cdot, \cdot) \) are uniformly Lipschitz continuous in \( x \) and \( y \), uniformly in \( t \in [0, T] \). It can be verified that \( \( \tilde{\nu}^{*, \xi}, \tilde{\varphi}^{*, \xi}, \tilde{\Lambda}^{0, *, \xi} \) \) is a strong solution to the following FBSDE:

\[
\begin{aligned}
  d\tilde{\nu}^{*, \xi}_t &= \left[ -\eta_t^2 B^2 R^{-1} \tilde{\varphi}^{*, \xi}_t - \eta_t B\tilde{h}(t, \tilde{\nu}^{*, \xi}_t, \tilde{\varphi}^{*, \xi}_t) \\
  &\quad + \eta_t f(\eta_t^{-1} \tilde{\nu}^{*, \xi}_t) + \eta_t \tilde{b}(t, \tilde{\nu}^{*, \xi}_t, \tilde{\varphi}^{*, \xi}_t) \right] dt + \eta_t \sigma_0 dW^0_t, \\
  d\tilde{\varphi}^{*, \xi}_t &= - \left[ \eta_t^{-1} P_t f(\eta_t^{-1} \tilde{\nu}^{*, \xi}_t) + \eta_t^{-1} P_t \tilde{b}(t, \tilde{\nu}^{*, \xi}_t, \tilde{\varphi}^{*, \xi}_t) \\
  &\quad + \eta_t^{-1} Q(\eta_t^{-1} \tilde{\nu}^{*, \xi}_t) - \eta_t^{-1} P_t \tilde{b}(t, \tilde{\nu}^{*, \xi}_t, \tilde{\varphi}^{*, \xi}_t) \right] dt + \tilde{\Lambda}_t^{0, *, \xi} dW^0_t, \\
  \tilde{\nu}_0^{*, \xi} &= \eta_0 \mathbb{E}[\xi], \quad \tilde{\varphi}_T^{*, \xi} = G_g(\tilde{\nu}_T^{*, \xi}).
\end{aligned}
\] (28)

Similarly, we can check that if \( (\tilde{\nu}^{*, \xi}, \tilde{\varphi}^{*, \xi}, \tilde{\Lambda}^{0, *, \xi}) \) is a strong solution to (28), then \( (\nu^{*, \xi}, \varphi^{*, \xi}, \Lambda^{0, *, \xi}) \) is a strong solution to (22). Therefore, we show the equivalence between the NCE system (22) and the FBSDE (28).

We note that the coefficients in (28) satisfy the assumptions in [21, Theorem 2.6]. Therefore, we derive the well-posedness of the FBSDE (28). By the equivalence, we show the well-posedness of the NCE system (22).

**Remark 1**

(i) It is worth noting that, although \( \sigma_0 > 0 \) in the NCE system (22), its coefficients do not satisfy the corresponding growth conditions in [21, Theorem 2.6]. Therefore, we cannot directly apply the well-posedness result [21, Theorem 2.6] to the NCE system (22).

(ii) The non-degeneracy assumption \( \sigma_0 > 0 \) is necessary for the above global well-posedness result for the NCE system (22) without any monotonicity conditions. Otherwise, it is possible to construct an example such that the NCE system is not well-posed, see, e.g., [25, Section 4.2].

### 3.3 Master equation

Throughout this subsection, we assume that Assumptions (A), (B), (C) hold. We remind that the functions \( \rho \) and \( k \) are given in (18) and (20).

In this subsection, we consider the well-posedness of the following master equation corresponding to the Problem (MF):

\[
\begin{aligned}
  \partial_t V(t, x, \nu) &- \frac{1}{2} B^2 R^{-1} |\partial_x V(t, x, \nu)|^2 + \partial_x V(t, x, \nu) \left[ A_x - B_h \left( \rho \left( - R^{-1} \mathbb{E}[\partial_x V(t, \xi, \nu)] \right) \right) \\
  &+ f(\nu) + b \left( \rho \left( - R^{-1} \mathbb{E}[\partial_x V(t, \xi, \nu)] \right) \right) + \frac{1}{2} \partial_{xx} V(t, x, \nu) (\sigma^2 + \sigma_0^2) + \partial_x V(t, x, \nu) \left[ A\nu - B^2 R^{-1} \mathbb{E}[\partial_x V(t, \xi, \nu)] \right] \\
  &- B_h \left( \rho \left( - R^{-1} \mathbb{E}[\partial_x V(t, \xi, \nu)] \right) \right) + f(\nu) + b \left( \rho \left( - R^{-1} \mathbb{E}[\partial_x V(t, \xi, \nu)] \right) \right) \right] \\
  &+ \frac{1}{2} \partial_{\nu\nu} V(t, x, \nu) \sigma_0^2 + \partial_{xx} V(t, x, \nu) \sigma_0^2 + \frac{1}{2} Q(x + l(\nu))^2 &= 0, \\
  V(T, x, \nu) &= \frac{1}{2} G(x + g(\nu))^2,
\end{aligned}
\] (29)

where \( \xi \in L^2_{\mathbb{F}_T} \) with \( \mathbb{E}[\xi] = \nu \).

We shall study the well-posedness of the above master equation (29) via the following vectorial master equation

\[
\begin{aligned}
  \partial_t U(t, x, \nu) + \partial_x U(t, x, \nu) \left[ A_x - B^2 R^{-1} U(t, x, \nu) - B_h \left( \rho \left( - R^{-1} \mathbb{E}[U(t, \xi, \nu)] \right) \right) \right] \\
  &+ f(\nu) + b \left( \rho \left( - R^{-1} \mathbb{E}[U(t, \xi, \nu)] \right) \right) + \frac{1}{2} \partial_{xx} U(t, x, \nu) (\sigma^2 + \sigma_0^2) + \partial_x U(t, x, \nu) \left[ A\nu - B^2 R^{-1} \mathbb{E}[U(t, \xi, \nu)] \right] \\
  &- B_h \left( \rho \left( - R^{-1} \mathbb{E}[U(t, \xi, \nu)] \right) \right) + f(\nu) + b \left( \rho \left( - R^{-1} \mathbb{E}[U(t, \xi, \nu)] \right) \right) \right] \\
  &+ \frac{1}{2} \partial_{\nu\nu} U(t, x, \nu) \sigma_0^2 + \partial_{xx} U(t, x, \nu) \sigma_0^2 + AU(t, x, \nu) + Q(x + l(\nu)) = 0, \\
  U(T, x, \nu) &= G(x + g(\nu)).
\end{aligned}
\] (30)
The solution $U$ to the vectorial master equation serves as the decoupling field of the stochastic Hamiltonian system \([3]\). Thanks to the LQ setting, the solution $U$ has the form $U(t, x, \nu) = P(t) + \Phi(t, \nu)$ where $P$ is the unique solution to the Riccati equation \([10]\) and $\Phi$ solves

\[
\begin{aligned}
\begin{cases}
\partial_t \Phi(t, \nu) + \partial_\nu \Phi(t, \nu) \left[ (A - B^2 R_1) \nu - B^2 R_1 \Phi(t, \nu) - B h \left( k(t, \nu, \Phi(t, \nu)) \right) \right] \\
\quad + f(\nu) + b \left( k(t, \nu, \Phi(t, \nu)) \right) + \frac{1}{2} \partial_{\nu\nu} \Phi(t, \nu) \sigma^2_0 + (A - B^2 R_1 P(t, \nu)) \Phi(t, \nu) + P(t) f(\nu) \\
\quad + P(t) b \left( k(t, \nu, \Phi(t, \nu)) \right) + Q(t, \nu) - P(t) B h \left( k(t, \nu, \Phi(t, \nu)) \right) = 0,
\end{cases}
\end{aligned}
\tag{31}
\]

$\Phi(T, \nu) = G g(\nu)$. The solution $\Phi$ above is the decoupling field of the NCE system \([23]\). In light of the proof of Theorem 2 we shall consider the following FBSDE: for any $(t_0, \nu_0) \in [0, T] \times \mathbb{R}$

\[
\begin{aligned}
\begin{cases}
d\tilde{\nu}_{t_0}^{\nu_0} &= \left[ - \eta_t^2 B^2 R_{1}^{-1} \tilde{\nu}_{t_0}^{\nu_0} - \eta_t B \tilde{h}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \\
&\quad + \eta_t f(\eta_t^{-1} \tilde{\nu}_{t_0}^{\nu_0}) + \eta_t \tilde{b}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \right] dt + \eta_t \sigma_0 dW_t^0,
\end{cases}
\end{aligned}
\tag{32}
\]

\[
\begin{aligned}
\begin{cases}
d\tilde{\nu}_{t_0}^{\nu_0} &= \left[ \eta_t^{-1} P_t f(\eta_t^{-1} \tilde{\nu}_{t_0}^{\nu_0}) + \eta_t^{-1} P_t \tilde{b}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \\
&\quad + \eta_t^{-1} Q(t, \eta_t^{-1} \tilde{\nu}_{t_0}^{\nu_0}) - \eta_t^{-1} P_t B h(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \right] dt + \tilde{\Lambda}_t^{\nu_0} dW_t^0,
\end{cases}
\end{aligned}
\]

where $\tilde{g} \in C^2(\mathbb{R})$, $\eta_t$ is given in \([23]\) and $\tilde{h}, \tilde{b}$ are given in \([27]\). The decoupling field $\tilde{\Phi}$ of the FBSDE \([32]\) corresponds to the following PDE:

\[
\begin{aligned}
\begin{cases}
\partial_t \tilde{\Phi}(t, \nu) + \partial_\nu \tilde{\Phi}(t, \nu) \left[ - \eta_t^2 B^2 R_{1}^{-1} \tilde{\Phi}(t, \nu) - \eta_t B \tilde{h}(t, \tilde{\Phi}(t, \nu)) + \eta_t f(\eta_t^{-1} \nu) + \eta_t \tilde{b}(t, \nu, \tilde{\Phi}(t, \nu)) \right] \\
\quad + \frac{1}{2} \partial_{\nu\nu} \tilde{\Phi}(t, \nu) \sigma^2_0 + \eta_t^{-1} P_t f(\eta_t^{-1} \nu) + \eta_t^{-1} P_t \tilde{b}(t, \nu, \tilde{\Phi}(t, \nu)) + \eta_t^{-1} Q(t, \eta_t^{-1} \nu) - \eta_t^{-1} P_t B h(t, \nu, \tilde{\Phi}(t, \nu)) = 0,
\end{cases}
\end{aligned}
\tag{33}
\]

We need to show that $\tilde{\Phi} \in C^{1,2}([0, T] \times \mathbb{R})$ to verify $\tilde{\Phi}$ is indeed a classical solution to \([33]\). Let us consider the following FBSDE on $[t_0, T]$, which can be interpreted as a formal differentiation of \([32]\) with respect to $\nu_0$:

\[
\begin{aligned}
\begin{cases}
d\nabla \tilde{\nu}_{t_0}^{\nu_0} &= \left[ - \eta_t^2 B^2 R_{1}^{-1} \nabla \tilde{\nu}_{t_0}^{\nu_0} - \eta_t B \nabla \tilde{h}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \nabla \tilde{\nu}_{t_0}^{\nu_0} - \eta_t B \partial_\nu \tilde{h}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \nabla \tilde{\nu}_{t_0}^{\nu_0} \\
&\quad + f'(\eta_t^{-1} \nu) \nabla \tilde{\nu}_{t_0}^{\nu_0} + \eta_t \nabla \tilde{b}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \nabla \tilde{\nu}_{t_0}^{\nu_0} + \eta_t \nabla \partial_\nu \tilde{b}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \nabla \tilde{\nu}_{t_0}^{\nu_0} \right] dt, \\
\quad + f'(\eta_t^{-1} \nu) \nabla \tilde{\nu}_{t_0}^{\nu_0} \\
\quad + \eta_t \nabla \tilde{b}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \nabla \tilde{\nu}_{t_0}^{\nu_0} + \eta_t \nabla \partial_\nu \tilde{b}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \nabla \tilde{\nu}_{t_0}^{\nu_0} \\
\quad + \eta_t^{-1} P_t f(\eta_t^{-1} \nu) \nabla \tilde{\nu}_{t_0}^{\nu_0} + \eta_t^{-1} P_t \nabla \tilde{b}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \nabla \tilde{\nu}_{t_0}^{\nu_0} + \eta_t^{-1} P_t \nabla \partial_\nu \tilde{b}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \nabla \tilde{\nu}_{t_0}^{\nu_0} \\
\quad + \eta_t^{-1} P_t B \partial_\nu \tilde{h}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \nabla \tilde{\nu}_{t_0}^{\nu_0} - \eta_t^{-1} P_t B \partial_\nu \tilde{h}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \nabla \tilde{\nu}_{t_0}^{\nu_0} \\
\quad - \eta_t^{-1} P_t B \partial_\nu \tilde{h}(t, \tilde{\nu}_{t_0}^{\nu_0}, \tilde{\nu}_{t_0}^{\nu_0}) \nabla \tilde{\nu}_{t_0}^{\nu_0} \right] dt + \nabla \tilde{\Lambda}_t^{\nu_0} dW_t^0,
\end{cases}
\end{aligned}
\tag{34}
\]

Theorem 3 Let Assumptions (A), (B), (C) hold and let $\tilde{g} \in C^2(\mathbb{R})$ be a bounded function with bounded 1st and 2nd order derivatives. Then

(i) The FBSDE \([32]\) is well-posed on $[t_0, T]$ for any $(t_0, \nu_0) \in [0, T] \times \mathbb{R}$;

(ii) Define $\tilde{\Phi}(t_0, \nu_0) = \tilde{\nu}_{t_0}^{\nu_0}$ for any $(t_0, \nu_0) \in [0, T] \times \mathbb{R}$. Then $\tilde{\Phi} \in C^{1,2}([0, T] \times \mathbb{R})$, with bounded $\partial_\nu \tilde{\Phi}, \partial_{\nu\nu} \tilde{\Phi}$, is the unique classical solution to \([33]\).

Proof. (i) Note that the coefficients in \([32]\) meet the assumptions in \([30]\) Theorem 2.6]. Therefore, the FBSDE \([32]\) is well-posed for any $(t_0, \nu_0) \in [0, T] \times \mathbb{R}$. 

(ii) **Existence:** Define $\widetilde{F}(t_0, \nu_0) = \varphi_{t_0}^{0, \nu_0}$ for any $(t_0, \nu_0) \in [0, T] \times \mathbb{R}$. Applying [31] Corollary 2.8, there exists some $C_0 > 0$ such that $\|\partial_\nu \widetilde{F}\|_{L^\infty([0, T] \times \mathbb{R})} \leq C_0$.

Now we would like to show that $\partial_\nu \Phi, \partial_\nu \Phi \in C^0([0, T] \times \mathbb{R})$ are bounded. Let us consider the linear FBSDE on $[0, T]$ for any $t_0 \in [0, T]$. Note that Assumptions (A), (B), (C) imply that all the coefficients in FBSDE are bounded by some chosen $C_1 \geq C_0$. By standard FBSDE arguments (see e.g. [59]), there exists some $\delta_0 > 0$ depending on $C_1 > C_0$ such that the FBSDE is well-posed on $[T - \delta_0, T]$. Then we consider the FBSDE with $\bar{g}(\cdot)$ replaced by $\widetilde{F}(T - \delta_0, \cdot)$. Since $\|\partial_\nu \Phi(\cdot, \cdot)\|_{L^\infty([0, T] \times \mathbb{R})} \leq C_1$, the FBSDE is also well-posed on $[T - 2\delta_0, T - \delta_0]$. After finite steps, we are able to show that the FBSDE is well-posed on $[t_0, T]$. It implies that $\partial_\nu \Phi$ is a strong solution to FBSDE (32). Therefore, the uniqueness result follows by the well-posedness of the FBSDE.

With the uniform boundedness of $\partial_\nu \Phi$ and the continuity of $\partial_t \Phi, \partial_\nu \Phi$, it is rather standard to verify that $\Phi \in C^{1,2}([0, T] \times \mathbb{R})$ and it satisfies the PDE.

**Uniqueness:** Suppose that $\Phi \in C^{1,2}([0, T] \times \mathbb{R})$ is another classical solution to (33) with bounded $\partial_t \Phi$. For any $(t_0, \nu_0) \in [0, T] \times \mathbb{R}$, we first consider the following well-posed stochastic differential equation (SDE)

\[
\begin{cases}
\begin{aligned}
d\bar{v}_t^{t_0, \nu_0} &= \left[ -\eta_t^2 B^2 R^{-1} \Phi(t, \bar{v}_t^{t_0, \nu_0}) - \eta_t B\bar{h}(t, \bar{v}_t^{t_0, \nu_0}, \Phi(t, \bar{v}_t^{t_0, \nu_0})) \\
&+ \eta_t f(\eta_t^{-1} \bar{v}_t^{t_0, \nu_0}) + \eta_t \bar{b}(t, \bar{v}_t^{t_0, \nu_0}, \Phi(t, \bar{v}_t^{t_0, \nu_0})) \right] dt + \eta_t \sigma_0 dW_t^0, \\
\bar{v}_0^{t_0, \nu_0} &= \eta_0 \nu_0.
\end{aligned}
\end{cases}
\]

Let $\tilde{\varphi}_{t_0}^{t_0, \nu_0} := \Phi(t, \bar{v}_t^{t_0, \nu_0})$. Since $\Phi$ is a classical solution to (33), it can be easily checked that $(\tilde{\varphi}_{t_0}^{t_0, \nu_0}, \bar{\Lambda}_{t_0}^{t_0, \nu_0})$ solves the BSDE in (32). Indeed, $\Phi(t, \nu) = \eta_t G(\eta_t \nu)$ implies the boundedness and it satisfies the PDE in (32) with bounded $\partial_\nu \Phi$.

**Theorem 4** Let Assumptions (A), (B), (C) hold. Then the PDE (31) admits a unique classical solution $\Phi$ with bounded $\partial_t \Phi, \partial_\nu \Phi$.

**Proof.** It can be easily checked that the equations (31) and (33) with $\bar{g}(\nu) = \eta_T G(\eta_T \nu)$ are equivalent, i.e. $\Phi(t, \nu) := \eta_t^{-1} \Phi(t, \eta_t \nu)$ is a solution to (31) if and only if $\widetilde{F}(t, \nu)$ is a solution to (33) with $\bar{g}(\nu) = \eta_T G(\eta_T \nu)$. Then, by Theorem 3, we obtain the PDE admits a unique classical solution $\Phi$. Together with (24), the boundedness of $\partial_\nu \Phi$ implies the boundedness of $\partial_\nu \Phi, \partial_\nu \Phi$.

**Theorem 5** Let Assumptions (A), (B), (C) hold and let $\Phi$ be given in Theorem 4. Then

\[
U(t, x, \nu) := P_t x + \Phi(t, \nu)
\]

is the unique classical solution to the vectorial master equation (30) with bounded $\partial_x U, \partial_t U, \partial_\nu U$.

**Proof.** Existence: We first check that $U$ satisfies the terminal condition

\[
U(T, x, \nu) = P_T x + \Phi(T, \nu) = G(x + g(\nu)).
\]

At the end we verify that $U$ indeed satisfies the vectorial master equation (30). Using (10) and (31), we obtain

\[
\begin{aligned}
\partial_t U(t, x, \nu) &= \partial_t \Phi(t, \nu) \\
&= (-2 A P_t + B^2 R^{-1} P_t - Q) x - \partial_t \Phi(t, \nu) \left[ (A - B^2 R^{-1} P_t) \nu - B^2 R^{-1} \Phi(t, \nu) \\
&- B\bar{h}(\rho(-R^{-1} B P_t \nu - R^{-1} B \Phi(t, \nu))) + f(\nu) + b(\rho(-R^{-1} B P_t \nu - R^{-1} B \Phi(t, \nu))) \right] \\
&- \frac{1}{2} \partial_\nu \Phi(t, \nu) \sigma_0^2 - (A - B^2 R^{-1} P_t) \Phi(t, \nu) - P_t f(\nu) - P_t b\left( \rho(-R^{-1} B P_t \nu - R^{-1} B \Phi(t, \nu)) \right) \\
&- Q(\nu) - P_t \bar{h}\left( \rho(-R^{-1} B P_t \nu - R^{-1} B \Phi(t, \nu)) \right).
\end{aligned}
\]

Moreover, we have

\[
\partial_x U(t, x, \nu) = \partial_x \Phi(t, \nu), \quad \partial_\nu U(t, x, \nu) = \partial_\nu \Phi(t, \nu).
\]
are bounded. Plugging the above terms into (30) and using (31), it is straightforward to show that \( U \) is a classical solution to the vectorial master equation (29).

**Uniqueness:** We remind that the solution \( U \) to (30) serves as the decoupling field of the stochastic Hamiltonian system (3). Following the uniqueness argument in Theorem 5 the well-posedness of the stochastic Hamiltonian system (3) implies the uniqueness of a solution to the vectorial master equation (30).

**Theorem 6** Let Assumptions (A), (B), (C) hold. Then the master equation (29) admits a unique classical solution \( V \) with bounded \( \partial_x V, \partial_{xx} V, \partial_{xxx} V \).

**Proof. Existence:** Let \((t_0, x_0, \nu_0) \in [0, T] \times \mathbb{R} \times \mathbb{R} \) and let \( U \) be the unique classical solution to the vectorial master equation (30) given in Theorem 5. For any \( \xi \in L^2_{\mathbb{F}}_{t_0} \) with \( \mathbb{E} [\xi] = \nu_0 \), the SDE

\[
\begin{align*}
\left\{ \begin{array}{l}
 dx^*_{t_0} &\equiv [Ax^*_{t_0} - B^2 R^{-1} U(t, x^*_{t_0}, \nu^*_{t_0}) - B h(\mu^*_{t_0}, \xi) + f(\nu^*_{t_0}, \xi) + b(\mu^*_{t_0}, \xi)]dt \\
 &\quad + \sigma dW_t + \sigma_0 dW^0_t, \\
x^*_{t_0} &\equiv \xi,
\end{array} \right.
\end{align*}
\]

is well-posed on \([0, T]\) where

\[
\mu^*_{t_0, \xi} := \rho(-R^{-1} B\mathbb{E} [U(t, x^*_{t_0}, \nu^*_{t_0}) | \mathcal{F}^W_t]) \quad \text{and} \quad \nu^*_{t_0, \xi} := \mathbb{E} [x^*_{t_0, \xi} | \mathcal{F}^W_t].
\]

Given \((\mu^*_{t_0, \xi}, \nu^*_{t_0, \xi})\) above, the SDE: for any \( x_0 \in \mathbb{R} \)

\[
\begin{align*}
\left\{ \begin{array}{l}
 dx_{t_0, x_0} &\equiv [Ax_{t_0, x_0, \xi} - B^2 R^{-1} U(t, x^*_{t_0, x_0, \xi}, \nu^*_{t_0, x_0, \xi}) - B h(\mu^*_{t_0, x_0, \xi}) + f(\nu^*_{t_0, x_0, \xi}) + b(\mu^*_{t_0, x_0, \xi})]dt \\
 &\quad + \sigma dW_t + \sigma_0 dW^0_t, \\
x^*_{t_0, x_0, \xi} &\equiv x_0,
\end{array} \right.
\end{align*}
\]

is also well-posed on \([t_0, T]\). Then we can define

\[
V(t_0, x_0, \nu_0) := \frac{1}{2} \mathbb{E} \left\{ \int_{t_0}^T \frac{1}{2} \mathbb{E} \left[ \int_{t_0}^{T} Q \left( x^*_{t_0, x_0, \xi} + l(\nu^*_{t_0, \xi}) \right)^2 + R \left( \alpha^*_{t_0, x_0, \xi} + h(\mu^*_{t_0, \xi}) \right)^2 \right] dt + G \left( x^*_{t_0, x_0, \xi} + g(\mu^*_{t_0, \xi}) \right)^2 \right\}
\]

where

\[\alpha^*_{t_0, x_0, \xi} := -BR^{-1} U(t, x^*_{t_0, x_0, \xi}, \nu^*_{t_0, x_0, \xi}) - h(\mu^*_{t_0, x_0, \xi}).\]

We note that \( U \in C^{1,2,2}([0, T] \times \mathbb{R} \times \mathbb{R}) \) implies \( V \in C^{1,2,2}([0, T] \times \mathbb{R} \times \mathbb{R}) \). By the derivation of \( U \), we know that

\[
V(t_0, x_0, \nu_0) = \inf_{\alpha \in \mathcal{U}(t_0, T)} \frac{1}{2} \mathbb{E} \left\{ \int_{t_0}^T \frac{1}{2} \mathbb{E} \left[ \int_{t_0}^{T} Q \left( x^*_{t_0, x_0, \xi} + l(\nu^*_{t_0, \xi}) \right)^2 + R \left( \alpha^*_{t_0, x_0, \xi} + h(\mu^*_{t_0, \xi}) \right)^2 \right] dt + G \left( x^*_{t_0, x_0, \xi} + g(\mu^*_{t_0, \xi}) \right)^2 \right\}
\]

where

\[
\left\{ \begin{array}{l}
 dx_{t_0, x_0, \xi, \alpha} &\equiv [Ax_{t_0, x_0, \xi} + B\alpha t + f(\nu^*_{t_0, x_0, \xi}) + b(\mu^*_{t_0, x_0, \xi})]dt + \sigma dW_t + \sigma_0 dW^0_t, \\
x^*_{t_0, x_0, \xi, \alpha} &\equiv x_0.
\end{array} \right.
\]

Following the standard dynamic programming arguments, it is straightforward to check that \( V \) satisfies the master equation (29) and \( \partial_x V(t, x, \nu) = U(t, x, \nu) \).

**Uniqueness:** Suppose that \( V \in C^{1,2,2}([0, T] \times \mathbb{R} \times \mathbb{R}) \) is another classical solution to the master equation (29) with bounded \( \partial_x V, \partial_{xx} V, \partial_{xxx} V \).

We claim that \( \bar{U} := \partial_x V \) is the decoupling field of the stochastic Hamiltonian system (3). Let

\[
\left\{ \begin{array}{l}
 d\bar{x}_{t_0, \xi} &\equiv [A\bar{x}_{t_0, \xi} - B^2 R^{-1} U(t, \bar{x}_{t_0, \xi}, \bar{\nu}_{t_0, \xi}) - B h(\bar{\mu}_{t_0, \xi}) + f(\bar{\nu}_{t_0, \xi}) + b(\bar{\mu}_{t_0, \xi})]dt \\
 &\quad + \sigma dW_t + \sigma_0 dW^0_t, \\
\bar{x}_{t_0, \xi} &\equiv \xi
\end{array} \right.
\]
where
\[ \tilde{\nu}_t^{i,0,\xi} := \rho( -R^{-1}B\mathbb{E}[\tilde{U}(t, \tilde{x}_t^{i,0,\xi}, \nu_t^{i,0,\xi})|\mathcal{F}_t^W]) \quad \text{and} \quad \tilde{v}_t^{i,0,\xi} := \mathbb{E}[\tilde{x}_t^{i,0,\xi}|\mathcal{F}_t^W]. \]
We then let
\[ \begin{aligned}
\tilde{y}_t^{i,0,\xi} &:= \tilde{U}(t, \tilde{x}_t^{i,0,\xi}, \tilde{v}_t^{i,0,\xi}), \\
\tilde{z}_t^{i,0,\xi} &:= \sigma \partial_x \tilde{U}(t, \tilde{x}_t^{i,0,\xi}, \tilde{v}_t^{i,0,\xi}), \\
\tilde{z}_t^{0,0,\xi} &:= \partial_0 \tilde{U}(t, \tilde{x}_t^{i,0,\xi}, \tilde{v}_t^{i,0,\xi}) + \partial_\nu \tilde{U}(t, \tilde{x}_t^{i,0,\xi}, \tilde{v}_t^{i,0,\xi}).
\end{aligned} \tag{41} \]

It can be verified that \((\tilde{x}_t^{i,0,\xi}, \tilde{y}_t^{i,0,\xi}, \tilde{z}_t^{0,0,\xi})\) is a strong solution to the stochastic Hamiltonian system given \((\tilde{\nu}_t^{i,0,\xi}, \tilde{\nu}_t^{i,0,\xi})\). We cannot directly utilize the Itô’s formula and then use the vectorial master equation to obtain the verification since \(\tilde{U}\) is not regular enough. However, a perturbation argument can be applied to overcome the difficulty and we sketch the proof in the following. We first use the standard smooth mollifier to modify the function \(\tilde{U}\) in \(x\) and \(\nu\) variables to obtain a sequence of smooth functions \(\{\tilde{U}_n\}_n\) with uniformly bounded \(\partial_x \tilde{U}_n\) and \(\partial_\nu \tilde{U}_n\). Since \(\tilde{V}\) satisfies the master equation \(40\), we can show \(\tilde{U}_n\) satisfies a perturbed vectorial master equation. We can then define \((\tilde{x}_n^{i,0,\xi}, \tilde{y}_n^{i,0,\xi}, \tilde{z}_n^{0,0,\xi})\) as the ones in \(40\) and \(41\), respectively, however using \(\tilde{U}_n\) instead of \(\tilde{U}\). It can be shown that \((\tilde{x}_n^{i,0,\xi}, \tilde{y}_n^{i,0,\xi}, \tilde{z}_n^{0,0,\xi})\) is a strong solution to a perturbed stochastic Hamiltonian system. By the properties of the sequence \(\{\tilde{U}_n\}_n\), we are able to show that \((\tilde{x}_n^{i,0,\xi}, \tilde{y}_n^{i,0,\xi}, \tilde{z}_n^{0,0,\xi})\) converges to \((\tilde{x}_t^{i,0,\xi}, \tilde{y}_t^{i,0,\xi}, \tilde{z}_t^{0,0,\xi})\) and, moreover, \((\tilde{x}_t^{i,0,\xi}, \tilde{y}_t^{i,0,\xi}, \tilde{z}_t^{0,0,\xi})\) is the strong solution to the stochastic Hamiltonian system given \((\tilde{\nu}_t^{i,0,\xi}, \tilde{\nu}_t^{i,0,\xi})\).

Then, by the comparison principle (see e.g. \(29\)), we have \(c(t, \nu) = 0\) for any \((t, \nu) \in [0, T] \times \mathbb{R}\). Therefore, there exists a function \(c : [0, T] \times \mathbb{R} \rightarrow \mathbb{R}\) such that \(V(t, x, \nu) = \tilde{V}(t, x, \nu) + c(t, \nu)\) for any \((t, x, \nu) \in [0, T] \times \mathbb{R} \times \mathbb{R}\). Since both \(V\) and \(\tilde{V}\) satisfy the master equation \(29\), we can check that \(c\) satisfies
\[ \begin{aligned}
\partial_t c(t, \nu) + \partial_x c(t, \nu) A\nu + \frac{1}{2} \partial_{\nu\nu} c(t, \nu) \sigma_0^2 &= 0, \\
c(T, \nu) &= 0.
\end{aligned} \tag{42} \]

Then, by the comparison principle (see e.g. \(29\)), we have \(c(t, \nu) = 0\) for any \((t, \nu) \in [0, T] \times \mathbb{R}\). Therefore, there exists a function \(c : [0, T] \times \mathbb{R} \rightarrow \mathbb{R}\) such that \(V(t, x, \nu) = \tilde{V}(t, x, \nu) + c(t, \nu)\) for any \((t, x, \nu) \in [0, T] \times \mathbb{R} \times \mathbb{R}\). Therefore, the uniqueness result for the master equation \(29\) follows. \(\blacksquare\)

4 \hspace{1cm} N-player game

Following the same idea in the Problem (MF), we shall first characterize the optimal control for each player in the Problem (NP). In this section, we need \(f = b = 0\) and \(\sigma > 0\).

Suppose that \(\alpha^* := (\alpha_1^*, \ldots, \alpha_N^*)\) is the Nash equilibrium (NE) for the Problem (NP). Thus, for any i.i.d. \(\xi^i \in L^2_{\mathbb{F}_0}, 1 \leq i \leq N\), the optimal path of the \(i\)th player is given by
\[ \begin{aligned}
dx_t^{i,\xi} &= [Ax_t^{i,\xi} + B\alpha_t^{i,\xi}]dt + \sigma dW_t^i + \sigma_0 dW_t^0, \\
x_0^{i,\xi} &= \xi^i.
\end{aligned} \tag{43} \]

We then apply the stochastic maximum principle to the Problem (NP) to obtain the following optimality condition:
\[ \alpha_t^i := (\alpha_t^{i,i})_{1 \leq i \leq N} = \left( -R^{-1}B\tilde{y}_t^{i,i} - h(\mu_t^{N,i}) \right)_{1 \leq i \leq N}, \tag{44} \]
where \((y^*, z^*, z_{0,*}) := ((y^{i,i})_{1 \leq i \leq N}, (z^{i,j})_{1 \leq i, j \leq N}, (z_{0,*}^{i,i})_{1 \leq i \leq N})\) solves the following BSDE
\[ \begin{aligned}
dy_t^{i,i} &= -[Ay_t^{i,i} + Qx_t^{i,i} + Ql(\nu_t^{N,i})]dt + \sum_{j=1}^{N} z_t^{i,j}dW_t^j + z_{0,*}^{i,i}dW_t^0, \\
y_T^{i,i} &= G(x_T^{i,i} + g(\nu_T^{N,i})).
\end{aligned} \tag{45} \]

Recalling the definition of the \(\mu_t^{N,i}\), we have for any \(1 \leq i \leq N\)
\[ \mu_t^{N,i} + \frac{1}{N-1} \sum_{j \neq i} h(\mu_t^{N,j}) = \Delta_t^{N,i} := -R^{-1}B\lambda_t^{N,i}, \tag{46} \]
where
\[ \lambda_{y, t}^N := \frac{1}{N - 1} \sum_{j \neq i} y^j \quad \text{for any } y = (y^1, \ldots, y^N). \quad (47) \]

Introducing
\[ h_i^N (\mu_{\alpha_i^1}, \ldots, \mu_{\alpha_i^N}) := \frac{1}{N - 1} \sum_{j \neq i} h(\mu_{\alpha_i^j}^N), \]
then the above relationship (46) is equivalent to the following: \( N \)-coupled equations:
\[ \begin{align*}
\mu_{\alpha_i^1} + h_i^N (\mu_{\alpha_i^1}, \ldots, \mu_{\alpha_i^N}) &= \Delta_{s, t}^N, \\
\vdots & \vdots \\
\mu_{\alpha_i^N} + h_i^N (\mu_{\alpha_i^1}, \ldots, \mu_{\alpha_i^N}) &= \Delta_{s, t}^N,
\end{align*} \quad (48) \]

which can also be written as
\[ \begin{align*}
F_1 (\Delta_{s, t}^N, \ldots, \Delta_{s, t}^N, \mu_{\alpha_i^1}, \ldots, \mu_{\alpha_i^N}) &= 0, \\
\vdots & \vdots \\
F_N (\Delta_{s, t}^N, \ldots, \Delta_{s, t}^N, \mu_{\alpha_i^1}, \ldots, \mu_{\alpha_i^N}) &= 0,
\end{align*} \]

where
\[ F_i (\Delta^1, \ldots, \Delta^N, \mu^1, \ldots, \mu^N) := \mu^i + h_i^N (\mu^1, \ldots, \mu^N) - \Delta^i. \]

Then
\[ D_{\mu} F_i := \begin{bmatrix}
\frac{\partial F_i}{\partial \mu^1} & \cdots & \frac{\partial F_i}{\partial \mu^N} \\
\vdots & \ddots & \vdots \\
\frac{\partial F_i}{\partial \mu^N} & \cdots & \frac{\partial F_i}{\partial \mu^N}
\end{bmatrix}
\begin{pmatrix}
\Delta_{s, t}^1, \ldots, \Delta_{s, t}^N, \mu_{\alpha_i^1}, \ldots, \mu_{\alpha_i^N}
\end{pmatrix} \quad (49) \]

We need the following assumption to show the above matrix \( D_{\mu} F_i \) is uniformly bounded away from zero, uniformly in \( N \).

**Assumption (B')** There exists some \( \varepsilon_0 > 0 \) such that \( |h'(\cdot)| \leq 1 - \varepsilon_0 \).

**Lemma 1** Under Assumptions (B') and (C), for any positive integer \( N \) we have the eigenvalues \( \{\lambda_{t, s}^{N,j}\}_{1 \leq j \leq N} \) of the matrix \( D_{\mu} F_i \) defined in (49) satisfying
\[ \min_{1 \leq j \leq N} \lambda_{t, s}^{N,j} \geq \varepsilon_0 \quad \text{for all } t \in [0, T]. \quad (50) \]

**Proof.** We use the Gershgorin circle theorem to derive
\[ \{\lambda_{t, s}^{N,j}\}_{1 \leq j \leq N} \subset \left\{ \lambda \in \mathbb{C} : |\lambda - 1| \leq \frac{1}{N - 1} \sum_{j \neq i} h'(\mu_{\alpha_i^j}^N) \right\}. \]

Applying Assumptions (B') and (C), for any positive integer \( N \), we have
\[ \{\lambda_{t, s}^{N,j}\}_{1 \leq j \leq N} \subset \{ \lambda \in \mathbb{C} : |\lambda - 1| \leq 1 - \varepsilon_0 \} \]
and thus (50) holds. \( \blacksquare \)

With Lemma 1, we apply the implicit function theorem to obtain that there exist uniformly Lipschitz continuous functions \( \rho_i^N : \mathbb{R}^d \to \mathbb{R}, 1 \leq i \leq N \), with their Lipschitz constants independent of \( N \) such that
\[ \mu_{\alpha_i^t}^N = \rho_i^N (\Delta_{s, t}^{N,1}, \ldots, \Delta_{s, t}^{N,N}), \quad (51) \]
and thus we deduce the NE

\[ \alpha^*_i = (\alpha^*_{i,j})_{1 \leq i \leq N} = \left( -R^{-1}B\gamma^{*,i}_t - h\left( \rho_i^N(\Delta_{x,i}^{N,1}, \ldots, \Delta_{x,i}^{N,N}) \right) \right)_{1 \leq i \leq N}. \]  

Substituting the NE into the state equation \((55)\), we obtain

\[
\begin{aligned}
 dx_t^{*,:i} &= \left[ Ax_t^{*,:i} - B2R^{-1}y_t^{*,:i} - Bh(\rho_i^N(\Delta_{x,i}^{N,1}, \ldots, \Delta_{x,i}^{N,N})) \right] dt + \sigma dW^i_t + \sigma_0 dW^0_t, \\
 x_0^{*,:i} &= \xi^i. 
\end{aligned}
\]  

Combining \((53)\) and \((56)\), we derive the following system of \(N\)-coupled FBSDEs:

\[
\begin{aligned}
 dx_t^{*,:i} &= \left[ Ax_t^{*,:i} - B2R^{-1}y_t^{*,:i} - Bh(\rho_i^N(\Delta_{x,i}^{N,1}, \ldots, \Delta_{x,i}^{N,N})) \right] dt + \sigma dW^i_t + \sigma_0 dW^0_t, \\
 dy_t^{*,:i} &= -[Ay_t^{*,:i} + Qy_t^{*,:i} + Ql(\nu_{x,i}^N)]dt + \sum_{j=1}^N z_t^{*,i,j} dW^j_t + z_t^{0,*,:i} dW^0_t, \\
 x_0^{*,:i} &= \xi^i, \quad y_0^{*,:i} = G(x_T^{*,:i} + g(\nu_{x,i}^N)). 
\end{aligned}
\]  

We show in the following theorem that, under Assumptions (A), (B'), (C), the above system \((54)\) is well-posed.

**Theorem 7** Suppose that Assumptions (A), (B'), (C) hold and \(\sigma > 0\). Let \(\xi^i \in L^2_{\mathbb{F}_0}, 1 \leq i \leq N\), be i.i.d. random variables. 

(i) The following system of \(N\)-coupled FBSDEs

\[
\begin{aligned}
 dx_t^{*,:i} &= \left[ (A - B2R^{-1}P_1)x_t^{*,:i} - B2R^{-1}\varphi_t^{*,i} - Bh\left( k_t^N(t, \nu_{x,i}^{N,1}, \ldots, \nu_{x,i}^{N,N}, \lambda_{\varphi,i}^{1,1}, \ldots, \lambda_{\varphi,i}^{N,N}) \right) \right] dt \\
 &\quad + \sigma dW^i_t + \sigma_0 dW^0_t, \\
 d\varphi_t^{*,i} &= -\left[ (A - B2R^{-1}P_1)\varphi_t^{*,i} + Ql(\nu_{x,i}^N) - P_1 Bh\left( k_t^N(t, \nu_{x,i}^{N,1}, \ldots, \nu_{x,i}^{N,N}, \lambda_{\varphi,i}^{1,1}, \ldots, \lambda_{\varphi,i}^{N,N}) \right) \right] dt \\
 &\quad + \sum_{j=1}^N \Lambda_t^{*,i,j} dW^j_t + \Lambda_t^{0,*,:i} dW^0_t, \\
 x_0^{*,:i} &= \xi^i, \varphi_0^{*,i} = G(\nu_{x,i}^N),
\end{aligned}
\]  

admits a unique strong solution

\((x^* := (x^{*,i})_{1 \leq i \leq N}, \varphi^* := (\varphi^{*,i})_{1 \leq i \leq N}, \Lambda^* := (\Lambda^{*,i,j})_{1 \leq i,j \leq N}, \Lambda^{0,*} := (\Lambda^{0,*,:i})_{1 \leq i \leq N}),\)

where \(P\) is the unique solution to \((10)\) and \(k^N, 1 \leq i \leq N\), is defined by: for \(x, \varphi \in \mathbb{R}^N\)

\[
k_t^N(t, \nu_{x,i}^{N,1}, \ldots, \nu_{x,i}^{N,N}, \lambda_{\varphi,i}^{1,1}, \ldots, \lambda_{\varphi,i}^{N,N}) := \rho_t^N \left( -R^{-1}B[P_i(\nu_{x,i}^{N,1} + \lambda_{\varphi,i}^{1,1}), \ldots, -R^{-1}B[P_i(\nu_{x,i}^{N,N} + \lambda_{\varphi,i}^{N,N})] \right). \]  

(ii) Given \(x^*\) in (i), we define

\[
\begin{aligned}
 y_t^* := (y_t^{*,i})_{1 \leq i \leq N} := (P_1 x_t^{*,i} + \varphi_t^{*,i})_{1 \leq i \leq N}, \\
z_t^* := (z_t^{*,i,j})_{1 \leq i,j \leq N} := (P_t \sigma + \Lambda_t^{*,i,j})_{1 \leq i,j \leq N}, \\
z_t^{0,*} := (z_t^{0,*,:i})_{1 \leq i \leq N} := (P_t \sigma_0 + \Lambda_t^{0,*,:i})_{1 \leq i \leq N}.
\end{aligned}
\]  

Then the system \((54)\) of \(N\)-coupled FBSDEs admits a unique strong solution \((x^*, y^*, z^*, z^{0,*})\).

(iii) The NE of the Problem (NP) can be represented in the feedback form

\[
\alpha_t^* := (\alpha_t^{*,i})_{1 \leq i \leq N} = \left( -R^{-1}B(P_t x_t^{*,i} + \varphi_t^{*,i}) - h\left( k_t^N(t, \nu_{x,i}^{N,1}, \ldots, \nu_{x,i}^{N,N}, \lambda_{\varphi,i}^{1,1}, \ldots, \lambda_{\varphi,i}^{N,N}) \right) \right)_{1 \leq i \leq N}. \]  

**Proof.** (i) The proof is similar to that of the well-posedness of the NCE system \((22)\) for the mean field game. We remind that \(\eta_t = \exp \int_t^T (A - B2R^{-1}P_2)ds\) and

\[
0 < \varepsilon_1 \leq \eta_t \leq \frac{1}{\varepsilon_1} \quad \text{for some } \varepsilon_1 > 0.
\]
For any $t \in [0, T]$, we introduce the following transformations

$$
\bar{x}^*_t := (\bar{x}^*_t)^i_{1 \leq i \leq N} := (\eta^*_t)^i_{1 \leq i \leq N}, \quad \bar{\varphi}^*_t := (\bar{\varphi}^*_t)^i_{1 \leq i \leq N} := (\eta^*_t \bar{\varphi}^*_t)^i_{1 \leq i \leq N},

\tilde{\Lambda}^*_t := (\tilde{\Lambda}^*_t)^{i,j}_{1 \leq i,j \leq N} := (\eta^*_t \Lambda^*_t)^{i,j}_{1 \leq i,j \leq N}, \quad \tilde{\Lambda}_t := (\tilde{\Lambda}_t)^{i,j}_{1 \leq i,j \leq N} := (\eta^*_t \Lambda^*_t)^{i,j}_{1 \leq i,j \leq N},
$$

and we define for any $x, y \in \mathbb{R}^N$

$$
\bar{k}^N_i (t, \nu^N, x, \ldots, \nu^N, y, \lambda^N, \ldots, \lambda^N, y) := \rho_i \left( -R^{-1} B [P_t \eta^*_t \nu^N, + \eta_t \lambda^N], \ldots, -R^{-1} B [P_t \eta^*_t \nu^N, + \eta_t \lambda^N, y] \right).
$$

By a straightforward calculation, we can verify that $(\bar{x}^*, \bar{\varphi}^*, \tilde{\Lambda}^*, \Lambda^*, \tilde{\Lambda})$ corresponds to the following system of $N$-coupled FBSDEs:

$$
\begin{aligned}
d\bar{x}^*_t &= \left[ -\eta^*_t B^2 R^{-1} \bar{\varphi}^*_t - \eta_t \bar{B} \left( \bar{k}^N_i (t, \nu^N, x, \ldots, \nu^N, y, \lambda^N, \ldots, \lambda^N, y) \right) \right] dt \\
&\quad + \eta_t \sigma dW^i_t + \eta_t \sigma_0 dW^0_t, \\
d\bar{\varphi}^*_t &= \left[ -\eta^*_t^{-1} Q (\eta_t^{-1} \nu^N, x) - \eta_t^{-1} P \bar{B} \left( \bar{k}^N_i (t, \nu^N, x, \ldots, \nu^N, y, \lambda^N, \ldots, \lambda^N, y) \right) \right] dt \\
&\quad + \sum_{j=1}^N \tilde{\Lambda}^*_{ij} dW^j_t + \tilde{\Lambda}^*_{0} dW^0_t, \\
\bar{x}^*_t &= \eta_0 \tilde{\Phi}^* t + \bar{G} (\nu^N, x),
\end{aligned}
$$

and the system (55) is equivalent to the system (59). Since $\sigma, \sigma_0 > 0$, the well-posedness of the system (59) again can be guaranteed by [30, Theorem 2.6]. Therefore we derive the well-posedness of the system (55).

(ii) Let $(y^*, z^*, z^{0,*})$ be as in (57). Then we can easily check that $(x^*, y^*, z^*, z^{0,*})$ is a strong solution to the system (53). The uniqueness of the strong solution to (54) on $[0, T]$ follows from the standard local well-posedness theory of FBSDEs.

(iii) Using (51) and the $y^*$ given in (57), we know that $\alpha^*$ in (55) is the NE of the Problem (NP) in the feedback form.

**Remark 2** In Theorem (ii), (iii), we show the $N$-player open-loop Nash equilibrium is in fact of closed-loop form. However, we emphasize that such open-loop Nash equilibrium is not an $N$-player closed-loop Nash equilibrium.

We introduce the following two PDEs. Their solutions $u^{N,i}(t, x)$ and $\Psi^{N,i}(t, x)$ serve as decoupling fields of the FBSDEs (52) and (55), respectively.

$$
\begin{aligned}
\partial_t u^{N,i}(t, x) &+ \sum_{j=1}^N \partial_{x^j} u^{N,i}(t, x) \left[ A x^j - B^2 R^{-1} u^{N,j}(t, x) - B \left( k^N_j (t, \nu^N, x, \ldots, \nu^N, y, \lambda^N, \ldots, \lambda^N, y) \right) \right] \\
&+ \frac{1}{2} \sum_{j=1}^N \partial_{x^j} u^{N,i}(t, x) \sigma_0^2 + \frac{1}{2} \sum_{j=1}^N \partial_{x^j} u^{N,i}(t, x) \sigma_0^2 + A u^{N,i}(t, x) + Q x^i + Q l (\nu^N, i) = 0,
\end{aligned}
$$

and

$$
\begin{aligned}
\partial_t \Psi^{N,i}(t, x) &+ \sum_{j=1}^N \partial_{x^j} \Psi^{N,i}(t, x) \left[ A - B^2 R^{-1} \bar{P}_j x^j - B^2 R^{-1} \Psi^{N,j}(t, x) \right] \\
&- B \left( k^N_j (t, \nu^N, x, \ldots, \nu^N, y, \lambda^N, \ldots, \lambda^N, y) \right) + \frac{1}{2} \sum_{j=1}^N \partial_{x^j} \partial_{x^j} \Psi^{N,i}(t, x) \sigma_0^2 \\
&+ \frac{1}{2} \sum_{j=1}^N \partial_{x^j} \Psi^{N,i}(t, x) \sigma_0^2 + (A - B^2 R^{-1} \bar{P}_j) \Psi^{N,i}(t, x) + Q l (\nu^N, i) \\
&- \bar{P}_j \left( k^N_j (t, \nu^N, x, \ldots, \nu^N, y, \lambda^N, \ldots, \lambda^N, y) \right) = 0,
\end{aligned}
$$

and

$$\Psi^{N,i}(T, x) = G (\nu^N, i),$$

$$15$$
Theorem 8 Suppose that Assumptions (A), (B'), (C) hold and $\sigma > 0$. Then the PDE \((61)\) admits a unique classical solution $\Psi^{N,i} \in C^{1,2}([0,T] \times \mathbb{R}^N)$, $1 \leq i \leq N$, with bounded 1st and 2nd order derivatives.

Theorem 9 Suppose that Assumptions (A), (B'), (C) hold and $\sigma > 0$. Then $u^{N,i}(t, x) := P_t x^i + \Psi^{N,i}(t, x) \in C^{1,2}([0,T] \times \mathbb{R}^N)$, $1 \leq i \leq N$, is the unique classical solution to \((61)\) with bounded $\partial_{x^j} u^{N,i}$ and $\partial_{x^j x^k} u^{N,i}$, $1 \leq i, j, k \leq N$, where $\Psi^{N,i}(t, x)$, $1 \leq i \leq N$, are given in Theorem \(5\)

Remark 3 In general, we do not have a uniform bound, uniformly in $N$, for the derivatives $\partial_{x^j} \Psi^{N,i}$, $\partial_{x^j x^k} \Psi^{N,i}$, $\partial_{x^j} u^{N,i}$, and $\partial_{x^j x^k} u^{N,i}$ for any $1 \leq i, j, k \leq N$ in Theorems \(8\) and \(9\).

5 Convergence

In this section, we will focus on showing the convergence from the $N$-player game to the mean field game under the Assumptions (A), (B'), (C) with $f = b = 0$ and $\sigma > 0$. It is worthy to mention that, unlike the mean field game, the open-loop Nash equilibria are different from the closed-loop Nash equilibria in $N$-player game. It would be extremely hard for us to prove the convergence for the closed-loop Nash equilibria from the $N$-player game to the mean field game since the well-posedness of the Nash system for value function remains open with both running and terminal costs having quadratic growth. Instead, we are able to show the convergence for open-loop Nash equilibria via the $N$-coupled PDEs system \((61)\) as well as their corresponding values.

The main results of this section include two parts. In the first part, we investigate that the solution \(\{\Psi^{N,i}\}_{1 \leq i \leq N}\) to the $N$-coupled PDEs system \((61)\) converges to the solution $\Phi$ to the PDE \((61)\) in some suitable sense. It allows us to show the convergence for the open-loop Nash equilibrium from the $N$-player game to the mean field game. As a byproduct, we are able to show the convergence of its corresponding value. The key idea of proof is that the suitable finite-dimensional projections of $\Phi$ is an approximate solution to the $N$-coupled PDEs system \((61)\). In the second part, we verify a propagation of chaos property for the associated optimal trajectories.

5.1 Convergence of Nash equilibria

For $1 \leq i \leq N$, we introduce the finite dimensional projections of $\Phi$: for any $x = (x^1, \ldots, x^N) \in \mathbb{R}^N$,

$$\phi^{N,i}(t, x) = \Phi(t, \nu^{N,i}_x) \text{ with } \nu^{N,i}_x = \frac{1}{N-1} \sum_{j \neq i} x^j,$$

where $\Phi$ is the unique solution to the PDE \((61)\). In view of the regularity property of $\Phi$, we have the following smoothness result for $\phi^{N,i}$. Since the proof is rather easy, we omit it.

Proposition 1 Suppose that Assumptions (A), (B), (C) hold and $\sigma > 0$. For $1 \leq i \leq N$ and $t \in [0,T]$, $\phi^{N,i}(t, \cdot)$ is $C^2(\mathbb{R}^N)$ with the following first and second order partial derivatives in $x$: $\partial_{x^j} \phi^{N,i}(t, x) = 0$; when $j \neq i$

$$\partial_{x^j} \phi^{N,i}(t, x) = \frac{1}{N-1} \partial_{x^j} \Phi(t, \nu^{N,i}_x), \quad \partial_{x^j x^k} \phi^{N,i}(t, x) = 0, \quad \partial_{x^j x^k} \phi^{N,i}(t, x) = \frac{1}{(N-1)^2} \partial_{x^j x^k} \Phi(t, \nu^{N,i}_x);$$

when $j \neq i, \tau \neq i$

$$\partial_{x^j} \partial_{x^\tau} \phi^{N,i}(t, x) = \frac{1}{(N-1)^2} \partial_{x^j x^\tau} \Phi(t, \nu^{N,i}_x).$$

The following is a technical lemma needed for the convergence results later.

Lemma 2 Let Assumptions (A), (B'), (C) hold and $\sigma > 0$. For any $x = (x^1, \ldots, x^N)$ and $x' = (x'^1, \ldots, x'^N) \in \mathbb{R}^N$, it has
Proof.

(i) We introduce
\[ \mu_{N,i} := k_i(t, \nu_{x,i}^N, \lambda_{\phi(t,x)}, \lambda_{\phi(t,x)}, \ldots, \lambda_{\Phi(t,x)}, \ldots, \lambda_{\Phi(t,x)}, \ldots) \]
by the definitions of \( k_i^N \), \( k_i \), \( k(t, \nu_{x,i}^N, \Phi(t, \nu_{x,i}^N)) \), and
\[ \mu^i := k(t, \nu_{x,i}^N, \Phi(t, \nu_{x,i}^N)) \]  

by the definitions of \( k_i^N \), for \( 1 \leq i \leq N \), and \( k \), we have the following two equations hold: (using \( \phi_{N,j}(t, x) = \Phi(t, \nu_{x,j}^N) \))

\[
\mu_{N,i} + \frac{1}{N-1} \sum_{j \neq i} h(\mu_{N,j}) = -R^{-1}B \left[ P_0 \nu_{x,i}^N + \frac{1}{N-1} \sum_{j \neq i} \Phi(t, \nu_{x,j}^N) \right] 
\]  

and

\[
\mu^i + h(\mu^i) = -R^{-1}B \left[ P_0 \nu_{x,i}^N + \Phi(t, \nu_{x,i}^N) \right]. 
\]  

Noting that \( \mu_{N,i}(t, x, \phi(t, x)) \) can be rewritten as

\[
\mu_{N,i} = \frac{1}{N-1} \sum_{j \neq i} \left[ -R^{-1}B \left( P_0 x^j + \Phi(t, \nu_{x,j}^N) \right) - h(\mu_{N,j}) \right], 
\]

thus by the boundedness of \( \Phi \) and \( h \), it implies

\[
|\mu_{N,j}(t, x, \phi(t, x)) - \mu_{N,i}(t, x, \phi(t, x))| \leq C \left( \frac{1}{N-1} \sum_{j \neq i} |x^i - x^j| \right). 
\]  

From (67), (68) and Assumption (B'), we have

\[
|\mu_{N,i}(t, x, \phi(t, x)) - \mu^i| 
\leq \frac{1}{N-1} \sum_{j \neq i} h(\mu_{N,j}) - h(\mu^i) + C \left( \frac{1}{N-1} \sum_{j \neq i} \Phi(t, \nu_{x,j}^N) - \Phi(t, \nu_{x,i}^N) \right) 
\leq \frac{1 - \varepsilon_0}{N-1} \sum_{j \neq i} |\mu_{N,j}(t, x, \phi(t, x)) - \mu^i| + \frac{C}{N-1} \left( \frac{1}{N-1} \sum_{j \neq i} |x^i - x^j| \right) 
\leq (1 - \varepsilon_0) |\mu_{N,i}(t, x, \phi(t, x)) - \mu^i| + \frac{1}{N-1} \sum_{j \neq i} |\mu_{N,j}(t, x, \phi(t, x)) - \mu_{N,i}(t, x, \phi(t, x))| + \frac{C}{N-1} \left( \frac{1}{N-1} \sum_{j \neq i} |x^i - x^j| \right). 
\]
By (69), one can get
\[ |\mu^{N,i}_{(x, \phi(t,x))} - \mu^i| \leq \frac{C}{N-1} \sum_{j \neq i} |\mu^{N,j}_{(x, \phi(t,x))} - \mu^{N,i}_{(x, \phi(t,x))}| + \frac{C}{N-1} \left( \frac{1}{N-1} \sum_{j \neq i} |x^i - x^j| \right) \]
\[ \leq \frac{C}{N-1} \left( 1 + \frac{1}{N-1} \sum_{j \neq i} |x^i - x^j| \right) = O \left( \frac{1}{N} \left( 1 + \frac{1}{N} \sum_{j \neq i} |x^i - x^j| \right) \right), \]
which completes the proof of (63).

(ii) We also introduce
\[ \mu^{N,i}_{(x, \Psi(t,x))} := k^N_i(t, \nu^{N,1}_{x}, \ldots, \nu^{N,N}_{x}, \Psi^{N,1}_{(t,x)}, \ldots, \Psi^{N,N}_{(t,x)}), \] (70)
which implies
\[ \mu^{N,i}_{(x, \Psi(t,x))} + \frac{1}{N-1} \sum_{j \neq i} h \left( \mu^{N,j}_{(x, \Psi(t,x))} \right) = -R^{-1}B \left[ \nu^{N,i}_{x} + \frac{1}{N-1} \sum_{j \neq i} \Psi^{N,j}(t, x) \right]. \] (71)

Moreover, we have that (71) can be rewritten as
\[ \mu^{N,i}_{(x, \phi(t,x))} + \frac{1}{N-1} \sum_{j \neq i} h \left( \mu^{N,j}_{(x, \phi(t,x))} \right) = -R^{-1}B \left[ \nu^{N,i}_{x} + \frac{1}{N-1} \sum_{j \neq i} \phi^{N,j}(t, x) \right]. \] (72)

By (71) and Assumption (B'), we deduce
\[ \frac{|\mu^{N,i}_{(x, \phi(t,x))} - \mu^{N,i}_{(x, \Psi(t,x))}|}{C} \leq \frac{1}{N-1} \sum_{j \neq i} |h \left( \mu^{N,j}_{(x, \phi(t,x))} \right) - h \left( \mu^{N,j}_{(x, \Psi(t,x))} \right)| + \frac{C}{N-1} \sum_{j \neq i} |\phi^{N,j}(t, x) - \Psi^{N,j}(t, x)| \]
\[ \leq \frac{1}{N-1} \sum_{j \neq i} \left| \mu^{N,j}_{(x, \phi(t,x))} - \mu^{N,j}_{(x, \Psi(t,x))} \right| + \frac{C}{N-1} \sum_{j \neq i} |\phi^{N,j}(t, x) - \Psi^{N,j}(t, x)| \]
\[ \leq (1 - \epsilon_0) |\mu^{N,i}_{(x, \phi(t,x))} - \mu^{N,i}_{(x, \Psi(t,x))}| + \frac{1}{N-1} \sum_{j \neq i} |\mu^{N,j}_{(x, \phi(t,x))} - \mu^{N,j}_{(x, \Psi(t,x))}| + \frac{C}{N-1} \sum_{j \neq i} |\phi^{N,j}(t, x) - \Psi^{N,j}(t, x)|. \] (73)

By (73) and the boundedness of \( \Psi^{N,i} \) and \( h \), we can get
\[ |\mu^{N,j}_{(x, \phi(t,x))} - \mu^{N,j}_{(x, \Psi(t,x))}| \leq \frac{C}{N-1} \left( 1 + |x^i - x^j| \right), \] (74)

Based on the above estimates, we obtain
\[ |\mu^{N,i}_{(x, \phi(t,x))} - \mu^{N,i}_{(x, \Psi(t,x))}| \leq \frac{C}{N-1} \left( 1 + \frac{1}{N-1} \sum_{j \neq i} |x^i - x^j| \right) + \frac{C}{N-1} \sum_{j \neq i} |\phi^{N,j}(t, x) - \Psi^{N,j}(t, x)|, \]
which is exactly (64).

(iii) For any \( x' = (x'^1, \ldots, x'^N) \in \mathbb{R}^N \), we have \( \mu^{N,i}_{(x', \Psi(t,x'))} \) satisfies (70) and (71) with \( x \) replaced by \( x' \). Similar to (63), we can obtain
\[ |\mu^{N,i}_{(x, \phi(t,x))} - \mu^{N,i}_{(x', \Psi(t,x'))}| \leq \frac{1}{N-1} \sum_{j \neq i} |\mu^{N,j}_{(x, \phi(t,x))} - \mu^{N,j}_{(x, \phi(t,x))}| + \frac{1}{N-1} \sum_{j \neq i} |\mu^{N,j}_{(x, \Psi(t,x))} - \mu^{N,j}_{(x', \Psi(t,x'))}| + \frac{C}{N-1} \sum_{j \neq i} |\phi^{N,j}(t, x) - \Psi^{N,j}(t, x')|. \]
Noting \((69)\) and \(|\mu_{N,i}^{N,j}(x,\Psi(t,x')) - \mu_{N,i}^{N,j}(x,\Psi(t,x'))| \leq \frac{C}{N-1}(1 + |x'^i - x'^j|)\), we have

\[
\frac{1}{N} - 1 \sum_{j \neq i} |x^i - x^j| + \frac{C}{N-1} \sum_{j \neq i} |x'^i - x'^j| \leq \frac{C}{N-1} \sum_{j \neq i} |x^j - x'^j| + \frac{C}{N-1} \sum_{j \neq i} \phi^j(t, x) - \Psi^j(t, x'),
\]

which implies \((65)\).

In the following result, we are interested in the equation satisfied by \(\phi^{N,i}(t, x), 1 \leq i \leq N\). It can be shown that \(\phi^{N,i}(t, x), 1 \leq i \leq N\), is an approximate solution to the \(N\)-coupled PDEs system \((61)\).

**Theorem 10**

Suppose that Assumptions (A), (B'), (C) hold. Then there exists a constant \(C > 0\) such that \(\phi^{N,i}(t, x), 1 \leq i \leq N\), satisfies

\[
\begin{aligned}
\partial_t \phi^{N,i}(t, x) + \sum_{j=1}^{N} \partial_{x^j} \phi^{N,i}(t, x) &\left[(A - B^2 R^{-1} P_t)x^j - B^2 R^{-1} \phi^{N,j}(t, x)\right] \\
- B h \left(k^{N,i}(t, \nu_{x}^{N,1}, \ldots, \nu_{x}^{N,N}, \lambda_{\phi(t,x)}, \ldots, \lambda_{\phi(t,x)})\right) \right) + \frac{1}{2} \sum_{j, \tau=1}^{N} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 \\
+ \frac{1}{2} \sum_{j=1}^{N} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 + (A - B^2 R^{-1} P_t) \phi^{N,i}(t, x) + Q l(\nu_{x}^{N,i}) \\
- P_t B h \left(k^{N,i}(t, \nu_{x}^{N,1}, \ldots, \nu_{x}^{N,N}, \lambda_{\phi(t,x)}, \ldots, \lambda_{\phi(t,x)})\right) &= r^{N,i}(t, x),
\end{aligned}
\]

where

\[
|r^{N,i}(t, x)| \leq \frac{C}{N} \left(1 + \frac{1}{N} \sum_{j=1}^{N} |x^i - x^j| \right).
\]

**Proof.** We evaluate the PDE \((61)\) at \((t, \nu_{x}^{N,i}) \in [0, T] \times \mathbb{R}:

\[
\begin{aligned}
\partial_t \Phi(t, \nu_{x}^{N,i}) + \partial_{\nu} \Phi(t, \nu_{x}^{N,i}) \left[(A - B^2 R^{-1} P_t)\nu_{x}^{N,i} - B^2 R^{-1} \Phi(t, \nu_{x}^{N,i}) - B h \left(k(t, \nu_{x}^{N,i}, \Phi(t, \nu_{x}^{N,i}))\right)\right] \\
+ \frac{1}{2} \partial_{\nu} \Phi(t, \nu_{x}^{N,i}) \sigma_0^2 + (A - B^2 R^{-1} P_t) \Phi(t, \nu_{x}^{N,i}) + Q l(\nu_{x}^{N,i}) - P_t B h \left(k(t, \nu_{x}^{N,i}, \Phi(t, \nu_{x}^{N,i}))\right) &= 0,
\end{aligned}
\]

where \(\Phi(t, \nu_{x}^{N,i})\) is the solution of \((61)\) with respect to \(\nu_{x}^{N,i}.

We first observe that by Proposition [1]

\[
\begin{aligned}
\frac{1}{2} \sum_{j=1}^{N} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 + \frac{1}{2} \sum_{j, \tau=1}^{N} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 \\
= \frac{1}{2} \partial_{x^i} \phi^{N,i}(t, x) \sigma_0^2 + \frac{1}{2} \sum_{j \neq i} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 + \frac{1}{2} \partial_{x^i} \phi^{N,i}(t, x) \sigma_0^2 \\
+ \frac{1}{2} \sum_{j \neq i} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 + \frac{1}{2} \partial_{x^i} \phi^{N,i}(t, x) \sigma_0^2 + \frac{1}{2} \sum_{j \neq \tau \neq i} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 \\
= \frac{1}{2} \partial_{x^i} \phi^{N,i}(t, x) \sigma_0^2 + \frac{1}{2} \sum_{j \neq i} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 + \frac{1}{2} \partial_{x^i} \phi^{N,i}(t, x) \sigma_0^2 \\
+ \sum_{j \neq i} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 + \frac{1}{2} \sum_{j \neq \tau \neq i} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 \\
= \frac{1}{2} \partial_{x^i} \phi^{N,i}(t, x) \sigma_0^2 + \frac{1}{2} \sum_{j \neq i} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 + \frac{1}{2} \sum_{j \neq \tau \neq i} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2 \\
= \frac{1}{2} N - 1 \partial_{\nu} \Phi(t, \nu_{x}^{N,i}) \sigma_0^2 + \frac{1}{2} \sum_{j \neq \tau \neq i} \partial_{x^j} \phi^{N,i}(t, x) \sigma_0^2.
\end{aligned}
\]
Using Theorem 24, we obtain the boundedness of $\partial_\nu \Phi$ and $\partial_{\nu\nu} \Phi$. Thus,

$$|\frac{1}{2} \frac{1}{N-1} \partial_{\nu\nu} \Phi(t, \nu_{\nu}^N, i)(\sigma^2 + \sigma_0^2)| \leq \frac{C}{N-1}$$

and

$$\frac{1}{2} \frac{1}{(N-1)^2} \sum_{j \neq \tau \neq i} \partial_{\nu\nu} \Phi(t, \nu_{\nu}^N, i) \sigma_0^2 = \frac{1}{2} \frac{1}{(N-1)^2} \partial_{\nu\nu} \Phi(t, \nu_{\nu}^N, i) \sigma_0^2 + O\left(\frac{1}{N}\right).$$

Based on these estimates, one can obtain

$$\frac{1}{2} \sum_{j=1}^N \partial_{\nu_j} \phi_{N,i}^N(t, x) \sigma^2 + \frac{1}{2} \sum_{j, \tau=1}^N \partial_{\nu_j} \partial_{\nu_\tau} \phi_{N,i}^N(t, x) \sigma_0^2 = \frac{1}{2} \partial_{\nu\nu} \Phi(t, \nu_{\nu}^N, i) \sigma_0^2 + O\left(\frac{1}{N}\right). \quad (78)$$

We then calculate

$$\sum_{j=1}^N \partial_{\nu_j} \phi_{N,i}^N(t, x) \left[ (A - B^2 R^{-1} P_j) x_j - B^2 R^{-1} \phi_{N,j}(t, x) - B_h \left( k_j^N(t, \nu_{\nu}^N, \ldots, \nu_{N,i}^N, \lambda_{\Phi(t, x)}^N, \ldots, \lambda_{\Phi(t, x)}^N) \right) \right]$$

$$= \sum_{j \neq i} \partial_{\nu_j} \phi_{N,i}^N(t, x) \left[ (A - B^2 R^{-1} P_j) x_j - B^2 R^{-1} \phi_{N,j}(t, x) - B_h \left( k_j^N(t, \nu_{\nu}^N, \ldots, \nu_{N,i}^N, \lambda_{\Phi(t, x)}^N, \ldots, \lambda_{\Phi(t, x)}^N) \right) \right]$$

$$= \partial_{\nu \nu} \Phi(t, \nu_{\nu}^N, i) \left[ (A - B^2 R^{-1} P_j) \nu_{\nu}^N(i) - B^2 R^{-1} \frac{1}{N-1} \sum_{j \neq i} \phi_{N,j}(t, x) \right]$$

$$- B \frac{1}{N-1} \sum_{j \neq i} h \left( k_j^N(t, \nu_{\nu}^N, \ldots, \nu_{N,i}^N, \lambda_{\Phi(t, x)}^N, \ldots, \lambda_{\Phi(t, x)}^N) \right). \quad (79)$$

By the boundedness of $\partial_\nu \Phi$, we have

$$\left| \frac{1}{N-1} \sum_{j \neq i} \phi_{N,j}(t, x) - \Phi(t, \nu_{\nu}^N, i) \right| \leq \frac{1}{N-1} \sum_{j \neq i} \Phi(t, \nu_{\nu}^N, i) - \Phi(t, \nu_{\nu}^N, i)$$

$$\leq \frac{C}{N-1} \sum_{j \neq i} |\nu_{\nu}^N(i) - \nu_{\nu}^N, i| \leq \frac{C}{N-1} \left( \frac{1}{N-1} \sum_{j \neq i} |x^i - x^j| \right) = O\left( \frac{1}{N} \sum_{j \neq i} |x^i - x^j| \right).$$

Moreover, based on (63) and by the uniform Lipschitz continuity of $k$ and $\Phi$, we further have

$$\left| \frac{1}{N-1} \sum_{j \neq i} k_j^N(t, \nu_{\nu}^N, \ldots, \nu_{N,i}^N, \lambda_{\Phi(t, x)}^N, \ldots, \lambda_{\Phi(t, x)}^N) - k(t, \nu_{\nu}^N, \Phi(t, \nu_{\nu}^N, i)) \right|$$

$$\leq \frac{1}{N-1} \sum_{j \neq i} |k_j^N(t, \nu_{\nu}^N, \ldots, \nu_{N,i}^N, \lambda_{\Phi(t, x)}^N, \ldots, \lambda_{\Phi(t, x)}^N) - k(t, \nu_{\nu}^N, \Phi(t, \nu_{\nu}^N, i))|$$

$$+ \frac{1}{N-1} \sum_{j \neq i} |k(t, \nu_{\nu}^N, \Phi(t, \nu_{\nu}^N, i)) - k(t, \nu_{\nu}^N, \Phi(t, \nu_{\nu}^N, i))|$$

$$\leq \frac{C}{N-1} \sum_{j \neq i} \left( \frac{1}{N-1} \sum_{j \neq i} |x^j - x^j| \right) + \frac{C}{N-1} \sum_{j \neq i} |\nu_{\nu}^N, i - \nu_{\nu}^N, i|$$

$$\leq \frac{C}{N-1} \left( \frac{1}{N-1} \sum_{j \neq i} |x^i - x^j| \right) + \frac{1}{(N-1)^2} \sum_{j \neq i \neq \tau} |x^j - x^\tau|. \quad (80)$$

In fact, we can show that

$$\frac{1}{(N-1)^2} \sum_{j \neq i \neq \tau} |x^j - x^\tau| \leq \frac{2N-3}{(N-1)^2} \sum_{j \neq i} |x^i - x^j|. \quad (80)$$
Thus, we have
\[
\frac{1}{N-1} \sum_{j \neq i} k_j(t, \nu_i^N, \ldots) = O\left( \frac{1}{N} \sum_{j \neq i} |x^i - x^j| \right).
\]

Combining all the above estimates, we derive from (79)
\[
N = 1 \Phi(\nu_1, \nu_{N,1}, \ldots, \nu_{N,1}) - k(t, \nu_i^N, \Phi(t, \nu_i^N)) = O\left( \frac{1}{N} \sum_{j \neq i} |x^i - x^j| \right).
\]

At the end, we use (63) to estimate
\[
\begin{align*}
P_t B h_k(t, \nu_i^N, \ldots) & = P_t B h_k(t, \nu_i^N, \ldots) + \sigma dW_t + \sigma_0 dW_t^0, \\
x_{t_0} = \xi_i.
\end{align*}
\]

and
\[
\begin{align*}
\frac{d x_{t_0}^i}{ds} &= \left[ (A - B^2 R^{-1} P_t) x_{t_0}^i - B^2 R^{-1} \phi^{N,i}(t, x_t) - B h_k(t, \nu_i^N, \ldots) \right] ds \\
&+ \sigma dW_t + \sigma_0 dW_t^0, \\
x_{t_0}^{s,i} &= \xi_i.
\end{align*}
\]

Lemma 3 Suppose that Assumptions (A), (B') (C) hold and \( \sigma > 0 \). For \( 1 \leq j \leq N, j \neq i \), it has
\[
E\left[ \sup_{t_0 \leq s \leq t} |x_s^i - x_s^j|^2 \right] \leq C \left( 1 + E[|\xi_i - \xi_j|^2] \right),
\]
and
\[
E\left[ \sup_{t_0 \leq s \leq t} |x_s^{s,i} - x_s^{s,j}|^2 \right] \leq C \left( 1 + E[|\xi_i - \xi_j|^2] \right).
\]

Proof. From (83), we have for \( 1 \leq j \leq N, j \neq i \),
\[
| x^i_t - x^j_t | \leq | \xi_i - \xi_j | + C \int_{t_0}^t | x^i_s - x^j_s | ds + C \int_{t_0}^t | \phi^{N,i}(s, x_s) - \phi^{N,j}(s, x_s) | ds \\
+ C \int_{t_0}^t | h_k(s, \nu_i^N, \ldots, \nu_{N,1}^N, \ldots, \nu_{N,1}^N, \lambda_N^N, \lambda_N^N, \lambda_N^N, \lambda_N^N) - h_k(s, \nu_i^N, \ldots, \nu_{N,1}^N, \lambda_N^N, \lambda_N^N, \lambda_N^N, \lambda_N^N) | ds.
\]

By the boundedness of \( \phi^{N,i} \), \( 1 \leq i \leq N \), and \( h \), then using the Gronwall’s inequality, we derive (84).

Similarly, we can prove (85).
Theorem 11 Suppose that Assumptions (A), (B)', (C) hold and $\sigma > 0$. Let $x := (x^i)_{1 \leq i \leq N}$ and $x^* := (x^{*,i})_{1 \leq i \leq N}$ be solutions to (33) and (34), respectively. Then there exists a constant $C > 0$, independent of $N$, satisfying

$$E \left[ \sup_{t_0 \leq t \leq T} |x^i_t - x^{*,i}_t|^2 \right] \leq \frac{C}{N^2} \left( 1 + \frac{1}{N} \sum_{j=1}^N E[|\xi^i - \xi^j|^2] + \frac{1}{N^2} \sum_{i,j=1}^N E[|\xi^i - \xi^j|^2] \right),$$

(87)

Moreover, we have

$$E \left[ \sup_{t_0 \leq t \leq T} |\phi^{N,i}(t, x^*_t) - \Psi^{N,i}(t, x^*_t)|^2 \right] \leq \frac{C}{N^2} \left( 1 + \frac{1}{N} \sum_{j=1}^N E[|\xi^i - \xi^j|^2] + \frac{1}{N^2} \sum_{i,j=1}^N E[|\xi^i - \xi^j|^2] \right).$$

(88)

$$|\phi^{N,i}(t, \xi) - \Psi^{N,i}(t, \xi)| \leq \frac{C}{N} \left( 1 + \frac{1}{N} \sum_{j=1}^N E[|\xi^i - \xi^j|^2] + \frac{1}{N^2} \sum_{i,j=1}^N E[|\xi^i - \xi^j|^2] \right)^{\frac{3}{2}}.$$ 

(89)

Proof. Without loss of generality, we can assume that $t_0 = 0$. Applying the Itô’s formula to $\phi^{N,i}(t, x^*_t)$ and by (75), it follows

$$d\phi^{N,i}(t, x^*_t) = \sum_{j=1}^N \partial_{x^j} \phi^{N,i}(t, x^*_t) \left[ B^2 R^{-1} \left( \phi^{N,j}(t, x^*_t) - \Psi^{N,j}(t, x^*_t) \right) + B h \left( k^N_j(t, \nu^{N,1}_{x^*_t}, \ldots, \nu^{N,N}_{x^*_t}, \lambda^{N,1}_{\phi(t, x^*_t)}, \ldots, \lambda^{N,N}_{\phi(t, x^*_t)} \right) \right]$$

$$- B h \left( k^N_j(t, \nu^{N,1}_{x^*_t}, \ldots, \nu^{N,N}_{x^*_t}, \lambda^{N,1}_{\phi(t, x^*_t)}, \ldots, \lambda^{N,N}_{\phi(t, x^*_t)} \right) \right] - (A - B^2 R^{-1} P_t) \phi^{N,i}(t, x^*_t) - Q l(t, x^*_t)$$

$$+ P_t B h \left( k^N_1(t, \nu^{N,1}_{x^*_t}, \ldots, \nu^{N,N}_{x^*_t}, \lambda^{N,1}_{\phi(t, x^*_t)}, \ldots, \lambda^{N,N}_{\phi(t, x^*_t)} \right) + r^{N,i}(t, x^*_t) \right) dt + \sum_{j=1}^N \partial_{x^j} \phi^{N,i}(t, x^*_t) \left( \sigma dW^j + \sigma_0 dW^0 \right).$$

Similarly, using (61), we can derive $\Psi^{N,i}(t, x^*_t)$ satisfies

$$d\Psi^{N,i}(t, x^*_t) = \left\{ - (A - B^2 R^{-1} P_t) \Psi^{N,i}(t, x^*_t) - Q l(t, x^*_t) + P_t B h \left( k^N_1(t, \nu^{N,1}_{x^*_t}, \ldots, \nu^{N,N}_{x^*_t}, \lambda^{N,1}_{\phi(t, x^*_t)}, \ldots, \lambda^{N,N}_{\phi(t, x^*_t)} \right) \right\} dt$$

$$+ \sum_{j=1}^N \partial_{x^j} \Psi^{N,i}(t, x^*_t) \left( \sigma dW^j + \sigma_0 dW^0 \right).$$

Then, after simple calculation, we have

$$d(\phi^{N,i}(t, x^*_t) - \Psi^{N,i}(t, x^*_t))^2$$

$$= \sum_{j=1}^N \left( \phi^{N,i}(t, x^*_t) - \Psi^{N,i}(t, x^*_t) \right) \partial_{x^j} \phi^{N,i}(t, x^*_t) \left[ B^2 R^{-1} \left( \phi^{N,j}(t, x^*_t) - \Psi^{N,j}(t, x^*_t) \right) + B h \left( k^N_j(t, \nu^{N,1}_{x^*_t}, \ldots, \nu^{N,N}_{x^*_t}, \lambda^{N,1}_{\phi(t, x^*_t)}, \ldots, \lambda^{N,N}_{\phi(t, x^*_t)} \right) \right]$$

$$+ B h \left( k^N_j(t, \nu^{N,1}_{x^*_t}, \ldots, \nu^{N,N}_{x^*_t}, \lambda^{N,1}_{\phi(t, x^*_t)}, \ldots, \lambda^{N,N}_{\phi(t, x^*_t)} \right) \right] - (A - B^2 R^{-1} P_t) \phi^{N,i}(t, x^*_t) - Q l(t, x^*_t)$$

$$+ P_t B h \left( k^N_1(t, \nu^{N,1}_{x^*_t}, \ldots, \nu^{N,N}_{x^*_t}, \lambda^{N,1}_{\phi(t, x^*_t)}, \ldots, \lambda^{N,N}_{\phi(t, x^*_t)} \right) + r^{N,i}(t, x^*_t) \right) dt$$

$$+ \sum_{j=1}^N \left[ \sigma \left( \partial_{x^j} \phi^{N,i}(t, x^*_t) - \partial_{x^j} \Psi^{N,i}(t, x^*_t) \right) \right]^2 + \sum_{j=1}^N \left[ \sigma_0 \left( \partial_{x^j} \phi^{N,i}(t, x^*_t) - \partial_{x^j} \Psi^{N,i}(t, x^*_t) \right) \right]^2 dt$$

$$+ 2 \sum_{j=1}^N \left( \phi^{N,i}(t, x^*_t) - \Psi^{N,i}(t, x^*_t) \right) \left( \partial_{x^j} \phi^{N,i}(t, x^*_t) - \partial_{x^j} \Psi^{N,i}(t, x^*_t) \right) \left( \sigma dW^j_t + \sigma_0 dW^0_t \right).$$

(90)
Recall that $\partial_{x_i}\phi^{N,i}(t, x) = 0$ and $\partial_{x_j}\phi^{N,i}(t, x)$, $j \neq i$ is bounded by $\frac{C}{N}$. Integrating \[\text{(90)}\] from $t$ to $T$ and then taking the conditional expectation on $\xi$, one can get

$$
\mathbb{E}^\xi[[\phi^{N,i}(t, x_t^*) - \Psi^{N,i}(t, x_t^*)|^2]
\leq
\mathbb{E}^\xi[[\phi^{N,i}(T, x_T^*) - \Psi^{N,i}(T, x_T^*)|^2] + C \mathbb{E}^\xi\left[\int_t^T |\phi^{N,i}(s, x_s^*) - \Psi^{N,i}(s, x_s^*)|^2 ds\right]
+ C \sum_{j \neq i} \mathbb{E}^\xi\left[\int_t^T |\phi^{N,j}(s, x_s^*) - \Psi^{N,j}(s, x_s^*)|^2 ds\right] + C \mathbb{E}^\xi\left[\int_t^T |\phi^{N,i}(s, x_s^*)|^2 ds\right]
+ C \sum_{j \neq i} \mathbb{E}^\xi\left[\int_t^T |\phi^{N,j}(s, x_s^*)|^2 ds\right] + C \mathbb{E}^\xi\left[\int_t^T |\phi^{N,i}(s, x_s^*)|^2 ds\right].
$$

According to \[\text{(76)}\] and \[\text{(80)}\], we have

$$
\mathbb{E}^\xi[[|r^{N,i}_1(t, x_t^*)|^2] \leq \frac{C}{N^2} \left(1 + \frac{1}{N} \sum_{j=1}^N \mathbb{E}^\xi[[|x_t^{*j} - x_t^{*j}|^2]\right)
\leq \frac{C}{N^2} \left(1 + \frac{1}{N} \sum_{j=1}^N |\xi^j - \xi^j|^2\right).
$$

Using \[\text{(91)}\], \[\text{(92)}\] and \[\text{(93)}\], we can get

$$
\mathbb{E}^\xi\left[\int_t^T |k_N(s, x_s^*, \lambda_{N,i}^{N,N}, \lambda_{N,i}^{N,N}, \ldots, \lambda_{N,i}^{N,N}) - k_N(s, x_s^*, \lambda_{N,i}^{N,N}, \lambda_{N,i}^{N,N}, \ldots, \lambda_{N,i}^{N,N})|^2 ds\right]
\leq \frac{C}{N^2} \left(1 + \frac{1}{N} \sum_{j=1}^N |\xi^j - \xi^j|^2\right) + C \sum_{j \neq i} \mathbb{E}^\xi\left[\int_t^T |\phi^{N,j}(s, x_s^*) - \Psi^{N,j}(s, x_s^*)|^2 ds\right].
$$

Collecting \[\text{(94)}\] and observing $\phi^{N,i}(T, x_T^*) - \Psi^{N,i}(T, x_T^*) = 0$, we deduce

$$
\mathbb{E}^\xi[[\phi^{N,i}(t, x_t^*) - \Psi^{N,i}(t, x_t^*)|^2] \leq \frac{C}{N^2} \left(1 + \frac{1}{N} \sum_{j=1}^N |\xi^j - \xi^j|^2\right) + C \mathbb{E}^\xi\left[\int_t^T |\phi^{N,i}(s, x_s^*) - \Psi^{N,i}(s, x_s^*)|^2 ds\right]
+ C \sum_{j \neq i} \mathbb{E}^\xi\left[\int_t^T |\phi^{N,j}(s, x_s^*) - \Psi^{N,j}(s, x_s^*)|^2 ds\right].
$$

Taking the mean over the index $i \in \{1, \ldots, N\}$ and by the Gronwall’s inequality, it follows

$$
\sup_{0 \leq t \leq T} \frac{1}{N} \sum_{i=1}^N \mathbb{E}^\xi[[\phi^{N,i}(t, x_t^*) - \Psi^{N,i}(t, x_t^*)|^2] \leq \frac{C}{N^2} \left(1 + \frac{1}{N} \sum_{j=1}^N |\xi^j - \xi^j|^2\right).
$$

Substituting \[\text{(95)}\] into \[\text{(94)}\] and using the Gronwall’s inequality again, we finally deduce

$$
\sup_{0 \leq t \leq T} \mathbb{E}^\xi[[\phi^{N,i}(t, x_t^*) - \Psi^{N,i}(t, x_t^*)|^2] \leq \frac{C}{N^2} \left(1 + \frac{1}{N} \sum_{j=1}^N |\xi^j - \xi^j|^2\right).
$$

Noting that $\phi^{N,i}(0, x_0^*) - \Psi^{N,i}(0, x_0^*) = \phi^{N,i}(0, \xi) - \Psi^{N,i}(0, \xi)$, thus the following holds for $1 \leq i \leq N$ $\mathbb{P}$-a.s.

$$
|\phi^{N,i}(0, \xi) - \Psi^{N,i}(0, \xi)| \leq \frac{C}{N^2} \left(1 + \frac{1}{N} \sum_{j=1}^N |\xi^j - \xi^j|^2\right),
$$

(96)
which is exactly (89) when $t_0 = 0$. In fact, (89) implies that, for any $t \in [0, T]$,

$$
|\phi^{N,i}(t, x^*_t) - \Psi^{N,i}(t, x^*_t)|^2 \leq \frac{C}{N^2} \left( 1 + \frac{1}{N} \sum_{j=1}^{N} |x^*_t - x^*_j|^2 + \frac{1}{N^2} \sum_{i,j=1}^{N} |x^*_t - x^*_j|^2 \right).
$$

Thus,

$$
\mathbb{E} \left[ \sup_{0 \leq s \leq T} |\phi^{N,i}(s, x^*_s) - \Psi^{N,i}(s, x^*_s)|^2 \right] \leq \frac{C}{N^2} \left( 1 + \frac{1}{N} \sum_{j=1}^{N} \mathbb{E}[|\xi^*_j|^2] + \frac{1}{N^2} \sum_{i,j=1}^{N} \mathbb{E}[|\xi^*_i - \xi^*_j|^2] \right),
$$

which is (SS).

In the remaining part, we aim to discuss the difference between $x^*_t$ and $x^{*,i}_t$ for any $t \in [0, T]$ and $1 \leq i \leq N$. From (SS) and (SS), it follows

$$
|x^*_t - x^{*,i}_t| \
\leq C \int_0^t |x^*_s - x^{*,i}_s| ds + C \int_0^t |\phi^{N,i}(s, x^*_s) - \Psi^{N,i}(s, x^*_s)| ds \
+ C \int_0^t |k_i^{N}(s, \nu_{x^*_s}, \ldots, \nu_{x^*_s}, \lambda_{\phi(x^*_s)}, \ldots, \lambda_{\phi(x^*_s)}, \ldots, \lambda_{\phi(x^*_s)}) - k_i^{N}(s, \nu_{x^{*,i}_s}, \ldots, \nu_{x^{*,i}_s}, \lambda_{\phi(x^{*,i}_s)}, \ldots, \lambda_{\phi(x^{*,i}_s)}, \ldots, \lambda_{\phi(x^{*,i}_s)})| ds.
$$

Firstly, recalling $\phi^{N,i}(t, x) = \Phi(t, \nu_{x^{*,i}})$, we have

$$
|\phi^{N,i}(t, x^*_t) - \Psi^{N,i}(t, x^*_t)| \leq |\Phi(t, \nu_{x^{*,i}}) - \Phi(t, \nu_{x^*_t})| + |\phi^{N,i}(t, x^*_t) - \Psi^{N,i}(t, x^*_t)| \
\leq \frac{1}{N} \sum_{j \neq i} |x^*_t - x^{*,i}_t| + |\phi^{N,i}(t, x^*_t) - \Psi^{N,i}(t, x^*_t)|.
$$

Using (SS), it follows

$$
|k_i^{N}(t, \nu_{x^{*,i}}, \ldots, \nu_{x^{*,i}}, \lambda_{\phi(x^{*,i})}, \ldots, \lambda_{\phi(x^{*,i})}, \ldots, \lambda_{\phi(x^{*,i})}) - k_i^{N}(t, \nu_{x^*_t}, \ldots, \nu_{x^*_t}, \lambda_{\phi(x^*_t)}, \ldots, \lambda_{\phi(x^*_t)}, \ldots, \lambda_{\phi(x^*_t)})| \
\leq \frac{C}{N} \left( 1 + \frac{1}{N} \sum_{j \neq i} |x^*_t - x^{*,i}_t| + \frac{1}{N} \sum_{j \neq i} |x^{*,i}_t - x^{*,j}_t| \right) + \frac{C}{N} \sum_{j \neq i} |x^*_t - x^{*,j}_t| + \frac{C}{N} \sum_{j \neq i} \phi^{j}(t, x_t) - \Psi^{j}(t, x^*_t).
$$

Plugging (99) into (97) and using (SS) and (SS), we have

$$
\mathbb{E} \left[ \sup_{0 \leq s \leq t} |x^*_s - x^{*,i}_s|^2 \right] \
\leq C \int_0^t \mathbb{E} \left[ \sup_{0 \leq s \leq \xi} |x^*_s - x^{*,i}_s|^2 \right] ds + \frac{C}{N} \int_0^t \mathbb{E} \left[ \sup_{0 \leq s \leq \xi} |\phi^{N,i}(\xi, x^*_\xi) - \Psi^{N,i}(\xi, x^*_\xi)|^2 \right] ds \
+ \frac{C}{N^2} \int_0^t \left[ 1 + \frac{1}{N} \sum_{j \neq i} \mathbb{E} \left[ \sup_{0 \leq s \leq \xi} |x^*_s - x^{*,j}_s|^2 \right] \right] ds + \frac{C}{N} \sum_{j \neq i} \int_0^t \mathbb{E} \left[ \sup_{0 \leq s \leq \xi} |x^{*,i}_s - x^{*,j}_s|^2 \right] ds \
+ \frac{C}{N} \sum_{j \neq i} \int_0^t \mathbb{E} \left[ \sup_{0 \leq s \leq \xi} |x^*_s - x^{*,j}_s|^2 \right] ds + \frac{C}{N} \sum_{j \neq i} \int_0^t \mathbb{E} \left[ \sup_{0 \leq s \leq \xi} |x^*_\xi - x^{*,j}_\xi|^2 \right] ds \
\leq \frac{C}{N^2} \left( 1 + \frac{1}{N} \sum_{j=1}^{N} \mathbb{E}[|\xi^*_j|^2] + \frac{1}{N^2} \sum_{i,j=1}^{N} \mathbb{E}[|\xi^*_i - \xi^*_j|^2] \right) \
+ C \int_0^t \mathbb{E} \left[ \sup_{0 \leq s \leq \xi} |x^*_s - x^{*,j}_s|^2 \right] ds + \frac{C}{N^2} \sum_{j \neq i} \int_0^t \mathbb{E} \left[ \sup_{0 \leq s \leq \xi} |x^*_s - x^{*,j}_s|^2 \right] ds,
$$

where the last inequality is also due to (SS) and (SS).

Taking the mean over the index $i \in \{1, \ldots, N\}$ and then using the Gronwall’s inequality, it follows

$$
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \sup_{0 \leq s \leq t} |x^*_s - x^{*,i}_s|^2 \right] \leq \frac{C}{N^2} \left( 1 + \frac{1}{N} \sum_{i,j=1}^{N} \mathbb{E}[|\xi^*_i - \xi^*_j|^2] \right).
$$

Substituting (101) into (100) and then using the Gronwall’s inequality, we finally have (SS). $\blacksquare$
5.2 Propagation of Chaos

At the end, we consider the propagation of chaos property for the corresponding optimal trajectories. Let \( \bar{x}^i_t \) be the solution to the following SDE:

\[
\begin{cases}
    d\bar{x}^i_t = \left[ (A - B^2 R^{-1} P_t)\bar{x}^i_t - B^2 R^{-1} \Phi(t, \bar{\nu}^i_t) - B h\left( k(t, \bar{\nu}^i_t, \Phi(t, \bar{\nu}^i_t) \right) \right] dt \\
    + \sigma dW^i_t + \sigma_0 dW^0_t,
\end{cases}
\]

where \( \bar{\nu}^i_t = \mathbb{E}[\bar{x}^i_t, F_t^{W^0}] \).

**Theorem 12** Suppose that Assumptions (A), (B'), (C) hold and \( \sigma > 0 \). Then we have

\[
\mathbb{E} \left[ \sup_{t_0 \leq t \leq T} |x^i_{t_0} - \bar{x}^i_t| \right] \leq \frac{C}{\sqrt{N}} \quad \text{for all } 1 \leq i \leq N.
\]

**Proof.** We first estimate the difference \( x^i_t - \bar{x}^i_t \) which satisfies

\[
|x^i_t - \bar{x}^i_t| \leq C \int_{t_0}^{t} |x^i_s - \bar{x}^i_s| ds + C \int_{t_0}^{t} |\phi^{N,i}(s, x_s) - \Phi(s, \bar{\nu}^i_s)| ds \\
+ C \int_{t_0}^{t} \left| k^N_i(t, \nu^{N,i}_s, \ldots, \nu^{N,i}_{N,s}, \lambda^{N,1}_{\phi(s, x_s)}, \ldots, \lambda^{N,N}_{\phi(s, x_s)}) - k(s, \bar{\nu}^i_s, \Phi(s, \bar{\nu}^i_s)) \right| ds.
\]

Note that

\[
|\phi^{N,i}(t, x_t) - \Phi(t, \bar{\nu}^i_t)| = |\Phi(t, \nu^{N,i}_t) - \Phi(t, \nu^i_t)| \leq C|\nu^{N,i}_t - \nu^i_t|.
\]

Recalling (103) and using the Lipschitz continuity of \( k \), we have

\[
|k^N_i(t, \nu^{N,i}_s, \ldots, \nu^{N,i}_{N,s}, \lambda^{N,1}_{\phi(s, x_s)}, \ldots, \lambda^{N,N}_{\phi(s, x_s)}) - k(s, \bar{\nu}^i_s, \Phi(s, \bar{\nu}^i_s))| \\
\leq |k^N_i(t, \nu^{N,i}_s, \ldots, \nu^{N,i}_{N,s}, \lambda^{N,1}_{\phi(s, x_s)}, \ldots, \lambda^{N,N}_{\phi(s, x_s)}) - k(t, \nu^{N,i}_s, \Phi(s, \nu^{N,i}_s))| \\
+ |k(t, \nu^{N,i}_s, \Phi(s, \nu^{N,i}_s)) - k(t, \bar{\nu}^i_s, \Phi(s, \nu^i_t))| \\
\leq C \left( \frac{1}{N - 1} \sum_{j \neq i} |x^i_t - \bar{x}^i_t| \right) + C|\nu^{N,i}_t - \nu^i_t|.
\]

Moreover,

\[
|\nu^{N,i}_t - \bar{\nu}^i_t| \leq |\nu^{N,i}_t - \nu^{N,i}_s| + |\nu^{N,i}_s - \bar{\nu}^i_t| \leq \frac{1}{N - 1} \sum_{j \neq i} |x^i_t - \bar{x}^i_t| + |\nu^{N,i}_t - \nu^i_t|.
\]

Now, we are devoted to considering the difference \( \nu^{N,i}_t - \bar{\nu}^i_t \). Note that \( \nu^{N,i}_t = \frac{1}{N - 1} \sum_{j \neq i} \bar{x}^j_t \) and \( \bar{\nu}^i_t = \mathbb{E}[\bar{x}^i_t, F_t^{W^0}] \).

By (102), we have

\[
d\nu^{N,i}_t - \bar{\nu}^i_t = \left( A - B^2 R^{-1} P_t \right) \nu^{N,i}_t - B^2 R^{-1} \left( \frac{1}{N - 1} \sum_{j \neq i} \Phi(t, \nu^j_t) - \Phi(t, \bar{\nu}^i_t) \right) \\
- B \left[ \frac{1}{N - 1} \sum_{j \neq i} h\left( k(t, \bar{\nu}^i_t, \Phi(t, \bar{\nu}^i_t)) \right) - h\left( k(t, \bar{\nu}^i_t, \Phi(t, \nu^i_t)) \right) \right] dt + \frac{1}{N - 1} \sum_{j \neq i} \sigma dW^j_t.
\]

Using the Lipschitz continuity of \( \Phi \) and \( h \), we obtain

\[
|\frac{1}{N - 1} \sum_{j \neq i} \Phi(t, \nu^i_t) - \Phi(t, \bar{\nu}^i_t)| + |\frac{1}{N - 1} \sum_{j \neq i} h\left( k(t, \bar{\nu}^i_t, \Phi(t, \bar{\nu}^i_t)) \right) - h\left( k(t, \bar{\nu}^i_t, \Phi(t, \nu^i_t)) \right)| \\
\leq C \frac{1}{N - 1} \sum_{j \neq i} |\nu^j_t - \bar{\nu}^i_t| + C \frac{1}{N - 1} \sum_{j \neq i} |\nu^{N,j}_t - \nu^{N,i}_t| + C |\nu^{N,i}_t - \nu^i_t| \\
\leq \frac{C}{(N - 1)^2} \sum_{j \neq i} |\bar{x}^j_t - \bar{x}^i_t| + C |\nu^{N,i}_t - \nu^i_t| + \frac{C}{N - 1} \sum_{j \neq i} |\nu^{N,j}_t - \nu^i_t|.
\]
By the Burkholder-Davis-Gundy inequality, it follows
\[
\mathbb{E} \left[ \sup_{t_0 \leq s \leq t} \left| \nu_{\tilde{x}_s}^{N,i} - \tilde{v}_s^i \right|^2 \right] \leq C \mathbb{E} \left[ \frac{1}{N-1} \sum_{j \neq i} \xi^j - \mathbb{E}[\xi^i] \right]^2 + \frac{C}{(N-1)^2} \sum_{j \neq i} \mathbb{E} \left[ \int_{t_0}^t |\tilde{v}_s^j - \tilde{v}_s^i|^2 ds \right] \\
+ C \mathbb{E} \left[ \int_{t_0}^t |\nu_{\tilde{x}_s}^{N,i} - \tilde{v}_s^i|^2 ds \right] + \frac{C}{N-1} \sum_{j \neq i} \mathbb{E} \left[ \int_{t_0}^t |\nu_{\tilde{x}_s}^{N,j} - \tilde{v}_s^j|^2 ds \right] + \frac{C}{N-1} \mathbb{E} \left[ \int_{t_0}^t \sigma^2 ds \right].
\]

Note that \( \xi^i, 1 \leq i \leq N \), are i.i.d random variables. Then
\[
\mathbb{E} \left[ \frac{1}{N-1} \sum_{j \neq i} \xi^j - \mathbb{E}[\xi^i] \right]^2 = \frac{1}{(N-1)^2} \sum_{j \neq i} \mathbb{E}[\xi^j - \mathbb{E}[\xi^i]^2] + \frac{1}{(N-1)^2} \sum_{j \neq k \neq i} \mathbb{E}[\xi^j - \mathbb{E}[\xi^i])(\xi^k - \mathbb{E}[\xi^i])].
\]

Since \( \mathbb{E}[(\xi^j - \mathbb{E}[\xi^i])(\xi^k - \mathbb{E}[\xi^i])]) = 0 \), we can deduce that
\[
\mathbb{E}[\frac{1}{N-1} \sum_{j \neq i} \xi^j - \mathbb{E}[\xi^i]]^2 = O(\frac{1}{N}).
\]

Using that \( \mathbb{E}[|\tilde{v}_s^i - \tilde{x}_s^i|^2] \) is uniformly bounded, uniformly in \( N \), and by the Gronwall’s inequality we derive
\[
\mathbb{E} \left[ \sup_{t_0 \leq s \leq t} \left| \nu_{\tilde{x}_s}^{N,i} - \tilde{v}_s^i \right|^2 \right] \leq \frac{C}{N}. \tag{108}
\]

From (109)–(110), we conclude
\[
\mathbb{E} \left[ \sup_{t_0 \leq s \leq t} |x_s^i - \tilde{x}_s^i|^2 \right] \leq C \mathbb{E} \left[ \int_{t_0}^t |x_s^i - \tilde{x}_s^i|^2 ds \right] + \frac{C}{N-1} \sum_{j \neq i} \mathbb{E} \left[ \int_{t_0}^t |x_s^j - \tilde{x}_s^j|^2 ds \right] \\
+ \frac{C}{N^2} \left( 1 + \frac{1}{N} \sum_{j=1}^N \mathbb{E} \left[ \int_{t_0}^t |x_s^j|^2 ds \right] \right) + C \mathbb{E} \left[ \int_{t_0}^t |\nu_{\tilde{x}_s}^{N,i} - \tilde{v}_s^i|^2 ds \right]
\]

Applying (108), the uniform boundedness of \( \mathbb{E}[|x_s^i|^2] \) and the Gronwall’s inequality, we get
\[
\mathbb{E} \left[ \sup_{t_0 \leq s \leq t} |x_s^i - \tilde{x}_s^i|^2 \right] \leq \frac{C}{N}, \quad \text{for any } t \in [t_0, T]. \tag{109}
\]

By (87) and (109), one can get
\[
\mathbb{E} \left[ \sup_{t_0 \leq s \leq T} |x_s^* - \tilde{x}_s^i|^2 \right] \leq \mathbb{E} \left[ \sup_{t_0 \leq t \leq T} |x_t^* - \tilde{x}_t^i|^2 \right] + \mathbb{E} \left[ \sup_{t_0 \leq t \leq T} |x_t^* - \tilde{x}_t^i| \right] \\
\leq C \left( \frac{1}{N} + \frac{1}{\sqrt{N}} \right),
\]
which implies (108). \( \blacksquare \)

### 6 Conclusions

This paper presents a class of LQ mean field games of controls with common noises. The global well-posedness of the NCE system and the master equation is established without any monotonicity condition. We also solve \( N \)-player games of controls to obtain the open-loop Nash equilibria. The convergence analysis results from the \( N \)-player games to the mean field game and the propagation of chaos property are discussed in the end. In future work, we plan to explore the closed-loop Nash equilibria and the well-posedness of the Nash system in the \( N \)-player games with quadratic growth data. Moreover, we will discuss mean field games in more general settings, such as with time delays, regime-switching, Poisson jumps, etc.
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