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ABSTRACT
Recent advances in text representation have shown that training on large amounts of text is crucial for natural language understanding. However, models trained without predefined notions of topical interest typically require careful fine-tuning when transferred to specialized domains. When a sufficient amount of within-domain text may not be available, expanding a seed corpus of relevant documents from large-scale web data poses several challenges. First, corpus expansion requires scoring and ranking each document in the collection, an operation that can quickly become computationally expensive as the web corpora size grows. Relying on dense vector spaces and pairwise similarity adds to the computational expense. Secondly, as the domain concept becomes more nuanced, capturing the long tail of domain-specific rare terms becomes non-trivial, especially under limited seed corpus scenarios.

In this paper, we consider the problem of fast approximate corpus expansion given a small seed corpus with a few relevant documents as a query, with the goal of capturing the long tail of a domain-specific set of concept terms. To efficiently collect large-scale domain-specific corpora with limited relevance feedback, we propose a novel truncated sparse document bit-vector representation, termed Signature Assisted Unsupervised Corpus Expansion (SAUCE). Experimental results show that SAUCE can reduce the computational burden while ensuring high within-domain lexical coverage.
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- Information systems → Document representation; Search engine indexing; Data compression.
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1 INTRODUCTION
Unsupervised machine learning approaches have been increasingly successful in discovering patterns from text, image and trajectory data [36, 42, 52, 54]. Yet, results heavily depend on the quality of the provided training data. As demand for larger text collections grows, e.g., language models trained on terabytes of text data, the web remains the main large-scale and dynamic resource of diverse text [6, 14, 38]. However, such text collection is typically performed without any predefined notions of topic interest, and language models trained on general text corpora may perform well on common tasks but require careful priming when transferred to specialized domains, such as bio-medical, financial and legal domains [3, 37, 39].

Recent work emphasizes the importance of domain-specific data, showing improvements over general language models [15, 24, 35]. Document filtering and unsupervised retrieval methods have emerged as a solution, each facing different challenges. Generally, filtering leads to computational resources being unnecessarily wasted, as large amounts of data have to be downloaded, yet most of them will be discarded. On the other hand, retrieval methods used for corpora collection rely on computing vector-space similarity between a single query and each document in the collection. However, examining such pairwise distances involves considerably more computational resources as the corpora size grows non-linearly.

Another important factor is that term frequency follows a Zipfian distribution, implying that a corpus collection method should properly capture the long tail of domain-specific rare terms. Finally, the notion of topical interest depends on the task at hand and subsequently on the domain expert that provides relevance feedback. In a typical search, this feedback is noisy and implicit. In contrast, when collecting training data for domain-specific fine-tuning, relying on click-logs from general crowds is not ideal for high-quality priming examples. Therefore, there is an inherent trade-off between minimizing the subject matter expert (SME) supervision and maximizing the coverage of the domain at hand.
In this paper, we investigate several document representation techniques, ranging from bag-of-words to pre-trained contextualized language models. Accordingly, based on our analysis on the trade-off between efficiency and accuracy, we present a corpus expansion method, termed Signature Assisted Unsupervised Corpus Expansion (SAUCE), that can address the aforementioned challenges. Specifically, SAUCE addresses the real-world problem of extending domain-specific corpora by retrieving relevant documents from large-scale web collections.

In contrast with previous domain-specific corpora expansion approaches, our method extends bit-vector signature methods [17, 20]. We leverage the fact that only a small number of low-frequency terms captures the topic of a document [34], to purposefully generate “weak” signatures that capture the domain concept loosely enough to pick up variant terminologies, essentially building extremely sparse document vector representations. Experimental results showcase that SAUCE can reduce the query execution time by 78% and the per-document memory footprint by 24%. Most importantly, SAUCE allows for broader coverage of the domain vocabulary, as it can retrieve up to 6.8% more within-domain terms when compared to baselines.

The following are the major contributions of this work:

- We propose a novel efficient large-scale corpus expansion framework, termed SAUCE, for expanding or creating within-domain collections from a small seed corpus of relevant documents.
- We present a method for constructing document signatures, i.e., truncated sparse bit-vector representations, in an unsupervised fashion. The proposed representation is easily parallelizable and adaptive to new streams of text.
- Experimental results show that our proposed document signatures effectively reduce the retrieval time from petabytes of web documents while maintaining broader coverage of the long tail domain vocabulary distribution.

The remainder of this paper is structured as follows. We describe related work in Section 2. In Section 3 we formally explain the task and outline its importance, while in Section 4 we introduce our approach. We present an experimental evaluation in Section 5, followed details on system deployment in Section 6, and conclusions and future work in Section 7.

2 RELATED WORK

2.1 Concept Expansion

Given a set of seed entities representing a concept, concept expansion methods, otherwise termed set expansion, query a web data source with the goal of expanding the set with other entities belonging to the same conceptual class. For example, a seed query may contain terms such as “Prague”, “Athens”, “Paris”, “Rome” as seed entities and a concept expansion method would derive other entities (e.g., “Munich”, “Vienna”, “London”, etc.) that capture the concept set of cities in Europe. Albeit there is a significant body of work on concept expansion, most methods are non-contextual, i.e., using the seed entities as query does not provide any context in which the entities might appear. Here, we briefly summarize some of the proposed methods.

Ghahramani and Heller [21] formulate concept expansion as a Bayesian inference problem and evaluate the marginal probability of each item belonging to the same cluster as the query items. Other early approaches rely on co-occurrence statistics or graph-based random walks to rank candidates entities [51, 56]. Pantel et al. [43] propose a scalable MapReduce framework for calculating co-occurrence statistics and pairwise similarities and evaluate on the task of automatic set expansion. He and Xin [28] propose a metric to measure the quality of the expanded set that is used as the basis for two proposed iterative thresholding algorithms that rank candidate entities. In contrast with previous pattern matching approaches for extracting candidate entities, Chen et al. [10] leverage webpage structural and textual information to build page-specific extractors. Their method requires distantly supervised negative examples that correspond to mutually exclusive concepts useful for disambiguation and for mitigating semantic drift [7, 13, 16]. Wang et al. [55] utilize the seed entities to retrieve web tables, construct bipartite graphs that capture <entity, table> relationships, and rank candidates with an exclusivity-based probabilistic method. Yu et al. [62] leverage both lexical features and distributed representations to expand input seed entities with semantically related entities that frequently share context with seed entities. The authors, later on, propose a listwise neural re-ranking model, trained using entity interaction features, that jointly learns two semantic and exact matching channels [63].

A limitation of the aforementioned methods is that, due to the lack of contextual information when performing a query, they rely on external resources for concept disambiguation.

Such contextualized concept expansion tasks have only been recently studied. Han et al. [27] propose a neural attention-based architecture for Context-Aware Semantic Expansion (CASE), where the seed entity set query is replaced with a sentence query that provides more context, and candidate entities are retrieved based on whether they fit the context well. However, finding or generating one representative sentence is not always straightforward. Moreover, our experiments show that such query-based methods do not model the long tail well and remain insufficient in terms of query execution time. Both document retrieval and corpus expansion methods allow the subject matter expert (SME) to provide more context in the form of relevant documents.

2.2 Document Retrieval

Ad-hoc document retrieval is framed as the task of producing an ideal ranking of documents in a corpus $C = \{D_i\}_{i=1}^N$, conditioned on a short query $Q$, and is typically evaluated according to some standard metric such as average precision, recall or normalized discounted cumulative gain [41]. Dominant approaches involve cascade architectures, where standard bag-of-words term-matching techniques are first employed towards creating the initial list of candidate documents, followed by a neural re-ranker, typically a language model that performs additional rescoring [61].

The success of adapting a neural language model to the document retrieval task or utilizing supervised learning-to-rank models heavily depends on the quality and quantity of the training data, which often include large amounts of relevance judgments on document or passage level [30, 61]. Moreover, such models require powerful computing infrastructures and can take a long time to train, making
them impractical for adaptive online scenarios. Thus, in this work, we investigate unsupervised domain-specific corpus collection, taking into account the scalability of the method, the limited relevance feedback available and the coverage of the domain terminology. Unsupervised retrieval typically involves scoring documents with some form of vector similarity between the query and each document, e.g., TF-IDF or vectors originating from pre-trained embedding models publicly available online [26, 49]. The performance of such pairwise similarity scoring depends on the dimensionality of the vector space. On one hand, TF-IDF requires document frequency, which can be slow to compute and cannot be parallelized easily or used for streams of text. On the other hand, the use of black-box pre-trained embedding models heavily depends on the quality of model training, but information on the quality or the within-domain evaluation is not always available to the end-user. Finally, pairwise similarity involves \( O(dNQ) \) operations, where \( d \) is the dimensionality of the vector space, \( N \) is the number of documents in the corpus and \( Q \) is the number of queries. In this work, we show that the aforementioned approaches are computationally expensive and do not capture the long tail distribution of highly specialized domains.

Leveraging approximate nearest neighbor search has surfaced as a viable solution, where results are not exact and hence some vectors with high similarity are missed [5, 31, 40, 59]. Another approach is to impose sparsity in the dimensions, for example, dimensionality reduction, hashing and feature selection methods can be used to scale on large text collections [25, 44, 53, 60]. Such methods are not designed for streaming text retrieval systems. In contrast, document signatures are an efficient alternative, but they pose several challenges [22]. Document signatures based on probabilistic data structures introduce noise and degrade retrieval quality, as irrelevant pages are added to the results.

Finally, several works deal with the task of corpus expansion, but rely on supervision [11, 47] or incorporate rules and constraints designed for specific tasks, e.g., statistical machine translation [18], text simplification [32] and entity set expansion [29]. In this work, we explore signature-based retrieval methods as a computationally efficient alternative for corpus expansion such that we better capture the long tail in domain-specific applications.

### 2.3 Corpus Expansion

Corpus expansion methods typically are used for collecting or expanding parallel corpora for downstream applications. Gao and Vogel [19] frame the task as a variation of paraphrasing, where parallel sentences convey different information, as opposed to traditional paraphrasing that retains the same information in between original and parallel sentences. The authors use semantic role labeling to extract candidate substitution rules for replacing phrases in existing sentences, and a classifier that determines whether a generated sentence is syntactically and semantically well-formed. Qiu et al. [45] propose a redundancy-based corpus expansion method for Chinese word segmentation that automatically expands the training corpus for uncertain segmentations by searching the web. Al-Natsheh et al. [2] extract semantic features from a set of scientific articles of interest in order to expand the set with other related academic papers. Katsuta and Yamamoto [33] construct a web corpus to improve sentence simplification. Remus and Biermann [48] present a focused crawling corpus expansion method that estimates the relatedness of documents using n-gram language models, while Chung and Park [12] propose a sentence-chain-based Seq2Seq model trained for corpus expansion. Additionally, there exist works that utilize web crawling to build contextual graph models for seed expansion [1, 9, 47]. However, previous work either relies on links between documents to traverse the web graph (which may not always be available) or is designed with specific tasks in mind. To the best of our knowledge, none of the previous works focus on efficiency and domain lexical coverage. Our approach fundamentally differs in that we develop a general, unsupervised and scalable method that can rapidly produce good results from an unstructured web-scale document collection, taking into account the trade-off between corpus expansion time and precision.

### 3 PROBLEM STATEMENT

Given a large text collection \( C \), we focus on the problem of identifying a set of \( k \) documents that match a set of relevant documents used as the search query. Let corpus \( C \), comprised of a set of \( N \) text documents \( C = \{D_1, \ldots, D_N\} \), where each document consists of a set of terms, i.e., \( D_i = \{w_1(D_i), \ldots, w_T(D_i)\} \), and \( T_i \) is the document length for \( D_i \), i.e., the document length can vary. Define a seed query \( Q = \{q_1, \ldots, q_T\} \), where each item \( q_j \) is a document that is deemed within-domain from the subject matter expert (SME). In other words, corpus expansion is primed with a small seed corpus \( Q \). Then the goal is to create a scoring function \( \text{Score}(Q, D_i) \) that ranks documents based on the similarity with the given query, and then is used to retrieve the top-\( k \) documents based on their scores, i.e.,

\[
\arg \max_{R \in C, |R|=k} \sum_{D_j \in R} \text{Score}(Q, D_j)
\] (1)

In traditional ad-hoc retrieval, a popular scoring mechanism is TF-IDF, where the document score is computed as the product of the term frequency and the inverse document frequency, for terms present in both document \( D_i \) and the query \( Q \) [49]. Recent works represent text with dense vector representations extracted from language models that capture term co-occurrence statistics, and compute document similarity with pairwise distance metrics such as cosine [26]:

\[
\hat{D}_i = \frac{1}{T_i} \sum_{m=1}^{T_i} \hat{w}_m(D_i)
\] (2)

\[
\hat{Q} = \frac{1}{T} \sum_{j=1}^{T} \left( \frac{1}{T_q} \sum_{m=1}^{T_q} \hat{w}_m(q_j) \right)
\] (3)

\[
\text{Score}(\hat{Q}, \hat{D}_i) = \frac{\hat{Q} \cdot \hat{D}_i}{\|\hat{Q}\| \cdot \|\hat{D}_i\|}
\] (4)

where \( \hat{D}_i \) is the vector representation of document \( D_i \), represented by averaging its constituent word vector representations \( \hat{w}_m(D_i), m = 1, \ldots, T_i \). Similarly, the seed query vector representation \( \hat{Q} \) is constructed by averaging the representations of each query \( q_j \), which in turn are mean representations of \( q_j \)’s word vector representations \( \hat{w}_m(q_j), m = 1, \ldots, T_q \).
Figure 1: Overview of SAUCE. Truncated sparse bit-vector document signatures provide an efficient representation for scalable pairwise similarity computation from petabytes of web documents.

However, pairwise similarity on dense vectors is a computationally expensive procedure. Moreover, learning representations add to the overall cost. Another option would be to use existing pre-trained embedding models, but these are treated as black-box tools, i.e., how useful such a model is for a given task might heavily depend on the quality of training; information that is not always available to the end-user. To this end, we present a novel bit-vector representation with the advantage of being easily parallelizable and adaptive to new streams of text.

4 THE SAUCE METHOD

Document signatures have a longstanding history in information retrieval [8, 17, 20] but have been less prevalent amidst the deep learning current trends in language modeling. In this work, we argue that signature-based retrieval methods are computationally efficient for corpus expansion and can better capture the long tail in domain-specific applications.

In contrast with previous document signature approaches, we present a method that relies on sparse truncated binary signatures as a document representation that allows for fast approximate corpus expansion. Unlike typical linguistic signatures, we are purposefully generating “weak” signatures that capture the domain concept loosely enough to pick up variant terminologies, under the assumption that only a small number of low-frequency terms capture the “aboutness” of a document [34].

We compare our method with several baselines, providing key insights on the trade-offs and challenges that large-scale corpus expansion systems face. A pictorial overview of the proposed method can be found in Figure 1.

4.1 Document Signatures

A lexical signature is a small set of terms that is derived from a document and represents the most significant terms of its textual content [34]. Here, the signature of a document is constructed as a sequence of bits that represents terms found in the document. To reduce the dimensionality, we additionally clip the signatures based on document frequency thresholds.

More specifically, given a document corpus $C = \{D_1, \ldots, D_N\}$, where each document is of the form $D_i = \{w_1(D_i), \ldots, w_{|D_i|}(D_i)\}$, we first construct a vocabulary containing all unique terms,

$$V = \bigcup_{i=1}^{N} D_i = \{\tilde{w}_1, \ldots, \tilde{w}_m, \ldots, \tilde{w}_{|V|}\}. \quad (5)$$

To create a bit-vector signature $v_i$ for a document $D_i$, a straightforward option would be to assign zero to terms that do not appear in text and 1 otherwise, i.e.,

$$v(D_i) = [v_1(D_i), v_2(D_i), \ldots, v_{|V|}(D_i)] \quad (6)$$

such that $v_{|V|}(D_i) = \{\tilde{w}_m \in D_i\}$.

However, depending on the vocabulary size $|V|$, such vectors can be very high-dimensional, making the computation of pairwise distances expensive. Intuitively, very common terms that appear in a lot of documents will not be as informative, as they do not capture the document topic. On the other hand, very rare terms will not provide wide coverage of the domain when searching for relevant documents. Thus, we propose two threshold strategies to reduce vector dimensionality. To this end, we compute document counts

$$DC(\tilde{w}_m) = \sum_{i=1}^{N} \mathbb{I}\{\tilde{w}_m \in D_i\}, \forall m = 1, \ldots, |V|. \quad (7)$$

Then, we reduce the dimensionality of the vector based on whether a term in the vocabulary appears in at least $k_1$ documents

$$d = |V| - \sum_{m=1}^{V} \mathbb{I}\{DC(\tilde{w}_m) < k_1\}. \quad (8)$$
Note that we use this clipping to construct document vectors in a dimension \( d < |V| \), but we keep the terms in the vocabulary, as well as their respective documents counts. This is essential for updating the vectors when a new document appears. The signature bit-vector of document \( D_i \in C \) is

\[
v(D_i) = \left[ v_1(D_i), \ldots, v_m(D_i), \ldots, v_d(D_i) \right]
\]

where \( v_m(D_i) = \mathbb{1}\{\tilde{w}_{jm} \in D_i\} \) is the binary indicator of \( \tilde{w}_{jm} \), \( m = 1, \ldots, d \), and \( J = \{j_1, \ldots, j_d\} \) set of ordered indices for the remaining terms in the vocabulary, i.e., we sort vocabulary terms with respect to document counts.

Finally, we impose additional sparsity to each document vector by removing very common terms. More specifically, in each document \( D_i \), we keep the \( k_2 \) least frequent terms, i.e.,

\[
u_r(D_i) = \mathbb{1}\{r \in R_i\}, \text{ where } R_i = \arg\min_{r \in J, |R|=k_2} \sum_{r \in R} \text{DC}(\tilde{w}_r).
\]

In other words, the set \( R_i \) contains the indices of \( k_2 \) terms found in \( D_i \), with the lowest document count. Thus, all document vectors have at most \( k_2 \) non-zero bits, making this strategy an efficient approximation. We term our proposed method Signature Assisted Unsupervised Corpus Expansion (SAUCE).

### 4.2 Updating on New Documents

When a new document arrives, we update the vocabulary from \( V \) to \( V' \) and the document counts. The signature dimension is updated as follows:

\[
\hat{d} = |V'| - \sum_{m=1}^{|V|} \mathbb{1}\{\text{DC}(\tilde{w}_m) < k_1\}
\]

For brevity, the unique terms notation is preserved. Note that \( |V'| \) increases as new terms arrive. The dimensionality of the document vectors will increase when there is a need for appending \( \hat{d} - d \) terms based on the \( (k_1, k_2) \) updated thresholds. Intuitively, if a new unseen term arrives (that was not part of the initial vocabulary), it will be a rare term that appears in less than \( k_1 \) documents, and hence document vectors need not be updated. A term that is already in the vocabulary set will result in vector changes only if it surpasses the \( k_1 \) threshold. At the same time, since we keep the \( k_2 \) least frequent terms, the effective number of bits required remains the same. We present the pseudocode for the construction of the initial signatures and the pseudocode for the adaptive updates in Algorithms 1 and 2, respectively.

### 5 EXPERIMENTS

We evaluate on document retrieval and corpus-based set expansion tasks, conducting experiments in two real use-case scenarios on a web-scale collection of documents:

- **Astronomy**: In the first use-case, a research client working on the astronomy field, termed subject matter expert (SME), is interested in collecting documents related to astronomy, capturing a set of undefined during retrieval - specific entities and phrases \( S = \{s_i\}_{i=1}^{379} \), where \( s_i \) is a domain-specific phrase, e.g., “gravitational pull”, “galactic halos”, etc. The astronomy expert has only provided a few sample documents as relevant examples of what they are looking for. Thus, the query set

\[
Q = \{Q_i\}_{i=1}^{\text{M}}
\]

is a set of documents (seed corpus). Note that we do not utilize the set \( S \) in our pipeline; set coverage is only used for evaluation purposes. The number of entities and phrases in \( S \) is 379, while the seed corpus \( Q \) contains 379 web documents.

- **Bottled Water**: The second use-case follows the same experimental construction, with the difference that the task is expanding a set of bottled water companies e.g., “Evian”, “San Pellegrino”, etc. Similarly to the **Astronomy** experiment, we are provided a few sample documents as relevant examples of what they are looking for. The number of entities is \( |S| = 74 \) and the seed corpus of sample relevant documents is \( |Q| = 49 \). This experiment facilitates evaluation on a limited seed corpus scenario.

The document collection is a snapshot (approximately 200 million documents) of the Common Crawl web archive\(^1\), which is regularly updated and consists of petabytes of publicly hosted webpages. As far as our evaluation metrics, we check the coverage of the phrase set \( S \), i.e., how many of the set phrases are found in the retrieved top-\( k \) most relevant documents, as well as the total query execution time from each method.

We compare against traditional vector representation methods and pre-trained language models that produce dense contextualized representations:

- **Random** selection of a subset of \( k \) documents.
- **TF-IDF** traditional bag-of-words (TF-IDF) model.

---

\(^1\)http://commoncrawl.org/
We make use of a 64 Tesla V100 Nvidia GPU. For RoBERTa, our model is based on 2 in most downstream systems. Moreover, the document thresholds are set to $k_1 = 1000$ and $k_2 = 100$, based on the subject matter expert’s intuition and suggestions. As pre-processing step, all methods require to build and store document signatures, i.e., vector representations for each document in the collection. For fair comparison, we set the same time limits for vector construction and stop the process when the time is exhausted. The dimensionality of all document vector representation methods is set to $d = 100$. For RoBERTa, we perform PCA to reduce the dimensionality of the pre-trained vectors. For the lexicon-based search, we use 10% of the set phrases as queries, which equals 50 keyword phrases for AstronomY and 7 keyword phrases for Bottled Water. For both the non-deterministic strategies, i.e., lexicon-based search and random search, we report the average query execution time and coverage across 3 independent trials. All baselines are similarly parallelized.

**RAM/Disk Comparison:** In terms of memory and space footprint, SAUCE is very efficient, as each document signature is 400 bytes (100 non-zero entries, 4 bytes each). In comparison, each document consumes approximately 1,250 bytes for Hash, 1000 bytes for TF-IDF, and 528 bytes for RoBERTa. With this reduction in size of compared vectors we achieve the obvious improvement in performance and storage needs. With the terms in the sparse SAUCE vector pre-sorted, the comparison becomes a very fast sequential memory (and disk) access to perform a classic MERGE AND operation.

### 5.3 Web-scale Concept Expansion Results

Given a few seed entities as input, web-scale concept expansion deals with the task of finding the complete set of entities that belong to the same conceptual class, by analyzing the retrieved documents when querying either with the seed entities or with a seed corpus of relevant documents.

In Figure 2, we plot the query execution time versus the domain lexical coverage, as captured by the number of phrases from set $S$ found in the top-$k$ retrieved documents. In general, we find that Query is the least efficient method in terms of query execution time and has low overall lexical coverage (30 mins and 77.8% coverage, and 80 minutes with 88.04% coverage, for AstronomY and Bottled Water, respectively).

On the other hand, for AstronomY, the RoBERTa dense representations can retrieve a smaller set of documents that are highly

### Algorithm 2: SAUCE Stream Updates

**Input:**
Corpus $C$, vocabulary $V$, document frequency counts $DC$

$v(D_i) = \{ v_m(D_i) \}_m \forall D_i \in C$: signatures

$k_1, k_2$: document thresholds

$d$: signature dimension

$\tilde{D} = \{ \tilde{w}_1, \ldots, \tilde{w}_T \}$: new document

**begin**

Update vocabulary

$\tilde{V} = V \cup \{ \tilde{w}_1, \ldots, \tilde{w}_T \} = \{ \tilde{w}_1, \ldots, \tilde{w}_{|\tilde{V}|} \}$

Update document counts $DC$

**for each word** $\tilde{w}_m \in \tilde{D}$ **do**

$DC(\tilde{w}_m) = DC(\tilde{w}_m) + 1$

where $DC(\tilde{w}_m) = 0$ if $\tilde{w}_m \notin V$

Update signature dimension

$\hat{d} = |\tilde{V}| - \sum_{m=1}^{T} \mathbb{I}(DC(\tilde{w}_m) < k_1)$

Update signature vectors accordingly.

**end**

---

- **Hash** vector representations that utilize the hashing trick to reduce the dimensionality [57].
- **RoBERTa** pre-trained language model, in particular, a distilled version of the RoBERTa model [50], trained on the MSMARCO Passage Ranking dataset [4], i.e., this model is specifically designed and pre-trained for semantic search.
- **SAUCE**, i.e., our proposed method for designing document signatures.
- **Query** is a lexicon-based search where “in hindsight” we use a sample of the set $S$ as queries and retrieve documents that match the terms. This method follows a concept expansion query setting, i.e., given a couple of seed entities belonging to the concept, retrieve more entities that belong to the same concept. Albeit the query here is formulated differently than the rest of the methods, this comparison is particularly useful to showcase the limitations of set expansion methods that lack context.

### 5.1 Computing Infrastructure

We make use of a 64-bit Ubuntu 16.04.6 machine with Intel Xeon Gold CPU @2.10GHz (44 cores/88 threads), 3TB RAM and a Tesla V100 Nvidia GPU. For RoBERTa, our model is based on the HuggingFace Transformers and Sentence-BERT implementations [46, 58]. Note that encoding each document with pre-trained language models is a fairly expensive procedure\(^2\). We store the document vectors in advance and do not count the encoding time on our experiments, but we observe that our proposed method performs much better in terms of encoding latency.

### 5.2 Hyper-parameter details

In our experiments, we set $k = 500,000$, i.e., retrieving 500,000 relevant documents. This is a sufficiently large set to perform analysis in most downstream systems. Moreover, the document thresholds

\(^2\)https://github.com/hanxiao/bert-as-service

Figure 2: Trade-off between coverage vs. query execution time for Bottled Water (left) and AstronomY (right). Best viewed in color. Compared to baselines, SAUCE produces better domain coverage in a fraction of the execution time.
specialized within the domain at-hand (92.54% coverage and 27 minutes execution time). However, RoBERTa seems to produce suboptimal results for BOTTLED WATER, with Query surpassing RoBERTa. We find that the more distinct the concept, with more named entities, e.g., “San Luis”, “Propel Fitness Water” “Spa”, “Voss”, etc., the better the Query performance is.

Our method, SAUCE, surpasses all baselines by a large margin, with 93.35% coverage and 6 minutes execution time in total. In other words, SAUCE reduces the query time by 78% from the next best strategy (w.r.t. lexical coverage), while simultaneously increasing performance up to 6.8%. In the future, we hope to deploy the system to other real-world scenarios and investigate the performance in other domains, working with experts in a diverse set of research fields.

An important factor in successfully capturing a topic concept is the domain coverage, and corpus collection methods should properly capture the long tail of domain-specific rare terms. To showcase the advantage of our method, we present a comparison with term frequency histogram log-plots, where for each term a bar plot (the length of the bar plot) indicates the term frequency. In Figures 3 and 4, the color of each bar plot indicates whether a term was found (blue) or not (orange) in the top-k ranked documents, based on each respective method. We also highlight terms not found by any of the compared methods with red color. Random, Query and TF-IDF appear more orange in the lower tail of the distribution, while RoBERTa performs the best among the baselines. Compared to all methods, SAUCE seems to be missing the least number of rare terms, better capturing the long tail.

Finally, in Table 1 we present document counts for the most common and least common terms missed by each method, and in Figure 5 we present an ablation study on the terms missed as the number of documents retrieved (top-k) grows. Notably, the recall of SAUCE (blue line) gets better as more documents are retrieved, with increasing lexical domain coverage, showing that SAUCE can better capture the long tail in corpus expansion tasks.

5.4 Document Retrieval Results
We also evaluate the relevance of the retrieved documents. For the BOTTLED WATER domain, we collect the top-1000 documents and ask a subject matter expert (SME) to provide a binary judgment (relevant or non-relevant) for each document in the top-1000 retrieved results. In Table 2, we report Normalized Discounted Cumulative Gain (nDCG), Recall, and Mean Average Precision (MAP). We additionally present precision-recall curves (Figure 6). SAUCE achieves higher MAP, Recall and nDCG scores than the rest of the methods, with Query being the next best strategy. Albeit a small sample of relevance judgments, overall our results validate that sparse truncated bit-vector document signatures are an efficient representation for fast corpus expansion, with improved long tail lexical coverage.
Figure 4: Comparison of methods with frequency histogram log-plots in the BOTTLED WATER domain. Best viewed in color. Orange indicates a term not found by retrieving documents with the respective method, blue indicates terms found, and red outlines terms not found with any of the compared methods. Length of each bar indicates term frequency. SAUCE missed fewer rare terms, better capturing the long tail.

| Dataset          | Term                | SAUCE | Hash | TF-IDF | RoBERTa | Query | Freq. | Term                | SAUCE | Hash | TF-IDF | RoBERTa | Query | Freq. |
|------------------|---------------------|-------|------|--------|---------|-------|-------|---------------------|-------|------|--------|---------|-------|-------|
| ASTRONOMY        | lunt filter         | 579   | 579  | 579    | 579     | 579   | 579   | lunt filter         | 579   | 579  | 579    | 579     | 579   | 579   |
|                  | astrofot equipment  | 45    | 1    | 1      | 1       | 1     | 1     | astrofot equipment  | 45    | 1    | 1      | 1       | 1     | 1     |
|                  | space exploration   | 10    | 1    | 1      | 1       | 1     | 1     | space exploration   | 10    | 1    | 1      | 1       | 1     | 1     |
|                  | mondialfari         | 1     | 1    | 1      | 1       | 1     | 1     | mondialfari         | 1     | 1    | 1      | 1       | 1     | 1     |
|                  | background cmb      | 3     | 1    | 1      | 1       | 1     | 1     | background cmb      | 3     | 1    | 1      | 1       | 1     | 1     |
|                  | astronomy filters   | 2     | 2    | 2      | 2       | 2     | 2     | astronomy filters   | 2     | 2    | 2      | 2       | 2     | 2     |
|                  | jarnsaxa            | 4     | 4    | 4      | 4       | 4     | 4     | jarnsaxa            | 4     | 4    | 4      | 4       | 4     | 4     |
|                  | mundilfari          | 1     | 1    | 1      | 1       | 1     | 1     | mundilfari          | 1     | 1    | 1      | 1       | 1     | 1     |
|                  | kiviuq              | 1     | 1    | 1      | 1       | 1     | 1     | kiviuq              | 1     | 1    | 1      | 1       | 1     | 1     |
|                  | ngc691              | 1     | 1    | 1      | 1       | 1     | 1     | ngc691              | 1     | 1    | 1      | 1       | 1     | 1     |
|                  | sky, which          | 1     | 1    | 1      | 1       | 1     | 1     | sky, which          | 1     | 1    | 1      | 1       | 1     | 1     |
|                  | ci tau              | 227   | 227  | 227    | 227     | 227   | 227   | ci tau              | 227   | 227  | 227    | 227     | 227   | 227   |
|                  | gamma emission      | 143   | 143  | 143    | 143     | 143   | 143   | gamma emission      | 143   | 143  | 143    | 143     | 143   | 143   |
|                  | f - stop            | 45    | 45   | 45     | 45       | 45     | 45     | f - stop            | 45    | 45   | 45     | 45       | 45     | 45     |
|                  | jarnsaxa            | 4     | 4    | 4      | 4       | 4     | 4     | jarnsaxa            | 4     | 4    | 4      | 4       | 4     | 4     |
|                  | mondialfari         | 1     | 1    | 1      | 1       | 1     | 1     | mondialfari         | 1     | 1    | 1      | 1       | 1     | 1     |
|                  | background cmb      | 3     | 3    | 3      | 3       | 3     | 3     | background cmb      | 3     | 3    | 3      | 3       | 3     | 3     |
|                  | mundilfari          | 1     | 1    | 1      | 1       | 1     | 1     | mundilfari          | 1     | 1    | 1      | 1       | 1     | 1     |
|                  | kiviuq              | 1     | 1    | 1      | 1       | 1     | 1     | kiviuq              | 1     | 1    | 1      | 1       | 1     | 1     |
|                  | ngc691              | 1     | 1    | 1      | 1       | 1     | 1     | ngc691              | 1     | 1    | 1      | 1       | 1     | 1     |

Table 1: Most-common and least-common terms not found in retrieved documents.

6 SYSTEM DEPLOYMENT AND USE
SAUCE has been deployed since November 2020, with a patent filed and pending [23]. SAUCE is typically used by IBM consultants. The end customer then is provided with the focused collection to be used in their unsupervised learning task. We have used SAUCE for a variety of projects with customers expanding small to medium seed corpora. Additional example use cases include “cell phone issues” for call centers, “DevOps” for software engineering, and “Pizza” (the later test set was for a client who didn’t want to reveal their actual interest).

Over the last few months, customers have expressed positive feedback for our proposed corpus expansion method. The automatic expanded large-scale corpora have been used to train several machine learning (ML) systems across a variety of use-cases, and in all cases, the ML model performance has been substantially improved over training on just the client-supplied seed corpus.
with NDCG, Recall and scores.

Table 2: Comparison of SAUCE with baselines on the document retrieval task for Bottled Water. Evaluation based with NDCG, Recall and scores.

| Method      | Bottled Water |
|-------------|---------------|
|             | nDCG | Recall | MAP  |
| SAUCE       | 0.895 | 0.566  | 0.584 |
| RoBERTa     | 0.724 | 0.237  | 0.234 |
| TF-IDF      | 0.786 | 0.329  | 0.329 |
| Hash        | 0.828 | 0.391  | 0.400 |
| Random      | 0.746 | 0.285  | 0.282 |
| Query       | 0.871 | 0.501  | 0.506 |

The biggest difference is the substantially more complete coverage of long tail terms; these include both infrequently used terms as well as terms that are emerging and gaining in popularity. The later set is very critical to track for many of our clients. For example, IBM Garage, i.e., the IBM prototype systems team, integrated a Human-in-the-Loop User Interface to create a social media monitoring application for a business client.

7 CONCLUSION AND FUTURE WORK

In this work, we propose a novel signature-assisted unsupervised bit-vector document representation method, termed SAUCE, that allows for fast corpus expansion based on limited relevance judgments. Our work relies on the fact that only a small number of low-frequency terms capture the “aboutness” of a document [34]. Very common terms that appear in a lot of documents are not as informative of the document topic, while very rare terms do not provide wide coverage of the domain when searching for relevant documents. We leverage such intuition to impose sparsity on the document bit-vectors and reduce the computational burden while ensuring the coverage of the domain-specific long tail distribution.

We conduct experimental analysis with baseline methods and state-of-the-art models. Our results demonstrate the usefulness of our method. More specifically, on a large-scale real-world use-case on terabytes of web data, we find that SAUCE reduces the per-document memory footprint by 24%, and retrieves 6.8% more rare terms than baselines, on a fraction of time, reducing query execution by 78% w.r.t. the next best strategy.

The problem of efficiently expanding or creating a document collection through searching petabytes of web documents is relevant to many application domains, from social media monitoring and trends forecasting to epidemics and event extraction. SAUCE provides a flexible framework that can be combined with a wide variety of data types. We note that our method is fairly general and can be used with non-document textual queries, e.g., a query constructed from a single document, with one or few sentences. In the future, we hope to evaluate our method with different query variants. In addition, we are considering expanding our work in other domains and data, e.g., images, video, tables, as well as medical and business intelligence downstream applications, e.g., collecting corpora for machine translation, question answering, relation extraction, and taxonomy construction.
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