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Abstract: In this work we have developed a quality approach for the quality assessment of data related to the business process for quality projects, this approach uses the cost of the implementation of quality combined with the impact of quality broken down into the benefit and efficiency of data, shapley value helps us choose the business processes that will collaborate to reduce the cost of improvement, Deep learning helps us calculate the quality values for any dimension based on history of previous improvements. To reach our goal, we used the cost-benefit approach (ACB) and the cost-effective approach (ACE) to extract the impact and cost factors then using a multi-optimization algorithm. Objective we will minimize the cost and maximize the impact for each business process and the deep learning introduced will complement our approach to learn from the previous improvements after validation of the processes which will be chosen as well as the values calculated after improvement. The importance of this research lies in the use of impact factors and the cost of the quality evaluation which represent the basis of any improvement, our approach uses generic multi-objective optimization algorithms which will help choose the minimum value of each business process before the improvement, adding a layer of predicting and estimating the quality value of the data generated by the business process before the improvement even, while the value of shapley has aim to minimize the cost of quality projects during fission and merger of companies and even within a company composed of several services and departments to have the lowest possible total cost to help companies manage the portfolios of quality.
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I. INTRODUCTION

The real capital of companies today is data, information, knowledge bases without forgetting budgetary capital, this capital exhausted by the poor quality of data of which, according to IBM, the cost of poor quality is valued at over three trillion dollars for the US economy, and over 600 billion dollars is wasted on poorly targeted mailings per year. [1], big data produced during the existence of companies represents a heritage that represents the company and its value in the market, more than 90% of the data produced So far, comes from the last two years [2], the Big data analytics was valued at 37.34 billion US dollars in 2018, in 2027 it will reach 105.08 billion US dollars, in the market 58% of companies adopt Big Data Analytics, in 2019 the revenue is more than 187 billion US dollars [30]; according to the characteristics of Big Data which are (Variety, Variability, Complexity, Value) [31], a large number of erroneous, incomplete, inaccurate data will be added to the existing one, so it is the duty of companies to ensure and correct these imperfections, because the cost of poor quality is enormous and could damage the company's image with partners; to this end that scientists, identify quality as an uplifting and strategic element that will create added value, and satisfy humanity and these financial objectives [3]. The organization of this document is treated as follows: section II deals with the comparative table of research carried out on the impact and cost of the quality of data and processes, section III begins with quality, these dimensions and classification of these dimensions to the dimension chosen for our use case; Section IV our work on the positive impact and cost of improving completeness; Section V describes the use of the artificial neural network to predict whether there will be an improvement in completeness, Section VI is about contribution of the value of shapley for an equitable sharing between the business processes, the conclusions and future work is summarized.

II. RELATED WORK
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The comparison criteria namely: the costs of poor quality, the impact of quality, the cost of quality either for processes or data.

According to the literature in the impact assessment and the cost of quality, the analysis of the effectiveness of a project to improve quality can be broken down as follows:

- The negative value associated with the data, i.e., the cost of poor quality.
- The financial or business value of improving quality. The costs of improving quality.

However, these works do not offer metrics that allow us to analyze the cost and the tangible and intangible impact, the work done in this direction was mainly based on the economic side, which complicates their applications in any field or organization.

### III. DATA QUALITY DIMENSIONS CLASSIFICATION, DATA COMPLETENESS CHOSEN DIMENSION

#### A. Data Quality

Several researchers have proposed definitions of data quality, among these definitions, quality is the degree to which a set of inherent characteristics meets the requirements [4]. According to Philip Crosby, quality is linked to the customer and to the conformity of his requirements [5]. whereas W. Edwards Deming sees quality as a predictable degree of reliability and consistency, suitable for the low-cost market [6]. For Joseph Juran quality is fitness for use [7].

According to article [8], quality is "the manner in which information meets customer expectations and requirements [9, 10]."
C. Data Completeness

Critical dimensions that are identified by researchers such as accuracy, consistency, completeness, timeliness and updating, this study will examine completeness, considered a fundamental dimension [10], the lack of data can block the entire business process as well as other critical dimensions.

The most widely used definitions of completeness is the extent to which data is not lacking and is of sufficient breadth and depth for the task at hand [11], this means all necessary information available.

The next chapter we will talk about the impact of completeness and cost of its improvement; since it is difficult to quantify the cost, we will take the complexity in its place; evidence proves that the cost of improvement has a linear relationship with complexity [12, 13], since business processes are well defined and will not change often over time, our survey will focus on the data produced and manipulated by these processes.

IV. THE COMPLEXITY, THE IMPACT OF IMPROVING COMPLETENES

A. Impact of data completeness

• Will reduce the cost?

It costs to have good data, it is time and money in it, the cost is divided as cost of low data, cost of prevention, cost of detection, cost of repair and cost of maintenance and improvement; Figure 1 shows that the first three classes of cost are quantifiable, on the other hand the cost of improvement is difficult to calculate [14].

• Will it increase efficiency and profitability?

According to the General Accounting Office 1991 a report estimates that total quality management practices increase the profitability of the company and the efficiency of its employees [15]. A working environment; where the emphasis is on teamwork and where quality is the objective of stakeholder support; the work will be performant and efficient than that of which the quality comes after reclamation of the incident.

• Will increase end customer satisfaction?

Any business must continually improve its services to its customers, be competitive in the market [16]. The quality of the data serves customers and employees better without investing in marketing which costs money, the other stolen, it is the independence of the company vis-à-vis these employees to serve them well. Clients on time even if there are departures from these skills.

• Will improve Cross-Functional Process?

The transverse processes are the real value of the company, they cover several applications, IT systems and organizational areas. The transversal processes are divided into between departments, the improvement of the data managed by these processes will improve the whole work is a big impact about the company.

• Will facilitates decision making and strategy change?

Nowadays, the majority of companies rely on data to make decisions about their business, and have a head start to adjust their strategy for the short term or long term and gain an advantage over these existing competitors. Quality information gives a strategic advantage, because this data which is precise, complete and up-to-date gives a head start in the market, make it easy for analysts provide good information to decisionmakers to make good decisions and even make changes to their strategy in the short or long-term.

• Will this have a direct impact in time?

It depends on the context of the company, its position in the market, its image with customers and partners, the completeness or not of the data can lead to colossal facts in the short term such as Facebook, Twitter, Google or long term for small or medium enterprises.

• Will increase security compliance?

Speaking of security, we have to talk about three types of security, hardware security, software security, data security, last stolen is very important in the context of data completeness, we could not have a word of empty pass, otherwise it is a disaster for confidential data and even for everyday life in the company. If the quality of these data is low, the confidentiality is exposed to risks, but the contrary will help to reinforce security, generate savings by refining processes, reduce compliance time by streamlining the reporting process and Reduce the response time.

The complexity of improving data completeness

As mentioned before the cost of quality divides into cost of prevention, detection, correction, improvement and others, we will try to quantify the cost of improving completeness:

• Find data sources to contradict or supplement the data?

There are several ways to complete the data, with an older backup it can prove useful after a failed migration or a system crash even see a cybersecurity attack, knowledge bases are an asset capitalizing on years of experience of the he company, we find there algorithms, instructions for the collaborators, in order to provide a faster service and to satisfy its customers; the fact that experts contribute to this knowledge base will improve archived, documented, shared knowledge and correct other knowledge.

• The nature and type of data processed?

Most businesses rely on huge amounts of data about their vendors, employees, process data, videos, audio, PDFs, knowledge and more; business processes deal with several types of data ranging from golden data to unstructured data, of course the complexity increases along this curve, the data included in tables like employees, customers, products or suppliers are key business entities that support transactions in operational systems [17], therefore unstructured data is expensive, in addition it does not contain information about the data model and is not organized; because these data entered manually may be incomplete due to human intervention, or by machine directly or the processing follows strict rules, and the case is true for processing a faulty algorithm from a knowledge base.

• How the process is executed?

Business Process Automation (BPA) improves organizational efficiency by reducing effort levels and eliminating redundant processes and procedures [18]. The complexity varies depending on how the process is performed manually or automatically, depending on the business situation the complexity varies given the reliability of the information source to algorithms or natural person.
VI. ARTIFICIAL NEURAL NETWORKS (ANN)

A. Principe of ANN - neural network

Deep Learning and Machine Learning are new effective strategies for maximizing corporate profits; neural networks are inherently efficient at finding relationships between data and using them to predict (or classify) data [19]. Artificial neural networks are information processing structures providing the relationship between input data for flexible and powerful machine learning by artificially simulating human brain function [21, 38, 39, 40]. The entry level receives the input information, and the next level receives it. Each successive level receives the output of the previous level, while the last level produces the output of the system that will be the forecast.

B. Predict completeness by an artificial neuron network

ANN uses several hidden layers to create an algorithm that will approximate the complex mathematical function that binds the entry data to calculate or determine completeness. The backpropagation neural network (BPNN) is a learning function employed in an ANN application which uses the backpropagation of the error gradient to decrease the error of nonlinear functions [25]. In this study, a BPNN algorithm was adopted to predict completeness, which will have a favorable impact on the business at less cost.

The BPNN contains three types of layer: input layer, output layer, one or more hidden layers; the first two layers mentioned contains a limited number of neurons depending on the problem, while the intermediate layers can vary; the hidden layers receive inputs from the input layer, they are also input for the output layer, that is a kind of signal converter as for cerebral neurons [22, 24].

Backpropagation is a method to adapt connection weights, to balance and compensate for each error during learning; the aim is to predicted.

VII. COMPLETENESS PREDICTION BY NEURAL NETWORK

A. Principe of ANN - neural network

Deep Learning and Machine Learning are new effective strategies for maximizing corporate profits; neural networks are inherently efficient at finding relationships between data and using them to predict (or classify) data [19]. Artificial neural networks are information processing structures providing the relationship between input data for flexible and powerful machine learning by artificially simulating human brain function [21, 38, 39, 40]. The entry level receives the input information, and the next level receives it. Each successive level receives the output of the previous level, while the last level produces the output of the system that will be the forecast.

B. Predict completeness by an artificial neuron network

ANN uses several hidden layers to create an algorithm that will approximate the complex mathematical function that binds the entry data to calculate or determine completeness.
the backpropagation neural network (BPNN) is a learning function employed in an ANN application which uses the backpropagation of the error gradient to decrease the error of nonlinear functions [25]. In this study, a BPNN algorithm was adopted to predict completeness, which will have a favorable impact on the business at less cost.

The BPNN contains three types of layer: input layer, output layer, one or more hidden layers; the first two layers mentioned contains a limited number of neurons depending on the problem, while the intermediate layers can vary, the hidden layers receive inputs from the input layer, they are also input for the output layer, that is a kind of signal converter as for cerebral neurons [22, 24].

Backpropagation is a method to adapt connection weights, to balance and compensate for each error during learning; the aim is to improve prediction in learning networks; c-thus, the error is calculated as being the difference between the actual output and the calculated output [23, 33]. To decrease the error, we move the weight in the reverse direction of the gradient.

Forward propagation refers to the computation and then to the storage of intermediate variables; in order from input layer to the output layer, an activation donation is required depending on the situation and the value to be predicted.

VIII. COMPLETENESS PREDICTION BY NEURAL NETWORK

A. Learn from the cost survey responses and the impact of the improvement

Our java application is intended for practitioners and data quality managers, this tool quantified the cost of improving data completeness and its impact on the business; the information accumulated is on business processes, their type (critical, important, normal) in order to have a preference for one over the others, their affiliation to a business service associated with a department; this information will be useful for the company to process data from a single business process by limiting itself in time, will also be useful for a business service including a set of processes or even see relevant to other companies in the same field application [20].

B. case study

Case 1

We start with a single hidden layer with 10 neurons in order to predict completeness; we are using the dl4j library, the completeness value of 0.2835 is greater than the desired value which is 0.25.

The predicted value of completeness for one hidden layer

Case 2

The next step is to add a second hidden layer, so we have two layers, each layer contains 10 neurons, the value calculated after learning is 0.2693, it exceeds the desired value which is 0.25.

The predicted value of completeness for two hidden layers

Case 3

Adding another hidden layer to have three hidden layers, the completeness after using the algorithm is 0.2499 approaching the desired value.

The predicted value of completeness using three hidden layers

Case 4

We add another hidden layer to accurately predict completeness, so be aware that we had 4 hidden layers, the predicted completeness is 0.2583.

The predicted value of completeness using four hidden layers

According to the results found, it turned out that three hidden layers are adapted to our problematic and predicted with great precision the value after improvement, see table 2 is summarizing the four cases.

Table-II: comparison between four cases

|            | calculated completeness | the desired completeness | calculation time |
|------------|------------------------|-------------------------|-----------------|
| Case 1     | 0.2835                 | 0.25                    | 6s              |
| Case 2     | 0.2693                 | 0.25                    | 7s              |
| Case 3     | 0.2499                 | 0.25                    | 7s              |
| Case 4     | 0.2582                 | 0.25                    | 7s              |
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IX. SHAPLEY VALUE AS A DECISION SUPPORT SYSTEM IN THE CHOICE OF BUSINESS PROCESSES AND SERVICES TO IMPROVE

A. Shapley value

In game theory, more specifically in a cooperative game, the value of Shapley gives players a fair distribution of winnings. It is named in honor of Lloyd Shapley who introduced the concept in 1953[36,37].

B. Use the Shapley value to choose candidate business processes to improve

A business service represents the added value that a company delivers to its environment. We can distinguish between internal and external services: Internal services is about the added value that is being delivered within the domain that the service belongs to. External services are about the added value that is being delivered to other domains or to the environment like customers.

A business service supports one or more business process and is offered to business customers. We will use the collaborative games represented by the value of shapley for the minimization of the cost of the improvement of the business service.

1) Shapley value to share the cost of business service improvement

As mentioned before the complexity for improving business service process is:

\[ CF(P_i) = \frac{\sum_{h=1}^{n} w_c(h) + w_c(h_k) + v_c(k)}{\sum w_c(n)} \]  \hspace{1cm} (1)

Where \( w_c(n) \) is weight of question \( w_c(h) \) is weight of h value of question \( v_c(h) \) the value of h element

The cost is proportional to complexity, so the equation of the cost improvement of business process is:

\[ \text{Cost}(P_i) = \frac{CF(P_i)(\text{CompI}_g - \text{CompI}_h)}{2(1 - \text{CompI}_g)} \] \hspace{1cm} (2)

Where \( \text{CompI}_g \) is target completeness and \( \text{CompI}_h \) initial completeness.

2) Use Case

In our case we choose one business service from our organization, publication of book, this service contains many business processes like, Arbitration, the sale of book, correction and other, for these three processes we use our application java to calculate cost of each process and use implementation of shapley value in java to calculate shared cost between all three-process chosen for this improvement of business service, the figure 8 talks about the shareable cost between the processes. We see a decrease in cost of improvement since the process belong to the same business service. In our example we have chosen to make a coalition between the three processes which constitutes the business service, if we have a cost constraint, not to exceed it, the coalitions can be between two processes than three processes.

The shared cost by shapley value

X. RESULTS AND DISCUSSION

The results of this case study show that a neural network driven by three hidden layers was better suited and more accurate for predicting the value of completeness of data used by a business process and when adding a fourth, layer, the completeness has been decreased, the results found for cooperation between business processes, experience has shown that the processes of the same business departments must collaborate, which will lead to a decrease in the cost of evaluation and quality improvement and the process will share the cost equitably.

XI. CONCLUSION AND FUTURE WORK

Our framework aims to find a way to judge quality projects according to the impact on the business and how much it would cost to improve data quality, our use case based on completeness given the importance of this dimension quality; the use of neural networks brings a deep analysis of the data accumulated to predict the improvement, this cost and impact evaluation system adapts to any domain based on factors with a weight of each question and a weight for each chosen value; each company will build its own model and can be generalized to another company or service in the same field.

After each improvement, it is necessary to compare the expected value with the actual value; update the value and recalculate if the prediction will be complete and have completeness and prediction accuracy over time. The value of shapley is used as a decision-making system to share the cost for a post-service for a department and even between companies during mergers or fissions.

Some future work: (i) the generalization of our approach for more dimensions of data quality (ii) application of our approach by dimension category (iii) use the shapley value for more dimensions of data quality.
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