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Abstract—In this paper, a novel method for joint radio resource allocation (JRA), three-dimensional placement (3DP), and user association of aerial base stations (ABSs) as a main problem in the internet of things (IoT) networks is proposed. In our proposed model, we consider two schemes: a) line of sight (LoS) b) generalized. In the LoS scheme, all the ABSs should see the IoT users as LoS. In the generalized scheme, ABSs can see some of the IoT users as LoS and some of them as NLoS. The main goal of this paper is to minimize the overall transmit power of the IoT users while satisfying some quality of service (QoS) constraints in uplink scenario. To solve the optimization problems and to convert the main problems with high complexity into the subproblems with lower complexity, we decompose them into two subproblems namely 3DP subproblem and joint RRA and user association (JRU) subproblem. The methods which we use to solve our proposed optimization problems are Semi Definite Relaxation (SDR) and Geometric Programming (GP). Finally, using simulations, we evaluate the performance of the proposed schemes for different values of the network parameters.
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I. INTRODUCTION

A. State of the Art

1) Necessity to use UAVs: The use of unmanned aerial vehicles (UAVs) in wireless communication networks has received remarkable attentions recently [1]–[5], [11]–[36]. The use of UAVs can be useful in some regions which have no cellular infrastructures or the areas in which building a cellular infrastructure is very expensive. The use of UAVs as aerial base stations (ABSs) in wireless communication networks makes lots of advantages. ABSs can be deployed in higher altitudes compared to the terrestrial base stations. Therefore, they can see ground users with higher chance of line of sight (LoS) links. More over, ABSs can easily move to updated places, and therefore, they can be more flexible than terrestrial base stations in the scenarios where users are mobile [2]. The technical challenges in ABS communication networks can be classified into optimal placement, air to ground (A2G) channel modeling, resource management, energy efficiency, and performance analysis [2]–[4]. In the next generation of wireless communications, networks will require extra dense base stations deployments not only in 2-D area but also in 3-D space. Therefore, ABSs can play an important role for wireless cellular networks in overloaded cases. Furthermore, ABSs are more robust against environmental changes [4].

2) Necessity to use UAVs in IoT: IoT can change the ways of wireless communications with all of the devices. An IoT system uses intelligent interfaces for connecting IoT devices to each other at anytime and anywhere which use any network and any service [5]–[8]. More over, UAVs are easy to deploy, capable of reprogramming during run time, capable of measuring anything anywhere and capable of having high mobility, therefore, they can be chosen to provide many applications, such as service delivery, farming, pollution mitigation, and rescue operations [5], [9], [10]. According to the above definitions, UAVs are the efficient option to choose for IoT network, and hence, they can play an important role. Furthermore, at the same time, they can provide extra services when they are equipped with some special devices (e.g., cameras, actuators and sensors) [5], [9], [10]. In the other hand, the transmit power of IoT devices are low in comparison with other traditional networks, and hence, IoT devices can not be able to communicate in long range. More over, ABSs can update their locations due to the new locations of IoT devices. Therefore, ABSs can collect IoT data from the IoT devices and transmit it to other devices which are out of transmission range. Accordingly, ABSs can play an important role in IoT networks which have battery-limited devices [11]–[13].

B. Related Works

The Related works to this paper can be classified into the following items:

1) Placement: The authors in [14] maximize the number of users which covered by a single ABS by finding the efficient 3D placement for the ABS. In [15], the authors obtain the optimal altitude deployment of a UAV in order to maximize the coverage. In [16], the authors enhance the coverage performance in public safety communications by obtaining the optimal deployment of UAVs. In [17], the authors use the sigmoid function LoS model to optimize the UAV height in different performance metrics. In [18], the authors design the ABS enabled heterogeneous networks (HetNets) by 3D placements of ABSs as one of the important factors. In [19], the optimal altitude of a single UAV is found to achieve a required coverage with minimum transmit power. In [20], the authors find the optimal coverage range and hovering altitude of UAVs to minimize the transmit power of them. In [21], the authors propose the next generation heterogeneous network including cooperative UAVs. Accordingly, they find the optimal placement and optimal distribution of UAVs to
optimize the overall network delays. In [22], the authors study on a model which uses density and cost functions to compute the areas with higher demands, and hence, the UAVs are deployed based on these cost functions. In [23], the locations of ABSs are optimized in order to maximize the network throughput over a given geographical area. In [24], the authors maximize the fifth percentile capacity of the network by optimizing the locations of the UAVs.

2) Power Allocation: In [25], the authors investigate a secure wireless network based on physical layer security technique considering UAV as a relay. In order to maximize the secrecy rate, they optimize the transmit power of the source and the UAV as a relay while satisfying a sequence of information-causality constraints. These constraints ensure that the relay cannot forward the undecoded data.

3) Joint Power Allocation and Spectrum Allocation: In [26], the authors present a scenario including cluster heads-UAVs communications in M2M networks. They propose an efficient scheduling and resource allocation mechanism in order to minimize the transmit power of cluster heads while satisfying rate requirements of M2M devices. In [27], the authors investigate a cellular network with multi-layer UAVs. In order to minimize the packet transmission delay, the resources allocation mechanism proposed.

4) Joint Placement and User Association: In [28], the authors study the optimal deployment of UAVs and association of static ground users to UAVs in order to meet the users rate requirements. The work in [29] investigates a communication network based on multiple UAVs in downlink transmissions considering UAV efficient deployment and user association. In [30], the authors study on the UAV networks using the sigmoid LoS model in order to characterize the received signal strength. Accordingly, they propose the multi-objective optimization. Furthermore, the UAVs locations are found as a part of an optimization problem or they are assumed to be known. In [31], the authors present a more comprehensive placement and user association problem of a single UAV-BS. In [32], the authors present an IoT network based on UAVs. They study on deploying the UAVs efficiently in order to minimize the power consumption of the ground IoT devices by considering the required bit error rate. Furthermore, they present the efficient association of the ground IoT devices to UAVs. In [33], the authors maximize the users’ quality of experience (QoE) while minimizing the transmit power of the UAVs.

5) Joint Placement and Spectrum Allocation: In [34], the authors propose a multi-hop D2D network based on UAV in order to develop the coverage of network. They show that deploying the UAV in an efficient way increases the data rate assuming the transmit power or distance is beyond the threshold.

6) Adaptive Modulation: In [35], the authors investigate a scenario in which UAVs can be used as relays between ground devices and a ground base station. They propose a method in order to control the heading angle of UAVs considering space-time coding and adaptive modulation, and hence, they optimize the performance of the ground-to-relay links. In [36], the authors maximize the energy efficiency in the network in which ground nodes are capable of adaptive modulation. Furthermore, they show how mobility pattern of UAVs can affect on adaptive modulation.

C. Our Contribution

The main contribution of this paper is to develop a novel approach for intelligently deploying multiple ABSs while minimizing the overall ABS transmit power needed to satisfy the users data rate in uplink scenario. Furthermore, subcarrier allocation and adaptive modulation are used in this scenario. Our contribution of this paper can be listed as follows:

- Joint RRA, 3DP, and User Association: The main factor of ABSs which makes them useful is the ability to move, and hence, the location of ABSs is not fixed. Therefore, we should see what is the impact of finding the location of ABSs on RRA and user association. Accordingly, it is necessary to find the radio variables, placement variables, and user association variables in a joint method. To the best of our knowledge, there is no work which consider the joint RRA, 3DP, and user association.
- Comparing A2G channel models: To the best of our knowledge, there is no work which provide the comparison between two A2G channel models namely only the LoS scheme and the generalized scheme. Finally, we know which one is better for our IoT Scenario.
- Multi ABS, multi IoT users, multi subcarrier system, and adaptive modulation: To the best of our knowledge, there is no work which has all the above items together. In this paper, we show the impact of different modulation orders on overall transmit power of IoT users. Furthermore, we show the impact of ABS numbers on the overall transmit power of the IoT users and the average ABS altitude.
- Converting the non-convex problems into convex with relaxation methods: We propose two main problems for our scenario which both of them are non-convex and intractable, and hence, we convert them into convex problems with semidefinite relaxation (SDR) and geometric programming (GP).
- Computational Complexity: We obtain the computational complexity of our proposed schemes.

II. System Model

Consider an IoT system consisting of a set $\mathcal{I} = \{1, ..., I\}$ including $I$ IoT users deployed within a geographical area. In this system, a set $\mathcal{J} = \{1, ..., J\}$ including $J$ ABSs should be deployed to collect the data from the ground devices in the uplink. Furthermore, a set $\mathcal{M} = \{1, ..., M\}$ including $M$ modulation orders should be assigned to each user for uplink transmission. The $m^{th}$ modulation order shows that we use $2^{m+1}$PSK for transmission. The locations of user $i$ and ABS $j$ are, respectively, given by $(x_i; y_i)$ and $(x_j; y_j; h_j)$. We assume that devices transmit in the uplink using orthogonal frequency division multiple access (OFDMA). Note that, we consider a network in which the locations of devices are known to a control center such as a central cloud server. The ground IoT devices can be mobile (e.g., smart cars) and their data availability can be intermittent (e.g., sensors). For A2G
In communications, each device can typically have a LoS view towards a specific ABS with a given probability. This LoS probability depends on the environment, location of the device and the ABS, and the elevation angle between the device and the ABS \([4]\). One suitable expression for the LoS probability between ABS \(j\) and user \(i\) is given by \([4]\):

\[
P_{\text{LoS}}^{\text{ij}} = \frac{1}{1 + e^{\alpha(\theta_{\text{ij}} - \beta)}} \quad \forall i, j,\]

where \(\alpha\) and \(\beta\) are constant values which depend on the carrier frequency and type of environment such as rural, urban, or dense urban, and \(\theta_{\text{ij}}\) is the elevation angle that is defined as follows:

\[
\theta_{\text{ij}} = \frac{180}{\pi} \times \sin^{-1}\left(\frac{h_{\text{ij}}}{d_{\text{ij}}^2}\right), \quad \forall i, j,
\]

and \(d_{\text{ij}}\) is the distance between device \(i\) and ABS \(j\) given by

\[
d_{\text{ij}} = \sqrt{(x_j - \hat{x}_i)^2 + (y_j - \hat{y}_i)^2 + h_j^2}, \quad \forall i, j.
\]

The path loss expressions for LoS and NLoS connections are as follows \([4]\):

\[
L_{\text{LoS}}^{\text{ij}} = 10n \log\left(\frac{4\pi f c d_{\text{ij}}}{c}\right) + \xi_{\text{LoS}}, \quad \forall i, j,
\]

\[
L_{\text{NLoS}}^{\text{ij}} = 10n \log\left(\frac{4\pi f c d_{\text{ij}}}{c}\right) + \xi_{\text{NLoS}}, \quad \forall i, j,
\]

where \(n\) is the path loss exponent, \(L_{\text{LoS}}^{\text{ij}}\) and \(L_{\text{NLoS}}^{\text{ij}}\) are the average path loss for LoS and NLoS links, respectively. \(\xi_{\text{LoS}}\) and \(\xi_{\text{NLoS}}\) are the average additional loss in addition to the free space propagation loss which depend on the environment. \(c\) is the speed of light, and \(f_c\) is the carrier frequency. Finally, the average path loss as a function of the ABS altitude and coverage radius can be written as \([15]\):

\[
\bar{L}(x_j, y_j, h_j) = P_{\text{LoS}}^{\text{ij}} L_{\text{LoS}}^{\text{ij}} + P_{\text{NLoS}}^{\text{ij}} L_{\text{NLoS}}^{\text{ij}},
\]
respectively. $A_m$ is a constant that only changes by the modulation order as follows:

$$A_m = \left( Q^{-1} \left( \frac{1}{2} \delta (m + 1) \right) \right)^2 \times \frac{1}{\sin\left( \frac{\pi}{2m-1} \right)} \times \frac{1}{N_0} \times \left( \frac{4f_c}{c} \right)^2 \times \frac{1}{10^{\frac{10}{10} \log_{10} \epsilon}}, \quad (10)$$

where $Q^{-1}(\cdot)$ is the inverse Q-function.

In the LoS model, the necessary condition for connecting a device to the UAV is to have a LoS probability greater than a threshold ($\epsilon$ is closed to 1). In other words, $Pr_{\text{LoS}}(\theta_{ij}) \geq \epsilon$, and hence, $\theta_{ij} \geq Pr_{\text{LoS}}^{-1}(\epsilon)$ leading to:

$$d_{ij} \leq \frac{h_{ij}}{\sin(Pr_{\text{LoS}}^{-1}(\epsilon))} \forall i,j. \quad (11)$$

Note that (11) guarantees the user $i$ can connect to ABS $j$ if the distance between them is not greater than $\frac{h_{ij}}{\sin(Pr_{\text{LoS}}^{-1}(\epsilon))}$.

Our goal is to maximizing the overall transmit power of the IoT users in the joint scenario including RRA, 3DP and user association. Accordingly, the objective function is given by:

$$\min_{\rho,x,y,h} \sum_{j=1}^{M} \sum_{m=1}^{I} \sum_{l=1}^{L} \sum_{m,l}^{P_{\text{transmit}}} \max_{\rho_{imj}^l}^\%,$$

where $\rho_{imj}^l$ is a binary variable that is one if there is a connection between the $i^{th}$ user and the $j^{th}$ UAV using $m^{th}$ modulation order in the $l^{th}$ subcarrier, and is zero otherwise. By substituting (9) into (12), our optimization problem can be formulated as:

$$\min_{\rho,x,y,h} \sum_{j=1}^{M} \sum_{m=1}^{I} \sum_{l=1}^{L} A_m r_{imj}^l d_{ij}^2 \rho_{imj}^l \quad (13a)$$

s.t. $\rho_{imj}^l \in \{0,1\}, \forall i,m,j,l,$

$$\sum_{j=1}^{M} \sum_{m=1}^{I} \sum_{l=1}^{L} r_{imj}^l \rho_{imj}^l \geq \tau_i, \forall i,$$

$$\rho_{imj}^l + \rho_{imj'}^l \leq 1, \forall i,j \neq j', m,l,m',l',$$

$$\rho_{imj}^l + \rho_{imj}^m \leq 1, \forall i,j,l,m \neq m',$$

$$\sum_{j=1}^{M} \sum_{m=1}^{I} \sum_{l=1}^{L} \rho_{imj}^l = 1, \forall i,$$

$$\rho_{imj}^l d_{ij} \leq \frac{h_{ij}}{\sin(Pr_{\text{LoS}}^{-1}(\epsilon))}, \forall i,j,m,l. \quad (13g)$$

Constraint (13c) states that the transmission rate for each user is greater than or equal to a threshold $\tau_i$. Constraint (13d) guarantees that only one ABS can be assigned to each user. Constraint (13e) shows that for each ABS, each user and each subcarrier, we can use at most one modulation order. Constraint (13f) shows that the subcarriers are orthogonal in OFDMA. More over, it guarantees that for each subcarrier we have at most one modulation and one assignment of UAV to user. Constraint (13g) is the necessary condition for connecting a device to a UAV to have a LoS probability greater than a threshold.

**B. Generalized Scheme (Joint NLoS and LoS)**

In this model, by using (7), (8), $P_{\text{transmit}}^{imj} = P_{\text{receive}}^{imj} \times 10^{-\frac{L(x_j-x_i)}{10} - \frac{r_{imj}^j}{2}}$, and considering $n = 2$, the minimum transmit power of UAV $j$ needed to reach a bit error rate requirement of $\delta$ is given by:

$$P_{\text{transmit}}^{imj} = B_m \times r_{imj} \times d_{ij}^2 \times \frac{Pr_{\text{LoS}}^{-1}(\epsilon^N \log_{10} \frac{\delta}{\eta})}{10}, \quad (14)$$

where $B_m$ is a constant that only changes by the modulation order as follows:

$$B_m = \left( Q^{-1} \left( \frac{1}{2} \delta + 1 \right) \right)^2 \times \frac{1}{\sin\left( \frac{\pi}{2m-1} \right)} \times \frac{1}{N_0} \times \left( \frac{4f_c}{c} \right)^2 \times \frac{1}{10^{\frac{10}{10} \log_{10} \epsilon}}, \quad (15)$$

Therefore, our optimization problem in this case can be demonstrated as follows:

$$\min_{\rho,x,y,h} \sum_{j=1}^{M} \sum_{m=1}^{I} \sum_{l=1}^{L} B_m r_{imj}^l \rho_{imj}^l d_{ij}^2,$$

s.t. (13b) - (13i), \quad (16a)

where $\eta = \frac{\xi_{\text{LoS} \log_{10} \frac{\delta}{\eta}}}{10}$.

**III. SOLUTION**

**A. The Case with only the Line of Sight**

Our optimization problem is Mixed Integer Nonlinear Programming (MINLP), nonconvex, and NP-hard. To solve the resulting optimization problem, it is decomposed into 3DP subproblem and JRU subproblem which are iteratively solved until convergence to a local solution.

1) 3DP: The 3DP subproblem can be formulated as Quadratically Constrained Quadratic Program (QCQP) for a fixed vector $\rho$ as follows:

$$\min_{x,y,h} \sum_{j=1}^{M} \sum_{m=1}^{I} \sum_{l=1}^{L} A_m r_{imj}^l \rho_{imj}^l d_{ij}^2,$$

s.t. $\rho_{imj}^l d_{ij} \leq \frac{h_{ij}}{\sin(Pr_{\text{LoS}}^{-1}(\epsilon))}, \forall i,j \in \Omega, \forall m,l,$

where $\Omega = \{(i,j) \mid \rho_{imj}^l \in \rho_0, \forall m,l \}$ and $\rho_0$ is an initial matrix for iterative method.

Note that by using (3), (17) can be transformed into (18) as follows:

$$\min_{x,y,h} \sum_{j=1}^{M} \sum_{m=1}^{I} \sum_{l=1}^{L} A_m r_{imj}^l \rho_{imj}^l (x_j - x_i)^2 + (y_j - y_i)^2 + h_i^2,$$

s.t. $\rho_{imj}^l (x_j - x_i)^2 + \rho_{imj}^l (y_j - y_i)^2 + \rho_{imj}^l h_i^2 (1- \frac{1}{\sin^2(Pr_{\text{LoS}}^{-1}(\epsilon))}) \leq 0,$$

(18b)
As we can see from [18], the optimization problem is a QCQP whose general form is given by [39], [40]:

\[
\min_v \frac{1}{2} v^T W_0 v + Q_0^T v + \tilde{r}_0 \quad \text{(19a)}
\]

s.t. \( \frac{1}{2} v^T W_i v + Q_i^T v + \tilde{r}_i \leq 0, \forall i. \quad \text{(19b)} \)

Given [18], we have:

\[
v = \begin{bmatrix} x_1 & y_1 & h_1 & \ldots & x_J & y_J & h_J \end{bmatrix}_{J \times 1}, \quad \text{(20)}
\]

\[
W_0 = \begin{bmatrix} \Gamma_1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \Gamma_1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & \Gamma_1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \Gamma_1 \\ \end{bmatrix}_{3J \times 3J}, \quad \text{(21)}
\]

where \( \Gamma_j \) is a matrix which can be written as follows:

\[
\Gamma_j = \begin{bmatrix} 2LM I \omega_j & 0 & 0 \\ 0 & 2LM I \omega_j & 0 \\ 0 & 0 & 2LM I \omega_j \end{bmatrix}_{3 \times 3}, \quad \forall j \in J, \quad \text{(22)}
\]

and \( \omega_j = \sum_i \sum_m A_{im} r_{imj} p_{l_{imj}} \). Also we have:

\[
W_i = \begin{bmatrix} \Upsilon_{i1} & 0 & 0 & 0 \\ 0 & \Upsilon_{i1} & 0 & 0 \\ 0 & 0 & \Upsilon_{i1} \\ 0 & 0 & 0 & \Upsilon_{i1} \end{bmatrix}_{3J \times 3J}, \quad \text{(23)}
\]

where \( \Upsilon_{ij} \) is a matrix that can be written as follows:

\[
\Upsilon_{ij} = \begin{bmatrix} 2LM \vartheta_{ij} & 0 & 0 \\ 0 & 2LM \vartheta_{ij} & 0 \\ 0 & 0 & 2LM \vartheta_{ij} \end{bmatrix}_{3 \times 3J}, \quad \text{(24)}
\]

where \( \kappa = 1 - \frac{1}{\sin^2(Pr_{r_{L,3}}(z))} \) and \( \vartheta_{ij} = \sum_m A_{im} r_{imj} p_{l_{imj}} \).

Furthermore, we have:

\[
Q_0 = \begin{bmatrix} \Lambda_1 & \ldots & \Lambda_J \end{bmatrix}_{J \times 1}, \quad \text{(25)}
\]

where \( \Lambda_j \) is a matrix that can be formulated as follows:

\[
\Lambda_j = \begin{bmatrix} -2LM \sum_i \vartheta_{ij} \hat{x}_i & -2LM \sum_i \vartheta_{ij} \hat{y}_i \end{bmatrix}_{3 \times 1}, \quad \text{(26a)}
\]

\[
Q_i = \begin{bmatrix} \Theta_{i1} & \ldots & \Theta_{iJ} \end{bmatrix}_{J \times 1}, \quad \text{(26b)}
\]

\[
\Theta_{ij} = \begin{bmatrix} -2LM \vartheta_{ij} \hat{x}_i & -2LM \vartheta_{ij} \hat{y}_i \end{bmatrix}_{3 \times 1}, \quad \text{(26c)}
\]

\[
\hat{r}_0 = LM J \sum_i \gamma_i (\hat{x}_i^2 + \hat{y}_i^2), \quad \text{(26d)}
\]

\[
\hat{r}_i = LM J (\hat{x}_i^2 + \hat{y}_i^2) \gamma_i. \quad \text{(26e)}
\]

\[
\gamma_i = \sum_m \sum_l A_{im} r_{imj} p_{l_{imj}}, \quad \text{Note that } W_i \text{ is not a positive semidefinite matrix, and hence, the QCQP problem in } (19) \text{ is nonconvex. Therefore, in order to solve the NP-hard problem } (19), \text{ we should convert the nonconvex QCQP problem into a semidefinite programming problem by semidefinite programing relaxation (SDR) method.}
\]

First of all, we should convert the non-homogeneous QCQP problem into homogeneous QCQP problem. The homogeneous form of problem [19] can be formulated as follows [40]:

\[
\min_{v, a} \frac{1}{2} [v^T a b] [W_0 v] [Q_0 v] + \tilde{r}_0 \quad \text{(26a)}
\]

\[
\text{s.t. } \frac{1}{2} [v^T a b] [W_i v] [Q_i v] + \tilde{r}_i = 0, \forall i. \quad \text{(26b)}
\]

\[
\text{s.t. } \frac{1}{2} [v^T a b] [W_i v] [Q_i v] + \tilde{r}_i \leq 0, \forall i. \quad \text{(26c)}
\]

The problem [26] can be formulated as the following equivalent problem:

\[
\min_{u, r} \frac{1}{2} u^T T_0 U + \tilde{r}_0 \quad \text{(27a)}
\]

s.t. \( \frac{1}{2} u^T T_i U + \tilde{r}_i \leq 0, \forall i. \quad \text{(27b)}
\]

\[
U = u^T u, \quad \text{(27c)}
\]

\[
\text{s.t. } u = [v^T a b]_{1 \times (1 + 3J)} , \quad T_0 = \begin{bmatrix} W_0 & Q_0 \\ Q_0^T & 0 \end{bmatrix}, \quad \text{(27d)}
\]

where \( u = [v^T a b]_{1 \times (1 + 3J)} \), \( T_0 = \begin{bmatrix} W_0 & Q_0 \\ Q_0^T & 0 \end{bmatrix} \), \( T_i = \begin{bmatrix} W_i & Q_i \\ Q_i^T & 0 \end{bmatrix} \). The constraint (27c) is equivalent to rank(\( U \)) = 1 and \( U \geq 0 \) (shows the matrix \( U \) is semi definite positive (SDP)). Furthermore, the constraint (27d) is equivalent to \( a^2 = 1 \).

In the next step, we should convert the nonconvex homogeneous QCQP problem [27] into an SDP problem. The constraint rank(\( U \)) = 1 makes the optimization problem [27] nonconvex. Therefore, we should relax the optimization problem [27] by ignoring rank(\( U \)) = 1. Finally, the convex relaxed problem can be written as follows:

\[
\min_{U, \tilde{r}} \frac{1}{2} tr(T_0 U) + \tilde{r}_0 \quad \text{(28a)}
\]

s.t. \( \frac{1}{2} tr(T_i U) + \tilde{r}_i \leq 0, \forall i. \quad \text{(28b)}
\]

\[
U \geq 0, \quad \text{(28c)}
\]

\[
tr(H U) = 1, \quad \text{(28d)}
\]

where the constraint (28d) is equivalent to \( a^2 = 1 \) because \( H = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}_{(3J+1) \times (3J+1)} \). By solving the problem (28), we reach to optimal \( U \) denoted \( U^* \). Then, we should find \( u^* \) by Gaussian Randomization Procedure (GRP) [40].

**Algorithm 1** Gaussian Randomization Procedure (GRP)

1. **s1**: Choose a feasible solution \( U^* \) for the relaxed homogeneous QCQP problem [28].
2. **s2**: For \( g = 1, \ldots, G \) generate \( k_g \sim \mathcal{N}(0, U^*) \) with zero mean and nonzero covariance.
3. **s3**: Determine \( g^* \) in \( \arg \min \{ k_g^T T_0 k_g + \tilde{r}_0 \} \) for the homogeneous QCQP.
4. **s4**: Output \( u^* = k_g^* \) for the homogeneous QCQP.

As we know that \( u = [v^T a b] \), we can find \( v^* \). Therefore, the relaxed convex-3DP problem can be solved by some existing optimization tools such as CVX.
2) Joint RRA and User Association (JRU): The JRU sub-
problem can be formulated as Binary Linear Programming
(BLP) for fixed \( x, y, h \) as follows:

\[
\min_{\rho} \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{i=1}^{I} \sum_{l=1}^{L} A_m r_{ijm} \rho_{ijm} d_{ij}^2
\]

\[
s.t. \quad (13b) - (13g).
\]  

(29a)

Therefore, JRU subproblem as a Binary Linear Programming
can be solved by some existing optimization tools such as NO-
MAD. Finally, the main problem can be solved by Algorithm
2, where \( t \) is the iteration number, \( T \) is the upper bound for

Algorithm 2 Iterative procedure of obtaining optimal solution

s1: Initialize \( \rho \) from the feasible set.

s2: Calculate \( x^*, y^*, h^* \) from 3DP subproblem for fixed \( \rho \).

s3: Calculate obj1 and obj2 from (17a) and (29a), respectively.

s4: for \( t = 1 \) to \( T \) do

s4: While \( |\text{obj1} - \text{obj2}| \geq \sigma \) or \( t < T \) calculate \( \rho^* \)

from the JRU subproblem for fixed \( x, y, h \) and \( x^*, y^*, h^* \)
from 3DP subproblem for fixed \( \rho \).

s4: Set \( t = t + 1 \)

s4: end for

s5: \( (\rho^*, x^*, y^*, h^*) \) is the optimal solution.

the iteration number, \( \sigma \) is a number close to zero, \text{obj1}
and \text{obj2} are the objectives of 3D placement subproblem and joint
RRA and user association subproblem, respectively.

B. Generalized Model

Our optimization problem in the general case is also a
MINP which is nonconvex and NP-hard. Therefore, to solve
the problem, we decompose it into 3DP subproblem and JRU
subproblem.

1) 3DP: The 3DP subproblem can be formulated as ge-
ometric programming problem [38], [39] for a fixed \( \rho \) as follows:

\[
\min_{x, y, h} \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{i=1}^{I} \sum_{l=1}^{L} B_m r_{ijm} \rho_{ijm} d_{ij}^2
\]

\[
\times 10^{1+\alpha \exp(-\beta(\frac{180}{\pi} \sin^{1-1} - (\frac{h^2_{ij} - a)}})}
\]

(30)

The 3DP subproblem can be transformed into the following problem:

\[
\min_{x, y, h, t_{0,1}, t_{2,1}} \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{i=1}^{I} \sum_{l=1}^{L} B_m r_{ijm} \rho_{ijm} (t_{0,ij} + t_{1,ij} + h_{ij}^2)
\]

\[
\times 10^{1+\alpha \exp(-\beta(\frac{180}{\pi} \sin^{1-1} - (\frac{h_{ij}^2 - a)}})}
\]

(31a)

where \( d_{ij}^2 \) in (30) is transformed into \( t_{0,ij}^2 + t_{1,ij}^2 + h_{ij}^2 \) in
(31a) as explained before in the LoS scheme. (31d) is the
posynomial form of \( \frac{d_{ij}}{r_{ij}} \leq f_{0,ij} \).

Proposition 1: \( f \) can be approximated by a monomial if
and only if \( F(y) = \log f(e^y) \) can be approximated by an
affine function. Furthermore, \( f \) can be approximated by a
generalized posynomial if and only if \( F \) can be approximated
by a convex function [38].

By Proposition 1, we can show that the function \( \sin^{-1}(\frac{1}{f_{0,ij}}) \)
can be approximated by a monomial if the function \( \log(\sin^{-1}(\exp(-f_{0,ij}))) \) is affine. It can be shown that this
function is affine for \( f_{0,ij} \geq 0.2 \) and this condition always
is established because \( 1 \leq \frac{d_{ij}}{r_{ij}} \leq f_{0,ij} \). Therefore, we have
\( \sin^{-1}(\frac{1}{f_{0,ij}}) \approx \mu_2 f_{0,ij}^{\omega_2} \).

Substituting \( \sin^{-1}(\frac{1}{f_{0,ij}}) \approx \mu_2 f_{0,ij}^{\omega_2} \) into (31a) and using the following approximations [38]:

\[
\exp(\frac{180}{\pi} \beta \mu_2 f_{0,ij}^{\omega_2}) \approx (1 + \frac{180}{\pi} \beta \mu_2 f_{0,ij}^{\omega_2} e^\psi)
\]

\[
\eta_{\mu_3 f_{1,ij}^{\psi - \omega_3}} 10 \approx (1 + \frac{\eta_{\mu_3 f_{1,ij}^{\psi - \omega_3}} \log e^{10}}{\phi})^\phi,
\]

(32)

(33)

(34)

where (32) and (33) are approximated for large amount of \( \psi \)
and \( \phi \), respectively, our 3DP subproblem can be demonstrated
as a GP problem. Furthermore, (34) shows monomial approx-
imation for \( f_{1,ij}^{\psi + \alpha \exp(\alpha \beta)} \). Finally, the 3DP subproblem
in the form of GP can be obtained as follows:

\[
\min_{x, y, h, t_{0,1}, t_{2,1}} \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{i=1}^{I} \sum_{l=1}^{L} B_m r_{ijm} \rho_{ijm} (t_{0,ij}^2 + t_{1,ij}^2 + h_{ij}^2)
\]

\[
\times f_{1,ij}^{\phi}
\]

s.t. \( (31b), (31c), (31d) \).

(35a)

(35b)

(35c)

(35d)

where (35c) and (35d) come from the exponential terms that
approximated for large amount of \( \psi \) and \( \phi \) in (32) and (33),
respectively. Therefore, the 3DP subproblem as a geometric
programming can be solved by some existing optimization
tools such as CVX.
2) JRU: The JRU subproblem can be formulated as Binary Linear Programming (BLP) for fixed \( x, y, h \) as follows:

\[
\min_{\rho} \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{i=1}^{I} \sum_{l=1}^{L} A_m r_{imj} \hat{p}_{imj} l^{2j} d_{ij}^2 \\
\times 10^{-\frac{\eta}{1+\alpha \exp\left(-\beta \frac{1}{\sin^{1/(1-\alpha)}}\right)}} \\
\text{s.t.} \quad (13b) - (13f),
\]

\( \frac{\xi_{\text{JRL}}}{} \)

Therefore, the JRU subproblem as a BLP can be solved by some existing optimization tools such as NOMAD. Finally, the main problem can be solved by an iterative algorithm similar to Algorithm 2.

### IV. Computational Complexity

Here, we discuss the computational complexity of our proposed optimization problems, namely, LoS scheme and generalized scheme. Moreover, each of the proposed methods is decomposed into two subproblems namely JRU and 3DP. Therefore, we should compute the complexity of each of the subproblems in both of the proposed methods.

In the 3DP subproblem of LoS scheme, we use SDR in order to relax the 3DP subproblem, and hence, its computational complexity can be formulated as follows:

\[
\max \{3J + 1, I + 1\}^{3/2} \times 10^{H/2} \log_{10}\left(\frac{\text{log}(\xi)}{\log(\bar{\mu})}\right)
\]

where \( \bar{\mu} > 0 \) is used for the given accuracy solution of interior point method (IPM). SDR is a computationally efficient approximation approach to QCQP in the sense that its complexity is polynomial in the problem size and the number of constraints. The computational complexity of JRU subproblem in the LoS scheme can be written as follows:

\[
\frac{\log\left(\frac{3J+1}{\bar{\mu}}\right)}{\log(\xi)}
\]

where \( \bar{\mu} \) is used for the accuracy updating of interior point method (IPM), \( \xi \) is the stopping criterion for IPM, and \( \bar{\mu} \) is the initial point for approximating the accuracy of IPM.

The computational complexity formulation of JRU subproblem in the generalized scheme is the same as \( (38) \). Furthermore, the computational complexity of 3DP subproblem in the generalized scheme can be written as follows:

\[
\frac{\log\left(\frac{3J+1}{\bar{\mu}}\right)}{\log(\xi)}
\]

The computational complexity of the proposed problems can be listed in the Table II as follows:

### V. Simulation Results

In our simulations, the IoT users are deployed in an area of size 1 km \( \times \) 1 km. We consider this scenario in an urban environment with \( \alpha = 9.61 \) and \( \beta = 0.16 \) at 2.1 GHz carrier frequency. Table III defines the simulation parameters. Note that we reach to all the results after a large number of independent runs.

| TABLE II |
| Kind of Problem | Computational Complexity |
|-----------------|-------------------------|
| 3DP Subproblem of LoS scheme | \( \max\{3J + 1, I + 1\}^{3/2} \times 10^{H/2} \log_{10}\left(\frac{\text{log}(\xi)}{\log(\bar{\mu})}\right) \) |
| JRU Subproblem of LoS Scheme | \( \log\left(\frac{3J+1}{\bar{\mu}}\right) \log(\xi) \) |
| 3DP Subproblem of Generalized Scheme | \( \log\left(\frac{3J+1}{\bar{\mu}}\right) \log(\xi) \) |
| JRU Subproblem of Generalized Scheme | \( \log\left(\frac{3J+1}{\bar{\mu}}\right) \log(\xi) \) |

| TABLE III |
| Simulation Parameters |
|---------------|
| \( f_c \) | carrier frequency | 2.1GHz |
| \( \beta \) | bit error rate | 10 \(^{-3}\) |
| \( N_0 \) | noise power spectral density | -170 dBm |
| \( \xi_{\text{LoS}} \) | additional loss for LoS | 1.6dB |
| \( \xi_{\text{NLoS}} \) | additional loss for NLoS | 2dB |
| \( n \) | path loss exponent | 2 |
| \( \alpha \) | constant value for \( P_{\text{LoS}} \) | 9.61 |
| \( \beta \) | constant value for \( P_{\text{LoS}} \) | 0.16 |

Fig. 2 indicates that which user is connected to which ABS and shows the efficient locations of ABSs should be deployed. In this figure, we have 5 ABSs to support 80 IoT users. Note that, each ABS can be allocated to at most 25 IoT users because of resource block limitation. Therefore, the maximum size of the IoT user clusters is 25. It is obvious that the location of IoT users affects on the number of users per cluster and also the efficient locations of the ABSs. Note that, the minimum and maximum IoT user cluster sizes are 10 and 20, respectively. Fig. 3 shows the 3-D view of ABSs deployment, and hence, we can see that ABSs altitude affects on the number of IoT users to support.

Fig. 4 shows the average ABS altitude versus the number of the ABSs for two different channel models which we use in our system model as LoS scheme and generalized scheme. Note that, by increasing the number of ABSs, the average ABS altitude decreases. By increasing the number of ABSs, overlapping between the coverage regions of the ABSs increases. Therefor, the coverage radius of ABSs must be decreased by reducing their height. More over, in the generalized scheme the ABSs can see the users in dense area as LoS and see other users as NLoS. Therefore, the average ABS altitude reduces in generalized scheme in comparison with the LoS scheme. Due to the fact that ABSs in higher altitude need more transmit power, and hence, the overall transmit power of IoT users in generalized scheme is lower than the overall transmit power in LoS scheme as shown in Fig. 5.

Fig. 5 shows the overall transmit power of IoT users versus the number of ABSs. In this figure, the performance of the proposed methods is compared with the fixed ABSs case which considers that the locations of ABSs are known. In the fixed ABSs case, assuming a uniform distribution of IoT users, we fix the location of ABSs at an altitude of 550 m, and then, we assign each IoT user to the nearest ABS. Therefore, in the fixed ABSs case we have only RRA optimization problem. In
the next step, we can see that the maximum size of each cluster decreases as the number of ABSs increases. Furthermore, we can see that the generalized scheme can be more efficient than the LoS scheme because the average altitude of ABSs decreases in the generalized scheme in comparison with the LoS method. Note that, the proposed generalized model does not spoil the LoS ability of ABSs. For example, consider a number of users that most of them are densified in an area but a few numbers are far from the majority. If we use the LoS scheme for deployment of ABSs, we must deploy them in high altitudes that they can see all the users with LoS, but we can waive the minority and deploy the ABSs in a way that they can only see the majority of IoT users as LoS. Not only this assumption does not spoil the LoS ability of ABSs, but also it can make our method more efficient in practical cases. As expected, increasing the number of ABSs reduces the overall transmit power of IoT users.

Fig. 6 shows the overall transmit power of the IoT users versus the number of the ABSs. We can see, using two modulation order (QPSK+8PSK) is more efficient in comparison with (QPSK). Using different modulation orders makes the ABSs more flexible than before in order to choose the best option for connection, and hence, the Overall transmit power of the IoT users decreases in comparison with the case using one modulation order. As expected, the total transmit power of the generalized model is lower than the LoS method.

VI. CONCLUSION

In this paper, we investigated the joint RRA, 3DP, and user association for ABSs in IoT networks considering adaptive modulation. Note that, we considered two schemes with different channel models, namely, generalized scheme and LoS scheme. In our proposed methods, we found the efficient 3D locations of ABSs in order to minimize the overall transmit power of the IoT users satisfying some existing QoS Constraint. The results showed that by carefully clustering the IoT users and deploying the ABSs, the overall transmit power of the IoT users significantly decreases in comparison with
the fixed ABSs case. More over, the generalized scheme can be more efficient in some practical cases in comparison with the LoS scheme. As expected, by increasing the number of ABSs, overall transmit power of users decreases. Finally, we showed that by increasing the ABSs number, the average ABS altitude decreases, and hence, it is obvious that there is a trade-off between number of ABSs and average ABS altitude. Note that, we use OFDMA technology for our proposed scenario. Accordingly, we want to study on some existing multiple access technologies in next generation such as sparse code multiple access (SCMA) and power domain non orthogonal multiple access (PD-NOMA) in order to use in our proposed scenario as future work. More over, we can extend our proposed system model into multi tier heterogeneous Base Stations which can make our model valid for next generation scenarios.
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