Temporal evolution of small-scale internetwork magnetic fields in the solar photosphere
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ABSTRACT

Context. While the longitudinal field that dominates in photospheric network regions has been studied extensively, small-scale transverse fields have recently been found to be ubiquitous in the quiet internetwork photosphere and this merits further study. Furthermore, few observations have been able to capture how this field evolves.

Aims. We aim to statistically characterize the magnetic vector in a quiet Sun internetwork region and observe the temporal evolution of specific small-scale magnetic features.

Methods. We present two high spatio-temporal resolution observations that reveal the dynamics of two disk-centre internetwork regions taken by the new GREGOR Infrared Spectrograph Integral Field Unit with the highly magnetically sensitive photospheric Fe I line pair at 15648.52 Å and 15652.87 Å. We record the full Stokes vector and apply inversions with the Stokes inversions based on response functions code to retrieve the parameters characterizing the atmosphere. We consider two inversion schemes: scheme 1 (S1), where a magnetic atmosphere is embedded in a field free medium, and scheme 2 (S2), with two magnetic models and a fixed 30% stray light component.

Results. The magnetic properties produced from S1 inversions returned a median magnetic field strength of 200 and 240 G for the two datasets, respectively. We consider the median transverse (horizontal) component, among pixels with Stokes V, of a given spectral line, $\lambda_B / \lambda_d$, of a given spectral line, $\lambda_B / \lambda_d$, provides a measure of its sensitivity to different field strengths. The $\lambda_B$, may be expressed as

$$\lambda_B = \frac{e}{4 \pi mc} g_{\text{eff}} B \lambda_0^2 \approx 4.6686 \times 10^{-11} g_{\text{eff}} B \lambda_0^2,$$

where $e$ and $m$ are the charge and mass of an electron, respectively, $c$ is the speed of light, $g_{\text{eff}}$ is the effective Landé $g$-factor of the spectral line, $B$ is the magnetic field strength and $\lambda_0$ is the rest wavelength of the spectral line, when $B$ is expressed in G and $\lambda_B$ and $\lambda_0$ are expressed in Å. Evidently, therefore,
maximum Zeeman sensitivity is achieved with a weak line with large $g_{e\alpha}$ in the infrared \citep{Solanki1993}.

The Advanced Stokes Polarimeter (ASP) at the Dunn Solar Telescope (DST) provided some of the first spectropolarimetric observations of horizontal fields in the quiet solar photosphere \citep{Lites1996}, revealing weak (typically $0.1\% - 0.2\%$ of the continuum intensity), small (typically $< 1 - 2\%$), and transient (typically lasting 5 min) linear polarization signatures associated with magnetic inclinations parallel to the surface. A major advancement was achieved with the Spectro-Polarimeter (SP) instrument on board the space-based Hinode Solar Optical Telescope (SOT), revealing an internetwork region seemingly dominated by horizontal fields \citep{Lites2008}. Using Zeeman-induced polarization diagnostics of the Fe i 6301.5 Å and 6302.5 Å line pair in the visible ($g_{e\alpha}$ of 1.67 and 2.5, respectively), the average apparent horizontal magnetic flux density was determined to be five times larger than the average apparent longitudinal flux density. The detected horizontal fields exhibited field strengths of 100–200 G and small magnetic filling factors, $\alpha$. The vertical fields appeared concentrated in intergranular lanes (IGLs), while the transverse fields were found at the edges of bright granules. Additionally, there were large regions, termed ‘voids’, devoid of significant magnetic flux density. While the scans were conducted over a large field of view (FOV), this did not allow for the evolution of the magnetic field to be observed temporally. Therefore, observations were conducted in ‘sit-and-stare’ or ‘deep’ mode, allowing the authors to conclude the voids were in fact only regions of relatively smaller apparent flux density. \cite{Lites2017} have since determined by examining only the linear polarization signals and their variance across the solar disk that the internetwork photosphere is dominated by weak horizontal fields.

Inversions have been applied to Hinode/SP data based on Milne-Eddington (ME) models, with some controversy. \cite{Borrero2011} determined that an improper choice of selection criteria can result in the retrieval of a probability distribution for magnetic field inclinations, $\gamma$, defined as the angle between the magnetic vector and solar normal (and the observer’s LOS at disk-centre), with a peak at 90° due to noise contamination. \cite{Asensio Ramos2009} employed a complete Bayesian analysis for ME atmospheres, concluding that the data contained enough information to constrain $\alpha$ and place upper limits on $B$. While $\gamma$ was constrained for pixels with signal above 4.5$\sigma$, it could not be tightly constrained for pixels below this threshold, instead only constraining $\gamma$ in terms of the number of pixels with inclined ($60° < \gamma < 120°$) and vertical ($\gamma < 60°$ or $\gamma > 120°$) fields to resemble a quasi-isotopic distribution. The vast majority of pixels were not found to contain enough information to constrain the azimuth, $\phi$ (this requires both Stokes $Q$ and $U$ above the noise threshold).

The exceptional Zeeman sensitivity of the Fe i line pair at 15648.52 Å and 15652.87 Å – due to their relatively high $g_{e\alpha}$ of 3 and 1.5, respectively, and near infrared wavelength – makes these lines an ideal Zeeman diagnostic for studying weak internetwork fields. \cite{Khomenko2003} observed in the near infrared two very quiet regions at disk-centre, examining the statistical properties of these internetwork regions. The authors found that most of the observed fields were characteristically weak with relatively few kilo-Gauss features. Almost 50% of the selected Stokes $V$ profiles were found to exhibit irregular shapes with multiple lobes and polarities: a characteristic signature of mixed line-of-sight (LOS) velocities and unresolved magnetic structures within the resolution element. \cite{Sanchez Almeida2003} were the first to simultaneously observe an internetwork region with the aforementioned Fe i visible and near infrared line pairs. The visible lines were found to trace kilo-Gauss fields while the near infrared lines traced weaker fields. \cite{Martinez Gonzalez2008a} also simultaneously observed an internetwork region with the same line pairs, and, conversely, found that the polarity of Stokes $V$ in both maps were aligned. Importantly, the near infrared lines were found to be more suitable for detection of horizontal fields due to their increased ability to measure linear polarization. \cite{Khomenko2007} investigated the diagnostic capability of these two line pairs, finding that the differences may be attributed to a large difference in formation heights.

Disk-centre quiet sun imaging obtained by the Fabry-Pérot Imaging Magnetograph Experiment (IMaX; \cite{Martinez Pillet2011}) on board the balloon-borne SUNRISE observatory \cite{Solanki2010} revealed magnetic structures at very high-resolution (100 km) and cadence (33 s) in the magnetically sensitive 5250.2 Å line. \cite{Danilovic2010} used an automated detection method to locate over 4000 features with significant linear polarization, appearing preferentially at granule-IGL boundaries and occurring both in up-flows and down-flows. \cite{Martinez Gonzalez2012} identified nearly 500 small-scale magnetic loops in these data. The observations revealed large voids without significant magnetic flux. \cite{Wiegelmann2013} extrapolated these photospheric measurements into the upper atmosphere and determined that magnetic reconnection likely cannot solely account for heating the chromosphere and corona in the quiet Sun. \cite{Martinez Gonzalez2011} determined that $B$ and the area of longitudinal magnetic flux patches oscillated in anti-phase in a manner consistent with granular motions. More recent analysis has focused on the linear polarization features (LPFs), with \cite{Kianfar2018} determining them to be short-lived (30–300 s), small structures with weak fields observed equally in up-flow and down-flow regions. \cite{Kaithakkal2019} found cancellation sites in the quiet Sun surrounding a young active region. Linear polarization (i.e. horizontal fields) was found along the polarity inversion line (PIL) separating opposite polarity circular polarization (i.e. vertical fields). Detection of such potential cancellation sites in the internetwork photosphere remains a key goal (\cite{Kaithakkal2020}).

\cite{Lagg2016} used the Fe i 15648.52/15652.87 Å lines with the GREGOR Infrared Spectrograph (GRIS) to observe an internetwork region at disk-centre with very high spatial resolution. Following spatial and spectral binning it was revealed that 9.2% of FOV showed linear polarimetric signals above a $5\sigma$ level. \cite{Martinez Gonzalez2016} inverted these data using two inversion schemes; first, a magnetic model embedded with a field-free model, and second, two magnetic model atmospheres with a stray light component. One half of their magnetized FOV was effectively modelled by the former scheme, while the other half was better modelled by the latter. However, the question remains unresolved as to whether this substructure is generated by gradients along the LOS or across the solar surface. \cite{Kiess2018} inverted these data, focusing Stokes $V$ profiles with more than two lobes, indicative of the presence of opposite polarities co-existing either vertically (along the LOS) or horizontally within the resolution element.

This study will utilize Zeeman diagnostics to investigate the temporal evolution of weak, small-scale magnetic fields from the linear and circular polarization signals observed in the internetwork. This requires simultaneous achievement of adequate spatial resolution, polarimetric sensitivity, spectral resolution, and high cadence imaging that has previously been difficult to
achieve. The new GRIS-IFU (GREGOR Infrared Spectrograph Integral Field Unit) instrument mounted at the 1.5 m GREGOR telescope provides the ideal instrument for this purpose, with a relative compromise made on the FOV. These observations are the highest spatial resolution near infrared time-series imaging available to date. In Sect. 2 we discuss the observational data and their reduction. In Sect. 3.1 we analyse the results in terms of polarization amplitudes (Sect. 3.1.1) and outline the strategy employed for noise reduction and correction of instrumental imperfections (Sect. 3.1.2). In Sect. 3.2 we apply inversions to the data and discuss the results both in terms of overall statistics (Sect. 3.2.1) and select regions of interest (ROIs, Sect. 3.2.2). In Sect. 4 the results are discussed and the implications of the work are summarized.

2. Observations

On the 5 and 6 May 2019 observations of two very quiet internetwork regions, very close to disc-centre were taken (recorded Helio-projective co-ordinates (HPC) were \([x, y] = [14, 49]''\), \(\mu = \cos \theta = 0.99\), and \([x, y] = [2, 5]''\), \(\mu = 1.00\), respectively, where \(\theta\) is the heliocentric angle) with the GRIS-IFU (Dominguez-Tagle et al., in prep.) mounted at GREGOR (Schmidt et al. 2012). Coordinates were selected using Helioseismic and Magnetic Imager (HMI) magnetograms (Scherrer et al. 2012); however there is a large uncertainty in the pointing information at GREGOR and therefore we could not rule out the presence of network elements. The GRIS-IFU was operated in double sampling mode. An exposure time of 30 ms per polarimetric state was chosen, with 10 accumulations, resulting in a cadence of 64 s between frames. Scans were acquired from 07:29 to 08:34 UT and 07:33 to 08:33 UT on the 5 and 6 of May, respectively. The standard GRIS reduction pipeline (Collados et al. 2012) was employed to the data for the purposes of dark current removal, flat fielding, polarimetric calibration and cross-talk removal (Stokes \(I\) to Stokes \(Q, U,\) and \(V\)). It is known that residual cross-talk between the polarized Stokes vectors of a few percent could remain and the atmosphere may introduce additional seeing-induced cross-talk, but the latter is very unlikely to be larger than the former.

The GRIS-IFU was operated in the near infrared, observing a 40 Å spectral window. Table 1 shows atomic data for the five Fe I lines in the observed spectral window. This spectral range contains several absorption lines, including the Fe I line pair at 15648.52 Å and 15652.87 Å. We degraded the spectral resolution of a Fourier Transform Spectrometer (FTS) atlas (Livingston & Wallace 1991) until it matched an average continuum-normalized Stokes \(I\) quiet Sun profile and determined the spectral dispersion to be 39.58 mÅ pixel\(^{-1}\).

The GRIS-IFU builds up an image raster in a mosaic pattern, and for our observations a 3 x 3 mosaic was chosen as a compromise between cadence, integration time and FOV so that the effective FOV of each scan is 18'' by 9'' with a spatial sampling of 0.135'' pixel\(^{-1}\) by 0.188'' pixel\(^{-1}\). Estimation of the effective spatial resolution of the observations from the power spectrum of the granulation at a continuum wavelength is not appropriate due to the small FOV. The root mean square continuum contrast of the granulation was measured as 2.8% and 3.1% for the 5 and 6 May scans, respectively. These values are slightly higher than the 2.3% continuum contrast reported by Lagg et al. (2016) for GRIS.

Figure 1 shows a sample frame from the 5 May scan. A few pixels at the edges of the IFU tile were consistently over- or under-saturated. This impacts less than 4% of the FOV. In Fig. 1 we have interpolated to remove many of these pixels for visualization purposes only. We used a Sobel filter acting on Stokes \(I\) at a continuum wavelength to detect and mask pixels containing artefacts. The Sobel operator convolves 3 x 3 kernels with the time-averaged Stokes \(I\) continuum image at each pixel to calculate approximations of the horizontal and vertical derivatives that can be combined to return the gradient magnitude at each

Table 1. Atomic parameters of the five infrared Fe I absorption lines in the observed spectral window.

| Ion     | \(\lambda_0\) [Å] | \(g_{\text{eff}}\) | \(\chi_i\) [eV] | \(\log(gf)\) | \(\sigma_0\) (\(a_0\)) | \(\alpha_0\) | Electronic configuration |
|---------|-------------------|-------------------|-------------------|--------------|---------------------|------------|--------------------------|
| Fe I    | 15645.02 (a)      | 2.1 (d)           | -0.65 (d)         | 1035 (d)     | 0.291 (d)          | 1           | \(^{2}P_2-^{2}P_1\) (a)  |
| Fe I    | 15648.52 (a)      | 3.0 (b)           | 0.43 (b)          | 977 (b)      | 0.229 (b)          | 2           | \(^{3}D_1-^{3}D_1\) (a)  |
| Fe I    | 15652.87 (a)      | 1.5 (b)           | -0.043 (b)        | 1445 (b)     | 0.33 (b)           | 4           | \(^{7}D_3-^{3}D_1\) 4/[3.5] (a) |
| Fe I    | 15662.02 (a)      | 1.5 (c)           | 0.19 (c)          | 1200 (c)     | 0.239 (c)          | 5           | \(^{3}F_5-^{3}F_4\) (a)  |
| Fe I    | 15665.25 (a)      | 0.8 (c)           | -0.42 (c)         | 1283 (c)     | 0.234 (c)          | 6           | \(^{3}F_7-^{3}D_3\) (a)  |

Notes. The laboratory rest wavelength is denoted by \(\lambda_0\), while \(\chi_i\) and \(\log(gf)\) denote the excitation potential of the lower level and the logarithm of the multiplicity of the level upon the oscillator strength, respectively. The \(\sigma_{i0}\) and \(\alpha_0\) are collisional broadening parameters from the quantum mechanical theory of Anstee, Barklem, and O’Mara, with \(\sigma_T\) given in units of the Bohr radius, \(a_0\). \(^{(a)}\)Values taken from Nave et al. (1994). \(^{(b)}\)Values taken from R. J. Campbell et al.: Temporal evolution of small-scale internetwork magnetic fields in the solar photosphere

Fig. 1. Maps of Stokes \(I\) (left), wavelength-integrated linear polarization (LP, middle) and wavelength-integrated circular polarization (CP, right) from a GRIS-IFU scan of a quiet Sun region taken at 07:55:24 UT on the 5 May 2019. Stokes \(I\) is normalized by the average continuum. LP and CP are defined in the text. The data shown are reconstructed by the process described in Sect. 3.1.2, and any Stokes parameter with maximum amplitude <\(\sigma_0\), as measured in the continuum of the original level 1 data has been set to zero before computation of LP and CP. The CP map saturates at \(\pm 0.004 I\).
point in the image. As the granulation evolves, and, thus, Stokes I averages out to a large extent over the course of the time-series, by thresholding the gradient magnitude, we were able to identify those pixels with instrumental artefacts. These pixels are masked in any subsequent analysis reported in this study. Additionally, at the beginning of the 5 May scan, the slit was visible in Stokes I resulting in the loss of 13 frames of data. The polarization vectors seem to be unaffected, perhaps due to the fact that they are modulations of Stokes I, but the loss of Stokes I means that these frames cannot be inverted. We identify 22 frames in each scan, from 07:45:46 to 08:08:16 UT on the 5 May and from 07:33:27 to 07:55:59 UT on the 6 May that have above average or good seeing conditions, quantified by the fried parameter, r0, and are free from these artefacts and as such they are suitable for analysis. At GREGOR, an r0 of 6 cm or higher is considered average to good while above 8 cm is considered good to exceptional. We average the values across the 9 tiles in each frame and assign the average value.

3. Results and analysis

3.1. Noise-treatment and polarization analysis

3.1.1. Temporal quantification of polarization signals

We defined the wavelength-integrated, net linear (LP) and circular (CP) polarization as follows:

\[
LP = \frac{\int_{\lambda_b}^{\lambda_t} [Q(\lambda) + U(\lambda)]^2 d\lambda}{I_c \int_{\lambda_b}^{\lambda_t} d\lambda},
\]

\[
CP = \text{sgn}(V_b) \frac{\int_{\lambda_b}^{\lambda_t} |V(\lambda)| d\lambda}{I_c \int_{\lambda_b}^{\lambda_t} d\lambda},
\]

where \(\text{sgn}(V_b)\) represents the sign of the blue Stokes V lobe, \(\lambda_b\) and \(\lambda_t\) are the red and blue wavelength limits of integration, respectively, and \(I_c\) is the continuum intensity. We followed the scheme of Lagg et al. (2016) in quantifying the number of pixels exhibiting a polarization signal above the noise level, so that we could compare our results to other datasets. Firstly, for a given Stokes vector, to calculate the 1\(\sigma\) noise level, we calculated the standard deviation of that Stokes parameter in the continuum, under the assumption that the continuum is unpolarized. Next, the Stokes parameters were thresholded accordingly, so that if, for a given pixel, the Stokes \(Q\) or \(U\) signal possessed a maximum value across the spectral line greater than given multiples of \(\sigma\), the pixel was considered to exhibit an LP signal, and similarly for Stokes \(V\) and CP. If a given pixel did not meet the required threshold in Stokes \(Q\), \(U\), or \(V\), it was said to have no polarization (NP).

The time-averaged results of this quantification analysis are shown in Table 2. For comparison, also reported in Table 2 are the statistics calculated for two of the most relevant spectropolarimetric datasets available of disk-centre internetwork regions, namely a scan taken by GRIS/GREGOR using the same near infrared spectral region reported in this study (Lagg et al. 2016) and a dataset taken by the balloon-borne IMaX/SUNRISE experiment using the less magnetically sensitive 5250.2 Å Fe i line (Solanki et al. 2010). Here we made use of the IMaX data before phase diversity reconstruction as while this would improve the effective spatial resolution, it would also have a significant detrimental impact on the noise level (Jafarzadeh et al. 2014). As the effective spatial resolution of the level 1 IMaX dataset is nevertheless still higher resolution than the GRIS-IFU data, and the two datasets have similar noise levels, we therefore chose not to employ phase diversity reconstruction. While similar statistics for these datasets can be found reported in previous studies, each study applies a different treatment to the level 1 data – usually some combination of spatial or spectral re-binning, sometimes at the cost of respective resolution – in an attempt to reduce the noise, and therefore we present this analysis for each of these datasets without any binning to enable a valid comparison. Although the probability of photon noise producing a signal above 3\(\sigma\) for one wavelength point is 0.3%, the chance for this to occur across the spectral line, with many wavelength points, is much higher (Borrero & Kobel 2011). For IMaX, with relatively few sampling points across the line, 3\(\sigma\) is likely sufficient and clearly selects real polarization features. However, for the GRIS and GRIS-IFU a more stringent 4–4.5\(\sigma\) threshold is required to select similar features. There is a reasonable similarity in the average statistics between both of the GRIS-IFU scans at 4.5\(\sigma\), which could be interpreted as evidence that the observed regions are both characteristic of the quiet Sun internetwork, or at least that similar targets were observed. Importantly, the 1\(\sigma\) noise level for the GRIS scan is lower than for the GRIS-IFU scans, which helps explain the small differences at 4.5\(\sigma\) between these instruments.

Table 2. Time-averaged percentage of linear (LP) and circular (CP) polarization profiles above given \(\sigma\)-thresholds for level 1 GRIS-IFU/GREGOR, GRIS/GREGOR and IMaX/SUNRISE data.

| Instrument | Date (yyyy-mm-dd) | Start time [UT] | Mean Q 1\(\sigma\) value | \(\sigma\)-level | %LP | %CP | %LP + CP | %NP |
|------------|-------------------|-----------------|--------------------------|-----------------|-----|-----|---------|-----|
| GRIS-IFU   | 2019-05-05        | 07:29:03        | 7.9 \times 10^{-4} I_c  | 3.0             | 52.7 | 61.9 | 35.8    | 21.2 |
|            |                   |                 |                          | 4.0             | 11.5 | 30.4 | 5.4     | 63.6 |
|            |                   |                 |                          | 4.5             | 5.9  | 23.6 | 2.5     | 73.0 |
| GRIS-IFU   | 2019-05-06        | 07:33:27        | 8.1 \times 10^{-4} I_c  | 3.0             | 51.3 | 58.8 | 33.5    | 23.4 |
|            |                   |                 |                          | 4.0             | 12.9 | 29.3 | 6.0     | 63.8 |
|            |                   |                 |                          | 4.5             | 6.6  | 21.3 | 2.7     | 74.8 |
| GRIS       | 2015-09-17        | 08:26:50        | 4.6 \times 10^{-4} I_c  | 3.0             | 42.3 | 50.1 | 23.0    | 30.7 |
|            |                   |                 |                          | 4.5             | 8.3  | 26.8 | 3.2     | 68.1 |
| IMaX       | 2009-06-09        | 00:35:49        | 8.4 \times 10^{-4} I_c  | 3.0             | 2.3  | 12.0 | 0.7     | 86.4 |
| IMaX       | 2009-06-09        | 01:30:40        | 8.4 \times 10^{-4} I_c  | 3.0             | 2.5  | 11.2 | 0.7     | 87.0 |

Notes. The percentages are calculated relative to the full FOV. The 1\(\sigma\) noise level is determined by the calculation of the standard deviation in the relevant Stokes vector at continuum wavelength(s).
3.1.2. Reconstruction of the Stokes profiles

Without precise determination of the effective spatial resolution, spatial and spectral binning can be undesirable as it may result in mixing of opposite polarity signals and thus modification of the Stokes vectors (typically a reduction in amplitude). The amplitudes of the polarization profiles are characteristically weak. The maximum amplitude of Stokes $V$ recorded in the 5 May scan was 0.02$I_{\lambda}$, while the maximum Stokes $Q$ and $U$ amplitude was lower at 0.009$I_{\lambda}$ and 0.008$I_{\lambda}$, respectively. For such weak profiles, noise can influence the results obtained to a large degree, especially when considering inversions. We therefore sought to reduce the noise using the same principle component analysis (PCA; Rees et al. 2000, 2004) strategy as has been employed in many recent studies (e.g. Khomenko et al. 2003, Martínez González et al. 2016). Assuming we have a set of observations, $S_{ij} = S(l_j)$, with a given number of wavelengths, $j = 1, \ldots, N$, and a given number of pixels, $l = 1, \ldots, M$, for each Stokes vector, $S$, each profile is defined as a linear combination of a set of orthonormal eigenvectors, $e_i$, $i = 1, \ldots, n$.

$$S(\lambda_j) = \sum_{i=1}^{n} c_i e_i(\lambda_j),$$

where $c_i$ are the respective eigenvector coefficients. We directly obtained a set of eigenvectors and coefficients using a single value decomposition (SVD) solution (Press et al. 1992), providing an orthogonal vector base in which the eigenvectors were ordered according to the decreasing non-negative amplitude of the corresponding singular values, reflecting each vector’s relative importance of their contribution to the construction of each eigenprofile. When most of the singular values are small, $S(\lambda_j)$ can be well represented by only a few terms in the sum. Indeed, as it turns out, only a finite number of eigenvectors contain information necessary to reproduce the spectral line profiles, while the rest contain information necessary to reproduce the noise pattern of each profile. By truncating each profile after a given number of eigenvectors, we were therefore able to ‘de-noise’ the data. If the number of retained eigenvectors is correctly chosen, this can be achieved with minimal loss of signal. The base was built from a frame that contained the fewest artefacts and the best seeing conditions. For each Stokes parameter, the spectra were ordered according to their maximum amplitude and the 1500 strongest profiles were chosen to form the base. After testing the application of PCA with a variable number of retained eigenvectors, and subtracting the original and reconstructed datasets to ensure the magnitude of the difference in LP and CP for those pixels with signal greater than 3σ was always of the order of or lower than the noise, we determined that the number of eigenvectors that should be retained for Stokes $Q$, $U$, and $V$ was 15.

The results of PCA revealed the presence of polarized and unpolarized interference fringes and intensity gradients that were previously not noticed (see Fig. 2). In addition, many of the PCA-filtered polarized Stokes profiles were not centred at zero counts in the continuum. One approach to removing the former artefacts is to fit sinusoidal functions and low-order polynomials to the eigenvectors, remove them from the eigenvectors and then, crucially, re-orthogonalize the base, as in Martínez González et al. (2016). However, we decided to take a different approach that additionally produces apparently noiseless data. First, we corrected the wavelength-dependent zero-shift for the polarized Stokes vectors by determining the constant $\delta$,

$$\delta = \frac{\Delta S_j(I_{\lambda})}{I(\lambda_j)},$$

where $\Delta S_j$ is the difference between the amplitude of the Stokes vector and zero, $I_j$ is Stokes $I$, each at a given wavelength ($I_{\lambda} = 1.3 \times 10^{-4}, 1.0 \times 10^{-4}, 1.0 \times 10^{-4}$ for Stokes $Q$, $U$, and $V$ respectively in the 5 May scan, averaged across all pixels). Second, we employed a sparse Bayesian regression model (Tipping & Faul 2003), known as a relevance vector machine (RVM), to provide an approximation to each Stokes profile using a linear function comprising a small number of fixed basis functions from a large dictionary of potential candidates,

$$S(\lambda_j) = \sum_{i=1}^{M} \omega_i \phi_i(\lambda_j) + \epsilon,$$

under a sparsity constraint, where only a few of the weights, $\omega_i$, to the functions, $\phi_i$ are non-zero, and with the addition of some error, $\epsilon$, under the assumption that the errors are modelled as zero-mean Gaussians. The noise level can be set in advance or estimated from the data. The RVM exploits properties of the marginal likelihood function to enable efficient sequential addition and deletion of candidate basis functions. The size of the basis set, or dictionary of functions, is variable. We introduced: sinusoidal functions with periods in a range centred on those measured from the interference fringes in the PCA eigenvectors, gaussians at wavelengths where we have spectral lines that we wish to retain, and with widths in a range centred on the full width at half maximums (FWHMs) of each spectral line, and low-order polynomials to fit and remove spectral gradients. We then exploited the linearity of the functions to select and delete those that we wanted to remove, in particular the interference fringes and spectral gradients. Only the five Fe I spectral lines listed in Table 1 were retained.

Figure 3 shows the total collapse in noise achieved via application of this full reconstruction scheme for a sample profile with Stokes $Q$ and $V$ signal just above the noise level. Figure 4 shows the area occupied by pixels with linear and circular polarization signals above sequentially increasing amplitudes before and after reconstruction. A large number of randomized profiles were manually checked to confirm the effectiveness of the RVM on reconstructing the Stokes profiles. For all profiles above 3σ and 5σ in Stokes $Q$ or $U$ in the 5 May scan, the mean percentage difference in LP across the FOV of all frames was 11.1% and 7.3%, respectively. Given that the RVM is removing spectral gradients and interference fringes, a small difference is to be
Table 3. As for Table 2, but for the reconstructed GRIS-IFU data thresholded at \( \sigma \), as measured in the continuum of the original level 1 data.

| Date (yyyy-mm-dd) | %LP | %CP | %LP + %CP | %NP |
|------------------|-----|-----|-----------|-----|
| 2019-05-05       | 7.4 | 31.7| 3.8       | 64.7|
| 2019-05-06       | 9.3 | 29.9| 4.6       | 67.6|

expected. However, evidently, the RVM performs worse for noisier profiles. We consider the magnitude of this difference to be acceptable because, as in the example shown in Fig. 3, the shape and separation of the Stokes profiles is remarkably well reconstructed. The Stokes \( I \) continuum is flattened, which is essential as this level contains important thermodynamic information, except for a few cases adjacent to the spectral lines due to imperfections present in the level 1 data (i.e., this is not introduced by the RVM). We purport that the reconstruction regime effectively removes instrumental defects while retaining the solar information embedded in the Stokes profiles.

Table 3 shows the time-averaged results of the quantification analysis for the GRIS-IFU scans after reconstruction when thresholded at \( 3\sigma \) as measured in the continuum before reconstruction. The average values for IMaX were 2.3–2.5% LP and 11.2–12.0% CP, while after reconstruction the GRIS-IFU observed 7.4–9.3% LP and 29.9–31.7% CP, on average. The temporal evolution of these quantification statistics for both GRIS-IFU scans, alongside one IMaX scan, on a per-frame basis, is illustrated by Fig. 5. The highest values for a single frame throughout both scans was recorded as 14.9% LP at 07:42:02 UT on the 6 May and 36.8% CP at 07:48:59 UT on the 5 May. We note that the percentages after reconstruction when thresholded at \( 3\sigma \) (see Table 3) are close to those before reconstruction when thresholded at between 4\( \sigma \) and 4.5\( \sigma \) (see Table 2), which is consistent with what one would expect upon removal of noise. It is also clear from binary maps that the pixels selected by a 4–4.5\( \sigma \) threshold in the data before reconstruction are indeed the same pixels selected after reconstruction by a 3\( \sigma \) threshold. Hereafter we refer to the noise threshold as \( \sigma \) in an effort to avoid confusion, and emphasize that \( \sigma \) is essentially equivalent to a stringent 4–4.5\( \sigma \) threshold in terms of selected pixels.

Fig. 3. Sample profile with Stokes \( Q \) and \( V \) signal after filtering by PCA with 15 retained eigenvectors and subsequent zero-shift correction and reconstruction by the RVM.

Fig. 4. Total area occupied by pixels with maximum amplitude greater than given amplitudes for the scans on the 5 May (solid lines) and 6 May (dashed lines). A pixel has an LP above a given amplitude if its maximum Stokes \( Q \) or \( U \) value exceeds that amplitude across the 15648.52 Å line (green lines) and likewise for CP and Stokes \( V \) (blue lines). Upper: original level 1 data. Middle: data after PCA filtering. Lower: data after PCA filtering, reconstruction by the RVM and with any Stokes vector with maximum amplitude \(<\sigma\) (vertical, red, dashed line) set to zero. The vertical dashed lines indicate the 1, 2, 3, 4 and 5\( \sigma \) (left to right) levels averaged across all frames as measured in the original data. The \( \sigma \) level is averaged for all pixels in a given frame and is specific to a given Stokes vector.
The corrected Stokes $I$ vector is given as

$$F_{\text{corr}}(x, y, \lambda, t) = \frac{F_{\text{obs}}(x, y, \lambda, t) - \gamma F_{\text{cor}}(t)}{(1 - \gamma)},$$

where $F_{\text{obs}}$ is the original observed vector, $\gamma$ is the spectral stray light fraction and $F_{\text{cor}}$ is the averaged continuum level in each frame, $t$.

### 3.2. Inversions

We analyzed the observations with a least-squares inversion using the Stokes inversion based on response functions (SIR; Ruiz Cobo & del Toro Iniesta 1992) inversion code to infer the thermodynamic, kinematic and magnetic properties of the atmosphere from the observed Stokes spectra. The inversion code uses an initial guess model, which describes each of the parameters characterizing the stratification of the atmosphere in optical depth – namely temperature, $T$, electron pressure, gas density, $n_e$, gas pressure, microturbulent velocity, $v_{\text{mic}}$, unsigned magnetic field strength, $B$, LOS velocity, $v_{\text{LOS}}$, inclination of the magnetic field with respect to the observer’s LOS, $\chi$, and azimuth of the magnetic field in the plane perpendicular to the observer’s LOS, $\phi$ – to compute a synthetic Stokes vector by solving the radiative transfer equation under the assumption of local thermodynamic equilibrium (LTE). This synthetic vector is then compared to the observed spectra through a $\chi^2$ merit function. A Levenberg-Marquardt algorithm and singular value decomposition method is then employed to perturb the guess model by an amount at a variable number of ‘nodes’ placed at given optical depths in a number of the atmospheric parameters, with the final depth stratification obtained by cubic-splines or linear interpolation between the nodes. The process of solving the radiative transfer equation and perturbing the model is then iterated until a minimum $\chi^2$ is achieved.

We developed a program, based on a code used and developed by Borrero et al. (2016) to run SIR inversions, allowing us to repeat the inversion procedure 15 times per pixel with randomized model parameters for each Stokes vector (in $\gamma, \phi, B, v_{\text{LOS}}$) in order to reduce the probability of converging at a solution that is located in a local, as opposed to global, minimum in the $\chi^2$ hyper-surface. We used a FALC model (Fontenla et al. 2006) to provide the initial atmospheric stratifications for the remaining model parameters. The model that produces the minimum $\chi^2$ value is taken as the final solution. Table 1 shows the atomic data used in the inversion for the five Fe I lines in the observed spectral window. We invert the profiles as reconstructed by the full procedure described in Sect. 3.1.2. In order to prevent the over-interpretation of noisy Stokes profiles, we measure the average $1/sigma$ noise level in the continuum of the original level 1 data and any Stokes $Q$, $U$, or $V$ profile whose maximum amplitude does not exceed $sigma_0$ is set to zero. This is an attempt at preventing the SIR code from inserting, in particular, linear polarization signals where we cannot say with confidence that we have a real signal.

In our first inversion scheme, scheme 1 S1), we inverted the data by modelling each resolution element as comprising a magnetic and non-magnetic plasma. Table 4 describes the nodes used in this scheme. The magnetic parameters were assumed to be constant with height in the atmosphere, and $\sigma$ was also inverted. Temperature was allowed to vary at 5 nodes but forced to be the...
same for both models. Macroturbulent velocity, $v_{\text{mic}}$, was also forced to be the same in both models. We do not include a spectral PSF as an input, as we do not empirically know GREGOR’s spectral PSF and in any case in SIR a Gaussian is convolved through $v_{\text{mic}}$ in Fourier space in the same way as an estimated spectral PSF would be. Therefore, we instead allowed $v_{\text{mic}}$ to encapsulate the spectral PSF as a free parameter. Initializations in $\gamma, \phi, B, v_{\text{mic}}$ and $v_{\text{LOS}}$ were randomized, but the filling factor of both models was always initialized as 0.5. This model is expected to be able to produce synthetic profiles with good fits to the data for those with low area and amplitude asymmetries in Stokes $V$ profiles with two lobes, and by extension low velocity gradients, while constraining $\alpha$. The model is also only expected to fit Stokes $Q$ and $U$ profiles that are compatible with the Stokes $I$ profiles and, indeed, polarized vectors that are compatible with Stokes $I$. However, as the velocity is not forced to be the same in both models, SIR should be capable of producing synthetic polarized vectors that are Doppler shifted to a different extent than the corresponding Stokes $I$ profile. In cases where the model is a good approximation, $B$ and $\alpha$ should be constrained. For the weakest fields, we do not expect to be able to precisely determine $\gamma$ but only whether the vector may be considered to be predominantly longitudinal or transverse in nature. We did not expect to be able to constrain $\phi$ for the vast majority of pixels; although it may be constrained for those with strong Stokes $Q$ and $U$ profiles, but even in these cases we did not make an attempt at disambiguation. We present statistical results determined from S1 in Sect. 3.2.1. In scheme 2 (S2), we considered inversions where both models are magnetic. Additionally, in this scheme, we introduced a quiet Sun averaged unpolarized stray light profile, $I_{\text{stray}}$, that is added to the synthetic profiles. We assume a stray light fraction of 30%, following the estimation by Borroto et al. (2016) for GRIS/GREGOR. We applied S2 only to select pixels of interest in Sect. 3.2.2, in an attempt to model multi-lobed polarization profiles. As S2 has a larger number of free parameters than S1, we repeated each inversion 150 times. Appendix A provides further justification for our choice of inversion schemes in the context of response functions.

### 3.2.1. Statistical analysis

Figure 6 shows a map of the parameters retrieved from the inversion under S1 for one frame of the dataset taken on 5 May at 07:55:24 UT. The temperature map strongly resembles the Stokes $I$ map, with strong positive correlation between these two parameters as expected. Further, there is a strong negative correlation between Stokes $I$ and $v_{\text{LOS}}$. From the $\gamma$ maps, it is clear that the polarity of the magnetic field is well retrieved from the circular polarization. Naturally, inclined fields are found in regions with strong linear polarization. Histograms of the magnetic parameters are shown in Fig. 7 for all inverted frames. There are two distinct populations; a weaker but highly populated group of weak fields, and a stronger but lower populated group of kilo-Gauss fields. There is a small peak in the $B$ distributions of both scans at ~300 G. The vast majority of the $\alpha$ values are small.

We define the unsigned average magnetic field strength,

$$\mu_B = \frac{1}{N} \sum_{i=1}^{N} |B_i|,$$

(8)

where $N$ is the total number of pixels with maximum amplitude greater than $\sigma$, in at least one polarized Stokes parameter across the 15648.52 Å line. The mean transverse and longitudinal (unsigned) components, $\mu_L$ and $\mu_T$ respectively, are similarly defined by replacing $|B_i|$ with $B_i = |B_i \sin \gamma|$ and $B_i = |B_i \cos \gamma|$, respectively. However, when calculating these two parameters, we consider only profiles that had Stokes $Q$ or $U > \sigma_I$ in the former case, and Stokes $V > \sigma_I$ in the latter case. Here we can explicitly make the assumption that, as the observations were recorded at disk-centre, the longitudinal component of the magnetic field with respect to the observer is equal to the vertical component of the field with respect to the solar surface (i.e. parallel to the solar normal), $B_z = B_{\parallel}$, and similarly for the transverse component of the field and the horizontal component field (i.e. perpendicular to the solar normal), $B_{\perp} = B_{\perp}$. To be clear, we define the unsigned magnetic field strength, $B$, and its unsigned longitudinal and transverse components, $B_z$ and $B_{\perp}$, respectively. The quantity $\alpha B$ is thus the unsigned magnetic flux density, while $\alpha B_z$ and $\alpha B_{\perp}$ are the unsigned longitudinal and transverse magnetic flux densities, respectively. The results for each scan is shown in Table 5, along with corresponding standard deviations in each mean. Clearly, deriving meaning from the means of such distributions is problematic as the standard deviations are so high relative to the values. Further, the mean is sensitive to anomalous high or low values of $B$ in pixels that have poorly converged. A better parameter to consider, therefore, is the median, which is also shown in Table 5, as the median is less sensitive to anomalous values. We may also consider the ratio of the medians of $B_z$ to $B_{\perp}$, which is returned as 1.8–2.1. The mean and median of $\alpha B$ is 16 G and 12 G, respectively, for the 5 May scan, and 19 G and 13 G, respectively, for the 6 May scan.

The distributions of inclinations shown in Fig. 7 has five clear populations; Table 6 illustrates how the field can be classified in terms of highly vertical fields, highly inclined fields and those with no clear preference in direction. The large peaks in the distributions at 0, 90 and 180° are a consequence of having set any Stokes parameter with signal $< \sigma_I$ to zero. We tested the inversions without setting these noisy Stokes vectors to zero, and the result was that the inversion scheme inserted polarization signals into the noise and therefore a much higher population of inclinations with no clear preference in orientation was returned. For the 5 May scan, the highly vertical populations dominate, together accounting for 78.9% of profiles with signal greater than $\sigma_I$. While the proportion that has highly inclined fields is relatively low, at 13.9%, the total proportion of fields with a clear transverse component is 21.1%. For the 6 May scan, the

| Parameter | Model 1 | Model 2 | Model 1 | Model 2 |
|-----------|---------|---------|---------|---------|
| $T$       | 5       | 5       | 5       | 5       |
| $v_{\text{mic}}$ | 1       | 1       | 1       | 1       |
| $v_{\text{LOS}}$ | 1       | 1       | 1       | 1       |
| $v_{\text{mac}}$ | 1       | 1       | 1       | 1       |
| $B$       | 0       | 0       | 0       | 0       |
| $\gamma$  | 0       | 0       | 0       | 0       |
| $\phi$    | 0       | 0       | 0       | 0       |
| $\alpha$  | 1       | 1       | 1       | 1       |

Notes: The asterisks (*) signify that a parameter is forced to be the same in both models.
highly vertical populations are marginally lower but nevertheless dominant, together accounting for 73.2% of profiles with signal greater than \( \sigma_r \). Indeed, the proportion that has highly inclined fields is relatively high in this scan, at 18.4%, while the total proportion of fields with a clear transverse component is 26.8%. We additionally observe a clear polarity imbalance in the inclinations, as was also reported by Martínez González et al. (2016) with GRIS, however the polarity is imbalanced in opposite directions in each of the scans. Given the small FOV, it is impossible to infer whether this has any significance due to these instrumental restrictions.

### 3.2.2. Regions of interest

We define, curate, and present a number of ROIs, displaying small-scale magnetic features, and aim to track their temporal evolution. We are particularly concerned with ROIs that show linear polarization signals, as in these regions we have the greatest chance of attempting to fully characterize the magnetic vector. We use S1 inversions to constrain the broad atmospheric conditions across the ROI and its immediate surroundings at each time-step. Precisely tracking the magnetic properties of such small-scale internetwork features is a very difficult task; the polarization amplitudes are often so close to the \( \sigma_r \) noise level that Stokes vectors often fall below the threshold between frames. However, we are able to track the thermodynamic and kinematic properties for every frame. We attempt to define, within the constraints of the cadence, spatial resolution and FOV, each feature’s life-time, location with respect to the granules and IGLs and its fate in terms of emergence and submergence during appearance and disappearance. We define a ‘loop-like’ structure as one in which circular polarization, of opposite polarities, flanks linear polarization, such that the linear polarization is located in a PIL. We also define an LPF as a small element of inclined fields, appearing in isolation or close to largely monopolarity circular polarization. One should examine maps of \( \gamma \) to locate these structures when referred to hereafter. One should also examine the \( v_{\text{LOS}} \) maps to discern the location of a given structure in the granulation.

Figure 8 shows a selection of frames from ROI A, observed in the 5 May scan. This is a very complex feature, with many regions of opposite polarities in close contact. Thus, at any given time, this feature has many sites where cancellation could have potentially taken place. It is also a feature that contains an abundance of inclined fields. We cannot observe the appearance of this feature, due to artefacts visible in Stokes \( I \) prior to the frames shown. At 07:45:46 UT, we observe a clear loop-like structure in the top left of the FOV (enclosed by the dashed, red square in Fig. 8) and right of centre we also observe an LPF surrounded by a largely but not exclusively mono-polar field (enclosed by the dot-dashed, cyan square in Fig. 8). In the former case, linear polarization, clearly located in a granule, seems to separate opposite polarity longitudinal flux, located in neighbouring IGLs, and by 07:50:03 UT the linear polarization has disappeared. By 07:55:24 UT, we observe that the top left and right-of-centre structures appear to have formed a continuous magnetic structure across the surface of a granule (enclosed by the dotted, green square in Fig. 8). By 08:05:03 UT the linear polarization has largely disappeared and the typical \( \alpha \) values have greatly diminished compared to other frames, and, thus, so has the \( \alpha \beta \).

Figure 8 also shows the evolution in the magnetic and kinematic properties of the profile, whose location is marked and labelled as A1-3, between 07:45:46 and 08:03:59 UT. There are two polarity switches; one between 07:51:08 and 07:52:12 UT and another between 07:55:24 and 07:56:29 UT. The \( \alpha \beta \) is greatest when the field is inclined. This pixel is clearly located in a granule, and as such has a brightness typically brighter than the average continuum, but the pixel becomes progressively darker during the presence of significant \( \alpha \beta \) (when the field is inclined) between 07:54:20 and 08:01:50 UT before becoming quickly brighter again once \( \alpha \beta \) disappears (when the field is no longer inclined). The pixel generally experiences an up-flow throughout this time-series, but the pixel experiences changes in its kinematics at key points; the change in \( \gamma \) at 07:48:59 UT during a down-flow, and the polarity switch between 07:51:08 and 07:52:12 UT is preceded by an up-flow but followed immediately by a down-flow. There is a clear anti-correlation between \( I/I_c \) and \( v_{\text{LOS}} \) and these quantities appear to vary periodically on a timescale consistent with 5 min granular oscillations, as was also reported by Martínez González et al. (2011).

In Appendix B an introduction to the weak field approximation (WFA) is provided in the context of the 15648 Å line. We can consider the WFA to obtain a lower limit on \( \alpha \beta \), and compare this value to that provided by the inversions using the retrieved \( \alpha \), \( \gamma \) and \( B \) values. Figure 9 shows an example Stokes vector with the corresponding synthetic fit produced by S1 inversions, taken from the 07:55:24 UT frame in ROI A, and whose spatial and temporal location is marked and labelled as A4 in Fig. 8. The profile has only circular polarization above the \( \sigma \) noise threshold, and is very symmetric. The inversion returned \( B \) as 65 G – firmly in the weak field regime – and \( \gamma \) as 179°. The
Fig. 7. Histograms of $B$ (top row), $\gamma$ (second row), $\alpha$ (third row) and $\alpha B_0$ (bottom row) returned from the inversions under S1. The histograms are shown for pixels with maximum amplitude in at least one Stokes vector $\sigma_i$. The blue and red columns show the distributions for the scans on the 5 and 6 May, respectively. The percentages in all histograms are shown for those pixels with a maximum amplitude in at least one Stokes vector, and are computed relative to the total number of pixels, i.e. including those with no polarization.

The $\alpha B_0$ value of the WFA estimate was returned as $-40.4$ G, which translates to $B_0 = 66.0$ G for $\alpha = 0.61$ – within $\sim 1\%$ of the value retrieved by the inversion.

Figure 10 shows the profiles labelled as A.1–3, which have all three polarized Stokes vectors satisfying the $\sigma_i$ level in each case, with the corresponding outputs from S1 and S2 inversions. In the first profile, A.1, the S1 inversion provides a good fit, revealing a highly inclined field ($\gamma = 82^\circ$) with a weak field strength ($B = 305$ G) such that $\alpha B = 60$ G. However, this scheme is unable to model the multiple lobes in the red-lobe of Stokes $V$. S2, on the other hand, is able to provide an improved fit and successfully models the multi-lobed nature of the Stokes $V$ profile. The SIR code has achieved this by superimposing two fields; one weaker ($B = 155$ G) highly inclined ($\gamma = 86^\circ$) field (with higher $\alpha$) and one stronger ($B = 295$ G) highly vertical ($\gamma = 18^\circ$) field (with lower $\alpha$). The thermodynamics of the two schemes are virtually identical, however, crucially, the two magnetic models in S2 have opposing $v_{LOS}$, which is necessary to produce multiple lobes in Stokes $V$. Nevertheless, the resultant $v_{LOS}$ is the similar in both schemes ($v_{LOS} = 1.2 - 1.3 \text{ km s}^{-1}$). While S2 is able to fit the multiple lobes, whether the red lobe can be trusted as a real signal or not is a different question; the red lobe does not reach the $\sigma_i$ threshold. In the next frame, profile A.2, we see that the highly inclined field has changed polarity. The Stokes $V$ profile is very weak, and barely reaches the $\sigma_i$ threshold. Interestingly, the asymmetry in the red and blue lobes of Stokes $Q$ and $U$ has become more pronounced, and the linear polarization is of a much higher amplitude. S2 achieves a moderately good fit to this asymmetry with an adjusted azimuth and significantly increased field strength in model 2. The kinematics of the former and latter frames are much the same. In the next frame, profile A.3, the Stokes $V$ profile is much stronger and two-lobed, such that S1 provides a reasonably good fit, and has changed polarity compared to A.1. On the other hand, S1 is unable to accurately fit the linear polarization, while S2 is able to provide a very good fit as it is able to adjust the velocities of its two highly inclined models accordingly.
Fig. 8. ROI A: a region with complex loop-like structures, observed in the 5 May scan, with clear opposite polarity longitudinal and transverse components present in every frame. Upper panels: first row showing the Stokes $I$ normalized continuum, with subsequent rows showing, in descending order, as retrieved from S1 inversions: $\psi_{\text{LOS}}$, $R$, $\gamma$, $\alpha$, and $aR$. Maps of $B$ saturate at 500 G so weaker fields are more easily visible. The columns show a selection of subsequent frames. Bottom panels: temporal evolution of the following quantities are shown for the pixel whose spatial and temporal location in ROI A is highlighted with a solid magenta square outline above (i.e. the pixels A.1–3): $aB$, $B$, $\gamma$ (left) and $\psi_{\text{LOS}}$, $I/I_c$, (right) as derived from S1 inversions. The horizontal dashed, grey lines indicate the position of 90° on the left panel and 0 km s$^{-1}$ on the right panel. The vertical dotted, red lines are a visual aid for the time-stamps of the start and end-point of the left panel.

Fig. 9. Example profile with its WFA estimate shown next to its the synthetic fit as returned from S1 inversions. Left and middle panels: reconstructed Stokes profiles (black, dashed line) from a pixel whose temporal and spatial location is indicated by the orange square outline in Fig. 8. Only Stokes $V$ in this pixel had a maximum amplitude greater than $\sigma_r$. The blue, dotted line shows the minimum $\chi^2$ synthetic Stokes vector produced by SIR under S1 inversions. The horizontal (dot-dashed) lines show the $\sigma_r$ noise threshold for the Stokes $V$, while the vertical (dashed) lines denote the rest wavelengths of each spectral line. The retrieved parameters were: $B = 65$ G, $\gamma = 179^\circ$, $\alpha = 0.61$, $\psi_{\text{LOS}} = -1.06$ km s$^{-1}$. Right panel: Stokes $I$ (black, dotted line) and Stokes $V$ (blue line with markers) profile over-plotted with the WFA fit obtained from the derivative of Stokes $I$ (orange, dashed line).
Fig. 10. Reconstructed full Stokes vector is shown for the 15648.52/15652.87 Å line pair in the left four panels, along with the S1 and S2 synthetic profiles derived from the SIR inversions, for the pixel whose spatial location in ROI A is highlighted with magenta square outline in Fig. 8, for three frames. The horizontal (dot-dashed) lines show the $c_r$ noise thresholds for the polarized Stokes vectors, while the vertical (dashed) lines denote the rest wavelengths of each spectral line. On the right, the retrieved atmospheric parameters for each scheme is shown in the table, while the temperature as a function of optical depth is shown in the lower right plot with the original FALC input model.
Figure 11 shows a selection of frames from ROI B, observed in the 5 May scan. This is a short-lived LPF that appears between and bridges two patches of circular polarization of the same polarity (enclosed by the dashed, cyan square in Fig. 11). This LPF is located at the granule-IGL boundary of a very small granule, as is easiest to observe in the velocity maps. As in Fig. 8 for ROI A, Fig. 11 also shows the evolution of the magnetic and kinematic properties for the single pixel whose location is marked and labelled as B.1; this pixel is located at the centre of the LPF in the frame where the $\alpha B$ reaches its peak, and is shown in Fig. 12. The $\alpha B$ for this LPF rises to a peak of 133 G at 07:56:29 UT before decaying, resulting in a lifetime of $6\,\text{--}\,7$ min. Even at its greatest extent, the LPF is never greater than 1′′ in diameter. During its lifetime, the kinematics of the feature are stable, but after the LPF decays the pixel experiences a strong down-flow; at that point, the widening of the IGL next to where the LPF was located is notable. From Fig. 12, it is clear that the amplitude of the linear polarization signals are very high, but the Stokes V profile is weaker. This pixel, in this frame, is the only one during the lifetime of this LPF where the Stokes V profile reaches the $\sigma_v$ noise threshold. S1 is able to fit the linear polarization well with a highly inclined ($\gamma = 88^\circ$) weak field ($B = 283$ G) with relatively large $\alpha$ ($\alpha = 0.471$), but is not able to fit the multi-lobed Stokes V profile. S2, on the other hand, is able to fit the small asymmetries between the amplitudes of the blue and red lobes of Stokes $Q$ and $U$ whilst providing a much improved fit to Stokes V by combining two highly inclined fields ($\gamma = 84^\circ$ and $\gamma = 103^\circ$). If this Stokes V profile is real, the question naturally follows whether the opposite polarities were also present in previous frames, but cancelled each other out such that the resultant Stokes V amplitude did not reach the $\sigma_v$ noise threshold. It is likely that binning around this pixel would result in loss of information due to Zeeman cancelling, however it would also result in a lower noise level and thus allow us to determine whether there is indeed a Stokes V signal in this LPF. Figure 12 also shows the profile (B.2) binned.
in the magenta square in Fig. 11. The noise level is reduced, as one would expect, by \sqrt{N_b}$, where $N_b = 4$ is the number of binned pixels. The atmospheric parameters retrieved by the S2 inversion for the binned and unbinned profiles are not significantly different, and the linear polarization profiles are very similar (albeit with slightly reduced amplitudes). Stokes $V$, however, is different; in the unbinned profile (B.1), we see only one lobe of Stokes $V$ above the $\sigma_I$ noise threshold, but two lobes in the binned profile (B.2) reach or exceed the $\sigma_I$ noise threshold, not just in the $g_{\text{eff}} = 3$ line but also the $g_{\text{eff}} = 1.5$ line. S1 provided a good fit to Stokes $I$, $Q$, and $U$ in both the unbinned and binned cases, but failed to fit Stokes $V$ in either case. Indeed, the synthetic Stokes $V$ profile is even of different polarity in the binned and unbinned profiles.

Figure 13 presents a selection of frames from ROI C, our final ROI, observed in the right-hand side of the full FOV of the scan observed on the 6 May. At the beginning of the scan the magnetic structures are highly fragmented throughout, with no clear features. By 07:38:49 UT we begin to clearly see the emergence of an LPF at the bottom of the FOV, situated across a granule that has expanded in size (enclosed by the dashed, red square in Fig. 13). Before these frames, there are some traces of very weak linear polarization in the immediate area, but it takes a few minutes for this LPF to become fully established. By 07:43:07 UT, this granule has become more elongated in shape and the LPF migrates more clearly to the granule-IGL boundary. In this frame the spatial extent of the LPF is around 1.5' in diameter. It is notable that at 07:38:49 UT the LPF seems to be attached to the strong vertical field to its right, but by 07:44:11 UT it has seemingly fully detached. Even after the LPF disappears by 07:49:33, this strong vertical field element persists throughout the scan. The lifetime of this LPF is much longer than the LPF observed in ROI B, perhaps even as high as 16 min, but selection of the exact moment of appearance in particular is subjective. Figure 14 shows an example profile, labelled and marked as C.1 in Fig. 13, from this LPF. In the $g_{\text{eff}} = 3$ line, all lobes of Stokes $Q$ and $V$ are detected above the $\sigma_I$ noise threshold, but Stokes $U$ is not, and, thus, Stokes $U$ has been set to zero. One may nevertheless observe that SIR has inserted a very small threshold. From the polarization one can immediately infer that the magnetic field is clearly highly inclined but with a significant vertical component, and this is reflected in the inversion results.

The weak field ($B = 193$ G) with large $\alpha$ ($\alpha = 0.761$) from S1 is notable, resulting in a large magnetic flux density ($\alpha B = 147$ G)
Fig. 13. ROI C: as in Fig. 8, but for a region with several magnetic features visible in the time-series of the 6 May scan, including a short-lived linear polarization feature (LPF), a complex weak magnetic structure with mixed polarities and transverse fields and a longitudinal kilo-Gauss magnetic element.

higher than the value determined for ROI B. S2 does not improve the fit but achieves very similar synthetic profiles by combining a highly inclined ($\gamma = 89^\circ$) weak ($B = 331$ G) field with a weaker ($B = 44$ G) and intermediately inclined ($\gamma = 55^\circ$) field. The thermodynamics of both schemes are in close agreement, and the field is unambiguously in an up-flow.

Located in the upper centre of ROI C is a magnetic structure visible as a complex mix of opposite polarity circular polarization separated by linear polarization (enclosed by the dotted, green square in Fig. 13). In the 07:54:54 UT frame this structure is observed at its most continuous. The linear polarization is located at the granule-IGL boundary. Figure 15 shows three example profiles (C.2–4) from a pixel whose location in this structure is marked in Fig. 13, as observed at 07:53:50, 07:54:54 and 07:55:59 UT, and which has at least two polarized Stokes vectors above a $\sigma_t$ level in each case, with the corresponding outputs from S1 and S2 inversions. Profile C.3 has all three polarized Stokes vectors above the $\sigma_t$ threshold, but Stokes $U$ and $Q$ in C.2 and C.4, respectively, do not meet the threshold. In the case of C.2, while one lobe of Stokes $Q$ does reach the threshold, this profile is very weak and as such the lobes of the synthetic profiles do not reach the threshold. This is not the case for C.3 and C.4, however, such that we can have confidence that the linear polarization signals are real. The three-lobed Stokes $V$ in C.2-4, on the other hand, bears resemblance to A.2 from ROI A. S2 makes an attempt at fitting all three Stokes $V$ lobes in C.2 and C.3, however it is not completely successful. According to S1, the $\alpha B$ values of A.2 and C.3 were returned as 85 G and 77 G, respectively. The difference, however, is that in the case of C.3 all Stokes $V$ lobes are equal to or above $\sigma_t$, and we can therefore have more confidence that there could be mixed-polarities within this resolution element. We manually checked the profiles above and below C.3 to confirm the presence of Stokes $V$ signals with opposite polarities and magnitudes well in excess of the $\sigma_t$ noise threshold. In ROI B, we binned spatially to reduce the noise level, and were able to do so as the LPF had a degree of spatial continuity. In this case, opposite polarity Stokes $V$ profiles appear in close proximity such that the polarity
of the Stokes $V$ profile would be fundamentally altered by spatial binning. However, we do have a sense of continuity in polarity between frames, as is evident from profiles C.2-4. Figure 16 shows the temporally binned profile. All polarized Stokes lobes are above the reduced $\sigma_c$ noise level, with the exception of the Stokes $Q \parallel$ lobe. As in C.2-4, S1 provides a reasonable fit but the S2 synthetic profiles are an improvement. The value returned from S1 for $aB$ is somewhat lower at 53 G.

4. Discussion and conclusions

We have observed in the deep photosphere, for the first time with time-series imaging at very high-resolution in the near infrared, the temporal evolution of the small-scale internetwork magnetic field. After noise reduction and removal of instrumental artefacts, we find that 35% of our FOV has either LP or CP above a $\sigma_c$ level. We compared the level 1 results to GRIS/GREGOR and IMaX/SUNRISE datasets and found similar statistics in LP and CP compared to the former dataset. Given that the visible line observed by IMaX/SUNRISE and the near infrared line observed by GRIS-IFU/GREGOR have the same $\delta_{LTE}$, we can use Eq. (1) to provide a very simple argument to underpin our assertion that the longer wavelength of the near infrared Fe lines is the most significant reason for the increase in polarization recorded by the GRIS-IFU over those obtained by IMaX (see Tables 2 and 3).

According to the Zeeman ratio of these lines, all else except $\lambda_0$ being equal in Eq. (1), one would expect three times more LP and CP to be observed in the near infrared. We refer the reader to the full explanation in Martínez González et al. (2008b). The LP recorded by the GRIS-IFU, after reconstruction, is in fact exactly as would be expected, while the CP is marginally lower. Although both the GRIS-IFU and IMaX instruments observed with essentially the same $1\sigma$ noise level, this small discrepancy is unsurprising given that the GRIS-IFU observed at lower resolution than IMaX, which has a detrimental impact on the measurement of CP in particular due to the mixing of polarities within the resolution element. It is important to note that the improvements to the adaptive optics and de-rotator systems at GREGOR since 2016 are factors acting in the GRIS-IFU’s favour relative to GRIS (Kleint et al. 2020). When comparing the results of either GRIS or the GRIS-IFU to IMaX, it would be remiss not to mention the impact of the atmosphere. For IMaX, the polarization ratios are remarkably stable throughout the time-series (see Fig. 5), perhaps due to the reduction in atmospheric turbulence. However, it is important to note the FOV of IMaX is far larger than the GRIS-IFU (nearly 14 times bigger by area), which may therefore result in more temporally stable statistics. In addition, it is important to note the difference in formation heights between the visible and near infrared lines, with the former formed higher in the photosphere than the latter. The difference in stratification of the response of the Stokes vectors to $B$ can have important diagnostic consequences (Khomenko & Collados 2007) and could influence the expected relative levels of LP and CP measured, especially in the context of an atmosphere whose density is understood to decrease as height increases.

We applied LTE inversions using SIR to the dataset, and statistically considered the magnetic properties. It is arguably challenging for the GRIS-IFU to provide statistics that are truly representative of the quiet internetwork due to a restricted FOV; however, we argue that these statistics may be provided through observing temporally as the target evolves, which slit-spectropolarimeters like GRIS cannot do at high cadence except in sit-and-stare mode, and by taking multiple scans as reported here. The smaller peak in the $B$ distributions of both scans in Fig. 7 at $\sim$300 G is a similar to the $\sim$250 G reported by Martínez González et al. (2016) from inversions with a similar scheme. The value of the peak of the weak field population is significantly lower than the $\sim$450 G peak reported by Khomenko et al. (2003), but their result was determined directly from the SFA, from splitting of the lobes of the Stokes vectors, which is an upper limit. The small $\alpha$ values returned are consistent with Martínez González et al. (2016), as one would expect for observations taken of similar targets with the same telescope. The ratio of the median of $B_\parallel$ to the median of $B_\perp$ is lower at 1.8–2.1 than the ratio of averages recorded by Orozco Suárez & Bellot Rubio (2012) for SP/Hinode, determined to be 3 with the 6302 Å Fe I line pair. It must be kept in mind that the median for $B_\parallel$ is calculated across a much smaller number of profiles than the median for $B_\perp$. One may propose that the lower ratio recorded in the near infrared relative to the visible lines could be understood under a simple qualitative understanding of the solar photosphere; it is expected that the distribution of $\gamma$ for magnetic flux elements must become more horizontal with height as ambient gas pressure decreases (density decreases).
Fig. 15. Profiles C.2–C.4: as in Fig. 10, but for the pixels whose temporal and spatial location in ROI C is highlighted in Fig. 13.

As elucidated by Borroto & Kobel (2011), choosing a value for $\sigma_t$ that is too low can quickly result in an artificially inclined distribution of $\gamma$ values being returned from inversions due to noise contamination, even when synthesizing from magnetohydrodynamic (MHD) outputs that contain only vertical fields. An indication that the $\sigma_t$ level is too low is the presence of a peak in the distribution of $\gamma$ at $90^\circ$, whereas with higher $\sigma_t$ levels this peak diminishes leaving two peaks either side of $\gamma = 90^\circ$. Following the advice of the authors, we therefore chose a conservative value for $\sigma_t$ for the reconstructed data that selects the same pixels as is selected by a $4-4.5\sigma$ level in the original level 1 data. In earlier iterations of our inversions, we retrieved $\gamma$ distributions with peaks at $\gamma = 30^\circ$ and $\gamma = 150^\circ$, and a very deep trough at $\gamma = 90^\circ$ (i.e. almost a complete absence of the spurious...
peak), suggesting that our \( \sigma_t \) level was sufficiently stringent. This behaviour arises due to the tendency of inversion codes to insert spurious Stokes vectors with amplitudes lower or equal to the noise level. We therefore went further in our attempts to minimize this behaviour, and hence its influence on our statistical results, by setting individual polarized Stokes vectors to zero at all wavelengths if the \( \sigma_t \) threshold was not satisfied. Our final \( \gamma \) distribution, shown in Fig. 7, has three distinct peaks at \( \gamma = 0, 90, 180^\circ \). From Table 3, we can see only 3.8–4.6% of pixels contained both LP and CP signals, and thus most polarized pixels contain either only Stokes \( Q \) and \( U \) (and thus highly inclined fields), or only Stokes \( V \) (and thus highly vertical fields). The only way, therefore, to return a distribution for \( \gamma \) that shows most pixels having both a strong vertical and horizontal component is if the inversion is contaminated by noise. Indeed, from the classification of inclinations returned by the inversion shown in Table 6, we deduce that most of the fields measured at this spatial resolution and polarimetric sensitivity are highly vertical, although there is nevertheless evidence of a significant minority (20–25%) of polarized profiles with a horizontal component to the field.

Finally, we defined, curated, and presented three ROIs and tracked the temporal evolution of small-scale magnetic features present in each. The GRIS-IFU is uniquely suited to this purpose. We typically find weak transverse fields in LPFs and complex, multi-polar loop-like structures with transverse fields. These magnetic structures are some of the smallest-scale loops ever observed in the quiet Sun. In ROI A we have clear loop-like structures with transverse fields separating opposite polarity longitudinal fields along the PIL. A key question therefore is whether there is enough observational evidence to determine whether these loops may be classified as \( U \)-shaped or \( \Omega \)-shaped. Theoretically the LOS kinematics of the transverse fields can be processed primarily by convective forces, due to the motion of flux that tends to emerge from granules before migrating to IGLs, where they tend to submerge. Therefore, although we clearly observe up-flows in profiles with transverse fields in the PIL (see Fig. 10), we cannot be sure this indicates a \( U \)-loop configuration as the PIL is located in a granule. Nevertheless, it is notable that in the last frame in Fig. 10, the \( \alpha B \) has significantly diminished. In profile A.3, there is a clear incompatibility between the Doppler shift of Stokes \( V \) versus that observed in Stokes \( Q \) and \( U \), which could indicate that \( \alpha B_{\parallel} \) is located at a different height than \( \alpha B_{\perp} \), or that we are not resolving the magnetic structures in the PIL.

The LPF in ROI B serves as a good example for stressing the importance in simultaneously maximizing the spatial resolution, cadence and S/N of quiet Sun observations to prevent the mixing of signals within resolution elements. This magnetic structure is clearly organized on a scale smaller than we are capable of resolving, and thus are at risk of over-interpreting the Stokes profiles. We are therefore limited to broad interpretations; we can say with some certainty that the field is highly inclined, but not exclusively transverse, and its \( B \) is weak. Comparing the first frame of Fig. 11 to the last, we initially observe relatively low \( \alpha B \) spread across a larger area, which is followed by the appearance of the high flux density LPF. By the end of the time-series we are left with essentially exclusively \( \alpha B_{\parallel} \) that is much higher and concentrated in a smaller area than at the beginning. It is plausible either that \( \alpha B_{\perp} \) is conserved by submergence, although we only observe a down-flow after the LPF has disappeared, or conserved by the increase in \( \alpha B_{\parallel} \).

In ROI C we observe another complex loop-like structure as well as another LPF, as in ROI A and B, respectively. The detection of a much stronger kilo-Gauss magnetic structure in the upper right of the FOV in Fig. 13 could have important consequences. This magnetic element first appears at 07:43:07 UT, forming an IGL, and its \( \alpha B \) increases in subsequent frames. The question then naturally arises whether the weak magnetic structures observed, not just in the 6 May scan but also the 5 May scan, are the decaying products of much stronger magnetic elements, that could be located just outside the FOV. Conversely, it could also be the case that the weak internetwork magnetic structures merge with the stronger network elements, as Gošić et al. (2014) observed commonly occurring in a statistical study of Hinode magnetograms. Along the PIL of the loop-like structure we observe a Stokes \( V \) profile (C.5, see Fig. 16), with three lobes above the \( \sigma_t \) level after temporal binning, a signature of mixed polarities. We also observe this in ROI A, although not above \( \sigma_t \) (A.1, see Fig. 10). Therefore, we have found linear polarization located between opposite polarity vertical fields in
both ROI A and C, and it is certainly conceivable that this may be characteristic of how the deep photospheric magnetic field is organized at these scales and resolution. Mixed polarity Stokes V profiles have also been observed in the near infrared in previous studies (Khomenko et al. 2003; Martínez González et al. 2016; Kiess et al. 2018). Multi-lobed Stokes V profiles have been found in highly blue- or red-shifted Stokes profiles, indicative of supersonic magnetic flows at possible sites of reconnection (Borrero et al. 2013). However, the values derived from our inversions do not support such a conclusion. As ever, we cannot, however, rule out the presence of noise. Residual cross-talk between the polarized vectors induced by environmental polarization is unlikely to provide an explanation as we do not observe the same spectral features in other pixels within the same IFU tile.

The clear advantage of IFUs is clear; the instrument enabled us to observe the dynamics of these photospheric structures and interrogate them on small scales in an unprecedented way. We pushed the detection capabilities of the GRIS-IFU to the limit by additionally spatially and temporally binning in select cases to reveal the presence of unresolved mixed polarity fields within the resolution element. In future, multi-wavelength and multi-instrument observations will be desirable as these will be required to constrain, at potential cancellation sites in the quiet sun, whether or not a signature of cancellation (e.g. Omnic heating) can be detected higher in the atmosphere. The design of the observational sequence reported in this study and its success in producing meaningful results should help guide future quiet Sun observations with IFUs. We therefore conclude that the next generation of high-resolution ground-based solar telescopes, the Daniel K. Inouye Solar Telescope (DKIST; Rimmel et al. 2020) and the European Solar Telescope (EST) in particular, will be required to unveil further small-scale magnetic fields, particularly those with transverse components, in the internetwork photosphere hidden to the Zeeman effect at current resolutions.
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Appendix A: Response functions

When determining an optimum inversion scheme it is an informative exercise to examine the response functions of the observed spectral lines (Del Toro Iniesta & Ruiz Cobo 1996). Response functions are a tool that allow us to understand the extent to which we can evaluate any quantity from an inversion and they can be analytically derived by SIR. We employ SIR in synthesis mode to produce synthetic Stokes profiles from the FALC model atmosphere, for all five spectral lines, fixing $\gamma$ and $\phi$ at 45$^\circ$ and $B$ at 300 G. Figure A.1 shows the response functions of $B$, $T$ and $v_{\text{LOS}}$ in optical depth and wavelength. We find that maximum response to $B$ is found at an optical depth of $\log \tau_{5000\text{Å}} = -0.6$. The position of this maximum is invariant whether we integrate across all Stokes vectors, or Stokes $I$ and the polarized vectors separately. Further, this response is over a narrow range, with 75% of the response to $B$ (and $\gamma$, although not shown) located between $\log \tau_{5000\text{Å}} = 0.0$ and $\log \tau_{5000\text{Å}} = -1.5$. In SIR, nodes must be evenly spaced throughout the atmosphere. With such narrow response functions, there is therefore little to gain by the introduction of gradients to $B$ (or $\gamma$). Further, as we are inverting unresolved magnetic structures and weak profiles, we elect to keep the number of free parameters minimized as we wish to prevent over-interpretation. From the response functions, we also determine, by incrementally increasing $B$, that the importance of Stokes $I$ relative to Stokes $Q$, $U$ or $V$ increases as $B$ increases, underlining the importance of both Stokes $I$ and the polarized vectors to field strength in a fully magnetized plasma. Evidently, the continuum of Stokes $I$ dominates the response to $T$, and the maximum response of Stokes $I$ to $T$ is found deep in the photosphere at an optical depth of $\log \tau_{5000\text{Å}} = 0.4$. This spectral region is therefore a useful diagnostic for temperature in the deep photosphere (Borrero et al. 2017). However, at wavelengths containing absorption lines the response of Stokes $I$ to $T$ is stronger higher in the atmosphere and the response of Stokes $V$ to $T$ is stronger lower in the atmosphere. There is some evidence that the lines are responsive to perturbations in $v_{\text{LOS}}$ deep in the atmosphere (Milić et al. 2019), but we do not investigate this as it would require precise placement of nodes at given optical depths and SIR does not have the required functionality. Nevertheless it is clear that including all five lines can help constrain the inversion; for example, the response of Stokes $I$ to $v_{\text{LOS}}$ increases as $\log \tau_{5000\text{Å}}$ increases, underlining the importance of both Stokes $I$ and the polarized vectors to field strength in a fully magnetized plasma.

![Fig. A.1. Response functions of Stokes $I$ and $V$ to $v_{\text{LOS}}$, $B$ and $T$ in wavelength and optical depth, $\tau$. Each response function is normalized with respect to the maximum absolute value. The dashed horizontal line emphasizes the location of $\log \tau_{5000\text{Å}} = 0$. These response functions were computed by SIR, using profiles produced in synthesis mode from a FALC model atmosphere with $\gamma$ and $\phi$ fixed at 45$^\circ$, $B$ at 300 G and $v_{\text{LOS}}$ at 0 km s$^{-1}$.](image-url)
Appendix B: Weak field approximation

The broadening produced by the Zeeman effect relative to the broadening due to thermal motions, encompassed by the parameter $\lambda_B/\lambda_d$, provides three regimes in which magnetic fields may be characterized: weak fields (i.e. $\lambda_B/\lambda_d \ll 1$), strong fields (i.e. $\lambda_B/\lambda_d \gg 1$) and a transitional intermediate case (i.e. $\lambda_B/\lambda_d \approx 1$). Further, it is necessary to distinguish each case by the degree to which they are spatially resolved, quantified by $\alpha$ ($\alpha = 1$ when fully resolved). When the Zeeman splitting is negligible relative to the Doppler width of a line, when $\lambda_B/\lambda_d \ll 1$, and when $B$, $\gamma$, $\phi$ and $v_{\text{LOS}}$ are invariant with height (i.e. no gradients) in the formation region of the line, we can say a given line is in the weak field regime when

$$B < \frac{4\pi m}{g_{\text{eff}} \lambda_0 c} \sqrt{\frac{2kT}{M} + v_{\text{mic}}^2},$$

where $M$ is the mass of the species and $k$ is the Boltzmann constant. For the Fe line at 15648.52 Å and assuming $v_{\text{mic}} = 1$ km s$^{-1}$, we estimate a weak field regime limit of around 270 G for a typical photospheric temperature of 6500 K. On the other hand, when the Zeeman splitting is larger than the Doppler width, when $\lambda_B/\lambda_d \gg 1$, through Eq. (1) we can measure $B$ directly from the separation of the $\sigma$-lobes of the polarized Stokes vectors. We refer to this as the strong field approximation (SFA). Series expansion of the absorption matrix allows the following expression for Stokes $\text{V}$ to be derived (Jefferies et al. 1989; Landi Degl’Innocenti & Landolfi 2004):

$$V(\lambda) \approx -\alpha \lambda_B \cos \gamma \frac{dI_0}{dT} \frac{d\lambda}{\lambda},$$

where $I_0$ is the emergent intensity if $B$ was zero. In the weak regime, the amplitude of the Stokes $\text{V}$ signal is proportional to the longitudinal field ($B_\parallel = B \cos \gamma$) when $\alpha = 1$, or to the longitudinal magnetic flux density, $\alpha B_\parallel$, when $\alpha \neq 1$.

$$V(\lambda) \propto \frac{dI_0}{dT} \times \alpha B_\parallel.$$  

Through Eq. (1), we can therefore use the derivative of Stokes $I$ to estimate $\alpha B_\parallel$ or $B_\parallel$ under the assumption that $\alpha = 1$ or is known, assuming any spatially resolved magnetic features have the same $B$ and polarity. We refer to this as the weak field approximation (WFA). As discussed in Solanki (1993), for spatially unresolved (i.e. $\alpha \neq 1$) weak fields typically found in the quiet photospheric internetwork, the Zeeman effect may provide lower and upper limits on the field strengths using the WFA and SFA, respectively.