Do We Really Need to Use Constraint Violation in Constrained Evolutionary Multi-Objective Optimization? *
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Abstract: Constraint violation has been a building block to design evolutionary multi-objective optimization algorithms for solving constrained multi-objective optimization problems. However, it is not uncommon that the constraint violation is hardly approachable in real-world black-box optimization scenarios. It is unclear that whether the existing constrained evolutionary multi-objective optimization algorithms, whose environmental selection mechanism are built upon the constraint violation, can still work or not when the formulations of the constraint functions are unknown. Bearing this consideration in mind, this paper picks up four widely used constrained evolutionary multi-objective optimization algorithms as the baseline and develop the corresponding variants that replace the constraint violation by a crisp value. From our experiments on both synthetic and real-world benchmark test problems, we find that the performance of the selected algorithms have not been significantly influenced when the constraint violation is not used to guide the environmental selection.
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1 Introduction

Real-world optimization problems in science [1], engineering [2] and economics [3] usually involve multiple conflicting objectives under a number of equality and inequality constraints, a.k.a. constrained multi-objective optimization problems (CMOPs). In this paper, we consider the CMOP defined as follows:

\[
\begin{align*}
\text{minimize} \quad & F(x) = (f_1(x), \cdots, f_m(x))^T \\
\text{subject to} \quad & g(x) \leq 0 \\
& h(x) = 0 \\
& x = (x_1, \cdots, x_n)^T \in \Omega
\end{align*}
\]

where \( \Omega = [x_L^i, x_U^i]_{i=1}^n \subseteq \mathbb{R}^n \) defines the search (or decision variable) space and \( x \) is an \( n \)-dimensional vector therein. \( F : \Omega \rightarrow \mathbb{R}^m \) constitutes \( m \) conflicting objective functions, and \( \mathbb{R}^m \) is the objective space. \( g(x) = (g_1(x), \cdots, g_p(x))^T \) and \( h(x) = (h_1(x), \cdots, h_q(x))^T \) are vectors of inequality and equality constraints respectively. Given a CMOP, the degree of constraint violation of a solution \( x \) at the \( j \)-th constraint is calculated as:

\[
c_i(x) = \begin{cases} 
(g_j(x)/a_j - 1), & j = 1, \cdots, q, \ i = j, \\
|h_k(x)/b_k - 1| - \epsilon, & k = 1, \cdots, p, \ i = k + q,
\end{cases}
\]

where \( \epsilon \) is a small tolerance term (e.g., \( \epsilon = 10^{-6} \)) that relaxes the equality constraints to the inequality constraints. \( a_j \) and \( b_k \) where \( j \in \{1, \cdots, q\} \) and \( k \in \{1, \cdots, p\} \) are normalization factors of the
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corresponding constraints. \( \langle \alpha \rangle \) returns 0 if \( \alpha \geq 0 \) otherwise it returns the negative of \( \alpha \). Given a CMOP, the constraint violation (CV) value of a solution \( x \) is calculated as:

\[
CV(x) = \sum_{i=1}^{\ell} c_i(x),
\]

(3)

where \( \ell = p + q \). \( x \) is feasible in case \( CV(x) = 0 \); otherwise \( x \) is infeasible. Given two feasible solutions \( x^1 \) and \( x^2 \), \( x^1 \) is said to Pareto dominate \( x^2 \) (denoted as \( x^1 \preceq x^2 \)) if and only if \( f_i(x^1) \leq f_i(x^2), \forall i \in \{1, \cdots, m\} \) and \( \exists j \in \{1, \cdots, m\} \) such that \( f_j(x^1) < f_j(x^2) \). A solution \( x^* \in \Omega \) is Pareto-optimal with respect to \( \Omega \) if \( \exists x \in \Omega \) such that \( x \preceq x^* \). The set of all Pareto-optimal solutions is called the Pareto-optimal set (PS). Accordingly, \( PF = \{ \mathbf{f}(x) | x \in PS \} \) is called the Pareto-optimal front (PF).

Due to the population-based property, evolutionary algorithms (EAs) have been widely recognized as an effective approach for multi-objective optimization. Over the past three decades, much effort have been devoted to developing evolutionary multi-objective optimization (EMO) algorithms, e.g. elitist non-dominated sorting genetic algorithm (NSGA-II) [4], indicator-based EA (IBEA) [5] and multi-objective EA based on decomposition (MOEA/D) [6]. However, they cannot be directly applied to CMOPs without the assistance of a constraint handling technique (CHT), which can be seen as a selection mechanism to deal with constraints. In the 90s, some early endeavors to the development of EAs for solving CMOPs (e.g., [7] and [8]) are simply driven by a prioritization of the search for feasible solutions over ‘optimal’ one. However, such methods are notorious for the loss of selection pressure in case the population is filled with infeasible solutions.

After the development of the constrained dominance relation [4], most, if not all, prevalent CHTs in the EMO community directly or indirectly depend on the CV defined in equation (3). Specifically, a solution \( x^1 \) is said to constraint-dominate \( x^2 \), if: 1) \( x^1 \) is feasible while \( x^2 \) is not; 2) both of them are infeasible and \( CV(x^1) < CV(x^2) \); or 3) both of them are feasible and \( x^1 \prec x^2 \). By replacing the Pareto dominance relation with this constrained dominance relation, the state-of-the-art NSGA-II and NSGA-III [9] can be readily used to tackle CMOPs. Borrowing this idea, several MOEA/D variants (e.g., [9–12]) use the CV as an alternative criterion in the subproblem update procedure. Moreover, the constrained dominance relation is augmented with terms such as the number of violated constraints [13], \( \epsilon \)-constraint [14] and angle between each other [17] to provide an additional selection pressure to infeasible solutions whose CV values have a marginal difference.

In addition to the above feasibility-driven CHTs, the second category aims at balancing the trade-off between convergence and feasibility during the search process. For example, Jiménez et al. [18] proposed a min-max formulation that drives feasible and infeasible solutions evolve towards optimality and feasibility, respectively. In [19], a Ray-Tai-Seow algorithm was proposed to simultaneously take the objective values, the CV along with the combination of them into consideration to compare and rank non-dominated solutions. Based on the similar rigour, some modified ranking mechanisms (e.g., [20–22]) were developed by leveraging the information from both the objective and constraint spaces. Instead of prioritizing feasible solutions, some researchers (e.g., [23–25]) proposed to exploit information from infeasible solutions in case they can provide additional diversity to the current evolutionary population.

As a step further, the third category seeks to strike a balance among convergence, diversity and feasibility simultaneously. As a pioneer along this line, Li et al. proposed a two-archive EA that maintains two co-evolving and complementary populations to solve CMOPs [26]. Specifically, one archive, denoted as the convergence-oriented archive (CA), pushes the population towards the PF; while the other one, denoted as the diversity-oriented archive, provides additional diversity. To complement the behavior of the CA, the DA explores the areas under-exploited by the CA including the infeasible region(s). In addition, to take advantage of the complementary effects of both CA and DA, a restricted mating selection mechanism was proposed to adaptively choose appropriate mating parents according to the evolution status of the CA and DA respectively. After [26], there have been a spike of efforts on the development of multi-population strategies (e.g., [27–32]) to leverage some complementary effects of both feasible and infeasible solutions simultaneously for solving CMOPs.

Instead of the environmental selection, the last category tries to repair the infeasible solutions in order to drives them towards the feasible region(s). For example, a so-called Pareto descent repair
operator was proposed to explore possible feasible solutions along the gradient information around infeasible solutions in the constraint space. In, a feasible-guided strategy was developed to guide infeasible solutions towards the feasible region along the ‘feasible direction’, i.e., a vector starting from an infeasible solution and ending up with its nearest feasible solution. In, a simulated annealing was applied to accelerate the progress of movements from infeasible solutions toward feasible ones.

**Remark 1.** As discussed at the outset of this subsection, all these prevalent CHTs require the access of the CV. This applies to the last category, since it needs to access the gradient information of the CV. The implicit assumption behind the prevalent CHTs is the access of the closed form of the constraint function(s). However, this is not practical in the real world as problems are usually as a black box. In other words, we can only know that whether a solution is feasible or not.

Bearing this consideration in mind, we come up with the overarching research question of this paper: *do the prevalent CHTs in the EMO literature still work when we do not have an access to the CV?*

The rest of this paper is organized as follows. The experimental settings are summarized in Section 2 and the results are presented and analyzed in Section 3. Finally, Section 4 concludes this paper and sheds some lights on future directions.

## 2 Experimental Settings

In this section, we introduce the experimental settings of our empirical study including the benchmark test problems, the peer algorithms, the performance metrics and statistical tests.

### 2.1 Benchmark Test Problems

In our empirical study, we pick up 45 benchmark test problems widely studied in the literature to constitute our benchmark suite. More specifically, it consists of C1-DTLZ1, C1-DTLZ3, C2-DTLZ2 and C3-DTLZ4 from the C-DTLZ benchmark suite; DC1-DTLZ1, DC1-DTLZ3, DC2-DTLZ1, DC2-DTLZ3, DC3-DTLZ1, DC3-DTLZ3 chosen from the DC-DTLZ benchmark suite; and other 35 problems picked up from the real-world constrained multi-objective problems (RWCMOPs) benchmark suite. In particular, the RWCMOPs are derived from the mechanical design problems (denoted as RCM1 to RCM21), the chemical engineering problems (denoted as RCM22 to RCM24), the process design and synthesis problems (denoted as RCM25 to RCM29), and the power electronics problems (denoted as RCM30 to RCM35), respectively. All these benchmark test problems are scalable to any number of objectives while we consider for C-DTLZ, DC-DTLZ problems and for RWCMOPs in our experiments. The mathematical definitions of these benchmark test problems along with settings of the number of variables and the number of constraints can be found in the supplemental document of this paper.

### 2.2 Peer Algorithms and Parameter Settings

In our empirical study, we choose to investigate the performance of four widely studied EMO algorithms for CMOPs, including C-NSGA-II, C-NSGA-III, C-MOEA/D, and C-TAEA. To address our overarching research question stated at the end of Section 1, we design a variant for each of these peer algorithms (dubbed vC-NSGA-II, vC-NSGA-III, vC-MOEA/D, and vC-TAEA, respectively) by replacing the CV with a crisp value. Specifically, if a solution is feasible, we have ; otherwise we set . The settings of population size and the maximum number of function evaluations are detailed in the supplemental document of this paper.

### 2.3 Performance Metrics and Statistical Tests

This paper applies the widely used inverted generational distance (IGD), IGD, and hypervolume (HV) as the performance metrics to evaluate the performance of different peer algorithms.

---

1 The supplemental document can be downloaded from here.
Table 1: Summary of the Wilcoxon signed-rank test results of four selected EMO algorithms against their corresponding variants on IGD, IGD+, and HV.

| Problems         | Metrics | C-NSGA-II/+/-/+ | C-NSGA-III/+/-/+ | C-MOEA/D/+/-/+ | C-TAEA/+/-/+ |
|------------------|---------|-----------------|-----------------|---------------|------------|
| C-DTLZ and DC-DTLZ | IGD    | 1/7/32          | 1/13/26         | 3/1/36        | 2/0/38     |
|                  | IGD+   | 1/7/32          | 0/15/25         | 3/7/36        | 1/0/39     |
|                  | HV     | 0/8/32          | 0/15/25         | 4/1/35        | 0/0/40     |
| RWCMOPs          | HV     | 0/8/27          | 0/11/24         | 4/7/24        | 1/4/30     |

+, −, and = denote the performance of the selected algorithm is significantly better, worse, and equivalent to the corresponding variant, respectively.

In our empirical study, each experiment is independently repeated 31 times with a different random seed. To have a statistical interpretation of the significance of comparison results, we use the following two statistical measures in our empirical study.

- **Wilcoxon signed-rank test** [78]: This is a non-parametric statistical test that makes no assumption about the underlying distribution of the data and has been recommended in many empirical studies in the EA community [79]. In particular, the significance level is set to \( p = 0.05 \) in our experiments.

- **\( A_{12} \) effect size** [80]: To ensure the resulted differences are not generated from a trivial effect, we apply \( A_{12} \) as the effect size measure to evaluate the probability that one algorithm is better than another. Specifically, given a pair of peer algorithms, \( A_{12} = 0.5 \) means they are equal. \( A_{12} > 0.5 \) denotes that one is better for more than 50% of the times. \( 0.56 \leq A_{12} < 0.64 \) indicates a small effect size while \( 0.64 \leq A_{12} < 0.71 \) and \( A_{12} \geq 0.71 \) mean a medium and a large effect size, respectively.

### 3 Experimental Results

The PFs and the feasible regions of the synthetic problems are relatively simple whereas those of RWCMOPs are complex. In this section, we plan to separate the discussion on the synthetic problems (i.e., C-DTLZ and DC-DTLZ) from the RWCMOPs in view of their distinctive characteristics.

#### 3.1 Performance Analysis on Synthetic Benchmark Test Problems

Due to page limit, we leave the complete comparison results of IGD, IGD+, and HV in Table 3 to Table 8 of supplemental document. Instead, we summarize the Wilcoxon signed-rank test results in the Table 1. From this table, it is clear to see that most comparison results (at least 62.5% and it even goes to 100% for the HV comparisons between C-TAEA and vC-TAEA) do not have any statistical significance. In other words, replacing the CV with a crisp value does not significantly influence the performance on C-DTLZ and DC-DTLZ problems. In addition to the pairwise comparisons, we apply the \( A_{12} \) effect size to have a better understanding of the performance difference between the selected EMO algorithm and its corresponding variant. From the collected comparison results (\( 50 \times 2 = 100 \) in total) shown in Fig. 1, we can see that most of the comparison results are classified as equal (ranging from 38% to 58%). As reflected in Table 1, it is surprising to see that the corresponding variants (i.e., without using the CV to guide the evolutionary search process) have achieved better performance in many cases. In particular, up to 32% comparison results are classified to be large. In the following paragraphs, we plan to analyse some remarkable findings collected from the results.

- Let us first look into the performance of C-NSGA-II and C-NSGA-III w.r.t. their variants vC-NSGA-II and vC-NSGA-III. As shown in Table 1, the performance of C-NSGA-II and C-NSGA-III have been deteriorated (ranging from 17.5% to 37.5%) when replacing the CV with a crisp value in their corresponding CHTs, especially on C1-DTLZ1 and C2-DTLZ2.
As the illustrative example shown in Fig. 2, the feasible region of C1-DTLZ1 is a narrow wedge arrow right above the PF. Without the guidance of the CV, both C-NSGA-II and C-NSGA-III become struggling in the large infeasible region. In particular, there is no sufficient selection pressure to guide the population to move forward.

C2-DTLZ2 has several disparately distributed feasible regions as the illustrative example shown in Fig. 3. Since the CHTs of both C-NSGA-II and C-NSGA-III do not have a dedicated diversity maintenance mechanism, the evolutionary population can be guided towards some, but not all, local feasible region(s) as the examples shown in Fig. 3(c).

As for the other test problems, we find that the replacement of CV with a crisp value does not make a significant impact to the performance of both C-NSGA-II and C-NSGA-III. This can be explained as a large feasible region that makes the Pareto dominance alone can provide sufficient selection pressure towards the PF.

It is interesting to note that C-MOEA/D uses the same CHT as C-NSGA-II and C-NSGA-III, but its performance does not deteriorate significantly when replacing the CV with a crisp value as shown in Table 1. This can be understood as the baseline MOEA/D that provides a better
mechanism to preserve the population diversity during the environmental selection. Thus, the evolutionary population can overcome the infeasible regions towards the PF.

- As for C-TAEA, it is surprising to note that the consideration of the CV does not pose any impact to its performance as evidenced in Table 1 (nearly all comparison results have no statistical significance). This can be explained as the use of the diversity-oriented archive in C-TAEA which does not consider the CV but just relies on the Pareto dominance along to drive the evolutionary population.

### 3.2 Performance Analysis on Real-World Benchmark Test Problems

Since the PFs of the RWCMOPs are unknown a priori, we only apply the HV as the performance metric in this study. As in Section 3.1, the complete comparison results of HV are given in Tables 9 and 10 of the supplemental document while the Wilcoxon signed-rank test results are summarized in Table 1. From these results, we can see that most of the comparisons (around 68.5% to 85.7%) do not have statistical significance. In other words, there is a marginal difference when replacing the CV with a crisp value. To have a better understanding of the difference, we again apply the $A_{12}$ effect size to complement the results of the Wilcoxon signed-rank test. From the bar charts shown in Fig. 4, it is clear to see that most comparison results (ranging from 46% to 69%) are classified to be equal while only up to 14% comparison results are classified to have a large difference. In the following paragraphs, we plan to elaborate some selected results on problems with an equal and a large effect size, respectively.
As for the RWCMOPs whose $A_{12}$ effect size comparison results are classified as equal, we consider the following four test problems in our analysis.

- Let us start from the RCM5 problem. As shown in Fig. 5(a), the feasible and infeasible regions have almost the same size while the PF is located in the intersection between them. In this case, it is natural that the environmental selection can provide necessary selection pressure without using the CV.

- As for the RCM6 problem shown in Fig. 5(b), the feasible and infeasible regions are intertwined with each other. Therefore, the infeasible region does not really provide an obstacle to the evolutionary population. Accordingly, the CV plays a marginal role for constraint handling.

- Similar to the RCM5 problem, the RCM7 problem has a large and opening feasible region as shown in Fig. 5(c). In addition, the feasible and infeasible regions are hardly overlapped with each. In this case, the evolutionary population can have a large chance to explore in the feasible region without any interference from the infeasible solutions.

- At the end, as shown in Fig. 5(d), it is hardly to treat the RCM9 problem as a CMOP since the feasible region is overtaking the infeasible region. In other words, the feasible region is too large to find an infeasible solution. Accordingly, it is not difficult to understand that the CV becomes useless.

As for the other RWCMOPs, of which the comparison results are classified to be large according to the $A_{12}$ effect size, we pick up two remarkable cases and make some analysis as follows.

- Let us first consider the RCM30 problem. As shown in Fig. 6(a), the feasible region of the RCM30 problem is very narrow and is squeezed towards the PF. Therefore, it is not difficult to
understand that the evolutionary population can hardly be navigated without the guidance of the CV. As shown in Fig. 6(b), the solutions obtained by vC-NSGA-II are far away from the PF.

- As shown in Fig. 7(a), comparing to the RCM30 problem, the size of the feasible region of the RCM35 problem is much wider. However, it is still largely surrounded by the infeasible region. In this case, as shown in Fig. 7(b), without the guidance of the CV, the evolutionary population can not only have sufficient selection pressure to move forward, but also can be mislead to the infeasible region that dominates the feasible region.

4 Conclusion

Most, if not all, existing CHT in EMO implicitly assume that the formulation of the constraint function(s) of a CMOP is well defined a priori. Therefore, the CV has been widely used as the building block for designing CHTs to provide an extra selection pressure in the environmental selection. However, this assumption is arguably viable for real-world optimization scenarios of which the problems are treated as a black box. In this case, it is hardly to derive the CV in practice. Bearing this consideration in mind, this paper empirically investigate the impact of replacing the CV with a crisp value in the CHTs of four prevalent EMO algorithms for CMOPs. From our empirical results on both synthetic and real-world benchmark test problems, it is surprising to see that the performance is
not significantly deteriorated when the CV is not used to guide the evolutionary population. One of the potential reasons is that the feasible is large enough to attract the evolutionary population thus leading to a marginal obstacle for an EMO algorithm to overcome the infeasible region. This directly comes up to the requirement of new benchmark test problems with more challenging infeasible regions. In addition, this also inspires new research opportunity to develop new CHT(s) to handle the CMOP with unknown constraint in the near future.
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