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Abstract—Network management is a fundamental ingredient for efficient operation of wireless networks. With increasing bandwidth, number of antennas and number of users, the amount of information required for network management increases significantly. Therefore, distributed network management is a key to efficient operation of future networks. This paper focuses on the problem of distributed joint beamforming control and power allocation in ad-hoc mmWave networks. Over the shared spectrum, a number of multi-input-multi-output links attempt to minimize their supply power by simultaneously finding the locally optimal power allocation and beamformers in a self-organized manner. Our design considers a family of non-convex quality-of-service constraint and utility functions characterized by monotonicity in the strategies of the various users. We propose a two-stage, decentralized optimization scheme, where the adaptation of power levels and beamformer coefficients are iteratively performed by each link. We first prove that given a set of receive beamformers, the power allocation stage converges to an optimal generalized Nash equilibrium of the generalized power allocation game. Then we prove that iterative minimum-mean-square-error adaptation of the receive beamformer results in an overall converging scheme. Several transmit beamforming schemes requiring different levels of information exchange are also compared in the proposed allocation framework. Our simulation results show that allowing each link to optimize its transmit filters using the direct channel results in a near optimum performance with very low computational complexity, even though the problem is highly non-convex.

Index Terms—Beamforming, energy-aware networks, generalized Nash equilibrium, multi-input-multi-output, multi-link.

I. INTRODUCTION

THE development of 5G technologies has pushed the spectrum utilization of wireless networks towards the millimeter wave (mmWave) regime [3]. With the help of multiple antenna arrays in compensating for excessive path losses, mmWave communication is considered to be able to improve network throughput by orders of magnitude. In a typical mmWave deployment scenario for urban outdoor coverage, distributed large antenna arrays in the form of various types of Base Stations (BSs) and small-cell (e.g., femtocell) Access Points (APs) are densely deployed. However, this naturally leads to a prohibitive capital expenditure for the conventional backhaul infrastructure, which relies on fiber optical cables for establishing connections between the BSs/APs and the core network [4]. Since it is possible to construct high-rate Multiple-Input-Multiple-Output (MIMO) links with a dominant Line-of-Sight (LoS) component over short distances among the BSs/APs, the wireless backhaul for cellular systems becomes a highly desirable and cost-effective solution. Regarding the recent progress of related research and standardization for wireless backhauls in the context of 5G, see [5] for an excellent overview.

Nevertheless, with the wireless backhaul over mmWave spectrum, the networks confront the problems of interference management between different (e.g., inter-cell) data streams and a significant increase in the power consumption of the dedicated Radio Frequency (RF)-chains. From an implementation point of view, current interference and power management typically relies on a centralized controller, such as the cloudified baseband unit pools or cluster-based BS controllers. In this centralized framework, the logical links to the RF modules are established with every BS/AP. Then, sufficient information of every link, e.g., the Channel State Information (CSI) and the channel quality indicators, can be collected from each BS/AP for physical-layer coordination (e.g., zero-forcing beamforming of multiple links). This incurs prohibitive overhead due to the required amount of data feedback/exchange. Meanwhile, due to the possible ad-hoc characteristics of small cells, some APs may even face a limit on the way that information exchange takes place both across tiers and among cells [6]. For this reason, a fully distributed link parameter control mechanism for wireless backhaul, where each BS/AP is capable of adapting to the surrounding environment is highly desirable.

To that end, we study the problem of distributed energy-aware power allocation and beamformer design in mmWave communication with ad-hoc links (i.e., wireless backhaul). First, we study the problem of distributed power allocation under a family of non-convex Quality of Service (QoS) constraints. We propose a generalized Nash game formulation of the problem.
and provide a decentralized solution which minimizes the total supply power under rate and QoS constraints. Our main theoretical result proves that for a certain family of monotonic non-convex generalized games, asynchronous best response strategy is able to converge efficiently to the socially optimum power allocation. Based on this theoretical result, we prove that an iterative solution of the power allocation and beamformer design converges to an optimum (if feasible) and also identifies in-feasibility when the required set of QoS is unattainable. The solution is featured by its high computational efficiency as well as low coordination overhead.

Numerical simulations demonstrate the efficiency of the proposed solution in terms of both the network performance and computational efficiency through comparison with the state-of-the-art centralized precoding-decoding vector adaptation schemes, including the coordinated zero-forcing approaches and Minimum Mean Squared Error (MMSE) interference suppression approaches.

A. Related Works and Contribution

It is well-known that the problem of joint power and spectrum management with single antenna over multiple links is NP-hard [7]. When it comes to the multi-antenna scenarios, early studies on the joint beamforming and power allocation problems for multiple users/links usually consider optimizing the sum-rate [8] or the minimum achievable throughput (i.e., the fairness utility) [9] across the links. In these cases, the formulated network optimization problems are non-convex. Thus, they have to be transformed, with certain relaxation, into computationally tractable forms such as semidefinite programming problems [10] or second-order cone programming problems [11]. Then, an efficient allocation scheme can be developed. Otherwise, decomposition of the global allocation problem into multiple stages, each targeting at solving for a sub-set of optimization variables, is preferred, especially when the target optimization problem involves more than one set of parameters (e.g., joint Tx/Rx filter design) [12], [13]. When the problem is limited to the single-BS-multi-user cases (e.g., [8]), it is convenient to assume that the information of all relevant channels is known at the single BS. Alternatively, the full CSI of the channels associated with the multiple transmitter-receiver pairs has to be obtained by a central coordinator in advance. With such assumptions, the transformed problems can be properly solved in a one-shot optimization manner.

Besides the single-objective optimization-based formulation, Multiple-Objective Optimization (MOO) is also introduced, from a centralized perspective, for deriving proper transmit strategies of multiple links [14]. Compared with the aforementioned studies, MOO-based formulation is able to address conflicting objectives of local links, which are caused by the inter-link interference or power constraint coupling. The solution to an MOO problem is typically provided by searching for the Pareto optimal points in the achievable performance region of the network [15]. In addition, by introducing the subjective system utility functions that are monotonic and Lipschitz continuous, the MOO-based formulation can be further converted (also known as scalarization) to single-objective optimization problems. Based on the analysis of Pareto boundaries [14], a number of non-convex scenarios can be effectively addressed through certain bounding-and-search procedures (e.g., [16]) in the framework of monotonic optimization.

When ad-hoc links are considered, a number of studies have attempted to tackle the joint allocation problem over the MIMO interference channel from the perspective of non-cooperative games [17], [18]. In order to obtain the Pareto-preferred equilibria, externalities (e.g., pricing) have also been introduced [19]. From the point of view of a single link/user, the solution to equilibrium searching in the formulated allocation game is usually built upon a local (convex) optimization problem with a number of constraints depending solely on the local power-selection/beamforming strategy (see [19] for an example). However, when the strategy space of one link is determined by the joint adversary strategy of the other links, theoretical tools such as generalized Nash Equilibrium (NE) and quasi-variational inequality are needed. To date, most studies in this category of problems are either confined to the single-antenna scenarios (e.g., [20]) or developed based on the strong assumptions of uplink-downlink duality or time-division duplexing under special topology/protocol requirements of the network (e.g., [21]).

Compared with these works, especially those employing game theoretic tools for joint power and beamforming control [19], [21], [22], our study does not rely on specific assumptions such as a single receive antenna [22], a special network topology [21] or non-coupling strategy constraints [19]. Compared with the work that also develops network control schemes using generalized Nash games [22], our proposed management scheme does not impose special prerequisite of the structure of the game, such as the structure of the $M$-matrix in the best-response functions for identifying the existence of NE. Nor do we require the estimation and knowledge of the interfering channels. Our proposed iterative algorithm is purely decentralized and provably converges to the near-optimal power allocation and receive beamformer. Moreover, it only requires the standard interference measurement and channel estimation over each link. The proposed algorithm is implementation-friendly and our simulation results show that the proposed algorithm is able to quickly converge to near optimal allocation and beamformers, when compared with the state-of-the-art joint beamforming and power allocation algorithms for multiple links/cells with full coordination. Finally, we would like to mention, that in [1] we used the proposed monotonic game framework to optimize energy aware ALOHA networks. The paper did not include proofs of the main theorems here (except a brief outline of the proof of Theorem 1), and does not discuss the problem of beamforming or power allocation, but deals with distributed access probability allocation to the different devices.

The main contributions of our study are as follows: 1) We provide a novel existence theorem for the family of monotonic generalized Nash games with possibly non-convex constraint and cost functions. Moreover, when a feasible solution exists, we provide a finite-time algorithm
which converges to the $\varepsilon$-Nash equilibrium. It is worth noting that the analytical framework based on the proposed generalized Nash games can be applied to a variety of different decentralized allocation problems, ranging from the power allocation problem in this paper to the random access problem over shared channels.

2) We propose a fully decentralized two-stage, power-efficient solution to the problem of joint beamforming and power control in ad-hoc mmWave networks. The proposed protocol is fully distributed, with each link operating independently, requiring no inter-link information exchange. It has significantly less signaling and estimation overhead required when compared to the solutions of the problem based on explicit inter-link coordination.

3) We prove that the two-stage power allocation and beamformer design is optimal for any given set of transmit beamformers. Moreover, we demonstrate through simulations, that limiting the transmit beamforming filters to be matched to the direct MIMO channel is near optimal, and this leads to significant computational and messaging savings.

The rest of the paper is organized as follows. Section II introduces a generalized model of energy efficiency-based joint power allocation and beamforming control in mmWave MIMO. Section III proposes a decentralized approach for joint power and beamforming control based on a two-stage, iterative strategy-searching mechanism. The simulation results of the achievable energy efficiency and network capacity are reported in Section IV. Section V concludes the paper.

II. NETWORK MODEL AND PROBLEM FORMULATION

A. Network Model

We consider the scenario of wireless backhaul communication in a fixed-topology network over the mmWave band, where $N$ pairs of Serving Stations (SS) transmit to their Destination Stations (DS) simultaneously. Each SS (DS) is equipped with $K$ (L) transmit (receive) chains. At a given time instance, SS $n$ transmits a single symbol $s_n$, precoded using a $K$-dimensional complex precoding vector $\mathbf{w}_n$. Without loss of generality, each SS $n$ employs a normalized $K$-dimensional complex precoding vector $\mathbf{w}_n$. Let $X_n = \mathbf{w}_n s_n$ be the precoded symbol ($\|X_n\|^2 = 1$). Then, for each link $n = 1, \ldots, N$, the received signal at the target DS over the SS-DS link $n$ can be expressed as

$$y_n = \sqrt{P_n} H_{i,n} x_i + \sum_{i \neq n} \sqrt{P_i} H_{i,n} x_i + \eta_n,$$

(1)

where $P_n$ is the total transmit power of the active antennas on SS $n$, $H_{i,n}$ is the $L \times K$ complex channel matrix between SS $i$ and DS $n$, and $\eta_n$ is the $L$-dimensional complex-value i.i.d. additive Gaussian white noise with variance $\sigma^2_{\eta_n}$. $\eta_n \sim CN(0, \sigma^2_{\eta_n} I)$. Let $u_n$ denote the $L$-dimensional receive filter vector adopted by DS $n$. We assume that each DS employs the linear receiver as $\hat{s}_n = u_n^H y_n$. We also assume that the MIMO channels are flat-fading, and each SS adopts the same power over a set of resource blocks, during which the channel gains remain constant. Then, the Signal-to-Interference-plus-Noise-Ratio (SINR) at DS $n$ can be expressed as

$$\gamma_n = \frac{P_n \|u_n^H H_{i,n} w_n\|^2}{\sum_{i \neq n} P_i \|u_n^H H_{i,n} w_i\|^2 + \|u_n^H \eta_n\|^2}.$$  

(2)

The general goal of each SS-DS link is to maintain a certain QoS level (e.g., measured based on the SINR in (2)) while minimizing the local power consumption.

B. Problem Formulation

Our objective is to jointly optimize the beamforming vectors and the transmit powers over each link, to minimize the power consumption while guaranteeing the required QoS level at each DS. Since energy efficiency is measured as the total QoS divided by the total consumed power, minimizing the power when QoS requirements are fixed results in the most energy efficient solution. From the perspective of social optimality, the problem of joint beamforming-power control and interference coordination can be expressed as follows with a generalized objective function $c_n(\cdot)$ for power consumption:

$$\left(P^*_n, u^*_n, w^*_n\right) = \arg \min_{(P_n, u_n, w_n)_{n=1}^N} \sum_{n=1}^N c_n(P_n, P_n)$$

\[\text{s.t. } q_n(P_n, u_n, w_n, P_{-n}, u_{-n}, w_{-n}) \geq \tilde{q}_n, \quad \forall n = 1, \ldots, N, \tag{3a} \]

$$P_n \leq P_n \leq \overline{P}_n, \forall n = 1, \ldots, N, \tag{3b}$$

$$\|w_n\| = 1, \forall n = 1, \ldots, N. \tag{3c}$$

where $P_{-n}$ and $u_{-n}$ (w_{-n}) are the joint power allocation and Rx(Tx)-beamforming vectors of the adversary links of link $n$ (namely, the links other than $n$). $\sum_{n=1}^N c_n(P_n, P_{-n})$ is the social cost measuring the energy efficiency of the network. We assume that $c_n(p)$ is a monotonically increasing function in $P_n$ for any $1 \leq n \leq N$ with $p = (P_n, P_{-n}) = \{P_1, \ldots, P_N\}^T$. $c_n(p)$ is independent of the transmit/receive (Tx/Rx) beamforming vectors. $q_n(p, u_n, w_n, u_{-n}, w_{-n})$ is the measured QoS level of link $n$ as a function of the joint power allocation $p$ and the beamforming vectors of all the links. For instance, the QoS can be defined, e.g., by the channel capacity, proportional to $\gamma_n(\gamma_n) = \log_2(1 + \gamma_n)$ following (2), bit error rate as a function of SINR $\gamma_n$ [23], or probability of successful transmission (equivalently, effective channel capacity [24]). $\tilde{q}_n$ is the required minimum QoS level for link $n$, and $\overline{P}_n$ is the maximum (minimum) transmit power that can be adopted by SS $n$. Without loss of generality, we assume that $q_n(\cdot)$ is monotonically increasing w.r.t. the local transmit power $P_n$ and decreasing w.r.t. the transmit power $P_i$ of any adversary link $i$ ($i \neq n$). Note that here we do not require any convexity property of $q(\cdot)$.

When central coordination is not available among the SS-DS links, as in a practical mmWave backhaul communication scenario, the original social optimization problem given in (3) can be re-formulated as a group of local optimization problems
from a link-centric perspective. By assuming that each SS-DS link is self-interested in optimizing its own energy efficiency, we obtain the decentralized joint beamforming and power control problem from (3) as follows for SS-DS link $n = 1, \ldots, N$:

$$ (P^*_n, u^*_n, w^*_n) = \arg \min_{P_n, u_n, w_n} c_n(P_n, P_{-n}) \quad \text{s.t.} \quad q_n(P_n, u_n, w_n, P_{-n}, u_{-n}, w_{-n}) \geq \gamma_n, \quad P_n \leq P_n \leq \overline{P}_n, \quad \|w_n\| = 1. \quad \text{(4c)} $$

It is worth noting that the generalized QoS constraints in (4a) and the nonlinear equality constraint in (4c) render the local optimization problem a non-convex one (cf. (3a) and (3c)). Then, proper relaxation-based methods should be sought for deriving the optimal solution of the local problem for each link as defined in (4). However, due to strategy coupling, link $n$ changing its local strategy $(P_n, u_n, w_n)$ will lead to the change in both the QoS and the cost functions of the other links $i \neq n$. Therefore, the decentralized problem of energy efficiency optimization in (4) can be described in the framework of non-cooperative games, where the strategy space of one link is determined by the joint action of the adversary links. Our focus will be developing a decentralized scheme of iterative power allocation and beamforming, which is able to approximate/converge to a fixed point (i.e., an NE) without the need of information exchange between links.

**C. Practical Case of the Generalized Problem in mmWave Infrastructure Networks**

Based on the empirical studies in [26] and [25] (e.g., [25, Fig. 6]), the supply power of an SS can be modeled in the form of an S-shaped function of the transmit power. More specifically, the supply power is mainly determined by the linear power consumption of the baseband and the nonlinear power consumption of the Power Amplifier (PA) due to input saturation at the RF chain (see Fig. 1). Therefore, for the cost function $c_n(P_n, P_{-n})$ in the generalized local energy-efficiency problem as given in (4), we adopt the following energy efficiency model:

$$ c_n(P_n) = \begin{cases} \mu - \frac{1}{\alpha} \log(\overline{P}_n/P_n - 1), & \text{if } P_n > \overline{P}_n, \\ \mu - \frac{1}{\alpha} \log(P_n/P_n - 1), & \text{if } P_n \leq \overline{P}_n, \end{cases} \quad \text{(5)} $$

where $\overline{P}_n$ is the upper bound for the achievable transmit power (due to PA saturation) of SS $n$, $P_n$ is the minimum effective transmit power that can be achieved by the circuit, $\mu$ is the shifter parameter to reflect the impact of the baseband power, and $\alpha$ is the slope parameter to reflect the PA characteristics. The piece-wise expression of $c_n(P_n)$ is adopted to capture the power level required for maintaining the circuit. We consider that the QoS over link $n$ is measured as a non-decreasing function of the local SINR (e.g., BER or throughput), namely, $q_n(P_n, u_n, w_n, P_{-n}, u_{-n}, w_{-n}) = q_n(\gamma_n)$ based on (2). In this case, the inequality constraint in (4a) can be rewritten into a linear form w.r.t. $P_i$ ($\forall i = 1, \ldots, N$) as follows:

$$ P_n \|u_i^H H_{n,n} w_n\|^2 - \gamma_n \left( \|u_i^H \eta_n\|^2 + \sum_{i \neq n} P_i \|u_i^H H_{i,n} w_i\|^2 \right) \geq 0, \quad \text{(6)} $$

where $\gamma_n$ indicates the threshold value of the minimum SINR that corresponds to $\gamma_n$ in (4a). Consequently, the generalized local optimization problem in (4) now becomes

$$ (P^*_n, u^*_n, w^*_n) = \arg \min_{P_n, u_n, w_n} c_n(P_n) \quad \text{s.t.} \quad P_n \|u_i^H H_{n,n} w_n\|^2 - \gamma_n \left( \|u_i^H \eta_n\|^2 + \sum_{i \neq n} P_i \|u_i^H H_{i,n} w_i\|^2 \right) \geq 0, \quad \text{(7a)} $$

$$ P_n \leq P_n \leq \overline{P}_n, \quad \|w_n\| = 1. \quad \text{(7b)} $$

Note that with the objective function in (5) and the equality constraint (7c) (see also (4c)), the local power allocation problem in (7) is a non-convex one. The joint power-beamformer optimization problem in (7) has been a relatively well-studied problem, and this allows us to compare to other techniques in the literature (see also our discussion in Section IV). To demonstrate the expressiveness of our framework of decentralized solution based on the formulation of generalized games, we provide another example of constructing the local optimization problem with non-convex QoS constraints in Appendix A.

**III. A DECENTRALIZED APPROACH TO THE FORMULATED PROBLEM**

In this section, we focus on the solution to the decentralized power-efficiency problem given in (4). We note that the objective function $c_n(P_n, P_{-n})$ in (4) is independent of the

1While (5) is independent of the adversary power strategies $P_{-n}$, the generalized cost function $c_n(P_n, P_{-n})$ with power coupling can be conveniently used for modeling the adversary-dependent power consumption scenarios such as wireless energy harvesting.
beamforming vectors. Thus, we are able to divide the optimization process for joint power allocation and beamforming into two stages. In the first stage, with the temporarily fixed Tx/Rx filters for all the links, we tackle the original problem given in (4) as a sub-problem of decentralized search for the locally optimal power allocation. Based on the formulation of a non-cooperative, generalized Nash game, we propose a purely decentralized strategy-search scheme, which theoretically guarantees the convergence to the Generalized NE (GNE) of the power strategies (furthermore, which is socially optimal under certain condition). In the second stage, for each SS-DS link we introduce the MSE criterion for Rx/Tx beamformer design. We propose a joint power allocation and beamforming scheme in the form of iterative adaptation of the Rx/Tx beamformers, using the power allocation strategies obtained in the GNE game of the first stage as the input. Additionally, we also investigate a series of Tx-beamforming schemes based on different levels of information exchange between links, and provide a theoretical comparison of their impact on the convergence of the proposed two-stage strategy-searching algorithm.

A. Game-Theoretic Solution for the Sub-Problem of Power Allocation

We first consider that the fixed Tx/Rx-beamforming vectors $w_n, u_n$ are adopted by each SS-DS link $n$ in the ad-hoc network. Then, the generalized local joint beamforming and power allocation problem as defined in (4) is reduced into the following form for $n = 1, \ldots, N$:

$$
\begin{align*}
P^*_n &= \arg\max_{P_n} \left\{ u_n(P_n, P_{-n}) = -c_n(P_n, P_{-n}) \right\} \quad (8) \\
&\text{s.t. } q(P_n, P_{-n}) \geq \eta_n, \quad (8a) \\
P_n &\leq P_n \leq \overline{P}_n. \quad (8b)
\end{align*}
$$

Since the feasible strategy set of each player depends on the strategy of the adversary players (see (8a)), we are ready to model the interaction among the links with the local goal of (8) as a generalized Nash game of $N$ players [27], where the set of $N$ links in the network, $N = \{1, \ldots, N\}$, are considered as the players of the game. For player $n$, the feasible strategy set of its power allocation $P_n$ is determined by the joint strategy adopted by the adversary players $P_{-n}$:

$$
P_n \in \mathcal{P}_n(P_{-n}) = \{ P_n : P_n \leq P_n \leq \overline{P}_n, q_n(P_n, P_{-n}) \geq \eta_n \}. \quad (9)
$$

Thereby, we can denote the strategy set of the game as a point-to-set mapping $\mathcal{P}(\mathbf{P}) = \prod_{n=1}^{N} \mathcal{P}_n(P_{-n})$. The formulation of the generalized Nash game $^2\mathcal{G}$ is completed as follows:

**Definition 1.** The generalized Nash game for power allocation is a 3-tuple $\mathcal{G} = (\mathcal{N}, \mathcal{P}(\mathbf{P}), U)$, where $\mathcal{N} = \{1, \ldots, N\}$ is the set of players, $\mathcal{P}(\mathbf{P}) = \prod_{n=1}^{N} \mathcal{P}_n(P_{-n})$ is the feasible set of joint power profiles and $U = (u_1, \ldots, u_N)$ is the vector of utility functions as defined in (8).

A GNE in the game $\mathcal{G}$ finds the simultaneous power allocation such that $P^*_n \in \mathcal{P}(\mathbf{P}^*)$ and $\forall n = 1, \ldots, N$,

$$
P^*_n = \arg\max_{P_n} u_n(P_n, P_{-n}) \text{ s.t. } P_n \in \mathcal{P}_n(P_{-n}). \quad (10)
$$

According to the theory of the GNE problem [27], to ensure the existence of such a GNE, we typically need the local feasible strategy sets $\mathcal{P}_n(P_{-n})$ to be non-empty, closed, and convex, and the utility function $u_n(P_n, P_{-n})$ to be quasi-concave w.r.t. $P_n$ on $\mathcal{P}_n(P_{-n})$ for all the players. However, this condition may not necessarily be satisfied$^3$ for the category of problems we are considering with the generalized model in (8). As a result, the standard KKT condition-based methods [29, Chapter 10] for GNE solution may not apply, and we need to find an alternative approach for the analysis and search of the GNE points. In this paper, we are interested in a special family of generalized Nash games that satisfy the following properties:

**Definition 2.** A generalized Nash game $\mathcal{G} = (\mathcal{N}, \mathcal{P}(\mathbf{P}), U)$ is monotonic if the following properties hold:

(a) $\forall n \in \mathcal{N}$, $u_n(P_n, P_{-n})$ is continuous and monotonically decreasing in $P_n$.

(b) $\forall n \in \mathcal{N}$, the local feasibility set $\mathcal{P}_n(P_{-n}) = \{ P_n : P_n \leq P_n \leq \overline{P}_n, q_n(P_n, P_{-n}) \geq \eta_n \}$ satisfies the condition that $q_n(P_n, P_{-n})$ is continuous, monotonically increasing in $P_n$ and monotonically decreasing in each $P_i$ ($\forall i \neq n$).

Note that since $\forall n \in \mathcal{N}$, $P_n$ is bounded and $q_n(P_n, P_{-n})$ is continuous, $\mathcal{P}(\mathbf{P})$ is compact. Meanwhile, the “monotonicity property” in Definition 2 differs from the property of “monotone mapping over convex and compact set” required by equilibrium searching in typical convex games with coupled feasibility constraints (e.g., the monotone pseudo-gradient mapping in [30]). Comparatively, our considered games do not need to be convex to allow for the development of equilibrium searching methods.

B. Analysis and Distributed Search of Generalized Nash Equilibria

We first provide the existence condition for the considered generalized power allocation game $\mathcal{G}$ in Theorem 1. The development of Theorem 1 is constructive and relies on the monotonicity property of the considered game (see Definition 2). Then, with Theorem 2, we propose an algorithm which converges to the GNE when a feasible solution exists or identifies that the problem is infeasible.

**Theorem 1** (Existence). Assume that $\mathcal{G} = (\mathcal{N}, \mathcal{P}(\mathbf{P}), U)$ is monotonic, namely, satisfies the conditions given in Definition 2. Then, if a feasible strategy profile $\mathbf{P}$ exists, i.e., $P_n \in \mathcal{P}_n(P_{-n})$, there exists a GNE point satisfying (10) for all $n \in \mathcal{N}$.

**Proof:** The proof to Theorem 1 is composed of two parts. We first show that there exists a convergent sequence of feasible strategies starting from the feasible strategy profile $\mathbf{P}$ with simultaneous strategy updates with local best response. Then, we show that the limit of the convergent sequence is a GNE.

$^3$For the specific local problem using linear-interference-based QoS measurement as given in (7), we know that $\forall n \in \mathcal{N}$, if its feasible strategy space $\mathcal{P}_n(P_{-n})$ is non-empty, $\mathcal{P}_n(P_{-n})$ is closed and convex. However, we know from [28] that the feasible SINR region is in general non-convex for a generalized non-linear-interference-based QoS function.
Assume that a strategy updating sequence \( \{p(t)\}^\infty_{t=0} \) is initialized with \( p(0) = p^* \). By monotonicity of \( u_n(P_n, P_{-n}) \) and \( q_n(P_n, P_{-n}) \), we know that at time \( t \), a feasible local best response for player \( n \), \( P_n(t + 1) \), exists and either satisfies the equality condition \( q_n(P_n(t + 1), P_{-n}(t)) = \eta_n \), or \( P_n = P_n^* \). In the latter case, (using the monotonicity assumptions) any further reduction of power by other players will not change the feasibility with minimal power for this specific player. Hence we now assume that the equality condition holds for the rest of the proof. By construction, the sequence \( \{p(t)\}^\infty_{t=0} \) is updated simultaneously through local best response. Equivalently, in \( \{p(t)\}^\infty_{t=0} \), the strategy at \( t + 1 \), \( p(t + 1) \), is updated for each element \( n \in \mathcal{N} \) following
\[
P_n(t + 1) = \arg \min_p \{ P : q_n(p, P_{-n}(t)) > \eta_n, P_n \leq P \leq P_n^* \}. \tag{11}
\]

Since \( q_n(P_n, P_{-n}) \) is monotonically increasing in \( P_n \) and monotonically decreasing in \( P_i \) for all \( i \neq n \), we know from the updating rule in (11) that \( P_n(t + 1) \leq P_n(t) \), \( \forall n \in \mathcal{N} \). Then, by construction of \( \{p(t)\}^\infty_{t=0} \) with (11), \( p(t) \) is element-wise monotonically decreasing and thus feasible for all \( t \), namely,
\[
\forall t, \forall n \in \mathcal{N} : q_n(P_n(t), P_{-n}(t)) \geq \eta_n. \tag{12}
\]

Furthermore, by compactness of \( P(p) \), we have
\[
\lim_{t \to \infty} p(t) = p^\infty. \tag{13}
\]

By continuity of \( q_n(P_n, P_{-n}) \), \( p^\infty \) is also feasible, and we have
\[
\lim_{t \to \infty} q_n(P_n(t), P_{-n}(t)) = q_n(p^\infty, P^\infty_{-n}).
\]

To show that \( p^\infty \) is a GNE, we assume that there exists at least one link \( n \) such that \( q_n(P^\infty_n, P^\infty_{-n}) > \eta_n \) and \( P^\infty_n \neq P_n^* \).

By monotonicity of \( p(t) \) over all \( t \),
\[
q_n(P^\infty_n, P^\infty_{-n}) > q_n(P^\infty_n, P_n(t)). \tag{14}
\]

By continuity of \( q_n(\cdot) \), a sufficiently large \( t_0 \) exists such that
\[
q_n(P^\infty_n, P_{-n}(t_0)) > \eta_n. \tag{15}
\]

This is a contradiction, since this implies by construction of the sequence with (11) that \( P^\infty_n > P_n(t_0 + 1) \). Therefore, by monotonicity of \( u_n(P_n, P_{-n}) \), simultaneous best response is reached at \( p^\infty \), and thus \( p^\infty \) is a GNE. This completes the proof to Theorem 1.

The constructed monotonic strategy sequence in the proof of Theorem 1 indicates that each time a player reduces its power the others benefit, so they can further reduce the power. Hence no matter what the order of strategy updates is, the process will converge. Inspired by the findings obtained in Theorem 1, we aim to develop a distributed algorithm that is able to form a similar convergent strategy sequence without requiring identifying a feasible joint strategy for initialization. Thus, we design an asynchronous scheme for strategy updating in the non-cooperative game \( \mathcal{G} \) in Algorithm 1. In Theorem 2, we further show that the solution feasibility of any instance of the general monotonic power allocation game can be identified following Algorithm 1. Furthermore, Algorithm 1 is guaranteed to converge in finite time whenever the set of GNE in the game \( \mathcal{G} \) is non-empty and utilities and QoS functions are Lipschitz.

**Theorem 2 (Convergence).** Assume that \( \mathcal{G} = (\mathcal{N}, P(p), U) \) is monotonic as defined in Definition 2. Then, by initializing

\[
P_n(0) = P_n^*, \text{ for each player } n \in \mathcal{N}, \text{ and for an accuracy parameter } \epsilon > 0, \text{ there exists a } \delta > 0 \text{ such that Algorithm 1 terminates in finitely many iterations with the condition } \forall n \in \mathcal{N} : \|P_n(t + 1) - P_n(t)\| \leq \delta \text{ by either identifying that no feasible allocation exists or converging to an } \epsilon \text{-GNE}. \tag{16}
\]

Moreover, if all the functions, \( q_n(\cdot), c_n(\cdot) \) are \( L \) Lipschitz with respect to \( \| \cdot \|_\infty \), then we can choose \( \delta = \frac{\epsilon}{L} \) and the algorithm converges within \( \delta^N NL \max_{n \in \mathcal{N}} \|P_n - P_n^*\| \) iterations.

**Proof:** Consider that the strategy sequence \( \{p(t)\}^{\infty}_{t=0} \) is initialized as \( p(0) = [P_1, \ldots, P_N]^T \), and then updated following the rule as defined in (16) (cf. (11)):
\[
P_n(t + 1) = \arg \min_p \{ P : q_n(p, P_{-n}(t)) \geq \eta_n + \epsilon, P_n(t) \leq P \leq P_n^* \}. \tag{16}
\]

Let \( p(t) = [P_1(t), \ldots, P_N(t)] \), then, by monotonicity of \( q_n(p) \), at each stage, each player increases its power to the minimal level conditioned on the current strategies of the other players and the QoS constraint condition in (16). Since all \( q_n(\cdot), u_n(\cdot) \) are continuous, the set of feasible points is either empty (if the problem is infeasible) or compact. Assume that the problem is feasible. Then, for all \( n \in \mathcal{N}, q_n(\cdot) \) and \( u_n(\cdot) \) are uniformly continuous. Let \( \epsilon > 0 \) be given. We can always choose a \( \delta > 0 \) such that for all \( n \in \mathcal{N} \)
\[
\|q_n(p) - q_n(p^*)\| < \epsilon \text{ and } \|u_n(p) - u_n(p^*)\| < \epsilon. \tag{17}
\]

Let \( \Delta P = \max_{n}(P_n - P_n^*) \). By the stopping condition \( \|p - p^*\|_\infty < \delta \), the algorithm must terminate after at most \( \delta^{-1} N \Delta P \) iterations, since if the algorithm did not terminate, at least one player would have increased its power by more than \( \delta \) and after at most \( \delta^{-1} \Delta P \) iterations it becomes infeasible.

\[\text{At an } \epsilon \text{-GNE } (P^*_n, P^*_n), \text{ no player (e.g., } n) \text{ can increase its utility by more than } \epsilon \text{ with any feasible strategy } P_n, \text{ namely } u_n(P_n, P^*_n) - u_n(P^*_n, P^*_n) \leq \epsilon, \forall n \in \mathcal{N} \text{ and } \forall P_n \in P(P^*_n).\]
If for some time \( t + 1 \), no player increases its power by more than \( \delta \), we know by the uniform continuity that for all \( n \in N \):
\[
\|q_n(p(t+1)) - q_n(p_n(t+1),P_{-n}(t))\|_\infty < \varepsilon.
\]
By the definition of the updating rule for \( P_{n+1}(t) \) in (16), we know that either
\[
q_n(P_n(t+1),P_{-n}(t)) \geq \bar{q}_n + \varepsilon
\]
and the player increases its power by less than \( \delta \), or
\[
q_n(P_n(t),P_{-n}(t)) \geq \bar{q}_n + \varepsilon,
\]
if it is satisfied with the previous power. Therefore, \( q_n(p(t+1)) \geq \bar{q}_n + \varepsilon \).
By the selection of \( \delta \) and monotonicity of \( u_n(P) \), we also know that \( u_n(P_n(t+1)) < u_n(P_n(t)) + \varepsilon \). Therefore, \( p(t+1) \) is an \( \varepsilon \)-Nash.
Moreover, if \( \forall n \in N, q_n() \) and \( u_n() \) are \( L \) Lipschitz, from the above discussion and by the definition of Lipschitz continuity we have
\[
\forall n \in N : \|q_n(p(t+1)) - q_n(p_n(t+1),P_{-n}(t))\|_\infty < L\|p(t+1) - p(t)\|_\infty,
\]
Then, by setting the stopping condition \( \delta < \varepsilon / L \), from (21) we know that the \( \varepsilon \)-GNE can be reached within \( \delta^{-1}NL\max_{n\in N}(P_n - P_n) \) iterations.

Now, we consider the instantiation of the generalized joint power allocation and beamforming problem presented in (7). By exploiting the special structure of the link-cost function, we can show in Corollary 1 that the fixed-point strategies obtained with Algorithm 1 align with the socially optimal strategies in the sub-problem of the power allocation game as derived from (7) by fixing the beamforming vectors.

**Corollary 1.** Assume that \( G = (N, P(p), U) \) is a monotonic generalized Nash game, where \( u(P_n, P_{-n}) \) is independent of the adversary power strategy \( P_{-n} \), and \( (7) \). Then, if a GNE \( p^* \) is reached by Algorithm 1 from \( p(t) = [P_{n\in N}]^T \), \( p^* \) is socially optimal.

**Proof:** Assume \( p^* \) is a GNE such that \( p^* \) is a socially non-optimal strategy. Assume that \( p \) is a feasible strategy with
\[
\sum_{n=1}^{N} u_n(P_n, P_{-n}) < \sum_{n=1}^{N} u_n(\hat{P}_n, \hat{P}_{-n}).
\]
Then, by the decreasing monotonicity of \( u_n(P_n, P_{-n}) = u_n(P_n) \), there exists at least one such that \( u_n(P_n) < u_n(P_n) \) and thus \( \hat{P}_n < P_n \). By the monotonicity property of \( q_n(P_n, P_{-n}) \) in \( P_n \) we can observe that \( (P_n, P_{-n}) \) is also feasible, i.e., \( \forall n \in N : q_n(P_n, P_{-n}) \geq \bar{q}_n \), and \( u_n(P_n, P_{-n}) < u_n(\hat{P}_n, \hat{P}_{-n}) \). This contradicts the assumption that \( p^* \) is a GNE. Therefore, \( p \) does not exist, which complete the proof to Corollary 1.

Then, if the cost function of each link satisfies the condition as given by Definition 2 and Corollary 1, the NE of the formulated power allocation game \( G \), as obtained following Algorithm 1, conveniently provides the socially optimal solution to the problem as given in (3).

**Remark 1.** It is worth noting that Algorithm 1 works properly regardless of the synchronization levels of user actions. Note that the convergence property of conventional potential games (e.g., based on best response), cannot be directly applied to a non-specific generalized NE problem.

**Theorems 1 and 2** are still valid when each player’s utility also depends on \( P_{-n} \) as long as \( u_n(p) \) is decreasing in \( P_n \). When \( u_n(p) \) depends on \( P_{-n} \) in an adversarial manner, i.e, it is monotonically decreasing with each coordinate of \( P_{-n} \) as well, Corollary 1 still holds such that a GNE yields a socially optimal solution, since the goals of the players are aligned. Each player minimizing its power is also increasing the utility of the other players. However, in more general cases, a GNE is no longer socially optimal.

**C. Joint Power Allocation and Beamforming**

Now, we consider that the power allocation strategies of all the links are updated using Algorithm 1 in a one-shot GNE game. Then, to ensure that the receiving filter of DS \( n, u_n(n \in N) \), satisfies the constraint condition on QoS in (4a) with fixed Tx-beamformers \( w_n(n \in N) \), we introduce the local MSE-based criterion for designing \( u_n \) as follows:
\[
u_n^* = \arg \min_{u_n} \{ \text{MSE}_n = E \{ \|s_n - \hat{s}_n\|^2 \} \},
\]
where \( \hat{s}_n \) is obtained as \( \hat{s}_n = u_n^H y_n \) following (1). When \( s_n \) is an independent zero-mean complex Gaussian signal of unit variance \( \forall n \in N \), the objective function in (23) can be expanded as follows:
\[
\text{MSE}_n(p_n, u_n; P_{-n}) = \text{tr} \left( E \{ \|s_n - \hat{s}_n\|^2 \} \right) = \text{tr} \left( \left( u_n^H \sum_{i=1}^{N} \sqrt{P_i} H_{i,n} w_i s_i - s_n + u_n^H \eta_n \right) \right)
\]
\[
= \text{tr} \left( \left( u_n^H \sum_{i=1}^{N} \sqrt{P_i} H_{i,n} w_i s_i - s_n + u_n^H \eta_n \right) \right)
\]
\[
= \text{tr} \left( \left( u_n^H \sum_{i=1}^{N} P_i H_{i,n} w_i w_i^H H_{i,n}^H \right) u_n - \sqrt{P_n} w_n^H H_{n,n}^H u_n \right)
\]
\[
\sum_{i=1}^{N} P_i H_{i,n} w_i w_i^H H_{i,n}^H \right) u_n - \sqrt{P_n} w_n^H H_{n,n}^H u_n + 1 + \sigma_n^2 u_n^H u_n.
\]

Then, from the perspective of SS-DS link \( n \), to minimize MSE\( _n \) in (24), we need \( \partial \text{MSE}_n / \partial u_n = 0 \). This leads to
\[
2u_n^H \left( \sum_{i=1}^{N} P_i H_{i,n} w_i w_i^H H_{i,n}^H \right) - 2 \sqrt{P_n} w_n^H H_{n,n}^H + 2 \sigma_n^2 u_n = 0.
\]

Therefore, we obtain the MMSE receiver for single-stream transmission as
\[
u_n^* = \sqrt{P_n} \left( \sum_{i=1}^{N} P_i H_{i,n} w_i w_i^H H_{i,n}^H + \sigma_n^2 I \right)^{-1} H_{n,n}^H w_n.
\]

Let \( R_n = \sum_{i \neq n} P_i H_{i,n} w_i w_i^H H_{i,n}^H + \sigma_n^2 I \) denote the covariance matrix of the interference plus noise at DS \( n \). Then, for a given transmit power strategy profile \( p \), the receiving-filter vector at DS \( n \) in (26) can be rewritten as
\[
u_n^* = \sqrt{P_n} \left( P_n H_{n,n} w_n w_n^H H_{n,n}^H + R_n \right)^{-1} H_{n,n}^H w_n.
\]
Observing (27), we note that acquiring the MMSE receiving filter only needs the information about the local channel estimation and the measurement of interference \( R_n \) at the DS side. Therefore, \( u_n \) can be computed independently at each DS as long as the transmit powers and the Tx-beamformers of the links remain unchanged. Furthermore, consider that the QoS of link \( n \) is measured as a function of the SINR \( \gamma_n \) in (4a), for instance, as given in (7). Then, by the well-known fact \( \text{MMSE}_n = E[\|z\|^2]/(1 + \gamma_n) \) [8], [31, (8.121)], adopting the MMSE receiving filter in (27) helps to reduce the local transmit power \( P_t \) for any given set of Tx-beamformers \( \{w_1, \ldots, w_N\} \) at the equality condition of (4a), see also (2). Therefore, we have the following theorem:

**Theorem 3.** Consider a joint power allocation and Rx-beamforming problem, which is reduced from (7) with a fixed set of Tx-beamformers and a QoS constraint as a monotonically increasing function of the local SINR \( \gamma_n \) for each \( n \). Then, the asynchronous, iterative strategy update of powers and Rx-beamformers by sequentially applying (27) and Algorithm 1 is guaranteed to converge if a feasible solution exists.

**Proof:** For each link \( n \in N \), we consider two sequences \( \{u_n(t)\}_{t=0}^{\infty} \) and \( \{P_n(t)\}_{t=0}^{\infty} \), where \( u_n(t+1) \) is obtained based on (26) with the joint power strategies \( (P_n(t), P_{-n}(t)) \). Based on the fact that \( \text{MMSE}_n(P_n(t), u_n(t)) = 1/(1 + \gamma_n(t)) \), where \( \gamma_n(t) \) is independent of \( u_{-n}(t) \) according to (2), we know that

\[
\gamma_n(P_n(t), u_n(t+1); P_{-n}(t)) \geq \gamma_n(P_n(t), u_n(t); P_{-n}(t)),
\]

by definition of MMSE. According to (8), the fixed Tx-beamformers \( w_i \ (i \in N) \), \( u_n(t+1) \) and the adversary power allocation \( P_{-n}(t) \), the best response \( P_n(t+1) \) in Algorithm 1 is always obtained when the equality condition of (8a) is met. Namely, the best response of local power strategy is always obtained at the lower bound of the feasible region \( \tilde{P}_n(P_{-n}(t)) \), i.e., \( \gamma_n(P_n(t), u_n(t); P_{-n}(t)) \). Therefore, we have \( \gamma_n(P_n(t), u_n(t+1); P_{-n}(t)) \geq \gamma_n \), and thus obtain \( P_n(t+1) \leq P_n(t) \) in the next-round power allocation game. This indicates that the one-step update \( u(t+1) \) always expands the lower bound of the feasible region of the power strategy for link \( n \), i.e., \( P_n(P_{-n}(t)) \). Then, the iterative strategy update using the MMSE receiver leads to a monotonically deceasing sequence \( \{P_n(t)\}_{t=0}^{\infty} \) for all \( n \in N \); hence their convergence, by compactness of \( P_n(P_{-n}(t)) \), with Algorithm 1. In return, with the mapping between \( p \) and \( u_n \) shown in (26), the convergence of \( \{u_n(t)\}_{t=0}^{\infty} \) is also guaranteed, since \( \forall n \in N, \{\text{MMSE}_n(t)\} \) is non-increasing and lower-bounded by zero.

For SINR-based QoS constraints, based on Theorem 3, we are able to develop the two-stage joint power allocation and Tx-Rx beamformer control scheme in Algorithm 2. Therein, the power allocation and Rx-beamforming strategy is obtained based on the two-stage iteration which alternates between the non-cooperative power allocation game and MMSE Rx-beamforming (see Lines 3 and 5). We consider that no information about the interference channel \( H_{-n,i} \) (\( i \neq n \)) is available to link \( n \). Then, the most straightforward approach for obtaining a locally optimal Tx-beamforming vector \( w_n^* \) is to treat the interference from the other links as stationary noises, and maximize the perceived signal-to-noise ratio (see also (2)) by solving \( \max_{w_n:\|w_n\|=1} \|u_n^H H_n w_n\|^2 \), hence (29). This leads to the well-known form of the matched filter for a single link [32], and the myopic solution \( w_n^* \) is obtained as the eigenvector corresponding to the maximum eigenvalue of \( H_n^H u_n, u_n^H H_n \).

It is worth noting that other iterative Tx-beamforming schemes can be adopted to replace the myopic matched filter in Line 6 of Algorithm 2. According to (2), an update in the Tx-beamformer \( w_n \) of SS-DS link \( n \) will also influence its interference to the other links. Theoretically, it is necessary to examine the impact of the levels of available link information (e.g., estimates of mutual interference) at each link on the performance of the Tx-beamforming scheme. Fortunately, we observe in simulations (see Section IV) that different iterative Tx-beamforming schemes, which are based on different levels of shared CSI information about the interference links, provide limited improvement to the performance of the network. Nevertheless, the discussion about the impact of information exchange on the algorithm convergence is still necessary. Therefore, we provide in Appendix B the design of a series of possible ad-hoc iterative methods to optimize the Tx-beamformers according to different levels of information sharing regarding the interference link state information among the local links.

### Algorithm 2: Two-stage search for joint power allocation and Tx-Rx beamforming.

**Require:** \( \forall n \in N \): select \( P_n = P_n^* \). \( \forall n \in N \): initialize \( u_n \) and \( w_n \) randomly. Select \( \epsilon > 0 \).

1. repeat
2. \( \forall n \in N \): \( P_n' \leftarrow P_n, u_n' \leftarrow u_n \) and \( w_n' \leftarrow w_n \)
3. \( \forall n \in N \): update \( P_n \) following Algorithm 1 with \( u_i \) and \( w_i \ (i \in N) \)
4. for all \( \forall n \in N \) do
5. Update \( u_n \) according to (27) with \( P_t, u_i' \) and \( w_i' \)
6. Update \( w_n \) only once with the myopic matched filter scheme as \( w_n = \arg \max_{w_n: \|w_n\|=1} \|u_n^H H_n w_n\|^2 \).
7. end for
8. until \( \forall n \in N \): \( \|u_n - u_n'\| \leq \epsilon \) and \( \|w_n - w_n'\| \leq \epsilon \) or \( \exists P_n \in N, P_n \) is infeasible in Stage 1

### IV. Simulation Results

Considering the characteristics of the mmWave band, we use an urban outdoor environment with non-LoS components channel model for our simulations. Since scattering in mmWave bands is limited, multipath is mainly caused by reflections [33]. Hence, mmWave channels are determined by the geometry of the relevant antenna arrays. Hence in this section, we adopt the clustered channel model for the link between each SS \( i \) and any
Fig. 2. Monte Carlo simulation results for Algorithm 2 using matched filters for Tx-beamforming. (a) A snapshot of the power evolution with Algorithm 2 for 10 links and SINR thresholds $\gamma_n = 20$ dB. (b) Sum of supply power vs. different numbers of links and SINR thresholds. (c) Sum of spectrum efficiency vs. different link numbers and SINR thresholds.

DS $n$ from [34] as follows:

$$
H_{i,n} = \beta \sum_{j,l} g_{i,n}(\phi_{j,l}^t, \theta_{j,l}^t, \phi_{j,l}^r, \theta_{j,l}^r) \times \alpha_{i,n}(\phi_{j,l}^t, \phi_{j,l}^r)^* \alpha_{i,n}(\phi_{j,l}^t, \theta_{j,l}^r)^*,
$$

(30)

where $\beta = \sqrt{KL/N_{t,i,n}^c N_{i,r}^c}$ is a normalized factor, $K$ and $L$ are the number of antennas at SS $i$ and DS $n$, $N_{t,i,n}^c$ is the number of scattering visible clusters and $N_{i,r}^c$ is the number of propagation paths in each cluster. $g_{i,n}(\phi_{j,l}^t, \theta_{j,l}^t, \phi_{j,l}^r, \theta_{j,l}^r)$ is the $(j, l)$-th element complex gain between the transmit and the receive antennas from SS $i$ to DS $n$ at the corresponding angles of arrival and departure. $g_{i,n}(\phi_{j,l}^t, \theta_{j,l}^t)$ and $g_{i,n}(\phi_{j,l}^t, \theta_{j,l}^r)$ are the normalized receive and transmit array response vectors at the azimuth (elevation) angle of $\phi_{j,l}^t$ ($\theta_{j,l}^t$) and $\phi_{j,l}^r$ ($\theta_{j,l}^r$), respectively.

For the purpose of illustration, we randomly place each SS/DS in the plane with roughly equal distance between the neighboring stations. We ensure that the inter-link interference is mainly caused by tier-1 neighbor stations of each DS, such that a sufficiently good SINR (e.g., 20 dB) can be achieved at each link. We set the number of antennas of both the SS and the DS to be 8, and the spectrum efficiency of link $n$ is measured as $\log(1 + \gamma_n)$. In our first experiment, in Fig. 2, we adopt the myopic matched filter for Tx-beamforming, and demonstrate the efficiency of the proposed joint power allocation and beamforming algorithm (i.e., Algorithm 2) in terms of convergence speed (Fig. 2(a)) and overall network performance (Figs. 2(b) and 2(c)). Since the varying QoS requirements along the “SINR Threshold (dB)” axis is met by all the links, the total spectrum efficiency of the network increases linearly w.r.t. the number of operating links in Fig. 2(c). On the other hand, Fig. 2(b) indicates that the size of the network has a larger impact on the sum of supply powers than the levels of the SINR threshold.

Furthermore, we introduce three baseline algorithms for joint power allocation and beamforming performance comparison with the proposed Algorithm 2. The first baseline algorithm, “Global Iterative Zero Forcing (ZF),” is adapted from [10] to iteratively enforce both the Tx and the Rx filters of each link to be in the null space of the equivalent interfering channels with a modified SINR constraint. The second baseline algorithm, “Global Coordinated Tx-Beamforming (BF),” is adapted from [11] as a centralized Tx-beamforming procedure for sum-of-power minimization with SINR constraints through full link coordination using fixed Rx beamforming vectors. Likewise, it is assumed that the CSI of all interfering links is known to each transmitter. The third algorithm is a global iterative Rx-Tx coordinated MSE beamformer, “Global Coordinated-MSE Tx-Rx BF” where the transmit beamformers use MSE beamformers based on full CSI following (38).

To show that using a Tx-beamformer matched to the channel is sufficient, we also show by simulation that using an MMSE based Tx-beamformer does not reduce the power consumption. This scheme appears in the simulations as: “Two-Stage Scheme with Local-MSE (L-MSE) Tx-BF” (see (34)). As shown by the four overlapping curves in Figs. 3(a) and 3(b), the proposed joint allocation framework achieves the same level of performance as the optimal fully-coordinated algorithm, “Global Coordinated-MSE Tx-Rx BF” and as optimizing only the Tx beamformers with a fixed Rx beamformer (i.e., “Global Coordinated Tx-BF”). As discussed in the paper, the reason for the success of the proposed technique is that both the Rx beamformer adaptation and the power adaptation stages gradually improve the interference environment for all stations.

Fig. 4 depicts both the number of iterations required by each algorithm as well as the overall simulation run time. We can clearly see that as the network size increases, the “Global Coordinated Tx-BF” and the “Global Coordinated-MSE Tx-Rx BF” schemes both require significantly more iterations to reach the same level of performance (i.e., convergence) compared to the proposed algorithm (see Fig. 4(a)). Since the proposed scheme requires $O(N)$ signals per iteration, while the full CSI schemes require $O(N^2)$ messages per iteration, we observe that the proposed scheme has approximately, factor of $7N$ less messages required. Moreover, it does not require a complicated estimation of the channel between all transmitters and receivers.

Exchanges CSI among links are assumed for global iterative ZF. Instead of integrating ZF into the MMSE-based Rx-beamforming procedure [10], the adopted scheme uses stand-alone ZF for both Tx- and Rx-beamforming.
It is interesting to observe that experimentally the number of total power updates grow only linearly with the number of links.

In addition to Fig. 4(a), Table I provides an empirical study of the number of power adaptation messages during the running of the algorithm with Monte-Carlo simulations. Using linear regression we obtain that the number of messages fits very well to \(16 + 3N\), where \(N\) is the number of links. For notification of non-terminating iteration by each link in Algorithm 1, the signaling complexity is trivially bounded \(O(N)\). In contrast, any method which requires knowledge of all the channel coefficients between any receiver and any transmitter is \(O(N^2)\). Also note, that channel estimation, of all these channels requires more complicated training scheme for channel estimation as well as close coordination between transmitters.

In Fig. 4(b), we further examine the computational complexity of the various schemes by comparing the average CPU time consumed by each scheme. The elapsed running time to convergence for the three reference schemes is normalized w.r.t. that of the proposed “MF Tx-BF”. As we can observe in Fig. 4(b), “Global Coordinated-MSE Tx-Rx BF” has the highest time complexity, since no closed-form solution is accessible and a numerical convex optimization solver (i.e., CVX) is needed for solving (38). Comparatively, at each iteration, “MF Tx-BF,” “L-MSE Tx-BF” and “Global Coordinated Tx-BF” are derived using closed-form solutions and thus have a similar level of time complexity in Algorithm 2. Interestingly, the proposed scheme has the lowest time complexity (at least 3 times faster than any of the other schemes).

In the last experiment (see Figs. 5 and 6), we set the number of operating links to be 14 and compare the performance of the algorithms as a function of the SINR thresholds (assuming the same required SINR level on all links). Fig. 5 demonstrates

\[\text{TABLE I} \]

| No. of Links | 8 | 9 | 10 | 12 | 14 | 16 |
|--------------|---|---|----|----|----|----|
| Average No. of Power Iterations | 40.4 | 45.1 | 47.2 | 56.7 | 58.3 | 65.6 |

Fig. 3. Performance comparison for different numbers of links through Monte Carlo simulations at an SINR threshold of 20 dB for all the links. (a) Sum of supply power vs. numbers of links for different algorithms. (b) Sum of spectrum efficiency vs. numbers of links for different algorithms.

Fig. 4. Complexity comparison for different numbers of links through Monte Carlo simulations at an SINR threshold of 20 dB for all the links. (a) Number of iterations to convergence vs. numbers of links for different algorithms. (b) Elapsed running time to convergence (after normalization w.r.t. the time used by the MF Tx-BF algorithm for a network of 5 links) vs. numbers of links for different algorithms.
that for practical target SINR levels above 10 dB the proposed method is significantly better. Fig. 6 presents the total required power for achieving the target SINR. We can clearly see that the proposed method yields identical performance to the coor-

V. CONCLUSION

In this paper we analyzed the existence and convergence of generalized Nash equilibrium in monotonic generalized games. Then we exploited the properties of monotonic games to derive a two stage algorithm for joint beamforming and power allocation under SINR constraints. We showed that the scheme always converges. Furthermore, we showed through simulations that with a matched filter beamformer at the transmitter we are able to achieve optimal performance comparable to the global optimum. Moreover, the proposed technique requires significantly less signaling (by a factor of 7 N and has significantly lower computational complexity.

The results are applicable to ad-hoc MIMO networks under general QoS constraints (not necessarily convex), which correspond to the practical scenario of wireless backhaul communications in mmWave networks. Recently, we also showed that the proposed framework of monotonic games for power allocation can be used to optimize channel aware, energy efficient Aloha networks [1].
where $P_n$ is given by the power allocation game in Algorithm 1 (cf. Line 3 in Algorithm 2). It is straightforward to verify that the strong duality holds for the Lagrange dual problem for (33). Then, by introducing the Lagrange multiplier $\lambda_n \geq 0$ and with (24), we need $\partial(MSE_n + \lambda_n(\mathbf{w}_n^H\mathbf{w}_n - P_n))/\partial \mathbf{w}_n = 0$ for solving (33). With a similar technique to the derivation of (25), we obtain

$$w^*_n = \sqrt{P_n} (P_n\mathbf{H}_n^\dagger \mathbf{u}_n \mathbf{u}_n^H \mathbf{H}_n + \lambda_n I)^{-1/2} \mathbf{H}_n^\dagger \mathbf{u}_n,$$  

(34)

where $\lambda_n$ is chosen to satisfy the power constraint in (33). $w^*_n$ and $\lambda_n$ can be efficiently obtained with off-the-shelf numerical solvers such as CVX [36]. Furthermore, for the first-order optimality condition in (33) to be met, we exploit the Hermitian property of $P_n\mathbf{H}_n^\dagger \mathbf{u}_n \mathbf{u}_n^H \mathbf{H}_n = \mathbf{V}_n \mathbf{M}_n \mathbf{V}_n^H$. By substituting (34) into the equality constraint condition $w^*_n \mathbf{w}_n = P_n$, we aim to extract the original beam pattern s.t. $\mathbf{w}^*_n \mathbf{w}_n = 1$ after normalization and obtain

$$1 = \text{tr} (P_n \mathbf{H}_n^\dagger \mathbf{H}_n, \mathbf{V}_n (\mathbf{M}_n + \lambda_n I)^{-2} \mathbf{V}_n^H \mathbf{H}_n^\dagger \mathbf{H}_n, \mathbf{V}_n)$$

$$= \text{tr} (\mathbf{M}_n + \lambda_n I)^{-2} \mathbf{V}_n^H \mathbf{H}_n^\dagger \mathbf{H}_n, \mathbf{V}_n)$$

$$= \sum_{i=1}^{K} \mu_i / (\mu_i + \lambda_n)^2,$$  

(35)

where $\mu_i + \lambda_n$ is the $i$-th diagonal element of the diagonal matrix $\mathbf{M}_n + \lambda_n I$ and $\mu_i$ is the $i$-th diagonal element of the matrix $\mathbf{V}_n^H \mathbf{H}_n^\dagger \mathbf{H}_n, \mathbf{V}_n$. Then, for the execution of Line 6 in Algorithm 2, $\mathbf{w}_n$ can be updated with normalization following (34) after solving (35) for $\lambda_n$.

Theoretically, unilaterally adapting $\mathbf{w}_n$ at SS $n$ with respect to the local SINR following (34) may increase the interference perceived by another link $i$, i.e., $R_{n,i} = P_n \|\mathbf{u}_i^H \mathbf{H}_n, \mathbf{w}_n\|^2$. In this case, the monotonicity of the power-updating sequence $\{P_n(t)\}_{t=0}^\infty$ may no longer be guaranteed for link $i$ with Algorithm 2 if the Tx-beamforming scheme in (34) is adopted. Although our numerical simulations in Section IV show that each node has complete knowledge of the interfering channels and joint transmit and receive beamformer converges when with sufficiently good channel conditions, the impact of Tx-beamformers can be neglected, further coordination among the SSs is still needed such that theoretical guarantee is established for suppressing their possible interference to the other links.

### B. Tx-Beamforming With Complete Information About Interference Channels

In this appendix we show that the global iterative power and joint transmit and receive beamformer converges when each node has complete knowledge of the interfering channels towards other receivers. This provides a baseline for testing our algorithm and is brought for completeness. To that end, we introduce additional constraints on the “interference leakage” to the other links, i.e., $R_{n,i} = P_n \|\mathbf{u}_i^H \mathbf{H}_n, \mathbf{w}_n\|^2$ (cf. [37]), as follows:

$$\mathbf{w}^*_n = \arg \min_{\mathbf{w}_n} E \left\{ \| \mathbf{s}_n - \mathbf{s}_n \|^2 \right\}$$  

(36)

s.t. $\mathbf{w}_n^H \mathbf{w}_n \leq P_n$,  

(36a)

$$P_n \mathbf{u}_i^H \mathbf{H}_n, \mathbf{w}_n \mathbf{w}_n^H \mathbf{H}_n^i \mathbf{u}_i \leq \hat{R}_{n,i}, \forall i \neq n,$$  

(36b)

where in (36b) $\hat{R}_{n,i}$ is the perceived interference from link $n$’s transmitter to link $i$’s receiver before the strategy update, such that the incurred interference to the other links is non-increasing when compared with the last decision round. Writing the Lagrange dual problem of (36), the objective function can be expressed as

$$L(\mathbf{w}_n; \lambda_n, \kappa_n) = MSE_n + \lambda_n(\mathbf{w}_n^H \mathbf{w}_n - P_n)$$

$$+ \sum_{i \neq n} \kappa_n \{P_n \mathbf{u}_i^H \mathbf{H}_n, \mathbf{w}_n \mathbf{w}_n^H \mathbf{H}_n^i \mathbf{u}_i - \hat{R}_{n,i}\},$$  

(37)

where $\kappa_n$ is the Lagrange multiplier corresponding to (36b) for the constraint on the interference to some other link $i$ ($i \in \mathcal{N}/\{n\}$).

Again, following the same technique of deriving (34), the receive filter based on (24) and (37) is given by:

$$\mathbf{w}^*_n = \sqrt{P_n} \left( \sum_{i=1}^{N} \kappa_n \{P_n \mathbf{u}_i^H \mathbf{H}_n, \mathbf{u}_i \mathbf{u}_i^H \mathbf{H}_n, \mathbf{v}_n \} \right)^{-1} \mathbf{H}_n^\dagger \mathbf{u}_n,$$  

(38)

where $\kappa_n = 1$. The solution to (36) can be derived similarly to (33), i.e., with the Lagrange multipliers in (38) computed using an off-the-shelf solver. By construction of the optimization problem in (36), we are able to show that the monotonicity of the power strategy sequence $\{P_n(t)\}_{t=0}^\infty, \forall i \in \mathcal{N}$ is guaranteed with Algorithm 2. Obviously, the solution to (36) results in no SS increasing its interference to the other links by updating its Tx-beamformer. Then, with exactly the same technique of proving Theorem 3 based on the monotonically non-decreasing SINR (equivalently, non-increasing MMSE), we are able to ensure the convergence of Algorithm 2 using (36) for iteratively updating the Tx-beamformers:

**Corollary 2.** Assume that the joint power allocation and Rx/Tx-beamforming as given in (7) has a feasible solution. Then, with complete information about the perceived interference from every SS to each DS and the Rx-beamformer of each DS, Algorithm 2 with the iterative Tx-beamforming scheme based on (36) is guaranteed to converge.
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