EFFICIENT APPROXIMATION OF HIGH-FREQUENCY HELMHOLTZ SOLUTIONS BY GAUSSIAN COHERENT STATES
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Abstract. We introduce new finite-dimensional spaces specifically designed to approximate the solutions to high-frequency Helmholtz problems with smooth variable coefficients in dimension \(d\). These discretization spaces are spanned by Gaussian coherent states, that have the key property to be localised in phase space. We carefully select the Gaussian coherent states spanning the approximation space by exploiting the (known) micro-localisation properties of the solution. For a large class of source terms (including plane-wave scattering problems), this choice leads to discrete spaces that provide a uniform approximation error for all wavenumber \(k\) with a number of degrees of freedom scaling as \(k^{d-1/2}\), which we rigorously establish. In comparison, for discretization spaces based on (piecewise) polynomials, the number of degrees of freedom has to scale at least as \(k^d\) to achieve the same property. These theoretical results are illustrated by one-dimensional numerical examples, where the proposed discretization spaces are coupled with a least-squares variational formulation.
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1. Introduction

Time-harmonic wave propagation is a mechanism at the center of a large number of physical and industrial applications. We may cite, among many, radar imaging [9], or seismic prospection [42]. In practice, numerical methods are required to approximately simulate the propagation of waves, and although several methods are available, it is still very challenging to compute accurate approximations in the high-frequency regime.

Here, we consider the scalar Helmholtz equation, which is probably the simplest model for this kind of problems. Specifically, given a compactly supported right-hand side \(f : \mathbb{R}^d \to \mathbb{C}\), our model problem is to find \(u : \mathbb{R}^d \to \mathbb{C}\) such that

\[
-k^2 \mu u - \nabla \cdot (A \nabla u) = f \quad \text{in} \quad \mathbb{R}^d,
\]

where \(\mu\) and \(A\) are (given) smooth coefficients that are respectively equal to 1 and \(I\) outside a ball of radius \(R > 0\), and \(k > 0\) is the (given) wavenumber. This equation is supplemented with the Sommerfeld radiation condition at infinity. Namely, we require that

\[
\frac{\partial u}{\partial |x|}(x) - iku(x) = o \left( |x|^{-(d+1)/2} \right) \quad \text{as} \quad |x| \to +\infty.
\]

A particularly important scenario covered by (1.1) is the scattering of a plane-wave, where the right-hand side takes the form

\[
f := (k^2 \mu + \nabla \cdot (A \nabla \cdot)) e^{ikd \cdot x},
\]

where \(d \in \mathbb{R}^d\), \(|d| = 1\) is the incidence direction (such right-hand sides are compactly supported due to the assumptions on \(\mu\) and \(A\)).

As we propose a “volumic” method, we will actually replace the Sommerfeld radiation condition (1.1b) by a Perfectly Matched Layer (PML). This approach is entirely standard [2, 7, 15], and amounts to slightly modifying the coefficients \(\mu\) and \(A\) in (1.1a). This process is detailed in Section 4.2. We therefore do not directly discretize (1.1), but rather, an alternative version where the coefficients have been modified away from the origin in (1.1a) and the Sommerfeld radiation
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Our first result is that if $\Lambda$ is chosen as
\[
\text{(1.3)} \quad \dim W_\Lambda \simeq \rho^d (kR)^d \quad \text{and} \quad k^2 \min_{w \in W_\Lambda} \| u - w \|_{\hat{H}^1(\mathbb{R}^d)} \leq C \rho^{-1/2} \| f \|_{L^2(\mathbb{R}^d)},
\]
for a general $f \in L^2(\mathbb{R}^d)$ with supp $f \subset B(0, R)$, where $\| \cdot \|_{\hat{H}^1(\mathbb{R}^d)}$ is a $H^1(\mathbb{R}^d)$-norm including a weight at infinity (see (4.1) below). As we describe in more length afterwards, this result is not very impressive on its own. Specifically, it is a standard approximation result similar to polynomial approximations: we need a fixed number of points per wavelength to achieve a constant accuracy. Our second result, which is key, deals with the case where $\rho > 0$, we have
\[
\text{(1.4)} \quad p(x, \xi) := A(x)\xi \cdot \xi - \mu(x) \quad \forall x, \xi \in \mathbb{R}^d,
\]
is the principal symbol associated with the differential operator in (1.1), where the coefficients include a PML. We then have
\[
\text{(1.5)} \quad \dim W_\Lambda \simeq (kR)^{d-1/2+\varepsilon} \quad \text{and} \quad \min_{w \in W_\Lambda} \| u - w \|_{\hat{H}^1(\mathbb{R}^d)} \leq C_{\varepsilon, m} (kR)^{-m} \quad \forall m \in \mathbb{N}.
\]
It means that for right-hand sides corresponding to scattering problems (and actually, a wider family of right-hand sides), Gaussian coherent states provide an accurate solution with $O((kR)^{d-1/2+\varepsilon})$ DOFs. In fact, the convergence is even super-algebraic as the frequency increases.

To put (1.3) and (1.5) into perspective, we compare them with other standard methods. Actually, there are several options to numerically solve (1.1) (either with the Sommerfeld condition (1.1b) or with a PML approximation), that we review below.

The most versatile approach is probably the finite element method (FEM). The method hinges on a triangulation of the domain into elements of size $h$, and piecewise polynomial basis functions of degree $p$. It can be shown that if $p$ grows logarithmically with $k$, then the condition that $kh/p$ is constant provides (at least) a constant accuracy as $k$ increases [30, 34, 35]. As a result, high-order FEM essentially requires $O((kR)^d)$ degrees of freedom (DOFs) to achieve a constant accuracy. The resulting matrix is sparse.

Trefftz-like methods are similar to FEM in that they also rely on a mesh of the domain, but the polynomial shape functions are replaced by local solutions to the Helmholtz problem, such as
plane-waves [25], or generalised plane-waves [27, 28]. There are many ways to “glue” these local solution together, including partition of unity methods [32], least squares methods [36], the ultra weak variational method [3], the discontinuous enrichment method [13] or the variational theory of complex rays [39]. While these methods typically induce a large reduction of the number of DOFs as compared to FEM, they usually still need at least $O((kR)^d)$ DOFs, see, e.g., [6, 18, 24].

Similar to FEM, the resulting matrix is sparse.

The next family of methods we want to mention are boundary element methods (BEM) [40]. These methods rely on boundary integral equations which, strictly speaking, are not available for smoothly varying coefficients, since the expression of Green’s function must be available. It is nevertheless interesting to include them in the comparison. These methods typically provide a constant accuracy with only $O((kR)^{d-1})$ DOFs [16]. However, the resulting matrix is dense and its entries are costly to compute. These issues can be mitigated using compression techniques, such as the fast multi-pole method [21] or hierarchical matrices [23].

Finally, asymptotic methods rely on the fact that when the frequency is very large, it is sometimes possible to simplify the search for the solution of the Helmholtz equation and the properties of the solution itself to computations involving only the underlying classical dynamics [11]. This is done using tools of semi-classical analysis, such as the WKB method and can lead to discrete problems with a number of DOFs independent of $k$. The main drawback of these approaches is that they are only asymptotically valid: they do not converge for fixed value of $k$. Besides, it is not always clear from which range of $k$ they are relevant.

As compared to FEM, the proposed GCS method thus gains “half a dimension” at high-frequencies, but it is still half a dimension higher than BEM. As compared to BEM however, our methodology has the advantage to apply in a generic framework where the Green’s function is not available. Another important comment is that in the (very) high-frequency regime, our method is more expensive than asymptotic methods. However, asymptotic methods cannot converge at fixed $k$, which our method does. This is summarized in Table 1.

In addition to the approximability results (1.3) and (1.5), we also present a least-squares method based on Gaussian coherent states for Problem (1.1). As we show, the convergence of the method is easily established. Besides, although the matrix is dense, we show that the entries decay super-algebraically away from the diagonal. As a result, the matrix is essentially banded, and we believe that efficient linear solvers can be devised. This will be analysed in more depth in future works.

We finally present a set of one-dimensional numerical experiments using the proposed least-squares method. Although the setting is rather simple, the results perfectly fit the theoretical analysis and readily shows that proposed approach allows for a drastic reduction of the number of DOFs in the high-frequency regime.

To the best of our knowledge, our micro-locally adapted spaces of Gaussian coherent states appear to be entirely original, but we would like to mention that similar basis functions have already been employed to discretize PDE problems. In particular, generalised coherent states like Hagedorn wavepackets were used to describe the solution of time-dependent Schr"odinger equation in [12, 19, 20, 31].

We would like to emphasize that the main goal of our work is to understand how many DOFs are required to maintain a constant accuracy as $k$ increases, rather than deriving precise convergence rates in terms of DOFs for a fixed frequency. For the sake of completeness, we nevertheless provide a quick comparison here. Assuming that $k$ is fixed and that the right-hand side $f$ is smooth, the results in [5] (see also [22, Chapter 11] and Corollary 4.7 below) show that the convergence to the solution will be super-algebraic in terms of the number of DOFs. Without further assumption
on $f$, such rates are equivalent to $hp$ finite element and Trefftz methods. Under the additional assumption that the solution $u$ is (piecewise) analytic, $hp$ finite element and Trefftz methods can achieve an exponential convergence rate in terms of DOFs [41], with an improved rate for Trefftz methods as compared to finite element methods [24, 33]. To the best of our knowledge, it is an open question whether such a result holds true for the present method.

The remainder of our work is organised as follows. In Section 2, we precise the setting and state our key approximation result (1.5) in its most general form. Section 3 contains the proof of our findings. In Section 4, we apply the general theory of Sections 2 and 3 to our scattering model problem with PML. Numerical examples are reported in Section 5. Finally, Appendix A collects technical results concerning Gaussian coherent states.

2. Setting and main results

2.1. Notations. Throughout this work $h \in \mathcal{H} \subset (0,1]$ will denote a small parameter. When applying our general results to the Helmholtz equation, we will have $h \sim (kR)^{-1}$, so that considering the set $(0,1]$ amounts to ignoring low frequencies, and focusing on high frequencies when $h \to 0$. For the sake of generality, we restrict our analysis to a subset $\mathcal{H} \subset (0,1]$ for reasons that will become apparent in Section 4. Notice that the case $\mathcal{H} = (0,1]$ is not excluded.

2.1.1. Basic notation. The canonical basis of $\mathbb{R}^d$ or of $\mathbb{C}^d$ will be denoted by $(e_1, \ldots, e_d)$. If $x, y \in \mathbb{C}^d$, we write

$$x \cdot y := \sum_{j=1}^d x_j y_j$$

without complex conjugation on the second argument, and $|x| = (x \cdot x)^{1/2}$ is the usual Euclidean norm.

For a multi-index $\alpha \in \mathbb{N}^d$, $[\alpha] := \alpha_1 + \cdots + \alpha_d$ denotes its usual $\ell_1$ norm. If $v : \mathbb{R}^d \to \mathbb{C}$, the notation

$$\partial^\alpha v := \frac{\partial^{\alpha_1}}{\partial x_1^{\alpha_1}} \cdots \frac{\partial^{\alpha_d}}{\partial x_d^{\alpha_d}} v$$

is employed for the partial derivatives in the sense of distributions, whereas $x^\alpha := x_1^{\alpha_1} \cdots x_d^{\alpha_d}$.

Finally, if $\beta \in \mathbb{N}^d$ is another multi-index, we will sometimes need the notation

$$\begin{pmatrix} \alpha \\ \beta \end{pmatrix} = \prod_{j=1}^d \begin{pmatrix} \alpha_j \\ \beta_j \end{pmatrix},$$

and the notation $\alpha \leq \beta$ means that $\alpha_j \leq \beta_j$ for all $j \in \{1, \ldots, d\}$.

If $n \in \mathbb{Z}^d$, we employ the notation $|n|^2 := n_1^2 + \cdots + n_d^2$ for its $\ell_2$ norm. Finally, if $\Lambda \subset \mathbb{Z}^{2d}$, $\ell^2(\Lambda)$ has its usual definition, and we denote by $\| \cdot \|_{\ell^2(\Lambda)}$ its usual norm.

2.1.2. Key functional spaces. In what follows, $L^2(\mathbb{R}^d)$ is the usual Lebesgue space of complex-valued square integrable functions over $\mathbb{R}^d$. The usual norm and inner products of $L^2(\mathbb{R}^d)$ are respectively denoted by $\| \cdot \|_{L^2(\mathbb{R}^d)}$ and $(\cdot, \cdot)$.

Since we are dealing with the (unbounded) $\mathbb{R}^d$ space, following [5], our analysis will require the weighted Sobolev spaces

$$\tilde{H}^p(\mathbb{R}^d) := \left\{ v \in L^2(\mathbb{R}^d) \mid x^\alpha \partial^\beta v \in L^2(\mathbb{R}^d) \quad \forall \alpha, \beta \in \mathbb{N}^d; \ [\alpha], [\beta] \leq p \right\},$$

that we equip with the family of equivalent $h$-weighted norms given by

$$\| v \|_{\tilde{H}^p(\mathbb{R}^d)}^2 := \sum_{[\alpha] \leq p} \sum_{q \leq p - [\alpha]} h^{2[\alpha]} \| x^q \partial^\alpha v \|_{L^2(\mathbb{R}^d)}^2$$

for all $p \in \mathbb{N}$.
$C^0(\mathbb{R}^d)$ is the set of complex-valued continuous functions defined over $\mathbb{R}^d$, and $C^\ell(\mathbb{R}^d)$ is the set of functions $v : \mathbb{R}^d \to C$ such that $\partial^{\alpha} v \in C^0(\mathbb{R}^d)$ for all $\alpha \in \mathbb{N}^d$ with $|\alpha| \leq \ell$. We introduce the notation
\[
\|v\|_{C^\ell(\mathbb{R}^d)} := \max_{\alpha \in \mathbb{N}^d} \max_{x \in \mathbb{R}^d} |(\partial^{\alpha} v)(x)| \quad \forall v \in C^\ell(\mathbb{R}^d)
\]
and $C^\ell_b(\mathbb{R}^d)$ is the subset of functions $v \in C^\ell(\mathbb{R}^d)$ such that $\|v\|_{C^\ell(\mathbb{R}^d)} < +\infty$. We also set
\[
C^\infty_b(\mathbb{R}^d) := \bigcap_{\ell \in \mathbb{N}} C^\ell_b(\mathbb{R}^d).
\]
Finally, if $\Omega \subset \mathbb{R}^d$ is an open set, we denote by $C^\infty_c(\Omega)$ the set of smooth functions whose support is a compact subset of $\Omega$.

2.2. The frame of Gaussian coherent states. The goal of this work is to efficiently approximate the solution $u_h$ to the equation $P_h u_h = f$ with a finite span of Gaussian coherent states. For $[m, n] \in \mathbb{Z}^{2d}$, we thus consider the Gaussian states
\[
\Psi_{h,m,n}(x) := (\pi h)^{-d/4} e^{-\frac{1}{4h}|x-x^{h,m}|^2} e^{i\int \xi \cdot x^{h,m}},
\]
where $x^{h,m} := \sqrt{\pi h} m$ and $\xi^{h,m} := \sqrt{\pi h} n$. The family of Gaussian coherent states $(\Psi_{h,m,n})_{[m,n] \in \mathbb{Z}^{2d}}$ actually forms a frame over $L^2(\mathbb{R}^d)$, meaning there exists two constants $0 < \alpha < \beta < +\infty$ depending on $d$ such that
\[
\alpha \|v\|_{L^2(\mathbb{R}^d)}^2 \leq \sum_{[m,n] \in \mathbb{Z}^{2d}} |(v, \Psi_{h,m,n})|^2 \leq \beta \|v\|_{L^2(\mathbb{R}^d)}^2 \quad \forall v \in L^2(\mathbb{R}^d).
\]
This result was first proved in [8], but the idea of decomposing a function as a discrete sum of Gaussian states goes back to [14], where it was proved that the span of $(\Psi_{h,m,n})_{[m,n] \in \mathbb{Z}^{2d}}$ is dense in $L^2(\mathbb{R}^d)$.

Actually, the frame property implies that there exists another family of functions $(\Psi_{h,m,n}^*)_{[m,n] \in \mathbb{Z}^{2d}}$ called the dual frame such that
\[
v = \sum_{[m,n] \in \mathbb{Z}^{2d}} (v, \Psi_{h,m,n}^*) \Psi_{h,m,n}
\]
for all $v \in L^2(\mathbb{R}^d)$. It is thus clear that any $v \in L^2(\mathbb{R}^d)$ may be well-approximated by (a large number of) Gaussian states. As we are going to develop hereafter, when considering the solution to a high-frequency PDE problem, a good approximation may be obtained with few Gaussian states, by carefully selecting the indices $[m, n]$ in (2.1).

Remark 2.1 (General expansions in the Gaussian frame). The family $(\Psi_{h,m,n})$ is not a Riesz basis, so that the expansion (2.1) of $v$ as a sum of $\Psi_{h,m,n}$ is not unique. However, a crucial property of (2.1) is that this expansion is stable, in the sense that
\[
\sum_{[m,n] \in \mathbb{Z}^{2d}} |(v, \Psi_{h,m,n}^*)|^2 \leq \gamma \|v\|_{L^2(\mathbb{R}^d)}^2,
\]
where $\gamma$ only depends on $d$, the dual frame being itself a frame. This is especially important at the numerical level in the presence of round-off errors [1].

2.3. Settings and key assumptions. Throughout this work, we consider a second order differential operator on $\mathbb{R}^d$ depending on $h$, and taking the form
\[
(P_h v)(x) = h^2 \sum_{j,\ell=1}^d a^h_{j,\ell}(x) \frac{\partial^2 v}{\partial x_j \partial x_\ell}(x) + i h \sum_{j=1}^d b^h_j(x) \frac{\partial v}{\partial x_j}(x) + c^h(x)v(x),
\]
where $a^h_{j,\ell}, b^h_j, c^h \in C^\infty_b(\mathbb{R}^d)$ for $1 \leq j, \ell \leq d$. For the sake of simplicity, we introduce
\[
C_{\text{coeff},p} := \sup_{h \in \mathcal{H}} \left( \sum_{j,\ell=1}^d \|a^h_{j,\ell}\|_{C^p(\mathbb{R}^d)} + \sum_{j=1}^d \|b^h_j\|_{C^p(\mathbb{R}^d)} + \|c^h\|_{C^p(\mathbb{R}^d)} \right) \quad \forall p \in \mathbb{N},
\]
and assume that $C_{\text{coef},p} < +\infty$ for all $p \in \mathbb{N}$.

The principal symbol of $P_h$ is the function $p_h \in C^\infty(\mathbb{R}^d)$ defined by

$$p_h(x, \xi) := \sum_{j=1}^d a_{j}^h(x)\xi_j + \sum_{j=1}^d b_{j}^h(x)\xi_j + c^h(x).$$

For the sake of shortness, we will often write $p_h(m, n) := p_h(x^{h,m}, \xi^{h,n})$ for $[m, n] \in \mathbb{Z}^d$.

Remark 2.2 (h-dependent symbol). When considering the standard Helmholtz differential operator $P_h : \mathcal{H}^p(\mathbb{R}^d) \to \mathcal{H}^p(\mathbb{R}^d)$ the symbol simply reads $p(x, \xi) = 1 - |\xi|^2$ and in particular, it does not depend on $h$. It is however interesting to allow for a mild dependence on $h$ in the symbol. This is for instance the case when considering Helmholtz problems in the presence of dissipative materials. In this case, the differential operator reads $P_h : = -v - v^2\Delta v$, where the function $\gamma \geq 0$ models the dissipation. One readily see in this case that the symbol is $p_h(x, \xi) = 1 - i\gamma(x)h - |\xi|^2$.

Remark 2.3 (non-divergence form). In contrast to (1.1) in the introduction, we present our model PDE in non-divergence form in (2.2). The key reason behind this choice is that it makes the link between the PDE operator and its symbol simpler. Notice that since we are only considering smooth coefficients in this work, this choice is absolutely not restrictive, and (1.1) can be easily recast into (2.2).

Along with the smoothness of the coefficients, we make two key assumptions. First, we assume that $P_h : \mathcal{H}^p(\mathbb{R}^d) \to \mathcal{H}^p(\mathbb{R}^d)$ is invertible with the norm of $P_h$. Specifically, we assume that for all $f \in \mathcal{H}^p(\mathbb{R}^d)$, then $u_h \in \mathcal{H}^p(\mathbb{R}^d)$ with

$$\|u_h\|_{\mathcal{H}^p(\mathbb{R}^d)} \leq C_{\text{sol},p}h^{-N}\|f\|_{\mathcal{H}^p(\mathbb{R}^d)} \quad \forall h \in \mathcal{H},$$

for some constant $C_{\text{sol},p}$ independent of $h$.

In the context of high-frequency scattering, these assumptions are reasonable and hold in a variety of situations. We refer the reader to Remark 4.1 in Section 4.2 below where we expand on that aspect.

Our second assumption is that there exists a value $\delta_0 > 0$ such that

$$\exists D_0 > 0 \text{ such that } \forall h \in \mathcal{H}, \{(x, \xi) \in \mathbb{R}^d; |p_h(x, \xi)| < \delta_0\} \subset B(0, D_0).$$

In the remainder of this work, we allow generic constants $C$ to depend on $\{C_{\text{coef},p}\}_{p \in \mathbb{N}}$, $\{C_{\text{sol},p}\}_{p \in \mathbb{N}}$, $N$ and $D_0$. We also employ the notation $C_{\alpha, \beta, \ldots}$ if the constant $C$ is additionally allowed to depend on other previously introduced quantity $\alpha, \beta, \ldots$.

2.4. Statement of the approximability result. Our main result is that, if $f$ is micro-localised near the set $\{(x, \xi) \in \mathbb{R}^d; p_h(x, \xi) = 0\}$, then so is the solution $u_h$ to $P_hu_h = f$. This is a standard result when micro-localisation is understood in terms of pseudo-differential operators (see for instance [43, Theorem 6.4]), but here, by micro-localisation properties, we mean that $f$ can be approached by a linear combination of $\Psi^{h,m,n}$ with $[m, n]$ in a certain region of $\mathbb{Z}^d$. Hence, our results may not be easily recovered from standard results in semiclassical analysis (see e.g. [43, Theorem 6.4]).

Theorem 2.4 (Approximability for Gaussian state right-hand sides). Let $0 < \varepsilon < 1/2$ and $0 \leq \alpha < \delta_0/2$. For $h \in \mathcal{H}$, consider the right-hand side

$$f_h := \sum_{[m, n] \in \Lambda_h, \text{rhs}} F_{m,n}^h \Psi_{h,m,n},$$

where $F^h \in \Lambda_{h, \text{rhs}}$ with

$$\Lambda_{h, \text{rhs}} := \left\{(m, n) \in \mathbb{Z}^d \mid |p_h(x^{h,m}, \xi^{h,n})| \leq \alpha + 2h^{1/2-\varepsilon}\right\}.$$
Then, if $u_h$ is the solution to $P_h u_h = f_h$, we have

$$
\left\| u_h - \sum_{[m,n] \in \Lambda_{h,\text{sol}}} (u_h, \Psi_{h,m,n}^*) \Psi_{h,m,n} \right\|_{\hat{H}^p(R^d)} \leq C_{\varepsilon,p,m} h^m \| F_h \|_{\ell^2(Z^{2d})} \quad \forall m \in \mathbb{N}.
$$

for all $p \in \mathbb{N}$ with

$$
\Lambda_{h,\text{sol}} := \left\{ [m,n] \in Z^{2d} \mid |p_h(x^{m,n}, \xi^{h,n})| \leq \alpha + 4 h^{1/2} \varepsilon \right\}.
$$

Notice that the index sets $\Lambda_{h,\text{rhs}}$ and $\Lambda_{h,\text{sol}}$ depend on $\varepsilon$, which explains why the constants in Theorem 2.4 and Corollary 2.5 depend on $\varepsilon$.

In practice, the right-hand side of the problem is not a finite linear combination of Gaussian coherent states. However, many right-hand sides of interest become well-approximated by such combination in the high-frequency regime. This is in particular the case when considering scattering by a plane-wave (see Lemma 4.4 below).

**Corollary 2.5** (Approximability for micro-localised right-hand sides). Let $p \geq 0$. Consider a set of right-hand sides $(f_h)_{h \in \mathcal{H}} \subset \hat{H}^p(R^d)$ and assume that there exists a set of sequences $(F^h)_{h \in \mathcal{H}} \subset \ell^2(Z^{2d})$ such that

$$
\|F^h\|_{\ell^2(Z^{2d})} \leq C
$$

$$
\|f_h - \sum_{[m,n] \in \Lambda_{h,\text{rhs}}} F^h_{m,n} \Psi_{h,m,n} \|_{\hat{H}^p(R^d)} \leq C_{\varepsilon,m} h^m \quad \forall m \in \mathbb{N}
$$

for all $h \in \mathcal{H}$. Then, we have

$$
\left\| u_h - \sum_{[m,n] \in \Lambda_{h,\text{sol}}} (u_h, \Psi_{h,m,n}^*) \Psi_{k,m,n} \right\|_{\hat{H}^{p+2}(R^d)} \leq C_{\varepsilon,p,m} h^m \quad \forall m \in \mathbb{N}.
$$

3. Proof of Theorem 2.4

This section is devoted to the detailed proofs of Theorem 2.4 and Corollary 2.5.

3.1. Preliminary results on Gaussian states. We start by stating that the following bound

$$
\|\Psi_{h,m,n}\|_{\hat{H}^s(R^d)} \leq C_s (1 + (h^{1/2} \| [m,n] \|)^s)
$$

holds true for all $s \in \mathbb{N}$, see [5, Lemma C.1]. We will also need the following expansion result.

**Proposition 3.1** (Tight expansion). For all $[m,n] \in Z^{2d}$, there exists a sequence of coefficients $U^{m,n} \subset \ell^1(Z^{2d})$ such that

$$
\|U^{m,n}\|_{\ell^p(Z^{2d})} \leq C_p \quad \forall p \in [1, +\infty],
$$

and for all $\varepsilon \in (0, 1/2)$ and $s \in \mathbb{N}$, we have

$$
\left\| \Psi_{h,m,n} - \sum_{[m',n'] \in Z^{2d}} U^{m,n}_{m',n'} \Psi_{h,m',n'} \right\|_{\hat{H}^s(R^d)} \leq C_{\varepsilon,s,m} h^m \quad \forall m \in \mathbb{N}.
$$

**Proof.** We start by applying (2.1) to $v = \Psi_{h,m,n}^*$, leading to

$$
\Psi_{h,m,n} = \sum_{[m',n'] \in Z^{2d}} (\Psi_{h,m,n}^*, \Psi_{h,m',n'}) \Psi_{k,m',n'}.
$$

Next, we recall from [5, Proposition 4.2] that

$$
|\langle \Psi_{h,m,n}^*, \Psi_{h,m',n'}^* \rangle| \leq C e^{-\| [m,n] - [m',n'] \|^{1/2}}.
$$
As a result, we define $U_{m,n}^{m',n'} := (\Psi_{h,m,n}, \Psi_{h,m',n'}^*)$, so that $U_{m,n}$ indeed belongs to $\ell^p(\mathbb{Z}^{2d})$ for $1 \leq p \leq +\infty$, and

$$E := \Psi_{h,m,n} - \sum_{[m',n'] \in \mathbb{Z}^{2d} | \|m,n\| - \|m',n'\| \leq h^{-\varepsilon}} U_{m,n}^{m',n'} \Psi_{h,m',n'} = \sum_{[m',n'] \in \mathbb{Z}^{2d} | \|m,n\| - \|m',n'\| > h^{-\varepsilon}} U_{m,n}^{m',n'} \Psi_{h,m',n'}.$$  

We then observe that

$$\|E\|_{\ell^p(\mathbb{R}^d)} \leq C \sum_{[m',n'] \in \mathbb{Z}^{2d} | \|m,n\| - \|m',n'\| > h^{-\varepsilon}} (1 + \|m',n'\|) e^{-\|m,n\| - \|m',n'\|^{1/2}} \leq C_{\varepsilon,s,m} h^m. \quad \Box$$

We close this section with two technical results. As we believe they are of independent interest, and because their proof require tedious computations, they are presented later in Appendix A.

**Proposition 3.2** (Quasi orthogonality). Consider two sets of indices $\Lambda, \Lambda' \subset \mathbb{Z}^{2d}$ with

$$\rho := \text{dist}(\Lambda, \Lambda') > 0,$$

and such that there exists $\mu > 0$ with

$$\Lambda \subset B(0, \mu).$$

Consider $L \in \mathbb{N}$, smooth coefficients $(A_\alpha)_{\alpha \in \mathbb{N}^d} \subset C^\infty_b(\mathbb{R}^d)$ and the differential operator

$$P_{h,L,\Lambda} := \sum_{\alpha \in \mathbb{N}^d | \alpha| \leq L} h^{2|\alpha|} A_\alpha \partial^\alpha.$$

Then, for all $q > 0$ and $\alpha \in \mathbb{N}^d$, we have

$$\sum_{[m,n] \in \Lambda} \sum_{[m',n'] \in \Lambda'} |(x^\alpha P_{h,L,\Lambda} \Psi_{h,m,n}, \Psi_{h,m',n'})|^q \leq C_{L,\Lambda,q,m,\alpha} (1 + (\mu h^{-1/2})(|\alpha| + Lq)|\Lambda|)(1 + \rho)^{-m} \leq C'_{L,\Lambda,q,m,\alpha} (1 + (\mu h^{-1/2})(|\alpha| + Lq + 2d)) (1 + \rho)^{-m}$$

for all $m \in \mathbb{N}$.

**Proposition 3.3** (Control of $(P_h - p_h)^L$). For all $[m,n] \in \mathbb{Z}^{2d}$, we have

$$P_h - p_h(x^{(k,m}, j^{k,n}))_L \Psi_{h,m,n} \leq C_L (1 + h|n|^2)^{L/2} h^{L/2},$$

and

$$(P_h^* - \overline{p}_h(x^{(k,m}, j^{k,n}))_L \Psi_{h,m,n} \leq C_L (1 + h|n|^2)^{L/2} h^{L/2}. $$

The first part of Proposition 3.3 directly follows from Proposition A.6. In the second part, $P_h^*$ denotes the formal adjoint of $P_h$, which is also of the form (A.6). A straightforward computation shows that its symbol $p_h^*$ satisfies $|p_h(x, \xi) - p_h^*(x, \xi)| \leq C h^{1/2} |\xi|^2$ uniformly in $x \in \mathbb{R}^d$, so that the second part of Proposition 3.3 also follows from Proposition A.6.
2.4. Main proof. We focus here on the proof of Theorem 2.4. The notation
\[ \Lambda(a, b) := \left\{ [m, n] \in \mathbb{Z}^{2d} \mid a \leq |p(x^{h,m}, \xi^{h,n})| \leq b \right\}, \]
where \(0 \leq a \leq b \leq +\infty\), will be useful. In what follows, we fix an \(\varepsilon \in (0, 1/2)\), and consider a right-hand side micro-localised near \(\{p_h = 0\}\). Specifically, we will assume that
\[ f_h := \sum_{[m, n] \in \Lambda_{h, \text{rhs}}} F^h_{m, n} \psi_{h, m, n}, \]
where \(F^h \in \ell^2(\Lambda_{\text{rhs}})\) with \(\Lambda_{h, \text{rhs}} := \Lambda(0, \alpha + 2h^{1/2-\varepsilon})\). Our goal is to show that the associated solution \(u_h\) is essentially micro-localised near \(\{p_h = 0\}\) as well. Specifically, setting \(\Lambda_{h, \text{near}} := \Lambda(0, \alpha + 4h^{1/2-\varepsilon})\), our goal will be to show that
\[ u^\text{near}_h := \sum_{[m, n] \in \Lambda_{h, \text{near}}} (u_h, \psi^*_{h, m, n})\psi_{h, m, n} \]
is “close” to \(u_h\).

The key idea is to separate the set of indices of \(u_h\) into \(\Lambda_{h, \text{near}}\), \(\Lambda_{h, \text{mid}} := \Lambda(\alpha + 4h^{1/2-\varepsilon}, \alpha + 6h^{1/2-\varepsilon})\) and \(\Lambda_{h, \text{far}} := \Lambda(\alpha + 6h^{1/2-\varepsilon}, +\infty)\). We shall also need the “enlarged” sets
\[ \Lambda^*_\text{near} := \Lambda(0, \alpha + 5h^{1/2-\varepsilon})\], \(\Lambda^*_\text{mid} := \Lambda(\alpha + 3h^{1/2-\varepsilon}, \alpha + 7h^{1/2-\varepsilon})\), \(\Lambda^*_\text{far} := \Lambda(\alpha + 5h^{1/2-\varepsilon}, +\infty)\), for the test functions.

We first state some elementary properties of these sets of indices. We do not report the (straightforward) proofs for the sake of shortness.

Lemma 3.4 (Index sets). Assume that \(\alpha + 7h^{1/2-\varepsilon} \leq \delta_0\), then we have
\[ \text{dist}(\Lambda_{h, \text{far}}, \Lambda^*_\text{near}) \geq C h^{-\varepsilon} \]
and there exists \(C > 0\) such that
\[ \Lambda^*_\text{near} \cup \Lambda^*_\text{mid} \cup B(0, Ch^{-1/2}) \]
In addition, if \(h \) is small enough, we have
\[ \left\{ [m', n'] \in \mathbb{Z}^{2d} \mid \exists [m, n] \in \Lambda_{h, \text{mid}}; [m, n] - [m', n'] \leq h^{-\varepsilon/2} \right\} \subset \Lambda^*_\text{mid}. \]

Lemma 3.5 (Quasi orthogonality away from RHS micro-support). For \(F^h \in \ell^2(\Lambda_{h, \text{rhs}})\), consider the right-hand side
\[ f_h = \sum_{[m, n] \in \Lambda_{h, \text{rhs}}} F^h_{m, n} \psi_{h, m, n} \]
and the associated solution \(u_h\). Then, if \([m, n] \in \Lambda^*_\text{mid}\), we have
\[ |(u_h, \psi_{h, m, n})| \leq C_{\varepsilon,m} h^m \|F^h\|_{\ell^2(\mathbb{Z}^{2d})} \]
for all \(m \in \mathbb{N}\).

Proof. Throughout the proof, we fix a pair of indices \([m, n] \in \Lambda^*_\text{mid}\). By definition of \(\Lambda^*_\text{mid}\), the assumption that \(\alpha + 7h^{1/2-\varepsilon} \leq \delta_0\) and (2.5), we have
\[ ch^{1/2-\varepsilon} \leq |p_h(m, n)| \leq C. \]
In particular, we can write
\[ u_h = \frac{1}{p_h(m, n)} f_h + \frac{1}{p_h(m, n)} (P_h - p_h(m, n)) u_h. \]
Since \(f_h\) is smooth, so is \(u_h\), and we can iterate this relation, leading to
\[ u_h = \sum_{\ell=1}^r \frac{1}{p_h(m, n)} (P_h - p_h(m, n))^{\ell-1} f_h + \frac{1}{p_h(m, n)^r} (P_h - p_h(m, n))^r u_h, \]
and

\[ (u_h, \Psi_{h,m,n}) = \sum_{\ell=1}^{r} \frac{1}{p_h(m,n)^\ell} (f_h, (P_h^* - \overline{p}_h(m,n))^\ell \Psi_{h,m,n}) \]

(3.9)

\[ + \frac{1}{p_h(m,n)^r} (u_h, (P_h^* - \overline{p}_h(m,n))^r \Psi_{h,m,n}) \]

for all \( r \in \mathbb{N} \).

Then, if \([m', n'] \in \Lambda_{h,\text{rhs}}\), using the upper-bound in (3.8), we have

\[ |(\Psi_{h,m',n'}, (P_h^* - \overline{p}_h(m,n))^{\ell-1} \Psi_{h,m,n})| \leq C_{\ell,n}(1 + |[m, n] - [m', n']|)^{-n} \leq C_{\ell,n} h^{\varepsilon n}, \]

for all \( n \in \mathbb{N} \), since \(|[m, n] - [m', n']| \geq h^{-\varepsilon} \) due to (3.5). The case \( \ell = 1 \) also easily follows by Proposition 3.2. We then write that

\[ |(f_h, (P_h^* - \overline{p}_h(m,n))^{\ell-1} \Psi_{h,m,n})| \leq \sum_{[m', n'] \in \Lambda_{h,\text{rhs}}} |F_{m,n}^h| |(\Psi_{h,m',n'}, (P_h^* - \overline{p}_h(m,n))^{\ell-1} \Psi_{h,m,n})| \]

\[ \leq C_{\ell,n} h^{\varepsilon n} \sum_{[m', n'] \in \Lambda_{h,\text{rhs}}} |F_{m,n}^h| \]

\[ \leq C_{\ell,n} h^{-d/2} \| F_h^h \|_{L^2(\mathbb{Z}^{2d})}, \]

where we used the Cauchy-Schwarz inequality and the fact that \( |\Lambda_{h,\text{rhs}}| \leq C h^{-d} \) due to (3.6). As a result, using the lower-bound in (3.8), we have

\[ \frac{1}{|p_h(m,n)|^\ell} |(f_h, (P_h^* - \overline{p}_h(m,n))^{\ell-1} \Psi_{h,m,n})| \leq C_{\ell,n} h^{\varepsilon n-d/2-\ell/2} \| F_h^h \|_{L^2(\mathbb{Z}^{2d})}, \]

and

\[ \sum_{\ell=1}^{r} \frac{1}{|p_h(m,n)|^\ell} |(f_h, (P_h^* - \overline{p}_h(m,n))^{\ell-1} \Psi_{h,m,n})| \leq C_{m,n} h^{\varepsilon n-d/2-r/2} \| F_h^h \|_{L^2(\mathbb{Z}^{2d})}, \]

for all \( n \in \mathbb{N} \). Thus, for any \( m \in \mathbb{N} \), we can select \( n = n(m, d, r, \varepsilon) \) such that \( \varepsilon n - (d + r)/2 \geq m \), leading to

\[ \sum_{\ell=1}^{r} \frac{1}{|p_h(m,n)|^\ell} |(f_h, (P_h^* - \overline{p}_h(m,n))^{\ell-1} \Psi_{h,m,n})| \leq C_{\varepsilon,m} h^m \| F_h^h \|_{L^2(\mathbb{Z}^{2d})}. \]

On the other hand, using again (3.6) and applying (3.4b), we have

\[ \|(P_h^* - \overline{p}_h(m,n))^r \Psi_{h,m,n}\|_{L^2(\mathbb{R}^d)} \leq C_r h^{r/2}, \]

and the lower bound in (3.8) shows that

\[ \frac{1}{|p_h(m,n)|^r} \|(P_h^* - \overline{p}_h(m,n))^r \Psi_{h,m,n}\|_{L^2(\mathbb{R}^d)} \leq C_r h^{r/2}. \]

We then write that

\[ \frac{1}{|p_h(m,n)|^r} |(u_h, (P_h^* - \overline{p}_h(m,n))^r \Psi_{h,m,n})| \leq C_r h^{r/2} \| u_h \|_{L^2(\mathbb{R}^d)} \leq \]

\[ C_r h^{r-N} \| f_h \|_{L^2(\mathbb{R}^d)} \leq C_r h^{r-N} \| F_h^h \|_{L^2(\mathbb{Z}^{2d})} \leq C_{\varepsilon,m} h^m \| F_h^h \|_{L^2(\mathbb{Z}^{2d})}, \]

up to picking \( r \) such that \( \varepsilon r - N \geq m \).
Proof of Theorem 2.4. We expand $u_h$ in the frame $(\Psi_{h,m,n})_{m,n} \in \mathbb{Z}^{2d}$ as

$$u_h = u_h^{\text{near}} + u_h^{\text{mid}} + u_h^{\text{far}}$$

where

$$u_h^{\text{near}} := \sum_{[m,n] \in \Lambda_{h,\text{near}}} (u_h, \Psi_{h,m,n}^*) \Psi_{h,m,n}$$

$$u_h^{\text{mid}} := \sum_{[m,n] \in \Lambda_{h,\text{mid}}} (u_h, \Psi_{h,m,n}^*) \Psi_{h,m,n}$$

$$u_h^{\text{far}} := \sum_{[m,n] \in \Lambda_{h,\text{far}}} (u_h, \Psi_{h,m,n}^*) \Psi_{h,m,n}.$$

The proof then consists in showing that $u_h^{\text{mid}}$ and $u_h^{\text{far}}$ are small.

**Step 1.** We first treat the $u_h^{\text{mid}}$ term. To do so, we start by introducing the approximation

$$(3.10) \quad \overline{u}_h^{\text{mid}} := \sum_{[m,n] \in \Lambda_{h,\text{mid}}} \sum_{[m',n'] \in \mathbb{Z}^{2d}} I_{m,n}^{m',n'} (u_h, \Psi_{h,m,n}') \Psi_{h,m,n}.$$

Recalling (3.7), all the $[m',n']$ indices in the sum belong to the enlarged set $\Lambda_{h,\text{mid}}^*$, so that

$$(3.11) \quad |(u_h, \Psi_{h,m,n}')| \leq C \epsilon, m h^m \| F^h \|_{L^2(\mathbb{R}^d)}$$

by Lemma 3.5. Recalling (3.6), $|m, n| \leq C h^{-1/2}$ for all $[m, n] \in \Lambda_{h,\text{mid}}$, and we have from (3.1)

$$(3.12) \quad \| \Psi_{h,m,n} \| \widehat{I}^h_{\mathbb{R}^d} \leq C p.$$

Thus, plugging (3.11) and (3.12) into (3.10), we have

$$\| \overline{u}_h^{\text{mid}} \|_{L^2(\mathbb{R}^d)} \leq C \epsilon, m h^m \| F^h \|_{L^2(\mathbb{R}^d)} \sum_{[m,n] \in \Lambda_{h,\text{mid}}} \sum_{[m',n'] \in \mathbb{Z}^{2d}} \sum_{|m,n|-|m',n'| \leq h^{-1/2}} 1$$

$$\leq C \epsilon, m h^{-d/2} \| F^h \|_{L^2(\mathbb{R}^d)}.$$

We now estimate the difference between $u_h^{\text{mid}}$ and $\overline{u}_h^{\text{mid}}$

$$u_h^{\text{mid}} - \overline{u}_h^{\text{mid}} = \sum_{[m,n] \in \Lambda_{h,\text{mid}}} \left( u_h, \Psi_{h,m,n}^* - \sum_{[m',n'] \in \mathbb{Z}^{2d}} I_{m,n}^{m',n'} \Psi_{h,m',n'} \right) \Psi_{h,m,n},$$

so that

$$\| u_h^{\text{mid}} - \overline{u}_h^{\text{mid}} \| \widehat{I}^h_{\mathbb{R}^d} \leq C \epsilon \| u_h \|_{L^2(\mathbb{R}^d)} \sum_{[m,n] \in \Lambda_{h,\text{mid}}} \sum_{[m',n'] \in \mathbb{Z}^{2d}} \Psi_{h,m,n}^* - \sum_{[m',n'] \in \mathbb{Z}^{2d}} \Psi_{h,m',n'} \| L^2(\mathbb{R}^d)$$

and it follows from Proposition 3.1 that

$$(3.13) \quad \| u_h^{\text{mid}} - \overline{u}_h^{\text{mid}} \| \widehat{I}^h_{\mathbb{R}^d} \leq C \epsilon, m h^{-d} \| u_h \| \widehat{I}^h_{\mathbb{R}^d} \leq C \epsilon, m h^{m-d-N} \| F^h \|_{L^2(\mathbb{R}^d)}.$$

Then, it follows from (3.13) and (3.14) that

$$\| u_h^{\text{mid}} \| \widehat{I}^h_{\mathbb{R}^d} \leq C \epsilon, m h^m \| F^h \|_{L^2(\mathbb{R}^d)} \forall m \in \mathbb{N},$$

up to redefining $m$. 

Step 2. We then turn our attention to $u_h^{\text{far}}$. On the one hand, we can apply Proposition 3.2 with $P_{h, L, A} := h^{\beta} \partial^\beta \circ P_h$, $\Lambda = \{ [m, n] \} \subset \Lambda_{h, \text{near}}^*$ and $\Lambda' = \Lambda_{h, \text{far}}$. Using Lemma 3.4 and the Cauchy-Schwarz inequality, this gives

$$|\langle x^\alpha \partial^\beta (P_h u_h^{\text{far}}), \Psi_{h, m, n} \rangle| = \left| \sum_{|m', n'| \in \Lambda_{h, \text{far}}^*} \langle u_h, \Psi_{h, m', n'}^* \rangle \langle x^\alpha P_{h, L, A} \Psi_{h, m', n'}, \Psi_{h, m, n} \rangle \right| \leq C_{\alpha, \beta, r} \| u_h \|_{L^2(\mathbb{R}^d)} h^r \quad \forall r \in \mathbb{N}.$$

As a result, since $|\Lambda_{h, \text{near}}^*| \leq Ch^{-d}$ due to (3.6), we have

$$\sum_{[m, n] \in \Lambda_{h, \text{near}}^*} |\langle x^\alpha \partial^\beta (P_h u_h^{\text{far}}), \Psi_{h, m, n} \rangle|^2 \leq C_{\alpha, \beta, m} h^{2m} \| u_h \|_{L^2(\mathbb{R}^d)}^2 \quad \forall m \in \mathbb{N}$$

which we rewrite as

$$\sum_{[m, n] \in \Lambda_{h, \text{near}}^*} |\langle x^\alpha \partial^\beta (P_h u_h^{\text{far}}), \Psi_{h, m, n} \rangle|^2 \leq C_{\alpha, \beta, m} h^{2m} \| u_h \|_{L^2(\mathbb{R}^d)}^2 \quad \forall m \in \mathbb{N}$$

after changing variables.

On the other hand, if $[m, n] \in \Lambda_{h, \text{far}}^*$, we write that

$$P_h u_h^{\text{far}} = f_h - P_h u_h^{\text{near}} - P_h u_h^{\text{mid}},$$

so that

$$|\langle x^\alpha \partial^\beta (P_h u_h^{\text{far}}), \Psi_{h, m, n} \rangle|^2 \leq C (|\langle x^\alpha \partial^\beta f_h, \Psi_{h, m, n} \rangle|^2 + |\langle x^\alpha \partial^\beta (P_h u_h^{\text{near}}), \Psi_{h, m, n} \rangle|^2 + |\langle x^\alpha \partial^\beta (P_h u_h^{\text{mid}}), \Psi_{h, m, n} \rangle|^2).$$

We then have

$$\sum_{[m, n] \in \Lambda_{h, \text{far}}^*} |\langle x^\alpha \partial^\beta (P_h u_h^{\text{far}}), \Psi_{h, m, n} \rangle|^2 \leq C \| x^\alpha \partial^\beta (P_h u_h^{\text{far}}) \|_{L^2(\mathbb{R}^d)}^2 \leq C \| u_h \|_{L^2(\mathbb{R}^d)}^2 \leq C_{\alpha, \beta, m} h^{2m} \| F_h \|_{L^2(\mathbb{R}^d)}^2$$

due to Step 1. Next, thanks to Proposition 3.2,

$$\sum_{[m, n] \in \Lambda_{h, \text{far}}^*} |\langle x^\alpha \partial^\beta (P_h u_h^{\text{far}}), \Psi_{h, m, n} \rangle|^2 \leq \sum_{[m, n] \in \Lambda_{h, \text{far}}^*} \sum_{[m', n'] \in \Lambda_{h, \text{far}}^*} |\langle x^\alpha \partial^\beta (P_h u_h^{\text{far}}), \Psi_{h, m', n'} \rangle|^2 \leq C_{\alpha, \beta, m} h^{2m} \| F_h \|_{L^2(\mathbb{R}^d)}^2.$$

Finally, again by Proposition 3.2, we have

$$\sum_{[m, n] \in \Lambda_{h, \text{far}}^*} |\langle x^\alpha \partial^\beta (P_h u_h^{\text{near}}), \Psi_{h, m, n} \rangle|^2 \leq \sum_{[m, n] \in \Lambda_{h, \text{near}}^*} \sum_{[m', n'] \in \Lambda_{h, \text{near}}^*} |\langle u_h, \Psi_{h, m', n'}^* \rangle| \langle x^\alpha \partial^\beta (P_h \Psi_{h, m', n'}), \Psi_{h, m, n} \rangle| \leq C_{\alpha, \beta, r} h^{2r} \| u_h \|_{L^2(\mathbb{R}^d)}^2 \leq C_{\alpha, \beta, m} h^{2m} \| F_h \|_{L^2(\mathbb{R}^d)}^2.$$

Since $\Lambda_{h, \text{near}}^*$ and $\Lambda_{h, \text{far}}^*$ form a partition of $\mathbb{Z}^d$, we have thus shown that

$$(3.15) \quad \| x^\alpha \partial^\beta (P_h u_h^{\text{far}}) \|_{L^2(\mathbb{R}^d)} \leq C_{\alpha, \beta, m} h^{2m} \| F_h \|_{L^2(\mathbb{R}^d)}.$$

Letting $f_h^{\text{far}} = P_h u_h^{\text{far}}$, we see from (3.15) that $u_h^{\text{far}}$ solves $P_h u_h^{\text{far}} = f_h^{\text{far}}$ with a right-hand side $f_h^{\text{far}} \in \tilde{H}_h^p(\mathbb{R}^d)$ such that

$$\| f_h^{\text{far}} \|_{\tilde{H}_h^p(\mathbb{R}^d)} \leq C_{p, m} h^{2m} \| F_h \|_{L^2(\mathbb{R}^d)} \quad \forall m \in \mathbb{N}.$$

Then, we conclude the proof with (2.4). \qed

4. APPLICATION TO THE HELMHOLTZ EQUATION

We now turn our attention to the model problem of the Helmholtz equation (1.1), with a particular focus on the case of plane-wave scattering.
4.1. **Notation.** In this section \( k \) will denote the wavenumber in the Helmholtz problem. For the sake of simplicity, we assume that \( kR \geq 1 \). We will apply the results of Section 2 with \( \hbar \sim (kR)^{-1} \). As a result, the norms

\[
\|v\|_{H^p_k(\mathbb{R}^d)}^2 := \sum_{\alpha \in \mathbb{N}^d} \sum_{q \leq p - |\alpha|} k^{-2|\alpha|} \left\| \frac{x}{R} \right\|_2^{q} \left\| \partial^{\alpha} v \right\|_{L^2(\mathbb{R}^d)}^2
\]

will be convenient. Notice that if

\[
\mathcal{F}(v)(\xi) := (2\pi)^{-d/2} \int_{\mathbb{R}^d} v(x)e^{-ix\cdot\xi}dx, \quad \text{a.e. } \xi \in \mathbb{R}^d.
\]

is the Fourier transform of \( v \in L^2(\mathbb{R}^d) \), and if we define the “reverse” norm by

\[
\|v\|_{\tilde{H}^p_k(\mathbb{R}^d)}^2 := \sum_{\alpha \in \mathbb{N}^d} \sum_{q \leq p - |\alpha|} k^{-2q} \left\| \frac{\partial^{\alpha} v}{R} \right\|_{L^2(\mathbb{R}^d)}^2,
\]

then we have

\[
(c(R))^{-1}\|\mathcal{F}v\|_{\tilde{H}^p_k(\mathbb{R}^d)} \leq \|v\|_{\tilde{H}^p_k(\mathbb{R}^d)} \leq C(R)\|\mathcal{F}v\|_{\tilde{H}^p_k(\mathbb{R}^d)}.
\]

We will also use the following “standard” norm

\[
\|v\|_{L^p_k(\mathbb{R}^d)}^2 := \sum_{\alpha \in \mathbb{N}^d} k^{-2|\alpha|} \left\| \partial^{\alpha} v \right\|_{L^2(\mathbb{R}^d)}^2.
\]

4.2. **Model problem.** We consider smooth coefficients \( \mu, A \in C_0^\infty(\mathbb{R}^d) \) that are respectively equal to 1 and \( I \) outside \( B(0, R) \). Given \( f : \Omega \to \mathbb{C} \) our model problem is to find \( u : \Omega \to \mathbb{C} \) such that

\[
-k^2 \mu u - \nabla \cdot (A \nabla u) = f \text{ in } \mathbb{R}^d
\]

and

\[
\frac{\partial u}{\partial x}(x) - iku(x) = o \left( |x|^{-(d-1)/2} \right) \quad \text{as } |x| \to +\infty.
\]

Problem (4.4) is well-posed in the sense that for all \( f \in L^2_{\text{comp}}(\mathbb{R}^d) \), there exists a unique \( R_k f := u \in L^2_{\text{comp}}(\mathbb{R}^d) \) such that (4.4a) and (4.4b) hold true.

Following the assumption on \( \hbar \) in Section 2.1 and assumption (2.4), we focus on wave numbers such that \( k \in \mathcal{K} \subset [1/R, +\infty) \), and assume that there exists \( N \geq 1 \) such that

\[
k^2 \|\chi_{R_k}\|_{L^2(\mathbb{R}^d)} \leq C(kR)^N \quad \forall k \in \mathcal{K}
\]

where \( \chi \) is a smooth cut-off function that takes the value 1 on \( B(0, R) \) and 0 outside \( B(0, 2R) \).

Notice that in view of the term \(-k^2 \mu u\), in (4.4a), the factor \( k^2 \) in (4.5) ensures that the right-hand side does not bear any physical dimension. We have explicitly required that \( N \geq 1 \) for the sake of clarity, but in fact, it can be shown that \( N = 1 \) is the best possible exponent for which (4.5) can hold true, see e.g. [4, Lemma 4.1].

**Remark 4.1** (When does the polynomial bound actually hold?). The bound (4.5) is known to hold in several situations:

- **When the dynamics induced by the Hamiltonian \( p \) has no trapped trajectory, i.e., when every trajectory leaves any compact set in finite time, the assumption holds with \( \mathcal{K} = [1/R, +\infty) \). See for instance [17]. This situation is often referred to as “non-trapping”.
- **When the dynamics induced by \( p \) has a trapped set, and the dynamics is hyperbolic, close to this trapped set, it has been conjectured in [44] that (2.4) always holds with \( \mathcal{K} = [1/R, +\infty) \). Actually, this is already known when the trapped set is “filamentary enough”, see [37, 38].
• Without any assumption on the dynamics, (2.4) holds taking \( \mathcal{K} \) to be \([1/R, +\infty)\) from which we exclude a set of frequencies \( k \) whose intersection with \( \{k \geq k_0\} \) has a length going to zero as \( k_0 \to +\infty \). We refer the reader to [29] for more details.

4.3. Perfectly matched layers. As advertised in the introduction, the formulation (4.4) is not suited for immediate discretization by “volume” methods, as the radiation condition is hard to take into account. We will thus rely on an equivalent formulation that uses perfectly matched layers (PML).

Specifically, given \( f : \Omega \to \mathbb{C} \), we consider the problem to find \( u : \Omega \to \mathbb{C} \) such that \( P_k u = f \) where

\[
(4.6) \quad P_k u := -\frac{1}{k^2} \left( (I + iM)^{-1} \nabla \right) \cdot (I + iM)^{-1} A \nabla u - \mu u.
\]

In (4.6), the (SPD) matrix function \( M \) is given by

\[
M(x) := \frac{g(|x|)}{|x|^3} (|x|^2 \text{Id} - x \otimes x) + \frac{g'(|x|)}{|x|^2} x \otimes x,
\]

where \( g : \mathbb{R} \to \mathbb{R} \) is a user-defined function such that \( g(r) = 0 \) if \( r \leq R \), \( g(r) = r \) if \( r \geq R_0 > R \), and \( g'(r) \geq 0 \). In what follows, we will assume that \( g \) is a smooth function to satisfy the assumptions of Section 2, but many results about PML still hold with less regular \( g \) (see, e.g., [16]).

Notice that, if \( |x| \leq R \), \( M = 0 \), so that the original operator is not modified on the support of \( \mu - 1 \) and \( A - I \). On the other hand, \( M = I \) if \( |x| \geq R_0 \), so that dissipation is introduced away from the origin, where the operator simply reads

\[
P_k v = \frac{i}{2k^2} \Delta v - v \quad \text{whenever} \quad \text{supp } v \cap B(0, 2R) = \emptyset.
\]

This transformation can be naturally interpreted as a complex deformation of coordinates. It is also often called the complex scaling technique. Crucially, the PML is designed in such way that

\[
(4.7) \quad ((P_k)^{-1} f) \big|_{B(0,R)} = (R_k f) \big|_{B(0,R)}
\]

whenever \( \text{supp } f \subset B(0,R) \). We refer the reader to [10, §4.5] or [15] for more information.

4.4. Abstract setting. We now verify that the Helmholtz problem formulated with PML indeed fits the abstract setting of Section 4.3. The only non-trivial facts to establish are the polynomial resolvent estimates in \( \hat{H}^q(\mathbb{R}^d) \) in (2.4) and the boundedness of the energy layer (2.5).

Lemma 4.2 (Resolvent estimates). Let \( q \in \mathbb{N} \). For all \( f \in \hat{H}^q(\mathbb{R}^d) \), there exists a unique \( u \in L^2(\mathbb{R}^d) \) such that \( P_k u = f \). In addition, we have \( u \in \hat{H}^{q+2}(\mathbb{R}^d) \)

\[
k^2 \| u \|_{\hat{H}^q(\mathbb{R}^d)} \leq C(kR)^N \| f \|_{\hat{H}^q(\mathbb{R}^d)}.
\]

Furthermore, if \( \text{supp } f \subset B(0, R) \), then \( u \in \hat{H}^{q+2}(\mathbb{R}^d) \) with

\[
k^2 \| u \|_{\hat{H}^{q+2}(\mathbb{R}^d)} \leq C(kR)^N \| f \|_{\hat{H}^q(\mathbb{R}^d)}.
\]

Proof. We first invoke Theorem 1.6 of [15] which states that

\[
\| P_k^{-1} \|_{L^2(\mathbb{R}^d) \to \hat{H}^q(\mathbb{R}^d)} \leq C \| R_k \chi \|_{L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)}.
\]

Then, using a usual bootstrap technique, we easily show that

\[
\| P_k^{-1} \|_{\hat{H}^q(\mathbb{R}^d) \to \hat{H}^{q+2}(\mathbb{R}^d)} \leq C \| R_k \chi \|_{L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)}
\]

for all \( q \in \mathbb{N} \).

We then need to take care of the weights in the \( \hat{H}^q(\mathbb{R}^d) \) norms. To do so, we observe that if \( P_k u = f \), then we may write

\[
2ik^2 u + \Delta u = g,
\]

with

\[
g := -2ik^2 P_k u + (2ik^2 P_k u + \Delta u + 2ik^2) u = -2ik^2 (f + Q_k u),
\]
where \(Q_k\) is differential operator of degree 2 with smooth coefficients supported in \(B(0, R_0)\). Let \(\alpha, \beta \in \mathbb{N}^d\) with \(|\alpha|, |\beta| \leq 2\). Since \(Q_k\) is compactly supported, we have

\[
\left\| \left( \frac{x}{R} \right)^\alpha g \right\|_{\tilde{H}^{\beta}_k(\mathbb{R}^d)} \leq C_\alpha k^2 \left( \|u\|_{H^{\beta+2}_k(\mathbb{R}^d)} + \|f\|_{\tilde{H}^{\beta+2}_k(\mathbb{R}^d)} \right).
\]

Now, we note that

\[
\left( \frac{x}{R} \right)^\alpha \partial^\beta u = i^{\alpha - \beta} \mathcal{F}^{-1} \left( \left( \frac{1}{R} \right)^\alpha \left( \frac{\xi^\beta}{-|\xi|^2 + 2ik^2} \mathcal{F}(g) \right) \right),
\]

Let us write

\[
\frac{\xi^\beta}{-|\xi|^2 + 2ik^2} = k^{(\beta - 2)} \frac{(\xi/k)^\beta}{-|\xi|^2 + 2i},
\]

so that the map

\[
\xi \mapsto \frac{\xi^\beta}{-|\xi|^2 + 2ik^2}
\]

has \(C^\ell\) norm bounded by \(C_\ell k^{(\beta - 2) - \ell} \leq C_\ell k^{(\beta - 2)}, \) since \(k \geq 1\).

We deduce from (4.3) and (4.10) that

\[
\left\| \left( \frac{1}{R} \right)^\alpha \left( \frac{\xi^\beta}{-|\xi|^2 + 2ik^2} \mathcal{F}(g) \right) \right\|_{\tilde{H}^{\beta}_k(\mathbb{R}^d)} \leq Ck^{(\beta)} \left( \|u\|_{H^{\beta+2}_k(\mathbb{R}^d)} + \|f\|_{\tilde{H}^{\beta+2}_k(\mathbb{R}^d)} \right)
\]

and hence, thanks to (4.11),

\[
\|u\|_{\tilde{H}^{\beta+2}_k(\mathbb{R}^d)} \leq C \sum_{|\alpha| + |\beta| \leq 2} k^{-|\beta|} \left\| \left( \frac{x}{R} \right)^\alpha \partial^\beta u \right\|_{\tilde{H}^\beta_k(\mathbb{R}^d)} \leq C \sum_{|\alpha| + |\beta| \leq 2} k^{-|\beta|} \left\| \mathcal{F} \left( \left( \frac{x}{R} \right)^\alpha \partial^\beta u \right) \right\|_{\tilde{H}^\beta_k(\mathbb{R}^d)}
\]

\[
\leq C \sum_{|\alpha| + |\beta| \leq 2} \left( \|u\|_{H^{\beta+2}_k(\mathbb{R}^d)} + \|f\|_{\tilde{H}^{\beta+2}_k(\mathbb{R}^d)} \right) \leq C \| \chi R_k \chi \|_{L^2(\mathbb{R}^d)} \| \mathcal{F} \|_{\tilde{H}^{\beta+2}_k(\mathbb{R}^d)}
\]

thanks to (4.9). The first part of the result follows from (4.5).

Now, if we further assume that \(f\) is supported in \(B(0, R)\), \(g\) is compactly supported and equation (4.10) may be replaced by

\[
\left\| \left( \frac{x}{R} \right)^\alpha g \right\|_{\tilde{H}^{\beta}_k(\mathbb{R}^d)} \leq C_\alpha k^2 \left( \|f\|_{H^{\beta+2}_k(\mathbb{R}^d)} + \|u\|_{H^{\beta+2}_k(\mathbb{R}^d)} \right),
\]

and the same reasoning as above leads to

\[
\|u\|_{\tilde{H}^{\beta+2}_k(\mathbb{R}^d)} \leq C \left( \|u\|_{H^{\beta+2}_k(\mathbb{R}^d)} + \|f\|_{H^{\beta}_k(\mathbb{R}^d)} \right) \leq C \| \chi R_k \chi \|_{L^2(\mathbb{R}^d)} \| \mathcal{F} \|_{\tilde{H}^{\beta}_k(\mathbb{R}^d)}
\]

as announced.

\[\square\]

**Lemma 4.3** (Boundedness of the energy layer). For all \(\delta \in (0, 1)\), the set

\[
\{ \mathbf{x}, \mathbf{\xi} \in \mathbb{R}^d \mid |p(\mathbf{x}, \mathbf{\xi})| \leq \delta \}
\]

is bounded.

*Proof.* Fix \(0 < \delta < 1\), and let \(U := \{ \mathbf{x}, \mathbf{\xi} \in \mathbb{R}^d \mid |p(\mathbf{x}, \mathbf{\xi})| \leq \delta \} \). Let \(\mathbf{x} \in \mathbb{R}^d\). We first assume that \(|\mathbf{x}| \leq R_0\). Since we know that

\[
C|\mathbf{\xi}|^2 - C' \leq |p(\mathbf{x}, \mathbf{\xi})| \leq \delta,
\]

we see that \(\{ \mathbf{\xi} \in \mathbb{R}^d \mid |p(\mathbf{x}, \mathbf{\xi})| \leq \delta \}\) is bounded, and thus \(U \cap (B_\mathbf{x}(0, R_0) \times \mathbb{R}^d)\) is bounded. On the other hand, if \(|\mathbf{x}| \geq R_0\), we have

\[
p(\mathbf{x}, \mathbf{\xi}) = (1 + i)^2|\mathbf{\xi}|^2 - 1 = 2i|\mathbf{\xi}|^2 - 1
\]

so that

\[
|p(\mathbf{x}, \mathbf{\xi})|^2 = 4|\mathbf{\xi}|^4 + 1 \geq 1 > \delta,
\]

which implies that \(U \setminus (B_\mathbf{x}(0, R_0) \times \mathbb{R}^d) = \emptyset\). \(\square\)
We finally show that the right-hand side associated with plane-wave scattering are indeed well-approximated by Gaussian coherent states in order to apply Corollary 2.5 later on.

**Lemma 4.4 (Approximability of plane-wave right-hand sides).** For \( k > 0 \), consider the right-hand side \( f_k := (-k^2 - \Delta)(\chi e^{ikd \cdot x}) \) where \( \chi \in C_c^\infty(B_R) \) and \( d \in \mathbb{R}^d \) with \( |d| = 1 \). Then, there exists \( F^k \in L^2(\mathbb{Z}^d) \) such that

\[
(4.12) \quad R^2 \left\| f_k - \sum_{[m, n] \in \Lambda^1_{k, \text{rhs}}} F^k_{m, n} \Psi_{k, m, n} \right\|_{\tilde{B}^p_x(\mathbb{R}^d)} \leq C_{\varepsilon, p, m} (kR)^{-m},
\]

for all \( m \in \mathbb{N} \), where

\[
\Lambda^1_{k, \text{rhs}} := \left\{ [m, n] \in \mathbb{Z}^d \mid \text{dist} \left( x^{k, m}, \supp(\chi) \right) \leq \left( kR \right)^{-1/2 + \varepsilon} \text{ and } \left| \xi^{k, n} \right| - 1 \leq \left( kR \right)^{-1/2 + \varepsilon} \right\}.
\]

In particular, if \( p \) is the symbol of the function appearing in section 4.3 and if \( \chi \) is supported in the region where \( p(x, \xi) = |\xi|^2 - 1 \), then \( \Lambda^1_{k, \text{rhs}} \) is of the the same form as \( \Lambda_{k, \text{rhs}} \) introduced in (2.6) with \( \alpha = 0 \).

**Proof.** We start by observing that

\[
f_k = - (\Delta \chi + 2ikd \cdot \nabla \chi) e^{ikd \cdot x} = R^{-2}(R^2 \Delta \chi + 2ikR(Rd \cdot \nabla \chi)) e^{ikd \cdot x},
\]

so that the result holds true if we can show (4.12) for \( \tilde{f}_k := \tilde{\chi} e^{ikd \cdot x} \) with \( \tilde{\chi} \) smooth and compactly supported (without the factor \( R^2 \) in front of the left-hand side).

From now on, we fix \( \tilde{\chi}, p, m \) and \( \varepsilon \), and consider \( \tilde{f}_k \) as above. We will first show that, if \( [m, n] \not\in \Lambda^1_{k, \text{rhs}} \), then we have

\[
(4.13) \quad \left| \left( \tilde{f}_k, \Psi_{k, m, n} \right) \right| \leq C_m (kR)^{-m} \quad \forall m \in \mathbb{N}.
\]

The quantity \( \left( \tilde{f}_k, \Psi_{k, m, n} \right) \) is of the form

\[
\int_{\mathbb{R}^d} \tilde{\chi}(x) e^{ik\varphi_{m, n}(x)} dx,
\]

with

\[
\varphi_{m, n}(x) = x \cdot (\xi - \xi^{k, n}) + \frac{i}{2} |x - x^{k, m}|^2,
\]

so that

\[
\nabla \varphi_{m, n}(x) = \xi - \xi^{k, n} + i(x - x^{m, k}).
\]

In particular, we have

\[
|\nabla \varphi_{m, n}(x)| \geq |\xi^{k, n}| - 1 + \text{dist} \left( x^{k, m}, \supp(\chi) \right) \geq \frac{1}{2} (kR)^{-\frac{1}{2} + \varepsilon}.
\]

we may use the method of non-stationary phase (i.e., integrate by parts several times, as in [43, Lemma 3.14]) to deduce (4.13).

Now, combining (4.13) with Proposition 3.1, we see that there exists \( C \) such that, for any \( [m, n] \in \Lambda_{k, \text{rhs}} \), we have

\[
(4.14) \quad \left| \left( \tilde{f}_k, \Psi_{k, m, n}^* \right) \right| \leq C_m (kR)^{-m} \quad \forall m \in \mathbb{N}.
\]

On the other hand, it follows from [5, Theorem 3.1] that we have

\[
(4.15) \quad \left| \left( \tilde{f}_k - \sum_{[m, n] \in \mathbb{Z}^d} (f_k, \Psi_{k, m, n}^* \Psi_{k, m, n}) \right) \right|_{\tilde{B}^p_x(\mathbb{R}^d)} \leq C_{p, m} (kR)^{-m}.
\]
Writing
\[
\tilde{f}_k = \sum_{[m,n] \in \Lambda_{k,\text{rhs}}} (\tilde{f}_k, \Psi_{m,n}^*) \Psi_{k,m,n} + \sum_{[m,n] \in \mathbb{Z}^d \setminus \Lambda_{k,\text{rhs}}} (\tilde{f}_k, \Psi_{m,n}^*) \Psi_{k,m,n} + \left( \tilde{f}_k - \sum_{[m,n] \in \mathbb{Z}^d \setminus \Lambda_{k,\text{rhs}}} (\tilde{f}_k, \Psi_{m,n}^*) \Psi_{k,m,n} \right),
\]
we deduce from (4.14) and (4.15) that the last two terms have a $\tilde{H}_k^{\rho\pi}$ norm bounded by $C_{\varepsilon, \rho, m}(kR)^{-m}$, and the result follows.

4.5. Approximability estimates. We are now ready to present our approximability estimates for the Helmholtz problem. We start with an approximation result for general right-hand sides that does not hinge on Section 2, but rather on standard results on Gabor frames and modulation spaces, see e.g. [22, Chapter 11]. We also refer the reader to the research note [5] where elementary proofs are presented.

Recall that $N \geq 1$ was introduced in (4.5) and that $kR \geq 1$.

**Theorem 4.5** (Approximability at a fixed frequency). Assume $f \in \tilde{H}^p(\mathbb{R}^d)$ with $\supp f \subset B(0, R)$. If
\[
\Lambda := \left\{ [m,n] \in \mathbb{Z}^d \mid \|m,n\| \leq \sqrt{\rho kR} \right\},
\]
for some $\rho > 0$, then we have
\[
k^2 \left\| u - \sum_{[m,n] \in \Lambda} (u, \Psi_{k,m,n}^*) \Psi_{k,m,n} \right\|_{\tilde{H}_k^{\rho\pi}(\mathbb{R}^d)} \leq C_p(kR)^{N-(2+p-q)} \rho^{-(2+p-q)/2} \| f \|_{\tilde{H}_k^{\rho\pi}(\mathbb{R}^d)}
\]
for all $p,q \in \mathbb{N}$ with $q \leq p$.

**Proof.** Let us set $D := (kR/\pi)^{1/2}(\rho kR)^{1/2} = \sqrt{\rho/\pi}(kR)$. We start with [5, Theorem 3.1], showing that
\[
\left\| u - \sum_{[m,n] \in \Lambda} (u, \Psi_{k,m,n}^*) \Psi_{k,m,n} \right\|_{\tilde{H}_k^{\rho\pi}(\mathbb{R}^d)} \leq C_pD^{q-p-2} \| f \|_{\tilde{H}_k^{\rho\pi}(\mathbb{R}^d)}.
\]
The result then follows using (4.8), since
\[
D^{q-p-2}k^2 \| u \|_{\tilde{H}_k^{\rho\pi}(\mathbb{R}^d)} \leq C_p(\sqrt{\rho kR})^{q-p-2}k^2 \| u \|_{\tilde{H}_k^{\rho\pi}(\mathbb{R}^d)} \leq C_p(\sqrt{\rho kR})^{q-p-2} (kR)^{N} \| f \|_{\tilde{H}_k^{\rho\pi}(\mathbb{R}^d)} \leq C_p(kR)^{N+q-p-2} \rho^{(q-p-2)/2} \| f \|_{\tilde{H}_k^{\rho\pi}(\mathbb{R}^d)}.
\]

Our second approximability estimate applies specifically to high-frequency scattering problems. It is a direct consequence of Theorem 2.4 and Lemma 4.4.

**Theorem 4.6** (Approximability in the high-frequency regime). Fix $0 < \varepsilon < 1/2$ and consider the index set
\[
\Lambda := \left\{ [m,n] \in \mathbb{Z}^d \mid \|m,n\| \leq (kR)^{-1/2+\varepsilon} \right\}.
\]
Then, if the right-hand side is of the form $f_k := (-k^2 - \Delta)(\chi e^{i|d|\cdot})$ where $d \in \mathbb{R}^d$ with $|d| = 1$ and $\chi \in C_c^\infty(B_R)$ is supported in the region where $\mu = 1$ and $A = I$, for all $q \in \mathbb{N}$, we have
\[
\left\| u_k - \sum_{[m,n] \in \Lambda} (u_k, \Psi_{k,m,n}^*) \Psi_{k,m,n} \right\|_{\tilde{H}_k^{\rho\pi}(\mathbb{R}^d)} \leq C_{\varepsilon, q, m}(kR)^{-m} \quad \forall m \in \mathbb{N}.
\]
4.6. A least-squares method. In this section, we introduce a least-squares method based on Gaussian coherent states. For a finite set \( \Lambda \subset \mathbb{Z}^{d} \), we consider the discretization space

\[
W_{\Lambda} := \text{Vect} \{ \Psi_{k,m,n}; [m,n] \in \Lambda \}.
\]

Then, the least squares method consists in finding \( u_{\Lambda} \in W_{\Lambda} \) such that

\[
(P_{k}u_{\Lambda}, P_{k}w_{\Lambda}) = (f, P_{k}w_{\Lambda})
\]

for all \( w_{\Lambda} \in W_{\Lambda} \). Simple manipulations reveal that (4.16) is the Euler-Lagrange equation corresponding to the minimization problem

\[
\|P_{k}(u - u_{\Lambda})\|_{L^{2}(\mathbb{R}^{d})} = \min_{u_{\Lambda} \in W_{\Lambda}} \|P_{k}(u - w_{\Lambda})\|_{L^{2}(\mathbb{R}^{d})}.
\]

Since \( W_{\Lambda} \) is finite dimensional, the cost functional is quadratic, and \( P_{k} \) is an isomorphism, \( u_{\Lambda} \) is uniquely defined.

Using Theorem 4.5 we can easily show that the method converges for any fixed frequency, if sufficiently many DOFs per wavelength are employed, as stated in the following corollary:

**Corollary 4.7** (Convergence at a fixed frequency). Consider the set

\[
\Lambda_{p} := \{ [m,n] \in \mathbb{Z}^{d} \mid |m|^{2} + |n|^{2} \leq \rho kR \},
\]

then the following error estimates hold true:

\[
k^{2}\|u - u_{\Lambda}\|_{L^{2}(\mathbb{R}^{d})} \leq C_{\rho}(kR)^{N-p}\rho^{-p/2}\|f\|_{H^{p}(\mathbb{R}^{d})} \quad \forall p \in \mathbb{N}.
\]

Relying on Theorem 4.6 instead, we can show a refined error estimate in the high-frequency regime.

**Corollary 4.8** (Convergence in the high-frequency regime). Fix \( 0 < \varepsilon < 1/2, \)

\[
\Lambda := \{ [m,n] \in \mathbb{Z}^{d} \mid |p(x^{k,m}, \xi^{k,n})| \leq (kR)^{-1/2+\varepsilon} \},
\]

and let \( f_{k} := (-k^{2} - \Delta)(\chi e^{ik\cdot x}) \) with \( \chi \in C_{c}^{\infty}(B_{R}) \) supported in the region where \( \mu = 1 \) and \( A = I. \) Then, if \( kR \) is sufficiently large, we have

\[
k^{2}\|u - u_{\Lambda}\|_{L^{2}(\mathbb{R}^{d})} \leq C_{\varepsilon,m}(kR)^{-m} \quad \forall m \in \mathbb{N}.
\]

5. Numerical results

In this section, we provide numerical illustrations of the above theory in the one-dimensional case. The purpose of these examples is simply to illustrate and support our theoretical findings. Extension to higher dimensions and discussion about efficient linear system assembly and solve will be reported elsewhere.

5.1. Setting. We consider the one dimensional case, where the differential operator in (4.6) simplifies to

\[
P_{k}v = -\mu \nu u - k^{-2}(\alpha\nu^{-1}u)' + \nu\sigma\nu^{-1}u'
\]

where \( \mu, \alpha > 0 \) are smooth “physical” coefficients, and \( \nu \) is the PML scaling. For the sake of simplicity we take \( R := 1, \) meaning that \( \mu = \alpha = 1 \) outside of \((-1,1)\) and that our right-hand sides \( f \) will be supported in \((-1,1). \) Here, we select \( \nu := 1 + i\sigma \) where \( \sigma \) is a stretching function defined as

\[
\sigma(x) := \begin{cases} a & x < 0 \\ a(1+e^{-r}) & x > 0 \end{cases}
\]

with \( a := 1/10 \) and \( r := 4. \) Notice that this choice slightly departs from our theoretical framework as the coefficients are only \( C^{3} \) and not \( C^{\infty}. \)

In all our experiments, the grid in phase space is chosen as

\[
x^{k,m} = \sqrt{k^{-1}\pi m}, \quad \xi^{k,n} = \sqrt{k^{-1}\pi n}, \quad m, n \in \mathbb{Z}
\]

and for a given values of \( k \) and \( \delta, \) the set of indices is taken to be

\[
\Lambda := \{ (m,n) \in \mathbb{Z}^{2} \mid |p(x^{k,m}, \xi^{k,n})| < \delta \}.
\]
5.2. Homogeneous medium with analytical solution. Our first example concerns the case where $\alpha = \mu = 1$. The right-hand side is given by

$$f_k := P_k(\phi e^{ikx}) = (\phi'' + 2ik\phi')e^{ikx},$$

where $\phi$ is the only even function in $C^3(\mathbb{R}^d)$ such that $\phi = 0$ on $(-\infty, -3/4)$, $\phi = 1$ on $(-1/2, 0)$, and $\phi$ is a polynomial of degree 7 in $(-3/4, -1/2)$, and the associated solution is $u_k(x) := \phi(x)e^{ikx}$.

Results are reported in Table 2, where we have chosen $\delta$ to maintain a constant accuracy for different values of $k$. Figure 1 represents the points $(x^{k,m}, \xi^{k,n})$ included in the space $\Lambda$ for different values of $\delta$ for the case $k = 400$.

| $k$  | $\delta$ | $N_{dofs}$ |
|------|----------|------------|
| 20   | 3.3539e-01 (0.5) [60] 2.2356e-05 (2.0) [177] 6.6722e-06 (4.0) [249] |
| 50   | 2.3180e-02 (0.4) [38] 1.7831e-05 (1.0) [229] 4.4104e-06 (3.0) [419] |
| 100  | 4.4322e-01 (0.3) [96] 3.9496e-05 (0.8) [278] 2.5610e-06 (2.0) [645] |
| 200  | 3.9807e-02 (0.2) [58] 1.8555e-05 (0.6) [334] 4.4586e-06 (1.0) [825] |
| 400  | 3.6922e-01 (0.1) [74] 3.6289e-05 (0.4) [532] 2.3452e-05 (0.6) [646] |

Table 2. Numerical results for different $k$ while varying $\delta$

On Figure 2, we present the convergence history of the method as $\delta$ is increased for different values of $k$. These curves illustrate the fact that the method converges for any fixed $k$ when increasing the number of coherent Gaussian states, as predicted by our theory. Besides, on Figure 3 we represent the values of $\delta$ and corresponding number of freedom $N_{dofs}$ required to achieve a value of about $2 \times 10^{-5}$ (second column of Table 2) for different frequencies. Interestingly, the expected rates, namely, $\delta \sim k^{-1/2}$ and $N_{dofs} \sim k^{1/2}$ are observed.
5.3. Scattering in an heterogeneous medium. We now focus on the case where $\alpha = 1$ and $\mu$ is the only even $C^3$ functions that equals 2 on $[0, 0.7]$, equals 1 on $[0.8, +\infty]$ and is a polynomial of degree 7 on $[0.7, 0.8]$. We select the right-hand side $f_k(x) := k^2(\mu - 1)e^{ikx}$. Here, the analytical solution is not available, and instead, we rely on a reference solution computed by a Lagrange finite element method of order 4 on a grid with $h = 0.02 \cdot k^{-\frac{1}{2}}$ in order to avoid the pollution effect (see, e.g., [26]). The results are listed on Table 3, and Figure 6 represents the phase-space points included in the space $\Lambda$ for the case $k = 200$.

We provide the same figures than in the previous experiment, and arrive at similar observation. First, Figure 4 illustrates the convergence of the method for fixed values of $k$ as the number of degrees of freedom is increased. Second, we compare the values of $\delta$ and $N_{\text{dofs}}$ to achieve an accuracy about $10^{-4}$ (last column of Table 3) for different frequencies. In this example too, the expected rates are numerically observed.
**Table 3.** Numerical results for $k = 20, 50, 100, 200$ while varying $\delta$

| $k$  | Relative $H^1_k$ error ($\delta$) | $|N_{dofs}|$ |
|------|----------------------------------|-----------|
| 20   | 1.7861e-01 (2.0) | 183       |
| 50   | 3.0122e-01 (2.0) | 337       |
| 100  | 2.0614e-01 (1.0) | 376       |
| 200  | 3.8799e-01 (0.5) | 250       |

**Figure 4.** Convergence histories in the heterogeneous example

**Figure 5.** Computational cost for a fixed accuracy in the heterogeneous example

**6. Conclusion**

We propose a new family of finite-dimensional spaces to approximate the solutions to high-frequency Helmholtz problems. These discretization spaces are spanned by Gaussian coherent
states, which have the key property to be micro-localised in phase space. This unique feature allows to carefully select which Gaussian coherent states are included in the discretization, leading to a frequency-aware discretization space specifically tailored to approximate the solutions to scattering problems efficiently.

Our key findings correspond to two types of approximability results. First, assuming for simplicity that the problem is non-trapping, for general $L^2$ right-hand sides, we show that the Gaussian state approximation converges and provides a uniform error for all frequencies if the number of degrees of freedom grows as $(kR)^d$. This result is similar to approximation results available for finite element discretizations. Our second result applies when the right-hand side corresponds to a plane-wave scattering problem. In this case, we show that it is sufficient for the number of degrees of freedom to grow only as $(kR)^{d-1/2}$ to achieve a constant accuracy for increasing frequencies. To the best of the authors knowledge, this last estimate suggests that the proposed discretization space requires substantially less degrees of freedom than any available method in the literature for high-frequency scattering problems in general smooth heterogeneous media.

We also present a set of numerical examples where our Gaussian state spaces are coupled with a least-squares variational formulation. Although the setting is elementary, these examples successfully illustrate the key features of our abstract analysis.

While we believe that the proposed results are very encouraging for a further development of the proposed method, there still remain several challenges that we would like to address in future works. First (i), we have chosen to focus on a least-squares method, because it is simpler to analyse than a Galerkin formulation. However, least-squares methods are typically poorly-conditioned as compared to their Galerkin counterparts. While there is no reason to believe that the proposed discrete space would not work with a Galerkin variational formulation, the analysis appears to be substantially more complex. Second (ii), our convergence analysis is currently split into two distinct cases: arbitrary precision for a fixed frequency (with about $(kR)^d$ DOFs) and or fixed
that are bounded along with all their derivatives, consider the differential operator

\[ \mathcal{P}_{\hbar,\beta,A} := \sum_{\alpha \in \mathbb{N}^d, \alpha \leq \beta} \hbar^{[\alpha]} A_\alpha \partial^{\alpha}. \]

Then for all \([x_0, \xi_0] \in \mathbb{Z}^{2d}\) there exists a smooth bounded function \(g_{h,\beta,A,x_0,\xi_0}\) such that

\[ (\mathcal{P}_{\hbar,\beta,A} \Phi_{h,x_0,\xi_0})(x) = g_{h,\beta,A,x_0,\xi_0}(x) \Phi_{h,x_0,\xi_0}(x) \quad \forall x \in \mathbb{R}^d. \]

In addition, we have

\[ |(\partial^\gamma g_{h,\beta,A,x_0,\xi_0})(x)| \leq C_{\beta,A,\gamma} \left( 1 + |x - x_0|^{[\beta]} + |\xi_0|^{[\beta]} \right) \quad \forall \gamma \in \mathbb{N}^d. \]

In (A.3), the constant \(C_{\beta,A,\gamma}\) depends on \(A\) only through bounds on a finite number of derivatives of the functions \(A_\alpha\) for \(\alpha \leq \beta\), where this number of derivatives depends on \(\beta\) and \(\gamma\). We will use similar notations for constants in the rest of the appendix.

**Proof.** Recalling [5, Lemma A.2], for \(\alpha \in \mathbb{N}\), we have

\[ (\partial^\alpha \Phi_{h,x_0,\xi_0})(x) = h^{[\alpha]/2} q_\alpha (h^{-1/2}(x - x_0 + i\xi_0)) \Phi_{h,x_0,\xi_0}(x), \]

where \(q_\alpha\) is a polynomial of degree less than or equal to \([\alpha]\). Hence, we readily see that (A.2) holds true with

\[ g_{h,\beta,A,x_0,\xi_0}(x) := \sum_{\alpha \in \mathbb{N}^d, \alpha \leq \beta} h^{[\alpha]/2} A_\alpha(x) q_\alpha(h^{-1/2}(x - x_0 + i\xi_0)). \]

To establish (A.3), we start with Leibniz’ rule

\[ (\partial^\gamma g_{h,\beta,A,x_0,\xi_0})(x) := \sum_{\alpha \in \mathbb{N}^d, \alpha \leq \beta} h^{[\alpha]/2} \sum_{\gamma' \in \mathbb{N}^d, \delta \in \mathbb{N}^d, \delta \leq \gamma} \left( \delta \right) h^{-[\delta]/2} (\partial^{\gamma-\delta} A_\alpha)(y) (\partial^\delta q_\alpha)(h^{-1/2}(x - x_0 + i\xi_0)), \]

so that

\[ |(\partial^\gamma g_{h,\beta,A,x_0,\xi_0})(y)| \leq C_{\beta,A,\gamma} \sum_{\alpha \in \mathbb{N}^d, \alpha \leq \beta} h^{[\alpha]/2} \sum_{\delta \in \mathbb{N}^d, \delta \leq \gamma} h^{-[\delta]/2} |(\partial^\delta q_\alpha)(h^{-1/2}(x - x_0 + i\xi_0))|. \]

Next, we employ the fact that \(\partial^\delta q_\alpha = 0\) whenever \(\delta > \alpha\), and the estimate

\[ |(\partial^\delta q_\alpha)(h^{-1/2}(x - x_0 + i\xi_0))| \leq C_{\alpha,\delta} \left( 1 + h^{-([\alpha]-[\delta])/2} |x - x_0 + i\xi_0|^{[\alpha]-[\delta]} \right), \]
leading to

\[ |(\partial^\gamma g_{\beta, A, x_0, \xi_0})(x)| \leq C_{\beta, A, \gamma} \sum_{\alpha \in \mathbb{N}^d} h^{\alpha/2} \sum_{\delta \leq \gamma} (1 + (\hbar^{-1/2}|x - x_0 + i\xi_0|)^{|\alpha| - |\delta|}) \]

\[ \leq C_{\beta, A, \gamma} \sum_{\alpha \in \mathbb{N}^d} h^{\alpha/2} \left( 1 + (\hbar^{-1/2}|x - x_0 + i\xi_0|)^{|\alpha|} \right) \]

\[ \leq C_{\beta, A, \gamma} \left( 1 + |x - x_0 + i\xi_0|^{|\beta|} \right) \]

Then, (A.3) follows since

\[ |x - x_0 + i\xi_0|^{|\beta|} \leq C_{\beta} \left( |x - x_0|^{|\beta|} + |\xi_0|^{|\beta|} \right). \]

For the reader’s convenience, we recall the following basic fact.

**Proposition A.2 (Moments of a Gaussian).** Consider the Gaussian function

\[ G_h(y) := \hbar^{-d/2} e^{-\frac{1}{4} |y|^2}. \]

Then, for \( \beta, \gamma \in \mathbb{N}^d \), we have

\[ \int_{\mathbb{R}^d} |x|^\beta (\partial^\gamma G_h)(x - x_0) |dx \leq C_{\beta, \gamma} \hbar^{-|\gamma|/2} (1 + |x_0|^{|\beta| / 2}) \quad \forall x_0 \in \mathbb{R}^d. \]

We now show that Gaussian states are localised in phase-space.

**Lemma A.3 (Quasi orthogonality).** Let \( P_{\beta, A} \) be as in (A.1). Then, for all \( \gamma \in \mathbb{N}^d \), \( [x_0, \xi_0] \in \mathbb{R}^{2d} \) and \( [x_0', \xi_0'] \in \mathbb{R}^{2d} \), we have

\[ |(x^\gamma P_{\beta, A} \Phi_{h, x_0, \xi_0}, \Phi_{h, x_0', \xi_0'})| \leq C_{\gamma, \beta, A, m} \hbar^{m/2} (1 + |x_0 + x_0'|^{|\gamma|}) \left( \frac{1 + |\xi_0|^{|\beta|} + |x_0 - x_0'|^{|\beta|}}{1 + |\xi_0| - |x_0', \xi_0'|} \right) \quad \forall m \in \mathbb{N}. \]

In particular,

\[ |(x^\gamma P_{\beta, A} \Phi_{h, x_0, \xi_0}, \Phi_{h, x_0', \xi_0'})| \leq C_{\gamma, \beta, A, m} \hbar^{m/2} (1 + |x_0 + x_0'|^{|\gamma|}) \left( \frac{1 + |\xi_0|^{|\beta|}}{1 + |x_0, \xi_0| - |x_0', \xi_0'|} \right) \quad \forall m \in \mathbb{N}. \]

**Proof.** We have

\[ \Phi_{h, x_0, \xi_0}(x) \Phi_{h, x_0', \xi_0'}(x) = \theta \hbar^{-d/2} e^{-\frac{1}{4}|x_0 - x_0'|^2} e^{-\frac{1}{4}|x - \frac{1}{2}(x_0 + x_0')|^2} e^{\frac{1}{2}(\xi_0 - \xi_0') \cdot x} \]

where \( \theta \in \mathbb{C} \) with \( |\theta| = \pi^{-d/2} \). Recalling (A.2) and the notation (A.4) from Proposition A.2, we have

\[ x^\gamma (P_{\beta, A} \Phi_{h, x_0, \xi_0})(x) \Phi_{h, x_0', \xi_0'}(x) = \theta x^\gamma g_{h, \beta, A, x_0, \xi_0}(x) e^{-\frac{1}{4}|x_0 - x_0'|^2} G_h \left( x - \frac{1}{2}(x_0 + x_0') \right) e^{\frac{1}{2}(\xi_0 - \xi_0') \cdot x} \]

so that

\[ |(x^\gamma P_{\beta, A} \Phi_{h, x_0, \xi_0}, \Phi_{h, x_0', \xi_0'})| \leq C e^{-\frac{1}{4}|x_0 - x_0'|^2} |I|, \]

with

\[ I := \hbar^{-d/2} \int_{\mathbb{R}^d} x^\gamma g_{h, \beta, A, x_0, \xi_0}(x) G_h \left( x - \frac{1}{2}(x_0 + x_0') \right) e^{\frac{1}{2}(\xi_0 - \xi_0') \cdot x} |dx|, \]

where \( G_{h, x_0, x_0'}(x) := G_h \left( x - \frac{1}{2}(x_0 + x_0') \right). \)
If $\xi_0 = \xi_0'$, this concludes the proof since
\[
|I| \leq h^{-d/2} \int_{\mathbb{R}^d} |x^\gamma g_{h,\beta,A,x_0,\xi_0}(x)| G_{h,x_0,x_0'}(x) \, dx \\
\leq C_\beta \int_{\mathbb{R}^d} |x|^{\gamma}(1 + |x - x_0|^{|\beta|}) G_{h,x_0,x_0'}(x) \, dx \\
= C_\beta \int_{\mathbb{R}^d} \left| y + \frac{1}{2}(x_0 + x_0') \right|^{\gamma} \left(1 + \left| y + \frac{1}{2}(x_0' - x_0) \right|^{|\beta|}\right) G_h(y) \, dy \\
\leq C_{\beta,\gamma}(1 + |x_0 + x_0'|^{\gamma})(1 + |x_0 - x_0'|^{|\beta|}).
\]
If $\xi_0 \neq \xi_0'$, then there exists a $j \in \{1, \ldots, d\}$ such that $|(\xi_0 - \xi_0_j)| \geq 1/\sqrt{d} |\xi_0 - \xi_0'|$. We integrate $m$ times by part with respect to $x_j$, leading to
\[
I = h^{-d/2} \left(\frac{i}{h}(\xi_0 - \xi_0')_j \right) \int_{\mathbb{R}^d} \partial_j^m (x^\gamma g_{h,\beta,A,x_0,\xi_0} G_{h,x_0,x_0'})(x) e^{\pm (\xi_0 - \xi_0')_j} \, dx \\
\leq C h^m |\xi_0 - \xi_0'|^{-m} I'.
\]
where
\[
|I'| := h^{-d/2} \int_{\mathbb{R}^d} \partial_j^m (x^\gamma g_{h,\beta,A,x_0,\xi_0} G_{h,x_0,x_0'})(x) e^{\pm (\xi_0 - \xi_0')_j} \, dx \\
= h^{-d/2} \sum_{\ell+\ell'+\ell''=m} \frac{m!}{\ell! \ell'! \ell''!} \int_{\mathbb{R}^d} \partial_j^\ell x^\gamma (\partial_j^{\ell''} g_{h,\beta,A,x_0,\xi_0})(x) (\partial_j^{\ell'''} G_{h,x_0,x_0'})(x) e^{\pm (\xi_0 - \xi_0')_j} \, dx \\
\leq C m \sum_{\ell+\ell'+\ell''=m} I_{\ell,\ell',\ell''}.
\]
with
\[
I_{\ell,\ell',\ell''} := h^{-d/2} \int_{\mathbb{R}^d} |\partial_j^\ell x^\gamma|||\partial_j^{\ell''} g_{h,\beta,A,x_0,\xi_0})(x)||\partial_j^{\ell'''} G_{h,x_0,x_0'}(x)| \, dx.
\]
We then employ (A.3) and (A.5), showing that
\[
|I_{\ell,\ell',\ell''}| \leq C_{\beta,A,m,\gamma} h^{-d/2} \int_{\mathbb{R}^d} (1 + |x|^{\gamma})(1 + |x - x_0|^{\beta}) |\xi_0|^{\beta}) |\partial_j^{\ell''''} G_{h,x_0,x_0'}(x)| \, dx \\
= C_{\beta,A,m,\gamma} h^{-d/2} \int_{\mathbb{R}^d} (1 + |x + x_0|^{\gamma})(1 + |x|^{\beta}) |\xi_0|^{\beta}) |\partial_j^{\ell''''} (G_h)(x + \frac{1}{2}(x_0 - x_0'))| \, dx \\
\leq C_{\beta,A,m,\gamma} h^{-d/2} (1 + |x_0 + x_0'|^{\gamma})(1 + |\xi_0|^{\beta}) + \frac{1}{2} |x_0 - x_0'|^{\beta}) \\
\leq C_{\beta,A,m,\gamma} h^{-d/2} (1 + |x_0 + x_0'|^{\gamma})(1 + |\xi_0|^{\beta}) + |x_0 - x_0'|^{\beta}.
\]
\]

Lemma A.4 (Action of $(P_h - p)$ on Gaussian states). Consider the second-order differential operator
\[
P_h := h^2 \sum_{k,l=1}^d (A_{kh})_{kl} \partial_{kl} + ihb_h \cdot \nabla + c_h,
\]
\]

(A.6)

\[
\text{with its symbol}
\]

\[
p_h(x, \xi) = A_h(x)\xi \cdot \xi + b_h(x) \cdot \xi + c_h(x),
\]
\]
where $A_{kh}, b_h$ and $c_h$ are smooth functions that are bounded, along with all their derivatives. For $x_0, \xi_0 \in \mathbb{R}^d$, we have
\[
(P_h - p_h(x_0, \xi_0)) \Phi_{h,x_0,\xi_0} = r_{h,x_0,\xi_0} \Phi_{h,x_0,\xi_0}
\]
(A.7)
with
\[
 r_{h,x_0,\xi_0}(x) := \hbar \text{tr} A_h(x)
 + i[(A_h + A_h^T)(x)\xi_0 + b_h(x)] \cdot (x - x_0)
 + (A_h(x) - A_h(x_0))\xi_0 \cdot \xi_0 + i(b_h(x) - b_h(x_0)) : \xi_0 + c_h(x) - c_h(x_0)
 + A_h(x)(x - x_0) \cdot (x - x_0).
\]

In particular, there exists smooth functions \( \alpha_{h,x_0,\xi_0,\beta} \) such that
\[
(A.8) \quad r_{h,x_0,\xi_0}(x) = \sum_{\beta \in \mathbb{N}^d} \hbar^{1-|\beta|/2} \alpha_{h,x_0,\xi_0,\beta}(x)(x - x_0)^\beta
\]
and
\[
(A.9) \quad \|\partial^\gamma \alpha_{h,x_0,\xi_0,\beta}\|_{L^\infty(\mathbb{R}^d)} \leq C_{\beta,\gamma}(1 + |\xi_0|^2).
\]

Proof. We obtain (A.7) by straightforward computations. We easily identify that
\[
\alpha_{h,x_0,\xi_0,0} = \hbar^{1/2} \text{tr} A_h \quad \alpha_{h,x_0,\xi_0,e_j,\epsilon_f} = \hbar^{1/2}(A_h)_{j,f}.
\]
For the terms with \([\beta] = 1\) we further write that for \( \varphi \in \{(A_h)_{j,f}, (b_h)_f, c_h\} \), there exist smooth functions \( \varphi_{x_0,k} \) such that
\[
\varphi(x) - \varphi(x_0) = \sum_{k=1}^d \varphi_{x_0,k}(x) \cdot (x - x_0),
\]
so that
\[
\alpha_{x_0,\xi_0,e_k} = A_{x_0,k}^0 \xi_0 \cdot \xi_0 + ib_{x_0,k}^0 \cdot \xi_0 + c_{x_0,k}^0 + i \sum_{j=1}^d ((A_h)_{kj} + (A_h)_{j0}) \xi_{0,j} + (b_h)_k
\]
for \( k \in \{1, \ldots, d\} \).

We will now explore further the action of \( P_h \) on \( \Phi_{h,x_0,\xi_0} \), and show that it is close to \( p(x_0,\xi_0)\Phi_{h,x_0,\xi_0} \)

Lemma A.5 (Action of \( (P_h - p_h)^L \) on Gaussian states). For \( L \in \mathbb{N} \), we have
\[
(P_h - p_h)^L \Phi_{h,x_0,\xi_0} = r_{h,x_0,\xi_0,L} \Phi_{h,x_0,\xi_0},
\]
where \( r_{h,x_0,\xi_0,L} \) can be written in the form
\[
r_{h,x_0,\xi_0,L}(x) = \sum_{\beta \in \mathbb{N}^d} \hbar^{(L-|\beta|)/2} \alpha_{h,x_0,\xi_0,L,\beta}(x)(x - x_0)^\beta,
\]
where the functions \( \alpha_{h,x_0,\xi_0,\beta} \) are smooth and satisfy
\[
(A.10) \quad \|\partial^\gamma \alpha_{h,x_0,\xi_0,L,\beta}\|_{L^\infty(\mathbb{R}^d)} \leq C_{L,\beta,\gamma}(1 + |\xi_0|^2)^L.
\]

Proof. We shall prove this result by induction. The case \( L = 0 \) trivially holds with \( \alpha_{x_0,\xi_0,0,0} = 1 \). The case \( L = 1 \) is treated in Lemma A.4. Hence, let us assume that \( L \in \mathbb{N} \) is such that \( (A.10) \) holds for all \( L' \leq L \). We have
\[
(P_h - p_h)^{L+1} \Phi_{h,x_0,\xi_0} = (P_h - p_h)^L (P_h - p_h)^1 \Phi_{h,x_0,\xi_0} = (P_h - p_h)^1 (P_h - p_h)^L \Phi_{h,x_0,\xi_0}
\]
\[
= \left[ P_h - p_h(x_0,\xi_0), r_{h,x_0,\xi_0,L} \Phi_{h,x_0,\xi_0} + r_{h,x_0,\xi_0,L} r_{h,x_0,\xi_0,1} \Phi_{h,x_0,\xi_0} \right].
\]
Writing the operator $P_h$ in the form (2.2), we deduce that

$$[P_h - p_h(x_0, \xi_0), r_{h,x_0,\xi_0}L] \Phi_{h,x_0,\xi_0} = \hbar^2 \sum_{j,\ell = 1}^{d} a_{j\ell} \left( \frac{\partial^2 r_{h,x_0,\xi_0,L} \Phi_{h,x_0,\xi_0}}{\partial x_j \partial x_\ell} + \frac{\partial r_{h,x_0,\xi_0,L}}{\partial x_j} \frac{\partial \Phi_{h,x_0,\xi_0}}{\partial x_\ell} \right)$$

$$+ i\hbar \sum_{j=1}^{d} b_j \frac{\partial r_{h,x_0,\xi_0,L}}{\partial x_j} \Phi_{h,x_0,\xi_0},$$

where

$$r_{h,x_0,\xi_0,L+1} = \sum_{j,\ell = 1}^{d} \left( \hbar^2 a_{j\ell} \frac{\partial^2 r_{h,x_0,\xi_0,L}}{\partial x_j \partial x_\ell} + \hbar \frac{\partial r_{h,x_0,\xi_0,L}}{\partial x_j} (i\xi_\ell - (x_\ell - x_\ell)) \right) + i\hbar \sum_{j=1}^{d} b_j \frac{\partial r_{h,x_0,\xi_0,L}}{\partial x_j}.$$

Using the induction hypothesis, we have

$$\frac{\partial r_{h,x_0,\xi_0,L}}{\partial x_j}(x) = \sum_{\beta \in \mathbb{N}^d \atop |\beta| \leq 2L} \hbar^{(L-|\beta|)/2} \frac{\partial \alpha_{h,x_0,\xi_0,L,\beta}}{\partial x_j}(x)(x - x_0)^\beta$$

$$+ \sum_{\beta \in \mathbb{N}^d \atop |\beta| \leq 2L} \hbar^{(L-|\beta|)/2} \beta_j \alpha_{h,x_0,\xi_0,L,\beta}(x)(x - x_0)^{\beta-e_j},$$

$$= \sum_{\beta \in \mathbb{N}^d \atop |\beta| \leq 2L} \hbar^{(L-|\beta|)/2} \frac{\partial \alpha_{h,x_0,\xi_0,L,\beta}}{\partial x_j}(x)(x - x_0)^\beta$$

$$+ \sum_{\beta \in \mathbb{N}^d \atop |\beta| \leq 2L-1} \hbar^{(L-1-|\beta|)/2} \beta_j + 1 \alpha_{h,x_0,\xi_0,L,\beta+e_j}(x)(x - x_0)^{\beta+1}.$$

Using the induction hypothesis, we have

$$\hbar \frac{\partial r_{h,x_0,\xi_0,L}}{\partial x_j}(x) = \sum_{\beta \in \mathbb{N}^d \atop |\beta| \leq 2L} \hbar^{(L+1-|\beta|)/2} \left( \hbar \frac{1}{2} \frac{\partial \alpha_{h,x_0,\xi_0,L,\beta}}{\partial x_j}(x) + \beta_j + 1 \alpha_{h,x_0,\xi_0,L,\beta+e_j}(x) \right)(x-x_0)^\beta,$$

these terms are multiplied either by a smooth function, a term of the order $|\xi_0|$ or a power of $(x-x_0)$, which always enters the induction for $L+1$. The term with the second derivative is treated similarly.

For the remaining term, we simply write that

$$r_{h,x_0,\xi_0,L} r_{h,x_0,\xi_0,1} = \left( \sum_{|\beta'| \leq 2} \hbar^{(1-|\beta'|)/2} \alpha_{h,x_0,\xi_0,1,\beta'}(x-x_0)^{\beta'} \right) \left( \sum_{|\beta| \leq 2} \hbar^{(L-|\beta|)/2} \alpha_{h,x_0,\xi_0,L,\beta}(x-x_0)^{\beta} \right)$$

$$= \sum_{|\beta| \leq 2} \sum_{|\beta'| \leq 2} \hbar^{(L-|\beta|)/2+(1-|\beta'|)/2} \alpha_{h,x_0,\xi_0,L,\beta} \alpha_{h,x_0,\xi_0,1,\beta'}(x-x_0)^{\beta+\beta'},$$

and the result follows. □ □

**Proposition A.6** (Control of $(P_h - p_h)^L$). We have

$$\| (P_h - p_h(x_0, \xi_0))^L \Phi_{h,x_0,\xi_0} \|^2 \leq C_{A,b,c} (1 + |\xi_0|^2) L \hbar^L$$

for all $(x_0, \xi_0) \in \mathbb{R}^{2d}$. 
Proof. We deduce from the previous lemma that

\[
\| (P_h - p_h(x_0, \xi_0))L \Phi_{h, x_0, \xi_0} \|^2 \leq C(1 + |\xi_0|^2)^L \pi^{-d/2} \int_{\mathbb{R}^d} \left( |x - x_0|^2 + h \right)^L e^{-\frac{1}{h} |x - x_0|^2} \, dx \\
= C(1 + |\xi_0|^2)^L \pi^{-d/2} \int_{\mathbb{R}^d} (h|y|^2 + h)^L e^{-|y|^2} \, dy \\
\leq C(1 + |\xi_0|^2)^L h^L. \quad \square
\]
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