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Abstract

In this article, an attempt is made to achieve the series solution of the time fractional generalized Korteweg-de Vries equation which leads to a conditionally convergent series solution. We have also resorted to another technique involving conversion of the given fractional partial differential equations to ordinary differential equations by using fractional complex transform. This technique is discussed separately for modified Riemann-Liouville and conformable derivatives. Convergence analysis and graphical view of the obtained solution are demonstrated in this work.
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1. Introduction

Non-linear partial differential equations (PDEs) have been used extensively to model many real world problems. The investigation of fractional partial differential equations (FPDEs) and fractional ordinary differential equations (FODEs) have pulled in much consideration because of the absolute portrayal of non-linear phenomena in viscosity [1], electromagnetic [2], image and signal processing [3] and other fields of applied sciences. In real life a physical phenomena depends both on instant time as well as on the past time history [4, 5], which can be effectively modeled by utilizing fractional operators. A classic example of generalization of partial differential equations (PDEs) to fractional partial differential equations (FPDE) is the class of Korteweg-de Vries (KdV) equations.

KdV equations are PDEs which help to formulate a model for the evolution and interaction of waves. KdV came into existence because of the experiments conducted by John Scott
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Russell (1834) and was developed further because of research done by Lord Rayleigh, Joseph Boussinesq (1870) and Korteweg and De Vries (1895). It is utilized in continuum mechanics, plasma mechanics, etc. Numerous methods have been implemented to solve fractional KdV equations. In Ref. [6], the author has utilized He’s Variational iteration method (VIM) to acquire approximate solitary wave solutions of time fractional KdV equation. Some other techniques are \((G'/G)\) expansion method [7], Generalized Kudryashov method [8], Adomian decomposition method (ADM) [9, 10] and ADM-Pade technique [11].

The present work aims at finding the exact solution of the following time fractional generalized Korteweg-de Vries equation (TFg KdVe):

\[
\frac{\partial^\alpha u}{\partial t^\alpha} = u_{xxx} + Au^p u_x, \quad 0 < \alpha \leq 1, \quad p > 0.
\]  

(1.1)

For this we have explored the method discussed in [12, 13, 14]. Its algorithm constitutes conversion of FPDE to FODE in Erdéyli-Kober sense by using Lie symmetry and then derive its series solution to find the explicit solution of the governing equation. In 2012, Sahadevan and Bakkyaraj [15], had derived the Lie point symmetries of TFg KdVe(1.1) and hence used the obtained symmetries to transform it into non-linear FODE as follows:

\[
\left( P_{\alpha, \beta}^{1-2\beta-\alpha} g \right)(z) = g''''(z) + Ag^p(z)g'(z).
\]  

(1.2)

They concluded that equation (1.1) cannot be solved in general except for \(\alpha = p = 1\). But we have made an attempt to extend their work by finding series solution of the given FODE and hence of the governing equation (1.1).

The paper is organized as follows:

In section 2 presents preliminaries, Section 3, describe the acquired solution of FODE (1.2) under some conditions. In section 4 and section 5, fractional complex transformation (FCT) has been deployed to acquire exact solution of TFg KdVe (1.1) considering time fractional derivative in modified Riemann-Liouville (RL) and conformable derivative sense, respectively. Moreover, convergence analysis and graphical view of developed solutions have also been included in section 4.

2. Preliminaries

- **RL fractional derivative** [16]:

\[
D_b^\alpha h(x) := \frac{1}{\Gamma(m-\alpha)} \frac{d^m}{dx^m} \int_b^x (x-y)^{m-\alpha-1} h(y) dy, \quad m-1 < \alpha < m,
\]

(2.1)

where \(x\) and \(b\) are real numbers; \(x > b\), \(\alpha \in \mathbb{R}^+\) and \(n \in \mathbb{N}\).

- **Erdéyli-Kober fractional differential operator** [15]

\[
\left( P_{\alpha, \beta}^{\tau} g \right)(z) := \prod_{j=0}^{h-1} \left( \tau + j - \frac{1}{\beta} z \frac{d}{dz} \right) \left( K_{\beta}^{\tau+\alpha, h-\alpha} g \right)(z), \quad z > 0, \beta > 0, \alpha > 0,
\]  

(2.2)
where
\[ h = \begin{cases} 
\lceil \alpha \rceil + 1, & \alpha \notin \mathbb{N}, \\
\alpha, & \alpha \in \mathbb{N},
\end{cases} \]
and
\[
(K_{p}^{\alpha}g)(z) := \begin{cases} 
\frac{1}{\Gamma(\alpha)} \int_{1}^{\infty} (w - 1)^{\alpha - 1}w^{-(\tau + \alpha)} g(\sqrt{w}z) \, dw, & \alpha > 0, \\
g(z), & \alpha = 0,
\end{cases}
\]
is Erdéyli-Kober fractional integral operator.

**Conformable Derivative** [17]

Given a function \( g : (0, \infty) \to \mathbb{R} \), then the conformable derivative of \( g \) of order \( \alpha \) is defined by:
\[
T_{\alpha}(g)(t) = \lim_{\xi \to 0} \frac{g(t + \xi t^{1-\alpha}) - g(t)}{\xi}, \quad t > 0, \quad \alpha \in (0, 1). \tag{2.4}
\]

If the conformable fractional derivative of \( g \) of order \( \alpha \) exists, then we say \( g \) is \( \alpha \)-differentiable.

Now, we shall find the explicit power series solution of FODE (1.2) corresponding to TFg KdV equation (1.1), deduced by the authors [15] and obtained the exact solution of the principal time fractional equation.

### 3. Power Series Solution using Erdéyli-Kober Operator

In this section, we will present a series solution of non-linear ODE of fractional order given by equation (1.2).

Suppose the power series solution for equation (1.2) is of the form:
\[
g(z) = \sum_{n=0}^{\infty} \phi_{n}z^{n}. \tag{3.1}
\]

Then, the derivatives of the solution of equation (1.2) are:
\[
g'(z) = \sum_{n=0}^{\infty} (n+1)\phi_{n+1}z^{n}, \tag{3.2}
\]
\[
g''(z) = \sum_{n=0}^{\infty} (n+1)(n+2)\phi_{n+2}z^{n},
\]
and
\[
g'''(z) = \sum_{n=0}^{\infty} (n+1)(n+2)(n+3)\phi_{n+3}z^{n}.
\]

In view of Erdéyli-Kober (EK) fractional differential operator definition, equation (2.2) and after substituting the values of \( g(z), g''(z), g'''(z) \) from (3.1) and (3.2), the equation (1.2)
reads as follows:

\[
\sum_{n=0}^{\infty} \frac{\Gamma(1 - \frac{2\alpha}{3p} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{2\alpha}{3p} - \frac{n\alpha}{3} - \alpha)} \phi_n z^n = \sum_{n=0}^{\infty} (n+1)(n+2)(n+3)\phi_{n+3} z^n + A \left( \sum_{n=0}^{\infty} \phi_n z^n \right)^p \sum_{n=0}^{\infty} (n+1)\phi_{n+1} z^n. \quad (3.3)
\]

The equation (3.3) can be reduced to the following cases for various values of \( p \):

**Case 1:** For \( p = 1 \) equation (3.3) reduces to the following form:

\[
\sum_{n=0}^{\infty} \frac{\Gamma(1 - \frac{2\alpha}{3} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{2\alpha}{3} - \frac{n\alpha}{3} - \alpha)} \phi_n z^n = \sum_{n=0}^{\infty} (n+1)(n+2)(n+3)\phi_{n+3} z^n + A \left( \sum_{n=0}^{\infty} \phi_n z^n \right)^p \sum_{n=0}^{\infty} (n+1)\phi_{n+1} z^n. \quad (3.4)
\]

On comparing constant terms, coefficient of \( z \), \( z^2 \) and \( z^n \) on both sides of equation (3.4), one can have the following values:

\[
\phi_3 = \frac{1}{1.2.3} \left( \frac{\Gamma(1 - \frac{2\alpha}{3})}{\Gamma(1 - \frac{5\alpha}{3})} \phi_0 - A\phi_0\phi_1 \right), \quad (3.5)
\]

\[
\phi_4 = \frac{1}{2.3.4} \left( \frac{\Gamma(1 - \frac{\alpha}{3})}{\Gamma(1 - 2\alpha)} - A(2\phi_0\phi_2 + \phi_1^2) \right), \quad (3.6)
\]

and

\[
\phi_{n+3} = \frac{1}{(n+1)(n+2)(n+3)} \left\{ \frac{\Gamma(1 - \frac{2\alpha}{3} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{5\alpha}{3} - \frac{n\alpha}{3})} \phi_n - A \sum_{k=0}^{n} (n+1-k)\phi_k \phi_{n+1-k} \right\}, \forall n \geq 0, \quad (3.7)
\]

respectively.

Therefore, the power series solution of FODE (1.2) for \( p = 1 \) is given by:

\[
g(z) = \phi_0 + \phi_1 z + \phi_2 z^2 + \sum_{n=0}^{\infty} \frac{1}{(n+1)(n+2)(n+3)} \left\{ \frac{\Gamma(1 - \frac{2\alpha}{3} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{5\alpha}{3} - \frac{n\alpha}{3})} \phi_n - A \sum_{k=0}^{n} (n+1-k)\phi_k \phi_{n+1-k} \right\} z^{n+3}. \quad (3.8)
\]
Hence, by applying the transformation [15], \( z = xt^{\frac{2\alpha}{3}} \), \( u(x, t) = t^{\frac{2\alpha}{3}} g(z) \), the explicit power series solution of TFG KdV equation (1.1) is given as below:

\[
\begin{align*}
\sum_{n=0}^{\infty} \left( \frac{\Gamma(1 - \frac{2\alpha}{3} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{5\alpha}{3} - \frac{n\alpha}{3})} \right) \phi_n t^{n\alpha} &= \sum_{n=0}^{\infty} \frac{1}{(n+1)(n+2)(n+3)} \left( \frac{\Gamma(1 - \frac{2\alpha}{3} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{5\alpha}{3} - \frac{n\alpha}{3})} \right) \phi_n \\
- \Lambda \sum_{k=0}^{n} (n+1-k) \phi_k \phi_{n+1-k} &\left\{ x^{n+3} t^{-\frac{\alpha(n+1)}{3}} \right. \quad (3.9)
\end{align*}
\]

**Case 2:** For \( p = 2 \) equation (3.3) reads as:

\[
\sum_{n=0}^{\infty} \left( \frac{\Gamma(1 - \frac{\alpha}{2} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{4\alpha}{3} - \frac{n\alpha}{3})} \right) \phi_n z^n = \sum_{n=0}^{\infty} (n+1)(n+2)(n+3) \phi_{n+3} z^{n+3} + A \left( \sum_{n=0}^{\infty} \phi_n z^n \right)^2 \sum_{n=0}^{\infty} (n+1) \phi_{n+1} z^n. \quad (3.10)
\]

On comparing constant terms, coefficient of \( z, z^2 \) and \( z^n \) on both sides of equation (3.10) and after some simplification we can have the power series solution of FODE (1.2) for \( p = 2 \) as follows:

\[
\begin{align*}
g(z) &= \phi_0 + \phi_1 z + \phi_2 z^2 + \sum_{n=0}^{\infty} \frac{1}{(n+1)(n+2)(n+3)} \left( \frac{\Gamma(1 - \frac{\alpha}{2} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{4\alpha}{3} - \frac{n\alpha}{3})} \right) \phi_n \\
&- \Lambda \sum_{k=0}^{n} \sum_{l=0}^{k} (n+1-k) \phi_l \phi_{k+1-l} \phi_{n+1-k} z^{n+3} \quad (3.11)
\end{align*}
\]

Hence, for \( p = 2 \), by applying the Lie symmetry transformation [15], \( z = xt^{\frac{2\alpha}{3}} \), \( u(x, t) = t^{\frac{2\alpha}{3}} g(z) \), the explicit power series solution of TFG KdV equation is:

\[
\begin{align*}
u(x, t) &= \phi_0 t^{\frac{2\alpha}{3}} + \phi_1 x t^{\frac{2\alpha}{3}} + \phi_2 x^2 t^{-\alpha} + \sum_{n=0}^{\infty} \frac{1}{(n+1)(n+2)(n+3)} \left( \frac{\Gamma(1 - \frac{\alpha}{2} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{4\alpha}{3} - \frac{n\alpha}{3})} \right) \phi_n \\
- \Lambda \sum_{k=0}^{n} \sum_{l=0}^{k} (n+1-k) \phi_l \phi_{k+1-l} \phi_{n+1-k} &\left\{ x^{n+3} t^{-\frac{\alpha(n+1)}{3}} \right. \quad (3.12)
\end{align*}
\]

Now, we shall find the series solution of equation(3.3) in general i.e. for any value \( p > 0 \). First of all let us simplify \( z^n \) term of \( (\sum_{n=0}^{\infty} \phi_n z^n)^p \sum_{n=0}^{\infty} (n+1) \phi_{n+1} \).

General term of \( (\sum_{n=0}^{\infty} \phi_n z^n)^p \sum_{n=0}^{\infty} (n+1) \phi_{n+1} \):

\[
\sum_{n=0}^{\infty} \phi_n z^n = \sum_{k^{(1)}=0}^{n} \sum_{k^{(2)}=0}^{k^{(1)}} \sum_{k^{(3)}=0}^{k^{(2)}} \sum_{k^{(4)}=0}^{k^{(3)}} \sum_{k^{(5)}=0}^{k^{(4)}} \sum_{k^{(6)}=0}^{k^{(5)}} \sum_{k^{(7)}=0}^{k^{(6)}} \sum_{k^{(8)}=0}^{k^{(7)}} (n+1-k^{(1)}) \phi_{k^{(p-1)}} \phi_{k^{(p-2)}} \phi_{k^{(p-3)}} \phi_{k^{(p-4)}} \phi_{k^{(p-5)}} \phi_{k^{(p-6)}} \phi_{k^{(p-7)}} \phi_{k^{(p-8)}} \phi_{k^{(p-9)}} \phi_{k^{(p-10)}} \phi_{n+1-k^{(1)}}. \quad (3.13)
\]
Upon comparing constant terms and coefficient of $z^n$ of equation (3.3) on both sides, one gets
\[
\phi_3 = \frac{1}{1.2.3} \left\{ \frac{\Gamma(1 - \frac{2x}{p})}{\Gamma(1 - \frac{2a}{3p} - \alpha)} \phi_0 - \Lambda \phi_1 \phi_0 \right\},
\]
(3.14)
and
\[
\phi_{n+3} = \frac{1}{(n+1)(n+2)(n+3)} \left\{ \frac{\Gamma(1 - \frac{2a}{3p} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{2a}{3p} - \frac{n\alpha}{3} - \alpha)} \phi_n - A \sum_{k^{(1)}=0}^n \sum_{k^{(2)}=0}^{k^{(1)}} \sum_{k^{(3)}=0}^{k^{(2)}} (n+1-k^{(1)}) \phi_{k^{(p-1)}} \phi_{k^{(p-1)-k^{(p)}}} \phi_{n+1-k^{(1)}} \right\},
\]
(3.15)
\[
\ldots \phi_{k^{(3)-k^{(4)}}} \phi_{k^{(2)-k^{(3)}}} \phi_{k^{(1)})-k^{(2)}} \phi_{n+1-k^{(1)}} \right\},
\]
\[
\forall n \geq 0,
\]
respectively.

By substituting the values of $\phi_3$ and $\phi_{n+3}$ from equations (3.14) and (3.15) in (3.1), one can have:
\[
g(z) = \phi_0 + \phi_1 z + \phi_2 z^2 + \sum_{n=0}^{\infty} \frac{1}{(n+1)(n+2)(n+3)} \left\{ \frac{\Gamma(1 - \frac{2a}{3p} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{2a}{3p} - \frac{n\alpha}{3} - \alpha)} \phi_n - A \sum_{k^{(1)}=0}^n \sum_{k^{(2)}=0}^{k^{(1)}} \sum_{k^{(3)}=0}^{k^{(2)}} (n+1-k^{(1)}) \phi_{k^{(p-1)}} \phi_{k^{(p-1)-k^{(p)}}} \phi_{n+1-k^{(1)}} \right\} z^{n+3}.
\]
(3.16)

Hence, by applying the transformation [15], $z = xt^{-\alpha}$, $u(x, t) = t^{-\frac{2a}{3p}} g(z)$, the explicit power series solution of TFg KdV equation (1.1) is:
\[
u(x, t) = \phi_0 t^{-\frac{2a}{3p}} + \phi_1 t^{-\frac{n\alpha}{3}} x + \phi_2 x^2 t^{-\frac{2a(n+1)}{3p}} + \sum_{n=0}^{\infty} \frac{1}{(n+1)(n+2)(n+3)} \left\{ \frac{\Gamma(1 - \frac{2a}{3p} - \frac{n\alpha}{3})}{\Gamma(1 - \frac{2a}{3p} - \frac{n\alpha}{3} - \alpha)} \phi_n - A \sum_{k^{(1)}=0}^n \sum_{k^{(2)}=0}^{k^{(1)}} \sum_{k^{(3)}=0}^{k^{(2)}} (n+1-k^{(1)}) \phi_{k^{(p-1)}} \phi_{k^{(p-1)-k^{(p)}}} \phi_{n+1-k^{(1)}} \right\} x^{n+3} t^{-\frac{a(n+3)(n+2)+2}{3p}}.
\]
(3.17)

Clearly, the above series solution diverges whenever $1 - \frac{2a}{3p} - \frac{n\alpha}{3}$ equals zero or negative integers as gamma function is undefined for these values. Hence, the obtained solution
(3.17) is conditionally convergent.

In next section, an alternative method is provided to find the explicit power series solution of the equation TFg KdVe (1.1).

4. Traveling wave solution in sense of modified Riemann-Liouville derivative

To find the traveling wave solution of equation (4.2) in modified RL [18] sense, we apply the transformation used in [19, 20]

\[ u(x, t) = u(\xi), \quad \xi = kx - \frac{\lambda t^\alpha}{\Gamma(1+\alpha)} \] (4.1)

where \( k, \alpha \) are constants.

Thus, (1.1) reduces to

\[ \lambda u'(\xi) + k^3 u'''(\xi) + A_k u^p(\xi) u'(\xi) = 0. \] (4.2)

Integrating both sides of (4.2) with respect to \( \xi \), we get

\[ \lambda u(\xi) + k^3 u''(\xi) + A_k \frac{(u(\xi))^{p+1}}{p+1} = c, \] (4.3)

where \( c \) is an integration constant.

Suppose, the power series solution of (4.3) is of the following form:

\[ u(\xi) = \sum_{n=0}^{\infty} \gamma_n \xi^n. \] (4.4)

Accordingly,

\[ u'(\xi) = \sum_{n=0}^{\infty} (n+1) \gamma_{n+1} \xi^n, \] (4.5)

\[ u''(\xi) = \sum_{n=0}^{\infty} (n+1)(n+2) \gamma_{n+2} \xi^n. \] (4.6)

Substituting the values of \( u(\xi), u'(\xi), u''(\xi) \) from equations (4.4),(4.5),(4.6) respectively the equation (4.3) can be rewritten as:

\[ \lambda \sum_{n=0}^{\infty} \gamma_n \xi^n + k^3 \sum_{n=0}^{\infty} (n+1)(n+2) \gamma_{n+2} \xi^n + \frac{A_k}{(p+1)} \left( \sum_{n=0}^{\infty} \gamma_n \xi^n \right)^{p+1} = c. \] (4.7)

This is the general equation with \( p > 0 \). The following cases can be deduced from equation (4.7).

Case 1: For \( p = 1 \), equation (4.7) reads as:

\[ \lambda \sum_{n=0}^{\infty} \gamma_n \xi^n + k^3 \sum_{n=0}^{\infty} (n+1)(n+2) \gamma_{n+2} \xi^n + \frac{A_k}{2} \left( \sum_{n=0}^{\infty} \gamma_k \gamma_{n-k} \xi^n \right) = c. \] (4.8)
On comparing constant terms, coefficients of $\xi$ and $\xi^n$ on both sides of equation (4.8), one can obtain:

$$
\gamma_2 = -\frac{1}{(1.2)k^3} \left( \frac{A}{2} \gamma_0^2 + \lambda \gamma_0 - c \right),
$$

(4.9)

and

$$
\gamma_3 = -\frac{1}{(2.3)k^3} \left( A(\gamma_0 \gamma_1) + \lambda \gamma_1 \right),
$$

(4.10)

and

$$
\gamma_{n+2} = -\frac{1}{(n+1)(n+2)k^3} \left( \frac{A}{2} \sum_{k=0}^{n} \gamma_k \gamma_{n-k} + \lambda \gamma_n \right), \forall n \geq 1,
$$

(4.11)

respectively.

Thus, the power series solution of (4.3) for $p = 1$ can be written as:

$$
u(\xi) = \gamma_0 + \gamma_1 \xi - \frac{1}{(1.2)k^3} \left( \frac{A}{2} \gamma_0^2 + \lambda \gamma_0 - c \right) \xi^2 - \sum_{n=1}^{\infty} \frac{1}{(n+1)(n+2)k^3} \left( \frac{A}{2} \sum_{k=0}^{n} \gamma_k \gamma_{n-k} + \lambda \gamma_n \right) \xi^{n+2}.
$$

(4.12)

Hence, in view of (4.1) the exact power series solution of TFg KdV equation (1.1), for $p = 1$ is defined as:

$$
u(x, t) = \gamma_0 + \gamma_1 \left( kx - \frac{\lambda t^\alpha}{\Gamma(1+\alpha)} \right) - \frac{1}{(1.2)k^3} \left( \frac{A}{2} \gamma_0^2 + \lambda \gamma_0 - c \right) \left( kx - \frac{\lambda t^\alpha}{\Gamma(1+\alpha)} \right)^2 - \sum_{n=1}^{\infty} \frac{1}{(n+1)(n+2)k^3} \left( \frac{A}{2} \sum_{k=0}^{n} \gamma_k \gamma_{n-k} + \lambda \gamma_n \right) \left( kx - \frac{\lambda t^\alpha}{\Gamma(1+\alpha)} \right)^{n+2},
$$

(4.13)

where $\gamma_0, \gamma_1, k, \lambda \neq 0$ are arbitrary constants and one can obtain the remaining coefficients $\gamma_n (n \geq 1)$ from equations (4.9) and (4.11).

**Case 2:** For $p = 2$, in equation (4.7), one can have:

$$
\lambda \sum_{n=0}^{\infty} \gamma_n \xi^n + k^3 \sum_{n=0}^{\infty} (n+1)(n+2) \gamma_{n+2} \xi^n + \frac{A}{3} \left( \sum_{n=0}^{\infty} \sum_{k=0}^{n} \gamma_k \gamma_{n-k} \xi^n \right) = c.
$$

(4.14)

On comparing constant terms, coefficients of $\xi$ and $\xi^n$ on both sides of equation (4.14) and after some simplification as done in previous case, one can have the exact power series solution of TFg KdV equation (4.3) for $p = 2$ as follows:

$$
u(\xi) = \gamma_0 + \gamma_1 \xi - \frac{1}{(1.2)k^3} \left( \frac{A}{3} \gamma_0^3 + \lambda \gamma_0 - c \right) \xi^2 - \sum_{n=1}^{\infty} \frac{1}{(n+1)(n+2)k^3} \left( \frac{A}{3} \sum_{k=0}^{n} \gamma_k \gamma_{n-k} + \lambda \gamma_n \right) \xi^{n+2}.
$$

(4.15)
Therefore, the exact power series solution of TFG KdV equation (1.1) for $p = 2$ is:

$$u(x, t) = \gamma_0 + \gamma_1 (kx - \frac{\lambda t^\alpha}{\Gamma(1 + \alpha)}) - \frac{1}{(1.2)^2} \left(\frac{Ak}{3} \gamma_0^3 + \lambda \gamma_0 - c\right) (kx - \frac{\lambda t^\alpha}{\Gamma(1 + \alpha)})^2$$

$$- \sum_{n=1}^{\infty} \frac{1}{(n+1)(n+2)k^3} \left(\frac{Ak}{3} \sum_{k=1}^{n} \sum_{l=0}^{k} \gamma_l \gamma_{n-k+l} \lambda \gamma_n\right) (kx - \frac{\lambda t^\alpha}{\Gamma(1 + \alpha)})^{n+2}, \quad (4.16)$$

where $\gamma_0, \gamma_1, k, \lambda \neq 0$ are arbitrary constants.

Now, we shall find series solution of equation (4.7) in general i.e. for any value $p > 0$. Hence, reduced equation is:

$$\lambda \sum_{n=0}^{\infty} \gamma_n \xi^n + k^3 \sum_{n=0}^{\infty} (n+1)(n+2) \gamma_{n+2} \xi^n + \frac{Ak}{p+1} \left\{ \sum_{n=0}^{\infty} \sum_{k=1}^{n} \sum_{k=0}^{k} \gamma_{k(p-2)} \gamma_{k(p-1)-k(p)} \gamma_{k(p-2)-k(p-1)} \cdots \gamma_{k(2)-k(3)} \gamma_{k(1)-k(2)} \gamma_{n-k(1)} \right\} = c. \quad (4.17)$$

On comparing constant terms and coefficients of $\xi^n$ on both sides of equation (4.17), we get

$$\gamma_2 = \frac{-1}{(n+1)(n+2)k^3} \left(\frac{Ak}{p+1} \gamma_0^p + \lambda \gamma_0 - c\right), \quad (4.18)$$

and

$$\gamma_{n+2} = \frac{-1}{(n+1)(n+2)k^3} \left\{ \frac{Ak}{p+1} \sum_{k=1}^{n} \sum_{k=0}^{k(1)} \sum_{k=0}^{k(2)} \cdots \sum_{k=0}^{k(p-1)} \gamma_{k(p)} \gamma_{k(p-1)-k(p)} \gamma_{k(p-2)-k(p-1)} \cdots \gamma_{k(2)-k(3)} \gamma_{k(1)-k(2)} \gamma_{n-k(1)} + \lambda \gamma_n \right\}, \quad \forall n \geq 1, \quad (4.19)$$

respectively.

Therefore, the general solution of (4.3) is:

$$u(\xi) = \gamma_0 + \gamma_1 \xi - \frac{1}{(n+1)(n+2)k^3} \left(\frac{Ak}{p+1} \gamma_0^p + \lambda \gamma_0 - c\right) \xi^2$$

$$- \sum_{n=1}^{\infty} \frac{1}{(n+1)(n+2)k^3} \left\{ \frac{Ak}{p+1} \sum_{k=1}^{n} \sum_{k=0}^{k(1)} \sum_{k=0}^{k(2)} \cdots \sum_{k=0}^{k(p-1)} \gamma_{k(p)} \gamma_{k(p-1)-k(p)} \gamma_{k(p-2)-k(p-1)} \cdots \gamma_{k(2)-k(3)} \gamma_{k(1)-k(2)} \gamma_{n-k(1)} + \lambda \gamma_n \right\} \xi^{n+2}. \quad (4.20)$$
So, the exact power series solution of TFg KdVe (1.1) for any value $p > 0$ is:

$$u(x, t) = \gamma_0 + \gamma_1 \left( kx - \frac{\lambda t^\alpha}{\Gamma(1+\alpha)} \right) - \frac{1}{(n+1)(n+2)} k^3 \left( \frac{\lambda p}{p+1} \gamma_0 + \lambda \gamma_0 - c \right) \left( kx - \frac{\lambda t^\alpha}{\Gamma(1+\alpha)} \right)^2 - \sum_{n=1}^{\infty} \frac{1}{(n+1)(n+2)} k^3 \left\{ \frac{\lambda k}{p+1} \sum_{k^{(1)}=0}^{n} \sum_{k^{(2)}=0}^{k^{(1)}} \sum_{k^{(3)}=0}^{k^{(2)}} \cdots \sum_{k^{(p-1)}=0}^{k^{(p-2)}} \sum_{k^{(p)}=0}^{k^{(p-1)}} \gamma_{k^{(p)}} \right\} \left( kx - \frac{\lambda t^\alpha}{\Gamma(1+\alpha)} \right)^{n+2},$$

(4.21)

where $\gamma_0, k, \lambda \neq 0$ are arbitrary constants and the remaining coefficients $\gamma_n (n \geq 1)$ are obtained from equations (4.18) and (4.19).

Let us discuss the convergence analysis of series solution of equation (1.1).

4.1. Convergence Analysis

In this sub-section the convergence of power series solution of equation (1.1) has been analyzed by using the concepts of Implicit Function theorem [21] and majorant series. For this consider equation (4.19)

$$|\gamma_{n+2}| = \left| \frac{-1}{(n+1)(n+2)} k^3 \left\{ \frac{\lambda k}{p+1} \sum_{k^{(1)}=0}^{n} \sum_{k^{(2)}=0}^{k^{(1)}} \sum_{k^{(3)}=0}^{k^{(2)}} \cdots \sum_{k^{(p-1)}=0}^{k^{(p-2)}} \sum_{k^{(p)}=0}^{k^{(p-1)}} \gamma_{k^{(p)}} \gamma_{k^{(p-1)}-k^{(p)}} \gamma_{k^{(p-2)}-k^{(p-1)}} \cdots \gamma_{k^{(1)}-k^{(2)}} \gamma_{n-k^{(1)}} + \lambda \gamma_{n} \right\} \right|, \forall n \geq 1. \quad (4.22)$$

Then, one can obtain the following inequality:

$$|\gamma_{n+2}| \leq \left\| \frac{\lambda k}{p+1} \left\{ \sum_{k^{(1)}=0}^{n} \sum_{k^{(2)}=0}^{k^{(1)}} \sum_{k^{(3)}=0}^{k^{(2)}} \cdots \sum_{k^{(p-1)}=0}^{k^{(p-2)}} \sum_{k^{(p)}=0}^{k^{(p-1)}} |\gamma_{k^{(p)}}| \right\} \right\| \left\{ \gamma_{k^{(p-1)}-k^{(p)}} \gamma_{k^{(p-2)}-k^{(p-1)}} \cdots \gamma_{k^{(1)}-k^{(2)}} \gamma_{n-k^{(1)}} \right\} + |\lambda| |\gamma_{n}|, \forall n \geq 1, \quad (4.23)$$

$$\leq M \left\{ \sum_{k^{(1)}=0}^{n} \sum_{k^{(2)}=0}^{k^{(1)}} \sum_{k^{(3)}=0}^{k^{(2)}} \cdots \sum_{k^{(p-1)}=0}^{k^{(p-2)}} \sum_{k^{(p)}=0}^{k^{(p-1)}} |\gamma_{k^{(p)}}| \right\} \left\{ \gamma_{k^{(p-1)}-k^{(p)}} \gamma_{k^{(p-2)}-k^{(p-1)}} \cdots \gamma_{k^{(1)}-k^{(2)}} \gamma_{n-k^{(1)}} \right\} + |\gamma_{n}|, \quad (4.24)$$
where $M = \max \left\{ \left| \frac{A_k}{p+1} \right|, |\lambda| \right\}$. Consider another power series,

$$C = C(\xi) = \sum_{n=0}^{\infty} c_n \xi^n,$$

where $c_i = |\gamma_i|$ for $i = 0, 1$ and

$$c_{n+2} = M \left[ \sum_{k^{(1)}=0}^{n} \sum_{k^{(2)}=0}^{k^{(1)}} \sum_{k^{(3)}=0}^{k^{(2)}} \cdots \sum_{k^{(p-1)}=0}^{k^{(p-2)}} \sum_{k^{(p)}=0}^{k^{(p-1)}} c_k c_{k^{(p-1)}-k^{(p)}} c_{k^{(p-2)}-k^{(p-1)}} \cdots c_{k^{(1)}-k^{(2)}} c_{n-k^{(1)}} \right] + c_n,$$

where $n = 0, 1, 2...$

Therefore, one can deduce that:

$$|\gamma_i| \leq c_i, \quad i = 0, 1, 2...$$

It can be easily interpreted that the series $C = C(\xi) = \sum_{n=0}^{\infty} c_n \xi^n$ is a majorant series of (4.4).

The next task is to prove that the series $C = C(\xi)$ has a positive radius of convergence. For this one may rewrite the majorant series in the following form:

$$C(\xi) = c_0 + c_1 \xi + \sum_{n=0}^{\infty} c_{n+2} \xi^{n+2},$$

$$= c_0 + c_1 \xi + \sum_{n=0}^{\infty} M \left[ \sum_{k^{(1)}=0}^{n} \sum_{k^{(2)}=0}^{k^{(1)}} \sum_{k^{(3)}=0}^{k^{(2)}} \cdots \sum_{k^{(p-1)}=0}^{k^{(p-2)}} \sum_{k^{(p)}=0}^{k^{(p-1)}} c_k c_{k^{(p-1)}-k^{(p)}} c_{k^{(p-2)}-k^{(p-1)}} \cdots c_{k^{(1)}-k^{(2)}} c_{n-k^{(1)}} \right] \xi^{n+2},$$

$$= c_0 + c_1 \xi + MC^{(p+1)} \xi^2 + MC \xi^2. \quad (4.26)$$

Now, take into consideration the following implicit functional equation with $\xi$ as an independent variable:

$$F(\xi, C) = C - c_0 - c_1 \xi - M \left[ C^{(p+1)} \xi^2 + C \xi^2 \right]. \quad (4.27)$$

From the above equation, we observe that $F$ is analytical in the neighborhood of $(0, c_0)$ and $F(0, c_0) = 0; \quad F'_C(0, c_0) = 1 \neq 0$.

Then by Implicit Function theorem [21], it can be inferred that $C = C(\xi)$ is analytic in the neighborhood of the point $(0, c_0)$ with positive radius of convergence.

Hence, the power series (4.4) is convergent in neighborhood of the point $(0, c_0)$. 


4.2. Graphical Report

The figures of explicit solutions of TFg KdV equation (1.1), obtained using FCT and power series method have been presented.

Figure 1: Perspective and 2D view of power series solution of (4.13) with the parameter values $\gamma_0 = 0, \gamma_1 = \frac{32}{3}, \alpha = .85, k = 1, A = 3, \lambda = \frac{1}{4}$.

Figure 2: Perspective and 2D view of explicit series solution of (4.16) with the parameter values $\gamma_0 = 0, \gamma_1 = \frac{32}{3}, \alpha = .85, k = 1, A = 3, \lambda = \frac{1}{4}$.
5. Traveling Wave Solution in Sense of Conformable Derivative

This section aims at finding the solution of TFg KdVe (1.1), where time fractional derivative of order \( \alpha \) is considered as conformable derivative (2.4). The reduced ODE is solved by using \( (G'/G) \) expansion method [22, 23]. In light of the following transformation:

\[
u = f(\xi), \quad \xi = x + \frac{kt^\alpha}{\alpha}, \tag{5.1}\]

the equation (1.1) reduces into an ordinary differential equation of the following form:

\[	f''(\xi) - kf'(\xi) + Af^p(\xi)f(\xi) = 0. \tag{5.2}\]

On integrating and taking integration constant equal to zero, (5.2) reduces to:

\[	f''(\xi) - kf(\xi) + A\frac{(f(\xi))^{p+1}}{(p+1)} = 0. \tag{5.3}\]

Consider the following three cases for equation (5.3)

**Case 1: when** \( p = 1 \)

Then, (5.3) gets converted to:

\[	f''(\xi) - kf(\xi) + A\frac{f(\xi)^2}{2} = 0. \tag{5.4}\]

By homogeneous balance method, one can obtain degree \( n = 2 \). Hence, by utilizing \( \left(\frac{G'}{G}\right) \) method, suppose solution is of the following form:

\[
f(\xi) = w_0 + w_1 \left(\frac{G'}{G}\right) + w_2 \left(\frac{G'}{G}\right)^2. \tag{5.5}\]

After substituting (5.5) in (5.4), a set of equations in terms of \( w_0, w_1, w_2 \) are obtained as:

\[
20w_2^2\lambda + 10w_2w_1 + \frac{1}{2}Aw_2^2 = 0, \\
8w_2^2\lambda + Aw_1w_2 + 16w_2^2\mu + 2w_1^2 + 16w_2\lambda w_1 = 0, \\
Aw_0w_2 + 12w_2^2\lambda\mu + \frac{1}{2}Aw_1^2 + 12w_2w_1\mu + 3w_2^2\lambda - kw_2 + 6w_1\lambda^2w_2 = 0, \\
w_1^2\lambda^2 + 2w_1^2\mu + Aw_0 - kw_1 + 8w_1\lambda w_2\mu + 4w_2^2\mu^2 = 0, \\
w_1^2\lambda\mu + 2w_2\mu^2w_1 + \frac{1}{2}Aw_0^2 - kw_0 = 0, \\
12w_2^2 = 0. \tag{5.6}\]
On solving, it gives \( w_2 = 0, w_1 = -\frac{36(\Lambda w_0 - K)}{A^2 + 72\mu} \), \( w_0 = w_0, \mu, \lambda = \frac{-\Lambda}{\alpha} \). Depending on \( \lambda^2 - 4\mu \) there are two solutions.

If \( \lambda^2 - 4\mu > 0 \), it gives hyperbolic traveling wave solution of equation (5.4) as

\[
u(x, t) = w_0 - \frac{36(\Lambda w_0 - K)}{A^2 + 72\mu} \frac{\sqrt{\lambda^2 - 4\mu}}{2} \left[ \frac{(L_1 \cosh \sqrt{\lambda^2 - 4\mu} \xi + L_2 \sinh \sqrt{\lambda^2 - 4\mu} \xi)}{2} - \frac{\lambda}{2} \right],
\]

where \( \xi = x + \frac{kt^\alpha}{\alpha} \).

If \( \lambda^2 - 4\mu < 0 \), it gives trigonometric traveling wave solution of equation (5.4) as

\[
u(x, t) = w_0 - \frac{36(\Lambda w_0 - K)}{A^2 + 72\mu} \frac{\sqrt{4\mu - \lambda^2}}{2} \left[ \frac{(L_1 \cos \sqrt{4\mu - \lambda^2} \xi - L_2 \sin \sqrt{4\mu - \lambda^2} \xi)}{2} - \frac{\lambda}{2} \right],
\]

where \( \xi = x + \frac{kt^\alpha}{\alpha} \).

**Case 2: when** \( p = 2 \)

Then, (5.3) reduces to:

\[	f''(\xi) - kf(\xi) + \Lambda \frac{(f(\xi))^3}{3} = 0. \tag{5.9}
\]

By homogeneous balance method, one can obtain degree \( n = 1 \). Hence, by using \( \left( \frac{G'}{G} \right) \) method, suppose solution is of the following form:

\[
f(\xi) = w_0 + w_1 \left( \frac{G'}{G} \right). \tag{5.10}
\]

Putting (5.10) in equation (5.9) gives a set of equations in terms of \( w_0, w_1 \), on simplifying it, \( w_1 = -\frac{6}{\sqrt{-6A}}, w_0 = -\frac{3}{\sqrt{-6A}}, \mu = \frac{1}{4} \lambda^2 + \frac{k}{2} \)

If \( \lambda^2 - 4\mu > 0 \)

\[
u(x, t) = -3 \frac{\lambda}{\sqrt{-6A}} - 6 \frac{1}{\sqrt{-6A}} \left[ \frac{(L_1 \cosh \sqrt{\lambda^2 - 4\mu} \xi + L_2 \sinh \sqrt{\lambda^2 - 4\mu} \xi)}{2} - \frac{\lambda}{2} \right], \tag{5.11}
\]

where \( \xi = x + \frac{kt^\alpha}{\alpha} \).

If \( \lambda^2 - 4\mu < 0 \)

\[
u(x, t) = -3 \frac{\lambda}{\sqrt{-6A}} - 6 \frac{1}{\sqrt{-6A}} \left[ \frac{(L_1 \cos \sqrt{4\mu - \lambda^2} \xi - L_2 \sin \sqrt{4\mu - \lambda^2} \xi)}{2} - \frac{\lambda}{2} \right], \tag{5.12}
\]

where \( \xi = x + \frac{kt^\alpha}{\alpha} \).

**Case 3: For any value of** \( p > 0 \)

Then, (5.3) reduces to:

\[	f'' - kf + Bf^{(p+1)} = 0. \tag{5.13}
\]
where $B = \frac{A}{(p+1)}$. By homogeneous balance method, one can obtain degree $n = \frac{2}{p}$. Hence, by using $\left(\frac{G'}{G}\right)$ method, suppose solution is of the following form:

$$f(\xi) = q \left(\frac{G'}{G}\right)^{\frac{2}{p}}. \quad (5.14)$$

Putting equation (5.14) in (5.13) gives a set of equation in polynomials $\left(\frac{G'}{G}\right)$ of which is used to find out constant $q$. The obtained value of $q = \left(-\frac{2p-4}{Bp^2}\right)^{\frac{1}{p}}, \lambda = 0, \mu = \frac{kp^2}{8}$. The solution of equation (5.14) is given as according to the conditions on $\mu$.

If $\mu > 0$, then

$$f(\xi) = \left(-\frac{2p-4}{Bp^2}\right)^{\frac{1}{p}} \left(\sqrt{\mu}(c_1 \cos(\sqrt{\mu}\xi) - c_2 \cos(\sqrt{\mu}\xi)) \right)^{\frac{2}{p}}. \quad (5.15)$$

If $\mu < 0$, then

$$f(\xi) = \left(-\frac{2p-4}{Bp^2}\right)^{\frac{1}{p}} \left(-\sqrt{\mu}(c_3 e^{\sqrt{\mu}\xi} - c_4 e^{-\sqrt{\mu}\xi}) \right)^{\frac{2}{p}}. \quad (5.16)$$

6. Conclusion

Sahadevan and Bakkyaraj [15] have reduced TFg KdV equation (1.1) to FODE (1.2), by the concept of Lie symmetry. They claimed that the reduced form cannot be solved in general. But any equation without solution has no significance. Motivated by this fact, in this study not only conditionally convergent series solution has been provided, but also we have proposed one of the wave solution in sense of modified Riemann-Liouville derivative. Graphs and convergence analysis of the procured series solution have been put forth. Further, $(G'/G)$ expansion method has been deployed to solve ODE (5.3) corresponding to TFg KdVe (1.1) in conformable derivative sense.
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