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ABSTRACT. In this paper, we are concerned with semiclassical states to the following fractional nonlinear elliptic equation,

\[ \epsilon^{2s}(-\Delta)^su + V(x)u = N(|u|)u \quad \text{in } \mathbb{R}^N, \]

where \(0 < s < 1\), \(\epsilon > 0\) is a small parameter, \(N > 2s\), \(V \in C^1(\mathbb{R}^N, \mathbb{R}^+)\) and \(N \in C(\mathbb{R}, \mathbb{R})\). The nonlinearity has Sobolev subcritical, critical or supercritical growth. The fractional Laplacian \((-\Delta)^s\) is characterized as \(F((-\Delta)^su)(\xi) = |\xi|^{2s}F(u)(\xi)\) for \(\xi \in \mathbb{R}^N\), where \(F\) denotes the Fourier transform.

We construct positive semiclassical states and an infinite sequence of sign-changing semiclassical states with higher energies clustering near the local minimum points of the potential \(V\). The solutions are of higher topological type, which are obtained from a minimax characterization of higher dimensional symmetric linking structure via the symmetric mountain pass theorem. They correspond to critical points of the underlying energy functional at energy levels where compactness condition breaks down. The proofs are mainly based on penalization methods, \(s\)-harmonic extension theories and blow-up arguments along with local type Pohozaev identities.
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1. INTRODUCTION

In this paper, we are interested in semiclassical states to the following nonlinear Schrödinger equation,

\[ \epsilon^{2s}(-\Delta)^su + V(x)u = N(|u|)u \quad \text{in } \mathbb{R}^N, \] (1.1)

where \(0 < s < 1\), \(\epsilon > 0\) is a small parameter, \(N > 2s\), \(V \in C^1(\mathbb{R}^N, \mathbb{R}^+)\) and \(N \in C(\mathbb{R}, \mathbb{R})\). The problem under consideration arises in the study of standing waves to the following time-dependent
nonlinear Schrödinger equation,
\[ i\hbar \partial_t \psi = \hbar^2 (-\Delta)^s \psi + M(x)\psi - V(|\psi|)\psi \quad \text{in } \mathbb{R} \times \mathbb{R}^N, \tag{1.2} \]
where \( i \) is the imaginary unit, \( \hbar \) is the Planck constant, \( \psi \) represents wave function of particle states and \( M(x) \) represents external field. Here a standing wave to (1.2) is a solution of the form
\[ \psi(x, t) = e^{i \frac{\mu t}{\hbar}} u(x). \]

It is clear that \( \psi \) is a solution to (1.2) if and only if \( u \) is a solution to (1.1) with \( \epsilon = \hbar \) and \( V(x) = M(x) + \mu \). The equation (1.2) was introduced by Laskin in [33] as an extension of the classical nonlinear Schrödinger equation for \( s = 1 \). It is of particular interest in the fractional quantum mechanics and used to describe many physical problems, such as phase transitions and conservation laws, see for example [34, 35] and references therein. When \( \epsilon > 0 \) sufficiently small, solutions to (1.1) are often referred to as semiclassical states. Concentration phenomenon of semiclassical states as \( \epsilon \to 0^+ \) reflects the transition from quantum mechanics to classical mechanics and it gives rise to significant physical insights.

The aim of the present paper is to construct positive semiclassical states and an unbounded sequence of sign-changing semiclassical states to (1.1) concentrating around the trapping region of the potential \( V \) in the Sobolev subcritical, critical and supercritical cases. The solutions we construct are of higher topological type and possess higher energies, which correspond to critical points of the underlying energy functional at energy levels where compactness condition breaks down. Indeed, energies of the solutions can tend to infinity. For the potential \( V \), we formulate the following assumptions.

(V1) \( V \in C^1(\mathbb{R}^N, \mathbb{R}^+) \) and there exist \( a > 0 \) and \( b > 0 \) such that \( a \leq V(x) \leq b \) for any \( x \in \mathbb{R}^N \).

(V2) There exists a bounded domain \( \Lambda \subset \mathbb{R}^N \) with smooth boundary \( \partial \Lambda \) such that
\[ \nabla V(x) \cdot \mathbf{n}(x) > 0 \quad \text{for any } x \in \partial \Lambda, \]
where \( \mathbf{n}(x) \) denotes the unit outward normal vector to \( \partial \Lambda \) at \( x \).

**Remark 1.1.** Such assumptions on the potential \( V \) seem initially addressed by the first author and Wang in [18] to consider semiclassical states to nonlinear Schrödinger equations, see also [17].

**Remark 1.2.** Note that (V2) is fulfilled if \( V \) has an isolated local minimum set, i.e. \( V \) has a local trapping potential well. This shows that (V2) is more general than usual global or local conditions imposed on potentials to discuss semiclassical states, which actually causes the study of the concentration of semiclassical states to become difficult.

Let us now fix some notations for further clarifications. Under the assumption (V2), we define the set of critical points of \( V \) by
\[ \mathcal{V} := \{ x \in \mathbb{R}^N \mid \nabla V(x) = 0 \}. \tag{1.3} \]

Clearly, \( \mathcal{V} \) is a nonempty compact subset of \( \Lambda \). Without loss of generality, hereafter we shall assume that \( 0 \in \mathcal{V} \). For any \( \Omega \subset \mathbb{R}^N \), \( \delta > 0 \) and \( \epsilon > 0 \), we define
\[ \Omega_\epsilon := \{ x \in \mathbb{R}^N \mid \epsilon x \in \Omega \} \]
and
\[ \Omega^\delta := \left\{ x \in \mathbb{R}^N \mid \text{dist}(x, \Omega) := \inf_{y \in \Omega} |x - y| < \delta \right\}. \]

Firstly, we consider semiclassical states to (1.1) with the nonlinearity having Sobolev subcritical growth, i.e. \( \mathcal{N}(|u|)u = |u|^{p-2}u \) for \( 2 < p < 2^*_s := \frac{2N}{N-2s} \) and \( N > 2s \). In this situation, our main result reads as follows.

**Theorem 1.1.** Assume \( N \geq 2, \mathcal{N}(|u|)u = |u|^{p-2}u \) with \( 2 < p < 2^*_s \), (V1) and (V2) hold. Then for any positive integer \( k \), there exists \( \epsilon_k > 0 \) such that, for any \( 0 < \epsilon < \epsilon_k \), (1.1) has at least \( k \) pairs of solutions \( \pm u_{j, \epsilon}, j = 1, 2, \ldots, k \), satisfying that, for any \( \delta > 0 \), there exists \( C = C(\delta, k) > 0 \) such that
\[ |u_{j, \epsilon}(x)| \leq \frac{C}{1 + |\epsilon^{-1} \text{dist}(x, \mathcal{V})|^{N+2s}}, \quad x \in \mathbb{R}^N. \]

Moreover, \( u_{j, \epsilon} \) is positive solution for \( j = 1 \) and \( u_{j, \epsilon} \) is sign-changing solution for any \( j \geq 2 \).
Remark 1.3. The assumption $N \geq 2$ is only applied to derive the concentration of semiclassical states to (1.1) with the help of a local type Pohozaev identity, see Lemma 3.28. It would be interesting to know whether Theorem 1.1 still holds for the case $N = 1$.

Secondly, we study semiclassical states to (1.1) with the nonlinearity having Sobolev critical growth, i.e. $\mathcal{N}(u) = \mu |u|^{p-2} u + |u|^{2^*_s - 2} u$ for $2 < p < 2^*_s$ and some $\mu > 0$. In this situation, our main result reads as follows.

**Theorem 1.2.** Assume $N \geq 2$, $\mathcal{N}(u) = \mu |u|^{p-2} u + |u|^{2^*_s - 2} u$ with $\mu > 0$ and $\max\{2, (N + 2s)/(N - 2s)\} < p < 2^*_s$, $(V_1)$ and $(V_2)$ hold. Then for any positive integer $k$, there exists $\varepsilon_k > 0$ such that, for any $0 < \varepsilon < \varepsilon_k$, (1.1) has at least $k$ pairs of solutions $\pm u_{j, \varepsilon}$, $j = 1, 2, \ldots, k$, satisfying that, for any $\delta > 0$, there exists $C = C(\delta, k) > 0$ such that

$$|u_{j, \varepsilon}(x)| \leq \frac{C}{1 + |\varepsilon^{-1} \text{dist}(x, V^\delta)|^{N + 2s}}, \quad x \in \mathbb{R}^N.$$  

Moreover, $u_{j, \varepsilon}$ is positive solution for $j = 1$ and $u_{j, \varepsilon}$ is sign-changing solution for any $j \geq 2$.

**Remark 1.4.** The restriction on $p$ is technical, which comes from Lemma 4.14 employed to exclude blow-up of semiclassical states. It is unknown whether Theorem 1.2 remains valid for the case $2 < p \leq \max\{2, (N + 2s)/(N - 2s)\}$.

For the Sobolev critical case, it was found in [32] that the Palais-Smale condition holds at the energy level $\varepsilon < \frac{1}{N} S(s, N)^{N/2s}$, where $S(s, N) > 0$ is the Sobolev embedding constant. Actually, one can further verify that $\frac{1}{N} S(s, N)^{N/2s}$ is the least energy level at which the compactness condition fails. Moreover, a global compactness result, see [21, Theorem 3.1], which describes the obstacles of the compactness for problems having Sobolev critical growth, reveals that it is unlikely to prove the Palais-Smale condition at energy level above certain energy level. This indicates that the study of the existence and concentration of multiple semiclassical states to (1.1) with higher energies is considerably complex in the Sobolev critical case. To overcome the difficulty of lack of compactness, we require to propose new ingredients in the framework of fractional Laplacian and carry out delicate and involved analysis to deduce sharp decay estimates of solutions in certain domains. Roughly speaking, in this case, by properly modifying the critical nonlinearity, the problem under consideration can be regarded as subcritical one. After that, by carefully establishing uniform $L^\infty$ estimate of semiclassical states, we can derive the desired conclusion.

Finally, we investigate semiclassical states to (1.1) with the nonlinearity having Sobolev supercritical growth, i.e. $\mathcal{N}(u) = |u|^{p-2} u + \lambda |u|^{r-2} u$ for $2 < p < 2^*_s < r$ and $\lambda > 0$. In this situation, our main result reads as follows.

**Theorem 1.3.** Assume $N \geq 2$, $\mathcal{N}(u) = |u|^{p-2} u + \lambda |u|^{r-2} u$ with $2 < p < 2^*_s < r$, $(V_1)$ and $(V_2)$ hold. Then for any positive integer $k$, there exists $\lambda_k > 0$ such that, for any $0 < \lambda < \lambda_k$, there exists $\varepsilon_{k, \lambda} > 0$ such that, for any $0 < \varepsilon < \varepsilon_{k, \lambda}$, (1.1) has at least $k$ pairs of solutions $\pm u_{j, \varepsilon, \lambda}$, $j = 1, 2, \ldots, k$, satisfying that, for any $\delta > 0$, there exists $C = C(\delta, k, \lambda) > 0$ such that

$$|u_{j, \varepsilon, \lambda}(x)| \leq \frac{C}{1 + |\varepsilon^{-1} \text{dist}(x, V^\delta)|^{N + 2s}}, \quad x \in \mathbb{R}^N.$$  

Moreover, $u_{j, \varepsilon, \lambda}$ is positive solution for $j = 1$ and $u_{j, \varepsilon, \lambda}$ is sign-changing solution for any $j \geq 2$.

Since the problem is treated in $H^s(\mathbb{R}^N)$, which is continuously embedded into $L^p(\mathbb{R}^N)$ for any $2 \leq p \leq 2^*_s$, then we first require to truncate the supercritical nonlinearity. By deducing uniform $L^\infty$ estimate of semiclassical states, we then obtain the conclusion of Theorem 1.3.

**Remark 1.5.** The strategies we present here to study semiclassical states to (1.1) are flexible, which can be adapted to consider semiclassical states to other types of fractional nonlinear Schrödinger equations.

For the case $s = 1$, the existence and concentration of semiclassical states to (1.1) have been extensively explored during recent decades and there already exists a great deal of literature, see for example [9, 10, 11, 17, 18, 23, 24, 28, 29, 39, 40, 41, 50] and references therein. However, for the case
$0 < s < 1$, as far as we know there exist relatively few papers treating the existence and concentration of semiclassical states to (1.1). Let us now briefly recall some related results in this direction. For the Sobolev subcritical case, Figueiredo and Siciliano in [28] considered the existence and concentration of semiclassical states to (1.1) under the following global assumption on $V$,

$$0 < \inf_{x \in \mathbb{R}^N} V(x) < \liminf_{|x| \to \infty} V(x). \quad (1.4)$$

Later, the authors in [1, 3, 20] further investigated the existence and concentration of semiclassical states to (1.1) under the following local assumption on $V$,

$$0 < \inf_{x \in \Lambda} V(x) < \inf_{x \in \partial \Lambda} V(x), \quad (1.5)$$

where $\Lambda \subset \mathbb{R}^N$ is a bounded domain. Let us also refer the readers to [15, 16, 22, 26], where the Lyapunov-Schmidt reduction method was adapted to discuss the existence and concentration of semiclassical states to (1.1). For the Sobolev critical case, Shang et al. in [46] obtained the existence and concentration of semiclassical states to (1.1) under the assumption (1.4). Subsequently, the authors in [2, 5, 31, 32] studied the existence and concentration of semiclassical states to (1.1) under the assumption (1.5). Let us point out that these papers only concerned positive semiclassical states having energies below certain value where compactness condition holds true. In addition, the number of the solutions are finite. Inspired by the previous works, it would be interesting to question whether there exist (even infinitely many) sign-changing semiclassical states to (1.1) in the Sobolev subcritical, critical and supercritical cases. This is the motivation of our present survey and Theorems 1.1-1.3 give an affirmative answer, which also complement and extend the results before.

Let us now highlight a few features of our study. Firstly, we deduce the existence and concentration of semiclassical states to (1.1) under the assumptions $(V_1)$ and $(V_2)$. In our situation, there do not exist limit problems to use, which causes the discussion of the concentration of semiclassical states more complex. This is in striking contrast with the preceding works under the assumptions (1.4) and (1.5), where limit problems do exist and play an essential role in the study. Secondly, we derive the existence and concentration of positive semiclassical states and infinitely many sign-changing semiclassical states to (1.1) without applying any non-degeneracy condition. Indeed, as far as we know, non-degeneracy of sign-changing solutions to fractional nonlinear elliptic equations is unknown up to now. Lastly, the solutions we construct possess higher energies, which are of higher topological type. They correspond to critical points of the underlying energy functionals at energy levels where compactness conditions fail. To our knowledge, such results are new and have not been established previously for fractional nonlinear elliptic equations. And our Theorem 1.3 is new even for the case $s = 1$.

It is worth mentioning that our Theorems 1.1 and 1.2 can be regarded as counterparts of the results obtained in [17, 18] for the case $s = 1$. However, they are not straightforward and standard generalizations, the proofs of which are highly nontrivial. Due to the nonlocal nature of fractional Laplacian, it is quite hard to deduce the desired decay estimates of semiclassical states to (1.1) by directly using (1.1). Therefore, in the present paper, we take advantage of the $s$-harmonic extension arguments from Caffarelli and Silvestre in [13] to transform our problem to a local one defined in the upper half space with nonlinear Neumann boundary condition. This transformation actually creates additional difficulties coming from the fact that the extended problem is not homogeneous and solutions of which only enjoy polynomial decay. As a consequence, techniques employed to investigate semiclassical states to the local problems in [17, 18] are no longer suitable to our problem. For this reason, we need to develop new elements in order to capture sharp interior and boundary estimates of solutions to the extended problem in weighted Sobolev spaces.

Let us now outline the strategies to establish Theorems 1.1-1.3. We first make use of the $s$-harmonic extension arguments originating from [13] to transform our problem to a local one. Notice that the solutions we construct admit higher energies, which may go beyond the least energy threshold for guaranteeing compactness condition. Thus we next need to introduce modified problems. In the Sobolev subcritical case, we adapt truncation technique from Wang and Zhang in [51] to modify the nonlinearity. In the Sobolev critical case, our study becomes more complicated. We need to combine the approaches from Chen et al in [17] and Zhao et al in [52] to modify the nonlinearity, because of the presence of the critical nonlinearity. When it comes to the Sobolev supercritical case, we
need to combine the approach from Chabrowski and Yang in [14] to modify the nonlinearity, because
the supercritical nonlinearity comes into being. By doing this, we are able to demonstrate that the
underlying energy functionals satisfy the Palais-Smale condition, from which we immediately derive
the existence of an unbounded sequence of semiclassical states to the modified problems. The last and
-crucial step is to demonstrate that the solutions to the modified problems are indeed ones to the original
problems. In the Sobolev subcritical case, this is done by conducting a finer asymptotic analysis to the
solutions and utilizing a local type Pohozaev identity. In the Sobolev critical case, things become tough
and more delicate and involved analysis is required. Relying on a profile decomposition result, we first
derive sharp decay estimates of the solutions in certain domains which do not contain any blow-up
point, but are close to some blow-up points. We next apply a local type Pohozaev identity to rule
out the possibility of blow-up of the solutions, which in turns leads to the uniform boundedness of the
solutions. At this point, we can follow the way to deal with the Sobolev subcritical case to accomplish
the proof. In the Sobolev supercritical case, the key argument is to deduce uniform boundedness of
the solutions through Moser iterative technique, by which the problem under consideration is reduced
to the Sobolev subcritical case and the proof is completed.

The remainder of the paper is laid out as follows. In Section 2, we present some preliminary results
used to prove our main results. In Section 3, we treat the Sobolev subcritical case and show the proof
of Theorem 1.1. In Section 4, we handle the Sobolev critical case and give the proof of Theorem 1.2.
Section 5 is devoted to the study of the Sobolev supercritical case and the proof of Theorem 1.3. In
Appendix, we establish a local boundedness estimate of solutions to a type of degenerate nonlinear
elliptic equations, which may be of independent interest.

Notation. Throughout the paper, for any $1 \leq q < \infty$, we denote by $L^q(\mathbb{R}^N)$ the Lebesgue space
equipped with the norm
\[
\|u\|_{L^q(\mathbb{R}^N)} := \left( \int_{\mathbb{R}^N} |u|^q \, dx \right)^{\frac{1}{q}} \quad \text{for any } u \in L^q(\mathbb{R}^N).
\]
We use notations $\rightarrow$ and $\rightharpoonup$ to denote strong convergence and weak convergence of sequences in as-
associated spaces, respectively. We use letter $C$ to denote generic positive constants, whose values may
change from line to line. In addition, we use $o_n(1)$ to denote quantities which tend to zero as $n \to \infty$.

2. Preliminaries

In this section, we shall present some preliminary results used to establish our main results. First
of all, by making a change of variable $x \to \epsilon x$, we may write (1.1) as
\[
(\Delta)^s u + V_\epsilon(x)u = N(|u|)u \quad \text{in } \mathbb{R}^N, 
\]  
(2.1)
where $V_\epsilon(x) := V(\epsilon x)$ for $x \in \mathbb{R}^N$. From now on, we shall consider semiclassical states to (2.1). To
treat nonlocal problem (2.1), we need to introduce the $s$-harmonic extension arguments developed in
[13], which allow us to transform nonlocal problems into degenerate elliptic problems in the upper half
space $\mathbb{R}^{N+1}_+$ with nonlinear Neumann boundary condition. For $0 < s < 1$, the fractional Sobolev space
$H^s(\mathbb{R}^N)$ is defined by
\[
H^s(\mathbb{R}^N) := \left\{ u \in L^2(\mathbb{R}^N) \mid \int_{\mathbb{R}^N} (1 + |\xi|^{2s}) |\mathcal{F}(u)|^2 \, d\xi < \infty \right\}
\]
equipped with the norm
\[
\|u\|_{H^s(\mathbb{R}^N)} = \int_{\mathbb{R}^N} (1 + |\xi|^{2s}) |\mathcal{F}(u)|^2 \, d\xi,
\]
where $\mathcal{F}(u)$ stands for the Fourier transform of $u$. For $u \in H^s(\mathbb{R}^N)$, we denote by $w \in X^s(\mathbb{R}^{N+1}_+)$ its
$s$-harmonic extension to the upper half space $\mathbb{R}^{N+1}_+$, where $w$ is the solution to the equation
\[
\begin{cases}
-\text{div}(y^{1-2s} \nabla w) = 0 & \text{in } \mathbb{R}^{N+1}_+, \\
w = u & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases} \tag{2.2}
\]
Here the space $X^s(\mathbb{R}_+^{N+1})$ is defined by the completion of $C_0^\infty(\mathbb{R}_+^{N+1})$ under the norm
\[
\|w\|_{s}^2 := k_s \int_{\mathbb{R}_+^{N+1}} y^{1-2s} |\nabla w|^2 \, dx dy
\]
and the constant $k_s$ is given by
\[
k_s = 2^{1-2s} \frac{\Gamma(1-s)}{\Gamma(s)}
\]
Indeed, the solution $w \in X^s(\mathbb{R}_+^{N+1})$ to (2.2) has an explicit expression given by
\[
w(x, y) = P_y^s \ast u(x) = \int_{\mathbb{R}_+^N} P_y^s(x - \zeta, y) u(\zeta) \, d\zeta,
\tag{2.3}
\]
where
\[
P_y^s(x) := c_{N,s}\frac{y^{2s}}{(|x|^2 + y^2)^{N+s}}, \quad \int_{\mathbb{R}_+^N} P_y^s(x) \, dx = 1.
\tag{2.4}
\]

**Lemma 2.1.** [8, Theorem 2.1] There exists a constant $S = S(s, N) > 0$ such that, for any $w \in X^s(\mathbb{R}_+^{N+1})$, there holds that
\[
\left( \int_{\mathbb{R}_+^N} |w(x,0)|^{2t} \, dx \right)^{\frac{1}{2t}} \leq S \left( \int_{\mathbb{R}_+^{N+1}} y^{1-2s} |\nabla w|^2 \, dx dy \right)^{\frac{1}{2}}.
\]

With the $s$-harmonic extension arguments, we are now able to transform (2.1) into the following equation,
\[
\begin{aligned}
-\text{div}(y^{1-2s} \nabla w) &= 0 & \text{in } \mathbb{R}_+^{N+1}, \\
-k_s \frac{\partial w}{\partial y} &= -V_c(x) w + N(|w|)w & \text{on } \mathbb{R}^N \times \{0\},
\end{aligned}
\tag{2.5}
\]
where
\[
\frac{\partial w}{\partial y} := \lim_{y \to 0^+} y^{1-2s} \frac{\partial w}{\partial y}(x, y) = -\frac{1}{k_s} (-\Delta)^s u(x).
\]
We shall investigate semiclassical states to (2.5) in $X^{1,s}(\mathbb{R}_+^{N+1})$, where $X^{1,s}(\mathbb{R}_+^{N+1})$ is defined by the completion of $C_0^\infty(\mathbb{R}_+^{N+1})$ under the norm
\[
\|w\|_{1,s}^2 := k_s \int_{\mathbb{R}_+^{N+1}} y^{1-2s} |\nabla w|^2 \, dx dy + \int_{\mathbb{R}_+^N} |w(x,0)|^2 \, dx.
\]

**Lemma 2.2.** The embedding $X^{1,s}(\mathbb{R}_+^{N+1}) \hookrightarrow L^q(\mathbb{R}^N)$ is continuous for any $2 \leq q \leq 2^*_s$. Moreover, the embedding $X^{1,s}(\mathbb{R}_+^{N+1}) \hookrightarrow L^q(\mathbb{R}^N)$ is locally compact for any $2 \leq q < 2^*_s$.

To establish the existence of an infinite sequence of semiclassical states to (2.5), we shall take advantage of [18, Theorem 3.2]. Before stating this abstract theorem, let us introduce some notations and definitions. Let $X$ be a Banach space. For a set $P \subset X$, we define $-P := \{ -u \mid u \in P \}$. We denote by $\gamma(A)$ the genus of a closed symmetric subset $A \subset X$. For a functional $J \in C^1(X, \mathbb{R})$ and a constant $c \in \mathbb{R}$, we define
\[
J^c := \{ u \in X \mid J(u) \leq c \}, \quad K_c := \{ u \in X \mid J(u) = c, J'(u) = 0 \}.
\]

**Definition 2.1.** Let $J \in C^1(X, \mathbb{R})$ be an even functional, $P \subset X$ be a nonempty open set and $W := P \cup (-P)$. We say that $P$ is an admissible invariant set with respect to $J$ at level $c \in \mathbb{R}$, if there is a constant $\tau_0 > 0$ and a symmetric open neighborhood $\mathcal{O}$ of $W$ with $\gamma(\mathcal{O}) < \infty$ such that, for $0 < \tau < \tau_0$, there exists $\eta \in C(X, X)$ satisfying
\begin{itemize}
  \item[(i)] $\eta(\partial P) \subset P$, $\eta(\partial (-P)) \subset -P$, $\eta(P) \subset P$, $\eta(-P) \subset -P$;
  \item[(ii)] $\eta(-w) = -\eta(u)$ for any $u \in X$;
  \item[(iii)] $\eta_{\frac{\partial}{\partial \tau}} = id$;
  \item[(iv)] $\eta(J^{c+2\tau} \setminus (\mathcal{O} \cup W)) \subset J^{c-\tau}$.
\end{itemize}
Theorem 2.1. [18, Theorem 3.2] Let $J \in C^1(X, \mathbb{R})$ be an even functional, $P \subset X$ be a nonempty open set, $M := P \cap (-P)$, $W := P \cup (-P)$ and $\Sigma := \partial P \cap \partial (-P)$. Assume $P$ is an admissible invariant set with respect to $J$ at level $c$ for $c \geq c^* := \inf_{u \in \Sigma} J(u)$. Assume for any $n \in \mathbb{N}$, there exists a continuous map $\varphi_n : B_n := \{x \in \mathbb{R}^n \mid |x| \leq 1\} \to X$ satisfying

(i) $\varphi_n(0) \in M$, $\varphi_n(-x) = -\varphi_n(x)$ for any $x \in B_n$;
(ii) $\varphi_n(\partial B_n) \cap M = \emptyset$;
(iii) $\max\{J(0), \sup_{u \in \varphi_n(\partial B_n)} J(u)\} < c^*$.

For $j \in \mathbb{N}$, define

$$c_j := \begin{cases} \inf_{B \in \Lambda_j} \sup_{u \in [B \setminus W]} J(u), & \text{if } j \geq 2, \\ \inf_{B \in \Lambda_1} \sup_{u \in B} J(u), & \text{if } j = 1, \end{cases}$$

where

$$\Lambda_j := \{B \subset X \mid B = \varphi(B_n \setminus Y) \text{ for some } \varphi \in G_n, n \geq j \text{ and } Y \subset B_n \text{ is a symmetric open set with } \gamma(Y) \leq n - j\}$$

and

$$G_n := \{\varphi \in C(B_n, X) \mid \varphi(-x) = -\varphi(x) \text{ for any } x \in B_n, \varphi|_{\partial B_n} = \varphi_n|_{\partial B_n}\}.$$

Then for any $j \geq 2$,

$$K_{c_j \setminus W} \neq \emptyset.$$

Moreover, if $j \geq 2$ and $c := c_j = \cdots = c_{j+m} \geq c^*$, then

$$\gamma(K_c \setminus W) \geq m + 1.$$

3. Sobolev subcritical growth

In this section, we shall consider semiclassical states to (2.5) in the Sobolev subcritical case, i.e. $N(u) = |u|^{p-2}u$ for $2 < p < 2^*_s$. To begin with, let us introduce some notations. Let

$$\kappa := 2^{-1}(a/4)^{1/(p-2)},$$

and $\phi \in C(\mathbb{R}^+, \mathbb{R})$ be such that

$$\phi(t) = \begin{cases} (p-2)t^{p-3}, & 0 < t \leq \mu, \\ \kappa(t - \mu) + (p-2)\mu^{p-3}, & \mu < t \leq \mu - \frac{p-2}{\kappa}\mu^{p-3}, \\ 0, & t \geq \mu - \frac{p-2}{\kappa}\mu^{p-3}. \end{cases}$$

Define

$$g(t) := \int_0^t \phi(s) \, ds, \quad G(t) := \int_0^t g(s) s \, ds \quad \text{for } t \geq 0.$$

In view of the definition of $g$, we see that $g \in C^1(\mathbb{R}^+, \mathbb{R})$ and

$$g(t) = \begin{cases} t^{p-2}, & t \leq (a/4)^{1/(p-2)}, \\ c_* & t > 2(a/4)^{1/(p-2)}, \end{cases}$$

where

$$c_* := \int_0^{\mu - \frac{a}{4}\mu^{p-3}} \phi(t) \, dt \leq \int_0^{2\mu} \phi(t) \, dt \leq \int_0^{2\mu} (p-2)t^{p-3} \, dt = \frac{a}{4}.$$

In addition, it holds that, if $-\kappa$ is large enough, then

$$\frac{1}{2} g(|t|)t^2 - G(|t|) \geq 0 \quad \text{for any } t \in \mathbb{R}. \quad (3.1)$$
Hereafter, we shall choose $\kappa < - (1 + (p - 2)\mu^{p-4} + (p - 2)|\mu|\mu^{p-4})$ such that (3.1) holds true. According to the assumption (V2), we know that there exists $\delta_0 > 0$ such that, for any $y \in \Lambda^{\delta_0}$, if $B_{\delta_0}(y) \setminus \Lambda \neq \emptyset$, then

$$\inf_{x \in B_{\delta_0}(y) \setminus \Lambda} \nabla V(x) \cdot \nabla \text{dist}(x, \Lambda) > 0,$$

where $B_r(z) := \{x \in \mathbb{R}^N \mid |x - z| < r\}$ with $r > 0$ and $z \in \mathbb{R}^N$. Let $\eta \in C^\infty(\mathbb{R}^+, [0, 1])$ be a cut-off function such that $\eta(t) = 0$ for $t \leq 0$, $\eta(t) > 0$ for $t > 0$, $\eta(t) = 1$ for $t \geq \delta_0$ and $\eta'(t) \geq 0$ for $t \geq 0$, where the constant $\delta_0 > 0$ is determined by (3.2). Define $\chi(x) := \eta(\text{dist}(x, \Lambda))$ and

$$f_\epsilon(x, t) := (1 - \chi(\epsilon x)) \mu^{p-2} + \chi(\epsilon x) g(t), \quad F_\epsilon(x, t) := \int_0^t f_\epsilon(x, s) ds \quad \text{for } x \in \mathbb{R}^N, t \in \mathbb{R}.$$

Let us now introduce a modified equation as

$$\begin{cases}
- \text{div}(y^{1-2\kappa} \nabla w) = 0 & \text{in } \mathbb{R}^{N+1}_+,
- k_\kappa \frac{\partial w}{\partial \nu} = -V_\epsilon(x) w + f_\epsilon(x, |w|)w & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}$$

The energy functional associated to (3.3) is defined by

$$\Phi_\epsilon(w) := \frac{k_\kappa}{2} \int_{\mathbb{R}^{N+1}_+} y^{1-2\kappa} |\nabla w|^2 \, dx \, dy + \frac{1}{2} \int_{\mathbb{R}^N} V_\epsilon(x)|w(x, 0)|^2 \, dx - \int_{\mathbb{R}^N} F_\epsilon(x, |w(x, 0)|) \, dx.$$

It is standard to check that $\Phi_\epsilon \in C^1(\mathcal{X}^{1,s}(\mathbb{R}^{N+1}_+), \mathbb{R})$ and

$$\Phi'_\epsilon(w)\psi = k_\kappa \int_{\mathbb{R}^{N+1}_+} y^{1-2\kappa} \nabla w \cdot \nabla \psi \, dx \, dy + \int_{\mathbb{R}^N} V_\epsilon(x)w(x, 0)\psi(x, 0) \, dx$$

$$- \int_{\mathbb{R}^N} f_\epsilon(x, |w(x, 0)|)w(x, 0)\psi(x, 0) \, dx$$

for any $\psi \in \mathcal{X}^{1,s}(\mathbb{R}^{N+1}_+)$. Consequently, any critical point to $\Phi_\epsilon$ corresponds to a solution to (3.3).

### 3.1. Existence of semiclassical states

In the following, we shall adapt Theorem 2.1 to discuss the existence of semiclassical states to (3.3). To do this, let us first demonstrate that the energy functional $\Phi_\epsilon$ satisfies the Palais-Smale sequence in $\mathcal{X}^{1,s}(\mathbb{R}^{N+1}_+)$. 

**Lemma 3.1.** For any $\epsilon > 0$, the energy functional $\Phi_\epsilon$ satisfies the Palais-Smale condition in $\mathcal{X}^{1,s}(\mathbb{R}^{N+1}_+)$. 

**Proof.** Suppose $\{w_n\} \subset \mathcal{X}^{1,s}(\mathbb{R}^{N+1}_+)$ is a Palais-Smale sequence to $\Phi_\epsilon$, i.e.

$$|\Phi_\epsilon(w_n)| \leq C, \quad \Phi'_\epsilon(w_n) = o_n(1).$$

We shall deduce that $\{w_n\}$ has a convergent subsequence in $\mathcal{X}^{1,s}(\mathbb{R}^{N+1}_+)$. To do this, we first show that $\{w_n\}$ is bounded in $\mathcal{X}^{1,s}(\mathbb{R}^{N+1}_+)$. In light of (3.1), we get that

$$C(1 + ||w||_{1,s}) \geq \Phi_\epsilon(w_n) - \frac{1}{2} \Phi'_\epsilon(w_n)w_n$$

$$= \int_{\mathbb{R}^N} \frac{1}{2} f_\epsilon(x, |w_n(x, 0)|) |w_n(x, 0)|^2 - F_\epsilon(x, |w_n(x, 0)|) \, dx$$

$$\geq \frac{p-2}{2p} \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) |w_n(x, 0)|^p \, dx.$$
Since \( V(x) \geq a \) for any \( x \in \mathbb{R}^N \) and \( 0 \leq g(|t|) \leq \frac{a}{4} \) for any \( t \in \mathbb{R} \), then
\[
C\|w_n\|_{1,s} \geq \Phi'(w_n)w_n = k_s \int_{\mathbb{R}^{N+1}} y^{1-2s}|\nabla w_n|^2 \, dx + \int_{\mathbb{R}^N} V(x)|w_n(x,0)|^2 \, dx
- \int_{\mathbb{R}^N} f_\varepsilon(x,|w_n(x,0)||w_n(x,0)|^2 \, dx
\geq \min \left\{ 1, \frac{3a}{4} \right\} \|w_n\|_{1,s}^2 - \int_{\mathbb{R}^N} (1 - \chi(\varepsilon \varepsilon)) |w_n(x,0)|^p \, dx.
\]
This together with (3.4) yields that \( \{w_n\} \) is bounded in \( X^{1,s}(\mathbb{R}^{N+1}) \). From Lemma 2.2, we then know that there is \( w \in X^{1,s}(\mathbb{R}^{N+1}) \) such that \( w_n \rightharpoonup w \) in \( X^{1,s}(\mathbb{R}^{N+1}) \) and \( w_n(\cdot,0) \to w(\cdot,0) \) in \( L^q_{\text{loc}}(\mathbb{R}^N) \) for any \( 2 \leq q < 2^*_s \) as \( n \to \infty \). Furthermore, we have that \( \Phi'(w) = 0 \).

We next prove that, up to a subsequence, \( w_n \to w \) in \( X^{1,s}(\mathbb{R}^{N+1}) \) as \( n \to \infty \). Let us define \( z_n := w_n - w \), then \( \Phi'(w_n)z_n = o_n(1) \) and \( \Phi'(w)z_n = 0 \). This indicates that
\[
o_n(1) = \Phi'(w_n)z_n - \Phi'(w)z_n
= k_s \int_{\mathbb{R}^{N+1}} y^{1-2s}|\nabla z_n|^2 \, dx + \int_{\mathbb{R}^N} V(x)|z_n(x,0)|^2 \, dx
+ \int_{\mathbb{R}^N} (f_\varepsilon(x,|w(x,0)||w(x,0))z_n(x,0) - f_\varepsilon(x,|w_n(x,0)||w_n(x,0))w_n(x,0)z_n(x,0)) \, dx.
\]
Since \( z_n \rightharpoonup 0 \) in \( X^{1,s}(\mathbb{R}^{N+1}) \) as \( n \to \infty \), it then follows from Lemma 2.2 that
\[
\int_{\mathbb{R}^N} f_\varepsilon(x,|w(x,0)||w(x,0)z_n(x,0) \, dx = o_n(1)
\]
and
\[
\int_{\mathbb{R}^N} f_\varepsilon(x,|w_n(x,0)||w_n(x,0)z_n(x,0) \, dx = o_n(1).
\]
Using again the assumption that \( V(x) \geq a \) for any \( x \in \mathbb{R}^N \) and the fact that \( 0 \leq g(|t|) \leq \frac{a}{4} \) for any \( t \geq 0 \), from (3.5), we then derive that
\[
\min \left\{ 1, \frac{3a}{4} \right\} \|z_n\|_{1,s}^2 \leq \int_{\mathbb{R}^N} (1 - \chi(\varepsilon \varepsilon)) |w_n(x,0)|^{p-2} |z_n(x,0)|^2 \, dx + o_n(1).
\]
Observe that \( \text{supp} (1 - \chi(\varepsilon \varepsilon)) \) is bounded in \( \mathbb{R}^N \) for any \( \varepsilon > 0 \) and \( z_n(\cdot,0) \to 0 \) in \( L^q_{\text{loc}}(\mathbb{R}^N) \) for any \( 2 \leq q < 2^*_s \) as \( n \to \infty \). Applying (3.5), we then obtain that \( \|z_n\|_{1,s} = o_n(1) \). This shows that \( \{w_n\} \) has a convergent subsequence in \( X^{1,s}(\mathbb{R}^{N+1}) \), and the proof is completed.

We now introduce some notations. Let
\[
P_+ := \{ w \in X^{1,s}(\mathbb{R}^{N+1}) \mid w \geq 0 \}, \quad P_- := \{ w \in X^{1,s}(\mathbb{R}^{N+1}) \mid w \leq 0 \}.
\]
For \( \sigma > 0 \), we define
\[
P^\sigma_+ := \{ w \in X^{1,s}(\mathbb{R}^{N+1}) \mid 0 \leq \text{dist}_{X^{1,s}}(w, P_+) := \inf_{z \in P_+} \|w - z\|_{1,s} < \sigma \}
\]
and
\[
P^\sigma_- := \{ w \in X^{1,s}(\mathbb{R}^{N+1}) \mid 0 \leq \text{dist}_{X^{1,s}}(w, P_-) := \inf_{z \in P_-} \|w - z\|_{1,s} < \sigma \}.
\]

**Lemma 3.2.** There exists a constant \( \sigma_0 > 0 \) such that, for any \( 0 < \sigma < \sigma_0 \), there holds that
\[
c^* := \inf_{w \in \Sigma} \Phi'(w) > 0,
\]
where \( \Sigma := \partial(P^\sigma_+) \cap \partial(P^\sigma_-) \).
Due to the existence of a positive increasing sequence \( e \) and \( \ell \), we obtain that 
\[
\Phi_e(w) \geq \frac{k_s}{2} \int_{\mathbb{R}^{N+1}_+} y^{1-2s} |\nabla w|^2 \, dx \, dy + \frac{\alpha}{2} \int_{\mathbb{R}^N} |w(x, 0)|^2 \, dx - \frac{1}{p} \int_{\mathbb{R}^N} |w(x, 0)|^p \, dx 
\]
\[
\geq \frac{1}{2} \min \{1, a\} \|w\|^2_{1,s} - C_{p,N} \|w\|^p_{p,s}.
\]
Due to \( p > 2 \), then (3.9) follows immediately, and the proof is completed. \( \square \)

Since \( 0 \in \mathcal{V} \), then \( B_1(0) \subset (\mathcal{V}^\delta)_\epsilon \) for any \( \delta > 0 \) and \( \epsilon > 0 \) small enough. We now introduce an auxiliary functional 
\[
\Phi_0(w) := \frac{k_s}{2} \int_{\mathcal{C}_{B_1(0)}} y^{1-2s} |\nabla w|^2 \, dx \, dy + \frac{\beta}{2} \int_{B_1(0)} |w(x, 0)|^2 \, dx - \frac{1}{p} \int_{B_1(0)} |w(x, 0)|^p \, dx,
\]
where \( \mathcal{C}_{B_1(0)} := B_1(0) \times (0, \infty) \subset \mathbb{R}^{N+1}_+ \). Let \( X^{1,s}(\mathcal{C}_{B_1(0)}) \) be the completion of \( C_{0}^{\infty}(\overline{\mathcal{C}_{B_1(0)}}) \) under the norm 
\[
\|w\|^{2}_{X^{1,s}(\mathcal{C}_{B_1(0)})} := k_s \int_{\mathcal{C}_{B_1(0)}} y^{1-2s} |\nabla w|^2 \, dx \, dy + \int_{B_1(0)} |w(x, 0)|^2 \, dx.
\]

Let \( \{e_n\} \subset X^{1,s}(\mathcal{C}_{B_1(0)}) \) be an orthonormal basis to \( X^{1,s}(\mathcal{C}_{B_1(0)}) \) and \( E_n := \text{span}\{e_1, \ldots, e_n\} \). Without restriction, we shall assume that \( e_1 > 0 \) in \( \mathcal{C}_{B_1(0)} \). Notice that \( p > 2 \), then it is easy to see that there exists a positive increasing sequence \( \{R_n\} \subset \mathbb{R}^+ \) such that
\[
\Phi_0(w) < 0 \quad \text{for any } w \in E_n, \|w\|_{1,s} \geq R_n.
\]
For \( n \in \mathbb{N} \), we are now able to define \( \varphi_n \in C(B_n, X^{1,s}(\mathcal{C}_{B_1(0)})) \) by
\[
\varphi_n(x) := R_n \sum_{i=1}^n x_i e_i.
\]
Let \( W := P^w_+ \cup P^w_- \) and \( M := P^w_+ \cap P^w_- \). Applying Lemma 3.2, we then get that \( \varphi_n \) satisfies the conditions (i)-(iii) in Theorem 2.1.

For \( j \in \mathbb{N} \), we define
\[
c_{j,\epsilon} := \begin{cases} 
\inf_{B \in \Lambda_j} \sup_{u \in B \setminus W} \Phi_e(u), & \text{if } j \geq 2, \\
\inf_{B \in \Lambda_1} \sup_{u \in B} \Phi_e(u), & \text{if } j = 1,
\end{cases}
\]
and
\[
c_j := \begin{cases} 
\inf_{B \in \Lambda_j} \sup_{u \in B \setminus W} \Phi_0(u), & \text{if } j \geq 2, \\
\inf_{B \in \Lambda_1} \sup_{u \in B} \Phi_0(u), & \text{if } j = 1,
\end{cases}
\]
where
\[
\Lambda_j := \{ B \subset X^{1,s}(\mathbb{R}^{N+1}_+) \mid B = \varphi(B_n \setminus Y) \text{ for some } \varphi \in G_n, n \geq j \text{ and } Y \subset B_n \text{ is a symmetric open set with } \gamma(Y) \leq n - j \},
\]
\[
G_n := \{ \varphi \in C(B_n, X^{1,s}(\mathbb{R}^{N+1}_+)) \mid \varphi(-x) = -\varphi(x) \text{ for any } x \in B_n, \varphi|_{\partial B_n} = \varphi_n|_{\partial B_n} \}
\]
and
\[
\bar{\Lambda}_j := \{ B \subset X^{1,s}(\mathcal{C}_{B_1(0)}) \mid B = \varphi(B_n \setminus Y) \text{ for some } \varphi \in \bar{G}_n, n \geq j \text{ and } Y \subset B_n \text{ is a symmetric open set with } \gamma(Y) \leq n - j \},
\]
\[
\bar{G}_n := \{ \varphi \in C(B_n, X^{1,s}(\mathcal{C}_{B_1(0)})) \mid \varphi(-x) = -\varphi(x) \text{ for any } x \in B_n, \varphi|_{\partial B_n} = \varphi_n|_{\partial B_n} \}.
\]
According to the definitions of \( c_{j,\epsilon} \) and \( c_j \), it is not hard to deduce that
\[
c_1,\epsilon > 0, \quad 0 < c_2,\epsilon \leq \cdots \leq c_{j,\epsilon} \leq \cdots
\]
(3.15)
and
\[ \tilde{c}_1 > 0, \quad 0 < \tilde{c}_2 \leq \cdots \leq \tilde{c}_j \leq \cdots. \] (3.16)
Since \( V(x) \leq b \) for any \( x \in \mathbb{R}, \) then \( \Phi_k(w) \leq \Phi_0(w) \) for any \( w \in X^{1,s}(C_{B_i(0)}) \). In addition, there holds that \( \tilde{A}_j \subset A_j \) for any \( j \in \mathbb{N}. \) Hence, for any \( c > 0 \) small enough, we obtain that
\[ 0 < c_{j,x} \leq \tilde{c}_j \] for any \( j \geq 1. \) (3.17)

Next we are going to prove that \( P_+ \) is an admissible invariant set with respect to \( \Phi_\epsilon \) at level \( c \) for \( c \geq c^* \), where \( c^* > 0 \) is defined by Lemma 3.2. To this end, we need to introduce an operator \( A_\epsilon \) on \( X^{1,s}(\mathbb{R}^N_+) \). For \( z \in X^{1,s}(\mathbb{R}^N_+) \), we define \( w := A_\epsilon(z) \in X^{1,s}(\mathbb{R}^N_+) \) by the unique solution to the equation
\[
\begin{cases}
-\text{div}(y^{1-2s}\nabla w) = 0 & \text{in } \mathbb{R}^N_+,

-k_s \frac{\partial w}{\partial \nu} = -V_\epsilon(x)w + f_\epsilon(x,|z|)z & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\]

Lemma 3.3. The operator \( A_\epsilon \) is well-defined and continuous on \( X^{1,s}(\mathbb{R}^N_+) \).

Proof. By the definition of \( A_\epsilon \), it is not difficult to deduce that \( A_\epsilon \) is well-defined on \( X^{1,s}(\mathbb{R}^N_+) \). We now show that \( A_\epsilon \) is continuous on \( X^{1,s}(\mathbb{R}^N_+) \). Supposing \( z_n \to z \) in \( X^{1,s}(\mathbb{R}^N_+) \) as \( n \to \infty \), we shall prove that \( A_\epsilon(z_n) \to A_\epsilon(z) \) in \( X^{1,s}(\mathbb{R}^N_+) \) as \( n \to \infty \). For simplicity, let us define \( w_n := A_\epsilon(z_n) \) and \( w := A_\epsilon(z) \). Observe that
\[
k_s \int_{\mathbb{R}^N_+} y^{1-2s} |\nabla w_n|^2 \, dy + \int_{\mathbb{R}^N} V_\epsilon(x) |w_n(x,0)|^2 \, dx = \int_{\mathbb{R}^N} f_\epsilon(x,|z_n(x,0)|)z_n(x,0)w_n(x,0) \, dx.
\]
In view of the definition of \( f_\epsilon \), we find that \( |f_\epsilon(x,|t|)| \leq |t|^{p-2} \) for any \( x \in \mathbb{R}^N \) and \( t \in \mathbb{R} \). Using Hölder’s inequality and Lemma 2.2, we then have that
\[
\left| \int_{\mathbb{R}^N} f_\epsilon(x,|z_n(x,0)|)z_n(x,0)w_n(x,0) \, dx \right| \leq C \|z_n(x,0)\|_{L^{p-2}(\mathbb{R}^N)}^1 \|w_n(x,0)\|_{L^p(\mathbb{R}^N)}^{p-1} \leq C \|z_n\|_{X^{1,s}(\mathbb{R}^N_+)}^1 \|w_n\|_{X^{1,s}(\mathbb{R}^N_+)}^{p-1}.
\]
Therefore, \( \{w_n\} \) is bounded in \( X^{1,s}(\mathbb{R}^N_+) \). This suggests that there exists \( w \in X^{1,s}(\mathbb{R}^N_+) \) such that \( w_n \to w \) in \( X^{1,s}(\mathbb{R}^N_+) \) as \( n \to \infty \). Note that
\[
k_s \int_{\mathbb{R}^N_+} y^{1-2s} |\nabla w_n - \nabla w|^2 \, dy + \int_{\mathbb{R}^N} V_\epsilon(x) |w_n(x,0) - w(x,0)|^2 \, dx
= \int_{\mathbb{R}^N} (f_\epsilon(x,|z_n(x,0)|)z_n(x,0) - f_\epsilon(x,|z(x,0)|)z(x,0)) (w_n(x,0) - w(x,0)) \, dx
\]
\[
= \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) (|z_n(x,0)|^p - |z(x,0)|^p) (z_n(x,0) - z(x,0)) (w_n(x,0) - w(x,0)) \, dx
+ \int_{\mathbb{R}^N} \chi(\epsilon x) (g(|z_n(x,0)|)z_n(x,0) - g(|z(x,0)|)z(x,0)) (w_n(x,0) - w(x,0)) \, dx.
\]
Since \( z_n \to z \) in \( X^{1,s}(\mathbb{R}^N_+) \) as \( n \to \infty \), by Hölder’s inequality, the mean value theorem and Lemma 2.2, we obtain that
\[
\left| \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) (|z_n(x,0)|^p - |z(x,0)|^p) (z_n(x,0) - z(x,0)) (w_n(x,0) - w(x,0)) \, dx \right| = o_n(1)
\]
and
\[
\left| \int_{\mathbb{R}^N} \chi(\epsilon x) (g(|z_n(x,0)|)z_n(x,0) - g(|z(x,0)|)z(x,0)) (w_n(x,0) - w(x,0)) \, dx \right| = o_n(1).
\]
It then follows from (3.18) that \( \|w_n - w\|_{X^{1,s}} = o_n(1) \). As a consequence, \( A_\epsilon \) is continuous on \( X^{1,s}(\mathbb{R}^N_+) \), and the proof is completed. \( \square \)

Lemma 3.4. For any \( z \in X^{1,s}(\mathbb{R}^N_+) \), there holds that \( \|\Phi_\epsilon(z)\| \leq C \|z - A_\epsilon(z)\|_{X^{1,s}} \) for some \( C > 0.\)
There exists a constant

\[ \Phi'(z) = k_s \int_{R^N} y^{1-2s} \nabla z \cdot \nabla \psi \, dx dy + \int_{R^N} V_r(x)z(x,0)\psi(x,0) \, dx \]
\[ - \int_{R^N} f(x,|z(x,0)|)z(x,0)\psi(x,0) \, dx \]
\[ = k_s \int_{R^{N+1}} y^{1-2s} (\nabla z - \nabla A_r(z)) \cdot \nabla \psi \, dx dy \]
\[ + \int_{R^N} V_r(x)(z(x,0) - A_r(z)(x,0))\psi(x,0) \, dx. \]

By Hölder's inequality, the lemma then follows immediately, and the proof is completed.

**Lemma 3.5.** There exists a constant \( \sigma_0 > 0 \) such that, for any \( 0 < \sigma < \sigma_0 \),

\[ A_r(\partial P^\sigma_+) \subset P^-_\sigma, \quad A_r(\partial P^\sigma_-) \subset P^\sigma_+. \]

**Proof.** For simplicity, we only prove that \( A_r(\partial P^\sigma_+) \subset P^-_\sigma \). By adapting a similar way, one can easily show that \( A_r(\partial P^\sigma_-) \subset P^\sigma_+ \) for any \( \sigma > 0 \) small enough.

Note that \( V(x) \geq a \) for any \( x \in R^N \) and \( |f_r(x,|t|)| \leq |t|^{p-2} \) for any \( x \in R^N \) and \( t \in R \), then

\[ \text{dist}_{X^{1,s}}(w, P^-) \leq \frac{\|w^+\|_{1,s}}{1} \leq \|w^+\|_{1,s} \]
\[ \leq C \left( k_s \int_{R^{N+1}} y^{1-2s} \nabla w \cdot \nabla w^+ \, dx dy + \int_{R^N} V_r(x)w(x,0)w^+(x,0) \, dx \right) \]
\[ = C \int_{R^N} f(x,|z(x,0)|)z(x,0)w^+(x,0) \, dx \]
\[ \leq C \|w^+\|_{L^p(R^N)} \|w^+\|_{L^p(R^N)} = C (\text{dist}_{L^p}(z, P^-))^p \|w^+\|_{L^p(R^N)}, \]

where \( w^+ := \max\{w, 0\} \), \( C := (\min\{1, a\})^{-1} \) and we used Hölder's inequality and the fact that

\[ \text{dist}_{L^p}(z, P^-) := \inf_{v \in P^-} \|z - v\|_{L^p(R^N)} = \|z^+\|_{L^p(R^N)} \]

for any \( 2 \leq q \leq 2_+^* \).

As a result of Lemma 2.2, we then have that \( \text{dist}_{X^{1,s}}(w, P^-) \leq C\sigma^{p-1} \), from which the lemma follows, and the proof is completed.

Note that we can only prove that \( A_r \) is continuous on \( X^{1,s}(R^{N+1}) \), see Lemma 3.3. We now introduce a locally Lipschitz perturbation of \( A_r \).

**Lemma 3.6.** Let \( K \) be the set of fixed points of \( A_r \), then there exists a locally Lipschitz continuous operator \( B_r : X^{1,s}(R^{N+1}) \to X^{1,s}(R^{N+1}) \) such that

(i) \( B_r(\partial P^\sigma_+) \subset P^-_\sigma, \quad B_r(\partial P^\sigma_-) \subset P^\sigma_+ \) for any \( 0 < \sigma < \sigma_0 \);

(ii) \( \frac{1}{2}\|z - B_r(z)\|_{1,s} \leq \|z - A_r(z)\|_{1,s} \leq 2\|z - B_r(z)\|_{1,s} \) for any \( z \in X^{1,s}(R^{N+1}) \); \( \backslash K \);

(iii) \( \Phi_r(z, z - B_r(z)) \geq \frac{1}{2}\|z - A_r(z)\|_{1,s}^2 \) for any \( z \in X^{1,s}(R^{N+1}) \); \( \backslash K \);

(iv) \( B_r \) is odd.

**Proof.** The proof of this lemma is similar to the ones of [6, Lemma 4.1] and [7, Lemma 2.1], then we omit its proof.

At this point, using the same arguments as the proof of [37, Lemma 3.6], we are able to derive the following result.

**Lemma 3.7.** Let \( N \) be a symmetric closed neighborhood of \( K_\varepsilon \), then there exists a constant \( \tau_0 > 0 \) such that, for \( 0 < \tau < \bar{\tau} < \tau_0 \), there is a continuous map \( \zeta : [0, 1] \times X^{1,s}(R^{N+1}) \to X^{1,s}(R^{N+1}) \) satisfying

(i) \( \zeta(0, w) = w \) for any \( w \in X^{1,s}(R^{N+1}) \);

(ii) \( \zeta(t, w) = w \) for any \( t \in [0, 1] \) and \( \Phi_r(w) \notin [c - \bar{\tau}, c + \bar{\tau}] \);

(iii) \( \zeta(t, -w) = -\zeta(t, w) \) for any \( t \in [0, 1] \) and \( w \in X^{1,s}(R^{N+1}) \);

(iv) \( \zeta(1, \Phi_r^{c+\tau} \backslash N) \subset \Phi_r^{c-\tau} \).
(v) \(\zeta(t, \partial P^*_+) \subset P^*_+, \zeta(t, \partial P^*_-) \subset P^-_+, \zeta(t, P^*_+) \subset P^*_+\) and \(\zeta(t, P^*_-) \subset P^-_+\) for any \(t \in [0, 1]\).

Let \(D\) be a closed symmetric neighborhood of \(K^\circ \setminus W\), then \(\mathcal{N} := D \cup P^*_+ \cup P^-_+\) is a closed symmetric neighborhood of \(K^\circ\). Define \(\eta := \zeta(1, \cdot)\), then Lemma 3.7 leads to the following desired result.

**Lemma 3.8.** There exists a constant \(\sigma_0 > 0\) such that, for any \(0 < \sigma < \sigma_0\), \(P^*_+\) is an admissible invariant set with respect to \(\Phi_\epsilon\) at level \(\epsilon\) for \(\epsilon \geq c^*\).

**Theorem 3.1.** For any \(k \in \mathbb{N}\), there exists a constant \(\epsilon_k > 0\) such that, for any \(0 < \epsilon < \epsilon_k\), (3.3) admits at least \(k\) pairs of solutions \(x_{j,\epsilon} \in X^{1,s}(\mathbb{R}^N_{+})\) satisfying \(\Phi_\epsilon(x_{j,\epsilon}) = c_{j,\epsilon} \leq \tilde{c}_k\) for any \(1 \leq j \leq k\). Moreover, \(w_{j,\epsilon}\) is sign-changing solution to (3.3) for any \(2 \leq j \leq k\).

**Proof.** From the proof of [43, Theorem 9.12] and (3.17), we then obtain the result of this theorem for \(j = 1\). From Theorem 2.1 and (3.15)-(3.17), we then obtain the result of this theorem for any \(j \geq 2\). \(\square\)

### 3.2. Decay estimates of semiclassical states.

In what follows, our goal is to deduce decay estimates of the solutions obtained in Theorem 3.1.

**Lemma 3.9.** Let \(w_{j,\epsilon} \in X^{1,s}(\mathbb{R}^N_{+})\) be the solution to (3.3) obtained in Theorem 3.1. Then, for any \(k \in \mathbb{N}\) and \(0 < \epsilon < \epsilon_k\), \(w_{j,\epsilon} \in X^{1,s}(\mathbb{R}^N_{+})\) is an admissible invariant set with respect to \(\Phi_\epsilon\) at level \(\epsilon\) for \(\epsilon \geq c^*\).

**Proof.** From the definition of \(f_\epsilon\), we know that \(f_\epsilon(x, |t|) \leq |t|^{p-2}\) for any \(x \in \mathbb{R}^N\) and \(t \in \mathbb{R}\). Since \(\Phi_\epsilon(w_{j,\epsilon})w_{j,\epsilon} = 0\), then

\[
\begin{align*}
\frac{k_s}{2} & \int_{\mathbb{R}^N_{+}} y^{-22}\|
abla w_{j,\epsilon}\|^2 dx dy + \int_{\mathbb{R}^N} V(x)|w_{j,\epsilon}(x,0)|^2 dx = \int_{\mathbb{R}^N} f_\epsilon(x, |w_{j,\epsilon}(x,0)|)|w_{j,\epsilon}(x,0)|^2 dx \\
& \leq \int_{\mathbb{R}^N} |w_{j,\epsilon}(x,0)|^p dx.
\end{align*}
\]

Due to \(p > 2\), it then follows from Lemma 2.2 that there exists a constant \(\rho > 0\) depending only on \(p, N\) and a constant \(\eta_k > 0\) independent of \(\epsilon\) such that \(\rho \leq \|w_{j,\epsilon}\|_{1,s} \leq \eta_k\) for any \(1 \leq j \leq k\), where the constant \(\epsilon_k\) is determined in Theorem 3.1.

**Lemma 3.10.** [32, Lemma 3.3] If \(\{u_n\}\) is bounded in \(X^{1,s}(\mathbb{R}^N_{+})\) and

\[
\lim_{n \to \infty} \sup_{z \in \mathbb{R}^N} \int_{B_R(z)} |u_n(x,0)|^2 dx = 0
\]

for some \(R > 0\), then \(u_n(\cdot,0) \to 0\) in \(L^p(\mathbb{R}^N)\) for any \(2 < q < 2^*_s\).

**Lemma 3.11.** Let \(w_{j,\epsilon} \in X^{1,s}(\mathbb{R}^N_{+})\) be the solution to (3.3) obtained in Theorem 3.1. Then, for any \(1 \leq j \leq k\), there exist a constant \(m_j \in \mathbb{N}\), \(m_j\) nontrivial functions \(w_{j,\epsilon} \in X^{1,s}(\mathbb{R}^N_{+})\) and \(m_j\) sequences \(\{z_{j,\epsilon}\} \subset \mathbb{R}^N\) for \(1 \leq l \leq m_j\) such that, up to subsequences if necessary,

(i) \(\epsilon z_{j,\epsilon} \to z_{j,l} \in \Lambda^{ab}\) and \(|z_{j,\epsilon} - z_{j,l}| \to +\infty\) as \(\epsilon \to 0^+\) for any \(1 \leq l \neq l' \leq m_j\),

(ii) There holds that

\[
w_{j,\epsilon} - \sum_{l=1}^{m_j} w_{j,l}\epsilon(-z_{j,\epsilon}, \cdot) = o_\epsilon(1) \quad \text{in} \quad X^{1,s}(\mathbb{R}^N_{+})
\]

and \(w_{j,l}\) is a nontrivial solution to the equation

\[
\begin{cases}
-\text{div}(y^{-22}\nabla w_{j,l}) = 0 & \text{in } \mathbb{R}^N_{+}, \\
-k_s \frac{\partial w_{j,l}}{\partial \nu} = -V(z_{j,l})w_{j,l} + f(z_{j,l}, |w_{j,l}|)w_{j,l} & \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\]

where \(f(x,t) := (1 - \chi(x)) t^{p-2} + \chi(x) g(t)\) for \(x \in \mathbb{R}^N\) and \(t \in \mathbb{R}\).
Proof. We first claim that there exists a constant $\beta_0 > 0$ such that
\[
\lim_{\epsilon \to 0^+} \sup_{x \in \mathbb{R}^N} \int_{B_1(z)} |w_{j,\epsilon}(x,0)|^2 \, dx \geq \beta_0.
\]
(3.22)

Otherwise, from Lemma 3.10, we can obtain that $w_{j,\epsilon}(. , 0) \to 0$ in $L^q(\mathbb{R}^N)$ as $\epsilon \to 0^+$ for any $2 < q < 2^*$. By the definition of $f_\epsilon$, we know that $|f_\epsilon(x, |t|)| \leq |t|^{p-2}$ for any $x \in \mathbb{R}^N$ and $t \in \mathbb{R}$. Therefore, it holds that
\[
\int_{\mathbb{R}^N} f_\epsilon(x, |w_{j,\epsilon}(x,0)|) |w_{j,\epsilon}(x,0)|^2 \, dx = o_\epsilon(1).
\]
(3.23)

Since $\Phi_j(\epsilon)w_{j,\epsilon} = 0$, it then follows from (3.19) and (3.23) that $\|w_{j,\epsilon}\|_{1,s} = o_\epsilon(1)$, which contradicts Lemma 3.9. This infers that (3.22) holds true. Hence we get that there exists a sequence $\{w_{j,\epsilon}\} \subset \mathbb{R}^N$ such that
\[
\int_{B_1(w_{j,\epsilon})} |w_{j,\epsilon}(x,0)|^2 \, dx \geq \frac{\beta_0}{2}.
\]
(3.24)

Setting $\tilde{w}_{j,\epsilon} := w_{j,\epsilon}(\cdot + z_{j,\epsilon}^1 , \cdot)$ and applying (3.24) and Lemma 2.2, we then obtain that there exists $w_{j,1} \in X^{1,s}(\mathbb{R}^{N+1}_+)$ such that $\tilde{w}_{j,\epsilon} \to w_{j,1}$ in $X^{1,s}(\mathbb{R}^{N+1}_+)$ as $\epsilon \to 0^+$ and $w_{j,1} \neq 0$. In addition, we have that
\[
\begin{aligned}
& \begin{cases}
-\text{div}(y^{1-2s}\nabla \tilde{w}_{j,\epsilon}) = 0 & \text{in } \mathbb{R}^{N+1}_+, \\
-k_s \frac{\partial \tilde{w}_{j,\epsilon}}{\partial y_1} = -V_1(x + z_{j,\epsilon}^1) \tilde{w}_{j,\epsilon} + f_\epsilon(x + z_{j,\epsilon}^1, |\tilde{w}_{j,\epsilon}|) \tilde{w}_{j,\epsilon} & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\end{aligned}
\]
(3.25)

We now deduce that $\epsilon z_{j,\epsilon}^1 \to z_j^1 \in \Lambda_{^\delta_0}$ in $\mathbb{R}^N$ as $\epsilon \to 0^+$. To do this, we first prove that $\{\epsilon z_{j,\epsilon}^1\} \subset \mathbb{R}^N$ is bounded in $\mathbb{R}^N$. We argue by contradiction that $\{\epsilon z_{j,\epsilon}^1\}$ is unbounded in $\mathbb{R}^N$. We may assume that $\epsilon |z_{j,\epsilon}| \to +\infty$ as $\epsilon \to 0^+$. By the definition of $f_\epsilon$, then $w_{j,1}$ satisfies the equation
\[
\begin{aligned}
& \begin{cases}
-\text{div}(y^{1-2s}\nabla w_{j,1}) = 0 & \text{in } \mathbb{R}^{N+1}_+, \\
-k_s \frac{\partial w_{j,1}}{\partial y_1} = -V_1 w_{j,1} + g(|w_{j,1}|) w_{j,1} & \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\end{aligned}
\]
(3.26)

where $V_1 := \liminf_{t \to \infty} V(\epsilon z_{j,\epsilon}^1)$. Multiplying (3.25) by $w_{j,1}$ and integrating on $\mathbb{R}^{N+1}_+$, we derive that
\[
\begin{aligned}
& k_s \int_{\mathbb{R}^{N+1}_+} y^{1-2s} |\nabla w_{j,1}|^2 \, dx \, dy + \int_{\mathbb{R}^N} V_1 |w_{j,1}(x,0)|^2 \, dx = \int_{\mathbb{R}^N} g(|w_{j,1}(x,0)|) |w_{j,1}(x,0)|^2 \, dx \\
& \leq \frac{a}{4} \int_{\mathbb{R}^2} |w_{j,1}(x,0)|^2 \, dx.
\end{aligned}
\]

where we used the fact that $g(|t|) \leq a/4$ for any $t \in \mathbb{R}$. This suggests that $w_{j,1} = 0$ and we then reach a contradiction. Thus we have that $\{\epsilon z_{j,\epsilon}^1\}$ is bounded in $\mathbb{R}^N$. Consequently, we know that there exists $z_j^1 \in \mathbb{R}^N$ such that $\epsilon z_{j,\epsilon}^1 \to z_j^1$ in $\mathbb{R}^N$ as $\epsilon \to 0^+$. It is not hard to see that $z_j^1 \in \Lambda_{^\delta_0}$. Contrarily, if there holds that $z_j^1 \notin \Lambda_{^\delta_0}$, then we can similarly get that $w_{j,1} = 0$ and this is impossible. As a result, we conclude that $w_{j,1}$ satisfies the equation
\[
\begin{aligned}
& \begin{cases}
-\text{div}(y^{1-2s}\nabla w_{j,1}) = 0 & \text{in } \mathbb{R}^{N+1}_+, \\
-k_s \frac{\partial w_{j,1}}{\partial y_1} = -V(z_j^1) w_{j,1} + f(z_j^1, |w_{j,1}|) w_{j,1} & \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\end{aligned}
\]
(3.26)

Moreover, by using the same way as the proof of Lemma 3.9, we are able to show that there is a constant $\tau > 0$ depending only on $p$ and $N$ such that $\|w_{j,1}\| \geq \tau$.

Let $w_{j,\epsilon}^1 := w_{j,\epsilon} - w_{j,1}(\cdot - z_{j,\epsilon}^1, \cdot)$. If $w_{j,\epsilon}^1 \to 0$ in $X^{1,s}(\mathbb{R}^{N+1}_+)$ as $\epsilon \to 0^+$, then the proof is completed. Otherwise, we may assume that $\lim_{\epsilon \to 0^+} \|w_{j,\epsilon}^1\|_{1,s} > 0$. Setting $v_{j,\epsilon}^1 := w_{j,\epsilon}^1(\cdot + z_{j,\epsilon}^1, \cdot) = w_{j,\epsilon}(\cdot + z_{j,\epsilon}^1, \cdot) - w_{j,1}$, we then have that $v_{j,\epsilon}^1 \to 0$ in $X^{1,s}(\mathbb{R}^{N+1}_+)$ as $\epsilon \to 0^+$ and
\[
\|w_{j,\epsilon}^1\|_{1,s} = \|v_{j,\epsilon}^1\|_{1,s} = \|w_{j,\epsilon}\|_{1,s} - \|w_{j,1}\|_{1,s} + o_\epsilon(1).
\]
(3.27)
Furthermore, it is easy to deduce that
\[
\begin{align*}
\begin{cases}
-\text{div}(y^{1-2s}\nabla w_{j,\epsilon}^1) = 0 & \text{in } \mathbb{R}^{N+1}_+,
-k_s \frac{\partial w_{j,\epsilon}^1}{\partial \nu} = -V_{\epsilon}(x)w_{j,\epsilon}^1 + f_{\epsilon}(x, |w_{j,\epsilon}^1|)w_{j,\epsilon}^1 + o_{\epsilon}(1) & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\end{align*}
\]
Consequently, we find that there is a constant $\beta_1 > 0$ such that
\[
\lim_{\epsilon \to 0^+} \sup_{z \in \mathbb{R}^N} \int_{B_1(z)} |w_{j,\epsilon}(x, 0)|^2 \, dx \geq \beta_1. \tag{3.28}
\]
Otherwise, with the help of Lemma 3.10, we can derive that $||w_{j,\epsilon}^1||_{1,s} = o_{\epsilon}(1)$. This is impossible, because we assumed that $\lim_{\epsilon \to 0^+} ||w_{j,\epsilon}^1||_{1,s} > 0$. Hence, making use of (3.28), we obtain that there exists a sequence $(z_{j,\epsilon}^2) \subset \mathbb{R}^N$ such that
\[
\int_{B_1(z_{j,\epsilon}^2)} |w_{j,\epsilon}(x, 0)|^2 \, dx = \int_{B_1(z_{2j,\epsilon})} |w_{1j,\epsilon}(x - z_{2j,\epsilon}, 0)|^2 \, dx \geq \frac{\beta_1}{2}. \tag{3.29}
\]
Since $w_{j,\epsilon}^1 \to 0$ in $X^{1,\alpha}(\mathbb{R}^{N+1}_+)$ as $\epsilon \to 0^+$, it then yields from (3.29) and Lemma 2.2 that $|z_{j,\epsilon}^1 - z_{j,\epsilon}^2| \to +\infty$ as $\epsilon \to 0^+$. Applying (3.29), we also have that there exists $w_{j,2} \in X^{1,\alpha}(\mathbb{R}^{N+1}_+)$ such that $w_{j,\epsilon}^1 \cdot (z_{j,\epsilon}^2 - z_{j,\epsilon}^1) \to w_{j,2}$ in $X^{1,\alpha}(\mathbb{R}^{N+1}_+)$ as $\epsilon \to 0^+$ and $w_{j,2} \neq 0$. In addition, we can obtain that $\epsilon z_{j,\epsilon}^2 \to z_{j}^2 \in \Lambda^0$ in $\mathbb{R}^N$ as $\epsilon \to 0^+$; $w_{j,2}$ satisfies the equation
\[
\begin{align*}
\begin{cases}
-\text{div}(y^{1-2s}\nabla w_{j,\epsilon}^2) = 0 & \text{in } \mathbb{R}^{N+1}_+,
-k_s \frac{\partial w_{j,\epsilon}^2}{\partial \nu} = -V(z_{j}^2)w_{j,\epsilon}^2 + f(z_{j}^2, |w_{j,\epsilon}^2|)w_{j,\epsilon}^2 & \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\end{align*}
\]
and $||w_{j,\epsilon}^2||_{1,s} \geq \tau$.

Let $w_{j,\epsilon}^3 := w_{j,\epsilon}^1 - w_{j,\epsilon}^2 \cdot (-z_{j,\epsilon}^2, \cdot)$. If $w_{j,\epsilon}^3 \to 0$ in $X^{1,\alpha}(\mathbb{R}^{N+1}_+)$ as $\epsilon \to 0^+$, then the proof is completed. Otherwise, we may suppose that $\lim_{\epsilon \to 0^+} ||w_{j,\epsilon}^3||_{1,s} > 0$. Setting
\[
v_{j,\epsilon}^2 := w_{j,\epsilon}^3 \cdot (z_{j,\epsilon}^2, \cdot) = w_{j,\epsilon}^1 \cdot (z_{j,\epsilon}^2, \cdot) - w_{j,\epsilon}^2,
\]
we then see that $v_{j,\epsilon}^2 \to 0$ in $X^{1,\alpha}(\mathbb{R}^{N+1}_+)$ as $\epsilon \to 0^+$ and
\[
||v_{j,\epsilon}^2||_{1,s}^2 = ||v_{j,\epsilon}^2||_{1,s}^2 = ||w_{j,\epsilon}^1||_{1,s}^2 - ||w_{j,\epsilon}^2||_{1,s}^2 + o_{\epsilon}(1) = ||w_{j,\epsilon}^1||_{1,s}^2 - ||w_{j,\epsilon}^2||_{1,s}^2 - ||w_{j,3}||_{1,s}^2 + o_{\epsilon}(1), \tag{3.30}
\]
where we used (3.27). Repeating the procedure above, we know that there is a sequence $(z_{j,\epsilon}^3) \subset \mathbb{R}^N$ such that $z_{j,\epsilon}^3 \to z_{j}^3 \in \Lambda^0$ and $|z_{j,\epsilon}^3 - z_{j,\epsilon}^2| \to +\infty$ as $\epsilon \to 0^+$ for any $1 \leq l \neq l' \leq 3$. In addition, $w_{j,\epsilon}^3 \cdot (z_{j,\epsilon}^3, \cdot) \to w_{j,3}$ in $X^{1,\alpha}(\mathbb{R}^{N+1}_+)$ as $\epsilon \to 0^+$, $w_{j,3}$ satisfies the equation
\[
\begin{align*}
\begin{cases}
-\text{div}(y^{1-2s}\nabla w_{j,\epsilon}^3) = 0 & \text{in } \mathbb{R}^{N+1}_+,
-k_s \frac{\partial w_{j,\epsilon}^3}{\partial \nu} = -V(z_{j}^3)w_{j,\epsilon}^3 + f(z_{j}^3, |w_{j,\epsilon}^3|)w_{j,\epsilon}^3 & \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\end{align*}
\]
and $||w_{j,3}||_{1,s} \geq \tau$.

By iterating $m$ times, we have that there is a sequence $(z_{j,\epsilon}^m) \subset \mathbb{R}^N$ such that $z_{j,\epsilon}^m \to z_{j}^m \in \Lambda^0$ and $|z_{j,\epsilon}^l - z_{j,\epsilon}^{l'}| \to +\infty$ as $\epsilon \to 0^+$ for any $1 \leq l \neq l' \leq m$. In addition, $w_{j,\epsilon}^{m-1} \cdot (z_{j,\epsilon}^m, \cdot) \to w_{j,m}$ in $X^{1,\alpha}(\mathbb{R}^{N+1}_+)$ as $\epsilon \to 0^+$, $w_{j,m}$ satisfies the equation
\[
\begin{align*}
\begin{cases}
-\text{div}(y^{1-2s}\nabla w_{j,\epsilon}^{m}) = 0 & \text{in } \mathbb{R}^{N+1}_+,
-k_s \frac{\partial w_{j,\epsilon}^{m}}{\partial \nu} = -V(z_{j}^m)w_{j,\epsilon}^{m} + f(z_{j}^m, |w_{j,\epsilon}^{m}|)w_{j,\epsilon}^{m} & \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\end{align*}
\]
and $||w_{j,m}||_{1,s} \geq \tau$ and. It also holds that
\[
||w_{j,\epsilon}^m||_{1,s}^2 = ||w_{j,\epsilon}||_{1,s}^2 - \sum_{l=1}^{m} ||w_{j,l}||_{1,s}^2 + o_{\epsilon}(1). \tag{3.31}
\]
Since \( \|w_{j,s}\|_{1,s} \leq \eta_k \) for any \( 1 \leq j \leq k \), see Lemma 3.9, and \( \|w_{j,l}\|_{1,s} \geq \tau \) for any \( 1 \leq l \leq m \), it then follows from (3.31) that the iteration has to terminate at some finite index \( m \). Thus we have completed the proof. \( \square \)

Let \( \{\epsilon_n\} \subset \mathbb{R}^+ \) be such that \( \epsilon_n = o_n(1) \) and \( w_{j,\epsilon_n} \in X^{1,s}(\mathbb{R}_+^{N+1}) \) be the solution to (3.3) with \( \epsilon = \epsilon_n \) obtained in Theorem 3.1. For simplicity, we shall denote \( w_{j,\epsilon_n} \) by \( w_{j,n} \) in the following.

**Lemma 3.12.** There exists a constant \( C > 0 \) independent of \( n \) such that \( \|w_{j,n}\|_{L^\infty(\mathbb{R}^N)} \leq C \), where \( w_{j,n} := w_{j,n}(\cdot,0) \). Moreover, for any \( n \in \mathbb{N} \), \( u_{j,n}(x) \to 0 \) as \( |x| \to \infty \).

**Proof.** In light of [25, Proposition 3.1.1], we know that there exists a constant \( C > 0 \) such that

\[
\left( \int_{\mathbb{R}_+^{N+1}} y^{1-2s} |w_{j,n}|^{2\gamma} \, dx \, dy \right)^{\frac{1}{\gamma}} \leq C \|w_{j,n}\|_{2}^2, \tag{3.32}
\]

where \( \gamma = 1 + 2/(N - 2s) \). Utilizing Hölder’s inequality, we get that, for any \( z \in \mathbb{R}^N \),

\[
\int_0^1 \int_{B_1(z)} y^{1-2s} |w_{j,n}|^2 \, dx \, dy = \int_0^1 \int_{B_1(z)} y^{\frac{1-2s}{\gamma}} |w_{j,n}|^2 y^{\frac{(1-2s)(\gamma-1)}{\gamma}} \, dx \, dy

\leq \left( \int_0^1 \int_{B_1(z)} y^{1-2s} |w_{j,n}|^{2\gamma} \, dx \, dy \right)^{\frac{1}{\gamma}} \left( \int_0^1 \int_{B_1(z)} y^{1-2s} \, dx \, dy \right)^{\frac{(\gamma-1)}{\gamma}} = C \left( \int_0^1 \int_{B_1(z)} y^{1-2s} |w_{j,n}|^{2\gamma} \, dx \, dy \right)^{\frac{1}{\gamma}}. \tag{3.33}
\]

It then yields from (3.32) and Lemma 3.9 that

\[
\int_0^1 \int_{B_1(z)} y^{1-2s} |w_{j,n}|^2 \, dx \, dy \leq C. \tag{3.34}
\]

Let \( a_{j,n}(x) := -V_{\epsilon_n}(x) + f_{\epsilon_n}(x,|u_{j,n}(x)|) \) for \( x \in \mathbb{R}^N \). By the definition of \( f_{\epsilon_n} \), Lemmas 2.2 and 3.9, we see that

\[
\|a_{j,n}\|_{L^{\frac{p}{p-2}}(B_1(z))} \leq C + C \left( \int_{B_1(z)} |f_{\epsilon_n}(x,|u_{j,n}|)|^{\frac{p}{p-2}} \, dx \right)^{\frac{p-2}{p}} \leq C \left( \int_{B_1(z)} |u_{j,n}|^p \, dx \right)^{\frac{p-2}{p}} \leq C', \tag{3.35}
\]

where \( C' > 0 \) depends only on \( N, p \) and \( k \). Notice that \( w_{j,n} \) satisfies the equation

\[
\begin{cases}
-\text{div}(y^{1-2s} \nabla w_{j,n}) = 0 & \text{in } \mathbb{R}_+^{N+1}, \\
-k_s \frac{\partial w_{j,n}}{\partial \nu} = a_{j,n}(x)u_{j,n} & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\]

Applying (3.34), (3.35) and [38, Proposition 2.6], we then derive that there exists a constant \( C'' > 0 \) independent of \( n \) such that

\[
\|w_{j,n}\|_{L^\infty(Q_{1/2}(z))} \leq C'' \left( \int_0^1 \int_{B_1(z)} y^{1-2s} |w_{j,n}|^2 \, dx \, dy \right)^{1/2} \leq C, \tag{3.36}
\]

where \( Q_{1/2}(z) := B_{1/2}(z) \times (0,1/2) \). Since \( z \) is an arbitrary point in \( \mathbb{R}^N \), then there exists a constant \( C > 0 \) independent of \( n \) such that \( \|w_{j,n}\|_{L^\infty(\mathbb{R}^N)} \leq C \). In view of Lemma 3.9, we have that

\[
\int_0^1 \int_{B_1(z)} y^{1-2s} |u_{j,n}|^2 \, dx \, dy \to 0 \text{ as } |z| \to \infty. \tag{3.37}
\]
Combining (3.36) and (3.37) gives that, for any \( n \in \mathbb{N}, u_{j,n}(x) \to 0 \) as \( |x| \to \infty \). Thus we have completed the proof. \( \square \)

**Lemma 3.13.** Let \( \lambda \geq 0 \) and \( u \in H^s(\mathbb{R}^N) \) be a continuous functions. Assume \( u \) satisfies the inequality
\[
(-\Delta)^s u + \lambda u \geq 0 \quad \text{in } \mathbb{R}^N
\]
in the sense that, for any \( \varphi \in H^s(\mathbb{R}^N) \) with \( \varphi \geq 0 \) in \( \mathbb{R}^N \),
\[
\int_{\mathbb{R}^N} \varphi (-\Delta)^s u \, dx + \lambda \int_{\mathbb{R}^N} u \varphi \, dx \geq 0,
\]
then \( u \geq 0 \) in \( \mathbb{R}^N \).

**Proof.** From [30, Lemma 3.1], we know that
\[
\int_{\mathbb{R}^N} u(-\Delta)^s u \, dx = \int_{\mathbb{R}^N} |\xi|^{2s} |\mathcal{F} u|^2 \, dx = C_{N,s} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u(x) - u(y))^2}{|x-y|^{N+2s}} \, dxdy,
\]
where \( C_{N,s} > 0 \) is some constant depending only on \( N \) and \( s \). Then we get that
\[
\int_{\mathbb{R}^N} \varphi (-\Delta)^s u \, dx = C_{N,s} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x-y|^{N+2s}} \, dxdy.
\]
Thus (3.38) can be rewrite as
\[
C_{N,s} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x-y|^{N+2s}} \, dxdy + \lambda \int_{\mathbb{R}^N} u \varphi \, dx \geq 0
\]
for any non-negative function \( \varphi \in H^s(\mathbb{R}^N) \). Since \( u \in H^s(\mathbb{R}^N) \), by [45, Theorem 3, Section 5.5.2], we have that \( u^- := \max\{-u, 0\} \in H^s(\mathbb{R}^N) \). Choosing \( \varphi = u^- \) and using the method in the proof of [36, Lemma 9], we can obtain that \( u^- = 0 \), This completes the proof. \( \square \)

**Lemma 3.14.** Let \( h \in C(\mathbb{R}^N, \mathbb{R}) \) satisfy that there exists a constant \( C > 0 \) such that
\[
0 \leq h(x) \leq \frac{C}{1 + |x|^{N+2s}}, \quad x \in \mathbb{R}^N.
\]

Let \( c \in C(\mathbb{R}^N, \mathbb{R}) \) satisfy that there exists a constant \( \lambda > 0 \) such that \( c(x) \geq \lambda \) for any \( x \in \mathbb{R}^N \). Assume \( v \in H^s(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \) is nonnegative and satisfies the inequality
\[
(-\Delta)^s v + c(x)v \leq h.
\]
Then there exists a constant \( C' > 0 \) such that
\[
0 \leq v(x) \leq \frac{C'}{1 + |x|^{N+2s}}, \quad x \in \mathbb{R}^N.
\]

**Proof.** Let \( \psi \in C(\mathbb{R}^N, \mathbb{R}) \) be the solution to the equation
\[
(-\Delta)^s \psi + \psi = \phi,
\]
where \( \phi : \mathbb{R} \to \mathbb{R}^N \) is a nonnegative continuous function with \( \text{supp } \phi \subset \mathbb{R}^N \setminus B_2(0) \). From [27, Lemmas 4.2-4.3], we know that there are \( c_1 > 0 \) and \( c_2 > 0 \) such that
\[
\frac{c_1}{|x|^{N+2s}} \leq \psi(x) \leq \frac{c_2}{|x|^{N+2s}} \quad \text{for } |x| > 2.
\]

For \( \mu > 0 \) and \( \nu > 0 \), we define \( \psi_{\mu,\nu}(x) := \mu \psi(\nu x) \) for \( x \in \mathbb{R}^N \). It follows from (3.41) that \( \psi_{\mu,\nu} \) satisfies the equation
\[
(-\Delta)^s \psi_{\mu,\nu} + \lambda \psi_{\mu,\nu} = (\lambda - \nu^{2s}) \psi_{\mu,\nu} + \mu \nu^{2s} \phi(\nu x).
\]
Taking into account (3.39) and (3.42), we can deduce that there exist \( \mu_* > 0 \) and \( 0 < \nu_*^{2s} < \lambda \) such that
\[
(\lambda - \nu_*^{2s}) \psi_{\mu_*,\nu_*}(x) \geq h(x), \quad x \in \mathbb{R}^N.
\]
From (3.40), (3.43) and (3.44) and Lemma 3.13, we now get that
\[
v(x) \leq \psi_{\mu_*,\nu_*}(x), \quad x \in \mathbb{R}^N.
\]
This along with (3.42) and the fact that \( v \in L^\infty(\mathbb{R}^N) \) implies the result of this lemma, and the proof is completed.

**Lemma 3.15.** [4, Theorem 2.3] Let \( u \in L^2(\mathbb{R}^N) \) be such that \( (-\Delta)^s u \in L^1_{\text{loc}}(\mathbb{R}^N) \). Then it holds that

\[
(-\Delta)^s |u| \leq \text{sign}(u)(-\Delta)^s u \quad \text{in } (C_0^\infty(\mathbb{R}^N))',
\]

that is

\[
\int_{\mathbb{R}^N} |u|(-\Delta)^s \varphi \, dx \leq \int_{\mathbb{R}^N} (\text{sign}(u)(-\Delta)^s u) \varphi \, dx
\]

for any \( \varphi \in C_0^\infty(\mathbb{R}^N) \) such that \( \varphi \geq 0 \).

**Lemma 3.16.** Let \( w_{j,l} \in X^{1,s}(\mathbb{R}^{N+1}_+) \) satisfy (3.21) and \( u_{j,l}(x) = w_{j,l}(x,0) \) for \( x \in \mathbb{R}^N \). Then there exists a constant \( C > 0 \) such that

\[
|u_{j,l}(x)| + |\nabla u_{j,l}(x)| \leq \frac{C}{1 + |x|^{N+2s}}, \quad x \in \mathbb{R}^N.
\]

**Proof.** Since \( w_{j,l} \in X^{1,s}(\mathbb{R}^{N+1}_+) \) satisfies (3.21), from the s-harmonic extension arguments, then \( u_{j,l} \in H^s(\mathbb{R}^N) \) satisfies the equation

\[
(-\Delta)^s u_{j,l} + V(z_j^l)u_{j,l} = f(z_j^l, |u_{j,l}|)u_{j,l}. \tag{3.45}
\]

By using a similar way as the proof of Lemma 3.12, it is not hard to deduce that \( |u_{j,l}(x)| \to 0 \) as \( |x| \to \infty \). As a consequence, we know that there exists \( R_1 > 0 \) large enough such that \( f(z_j^l, |u_{j,l}|) \leq a/2 \) for \( |x| \geq R_1 \). Let \( \varphi \in C^\infty(\mathbb{R}^+, [0, 1]) \) be a cut-off function such that \( \varphi(t) = 0 \) for \( t \leq R_1 \), \( \varphi(t) = 1 \) for \( t \geq R_1 + 1 \) and \( \varphi'(t) \geq 0 \) for \( t \geq 0 \). We now rewrite (3.45) as

\[
(-\Delta)^s u_{j,l} + (V(z_j^l) - \varphi(|x|)f(z_j^l, |u_{j,l}|))u_{j,l} = (1 - \varphi(|x|))f(z_j^l, |u_{j,l}|)u_{j,l}.
\]

In virtue of Lemma 3.15, we have that

\[
(-\Delta)^s |u_{j,l}| + (V(z_j^l) - \varphi(|x|)f(z_j^l, |u_{j,l}|))|u_{j,l}| \leq (1 - \varphi(|x|))f(z_j^l, |u_{j,l}|)|u_{j,l}|.
\]

Making use of Lemma 3.14, we then infer that

\[
|u_{j,l}(x)| \leq \frac{C}{1 + |x|^{N+2s}}, \quad x \in \mathbb{R}^N. \tag{3.46}
\]

Since \( u_{j,l} \) satisfies (3.45), from [12, Lemma 4.4], we derive that \( u_{j,l} \in C^{2,\beta}(\mathbb{R}^N) \) for some \( 0 < \beta < 1 \). Let \( \varphi_{j,l}(t) := f(z_j^l, |t|)t \) for \( t \in \mathbb{R} \), then \( \varphi_{j,l} \in C^1(\mathbb{R}, \mathbb{R}) \) and \( \varphi_{j,l}'(0) = 0 \). For \( 1 \leq i \leq N \), we define \( u_{j,i} := \partial_{x_i}u_{j,l} \). Differentiating both sides of (3.45) with respect to \( x_1 \), we then obtain that

\[
(-\Delta)^s u_{j,i,l} + V(z_j^l)u_{j,i,l} = \varphi_{j,l}'(u_{j,l})u_{j,i,l}.
\]

Due to \( |u_{j,l}(x)| \to 0 \) as \( |x| \to \infty \), we then get that \( |\varphi_{j,l}'(u_{j,l})| \to 0 \) as \( |x| \to \infty \). At this point, using the same arguments as the proof of (3.46), we are able to derive that

\[
|u_{i,l}(x)| \leq \frac{C}{1 + |x|^{N+2s}}, \quad x \in \mathbb{R}^N.
\]

Thus we have completed the proof.

**Lemma 3.17.** For \( p \geq 2 \), there exists \( C_p > 0 \) such that, for any \( a_1, a_2 \in \mathbb{R} \),

\[
|a_1 + a_2|^{p-2} - |a_1|^{p-2} \leq C_p (\tau_p |a_1|^{p-3}|a_2| + |a_2|^{p-2}),
\]

where

\[
\tau_p = \begin{cases} 
 0, & \text{if } p - 2 \leq 1, \\
 1, & \text{if } p - 2 > 1.
\end{cases}
\]
Proof. If $p - 2 \leq 1$, then for any $a_1, a_2 \in \mathbb{R}$,

$$|a_1 + a_2|^{p-2} - |a_1|^{p-2} \leq |a_2|^{p-2}.$$  

If $p - 2 > 1$, it then follows from the mean value theorem that, for any $a_1, a_2 \in \mathbb{R}$,

$$|a_1 + a_2|^{p-2} - |a_1|^{p-2} = (p - 2)|a_1 + \theta a_2|^{p-4} (a_1 + \theta a_2) a_2$$

$$\leq C_p(|a_1|^{p-3}|a_2| + |a_2|^{p-2}),$$

where $0 < \theta < 1$. Thus we have completed the proof. \hfill \Box

Lemma 3.18. There exists $C > 0$ such that, for any $a_1, a_2 \in \mathbb{R}$,

$$|g(|a_1 + a_2|) - g(|a_1|)| \leq C|a_2|^\sigma,$$

where $\sigma = \min\{p - 2, 1\}$.

Proof. If $p - 2 \geq 1$, then $g$ is a Lipschitz function. It follows that there exists $C > 0$ such that, for any $a_1, a_2 \in \mathbb{R}$,

$$|g(|a_1 + a_2|) - g(|a_1|)| \leq C|a_2|.$$

If $p - 2 < 1$, by the definition of $g$, then $g'$ is non-increasing on $(0, +\infty)$. Therefore, for any $a_1 > 0$ and $a_2 > 0$,

$$g(a_1 + a_2) = \int_0^{a_1+a_2} g'(t) \, dt$$

$$= \int_0^{a_1} g'(t) \, dt + \int_{a_1}^{a_1+a_2} g'(t) \, dt$$

$$= g(a_1) + \int_{a_1}^{a_2} g'(t + a_1) \, dt$$

$$\leq g(a_1) + \int_{a_1}^{a_2} g'(t) \, dt$$

$$= g(a_1) + g(a_2).$$

It then follows that there exists $C > 0$ such that, for any $a_1, a_2 \in \mathbb{R}$,

$$|g(|a_1 + a_2|) - g(|a_1|)| \leq C|a_2|^{p-2}$$

where we used the fact that $g(t) \leq t^{p-2}$ for any $t \geq 0$. Thus the proof is completed. \hfill \Box

Let $\{\epsilon_n\} \subset \mathbb{R}^+$ be such that $\epsilon_n = o_n(1)$. Let $w_{j,\epsilon_n} \in X^{1,s}(\mathbb{R}_+^{N+1})$ be the solution to (3.3) with $\epsilon = \epsilon_n$ obtained in Theorem 3.1. Let $w_{j,l} \in X^{1,s}(\mathbb{R}_+^{N+1})$ be the solution to (3.21) obtained in Lemma 3.11. Define

$$R_{j,n} := w_{j,\epsilon_n} - \sum_{l=1}^{m_j} w_{j,l}(\cdot - \tau_{j,l}^\epsilon, \cdot),$$

and

$$r_{j,n} := R_{j,n}(\cdot, 0), \quad u_{j,\epsilon_n} := w_{j,\epsilon_n}(\cdot, 0), \quad u_{j,l} := w_{j,l}(\cdot, 0),$$

where $m_j \in \mathbb{N}$ is given in Lemma 3.11. For simplicity, we shall denote $R_{j,n}$, $r_{j,n}$, $z_{j,\epsilon_n}$, $w_{j,\epsilon_n}$, $u_{j,\epsilon_n}$ and $u_{j,l}$ by $R_n$, $r_n$, $z_n^l$, $w_n$, $u_n$ and $u_l$, respectively.

Lemma 3.19. There holds that $\lim_{n \to \infty} \|r_n\|_{L^\infty(\mathbb{R}^N)} = 0$.

Proof. By using the $s$-harmonic extension arguments, it is straightforward to see that $u_n \in H^s(\mathbb{R}^N)$ satisfies the equation

$$(-\Delta)^s u_n + V_{\epsilon_n}(x) u_n = f_{\epsilon_n}(x, |u_n|) u_n.$$

Furthermore, $u_l \in H^s(\mathbb{R}^N)$ satisfies the equation

$$(-\Delta)^s u_l + V(z_j^l) u_l = f(z_j^l, |u_l|) u_l.$$
In view of the definition of \( r_n \), we then get that \( r_n \) satisfies the equation

\[
(-\Delta)^s r_n + (V_{\epsilon_n}(x) - f_{\epsilon_n}(x, |u_n|))r_n = h_n,
\]

where

\[
h_n(x) = f_{\epsilon_n}(x, |u_n|)u_n - f_{\epsilon_n}(x, |u_n|)r_n - \sum_{l=1}^{m_j} f_{\epsilon_n}(x, |u_l(x - z^l_n)|)u_l(x - z^l_n)
+ \sum_{l=1}^{m_j} (f_{\epsilon_n}(x, |u_l(x - z^l_n)|) - f(z^l, |u_l(x - z^l_n)|))u_l(x - z^l_n)
- \sum_{l=1}^{m_j} (V_{\epsilon_n}(x) - V(z^l))u_l(x - z^l_n)
:= I^1_n(x) + I^2_n(x) + I^3_n(x).
\]

Let us now estimate the term \( I^1_n(x) \) for \( x \in \mathbb{R}^N \). From the definitions of \( r_n \) and \( f_{\epsilon_n} \), Lemmas 3.17 and 3.18, we deduce that there exists \( C > 0 \) such that

\[
|I^1_n(x)| = \left| f_{\epsilon_n}(x, |u_n|)u_n - f_{\epsilon_n}(x, |u_n|)r_n - \sum_{l=1}^{m_j} f_{\epsilon_n}(x, |u_l(x - z^l_n)|)u_l(x - z^l_n) \right|
= \left| \sum_{l=1}^{m_j} f_{\epsilon_n}(x, |u_l|)u_l(x - z^l_n) - \sum_{l=1}^{m_j} f_{\epsilon_n}(x, |u_l(x - z^l_n)|)u_l(x - z^l_n) \right|
\leq \sum_{l=1}^{m_j} \left| f_{\epsilon_n}(x, |u_l|) - f_{\epsilon_n}(x, |u_l(x - z^l_n)|) \right| \left| u_l(x - z^l_n) \right|
\leq \sum_{l=1}^{m_j} \left| |u_l|^p - |u_l(x - z^l_n)|^p \right| |u_l(x - z^l_n)|
+ \sum_{l=1}^{m_j} \left| g(|u_l|) - g(|u_l(x - z^l_n)|) \right| |u_l(x - z^l_n)|
\leq \sum_{l=1}^{m_j} \left( \tau_p \left| u_l(x - z^l_n) \right|^p \left| r_n \right| + \sum_{l' \neq l} \left| u_{l'}(x - z_{l'}^l_n) \right| \left| r_n \right| + \sum_{l' \neq l} \left| u_{l'}(x - z_{l'}^l_n) \right| \right) \left| u_l(x - z^l_n) \right|
+ \sum_{l=1}^{m_j} \left| r_n \right| \left| u_{l'}(x - z_{l'}^l_n) \right| \left| u_l(x - z^l_n) \right|.
\]

It then follows that

\[
|I^1_n(x)| \leq C\tau_p \left( \sum_{l=1}^{m_j} \left| u_l(x - z^l_n) \right|^p \right) \left| r_n \right| + C \left( \sum_{l=1}^{m_j} \left| u_l(x - z^l_n) \right| \right) \left| r_n \right|^{p-2}
+ C \sum_{l=1}^{m_j} \sum_{l' \neq l} \left( \tau_p \left| u_l(x - z^l_n) \right|^p \left| u_{l'}(x - z_{l'}^l_n) \right| + \left| u_{l'}(x - z_{l'}^l_n) \right| \right) \left| u_l(x - z^l_n) \right|
+ C \left( \sum_{l=1}^{m_j} \left| u_l(x - z^l_n) \right| \right) \left| r_n \right|^\sigma + C \sum_{l=1}^{m_j} \sum_{l' \neq l} \left| u_{l'}(x - z_{l'}^l_n) \right| \left| u_l(x - z^l_n) \right|^\sigma.
\]

By the definition of \( r_n \), (3.20) and Lemma 2.2, we have that

\[
\lim_{n \to \infty} \|r_n\|_{L^q(\mathbb{R}^N)} = 0 \quad \text{for} \ 2 \leq q \leq 2^*_s.
\]
From Lemma 3.16 and the fact that $|z_n^l - z_n^{l'}| \to \infty$ as $n \to \infty$ for $l \neq l'$, see Lemma 3.11, we get that, for any $x_0 \in \mathbb{R}^N$,

$$\lim_{n \to \infty} \int_{B_1(x_0)} |\mathcal{I}_n^{1/2} |^\frac{p-2}{p} dx = 0. \quad (3.48)$$

Applying Lemma 3.11, we can also conclude that

$$\lim_{n \to \infty} \int_{B_1(x_0)} |\mathcal{I}_n^2 |^\frac{p-2}{p} dx = 0,$$

$$\lim_{n \to \infty} \int_{B_1(x_0)} |\mathcal{I}_n^3 |^\frac{p-2}{p} dx = 0. \quad (3.49)$$

By using a similar way as the proof of (3.33), it is not hard to show that

$$\int_0^1 \int_{B_1(x_0)} y^{1-2s} |R_n|^2 dxdy \leq C_N \left( \int_0^1 \int_{B_1(z)} y^{1-2s} |R_n|^2 dxdy \right)^{\frac{1}{2}}.$$

Taking into account [25, Proposition 3.1.1] and (3.20), we then obtain that

$$\lim_{n \to \infty} \int_0^1 \int_{B_1(x_0)} y^{1-2s} |R_n|^2 dxdy = 0. \quad (3.50)$$

Note that $2 < p < 2s^*$, then $p/(p - 2) > N/2s$. Since $r_n$ satisfies (3.47), by using [38, Proposition 2.6], (3.48), (3.49) and (3.50), we are now able to deduce that

$$\lim_{n \to \infty} \|r_n\|_{L^\infty(B_{1/2}(x_0))} = 0.$$

This readily yields the result of this lemma, because $x_0$ is an arbitrary point in $\mathbb{R}^N$. Thus the proof is completed. \hfill \Box

**Lemma 3.20.** There exists $C > 0$ such that, for any $n \in \mathbb{N}$,

$$|r_n(x)| \leq \sum_{l=1}^{m_j} \frac{C}{1 + |x - z_n^l|^{N+2s}}, \quad x \in \mathbb{R}^N.$$

**Proof.** In view of the definition of $r_n$, we know that $r_n$ satisfies the equation

$$(-\Delta)^s r_n + V_{\epsilon_n}(x) r_n = \psi_n,$$  

(3.51)\

where

$$\psi_n(x) := f_{\epsilon_n}(x, |u_n|) u_n - \sum_{l=1}^{m_j} f(z_n^l, |u_l(x - z_n^l)|) u_l(x - z_n^l)$$

$$- \sum_{l=1}^{m_j} (V_{\epsilon_n}(x) - V(z_n^l)) u_l(x - z_n^l).$$

By the definitions of $f_{\epsilon_n}$ and $r_n$, we see that there exists $C > 0$ such that

$$|\psi_n(x)| \leq C |r_n|^p + C \sum_{l=1}^{m_j} (|u_l(x - z_n^l)| + |u_l(x - z_n^l)|^{p-1}).$$

Hence Lemma 3.16 gives that there exists $C > 0$ such that

$$|\psi_n(x)| \leq C |r_n|^p + \sum_{l=1}^{m_j} \frac{C}{1 + |x - z_n^l|^{N+2s}}. \quad (3.52)$$

Taking advantage of the assumption that $V(x) \geq a$ for any $x \in \mathbb{R}^N$, (3.51), (3.52) and Lemma 3.15, we then have that

$$(-\Delta)^s |r_n| + (a - C |r_n|^{p-2}) |r_n| \leq \sum_{l=1}^{m_j} \frac{C}{1 + |x - z_n^l|^{N+2s}}.$$
By Lemma 3.19, we now get that, for any $n \in \mathbb{N}$ large enough,
\[
(-\Delta)^s [r_n] + \frac{a}{2} |r_n| \leq \sum_{i=1}^{m_j} \frac{C}{1 + |x - z_n^i|^{N+2s}}. \tag{3.53}
\]

Let $\omega$ be the unique solution to the equation
\[
(-\Delta)^s \omega + \frac{a}{2} \omega = \frac{C}{1 + |x|^{N+2s}}. \tag{3.54}
\]

Using (3.53), (3.54) and Lemma 3.13, we have that
\[
|r_n(x)| \leq \sum_{i=1}^{m_j} |\omega(x - z_n^i)|, \quad x \in \mathbb{R}^N. \tag{3.55}
\]

On the other hand, in light of Lemma 3.14, we obtain that there exists $C > 0$ such that
\[
|\omega(x)| \leq \frac{C}{1 + |x|^{N+2s}}, \quad x \in \mathbb{R}^N.
\]

This together with (3.55) indicates the result of this lemma, and the proof is completed. \qed

As a consequence of the definition of $r_n$, Lemmas 3.16 and 3.20, we then have the following lemma.

**Lemma 3.21.** There exists $C > 0$ such that, for any $n \in \mathbb{N}$,
\[
|u_n(x)| \leq \sum_{i=1}^{m_j} \frac{C}{1 + |x - z_n^i|^{N+2s}}, \quad x \in \mathbb{R}^N.
\]

**Lemma 3.22.** There exists $C > 0$ such that, for any $n \in \mathbb{N}$,
\[
|\nabla r_n(x)| \leq \sum_{i=1}^{m_j} \frac{C}{1 + |x - z_n^i|^{N+2s}}, \quad x \in \mathbb{R}^N.
\]

**Proof.** According to Lemma 3.12, we know that there exists $C > 0$ independent of $n$ such that $\|u_n\|_{L^\infty(\mathbb{R}^N)} \leq C$. In virtue of [42, Proposition 4.5], we then derive that there exist $\alpha' \in (0, 1)$ and $C'' > 0$ independent of $n$ such that $u_n \in C^{\alpha'}(\mathbb{R}^N)$ and $\|u_n\|_{C^{\alpha'}(\mathbb{R}^N)} \leq C''$. Since $f$ and $V$ are $C^1$ functions, by [47, Propositions 2.8-2.9], we then obtain that there exists $\alpha'' \in (0, 1)$ and $C''' > 0$ independent of $n$ such that $u_n \in C^{1, \alpha''}(\mathbb{R}^N)$ and $\|u_n\|_{C^{1, \alpha''}(\mathbb{R}^N)} \leq C'''$. For simplicity, we define
\[
u_{n,i} := \partial_{x_i} u_n, \quad r_{n,i} := \partial_{x_i} r_n, \quad u_{l,i} := \partial_{x_i} u_{l,i},
\]
and
\[V_i := \partial_{x_i} V, \quad \chi_i := \partial_{x_i} \chi \quad \text{for } 1 \leq i \leq N.
\]

By using the definition of $r_n$, we then get that
\[
u_{n,i} = r_{n,i} + \sum_{i=1}^{m_j} u_{l,i}(\cdot - z_n^i). \tag{3.56}
\]

As a consequence of Lemma 3.16, we then have that there exists $C > 0$ independent of $n$ such that $\|r_{n,i}\|_{C^{1, \alpha''}(\mathbb{R}^N)} \leq C$. Since $u_n$ satisfies the equation
\[
(-\Delta)^s u_n + V_{\epsilon_n}(x) u_n = f_{\epsilon_n}(x, |u_n|) u_n
\]
and $u_l$ satisfies the equation
\[
(-\Delta)^s u_l + V(z_j^l) u_l = f(z_j^l, |u_l|) u_l,
\]
then
\[
(-\Delta)^s u_{n,i} + V_{\epsilon_n}(x) u_{n,i} = -\epsilon_n V_i(\epsilon_n x) u_n + (p - 1)(1 - \chi(\epsilon_n x)) |u_n|^{p-2} u_{n,i} - \epsilon_n \chi_i(\epsilon_n x) |u_n|^{p-2} u_{n,i} + \chi(\epsilon_n x) H'(|u_n|) u_{n,i}
\]
\[
+ \epsilon_n \chi_i(\epsilon_n x) g(|u_n|) u_n
\]
\[(\Delta)^s r_{n,i} + V_{r_n}(x) r_{n,i} = -\epsilon_n V_i(\epsilon(x)) u_n + (p - 1)(1 - \chi(\epsilon(x)))|u_n|^{p-2} u_n - \epsilon_n \chi_i(\epsilon(x)) \left( |u_n|^{p-2} u_n - g(|u_n|) u_n \right) \]

where \( H(t) = g(t)t \) for \( t \in \mathbb{R} \). In view of (3.56), we then deduce that

\[
(\Delta)^s r_{n,i} + V_{r_n}(x) r_{n,i} = -\epsilon_n V_i(\epsilon(x)) u_n + (p - 1)(1 - \chi(\epsilon(x)))|u_n|^{p-2} u_n + \chi(\epsilon(x)) H'(|u_n|) u_n \]

(3.57)

and

\[
L_n(x) := (p - 1)(1 - \chi(\epsilon(x))) \left( \sum_{i=1}^{m_j} |u_n|^{p-2} u_{t,i}(x - z_n^i) - \sum_{i=1}^{m_j} |u_t(x - z_n^i)|^{p-2} u_{t,i}(x - z_n^i) \right) + \chi(\epsilon(x)) \left( \sum_{i=1}^{m_j} H'(|u_n|) u_{t,i}(x - z_n^i) - \sum_{i=1}^{m_j} H'(|u_t(x - z_n^i)|) u_{t,i}(x - z_n^i) \right) - (p - 1) \sum_{i=1}^{m_j} (\chi(\epsilon(x)) \chi_i(\epsilon(x)) \left( |u_n|^{p-2} u_n - g(|u_n|) u_n \right) \]

Using Young’s inequality and the fact that \( \|r_{n,i}\|_{C^{1,\alpha}}(\mathbb{R}^N) \leq C \), we see that, for any \( \eta > 0 \),

\[
|T_n(x) r_{n,i}| \leq \frac{p - 2}{p - 1} \eta^{-\frac{2}{p - 2}} \left( (p - 1)(1 - \chi(\epsilon(x)))|u_n|^{p-2} + \chi(\epsilon(x)) H'(|u_n|) \right) \Rightarrow + \frac{1}{p - 1} \eta^{p-1} |r_{n,i}|^{p-1} \leq C \eta^{-\frac{p-2}{p-1}} |u_n|^{p-1} + \eta^{p-1} C_1^{p-2} |r_{n,i}|. \]

Choosing \( \eta > 0 \) such that \( \eta^{p-1} C_1^{p-2} = a/2 \) and using Lemma 3.21, we then get that there exists \( C > 0 \) such that

\[
|T_n(x) r_{n,i}| \leq \sum_{i=1}^{m_j} \frac{C}{1 + |x - z_n^i|^{N+2\alpha}} + \frac{a}{2} |r_{n,i}| \quad (3.58) \]

On the other hand, from Lemmas 3.16 and 3.21, we derive that there exists \( C > 0 \) such that

\[
| -\epsilon_n V_i(\epsilon(x)) u_n(x) | \leq \sum_{i=1}^{m_j} \frac{C}{1 + |x - z_n^i|^{N+2\alpha}} \quad (3.59) \]
\[ |L_n(x)| \leq \sum_{l=1}^{m_j} \frac{C}{1 + |x - z^l_n|^{N+2s}} \]  \hspace{1cm} (3.60)

Making use of (3.57)-(3.60) and Lemma 3.15, we now get that
\[ (-\Delta)^s |r_{n,i}| + \frac{a}{2} |r_{n,i}| \leq \sum_{l=1}^{m_j} \frac{C}{1 + |x - z^l_n|^{N+2s}}. \]

At this point, reasoning as the proof of Lemma 3.20, we are able to get the desired result, and the proof is completed. \( \square \)

Taking advantage of (3.56), Lemma 3.16 and Lemma 3.22, we then obtain the following lemma.

**Lemma 3.23.** There exists \( C > 0 \) such that, for any \( n \in \mathbb{N} \),
\[ |\nabla u_n(x)| \leq \sum_{l=1}^{m_j} \frac{C}{1 + |x - z^l_n|^{N+2s}}, \ x \in \mathbb{R}^N. \]  \hspace{1cm} (3.61)

**Lemma 3.24.** There exists \( C > 0 \) such that, for any \( n \in \mathbb{N} \),
\[ |\nabla x w_n(\xi)| \leq \sum_{l=1}^{m_j} \frac{C}{1 + |\xi - \xi^l_n|^{N}}, \ \xi \in \mathbb{R}_{+}^{N+1}, \]  \hspace{1cm} (3.62)

where \( \xi = (x, y) \) and \( \xi^l_n = (z^l_n, 0) \).

**Proof.** For \( 1 \leq i \leq N \), we define \( w_{n,i} := \partial_{x_i} w_n \). Then we see that
\[ \begin{array}{l}
- \text{div}(y^{1-2s}\nabla w_{n,i}) = 0 \quad \text{in} \ \mathbb{R}_{+}^{N+1}, \\
 w_{n,i}(x, 0) = u_{n,i} \quad \text{on} \ \mathbb{R}^N \times \{0\}. 
\end{array} \]  \hspace{1cm} (3.63)

Let \( v \) be the solution to the equation
\[ \begin{array}{l}
- \text{div}(y^{1-2s}\nabla v) = 0 \quad \text{in} \ \mathbb{R}_{+}^{N+1}, \\
v(x, 0) = \frac{1}{1 + |x|^{N+2s}} \quad \text{on} \ \mathbb{R}^N \times \{0\}. 
\end{array} \]  \hspace{1cm} (3.64)

From (3.63), (3.64), Lemma 3.23 and the maximum principle, we then get that
\[ |w_{n,i}(\xi)| \leq C \sum_{l=1}^{m_j} v(\xi - \xi^l_n), \ \xi \in \mathbb{R}_{+}^{N+1}. \]  \hspace{1cm} (3.65)

By (3.64) and [12, Remark 3.8], we have that
\[ v(\xi) = \int_{\mathbb{R}^N} \frac{1}{1 + |\xi|^N + 2s} P^s_y(x - \zeta) \, d\zeta, \]  \hspace{1cm} (3.66)

where \( P^s_y(x) \) is defined by (2.4) for \( x \in \mathbb{R}^N \). If \( |x| \leq y \), then \( |\xi| \leq \sqrt{2y} \). It follows that
\[
|v(\xi)| = c_{n,s} \int_{\mathbb{R}^N} \frac{y^{2s}}{(|x - \zeta|^2 + y^2)^{N+2s}} \frac{1}{1 + |\xi|^{N+2s}} \, d\zeta
\leq \frac{c_{n,s}}{|y|^N} \int_{\mathbb{R}^N} \frac{1}{1 + |\xi|^{N+2s}} \, d\zeta
\leq \frac{C}{|\xi|^N}.
\]

This along with the fact that \( v \in L^\infty(\mathbb{R}^N) \) (see [12, Corollary 3.5]) implies that
\[ |v(\xi)| \leq \frac{C}{1 + |\xi|^N} \quad \text{if} \ |x| \leq y. \]
If \(|x| \geq y\), then \(|\xi| \leq \sqrt{2} |x|\). By using (3.66), we know that
\[
|v(\xi)| \leq \int_{|\xi-x|>|x|/2} \frac{1}{1+|\xi|^{N+2s}} P_y^s(x-\zeta) \, d\zeta
\]
\[+ \int_{|\xi-x| \leq |x|/2} \frac{1}{1+|\xi|^{N+2s}} P_y^s(x-\zeta) \, d\zeta \tag{3.67}
\]
The first term in the right hand side of (3.67) can be estimated as
\[
\left| \int_{|\xi-x|>|x|/2} \frac{1}{1+|\xi|^{N+2s}} P_y^s(x-\zeta) \, d\zeta \right|
\]
\[= c_{N,s} \int_{|\xi-x|>|x|/2} \frac{y^{2s}}{(|x-\zeta|^2 + y^2)^{\frac{N+2s}{2}}} \frac{1}{1+|\xi|^{N+2s}} \, d\zeta \leq c_{N,s} \int_{|\xi-x|>|x|/2} \frac{y^{2s}}{(|x-\zeta|^2 + y^2)^{\frac{N+2s}{2}}} \frac{1}{1+|\xi|^{N+2s}} \, d\zeta \leq \frac{c_{N,s}}{|x|^N} \leq \frac{C}{|\xi|^N} \tag{3.68}
\]

Since \(|\zeta-x| \leq |x|/2\) implies that \(|\zeta| \geq |x|/2\), then the second term in the right hand side of (3.67) can be estimated as
\[
\left| \int_{|\xi-x| \leq |x|/2} \frac{1}{1+|\xi|^{N+2s}} P_y^s(x-\zeta) \, d\zeta \right|
\]
\[= c_{N,s} \int_{|\xi-x| \leq |x|/2} \frac{y^{2s}}{(|x-\zeta|^2 + y^2)^{\frac{N+2s}{2}}} \frac{1}{1+|\xi|^{N+2s}} \, d\zeta \leq \frac{c_{N,s}}{1+|x/2|^{N+2s}} \int_{|\xi-x| \leq |x|/2} \frac{y^{2s}}{(|x-\zeta|^2 + y^2)^{\frac{N+2s}{2}}} \, d\zeta \leq \frac{c_{N,s}}{1+|x/2|^{N+2s}} \int_{R^N} \frac{y^{2s}}{(|x-\zeta|^2 + y^2)^{\frac{N+2s}{2}}} \, d\zeta \leq \frac{1}{1+|x/2|^{N+2s}} \leq C \frac{1}{1+|\xi|^{N+2s}} \tag{3.69}
\]
Combining (3.67)-(3.69) yields that
\[
|v(\xi)| \leq \frac{C}{|\xi|^N} \text{ if } |x| \geq y.
\]
This along with the fact that \(v \in L^\infty(\mathbb{R}^N)\) implies that
\[
|v(\xi)| \leq \frac{C}{1+|\xi|^N} \text{ if } |x| \geq y.
\]
Hence
\[
|v(\xi)| \leq \frac{C}{1+|\xi|^N}, \quad \xi \in \mathbb{R}^{N+1}_+ \tag{3.70}
\]
This along with (3.65) implies (3.62). Thus the proof is completed. \(\square\)

**Lemma 3.25.** There exists \(C > 0\) such that, for any \(n \in \mathbb{N}\),
\[
|y^{1-2s} \partial_y w_n(\xi)| \leq \sum_{i=1}^{m_j} \frac{C}{1+|\xi - \xi_n|^N}, \quad \xi \in \mathbb{R}^{N+1}_+ \tag{3.71}
\]
Proof. Define \( v_n(\xi) := y^{1-2s} \partial_y w_n(\xi) \). By the dual principle (see [13, Section 2.3] or [12, Section 3.3]), we know that \( v_n \) satisfies the equation

\[
\begin{cases}
-\text{div}(y^{1-2s}\nabla v_n) = 0 & \text{in } \mathbb{R}_+^{N+1}, \\
v_n(x,0) = -V_{\epsilon_n}(x)u_n + f_{\epsilon_n}(x,|u_n|)u_n & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\] (3.72)

It follows from Lemma 3.21 and the definition of \( f_{\epsilon_n} \) that there exists \( C > 0 \) independent of \( n \) such that

\[
|V(\epsilon_n x)u_n + f_{\epsilon_n}(x,|u_n|)u_n| \leq \sum_{l=1}^{m_j} \frac{C}{1 + |x - z^l_{n+1}|^{N+2s}}, \quad x \in \mathbb{R}^N.
\] (3.73)

At this point, arguing as the proof of Lemma 3.24, we are able to obtain the result of this lemma. Thus the proof is completed. \( \square \)

3.3. Proof of Theorem 1.1. Relying on the arguments above, we are now ready to prove Theorem 1.1. To this end, let us first introduce some notations. For \( r > 0, \quad x = (x_1, \cdots, x_N) \in \mathbb{R}^N \) and \( \xi = (x,y) = (x_1, \cdots, x_N, y) \in \mathbb{R}^{N+1} \), we define

\[
Q_r(x) := [x_1 - r, x_1 + r] \times \cdots \times [x_N - r, x_N + r],
\]

\[
Q_r(\xi) := [x_1 - r, x_1 + r] \times \cdots \times [x_N - r, x_N + r] \times [y - r, y + r]
\]

and

\[
Q_r^\pm(\xi) := Q_r(\xi) \cap \overline{\mathbb{R}_+^{N+1}}.
\]

We denote by \( \partial Q_r(x) \) the boundary of \( Q_r(x) \) in \( \mathbb{R}^N \) and \( \partial Q_r^\pm(\xi) \) the boundary of \( Q_r^\pm(\xi) \) in \( \mathbb{R}^{N+1} \). Let \( \partial^+ Q_r^\pm(\xi) := \partial^+ Q_r^\pm(\xi) \cap \mathbb{R}_+^{N+1}, \quad \partial^* Q_r^\pm(\xi) := \{(x,0) \mid (x,0) \in \partial Q_r^\pm(\xi)\} \), then

\[
\partial Q_r^\pm(\xi) = \partial^+ Q_r^\pm(\xi) \cup \partial^* Q_r^\pm(\xi).
\]

For \( \xi \in \mathbb{R}^{N+1} \), we define

\[
\delta(\xi) := \inf \left\{ r > 0 \mid \frac{\xi}{r} \in Q_1(0) \right\}.
\]

It is easy to check that \( \delta \) is a norm in \( \mathbb{R}^{N+1} \) and there exists \( C > 0 \) such that

\[
C^{-1}|\xi| \leq \delta(\xi) \leq C|\xi|, \quad \xi \in \mathbb{R}^{N+1}.
\] (3.74)

Furthermore, there holds that

\[
\{ \xi \in \mathbb{R}^{N+1} \mid \delta(\xi - \xi) \leq r \} = Q_r(\xi).
\] (3.75)

Let \( \{ \epsilon_n \} \subset \mathbb{R}^+ \) be such that \( \epsilon_n = o_n(1) \). Up to a subsequence, we assume that, for any \( 1 \leq l \leq m_j \), \( \lim_{n \to \infty} \epsilon_n z^l_j, \epsilon_n \) exists. As a result of Lemma 3.11, we have that

\[
\left\{ z^l_1, \cdots, z^l_j \right\} := \left\{ \lim_{n \to \infty} \epsilon_n z^l_j, \epsilon_n \mid 0 \leq l \leq m_j \right\} \subset \Lambda^d
\] (3.76)

for some \( 1 \leq l_j \leq m_j \). We now define

\[
\vartheta_* := \left\{ \frac{1}{|\Lambda^d|} \min \{ \delta(z^l_i - z^l_j) \mid 1 \leq l < l' \leq l_j \}, \quad \text{if } l_j \geq 2, \quad \text{if } l_j = 1. \right\}
\] (3.77)

For simplicity, we shall denote \( w_{j,\epsilon_n}, u_{j,\epsilon_n} \) and \( z^l_{j,\epsilon_n} \) by \( w_n, u_n \) and \( z^l_n \), respectively.

Lemma 3.26. If

\[
0 < \delta < \vartheta_*,
\] (3.78)

then there exists \( C > 0 \) independent of \( n \) such that, for any \( 0 \leq l \leq m_j \) and \( n \in \mathbb{N} \) large enough,

\[
|u_n(x)| + |\nabla u_n(x)| \leq C \epsilon_n^{N+2s}, \quad x \in \partial Q_{\delta(\epsilon_n)}(z^l_n)
\] (3.79)
and

\[ |\nabla_x w_n(\xi)| + |y^{1-2s} \partial_y w_n(\xi)| \leq C\epsilon_n^N, \; \xi \in \partial^+ Q_{\delta \epsilon_n}^+ (\xi_n^l), \]  

(3.80)

where \( \xi_n^l := (z_n^l, 0) \).

**Proof.** Combining (3.74), (3.78), Lemmas 3.21, 3.23, 3.24 and 3.25 yields the results of the lemma, and the proof is completed. \( \square \)

**Lemma 3.27.** Let \( n = (n_1, \cdots, n_{N+1}) \) and \( \nu = (\nu_1, \cdots, \nu_N) \) be the unit outward normal vectors to \( \partial^+ Q_{\delta \epsilon_n}^+ (\xi_n^l) \) and \( \partial Q_{\delta \epsilon_n}^- (z_n^l) \), respectively. Then

\[
- \int_{\partial Q_{\delta \epsilon_n}^- (z_n^l)} y^{1-2s} (\nabla w_n \cdot \nu) \partial_x w_n \, dS + \frac{1}{2} \int_{\partial Q_{\delta \epsilon_n}^- (z_n^l)} y^{1-2s} |\nabla w_n|^2 n_i \, dS + \frac{1}{2k_s} \int_{\partial Q_{\delta \epsilon_n}^- (z_n^l)} V(\epsilon_n x)|u_n|^2 n_i \, dS - \frac{1}{k_s} \int_{\partial Q_{\delta \epsilon_n}^- (z_n^l)} F_{\epsilon_n} (x, |u_n|)n_i \, dS
\]

\[
= \frac{\epsilon_n}{2k_s} \int_{Q_{\delta \epsilon_n}^+ (z_n^l)} \partial_x V(\epsilon_n x)|u_n|^2 \, dx + \frac{\epsilon_n}{k_s} \int_{Q_{\delta \epsilon_n}^+ (z_n^l)} \partial_x \chi(\epsilon_n x) \left( \frac{1}{p} |u_n|^p - G(|u_n|) \right) \, dx,
\]

(3.81)

where \( \delta > 0 \) is a constant.

**Proof.** Since \( w_n \) satisfies (3.3) with \( \epsilon = \epsilon_n \), by multiplying (3.3) by \( \partial_x, w_n \) and integrating on \( Q_{\delta \epsilon_n}^+ (\xi_n^l) \), then

\[
\int_{Q_{\delta \epsilon_n}^+ (\xi_n^l)} \text{div} \left( y^{1-2s} \nabla w_n \right) \partial_x w_n \, dx \, dy = 0.
\]

(3.82)

Applying the divergence theorem, we know that

\[
\int_{Q_{\delta \epsilon_n}^+ (\xi_n^l)} \text{div} \left( y^{1-2s} \nabla w_n \right) \partial_x w_n \, dx \, dy = \int_{\partial Q_{\delta \epsilon_n}^+ (\xi_n^l)} y^{1-2s} (\nabla w_n \cdot \nu) \partial_x w_n \, dS - \int_{\partial Q_{\delta \epsilon_n}^- (\xi_n^l)} y^{1-2s} \nabla w_n \cdot \nabla (\partial_x w_n) \, dx \, dy.
\]

(3.83)

It then follows from (3.82) that

\[
\int_{\partial Q_{\delta \epsilon_n}^- (\xi_n^l)} y^{1-2s} (\nabla w_n \cdot \nu) \partial_x w_n \, dS = \int_{\partial Q_{\delta \epsilon_n}^+ (\xi_n^l)} y^{1-2s} \nabla w_n \cdot \nabla (\partial_x w_n) \, dx \, dy.
\]

(3.83)

Let us first calculate the term in the left hand side of (3.83). By the definition of \( \partial Q_{\delta \epsilon_n}^+ (\xi_n^l) \) and (3.3), we find that

\[
\int_{\partial Q_{\delta \epsilon_n}^+ (\xi_n^l)} y^{1-2s} (\nabla w_n \cdot \nu) \partial_x w_n \, dS
\]

\[
= \int_{\partial Q_{\delta \epsilon_n}^+ (\xi_n^l)} y^{1-2s} (\nabla w_n \cdot \nu) \partial_x w_n \, dS - \int_{\partial Q_{\delta \epsilon_n}^+ (\xi_n^l)} \left( \lim_{\gamma \to 0^+} y^{1-2s} \partial_y w_n \right) \partial_x w_n \, dx
\]

\[
= \int_{\partial Q_{\delta \epsilon_n}^+ (\xi_n^l)} y^{1-2s} (\nabla w_n \cdot \nu) \partial_x w_n \, dS + \frac{1}{k_s} \int_{Q_{\delta \epsilon_n}^- (z_n^l)} (\nabla V_{\epsilon_n} (x) u_n + f_{\epsilon_n} (x, |u_n|) u_n) \partial_x u_n \, dx.
\]
Using the divergence theorem and the definition of $F_\epsilon$, we see that
\[
\int_{Q_{\delta \epsilon_n}^+(z_h)} \left( -V_\epsilon(x)u_n + f_\epsilon(x, |u_n|)u_n \right) \partial_x u_n \, dx \\
= \int_{Q_{\delta \epsilon_n}^+(z_h)} \left( -\frac{1}{2} V_\epsilon(x) \partial_x \left( |u_n|^2 \right) + \partial_x \left( F_\epsilon(x, |u_n|) \right) \right) \, dx - \epsilon_n \int_{Q_{\delta \epsilon_n}^+(z_h)} \partial_x F(\epsilon_n x, |u_n|) \, dx \\
= -\frac{1}{2} \int_{\partial Q_{\delta \epsilon_n}^+(z_h)} V_\epsilon(x) |u_n|^2 \, dS + \frac{\epsilon_n}{2} \int_{Q_{\delta \epsilon_n}^+(z_h)} \partial_x V(\epsilon_n x) |u_n|^2 \, dx \\
+ \int_{\partial Q_{\delta \epsilon_n}^+(z_h)} F_\epsilon(x, |u_n|)u_n \, dS - \epsilon_n \int_{Q_{\delta \epsilon_n}^+(z_h)} \partial_x F(\epsilon_n x, |u_n|) \, dx \\
= -\frac{1}{2} \int_{\partial Q_{\delta \epsilon_n}^+(z_h)} V(\epsilon_n x) |u_n|^2 \, dS + \frac{\epsilon_n}{2} \int_{Q_{\delta \epsilon_n}^+(z_h)} \partial_x V(\epsilon_n x) |u_n|^2 \, dx \\
+ \int_{\partial Q_{\delta \epsilon_n}^+(z_h)} F_\epsilon(x, |u_n|)u_n \, dS + \epsilon_n \int_{Q_{\delta \epsilon_n}^+(z_h)} \partial_x \chi(\epsilon_n x) \left( \frac{1}{p} |u_n|^p - G(|u_n|) \right) \, dx.
\]

We next compute the term in the right hand side of (3.83). Using again the divergence theorem, we derive that
\[
\int_{Q_{\delta \epsilon_n}^+(\xi^1_n)} y^{1-2s} \nabla w_n \cdot \nabla (\partial_x w_n) \, dxdy \\
= \sum_{j=1}^{N} \int_{Q_{\delta \epsilon_n}^+(\xi^1_n)} y^{1-2s} \partial_{\xi^1_j} w_n \partial_{\xi^1_j} (\partial_x w_n) \, dxdy + \int_{Q_{\delta \epsilon_n}^+(\xi^1_n)} y^{1-2s} \partial_{\xi^1_j} w_n \partial_{\xi^1_j} \partial_x w_n \, dxdy \\
= \frac{1}{2} \sum_{j=1}^{N} \int_{Q_{\delta \epsilon_n}^+(\xi^1_n)} y^{1-2s} \partial_{\xi^1_j} (\partial_x w_n)^2 \, dxdy + \frac{1}{2} \int_{Q_{\delta \epsilon_n}^+(\xi^1_n)} y^{1-2s} \partial_{\xi^1_j} (\partial_{\xi^1_j} w_n)^2 \, dxdy \\
= \frac{1}{2} \int_{Q_{\delta \epsilon_n}^+(\xi^1_n)} y^{1-2s} |\nabla w_n|^2 \, dxdy \\
= \frac{1}{2} \int_{\partial^+ Q_{\delta \epsilon_n}^+(\xi^1_n)} y^{1-2s} |\nabla w_n|^2 \, dS.
\]

Coming back to (3.83), we then derive (3.81). This completes the proof. \(\square\)

**Corollary 3.1.** For any $t = (t_1, \cdots, t_N) \in \mathbb{R}^N$, there holds that
\[
\begin{align*}
& - \int_{\partial^+ Q_{\delta \epsilon_n}^+(\xi^1_n)} y^{1-2s} \left( \nabla w_n \cdot n \right) \left( \nabla_x w_n \cdot t \right) \, dS + \frac{1}{2} \sum_{i=1}^{N} \int_{\partial^+ Q_{\delta \epsilon_n}^+(\xi^1_n)} y^{1-2s} |\nabla w_n|^2 t_i n_i \, dS \\
& + \frac{1}{2k_s} \int_{\partial Q_{\delta \epsilon_n}^+(z_h)} V(\epsilon_n x) |u_n|^2 (t \cdot \nu) \, dS - \frac{1}{k_s} \int_{\partial Q_{\delta \epsilon_n}^+(z_h)} F(\epsilon_n x, |u_n|) (t \cdot \nu) \, dS \\
& = \frac{\epsilon_n}{2k_s} \int_{Q_{\delta \epsilon_n}^+(z_h)} \left( \nabla V \right)(\epsilon_n x) \cdot |u_n|^2 \, dx \\
& + \frac{\epsilon_n}{k_s} \int_{Q_{\delta \epsilon_n}^-(z_h)} \left( \nabla \chi \right)(\epsilon_n x) \cdot \left( \frac{1}{p} |u_n|^p - G(|u_n|) \right) \, dx,
\end{align*}
\]

where $n = (n_1, \cdots, n_{N+1})$ is the unit outward normal vector to $\partial^+ Q_{\delta \epsilon_n}^+(\xi^1_n)$. 

\[28\]
Proof. Multiplying (3.3) with \( \epsilon = \epsilon_n \) by \( \nabla_z w_n \cdot t \), integrating on \( Q^+_{\delta \epsilon_n^{-1}}(\xi_n^l) \) and using the divergence theorem, we can obtain that

\[
\int_{\partial Q^+_{\delta \epsilon_n^{-1}}(\xi_n^l)} y^{1-2s} (\nabla w_n \cdot n) (\nabla_z w_n \cdot t) \, dS = \int_{Q^+_{\delta \epsilon_n^{-1}}(\xi_n^l)} y^{1-2s} \nabla w_n \cdot \nabla (\nabla_z w_n \cdot t) \, dx dy.
\]

At this point, reasoning as the proof of Lemma 3.27, it is not difficult to deduce the result of this corollary. Thus the proof is completed. \( \square \)

**Lemma 3.28.** If \( N \geq 2 \), then, for any \( 1 \leq l \leq m_j \),

\[
\lim_{\epsilon \to 0^+} \text{dist}(\epsilon z^l_{\epsilon j}, \mathcal{V}) = 0,
\]

where \( \mathcal{V} \) is defined by (1.3).

**Proof.** Arguing indirectly, we assume that there exist \( 1 \leq l_0 \leq m_j \) and \( \{\epsilon_n\} \subset \mathbb{R}^+ \) with \( \epsilon_n = o_n(1) \) such that

\[
\lim_{n \to \infty} \text{dist}(\epsilon_n z^l_{n0}, \mathcal{V}) > 0.
\]

Without loss of generality, we assume that \( \lim_{n \to \infty} \epsilon_n z^l_{n0} \) exists. For simplicity, we shall denote \( w_{j, \epsilon_n}, u_{j, \epsilon_n}, z^l_{j0}, \) and \( (z^l_{j0}, 0) \) by \( w_n, u_n, z^l_0 \) and \( \xi_n^l \), respectively.

According to Lemma 3.11 and (3.86), we have that \( z^l_0 := \lim_{n \to \infty} \epsilon_n z^l_{n0} \in \Lambda^0 \setminus \mathcal{V} \). Thus there exists \( \delta' > 0 \) independent of \( n \) such that, for any \( 0 < \delta < \delta' \),

\[
\inf_{x \in B_{\delta_0^l}(z^l_0)} \nabla V(\epsilon_n x) \cdot \nabla V(\epsilon_n z^l_0) \geq \frac{1}{2} |\nabla V(z^l_0)|^2 > 0.
\]

Using (3.2) and the fact that \( z^l_0 \in \Lambda^0 \setminus \mathcal{V} \), we see that

\[
\inf_{x \in B_{\delta_0^l}(z^l_0)} \nabla V(\epsilon_n z^l_0) \cdot (\nabla \chi)(\epsilon_n x) \geq 0.
\]

In light of the definition of \( \partial^+ Q^+_{\delta \epsilon_n^{-1}}(\xi_n^l) \), there holds that

\[
\int_{\partial^+ Q^+_{\delta \epsilon_n^{-1}}(\xi_n^l)} = \int_{\Gamma_1} + \cdots + \int_{\Gamma_N} + \int_{\Gamma_{N+1}},
\]

where \( z^l_n = (z^l_{n1}, \ldots, z^l_{nN}) \in \mathbb{R}^N \),

\[
\Gamma_i = \{ \xi = (x, y) \in \mathbb{R}^{N+1} \mid x_i = z^l_{i1} - \delta \epsilon_n^{-1} \text{ or } x_i = z^l_{i1} + \delta \epsilon_n^{-1},
\]

\[
|x_k - z^l_{nk}| \leq \delta \epsilon_n^{-1} \text{ for } k \neq i \text{ and } 0 \leq y \leq \delta \epsilon_n^{-1} \} \text{ for } 1 \leq i \leq N
\]

and

\[
\Gamma_{N+1} = \{ \xi = (x, y) \in \mathbb{R}^{N+1} \mid |x_k - z^l_{nk}| \leq \delta \epsilon_n^{-1} \text{ for } 1 \leq k \leq N \text{ and } y = \delta \epsilon_n^{-1} \}.
\]

Let \( \mathbf{n} = (n_1, \ldots, n_{N+1}) \) be the unit outward normal vector to \( \partial^+ Q^+_{\delta \epsilon_n^{-1}}(\xi_n^l) \) and define

\[
\mathbf{t}_n := \nabla V(\epsilon_n z^l_0)/|\nabla V(\epsilon_n z^l_0)|.
\]

In the following, we shall take advantage of Corollary 3.1 to reach a contradiction. We now estimate every term in (3.84) with \( \mathbf{t} = \mathbf{t}_n \), \( l = l_0 \) and \( \delta := \frac{1}{2} \min\{\delta_{l0}, \delta', \vartheta_*\} \), where \( \vartheta_* > 0 \) is defined by (3.77).
In view of (3.80), we get that, for any $1 \leq i \leq N,$
\[
\left| \int_{\Gamma_i} y^{1-2s} (\nabla w_n \cdot n)(\nabla x w_n \cdot t_n) \, dS \right| \\
\leq \int_{\Gamma_i} y^{1-2s} |\nabla x w_n|^2 \, dS \\
\leq C \epsilon_n^2 \int_{\Gamma_i} y^{1-2s} \, dS \\
= C \epsilon_n^2 (2\delta \epsilon_n^{-1})^{N-1} \int_0^{\delta \epsilon_n^{-1}} y^{1-2s} \, dy \\
\leq C \epsilon_n^{N+2s-1}.
\]

Moreover, we derive that
\[
\left| \int_{\Gamma_{N+1}} y^{1-2s} (\nabla w_n \cdot n)(\nabla x w_n \cdot t_n) \, dS \right| \\
\leq \int_{\Gamma_{N+1}} |y^{1-2s} \partial_y w_n| |\nabla x w_n| \, dS \\
\leq C \epsilon_n^2 \int_{\Gamma_{N+1}} \, dS \\
\leq C \epsilon_n^N.
\]

From (3.89), (3.90) and (3.91), we then have that
\[
\left| \int_{\partial^+ \mathcal{Q}^+_{s_n^{-1}(\xi_n^0)}} y^{1-2s} (\nabla w_n \cdot n)(\nabla x w_n \cdot t_n) \, dS \right| \leq C \epsilon_n^{\min\{N+2s-1,N\}}.
\]

We write $t_n = (t_{n,1}, \ldots, t_{n,N})$. It then follows from (3.80) that, for any $1 \leq i \leq N,$
\[
\sum_{j=1}^N \int_{\Gamma_i} y^{1-2s} |\nabla w_n|^2 t_{n,j} n_j \, dS = \left| \int_{\Gamma_i} y^{1-2s} |\nabla w_n|^2 t_{n,i} n_i \, dS \right| \\
\leq \int_{\Gamma_i} y^{1-2s} |\nabla x w_n|^2 \, dS + \int_{\Gamma_i} y^{2s-1} |y^{1-2s} \partial_y w_n|^2 \, dS \\
\leq C \epsilon_n^2 \int_{\Gamma_i} y^{1-2s} \, dS + C \epsilon_n^2 \int_{\Gamma_i} y^{2s-1} \, dS \\
= C \epsilon_n^2 (2\delta \epsilon_n^{-1})^{N-1} \int_0^{\delta \epsilon_n^{-1}} y^{1-2s} \, dy + C \epsilon_n^{2N} (2\delta \epsilon_n^{-1})^{N-1} \int_0^{\delta \epsilon_n^{-1}} y^{2s-1} \, dy \\
= C \epsilon_n^{N+2s-1} + C \epsilon_n^{N-2s+1} \\
\leq C \epsilon_n^{\min\{N+2s-1,N-2s+1\}}.
\]

Since $n_j = 0$ on $\Gamma_{N+1}$ for $1 \leq j \leq N,$ then
\[
\sum_{j=1}^N \int_{\Gamma_{N+1}} y^{1-2s} |\nabla w_n|^2 t_{n,j} n_j \, dS = 0.
\]

Combining (3.89), (3.93) and (3.94) leads to
\[
\left| \sum_{j=1}^N \int_{\partial^+ \mathcal{Q}^+_{s_n^{-1}(\xi_n^0)}} y^{1-2s} |\nabla w_n|^2 t_{n,j} n_j \, dS \right| \leq C \epsilon_n^{\min\{N+2s-1,N-2s+1\}}.
\]
By the definition of $F_{\epsilon_n}$, we obtain that $|F_{\epsilon_n}(x, |t|)| \leq C(|t|^2 + |t|^2)$ for any $x \in \mathbb{R}^N$ and $t \in \mathbb{R}$. Taking into account (3.79), we then conclude that

$$1 \leq \frac{\epsilon_n}{2} \int_{Q_{s_n-1}(z_n^{0})} V_{\epsilon_n}(x) |u_n|^2 (t_n \cdot \nu) \, dS - \int_{Q_{s_n-1}(z_n^{0})} F_{\epsilon_n}(x, |u_n|) (t_n \cdot \nu) \, dS \leq C\epsilon_n^{N+4+1}.$$  

(3.96)

Denoting the left hand side of (3.84) by $L_n$ and using (3.92), (3.95) and (3.96), we then get that

$$L_n \leq C\epsilon_n^{min(N+2s-1,N-2s+1)}.$$  

(3.97)

On the hand other, from Lemma 3.11, we have that $w_n(\cdot + \xi_n^0) \to w_{l_0} \neq 0$ in $X^{1,s}((\mathbb{R}^N)_+)$ as $n \to \infty$. This indicates that $u_n(\cdot + z_n^0) \to w_{l_0} \neq 0$ in $H^s(\mathbb{R}^N)$ as $n \to \infty$, where $u_{l_0} = w_{l_0}(\cdot, 0)$. Therefore, by (3.87), we get that, for any $n \in \mathbb{N}$ large enough,

$$\epsilon_n \int_{Q_{s_n-1}(z_n^{0})} ((\nabla V)(\epsilon_n x) \cdot t_n) |u_n|^2 \, dx \geq \frac{\epsilon_n}{2} |\nabla V(z_n^{0})| \int_{Q_{s_n-1}(0)} |u_n(\cdot + z_n^0)|^2 \, dx \geq C_0 \epsilon_n,$$

where

$$C_0 := \frac{1}{4} |\nabla V(z_n^{0})| \int_{\mathbb{R}^N} |u_{l_0}|^2 \, dx > 0.$$

In addition, by (3.88) and the fact that $\frac{\epsilon_n^p}{p} - G(|t|) \geq 0$ for any $t \in \mathbb{R}$, we obtain that

$$\int_{Q_{s_n-1}(z_n^{0})} (t_n \cdot (\nabla \chi)(\epsilon_n x)) \left( \frac{1}{p} |u_n|^p - G(|u_n|) \right) \, dx \geq 0.$$

Denoting the right hand side of (3.84) by $R_n$, we then have that

$$R_n \geq \frac{C_0}{2k_s} \epsilon_n.$$  

(3.98)

By applying Corollary 3.1, (3.97) and (3.98), we then deduce that

$$C\epsilon_n^{min(N+2s-1,N-2s+1)} \geq L_n = R_n \geq \frac{C_0}{2k_s} \epsilon_n.$$  

(3.99)

Due to $N \geq 2$, we find that $N > \max\{2s, 2-2s\}$. Then we see that $\min\{N+2s-1, N-2s+1\} > 1$. As a result, (3.99) induces a contradiction. This in turn suggests that (3.85) holds true, and the proof is completed. □

We are now in a position to prove Theorem 1.1.

**Proof of Theorem 1.1.** Since $\mathcal{V}$ is a compact subset of $\Lambda$, then $dist(\mathcal{V}, \partial \Lambda) > 0$. Choosing $\delta \in (0, dist(\mathcal{V}, \Lambda))$ and applying Lemmas 3.21 and 3.28, we then deduce that

$$|u_j(\epsilon x)| \leq \frac{C}{1 + |dist(x, (\mathcal{V})_\epsilon)|^{N+2s}}, \quad 1 \leq j \leq k,$$

where $u_j(\epsilon x) = w_j(\epsilon, 0)$. For any $x \in \mathbb{R}^N \setminus \Lambda_\epsilon$, we know that

$$dist(x, (\mathcal{V})_\epsilon) \to \infty \text{ as } \epsilon \to 0^+.$$  

Taking $\epsilon_k > 0$ smaller if necessary and using (3.100), we then obtain that, if $0 < \epsilon < \epsilon_k$, then for any $x \in \mathbb{R}^N \setminus \Lambda_\epsilon$,

$$|u_j(\epsilon x)| \leq (a/4)^{1/(p-2)}.$$  

This then indicates that $f_\delta(x, u_{j, \epsilon}) = |u_{j, \epsilon}|^{p-2} u_{j, \epsilon}$ is a solution to (2.1) for any $j \geq 1$.

From Theorem 3.1, we know that $u_{j, \epsilon}$ is sign-changing solution to (2.1) for any $j \geq 2$. We now prove that $u_{1, \epsilon}$ is a positive solution to (2.1). To do this, according to the maximum principle, it suffices to show that $u_{1, \epsilon}(x) \geq 0$ for any $x \in \mathbb{R}^N$. We argue by contradiction that $u_{1, \epsilon}$ is sign-changing. Then we
have that \( u_{1,\epsilon}^\pm = \max\{\pm u_{1,\epsilon}, 0\} \neq 0 \). This in turn implies that \( w_{1,\epsilon}^\pm \neq 0 \). Note that \( w_{1,\epsilon} \) satisfies the equation

\[
\begin{aligned}
-\text{div}(y^{1-2s}\nabla w_{1,\epsilon}) &= 0 \\
-k_{\epsilon} \frac{\partial w_{1,\epsilon}}{\partial \nu} &= -V_{\epsilon}(x)w_{1,\epsilon} + f_{\epsilon}(x, |w_{1,\epsilon}|)w_{1,\epsilon} \\
&= 0 \\
\text{in } \mathbb{R}^{N+1}, \\
&= -V_{\epsilon}(x)w_{1,\epsilon} + f_{\epsilon}(x, |w_{1,\epsilon}|)w_{1,\epsilon} \\
&= 0 \\
&= 0 \\
&= 0 \\
&= 0 \\
&= 0
\end{aligned}
\]  

(3.101)

In current situation, we remind that\( f_{\epsilon}(x, |t|) := |t|^{p-2} \) for \( x \in \mathbb{R}^N \) and \( t \in \mathbb{R} \). Therefore, it holds that

\[
\begin{aligned}
\Phi_{\epsilon}(w_{1,\epsilon}^\pm) &= \Phi_{\epsilon}(w_{1,\epsilon}^+) - \frac{1}{2}\Phi_{\epsilon}'(w_{1,\epsilon}^+)w_{1,\epsilon}^+ \\
&= \int_{\mathbb{R}^N} \left( \frac{1}{2}f_{\epsilon}(x, |u_{1,\epsilon}^+|)|u_{1,\epsilon}^+|^2 - F_{\epsilon}(x, |u_{1,\epsilon}^+|) \right) \, dx \\
&= \left( \frac{1}{2} - \frac{1}{p} \right) \int_{\mathbb{R}^N} |u_{1,\epsilon}^+|^p \, dx > 0.
\end{aligned}
\]

Since \( \Phi_{\epsilon}(w_{1,\epsilon}) = \Phi_{\epsilon}(w_{1,\epsilon}^+) + \Phi_{\epsilon}(w_{1,\epsilon}^-) = c_{1,\epsilon} \), then \( 0 < \Phi_{\epsilon}(w_{1,\epsilon}^+) < c_{1,\epsilon} \). For \( t \geq 0 \), we now define \( \phi_{\epsilon}^+(t) := \Phi_{\epsilon}(w_{1,\epsilon}^+) \). It is easy to compute that

\[
\frac{d\phi_{\epsilon}^+}{dt} = t \left( \int_{\mathbb{R}^{N+1}} y^{1-2s}|u_{1,\epsilon}^+|^2 \, dx + \int_{\mathbb{R}^N} V_{\epsilon}(x)|u_{1,\epsilon}^+|^2 \, dx - \int_{\mathbb{R}^N} f_{\epsilon}(x, t)|u_{1,\epsilon}^+||u_{1,\epsilon}^+|^2 \, dx \right).
\]

Due to \( p > 2 \), then \( \phi_{\epsilon}^+(t) > 0 \) for any \( t > 0 \) small enough, \( \phi_{\epsilon}^+(t) < 0 \) for any \( t > 0 \) large enough and \( \lim_{t \to +\infty} \phi_{\epsilon}^+(t) = -\infty \). In addition, we find that \( \max_{t \geq 0} \phi_{\epsilon}^+(t) \) is achieved at a unique \( t = t_\pm \). Since \( \frac{d\phi_{\epsilon}^+}{dt}|_{t=1} = 0 \), we then get that \( t_\pm = 1 \). Observe that

\[
\lim_{t \to +\infty} \Phi_{\epsilon}(t((1-\theta)w_{1,\epsilon}^+ + \theta R_1 e_1))) = -\infty
\]

holds uniformly for \( \theta \in [0,1] \), where \( R_1 > 0 \) comes from (3.11). It then follows that there exists \( t_* > 1 \) such that

\[
\sup_{\theta \in [0,1]} \Phi_{\epsilon}(t_*((1-\theta)w_{1,\epsilon}^+ + \theta R_1 e_1))) < 0.
\]

Define

\[
\gamma_{\epsilon}(\theta) := \begin{cases} 
3\theta t_* w_{1,\epsilon}^+, & \text{if } 0 \leq \theta < \frac{1}{3}, \\
(2 - 3\theta)t_* w_{1,\epsilon}^+ + (3\theta - 1)t_* R_1 e_1, & \text{if } \frac{1}{3} \leq \theta \leq \frac{2}{3}, \\
(3(1 - t_*)\theta - (2 - 3t_*))R_1 e_1, & \text{if } \frac{2}{3} \leq \theta \leq 1, \\
-\gamma_{\epsilon}(\theta), & \text{if } -1 \leq \theta \leq 0.
\end{cases}
\]

Then \( \gamma_{\epsilon} \in G_1 \) and

\[
\sup_{\theta \in [0,1]} \Phi_{\epsilon}(\gamma_{\epsilon}(\theta)) = \Phi_{\epsilon}(w_{1,\epsilon}^+) < c_{1,\epsilon}.
\]

This contradicts the definition of \( c_{1,\epsilon} \). Thus we have that \( u_{1,\epsilon} \) is positive solution to (2.1).

Making a change of variable and utilizing (3.100), we then have the desired decay of \( u_{\epsilon}, \epsilon \). Thus we have completed the proof. \( \Box \)

4. Sobolev critical growth

In this section, we shall investigate semicritical states to (2.5) in the Sobolev critical case, i.e. \( N(u) = |u|^{p-2}u + |u|^{2s-2}u \) for \( 2 < p < 2_s^* \) and \( \mu > 0 \). To do this, let us first introduce some notations. Let \( \phi \in C^\infty(\mathbb{R}^N, [0,1]) \) be such that \( \varphi(t) = 1 \) for \( 0 \leq t \leq 1 \), \( \varphi(t) = 0 \) for \( t \geq 2 \) and \( \varphi'(t) \leq 0 \) for \( t \geq 0 \). For any \( \epsilon > 0 \) and \( t \geq 0 \), we define \( b_\epsilon(t) := \varphi(ct) \) and \( m_\epsilon(t) := \int_0^t b_\epsilon(s) \, ds \).

**Lemma 4.1.** [17, Proposition 2.1] The functions \( b_\epsilon \) and \( m_\epsilon \) satisfy the following properties.

(i) \( tb_\epsilon(t) \leq m_\epsilon(t) \leq t \) for any \( t \geq 0 \).

(ii) There exists \( c > 0 \) such that \( m_\epsilon(t) \leq c/\epsilon \) for any \( t \geq 0 \). If \( 0 \leq t \leq 1/\epsilon \), then \( b_\epsilon(t) = 1 \) and \( m_\epsilon(t) = t \).
Let $\eta: \mathbb{R}^+ \to [0, 1]$ be the cut-off function given in Section 3. Define $\chi(x) := \eta(\text{dist}(x, \Lambda))$ for $x \in \mathbb{R}^N$ and

$$g_\epsilon(t) := \min \{h_\epsilon(t), a/4\} \quad \text{for} \quad t \geq 0,$$

where

$$h_\epsilon(t) := \mu t^{p^2} + \frac{\mu}{2s} t^{p^2} \left( m_\epsilon(t^2) \right)^\frac{2^*-p}{2} + \frac{2^*-p}{2s} t^{p} \left( m_\epsilon(t^2) \right)^\frac{2^*-p}{2} - b_\epsilon(t^2).$$

Observe that

$$H_\epsilon(t) := \int_0^t h_\epsilon(s) ds = \frac{\mu}{p} t^p + \frac{\mu}{2s} t^p \left( m_\epsilon(t^2) \right)^\frac{2^*-p}{2},$$

then

$$\frac{1}{p} h_\epsilon(t^2) - H_\epsilon(t) = \frac{2^*-p}{2s} t^p \left( m_\epsilon(t^2) \right)^\frac{2^*-p}{2} - b_\epsilon(t^2) \geq 0 \quad \text{for any} \quad t \geq 0. \quad (4.1)$$

Let $G_\epsilon(t) := \int_0^t g_\epsilon(s) ds$, it then follows that

$$\frac{1}{2} g_\epsilon(t) t^2 - G_\epsilon(t) \geq 0 \quad \text{for any} \quad t \geq 0. \quad (4.2)$$

Define

$$f_\epsilon(x, t) := (1 - \chi(x)) h_\epsilon(t) + \chi(x) g_\epsilon(t)$$

and

$$F_\epsilon(x, t) := \int_0^t f_\epsilon(x, s) ds = (1 - \chi(x)) \left( \frac{\mu}{p} t^p + \frac{\mu}{2s} t^p \left( m_\epsilon(t^2) \right)^\frac{2^*-p}{2} \right) + \chi(x) G_\epsilon(t).$$

We now introduce a modified equation as

$$\begin{cases}
-\text{div}(y^{1-2s} \nabla w) = 0 & \text{in} \ \mathbb{R}^N_+,

-k_s \frac{\partial w}{\partial n} = -V_\epsilon(x) w + f_\epsilon(x, |w|) w & \text{on} \ \mathbb{R}^N \times \{0\}.
\end{cases} \quad (4.3)$$

The energy functional associated to (4.3) is defined by

$$\Phi_\epsilon(w) := \frac{k_s}{2} \int_{\mathbb{R}^N_+} y^{2s-1} |\nabla w|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^N} V_\epsilon(x) |w(x, 0)|^2 \, dx - \int_{\mathbb{R}^N} F_\epsilon(x, |w(x, 0)|) \, dx.$$ 

It is not hard to check that $\Phi_\epsilon \in C^1(\text{X}^{1,s}(\mathbb{R}^N_+), \mathbb{R})$ and

$$\Phi_\epsilon'(w) \psi = k_s \int_{\mathbb{R}^N_+} y^{2s-1} \nabla w \cdot \nabla \psi \, dx + \int_{\mathbb{R}^N} V_\epsilon(x) w(x, 0) \psi(x, 0) \, dx - \int_{\mathbb{R}^N} f_\epsilon(x, |w(x, 0)|) w(x, 0) \psi(x, 0) \, dx$$

for any $\psi \in X^{1,s}(\mathbb{R}^N_+)$. Consequently, any critical point of $\Phi_\epsilon$ corresponds to a solution to (4.3).

4.1. Existence of semiclassical states. In the following, we are going to adapt Theorem 2.1 to prove the existence of semiclassical states to (4.3). To do this, let us first demonstrate that the energy functional $\Phi_\epsilon$ satisfies the Palais-Smale condition in $X^{1,s}(\mathbb{R}^N_+)$. 

**Lemma 4.2.** For any $\epsilon > 0$ small enough, the energy functional $\Phi_\epsilon$ satisfies the Palais-Smale condition in $X^{1,s}(\mathbb{R}^N_+)$. 

**Proof.** Suppose $\{w_n\} \subset X^{1,s}(\mathbb{R}^N_+)$ is a Palais-Smale sequence to $\Phi_\epsilon$, i.e.,

$$|\Phi_\epsilon(w_n)| \leq C, \quad \Phi_\epsilon'(w_n) = o_n(1).$$

33
Our aim is to deduce that \( \{w_n\} \) has a convergent subsequence in \( X^{1,s}(\mathbb{R}_+^{N+1}) \). Let us first show that \( \{w_n\} \) is bounded in \( X^{1,s}(\mathbb{R}_+^{N+1}) \). In light of (4.1) and (4.2), we have that

\[
C(1 + \|w\|_{1,s}) \geq \Phi_\epsilon(w_n) - \frac{1}{p} \Phi'_\epsilon(w_n)w_n
\]

\[
= \frac{p - 2}{2p} \left( k_s \int_{\mathbb{R}_+^{N+1}} y^{1-2s} |\nabla w_n|^2 \, dx dy + \int_{\mathbb{R}^N} V_\epsilon(x)|w_n(x,0)|^2 \, dx \right)
\]

\[
+ \int_{\mathbb{R}^N} \frac{1}{p} f_\epsilon(x,|w_n(x,0)||w_n(x,0)|^2 - F_\epsilon(x,|w_n(x,0)|) \, dx
\]

\[
= \frac{p - 2}{2p} \left( k_s \int_{\mathbb{R}_+^{N+1}} y^{1-2s} |\nabla w_n|^2 \, dx dy + \int_{\mathbb{R}^N} V_\epsilon(x)|w_n(x,0)|^2 \, dx \right)
\]

\[
+ \frac{2s - p}{2sp} \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) |w_n(x,0)|^p (m(\epsilon(|w_n(x,0)|^2))^{\frac{s}{2s-1}} b_\epsilon(|w_n(x,0)|^2) \, dx
\]

\[
+ \int_{\mathbb{R}^N} \chi(\epsilon x) \left( \frac{1}{p} g_\epsilon(|w_n(x,0)|)|w_n(x,0)|^2 - G_\epsilon(|w_n(x,0)|) \right) \, dx
\]

\[
\geq \frac{p - 2}{2p} \left( k_s \int_{\mathbb{R}_+^{N+1}} y^{1-2s} |\nabla w_n|^2 \, dx dy + \int_{\mathbb{R}^N} V_\epsilon(x)|w_n(x,0)|^2 \, dx \right)
\]

\[
- \frac{p - 2}{2p} \int_{\mathbb{R}^N} \chi(\epsilon x)g_\epsilon(|w_n(x,0)|)|w_n(x,0)|^2 \, dx.
\]

Note that \( V(x) \geq a \) for any \( x \in \mathbb{R}^N \). In addition, by the definition of \( g_\epsilon \), there holds that \( 0 \leq g_\epsilon(|t|) \leq \frac{a}{t^2} \) for any \( t \in \mathbb{R} \). Thus we can drive from the inequality above that \( \{w_n\} \) is bounded in \( X^{1,s}(\mathbb{R}_+^{N+1}) \). In view of Lemma 2.2, we then know that there is \( w \in X^{1,s}(\mathbb{R}_+^{N+1}) \) such that \( w_n \rightharpoonup w \) in \( X^{1,s}(\mathbb{R}_+^{N+1}) \) and \( w_n(\cdot,0) \to w(\cdot,0) \) in \( L^q_{loc}(\mathbb{R}^N) \) as \( n \to \infty \) for any \( 2 \leq q < 2* \). Furthermore, we have that \( \Phi'_\epsilon(w) = 0 \).

We next prove that, up to a subsequence, \( w_n \rightharpoonup w \) in \( X^{1,s}(\mathbb{R}_+^{N+1}) \) as \( n \to \infty \). Define \( z_n := w_n - w \), then \( \Phi'_\epsilon(w_n)z_n = o_n(1) \) and \( \Phi'_\epsilon(w)z_n = 0 \). This indicates that

\[
o_n(1) = \Phi'_\epsilon(w_n)z_n - \Phi'_\epsilon(w)z_n
\]

\[
= k_s \int_{\mathbb{R}_+^{N+1}} y^{1-2s} |\nabla z_n|^2 \, dx dy + \int_{\mathbb{R}^N} V_\epsilon(x)|z_n(x,0)|^2 \, dx
\]

\[
+ \int_{\mathbb{R}^N} (f_\epsilon(x,|w_n(x,0)||w_n(x,0)|w(x,0) - f_\epsilon(x,|w_n(x,0)|)w_n(x,0)) z_n(x,0) \, dx
\]

\[
= k_s \int_{\mathbb{R}_+^{N+1}} y^{1-2s} |\nabla z_n|^2 \, dx dy + \int_{\mathbb{R}^N} V_\epsilon(x)|z_n(x,0)|^2 \, dx
\]

\[
- \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) (h_\epsilon(|w_n(x,0)|)w_n(x,0) - h_\epsilon(|w(x,0)|)w(x,0)) z_n(x,0) \, dx
\]

\[
- \int_{\mathbb{R}^N} \chi(\epsilon x) (g_\epsilon(|w_n(x,0)|) - g_\epsilon(|w(x,0)|)) z_n(x,0)w(x,0) \, dx
\]

\[
- \int_{\mathbb{R}^N} \chi(\epsilon x)g_\epsilon(|w_n(x,0)|)|z_n(x,0)|^2 \, dx.
\]

Since \( w_n \rightharpoonup w \) in \( X^{1,s}(\mathbb{R}_+^{N+1}) \) as \( n \to \infty \), then \( (g_\epsilon(|w_n(\cdot,0)|) - g_\epsilon(|w(\cdot,0)|)) z_n(\cdot,0) \to 0 \) in \( L^2(\mathbb{R}^N) \) as \( n \to \infty \). Therefore, it holds that

\[
\left| \int_{\mathbb{R}^N} \chi(\epsilon x) (g_\epsilon(|w_n(x,0)|) - g_\epsilon(|w(x,0)|)) z_n(x,0)w(x,0) \, dx \right| = o_n(1).
\]
Taking into account the mean value theorem, we obtain that there exists a function \( \theta_n : \mathbb{R}^N \to \mathbb{R} \) such that
\[
\left| \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) \left( |w_n(x,0)|^{p-2} w_n(x,0) - |w(x,0)|^{p-2} w(x,0) \right) z_n(x,0) \, dx \right| = (p - 1) \left| \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) |\theta_n|^{p-2} z_n(x,0)^2 \, dx \right|,
\]
where \( \theta_n(x) := \hat{\theta}_n(x) w_n(x,0) + (1 - \hat{\theta}_n(x)) w(x,0) \) and \( 0 \leq \hat{\theta}(x) \leq 1 \) for \( x \in \mathbb{R}^N \). Since \( \text{supp} (1 - \chi(\epsilon x)) \) is bounded in \( \mathbb{R}^N \) for any \( \epsilon > 0 \) and \( z_n(\cdot,0) \to 0 \) in \( L^q_{\text{loc}}(\mathbb{R}^N) \) as \( n \to \infty \) for any \( 2 \leq q < 2^*_s \), by Hölder’s inequality, then
\[
\left| \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) \left( |w_n(x,0)|^{p-2} w_n(x,0) - |w(x,0)|^{p-2} w(x,0) \right) z_n(x,0) \, dx \right| = o_n(1).
\]
Applying again the mean value theorem, we can deduce from Lemma 4.1 that
\[
\left| \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) \left( |w_n(x,0)|^{p-2} (m_\epsilon(|w_n(x,0)|^2)) \right)^{\frac{2^*_p - p}{2}} w(x,0) z_n(x,0) \, dx \right| \leq \frac{c (2^*_s - 1)}{\epsilon^{2^*_p - p}} \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) |\theta_n|^{p-2} z_n(x,0)^2 \, dx,
\]
from which we can also infer that, for any \( \epsilon > 0 \),
\[
\left| \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) \left( |w_n(x,0)|^{p-2} (m_\epsilon(|w_n(x,0)|^2)) \right)^{\frac{2^*_p - p}{2}} w(x,0) z_n(x,0) \, dx \right| = o_n(1).
\]
Similarly, we can derive that
\[
\left| \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) \left( |w_n(x,0)|^{p} (m_\epsilon(|w_n(x,0)|^2)) \right)^{\frac{2^*_p - p}{2}} b_\epsilon(|w(x,0)|^2) w_n(x,0) \right| \leq \frac{c (2^*_s - 1)}{\epsilon^{2^*_p - p}} \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) |\theta_n|^{p-2} z_n(x,0)^2 \, dx,
\]
where
\[
\left| \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) b_\epsilon(|w_n(x,0)|) w_n(x,0) - b_\epsilon(|w(x,0)|) w(x,0) \right| = o_n(1).
\]
Therefore, it holds that
\[
\left| \int_{\mathbb{R}^N} (1 - \chi(\epsilon x)) (b_\epsilon(|w_n(x,0)|) w_n(x,0) - b_\epsilon(|w(x,0)|) w(x,0)) \, dx \right| = o_n(1).
\]
By using (4.5), (4.6) and the fact that \( g_\epsilon(|t|) \leq a/4 \) for any \( t \in \mathbb{R} \), we then conclude from (4.4) that \( \|z_n\| = o_n(1) \). This suggests that \( \{w_n\} \) has a convergent subsequence in \( X^{1,s}(\mathbb{R}^N) \), and the proof is completed.

Let \( \Phi : X^{1,s}(C_{B_1(0)}) \to \mathbb{R} \) be the functional defined by (3.10) and \( \varphi_n : B_n \to \mathbb{R}^N \) be the function defined by (3.12). For \( j \in \mathbb{N} \), we define
\[
c_{j,\epsilon} := \begin{cases} \inf_{B \in \Lambda_j} \sup_{u \in \partial B} \Phi_\epsilon(u), & \text{if } j \geq 2, \\ \inf_{B \in \Lambda_1} \sup_{u \in \partial B} \Phi_\epsilon(u), & \text{if } j = 1, \end{cases}
\]
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and
\[ \tilde{c}_j := \begin{cases} \inf_{B \in \tilde{A}_j} \sup_{u \in B \setminus W} \Phi_0(u), & \text{if } j \geq 2, \\ \inf_{B \in \Lambda_j} \sup_{u \in B} \Phi_0(u), & \text{if } j = 1, \end{cases} \]
where $\Lambda_j$, $G_n$, $\tilde{\Lambda}_j$ and $\tilde{G}_n$ are defined by (3.13) and (3.14), respectively. In addition, there holds that $c_1, \epsilon > 0$, $0 < c_2, \epsilon \leq \cdots \leq c_j, \epsilon \leq \cdots$, $\tilde{c}_1 > 0$, $0 < \tilde{c}_2 \leq \cdots \leq \tilde{c}_j \leq \cdots$ and $0 < c_j, \epsilon \leq \tilde{c}_j$ for any $j \geq 1$.

Applying Theorem 2.1 and arguing as the proof of Theorem 3.1, we then have the following theorem.

**Theorem 4.1.** For any $k \in \mathbb{N}$, there exists a constant $\epsilon_k > 0$ such that, for any $0 < \epsilon < \epsilon_k$, (4.3) admits at least $k$ pairs of solutions $\pm w_{j, \epsilon} \in X^{1,s}(\mathbb{R}^{N+1}_+)$ satisfying $\Phi_\epsilon(w_{j, \epsilon}) = c_{j, \epsilon} \leq c_k$ for any $1 \leq j \leq k$. Moreover, $w_{j, \epsilon}$ is a sign-changing solution to (4.3) for any $2 \leq j \leq k$.

4.2. Exclusion of blow-up of semiclassical states. In this following, we are going to prove that the solutions $\{w_{j, \epsilon}\} \subset X^{1,s}(\mathbb{R}^{N+1}_+)$ obtained in Theorem 4.1 cannot blow up. More precisely, we shall prove the following result.

**Proposition 4.1.** Assume $\max\{2, (N + 2s)/(N - 2s)\} < p < 2^*_s$. Let $\{w_{j, \epsilon}\} \subset X^{1,s}(\mathbb{R}^{N+1}_+)$ be the solutions obtained in Theorem 4.1, then there exist $M_k > 0$ and $\epsilon_k' > 0$ such that, for any $0 < \epsilon < \epsilon_k'$,
\[
\sup_{(x,y) \in \mathbb{R}^{N+1}_+} |w_{j, \epsilon}(x, y)| \leq M_k.
\]

To prove this proposition, we need to establish the following lemmas.

**Lemma 4.3.** Let $w_{j, \epsilon} \in X^{1,s}(\mathbb{R}^{N+1}_+)$ be the solution to (4.3) obtained in Theorem 4.1. Then, for any $k \in \mathbb{N}$ and $0 < \epsilon < \epsilon_k$, there exist a constant $\rho > 0$ depending only on $p, N$ and a constant $\eta_k > 0$ independent of $\epsilon$ such that $\rho \leq \|w_{j, \epsilon}\|_{1,s} \leq \eta_k$ for any $1 \leq j \leq k$, where the constant $\epsilon_k$ is determined in Theorem 4.1.

**Proof.** In view of the definition of $f_\epsilon$ and Lemma 4.1, we have that $|f_\epsilon(x, t)| \leq |t|^{p-2} + |t|^{2^*_s-2}$ for any $x \in \mathbb{R}^N$ and $t \in \mathbb{R}$. Therefore, by using the same way as the proof of Lemma 3.9, we can complete the proof. \hfill \Box

**Lemma 4.4.** Let $\{\epsilon_n\} \subset \mathbb{R}^+$ with $\epsilon_n \to 0$ as $n \to \infty$ and $w_{j, \epsilon} \in X^{1,s}(\mathbb{R}^{N+1}_+)$ be a solution to (4.3) with $\epsilon = \epsilon_n$. Then, for any $1 \leq j \leq k$, there exist a sequence $\{\sigma_{j,i,n}\} \subset \mathbb{R}^+$ satisfying $\lim_{n \to \infty} \sigma_{j,i,n} = \infty$ and a sequence $\{\sigma_{j,i,n}\} \subset \mathbb{R}^N$ such that $w_{j, \epsilon_n}$ has a profile decomposition
\[
w_{j, \epsilon_n} = \sum_{i \in \Lambda_1} U_{j,i}(\cdot - (x_{j,i,n}, 0)) + \sum_{i \in \Lambda_\infty} \sigma_{j,i,n}^{-\frac{\nu_{2s}}{2s}} U_{j,i}(\sigma_{j,i,n}^{-1} \cdot -(x_{j,i,n}, 0)) + r_{j,n},
\]
where $\Lambda_1$ and $\Lambda_\infty$ are finite sets and the numbers of the sets are bounded from above by an integer depending only on $k$. Moreover,
\begin{enumerate}
\item For any $i \in \Lambda_1$, $w_{j, \epsilon_n}(\cdot + (x_{j,i,n}, 0)) \to U_{j,i} \neq 0$ in $X^{1,s}(\mathbb{R}^{N+1}_+)$ as $n \to \infty$ and for any $i \in \Lambda_\infty$,
\[
\sigma_{j,i,n}^{-\frac{\nu_{2s}}{2s}} w_{j, \epsilon_n}(\sigma_{j,i,n}^{-1} \cdot + (x_{j,i,n}, 0)) \to U_{j,i} \neq 0 \text{ in } X^s(\mathbb{R}^{N+1}_+) \text{ as } n \to \infty.
\]
\item For any $i, i' \in \Lambda_1$ with $i \neq i'$, $|x_{j,i,n} - x_{j,i',n}| \to \infty$ as $n \to \infty$ and for any $i, i' \in \Lambda_\infty$ with $i \neq i'$,
\[
\frac{\sigma_{j,i,n}}{\sigma_{j,i',n}} + \frac{\sigma_{j,i',n}}{\sigma_{j,i,n}} + \sigma_{j,i,n} \sigma_{j,i',n} |x_{j,i,n} - x_{j,i',n}|^2 \to \infty \text{ as } n \to \infty.
\]
\item There holds that
\[
\sum_{i \in \Lambda_1 \cup \Lambda_\infty} \int_{\mathbb{R}^N} |U_{j,i}(x, 0)|^{2^*_s} dx \leq \liminf_{n \to \infty} \int_{\mathbb{R}^N} |w_{j, \epsilon_n}(x, 0)|^{2^*_s} dx.
\]
\item $r_{j,n}(\cdot, 0) \to 0$ in $L^2^*(\mathbb{R}^N)$ as $n \to \infty$.
\end{enumerate}

**Proof.** The proof of this lemma is a straightforward adaption of [49, Theorem 3.3], then we omit its proof here. \hfill \Box
Lemma 4.5. If $i \in \Lambda_1$, then, up to a subsequence, $x_{j,i} := \lim_{n \to \infty} \epsilon_n x_{j,i,n} \in \mathcal{V}^{b_0}$ and $U_{j,i}$ satisfies the equation

$$
\begin{align*}
\begin{cases}
-\text{div}(y^{1-2s}\nabla U_{j,i}) = 0 & \quad \text{in } \mathbb{R}_+^{N+1}, \\
-k_s \frac{\partial U_{j,i}}{\partial \nu} = -V(x_{j,i})U_{j,i} + f(x_{j,i}, |U_{j,i}|)U_{j,i} & \quad \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\end{align*}
(4.8)
$$

where

$$
f(x, t) := (1 - \chi(x))(t^{p-2} + t^{2s-2}) + \chi(x)g(t)
$$

and

$$
g(t) := \min \left\{ t^{p-2} + t^{2s-2}, a/4 \right\} \quad \text{for } x \in \mathbb{R}^N \text{ and } t \geq 0.
$$

Proof. Since $w_{j,\epsilon_n}$ satisfies the equation

$$
\begin{align*}
\begin{cases}
-\text{div}(y^{1-2s}\nabla w_{j,\epsilon_n}) = 0 & \quad \text{in } \mathbb{R}_+^{N+1}, \\
k_s \frac{\partial w_{j,\epsilon_n}}{\partial \nu} = -V_n(x)w_{j,\epsilon_n} + f_n(x, |w_{j,\epsilon_n}|)w_{j,\epsilon_n} & \quad \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\end{align*}
(10.1)
$$

then $\tilde{w}_{j,i,n} := w_{j,\epsilon_n}(\cdot + (x_{j,i,n}, 0))$ satisfies the equation

$$
\begin{align*}
\begin{cases}
-\text{div}(y^{1-2s}\nabla \tilde{w}_{j,i,n}) = 0 & \quad \text{in } \mathbb{R}_+^{N+1}, \\
k_s \frac{\partial \tilde{w}_{j,i,n}}{\partial \nu} = -V_n(x + x_{j,i,n})\tilde{w}_{j,i,n} + f_n(x + x_{j,i,n}, |\tilde{w}_{j,i,n}|)\tilde{w}_{j,i,n} & \quad \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\end{align*}
$$

If $\lim_{n \to \infty} \epsilon_n x_{j,i,n} \notin \mathcal{V}^{b_0}$, by the definition of $f_n$ and the fact that $\tilde{w}_{j,i,n} \to U_{j,i}$ in $X^{1,s}(\mathbb{R}_+^{N+1})$ as $n \to \infty$, see Lemma 4.4, then $U_{j,i}$ satisfies the equation

$$
\begin{align*}
\begin{cases}
-\text{div}(y^{1-2s}\nabla U_{j,i}) = 0 & \quad \text{in } \mathbb{R}_+^{N+1}, \\
k_s \frac{\partial U_{j,i}}{\partial \nu} = -V_\infty U_{j,i} + g(|U_{j,i}|)U_{j,i} & \quad \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\end{align*}
(11.1)
$$

where $V_\infty := \liminf_{n \to \infty} V(\epsilon_n x_{j,i,n}) \geq a$. Multiplying (11.1) by $U_{j,i}$ and integrating on $\mathbb{R}_+^{N+1}$, we then have that

$$
k_s \int_{\mathbb{R}_+^{N+1}} y^{1-2s}|\nabla U_{j,i}|^2 \, dx dy + \int_{\mathbb{R}^N} V_\infty |U_{j,i}(x, 0)|^2 \, dx = \int_{\mathbb{R}^N} g(|U_{j,i}(x, 0)|)|U_{j,i}(x, 0)|^2 \, dx
$$

$$
\leq \frac{a}{4} \int_{\mathbb{R}^N} |U_{j,i}(x, 0)|^2,
$$

where we used the fact that $g(|t|) \leq a/4$ for any $t \in \mathbb{R}$. This then follows that $U_{j,i} = 0$, which is impossible, because of $U_{j,i} \neq 0$, see Lemma 4.4. Hence there exists $x_{j,i} \in \mathcal{V}^{b_0}$ such that $x_{j,i} = \lim_{n \to \infty} \epsilon_n x_{j,i,n} \in \mathcal{V}^{b_0}$. Since $\tilde{w}_{j,i,n} \to U_{j,i}$ in $X^{1,s}(\mathbb{R}_+^{N+1})$ as $n \to \infty$, by using the definition of $f_n$, we then easily assert that $U_{j,i}$ satisfies (4.8). Thus the proof is completed. □

Lemma 4.6. If $i \in \Lambda_1$, then there exists a constant $C > 0$ such that

$$
|U_{j,i}(\xi)| \leq \frac{C}{1 + |\xi|^N}, \quad \xi := (x, y) \in \mathbb{R}_+^{N+1}.
$$

Proof. Since $U_{j,i}$ satisfies (4.8), it then follows from [27, Lemma 4.3] that

$$
|U_{j,i}(x, 0)| \leq \frac{C}{1 + |x|^{N+2s}}, \quad x \in \mathbb{R}^N.
$$

(12.1)

Let $v$ be the solution to the equation

$$
\begin{align*}
\begin{cases}
-\text{div}(y^{1-2s}\nabla v) = 0 & \quad \text{in } \mathbb{R}_+^{N+1}, \\
v(x, 0) = \frac{1}{1 + |x|^{N+2s}} & \quad \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\end{align*}
$$

From (12.1) and the maximum principle, we then get that

$$
|U_{j,i}(\xi)| \leq C v(\xi), \quad \xi \in \mathbb{R}_+^{N+1}.
$$
At this point, reasoning as the proof of (3.70), we can derive that
\[ |v(\xi)| \leq \frac{C}{1 + |\xi|^N}, \quad \xi \in \mathbb{R}^{N+1}_+. \]
Thus the proof is completed. \(\square\)

**Lemma 4.7.** If \(i \in \Lambda_\infty\), then, up to a subsequence, \(x_{j,i} := \lim_{n \to \infty} \epsilon_n x_{j,i,n} \in \mathcal{V}^{\phi_0}\) and \(U_{j,i}\) satisfies the equation
\[
\begin{cases}
-\text{div}(y^{1-2s} \nabla U_{j,i}) = 0 & \text{in } \mathbb{R}^{N+1}_+, \\
-k_s \frac{\partial U_{j,i}}{\partial \nu} = (1 - \chi(x_{j,i})) \psi_{j,i}(|U_{j,i}|)U_{j,i} & \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\] (4.13)

where
\[
\psi_{j,i}(t) :=
\begin{cases}
0, & \text{if } \theta_{j,i} = +\infty, \\
t^{2s-2} - \frac{2s}{2} t^{2s} (m(\theta_{j,i} t^2))^{\frac{2s}{2}} & \text{if } \theta_{j,i} = 0, \\
\frac{p}{2} \theta_{j,i}^{1-\frac{2s}{p}} t^{p-2} (m(\theta_{j,i} t^2))^{\frac{2s}{2}} - \frac{2s}{2} \theta_{j,i}^{1-\frac{2s}{p}} t^{2s} \phi(\theta_{j,i} t^2) & \text{if } 0 < \theta_{j,i} < +\infty,
\end{cases}
\] (4.14)

and
\[
\theta_{j,i} := \lim_{n \to \infty} \epsilon_n \sigma_{j,i,n}^{N-2s} \in [0, +\infty], \quad m(t) := \int_0^t \phi(s) \, ds.
\]

**Proof.** Notice that \(w_{j,\epsilon_n}\) satisfies (4.10), then \(\tilde{w}_{j,i,n} := \sigma_{j,i,n}^{-\frac{N-2s}{2}} w_{j,\epsilon_n}(\sigma_{j,i,n}^{-1} \cdot + (x_{j,i,n}, 0))\) satisfies the equation
\[
\begin{cases}
-\text{div}(y^{1-2s} \nabla \tilde{w}_{j,i,n}) = 0 & \text{in } \mathbb{R}^{N+1}_+, \\
-k_s \frac{\partial \tilde{w}_{j,i,n}}{\partial \nu} = -\sigma_{j,i,n}^{-2s} \nu(\sigma_{j,i,n}^{-1} x + x_{j,i,n}) \tilde{w}_{j,i,n} \\
+ \sigma_{j,i,n}^{-2s} \nu(\sigma_{j,i,n}^{-1} x + x_{j,i,n}, \sigma_{j,i,n}^{-\frac{N-2s}{2}} |\tilde{w}_{j,i,n}|) \tilde{w}_{j,i,n} & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\]

Since \(\sigma_{j,i,n} \to +\infty\) and \(\tilde{w}_{j,i,n} \to U_{j,i}\) in \(X^{1,s}(\mathbb{R}^{N+1}_+)\) as \(n \to \infty\), see Lemma 4.4, we then get that, for any \(\psi \in X^{1,s}(\mathbb{R}^{N+1}_+)\),
\[
\sigma_{j,i,n}^{-2s} \int_{\mathbb{R}^N} \nu(\sigma_{j,i,n}^{-1} x + x_{j,i,n}) \tilde{w}_{j,i,n}(x, 0) \psi(x, 0) \, dx = o_n(1) \tag{4.15}
\]
and
\[
\sigma_{j,i,n}^{-2s} \int_{\mathbb{R}^N} \chi(\sigma_{j,i,n}^{-1} x + x_{j,i,n}) \nu(\sigma_{j,i,n}^{-\frac{N-2s}{2}} |\tilde{w}_{j,i,n}(x, 0)|) \tilde{w}_{j,i,n}(x, 0) \psi(x, 0) \, dx = o_n(1), \tag{4.16}
\]
where we used the assumption that \(a \leq V(x) \leq b\) for any \(x \in \mathbb{R}^N\) and the fact that \(0 \leq g_{\epsilon_n}(|t|) \leq a/4\) for any \(t \in \mathbb{R}\). If \(\lim_{n \to \infty} \epsilon_n x_{j,i,n} \notin \mathcal{V}^{\phi_0}\), by the definition of \(\chi\) and the fact that
\[
\sigma_{j,i,n}^{-2s} |h_{\epsilon_n}(\sigma_{j,i,n}^{-\frac{N-2s}{2}} |\tilde{w}_{j,i,n}(x, 0)|) \tilde{w}_{j,i,n}(x, 0)| \leq \sigma_{j,i,n}^{\frac{N-2s}{2} - N} |\tilde{w}_{j,i,n}(x, 0)|^{p-1} + |\tilde{w}_{j,i,n}(x, 0)|^{2s-1},
\]
we then deduce that, for any \(\psi \in X^{1,s}(\mathbb{R}^{N+1}_+)\),
\[
\sigma_{j,i,n}^{-2s} \int_{\mathbb{R}^N} (1 - \chi(\epsilon_n \sigma_{j,i,n}^{-1} x + x_{j,i,n})) h_{\epsilon_n}(\sigma_{j,i,n}^{-\frac{N-2s}{2}} |\tilde{w}_{j,i,n}(x, 0)|) \tilde{w}_{j,i,n}(x, 0) \psi(x, 0) \, dx = o_n(1).
\]

This together with (4.15) and (4.16) implies that \(U_{j,i}\) solves the equation
\[
\begin{cases}
-\text{div}(y^{1-2s} \nabla U_{j,i}) = 0 & \text{in } \mathbb{R}^{N+1}_+, \\
-k_s \frac{\partial U_{j,i}}{\partial \nu} = 0 & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\]
Hence we get that \( U_{j,i} = 0 \), which is impossible, see Lemma 4.4. Therefore, we have that there exists \( x_{j,i} \in V_{\lambda_0} \) such that \( x_{j,i} = \lim_{n \to \infty} \epsilon_n x_{j,i,n} \in V_{\lambda_0} \). Since \( 2 < p < 2^*_s \), \( \sigma_{j,i,n} \to \infty \) and \( \tilde{w}_{j,i,n} \to U_{j,i} \) in \( X^{1,s}(\mathbb{R}^N_+) \) as \( n \to \infty \) and for any \( t \geq 0 \),

\[
\sigma_{j,i,n}^{-2s} h_{\epsilon_n}(\sigma_{j,i,n}^{-2s} t) \to \psi_{j,i}(t) \quad \text{as} \quad n \to \infty,
\]

we then obtain that

\[
\sigma_{j,i,n}^{-2s} h_{\epsilon_n}(\sigma_{j,i,n}^{-2s} \|\tilde{w}_{j,i,n}(0,\cdot)\|) \to \psi_{j,i}(|U_{j,i}(x)|) \quad \text{a.e. in} \quad \mathbb{R}^N \quad \text{as} \quad n \to \infty.
\]

From Lemma 4.1, it is easy to see that for any \( \varrho_j \in [0, +\infty) \),

\[
0 \leq \psi_{j,i}(t) \leq t^{2s-2}, \quad \forall t \in [0, +\infty).
\]

As a consequence, we derive that, for any \( \varphi \in X^{1,s}(\mathbb{R}^N_+) \),

\[
\sigma_{j,i,n}^{-2s} \int_{\mathbb{R}^N} \left(1 - \chi_n(\sigma_{j,i,n}^{2s} x + x_{j,i,n})\right) h_{\varrho_n}(\sigma_{j,i,n}^{-2s} \|\tilde{w}_{j,i,n}(x,\cdot)\|) \tilde{w}_{j,i,n}(x,0) \psi(x,0) \, dx
\]

\[
\to \int_{\mathbb{R}^N} \left(1 - \chi(x_{j,i})\right) \psi_{j,i}(|U_{j,i}(x)|) U_{j,i}(x,0) \psi(x,0) \, dx \quad \text{as} \quad n \to \infty.
\]

Utilizing (4.15), (4.16) and (4.18), we then get that \( U_{j,i} \) satisfies (4.13). This completes the proof. \( \square \)

**Lemma 4.8.** If \( i \in \Lambda_\infty \), then there exists a constant \( C > 0 \) such that

\[
|U_{j,i}(\xi)| \leq \frac{C}{1 + |\xi|^{N-2s}}, \quad \xi := (x, y) \in \mathbb{R}^{N+1}_+.
\]

**Proof.** Let

\[
\tilde{U}_{j,i}(\xi) = \frac{1}{|\xi|^{N-2s}} U_{j,i} \left( \frac{\xi}{|\xi|^2} \right), \quad \xi \in \mathbb{R}^{N+1}_+ \setminus \{0\}
\]

be the Kelvin transformation of \( U_{j,i} \). It then yields from [44, Proposition A.1] that \( \tilde{U}_{j,i} \) satisfies the equation

\[
\begin{cases}
-\text{div} \left( y^{1-2s} \nabla \tilde{U}_{j,i} \right) = 0 & \text{in} \quad \mathbb{R}^{N+1}_+,

-k_s \frac{\partial \tilde{U}_{j,i}}{\partial \nu} = (1 - \chi(x_{j,i})) |x|^{-4s} \psi_{j,i}(|x|^{N-2s} |\tilde{U}(x,0)|) \tilde{U}_{j,i}(x,0) & \text{on} \quad \mathbb{R}^N \times \{0\}.
\end{cases}
\]

Let \( a(x) = (1 - \chi(x_{j,i})) |x|^{-4s} \psi_{j,i}(|x|^{N-2s} |\tilde{U}_{j,i}(x,0)|) \). From (4.17), we get that

\[
\lim_{r \to 0^+} \int_{B_r(0)} |a(x)|^{N/2s} \, dx \leq \lim_{r \to 0^+} \int_{B_r(0)} |\tilde{U}_{j,i}(x,0)|^{2s} \, dx = 0.
\]

It then follows from [38, Lemma 2.8] that there exists \( r > 0 \) such that

\[
||\tilde{U}_{j,i}(\cdot,0)||_{L^q(B_r/2(0))} < +\infty,
\]

where \( 2N/(N - 2s) < q < \min\{2(N + 1)/(N - 2s), 2N^2/(N - 2s)^2\} \). Consequently, we have that

\[
||a||_{L^{q/(q^* - 2)}(B_r/2(0))} < +\infty.
\]

Since \( q/(2^*_s - 2) > N/2s \), by [38, Proposition 2.6 (i)], we then deduce that

\[
||\tilde{U}_{j,i}||_{L^\infty(B_{r/4}(0))} < +\infty.
\]

This implies the result of this lemma, and the proof is completed. \( \square \)

If \( \Lambda_\infty \neq \emptyset \), let \( i_\infty \in \Lambda_\infty \) be such that

\[
\sigma_n := \sigma_{j,i_\infty,n} = \min\{\sigma_{j,i,n} \mid i \in \Lambda_\infty\}.
\]

Let

\[
x_n := x_{j,i_\infty,n}.
\]

For further discussion, we define \( B^+_r(z) := \{\xi \in \mathbb{R}^{N+1} : ||\xi - z|| < r\} \cap \mathbb{R}^{N+1}_+ \) with \( r > 0 \) and \( z \in \mathbb{R}^{N+1}_+ \).
Lemma 4.9. There exists a constant $C > 0$ such that, up to a subsequence,
$$A^1_n \cap \{x_{j,i,n} \mid i \in \Lambda \} = \emptyset,$$
where
$$A^1_n := B^+_{(C+5)\sigma_n} (z_n) \setminus B^+_{C\sigma_n} (z_n), \quad z_n := (x_n, 0).$$

Proof. The proof of this lemma can be completed by using the similar way as the proof of [17, Lemma 4.8], then we omit its proof here. □

Lemma 4.10. Let $\{\epsilon_n\} \subset \mathbb{R}^+$ with $\epsilon_n \to 0$ as $n \to \infty$ and $w_{j,\epsilon_n} \in X^{1,s}(\mathbb{R}^{N+1})$ be the solution to (4.3) with $\epsilon = \epsilon_n$ obtained in Theorem 4.1. Then there exists a constant $C > 0$ independent of $n$ such that
$$|w_{j,\epsilon_n}(z)| \leq C, \quad z \in A^2_n,$$
where
$$A^2_n := B^+_{(C+9/2)\sigma_n} (z_n) \setminus B^+_{(C+1/2)\sigma_n} (z_n).$$

Proof. For simplicity, we shall write $w_{j,n} = w_{j,\epsilon_n}$ and $u_{j,n} = w_{j,\epsilon_n}(\cdot, 0)$, respectively. Notice that $w_{j,n}$ satisfies the equation
$$\begin{cases}
-\text{div}(y^{1-2s}\nabla w_{j,n}) = 0 & \text{in } \mathbb{R}^{N+1}, \\
-k_s \frac{\partial w_{j,n}}{\partial \nu} = -V_{\epsilon_n}(x)w_{j,n} + f_{\epsilon_n}(x, |w_{j,n}|)w_{j,n} & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}$$

By using (4.7), Lemmas 4.5 and 4.7, we then see that $r_{j,n}$ satisfies the equation
$$\begin{cases}
-\text{div}(y^{1-2s}\nabla r_{j,n}) = 0 & \text{in } \mathbb{R}^{N+1}, \\
-k_s \frac{\partial r_{j,n}}{\partial \nu} = -V_{\epsilon_n}(x)r_{j,n} + f_{\epsilon_n}(x, |w_{j,n}|)w_{j,n} + I^1_n(x) + I^\infty_n(x) & \text{on } \mathbb{R}^N \times \{0\}
\end{cases}$$
where
$$I^1_n(x) := \sum_{i \in \Lambda} \left( -f(x_{j,i}, |U_{j,i}(x - x_{j,i,n}, 0)|)U_{j,i}(x - x_{j,i,n}, 0) + V(x_{j,i})U_{j,i}(x - x_{j,i,n}, 0) - V_{\epsilon_n}(x)U_{j,i}(x - x_{j,i,n}, 0) \right)$$
and
$$I^\infty_n(x) := \sum_{i \in \Lambda} \left( -\sigma \frac{N-2s}{j,i,n} (1 - \chi(x_{j,i})) \psi(x_{j,i})(U_{j,i}(\sigma \sigma_{j,i,n}(x - x_{j,i,n}, 0)))U_{j,i}(\sigma \sigma_{j,i,n}(x - x_{j,i,n}, 0)) \right).$$

By the definition of $f_{\epsilon}$, we have that $|f_{\epsilon}(x, |t|)|t| \leq \frac{C}{2} |t| + C |t|^{2s-1}$ for any $x \in \mathbb{R}^N$ and $t \in \mathbb{R}$. Applying (4.7) again, we then get that
$$|f_{\epsilon_n}(x, |w_{j,n}|)w_{j,n}| \leq \frac{a}{2} |w_{j,n}| + C|w_{j,n}|^{2s-1}$$
$$\leq \frac{a}{2} |r_{j,n}| + C|r_{j,n}|^{2s-1} + C' \sum_{i \in \Lambda} \left( (U_{j,i}(\cdot - x_{j,i,n}, \cdot)) + |U_{j,i}(\cdot - x_{j,i,n}, |)^{2s-1} \right)$$
$$+ C' \sum_{i \in \Lambda} \left( \sigma \sigma_{j,i,n} (U_{j,i}(\sigma \sigma_{j,i,n}(\cdot - x_{j,i,n}, \cdot)) \right).$$

By the definition of $f$, we have that $|f(x, |t|)|t| \leq C (|t| + |t|^{2s-1})$ for any $x \in \mathbb{R}^N$ and $t \in \mathbb{R}$. Therefore,
$$|I^1_n(x)| \leq C \sum_{i \in \Lambda} \left( (U_{j,i}(x - x_{j,i,n}, 0)) + |U_{j,i}(x - x_{j,i,n}, 0)|^{2s-1} \right).$$
Furthermore, by the definition of $\psi_{j,i}$, see (4.14), we have that $|\psi_{j,i}(t)| \leq |t|^{2^* - 2}$ for any $t \in \mathbb{R}$. Therefore,

$$|I_{jn}^N(x)| \leq C \sum_{i \in \Lambda_\infty} \left( \sigma_{j,i,n}^{N-2} |U_{j,i}(\sigma_{j,i,n}(x-x_{j,i,n},0))| + \sigma_{j,i,n}^{N+2} |U_{j,i}(\sigma_{j,i,n}(x-x_{j,i,n},0))|^{2^* - 1} \right).$$

Since $r_{j,n} \in X^{1,s}(\mathbb{R}_+^{n+1})$ satisfies (4.22), from the s-harmonic extension arguments, Lemma 3.15 and the assumption that $V(x) \geq a$ for any $x \in \mathbb{R}^N$, we then derive that

$$\begin{cases}
- \text{div}(y^{1-2s}\nabla(|r_{j,n}|)) \leq 0 & \text{in } \mathbb{R}_+^{n+1}, \\
(-\Delta)^s|r_{j,n}(x,0)| + \frac{a}{2}|r_{j,n}(x,0)| - C|r_{j,n}(x,0)|^{2^* - 2}|r_{j,n}(x,0)| & \leq C' h_n(x) & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases} \quad (4.23)$$

where

$$h_n(x) := \sum_{i \in \Lambda_1} \left( |U_{j,i}(x-x_{j,i,n},0)| + |U_{j,i}(x-x_{j,i,n},0)|^{2^* - 1} \right)$$

$$+ \sum_{i \in \Lambda_\infty} \left( \sigma_{j,i,n}^{N+2} |U_{j,i}(\sigma_{j,i,n}(x-x_{j,i,n},0))|^{2^* - 1} + \sigma_{j,i,n}^{N-2} |U_{j,i}(\sigma_{j,i,n}(x-x_{j,i,n},0))| \right).$$

Next we shall prove that there exists $C > 0$ independent of $n$ such that $|r_{j,n}(x,0)| \leq C$ for any $x \in \mathbb{R}^N$. Let $r_{j,n}^{(1)} \in X^{1,s}(\mathbb{R}_+^{n+1})$ be such that

$$\begin{cases}
- \text{div}(y^{1-2s}\nabla r_{j,n}^{(1)}) = 0 & \text{in } \mathbb{R}_+^{n+1}, \\
(-\Delta)^s r_{j,n}^{(1)}(x,0) + \frac{a}{2} r_{j,n}^{(1)}(x,0) - C|r_{j,n}(x,0)|^{2^* - 2} r_{j,n}^{(1)}(x,0) & = C' \sum_{i \in \Lambda_1} \left( |U_{j,i}(x-x_{j,i,n},0)| + |U_{j,i}(x-x_{j,i,n},0)|^{2^* - 1} \right) & \text{on } \mathbb{R}^N \times \{0\},
\end{cases} \quad (4.24)$$

It follows from Lemma 4.4 that $||r_{j,n}(\cdot,0)||^{2^* - 2}_{L^{N/2^*}(\mathbb{R}^N)} = ||r_{j,n}(\cdot,0)||_{L^{2^*}(\mathbb{R}^N)} \to 0$ as $n \to \infty$. Using (4.24), we then infer that $r_{j,n}^{(1)}(x,0) \geq 0$ for any $x \in \mathbb{R}^N$. Since $U_{j,i}(\cdot,0) \in L^\infty(\mathbb{R}^N)$ for $i \in \Lambda_1$ (see Lemma 4.6) and $||r_{j,n}(\cdot,0)||^{2^* - 2}_{L^{N/2^*}(\mathbb{R}^N)} \to 0$ as $n \to \infty$, by applying Lemma 6.1, we then have that there exists $C > 0$ independent of $n$ such that $r_{j,n}^{(1)}(\xi) \leq C$ for any $\xi = (x,y) \in \mathbb{R}_+^{n+1}$. Accordingly, we get that

$$0 \leq r_{j,n}^{(1)}(\xi) \leq C, \quad \xi \in \mathbb{R}_+^{n+1}. \quad (4.25)$$

For $i \in \Lambda_\infty$, let $T_{j,i,n} \in X^{s}(\mathbb{R}_+^{n+1})$ be such that

$$\begin{cases}
- \text{div}(y^{1-2s}\nabla T_{j,i,n}) = 0 & \text{in } \mathbb{R}_+^{n+1}, \\
(-\Delta)^s T_{j,i,n}(x,0) - C|\tilde{r}_{j,i,n}(x,0)|^{2^* - 2} T_{j,i,n}(x,0) = C'|U_{j,i}(x,0)|^{2^* - 1} & \text{on } \mathbb{R}^N \times \{0\},
\end{cases} \quad (4.26)$$

where

$$\tilde{r}_{j,i,n}(\xi) := \frac{N-2s}{s} r_{j,i,n}(\sigma_{j,i,n}^{-1}(\xi + (x_{j,i,n},0)).$$

According to Lemma 4.8, we know that $U_{j,i}(\cdot,0) \in L^\infty(\mathbb{R}^N)$ for $i \in \Lambda_\infty$. Moreover, there holds that $||\tilde{r}_{j,i,n}(\cdot,0)||_{L^{2^*}(\mathbb{R}^N)} = ||r_{j,n}(\cdot,0)||_{L^{2^*}(\mathbb{R}^N)} \to 0$ as $n \to \infty$. By arguing as before, we can deduce that there exists $C > 0$ independent of $n$ such that

$$0 \leq T_{j,i,n}(\xi) \leq C, \quad \xi \in \mathbb{R}_+^{n+1}. \quad (4.27)$$

We now define the Kelvin transform of $T_{j,i,n}$ by

$$\tilde{T}_{j,i,n}(\xi) := |\xi|^{-(N-2s)} T_{j,i,n} \left( \frac{\xi}{|\xi|^2} \right), \quad \xi \in \mathbb{R}_+^{n+1} \setminus \{0\}.$$
Thus we can conclude that there exists \( C > 0 \) independent of \( n \) such that
\[
0 \leq \tilde{T}_{j,i,n}(\xi) \leq C, \quad \xi \in \mathbb{R}^{N+1}_+.
\] (4.28)

Combining (4.27) and (4.28), we then have that there exists \( C > 0 \) independent of \( n \) such that
\[
0 \leq T_{j,i,n}(\xi) \leq \frac{C}{1+|\xi|^{N-2s}}, \quad \xi \in \mathbb{R}^{N+1}_+.
\] (4.29)

Define
\[
r_{j,i,n}^{(2)}(\xi) := \sum_{i \in \Lambda_\infty} \sigma^{\frac{N+2s}{2}}_{j,i,n} T_{j,i,n}(\sigma_{j,i,n}(\xi - (x_{j,i,n},0))), \quad \xi = (x,y) \in \mathbb{R}^{N+1}_+.
\]

It then follows from (4.26) that
\[
\begin{cases}
- \text{div}(y^{1-2s} \nabla T_{j,i,n}(\xi)) = 0 & \text{in } \mathbb{R}^{N+1}_+, \\
(\Delta)^s T_{j,i,n}(\xi) + \frac{a}{2} r_{j,i,n}(\xi) = C |r_{j,i,n}(\xi)|^{2s-2} r_{j,i,n}(\xi) & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\] (4.30)

Let \( \varphi : \mathbb{R}^N \rightarrow \mathbb{R} \) satisfy \( \varphi \in C_0^\infty(\mathbb{R}^N, \mathbb{R}), \varphi \geq 0 \) and \( \varphi \neq 0 \) in \( \mathbb{R}^N \). For \( i \in \Lambda_\infty \), let \( W_{j,i,n} \in X^s(\mathbb{R}^{N+1}_+) \) be such that
\[
\begin{cases}
- \text{div}(y^{1-2s} \nabla W_{j,i,n}(\xi)) = 0 & \text{in } \mathbb{R}^{N+1}_+, \\
(\Delta)^s W_{j,i,n}(\xi) + \frac{a}{2} r_{j,i,n}(\xi) - C |r_{j,i,n}(\xi)|^{2s-2} W_{j,i,n}(\xi) = \varphi(\xi) & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\] (4.31)

Since \( \|r_{j,i,n}(\xi)\|_{L^2(\mathbb{R}^N)} = 0 \) as \( n \to \infty \), then \( W_{j,i,n}(x) \geq 0 \) for any \( x \in \mathbb{R}^N \). It then yields from (4.31) that \( (\Delta)^s W_{j,i,n}(x) \geq 0 \). Since \( |x|^{-(N-2s)} \) is a fundamental solution of \( (\Delta)^s u = 0 \) in \( \mathbb{R}^N \setminus \{0\} \) (see [13, Section 2.2]), by the maximum principle (see [19, Theorem 1]), we then infer that there exists \( C > 0 \) independent of \( n \) such that
\[
W_{j,i,n}(x,0) \geq \frac{C}{1+|x|^{N-2s}}, \quad x \in \mathbb{R}^N.
\] (4.32)

On the other hand, using the Kelvin transform of \( W_{j,i,n} \), we can deduce as before that there exists \( C > 0 \) independent of \( n \) such that
\[
W_{j,i,n}(\xi) \leq \frac{C}{1+|\xi|^{N-2s}}, \quad \xi \in \mathbb{R}^{N+1}_+.
\] (4.33)

Hence, by (4.32) and Lemma 4.8, there exists a constant \( \rho > 0 \) such that for \( i \in \Lambda_\infty \),
\[
\frac{a}{2} \rho W_{j,i,n}(x,0) \geq C' U_{j,i}(x,0), \quad x \in \mathbb{R}^N.
\] (4.34)

Define
\[
r_{j,i,n}^{(3)}(\xi) := \sum_{i \in \Lambda_\infty} \sigma^{\frac{N+2s}{2}}_{j,i,n} \rho W_{j,i,n}(\sigma_{j,i,n}(\xi - (x_{j,i,n},0))), \quad \xi = (x,y) \in \mathbb{R}^{N+1}_+.
\]
It follows from (4.31) and (4.34) that
\[
\begin{aligned}
- \text{div}(y^{1-2s}\nabla r_{j,n}^{(3)}) &= 0 \\
(-\Delta)^{s/2} r_{j,n}(x,0) + \frac{a}{2} r_{j,n}(x,0) - C|r_{j,n}(x,0)|^{2^*_s-2} r_{j,n}(x,0) &\geq C' \sum_{i \in A_{\infty}} \frac{N-2s}{N} |U_{j,i}(\sigma_{j,i,n}(x-x_{j,i,n}),0)| \\
&\quad \text{in } \mathbb{R}^{N+1},
\end{aligned}
\tag{4.35}
\]
Taking into account (4.23), (4.24), (4.30), and the maximum principle, we then have that
\[
|r_{j,n}(\xi)| \leq |r_{j,n}^{(1)}(\xi)| + |r_{j,n}^{(2)}(\xi)| + |r_{j,n}^{(3)}(\xi)|, \quad \xi \in \mathbb{R}^{N+1}.
\]
Using (4.25), (4.29) and (4.33), we then get that
\[
|r_{j,n}(\xi)| \leq C + C' \sum_{i \in A_{\infty}} \frac{N-2s}{N} (1 + \sigma_{j,i,n}|\xi - (x_{j,i,n},0)|)^{-(N-2s)}, \quad \xi \in \mathbb{R}^{N+1}.
\]
Using (4.7), Lemmas 4.6 and 4.8, we then obtain that
\[
|w_{j,n}(\xi)| \leq C + C' \sum_{i \in A_{\infty}} \frac{N-2s}{N} (1 + \sigma_{j,i,n}|\xi - (x_{j,i,n},0)|)^{-(N-2s)}, \quad \xi \in \mathbb{R}^{N+1}.
\]
By means of (4.7), Lemmas 4.6 and 4.8, we then obtain that
\[
|w_{j,n}(\xi)| \leq C + C' \sum_{i \in A_{\infty}} \frac{N-2s}{N} (1 + \sigma_{j,i,n}|\xi - (x_{j,i,n},0)|)^{-(N-2s)}, \quad \xi \in \mathbb{R}^{N+1}.
\]
It follows from Lemma 4.9 that
\[
\sigma_{j,i,n}|z - (x_{j,i,n},0)| \geq \frac{1}{2} \sigma_{j,i,n} \sigma_n^{-\frac{1}{2}} \geq \frac{1}{2} \sigma_{j,i,n}, \quad z \in A_n^2.
\]
This along with (4.36) gives the result of the lemma, and the proof is completed. \(\square\)

**Lemma 4.11.** Let \(\{\epsilon_n\} \subset \mathbb{R}^+ \) with \(\epsilon_n \to 0 \) as \(n \to \infty\) and \(w_{j,\epsilon_n} \in X^{1,s}(\mathbb{R}^{N+1}_+)\) be the solution to (4.3) with \(\epsilon = \epsilon_n\) obtained in Theorem 4.1. Then there exists a constant \(C > 0\) independent of \(n\) such that
\[
\int_{A_n^3} y^{1-2s}|w_{j,\epsilon_n}|^2 \, dx \, dy \leq C \sigma_n^{N-2s},
\]
where
\[
A_n^3 := B^+(\mathbb{C} + 4\sigma_n^{-\frac{1}{2}})(z) \setminus B^+(\mathbb{C} + 1\sigma_n^{-\frac{1}{2}})(z).
\]
**Proof.** By Lemma 4.10, we get that
\[
\int_{A_n^3} y^{1-2s}|w_{j,\epsilon_n}|^2 \, dx \, dy \leq C \int_{A_n^3} y^{1-2s} \, dx \, dy \leq C \int_{B^+(\mathbb{C} + 4\sigma_n^{-\frac{1}{2}})(z)} y^{1-2s} \, dx \, dy
\]
\[
= C \int_{B^+(\mathbb{C} + 4\sigma_n^{-\frac{1}{2}})(0)} y^{1-2s} \, dx \, dy
\]
\[
= C \int_{0}^{(\mathbb{C} + 4\sigma_n^{-\frac{1}{2}})} r^{N+1-2s} \, dr = C \sigma_n^{N-2s},
\]
where \(r = \sqrt{x^2 + y^2}\). Thus we have completed the proof. \(\square\)

**Lemma 4.12.** Let \(\{\epsilon_n\} \subset \mathbb{R}^+ \) with \(\epsilon_n \to 0 \) as \(n \to \infty\) and \(w_{j,\epsilon_n} \in X^{1,s}(\mathbb{R}^{N+1}_+)\) be the solution to (4.3) with \(\epsilon = \epsilon_n\) obtained in Theorem 4.1. Then there exists a constant \(C > 0\) independent of \(n\) such that
\[
\int_{A_n^4} y^{1-2s} |\nabla w_{j,\epsilon_n}|^2 \, dx \, dy \leq C \sigma_n^{N-2s},
\]
where
\[
A_n^4 := B^+(\mathbb{C} + 3\sigma_n^{-\frac{1}{2}})(z) \setminus B^+(\mathbb{C} + 2\sigma_n^{-\frac{1}{2}})(z).
\]
Proof. Let \( \eta_n \in C^\infty_0(\mathbb{R}_+^{N+1}, [0, 1]) \) be a cut-off function satisfying \( \eta_n(z) = 1 \) for \( z \in A_n^4 \), \( \eta_n(z) = 0 \) for \( z \not\in A_n^3 \) and \( |\nabla \eta_n(x)| \leq C\sigma_n^{1/2} \) for \( z \in A_n^3 \), where the constant \( C > 0 \) is independent of \( n \). Note that \( w_{j, \epsilon_n} \) satisfies the equation

\[
\begin{cases}
-\text{div}(y^{1-2s} \nabla w_{j, \epsilon_n}) = 0 & \text{in } \mathbb{R}_+^{N+1}, \\
-k_s \frac{\partial w_{j, \epsilon_n}}{\partial \nu} = -V_n(x)w_{j, \epsilon_n} + f_{\epsilon_n}(x, |w_{j, \epsilon_n}|)w_{j, \epsilon_n} & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\]

(4.37)

Multiplying (4.37) by \( \eta_n^2 w_{j, \epsilon_n} \) and integrating on \( \mathbb{R}_+^{N+1} \), we have that

\[
\int_{\mathbb{R}_+^{N+1}} y^{1-2s} \nabla w_{j, \epsilon_n} \cdot \nabla (\eta_n^2 w_{j, \epsilon_n}) \, dxdy = \int_{\mathbb{R}^N} (-V_n(x)|u_{j, \epsilon_n}|^2 + f_{\epsilon_n}(x, |u_{j, \epsilon_n}|)|u_{j, \epsilon_n}|^2) \eta_n^2(x, 0) \, dx
\]

\[
\leq C \int_{A_n^2} (|u_{j, \epsilon_n}|^2 + |u_{j, \epsilon_n}|^2) \, dx,
\]

where we used the assumption that \( a \leq V(x) \leq b \) for any \( x \in \mathbb{R}^N \) and the fact that \( |f_{\epsilon_n}(x, |t|)| \leq C \left(1 + |t|^{2^*-2}\right) \) for any \( x \in \mathbb{R}^N \) and \( t \in \mathbb{R} \). Using Lemmas 4.10 and 4.11, we then infer that

\[
\int_{A_n^2} y^{1-2s} |\nabla w_{j, \epsilon_n}|^2 \, dxdy = \int_{A_n^2} \int_{\mathbb{R}_+^{N+1}} y^{1-2s} |\nabla w_{j, \epsilon_n}|^2 \eta_n^2 \, dxdy
\]

\[
\leq C \int_{A_n^2} \int_{\mathbb{R}_+^{N+1}} y^{1-2s} |w_{j, \epsilon_n}|^2 |\nabla \eta_n|^2 \, dxdy
\]

\[
+ C \int_{A_n^2} y^{1-2s} \nabla w_{j, \epsilon_n} \cdot \nabla (\eta_n^2 w_{j, \epsilon_n}) \, dxdy
\]

\[
\leq C\sigma_n \int_{A_n^2} y^{1-2s} |w_{j, \epsilon_n}|^2 \, dxdy + C \int_{A_n^2} (|u_{j, \epsilon_n}|^2 + |u_{j, \epsilon_n}|^2) \, dx
\]

\[
\leq C\sigma_n \frac{2^{2s-2}}{2s-2} + C\sigma_n^2
\]

This then gives rise to the result of the lemma, and the proof is completed.

Lemma 4.13. Let \( \{\epsilon_n\} \subset \mathbb{R}^+ \) with \( \epsilon_n \to 0 \) as \( n \to \infty \) and \( w_{j, \epsilon_n} \in X^{1,s}(\mathbb{R}^{N+1}_+) \) be the solution to (4.3) with \( \epsilon = \epsilon_n \) obtained in Theorem 4.1. Let \( B_n := \mathcal{B}_{((C+3)\sigma_n)^{-1/2}}(z_n) \), \( \phi \in \mathcal{C}_0^\infty(\mathbb{R}, [0, 1]) \) be such that \( \phi(t) = 1 \) for \( t \leq (C+2)\sigma_n^{-1/2} \), \( \phi(t) = 0 \) for \( t \geq (C+3)\sigma_n^{-1/2} \), \( \phi'(t) \leq 0 \) and \( |\phi'(t)| \leq 2\sigma_n^{1/2} \) for \( t \in \mathbb{R} \).
Define $\varphi(\xi) := \phi(\xi - z_n)$ for $\xi \in \mathbb{R}^{N+1}_+$. Then the following identity holds,

\[
\begin{align*}
&\frac{1}{k_s} \int_{\mathbb{R}^N} \left( Nf_{\varepsilon_n}(x, |u_{j,\varepsilon_n}|) - \frac{N - 2s}{2} f_{\varepsilon_n}(x, |u_{j,\varepsilon_n}|)|u_{j,\varepsilon_n}|^2 \right) \varphi \, dx \\
&\quad - \frac{s}{k_s} \int_{\mathbb{R}^N} V_{\varepsilon_n}(x)|u_{j,\varepsilon_n}|^2 \varphi(x, 0) \, dx \\
&\quad - \frac{1}{2k_s} \int_{\mathbb{R}^N} ((x - x_n) \cdot \nabla V_{\varepsilon_n}(x)) |u_{j,\varepsilon_n}|^2 \varphi(x, 0) \, dx \\
&\quad + \frac{1}{k_s} \int_{\mathbb{R}^N} ((x - x_n) \cdot (\nabla_x F_{\varepsilon_n})(x, |u_{j,\varepsilon_n}|)) \varphi(x, 0) \, dx \\
&= \frac{1}{2} \int_{\mathbb{R}^{N+1}_+} y^{1-2s} |\nabla u_{j,\varepsilon_n}|^2 ((\xi - z_n) \cdot \nabla \varphi) \, dxdy \\
&\quad - \int_{\mathbb{R}^{N+1}_+} y^{1-2s} (\nabla u_{j,\varepsilon_n} \cdot \nabla \varphi) ((\xi - z_n) \cdot \nabla u_{j,\varepsilon_n}) \, dxdy \\
&\quad + \frac{1}{2k_s} \int_{\mathbb{R}^N} V_{\varepsilon_n}(x)|u_{j,\varepsilon_n}|^2 ((x - x_n) \cdot \nabla \varphi(x, 0)) \, dx \\
&\quad - \frac{1}{k_s} \int_{\mathbb{R}^N} F_{\varepsilon_n}(x, |u_{j,\varepsilon_n}|)((x - x_n) \cdot \nabla \varphi(x, 0)) \, dx \\
&\quad - \frac{N - 2s}{2} \int_{\mathbb{R}^{N+1}_+} y^{1-2s} w_n (\nabla u_{j,\varepsilon_n} \cdot \nabla \varphi) \, dxdy.
\end{align*}
\]

\[
\begin{align*}
\text{Proof.} \quad &\text{For simplicity, we shall write } w_n = w_{j,\varepsilon_n} \text{ and } u_n = u_{j,\varepsilon_n}, \text{ where } u_{j,\varepsilon_n} = w_{j,\varepsilon}(\cdot, 0). \text{ Note that } w_n \text{ satisfies the equation}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
-\text{div}(y^{1-2s} \nabla w_n) = 0 & \text{in } \mathbb{R}^{N+1}, \\
-k_s \frac{\partial w_n}{\partial n} = -V_{\varepsilon_n}(x)w_n + f_{\varepsilon_n}(x, |w_n|)w_n & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\end{align*}
\]

Multiplying (4.39) by $((\xi - z_n) \cdot \nabla w_n) \varphi$ and integrating on $\mathbb{R}^{N+1}_+$, we get that

\[
\int_{\mathbb{R}^{N+1}_+} -\text{div}(y^{1-2s} \nabla w_n) ((\xi - z_n) \cdot \nabla w_n) \varphi \, dxdy = 0. \quad (4.40)
\]

Using the divergence theorem, we then derive from (4.40) that

\[
\int_{\mathbb{R}^{N+1}_+} (y^{1-2s} \nabla w_n) \cdot \nabla (((\xi - z_n) \cdot \nabla w_n) \varphi) \, dxdy
\]

\[
= - \int_{\mathbb{R}^N} \lim_{y \to 0^+} (y^{1-2s} \partial_y w_n) ((x - x_n) \cdot \nabla u_n) \varphi(x, 0) \, dx
\]

\[
= \frac{1}{k_s} \int_{\mathbb{R}^N} (f_{\varepsilon_n}(x, |u_n|)u_n - V_{\varepsilon_n}(x)u_n)((x - x_n) \cdot \nabla u_n) \varphi(x, 0) \, dx.
\]
We are now going to compute every term in (4.41). By straightforward calculations, we see that

\[
\int_{\mathbb{R}^{N+1}} (y^{1-2s} \nabla w_n) \cdot \nabla ((\xi - z_n) \cdot \nabla w_n) \varphi \, dx dy
\]

\[
= \int_{\mathbb{R}^{N+1}} y^{1-2s} |\nabla w_n|^2 \varphi \, dx dy \\
+ \frac{1}{2} \int_{\mathbb{R}^{N+1}} y^{1-2s} ((\xi - z_n) \cdot \nabla |\nabla w_n|^2) \varphi \, dx dy \\
+ \int_{\mathbb{R}^{N+1}} y^{1-2s} (\nabla w_n \cdot \nabla \varphi) ((\xi - z_n) \cdot \nabla w_n) \, dx dy
\]

(4.42)

\[
= -\frac{N-2s}{2} \int_{\mathbb{R}^{N+1}} y^{1-2s} |\nabla w_n|^2 \varphi \, dx dy \\
- \frac{1}{2} \int_{\mathbb{R}^{N+1}} y^{1-2s} |\nabla w_n|^2 ((\xi - z_n) \cdot \nabla \varphi) \, dx dy \\
+ \int_{\mathbb{R}^{N+1}} y^{1-2s} (\nabla w_n \cdot \nabla \varphi) ((\xi - z_n) \cdot \nabla w_n) \, dx dy.
\]

In addition, we have that

\[
\int_{\mathbb{R}^{N}} V_n(x) u_n \left( (x-x_n) \cdot \nabla u_n \right) \varphi(x,0) \, dx \\
= \frac{1}{2} \int_{\mathbb{R}^{N}} V_n(x) \left( (x-x_n) \cdot \nabla |u_n|^2 \right) \varphi(x,0) \, dx \\
= -\frac{N}{2} \int_{\mathbb{R}^{N}} V_n(x) |u_n|^2 \varphi(x,0) \, dx \\
- \frac{1}{2} \int_{\mathbb{R}^{N}} ((x-x_n) \cdot \nabla V_n(x)) |u_n|^2 \varphi(x,0) \, dx \\
- \frac{1}{2} \int_{\mathbb{R}^{N}} V_n(x) |u_n|^2 ((x-x_n) \cdot \nabla \varphi(x,0)) \, dx
\]

(4.43)

and

\[
\int_{\mathbb{R}^{N}} f_{\varepsilon}(x,|u_n|) u_n \left( (x-x_n) \cdot \nabla u_n \right) \varphi(x,0) \, dx \\
= \int_{\mathbb{R}^{N}} ( (x-x_n) \cdot \nabla \left( F_{\varepsilon}(x,|u_n|) \right) ) \varphi(x,0) \, dx \\
- \int_{\mathbb{R}^{N}} ( (x-x_n) \cdot (\nabla_x F_{\varepsilon}(x,|u_n|)) \varphi(x,0) \, dx \\
= -N \int_{\mathbb{R}^{N}} F_{\varepsilon}(x,|u_n|) \varphi(x,0) \, dx \\
- \int_{\mathbb{R}^{N}} F_{\varepsilon}(x,|u_n|) ((x-x_n) \cdot \nabla \varphi(x,0)) \, dx \\
- \int_{\mathbb{R}^{N}} ((x-x_n) \cdot (\nabla_x F_{\varepsilon}(x,|u_n|)) \varphi(x,0) \, dx.
\]

(4.44)
Making use of (4.42), (4.43) and (4.44), we then obtain from (4.41) that

\[
\begin{align*}
- \frac{N - 2s}{2} & \int_{\mathbb{R}^{N+1}} y^{1-2s} |\nabla w_n|^2 \varphi \, dx \, dy - \frac{N}{2k_s} \int_{\mathbb{R}^N} V_{\epsilon_n}(x) |u_n|^2 \varphi(x,0) \, dx \\
- \frac{1}{2k_s} & \int_{\mathbb{R}^N} ((x - x_n) \cdot \nabla V_{\epsilon_n}(x)) |u_n|^2 \varphi(x,0) \, dx + \frac{N}{k_s} \int_{\mathbb{R}^N} F_{\epsilon_n}(x, |u_n|) \varphi(x,0) \, dx \\
+ \frac{1}{k_s} & \int_{\mathbb{R}^N} ((x - x_n) \cdot (\nabla x F_{\epsilon_n})(x, |u_n|)) \varphi(x,0) \, dx \\
= & \frac{1}{2} \int_{\mathbb{R}^{N+1}} y^{1-2s} |\nabla w_n|^2 ((\xi - z_n) \cdot \nabla \varphi) \, dx \, dy \\
- \int_{\mathbb{R}^{N+1}} y^{1-2s} (\nabla w_n \cdot \nabla \varphi) ((\xi - z_n) \cdot \nabla w_n) \, dx \, dy \\
+ \frac{1}{2k_s} & \int_{\mathbb{R}^N} V_{\epsilon_n}(x)|u_n|^2 ((x - x_n) \cdot \nabla \varphi(x,0)) \, dx \\
- \frac{1}{k_s} & \int_{\mathbb{R}^N} F_{\epsilon_n}(x, |u_n|) ((x - x_n) \cdot \nabla \varphi(x,0)) \, dx.
\end{align*}
\]  

(4.45)

On the other hand, by multiplying (4.39) by \( w_n \varphi \) and integrating on \( \mathbb{R}^{N+1} \), we get that

\[
\begin{align*}
\int_{\mathbb{R}^{N+1}} y^{1-2s} |\nabla w_n|^2 \varphi \, dx \, dy + \int_{\mathbb{R}^{N+1}} y^{1-2s} (\nabla w_n \cdot \nabla \varphi) w_n \, dx \, dy \\
+ \frac{1}{k_s} & \int_{\mathbb{R}^N} V_{\epsilon_n}(x)|u_n|^2 \varphi(x,0) \, dx = \frac{1}{k_s} \int_{\mathbb{R}^N} f_{\epsilon_n}(x, |u_n|)|u_n|^2 \varphi(x,0) \, dx.
\end{align*}
\]  

(4.46)

Combining (4.45) and (4.46), we then obtain (4.38). This completes the proof. \( \Box \)

**Lemma 4.14.** If \( \max\{2, (N + 2s)/(N - 2s)\} < p < 2s \), then \( \Lambda_\infty = 0 \).

**Proof.** We argue by contradiction that \( \Lambda_\infty \neq 0 \). Then we can choose \( x_n \) and \( \sigma_n \) satisfying (4.20) and (4.21), respectively. From Lemma 4.13, we see that \( \text{supp} \nabla \varphi \subset A^4_s \) and \( |\nabla \varphi(x)| \leq 2\sigma_n^{1/2} \) for any \( x \in A^4_s \). In addition, by the definition of \( F_{\epsilon_n} \), we find that \( |F_{\epsilon_n}(x, |t|)| \leq C \left( |t|^2 + |t|^{2s} \right) \) for any \( x \in \mathbb{R}^N \) and \( t \in \mathbb{R} \). Taking advantage of Lemmas 4.10, 4.11 and 4.12, we then get that the integrals of the right side hand of (4.38) can be estimated as

\[
\left| \frac{1}{2} \int_{\mathbb{R}^{N+1}} y^{1-2s} |\nabla w_{j,\epsilon_n}|^2 ((\xi - z_n) \cdot \nabla \varphi) \, dx \, dy \\
- \int_{\mathbb{R}^{N+1}} y^{1-2s} (\nabla w_{j,\epsilon_n} \cdot \nabla \varphi) ((\xi - z_n) \cdot \nabla w_{j,\epsilon_n}) \, dx \, dy \\
+ \frac{1}{2k_s} & \int_{\mathbb{R}^N} V_{\epsilon_n}(x)|u_{j,\epsilon_n}|^2 ((x - x_n) \cdot \nabla \varphi(x,0)) \, dx \\
- \frac{1}{k_s} & \int_{\mathbb{R}^N} F_{\epsilon_n}(x, |u_{j,\epsilon_n}|) ((x - x_n) \cdot \nabla \varphi(x,0)) \, dx \\
- \frac{N - 2s}{2} \int_{\mathbb{R}^{N+1}} y^{1-2s} w_{j,\epsilon_n} (\nabla w_{j,\epsilon_n} \cdot \nabla \varphi) \, dx \, dy \right| \\
\leq C \int_{A^4_s} y^{1-2s} |w_{j,\epsilon_n}|^2 \, dx \, dy + C \int_{A^4_s} (|u_{j,\epsilon_n}|^2 + |u_{j,\epsilon_n}|^{2s}) \, dx \\
+ C\sigma_n \int_{A^4_s} y^{1-2s} |w_{j,\epsilon_n}|^2 \, dx \, dy \\
\leq C\sigma_n \frac{n-2s}{2},
\]
where \(A^4_n := A^4_n \cap \mathbb{R}^N\). We next estimate the integrals in the left side hand of (4.38). From Lemma 4.10 and the fact that \(\text{supp}\ \varphi(\cdot,0) \subset B_n := B_n \cap \mathbb{R}^N\), it follows that
\[
\left| \frac{8}{k_s} \int_{\mathbb{R}^N} V_{\epsilon_n}(x)|u_{j,\epsilon_n}|^2 \varphi(x,0) \, dx \right| \leq C_{\sigma_n}^{-\frac{2}{p}}
\] (4.48)
and
\[
\left| \frac{1}{2k_s} \int_{\mathbb{R}^N} ((x - x_n) \cdot \nabla V_{\epsilon_n}(x)) |u_{j,\epsilon_n}|^2 \varphi(x,0) \, dx \right| \leq C_{\sigma_n}^{-\frac{2}{p}}.
\] (4.49)
Furthermore, from Lemma 4.10, the fact that \(\text{supp}\ \varphi(\cdot,0) \subset B_n\) and \(|\langle \nabla_x F_{\epsilon_n} \rangle (x, |t|)| \leq C (|t|^2 + |t|^2)\) for any \(x \in \mathbb{R}^N\) and \(t \in \mathbb{R}\), we infer that
\[
\left| \frac{1}{k_s} \int_{\mathbb{R}^N} ((x - x_n) \cdot \nabla_x F_{\epsilon_n}(x, |u_{j,\epsilon_n}|)) \varphi(x,0) \, dx \right| \leq C_{\sigma_n}^{-\frac{2}{p}}.
\] (4.50)
Applying the definitions of \(f_{\epsilon_n}\) and \(F_{\epsilon_n}\), we have that
\[
\int_{\mathbb{R}^N} \left( 2^* F_{\epsilon_n}(x, |u_{j,\epsilon_n}|) - f_{\epsilon_n}(x, |u_{j,\epsilon_n}|)|u_{j,\epsilon_n}|^2 \right) \varphi(x,0) \, dx
\]
\[
= \int_{\mathbb{R}^N} \left( 1 - \chi(\epsilon_n x) \right) \left( \frac{2^* \mu}{p} |u_{j,\epsilon_n}|^p + |u_{j,\epsilon_n}|^p \left( m_{\epsilon_n}(|u_{j,\epsilon_n}|^2) \right)^{\frac{2^*-p}{2}} \right) \varphi(x,0) \, dx
\]
\[
- \int_{\mathbb{R}^N} \left( 1 - \chi(\epsilon_n x) \right) \left( \mu |u_{j,\epsilon_n}|^p + \frac{p}{2^*} |u_{j,\epsilon_n}|^p \left( m_{\epsilon_n}(|u_{j,\epsilon_n}|^2) \right)^{\frac{2^*-p}{2}} \right) \varphi(x,0) \, dx
\]
\[
- \frac{2^* - p}{2^*} \int_{\mathbb{R}^N} \left( 1 - \chi(\epsilon_n x) \right) |u_{j,\epsilon_n}|^{p+2} \left( m_{\epsilon_n}(|u_{j,\epsilon_n}|^2) \right)^{\frac{2^*-p-1}{2}} b_{\epsilon_n}(|u_{j,\epsilon_n}|^2) \varphi(x,0) \, dx
\]
\[
+ \int_{\mathbb{R}^N} \chi(\epsilon_n x) \left( 2^* G_{\epsilon_n}(|u_{j,\epsilon_n}|) - g_{\epsilon_n}(|u_{j,\epsilon_n}|)|u_{j,\epsilon_n}|^2 \right) \varphi(x,0) \, dx.
\] (4.51)

In view of the definition of \(g_{\epsilon_n}\), Lemma 4.10 and the fact that \(\text{supp}\ \varphi(\cdot,0) \subset B_n\), we get that
\[
\left| \int_{\mathbb{R}^N} \chi(\epsilon_n x) \left( 2^* G_{\epsilon_n}(|u_{j,\epsilon_n}|) - g_{\epsilon_n}(|u_{j,\epsilon_n}|)|u_{j,\epsilon_n}|^2 \right) \varphi(x,0) \, dx \right| \leq C_{\sigma_n}^{-\frac{2}{p}}.
\] (4.52)
Note that \(t_b(t) \leq m_{\epsilon}(t)\) for any \(t \geq 0\), see Lemma 4.1. It then yields from (4.51) and (4.52) that
\[
\int_{\mathbb{R}^N} \left( 2^* F_{\epsilon_n}(x, |u_{j,\epsilon_n}|) - f_{\epsilon_n}(x, |u_{j,\epsilon_n}|)|u_{j,\epsilon_n}|^2 \right) \varphi(x,0) \, dx
\]
\[
\geq \frac{(2^* - p) \mu}{p} \int_{\mathbb{R}^N} \left( 1 - \chi(\epsilon_n x) \right) |u_{j,\epsilon_n}|^p \varphi(x,0) \, dx - C_{\sigma_n}^{-\frac{2}{p}}.
\]
According to Lemma 4.7, we have that, up to a subsequence, \(x_{j,i,\infty} := \lim_{n \to \infty} \epsilon_n x_n \in \mathcal{M}^{b}\). It then gives that \(1 - \chi(x_{j,i,\infty}) > 0\). As a consequence, for any \(n \in \mathbb{N}\) large enough,
\[
\int_{\mathbb{R}^N} \left( 2^* F_{\epsilon_n}(x, |u_{j,\epsilon_n}|) - f_{\epsilon_n}(x, |u_{j,\epsilon_n}|)|u_{j,\epsilon_n}|^2 \right) \varphi(x,0) \, dx
\]
\[
\geq \frac{(2^* - p) \mu}{2p} \left( 1 - \chi(x_{j,i,\infty}) \right) \int_{\mathbb{R}^3} |u_{j,\epsilon_n}|^p \varphi(x,0) \, dx - C_{\sigma_n}^{-\frac{2}{p}}.
\] (4.53)
Using (4.38), (4.47)-(4.50) and (4.53), we then arrive at
\[
\int_{\mathbb{R}^N} |u_{j,\epsilon_n}|^p \varphi(x,0) \, dx \leq C_{\sigma_n}^{-\frac{2}{p+2}}.
\] (4.54)
We now denote \(G_n := B_{L \sigma_n^{-\frac{2}{p}}} (x_n)\), where the constant \(L > 0\) is large enough such that
\[
\int_{B_{L(0)}} |U_{j,i,\infty}(x,0)|^p \, dx \geq C_s \frac{C_s}{2}, \quad C_s := \int_{\mathbb{R}^N} |U_{j,i,\infty}(x,0)|^p \, dx.
\]
Thus, for any \(n \in \mathbb{N}\) large enough,
\[
G_n \subset B_{(C_s + 2)\sigma_n^{-\frac{2}{p}}}(x_n) \subset B_n
\]
and \( \varphi(x,0) = 1 \) for any \( x \in G_n \). Since \( \tilde{w}_{j,\varepsilon_n} := \frac{-N-2s}{2s} w_{j,\varepsilon_n}(\sigma_n^{-1} \cdot + (x_n,0)) \) \( \rightarrow U_{j,i,\infty} \) in \( X^s(\mathbb{R}^{N+1}_+) \) as \( n \rightarrow \infty \), see Lemma 4.4, then, for any \( n \in \mathbb{N} \) large enough,

\[
\int_{B_n} |u_{j,\varepsilon_n}|^p \varphi(x,0) \, dx \geq \int_{G_n} |u_{j,\varepsilon_n}|^p \, dx = \frac{N-2s}{2s} \int_{B_{\varepsilon_n}(0)} |\sigma_n^{-1} u_{j,\varepsilon_n}(\sigma_n^{-1} x + x_n)|^p \, dx
\]

\[
= \frac{N-2s}{2s} \int_{B_{\varepsilon_n}(0)} |U_{j,i,\infty}(x,0)|^p \, dx + o_n(1) \sigma_n^{-\frac{2s}{N}} - \frac{N-2s}{2s} \int_{B_{\varepsilon_n}(0)} |U_{j,i,\infty}(x,0)|^p \, dx + o_n(1) \sigma_n^{-\frac{2s}{N}}
\]

\[
\geq C_n \sigma_n^{-\frac{2s}{N}} - \frac{N-2s}{2s} \int_{B_{\varepsilon_n}(0)} |U_{j,i,\infty}(x,0)|^p \, dx + o_n(1) \sigma_n^{-\frac{2s}{N}}.
\]  

Combining (4.54) and (4.55) leads to

\[
\sigma_n^{-\frac{2s}{N}} \leq C \sigma_n^{-\frac{2s}{N}}.
\]

It is a contradiction if \( p > \frac{N-2s}{N-2s} \), because \( \sigma_n \rightarrow \infty \) as \( n \rightarrow \infty \). This in turn indicates that \( \Lambda_{\infty} = \emptyset \), and the proof is completed. \( \square \)

We are now ready to prove Proposition 4.1.

**Proof of Proposition 4.1.** From Lemma 4.14, we know that \( \Lambda_{\infty} = \emptyset \). It then yields from (4.7) that

\[
u_{j,\varepsilon_n} = \sum_{i \in \Lambda_1} U_{j,i}(\cdot - x_{j,i,n}) + r_{j,n}.
\]  

Furthermore, by means of (4.23), we then see that

\[
(\Delta)^{\sigma} |r_{j,n}(x,0)| + \frac{a}{2} |r_{j,n}(x,0)| - C |r_{j,n}(x,0)|^{2^* - 2} |r_{j,n}(x,0)| \leq C' h_n(x),
\]

where

\[
h_n(x) := \sum_{i \in \Lambda_1} \left( |U_{j,i}(x - x_{j,i,n},0)| + |U_{j,i}(x - x_{j,i,n},0)|^{2^* - 1} \right).
\]

Using the same arguments as the proof of (4.25), we then have that there exists a constant \( C'' > 0 \) independent of \( n \) such that \( |r_{j,n}(x,0)| \leq C'' \) for any \( x \in \mathbb{R}^N \). Applying (2.3), we then derive that \( |r_{j,n}(x,y)| \leq C'' \) for any \( (x,y) \in \mathbb{R}^{N+1}_+ \). From (4.56) and the fact that \( U_{j,i} \in L^\infty(\mathbb{R}^N) \), see Lemma 4.6, the result of this proposition follows. This completes the proof. \( \square \)

4.3. **Proof of Theorem 1.2.** With the help of Proposition 4.1, we are now able to present proof of Theorem 1.2.

**Proof of Theorem 1.2.** In view of Proposition 4.1, we get that there exists a constant \( \epsilon_k'' > 0 \) such that, for any \( 0 < \epsilon < \epsilon_k'' \),

\[
m_{\epsilon}(|u_{j,\epsilon}|^2) = |u_{j,\epsilon}|^2, \quad b_{\epsilon}(|u_{j,\epsilon}|^2) = 1.
\]  

Since \( \Lambda_{\infty} = \emptyset \), see Lemma 4.14, by using (4.7), we then find that the situation under consideration is similar to the case of the Sobolev subcritical equations treated in Section 3. Then we can obtain that, for any \( \delta > 0 \), there exist a constant \( C = C(\delta, N) > 0 \) such that

\[
|u_{j,\epsilon}(x)| \leq \frac{C}{1 + |\text{dist}(x, (\nabla U_{j,i})^\varepsilon)|^{N+2s}}, \quad x \in \mathbb{R}^N.
\]

By the definition of \( f_{\epsilon} \), we then have that \( f_{\epsilon}(x,|u_{j,\epsilon}|) = \mu |u_{j,\epsilon}|^{p-2} + |u_{j,\epsilon}|^{2^*-2} \). This infers that \( u_{j,\epsilon} \) is actually solution to (2.1) for any \( j \geq 1 \). From Theorem 4.1, we know that \( u_{j,\epsilon} \) is sign-changing solution to (2.1) for any \( j \geq 2 \). Arguing as the proof of Theorem 1.1, we are able to show that \( u_{1,\epsilon} \) is positive solution to (2.1). Making a change of variable, we then obtain the result of Theorem 1.2. Thus the proof is completed. \( \square \)
5. Sobolev supercritical growth

We devote this section to the study of semiclassical states to (2.5) in the Sobolev supercritical case, i.e. $\mathcal{N}(u)u = |u|^{p-2}u + \lambda |u|^{r-2}u$ for $2 < p < 2^*_r < r$ and $\lambda > 0$. Let us first introduce some notations. We set

$$g_{\lambda,K}(t) := \min \{ h_{\lambda,K}(t), a/4 \} \quad \text{for } t \geq 0,$$

where

$$h_{\lambda,K}(t) := \begin{cases} \frac{p-2}{r} + \lambda t^{r-2}, & 0 \leq t \leq K, \\ \frac{p-2}{r} + \lambda K^{-p}t^{p-2}, & t \geq K, \end{cases}$$

and $K > 0$ is a constant to be determined later. Let $\eta : \mathbb{R}^{+} \to [0,1]$ be the cut-off function given in Section 3. Define $\chi(x) := \eta(\text{dist}(x, A))$,

$$f_{\epsilon,\lambda,K}(x,t) := (1 - \chi(\epsilon x)) h_{\lambda,K}(t) + \chi(\epsilon x)g_{\lambda,K}(t)$$

and

$$F_{\epsilon,\lambda,K}(x,t) := \int_{0}^{t} f_{\epsilon,\lambda,K}(x,s) s \, ds \quad \text{for } x \in \mathbb{R}^{N}, t \in \mathbb{R}.$$

We now introduce a modified equation as

$$\begin{cases} -\text{div}(y^{1-2s}\nabla u) = 0 & \quad \text{in } \mathbb{R}^{N+1}, \\ -k_{s} \frac{\partial u}{\partial \nu} = -V_{\epsilon}(x)w + f_{\epsilon,\lambda,K}(x,|w|)w & \quad \text{on } \mathbb{R}^{N} \times \{0\}. \end{cases} \quad (5.1)$$

The energy functional associated to (5.1) is defined by

$$\Phi_{\epsilon,\lambda,K}(w) := \frac{k_{s}}{2} \int_{\mathbb{R}^{N+1}} y^{1-2s} \nabla w \cdot \nabla \psi \, dx \, dy + \frac{1}{2} \int_{\mathbb{R}^{N}} V_{\epsilon}(x)|w(x,0)|^{2} \, dx \, - \int_{\mathbb{R}^{N}} F_{\epsilon,\lambda,K}(x,|w(x,0)|) \, dx.$$

It is easy to check that $\Phi_{\epsilon,\lambda,K} \in C^{1}(X^{1,s}(\mathbb{R}^{N+1}), \mathbb{R})$ and

$$\Phi'_{\epsilon,\lambda,K}(w)\psi = k_{s} \int_{\mathbb{R}^{N+1}} y^{1-2s} \nabla w \cdot \nabla \psi \, dx \, dy + \int_{\mathbb{R}^{N}} V_{\epsilon}(w(x,0))\psi(x,0) \, dx$$

$$- \int_{\mathbb{R}^{N}} f_{\epsilon,\lambda,K}(x,|w(x,0)|)w(x,0)\psi(x,0) \, dx$$

for any $\psi \in X^{1,s}(\mathbb{R}^{N+1})$. Consequently, any critical point of $\Phi_{\epsilon,\lambda,K}$ corresponds to a solution to (5.1).

Let $\Phi_{0} : X^{1,s}(\hat{C},(0)) \to \mathbb{R}$ be the functional defined by (3.10) and $\varphi_{n} : B_{n} \to \mathbb{R}$ be the function defined by (3.12). For $j \in \mathbb{N}$, we define

$$c_{j,\epsilon,\lambda,K} := \begin{cases} \inf_{B \in \Lambda_{j}} \sup_{u \in B \setminus W} \Phi_{\epsilon,\lambda,K}(u), & \text{if } j \geq 2, \\ \inf_{B \in \Lambda_{1}} \sup_{u \in B} \Phi_{\epsilon,\lambda,K}(u), & \text{if } j = 1, \end{cases}$$

where $\Lambda_{J}, G_{n}, \tilde{A}_{J}$ and $\tilde{G}_{n}$ are defined by (3.13) and (3.14), respectively. Therefore, there holds that $c_{1,\epsilon,\lambda,K} > 0$, $0 < c_{2,\epsilon,\lambda,K} \leq \cdots \leq c_{j,\epsilon,\lambda,K} \leq \cdots$, $\tilde{c}_{1} > 0$, $0 < \tilde{c}_{2} \leq \cdots \leq \tilde{c}_{j} \leq \cdots$ and $0 < c_{j,\epsilon,\lambda,K} \leq \tilde{c}_{j}$ for any $j \geq 1$.

**Theorem 5.1.** For any $k \in \mathbb{N}$ and $\lambda > 0$, there exists a constant $\epsilon_{k,\lambda,K} > 0$ such that, for any $0 < \epsilon < \epsilon_{k,\lambda,K}$, (5.1) admits at least $k$ pairs of solutions $w_{j,\epsilon,\lambda,K} \in X^{1,s}(\mathbb{R}^{N+1})$ satisfying $\Phi_{\epsilon,\lambda,K}(w_{j,\epsilon,\lambda,K}) = c_{j,\epsilon,\lambda,K} \leq \tilde{c}_{k}$ for any $1 \leq j \leq k$. Moreover, $w_{j,\epsilon,\lambda,K}$ is a sign-changing solution to (5.1) for any $2 \leq j \leq k$.

**Proof.** The proof of this theorem is almost identical to the one of Theorem 3.1, then we omit its proof. \qed
Lemma 5.1. Let \( w_{j,\epsilon,\lambda,K} \in X^{1,s}(\mathbb{R}_+^N) \) be the solution to (5.1) obtained in Theorem 5.1. Then there exists \( K_0 > 0 \) such that, for any \( k \in \mathbb{N} \) and \( K \geq K_0 \), there exists \( \lambda_{k,K} > 0 \) such that, for any \( 0 < \lambda < \lambda_{k,K} \) and \( 0 < \epsilon < \epsilon_{k,\lambda,K} \),

\[
\sup_{(x,y) \in \mathbb{R}_+^N} |w_{j,\epsilon,\lambda,K}(x,y)| \leq K. \tag{5.2}
\]

Proof. From Theorem 5.1, we have that \( \Phi_{\epsilon,\lambda,K}(w_{j,\epsilon,\lambda,K})w_{j,\epsilon,\lambda,K} = 0 \) and \( \Phi_{\epsilon,\lambda}(w_{j,\epsilon,\lambda,K}) = c_{j,\epsilon,\lambda,K} \leq \tilde{c}_k \) for any \( 1 \leq j \leq k \). Using the definition of \( f_{\epsilon,\lambda} \) and arguing as the proof of the boundedness of the Palais-Smale sequence in Lemma 3.1, we can deduce that there exists \( C_k > 0 \) independent of \( \lambda \) such that \( \|w_{j,\epsilon,\lambda,K}\|_{1,s} \leq C_k \) for any \( 1 \leq j \leq k \).

We now employ the Moser iteration arguments to prove (5.2). For simplicity, we shall write \( w_{\epsilon,\lambda,K} = w_{j,\epsilon,\lambda,K} \). For \( L > 0 \), we define

\[
w_{\epsilon,\lambda,K,L}(x,y) := \begin{cases} |w_{\epsilon,\lambda,K}(x,y)|, & \text{if } |w_{\epsilon,\lambda,K}(x,y)| \leq L, \\ L, & \text{if } |w_{\epsilon,\lambda,K}(x,y)| > L. \end{cases}
\]

Let \( \psi_{\epsilon,\lambda,K,L} := w_{\epsilon,\lambda,K,L}^2 w_{\epsilon,\lambda,K} \), where \( \beta > 1 \) is a constant to be determined later. Multiplying (5.1) by \( \psi_{\epsilon,\lambda,K,L} \) and integrating on \( \mathbb{R}_+^N \), we obtain that

\[
\int_{\mathbb{R}_+^N} y^{1-2s} \nabla w_{\epsilon,\lambda,K} \cdot \nabla \psi_{\epsilon,\lambda,K,L} \, dx + \int_{\mathbb{R}_+^N} V_{\epsilon}(x)|w_{\epsilon,\lambda,K}(x,0)|^2 w_{\epsilon,\lambda,K,L}(x,0) \, dx
\]

\[
= \int_{\mathbb{R}_+^N} f_{\epsilon,\lambda,K}(x,|w_{\epsilon,\lambda,K}(x,0)|)|w_{\epsilon,\lambda,K}(x,0)|^2 w_{\epsilon,\lambda,K,L}(x,0) \, dx.
\]

By the definition of \( f_{\epsilon,\lambda,K} \), we know that \( |f_{\epsilon,\lambda,K}(x,|t|)| \leq \frac{a}{4} + (1 + \lambda K^r) |t|^{p-2} \) for any \( x \in \mathbb{R}_+^N \) and \( t \in \mathbb{R} \). Therefore, by the assumption that \( V(\epsilon) \geq a \) for any \( \epsilon \in \mathbb{R} \), we get that

\[
\int_{\mathbb{R}_+^N} y^{1-2s} \nabla w_{\epsilon,\lambda,K} \cdot \nabla \psi_{\epsilon,\lambda,K,L} \, dx \leq C_{\lambda,K} \int_{\mathbb{R}_+^N} |w_{\epsilon,\lambda,K}(x,0)|^p w_{\epsilon,\lambda,K,L}(x,0) \, dx,
\tag{5.3}
\]

where \( C_{\lambda,K} := 1 + \lambda K^r \). Observe that

\[
\nabla w_{\epsilon,\lambda,K} \cdot \nabla \psi_{\epsilon,\lambda,K,L} = w_{\epsilon,\lambda,K,L}^{2(\beta-1)} |\nabla w_{\epsilon,\lambda,K}|^2 + 2(\beta - 1) w_{\epsilon,\lambda,K,L}^{2(\beta-2)} w_{\epsilon,\lambda,K} \nabla w_{\epsilon,\lambda,K,L} \cdot \nabla w_{\epsilon,\lambda,K}
\]

and

\[
|\nabla (w_{\epsilon,\lambda,K,L} w_{\epsilon,\lambda,K})|^2 = w_{\epsilon,\lambda,K,L}^{2(\beta-1)} |\nabla w_{\epsilon,\lambda,K}|^2 + 2(\beta - 1) w_{\epsilon,\lambda,K,L}^{2(\beta-2)} w_{\epsilon,\lambda,K,L} w_{\epsilon,\lambda,K} \nabla w_{\epsilon,\lambda,K,L} \cdot \nabla w_{\epsilon,\lambda,K} + (\beta - 1)^2 w_{\epsilon,\lambda,K,L}^{2(\beta-2)} |w_{\epsilon,\lambda,K}|^2 |\nabla w_{\epsilon,\lambda,K,L}|^2.
\]

Thus we conclude that

\[
|\nabla (w_{\epsilon,\lambda,K,L} w_{\epsilon,\lambda,K})|^2 \leq \beta^2 (\nabla w_{\epsilon,\lambda,K,L} \cdot \nabla z_{\epsilon,\lambda,K,L}).
\]

It then follows from (5.3) that

\[
\int_{\mathbb{R}_+^N} y^{1-2s} |\nabla (w_{\epsilon,\lambda,K,L} w_{\epsilon,\lambda,K})|^2 \, dx \leq C_{\lambda,K} \beta^2 \int_{\mathbb{R}_+^N} |w_{\epsilon,\lambda,K}(x,0)|^p w_{\epsilon,\lambda,K,L}(x,0) \, dx.
\]

Let \( z_{\epsilon,\lambda,K,L} := w_{\epsilon,\lambda,K,L}^{2(\beta-1)} \). Using Lemma 2.1 and Hölder’s inequality, we then have that

\[
\left( \int_{\mathbb{R}_+^N} |z_{\epsilon,\lambda,K,L}(x,0)|^{2s} \, dx \right)^{\frac{1}{2s}} \leq C_{\lambda,K} \beta^2 \int_{\mathbb{R}_+^N} |w_{\epsilon,\lambda,K}(x,0)|^p w_{\epsilon,\lambda,K,L}(x,0) \, dx
\]

\[
\leq C_{\lambda,K} \beta^2 \left( \int_{\mathbb{R}_+^N} |w_{\epsilon,\lambda,K}(x,0)|^{2s} \, dx \right)^{\frac{1}{2s}} \|z_{\epsilon,\lambda,K,L}(\cdot,0)\|_{L^{2s}}^2,
\]

where

\[
\alpha_s^* := \frac{22^*}{2^* - p + 2} < 2^*.
\]
Letting $L \to \infty$ and applying Fatou’s Lemma, we then get that
\[
\| w_{\epsilon,\lambda,K}(\cdot,0) \|_{L^{2^*\beta}(\mathbb{R}^N)} \leq (C_k C_{\lambda,K})^{\frac{1}{2\beta}} \| w_{\epsilon,\lambda,K}(\cdot,0) \|_{L^{2^*\beta}(\mathbb{R}^N)},
\]
where we used Lemma 2.1 and the fact that $\| w_{\epsilon,\lambda,K} \|_{1,\delta} \leq C_k$. Setting $\beta := 2^*/\alpha_2 > 1$ and iterating $m$ times, we then derive from (5.4) that
\[
\| w_{\epsilon,\lambda,K}(\cdot,0) \|_{L^{2^*\beta^m}(\mathbb{R}^N)} \leq (C_k C_{\lambda,K})^{\beta_1, m} \beta_2^m \| w_{\epsilon,\lambda,K}(\cdot,0) \|_{L^{2^*}(\mathbb{R}^N)},
\]
where
\[
\beta_1, m := \sum_{i=1}^{m} \frac{1}{2\beta^i}, \quad \beta_2, m := \sum_{i=1}^{m} \frac{i}{\beta^i}.
\]
Letting $m \to \infty$, we then have that
\[
\| w_{\epsilon,\lambda,K}(\cdot,0) \|_{L^{\infty}(\mathbb{R}^N)} \leq (C_k C_{\lambda,K})^{\beta_1} \beta_2,
\]
where
\[
\beta_1 := \sum_{i=1}^{\infty} \frac{1}{2\beta^i} < \infty, \quad \beta_2 := \sum_{i=1}^{\infty} \frac{i}{\beta^i} < \infty.
\]
From the definition of $C_{\lambda,K}$, then there exists $K_0 > 0$ such that, for any $k \in \mathbb{N}$ and $K \geq K_0$, there exists $\lambda_k, K > 0$ such that, for any $0 < \lambda < \lambda_k, K$, it holds that $\| w_{\epsilon,\lambda,K}(\cdot,0) \|_{L^{\infty}(\mathbb{R}^N)} \leq K$. Using (2.3), we then obtain the result of the lemma. Thus the proof is completed.

5.1. Proof of Theorem 1.3. As an immediate consequence of Lemma 5.2, we are able to show the proof of Theorem 1.3.

Proof of Theorem 1.3. Benefitting from Lemma 5.2, we find that
\[
|f_{\epsilon,\lambda,K}(x, |w_{j,\epsilon,\lambda,K}(\cdot,0)|)| \leq C|w_{j,\epsilon,\lambda,K}(\cdot,0)|^{p-2}.
\]
This suggests that the problem we consider is reduced to the Sobolev subcritical case. Then we can closely follow the outline for the proof of Theorem 1.1 to complete the proof.

6. Appendix

Lemma 6.1. Let $w \in X^{1,\delta}(Q_1(0))$ be a nonnegative solution to the equation
\[
\begin{cases}
-\text{div}(y^{1-2s}\nabla w) = 0 & \text{in } Q_1(0), \\
-k \frac{\partial w}{\partial \nu} = -a(x)w + b(x) & \text{on } B_1(0),
\end{cases}
\]
where $a \in L^{N/2s}(B_1(0))$, $b \in L^{\infty}(B_1(0))$ and $Q_r(0) := B_r(0) \times (0,r)$ for $r > 0$. If there exists a constant $\delta > 0$ such that $\|a\|_{L^{N/2s}(B_1(0))} < \delta$, then
\[
\|w\|_{L^{\infty}(Q_{1/2}(0))} \leq C(\|w\|_{L^2(y^{1-2s},Q_1(0))} + \|b\|_{L^\infty(B_1(0))}).
\]
Proof. For $k, m > 0$, we set that $\overline{w} := w + k$ and
\[
\overline{w}_m := \begin{cases}
\overline{w} & \text{if } w < m, \\
m + k & \text{if } w \geq m.
\end{cases}
\]
Let $\eta \in C^\infty_0(Q_1(0) \cup B_1(0))$ be a truncation function. For $\beta > 0$, we define
\[
\psi := \eta^2(\overline{w}_m^\beta - k^{\beta+1}).
\]
Multiplying (6.1) by $\psi$ and integrating on $Q_1(0)$, we have that
\[
\int_{Q_1(0)} y^{1-2s}\nabla w \cdot \nabla \psi \, dx \, dy + \int_{B_1(0)} aw\psi(x,0) \, dx = \int_{B_1(0)} b\psi(x,0) \, dx.
\]
Observe that
\[
\nabla w \cdot \nabla \psi = \beta\eta^2\overline{w}_m^{\beta-1} \nabla(\overline{w}_m \cdot \nabla w) + \eta^2\overline{w}_m^\beta (\nabla \overline{w} \cdot \nabla w) + 2\eta(\nabla \eta \cdot \nabla w)(\overline{w}_m\overline{w} - k^{\beta+1}).
\]
Moreover, by Hölder’s inequality and Lemma 2.1, we know that
\[
\int_{Q_{1}(0)} y^{1-2s} \eta^2 \| \nabla w_m \|^2 + | \nabla w |^2 \, dx dy
\]
\[
= -2 \int_{Q_{1}(0)} y^{1-2s} \eta (\nabla \eta \cdot \nabla w) (w_m^3 w - k^{\beta+1}) \, dx dy - \int_{B_{1}(0)} a w \eta^2 (w_m^3 w - k^{\beta+1}) \, dx
\]
\[
+ \int_{B_{1}(0)} b \eta^2 (w_m^3 w - k^{\beta+1}) \, dx.
\] (6.3)

We now choose \( k = ||b||_{L^\infty(B_{1}(0))} \) if \( b \) is not identically zero. Otherwise, we choose an arbitrary \( k > 0 \) and eventually let \( k \to 0^+ \). This then infers that \( |b(x)| \eta^2 w_m^3 w \leq \eta^2 w_m^3 |w|^2 \) for any \( x \in \mathbb{R}^N \), where we used the definition of \( w \). Note that \( w_m^3 w - k^{\beta+1} < w_m^3 w \) and
\[
2 \eta |(\nabla \eta \cdot \nabla w)||w_m^3 w| \leq \frac{1}{2} \eta^2 w_m^3 |\nabla w|^2 + 2 w_m^3 w |\nabla \eta|^2.
\]

Therefore, we deduce from (6.3) that
\[
\int_{Q_{1}(0)} y^{1-2s} \eta^2 w_m^3 (\beta |\nabla w_m|^2 + | \nabla w |^2) \, dx dy \leq 4 \int_{Q_{1}(0)} y^{1-2s} w_m^3 \eta^2 \| \nabla \eta \|^2 \, dx dy
\]
\[
+ 2 \int_{B_{1}(0)} |a| \eta^2 w_m^3 \, dx
\]
\[
+ 2 \int_{B_{1}(0)} \eta^2 w_m^3 \, dx.
\] (6.4)

Let \( z := w_m^3 w \), there holds that
\[
| \nabla z |^2 \leq (1 + \beta) w_m^3 (\beta |\nabla w_m|^2 + | \nabla w |^2).
\]

Moreover, by Hölder’s inequality and Lemma 2.1, we know that
\[
\int_{B_{1}(0)} |a(x)| \eta^2 w_m^3 \, dx \leq ||a||_{L^\infty(B_{1}(0))} \left( \int_{\mathbb{R}^N} |\eta z |^2 \, dx \right)^{\frac{2}{N}}
\]
\[
\leq C ||a||_{L^\infty(B_{1}(0))} \int_{\mathbb{R}^N} y^{1-2s} |\nabla (\eta z) |^2 \, dx.
\]

Taking \( ||a||_{L^{N/2}(B_{1}(0))} < \delta \) and utilizing (6.4), we then conclude that
\[
\int_{Q_{1}(0)} y^{1-2s} |\nabla (\eta z) |^2 \, dx dy \leq C(1 + \beta) \left( \int_{Q_{1}(0)} y^{1-2s} z^2 |\nabla \eta|^2 \, dx dy + \int_{B_{1}(0)} |z \eta|^2 \, dx \right),
\] (6.5)

where \( \delta > 0 \) is a small constant. Applying [48, Lemma 2.4], we obtain that
\[
C(1 + \beta) \int_{B_{1}(0)} |z \eta|^2 \, dx \leq \frac{1}{2} \int_{Q_{1}(0)} y^{1-2s} |\nabla (\eta z) |^2 \, dx dy + C(1 + \beta)^\gamma \int_{Q_{1}(0)} y^{1-2s} |\eta z|^2 \, dx dy,
\]

where \( \gamma > 0 \) is a constant depending only on \( s \) and \( N \). This along with (6.5) shows that
\[
\int_{Q_{1}(0)} y^{1-2s} |\nabla (\eta z) |^2 \, dx dy \leq C(1 + \beta)^\gamma \int_{Q_{1}(0)} y^{1-2s} (\eta^2 + |\nabla \eta|^2) z^2 \, dx dy.
\]

It then yields from [48, Lemma 2.2] that
\[
\left( \int_{Q_{1}(0)} y^{1-2s} |\eta z|^2 \right)^{\frac{1}{2}} \leq C(1 + \beta)^\gamma \int_{Q_{1}(0)} y^{1-2s} (\eta^2 + |\nabla \eta|^2) z^2 \, dx dy,
\]

where \( \chi = (N + 1)/N \) and \( \chi > 1 \). For any \( 0 < r < R \leq 1 \), let \( \eta \in C_0^\infty(Q_{r}(0) \cup B_{1}(0)) \) be such that \( \eta(x) = 1 \) for \( x \in Q_{r}(0) \), \( \eta(x) = 0 \) for \( x \in Q_{R}(0) \) and \( |\nabla \eta(x)| \leq 2/(R - r) \) for \( x \in Q_{1}(0) \cup B_{1}(0) \). By
the definition of $z$ and the fact that $\|w\| \leq \|v\|$, we then derive that
\[
\left( \int_{Q_{r}(0)} y^{1-2s}\|w\|^{x} \right)^{\frac{1}{x}} \leq \frac{C(1 + \beta)^{\gamma}}{(R - r)^{2}} \int_{Q_{R}} y^{1-2s}\|w\|^{\alpha} \, dx \, dy,
\]
where $\alpha := 2 + \beta > 2$. Letting $m \to \infty$, we then have that
\[
\|w\|^{L^{\infty}(y^{1-2s}, Q_{r})} \leq \left( \frac{C(1 + \beta)^{\gamma}}{(R - r)^{2}} \right)^{\frac{1}{\alpha}} \|w\|^{L^{\infty}(y^{1-2s}, Q_{R})}.
\]
By the Moser iteration technique adapted to the proof of Lemma 5.1, we now arrive at
\[
\|w\|_{L^{\infty}(Q_{1/2})} \leq C\|w\|_{L^{2}(y^{1-2s}, Q_{1})}.
\]
This then gives rise to the result of the lemma, and the proof is completed. \qed
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