Characteristic Parameters of Epoch Deep Learning to Predict Covid-19 Data in Indonesia
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Abstract. This study aims to predict Covid-19 data in Indonesia using LSTM machines learning and GRU using python. As a comparison, two datasets from other countries which have strong correlation were used. The dataset is of the ourworldindata.org page. The results of the LSTM model with epoch 15, RMSE 68,417 require rapid processing time and better accuracy than GRU with epoch 400, RMSE 90,173. The results from Covid-19 data processing in Indonesia have a robust correlation with Covid-19 data in Azerbaijan, Bangladesh, Bhutan, Cape Verde, Curacao, Slovenia, South Africa, and Thailand. The epoch characteristics of LSTM and GRU are a challenge since the amount of Covid-19 data is relatively minor.

1. Introduction

Since March 2020, the Indonesian government first announced that residents were infected with Covid-19, this has had a profound impact not only in the health sector, but also in the economy [1]–[5], education, social. People's purchasing power has decreased by 0.57% in the first quarter of this year, the cessation of the business world has made the investment climate experience uncertainty. Efforts that have been made by the government are making social distancing policies, large-scale social restrictions to reduce the spread of Covid-19.

The characteristics of the data on the spread of Covid-19 are time series data, this is possible to predict using machine learning [6],[7] The results of the predictions are expected to be a 2nd opinion in making policies, so that investors can invest safely and be able to manage risks that are will arise at a later date. Prediction modeling using machine learning about Covid-19 has been done quite a lot by researchers [8]–[10] [5] but for the publication of predictions in Indonesia it is still limited.

In this decade, the development of science has developed quite rapidly, this is evidenced by the use of technology based on artificial intelligence (AI) which has been used in various aspects of human life [7], [11]–[14]. Based on the data provided, this technology makes machines capable of learning on their own just like humans [15]–[17]. With the combination of layers and the addition of nodes in machine learning (machine learning), it forms a separate classification called Deep Learning (DL). Research related to DL is still being developed to get the best results. Two learning machines are classified as deep learning that will be used in this study, namely GRU (Gated Recurrent Unit) and LSTM (Long Short Term Memory) [18]–[20].
Python programming language is used because it has many libraries that make it easy to create programs that involve a lot of vector and matrix manipulation (hard libraries) tensorflow [21]–[24],[25] numpy, pandas, as well as visual displays of various graphics that are attractive and easy to read library scikit learn, matplotlib, as well as heatmaps (library seaborn) to show correlation in the form of color and numerical maps.

In this study, we will see how the effect of changes in the increase in the number of epochs on the RMSE (Root Mean Square Error) value of the two LSTM and GRU learning machine models and uses a relatively minimal amount of data, namely the Covid-19 time series data from all countries. To strengthen the results of this study from Covid-19 data in the world, 2 datasets will be selected that have a strong relationship with Covid-19 data in Indonesia. So data processing will use 3 Covid-19 datasets. The process of determining the strong relationship between all countries and the Covid-19 data in Indonesia, used the correlation method with results that are easily visible in the form of visual levels of color (heat map matrix) and also numerically.

Visualization of the test results will show the high similarity of the prediction graph to the real data graph, quantitatively the level of similarity in the graph can be shown by the smaller RMSE value. The number of epochs used to obtain the minimum RMSE value will certainly affect the running time of the program. A larger number of epochs will take more time, and a smaller number of epochs will speed up the running time of the program. Of course, what is expected is how to obtain a small number of epochs with a minimal RMSE value.

In the process of predicting data using machine learning, the challenge is to determine the parameter of the number of epochs that will be used. The right number of epochs will produce a high accuracy value (small RMSE) and determine the slow speed of the program running. This is a challenge in itself in using LSTM and GRU machine learning

2. Methodology

This study uses an optimized LSTM and GRU deep learning algorithm approach. The process started with the determination of the RMSE epoch, followed by training, testing optimization of intermediate predictions.

![Figure 1. Research Scenarios](image)

The process begins with the source of the Covid-19 dataset for all countries, taken from “ourworldindata.org” starting from 31 December 2019 to 29 May 2020. This dataset consists of 5 column data features, namely location, new_cases, new_deaths, total_cases, total_deaths, totaling 20,235 lines. Meanwhile, Indonesia's Covid-19 data contains 144 rows of data. From the five feature data columns, one feature is selected which will be used as further data to be predicted, namely the new_cases feature.

![Figure 2. New_cases Covid-19 world](image)
Dataset selection, so that research results can be compared based on different but similar data (strong correlation), two other countries will be selected with data that have a strong correlation value with Covid-19 data in Indonesia. The results of the correlation process are shown in the heat map matrix.

The heatmap matrix, it can be seen that the correlation value of each of the 2 countries in the world, the strong correlation \( r=1 \) is shown in bright red. Countries that have a strong correlation value with Covid-19 data in Indonesia are 8 countries, Azerbaijan, Bangladesh, Bhutan, Cape Verde, Curacao, Slovenia, South Africa, Thailand. Of the 8 countries, 2 countries (Bangladesh and South Africa) were chosen to carry out the prediction process to compare the final results.

The new_cases data for the three countries (Indonesia, Bangladesh and South Africa) starts from March 2020. Then the data that will be used for training starts from March 1, 2020 to May 15, 2020 (69 data), and for testing from May 16, 2020 to May 29 2020 (14 data)
The total data that will be used to predict LSTM and GRU in 3 countries are 83 data respectively. The LSTM architecture used consists of 1 input layer, 3 hidden layers, each layer consists of 50 nodes and 1 dense layer with 1 node. Dropout value = 0.2. The GRU architecture consists of 4 layers (50 nodes per layer) and 1 dense layer with 1 node. Dropout value = 0.2.

Epoch is the number of repetition of the learning process carried out by machine learning. The greater the amount of epoch, the more time it will take in processing. This does not mean that a larger number of epochs will result in a higher accuracy value. Of course what is expected is good results with a small Epoch and accuracy (small RMSE value).

Therefore it is very difficult to determine the right number of Epochs to be used in machine learning to get good accuracy results. By creating a programming iteration with the output in the form of a graphic the RMSE value for each Epoch increment from the data of the three countries. From the graph, it can be seen that LSTM machine learning to achieve high accuracy requires a smaller Epoch (faster amount of processing time) compared to GRU.

3. Result and Discussion

Epoch versus RMSE charts for 3 countries, the epoch values to be used for LSTM and GRU for Indonesia are 15 and 400, Bangladesh is 20 and 300, and South Africa is 20 and 340. The output graph with epoch values from 3 countries can be seen in table below.

| Table 1. Three country output chart |
|-----------------------------------|
| **Epoch** | **LSTM** | **GRU** |
| 15 | ![](LSTM_15.png) | ![](GRU_15.png) |
| Indonesia | 400 | ![](LSTM_400.png) | ![](GRU_400.png) |
| 20 | ![](LSTM_20.png) | ![](GRU_20.png) |
| Bangladesh | 300 | ![](LSTM_300.png) | ![](GRU_300.png) |
| 20 | ![](LSTM_20.png) | ![](GRU_20.png) |
| South Africa | 340 | ![](LSTM_340.png) | ![](GRU_340.png) |
The results of the study using Covid-19 data, obtained that the epoch size with high accuracy in Indonesia is 15 for LSTM and 400 for GRU. Bangladesh is 20 for LSTM and 300 for GRU. The South African countries are 20 for LSTM and 340 for GRU.

4. Conclusion

Based on the results of the discussion of the epoch values of the three countries of Indonesia, Bangladesh and South Africa, it can be concluded as follows;

a) Time series data prediction uses a minimal amount of data, it turns out that LSTM machine learning will require faster processing time compared to GRU.

b) The results of this study are contrary to Hung, Junyoung et al, 2014, which states that GRU is able to show better capabilities, especially for small datasets.

c) It is necessary to conduct research with a more varied amount of data or change the parameters of machine learning architecture (layers and nodes) to test the capabilities of LSTM and GRU, especially in terms of processing time series data.

d) By knowing the characteristics of the epoch changes to this accuracy, it will be easier to estimate the number of epochs needed for certain types of data, so that the expected results can be better.

e) Covid-19 data Indonesia has strong data correlation \( r = 1 \) with Azerbaijan, Bangladesh, Bhutan, Cape Verde, Curacao, Slovenia, South Africa, and Thailand.

f) The correlation between Indonesia's Covid-19 data and other countries can be seen from many factors and can be used as material for extensive discussion by looking at various points of view (geographic, social, economic, political and so on).
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