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Abstract

Scalar field theory on the fuzzy two-sphere, represented as a hermitian matrix model that includes kinetic, mass and quartic interaction terms, is studied. The effective action in the symmetric large-\(N\) regime is analyzed using a self-consistent bootstrap method which fixes its form up to sixth order in the eigenvalues and gives a closed expression to all orders in the quadratic invariant of the matrix, valid close to semicircular distributions. Using this action the eigenvalue distribution is calculated for the interacting theory in the appropriate scaling limit and the phase transition from the disordered to the symmetric ordered phase is identified, including nonperturbative effects.
1 Introduction and conclusions

Noncommutative field theory presents an interesting setting for calculating properties of quantum fields without the burden of ultraviolet divergences. The noncommutative scale could either arise from fundamental physics (such as quantum gravity) or simply be a convenient regularization method. Effects such as UV-IR mixing complicate somewhat the picture but also manifest analogies with planar gauge theory. As a result, noncommutative spaces and field theories have been an important topic of research for quite a while [1]. Such spaces arise as brane solutions in string theory and in the matrix version of M-theory [2]. Noncommutative gauge theories are especially interesting since they can describe fluctuations of the brane solutions and unify in a natural way gauge and spatial degrees of freedom.

Compact noncommutative spaces are particularly attractive, as they constitute both UV and IR regularizations that preserve many of the symmetries of the commutative theory. Due to this double cutoff, field theory on these spaces has finitely many degrees of freedom. The simplest such space is the noncommutative two-sphere, also called “fuzzy sphere” [3]. This is the lowest of a tower of (even dimensional) fuzzy spaces corresponding to noncommutative versions of $CP^n$. On such spaces, fields become matrices and field theory effectively becomes a matrix model.

Matrix models have been a subject of interest in physics and mathematics for a long time, and much of the machinery developed for solving them can be imported in the study of noncommutative physics. The first and best known results were derived by Wigner in his work on Gaussian matrix ensembles [4]. Assuming a normal distribution for the elements of the matrix, the classic semicircle eigenvalue distribution of Wigner emerges. Matrix models have since emerged in many other contexts in physics: modeling Riemann manifolds in string theory [5], integrable systems such as the Calogero model [6], quantum Hall states [7], other condensed matter systems [8], quantum chaos [9], two-dimensional Yang-Mills theory [10] etc.

The matrix model corresponding to scalar field theory on the fuzzy sphere includes a term that represents the noncommutative version of the Laplacian (kinetic term), in addition to mass and interaction terms. The kinetic term is not invariant under unitary conjugations, unlike the remaining terms, and makes the model nontrivial. A diagrammatic study of this theory on the noncommutative plane with a cutoff was done in [11]. Numerical simulations of the model on the fuzzy sphere were performed in [12] and phase transitions in the large-$N$ limit were identified.

The question of the eigenvalue distribution and phase structure of the scalar field model in the presence of the kinetic term and interactions can best be dealt with in terms of the effective action for the eigenvalues [13, 14, 15]. In [14, 15] a small eigenvalue expansion was performed which, in combination with group theoretic techniques, yielded the first three terms of the effective action in a perturbative expansion. The small-eigenvalue (or, equivalently, the strong interaction) behavior of the model is accessible in this approach. The weak interaction, large-eigenvalue regime, on the other hand, is less reliably probed in this approach. In order to explore the full structure of the model, the exact effective action is needed.

In a previous paper, the correlation functions of this model were derived and it was demonstrated that in the large-$N$ limit the eigenvalues still distribute according to a Wigner semicircle of rescaled radius [16]. Some results for the interacting theory were also derived in [17]. The full treatment of the interacting $\phi^4$ fuzzy theory, however, is still missing.

In the present paper we deal with this problem by analyzing the full effective action for the eigenvalues using a self-consistent “bootstrap” technique. Only the part of the action relevant for
symmetric eigenvalue distributions is considered, which is adequate to probe the properties of the theory in the symmetric phase. The bootstrap technique allows for the perturbative evaluation of the action up to sixth order in the eigenvalues, but fixes its full dependence on the quadratic invariant of the matrix (trace of its square). For distributions close to the semicircle, this is a good approximation to the full effective action. This effective action is shown to contain nonperturbative contributions that cannot be captured in a perturbative treatment. We identify the large-$N$ behavior of the theory using this action and derive the phase transition from the disordered to the symmetric ordered phase.

The organization of the paper is as follows: In section 2 we review the results of the large-$N$ planar method and analyze the effective action in the bootstrap method. We identify the low and high eigenvalue limits of the action and point out its nonperturbative nature. The first three terms in the perturbative expansion of the action are in agreement with earlier perturbative calculations. We also consider generalized kinetic terms and demonstrate the large-$N$ scaling limit of their effective action.

In section 3 we take the large-$N$ limit and, for the appropriate scaling, derive the eigenvalue distribution for the interacting theory. The standard polynomially deformed Wigner semicircle obtains, but with a redefined radius. For negative quadratic term, leading to a double-well potential, we identify the phase transition from the disordered to the symmetric ordered phase, where the eigenvalue distribution splits into two parts. We derive the critical line on the parameter plane and show that, in the weak interaction limit, it has a nonperturbative dependence on the coupling. The results closely agree with previous numerical investigations. Finally, we comment on the second phase transition, from the symmetric to the asymmetric ordered or partially ordered phase.

2 Calculation of the effective action

2.1 The fuzzy sphere action

We consider the simplest case of a real scalar field on a fuzzy two-sphere. The Cartesian coordinates are represented by $N \times N$ matrices:

$$ X_\alpha = \frac{2R}{N} L_\alpha , \quad [L_\alpha, L_\beta] = i\epsilon_{\alpha\beta\gamma} L_\gamma , \quad \sum_\alpha X_\alpha^2 = \left(1 - \frac{1}{N^2}\right) R^2 $$

(2.1)

where $L_\alpha$, $\alpha = 1, 2, 3$ are $SU(2)$ generators (angular momentum matrices) in the $N$-dimensional representation, $R$ represents the radius of the sphere and $\theta = 2R^2/N$ is the noncommutativity parameter. Fields become general $N \times N$ matrices $M$. Derivatives (rotations) and the corresponding Laplacian are $L$-commutators

$$ \mathcal{L}_\alpha M = -i[L_\alpha, M] , \quad \Delta M = \sum_\alpha \mathcal{L}_\alpha^2 M = -\frac{1}{R^2} \sum_\alpha [L_\alpha, [L_\alpha, M]] = -\frac{1}{R^2} C_2(M) $$

(2.2)

where $C_2(M)$ is the quadratic Casimir of the adjoint action of the $SU(2)$ generators $L_\alpha$ on the matrix $M$. Integration over the sphere becomes a matrix trace

$$ \int_{S^2} d^2 x \Phi = \frac{4\pi R^2}{N} \text{Tr} M $$

(2.3)

A real scalar field on the two-sphere is represented by a hermitian $N \times N$ matrix $M$. 
We shall consider the case of a massive field with a quartic interaction term. The commutative Euclidean action would be

$$ S = \int d\mu (S^2) \left[ \frac{1}{2}(\nabla \phi)^2 + \frac{\mu^2}{2} \phi^2 + \frac{\lambda}{4} \phi^4 \right] $$

(2.4)

The corresponding noncommutative Euclidean action is, then, given by

$$ S = -\frac{1}{2} \text{Tr}([L_\alpha, M] [L_\alpha, M]) + \frac{r}{2} \text{Tr}(M^2) + \frac{g}{4} \text{Tr}(M^4) $$

$$ = \text{Tr} \left[ \frac{1}{2} M C_2(M) + \frac{r}{2} M^2 + \frac{g}{4} M^4 \right] $$

(2.5)

The parameters $r$ and $g$ are (related to) the square of the mass $\mu^2$ and the interaction coupling constant $\lambda$. In the above we normalized the kinetic term coefficient to 1. The proper $R$-dependent scaling factors, as well as different conventions for the action, such as a different normalization of the individual terms or the introduction of a temperature parameter $\beta$, can be accommodated by rescaling $M$ and redefining the parameters $r$ and $g$.

The commutative limit can be obtained by taking the proper large-$N$ limit of (2.5). Classically, for ‘smooth’ configurations, $M$ is replaced by a real scalar field $\phi$ on the two-sphere. The adjoint action of $L_\alpha$ on $M$, i.e. $[L_\alpha, M]$, becomes the gradient of $\phi$ and the action (2.5), upon appropriate scaling, becomes the $\phi^4$ action on the two-sphere (2.4). Quantum mechanically, however, expectation values of observables depend on the noncommutativity parameter, which acts as a regulator of infinities in the continuum, so the large-$N$ limit remains nontrivial even for the free ($g = 0$) theory.

### 2.2 Large-$N$ expectation values

The kinetic term in the action (2.4) can be diagonalized by expanding the matrix $M$ into components transforming irreducibly under the adjoint action of the $L_\alpha$ (see [16] for details). An $N$-dimensional matrix $M$ decomposes into a direct sum of representations of integer spin $\ell$, $\ell = 0, 1, \ldots, N - 1$, of dimension $2\ell + 1$ each:

$$ M = \sum_{\ell=0}^{N-1} \sum_{m=-\ell}^{\ell} c_{\ell,m} T_{\ell,m} $$

(2.6)

where $c_{\ell,m}$ are the coefficients of the expansion and $T_{\ell,m}$ the properly normalized matrices of the $\ell$-adjoint representation. The quadratic Casimir for each of them is $C_2 = \ell(\ell + 1)$ and the kinetic term becomes

$$ \frac{1}{2} \sum_{\ell,m} \ell(\ell + 1) c_{\ell,m}^2 $$

(2.7)

The quadratic mass term can similarly be expressed in terms of the $c_{\ell,m}$ and, in the absence of the quartic interaction, we have a free theory in the variables $c_{\ell,m}$.

The kinetic term can further be generalized to arbitrary functions of the Laplacian $f(\nabla^2)$. This translates to a kinetic term of the form $MK(C_2)M$ with a corresponding function of the Casimir appearing. We shall consider such generalized kinetic terms in the sequel, generically written as

$$ \frac{1}{2} \text{Tr} [MK(M)] = \frac{1}{2} \sum_{\ell,m} K(\ell) c_{\ell,m}^2 $$

(2.8)
with $K(\ell) = f(\ell(\ell + 1))$.

Expectation values of scalar observables of the form

$$T_{m,n} = \text{Tr}(M^m K(M)^n)$$

(2.9)
can be calculated in the large-$N$ limit of the free theory by taking advantage of the “planarity” of Wick contractions of the $c_{\ell,m}$ in that limit. We refer to [16] for the details of the calculation, which we will not need here. The important result is that the distribution of the eigenvalues of $M$ in the large-$N$ limit, obtained through the calculation of $T_m = \text{Tr}(M^m)$, is a Wigner semicircle of radius $R_w = 2a = 2\sqrt{\frac{f(r)}{N}}$

(2.10)

where the quantity $f(r)$ is defined as

$$f(r) = \sum_{\ell=0}^{N-1} \frac{2\ell + 1}{K(\ell) + r}$$

(2.11)

The density function (distribution) of the eigenvalues $x$ of $M$ in that limit is, then,

$$\rho(x) = \frac{N}{2\pi a^2} \sqrt{4a^2 - x^2}$$

(2.12)

with $a = \sqrt{f/N}$ as above. We also note that, in the large-$N$ limit, the summation in the definition of $f(r)$ can be turned into an integral:

$$f(r) = \int_0^N \frac{2\ell}{K(\ell) + r} \, d\ell = N^2 \int_0^1 \frac{2s}{K(Ns) + r} \, ds$$

(2.13)

For the case of the standard kinetic term $K = C_2 = Ns(Ns + 1) \to N^2 s^2$ we have

$$f(r) = N^2 \int_0^1 \frac{2s}{N^2 s^2 + r} \, ds = \ln \left(1 + \frac{N^2}{r}\right)$$

(2.14)

### 2.3 The effective action

The matrix $M$ can be written in terms of its eigenvalues $x_i$ and its “angular” degrees of freedom $U$

$$M = U \Lambda U^{-1}, \quad \Lambda = \text{diag}\{x_i\}$$

(2.15)

with $U$ a unitary matrix. If we are interested only in observables that are functions of the eigenvalues of $M$, such as $T_m = \text{Tr}(M^m)$, we can integrate over the angular degrees of freedom $U$ to obtain an effective action of the eigenvalues. The quadratic (mass) and quartic (interaction) terms of the full action are invariant under unitary transformations of $M$ and thus independent of $U$. Only the kinetic term depends on $U$. We are thus interested to calculate

$$\int dU e^{-\frac{1}{2} \text{Tr}[U \Lambda U^{-1} K(U \Lambda U^{-1})]} = e^{-S_{eff}(\Lambda)}$$

(2.16)
Since $S_{\text{eff}}$ only depends on the set of eigenvalues of $M$, it will in general be a function of the trace invariants of the matrix $T_n = \text{Tr}(M^n)$. Further, since the identity matrix, corresponding to a constant field on the fuzzy sphere, has vanishing kinetic term (we assume this true also for $K(M)$, that is, $K(\ell = 0) = 0$), $S_{\text{eff}}$ depends only on the translation-invariant traces

$$t_n = \text{Tr} \left( M - \frac{1}{N} \text{Tr} M \right)^n, \quad n = 2, 3, \ldots \quad (2.17)$$

Finally, since the kinetic term is even in $M$, the effective action must obey

$$S_{\text{eff}}\{t_n\} = S_{\text{eff}}\{(-1)^n t_n\} \quad (2.18)$$

To go further, we focus on the large-$N$ limit and note that, in this limit, the effective action is dominated by the equilibrium configuration of the eigenvalues of $M$. Since all the other terms in the action are even in $M$, and assuming that the vacuum also respects this condition, the eigenvalue distribution will obey $\rho(-x) = \rho(x)$ and thus all odd moments vanish:

$$t_{2n+1} = 0 \quad (2.19)$$

As a result, the relevant part of the effective action in this limit is only the one depending on the even moments, which we call $S_e$:

$$S_e\{t_{2n}\} = S_{\text{eff}}\{t_{2n+1} = 0\} \quad (2.20)$$

The last crucial observation comes from the comparison to the results of the previous section: we know that in the absence of interactions ($g = 0$) the distribution of eigenvalues is a Wigner semicircle. This implies that the equation of equilibrium for the eigenvalue $x_i$ as it arises from the effective action must contain a linear term in $x_i$, arising from $S_e$, plus the usual two-body repulsive term arising from the exponentiation of the Vandermonde measure. Any terms in the equation of motion quadratic or higher in the eigenvalue $x_i$ must come with coefficients that vanish for any semicircular eigenvalue distribution, ensuring that the Wigner semicircle remains a solution. This imposes constraints on the form of $S_e$. Indeed, the equation for $x_i$ would be

$$\sum_n \frac{\partial S_e}{\partial t_{2n}} 2n x_i^{2n-1} = 2 \sum_{j \neq i} \frac{1}{x_i - x_j} \quad (2.21)$$

Terms with $n > 1$ produce cubic and higher order terms in the $x_i$ that would deform the distribution away from Wigner’s semicircle. Therefore, these terms must vanish when evaluated on a semicircular distribution.

The action $S_e$ can be expanded in a perturbation series in the eigenvalues, taking the form

$$S_e = a_2 t_2 + (a_4 t_4 + a_2 t_2^2) + (a_6 t_6 + a_4 t_4 t_2 + a_2 t_2^3) + (a_8 + a_6 t_6 t_2 + a_4 t_4 t_2^2 + a_2 t_2^4) + \ldots \quad (2.22)$$

where each parenthesis represents terms contributing to a given (even) order in the eigenvalues. For a semicircular distribution, the moments are related by

$$t_{2n} = C_n t_2^n = \frac{(2n)!}{n!n(n+1)!} t_2^n \quad (2.23)$$
where the $C_n$ appearing above are the Catalan numbers. Imposing the conditions
\[ \frac{\partial S_e}{\partial t_{2n}} \bigg|_{\text{subscript } w} = 0 , \quad n > 1 \] (2.24)
where the subscript $w$ denotes that the moments are evaluated on a semicircle using (2.23) we obtain, order by order in the eigenvalues:
\[ a_4 = 0 ; \quad a_6 = a_{42} = 0 ; \quad a_8 = a_{62} = 0 , \quad 4a_{41} + a_{422} = 0 ; \quad \ldots \] (2.25)
Since the coefficients of $t_{2n}^2$ ($a_2, \ldots$) are, as yet, unconstrained, $S_e$ remains an arbitrary function of $t_2$ but higher orders containing $t_4, t_6, \ldots$ are constrained. To tenth order in the eigenvalues the action can be written as
\[ S_e = \frac{1}{2} F(t_2) + (b_1 + b_2 t_2)(t_4 - 2t_2^2) + c(t_6 - 5t_2^3)(t_4 - 2t_2^2) + \ldots \] (2.26)
with $F$ an arbitrary function and $b_1, b_2, c$ some redefined coefficients. We see that higher moments $t_4, t_6, \ldots$ appear first at the eighth order in the eigenvalues. Therefore, the action up to sixth order contains only $t_2$. Further, the extra terms, as well as their derivatives, vanish for semicircular distributions for which $t_{2n} = C_n t_2^n$.

We are thus led to the conclusion that, for distributions reasonably close to the semicircle, the effective kinetic term action $S_e$ for symmetric eigenvalue distributions can be well approximated by a function of $t_2$ only. In what follows we shall concentrate on this part of the action. We denote $t_2 = t$ and define:
\[ \int dU e^{-\frac{1}{2} \text{Tr}[U M U^{-1} K(U M U^{-1})]} \simeq e^{-\frac{1}{2} F(t)} , \quad t = \text{Tr}(M^2) - \frac{1}{N}(\text{Tr}M)^2 \] (2.27)
where the coefficient $1/2$ was introduced to conform with standard kinetic term conventions.

### 2.4 Self-consistent calculation of the effective action

To find $F(t)$ we use a self-consistent “bootstrap” method: we consider a theory with only the kinetic term and a mass term and demand that the effective action give the same results as the planar calculation for all values of the mass. Specifically, we consider
\[ S(M) = \text{Tr} \left( \frac{1}{2} MK(M) + \frac{1}{2} z M^2 \right) \] (2.28)
where the mass squared has been denoted $z$ to stress that it is not the actual mass of the final theory but rather an auxiliary parameter. The results of section (2.2) imply that the distribution of eigenvalues is
\[ \rho(x) = \frac{N}{2 \pi a^2} \sqrt{4a^2 - x^2} , \quad a = \sqrt{\frac{f(z)}{N}} \] (2.29)
The function $f(z)$ is defined as before in the large-$N$ limit:
\[ f(z) = \sum_{\ell=0}^{N-1} \frac{2\ell + 1}{K(\ell) + z} = N^2 \int_0^1 \frac{2s}{K(Ns) + z} ds \] (2.30)
The equations of motion for the eigenvalues $x_i$ arising from the full effective action $\frac{1}{2} F + \frac{1}{2} \text{Tr} M^2$, on the other hand, are

$$F'(t) x_i + z x_i = 2 \sum_{j \neq i} \frac{1}{x_i - x_j} \quad (2.31)$$

In the large-$N$ limit the value of $t$ is fixed by the equilibrium distribution itself and becomes an $x_i$-independent constant. Using standard results, the eigenvalue distribution becomes a Wigner semicircle with radius fixed by the coefficient of the linear term:

$$\rho(x) = \frac{\omega}{2\pi} \sqrt{\frac{4N}{\omega} - x^2}, \quad \omega = F'(t) + z \quad (2.32)$$

The value of $t$ can be calculated from the above distribution as

$$t = \int x^2 \rho(x) dx = \frac{N^2}{\omega} \quad (2.33)$$

which implies

$$F'(t) + z = \frac{N^2}{t} \quad (2.34)$$

Finally, matching the above semicircle to the one obtained with the planar calculation we have

$$a = \sqrt{\frac{N}{\omega}} = \sqrt{\frac{f(z)}{N}} \quad (2.35)$$

which, combined with (2.33) and (2.31) gives our final set of equations

$$\begin{align*}
F'(t) + z &= \frac{N^2}{t} \\
t &= f(z) \quad (2.36)
\end{align*}$$

The above two equations determine the function $F(t)$ (up to an irrelevant constant) in terms of the known function $f(z)$ through the auxiliary variable $z$. One needs to invert the second equation to obtain $z = f^{-1}(t)$, insert in the first one and integrate.

For the case of the standard kinetic term $MK(M) = MC_2(M)$ the function $f(z)$ was calculated as

$$f(z) = \ln \left(1 + \frac{N^2}{z}\right) \quad (2.37)$$

Inserting this in the second equation of (2.36), inverting to express $z(t)$ in terms of $t$, and performing the integral in the first equation we obtain

$$F(t) = N^2 \ln \frac{t}{1 - e^{-t}} = N^2 \left(\frac{t}{2} - \ln \frac{e^{\frac{t}{2}} - e^{-\frac{t}{2}}}{t}\right) \quad (2.38)$$

The second form of $F(t)$ serves to show that, apart from the term linear in $t$, it contains only even powers of $t$. Its first few terms are

$$F(t) = N^2 \left(\frac{t}{2} - \frac{t^2}{24} + \frac{t^4}{2880} + O(t^6)\right) \quad (2.39)$$
It is useful to consider the asymptotic behavior of the effective potential. For small $t$ (which corresponds to large $z$), an expansion of (2.30) in powers of $1/z$ and inversion leads to the result

$$F(t) \sim Ct, \quad C = \int_0^1 2sK(Ns)ds$$

(2.40)

This is a sort of “Casimir energy” term, as the coefficient $C/2$ is the sum over all the zero-point energies of the free oscillators $C_{\ell,m}$ in the decomposition (2.6). For $K(\ell) = \ell^2$ it reproduces the linear term in (2.38). We also note that in the small-$t$ limit the action remains a single trace.

The large-$t$ limit, on the other hand, is more interesting as it is nonperturbative, that is, cannot be captured by the expansion of $F(t)$ in powers of $t$. (This is clear for the expression (2.38) in the case of the standard kinetic term.) Generically, this happens for $z \to 0$. The first equation in (2.36) then gives the universal behavior

$$F(t) \sim N^2 \ln t$$

(2.41)

An interesting phenomenon appears when the integral in (2.30) for $z = 0$ is finite, in which case $t(z = 0)$ attains a finite value:

$$t_{\text{max}} = N^2 \int_0^1 \frac{2s}{K(Ns)} ds$$

(2.42)

This corresponds to a sort of “Bose condensation” (with $z$ playing the role of chemical potential): $t$ in fact does diverge for $z = 0$ due to the divergence of the zero mode $\ell = 0$ which becomes free in that limit but is not correctly taken into account by the continuous integral, exactly as in the standard Bose condensation phenomenon. The function $z(t)$, then, acquires the form

$$z(t) = \begin{cases} z_f(t) & t < t_{\text{max}} \\ 0 & t \geq t_{\text{max}} \end{cases}$$

(2.43)

where $z_f(t)$ is the form of $z(t)$ that we get by inverting (2.30) for $t < t_{\text{max}}$. This seemingly creates a “phase transition” in the form of $F(t)$, giving $F(t) = N^2 \ln t$ for all $t > t_{\text{max}}$. For such $F(t)$ the full effective action, including the Vandermonde logarithmic term, becomes scale-invariant and the equilibrium distribution can have any radius, thus accommodating any value of $t$.

What in fact happens is that the effective action can be reliably calculated in the bootstrap method only as long as $F'(t) > N^2/t$; otherwise, the equilibrium configuration in the presence of $F(t)$ alone does not exist. The condensation of the mode $\ell = 0$ is not relevant, as this is a nonplanar effect and does not contribute to a Wigner distribution but, rather, to a Gaussian distribution for the zero mode. The effective action for the full range of $t$ would be obtained by allowing the variable $z$ to vary over the complex plane in (2.30).

Since the effective action for small $t$ starts with a positive slope $C$ as in (2.40), it would seem that the system is stable even for a range of negative values for the quadratic term $\mu^2 > -C$, which is in contradiction to the instability of the model due to the instability of modes with $\ell^2 < -\mu^2$. What in fact happens is that the Vandermonde term repels the eigenvalues and drives $t$ to larger values and over the point where $F'(t) + \mu^2 < 0$, thus destabilizing it as expected.

### 2.5 Comparison with perturbative results

It is useful to compare our results with the perturbative results obtained by O’Connor and Sämann [14] as corrected in [15]. Using a large-temperature expansion (which amounts to a small-eigenvalue
expansion) and group theoretic techniques, they obtained the effective action to third order in temperature parameter $\beta$, which corresponds to sixth order in the eigenvalues. Since our calculated effective action is exact up to this order (since higher moments $t_4$ and above would appear at eighth order in the eigenvalues), we expect full agreement up to that order.

In order to compare our results with those in [15] we need to account for different normalizations and conventions. Specifically, the matrix model action was defined as

$$S = \text{Tr} \left[ 2\beta M_s C_2(M_s) + \beta r_s M_s^2 + \beta g_s M_s^4 \right]$$  \hspace{1cm} (2.44)

where the subscript $s$ denotes fields and parameters in the conventions of [15]. To map to our action we need to have the correspondence

$$M = \sqrt{4\beta M_s} \ , \ r = r_s / 2 \ , \ g = g_s / 4\beta$$  \hspace{1cm} (2.45)

Further, the variables

$$c_n = \frac{1}{N} \text{Tr}(M_s^n)$$  \hspace{1cm} (2.46)

were used. Therefore we get the mapping

$$t_n = \text{Tr}(M^n) = (4\beta)^{\frac{n}{2}} \text{Tr}(M_s^n) = (4\beta)^{\frac{n}{2}} N c_2$$  \hspace{1cm} (2.47)

In particular, $t = 4\beta N c_2$. Finally, the results were expressed in terms of the maximal angular momentum $\ell = N - 1 \simeq N$ instead of $N$. Overall, the large-$N$ effective kinetic action for even distributions is

$$S_e = \frac{1}{2} F(4\beta c_2) = \beta \ell^3 c_2 - \frac{\ell^2}{2} \ln \frac{e^{2\beta \ell c_2} - e^{-2\beta \ell c_2}}{4\beta \ell c_2}$$  \hspace{1cm} (2.48)

and from the power series expansion (2.39) we obtain

$$S_e = \beta \ell^3 c_2 - \beta^2 \frac{\ell^4}{3} c_2^2 + O(c_2^4)$$  \hspace{1cm} (2.49)

in full agreement with the cubic order result of [15] upon putting all odd moments to zero ($c_1 = c_3 = \cdots = 0$).

### 2.6 Other forms of the kinetic term

The method developed here can be used to calculate the effective action for other forms of the kinetic term, as long as it is only a function of the Laplacian as in (2.8). For instance, an action corresponding to a “relativistic” field with linear dispersion would correspond to $K(\ell) = \ell$.

We can consider kinetic terms that generically scale as $K(\ell) = \ell^\alpha$ for arbitrary (positive) $\alpha$. The function $f(z)$ becomes

$$f(z) = N^2 \int_0^1 \frac{2s}{N^\alpha s^\alpha + z} ds = N^{2-\alpha} \int_0^1 \frac{ds}{s^{\alpha/2} + z N^{-\alpha}}$$  \hspace{1cm} (2.50)

The form of $f(z)$ can be explicitly calculated, at least for integer $\alpha$. The inversion $z = f^{-1}(t)$, however, cannot in general be performed analytically. Still, a perturbative expansion of the effective
action \( F(t) \) as well as its height-\( t \) behavior can be derived. We postpone a fuller treatment, along with the case of fuzzy \( CP^n \), for an upcoming publication. Here we only demonstrate the large-\( N \) scaling properties of the effective action.

From (2.50) we see that
\[
t = N^{2-\alpha} \bar{f}(zN^{-\alpha})
\]
with \( \bar{f} \) the function defined in (2.50) for \( N = 1 \). This inverts to
\[
z = N^{\alpha} g(tN^{\alpha-2})
\]
with \( g = \bar{f}^{-1} \). Inserting in (2.36) we get
\[
F'(t) = \frac{N^2}{t} - N^{\alpha} g(tN^{\alpha-2})
\]
and integrating we finally obtain
\[
F(t) = N^2 \bar{F}(tN^{\alpha-2}) , \quad \bar{F}(s) = \int \left( \frac{1}{s} - g(s) \right) ds
\]
We see that \( F(t) \) will scale as \( N^2 \), provided that \( t \) scales as \( N^{2-\alpha} \).

### 3 Scaling and large-\( N \) phase transitions

#### 3.1 Effective action and scaling

We now turn to the full theory, including the potential terms, and examine its scaling and phase transition properties in the large-\( N \) limit. The symmetric action for the eigenvalues after integrating out the angular degrees of freedom (and omitting terms depending on higher moments) is
\[
S = \frac{1}{2} F \left( \sum_i x_i^2 \right) + \frac{1}{2} r \sum_i x_i^2 + \frac{1}{4} g \sum_i x_i^4 - 2 \sum_{i<j} \ln |x_i - x_j|
\]
This leads to the equation of motion
\[
F' \left( \sum_i x_i^2 \right) x_i + r x_i + g x_i^3 = 2 \sum_{j \neq i} \frac{1}{x_i - x_j}
\]
Expressing this in terms of the eigenvalue density \( \rho(x) \) in the large-\( N \) limit we obtain
\[
\left[ F'(t) + r \right] x + g x^3 = 2 \int dy \frac{\rho(y)}{x - y} \quad \text{(for } \rho(x) > 0)\]
subject to the normalization and self-consistency conditions
\[
\int \rho(x) \, dx = N , \quad t = \int x^2 \rho(x) \, dx
\]
The scaling properties are determined by requiring that all terms in the action have the same scaling in the large-\( N \) limit and thus all remain relevant. The logarithmic term scales as \( N^2 \). From
we see that $F(t)$ also scales as $N^2$ provided $t$ is of order $N^{2-\alpha}$, which fixes the scaling of $x_i \sim N^{(1-\alpha)/2}$ and thus the scaling of $r \sim N^\alpha$ and $g \sim N^{2\alpha-1}$. This fully determines the scaling of both the matrix $M$ and the parameters $r, g$ in the large-$N$ limit.

We now focus on the standard (Laplacian) kinetic action, corresponding to $\alpha = 2$, with $F$ as given in (2.38). Based on the scaling found above, we define

$$\tilde{x} = N^{1/2}x, \quad \tilde{\rho}(\tilde{x}) = N^{-3/2}\rho(x), \quad \tilde{F}(t) = N^{-2}F(t), \quad \tilde{r} = N^{-2}r, \quad \tilde{g} = N^{-3}g$$

In terms of the rescaled tilded quantities the equation of motion (3.3), constraints (3.4) and defining relation of $F$ (2.38) remain the same but with all explicit factors of $N$ disappearing. We shall drop tildes from now on and simply take $N = 1$ in all formulae.

### 3.2 Eigenvalue distribution

The solution of equation (3.3) is well known. The resolvent

$$u(z) = \int \frac{\rho(x)}{z-x} dx$$

is analytic on the complex plane with a cut along the real axis on the support of $\rho(x)$. Its behavior near the real axis is fixed by the equation of motion and yields $\rho(x)$:

$$u(x+ie) + u(x-ie) = \left[F'(t) + r\right]x + gx^3$$
$$u(x+ie) - u(x-ie) = -2\pi ip(x)$$

while its asymptotic behavior at $z \to \infty$ is fixed by the normalization and self-consistency constraints:

$$u(z) = \frac{1}{z} + \frac{t}{z^3} + O(z^{-4})$$

In the above, we used the fact that $\rho(x)$ is symmetric to put the coefficient of the $z^{-2}$ term, which is the first moment of $\rho$, to zero.

For $\rho(x)$ with support a single domain around zero (the “single cut” solution), corresponding to a contiguous distribution of eigenvalues, the solution for $u(z)$ is

$$u(z) = \frac{1}{4\pi i} \sqrt{4a^2 - z^2} \int \frac{\left[F'(t) + r\right]s + gs^3}{(s-z)\sqrt{4a^2 - s^2}} ds$$

where the contour for $s$ runs clockwise around the domain of $\rho$ on the real axis but does not include the pole at $s = z$. The size of the distribution $a$ and the parameter $t$ are fixed by the constraints on $\rho$ (3.4) or, equivalently, by the asymptotic conditions (3.8). The $z^{-1}$ term (normalization condition) yields the relation

$$a^2 \left[F'(t) + r\right] + 3ga^4 = 1$$

while the $z^{-3}$ term (self-consistency condition) yields $t$ as

$$t = a^2 + ga^6$$

The above two conditions, together with

$$F'(t) = \frac{1}{t} - \frac{1}{e^t - 1}$$
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determine $t$ and $a$. The system is transcendental, so its solution cannot be written in terms of elementary functions of $r$ and $g$, but it can be evaluated numerically. Keeping $a$ as a parameter in the solution, the form of $\rho$ obtains as

$$\rho(x) = \frac{\sqrt{4a^2-x^2}}{2\pi a^2} \left( ga^2 x^2 - ga^4 + 1 \right)$$  \hspace{1cm} (3.13)

### 3.3 Phase transition

When the quadratic term in the action is negative, $r < 0$, the potential has two symmetric minima that tend to spread the eigenvalue distribution away from zero. For some critical value of $r$ the eigenvalue distribution separates into two disjoint distributions, signaling a third-order phase transition. Beyond that critical value the expression (3.13) for the density is not valid and a two-cut solution has to be obtained.

In spite of the transcendentality of the equations (3.10,3.11) for $t$ and $a$, the critical point can be calculated analytically. It will happen when

$$\rho(x) = 0 \quad \text{or} \quad ga^4 = 1$$  \hspace{1cm} (3.14)

which gives $a = g^{-1/4}$. (3.11), then, gives $t = 2g^{-1/2}$. Plugging these values in (3.10) and solving for $r$ we eventually obtain the critical value

$$r = -\frac{5}{2} \sqrt{g} + \frac{1}{e^{\beta x} - 1} = -\frac{5}{2} \sqrt{g} - \frac{1}{2} + \frac{1}{2} \coth \frac{1}{\sqrt{g}}$$  \hspace{1cm} (3.15)

We observe that the above is nonperturbative in $g$, while it has a perturbative expansion in $1/\sqrt{g}$. The second expression shows that, apart from the first two terms, it contains only odd powers of $1/\sqrt{g}$. The first few terms in the expansion are

$$r = -2\sqrt{g} - \frac{1}{2} + \frac{1}{6\sqrt{g}} - \frac{1}{90\sqrt{g}^3} + O \left( \frac{1}{\sqrt{g}^5} \right)$$  \hspace{1cm} (3.16)

To compare with the perturbative results of [15], we note that the high-temperature low-eigenvalue expansion of [15] is essentially a high-$g$ expansion and thus corresponds to the expansion (3.16). To compare, we use the correspondence (2.45) to obtain

$$r_s = -\frac{5}{2} \sqrt{\frac{g_s}{\beta}} - 1 + \coth \left( \frac{\beta}{g_s} \right)$$  \hspace{1cm} (3.17)

and the perturbative expansion

$$r_s = -2\sqrt{\frac{g_s}{\beta}} - 1 + \frac{2}{3} \sqrt{\frac{\beta}{g_s}} + O \left( \frac{\beta^2}{g_s} \right)$$  \hspace{1cm} (3.18)

Again, we obtain agreement with [15] up to the given order of perturbation.

Although the critical line in the $(r, g)$ plane has the same high-$g$ behavior, its behavior for small $g$ is drastically different. The perturbative critical $r$ becomes zero at some finite value of $g$ and
eventually goes to infinity, which is obviously unreasonable. Our result, however, remains negative and goes to zero at $g = 0$ in a nonperturbative way. This line matches the numerically obtained results of [12] for the full range of values of $g$, providing an indication that the effect of the omitted higher-moment terms in the effective action remains small even for distributions quite far from a semicircle, such as the splitting double-well distribution at the phase transition.

We conclude by mentioning that a second phase transition happens when the symmetric two-cut solution becomes unstable against an asymmetric one-cut solution where all the eigenvalues lump near one of the minima of the potential. Identifying this phase transition would entail calculating the free energy of the symmetric two-cut solution and comparing with the free energy of the asymmetric single-cut solution. When the energy of the asymmetric solution falls below that of the symmetric one the phase transition occurs.

In fact, the phase transition could happen in a different way: the lowest free energy configuration could be one in which the two wells of the potential, around each minimum, are both partially filled, with different fractions of the eigenvalues in each. (The transition to a single-cut solution would correspond to all the eigenvalues lumped around one of the minima.) This is a more generic, and therefore more likely pattern of symmetry breaking and phase transition than the one to a single-cut configuration.

To identify which phase transition pattern prevails we would need to know the free energy as a function of the fraction of eigenvalues in each well. The calculation of asymmetric distributions, however, would require the full effective action for the kinetic term, not just its symmetric part. Although an estimate can be made by using only the symmetric part of the effective action, as was done in [15], this estimate is not so reliable as we have no control over the effect of the non-symmetric terms of the action. The part of the action depending on higher moments could become significant as well. A full treatment of the second phase transition is postponed until a better handle of the problem is available.
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