Unique contributions of parvalbumin and cholinergic interneurons in organizing striatal networks during movement
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Striatal parvalbumin (PV) and cholinergic interneurons (CHIs) are poised to play major roles in behavior by coordinating the networks of medium spiny cells that relay motor output. However, the small numbers and scattered distribution of these cells have hindered direct assessment of their contribution to activity in networks of medium spiny neurons (MSNs) during behavior. Here, we build on recent improvements in single-cell calcium imaging combined with optogenetics to test the capacity of PVs and CHIs to affect MSN activity and behavior in mice engaged in voluntary locomotion. We find that PVs and CHIs have unique effects on MSN activity and dissociable roles in supporting movement. PV cells facilitate movement by refining the activation of MSN networks responsible for movement execution. CHIs, in contrast, synchronize activity within MSN networks to signal the end of a movement bout. These results provide new insights into the striatal network activity that supports movement.

Movement disorders, including Parkinson’s disease and Tourette syndrome, are hypothesized to result from disruptions of basal ganglia circuitry. Within the basal ganglia, the dorsal striatum serves as a point of integration between cortical and subcortical regions that transforms information provided by these inputs to an output signal that guides behavior. Medium spiny projection neurons are the major target of these inputs as well as the primary source of projections from the striatum. These cells comprise roughly 95% of all striatal neurons, and are traditionally classified based on the target of their output in the globus pallidus and the presence of dopamine D1 (direct pathway) or D2 (indirect pathway) receptors. Imbalance between these pathways is thought to contribute to the expression of motor pathologies. Despite having disparate projection pathways and being differentially regulated by dopamine, recent calcium (Ca²⁺) imaging studies suggest that these two unique MSN populations could be uniformly engaged during movement and share a remarkably similar activity profile during normal locomotion. These recent findings suggest that coordinated activity in D1 and D2 MSN populations supports normal voluntary movement, and that disrupting the balance of activity between these two pathways contributes to disease pathology. The mechanisms underlying this coordination are less well understood, although they presumably include contributions of local interneurons.

In addition to MSNs, the dorsal striatum also contains multiple populations of interneurons, each of which represent only a small fraction of the total population of cells (<5% per type). Though few in number, each interneuron class has the potential to shape striatal activity and function through its innervation of the MSN projection network. Two of the best-characterized striatal interneurons are the PV and CHI cell types. PVs are GABAergic and can provide a potent source of inhibition on the activity of nearby MSNs to support motor control. CHIs are a major source of striatal acetylcholine. These extensively arborized cells can directly modulate the activity state of MSNs via muscarinic acetylcholine receptors expressed by both D1 and D2 populations of MSNs, and have likewise been implicated in normal control of motor output.

The unique roles of PVs and CHIs in generating the MSN network dynamics that support movement remain unknown. Efforts to understand how sparsely distributed striatal interneurons interact with MSNs to support behavior have been hampered by a lack of experimental approaches that allow for the simultaneous monitoring of genetically defined interneuron populations in combination with large numbers of MSNs. To gain further insight into interneuron–MSN interactions in support of movement, we utilized a wide-field calcium imaging platform that enabled us to monitor and optogenetically manipulate interneurons, while simultaneously recording calcium dynamics in hundreds of surrounding MSNs in mice during voluntary locomotion. We find that PV and CHI interneuron types differ from one another, and from MSNs, in how they contribute to movement and how they regulate populations of MSN networks that guide behavior. PV interneurons best predict movement and reduce the level of MSN population activity in the dorsal striatum during movement events. CHIs, in contrast, have a more selective role in recruiting and synchronizing the activity of MSNs during movement to suppress or end a movement bout. Our combined evidence demonstrates the unique capacity of different classes of striatal interneurons to organize networks of MSNs in support of discrete aspects of voluntary locomotion.

Results

Simultaneous monitoring of MSN networks and PVs or CHIs during movement. To simultaneously monitor activity in interneurons in conjunction with the surrounding population of dorsal striatal...
Calcium responses for the three populations of cells in our experiments were recorded as mice ran freely on a spherical treadmill while tracking movement (Fig. 1a). Animals were positioned and imaged underneath a custom microscope equipped with a scientific complementary metal oxide semiconductor camera and imaged at 10× magnification (Fig. 1b). This yielded an imaging field of view of 1.343×1.343 mm² with each pixel corresponding to 1.312×1.312 μm², allowing in excess of 100 pixels to contribute to a single cell. GCaMP6f excitation was accomplished with a 460-nm LED, and tdTomato excitation with a 567-nm LED (Fig. 1b; for a complete description of the labeling, region of interest (ROI) identification and motion acquisition procedure see Supplementary Methods). As shown in Fig. 1c, this approach allowed us to monitor activity in genetically defined interneurons (CHIs; Supplementary Fig. 2i). Dramatically declined following CHI calcium events (Fig. 2h and Supplementary Video 3). Analysis of changes in movement speed following CHI calcium events further indicated that speed dramatically declined following CHI calcium events (Fig. 2h and Supplementary Fig. 2i).

Further analyses indicated that CHIs were unique amongst the three cell types in that equal numbers of cells were positively (43.1%) or negatively (37.3%) modulated by motion onset, which presumably contributed to the small change in CHI population fluorescence described above (see also Supplementary Fig. 3c). The fluorescence of positively modulated CHIs peaked around maximum velocity (Supplementary Fig. 7c,d), similar to that in MSNs. In contrast, negatively modulated CHIs exhibited increased fluorescence 2 s after peak velocity (Supplementary Fig. 2f,g and Supplementary Video 3). Analysis of speed following calcium events in either positively or negatively modulated CHIs revealed that both populations were followed by similar reductions in speed in the 2 s following CHI events (Supplementary Fig. 7b). Thus while the two CHI populations became active at different time points in the movement sequence, each population was active before reductions in movement.

**Distinct causal roles for PV and CHI interneurons in movement.** In our correlative analysis described above, PV neurons homogeneously become active before movement bouts, perhaps providing a unified signal to increase the vigor or specificity of future locomotion. CHIs, while more heterogeneous than PVs or MSNs, as a population become active after peaks in velocity, and calcium events in CHIs were followed by reductions in speed. If each interneuron type is causing rather than tracking these changes in movement speed, manipulation of their activity should impact motor output. To test this hypothesis, we used optogenetics to control activation of PVs and CHIs while simultaneously recording locomotion and neuronal activity from MSN and interneuron populations. Specifically, the red-shifted, light-activated channelrhodopsin Chrimson was expressed in PV or CHI interneurons using AAV-flex-Chrimson in PV-Cre or Chat-Cre mice. GCaMP6f was expressed in all striatal neurons with the calcium activity indicator GCaMP6f. AAV-CAG-flex-tdTomato was also co-injected to allow us to label and identify GCaMP6f-expressing interneuron cell types (Fig. 1a–c and Supplementary Fig. 1a for experimental timeline). Adeno-associated virus (AAV)-mediated flex-targeting allows for highly specific targeting of neuron classes, and we found that 96.1±0.2% of tdTomato cells were immunoreactive for PV antibody in PV-Cre mice (Supplementary Fig. 1b,c); and 97.2±0.2% of tdTomato cells were immunoreactive for Chat in Chat-Cre mice (Supplementary Fig. 1d,e) in the area below the imaging window. These numbers are consistent with measures reported previously for these specific transgenic mouse lines 10-19. Importantly, we also found that <1% of cells co-expressed GCaMP and tdTomato but were immuno-negative for the corresponding Chat or PV antibody in Chat-Cre or PV-Cre mice, respectively, demonstrating selectivity.

**Striatal activity during locomotion.** We found that bulk striatal fluorescence (averaged activity across all cells) increased during periods of movement (high speed) and decreased during periods of no or low movement (low speed, Fig. 1d,e and Supplementary Video 1). For this reason, we focused our analyses around the time of movement onsets as well as peaks in velocity. In a typical 10 min recording session, 15–20 such locomotion events occurred (Chat-Cre mice, 20.1±4.1 onset events, n=6 mice; PV-Cre mice, 14.9±3.0, n=6 mice; mean±s.e.m.), with the average period of high movement velocity lasting 5.1±0.1 s (mean±s.e.m.). Individual MSN calcium events showed a sharp increase and an exponential decay (see Fig. 2a(top), for representative traces). Overall, calcium events were most frequent in MSNs of the three neuron types (Fig. 2b), and had the greatest amplitude (Supplementary Fig. 2a). Similar to recent imaging experiments in genetically defined populations of D1 and D2 MSNs, we found that the vast majority of MSNs exhibited a sharp increase in fluorescence at movement onset (Fig. 2d), although we did detect a proportion of MSNs that were either negatively (21.4%), or non-modulated (24.2%), by movement (Supplementary Fig. 3). As a population, MSN fluorescence rose coincident with movement onset (Fig. 2d–e), peaked coincident with maximum velocity (Fig. 2f,g) and then declined as movement slowed (Fig. 1d,e).

Calcium events in PV cells were slow to rise and long lasting (Fig. 2a(middle),c Supplementary Fig. 2b,c and Supplementary Video 2), consistent with calcium responses previously noted in PV neurons from cortical regions 20. Like MSNs, PVs overwhelmingly exhibited increases in fluorescence around motion onset (Fig. 2d,e) while only 13.9% of the PV population was negatively modulated at movement onset (see Supplementary Figs. 3c and 4 for a full characterization of positively modulated PVs and the small subset of negatively modulated PVs). The increase in PV activity preceded MSNs by 523.1±304.3 ms (mean±s.e.m.; n=13 sessions, Fig. 2d; see Supplementary Figs. 5 and 6 for individual examples and Supplementary Methods for details). Indeed, PV cells also showed the highest proportion of neurons positively modulated in the 500 ms before movement onset (Supplementary Fig. 2f), providing further evidence for a rise in PV activity preceding motion onset and MSN activity. Additional analyses showed that in the 1.5 s following a calcium event in the PV population, calcium events were uniquely associated with a positive change in velocity (Fig. 2h and Supplementary Fig. 2i).
Fig. 1 | Experimental framework and imaging protocol. a, Left: schematic of behavioral set-up, showing a head-fixed mouse under the imaging scope positioned on a spherical treadmill. The animal’s position and movement were simultaneously acquired along with calcium imaging data. Right: anatomical schematic showing placement of the imaging window for striatal recording. b, Imaging protocol. Recording sessions began with calcium imaging of GCaMP6f in the dorsal striatum using a 460 nm light-emitting diode (LED) (left), followed by tdTomato imaging with a 567 nm LED (right). c, Wide-field images from each recording condition described in b from a PV-Cre mouse. Top left: maximum–minimum pixel intensity map of GCaMP6f fluorescence across all frames. Bottom left: same GCaMP6f image overlaid with manually identified individual GCaMP6f-expressing cells (red circles). Top right: tdTomato fluorescence, with maximum pixel intensity map across all frames. Bottom right: same tdTomato image overlaid with identified GCaMP6f-expressing cells (yellow circles indicate cells co-expressing GCaMP6f and tdTomato). Recording sessions yielded a large total number of neurons (n = 281.6 ± 34.2, mean ± s.e.m. across 28 recording sessions) with a substantially smaller number of interneuron cell types (CHIs: n = 5.1 ± 1.1 cells per session, 10 sessions in 6 animals; PV: n = 4.4 ± 0.8, mean ± s.e.m. across 18 sessions in 6 animals). d, Color map showing GCaMP6f activity from 375 neurons (371 MSNs and 4 PVs) recorded during a representative 10 min imaging session from a PV-Cre animal. Bottom: summed population GCaMP6f fluorescence (blue, top) and linear velocity (speed, black) shown below the color map. Arrows indicate movement onsets (blue). Movement onsets and offsets were determined based on changes in movement speed thresholded independently (see Supplementary Methods). e, Extracted movement speed (black) and summed population GCaMP6f fluorescence of all neurons (blue curve, summed from 544 MSNs and 3 CHIs) from a representative Chat-Cre animal. Highlighting indicates periods of sustained high movement speed (green; > 5 cm s⁻¹ sustained) or low movement speed (gray; < 1 cm s⁻¹ sustained; see Supplementary Methods for details).
In PV-Cre mice, if optogenetic stimulation occurred when a mouse was already moving there was no impact on speed, although stimulation did introduce a transient change in side-to-side directional movement on the spherical treadmill, similar to that seen during endogenous PV events (see Supplementary Methods, Supplementary Fig. 8a,b and Supplementary Video 4). Surprisingly, when optogenetic stimulation occurred when neurons were at rest, we found that it was sufficient to trigger a transition to movement (Fig. 3c). PV-triggered movement bouts plateaued ~1–1.5 s after laser onset, consistent with the enhanced period of motor output witnessed during endogenous PV events (Fig. 2h and Supplementary Fig. 2i). Importantly, the same laser stimulation protocol had no impact on behavior in PV-Cre control mice expressing only tdTomato (without Chrimson), or in Chat-Cre mice expressing Chrimson or tdTomato. Taken together, these results demonstrate that endogenous PV interneuron activity precedes motion onset and that their activation is sufficient to promote movement during periods of inactivity. Furthermore, our predictions regarding unique roles for each interneuron class in modulating behavior, based on the timing of calcium events from each cell class during voluntary movement, were confirmed by optogenetic manipulation of CHIs and PVs.

Consistent with our calcium imaging analysis of CHIs, optogenetic stimulation of these cells was sufficient to cause the animal to reduce ongoing movement (Fig. 3b) without altering direction (Supplementary Fig. 8). This effect was robust, and statistically significant, when averaged across all optogenetic stimulation events (Fig. 3b). Furthermore, if CHI stimulation occurred when the mouse was at rest, it did not trigger new movement (Fig. 3c). The same laser stimulation protocol had no impact on behavior in Chat-Cre mice expressing only tdTomato in CHIs. The optogenetic results, combined with those from calcium imaging from endogenous activity in the CHIs described above, suggest that CHIs function to reduce velocity or terminate ongoing bouts of locomotion (Fig. 3b and Supplementary Video 5).

Characterization of coordinated MSN and interneuron activity. Similar to other recent reports \(^{12,14}\), we found that calcium dynamics in cells adjacent to one another (within 100 µm) tended to be more correlated than those further away (Fig. 4a,c,e). Further, we found that correlations in fluorescence among cells varied by behavioral state (moving or at rest) and increased dramatically during periods of high-speed movement (Fig. 4b), presumably due to the increase in calcium event rate observed in all neuron types described above (Fig. 2b). Finally, this effect of movement state on correlated neural activity was strongest among pairs of neurons situated close to one another (Fig. 4c and Supplementary Fig. 9b), in line with recent findings of spatially organized clusters of dorsal striatal neurons emerging during locomotion \(^{21,24}\).

To get a sense of the correlational structure of calcium dynamics among neurons, and to control for the potential influence of changes in behavior on these relationships, we calculated asymmetric correlation coefficients \(^{12,25}\) between pairs of identified MSNs and interneurons. The pairwise correlation between MSN pairs was low (correlation 0.08, Fig. 4d). When we considered the strength of MSN–MSN correlations by distance, we found, similar to recent studies, that the average correlation among MSNs decreased as the distance between cells increased (Fig. 4e), and only those in close proximity to one another were more correlated than chance. We further calculated the proportion of significantly correlated MSN pairs, and found that only a small subset of MSN pairs (~16%; Fig. 4f) exhibited such coordination. PVs, however, showed the highest degree of within-class correlation across the three classes (Fig. 4d,e), although only ~25% of PV cells (Fig. 4f) were significantly correlated with one another. Unlike MSNs, correlated calcium activity between pairs of PV cells was not impacted by distance.
(Fig. 4e). In contrast, CHI pairs were characterized by the weakest within-class correlation and the fewest number of correlated pairs of the three neuron types (Fig. 4d–f). The strength of the correlation between CHIs, like PVs, did not vary by the distance between cells (Fig. 4e). Thus distance-dependent correlated activity appears to be a feature unique to MSN pairs during voluntary locomotion.

Lastly we considered coordinated activity between MSNs and interneurons (Fig. 5a). Across all interneuron–MSN combinations, the proportion of correlated cell pairs decreased with distance although this decline was steepest for PV–MSN pairs (Fig. 5a, middle), as reflected by the median distance between correlated cells (Fig. 5b). In contrast, distance had a much lower influence on correlated CHI–MSN pairs (Fig. 5a, right), which were characterized by the largest median distance between related cell pairs (Fig. 5b). In concert, these findings are consistent with the prescribed roles of PV cells providing perisomatic inhibition to a local network of nearby MSNs\textsuperscript{22}, whereas CHI interneurons appear to affect networks of MSNs over greater distances, perhaps via their extensive arborization\textsuperscript{23,34}.

PVs and CHIs differentially predict movement and MSN activity. Having characterized neural activity surrounding movement, determined a causal role of interneuron activity in movement and defined the degree of correlated activity between neurons, we next sought to determine how each interneuron population coordinates MSN activity to control movement. To this end, we first created linear statistical models and tested the capacity of calcium dynamics in interneurons to predict changes in global MSN population fluorescence. Because we found that population fluorescence in the striatum was highly correlated with both speed and rotation (see Supplementary Figs. 2d,g and 9), we considered both factors in our model. We found that the small number of PV cells recorded during a session was equivalent to the power of either speed or rotation in predicting MSN population fluorescence (Fig. 6a). Since both endogenous and optogenetically evoked PV activity also coincided with changes in movement onset, we further examined whether PV activity could be used as a predictor of speed. We found that the predictive power of the small population of PV neurons (\(n = 4.6\)), although slightly lower, was similar to that of the entire population of MSNs (\(n = 244.2\) neurons per session, Fig. 6c, d).

In contrast to PVs, the population of CHIs (\(n = 5.1\) neurons per session) were weak predictors of both MSN population activity (Fig. 6e, f) and velocity (Fig. 6g, h). Importantly, we used regression models because the strength of the prediction for individual neurons would not be affected by whether neurons are positively or negatively modulated by movement. However, given the heterogeneity of CHI responses to motion onset, we conducted additional analyses that

\[
\begin{array}{c|c|c|c}
\text{Events min}^{-1} & \text{Movement speed} & \text{Change in speed (\%)} \\
\hline
\text{All} & 3.0 \pm 0.5 & 15.0 \pm 2.0 \\
\text{Low} & 1.8 \pm 0.3 & 9.0 \pm 1.5 \\
\text{High} & 2.4 \pm 0.6 & 13.0 \pm 2.5 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c}
\text{AUC (\Delta F/F) x s} & \text{Movement speed} & \text{Time from ROI event (s)} \\
\hline
\text{All} & 5.0 \pm 1.0 & -35.0 \pm 5.0 \\
\text{Low} & 3.5 \pm 0.8 & 0.0 \pm 2.0 \\
\text{High} & 6.5 \pm 1.5 & 15.0 \pm 3.0 \\
\end{array}
\]
considered positively and negatively modulated CHI populations in isolation. We found that the positive and negative populations differed from one another in neither their predictive relationship toward MSN activity (Supplementary Fig. 7i, left) nor speed (Supplementary Fig. 7i, right). Thus, while CHI and PV neurons had similar representations in the total number of neurons across recording sessions, only PV neurons were prominent predictors of both instantaneous striatal bulk fluorescence and locomotor output.

PVs and CHIs modulate movement through unique effects on MSN activity. While the predictive modeling described above demonstrates the extent to which interneuron activity can forecast MSN calcium dynamics and movement, it does not provide information on whether MSN population dynamics are impacted by changes in PV or CHI activity. Therefore, using the deconvolved calcium fluorescence signal (see Supplementary Fig. 10 and Methods) to align calcium events in each population, we next assessed changes in activity within the population of MSNs when these coincided with PV or CHI events. Specifically, we compared MSN activity around interneuron events to that observed by chance around other randomly selected MSN events. We found that on average, MSN population fluorescence was lower than chance when associated with a PV calcium event (Fig. 7a), suggesting that PV activity could contribute to a decrease in the MSN population response. In contrast, MSN population fluorescence was elevated when coincident with a CHI calcium event (Fig. 7b), suggesting that CHI activity may activate or recruit the MSN population.

Having revealed that interneuron activity coincides with changes in MSN fluorescence, we further considered whether this change in fluorescence was a result of changes in coincident activity between MSN pairs. Specifically, we quantified the incidence of MSNs exhibiting coincident calcium events when interneurons are active compared to what would be expected by chance (see Supplementary Methods for details). We found that MSN–MSN co-activity was reduced when aligned to PV events, relative to MSNs or CHIs (Fig. 7c).

Fig. 3 | Optogenetic stimulation of interneuron populations modulates movement. a, Simultaneous optogenetic stimulation and imaging experimental design. Top: animals were imaged over 10–15 continuous minutes and received 13–23 trials of optogenetic stimulation with an ITI of 40 ± 15 s. Each trial consisted of 100 laser stimulation pulses at ~15 Hz. Red laser light was pulsed between GCaMP6f imaging frames. Bottom: cartoon depicting alternating GCaMP6f image acquisition and red laser light delivery for Chrimson activation through the imaging window across successive frames. b, Normalized change in movement speed at laser onset for PV-Chrimson and Chat-Chrimson mice for all trials (n = 4 PV-Chrimson mice, and n = 4 Chat-Chrimson mice, two sessions for each mouse). Line plots and error bars indicate mean ± s.e.m. Significant reductions in speed coincided with laser onset only in Chat-Chrimson mice (mixed-effects model, ANOVA F(4, 645) = 6.7, P < 0.001; comparisons of time windows 0–500 ms; t(645) = −3.8, P = 6.20 × 10⁻⁴; 1,000–2,000 ms, t(645) = −3.6, P = 8.10 × 10⁻⁴; *P < 0.01, Benjamini-Hochberg corrected). This effect was not present in PV-Chrimson mice (mixed-effects model, ANOVA F(4, 575) = 1.4, P = 0.24), or in control mice (n = 4 PV-tdT-CHI mice, and n = 4 Chat-tdT-Tomato mice, two sessions for each mouse; PV-tdT-Tomato mice: mixed-effects model, ANOVA F(4, 580) = 6.0, P = 0.60; Chat-tdT-Tomato mice: mixed-effects model, ANOVA F(4, 580) = 2.2, P = 0.07). c, Normalized change in movement speed following laser onset for PV-Chrimson and Chat-Chrimson mice when stimulation occurred during periods of low movement. Line plots and error bars indicate mean ± s.e.m. Laser stimulation increased movement only in PV-Chrimson mice (mixed-effects model, ANOVA F(4, 200) = 5.4, P = 4.00 × 10⁻⁴; baseline versus time = 0–500 ms: t(200) = 3.16, P = 0.0018; baseline versus time = 500–1,000 ms: t(200) = 4.3, P = 6.20 × 10⁻⁴; baseline versus time = 1,000–1,500 ms: t(200) = 3.6, P = 6.00 × 10⁻⁴; baseline versus time = 1,500–2,000 ms: t(200) = 4.3, P = 6.20 × 10⁻⁴), but not in Chat-Chrimson mice (mixed-effects model, ANOVA F(4, 130) = 1.7, P = 0.15) or in control mice (PV-tdT-Tomato: mixed-effects model, ANOVA F(4, 170) = 2.2, P = 0.07; Chat-tdT-Tomato mice: mixed-effects model, ANOVA F(4, 150) = 1.2, P = 0.31, n = 4 tdT-Tomato mice, and n = 4 Chat-tdT-Tomato mice, two sessions from each mouse). *P < 0.05, **P < 0.01, ***P < 0.001.
optogenetic stimulation sessions, we found that PV activation also reduced MSN–MSN co-activity during laser-on periods when compared to CHI stimulation or endogenous MSN–MSN co-activity (Fig. 7d,e). Further MSN population analysis revealed that optogenetic stimulation of PVs did not universally inhibit MSNs, but rather produced heterogeneous changes in MSN activity, including increases in activity in subpopulations of MSNs (Supplementary Fig. 4g). The combined evidence suggests a model whereby PVs support specific movement plans by determining which MSNs are currently active35.
In contrast, CHI events appeared to have had the opposite effect on the MSN population and were associated with increased MSN–MSN co-activity, suggesting that CHIs may play a role in enhancing such coincident activity in the population of MSNs (Fig. 7c). In line with these observations, optogenetic stimulation of CHIs increased both MSN fluorescence (Supplementary Fig. 11b) and the probability of both MSN activity (Supplementary Fig. 11f) and MSN–MSN co-activity during laser-on periods (Fig. 7d,e). To explore whether CHI-mediated enhancement of MSN–MSN co-activity might represent a mechanism underlying the capacity of CHIs to reduce ongoing movement, we analyzed motor output during peaks in MSN–MSN co-activity. We found that these peaks were followed by significant reductions in motor output (Fig. 7f), mirroring the reductions in velocity seen in association with endogenous CHI activity (Fig. 2h) or optogenetic stimulation of CHIs (Fig. 3b).

Together, our data support distinct and dissociable functions of PVs and CHIs in modulating MSN activity. Optogenetic stimulation of PVs increased future movement and, given their superior capacity in predicting MSN population fluorescence and speed, our data strongly support a specific role for PVs in refining the populations of MSNs recruited during the execution of planned movement. In contrast, although CHIs are poor predictors of instantaneous speed or MSN population activity, CHI activation is sufficient to reduce movement. This effect was also accompanied by enhanced coordinated activity within the MSN population. Such CHI-mediated MSN coordination represents a unique and previously unknown means by which striatal networks act to terminate ongoing movement sequences.

**Discussion**

To begin to understand how PVs and CHIs modulate striatal MSN activity in support of voluntary movement, we developed a large-scale, two-color imaging assay that enabled us to observe the activity of both interneurons and hundreds of surrounding MSNs in mice as they ran on a spherical treadmill. Because recent studies employing optical imaging to monitor activity in genetically defined D1 versus D2 MSNs did not differentiate these cell types from one another in healthy mice during spontaneous locomotion11–15, we...
considered MSN populations as a single population in our analyses. Distinctions between D1 and D2 MSN activity have been described in the context of other recent imaging studies. However, our data, which include distinctions probably reflect striatal network remodeling inherent in learning particular goal-directed action sequences. Thus, while our studies specifically sought to characterize the role of two major interneuron populations in modulating general MSN activity and voluntary movement, future studies could uncover distinct influences of PV and CHI cells on direct or indirect pathway MSNs for different behaviors.

We found evidence that both PVs and CHIs have activity–behavior relationships that are distinct from MSNs. While MSNs are topographically organized by their relationship to motor output and predicted speed based on PV activity (orange) or an equivalent number of MSNs, and similar to speed and rotation; Friedman test, $\chi^2(3) = 18.0$, $P = 4.47 \times 10^{-4}$, $n = 17$ sessions in 6 mice; mean ranks, speed 2.94, rotation 2.53, PV 3.12, MSN 1.41; post hoc Tukey’s HSD, speed versus PV: $P = 1.0$, rotation versus PV: $P = 0.54$, PV versus MSNs: $P = 6.8 \times 10^{-4}$. Actual speed and predicted speed based on PV cell activity or MSN activity for a representative PV mouse. Experimentally measured speed is plotted in black (top) and gray (bottom three), compared with predicted velocity using the activity of a single PV (orange), a single MSN (light blue) and the full MSNs population activity (dark blue). Quantification of population predictor performance across all PV-Cre mice. The ability of the full PV population from each recording session to predict speed was also compared to an equivalent number of MSNs ($n = 4.6 \pm 0.86$ PV cells across 17 sessions with at least one PV cell, mean ± s.e.m.), referred to as ‘subpopulation’. The activity of a single PV was a significant predictor of speed, and the small population of PVs has equal predicting power speed to the entire population of PVs (Friedman test, $\chi^2(4) = 50.3, P = 3.51 \times 10^{-12}$; mean ranks, single PV: 1.32, multiple PV: 2.55, all PV: 4.94; multiple PV: 2.62, $n = 17$ sessions; Tukey’s HSD post hoc, PV all-MSN single: $P = 1.01 \times 10^{-4}$; PV all-MSN subgroup: $P = 9.12 \times 10^{-4}$, MSN all-MSN all: $P = 0.076$). Same as a, b but for CHI neurons in Chat-Cre mice. Unlike PVs, CHI calcium dynamics were poor predictors of population fluorescence. Friedman test, $\chi^2(3) = 24.1$, $P = 5.20 \times 10^{-5}$, $n = 10$ sessions in 6 mice; mean ranks, speed 3.9, rotation 2.7, CHI 1.1, MSN 2.3; Tukey’s HSD post hoc, speed versus CHI: $P = 7.36 \times 10^{-6}$, rotation versus CHI: $P = 0.029$, MSN versus CHI: $P = 0.16$. Same as c, d but from a representative Chat-Cre mouse (g) and predictor performance quantification for all Chat-Cre mice (h). Actual speed is shown in black or gray. Predicted speed based on the activity of a single CHI neuron in green, a single MSN in light blue, and predicted fluorescence based on PV activity (orange) or an equivalent number of MSNs (teal) from a representative PV-Cre mouse.
as described previously\textsuperscript{11,14}, we found that neither PV nor CHI interneuron populations showed a similar anatomical specificity. Furthermore, we discovered that PV populations became active before MSNs at movement onset and that their calcium activity remained elevated throughout the duration of movement. PVs were also the best predictor of MSN population activity. Interestingly, both endogenous and optogenetically triggered PV activity resulted in a reduction in the probability of coincident calcium events occurring in the MSN population. PV interneuron-mediated feed-forward inhibition has been hypothesized as a potential mechanism for shutting down active MSNs that are not important for the currently activated motor plan and our data support this model\textsuperscript{15}.

Although PV cells can provide powerful and reliable feed-forward inhibition to nearby MSNs\textsuperscript{16,38}, our data also suggest that their
activity largely coincides with periods of movement when MSNs are under the influence of strong excitatory cortical input, subcortical input and dopamine release. As such, PV signals indeed may serve as an important component for ‘silencing’ non-motor-relevant MSNs to create a ‘de-noised’ output condition to facilitate movement execution. This process could aid in the selection of individual motor choices through reducing the activity of output neurons that are not integral to ongoing behavior, and our data provide support for this interpretation. Furthermore, given the narrower anatomical space over which PVs were correlated with MSNs, it is possible that specific subpopulations of PVs could be recruited to inhibit nearby MSNs to bias striatal output. Our finding that PV stimulation could spur new movement and modulate the trajectory of ongoing movement suggests that ill-timed PV activation may be a prominent component of hyperkinetic movement disorders, whereas refined coordination of striatal activity by this population is important for specific movements14,15. Taken together, our data support the hypothesis that PV cells play a major role in refining the activation of MSNs to modulate movement execution18,19. Future studies will be needed to understand the mechanisms by which this process occurs, but recent evidence suggests that PV neurons can influence MSN networks through direct monosynaptic connections and larger-scale disynaptic circuit interactions6. In contrast to MSNs and PVs, increased activity in CHIs was associated with a reduction in ongoing locomotion. We found that activity between CHIs was largely uncorrelated during voluntary movement, suggesting that the synchronized activity in CHIs observed in previous studies may be related to a specific response to salient environmental stimuli11,12,13. CHI activity did, however, coincide with recruitment and synchronization of MSNs (Fig. 7c), as well as reductions in velocity (Fig. 2h). Using optogenetics, we were able to completely recapitulate (Figs. 3b and 7d,e) each of these findings, illustrating that a major function for CHIs is to coordinate networks of MSNs to trigger the end of a movement bout, and this may represent a key mechanism for cholinergic modulation of motor control. Previous studies in striatal slices have revealed complex actions of acetylcholine in the striatum, including both excitatory and inhibitory effects, that can alter MSN activity states10,11. The processes by which acetylcholine may organize MSN networks in vivo are less well understood, although the conditions associated with disease states provide some insight. Elevated cholinergic tone has been hypothesized to contribute to Parkinson’s disease symptoms, in particular akinesia and bradykinesia28,45, and levodopa administration is often effective in ameliorating these symptoms, in particular akinesia and bradykinesia28,45, and levodopa administration is often effective in ameliorating these symptoms. Through action initiation.
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Methods
Animal surgery. All animal procedures were approved by the Boston University Institutional Animal Care and Use Committee. Combined experiments included data from mice expressing Cre recombinase in either choline acetyltransferase (ChAT-Cre; n = 14; GM24Galq) or parvalbumin (PV-Cre) expressing cells (PV-Cre mice: n = 14; B6;129P2-Pvnl/(os1/sid1)/J). 8–12 weeks old at the start of the experiments. Both male and female mice were used in this study and breeders were obtained commercially (Chat-Cre, Mutant Mouse Resource Center; and PV-Cre, Jackson Laboratory). One cohort of mice was used for imaging studies without optogenetic laser illumination (n = 6 Chat-Cre mice, and n = 6 PV-Cre mice). Mice first underwent surgery for implantation of a sterilized custom imaging window with an attached guide cannula that was assembled before surgery. The window/guide assembly consisted of a stainless steel imaging cannula (outer diameter 0.317 cm, inner diameter 0.236 cm, height 2 mm), fitted with a circular coverslip (size 0, outer diameter 3 mm) adhered using an ultraviolet-curable acrylate adhesive (Super Glue, Elmer’s Products). A 635 nm 200 mW red diode laser (Shanghai Laser Optics and Century Co.) was coupled to the imaging scope via an optical fiber (No. BFL48-200, Thor Labs) with the fiber tip focused to illuminate the entire imaging window from above. Laser illumination was used during digital transistor–transistor logic (TTL) laser trials. Laser trials were conducted with the laser turned on and the imaging cannula window using a light meter calibrated for 635 nm wavelength (No. PM100D, Thor Labs). Optogenetic recording sessions were identical to other imaging sessions described earlier, but with 13–23 laser stimulation trials. Laser trials were delivered randomly within a session, but each trial was separated by 40 ± 15 s. A laser trial consisted of 100 light pulses, 15 ms per pulse, delivered between imaging exposures (~15 Hz). All four groups of animals underwent two recording sessions with 3–7 days between sessions.

Animal habituation. Following surgery and virus infusion (typically about 21–28 days), mice were first handled for several days before being head-fixed to the treadmill/imaging apparatus. Mice were then habituated to running on the spherical treadmill while head-fixed for two weeks, 3–4 days per week, at the same time of day as subsequent recording sessions. Each animal received at least six habituation sessions before the first recording day. The cohort of mice used in the optogenetic studies underwent the same handling and habituation protocol, but with four or five additional sessions. Habituation was performed in the dark at the same light illumination intensity that would be used for recording sessions. Habituation sessions were the same duration as imaging sessions.

Data acquisition. Image acquisition with a scientific complementary metal oxide semiconductor camera. Animals were positioned underneath the microscope and imaged while freely running on the spherical treadmill. Image acquisition was performed with a custom microscope equipped with a scientific complementary metal oxide semiconductor camera (ORCA-Flash4.0 LT Digital CMOS camera, No. C11440-42U, Hamamatsu). GCaMP6f fluorescence excitation was accomplished with a 5 W light-emitting diode (No. L21–908220, 460 nm; LedFx3m). tdTomato fluorescence excitation was accomplished with a 1,000 mA light-emitting diode (No. LXML-PX02-0000, 567 nm, Lumileds). The custom microscope included a Leica N Plan 10x/0.25 PH1 microscope objective lens, a dual-band excitation filter (No. FF01-468/553-25), a dichroic mirror (No. FF493/574-Di01-25x36), a dual-band emission filter (No. FF01-512/630-25; Semrock) and a commercial single light reflex lens focused to infinity as the tube lens (Nikon Zoom-MIKKOR 80–200 mm f/4 AI–s). The cameras were coupled to a 10 x objective lens yielding an imaging field of view of 1.343 x 1.343 mm², with each pixel corresponding to 1.312 ± 1.312 μm².

A custom MATLAB script was used to trigger frame capture and to synchronize image acquisition with movement. Digital transistor–transistor logic (TTL) trigger pulses were delivered to the camera using an output interface (No. USB-6259, National Instruments). Image acquisition was performed using HC Image Live (HC Image Live; Hamamatsu). The time interval between image frame captures was 47 ± 0.2 ms (~21.3 Hz, mean ± standard deviation, n = 28 sessions). For each image frame, exposure time was fixed at 20 ms. Image data were stored in multi-page tagged image file format. For a recording session of 10 min, approximately 24 gigabytes of image data were stored, spread across six video files. The acquisition software was configured to buffer all frames in computer random access memory to optimize speed. At the conclusion of the GCaMP6f imaging session, we imaged tdTomato fluorescence for ~10 s (50 frames at 20 ms exposure per frame) to identify GCaMP expressing interneurons.

Optogenetic laser equipment and protocol. A 635 nm 200 mW red diode laser (Shanghai Laser Optics and Century Co.) was coupled to the imaging scope via an optical fiber (No. BFL48-200, Thor Labs) with the fiber tip focused to illuminate the entire imaging window from above. Laser illumination was used during digital transistor–transistor logic control using the image acquisition software HC Image Live (HC Image Live, Hamamatsu). Briefly, a 15 ms pulse was initiated 10 ms after camera readout concluded, and another image frame capture could not begin until a minimum of 5 ms had passed since the laser illumination digital transistor–transistor logic pulse ended. The average sampling rate across optogenetic sessions was ~62.4 ± 4.3 ms per pulse (24.8 ± 1.9 Hz) (20–40 s per recording session) due to the requirements of a 15 ms laser pulse in the imaging loop.

Before each imaging session, laser output was adjusted to 10 mW at the height of the imaging cannula window using a light meter calibrated for 635 nm wavelength (No. PM100D, Thor Labs). Optogenetic recording sessions were identical to other imaging sessions described earlier, but with 13–23 laser stimulation trials. Laser trials were delivered randomly within a session, but each trial was separated by 40 ± 15 s. A laser trial consisted of 100 light pulses, 15 ms per pulse, delivered between imaging exposures (~15 Hz). All four groups of animals underwent two recording sessions with 3–7 days between sessions.

Movement data acquisition. The spherical treadmill was constructed following the design of Dombeck et al. Briefly, the treadmill consisted of a three-dimensional (3D) printed plastic housing and a Styrofoam ball supported by air. Movement was monitored using two computer universal serial bus mouse sensors affixed to the plastic housing at the equator of the Styrofoam ball. Each sensor was mounted 3–4 mm away from the surface of the ball, and 78 degrees apart. The x- and y-placement of the sensor was acquired in real-time using a separate computer running a Linux OS (minimal CentOS 6). A simple, multi-threaded python script was used to send packaged <dx,dy> data at 100 Hz to the image acquisition computer via a RS232 serial link. Packaged motion data were received on the imaging computer using a MATLAB script, and synchronized to each acquired frame. Because of a delay in initiating motion sensor data capture, we excluded the first 5 s of the motion data (following interpolation) and imaging data (following event identification) from the beginning of every recording session in the subsequent analysis.

ROI calcium trace processing and calcium event characterization. Image preprocessing; contrast enhancement, motion correction and baseline subtraction. Image frames underwent several preprocessing steps before trace extraction. Briefly, we first applied homomorphic filtering to each image frame to enhance contrast, and then performed motion correction using cross-correlation between a given image frame and a reference frame. The reference frame was updated by sequential addition of each corrected frame. Baseline subtraction was performed using a two-step process. We first identified the minimum fluorescence for each pixel across the first 2,047 frames of each recording session (~96 s), and spatially convolved the minimum fluorescence throughout the whole image field to determine the background value for each pixel. We then subtracted this value from each frame. In the second step, we subtracted the average intensity of pixels with the same dynamic range within the first 2,047 frames of the recording sessions from all pixels within a frame, and set the lower pixel value boundary to 0. Each frame was then converted to a uint8 file format.

ROI identification and ROI ΔF/F trace extraction. Several semi-automatic algorithms have been developed for ROI identification. However, we found that these algorithms were poorly robust in identifying ROI within the striatum. Thus, we manually selected ROIs based on morphology using a circle with a radius of 6 pixels (7.8 μm), from single-frame representations of the recording session. To identify PV or CHI cells, we first processed the tdTomato
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video as described in image pre-processing above but without background subtraction. We further smoothed each image with a spatial filter (a square spatial Gaussian filter of width 3 pixels and a standard deviation of 0.8). Images were then thresholded to reveal the brightest 5% pixels corresponding to PV and CHI cells.

Region of interest fluorescence was calculated as the average intensity across all pixels in the circle. In instances when a small number of pixels overlapped between two ROIs, the overlapping pixels were assigned to only one of the labeled ROIs. We interpolated fluorescence time series, so that consecutive data points were 0.0469 s apart, using the MATLAB function interp1 (‘pchip’). Δ/F was calculated as the fluorescence at each time point minus the mean, and then divided by the mean.

Calcium event identification. Two types of calcium event were detected. The first we considered ‘transient’, with a fast rise and decay, and the other we considered ‘slow’, with a delayed rise and long decay. Each cell was first assigned to one of these two categories through manual inspection. We found that 1.9% of neurons had both transient and slow calcium event characteristics. These neurons were excluded from further analyses. To identify individual calcium events, Δ/F/Δt calcium traces were first smoothed using a moving average of 21 points, scaled by a value of 1.05. We then de-trended the Δ/F/Δt calcium traces by subtracting a local minimum value for each time point, defined as the minimum value within a radius of 500 data points of the smoothed trace, similar to ref. 55. For transient calcium events, we identified all points with fluorescence exceeding three standard deviations above the mean computed from the non-event portion of the trace. We iteratively performed this step, where the points above threshold were excluded from future iterations. Consecutive points above this threshold were then grouped as a putative event, plus one data point before the onset. If the addition of the single data point resulted in two overlapping putative events, these were grouped into one event. Calcium events overlapping with the start or the end of a recording session were discarded. Finally, only events with maximum amplitude exceeding five standard deviations of the baseline were considered a calcium event.

For slow calcium events, we further smoothed the de-trended Δ/F/Δt with the MATLAB function ‘sgolayfilt’, with an order of three polynomial and 101 data points. We then identified all points using the same methods as described for transient calcium events, except using a threshold of two standard deviations above the mean.

Laser-induced calcium events, manually identified as those coincident with laser onset, have durations between the transient and slow calcium events. For these events, we first high-pass-filtered the Δ/F/Δt calcium traces at $-2 \times 10^5$ Hz (MATLAB commands ‘butter’ with arguments 2 and 0.0005, and then ‘filtfilt’ for zero-phase filtering). We then identified all points using the same methods as described for transient calcium events, using a threshold of two standard deviations above the mean.

After removal of the first 5 s of the fluorescence traces due to motion artifact as described previously, events continuous with the beginning of the shortened session were not considered for further analysis.

Calcium event property calculation. To characterize calcium events from each cell type we first subtracted the baseline, calculated as the mean of the 20 data points before each event onset from the event time series. To estimate AUC for transient calcium events, we further smoothed these events with a 21-point moving average filter before baseline subtraction. Rise time was calculated as the time from calcium event onset, the first data point of a calcium event, to the peak. For both peaks, peak width and calcium event amplitude, we added on extra data point to each event after event termination. To compare calcium event properties between high- and low-speed time periods, calcium events were first averaged for each ROI and then compared across all neurons. ROIs that did not have an event in either low- or high-speed time period were excluded from the respective statistical testing.

Deconvolution of calcium traces. Deconvolution occurred by labeling the rising phase of a calcium event, including the event maximum, as ones (active regions) and the rest as zeroes. Deconvolved calcium traces are used in Figs. 2h, 4d,e, 5a–c and 7c-f.

Movement data analysis. Linear velocity calculation. We first calibrated the spherical treadmill by pinning the two sides of the ball at the equator for physical distance, or at the top and the bottom for rotation. Linear velocity in perpendicular X and Y directions is calculated as:

$$\text{X} = \frac{L - R \cos \theta}{\cos \left(\frac{\theta}{2}\right)}$$

$$\text{Y} = R$$

where L is the vertical reading from the left sensor, R is the vertical reading from the right sensor and $\theta$ is the angle between the sensors (78 degrees). X or Y values corresponding to velocities exceeding 100 cm s$^{-1}$ were excluded. Then, X and Y values were interpolated at 21.3 Hz as fluorescence signals and linear velocity $D$ was computed as

$$D = (X^2 + Y^2)^{\frac{1}{2}}$$

Rotational velocity calculation and directional preference. To compute rotational velocity, lateral readings from both computer sensors were first converted to radians s$^{-1}$ and then averaged. Readings corresponding to angular velocities exceeding a magnitude of 15 radians s$^{-1}$ were excluded. Readings were then converted to angular displacement, interpolated at 21.3 Hz and then converted to rotational velocity.

Identification of sustained periods of movement with high and low linear velocity. We identified periods of high versus low linear velocity similarly to Barbera et al. 12. Briefly, we first smoothed linear velocity traces using a 1.5 Hz low-pass filter (MATLAB commands ‘butter’ and then ‘filtfilt’ for zero-phase filtering). Periods of high-speed movement were identified as the time periods with linear velocity exceeding 5 cm s$^{-1}$ for more than 2 s (43 data points). Similarly, periods of low-speed movement were those where linear velocity remained below 1 cm s$^{-1}$ for more than 2 s. Periods overlapping with the beginning or end of the session were excluded.

Movement onset, offset and peak velocity identification. To identify movement onset, offset and peak velocity, we used the unsmoothed linear velocity trace. To identify movement onsets, we first identified acceleration transition points as those when linear velocity rose to above 5 cm s$^{-1}$. A movement onset was then defined as the second data point before the transition points where velocity remained $\leq 5$ cm s$^{-1}$ for at least $\geq 500$ ms (10 data points) before, and exceeded 40 cm s$^{-1}$ at some point within 100 ms (20 data points) after. To identify movement offsets, we first identified deceleration transition points as those when linear velocity decreased to below 5 cm s$^{-1}$. Movement offset was defined as the point before the deceleration transition point where velocity exceeded 15 cm s$^{-1}$ within $\geq 500$ ms before, and also remained $\leq 5$ cm s$^{-1}$ for at least $\geq 500$ ms after the transition point. Peak velocity was identified as local maximum using the MATLAB function findpeaks, which was then thresholded at 55 cm s$^{-1}$. To identify rotational onsets, we identified the acceleration transition point where absolute rotational velocity increased to above 0.5 radians s$^{-1}$. A rotation onset was then identified as the second data point before the transition point where velocity remained $\leq 0.5$ radians s$^{-1}$ for at least $\geq 500$ ms before, and also exceeded 2 radians s$^{-1}$ within $\leq 1$ s after. Movement onsets and offsets that extended beyond the length of the session were truncated to the beginning and end of the session.

Relationship between calcium activity and movement. Movement-triggered calcium fluorescence. Population movement-triggered fluorescence was computed on $\Delta F/\Delta t$ values from each neuron over 100 time points (Supplementary Figs. 4, and 7), or 200 time points (Fig. 2d), on either side of each movement event (onset, offset and peak velocity). All recording sessions from all mice were used. Error bar plots were plotted neuron-wise, and the value for each neuron is the mean of the 40 data points before or after each movement event. These neuron-wise averages and statistics were computed after first identifying and averaging windows of 50 time points on either side of each event for each neuron.

To compare the timing of calcium fluorescence and velocity peaks, we examined a window of 100 time points before and after each velocity peak. We constructed a mixed-effects model, averaging fluorescence values over a 6 s window for each neuron, grouped in 1 s bins, beginning 2 s before each velocity peak. Models were fitted using the maximum-likelihood MATLAB function fitlm, and P values were determined using the residual degrees of freedom. The full mixed-effects model appeared as, in Wilkinson notation:

$$\text{Fluorescence} = 1 + \text{Time} \times \text{Cell_type} + (1|\text{Event_ID}) + (1|\text{Cell_ID}) + (1|\text{Mouse})$$

where Time refers to the time bin and Cell_type to the genotype of the respective cell. Random intercepts were included for each mouse (Mouse), for each individual cell (Cell_ID) and for each peak-velocity event (Event_ID). In these models, we identified the time period of maximum fluorescence by finding the bin with the highest expected value. After identifying a significant interaction term between Time and Cell_type, we broke up this model by cell type. P values were corrected using the Benjamini–Hochberg procedure after pooling all P values across all time bin comparisons to baseline in all models (15 total comparisons) 56. To determine whether a neuron was significantly positively, or negatively, modulated by speed or rotation, we used one-tailed rank-sum tests to compare the fluorescence values of the 40 data points before versus after an identified movement onset, using a P value threshold of 0.025. Neurons were then assigned to one of the four categories: speed-only, rotation-only, conjunctive or neither.

To assess the proportion of neurons positively modulated in the 500 ms before movement onset (Supplementary Fig. 2h), we analyzed the average fluorescence of each neuron during baseline time points ($\neg500$ to $\neg500$ ms before movement onset) compared to the pre-movement period ($\pm450$ ms to movement onset).
using one-sided rank-sum tests with a cutoff of \( P = 0.025 \). To quantify the time difference between PV and MSN fluorescence increase at movement onset, we identified the first time point in the movement onset window when the averaged \( \Delta F/F \) trace of all PV cells or MSNs of that session exceeded 0.02. This represents a moderate increase in \( \Delta F/F \) from baseline. The latency between PV cell and MSN responses were then calculated across all sessions where this criterion was met \((n = 13 \text{ sessions in total})\).

For proximity tests (Supplementary Fig. 9b,c), we first computed the proportion of neurons within 100 um of a neuron belonging to a certain category. We then compared the proportions surrounding neurons of a given category to those surrounding all other neurons. These two sets of proportions were compared neuron-wise. Neurons without any neighbors were excluded from analysis, and only MSNs were used for this analysis.

**Neuron pairwise asymmetric correlation analysis.** An asymmetric correlation coefficient from neuron A to B was calculated as described previously using deconvolved calcium traces\(^{12,33}\) and the equation

\[
r_{\text{A-B}} = \frac{\sum_{i=1}^{n} \left( \frac{x_i}{n_2} - \mu_B \right) \left( \frac{y_i}{n_1} - \mu_A \right)}{\sqrt{\left( \sum_{i=1}^{n} \frac{x_i^2}{n_2} - \mu_B^2 \right) \left( \sum_{i=1}^{n} \frac{y_i^2}{n_1} - \mu_A^2 \right)}}
\]

That is, the number of events in the deconvolved traces in neuron A that overlapped with events in neuron B was divided by the total number of events in neuron A. Pairwise correlation between neurons A and B was then calculated as the averaged correlation coefficients in both directions, A to B and B to A. To compute baseline correlation coefficients, the deconvolved traces were randomly shifted circularly and uniformly over the entire length as discussed by Barbera et al.\(^1\). This process was repeated 5,000 times for each neuron pair, and the correlation coefficients of these shifted traces were used to determine significance using one-sided \( P < 0.05 \) (Fig. 4). Correlations with deconvolved traces with no events were labeled as NaN, and these were considered not significant. The random values in the plots (Fig. 4d-e) are the mean shuffled correlation coefficients for each neuron pair.

To compare the proportions of neuron pairs with significant correlations that were spatially close (<100 um) or spatially far (>750 and <1,500 um), we constructed a generalized linear model:

\[
\text{Is Significant} \sim 1 + \text{Cell pair type} \times \text{Distance}
\]

where Is Significant is a random variable corresponding to whether the particular pair is significantly correlated, Cell pair type is a categorical variable corresponding to MSN–CHI, MSN–MSN, or MSN–PV, and Distance is an indicator variable that equals 1 if the pair is spatially far. We used a binomial distribution with an identity link function. To compare differences between the time periods, we compared the interaction terms for all three pair-types.

For Fig. 4a, we used the complete-linkage clustering function of MATLAB (linkage (*, 'complete'), followed by cluster (*, 'cutoff', 'distance cutoff', 'criterion'), where [distance cutoff] was equivalent to 100 um). We statistically compared within-cluster and out-of-cluster groups by treating each directional measure of asymmetric correlation as independent, and computed the rank-sum comparison among cell types. Shaded error bar plots (Fig. 7c) are standard error of the mean.

**Neuron−triggered speed and rotation.** To analyze changes in velocity following an event in a given cell type, we constructed a mixed-effects model using the MATLAB function fitlm on the normalized data (data were normalized for each cell type to the data point coincident with event onset, by subtracting and then dividing). In Wilkinson notation the model was:

\[
\text{Velocity} \sim 1 + \text{Time} \times \text{Cell type} + (1 | \text{Mouse}) + (1 | \text{Cell ID})
\]

Time is a categorical variable corresponding to time bin. Cell type corresponds to PV, MSN or CHI in Fig. 2h, or positively or negatively modulated cells in Supplementary Figs. 4h, 7h. We accounted for variance in interect introduced by each mouse (Mouse) and each individual cell (Cell ID).

We broke up the model by cell type to test the effect of time by removing all terms relating to cell type, and created smaller models. P values were corrected for the collections of values obtained from each of the smaller models using the Benjamini–Hochberg procedure.

**Neuron-triggered rotation (Supplementary Fig. 8c) was analyzed in a similar way, using the absolute value of the rotational velocity in place of speed.**

To determine the rate at which speed changed following a calcium event (Supplementary Fig. 2i), we fitted a linear model to the normalized speed for each neuron. We then used the normalized speed values for each neuron between 0 and 1.5 s after each calcium event to construct a series of simple linear models. These models had predictors including only an intercept and the instantaneous time values, from which we obtained a slope value for each neuron. We compared slope values among the three neuron types using the following linear mixed-effects model:

\[
\text{Coefficients} \sim 1 + \text{Cell type} + (1 | \text{Mouse})
\]

Here, Coefficients represent the slopes of the simple linear models, while Mouse and Cell type are as described previously.

**Neuron co-activation analysis.** Co-activation was calculated using deconvolved calcium traces. We calculated the total number of co-active MSN pairs around each triggering event, defined as the data point before calcium event onset, and the total number of possible MSN pairs across all triggering events, for all neurons across all recording sessions. We then calculated the proportion of co-active pairs over all events out of total pairs over all events.

For comparison across neuron types (Fig. 7d), we averaged the two data points following each triggering event subtracted by the value at the triggering point, and the errors of the two data points were propagated. We then used z-tests for comparison among cell types. Shaded error bars plots (Fig. 7c) are standard error estimates computed from \( \frac{\text{mean} - \text{value}}{\text{standard error}} \), where \( P \) is the probability of the neuron pair being co-active at that time point and \( n \) is the number of total pairs over all events. Error bars plots were centered at triggering onset.

To detect changes in movement speed around MSN–MSN peak co-activation (Fig. 7f), we summed the deconvolved traces for all MSNs recorded in each session and identified MSN–MSN co-activation as the point when the summed activity exceeded two standard deviations above the mean. Peak co-activation within each co-activation period is identified as the local maximum. If two local maxima of the same amplitude occurred in the same co-activation period, the first peak was used. Co-activations within 100 time points of the beginning or end of a recording session were excluded.

**Calculation of predictor performance using regression analysis.** To estimate how each cell type predicted movement or population MSN activity (Fig. 6), we built linear models and assessed the model performance using correlations similar to the time series forecasting cross-validation method described by Hyndman and
Athanasopoulos et al.14, and that used by Parker et al.11. We used the framework of partitioning a time series into equally sized, temporally continuous sets for training and testing models. Data of the entire session were separated into ten consecutive and equally sized segments. Linear model parameters were determined using nine segments, and the values for the last segment were then predicted using these parameters. The Pearson correlation coefficient between the predicted and actual value of this last segment was used to assess predictive ability. This process was repeated ten times, and the Pearson correlation coefficients were averaged for a given predictor. To plot predicted values for both summed MSN fluorescence and speed, predictors were determined using the entire session.

To predict linear velocity using MSN, PV, and CHI cells (Fig. 6d), we first binned ΔF/F traces and linear speed to 0.1 s bins. ΔF/F traces were then combined, and their average z-scored ΔF/F value was used as the predictor variable. Next, this predictor along with an intercept was tested using our modified cross-validation. To estimate the predictor performance of MSN subpopulation, a random subsample of MSNs with an equal number of simultaneously recorded interneurons in the session was used. This process was repeated 5,000 times, and the average value was used as the predictor performance for each recording session. For single interneurons and single MSNs, the average value across all single neurons was used as the predictor performance for each session. For sessions in which there was only one interneuron, the mean value over all single MSNs was used as the value of the MSN subpopulation.

To predict MSN population fluorescence (Fig. 6b), we used summed population MSN fluorescence as the response variable. Each predictor was binned as described above. To estimate the predictor performance of MSN subpopulation, a random subsample of MSNs with equal number of simultaneously recorded interneurons in the session was used, and the MSN population response was calculated without the subsampled MSNs. This process was repeated 5,000 times and the average value was used as the predictor performance. An intercept term was also included in each model. These analyses were also performed using only positively or negatively modulated interneurons. For single neurons, we set a threshold where directional changes exceeding 1 radian s−1 were counted as vigorous directional changes. To quantify whether there were more vigorous directional changes during laser-on versus laser-off time periods, we identified all directional changes for each session and compared the probability of such changes during each laser-on versus laser-off time period across all sessions. We compared the difference in the probabilities of directional changes during the rising and falling phases of PV or CHI calcium events (including events continuous with the beginning of the session), versus other time periods (Supplementary Fig. 8a,c), neuron-wise.

Correlations of MSN activity with laser-induced PV activation. To examine the uniformity of PV influence on MSNs while the population of PV interneurons was activated optogenetically, we calculated the number of MSNs that had significant asymmetric correlation coefficients during optogenetic stimulation in PV-Chrimson-tdTomato mice. This analysis was identical to the neuron-pairwise asymmetric correlations described above in non-optogenetic mice. To compute significance, we randomly sampled with replacement 10,000 times the binary values to determine whether or not an MSN was significantly correlated with laser-on time periods. We compared the proportion of MSNs significantly correlated to zero by taking the total number of random samples with no significantly correlated values and dividing this by the total number of samples (10,000). We compared the proportions of MSNs to a value of 1 analogously.

Histology and quantification. At the end of the experiments, all mice were transcardially perfused and tissue was processed to confirm both GCaMP6f and tdTomato expression, and cannula placement. Mice were perfused with 30 ml 0.01M phosphate buffered saline (Fisher Scientific, No. BP2944-100), followed by 30 ml 4% paraformaldehyde (Sigma Aldrich, No. 158127). Brains were carefully removed and post-fixed overnight in 4% paraformaldehyde before being transferred to 30% sucrose solution. Brains were sectioned horizontally at a thickness of 40 µm with a freezing microscope (CM 2000R, Leica). Tissue sections were collected throughout the striatum. A subset of sections (4–6 sections per animal) were stained with antibodies against PV (rabbit anti-PV, SW ANT 25, 1:1,000) or Chat (goat anti-Chat antibody, Millipore, No. AB144P 1:500), sections were collected throughout the striatum. A subset of sections (4–6 sections per animal) were stained with antibodies against PV (rabbit anti-PV, SW ANT 25, 1:1,000) or Chat (goat anti-Chat antibody, Millipore, No. AB144P 1:500), followed by Alexa Fluor 633 goat anti-rabbit secondary antibody for PV staining (Invitrogen, No. A11011, 1:1,000) or Alexa Fluor 633 donkey anti-goat secondary antibody for Chat staining (Life Technologies, No. A21082, 1:200). Antibodies and dilution concentrations were as previously reported8–10. Briefly, sections were rinsed with 0.05 M Tris-HCl buffer (Tris, pH 7.6), followed by a 60 min rinse in blocking buffer containing 5% serum and 0.2% Triton. Sections were incubated for 24 h with primary antibodies. Sections were then rinsed three times (10 min each) in Tris-HCl and incubated with the secondary antibody for 2 h. Sections were rinsed again and dried overnight on polyvinylidene fluoride membranes. Membranes were imaged using a water immersion lens. All images were comprised of
Z-stacks taken at 5 μm intervals throughout the 40 μm slices. Stacks were taken from horizontal sections as near as possible to the bottom of the imaging window, and all imaging stacks were taken within 1 mm of the imaging plane. Areas were chosen to include similarly dense tdTomato cell counts across animals by an experimenter blinded to the animal strain. To confirm targeting specificity, each tdTomato+ cell was categorized as immuno-positive or -negative for the antibody stain. We also quantified the number of immuno-positive cells from each stack that were tdTomato+ to estimate the infection efficiency near the imaging window. We analyzed between two and four non-overlapping confocal stacks from four to six slices per animal from a large subset of animals that comprised our GCaMP imaging dataset (n = 7 PV-Cre and n = 7 Chat-Cre mice). Cell counts were pooled across slices stained for the same marker for each animal, and averaged to produce a single data point for quantification.

Statistical tests. Sample sizes were estimated based on neuron yields from pilot studies and published anatomical descriptions of PV and CHI population densities, using G*Power 3.1.9.2. We applied a two-tailed Wilcoxon–Mann–Whitney test utilizing a β/α ratio of 1.0 and an effect size of 0.5. Additional assumptions included the expectation of 300 neurons per recording and PV and CHI density of 2.5% in all cells. Our sample sizes are also consistent with previous publications of calcium imaging in the striatum.

Researchers were aware of the animal strain at the time of recording, but analysis was done offline by a researcher who was unaware of cell identity. For histology experiments, areas were chosen to include similarly dense tdTomato cell counts across animals by an experimenter blinded to the animal strain.

Data recording sessions were randomized between PV and Chat animals over the course of the study. Optogenetic stimulations sessions were randomized in Chimson and tdT control animals, with several non-stimulation days occurring between the two sessions. For all calcium imaging sessions, no direct replication was performed although each animal was subjected to calcium imaging up to three times and data were collapsed together for analysis. For confocal images, we analyzed between two and four non-overlapping confocal stacks from four to six slices, which were pooled together per animal and averaged for quantification.

The detailed statistical tests are described above in the analysis. Briefly, the following statistical tests were used in this study: Chi-square, Wilcoxon rank-sum, sign-tests, Kruskal–Wallis, Friedman, Fisher, binomial, z-tests and Pearson’s correlation. When conducting non-parametric tests we did not make any assumptions of data, including normality. For z-tests, the sample sizes of the distributions were sufficiently large that, according to the central limit theorem, their means were expected to follow normal distributions. If present in a sign-test, ties were removed from consideration automatically and their presence was noted in the manuscript. All values that evaluated to NaN were treated as missing data.

All tests were two-tailed unless noted otherwise; post hoc tests were conducted using the MATLAB function multcompare following a Kruskal–Wallis or a Friedman test. Use of this function was noted in the manuscript as Tukey’s HSD, as using the MATLAB function boxplot, and outliers were removed for visualization. Outliers were determined automatically by the boxplot function. These were defined as data points that were greater than the third quartile value plus 1.5-fold the distance between quartile three and quartile one, or data points that were less than the first quartile value minus 1.5-fold the distance between quartile three and quartile one.

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Code availability
All source code and custom scripts for analysis will be made available on request.

Data availability
The raw data that support the findings of this study are available from the corresponding author upon request.
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| Sample size | Sample sizes were estimated based on neuron yields from pilot studies and published anatomical descriptions of PV and CHI population densities. A compromised power analysis was performed using G*Power 3.1.9.2 (http://www.gpower.hhu.de). We applied a two-tailed Wilcoxon-Mann-Whitney test utilizing an $\beta/\alpha$ ratio=1.0, an effect size of 0.5. Additional assumptions included the expectations of 300 neurons/recording and PV and CHI density of 2.5% of all cells. Applying these assumptions resulted in $\alpha$ and $\beta$ probabilities of <0.1 with 6+ subjects of each genotype background. |
| --- | --- |
| Data exclusions | No animals were excluded from this manuscript. A subset of traces (1.9%) were not analyzed because they contained both slow and fast calcium dynamics making automated selection of calcium events impractical. We found no evidence that these traces were more pronounced in any of the cell classes we identified (PV, MSN, or CHI). Please see Supplemental Methods Page 6, paragraph 5, for details. |
| Replication | No direct replication was performed although each animals was subject to calcium imaging 1-3 times and data was collapsed together for analysis. |
| Randomization | There were no treatment conditions to compare in this study. All recording sessions days were randomly performed with PV-cre and ChAT-cre genotyped animals intermixed across days. |
| Blinding | Partially: On recording days, animals backgrounds were known. Trace extraction and calcium signals were analyzed with the investigators unaware of which neurons belonged to each cell class or the genotype of the animal being analyzed. For histology - sections were selected and images were taken from slides by a researcher not aware of genotype or antibody used. Cells were also counted and quantified from these sections by a researcher blinded to the genotype of the animal or antibody used. |
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Antibodies

Antibodies used

Primary Antibodies against PV (rabbit anti-PV, SWANT PV25 1:1000), Primary anti-ChAT antibody, Millipore AB144P 1:500, Alexa Fluor 633 donkey anti-goat secondary antibody for ChAT staining (Life Technologies, A21082 1:200), Alexa Fluor 633 goat anti-rabbit secondary antibody for PV staining (Invitrogen A21070, 1:1000)

Validation

PV: https://www.swant.com/pdfs/PV27_Rabbit_anti_Parvalbumin.pdf: Absence of AB staining in PV knock out mice. Validated in mice and rat. Also see 1. Kretsinger R.H. (1981) Neurosci. Res. Progr. Bull. 19/8, MIT-Press
2. Celio M.R., Heizmann C.W. (1983) Nature 293: 300-302
3. Celio M.R., Heizmann C.W. (1982) Nature 297:504-506
4. Schwaller B., et al. (1999) Am. J. Physiol. 276. C395-403
5. *Filice F, Celio M.R., Szabolcsi V. (2017) JCN, in press

ChAT: see website for validation studies: http://www.emdmillipore.com/US/en/product/Anti-Choline-Acetyltransferase-Antibody-MM_NF-AB144P: Validated in mice and rats.

Secondaries: Validation:
https://www.thermofisher.com/antibody/product/Donkey-anti-Goat-IgG-H-L-Cross-Adsorbed-Secondary-Antibody-Polyclonal/A-21082
https://www.thermofisher.com/antibody/product/Goat-anti-Rabbit-IgG-H-L-Cross-Adsorbed-Secondary-Antibody-Polyclonal/A-21070

Animals and other organisms

Policy information about studies involving animals: ARRIVE guidelines recommended for reporting animal research

Laboratory animals
Combined experiments included data from both ChAT-Cre mice (n=14; GM24Gsat) and PV-cre mice (n=14; B6;129P2-Pvalbtm1(cre)Arbr/J), 8–12 week old at the start of the experiments, both male and female, were used in this study (Chat-Cre: Mutant Mouse Resource Center, Davis, CA; and PV-cre: Jackson Laboratory, Maine)

Wild animals
N/A

Field-collected samples
N/A

Ethics oversight
All animal procedures were approved by the Boston University Institutional Animal Care and Use Committee

Note that full information on the approval of the study protocol must also be provided in the manuscript.