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Abstract
In this paper we establish weighted estimates for the bilinear Bochner-Riesz operator $B^{\alpha}$ at the critical index $\alpha = n - \frac{1}{2}$ with respect to bilinear weights.
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1 Introduction

1.1 Bochner-Riesz Means

The study of linear Bochner-Riesz means is a vast subject and originates from the classical problem of summability of Fourier series. The $n-$dimensional Bochner-Riesz operator of order $\alpha \geq 0$ acting on a Schwarz class function $f \in S(\mathbb{R}^n)$ is defined by

$$S^{\alpha}(f)(x) := \int_{\mathbb{R}^n} \left(1 - |\xi|^2\right)^{\alpha/2} \hat{f}(\xi) e^{2\pi i x \cdot \xi} d\xi, \quad x \in \mathbb{R}^n,$$

where $x \cdot y$ denotes the standard inner product in $\mathbb{R}^n$, $r_+ = r$ if $r > 0$ and $r_+ = 0$ if $r \leq 0$. The study of $L^p$ boundedness properties of the operator $S^{\alpha}$ has been a central theme in Harmonic analysis. The Bochner-Riesz conjecture is one of the outstanding open problems...
in the subject. The conjecture concerns finding the best possible range of exponents $p$, for a given index $\alpha$, for which the operator $S^{\infty}$ is bounded on $L^p(\mathbb{R}^n)$. The problem has been studied by many mathematicians and is well understood in dimension $n = 1, 2$. However, it remains open to date in dimension $n \geq 3$. We refer the reader to [3, 4, 8, 9, 16, 17] and references therein for specific details.

Note that the convolution kernel of the Bochner-Riesz operator $S^{\alpha}$ is given by

$$K_{\alpha}(x) = c_{\alpha+\frac{n}{2}} \frac{J_{\alpha+\frac{n}{2}}(2\pi|x|)}{|x|^{\alpha+\frac{n}{2}}}, \quad x \in \mathbb{R}^n,$$

where $J_{\alpha+\frac{n}{2}}$ denotes the standard Bessel function of order $\alpha + \frac{n}{2}$. Using the properties of Bessel functions, it is easily verified that for $\alpha > \frac{n-1}{2}$, the kernel $K_{\alpha}$ is an integrable function. As a consequence of this, the $L_p$ boundedness, $1 \leq p \leq \infty$, of the operator $S^{\alpha}$ follows immediately. However, for $0 \leq \alpha \leq \frac{n-1}{2}$ the problem is known to be more difficult.

The case $\alpha = 0$ is referred to as the ball multiplier problem. In [9], C. Fefferman proved that the ball multiplier operator is unbounded on $L^p(\mathbb{R}^n)$, $n \geq 2$, for $p \neq 2$.

The index $\alpha = \frac{n-1}{2}$ is commonly referred to as the critical index for the Bochner-Riesz problem. The Bochner-Riesz operator $S^{\frac{n-1}{2}}$ has a close connection with rough singular integral operators. The operator $S^{\frac{n-1}{2}}$ is bounded on $L^p(\mathbb{R}^n)$ for $1 < p < \infty$ and is of weak-type $(1, 1)$, see [5, 6, 23, 25, 27] for details. The literature is vast and here we do not attempt to provide an exhaustive account of the subject. We only discuss the results which directly concern the current paper.

Next, we move on to discuss the weighted boundedness of the Bochner-Riesz operator $S^{\frac{n-1}{2}}$. In order to describe the results, we need to recall the notion of Muckenhoupt weights.

For a given $1 < p < \infty$, the Muckenhoupt class of weights $A_p$ consists of all non-negative locally integrable functions $w$ satisfying

$$[w]_{A_p} := \sup_B \left( \frac{1}{|B|} \int_B w \right) \left( \frac{1}{|B|} \int_B w^{1-p'} \right)^{p-1} < \infty,$$

where the supremum ranges over all balls $B$ in $\mathbb{R}^n$. Here $p' = \frac{p}{p-1}$ denotes the conjugate index to $p$ and $\frac{1}{|B|} \int_B |f(y)|dy$ is the average of $f$ over ball $B$.

For $p = 1$, the class $A_1$ consists of all weights $w$ such that

$$[w]_{A_1} := esssup \frac{M(w)}{w} < \infty.$$

Here $M$ denotes the classical Hardy-Littlewood maximal operator defined by

$$M(f)(x) := \sup_{B: x \in B} \frac{1}{|B|} \int_B f(y)dy.$$

The constant $[w]_{A_p}, 1 \leq p < \infty$, is referred to as the $A_p$ characteristic constant of the weight $w$.

In [24], X. Shi and Q. Sun proved weighted $L^p$ estimates for the operator $S^{\frac{n-1}{2}}$ for $1 < p < \infty$ with respect to $A_p$ weights. In fact, they obtained weighted estimates for the maximal Bochner-Riesz operator at the critical index. Later, in [27], A. Vargas proved weighted weak-type estimates for the operator $S^{\frac{n-1}{2}}$ at the end-point $p = 1$ with respect to $A_1$ weights. There have been recent developments on the problem in connections with the sparse domination principle and sharp weighted bounds. We would like to refer the interested reader to [6] for more details.
In recent times, there has been some progress on the Bochner-Riesz problem in the bilinear setting. Motivated by these works, in this article we address the question of weighted boundedness of the bilinear Bochner-Riesz operator at the critical index with respect to bilinear weights. In the next section we discuss the bilinear Bochner-Riesz operators in detail.

1.2 Bilinear Bochner-Riesz Means

The bilinear Bochner-Riesz operator of order $\alpha \geq 0$ in $\mathbb{R}^n$, $n \geq 1$, is the bilinear multiplier operator defined by

$$B^\alpha(f, g)(x) := \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (1 - |\xi|^2 - |\eta|^2)^{\alpha} \hat{f}(\xi) \hat{g}(\eta) e^{2\pi i x \cdot (\xi + \eta)} d\xi d\eta$$

$$:= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} K_\alpha(y, z) f(x - y) g(x - z) dy dz,$$

where as in the previous section

$$K_\alpha(y, z) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (1 - |\xi|^2 - |\eta|^2)^{\alpha} e^{2\pi i (y \cdot \xi + z \cdot \eta)} d\xi d\eta = c_{n+\alpha} J_{\alpha+n}(2\pi |(y, z)|) |(y, z)|^{-\alpha+n}, \ y, z \in \mathbb{R}^n.$$

The bilinear Bochner-Riesz operators are natural analogues of the classical Bochner-Riesz operators. They have their origin in the study of double Fourier series and in general, in the study of non-linear PDE’s, see [26] for more details. It is natural to investigate the boundedness properties of the bilinear Bochner-Riesz operators from $L^{p_1}(\mathbb{R}^n) \times L^{p_2}(\mathbb{R}^n)$ into $L^p(\mathbb{R}^n)$ for $1 \leq p_1, p_2 \leq \infty$ satisfying the Hölder relation $\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}$ and the corresponding weighted analogues. The bilinear problem is often significantly more difficult than its linear counterpart. There are a few recent papers in this direction. We provide here a brief survey of known results.

In what follows, we shall always assume that the exponents $p_1, p_2$ and $p$ satisfy the above Hölder relation, unless mentioned otherwise.

In dimension $n = 1$, the bilinear Bochner-Riesz problem is fairly well understood in [2], see Theorem 4.1 for precise details. In [2], F. Bernicot et al. obtained several positive and negative results for the bilinear Bochner-Riesz operator for $\alpha > 0$. Note that the case $\alpha = 0$ corresponds to the bilinear analogue of the ball multiplier problem. In a huge contrast with the previously mentioned ball multiplier result due to C. Fefferman, in [12], L. Grafakos and X. Li proved that the bilinear ball multiplier operator is bounded from $L^{p_1}(\mathbb{R}) \times L^{p_2}(\mathbb{R})$ into $L^p(\mathbb{R})$ for $1 \leq p_1, p_2 \leq \infty$ satisfying the Hölder relation $\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}$ and the corresponding weighted analogues. The bilinear problem is often significantly more difficult than its linear counterpart. There are a few recent papers in this direction. We provide here a brief survey of known results.

In what follows, we shall always assume that the exponents $p_1, p_2$ and $p$ satisfy the above Hölder relation, unless mentioned otherwise.

As in the linear case, it is easily verified that $\alpha = n - \frac{1}{2}$ is the critical index for the bilinear Bochner-Riesz problem. For $\alpha > n - \frac{1}{2}$, the operator $B^{\alpha}$ maps $L^{p_1}(\mathbb{R}^n) \times L^{p_2}(\mathbb{R}^n)$ into $L^p(\mathbb{R}^n)$ for all $1 \leq p_1, p_2 \leq \infty$ satisfying the Hölder relation, see [2] for instance. There are several positive results known in the literature on the boundedness of the operator with $\alpha$ below the critical index. Since our concern in this paper is to investigate the boundedness of the bilinear Bochner-Riesz operator $B^{n-\frac{1}{2}}$, we do not get into the precise statements of all the known results as they are highly technical to describe. In particular, the following results are known.
• [2] $B^\alpha$ is bounded from $L^2(\mathbb{R}^n) \times L^2(\mathbb{R}^n)$ to $L^1(\mathbb{R}^n)$ for all $n \geq 1$ and $\alpha > 0$,
• [16] $B^\alpha$ is bounded from $L^{p_1}(\mathbb{R}^2) \times L^{p_2}(\mathbb{R}^2)$ to $L^p(\mathbb{R}^2)$ for all $2 \leq p_1, p_2 \leq 4$ and $\alpha > 0$.

Remark 1.1 We would like to remark that in [2, 16] the authors have proved many other results. Here we have described only a few selected statements for our convenience. Therefore, we refer to [2, 16, 21] for a detailed account of known results in this direction. Further, we would like to refer to [11, 14, 15] for the study of boundedness properties of the maximal bilinear Bochner-Riesz operators.

The bilinear (or multi-linear in general) analogues of the classical Muckenhoupt weights were systematically developed in [18] by A.K. Lerner et al. Since then, several authors have studied the weighted estimates for important classes of bilinear operators with respect to these bilinear weights. In this direction, we address the question of weighted estimates for the operator $B^{n-\frac{1}{2}}$. Our method of proof exploits the ideas presented in [2, 24]. We use the structure of bilinear weights, see [18], along with powerful extrapolation theorem for multi-linear weights proved in [19, 20] and [22].

Let us briefly recall the notion of Hardy-Littlewood maximal function and weights in the bilinear setting.

1.3 Bilinear Maximal Function and Weights

We shall discuss the results in this section in bilinear setting only for notational convenience. However, we remark that the corresponding results are known in the general multi-linear setting.

Let $f_1, f_2 \in L^1_{loc}(\mathbb{R}^n)$ be locally integrable functions. The bilinear Hardy-Littlewood maximal function $M(f_1, f_2)$ is defined by

$$M(f_1, f_2)(x) = \sup_{r>0} \prod_{j=1}^{2} \int_{B(x,r)} f_j,$$

where the supremum is taken over all balls centered at $x \in \mathbb{R}^n$.

The un-weighted $L^p$ estimates for the operator $M$ immediately follow from the corresponding estimates for the classical Hardy-Littlewood maximal operator and Hölder’s inequality. In [18], A. K. Lerner et al. gave a complete characterization of the class of weights for which the bilinear operator $M$ is bounded. Let us recall the notion of bilinear weights.

Definition 1.2 (Definition 3.5, [18])

Let $1 \leq p_1, p_2 < \infty$ and $\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}$. Denote $\vec{p} = (p_1, p_2)$. Given a pair of weight functions $\vec{\omega} = (\omega_1, \omega_2)$, set

$$v_{\vec{\omega}} = \prod_{j=1}^{2} \omega_j^{\frac{1}{p_j}}$$
We say that $\tilde{\omega}$ satisfies the bilinear $A_{\tilde{p}}$ condition and write $\tilde{\omega} \in A_{\tilde{p}}$ if

$$[\tilde{\omega}]_{A_{\tilde{p}}} := \sup_B \left( \int_B v_{\omega} \right)^{\frac{1}{\tilde{p}}} \prod_{j=1}^2 \left( \int_B \omega_j \right)^{\frac{1}{p_j}} < \infty.$$ 

When $p_j = 1$, the quantity $\left( \int_B \omega_j \right)^{\frac{1}{p_j}}$ has the standard interpretation as $(\text{ess inf}_{B \omega_j})^{-1}$.

**Theorem 1.3** (Theorem 3.7, [18]) For $1 < p_1, p_2 < \infty$, the operator $\mathcal{M}$ is bounded from $L^{p_1}(\omega_1) \times L^{p_2}(\omega_2) \to L^p(v_\omega)$ if and only if $\tilde{\omega} \in A_{\tilde{p}}$.

We also refer to a recent paper [22] for a different formulation of multilinear weights, where the following notion of weights is considered.

**Definition 1.4** (Definition 2.1, [22]) Let $\tilde{r} = (r_1, r_2)$, $\tilde{P} = (p_1, p_2)$ with $r_1, r_2 \in (0, \infty)$ and $p_1, p_2 \in (0, \infty]$. Let $p$ be given by $\frac{1}{\tilde{p}} = \frac{1}{p_1} + \frac{1}{p_2}$. We say $(\tilde{r}, s) \leq \tilde{P}$ if $\tilde{r} \leq \tilde{P}$ and $p \leq s$ where $s \in (0, \infty]$. Here $\tilde{r} \leq \tilde{P}$ means that $r_j \leq p_j$, $j = 1, 2$. For weights $w_1, w_2$ write $w = \prod_{j=1}^2 w_j$. We say that $\tilde{w} = (w_1, w_2) \in A_{\tilde{P}, (\tilde{r}, s)}$ if

$$[\tilde{w}]_{\tilde{P}, (\tilde{r}, s)} := \sup_{Q} \left( \prod_{j=1}^2 \left( \frac{1}{\omega_j} \right)^{\frac{1}{\tilde{r}_j}} \cdot Q \left( \frac{w}{\tilde{P} Q} \right)^{\frac{1}{s}} \right) < \infty,$$

where the supremum in the above is taken over all cubes (with sides parallel to coordinate axes) in $\mathbb{R}^n$. Here we have used the notation $\langle f \rangle_{p, Q} = \left( \frac{1}{|Q|} \int_Q |f|^p \right)^{\frac{1}{p}}$, $0 < p < \infty$ and $\langle f \rangle_{\infty, Q} = \text{ess sup}_{x \in Q} |f(x)|$.

**Remark 1.5** Note that the case $p_j = \infty$ is included in the definition above. For $p_j = \infty$, the norm is interpreted as $\| f_j \|_{L^{p_j}(\omega_j^j)} = \| f_j \omega_j \|_{L^\infty(\mathbb{R}^n)}$. The weight class $A_{\tilde{P}, (\tilde{r}, s)}$ is equivalent to the weight class $A_{\tilde{p}}$ with $\tilde{P} = (p_1, p_2)$, when $\tilde{r} = (1, 1)$ and $s = \infty$. We have $(\omega_1^{p_1}, \omega_2^{p_2}) \in A_{\tilde{p}}$ if and only if $\tilde{\omega} = (\omega_1, \omega_2) \in A_{\tilde{P}, ((1, 1), \infty)}$.

### 1.4 Main Theorem

The main result of this paper is the following.

**Theorem 1.6** The bilinear Bochner-Riesz operator $B^{n-\frac{1}{2}}$ is bounded from $L^{p_1}(\omega_1) \times L^{p_2}(\omega_2) \to L^p(v_\omega)$ for all $\tilde{\omega} \in A_{\tilde{p}}$ with $1 < p_1, p_2 \leq \infty$ and $\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{\tilde{p}}$.

In [20] K. Li et al. established the multi-linear analogue of the classical Rubio de Francia’s extrapolation theorem. We state here the bilinear version of their extrapolation result as follows.
Theorem 1.7 (Corollary 1.5,[20]) Let \( \mathcal{F} \) be a collection of triplets \((f, f_1, f_2)\) of non-negative functions. Let \( \tilde{P} = (p_1, p_2) \) be exponents with \( 1 \leq p_1, p_2 < \infty \), such that given any \( \tilde{\omega} \in A_{\tilde{P}} \), the inequality

\[
\|f\|_{L^p(v\omega)} \lesssim 2^{\frac{2}{p}} \prod_{i=1}^2 \|f_i\|_{L^{p_i}(\omega_i)}
\]

holds for all \((f, f_1, f_2)\) \( \in \mathcal{F} \), where \( \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} \). Then for all exponents \( \tilde{Q} = (q_1, q_2) \) with \( 1 < q_1, q_2 < \infty \), and for all weights \( \tilde{v} = (v_1, v_2) \in A_{\tilde{Q}} \) the inequality

\[
\|f\|_{L^q(v)} \lesssim 2^{\frac{2}{q}} \prod_{i=1}^2 \|f_i\|_{L^{q_i}(v_i)}
\]

holds for all \((f, f_1, f_2)\) \( \in \mathcal{F} \), where \( \frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2} \) and \( v = \prod_{i=1}^2 v_i^{\frac{q_i}{q}} \).

The notation \( A \lesssim B \) means that there is a constant \( C \) such that \( A \leq CB \).

Recently, in [22] B. Nieraeth extended the extrapolation result for multilinear weights using a different approach. This allows us to deduce boundedness at the end-points when \( p_j = \infty \) for some \( j \), see Theorem 4.1 in [22]. Also, [19] K. Li et al. revisited the extrapolation theory to include the end-points \( p_j = \infty \) for some \( j \). Here we follow the notation as in [22].

In view of the discussion above on extrapolation results, it is enough to prove the main Theorem 1.6 for a single triplet and all weights in the corresponding class of bilinear weights. Therefore, we shall prove the following theorem and refer to it as our main result henceforth.

Theorem 1.8 The bilinear Bochner-Riesz operator \( B^{n-\frac{1}{2}} \) is bounded from \( L^2(\omega_1) \times L^2(\omega_2) \rightarrow L^1(v\omega) \) for all \( \tilde{\omega} \in A_{\tilde{P}} \), where \( \tilde{P} = (2, 2) \).

1.5 Organization of the Paper

We develop the auxiliary results required to prove the main theorem in Section 2. Section 3 is devoted to proving the main theorem.

2 Auxiliary Results

The following lemma is a partial substitute of the reverse Hölder inequality in the bilinear setting.

Lemma 2.1 Let \( \tilde{\omega} = (\omega_1, \omega_2) \) \( \in A_{\tilde{P}} \), where \( \frac{1}{\tilde{P}} = \frac{1}{p_1} + \frac{1}{p_2} \) with \( 1 < p_1, p_2 < \infty \), then there exists \( \delta > 0 \), such that \( \tilde{\omega}_\delta = (\omega_1^{1+\delta}, \omega_2^{1+\delta}) \) \( \in A_{\tilde{P}} \).

Note that the above lemma is similar to Lemma 6.1 in [18] and the proof follows with no difficulty. However, for the sake of completeness, we provide the proof here.
Proof Using the characterization of bilinear weights in terms of the classical Muckenhoupt weights from [18], we know that $\tilde{\omega} \in A_p^\alpha$ if and only if $\omega_j^{1-p_j'} \in A_{2p_j'}$ for $j = 1, 2$ and $v_\omega = \prod_{j=1}^2 \omega_j^{p/j} \in A_{2p}$.

The reverse Hölder inequality for $A_p$ weights yields that there exist $t_j > 1$ and $C_j > 0$ for all $j = 1, 2, 3$, such that

$$
\left( \int_B \omega_j^{t(1-p_j')} \right)^{1/t_j} \leq C_j \int_B \omega_j^{1-p_j'} \quad \text{and} \quad \left( \int_B v_\omega^t \right)^{1/t} \leq C_3 \int_B v_\omega.
$$

Set $t = \min\{t_1, t_2, t_3\}$ and $C = \max\{C_1, C_2, C_3\}$ and note that

$$
\left( \int_B \omega_j^{t(1-p_j')} \right)^{1/t} \leq C \int_B \omega_j^{1-p_j'} \quad \text{and} \quad \left( \int_B v_\omega^t \right)^{1/t} \leq C \int_B v_\omega.
$$

Therefore, we have,

$$
\frac{[\tilde{\omega}]_{A_p^\alpha}}{A_{p_t}} = \sup_{B \subset \mathbb{R}^n} \left( \int_B v_\omega^t \right)^{1/t} \prod_{j=1}^2 \left( \int_B \omega_j^{t(1-p_j')} \right)^{1/t_j} \leq C \sup_{B \subset \mathbb{R}^n} \left( \int_B v_\omega^t \right)^{1/t} \prod_{j=1}^2 \left( \int_B \omega_j^{t(1-p_j')} \right)^{1/t_j} = C[a_\alpha]_{A_p^\alpha}.
$$

Finally, choose $\delta > 0$ such that $t = 1 + \delta$ to complete the proof. \qed

Note that one can consider the exponent $\alpha$ in the definition of $B^\alpha$ to be a complex number.

Next, we show that the operator $B^\alpha$ and its derivative with respect to the parameter $\alpha$ satisfy the required $L^p$ estimates for certain index $z$ with $\Re(z) < n - \frac{1}{2}$. These estimates play a key role in order to apply the analytic interpolation theorem proved in [13] by L. Grafakos and M. Mastylo. We use the notation $\partial_x = \frac{\partial}{\partial x}$ and $\partial_x^\alpha = \frac{\partial^\alpha}{\partial x^\alpha}$.

Lemma 2.2 Let $n \geq 1$ and $z = \Re(z) + i\Im(z)$ be a complex number such that $\alpha_n < \Re(z) < n - \frac{1}{2}$, where $\alpha_1 = 0$ and $\alpha_n = 1$ for $n \geq 2$. Then we have the following

$$
\int_{\mathbb{R}^n} |(\partial_x^k) B^\alpha(f, g)(x)|dx \leq C_{n+\Re(z)} \mathcal{C}^{2\Re(z)} \|f\|_{L^2} \|g\|_{L^2}, \quad \text{for } k = 0, 1,
$$

where the constant $\mathcal{C} > 0$ comes from the asymptotic expansion of the Bessel function.

Remark 2.3 The case $k = 0$ in the above lemma is already known. See [2, 16] for details. We exploit the ideas given in [1, 2] to prove the other case $k = 1$.

Proof of Lemma 2.2 We need to prove the lemma for $k = 1$ only. We shall consider the cases $n = 1$ and $n \geq 2$ separately.

Note that for $k = 1$, the multiplier symbol of the bilinear operator under consideration is given by

$$
m(\xi, \eta) = m_0(|\xi|, |\eta|) = (1 - |\xi|^2 - |\eta|^2)^+ \log(1 - |\xi|^2 - |\eta|^2)^+, \quad (\xi, \eta) \in \mathbb{R}^n \times \mathbb{R}^n.
$$

Case I: $n = 1$ We follow the ideas from [1] (see Proposition 6.1) to deal with this case.
We perform the standard spherical smooth decomposition of the symbol, i.e., we write

\[ m(\xi, \eta) = m_{\varphi}(\xi, \eta) + \sum_{j=0}^{\infty} (j + 3)2^{-z(j+3)}m_{2^-j}(\xi, \eta), \]

where

\[ m_{2^-j}(\xi, \eta) = (j + 3)^{-1}2^{z(j+3)}(1 - |\xi|^2 - |\eta|^2)^{\frac{z-1}{2}} \log(1 - |\xi|^2 - |\eta|^2)^{\frac{1}{2}} \psi \left( \frac{1 - |\langle \xi, \eta \rangle|}{2^{-j}} \right) \]

and \( m_{\varphi}(\xi, \eta) = m_{0}(|\xi|, |\eta|)\phi(|\langle \xi, \eta \rangle|) \) with \( z = Re(z) + iIm(z) \), \( Re(z) > 0 \). Denote \( \psi_{2^-j}(t) = \psi \left( \frac{1 - t}{2^{-j}} \right) \). And the functions \( \phi, \psi \) are two radial smooth functions supported in \( B(0, \frac{1}{2}) \) and annulus \( Ann \left( \frac{1}{8}, \frac{5}{8} \right) = \{ (\xi, \eta) : \frac{1}{8} \leq |\langle \xi, \eta \rangle| < \frac{5}{8} \} \) respectively such that

\[ \phi(t) + \sum_{j \geq 0} \psi \left( \frac{1 - t}{2^{-j}} \right) = 1. \]

We also assume that \( \sup_{x \in \mathbb{R}} |\frac{d^k}{d\xi^k} \psi(x)| \leq c \) for all \( 0 \leq k \leq 4 \), where \( c \) is a fixed constant.

Since the symbol \( m_{\varphi} \) is smooth so the corresponding kernel is integrable and the associated bilinear multiplier operator is bounded from \( L^2(\omega_1) \times L^2(\omega_2) \rightarrow L^1(v_\omega) \). Observe that the function \( \psi_{2^-j} \) is smooth and supported in an annular region of inner and outer radius \( 1 - 5 \cdot 2^{-j-3} \) and \( 1 - 2^{-j-3} \) respectively (see [10] and [2], Theorem 4.1 for more details).

We follow the strategy of the proof of Theorem 4.1 from [2] and show that the symbols \( m_{2^-j} \) satisfy the hypothesis of Proposition 6.1 in [1]. For an easy reference, we use the same notation as in [1] and denote \( m_{2^-j} \) by \( m_{\varepsilon} \) with \( \varepsilon = 2^{-j} \).

Let \( v(x) \) denote the distance of a point \( x \in \mathbb{R}^2 \) from the unit circle \( \Gamma \). Let \( \nabla v \) denote the direction of the local normal coordinate and \( (\nabla v)^{\perp} \) denote the direction of tangential coordinate. We need to show that the symbol \( m_{\varepsilon} \) belongs to the class \( \mathcal{N}_{\varepsilon}^\alpha \), which amounts to show that

\[ \left| \frac{\partial^\alpha}{\partial v^\alpha} \frac{\partial^B}{(\nabla v)^{\perp}} m_{\varepsilon} \right| \leq c^{-|\alpha|} \]

for sufficiently many multi-index \( \alpha \) and \( \beta \).

See Definition 1.3 in [1] for the exact definition of \( \mathcal{N}_{\varepsilon}^\alpha \) and more details about the class.

Let \( x = (\xi, \eta) \) be in the open unit ball \( B(0, 1) \). Then \( v(x) = 1 - \sqrt{(\xi^2 + \eta^2)} \) and

\[ \nabla v(x) = \left( \frac{-\xi}{\sqrt{\xi^2 + \eta^2}}, \frac{-\eta}{\sqrt{\xi^2 + \eta^2}} \right) \text{ and } (\nabla v)^{\perp}(x) = \left( \frac{\eta}{\sqrt{\xi^2 + \eta^2}}, \frac{-\xi}{\sqrt{\xi^2 + \eta^2}} \right). \]

Note that \( \nabla m_{\varepsilon} = (\partial_\xi m_{\varepsilon}, \partial_\eta m_{\varepsilon}) \), where

\[
\partial_\xi m_{\varepsilon} = (j + 3)^{-1}2^{z(j+3)}(-2\xi(1 - \xi^2 - \eta^2)^{\frac{z-1}{2}} + \left( 1 + z \log(1 - \xi^2 - \eta^2)^{\frac{1}{2}} \right) \psi) + (j + 3)^{-1}2^{z(j+3)}(1 - \xi^2 - \eta^2)^{\frac{z-1}{2}} \log(1 - \xi^2 - \eta^2)^{\frac{1}{2}} \partial_\xi \psi \]

and

\[
\partial_\eta m_{\varepsilon} = (j + 3)^{-1}2^{z(j+3)}(-2\eta(1 - \xi^2 - \eta^2)^{\frac{z-1}{2}} + \left( 1 + z \log(1 - \xi^2 - \eta^2)^{\frac{1}{2}} \right) \psi) + (j + 3)^{-1}2^{z(j+3)}(1 - \xi^2 - \eta^2)^{\frac{z-1}{2}} \log(1 - \xi^2 - \eta^2)^{\frac{1}{2}} \partial_\eta \psi. \]

Therefore,

\[
\partial_{(\nabla v)^{\perp}} m_{\varepsilon} = \nabla m_{\varepsilon} \cdot (\nabla v)^{\perp} = (j + 3)^{-1}2^{z(j+3)}(1 - \xi^2 - \eta^2)^{\frac{z}{2}} \log(1 - \xi^2 - \eta^2)^{\frac{1}{2}} (\eta \partial_\xi \psi - \xi \partial_\eta \psi) = 0. \]
Therefore, we only need to consider \( \partial_\eta \psi_\epsilon - \xi \partial_\xi \psi_\epsilon \) = 0. Now,
\[
\partial_{\nabla v} m_\epsilon = \nabla m_\epsilon \cdot \nabla v = (j + 3)^{-1} 2^{z(j+3)} \left( 2\sqrt{\xi^2 + \eta^2} (1 + z \log(1 - \xi^2 - \eta^2)) (1 - \xi^2 - \eta^2)^{z-1} \psi_\epsilon \right)
+ (j + 3)^{-1} 2^{z(j+3)} \frac{1}{\epsilon} (1 - \xi^2 - \eta^2)^{z-1} \log(1 - \xi^2 - \eta^2) \psi'_\epsilon.
\]
Therefore,
\[
|\nabla m_\epsilon \cdot \nabla v| \lesssim \epsilon^{-1}.
\]
In the above we have used the fact that for \( \text{Re}(z) > 0 \), \((1 - \xi^2 - \eta^2)^{z-1} \log(1 - \xi^2 - \eta^2)\) is a bounded function and it is bounded by \((j + 3)^{-1} 2^{-\text{Re}(z)(j+3)}\).

Now set \( \tilde{m}_\epsilon = \nabla m_\epsilon \cdot \nabla v \). Observe that the second term of \( \nabla m_\epsilon \cdot \nabla v \) is similar to \( \epsilon^{-1} m_\epsilon \). Therefore, it suffices to consider \( \tilde{m}_\epsilon \) as
\[
(j + 3)^{-1} 2^{z(j+3)} \left( 2\sqrt{\xi^2 + \eta^2} (1 + z \log(1 - \xi^2 - \eta^2)) (1 - \xi^2 - \eta^2)^{z-1} \psi_\epsilon \right).
\]
Now,
\[
\partial_{\nabla v}^2 m_\epsilon = \nabla \tilde{m}_\epsilon \cdot \nabla v,
\]
where
\[
\nabla \tilde{m}_\epsilon = (\partial_\xi \tilde{m}_\epsilon, \partial_\eta \tilde{m}_\epsilon) \text{ and } \partial_\xi \tilde{m}_\epsilon = (j + 3)^{-1} 2^{z(j+3)} \frac{2\xi}{\sqrt{\xi^2 + \eta^2}} (1 - \xi^2 - \eta^2)^{z-1} (1 + z \log(1 - \xi^2 - \eta^2)) \psi_\epsilon
+ (j + 3)^{-1} 2^{z(j+3)} 2z(-2\xi) \sqrt{\xi^2 + \eta^2} (1 - \xi^2 - \eta^2)^{z-2} (1 + z \log(1 - \xi^2 - \eta^2)) \psi_\epsilon
+ (j + 3)^{-1} 2^{z(j+3)} (\frac{-2\xi}{\epsilon}) (1 - \xi^2 - \eta^2)^{z-1} (1 + z \log(1 - \xi^2 - \eta^2)) \psi'_\epsilon.
\]
Similarly we get,
\[
\partial_\eta \tilde{m}_\epsilon = (j + 3)^{-1} 2^{z(j+3)} \frac{2\eta}{\sqrt{\xi^2 + \eta^2}} (1 - \xi^2 - \eta^2)^{z-1} (1 + z \log(1 - \xi^2 - \eta^2)) \psi_\epsilon
+ (j + 3)^{-1} 2^{z(j+3)} 2z(-2\eta) \sqrt{\xi^2 + \eta^2} (1 - \xi^2 - \eta^2)^{z-2} (1 + z \log(1 - \xi^2 - \eta^2)) \psi_\epsilon
+ (j + 3)^{-1} 2^{z(j+3)} (\frac{-2\eta}{\epsilon}) (1 - \xi^2 - \eta^2)^{z-1} (1 + z \log(1 - \xi^2 - \eta^2)) \psi'_\epsilon.
\]
Now using the previous arguments we get
\[
|\partial_{\nabla v}^2 m_\epsilon| \leq C \epsilon^{-2}.
\]
Similar arguments work for general multi-index \( \alpha \) and \( \beta \) and we get
\[
|\partial_{\nabla v}^\alpha \partial_{(\nabla v)\perp}^\beta m_\epsilon| \leq C \epsilon^{-|\alpha|},
\]
where \( C \) is a positive constant.
Case II: $n \geq 2$ In this case $\alpha_n = 1$. The desired result follows by invoking the following lemma from [2].

Lemma 2.4 (Lemma 3.7, [2]) Let $n \geq 2$ and $m_0$ be a bounded function supported in $[-1, 1]^2$ such that

$$\partial_{\lambda_1} \partial_{\lambda_2} m_0(\lambda_1, \lambda_2) \in L^1(\mathbb{R}^2).$$

Define $m(\xi, \eta) = m_0(|\xi|, |\eta|)$ for $(\xi, \eta) \in \mathbb{R}^n \times \mathbb{R}^n$. Then the bilinear multiplier operator $T_m$ associated with $m$ is bounded from $L^2(\mathbb{R}^n) \times L^2(\mathbb{R}^n)$ into $L^1(\mathbb{R}^n)$. Moreover,

$$\|T_m\|_{L^2(\mathbb{R}^n) \times L^2(\mathbb{R}^n) \rightarrow L^1(\mathbb{R}^n)} \lesssim \|\partial_{\lambda_1} \partial_{\lambda_2} m_0\|_{L^1(\mathbb{R}^2)}.$$

We shall verify the hypothesis of the above lemma to deduce the desired result. Note that we have

$$\partial_{\lambda_1} \partial_{\lambda_2} m_0(\lambda_1, \lambda_2) = 4z(z-1)\lambda_1 \lambda_2 (1-\lambda_1^2-\lambda_2^2)^{\gamma-2} \log(1-\lambda_1^2-\lambda_2^2) + 4\lambda_1 \lambda_2 (2z-1)(1-\lambda_1^2-\lambda_2^2)^{\gamma-2}.$$

Therefore,

$$\int_{\mathbb{R}^2} |\partial_{\lambda_1} \partial_{\lambda_2} m_0(\lambda_1, \lambda_2)| d\lambda_1 d\lambda_2 \lesssim \int_{B(0,1)} (1-\lambda_1^2-\lambda_2^2)^{Re(z)-2} \log(1-\lambda_1^2-\lambda_2^2) d\lambda_1 d\lambda_2$$

$$+ \int_{B(0,1)} (1-\lambda_1^2-\lambda_2^2)^{Re(z)-2} d\lambda_1 d\lambda_2$$

$$\lesssim \int_0^1 (1-u)^{Re(z)-2} du + \int_0^1 (1-u)^{Re(z)-2} \log(1-u) du$$

$$\lesssim 1 + \int_{\frac{1}{2}}^1 (1-u)^{Re(z)-2} du + \int_{\frac{1}{2}}^1 (1-u)^{Re(z)-2} \log(1-u) du.$$

Since $Re(z) > 1$, the above integrals are finite. This completes the proof.

3 Weighted Estimates for the Bilinear Bochner-Riesz Operator

As mentioned previously our proofs are motivated from the ideas given in [2, 24]. The key ideas of the proof consist of the analytic interpolation for operators and the multi-linear extrapolation theorem.

First, we shall observe that weighted estimates for the bilinear operator $\mathcal{B}^z$ hold when $Re(z) > n - \frac{1}{2}$. Note that using the estimate on the kernel of the operator $\mathcal{B}^z$, the following pointwise estimate holds

$$|\mathcal{B}^z(f, g)(x)| \lesssim M(f)(x)M(g)(x), \quad Re(z) > n - \frac{1}{2}.$$

See [2] for details. However, this does not yield weighted estimates for the operator $\mathcal{B}^z$ with respect to bilinear weights. We point out in the following lemma that pointwise domination of $\mathcal{B}^z(f, g)$ by the bilinear maximal function $\mathcal{M}(f, g)$ holds when $Re(z) > n - \frac{1}{2}$

Lemma 3.1 Let $n \geq 1$ and $Re(z) > n - \frac{1}{2}$. Then the inequality

$$|\mathcal{B}^z(f, g)(x)| \leq C_n + Re(z) e^{\gamma |Im(z)|^2} \mathcal{M}(f, g)(x)$$

\[\square\] Springer
holds for all \( f, g \in L^1_{\text{loc}}(\mathbb{R}^n) \) and an absolute positive constant \( C = C(n + \text{Re}(z)) \) depending on the dimension \( n \) and \( \text{Re}(z) \).

**Proof** Let \( z = \alpha + it \), with \( \alpha = n - \frac{1}{2} + \epsilon, \; \epsilon > 0 \). We have

\[
B^z(f, g)(x) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} K_z(y_1, y_2) f(x - y_1)g(x - y_2) dy_1 dy_2,
\]

where \( K_z(y) = \frac{\Gamma(\alpha+1+it)}{\pi^{n+2}} \frac{J_{\alpha+it}(2\pi|y|)}{|y|^{n+\alpha+2}} \), \( y = (y_1, y_2) \).

Invoking standard estimates of Bessel functions, the following kernel estimate holds.

\[
|K_z(y_1, y_2)| \leq \frac{C(n + \alpha + it)}{(1 + |y_1| + |y_2|)^{\alpha+n+\frac{1}{2}}},
\]

where \( C(n + \alpha + it) \leq C n^{\alpha}(\text{Im}(z)) \).

Therefore, we have

\[
|B^z(f, g)(x)| \leq C n^{\alpha} e^{\text{Im}(z)} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|f(x - y_1)||g(x - y_2)|}{(1 + |y_1| + |y_2|)^{2n+\epsilon}} dy_1 dy_2
\]

where \( B \) denotes the unit ball in \( \mathbb{R}^n \) and for \( \lambda > 0 \), the set \( \lambda B \) denotes the dilated ball in \( \mathbb{R}^n \) with center at the origin and radius \( \lambda \). With a slight abuse of notation, in the above expression, \( 2^kB \setminus 2^{k-1}B \) should be thought of as \( B \) when \( k = 0 \). Because of symmetry, it is enough to estimate terms with \( j \leq k \). Let us consider one such term.

\[
\int_{2^j B \setminus 2^{j-1}B} \int_{2^k B \setminus 2^{k-1}B} \frac{|f(x - y_1)||g(x - y_2)|}{(1 + |y_1| + |y_2|)^{2n+\epsilon}} dy_1 dy_2
\]

\[
\lesssim \frac{1}{(2^k)^{2n+\epsilon}} \int_{|y_1| \leq 2^k} \int_{|y_2| \leq 2^k} |f(x - y_1)||g(x - y_2)| dy_1 dy_2
\]

\[
\lesssim 2^{- \frac{k-j+\epsilon}{\epsilon}} M(f, g)(x).
\]

Therefore, one can sum up with respect to \( k \) and \( j \). This completes the proof.

The pointwise estimate in the above lemma along with the weighted estimates for the bilinear maximal function yield the following.

**Corollary 3.2** Let \( n \geq 1 \) and \( z \in \mathbb{C} \) be such that \( \text{Re}(z) > n - \frac{1}{2} \). Then the operator \( B^z \) is bounded from \( L^{p_1}(\omega_1) \times L^{p_2}(\omega_2) \to L^p(\nu_0) \) for all \( \omega \in A^p \) with \( 1 < p_1, p_2 < \infty \) and \( \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p} \).

As mentioned previously, we exploit the ideas from [24] to prove Theorem 1.8. In the process, we need to prove certain estimates on the bilinear Bochner-Riesz operator \( B^z \) for some index \( z \) with \( \text{Re}(z) < n - \frac{1}{2} \).

### 3.1 Proof of Theorem 1.8

We shall consider the cases \( n = 1 \) and \( n \geq 2 \) separately and provide a detailed proof for the latter case. The other case follows similarly.

Let us consider the case when \( n \geq 2 \).
For $\epsilon_1, \epsilon_2 > 0$, and $N \in \mathbb{N}$, consider the operator

$$\tilde{B}^{\epsilon_1, \epsilon_2, N}(f, g)(x) = B^{(1+\epsilon_1)(1-\epsilon_2) + it(n-\frac{1}{2}+\epsilon_2)}(f, g)(x)(v_N(x))^2e^{Az^2},$$

such that $A > \mathcal{C}$ and $v_N(x)$ is defined by

$$v_N(x) = \begin{cases} v_0(x), & \text{if } v_0(x) \leq N, \\ N, & \text{if } v_0(x) > N. \end{cases}$$

Note that $v_N(x) \leq v_0(x)$, for a.e. $x$. The parameters $\epsilon_1$ and $\epsilon_2$ will be chosen suitably at a later stage.

Let $f, g$ be compactly supported positive smooth functions and $h$ be a bounded function. Further, let $\delta_0 > 0$ be an arbitrarily small number and set

$$f_{\delta_0}(x) = f(x)(\omega_1(x) + \delta_0)^{-\frac{1}{2}}$$

and

$$g_{\delta_0}(x) = g(x)(\omega_2(x) + \delta_0)^{-\frac{1}{2}}$$

We use the duality for the operator under consideration and define the following function

$$\psi(z) = \int_{\mathbb{R}^n} \tilde{B}^{\epsilon_1, \epsilon_2, N}(f_{\delta_0}, g_{\delta_0})(x)h(x)dx$$

$$= \int_{\mathbb{R}^n} B^{(1+\epsilon_1)(1-\epsilon_2) + it(n-\frac{1}{2}+\epsilon_2)}(f_{\delta_0}, g_{\delta_0})(x)(v_N(x))^2h(x)e^{Az^2} dx,$$

where $0 \leq Re(z) \leq 1$.

Apply Lemma 2.2 to see that the function $\psi$ is analytic in the strip $S = \{z \in \mathbb{C} : 0 < Re(z) < 1\}$, bounded and continuous on the closure $\bar{S} = \{z \in \mathbb{C} : 0 \leq Re(z) \leq 1\}$. Consequently, the “Three lines lemma” from complex analysis yields

$$|\psi(\theta)| \leq C\left(\sup_{t \in \mathbb{R}}|\psi(it)|\right)^{1-\theta}\left(\sup_{t \in \mathbb{R}}|\psi(1+it)|\right)^{\theta}, \theta \in (0, 1).$$

Note that,

$$\psi(it) = \int_{\mathbb{R}^n} B^{(1+\epsilon_1)(1-it)+it(n-\frac{1}{2}+\epsilon_2)}\left(f(\omega_1 + \delta_0)^{-\frac{it}{2}}, g(\omega_2 + \delta_0)^{-\frac{it}{2}}\right)(x)(v_N(x))^2h(x)e^{-At^2} dx$$

Therefore, we have

$$\sup_{t \in \mathbb{R}}|\psi(it)| \leq \|h\|_{L^\infty} \sup_{t \in \mathbb{R}} e^{-At^2} \int_{\mathbb{R}^n} |B^{(1+\epsilon_1)(1-it)+it(n-\frac{1}{2}+\epsilon_2)}\left(f(\omega_1 + \delta_0)^{-\frac{it}{2}}, g(\omega_2 + \delta_0)^{-\frac{it}{2}}\right)(x)|$$

Next observe that,

$$Re\left[(1+\epsilon_1)(1-it) + it\left(n - \frac{1}{2} + \epsilon_2\right)\right] = 1 + \epsilon_1 > 1.$$ 

By Lemma 2.2 we get the following

$$\sup_{t \in \mathbb{R}}|\psi(it)| \leq C\|h\|_{L^\infty} \sup_{t \in \mathbb{R}} e^{-A-it^2} \left(\int_{\mathbb{R}^n} |f(\omega_1 + \delta_0)^{-\frac{it}{2}}|^2 dx\right)^{\frac{1}{2}} \left(\int_{\mathbb{R}^n} |g(\omega_2 + \delta_0)^{-\frac{it}{2}}|^2 dx\right)^{\frac{1}{2}} 

\leq C_{\epsilon_1, \epsilon_2}\|h\|_{L^\infty(\mathbb{R}^n)}\|f\|_{L^2(\mathbb{R}^n)}\|g\|_{L^2(\mathbb{R}^n)}.$$ 

In the above inequality, we have used that $A > \mathcal{C}$. 

Springer
In a similar fashion, we get the following estimate on $\psi(z)$ for $z = 1 + it$.

$$\sup_{t \in \mathbb{R}} |\psi(1 + it)| \leq \|h\|_{L^{\infty}(\mathbb{R}^n)} \sup_{t \in \mathbb{R}} e^{A(1-t^2)} \int_{\mathbb{R}^n} |\mathcal{B}^{(1+\epsilon_1)(-it)+(1+it)}(n-\frac{1}{2}+\epsilon_2)(f (\omega_1 + \delta_0)^{-\frac{1+it}{2}}, g(\omega_2 + \delta_0)^{-\frac{1+it}{2}})(x)|v_N(x)dx$$

$$\leq \|h\|_{L^{\infty}(\mathbb{R}^n)} \sup_{t \in \mathbb{R}} e^{A(1-t^2)} \int_{\mathbb{R}^n} |\mathcal{B}^{(1+\epsilon_1)(-it)+(1+it)}(n-\frac{1}{2}+\epsilon_2)(f (\omega_1 + \delta_0)^{-\frac{1+it}{2}}, g(\omega_2 + \delta_0)^{-\frac{1+it}{2}})(x)|v_\omega(x)dx.$$  

Above we have used the fact that $v_N(x) \leq v_\omega(x)$, for a.e. $x$. In this case,

$$\text{Re} \left[(1 + \epsilon_1)(-it) + (1 + it) \left(n - \frac{1}{2} + \epsilon_2\right)\right] = n - \frac{1}{2} + \epsilon_2 > n - \frac{1}{2}.$$  

We invoke Corollary 3.2 to get the following estimate

$$\sup_{t \in \mathbb{R}} |\psi(1 + it)| \leq C_{\epsilon_1, \epsilon_2} \|h\|_{L^{\infty}(\mathbb{R}^n)} \sup_{t \in \mathbb{R}} e^{-(A - \epsilon)t^2} \left(\int_{\mathbb{R}^n} |f (\omega_1 + \delta_0)^{-\frac{1+it}{2}}|^2 |g(\omega_2 + \delta_0)^{-\frac{1+it}{2}}|^2 | \omega_1(x)|dx\right)^{\frac{1}{2}}$$

$$\leq C_{\epsilon_1, \epsilon_2} \|h\|_{L^{\infty}(\mathbb{R}^n)} \|f\|_{L^2(\mathbb{R}^n)} \|g\|_{L^2(\mathbb{R}^n)}.$$  

In the above we have used the fact that $(\omega_j + \delta_0)^{-1} \leq \omega_j^{-1}$, for $j = 0, 1$. The three lines lemma along with the above estimates on $\psi$ at the boundary of the strip $S$ yields the following

$$|\psi(\theta)| \leq C_{\epsilon_1, \epsilon_2} \|h\|_{L^{\infty}(\mathbb{R}^n)} \|f\|_{L^2(\mathbb{R}^n)} \|g\|_{L^2(\mathbb{R}^n)}, \quad 0 < \theta < 1. \quad (3)$$  

Since

$$\psi(\theta) = \int_{\mathbb{R}^n} \mathcal{B}^{(1+\epsilon_1)(1-\theta)+(n-\frac{1}{2}+\epsilon_2)}(f (\omega_1 + \delta_0)^{\theta}, g(\omega_2 + \delta_0)^{\theta})(v_N(x))^{\theta} h(x)dx$$

$$= \int_{\mathbb{R}^n} \mathcal{B}^{(1+\epsilon_1)(1-\theta)+(n-\frac{1}{2}+\epsilon_2)} \left( f (\omega_1 + \delta_0)^{\frac{-\theta}{2}}, g(\omega_2 + \delta_0)^{\frac{-\theta}{2}} \right) (v_N(x))^{\theta} h(x)dx$$

The estimate (3) and standard duality argument give us that

$$\int_{\mathbb{R}^n} |\mathcal{B}^{(1+\epsilon_1)(1-\theta)+(n-\frac{1}{2}+\epsilon_2)} \left( f (\omega_1 + \delta_0)^{\frac{-\theta}{2}}, g(\omega_2 + \delta_0)^{\frac{-\theta}{2}} \right) (v_N(x))^{\theta} h(x)dx$$

$$\leq C \left( \int_{\mathbb{R}^n} |f(x)|^2 dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^n} |g(x)|^2 dx \right)^{\frac{1}{2}}.$$
The constant $C$ in the above inequality is independent of $N$ and $\delta_0$ and hence letting $N \to \infty$, $\delta_0 \to 0$ and replacing $f$ and $g$ by $f\omega_1^\theta$ and $g\omega_2^\theta$ respectively in the above inequality, we get

$$
\int_{\mathbb{R}^n} \left| B^{(1+\epsilon_1)(1-\theta)+\theta(n-\frac{1}{2}+\epsilon_2)} (f, g)(x)(v_\omega(x))^\theta \right| dx \leq C \left( \int_{\mathbb{R}^n} |f(x)|^2 \omega_1^\theta dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^n} |g(x)|^2 \omega_2^\theta dx \right)^{\frac{1}{2}},
$$

(4)

where $0 < \theta < 1$.

Note that the above estimate (4) holds for all bilinear weights $\tilde{\omega} \in A_{\tilde{p}}$.

Recall Lemma 2.1 which says that for any $\tilde{\omega} \in A_{\tilde{p}}$, there exists $\delta > 0$ such that $\tilde{\omega}_\delta = \left( \omega_1^{1+\delta}, \omega_2^{1+\delta} \right) \in A_{\tilde{p}}$.

For a given bilinear weight $\tilde{\omega} \in A_{\tilde{p}}$, the estimate (4) holds true for the weight $\tilde{\omega}_\delta \in A_{\tilde{p}}$ with the choice $\theta = \frac{1}{1+\delta}$ and consequently we get the following

$$
\| B^{\lambda} (f, g) \|_{L^1(v_\omega)} \leq C \| f \|_{L^2(\omega_1)} \| g \|_{L^2(\omega_2)},
$$

(5)

where $\lambda = (1+\epsilon_1) \left( 1 - \frac{1}{1+\delta} \right) + \frac{1}{1+\delta} \left( n - \frac{1}{2} + \epsilon_2 \right)$.

Finally, once $n \geq 2$, we can choose $\epsilon_1$ and $\epsilon_2$ appropriately so that $\lambda = n - \frac{1}{2}$.

This completes the proof of Theorem 1.8 when $n \geq 2$.

As mentioned previously, the remaining case, i.e., the case $n = 1$, may be completed similarly with the following modifications.

In this case, we consider the operator

$$
B^{\epsilon_1, \epsilon_2, N} (f, g)(x) = B^{(1+\epsilon_1)(1-\theta)+\theta(n-\frac{1}{2}+\epsilon_2)} (f, g)(x)(v_N(x))^\epsilon e^{Az^2}.
$$

We follow the argument as used in the previous case along with Lemma 2.2 for $n = 1$. This will lead to estimate (5) with $\lambda = \epsilon_1 \left( 1 - \frac{1}{1+\delta} \right) + \frac{1}{1+\delta} \left( \frac{1}{2} + \epsilon_2 \right)$. Again, it is easy to see that one can choose $\epsilon_1$ and $\epsilon_2$ appropriately so that $\lambda = \frac{1}{2}$.

This completes the proof of Theorem 1.8 for $1 < p_1, p_2 < \infty$.
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