Quasi-local conformal Killing horizons: Classical phase space and the first law
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I. INTRODUCTION

A black hole is described to be a region of spacetime where the gravitational attraction is high enough to prevent even light from escaping to infinity. In asymptotically flat spacetimes, the impossibility of light escaping to future null infinity forms the appropriate characterization of a black hole. In other words, this region lies outside the causal past of the future null infinity $J^+$. The boundary of such a region is called the event horizon $\mathcal{H}$ [1, 2]. To be more precise, consider a strongly asymptotically predictable spacetime $(\mathcal{M}, g_{ab})$. The spacetime is said to contain a black hole if $\mathcal{M}$ is not contained in $J^-(\mathcal{I}^+)$. The black hole region is denoted by $\mathcal{B} = \mathcal{M} - J^-(\mathcal{I}^+)$ and the event horizon is the boundary of $\mathcal{B}$ (alternatively it may also be defined as the future boundary of past of future null infinity: $\mathcal{H} = \partial \{ J^-(\mathcal{I}^+) \}$). The definition of event horizon thus requires that we are able to construct the future null infinity $\mathcal{I}^+$. This implies that the entire future of the spacetime needs to be known beforehand to ensure the existence of an event horizon. Indeed, the condition of strong asymptotic predictibility of spacetime signifies that we have a complete knowledge of the future evolution. From the above consideration, it is clear that $\mathcal{H}$ is a global concept and it becomes difficult to proceed much further using this definition. However, the notions simplify for stationary spacetimes which are expected states of black holes in equilibrium. In equilibrium, these spacetimes admit Killing symmetries and thus exhibit a variety of interesting features. Indeed, the strong rigidity theorem implies that the event horizon of a stationary black hole is a Killing horizon [3]. However, not all Killing horizons are event horizons. Killing horizons only require a timelike Killing vector field in the neighbourhood of the horizon whereas construction of a stationary event horizon requires a global timelike Killing vector field.

The identification of the event horizon of a stationary black hole to a Killing horizon was useful to prove the laws of mechanics for event horizons [4]. It was shown that in general relativity, the surface gravity $\kappa_H$ of a stationary black hole must be a constant over the event horizon. The first law of black hole mechanics refers to stationary space-times admitting an event horizon and small perturbations about them. This law states that the differences in mass $M$, area $A$ and angular momentum $J$ to two nearby stationary black hole solutions are related through $\delta M = \kappa_H 6A/8\pi + \Omega_H 6J$. One gets additional terms like charge if matter fields are present. Hawking's proof that due to quantum particle creation, black holes radiate to infinity, particles of all species at a temperature $\kappa_H/2\pi$, implied that laws of black hole mechanics are the laws of thermodynamics of black holes [5]. Moreover, the entropy of the black holes must be proportional to its area [6, 7].

However, it was realised very soon that this identification of entropy to area leads to new difficulties. Classical general relativity gives rise to infinite number of degrees of freedom but it is not clear if the laws of thermodynamics can arise out of a statistical mechanical treatment of these classical information (see [8]). One must find ways to extract quantum degrees of freedom of general relativity. The framework of Killing Horizon was broadened to understand the origin of entropy and black hole thermodynamics [9–15]. It turned out that the framework of Isolated Horizons (IH) was more suited to address these questions from the perspective of loop quantum gravity [16–22]. It is argued that the effective quantum degrees of freedom which capture the thermodynamic information of black holes are localised, more precisely, reside on the horizon. Isolated horizons are suited for this description since they capture only the local information; isolated horizons are local descriptions of horizons and unlike event horizons, do not require the global history of spacetime [23–31]. It arises that the effective field theory induced on a IH is a Chern- Simons theory whose quantisation and counting of states is consistent with the results of Bekenstein and Hawking. Moreover, since IH replaced the global notion of event horizons with a local description, the requirement of a knowledge of full space-time history as well as the asymptotics is avoided (see [32, 33] for a first order description of theories with topological terms). The underlying spacetime therefore might not admit a global Killing vector at all in the isolated framework. While this has been a significant development in the understanding of black hole mechanics, generalizations to dynamically evolving horizons has also been reported [36–38]. These dynamical horizons are closely related to the notion of trapping horizons developed earlier [34, 35]. Using the boundary conditions for dynamical horizon it was shown that a flux balance law, relating the change of area of the dynamical horizon to the flux of the matter energy, exists, reproducing an integrated version of a first law [36–38]. Moreover, it has also been shown that if the horizon is slowly evolving, a form of the first law arises [39–41]. The construction of a phase space for these horizons has also been carried out in the metric variables.

Another class of horizons that has been of interest are conformal Killing horizons (CKH). Though not a trapping horizon it essentially captures a dynamical situation. The notion of CKH and its properties were developed in [42–46]. These are null hypersurfaces whose null geodesics are orbits of a conformal Killing field. If $\xi^a$ is a vector field which satisfies $\mathcal{L}_{\xi} g_{ab} = 2\xi^c g_{cb}$, and is null, it generates a CKH for the metric $g_{ab}$. It has been shown that an analogue of the zeroth law holds for a conformal Killing horizon as well. More precisely, since $\xi^a$ generates a null surface, it is geodesic and one can define an acceleration through $\xi^a \nabla_b \xi^a = \kappa_\xi \xi^a$. Then, the quantity $(\kappa_\xi - 2f)$ which essentially is a combination of the acceleration of the conformal Killing vector and the conformal factor, can be shown to be Lie dragged along the horizon and can therefore be interpreted as a temperature. An analogue of the first law is therefore expected to hold in this case as well but has not been established in the literature. In this paper, we address the
question if a form of the first law can be established at all for a CKH. As we discuss below, if such a law exists, it may lead to some important clues for a dynamically evolving horizon.

The plan of the paper is as follows. We start by developing the geometry of a quasi-local conformal Killing horizon. We assume that a spacetime time region $\mathcal{M}$ has a null boundary $\Delta$ which however may have non-zero expansion ($\theta = -2 \rho \neq 0$). In other words we take the null generators of $\Delta$ to be only shear-free. We observe that these conditions are enough to ensure that the null generators $l^a$ are conformal Killing vectors on $\Delta$. Now, since these null surfaces are not expansion free, they may be growing; in fact $\mathcal{L}_l \epsilon = \theta \epsilon$ and hence, are good candidates for growing horizons. The situation in some sense mimics what one has at null infinity in an asymptotically flat space-time. However, we are more interested in an inner horizon. The physical situation for these horizons can be visualised as follows. Suppose matter falls in through a horizon as a result of which it grows (supposing that matter satisfies standard energy conditions) and hence has a non-zero positive expansion. When this matter flux stops to fall in through the horizon, by the Raychaudhuri equation, an initially positively expanding horizon will slow down its expansion and after some time reach the state of equilibrium. This equilibrium state has zero expansion and its geometrical set-up has been developed through the Isolated horizon formulation. We are interested to construct the space of solutions of only those dynamically evolving horizons which can be generated by a conformal Killing vector field. By construction, the CKH admit a limit to the IH formulation. We suppose that the matter flux across $\Delta$ be a real scalar field ($\varphi$) satisfying the condition $\mathcal{L}_l \varphi = -2 \rho \varphi$ on the horizon. The geometrical conditions ensures that a form of zeroth law exists. In the next section, we show that the action for general relativity admits a well defined variational principle in the presence of the conformal Killing horizon boundary and proceed to construct the symplectic structure. An interesting outcome is the construction of the phase space, identification of a boundary symplectic structure and the existence of a first law. Further, it arises that gravity and matter together gives a well defined phase space provided a balance condition holds. In the next section, we show that the action for general relativity admits a well defined variational principle in

II. GEOMETRICAL SETTING AND BOUNDARY CONDITIONS

In this section, we introduce the minimal set of boundary conditions which are suitable for a quasilocal conformal Killing horizon. We assume that all fields under consideration are smooth. Let $\mathcal{M}$ be a 4-manifold equipped with a metric $g_{ab}$ of signature $(-,+,+,+)$. Consider a null hypersurface $\Delta$ of $\mathcal{M}$ with $l^a$ being its future directed null normal. Given this null normal $l^a$, one can introduce another future directed null vector field $n^a$ which is transverse to $\Delta$. Further, one has a set of complex null vector field $(m, \bar{m})$, which are tangential to $\Delta$. This null tetrad $(l, n m \bar{m})$ constitutes the Newman-Penrose basis. The vector fields satisfy the condition that $l.n = -1 = -m.\bar{m}$, while all other scalar products vanish. Let $g_{ab}$ be the degenerate metric on the hypersurface. The expansion $\theta_l$ of the null normal is given by $\nabla^b n_a$. In terms of the Newman-Penrose co-efficients, $\theta_l = -2 \rho$ (see appendix A and [47] for details). The acceleration of $l^a$ follows from the expression $l^b \nabla_a l_b = (\epsilon + \bar{\epsilon}) l^a$ and is given by $\kappa_l := \epsilon + \bar{\epsilon}$. To avoid cumbersome notation, we will do away with the subscripts ($l$) from now on if no confusion arises. It would be useful to define an equivalence class of null normals $[l^a]$ such that two null normals $l$ and $l'$ will be said to belong to the same equivalence class if $l' = cl$ where $c$ is a constant on $\Delta$.

Quasi-local conformal horizon

Definition: A null hypersurface $\Delta$ of $\mathcal{M}$ will be called quasi-local conformal horizon if the following conditions hold:

1. $\Delta$ is topologically $S^2 \times R$ and null.
2. The shear $\sigma$ of $l$ vanishes on $\Delta$ for any null normal $l$.
3. All equations of motion hold at $\Delta$ and the stress-energy tensor $T_{ab}$ on $\Delta$ is such that $-T_{a b} l^b$ is future directed and causal.
4. If $\varphi$ is a matter field then it must satisfy $\mathcal{L}_l \varphi = -2 \rho \varphi$ on $\Delta$ for all null normals $l$.
5. The quantity $[2 \rho + \epsilon + \bar{\epsilon}]$ is Lie dragged for any null-normal $l$.

Some comments on the boundary conditions are in order. The first condition imposes restrictions on the topology of the hypersurface. It is natural to motivate this condition from Hawking’s theorem on the topology of black holes in
asymptotically flat stationary spacetimes or its extension [3, 48]. But, we are also interested in spacetimes which are asymptotically non-flat or that they are non-stationary for which, these theorems may not hold true. However it is not unnatural to argue that since black hole horizons forming out of gravitational collapse have spherical topologies, such conditions might exist. This condition is also assumed in the Isolated Horizon formalism. For these isolated hypersurfaces, the expansion $\theta$ of the null normal $l^a$ vanishes (which is not true in our case). It is possible that cross-sections of such quasilocal horizons may admit other topologies. For the time being, we would not include such generalities and only retain the condition that the cross-sections of the hypersurfaces are spherical.

The second boundary condition on the shear is a simplification. Shear measures the amount of gravitational flux flowing across the surface, and we put the gravity flux to be vanishing. This boundary condition on the shear $\sigma$ of null normal $l^a$ has several consequences. First, since $l_a$ is hypersurface orthogonal, the Frobenius theorem implies that $\rho$ is real and $\kappa = 0$. Secondly, the Ricci identity can be written as

$$D\sigma - \delta \kappa = \sigma(\rho + \bar{\rho} + 3\epsilon - \bar{\epsilon}) - \kappa(\tau - \bar{\tau} + \bar{\alpha} + 3\beta) + \Psi_0,$$  

where $D = l^a \nabla_a$, $\delta = m^a \nabla_a$, $\Psi_0$ is one of the Weyl scalars and the other quantities are the Newman–Penrose scalars (see [47] for details). If $\sigma \overset{\Delta}{=} 0$, it implies $\Psi_0 \overset{\Delta}{=} 0$. Next, since $l^a$ is null normal to $\Delta$, it is twist-free and a geodetic vector field. The implications of $l^a$ being twist-free has already been shown above. The acceleration of $l^a$ follows from the expression $l^b \nabla_a l^b = (\epsilon + \bar{\epsilon})l^b$ and is given by $\kappa_l := \epsilon + \bar{\epsilon}$. The acceleration of the null normal varies over the equivalence class $[c]l$ where $c$ is a constant on $\Delta$. This is only natural that the acceleration varies in the class since in the absence of the knowledge of asymptotics, the acceleration cannot be fixed.

Further, it can be seen that the null normal $l^a$ is such that

$$\nabla_\epsilon (l^b l^a) \overset{\Delta}{=} -2\rho m_{(a} \bar{m}_b),$$  

which implies that $l^a$ is a conformal Killing vector on $\Delta$. Moreover, the Raychaudhuri equation implies that $R_{ab} l^a l^b \neq 0$ and hence $-R_{ab} l^a b$ can have components which are tangential as well as transverse to $\Delta$.

The third boundary condition only implies that the field equations of gravity be satisfied and that the matter fields be such that their energy momentum tensor satisfies some mild energy conditions. The fourth and the fifth boundary conditions are somewhat ad hoc but can be motivated. Let us first look at the fourth boundary condition. We have kept open the possibility that matter fields may cross the horizon and the horizon may grow. The matter field is taken to be a massless scalar field $\varphi$ which behaves in a certain way which mimics it's conformal nature. The fifth condition is motivated by the fact that surface gravity remains invariant under conformal transformations [44, 45]. It can be shown that the quantity that is constant for these horizons is $(2\rho + \epsilon + \bar{\epsilon})$. A conformal transformation of the metric amounts to a conformal transformation of the two-metric on $\Delta$. Under a conformal transformation $g_{ab} \rightarrow \Omega^2 g_{ab}$ and one needs a new covariant derivative operator which annihilates the conformally transformed metric. Under such a conformal transformation $l^a \rightarrow l^a, l_a \rightarrow \Omega^2 l_a, n^a \rightarrow \Omega^{-2} n^a, n_a \rightarrow n_a, m^a \rightarrow \Omega^{-1} m^a, m_a \rightarrow \Omega m_a$. The new derivative operator is such that it transforms as

$$\nabla_a l_b \rightarrow \Omega^2 \nabla_a l_b + 2\Omega \partial_a \Omega \ l_b - \Omega^2 \left[ l_a \delta^c_b \partial_b \log \Omega + l_c \delta^c_b \partial_a \log \Omega - g_{ab} g^{cd} l_c \partial_d \log \Omega \right]$$  

If one defines a one-form $\omega_a \overset{\Delta}{=} -n^b \nabla_b l_a$, it transforms under the conformal transformation as

$$\tilde{\omega}_a \overset{\Delta}{=} \omega_a + 2\partial_a \log \Omega - \partial_a \log \Omega - n_a l^c \partial_c \log \Omega$$  

It follows that the Newman–Penrose scalars transform in the following way

$$\rho \overset{\Delta}{=} \rho - L_l \log \Omega$$  

$$\sigma \overset{\Delta}{=} \sigma$$  

where, $\rho = -m^a \bar{m}_b \nabla_a l_b$ and $\sigma = -\bar{m}^a \bar{m}_b \nabla_a l_b$. Thus it follows that $2\rho + \epsilon + \bar{\epsilon}$ remains invariant under a conformal transformation. At this point, it would be useful to recall the boundary conditions of a weakly isolated horizon and note the important differences. A weakly isolated horizon is a null hypersurface which satisfies the first and the third boundary conditions given here and that the expansion of the null normal $l^a$ be zero. On such surface, there exists a one-form $\omega_a$ which is also assumed to be Lie dragged by the vector field $l^a$. Thus, instead of the condition on shear, for a WEH, the expansion of the null normal $l^a$ is taken to be vanishing, $\theta = 0 = 2\rho$. By the Raychaudhuri equation, the boundary conditions imply that the shear is zero and that no matter field crosses the horizon (and hence the name
isolated). However, here, we impose only the condition that the shear vanishes and keep the possibility that matter fields may fall through the surface (but no gravitational flux) and that the hypersurface may grow along the affine parameter. As we shall show, removing our last condition does not restrict one to define a well defined phase space, but is essential to get a first law. It is an analogue of the condition $\mathcal{L}_i (\epsilon + \vec{e}) \overset{\Delta}{=} 0$ assumed in the case of weakly isolated horizon. It may be useful to note that the fifth boundary condition as given above, can be recast in a form which is an analogue of that for a weakly isolated horizon by setting $\mathcal{L}_i \log \Omega = 0$, where $\dot{\omega}_a \overset{\Delta}{=} \omega_a + \partial_a \log \Omega - n_a \Gamma^c \partial_c \log \Omega$ and the conformal factor is set such that $\mathcal{L}_i \log \Omega = \rho$.

### III. ACTION PRINCIPLE AND THE CLASSICAL PHASE SPACE

We are interested in constructing the space of solutions of general relativity, and we use the first order formalism in terms of tetrads and connections. This formalism is naturally adapted to the nature of the problem in the sense that the boundary conditions are easier to implement. Moreover it has the advantage that the construction of the covariant phase- space becomes simpler. For the first order theory, we take the fields on the manifold to be $(e^I_a, A^I_{aJ}, \varphi)$, where $e^I_a$ is the co- tetrad, $A^I_{aJ}$ is the gravitational connection and $\varphi$ is the scalar field. The Palatini action in first order gravity with a scalar field is given by:

$$ S_{G+M} = - \frac{1}{16\pi G} \int_M (\Sigma^{IJ} \wedge F_{IJ}) - \frac{1}{2} \int_M d\varphi \wedge \ast d\varphi $$

where $\Sigma^{IJ} = \frac{1}{2} \varepsilon^{IJKL} e^K \wedge e^L$, $A_{IJ}$ is a Lorentz $SO(3,1)$ connection and $F_{IJ}$ is a curvature two-form corresponding to the connection given by $F_{IJ} = da_{IJ} + A_{IK} \wedge A^K_{\ J}$. The action might have to be supplemented with boundary terms to make the variation well defined.

### Variation of the action

For the variational principle, we consider the spacetime to be bounded by a null surface $\Delta$, two Cauchy surfaces $M_+$ and $M_-$ which extend to the asymptotic infinity. The boundary conditions on the fields are the following. At the asymptotic infinity, the fields satisfy appropriate boundary conditions. The fields on the hypersurfaces $M_+$ and $M_-$ are fixed so that their variations vanish. On the surface $\Delta$, we fix a set of internal null- tetrad $(l^I, n^I, m^I, \tilde{m}^I)$ such that the flat connection annihilates them. The fields on the manifold $(e^I_a, A^I_{aJ}, \varphi)$, must satisfy the following conditions. First, on $\Delta$, the configurations of the tetrads be such that $l^a = e^a_I l^I$ are the null vectors which satisfy the boundary conditions for quasi- local conformal horizon. Second, the possible connections also satisfy the boundary conditions and be such that $(2\rho + \epsilon + \vec{e})$ is constant. Thirdly, we consider all those configurations of scalar field which, on $\Delta$, satisfy $\mathcal{L}_i \varphi = -2\rho \varphi$.

We now check that the variational principle is well- defined if the boundary conditions on the fields, as given above, hold. However, we need some expressions for tetrads and connections on $\Delta$, details of which are given in the appendix A. On the conformal horizon, the $\Sigma^{IJ}$ is given by

$$ \Sigma^{IJ} \overset{\Delta}{=} 2l^I n^J \varepsilon^{2n} (i m^I \tilde{m}^J - i \tilde{m}^I m^J), $$

and the connection is given by

$$ A_{aIJ} \overset{\Delta}{=} 2 \left[ (\epsilon + \vec{e}) n_a - (\alpha + \beta) \tilde{m}_a - (\alpha + \beta) m_a \right] l^I n^J + 2 (\kappa n_a + \tilde{m} m_a) m^I n^J + 2 (\kappa n_a + \rho m_a) \tilde{m}^I n^J $$

$$ + 2 (\kappa n_a - \mu m_a - \lambda m_a) m^I l^J + 2 (\mu n_a - \mu m_a - \lambda \tilde{m}_a) \tilde{m}^I l^J $$

$$ + 2 [-(\epsilon + \vec{e}) n_a + (\alpha - \beta) m_a + (\beta - \alpha) \tilde{m}_a] m^I l^J. $$

The Lagrangian 4- form for the fields $(e^I_a, A^I_{aJ}, \varphi)$ is given in the following way.

$$ L_{G+M} = - \frac{1}{16\pi G} (\Sigma^{IJ} \wedge F_{IJ}) - \frac{1}{2} d\varphi \wedge \ast d\varphi. $$

The first variation of the action leads to equations of motion and boundary terms. The equations of motion consist of the following equations. First, variation of the action with respect to the connection implies that the curvature $F_{IJ}$ is related to the Riemann tensor $R^{cd}$, through the relation $F_{ab}^{IJ} = R_{ab}^{cd} e^c_I e^d_J$. Second, variation with respect to the
tetrads lead to the Einstein equations and third, the first variation of the matter field gives the equation of motion of the matter field. On-shell, the first variation is given by the following boundary terms

$$\delta L_{G+M} := d\Theta(\delta) = -\frac{1}{16\pi G} d\left(\Sigma^{IJ} \wedge \delta A_{IJ}\right) - d(\delta \varphi \ast d\varphi), \quad (12)$$

which are to be evaluated on the boundaries \(M_-, M_+\), asymptotic infinity and \(\Delta\). However, since fields are set fixed on the initial and the final hypersurfaces they vanish. The boundary conditions at infinity are assumed to be appropriately chosen and they can be suitably taken care of. The only terms which are of relevance for this case are the terms on the internal boundary. On the internal boundary \(\Delta\), the boundary terms give (see appendix B for details)

$$16\pi G \delta L_{G+M} = -\delta \left(\frac{R_{11}}{\rho} n\right) \wedge 2\epsilon - \delta (2\rho n \wedge 2\epsilon) + 8\pi G \delta \left(\frac{T_{11}}{\rho} n\right) \wedge 2\epsilon \quad (13)$$

Since Einstein’s equations give \(R_{11} = 8\pi G T_{11}\), the first and the third term cancel and only \((2\rho n \wedge 2\epsilon)\) remains. Thus, if one adds the term \(16\pi G S^j = \int_\Delta (2\rho n \wedge 2\epsilon)\) to the action, it is well defined for the set of boundary conditions on \(\Delta\). As we shall see below, since this is a boundary term, it does not contribute to the symplectic structure.

**Covariant phase-space and the symplectic Structure**

For a general Lagrangian, the on-shell variation gives \(\delta L = d\Theta(\delta)\) where \(\Theta\) is called the symplectic potential. It is a 3-form in space-time and a 0-form in phase space. Given the symplectic potential, one can construct the symplectic structure \(\Omega(\delta_1, \delta_2)\) on the space of solutions. One first constructs the symplectic current \(J(\delta_1, \delta_2) = \delta_1 \Theta(\delta_2) - \delta_2 \Theta(\delta_1)\), which, by definition, is closed on-shell. The symplectic structure is then defined to be:

$$\Omega(\delta_1, \delta_2) = \int_M J(\delta_1, \delta_2) \quad (14)$$

where \(M\) is a space-like hypersurface. It follows that \(dJ = 0\) provided the equations of motion and linearized equations of motion hold. This implies that when integrated over a closed region of spacetime bounded by \(M_+ \cup M_- \cup \Delta\) (where \(\Delta\) is the inner boundary considered),

$$\int_{M_+} J - \int_{M_-} J + \int_\Delta J = 0, \quad (15)$$

where \(M_+, M_-\) are the initial and the final space-like slices, respectively. If the third term vanishes then the bulk symplectic structure is independent of choice of hypersurface. However, if it does not vanish but turns out to be exact, \(\int_\Delta J = \int_\Delta dj\) then the hypersurface independent symplectic structure is given by:

$$\Omega(\delta_1, \delta_2) = \int_M J - \int_{S_\Delta} j \quad (16)$$

where \(S_\Delta\) is the 2-surface at the intersection of the hypersurface \(M\) with the boundary \(\Delta\). The quantity \(j(\delta_1, \delta_2)\) is called the boundary symplectic current and symplectic structure is also independent of the choice of hypersurface.

Our strategy shall be to construct the symplectic structure for the action given in eqn. (8). Let us first look at the Lagrangian for gravity. The symplectic potential in this case is given by, \(16\pi G \Theta(\delta) = -\Sigma^{IJ} \wedge \delta A_{IJ}\). The symplectic current is therefore given by,

$$J_G(\delta_1, \delta_2) = -\frac{1}{8\pi G} \delta_1 \Sigma^{IJ} \wedge \delta_2 A_{IJ} \quad (17)$$

The above expression eqn. (17), when pulled back and restricted to the surface \(\Delta\) gives

$$\delta_1 \Sigma^{IJ} \wedge \delta_2 A_{IJ} \overset{\Delta}{=} -2\delta_{[1} \epsilon \wedge \delta_{2]} \left\{ (\epsilon + \check{\epsilon})(n - (\alpha + \check{\beta})m - (\check{\alpha} + \beta)\bar{m}) \right\} + 2\delta_{[1} (n \wedge im) \wedge \delta_{2]} (\rho m) - 2\delta_{[1} (n \wedge i\bar{m}) \wedge \delta_{2]} (\rho \bar{m}) \quad (18)$$
It can be shown that the symplectic current pulled back on to $\Delta$ for the gravity sector is given by (see the appendix for details)\(^1\)

\[
J_G(\delta_1, \delta_2) \triangleq -\frac{1}{4\pi G} \left[ d \left( \delta_{[1} \, \epsilon \, \delta_{2]} \log \rho \right) + \delta_{[1} \, \epsilon \, \wedge \, \delta_{2]} \left\{ \left( \frac{\Phi_{00}}{\rho} \right) n \right\} \right]
\]

(19)

The first term in the above expression is exact but not others. Therefore the phase is well defined for our boundary conditions $\sigma \triangleq 0$ provided, if either $\Phi_{00} = 0$, there is no matter flux across the horizon or if $\Phi_{00}/\rho$ gets cancelled with a contribution from the matter degrees of freedom through Einstein’s equation. We deal with a more general case. We show that the contribution of the scalar field is such that the symplectic current on $\Delta$ is again exact.

The symplectic current for the real scalar field is given by, $J_M(\delta_1, \delta_2) = 2 \delta_{[1} \varphi \, \delta_{2]} \ast d\varphi$. The symplectic current on the hypersurface $\Delta$ can be obtained as

\[
J_M(\delta_1, \delta_2) = 2\delta_{[1} \varphi \, \delta_{2]}(D\varphi \, n \wedge \bar{m}),
\]

(21)

where $D = l^a \nabla_a$. The boundary condition on the scalar field implies $D\varphi = -2\rho \varphi$ and hence, we get that

\[
J_M(\delta_1, \delta_2) = 4\delta_{[1} \varphi \, \delta_{2]}(-\varphi \, \rho \, n \wedge \bar{m})
\]

\[
= -d \left\{ \delta_{[1} \varphi^2 \, \delta_{2]} \, \epsilon \right\} + \delta_{[1} \frac{D\varphi D\varphi}{\rho} \, n \wedge \, \delta_{2]} \, \epsilon
\]

\[
= -d \left\{ \delta_{[1} \varphi^2 \, \delta_{2]} \, \epsilon \right\} + \delta_{[1} \, \epsilon \wedge \, \delta_{2]} \left( \frac{T_{11}}{\rho} n \right)
\]

(22)

(23)

The combined expression is then given by:

\[
J_{M+G}(\delta_1, \delta_2) \triangleq -\frac{1}{4\pi G} \left\{ d \left( \delta_{[1} \, \epsilon \, \delta_{2]} \log \rho \right) \right\} - d \left\{ \delta_{[1} \varphi^2 \, \delta_{2]} \, \epsilon \right\}
\]

(24)

It follows that the hypersurface independent symplectic structure is given by:

\[
\Omega(\delta_1, \delta_2) = \int_M J_{M+G}(\delta_1, \delta_2) - \int_{S_\Delta} j = -\frac{1}{8\pi G} \int_M \delta_{[1} \Sigma^{IJ} \wedge \, \delta_{2]} A_{IJ} + 2 \int_M \delta_{[1} \varphi \, \delta_{2]}(\ast d\varphi)
\]

\[
+ \frac{1}{4\pi G} \int_{S_\Delta} \{ \delta_{[1} \, \epsilon \wedge \, \delta_{2]} \log \rho \} + \int_{S_\Delta} \delta_{[1} \varphi^2 \, \delta_{2]} \, \epsilon
\]

(25)

In the next section, we shall use this expression to derive the first law of mechanics for the conformal Killing horizon.

**Hamiltonian evolution and the first law**

Given the symplectic structure, we can proceed to study the evolution of the system. We assume that there exists a vector which gives the time evolution on the spacetime. Given this vector field, one can define a corresponding vector field on the phase-space which can be interpreted as the infinitesimal generator of time evolution in the covariant phase-space. The Hamiltonian $H_I$ generating the time evolution is obtained as $\delta H_I = \Omega(\delta, \delta_I)$, for all vector fields $\delta$ on the phase-space. Using the Einstein equations, we get that

\[
\Omega(\delta, \delta_I) = -\frac{1}{16\pi G} \int_{S_\Delta} \left[ (l.A_{IJ}) \delta \Sigma^{IJ} - (l.\Sigma^{IJ}) \wedge \delta A_{IJ} \right] + \int_{S_\Delta} \delta \varphi \left( l \ast d\varphi \right)
\]

\[
+ \frac{1}{8\pi G} \int_{S_\Delta} \left( \delta^2 \epsilon \, \delta_{1} \log \rho - \delta_{1} \, \epsilon \, \delta \log \rho \right) + \int_{S_\Delta} \frac{1}{2} \left( \delta \varphi^2 \, \delta_{1} \, \epsilon - \delta_{1} \varphi^2 \delta \, \epsilon \right)
\]

(26)

\(^1\) The entire construction and whatever follows goes through for negative $\rho$ with the replacement $|\rho|$ in place of $\rho$ in the argument of log.
We now need to impose a few conditions on the fields to make a well defined Hamiltonian. These conditions are to be imposed since the action of \( \delta_l \) on some phase-space fields is not like \( \mathcal{L}_l \). This is because of \( \rho, \epsilon + \bar{\epsilon} \) and \( \varphi \) all cannot be free data on \( \Delta \). First, we note the following equalities

\[
\mathcal{L}_l \left( \frac{1}{4\pi G} \log \rho - \frac{1}{8\pi G} \log \varphi - \varphi^2 \right) = \frac{1}{4\pi G} (2\rho + \epsilon + \bar{\epsilon})
\]

(27)

\[
\mathcal{L}_l \left( \frac{2\epsilon}{\varphi} \right) = 0
\]

(28)

We assume that \( \delta_l \) acts on \( (2\rho + \epsilon + \bar{\epsilon}) \) and \( \left( \frac{2\epsilon}{\varphi} \right) \) like \( \mathcal{L}_l \). This can also be argued in the following fashion. Since \( \delta_l \mathcal{L}_l (2\rho + \epsilon + \bar{\epsilon}) = 0 \) it immediately implies that \( \mathcal{L}_l \delta_l (2\rho + \epsilon + \bar{\epsilon}) = 0 \). Hence, choosing \( \delta_l (2\rho + \epsilon + \bar{\epsilon}) = 0 \) at the initial cross-section implies that it remains zero throughout \( \Delta \). Furthermore if we set \( \delta_l \left( \frac{1}{4\pi G} \log \rho - \frac{1}{8\pi G} \log \varphi - \varphi^2 \right) = 0 \) at the initial cross-section, it remains zero everywhere on \( \Delta \) and so,

\[
\frac{\delta_l \rho}{\rho} - 8\pi G \varphi \delta_l \varphi - \frac{\delta_l \varphi}{2\varphi} = 0
\]

(29)

Another condition can be derived from the equation above

\[
\delta_l \left( \frac{2\epsilon}{\varphi} \right) = \frac{1}{\varphi} \delta_l \epsilon - \epsilon \frac{1}{\varphi^2} \delta_l \varphi = 0
\]

(30)

The variations \( \delta_l \) satisfy the following differential equations, which can be checked to be consistent with each other:

\[
\mathcal{L}_l \delta_l \varphi = -2\delta_l \rho \varphi - 2\rho \delta_l \varphi
\]

(31)

\[
\mathcal{L}_l \delta_l \epsilon = -2\delta_l \rho \epsilon - 2\rho \epsilon \delta_l \epsilon
\]

(32)

Putting condition (29) in (31), we get

\[
\delta_l \varphi = C(\theta, \phi) \exp \left[ - \int \left( 16\pi G \varphi^2 + 3 \right) \rho dv \right],
\]

(33)

where \( C(\theta, \phi) \) is a constant of integration. If we choose this constant \( C(\theta, \phi) = 0 \), it immediately implies that \( \delta_l \varphi = 0 = \delta_l \epsilon \). With the choice of \( \delta_l \) only the bulk symplectic structure survives and one gets from eq. (26) \(^2\)

\[
\delta H_l = -\frac{1}{8\pi G} \int_{\Delta} (2\rho + \epsilon + \bar{\epsilon}) \delta \epsilon \varphi + \frac{1}{8\pi G} \int_{\Delta} 2\epsilon (\delta \rho - 8\pi G \delta \varphi D \varphi) + \delta E^\infty
\]

(34)

where we have redefined our Hamiltonian \( H_l = \bar{H}_l + \int_{\Delta} \rho \epsilon \). This redefinition is possible since the definition of the Hamiltonian is ambiguous up to a total variation. Further, as expected \( \Omega(\delta_l, \delta_l) = 0 \). Next we define, \( E^\Delta = E^\infty - H_l \), as the horizon energy. It is clear from above that for \( \rho \to 0 \) (i.e in the isolated horizon limit) it matches with the definition in [36, 37] if asymptotics is flat and \( E^\infty = E_{ADM} \). It therefore follows that:

\[
-\delta E^\Delta = -\frac{1}{8\pi G} \int_{\Delta} (2\rho + \epsilon + \bar{\epsilon}) \delta \epsilon \varphi + \frac{1}{8\pi G} \int_{\Delta} \left[ 2\epsilon (\delta \rho + 8\pi G \delta \varphi D \varphi) \right].
\]

(35)

To recover the the more familiar form of first law known for a dynamical situation, we assume there is a vector field \( \tilde{\delta} \) on phase space which acts only on the fields on \( \Delta \) (and not in the bulk) such that it’s action on the boundary variables is to evolve the boundary fields along the affine parameter \( v \) (it may be interpreted to be a time evolution, like \( \mathcal{L} \)). Now demanding that \( \tilde{\delta} \) to be Hamiltonian would give an integrability condition which also ensures that \( \delta_l \) is Hamiltonian. So one can calculate \( \Omega(\tilde{\delta}, \delta_l) := \tilde{\delta} H_l \) which can be written in the following form\(^3\)

\[
E^\Delta = \frac{1}{8\pi G} (2\rho + \epsilon + \bar{\epsilon}) \hat{A} + \frac{1}{8\pi G} \int_{\Delta} \left[ 2\epsilon (\delta \rho + 8\pi G \varphi D \varphi) \right]
\]

(36)

where dots imply changes in the variables produced by the action of \( \tilde{\delta} \). Note that if \( \tilde{\delta} = \mathcal{L}_l \), then, \( \tilde{\delta} \varphi D \varphi \) gives the expression \( T_{\mu \nu} \bar{\n}^\mu \bar{\n}^\nu \). Equation (36) is the form of evolution for the conformal Killing horizons. The first term in the above expression is the usual \( TdS \) term while the second term is a flux term which takes into account the non-zero matter flux across \( \Delta \).

\(^2\) We assume that the contribution from the boundary at asymptotic infinity is a total variation \( \delta E^\infty \).

\(^3\) If the stress tensor satisfies the dominant energy condition then \( (2\rho + \epsilon + \bar{\epsilon}) \) is a constant on \( \Delta \) [44].
IV. DISCUSSIONS

In this paper, we have developed the geometrical set-up for a quasi-local description of a conformal Killing horizon. Further, we have also shown that one can understand these horizons to have a zeroth law (as was also discussed in [43]) and a first law. This development of a notion of quasi-local conformal horizon should be taken in the same spirit as the development of the notion of isolated horizon from Killing horizons. A conformal Killing horizon is one which has a conformal Killing vector in the neighbourhood of the horizon. In contrast, a quasi-local conformal horizon only requires the existence of a null hypersurface generating vector which is shear free on the null hypersurface. The number of solutions of Einsteins’s equation for gravity and matter that admits a conformal Killing horizon may be small (examples of such kind has been constructed by [44]). However the solutions admitting a quasi-local conformal horizon may be large. We do not comment on the nature of solutions that admits a quasi-local conformal horizon, we think that significant amount of insights may be obtained by numerical simulations and therefore falls in the regime of numerical relativity. The most useful application of these geometrical structures are in the dynamical evolution of black holes. Indeed, as matter falls in through the horizon and the black hole horizon grows, the expansion is non-zero. In such cases, it is important to understand if in this dynamical situation one can prove the existence of laws for black hole mechanics in some form.

We have taken a real scalar field as the matter field in question. The flux balance law is seen to be successfully implemented if it satisfies a condition $\mathcal{L}_i \varphi \equiv -2\rho \varphi$. This assumption is motivated through the fact that $l^a$ is a conformal Killing vector on $\Delta$. Taking other matter fields will therefore be an immediate extension of our work. Further, from the onset we have ignored any space-like axial conformal Killing vector on $S_\Delta$. So a generalization to the rotational case seems to be another plausible extension. Since the case of an isolated horizon appears as a special case $\rho \rightarrow 0$, the consistency of our analysis can actually be checked by taking the isolated horizon limit. In fact we perform this consistency check and find that the final expressions and the first law does give back the results obtained for an isolated horizon.

We should mention at this point that our construction does not capture the most general dynamical situation, as constructed in [34, 36]. The horizons discussed in these references are spacelike boundaries foliated by partially trapped two surfaces which may not be shear-free. Further, an integrated version of the first law has been demonstrated to exist, which captures the dynamics of growing black hole horizons in full generality. However in these constructions, which use metric variables, the existence of a well defined phase-space has not been established and consequently the first law does not follow directly from the symplectic structure. In our case we have assumed that there is no gravitational flux (shear is zero) but only matter flows across the null boundary $\Delta$. In this simplified geometry, we have demonstrated that a space of solutions of Einstein’s equations exists which admit the boundary conditions of CKH and that a differential version of the first law of black hole mechanics can be obtained. Also, we have used the first order formalism for the construction of this symplectic structure. We do not know if one may get a well defined symplectic structure for boundary conditions discussed in [34, 36]. Even if one is able to construct a phase-space, it is not possible to obtain a differential version the first law since there is no analogue of the zeroth law for such boundaries, but an integrated version of the first law is expected to hold.

Given a form of the first law, it is obvious to compare with the first law of thermodynamics. However, since the horizon is growing, it describes a non-equilibrium situation and hence may differ considerably from equilibrium thermodynamics where one studies the transition from one equilibrium state to a nearby equilibrium state. One should keep in view that thermodynamics arises out of microscopic dynamics of the underlying degrees of freedom and have universal validity (that are independent of the underlying dynamics of a particular system). For a general dynamical spacetime (when the gravitational degrees of freedom are excited), there is no time translation symmetry and hence no definition of entropy may be possible. Also in non-equilibrium cases, a system may not get enough time to relax back to the equilibrium state and hence no canonical definition of temperature exists. But, in the present scenario, though the horizon makes transition between two states which are far from equilibrium, because there exits a conformal Killing vector, this leads to a definite identification of temperature and a first law and possibly entropy. One may then enquire if dynamically growing horizons is attributed some entropy that can arise from some counting of microstates. The boundary symplectic structure has a natural interpretation of being the symplectic structure of a field theory residing on the boundary. In the case of an isolated horizon it turns out to be an $SU(2)$ or an $U(1)$ Chern-Simons theory. A quantization of the boundary theory therefore provides a microscopic description of the entropy of the isolated horizon. Since we explicitly construct the boundary symplectic structure it will be interesting to see if it does coincide with any known topological field theory. A complete answer to such questions shall have important implications for thermodynamics as well as black hole physics.
Appendix A: The Connection in terms of Newman-Penrose coefficients

Fix a set a internal null vectors \((l_I, n_I, m_I, \bar{m}_I)\) on \(\Delta\) such that \(\partial_a(l_I, n_I, m_I, \bar{m}_I) \triangleq 0\). Given any tetrad \(e_a^I\), the null tetrad \((l_a, n_a, m_a, \bar{m}_a)\) can be expanded as \(l_a = e_a^I l_I\). The expression for \(\Sigma^{IJ}\) can now be readily calculated and is given as.

\[
\Sigma^{IJ} = 2[l^I n^J] 2\epsilon + 2n \wedge (im l^I m^J - i\bar{m} l^I \bar{m}^J)
- 2i l \wedge n m^I \bar{m}^J - 2l \wedge (im n^I \bar{m}^J - i\bar{m} n^I m^J)
\]

This is the full expression for \(\Sigma^{IJ}\) where nothing has been been assumed regarding the nature of the boundary \(\Delta\). If \(\Delta\) is a null surface and \(l_a\) is the null normal, we get that

\[
\Sigma^{IJ} \triangleq 2[l^I n^J] 2\epsilon + 2n \wedge (im l^I m^J - i\bar{m} l^I \bar{m}^J)
\]

The covariant derivative is defined to be compatible with the tetrad \(\text{i.e.} \nabla_b e_a^I = 0\). The covariant derivatives on the null tetrads can be written in terms of the Newman-Penrose coefficients and are given by the following,

\[
\nabla_a l_b = -(\epsilon + \bar{\epsilon})n_a l_b + \bar{\kappa}_n a m_b + \kappa n_a \bar{m}_b - (\gamma + \bar{\gamma})l_a l_b + \bar{\tau} l_a m_b + \tau l_a \bar{m}_b
+ [(\alpha + \bar{\beta})\bar{m}_a l_b - \rho \bar{m}_a m_b - \sigma \bar{m}_a \bar{m}_b + (\alpha + \bar{\beta})m_a l_b - \rho m_a m_b - \sigma m_a m_b]
\]

\[
\nabla_a n_b = (\epsilon + \bar{\epsilon})n_a n_b - \pi n_a m_b + \bar{\pi} n_a \bar{m}_b + (\gamma + \bar{\gamma})l_a n_b - \nu l_a m_b - \bar{\nu} l_a \bar{m}_b
- [(\alpha + \bar{\beta})\bar{m}_a n_b - \mu \bar{m}_a m_b - \lambda \bar{m}_a \bar{m}_b + (\alpha + \bar{\beta})m_a n_b - \mu m_a m_b - \lambda m_a m_b]
\]

\[
\nabla_a m_b = -\bar{\pi}_a l_b + \kappa n_a - (\epsilon - \bar{\epsilon})n_a m_b - \nu l_a b + \tau l_a n_b - (\gamma - \bar{\gamma})l_a m_b
+ [\lambda \bar{m}_a l_b - \sigma \bar{m}_a n_b + (\beta - \bar{\alpha})\bar{m}_a m_b + \mu m_a l_b - \rho m_a n_b + (\alpha - \bar{\beta})m_a m_b]
\]

Next, once we have fixed a set of null internal vectors on \(\Delta\), the connection can be expanded in terms of these Newman-Penrose coefficients. Note that \(\nabla_a l_I = \partial_a l_I + A_a^{IJ} l_J\). Therefore on \(\Delta\), we have \(e_a^I \nabla_a l_b \triangleq A_a^{IJ} J_{IJ}\) and hence

\[
A_a^{IJ} J_{IJ} \triangleq -(\epsilon + \bar{\epsilon})n_a l_I + \bar{\kappa}_n a m_I + \kappa n_a \bar{m}_I - (\gamma + \bar{\gamma})l_a l_I + \bar{\tau} l_a m_I + \tau l_a \bar{m}_I
+ [(\alpha + \bar{\beta})\bar{m}_a l_I - \rho \bar{m}_a m_I - \sigma \bar{m}_a \bar{m}_I + (\alpha + \bar{\beta})m_a l_I - \rho m_a m_I - \sigma m_a m_I]
\]

\[
A_a^{IJ} J_{IJ} \triangleq [\epsilon + \bar{\epsilon}]n_a + (\gamma + \bar{\gamma})l_a - (\alpha + \bar{\beta})\bar{m}_a - (\alpha + \bar{\beta})m_a + 2[l n_J] m_I + 2[\bar{m} n_J] m_I
\]

where the subscript \(l\) in \(A_a^{IJ}\) indicates that the only the vector field \(l^a\) has been used to evaluate the connection. Similarly, we can proceed for other vector fields \(n^a, m^a\) and \(\bar{m}^a\). The resulting connections are given as follows

\[
A_a^{I(n)} J_{IJ} \triangleq [\epsilon + \bar{\epsilon}]n_a - (\gamma + \bar{\gamma})l_a + (\alpha + \bar{\beta})\bar{m}_a + (\alpha + \bar{\beta})m_a + 2[n l_J] m_I + 2[\bar{m} n_J] m_I
\]

\[
A_a^{I(m)} J_{IJ} \triangleq [\epsilon - \bar{\epsilon}]n_a - (\gamma - \bar{\gamma})l_a + (\beta - \bar{\alpha})\bar{m}_a + (\beta - \bar{\alpha})m_a + 2[n l_J] m_I + 2[\bar{m} n_J] m_I
\]
The full connection is then given by:

\[
A_{\alpha I J} = 2 \left[ (\epsilon + \bar{\epsilon}) n_a + (\gamma + \bar{\gamma}) l_a - (\bar{\alpha} + \beta) \bar{m}_a - (\alpha + \bar{\beta}) m_a \right] \{I|n, J\}
\]

\[
+ 2 \left[ -\bar{\kappa} n_a - \bar{\tau} l_a + \bar{\rho} \bar{m}_a + \bar{\sigma} m_a \right] \{I|\bar{m}, J\}
\]

\[
+ 2 \left[ \pi n_a + \nu l_a - \mu \bar{m}_a - \lambda m_a \right] \{I|m, J\} + 2 \left[ \bar{\pi} n_a + \bar{\nu} l_a - \bar{\mu} \bar{m}_a - \bar{\lambda} m_a \right] \{I|m, \bar{J}\}
\]

\[
+ 2 \left[ (\epsilon - \bar{\epsilon}) n_a - (\gamma - \bar{\gamma}) l_a + (\alpha - \bar{\beta}) m_a + (\beta - \bar{\alpha}) \bar{m}_a \right] \{I|m, J\}
\]

(A10)

Note that as in in the case of \(\Sigma_{IJ}\) no boundary condition has been assumed in the above expression. In the main part of the paper this expression for the connection eqn (10) shall be used but with the boundary conditions.

Further, we would be requiring the exterior derivatives on the null tetrads. We therefore give the expressions here.

\[
dn = \nabla_a n_b dx^a \wedge dx^b = -\pi n \wedge m + \bar{\pi} \bar{m} \wedge \bar{m} + (\gamma + \bar{\gamma}) l \wedge n - \nu l \wedge m - \bar{\nu} l \wedge \bar{m}
\]

\[
- [(\bar{\alpha} + \beta) \bar{m} \wedge n - \bar{\mu} \bar{m} \wedge m + (\alpha + \bar{\beta}) m \wedge n - \bar{\mu} m \wedge \bar{m}]
\]

(A11)

\[
dl = \nabla_a l_b dx^a \wedge dx^b = -(\epsilon + \bar{\epsilon}) n \wedge l + \kappa n \wedge m + \kappa \bar{m} \wedge \bar{m} + \bar{\tau} l \wedge m + \tau l \wedge \bar{m}
\]

\[
+ [(\bar{\alpha} + \beta) \bar{m} \wedge l - \bar{\mu} \bar{m} \wedge m + (\alpha + \bar{\beta}) m \wedge l - \bar{\mu} m \wedge \bar{m}]
\]

(A12)

\[
dm = \nabla_a m_b dx^a \wedge dx^b = -\pi n \wedge l - (\epsilon - \bar{\epsilon}) n \wedge m + \tau l \wedge n - (\gamma - \bar{\gamma}) l \wedge m
\]

\[
+ [\bar{\lambda} \bar{m} \wedge l - \sigma \bar{m} \wedge n + (\beta - \bar{\alpha}) \bar{m} \wedge m + \bar{\mu} m \wedge l - \rho m \wedge n]
\]

(A13)

From the above expressions, it follows that for the area two-form which is given by \(2\epsilon = im \wedge \bar{m}\), we get that \(d^2 \epsilon = 2\rho n \wedge 2\epsilon\) and \(L_1 2\epsilon = -2\rho 2\epsilon\).

### Appendix B: Variation of the action

Since the boundary symplectic structure turned out to be exact, it is at once evident that the variation of the action should be well-defined with the the boundary conditions considered. However one may need to add an additional boundary term in order to it. As has been pointed out that such terms won’t affect the symplectic structure though. Therefore for completeness we consider the variation of the action and find out the necessary boundary term needed to make the variation well defined. We consider the action for gravity and a scalar field without any boundary terms a priori. The expression for \(\Theta\) on \(\Delta\) is calculated imposing the boundary conditions and the required boundary term can be obtained. We have

\[
L_{M + G} = -\frac{1}{16\pi G} (\Sigma_{IJ} \wedge F_{IJ}) - \frac{1}{2} d\varphi \wedge * d\varphi
\]

(B1)

It follows that

\[
d\Theta(\delta) = -\frac{1}{16\pi G} d (\Sigma_{IJ} \wedge \delta A_{IJ}) - d(\delta \varphi \wedge d\varphi)
\]

(B2)

Consider the gravity terms first\(^4\)

\[
\Sigma_{IJ} \wedge \delta A_{IJ} = -2^2 \epsilon \wedge \delta[(\epsilon + \bar{\epsilon}) n] + 2(n \wedge im) \wedge \delta(\rho \bar{m}) - 2(n \wedge i\bar{m}) \wedge \delta(\rho m)
\]

\[
= -2^2 \epsilon \wedge \delta \left[ \left( \frac{D\rho}{\rho} - \rho - \Phi_{00} \rho \right) n \right] + 2(n \wedge im) \wedge \delta(\rho \bar{m}) - 2(n \wedge i\bar{m}) \wedge \delta(\rho m)
\]

\[
= d \left[ 2^2 \epsilon \delta(\log \rho) \right] - 4n \wedge 2^2 \epsilon \delta \rho + 2^2 \epsilon \wedge \delta \left( \rho + \Phi_{00} \rho \right) n \] + 4n \wedge 2^2 \epsilon \delta \rho + 2\rho m \wedge \delta^2 \epsilon
\]

\[
= d \left[ 2^2 \epsilon \delta(\log \rho) \right] + 2^2 \epsilon \wedge \delta \left[ \frac{R_{11}}{2\rho} \right] n \] + \delta (2\rho m \wedge 2^2 \epsilon)
\]

(B3)

\(^4\) In our case it might not be possible to define a unique covariant derivative on \(\Delta\). However, since in the the calculations \(\nabla_a \) acts only on functions, the ambiguity do not play a role.
The matter term gives

\[ (\delta \varphi \ast d\varphi) = -d \left( \frac{1}{2} \delta \varphi^2 \, \epsilon \right) + \delta (\varphi \, d\varphi) \wedge \epsilon \]

\[ = -d \left( \frac{1}{2} \delta \varphi^2 \, \epsilon \right) - \frac{1}{2} \delta \left( \frac{T_{11}}{\rho} \right) \wedge \epsilon \]  \hspace{1cm} \text{(B4)}

Adding everything up, one finds that,

\[ d\Theta(\delta) = -\frac{1}{16\pi G} d \left( \Sigma^{IJ} \wedge \delta A_{IJ} \right) - d(\delta \varphi \ast d\varphi) = -\frac{1}{8\pi G} d\delta \left( \rho n \wedge \epsilon \right) \]  \hspace{1cm} \text{(B5)}

So one needs to add \( \frac{1}{8\pi G} \int_{\Delta} (\rho n \wedge \epsilon) \) to the action to make the variation well-defined.

**Appendix C: Boundary Symplectic Structure for Gravity**

The symplectic current in first order gravity is therefore given by,

\[ J_G(\delta_1, \delta_2) = -\frac{1}{8\pi G} \delta_1 \Sigma^{IJ} \wedge \delta_2 A_{IJ} \]  \hspace{1cm} \text{(C1)}

We need to pull back the above expression on to the boundary and check if it is exact.

\[ \delta_1 \Sigma^{IJ} \wedge \delta_2 A_{IJ} \overset{\Delta}{=} -2\delta_1 \epsilon \wedge \delta_2 ((\epsilon + \bar{\epsilon})n - (\alpha + \bar{\beta})m - (\bar{\alpha} + \beta)n) + 2\delta_1 (n \wedge im) \wedge \delta_2 (\bar{\rho}m) - 2\delta_1 (n \wedge i\bar{m}) \wedge \delta_2 (\rho m) \]  \hspace{1cm} \text{(C2)}

We consider the first term in the above expression. By using the Ricci identity in terms of Newman-Penrose co-efficients

\[ D\rho = \rho^2 + \rho(\epsilon + \bar{\epsilon}) + \Phi_{00} \]  \hspace{1cm} \text{(C3)}

we find that the first term can be written in the following form,

\[-2\delta_1 \epsilon \wedge \delta_2 ((\epsilon + \bar{\epsilon})n) = -2\delta_1 \epsilon \wedge \delta_2 \left( \left( \frac{D\rho}{\rho} - \frac{\rho^2}{\rho} - \frac{\Phi_{00}}{\rho} \right) n \right) \]

\[ = d \left( 2\delta_1 \epsilon \wedge \delta_2 \log \rho \right) - \left( 2\delta_1 \epsilon \wedge \delta_2 \log \rho \right) \]

\[ + 2\delta_1 \epsilon \wedge \delta_2 \left( \left( \frac{\rho^2}{\rho} + \frac{\Phi_{00}}{\rho} \right) n \right) \]  \hspace{1cm} \text{(C4)}

Since the first term in the above expression is already exact, we leave it for the moment and check if there is any simplification of the other terms when combined with the rest of the third and forth term in the symplectic current.

\[-2\delta_1 \epsilon \wedge \delta_2 \log \rho = -4\delta_1 \epsilon \wedge \delta_2 \log \rho \]

\[ = -2\delta_1 (n \wedge im) \wedge \bar{m} \delta_2 \log \rho - 2(n \wedge im) \wedge \delta_1 \bar{m} \delta_2 \rho \]

\[ + 2\delta_1 (n \wedge i\bar{m}) \wedge m \delta_2 \rho + 2(n \wedge \bar{m}) \wedge \delta_1 m \delta_2 \rho \]  \hspace{1cm} \text{(C5)}

The third and the fourth term in the symplectic current gives:

\[ 2\delta_1 (n \wedge im) \wedge \delta_2 (\bar{\rho}m) - 2\delta_1 (n \wedge i\bar{m}) \wedge \delta_2 (\rho m) \]

\[ = 2\delta_1 (n \wedge im) \wedge \bar{m} \delta_2 (\rho) + 2\rho \delta_1 (n \wedge im) \wedge \delta_2 \bar{m} \]

\[ - 2\delta_1 (n \wedge i\bar{m}) \wedge m \delta_2 (\rho) - 2\rho \delta_1 (n \wedge \bar{m}) \wedge \delta_2 m \]  \hspace{1cm} \text{(C6)}

Adding the above two equations and then simplifying gives:
\[-2\delta n_1 d^2 \epsilon \wedge \delta_2 \log \rho + 2 \delta_1 (n \wedge im) \wedge \delta_2 (\rho \bar{m}) - 2 \delta_1 (n \wedge i\bar{m}) \wedge \delta_2 (\rho m) = -2 n \wedge \delta_1 \epsilon_2 \rho + 2 \rho \delta_1 (n) \wedge \delta_2 \epsilon^2 \] 
\[= -2 \delta_1 \epsilon \wedge \delta_2 (\rho n) \] 
(C7)

So the boundary term becomes
\[d (2 \delta_1 \epsilon \delta_2 \log \rho) + 2 \delta_1 \epsilon \wedge \delta_2 \left( \frac{\Phi_{00}}{\rho} n \right) \] 
(C8)

Appendix D: Bulk Symplectic structure

For any vector field $\xi$ generating diffeomorphisms, the corresponding phase space variation $\delta_\xi$ acts in the bulk like $\mathcal{L}_\xi$. It can then be shown that

\[J_G(\delta, \delta_\xi) = -\frac{1}{16\pi G} \left[ (\xi.A_{IJ}) \delta \Sigma^{IJ} - \left( \xi, \Sigma_{IJ} \right) \wedge \delta A_{IJ} \right] + \text{(Equations of motion)} \delta e^I \]

(D1)

Similarly for the matter fields, we get that

\[J_M(\delta, \delta_\xi) = d [\delta \varphi (\xi. \star d \varphi)] - [\delta d \varphi (\xi. \star d \varphi)] - \xi. d \varphi \delta (\star d \varphi) \]

(D2)

(D3)

The second and the third term in the last expression enters Einstein’s equation. Therefore the full bulk symplectic structure is,

\[\int_M J(\delta, \delta_\xi) = -\frac{1}{16\pi G} \int_{\partial M} \left[ (\xi.A_{IJ}) \delta \Sigma^{IJ} - \left( \xi, \Sigma_{IJ} \right) \wedge \delta A_{IJ} \right] + \int_{\partial M} \delta \varphi (\xi. \star d \varphi) \]

(D4)
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