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Abstract— Fog computing is a segment of cloud computing where a vast number of peripheral equipment links to the internet. The term “fog” indicates the edges of a cloud in which high performance can be achieved. Many of these devices will generate voluminous raw data as from sensors, and rather than forward all this data to cloud-based servers to be processed, the idea behind fog computing is to do as much processing as possible using computing units co-located with the data-generating devices, so that processed rather than raw data is forwarded, and bandwidth requirements are reduced. A major advantage of processing locally is that data is more often used for the same computation machine which produced the data. Also, the latency between data production and data consumption was reduced. This example is not fully original, since specially programmed hardware has long been used for signal processing. The work presents the integration of software defined networking with the association of fog environment to have the cavernous implementation patterns in the health care industry with higher degree of accuracy.
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1 Introduction

Fog networking embraces the internet of things (IoT) definition, in which majority of human-use computers can be linked to each other to create a network. The high performance health tracking systems include smart watches, smart glasses and smart objects with the cloud based technologies [1]. Fog networking is comprised of a control and a data plane. Fog computing allows computing resources to exist at the edge of the network. Fog computing places focus on proximity to end-users and client priorities (e.g. operating expenses, protection protocols, resource exploitation) [2], dense spatial delivery and context-awareness (for what concerns computational and IoT resources), latency reduction and backbone bandwidth savings to achieve greater quality of service (QoS) and edge analytics/stream mining, culminating in superior user-experience and redundancy in case of loss, as it is often able to be used in Assisted Living scenarios. SPAWAR, a branch of the US Navy, is developing a stable software-defined mesh network and evaluating a scalable, secure platform. Computer control applications can
take over if a data communications connection is broken. These usage cases include Internet of Things systems such as smart drones. ISODE allows a means to obtain data from an object with a barcode or an RFID tag even though the tag is going from one location to another and sometimes when the barcode data does not shift. In 2011, internet of things and big data created a new collection of specifications which has necessitated a new class of hardware called fog computing [3].

In November 2015, the OpenFog Consortium was formed with Cisco, ARM, Dell, Intel, Microsoft, and Princeton University, to market fog computing. Helder Antunes was selected to become the consortium's first chairman and Intel's Chief Internet of Things Strategist Jeff Fedders was selected to become the consortium's first president [4].

Both cloud storage and fog computing enable end-users to store, execute programs, and import files online. However, fog computing can gain greater access by broad geographical distribution. In this way, we can get the role of the cloud computing [5].

Fog computing enables the usage of computing, storage [6], and networking in all commercial, public, and hybrid cloud settings. Although the edge computing is a medium level of computing power, the fog computing is a cloud form of computing power. For numerous applications, including communication, surveillance, protection, messaging, social networking, safety, smart regions, and many others, huge devices and gadgets are now linked to advanced wireless technologies.

Various paradigms, including the Internet of Things (IoT), Fog Computing, Edge Computing and Cloud Computing, are historically associated with these implementations. For better and performance-conscious communication, all of these implementations need an efficient and high-performance network environment and spawn the fields of research in the related sector [7, 8]. There are smart objects and gadgets linked to wireless technology for real-time contact and signal transmission in the case of the IoT. It is found from numerous study studies that there will be more than 30 billion connected devices using IoT by the year 2020. Moreover, by 2020, the IoT market size is expected to be over 8 trillion dollars [9, 10].

Cloud computing refers to the provision of computing services through distribution and channels centered on the Internet. In cloud computing [11], which offers services under Platform as a Service (PaaS), Infrastructure as a Service (IaaS), Software as a Service (SaaS) and many similar service delivery models, remote data centers are maintained. In the case of cloud computing, bandwidth and channels are very dependent on the Internet connection and performance. Cloud Computing relies on the speed and connection of the Internet, which might not be very successful at all places [12].

For the network-based smart world, the term Fog Computing is gaining enormous popularity these days. Cisco presented the term Fog Computing with the goal of extending cloud computing close to the end-users’ control and management area. Fog Computing helps users to access resources and objects without any Internet dependence. Compared to cloud computing-based distribution, Fog Computing is closer to users accessing the services, which makes the access speed very high. The words "Fogging" and "Fog Networking" are both synonymous with Fog Computing [13, 14].
In Fog Computing, a decentralized environment for computing is developed. In this method, between local systems (nodes or edges) and remote data centers, resources, objects, storage, applications and data analytics are deployed. The actual tools in use are thus close to the user and there is no need to access anything through the Internet [15].

In order to prevent the problems of network bandwidth, latency, delay, jitter, Fog Computing is the intermediate layer between remote cloud and end user. This increases the overall efficiency of the network environment [16]. At the bottom, the final consumer is (On the Earth). Fog now appears close to the end user (Earth). It means that the Fog Computing layer is close to the end system where, without accessing everything using the Internet, actual services are needed [17].

Edge Computing and Mist Computing are closely connected to each other and are used synonymously several times. Mist Computing can be used between the cloud and fog or between the cloud and the edge as an intermediate layer [18]. The programmable automation controller (PAC) devices are used for edge computing, while Mist Computing uses lightweight computing objects using micro-chips and micro-controllers. At the end user site, the implementation of edge computing or mist computing is carried out. The extension of cloud services to the edge of networks is Fog Computing. Fog Computing works efficiently and rapidly to provide cloud services, while Edge Computing can run without fog or cloud. The computing of the mist is not the obligatory layer of fog computing and can function separately. We can’t see beyond 100 meters in Fog in general, but we can still see within range. The same methodology occurs in Fog
Computing. We have a variety of services that we have access to the enormous dimensions [19].

![Layered Approach](image)

**Fig. 2.** Layered Approach

Fog Computing enables the increased performance [20] on following parameters:
- Capacity
- Latency
- Bandwidth
- Fault Tolerance
- Robustness
- Security
- Responsiveness
- Speed
- Data Integration
- Energy

| URL                        | Title      |
|----------------------------|------------|
| github.com/Cloudslab/iFogSim | iFogSim    |
| github.com/emufog/emufog    | EmuFog     |
| github.com/di-unipi-soce/FogTorch | FogTorch  |

Table 1. Key Technologies and Simulation Platforms for Fog Simulation and IoT
Fog and Healthcare Integration

The way the world does business is evolving every day. There has been a major growth in the use of the cloud infrastructure for several other uses in the recent past. Now the cloud does not merely appeal to basic needs; the Internet of Things (IoT) is the next technical trend. Wireless sensor networks (WSN) is constantly being used to track patients in many healthcare applications. Wearable exercise systems are integrated to help users track health issues. Sensors may be of different shapes and sizes to accommodate the need [21].

This wireless sensor networks may produce a large volume of data. This network knowledge may be beneficial as well as duplicative. This massive volume of big data could overpower the data processing applications. The disposition of irrelevant data needs to be a context-specific operation. The data gathered by the sensors will have to be sent to computational machines, in order to conduct analysis, aggregation, and storage. Large amount of sensors has to be mounted to operate, and this takes up a lot of available capital. Therefore, the usage of sensor devices in a group system may be studied. This will later forward data to a cloud service from this network.

For healthcare purposes, it would not be feasible to build an infrastructure for a simple sensor-to-cloud, because hospitals may not like to keep medical information held
in cloud, leading to privacy issues. There is also a real likelihood that a network breakdown or a device collapse could result in harm to the patients themselves. This is where fog computing will profoundly support healthcare systems [22].

Any of the data from the sensors cannot be fully transmitted to the cloud by using just a cloud. Cloud technologies would have tremendous effect on emergency services because of its reliability and its real-time speed. This method is not effective as it is now due to certain problems with latency and security. Intellectual property protection may often be infringed upon as well as jeopardizing the wellbeing of patients. In this scenario, decentralization of cloud computing framework can be discussed. Distributed architecture is separated and then offloaded to more than one computer [23].

The most computationally expensive activities are carried out at the edge of the network instead of in the cloud or in a consolidated data warehouse. Edge computing infrastructure utilizes the power of IoT networks to configure data for IoT local storage and preliminary computing. Cisco expects that by 2020, the amount of computers connecting to the Internet would reach 50 billion. Edge computing would be able to deal with the enormous flow of IoT computers. Edge devices are not suitable for numerous IoT applications all vying for their limited resources, which results in sluggish IoT processing and poor efficiency. A distributed function was applied to this so as to scale and minimize risk of data leakage and thereby improves protection and avoids much of the privacy issues [24].

A fog layer will be installed as an extension of existing cloud infrastructure. Patients' information and records is uploaded and shared between different applications in one single place. "Infrastructure refers to points of access, gateways, and routers." The main objective of healthcare is to assist and protect the patient from harm. Implementing this fog layer would enable the effective activation of this requirement. Data is maintained and controlled in the cloud. Thus, the issue of storage, repairs, updates, and costs is solved.

EHR developers and analytics practitioners must find a way to present the data in a quick manner. It requires months, weeks, and occasionally even years to make it from source to end users [25]. We need to function in the healthcare domain in order to be noticed in the workable IoT. An ICU patient can have just minutes or even seconds until his critical state goes from a safe with unstable circumstance and may have major emotional and physical effects on his health condition. Hospitals, physicians and paramedic staff needs to be able to reach a homebound woman with heart failure displaying a dramatic decline in average move counts in case her situation unexpectedly deteriorated [26].

For healthcare organisations, cloud providers serve as a data management layer, because they're considered the data warehouse. Data is submitted wholesale to the cloud such that specific statistics are taken back down into an analytics engine and then eventually displayed in the interface. Obviously, procedure must take a brief amount of time but sometimes "patient safety and quality care decisions cannot wait for a long time, as well." The solution isn't in the cloud, but in the haze. In this way, fog computing enables computers to make important decisions on their own without cloud storage. Pace is the core of the medical Internet of Stuff.
2.1 iFogSim: An Open Source Toolkit for Fog Computing, Edge Computing and IoT

iFogSim is a high-performance instrument package for modeling and simulating Edge Computing, Internet of Things and Fog Computing networks. iFogSim incorporates methods for resource management that can be further tailored according to the field of study.

The iFogSim simulation operates in combination with CloudSim. CloudSim is a commonly used library for simulating the management of resources and cloud-based environments. To manage the events between the components of Fog Computing using iFogSim, the CloudSim layer exists.

Key components and classes with the simulation are as follows

• Tuple
• Monitoring Edge
• Fog Device
• Actuator
• Application
• Sensor
• Resource Management Service

2.2 Installation of iFogSim

You can download the iFogSim library from a URL called https://github.com/Cloudslab/iFogSim. The iFogSim library is written in Java, so customizing and working with the toolkit would require the Java Development Kit (JDK).

![Fig. 3. Downloading iFogSim](image)

After extracting the toolkit, a directory called “iFogSim-master” will be created. The iFogSim library can be run on any Integrated Development Environment (IDE) focused on Java, such as Eclipse, Netbeans, JCreator, JDeveloper, jGRASP, BlueJ, IntelliJ Concept, JBuilder or any other related IDE.

We build a new project in the IDE as follows in order to incorporate iFogSim on Eclipse IDE
If the library is mounted, the directory structure of iFogSim can be seen on the Eclipse IDE. There are a lot of Java based systems for Fog, IoT and Edge Computing. In order to use iFogSim in Graphical User Interface (GUI) Mode, there is a file FogGUI.java under org.fog.gui.example. This file can be directly executed from the IDE and there are various forms of cloud and fog which can be imported in the simulation work field.

There is Graph Menu in Fog Topology Creator. There is an option to import topology.

The performance can be viewed in the Console of Eclipse IDE.

In iFogSim, there are possibilities for various services like Software Defined Networking (SDN) and cloud computation to be simulated.

The case studies are incorporated in the base installation of iFogSim. We provide an illustration in the analysis of smart surveillance in org.fog.test.perfeval. An overview of each requirement may be performed using criteria such as Energy, Cost Factor, Camera Efficiency and other.

Starting DCNS...
Placement of operator FogObject_analyzer on device d-9 successful.
Placement of operator FogObject_tracker on device d-9 successful.
Initialize user_interface on device cloud
Initialize FogObject_analyzer on device d-9
Initialize FogObject_tracker on device d-9
Initialize motion_analyzer on device m-9-9
Initialize motion_analyzer on device m-9-1
Initialize motion_analyzer on device m-9-2
Initialize motion_analyzer on device m-9-3
9.9 Submitted application dcns
RESULTS

EXECUTION TIME : 2583

APPLICATION LOOP DELAYS

[motion_analyzer, FogObject_analyzer, FogObject_tracker] ---> 5.3571428571438195
[FogObject_tracker, PTZ CONTROL] ---> 3.119999364

TUPLE CPU EXECUTION DELAY

MOTION_VIDEO_STREAM ---> 2.957142857143481
DETECTED_FOGOBJECT ---> 9.1111697142865978
FOGOBJECT_LOCATION ---> 1.5285714285719128
CAMERA ---> 2.199999364

cloud : Energy Dissipated = 1.3338424452551937E7
proxy-server : Energy Dissipated = 834332.999987
d-9 : Energy Dissipated = 1948835.431992
m-9-9 : Energy Dissipated = 846391.7619942
m-9-1 : Energy Dissipated = 846391.7619942
m-9-2 : Energy Dissipated = 846391.7619942
m-9-3 : Energy Dissipated = 846391.7619942
Cost of execution in cloud = 26129.742857167836
Total network usage = 11191.12

Fog computing will be more dominant in 2018 and beyond ahead of 5G cell service roll out. "5G technology occasionally requires very dense antenna deployment," states CenturyLink. The maximum gap is around 20 kilometers between transmitter and receiving antennas. Fog computing infrastructure could be developed, as in a use case like this, among these stations that have a centralized controller that manages apps that are operating on the 5G network, and handles connections to back-end data centers or clouds.
Fig. 5. Software Defined Networking

Fig. 6. Analytics of Objects in Fog
Table 2. Comparison of the Results in different network ping Scenarios

| Average Round Trap Time (ms) | Number of Nodes        |
|-----------------------------|------------------------|
| 0.319                       | 3 (ping Forward)       |
| 0.175                       | 3 (ping Reverse)       |
| 0.315                       | 8 (ping Forward)       |
| 0.226                       | 8 (ping Reverse)       |
| 0.387                       | 10 (ping Forward)      |
| 0.229                       | 10 (ping Reverse)      |
| 0.346                       | 20 (ping Forward)      |
| 0.216                       | 20 (ping Reverse)      |

Fig. 7. Round Trap Evaluation

Fig. 8. Mininet based Implementations
The versatility of utilizing software based networking is rendered simpler with the technology. The history for this example is the virtualization and the remote client network. The results were proven in models with many separate situations containing different combinations of nodes, switches and controllers. In the results and simulation, it is shown that the reverse direction ping in protected shell clients requires less time to complete than safe shell streamline data transfer. Here forward link ping takes longer than the reverse connection ping.

3 Conclusion

SDN is a very efficient and scalable way to make up the networks. Software-defined networking is the strategy for high level network services that helps the network owner to manage and track the device and resources. The method utilizing data plane coupling and the control plane decoupling is applied for guaranteeing the protection of the device. In this current situation, OpenFlow is implemented as a software-defined networking (SDN) application Control and data planes are disconnected in SDN technology. A software controlled controller controls the forwarding of knowledge of a vast range of switches; the hardware only carries out the commands of the controller. OpenFlow is an SDN technology about control packets shared between network devices. This would be beneficial for academics to evaluate innovative concepts in a manufacturing context. New kinds of network and framework may be built using terminology such as Rime Network, Smog Network, Haze Network, Dew Network, etc.
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