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Abstract

We present a tutorial on reduced-rank signal processing, design methods and algorithms for dimensionality reduction, and cover a number of important applications. A general framework based on linear algebra and linear estimation is employed to introduce the reader to the fundamentals of reduced-rank signal processing and to describe how dimensionality reduction is performed on an observed discrete-time signal. A unified treatment of dimensionality reduction algorithms is presented with the aid of least squares optimization techniques, in which several techniques for designing the transformation matrix that performs dimensionality reduction are reviewed. Among the dimensionality reduction techniques are those based on the eigen-decomposition of the observed data vector covariance matrix, Krylov subspace methods, joint and iterative optimization (JIO) algorithms and JIO with simplified structures and switching (JIOS) techniques. A number of applications are then considered using a unified treatment, which includes wireless communications, sensor and array signal processing, and speech, audio, image and video processing. This tutorial concludes with a discussion of future research directions and emerging topics.

I. INTRODUCTION

Reduced-rank signal processing is an area of signal processing that is strategic for dealing with high-dimensional data, in low-sample support situations and large optimization problems that has gained considerable attention in the last decade [1], [2]. The origins of reduced-rank signal processing lie in the problem of feature selection encountered in statistical signal processing, which refers to a dimensionality reduction process whereby a data space is transformed into a feature space [3]. The fundamental idea is to devise a transformation that performs dimensionality reduction so that the data vector can be represented by a reduced number of effective features and yet retain most of the intrinsic information content of the input data [3]. The goal is to find the
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best trade-off between model bias and variance in a cost-effective way, yielding a reconstruction error as small as desired.

Dimensionality reduction is an emerging and strategic topic that promises great advances in the fields of statistical signal processing, linear algebra, communications, multimedia, artificial intelligence, optimization, control and physics due to its ability to deal with large systems and to offer high performance at low computational cost. Central to this idea is the existence of some form of redundancy in the signals being processed, which allows a designer to judiciously exploit it by selecting the key features of the signals. While the data in these applications may be represented in high dimensions due to the immense capacity for data retrieval of some systems, the important features are typically concentrated on lower dimensional subsets—manifolds—of the measurement space. This allows for significant dimension reduction with minor or no loss of information. In a number of applications, the dimensionality reduction may also lead to a performance improvement due to the denoising property - one retains the signal subspace and eliminates the noise subspace. Specifically, this redundancy can be typically characterized by data that exhibits reduced-rank properties and sparse signals. In these situations, dimensionality reduction provides a means to increase the speed and the performance of signal processing tasks, reduce the requirements for storage and improve the tracking performance of dynamic signals. This is particularly relevant to problems which involve large systems, where the design and applicability of methods is constrained by factors such as complexity and power consumption.

In general, the dimensionality reduction problem is associated with reduced-rank operators, characterized by a mapping performed by an \( M \times D \) transformation matrix \( S_D \) with \( D < M \) that compresses the \( M \times 1 \) observed data vector \( r \) into a \( D \times 1 \) reduced-rank data vector \( r_D \). Mathematically, this relationship is given by \( r_D = S_D^H r \), where \((\cdot)^H\) is the Hermitian operator. It is desirable to perform these operations so that the reconstruction error and the computational burden are minimal. The dimensionality reduction and the system performance are characterized by (a) accuracy, (b) compression ratio (CR), and (c) complexity. The main challenge is how to efficiently and optimally design \( S_D \). After dimensionality reduction, a signal processing algorithm is used to perform the task desired by the designer. The resulting scheme with \( D \) elements can benefit from a reduced number of parameters, which may lead to lower complexity, smaller requirements for storage, faster convergence and better tracking capabilities of time-varying signals.

In the literature, a number of dimensionality reduction techniques have been considered based on principal components (PC) analysis \[4\]-[6], random projections \[7], \[8], diffusion maps \[9], incremental manifold learning \[10], clustering techniques \[11], \[12], Krylov subspace methods that include the multi-stage Wiener filter (MSWF)
and the auxiliary vector filtering (AVF) algorithm \cite{22}, \cite{23}, joint and iterative optimization (JIO) techniques \cite{24}, \cite{25}, \cite{26}, \cite{27}, \cite{28} and JIO techniques with simplified structures and switching mechanisms (JIOS) \cite{29}-\cite{31}. It is well known that the optimal linear dimensionality reduction transformation is based on the eigenvalue decomposition (EVD) of the known input data covariance matrix $\mathbf{R}$ and the selection of the PC. However, this covariance matrix must be estimated. The approach employed to estimate $\mathbf{R}$ and perform dimensionality reduction is of central importance and directly affects the performance of the method. Some methods are plagued by numerical instability, high computational complexity and large sensitivity to the selected rank $D$. A common and fundamental limitation of a number of existing methods is that they rely on estimates of the covariance matrix $\mathbf{R}$ of the data vector $\mathbf{r}$ to design $\mathbf{S}_D$, which requires a number of data vectors proportional to the dimension $M$ of $\mathbf{R}$.

The goal of this paper is to provide a tutorial on this important set of methods and algorithms, to identify important applications of reduced-rank signal processing techniques as well as new directions and key areas that deserve further investigation. The virtues and deficiencies of existing methods will be reviewed in this article, and a discussion of future trends in the area will be provided taking into account application requirements such as the ability to track dynamic signals, complexity and flexibility. The paper is structured as follows. Section I introduces the fundamentals of reduced-rank signal processing, the signal model and the idea of dimensionality reduction using a transformation matrix. Section II covers the design of the transformation matrix and a subsequent parameter vector using a least squares approach. Section III reviews several methods available in the literature for dimensionality reduction and provides a discussion of their main advantages and drawbacks. Section IV is devoted to the applications of these methods, whereas Section V draws the main conclusions and discusses future research directions.

\section{Fundamentals and Signal Model}

In this section, our goal is to present the fundamental ideas of reduced-rank signal processing and how the dimensionality reduction is performed. We will rely on an approach based on linear algebra to describe the signal processing of a basic linear signal model. This model is sufficiently general to account for numerous applications and topics of interests. Let us consider the following linear signal model at time instant $i$ that comprises a set of $M$ samples organized in a vector as given by

$$\mathbf{r}[i] = \mathbf{Hs}[i] + \mathbf{n}[i], \quad i = 1, 2, \ldots, P$$ (1)
where $r[i]$ is the $M \times 1$ observed signal vector which contains the samples to be processed, $H$ is the $M \times M$ matrix that describes the mixing nature of the model, $s[i]$ is the $M \times 1$ signal vector that is generated by a given source, $n[i]$ is an $M \times 1$ vector of noise samples, and $P$ is the number of observed signal vector or simply the data record size.

$$\begin{align*}
\text{Dimensionality Reduction} & \quad \text{Reduced-Rank Processing} \\
M \times 1 & \quad D \times D & \quad D \times 1
\end{align*}$$

**Fig. 1.** Reduced-rank signal processing stages: dimensionality reduction and reduced-rank processing.

In reduced-rank signal processing, the main idea is to process the observed signal $r[i]$ in two stages, as illustrated in Fig. 1. The first stage corresponds to the dimensionality reduction, whereas the second corresponds to the signal processing in an often low-dimensional subspace. The dimensionality reduction is performed by a mapping represented by a transformation matrix $S_D$ with dimensions $M \times D$, where $D < M$, that projects the observed data vector $r$ with dimension $M \times 1$ onto a $D \times 1$ reduced-dimension data vector $r_D$. This relationship is expressed by

$$r_D[i] = S_H D r[i] = S_H D (Hs[i] + n[i]), \quad (2)$$

Key design criteria for the transformation $S_D$ and the dimensionality reduction are the reconstruction error, the computational complexity and the compression ratio $CR = M/D$. These parameters usually depend on the application and the design requirements.

After the dimensionality reduction, an algorithm is used to perform the signal processing task on the reduced-dimension observed vector $r_D[i]$ according to the designer’s aims. The resulting scheme with $D$ elements will hopefully benefit from a reduced number of parameters, which may lead to lower complexity, smaller requirements for storage, faster convergence and superior tracking capability. In the case of a combination of weights (filtering) by a parameter vector with $D$ coefficients $w_D = [w_1 \ w_2 \ldots w_D]^T$, we have the following output

$$x[i] = w_H D r_D[i] = w_H D S_H D r[i]. \quad (3)$$

It is expected that the output of the reduced-rank signal processing system will yield a small reconstruction error as compared to the full-rank system, and provide extra benefits such as speed of computation and a reduced set of features for extraction from $r_D[i]$. 
III. LINEAR MMSE DESIGN OF REDUCED-RANK TECHNIQUES

In this section, we will consider a framework for reduced-rank techniques based on the linear minimum mean-square error (MMSE) design. The basic idea is to find a reduced-rank model that can represent the original full-rank model by extracting its key features. The main goal is to present the design of the main components employed for reduced-rank processing and examine the model order selection using a simple and yet general approach. Let us consider the $M \times 1$ observed signal vector $r[i]$ in (1). For the sake of simplicity and for general illustrative purposes, we are interested in designing reduced-rank techniques with the aid of linear MMSE design techniques.

In order to process the data vector $r[i]$ with reduced-rank techniques, we need to solve the following optimization problem

$$[S_{D,\text{opt}}, w_{D,\text{opt}}] = \arg\min_{S_D, w_D} E[|d[i] - w^H_D S_H^D r[i]|^2],$$

(4)

where $d[i]$ is the desired signal and $E[\cdot]$ stands for the expected value operator.

The optimal solution $w_{D,\text{opt}}$ of the optimization problem in (4) is obtained by fixing $S_D$, taking the gradient terms of the argument with respect to $w^*_D$ and equating them to a null vector $[1]$, which yields

$$w_{D,\text{opt}} = \mathbf{R}^{-1} \mathbf{p} = (S_H^D R S_D)^{-1} S_H^D \mathbf{p},$$

(5)

where $\mathbf{R} = E[r[i] r^H[i]] = S_H^D R S_D$ is the $D \times D$ reduced-rank correlation matrix, $\mathbf{p} = E[d^*[i] r[i]] = S_H^D \mathbf{p}$ is the $D \times 1$ cross-correlation vector of the reduced-rank model. The associated MMSE for a rank-$D$ parameter vector is expressed by

$$\text{MMSE} = \sigma_d^2 - \mathbf{p}^H \mathbf{R}^{-1} \mathbf{p}$$

$$= \sigma_d^2 - \mathbf{p}^H S_D (S_H^D R S_D)^{-1} S_H^D \mathbf{p},$$

(6)

where $\sigma_d^2 = E[|d[i]|^2]$.

The optimal solution $S_{D,\text{opt}}$ of the optimization problem in (4) is obtained by fixing $w_{D[i]}$, taking the gradient terms of the the associated MMSE in (6) with respect to $S^*_D$ and equating them to a zero matrix. By considering the eigen-decomposition of $\mathbf{R} = \mathbf{\Phi} \Lambda \mathbf{\Phi}^H$, where $\mathbf{\Phi}$ is an $M \times M$ unitary matrix with the eigenvectors of $\mathbf{R}$ and $\Lambda$ is an $M \times M$ diagonal matrix with the eigenvalues of $\mathbf{R}$ in decreasing order, we have

$$S_{D,\text{opt}} = \mathbf{\Phi}_{1:M,1:D}$$

(7)

where $\mathbf{\Phi}_{1:M,1:D}$ is a $M \times D$ unitary matrix that corresponds to the signal subspace and contains the $D$ eigenvectors associated with the $D$ largest eigenvalues of the unitary matrix $\mathbf{\Phi}$. In our notation, the subscript represents the
number of components in each dimension. For example, the $M \times D$ matrix $\Phi_{1:M,1:D}$ contains the $D$ first columns of $\Phi$, where each column has $M$ elements.

If we substitute the expression of the optimal transformation $S_{D,\text{opt}} = \Phi_{1:M,1:D}$ and use the fact that

$$R = \Phi \Lambda \Phi^H = \begin{bmatrix} \Phi_{1:M,1:D} & \Phi_{1:M,D+1:M} \end{bmatrix} \begin{bmatrix} \Lambda_{1:D,1:D} & \Lambda_{D+1:M,D+1:M} \end{bmatrix}^H$$

in the expression for the optimal reduced-rank parameter vector in (5), we have

$$w_{D,\text{opt}} = \left(S_{D}^H R S_{D}\right)^{-1} S_{D}^H p = \Lambda_{1:D,1:D}^{-1} \Phi_{1:D}^H p.$$  \hspace{1cm} (8)

The development above shows us that the key aspect for constructing reduced-rank techniques is the design of $S_D$ since the MMSE in (6) depends on $p$, $R$ and $S_D$. The quantities $p$ and $R$ are common to both reduced-rank and full-rank designs, however, the matrix $S_D$ plays a key role in the dimensionality reduction and in the performance. The strategy is to find the most appropriate trade-off between the model bias and variance [2] by adjusting the rank $D$.

Our exposition assumes so far a reduced-rank linear model with model order $D$ that is able to represent a full-rank model with dimension $M$. However, it is well known that the performance, compression ratio (CR) and complexity of such a procedure depends on the model order $D$. In order to address this problem, a number of techniques have been reported in the literature which include the Akaike’s information-theoretic (AIC) criterion [32], the minimum description length criterion [33] and a number of other techniques [34]. The basic idea of these methods is to determine the model order $D$ for which a given criterion is optimized. This can be cast as the following optimization problem

$$D_{\text{opt}} = \arg \min_D f(D),$$  \hspace{1cm} (9)

where $f(D)$ is the objective function that depends on the model order and consists of a suitable criterion for the problem. This criterion can be either of an information-theoretic nature [34], related to the error of the model [20], [29], associated with metrics or projections computed from the basis vectors of $S_D$ [19] or based on cross-validation techniques [23].

IV. ALGORITHMS FOR DIMENSIONALITY REDUCTION

For the sake of simplicity and for general illustrative purposes, we will consider in this section algorithms for dimensionality reduction based on least squares (LS) optimization techniques with a fixed model order $D$. In order
to process the data vector $r[i]$ with reduced-rank techniques, we need to solve the following optimization problem

$$\begin{align*}
\hat{S}_D[i], \hat{w}_D[i] &= \arg \min_{S_D[i], w_D[i]} \sum_{l=1}^{i} \lambda^{i-l} |d[l] - w_D^H[i] S_D[i] r[l]|^2,
\end{align*}$$

(10)

where $d[l]$ is the desired signal and $0 < \lambda \leq 1$ stands for the forgetting factor that is useful for time-varying scenarios.

The optimal solution $\hat{w}_D[i]$ of the LS optimization in (10) is obtained by fixing $S_D[i]$, taking the gradient terms of the argument with respect to $w_D^*[i]$ and equating them to a null vector, which yields

$$\begin{align*}
\hat{w}_D[i] &= \hat{R}^{-1}[i] \hat{p}[i] \\
&= (S_D^H[i] \hat{R}[i] S_D[i])^{-1} S_D^H[i] \hat{p}[i],
\end{align*}$$

(11)

where $\hat{R}[i] = \sum_{l=1}^{i} \lambda^{i-l} r[l] r^H[l] = S_D^H[i] \hat{R}[i] S_D[i]$ is the reduced-rank correlation matrix that is an estimate of the covariance matrix $R$ and $\hat{p}[i] = \sum_{l=1}^{i} \lambda^{i-l} d^*[l] r[l] = S_D^H[i] \hat{p}[i]$ is the cross-correlation vector of the reduced-rank model that is an estimate of $p$ at time $i$. The associated sum of error squares (SES) for a rank-$D$ parameter vector is obtained by substituting (11) into the cost function $C(S_D[i], w_D[i])$ in (10) and is expressed by

$$\begin{align*}
\text{SES} &= \sigma_d^2[i] - \hat{p}_D^H[i] \hat{R}^{-1}[i] \hat{p}[i] \\
&= \sigma_d^2[i] - \hat{p}^H[i] S_D[i] (S_D^H[i] \hat{R}[i] S_D[i])^{-1} S_D^H[i] \hat{p}[i],
\end{align*}$$

(12)

where $\sigma_d^2[i] = \sum_{l=1}^{i} \lambda^{i-l} |d(l)|^2$. The development above shows us that the optimal filter $\hat{w}_D[i]$ and the SES in (12) depend on $\hat{p}[i]$, $\hat{R}[i]$ and $S_D[i]$. The quantities $\hat{p}[i]$ and $\hat{R}[i]$ are common to both reduced-rank and full-rank designs, however, the matrix $S_D[i]$ and the algorithm used for its design play a key role in dimensionality reduction, the performance and complexity.

A number of algorithms for computing the transformation $S_D[i]$ that is responsible for dimensionality reduction in our model have been reported in the literature. In this work, we will categorized them into eigen-decomposition techniques, Krylov-based methods, joint iterative optimization (JIO) techniques and techniques based on the JIO with simplified structures and switching (JIOS). An interesting characteristic that has not been fully explored in the literature so far is the fact that algorithms for dimensionality reduction can be devised by looking at different stages of the signal processing. Specifically, one can devise algorithms for dimensionality reduction directly from a cost function associated with the original optimization problem in (10) or by considering the SES in (12). In what follows, we will explore the fundamental ideas behind these methods and their main features.
A. Eigen-decomposition techniques

In this part, we review the basic principles of eigen-decomposition techniques for dimensionality reduction. Specifically, we focus on algorithms based on the principal component (PC) and the cross-spectral (CS) approaches. Our aim is to review the main features, advantages and disadvantages of these algorithms. The PC was the first statistical signal processing method employed for dimensionality reduction and was introduced by Hotelling in the 1930’s [4]. The PC method chooses the subspace spanned by the eigenvectors corresponding to the largest eigenvalues, which contain the largest portion of the signal energy. Nevertheless, in the case of a mixture of signals, the PC approach does not distinguish between the signal of interest and the interference signal. Hence, the performance of the algorithm degrades significantly in interference dominated scenarios. This drawback of the PC algorithm motivated the development of another technique, the CS algorithm [16] which selects the eigenvectors such that the MSE over all eigen-based methods with the same rank is minimal. To do so, it considers additionally the cross-covariance between the observation and the unknown signal, thus, being more robust against strong interference. A common disadvantage of PC and CS algorithms is the need for eigen-decompositions, which are computationally very demanding when the dimensions are large and have typically a cubic cost with $O(M^3)$. In order to address this limitation, numerous subspace tracking algorithms have been developed in the last two decades, which can reduce the cost to a quadratic rule with $M$ [18].

We can illustrate the principle of PC by relying on the framework employed in this section. The optimal solution $S_{D,\text{opt}}$ of the least squares optimization in (10) is obtained by fixing $w_D[i]$, taking the gradient terms of the the associated SES in (12) with respect to $S_D^*[i]$ and equating them to a zero matrix. By considering the eigen-decomposition of $\hat{R}[i] = \Phi[i] \Lambda[i] \Phi^H[i]$, where $\Phi[i]$ is an $M \times M$ unitary matrix with the eigenvectors of $\hat{R}[i]$ and $\Lambda[i]$ is an $M \times M$ diagonal matrix with the eigenvalues of $\hat{R}[i]$ in decreasing order, we have

$$\hat{S}_D[i] = \Phi_{1:M,1:D}[i]$$

where $\Phi_{1:M,1:D}[i]$ represents the $D$ eigenvectors associated with the $D$ largest eigenvalues of $\Phi[i]$. The adjustment of the model order $D$ of this method as well as the algorithms described in what follows can be performed by a model order selection algorithm [34].

B. Krylov subspace techniques

The first Krylov methods, namely, the conjugate gradient (CG) method [13] and the Lanczos algorithm [14] have been originally proposed for solving large systems of linear equations. These algorithms used in numerical linear
algebra are mathematically identical to each other and have been derived for Hermitian and positive definite system matrices. Other techniques have been reported for solving these problems and the Arnoldi algorithm \cite{15} is a computationally efficient procedure for arbitrarily invertible system matrices. The multistage Wiener filter (MSWF) \cite{17} and the auxiliary vector filtering (AVF) \cite{22} algorithms are based on a multistage decomposition of the linear MMSE estimator. A key feature of these methods is that they do not require an eigen-decomposition and have a very good performance. It turns out that Krylov subspace algorithms that are used for solving very large and sparse systems of linear equations, are suitable alternatives for performing dimensionality reduction. The basic idea of Krylov subspace algorithms is to construct the transformation matrix $S_D[i]$ with the following structure:

$$
\hat{S}_D[i] = \begin{bmatrix}
\hat{q}[i] & \hat{R}[i]\hat{q}[i] & \ldots & \hat{R}^{D-1}[i]\hat{q}[i]
\end{bmatrix},
$$

(14)

where $\hat{q}[i] = \frac{p[i]}{||p[i]||}$ and $|| \cdot ||$ denotes the Euclidean norm (or the 2-norm) of a vector. In order to compute the basis vectors of the Krylov subspace (the vectors of $\hat{S}_D[i]$), a designer can either directly employ the expression in (14) or resort to more sophisticated approaches such as the Arnoldi iteration \cite{15}. An appealing feature of the Krylov subspace algorithms is that the required model order $D$ does not scale with the system size. Indeed, when $M$ goes to infinity the required $D$ remains a finite and relatively small value. This result was established by Xiao and Honig \cite{35}. Among the disadvantages of Krylov subspace methods are the relatively high computational cost of constructing $S_D[i]$ ($O(DM^2)$), the numerical instability of some implementations and the lack of flexibility for imposing constraints on the design of the basis vectors.

C. Joint iterative optimization techniques

The aim of this part is to introduce the reader to dimensionality reduction algorithms based on joint iterative optimization (JIO) techniques. The idea of these methods is to design the main components of the reduced-rank signal processing system via a general optimization approach. The basic ideas of JIO techniques have been reported in \cite{24}, \cite{25}, \cite{26}. Amongst the advantages of JIO techniques are the flexibility to choose the optimisation algorithm and to impose constraints, which provides a significant advantage over eigen-based and Krylov subspace methods. One disadvantage that is shared amongst the JIO techniques, eigen-based and Krylov subspace methods are the complexity associated with the design of the matrix $S_D[i]$. For instance, if we are to design a dimensionality reduction algorithm with a very large $M$, we still have the problem of having to design an $M \times D$ matrix $S_D[i]$.

In the framework of JIO techniques, the design of the matrix $S_D[i]$ and the parameter vector $w_D[i]$ for a fixed model order $D$ will be entirely dictated by the optimization problem. To this end, we will focus on a generic $S_D[i] = [s_1[i] \ s_2[i] \ \ldots \ s_D[i]]$, in which the basis vectors $s_d[i], d = 1, 2, \ldots, D$ will be obtained via an optimization
algorithm and iterations between the $s_d[i]$ and $w_D[i]$ will be performed. The JIO method consists of solving the following optimization problem

$$
\hat{s}_1[i], \hat{s}_2[i], \ldots, \hat{s}_D[i], \hat{w}_D[i] = \arg \min_{s_1[i], s_2[i] \ldots s_D[i], w_D[i]} \sum_{l=1}^{i} \lambda^{|d[l]|} - w_H^l[i] \sum_{d=1}^D s_D^H[i] r[l] q_d^2,
$$

(15)

where $q_d$ corresponds to a vector with a one in the $d$th positions and zeros elsewhere. It should be remarked that the optimization problem in (15) is non convex, however, the algorithms do not present convergence problems. Numerical studies with JIO methods indicate that the minima are identical and global. Proofs of global convergence have been established with different versions of JIO schemes [24], [26], which demonstrate that the LS algorithm converges to the reduced-rank Wiener filter.

![Fig. 2. JIO scheme: dimensionality reduction and reduced-rank processing with $T$ iterations.](image)

The solution to the problem in (15) for a particular basis vector $\hat{s}_d[i]$ for $d = 1, 2, \ldots, D$ can be obtained by fixing the remaining basis vectors $s_t[i]$ for $t \neq d$ and $w_D[i]$, computing the gradient terms of the cost function $C(s_1[i], s_2[i], \ldots, s_D[i], w_D[i])$ defined in (15) with respect to $s_d[i]$ and equating the terms to a null vector. The solution to (15) for $\hat{w}_D[i]$ can be obtained in a similar way. We fix all the basis vectors $s_d[i]$, compute the gradient terms of $C(s_1[i], s_2[i], \ldots, s_D[i], w_D[i])$ with respect to $w_D[i]$ and equate the terms to a null vector. Moreover, we also allow the basis vectors $\hat{s}_d[i]$ that are the columns of $\hat{S}_D[i]$ and the parameter vector $\hat{w}_D[i]$ to exchange information between each other via $t = 1, 2, \ldots, T$ iterations, as illustrated in Fig. 2. This results in the following JIO algorithm

$$
\hat{s}_d^{(t)}[i] = \frac{1}{|\hat{w}_d^{(t)}[i]|^2} \hat{R}^{-1}[i](\hat{p}[i] - \hat{v}_d^{(t)}[i]), \quad \text{for } d = 1, 2, \ldots, D, \quad t = 1, 2, \ldots, T,
$$

(16)
\ \hat{w}_D^{(t)}[i] = (\hat{S}_D^{H, (t)}[i]\hat{R}[i]\hat{S}_D^{(t)}[i])^{-1}\hat{S}_D^{H, (t)}[i]\hat{p}[i], \quad \text{for } t = 1, 2, \ldots, T, \quad (17)

where \( \hat{v}_d^{(t)}[i] = \sum_{l=1}^{i} \lambda^i l r[l] \hat{w}_d^{(t)}[i] \sum_{n=1, n \neq d}^{D} r^H[l] \hat{s}_n^{(t)}[i] \hat{w}_n^{(t)}[i] \) is an \( M \times 1 \) vector with cross-correlations. The recursions in (16) and (17) are updated over time and iterated \( T \) times for each instant \( i \) until convergence to a desired solution. In practice, the iterations can improve the convergence performance of the algorithms and it suffices to use \( T = 2, 3 \) iterations. In terms of complexity, the JIO techniques have a computational cost that is related to the optimization algorithm. With recursive LS algorithms the complexity is quadratic with \( M ((O(M^2)) \), whereas the complexity can be as low as linear with \( DM \) when stochastic gradient algorithms are adopted \[29\].

D. Joint iterative optimization techniques with simplified structures and switching

In this subsection, we introduce the reader to dimensionality reduction algorithms based on JIO techniques with simplified structures aided by the concept of switching (JIOS). One disadvantage that is shared amongst the JIO techniques, eigen-based and Krylov subspace methods is the complexity associated with the design of the matrix \( S_D[i] \). For instance, if we are to design a dimensionality reduction algorithm with a very large \( M \), we still have the problem of having to design an \( M \times D \) matrix \( S_D[i] \) with the computational costs associated with \( MD \) complex coefficients. An approach to circumventing this is based on the design of \( S_D[i] \) with simplified structures, which can be done in a number of ways. For example, a designer can employ random projections \[7\] or impose design constraints on \( S_D[i] \) such that the number of computations can be significantly reduced. The main drawback of these simplified structures is the associated performance loss evidenced by the large reconstruction error, which is typically larger than that obtained with more complex dimensionality reduction algorithms. In order to address this issue, the JIOS framework incorporates multiple simplified structures that are selected according to a switching mechanism, aiming at minimizing the reconstruction error. Switching techniques play a fundamental role in diversity systems employed in wireless communications systems and control systems \[36\]. They can increase the accuracy of a particular procedure by allowing a signal processing algorithm to choose between a number of signals or estimates.

The basic idea of the JIOS-based methods is to address the problem of reconstruction error associated with the design of a transformation \( S_D[i] \). To this end, the strategy is to employ multiple transformation matrices in order to obtain smaller reconstruction errors by seeking the best available transformation. In order to illustrate the JIOS framework, we consider the block diagram in Fig. \[3\] in which multiple transformation matrices in \( \hat{S}_{D,b}[i] \) for \( b = 1, 2, \ldots, B \) are employed and iterations can be performed between \( \hat{S}_{D,b}[i] \) and the parameter vector \( \hat{w}_D^{(t)}[i] \).

In addition to this, another goal is to simplify the structure of \( \hat{S}_{D,b}[i] \) by imposing design constraints, which can
correspond to having very few non zero coefficients or even having deterministic patterns for each branch $b$.

Fig. 3. JIOS scheme: dimensionality reduction aided by switching.

One example of the JIOS framework, is the joint and iterative interpolation, decimation and filtering (JIDF) scheme recently reported in [29]. Let us now review the JIDF scheme and describe it using the JIOS framework.

In the JIDF scheme, the basic idea is to employ an interpolator $v[i]$ with $I$ coefficients, a decimation unit and a reduced-rank parameter vector $w_D[i]$ with $D$ coefficients. A key strategy for the design of parameters of the JIDF scheme is to express the output $x[i] = \bar{w}_D^H[i]S_{D,b}^H[i]r[i]$ as a function of $v[i]$, the decimation matrix $D_b[i]$ and $w_D[i]$ as follows:

$$x[i] = w_D^H[i]S_{D,b}^H[i]r[i] = w_D^H[i]D_b[i]\mathcal{R}_o[i]v^*[i] = \bar{w}_D^H[i](D_b[i]\sum_{m=1}^{M}B_m v^*[i])r[i] = v^H[i]u[i],$$

(18)

where $u[i] = \mathcal{R}_o^T[i]D_b^T[i]\bar{w}^*[i]$ is an $I \times 1$ vector, the $M \times I$ matrix $B_m$ has an $I$-dimensional identity matrix starting at the $m$-th row, is shifted down by one position for each $m$ and the remaining elements are zeros, and the
$M \times I$ matrix $\mathbf{R}_0[i]$ with the samples of $\mathbf{r}[i]$ has a Hankel structure described by

$$
\mathbf{R}_0[i] = 
\begin{bmatrix}
 r_0[i] & r_1[i] & \ldots & r_{I-1}[i] \\
 r_1[i] & r_2[i] & \ldots & r_I[i] \\
 \vdots & \vdots & \ddots & \vdots \\
 r_{M-1}[i] & r_M[i] & \ldots & r_{M+I-2}[i]
\end{bmatrix}.
$$

The expression in (18) indicates that the dimensionality reduction carried out by the proposed scheme depends on finding appropriate $\mathbf{v}[i]$, $\mathbf{D}_b[i]$ for constructing $\mathbf{S}_{D,b}[i]$. The design of the decimation matrix $\mathbf{D}_b[i]$ employs for each row the structure:

$$
\mathbf{d}_{j,b}[i] = \begin{bmatrix} 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \end{bmatrix}^T,
$$

and the index $j$ ($j = 1, 2, \ldots, D$) denotes the $j$-th row of the matrix, the rank of the matrix $\mathbf{D}_b[i]$ is $D = M/L$, the decimation factor is $L$ and $B$ corresponds to the number of parallel branches. The quantity $\gamma_j$ is the number of zeros chosen according to a given design criterion. Given the constrained structure of $\mathbf{D}_b[i]$, it is possible to devise an optimal procedure for designing $\mathbf{D}_b[i]$ via an exhaustive search of all possible design patterns with the adjustment of the variable $\gamma_j$. The exhaustive procedure has a total number of patterns equal to $B_{ex} = \left( \frac{M}{D} \right)$. The exhaustive scheme is too complex for practical use and it is fundamental to devise decimation schemes that are cost-effective. By adjusting the variable $\gamma_j$, a designer can obtain various sub-optimal schemes including pre-stored (e.g. $\gamma_j = (j-1)L + (b-1)$) and random patterns.

The decimation matrix $\mathbf{D}_b[i]$ is selected to minimize the square of the instantaneous error signal obtained for the $B$ branches employed as follows

$$
\mathbf{D}_b[i] = \mathbf{D}_{b*}[i] \quad \text{when} \quad b_s = \arg \min_{1 \leq b \leq B} |e_b[i]|^2,
$$

where $e_b[i] = d[i] - \bar{\mathbf{w}}_D^H[i] \mathbf{S}_{D,b}^H[i] \mathbf{r}[i]$. The $D \times 1$ vector $\mathbf{r}_D[i]$ is computed by

$$
\mathbf{r}_D[i] = \mathbf{S}_{D,b}^H[i] \mathbf{r}[i] = \mathbf{D}_b[i] \mathbf{R}_0[i] \mathbf{v}^*[i],
$$

The design of $\mathbf{S}_{D,b}[i]$ and $\mathbf{w}_D[i]$ corresponds to solving the following optimization problem

$$
[\mathbf{S}_D[i], \mathbf{w}_D[i]] = \arg \min_{\mathbf{v}[i], \mathbf{w}_D[i]} \sum_{l=1}^{i} \lambda^{i-l} |d[l] - \bar{\mathbf{w}}_D^H[l] \mathbf{D}_b[l] \mathbf{R}_0[l] \mathbf{v}^*[l]|^2,
$$

It should be remarked that the optimization problem in (23) is non convex, however, the methods do not present problems with local minima. Proofs of convergence are difficult due to the switching mechanism and constitute an
interesting open problem. Using a similar approach to the JIO technique, we obtain the following recursions for computing \( \mathbf{v}[i] \) and \( \mathbf{w}_D[i] \):

\[
\hat{\mathbf{v}}(t)[i] = \hat{\mathbf{R}}^{-1}_u[i] \hat{\mathbf{p}}_u(t)[i], \quad t = 1, 2, \ldots, T
\]

\[
\hat{\mathbf{w}}_D(t)[i] = \hat{\mathbf{R}}^{-1}_D[i] \hat{\mathbf{p}}_D(t)[i], \quad t = 1, 2, \ldots, T
\]

where \( \hat{\mathbf{p}}_u(t)[i] = \sum_{l=1}^{i} \lambda^{i-l} \mathbf{d}^*[l] \mathbf{u}(t)[l] \), \( \hat{\mathbf{R}}_u[i] = \sum_{l=1}^{i} \lambda^{i-l} \mathbf{u}(t)[l] \mathbf{u}^H(l) \), \( \hat{\mathbf{p}}_D(t)[i] = \sum_{l=1}^{i} \lambda^{i-l} \mathbf{d}^*[l] \mathbf{r}_D(t)[l] \) and \( \hat{\mathbf{R}}_D[i] = \sum_{l=1}^{i} \lambda^{i-l} \mathbf{r}_D(t)[l] \mathbf{r}_D^H(t)[l] \). In terms of complexity, the computational cost of the JIDF scheme scales linearly with \( \text{DIM} \) and quadratically with \( I \) and \( D \). Since \( I \) and \( D \) are typically very small (3-5 coefficients), this makes the JIDF scheme a low-complexity alternative as compared with PC, Krylov and JIO schemes.

**E. Summary of Dimensionality Reduction Algorithms**

In this part, we summarize the most representative LS-based algorithms for dimensionality reduction presented in the previous subsections and provide a table that explain how to simulate these algorithms. Specifically, we consider the PC method [5], the MSWF [19], the JIO [26] and the JIDF techniques [29].

**V. APPLICATIONS:**

In this section, we will describe a number of applications for reduced-rank signal processing and dimensionality reduction algorithms and link them with new research directions and emerging fields. Among the key areas for these methods are wireless communications, sensor and array signal processing, speech and audio processing, image and video processing. A key aspect that will considered is the need for dimensionality reduction and typical values for the dimension \( M \) of the observed vector, the model order \( D \) and the compression ratio \( \text{CR} = M/D \).

**A. Wireless communications:**

In wireless communications, a designer must deal with stringent requirements in terms of quality of service, an increasingly demand for higher data rates and scenarios with time-varying channels. At the heart of the problems in wireless communications lie the need for designing transmitters and receivers, algorithms for data detection and channel and parameter estimation. These problems are ubiquitous and common to spread spectrum, multi-carrier and multiple antenna systems. Specifically, when the number of parameters grows beyond a certain level (which is often the case), the level of interference is high and the channel is time-varying, reduced-rank signal processing and algorithms for dimensionality reduction can play a decisive role in the design of wireless communication systems. For instance, in spread spectrum systems we often encounter receiver design problems that require the computation
of a few hundred parameters, i.e., $M = 100, 200, \ldots$ and we typically wish to perform a dimensionality reduction which leads to a model order of a few elements, i.e., $D = 4, 5$ and which yields a CR > 25. In a multi-antenna system in the presence of flat fading, the number of parameters is typically small (2, 4) for spatial processing and corresponds to the number of antennas used at the transmitter and at the receiver. However, if we consider multi-antenna systems in the presence of frequency selective channels, the numbers can increase to dozens of coefficients. In addition, the combination of multi-antenna systems with multi-carrier transmissions (e.g. MIMO-OFDM) in the presence of time-selective channels, can require the equalization of structures with hundreds of coefficients.
Therefore, the use of reduced-rank signal processing techniques and dimensionality reduction algorithms can be of fundamental importance in the problems previously described. In what follows, we will illustrate with a numerical example the design of a space-time reduced-rank linear receiver for interference suppression in a spread spectrum system equipped with antenna arrays.

Numerical Example: Space-Time Interference Suppression for Spread Spectrum Systems

We consider the uplink of a direct-sequence code-division multiple access (DS-CDMA) system with symbol interval $T$, chip period $T_c$, spreading gain $N = T/T_c$, $K$ users, multipath channels with the maximum number of propagation paths $L$, where $L < N$. The system is equipped with an antenna that consists of a uniform linear array (ULA) and $J$ sensor elements. The spacing between the ULA elements is $d = \lambda_c/2$, where $\lambda_c$ is carrier wavelength. We assume that the channel is constant during each symbol, the base station receiver is perfectly synchronized and the delays of the propagation paths are multiples of the chip rate. The received signal after filtering by a chip-pulse matched filter and sampled at the chip period yields the $M \times 1$ received vector at time $i$

$$r[i] = H[i]s[i] + n[i]$$

$$= \sum_{k=1}^{K} A_k s_k[i - 1] \tilde{p}_k[i] + A_k s_k[i] p_k[i] + A_k s_k[i + 1] \tilde{p}_k[i] + \eta[i] + n[i],$$

where $M = J(N + L - 1)$, $s_k[i]$ denotes the data symbol of user $k$ at time $i$, $A_k$ is the amplitude of user $k$, the complex Gaussian noise vector is $n[i] = [n_1[i] \ldots n_M[i]]^T$ with $E[n[i] n^H[i]] = \sigma^2 I$, $(\cdot)^T$, $\eta[i]$ corresponds to the intersymbol interference and $(\cdot)^H$ denote transpose and Hermitian transpose, respectively, and $E[\cdot]$ stands for expected value. The spatial signatures for previous, current and future data symbols are $\tilde{p}_k[i-1], p_k[i], \tilde{p}_k[i+1]$ and are constructed with the stacking of the convolution between the signature sequence $s_k = [a_k(1) \ldots a_k(N)]^T$ of user $k$ and the $L \times 1$ channel vector $h_{k,j}[i] = [h_{k,0,j}[i] \ldots h_{k,L-1,j}[i]]^T$ of user $k$ at each antenna element $j = 1, 2, \ldots, J$.

A linear reduced-rank space-time receiver for a desired user $k$ can be designed by linearly combining the received vector $r[i]$ with the transformation $S_D[i]$ and the reduced-rank parameter vector $w_D[i]$ as expressed by

$$x_k[i] = w_D^H[i] S_D^H[i] r[i],$$

where the data detection corresponds to applying the signal $x_k[i]$ to a decision device as given by $\hat{s}_k[i] = Q(x_k[i])$, where $Q(\cdot)$ is the function that implements the decision device and depends on the modulation.

Let us now consider simulation examples of the space-time reduced-rank receiver described above in which the dimensionality reduction techniques using LS optimization are compared. In all simulations, we use the initial values $w_D[0] = [1 \ 0 \ldots \ 0]^T$ and $S_D[0] = [I_D \ 0_{D,M-D}]^T$, $\lambda = 0.998$, employ randomly generated spreading codes with $N = 16$, assume $L = 9$ as an upper bound, use 3-path channels with relative powers given by $0$, $-3$
and −6 dB, where in each run the spacing between paths is obtained from a discrete uniform random variable between 1 and 2 chips and average the experiments over 1000 runs. The system has a power distribution among the users for each run that follows a log-normal distribution with associated standard deviation equal to 1.5 dB. We consider antenna arrays equipped with $J = 2$ and $J = 4$ elements. The dimension $M$ of the observed signal in these examples corresponds to $M = J(N + L - 1)$, which corresponds to $M = 48$ (for $J = 2$) and $M = 96$ (for $J = 4$). These figures leads to a $CR > 20$ (for $J = 4$). We compare the full-rank, the PC method [5], the MSWF [17] Krylov subspace technique, the JIO technique [26] and the JIOS (JIDF) scheme with an optimized model order $D$ for each method. We also include the linear full-rank MMSE receiver that assumes the knowledge of the channels and the noise variance at the receiver. Each reduced-rank scheme provides an estimate of the desired symbol for the desired used (user 1 in all experiments) and we assess the bit error rate (BER) against the number of symbols. We transmit packet with $P = 1500$ QPSK symbols in which 250 are used for training. After the training phase the space-time receivers are switched to decision-directed mode. In Fig. 4 we show an example of the BER performance versus the number of symbols, whereas in Fig. 5 we consider examples with the BER performance versus the SNR and the number of users.
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**Fig. 4.** BER performance versus number of received symbols.

The curves depicted in Figs. 4 and 5 show that the dimensionality reduction applied to the received signals
combined with the reduced-rank processing can accelerate significantly the convergence of the adaptive receivers. The best results are obtained by the JIDF and JIO methods, which approach the linear MMSE receiver and are followed by the MSWF, the PC-based receiver and the full-rank technique. The algorithms analyzed show very good performance for different values of SNR and number of users in the system. A key feature to be remarked is the ability of the subspace-based algorithms to converge faster and to obtain good results in short data records, reducing the requirements for training.

Fig. 5. BER performance against (a) $E_b/N_0$ (dB) and (b) Number of Users (K).

B. Sensor and array signal processing:

The basic aim of sensor and array signal processing is to consider temporal and spatial information, captured by sampling a wave field with a set of appropriately placed antenna elements or sensor devices. These devices are organized in patterns or arrays which are used to detect signals and to determine information about them. The wavefield is assumed to be generated by a finite number of emitters, and contains information about signal parameters characterizing the emitters. A number of applications for sensor and array signal processing have emerged in the last decades and include active noise and vibration control, beamforming, direction finding, harmonic retrieval, distributed processing for networks, radar and sonar systems. In these applications, when the number of parameters
grows beyond a certain level the signal-to-noise ratio is low and the level of interference is high, reduced-rank signal processing and algorithms for dimensionality reduction can offer an improved performance as compared with conventional full-rank techniques. For example, in broadband beamforming or space-time adaptive processing applications for radar we may have to deal with an optimization problem that requires the processing of observed signals with dozens to hundreds of coefficients, i.e., $50 < M < 200$. In this case, a dimensionality reduction which leads to a model order with only a few elements, i.e., $D = 4, 5$ and which has a CR $> 10$ can facilitate the design and be highly beneficial to the performance of the system. A number of other problems in sensor and array signal processing can be cost-effectively addressed with reduced-rank signal processing techniques and dimensionality reduction algorithms. In what follows, we will illustrate with a numerical example the design of adaptive beamforming techniques.

**Numerical Example**: Adaptive reduced-rank beamforming

Let us consider a smart antenna system equipped with a uniform linear array (ULA) of $M$ elements. Assuming that the sources are in the far field of the array, the signals of $K$ narrowband sources impinge on the array ($K < M$) with unknown directions of arrival (DOA) $\theta_l$ for $l = 1, 2, \ldots, K$. The input data from the antenna array can be organized in an $M \times 1$ observed vector expressed by

$$r[i] = HS[i] + n[i]$$

$$= A(\theta)s[i] + n[i]$$

(28)

where $A(\theta) = [a(\theta_1), \ldots, a(\theta_K)]$ is the $M \times K$ matrix of signal steering vectors. The $M \times 1$ signal steering vector is defined as

$$a(\theta_l) = \left[1, e^{-2\pi j \frac{d_s}{\lambda_c} \cos \theta_l}, \ldots, e^{-2\pi j (M-1) \frac{d_s}{\lambda_c} \cos \theta_l}\right]^T$$

(29)

for a signal impinging at angle $\theta_l$, $l = 1, 2, \ldots, K$, where $d_s = \lambda_c/2$ is the inter-element spacing, $\lambda_c$ is the wavelength and $(.)^T$ denotes the transpose operation. The vector $n[i]$ denotes the complex vector of sensor noise, which is assumed to be zero-mean and Gaussian with covariance matrix $\sigma^2 I$.

Let us now consider the design of an adaptive reduced-rank minimum variance distortionless response (MVDR) beamformer. The design problem consists of computing the transformation $S_D[i]$ and $w[i]$ via the following optimization problem

$$[\hat{S}_D[i], \hat{w}_D[i]] = \arg \min_{S_D[i], w_D[i]} \min_{S_D[i], w_D[i]} w_H[i] S_H[i] R[i] S_D[i] w_D[i]$$

subject to $w_H[i] S_H[i] a(\theta_K) = 1$
In order to solve the above problem, we can resort to algorithms outlined in Section IV. The main difference is that now we need to minimize the mean-square value of the output of the array and enforce the constraint that ensures the response of the reduced-rank beamforming algorithm to be equal to unity.

Fig. 6. SINR performance versus number of snapshots.

We consider an example of adaptive beamforming in a non-stationary scenario where the system has 6 users with equal power and the environment experiences a sudden change at time $i = 800$. We assess the performance of the system in terms of the signal-to-interference-plus-noise ratio (SINR), which is defined as

$$\text{SINR} = \frac{\mathbf{w}_D^H[i]\mathbf{S}_D^H[i]\mathbf{R}_s[i]\mathbf{S}_D[i]\mathbf{w}_D[i]}{\mathbf{w}_D^H[i]\mathbf{S}_D^H[i]\mathbf{R}_I[i]\mathbf{S}_D[i]\mathbf{w}_D[i]},$$

(31)

where $\mathbf{R}_s$ denotes the covariance matrix of the signal of interest (SoI) and $\mathbf{R}_I$ is the covariance matrix of the interference. In the example, we consider the full-rank, the PC [5], the MSWF [19], the AVF [23], the JIO [26], the JIDF [29] and the MVDR that assumes perfect knowledge of the covariance matrix. The 5 interferers impinge on the ULA at $-60^\circ$, $-30^\circ$, $0^\circ$, $45^\circ$, $60^\circ$ with equal powers to the SoI, which impinges on the array at $15^\circ$. At the time instant $i = 800$ we have 3 interferers with 5 dB above the SoI’s power level entering the system with DoAs $-45^\circ$, $-15^\circ$ and $30^\circ$, whereas one interferer with DoA $45^\circ$ and a power level equal to the SoI exits the system. The results of this example are depicted in Fig. 6. The curves show that the reduced-rank algorithms have a superior
performance to the full-rank algorithm. The best performance is obtained by the JIDF scheme, which is followed by the JIO, the AVF, the MSWF, the PC and the full-rank algorithms.

C. Audio, speech, image, and video processing:

Echo cancellation, prediction, compression and recognition of multimedia signals.

D. Modelling for non-linear and large problems:

Neural networks and other bio-inspired structures, Volterra series.

VI. NEW FRONTIERS AND RESEARCH DIRECTIONS:

We will consider the relationships between reduced-rank signal processing and algorithms for dimensionality reduction with emerging techniques that include compressive sensing and tensor decompositions.

Compressive sensing techniques [41]-[43] can substantially improve the performance of sensor array processing systems including MIMO radars by taking into account and exploiting the sparse nature of the signals encountered in these systems. In the literature of signal processing and information theory it has been recently shown that the use of compressive sensing techniques [41]-[43] can provide very significant gains in performance while requiring lower computational complexity requirements than existing techniques due to a smarter way of processing information. The main idea behind compressive sensing methods is to use linear projections that extract the key information from signals and then employ a reconstruction algorithm based on optimization techniques. In particular, the linear projections are intended to collect the samples that are meaningful for the rest of the procedure and perform significant signal compression. These linear projections are essentially dimensionality reduction procedures. Samples with very small magnitude that cannot be discerned from noise are typically good candidates for elimination. This is followed by a reconstruction algorithm that aims to recreate the original signal from the compressed version.

VII. CONCLUDING REMARKS

In this tutorial on reduced-rank signal processing, we reviewed design methods and algorithms for dimensionality reduction, and discussed a number of important applications. A general framework based on linear algebra and linear estimation was employed to introduce the reader to the fundamentals of reduced-rank signal processing and to describe how dimensionality reduction is performed on an observed discrete-time signal. A unified treatment of dimensionality reduction algorithms was presented and used to describe some key algorithms for dimensionality reduction and reduced-rank processing. A number of applications were considered as well as several examples were provided to illustrate this important area.
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