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Abstract

Peptide materials have a wide array of functions from tissue engineering, surface coatings to catalysis and sensing. This class of biopolymer is composed of a sequence, comprised of 20 naturally occurring amino acids whose arrangement dictate the peptide functionality. While it is highly desirable to tailor the amino acid sequence, a small increase in their sequence length leads to dramatic increase in the possible candidates (e.g., from tripeptide = 20³ or 8,000 peptides to a pentapeptide = 20⁵ or 3.2 M). Traditionally, peptide design is guided by the use of structural propensity tables, hydrophobicity scales, or other desired properties and typically yields <10 peptides per study, barely scraping the surface of the search space. These approaches, driven by human expertise and intuition, are not easily scalable and are riddled with human bias. Here, we introduce a machine learning workflow that combines Monte Carlo tree search and molecular simulations to develop a fully autonomous computational search engine (named, AI-expert) to discover peptide sequences with high potential for self-assembly (as a representative target functionality). We demonstrate the efficacy of the AI-expert to efficiently search large spaces of tripeptides and pentapeptides. Subsequent experiments on the proposed peptide sequences are performed to compare the predictability of the AI-expert with those of human experts. The AI performs on-par or better than human experts and suggests several non-intuitive sequences with high self-assembly propensity, outlining its potential to overcome human bias and accelerate peptide discovery.
Nature generates innumerable functional materials in living systems in the form of proteins and their supramolecular assemblies. Examples include collagen (extended triple helices forming the fibrous base component of skin, hairs and nails) [1, 2], silk proteins [3], and light harvesting reaction centers [4]. Investigations into such naturally occurring supramolecular assemblies have inspired design of novel biomolecular materials [5, 6, 7]. For instance, the formation of a plaque nucleating region in neurodegenerative diseases (like Alzheimer’s) has been attributed (but not limited to [8]) to the presence of diphenylalanine (FF) amino acid sequence in the A/β peptide [9]. As a result, FF containing peptide sequences have been explored in sensing [10] as biocompatible implants [11], piezoelectrics [12, 13] and for drug release [14]. Similarly, other works have employed self-assembling small peptides (< 10 amino acids) for various chemical and biological applications, such as catalysis, light harvesting and conductivity [15, 16, 17, 18, 19]. Importantly, in all cases the emergent functionality of a peptide is an outcome of its self-assembled architecture, with the unique property being lost when there is no assembly. The self-assembled architecture and thereby its functionality depends strongly on the amino acid sequence, that has traditionally relied on derivation from natural sequences, human expertise, experience and intuition. Thus, researchers rationally design novel peptide sequences to either replicate, tailor or improve natural properties or investigate emerging functionalities as a result of their assembled structure [6, 20].

Traditional approaches of peptide design utilize hydrophobicity scales determined from the partitioning of amino acids into hydrophilic or hydrophobic environments (e.g. Wimley-White scale [21, 22]) and secondary structure propensity tables obtained from the occurrence of any given amino acid in an α-helix or β-sheet fold (e.g. Chou-Fasman [23]). This often introduces a bias toward high β-sheet propensity amino acids with moderate to high hydrophobicity (e.g. valine, isoleucine, phenylalanine) in the design of supramolecular peptides. Another source of bias comes from the commonly employed patterning strategies like pnnmp or npnmp (p = polar, n = non-polar) that reliably lead to β-sheet rich nanostructured materials. The principal reason why designers knowingly resort to such (biased) approaches is because the design space of peptides can become exorbitantly large—the possible combinations of peptides equals 20^n, where n is the number of amino acids in the peptide chain and the factor 20 arises from the library of commonly available amino acids, as shown in Figure 1. While short sequences such as tripeptides (n=3) with 8000 combinations are somewhat tractable, the move to pentapeptides (n=5) opens up nearly 3.2 million possibilities. This not only precludes any rigorous experimental study of the complete peptide design space, but also suggests that a large fraction of the possible peptide sequences remain unexplored. While a brute-force computational search based on coarse-grained molecular dynamics (MD) simulations provide a pathway to overcome this search bias and, notably, has been successful in identifying several self-assembling and hydrogelating tripeptides (from a total of 8000 cases) [24], it cannot be extended to larger sequence lengths (n > 3) owing to high computational costs.

A major challenge in peptide design lies in efficiently navigating through this elaborate search space of amino acid sequences and propose a subset with the most promising possibilities. Artificial intelligence (AI) and machine learning (ML) based strategies makes this a reality by balancing the exploration-vs-exploitation trade-off [25, 26, 27]. Here, we introduce an ‘AI expert’ that combines recent advances in decision trees (Monte Carlo tree search (MCTS) algorithm [28, 29]) with coarse grained MD simulations to identify pentapeptides with high aggregation propensities (AP) in water; see Figure 1. Operating in an autonomous manner, the AI-expert utilizes the MCTS algorithm to make an informed decision on which peptide sequence(s) to evaluate next using the MD simulations, with the score of the modeled peptide(s) provided as the feedback to guide the future search. In contrast to a brute force approach wherein every possibility is investigated, the MCTS streamlines the search by focusing on the most promising areas of the search space, i.e., with high scoring (exploitation) and diverse (exploration) sequences. An additional performance boost to the MCTS algorithm is provided by introducing a novel concept of uniqueness function within the MCTS objective function, and by utilizing a random forest (RF) based surrogate model to bypass some of the expensive MD simulation evaluations. Inspired by the past work on the design of di- and tri-peptides [30, 24], our scoring system consists of the solvent accessible surface areas (SASA) and the Wimley-White scale, respectively to quantify the computational AP and hydrophobicity of a peptide. While the former is based on the structure of a peptide obtained only after time-intensive MD simulation, the latter is compute cost effective and can be evaluated instantly given only the peptide sequence.

Of the 3.2 million possible pentapeptides, the AI-expert sampled and evaluated roughly 6,600 cases using computations (MD simulations). Top 100 pentapeptides from this were further modeled for longer time-
Figure 1: Workflow adopted to discover self-assembling pentapeptides using inputs from the human experts and the developed AI-expert. The search space of peptides grows drastically with its sequence length owing to the presence of 20 amino acids. While 8000 possible tripeptides can be explored (computationally) for assembly using a brute-force approach, the space of 3.2 million pentapeptides is intractable. The human experts use rational design approaches, such as hydrophobicity scales, charge balance, patterning (npnpn; n:non-polar, p:polar), and their own individual experiences to design self-assembling pentapeptides. 6 out of the 11 synthesized pentapeptides suggested by the six different human experts were found to aggregate, although the proposed sequences suggested human bias toward V, F, K and E amino acids. In contrast, the developed AI-expert combines (A) Monte Carlo tree search (MCTS), (B) MD simulations and (C) a peptide structure based scoring function to efficiently search for self-assembling peptides. 6 out of 9 synthesized peptides from the AI-expert were found to aggregate. Beyond being able to recover some intuitive sequences (FFEKF), the AI-expert suggested some novel/unusual sequences (SYCGY) involving diverse amino acids (RWLDY) that reflect its advantage to overcome the human bias. Molecular representation and atomic force microscopy images for a few promising pentapeptides from both categories are also shown.

Results and Discussion

AI-expert for peptide discovery

We develop an AI workflow, henceforth referred to as the AI-expert, to discover self-assembling peptides. The workflow consists of a search algorithm, i.e., MCTS interfaced with GROMACS MD simulation software [31, 32] to model structure-functionality of a peptide, given only its amino acids sequence. The role of MCTS is to intelligently and efficiently generate peptide sequences sampled from the overall search space that can
show high self-assembling scores. The MD simulations \textit{via} GROMACS provide a relatively inexpensive method to estimate AP of the peptide sequence proposed by the MCTS algorithm, and thus provide feedback to improve the quality of the peptide search. It should be noted that the AI-expert autonomously switches between the two stages of peptide generation (MCTS) and evaluation (MD simulations) without any human intervention.

MCTS is a powerful algorithm for planning, optimization and learning tasks owing to its generality, low computational requirements, and a theoretical bound on exploration-vs-exploitation trade-off [33, 34, 29]. It has been particularly successful in problems involving extremely large search space [35, 36, 37], making it the model of choice for this work. While its details are covered in Methods section, we briefly note that it searches in a tree-structured fashion where every node (or tree leaf) contains a unique peptide sequence (e.g. VKVKV) and its associated score; see Figure 1. Moreover, these nodes contain connections in a special manner such that a parent node is connected to several child nodes with slightly different peptide sequences. This gives a meaningful structure to the overall tree, with the high-scoring child node generally belonging to the tree branch that contains other relatively high-scoring parent nodes. To advance the search, MCTS utilizes a tree policy and a rollout policy. The former selects the most promising node, while the latter samples the nearby space (using Monte Carlo trials) of the selected node by introducing small perturbations, referred to as rollouts. The upper confidence bound for parameters (UCP) [38] is a popular choice of tree policy given by:

\[
\text{UCP}(\theta_j) = -\min(r_1, r_2, ..., r_{n_i}) + c \cdot f(\theta_j) \cdot \sqrt{\frac{\ln N_i}{n_i}}
\]

where \(\theta_j\) represents the node \(j\) in the MCTS structure, \(r\) denotes the score (or reward) of a given rollout, \(c (> 0)\) is the exploration constant, \(n_i\) is the number of rollout samples taken by node \(\theta_j\) and all of its child nodes, and \(N_i\) is the same value as \(n_i\) except for the parent node of \(\theta_j\). In this work the scoring (or reward) function was chosen to balance the AP and the hydrophobicity of the peptides using the form, \(r_i = \text{AP}^\alpha \ast \log \text{PH}^\beta\), where symbol ‘\(\ast\)’ denotes the normalized values, and \(\alpha\) and \(\beta\) are the coefficients weights. \(f(\theta_j)\) is the uniqueness function specifically introduced in this work to drive search towards diverse sequences. The policy in Eq. 1 tries to balance the search between those nodes which have either returned the maximum score (left term) or have not been explored enough (right term). In contrast, the rollout policy introduces random, but controlled, perturbations (from a node) to sample new sequences.

We introduce two modifications to improve the efficiency of MCTS: the uniqueness function \(f(\theta_j)\) and a random forest (RF) model guided rollout policy. The uniqueness function enhances the effect of the exploration term in Eq. 1, further motivating MCTS to select those nodes that represent diverse peptides. This pushes the search in new regions (or diverse sequences) that have not been explored before. For this work, we used the Morgan circular fingerprints [39] to numerically represent the peptides followed by the Dice similarity measure to compute the uniqueness of a peptide in relation to others in the MCTS structure (see Methods). The second important modification is the use of a surrogate RF model to quickly predict AP of a peptide given its sequence. This eliminates the need to perform computationally expensive MD simulations during rollouts, especially for cases that are predicted to have very low AP values. However, care should be taken to only partly replace the MD simulations with the RF model as the surrogate model is only approximate and could miss-out on promising cases that are different from the data used for its training. Thus, here, we use the RF model to only guide the rollout policy such that half of the rollouts correspond to cases that are predicted to have high AP, while the remaining half is from random perturbation as in the traditional MCTS setting (see Methods). For both cases, the AP value used in Eq. 1 is obtained only after actual MD simulations. It should be noted that the RF model is trained in an online fashion, with the RF model being regularly updated as more training data from the MD simulations becomes available during the MCTS run. Details on the input features and training parameters of the RF model are provided in Methods section.

\textbf{Validation for tripeptides}

We first consider the space of tripeptides as a demonstration of the ability of the AI-expert to accelerate the search of self-assembling peptides. Two reasons that dictate this choice are: first, tripeptides exhibit a computationally manageable space of 8000 (= 20³) sequences and second, there already exists a rigorous past
Figure 2: **Performance comparison of the different search strategies on the space of tripeptides.**

(a) Molecular representation of example top scoring tripeptides along with their computed scores. The numbers within the bracket indicate (left) the aggregation propensity (AP) and (right) hydrophobicity (logP) values. (b) Comparison of the number of trials needed to search the highest scoring tripeptide from the complete space of 8000 cases. AI-expert utilizing MCTS or MCTS+RF search strategies on an average take substantially low number trials in comparison to a random or an exhaustive search to find the highest scoring tripeptide (SYY). (c) Comparison of the score of peptide sequences generated using a random, MCTS or MCTS+RF search strategy; solid lines denote the respective normalized density. The AI-expert with MCTS+RF scheme is most efficient in identifying high-scoring peptides as a larger fraction of its generated peptide population have high scores.

To measure the performance gain of the AI-expert over a brute-force approach, we first performed MD simulations for all 8000 cases and sorted them based on their score, \( r_{\text{tri}} = \text{AP}'^2 \times \text{logP}' \) (\( \alpha = 2, \beta = 1 \), same as that in the past work); see Methods section for details on MD simulations, and computation methodology of AP and logP. Some of the top scoring tripeptides are shown in Figure 2a and Extended Data Table 1.

While the specific rank-order of our results may slightly differ to the previous brute force investigation [24], the overall AP vs hydrophobicity trends in both the studies match well. The differences can be traced to the slight variations in the AP computations introduced due to either the stochasticity of the MD simulations or the software choice of the AP computations (see Supporting Information). Nonetheless, the trends in the identified top scoring tripeptides are similar. For example, YKD, EWK, and KYE all follow the general trend of charge balanced peptides (K/D or K/E) plus an aromatic residue, while KYY and SYY are amphiphilic peptides displaying a pair of aromatic residues. We also note that the specific rank-order of the tripeptides does not influence the conclusions made in this study regarding the search efficiency of the AI-expert, as discussed next.

Figure 2b compares the time taken by the different methods to identify the highest scoring tripeptide, i.e., SYY. It can be seen that the AI-expert which uses RF boosted MCTS (labeled MCTS+RF) on an average takes substantially lower number of trials to identify the highest scoring SYY sequence, as compared
to a purely random rollout policy based MCTS. This suggests that the developed rollout policy utilizing RF model indeed helps the AI-expert to efficiently identify high-scoring peptides. Furthermore, the AI-expert, with or without the RF model, performs significantly better than a random or a brute-force search requiring ∼4000 and 8000 trials, respectively. Similarly, Figure 2c compares the quality of the peptide population generated using a random search, or by the AI-expert utilizing MCTS or MCTS+RF scheme. It is evident that the MCTS+RF scheme samples high-scoring tripeptides most frequently, followed by the MCTS and then the random search. Overall, these results validate that the AI-expert can efficiently identify high-scoring peptides without resorting to time-intensive brute-force search.

Screening of pentapeptides

Having validated the efficiency of the AI-expert for tripeptides, next we use it to discover self-assembling pentapeptides with 3.2 M (20^5) permutations. Such a large search space renders a brute-force search impossible and motivates the need for an AI-guided search. The AI-expert with MCTS+RF scheme was deployed with a slightly different settings of the reward function, i.e., \( r_{\text{penta}} = AP^2 \times \log P^{0.5} \) (\( \alpha = 2, \beta = 0.5 \)), to bias the search towards pentapeptides that are neither too hydrophilic (easily soluble) nor too hydrophobic (difficult to form hydrogels). This adjustment in the reward function is necessary because a majority of the amino acids are hydrophilic, and the naive use of \( r_{\text{tri}} \) for pentapeptide design will incorrectly assign high scores to hydrophilic pentapeptides (discussed later). Results for the ∼6600 pentapeptides evaluated using the MCTS+RF (with \( r_{\text{penta}} \)) are shown in Figure 3a. It can be seen that AI-expert found high occurrence of moderately hydrophilic pentapeptides with logP between 0 and -4, although with a broad peak. A list of top 100 peptides from this, based on their reward score and an additional constraint of -0.6<logP<-2, were screened for longer MD simulations (200 ns) and the AP estimates were improved (see Supporting Information for the complete list). From a computational viewpoint, significant aggregation was observed in all of the selected 100 cases, with a few example pentapeptides structures shown in the top row of Figure 3b.

Besides the AI-expert, several human-experts were asked to suggest their own sequence of pentapeptides which they expect to assemble. A set of simple guidelines were supplied (see Methods), and in response, a total of 29 pentapeptides were collected. Many literature examples of self-assembling pentapeptides include N- and C- terminii modification (acetylated or carbamidated, respectively) to facilitate assembly [43, 44, 45, 46, 47, 48]. However, in this work the human-experts were directed to leave the pentapeptide terminii unmodified in alignment with the workflow adopted for the AI-expert. Analogous to the AI-expert pentapeptides, AP and logP values for these sequences were evaluated using MD simulations and hydrophobicity scales, respectively.

Results for the top 100 pentapeptides from the AI-expert (purple markers) and the 29 sequences from the human-experts (green markers) are shown in Figure 3b. Also, captured are the results of the candidates that were synthesized (black markers) and those that were found to aggregate (solid markers) based on light scattering and microscopy measurements. A detailed comparison of the pentapeptides suggested by the AI-expert and the human experts is discussed later. Here, however, we make the following observations: first, the top sequences screened by the AI-expert lie in a relatively smaller logP range as compared to those proposed by the human experts. This is because the AI-expert screen candidates only on the basis of the scoring function, while the humans rely on a multitude of factors, such as patterning, hydrophobicity scales and individual past experiences. Second, the AI-expert suggested sequences, in general, show higher AP values as compared to those of the human experts. This implies that at least from a computational modeling viewpoint, the AI-expert indeed found pentapeptide sequences with higher degree of aggregation. This is also evident from the example pentapeptide structures obtained after longer MD simulations (200 ns) comparing the AI-expert (top row) and the human experts (bottom row) sequences in Figure 3c. Third, many sequences that were computationally found to have high AP values did not display any assembly upon experimental synthesis. These cases highlight the limitations of the MARTINI force field to capture accurate aggregation behavior in peptides, or the inadequacy/simplicity of the reward function used in this work which consists of just the AP and logP values. Lastly, pentapeptides that were (experimentally) observed to aggregate belonged to a narrow range of logP (3 to -5) and AP (1.5 to 2.5), signaling the importance of these theoretically derived values in identifying novel peptide sequences for self-assembly. The observed narrow range of logP agrees well with the convention of balancing the hydrophobic and hydrophilic...
Figure 3: **Screening of pentapeptides from the AI-expert and the human experts.** (a) (left) Results of the MCTS+RF based computational search of the AI-expert using the scoring function $r^{\text{penta}}$. A broad peak with logP between 0 and -4 indicate generation of moderately hydrophobic peptides that display a good balance between aggregation propensity (AP) and hydrophobicity. The AP results are based on shorter MD simulations (50 ns). (Right) Top peptides that were screened by the AI-expert (top 100 using $r^{\text{penta}}$), suggested by the human experts, and those that were selected for synthesis. The AP results are based on longer MD simulations (200 ns). (b) MD simulation results (200 ns) for example top scoring pentapeptides, showing different levels of aggregation.
content in peptide sequences; if logP values are too negative (hydrophobic), peptides begin to precipitate out of solution or are rendered entirely insoluble in water even at low concentrations, and if logP values are too positive (hydrophilic), then they remain as water soluble monomers. Similarly, computed AP value is also a good indicator of peptide assembly, as no peptide sequence with a low AP value was observed to assemble.

**Discovery of self-assembling pentapeptides**

This section covers details on the 20 synthesized pentapeptides and the observed self-assembled structures. 11 of the 29 sequences from the human-experts and 9 of the 100 AI-expert suggested sequences were prepared using solid-phase peptide synthesizer (see Methods) with the termini of the peptides kept unmodified, i.e. amine, and carboxyl groups of the final product were unprotected. Since, we are interested in the ability of peptides to aggregate and/or assemble, it is important here to distinguish between two seemingly analogous terms: aggregation and assembly. Aggregation implies the lack of noticeable structure and assembly implies the presence of nano-, meso-, and microscale features like micelles, vesicles, fibers, and sheets. Thus, for a detailed analysis of the aggregated/assembled structure, and to find experimental quantities analogous to the computed logP and AP values, liquid chromatography, mass spectrometry, infrared spectrometry, atomic force microscopy (AFM) and opacity measurements were made for each of the synthesized pentapeptide.

First, all the synthesized peptides were analyzed for purity and mass by high performance liquid chromatography and mass spectrometry. The retention time (RT) was recorded and was found to correlate with hydrophobicity (logP); a linear relationship between RT and logP is visible in Figure 4a, although some deviations are also noted. Importantly, most of the peptides that show aggregation (solid circles) displayed high RT.

To determine assembly, all 20 peptides were dissolved in water at 2 wt.% and the pH was adjusted to 7. After 24 hrs, the solutions either remained clear, grew cloudy, or gelled upon adjusting the pH (see Figure 4d). The samples opacity (absorption at 800 nm) was monitored with a plate reader (OD800nm) and peptides with OD800nm >0.1 (for water, OD800nm =0.04) were considered to aggregate (see Extended Data Table 2). Overall, 6 candidates, i.e., VVVVV, FKFEF, VKVEV, VKVFF, KFFFE and KFAFD, from the humans, and 6 candidates, i.e., SYCGY, FKIDF, FFEKF, KWEFY, RWLDY and KWMDF, from the AI-expert were found to aggregate. One peptide from the human experts, RVSVD, yielded high opacity values after 1 week and was not considered to be a “positive hit”. Only a modest match between the measured OD800nm and the computed AP was observed as shown in Figure 4a. Peptides that yielded OD800nm >0.1 had an AP value >1.8, although some peptides with low opacity (OD800nm < 0.05) also had an AP >1.8 indicating that the computed AP is not always a good predictor for aggregation. In this regard, we also caution that the opacity measurements do not always indicate assembly. For example, micelles at the nanoscale remain translucent and would not yield high values at OD800nm.

Thus, we further analyzed the secondary structures of the aggregates of the peptides using FTIR spectroscopy. In the amide I region of the spectrum, peptide/protein in D₂O show a signature FTIR vibrations of 1675 cm⁻¹ and 1627 cm⁻¹ that are representative of a β-sheet conformation [49]. While we observed (Figure 4c) the former peak in almost all the samples investigated (2 wt.% in D₂O, pH 7), the latter peak, which is attributed to the β-sheet composition, was observed in the following peptides: FKIDF, KFFFE, FKFEF, VVVVV and VKVFF. In addition to the samples in solution, dried films cast from diluted stock solutions (10 μL of a 0.2 wt.% solution onto a CaF₂ window) yielded the β-sheet signature of amide I vibration at 1627 cm⁻¹ in more peptides (see Supporting Information). 9/11 peptides from the users indicated β-sheet formation as opposed to 3/9 AI peptides. This reflects the bias of the users towards peptides with β-sheet formation, as will be discussed later.

To investigate the morphology of the designed pentapeptides, atomic force microscopy (AFM) was employed on the dried sample films (see Methods). We note that the dried films could contain structural artifacts, but in most cases the microscopy data correlate well with our solution studies—only three cases are believed to form aggregates owing to the drying, KVKVK, RVSV and VKVKV. Among the cases recommended by the AI-expert, SYCGY yielded microscale length needles with widths on the order of 100s of nm (see Figure 4b). Nanoscale structures were found in the peptides rich in aromatic amino acids, tryptophan and phenylalanine: KWEFY (fibers), FFEKF (spheres), and FKIDF (platelets). This is a similar design feature in the past study on tripeptide series explored by the Ulijn and Tuttle groups [24]. Two sequences that introduce aliphatic amino acids (Leu and Met) in the middle of the sequences, RWLDY and
Figure 4: Experimental measurements of self-assembly in pentapeptides. (a) Retention time (RT) and opacity (OD800nm) measurements for the 20 synthesized pentapeptides as suggested by the AI and the human experts. Peptides that were found to aggregated are marked with solid circles. While RT was found to linearly correlate with logP, OD800nm was analogous to the computed aggregation propensity (AP) values. (b) Atomic force microscopy images for example pentapeptides synthesized in this work, along with their molecular representation and pattern of mixed polar (p) and non-polar (n) amino acids. Aggregates in form of fibres, sheets/tapes, and other irregular shapes are visible. (c) Infrared spectroscopy measurements for the 20 synthesized pentapeptides as suggested by the AI and the human experts. The peak near 1600 cm\(^{-1}\) highlights the formation of secondary structures (\(\beta\)-sheets) in many of the human-expert selected systems, which was largely missing in the AI recommended systems. (d) Photographs of example gel, solution and suspensions formed by different peptides.

KWMD\(F\), yield spherical structures with varying degrees of aggregation. Interestingly, WKPYY indicated no assembly via our experimental protocol, but large aggregates were observed in the solution as well as the AFM. Thus, among the selected 9 cases from this list, only PPPHY and PTPCY did not indicate any discernible structure and resembled dried organic matter on a substrate.

Human experts designed phenylalanine rich peptides, similar to those identified by the AI-expert, demonstrated a high propensity for forming nanostructures. Nanoscale fibers were discovered for KFAFD, FKFEF, VKVFF (spherical bundles) and KFFE (nanoplates). Many of the valine rich peptides from the human experts form fibrous structures upon drying (VKVKV, KVKV and RVSVD) while no evidence for solution structures were observed. Interestingly, large platelets with 25 nm height were observed for relatively hydrophobic (logP = -2.3) VVVVV. Even though it is highly hydrophilic (logP = 5.05), VKVEV gelled upon increasing the pH to 7. Thus, 6 of the 11 pentapeptides suggested by human experts formed nanostructures, most of which formed \(\beta\)-sheet conformation.

Performance comparison of AI-expert and human experts

In terms of the overall ability of the AI-expert to predict assembly in pentapeptides, it performs at par or slightly better than the human experts. As shown in Figure 5a, the success rate of the AI-expert (using \(r^\text{penta}\)) is 66.67 % as compared to 54.5 % in the case of human experts. We, however, argue that aggregation success rate alone is not a sufficient metric to evaluate performance. It is important to realize that, in
contrast to the human experts, the AI-expert had no direct feedback from any actual experiments and merely relied on computationally derived quantities, such as AP and logP, to make predictions. So, if all the synthesized peptides are rank-ordered on the basis of their computational score (i.e., \( r_{\text{penta}} \)), 7 of the top 8 peptides are from the AI-expert and only 1 are from the human experts (see Figure 5b). This means that in the ideal case where the computational scoring function is a perfect indicator of assembly, the AI-expert would have performed much superior to the human experts. Thus, efforts are needed to either modify the scoring function (e.g., addition of other structural factors or manipulating weighting scheme), or improve the performance of the force fields to accurately relate the computational score with peptide assembly.

### a) Aggregation performance

| Expert     | Agg. | Total | % Success |
|------------|------|-------|-----------|
| Human      | 6    | 11    | 54.5      |
| AI (\( r_{\text{penta}} \)) | 6    | 9     | 66.7      |

### b) Top scoring pentapeptides: Computational score

| Rank | Peptide | Expert     | \( r_{\text{penta}} \) |
|------|---------|------------|------------------------|
| 1    | PTPCY   | AI         | 0.49                   |
| 2    | PPPHY   | AI         | 0.44                   |
| 3    | SYCGY   | AI         | 0.43                   |
| 4    | KWMDF   | AI         | 0.38                   |
| 5    | WKPYY   | AI         | 0.34                   |
| 6    | KWEFY   | AI         | 0.33                   |
| 7    | FFEKF   | AI         | 0.31                   |
| 8    | FKFEF   | Human      | 0.28                   |

### c) Top scoring pentapeptides: Experimental score

| Rank | Peptide | Expert     | ExpScore |
|------|---------|------------|----------|
| 1    | SYCGY   | AI         | 0.30     |
| 2    | KFAFD   | Human      | 0.26     |
| 3    | FFEKF   | AI         | 0.24     |
| 4    | VVVVV   | Human      | 0.21     |
| 5    | KFFFE   | Human      | 0.09     |
| 6    | VKVEV   | Human      | 0.05     |
| 7    | RWLY    | AI         | 0.03     |
| 8    | KWEFY   | AI         | 0.03     |

Figure 5: **Performance comparison of the AI-expert against human experts.** The performance of the AI-expert and the human experts are evaluated in terms of the (a) aggregation success rate, and (b) computational and experimental scores of the proposed peptides. (c) Co-relation between the computational and the experimental score, with (bottom) and without (top) the \( \beta \)-sheet factor. Although a high computational score not necessarily indicate aggregation, the experimental score beyond a threshold of 0.01 (dotted lines) captures the peptide aggregation extremely well.

As another form of performance evaluation, we devised an experimental scoring (ExpScore) metric that incorporates information from the characterization measurements. ExpScore was defined as the product of the normalized RT (analogous to logP) and the normalized OD800nm (analogous to AP) and captured the aggregation in peptides extremely well; see Methods. As seen in Figure 5b, even on the basis of ExpScore, the AI-expert performs at par with the human experts with each of the two suggesting 4 of the top 8 scoring peptides. Nevertheless, the the highest scoring case (SYCGY) was predicted by the AI-expert, further corroborating the ability of the AI-expert for peptide discovery.

The diversity of the proposed peptide sequence is another important performance metric. Much of the sequences proposed by the human experts revolved around the use of only four amino acids, i.e., phenylalanine (F), valine (V), lysine (K) and glutamic acid (E). This is not only reflective of the human bias, but in some
sense also the reason for good success rate from the human experts (for instance, many similar pairs, VKVFF, VKVEV, and KFFFE, FKFEF, are all counted as positive hits). The AI-expert, on the other hand, suggested very diverse sequences covering more than 10 distinct amino acids. Furthermore, it suggested sequences which are very unusual, such as SYCGY, or include many distinct amino acids, e.g., FKIDF, RWLDY and KWETFY. None of these sequences is likely to be recommended by a human expert and truly suggests the power of the AI-expert to overcome human bias, identify novel sequences and plausibly unearth new protein chemistry.

Besides discovering novel chemistry, the AI-expert automatically (re-)discovered a few known rational design approaches. For instance, a significant percentage of the peptides (∼50 %) determined by the AI-expert, were either charge neutral or charge balanced such that a positively charged amino acid like lysine or arginine was frequently paired with a negatively charged amino acid like glutamic or aspartic acid. Such inclusion of salt-bridges/electrostatic pairing in peptide design is a standard practice. Another unique area where both the human-experts and the AI-expert agreed on was the incorporation of phenylalanine rich peptides balanced with the charged pair of lysine and glutamic/aspartic acid, e.g. KFFFE, FKFEF (humans), and FKIDF, FFEKF (AI). Phenylalanine is well known to form $\beta$-sheet rich structures that further stabilize supramolecular assemblies via $\pi - \pi$ interactions. The generation of such sequences via the AI-expert is rather encouraging.

However, there are many deviations between the human experts and the AI-expert. Using $r^{\text{penta}}$, some unusual high scoring sequences were observed. These sequences lacked electrostatic pairs and incorporated uncharged/polar amino acids, e.g. SYCGY and PPPHY. Incorporation of cysteine can be challenging due to its ability to cross-link and form cysteine bridges. For self-assembly, this can be beneficial, but the simulations do not predict disulfide bond formation rendering the experimental and simulation results difficult to compare. Another deviation between the AI-expert and the rational design approach is with respect to the amino acids valine and proline. Very few peptides suggested by the AI-expert contained valine, yet human experts show a proclivity for it (e.g. KVKVK, RVSVD, VKVEK). Generally, valine is employed due to its high $\beta$-sheet propensity which often leads to long-range ordering in self-assembly [50]. The trend was opposite in the case of proline; while several of the AI-expert sequences were dominated by this amino acid, none of the human experts believed it to help with any sort of assembly. The added observation that none of the proline containing pentapeptide aggregated, points to a limitation of the AI-expert.

**AI-expert improvement opportunities**

A critical component behind the success of the AI-expert is its scoring function, which needs to be designed very carefully. To show how dramatically it can influence the performance of the AI-expert, we again use the AI-expert to design pentapeptides, but this time with the reward as $r^{\text{tri}}$. This mostly yielded highly hydrophilic candidates with a logP value between 2 and 6, as shown in Supporting Information, Figure S2. Although scored high (based on $r^{\text{tri}}$), these candidates are expected to be soluble in water and not show any assembly. Analogous screening procedure was followed, wherein 10 candidates were synthesized from the list of top 100 cases based on longer MD simulations (200 ns). Only 2 of 10 cases, i.e., KFFFDY and FFEKF, yielded aggregates with a success rate of only 20 % (see Supporting Information). Thus, the selection of an instructive scoring function is quintessential for the AI-expert, and the weighting parameters $\alpha$ and $\beta$ needs to be carefully adjusted according to the sequence length, $n$, of the peptide.

We noted previously that the AI-expert did not receive any feedback from actual experiments and only a modest correlation between the computational ($r^{\text{penta}}$) and the experimental score was found, as shown in Figure 5c. This observation, along with the general tendency of the human experts to incorporate amino acids with high $\beta$-sheet propensity (e.g. valine and phenylalanine) and unfitting proclivity of the AI-expert to proline, provide an opportunity to improve the performance of the AI-expert.

Chou and Fasman have reported $\beta$-sheet propensity as a statistical distribution of amino acid conformers in the protein data bank [23] and the approach has been periodically updated [50]. Being a quantitative measure, this can be used to modify the scoring function, i.e., $r^{\text{Score}} = AP^{\alpha} \times \log P^{\beta} \times \log \sigma^{\gamma}$, where $\sigma$ is the reported $\beta$-sheet propensity factor of weight $\gamma$. Figure 5c compares the correlation between the computational and the experimental score with ($\gamma=1$) and without ($\gamma=0$) the $\beta$-sheet propensity factor. Further, the vertical lines in the bottom panel of Figure 5c are proportional to change in the peptide score upon addition of the $\beta$-sheet propensity factor and denote its effect on the peptide score. It can be seen
that with the β-sheet, the computational score for the proline containing sequences, WKPYY, PTPCY and PPHYS, which did not assemble, decreased substantially. Similarly, the human experts suggested peptides that had low computational and experimental scores, and did not aggregate (VKVKV), continued to display low scores even after the inclusion of the β-sheet propensity factor. Further, many of the peptides that were found to aggregate either did not show any change (VVVVV, VKVEV) or their scores decreased marginally (KFFFE, SYCGY, FFEKF). This overall results in an improved ranking of the peptides, and we believe, this improved scoring system ($\alpha$Score) could be used for peptide discovery in the future. However, caution should be exercised in the selection of the γ factor, as a high γ value will dominate the search towards selected amino acids (e.g., V, I and F) or to peptides with only β-sheet conformations, and thus introduce unwanted bias in the search and minimize amino acid diversity.

Our future vision is the development of a fully autonomous peptide design platform where the AI-expert interacts with a robotic platform capable of synthesizing and characterizing new sequences, whose feedback is directly digested by the AI-expert to suggest new sequences and the search is progressed in an iterative manner. To accelerate this process, inputs from simulations could also be utilized to avoid low scoring peptides.

Conclusions

AI methodologies are incredibly useful for guiding scientists towards identifying novel short self-assembling peptides and are being considered as the future of synthesis and molecular design. AI facilitated peptide discovery is necessary because of the intractable search space ($20^n$, where $n$ is the peptide length). Here, we developed an AI-expert to evaluate the aggregation propensity of 6,600 out of 3.2 million possible pentapeptides using MD simulations and hydrophobicity (logP) scales. In addition, we queried expert peptide designers to provide promising sequences. Top 9 sequences from the AI-expert and 11 candidates from the human experts were synthesized and characterized. An experimental scoring system (sample opacity vs HPLC retention time) that reflected the AI scoring system (aggregation propensity vs hydrophobicity) was critical in identifying failures and successes in the approaches of both the AI-expert and the human experts. Overall, the AI-expert performed at par or slightly better with a 66.7% success rate to human experts’ 54.5%. Not only did the AI-expert recovered known design strategies, such as identification of charge balanced phenylalanine rich peptides (AI - FKIDF and FFEKF, human - KFFFE and FKFEF), it also found novel sequences that deviate significantly from the traditional approach (e.g. SYCGY).

Human bias was demonstrated to favor pentapeptides with high β-sheet propensity scores and was used as an opportunity to improve the AI scoring metric. Including the β-sheet factor to the AI score shifted the rankings in the correct direction, but still did not fully resemble the experimental ranking. Future efforts will focus on the application of high throughput peptide synthesis coupled to the developed experimental scoring system to provide an experimental feedback loop to the AI-expert beyond the currently implement theoretical metrics (AP and logP). Similar AI strategy could be extended to screen small libraries of peptides for more specific applications. Although this study demonstrates the success of the AI-expert in discovering self-assembling peptides, it can be extended to discover functional peptide assemblies for applications involving light harvesting, catalysis, mechanical stability and conductivity.
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Methods

Monte Carlo tree search

The AI-expert generates promising peptide sequences using the Monte Carlo tree search (MCTS), which utilizes a tree-structure based search to balance the exploration-vs-exploitation trade-off. MCTS builds a shallow tree of nodes, each containing a peptide sequence, that are inter-connected in a parent-child manner. A meaning to the structure of the tree is provided by ensuring that each child node contains a sequence that is only a minor perturbation of the sequence of the parent node. Thus, similar peptide sequences occur in a tree branch. The MCTS consists of four key stages; selection: based on a tree policy select the leaf node that has the highest current score; expansion: add a child node (with a slightly different sequences than the parent node) to the selected leaf after taking a possible action; simulation: from the selected node, perform Monte Carlo trials of possible actions using a rollout policy to estimate the associated expected reward; back-propagation: pass the rewards generated by the simulated episodes to update the scores of all the parent leaves encountered while moving up the tree. Here, we emphasize the distinction between score and reward; while former is computed using the full Eq. 1, the latter represents only the left term of this.
Molecular Dynamics Simulation

Peptide (tri or penta) coordinate files were created using VMD scripting tools [53] and converted to coarse-grained (CG) representation in the MARTINI force field (version 2.2) using the open-source script martiniize.py [54]. Analogous to the previous study on tripeptides [24], the secondary structure input flag –ss = EEE was used. Since this choice was consistent for all peptide sequences studied, it is not expected to bias our search.

Using the GROMACS code (version 5.1.2) [31, 32], 180 (300) zwitterionic pentapeptides (tripeptides) were randomly placed in a periodic cubic box of dimensions 13 × 13 × 13 nm³ resulting in peptide concentration of 0.14 (0.23) mol/L in standard CG water. LJ interactions were shifted to zero in the range 0.9-1.2 nm, and electrostatic interactions in the range 0.0-1.2 nm for all simulations (no Particle Mesh Ewald method was used). A relative dielectric constant \( \varepsilon_r = 15 \) was used in standard CG water simulations for screening of the electrostatic interactions, while 2.5 was used for simulations in polarizable water. To model the peptide structure, the simulations were conducted in a series. First, the box was energy minimized for 10000 steps or until forces on atoms converged to under 200 pN. Next, the minimized box was equilibrated at constant volume (NVT) for 15,000 steps of 6.125 fs, using v-rescale temperature coupling (\( \tau_T = 0.1 \) ps) at around 303 K. Finally, the resulting structure was equilibrated for 2×10⁶ steps of 6.125 fs using the Berendsen algorithms [55] to keep temperature (\( \tau_T = 1.25 \) ps) and pressure (\( \tau_P = 3 \) ps) around 303 K and 1bar, respectively. Bond lengths in aromatic side chains and the backbone-side chain bonds in I, V and Y were constrained using the LINCS algorithm [56]. The total simulation time for MCTS evaluation was 12.25 ns, which owing to the speed factor of the CG potentials [57, 58] tantamount to an ‘effective time’ of roughly 50 ns. For longer MD simulation on the screened top 100 pentapeptides, the water in the solvated energy-minimized box obtained after NVT simulation was converted to polarizable water (PW) [59] to better account for charge screening. This system was then energy-minimized again and run in the NPT ensemble for 8×10⁶ steps, or roughly 200 ns effective time.

The GROMACS sasa tool was employed to compute AP values as the ratio of solvent accessible surface area (SASA) of the structures obtained at the start and the finish of the MD runs. The hydrophobicity of a peptide was computed using the Wimley–White whole-residue scale [21, 22], formulated as \( \log P = \)
∑_{a∈S} ΔG_{water-oct,a}, where summation runs over all amino acids \(a\) in the peptide sequence \(S\). The AP and logP values were normalized using the expression \(x = (x - x_{\text{min}})/(x_{\text{max}} - x_{\text{min}})\), where \(x, x_{\text{min}}\) and \(x_{\text{max}}\) respectively denote the original peptide AP/logP value, and the associated possible minimum and the maximum values. For logP, the minimum and maximum values were computed by assuming all amino acids in the sequence to be either W (-2.09) or D (3.64). In the case of AP, the results on tripeptides provided the minimum and maximum values of 0.97 and 2.7, respectively.

**Surrogate random forest model for peptide aggregation propensity**

The random forest (RF) regression algorithm, as implemented in the scikit-learn [60], was used to learn the AP of peptides. RF is an ensemble of decision trees, that averages predictions from a large group of ‘weak models’ to overall result in a better prediction. The RF hyperparameter, i.e., the number of weak estimators, was set to 100 based on preliminary results using the dataset of tripeptides. As an input to the RF model, a 3-level hierarchical set of features, based on our past experience [61, 62], that capture different geometric and chemical information about the peptides at multiple length-scales (atomic, morphological) were considered. Further details on the model input features are provided in Supporting Information. The RF model was trained to minimize the mean absolute error (MAE). To estimate prediction errors on unseen data and showcase the improvement in the model performance with increasing training data, learning curves were generated by varying the sizes of the training and test sets. These results are included in Extended Data Figure 1. Statistically meaningful results were obtained by averaging over 10 different random test-train split.

**Screening guidelines to human experts**

Pentapeptide sequence design was requested from five experts. They were given minimal guidance in an effort to minimize design biasing. The guidelines were as follows: 1. Rationally design a self-assembling pentapeptide that is unmodified (i.e. select only from the 20 genetically encoded amino acids, no modified termini). 2. The peptide should assemble at neutral pH. 3. What morphology will the assembly yield? All five experts submitted multiple sequences, 29 in total. From this, we chose 11 based on the diversity of the sequences.

**Peptide synthesis**

Pentapeptide sequences were obtained from either the AI-expert or by the human experts as described in the main text. In an effort to minimize post-synthesis purification via lengthy HPLC methods, our solid-phase peptide synthesis (SPPS) methods were optimized to yield crude peptides with > 95% purity. SPPS of pentapeptides was carried out using Fmoc chemistry (CS Bio Co. automated peptide synthesizer, CS136XT). Preloaded Wang Resin (0.1mmol synthetic scale, Chem Impex) was used as the solid support. A solution of 20% piperidine (Sigma-Aldrich) in dimethylformamide (Fisher Chemical, Bioreagent Grade) was used as the deprotecting reagent with subsequent 5 and 20 minute deprotection times. Coupling was executed using ten fold equivalents of standard Fmoc protected amino acids (1 mmol, Chem Impex) and stoichiometric equivalents of diisopropylethylamine (DIEA, 1 mmol, Sigma Aldrich) and O-Benzotriazole-N,N,N',N'-tetramethyl-uronium-hexafluoro-phosphate (HBTU, 1mmol, Chem Impex) in DMF with a 90 minute coupling time. Final Fmoc deprotection was made following the same deprotection protocol listed above.

Upon completion of the synthesis, the resin was transferred to a 20 mL scintillation vial equipped with a stir bar. The peptide side chains were deprotected and the crude peptide removed from the peptidyl resin with a standard trifluoroacetic acid solution (10 mL, 95% TFA, 2.5% trisopropylsilane, 2.5% water) and stirred for 3 h. If a cysteine residue was present in the sequence, the deprotection solutions was adjusted with ethane dithiol (EDT, Sigma Aldrich) (10 mL, 95% TFA, EDT, 2.5% trisopropylsilane, 2.5% water). The resulting solution was filtered (fritted peptide reaction vessel equipped with a side arm, Chem Glass) into a clean 20 mL glass vial. The crude peptide was precipitated out of solution via dropwise addition of the TFA solution into cold diethyl ether (90 mL). The suspension in diethyl ether was transferred into two centrifuge tubes (50 mL Falcon tubes). The precipitate was pelleted using a centrifuge. The off-white
to white precipitate was washed thrice with cold-diethyl ether yielding the crude material. Once dry, the material was reconstituted in water and then lyophilized to obtain a white powder.

Sample preparation

The lyophilized powder of each peptide was weighed and dissolved in MilliQ water (R = 18.2 MΩ) or deuterium oxide (D$_2$O, Sigma Aldrich) for solution infrared experiments. The pH was adjusted to 7 with ammonium hydroxide (1 M NH$_4$OH or 1 M ND$_4$OD prepared by diluting ammonium hydroxide in water or deuterium oxide). The sample was noted to either remain in solution, precipitate, or gel immediately after adjusting the pH and after 24 hrs. The samples were either used as prepared or diluted for further characterization.

Experimental measurements

LCMS was employed for not only peptide identification and purity analysis but also for quantifying the hydrophobicity as reported by retention time in a standardized method. An Agilent Technologies HPLC Workstation (Agilent 1260 Infinity equipped with an autosampling unit and multiwavelength detector) equipped with a c18 column (Jupiter Proteo 10×250 mm, Phenomenex) was utilized. A linear purification method was employed using a polar mobile phase water (0.1% TFA) with a 4% (v/v) per minute increase of the non-polar mobile phase acetonitrile (0.1% TFA). The sample was prepared at a concentration of 300 µg/mL in water (0.1% TFA) with injection volumes of 0.9 mL. The retention time were recorded using the Agilent OpenChem software (Extended Data Table 2). Advion Expression CMS (ESI-MS) was employed to determine the correct mass of the isolated peptides Table S2.

Sample opacity was used as an indicator of aggregation or assembly. We added 100 µL of each sample to a 96 well plate and analyzed the absorption at 800 nm (OD800nm), Tecan Platerader, Magellan Software.

ExpScore is defined as the product of the normalized retention time (RT') and the normalized sample opacity (OD800nm'). RT was normalized to the lowest (15 min) and highest, whole number retention time (22 min). OD800 nm was normalized to the value collected for water (0.04) and the highest value observed for the peptides (1.82). A complete table can be found in Extended Data Table 2.

A Thermofisher Nicolet fourier transform infrared (FTIR) spectrometer was used for analysis of the mid-infrared region, i.e., the amide region for peptides. Each spectrum is an average of 16 scans with a resolution of 4 cm$^{-1}$ and background corrected for D$_2$O. Each sample (10 µL of a 2wt% solution) was dropcast on a CaF$_2$ plate equipped with a 0.025 mm Teflon spacer in a solution infrared cell (Sigma Aldrich). A second CaF$_2$ plate was placed on top of the Teflon spacer and the assembly was sealed. Using the same spectrometer and settings as the solution FTIR except background corrected for CaF$_2$ only. Each sample was diluted tenfold to 0.2 wt% and 10 µL was dropcast onto a CaF$_2$ plate and dried (∼30 min).

Atomic force microscopy was obtained on a Bruker MultiMode 8 microscope using the Scanasyst mode. A silicon tip on a nitride lever was used (Scanasyst-Air Probe, Bruker). Each sample was diluted tenfold to 0.2 wt% and 100 µL was dropcast onto a freshly cleaved mica disk (top layer removed with scotch tape) affixed to a stainless steel disk. After 2 minutes the solution was removed by wicking away with filter paper. 10 µm × 10 µm and 2 µm × 2 µm images were collected at a scan rate of 1 Hz.
Extended Data

Extended Data Table 1: Top ranked tripeptides identified using the brute-force computational search on 8000 candidates. The score is based on the reward function $r_{\text{tri}}$. Abbreviations: AP, aggregation propensity; logP, hydrophobicity.

| Rank | Peptide | AP  | logP | Score     |
|------|---------|-----|------|-----------|
| 1    | SYY     | 2.41| -0.96| 0.214019  |
| 2    | YKD     | 1.86| 5.73 | 0.184754  |
| 3    | DHK     | 1.83| 6.55 | 0.184296  |
| 4    | PSY     | 2.21| -0.11| 0.184101  |
| 5    | EYK     | 1.84| 5.72 | 0.176396  |
| 6    | TYT     | 2.19| -0.21| 0.175317  |
| 7    | EKW     | 1.89| 4.34 | 0.174551  |
| 8    | EWK     | 1.89| 4.34 | 0.174551  |
| 9    | SYH     | 2.18| -0.14| 0.174447  |
| 10   | YYS     | 2.27| -0.96| 0.174427  |
| 11   | DFK     | 1.87| 4.73 | 0.173185  |
| 12   | DKF     | 1.87| 4.73 | 0.173185  |
| 13   | FKD     | 1.87| 4.73 | 0.173185  |
| 14   | KYD     | 1.83| 5.73 | 0.172508  |
| 15   | KYF     | 2.12| 0.38 | 0.170942  |
| 16   | KYE     | 1.82| 5.72 | 0.168379  |
| 17   | KEY     | 1.82| 5.72 | 0.168379  |
| 18   | WKD     | 1.87| 4.35 | 0.167202  |
| 19   | DWK     | 1.87| 4.35 | 0.167202  |
| 20   | KYY     | 2.03| 1.38 | 0.167073  |
Extended Data Table 2: Overall results for the synthesized pentapeptides. Computational (AP, logP) and experimental (LC(RT), OD800nm) measurements, along with the associated reward scores ($r_{\text{penta}}$, $r_{\text{tri}}$) and experimental score (ExpScore) are provided. β-sheet scale corrected $r_{\text{penta}}$ and $r_{\text{tri}}$ scores, respectively titled $r_{\text{penta}}^{wB}$ and $r_{\text{tri}}^{wB}$, are also included. Cases where aggregation (Agg.) was observed are marked 1 with a bold font.

| Peptide | Expert | Score | Agg. | LC(RT) min | OD800nm | ExpScore | AP | logP | $r_{\text{penta}}$ | $r_{\text{tri}}$ | $r_{\text{penta}}^{wB}$ | $r_{\text{tri}}^{wB}$ |
|---------|--------|-------|------|------------|---------|----------|----|------|----------------|----------------|----------------|----------------|
| VVVVV   | Human  | -     | 1    | 20.1       | 1.469   | 0.218    | 2.06| -2.30| 0.212          | 0.113          | 0.212          | 0.113          |
| FKFEF   | Human  | -     | 1    | 21.4       | 0.580   | 0.026    | 2.12| 1.30 | 0.283          | 0.181          | 0.128          | 0.082          |
| VKVEV   | Human  | -     | 1    | 18.2       | 0.192   | 0.046    | 1.84| 5.05 | 0.186          | 0.137          | 0.126          | 0.093          |
| VKVFF   | Human  | -     | 1    | 20.9       | 0.314   | 0.024    | 1.95| -1.54| 0.179          | 0.100          | 0.124          | 0.069          |
| KFFFE   | Human  | -     | 1    | 20.9       | 1.049   | 0.089    | 1.95| 1.30 | 0.206          | 0.132          | 0.093          | 0.059          |
| KFAFD   | Human  | -     | 1    | 19.5       | 1.320   | 0.257    | 1.86| 3.52 | 0.185          | 0.129          | 0.066          | 0.046          |
| RVSD    | Human  | -     | 0    | 16.5       | 0.050   | 0.005    | 1.66| 4.99 | 0.117          | 0.086          | 0.061          | 0.045          |
| KKFDD   | Human  | -     | 0    | 16.2       | 0.053   | 0.006    | 1.64| 11.17| 0.130          | 0.113          | 0.033          | 0.029          |
| VKVKV   | Human  | -     | 0    | 17.5       | 0.046   | 0.002    | 1.35| 4.22 | 0.035          | 0.025          | 0.024          | 0.017          |
| KVKVK   | Human  | 0     |      | 15.4       | 0.047   | 0.004    | 1.19| 7.48 | 0.013          | 0.010          | 0.007          | 0.005          |
| DPDPD   | Human  | 0     |      | 15.8       | 0.049   | 0.004    | 1.01| 11.20| 0.000          | 0.000          | 0.000          | 0.000          |
| SYCGY   | AI     | r_{\text{penta}} | 1 | 18.4       | 1.070   | 0.298    | 2.42| 0.17 | 0.428          | 0.260          | 0.191          | 0.117          |
| FFEKF   | AI     | r_{\text{penta}} | 1 | 20.3       | 1.810   | 0.241    | 2.24| 1.30 | 0.345          | 0.221          | 0.156          | 0.100          |
| RWLDY   | AI     | r_{\text{penta}} | 1 | 20.1       | 0.249   | 0.031    | 2.11| 1.4  | 0.279          | 0.179          | 0.110          | 0.070          |
| KWEDF   | AI     | r_{\text{penta}} | 1 | 20.7       | 0.335   | 0.031    | 2.20| 1.92 | 0.332          | 0.218          | 0.142          | 0.093          |
| FKIDF   | AI     | r_{\text{penta}} | 1 | 21.1       | 0.443   | 0.029    | 2.03| 1.90 | 0.246          | 0.162          | 0.120          | 0.079          |
| KWMDF   | AI     | r_{\text{penta}} | 1 | 20.9       | 0.155   | 0.010    | 2.28| 1.97 | 0.378          | 0.248          | 0.139          | 0.092          |
| WKPY    | AI     | r_{\text{penta}} | 0 | 19.6       | 0.044   | 0.001    | 2.11| -0.57| 0.255          | 0.150          | 0.100          | 0.059          |
| PPHY    | AI     | r_{\text{penta}} | 0 | 17.3       | 0.046   | 0.002    | 2.46| -0.18| 0.444          | 0.266          | 0.087          | 0.052          |
| PTPCY   | AI     | r_{\text{penta}} | 0 | 18.5       | 0.052   | 0.004    | 2.54| -0.20| 0.492          | 0.294          | 0.168          | 0.100          |
| FFEKF   | AI     | r_{\text{tri}}  | 1 | 20.3       | 1.810   | 0.241    | 2.17| 1.30 | 0.308          | 0.197          | 0.139          | 0.089          |
| KFFDY   | AI     | r_{\text{tri}}  | 1 | 20.1       | 0.583   | 0.083    | 2.20| 2.31 | 0.337          | 0.225          | 0.147          | 0.098          |
| KHFDF   | AI     | r_{\text{tri}}  | 0 | 17.9       | 0.048   | 0.003    | 2.30| 4.13 | 0.422          | 0.301          | 0.162          | 0.115          |
| YTEYK   | AI     | r_{\text{tri}}  | 0 | 16.6       | 0.042   | 0.001    | 2.13| 5.26 | 0.333          | 0.247          | 0.140          | 0.104          |
| WKPYY   | AI     | r_{\text{tri}}  | 0 | 19.6       | 0.044   | 0.001    | 2.29| -0.57| 0.342          | 0.201          | 0.134          | 0.079          |
| EPYYK   | AI     | r_{\text{tri}}  | 0 | 17.2       | 0.044   | 0.002    | 2.26| 5.15 | 0.410          | 0.303          | 0.131          | 0.097          |
| YDPKY   | AI     | r_{\text{tri}}  | 0 | 17.5       | 0.045   | 0.002    | 2.24| 5.16 | 0.398          | 0.294          | 0.122          | 0.090          |
| KDPYY   | AI     | r_{\text{tri}}  | 0 | 17.8       | 0.054   | 0.005    | 2.22| 5.16 | 0.385          | 0.284          | 0.118          | 0.087          |
| YEPYK   | AI     | r_{\text{tri}}  | 0 | 17.1       | 0.048   | 0.003    | 2.16| 5.15 | 0.349          | 0.258          | 0.111          | 0.082          |
Extended Data Figure 1: Performance of the random forest (RF) model to predict the computed aggregation propensity (AP) in a) tripeptides and b) pentapeptides. In both cases improvement in the RF model performance with increasing size of training data (left panel) is shown, along with an example parity plot of the test data when it constitutes 20% of the total dataset. In a) 10 statistical runs with a random split of test-train data (from 8000 total cases) were performed; error bars denote 3σ standard deviation. In b) the test-train split (from ~6600 total cases using r<sub>penta</sub>) was performed in a special manner to capture the progressive improvement of the RF model during the MCTS run. Since within the MCTS+RF scheme the training data was generated in an online fashion, the RF model training set consists of AP values evaluated in the early stages of the MCTS run while the test set contains AP values evaluated in the later stage of the run. Abbreviation: MAE, mean absolute error.
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