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Abstract

Convolutional neural networks have become the main tools for processing two-dimensional data. They work well for images, yet convolutions have a limited receptive field that prevents its applications to more complex 2D tasks. We propose a new neural network model, named Switchblade, that can efficiently exploit long-range dependencies in 2D data and solve much more challenging tasks. It has close-to-optimal $O(n^2 \log n)$ complexity for processing $n \times n$ data matrix. Besides the common image classification and segmentation, we consider a diverse set of algorithmic tasks on matrices and graphs. Switchblade can infer highly complex matrix squaring and graph triangle finding algorithms purely from input-output examples. We show that our model is likewise suitable for logical reasoning tasks – it attains perfect accuracy on Sudoku puzzle solving. Additionally, we introduce a new dataset for predicting the checkmating move in chess on which our model achieves 72.5% accuracy.

1 Introduction

Neural networks are being established as the primary tools to reach state-of-the-art results in a broad range of applications. Numerous different neural architectures have been developed, often specific to the task at hand. Such tailored architectures work great for the task they were intended to but are often inapplicable to other tasks. When a new task arrives, the user is at a tough decision to choose a suitable architecture, and sometimes none of the existing performs well.

In this paper, we study a wide variety of 2D tasks and propose a new neural architecture, called Switchblade, that performs well on them. By 2D tasks we mean the tasks where input/output data can be represented as 2D matrices. All image processing tasks naturally reside in this category, but not only. We also consider graph tasks, especially for dense graphs, when it is natural to represent the graph with its adjacency matrix and also algorithmic tasks on matrices as well as logical reasoning games such as Sudoku or chess.

The Switchblade architecture can exploit both local dependencies among the data, often captured by convolution, and long-range dependencies where the attention mechanism[Bahdanau et al., 2014, Vaswani et al., 2017] would be necessary. The complexity of the proposed architecture is $O(n^2 \log n)$ for processing $n \times n$ data matrix, which is significantly lower than $O(n^4)$ if one would use the attention in its pure form. The architecture is derived from the Neural Shuffle Exchange Networks[Freivalds et al., 2019, Draguns et al., 2020] by lifting their architecture from 1D to 2D.

We validate our model on a broad range of 2D tasks with differently structured input/output data. It obtains satisfactory accuracy on CIFAR-10[Krizhevsky et al., 2009] image classification and CityScapes[Cordts et al., 2016] pixel-level segmentation tasks. Furthermore, the model can handle complex data inter-dependencies present in algorithmic tasks on matrices and graphs. On algorithmic tasks, our model reaches the perfect accuracy on test instances of the same size it was trained on.
and generalizes to much larger instances. Generalization capability is an important measure for algorithmic tasks to say that the model has learned an algorithm, not only fitted the training data. We also evaluate the model’s capabilities of complex logical reasoning in Sudoku puzzles and predicting a single move leading to mate in chess.

In summary, our main contributions are – a new neural network model validated for a broad range of 2D tasks; new 2D algorithmic tasks on matrices and graphs; new chess-related logical reasoning task mate-in-one.

2 Related Work

Many neural architectures have been developed to solve 2D tasks. Convolutional Neural Networks (CNN) are the primary tools for processing data with a 2D grid-like topology. For instance, VGG [Simonyan and Zisserman, 2014] and ResNet [He et al., 2016] enable high-accuracy image classification. But CNNs may perform poorly on the image segmentation task due to low-resolution representation introduced by max-pooling layers. U-Net [Ronneberger et al., 2015] architecture attempts to remedy this problem by adding an upsampling part to the network and introducing skip connections. HRNet [Sun et al., 2019] retains high-resolution input representation thorough the network and couples it with several lower-resolution subnets for high-level feature extraction, making it suitable for pixel-level segmentation tasks.

Convolution is an inherently local operation that limits CNN use for long-range dependency modeling. The problem can be mitigated by using dilated (atrous) convolutions that have an expanded receptive field. Such an approach works well on image segmentation [Yu and Koltun, 2015] but is not suitable for algorithmic tasks where generalization on larger inputs is crucial.

The attention mechanism [Bahdanau et al., 2014; Vaswani et al., 2017] is a widespread way of solving the long-range dependency problem in sequence tasks. Unfortunately, its application to 2D data is limited due to its high $O(n^4)$ time complexity for $n \times n$ input matrix. It is possible to reduce the set of locations to attend to [Child et al., 2019] and obtain $O(n^2\sqrt{n^2})$ time complexity, making attention applicable to image tasks.

Graph Convolutional Neural Networks [Micheli, 2009; Atwood and Towsley, 2016] generalizes the convolution operation from the grid to graph data. They have emerged as powerful tools for processing graphs with complex relations (see Wu et al. [2019] for great reference). Such networks have successfully been applied to image segmentation [Gong et al., 2019], program reasoning [Allamanis et al., 2018], and combinatorial optimization [Li et al., 2018] tasks.

Neural algorithm synthesis and induction is a widely explored topic for 1D sequence problems [Abolafia et al., 2020; Freivalds et al., 2019; Freivalds and Liepins, 2018; Kaiser and Sutskever, 2015; Draguns et al., 2020] but for 2D data, only a few works exist. Shin et al. [2018] has proposed Kerel program synthesis from the input-output image pairs and execution trace. Differentiable Neural Computer [Graves et al., 2016], which employs external memory, has been applied to the SGRDLU puzzle game, shortest path finding and traversal tasks on small synthetic graphs. Several neural network architectures have been developed for learning to play board games [Silver et al., 2016, 2017], often using complex architectures or reinforcement learning.

3 1D Shuffle-Exchange Networks

Here we review the Neural Shuffle-Exchange (NSE) network for sequence-to-sequence processing, recently introduced by Freivalds et al. [2019] and revised by Draguns et al. [2020]. This architecture offers an efficient alternative to the attention mechanism and allows modeling of long-range dependencies of sequences in $O(n \log n)$ time.

The network works for sequences of length $2^k$ for $k \in \mathbb{Z}^+$ and is built of alternating Switch and Shuffle layers. Although all the levels are of the same structure, a network formed of $2k - 2$ Switch and Shuffle layers can learn a wide class of functions, including arbitrary permutation of the elements. Such a network of depth $2k - 2$ is called a Beneš block. A deeper and more powerful network may be produced by stacking several Beneš blocks, for most tasks two of them are enough.
In the Switch layer, elements of the input sequence are divided into adjacent non-overlapping pairs, and the Switch Unit is applied to each pair. The Residual Switch Unit (RSU) proposed by Draguns et al. [2020] works the best. RSU has two inputs and two outputs and two linear transformations on the feature dimension. After the first transformation, Layer Normalization (LayerNorm) without output gain and bias parameters [Xu et al., 2019] and Gaussian Error Linear Unit (GELU) [Hendrycks and Gimpel, 2016] follow. By default, the middle layer has 2x more feature maps than the first layer. The second linear transformation is applied after GELU and its output is scaled by a scalar $h$. Additionally, the output of the unit is connected to its input using a residual connection that is scaled by a learnable parameter $S$. RSU is defined as follows:

$$i = [i_1, i_2]$$

$$g = \text{GELU}(\text{LayerNorm}(Zi))$$

$$c = Wg + B$$

$$[o_1, o_2] = \sigma(S) \odot i + h \odot c$$

In the above equations, $Z, W$ are weight matrices of size $2m \times 4m$ and $4m \times 2m$, respectively, where $m$ is the number of feature maps; $S$ is a vector of size $2m$ and $B$ is a bias vector – all of those are learnable parameters; $\odot$ denotes element-wise vector multiplication and $\sigma$ is the sigmoid function. $S$ is initialized as $\sigma^{-1}(r)$ and $h$ is initialized as $\sqrt{1 - r^2} \times 0.25$, where $r = 0.9$.

The Shuffle layer performs the perfect shuffle permutation of the sequence elements. In this permutation, the destination address of an element is obtained by cyclic bit rotation of its source address. The rotation to the right is used for the first half of the Beneš block, to the left for the second half. Shuffle layers do not have learnable parameters.

The first $k - 1$ Switch and Shuffle layers of the Beneš block forms Shuffle-Exchange block, the rest of the layers form its mirror counterpart. Weight sharing is employed between Switch layers of the same Shuffle-Exchange block.

### 4 The Switchblade Model

We propose Switchblade architecture – an adaption of NSE network to two dimensions. The model is suitable for processing $n \times n$ input array, where $n = 2^k$ for $k \in \mathbb{Z}^+$ and each element is vector of $m$ feature maps. Inputs that don’t fulfill this requirement has to be padded to the closest $2^k \times 2^k$ array. The Switchblade model works by rearranging the input matrix into a 1D sequence (Quaternary Flatten layer), applying several interleaved Quaternary Switch (QSwitch) and Quaternary Shuffle (QShuffle) layers and then converting data back to 2D by Quaternary Reshape layer, as depicted in Fig. 1.

![Figure 1: Switchblade model consists of one or more Beneš block that is enclosed by Quaternary Flatten and Quaternary Reshape layers. For a $2^k \times 2^k$ input array, Beneš block has total of $2k - 1$ Quaternary Switch and $2k - 2$ Quaternary Shuffle layers, giving rise to $O(n^2 \log n)$ time complexity.](image)

The middle part involving QSwitch and QShuffle layers is structured as one or more Beneš blocks the same way as in the NSE network, but the layers themselves are different, performing the computation in groups of four instead of two. Namely, each Beneš block consists of interleaved $k - 1$ QSwitch and QShuffle layers, followed by $k - 1$ QSwitch and Inverse QShuffle layers, eventually finalizing block with one more QSwitch layer. Weight sharing is employed between the first $k - 1$ QSwitch
layers. Similarly, the next $k - 1$ QSwitch layers also have shared weights. The last QSwitch layer of the Beneš block does not participate in weight sharing. If the network has more than one Beneš block, each receives a distinct set of weights.

The Quaternary Flatten layer transforms a 2D matrix into a sequence by reading out values according to the Z-order-curve\(^1\). The resulting ordering is the same as one would get from a depth-first traversal of a quadtree. Such transformation is required to preserve element locality in the sequence representation, and we validate its necessity in ablation study (see Appendix A). The left matrix in Fig. 2 shows correctly indexed matrix of size $4 \times 4$. The Quaternary Reshape layer implements the inverse operation and transforms the sequence back to a matrix, according to the same indexing method inverted.

In the QSwitch layer, we divide adjacent elements of the sequence into non-overlapping 4 element tuples. That is implemented by reshaping the input sequence into a 4 times shorter sequence where 4 elements are concatenated along the feature dimension as $[i^1, i^2, i^3, i^4]$. Then Quaternary Switch Unit (QSU) is applied to each tuple. QSU is based on RSU but has 4 inputs $[i^1, i^2, i^3, i^4]$ and 4 outputs $[o^1, o^2, o^3, o^4]$. We apply a small dropout (rate 0.1 works well) on the input elements – this helps with generalization on larger inputs. The rest of the Unit structure is left unchanged from RSU. The QSU is defined as follows:

\[
i = [i^1, i^2, i^3, i^4] \\
d = \text{Dropout}(i) \\
g = \text{GELU}(	ext{LayerNorm}(Zd)) \\
c = Wg + B \\
[o^1, o^2, o^3, o^4] = \sigma(S) \odot i + h \odot c
\]

In the above equations, $Z, W$ are weight matrices of size $4m \times 8m$ and $8m \times 4m$, respectively; $S$ is a vector of size $4m$ and $B$ is a bias vector – all of those are learnable parameters; $h$ is a scalar value; $\odot$ denotes element-wise vector multiplication and $\sigma$ is the sigmoid function. We initialize $S$ as $\sigma^{-1}(0.9)$ and $h$ as $\sqrt{1 - 0.9^2} \times 0.25$.

Figure 2: Depiction how the Quaternary Shuffle layer permutes the matrix. The left image shows the matrix elements ordered by the Quaternary Flatten, where the ordering indices are represented by base-4 numbers. The right image shows element order after the Quaternary Shuffle. Quaternary Shuffle permutation can be interpreted as splitting matrix rows into two halves (white and green) and interleaving the halves, then applying the same transformation to columns (white and red).

The QShuffle layer rearranges the elements according to the cyclic digit rotation permutation. This permutation for a sequence $S$ is defined as $S[x] = S[qrotate(x, k)]$, where $qrotate(x, k)$ applies cyclic shift by one digit to $x$ which is treated as a quaternary (base 4) number and $k$ is its length in quaternary digits\(^2\). For the first $k - 1$ QShuffle layers of the Beneš block, we apply rotation to the right – to the left for the remaining $k - 1$ layers.

4.1 Combining with convolutions

For image processing tasks we combine the Switchblade model with convolutional layers. That allows training and evaluation on larger images and improves accuracy, we validate this in ablation study (see Appendix A). Fig. 3 depicts the Switchblade architecture used for the CityScapes segmentation task, where Switchblade is enclosed by 3 convolutional and 3 transposed convolutional layers. For the first

\[\text{https://en.wikipedia.org/wiki/Z-order_curve}\]

\[\text{note that it matches the definition of } k \text{ above derived from } n\]
and the last layers $1 \times 2$ stride is used to change the aspect ratio of the image to a square, suitable for Switchblade. The rest of the layers employ $2 \times 2$ stride. Skip connections between the corresponding convolution and transposed convolution layers are used. Additionally, Layer Normalization is used for the first 3 convolution layers.

Figure 3: Switchblade enclosed by 3 strided convolutional and 3 transposed strided convolutions, forming U-Net [Ronneberger et al., 2015] style architecture. Such design improves accuracy and evaluation time on image tasks.

5 Evaluation

We have implemented our proposed architecture in TensorFlow. The code is available on GitHub [3]. All models are trained and evaluated on single Nvidia RTX 2080 Ti (11 GB) GPU using Rectified Adam (RAdam) optimizer [Liu et al., 2019] and softmax cross-entropy loss, if not stated differently.

We evaluate the Switchblade model on several 2D tasks. For image tasks, we chose two widely used benchmarks: CIFAR-10 image classification and CityScapes semantic segmentation. But our main emphasis is on hard, previously unsolved tasks: algorithmic tasks on matrices and graphs and logical reasoning tasks – solving Sudoku puzzle and predicting the mating move in chess.

To achieve generalization on algorithmic tasks, we use curriculum learning introduced by [Freivalds and Liepins, 2018]. For each training size, from smallest to largest, we initiate the Switchblade model. All initiated models share the same weights and are trained simultaneously. Each feature of input data is placed on the first model that completely fits it.

We additionally conduct an ablation study to confirm that the model in the present form is the best for the chosen tasks. Ablation results are given in Appendix A.

5.1 Inferring matrix algorithms

We selected four matrix tasks of varying difficulty – transpose, rotation by 90 degrees, element-wise XOR of two matrices, and matrix squaring. For each task, we generate random inputs and train Switchblade to give the right output. For the transpose and rotation tasks, we generate a random input matrix from alphabet 1-11 and expect the network to learn the required element permutation. For the XOR task, we generate two binary matrices, place them side by side, add separator symbols between them, then apply padding to obtain a square matrix.

Matrix squaring is the hardest of the selected tasks. We generate a random binary square matrix and ask the model to output its square (matrix multiplication with itself) modulo 2. This is a challenging task for the Switchblade model having the computation power of $O(n^2 \log n)$, while the currently lowest asymptotic complexity for the matrix multiplication algorithm is $O(n^{2.373})$ [Le Gall, 2014b]. The lower bound for matrix multiplication for real and complex numbers in the model of arithmetic circuits is $\Omega(n^2 \log n)$ proven by [Raz, 2002]. Matrix squaring has the same complexity as matrix multiplication since these problems can be easily reduced one to the other. We selected matrix squaring for evaluation because it has only one input.

Switchblade with 2 Beneš blocks and 96 feature maps is trained on inputs up to size $32 \times 32$ and evaluated on size up to $1024 \times 1024$. All tasks reach perfect accuracy on the test examples of size up to $32 \times 32$ (matrix squaring task requires more than 500k steps to converge) and all tasks, besides matrix square, generalize on larger inputs, see Fig. 4 and 5.

[3] https://github.com/LUMII-Syslab/Switchblade
To see the benefits of Switchblade, we compared it with a Convolutional Neural Network on the matrix transpose task which is the easiest one. The convolutional network is not able to learn matrix transpose even on matrices of size $16 \times 16$. Results and the model details are given in Appendix B.

5.2 Inferring graph algorithms

A graph can be naturally represented by its adjacency matrix making Switchblade a natural choice for tasks on graphs, especially on dense graphs. We consider 3 graph algorithmic tasks – connected component labeling, transitivity, and triangle finding.

For the connected component labeling task, we initialize a labeled graph with random edge labels in range 2-100. The task is to label all edges of each connected component with the lowest label among all the component’s edges. For the transitivity task, the goal is to add edges to a directed graph for every two vertices that have a transitive path of length 2 between them. The hardest graph algorithmic task is the triangle finding. The fastest currently known algorithm relies on matrix multiplication and has asymptotic complexity of $O(n^{3.73})$, where $n$ is the vertex count [Alon et al., 1997]. Triangle finding is a fruitful field for quantum computing where an algorithm of quantum query complexity $\tilde{O}(n^{5/4})$ [Le Gall, 2014a] has been achieved. Therefore it is interesting if Switchblade can infer an $O(n^2 \log n)$ time algorithm. For this task, we generate random complete bipartite graphs and add a few random edges. Although dense, such graphs have only a few triangles. The goal is to return all the edges belonging to any triangle.

We train Switchblade with 2 Beneš blocks and 192 feature maps on graphs up to 32 vertices and test on graphs with up to 1024 vertices. For these tasks, the model reaches perfect accuracy on test examples with up to 32 vertices and generalizes to moderately larger graphs, see Fig. 6 and 7. Interestingly, Switchblade performs better on triangle finding than matrix squaring task, although the best complexity algorithms for both of them rely on matrix multiplication.

5.3 CIFAR-10 image classification

CIFAR-10 [Krizhevsky et al., 2009] is a conventional image classification task that consists of 50000 train and 10000 test $32 \times 32$ images in 10 mutually exclusive classes. We use Switchblade with
192 feature maps and 1 Beneš block that is prepended with 3 convolutional layers. After each convolutional layer, Layer Normalization and GELU is applied. The model has a total of 7.5M learnable parameters. Visualization of its architecture is given in Appendix C.

We augment the training data by randomly flipping the input image and train Switchblade for 200k iterations with batch size 32. The model without additional pretraining achieves 83.22% test accuracy. Switchblade outperforms a feed-forward network, that is trained on a highly augmented dataset having 78.62% [Lin et al., 2015] accuracy. But our model has somewhat worse accuracy than a typical fully-convolutional neural network, consisting of 9 convolutional layers that can achieve approximately 90% accuracy without additional pretraining [Hendrycks and Gimpel, 2016].

5.4 CityScapes image segmentation

CityScapes [Cordts et al., 2016] dataset focuses on the understanding of urban street scenes - an essential skill for autonomous vehicles. It consists of 5000 fine and 30000 coarse annotated 1024 × 2048 images of 50 cities in a wide range of weather and daytime conditions. We study the challenging pixel-level segmentation task.

Switchblade with 1 Beneš block and 192 feature maps is trained on 512 × 1024 (half-resolution) images. Switchblade, additionally, is combined with convolutional layers, as described in section 4.1. Weighted softmax cross-entropy loss in combination with Jaccard loss is used. We train on the coarse annotated and then fine-tune on fine annotated images. Additionally, we use data augmentation employing random contrast, lighting, and horizontal flipping.

Table 1: Results on CityScapes pixel-level semantic labeling task. Higher IoU is better.

| Model                      | IoU Classes | IoU Groups |
|----------------------------|-------------|------------|
| HRNetV2 + OCR + SegFix [Yuan et al., 2019] | 84.5        | 92.7       |
| GridNet [Fourure et al., 2017] | 69.80       | 88.09      |
| **Switchblade (half-resolution) (this work)** | **62.57**   | **85.04**  |
| Fast-SCNN (half-resolution) [Poudel et al., 2019] | 62.83       | 80.51      |

For each class and group, the accuracy is measured as Intersection over Union (IoU), also known as the Jaccard index. In table 1 the average IoU of all classes and groups is reported. Switchblade scores an average of 62.57 % IoU for classes and 85.04 % IoU for groups. Detailed results are available on the CityScapes Benchmark. It’s worth mentioning that other compared models are highly sophisticated fully-convolutional neural networks developed for image segmentation purposes and are trained on full-resolution images. Our model performs only 7.66% worse on the groups than the current state-of-the-art model, that has been pretrained on other datasets. Accuracy of our model could probably be improved if more feature maps and full-resolution images are used.

5.5 Solving Sudoku

Sudoku is a popular logic-based puzzle that requires a player to fill each row, column, and nine 3 × 3 subregions of the 9 × 9 board with a digit from 1 to 9. The same digit may not appear twice in the
same row, column, or subregion. Solving a Sudoku puzzle requires intricate reasoning and can be a challenging task for a human player. Contemporary solvers typically use a backtracking search to solve Sudoku [Norvig 2009, Crook 2009], therefore it’s interesting to see if our model can solve it in one step.

We use the Sudoku dataset created by Park [2018], whose train set has 1M computer-generated Sudoku puzzles, and the test set has 30 authentic games of various difficulties. The Switchblade model with 192 feature maps and 2 Beneš blocks is trained for 100K iterations in an end-to-end fashion. To eliminate the risk of overfitting, we employ randomized padding – the game board can be placed anywhere on a $16 \times 16$ matrix. Labels are always positioned in the left-top corner of the matrix.

The trained model can solve all the given test examples and achieves 100% accuracy. That is 14% improvement compared to the original 86% accuracy obtained by a convolutional neural network [Park 2018].

![Sudoku puzzle from the test set and its solution obtained by Switchblade.](image)

Figure 12: Sudoku puzzle from the test set and its solution obtained by Switchblade.

5.6 Playing chess

Chess is one of the oldest and most popular board games that has been intensively researched for years. Although finite in size, it is not yet completely solved even by using modern computers. However, sophisticated machine-learned algorithms are playing chess much better than any human in the world. To achieve this, deep learning, more precisely, reinforcement learning together with huge computation power has been used [Silver et al., 2017].

We investigate how Switchblade may be used for playing chess. We do not aim for solving the whole chess game but consider only one move from it – the last one where the white has to move a piece to checkmate. We call this task mate-in-one. We feed a chess position where the mate is possible and train Switchblade to output the mating move. The model is required to learn the moves of chess pieces and the conditions of the mate. Such non-trivial requirements force solver to utilize information from all over the board to obtain a solution.

We have developed a new dataset for this task, see its description in Appendix D. For this task, we use Switchblade with 192 feature maps and 2 Beneš blocks. Additionally, a dense layer that outputs logits for all 4096 possible position pairs (moves) on the board is used after the Switchblade model. The model is trained for 500k steps and achieves 72.5% accuracy on a validation set. By examining the solutions obtained, we found that our model learns such chess concepts as legal moves for each piece, attacking a chess piece, giving a check to the king, and, of course, the checkmate itself. The incorrect solutions mainly do not take into account opponent pieces that can move and cover up the king from the attack.

6 Conclusions

We have introduced the Switchblade model with a total complexity of $O(n^2 \log n)$ for $n \times n$ input data. For model evaluation, we have proposed 2D algorithmic tasks on matrices and graphs and shown that Switchblade can infer $O(n^2 \log n)$ time complexity algorithms purely from input-output examples. For most of the algorithmic tasks, our model generalizes on larger inputs. Additionally, the Switchblade model is evaluated on the Sudoku puzzle-solving task and our introduced chess dataset mate-in-one. On both tasks, the model achieves great results. Unfortunately, on image
classification and segmentation, our model doesn’t achieve the same accuracy as sophisticated task-
specific convolutional neural networks. We are excited to see our model incorporated into other
learning frameworks and applied to new problems. We likewise hope that our proposed datasets will
serve as future benchmarks for 2D algorithmic and reasoning tasks.

Broader Impact

The proposed Switchblade model is principally new and different from the existing alternatives. We have validated it as a powerful tool for 2D data processing where both local and long-range
dependency modeling is required, for example, on algorithmic tasks. Its application to unforeseen
areas could yield breakthroughs in deep learning and science as a whole.

In our paper, we present a way for solving hard previously unsolved tasks, where contemporary
convolutional architectures do not give satisfactory results. Improvements in hard task solving and
algorithm learning coupled with ever-increasing computational resources may eventually lead to
the development of new yet unknown algorithms that are beyond human abilities to come up with.
Similar tendencies already exist in deep learning uses for image and natural language processing. Our
success in hard algorithmic tasks – matrix squaring and triangle finding tasks – for which the known
algorithms are far from optimal, encourages us to believe that such algorithm automatic creation is
possible. Opportunity to create algorithms just from a large amount of input/output examples could
lead to the next industrial revolution, allowing rapid automation process even of jobs that require
intricate reasoning ability.

Unfortunately, a deep learning model representing an algorithm acts like a black-box forbidding us to
look into the working of the algorithm and validate its correctness. Unexplainable models could be
potentially dangerous if they are incorporated in larger production systems, opening opportunities for
a new range of security threats. That underlays the obligation for explainable deep learning models
and encourages future research in this area.

Our proposed mate-in-one chess dataset and datasets for graph and matrix algorithms could become
conventional future benchmarks for logical reasoning and algorithmic learning tasks.

This work as a whole may encourage researchers in making bigger steps towards solving different
kinds and increasingly hard problems, not just advancing incremental progress on the existing ones.
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Ablation study

We study several ablations on matrix squaring, triangle finding, and CIFAR-10 tasks, as they represent a distinct set of problems.

Quaternary Flatten and Reshape enclose Beneš blocks of the Switchblade model and transforms a 2D input array into a sequence and vice-versa. Both layers transform input array in such a way, that preserves the locality of elements. For all tasks, we substitute Quaternary Flatten and Reshape layers with regular reshape operation (standard reshape) that concatenates rows of a 2D array to obtain a 1D sequence.

We also assess the effect of the feature map (feature maps) count and the model depth (Beneš blocks) on the convergence speed and accuracy. For the matrix squaring task, we use Switchblade with 2 Beneš blocks and 96 feature maps as a baseline, but, for triangle finding, Switchblade with 2 Beneš blocks and 192 feature maps is chosen as a baseline.

Switchblade model with 1 Beneš block, 192 feature maps, and 3 prepended convolutional layers is used as a baseline for CIFAR-10 task. We additionally verify the need for convolutional layers in this model by comparing them with a version without them (no convolutions). The ablation results are depicted on Fig. 13, Fig. 15 and Fig. 14.

Figure 13: Matrix squaring ablation on inputs of size $32 \times 32$. Baseline has 2 Beneš blocks and 96 feature maps.

Figure 14: Ablation study on CIFAR-10 task. Baseline has 1 Beneš block, 192 feature maps and prepended 3 convolutional layers.

Figure 15: Triangle finding ablation on graphs with 32 vertices. Baseline has 2 Beneš blocks and 192 feature maps.

We can see that the proposed baseline models work best for chosen tasks. On matrix squaring and triangle finding tasks Quaternary Flatten and Reshape layers drastically increase convergence speed and accuracy compared to regular reshape operation (standard reshape). A larger (feature maps) and deeper model (Beneš blocks) in most cases yield better results, but when reasonable accuracy is obtained, diminishing improvements are observed. We likewise observe that convolutional layers improve accuracy on the CIFAR-10 task. Additionally, we have done a comparable ablation study for the rest of the tasks yielding similar results.
B Convolutional Neural Network for algorithmic tasks

We compare the Switchblade model with Convolutional Neural Network (CNN) on the matrix transpose task, which is the easiest of proposed algorithmic tasks. For this task, we use Switchblade model with 2 Beneš blocks and 48 feature maps. Table 2 depicts CNN used for this purpose, it consists of 9 convolutional layers (conv) with $3 \times 3$ kernel, and each layer is followed by GELU nonlinearity. We train both models with the same hyperparameter set. After 50k iterations both models give diminishing accuracy improvements.

We train both models using curriculum learning [Freivalds and Liepins, 2018] on matrices up to size $32 \times 32$. Fig. 16 depicts error rate on test instances while training. Switchblade model quickly achieves perfect accuracy and generalizes perfectly on matrices up to size $1024 \times 1024$, yet CNN architecture fails to learn matrix transpose even on a $16 \times 16$ matrices.

Table 2: CNN model for matrix transpose task.

| Layer Type               | # feature maps |
|-------------------------|----------------|
| Embedding layer         | 96             |
| $3 \times 3$ conv with GELU | 96             |
| $3 \times 3$ conv with GELU | 96             |
| $3 \times 3$ conv with GELU | 96             |
| $3 \times 3$ conv with GELU | 192            |
| $3 \times 3$ conv with GELU | 192            |
| $3 \times 3$ conv with GELU | 384            |
| Linear transformation  | 12             |

Figure 16: Switchblade and Convolutional Neural Network (Conv) error rate on test instances on matrix transpose task.
C Switchblade model for CIFAR-10 task

CIFAR-10 tasks consist of tiny $32 \times 32$ images and require classifying each image into one of ten classes. We use Switchblade with 1 Beneš block and 192 feature maps for this task. Additionally, the Switchblade model is prepended with 3 convolutional layers with a $2 \times 2$ kernel. Each convolutional layer is followed by Layer Normalization and GELU nonlinearity. We use Layer Normalization without output bias and gain parameters, same as in Quaternary Switch Unit. Fig. 17 depicts the Switchblade model for the CIFAR-10 task. The top-left element of the output is used as a result. We find that this works better than the global pooling layer at the end of the model.

Figure 17: Switchblade model used for the CIFAR-10 image classification task. Convolutional layers improve convergence and accuracy of the network.
D Mate-in-One Dataset

The Chess-Mate-In-One dataset contains problem-solution pairs for chess puzzles where the white has to move a piece to checkmate. We call this task mate-in-one (see Fig. 18). Chess position where the mate is possible in one move is a problem, and a mating move is a solution.

Several chess-related datasets are available, but they do not provide mate-in-one positions directly. Therefore we created our own dataset from the chess database by Eduardo Sadier\(^6\), which contains ~155K problems with mate in two moves. For each such instance we run the Stockfish chess engine\(^7\) to find the solution and recorded the positions after one black move as the mate-in-one problems. Since there are more than one option for the black, we obtain several mate-in-one problems from every mate-in-two problem. After removing duplicates, we obtained ~ 2.7M unique chess mate-in-one problems and their solutions. Note that promotion is a move type that requires additional information – the piece type the pawn is promoted to. Our data set does not include it. It should be noted, that there are chess problems with multiple solutions, see Fig. 19. In this case, just one of the problem-solution pairs is included in the dataset. It turned out that there are ~0.7M problems with multiple solutions and ~2M problems with a single solution. We split the data into ~2.43M example train and ~0.27M example validation sets so that the validation set contains only problems with a single solution. The dataset is available on GitHub\(^8\).

\(^6\)https://sites.google.com/site/edusadier/theartofdirectmateintwomoves

\(^7\)https://stockfishchess.org

\(^8\)https://github.com/LUMII-Syslab/Switchblade/wiki/Chess-Dataset---Mate-in-one-problems