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1. Introduction

In recent years, frequent fires have caused tremendous losses to human life and society. Smoke is a characteristic of the initial stage of fire. If the smoke can be detected and alarmed as soon as possible, it can effectively reduce the incidence of fire. Therefore, it is of considerable significance to detect whether smoke is generated accurately.

Traditional smoke detection methods are mostly based on sensors, and there is a strict requirement on the number of sensors and the location of installation. Sensors need to be installed near fire-prone places. Alarms will alert by detecting smoke particles in the air. The disadvantage is that it would take a long time to detect smoke. It will result in too long response time and the purpose of real-time monitoring will not be achieved.

As a result, many algorithms based on image smoke detection have been proposed. Most algorithms are based on manually extracting smoke features. For example, they used smoke motion, color, and edge blurry features for smoke detection. Gubbi et al. [1] generated features from each subband of three-level wavelet transformed images for smoke recognition, including arithmetic mean, geometric mean, standard deviation, skewness, kurtosis, and entropy. Ye et al. [2] used adaptive background subtraction to extract motion and color features to detect smoke from image
sequences. Yuan [3] proposed several smoke detection methods, which are based on motion accumulation. Local Binary Pattern Variance (LBPV) is based on pyramids [4] and high-order local ternary patterns with locality preserving projection [5]. However, in actual scenes, the characteristics of smoke vary significantly due to environmental influences. The instability of smoke makes manual extraction of smoke characteristics less efficient. Besides, some nonsmoke objects such as pedestrians and vehicles whose colors may be similar to the smoke will affect smoke extraction of smoke characteristics less efficient. Besides, mental influences. The instability of smoke makes manual extraction of smoke characteristics less efficient. Besides, some nonsmoke objects such as pedestrians and vehicles whose colors may be similar to the smoke will affect smoke detection and result in false detection.

With the development of deep learning, convolutional neural networks, as an example of the most widely used and researched models, have been used in various fields, such as object detection [6–10], face recognition [11], and image classification [12, 13]. More and more scholars apply convolutional neural networks to smoke detection and have proposed models for smoke detection. Yin et al. [14] proposed an image smoke detection algorithm based on a deep normalized convolutional neural network. A batch normalization layer was added after the convolutional layer, which accelerated the network convergence speed and improved the accuracy. However, the recognition rate of smoke with large changes in shape is not high. Yin and Wei [15] used an improved algorithm based on cascading classification and deep convolutional neural network for smoke detection. Kaabi et al. [16] used deep belief networks to classify smoke and nonsmoke images, but the size of each frame of the smoke image will affect the effect of smoke recognition. Xu et al. [17] trained a convolutional neural network model with synthetic and real smoke images based on domain adaptation methods, which reduced the false detection rate. Nevertheless, the synthetic smoke images will affect the smoke detection performance of the training model in real scenes. Yuan et al. [18] designed a basic block of convolutional neural networks and stack basic blocks to propose a novel deep multiscale CNN for smoke recognition. Gu et al. [19] devised a new deep dual-channel neural network for smoke detection. In addition, Yin et al. [20] used WGAN for data expansion in the case of limited datasets, which can partially resolve the problem of insufficient datasets in real scenes to some extent.

The model we proposed uses the vibe algorithm to obtain part of the smoke images in the actual scenes. At the same time, it can obtain images of objects that will cause false alarms in the actual scenes. These images can be organized and classified into the different datasets including smoke images and nonsmoke images. Then the DCGAN uses them to expand the datasets. The smoke in different environment has variety of shapes due to the different wind directions, temperature, and background environment. DCG-CNN has fully considered the various smoke forms in the actual scene rather than the smoke in the perfect ideal state, so it can get different smoke characteristics, extract the in-depth features of smoke, and then use them for further smoke detection.

This paper mainly includes the following contributions:

1. The vibe algorithm is used to obtain the original datasets including smoke images and nonsmoke images from the actual scene. The multiscale, multiform smoke images make the performance of the smoke detection better.

2. This paper proposes the improved DCGAN to extend the smoke images and nonsmoke images and adjusts the network to generate images that are more similar to the actual scene according to different features of smoke.

3. We optimized the relevant quantities of the CNN (convolution kernel settings, activation function, learning rate, and batch size) in order to improve the detection rate of the model compared with other traditional models.

The remainder of the paper is organized as follows. Section 2 introduces the related work based on vibe algorithm, DCGAN, and CNN. Section 3 presents network architecture and model training of DCG-CNN in detail. Experiments and results are demonstrated in Section 4. Finally, Section 5 gives the conclusions.

2. Related Work

2.1. Vibe Algorithm. It is well known that the vibe algorithm has good applications in moving object detection. After the smoke is generated, the form concentration of the smoke will change with environmental factors such as wind direction temperature. The threshold can be set to control the conditions for generating the alarm. Due to the fixed background of the actual scene, we can use the vibe algorithm [21] to monitor and extract the motion area from the background. Each background point has a value of 1/ν probability to update model sample and neighbor point model sample. When the model of pixel change cannot be determined, the random updating strategy can simulate the uncertainty of pixel change to some extent. Assume that the time is continuous, and the probability that the sample value remains after dt time is expressed as follows:

\[
P(t, t + dt) = e^{-\ln(N/N-1)dt}.
\]

Different from the traditional vibe algorithm, we can make use of the background for static feature extraction and classification because the smoke has a practice process from generation to the disappearance. Vibe algorithm can not only ensure the continuity of the pixel model in time but also ensure the principle of spatial consistency. Because the smoke has the characteristics of continuous diffusion, by comparing two adjacent frames of images, the original background model obtained by vibe and frame difference is used to update the background frame by frame.

The foreground extraction of traditional vibe algorithm may have missed detection or false detection due to the changes of the environmental factors. As a result, the improved vibe algorithm was proposed to obtain the real background by setting adjusting parameters in mean background modelling and setting an adaptive threshold according to the actual scene changes to detect adaptively the foreground during the foreground detection process. The
The improved vibe algorithm has been proved to detect the dynamic area in the actual scene better and meet the real-time requirements.

Figure 1 shows the flow chart of the vibe algorithm. In the actual scene, a wide-angle camera is used for real-time monitoring, and the vibe algorithm will alert when a dynamic target is detected in the scene. We set the threshold to alarm when there is a suspected smoke object in the scene. If there is suspected smoke in the dynamic area of the scene, a prompt box will appear, as shown in Figure 2. We cannot get the detailed characteristics of the smoke because the camera is far away from the dynamic area and the pixels of the extracted dynamic are small. As a consequence, the vibe algorithm performs coordinate conversion after detecting the dynamic target, and a zoom high-speed-dome camera was used to capture images located in the target moving area. These images are images of smoke or other dynamic objects that cause an alarm, such as a moving vehicle or pedestrian.

Wind direction, wind speed, light, and other factors in the actual environment will have a great impact on the smoke and change its density and texture, thus increasing the difficulty of smoke detection. Figure 3 shows the smoke or other dynamic objects’ images affected by different environmental factors. The smoke detection trained by the ideal smoke images could not have an excellent detection effect in actual scene. Besides, the number of actual smoke datasets is not enough to train a stable and robust smoke detection model. The generative adversarial network (GAN) [22] has been experimentally proven to have a good effect in solving the problem of small sample datasets and datasets’ imbalances. So we consider using GAN to generate part of the smoke images similar to the smoke pattern in the actual scene. Then we mix the generated images and original images as training datasets and train the CNN model to extract smoke features and detect smoke appearing in the actual scene. In this way, we can solve the problems of few samples and unbalanced samples of the smoke datasets.

\[
\min \max V(D,G) = E_{x \sim P_{data}(x)} \left[ \log D \left( \frac{x}{y} \right) \right] + E_{z \sim P_{z}(z)} \left[ \log \left( 1 - D \left( G \left( \frac{z}{y} \right) \right) \right) \right]. \tag{2}
\]

\[\text{Figure 1: The flow chart of the vibe algorithm. The camera monitors the actual scene and the vibe algorithm detects the moving object in actual scene. It will alert if detecting the moving objects suspected of smoke.}\]

2.2. Results and Discussion of GAN and DCGAN Models.

The generative adversarial network (GAN) consists of two modules, the generator model (G) and the discriminator model (D). The best network performance is achieved by the two models fighting against each other. Figure 4 shows GAN model composition. The purpose of the generator network is to confuse the antagonist, and the purpose of the discriminator is to distinguish between the generated datasets and the original datasets. A generation network composed of multilayer perceptrons is followed by a discriminant network composed of multilayer perceptrons. The input of the discriminator selects real samples or the output of the generator network. The output of the discriminator is the probability that the input picture is real. When the discriminator network distinguishes whether the output of the generator is a real sample or not, it can indicate what kind of sample is closer to the real sample through the gradient and then adjust the generation network through this information. The function of the GAN is expressed as follows:

However, GAN will have problems such as instability during training process. Compared with the original GAN, DCGAN uses convolution layer with stride instead of upsampling layer and convolution layer instead of a fully connected layer, which can play a better performance in extracting smoke image features. Almost every layer in the generator and discriminator uses the batch norm layer to normalize the output layers of the features, which speeds up the training and improves the stability of the training process. Moreover, the leaky ReLU activation function is used in the discriminator to prevent gradient sparseness. Figure 5 shows the network structure diagram of the generator.

It would be difficult to detect smoke as the shape of smoke is changeable, and the smoke concentration will drop due to the diffusion of smoke. In addition, good smoke detection results require high quality of smoke datasets. Thus, a new loss function is added to the middle layer feature map to accelerate the convergence of the balance and the DCGAN will make use of the virtual batch normalization. It can reduce the dependence of samples in a mini batch on other samples by using fixed reference mini batch samples determined at the beginning of training to calculate normalized batch statistics. These can ensure the diversity and clarity of the generated smoke images in order to achieve better experimental results.

Therefore, we select the improved DCGAN to generate images. Only the generated images are closer to the images obtained in the actual environment, and they could be used as the training datasets of the model training process. The
Figure 2: Actual scene image. The vibe algorithm monitors the actual scene in real time; once the dynamic area is detected, a prompt box will appear as shown in the figure.

Figure 3: Collected images by the vibe algorithm. (a), (b), and (c) are the smoke images affected by the different environmental factors and (d), (e), and (f) are the nonsmoke images collected in the actual scene.

Figure 4: GAN model composition. The generator model generates the images and the discriminator distinguishes whether the output of the generator is a real sample or not.
experimental results prove that the detection rate is greatly improved by the generated smoke images with high quality.

2.3. Convolutional Neural Network. The convolutional neural network is a deep feedforward neural network that extracts features by learning the input picture layer by layer. CNN uses a convolution kernel to extract features, and it contains a three-layer structure, convolutional layers, pooling layers, and fully connected layers. Different layers have different functions. These functional layers are composed of many neurons, and each neuron connects only a part of the neurons in the adjacent layer. It reduces the complexity of the network and improves the calculation efficiency.

The convolutional layer consists of some convolutional neurons and is considered as a feature extraction layer. The size of the convolution kernel will determine the size of the output feature map. After the kernel function is convolved and transported, the size of the feature map is calculated by the following equation:

\[
\begin{align*}
N_{x_l}^l &= \frac{N_{x_{l-1}}^l - K_{x}^l + 2P_{x}}{S_x}, \\
N_{y_l}^l &= \frac{N_{y_{l-1}}^l - K_{y}^l + 2P_{y}}{S_y},
\end{align*}
\]

(3)

where \( l \) is the current number of layers, \( K \) is the size of the convolution kernel, \( P \) is the fill pixel value, and \( S \) is the step size. After the convolution operation, it is a nonlinear transformation of the activation function. The back-propagation algorithm obtains the weights and parameters of each neuron, and the expression of the convolutional layer neuron is as follows:

\[
x_j^l = \text{Relu}\left( \sum_{i \in M_j} x_{-1}^l w_{ij}^l + b_j^l \right),
\]

(4)

where \( M \) is the filter size and \( w \) and \( b \) represent the connection weight and offset, respectively.

The pooling layer performs feature mapping, usually between two convolutional layers. Pooling operations include maximum pooling and average pooling. In [16], overlapping application pools are also proposed. By reducing the variance of the converted data through the subsampling layer, the values of specific features in the input layer can be calculated and combined, which can reduce the number of neurons while keeping the features unchanged. The equation of the pooling layer is as follows:

\[
y = \max(x_i), \quad x_i \in x,
\]

(5)

where \( x \) is a region of the feature map and \( x_i \) is the output of the neuron in this region.

The fully connected layer connects all the neurons of the previous convolutional layer to the current layer and converts all local features to global features. Our network contains three fully connected layers at the end of the neural network. Fully connected layers are prone to overfitting problems. To overcome this problem, we use the dropout function to reduce the overfitting of the first two layers. The last fully connected layer is the output layer, and we replace it with an output layer containing two neurons, indicating the probability that the output result is smoke or nonsmoke. The probability is defined by the softmax function as follows:

\[
y_j = \frac{\exp(f_j)}{\sum_{i=1}^{2} \exp(f_i)}, \quad j = 1, 2,
\]

(6)

where \( y_j \) is the output probability of the \( j \)th neuron.

3. Network Architecture and Model Training

3.1. Network Architecture. The DCG-CNN network architecture has been proposed, combining improved DCGAN and CNN to expand smoke images and extract smoke features more comprehensively. Figure 6 shows the DCG-CNN framework. The smoke images from the datasets were put into the DCGAN in order to generate smoke images with various shapes and textures. Besides, the other images that could cause false detection were also generated.

The CNN structure consists of convolutional layers, pooling layers, and three convolutional layers. The convolutional layers extract smoke features by layers of learning.
4. Experiments and Results

4.1. Experimental Datasets. Too few training images and unbalanced distribution of training datasets will affect the training performance of deep CNNs. Therefore, we generate more data by DCGAN and add them to the training datasets to ensure sample balance. We use GAN, SS-GAN, and DCGAN to generate new training datasets based on the same original datasets. There are multiple evaluation indicators for the GANs models. We choose Frechet Inception Distances (FID) [23, 24] which are widely used as the evaluation indicators for our comparative experiments. FID measures the similarity of the two probability distributions of the original label and the predicted label. The cross-entropy loss function can be described as follows:

\[ H(p, q) = -\sum_x p(x) \log q(x), \]  

where \( p(x) \) and \( q(x) \) represent input and output labels, respectively.

We conducted experiments to demonstrate the importance of hyperparameters for network design. We used training-related hyperparameters as shown in Table 1 and set the mini batch to 32. The final optimized network hyperparameters are shown in Table 2. The settings of different hyperparameters play a significant influence on our network. With the hyperparameters described in Tables 1 and 2, the CNN achieves good detection rate. In summary, overlapped max pooling achieves better performance than non-overlapped max pooling layers. Besides, appropriately reducing the number of neurons in fully connected layers not only shortens the convergence time but also improves the recognition ability for detection.
When the features of the generated images and the real images are more similar, the square of the mean difference is smaller, the covariance is also smaller, and the sum (FID) is also smaller. The FID is calculated by the following equation:

$$\text{FID}(g, r) = \left\| \mu_r - \mu_g \right\|^2 + \text{Tr}(\sum g + \sum r - 2(\sum g \sum r))^{1/2}.$$  

(10)

where $g$ and $r$ represent the generated image and the real image, respectively, $\mu_g$ and $\mu_r$ represent the mean values of the respective eigenvectors, $\sum g$ and $\sum r$ represent the covariance matrices of the respective eigenvectors, and $\text{Tr}$ represents the trace of the matrix. Besides, we use the similarity ($S$) between the original data and the generated data as another evaluation indicator. The definition of similarity is $S = 1/FID$ [20]. It can intuitively show the similarity between the generated images and the original images. The larger the value, the better the generation effect of the GANs.

The experimental data is shown in Table 3. The classification accuracy of DCGAN is higher than those of GAN and SS-DAN. It means that the datasets generated by DCGAN achieve a better classification performance than others. The images produced by DCGAN have a higher quality. Consequently, the improved DCGAN was used for generating images as training datasets. Figure 7 shows the loss value of the generator and discriminator of the two networks during training process. DCGAN has a better experimental performance.

We use TensorFlow and Keras [25] to build and train our framework. The hardware conditions used in the experiment are NVIDIA GTX2060 GPU and an Intel i7 quad-core CPU with 32G RAM.

In comparing the performances of the different network structures, we used the same datasets for experiments.

Table 4 shows seven datasets. Set 1 has 1383 images: 552 smoke images and 831 nonsmoke images. Set 2 has 1505 images: 688 smoke images and 817 nonsmoke images. Set 3 and Set 4 have a large number of datasets. Set 3 has 2201 smoke images and 8511 nonsmoke images. Besides, Set 4 has 2254 smoke images and 8364 nonsmoke images. According to the number of datasets, we used Set 3 as the dataset for training the model and Set 4 as the verification set. Set 1 and Set 2 are used as the test datasets to test the performance of the algorithms. In addition, we also selected 547 images in the actual scene named Set A containing 332 smoke images and 415 nonsmoke images. DCGAN uses these images to generate 2988 images named Set B including 1328 smoke images and 1660 nonsmoke images. We selected 1518 smoke images and 1780 nonsmoke images from Set A and Set B to construct a new balanced training set named Set C. Figure 8 shows the smoke images of the datasets. (a), (b), and (c) are the smoke images of the actual scene and the others are the generated smoke images.

4.2 Evaluation Methods. In order to compare the performance of our algorithm with the performances of the existing algorithms, we used the three indicators of detection rate (DR), false alarm rate (FAR), and accuracy rate (AR) as evaluation criteria [5]. DR represents the probability that a positive sample is correctly detected, FAR represents the probability that a negative sample is detected as a positive sample, and AR represents the probability that all samples are correctly classified, defined in the three following equations:

$$\text{DR} = \frac{TP}{P},$$

(11)

$$\text{FAR} = \frac{NN}{N},$$

(12)

$$\text{AR} = \frac{TP + TN}{P + N}.$$  

(13)

Among them, $TP$ and $TN$ represent the number of positive samples correctly detected and the number of negative samples correctly detected, $NN$, $P$, and $N$ represent the number of negative samples wrongly detected, the number of negative samples, and the number of positive samples, respectively. A model is considered as a good model if it can achieve a high detection rate, high accuracy, and low false alarm rate. Our goal is to train a network structure that has good performance in actual scenarios.

4.3 Experiments on Smoke Images. At the same time, in order to compare the performance of the algorithm, we compared our proposed model with some representative classical convolutional neural network models, for example,
AlexNet [26], VGG16 [27], and ZF-Net. Moreover, we compared our algorithm with DNCNN [10], which has been experimentally verified to have good experimental results. Because each network architecture has different requirements for the input images, we adjusted the size of the input images to meet the input requirements of each network model.

The experimental results are shown in Table 5. We can see that, on the Set1 and Set2 datasets, our AR is higher than those in the other classical convolutional neural networks. Although our detection rate is lower than that of VGG16 on Set1, our false detection rate is better than it. The false detection rate of AlexNet is very close to that of our model on Set1 and Set2, but our AR and FAR are better than those of AlexNet. The AR of ZF-Net on Set1 and Set2 is well, but the FAR is higher than others. The DR of DNCNN performs better than our model on Set1 and Set2; however, our AR and FAR have a little advantage over it. Our network model performs well compared with it.

The training process of different networks is shown in Figure 9. Figure 9 shows that our network converges faster and achieves an accuracy rate close to 1.0 at 70 epochs. At the same time, the accuracy of other networks is not higher than 0.95 and is stabilized at 200 epochs except DNCNN. We can see the same trend on the validation dataset. Our network reached 0.95 at 10 epochs and stabilized, while the other networks reached an accuracy rate higher than 0.95 after 100 epochs. This implies that our network consumes less computing resources and has faster convergence to extract smoke features with better performance for smoke detection.

In short, our DCG-CNN performs better than VGG16, AlexNet, ZF-Net, and DNCNN based on the same datasets. It is indicated that our network structure performs better and reduces false alarms caused by moving objects effectively. Moreover, our learnable parameters are less than other networks, which means that our network model is more efficient. It is meaningful for the real-time performance of smoke detection.
In addition, we used the new training dataset SetC to train network models for smoke detection. Set1 and Set2 were used as the testing datasets. The experimental results are shown in Table 6. We compared our model with some CNNs, which have been proven to have a good smoke detection performance such as DNCNN [14], DMCNN [18], and DCNN [19]. The experimental results show that our network performance is slightly better based on the same datasets. Our algorithm achieves a lower FAR compared to others. It means that the balanced dataset processed by DCGAN is more conducive to training a network model with a low false alarm rate.

In order to prove the advantages of the proposed algorithm, we compared the proposed algorithm with the traditional smoke detection method consisting of manual feature extraction and classification. Smoke can be considered as a special texture and texture features have been shown to be distinguishable in the representation of smoke. Support vector machine (SVM) is one of the most widely used classifiers. Therefore, our comparison experiment involves two methods based on texture descriptors, HLTPMC [5] and MCLBP [28]. The testing results for Set1 and Set2 are shown in Table 7.

Experimental data show that the proposed algorithm obtained slightly lower DR but higher AR on Set1 compared with HLTPMC and MCLBP. However, our method obtained lower FAR than HLTPMC and MCLBP. At the same time, our algorithm achieved good experimental performance on Set2. It is of great importance to achieve a very low FAR with acceptable DR in the actual scene. To sum up, our method outperformed HLTPMC and TPMC in terms of DR, FAR, and AR. It means that our deep learning-based algorithm clearly achieves higher detection rate and lower false alarm rate compared with traditional algorithms based on manual features.

| Deep CNNs  | DR (%) | AR (%) | FAR (%) | Set1 | Set2 | DR (%) | AR (%) | FAR (%) |
|-----------|--------|--------|---------|------|------|--------|--------|---------|
| VGG16     | 96.19  | 97.48  | 0.60    | 95.05| 97.48| 0.48   |        |
| AlexNet   | 93.28  | 97.18  | 0.26    | 96.03| 97.01| 0.32   |        |
| ZF-Net    | 93.66  | 96.82  | 1.08    | 93.60| 96.68| 0.73   |        |
| DNCNN [14]| 97.83  | 95.28  | 0.48    | 96.36| 96.08| 0.48   |        |
| DCG-CNN   | 95.72  | 97.65  | 0.32    | 96.65| 98.02| 0.24   |        |

Figure 8: Smoke images. (a), (b), and (c) are the smoke images of the actual scene and (d), (e), and (f) are the generated smoke images. (a) is the smoke in the morning breeze, (b) is the smoke under strong light and breeze at noon, and (c) is the smoke in which wind speed is fast and wind direction is uncertain.
5. Conclusions

This paper proposes a deep convolutional generative adversarial network and convolutional neural network (DCG-CNN) for smoke detection. The model we proposed uses DCGAN to expand the datasets based on various shapes of smoke in the actual scenes and false-positive object images that easily affect the smoke detection rate. Then the convolutional neural network would make full use of a large number of labelled datasets for extracting smoke characteristics and smoke detection. Experimental results show that our model has better accuracy and reduces the false alarm rate for various forms of smoke appearing in actual scenes. In addition, it can reduce false alarms caused by the movement of pedestrians, vehicles, and other objects in the environment.

Our future work will continue to focus on the feature learning and detection of smoke based on deep learning methods such as FlowNet [29]. FlowNet can reduce the impact of environmental factors on smoke detection. Next, we will consider the characteristics of specific smoke in different fixed backgrounds and explore a network model that can adaptively adjust the threshold according to the smoke datasets in different actual scenarios. Good optimization algorithm plays an important role in the improvement of network model performance. For example, monarch butterfly optimization (MBO) [30], earthworm optimization algorithm (EWA) [31], elephant herding optimization (EHO) [32], and moth search (MS) algorithm [33] have good applications in many fields. Therefore, we consider combining the new metaheuristic optimization algorithms with our network model for better smoke detection performance. We should focus on applying smoke detection to real-life or industrial environments, extending to real-time smoke detection. It is of great significance for the prevention of fire in production and life.
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