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Abstract

Background: The large-scale availability of whole-genome sequencing profiles from bulk DNA sequencing of cancer tissues is fueling the application of evolutionary theory to cancer. From a bulk biopsy, subclonal deconvolution methods are used to determine the composition of cancer subpopulations in the biopsy sample, a fundamental step to determine clonal expansions and their evolutionary trajectories.

Results: In a recent work we have developed a new model-based approach to carry out subclonal deconvolution from the site frequency spectrum of somatic mutations. This new method integrates, for the first time, an explicit model for neutral evolutionary forces that participate in clonal expansions; in that work we have also shown that our method improves largely over competing data-driven methods. In this Software paper we present mobster, an open source R package built around our new deconvolution approach, which provides several functions to plot data and fit models, assess their confidence and compute further evolutionary analyses that relate to subclonal deconvolution.

Conclusions: We present the mobster package for tumour subclonal deconvolution from bulk sequencing, the first approach to integrate Machine Learning and Population Genetics which can explicitly model co-existing neutral and positive selection in cancer. We showcase the analysis of two datasets, one simulated and one from a breast cancer patient, and overview all package functionalities.
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bulk WGS data of a single patient. The main objective of this first and crucial task is to determine how many cancer (sub)clones co-exist in the tumour, and the general architecture of tumour population [7]. This step is crucial as the construction of the tumour evolutionary trajectory depends on results from this analysis. The deconvolution of the signal is however challenged by the mixed effect of positive, neutral and negative selection that are all potentially operating within the tumour; see a review and references therein for a discussion on the role of these forces in driving tumour evolution [8].

Several unsupervised bioinformatics tools exist that can be used to determine the clonal architecture of a tumour; all of the tools solve different formulations of a clustering problem, defined from the site frequency spectrum of somatic mutations detected in the WGS biopsies and other covariates [7]. In a recent work [9], we have shown that these clustering methods have severe limitations stemming from the fact that they do not account for neutral evolutionary forces, one key force underpinning tumour growth (see [10–13]). A direct consequence of their data-driven design is that they tend to overestimate the number of tumour clones, and the complexity of the tumour clonal architecture. In the same work [9], we have mitigated these limitations by approaching the clustering problem through the integration of Machine Learning and Population Genetics. In particular, we have used mathematical models from Population Genetics to create a mixture model that, for the first time, could account also for within-clone neutral evolutionary dynamics.

The new model-based method MOBSTER (Fig. 1a) can identify subclones that are experiencing positive selection, while at the same time modelling background neutral
dynamics. This Software paper describes the implementation of mobster, a new open source R package for tumour subclonal deconvolution that implements the statistical model introduced in [9].

Implementation

The package mobster can be used to detect cancer subclones in bulk whole-genome DNA sequencing assays of tumour and matched normal samples (Fig. 1a). Besides clustering, the package implements several other analyses that can compute a number of evolutionary parameters that characterize tumour growth, which we discuss below.

The package is implemented using the S3 object system in R (version >= 3.6.0), providing easy access to the main inference algorithm and a number of visualization functions that can be used to inspect the input data, and the model fits. The package supports different types of input formats that store input data for the somatic mutations detected in the tumour. The theory of MOBSTER is based on the site frequency spectrum of each somatic mutation, which can be either single-nucleotide variants or more complex insertions and deletions (provided the frequency spectrum is computable). For every mutation mobster needs to know either the Variant Allele Frequency (VAF), i.e., the ratio of read counts mapping to the mutant allele, over the total coverage at the variant locus, or the Cancer Cell Fraction (CCF). The CCF is the proportion of cancer cells harboring the mutations, and must be pre-computed normalizing the VAF for tumour sample purity and tumour copy number segments. All the calls (i.e., somatic mutations, copy number and tumour purity estimates) should be generated before tumour subclonal analysis using external bioinformatics tools. Input frequency values have to range in $[0, 1]$ consistently with the support of the probability distributions used in MOBSTER’s statistical model. VAF values by definition range in $[0, 1]$. For CCF values this is not necessarily the case, since CCF values of clonal mutations, which are by definition present in 100% of cancer cells, range around 1; for this reason, canonical CCF values can be adjusted by dividing the CCF estimate by half. In this case they technically represent the expected allele frequency for a clonal diploid mutation, for a pure tumour sample (i.e., a sample with no contamination from normal cells).

To facilitate data input for the mobster package, input VAF values can also be provided from a file storing somatic mutations in the standard Variant Calling Format (see the package manual for input requirements).

The model

The statistical model implemented in the mobster package a Dirichlet finite mixture with mixed distributions [9]. It contains one (optional) Pareto Type-I random variable (a type of power-law), and $k \geq 1$ Beta random variables; the overall model is a univariate finite mixture with $k + 1$ components if the tail is fit to data, and $k$ otherwise. In this model, Beta components capture ongoing clonal expansions, while the power law tail captures neutral dynamics; the power law distribution is predicted by Population Genetics of mutant alleles spreading in growing populations, and has been recently used within cancer evolution [10–12]. Model selection determines the optimal value for $k$, and also if a tail should be fit, or not, to data. A model fit with $k = 1$ represents a monoclonal tumour (i.e., with no evidence of ongoing subclonal selection), a model with $k > 1$ is polyclonal.
The likelihood for \( n \) datapoints \( x_i \) in data \( D \) is

\[
f(D|\theta, \pi) = \prod_{i=1}^{n} \left[ \pi_1 g(x_i|x_*, \alpha) + \sum_{w=2}^{k} \pi_w h(x_i|a_{w-1}, b_{w-1}) \right]
\]

where \( g \) and \( h \) are density functions for the mixture components, \( \theta = \{x_*, \alpha, a_1, \ldots, a_k, b_1, \ldots, b_k\} \) is a set of parameters; here \( \pi = (\pi_1, \ldots, \pi_{k+1}) \) are mixing proportions in a standard mixture model with \( n \times (k + 1) \) latent variables \( z \) (which determine the assignment probability of each one of the \( n \) input points to the \( k + 1 \) mixture components). The Pareto component (fixed indexed position 1 of the mixture) follows the standard Pareto Type-I density function, and the other components the standard Beta density. The details on the densities, the model derivation and the fitting strategy are presented in detail in [9].

A MOBSTER model is fit through an iterative procedure that resembles an Expectation-Maximization strategy; the fit combines the maximum likelihood estimators for the Pareto tail, and the moment-matching estimator for the Beta peaks (default implementation). A full maximum likelihood estimation via the expectation maximization algorithm is also available. Model selection can optimize the value of \( k \) as well as the presence or absence of the tail in the fit. A model \( M \) with size \( \lambda \) (number of parameters) is scored according to the following quantities

\[
\text{NLL} = -\log f(D|\theta, \pi) \quad \text{(negative log-likelihood)}
\]

\[
\text{BIC} = 2 \text{NLL} + \lambda \log n \quad \text{(Bayesian Information Criterion)}
\]

\[
\text{ICL} = \text{BIC} + H(z) \quad \text{(Integrated Classification Likelihood)}
\]

\[
\text{reICL} = \text{BIC} + H(\tilde{z}) \quad \text{(reduced ICL)}.
\]

Here \( H(z) \) is the entropy of the latent variables \( z \), and \( \tilde{z} \) a re-normalisation of \( z \) after removal of tail mutations (i.e., points with hard clustering assignments to the tail). The scoring is obtained extending the popular BIC with the entropy of the model’s latent variables, which leads to the ICL approach. We also derived a different version of the ICL score which uses the entropy for a subset of variables \( \tilde{z} \); this latter is the default score for model selection and is called reduced ICL (reICL). The intuition of reICL is to penalize the overlap between Beta components of the mixture—i.e., promoting models with clear, well-separated subclonal peaks.

In [9] we provide extensive testing for MOBSTER, comparing our approach to other popular methods in the field in a variety of settings; e.g., with single-sample or multi-region tumor datasets, with variable sequencing coverage and sample purity, and with different input clonal architectures.

**Main software functions**

**Fitting functions**

Function `mobster_fit` is the interface to the Dirichlet finite mixture that can cluster the input mutations into \( k \) Beta components—i.e., \( k \) clonal peaks—and one optional power
law tail for neutral mutations. The function implements a routine for model-selection that determines the optimal number of Beta clusters $k \geq 1$, and whether a tail should be used to fit the data, or not. Models are scored using data likelihood, regularised by model complexity with the aid of the entropy of the latent variables (see above); this function takes a parameter to identify which scoring strategy should be used to determine the best model. Function mobster_fit repeats the fit a desired number of times, sampling multiple initial conditions for the model parameters to avoid local optima. The tool can exploit a parallel inference engine, which can be used to speed up the fit with multi-core architectures. In general, however, the fit is fast compared to other approaches, possibly because of the maximum-likelihood formulation of the inference, e.g., the analysis of a tumour with about 13,000 somatic mutations takes about one minute, on a standard laptop, without exploiting the parallel inference engine.

A post-hoc cluster-selection heuristic is available to filter out clusters that are either too small, or that contain too few mutations; post-hoc, the package can also assign new mutations (i.e., previously unseen) to the model’s clusters, conditioning on the inferred parameters. Density functions are available for the S3 model object, as well as functions to sample data from a fit model, or to create a random generative model (clusters and parameters) that can be used for data generation. This utility can be easily used for synthetic benchmarking of MOBSTER or other subclonal deconvolution tools.

Confidence of the fits can be computed using parametric and non-parametric bootstrap procedures that are available in mobster [14]. Both procedures take as input a model object computed from mobster_fit, and the number $n$ of required bootstrap samples. The non-parametric approach re-samples $n$ datasets of size equal to the original dataset, therefore sampling with repetition from the original dataset; the parametric approach samples $n$ new datasets from the fit model. In both cases the new datasets are used to fit $n$ new models with a parallel fitting routing, and from the output fits the package computes a distribution over the full model (i.e., the frequency at which the input model is re-fit) and over the parameter fits to the original data. Bootstrap results can be used to estimate confidence intervals, using a given confidence $\alpha$-level with $0 < \alpha < 1$ to determine quantiles. In the case of the non-parametric approach the package also computes the co-clustering probability for each pair of input mutations; this is a quantity that can be used to determine clustering’s stability, defined as the frequency at which two mutations cluster together. We note that in this case the frequency is bounded by the probability of sampling every pair of mutations in the same bootstrap resample.

Visualization functions

Model fits can be plotted as data histograms colored by clustering assignment, with the fit density (per component and overall) overlaid to the data histogram. A number of functions can be used to plot the model likelihood, the entropy of the latent variables, the sum of squares error of the fit to data and the mixing proportions. An additional function allows the user to inspect alternative fits of the data, which helps for model selection in cases where one is not confident about the tool parameterizations. Specific functions also allow to visualize results from bootstrap analysis, giving easy access to the bootstrap distribution and confidence intervals.
Post-clustering analyses
The package can be used to run further (post-clustering) analyses directly from the output of mobster_fit. For example, dN/dS statistics from the ratio of nonsynonymous to synonymous single nucleotide mutations can be computed for either the clusters of a single patient, or across multiple patients (e.g., pooling all tail mutations). Computations are carried out interfacing mobster to dndscv, an R package for dN/dS [15]. From a fit, mobster can compute also the tumour’s evolutionary parameters, revealing the mutation rate $\mu > 0$, and the selective advantage coefficient $s > 0$ and the age of each subclone, in units of tumour doubling times. Interfacing with the ctree R package, clone trees can also be readily assembled from the output mobster clusters [4].

Detailed functionalities
In Additional file 1 of this paper we provide six extra notes that explain the most relevant mobster functions and their parameters.

Using a markdown-style with example R code, these notes discuss the following topics:

1. Introduction to the input format, simple fits and data-generation process;
2. Plotting functions for fit models and input data;
3. Bootstrap estimation for confidence assessment;
4. Post-clustering inference of Population Genetics parameters of tumour growth;
5. Post-clustering clone-specific dN/dS statistics;
6. Post-clustering clone trees generation.

Results
Relation to tumour growth models
We show the analysis of a simulated tumour using the mobster package. The tumour is simulated using the stochastic branching process [11–13] model of tumour growth, which is implemented in the TEMULATOR open source R package. In brief, the stochastic branching process that we use is a discrete-time discrete-state Markov process that describes cell divisions and mutation accumulation. At each time point $t > 0$ cells divide or die, with some probability; when they divide successfully the somatic mutations are copied into daughter cells, and new accumulation are accumulated at a certain rate (the tumour mutation rate). This simple linear birth–death model captures the diffusion of mutant alleles (i.e., somatic mutations) in expanding populations (i.e., cells dividing). A selective advantage coefficient $s > 0$ controls the propensity of successful cell divisions or, in other words, the rate of growth of the progeny of any given cell—this is a measure of fitness for a cellular population. In the model implemented in the TEMULATOR package, the cell initiating the tumour starts with a baseline value $s_0$, and its progeny keeps sharing the same $s_0$ value. At any given timepoint, if a new subclonal driver mutation triggers the formation of a more fit clone, its value of $s$ is increased relative to $s_0$ (i.e. $s_1 = s_0 + \delta_1$ is the new clone-specific value for the coefficient). It is possible to show that, in the long run, the new subclonal population

1. https://t-heide.github.io/TEMULATOR/
outgrows the parental clonal population. This model is particularly interesting since it allows deriving the analytical Power law distribution for within-clone neutral evolutionary dynamics used in the MOBSTER model [9]—i.e., the distribution of the site frequency spectrum for somatic mutations that accumulate in-between the formation of new clones with different values of $s$. This is true for both the deterministic version of the model based on an ordinary differential equation representation of the Markov chain [11, 12], as well as for the stochastic counterpart ruled by a master equation [13].

In Fig. 1b (left panel) we show a simulated tumour where after $t = 13$ cell doublings a subclonal driver triggers a clonal expansion that sweeps in the ancestral population. The tumour bulk WGS data is simulated form the tumour cell population collected at time $t = 17$, when the subclone has reached a tumour mass that is detectable relative to the overall tumour size, considering a simulated WGS assay with Poisson-distributed coverage with rate $\lambda = 120$ (i.e., mean coverage $120\times$).

We run filtering of simulated somatic mutations consistently with a standard quality-check analysis, and identify $n = 3499$ somatic mutations with VAF above 5%. We use these to run a mobster analysis with default parameters Fig. 1b (right panel), and retrieve the generative model simulated with TEMULATOR. In particular, the tool detects $K = 2$ Beta clusters, plus one Pareto tail. The Beta clusters reveal clonal mutations (cluster C1, red; 30% of the mutations) present in all tumour cells in the simulated biopsy, as well as the mutations that characterize the ongoing subclonal expansion (cluster C2, blue; about 40% of the mutations). Mutations assigned to the tumour tail—an intermixing of the tails of both clones—are about 30% of the simulated mutations. Using functionalities of the mobster package we retrieve evolutionary parameters that we used to simulate the tumour with TEMULATOR. In particular we obtain a mutation rate $\mu = 71.4$ (in mutations per cell division), and the subclone parameters—i.e., we date the subclone to $\hat{t} = 13.3$ (age of the subclone relative to its ancestor) and retrieve its selection coefficient to $\hat{s} = 1.73$ (where 1 is the baseline value of the ancestor). Through the interface of mobster with other packages, we can also retrieve the clone tree that explains this architecture, which in this case is trivial because C2 is the only possible descendant of C1.

Overall, this simple example shows that we can simulate tumour growth (with specific evolutionary parameters like mutation rate, selection coefficients etc.), and that we can faithfully retrieve such parameters and architectures using the mobster package.

Subclonal deconvolution from the PD4120a breast tumour

We discuss an example application to a WGS dataset of a real primary breast cancer; this dataset has been first discussed in [7] and also re-analyzed in our recent work [9]. The analysis that we present here reports the same overall conclusions but is more detailed than the one in [9], as it serves to show multiple functionalities of the mobster package.

This breast cancer sample (PD4120a) has been sequenced at very high-coverage (approximately $180\times$) and presents with $n = 4643$ somatic single-nucleotide variants (SNVs) mapping to chromosome 3; this reduced dataset has been generated and quality-checked for one of our earlier works [12]. Chromosome 3 is diploid and therefore the VAF analysis of mutations mapping to that chromosome is analogous to using CCF values (here re-scaled in $[0, 1]$). This is true because for diploid regions the CCF computation from VAF is trivial, and corresponds just to a purity adjustment.
A call to mobster_fit on the input mutations with default parameters computes the output model, as well as a number of alternative fitting solutions. The computation takes less than a couple of minutes on a standard laptop. The best output model computed using relICL is shown in Fig. 2a, while the sequencing depth of the input mutations is shown in Fig. 2b to show the high-quality of the input data. mobster fits the input data with $K=3$ Beta components, and one Pareto tail. This reflects a cancer sample that harbours clonal mutations, two distinct sub-clones enjoying a clonal expansion triggered by positive selection, and the tail of within-clone neutral dynamics. This 2-subclones model is a simplification of the v proposed in the original analysis of PD4120a [7]. As suggested in [9], the 2-subclones model seems more plausible in light of a complementary analysis carried out in [7], where it is shown that tail mutations after phasing associate to multiple nodes of the tumour’s clone tree. This is consistent with the signal of polyphyletic lineages that by definition constitute neutral mutations, and not with mutations hitchhiking tumour subclones. Therefore, the input $n=4643$ SNVs are assigned to 4 clusters by MOBSTER (Fig. 2c); the pool of clonal mutations represents the larger cluster (C1) with more than 30% of the input SNVs, the largest subclone (C2) and the tail have a similar number of mutations (i.e., about 25% of the input SNVs), and the smallest cluster is one of the two subclones (C3).
The package implements a number of distinct scores for model-selection, but the model in Fig. 2a is selected by using reICL. In this case all the scores available in the package rank the output model first, meaning that they consistently predict the model in Fig. 2a to be the best possible fit for the input data (Fig. 2d). The tool also offers visualization functions that can at least suggest, even from a single model fit, what is the stability of the clustering. This information is linked to model’s latent variables—denoted with $z$, and represented as a $n \times (k + 1)$ matrix—which provide the probability of each of the input $n$ mutations to be assigned to the $k + 1$ clusters ($k$ Beta plus one tail). In Fig. 2e we plot the entropy profile associated to each one of the input values in the domain $[0, 1]$; this is computed from the relative density of each mixture component in the model, and shows, for both the standard and reduced entropies, higher values where there is more uncertainty in clustering assignments. The full set of latent variables can also be visualized (Fig. 2f) as a heatmap, in this case highlighting more uncertainty for the assignments of the two subclones and the tail. This is expected since the three components largely overlap with similar density values.

Model confidence and stability can be formalized using bootstrap procedures. In Fig. 3 we show the result of a non-parametric bootstrap run with 200 resamples, which can be used to estimate bootstrap confidence intervals (CI) for all the model parameters at a desired $\alpha$-level (default 5%), and the overall model confidence.
Figure 3a shows the overall model confidence; the selected output model of Fig. 2a is selected in 65% of the non-parametric bootstrap resamples, and in the remaining 35% of the cases a model with only $K = 2$ Beta components and one tail is selected. In those models the signal lost is the one from the smallest subclone, C3, as one can immediately expect from Fig. 2 and the width of the Beta component C2 is increased to include SNVs originally assigned to C3. The 200 bootstrap resamples allow the estimation of a full distribution for the tail shape (CI $[1.41–1.57]$), as well as the Beta means and variance (means: C1 CI $[0.51–0.52]$, C2 CI $[0.24–0.29]$ and C3 CI $[0.15–0.16]$, variance: C1 CI $[0.001–0.002]$, C2 CI $[0.001–0.008]$ and C3 CI $[0.0005–0.0009]$); the bootstrap distributions are plot in Fig. 3b, c. Notice that as expected the largest CIs are associated to C2, consistently to reflect the cases where cluster C3 is drop. The usage of a non-parametric bootstrap procedure allows also to estimate the co-clustering probability for each pair of mutations (Fig. 3f), which is bounded from above by the joint sampling probability for each pair of mutations (resampled with uniform probability in this bootstrap). This $n \times n$ matrix shows that the clonal cluster (C1) is extremely stable (dark blue gradient), and that lower stability involves the two subclonal clusters (C3 and C2), confirming the other assessments. On the overall, these metrics suggest that the quality of the fit computed with mobster, as measured from robustness of the overall model fit and its parameters, is very high and confirms that the breast cancer sample PD4120a likely contains two on-going subclonal expansions.

**Discussion**

The mobster package implements the first statistical method that integrates Machine Learning and Population Genetics to perform tumour subclonal deconvolution from whole-genome DNA sequencing data of human cancers [9]. The method improves largely over standard methods for tumour deconvolution, as largely shown in [9], and is made accessible through the new R software package mobster which provides several functions for data pre-processing, visualization and analysis (model fitting, confidence assessment and post-clustering analysis). In this paper we described the principles underlying the R package and showed its analysis of one tumour simulated by a stochastic branching process model of tumour growth, and one polyclonal breast cancer sample. In the future we will extend the current package to support input/output with other common tools for cancer evolutionary analyses, such as callers for somatic mutations and copy number detection, and population-level inferences of patterns of tumour evolution from data of multiple patients.
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**Additional file 1.** Supplementary notes that describe the software and its applications.

**Abbreviations**

WGS: Whole-genome sequencing; VAF: Variant Allele Frequency; CCF: Cancer Cell Fraction; SNV: Single-nucleotide variant.

**Acknowledgements**

GC wishes to thank Timon Heide, Marc J Williams and Luca De Sano for helping to develop the mobster package.
Authors’ contributions
GC and AS conceived the study, and GC implemented the software. GC, GS, TAG and AS carried out the analysis of real data, and interpreted the results. All authors drafted the manuscript. All authors read and approved the final manuscript.

Funding
AS is supported by the Wellcome Trust (202778/B/16/2) and Cancer Research UK (A22909). TAG is supported by the Wellcome Trust (202778/Z/16/2) and Cancer Research UK (A19771). We acknowledge funding from the Medical Research Council (MR/P000789/1) to AS and from the National Institute of Health (NCI U54 CA217376) to AS and TAG. This work was also supported by a Wellcome Trust award to the Centre for Evolution and Cancer (105104/Z/14/2). The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.

Availability of data and materials
The tool and data shown in this paper are available at the GitHub website hosting the mobster package: https://caravagnalab.github.io/mobster/.

Availability and requirements
Project name: mobster.
Project home page: https://caravagnalab.github.io/mobster/.
Operating system(s): Platform independent.
Programming language: R (version >= 3.6.0, with releases for both ~ 3.6 and > 4.0).
Other requirements: open R packages (ggplot2, sads, cli, clisymbols, cowplot, crayon, ctree, dndscv, dplyr, magrittr, reshape2, tidyR) that are automatically installed by the tool.
License: GNU GPL 3.
Any restrictions to use by non-academics: none.

Ethics approval and consent to participate
Does not apply since we use public data.

Consent for publication
Does not apply.

Competing interests
All the authors declare no competing interests.

Author details
1 University of Trieste, Trieste, Italy. 2 International School for Advanced Studies, Trieste, Italy. 3 Barts Cancer Institute, Barts and the London School of Medicine and Dentistry, Queen Mary University of London, London, UK. 4 The Institute of Cancer Research, London, UK.

References
1. Jamal-Hanjani M, et al. Tracking the evolution of non-small-cell lung cancer. NEJM. 2017;376(22):2109–21.
2. Spiteri I, et al. Evolutionary dynamics of residual disease in human glioblastoma. Ann Oncol. 2019;30(3):456–63.
3. Caravagna G, et al. Algorithmic methods to infer the evolutionary trajectories in cancer progression. PNAS. 2016;113(28):E4025-E4034.
4. Caravagna G, et al. Detecting repeated cancer evolution from multi-region tumor sequencing data. Nat Methods. 2018;15(9):707–14.
5. Turajlic S, et al. Deterministic evolutionary trajectories influence primary tumor growth: TRACERx renal. Cell. 2018a;173(3):595–610.
6. Turajlic S, et al. Tracking cancer evolution reveals constrained routes to metastases: TRACERx renal. Cell. 2018b;173(3):S1–94.
7. Nik-Zainal S, et al. The life history of 21 breast cancers. Cell. 2012;149(5):994–1007.
8. Turajlic S, et al. Resolving genetic heterogeneity in cancer. Nat Rev Genet. 2019;20(7):404–16.
9. Caravagna G, et al. Subclonal reconstruction of tumors by using machine learning and population genetics. Nat Genet. 2020;52:896–907.
10. Williams MJ, et al. Identification of neutral tumor evolution across cancer types. Nat Genet. 2016;48(3):438.
11. Williams MJ, et al. Quantification of subclonal selection in cancer from bulk sequencing data. Nat Genet. 2018;50(6):895–903.
12. Kessler DA, Levine H. Large population solution of the stochastic Luria-Delbrück evolution model. Proc Natl Acad Sci. 2013;110(29):11682–7.
13. Efron B. The jackknife, the bootstrap and other resampling plans. In: CBMS-NSF regional conference series in applied mathematics, SIAM, 1982. ISBN 978-0-89871-179-0, p. xi + 85.
14. Martincorena I, et al. Universal patterns of selection in cancer and somatic tissues. Cell. 2017;171(5):1029–41.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.