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Abstract One of the most challenging aspects of using MapReduce to parallelize and distribute large-scale data processing is detecting straggler tasks. Identifying ongoing tasks on weak nodes is how it’s described. The total computation time is the sum of the execution times of the two stages in the Map process (copy, combine) and the three stages in the Reduce phase (shuffle, sort, and reduce). The main aim of this paper is to estimate the accurate execution time in each location. The proposed approach uses a backpropagation neural network on Hadoop to detect straggler tasks and calculate the remaining task execution time, which is crucial in straggler task identification. The comparative analysis is done with some efficient models in this domain, such as LATE, ESAMR, and the real remaining time for WordCount and Sort benchmarks. It was found that the proposed model is capable of detecting straggler tasks in accurately estimating execution time. It also helps in reducing the execution time that it takes to complete a task.
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1 Introduction

Human life is becoming increasingly reliant on information technology [1–5]. Over the last two decades, increasing data output and the rapid growth of information technology have resulted in the development of a significant amount of data in multiple formats through various sources such as RFID tags [6], weblogs, data from scientific researches such as healthcare [7–9], Network management [10–15]. Numerous studies [14,16–18] have been performed to model data and partition query loads across multiple hosts. The authors [19] focus on collecting data in wireless sensor networks in a cloud structure in a short amount of time. In [21], the authors propose a new form of deep neural network that generates interpretable expression in the hidden layer. Hadoop is an open-source software platform that was first published in 2003 and functions similarly to an operating system to process and handle vast amounts of data across several machines. The Hadoop center is made up of a Hadoop distributed file system, and MapReduce processing [22]. This article is based on Yahoo’s Yet Another Resource Negotiator (YARN) system [23], which was introduced in 2010. It summarises various research areas in Hadoop, as shown in Fig. 1 and adapted from [24]. The emphasis of this study is task scheduling. We focus on dynamic adaptive schedulers based on speculative execution between all the approaches for task scheduling. ESAMR [20], and SECDT [25] are two current methods in the literature that are relevant to this group. The grey boxes in Fig. 1 reflect the proposed solution. As part of the Big Data processing infrastructure, the MapReduce method “chops” jobs into multiple functions. Using a traditional database management system to store and analyze data in an enterprise with a large data volume is difficult. Millions of users worldwide can find their information across the internet in a couple of seconds due to MapReduce’s architecture. The parallelization of these two phases gives this method its power (Map and Reduce). In reality, MapReduce is a framework for creating a distributed program that works with large amounts of data. When developing applications in a distributed environment, programmers must consider several factors [25]. For instance, how big a file is and how to break a large file into smaller pieces. Each mapping task’s input data is a small portion of the total input data. Reading data, applying the mapping function, sorting, and merging the inputs are all handled by mapping. The
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reduction step in the previous version of Hadoop did not begin until the mapping phase was completed. Still, in the next iteration (also known as YARN), the mapping phase is no longer required until the reduced feature can begin. Tasks are first sent to the mapping machine, which performs two stages: copy and combines, in the MapReduce structure. The total execution time is the sum of all the stages’ execution times. Since data is transferred during the copy and shuffle phases, they have the greatest effect during execution. Every stage has a weight assigned to it, calculated as the ratio of the stage’s execution time to the overall execution time. Errors can also be calculated by comparing approximate weights to a real one. The time it takes to complete the whole job is determined by the speed at which the slowest task is completed. A straggler task is a running task on the slowest node that should be identified and allocated to another node using speculative execution. In the LATE, the weights for and stage in stages are the same, while this is not the case in the experiments. Given the heterogeneous nature of Big Data processing, assigning the same weight to each stage is inefficient. The K-means algorithm is used by ESAMR to measure the weights of each task. In the proposed study, a dynamic approach is developed for estimating execution time that can be used in both heterogeneous and homogeneous settings. The weights are estimated using neural networks based on task execution time. This research aims to improve the efficiency of the Big Data computing infrastructure by reducing the error of calculating the remaining time from task execution and recognizing straggler tasks.

Article Structure

2 Related Work

The proposed approach is focused on addressing the flaws in existing literature-based solutions. For example, in the LATE process, the remaining time for each step of the running task is treated the same, while in the Reduce phase, the shuffle stage takes longer to complete than the other stages. Since they are dependent on the previous mission, the SAMR, ESAMR, and SECDT methods cannot estimate the running time accurately. It is not precise enough due to the differences in characteristics between previous and current tasks. ESAMR only considers executable information and ignores node requirements, which is necessary because node processing times vary depending on their features (CPU and memory). Pruning of branches in the decision tree-based method, or SECDT, results in knowledge loss and, as a result, false estimation. With the support of previously-stored running information on previous tasks, the proposed neural network approach seeks related functions to the current one and determines suitable weights.

In [37], the authors present a real-time task-scheduling algorithm that considers energy consumption. It works by grouping people according to the most recent cutoff period and then using a dynamic optimization approach to make scheduling decisions for each group. For efficient data transmission, the authors propose a comprehensive transmission (CT) model. They also devise a two-phase resource sharing (TPRS) protocol, which usually consists of a pre-filtering stage and a verification phase, to accomplish permitted resource sharing in the CT model easily and personally.
Table 1 The Equation used in the literature

| Author            | Equation                                                                 | Author            | Equation                                                                 |
|-------------------|--------------------------------------------------------------------------|-------------------|--------------------------------------------------------------------------|
| Satapathy et al.  | $P_i = \frac{x}{N}(1)$                                                   | Chen et al.       | $P_r = ps/t (5)$                                                         |
| Satapathy et al.  | $P_i = \frac{1}{(K + \frac{x}{N})}(2)$                                   | Zaharia et al.    | $pr = ps/t (5)$                                                          |
| Satapathy et al.  | $Avg(p_i) = \sum_{i=0}^{N} P_i[i]/N (3)$                                 | Chen et al.       | $STT = 0.4$                                                              |
| Javadpour et al.  | $P_i \leq Avg(p_i) - 20\% (4)$                                          | Zaharia et al.    | $ATTE = 10% \times TTE(i)/N (11)$                                       |
| Chen et al.       | $\sum_{i=0}^{N} P_i[i]/N (3)$                                            | Zaharia et al.    | $TTE = \frac{10% \times ATTE(i)}{N}$                                    |
| Zaharia et al.    | $TTE = (1 - P_r)Pr (6)$                                                  | Chen et al.       | $TTE = ATTE > ATTE \times STT (12)$                                      |
|                   |                                                                           | Zaharia et al.    |                                                                           |

2.1 Hadoop Naïve method

To control the nodes in the Hadoop, a method called Hadoop Naive Algorithm is utilised by [38, 39]. In the proposed technique, the weights in Map and Reduce phases are denoted by (m1=0, m2=1) and (r1=r2=r3=1/3), respectively. After the task has been completed for at least 1 minute, the following calculations are performed. Table 1 represented all the mathematical equations used in this literature. The progress score of (Ps) is calculated in Equation 3 assigned to the threshold, where N is denoted as the total number of executing tasks. Finally, Eq. 4 detects the straggler role by ensuring that the value of $P_s$ is less than 20% of the average ($P_s$) [17].

2.2 LATE (longest approximate time to end) approach

LATE aims to figure out how much time is left to complete tasks [17, 23]. While the weights are the same as the Hadoop naive process, Equation 5 considers the remaining time when selecting straggler tasks. Pr denotes the progress rate, and the task consumed time is indicated by $t$. Eq. 6 is used to determine how much time is left to complete tasks in a given stage (TTE). The tasks are sorted by the amount of time they have left. Straggler tasks are chosen from 10% of total tasks (known as a speculative cap). They will be reassigned to a node that meets the requirements of Equation 7. LATE has no way of knowing how much time is left. It uses constant numbers for each step’s weight, even though the impact of each step for each task varies, and the ratios are not always constant. The proposed method finds related tasks and determines acceptable weights for each move using stored executable information.

2.3 Self-adaptive MapReduce Scheduling Algorithm method (SAMR)

This method saves the weight of completed tasks at each point in an XML file and uses it to predict the next task execution time [26]. The consequences for the first stage are (1,0,1/3,1/3,1/3). Every 100 milliseconds, $P_s$ is measured. Equation 8 calculates the average execution speed, while Equation 9 identifies the straggler job. Straggler tasks are indicated by the closeness of Stac to zero. Equation 10 is often used to measure the number of backup tasks (BackupNum), where TaskNum is the number of executing tasks. $B_p$ has been calculated to be 0.2. Equation 11 calculates the average time to completion of all running tasks (ATTE). It is a slow task if it fulfills Equation 12. The Slow Task Threshold (STT) is a scale that measures how fast or slows a task is in the range [0,1]. We use STT = 0.4 in this article since STT less than 0.4 considers many fast tasks to be slow. Many slow tasks are expected to be quick when STT is greater than 0.4.

2.4 Enhanced Self-adaptive MapReduce Scheduling Approach (ESAMR)

In 2012, ESAMR [42] was implemented to enhance the SAMR algorithm. The K-means algorithm divides this knowledge into k (k=10) groups and stores weights from previous tasks. A temporary weight will be determined for that process after at least 20% of the total tasks in the Map and Reduce stages have been completed. The algorithm looks for a cluster with the lowest weight to assign the partially completed tasks to them. If a node does not have any completed tasks, the average weight of all collections will be utilized.

2.5 Speculative Execution Algorithm Based On Decision Tree (SECDT)

3 Proposed Model

There are two parts to the speculative execution developments with the ANN system. To begin with, the proposed approach can be used in both heterogeneous and homogeneous settings. Second, it accurately calculates the weights of each level,
resulting in a shorter total execution period. The proposed method employs two types of variables: dependent (weights allocated to each stage and remaining MapReduce task execution time) and independent (execution time, amount of processed data, and progress rate) variables. The proposed approach has three key components, as shown in Fig. 2: an information storage database for saving data from previously performed tasks, weight estimation by the neural network, and task execution time estimation. Each new task will be separated into 2 phases: Map and reduce. As input values for NN to estimate weights, the produced reports are divided into train and test datasets. The test data results can also be used to train the model and increase the accuracy of the results. It is possible to estimate the remaining time of task execution by estimating NN weights, which is the secret to locating straggler tasks.

A flowchart in Figure 3 depicts the relationship between the components shown in Figure 2. The resource manager can devote staff to this job if you join a job through Hadoop. After t seconds, the machine manager looks for straggler tasks. In this stage, progress score, success rate, and residual executing time for each task will be determined using executing information from working nodes in order to identify straggler tasks. The remaining execution time is used to sort the tasks. If the number of speculative tasks exceeds 10% of total tasks, the task with the most time left will be completed. The user can add a job to Hadoop using the suggested form, which causes the system manager to devote resources to the new job. The system manager will search for straggler tasks after each task has run for t seconds. The next move is to rank all of the remaining tasks according to how much time they have left to complete them. Slave nodes save information about existing jobs that are being run speculatively. The system manager collects all information about currently running tasks and applies the NN algorithm. If the number of speculative tasks is greater than 10% of the total number of tasks, the success rate, remaining time execution, and task progression are determined. In that case, no modifications to the execution procedure will be made. Otherwise, the task with the least amount of time left would be started. This procedure will be followed for all new hires. In this study, we estimated weights using a backpropagation neural network. After each task is completed, the weight of the stage is calculated by dividing the execution time of each stage (in Map and Reduce) by the total execution time of each step. The neural network uses this stored executable information to estimate runtime. The implementation of the neural network algorithm is focused on comparing the real value to the expected value. A multilayer feedforward neural network is used to learn in a backpropagation neural network.

3.1 Scheduler

The proposed approach is intended to enhance the process of speculative execution. Each task in a newly elected job will be broken down into MapReduce tasks and assigned to a node. The mission implementation report is sent to the source manager regularly and stored in the repository. To execute assigned tasks, we use a container on each node. When the tasks are running, the source manager keeps an eye on them to see any stragglers.
Table 2 Parameters used in proposed solution

| Features                                      | Values                  |
|-----------------------------------------------|-------------------------|
| Hadoop cluster installation mode              | Fully distributed       |
| Number of the cluster node                   | 5                       |
| RAM level node 1, 2                          | 4G                      |
| RAM level node 3, 4                          | 3G                      |
| Network topology                             | Slave master            |
| The size of virtual machines hard drive      | 50 G                    |
| Master node                                   | Contains a job follower |
| Slave node                                    | Contains a task follower and a data node |
| Distributed file system block size            | 128 MB                  |

3.2 Nural Network Weight calculation

The real weight value is compared to the approximate one in each iteration of the proposed process. The neural network calculates the weights of all three stages of the reduction process. In this study, backpropagation NN is used, and the approximate weight is compared to the actual one in each iteration. The learning will either proceed to the next iteration or stop with the current estimations, depending on the accuracy. The number of epochs has also been established as a termination factor. \( P_s \) and SubPS will be computed. \( P_s \) will be determined using Eq. 1; \( k \) represents the current stage number. The ratio of processed key/value pairs (\( N_f \)) to all key/value pairs is called Subps (\( N_a \)).

\[
p_s = \text{SubPs} \times \sum_{k=1}^{r_k} \frac{n_f}{n_a} \quad (1)
\]

\[
\text{SubPs} = \frac{n_f}{n_a} \quad (2)
\]

3.3 Reduce phase

The estimated weights of each stage are used to estimate the total and remaining execution time. Subps and execution time are calculated using the amount of information to be collected and the current task progress stage. In the speculative execution, the task with the highest execution time is allocated to another node for implementation. All straggler tasks do not re-execute and are organized depending on the remaining execution time. The Mapping process is considered one stage in the proposed method; hence, the neural network with the inputs of Subps and \( N_f \) and the remaining execution time is calculated and stored in the TTE.

4 Performance Evaluation

On each virtual machine, the proposed approach is implemented using Hadoop 2.7.3 and Ubuntu 16.0. (VM). The simulation computer has 16 GB of RAM and a 3.2 GHz Intel i7 processor. HDFS (High-Definition File System) has a web console for monitoring and reviewing file systems that allow users to access the HDFS file system's content. All of the experiments are focused on three blocks of the 128 MB HDFS distributed file system's block size. The interaction of nodes is depicted in Figure 13 in the Appendix. For each of the Map and Reduce tasks, we considered two slaves. The Hadoop version 2.7.3 speculate section has been updated. Based on task execution time, job execution time, and stage weights, the results are produced using the t-word counting software [17, 18, 24] and compared to LATE, No-Speculate, and ESAMR. WordCount reads text files and counts how many times each word is repeated. Mapping is in charge of dividing lines into words and generating key/value pairs for each letter. A collection of words is used as the input dataset. We have compared the results of our proposed method to the Sort benchmark, which is commonly used in the literature to assess the consistency of proposed methods. Hadoop 2’s standard block size is 128 MB. When a larger file is inserted into HDFS, it is split into 128 MB chunks and distributed through data nodes. The detail of each parameter is described in Table 2.

A node manager, a job follower, a master, and four slave nodes are part of the cluster he built. A data node and a mission follower are located on each slave. We use four separate experiments to test errors in weight estimation, mission execution time, and work execution time. A comparison of the proposed method and SVR is included in the first experiment. The second experiment uses data from the execution process to measure weights for the Map and Reduce phases. The remaining execution time is calculated in the third experiment using the weights that have been obtained. The final experiment will assess the impact of speculative execution on execution time as a function of data volume and the number of nodes. The constant and variable parameters of experiments in a neural network are shown in Table 3.
Table 3 Experimental Parameter and constant

| Number of experiments | Constant Parameters | Changeable Parameters | Explanation |
|-----------------------|---------------------|-----------------------|-------------|
| 1                     | Weight of map-reduce phase of executed tasks | Comparing the estimated weight of backup vector machine algorithms and artificial neural network | Learning rate=0.05, Epoch =100 |
| 2                     | Weight of map-reduce phase of executed tasks, Estimated weight with the help of an artificial neural network algorithm in reduce phase, Progress rate of executed tasks | Estimated weight with the help of an artificial neural network algorithm in Map phase | Learning rate=0.05, Epoch =100 |
| 3                     | Weight of map-reduce phase obtained from the previous experiment | Remaining time of tasks’ execution | 0.251G–13G |
| 4                     | Weight of map-reduce phase of executed tasks | the execution time of the job, Number of nodes, Amount of input source manager after 60 s of execution searches about the straggler task | Measuring execution time with changing the number of nodes and amount of input, 1–5, 0.251G–13G |

Table 4 Weight calculation using different algorithms

|                  | LATE Algorithm | SVR | Neural Network |
|------------------|----------------|-----|---------------|
|                  | Real amount   | Estimated value | Real amount   | Estimated value | Real amount   | Estimated value |
| 0.78             | 0.77           | 0.46          | 0.91          | 0.76           | 0.811         |
| 0.214            | 0.181          | 0.66          | 0.893         | 0.449          | 0.462         |
| 0.28             | 0.211          | 0.34          | 0.592         | 0.616          | 0.611         |
| 0.147            | 0.145          | 0.25          | 0.231         | 0.235          | 0.213         |
| 0.93             | 0.94           | 0.16          | 0              | 0.561          | 0.512         |

4.1 Experiment 1

Regression methods such as support vector machines and artificial neural networks effectively predict the continuous nature of weights. The values are defined based on error minimization in the proposed method. In contrast, SVR converts the risk of incorrect classification into an objective function and adjusts and optimizes the parameters based on this target function. In this part, the proposed method’s results are compared to SVR and decision tree. The bellow equation is used to measure errors. The proposed method outperforms SVR by 99% and the decision tree method by 81% Table 4.

$$Error_{methods} = \frac{1}{N} \sum_{i=1}^{N} e_i^2$$

(3)

4.2 Experiment 2

There are two parts to the mapping process and three parts to the reduce phase. In this part, we use the presented methods, LATE and ESAMR, to compare the approximate weights in these two phases. For this portion, the stored executive data is captured in a file and given to the neural network as training data, including the volume of processed data and the extent to which activities are completed. The proposed technique uses backpropagation to find weights, while the ESAMR algorithm uses a value of k of 10. Compared to ESAMR, the results show an 85% increase and a 99% improvement compared to the LATE. Table 5 compares the proposed method’s weight calculation to the ESAMR and LATE algorithms. Each cell in this table contains two numbers. The real weight is represented by one, and the estimated weight by the algorithm is represented by the other. These two numbers must be as similar as possible to improve the method’s accuracy by correctly identifying straggler tasks.
Table 5  Weight estimation using different methods versus real weights of a WordCount for second experiment

|                | Proposed method | ESAMR   | LATE   |
|----------------|-----------------|---------|--------|
| S1             | 0.78571−0.70432 | 0.8538−0.7425 | 0.33−0.7432 |
| S2             | 0.7−0.65        | 0.46−0.587 | 0.33−0.08062 |
|                | 0.9019−0.8991   | 0.8604−0.7401 | 0.33−0.065 |
|                | 0.33−0.021      | 0.9941−0.8954 | 0.33−0.002 |
|                | 0.33−0.0002     | 0.9754−0.7451 | 0.33−0.04072 |
|                | 0.33−0.0525     | 0.9921−0.8971 | 0.33−0.05028 |

Fig. 3  Comparision of error handling with sate-of-the-art

Fig. 4  Run time with two slaves

4.3 Experiment 3

Speculative execution aims to cut down on execution time. Consequently, the remaining time estimate in the proposed method is taken into account in this experiment. The first step was to save the results of running the word count program with various input values. Then 20 tasks (map and reduce) are chosen to assess the execution time estimate. The application of ESAMR [30] is tested on six machines, one of which is the manager and the others are working nodes. Experiments for this study are carried out on a Hadoop cluster of five computers (one manager and four working nodes). Estimated time and the execution time for Map and reduce are shown in Figure 3 and Figure 4.

As is well known, the proposed method is the closest case and has the most accurate estimate of the actual runtime and the shortest runtime, among other techniques. According to Fig. 5, the proposed approach has a 55% improvement
in error rate compared to ESAMR and a 77% gain compared to LATE. The primary benefit of our approach over current methods is the accurate calculation of task remaining time. For the Map phase of LATE, ESAMR, and our process, the average distance between the actual and projected weights is 68.3 33.85 18.1 and for the Reduce phase, it is 176.75 89.95 27.3, respectively. ESAMR is more accurate than LATE, and we’ve included Fig. 14 in the Appendix to demonstrate how effective the proposed method is compared to ESAMR in Word Count. It measures the difference estimation error for each task in Map and Reduce calculated by ESAMR and our method. When compared to ESAMR, points above the line y=0 indicate that our approach performs better.

4.4 Experiment 4

The impact of data and the number of slave nodes on execution time are investigated in this experiment. The word count program was run with different inputs in the same conditions for all three algorithms for this reason. Fig 6 shows the results obtained with two slave nodes; Fig 7 shows the results obtained with three slave nodes, and Fig 8 shows the results obtained with four slave nodes. As shown, increasing the number of nodes does not always result in a faster execution time. Because of the longer data transmission time between nodes, as shown in Fig. 9, adding nodes in high-volume data is cost-effective, while adding nodes in low-volume data does not increase or alter the execution time. The proposed method’s remaining execution time is estimated to be 35% faster than real-time and 15 times faster than ESAMR. The execution time is reduced by identifying straggler tasks early and assigning them to another node.

4.5 Qualifying the proposed method by Utilizing Sort benchmark

On a Sort 10 GB job, Figures 10 and 11 show a comparison of the time to end estimation error of Map and Reduce tasks using ESAMR, LATE, and the proposed method. Even though the ESAMR has a small error on different tasks, the proposed method outperforms the ESAMR in the vast majority of them. The differences between estimated and actual time to completion of Map and Reduce tasks with ESAMR are 2 and 8 seconds, respectively, whereas our method’s error is 2 and 7 seconds. For the Map phase of LATE, ESAMR, and the proposed process, the average distance between the actual and projected weights is 17.9, 3.25, 2.95, and for the Reduce phase, it is 126.55, 9.4, 9.25, respectively. ESAMR produces similar
Fig. 7 Runtime with three slaves

Fig. 8 Runtime with four slaves

Fig. 9 Percent improvement compared with the neural network algorithm implementation method and LATE ESAMR
results to the model we’ve provided. In the Appendix to compare estimation error between the proposed approach and ESAMR for the Sort benchmark. That is, we determined the difference between ESAMR's estimation error and the proposed method’s estimation error for each task in Map and Reduce. Points above the y=0 line indicate that the proposed approach performs better than ESAMR.

5 Conclusion

The speed with which data is analyzed is critical in Big Data processing. This research aims to improve the efficiency of Big Data’s computing infrastructure to speed up data processing by identifying straggler tasks through speculative execution. Speculative execution using the ANN algorithm is proposed to achieve this aim. The weight estimate improved by 86 percent compared to ESAMR and by 99 percent compared to the LATE as a result of this growth. In addition, as compared to LATE and ESAMR, the proposed approach reduced execution time by 24% and 15%, respectively. The proposed method can be improved in the future, given the value of fast execution time. The neural network can be used to determine the appropriate node for running a straggler task, for example, to enhance the process of speculative execution. Other information, such as the number of failures in different steps, may also be used to calculate the input data for this purpose. The proposed approach begins the support task from the beginning, and the execution can be sped up by continuing the straggler task’s execution. Before assigning a mission, it is preferable to consider the number of previous failures of a node. In the future, a mixture of heuristic and artificial intelligence algorithms may be used to process data in parallel and, as a result, perform tasks more quickly. We estimate the remaining time of tasks, identify straggler tasks, and calculate weights in this article using NN. Other prediction approaches such as Taylor, learning automata, and reinforcement learning should be used in future work.
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