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Abstract. In the articles [1], [2] characterizations of holomorphic and CR functions were obtained in terms of analytic extensions from closed curves into analytic discs bounded by these curves. In particular, two open questions, the strip-problem and Globevnik-Stout conjecture were answered in real-analytic category. The results from [1],[2], reformulated as statements for the graphs of the functions, give raise to more general problem of deriving lower bounds for the complex dimensions (CR-dimensions) of real varieties of complex manifolds, from properties of families of holomorphic 1-chains (analytic discs) which can be attached to the manifold. We present a solution of this problem. As corollaries, we obtain solutions of some open problems and generalization of some known results on holomorphic and CR functions and manifolds. A surprising link between estimating of complex dimensions and a generalization of of the argument principle from a single holomorphic mapping to varieties of those is the core of the proof of the main results.

1. Introduction

In this article we establish and study the link between the three following subjects:

• Characterization of complex or CR manifolds and holomorphic or CR functions by vanishing moments on families of closed curves.
• Global properties of smooth families of analytic discs attached to real submanifolds of complex manifolds.
• A version of the generalized argument principle for smooth families of holomorphic mappings (parametric argument principle).

MSC: 32V10; 20E25
Albeit the third subject seems to be of special and independent interest, in this publication we view it rather as the main tool, while the first two subjects will be in the main focus.

Motivation. This article develops the ideas of the articles [1] and [2] of the author. There, the following two question about holomorphic functions and their boundary values were answered in real analytic category. We discuss these two question in more details in the next sections, hence in this introductory section we will touch on them briefly.

The first question, called ”strip-problem”, (see [3], [9], [17], [18], [20], [22], [23], [24], [26], [27], [39], [40], [43]), asks whether a function of one complex variable is analytic if it extends as analytic function from one-parameter family of Jordan curves? The condition of analytic extendibility from the curves can be formulated as condition of vanishing of all complex moments hence the question is about a version of Morera theorem.

The second question, Globevnik-Stout conjecture, or, more generally, boundary Morera problem, (see [3], [4], [6], [8], [28], [29], [33]), [12], [13], [14], [31], [35], [36]), is: if a function on the boundary of a domain in $\mathbb{C}^n$, or more generally, on a $CR$-manifold, is the boundary value of a holomorphic function (is $CR$-function, i.e. satisfies the boundary $\bar{\partial}$-equation) if it extends holomorphically (satisfies zero moment condition) from a family of closed curves which are boundaries of analytic discs in $\mathbb{C}^n$? (Such analytic discs are called attached.) The Globevnik-Stout conjecture, which generalizes an earlier result for the complex ball, due to Nagel and Rudin, is a special case of the boundary Morera problem when the attached analytic discs are obtained by complex linear sections.

In this article, we generalize the results of [1], [2] and obtain new results in this direction by looking at the problems in a more general context. The scheme is as follows.

1. From functions to manifolds. The first step is based on the simple idea that properties of functions often can be reworded as those of surfaces, if one passes from functions to their graphs. In particular, the question whether a function is holomorphic translates as whether its graph is a complex manifold, i.e. the tangent spaces are complex linear subspaces in $\mathbb{C}^n$? Correspondingly, asking whether a function is $CR$-function is equivalent to asking whether its graph has the dimension of complex tangent spaces ($CR$-dimension) not less than the $CR$-dimension of the manifold where the function is originally defined.

Taking into account that the graphs of the analytic extensions into attached analytic discs, are themselves analytic discs, attached to the
graph of our function, we immediately arrive to a general problem of estimating \( CR \)-dimension of real manifolds in \( \mathbb{C}^n \) in terms of families of attached analytic discs. Information about \( CR \)-dimension is important in many problems, for instance, in the problem of characterization of boundaries of complex varieties (see [15], [16], [12], [14], [31], [32], [42]) which we also consider in this article.

**Step 2. From manifolds to mappings.** Observe that the \( CR \)-dimension of a real manifold at its point can be "measured" by the dimension of the \( \mathbb{C} \)-linear span of the tangent space at this point: the more is \( CR \)-dimension, the less is the dimension of the span. Therefore, the \( CR \)-dimension is a "measure" of linear dependence of the tangent space over \( \mathbb{C} \), i.e. measure of the degeneracy of our real manifold over \( \mathbb{C} \).

Now, assume that our real manifold is covered by the boundaries of analytic discs constituting a smooth family parametrized by point in a real manifold of parameters. Each analytic disc in this family is a holomorphic image of the standard complex unit disc and hence we deal with a smooth family of holomorphic mappings of the unit disc into \( \mathbb{C}^n \). This smooth family of holomorphic mappings can be regarded as a single mapping holomorphically depending on one complex variable in the unit disc and smoothly-on the rest of the real variables (the parameters of the family).

Our manifold is covered by the images of the unit circles, therefore it can be viewed as the image, under the above mapping, of the Cartesian product of two manifolds: the unit circle and the manifold of parameters. Thus, according to the earlier remark, the \( CR \)-dimension of our real manifold is related to the \( \mathbb{C} \)-degeneracy of the tangent spaces, which in turn is related to the rank of the above partially holomorphic mapping.

**Step 3. Parametric argument principle.** Thus, we have linked the question of estimating of \( CR \)-dimension of a real manifold, equipped by attached analytic discs, with the question about degeneracy, in the sense of the rank, of a certain mapping. The third step relates the latter question with a generalized argument principle for holomorphic mappings.

This relation is the key ingredient of our considerations and requires more detailed explanation. In fact, what we mean is the following corollary (a weak version) of the argument principle: if a holomorphic mapping of the closed unit disc into \( \mathbb{C}^n \) maps the unit circle into a homologically trivial loop then the mapping is constant (has rank zero).

Indeed, otherwise the image of the unit disc is a 1-dimensional complex variety and hence has the positive intersection index with any
other complex variety of the complementary dimension, intersecting the image of the unit disc but disjoint from the image its boundary. However, this contradicts to the general form of the argument principle. Indeed, it says that the above intersection index equals to the linking coefficient between the complementary variety and the loop-the image of the unit circle. But this loop is homologically trivial and therefore the linking coefficient, and hence the intersection index, must 0, which is the contradiction.

In our situation we deal with a family (manifold) of holomorphic mappings rather than with a single mapping. This manifold of mappings can be regarded also as as a single mapping but defined on the Cartesian product of the unit disc and the manifold of parameters. The mapping depends holomorphically on the first, complex, variable in the unit disc, and smoothly - on the rest of the (real) variables-parameters.

Our key result is a generalization of the above version of the argument principle, from a single mapping to families of those, by proving the following fact. Suppose that the above mapping is homologically trivial on the boundary which is the Cartesian product of the circle and of the parameterizing manifold. Suppose that, however, the trajectory of a fixed point in the unit disc, when the parameters run the parameterizing manifold, sweeps up a cycle which is not homological to 0 in the entire image. Then the entire mapping degenerates in the sense of its rank. In particular, the dimension of the image falls down.

In less formal terms, the result says the following: if a smooth parametric family of holomorphic mappings of the unit disc into \( C^n \) collapses on the unit circle, meaning that the images of the unit circle sweep up a variety with trivial highest homologies, but this homological degeneracy comes not from the parameters, then the entire family of mappings degenerates in the sense of the rank. In this case the images of the unit disc sweep up a variety of the dimension less than maximally possible. Notice that the ordinary argument principle corresponds to the parameterizing manifold consisting of a single point.

This result, in view of the above reduction, implies estimating of \( CR \)-dimensions and, correspondingly, leads to solution of the above mentioned related problems.

2. Preliminary discussion

2.1. Description of the main problem. Let \( \Lambda \) be a real submanifold of a complex Stein manifold \( X = X^n \) of the complex dimension \( n. CR \)-structure on \( \Lambda \) is defined by the maximal complex subspaces of the tangent space of \( \Lambda \). The manifold \( \Lambda \) is \( CR \) is the dimension of complex
tangent subspaces is the same at all points and this dimension is called $CR$-dimension. $CR$-functions on a $CR$-manifold are smooth functions satisfying the tangential $CR$-equations in the complex tangent spaces. For continuous functions, the $CR$-conditions can be formulated in a weak sense, in terms of orthogonality to $\overline{\partial}$-closed forms.

If $\Lambda$ is a complex submanifold then $CR$-functions are the same as holomorphic functions. By Bochner-Severi theorem $CR$-functions on the boundary of a domain in $\mathbb{C}^n$ coincide with the boundary values of holomorphic functions in this domain.

Analytic disc $D = \varphi(D)$ in $X$ is the image of the closed unit complex disc $\overline{\Delta}$ under holomorphic immersion $\varphi : \overline{\Delta} \to X$. The disc is attached to a real manifold $\Lambda$ if $\partial D = \varphi(\partial \Delta) \subset \Lambda$. Analytic discs are very powerful tools for study $CR$-manifolds, and the literature on this subject is very large.

The main problem, we study in this article, can be formulated as follows:

**Problem.** *Given a real submanifold of a complex manifold, equipped by a family of attached analytic discs, derive lower bound for its $CR$-dimension.*

Let us discuss this problem in more details. First of all, when the manifold is the graph of a function, then the question turns to a characterization of $CR$-functions. If $n = 1$ then both the manifold and the attached analytic discs lie in the same complex plane and we arrive to the problem of characterization of holomorphic functions in terms of analytic extensions from closed curves.

When the manifold is a boundary of a domain in $\mathbb{C}^n$ then we deal with the Morera type problem of characterization of boundary values of holomorphic functions.

In the authors’s articles [1], [2] such characterization were obtained under assumption of real analyticity and, in particular, two open questions, the strip-problem and Glovevnik-Stout conjecture, were answered in real analytic category. These problems, which we have mentioned already in Introduction, concern characterization of holomorphic functions in planar domains and boundary values of holomorphic functions in domains in $\mathbb{C}^n$ (see [1], [2], [3], [4], [8], [10], [11], [12], [17], [18], [20]-[27], [28], [29], [33], [39], [40], [43]).

The case when the manifold $\Lambda$ is the graph of a function $f$ is of special interest. If $f$ analytically extends to an attached analytic disc, then the graph of the extension is an analytic disc attached to the graph of $f$. Further, the function $f$ is holomorphic or $CR$ means that its graph is a complex or $CR$-manifold. Therefore, if one passes from
the language of functions to the language of the manifold, then one is led to a problem of determining the $CR$-dimension of a real manifold admitting families of attached analytic discs with certain properties.

Let us make another important remark. The minimal number of parameters of a family $\mathcal{F}$ of curves covering a manifold $\Lambda$ is $\dim \mathcal{F} = \dim \Lambda - 1$. If one is allowed to shrink analytic discs to a point then their tangent complex vectors converge to a tangent complex vector in the tangent space of the manifold at the limit point. Having at hands rich enough family of discs one can induce complex tangent spaces of arbitrary possible dimension. However, to induce a tangent complex line, by the above limit process, one needs at least $(\dim \Lambda + 1)$-parametric family of attached discs. On the contrary, we use the families containing no infinitesimally small discs. This circumstance makes the problem much more difficult.

Our basic result is Theorem 2 describing families of attached analytic discs which enforces the $CR$-dimension to be positive. This result makes sense for $d \leq n$ since otherwise the $CR$-dimension is automatically positive. For the range of the dimension $d$, we describe those families $\mathcal{F}$ of attached analytic discs depending on minimally possible number of parameters:

$$\dim \mathcal{F} = \dim \Lambda - 1 \text{ or } \dim \mathcal{F} = \dim \Lambda$$

which imply existing of complex lines in the tangent spaces. Then we apply this result to the case of general dimensions $d$ and of arbitrary $CR$-dimensions.

2.2. Examples. The existence of families, even large ones, of attached analytic discs does not guarantee nontrivial $CR$-structure, induced by the ambient complex manifold.

Here is a simple example. Define the 2-dimensional manifold in $\mathbb{C}^2$ as

$$\Lambda = \{(z_1, |z_1|) \in \mathbb{C}^2 : r \leq |z_1| \leq R\},$$

where $r$ and $R$ are given positive numbers. The analytic disc

$$D_t = \{(z, t) \in \mathbb{C}^2 : |z| \leq t\},$$

is attached to $\Lambda$ because $\partial D_t = \{|z| = t\} \subset \Lambda$. These analytic discs constitute the 1-parameter smooth family. Nevertheless, the manifold $\Lambda$ is totally real, i.e. has zero $C$-dimension.

In fact, the manifold $\Lambda$, which geometrically is a truncated cone (see Fig.1, on the left), is the graph of the function $|z|$ over the annulus $\{r \leq |z| \leq R\}$ in $\mathbb{C}$ and the trivial observation is that $|z|$ extends analytically from any circle $|z| = t$ but is not analytic. The analytic
discs attached to \( \Lambda \) are obtained by parallel sections \( \text{Re}z_2 = t \) of the solid 3-dimensional cone \( \{ \text{Im}z_2 = 0, |z_1| \leq \text{Re}z_2 \} \).

Moreover, even essentially larger families analytic discs may not detect complex structure. For instance, it was observed in [20] that the function \( f(z) = 1/\overline{z} \) extends analytically inside any circle surrounding 0. These circles constitute 3-parameter family. Nevertheless the function \( f \) is not analytic. The geometric interpretation is as follows. The graph

\[
\Lambda = \{(z, 1/\overline{z}) \in \mathbb{C}^2 : r \leq |z| \leq R\}
\]

of the function \( 1/\overline{z} \) admits 3-parameter family of attached analytic discs - the graphs of the corresponding analytic extensions. Nevertheless, \( \Lambda \) is not a complex manifold, the opposite, it is totally real.

Let us give more examples to illustrate the main problem and the main result of the article.

**Example 1.** Consider the 2-dimensional torus \( \Lambda = \mathbb{T}^2 \) in \( \mathbb{C}^2 \) realized as the Shilov boundary of the bidisc \( \Delta^2 \), where \( \Delta \) is the unit disc in the complex plane, i.e. \( \Delta^2 = \partial \Delta \times \partial \Delta \). The 2-dimensional manifold \( \mathbb{T}^2 \) admits 1-parameter family \( S^1 \times \Delta \) of attached analytic discs but is totally real, \( \dim_{CR} \mathbb{T}^2 = 0 \).

**Example 2.** Let \( \Lambda \) be an embedded 2-dimensional annulus

\[
\Lambda = \{(z, z) \in \mathbb{C}^2 : 1 < |z| < 3\},
\]

and let

\[
D_t = \{(z, z) \in \mathbb{C}^2 : |z - 2t| = 1\},
\]

where \( |t| = 1 \).

Thus, \( \Lambda \) is just the graph of the function \( z \) over the annulus, and \( D_t \) are the graphs of discs inscribed in the annulus. As in Example 1, the 1-parameter family of analytic discs \( D_t \) is parametrized by points \( t \in S^1 \), and each analytic disc \( D_t \) is attached (in fact, belongs) to \( \Lambda \). The manifold \( \Lambda \) is complex, i.e. \( \dim_{CR} \Lambda \). It is illustrated on Fig.1, on the right.

In the next two examples the manifolds are 3-dimensional.

**Example 3.** Consider the 3-manifold in \( \mathbb{C}^3 \):

\[
\Lambda = \{(z_1, z_2, |z_1|^2) : |z_1|^2 + |z_2|^2 = 1\}.
\]

This manifold admits 3-parameter family of attached analytic discs \( D_t \), parametrized by the points

\[
t = (t_1, t_2) \in S^3 = \{(t_1, t_2) \in \mathbb{C}^2 : |t_1|^2 + |t_2|^2 = 1\},
\]

namely:

\[
D_t = \{(\lambda_1 \zeta, \lambda_2 \zeta, |\lambda_1|^2) \in \mathbb{C}^3 : |\zeta| < 1\},
\]
where \( \lambda_j = t_j / \sqrt{|t_1|^2 + |t_2|^2} \), \( j = 1, 2 \).

The manifold \( \Lambda \) is the graph of the function \( |z_1|^2 \) over the unit sphere \( S^3 \) in \( \mathbb{C}^2 \). This function is constant on the sections of \( S^3 \) by 1-dimensional complex linear subspaces and corresponding attached analytic discs \( D_t \) are just the graphs of the constant extensions into those linear sections. \( \Lambda \) is totally real, \( \dim_{CR} \Lambda = 0 \), at each point except the circle \((0, z_2, 0), |z_2| = 1 \).

**Example 4.** Define three-manifold in \( \mathbb{C}^3 \) by
\[
\Lambda = \{(z_1, z_2, z_3) \in \mathbb{C}^3 : |z_1|^2 + |z_2|^2 = 1\}.
\]
Take \( t = (t_1, t_2) \in S^3 \subset \mathbb{C}^2 \) and let \( L_t \) be the (unique) complex line tangent to the 3-sphere
\[
\{ |z_1|^2 + |z_2|^2 = (1/4)(|t_1|^2 + |t_2|^2) \}
\]
at the point \((1/2)(t_1, t_2)\). Define
\[
D_t = \{(z_1, z_2, z_3) : (z_1, z_2) \in L_t, |z_1|^2 + |z_2|^2 \leq \sqrt{3}/2 \}.
\]
Then \( \{D_t\}_{t \in S^3} \) is a 3-parametric family of analytic discs attached to \( \Lambda \). The manifold \( \Lambda \) is the graph of the function \( z_1 \) over \( S^3 \). The analytic discs \( D_t \) are graphs of \( z_1 \) over the sections of the unit ball in \( \mathbb{C}^2 \) by complex lines tangent to the sphere \( \frac{1}{2}S^3 \). The manifold \( \Lambda \) is maximally complex, \( \dim_{CR} \Lambda = 1 \).

Let us briefly analyse the examples. First, notice that in all of them the manifold \( \Lambda \) and the families of the attached discs are real-analytic. In Examples 1 and 3 the manifolds are totally real, while in Examples 2 and 4 the \( CR \)-dimensions are positive.

Now, let us examine the dimensions. In Example 1 and Example 2 the dimension of manifolds \( \Lambda \) is \( d = 2 \) and the dimension of the family of discs is \( k = d - 1 = 1 \). The boundaries of the attached discs are 1-dimensional curves and the families of these curves depend on one real parameter. The curves cover 2-dimensional manifolds and therefore no dimensional degeneracy happens in both examples. Nevertheless, \( \Lambda \) in Example 1 is totally real while in Example 2 it is a complex manifold.

However, an important observation is that, albeit in both Examples 1 and 2 the families of the discs are parametrized by the same closed manifold \( S^1 \), in Example 1 the manifold \( \Lambda \) is closed while in Example 2 it is not. In particular, the *Brouwer degree* of the mapping
\[
\Phi : S^1 \times S^1 \mapsto \Lambda,
\]
which parametrizes the family of the boundaries \( D_t \), equals \( \deg \Phi = 1 \) in Example 1 (\( \Phi \) is identical mapping in this case) and equals \( \deg \Phi = 0 \).
in Example 2, because the topological degree of mappings from closed compact manifold to compact manifold with nonempty boundary is 0.

Now turn to Examples 3 and 4. Here in both cases the manifold of parameters is 3-dimensional sphere $S^3$. The dimension of the manifolds $\Lambda$ is in both cases $d = 3$ and the dimension of the families is $k = 3$. Contrary to Examples 1 and 2, here we face dimensional degeneracy because $\dim(S^1 \times S^3) = k + 1 = 4 > \dim \Lambda = d = 3$. However, the results again are different: in Example 3 $\Lambda$ is totally real (except the circle $\{(0, z_2, 0) : |z_2| = 1\}$), while in Example 4 $\Lambda$ is maximally complex (the $CR$-dimension equals 1). Hence, there must be other reasons, besides degeneracy, which affect on $CR$-dimensions.

To understand the crucial difference between Examples 3 and 4, let us look at them from the topological point of view. Observe that in Example 3 the projections of the discs $D_t$ on the plane $z_1, z_2$ are all complex lines through 0 and their union coincides with the unit ball in $\mathbb{C}^2$. Therefore, the discs $D_t$ sweep up in $\mathbb{C}^3$ a 5-manifold $\tilde{\Lambda} \subset \mathbb{C}^3$, which is contractible and therefore topologically trivial. In particular, the centers of the discs $D_t$ fill the segment $[0, 1]$, representing a topologically trivial loop.

The opposite, in Example 4, the projections of the discs on $\mathbb{C}^2$ are complex lines tangent to the sphere of radius 1/2. The 4-dimensional manifold $\tilde{\Lambda} \subset \mathbb{C}^3$ in this example is noncontractible, as it contains a hole corresponding the ball $|t| < 1/2$. Moreover, the centers of the discs $D_t$ form a 3-cycle which bounds no 4-cycle in $\tilde{\Lambda}$, because this 3-cycle surrounds the 4-dimensional hole.

2.3. Comments on the results. Thus, we observe in the above four examples that the manifold $\Lambda$ carries no complex structure in the cases when the family of the attached discs is either homologically nontrivial but non-degenerate on $\Lambda$ (Example 1), or degenerate on $\Lambda$ but homologically trivial (Example 3).

Remind, that by degeneracy on $\Lambda$ we understand any of the two following situations. The first one is the dimensional degeneracy, when $k + 1 > d$, as in Examples 3 and 4, where $k$ is number of parameters of the family. The second type is when $k + 1 = d$ but the Brouwer degree is 0, as in Example 2. Both types of degeneracy are unified by saying that the $(k + 1)$-th homology group of $\Lambda$ vanishes.

On the other hand, in Example 2 and Example 4, where the manifolds $\Lambda$ has positive $CR$-dimension, the families of attached analytic discs are both degenerate and homologically nontrivial.

It appears that just the last two properties are crucial and the main result of this article, Theorem 2, says that families of attached discs,
possessing these two properties, do induce $CR$-structure. The dimension of this structure depends on the size and the structure of the family of the attached analytic discs.

One should mention that the phenomenon is essentially global, as the property of homological nontriviality is a global property (though, the condition of degeneracy is obviously local). Moreover, examples show that one can not expect local characterizations of the considered type.

The results on attached analytic discs rest on Theorem 1 which is the key theorem in the article. Theorem 1 can be interpreted as a parametric argument principle.

This relation was mentioned in Introduction, but let us explain it now in a more detailed way. The argument principle for complex manifolds can be understood as follows: if $V_1^n, V_2^{n-s}$ are two transversally intersecting bordered complex submanifolds in a complex manifold $X^n$
then the linking number of the boundaries equals to the number of the intersection points: \( c(\partial V_1, \partial V_2) = #(V_1 \cap V_2) \), counting multiplicities. This reflects the fact that the intersection index of two complex varieties is nonnegative.

In particular, if \( \varphi : \Delta \mapsto X \) is a nondegenerate holomorphic mapping of the unit complex disc to a complex manifold, smooth up to the boundary, then the linking number of the curve \( \Gamma = \varphi(S^1) \) and the boundary of any disjoint from \( \Gamma \) complex variety is nonnegative. (Alexander and Wermer proved in [10] that this condition is also necessary for \( \Gamma \) to bound a 1-dimensional complex manifold or chain.)

Therefore, if \( \Gamma \) is homologically trivial, i.e. \( H_1(\Gamma; \mathbb{Z}) = 0 \), so that all the above linking numbers are 0, then no complex chain is bounded by \( \Gamma \) and hence \( \varphi \) degenerates: \( \varphi(\Delta) = \Gamma \). This fact can be regarded as a weak version of the argument principle for holomorphic mappings.

Now, suppose that, instead of a single mapping, we have a smooth parametric family \( \varphi_t(\zeta) \) of analytic mappings from \( \Delta \) to \( \mathbb{C}^n \), parametrized by points \( t \) from a real manifold \( M \). Such objects naturally appear as parameterizations of smooth families of attached analytic discs. Theorem 1 generalizes the above degeneracy phenomenon, from the case of single analytic mapping, \( \dim M = 0 \), to multi-parametric families, \( \dim M > 0 \).

Loosely speaking, the collapse (homological triviality) of the union \( \bigcup_{t \in M} \varphi_t(S^1) \) of the images of the unit circle may have two sources: the dependence on the parameters \( t \) and/or the holomorphic dependence on the complex variable \( \zeta \). Therefore, to expect the generalization of the above weak form of the argument principle, one has to exclude the possible affect of the real parameters \( t \). The condition of homological nontriviality in \( t \) of the family just serves this purpose. Namely, the condition requires that for some (and then for any) fixed \( z_0 \in \Delta \) the mapping

\[
M \ni t \mapsto \varphi_t(z_0) \in X
\]

maps \( M \) to a nontrivial cycle in the union of the images, \( \bigcup_{t \in M} \varphi_t(\Delta) \).

It turns out that in this situation collapse of the boundary can be caused only by dimensional degeneracy of the mapping \( (t, \zeta) \mapsto \varphi_t(\zeta) \). More precisely, our key result, Theorem 1, claims that if the family \( \varphi_t \), \( t \in M \), of analytic mappings of the unit disc, homologically degenerates on the boundary, \( S^1 \times M \), and is homologically nontrivial in \( t \in M \), then it degenerates, in the sense of rank, in the solid manifold \( \Delta \times M \).
Theorem 1, applied to the parameterizing mappings of the families of attached analytic discs, delivers the needed information about $CR$-dimension of the target manifold because the degeneracy which claims Theorem 1 implies nonzero complex tangent spaces in the target manifold $\Lambda = \bigcup_{t \in M} \varphi_t(S^1)$.

### 2.4. Content of the article.

The article is organized as follows. Section 2 is devoted to theorems for manifolds. All objects, manifolds and families of the analytic discs are assumed real-analytic.

All theorems in Section 2 are derived from Theorem 1 which is the basic fact behind all the results of this article. Theorem 1, which we prove in Section 4, says that if a $CR$-mapping from a Cartesian product $\Delta \times M$, where is the unit complex disc $\Delta$ and $M$ is a real compact manifold, degenerates on the boundary $S^1 \times M$ and is homologically nontrivial then the degeneracy propagates inside the Cartesian product.

Theorem 1 generalizes, from a single analytic function to parametric families of analytic functions, the following corollary of the argument principle: if an analytic function in the unit disc, smooth up to its closure, degenerates on the boundary (i.e., either maps it to a point, or has degree 0) then it is constant.

Theorem 2 presents a geometric version of Theorem 1 and says that if $d \leq n$ then real $d$-manifold in $n$-dimensional complex space everywhere the positive $CR$-dimension (i.e., is nowhere totally real) if it admits a degenerate homologically nontrivial family of attached analytic discs. Corollary 5.4 is a partial of Theorem 2 for $n = 2$. It gives a characterization of complex curves in $\mathbb{C}^2$ as a real 2-manifolds admitting nontrivial families of attached analytic discs.

Theorem 2 stops working when $d > n$. Indeed the $CR$-dimension is always at least $d - n$ and therefore it is automatically positive when $d > n$. That is why we prove Theorem 3 which extends Theorem 2 for the range $d \geq n$, in an effective way. Namely, Theorem 3 derives, from the existence of certain families of attached analytic discs, the lower bound $\dim_{CR} \Lambda > q$ which is, of course, nontrivial for $q > d - n$.

Theorem 4 is a special case of Theorem 3, for the case $\dim \Lambda = 2p - 1$, $q = p - 1$. It describes maximally complex manifolds, which, due to known results of Wermer [12], Harvey and Lawson [32] are exactly boundaries of complex $p$-chains. Therefore, Theorem 4 characterizes those real manifolds which are boundaries of complex manifolds, in terms of attached analytic discs. Results of this type, for the case of analytic discs, obtained by complex linear sections, are earlier obtained by Dolbeault and Henkin [15], [16] and T.-C. Dinh [12], [13], [14].
Section 3 is devoted to characterization of CR-functions on CR-manifolds. The obtained results are just special cases of corresponding theorems from Section 2, when the manifolds under consideration are graphs of functions. We give characterizations CR-functions and boundary values of holomorphic functions, in terms of analytic extension in families of attached analytic disc (one-dimensional extension property). In particular, these results contain solutions of the strip-problem and of Globevnik-Stout conjecture, for real-analytic functions (see [1],[2]). Similar characterization of CR-functions were obtained by Tumanov in [41]. Albeit, in [41] pretty special families of attached discs (thin discs) were exploited.

In Section 4 we prove Theorem 1 which serves the base for all other results. We present two versions of the proof. The first one works for the general case, while the second one for closed families of discs. Both proofs exploit the duality between homologies and cohomologies, but the first proof uses Poincare duality and intersection indices and is more geometric, while the second one uses de Rham duality and integrals of differential forms, computing linking numbers, and is more analytic.

Both versions of the proof develop the ideas and constructions from the earlier articles [1], [2] of the author. However, here we not only generalize results from [1] and [2] to higher dimensions, and from CR-functions to CR-manifolds, but we also modify the approach. In particular, we tried to expose the constructions and the arguments, as much as possible, in a coordinate free form.

As we have mentioned, Theorem 1 is our key tool for estimation CR-dimensions by means of attached analytic discs. In the concluding section we discuss the generalization of Theorem 1 to a version of argument principle for CR-manifolds and CR-mappings.

3. Basic notions and notations

In the notations for manifolds, we will use upper index for the dimensions. For real manifolds it will mean the real dimension, and for complex manifolds - the complex one. However, sometimes we will be omitting this index.

Let $X = X^n$ be a complex Stein manifold of the complex dimension $n$. For simplicity we assume $X$ realized as a submanifold of the Euclidean space, $X \subset \mathbb{C}^N$. Let $\Lambda = \Lambda^d \subset X$ be a real smooth $d$–dimensional submanifold, maybe with the boundary.

For each point $b \in \Lambda$ we denote $T_b \Lambda$ the real tangent space to $\Lambda$ at the point $b$ and by

$$T_b^C \Lambda = T_b(\Lambda) \cap iT_b^C(\Lambda)$$
the maximal complex tangent subspace.

Denote
\[ c(b) = c_\Lambda(b) = \dim_\mathbb{C} T^C_b(\Lambda) \]
the complex dimension of the complex tangent space. We call \( c(b) \) the CR-dimension of \( \Lambda \) at the point \( b \). It is easy to see that
\[ c(b) \geq d - n. \]

For \( d \geq n \), the dimension \( c(b) \) takes the minimal possible value \( c(b) = d - n \) if and only if \( T_b\Lambda \) generates maximally possible complex linear space:
\[ T_b\Lambda + iT_b\Lambda = T_bX. \]

In this case the manifold \( \Lambda \) is called generic. When \( d = n \), the generic manifolds have no nontrivial complex tangent spaces. Such manifolds are called totally real. For \( d > n \) the manifold \( \Lambda^d \) is never totally real, while when \( d \leq n \) the manifold may be totally real and may be not.

When \( c(b) = \text{const} \) then \( \Lambda \) is called CR-manifold. In this case, a smooth function \( f \) on \( \Lambda \) is called CR-function if it satisfies the tangential CR-equation,
\[ Zf = 0 \]
for any local tangent field \( Z \in T^C\Lambda \).

We will be dealing with families of smooth attached analytic discs, \( D_t \), smoothly parametrized by points \( t \) of a real-analytic manifold, \( M = M^k \). The manifold \( M^k \) will be assumed oriented and compact, with boundary or without it. Each analytic disc \( D_t \), \( t \in M \) is parametrized by a holomorphic immersion
\[ \varphi_t : \Delta \hookrightarrow D_t, \]
which is smooth up to the boundary of the unit disc. Smooth dependence of the family \( D_t \) on the parameter \( t \) means that the mapping
\[ \Phi : \overline{\Delta} \times M \hookrightarrow X, \]
defined by
\[ \Phi(\zeta, t) = \varphi_t(\zeta) \]
beltongs to \( C^r(\overline{\Delta} \times M) \). The mapping \( \Phi \) is a parameterization of the family \( D_t \).

The order \( r \) of smoothness can be \( r = \infty \) or \( r = \omega \). In the latter case we deal with real-analytic family. Throughout the paper the families of attached analytic disc will be real-analytic.

Let \( \Lambda^d \subset X^n \) be a real submanifold as above. The fact that the discs
\[ \{D_t\}_{t \in M} \]
are attached to $\Lambda$ simply means that $\Phi(\partial \Delta \times M) \subset \Lambda$. We assume more, namely, that $\Lambda$ is covered by the closed curves $\partial D_i$ i.e.

$$\Phi(\partial \Delta \times M) = \Lambda.$$ 

In this case we say that $\Lambda$ admits the family

$$\mathcal{F} = \mathcal{F}_M = \{D_t\}_{t \in M}.$$ 

The mapping $\Phi$ is assumed regular on $S^1 \times M$ meaning that

$$\text{rank } d\Phi|_{S^1 \times M}(u) = \dim \Lambda = d$$

for $u \in \Phi^{-1}(\Lambda \setminus \partial \Lambda)$.

From the construction, the dimension $k = \dim M$ of the family $\mathcal{F}$ cannot be less than $d - 1$:

$$k \geq d - 1.$$ 

By the regularity condition, the dimensions of the fibers $\Phi^{-1}(b), b \in \Phi(\Sigma \times M)$ do not exceed 1.

We will use the following notations:

1. $\Sigma = \Delta \times M, \ b\Sigma = S^1 \times M, b_0\Sigma = \Delta \times \partial M, \partial (b\Sigma) = S^1 \times \partial M.$

4. The key theorem. Parametric argument principle

The main results of this article follow from the following theorem about propagation of boundary degeneracy, which we regard as parametric argument principle (see Introduction).

Everywhere in the sequel, the homology groups are understood with coefficients in $\mathbb{Z}$.

**Theorem 1.** Let $M = M^k$ be a compact oriented real-analytic manifold and $\Phi : \Delta \times M^k \mapsto \mathbb{C}^n$, $k \leq n$, be a real-analytic mapping, holomorphic in the variable $\zeta \in \Delta$. Assume that $H_{k-2}(M^k, \partial M^k) = 0$. Suppose that $\Phi$ maps $b\Sigma = S^1 \times M^k$ onto a real-analytic variety $\Lambda^d$, $d \leq n$, and $\Phi$ is regular on $b\Sigma$.

Suppose also that

1. $\Phi$ homologically degenerates (is homologically trivial) on $b\Sigma$ in the following sense: the induced homomorphism of the relative homology groups:

$$\Phi_* : H_{k+1}(b\Sigma, \partial (b\Sigma)) \mapsto H_{k+1}(\Lambda, \Phi(\partial (b\Sigma))$$

is zero, $\Phi_* = 0$.

2. $\Phi$ is homologically nontrivial on $\Sigma$, meaning that the induced homomorphism

$$\Phi_* : H_k(\Sigma, b_0\Sigma) \mapsto H_k(\Phi(\Sigma), \Phi(b_0\Sigma))$$
is not zero, $\Phi_* \neq 0$. Here we have used the notations introduced in (1).

Then $\text{rank}_C d\Phi|_{\Sigma} < \text{rank}_R d\Phi|_{\partial \Sigma}$. None of the conditions 1 and 2 can be omitted.

**Remark 4.1.** The condition 1 is equivalent to the following: either

a) either $\Phi$ degenerates on $b\Sigma$ dimensionally, i.e. $\text{rank} \Phi|_{b\Sigma} < k + 1$ and correspondingly $d = \dim \Lambda < k + 1$

or

b) $\text{rank} \Phi|_{b\Sigma} = k + 1$ everywhere on $b\Sigma$ except the critical set, $\dim \Lambda = k + 1$, but $\Phi$ degenerates on $b\Sigma$ topologically meaning that the topological degree $\deg \Phi|_{b\Sigma} = 0$.

**Proof** The $(k + 1)$-th homology group of the $(k + 1)$-manifold $b\Sigma = S^1 \times M^k$ is generated by the fundamental homology class

$$[b\Sigma] = [S^1 \times M^k].$$

The maximal rank of $\Phi$ on $b\Sigma$ is $k + 1$ and $\Lambda$ is at most $(k + 1)$-dimensional. If $\Lambda$ has dimension $k$ or less, then the $(k+1)$-th homologies of $\Lambda$ are trivial. Otherwise, $\Lambda$ has dimension $k + 1$ and then

$$\Phi_* [b\Sigma] = \deg \Phi \cdot [\Lambda],$$

where $\deg \Phi$ is the Brouwer degree. Therefore, in this case the condition 1 means $\deg \Phi = 0$. □

**Remark 4.2.** If we take $k = 0$ in Theorem 1 then $M$ is just a point, $\Sigma = \Delta$, and $\Phi$ is an analytic function $\varphi$ in the unit complex disc $\overline{\Delta}$. Also, $\Lambda = \Phi(\partial \Delta)$ and $d = \dim \Lambda$ is either $d = 0$ or $d = 1$. Condition 1 in this case means that either $\Lambda$ is a point, or $\Lambda$ is a curve with nonempty boundary so that the mapping $\Phi : S^1 \rightarrow \Lambda$ has the topological degree 0. The conclusion of our theorems says that $\text{rank}_C d\Phi < d$ and therefore $\text{rank}_C d\Phi = 0$ which means that $\Phi = \text{const}$, in accordance with the classical argument principle.

Thus, Theorem 1 can be viewed as a generalization of the argument principle from a single analytic function $\Phi(\zeta)$ in $\Delta$ to a family $\Phi_t(\zeta)$ of analytic functions in the unit discs, where parameter $t$ runs a real manifold $M^k$.

5. Lower bounds for CR-dimensions

In this section we apply Theorem 1 to estimating from below CR-dimension of manifolds in terms of families of attached analytic discs.
5.1. Detecting positive $CR$-dimensions, the case $\dim \Lambda \leq n$. We introduce two definitions, addressing to conditions 1 and 2 of Theorem 1.

Let $F_{M^k}$ be a family of analytic discs attached to a real manifold $\Lambda = \Lambda^d$ and parameterized by a manifold $M^k$.

**Definition 5.1.** We say that the family $F_{M^k}$ is **degenerate** if there is a parameterization $\Phi : S^1 \times M^k \mapsto \Lambda$ satisfying the condition 1 of Theorem 1. Due to Remark 4.1, this means that either $k + 1 > d$ or $k + 1 = d$ and $\deg \Phi = 0$.

**Definition 5.2.** We say that the family $F_{M^k}$ of analytic discs, parameterized by the mapping $\Phi$, attached to the manifold $\Lambda$ is **homologically nontrivial**, if it possesses a parameterization $\Phi : \Delta \times M^k \mapsto X^n$ satisfying the condition 2 of Theorem 1. Namely, this means that the image $\Phi(\{0\} \times M^k)$ of the fundamental $k$-cycle is homologically nontrivial in $\Phi(\Delta \times M^k)$, relatively to $\Delta \times \partial M^k$.

Remind, that a cycle $C \subset Y$, relative to a subset $Y_0 \subset Y$, is a chain which boundary lies in $Y_0$. The relative cycle $C$ is not homological to zero, relatively (to $Y_0$), if it is homological in $Y$ to no chain lying in $Y_0$.

Most transparent the condition of homologically nontriviality of the family of attached analytic discs looks when $M$ is a closed manifold. Then it means that the $k$-cycle $c = \Phi(\{0\} \times C)$ of the ”centers” of the discs $D_t$ bounds no $(k + 1)$-chain in the union $\cup_{t \in M} \overline{D_t}$ of the closed discs.

Applying Theorem 1 to parameterization $\Phi$ of families of analytic discs we obtain its geometric version:

**Theorem 2.** Let $\Lambda = \Lambda^d \subset X^n$ be a real-analytic manifold of dimension $d \leq n$, admitting a real-analytic $k$-dimensional regular homologically nontrivial family $\mathcal{F} = \{D_t\}$ of attached analytic discs, parameterized by the manifold $M = M^k$. Assume that the homology group $H_{k-2}(M, \partial M) = 0$. Suppose that the family is degenerate, i.e. either a) $k = d$ or b) $k = d - 1$ and $\mathcal{F}$ has a parameterization of topological degree 0 on $S^1 \times M^k$. Then the manifold $\Lambda$ has the positive $CR$-dimension at any point $b \in \Lambda$, i.e. $\Lambda$ is nowhere totally real.

**Proof** Theorem 2 immediately follows from Theorem 1. Indeed, the conditions a) and b) for the family $\mathcal{F}$ of Theorem 2 translate, due to Definitions 5.1 and 5.2 exactly as the conditions of Theorem 1 for the parameterization $\Phi$.

The conclusion $\text{rank}_C d \Phi < d$ on $\Delta \times M^k$ of Theorem 1 implies that for each point $u = (\zeta, t) \in \partial \Delta \times M^k$ the $CR$-dimension of $\Lambda$ at the
point \( b = \Phi(u) \) is
\[
c(b) = \dim_{\mathbb{R}} T_b\Lambda + \dim_{\mathbb{R}} (iT_b\Lambda) - \dim_{\mathbb{R}} (T_b\Lambda + iT_b\Lambda) = 2d - 2\text{rank}_{\mathbb{C}} d\Phi(u) > 0.
\]
\( \square \)

**Remark 5.3.** 1. One can see from the formulation of Theorem 1, that Theorem 2 which is a corollary of Theorem 1, remains true if we assume that \( M \) and \( \Lambda \) are compact real-analytic chains rather than manifolds. In this case we are talking about \( CR \)-dimension at smooth points of \( \Lambda \).
2. Examples 1-4 show that the conditions of homologically nontriviality and the condition for the Brouwer degree in the case \( k = d - 1 \) are essential, meaning that Theorems 1 and 2 fail to be true if any of these conditions is omitted.
3. The condition for the Brouwer degree in Theorem 2 holds, for instance, if the parameterizing manifold \( M \) is closed, while the manifold \( \Lambda \), the opposite, is not, i.e. \( \partial \Lambda \neq \emptyset \), as in Example 2.

In the simplest case \( n = d = 2 \) Theorem 2 characterizes complex curves in \( \mathbb{C}^2 \). Indeed, the conclusion of Theorems 1 in this case is that the tangent spaces \( T_b\Lambda \), \( b \in \Lambda \), contain complex lines. Since the real dimension of the tangent spaces is 2 this implies that \( T_b\Lambda \) is a complex line and therefore \( \Lambda \) is a 1-dimensional complex manifold.

Thus, we have

**Corollary 5.4.** (Morera theorem for complex curves in \( \mathbb{C}^2 \), [1], [2].) Let \( \Lambda \) be a real-analytic compact 2-manifold in \( \mathbb{C}^2 \) with nonempty boundary. Suppose that \( \Lambda \) can be covered by the boundaries \( \gamma_t = \partial D_t \) of analytic discs \( D_t \subset \mathbb{C}^2 \), constituting a real-analytic regular family depending on the parameter \( t \) running either a curve \( M^1 \) or a two-dimensional manifold \( M^2 \). Suppose that in the case when \( t \) is one-dimensional, the family \( D_t \) is homologically nontrivial. Then \( \Lambda \) is a 1-dimensional complex submanifold of \( \mathbb{C}^2 \).

**Remark 5.5.** Since the curves \( \gamma_t \) in Corollary 5.4 bound the complex manifolds, \( D_t \), for any holomorphic 1-form \( \omega \) in \( \mathbb{C}^2 \) the moment condition is fulfilled
\[
\int_{\gamma_t} \omega = 0
\]
and hence Corollary 5.4 can be viewed as Morera type characterization of complex submanifolds in \( \mathbb{C}^2 \).

The compact manifold \( \Lambda \) is expected to be complex and therefore should be assumed having nonempty boundary. Most interesting is the
case $k = 1$, when the family of discs is 1-dimensional and is parameterized by a curve $M$. The condition b) is fulfilled, for instance, if the family $\{D_t\}$ is closed, i.e. $M$ diffeomorphic to the circle $S^1$.

5.2. Lower bounds for $CR$-dimensions for the general case. In the previous subsection we have considered the case $d \leq n$ and gave conditions for the $CR$-dimension of the manifold $\Lambda$ to be positive, i.e. to be at least 1. If $d > n$ then the $CR$-dimension is always positive and is at least $d - n$ and the lower bound $d - n$ is achieved for generic manifolds. Therefore the lowest nontrivial bound is $d - n + 1$.

In this subsection we consider the case $d \geq n$ and derive this lower estimate,

$$\dim_{CR} \Lambda \geq d - n + 1,$$

from the properties of families of attached analytic discs which $\Lambda$ admits.

Let again

$$\Phi : \Delta \times M^k \mapsto \Lambda^d, \quad k \geq d - 1,$$

be a real-analytic regular parameterization of the family of analytic discs $\{D_t\}_{t \in M^k}$ attached to the real-analytic manifold $\Lambda^d \subset X^n$.

**Definition 5.6.** Let $\nu \leq k$ be an integer and let $C \subset M^k$ be a chain in $M^k$, of the dimension $\dim C = \nu$ or $\dim C = \nu - 1$. We say that the family

$$\mathcal{F}_C = \{D_t\}_{t \in C}$$

is a singular $\nu$-chain of attached analytic discs if $\Phi$ is degenerate on $S^1 \times C$ (see Definition 2.2) and is homologically nontrivial (see Definition 2.3) on $\bar{\Delta} \times C$.

The meaning of the definition 5.6 is that either $\Phi$ decreases the dimension of $S^1 \times C$ from $\nu + 1$ to $\nu$, or, when $\dim C = \nu - 1$, there is topological degeneracy: $\deg \Phi = 0$ on $S^1 \times C$.

**Definition 5.7.** Let $\mathcal{F}_C$ be a $\nu$-chain of analytic disc from the previous definition. Denote $\Lambda_C = \Phi(S^1 \times C)$. By the tangent plane of $\mathcal{F}_C$ we understand

$$\text{Tan}_b \mathcal{F}_C = T_b \Lambda_C,$$

if $b$ is a smoothness point, and union of the tangent planes, if $b$ is a point of self-intersection for $\Lambda_C$.

**Definition 5.8.** Let $\Pi \subset T_b \Lambda^d$ be a tangent plane of dimension $\nu \leq d$. We say that the $\nu$-chain $\mathcal{F}_C$ passes through the point $b$ in the direction $\Pi$ if $\Phi \subset \text{Tan}_b \mathcal{F}_C$. 
The geometric meaning of the definition is as follows. Consider all curves \( \partial D_t, \ t \in C, \) passing through the point \( b \in \Lambda. \) The tangent, at the point \( b, \) vectors to these curves are tangent to \( \Lambda. \) The same is true for the velocity vectors (derivatives in the parameters \( t_j \)). The condition is that all these tangent vectors span the given linear subspace \( \{ Pi_\nu \text{ in } T_b \Lambda. \}
\)

**Definition 5.9.** We will call a real \( \nu \)-plane \( \Pi \subset T_b \Lambda \) admissible if there is a complex linear subspace \( P \subset T_B X^n \) such that \( \Pi = P \cap T_b \Lambda \) and the intersection is transversal. The complex dimension of such space \( P \) must be \( \dim_C P = 2n - d + \nu. \)

The following theorem applies to the case \( d > n \) and gives conditions to ensure that the \( CR \)-dimension is bigger than the generic dimension \( d - n. \)

**Theorem 3.** Let \( d \geq n \) and let \( \Lambda = \Lambda^d \subset X^n \) be a real-analytic manifold. Suppose that \( \Lambda \) admits a real-analytic regular \( k \)-parametric, \( k \geq d, \) family \( \mathcal{F} = \mathcal{F}_M^k \) of attached analytic discs.

Suppose that the family \( \mathcal{F} \) has the following property: for any point \( b \in \Lambda \) and for any \( (2n - d) \)-dimensional admissible plane \( \Pi \subset T_b (\Lambda) \) there exists a singular \( (2n - d) \)-dimensional chain \( \mathcal{F}_C \subset \mathcal{F} \) passing through \( b \) in the direction \( \Pi. \) Then the \( CR \)-dimension satisfies \( c(b) = \dim_C T^C_b \Lambda \geq d - n + 1 \) at any point. In other words, \( \Lambda \) is nowhere generic.

The proof of Theorem 3 follows from Theorem 2:

**Proof** Suppose that \( \Lambda \) is generic at a point \( b \in \Lambda. \) Then the \( CR \)-dimension \( c(b) = d - n \) and the \( d \)-dimensional tangent plane decomposes into the direct sum of a complex plane of the complex dimension \( d - n \) and a real plane of the real dimension \( d - 2(d - n) = 2d - n: \)

\[
T_b \Lambda = \Pi^d_C \oplus \Pi^d_R.
\]

The totally real plane \( \Pi^{2n-d}_R \) is obtained by complex section of \( T_b \Lambda, \) i.e. is admissible.

By the condition there exists a singular \( \nu \)-chain \( \mathcal{F}_C \) passing \( b \) in the direction \( \Pi^{2n-d}_R. \)

Consider the manifold \( \Lambda^{2n-d} = \Phi(S^1 \times C) \) and apply Theorem 2 to the family \( \mathcal{F}_C \) of the analytic discs attached to \( \Lambda^{2n-d}. \)

First of all, observe that we are in the range of dimensions required in Theorem 2, because \( d \geq n \) and hence the real dimension of \( \Lambda^{2n-d} \) is less than the complex dimension of the ambient space: \( 2n - d \leq n. \)
All other conditions of Theorem 2 hold as $F_C$ is a singular $\nu$-chain. By Theorem 2 the $CR$-dimension of $\Lambda$ satisfies $c(\Lambda) \geq 1$.

This means that the tangent plane $T_b\Lambda^{2n-d}$ contains a complex line, $L$. But this tangent plane is contained in the totally real $(2n-d)$-plane $\Pi^{2n-d}_R$ which is free of nontrivial complex subspaces. This contradiction shows that $\Lambda$ is not generic at any its point.

□

**Remark 5.10.** In the case $d = n$ Theorems 2 and 3 coincide. Indeed, then $2n - d = d$ and therefore the only $(2n-d)$-direction is the whole tangent plane $T_b\Lambda$. Also, the condition of degeneracy in this case holds automatically with $C = M$ due to conditions a) and b).

2. Due to real analyticity, it suffices to require that the condition in Theorem 3 holds for $b$ from an open set $U \subset \Lambda$.

The next result generalizes Theorem 3 for higher $CR$-dimensions. It gives conditions for the $CR$-dimension to be at least $q$ where $q \geq d - n$ is a given natural number not bigger than $n$.

**Theorem 4.** Let $d \geq n$. Let the manifolds $\Lambda = \Lambda^d$ and $M^k$, and the family $F_{M^k}$ be as in Theorem 3. Fix natural $q$, $d - n \leq q \leq n$. Suppose that for any $b \in \Lambda$ and for any admissible real plane $\Pi \subset T_b\Lambda$ of the dimension $\nu = d - 2q + 2$, there exists a singular $\nu$-chain $F_C \subset F$ passing through $b$ in the direction $\Pi$. Then the estimate for the $CR$-dimension holds:

$$c(b) \geq q, \ b \in \Lambda.$$  

**Proof** Let $b \in \Lambda$. Let $c(b)$ be the $CR$-dimension at the point $b$. We know that always $c(b) \geq d - n$. The tangent plane decomposes as in the previous theorem:

$$T_b\Lambda = \Pi^{c(b)}_C \oplus \Pi^{d-2c(b)}_R$$

into a complex subspace and a totally real admissible subspace.

Applying the same argument as in the previous proof, we conclude, from the condition and Theorem 2, that any admissible plane

$$\Pi^\nu \subset T_b\Lambda$$

of the dimension $\nu = d - 2q + 2$, contains a nonzero complex subspace.

Now suppose that, contrary to the assertion,

$$c(b) \leq q - 1.$$  

Then we have

$$d - 2c(b) \geq d - 2(q - 1) = \nu$$
and therefore the second, totally real, subspace, $\Pi^{d-2c(b)}_\mathbb{R}$, in the decomposition must contain complex lines, which is not the case. This contradiction shows that $c(b) \geq q$.

\[ \Box \]

5.3. **Characterization of complex submanifolds and their boundaries.** Let us turn now to the case of maximally complex manifolds when the $CR$-dimension is maximally possible. If the dimension $d = \dim \Lambda$ is even, $d = 2p$, then the $CR$-dimension $q$ takes the maximal value $q = p$ if and only if $\Lambda$ is a complex submanifold of the ambient complex manifold $X^n$. In this case the parameter $\nu$ in Theorem 4 equals $\nu = d - 2q + 2 = 2$, and Theorem 4 gives the following characterization of complex submanifolds:

**Theorem 5.** Let $\Lambda = \Lambda^{2p}$ be a real-analytic manifold, admitting a real-analytic regular family $\mathcal{F}$ of attached analytic discs. Suppose that for any $b \in \Lambda$ and for any admissible tangent 2-plane $\Pi$ there exists a singular 2-chain $\mathcal{F}_C \subset \mathcal{F}$, passing through $b$ at the direction $\Pi$. Then $\Lambda$ is a complex $p$-dimensional manifold.

This theorem generalizes Theorem 2 from the dimension $n = 2$ to arbitrary $n$. Notice, that the admissible 2-planes are intersections of $\Lambda$ with complex $(n - p + 1)$-planes.

Now suppose that $\dim \Lambda = d = 2p - 1$ is odd. Then the maximal value for the $CR$-dimension is $q = p - 1$. The parameter $\nu$ is $\nu = d - 2q + 2 = 3$. The admissible 3-planes are obtained as the sections of $\Lambda$ by complex $(n - p + 2)$-planes. Harvey and Lawson [32] proved that maximally complex real closed manifolds are exactly those which are boundaries of complex manifolds (chains). This means that if $\Lambda^{2p-1}$ is maximally complex then there exists $p$-dimensional complex chain $V \subset X^n$ such that $\Lambda = \partial V$. Therefore the special case of Theorem 4 is

**Theorem 6.** Let $\Lambda^{2p-1}$ be a real-analytic closed manifold admitting a real-analytic regular family $\{D_t\}_{t \in M^k}$ of attached analytic discs. Suppose that for any admissible tangent 3-plane $\Pi \subset T_b(\Lambda)$ there exists a singular 3-chain $\mathcal{F}_C$ passing through $b$ in the direction $\Pi$. Then $\Lambda$ bounds a holomorphic $p$-chain, $\Lambda^{2p-1} = \partial V^p$.

Dolbeault and Henkin [15], [16] proved that the closed maximally complex manifold $\Lambda = \Lambda^{2p-1} \subset \mathbb{C}P^n$ bounds a holomorphic chain, if for any complex $(n - p + 1)$-plane $P$, transversally intersecting $\Lambda$, the the (1-dimensional) intersection $\Lambda \cap P$, bounds a complex 1-chain. T.-C.Dinh [12], [13], [14] refined the result, by eliminating the condition
for $\Lambda$ to be maximally complex and by using a narrower family of the complex $(n - p + 1)$-sections.

The Dolbeault-Henkin-Dinh results, when the manifold $\Lambda$ is contained $\mathbb{C}^n$, correspond to Theorem 5 for the special case of "linear" discs. The required, by Theorem 5, singular chain $\mathcal{F}_C$, passing through an arbitrary point $b$, correspond to complex $(n - p + 1)$-subspaces of the complex $(n - p + 2)$-subspace defined a given admissible direction. The homological nontriviality can be provided by imposing the condition that the analytic discs (complex sections) are disjoint from a fixed compact $(n - p + 1)$-linearly convex set $Y$ (see [12],[13].)

**Remark 5.11.**
1. Due to real analyticity, it suffices to require in Theorems 3-6 that the singular chains condition hold for the points $b$ from an open set $U \subset \Lambda$.
2. Most simply Theorem 6 look in the case $n = 3, d = 3, p = 2$. Then the condition about passing 3-directions holds automatically and Theorem is says that a sufficient condition for the real-analytic closed 3-dimensional surface $\Lambda$ to be a boundary $\Lambda = \partial V$ of a complex 2-chain $V$ is that $\Lambda$ admits homologically nontrivial 3-dimensional regular real-analytic family of attached analytic discs. This conditions is also necessary. The corresponding family may be constructed from the analytic discs in $V$, attached to the boundary $\partial V = \Lambda$ and located nearby $\partial V$.

**6. Morera theorems for $CR$-functions**

In this section we apply the above results $CR$-dimensions to the graphs of functions. As result we obtain characterization of $CR$-functions in terms of analytic extendibility into attached analytic discs.

6.1. **The case of $CR$-dimension one.** We start with the case of generic manifolds of dimension $n + 1$. In this case the $CR$-dimension equals $(n + 1) - n = 1$.

The following theorem follows from Theorem 2 applied to real manifolds which are graphs.

**Theorem 7.** Let $\Omega = \Omega^d \subset X^n$ be a real-analytic generic submanifold of the degree $d = n + 1$. Let $\{\Omega_t\}_{t \in M^k}$ be a real-analytic regular degenerate and homologically nontrivial family of attached analytic discs, parameterized by a compact real-analytic $k$-manifold $M^k$. Let $f$ be a
real-analytic function on $\Lambda$ such that the restriction $f|_{\partial \Omega_t}$ analytically extends in the analytic disc $\Omega_t$, for any $t \in M$, or, equivalently,

$$\int_{\partial \Omega_t} f \omega = 0$$

for any holomorphic 1-form in $\mathbb{C}$. Then $f$ is CR-function on $\Omega$, i.e. $f$ satisfies the boundary CR-equation everywhere on $\Omega$.

**Proof** Let $\Lambda$ be the graph of the function $f$,

$$\Lambda = \text{graph}_\Omega f.$$ 

Then $\Lambda$ is a real-analytic submanifold of $X^n \times \mathbb{C}$ of degree $d = n + 1$. Since $\Omega$ is generic, we have $\dim_{CR} \Omega = d - n = 1$. On the other hand, the guaranteed lower bound for the $CR$-dimension of the graph $\Lambda$ is

$$c_\Lambda(b) \geq d - (n + 1) = 0$$

and our aim is to raise the lower bound to 1. Denote $Q_f$ the lifting mapping

$$Q_f : \Omega \mapsto \Lambda, \quad Q_f(z) = (z, f(z)).$$

If $F_t$ is the analytic extension of the function $f$ into the analytic disc $\Omega_t$ then the composition mapping

$$\Phi_t = F_t \circ \Psi_t$$

defines the parameterization of the family of analytic discs

$$D_t = (F_t \circ \Psi(\cdot, t))(\Delta)$$

attached to the manifold $\Lambda$. Analytic discs $D_t$ are the graphs

$$D_t = \text{graph}_{\Omega_t} F_t$$

of the analytic extensions $F_t$ into analytic discs $\Omega_t$.

It can be readily checked that the conditions for the manifold $\Omega$ and for the parameterization $\Psi$ in Theorem 7 translates as the corresponding conditions for the manifold $\Lambda$ and the parameterization $\Phi$ in Theorem 2 (with the dimension $n$ replaced by $n + 1$.)

Then Theorem 2 implies the estimate

$$\dim_{CR} \Lambda \geq 1.$$ 

This means that at any point $u \in \Omega$ the differential $dQ_f(u)$ does not decrease the $CR$-dimension and maps the one-dimensional complex subspace in $T_u \Omega$ to a one-dimensional complex subspace of $T_{(u, f(u))} \Lambda$.

In other words, the differential $df(u)$ is a complex linear map on $T_u^C \Lambda$ and therefore $f$ satisfies the tangential CR-equation at the point $u$. $\square$
Remark 6.1. The result similar to Theorem 7 but for special families of attached analytic discs ("thin discs"), was obtained by Tumanov [39].

The simplest special case $n = 1$ of Theorem 7 gives an answer, for real-analytic case, of a question, known as the strip-problem. The detailed proof is given in the article [2] and we refer the reader to them for details and the references.

Corollary 6.2. (the strip-problem) Let $\Omega$ be a compact domain in the complex plane, covered by 1-parameter regular real-analytic family of Jordan curves $\gamma_t$, such that no point in $\Omega$ is surrounded by all curves $\gamma_t$. Then if $f$ is a real analytic function on $\Omega$ such that all complex moments
\[
\int_{\gamma_t} f(z) z^m dz = 0, \quad \forall t, k = 0, 1, \ldots .
\]
Then $f$ is holomorphic in $\Omega$.

Let us make a few remarks before the proof.

Remark 6.3. 1. According to our considerations, the manifold $M$, which parameterizes the family $\gamma_t$, is 1-dimensional compact manifold ($k = 1$), i.e. $M$ can be taken either the unit circle $M = S^1$ or the segment $M = [0, 1]$.

2. The regularity of the family geometrically means that for each non-boundary point $b \Omega \setminus \partial \Omega$ and any curve $\gamma_t$ passing through $b$ the tangent vector to $\gamma_t$ at $b$ and the "velocity" vector (the derivative in $t$) are not collinear (the "sliding points" are located on the boundary).

3. The condition for $f$ is equivalent to analytic extendibility of $f$ inside the domain $\Omega_t$ bounded by $\gamma_t$. By $\gamma_t$ surrounding $b$ we understand that $b$ is inside $\gamma_t$ or $b$ belongs to $\gamma_t$, i.e. in both cases $b \in \overline{\Omega_t}$.

Proof of Corollary 6.2 Let $\Psi$ be a regular parameterization of the family $\Omega_t$. The mapping $\Psi(\cdot, t)$ can be chosen the Riemann conformal mapping of the unit disc $\Delta$ onto $\Omega_t$. These mappings are assumed to be chosen real-analytically depending on the parameter $t$. The 1-dimensional manifolds of parameters can be taken either $M^1 = [0, 1]$ or $M^1 = S^1$. Since the compact domain $\Omega$ lies in $\mathbb{R}^2$ the Brouwer degree of $\Psi : S^1 \times M^1 \mapsto \Omega \subset \mathbb{R}^2$ equals 0.

Now, $CR$-functions on $\Omega$ are holomorphic functions and hence to derive Corollary 6.2 from Theorem 7, it only remains to check that the family $\Omega_t$ is homologically nontrivial. It is rigorously done in [2]. We will give the sketch of the argument.
If the domains $\Omega_t$ constitute homologically trivial family then the 1-cycle
$$c = \Psi(\{0\} \times M) \subset \cup_t \Omega_t$$
is homologically trivial in $\tilde{\Omega}$. The cycle $c$ is a closed curve if $M = S^1$ and if $M = [0, 1]$ then $c$ is a curve with the endpoints in $\tilde{\Omega} = \overline{\Omega}_0 \cup \overline{\Omega}_1$.

The cycle $c$ can be contracted, within $\tilde{\Omega}$, to a point, $b$, and then by lemma about covering homotopy the cycle $C' = \{0\} \times M$ can be correspondingly deformed to a nontrivial cycle $C''. Since the cycle $C''$ is nontrivial, it necessarily meets each closed disc $\Delta \times \{t\}$. On the other hand, $\Psi(C'') = \{b\}$. Therefore $b$ belongs to each domain $\overline{\Omega}_t$, because $\overline{\Omega}_t = \Psi(\Delta \times \{t\})$. We have obtained a contradiction with the condition and this proves - that our family is homologically nontrivial. Thus, the family $\Omega_t$ satisfies all the conditions of Theorem 7 and Corollary 6.2 follows. □

6.2. Arbitrary CR-dimensions. The version of Theorem 4 for graphs is:

**Theorem 8.** Let $\Omega = \Omega^d \subset \mathbb{X}^n$ be a real-analytic CR-manifold, $\dim_{CR} \Lambda = q$. Suppose that $\Omega$ is covered by the boundaries of a regular real-analytic family $\mathcal{F} = \{\Omega_t\}_{t \in M^k}$. Suppose that for any $b \in \Omega$ and for any admissible plane $\Pi = \Pi^{d-2q+2} \subset T_b \Lambda$ there exists a singular $(d-2q+2)$-chain $\mathcal{F}_C \subset \mathcal{F}$ passing through $b$ in the direction $\Phi$ (i.e. satisfying the conditions of Theorem 4 with the parameter $q$.) Let $f$ be a real-analytic function on $\Omega$ satisfying the Morera condition
$$\int_{\partial \Omega_t} f \omega = 0, \forall t \in M^k,$$
for arbitrary holomorphic 1-form $\omega$, that is $f$ analytically extends in each analytic disc $\Omega_t$. Then $f$ is CR-function on $\Omega$.

**Proof** Denote
$$\Lambda^d = \text{graph}_\Omega f \subset \mathbb{X}^n \times \mathbb{C}.$$Let $F_t$ be the analytic extension of $f$ into $D_t$. Then $\Lambda$ is covered by the boundaries of the analytic discs
$$D_t = \text{graph}_\Omega F_t \subset \mathbb{X}^n \times \mathbb{C}.$$The manifolds $\Omega$ and $\Lambda$ are linked by the diffeomorphism
$$Q_f : \Omega \mapsto \Lambda, \ Q_f(u) = (u, f(u))$$preserving the boundaries of the attached analytic discs.
One can readily check that the conditions of Theorem 8, for the manifold $\Omega^d$ and for the family $\{\Omega_t\}_{t \in M^k}$, imply same type conditions of Theorem 4, for $\Lambda^d$ and for the family $\{D_t\}_{t \in M^k}$, with the same parameter $q$. By Theorem 4 the $CR$-dimension of $\Lambda$ satisfies 
$$c_\Lambda(b) \geq q.$$ 
But this means that the mapping $Q_f$ does not decrease $CR$-dimension and hence $Q_f$ is $CR$-mapping. Then the function $f$ is $CR$-function as the superposition $f = \pi_2 \circ Q_f$ of two $CR$-mappings, $Q_f$ and the projection $\pi_2(u, w) = w$. $\square$

The special case $d = 2q = 2n$ leads to a test for holomorphic functions, which is generalization of Corollary 6.2 for arbitrary dimensions. In this case $d - 2q + 2 = 2$, the admissible 2-directions are complex lines and we have

**Corollary 6.4.** (n-dimensional strip-problem). Let $\Omega$ be a domain in $\mathbb{C}^n$ covered by the boundaries $\partial \Omega_t$ of the analytic discs from a regular real-analytic family $\mathcal{F}_M$. Suppose that $\mathcal{F}_M$ contains singular 2-chains $\mathcal{F}_C \subset \mathcal{F}$ passing through each point $b \in \Lambda$ (or, at least through each point $b$ in an open set) in any prescribed 1-dimensional complex direction.

Let $f$ be a real-analytic function in $\overline{\Omega}$ and assume that 
$$\int_{\partial \Omega_t} f \omega = 0$$ 
for every $t \in M$ and every holomorphic 1-form. Then $f \in Hol(\Omega)$.

Another interesting special case of Theorem 8 is when $\Omega$ is the boundary of a complex manifold. In this case $d = 2p - 1$, $q = p - 1$, $d - 2q + 2 = 3$. Then we obtain the following characterization of boundary values of holomorphic functions because by Bochner-Severi theorem the boundary values coincide, in smooth case, with $CR$-functions:

**Corollary 6.5.** Let $V \subset \mathbb{C}^n$ be a $p$-dimensional complex manifold with the real-analytic boundary $\partial V = \Omega$. Suppose that $\Omega$ admits a real-analytic regular family $\{D_t\}_{t \in M^k}$ of attached analytic discs and assume that there are 3-dimensional chains passing through $\Omega$ in any admissible 3-dimensional direction. If $f$ is a real-analytic function on $\Omega$ and $f$ admits analytic extension into each analytic disc $D_t$, $t \in M^k$, then $f$ extends from $\Omega$ as a holomorphic function in $V$.

**Remark 6.6.** Notice that all the analytic discs $D_t$ belong to $V$. One of the way to provide homological nontriviality of this family is to require that they surround a hole, meaning that the analytic discs $D_t$, $t \in M^k$,
fill $V \setminus V_0$ where $V_0$ is an open subset. The family in the next result is exactly of this type.

The following example is a special case of Corollary 6.5.

**Example (Globevnik-Stout conjecture [28])**. Nagel and Rudin [34] proved that if $f$ is a continuous function on the unit sphere in $\mathbb{C}^n$ having analytic extension into any complex line on the fixed distance to the origin then $f$ is the boundary value of a holomorphic function in the unit ball. The proof essentially used harmonic analysis in the unitary group and did not extend to non-group invariant case.

In [28] the problem of generalization of Nagel-Rudin theorem for arbitrary domains was formulated. T.-C.Dinh [13] proved Globevnik-Stout conjecture under assumption of non real-analyticity of the line sections. Baracco, Tumanov and Zampieri [11] confirmed the conjecture with tangent Kobayashi geodesics in the place of linear sections. (see [2] for the extended references).

We give here the result which contains proof of the conjecture from [28] for real-analytic functions and manifolds (see [1], [2]). The following theorem is a consequence of Corollary 6.5.

**Theorem 9.** Let $D \subset \mathbb{C}^n, n \geq 2$, be a bounded domain with real analytic strictly convex boundary. Let $S \subset \subset D$ be a real-analytic closed hypersurface. Suppose that there is an open set $U \subset D$ such that no complex line tangent to $S$ intersects $U$ (for instance, $S$ is convex). Then if $f$ is a real-analytic function on $\partial D$ admitting analytic extension into each complex line tangent to $S$ then $f$ is the boundary value of a function holomorphic in $D$.

**Proof** Since $\partial D$ is strictly convex, the intersections $D \cup L$ with any complex line $L \in T^C S$ is an analytic disc. The family of these discs is parameterized by the complex tangent bundle of $S$ and is real-analytic and regular. The boundaries $L \cap \partial D$ cover the whole $\partial D$ because $S$ is a closed hypersurface.

All we need to check is that there are 3-dimensional degenerate homologically nontrivial subfamilies passing through each point $b \in \partial D$ in any prescribed admissible 3-dimensional direction $\Pi$. Indeed, consider the open set of complex planes $P$, $\dim_{\mathbb{C}} P = 2$, such that

$$P \cap U \neq \emptyset.$$ If $P$ meets $\partial D$ transversally then their intersection is a real-analytic 3-manifold. Among such planes there is a plane $P$ passing through $b$ and such that

$$T(P \cap \partial D) = \Pi.$$
The intersection $P \cap S$ is 3-dimensional. There is only one complex line, $L_t$ contained in the tangent plane $T_t S$. This line $L_t$ belongs to $P$. The mapping

$$S \ni t \mapsto D_t = L_t \cap D$$

defines 3-dimensional subfamily of attached analytic discs, parameterized by the hypersurface $S$. The parameterization $\Phi$ can be chosen so that $\Phi(0, t) = t$. \footnote{Existence of a parameterization of the form $\Phi(\zeta, t)$ for the family of complex tangent lines requires triviality of the complex tangent bundle $T^c S$. It is so, for instance, if $S$ is a sphere in $\mathbb{C}^2$. If this is not the case then we cut the manifold $S$ into pieces with the trivial complex tangent bundles and prove the claim separately for each corresponding bordered portion of $\partial D$.

This subfamily is degenerate because the boundaries $\partial D_t$ sweep up the manifold of the same dimension 3 as the dimension of the subfamily.

It is homologically nontrivial because the 3-cycle $\Phi(\{0\} \times S) = S$ is not homological to zero in the union $\cap_{t \in S} D_t$ of the closed analytic discs. Indeed, any 4-chain $V$ bounded by $S$ must contain the "hole", $U$. But $U$ belongs to the complement of the discs $D_t$ and therefore $V$ cannot be subset of their union.

Thus, all the conditions of Corollary \ref{cor63} are fulfilled and therefore $f$ extends holomorphically inside the domain $D$. \hfill \square

7. Proof of Theorem 1

In this section we prove Theorem 1 from which we have derived in the previous sections all other results. The proof develops the main idea from \cite{1, 2}.

Let the mapping $\Phi : \Sigma = \Delta \times M^k \hookrightarrow X^n$ be as in Theorem 1 and suppose that all the conditions of Theorem 1 are fulfilled. We assume that $\Phi(\zeta, t)$ is not constant in $\zeta$, i.e. $\partial_\zeta \Phi$ is not identically zero.

**Lemma 7.1.** The following conditions are equivalent:

1. $\text{rank}_\zeta d\Phi(u) \leq d - 1$ for any $u \in \Sigma$
2. $\Phi^* \eta = 0$ on $\Sigma$ for any holomorphic $d$-form $\eta$ in $X^n$,
3. for any holomorphic $d$-form $\eta$ in $X^n$ and for any $d - 1$ tangential smooth (real-analytic) vector fields $Z_1, \ldots, Z_{d-1}$ on the manifold $M^k$ the following identity holds:

$$J(u) = \eta(u; \partial_u \Phi(u), (Z_1 \Phi)(u), \ldots, (Z_{d-1} \Phi)(u)) = 0.$$ 

Here $u = (\zeta, t) \in b\Sigma = S^1 \times M^k$ and $Z_j$ are viewed as tangential differential operators acting in the variable $t \in M^k$. \hfill \footnote{Existence of a parameterization of the form $\Phi(\zeta, t)$ for the family of complex tangent lines requires triviality of the complex tangent bundle $T^c S$. It is so, for instance, if $S$ is a sphere in $\mathbb{C}^2$. If this is not the case then we cut the manifold $S$ into pieces with the trivial complex tangent bundles and prove the claim separately for each corresponding bordered portion of $\partial D$.}
Proof

(1) ⇔ (2).

The condition (1) means that the complex dimension of the $\mathbb{C}$-linear span of the space $d\Phi(T_u(\Sigma))$ is less than $d$. It occurs if and only if any differential holomorphic $d$-form vanishes on $d\Phi(T_u(\Sigma))$. This is exactly the condition (2).

(2) ⇔ (3).

This equivalence would be very easy if in (3) one would be allowed to take $u \in \Sigma$ and vanishing of $\eta$ is checked on any system of tangent vectors. However, in (3) $u \in b\Sigma$ and only those systems of tangent vectors are allowed which contain the vector $\partial_\psi \Phi$. Therefore, proving the equivalence (2) and (3) requires some additional efforts.

Clearly, 2) implies 3) because the vectors

$$\partial_\psi \Phi(u), Z_j \Phi(u), j = 1, \ldots, n$$

are tangent to $\Lambda$. Now let us check that 3) implies 2).

First, observe that since $\eta$ is a holomorphic differential form, the function $J(\zeta, t)$ in (3) extends analytically from $|\zeta| = 1$ to $|\zeta| < 1$ by replacing $\partial_\psi \Phi(\zeta, t) = i\zeta \partial_\zeta \Phi(\zeta, t)$. Therefore $J(u) = 0$ for $u \in b\Sigma$ implies $J(u) = 0$ for all $u \in \Sigma$.

We will prove (2) if show that

$$\eta(u; d\Phi_u(E_0), \ldots, d\Phi_u(E_{d-1}) = 0$$

for any $d$ linearly independent (over $\mathbb{C}$) system of tangent vectors $E_j \in T_u(\Sigma)$. We consider the two cases:

1) $d = k + 1$.

Then any $\mathbb{C}$-linearly independent system of $d = k + 1$ vectors in the $k + 1$-dimensional space $T_u(\Sigma)$ is equivalent to the system

$$E_0 = \partial_\zeta \Phi(u), Z_1 \Phi(u), \ldots, Z_k \Phi(u)$$

and $\eta_u = 0$ on this set of vectors due to (3). This implies (2).

2) $d \leq k$.

In this case one has more freedom in choosing the systems of $d$ tangent vectors $E_j$ and hence there are $\mathbb{C}$-linearly independent systems $E_0, \ldots, D_{d-1}$ which do not contain the vector

$$\partial_\psi \Phi(u) = i\zeta \partial_\zeta \Phi(u).$$

The condition (3) guarantees that any holomorphic $d$-form $\eta$ vanishes on any system of the form

$$d\Phi_u(E_0), \ldots, d\Phi_u(E_{d-1}),$$

where $E_j$ are vectors tangent to $\Sigma$. The important property is that the system $\{E_j\}$ includes the vector $\partial_\psi \Phi(u)$. 
Vanishing of any holomorphic form $\eta$ is equivalent to $\mathbb{C}$-linear dependence of the system $\{d\Phi(E_j)\}$. Therefore our task now is to extend this assertion to those tangential systems which do not contain the tangent vector corresponding to differentiation in $\psi$. To this end, suppose that, on the contrary, there is a holomorphic $d$-form $\eta_0$ that does not vanish on some system $\mathcal{E} = \{E_1, \cdots, E_d\}$ of tangent vectors to $\Sigma$ at some point $u \in \Sigma$ (and hence by continuity near $u$). Suppose also that this systems is not as in (3), i.e. it does not contain the vector $\partial_\psi \Phi$.

Nonvanishing of the form $\eta_0$ implies that the system $\mathcal{E}$ is linearly independent over $\mathbb{C}$. On the other hand, we know that if we replace any of the vectors, say $E_j$, in $\mathcal{E}$ by the vector $E_0 = \partial_\psi \Phi(u)$, we obtain $\mathbb{C}$-linearly dependent $d$-system. This means that the vector $E_0$ belongs to $\mathbb{C}$-linear span of each system $\mathcal{E} \setminus E_j$. Since the full system $\mathcal{E}$ is $\mathbb{C}$-linearly independent, the intersection of these spans consists only of the vector 0. Thus, we conclude that $E_0 = \partial_\psi \Phi(u) = 0$.

Thus, we have proven that $\eta_0(u; d\Phi_u(\mathcal{E})) \neq 0$ only when $E_0 = 0$. However, the zero set of function $E_0 = \partial_\psi \Phi(\zeta, t)$, which is analytic in $\zeta$ and not identically zero, is nowhere dense and therefore, by continuity, $\eta_0(u; d\Phi(\mathcal{E})) = 0$. Contradiction.

We have checked that, as well as in the case $d = k + 1$, in the case $d \leq k$ any holomorphic form $\eta$ vanishes on the image $d\Phi_u(\mathcal{E})$ of any system $\mathcal{E}$ of $d$ tangent vectors in $T\Sigma$. Thus, (2) holds.

\[ \square \]

7.1. The Jacobians. Suppose that the conclusion of Theorem 1 is not true and the mapping $\Phi$ is nondegenerate. Remind, that in the formulation of Theorem 1 the real dimension $d$ of the manifold $\Lambda^d$ does not exceed the complex dimension $n$ of the ambient complex space $X^n$: $d \leq n$.

By Lemma 7.1 the equivalence $1) \Leftrightarrow 3$), this means that there exists a holomorphic $d$-form $\eta$ and $d - 1$ smooth tangential vector fields $Z_1, \cdots, Z_{d-1}$ on $M^d$ such that the function

$$ J(u) = \eta(u; \partial_\psi \Phi(u), Z_1 \Phi(u), \cdots, Z_{d-1} \Phi(u)) $$

does not vanish identically for $u = (\zeta, t) \in S^1 \times M^n$. Our goal is to arrive to contradiction.

From now on, to the end of the proof, we fix the above form $\eta$ and the vector fields $Z_j$, $j = 1, \cdots, n$. Observe that the function $J$ is naturally
defined in the solid manifold $\Delta \times M^n$ because $\Phi(\zeta, t)$ and its derivative in the angular variable, $\partial_{\psi} = i\zeta \partial_\zeta$, are defined for $|\zeta| \leq 1$, while the differential operators $Z_j$ act only in the variable $t \in M^n$ and do not depend on $\zeta$.

We will call the function $J$ Jacobian. Our main assumption is that $J$ is not identically zero and the goal is to obtain a contradiction with this assumption.

**Lemma 7.2.** The Jacobian $J(\zeta, t)$ has the properties:

a) $J(\zeta, t)$ is holomorphic in $\zeta \in \Delta$.

b) $J(0, t) = 0, \forall t \in M^n$.

c) the function $J^2/|J|^2$ can be represented on $(S^1 \times M^n) \setminus J^{-1}(0)$ as

$$J^2 = \sigma \circ \Phi,$$

for some smooth function $\sigma$.

**Proof** The property a) follows from the definition (1) of the Jacobian because $\Phi(\zeta, t)$ is holomorphic in $\zeta$ and $\eta$ is holomorphic form. The property b) is due to vanishing the vector

$$E_0(\zeta, t) = i\zeta \partial_\zeta \Phi(\zeta, t)$$

when $\zeta = 0$.

Let us prove the property c). It suffices to prove that for points $u_1, u_2 \in S^1 \times M^n$ such that $\Phi(u_1) = \Phi(u_2)$ we have

$$\frac{J^2(u_1)}{|J(u_1)|^2} = \frac{J^2(u_2)}{|J(u_2)|^2},$$

provided $J(u_1)$ and $J(u_2)$ are different from zero.

The condition $J(u_1), J(u_2) \neq 0$ implies that each of the two systems of $d$ vectors

$$\mathcal{E}^\alpha = \{\partial_\psi \Phi(u_\alpha), Z_1 \Phi(u_\alpha), \cdots, Z_{d-1} \Phi(u_\alpha)\}, \quad \alpha = 1, 2,$$

are linearly independent over the field $\mathbb{R}$. Since all these vectors belong to the same $d$-dimensional space $T_b(\Lambda)$, each of the two systems constitutes a basis in this space.

The transition $d \times d$ matrix $A$, from the basis $\mathcal{E}^1$ to the basis $\mathcal{E}^2$, is real and the Jacobians differ by the determinant of the transition matrix:

$$J(u_1) = \det A \cdot J(u_2).$$

Since the determinant is a real number, we have

$$(\det A)^2 = |\det A|^2$$

and the property c) follows. $\Box$
7.2. **The structure of the critical set** $J^{-1}(0)$. Let us start with a brief analysis of the structure of the critical set $J^{-1}(0)$. We want to show that this set determines $k$-current in $\overline{\Delta} \times M^k$ by means of the singular form

$$d \ln J.$$ 

The values of this $k$-current on a $k$-form $\omega$ will be defined by integration of the wedge-product

$$d \ln J \wedge \omega.$$ 

We refer the reader to [2] for more details.

Since $J$ is real-analytic, the equation $J(\zeta, t) = 0$, $(\zeta, t) \in \Sigma = \overline{\Delta} \times M^k$ defines on $\Sigma$ an analytic set. For each fixed $t \in M^k$ the analytic in the closed unit disc function $J(\zeta, t)$ either has finite number of isolated zeros in $\overline{\Delta}$ or vanishes identically. 

Correspondingly, the zero set of $J$ can be decomposed into two parts:

$$J^{-1}(0) = N_1 \cup N_2,$$

where $N_1$ is the $k$-chain defined by the isolated zeros $\zeta \in \Delta$, and $N_2$ consists of the discs where $J$ vanishes identically with respect to $\zeta$. The set $N_2$ has the form of the direct product:

$$N_2 = \overline{\Delta} \times T$$

of the closed unit disc and an analytic set $T \subset M^k$.

The pieces $\overline{\Delta} \times T^s$, where $T^s$ are strata (see [30]) of dimensions $s \leq k - 3$, are negligible for integration of $k$-forms, because they have the dimension $2 + s < k$. So only the strata of the dimensions $s = k - 2$ and $s = k - 1$ can contribute to the integration.

The case $s = k - 1$ will be removable due to the following argument. The strata $T^{k-1}$ is defined, at least locally, by zeros of a real function, $T^{k-1} = \{ \rho = 0 \}$ so that $J(\zeta, t) = \rho(t) I(\zeta, t)$ where $I(\zeta, t)$ does not vanish identically in $\zeta$ for $t \in T^{k-1}$. Then the the real factor $\rho$ cancels in the ratio

$$\frac{J}{\overline{J}} = \frac{I}{\overline{I}}.$$ 

In our construction in the sequel we will consider the normalized vector field $J^2/|J^2| = J/\overline{J}$ rather than $J$ so that the above type of singularity is removable.

From the point of view of currents, removability of this type of singularity can be explained as follows. We have

$$d \ln(J/\overline{J}) = d \ln J^2 - d \ln |J|^2$$
and $d \ln |J|^2$ defines the zero current because the singularity of $\ln |J|^2$ is integrable in dimensions greater than 1 and hence removable. Thus, the $(k-1)$-dimensional strata in $N_2$ are removable for the current $2d \ln J$.

Thus, only the $k$-dimensional part

$$N_2 = \Delta \times T^{k-2}$$

may contribute in the current $d \ln J$.

7.3. **The dual cocycle.** We will use Poincare duality between the relative, with respect to $A$, homology group $H_k(Y, A; \mathbb{Z})$ and the homology group $H_{n-k}^{\text{open}}(Y \setminus A; \mathbb{Z})$ of the complement of $A$, of the complementary dimension. The duality is provided by the pairing: the intersection index of cycles and cocycles.

The Poincare duality implies that a relative, to $A$, cycle $C$ is homologically nontrivial if and only if there exists a dual cycle (cocycle) $C^\perp$, of the complementary dimension, disjoint from $A$ and having with $C$ the nonzero intersection index.

**Lemma 7.3.** Let $S$ be a 2-chain in the $(k+2)$-manifold $\Delta \times M^k$, having the following properties:

1) $S$ transversally intersects the $(k$-dimensional) critical set $J^{-1}(0)$, at finite number of point from $\Delta \times M^k$,
2) $\Gamma = \partial S \subset S^1 \times (M \setminus \partial M)$,
3) $\Gamma$ is the union of $\Phi$-fibers, i.e. $\Gamma = \Phi^{-1}(\Phi(\Gamma))$.

Then the intersection index $\text{ind}(J^{-1}(0) \cap S) = 0$.

**Proof** First we have to explain how should one understand the intersection index at the boundary points $b \in \partial S$. The function $J(\zeta, t)$ is holomorphic in the disc $|\zeta| < 1 + \varepsilon$ and each zero $a \in \partial S$ of $J$ is a non-boundary isolated zero for the holomorphic extension of $J$. We can also extend the surface $S$ in the domain $|\zeta| < 1 + \varepsilon$ as a chain $\tilde{S}$. Then we set

$$\text{ind}_a(J^{-1}(0) \cap S) = \frac{1}{2} \text{ind}_a(J^{-1} \cap \tilde{S}).$$

The non-boundary common points of $J^{-1}(0)$ and $S$ are exactly (isolated ) zeros of $J$ on the surface $S$.

Now, the boundary $\Gamma$ of the surface $S$ is the trace of $S$ on the boundary of the solid manifold $\Delta \times M^k$:

$$\Gamma = [S \cap (\Delta \times \partial M^k)] \cup [S \cap (S^1 \times (M^k \setminus \partial M^k))].$$

By the condition 2) the first part is empty and hence

$$\Gamma = S \cap (S^1 \times (M^k \setminus \partial M^k)).$$
This yields that the boundary of $S$ is the finite union of closed curves:

$$\Gamma = \Gamma_1 \cup \cdots \cup \Gamma_q.$$

Hence, the intersection index $\text{ind}(J^{-1}(0) \cup S)$ equals the algebraic sum of the indices $\text{ind}_{S,a_j}(J)$ of the vector field $J$ on the surface $S$ at the isolated zeros $a_j$:

$$\text{ind} (J^{-1}(0) \cap S) = \sum_j \text{ind}_{S,a_j}(J). \quad (3)$$

By definition of the index of vector field at an isolated zero, we have for the vector field $J^2$:

$$2 \text{ind}_{S,a_j}(J) = \text{ind}_{S,a_j}(J^2) = \text{ind}_{S,a_j} \left( \frac{J^2}{\|J^2\|} \right). \quad (4)$$

The sum in the right hand side coincides with the winding number $W_\Gamma(J^2/\|J^2\|)$ of the normalized vector field $J^2/\|J^2\|$ along the closed curve $\Gamma = \partial S$. Therefore formulas (3) and (4) yield

$$2 \text{ind} (J^{-1}(0) \cap S) = W_\Gamma \left( \frac{J^2}{\|J^2\|} \right) = \frac{1}{2\pi i} \int_\Gamma \frac{d(J^2/\|J^2\|)}{J^2/\|J^2\|} \quad (5).$$

Recall that by Lemma ?? c), formula [2], the function $J^2/\|J^2\|$ is represented on $S^1 \times M^k$, out if the critical set $J^{-1}(0)$, as the superposition $J^2/\|J^2\| = \sigma \circ \Phi$ and, in particular, this representation takes place on the subset $\Gamma \subset S^1 \times M^k$.

According to Remark 4.1 the degeneracy condition 1 in Theorem 1 means that one of the two following cases take place.

The case a), $k = d = \dim \Lambda$. The regular mapping $\Phi$ degenerates, meaning that it maps the $(d+1)$-dimensional manifold $S^1 \times M^d$ to the $d$-dimensional manifold $\Lambda^d$ and therefore the $\Phi$-fibers $\Phi^{-1}(b) \cap (S^1 \times M^k)$, corresponding to non-boundary points $b \in \Lambda^d$, are 1-dimensional.

But the boundary $\Gamma = \partial S \subset S^1 \times M^k$ is also 1-dimensional and due to the condition 2) we conclude that $\partial S$ is union of $\Phi$-fibers belonging to $S^1 \times M^k$.

However, from Lemma 7.2, formula [2], we know that the function $J^2/\|J^2\|$ is constant on these fibers and therefore this function is piecewise constant on $S$. Since $J^2/\|J^2\|$ is continuous, it is constant on each curve $S_j \subset \partial S$ and hence has zero change of the argument on $S$. Thus,

$$2W_\Gamma(J) = W_\Gamma \left( \frac{J^2}{\|J^2\|} \right) = 0.$$

Hence the right hand side in (5) equals 0 and this proves Lemma 7.3 for the case a).
The case b), \( k = d - 1 \). Then \( \Phi \) maps the \( d \)-dimensional manifold \( S^1 \times M^{d-1} \) to the manifold \( \Lambda^d \) of the same dimension. There is no degeneracy from the point of view of dimensions, but by the condition \( \Phi \) degenerates in the sense that the Brouwer degree of \( \Phi \) on \( S^1 \times M^{d-1} \) is 0,

\[
\deg \Phi|_{S^1 \times M^{d-1}} = 0.
\]

Then, again, from formula (5) we have

\[
2 \, \text{ind} \,(J^{-1}(0) \cap S) = W_{\Gamma}(\frac{J^2}{|J^2|}) = W_{\Gamma}(\sigma \circ \Phi) = \deg \Phi \cdot W_{\Phi(\Gamma)}(\sigma) = 0.
\]

Lemma is proved. \( \Box \)

7.4. **End of the proof of Theorem 1.** First of all, by real-analyticity, \( \text{rank} \, d\Phi(u) \) either equals \( k + 1 \) everywhere in \( \overline{\Delta} \times M^k \) or equals \( k + 2 \) everywhere except proper analytic subset \( \text{Sing} \, \Phi \). Therefore the image \( \Phi(\overline{\Delta} \times M^k) \) is either \((k + 1)\)-dimensional manifold, or it is \((k + 2)\)-dimensional with singularities on the set of critical values \( \Phi(\text{Sing} \, \Phi) \).

By the condition of homological nontriviality, the mapping \( \Phi \) maps the fundamental \( k \)-cycle \( C = \{0\} \times M^k \) onto cycle \( \Phi(C) \) which represents a nonzero element in the \( k \)-th homology group of \( G = \Phi(\overline{\Delta} \times M^k) \) relatively to \( G_0 = \Phi(\overline{\Delta} \times \partial M^k) \).

By property b) of Lemma 7.2, \( C \) is contained in the critical set \( J^{-1}(0) \). This set consists of two parts

\[ J^{-1}(0) = N_1 \cup N_2, \]

where the first, regular, part \( N_1 \) contains \( C \). Since \( \Phi(\zeta, t) \) is holomorphic in \( \zeta \) the chain \( \Phi(N_1) \) is cooriented with \( \Phi(C) \) and hence is not homological to 0.

As for the second, the ”zero-disc”, part \( N_2 = \overline{\Delta} \times T^{k-2} \) is concerned, it represents the class 0 in the relative homology group

\[ H_k(\overline{\Delta} \times M^k, \overline{\Delta} \times \partial M^k) \]

because \( \overline{\Delta} \) is contractible and

\[ [T^{k-2}] \in H_{k-2}(M^k, \partial M^k) = 0. \]

Then the image chain \( \Phi(N_2) \) is homological to 0 in the corresponding homology groups of the image. Thus, we conclude that the entire chain \( \Phi(J^{-1}(0)) \) represents a nonzero \( k \)-homology class

\[ [\Phi(J^{-1}(0))] = [\Phi(N_1)] \neq 0. \]
Now we use the Poincaré duality. There exists a dual chain 
\[(\Phi(N_1))^{\perp} = R \subset \overline{\Delta} \times M^k\]
having the nonzero intersection index with \(\Phi(N_1)\) and disjoint from \(\Phi(S^1 \times \partial M)\). Remind that the "zero-disc" part \(N_2\) contributes nothing in the intersection index as it is homologically trivial.

Thus, we have a chain \(R\) of the complementary dimension
\[
\dim R = \dim G - \dim \Phi(J^{-1}(0)) = \dim G - k
\]
having the properties:
1) \(R \cap (\Phi(\Delta \times \partial M^k)) = \emptyset\),
2) \(R\) transversally intersects \(\Phi(N_1)\) at a finite set of points,
3) the intersection index
\[
\text{ind} (R \cap \Phi(J^{-1}(0))) = \text{ind} (R \cap \Phi(N_1)) \geq \text{ind} (R \cap \Phi(\{0\} \times M^k)) > 0.
\]
Define \(S\) as the preimage of \(R\): 
\[
S = \Phi^{-1}(R).
\]
Then \(S \subset \overline{\Delta} \times M^k\). We want to understand the dimension of \(S\). Denote 
\[
m = \dim \Phi(\Delta \times M^k).
\]
Then the dimension of \(\Phi\)-fibers is \(k + 2 - m\). Since \(R\) has the complementary dimension,
\[
\dim R = \dim \Phi(\Delta \times M^k) - k = m - k,
\]
its preimage has dimension 2:
\[
\dim S = \dim R + (k + 2 - m) = (m - k) + (k + 2 - m) = 2.
\]
Thus, \(S\) is a 2-dimensional chain. By the construction, \(S\) and \(\Gamma = \partial S\) are unions of \(\Phi\)-fibers. The conditions 1),2),3) imply
\[
S \cap (\overline{\Delta} \times M^k) = \emptyset.
\]
Now, \(\Phi\) is regular on \(S^1 \times M^k\) and therefore \(\Gamma\) meets \(J^{-1} \cap (S^1 \times M^k)\) transversally. By small deformation of \(S\) without changing its boundary \(\Gamma\) one can make \(S\) intersecting \(N_1\) transversal at each point. Such perturbation preserves the property that \(\Gamma\) is the union of \(\Phi\)-fibers, i.e. \(\Gamma = \Phi^{-1}(\Phi(\Gamma))\)

Thus, \(S\) satisfies all the conditions of Lemma 7.3 and hence
\[
\text{ind} (S \cap N_1) = 0.
\]
We have obtain from (6) and (7) the two contradictory conclusions for the intersection indices: \(\text{ind}(\Phi(S) \cap \Phi(N_1)) = \text{ind}(R \cap \Phi(N_1)) > 0\), on one hand, and \(\text{ind}(S \cap N_1) = 0\), on the other hand.
This contradiction shows that our main assumption that \( J \) does not vanish identically can not be true. Therefore \( J(u) = 0 \) for all \( u \in \Delta \times M \). Due to Lemma 7.1 and the construction of the Jacobian \( J \) in Lemma 7.1 3), this completes the proof of Theorem 1.

\[ J^{-1}(0) \]

**Figure 2.** The critical set \( J^{-1}(0) \) and the chains \( R \) and \( S \).

8. **Appendix: An alternative proof of Theorem 1 for the case \( \partial M = \emptyset \)**

For the case of closed families, ”more analytic” proof can be given, using linking numbers and de Rham duality rather than intersection indices and Poincare duality.

**Lemma 8.1.** Suppose that \( \partial M = \emptyset \). For any closed differential \( k \)-form \( \omega \) in a neighborhood of \( \Phi(\bar{\Delta} \times M^k) \). Then

\[
\int_{J^{-1}(0)} \Phi^* \omega = 0.
\]

In particular, the chain \( J^{-1}(0) \) is a cycle.

**Proof** The last assertion follows form de Rham duality, as a \( k \)-chain defines the integer valued current on closed differential \( k \)-forms if and only if it is a cycle.
Now, the Stokes formula for the currents yields
\[ 0 = \int_{(\Sigma \times M^k) \setminus J^{-1}(0)} d(d \ln J^2 \wedge \Phi^* \omega) = \int_{S^1 \times M^k} d \ln J^2 \wedge \Phi^* \omega + 2 \int_{J^{-1}(0)} \Phi^* \omega. \]

It remains to prove that the first integral in the last expression is 0. Since the forms
\[ d \ln J^2 = 2 \frac{dJ}{J} \]
and
\[ d \ln \frac{J^2}{|J^2|} = \frac{dJ}{J} - \frac{d\overline{J}}{\overline{J}} \]
define the same currents, the integral that we are interested in equals to
\[ I = \int_{S^1 \times M^k} d \ln \frac{J^2}{|J^2|} \wedge \Phi^* \omega. \]

Using the representation (2) for \( J^2/|J^2| \) from Lemma 7.2, we obtain that the differential form under the sign of the integral represents as
\[ \Xi = \Phi^*(d \ln \sigma \wedge \omega). \]

Suppose that we are in the situation of Theorem 1, that is \( k = d \). Then the degree of the form \( \omega \) is \( k = d \) and therefore
\[ \deg(d \ln \sigma \wedge \omega) = d + 1. \]

Since the dimension of the manifold \( \dim \Phi(S^1 \times M^d) = \dim \Lambda^d = d \) is less than the degree \( d + 1 \) of the form, the restriction of the form is zero:
\[ d \ln \sigma \wedge \omega |_{\Phi(S^1 \times M^d)} = 0 \]
and then the form \( \Xi = 0 \) and the integral \( I = 0 \).

Now suppose that the case b) take place, i.e. \( k = d-1 \) and \( \deg \Phi = 0 \) on \( S^1 \times M^k \).

In this case the integral \( I \) in (10) is zero by the different reason, namely, because the Brouwer degree of the mapping
\[ \Phi : S^1 \times M^{d-1} \mapsto \Lambda^d, \]
of two \( d \)-dimensional mappings is zero.

Indeed, from formula (5) we have
\[ I = \int_{(S^1 \times M^{d-1}) \setminus J^{-1}(0)} \Xi = \deg \Phi \int_{\Phi((S^1 \times M^{d-1}) \setminus J^{-1}(0))} d \ln \sigma \wedge \omega = 0, \]
because $\deg \Phi = 0$. Lemma is proved. □

The final part of the proof is as follows. By the condition the image $\Phi(\{0\} \times M^k)$ of the fundamental cycle is homologically nontrivial in $G = \Phi(\Delta \times M^k)$.

By de Rham duality there exists a closed nonexact $k$-form $\omega$ in a neighborhood of $g$ such that

$$\int_{\Phi(\{0\} \times M^k)} \omega > 0.$$  

As above, the cycle of integration consists of 2 parts:

$$\Phi(J^{-1}(0)) = \Phi(N_1) \cup \Phi(N_2).$$

The first part is a cycle cooriented with $\Phi(\{0\} \times M^k)$ because $\Phi(\zeta,t)$ is holomorphic in $\zeta$. The second part $\Phi(N_2)$ is negligible because it represents the zero homology class. Therefore, we have

$$(12) \quad \int_{J^{-1}(0)} \Phi^* \omega = \int_{\Phi(J^{-1}(0))} \omega > 0.$$  

This contradiction with Lemma 8.1 shows that the assumption that $J$ is not identically zero is not true and this completes the proof, due to Lemma 7.2 and the definition of the Jacobian $J$ in Section 7.1.

9. Concluding remarks.

In Theorem 1, we consider the $(k + 2)$-dimensional manifold $\Sigma = \Delta \times M^k$ which carries a natural $CR$-structure. Essentially, what we prove in Theorem 1 is that if a $CR$-mapping $\Phi$ is not degenerate (has the maximal rank) on $\Sigma$ and if $\Phi$ induces nontrivial homomorphism of the homology groups $H_k(\Sigma) \cong H_k(M^k)$ to the group $H_k(\Phi(\Sigma))$ (i.e. $\Phi$ is homologically nontrivial), then for the image of the boundary $b\Sigma = S^1 \times M$ we have $H_{k+1}(\Phi(b\Sigma)) \neq 0$.

Theorem 1 deals with $CR$-manifolds of the simple form, namely with those manifolds which are the direct products $\Sigma = \Delta \times M$ of the unit disc and a real manifold of parameters. We think that it can be generalized to more general $CR$-manifolds. The expected theorem would state that, under certain conditions, nondegenerate $CR$-mapping $\Phi$ of a bordered $CR$-manifold can not be homologically trivial on the boundary.

According to our discussion in Introduction, the expected result, translated to the language of the $\Phi$-images, would lead to a generalization of the weak form of the argument principle. This generalization
would claim that the boundary of a nontrivial, in a certain sense, $CR$-manifold can not be homologically trivial.

Moreover, we conjecture that a strong, quantitative, version of the argument principle for $CR$-mappings and $CR$-manifolds might be realized. If in the case of complex manifolds, the argument principle can be interpreted as the equality between the linking number of the boundary of a complex manifold with respect to another complex manifolds, on one hand, and the number of the intersection points of the two complex manifolds, on the other hand, then in more general case of $CR$-manifolds, one may expect a combined relation. In this conjectured relation, the complex and real counterparts of the manifold, coming correspondingly from complex and totally real tangent bundles, would contribute in a different way. Such generalization is supposed to be the subject of a future publication.
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