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Abstract. In this work, we study the solvability of a boundary value problem for the magneto-hydrostatic equations originally proposed by Grad and Rubin in [16]. The proof relies on a fixed point argument which combines the so-called current transport method together with Hölder estimates for a class of non-convolution singular integral operators. The same method allows to solve an analogous boundary value problem for the steady incompressible Euler equations.

1. Introduction and prior results

In this paper we consider some boundary value problem for the two dimensional magneto-hydrostatic equation (MHS) given by

\[
\begin{align*}
  j \times B &= \nabla p, \quad \text{in } \Omega \\
  \nabla \times B &= j, \quad \text{in } \Omega \\
  \nabla \cdot B &= 0, \quad \text{in } \Omega
\end{align*}
\]

where \(B\) denotes the magnetic field, \(j = \nabla \times B\) the current density and \(p\) the fluid pressure on a suitable two dimensional manifold \(\Omega\). The MHS equations are a particular case of the ideal steady magneto-hydrodynamics equations with trivial fluid flow \(v = 0\). Magneto-hydrostatics is relevant in a wide variety of problems in astrophysical plasmas describing coronal field structures and stellar winds as well as in the study of plasma confinement fusion, (cf. [14, 15, 22]). Using the vector identity \(j \times B = (\nabla \times B) \times B = B \cdot \nabla B - \frac{1}{2} \nabla (|B|^2)\).
and defining the magnetic pressure or total pressure \( p_m = p + \frac{1}{2} |B|^2 \), equations (1.1) recast into

\[
\begin{align*}
\{\begin{array}{ll}
B \cdot \nabla B &= \nabla p_m, &\text{in } \Omega \\
\nabla \cdot B &= 0, &\text{in } \Omega.
\end{array}\}
\] (1.2)
\]

Using the appropriate identification of variables, equations (1.2) are equivalent to the well-known equations of steady incompressible Euler equations, namely,

\[
\begin{align*}
\{\begin{array}{ll}
v \cdot \nabla v &= -\nabla p, &\text{in } \Omega \\
\nabla \cdot v &= 0, &\text{in } \Omega
\end{array}\}
\] (1.3)
\]

where \( v : \Omega \rightarrow \mathbb{R}^2 \) is the velocity fluid vector field and \( p : \Omega \rightarrow \mathbb{R} \) denotes the fluid pressure.

In this paper we are interested in studying some specific boundary value problems for (1.1) where information about the magnetic field \( B \) is given in different parts of the boundaries. Hereafter we will describe in detail the boundary value conditions into consideration for the case of the MHS equations (1.1). Since from the mathematical point of view systems (1.2) and (1.3) are identical, a similar analysis and results can be shown for the steady Euler equations (1.3). Nevertheless a specific boundary value problem for one of the equations might not be physically relevant for the other and vice-versa.

Let \( \Omega \) be a two dimensional orientable manifold with smooth boundary \( \partial \Omega \). We will denote by \( n \) the outer normal to the boundary and assume that the normal component of the magnetic field \( B \cdot n \) is given. We now decompose the boundary \( \partial \Omega = \partial \Omega_+ \cup \partial \Omega_- \) where

\[
\partial \Omega_+ = \{ x \in \partial \Omega : (n \cdot B)(x) \geq 0 \} \quad \text{and} \quad \partial \Omega_- = \{ x \in \partial \Omega : (n \cdot B)(x) \leq 0 \}.
\]

The boundary problem which we treat in this paper consists in prescribing in addition to the normal component \( B \cdot n \) on \( \partial \Omega \), the tangential component \( B \cdot \tau \) in one part of the boundary, namely on \( \partial \Omega_- \). Here and in the following we denote by \( \tau \) a unit vector tangent to the boundary. This boundary value problem was introduced in the seminal paper of Grad and Rubin [16]. To the best of our knowledge, the well-posedness of this boundary value problem remains open even in the two-dimensional case. Furthermore, in [16] the authors also suggested different boundary value problems for the MHS equations in two dimensional and three dimensional cases. A relevant feature of the solutions constructed in this article is that the current \( j \) is different from zero for generic choices of the boundary values. For the construction of zero current density solutions, i.e. \( j = 0 \), it is well-known that system (1.1) reduces to the study of the Laplace equation where the theory of harmonic functions can be applied to study the existence of solutions.

In this work, we will restrict ourselves to a very particular geometric setting, namely we will assume that

\[
\Omega = S^1 \times [0, L],
\] (1.4)

with \( L > 0 \). The reason to choose this manifold is the following: for \( \Omega \) as in (1.4) we can choose the values of \( B \cdot n \) in such a way that \( \partial \Omega_+ \cap \partial \Omega_- = \emptyset \) and in particular we can guarantee that \( B \cdot n \neq 0 \) at all points \( x \in \partial \Omega \). As it has been discussed in [2] at the points of the set \( \partial \Omega_+ \cap \partial \Omega_- \) some singular behaviour for \( B \) arise for generic domains \( \Omega \). In order to avoid the technical difficulties that should be considered in that situation, we will just work on the particular manifold (1.4).

It is worth to notice that several boundary value problems for the steady Euler or MHS equations have been considered in the literature [1, 2, 7, 20, 25, 26]. We refer the interested
reader to [2] for a thorough description of the currently available results considering the wellposedness of the different boundary value problems for the steady Euler or MHS equations.

In order to solve boundary value problems for both equations, two main methods have been considered in the literature: the Grad-Shafranov method [17, 24] and the vorticity transport method introduced by Alber [1]. The former is restricted to two dimensional settings or to problems with particular symmetries, for instance axisymmetric or toroidal symmetries. The main idea behind the Grad-Shafranov method relies on reducing the steady Euler or the MHS equation to an elliptic equation where large number of techniques are available. See for instance, [9, 10, 11, 18] for ideas closely related to the Grad-Shafranov approach that have been recently applied to derive properties solutions of the steady Euler equation and MHS equation.

A different approach to obtain solutions with non-vanishing vorticity (since it was originally applied for the steady Euler equation) was introduced by Alber [1]. Roughly speaking, he constructed solutions where the velocity field can be split into \( v = v_0 + V \) where \( v_0 \) is an irrotational solution to (1.3) and \( V \) a small perturbation. The boundary value problem for the Euler equations is reduced to a fixed point problem for a function \( V \) combining the fact that the vorticity satisfies a suitable transport equation and that the velocity can be recovered from the vorticity using the Biot-Savart law. This idea will be discussed later in more detail. In particular, we will explain why Alber’s method cannot be directly applied to solve the boundary value problem we are interested in and more importantly what are the new key tools we implement to address the problem.

1.1. Notation. We will use the following notation throughout the manuscript.

- We recall that we are working on a manifold with boundary \( \Omega = \mathbb{S}^1 \times [0, L] \) with \( L > 0 \). The boundary of the manifold \( \Omega \), will be denoted by \( \partial \Omega = \partial \Omega_+ \cup \partial \Omega_- \) where \( \partial \Omega_+ = \mathbb{S}^1 \times \{L\} \) and \( \partial \Omega_- = \mathbb{S}^1 \times \{0\} \). We will use several operators that will be defined in \( \partial \Omega_+ \). In those cases it will be convenient to identify \( \partial \Omega_- \) with \( \mathbb{S}^1 \) and then to consider that the operators are acting of spaces of functions with domain \( \mathbb{S}^1 \) instead of \( \partial \Omega_- \). Notice that these spaces of functions are isomorphic.
- Let us denote by \( n \) the outer normal to \( \partial \Omega \) in the points of \( \partial \Omega_+ \), the inner normal to \( \partial \Omega \) in the points of \( \partial \Omega_- \) and by \( \tau \) the tangential vector.
- In order to simplify the exposition, we will also use the bold notation \( \mathbf{x} \in \Omega \) to denote a pair \( \mathbf{x} = (x, y) \in \Omega \).
- Let \( C_0(\Omega) \) be the set of bounded continuous functions on \( \Omega \). For any bounded continuous function and \( 0 < \alpha < 1 \) we call \( f \) uniformly Hölder continuous with exponent \( \alpha \) in \( \Omega \) if the quantity

\[
[f]_{\alpha, \Omega} := \sup_{x \neq y, x, y \in \Omega} \frac{|f(x) - f(y)|}{|x - y|^\alpha}
\]

is finite. However, this is just a semi-norm and hence in order to work with Banach spaces we define the space of Hölder continuous functions as

\[
C^\alpha(\Omega) = \{ f \in C_0(\Omega) : \|f\|_{C^\alpha(\Omega)} < \infty \},
\]

equipped with the norm

\[
[f]_{C^\alpha(\Omega)} := \sup_{x \in \Omega} |f(x)| + [f]_{\alpha, \Omega}.
\]

Similarly, for any non-negative integer \( k \) we define the Hölder spaces \( C^{k,\alpha}(\Omega) \) as

\[
C^{\alpha}(\Omega) = \{ f \in C^k_0(\Omega) : \|f\|_{C^{k,\alpha}(\Omega)} < \infty \},
\]
equipped with the norm

$$|f|_{C^{k,\alpha}(\Omega)} = \max_{|\beta| \leq k} \sup_{x \in \Omega} |\partial^{\beta} f(x)| + \sum_{|\beta| = k} \left[ \partial^{\beta} f \right]_{\alpha, \Omega}.$$ 

where \( \beta = (\beta_1, \beta_2) \in \mathbb{N}_0^2 \) and \( \mathbb{N}_0 = \{0, 1, 2, \ldots\} \). Notice that in the definitions above the Hölder regularity holds up to the boundary, i.e in \( \overline{\Omega} \). We omit in the functional spaces whether we are working with scalars or vectors fields, this is \( C^{k,\alpha}(\Omega, \mathbb{R}) \) or \( C^{k,\alpha}(\Omega, \mathbb{R}^2) \) and instead just write \( C^{k,\alpha}(\Omega) \). The specific type of functional space (scalar or vector) will be clear from the context. Moreover, we will denote Hölder spaces on the boundary of the manifold, namely on \( \partial \Omega \), \( \partial \Omega_+ \) and \( \partial \Omega_\ast \) by \( C^{k,\alpha}(\partial \Omega) \), \( C^{k,\alpha}(\partial \Omega_+) \) and \( C^{k,\alpha}(\partial \Omega_\ast) \) respectively.

- Let \( M > 0 \) and let \( X \) be Banach space. Then we define by \( B_M(X) \) the closed ball in \( X(\Omega) \) with radius \( M \), i.e.

$$B_M(X) = \{ f \in X : \| f \|_X \leq M \}.$$

- We identify the functions \( f \in C^{k,\alpha}(S^1), k = 0, 1, 2, \ldots \), \( \alpha \in (0,1) \) with the subspace of \( C^{k,\alpha}(\mathbb{R}) \) such that \( f(x + 2\pi) = f(x) \). Moreover, we will also identify \( S^1 \) with any interval \([a, b]\) where \( b-a = 2\pi \).

- For a sufficiently smooth 2\( \pi \)-periodic function in the \( x \) variable \( f \), we define the Fourier coefficients of \( f \) in the first variable by

$$\hat{f}(n,y) = \frac{1}{2\pi} \int_0^{2\pi} f(x,y)e^{-inx} \, dx.$$ 

Then we have the Fourier series representation, \( f(x,y) = \sum_{n=-\infty}^{\infty} \hat{f}(n,y)e^{inx} \).

- Throughout the manuscript we will denote with \( C \) a positive generic constant that depends only on fixed parameters. More precisely, they will depend on the parameter \( L \) and the Hölder exponent \( \alpha \). Note also that this constant might differ from line to line.

- We will also use the brackets \([ \cdot ]\), in order to denote the dependence of an operator on the bracketed function, namely \( T[f] \) denotes that the operator \( T \) depends in a certain way on the function \( f \).

- Let \( E \) and \( F \) be Banach spaces. We say that \( T \) is a bounded operator from \( E \) to \( F \) if there exists a constant \( c \geq 0 \) such that \( \| Tu \|_F \leq c \| u \|_E \), \( \forall u \in E \). The norm of the bounded operator \( T \) is defined and denoted as

$$\| T \|_{\mathcal{L}(E,F)} = \sup_{u \neq 0} \frac{\| Tu \|_F}{\| u \|_E}.$$ 

Moreover, if \( E = F \), we just write \( \mathcal{L}(E) \) instead of \( \mathcal{L}(E,F) \).

### 1.2 Main result

The main result in this article deals with the well-posedness of a boundary value problem for the MHS equations suggested by Grad-Rubin in [16]. Specifically we prescribe the normal component \( B \cdot n \) on \( \partial \Omega \) and the tangential component \( B \cdot \tau \) in one part of the boundary, namely on \( \partial \Omega_\ast \). In particular, our result reads as follows

**Theorem 1.1.** Let \( \Omega = \{(x,y) \in S^1 \times [0,L]\} \), with \( L > 0 \) and \( \alpha \in (0,1) \). There exists \( M = M(\alpha,L) > 0 \) sufficiently small such that for \( f \in C^{2,\alpha}(\partial \Omega) \) and \( g \in C^{2,\alpha}(\partial \Omega_\ast) \) satisfying

$$\| g \|_{C^{2,\alpha}(\partial \Omega_\ast)} + \| f \|_{C^{2,\alpha}(\partial \Omega)} \leq M,$$

(1.5)
there exists a unique \((B,p)\) \in \(C^{2,\alpha}(\Omega) \times C^{2,\alpha}(\Omega)\) with \(B = (B_1, B_2)\) to (1.1) with
\[
\|B - (0,1)\|_{C^{2,\alpha}(\Omega)} \leq M
\]
such that
\[
B \cdot n = 1 + f \text{ on } \partial \Omega \text{ and } B \cdot \tau = g \text{ on } \partial \Omega_-.
\]

**Remark 1.2.** Notice that the solutions \((B,p)\) are obtained as small perturbations around the particular vertical constant magnetic field \(B_0 = (0,1)\). The constant magnetic fields of the form \(B_0 = (0,a)\) for \(a > 0\) can be reduced by a re-scaling argument to the unitary magnetic field \(B_0 = (0,1)\). On the other hand, it is not a priori clear if it is possible to perturb around more general non-constant magnetic fields.

**Remark 1.3.** A question that could be interesting to explore is whether one can generalize Theorem 1.1 to more general domains \(\Omega = \{(x_1, x_2) : \gamma_1(x_1) < x_2 < \gamma_2(x_1)\}\) where \(\gamma_j\) are smooth functions satisfying the periodicity condition \(\gamma_j(x_1 + 2\pi) = \gamma_j(x_1)\) for \(j = 1, 2\). In the proof of Theorem 1.1, several computations which can be made in an explicit manner in the case of the domain \(\Omega = S^1 \times [0, L]\), will become more involved for more general domains.

**Remark 1.4.** In the three dimensional setting \(\Omega = S^1 \times S^1 \times [0, L]\), we believe that the same ideas developed in this paper can be carried out, although the computations are more involved. In particular, we will need to derive Hölder estimates for non-convolution singular integral operators that in the three dimensional case are more delicate.

Notice that using the change of variables \(B \leftrightarrow v\) and \(p_m \leftrightarrow -p\) the following result can be obtained for the steady Euler equations

**Theorem 1.5.** Let \(\Omega = \{(x,y) \in S^1 \times [0,L]\}\), with \(L > 0\) and \(\alpha \in (0,1)\). There exists \(M = M(\alpha, L) > 0\) sufficiently small such that for \(f \in C^{2,\alpha}(\partial \Omega)\) and \(g \in C^{2,\alpha}(\partial \Omega_-)\) satisfying
\[
\|g\|_{C^{2,\alpha}(\partial \Omega_-)} + \|f\|_{C^{2,\alpha}(\partial \Omega)} \leq M
\]
and
\[
\int_{\partial \Omega_-} f \, dx = \int_{\partial \Omega_+} f \, dx,
\]
there exists a unique \((v,p)\) \in \(C^{2,\alpha}(\Omega) \times C^{2,\alpha}(\Omega)\) with \(v = (v_1,v_2)\) to (1.3) with
\[
\|v - (0,1)\|_{C^{2,\alpha}(\Omega)} \leq M
\]
such that
\[
v \cdot n = 1 + f \text{ on } \partial \Omega \text{ and } v \cdot \tau = g \text{ on } \partial \Omega_-
\]

1.3. **Strategy behind the proof and novelties.** The strategy of the proof is based on two ingredients, namely the transport equation for the current and the div-curl problem that recovers the magnetic field in terms of the current. Suppose that we have a magnetic field with the form \((B_1,B_2) = (0,1) + b\) where \(b\) is a small perturbation of the vertical base magnetic field.

For magnetic fields for which the magnetic vector is contained always in a given plane, the current \(j\) is a vector in the direction of the normal to the plane. However, in these two dimensional settings it is more convenient to assume that the current is a scalar quantity and therefore we will use the notation \(j = \nabla \times B = -\partial_y B_1 + \partial_x B_2\).
It is well-known that if $B$ solves (1.1), the current density $j$ solves the following transport equation
\begin{equation}
B \cdot \nabla j = ((0, 1) + b) \cdot \nabla j = 0, \text{ in } \Omega.
\end{equation}

On the other hand, assuming that we have a current $j$ we can recover the corresponding magnetic field $B$ solving the following system of equations
\begin{equation}
\begin{aligned}
\nabla \times B &= \nabla \times b, \text{ in } \Omega \\
\text{div } B &= \text{div } b = 0, \text{ in } \Omega
\end{aligned}
\end{equation}

The equations (1.8)-(1.9) must be solved under suitable boundary value conditions. It turns out that given the function $j$ we can obtain a unique solution $B$ to (1.9) if we prescribe the normal component of the magnetic field on the two connected components of the boundary of $\Omega$
\begin{equation}
B \cdot n = f, \text{ on } \partial \Omega
\end{equation}
as well as the horizontal flux for the magnetic field
\begin{equation}
\int_0^L B_1(0, y) \, dy = J.
\end{equation}

We will see later, that the value of $J$ has to be chosen in a very specific way to obtain a uni-valued pressure $p$ on $\Omega$.

On the other hand, if we assume that $b$ is sufficiently small (in a sense to be precise later), the current $j$ is uniquely determined in $\Omega$ if we prescribe it in any of the two connected components of $\partial \Omega$. For instance, if
\begin{equation}
j(x, 0) = j_0(x), \text{ on } \partial \Omega_-
\end{equation}
is given, we can obtain $j$ in $\Omega$ just by using the method of characteristics. Notice however that the boundary conditions for the problem (1.1)-(1.7) do not allow to compute the value of $j_0$ in (1.12).

On the other hand, we have an additional boundary condition that yields the tangential component of the magnetic field
\begin{equation}
B \cdot \tau = g \text{ on } \partial \Omega_-.
\end{equation}
The structure of the problem suggests to use a fixed point argument in order to construct the solution. More precisely, given a vector field $B$ defined in $\Omega$ as a well as a function $j_0$ on $\partial \Omega_-$ we can solve (1.8) with the boundary condition (1.12) to construct a current field $j(B; j_0)(\cdot)$ defined in $\Omega$. Using this current function we can solve (1.9) with boundary conditions (1.10) and (1.11) to find a new vector field $\tilde{B}[B; j_0](\cdot)$ in $\Omega$. Notice that the new vector field $\tilde{B}$ does not satisfy in general the boundary condition (1.13). However, this equation can be reformulated as
\begin{equation}
\tilde{B}[B; j_0] \cdot \tau = g \text{ on } \partial \Omega_-,
\end{equation}
that turns out to be an integral equation for the function $j_0$ on $\partial \Omega_-$. We can prove that this integral equation can be solved by means a fixed point argument using regularity estimates for non-convolution singular integral operators in H"{o}lder spaces. The solution of this equation yields an operator $B \rightarrow j_0[B]$. Notice that this operator depends also on the boundary value conditions $f, g$, but we will not write this dependence explicitly. We can now define an operator $B \rightarrow \Gamma[B] = \tilde{B}[B, j_0[B]]$. A fixed point argument for the operator $\Gamma(\cdot)$ solves the problem (1.8), (1.9), (1.10), (1.11) and (1.13). Using now the fact that $\nabla \times (j \times B) = B \cdot \nabla j = 0$ one can show, arguing as in [2], that there exists a pressure function $p$ such that $(B, p)$ satisfies (1.1) and (1.7).
It is worth to notice that there are several important differences regarding the problem treated here and previous works [1, 2, 7, 20, 25, 26]. For a more detailed description of the different boundary value problems mentioned previously, we refer the reader to [2]. In the case treated by Alber [1] for the steady incompressible Euler equation, the vorticity \( \omega_0 \) (or current \( j_0 \) in our case) on \( \partial \Omega_\ast \) can be readily obtained from the boundary values given in the problem, so roughly speaking \( \omega_0 \) (or \( j_0 \)) on \( \partial \Omega_\ast \) is already prescribed. On the other hand, this is not the case for the boundary value type problems solved in [2] where the vorticity \( \omega_0 \) (or current \( j_0 \) in our case) is not fully prescribed by the boundary values. Instead in those cases, \( \omega_0 \) (or \( j_0 \)) is part of the solution. Nevertheless, it can be obtained by means of the fixed point argument. More precisely, the value of \( \omega_0 \) (or \( j_0 \)) can be computed using the Euler equation (1.3) and is given in terms of \( v \) (or \( B \)), its derivative and the boundary value conditions. Using the characteristics one can solve the transport equation (1.8) to construct \( \omega[v; \omega_0](\cdot) \) (or \( j[B; j_0](\cdot) \)) and then equation (1.9) to construct the new velocity field \( \tilde{v}[v; \omega_0](\cdot) \) or magnetic field \( \tilde{B}[B; j_0](\cdot) \). The crucial point is that the new velocity field or magnetic field already satisfies the required boundary value conditions, since \( \omega_0 \) or \( j_0 \) has been chosen in terms of the boundary conditions and \( v \) or \( B \) in a precise way.

To deal with the boundary value conditions imposed in (1.7), we have to use a more sophisticated argument to compute the value of \( j_0 \) on \( \partial \Omega_\ast \). As we have explained above, this reduces to study an integral equation containing singular integral operators. To show the existence and uniqueness of the integral equation, we derive some general results providing H"older estimates for non-convolution singular integral operators which are of independent interest (cf. Section 4). The use of H"older spaces instead of Sobolev spaces (as in [1] for instance) is an important detail. Indeed, the value \( j_0 \) at the boundary \( \partial \Omega \ast \) depends on the value of \( B \) (and the boundary data) and therefore, if the estimates for \( B \) are given in terms of Sobolev spaces, we obtain less regularity for \( j_0 \) due to the classical regularity trace theorem. Once \( j_0 \) is obtained we can compute \( j \) along \( \Omega \) using the transport equation (1.8) which does not improve the regularity due its hyperbolic character. Therefore, the new function \( B \) computed via the div-curl problem (1.9) has a loss of regularity which prevents to close a fixed point argument. This obstructions can be avoided by making use of H"older spaces.

1.4. Plan of the paper. In Section 2 we illustrate the main formal idea used to construct the solution of (1.1), (1.7) by means of the study of a suitable linearized problem which can be explicitly solved by using Fourier series. In Section 3 it is seen how to reformulate the full non-linear boundary value problem (1.1), (1.7) as a fixed point problem for a suitable operator. The precise definitions of the operators needed to reformulate the problem are postponed until Section 7 since the proof that the operators are well-defined required several estimates showed in Sections 4 - Section 6. In Section 3 (more precisely in Subsection 3.3) we derive an integral equation for the current \( j_0 \) which is a consequence of the equations (1.1) and the boundary values (1.7). This integral equation plays a crucial role in the proof of the result proved in this paper. In Section 4 we derive some general lemmas showing \( C^{1, \alpha} \) and \( C^{\alpha} \) H"older estimates for non-convolution singular integral operators. These operators are a suitable class of perturbations of convolution operators. In Section 5 we will provide the \( C^{\alpha} \) and \( C^{1-\alpha} \) H"older estimates for the operators contained in the integral integral equation for \( j_0 \). In Section 6 we show the existence and uniqueness of solutions to the integral equation for \( j_0 \) by using the previous derived estimates. In Section 7, as indicated above, we provide the precise definitions of the operators required to reformulate the original boundary value problem (1.1),(1.7) as a fixed point problem for a suitable operator. Moreover, we also show
that the operator has a fixed point on a suitable functional space. To conclude the article, in Section 8 we prove Theorem 1.1 as a direct application of the fixed point theorem showed in the previous section.

2. THE LINEARIZED PROBLEM

In this section, we will describe the formal idea behind the method to construct solutions \((B, p)\) to (1.1) satisfying the boundary value conditions (1.7). As we have mentioned in the introduction, the proof is based on defining an adequate operator \(\Gamma\) on a subspace of \(C^{2,\alpha}(\Omega)\) which has a fixed point \(b\) such that \(B = (0, 1) + b\) is a solution to (1.1) and (1.7). We define the operator \(\Gamma : B_M(C^{2,\alpha}(\Omega)) \to C^{2,\alpha}(\Omega)\) in two steps. First, given \(b \in B_M(C^{2,\alpha}(\Omega))\) we define \(j \in C^{1,\alpha}(\Omega)\) solving the following the transport type problem

\[
\begin{cases}
(0, 1) + b \cdot \nabla j = 0, \text{ in } \Omega \\
 j = j_0, \text{ on } \partial \Omega.
\end{cases}
\]  

(2.1)

where \(j_0\) is a priori an unknown quantity. As a second step, we define \(W \in C^{2,\alpha}(\Omega)\) as the unique solution to the div-curl problem

\[
\begin{align*}
\nabla \times W &= j, \text{ in } \Omega \\
\text{div } W &= 0, \text{ in } \Omega \\
W \cdot n &= f, \text{ on } \partial \Omega \\
W \cdot \tau &= g, \text{ on } \partial \Omega. \\
\int_0^L W_1(0, y) \, dy &= J.
\end{align*}
\]  

(2.2)

Thus we define \(\Gamma(b, J) = W\). We remark that \(J\) is a degree of freedom of the problem, since there exists non trivial solutions \((W, J)\) of the homogeneous problem (2.2) with \(f = g = 0\) given by

\[
W = \left(\frac{2Jy}{L^2}, 0\right) \text{ and } j = -\frac{2J}{L^2}.
\]  

(2.3)

This degree of freedom will be used later to obtain a uni-valued function pressure \(p\) in \(\Omega\).

We are interested in obtaining solutions of the form \(B = (0, 1) + b\) where \(b = (b_1, b_2)\) is a small perturbation, i.e. \(|b|_{C^{2,\alpha}(\Omega)} \leq M\) with \(M \leq M_0\) and \(M_0\) sufficiently small. Therefore, in the lowest order (dropping the small nonlinear terms of order \(M^2\)), the transport equation (2.1) reduces to

\[
\partial_y j(x, y) = 0, \text{ in } \Omega
\]  

(2.4)

and hence \(j(x, y) = j_0(x)\). Then, with this approximation, the div-curl problem (2.2) becomes

\[
\begin{align*}
\nabla \times W &= j_0(x), \text{ in } \Omega \\
\text{div } W &= 0, \text{ in } \Omega \\
W \cdot n &= f, \text{ on } \partial \Omega \\
W \cdot \tau &= g, \text{ on } \partial \Omega. \\
\int_0^L W_1(0, y) \, dy &= J.
\end{align*}
\]  

(2.5)

Notice that (2.5) is a non-homogeneous linear problem for \(W\). To solve (2.5), we examine the following auxiliary problem (cf. [2, §3.1.1]), namely

\[
\begin{cases}
\Delta \psi = j_0(x), \text{ in } \Omega \\
\psi(x, L) = -J + h^+(x), \text{ for } x \in \mathbb{R} \\
\psi(x, 0) = h^-(x), \text{ for } x \in \mathbb{R} \\
\partial_y \psi(x, 0) = -g, \text{ for } x \in \mathbb{R}
\end{cases}
\]  

(2.6)
where
\[ h^+(x) = \int_0^x (f(\xi, L) - A) \, d\xi, \quad h^-(x) = \int_0^x (f(\xi, 0) - A) \, d\xi \] (2.7)
and
\[ A = \int_{\partial\Omega} f \, dS = \int_{\partial\Omega} f \, dS. \] (2.8)
For a sufficiently smooth stream function \( \psi \), the function \( W = (0, A) + \nabla^+ \psi \), where \( \nabla^+ \psi = (-\frac{\partial \psi}{\partial y}, \frac{\partial \psi}{\partial x}) \), solves (2.5). However, for any fixed \( j_0(x) \) the problem (2.6) is over-determined. This fact will be used in order to obtain the a priori unknown function \( j_0(x) \).

In order to obtain a complete linearized version of the problem (1.1) satisfying boundary conditions (1.7), it remains to add a condition that guarantees that the pressure is a univalued function on \( \Omega \). Indeed, a linearized version of (1.1) with \( B = (0, 1) + b \) (with \( b \) small) is given by
\[ -j(x, y) = \partial_x p, \quad 0 = \partial_y p. \] (2.9)
A necessary condition for the solvability of this problem is that \( \partial_y j(x, y) = 0 \) and hence \( j(x, y) = j_0(x) \), similar as the condition derived in (2.4). Therefore, (2.9) reduces to
\[ -j_0(x) = \partial_x p, \quad 0 = \partial_y p. \] (2.10)
Then, we can obtain a solution to (2.10) given by
\[ p(x, y) = \int_0^x j_0(x) \, dx \] (2.11)
where the integral on the right hand side is the line integration computed along any contour connecting \( 0 = (0, 0) \) and \( x \in \Omega \). Notice that a necessary and sufficient condition to ensure that \( p(x, y) \) is a uni-valued function in \( \Omega \) is that
\[ \int_0^{2\pi} j_0(x) \, dx = 0. \] (2.12)

To this end, we apply the Fourier transform in the \( x \) variable to equation (2.6). This transforms the PDE (2.6) into the following second-order non-homogeneous ODEs with constant coefficients
\[
\begin{align*}
- n^2 \tilde{\psi}(n, y) + \partial_y \tilde{\psi}(n, y) &= \tilde{j_0}(n), \quad (n, y) \in \mathbb{Z} \times (0, L) \\
\tilde{\psi}(n, L) &= -J \delta_{0,n} + \tilde{h}^+(n), \quad n \in \mathbb{Z} \\
\tilde{\psi}(n, 0) &= \tilde{h}^-(n), \quad n \in \mathbb{Z} \\
\partial_y \tilde{\psi}(n, 0) &= -\tilde{g}(n), \quad n \in \mathbb{Z}.
\end{align*}
\] (2.13)
Above, \( \tilde{h}^+(n), \tilde{h}^-(n) \) are the Fourier coefficients associated with the function \( h^+, h^- \) respectively, and \( \tilde{g}(n) \) the Fourier coefficients of the function \( g \).

After a straightforward calculation using variation of parameters method we find that
\[
\tilde{\psi}(n, y) = -J \frac{y L}{\delta_{0,n}} + \tilde{h}^+(n) \frac{\sinh(|n| y)}{\sinh(|n| L)} + \tilde{h}^-(n) \frac{\sinh(|n| (L - y))}{\sinh(|n| L)} \\
+ \tilde{j_0}(n) \frac{\sinh(|n| (L - y)) - \sinh(|n| L) + \sinh(|n| y)}{|n|^2 \sinh(|n| L)},
\] (2.14)
for \( n \in \mathbb{N} \). In the case \( n = 0 \), the functions multiplying \( \tilde{h}^+(n), \tilde{h}^-(n) \) and \( \tilde{j_0}(n) \) must be understood as the limit when \( n \) tends to zero. More precisely, for \( n = 0 \), we use the replacements
\[
\frac{\sinh(|n| y)}{\sinh(|n| L)} \rightarrow \frac{y}{L}, \quad \frac{\sinh(|n| (L - y))}{\sinh(|n| L)} \rightarrow \frac{L - y}{2},
\]
and
\[
\sinh(|n|(L - y)) - \sinh(|n|L) + \sinh(|n|y) |n|^2 \sinh(|n|L) \rightarrow \frac{L^2 y}{2} \left( \frac{y}{L} - 1 \right).
\]
This convention of understanding several combinations of trigonometric hyperbolic functions when \(n = 0\) as the limit when \(n\) tends to zero will be used throughout the paper. Imposing the last boundary condition \(\partial_y \psi(n, 0) = -\tilde{g}(n)\) in (2.13), we find that
\[
\partial_y \tilde{\psi}(n, 0) = -\frac{J}{L} \delta_{0,n} + \tilde{h}^+(n) \frac{\sinh(|n|y)}{\sinh(|n|L)} + \tilde{h}^-(n) \frac{\sinh(|n|(L - y))}{\sinh(|n|L)} + \tilde{j}_0(n) \frac{1 - \cosh(|n|L)}{|n| \sinh(|n|L)} = -\tilde{g}(n).
\]

Taking the inverse Fourier transform in the first variable we obtain
\[
\partial_y \psi(x, 0) = -\frac{J}{L} + Z(x) + \frac{1}{2\pi} \int_{\mathbb{S}^1} \sum_{n = -\infty}^{n = \infty} \frac{1 - \cosh(|n|L)}{|n| \sinh(|n|L)} e^{in(x-n)} j_0(\eta) \ d\eta = -g(x) \tag{2.15}
\]
with
\[
Z(x) = \frac{1}{2\pi} \sum_{n = -\infty}^{n = \infty} \left( \tilde{h}^+(n) \frac{|n|}{\sinh(|n|L)} - \tilde{h}^-(n) \frac{|n|}{\tanh(|n|L)} \right) e^{inx}. \tag{2.16}
\]
Using the symmetry in \(n\) and denoting the kernel
\[
G^L(x) = \sum_{n = -\infty}^{n = \infty} \frac{\cosh(nL) - 1}{n \sinh(nL)} e^{inx},
\]
we have that (2.15) can be expressed as the following convolution equation for \(j_0\).
\[
T^L j_0(x) = -\frac{1}{2\pi} \int_{\mathbb{S}^1} G^L(x - \eta) j_0(\eta) \ d\eta = \tilde{g}(x) + \frac{J}{L}. \tag{2.19}
\]
Notice that the function \(\tilde{g}\) depends only on the boundary values \(g\) and \(f\). Using the fact that the Fourier coefficients in (2.17) are different than zero, we can use standard Fourier techniques to invert the operator yielding
\[
j_0(x) = (T^L)^{-1} \tilde{g}(x) = -\frac{1}{2\pi} \int_{\mathbb{S}^1} \tilde{G}^L(x - \eta) \tilde{g}(\eta) \ d\eta + \frac{2J}{L^2}. \tag{2.20}
\]
where the kernel function \(\tilde{G}^L(x)\) can be explicitly computed as
\[
\tilde{G}^L(x) = \sum_{n = -\infty}^{n = \infty} \frac{n \sinh(nL)}{\cosh(nL) - 1} e^{inx}.
\]
The value of \(J\) that until now is undetermined is obtained by means of the previous derived formula (2.12). Using (2.20) we find that
\[
J = \frac{L}{2\pi} \int_0^{2\pi} \tilde{g}(\eta) \ d\eta = -L \tilde{g}(0) - (\tilde{h}^+(0) - \tilde{h}^-(0)). \tag{2.21}
\]

Once we have obtained the value of \(j_0\) and \(J\), we can use formula (2.14) which combined with Fourier inverse formula yields \(\psi(x, y)\) and hence \(W\) since \(W = (0, A) + \nabla^\perp \psi\).

In the following sections we will show how to solve the full non-linear problem (2.1), (2.2) and (1.7) by using a perturbative argument with respect to the linear problem.
3. The non-linear problem: an integral equation for the current

In this section we will derive an integral equation for the current \( j \) on \( \partial \Omega_- \), namely \( j_0 = j(x,0), \ x \in \mathbb{S}^1 \). As expected, this integral equation will be a perturbation of equation (2.20) that we have obtained for the linearized problem. The solution of this equation will give \( j_0(x) \) in terms of the perturbation magnetic field \( b \) and the boundary values \( f \) and \( g \). In the following subsection, using a formal argument that assumes the convergence of some Fourier series, we show how to arrive to an integral equation for \( j_0(x) \). We will not consider in detail the convergence of the Fourier series and the precise definitions of the operators that appeared in this section will be given later (cf. Subsection 3.3).

3.1. The formal argument using Fourier series. Proceeding as in the Section 2, we define the operator \( \Gamma : B_M(C^{2,\alpha}(\Omega)) \to C^{2,\alpha}(\Omega) \) using two building blocks: a transport type problem and a div-curl problem. Given \( b \in B_M(C^{2,\alpha}(\Omega)) \) we define \( j \in C^{1,\alpha}(\Omega) \) as the solution to the transport type problem

\[
\begin{aligned}
((0,1)+b) \cdot \nabla j &= 0, \text{ in } \Omega \\
j &= j_0, \text{ on } \partial \Omega_-
\end{aligned}
\] (3.1)

where \( j_0 \) is a priori an unknown quantity. As a second step, we define \( W \in C^{2,\alpha}(\Omega) \) as the unique solution to the following div-curl problem

\[
\begin{aligned}
\nabla \times W &= j, \text{ in } \Omega \\
\text{div } W &= 0, \text{ in } \Omega \\
W \cdot n &= f, \text{ on } \partial \Omega \\
W \cdot \tau &= g, \text{ on } \partial \Omega_- \\
\int_{\Omega} W(0,y) \ dy &= J.
\end{aligned}
\] (3.2)

Then, we define \( \Gamma(b) = W \). By the theory of transport equations (cf. [2, Proposition 3.8]), it is well-known that system (3.1) can be solved by using the integral curves of the vector field \( B = (0,1)+b \). More precisely, the explicit solution to (3.1) is given

\[
j(x,y) = j_0(X^{-1}(x,y))
\] (3.3)

where \( X^{-1} \) is the inverse of the mapping \( \xi \to X(\xi,y) \) solving the ordinary differential equation

\[
\begin{aligned}
\partial_y X(\xi,y) &= \frac{b_1(X(\xi,y),y)}{\text{tr}_2(X(\xi,y),y)} \\
X(\xi,0) &= \xi
\end{aligned}
\] (3.4)

Arguing as in (2.6) in Section 2 using the stream function \( \psi \), the div-curl problem (3.2) becomes

\[
\begin{aligned}
\Delta \psi &= j_0(X^{-1}(x,y)), \text{ in } \Omega \\
\psi(x,L) &= -J + h^-(x), \ x \in \mathbb{R} \\
\psi(x,0) &= h^+(x), \ x \in \mathbb{R} \\
\partial_{y} \psi(x,0) &= -g(x), \ x \in \mathbb{R}
\end{aligned}
\] (3.5)

where we recall that \( h^+(x), h^-(x) \) and \( A \) are given in (2.7) and (2.8) respectively. To solve (3.5) we do not use variation of parameters but compute directly the fundamental solution \( \Phi(x,y,y_0) \) solving the problem

\[
\begin{aligned}
\Delta \Phi(x,y,y_0) &= \delta(x) \delta(y-y_0), \text{ in } \Omega \\
\Phi &= 0, \text{ on } \partial \Omega.
\end{aligned}
\] (3.6)
Using Fourier transform and imposing the continuity jump conditions we infer that
\[
\Phi(x, y, y_0) = \begin{cases} 
\frac{1}{2\pi} \sum_{n=-\infty}^{n=\infty} \frac{\sinh(n(L - y_0)) \sinh(ny)}{n \sinh(nL)} e^{inx}, & \text{for } y < y_0, \\
\frac{1}{2\pi} \sum_{n=-\infty}^{n=\infty} \frac{\sinh(n(L - y)) \sinh(ny_0)}{n \sinh(nL)} e^{inx}, & \text{for } y > y_0.
\end{cases}
\] (3.7)

Moreover, the normal derivative at \( y = 0 \) is given by
\[
\frac{\partial y}{\partial y} \Phi(x, 0, y_0) = -\frac{1}{2\pi} \sum_{n=-\infty}^{n=\infty} \frac{\sinh(n(L - y_0))}{n \sinh(nL)} e^{inx}.
\]

Computing an homogeneous solution and imposing the boundary value conditions
\[
\psi(x, L) = -J + h^+(x), \quad \psi(x, 0) = h^-(x) \quad \text{and} \quad \partial_y \psi(x, 0) = -g(x),
\]
we conclude (similarly as in Section 2) that
\[
\frac{\partial y}{\partial y} \psi(x, 0) = \frac{J}{L} + Z(x) - \frac{1}{2\pi} \int_0^L dy \int_{\mathbb{S}^1} \sum_{n=-\infty}^{n=\infty} \frac{\sinh(n(L - y_0))}{n \sinh(nL)} e^{inx} j_0(X^{-1}(\xi, y_0)) d\xi \quad (3.8)
\]
where \( Z(x) \) is defined in (2.16). Therefore we have that for \( \bar{g} \) as in (2.18) we can write (3.8) as the following integral equation for \( j_0 \)
\[
\mathcal{T}^{NL} j_0(x) = -\frac{1}{2\pi} \int_0^L dy \int_{\mathbb{S}^1} \sum_{n=-\infty}^{n=\infty} \frac{\sinh(n(L - y_0))}{n \sinh(nL)} e^{inx} j_0(X^{-1}(\xi, y_0)) d\xi = \bar{g}(x) + \frac{J}{L} \quad (3.9)
\]
Notice that the operator in (3.9) reduces to (2.19) in the particular case where \( X^{-1}(\xi, y_0) = \xi \), which corresponds to the linearized case considered in Section 2. From now on, in integral expressions like (3.9) which results in functions depending only on \( x \) we replace the integration variable \( y_0 \) for \( y \) for the sake of simplicity. We rewrite the operator equation (3.9) into a more convenient form. To that purpose, we define
\[
\Theta(\xi, y) = X^{-1}(\xi, y) - \xi \quad (3.10)
\]
and plugging (3.10) in (3.9) we infer that the operator \( \mathcal{T}^{NL} \) can be expressed as
\[
\mathcal{T}^{NL} j_0(x) = -\frac{1}{2\pi} \int_0^L dy \int_{\mathbb{S}^1} \sum_{n=-\infty}^{n=\infty} \frac{\sinh(n(L - y_0))}{n \sinh(nL)} e^{inx} j_0(\xi + \Theta(\xi, y)) d\xi \quad (3.11)
\]
Using the following changes of variables
\[
X^{-1}(\xi, y) = \xi + \Theta(\xi, y) = \eta, \quad d\xi = \frac{d\eta}{1 + \partial_\xi \Theta(X(\eta, y), y)},
\] (3.12)
we obtain
\[
\mathcal{T}^{NL} j_0(x) = -\frac{1}{2\pi} \int_0^L dy \int_{\mathbb{S}^1} \sum_{n=-\infty}^{n=\infty} \frac{\sinh(n(L - y))}{n \sinh(nL)} e^{in(x - X(\eta, y))} j_0(\eta) \frac{1}{(1 + \partial_\eta \Theta(X(\eta, y), y))} d\eta \quad (3.13)
\]
Defining, \( \Lambda(\eta, y) = X(\eta, y) - \eta \) we notice that the operator (3.13) can be written as
\[
\mathcal{T}^{NL} j_0(x) = -\frac{1}{2\pi} \int_{\mathbb{S}^1} G^{NL}(x - \eta, \eta) j_0(\eta) d\eta \quad (3.14)
\]
where
\[
G^{NL}(x, \eta) = \sum_{n=-\infty}^{n=\infty} a_n(\eta) e^{inx} \quad (3.15)
\]
Thus the integral equation (3.9) for $j_0$ becomes

$$
\mathcal{T}^{NL} j_0(x) = -\frac{1}{2\pi} \int_{\mathbb{S}_1} G^{NL}(x-\eta,\eta) j_0(\eta) \, d\eta = \tilde{g}(x) + \frac{J}{L}
$$

(3.17)

### 3.2. Decomposing the operator $\mathcal{T}^{NL}$

In this subsection, we will decompose the operator $\mathcal{T}^{NL}$ defined in (3.14)-(3.16) into several operators which are more tractable and easier to estimate. In particular, we will split the operator into one main term which is a convolution operator and several remainder terms which are perturbations of convolution operators.

To that purpose we first notice that the coefficients in (3.16) can be written as

$$
a_n(\eta) = \int_0^L \frac{\sinh(n(L-y))}{\sinh(nL)} e^{-in\Lambda(\eta,y)} dy + \int_0^L \frac{\sinh(n(L-y))}{\sinh(nL)} \left[ \frac{e^{-in\Lambda(\eta,y)}}{1 + \partial_\eta \Theta(X(\eta,y),y)} - 1 \right] dy
$$

$$
= a_n^0(\eta) + a_n^1(\eta).
$$

The first term can be easily integrated since it does not depend on $\eta$, giving

$$
a_n^0 = \frac{1}{n} \left[ \cosh(nL) - 1 \right] \sinh(nL)
$$

(3.18)

and the second term is split as

$$
a_n^1(\eta) = \int_0^L \frac{\sinh(n(L-y))}{\sinh(nL)} \left[ \frac{e^{-in\Lambda(\eta,y)} - 1}{1 + \partial_\eta \Theta(X(\eta,y),y)} \right] dy - \int_0^L \frac{\sinh(n(L-y))}{\sinh(nL)} \left[ \frac{\partial_\eta \Theta(X(\eta,y),y)}{1 + \partial_\eta \Theta(X(\eta,y),y)} \right] dy
$$

$$
= a_n^2(\eta) + a_n^3(\eta).
$$

Moreover, we have that

$$
\frac{\sinh(n(L-y))}{\sinh(nL)} = e^{-|n|y} - M(n,y)
$$

(3.19)

where

$$
M(n,y) = \frac{e^{-2|n|L}(e^{\,|n|y} - e^{-|n|y})}{1 - e^{-2|n|L}}.
$$

(3.20)

By means of this computation, we find that

$$
a_n^2(\eta) = \int_0^L e^{-|n|y} \left[ \frac{e^{-in\Lambda(\eta,y)} - 1}{1 + \partial_\eta \Theta(X(\eta,y),y)} \right] dy + R_n^2(\eta)
$$

(3.21)

where

$$
R_n^2(\eta) = \int_0^L M(n,y) \left[ \frac{e^{-in\Lambda(\eta,y)} - 1}{1 + \partial_\eta \Theta(X(\eta,y),y)} \right] dy.
$$

(3.22)

Similarly, we have that

$$
a_n^3(\eta) = \int_0^L e^{-|n|y} \left[ \frac{\partial_\eta \Theta(X(\eta,y),y)}{1 + \partial_\eta \Theta(X(\eta,y),y)} \right] dy + R_n^3(\eta)
$$

(3.23)

where

$$
R_n^3(\eta) = \int_0^L M(n,y) \left[ \frac{\partial_\eta \Theta(X(\eta,y),y)}{1 + \partial_\eta \Theta(X(\eta,y),y)} \right] dy.
$$

(3.24)
Therefore, collecting the expressions (3.18)-(3.24) and using the definition of $G$ and the remainder terms we obtain

$$a_n(\eta) = a_n^0 + a_n^2(\eta) + a_n^3(\eta) + R_n^2(\eta) + R_n^3(\eta)$$

and using the definition of $G^{NL}(x, \eta)$ given in (3.15) we can rewrite $G^{NL}(x, \eta)$ as

$$G^{NL}(x, \eta) = \sum_{n=-\infty}^{n=\infty} \left( a_n^0 + a_n^1(\eta) \right) e^{inx} = \sum_{n=-\infty}^{n=\infty} \left( a_n^0 + a_n^2(\eta) + a_n^3(\eta) + R_n^2(\eta) + R_n^3(\eta) \right) e^{inx}$$

where the main term is given by

$$G_0^{NL}(x) = \sum_{n=-\infty}^{n=\infty} 1 \left[ \frac{\cosh(nL) - 1}{\sinh(nL)} \right] e^{inx}$$

and the remainder terms

$$G_1^{NL}(x, \eta) = \sum_{n=-\infty}^{n=\infty} e^{inx} \int_0^L e^{-|y|} \frac{e^{-in\Lambda(\eta,y)}}{1 + \partial_y \Theta(X(\eta,y), y))} dy,$$

$$G_2^{NL}(x, \eta) = \sum_{n=-\infty}^{n=\infty} e^{inx} \int_0^L e^{-|y|} \frac{\partial_y \Theta(X(\eta,y), y))}{1 + \partial_y \Theta(X(\eta,y), y))} dy,$$

$$G_3^{NL}(x, \eta) = \sum_{n=-\infty}^{n=\infty} e^{inx} \int_0^L M(n,y) \left[ \frac{e^{-in\Lambda(\eta,y)}}{1 + \partial_y \Theta(X(\eta,y), y))} - 1 \right] dy,$$

$$G_4^{NL}(x, \eta) = \sum_{n=-\infty}^{n=\infty} e^{inx} \int_0^L M(n,y) \left( \frac{\partial_y \Theta(X(\eta,y), y))}{1 + \partial_y \Theta(X(\eta,y), y))} - 1 \right) dy.$$

Using this decomposition we write the operator $\mathcal{T}^{NL}$ in (3.14) as

$$\mathcal{T}^{NL} j_0(x) = \mathcal{T}_0^{NL} j_0(x) + \sum_{i=1}^{4} \mathcal{T}_i^{NL} j_0(x)$$

where

$$\mathcal{T}_0^{NL} j_0(x) = -\frac{1}{2\pi} \int_{\mathbb{S}^1} G_0^{NL}(x-\eta) j_0(\eta) d\eta,$$

$$\mathcal{T}_i^{NL} j_0(x) = -\frac{1}{2\pi} \int_{\mathbb{S}^1} G_i^{NL}(x-\eta) j_0(\eta) d\eta, \quad \text{for } i = 1, \ldots, 4.$$  

**Remark 3.1.** Notice that the main term $G_0^{NL}(x)$ does not depend on $\eta$ and coincides with the linearized kernel $G^L(x)$ in (2.17). Therefore, $\mathcal{T}_0^{NL}$ is a convolution operator that can be inverted using Fourier series.

We can formally rewrite the integral equation (3.17) for $j_0$ in the form a second order Fredholm integral equation. Indeed, using the fact that the operator $\mathcal{T}_0^{NL}$ is a convolution that can be inverted using Fourier series, we can write equation (3.17) as

$$j_0(x) + \sum_{i=1}^{4} T_i j_0(x) = G(x) + \frac{2J}{L^2}$$

where

$$T_i = [\mathcal{T}_0^{NL}]^{-1} \mathcal{T}_i^{NL}, \quad \text{for } i = 1, \ldots, 4 \quad \text{and} \quad G = [\mathcal{T}_0^{NL}]^{-1} \tilde{g},$$

with

$$\tilde{g},$$

Using this decomposition we write the operator $\mathcal{T}^{NL}$ in (3.14) as

$$\mathcal{T}^{NL} j_0(x) = \mathcal{T}_0^{NL} j_0(x) + \sum_{i=1}^{4} \mathcal{T}_i^{NL} j_0(x)$$
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$$\mathcal{T}_0^{NL} j_0(x) = -\frac{1}{2\pi} \int_{\mathbb{S}^1} G_0^{NL}(x-\eta) j_0(\eta) d\eta,$$

$$\mathcal{T}_i^{NL} j_0(x) = -\frac{1}{2\pi} \int_{\mathbb{S}^1} G_i^{NL}(x-\eta) j_0(\eta) d\eta, \quad \text{for } i = 1, \ldots, 4.$$  

**Remark 3.1.** Notice that the main term $G_0^{NL}(x)$ does not depend on $\eta$ and coincides with the linearized kernel $G^L(x)$ in (2.17). Therefore, $\mathcal{T}_0^{NL}$ is a convolution operator that can be inverted using Fourier series.

We can formally rewrite the integral equation (3.17) for $j_0$ in the form a second order Fredholm integral equation. Indeed, using the fact that the operator $\mathcal{T}_0^{NL}$ is a convolution that can be inverted using Fourier series, we can write equation (3.17) as

$$j_0(x) + \sum_{i=1}^{4} T_i j_0(x) = G(x) + \frac{2J}{L^2}$$

where

$$T_i = [\mathcal{T}_0^{NL}]^{-1} \mathcal{T}_i^{NL}, \quad \text{for } i = 1, \ldots, 4 \quad \text{and} \quad G = [\mathcal{T}_0^{NL}]^{-1} \tilde{g},$$
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$$\tilde{g},$$
with \( \bar{g} \) defined in (2.18). We now argue as in the case of the linearized problem and explain how to choose \( J \) in order to obtain a uni-valued pressure function \( p \) on \( \Omega \). To this end, we use equation (3.1) to construct the pressure \( p \) by means of the following identity

\[
p(x) = \int_0^{2\pi} [J \times B](y) \cdot dy
\]  

(3.31)

where the integral on the right hand side is the line integration computed along any curve connecting \( 0 = (0,0) \) and \( x \in \Omega \). The function \( p \) given by (3.31) is uni-valued in \( \Omega \) if and only if

\[
\int_0^{2\pi} [j \times B]_1(x,0) \, dx = 0,
\]  

(3.32)

where \( (j \times B)_1 \) denotes the first component of the vector \( j \times B \). Moreover, we notice that \( (j \times B)_1(x,0) = -j_0(x)(1 + b_2(x,0)) = -j_0(x)(1 + f^-(x)) \) where \( f^- = f|_{\partial \Omega} \). Then, (3.32) is equivalent to

\[
\int_0^{2\pi} j_0(x)(1 + f^-(x)) \, dx = 0.
\]  

(3.33)

Using (3.29) we find that

\[
\frac{1}{2\pi} \int_0^{2\pi} j_0(x) \, dx = \frac{2J}{L^2} + \frac{1}{2\pi} \int_0^{2\pi} G(x) \, dx - \frac{1}{2\pi} \sum_{i=1}^4 \int_0^{2\pi} T_{i,j_0}(x) \, dx.
\]  

(3.34)

Combining (3.33) and (3.34) we obtain that

\[
\frac{2J}{L^2} = \frac{1}{2\pi} \int_0^{2\pi} G(x) \, dx + \frac{1}{2\pi} \sum_{i=1}^4 \int_0^{2\pi} T_{i,j_0}(x) \, dx - \frac{1}{2\pi} \int_0^{2\pi} j_0(x)f^-(x) \, dx
\]  

(3.35)

Plugging (3.35) into (3.29) and denoting by \( \langle h \rangle = \frac{1}{2\pi} \int_0^{2\pi} h(x) \, dx \) we have that

\[
j_0(x) = -\sum_{i=1}^4 (T_{i,j_0}(x) - \langle T_{i,j_0} \rangle) + G(x) - \langle G \rangle - \langle j_0f^- \rangle.
\]  

(3.36)

The problem (3.36) is a fixed point type of equation which will be shown to be equivalent to the solution \((B,p)\). Indeed, after solving equation (3.36), we can obtain the value of \( j(x,y) \) in \( \Omega \) using the transport type problem (3.1) and recover the new magnetic field \( W \) using the div-curl system (3.2).

3.3. A rigorous formulation of the problem. The previous computations in Subsections 3.1 and 3.2 are purely formal, since we did not consider in a rigorous manner the convergence of the Fourier series. In this subsection, we will give a precise meaning of the integral equation (3.36) for \( j_0 \). To this end, we first give a detailed definition of the operators \( T_1, \ldots, T_4 \) in (3.30). We defined the operators \( T_1 \) and \( T_2 \) as

\[
T_1j_0(x) = -\lim_{\epsilon \to 0^+} \int_{\mathbb{S}^1} \Theta_1,\epsilon(x - \eta, \eta)j_0(\eta) \, d\eta,
\]  

(3.37)

\[
T_2j_0(x) = -\lim_{\epsilon \to 0^+} \int_{\mathbb{S}^1} \Theta_2,\epsilon(x - \eta, \eta)j_0(\eta) \, d\eta,
\]  

(3.38)

where

\[
\Theta_1,\epsilon(x, \eta) = \sum_{n=\pm \infty} n \sinh(nL) \cosh(nL) \int_{-\epsilon}^{\epsilon} e^{-|y|} \left[ \frac{e^{-in\lambda(\eta, \eta)}}{1 + \partial_\lambda \Theta(X(\eta, \eta), y)} \right] dy,
\]  

(3.39)

\[
\Theta_2,\epsilon(x, \eta) = \sum_{n=\pm \infty} n \sinh(nL) \cosh(nL) \int_{-\epsilon}^{\epsilon} e^{-|y|} \left[ \frac{\partial_\xi \Theta(X(\eta, \eta), y)}{1 + \partial_\xi \Theta(X(\eta, \eta), y)} \right] dy.
\]  

(3.40)
On the other hand, the operators $T_3, T_4$ are given by

$$T_3j_0(x) = -\frac{1}{2\pi} \int_{S^1} \Theta_3(x - \eta, \eta) j_0(\eta) \, d\eta,$$

$$T_4j_0(x) = -\frac{1}{2\pi} \int_{S^1} \Theta_4(x - \eta, \eta) j_0(\eta) \, d\eta,$$  

where

$$\Theta_3(x, \eta) = \sum_{n=1}^{\infty} \frac{n \sinh(nL)}{(\cosh(nL) - 1)} e^{inx} \int_0^L M(n, y) \left[ \frac{e^{-in\Lambda(n,y)} - 1}{1 + \partial_x \Theta(X(\eta, y), y)} \right] \, dy,$$

$$\Theta_4(x, \eta) = \sum_{n=1}^{\infty} \frac{n \sinh(nL)}{(\cosh(nL) - 1)} e^{inx} \int_0^L M(n, y) \left[ \frac{\partial_x \Theta(X(\eta, y), y)}{1 + \partial_x \Theta(X(\eta, y), y)} \right] \, dy,$$

with $M(n,y)$ as in (3.20). The operators $T_i$ for $i = 1, \ldots, 4$ will act on functions $j_0$ on some suitable Hölder spaces. The fact that the operators $T_i$ for $i = 1, \ldots, 4$ in this spaces are well-defined operators will be shown in Section 4. For instance the reason why operators $T_3, T_4$ are well defined acting on Hölder functions $j_0$ readily follows from the fact that $\Theta_3(x, \eta), \Theta_4(x, \eta)$ are $C^\infty$ in $x$ due to the exponential decay of the function $M(n,y)$ as $|n| \to \infty$. To deal with operators $T_1, T_2$ some refined estimates for perturbations of non-convolution singular integral operators will be required.

We now define in a precise manner the operator $T_0^{NL}$ in (3.27). On the one hand notice that

$$\frac{1}{|n|} \cosh(nL) - 1 \sinh(nL) = \frac{1}{|n|} + Q_n \text{ for } n \neq 0, \text{ and } \frac{1}{|n|} \cosh(nL) - 1 \sinh(nL) = Q_0,$$  

where

$$Q_n = \frac{1}{n} \left( \frac{\cosh(nL) - 1}{\sinh(nL)} - \text{sgn}(n) \right), \text{ for } n \neq 0, \text{ and } Q_0 = \frac{L}{2}.$$  

We recall that the periodic Hilbert transform denoted by $\mathcal{H}$ is given in Fourier side as

$$\mathcal{H}f(n) = -i \text{sgn}(n) \tilde{f}(n), n \in \mathbb{N}$$

and define the linear operator $\partial_x^{-1}: L^2(S^1) \to H^1(S^1)$ by means of

$$\partial_x^{-1} \psi(x) = \begin{cases} \int_0^x \psi(\xi) \, d\xi - \frac{1}{2\pi} \int_0^{2\pi} \psi(\xi) \xi \, d\xi, \text{ if } \int_0^{2\pi} \psi(x) \, dx = 0, \\ 0, \text{ if } \psi(x) = 1. \end{cases}$$

Then it is natural to define $T_0^{NL}$ in (3.27) as

$$T_0^{NL} \psi(x) = -\mathcal{H} \partial_x^{-1} \psi(x) + \int_{S^1} Q(x - \eta) \psi(\eta) \, d\eta,$$  

where

$$Q(x) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} Q_n e^{inx}.$$  

On the other hand, notice that the derivative operator $\partial_x$ is the inverse of $\partial_x^{-1}$, i.e. $\partial_x \circ \partial_x^{-1} = \mathcal{I}$, where $\mathcal{I}$ denotes the identity operator. Hence, we find that the inverse operator $(T_0^{NL})^{-1}$ is given by

$$(T_0^{NL})^{-1} \psi(x) = \mathcal{H} \partial_x \psi(x) - \int_{S^1} \tilde{Q}(x - \eta) \psi(\eta) \, d\eta,$$  

where

$$\tilde{Q}(x) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} \tilde{Q}_n e^{inx}.$$
and
\[ \tilde{Q}_n = \left( n \frac{\sinh(nL)}{\cosh(nL) - 1} - |n| \right), \quad \text{for } n \neq 0, \quad \tilde{Q}_0 = \frac{2}{L} \text{ for } n = 0. \]

Thus, we have that \( (T_0^{NL})^{-1} \circ (T_0^{NL}) = (T_0^{NL}) \circ (T_0^{NL})^{-1} = \mathcal{I} \). The easiest way to check this identity is to use the Fourier expression for \( T_0^{NL} \) on the left hand side in (3.45). With these definitions at hand we have that the function \( G(x) \) in (3.30) is given by
\[ G(x) = (T_0^{NL})^{-1} \tilde{g}(x) = \mathcal{H}\partial_x \tilde{g}(x) - \int_{S^1} \tilde{Q}(x - \eta) \tilde{g}(\eta) \, d\eta \quad (3.50) \]
where
\[ \tilde{g}(x) = -g(x) - \mathcal{Z}(x) \]
where \( \mathcal{Z} \) is defined in (2.16). Roughly, speaking the function \( \tilde{g} \) and hence \( G \) take into account the given boundary value conditions \( f \) on \( \partial \Omega \), \( g \) on \( \partial \Omega_- \) satisfied by the magnetic fields.

To conclude, we will define the operators given in (3.28) for \( i = 1, \ldots, 4 \) as
\[ T^{NL}_i \psi(x) = T^{NL}_0 \psi(x) \quad (3.51) \]
where \( T^{NL}_0 \) is given by (3.48) and \( T_i \) are given as (3.37), (3.38), (3.41) and (3.42).

**Remark 3.2.** The fact that the operators \( T^{NL}_i \) for \( i = 1, \ldots, 4 \) can be written as in (3.28) acting on spaces of H"{o}lder functions will be proved at the end of the paper, cf. Corollary 8.1 in Subsection 8.1.

4. H"{o}lder estimates for non-convolution singular integral operators

In order to show the existence and uniqueness of solutions of equation (3.36), we will need to derive bounds for the operators \( T_1, \ldots, T_4 \) in the functional spaces \( C^{1,\alpha} \) and \( C^\alpha \). To that purpose, we will first derive in this section some general lemmas showing \( C^{1,\alpha} \) and \( C^\alpha \) H"{o}lder estimates for non-convolution singular integral operators. These operators differ from convolutions because they contain a function \( \Lambda : \Omega \to \mathbb{S}^1 \). Estimates for these operators in H"{o}lder norms will be shown assuming a suitable smallness condition on \( \Lambda \) which will be used repeatedly in the rest of the paper. More precisely, the assumptions reads

**Assumption 4.1.** Let us assume that the function \( \Lambda : \Omega \to \mathbb{S}^1 \) has \( C^{2,\alpha}(\Omega) \) regularity and satisfies that \( \Lambda(\eta,0) = 0 \). Moreover, there exists \( \delta_0 \in (0, \frac{1}{2}) \) such that
\[ |\Lambda|_{C^{2,\alpha}(\Omega)} \leq \delta_0. \]

Let us start with the following calculus lemma that will be used throughout this section.

**Lemma 4.2.** Then there exists a numerical constant \( c_0 > 0 \) such that for any \( \Lambda \) satisfying Assumption 4.1 the following inequality holds
\[ \left| 1 - e^{i(x-\eta)y - i\Lambda(\eta,y)} \right| \geq \min \left\{ \frac{1}{2\sqrt{2}}, \frac{1}{2\sqrt{2}} \frac{1}{\sqrt{(x-\eta)^2 + y^2}}, c_0 \right\} \quad (4.1) \]
for \( x \in [-\pi, \pi], \eta \in [x - \pi, x + \pi] \) and \( y \in [0, L] \).

**Proof.** Denoting by \( z = i(x-\eta) - y - i\Lambda(\eta,y) \), we have that for \( |z| \leq \frac{1}{2} \)
\[ |e^z - 1| \geq \frac{1}{2} |z|, \quad \text{for } z \in \mathbb{C}. \quad (4.2) \]
Indeed, a straightforward calculation shows that
\[ |e^z - z - 1| = \left| \int_0^z (e^{\xi} - 1) \, d\xi \right| \leq \frac{\sqrt{e}}{2} |z|^2, \quad \text{for } |z| \leq \frac{1}{2}. \]
and hence
\[ |e^z - 1| \geq |z| - \int_0^z (e^\xi - 1) d\xi \geq (1 - \frac{\sqrt{\epsilon}}{4})|z|, \text{ for } |z| \leq \frac{1}{2}. \] (4.3)
Therefore, (4.2) follows. Furthermore,
\[ |i(x - \eta) - y - i\Lambda(\eta, y)| = \sqrt{(x - \eta)^2 - 2\Lambda(x - \eta) + y^2 + \Lambda^2}. \] (4.4)
Since by assumption \( \Lambda(\eta, 0) = 0 \) and \( |\Lambda|_{C^1(\Omega)} \leq \frac{1}{2} \) we find that
\[ |\Lambda(\eta, y)| \leq \frac{1}{2}y, \text{ for } 0 \leq y \leq L. \] (4.5)
Applying Young’s inequality in (4.4) yields
\[ |i(x - \eta) - y - i\Lambda(\eta, y)| \geq \frac{1}{\sqrt{2}}(x - \eta)^2 + y^2. \] (4.6)
and hence
\[ |i(x - \eta) - y - i\Lambda(\eta, y)| \geq \frac{1}{\sqrt{2}}(x - \eta)^2 + y^2, \] (4.7)
for \( x \in [-\pi, \pi], \eta \in [x - \pi, x + \pi] \) and \( y \in [0, L] \). On the other hand for \( |z| \geq \frac{1}{2} \) one can readily check that for \( |\Lambda|_{C^1(\Omega)} \leq \delta_0 \) we have that
\[ \min_{A} |1 - e^z| \equiv c_0, \text{ for } A = \{ z \in \mathbb{C} : |z| \geq \frac{1}{2}, |\text{Im}(z)| \leq \pi \} \] (4.8)
where the constant \( c_0 \) is independent of \( \Lambda \). Combining (4.3), (4.7) and (4.8) we conclude that estimate (4.1) follows. \( \square \)

**Remark 4.3.** Notice that in Assumption 4.1 we imposed that \( \Lambda \in C^{2,\alpha}(\Omega) \), however the proof of Lemma 4.2 can be shown only assuming \( \Lambda \in C^1(\Omega) \). However, later in the application we will use this stronger regularity assumption and therefore we prefer to already state the calculus lemma for \( \Lambda \in C^{2,\alpha}(\Omega) \).

### 4.1. \( C^\alpha \) Hölder estimates.

In this subsection, we provide a \( C^\alpha \) Hölder estimates for a type of non-convolution singular integral operators.

**Proposition 4.4 (\( C^\alpha \) estimate).** Let \( H(\eta, y) \in C^\alpha(\Omega) \) and let Assumption 4.1 hold. Then for any \( x \in \mathbb{S}^1 \) the following limit exists
\[ \lim_{\epsilon \to 0^+} \Xi_\epsilon(x) = \Xi(x), \] (4.9)
where
\[ \Xi_\epsilon(x) = \int_x^L dy \int_{\mathbb{S}^1} d\eta \ \partial_x \mathcal{A}(x, y, \eta) H(\eta, y), \ \epsilon > 0 \] (4.10)
with
\[ \mathcal{A}(x, y, \eta) = \left( \frac{e^{i(x-\eta)-y}}{(1 - e^{i(x-\eta)-y}(1 - e^{i(x-\eta)-y - i\Lambda(\eta, y)}) \right). \] (4.11)
Moreover, we have that
\[ \| \Xi \|_{C^\alpha(\mathbb{S}^1)} \leq C \| H \|_{C^\alpha(\Omega)} \] (4.12)
with \( C > 0 \).
Proof of Proposition 4.4. In order to check that the left hand side in (4.9) exists, we first notice that

$$\partial_{x}A(x, y, \eta) = -\partial_{\eta}A(x, y, \eta) - \mathcal{R}(x, y, \eta)$$

(4.13)

where

$$\mathcal{R}(x, y, \eta) = iy \frac{e^{i(x-n)-y} \partial_{y}A(\eta, y)e^{i(\eta-n)-y-i\Lambda_{y}\eta)}{(1 - e^{i(x-n)-y})(1 - e^{i(\eta-n)-y-i\Lambda_{y}\eta)}^{2}}.$$  

(4.14)

Therefore, using the fact that $$\int_{\Sigma^{1}} d\eta \partial_{\eta}(\ldots) = 0$$ we can rewrite (4.9) as

$$\Xi_{\epsilon}(x) = \Xi_{1,\epsilon}(x) + \Xi_{2,\epsilon}(x),$$

where

$$\Xi_{1,\epsilon}(x) = -\int_{E}^{L} dy \int_{\Sigma^{1}} d\eta \partial_{x,n}A(x, y, \eta) \left( H(\eta, y) - H(x, 0) \right),$$

(4.15)

$$\Xi_{2,\epsilon}(x) = -\int_{E}^{L} dy \int_{\Sigma^{1}} d\eta \mathcal{R}(x, y, \eta)H(\eta, y).$$

(4.16)

Expanding the derivative in (4.15) and manipulating the corresponding expression, we have that

$$\Xi_{1,\epsilon}(x) = \sum_{j=1}^{4} I_{j,\epsilon}$$

(4.17)

where

$$I_{j,\epsilon} = \int_{E}^{L} dy \int_{\Sigma^{1}} d\eta i_{j,\epsilon}(x, y, \eta), \text{ for } j = 1, \ldots, 4$$

(4.18)

where

$$i_{1,\epsilon}(x, y, \eta) = iye^{i(x-n)-y} \left( H(\eta, y) - H(x, 0) \right),$$

$$i_{2,\epsilon}(x, y, \eta) = iy e^{i(x-n)-y} \left( H(\eta, y) - H(x, 0) \right),$$

$$i_{3,\epsilon}(x, y, \eta) = iye^{i(x-n)-y} e^{i(\eta-n)-y-i\Lambda_{y}\eta)} \left( H(\eta, y) - H(x, 0) \right),$$

$$i_{4,\epsilon}(x, y, \eta) = iye^{i(x-n)-y} e^{i(\eta-n)-y-i\Lambda_{y}\eta)} \partial_{y}A(\eta, y) \left( H(\eta, y) - H(x, 0) \right).$$

Identifying $$\Sigma^{1}$$ with $$I_{x} = [x - \pi, x + \pi]$$ for $$x \in [-\pi, \pi]$$ and using the bound (4.1) as well as the Hölder regularity for $$H$$ we obtain

$$|i_{1,\epsilon}| \leq C |H|_{C^{\alpha}(-\pi, \pi)} \frac{y(x - \eta)^{\alpha} + y^{\alpha}}{(x - \eta)^{2} + y^{2}}$$

(4.19)

$$|i_{2,\epsilon}| + |i_{3,\epsilon}| \leq C |H|_{C^{\alpha}(-\pi, \pi)} \frac{y(x - \eta)^{\alpha} + y^{\alpha}}{(x - \eta)^{2} + y^{2}}$$

(4.20)

where $$C > 0$$ is independent on $$\epsilon$$. Therefore, using the dominated convergence it follows

$$\lim_{\epsilon \to 0} I_{j,\epsilon} \text{ exists, for } j = 1, \ldots, 3.$$  

On the other hand, we can combine $$I_{4,\epsilon}$$ and $$\Xi_{2,\epsilon}$$ as

$$I_{4,\epsilon} + \Xi_{2,\epsilon} = \int_{E}^{L} dy \int_{\Sigma^{1}} d\eta i_{4,\epsilon}(x, y, \eta),$$

(4.21)

where

$$i_{4,\epsilon}(x, y, \eta) = -H(x, 0) \frac{iy e^{i(x-n)-y} e^{i(\eta-n)-y-i\Lambda_{y}\eta)} \partial_{y}A(\eta, y)}{(1 - e^{i(x-n)-y})(1 - e^{i(\eta-n)-y-i\Lambda_{y}\eta)}^{2}}.$$  

(4.22)
Hence using again (4.1) and Assumption 4.1, we have that

\[ |i_{4,\epsilon}| \leq C \frac{y^2}{((x-\eta)^2 + y^2)^{3/2}}. \]  

(4.23)

Similarly using dominated convergence it follows that the limit \( \lim_{\epsilon \to 0^+} (J_{4,\epsilon} + \Xi_{2,\epsilon}) \) exists. Therefore, the limit on the left hand side of (4.9) exists and the function \( \Xi(x) \) is well-defined. Moreover, we have the pointwise bounds

\[ |\Xi_\epsilon(x)| \leq C \|H\|_{C_\alpha(\Omega)}, \quad \text{for } x \in S^1, \epsilon > 0, \]  

(4.24)

\[ |\Xi(x)| \leq C \|H\|_{C_\alpha(\Omega)}, \quad \text{for } x \in S^1. \]  

(4.25)

We now proceed with the \( \alpha \)-Hölder semi-norm. More precisely, we will show that

\[ |\Xi(x_1) - \Xi(x_2)| \leq C |x_1 - x_2|^\alpha \|H\|_{C_\alpha(\Omega)}, \quad \text{for } x_1, x_2 \in S^1. \]  

Due to the translation invariance of the estimate it suffices to check, without loss of generality, that the bound holds for \( x_2 = 0 \) and \( x_1 = x \), namely

\[ |\Xi(x) - \Xi(0)| \leq C |x|^\alpha \|H\|_{C_\alpha(\Omega)}, \quad \text{for } x \in S^1. \]  

(4.26)

To that purpose, by means of equation (4.15)-(4.16), we compute the difference

\[ \Xi_\epsilon(x) - \Xi_\epsilon(0) = \left[ \Xi_{1,\epsilon}(x) - \Xi_{1,\epsilon}(0) \right] + \left[ \Xi_{2,\epsilon}(x) - \Xi_{2,\epsilon}(0) \right] = J_{1,\epsilon} + J_{2,\epsilon} \]  

(4.27)

where

\[ J_{1,\epsilon} = - \int_\epsilon^L \int_{S^1} d\eta \left[ \frac{e^{i(x-\eta) - y}}{(1 - e^{i(x-\eta) - y})(1 - e^{i(x-\eta) - y - i\Lambda(\eta, y)})} (H(\eta, y) - H(x, 0)) \right. \]

\[ \left. - \frac{e^{-i\eta - y}}{(1 - e^{-i\eta - y})(1 - e^{-i\eta - y - i\Lambda(\eta, y)})} (H(\eta, y) - H(0, 0)) \right] \]

\[ J_{2,\epsilon} = - \int_\epsilon^L \int_{S^1} d\eta \left[ \frac{e^{i(x - \eta) - y} \partial_\eta \Lambda(\eta, y) e^{i(x - \eta) - y - i\Lambda(\eta, y)}}{(1 - e^{i(x - \eta) - y})(1 - e^{i(x - \eta) - y - i\Lambda(\eta, y)})^2} H(\eta, y) \right. \]

\[ \left. - \frac{e^{-i\eta - y} \partial_\eta \Lambda(\eta, y) e^{-i\eta - y - i\Lambda(\eta, y)}}{(1 - e^{-i\eta - y})(1 - e^{-i\eta - y - i\Lambda(\eta, y)})^2} H(\eta, y) \right]. \]

Notice that the functions \( J_{1,\epsilon} \) and \( J_{2,\epsilon} \) depend on \( x \), but do not write it explicitly for the sake of simplicity. Moreover, recall that using the arguments above we have that the limits \( \lim_{\epsilon \to 0^+} J_{1,\epsilon} \) and \( \lim_{\epsilon \to 0^+} J_{2,\epsilon} \) exist. Expanding the derivative we can split the integral in the following manner

\[ J_{1,\epsilon} + J_{2,\epsilon} = J_{11,\epsilon} + J_{12,\epsilon} + J_{13,\epsilon} + J_{14,\epsilon} \]
where

\[
J_{11,\epsilon} = \int_\epsilon^L dy \int_{S^1} d\eta \left[ \frac{iy e^{i(x-\eta)-y}}{(1-e^{i(x-\eta)-y-i\lambda(\eta,y)})} (H(\eta,y) - H(x,0)) + \frac{iy e^{-i\eta-y}}{(1-e^{-i\eta-y})} (H(\eta,y) - H(0,0)) \right]
\]

\[
J_{12,\epsilon} = \int_\epsilon^L dy \int_{S^1} d\eta \left[ \frac{iy e^{i(x-\eta)-y}}{(1-e^{i(x-\eta)-y-i\lambda(\eta,y)})^2} (H(\eta,y) - H(x,0)) \right]
\]

\[
J_{13,\epsilon} = \int_\epsilon^L dy \int_{S^1} d\eta \left[ \frac{iy e^{i(x-\eta)-y}}{(1-e^{i(x-\eta)-y-i\lambda(\eta,y)})^2} (H(\eta,y) - H(x,0)) \right]
\]

\[
J_{14,\epsilon} = -\int_\epsilon^L dy \int_{S^1} d\eta \left[ \frac{iy e^{i(x-\eta)-y}}{(1-e^{i(x-\eta)-y-i\lambda(\eta,y)})^2} \partial_y \Lambda(\eta,y) \right]
\]

Notice that in \(J_{14,\epsilon}\) we have combined one of the terms resulting in \(J_{1,\epsilon}\) with \(J_{2,\epsilon}\) in the same way that we combined the term \(I_{4,\epsilon} + \Xi_{2,\epsilon}\) in (4.21).

We divide the region of integration \(\{(\eta, y) \in S^1 \times [\epsilon, L]\}\) into sets of the form

\[
R_{\Omega,\le}^\epsilon = \{(\eta, y) \in \Omega : \max\{|y|, |\eta|\} \le 2|x| \text{ and } \epsilon \le y \le L\},
\]

\[
R_{\Omega,>}^\epsilon = \{(\eta, y) \in \Omega : \max\{|y|, |\eta|\} > 2|x| \text{ and } \epsilon \le y \le L\},
\]

for \(\epsilon \ge 0\) and estimate each integral in the different sets. For the sake of simplicity we will write \(R_{\Omega,\le}^0 = R_{\Omega,\le}\) and \(R_{\Omega,>}^0 = R_{\Omega,>}\). Therefore, we have

\[
J_{1k,\epsilon} = \int_{R_{\Omega,\le}^\epsilon} dy d\eta \left[ \ldots \right] + \int_{R_{\Omega,>}^\epsilon} dy d\eta \left[ \ldots \right] = J_{1k1,\epsilon} + J_{1k2,\epsilon}
\]

for \(k = 1, \ldots, 4\). Using Lemma 4.2 to estimate the denominators in the integrals we obtain

\[
|J_{111,\epsilon}| \le C \|H\|_{C^0(\Omega)} \int_{R_{\Omega,\le}} dy d\eta \left[ \frac{y(|x-\eta|^\alpha + y^2)}{(x-\eta)^2 + y^2} + \frac{y(|\eta|^\alpha + y^2)}{\eta^2 + y^2} \right] \le C \|H\|_{C^0(\Omega)} |x|^\alpha,
\]

\[
|J_{121,\epsilon}| + |J_{131,\epsilon}| \le C \|H\|_{C^0(\Omega)} \int_{R_{\Omega,\le}} dy d\eta \left[ \frac{y(|x-\eta|^\alpha + y^2)}{(x-\eta)^2 + y^2} + \frac{y(|\eta|^\alpha + y^2)}{\eta^2 + y^2} \right] \le C \|H\|_{C^0(\Omega)} |x|^\alpha,
\]

\[
|J_{141,\epsilon}| \le C \|\Lambda\|_{C^0(\Omega)} \|H\|_{L^\infty(\Omega)} \int_{R_{\Omega,\le}} dy d\eta \left[ \frac{y^2}{((x-\eta)^2 + y^2)^{3/2}} + \frac{y^2}{(\eta^2 + y^2)^{3/2}} \right] \le C \|H\|_{L^\infty(\Omega)} |x| \le C \|H\|_{L^\infty(\Omega)} |x|^\alpha.
\]
In the region \( R_{\Omega,>} = \{ \max\{|\eta|,|\eta\| > 2|x| \text{ and } \epsilon \leq y \leq L \} \), we rewrite the term \( J_{1,2,\epsilon} \) for \( k = 1,\ldots,4 \) in the following way

\[
J_{11,\epsilon} = \int_{R_{\Omega,>}} dy \, d\eta \left\{ \frac{iye^{i(x-\eta)-y}}{(1 - e^{i(x-\eta)-y} - i\Lambda(\eta,\eta,\eta))} - \frac{iye^{-i\eta-y}}{(1 - e^{-i\eta-y} - i\Lambda(\eta,\eta,\eta))} \right\} \times (H(\eta, y) - H(x, 0))
\]

\[
- \int_{R_{\Omega,>}} dy \, d\eta \frac{iye^{-i\eta-y}}{(1 - e^{-i\eta-y} - i\Lambda(\eta,\eta,\eta))(H(x, 0) - H(0, 0))} = K_{1,\epsilon} + K_{2,\epsilon},
\]

\[
J_{12,\epsilon} = \int_{R_{\Omega,>}} dy \, d\eta \left\{ \frac{iye^{i(x-\eta)-y}2}{(1 - e^{i(x-\eta)-y} - i\Lambda(\eta,\eta,\eta))} - \frac{iye^{-i\eta-y}2}{(1 - e^{-i\eta-y} - i\Lambda(\eta,\eta,\eta))} \right\} \times (H(\eta, y) - H(x, 0))
\]

\[
- \int_{R_{\Omega,>}} dy \, d\eta \frac{iye^{-i\eta-y}2}{(1 - e^{-i\eta-y} - i\Lambda(\eta,\eta,\eta))(H(x, 0) - H(0, 0))} = K_{3,\epsilon} + K_{4,\epsilon},
\]

\[
J_{13,\epsilon} = \int_{R_{\Omega,>}} dy \, d\eta \left\{ \frac{iye^{i(x-\eta)-y}e^{-i(x-\eta)-y}i\Lambda(\eta,\eta,\eta,\eta)}{(1 - e^{i(x-\eta)-y} - i\Lambda(\eta,\eta,\eta))} - \frac{iye^{-i\eta-y}e^{-i(x-\eta)-y}i\Lambda(\eta,\eta,\eta)}{(1 - e^{-i\eta-y} - i\Lambda(\eta,\eta,\eta))} \right\} \times (H(\eta, y) - H(x, 0))
\]

\[
- \int_{R_{\Omega,>}} dy \, d\eta \frac{iye^{-i\eta-y}e^{-i(x-\eta)-y}i\Lambda(\eta,\eta,\eta,\eta)}{(1 - e^{-i\eta-y} - i\Lambda(\eta,\eta,\eta))(H(x, 0) - H(0, 0))} = K_{5,\epsilon} + K_{6,\epsilon},
\]

\[
J_{14,\epsilon} = \int_{R_{\Omega,>}} dy \, d\eta \left\{ \frac{iye^{i(x-\eta)-y}e^{-i(x-\eta)-y}i\Lambda(\eta,\eta,\eta,\eta)}{(1 - e^{i(x-\eta)-y} - i\Lambda(\eta,\eta,\eta,\eta))} - \frac{iye^{-i\eta-y}e^{-i(x-\eta)-y}i\Lambda(\eta,\eta,\eta,\eta)}{(1 - e^{-i\eta-y} - i\Lambda(\eta,\eta,\eta,\eta))} \right\} \times (H(\eta, y) - H(x, 0))
\]

\[
- \int_{R_{\Omega,>}} dy \, d\eta \frac{iye^{-i\eta-y}e^{-i(x-\eta)-y}i\Lambda(\eta,\eta,\eta,\eta)}{(1 - e^{-i\eta-y} - i\Lambda(\eta,\eta,\eta,\eta))(H(x, 0) - H(0, 0))} = K_{7,\epsilon} + K_{8,\epsilon}
\]

The integrands of the terms \( K_{1,\epsilon}, K_{3,\epsilon}, K_{5,\epsilon} \) and \( K_{7,\epsilon} \) can be bounded in the region \( R_{\Omega,>} \) using the mean value theorem as well as Lemma 4.2 and the Hölder regularity of \( H \). Thus

\[
|K_{1,\epsilon}| \leq C \|H\|_{C^{\alpha}(\Omega)} \int_{R_{\Omega,>}} dy \, d\eta |x| \frac{y(x - \eta|^{\alpha} + y^\alpha)}{(x - \eta)^2 + y^2} \leq \|H\|_{C^{\alpha}(\Omega)} |x|^\alpha \quad (4.31)
\]

\[
|K_{3,\epsilon}| + |K_{5,\epsilon}| \leq C \|H\|_{C^{\alpha}(\Omega)} \int_{R_{\Omega,>}} dy \, d\eta |x| \frac{y(x - \eta|^{\alpha} + y^\alpha)}{(x - \eta)^2 + y^2} \leq \|H\|_{C^{\alpha}(\Omega)} |x|^\alpha \quad (4.32)
\]

\[
|K_{7,\epsilon}| \leq C \|\Lambda\|_{C^{\alpha}(\Omega)} \|H\|_{L^{\infty}(\Omega)} \int_{R_{\Omega,>}} dy \, d\eta |x| \frac{y^2}{((x - \eta)^2 + y^2)} \leq C \|H\|_{L^{\infty}(\Omega)} |x|^\alpha.
\]  

(4.33)

Furthermore, a direct computation using Lemma 4.2 shows that

\[
|K_{2,\epsilon}| \leq C \|H\|_{C^{\alpha}(\Omega)} |x|^\alpha \int_{R_{\Omega,>}} dy \, d\eta \frac{y}{(\eta^2 + y^2)} \leq C \|H\|_{C^{\alpha}(\Omega)} |x|^\alpha.
\]  

(4.34)

Similarly, using the fact that \( \partial_\eta \Lambda(\eta,0) = 0 \) (cf. Assumption 4.1) we have that

\[
|\partial_\eta \Lambda(\eta,y)| \leq y \|\Lambda\|_{C^{\alpha}(\Omega)}.
\]
and hence

\[ |K_{8,\epsilon}| \leq C |x|^\alpha \|A\|_{C^2(\Omega)} \|H\|_{C^0(\Omega)} \int_{R_{0,\epsilon}} dy \, d\eta \frac{y^2}{(\eta^2 + y^2)^{3/2}} \leq C |x|^\alpha \|H\|_{C^0(\Omega)}. \]  

(4.35)

To conclude the proof of the \( C^0 \) bound (4.12), it only remains to estimate the more singular terms, namely \( K_{4,\epsilon} \) and \( K_{6,\epsilon} \). In these terms we can not just estimate the integrands by the \( \Lambda \) bound (4.12), it only remains to estimate the more singular \( \alpha \) variable can be explicitly computed. First, we decompose

\[ \Lambda(\eta, y) = yA(\eta) + [\Lambda(\eta, y) - A(\eta)y] \]  

(4.36)

where \( A(\eta) = \partial_\eta \Lambda(\eta,0) \). Notice that

\[ |\Lambda(\eta, y) - A(\eta)y| \leq Cy^2. \]  

(4.37)

Using this decomposition, \( K_{4,\epsilon} \) can be written as

\[ K_{4,\epsilon} = - (H(x,0) - H(0,0)) \int_{R_{1,\epsilon}} dy \, d\eta \frac{iy(e^{-i\eta - y})^2}{(1 - e^{-i\eta - y})^2(1 - e^{-i\eta - y + iA(\eta)y})} \]  

(4.38)

where the remainder term \( r_1(\eta, y) \) can be bounded using (4.37) by \( |r_1(\eta, y)| \leq Cy^2 \). Using Taylor expansion we obtain that

\[ K_{4,\epsilon} = - (H(x,0) - H(0,0)) \int_{R_{1,\epsilon}} dy \, d\eta \frac{iy(e^{-i\eta - y})^2}{(1 - e^{-i\eta - y})^2(1 - e^{-i\eta - y + iA(\eta)y})} (1 + r_2(\eta, y)) \]  

\[ = - (H(x,0) - H(0,0)) \left( \int_{R_{1,\epsilon}} dy \, d\eta \left[ \ldots \right] + \int_{R_{1,\epsilon}} dy \, d\eta \left[ \ldots \right] r_2(\eta, y) \right) = K_{41,\epsilon} + K_{42,\epsilon}, \]

where the new remainder \( r_2(\eta, y) \) is bounded by \( |r_2(\eta, y)| \leq C |y| \). The integrand in \( K_{42,\epsilon} \) is integrable and can be bounded by using Lemma 4.2 for \( \Lambda(\eta, y) = yA(\eta) \) as

\[ |K_{42,\epsilon}| \leq C |x|^\alpha \|H\|_{C^0(\Omega)} \int_{R_{0,\epsilon}} dy \, d\eta \frac{y^2}{(\eta^2 + y^2)^{3/2}} \leq C |x|^\alpha \|H\|_{C^0(\Omega)}. \]  

(4.39)

To most delicate term is \( K_{41,\epsilon} \). Using again Taylor expansion we find that

\[ K_{41,\epsilon} = - (H(x,0) - H(0,0)) \int_{R_{1,\epsilon}} dy \, d\eta \frac{iy}{(-i\eta - y)^2(-i\eta - y - iA(\eta)y)(1 + r_3(\eta, y))} \]  

(4.40)

with \( |r_3(\eta, y)| \leq C |y|^2 \). Then

\[ |K_{41,\epsilon}| \leq C |x|^\alpha \|H\|_{C^0(\Omega)}. \]  

(4.41)

To estimate the remaining term \( K_{411,\epsilon} \), we recall that \( A(\eta) = \partial_\eta \Lambda(\eta,0) \) and that by Assumption 4.1, it follows that \( |\Lambda|_{C^2(\Omega)} \leq \delta_0 \) for \( \delta_0 \in (0, \frac{1}{2}) \). Hence we can write \( A(\eta) = A(0) + [A(\eta) - A(0)] \) where

\[ |A(\eta) - A(0)| \leq \delta_0 |\eta|^\alpha. \]  

(4.42)
Therefore,
\begin{equation}
K_{411,e} = -\left(H(x,0) - H(0,0)\right) \int_{R_{\eta,x}} dy \ d\eta \frac{iy}{(-i\eta - y)^2(-i\eta - y - iA(0)y)} + K_{412,e}
\end{equation}
with \( |K_{412,e}| \leq C |x|^\alpha \|H\|_{C^\alpha(\Omega)} \). Doing the rescaling variables \( \eta = y\zeta \) and recalling that
\begin{equation}
R_{\eta,x} = \{ (\eta, y) \in \Omega : \max\{|y|,|\eta|\} > 2|x| \text{ and } \epsilon \leq y \leq L \},
\end{equation}
we infer that the above integral can be expressed as
\begin{equation}
\int_{R_{\eta,x}} dy \ d\eta \frac{iy}{(-i\eta - y)^2(-i\eta - y - iA(0)y)} = \int_{\epsilon}^{L} dy \int_{\Sigma(x,y)} \frac{d\zeta}{(i\zeta + 1)^2(i\zeta + 1 + iA(0))}
\end{equation}
with
\begin{equation}
\Sigma(x, y) = \{ \zeta \in \mathbb{R} : \max\{1,|\zeta|\} > \frac{2|x|}{y}, \ |\zeta| \leq \frac{\pi}{y}\}.
\end{equation}

In order to estimate this integral, we consider two different cases, the case for \( L \geq y \geq 2|x| \) and \( \epsilon \leq y < 2|x| \), namely
\begin{equation}
\int_{\epsilon}^{L} dy \int_{\max\{1,|\zeta|\} > \frac{2|x|}{y}} \frac{d\zeta}{(i\zeta + 1)^2(i\zeta + 1 + iA(0))} = \int_{\epsilon}^{2|x|} dy \int_{\Sigma(x,y)} \frac{d\zeta}{(i\zeta + 1)^2(i\zeta + 1 + iA(0))} = L_1 + L_2.
\end{equation}

In the case of the integral \( L_1 \), this is for \( L \geq y \geq 2|x| \), the domain of integration \( \Sigma \) reduces to \( \Sigma(x, y) = \{ \zeta \in \mathbb{R} : \ |\zeta| \leq \frac{\pi}{y}\} \). Therefore we can extend the domain of integration of \( \zeta \) to the whole space \( \mathbb{R} \) just adding a remainder term that can be estimated by \( C |y|^2 \) for small \( y \).

This follows from the fact that the integrand in \( \zeta \) can be estimated by \( \frac{C}{|\zeta|^3} \) for \( |\zeta| \geq 1 \). Thus, we have that
\begin{equation}
L_1 = \int_{2|x|}^{L} dy \int_{\mathbb{R}} \frac{d\zeta}{(i\zeta + 1)^2(i\zeta + 1 + iA(0))} + L_{12}
\end{equation}
with \( |L_{12}| \leq C \). To deal with the first integral in (4.45) we use contour integrating using residues yields
\begin{equation}
L_{11} = \int_{2|x|}^{L} dy \int_{\mathbb{R}} \frac{d\zeta}{(i\zeta + 1)^2(i\zeta + 1 + iA(0))} = 0
\end{equation}
using the fact that the only poles are in \( \zeta = -i, \zeta = -i + A(0) \) and \( A(0) \in \mathbb{R} \). We now estimate \( L_2 \). Since \( \epsilon \leq y < 2|x| \), we have that \( \frac{2|x|}{y} > 1 \) and therefore
\begin{equation}
\left\{ \max\{1,|\zeta|\} > \frac{2|x|}{y}\right\} \subset \left\{ |\zeta| > \frac{2|x|}{y}\right\}.
\end{equation}

Hence applying Fubini’s theorem we obtain
\begin{equation}
|L_2| \leq \int_{0}^{2|x|} dy \int_{|\zeta| > \frac{2|x|}{y}} \frac{1}{(i\zeta + 1)^2(i\zeta + 1 + iA(0))} \frac{d\zeta}{|\zeta|} \leq C \int_{|\zeta| > \frac{2|x|}{y}} \frac{d\zeta}{(1 + |\zeta|^2)} \int_{|\zeta| > \frac{2|x|}{y}} dy \leq C \int_{|\zeta| > \frac{2|x|}{y}} \frac{d\zeta}{(1 + |\zeta|^3)} \log(|\zeta|) \leq C.
\end{equation}

Combining (4.45)-(4.47) we have shown that
\begin{equation}
|K_{411,e}| \leq C |x|^{\alpha} \|H\|_{C^\alpha(\Omega)}
\end{equation}
as desired. Collecting (4.39), (4.41) and (4.48) we find that

$$|K_{4,\epsilon}| \leq C|x|^\alpha \|H\|_{C^\alpha(\Omega)}.$$  \hfill (4.49)

We can estimate the term $K_{6,\epsilon}$ in a similar manner. We recall that

$$K_{6,\epsilon} = -(H(x,0) - H(0,0)) \int_{R_{1,\epsilon}} dy \, d\eta \frac{iye^{-i\eta \cdot y}e^{-i\eta \cdot y - i\Lambda(\eta, y)}}{(1 - e^{-i\eta \cdot y})(1 - e^{-i\eta \cdot y - i\Lambda(\eta, y)})^2}.$$

Indeed, using again the decomposition (4.36) and the estimate (4.37) we find that

$$K_{6,\epsilon} = -(H(x,0) - H(0,0)) \left( \int_{R_{2,\epsilon}} dy \, d\eta \left[\ldots\right] + r_5(\eta, y) \right) = K_{61,\epsilon} + K_{62,\epsilon}$$

where $|r_5(\eta, y)| \leq C|y|$. Therefore, $K_{62,\epsilon}$ can be easily bounded using Lemma 4.2 for $\Lambda(\eta, y) = yA(\eta)$ by

$$|K_{62,\epsilon}| \leq C|x|^\alpha \|H\|_{C^\alpha(\Omega)} \int_{R_{1,\epsilon}} dy \, d\eta \frac{y^2}{(\eta^2 + y^2)^{3/2}} \leq C|x|^\alpha \|H\|_{C^\alpha}$$  \hfill (4.50)

To deal with $K_{61,\epsilon}$, we argue as in the estimate of $K_{111,\epsilon}$. Then

$$K_{61,\epsilon} = -(H(x,0) - H(0,0)) \int_{R_{1,\epsilon}} dy \, d\eta \frac{iye^{-i\eta \cdot y}}{(-i\eta \cdot y)(-i\eta \cdot y - iA(0)y)^2} + K_{612,\epsilon}$$

where $|K_{612,\epsilon}| \leq C|x|^\alpha \|H\|_{C^\alpha(\Omega)}$. To estimate the remaining term, we perform the change of variables $\eta = y\zeta$ and readily check that the resulting integral

$$K_{611,\epsilon} = -(H(x,0) - H(0,0)) \int_{R_{1,\epsilon}} dy \, d\eta \frac{iye^{-i\eta \cdot y}}{(-i\eta \cdot y)(-i\eta \cdot y - iA(0)y)^2} \int_\epsilon^L \frac{d\zeta}{y} \int_{\Sigma(x,y)} \frac{d\zeta}{(i\zeta + 1)(i\zeta + 1 + iA(0))^2}$$

where $\Sigma(x, y)$ is defined in (4.43) can be bounded similarly as we estimated integral (4.44), namely,

$$|K_{611,\epsilon}| \leq C|x|^\alpha \|H\|_{C^\alpha(\Omega)}.$$  \hfill (4.52)

Hence, combining (4.50), (4.51) and (4.52) we conclude

$$|K_{6,\epsilon}| \leq C|x|^\alpha \|H\|_{C^\alpha(\Omega)}.$$  \hfill (4.53)

Therefore, by means of (4.9) and (4.27) and collecting estimates (4.28)-(4.30), (4.31)-(4.33), (4.34),(4.35) and bounds (4.49), (4.53) we have shown that

$$|\Xi(x) - \Xi(0)| \leq \lim_{\epsilon \to 0^+} |\Xi_{1,\epsilon}(x) - \Xi_{1,\epsilon}(0)| + \lim_{\epsilon \to 0^+} |\Xi_{2,\epsilon}(x) - \Xi_{2,\epsilon}(0)| \leq C|x|^\alpha \|H\|_{C^\alpha(\Omega)}$$  \hfill (4.54)

which shows the desired $\alpha$-Hölder semi-norm estimate. The later estimate combined with the pointwise bound (4.25) yields the estimate for the $C^\alpha(S^1)$ norm. This concludes the proof of the proposition. \hfill $\square$
4.2. \(C^{1,\alpha}\) Hölder estimate. We now derived the following Hölder estimates for the derivative of \(\Xi\).

**Proposition 4.5** \((C^{1,\alpha}\) estimate). Let \(H(\eta, y) \in C^{1,\alpha}(\Omega)\) and suppose that Assumption 4.1 holds. For every \(x \in \mathbb{S}^1\), define the function \(\Xi(x)\) as in (4.9). Then we have that

\[|\Xi|_{C^{1,\alpha}(\mathbb{S}^1)} \leq C \|H\|_{C^{1,\alpha}(\Omega)}\]  \hspace{1cm} (4.55)

with \(C > 0\).

**Proof of Proposition 4.5.** By Proposition 4.4, it is clear that the function \(\Xi(x)\) defined in (4.9) exists and it is well defined. Moreover, we also showed in the previous lemma that the pointwise bound

\[|\Xi(x)| \leq C \|H\|_{C^{\alpha}(\Omega)}, \text{ for } x \in \mathbb{S}^1\]  \hspace{1cm} (4.56)

holds. We will see at the end of the proof that estimate (4.55) would be a consequence of (4.56) and the following bound

\[|\partial_x \Xi_\epsilon(x_1) - \partial_x \Xi_\epsilon(x_2)| \leq C|x_1 - x_2|^{\alpha} \|H\|_{C^{1,\alpha}(\Omega)}, \text{ for } x_1, x_2 \in \mathbb{S}^1, \epsilon > 0\]

where \(\Xi_\epsilon\) is defined in (4.10). As before, due to the translation invariance of the estimate it suffices to check without loss of generality that the bound holds for \(x_2 = 0\) and \(x_1 = x\), namely

\[|\partial_x \Xi_\epsilon(x) - \partial_x \Xi_\epsilon(0)| \leq C|x|^{\alpha} \|H\|_{C^{1,\alpha}(\Omega)}\]  \hspace{1cm} (4.57)

To that purpose, using the definition of \(A(x, y, \eta)\) in (4.11) we have that

\[\partial_x^2 A(x, y, \eta) = -\partial_\eta \partial_y A(x, y, \eta) - \partial_\eta R(x, y, \eta)\]  \hspace{1cm} (4.58)

where \(R(x, y, \eta)\) is given in (4.14). Therefore, recalling the definitions (4.10), (4.15),(4.16), using (4.58) and integrating by parts we obtain

\[\partial_x \Xi_\epsilon(x) = \partial_x \Xi_1\epsilon(x) + \partial_x \Xi_2\epsilon(x)\]

where

\[\partial_x \Xi_1\epsilon(x) = \int_\epsilon^L dy \int_{\mathbb{S}^1} d\eta \partial_x A(x, y, \eta) \partial_\eta H(\eta, y)\]  \hspace{1cm} (4.59)

\[\partial_x \Xi_2\epsilon(x) = -\int_\epsilon^L dy \int_{\mathbb{S}^1} d\eta \partial_x R(x, y, \eta) H(\eta, y)\]  \hspace{1cm} (4.60)

Notice that the term (4.59) has exactly the same form as (4.10) with \(\partial_\eta H(\eta, y)\) replaced by \(H(\eta, y)\). As a consequence, mimicking the estimate (4.24) in Lemma 4.4 we have that

\[|\partial_x \Xi_1\epsilon(x)| \leq C \|H\|_{C^{1,\alpha}(\Omega)}, \text{ for } x \in \mathbb{S}^1 \text{ and } \epsilon > 0\]  \hspace{1cm} (4.61)

Moreover, arguing as in the proof of the previous lemma using dominated convergence it follows that

\[\lim_{\epsilon \to 0} \partial_x \Xi_1\epsilon := Q_1(x)\]  \hspace{1cm} (4.62)

exists. A direct application of estimate (4.12) with \(H(\eta, y)\) replaced by \(\partial_\eta H(\eta, y)\) yields

\[|Q_1(x) - Q_1(0)| \leq C|x|^{\alpha} \|H\|_{C^{1,\alpha}(\Omega)}, \text{ for } x \in \mathbb{S}^1\]  \hspace{1cm} (4.63)

We next show that limit in (4.60) as \(\epsilon\) tends to zero exists. To that purpose we write

\[\partial_x R(x, y, \eta) = -\partial_\eta R_0 + R_1 + R_2 + R_3\]  \hspace{1cm} (4.64)
where

\[ R_0 = \partial_\eta \Lambda(\eta, y) \frac{i y e^{i(x-\eta) - y} e^{i(x-\eta) - y - i\Lambda(\eta, y)}}{(1 - e^{i(x-\eta) - y})^2 (1 - e^{i(x-\eta) - y - i\Lambda(\eta, y)})} \] (4.65)

\[ R_1 = \partial_\eta^2 \Lambda(\eta, y) \frac{i y e^{i(x-\eta) - y} e^{i(x-\eta) - y - i\Lambda(\eta, y)}}{(1 - e^{i(x-\eta) - y})^2 (1 - e^{i(x-\eta) - y - i\Lambda(\eta, y)})} \] (4.66)

\[ R_2 = \left( \partial_\eta \Lambda(\eta, y) \right)^2 \frac{i y e^{i(x-\eta) - y} e^{i(x-\eta) - y - i\Lambda(\eta, y)}}{(1 - e^{i(x-\eta) - y})^2 (1 - e^{i(x-\eta) - y - i\Lambda(\eta, y)})} \] (4.67)

\[ R_3 = \partial_\eta \Lambda(\eta, y) \frac{y e^{i(x-\eta) - y} e^{i(x-\eta) - y - i\Lambda(\eta, y)}}{(1 - e^{i(x-\eta) - y})^2 (1 - e^{i(x-\eta) - y - i\Lambda(\eta, y)})} \] (4.68)

Plugging (4.64) in (4.60), we infer that

\[ \partial_x \Xi_{2,\epsilon}(x) = \partial_x \Xi_{20,\epsilon}(x) + \partial_x \Xi_{21,\epsilon}(x) + \partial_x \Xi_{22,\epsilon}(x) + \partial_x \Xi_{23,\epsilon}(x) \] (4.69)

with

\[ \partial_x \Xi_{20,\epsilon}(x) = \int_x^L dy \int_{\Omega_1} d\eta R_0(x, y, \eta) (\partial_\eta H(\eta, y) - \partial_\eta H(x, 0)) \]

\[ \partial_x \Xi_{2j,\epsilon}(x) = - \int_x^L dy \int_{\Omega_1} d\eta R_j(x, y, \eta) H(\eta, y), \quad j = 1, 2, 3, \]

where in the first term we have applied integration by parts. Identifying $S^1$ with the symmetric interval $I_x = [x - \pi, x + \pi]$ for $x \in [-\pi, \pi]$, using bound (4.1) and the Hölder regularity for $H$ we obtain

\[
|\partial_x \Xi_{20,\epsilon}(x)| \leq C |\Lambda|_{C^2(\Omega)} |H|_{C^{1,\alpha}(\Omega)} \int_x^L dy \int_{I_x} d\eta \frac{y^2(|x - \eta|^\alpha + y^\alpha)}{(x - \eta)^2 + y^2} \leq C |H|_{C^{1,\alpha}(\Omega)},
\]

\[
|\partial_x \Xi_{21,\epsilon}(x)| \leq C |\Lambda|_{C^2(\Omega)} |H|_{L^\infty(\Omega)} \int_x^L dy \int_{I_x} d\eta \frac{y^{1+\alpha}}{(x - \eta)^2 + y^2} \leq C |H|_{L^\infty(\Omega)},
\]

\[
|\partial_x \Xi_{22,\epsilon}(x)| \leq C |\Lambda|^2_{C^2(\Omega)} |H|_{L^\infty(\Omega)} \int_x^L dy \int_{I_x} d\eta \frac{y^3}{(x - \eta)^2 + y^2} \leq C |H|_{L^\infty(\Omega)},
\]

for $x \in S^1$. Similarly arguing as in the proof of Lemma 4.4, by dominated convergence we have that the limits

\[
\lim_{\epsilon \to 0} \partial_x \Xi_{2j,\epsilon}(x) := Q_{2j}(x), \quad j = 0, 1, 2
\] (4.70)

exist. The most singular term in (4.69) is $\partial_x \Xi_{23,\epsilon}$. This term can be written as

\[
\partial_x \Xi_{23,\epsilon}(x) = - \int_x^L dy \int_{\Omega_1} d\eta R_3(x, y, \eta) (H(\eta, y) - H(x, 0)) - H(x, 0) \int_x^L dy \int_{\Omega_1} d\eta R_3(x, y, \eta)
\]

\[ = \partial_x \Xi_{231,\epsilon}(x) + \partial_x \Xi_{232,\epsilon}(x). \] (4.71)

Identifying again $S^1$ with the interval $I_x = [x - \pi, x + \pi]$ for $x \in [-\pi, \pi]$, using the bound (4.1) and the Hölder regularity for $H$ we obtain

\[
|\partial_x \Xi_{231,\epsilon}(x)| \leq C |\Lambda|_{C^2(\Omega)} |H|_{C^{1,\alpha}(\Omega)} \int_x^L dy \int_{I_x} d\eta \frac{y^2(|x - \eta|^\alpha + y^\alpha)}{(x - \eta)^2 + y^2} \leq C |H|_{C^{1,\alpha}(\Omega)}, \quad x \in S^1.
\] (4.72)

Using the decomposition

\[
\partial_\eta \Lambda(\eta, y) = y \partial_{y\eta}^2 \Lambda(\eta, 0) + \left[ \partial_\eta \Lambda(\eta, y) - y \partial_{y\eta}^2 \Lambda(\eta, 0) \right]
\] (4.73)
we infer that
\[
\partial_x \Xi_{232,\epsilon}(x) = H(x,0) \int_\epsilon^L dy \int_{\mathcal{S}} d\eta \, \partial_y^2 \Lambda(\eta, 0) \frac{y^2 e^{i(x-\eta) - y(\epsilon^{i(x-\eta)} - y - i\Lambda(\eta, 0))^2}}{(1 - e^{i(x-\eta)} - y - i\Lambda(\eta, 0))^3} + H(x,0) \int_\epsilon^L dy \int_{\mathcal{S}} d\eta \, [\partial_y \Lambda(\eta, y) - y \partial_y^2 \Lambda(\eta, 0)] \frac{e^{i(x-\eta) - y(\epsilon^{i(x-\eta)} - y - i\Lambda(\eta, 0))^2}}{(1 - e^{i(x-\eta)} - y - i\Lambda(\eta, 0))^3}
\]
\[
= N_{1,\epsilon} + N_{2,\epsilon}
\]
Using that
\[
\left| [\partial_y \Lambda(\eta, y) - y \partial_y^2 \Lambda(\eta, 0)] \right| \leq C |y|^{1+\alpha} \left| \Lambda \right|_{C^{2,\alpha}(\Omega)} \leq C |y|^{1+\alpha},
\]
identifying once again \( S^1 \) with \( I_x = [x - \pi, x + \pi] \) for \( x \in [-\pi, \pi] \) and invoking Lemma 4.2 we find that
\[
|N_{2,\epsilon}| \leq C \left| H \right|_{L^\infty} \int_\epsilon^L dy \int_{I_x} d\eta \, \frac{y^{2+\alpha}}{(x - \eta)^2 + y^2} \leq C \left| H \right|_{L^\infty},
\]
On the other hand, using Taylor’s expansion and decomposition (4.36), we have that
\[
N_{1,\epsilon}(x) = H(x,0) \int_\epsilon^L dy \int_{I_x} d\eta \, \frac{y^2 \partial_y \Lambda(\eta)}{(i(x-\eta) - y)(i(x-\eta) - y - iy \Lambda(\eta))^3} + N_{12,\epsilon}(x)
\]
with \( A(\eta) = \partial_y \Lambda(\eta, 0) \). The remainder \( N_{12,\epsilon} \) has an integrable singularity and can be easily estimated using (4.37), namely
\[
|N_{12,\epsilon}(x)| \leq C \left| H \right|_{L^\infty}, \text{ for } x \in S^1.
\]
To estimate the first term on the right hand side of (4.76) we further use the decomposition
\[
\partial_y A(\eta) = \partial_y A(x) + [\partial_y A(\eta) - \partial_y A(x)], \text{ where } |\partial_y A(\eta) - \partial_y A(x)| \leq \delta_0 |x-\eta|^{\alpha},
\]
to write
\[
N_{11,\epsilon}(x) = H(x,0) \partial_y A(x) \int_\epsilon^L dy \int_{I_x} d\eta \, \frac{y^2}{(i(x-\eta) - y)(i(x-\eta) - y - iy \Lambda(x))^3} + N_{112,\epsilon}(x)
\]
where \( |N_{112,\epsilon}| \leq C \left| H \right|_{L^\infty} \). After the change of variables \((x - \eta) = -y\zeta\) we find that the first term on the right hand side in (4.79) is given by
\[
N_{11,\epsilon}(x) = H(x,0) \partial_y A(x) \int_\epsilon^L dy \frac{d\zeta}{y} \int_{\frac{\zeta}{y}} \frac{d\zeta}{(i\zeta + 1)(i\zeta + 1 + iA(x))^3}.
\]
Extending the value \( \zeta \) to the whole space \( \mathbb{R} \) we have that
\[
N_{11,\epsilon} = H(x,0) \partial_y A(x) \int_\epsilon^L dy \int_{\mathbb{R}} \frac{d\zeta}{y} \left( i\zeta + 1 \right) \left( i\zeta + 1 + iA(x) \right)^3 + N_{111,\epsilon}
\]
where the remaining term \( |N_{111,\epsilon}| \leq C. \) Since the only poles are in \( \zeta = -i, \zeta = -i + A(x) \) and \( A(x) \in \mathbb{R} \), computing the integral using residues yields
\[
\int_\epsilon^L dy \int_{\mathbb{R}} \frac{d\zeta}{y} \left( i\zeta + 1 \right) \left( i\zeta + 1 + iA(x) \right)^3 = 0.
\]
Hence, we have that bounds (4.75),(4.77),(4.79) and (4.82) yield
\[
|\partial_x \Xi_{232,\epsilon}(x)| \leq |N_{1,\epsilon} + N_{2,\epsilon}| \leq C \left| H \right|_{L^\infty(\Omega)}, \text{ for } x \in S^1.
\]
Therefore, collecting the previous estimates (4.72) and (4.83) we have shown that
\[
|\partial_x \Xi_{231,\epsilon}(x) + \partial_x \Xi_{232,\epsilon}(x)| \leq C \left| H \right|_{C^{1,\alpha}(\Omega)}, \text{ for } x \in S^1.
\]
Application of dominated convergence as well as the fact that in the previous estimates the
integrand where estimated by an integrable function independent of $\epsilon$ shows that the
\[
\lim_{\epsilon \to 0} \partial_x \Xi_{23,\epsilon}(x) := Q_{23}(x)
\]  
(4.84)
exists. Therefore, recalling that
\[
\partial_x \Xi_{\epsilon}(x) = \partial_x \Xi_{1,\epsilon}(x) + \partial_x \Xi_{2,\epsilon}(x) = \partial_x \Xi_{1,\epsilon}(x) + \sum_{j=0}^{3} \partial_x \Xi_{2j,\epsilon}(x)
\]
and definitions (4.62), (4.70) and (4.84) we infer that
\[
\lim_{\epsilon \to 0} \partial_x \Xi_{\epsilon}(x) := Q_1(x) + \sum_{j=0}^{3} Q_{2j}(x) := Q(x).
\]  
(4.85)
By the fundamental theorem of calculus, one can readily see that
\[
\Xi_{\epsilon}(x) - \Xi_{\epsilon}(0) = \int_0^x \partial_x \Xi_{\epsilon}(\xi) \, d\xi, \quad \text{for} \ \epsilon > 0.
\]  
(4.86)
We remark that in Lemma 4.4 we already showed that $\lim_{\epsilon \to 0} \Xi_{\epsilon}(x) = \Xi(x)$ for $x \in S^1$ we have
by uniqueness that
\[
\lim_{\epsilon \to 0} \partial_x \Xi_{\epsilon}(x) := Q(x) = \partial_x \Xi(x).
\]  
(4.87)
Noticing that we proved in (4.63) the Hölder semi-norm bound
\[
|\partial_x \Xi_{1,\epsilon}(x) - \partial_x \Xi_{1,\epsilon}(0)| \leq C|x|^{\alpha} \|H\|_{C^{1,\alpha}(\Omega)}, \quad \text{for} \ x \in S^1,
\]
and recalling that $\partial_x \Xi_{\epsilon} = \partial_x \Xi_{1,\epsilon} + \partial_x \Xi_{2,\epsilon}$ it remains to prove that
\[
|\partial_x \Xi_{2,\epsilon}(x) - \partial_x \Xi_{2,\epsilon}(0)| \leq C|x|^{\alpha} \|H\|_{C^{1,\alpha}(\Omega)}, \quad \text{for} \ x \in S^1.
\]  
(4.88)
Indeed, combining the last two estimates we conclude the $C^{1,\alpha}$ semi-norm estimate (4.57). To
that purpose, recalling (4.64)-(4.68) and the decomposition (4.69) we compute the difference
\[
\partial_x \Xi_{2,\epsilon}(x) - \partial_x \Xi_{2,\epsilon}(0) = \sum_{j=0}^{3} (\partial_x \Xi_{2j,\epsilon}(x) - \partial_x \Xi_{2j,\epsilon}(0)) = M_{0,\epsilon} + M_{1,\epsilon} + M_{2,\epsilon} + M_{3,\epsilon},
\]
where
\[
M_{0,\epsilon} = -\int_L \frac{dy}{S^1} \int S^1 d\eta \left[ R_0(x, y, \eta) \left( \partial_\eta H(\eta, y) - \partial_\eta H(x, 0) \right) - R_0(0, y, \eta) \left( \partial_\eta H(\eta, y) - \partial_\eta H(0, 0) \right) \right],
\]
\[
M_{1,\epsilon} = -\int_L \frac{dy}{S^1} \int S^1 d\eta \left[ R_1(x, y, \eta) - R_1(0, y, \eta) \right] H(\eta, y),
\]
\[
M_{2,\epsilon} = -\int_L \frac{dy}{S^1} \int S^1 d\eta \left[ R_2(x, y, \eta) - R_2(0, y, \eta) \right] H(\eta, y),
\]
\[
M_{3,\epsilon} = -\int_L \frac{dy}{S^1} \int S^1 d\eta \left[ R_3(x, y, \eta) - R_3(0, y, \eta) \right] H(\eta, y).
\]
with $R_j$ for $j = 0, \ldots, 3$ defined as in (4.65)-(4.68).

We divide as in the previous proposition, the region of integration $\{(\eta, y) \in S^1 \times [\epsilon, L]\}$ into
sets of the form
\[
R_{\Omega, \leq}^{\epsilon} = \{(\eta, y) \in \Omega : \max\{|y|, |\eta|\} \leq 2|x| \ \text{and} \ \epsilon \leq y \leq L\},
\]
\[
R_{\Omega, >}^{\epsilon} = \{(\eta, y) \in \Omega : \max\{|y|, |\eta|\} > 2|x| \ \text{and} \ \epsilon \leq y \leq L\},
\]  
(4.89)
for $\epsilon \geq 0$ and estimate each integral in the different sets. For the sake of simplicity we will write $R_{\Omega,\leq}^0 = R_{\Omega,\leq}$ and $R_{\Omega,>}^0 = R_{\Omega,>}$. Therefore, we have

$$M_{k,\epsilon} = \int_{R_{\Omega,\leq}^k} dy d\eta \cdots + \int_{R_{\Omega,>}^k} dy d\eta \cdots = M_{k,1,\epsilon} + M_{k,2,\epsilon}, \text{ for } k = 0, \ldots, 2. \quad (4.90)$$

Notice that we did not include above the most singular term, namely $M_{3,\epsilon}$. We will prove the required estimates for that quantity later on. Let us now show how to bound the other integral quantities $M_{0,\epsilon}$ to $M_{2,\epsilon}$ in the different regions of integration $R_{\Omega,\leq}^0$ and $R_{\Omega,>}^0$.

In the inner region $R_{\Omega,\leq}^0$, using the Hölder regularity for $H$ we readily see that

$$|M_{01,\epsilon}| \leq C |A| C^2(\Omega) \|H\|_{C^{1,\alpha}(\Omega)} \int_{R_{\Omega,\leq}} dy d\eta \left[ \frac{y^2(|x - \eta|^\alpha + y^\alpha)}{(\eta^2 + y^2)^{3/2}} + \frac{y^2(|y|^\alpha + y^\alpha)}{(\eta^2 + y^2)^{3/2}} \right]$$

$$\leq C \|H\|_{C^{1,\alpha}(\Omega)} |x|^\alpha, \quad (4.91)$$

$$|M_{11,\epsilon}| \leq C |A| C^2(\Omega) \|H\|_{L^\infty(\Omega)} \int_{R_{\Omega,\leq}} dy d\eta \left[ \frac{y^{1+\alpha}}{(\eta^2 + y^2)^{3/2}} + \frac{y^{1+\alpha}}{(\eta^2 + y^2)^{3/2}} \right]$$

$$\leq C \|H\|_{L^\infty(\Omega)} |x|^\alpha, \quad (4.92)$$

$$|M_{21,\epsilon}| \leq C |A|^2 C^2(\Omega) \|H\|_{L^\infty(\Omega)} \int_{R_{\Omega,\leq}} dy d\eta \left[ \frac{y^3}{(\eta^2 + y^2)^{3/2}} + \frac{y^3}{(\eta^2 + y^2)^{3/2}} \right]$$

$$\leq C \|H\|_{L^\infty(\Omega)} |x|^\alpha. \quad (4.93)$$

In the outer region $R_{\Omega,>}^0 = \{ \max \{|y|, |\eta|\} > 2|x| \}$ and $\epsilon \leq y \leq L$, we can estimate $M_{12,\epsilon}, M_{22,\epsilon}$ by applying the mean value theorem and using Lemma 4.2 as

$$|M_{12,\epsilon}| + |M_{22,\epsilon}| \leq C |x| |A| C^2(\Omega) \|H\|_{L^\infty(\Omega)} \int_{R_{\Omega,>}^0} dy d\eta \left[ \frac{y^{1+\alpha}}{(\eta^2 + y^2)^{3/2}} + \frac{y^3}{(\eta^2 + y^2)^{3/2}} \right]$$

$$\leq C |x|^\alpha \|H\|_{L^\infty(\Omega)}; \quad (4.94)$$

To estimate the term $M_{02,\epsilon}$, we rewrite it by adding and subtracting as

$$M_{02,\epsilon} = -\int_{R_{\Omega,>}^0} dy d\eta \left( R_0(x, y, \eta) - R_0(0, y, \eta) \right) (\partial_\eta H(\eta, y) - \partial_\eta H(x, 0))$$

$$- (\partial_\eta H(x, 0) - \partial_\eta H(0, 0)) \int_{R_{\Omega,>}^0} dy d\eta \ R_0(0, y, \eta) = M_{021,\epsilon} + M_{022,\epsilon}.$$ 

Recalling the definition of $R_0$ in (4.65), using Lemma 4.2 and applying the mean value theorem we find that

$$|M_{021,\epsilon}| \leq C |x| |A| C^2(\Omega) \|H\|_{C^{1,\alpha}(\Omega)} \int_{R_{\Omega,>}^0} dy d\eta \frac{y^2((x - \eta)^2 + y^2)}{(x - \eta)^2 + y^2)^2}$$

$$\leq C |x|^\alpha |A| C^2(\Omega) \|H\|_{C^{1,\alpha}(\Omega)}. \quad (4.95)$$

Moreover, similarly we obtain

$$|M_{022,\epsilon}| \leq C |x|^\alpha |A| C^2(\Omega) \|H\|_{C^{1,\alpha}(\Omega)} \int_{R_{\Omega,>}^0} dy d\eta \frac{y^2}{(\eta^2 + y^2)^{3/2}}$$

$$\leq C |x|^\alpha |A| C^2(\Omega) \|H\|_{C^{1,\alpha}(\Omega)}. \quad (4.95)$$

Hence, we have that

$$|M_{02,\epsilon}| \leq C |x|^\alpha \|H\|_{C^{1,\alpha}(\Omega)}. \quad (4.95)$$
Collecting estimates (4.91)-(4.95) we obtain that
\[ |M_{0,\epsilon} + M_{1,\epsilon} + M_{2,\epsilon}| \leq C |x|^\alpha \| \mathcal{H} \|_{C^{1,\alpha}(\Omega)} \tag{4.96} \]
Let us deal with the most singular term \( M_{3,\epsilon} \), given by
\[ M_{3,\epsilon} = - \int_{\epsilon}^{L} dy \int_{S^3_1} d\eta \left[ \mathcal{R}_3(x, y, \eta) - \mathcal{R}_3(0, y, \eta) \right] H(\eta, y), \tag{4.97} \]
with \( \mathcal{R}_3 \) as in (4.68). We claim that the following estimate holds
\[ |M_{3,\epsilon}| \leq C |x|^\alpha \| \mathcal{H} \|_{C^{1,\alpha}(\Omega)}. \tag{4.98} \]
Defining the auxiliary function
\[ \tilde{H}(\eta, y) := \partial_y \left( \frac{\Lambda(\eta, y)}{y} \right) \mathcal{H}(\eta, y) \text{ and } \tilde{\mathcal{R}}_3(x, y, \eta) \partial_y \Lambda(\eta, y) = \mathcal{R}_3(x, y, \eta) \tag{4.99} \]
we have that
\[ M_{3,\epsilon} = - \int_{\epsilon}^{L} dy \int_{S^3_1} d\eta \ y \left[ \tilde{\mathcal{R}}_3(x, y, \eta) - \tilde{\mathcal{R}}_3(0, y, \eta) \right] (\tilde{H}(\eta, y) - \tilde{H}(0, 0)) \]
\[ + \tilde{H}(0, 0) \int_{\epsilon}^{L} dy \int_{S^3_1} d\eta \ y \left[ \tilde{\mathcal{R}}_3(x, y, \eta) - \tilde{\mathcal{R}}_3(0, y, \eta) \right] = M_{4,\epsilon} + M_{5,\epsilon}. \tag{4.100} \]
We first bound \( M_{4,\epsilon} \). Rewriting the term we obtain
\[ M_{4,\epsilon} = - \int_{\epsilon}^{L} dy \int_{S^3_1} d\eta \ y \tilde{\mathcal{R}}_3(x, y, \eta) (\tilde{H}(\eta, y) - \tilde{H}(0, 0)) \]
\[ + \int_{\epsilon}^{L} dy \int_{S^3_1} d\eta \ y \tilde{\mathcal{R}}_3(x, y, \eta) (\tilde{H}(x, 0) - \tilde{H}(0, 0)) \]
\[ - \int_{\epsilon}^{L} dy \int_{S^3_1} d\eta \ y \tilde{\mathcal{R}}_3(0, y, \eta) (\tilde{H}(\eta, y) - \tilde{H}(0, 0)) = M_{41,\epsilon} + M_{42,\epsilon} + M_{43,\epsilon}. \tag{4.101} \]
Using the decomposition of the regions of integration in (4.89) we find that
\[ M_{41,\epsilon} = - \int_{R_{\Omega^*}^0} dy d\eta \left[ \ldots \right] - \int_{R_{\Omega^*}^0} dy d\eta \left[ \ldots \right] = M_{41,\epsilon} + M_{412,\epsilon}, \]
\[ M_{43,\epsilon} = - \int_{R_{\Omega^*}^0} dy d\eta \left[ \ldots \right] - \int_{R_{\Omega^*}^0} dy d\eta \left[ \ldots \right] = M_{431,\epsilon} + M_{432,\epsilon}. \]
Similarly as before, using the bound (4.1) we have that
\[ |M_{41,\epsilon}| \leq C \| \tilde{H} \|_{C^{0,\alpha}(\Omega)} \int_{R_{\Omega}^0} dy d\eta \left[ \frac{|x - \eta|^\alpha + y^\alpha}{(|x - \eta|^2 + y^2)^2} \right] \leq C \| \tilde{H} \|_{C^{0,\alpha}(\Omega)} |x|^\alpha, \tag{4.102} \]
\[ |M_{43,\epsilon}| \leq C \| \tilde{H} \|_{C^{0,\alpha}(\Omega)} \int_{R_{\Omega}^0} dy d\eta \left[ \frac{|\eta|^\alpha + y^\alpha}{(|\eta|^2 + y^2)^2} \right] \leq C \| \tilde{H} \|_{C^{0,\alpha}(\Omega)} |x|^\alpha. \tag{4.103} \]
On the exterior region \( R_{\Omega^*}^\epsilon \), given in (4.89), we obtain after rearranging terms by adding and subtracting \( \tilde{H}(0, 0) \) that
\[ M_{412,\epsilon} + M_{432,\epsilon} = \int_{R_{\Omega^*}^\epsilon} dy d\eta \ y \tilde{\mathcal{R}}_3(x, y, \eta) (\tilde{H}(x, 0) - \tilde{H}(0, 0)) \]
\[ - \int_{R_{\Omega^*}^\epsilon} dy d\eta \ y \left( \tilde{\mathcal{R}}_3(x, y, \eta) - \tilde{\mathcal{R}}_3(0, y, \eta) \right) (\tilde{H}(\eta, y) - \tilde{H}(0, 0)) \]
\[ = M_{6,\epsilon} + M_{7,\epsilon}. \tag{4.106} \]
The later integral can be estimated using Lemma 4.2 and the mean value theorem as
\[
|M_{7,\varepsilon}| \leq C |\Lambda| C^{2(\Omega)} \|H\|_{C^\alpha(\Omega)} \int_{\Omega_{\varepsilon,>}} dy \, d\eta \, |x| \frac{y^2(|\eta|^\alpha + y^2)}{((x - \eta)^2 + y^2)^{3/2}} \leq C |x|^\alpha \|H\|_{C^\alpha(\Omega)}. \tag{4.107}
\]

On the other hand, to bound \(M_{6,\varepsilon}\), we follow the same ideas as we did to estimate the term \(K_{4,\varepsilon}\) or \(K_{6,\varepsilon}\) in Lemma 4.4. Using the decomposition (4.36) and bound (4.37), we can write
\[
M_{6,\varepsilon} = (\tilde{H}(x,0) - \tilde{H}(0,0)) \int_{R_{\varepsilon,>}^{\Omega}} dy \, d\eta \, y^2 \frac{e^{i(x-\eta) - y} e^{i(x-\eta) - y - i\lambda(\eta,y)^2}}{(1 - e^{i(x-\eta) - y})(1 - e^{i(x-\eta) - y - i\lambda(\eta,y)^2})^3 (1 + r_1(\eta, y))} \tag{4.108}
\]
where the remainder term \(r_1(\eta, y)\) can be bounded \(|r_1(\eta, y)| \leq C y^2\) and remainder \(r_2(\eta, y)\) is bounded by \(|r_2(\eta, y)| \leq C |y|\). The integrand in \(M_{62,\varepsilon}\) is integrable and can be bounded by means of Lemma 4.2 as
\[
|M_{62,\varepsilon}| \leq C |x|^\alpha \|H\|_{C^\alpha(\Omega)} \int_{\Omega_{\varepsilon,>}} dy \, d\eta \, \frac{y^3}{((x - \eta)^2 + y^2)^2} \leq C |x|^\alpha \|H\|_{C^\alpha(\Omega)}. \tag{4.109}
\]

The most involved term is \(M_{61,\varepsilon}\). To deal with it, we argue as in the estimate of \(K_{41,\varepsilon}\) in (4.40) or \(K_{61,\varepsilon}\) in (4.51). Using Taylor expansion, recalling decomposition and the bound (4.42) we infer that
\[
M_{61,\varepsilon} = (\tilde{H}(x,0) - \tilde{H}(0,0)) \int_{R_{\varepsilon,>}^{\Omega}} dy \, d\eta \, \frac{y^2}{((i(x-\eta) - y)(-i(x-\eta) - y - i\lambda(\eta,y)^2)^3 + M_{612,\varepsilon}} \tag{4.110}
\]
with \(|M_{612,\varepsilon}| \leq C |x|^\alpha \|H\|_{C^\alpha(\Omega)}\). Performing the change of variables \(x - \eta = y\zeta\) we have that
\[
M_{611,\varepsilon} = (\tilde{H}(x,0) - \tilde{H}(0,0)) \int_{R_{\varepsilon,>}^{\Omega}} dy \, d\eta \, \frac{y^2}{((i(x-\eta) - y)(-i(x-\eta) - y - i\lambda(\eta,y)^2)^3} \tag{4.111}
\]
where the domain integration \(\Sigma\) is given by
\[
\Sigma(x, y) = \{\zeta \in \mathbb{R} : \max\{1, |\zeta - \frac{x}{y}|\} > \frac{2|x|}{y}, |\zeta| \leq \frac{\pi}{y}\).
\]
We recall that the integration domain \(\Sigma\) is just a shifted version of the integration domain \(\Sigma\) defined in (4.43). Therefore, similarly as we estimated integral (4.44), we have that
\[
|M_{611,\varepsilon}| \leq C |x|^\alpha \|H\|_{C^\alpha(\Omega)}. \tag{4.112}
\]
and hence, collecting estimates (4.108), (4.109), (4.112) we find that
\[
|M_{6,\varepsilon}| \leq C |x|^\alpha \|H\|_{C^\alpha(\Omega)}. \tag{4.113}
\]
To end the bound for \(M_{4,\varepsilon}\) we are left to estimate \(M_{42,\varepsilon}\) in (4.101). Identifying \(\mathcal{S}^1\) with \(I_x = [x - \pi, x + \pi]\) for \(x \in [-\pi, \pi]\) and using Taylor’s expansion and decomposition (4.36) we
obtain that

$$M_{42,\varepsilon} = \left( \tilde{H}(x,0) - \tilde{H}(0,0) \right) \int_{\varepsilon}^{L} dy \int_{\varepsilon}^{L} d\eta \frac{y^2}{(i(x-\eta) - y)(i(x-\eta) - y - iyA(\eta))^3} + M_{422,\varepsilon}$$  \hspace{1cm} (4.114)

where the term $M_{422,\varepsilon}$ has an integrable singularity and can be estimated using (4.37), namely

$$|M_{422,\varepsilon}| \leq C |x|^\alpha \left\| \tilde{H} \right\|_{C^{\alpha}(\Omega)}. \hspace{1cm} (4.115)$$

We further decompose the function $A(\eta)$ by

$$A(\eta) = A(x) + [A(\eta) - A(x)]$$

where $|A(\eta) - A(x)| \leq \delta_0 |x - \eta|^\alpha$,

to write

$$M_{422,\varepsilon} = \left( \tilde{H}(x,0) - \tilde{H}(0,0) \right) \int_{\varepsilon}^{L} dy \int_{\varepsilon}^{L} d\eta \frac{y^2}{(i(x-\eta) - y)(i(x-\eta) - y - iyA(\eta))^3} + M_{4222,\varepsilon}$$

with $|M_{4222,\varepsilon}| \leq C |x|^\alpha \left\| \tilde{H} \right\|_{C^{\alpha}(\Omega)}$. After a change of variable $(x-\eta) = y\zeta$ we find that

\[
\begin{align*}
\left( \tilde{H}(x,0) - \tilde{H}(0,0) \right) & \int_{\varepsilon}^{L} dy \int_{\varepsilon}^{L} d\eta \frac{y^2}{(i(x-\eta) - y)(i(x-\eta) - y - iyA(\eta))^3} \\
& = \left( \tilde{H}(x,0) - \tilde{H}(0,0) \right) \int_{\varepsilon}^{L} dy \int_{\tilde{V}}^{\tilde{y}} \frac{d\zeta}{y} \frac{d\zeta}{(i\zeta + 1)(i\zeta + 1 + iA(x))^3}.
\end{align*}
\]

Estimating the integral as in (4.80) by extending the value $\zeta$ to the whole space $\mathbb{R}$ and contour integrating via residues yields that

$$|M_{4222,\varepsilon}| \leq C |x|^\alpha \left\| \tilde{H} \right\|_{C^{\alpha}(\Omega)} \hspace{1cm} (4.116)$$

and hence estimates (4.114), (4.115) and (4.116) shows that

$$|M_{42,\varepsilon}| \leq C |x|^\alpha \left\| \tilde{H} \right\|_{C^{\alpha}(\Omega)}. \hspace{1cm} (4.117)$$

Thus, combining bounds (4.101), (4.102), (4.107), (4.113) and (4.117) we conclude that

$$|M_{4,\varepsilon}| \leq C |x|^\alpha \left\| \tilde{H} \right\|_{C^{\alpha}(\Omega)}. \hspace{1cm} (4.118)$$

We provide now the estimate for $M_{5,\varepsilon}$ in (4.100). Using the change of variables $\tilde{y} = \eta - x$ and recalling the definition of $\mathcal{R}_3$ in (4.68) we find that

\[
\begin{align*}
M_{5,\varepsilon} &= \tilde{H}(0,0) \int_{\varepsilon}^{L} dy \int_{\varepsilon}^{L} d\eta \frac{y^2(e^{-i\tilde{y}-\eta})^3}{(1 - e^{-i\eta})} \left[ \frac{(e^{-i\Lambda(\eta+x,y)})^2}{(1 - e^{-i\eta-y-i\Lambda(\eta+x,y)})^3} - \frac{(e^{-i\Lambda(\eta,y)})^2}{(1 - e^{-i\eta-y-i\Lambda(\eta,y)})^3} \right] \\
&= \tilde{H}(0,0) \int_{\varepsilon}^{L} dy \int_{\varepsilon}^{L} d\eta \frac{y^2(e^{-i\tilde{y}-\eta})^3}{(1 - e^{-i\eta})} \left[ \frac{(e^{-i\Lambda(\eta+x,y)})^2}{(1 - e^{-i\eta-y-i\Lambda(\eta+x,y)})^3} - \frac{(e^{-i\Lambda(\eta,y)})^2}{(1 - e^{-i\eta-y-i\Lambda(\eta,y)})^3} \right] \\
&+ \tilde{H}(0,0) \int_{\varepsilon}^{L} dy \int_{\varepsilon}^{L} d\eta \frac{y^2(e^{-i\tilde{y}-\eta})^3}{(1 - e^{-i\eta})} \left[ e^{-i\Lambda(\eta,y)} \frac{1}{(1 - e^{-i\eta-y-i\Lambda(\eta+x,y)})^3} - \frac{1}{(1 - e^{-i\eta-y-i\Lambda(\eta,y)})^3} \right] \\
&= M_{51,\varepsilon} + M_{52,\varepsilon}.
\end{align*}
\]
where by abusing of notation we wrote η instead of \( \tilde{\eta} \). Identifying \( S^1 \) with \( I_x = [x - \pi, x + \pi] \) for \( x \in [-\pi, \pi] \), using bound (4.1) and Taylor expansion we have that

\[
|M_{51, \epsilon}| \leq C \left\| \tilde{H} \right\|_{L^\infty(\Omega)} \int_{\epsilon}^{L} dy \int_{I_x} \frac{y^3}{(|\eta|^2 + y^2)^4} \left| \frac{\Lambda(x + x, y) - \Lambda(y, y)}{y} \right|
\]

\[
\leq C \left\| \Lambda \right\|_{C^{2, \alpha}(\Omega)} \left\| \tilde{H} \right\|_{L^\infty(\Omega)} \int_{\epsilon}^{L} dy \int_{I_x} |x| \frac{y^3}{(|\eta|^2 + y^2)^2} \leq C |x|^\alpha \left\| \tilde{H} \right\|_{L^\infty(\Omega)},
\]

(4.119)

where in the second inequality we used Assumption 4.1 to bound

\[
\left| \frac{\Lambda(x + x, y) - \Lambda(y, y)}{y} \right| \leq C |x| \left\| \Lambda \right\|_{C^{2, \alpha}(\Omega)}.
\]

(4.120)

To get the desired bound for \( M_{52, \epsilon} \), let us first rewrite the term in brackets inside the integral. To that purpose, denoting by \( \mathcal{D} = e^{-i\eta y - i\Lambda(y, y)} \) we have that

\[
\left( 1 - \mathcal{D} \right)^{3} = \left( 1 - \mathcal{D} e^{-i\Lambda(y, y)} \right)^{3} - \frac{1}{1 - \mathcal{D}}.
\]

(4.121)

Therefore, plugging (4.121) into \( M_{52, \epsilon} \) and recalling that \( \mathcal{D} = e^{-i\eta y - i\Lambda(y, y)} \) we have that

\[
M_{52, \epsilon} = \tilde{H}(0, 0) \int_{\epsilon}^{L} dy \int_{S^1} dx \frac{y^2 (e^{-i\eta y} - i\Lambda(y, y))^2}{(1 - e^{-i\eta y})(1 - e^{-i\eta y - i\Lambda(y, y)})^3} \mathcal{J}_x(\eta, y)
\]

(4.122)

where

\[
\mathcal{J}_x(\eta, y) = \left( 1 - \frac{e^{-i\eta y - i\Lambda(y, y)}(e^{-i\Lambda(y, y)} - 1)}{(1 - e^{-i\eta y - i\Lambda(y, y)})} \right)^3 - 1.
\]

Next, we claim that the function \( \mathcal{J}_x(\eta, y) \) is \( C^\alpha \) Hölder is the variables \( (\eta, y) \in \Omega \), this is

\[
\left\| \mathcal{J}_x(\eta, y) \right\|_{C^\alpha(\Omega)} \leq C |x|^\alpha.
\]

(4.123)

Indeed, to show the pointwise \( L^\infty(\Omega) \) bound we readily check by applying Taylor’s expansion, Assumption 4.1 and bound (4.120) that

\[
\left\| \mathcal{J}_x(\eta, y) \right\|_{L^\infty(\Omega)} \leq C |x| \left\| \Lambda \right\|_{C^{2, \alpha}(\Omega)} \leq C |x|.
\]

(4.124)

To show the \( \alpha \)–Hölder semi-norm bound, we have prove that

\[
|\mathcal{J}_x(\eta_1, y_1) - \mathcal{J}_x(\eta_2, y_2)| \leq C |x|^\alpha (|y_1 - y_2| + |\eta_1 - \eta_2|)^\alpha, \text{ for } \eta_1, \eta_2 \in S^1, y_1, y_2 \in [\epsilon, L].
\]

(4.125)

By computing the difference and using the notation

\[
\mathcal{N}_x(\eta_1, y_1) = \frac{e^{-i\eta_1 y - i\Lambda(y_1, y_1)}(e^{-i\Lambda(y_1, y_1)} - 1)}{(1 - e^{-i\eta_1 y - i\Lambda(y_1, y_1)})},
\]

\[
\mathcal{N}_x(\eta_2, y_2) = \frac{e^{-i\eta_2 y - i\Lambda(y_2, y_2)}(e^{-i\Lambda(y_2, y_2)} - 1)}{(1 - e^{-i\eta_2 y - i\Lambda(y_2, y_2)})}
\]

we have that

\[
|\mathcal{J}_x(\eta_1, y_1) - \mathcal{J}_x(\eta_2, y_2)| = \left| \frac{1}{(1 - \mathcal{N}_x(\eta_1, y_1))} - \frac{1}{(1 - \mathcal{N}_x(\eta_2, y_2))} \right|
\]

\[
= \left| \int_{\mathcal{N}_x(\eta_2, y_2)}^{\mathcal{N}_x(\eta_1, y_1)} \frac{3}{(1 - \zeta)^4} d\zeta \right| \leq C \|\mathcal{N}_x(\eta_1, y_1) - \mathcal{N}_x(\eta_2, y_2)\|.
\]

(4.126)

(4.127)
Moreover, further manipulations show that

\[ |\mathcal{N}_x(\eta_1, y_1) - \mathcal{N}_x(\eta_2, y_2)| = \mathcal{I}_1 + \mathcal{I}_2 \]  

(4.128)

where

\[
\mathcal{I}_1 = \left| e^{-i\eta_1 - y_1 - i\Lambda(\eta_1, y_1)} \frac{e^{-i(\Lambda(\eta_1 + x, y_1) - \Lambda(\eta_1, y_1))} - 1}{y_1} - \frac{y_2}{1 - e^{-i\eta_1 - y_1 - i\Lambda(\eta_1, y_1)}} \right| 
\]

\[
\mathcal{I}_2 = \left| e^{-i\eta_1 - y_1 - i\Lambda(\eta_1, y_1)} \frac{e^{-i(\Lambda(\eta_1 + x, y_1) - \Lambda(\eta_1, y_1))} - 1}{y_1} - e^{-i\eta_2 - y_2 - i\Lambda(\eta_2, y_2)} \frac{e^{-i(\Lambda(\eta_2 + x, y_2) - \Lambda(\eta_2, y_2))} - 1}{y_2} \right| 
\]

Let us first bound \( \mathcal{I}_1 \). Using Taylor’s expansion, (4.120) and Assumption 4.1 we have that

\[ \mathcal{I}_1 \leq C|x| |\Lambda| C^{2,\alpha}(\Omega) \frac{y_1}{1 - e^{-i\eta_1 - y_1 - i\Lambda(\eta_1, y_1)}} - \frac{y_2}{1 - e^{-i\eta_2 - y_2 - i\Lambda(\eta_2, y_2)}} \leq C|x|(|y_1 - y_2| + |\eta_1 - \eta_2|). \]  

(4.129)

To bound \( \mathcal{I}_2 \), we further split it as \( \mathcal{I}_2 = \mathcal{I}_{21} + \mathcal{I}_{22} \) where

\[
\mathcal{I}_{21} = \left| e^{-i\eta_1 - y_1 - i\Lambda(\eta_1, y_1)} \frac{e^{-i(\Lambda(\eta_1 + x, y_1) - \Lambda(\eta_1, y_1))} - 1}{y_1} - \frac{y_2}{1 - e^{-i\eta_2 - y_2 - i\Lambda(\eta_2, y_2)}} \right| 
\]

\[
\mathcal{I}_{22} = \left| \left( e^{-i(\Lambda(\eta_1 + x, y_1) - \Lambda(\eta_1, y_1))} - 1 \right) \frac{y_1}{1 - e^{-i\eta_1 - y_1 - i\Lambda(\eta_1, y_1)}} - \left( e^{-i(\Lambda(\eta_2 + x, y_2) - \Lambda(\eta_2, y_2))} - 1 \right) \frac{y_2}{1 - e^{-i\eta_2 - y_2 - i\Lambda(\eta_2, y_2)}} \right| 
\]

Similarly as before, Taylor’s expansion, (4.120) and Assumption 4.1 yields

\[ \mathcal{I}_{21} \leq C|x| \left| e^{-i\eta_1 - y_1 - i\Lambda(\eta_1, y_1)} - e^{-i\eta_2 - y_2 - i\Lambda(\eta_2, y_2)} \right| \leq C|x|(|y_1 - y_2| + |\eta_1 - \eta_2|). \]  

(4.130)

To bound \( \mathcal{I}_{22} \) we first notice that by Lemma 4.2 we have that

\[ \mathcal{I}_{22} \leq C \left| \left( e^{-i(\Lambda(\eta_1 + x, y_1) - \Lambda(\eta_1, y_1))} - 1 \right) \right| \left| \frac{y_1}{1 - e^{-i\eta_1 - y_1 - i\Lambda(\eta_1, y_1)}} \right| \]  

(4.131)

On the other hand, denoting by

\[ \mathcal{L}_x(\eta, y) = \frac{\Lambda(\eta + x, y) - \Lambda(\eta, y)}{y} \]

and \( \mathcal{I}_0(\xi, y) = \frac{e^{-i\eta \xi} - 1}{y} \)

we have that

\[
\frac{y_1}{1 - e^{-i\eta_1 - y_1 - i\Lambda(\eta_1, y_1)}} - \frac{y_2}{1 - e^{-i\eta_2 - y_2 - i\Lambda(\eta_2, y_2)}} = \int_{(\xi_1, y_1)}^{(\xi_2, y_2)} \left[ \frac{\partial \mathcal{I}_0}{\partial \xi}(\xi, y) \, d\xi + \frac{\partial \mathcal{I}_0}{\partial y}(\xi, y) \, dy \right]
\]

where the right hand side is the line integral connecting the point \((\xi_1, y_1)\) with \((\xi_2, y_2)\) where \( \xi_1 = \mathcal{L}_x(\eta_1, y_1) \) and \( \xi_2 = \mathcal{L}_x(\eta_2, y_2) \). The contour of integration consists in a horizontal segment connecting \((\xi_1, y_1)\) with \((\xi_2, y_1)\) plus a vertical segment connecting this point with \((\xi_2, y_2)\). After a direct computation using Taylor’s expansion, we can check that

\[ \left| \frac{\partial \mathcal{I}_0}{\partial \xi} \right| \leq C, \quad \left| \frac{\partial \mathcal{I}_0}{\partial y} \right| \leq C|\xi|, \]

and hence

\[
\left| \int_{(\xi_1, y_1)}^{(\xi_2, y_2)} \left[ \frac{\partial \mathcal{I}_0}{\partial \xi}(\xi, y) \, d\xi + \frac{\partial \mathcal{I}_0}{\partial y}(\xi, y) \, dy \right] \right| \leq C \left| \mathcal{L}_x(\eta_2, y_1) - \mathcal{L}_x(\eta_1, y_1) \right| + \left| \mathcal{L}_x(\eta_2, y_2) \right| |y_1 - y_2|
\]

\[ = \mathcal{I}_{221} + \mathcal{I}_{222}. \]  

(4.132)
Using estimate (4.120) and Assumption 4.1 we can readily check that
\[ \mathcal{J}_{222} \leq C |x| |y_1 - y_2|. \]
(4.133)

To bound \( \mathcal{J}_{221} \), we proceed as follows. First, notice that for \( W(\eta, y) = \frac{\Lambda(\eta, y)}{y} \) we have that
\[
\mathcal{L}_x(\eta_1, y_1) - \mathcal{L}_x(\eta_2, y_2) = \left[ W(\eta_1 + x, y_1) - W(\eta_1, y_1) \right] - \left[ W(\eta_2 + x, y_1) - W(\eta_2, y_1) \right]
\]
\[
= \int_{\eta_1}^{\eta_1 + x} \frac{\partial W}{\partial \eta} (\xi, y_1) \, d\xi - \int_{\eta_2}^{\eta_2 + x} \frac{\partial W}{\partial \eta} (\xi, y_1) \, d\xi.
\]
After changing variables in the second integral, we infer that
\[
\mathcal{L}_x(\eta_1, y_1) - \mathcal{L}_x(\eta_2, y_2) = \left[ \int_{\eta_1}^{\eta_1 + x} \frac{\partial W}{\partial \eta} (\xi, y_1) \, d\xi - \int_{\eta_2}^{\eta_2 + x} \frac{\partial W}{\partial \eta} (\xi, y_1) \, d\xi \right] = \mathcal{M}_1
\]
Recalling that \( W(\eta, y) = \frac{\Lambda(\eta, y)}{y} \) and using Assumption 4.1, we have that \( W \in C^{1,\alpha}(\Omega) \).
Therefore, we find that
\[ |\mathcal{M}_1| \leq C \int_{\eta_1}^{\eta_1 + x} |\eta_2 - \eta_1|^\alpha \, d\xi \leq C |x| |\eta_2 - \eta_1|^\alpha \]
and hence
\[ |\mathcal{L}_x(\eta_1, y_1) - \mathcal{L}_x(\eta_2, y_2)| \leq C |x| |\eta_2 - \eta_1|^\alpha. \]
(4.134)

Collecting the estimates (4.133), (4.134) we obtain that
\[
\left| \gamma \left( \frac{e^{-i(\Lambda(\eta_1 + x, y_1) - \Lambda(\eta_1, y_1))}}{y_1} \right) \right| - \left| \gamma \left( \frac{e^{-i(\Lambda(\eta_2 + x, y_2) - \Lambda(\eta_2, y_2))}}{y_2} \right) \right| \leq \int_{\eta_1}^{\eta_1 + x} \frac{\partial \delta}{\partial \xi}(\xi, y_1) \, d\xi + \frac{\partial \delta}{\partial y}(\xi, y_1) \, dy \]
\[
\leq C |x| |\eta_2 - \eta_1|^\alpha,
\]
which combined with (4.131) yields the desired estimate for \( \mathcal{J}_{22} \), namely,
\[ \mathcal{J}_{22} \leq C |x| |\eta_2 - \eta_1|^\alpha \]
(4.135)

Therefore, recalling that \( \mathcal{J}_2 = \mathcal{J}_{21} + \mathcal{J}_{22} \) and bounds (4.130), (4.135) we find that
\[ \mathcal{J}_2 \leq C |x| (|y_1 - y_2| + |\eta_2 - \eta_1|^\alpha). \]
(4.136)

The later estimate and (4.129) provide the \( \alpha \)-Hölder semi-norm bound (4.125) since
\[ |\mathcal{J}_x(\eta_1, y_1) - \mathcal{J}_x(\eta_2, y_2)| \leq C |\mathcal{M}_x(\eta_1, y_1) - \mathcal{M}_x(\eta_2, y_2)| = \mathcal{J}_1 + \mathcal{J}_2 \]
\[ \leq C |x| (|y_1 - y_2| + |\eta_2 - \eta_1|^\alpha), \]
proving bound (4.123) and concluding the claim.

Hence using the fact that the function \( \mathcal{J}_x(\eta, y) \) is \( C^\alpha \) Hölder and satisfies bound (4.123) we can bound the term \( M_{52,\alpha} \) as follows. Adding and subtracting \( \mathcal{J}_x(0, 0) \) we have that
\[
M_{52,\epsilon} = \tilde{H}(0, 0) \int_{\epsilon}^{L} dy \int_{S_1} d\eta \frac{y^2 (e^{-i\eta y})^3 (e^{-i\Lambda(\eta, y)})^2}{(1 - e^{-i\eta y}) (1 - e^{-i\eta y - i\Lambda(\eta, y)})}, \]
\[ + \tilde{H}(0, 0) \mathcal{J}_x(0, 0) \int_{\epsilon}^{L} dy \int_{S_1} d\eta \frac{y^2 (e^{-i\eta y})^3 (e^{-i\Lambda(\eta, y)})^2}{(1 - e^{-i\eta y}) (1 - e^{-i\eta y - i\Lambda(\eta, y)})}. \]
Identifying \( S_1 \) with the symmetric interval \( I_1 = [x - \pi, x + \pi] \) for \( x \in [-\pi, \pi] \), using bound (4.1) and the \( \alpha \)-Hölder bound (4.123) for \( \mathcal{J}_x(\eta, y) \) we obtain
\[ |M_{521,\epsilon}| \leq C |x|^\alpha \left\| \tilde{H} \right\|_{L^\infty(\Omega)} \int_{\epsilon}^{L} dy \int_{I_1} d\eta \frac{y^2 (|\eta|^\alpha + y^\alpha)}{(\eta^2 + y^2)^2} \]
\[ \leq C |x|^\alpha \left\| \tilde{H} \right\|_{L^\infty(\Omega)}. \]
(4.137)
To deal with the second integral $M_{522,\varepsilon}$, we notice that we can mimick the ideas that we used to bound the singular term $K_{4,\varepsilon}$ in (4.38) which relies on using the decomposition $A(\eta, y) = y A(\eta) + [A(\eta, y) - A(\eta)]y$ and bound (4.37). The main difference is that, for $M_{522,\varepsilon}$, the $|x|^\alpha$ power is obtained using the fact that $|\partial_x^\alpha(0, 0)| \leq C |x|^\alpha$. Combining those elements, and closely following the arguments to estimate $K_{4,\varepsilon}$ one can find that

$$|M_{522,\varepsilon}| \leq C |x|^\alpha \|\tilde{H}\|_{L^\infty(\Omega)}.$$  
(4.138)

Therefore, since $M_{52,\varepsilon} = M_{521,\varepsilon} + M_{522,\varepsilon}$ we conclude that

$$|M_{52,\varepsilon}| \leq C |x|^\alpha \|\tilde{H}\|_{L^\infty(\Omega)}.$$  
(4.139)

Estimate (4.119) and (4.139) shows that

$$|M_{5,\varepsilon}| \leq |M_{51,\varepsilon} + M_{52,\varepsilon}| \leq C |x|^\alpha \|\tilde{H}\|_{L^\infty(\Omega)}.$$  
(4.140)

Collecting the previous estimates (4.118) and (4.140), and recalling that $M_{3,\varepsilon} = M_{4,\varepsilon} + M_{5,\varepsilon}$ we infer that

$$|M_{3,\varepsilon}| \leq C |x|^\alpha \|\tilde{H}\|_{C^\alpha(\Omega)}.$$  
(4.141)

Moreover, using the definition of $\tilde{H}$ in (4.99) and Assumption 4.1 we infer that

$$\|\tilde{H}\|_{C^\alpha(\Omega)} \leq |\Lambda|_{C^2(\Omega)} \|H\|_{C^\alpha(\Omega)} \leq C \|H\|_{C^\alpha(\Omega)},$$  
(4.142)

and hence (4.141) and (4.142) yield

$$|M_{3,\varepsilon}| \leq C |x|^\alpha \|H\|_{C^\alpha(\Omega)},$$  
proving claim (4.98).

Hence, by means of estimates (4.96) and (4.98) we conclude that

$$|\partial_x \Xi_{2,\varepsilon}(x) - \partial_x \Xi_{2,\varepsilon}(0)| = |M_{0,\varepsilon} + M_{1,\varepsilon} + M_{2,\varepsilon} + M_{3,\varepsilon}| \leq C |x|^\alpha \|H\|_{C^{1,\alpha}(\Omega)}, \text{ for } x \in S^1.$$  
(4.143)

Recalling that

$$\partial_x \Xi_\varepsilon(x) = \partial_x \Xi_{1,\varepsilon}(x) + \partial_x \Xi_{2,\varepsilon}(x)$$

and bounds (4.63), (4.143) we find that

$$|\partial_x \Xi_\varepsilon(x) - \partial_x \Xi_\varepsilon(0)| \leq C |x|^\alpha \|H\|_{C^{1,\alpha}(\Omega)}, \text{ for } x \in S^1$$  
(4.144)

which shows the desired $C^{1,\alpha}$ semi-norm bound in (4.57).

To conclude the proof of the proposition, we claim that the $C^{1,\alpha}$ semi-norm bound (4.144) and the $L^\infty$ pointwise bound (4.56) implies the $C^{1,\alpha}$ Hölder norm (4.55). This is, we have to show that we can control the $L^\infty$ norm of $\partial_x \Xi_\varepsilon$. Indeed, by means of the identity

$$\Xi_\varepsilon(x_1) = \Xi_\varepsilon(x_2) + \partial_x \Xi_\varepsilon(x_2)(x_1 - x_2) - \int_{x_1}^{x_2} (\partial_x \Xi_\varepsilon(x) - \partial_x \Xi_\varepsilon(x_2)) \, dx, \text{ for } x_1, x_2 \in S^1$$  
(4.145)

and using the $C^{1,\alpha}$ semi-norm bound (4.144) and the $L^\infty$ pointwise bound (4.56)

$$|\partial_x \Xi_\varepsilon(x_2)| \leq \frac{1}{2\pi} 2 \|\Xi\|_{L^\infty} + |\partial_x \Xi_\varepsilon(x) - \partial_x \Xi_\varepsilon(x_2)| \leq C \frac{1}{\pi} \|H\|_{C^{1,\alpha}(\Omega)} + C (2\pi)^\alpha \|H\|_{C^{1,\alpha}(\Omega)}$$  
(4.146)

since $|x_1 - x_2| \leq 2\pi$. Therefore, estimate (4.146) and the previous $C^{1,\alpha}$ semi-norm bound (4.144) implies the desired $C^{1,\alpha}$ Hölder norm estimate (4.55).
4.3. $C^α$ and $C^{1,α}$ estimates for simplified singular integral operators. We provide a similar type of estimate for a simplified operator that do not have the dependence on the function $Λ$ (and hence is of convolution type) which reads

**Proposition 4.6.** Let $H(η, y) ∈ C^{1,α}(Ω)$ and let Assumption 4.1 hold. Then for any $x ∈ S^1$ the following limit exists

$$\lim_{ε→0^+} \Xi_ε(x) = \Xi(x),$$

where

$$\Xi_ε(x) = \int_ε^L dy \int_{S^1} dη \partial_x \left( \frac{e^{ix-y} - e^{i(x-η)-y}}{1 - e^{i(x-η)-y}} \right) H(η, y), \; ε > 0. \tag{4.148}$$

Moreover, we have that

$$\|\Xi\|_{C^α(S^1)} ≤ C \|H\|_{C^{1,α}(Ω)}, \tag{4.149}$$

$$\|\Xi\|_{C^{1,α}(S^1)} ≤ C \|H\|_{C^{1,α}(Ω)}. \tag{4.150}$$

with $C > 0$.

**Proof of Proposition 4.6.** The proof follows closely the ideas of Proposition 4.4 and Proposition 4.5 and the estimates can be shown mimicking the arguments used there. For the sake of completeness, we include the computations to derive bound (4.149), being the $C^{1,α}$ bound (4.150) analogous. To show that the left hand side of (4.147) exists, we first notice that

$$\partial_x \left( \frac{e^{ix-y} - e^{i(x-η)-y}}{1 - e^{i(x-η)-y}} \right) = -\partial_η \left( \frac{e^{ix-y} - e^{i(x-η)-y}}{1 - e^{i(x-η)-y}} \right). \tag{4.151}$$

Using the fact that $\int_{S^1} dη \partial_η(…) = 0$, we rewrite (4.148) as

$$\Xi_ε(x) = -\int_ε^L dy \int_{S^1} dη \partial_η \left( \frac{e^{ix-y} - e^{i(x-η)-y}}{1 - e^{i(x-η)-y}} \right) (H(η, y) - H(x, 0)). \tag{4.152}$$

Expanding the derivative and using Lemma 4.2 (for the trivial case of $Λ ≡ 0$), where for $x ∈ [-π, π]$ we identify $η ∈ S^1$ with the symmetric interval $I_x = [x - π, x + π]$ we find that

$$\|\Xi(x)\| ≤ C \|H\|_{C^{1,α}(Ω)} \lim_{ε→0^+} \int_ε^L dy \int_{I_x} dη \frac{|x - η|^α + y^α}{(x - η)^2 + y^2} ≤ C \|H\|_{C^{1,α}(Ω)}. \tag{4.153}$$

Since we are estimating the integrands of (4.152) by integrable functions that are independent on $ε$ it follows from Lebesgue Dominated Convergence Theorem that $\lim_{ε→0^+} \Xi_ε(x)$ exists. Therefore, the limit on the left hand side of (4.147) exists and the function $\Xi$ is well-defined.

To obtain the Hölder estimate, we compute the difference $\Xi_ε(x) - \Xi_0(0)$ and divide the region of integration in the integrals $\int_ε^L dy \int_{S^1} dη(…)$ into sets of the form

$$R_{Ω,≤}^ε = \{(η, y) ∈ Ω : \max\{|y|, |η|\} ≤ 2|x| \; \text{and} \; ε ≤ y ≤ L\},$$

$$R_{Ω,>}^ε = \{(η, y) ∈ Ω : \max\{|y|, |η|\} > 2|x| \; \text{and} \; ε ≤ y ≤ L\},$$
In the outer region we rewrite the term $D$ as
\[
\Xi(x) - \Xi_e(0) = \int_{R_{\Omega,\xi}} dy \, d\eta \left[ \frac{ie^{i(x-\eta - y)}}{(1 - e^{i(x-\eta - y)})^2} (H(\eta, y) - H(x, 0)) - \frac{ie^{-i\eta - y}}{(1 - e^{-i\eta - y})^2} (H(\eta, y) - H(0, 0)) \right]
\]
\[
+ \int_{R_{\Omega,\xi}} dy \, d\eta \left[ \frac{ie^{i(x-\eta - y)}}{(1 - e^{i(x-\eta - y)})^2} (H(\eta, y) - H(x, 0)) - \frac{ie^{-i\eta - y}}{(1 - e^{-i\eta - y})^2} (H(\eta, y) - H(0, 0)) \right] = D_{1,\varepsilon} + D_{2,\varepsilon}.
\]

In the inner region, we have that using Lemma 4.2 (again in the trivial case of $\Lambda, \varepsilon = 0$),
\[
|D_{1,\varepsilon}| \leq C |H|_{C^0(\Omega)} \int_{R_{\Omega,\xi}} dy \, d\eta \left[ \frac{|x - \eta| + |y|}{(x - \eta)^2 + y^2} + \frac{\eta + y}{\eta^2 + y^2} \right]
\]
\[
\leq C |H|_{C^0(\Omega)} |x|^\alpha.
\]

(4.154)

In the outer region we rewrite the term $D_{2,\varepsilon}$ as follows
\[
D_{2,\varepsilon} = \int_{R_{\Omega,\xi}} dy \, d\eta \left[ \frac{ie^{i(x-\eta - y)}}{(1 - e^{i(x-\eta - y)})^2} - \frac{ie^{-i\eta - y}}{(1 - e^{-i\eta - y})^2} \right] (H(\eta, y) - H(0, 0))
\]
\[
- (H(x, 0) - H(0, 0)) \int_{R_{\Omega,\xi}} dy \, d\eta \left[ \frac{ie^{i(x-\eta - y)}}{(1 - e^{i(x-\eta - y)})^2} \right] = D_{21,\varepsilon} + D_{22,\varepsilon}.
\]

The first integral $D_{21,\varepsilon}$ can be bounded using the mean value theorem as
\[
|D_{21,\varepsilon}| \leq C |x| |H|_{C^0(\Omega)} \int_{R_{\Omega,\xi}} dy \, d\eta \left[ \frac{|\eta| + |y|}{((x - \eta)^2 + y^2)^{3/2}} \right] \leq C |x|^\alpha |H|_{C^0(\Omega)}.
\]

(4.155)

To deal with $D_{22,\varepsilon}$, we make the following change of variables $\tilde{\eta} = x - \eta$ to find that
\[
D_{22,\varepsilon} = -i (H(x, 0) - H(0, 0)) \lim_{\varepsilon \to 0^+} \left[ \int_{\frac{1}{2}}^{1} d\tilde{\eta} \int_{|2\varepsilon|}^{L} dy \, e^{-i\tilde{\eta} - y} \left( \frac{e^{i\tilde{\eta} - y}}{1 - e^{i\tilde{\eta} - y}} \right) + \int_{\frac{1}{2}}^{1} d\tilde{\eta} \int_{\varepsilon}^{L} dy \, e^{-i\tilde{\eta} - y} \left( \frac{e^{i\tilde{\eta} - y}}{1 - e^{i\tilde{\eta} - y}} \right) \right]
\]
\[
- i (H(x, 0) - H(0, 0)) \lim_{\varepsilon \to 0^+} \left[ \int_{\frac{1}{2}}^{1} d\tilde{\eta} \left( \frac{e^{i\tilde{\eta} - y}}{e^{2\varepsilon - i\tilde{\eta} - y} - e^{2\varepsilon - i\tilde{\eta}} - e^{i\tilde{\eta}} - e^\varepsilon} \right) + \int_{\frac{1}{2}}^{1} d\tilde{\eta} \left( \frac{e^{i\tilde{\eta} - y}}{e^{i\tilde{\eta} - y} - e^{2\varepsilon - i\tilde{\eta}} - e^{2\varepsilon - i\tilde{\eta}} - e^\varepsilon} \right) \right]
\]
\[
= (H(x, 0) - H(0, 0)) \lim_{\varepsilon \to 0^+} \left[ \log \left( \frac{e^{2\varepsilon - i\tilde{\eta} - y}}{e^{2\varepsilon - i\tilde{\eta} - y}} \right)^{\frac{1}{\tilde{\eta}} - \frac{1}{2}} + \log \left( \frac{e^{i\tilde{\eta} - y}}{e^{i\tilde{\eta} - y} - e^{\varepsilon - i\tilde{\eta}}} \right)^{\frac{1}{\tilde{\eta}} - \frac{1}{2}} + \log \left( \frac{e^\varepsilon - e^{i\tilde{\eta}}}{e^{\varepsilon} - e^{i\tilde{\eta}}} \right)^{\frac{1}{\tilde{\eta}} - \frac{1}{2}} \right)
\]

Therefore we have that
\[
|D_{22,\varepsilon}| \leq C |x|^\alpha |H|_{C^0(\Omega)}
\]

(4.156)

which together with (4.155) yields
\[
|D_{2,\varepsilon}| \leq C |x|^\alpha |H|_{C^0(\Omega)}
\]

(4.157)
Combining estimates (4.154)-(4.157) we infer that
\[ |\tilde{\Xi}(x) - \tilde{\Xi}(0)| \leq \lim_{\epsilon \to 0^+} |D_{1, \epsilon} + D_{2, \epsilon}| \leq C|x|^\alpha \|H\|_{C^\alpha(\Omega)} \]  
which shows the desired $C^\alpha$ semi-norm bound (4.149).

To conclude this subsection, let us state the following result which will be needed later to show the contracting estimates in Subsection 5.1.

**Proposition 4.7** (Difference $C^\alpha$ estimate). Let $H(\eta, y) \in C^\alpha(\Omega)$ and let $\Lambda^1, \Lambda^2$ satisfy Assumption 4.1. Then for any $x \in \Sigma^1$ the following limit exists
\[ \lim_{\epsilon \to 0^+} \Xi^\epsilon_d(x) = \Xi^d(x), \]  
where
\[ \Xi^\epsilon_d(x) = \lim_{\epsilon \to 0^+} \int_\epsilon^L dy \int_{\Sigma^1} d\eta \partial_x \left( \frac{e^{i(x-\eta)-y}}{1 - e^{i(x-\eta)-y-i\Lambda^1(\eta, y)}} \right) H(\eta, y), \epsilon > 0. \]  
Moreover, we have that
\[ \|\Xi^d\|_{C^\alpha(\Sigma^1)} \leq C \|H\|_{C^\alpha(\Omega)} \]
with $C > 0$.

**Proof of Proposition 4.7.** This result can be proved by a means an elementary adaption of the Proposition 4.4. Notice that the only difference between this result and Proposition 4.4 is that instead of a single function $\Lambda$ appearing as a perturbation in the denominator we have two different functions $\Lambda^1, \Lambda^2$ affecting the denominator in (4.160). Actually, Proposition 4.4 is a particular case in which we take $\Lambda^1 = 0$ and $\Lambda^2 = \Lambda$. The proof of this Proposition 4.7 can be showed around similar lines of Proposition 4.4 just estimating the corrective terms due to $\Lambda^1, \Lambda^2$ as it was made in the proof of Proposition 4.4. We will not provide the details here. \qed

5. The a priori estimates for the operators $T_1, \ldots, T_4$.

In this section, we will provide the $C^\alpha$ and $C^{1, \alpha}$ Hölder estimates for the operators $T_1, \ldots, T_4$ and the function $G$. The key point towards the estimates relies on the $C^\alpha$ and $C^{1, \alpha}$ Hölder bounds showed in the previous Section 4.

In order to do so, let us introduce the following new assumption:

**Assumption 5.1.** We assume that the function $\vartheta : \Omega \to \Sigma^1$ belongs to $C^{1, \alpha}(\Omega)$ and also that there exists $\delta_1 \in (0, \frac{1}{2})$ such that
\[ \|\vartheta\|_{C^{1, \alpha}(\Omega)} \leq \delta_1. \]

**Remark 5.2.** The new function $\vartheta(\eta, y)$ will play the role of the function $\partial_x \Theta(X(\eta, y), y)$ in the operators $T_1, \ldots, T_4$. However, using this notation reduces the length of the formulas.

**Remark 5.3.** In the following we will define the operators $T_1, \ldots, T_4$ by means of certain integral expressions which represent operators from $C^\alpha$ to $C^\alpha$ and from $C^{1, \alpha}$ to $C^{1, \alpha}$. For the sake of simplicity, we will use the same symbol to denote these operators, in spite of the fact that they act in different spaces. The space on which they act will be clear in each particular case from the context.
Proposition 5.4 (Estimates $T_1$). Let Assumption 4.1 and Assumption 5.1 hold. Then for $j_0 \in C^{1,0}(S^1)$ we define the operator $T_1$ as follows

$$T_1[\lambda, \vartheta]j_0(x) = -\frac{1}{2\pi} \lim_{\varepsilon \to 0} \int_{S^1} G_1(x, \eta, \vartheta)j_0(\eta) \, d\eta, \text{ for } x \in S^1,$$  

(5.1)

where

$$G_1(x, \eta, \vartheta) = \sum_{n = -\infty}^{\infty} \frac{n \sinh(nL)}{\cosh(nL) - 1} e^{inx} \int_{\varepsilon}^{L} e^{-ny} \left[ \frac{e^{-in\lambda(\vartheta, y)}}{1 + \vartheta(\eta, y)} - 1 \right] dy.$$  

(5.2)

The limit in (5.1) exists, moreover we have that

$$\|T_1[\lambda, \vartheta]\|_{L(\infty, \infty)} \leq C \delta_0,$$  

(5.3)

$$\|T_1[\lambda, \vartheta]\|_{L(0, \infty)} \leq C \delta_0.$$  

(5.4)

Proof. To show that the right hand side of (5.1) exists, let us split the function $G_1(x, \eta)$ for $n > 0$ and $n < 0$. We will use the notation $G_1^+(x, \eta)$ for $n > 0$ and $G_1^-(x, \eta)$ otherwise. Therefore, for $n > 0$ we have that

$$G_1^+(x, \eta) = \sum_{n = 1}^{\infty} ne^{inx} \int_{\varepsilon}^{L} e^{-ny} \left[ \frac{e^{-in\lambda(\vartheta, y)}}{1 + \vartheta(\eta, y)} - 1 \right] dy + G_1^+(x, \eta)$$  

(5.5)

where

$$G_1^+(x, \eta) = \sum_{n = 1}^{\infty} \left( \frac{n \sinh(nL)}{\cosh(nL) - 1} - n \right) e^{inx} \int_{\varepsilon}^{L} e^{-ny} \left[ \frac{e^{-in\lambda(\vartheta, y)}}{1 + \vartheta(\eta, y)} - 1 \right] dy.$$  

(5.6)

On the one hand, calculating explicitly the summation via geometric series, we have that the first term in (5.5) denoted by $G_1^{1,+}$ is given by

$$G_1^{1,+}(x, \eta) = \frac{1}{i} \int_{\varepsilon}^{L} \partial_y \left( \frac{e^{ixy} - e^{ixy-i\lambda(\eta, y)}}{1 - e^{ixy}} \right) \frac{1}{1 + \vartheta(\eta, y)} \, dy$$

$$= \frac{1}{i} \int_{\varepsilon}^{L} \left( \frac{e^{-i\lambda(\eta, y)} - 1}{y} \right) \partial_y \left( \frac{e^{ixy}}{1 - e^{ixy}} \right) \frac{1}{1 + \vartheta(\eta, y)} \, dy$$

$$= \frac{1}{i} \int_{\varepsilon}^{L} F(x, \eta, y) \left( \frac{e^{-i\lambda(\eta, y)} - 1}{y} \right) \frac{1}{1 + \vartheta(\eta, y)} \, dy$$  

(5.7)

with

$$F(x, \eta, y) = \partial_y \left( \frac{e^{ixy} - e^{ixy-i\lambda(\eta, y)}}{1 - e^{ixy} - e^{ixy-i\lambda(\eta, y)}} \right).$$

Therefore, by means of (5.7), we have that the operator $T_1$ for $n > 0$ given in (5.1) can be written after changing the order of integration as

$$T_1[\lambda, \vartheta]j_0(x) = -\frac{1}{2\pi} \lim_{\varepsilon \to 0} \int_{\varepsilon}^{L} dy \int_{S^1} F(x - \eta, \eta, y) \left( \frac{e^{-i\lambda(\eta, y)} - 1}{y} \right) \frac{1}{1 + \vartheta(\eta, y)} j_0(\eta)$$

$$- \frac{1}{2\pi} \lim_{\varepsilon \to 0} \int_{S^1} G_1^+(x - \eta, \eta) j_0(\eta) \, d\eta = T_1^{1,+}[\lambda, \vartheta]j_0(x) + T_1^{1,+}[\lambda, \vartheta]j_0(x)$$  

(5.8)

assuming that the limits exist. To show that the limit of the second integral $T_1^{1,+}[\lambda, \vartheta]j_0(x)$ exists, we notice that the function $G_1^{1,+}(x, \eta)$ given in (5.6) is a smooth function in $x$ and decays exponentially in $n$. Therefore, using the bound

$$\left| e^{-in\lambda(\eta, y)} - 1 \right| \leq C \|n\| \|\lambda\|_{L^{\infty}(S^1)},$$
we find that
\[ \| \mathcal{E}_{12e}(x, \eta) \| \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \| \Lambda \|_{L^\infty(\Omega)} \leq C, \text{ for } x \in \mathbb{S}^1, \eta \in \mathbb{S}^1. \]

Since the estimate is independent of \( \epsilon \) using the Lebesgue Dominated Convergence Theorem, we can ensure that the limit exists and that the operator \( T_{12}^{+}[\Lambda, \vartheta]j_0(x) \) is well defined. Moreover, we also have the pointwise bound
\[ |T_{12}^{+}[\Lambda, \vartheta]j_0(x)| \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \| \Lambda \|_{L^\infty(\Omega)} \| j_0 \|_{L^\infty(\Omega)} \leq C \delta_0 \| j_0 \|_{L^\infty(\Omega)}, \text{ for } x \in \mathbb{S}^1. \quad (5.9) \]

On the other hand, to ensure that \( T_{11}^{+}j_0(x) \) in (5.8) is well defined we make use of Proposition 4.4 where
\[ H(\eta, y) = \frac{(e^{-i\Lambda(\eta, y)} - 1)}{y} \frac{1}{1 + \vartheta(\eta, y)} j_0(\eta). \quad (5.10) \]

It is straightforward to check that choosing \( H(\eta, y) \) as in (5.10), we have that \( H(\eta, y) \in C_{\alpha}^{\alpha}(\Omega) \) since
\[ |H|_{C_{\alpha}^{\alpha}(\Omega)} \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{C_{\alpha}^{\alpha}(\Omega)} \| \Lambda \|_{C_{1,\alpha}^{\alpha}(\Omega)} \| j_0 \|_{C_{\alpha}^{\alpha}(\Omega)} \leq C \delta_0 \| j_0 \|_{C_{\alpha}^{\alpha}(\Omega)} \]
where in the last inequality we have used Assumption 4.1. To show the \( C_{\alpha}^{\alpha} \) and \( C_{1,\alpha}^{\alpha} \) seminorm estimate (5.3) and (5.4), we check that using estimate
\[ |e^{i\pi x_1} - e^{i\pi x_2}| \leq C|\pi|\alpha|x_1 - x_2|^\alpha, \quad \text{for } \alpha \in (0, 1) \text{ and } x_1, x_2 \in \mathbb{S}^1 \quad (5.11) \]

we find that
\[ \| \mathcal{E}_{12e}(x_1, \eta) - \mathcal{E}_{12e}(x_2, \eta) \| \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \| \Lambda \|_{L^\infty(\Omega)} |x_1 - x_2|^\alpha \]
\[ \| \partial_x \mathcal{E}_{12e}(x_1, \eta) - \partial_x \mathcal{E}_{12e}(x_2, \eta) \| \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \| \Lambda \|_{L^\infty(\Omega)} |x_1 - x_2|^\alpha. \]

Thus
\[ |T_{12}^{+}[\Lambda, \vartheta]|_{L(L^\infty(\mathbb{S}^1), C_{\alpha}^{\alpha}(\Omega))} \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \| \Lambda \|_{L^\infty(\Omega)} \leq C \delta_0, \quad (5.12) \]
\[ |T_{12}^{+}[\Lambda, \vartheta]|_{L(L^\infty(\mathbb{S}^1), C_{1,\alpha}^{\alpha}(\Omega))} \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \| \Lambda \|_{L^\infty(\Omega)} \leq C \delta_0. \quad (5.13) \]

Similarly, as before a direct application of Proposition 4.4 and Proposition 4.5 with \( H(\eta, y) \) as in (5.10) yields
\[ |T_{11}^{+}[\Lambda, \vartheta]j_0|_{L(C_{\alpha}^{\alpha}(\mathbb{S}^1))} \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{C_{\alpha}^{\alpha}(\Omega)} \| \Lambda \|_{C_{1,\alpha}^{\alpha}(\Omega)} \leq C \delta_0, \quad (5.14) \]
\[ |T_{11}^{+}[\Lambda, \vartheta]j_0|_{L(C_{1,\alpha}^{\alpha}(\mathbb{S}^1))} \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{C_{1,\alpha}^{\alpha}(\Omega)} \| \Lambda \|_{C_{2,\alpha}^{\alpha}(\Omega)} \leq C \delta_0, \quad (5.15) \]
since
\[ |H|_{C_{\alpha}^{\alpha}(\Omega)} \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{C_{\alpha}^{\alpha}(\Omega)} \| \Lambda \|_{C_{1,\alpha}^{\alpha}(\Omega)} \| j_0 \|_{C_{\alpha}^{\alpha}(\mathbb{S}^1)} \leq C \delta_0 \| j_0 \|_{C_{\alpha}^{\alpha}(\mathbb{S}^1)}, \]
\[ |H|_{C_{1,\alpha}^{\alpha}(\Omega)} \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{C_{1,\alpha}^{\alpha}(\Omega)} \| \Lambda \|_{C_{2,\alpha}^{\alpha}(\Omega)} \| j_0 \|_{C_{\alpha}^{\alpha}(\mathbb{S}^1)} \leq C \delta_0 \| j_0 \|_{C_{\alpha}^{\alpha}(\mathbb{S}^1)}. \]

Since the estimates for \( n < 0 \) follow identically, we omit a detailed proof here. \( \square \)
Proposition 5.5 (Estimates $T_2$). Let Assumption 5.1 hold. Then for $j_0 \in C^{1,\alpha}(S^1)$ we define the operator $T_2$ as follows

$$T_2[\vartheta]j_0(x) = -\frac{1}{2\pi} \lim_{\epsilon \to 0} \int_{S^1} \Theta_2,\epsilon(x - \eta, \eta)j_0(\eta) \ d\eta,$$  

(5.16)

where

$$\Theta_2,\epsilon(x, \eta) = \sum_{n = -\infty}^{n = \infty} \frac{n \sinh(nL)}{(\cosh(nL) - 1)} e^{inx} \int_\epsilon^L e^{-|n|y} \left[ \frac{\vartheta(\eta, y)}{1 + \vartheta(\eta, y)} \right] dy.$$  

(5.17)

The limit (5.16) exists and in addition the following estimates hold

$$\|T_2[\vartheta]\|_{L(C^{1,\alpha}(\Omega))} \leq C\delta_1,$$  

(5.18)

$$\|T_2[\vartheta]\|_{L(\Omega)} \leq C\delta_1.$$  

(5.19)

Proof. The proof follows the same lines of Proposition 5.4. We first, show that the right hand side of (5.16) exists, and afterwards we provide the Hölder bounds (5.18) and (5.19). To that purpose, we split $\Theta_2,\epsilon(x, \eta)$ for $n > 0$ and $n < 0$ and just show the estimates for $n > 0$, being the case for $n < 0$ identical. Therefore, for $n > 0$ we have that

$$\Theta_{21,\epsilon}(x, \eta) = \sum_{n = 1}^{n = \infty} \frac{n \sinh(nL)}{(\cosh(nL) - 1)} e^{inx} \int_\epsilon^L e^{-ny} \left[ \frac{\vartheta(\eta, y)}{1 + \vartheta(\eta, y)} \right] dy + \Theta_{22,\epsilon}(x, \eta)$$  

(5.20)

where

$$\Theta_{22,\epsilon}(x, \eta) = \sum_{n = 1}^{n = \infty} \left( -\frac{n \sinh(nL)}{(\cosh(nL) - 1)} \right) e^{inx} \int_\epsilon^L e^{-ny} \left[ \frac{\vartheta(\eta, y)}{1 + \vartheta(\eta, y)} \right] dy.$$  

(5.21)

Computing the sum in the first term in (5.20) we obtain

$$\Theta_{21,\epsilon}(x, \eta) = \frac{1}{i} \int_\epsilon^L \partial_x \left( \frac{1}{1 - e^{ix - y}} \right) \left[ \frac{\vartheta(\eta, y)}{1 + \vartheta(\eta, y)} \right] dy,$$  

(5.22)

and changing the order of integration the operator $T_2[\vartheta]j_0$ in (5.16) can be written for $n > 0$ as

$$T_2[\vartheta]j_0(x) = -\frac{1}{2\pi} \lim_{\epsilon \to 0} \int_\epsilon^L dy \int_{S^1} d\eta \partial_x \left( e^{i(x - \eta - y)} \right) \left[ \frac{\vartheta(\eta, y)}{1 + \vartheta(\eta, y)} \right] j_0(\eta)$$

$$- \frac{1}{2\pi} \lim_{\epsilon \to 0} \int_{S^1} \Theta_{22,\epsilon}(x - \eta, \eta) j_0(\eta) \ d\eta := T_{21}[\vartheta]j_0 + T_{22}[\vartheta]j_0.$$  

(5.23)

As before, the remainder smoothing term $\Theta_{22}(x, \eta)$ (5.21) is a smooth function in $x$ and in particular

$$\|\Theta_{22}(x, \eta)\|_{L^\infty(\Omega)} \leq C \left\| \frac{\vartheta}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \leq C\delta_1,$$  

(5.24)

for $x \in S^1, \eta \in S^1$.

Hence, since estimate (5.23) is independent of $\epsilon$, Lebesgue Dominated Convergence Theorem shows that the limit exists and that the associated operator $T_{22}[\vartheta]j_0$ is well-defined. Choosing

$$H(\eta, \vartheta) = \frac{\vartheta(\eta, y)}{1 + \vartheta(\eta, y)} j_0(\eta),$$  

(5.25)

and noticing that

$$\|H\|_{C^{0,\alpha}(\Omega)} \leq C \left\| \frac{\vartheta}{1 + \vartheta} \right\|_{C^{0,\alpha}(\Omega)} \|j_0\|_{C^{0,\alpha}(\Omega)} \leq C\delta_1 \|j_0\|_{C^{0,\alpha}(\Omega)}.$$  

(5.26)
we can apply Lemma 4.6 to obtain that $T^+_2[\vartheta]j_0$ is well defined. We are left to show the $C_\alpha$ and $C^{1,\alpha}$ semi-norm estimates (5.18)-(5.19). Making use of the bound

$$\left|e^{inx} - e^{inx'}\right| \leq C|n|^\alpha|x_1 - x_2|^\alpha,$$

for $\alpha \in (0,1)$ and $x_1, x_2 \in \mathbb{S}^1$.

we infer that for $\mathcal{S}_{22}^+$ defined in (5.21)

$$\left|\mathcal{S}_{22}^+(x_1,\eta) - \mathcal{S}_{22}^+(x_2,\eta)\right| \leq C \left\|\vartheta \right\|_{L^n(\Omega)} \left|x_1 - x_2\right|^\alpha,$$

and similarly invoking (5.27) and (5.29) we find that

$$\left|\partial_x \mathcal{S}_{22}^+(x_1,\eta) - \partial_x \mathcal{S}_{22}^+(x_2,\eta)\right| \leq C \left\|\vartheta \right\|_{L^n(\Omega)} \left|x_1 - x_2\right|^\alpha.$$

holds. Thus, due to Assumption 5.1 we obtain

$$\left| T^+_2[\vartheta] \right|_{L^n(\mathbb{S}^1),C_\alpha(\mathbb{S}^1)} \leq C \left\|\vartheta \right\|_{L^n(\Omega)} \leq C\delta_1,$$

(5.26)

$$\left| T^+_2[\vartheta] \right|_{L^n(\mathbb{S}^1),C^{1,\alpha}(\mathbb{S}^1)} \leq C \left\|\vartheta \right\|_{L^n(\Omega)} \leq C\delta_1.$$

(5.27)

To deal with the most singular operator $T^+_2[\vartheta]$ we make use of Proposition 4.6. Indeed, applying estimates (4.149) and (4.150) to the function $H(\eta,y)$ as in (5.24) we find that

$$\left| T^+_2[\vartheta] \right|_{L^n(\mathbb{S}^1)} \leq C \left\|\vartheta \right\|_{C^n(\Omega)} \leq C\delta_1,$$

(5.28)

$$\left| T^+_2[\vartheta] \right|_{L^n(\mathbb{S}^1),C^{1,\alpha}(\mathbb{S}^1)} \leq C \left\|\vartheta \right\|_{C^{1,\alpha}(\Omega)} \leq C\delta_1,$$

(5.29)

since

$$\left| H \right|_{C_\alpha(\Omega)} \leq C \left\|\vartheta \right\|_{C_\alpha(\Omega)} \leq C\delta_1 \left|j_0\right|_{C_\alpha(\mathbb{S}^1)},$$

$$\left| H \right|_{C^{1,\alpha}(\Omega)} \leq C \left\|\vartheta \right\|_{C^{1,\alpha}(\Omega)} \leq C\delta_1 \left|j_0\right|_{C^{1,\alpha}(\mathbb{S}^1)}.$$

Therefore, using (5.26) and (5.28) we conclude that

$$\left| T^+_2[\vartheta] \right|_{L^n(\mathbb{S}^1)} \leq C\delta_1,$$

(5.30)

and similarly invoking (5.27) and (5.29) we find that

$$\left| T^+_2[\vartheta] \right|_{L^n(\mathbb{S}^1),C^{1,\alpha}(\mathbb{S}^1)} \leq C\delta_1.$$

(5.31)

\begin{proposition}[Estimates $T_3$ and $T_4$] \label{prop:estimates_t3_t4}
Let Assumption 4.1 and Assumption 5.1 hold. Then for $j_0 \in C^{1,\alpha}(\mathbb{S}^1)$ we define the operators $T_3$ and $T_4$ as follows

$$T_3[\Lambda, \vartheta]j_0(x) = -\frac{1}{2\pi} \int_{\mathbb{S}^1} \Phi_3(x - \eta, \eta)j_0(\eta) \, d\eta,$$

(5.32)

$$T_4[\Lambda, \vartheta]j_0(x) = -\frac{1}{2\pi} \int_{\mathbb{S}^1} \Phi_4(x - \eta, \eta)j_0(\eta) \, d\eta,$$

(5.33)

with

$$\Phi_3(x, \eta) = \sum_{n=-\infty}^{n=\infty} \frac{n \sinh(nL)}{(\cosh(nL) - 1)} e^{inx} \int_0^L M(n, y) \left(\frac{e^{-in\Lambda(\eta,y)}}{1 + \vartheta(\eta,y)} - 1\right) dy,$$

(5.34)

$$\Phi_4(x, \eta) = \sum_{n=-\infty}^{n=\infty} \frac{n \sinh(nL)}{(\cosh(nL) - 1)} e^{inx} \int_0^L M(n, y) \frac{\vartheta(\eta,y)}{1 + \vartheta(\eta,y)} dy,$$

(5.35)

\end{proposition}
and

\[ M(n, y) = \frac{e^{-2nL}(e^{ny} - e^{-ny})}{(1 - e^{-2nL})}, \quad (5.36) \]

Then we have that

\[ |T_3[\Lambda, \vartheta]|_{\mathcal{L}(C^0(S^1), L^\infty(S^1))} \leq C\delta_0, \quad (5.37) \]
\[ |T_4[\Lambda, \vartheta]|_{\mathcal{L}(C^0(S^1), L^\infty(S^1))} \leq C\delta_1, \quad (5.38) \]

and

\[ |T_3[\Lambda, \vartheta]|_{\mathcal{L}(C^{1,\alpha}(S^1), L^\infty(S^1))} \leq C, \quad (5.39) \]
\[ |T_4[\Lambda, \vartheta]|_{\mathcal{L}(C^{1,\alpha}(S^1), L^\infty(S^1))} \leq C, \quad (5.40) \]

**Remark 5.7.** As we can see from the estimates the operators, \( T_3 \) and \( T_4 \) are smoothing operators that transform functions from \( L^\infty(S^1) \) to functions in \( C^{1,\alpha}(S^1) \). Moreover, the series in \( \varrho_3 \) and \( \varrho_4 \) are uniformly convergent and therefore we do not need to define the operators \( T_3 \) and \( T_4 \) in (5.32), (5.33) as a limit since the integrals are well defined.

**Proof.** Notice that \( M(n, y) \) defined in (5.36) is a smooth function in \( y \) and decays exponential in \( n \). Therefore, the simple bounds

\[ |M(n, y)| \leq Ce^{-nL}, \quad \left| e^{-in\lambda(y, y)} - 1 \right| \leq C|n| \Lambda|_{L^\infty(\Omega)} , \]

yield

\[ |\varrho_3(x, \eta)| \leq C|\Lambda|_{L^\infty(\Omega)} \left\| \frac{1}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \quad \text{and} \quad |\varrho_4(x, \eta)| \leq C \left\| \frac{\vartheta}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \quad \text{for } x \in S^1, \eta \in S^1. \]

Moreover using that \( |e^{inx_1} - e^{inx_2}| \leq C|\eta|^\alpha |x_1 - x_2|^\alpha \) for \( \alpha \in (0, 1) \) and \( x_1, x_2 \in S^1 \) we have that for \( \eta \in S^1 \)

\[ |\varrho_3(x_1, \eta) - \varrho_3(x_2, \eta)| \leq C|\Lambda|_{L^\infty(\Omega)} \left\| \frac{1}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \quad |x_1 - x_2| \leq C\delta_0 |x_1 - x_2|^\alpha , \]
\[ |\varrho_4(x_1, \eta) - \varrho_4(x_2, \eta)| \leq C \left\| \frac{\vartheta}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \quad |x_1 - x_2| \leq C\delta_1 |x_1 - x_2|^\alpha , \]
\[ |\partial_x \varrho_3(x_1, \eta) - \partial_x \varrho_3(x_2, \eta)| \leq C|\Lambda|_{L^\infty(\Omega)} \left\| \frac{1}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \quad |x_1 - x_2| \leq C\delta_0 |x_1 - x_2|^\alpha , \]
\[ |\partial_x \varrho_4(x_1, \eta) - \partial_x \varrho_4(x_2, \eta)| \leq C \left\| \frac{\vartheta}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \quad |x_1 - x_2| \leq C\delta_1 |x_1 - x_2|^\alpha . \]

Therefore using the above pointwise estimates we conclude that the Hölder semi-norm of \( T_3 \), \( T_4 \) defined in (5.32)-(5.33) is bounded as

\[ |T_3[\Lambda, \vartheta]|_{\mathcal{L}(L^\infty(S^1), C^0(S^1))} \leq C\delta_0, \]
\[ |T_4[\Lambda, \vartheta]|_{\mathcal{L}(L^\infty(S^1), C^0(S^1))} \leq C\delta_1, \]
\[ |T_3[\Lambda, \vartheta]|_{\mathcal{L}(L^\infty(S^1), C^{1,\alpha}(S^1))} \leq C\delta_0, \]
\[ |T_4[\Lambda, \vartheta]|_{\mathcal{L}(L^\infty(S^1), C^{1,\alpha}(S^1))} \leq C\delta_1, \]

concluding the proof.
5.1. Estimates for the differences of $T_1$. In this subsection, we will derive estimates for the difference operators. This will be needed in order to show the contraction estimate in the general fixed point argument (see Section 7) in the lower order Hölder space $C^{\alpha}$. The proof follows the same lines as in the previous subsection but some extra computations are needed in order to get the desired contraction type estimate. More precisely, our first result reads

**Proposition 5.8.** Let $\Lambda^1, \Lambda^2$ satisfy Assumption 4.1 and $\vartheta^1, \vartheta^2$ satisfy Assumption 5.1. Let $j_0 \in C^\alpha(S^1)$ and define

$$T_1^d j_0(x) = \left( T_1[\Lambda^1, \vartheta^1] - T_1[\Lambda^2, \vartheta^2] \right) j_0(x),$$

where $T_1[\cdot, \cdot]$ is given in (5.1). Then we have that

$$\|T_1^d\|_{L(C^\alpha(S^1))} \leq C \left( \|\Lambda^1 - \Lambda^2\|_{C^{1,\alpha}(\Omega)} + \|\vartheta^2 - \vartheta^1\|_{C^\alpha(\Omega)} \right).$$

**Proof.** Let us first introduce some notation. We define by $\mathcal{G}^d_{1,\epsilon}$ the difference function

$$\mathcal{G}^d_{1,\epsilon}(x, \eta) = \mathcal{G}_{1,\epsilon}[\Lambda^1, \vartheta^1](x, \eta) - \mathcal{G}_{1,\epsilon}[\Lambda^2, \vartheta^2](x, \eta)$$

where $\mathcal{G}_{1,\epsilon}[\cdot, \cdot]$ is given in (5.2). Following the lines of Proposition 5.4, we split the function (5.2) for $n > 0$ and $n < 0$. Similarly as in the previous propositions, we will use the notation $\mathcal{G}^d_{1,\epsilon}^+$ for $n > 0$ and $\mathcal{G}^d_{1,\epsilon}^-$ otherwise. Then, for $n > 0$ we find that

$$\mathcal{G}^d_{1,\epsilon}^+(x, \eta) = \sum_{n=1}^{n=\infty} ne^{inx} \int_{x}^{L} e^{-ny} L_n(\eta, y) dy + \sum_{n=1}^{n=\infty} \left( \frac{n \sinh(nL)}{\cosh(nL) - 1} - 1 \right) e^{inx} \int_{x}^{L} e^{-ny} L_n(\eta, y) dy$$

with

$$L_n(\eta, y) = \left[ \frac{e^{-in\Lambda^1(\eta, y)} - 1}{1 + \vartheta^1(\eta, y)} - \frac{e^{-in\Lambda^2(\eta, y)} - 1}{1 + \vartheta^2(\eta, y)} \right].$$

It will be convenient to decompose $L_n(\eta, y)$ as follows

$$L_n(\eta, y) = \frac{1}{1 + \vartheta^1(\eta, y)} \left( e^{-in\Lambda^1(\eta, y)} - e^{-in\Lambda^2(\eta, y)} \right) + \left( e^{-in\Lambda^2(\eta, y)} - 1 \right) \left( \frac{1}{1 + \vartheta^1(\eta, y)} - \frac{1}{1 + \vartheta^2(\eta, y)} \right)$$

$$= L^{1}_n + L^{2}_n.$$

Plugging the decomposition $L_n = L^1_n + L^2_n$ into (5.44) and calculating the sum in $n$ for the first term $\mathcal{G}^d_{11,\epsilon}^+(x, \eta)$ we obtain

$$\mathcal{G}^d_{11,\epsilon}^+(x, \eta) = \frac{1}{i} \int_{L} e^{-ix-y-i\lambda^1(\eta, y)} \frac{e^{ix-y-i\lambda^1(\eta, y)} - e^{ix-y-i\lambda^2(\eta, y)}}{1 - e^{ix-y-i\lambda^1(\eta, y)} - e^{ix-y-i\lambda^2(\eta, y)}} \frac{1}{1 + \vartheta^1(\eta, y)} dy$$

$$+ \frac{1}{i} \int_{L} e^{-ix-y-i\lambda^2(\eta, y)} \frac{e^{ix-y-i\lambda^2(\eta, y)} - e^{ix-y}}{1 - e^{ix-y-i\lambda^1(\eta, y)} - e^{ix-y-i\lambda^2(\eta, y)}} \times \left( \frac{1}{1 + \vartheta^1(\eta, y)} - \frac{1}{1 + \vartheta^2(\eta, y)} \right) dy$$

$$= \mathcal{G}^d_{111,\epsilon}(x, \eta) + \mathcal{G}^d_{112,\epsilon}(x, \eta).$$

Denoting by

$$F_1(x, \eta, y) = \partial_x \left( \frac{ye^{ix-y}}{(1 - e^{ix-y-i\lambda^1(\eta, y)})(1 - e^{ix-y-i\lambda^2(\eta, y)})} \right),$$

$$F_2(x, \eta, y) = \partial_x \left( \frac{ye^{ix-y}}{(1 - e^{ix-y-i\lambda^1(\eta, y)})(1 - e^{ix-y})} \right),$$

$$F_3(x, \eta, y) = \partial_x \left( \frac{xe^{ix-y}}{(1 - e^{ix-y-i\lambda^1(\eta, y)})(1 - e^{ix-y-i\lambda^2(\eta, y)})} \right),$$

$$F_4(x, \eta, y) = \partial_x \left( \frac{xe^{ix-y}}{(1 - e^{ix-y-i\lambda^1(\eta, y)})(1 - e^{ix-y})} \right),$$

$$F_5(x, \eta, y) = \partial_x \left( \frac{ye^{ix-y}}{(1 - e^{ix-y-i\lambda^1(\eta, y)})(1 - e^{ix-y})} \right),$$

$$F_6(x, \eta, y) = \partial_x \left( \frac{xe^{ix-y}}{(1 - e^{ix-y-i\lambda^1(\eta, y)})(1 - e^{ix-y})} \right).$$
Furthermore, we also have that the functions

\[ L(\eta, y) \]

we find, after changing the order of integration that

\[ T(x, \eta, y) \]

Therefore, recalling the definition of the operator \( T^d_{11} \) in (5.41) and the previous computations we find, after changing the order of integration that

\[ T^d_{11} j_0(x) = T^d_{12} j_0(x) + T^d_{13} j_0(x) \]

where

\[ T^d_{11} j_0(x) = \frac{1}{2\pi i} \lim_{\epsilon \to 0} \int_{\epsilon}^{L} dy \int_{\Sigma} d\eta \frac{L_1^d(\eta, y)}{y} f_1(x, \eta, y) j_0(\eta), \]

\[ T^d_{12} j_0(x) = \frac{1}{2\pi i} \lim_{\epsilon \to 0} \int_{\epsilon}^{L} dy \int_{\Sigma} d\eta \frac{L_2^d(\eta, y)}{y} f_2(x, \eta, y) j_0(\eta), \]

\[ T^d_{13} j_0(x) = \frac{1}{2\pi i} \lim_{\epsilon \to 0} \int_{\Sigma} \mathcal{G}^d_{12, e}(x - \eta, \eta) j_0(\eta) \, d\eta. \]

We start estimating the third term \( T^d_{13} j_0(x) \). Notice that the function \( \mathcal{G}^d_{12, e} \) in (5.44) is a smooth function in \( x \) due to the exponential decay in \( n \) of the terms that define the function (5.44). Furthermore, we also have that the functions \( L_1^d(\eta, y), L_2^d(\eta, y) \) defined in (5.46) are bounded by

\[ |L_1^d(\eta, y)| \leq C \left\| \frac{1}{1 + \vartheta} \right\|_{L^\infty(\Omega)} |n| \left\| \Lambda_1 - \Lambda_2 \right\|_{L^\infty(\Omega)}, \quad \text{for } (\eta, y) \in \Omega, \]

\[ |L_2^d(\eta, y)| \leq C \left\| \frac{\vartheta^2 - \vartheta^1}{(1 + \vartheta^2)(1 + \vartheta^1)} \right\|_{L^\infty(\Omega)} |n| \left\| \Lambda_2 \right\|_{L^\infty(\Omega)}, \quad \text{for } (\eta, y) \in \Omega. \]

and thus

\[ \left| \mathcal{G}^d_{12, e}(x, \eta, \eta) \right| \leq C \left( \left\| \frac{1}{1 + \vartheta} \right\|_{L^\infty(\Omega)} \left\| \Lambda_1 - \Lambda_2 \right\|_{L^\infty(\Omega)} + \left\| \frac{\vartheta^2 - \vartheta^1}{(1 + \vartheta^2)(1 + \vartheta^1)} \right\|_{L^\infty(\Omega)} \right) \]

\[ \leq C \left\| \Lambda_1 - \Lambda_2 \right\|_{L^\infty(\Omega)} + \left\| \vartheta^2 - \vartheta^1 \right\|_{L^\infty(\Omega)}, \quad \text{for } x \in \mathbb{S}^1, \eta \in \mathbb{S}^1. \]

Since the estimate (5.52) is independent of \( \epsilon \), Lebesgue Dominated Convergence Theorem shows that the limit exists and that the associated operator \( T^d_{13} j_0 \) in (5.49) is well-defined. Moreover, we have the pointwise estimate

\[ \left| T^d_{13} j_0(x) \right| \leq C \left( \left\| \Lambda_1 - \Lambda_2 \right\|_{L^\infty(\Omega)} + \left\| \vartheta^2 - \vartheta^1 \right\|_{L^\infty(\Omega)} \right) \| j_0 \|_{L^\infty(\Omega)}, \quad x \in \mathbb{S}^1. \]

The \( C^0 \) semi-norm estimate for \( T^d_{13} j_0 \) follows directly by using estimate (5.11) which combined with (5.53) shows

\[ \left| T^d_{13} j_0 \right|_{L^\infty(\mathbb{S}^1), C^0(\mathbb{S}^1)} \leq C \left( \left\| \Lambda_1 - \Lambda_2 \right\|_{L^\infty(\Omega)} + \left\| \vartheta^2 - \vartheta^1 \right\|_{L^\infty(\Omega)} \right). \]

To deal with \( T^d_{11} j_0 \) in (5.47) and \( T^d_{12} j_0 \) in (5.48), we can invoke Proposition 4.7 and Proposition 4.4, respectively. Notice that a consequence of the before mentioned lemmas is that the limits of the integrals (5.47) and (5.48) are well-defined.
Proposition 5.9. Let \( G \) be given in (5.46) and \( T_n \) as in (5.58). Then we have that

\[
\frac{1}{y} = \frac{e^{-i\Lambda^1(\eta,y)}}{1 + \vartheta^1(\eta,y)} \frac{1 - e^{-i(\Lambda^2(\eta,y) - \Lambda^1(\eta,y))}}{y} = \frac{e^{-i\Lambda^1(\eta,y)}}{1 + \vartheta^1(\eta,y)} \int_0^1 B(\eta,y) e^{i\gamma s} B(\eta,y) ds
\]

(5.55)

since by Assumption 4.1 we can write \( \Lambda^2(\eta,y) - \Lambda^1(\eta,y) = yB(\eta,y) \) for \( B(\eta,y) \in C^{1,\alpha}(\Omega) \).

Thus, choosing

\[
H(\eta,y) = \frac{1}{y} j_0(\eta) \in C^\alpha(\Omega)
\]

we apply estimate (4.61) in Proposition 4.7 combined with (5.55) to obtain that

\[
\| T_{11}^{d+} \|_{L^1(C^\alpha(S^1))} \leq C \| \Lambda^1 - \Lambda^2 \|_{C^{1,\alpha}(\Omega)}.
\]

(5.56)

On the other hand, proceeding in a similar way and choosing

\[
H(\eta,y) = \frac{1}{y} j_0(\eta) \in C^\alpha(\Omega)
\]

we use Lemma 4.4 to show that

\[
\| T_{12}^{d+} \|_{L^1(C^\alpha(S^1))} \leq C \| \vartheta^2 - \vartheta^1 \|_{C^\alpha(\Omega)}.
\]

(5.57)

Collecting bounds (5.54)-(5.57) we deduce estimate (5.42) for \( n > 0 \). Repeating the same arguments for \( n < 0 \) concludes the proof. \( \square \)

**Proposition 5.9.** Let \( \vartheta^1, \vartheta^2 \) satisfy Assumption 5.1. Let \( j_0 \in C^\alpha(S^1) \) and define

\[
T_2^d j_0(x) = (T_2[\vartheta^1] - T_2[\vartheta^2]) j_0(x).
\]

(5.58)

where \( T_2[\cdot] \) is given in (5.16). Then we have that

\[
\| T_2^d \|_{L^1(C^\alpha(S^1))} \leq C \| \vartheta^2 - \vartheta^1 \|_{C^\alpha(\Omega)}.
\]

(5.59)

**Proof.** Following the same notation as in the last proposition and the arguments of the proof of Proposition 5.5, we introduce the difference function \( \Theta_{2,\epsilon}^d \)

\[
\Theta_{2,\epsilon}^d(x,\eta) = \Theta_{2,\epsilon}^d[\vartheta^1](x,\eta) - \Theta_{2,\epsilon}^d[\vartheta^2](x,\eta).
\]

(5.60)

where \( \Theta_{2,\epsilon}^d[\cdot] \) is given in (5.17). The using the same notation by means of the superscripts \( \pm \) as before, we find that for \( n > 0 \) we have that

\[
\Theta_{2,\epsilon}^{d,\pm}(x,\eta) = \sum_{n=1}^{n=\infty} e^{inx} L_3(\eta,y) dy + \sum_{n=1}^{n=\infty} \left( \frac{n \sinh(nL)}{(\cosh(nL) - 1)} - n \right) e^{inx} L_3(\eta,y) dy
\]

\[
= \Theta_{21,\epsilon}^{d,\pm}(x,\eta) + \Theta_{22,\epsilon}^{d,\pm}(x,\eta)
\]

(5.61)

with

\[
L_3(\eta,y) = \frac{1}{1 + \vartheta^1(\eta,y)} (\vartheta^1(\eta,y) - \vartheta^2(\eta,y)) + \vartheta^2(\eta,y) \left( \frac{1}{1 + \vartheta^1(\eta,y)} - \frac{1}{1 + \vartheta^2(\eta,y)} \right)
\]

Therefore, calculating the sum in \( n \) in \( \Theta_{21,\epsilon}^{d,\pm}(x,\eta) \) we find that

\[
\Theta_{21,\epsilon}^{d,\pm}(x,\eta) = \frac{1}{i} \int_\epsilon^L \partial_x \left( \frac{e^{ix-y}}{1 - e^{ix-y}} \right) L_3(\eta,y) dy
\]
Lemma 5.11. Let defined in (3.50). To that purpose, let us start with the following lemma:

Since the function $\Theta^{d+}_{22}$ is smooth in $x$ since the series that defines it decays exponentially in $n$, we infer using the expression on $L_{3}(\eta, y)$ that

$$\left|\Theta^{d+}_{22}(x, \eta)\right| \leq C \left|L_{3}\right|_{L^{\infty}(\Omega)} \leq C \left|\vartheta^{1} - \vartheta^{2}\right|_{L^{\infty}(\Omega)},$$

(5.64)

Since estimate is independent of $\epsilon$, Lebesgue Dominated Convergence Theorem shows that the limit exists and that the associated operator $T^{d+}_{22}j_{0}$ in (5.63) is well-defined. Moreover, we have the pointwise estimate

$$\left|T_{22}^{d+} j_{0}(x)\right| \leq C \left|\vartheta^{1} - \vartheta^{2}\right|_{L^{\infty}(\Omega)} \left|j_{0}\right|_{L^{\infty}(\Omega)}, \quad x \in \mathbb{S}^{1}.$$  

(5.65)

The Hölder semi-norm estimate follows in a similar way as in (5.11). Therefore,

$$\left\|T_{22}^{d+}\right\|_{L_{c}(L^{\infty}(\mathbb{S}^{1}), C^{0}(\mathbb{S}^{1}))} \leq C \left|\vartheta^{2} - \vartheta^{1}\right|_{C^{0}(\Omega)}.$$ 

(5.66)

To estimate the remainder operator $T^{d+}_{21}$ we apply Proposition 4.6 with $H(\eta, y) = L_{3}j_{0}(\eta) \in C^{0}(\Omega)$ and hence

$$\left\|T_{21}^{d+}\right\|_{L_{c}(C^{0}(\mathbb{S}^{1}))} \leq C \left|\vartheta^{2} - \vartheta^{1}\right|_{C^{0}(\Omega)}.$$ 

(5.67)

By means of (5.66)-(5.67) we deduce that (5.59) concluding the proof.

Proposition 5.10. Let $\Lambda^{1}, \Lambda^{2}$ satisfy Assumption 4.1 and let $\vartheta^{1}, \vartheta^{2}$ satisfy Assumption 5.1. Let $j_{0} \in C^{0}(\mathbb{S}^{1})$ and define

$$T^{d}_{3}j_{0}(x) = \left(T_{3}[\Lambda^{1}, \vartheta^{1}] - T_{2}[\Lambda^{2}, \vartheta^{2}]\right) j_{0}(x),$$

(5.68)

$$T^{d}_{4}j_{0}(x) = \left(T_{4}[\vartheta^{1}] - T_{d}[\vartheta^{2}]\right) j_{0}(x),$$

(5.69)

where $T_{3}[\cdot, \cdot]$ and $T_{4}[\cdot]$ are given in (5.32)-(5.33). Then we have that

$$\left\|T^{d}_{3}\right\|_{L_{c}(L^{\infty}(\Omega), C^{0}(\mathbb{S}^{1}))} \leq C \left(\left|\Lambda^{1} - \Lambda^{2}\right|_{C^{1,0}(\Omega)} + \left|\vartheta^{2} - \vartheta^{1}\right|_{C^{0}(\Omega)}\right),$$

(5.70)

$$\left\|T^{d}_{4}\right\|_{L_{c}(L^{\infty}(\Omega), C^{0}(\mathbb{S}^{1}))} \leq C \left|\vartheta^{2} - \vartheta^{1}\right|_{C^{0}(\Omega)}.$$ 

(5.71)

Proof. The proof follows simply by combining the bounds derived in Proposition 5.8, Proposition 5.9 and Proposition 5.6.

5.2. Estimates for $G$. In this subsection, we provide the $C^{1,\alpha}$ Hölder estimate for the term $G$ defined in (3.50). To that purpose, let us start with the following lemma:

Lemma 5.11. Let $f \in C^{2,\alpha}(\partial \Omega)$ and define the functions

$$h^{+}(x) = -J + \int_{\Omega} (f(\xi, L) - A) \, d\xi, \quad h^{-}(x) = \int_{0}^{x} (f(\xi, 0) - A) \, d\xi, \quad x \in \mathbb{S}^{1}.$$ 

Denote by $\widehat{h}^{+}(n), \widehat{h}^{-}(n)$ the Fourier coefficients of $h^{+}, h^{-}$ respectively. We define

$$Z(x) = \frac{1}{2\pi} \sum_{n = -\infty}^{n = \infty} \left(\widehat{h}^{+}(n) \frac{|n|}{\sinh(|n| L)} - \widehat{h}^{-}(n) \frac{|n|}{\tanh(|n| L)}\right) e^{inx}.$$ 

(5.72)
Then the function $Z \in C^{2,\alpha}(S^1)$. Moreover, we have that

$$ |Z|_{C^{2,\alpha}(S^1)} \leq C \|f\|_{C^{2,\alpha}(S^1)}. \quad (5.73) $$

Proof. Adding and subtracting $|n\tilde{h}^-(n)e^{inx}|$ in (5.72) we obtain that

$$ Z(x) = \frac{1}{2\pi} \sum_{n=\pm \infty}^{\pm \infty} \left( |n\tilde{h}^-(n)e^{inx} + W_1(n)\tilde{h}^+(n)e^{inx} + W_2(n)\tilde{h}^-(n)e^{inx} \right) $$

where $|W_i(n)| \leq Ce^{-Ln}$ for $i = 1, 2$. Therefore, recalling that

$$ \partial_x \mathcal{H}h^-(x) = \mathcal{H}\partial_x h^-(x) = \frac{1}{2\pi} \sum_{n=\pm \infty}^{\pm \infty} |n|\tilde{h}^-(n)e^{inx} $$

where $\mathcal{H}$ is the periodic Hilbert transform we arrive at

$$ |Z|_{C^{2,\alpha}(S^1)} \leq C \left( |\mathcal{H}\partial_x h^-|_{C^{2,\alpha}(S^1)} + |h^-|_{L^{\infty}(S^1)} + |h^+|_{L^{\infty}(S^1)} \right) $$

$$ \leq C \left( |\mathcal{H}h^-|_{C^{3,\alpha}(S^1)} + |h^+|_{L^{\infty}(S^1)} \right). $$

Moreover, using the fact that the Hilbert transform is a bounded operator in the class of Hölder spaces (cf. [21]) namely

$$ |\mathcal{H}|_{L(C^{3,\alpha}(S^1))} \leq C, $$

and that $\partial_x h^-(x) = (f(x, L) - A) \in C^{2,\alpha}(S^1)$ we obtain

$$ |Z|_{C^{2,\alpha}(S^1)} \leq C \left( |\mathcal{H}h^-|_{C^{3,\alpha}(S^1)} + |h^+|_{L^{\infty}(S^1)} \right) \leq C \|f\|_{C^{2,\alpha}(S^1)}.$$ 

□

Lemma 5.12. Let $g \in C^{2,\alpha}(\partial\Omega)$ and define $\tilde{g}(x) = g(x) - Z(x)$ where $Z(x)$ is given in (5.72). Then for $x \in S^1$ we define

$$ G(x) = -\frac{1}{2\pi} \int_{S^1} \sum_{n=\pm \infty}^{\pm \infty} \left[ \frac{n\sinh(nL)}{\cosh(nL) - 1} \right] e^{inx}\eta \tilde{g}(\eta) d\eta. \quad (5.75) $$

Moreover, we have that

$$ \|G\|_{C^{1,\alpha}(S^1)} \leq C \left( \|f\|_{C^{2,\alpha}(S^1)} + \|g\|_{C^{2,\alpha}(S^1)} \right). \quad (5.76) $$

Proof. Recalling (3.50), we have that

$$ G(x) = \mathcal{H}\partial_x \tilde{g}(x) - \int_{S^1} \tilde{Q}(x - \eta) \tilde{g}(\eta) d\eta, $$

where

$$ \tilde{Q}(x) = \frac{1}{2\pi} \sum_{n=\pm \infty}^{\pm \infty} \tilde{Q}_n e^{inx} $$

and

$$ \tilde{Q}_n = \frac{1}{n} \left( \frac{n\sinh(nL)}{\cosh(nL) - 1} - |n| \right), \quad \text{for } n \neq 0, \quad \tilde{Q}_0 = \frac{2}{L} \quad \text{for } n = 0. $$

Therefore, using the fact

$$ |\mathcal{H}|_{L(C^{1,\alpha}(S^1))} \leq C, \quad |\tilde{Q}_n| \leq e^{-nL} $$

and (5.11) we infer that

$$ |G|_{C^{1,\alpha}(S^1)} \leq C \left( |\mathcal{H}\partial_x \tilde{g}|_{C^{1,\alpha}(S^1)} + \|\tilde{g}\|_{L^{\infty}(S^1)} \right) \leq C \|\tilde{g}\|_{C^{2,\alpha}(S^1)}. \quad (5.77) $$
To conclude, we recall that \( \tilde{g}(x) = g(x) - Z(x) \) and thus by means of Lemma 5.11 we obtain that
\[
|G|_{C^{1,\alpha}(\Omega)} \leq C \|\tilde{g}\|_{C^{2,\alpha}(\Omega)} \leq C \left( |f|_{C^{2,\alpha}(\Omega)} + \|g\|_{C^{2,\alpha}(\Omega)} \right).
\] (5.78)

6. Existence of solutions to the integral equation for \( j_0 \)

In this section we are interested in studying the existence of a solution \( j_0 \in C^{1,\alpha}(\partial \Omega_\omega) \) to the integral equation (3.36) given by
\[
j_0(x) = -\sum_{i=1}^{4} (T_i j_0(x) - \langle T_i j_0 \rangle) - \langle j_0 f^- \rangle + G(x) - \langle G \rangle
\] (6.1)

To that purpose, let us first introduce the following notation. Given \( j_0 \in C^{1,\alpha}(\partial \Omega_\omega) \) we define the operator
\[
\Upsilon : B_{\delta_0}(C^{2,\alpha}(\Omega)) \times B_{\delta_1}(C^{1,\alpha}(\Omega)) \to \mathcal{L} \left( C^{1,\alpha}(\partial \Omega_\omega) \right)
\]
such that for \((\Lambda, \vartheta) \in B_{\delta_0}(C^{2,\alpha}(\Omega)) \times B_{\delta_1}(C^{1,\alpha}(\Omega))\) we have that
\[
\Upsilon(\Lambda, \vartheta)(j_0) = -\sum_{i=1}^{4} (T_i[\Lambda, \vartheta]j_0 - \langle T_i[\Lambda, \vartheta]j_0 \rangle) - \langle f^- j_0 \rangle
\] (6.2)

where \( T_i \) are defined in (3.37),(3.38),(3.41) and (3.42).

**Remark 6.1.** More precisely, the operators \( T_i[\Lambda, \vartheta] \) as stated in (3.37),(3.38),(3.41) and (3.42) are written for the particular case where \( \vartheta(\eta, y) = \partial_\xi \Theta(X(\eta, y), y) \). However, we will show the existence of solutions for a more general class of integral equations, namely for general functions \( \Lambda \) and \( \vartheta \) which satisfied certain regularity and smallness assumptions. We will later check that for the particular case where \( \vartheta(\eta, y) = \partial_\xi \Theta(X(\eta, y), y) \) the required assumptions are satisfied (cf. Section 7).

**Remark 6.2.** In a similar manner as we did for the operators \( T_1, \ldots, T_4 \), we now define an operator \( \Upsilon \) acting either in \( C^{\alpha} \) or in \( C^{1,\alpha} \). We will not use different symbols for operators acting in different spaces for the sake of simplicity, (cf. Remark 5.3).

In the first place, we have the following two lemmas

**Lemma 6.3.** Let \( M_0 \leq \min\{\delta_0, \delta_1\} \) where \( \delta_0, \delta_1 \) are defined in Assumption 4.1 and Assumption 5.1, respectively. Let \( \tilde{M} \leq M_0 \) and
\[
|\Lambda|_{C^{2,\alpha}(\Omega)} + |\vartheta|_{C^{1,\alpha}(\Omega)} + |f^-|_{C^{2,\alpha}(\partial \Omega_\omega)} \leq \tilde{M}.
\] (6.3)

Then we have that
\[
|\Upsilon(\Lambda, \vartheta)|_{\mathcal{L}(C^{1,\alpha}(\partial \Omega_\omega))} \leq C \tilde{M}.
\] (6.4)

Furthermore, the operator \( \Upsilon(\Lambda, \vartheta) \) is Lipschitz in \( C^{\alpha}(\partial \Omega_\omega) \), i.e. for any \( \Lambda^1, \Lambda^2 \) and \( \vartheta^1, \vartheta^2 \) satisfying (6.3) we have that
\[
\|\Upsilon(\Lambda^1, \vartheta^1) - \Upsilon(\Lambda^2, \vartheta^2)\|_{\mathcal{L}(C^{\alpha}(\partial \Omega_\omega))} \leq C \left( \|\Lambda^1 - \Lambda^2\|_{C^{1,\alpha}(\Omega)} + \|\vartheta^2 - \vartheta^1\|_{C^{\alpha}(\Omega)} \right).
\] (6.5)

**Proof.** The proof of (6.4) is a consequence of the estimates (5.4), (5.19), (5.39) and (5.40), as well as the fact that those estimates are preserved for the averaging operators \( (\cdot) \). Notice that the derivatives of the averaging operators are zero since they are just constant functions.

Indeed, applying those bounds we readily check that
\[
|\Upsilon(\Lambda, \vartheta)|_{\mathcal{L}(C^{1,\alpha}(\partial \Omega_\omega))} \leq C \tilde{M}.
\] (6.6)
Lemma 6.4. There exists \( M_0 \leq M_0 \) such that for any \( \widetilde{M} \leq M_0 \) and \( \Lambda, \vartheta, f^\ast \) satisfying (6.3) the operator \((1 - \Upsilon)\) is invertible in \( C^{1,\alpha}(\partial \Omega_-)\). More precisely, there exists an operator \( \Pi[\Lambda, \vartheta] = (1 - \Upsilon[\Lambda, \vartheta])^{-1} \) such that

\[
\Pi : B_{\widetilde{M}}(C^{2,\alpha}(\Omega)) \times B_{\widetilde{M}}(C^{1,\alpha}(\Omega)) \to L(\mathcal{C}^{1,\alpha}(\partial \Omega_\ast)).
\]

Moreover, the operator \( \Pi[\Lambda, \vartheta] \) is Lipschitz in \( C^\alpha(\partial \Omega_-) \), i.e. for any \( \Lambda_1, \Lambda_2 \) and \( \vartheta_1, \vartheta_2 \) satisfying (6.3) we have that

\[
\|\Pi[\Lambda_1, \vartheta_1] - \Pi[\Lambda_2, \vartheta_2]\|_{L(C^{1,\alpha}(\partial \Omega_-))} \leq C \left( \|\Lambda_1 - \Lambda_2\|_{C^{1,\alpha}(\Omega)} + \|\vartheta_2 - \vartheta_1\|_{C^{\alpha}(\Omega)} \right).
\] (6.7)

Proof. Under the hypothesis of Lemma 6.3 we have shown that \( \|\Upsilon[\Lambda, \vartheta]\|_{L(C^{1,\alpha}(\partial \Omega_-))} \leq CM \) for some \( \widetilde{M} \) sufficiently small. Therefore, the existence of \((1 - \Upsilon)^{-1}\) follows from the classical Neumann series (cf. [23]). Indeed, we have that

\[
\Pi[\Lambda, \vartheta] = (1 - \Upsilon[\Lambda, \vartheta])^{-1} = \sum_{n=0}^{\infty} (-1)^n \Upsilon^n[\Lambda, \vartheta]
\] (6.8)

where \( n = 0, \Upsilon^0[\Lambda, \vartheta] = I \) is the identity operator. Moreover, for \( \Upsilon[\Lambda, \vartheta] \in L(\mathcal{C}^{1,\alpha}(\partial \Omega_-)) \) and using estimate (6.4) we find that

\[
\|\Pi[\Lambda, \vartheta]\|_{L(C^{1,\alpha}(\partial \Omega_-))} = \sum_{n=0}^{\infty} \|(-1)^n \Upsilon^n[\Lambda, \vartheta]\|_{L(C^{1,\alpha}(\partial \Omega_-))} \leq \frac{1}{1 - \widetilde{M}}
\] (6.9)

Denoting by \( A^n_1 = \Upsilon^n[\Lambda_1, \vartheta_1], A^n_2 = \Upsilon^n[\Lambda_2, \vartheta_2] \) we can find that

\[
A^n_1 - A^n_2 = A^{n-1}_1(A_1 - A_2) + A^{n-2}_1(A_1 - A_2)A_2 + \ldots + A(A_1 - A_2)A^n_2.
\] (6.10)

Thus, combining (6.8) and (6.10) we find that

\[
\Pi[\Lambda_1, \vartheta_1] - \Pi[\Lambda_2, \vartheta_2] = \sum_{n=0}^{\infty} (-1)^n A^n_1 - \sum_{n=0}^{\infty} (-1)^n A^n_2
\]

\[
= \sum_{n=0}^{\infty} (-1)^n \left[ A^{n-1}_1(A_1 - A_2) + A^{n-2}_1(A_1 - A_2)A_2 + \ldots + A(A_1 - A_2)A^n_2 \right]
\]
and hence by means of bounds (6.4)-(6.5) we infer that if $M_0$ is sufficiently small that

$$ \left\| \Pi[A^1, \vartheta^1] - \Pi[A^2, \vartheta^2] \right\|_{\mathcal{L}(C^\alpha(\partial\Omega))} \leq C \left\| A_1 - A_2 \right\|_{\mathcal{L}(C^\alpha(\partial\Omega))} \sum_{n=0}^{\infty} n(CM)^{n-1} $$

$$ \leq C \left\| \vartheta^n[A^1, \vartheta^1] - \vartheta^n[A^2, \vartheta^2] \right\|_{\mathcal{L}(C^\alpha(\partial\Omega))} $$

$$ \leq C \left( \|A^1 - A^2\|_{C^{1,\alpha}(\Omega)} + \|\vartheta^2 - \vartheta^1\|_{C^{\alpha}(\Omega)} \right). $$

\[\Box\]

Combining both lemmas we can provide the existence of solutions to the integral equation (6.1) which reads

**Proposition 6.5.** Let the hypothesis of Lemma 6.3 hold. Let also $f \in C^{2,\alpha}(\Omega)$, $g \in C^{2,\alpha}(\partial\Omega)$ and $G$ given as in (3.50). Then there exists a solution $j_0 \in C^{1,\alpha}(\partial\Omega)$ to (6.1) given by

$$ j_0 = \Pi[\Lambda, \vartheta](G - \langle G \rangle). $$

(6.11)

Furthermore,

$$ \|j_0\|_{C^{1,\alpha}(\partial\Omega)} \leq C \left( \|f\|_{C^{2,\alpha}(\Omega)} + \|g\|_{C^{2,\alpha}(\partial\Omega)} \right). $$

(6.12)

**Proof.** The fact that $j_0$ as given in (6.11) solves (6.1) is a consequence of the definition of the operator $\Pi[\Lambda, \vartheta]$ in Lemma 6.4. On the other hand, we notice by means of Lemma 5.12 and estimate (5.76) yields

$$ \|G - \langle G \rangle\|_{C^{1,\alpha}(\Sigma)} \leq C \left( \|f\|_{C^{2,\alpha}(\Sigma)} + \|g\|_{C^{2,\alpha}(\partial\Omega)} \right) $$

(6.13)

where $G$ is as in (3.50). This estimate as well as the fact that $\Pi : B_M(C^{2,\alpha}(\Omega)) \times B_M(C^{1,\alpha}(\Omega)) \to \mathcal{L}(C^{1,\alpha}(\partial\Omega))$

$$ \|j_0\|_{C^{1,\alpha}(\partial\Omega)} \leq C \left( \|f\|_{C^{2,\alpha}(\Omega)} + \|g\|_{C^{2,\alpha}(\partial\Omega)} \right). $$

(6.14)

\[\Box\]

### 7. The Fixed Point Argument

In this section we will provide the fixed point argument, this is, we will define an adequate operator $\Gamma$ on a subspace of $C^{2,\alpha}(\Omega)$ which has a fixed point $b$ such that $B = (0,1) + b$ is a solution to (1.1) and (1.7).

We define the operator $\Gamma : B_M(C^{2,\alpha}(\Omega)) \to C^{2,\alpha}(\Omega)$ using several intermediate building blocks. Given $b \in B_M(C^{2,\alpha}(\Omega))$ we define the flow map associated with the vector field $B = (0,1) + b$ as the mapping $X[b] : B_M(C^{2,\alpha}(\Omega)) \to C^{2,\alpha}(\Omega)$ which satisfies the ordinary differential equation

$$ \begin{cases} \partial_y X[b](\xi, y) = \frac{\kappa(X[b](\xi, y))}{1 + \kappa(X[b](\xi, y))} \\ X[b](\xi, 0) = \xi. \end{cases} $$

(7.1)

Moreover, we denote by $X[b]^{-1}(\xi, y)$ the inverse function of $X[b]$ in the first variable, namely $X[b](X[b]^{-1}(\xi, y), y) = \xi$. Then we define $\Lambda : B_M(C^{2,\alpha}(\Omega)) \to C^{2,\alpha}(\Omega)$ as

$$ \Lambda[b](\eta, y) = X[b](\eta, y) - \eta $$

(7.2)

Actually, in Lemma 7.2 we will show the stronger result $\text{Im}(\Lambda) \subset B_{CM}(C^{2,\alpha}(\Omega))$ for $C > 0$. We define also the function $\Theta : B_M(C^{2,\alpha}(\Omega)) \to C^{2,\alpha}(\Omega)$ as

$$ \Theta[b](\xi, y) = X[b]^{-1}(\xi, y) - \xi. $$

(7.3)
Finally $\varphi[b]: B_M(C^{2,\alpha}(\Omega)) \to C^{1,\alpha}(\Omega)$ is given by
\[
\varphi[b](\eta, y) = \partial_k \Theta[b](X[b](\eta, y), y).
\] (7.4)

Notice that combining (7.3)-(7.4) we can write
\[
\varphi[b](\eta, y) = \partial_k X^{-1}[b](X[b](\eta, y), y)) - 1.
\] (7.5)

Moreover, arguing as in Lemma 7.2 we prove that $\text{Im}(\varphi) \subset B_{CM}(C^{1,\alpha}(\Omega))$.

Therefore, we now introduce the following operator
\[
\Psi[b]: B_M(C^{2,\alpha}(\Omega)) \to B_{CM}(C^{2,\alpha}(\Omega)) \times B_{CM}(C^{1,\alpha}(\Omega))
\]
defined by $\Psi[b] = (\Lambda[b], \varphi[b])$ and choose $\tilde{M} = CM \leq M_0$. Next, notice that the function $j_0 \in C^{1,\alpha}(\partial \Omega_-)$ given by (6.11) solving the integral equation (6.2) can be expressed as the following composition of operators
\[
j_0 = \Pi[\Psi[b]](G - \{G\}).
\] (7.6)

The condition $\tilde{M} = CM \leq M_0$ must be satisfied so that Proposition 6.5 can be applied. To conclude the construction, we use two additional building blocks. First, for $b \in B_M(C^{2,\alpha}(\Omega))$ and $j_0 = \Pi[\Psi[b]](G - \{G\})$, we define
\[
j = T[b, j_0]: B_M(C^{2,\alpha}(\Omega)) \times C^{1,\alpha}(\Omega_-) \to C^{1,\alpha}(\Omega)
\]
where $j$ is the unique solution to the transport type problem
\[
T[b, j_0]: \begin{cases}
(0, 1) + b \cdot \nabla j = 0, & \text{in } \Omega \\
j = j_0, & \text{on } \partial \Omega_-
\end{cases}
\] (7.7)

To conclude, the new velocity field $W \in C^{2,\alpha}(\Omega)$ is recovered by means of the div-curl problem (also known as Biot-Savart operator) given by
\[
W = B_s[j, f, J]: C^{1,\alpha}(\Omega) \times C^{2,\alpha}(\partial \Omega) \times \mathbb{R} \to C^{2,\alpha}(\Omega)
\]
where $W$ is the unique solution to
\[
B_s[j, f, J]: \begin{cases}
\nabla \times W = j, & \text{in } \Omega \\
\text{div } W = 0, & \text{in } \Omega \\
W \cdot n = f, & \text{on } \partial \Omega \\
\int_0^L W_1(0, y) \, dy = J
\end{cases}
\] (7.8)

where $J = J[f, g, b]$ is given by
\[
\frac{2J}{L^2} = -\frac{1}{2\pi} \int_0^{2\pi} G(x) \, dx + \frac{1}{2\pi} \sum_{i=1}^{4} \int_0^{2\pi} T_{i,j_0}(x) \, dx \, dx - \frac{1}{2\pi} \int_0^{2\pi} j_0(x) f^- (x) \, dx
\] (7.9)

(cf. (3.35)) with $j_0 = \Pi[\Psi[b]](G - \{G\})$. Then, we define $\Gamma(b) = W$. In particular, the full operator can be expressed as the following composition of operators
\[
W = \Gamma(b) = B_s[T[b, \Pi[\Psi[b]](G - \{G\}), f, J[f, g, b]].
\] (7.10)

The precise statement of the theorem reads as follows:

**Theorem 7.1.** Let $f \in C^{2,\alpha}(\Omega)$ satisfying (1.6) and $g \in C^{2,\alpha}(\partial \Omega_-)$. There exist $\varepsilon_0 > 0, M_0 = M_0(L, \alpha)$ sufficiently small such that if
\[
\|f\|_{C^{2,\alpha}(\Omega)} + \|g\|_{C^{2,\alpha}(\partial \Omega_-)} \leq \varepsilon_0 M, \text{ for } M \leq M_0,
\] (7.11)
then $\Gamma(B_M(C^{2,\alpha}(\Omega))) \subset B_M(C^{2,\alpha}(\Omega))$. Furthermore, the operator $\Gamma$ has a unique fixed point in $B_M(C^{2,\alpha}(\Omega))$. 
7.1. Preliminary estimates: ODE, transport problem and div-curl problem. Before showing the proof of Theorem 7.1, let us first show several Lemmas that will be needed to provide the proof of Theorem 7.1. The first result summarizes general Hölder estimates for \( \Lambda[b] \) and \( \vartheta[b] \).

**Lemma 7.2.** Let \( M_0 \) be sufficiently small and let \( b \in B_M(C^{2,\alpha}(\Omega)) \) with \( M \leq M_0 \). Then, for \( \Lambda[b], \vartheta[b] \) given in (7.2) and (7.5), we have that \( \Lambda[b] \in C^{2,\alpha}(\Omega) \), \( \vartheta[b] \in C^{1,\alpha}(\Omega) \) and
\[
|\Lambda[b]|_{C^{2,\alpha}(\Omega)} \leq CM, \quad (7.12)
\]
\[
|\vartheta[b]|_{C^{1,\alpha}(\Omega)} \leq CM. \quad (7.13)
\]
Moreover, the operator \( \Lambda[b] \) and \( \vartheta[b] \) are Lipschitz in \( C^{1,\alpha}(\Omega) \) and \( C^\alpha(\Omega) \) respectively. This is for any \( b^1, b^2 \in B_M(C^{2,\alpha}(\Omega)) \)
\[
|\Lambda[b^1] - \Lambda[b^2]|_{C^{1,\alpha}(\Omega)} \leq C \|b^1 - b^2\|_{C^{1,\alpha}(\Omega)}, \quad (7.14)
\]
\[
|\vartheta[b^1] - \vartheta[b^2]|_{C^\alpha(\Omega)} \leq C \|b^1 - b^2\|_{C^\alpha(\Omega)}. \quad (7.15)
\]

**Proof.** The proof of Lemma 7.2 is the standard argument used to compute the dependence of the solutions for an ODE in their parameters. More precisely, the main idea of the proof is to control incremental quotients of the form \( \frac{f(x+h)-f(x)}{h} \) for \( h > 0 \), as well as terms quotients of the form \( \frac{j(x)-j(y)}{x-y} \) using Grönwall type arguments. A bound similar to (7.12), (7.13) in Lemma 7.2 but estimating only the \( C^{1,\alpha} \) Hölder norm have been shown in [2, Lemma 3.7]. Moreover, the proof of (7.14), (7.15) is obtained computing the differences of the solutions of the differential equations which define \( \Lambda, \vartheta \) (cf. (7.2), (7.5) and (7.1)) with \( b = b^1 \) and \( b = b^2 \).

The next results deals with Hölder estimates for solutions to the hyperbolic transport type problem (7.7). For a proof of this result we refer the reader to [2, Proposition 3.8], where a more general result is shown.

**Proposition 7.3.** Let \( M_0 \) be sufficiently small. Then for every \( M \leq M_0 \), \( b \in B_M(C^{2,\alpha}(\Omega)) \) and \( j_0 \in C^{\alpha}(\partial\Omega_-) \), there exists a unique \( j \in C^{1,\alpha}(\Omega) \) solving
\[
T[b,j_0] : \begin{cases}
(\partial_0 + b) \cdot \nabla j = 0 & \text{in } \Omega, \\
j = j_0 & \text{on } \partial\Omega_-.
\end{cases} \quad (7.16)
\]
Moreover, there exists a constant \( C = C(\alpha, L) > 0 \) such that the following estimate holds
\[
|j|_{C^{1,\alpha}(\Omega)} \leq C |j_0|_{C^{\alpha}(\partial\Omega_-)}. \quad (7.17)
\]
Furthermore, let \( j_1, j_2 \in C^\alpha(\Omega) \) be two different solutions to (7.16) with \( b \) given by \( b^1, b^2 \in B_M(C^{2,\alpha}(\Omega)) \) respectively. Then
\[
|j^1 - j^2|_{C^\alpha(\Omega)} \leq C \left( |j_0^1 - j_0^2|_{C^\alpha(\partial\Omega_-)} + |j_0^1|_{C^{1,\alpha}(\partial\Omega_-)} \|V^1 - V^2\|_{C^\alpha(\Omega)} \right) \quad (7.18)
\]
where \( C = C(\alpha, L) > 0 \).

To conclude let us also recall the following result regarding Hölder estimate for the div-curl problem, cf. [2, Proposition 3.11] for a detailed proof.
Proof of Theorem 7.1. 7.2. where the curve $B$ that the operator $\Gamma$ has a unique fixed point in $C^2,\alpha(\Omega)$ solving

$$B_\ast[j,f,J]:\begin{cases}
\nabla \times W = j, & \text{in } \Omega \\
\text{div } W = 0, & \text{in } \Omega \\
W \cdot n = f, & \text{on } \partial \Omega \\
\int_C W \cdot n \, dS = J.
\end{cases} \quad (7.19)$$

where the curve $C = \{(0,y), y \in [0,L]\}$. Moreover, the solution satisfies the inequality

$$\|W\|_{C^2,\alpha(\Omega)} \leq C\left(\|j\|_{C^1,\alpha(\Omega)} + \|f\|_{C^2,\alpha(\partial \Omega)} + |J|\right), \quad (7.20)$$

where $C = C(L,\alpha) > 0$.

7.2. Proof of Theorem 7.1. First, we show that the operator $\Gamma$ maps $b \in B_M(C^{2,\alpha}(\Omega))$ into itself and second, that the operator $\Gamma$ is a contraction mapping in the lower order norm $C^{1,\alpha}(\Omega)$. By combining both ingredients, we can invoke Banach fixed point theorem to infer that the operator $\Gamma$ has a unique fixed point in $B_M(C^{2,\alpha}(\Omega))$. Let us start with the former assertion. By means of (7.10) we find that for $b \in B_M(C^{2,\alpha}(\Omega))$

$$\|\Gamma(b)\|_{C^{2,\alpha}(\Omega)} = \|B_\ast[T[b,\Pi]\Psi[b]((G - \{G\}))], f, J]\|_{C^{2,\alpha}(\Omega)}$$

$$\leq C\left(\|T[b,\Pi]\Psi[b]((G - \{G\}))\|_{C^{1,\alpha}(\Omega)} + \|f\|_{C^2,\alpha(\partial \Omega)} + |J|\right)$$

$$\leq C\left(\|\Pi\Psi[b]((G - \{G\}))\|_{C^{1,\alpha}(\Omega)} + \|f\|_{C^2,\alpha(\partial \Omega)} + |J|\right).$$

where in the first inequality we have used (7.20) in Proposition 7.4 and in the latter we invoked (7.18) in Proposition 7.3. On the other hand, recall that by definition $\Psi[b] = (\Lambda,\vartheta)[b]$. Hence, combining inequalities (7.12)-(7.13) in Lemma 7.2 and estimate (6.12) in Proposition 6.5 we have that

$$\|\Pi\Psi[b]((G - \{G\}))\|_{C^{1,\alpha}(\Omega)} \leq C\left(\|f\|_{C^2,\alpha(\Omega)} + \|g\|_{C^2,\alpha(\partial \Omega)}\right).$$

Moreover, we can show using the expression of $J$ given in (7.9) and the previous estimates (5.4), (5.19), (5.39), (5.40) and (6.12) that

$$|J| \leq C\left(\|f\|_{C^2,\alpha(\Omega)} + \|g\|_{C^2,\alpha(\partial \Omega)}\right). \quad (7.21)$$

Thus, we readily check that

$$\|\Gamma(b)\|_{C^{2,\alpha}(\Omega)} \leq C\left(\|f\|_{C^2,\alpha(\Omega)} + \|g\|_{C^2,\alpha(\partial \Omega)}\right) \leq C\varepsilon_0 M \quad (7.22)$$

where in the second inequality we have used the smallness assumption (7.11). Choosing $\varepsilon_0 = \frac{1}{2C}$, we obtain that $\Gamma(B_M(C^{2,\alpha}(\Omega))) \subset B_M(C^{2,\alpha}(\Omega))$.

We now claim that the $B_M(C^{2,\alpha}(\Omega))$ endowed with the topology $C^{1,\alpha}$ is a complete metric space which we will denote by $(B_M(C^{2,\alpha}(\Omega)),\|\cdot\|_{C^{1,\alpha}})$. In order to show this it is sufficient to check that $B_M(C^{2,\alpha}(\Omega))$ is a closed subset of $C^{1,\alpha}(\Omega)$, (cf. [2, Proof of Lemma 3.12]).

Moreover, we also claim that

$$\Gamma: B_M(C^{2,\alpha}(\Omega)),\|\cdot\|_{C^{1,\alpha}}) \to (B_M(C^{2,\alpha}(\Omega)),\|\cdot\|_{C^{1,\alpha}})$$

is a contraction mapping. To this end, we have to show that for $b^1, b^2 \in B_M(C^{2,\alpha}(\Omega))$, we need to estimate the difference $\|\Gamma(b^1) - \Gamma(b^2)\|_{C^{1,\alpha}(\Omega)}$. To that purpose, using the expression
of the full operator given in (7.10) and noticing that the Biot-Savart operator defined in (7.8) is a linear operator, we obtain by means of Proposition 7.4 that

\[
\|\Gamma(b^1) - \Gamma(b^2)\|_{C^{1,\alpha}(\Omega)} = \left\| B_b[T[b^1, \Pi[\Psi[b^1]]G - (G)], f, J^1] - B_b[T[b^2, \Pi[\Psi[b^2]]G - (G)], f, J^2] \right\|_{C^{1,\alpha}(\Omega)} \\
\leq C \left( \|T[b^1, \Pi[\Psi[b^1]]G - (G)] - T[b^2, \Pi[\Psi[b^2]]G - (G)]\|_{C^{1,\alpha}(\Omega)} + |J^1 - J^2| \right)
\]

(7.23)

where \( J^\ell \) is given by (7.9) with \( j_0 = \Pi[\Psi[b^\ell]](G - (G)) \) for \( \ell = 1, 2 \). To deal with the transport type operator \( T \) given in (7.7), we invoke inequality (7.18) in Proposition 7.3 to find that

\[
\|T[b^1, \Pi[\Psi[b^1]]G - (G)] - T[b^2, \Pi[\Psi[b^2]]G - (G)]\|_{C^{1,\alpha}(\Omega)} \\
\leq C \left( \|\Pi[\Psi[b^1]]G - (G) - \Pi[\Psi[b^2]]G - (G)\|_{C^{\alpha}(\partial\Omega_\ell)} + \|\Pi[\Psi[b^1]]G - (G)\|_{C^{1,\alpha}(\Omega)} |b_1 - b_2|_{C^{1,\alpha}(\Omega)} \right).
\]

On other hand by means of (6.7) in Lemma 6.4 and recalling that \( \Psi[b^\ell] = (\Lambda[b^\ell], \vartheta[b^\ell]) \) we arrive at

\[
\|\Pi[\Psi[b^1]]G - (G) - \Pi[\Psi[b^2]]G - (G)\|_{C^{\alpha}(\partial\Omega_\ell)} \\
\leq C \left( \|\Lambda^1 - \Lambda^2\|_{C^{1,\alpha}(\Omega)} + \|\vartheta^1 - \vartheta^2\|_{C^{\alpha}(\Omega)} \right) |G - (G)|_{C^{\alpha}(\partial\Omega_\ell)}
\]

(7.24)

and

\[
\|\Pi[\Psi[b^1]]\|_{\mathcal{L}(C^{1,\alpha}(\partial\Omega_\ell))} \leq C.
\]

Hence, combining both estimates with the fact that

\[
|G|_{C^{1,\alpha}(\Omega)} + |(G)|_{C^{1,\alpha}(\Omega)} \leq C \left( |f|_{C^{2,\alpha}(\Omega)} + |g|_{C^{2,\alpha}(\Omega)} \right) \leq C \epsilon_0 M
\]

and using (7.11) we find that

\[
\|T[b^1, \Pi[\Psi[b^1]]G - (G)] - T[b^2, \Pi[\Psi[b^2]]G - (G)]\|_{C^{1,\alpha}(\Omega)} \leq C \epsilon_0 M \left( \|\Lambda^1 - \Lambda^2\|_{C^{1,\alpha}(\Omega)} \\
+ \|\vartheta^1 - \vartheta^2\|_{C^{\alpha}(\Omega)} + |b_1 - b_2|_{C^{1,\alpha}(\Omega)} \right).
\]

(7.25)

On the other hand using equation (7.9) and noticing that the first term on the right hand side of (7.9) cancels out we infer that

\[
|J^1 - J^2| \leq \frac{1}{2\pi} \sum_{i=1}^{4} \int_0^{2\pi} \left| T_c[\Psi[b^1]]j_0^1(x) - T_c[\Psi[b^2]]j_0^2(x) \right| dx \\
+ \frac{1}{2\pi} \int_0^{2\pi} \left| (j_0^1(x) - j_0^2(x)) f^-(x) \right| dx \\
\leq C \epsilon_0 M \left( \|\Lambda^1 - \Lambda^2\|_{C^{1,\alpha}(\Omega)} + \|\vartheta^1 - \vartheta^2\|_{C^{\alpha}(\Omega)} + |b_1 - b_2|_{C^{1,\alpha}(\Omega)} \right)
\]

where we have argued as in the derivation of (7.25) and using that \( j_0^\ell = \Pi[\Psi[b^\ell]](G - (G)) \) with \( \ell = 1, 2 \).
Combining the later estimate with (7.23), (7.25) and making use of the estimates (7.14)-(7.15) in Lemma 7.2 we conclude
\[ \| \Gamma(b^1) - \Gamma(b^2) \|_{C^{1,\alpha}(\Omega)} \leq C \epsilon_0 M \| b_1 - b_2 \|_{C^{1,\alpha}(\Omega)} \leq \beta \| b_1 - b_2 \|_{C^{1,\alpha}(\Omega)} \] (7.26)
where \( \beta \) is strictly less than one for \( \epsilon_0 = \frac{1}{2M} \). Therefore,
\[ \Gamma : (B_M(C^{2,\alpha}(\Omega)), \| \cdot \|_{C^{1,\alpha}}) \to (B_M(C^{2,\alpha}(\Omega)), \| \cdot \|_{C^{1,\alpha}}) \]
is a contraction mapping for \( M \leq M_0 \). Invoking Banach fixed point theorem we find that \( \Gamma \) admits a unique fixed point \( b \in B_M(C^{2,\alpha}(\Omega)) \) and thus \( \Gamma(b) = b \), which concludes the proof.

8. Proof of Theorem 1.1

Take \( \epsilon_0 > 0 \) and \( M_0 = M_0(L, \alpha) \) be the constants defined in Theorem 7.1. Let also \( M \leq M_0 \). Then, Theorem 7.1 implies that \( \Gamma \) has a unique fixed point \( b \in B_M(C^{2,\alpha}(\Omega)) \). We claim that if \( b \in B_M(C^{2,\alpha}(\Omega)) \) is a fixed point operator of \( \Gamma \) then \( B = (0,1) + b \) is the velocity field which is a solution \( (B, p) \in C^{2,\alpha}(\Omega) \times C^{2,\alpha}(\Omega) \) to (1.1) satisfying the boundary conditions
\[ B \cdot n = 1 + f \text{ on } \partial \Omega, \quad B \cdot z = g \text{ on } \partial \Omega_. \]

On the one hand, assuming that \( b \in B_M(C^{2,\alpha}(\Omega)) \) is a fixed point operator of \( \Gamma \) it is straightforward to check by construction (see that \( b \) solves (7.8)) that
\[ \nabla \cdot B = \nabla \cdot b = 0, \text{ in } \Omega, \quad B \cdot n = 1 + b \cdot n = 1 + f, \text{ on } \partial \Omega. \]

On the other hand, since \( b \) is a fixed point of \( \Gamma \) we find that
\[ \nabla \times B = \nabla \times b = \nabla \times \Gamma(b) = j \]
where in the last equality we have use the first equation in (7.8) where \( j \) solves the transport system (7.7). Thus,
\[ 0 = (B \cdot \nabla)j = \nabla \times \left[ j \times B \right], \text{ in } \Omega \]
and \( j_0 \) as in (7.6). Then we can define a uni-valued function \( p \) in \( \Omega \) given by means of
\[ p(x) = \int_0^x [j \times B](y) \, dy \] (8.1)
where the integral on the right hand side is the line integration computed along any curve connecting \( 0 = (0,0) \) and \( x \in \Omega \). In order to check that \( p \) is a uni-valued function on \( \Omega \), we only need to show that (3.32) holds or equivalently that (3.33) is satisfied. However, this follows because \( J \) has been chosen as in (7.9) (cf. (3.35)).

Finally, since \( B \in C^{2,\alpha}(\Omega) \) and \( j \in C^{1,\alpha}(\Omega) \) it follows from (8.1) that \( p \in C^{2,\alpha}(\Omega) \) and
\[ j \times B = \nabla p, \text{ in } \Omega \]
holds. Therefore, \( (B, p) \in C^{2,\alpha}(\Omega) \times C^{2,\alpha}(\Omega) \) solves (1.1).

8.1. Checking the tangential boundary value condition. To conclude the proof of Theorem 1.1, it is only left to show that \( B \cdot z = g \), on \( \partial \Omega_. \) To that purpose, let us first show some consequences of the a priori estimates in Section 4.

Corollary 8.1. Let \( j_0 \in C^{1,\alpha}(\partial \Omega_) \). Then, for \( i = 1, \ldots, 4 \) the operators
\[ T_i^{NL} j_0(x) = T_0^{NL} T_i j_0(x) : C^{1,\alpha}(\partial \Omega_) \to C^{2,\alpha}(\partial \Omega_) \] (8.2)
are well defined operators. Furthermore, they can be expressed as the perturbation of convolution operators given in (3.28).
Therefore, by the Lebesgue Dominated Convergence Theorem and the fact that
where
Using the formal Fourier computations in Section 3.2, we have that for
integrable kernel, we conclude that
By means of Proposition 5.4, we have shown the uniform estimate

Moreover \( \lim_{\epsilon \to 0^+} \| \mathcal{T} \|_{C^1,\alpha}(\partial \Omega_-) = C \), and \( \lim_{\epsilon \to 0^+} \mathcal{T}_{1,\epsilon} j_0(x) = T_{1} j_0(x) \)

Therefore, by the Lebesgue Dominated Convergence Theorem and the fact that \( \mathcal{T}_{0}^{NL} \) has an integrable kernel, we conclude that

Using the formal Fourier computations in Section 3.2, we have that for \( \epsilon > 0 \)

where

Computing the summation in \( n \), in a similar fashion in (5.7) we find that

and hence by Lebesgue Dominated Convergence Theorem we conclude that

Moreover \( \lim_{\epsilon \to 0^+} \mathcal{G}_{1,\epsilon}^{NL}(x, \eta, \epsilon) \to \mathcal{G}_{1}^{NL}(x, \eta), \forall x \neq 0 \). Therefore, combining the previous computations we obtain that

which shows the desired asserted expression as in (3.28).

The following lemma gives the tangential velocity in terms of the Biot-Savart system (7.19).

**Lemma 8.2.** Let \( b \in C^{2,\alpha}(\Omega), X^{-1} \in C^{2,\alpha}(\Omega), f \in C^{2,\alpha}(\partial \Omega) \) and \( j_0 \in C^{1,\alpha}(\partial \Omega_-) \) satisfy the following system

\[
\begin{align*}
\nabla \times b &= j_0(X^{-1}(x, y)), \text{ in } \Omega \\
\text{div } b &= 0, \text{ in } \Omega \\
b \cdot n &= f, \text{ on } \partial \Omega \\
\int_{\partial \Omega} b(0, y) \, dy &= J,
\end{align*}
\]

with \( J \) as in (7.9) (cf. (3.35)).
Then, we have that

\[
(b \cdot \tau)(x, 0) = -\frac{J}{L} + \mathcal{Z}(x) + \frac{1}{2\pi} T_0^{NL} j_0(x) + \frac{1}{2\pi} \sum_{i=1}^{4} T_i^{NL} j_0(x)
\]

with

\[
\mathcal{Z}(x) = \frac{1}{2\pi} \sum_{n=-\infty}^{n=\infty} \left( \widehat{h}(n) \frac{|n|}{\sinh(|n| L)} - \widehat{h^{-1}}(n) \frac{|n|}{\tanh(|n| L)} \right) e^{inx}.
\]

Proof. Arguing as in Subsection 3.1, we have that since \( b \) solves (8.9) there exists a stream function \( \psi \) such that

\[
\begin{cases}
\Delta \psi = j_0(X^{-1}(x, y)), & \text{in } \Omega \\
\psi(x, L) = -J + \int_0^L (f(\xi, L) - A) \, d\xi, & x \in \mathbb{R} \\
\psi(x, 0) = \int_0^x (f(\xi, 0) - A) \, d\xi, & x \in \mathbb{R}
\end{cases}
\]

(8.10)

for \( A = \int_{\partial \Omega} f \, dS = \int_{\partial \Omega} f \, dS \). Moreover, using the fundamental solution \( \Phi(x, y) \) solving the problem

\[
\begin{cases}
\Delta \Phi(x, y) = \delta(x) \delta(y - y_0), & \text{in } \Omega, \\
\Phi = 0, & \text{on } \partial \Omega.
\end{cases}
\]

we can readily check (cf. Subsection 3.1) that the normal derivative at \( y = 0 \) is given by

\[
\partial_y \Phi(x, 0, y_0) = -\frac{1}{2\pi} \sum_{n=-\infty}^{n=\infty} \frac{\sinh(n(L - y_0))}{\sinh(nL)} e^{inx}.
\]

Computing an homogeneous solution and imposing the boundary value conditions using Fourier techniques as in (2.14) in Section 2 we conclude that

\[
\partial_y \psi(x, 0) = -\frac{J}{L} + \mathcal{Z}(x) - \frac{1}{2\pi} \int_0^L \sum_{n=-\infty}^{n=\infty} \frac{\sinh(n(L - y_0))}{\sinh(nL)} e^{inx} j_0(X^{-1}(\xi, y_0)) \, d\xi
\]

(8.12)

where \( \mathcal{Z}(x) \) as in (2.16). Since \( f \in C^{2,\alpha}(\partial \Omega) \), it is straightforward to check that boundary condition term \( \mathcal{Z}(x) \) is well defined. On the other hand, invoking Corollary 8.1 we have that for \( j_0 \in C^{1,\alpha}(\partial \Omega_-) \) the operators

\[
T_i^{NL} j_0(x) = T_0^{NL} T_i j_0(x) : C^{1,\alpha}(\partial \Omega_-) \to C^{2,\alpha}(\partial \Omega_-)
\]

are well defined operators and can be expressed as the convolution operators given in (3.28). Hence, by recalling the definition (3.26) we infer that

\[
T^{NL} j_0(x) = T_0^{NL} j_0(x) + \sum_{i=1}^{4} T_i^{NL} j_0(x)
\]

it admit the representation formula

\[
T^{NL} j_0(x) = -\frac{1}{2\pi} \int_{\mathbb{S}^1} G^{NL}(x - \eta, \eta) j_0(\eta) \, d\eta,
\]

where

\[
G^{NL}(x, \eta) = \sum_{n=-\infty}^{n=\infty} a_n(\eta) e^{inx}, a_n(\eta) = \int_0^L \frac{\sinh(n(L - y))}{\sinh(nL)} e^{-in\Lambda(\eta, y)} (1 + \partial_x \Theta(\eta, y, y)) \, dy.
\]

where \( \Lambda(\eta, y) = X(\eta, y) - \eta \in C^{2,\alpha}(\Omega) \) and \( X^{-1}(\xi, y) = \xi + \Theta(\xi, y) = \eta \). Unraveling notation (cf. computations (3.8)-(3.17)), it is easy to check that

\[
T^{NL} j_0(x) = -\frac{1}{2\pi} \int_0^L d\eta_0 \sum_{n=-\infty}^{n=\infty} \frac{\sinh(n(L - y_0))}{\sinh(nL)} e^{in(x - \xi)} j_0(X^{-1}(\xi, y_0)) \, d\xi
\]

(8.13)
is a well defined operator. Therefore, combining (8.12)-(8.13) and noticing that $-\frac{\partial \psi}{\partial y} = b \cdot \tau$ on $\partial \Omega_-$ provides our claim. □

Corollary 8.3. We have that $B \cdot \tau = g$ on $\partial \Omega_-$.

Proof. Applying Lemma 8.2 and noticing that by construction $j_0(x)$ solves

$$T^{NL} j_0(x) = -\frac{1}{2\pi} \int_{S^1} G^{NL}(x - \eta, \eta) j_0(\eta) \, d\eta = \tilde{g} + \frac{J}{L} \quad (8.14)$$

where $\tilde{g}(x) = -g(x) - Z(x)$ we conclude that $B \cdot \tau = b \cdot \tau = g$ on $\partial \Omega_-$. □
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