Study of Superoscillating Functions Application to Overcome the Diffraction Limit with Suppressed Sidelobes
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Abstract: The problem of overcoming the diffraction limit does not have an unambiguously advantageous solution because of the competing nature of different beams’ parameters, such as the focal spot size, energy efficiency, and sidelobe level. The possibility to overcome the diffraction limit with suppressed sidelobes out of the near-field zone using superoscillating functions was investigated in detail. Superoscillation is a phenomenon in which a superposition of harmonic functions contains higher spatial frequencies than any of the terms in the superposition. Two types of superoscillating one-dimensional signals were considered, and simulation of their propagation in the near diffraction zone based on plane waves expansion was performed. A comparative numerical study showed the possibility of overcoming the diffraction limit with a reduced level of sidelobes at a certain distance outside the zone of evanescent waves.
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1. Introduction

The problem of the diffraction limit is that the minimum size of a distinguishable object or its part is equal to half of the wavelength of the illuminating radiation, which is a fundamental limitation associated with the diffraction of radiation. Overcoming the diffraction limit determined following Abbe’s theory and the Rayleigh criterion [1] is the topic of several fundamental and applied research in modern optics. The high interest in solving this problem is determined by the many potential applications in improving the quality of optical images, compression of recording on optical storage media, lithography and nanostructuring, optical manipulation up to atomic dimensions, and many other fields.

One of the directions effectively used to achieve super-resolution is near-field optics [2–12]. Near-field optics study fields near a radiation source or an impact surface, which implies consideration of evanescent waves [13,14]. In this case, there are no restrictions on the size of the light spot—the localization of the laser spot can be arbitrarily small [15–19], but this method is not suitable for optical systems intended to transmit information over significant distances.

Another direction, aimed to overcome the diffraction limit outside of the near-field zone, is associated with the concept of a superoscillating field [20–25]. In 1952, Toraldo di Francia proposed the concept of super-amplified antennas that can be applied to optical instruments to increase their resolution beyond the diffraction limit [20]. In 1985, Bucklew and Saleh showed that an ideal wide-range imaging system could be used to image 1D binary images with arbitrary resolution at the expense of energy, exhibiting many of the same characteristics as super vibrations [21]. A systematic study of optical superoscillations...
was recently revived in the context of quantum mechanics after Aharonov et al. showed that weak quantum mechanical measurements could have values outside the spectrum of the corresponding operator [22]. In 2006, Berry and Popescu showed that these superoscillating optical waves could form arbitrarily small spatial energy localizations that propagate far from the source, i.e., without the participation of evanescent waves [23].

However, only a small fraction of the energy of the electromagnetic field can exist in the form of superoscillations. The studies of Ferreira and Kempf showed that the energy that can be directed into the superoscillatory region decreases exponentially with the number of superoscillations [24]. The energy directed into the superoscillatory region also increases with the oscillation speed, but only polynomially. Thus, the price to be paid for overcoming the diffraction limit is a significant increase inside lobes and energy loss [25].

A similar situation occurs with sharp focusing of laser radiation [26–28] which leads to limitations in the use of superoscillating filters [29]. Note, however, that by varying the parameters of the incident beam and the focusing system, a compromise solution can be obtained that provides a defined balance between a decrease in the size of the light spot and an increase in sidelobes [30,31].

In this work, the influence of the parameters of the input distribution on the possibility of overcoming the diffraction limit outside the zone of damped waves is studied in detail. Superoscillating signals of two types are discussed: one is based on the superposition of spatial harmonics, and another is composed by the power of the complex function. Numerical modeling is performed using the propagation operator based on the expansion in terms of plane waves.

As a result, it was shown that by varying the parameters, it is possible to overcome the diffraction limit with a reduced level of sidelobes, but only at a certain distance. To control this characteristic as well, additional algorithms are required. In this case, it is important to know the influence of each parameter, which makes the performed studies especially useful.

2. Superoscillating Signal Based on Superposition of Spatial Harmonics

An illustrative example of a superoscillating function is the superposition of spatial harmonic functions considered in [32]:

\[ f(x) = \sum a_n \cos(2\pi nx) \]  

(1)

By choosing the correct sequence constants \(a_n\), one can create distributions that fluctuate much faster than the highest frequency component. Consider, for example, signal (1) with coefficients: \(a_0 = 1, a_1 = 113295000, a_2 = -30802818, a_3 = 26581909, a_4 = -10836909, a_5 = 1762818,\) and \(a_n = 0\) at \(n > 5\). Figure 1 shows a graph of such distribution, \(x \in [-5\lambda, 5\lambda]\) where \(\lambda\) is the radiation wavelength.

Figure 1. Superoscillating signal of Equation (1).
To see the features of the field of Equation (1), it is necessary to zoom the region near $x = 0$ (see Figure 2, bold line). The function (Figure 2, dashed line) is also illustrated for comparison:

$$f(x) = \cos(2\pi \cdot 5x),$$

which is the highest-frequency component of the field of Equation (1).

![Figure 2](image-url)  
**Figure 2.** Features of the superoscillating field: comparative distributions for the functions of Equation (1)—bold line, Equation (2)—dashed line, and of Equation (3)—thin line.

One can notice that the function $f(x)$ oscillates much faster than $f_{\text{max}}(x)$ from Equation (2). Indeed, near $x = 0$, the function $f(x)$ from Equation (1) can be well approximated by the harmonic function

$$f_+(x) = 0.5[\cos(2\pi \cdot 43.6x) + 1],$$

where the coefficient 43.6 is selected so that the difference between $f_+(x)$ and $f(x)$ is equal to zero on the interval $x \in [-0.01, 0.01]$. Note that $f_+(x)$ is oscillating almost 9 times faster than the maximum harmonic of Equation (2). The function of Equation (3) is shown by a thin line in Figure 2.

As seen from Figure 2, the width of the central peak between zero values is less than 0.03λ and slightly more than 0.01λ by full-width at half maximum intensity (FWHM). The size of the central spot is much less than the diffraction limit, which is 0.5λ for free space. If the signal of Equation (1), when propagating over more than the wavelength $\lambda$, will allow obtaining a distribution with the central peak size less than the diffraction limit, then the diffraction limit can be overcome using a superoscillating signal of this type.

The simulation of the propagation of the input distributions in free space was carried out based on the plane waves expansion [33]. In the 1D case, the propagation operator has the following form [34]:

$$F(u,z) = \int_{-T}^{T} f(x) \left\{ \int_{-a_0}^{a_0} \exp \left( ik \sqrt{1 - a^2} \right) \exp(ik \alpha (u-x)) \, d\alpha \right\} \, dx,$$

where $f(x)$ is the input signal, limited in the spatial domain by the interval $[-T, T]$ and in the spectral domain by the interval of spatial frequencies $[-a_0, a_0]$, $\lambda$ is the radiation wavelength, chosen for convenience equal to 1 μm; $z$ is the propagation distance, $k = 2\pi/\lambda$ is the wavenumber, $F(u,z)$ is the output signal.

The kernel of the propagation operator of Equation (4) contains the weight function:

$$\exp \left( ik \sqrt{1 - a^2} \right) = \begin{cases} 
\exp \left( -kz \sqrt{1 - a^2} \right), & |a| > 1; \\
\exp \left( ikz \sqrt{1 - a^2} \right), & |a| < 1.
\end{cases}$$

(5)

It can be seen from Equation (5) that field components of Equation (1), the spatial frequencies of which $|a| > 1$, are exponentially suppressed $\exp \left( -2\pi \frac{z}{\lambda} \sqrt{1 - a^2} \right)$ at $z > 0.3\lambda$. 


Thus, the survival region of evanescent waves is limited by the propagation distance $z < 0.3\lambda$.

Let us first consider the possibility of overcoming the diffraction limit using the superoscillating function of Equation (1) at a distance $z = 0.5\lambda$.

The spatial spectrum of the field of Equation (1), which is described by the expression $P(\alpha) = \int_{-T}^{T} f(x) \exp(-i\alpha x) dx$, is shown in Figure 3: Figure 3a corresponds to the original spectrum ($a_0 = 6$), and Figure 3b to the spectrum truncated by a function of Equation (5) at $z = 0.5\lambda$.

![Figure 3. The spatial spectrum of the field of Equation (1): (a) initial and (b) truncated following function of Equation (5).](image)

The field calculated after propagation to the distance $z = 0.5\lambda$ using the operator of Equation (4) is shown in Figure 4. The horizontal line in Figure 4 shows the interval size equal to $0.5\lambda$ (diffraction limit) for comparison with the FWHM size. As can be seen from Figure 4, the size of the central peak is less than the diffraction limit. Next, the propagation of the field of Equation (1) is much further than the region of evanescent waves is discussed. In this case, it makes no sense to consider spatial frequencies significantly exceeding 1 since the spectrum is automatically truncated by the function of Equation (5); therefore, in further research, $a_0 = 1.5$ is used.

![Figure 4. Field of Equation (4) at the distance $z = 0.5\lambda$.](image)

The results of calculating the field of Equation (4) propagation over a distance up to $z = 100\lambda$ are shown in Figure 5. As can be seen, although the field changes somewhat, the central peak retains its size below the diffraction limit. Note that to obtain such a result, it is necessary to consider the input field of Equation (1) over a significant spatial interval (in
this case, \( T = 25\lambda \) was used). At small sizes of the input field, overcoming the diffraction limit at distances \( z > 5\lambda \) is not observed.

Thus, a superoscillating field of Equation (1) can be used to overcome the diffraction limit outside the region of evanescent waves, considering the significant size of the input field. Note, however, that in the obtained distributions, the central peak is too closely surrounded by sidelobes of approximately the same height. The use of such distributions is inconvenient even in scanning optical systems. Therefore, another type of superoscillating field is considered.

3. Superoscillating Field Based on the Power of the Complex Function

Let us consider the more general case of a superoscillating field, which was proposed by Berry and Popescu [23]:

\[
f(x) = (\cos x + i\sin x)^N, (a > 1, N >> 1),
\]

where \( a \) is a coefficient and \( N \) is a power degree. The influence of the parameters \( a \) and \( N \) on the form of the input field of Equation (6) is illustrated in Figure 6. It is seen that the coefficient \( a \) determines the period of the field, and the power degree \( N \) provides a high localization of energy at the maximum points.

Let us investigate the influence of the parameters \( a \) and \( N \), as well as the size of the input field, on the possibility of overcoming the diffraction limit outside the region of evanescent waves (we define \( z = \lambda \)).

Initially, the parameters \( N = 20 \) and \( T = 5\lambda \) are fixed, and change the parameter \( a \). Recall that in the definition of the function of Equation (6) \( a > 1, N >> 1 \). Accordingly, parameter \( a \) cannot be greater than the value of \( N \). Therefore, condition \( a < N \) will be further considered.
parameter \(a\) cannot be greater than the value of \(N\). Therefore, condition \(a < N\) will be further considered.

Figure 6. Complex field distribution of Equation (6) for \(a = 2\) at different values of the power degree: (a) \(N = 2\), (b) \(N = 5\), (c) \(N = 10\), (d) \(N = 100\) (the amplitude is shown by the solid line, and the phase by the dashed line).

The importance of parameter \(a\) from Figure 7 can be seen. An increase in value \(a\) makes it possible to form a compact light spot (the size of which is smaller than the diffraction limit) outside the near-field region. Note, however, that with an increase in parameter \(a > 10\), the size of the central spot does not change, but there is a noticeable increase in the sidelobes.

Figure 7. Amplitude of the field of Equation (6) at a distance \(z = \lambda\) for \(N = 20\) and \(T = 5\lambda\) at different values of the coefficient: (a) \(a = 1.5\), (b) \(a = 5\), (c) \(a = 10\), (d) \(a = 20\).
It was shown in the previous section that the effect of the input field size $T$ is important to overcome the diffraction limit. Therefore, let us find out the effect of this parameter for the field of Equation (6). The calculation results are shown in Figure 8. As can be seen, increasing the size of the input field $T$ by 4 times slightly improved the situation. This is an important positive point since it is not always possible to significantly increase the size of the input field.

$$f(u, z=1.0)$$

**Figure 8.** The amplitude of the field of Equation (6) with $a = 10$ and $N = 20$ propagated at the distance $z = \lambda$ for different sizes of the input field: (a) $T = 2.5$, (b) $T = 10$.

Let us also investigate the influence of the degree $N$ on the possibility of light localization. From Figure 9, it can be seen that the positive effect of increasing the power degree $N$ on decreasing the sidelobe level. However, with significant suppression of sidelobes, the broadening of the central peak occurs. A similar situation was observed with sharp focusing, which led to the need to search for a compromise between a decrease in the size of the light spot and an increase inside lobes [30,31]. In our case, the choice of the following parameters $a = 10$, $N = 100$, $T = 5\lambda$ can be considered a compromise option. The results propagation simulation of such a field at various distances are shown in Figure 10.

$$f(u, z=1.0)$$

**Figure 9.** The amplitude of the field of Equation (6) with $a = 10$ and $T = 5\lambda$ propagated at the distance $z = \lambda$ for different values of the power degree: (a) $N = 50$, (b) $N = 100$, (c) $N = 200$, (d) $N = 300$. 
As can be seen from the results shown in Figure 10, the field changes significantly during propagation. Although the size of the central spot remains below the diffraction limit, the level of the sidelobes changes significantly. Thus, by varying the parameters of the superoscillating field of Equation (6), it is possible to overcome the diffraction limit with a reduced level of sidelobes, but only at a certain distance. Unfortunately, it is not possible to determine in advance at what distance the desired result will be achieved. This problem can be partially solved using an optimization algorithm. The possible approaches to solving the problem of overcoming the diffraction limit with the controlled growth of sidelobes are discussed in the next section.

4. Discussion

The problem of minimizing the focal spot with suppressed sidelobes is usually solved by apodizing the focusing system. As a rule, the lens is complemented by a filter that can be an amplitude element (mainly to stop illumination in the center of the pupil function) [35–37], a phase-only element (introducing phase modulation without energy absorption) [38–42], and, also, an amplitude–phase element (introducing both energy absorption and phase modulation) [31,43,44]. In Table 1, some results of a radially polarized beam that is tightly focused (numerical aperture of a lens with the radius $R$ and the focal distance $f$ $NA_{lens} = \sin[\arctg(R/f)]$ was close to the highest value for free space 0.99) are discussed with different types of pupil function apodization [31]: full-aperture illumination (without apodization), a narrow annular aperture (amplitude apodization), and a ring aperture with phase jump. For a high NA focusing system, the propagation operator in Debye’s approximation [26,30,36,40–42] is used. To evaluate the sidelobe level $S$, the ratio of the intensity in the sidelobe to the intensity in the central spot is calculated.

As can be seen, the narrow annular aperture provides the minimum focal spot size (0.36$\lambda$) is the diffraction limit for the Bessel beam [45,46]) almost without sidelobe growth (Table 1, line 2). However, this results in a significant loss of energy (the amplitude at the focus is proportional to the ring width [31]). To increase the energy efficiency without increasing the spot size, one can use amplitude–phase apodization—a wide ring with a phase jump (Table 1, line 3). In this case, a noticeable growth of sidelobes is observed.

Figure 10. The amplitude of the field of Equation (6) with $a = 10$, $N = 100$ and $T = 5\lambda$ propagated at the different distances: (a) $z = 0.5\lambda$, (b) $z = 0.8\lambda$, (c) $z = 3\lambda$, (d) $z = 4\lambda$, (e) $z = 5\lambda$, (f) $z = 6\lambda$. 

![Figure 10](image-url)
4. Discussion

The problem of minimizing the focal spot with suppressed sidelobes is usually solved by apodizing the focusing system. As a rule, the lens is complemented by a filter (absorption and phase modulation) \([31,43,44]\). The result of modeling using the algorithm described in \([30]\) makes it possible to reduce the sidelobes below 30% while maintaining the minimum size of the focal spot due to some decrease in efficiency (Table 1, line 4).

These examples illustrate the competing nature of such parameters as the size of the focal spot, the amount of energy in the spot, and the level of sidelobes. Moreover, in the far diffraction zone (for example, in the focal region), it is difficult to significantly overcome the diffraction limit using simple types of pupil function apodization. Therefore, to significantly reduce the size of the light spot, diffraction in the near field is considered. For example, the results of the formation of a very compact light spot in the near field using the fractional axicon \([11,49]\) are shown in Figure 11. As can be seen, at distance \(z = 0.01\lambda\), the formation of a central spot with a size much less than the diffraction limit is possible: FWHM = 0.123\(\lambda\) (Figure 11a) and FWHM = 0.118\(\lambda\) (Figure 11b). Note, outside the zone of evanescent waves, the central spot broadens significantly: FWHM = 0.395\(\lambda\) (Figure 11a) and FWHM = 0.4\(\lambda\) (Figure 11b).

| Apodization (Amplitude and Phase Distribution) | Distribution in the Focal Plane (Intensity and Graph of Cross-Section) |
|-----------------------------------------------|---------------------------------------------------------------------|
| Without apodization                           | ![Without apodization](image1.png)                                   |
| Narrow ring                                   | ![Narrow ring](image2.png)                                           |
| Ring with phase jump                          | ![Ring with phase jump](image3.png)                                  |
| Optimized function                            | ![Optimized function](image4.png)                                   |

Thus, reaching a trade-off between reducing the focal spot size, conserving energy, and suppressing sidelobes is a difficult task that requires the use of optimization algorithms. Different algorithms are known that make it possible to reduce the size of the focal spot with controlled growth of sidelobes \([47,48]\); however, as a rule, these algorithms do not provide high energy efficiency. The fraction of energy in the central spot is calculated.

These examples illustrate the competing nature of such parameters as the size of the focal spot, the amount of energy in the spot, and the level of sidelobes. Moreover, in the far diffraction zone (for example, in the focal region), it is difficult to significantly overcome the diffraction limit using simple types of pupil function apodization. Therefore, to significantly reduce the size of the light spot, diffraction in the near field is considered. For example, the results of the formation of a very compact light spot in the near field using the fractional axicon \([11,49]\) are shown in Figure 11. As can be seen, at distance \(z = 0.01\lambda\), the formation of a central spot with a size much less than the diffraction limit is possible: FWHM = 0.123\(\lambda\) (Figure 11a) and FWHM = 0.118\(\lambda\) (Figure 11b). Note, outside the zone of evanescent waves, the central spot broadens significantly: FWHM = 0.395\(\lambda\) (Figure 11a) and FWHM = 0.4\(\lambda\) (Figure 11b).
One of the approaches to reduce the spreading of a light spot during propagation is based on the signal approximation by the eigenfunctions of an optical system [34,50–55]. The most famous are spheroidal functions representing the eigenfunctions of the bounded Fourier operator [56–59]. When using several lenses, as well as for more complex optical systems, the eigenfunctions are calculated numerically [60,61].

In Figure 12, the results of the generation of a compact light spot based on approximation of the input rectangle signal by eigenfunctions of the free-space propagation operator (4) with the spectral domain bounded by the interval of spatial frequencies $|\alpha_0| < 1.5$ are shown. The results for the rectangular signals are shown in red color, and the results for the corresponding approximations are shown in blue color. It can be seen that the approximation of a signal whose width is $1\lambda$ (Figure 12a,b) does not broaden when propagating to a distance of $z = \lambda$: the size of the approximation in the input plane is FWHM $= 0.64\lambda$ (Figure 12a), and at the distance $z = \lambda$ FWHM $= 0.57\lambda$ (Figure 12b). If the input signal has a width significantly less than the diffraction limit, in particular, $0.1\lambda$ (Figure 12c,d), then the approximation broadens noticeably: the size of the approximation in the input plane is FWHM $= 0.17\lambda$ (Figure 12c), and at the distance $z = \lambda$ FWHM $= 0.65\lambda$ (Figure 12d). This effect is associated with fundamental limitations of the resolution of the used optical system [62,63]. Note, however, that the use of an approximation based on eigenfunctions made it possible to significantly reduce the broadening of the original signal.

This discussion clearly showed the competing nature of parameters, such as the size of the focal spot and the level of sidelobes. The use of an optimizing algorithm provides a compromise solution to this problem, but only within the resolution of the optical system under consideration.
5. Conclusions

In this work, we studied and simulated the propagation of one-dimensional superoscillating signals of two types: based on the superposition of spatial harmonics and based on the power of the complex function. To simulate the propagation of superoscillating fields, an operator was used based on the plane waves expansion.

The results of comparative modeling showed that the first type of superoscillating function, which is a superposition of spatial harmonics, ensures that the diffraction limit is overcome over an extended distance if the size of the input field is several tens of wavelengths. In this case, however, in the generated distributions, the central peak is too closely surrounded by sidelobes of approximately the same height. The use of such distributions is problematic even in scanning optical systems.

Another type of superoscillating signal, which is a power-law function of the complex harmonics, makes it possible to overcome the diffraction limit with a reduced level of sidelobes at a certain distance outside the zone of evanescent waves. This requires the selection of the parameters of the superoscillating field, and it is not possible to determine in advance at what distance the desired result will be achieved. This problem can be partially solved using an optimization algorithm. In this case, it is important to know the influence of each parameter, which makes the performed studies useful. In particular, it was shown that spatial frequencies bounding by the value \( a_0 = 1.5 \) is suitable if the propagation of the field outside the region of evanescent waves is considered.

A discussion of various approaches to solving the problem of minimizing the focal spot with suppressed sidelobes revealed the competing nature of such parameters as the size of the focal spot and the level of sidelobes. The use of an optimizing algorithm provides a compromise solution to this problem, but only within the framework of the resolution of the optical system under consideration, which can be estimated based on the calculation of the eigenfunctions of the system.

Figure 12. Generation of a compact light based on approximation of the input rectangle signal by eigenfunctions of the finite propagation operator (red color for the signal and blue color for an approximation): input signals of (a) \( 1\lambda \) and (c) \( 0.1\lambda \) width and corresponding diffraction results at \( z = \lambda \) distance (b,d), accordingly.
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