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Abstract: With the rapid expansion of renewable energy, the penetration rate of behind-the-meter (BTM) solar photovoltaic (PV) generators is increasing in South Korea. The BTM solar PV generation is not metered in real-time, distorts the electric load and increases the errors of load forecasting. In order to overcome the problems caused by the impact of BTM solar PV generation, an extreme gradient boosting (XGBoost) load forecasting algorithm is proposed. The capacity of the BTM solar PV generators is estimated based on an investigation of the deviation of load using a grid search. The influence of external factors was considered by using the fluctuation of the load used by lighting appliances and data filtering based on base temperature, as a result, the capacity of the BTM solar PV generators is accurately estimated. The distortion of electric load is eliminated by the reconstituted load method that adds the estimated BTM solar PV generation to the electric load, and the load forecasting is conducted using the XGBoost model. Case studies are performed to demonstrate the accuracy of prediction for the proposed method. The accuracy of the proposed algorithm was improved by 21% and 29% in 2019 and 2020, respectively, compared with the MAPE of the LSTM model that does not reflect the impact of BTM solar PV.
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1. Introduction

Day-ahead load forecasting is one of the main tasks for power system operation and planning [1]. Accurate load forecasting is essential for stable power system operation [2,3]. Renewable energy is the fastest-growing energy source in South Korea. Some of the renewable energy sources are located behind the electric meter, so the system operator cannot monitor behind-the-meter (BTM) generators in real-time. The electric load used for the operation of the power system in South Korea refers to the amount of metered generation at the generator output terminal [4]. Since the amount of BTM generation is not measured in real time, the electrical load is the actual power consumption minus the amount of BTM generation. At the end of 2019, the total capacity of solar PV generators in South Korea was 10,505 MW. The metered solar PV generator capacity is only 3242 MW [5]. So far, the management system for solar power generators is not unified or systematic in South Korea, and some solar PV generators are not included in the statistics. Therefore, the actual installed capacity of BTM solar PV generators is estimated to be much larger. With the increase in BTM solar PV generators, load distortion is increasing, and this is a major cause of increasing uncertainty in load forecasting.

Since electric load is highly related to various factors, such as the weather, holidays and events, accurate load forecasting is a challenging problem, and related research has been receiving a lot of attention [6]. Load forecasting techniques can be divided into statistical methods and machine learning methods. Statistical methods can reflect the time series characteristics [7–11]. Statistical methods have limitations in load forecasting nonlinearly changing electrical load due to various factors. In order to overcome these limitations,
the proposed method employs machine learning techniques that can reflect nonlinearity. Representative machine learning methods include neural network (NN), decision tree and support vector regression (SVR), which show superior performance compared with the statistical method [2,12–18]. In recent years, more attention has been devoted to analyzing the impact of BTM solar PV generators on electric load [18–26]. Li et al. [20] presented a two-stage decoupled estimation for extracting PV generation from net load. Bu et al. [21] proposed a data-driven approach on net load disaggregation using clustering and game theory. Li et al. [22] proposed a method of estimating the capacity of BTM solar PV generators by extracting features from the discrepancy between two different net load curves under heterogeneous weather conditions. This method does not reflect the impact of weather factors or the load used by lighting appliances. Shaker et al. [23,24] proposed a data-driven method to estimate the BTM solar PV generation from representative solar PV. Wang et al. [25] estimated the capacity of BTM solar PV generators and applied them to load forecasting. The capacity of the BTM solar PV generator was estimated by correlation analysis and grid search using virtual PV modeling. However, load forecasting simulation was conducted under the virtual BTM solar PV penetration rate conditions, rather than the real condition. The virtual conditions assume a fixed capacity of BTM solar PV generators during the simulation period. However, in typical current power systems, PV capacity generally increases monotonically with the expansion of renewable energy.

Many existing load forecasting studies have limitations in that they do not systematically reflect the impact of the BTM solar PV generation. Even in the case of studies reflecting the impact of BTM solar PV generation, it is extremely rare that the capacity of BTM generators for the entire power system is estimated and case studies are performed on the actual power system. In the proposed algorithm, day-ahead load forecasting is conducted by considering the amount of BTM solar PV generation. The contributions of this paper are the following:

1. Using the historical measured load, weather data and large-scale solar PV data, the capacity and generation of BTM solar PV generators for the entire system were estimated. Here, estimation of the capacity and generation of BTM solar PV generators was systematically performed in consideration of the effect of temperature and the load used by lighting appliances.

2. The reconstituted load method was used to reflect the impact of BTM solar PV generation in load forecasting, and this method can eliminate the distortion of the electric load by adding the estimated BTM solar PV generation to the electric load.

3. In order to improve the performance of the extreme gradient boosting (XGBoost) algorithm, a day-of-week (DoW) XGBoost model is proposed that classifies training data according to forecast target date. In addition, the proposed model was optimized for load forecasting through the sliding window-based time series validation method.

Case studies were conducted to verify the superiority of the proposed algorithm and it is shown to be important for enhancing the performance of the proposed method, depending on the penetration rate of the BTM solar PV generator. This paper is organized as follows. Section 2 analyzes the relationship between the electric load and exogenous factors. Section 3 presents the framework of the proposed method and illustrates the details of the load forecasting model, considering the amount of BTM solar PV generation. Section 4 shows the results of load correlation analysis and case studies in South Korea. Finally, conclusions are presented in Section 5.

2. Electric Load Characteristic Analysis

Electric load changes periodically according to calendar factors (such as seasons, day of the week and holidays) and is affected by exogenous factors (such as economic, population and weather). For accurate load forecasting, it is necessary to analyze the relationship between electric load and exogenous variables. In the short term, the electric load is highly related to weather factors and calendar factors. The weather factor that is known to have the greatest impact on electric load is temperature [11,16]. Changes in temperature have a
very large impact on heating and cooling energy consumption. In addition, the electric load shows different patterns depending on the characteristics of the day (such as weekdays, weekends and holidays). In South Korea, the proportion of electrical energy consumption in the industrial sector is high [5]. On weekdays, when industrial production is active, electrical energy consumption is higher than on weekends. In the case of Monday, the electric load before noon is lower than that of other weekdays due to the influence of the previous day—Sunday. The electric load characteristics, according to exogenous variables, are shown in Figure 1. Figure 1a shows the daily interval-valued average load and the average temperature in 2019, presenting the periodic change in electric load according to the season. Figure 1b shows a scatter plot of daily average temperature and peak load in 2019, indicating a high positive or negative correlation, or a low correlation, depending on the temperature range. Figure 2 shows the average load pattern by day of the week in 2019, which is largely classified into Monday, Saturday, Sunday and weekdays, except for Monday.

![Figure 1. The electric load characteristics according to temperature: (a) the daily interval-valued electric load and temperature in 2019; (b) the scatter plot of daily temperature and electric load in 2019.](image)

![Figure 2. The average electric load pattern by day of the week in 2019.](image)

With the spread of renewable energy, the number of small-scale BTM solar PV generators that do not meter the amount of generation in real-time is increasing. Electric load in South Korea refers to the amount of generation metered at the generator output terminal. In the case of a small-scale solar PV generator of equal to or less than 1 MW, there is no imposed obligation to meter the amount of generation in South Korea’s power system [4]. These small-scale solar PV generators are classified as BTM generators and reduce the electric load compared with actual electrical energy consumption. The amount of BTM
solar PV generation fluctuates depending on the weather. Accordingly, the volatility of electric load between sunny day and cloudy day is increasing, which causes uncertainty in load forecasting. The volatility of electric load is shown in Figure 3. Figure 3a shows the difference in electric load between a sunny day and a cloudy day in the spring of 2019. During the spring period in South Korea, the effect of temperature on electric load is minimal. At this time, most of the difference in electric load between a sunny day and a cloudy day is caused by the influence of BTM solar PV generator and the load used by lighting appliances. Figure 3b shows the statistics of solar PV capacity and the difference in electric load between a sunny day and a cloudy day by year. With the spread of solar PV generators, the difference in electric load between a sunny day and a cloudy day is also increasing.

![Figure 3. The volatility of electric load: (a) difference in electric load between a sunny day and a cloudy day in spring; (b) the capacity statistics of solar PV generator and the difference in electric load between a sunny day and a cloudy day by year.](image)

As the penetration rate of BTM solar PV generators increases, the correlation between weather factors and electric load is also changing. In the past, the weather factor that had the greatest influence on electric load was temperature. However, the correlation between temperature and electric load is decreasing due to the distortion of the electric load caused by the amount of BTM solar PV generation. On the other hand, for solar radiation and cloud cover—which are highly related to the amount of solar power generation—the correlation with electric load is increasing. The correlation between electric load and weather factors by year is shown in Figure 4.

![Figure 4. The correlation between electric load and weather factors by year.](image)

### 3. Proposed Methodology

This section describes the process of the proposed algorithm considering the amount of BTM solar PV generation. The overall framework of the proposed algorithm is shown in Figure 5. If historical BTM solar PV generation is estimated, the distortion between electric load and actual electrical energy consumption will be almost eliminated. Then, the
influence of exogenous variables on electric load can be well reflected, and thus a more accurate load forecasting can be achieved. Therefore, using historical data, we estimate the capacity of the BTM solar PV generators by considering the effects of temperature and load used by lighting appliances. Using the estimated historical BTM solar PV generation, a reconstituted load is estimated from which the distortion of the electric load is removed. Finally, load forecasting is conducted using the reconstituted load as a target value in the XGBoost model. The details of the procedure are presented in the following subsections.

Figure 5. The overall framework of the proposed algorithm.

3.1. Data Preparation

The databases used for load forecasting are electric load, weather and a solar PV generator dataset. Here, the electric load is the historical load of the Korean power system and is the sum of the power generation metered at the generator output terminal. The weather factors are provided by the Korea Meteorological Administration (KMA) [27]. The large-scale solar PV generator dataset includes the amount of power generation and capacity, and it is limited to generators of above 1 MW, for which, power generation is metered in real-time.

3.2. Estimated the Amount of BTM Solar PV Generation

In the case of a small-scale solar PV generator of equal to or less than 1 MW, there is no imposed obligation to meter the amount of generation in real-time in the Korean power system [4]. These small-scale PV generators are classified as BTM generators and cause distortion between electric load and actual electrical energy consumption. For accurate load forecasting, this distortion should be eliminated, and for this purpose, the historical amount of BTM solar PV generation is estimated.

The BTM solar generators are installed in different locations and with different setups (tilt angle, azimuth and panel type). Detailed information about the BTM solar PV generator is difficult to know, and it is also very difficult to estimate the amount of power generation.
Therefore, the amount of BTM solar PV generation is estimated using large-scale solar PV data. In this case, it is assumed that the efficiency of the large-scale solar PV generators and the BTM solar PV generators are similar. First, we downscale the capacity of large-scale solar PV generators to unit capacity. Then, the power generation per unit capacity of large-scale solar PV generator is selected as the “standard solar PV generation”. BTM solar PV generation approximation is shown in Equation (1), as follows:

\[ BTMSG_t \sim \frac{LSSG_t}{SC_{LS}} \times SC_{BTM} \]  

(1)

where \( BTMSG_t \) denotes the BTM solar PV generation (MW) at time \( t \), \( LSSG_t \) denotes large-scale solar PV generation at time \( t \), \( SC_{LS} \) denotes the capacity of large-scale solar PV generators and \( SC_{BTM} \) denotes the estimated capacity of BTM solar PV generator. Here, \( SC_{BTM} \) is unknown. Therefore, it is necessary to estimate the capacity of the BTM solar PV generators to estimate the amount of BTM solar PV generation.

In the short-term, the electric load is mainly dependent on weather and calendar factors, especially the day of the week, holidays, temperature and solar radiation. The calendar factors change the load pattern according to the characteristics of the day. Temperature is a factor that changes heating/cooling energy consumption, and solar radiation is a factor that changes the amount of solar PV generation and load used by lighting appliances. If the influence of weather and calendar factors on electric load is minimized, the deviation of loads is also minimized. Using this assumption, the capacity of the BTM solar PV generators is estimated [26]. The load in spring or autumn, which has a little effect of temperature on load, is selected, and only loads on weekdays except Monday and holidays are used to remove the change in load due to calendar factors.

The base temperature is a fundamental consideration at calculating cooling degree day (CDD) and heating degree day (HDD), and it is one of the metrics that determines the heating and cooling energy consumption [28]. If the daily temperature is within the base temperature range, it means that heating and cooling energy consumption is minimized. When the daily temperature is within the base temperature range, the main cause of the load fluctuation is the change in the amount of solar PV generation. Therefore, the base temperature range with the maximum correlation between the standard solar PV generation and electric load is estimated using grid search. Figure 6 shows a scatter plot of electric load and standard solar PV generation in the autumn of 2019 for days filtered using the base temperature range.

The BTM solar PV generation increases in proportion to solar radiation and the load used by lighting appliances is inversely proportional to solar radiation. To analyze the
impact of BTM solar PV generation alone, it is necessary to eliminate the impact of the load used by lighting appliances. When the penetration level of BTM solar PV generators is high, it is difficult to separate the load used by lighting appliances from the electric load. Therefore, load used by lighting appliances is estimated using load data from 2000 to 2005, when the penetration level of solar PV generators is very low. To consider only the impact of the load used by lighting appliances, the days filtered by the estimated base temperature are used. Sunny days and cloudy days are classified according to solar radiation, and the difference between electric load on cloudy days and electric load on sunny days is estimated as the amount of fluctuation in the load used by lighting appliances [26]. As the economy and population grew, the electrical energy consumption increased, and the load used by lighting appliances also increased. To reflect these effects, the standard load is used. Standard load means load calculated by considering only the effect of economic growth excluding other exogenous factors [29]. The fluctuation of the load used by lighting appliances is assumed to be a ratio of the standard load, which is calculated as Equation (2), as follows:

\[
\Delta \text{Load}_{t}^{\text{Lighting}} = \text{Standard Load}_{t} \times \text{Ratio}
\]

where \(\Delta \text{Load}_{t}^{\text{Lighting}}\) denotes the fluctuation of the load used by lighting appliances at time \(t\), \(\text{Standard Load}_{t}\) denotes the standard load at time \(t\) and \(\text{Ratio}\) denotes the ratio of the fluctuation of the load used by lighting appliances to the standard load. The fluctuation of the load used by lighting appliances is calculated based on a sunny day, so this fluctuation on a sunny day is 0.

To minimize the impact of solar radiation on electric load, it is necessary to calibrate the fluctuation caused by the load used by lighting appliances and the BTM solar PV generator. The reconstituted load method considering the load used by lighting appliances is defined using the previously estimated fluctuations of the load used by lighting appliances and the standard solar PV generation. The reconstituted load, considering the load used by lighting appliances, is calculated by Equation (3), as follows:

\[
\text{Reconstituted Load}_{t}^{\text{Lighting}} = \text{Electric Load}_{t} + \text{BTMSG}_{t} - \Delta \text{Load}_{t}^{\text{Lighting}}
\]

where \(\text{Reconstituted Load}_{t}^{\text{Lighting}}\) denotes the reconstituted load considering the load used by lighting appliances at time \(t\), \(\text{Electric Load}_{t}\) denotes sum of the generation that can be metered by power system operators at time \(t\), \(\text{BTMSG}_{t}\) denotes the BTM solar PV generation at time \(t\) and \(\Delta \text{Load}_{t}^{\text{Lighting}}\) denotes the fluctuation of the load used by lighting appliances at time \(t\).

Finally, the capacity of the BTM solar PV generators is estimated using the reconstituted load method considering the load used by lighting appliances. The reconstituted load, considering the load used by lighting appliances, has very little correlation with the change in solar radiation. If electric loads of the days filtered by the base temperature are built as a reconstituted load, the variance between reconstituted loads is minimized. Since the capacity of the BTM solar PV generators is unknown, grid search is used to estimate capacity. When the variance between the reconstituted loads achieves the minimum value, the capacity of this point is estimated as the capacity of the BTM solar PV generators.

In seasons except for spring and autumn, there are few days within the base temperature range. Therefore, the estimation capacity of BTM solar PV generators is performed for May in spring and October in autumn. In months except for May and October, the capacity of the BTM solar PV generators is estimated based on regression. The capacity of the BTM solar PV generators estimated based on regression in 2019 is shown in Figure 7.
3.3. Load Forecasting Method Considering BTM Solar PV Generation

In the existing studies, the impact of weather factors and calendar factors on the electric load was mainly reflected in load forecasting [6]. However, the characteristic of electric load changes according to the high penetration rate of BTM solar PV generators. From the analysis in Section 2, it can be seen that the correlation between weather factors and electric load is also changing. Simply using the weather factors as an input feature has a limit in reflecting the distortion of electric load due to the amount of BTM solar PV generation in the load forecasting. Therefore, the reconstituted load method that can remove this distortion is used. The reconstituted load is calculated by Equation (4), as follows:

\[
Reconstituted \ Load_t = Electric \ Load_t + BTMSG_t
\]

where \(Reconstituted \ Load_t\) denotes the load that is eliminated distortion of electric load at time \(t\), \(Electric \ Load_t\) denotes sum of the generation that can be metered by power system operators at time \(t\) and \(BTMSG_t\) denotes the BTM solar PV generation at time \(t\).

The reconstituted load is calculated by adding the amount of BTM solar PV generation to the electric load. The comparison of the correlation between electric load, reconstituted load and temperature in 2019 are shown in Figure 8. The correlation between the reconstituted load and temperature is higher than the correlation between electrical load and temperature.

The input variables used for load forecasting are shown in Table 1. The weather variables are seven factors, including temperature, which has a high correlation with the
electric load. The weather variables used as input features in load forecasting are selected through correlation analysis. Load patterns change differently depending on the day of the week and holidays. To distinguish them, day of the week and holiday codes are used as calendar variables [30]. As the target variable, the historical reconstituted load is used to reflect the impact of BTM solar PV generation.

### Table 1. The input variables used for load forecasting.

| Variable | Input Feature Name         | Value/Unit |
|----------|----------------------------|------------|
| Weather  | Hourly Temperature         | °C         |
|          | Hourly Cloud Cover         | %          |
|          | Hourly Humidity            | %          |
|          | Hourly Wind Speed          | m/s        |
| Calendar | Day of the Week Code       | 1-7: Mon.-Sun. |
|          | Holiday Code               | 0: Non, 10: Holiday |
| Target   | Reconstituted Load         | MW         |

If the reconstituted load is predicted as the target value, the output value is the reconstituted load. For the system operator to use the predicted value, it is necessary to post-process the reconstituted load into the electric load. Reconstituted load post-processing is calculated by Equation (5), as follows:

\[
\hat{\text{Electric Load}}_t = \hat{\text{Reconstituted Load}}_t - \hat{\text{BTMSG}}_t
\]  

where \(\text{Electric Load}_t\) denotes the predicted electric load at time \(t\), \(\text{Reconstituted Load}_t\) denotes the predicted reconstituted load at time \(t\) and \(\hat{\text{BTMSG}}_t\) denotes the predicted BTM solar PV generation at time \(t\).

#### 3.4. Modeling of XGBoost

The XGBoost is a decision tree-based algorithm that uses a boosting method and was proposed by Tianqi Chen in 2016 [31]. Boosting is a method to improve prediction accuracy by training a sequence of weak tree models, each compensating for the residuals of the preceding tree model. However, the boosting method has disadvantages in that it is time exhaustive and overfitting. The XGBoost algorithm has evolved the performance of the existing boosting model through tree pruning, parallelization and regularization terms. The XGBoost algorithm just started to be applied to various fields, and there are still a few papers applied to the field of load forecasting [17]. The XGBoost algorithm is proposed for day-ahead load forecasting with various advantages. The XGBoost regressor predicted value is calculated by Equation (6) [32], as follows:

\[
\hat{y}_t = \sum_{k=1}^{K} f_k(x_t), \quad f_k \in \mathcal{F}
\]

where \(\hat{y}_t\) denotes the predicted value, \(f_k()\) denotes the \(k\)th tree model, \(x_t\) denotes the input feature, \(K\) denotes the number of trees and \(\mathcal{F}\) denotes the functional space that contains set of trees. The objective function in the XGBoost regressor includes a regularization term and is defined by Equation (7) [32], as follows:

\[
\text{Obj} = \sum_{i=1}^{n} I(y_i, \hat{y}_i) + \sum_{k=1}^{K} \Omega(f_k)
\]
where $l()$ denotes the loss function mean squared error (MSE), $y_t$ denotes the actual value and $\Omega()$ denotes the regularization term that imposes a penalty on model complexity. The regularization term is defined by Equation (8) [32], as follows:

$$\Omega(f) = \gamma T + \frac{1}{2} \lambda \sum_{j=1}^{T} \omega_j^2$$  \hspace{1cm} (8)

where $T$ denotes the number of leaves, $\omega_j$ denotes the $j$th vector of scores on leaves and $\gamma$ and $\lambda$ denote the penalty factors.

XGBoost is a tree-based model that branches data according to input features and uses the branched data for prediction. If the historical electric load used as the training dataset is different from the day of the week of the target date, it affects the performance and learning time of the model. Therefore, we propose a day-of-week (DoW) model that classifies the training data according to the forecast target date. The load forecasting process of the DoW XGBoost model is shown in Figure 9.

**Figure 9.** Load forecasting process of the DoW XGBoost model.

The load is one of the time series data and forecasted using historical data. Therefore, the time series validation method is used for hyperparameter tuning. In the proposed load forecasting algorithm, the training data is updated every timestep (1 day) to continuously reflect the trend of the load. For this, the sliding window-based time series validation is used among cross-validation methods [14]. When load forecasting under real conditions, it is difficult to use the data of the forecasting performed day. Therefore, the gap of one day is placed between validation and training. A grid search is used for hyperparameter tuning, and the parameter with the lowest MSE for the validation dataset is selected. The sliding window-based time series validation method is shown in Figure 10, and the main parameters of the XGBoost algorithm are shown in Table 2 [33].

**Figure 10.** The sliding window-based time series validation method.
**Table 2.** The main parameters of the XGBoost algorithm.

| Hyperparameter       | Definition                              | Default   |
|----------------------|-----------------------------------------|-----------|
| Booster              | Which booster to use                    | gbttree   |
| Max_depth            | Maximum tree depth for base learners    | 6         |
| Min_child_weight     | Minimum sum of instance weight needed in a child | 1         |
| subsample            | Subsample ratio of the training instances | 1         |
| n_estimators         | Number of gradient-boosted trees        | 100       |

4. Case Studies

4.1. Input Feature Selection and Hyperparameter Tuning

The majority of the existing load forecasting methods mainly used temperature as a weather factor. With the spread of BTM solar PV generators, the effect of temperature on electric load decreased, and the influence of weather factors, such as solar radiation and humidity, increased. Accordingly, it is necessary to use weather factors that have a high influence on electric load for accurate load forecasting.

The weather prediction factors published by the KMA are temperature, humidity, wind speed and cloud cover [27]. The weather input features used for load forecasting are selected through correlation analysis between load and weather factors. Figure 11 shows the comparison of the correlation between electric load, reconstituted load and weather factors in 2019. In the case of electric load, it can be seen that there is a high correlation with temperature, humidity and cloud cover. On the other hand, in the case of reconstituted load, it was confirmed that the correlation with temperature increased and the correlation with the remaining weather factors decreased.

![Figure 11. The correlation between electric load, reconstituted load and weather factors in 2019.](image)

Case studies are performed using three models to compare predictive performance. The first model is a time series-based simple exponential smoothing (SES) model in which historical load data and temperature data are considered [11]. The second model is an ML-based LSTM-FC model, in which historical load data and temperature data are considered [16]. The third model is the XGBoost-based model, without BTM solar PV generation. The proposed model reflects the impact of BTM solar PV generation by applying the reconstituted load method. Based on the analysis result of the correlation in Figure 11, the third model uses temperature, humidity and cloud cover and the proposed model uses temperature as weather input feature. Table 3 shows the weather input feature and target data for the proposed method and the three forecasting methods for comparison.
Table 3. The weather input feature and target data for the forecasting methods for comparison.

| Forecasting Method | Weather Input Feature | Target       |
|--------------------|-----------------------|--------------|
| SES                | Temperature (°C)      | Electric Load|
| LSTM-FC            | Temperature (°C)      | Electric Load|
| XGBoost w/o BTM    | Temperature (°C),     | Electric Load|
|                    | Humidity (%)          |              |
|                    | Cloud Cover (%)       |              |
| XGBoost with BTM   | Temperature (°C)      | Reconstituted Load |
| (Proposed Method)  |                       |              |

The proposed DoW XGBoost model uses different train dataset according to the forecast target date. In addition, since the input features are different depending on the case, it is necessary to optimize the parameters for each forecasting model. Hyper-parameter optimization is an important factor in determining the performance and speed of a model. The proposed model uses gbtree as a default, and hyper-parameter tuning was performed for Max_depth, Min_child_weight and subsample. Other parameters were set as default. Grid search was used for parameter estimation, and the hyper-parameter search result is shown in Table 4.

Table 4. Hyper-parameter search result.

| Forecasting Method | DoW  | Max_Depth | Min_Child_Weight | Subsample |
|--------------------|------|-----------|------------------|-----------|
| XGBoost w/o BTM    | Mon. | 6         | 2                | 0.6       |
|                    | Week.| 3         | 2                | 0.9       |
|                    | Sat. | 3         | 2                | 0.7       |
|                    | Sun. | 5         | 4                | 0.9       |
| XGBoost with BTM   | Mon. | 3         | 4                | 0.9       |
| (Proposed Method)  | Week.| 4         | 3                | 0.9       |
|                    | Sat. | 3         | 2                | 0.8       |
|                    | Sun. | 4         | 4                | 0.9       |

4.2. Empirical Results and Analysis

To verify the effectiveness of the proposed day-ahead load forecasting algorithm, a case study is performed for day-ahead load forecasting for the Korean power system in South Korea, where the peak load of 2020 was 89,091 MW. Measured values of weather factors are used to avoid performance degradation due to weather forecast errors. The error is evaluated using the mean absolute percentage error (MAPE) and root mean squared error (RMSE). MAPE and RMSE are shown in Equations (9) and (10), respectively, as follows:

\[
\text{MAPE(\%)} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{L_{i}^{\text{Actual}} - L_{i}^{\text{Forecast}}}{L_{i}^{\text{Actual}}} \right| \times 100\% \tag{9}
\]

\[
\text{RMSE(MW)} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( L_{i}^{\text{Actual}} - L_{i}^{\text{Forecast}} \right)^2} \tag{10}
\]

where \( N \) denotes the number of outputs, \( L_{i}^{\text{Actual}} \) denotes Actual load and \( L_{i}^{\text{Forecast}} \) denotes forecasted load.

The day-ahead load forecasting simulation is performed using 630 days excluding holidays in 2019 and 2020 as test data. For example, when load forecasting is performed on 10 January 2020, the hourly electric load on 11 January 2020 is forecasted. In this case, data used as input are data up to 9 January 2020. During the simulation period, load forecasting is performed every day for 630 days excluding holidays, and a total of \( 630 \times 24 \) h of electric load value is forecasted. In addition, the estimated capacity of BTM
solar PV generators increased monotonically from 7900 MW in January 2019 to 13,300 MW in December 2020. To analyze the performance change, according to the penetration rate of BTM solar PV generator, the accuracy is compared by year. In addition, to verify the accuracy improvement through the reflection of the BTM solar PV generation, the error is analyzed by time. Figures 12 and 13 show the MAPE of the forecasting methods by year.

![Figure 12](image1.png)  
**Figure 12.** The MAPE of the forecasting methods by year: (a) bar plot of the average MAPE; (b) box plot of the MAPE.

![Figure 13](image2.png)  
**Figure 13.** The hourly MAPE of the forecasting methods by year: (a) 2019; (b) 2020.

Figure 12a shows the total MAPE for four methods in 2019 and 2020. It was confirmed that the accuracy of the proposed model, XGBoost with BTM, was superior to that of the other three methods. The accuracy of the proposed algorithm was improved by 0.60 percentage points (%p) and 0.85%p in 2019 and 2020, respectively, compared with the MAPE of the SES model. Figure 13 shows the hourly MAPE for four methods in 2019 and 2020. The amount of solar PV generation is small at sunset and sunrise times, and the MAPE of the forecasting methods are similar at sunset and sunrise times. On the other hand, it can be seen that the MAPE of the forecasting methods differs more significantly between 8:00 and 18:00 when solar PV generation is being produced. The improvement of the accuracy of forecasting electric load was the best at 13:00, when the amount of solar PV generation was the highest. The accuracy of the proposed model, XGBoost with BTM, improved by 1.25%p and 2.43%p in 2019 and 2020, respectively, compared with the MAPE of the SES model. An even greater improvement in forecasting error was achieved due to the increase in the penetration rate of BTM solar PV generators in 2020 compared with 2019. To have a closer look at the output and load profiles, the resulting data for one week in October 2020 are shown in Figure 14.
Figure 14. The day-ahead load forecasting results from 19 October 2020 to 25 October 2020.

Figure 14 shows the results of the forecasting methods for the week of October 2020. October is autumn, and the electric load is lower than in winter and summer because the heating and cooling energy consumption is small. Accordingly, the impact of the amount of BTM solar PV generation on electric load becomes relatively large. The red ellipses in Figure 14 show the daytime load forecasting results. The proposed method, XGBoost with BTM, can reflect the amount of BTM solar PV generation, so the daytime residual is small, but other forecasting methods confirmed that the residual was large. As the amount of BTM solar PV generation increases, electric load and electrical energy consumption differ, causing distortion of electric load. This distortion of electric load causes the peak and valley loads to shift in time. Peak load refers to the highest electric load during the day, and valley load refers to the lowest electric load during the day. The summary of errors of load forecasting by the forecasting methods during the simulation period is shown in Table 5.

Table 5. Performance comparison of forecasting methods for 2019 and 2020.

| Errors      | SES     | LSTM-FC | XGBoost w/o BTM | XGBoost with BTM |
|-------------|---------|---------|-----------------|------------------|
| 2019        |         |         |                 |                  |
| Total MAPE  | 2.06%   | 1.86%   | 1.63%           | 1.46%            |
| Peak Load   | 1.91%   | 1.83%   | 1.58%           | 1.57%            |
| Valley Load | 2.01%   | 1.64%   | 1.60%           | 1.40%            |
| MAPE RMSE   | 1732 MW | 1693 MW | 1393 MW         | 1263 MW          |
| 2020        |         |         |                 |                  |
| Total MAPE  | 2.60%   | 2.48%   | 2.11%           | 1.75%            |
| Peak Load   | 2.32%   | 2.46%   | 1.99%           | 1.67%            |
| Valley Load | 2.68%   | 2.18%   | 2.15%           | 1.83%            |
| MAPE RMSE   | 2124 MW | 2198 MW | 1658 MW         | 1368 MW          |

As shown in Table 3, the proposed algorithm, XGBoost with BTM, improved the prediction accuracy compared with other methods. Because the SES model and the LSTM-FM model only consider the temperature for a weather input feature, it is difficult to reflect the impact of the BTM solar PV generation. The forecasting error of the SES model and the LSTM-FC model was relatively large. In the XGBoost model without BTM, the MAPE was reduced by additionally using humidity and cloud cover. The improvement was slight because it was difficult to reflect the increase in the penetration rate for BTM solar PV generators. The proposed algorithm, XGBoost with BTM, can reflect the impact of BTM
solar PV generation through the reconstituted load method, showing the best accuracy among the forecasting methods. The distortion of the electric load was solved by estimating the amount of BTM solar PV generation and adding it to the electric load. As a result, the correlation between temperature and electric load was increased to improve the accuracy of load forecasting. It was confirmed that the prediction error during the daytime with a lot of solar PV generation was significantly improved, and the prediction error for the peak load and the valley load was also improved.

5. Conclusions

As solar PV generation expands and the capacity of BTM generators increases, the uncertainty of day-ahead load forecasts increases. In order to overcome this problem, an XGBoost-based, day-ahead load forecasting algorithm, considering behind-the-meter solar PV generation, is proposed. The amount of BTM solar PV generation causes distortion, in which electric load and electrical energy consumption differ. This distortion increases the uncertainty of load forecasting. In the proposed algorithm, the amount of BTM solar PV generation is estimated, and the reconstituted load method that adds BTM solar PV generation to electric load is used. Case studies are performed for the Korean power system in South Korea. As a result of the case studies, the accuracy of the proposed algorithm was improved by 21% and 29% in 2019 and 2020, respectively, compared with the MAPE of the LSTM-FC model that does not reflect the impact of BTM solar PV. Similarly, the RMSE of the proposed algorithm was also improved by 430 MW and 830 MW in 2019 and 2020, respectively. Improving the accuracy of load forecasting can contribute to improvement of the economic efficiency of power systems’ operation and power market operation.

In the paper, BTM is limited to only solar PV generators. However, various distributed energy sources, such as energy storage systems (ESS) and electric vehicles (EV), are spreading and expanding, and these energy sources will add uncertainty to future electric load forecasts. Future works on load forecasting will attempt to reflect the effects of various energy sources.
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