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Abstract—Scheimpflug LIDAR has attracted considerable attention in the recent years, and has been widely applied in many fields due to its infinite depth of field. In this study, we reconstruct a series of formulas to demonstrate the Scheimpflug principles, with reference at the hinge point. These formulas based on directly measurable parameters are simple in form. Base on this, we report a new calibration for the Scheimpflug system, without measuring the instrument parameters. We also confirm that the result of calibration is accordance with the actual setting of the system. To take full advantage of the infinite depth of field of the Scheimpflug system, we have designed and carried out the system, combining with a rotary stage, to obtain the entire volumetric profile for a target of interest in a cycle rotation. To the best of our knowledge, this is the first time Scheimpflug system is utilized to perform a three-dimensional volumetric profile measurement.

1. INTRODUCTION

Dimensional metrology is always closely related to the use of light since ancient times. Nowadays, the demand of acquisition of three-dimensional (3D) information has arouse a considerable degree of interest in diverse applications, including navigation [1], industrial manufacturing [2], food science [3] and others [4]. Thus, many optical methods and techniques were developed with the advantage of high-accuracy, quick measurement and non-contacting against traditional mechanical probes [5].

The optical methods for depth ranging in 3D measurement can be divided into two categories. One is time-based, which calculates the distance between the object and observer by measuring the time of flight (TOF) that light travel between them. It can achieve a relatively large measuring range. However, it is confined to single point inspection, resulting in a time-consuming scanning procedure and a low lateral resolution. Another way is position-based, including stereo vision, laser range scanning, and structured illumination, etc. [6–13]. It scans a single line or a plane at a time and utilizes the principle of triangulation to derive the depth of those points. Due to the limited detection range determined by the depth of field (DOF), they are mostly applied to measure the depth profiles of surfaces with complex geometry shapes [14, 15].

An approach to infinite DOF is to adapt the Scheimpflug principles to set up the optics [16]. Briefly, the rule of Scheimpflug principles states that in a scenario where the object plane is tilted, sharp focus can be achieved by tilting the image sensor to a proper angle, where the image plane intersecting with the object plane and lens plane at the same point. Many scientific studies were benefit from it, such as particle image velocimetry [17–19], atmospheric aerosol monitoring [20–26] and fluorescence hyperspectral LIDAR [27–30]. Our previous study [31, 32] has shown the potential to measure the distance profiles by light-sheet based two-dimensional Scheimpflug LIDAR, which also demonstrates the ability of large measuring range.
Along with the application development of the Scheimpflug LIDAR, the analysis of the Scheimpflug rule also becomes important [33–36]. However, few study is aimed at ranging application. Thus, in this paper we establish a series of formulas in a simple form, with the reference at the Hinge points, to demonstrate the Scheimpflug rule clearly and simplify the calibration process. These formulas not only determine the axial distance but also lateral height, depicting the relationship between a spatial location and the corresponding pixel.

Apart from theoretical innovation, we also improve the application in the experiment. Notice that conventional acquisition systems for surface profiles can only measure from one side, and consequently multiple scanning paths for scanning data are required to obtain the entire 3D information, which makes the scanning time-consuming and less accurate [8, 37]. In this paper, we put the target object on a rotary stage, and use 2D Scheimpflug LIDAR to capture its profile of distance and height. This way we can collect and assemble the 2D information to obtain a 3D volumetric profile, while turning the target object a full cycle. Distinctive from a 2D surface profile scanner, this system can build a digital model for an entire object quickly and accurately, and may contribute greatly to intelligent manufacturing and reverse engineering, etc..

In the following part of this paper, we first discuss the geometrical relations for the Scheimpflug LIDAR. Then we adapt relations for calibration in Section 3. Finally, we demonstrate some experiments to evaluate the system. A brief conclusion summarizes our work in the end.

2. GEOMETRICAL RELATIONS IN SCHEIMPFLUG PRINCIPLE

Scheimpflug imaging system depicts a bi-axial optical scheme where the image plane and object plane are not parallel to the lens plane. Fig. 1(a) depicts the corresponding relation of the three planes, viewing from the direction parallel to them. The green line represents the object plane, which is tilted to the primary optics axis with an angle of $\varphi$, and the corresponding image plane is on the left side of the lens, indicated by the red line. On the meridian plane, we use two yellow dashed lines to label the locations of focus planes. In order to fully demonstrate the space geometry of Scheimpflug, we can also view the schematic diagram from another direction, as shown in Fig. 1(b). As indicated by the coordinate axes in the upper right corner, the viewing directions for Fig. 1(a) and Fig. 1(b) are along the $z$ and $y$ directions, respectively. Thus, a line (e.g., the red line) in Fig. 1(a) is actually an intersection line of a plane with the $xy$ plane, and thus can correspond to a plane (e.g., the red plane/region) in Fig. 1(b). The projections of the image and object planes (which are represented by lines in Fig. 1(a)) on the $xz$ plane are denoted as a red region and a green region, respectively, in Fig. 1(b).

![Figure 1](image1.png)

Figure 1. (a) Schematic diagram for Scheimpflug geometrical optics on the meridian plane; (b) Projection view of the image plane and object plane.
a vertical line in Fig. 1(b) corresponds to a point in Fig. 1(a). The projection of the intersection of the focus plane and object plane on the meridian plane (i.e., the \(xy\) plane) is denoted as the hinge point (\(M_{\text{hinge}}\)) in Fig. 1(a). Similarly, there is another hinge point on the image plane. Note that there is a more important point, Scheimpflug point \(O'\), which is the intersection of the object plane, the lens plane and the meridian plane.

For any point \(M\) on the object plane beyond the focus plane, we can derive the location of its corresponding image point from the following formulas:

\[
x_M \cdot x_{M'} = -f^2
\]

(1)

\[
m = \frac{y_{M'}}{y_M} = \frac{x_{M'}}{x_M} = \frac{-f}{x_M}
\]

(2)

where \(f\) is the focal length. Eqs. (1) and (2) are derived from the Newtonian optics directly, where \(x_M\) is the distance from point \(M\) to the focus plane, i.e., |\(FM_o|\); \(x_{M'}\) is the distance from the image point \(M'\) to the image focus plane, i.e., |\(FM'_o|\); \(y_M\) and \(y_{M'}\) are the lateral distances, and equal to lengths |\(MM_o|\) and |\(M'M_o|\), respectively; \(m\) represents the lateral magnification. Furthermore, as point \(M\) was on the object plane (line), objective lateral length \(y_M\) and objective axial distance \(x_M\) should satisfy the following equation

\[
y_M = d - (x_M + f) \cdot \tan \varphi
\]

(3)

where \(d\) is the distance of the Scheimpflug point to the lens center.

Considering the corresponding image point \(M'\), and the angle between \(M'O'\) and the lens plane is denoted by \(\beta_{M'}\). Based on the geometry relations, its tangent can be expressed as follows:

\[
\tan \angle M'O'O = \tan \beta_{M'} = -\frac{x_{M'} + f}{d - y_{M'}}
\]

(4)

Using Eqs. (1)–(3), we can simplify the above equation through the following process:

\[
\tan \beta_{M'} = \frac{f^2 / x_M + f}{d + f \cdot y_M / x_M} = \frac{f \cdot (f / x_M + 1)}{d + f \cdot ((d - (x_M + f) \cdot \tan \varphi) / x_M)}
\]

\[
= \frac{f \cdot (f / x_M + 1)}{(d - f \cdot \tan \varphi) \cdot (f / x_M + 1)} = \frac{f}{d - f \cdot \tan \varphi}
\]

(5)

As expected, \(\beta_{M'}\) is irrelevant to \(x_M\). That is to say, for any point in the object plane, \(\beta_{M'}\) is a constant determined by \(d\), \(f\) and \(\varphi\). Viewing from the perspective of imaging, we can conclude that the corresponding image plane is flat and intersects with the lens plane at the Scheimpflug point with a angle of \(\beta\), as labeled in Fig. 1(a).

Let’s analyze one special point on the object plane, \(M_{\text{hinge}}\). \(M_{\text{hinge}}\) is also on the focus plane, its corresponding image point (\(M'_{\text{inj}}\)) will locate at the infinity. Thus, \(OM'_{\text{inj}}\) is paralleled to \(O'M'_{\text{inj}}\). Furthermore, \(OM_{\text{hinge}}\) and \(OM'_{\text{inj}}\) are collinear, since \(O\) is the center of the lens. Therefore, we can conclude that \(O'M'_{\text{inj}}\) is paralleled to \(OM_{\text{hinge}}\). We can also draw the same conclusion mathematically. Since the lateral distance of \(M_{\text{hinge}}\) can be derived from Eq. (3), i.e., \(y(M_{\text{hinge}}) = d - f \cdot \tan \varphi\), we have

\[
\tan \angle O'OM_{\text{hinge}} = (x(M_{\text{hinge}}) + f) / y(M_{\text{hinge}}) = \frac{f}{d - f \cdot \tan \varphi} = \tan \beta
\]

(6)

Eq. (6) demonstrates the particularity of the hinge point. Geometrically, the image plane is parallel to the line connecting the hinge point and the center of the lens, which is also called the hinge plane. This provide optical engineers with a simple geometric method to determine and locate the image plane. Similarly, the hinge plane on the image side is parallel to the object plane.

In order to fully clarify the rule of imaging, we should observe the Scheimpflug imaging system from a different perspective — a plane perpendicular to Fig. 1(a), as shown in Fig. 1(b). Notice that the object plane and image plane are obliquely projected (not parallel) to this figure.

For any line perpendicular to the meridian plane, with a height of \(z_M\) and a distance \(x_M\) to the focus plane, the height of its imaging line \(z_{M'}\) can be expressed as follows:

\[
z_{M'} = z_M \cdot m
\]

(7)
where $m$ represents the radial magnification (the same as that in Eq. (2)). Hence the image ratio of $z_{M'}$ and $x_{M'}$ can be expressed as

$$\frac{z_{M'}}{x_{M'}} = \frac{z_M \cdot m}{-f^2/x_M} = \frac{z_M \cdot (-f/x_M)}{-f^2/x_M} = \frac{z_M}{f} \tag{8}$$

We can see that this ratio is irrelevant to $x_M$. Furthermore, if the object height is fixed, this image ratio remains invariable at different objective distances. As we can see from Fig. 1(b), there are three lines of the same height arranged on the object plane, labeled as $M_1$, $M_2$ and $M_3$. Their image lines are located at $M'_1$, $M'_2$ and $M'_3$, respectively. We draw a dashed line connecting the endpoints of them, and the line will reach the hinge point. Hence, for a line on the object plane parallel to the projection of the primary optical axis, the corresponding image line is straight and will reach $M'_{\text{hinge}}$.

Equation (8) indicates a simple way to locate the hinge point on the image side, i.e., to compute the image intersect of two lines parallel with the projection of the primary axis on the object plane. Once the hinge point is determined, the distance on the object side can be easily computed by Eqs. (1) and (2).

This section has demonstrated the Scheimpflug imaging system from the perspective of geometry, which will be fully utilized in the following calibration process.

3. SYSTEM SET-UP AND CALIBRATION

In the previous section, we have given some mathematics analysis to describe an ideal situation with sufficient and accuracy parameters. However, it is not easy to measuring these parameters in the experiment and quite often the result obtained is inaccurate. Hence, we set up the experiment to calibration the scenario (where we do not need to know any parameters in advance) and determine the corresponding relationship between the pixel and location.

Figure 2(a) presents a photo of the Scheimpflug module, which consists of a consumer camera lens (Canon EFS 18-55), a camera (ZWO ASI174MM), and a blue line laser module. As the Scheimpflug rule requires, the image plane must intersect with the lens plane and object plane at the same point. In practice, the object plane and image plane are equivalent to the laser illumination plane and camera plane, respectively. Hence we placed the camera on a kinematic mount and tuned the camera slanted to the lens, to make the image of the laser line very clear in the whole measuring range. At this point the camera (i.e., image) plane and the illumination (i.e., object) plane are conjugated, satisfying the Scheimpflug principles. As we labeled in Fig. 2(a), the image plane (red line), the lens plane (black line), and the object plane (blue line) joined at one point.

![Figure 2](image)

Figure 2. (a) A photo of the Scheimpflug module; (b) A scenario during the calibration process.
The next step is to quantify the image pixel with the spatial distance and height. Hence, we placed a metal plate on a translation stage (Zolix KA100) moving along the laser output direction, as shown Fig. 2(b). Then, we took a sequence of 27 images of the metal plate on the stage continuously, as it moving backward with each step of 20 mm. We superimposed some of these images and exhibited them in Fig. 3(a). Since the shining width of the output laser beam (light-sheet) will reduce the distance resolution, we extracted its right boundary and marked with a red line.

As we can see from Fig. 3(a), the red lines shift from left to right, as the metal plate moving away from the lens. Furthermore, its height decreases as well as the gap between them. This is in accordance with the general imaging laws, i.e., the image size decreases as the object distance increases. Now we can pay attention to the endpoints of each light bar (red line), corresponding to the edge of the metal plate, which moves in parallel with the primary optical axis. Our previous study in Section 2.2 has demonstrated that the hinge point on the image side locates at the image intersect of two lines parallel with the projection of the primary axis (see Fig. 1(b)). In previous study image thinning techniques were usually adopted to exact the center of the light bar. However, our system has a larger image magnification, and thus the size of the light bar in the image is wider, covering a considerably large area, which is usually of different shape. The reason we extracted the side boundary instead of the center in the image processing algorithm is to improve the measurement accuracy.

Thus, we plot two lines to linearly fit the top and bottom endpoints separately in Fig. 3(b). The fitted equations are $y = -0.3693 x + 1952$ and $y = 0.2048 x + 1.377$. The absolute values of their first order fitting coefficients are not equal, which means that the hinge point is not on the middle line of the camera. More importantly, the R-square values are 0.9998 for both, indicating a pretty good linearity (this also proves the new calibration theory demonstrated in Section 2). To determine the pixel location of the hinge point, we calculate the intersect of the two fitted lines, and the result is
\( M'_{\text{hinge}} = (3196, 771) \).

On the other hand, it is much more important and difficult to determine the hinge point on the object plane as compared to that on the image side, since it is impossible to construct a paralleled line on the image plane. Nevertheless, in this study we explored a new method to solve the problem. As illustrated by Eq. (1), the product of \( x_{M'} \) and \( x_M \) is a constant. Simultaneously, \( x_{M'} \) is proportional to the distance \( d_{M'} \) between the image location and image hinge point, i.e., \( x_{M'} \propto d_{M'} \). Similarly, \( x_M \propto d_M \). Hence the product of \( d_M \) and \( d_{M'} \) is a constant. In our experiment, we can express \( d_{M'} \) in unit of pixels and \( d_M \) in unit of millimeter as follows:

\[
\begin{align*}
\Delta d &= px(M') - px(M'_{\text{hinge}}) = px(M') - 3196 \\
\Delta d &= d - d_0
\end{align*}
\]

where \( px(M') \) is the pixel index of the center point of each light bar in \( x \) direction; \( px(M'_{\text{hinge}}) \) is the \( x \) pixel index of the image hinge point; \( d_0 \) is the distance from the object hinge point to the starting point of the translational movement, and \( d \) is the relative distance of motion. Since the product of \( d_M \) and \( d_{M'} \) is a constant, we can fit it linearly for the relation between \( d \) and \( 1/d_{M'} \), both of which are already known in the calibration process.

The fitting result shows a high linearity, as depicted in Fig. 3(c). To evaluate the reference distance \( d_0 \), we compute the \( x \)-axial intercept of the fitted line, and the result is \(-466\). That means the hinge point is 466 mm away from the starting point, opposite to the moving direction.

So far, we have come up with a particular calibration approach based on a linear fitting of the endpoints, to determine the hinge point on the image side and object side. Based on that, we can establish a relationship between the pixel index and spatial location. First, in order to calibrate the distance, we compute the coefficient \( F^2 = (px(M') - px(M'_{\text{hinge}})) \times (d - d_0) \) for each image. Statistically, we found that the mean value \( E(F^2) = -1.446 \times 10^6 \) with a standard deviation \( \sigma(F^2) = 581 \). As we can see, \( F^2 \) is almost invariable, which is in good agreement with our theory. Hence we can determine the calibration expression of distance as

\[
d = F^2 \bigg/ \bigg( px(M') - px(M'_{\text{hinge}}) \bigg) + d_0 = -1.446 \times 10^6 / (x - 3196) + (-466)
\]

From the above expression, we can also know how the distance resolution varies with \( x \) pixel index and is 0.22 mm at the center of the image. However, the actual resolution greatly depends on the quality of image captured in the experiment.

Then, according to Eq. (8), we know that the height of the target is proportional to the image height \( py(M') \) and inversely proportional to \( d_{M'} \) (see Fig. 1(b)). Furthermore, in the height calibration processing, a metal plate acts as a reference, with a height of 89 mm. Hence, we can obtain the following calibration formula for the height:

\[
\begin{align*}
h &= C \times \bigg( py(M') - py(M'_{\text{hinge}}) \bigg) / \bigg( px(M') - px(M'_{\text{hinge}}) \bigg) = 145.91 \times (y - 771) / (x - 3196)
\end{align*}
\]

where \( C \) is the coefficient computed from the data we measured in the calibration process. The standard deviation of \( C \) is 0.2014, which is quite small compared with mean value \( E(C) = 145.91 \). From Eq. (12), we see that the height corresponding to one pixel in the \( y \) direction is about 0.05 mm.

As mentioned in the introduction section, the Scheimpflug system is of infinite DOF. However, the detection range is determined by the size of the image sensor in practice. According to Eq. (11) we know that the detection range in depth is 276.7 mm. On the other hand, the detection ranges in height are different at near end and far end, which are 88 mm and 143 mm, respectively, according to Eq. (12).

So far, we have demonstrated a progressive calibration approach, requiring no parameter of the system set-up, but can achieve fitting with good linearity and calibrating pixel by pixel with small standard deviation for the characterizing coefficients. Meanwhile, we also want to verify the result with actual parameter of the system. Thus, we measured the following parameters: the focal length of the lens \( f = 55 \text{ mm} \), the distance between the Scheimpflug point and lens center \( l = 150 \text{ mm} \), the angle of the laser illumination plane and lens plane \( \tan \varphi = 0.2075 \), pixel size of the camera \( \mu \text{m} = 5.86 \text{ mm} \), the angle of the camera plane to the lens plane \( \tan \beta = 0.3969 \). Then, we take the first pair of endpoints in the image sequence, with \( px(M') = 97 \) and \( d(M) = 0 \). Hence, we can calculate that

\[
\begin{align*}
x_{M'} &= (px(M') - px(M'_{\text{hinge}})) \times \sin \beta \times \mu \text{m} = -6.71 \text{ mm} \\
x_M &= (d(M) - d(M_{\text{hinge}})) \times \cos \varphi = 456.3 \text{ mm}
\end{align*}
\]
Substituting them into Eq. (1), we can obtain $f = 55.33\text{ mm}$, which is very close to the actual focal length. This means that the progressive calibration approach is well matched with the physical truth.

4. EXPERIMENT AND APPLICATION

In order to fully demonstrate the capacity of the system, we carry out some tests and discuss the result of them in this section. Two target objects tested in our experiment are a metal cylinder and a pile of sundries. Different from the push-broom and whisk-broom scanning procedures, we place the laser and camera on the ground, and put the target object on a rotary stage. The scanning procedure is achieved by rotating the object, so that we can obtain the volumetric profiles of the entire object.

Therefore, the first thing is to place the rotary stage (Zolix RAuK-100) with its axis on the illumination plane, and place a blocker vertically at its center, as shown in Fig. 4(a). Then we take an image with the camera, to find out the distance of the rotary axis. The image was shown in Fig. 4(b), the $x$ pixel index is 965, and thus the relative distance is 179.45 mm, according to calibration formula (11).

Then we put a metal cylinder on the stage concentrically, and illuminate it with a line laser, as shown in Fig. 5(a). While the cylinder rotates one cycle on the stage with steps of 0.5 degree, we snap its image frame by frame, and Fig. 5(b) exhibits one frame in the image sequence. Employing some image processing technique, we can characterize the edge of the pattern, which is marked with red pixels. Then we convert the marked pixels into spatial points with height and distance, according to calibration Eqs. (8), (9). In order to depict the volumetric profiles of the cylinder, we need to calculate the relative distance to the rotary axis, and transform the coordinate based on the relative distance and current rotation angle. Finally, we plot the 3D point cloud in Fig. 5(c), where we label the point

Figure 4. (a) Set-up with the Scheimpflug module and the rotary stage; (b) Image of the block.

Figure 5. (a) Photo of a cylinder; (b) One snapshot image; (c) 3D point cloud model.
of different height with different color.

From Fig. 5(c), we can estimate the height and diameter of the cylinder to be 108 mm and 100 mm, respectively. The result accords with the actual size measured manually, and that means the three-dimensional volumetric output is reliable. However, we notice that the bottom part of the cylinder, looks thicker graphically than the other parts of the cylinder. This is due to the knurling on the cylinder bottom, which makes it hard to exact the edge in the image processing. As we can see in Fig. 5(b), the bottom part of the marked red line has some zigzag feature.

Next we try to capture the volumetric profile of a target of complex structure. This time we use a pile of sundries, from the bottom to the top, including a metal ring, a cardboard box and a gummed tape, as shown by the photo of Fig. 6(a). The metal ring at the bottom is totally shielded by the box, from the perspective of the photo. We measured the size of these objects. The outer diameter of the metal ring and tape are 69 mm and 120 mm, approximately. The dimension of the cardboard box is 252 mm × 165 mm × 62 mm.

![Figure 6. (a) Photo of the target; (b) 3D point cloud model.](image)

The structure of the target is complex with discrete planes, which can only be measured with a device with a large depth of field, such as the Scheimpflug system. With the intention to verify the robustness of the system, we place them asymmetrically and unbalanced.

In order to display clearly the result of every rotational scan, we set the step of the rotary stage to 1 degree, so we capture 360 images in total. The corresponding result is shown in Fig. 6(b). We can see a sequence of vertical lines clearly around the perimeter of the box, i.e., the result of each scan. They become intensive near the rotary axis, and become sparse when far away from the rotary axis.

Choosing a proper region of interest (ROI), as shown by the red box in Fig. 7(a), we can analyze the small metal ring separately, which is enlarged in Fig. 7(b). Due to the knurled surface, the accuracy of the measurement is limited. This is the same as all other active 3D illumination measurement, such as the structured light scan method. The difficulty is in image edge exaction. We also notice that some points of the top part were missing near sides, which is shielded by the box from the view of camera. Nevertheless, the result is still convincing. Let’s take a look of top view, as shown in Fig. 7(c). The red dots represent the computed location of the points and the black circles give the shape. We can find the diameter of the circle is about 69 mm, which demonstrates a relatively high precision. The mean error is about 2 mm, due to the coarseness of the knurled surface.

We also choose one side of the cardboard box for numerical analysis, as shown in Fig. 8. The box in the inset encircles the points extracted. We try to fit the point cloud with a flat surface, taking \( x \) and \( z \) as independent variables, and \( y \) as a dependent variable. Hence, we obtain \( y = -67.24 + 0.3902x + 0.03029z \), and draw a semitransparent plane with black dashed line edges to visualize the flat plane. The root mean squared error of the fitting is 0.1775 mm, which is less than the distance corresponding to one pixel. This indicates the error in edge exaction is about one pixel. However, this only represents a relative precision, but not absolute accuracy. Furthermore, the coefficient of \( z \) is close to zero, indicating the plane is nearly vertical.
5. CONCLUSIONS

In this paper, we have analyzed the geometrical relations of the Scheimpflug principle from the perspective of Hinge point, originated from the Newtonian lens equation. Compared with the Gaussian form of the lens equation, Newtonian equation is algebraically simpler by setting the distance reference at the focal points. Furthermore, the lateral magnification $m$ can also be expressed in the Newtonian form. We have shown that the image of a line parallel to the projection of the primary optical plane on the object side is straight and will pass through the hinge point on the image side. Based on the above conclusion, we have proposed a convenient and precise calibration method, without measuring the instrument parameters, but by geometrically computing the images of the references at different distances. The calibration result agrees well with the actual parameters.

The Scheimpflug system has the advantage of infinite depth of field, but can measure only a line at a time. Conventional techniques for surface profile measurement (e.g., structured illumination) have a larger width of field, but limited in the distance range. To fully exploit the advantages of the Scheimpflug system and measure the volumetric profile of an object, we put an object on a rotary stage. As the...
target rotates with the stage, we capture its line shape to composite a volumetric profile. With this method, we can obtain the entire volumetric profile of a complex target very quickly.

We have carried out two experiments to demonstrate our system, and analyzed the precision and accuracy numerically. The measuring errors for a smooth cardboard and knurled metal are about 0.17 mm and 2 mm, respectively. We believe that our 3D volumetric profile inspection technique based on the Scheimpflug system has great potential for industrial utilization in the near future.
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