Mitigating noise in digital and digital-analog quantum computation
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Noisy Intermediate-Scale Quantum (NISQ) devices lack error correction, limiting scalability for quantum algorithms. In this context, digital-analog quantum computing (DAQC) offers a more resilient alternative quantum computing paradigm that outperforms digital quantum computation by combining the flexibility of single-qubit gates with the robustness of analog simulations. This work explores the impact of noise on both digital and DAQC paradigms and demonstrates DAQC’s effectiveness in error mitigation. We compare the quantum Fourier transform and quantum phase estimation algorithms under a wide range of single and two-qubit noise sources in superconducting processors. DAQC consistently surpasses digital approaches in fidelity, particularly as processor size increases. Moreover, zero-noise extrapolation further enhances DAQC by mitigating decoherence and intrinsic errors, achieving fidelities above 0.95 for 8 qubits, and reducing computation errors to the order of \(10^{-3}\). These results establish DAQC as a viable alternative for quantum computing in the NISQ era.

INTRODUCTION

The origin of quantum computing dates back to 1980 when Benioff [1] suggested using quantum systems for traditional (reversible) computation, implementing a Turing-machine equivalence to unitary evolution. Simultaneously, Manin [2], and a couple of years later, Feynman [3], pointed out the convenience of quantum simulators to reproduce quantum problems. It was not until 1985 when Deutsch [4] proposed the idea of a quantum gate, which led to the gate-based quantum computation model known as the digital quantum computing (DQC)[50] paradigm.

DQC uses digital pulses to perform quantum operations on the qubits, represented by single-qubit gates (SQGs), two-qubit gates (TQGs), and measurements. While DQC is the most widespread paradigm, other alternatives are based on analog resources. One of the most promising ones is called adiabatic quantum computation or quantum annealing [5–7]. Besides these paradigms, digital-analog quantum computing (DAQC) merges the digital and analog paradigms, combining the adaptability of DQC with the robustness of analog resources [8]. This universal paradigm consists in applying digital and analog blocks to implement quantum circuits in a quantum computer. The digital steps consist of SQGs, while analog blocks are constructed via the time evolution of the natural interacting Hamiltonian provided by the quantum processor. Several works employ this paradigm to simulate quantum many-body systems [9, 10] and to implement long-depth quantum algorithms [11, 12].

Since the inception of quantum computing, much effort has been put into developing the area. There is a great variety of hardware backends suitable for the performance of quantum computation, such as trapped ions [13], neutral atoms [14] or superconducting circuits. The latest is one of the most promising quantum computer construction techniques. Solid-state electric circuits use Josephson tunnel junctions, a highly non-linear and non-dissipative circuit element at low temperatures [15].

Noise is undoubtedly the main drawback in the scalability of quantum computing. Indeed, quantum computers cannot be completely isolated from the environment, and the interactions performing quantum operations cannot be fully controlled, leading to decoherence, control errors, and crosstalk. Due to the limitations imposed by these error sources, considerable effort has been made to analyze them and propose quantum protocols more resistant to noise or capable of mitigating their effects [16, 17]. The most promising long-term solution for the scalability of quantum computers is the use of quantum error correction techniques [18, 19]. However, the current Noisy Intermediate-Scale Quantum (NISQ) [20, 21] era technology is not sufficient to implement quantum error correction to eliminate the undesired effect of noise sources in them.

A possibility to reduce the effect of noise sources in the era of NISQ devices is to adapt the quantum computing paradigm. Although the gate-based approach is the most extended paradigm, it is highly affected by noise. However, the effect is different depending on the type of gate. Indeed, it is almost negligible in SQGs since they are fast and highly controllable. The length of TQGs exposes them to decoherence, which makes these gates very sensitive to noise, together with the errors introduced by the indirect control and the crosstalk among qubits. DAQC emerges as a sensible alternative quantum paradigm to overcome this problem within the limitations of the NISQ era. This paradigm employs the natural interaction of the quantum processor to perform entangling operations and the running time of this Hamiltonian as an extra resource [22]. Consequently, the crosstalk among qubits and the control errors associated with switching on and off interactions are no longer a source of noise but a resource, turning the problem of noise in TQGs into an advantage. Indeed, this approach—and more concretely, its banged version—has been numerically demonstrated to be more advantageous un-
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under the effect of specific experimental noise sources when compared to DQC [11].

Ref. [11] considered a limited type of noise source, which may not represent all the sources present in current devices. A more comprehensive comparison of the performance of DAQC and DQC under common noise sources in superconducting quantum computers is necessary. In addition, Ref. [11] shows that, while DAQC may reduce noise impact compared with DQC, the decrease in fidelity with the number of qubits makes it challenging to derive significant results, similar to most DQC applications. Quantum error mitigation [23–25] is a promising tool to reduce noise-related errors in NISQ processors. Expanding error mitigation to the DAQC paradigm could enhance its performance in the NISQ era.

This article presents an extension of error mitigation to the DAQC paradigm, providing a detailed comparison of the performance of DQC and DAQC under a wide range of noise sources—including thermal decoherence, bit-flip, measurement errors, and control errors. The quantum Fourier transform (QFT)—an essential quantum subroutine with applications in multiple quantum algorithms [26–30]—acts as a first benchmark. The numerical study covers quantum processors of up to 6 qubits, comparing the fidelity of the resulting state of the different paradigms to the exact solution. The results conclude that the banged DAQC paradigm better tolerates the most relevant noise sources in superconducting quantum, especially as the number of qubits scales up. This may allow a more accurate implementation of quantum algorithms in the NISQ era than DQC. These conclusions also extend to more complex algorithms, such as phase estimation (QPE). Given a unitary operator $U$ with an eigenvector $|u\rangle$ with eigenvalue $e^{2\pi i \varphi}$, this algorithm estimates the unknown phase $\varphi$. It hence has multiple applications, such as in the Shor’s [18] and Harrow-Hassidim-Lloyd algorithms [29]. This algorithm includes the inverse QFT besides some additional rotations and SQGs, so we expect it to pose a more significant challenge to the paradigms due to the greater effect of decoherence and other noise sources associated with the greater number of quantum gates. However, despite these larger noise sources, we show how the DAQC paradigm can approximate the exact solution with fidelities overcoming those of DQC. To validate these statements, we study in detail a QPE circuit for 5 qubits and perform extensive simulations in which we investigate the effect of each error source independently. Despite the better noise resilience of DAQC compared with DQC, the results show that the error increase with qubit scaling avoids extracting useful information from the solution of the algorithms. To avoid this, we extend zero noise extrapolation [31, 32] to the DAQC paradigm. This technique successfully removes the noise of decoherence—one of the main noise sources in quantum devices—, together with the one inherent to the banged DAQC paradigm, achieving fidelity above 0.95 for 8 qubits and errors in the computation of expectation values of order $10^{-3}$.

**RESULTS**

I. IMPLEMENTATION OF A NOISE MODEL USING THE DQC AND DAQC PARADIGMS

In this section, we illustrate the noise model described in section Theoretical description of the effect of noise sources in quantum systems with the QFT and QPE algorithms.

A. Quantum Fourier transform

In Ref. [11], it is shown that the N-qubit QFT can be written as a series of unitary gates of the form

$$U_{QFT} = \prod_{m=1}^{N-1} U_{SQG,m} U_{TQG,m} \cdot U_{H,N}, \quad (1)$$

where

$$U_{SQG,m} = \exp \left[ i \sum_{k=2}^{N-(m-1)} \theta_k \left( I - Z^{(k+m-1)} - Z^{(m)} \right) \right] \times \exp \left[ i \pi \left( I - \frac{Z^{(m)} + X^{(m)}}{\sqrt{2}} \right) \right], \quad (2)$$

$$U_{TQG} = \exp \left( i \sum_{c<k} \alpha_{c,k,m} Z^{(c)} \otimes Z^{(k)} \right), \quad (3)$$

$$U_{H,m} = \exp \left( i \frac{\pi}{2} \left( I - \frac{Z^{(m)} + X^{(m)}}{\sqrt{2}} \right) \right), \quad (4)$$

and

$$\theta_k = \frac{\pi}{2k+1} \quad \text{and} \quad \alpha_{c,k,m} = \delta_{c,m} \frac{\pi}{2k-m+2}, \quad (5)$$

where the superindices in brackets determine which qubit the gate acts on. We compute the tensor product with the identity to obtain the total unitary until dimension $2^N$ is reached.

The entangling gates of the algorithm are described by Eq. (3), which is the unitary representation of an inhomogeneous all-to-all (ATA) two-body Ising Hamiltonian. The DQC paradigm decomposes the entangling gate into fixed $\pi/4$ phase inhomogeneous ATA two-body Ising Hamiltonians as

$$e^{i\alpha_{c,k,m} Z^{c} Z^{k}} = e^{i\frac{\pi}{4} Y^{c} e^{i\frac{\pi}{4} Z^{c} Z^{k}} e^{i\alpha_{c,k,m} Y^{c}} X^{k}} \times e^{i\frac{\pi}{4} Z^{c} Z^{k}} X^{k} e^{-i\frac{\pi}{4} Y^{c}}, \quad (6)$$

where the phase $\alpha_{c,k,m}$ is the coefficient in Eq. (5).

To obtain a fair comparison of the performance of DQC, sDAQC, and bDAQC for the implementation of the QFT, we choose a series of initial states from the family of states $|\psi_0\rangle = \sin \beta |W_N\rangle + \cos \beta |GHZ_N\rangle$, where $\beta \in [0, \pi]$. The comparison is performed for the $3-, 5-$ and $6-$qubit QFT so we can observe the effect of the noise sources as the number of qubits increases.

The noise that we consider encloses the most relevant noise sources in superconducting quantum computers: bit-flip, decoherence, measurement error, and control-related errors such as magnetic field fluctuations. However, the difference in the
The algorithm is applied to the family of states $|\psi_0\rangle = \sin \beta |W_N\rangle + \cos \beta |GHZ_N\rangle$. DQC stands for digital quantum computing, while sDAQC and bDAQC stand for stepwise and banged digital-analog quantum computing. The colors purple, teal, and green represent the sDAQC and bDAQC paradigms. The highest fidelity is obtained for the bDAQC protocol. DQC presents a better tolerance to decoherence than DQC due to the shorter time of application of the analog blocks with respect to TQGs. Moreover, the effect of bit-flip error in bDAQC is smaller than on sDAQC as the analog interaction is always on, so the bit-flip only affects single-qubit rotations (SQRs) in bDAQC, as opposed to sDAQC in which all the qubits of the system are subjected to it when an analog block is applied.

The performance of the QFT algorithm decreases fast with the number of qubits due to the increase in depth of the algorithm, as the number of gates is of order $O(N)$, where $N = 3, 5, 6$, respectively. The figure of merit used for the comparison is the fidelity

$$F(\rho_{\text{ideal}}, \rho_{\text{noisy}}) = \left| \text{tr} \left( \sqrt{\rho_{\text{ideal}} \rho_{\text{noisy}} \rho_{\text{ideal}}} \right) \right|^2,$$

where $\rho_{\text{ideal}}$ is the ideal state after the application of the QFT, while $\rho_{\text{noisy}}$ is the resulting state when the noise model is implemented. The fidelity verifies $0 \leq F(\rho_{\text{ideal}}, \rho_{\text{noisy}}) \leq 1$, and the larger the values the more similar are $\rho_{\text{ideal}}$ and $\rho_{\text{noisy}}$.

The values of the parameters used to simulate the different noise sources are chosen to model realistic NISQ superconducting devices. For the experimental errors described in Ref. [11], we select the values proposed by the authors. The magnetic field noise acting on single-qubit gates is given by a uniform probability distribution $\mathcal{U}(1 - \text{SQGN}, 1 + \text{SQGN})$, with SQGN = 0.0005. For the entangling blocks, for both DQC and DAQC, the noise is modeled by a random variable from a Gaussian distribution $\mathcal{N}(0, \sigma)$. The standard deviation value $\sigma$ depends on the paradigm used. For DQC, the standard deviation is $\text{TQGN} = 0.2000$, while for DAQC, we have $s\text{ABN} = 0.0200/\text{go}$ and $b\text{ABN} = 0.0100/\text{go}$, for sDAQC and bDAQC, respectively. The parameter $g_0$ is the coupling constant of the homogeneous ATA two-body Ising Hamiltonian of the analog blocks, and it is equal to 10 MHz. On the other hand, for the incoherent noise models introduced in Section Theoretical description of the effect of noise sources in quantum systems, we have a bit-flip error with probability $p_{\text{b-f}} = 0.005$ and a measurement error with probability $p_{\text{meas}} = 0.01$. Notice that measurement error is currently a great technological limiting factor for quantum algorithms run in superconducting quantum processors. Finally, for the decoherence channel, the relaxation time $T_1$ is 50 $\mu$s, with the ground state thermal population $p = 0.35$. The length of the SQGs is $\Delta t_{\text{SQG}} = 1/(100g_0)$, while for the two-qubit interaction, it is $\Delta t_{\text{TQG}} = (1 + \epsilon)100\Delta t_{\text{SQG}}\pi/4$ for TQGs, and for the analog blocks, it is the one obtained from the decomposition of the interaction.

The simulation using the previous values of the parameters is depicted in Fig. 1, averaged over 1000 repetitions to obtain a sufficiently good statistical sample. We can conclude that the bDAQC protocol performs better when the noise sources considered by our noise model are considered. Although the lowest fidelity results are obtained for the ideal case for bDAQC [11], in the noisy simulation, we observe that it shows the best error tolerance. The reason is that the error due to turning the interaction on and off overcomes the inherent error of the bDAQC introduced by always having the interaction on. Moreover, the fact that the interaction is never switched off also makes bDAQC only affected by the bit-flip error for the SQGs, so no bit-flip error is introduced due to the entangling blocks as it does in both DQC and sDAQC. For the chosen set of parameters, the total time of application of the QFT algorithm using the DAQC paradigm is shorter than the total time using DQC. Therefore, the DAQC paradigm is less affected by decoherence than the DQC paradigm. The measurement error is common to all the three paradigms, so its effect on the fidelity is reflected as a shift in all the values. The performance of the QFT algorithm decreases fast with the number of qubits due to the increase in depth of the algorithm, as the number of gates is of order $O(N^2)$, where $N$ stands for the number of qubits. Thus, under a fair comparison considering the experimental values and the same noise sources, bDAQC obtains the highest value of fidelity.

Although we have chosen the QFT algorithm for our comparison, it allows us to extend the results to any general quantum algorithm, as the noise sources considered are independent of the algorithm implemented. In addition, if the scaling of the number of quantum gates with the number of qubits is slower than in the QFT, better fidelity results are expected.

### B. Quantum phase estimation

To extend our study of the effect of noise sources in DQC and DAQC paradigms, we propose the QPE algorithm [33]. This algorithm estimates the phase $\varphi$ that corresponds to the eigenvalue $e^{2\pi i \varphi}$ of the eigenvector $|\psi\rangle$ of a unitary operator.
choose the universal set \( \{ R_x(\theta), R_z(\theta), \text{CNOT} \} \), and construct a tool to map any DQC circuit in the basis gates to the corresponding decomposition in the DAQC paradigm.

The developed tool simulates the noise sources in the quantum computer, similar to the application to the QFT in Subsec. Quantum Fourier transform, but uses a more general scheme capable of implementing various algorithms. Moreover, it also considers the effect of residual signals in neighboring qubits when applying the pulses for a SQG (crosstalk), effectively applying the bit-flip error to all qubits after each digital block. See the Code Availability section for access to the general tools developed due to this work.

We have used noise parameters based on state-of-the-art quantum computers in our simulations. In this case, we resort to approximated values of the execution times for the basis gates of IBM quantum computers, with \( t_{R_x} = 10 \text{ ns} \), \( t_{R_z} = 1 \text{ ns} \), and \( t_{\text{CNOT}} = 300 \text{ ns} \), which show that the execution time for TQGs is one or two orders of magnitude larger than the one of SQGs, which is consistent to each great effect to noise due to decoherence. The approximated error for these gates is of TQGN \( = 0.08 \), with \( \text{CNOT} = e^{-i \frac{\pi}{2} H_{\text{CNOT}}} \), where \( s \in N(\pi/2, \text{TQGN}) \). This error has also been estimated from real IBM devices. We choose a 0.0001 bit-flip probability for SQGs and the same value as before for the error measurement, \( p_{\text{meas}} = 0.01 \). Regarding decoherence, we consider a \( T_1 \) time of 50\( \mu \text{s} \) with the ground state thermal population \( p = 0.35 \). Finally, for the experimental errors defined in Ref. [11] we use SQGN \( = 0.0005 \), sABN \( = 0.002 \), and bABN \( = 0.001 \). The coupling strength in these simulations has been chosen to be \( g_0 = 1 \) (units of \( g_0 \)).

We use these parameters to estimate the phase \( \varphi \) such that \( P(\varphi) |u\rangle = e^{i 2 \pi \varphi} |u\rangle \), choosing \( |u\rangle \) to be equal to \( |1\rangle = (0 \ 1)^T \). In Fig. 3 we observe that under ideal circumstances, the higher probabilities are those of the 0101 and 0110 states, which lead to the approximations of \( \varphi \), \( \varphi_{0101} = 5/16 = 0.3125 \), \( \varphi_{0110} = 6/16 = 0.375 \), with a relative error of 6.25% and 12.5% respectively, with respect to the exact result \( \varphi = 1/3 \). We observe that we can recover the maximum probability states with DQC and DAQC even under noisy circumstances. If we calculate the weighted mean of the estimated phase, we obtain an estimate of phase of \( \varphi_{\text{DAQC}} = 0.348 \pm 0.119 \) for bDAQC, \( \varphi_{\text{sDAQC}} = 0.360 \pm 0.107 \) for sDAQC and \( \varphi_{\text{DQC}} = 0.347 \pm 0.111 \) for DQC. Using this figure of merit, we conclude that the results for bDAQC and DAQC are practically identical. However, suppose we use majority voting as the estimation strategy. In that case, we can see that bDAQC outperforms the rest of the circuits as we reach the closest approximation (\( \varphi = 5/16 \)) faster than with the other approaches.

Additionally to this detailed analysis of the performance for a single instance of QPE, we perform a more general benchmark for different system sizes and error parameters. The results are shown in Fig. 4. First, let us study the decoherence error, determined by the thermal relaxation time \( T_1 \in [10^{-7} \text{s}, 10^{-4} \text{s}] \) and the ground state thermal population \( p \in [10^{-2}, 1] \), respectively presented in Figures 4(a)-(b). In both cases, DAQC is more resilient to these errors than DQC, as the total circuit time for DQC is higher. REGARD-

\[ P(\varphi) = \begin{pmatrix} 1 & 0 \\ 0 & e^{i 2 \pi \varphi} \end{pmatrix}, \quad \text{(8)} \]

we aim at obtaining \( \varphi \) such that \( P(\varphi) |u\rangle = e^{i 2 \pi \varphi} |u\rangle \). We choose a 4-qubit register to estimate the phase \( \varphi \) that corresponds to the eigenvector \( |u\rangle = |1\rangle = (0 \ 1)^T \). The complete QPE circuit is depicted in Fig. 2.

We follow a different approach to implement this circuit from the one for the QFT. In the previous algorithm, we tailored each quantum gate to obtain the best possible performance of the methods, for example, by combining and applying all quantum gates simultaneously on the same pulse, as described in Ref. [11]. However, in practical applications, quantum operations are reduced to a basis of quantum gates, each with a corresponding pulse, and all operations need to be rewritten in terms of them. Then, to apply this algorithm, we propose to choose a concrete set of quantum gates based on the ones in a real superconducting quantum computer. We

![FIG. 2. QPE algorithm. QPE algorithm for the single qubit unitary \( P(\varphi) \) from Eq. (8), such that \( P(\varphi) |1\rangle = e^{i 2 \pi \varphi} |1\rangle \), with 4 ancillary qubits. Here, the selected value of \( \varphi \) is 1/3, and so, it is the expected output of the circuit.](image-url)
ing the bit-flip $p_{b-f} \in [10^{-4}, 10^{-2}]$ Fig. 4(c) and single-qubit gate error $SQGN \in [10^{-3}, 1]$ Fig. 4(d) DAQC performs worse than DQC due to its higher single qubit gate count. sDAQC loses fidelity faster than bDAQC due to the assumption that the bDAQC protocol neglects the control errors of turning on and off the Hamiltonian, which could induce bit-flips. The parameters sABN, bABN and TQGN determine the errors related to the interaction Hamiltonian and the two-qubit gate errors. Similarly to the previous simulation, we fix the relation sABN = 2bABN and TQGN = 80bABN. As shown in Fig. 4(e), for DAQC the errors in the analog blocks average out at the end of the circuit, avoiding affecting the fidelity. However, DQC does suffer from larger errors in the two-qubit gates. In Fig. 4(f), the gate application time ranges from 1ns to 1μs to apply an $X$ rotation gate and one order of magnitude less time to apply a $Z$ rotation, $t_{R_x} = t_{R_z}/10$. DAQC is highly sensitive to slower SQGs; in sDAQC, as the total circuit time increases, the fidelity is more affected by decoherence. On top of this error, bDAQC longer gates increase the banging error to the point at which we very rapidly lose all information from the state. In general, bDAQC is more robust to the other kinds of errors considered and mitigating the banging error would reduce its main drawback. This highlights the need for a banging error mitigation technique. We address this issue in section Error mitigation in DAQC.

II. ERROR MITIGATION IN DAQC

The effect of noise sources limits the performance of current NISQ processors [20]. Quantum error mitigation techniques emerge to deal with these effects within the NISQ era successfully [23–25]. Some of the latest proposals of error mitigation techniques apply the quasi-probability method stochastically to analog, DAQC, or DQC platforms and efficiently can eliminate errors [34, 35], or suppress algorithmic errors such as Trotter error [36]. Therefore, to show the actual performance of DAQC, it is necessary to show how to adapt quantum error mitigation techniques to this paradigm. We will demonstrate that these techniques can be successfully modified to cancel the intrinsic error associated with bDAQC.

We apply the zero noise extrapolation technique [31, 32], based on the extrapolation of the noisy results to the zero noise limit. We consider only the effect of decoherence in the system and run the bDAQC QFT circuit for the initial state $|\psi_0\rangle = \sin \pi/4 |W_n\rangle + \cos \pi/4 |\text{GHZ}_n\rangle$, for different values of the coupling constant $g_j$, $j = 0, \ldots, n_q$. This way, we modify the total time of the application of the circuit as $t_{ij} \propto g_j^{-1}$ and hence, the effect of decoherence. However, the variation of $g_j$ also affects the intrinsic error of the bDAQC paradigm. To avoid this effect, we choose $\Delta t_{SQG_{ij}} = b_i/g_j$, as for a given $g_j$, the time of the digital block is defined to be inversely proportional to the coupling constant. Then, for a certain number of values of $g_j$, it is possible to extrapolate the fidelity results to the zero decoherence limit-zero total time, removing the error due to decoherence.

Moreover, it is also possible to extend this technique to eliminate the intrinsic error introduced by bDAQC. To do that, we repeat the previous procedure for $i = 0, \ldots, n_t$ values of $\Delta t_{SQG_{ij}} = b_i/g_j$, employing the zero decoherence values to perform the extrapolation to the zero $\Delta t_{SQG}$ limit. We choose an 8-qubit QFT circuit for applying this technique, as the number of qubits and quantum gates is challenging enough for state-of-the-art quantum devices. We obtain the fidelity of the ideal circuit, both without the error due to decoherence and bDAQC (Fig. 5a). The linear extrapolation gives the best fidelity, approximately 0.9723, which means that the error-mitigated state is an excellent approximation of the ideal one. The same result is obtained for Richardson extrapolation; in this case, the best result is obtained for the first-order approximation.

However, obtaining the quantum state after applying a quantum circuit is not always possible, as it is a costly operation due to the use of tomography. Thus, to verify the performance of error mitigation for bDAQC, it is necessary to choose a second figure of merit that can easily be computed from the measurements of a quantum circuit. We choose the expectation value of the observable $Z_0 = Z \otimes I \otimes \cdots \otimes I$. The results are shown in Fig. 5b. The best approximation of $\langle Z_0 \rangle$ is approximately 0.2500, computed using Richardson extrapolation. The error $\varepsilon = |\langle Z_0 \rangle - \langle Z_0 \rangle_{\text{approx}}| = 0.0016$ shows that we can obtain a highly accurate approximation of the ideal expectation value from the noisy one.

We can also study the scaling of the infidelity, defined as $1 - F$, and the error in the approximation of the expectation value $\langle Z_0 \rangle$ with the number of qubits (Fig. 6). In Fig. 6(a), we observe how the fidelity decreases with the number of qubits. Still, using linear regression, we can reach fidelities of approximately 0.85 for up to 11 qubits. When it comes to the computation of $\langle Z_0 \rangle$ (Fig. 6(b)), the value to approximate varies with each number of qubits as the quantum circuit changes. Thus, we cannot observe a similar scaling for the infidelity, but we do achieve errors of a similar order of magnitude for the different numbers of qubits.
FIG. 4. Fidelity of the noisy implementation for the QPE. The figure shows the results for the DQC (dot-dashed line), sDAQC (solid), and bDAQC (dashed) for circuits with 4 (violet), 5 (blue), and 6 (green) qubits. The unitary employed is the same as in Eq. (8). The sDAQC and bDAQC circuits have been compiled using the same step-by-step construction as previously employed for the QPE. We set the noise parameters used in the main text for the simulations, and we only vary one of them. In (a) we vary the $T_1$ time, in (b) the thermal state probability, (c) $p_{bf}$, (d) the SQG noise, (e) bABN and (f) the $R_x$ gate time. We show the average fidelity over 100 different simulations for each data point. The vertical lines show the value of the noise parameter employed in the main text. The fidelity is calculated using Eq. (7) and by considering all qubits in the system.

The results obtained in Fig. 5 show that it is possible to recover the ideal results from applying the bDAQC paradigm by resorting to an adapted zero noise extrapolation. Although we have focused on bDAQC, these results can be extended to sDAQC, as only the zero decoherence limit will be studied in this case. Other error mitigation techniques, such as adapting Clifford Data Regression [37], have been considered. However, these approximations result worse, as we cannot independently correct the error of adding the bDAQC extra interaction. For a more detailed discussion of the error mitigation for bDAQC and concrete results see Appendix A.

DISCUSSION

This manuscript aimed to extend the error mitigation techniques to the DAQC paradigm. It first shows an exhaustive platform-based comparison between the DAQC and DQC paradigms to determine if DAQC is a sensible alternative paradigm in the NISQ era. We have illustrated the experiment by implementing the QFT algorithm, considering a noise model that comprises the most relevant noise sources in current superconducting quantum processors. Our simulations conclude that bDAQC is a suitable alternative for NISQ processors. For 3 qubits, the fidelity is about 90% for bDAQC and 85% for sDAQC, while for DQC, it is about 80%. As the number of qubits increases, we have observed that the fidelity values obtained for bDAQC still considerably surpass the ones of DQC. However, sDAQC performs worse due to the increasing number of analog blocks affected by the bit-flip. For a higher number of qubits, the noise sources’ effect leads to low fidelity values to obtain conclusive results from the output of the experiments.

We have also tested the application of the DAQC paradigm for the QPE algorithm, which has not been used in the DAQC literature to the best of our knowledge. This algorithm is a subroutine in important applications of quantum computing, and hence, it is vital to find the optimum paradigm to minimize the errors. We have tested the performance of this algorithm under a large range of values for the different noise sources, and we conclude that, again, the bDAQC paradigm offers a competitive approximation to the ideal result.

Even though the results demonstrate that bDAQC outperforms DQC under realistic noise sources, the scaling of the impact of noise with the number of qubits and the length of the SQGs is still critical. We have proven that quantum error mitigation techniques can be adapted to the DAQC paradigm with a concrete implementation of one of the most standard
techniques, i.e., zero noise extrapolation. This technique enables reducing the effect of noise sources modeled as noise channels, such as decoherence, as well as the inherent banged error. This leads to fidelities around 0.95 for 8 qubits and an error in the approximation of expectation values of order $10^{-3}$, reinforcing the proposal of this paradigm as an appropriate alternative to DQC in the NISQ era.

The results are highly encouraging for the development of NISQ computation architectures. As an outlook, this study can be extended to consider other noise channels, such as correlated noises, to match the performance of different architectures [38, 39], as well as the comparison of our predictions with actual implementations based on transmon or flux qubits.

**METHODS**

**III. DIGITAL-ANALOG QUANTUM COMPUTING**

In Ref. [8], Parra-Rodriguez et al. introduced a quantum computation paradigm called DAQC. A DAQC algorithm combines elementary SQGs with high accuracy with current technology, entangling natural interactions among qubits in the processor. In addition to superconducting circuits [40], this paradigm of computation can be straightforwardly adapted to other quantum platforms such as trapped ions [41], neutral atoms [14], Rydberg atoms [42], or nuclear magnetic resonance [43, 44].

In a superconducting quantum processor, digital blocks are implemented by short microwave pulses, while the analog blocks are derived from the qubit-to-qubit capacitive or inductive coupling. This interaction depends on the type of coupling, the topology of the architecture, or the nature of the qubit, among other aspects. Still, it can be generally expressed as a spin Hamiltonian. In our case, for the sake of simplicity, we have chosen a homogeneous ATA Ising Hamiltonian. Although, in the case that qubits were coupled by an arbitrary inhomogeneous nearest-neighbor Ising Hamiltonian, it is pos-
sizable to generate an arbitrary ATA Ising Hamiltonian only by employing single-qubit rotations \[45\]

$$H_0 = H_{\text{int}} = g \sum_{j<k} Z^{(j)} Z^{(k)} \rightarrow U_{\text{int}}(t) = e^{itH_{\text{int}}}, \quad (9)$$

where \(g\) is the coupling constant among qubits and \(Z^{(i)}\) is the Pauli matrix \(\sigma^{(i)}_z\) applied on the \(i\)-th qubit. However, the DAQC paradigm can be adapted to other emergent Hamiltonians, resulting in a universal paradigm for all.

The homogeneous ATA two-body Ising Hamiltonian is a particular case of the inhomogeneous version,

$$H_{ZZ} = \sum_{j<k}^N g_{jk} Z^{(j)} Z^{(k)}, \quad \text{with} \quad U_{ZZ} = e^{itH_{ZZ}}, \quad (10)$$

The coupling constant \(g_{jk}\) is different for each pair of qubits. Review the method introduced in Ref. [8] and its extension in Ref. [46] for completeness. Our first goal is to construct an arbitrary inhomogeneous ATA two-body Ising Hamiltonian by

More specifically, the analog block \(U_{\text{int}}(t_{nm})\) is sandwiched by \(X^{(n)}X^{(m)}\) rotations. The map between both pictures is

$$H_{ZZ} = \sum_{j<k}^N g_{jk} Z^{(j)} Z^{(k)} = \frac{g}{t_F} \sum_{j<k}^N \sum_{n<m} t_{nm} X^{(n)}X^{(m)} Z^{(j)} Z^{(k)} X^{(n)}X^{(m)}. \quad (11)$$

Let us see how the times \(t_{nm}\) must be chosen. Pauli matrices verify \(\{\sigma_i, \sigma_j\} = 2\delta_{ij}\mathbb{I}\) for \(i = x, y, z\), so for a term of the type \(Z^{(i)} X^{(n)}\), it holds that \(Z^{(j)} X^{(n)} = (-1)^{\delta_{nk}} X^{(n)} Z^{(k)}\), and analogously for the other terms. Using this we can write Eq. (11) as

$$H_{ZZ} = \frac{g}{t_F} \sum_{j<k}^N \sum_{n<m} t_{nm} (-1)^{\delta_{nk} + \delta_{nj} + \delta_{mk} + \delta_{mj}} Z^{(j)} Z^{(k)}. \quad (12)$$

This leads to a determined system of \(N(N-1)/2\) linear equations, where the unknowns are the time steps of the analog blocks. The value of each time \(t_{nm}\) the matrix inversion problem gives

$$g_\beta = t_\alpha M_{\alpha\beta} \frac{g}{t_F} \rightarrow t_\alpha = (M^{-1})_{\alpha\beta} g \frac{t_F}{g}, \quad (13)$$

where \(M_{\alpha\beta}\) is a doubly stochastic matrix with elements \(\pm 1\), \(M_{\alpha\beta} = (-1)^{\delta_{nk} + \delta_{nj} + \delta_{mk} + \delta_{mj}}.\) The new indexes \(\alpha\) and \(\beta\) are introduced to vectorize each pair of indexes \((j, k)\) and \((n, m)\) as

$$\alpha = N(n-1) - \frac{n(n+1)}{2} + m, \quad (14)$$

$$\beta = N(j-1) - \frac{j(j+1)}{2} + k. \quad (15)$$

This matrix is invertible \(\forall N \in \mathbb{Z} \setminus \{4\}\) [9]. For a description of the full method for dealing with an arbitrary number of qubits and the negative times problem, we refer the readers to Ref. [46]. This work shows a constructive method for obtaining a set of positive times for every problem with classical runtime \(O(4^n)\).

The method described is called stepwise DAQC (sDAQC), which is universal and, therefore, equivalent to DQC. However, it shows the disadvantage that the analog blocks must be switched on and off, which induces critical control errors. Another paradigm is banged DAQC (bDAQC), in which the interaction Hamiltonian is never switched off, and SQRs are applied on top of the analog dynamics. This introduces an inherent error since it does not implement the exact algorithm. Still, when considered experimental errors, they scale up better than sDAQC and DQC [11, 12, 27]. This intuitively holds when the application time of SQRs, \(\Delta t\), is much smaller than the time scale of the analog blocks. Hence, the error introduced is smaller than the one coming from switching the Hamiltonian in sDAQC on and off. Indeed, experimentally, changing the interaction is not an exact step function, and it takes some time to stabilize. A scheme of implementing both sDAQC and bDAQC is shown in Fig. 7.
IV. THEORETICAL DESCRIPTION OF THE EFFECT OF NOISE SOURCES IN QUANTUM SYSTEMS

Quantum computers are open quantum systems, i.e., they cannot be completely isolated from the environment. Thus, they are susceptible to the noise caused by the control and the interaction with the environment. The noise sources generally depend on the experimental setup used to run the quantum experiments. Our theoretical noise treatment will employ the quantum channel formalism, particularly the operator-sum representation. In this formalism, the state of a quantum system is represented by a density matrix \( \rho \). The general description of a quantum channel is a linear application, a completely-positive-trace-preserving map \( \mathcal{E} \), which maps the initial state \( \rho \) into the final one \( \rho' \), i.e.,

\[
\rho' = \mathcal{E}(\rho).
\]

It encloses the system’s dynamics by applying an operator, which describes a physical process [33]. These processes are, for example, the application of a quantum operation on a qubit or the de-excitation of a state due to the interaction with the environment.

The operator-sum representation is a rigorous mathematical formalism for quantum channels. Let us suppose that we have an open quantum system comprising our system of interest \( S \) and the environment \( E \), with Hilbert spaces \( \mathcal{H}_S \) and \( \mathcal{H}_E \), respectively, and \( \{ |e_k \rangle \} \) is an orthonormal basis for the finite-dimensional Hilbert space corresponding to the environment. Let us assume that the initial state of the environment is \( \rho_{\text{env}} = |e_0 \rangle \langle e_0 | \). For the transformation \( U \), the quantum operation can be written as [33]

\[
\mathcal{E}(\rho) = \text{tr}_{\text{env}} \left[ U (\rho \otimes |e_0 \rangle \langle e_0 |) U^\dagger \right] = \sum_k \langle e_k | U (\rho \otimes |e_0 \rangle \langle e_0 |) U^\dagger | e_k \rangle = \sum_k E_k \rho E_k^\dagger,
\]

where \( E_k \equiv \langle e_k | U | e_0 \rangle \) is an operator acting on the system’s subspace. The operators \( E_k \) are called Kraus operators [47] and play a key role in describing the effect of noise sources in quantum systems.

Noise channels are non-unitary quantum channels that reproduce the effect of noise in the state of the system of interest, in our case, the qubits comprising a quantum computer. Let us first focus on single-qubit quantum channels, which only act on one qubit. More concretely, we study the noise channels for superconducting quantum processors’ three most common noise sources. These are bit-flip, decoherence, and measurement error.

The bit-flip channel is a model for errors in which the qubit’s state is randomly switched with a probability \( p \). It is also present in classical computers. The energy that causes the flip of the qubit can be accidentally provided by pulses used to control the qubits or by thermal fluctuations. The Kraus operators of the bit-flip channel are

\[
E_0 = \sqrt{1-p} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad E_1 = \sqrt{p} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \sqrt{p} X,
\]

where \( p \) is the bit-flip probability, \( I \) is the \( 2 \times 2 \) identity matrix and \( X \) is the \( \sigma_x \) Pauli matrix. When the measurement of the system is performed, the qubits might be affected by a bit-flip error. Based on this idea, we will introduce the measurement error as a bit-flip error preceding a perfect measurement operation.

Decoherence is represented through the generalized amplitude-damping channel. This quantum channel accounts for the de-excitation of a two-level system, i.e., the loss of amplitude of the excited state \( |1 \rangle \) that will decay into the ground state \( |0 \rangle \) with probability \( p \). It can describe different physical phenomena related to energy dissipation, such as the spontaneous emission of a photon and the scattering and attenuation of the state of a photon in a cavity, among others [33]. The Kraus operators of the generalized amplitude-damping channel are

\[
E_0 = \sqrt{1-p} \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1-\gamma} \end{pmatrix}, \quad E_1 = \sqrt{p} \begin{pmatrix} 0 & \sqrt{\gamma} \\ 0 & 0 \end{pmatrix}, \quad E_2 = \sqrt{1-p} \begin{pmatrix} 0 & 0 \\ \sqrt{1-\gamma} & 0 \end{pmatrix}, \quad E_3 = \sqrt{1-p} \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix},
\]

where the stationary state of the environment is

\[
\rho_{\text{env}} = \begin{pmatrix} p & 0 \\ 0 & 1-p \end{pmatrix},
\]

with \( p \) the thermal population of the ground state.

The damping process can be understood as a time-accumulative problem, in which the probability grows with time [48]. It can be shown that \( \gamma \) can be written as \( \gamma = 1 - e^{-t/T_1} \), where \( t \) is the time and \( T_1 \) is the thermal relaxation time. It describes processes due to the coupling of the qubit to its neighbors, an extensive system in thermal equilibrium at a temperature much higher than the one of the qubit [33].

Additionally, we also consider the control-related experimental errors described in Refs. [9, 11]. Instead of a quantum-channel approach, we employ quantum trajectories [49]. The error due to SQGs is common to DQC and DAQC, as both use them as a resource to implement quantum algorithms. It simulates a uniform magnetic field noise affecting the qubits.
range boundaries \((a, b)\). The deviation ratio is given by \(r_D\). This can be modeled as
\[
ed^ {\frac{\pi}{4}} \alpha \rightarrow e^ {\frac{\pi}{4}} \left(1+\varepsilon\right) \alpha ,
\]  
where \(Z\) stands for any SQG and \(\theta_k\) is the rotation angle.

The noise due to the interaction among qubits is modeled differently for DQC and DAQC. In DQC, any TQG can be decomposed in terms of CZ gates and SQGs. As the CZ gate can be written in terms of SQGs and ZZ interactions of the type described in Eq. (3), the effects of noise in any TQG can be modeled using the magnetic field noise for SQGs and a Gaussian phase noise for the two-qubit ZZ interaction. This Gaussian phase noise is represented by a random parameter \(\varepsilon \in N(0, \sigma_D)\) affecting the phase of the interaction, where \(N(\mu, \sigma)\) stands for a Gaussian distribution with mean \(\mu\) and standard deviation \(\sigma\). Its effect on a fixed \(\pi/4\) phase interaction, which is usually the interaction of a digital quantum computer, is described by the change
\[
ed^ {\frac{\pi}{4}} ZZ \rightarrow e^ {\frac{\pi}{4}} \left(1+\varepsilon\right) ZZ ,
\]  
For the DAQC paradigm, a Gaussian coherent noise affecting the time of the analog blocks is introduced to simulate the control error. It produces a switch in the time from \(t_\alpha \rightarrow t_\alpha + \delta\), where \(\delta \in N(0, r_\alpha \Delta t)\), with \(r_\alpha\) the deviation ratio of the time \(\Delta t\) required for a single-qubit rotation. This can be implemented as
\[
ed^{it_\alpha} H_{\text{int}} \rightarrow e^{it_\alpha + \delta} H_{\text{int}},
\]  
where \(H_{\text{int}}\) is the natural interacting Hamiltonian of the quantum processor.

The parameters \(\varepsilon, \Delta B,\) and \(\delta\) must be chosen for each case and individually adapted to the different situations. The Gaussian coherent phase noise has a greater value for sDAQC than for bDAQC, as a result of the effect of switching on and off the interaction in sDAQC, as explained in section Digital-analog quantum computing. The value of these parameters changes each time a gate is applied to the circuit, as the effects of the noise described can vary in each application.
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Appendix A: ERROR MITIGATION

In the subsection Error mitigation in DAQC, we demonstrated how to apply error mitigation to the DAQC paradigm. This appendix includes a more detailed explanation of the procedure, the values chosen for these simulations, and the numerical results obtained.

First, to have a more significant effect on the noise sources in our system, we choose \(g_0 = 1\) MHz and only consider the impact of decoherence using the thermal relaxation channel.
with $T_1 = 50 \mu s$ and $p = 0.35$. We opt for a 8-qubit initial state $|\psi_0\rangle = \sin \pi/4 |W_8\rangle + \cos \pi/4 |GHZ_8\rangle$ and apply the bDAQC QFT circuit on it to study its fidelity and expectation value $\langle Z_0 \rangle$ for different values of $\Delta t_{\text{SQG}} = b_i/g_j$, with $b_i = [1/50, 1/100, 1/150, 1/200, 1/250]$ and $g_j = a_j g_0$, $a_j = [0.94, 0.97, 1.00, 1.03, 1.07]$.

The procedure is as follows. For each value of $b_i$, we perform a zero noise linear extrapolation with the time associated to each $g_j$ as the noise parameter, leading to the zero decoherence limit for each $b_i$, i.e., $\Delta t_{\text{SQG}}^* = b_i/g_0$, for the fidelity and the expectation value $\langle Z_0 \rangle$ (see Tables I-II). Using the zero decoherence limit values of these figures of merit, we can move on to step two of the error mitigation for bDAQC, which is used to remove the intrinsic error associated with this paradigm. We use different extrapolation techniques and obtain the results in Tables III-IV.

### Table I. Fidelity results for the first step of the zero noise extrapolation for bDAQC (zero decoherence).

| $g_0$ | $b_1$ | $b_2$ | $b_3$ | $b_4$ |
|-------|-------|-------|-------|-------|
| $g_0$ | 0.2807| 0.4982| 0.5648| 0.5918| 0.6052|
| $g_1$ | 0.2848| 0.5054| 0.5729| 0.6003| 0.6138|
| $g_2$ | 0.2887| 0.5122| 0.5806| 0.6083| 0.6221|
| $g_3$ | 0.2924| 0.5187| 0.5880| 0.6160| 0.6300|
| $g_4$ | 0.2972| 0.5270| 0.5973| 0.6257| 0.6398|
| Zero decoherence limit | 0.4187| 0.7398| 0.8370| 0.8761| 0.8953|

### Table II. $(Z_0)$ results for the first step of the zero noise extrapolation for bDAQC (zero decoherence).

| Ideal | Linear | Quadratic | Cubic | Richardson |
|-------|--------|-----------|-------|-----------|
| 0.0679| 0.1102| 0.1387| 0.1631| 0.1891|

### Table III. Fidelity results for the second step of the zero noise extrapolation for bDAQC (zero $\Delta t_{\text{SQG}}$).

| Ideal | Linear | Quadratic | Cubic | Richardson |
|-------|--------|-----------|-------|-----------|
| 0.0500| 0.2578| 0.2484| 0.2474| 0.2468|

### Table IV. $(Z_0)$ results for the second step of the zero noise extrapolation for bDAQC (zero $\Delta t_{\text{SQG}}$).

| Ideal | Linear | Quadratic | Cubic | Richardson |
|-------|--------|-----------|-------|-----------|
| 0.0500| 0.2578| 0.2484| 0.2474| 0.2468|
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