Unique reconstruction of simple magnetizations from their magnetic potential

L. Baratchart\textsuperscript{1}, C. Gerhards\textsuperscript{2}, A. Kegeles\textsuperscript{*2}, and P. Menzel\textsuperscript{2}

\textsuperscript{1} INRIA, Project FACTAS, 2004 route des Lucioles, BP 93, Sophia-Antipolis 06902 Cedex, France

\textsuperscript{2} TU Bergakademie Freiberg, Institute of Geophysics and Geoinformatics, Gustav-Zeuner-Str. 12, 09599 Freiberg, Germany

Abstract

Inverse problems arising in (geo)magnetism are typically ill-posed, in particular they exhibit non-uniqueness. Nevertheless, there exist nontrivial model spaces on which the problem is uniquely solvable. Our goal is here to describe such spaces that accommodate constraints suited for applications. In this paper we treat the inverse magnetization problem on a Lipschitz domain with fairly general topology. We characterize the subspace of $L^2$-vector fields that causes non-uniqueness, and identify a subspace of harmonic gradients on which the inversion becomes unique. This classification has consequences for applications and we present some of them in the context of geo-sciences. In the second part of the paper, we discuss the space of piecewise constant vector fields. This vector space is too large to make the inversion unique. But as we show, it contains a dense subspace in $L^2$ on which the problem becomes uniquely solvable, i.e., magnetizations from this subspace are uniquely determined by their magnetic potential.

1 Introduction

The goal of magnetic inverse problems is to recover the magnetization of an object from the magnetic field it creates. This problem is ill-posed as soon as the class of admissible magnetizations is large enough [1–3], i.e., if it contains different magnetizations that create the same magnetic field. A central issue is then to restrict the class of models so that the problem has a unique solution.

In many situations of interest, one can constrain admissible magnetizations by making a priori assumptions on the system. For example, in large-scale lithospheric
studies, one may confine the magnetization of the lithosphere to the Earth’s surface (e.g., [4, 5]). In estimations of the thickness of a magnetized layer, one often assumes the thickness to be constant (though unknown) and the magnetization to be self-similar (e.g., [2, 6, 7] and references therein). When studying rock samples with magnetic inclusions one might assume the magnetization to be constant within each inclusion [8]. In these examples, the additional information may or may not suffice to render the inversion well-posed. To understand when it happens, we need to characterize classes of models over which the inversion is possible.

In gravimetry, related uniqueness questions have been studied in great detail; see, e.g., [9–13] to name only a few recent publications. Though similar in nature, the magnetic inverse problem is more challenging due to its vectorial setup, meaning that combinations of the vector components of magnetizations can lead to cancellations that cannot occur for scalar densities in gravimetry. As a result, the details of the magnetic inverse problem are less understood.

Recently, a new interest for uniqueness issues arose in applications to lithospheric studies [4, 14] and in paleo-magnetism [8, 15, 16]. When the magnetization is confined to an infinitely thin surface, like a sphere, a thin plate, or a general Lipschitz surface, several (partial) uniqueness results have been discussed in [17–23]. For a more general problem (without restricting the magnetization to necessarily lie on a surface), TV regularization for magnetizations modeled by measures was discussed in [24]. A specific setup for volumetric magnetizations in terms of “ideal bodies” has been treated, e.g., in [2, 25]. Furthermore, a somewhat related inverse problem (aiming for the current and not for the magnetization) is discussed in [26] and earlier references therein, however, only for domains that are balls.

In this paper, we address the uniqueness issue for a fairly general magnetic inverse problem with volumetric samples. For simplicity of the presentation, we will consider the magnetic potential instead of the magnetic field, which for most applications yields an equivalent formulation of the problem (see Remark 3.2). We assume magnetizations to be of $L^2$-class on a Lipschitz domain $\Omega$ with fairly general topology (see Section 2), and discuss two subspaces of $L^2$-vector fields that yield a unique inversion. The first comprises harmonic gradients, and the second comprises fields constant on rectangular parallelepipeds. The former is a closed subspace of $L^2$-vector fields, and the latter a dense subspace thereof.

In Section 3, we investigate the case where the magnetic potential created by a magnetization on $\Omega$ is only known over some (not necessarily all) connected components $\Theta$ of the exterior $\mathbb{R}^d \setminus \overline{\Omega}$. The main result is Theorem 3.3, that parametrizes those magnetizations creating the zero magnetic potential in $\Theta$, and shows in particular that only the harmonic gradient component of the Hodge decomposition of a magnetization can produce a non-vanishing magnetic potential. Based on this characterization, we derive corollaries that address some of the geophysical constraints mentioned earlier. In Corollary 3.6, we state that the magnetic potentials of a collection of separated magnetized grains cannot cancel each other out. This corollary generalizes the main result from [27] to Lipschitz
domains, and is a consequence of the fact that an invisible magnetization supported on disjoint closed sets has invisible restriction to each of them [24, Lem. 2.4]. In Corollary 3.7, we further show that if each grain is magnetized in a single direction then one can uniquely reconstruct these directions provided the net moment of the magnetization is nonzero. Our final corollary in that section (Corollary 3.8) implies that it is impossible to deduce the thickness of the magnetized layer of the lithosphere purely from knowledge of the magnetic field of the Earth.

As we said, Section 3 characterizes completely solutions to the inverse problem that are harmonic gradients. Nevertheless, from the geophysicist’s point of view harmonic gradients are rather unnatural. For one thing, harmonic functions cannot vanish on an open domain unless they are identically zero, whereas realistic magnetizations of rock samples can. For another thing, many geophysical applications assume the magnetization to be piecewise constant. Such vector fields are never harmonic gradients unless they are constant.

In section 4, we focus on piecewise constant vector fields on finitely many rectangular parallelepipeds, that we call box-simple vector fields. Our main result there is Theorem 4.3, asserting that box-simple vector fields are uniquely determined by their magnetic potential. Put differently, the inverse problem is uniquely solvable on the vector space of box-simple vector fields (if solvable at all in this class). Let us stress that the result does not require a priori knowledge on the number, size nor location of the parallelepipeds on which the field is constant. To our knowledge, this is the first uniqueness result of this kind. In fact, it is natural to discretize $L^2$- magnetizations as piecewise constant vector fields on cubes, and the present study also sheds light on the regularizing effect of such a discretization: Theorem 4.3 entails that the discretized problem is well-posed, but one can surmise it is ill-conditioned. The fact that stability estimates blow up exponentially with the mesh of the cubes is discussed on examples in Section 4.2.

The necessary notation, as well as auxiliary results, are gathered in section 2. Throughout the paper, we provide some basic examples and try to motivate connections to geophysically relevant situations.

2 Notation and auxiliary results

Lipschitz domains. An open set is Lipschitz if its boundary is locally a Lipschitz graph; that is: for each boundary point $x$ and after an appropriate rigid motion (that may depend on $x$), the boundary becomes the graph of a Lipschitz function in a neighborhood of $x$ (for more details see for example [28, p. 83 (4.9)]). We do not assume that a Lipschitz open set is bounded, neither that its boundary is connected. However, we will always assume that the boundary of a Lipschitz open set is compact. Of necessity, the connected components of a Lipschitz open set are finite in number and positively separated: for if there was a sequence of boundary points no two members of which belong to the same connected component of the
boundary, then the local Lipschitz graph condition would be violated in every accumulation point of that sequence. Almost everywhere on the boundary of a Lipschitz open set, there exists a unit outwards pointing normal field $\nu$. As is customary, we often call a connected open set a domain, and so we speak of Lipschitz domains to mean connected Lipschitz open sets.

We single out two special types of Lipschitz open sets that are most useful for applications, we call them Lipschitz cluster and Lipschitz cheese respectively (see Figure 1 for an example).

A Lipschitz cluster is a Lipschitz open set that is a union of finitely many disjoint, bounded, and simply connected Lipschitz domains. A Lipschitz cluster is appropriate to specify a collection of magnetized grains within an otherwise unmagnetized material; for example, a rock sample with magnetic inclusions, or a human brain with activated local regions.

A Lipschitz cheese is a bounded and simply connected Lipschitz domain with a Lipschitz cluster removed, i.e., a bounded finitely connected Lipschitz domain. A Lipschitz cheese is appropriate to describe a magnetized material with unmagnetized inclusions, e.g., the lithosphere of the Earth, or a magnetic rock sample with cavities.

To denote locally constant functions on a Lipschitz open set $\Omega$ or on its boundary $\partial \Omega$, we use the following notation: let $\chi_A$ be the characteristic function which is 1 on the set $A \subset \mathbb{R}^d$ and 0 elsewhere. For a Lipschitz open set $\Omega$, we define the spaces

$$\mathbb{R}_\Omega = \text{span}_\mathbb{R}\{\chi_{\omega_k} : \omega_k \text{ a connected component of } \Omega\},$$

$$\mathbb{R}_{\partial \Omega} = \text{span}_\mathbb{R}\{\chi_{\partial \omega_k} : \omega_k \text{ a connected component of } \Omega\}.$$  

If $A$ is a set in $\mathbb{R}^d$, we will denote by $A^c$ the complement $\mathbb{R}^d \setminus \overline{A}$. 

Figure 1: The union of grey regions is a Lipschitz domain. In particular it contains the Lipschitz cluster (region A), the Lipschitz cheese (region B), and the special case of the Lipschitz cheese with a single cavity (region C).
**Function spaces.** The spaces we use in this paper are standard and their detailed definition may be found in many textbooks (for example [28, chap. 3] or [29, chap. 3]). Unless otherwise stated, we assume for the rest of this section that \( \Omega \) is a Lipschitz open set in \( \mathbb{R}^d \) \((d \geq 3)\).

**Sobolev spaces.** The spaces \( L^2(\Omega; \mathbb{R}^d) \) and \( L^2(\partial \Omega; \mathbb{R}^d) \) denote the usual spaces of square integrable \( \mathbb{R}^d \)-valued vector fields. The norms are induced by the scalar products

\[
\langle f, g \rangle_{L^2(\Omega; \mathbb{R}^d)} = \int_{\Omega} f(x) \cdot g(x) \, d\mu(x) \quad f, g \in L^2(\Omega; \mathbb{R}^d),
\]

\[
\langle f, g \rangle_{L^2(\partial \Omega; \mathbb{R}^d)} = \int_{\partial \Omega} f(x) \cdot g(x) \, d\sigma(x) \quad f, g \in L^2(\partial \Omega; \mathbb{R}^d),
\]

where \( \cdot \) denotes the Euclidean scalar product in \( \mathbb{R}^d \) and \( \mu \) is \( d \)-dimensional Lebesgue measure while \( \sigma \) is \((d - 1)\)-dimensional Hausdorff-measure. For scalar-valued functions, we simply write \( L^2(\Omega) \) or \( L^2(\partial \Omega) \). To distinguish scalar-valued functions from vector fields, we use bold-face font for the latter. The space \( L^2_{\text{loc}}(\Omega) \) will designate locally square integrable functions.

With \( H^1(\Omega) \) we denote the Sobolev space of square integrable functions with square integrable gradients. By \( H^s(\partial \Omega) \) \((0 \leq s \leq 1)\), we indicate the standard scale of Hilbertian Sobolev spaces on the boundary of a Lipschitz domain (for details see for example [29, p. 96 ff.]); in fact we will only need \( s = 1/2 \). We write \( H^{-s}(\partial \Omega) \) for the topological dual of \( H^s(\partial \Omega) \) and denote the duality pairing between \( f \in H^{-s}(\partial \Omega) \) and \( g \in H^s(\partial \Omega) \) by \( (f, g) \). We denote the support of a function \( f \) by \( \text{supp}(f) \).

As usual, \( C^\infty_0(\Omega) \) denotes the space of smooth functions with compact support in \( \Omega \). Subsequently, we let

\[
H_{\text{div,0}}(\Omega) = \text{\( L^2 \)-closure of} \ \left\{ f : f \in C^\infty_0(\Omega, \mathbb{R}^d), \ \text{div}(f) = 0 \right\},
\]

(2.3)

to be interpreted as the space of divergence-free fields with vanishing normal at the boundary of \( \Omega \). We will also use the homogeneous Sobolev spaces

\[
\tilde{H}^1(\Omega) = \left\{ f : f \in L^2_{\text{loc}}(\Omega), \ \nabla f \in L^2(\Omega; \mathbb{R}^d) \right\},
\]

\[
\tilde{H}^1_0(\Omega) = \text{closure of} \ C^\infty_0(\Omega) \ \text{in the norm} \ \| \nabla \cdot \|_{L^2(\Omega; \mathbb{R}^d)},
\]

It is clear from the definition that the space of gradients of \( \tilde{H}^1_0(\Omega) \)-functions, denoted \( \nabla \tilde{H}^1_0(\Omega) \), is closed in \( L^2(\Omega; \mathbb{R}^d) \). When \( \Omega \) is bounded, it follows from the Poincaré inequality that \( \tilde{H}^1(\Omega) = H^1(\Omega) \).

**Harmonic Sobolev space.** We write \( H(\Omega) \) for the space of harmonic functions on \( \Omega \) that lie in \( \tilde{H}^1(\Omega) \) and vanish at infinity (if \( \Omega \) is unbounded). Then, \( \nabla H(\Omega) \) will denote the space of gradients of functions in \( H(\Omega) \). It is a closed subspace of \( L^2(\Omega; \mathbb{R}^d) \), however functions in \( H(\Omega) \) need not belong to \( H^1(\Omega) \) when \( \Omega \) is unbounded. For example, if we let \( \Omega := \mathbb{R}^d \setminus \overline{B}_R(0) \) then \( x \mapsto 1/|x| \) lies in \( H(\Omega) \).
The trace and the normal derivative. Below, we review boundary traces of Sobolev functions and of gradients of harmonic functions.

Trace. For a Lipschitz domain \( \Omega \), we denote the trace operator on \( \partial \Omega \) by \( \text{tr}_{\partial \Omega} \). It is a bounded linear operator \( \text{tr}_{\partial \Omega} : H^1(\Omega) \to H^{\frac{1}{2}}(\partial \Omega) \) (2.4) that acts on smooth functions by restriction: \( \text{tr}_{\partial \Omega}(f) = f|_{\partial \Omega} \) when \( f \) is in \( C^\infty(\Omega) \). Since the trace of a function depends only on its behaviour near the boundary, the trace operator extends continuously to \( \tilde{H}^1(\Omega) \) (and thus to \( \mathcal{H}(\Omega) \)). For every \( f \in \tilde{H}^1_0(\Omega) \) one has \( \text{tr}_{\partial \Omega}(f) = 0 \). If \( \Omega \) is bounded then the converse holds, however when \( \Omega \) is unbounded the subspace of functions with zero trace in \( \tilde{H}^1(\Omega) \) can be strictly larger than \( \tilde{H}^1_0(\Omega) \), see for example [30, thm. 2.15 and cor. 2.17]. An important feature of the trace operator is that it is surjective: if \( h \in H^{1/2}(\partial \Omega) \) there is \( g \in \tilde{H}^1(\Omega) \) with \( \text{tr}_{\partial \Omega}(g) = h \) (we may even choose \( g \) to be harmonic, see discussion after (2.9)).

Normal derivative. Every \( f \in \mathcal{H}(\Omega) \) has a well-defined normal derivative \( \partial f/\partial \nu \in H^{-\frac{1}{2}}(\partial \Omega) \), acting on \( H^{1/2}(\partial \Omega) \ni h = \text{tr}_{\partial \Omega}(g) \) according to the rule

\[
\left( \frac{\partial f}{\partial \nu} , \text{tr}_{\partial \Omega}(g) \right) = \langle \nabla f , \nabla g \rangle_{L^2(\Omega;\mathbb{R}^d)} , \quad g \in \tilde{H}^1(\Omega) ,
\]

(2.5)

where we note that the right hand side of (2.5) indeed depends only on \( \text{tr}_{\partial \Omega}(g) \) by [30, thm. 2.4] and the Schwarz inequality. We will refer to the formula (2.5), as to “integration by parts”.

Potentials. Single and double layer potentials have been studied extensively in potential theory. For details, we refer the reader to the sizeable literature on this topic (for example [31–36]). Below, we set up notation and discuss a couple of points regarding unbounded domains, which are rarely addressed in the literature. Let \( \omega_d \) be the area of the unit sphere in \( \mathbb{R}^d \) and put \( C_d = (d-2)\omega_d / \omega_d \), so that the fundamental solution of the Laplacian for \( d \geq 3 \) is given by

\[
N(x) = \frac{1}{C_d} \frac{1}{|x|^{d-2}} \quad (x \in \mathbb{R}^d \setminus \{0\}) .
\]

Recall that it is harmonic everywhere except at the origin.

Magnetic potential. For \( f \in L^2(\Omega;\mathbb{R}^d) \) we define the magnetic potential of \( f \) by

\[
P_{\Omega^c \to \Omega}(f)(x) = \int_{\Omega^c} \nabla N(x - y) \cdot f(y) \, d\mu(y) = \langle \nabla N(x - \cdot) , f \rangle_{L^2(\Omega;\mathbb{R}^d)} , \quad (x \in \Omega^c) .
\]
The boundary double layer potential is the singular integral operator:

\[ K(f)(x) = \text{p.v.} \int_{\partial \Omega} \nabla N(y - x) \cdot \nu(y) \ f(y)d\sigma(y), \quad x \in \partial \Omega. \tag{2.9} \]

The rationale behind the cumbersome subscript is as follows: the origin of the arrow (here \( \Omega \)) denotes the set over which we integrate; the arrowhead (here \( \Omega^c \)) denotes the region where we evaluate the magnetic potential. That is: \( P_{\Omega^c \to \Omega} \) maps a function defined on \( \Omega \) to a function defined on \( \Omega^c \). If the support of the field \( f \) is smaller than the integration region, we implicitly extend \( f \) by zero to match the integration domain. If the support of \( f \) is larger than the integration region, we implicitly restrict \( f \) to the integration domain. Even though this notation convention is not a common one, it will turn out to be useful. Of course, the integral defining \( P_{\Omega^c \to \Omega}(x) \) makes good sense for \( x \in \Omega \) as well, since it is absolutely convergent for \( \mu \text{-a.e.} \ x \), compare [24, Prop. 214]. In fact, the magnetic potential is well-defined as a member of \( H^1(\mathbb{R}^d) \), but we shall not use this here.

**Single layer potential.** The single layer potential of \( f \in H^{-\frac{1}{2}}(\partial \Omega) \) is the harmonic function in \( \mathbb{R}^d \setminus \partial \Omega \) defined by

\[ S_{\mathbb{R}^d \setminus \partial \Omega \to \partial \Omega}(f)(x) = \int_{\partial \Omega} N(x - y)f(y) \, d\mu(y) = (f, N(x - \cdot)), \quad (x \in \mathbb{R}^d \setminus \partial \Omega) \]

The rationale behind the subscript is the same as above. The single layer potential \( S_{\Omega^c \to \Omega} \) (resp. \( S_{\Omega \to \Omega^c} \)) maps \( H^{-1/2}(\partial \Omega) \) into \( \tilde{H}^1(\Omega) \) (resp. \( \tilde{H}^1(\Omega^c) \)) continuously; if \( \Omega \) is bounded this follows from [34, thm. 3.1], and when \( \Omega \) is unbounded we get the result from the bounded case and a direct estimate of the derivative at \( x \) for large \( |x| \). Moreover, \( tr_{\partial \Omega}(S_{\Omega^c \to \Omega} f) = tr_{\partial \Omega}(S_{\Omega \to \Omega^c} f) \), as follows by density from the case where \( f \in L^2(\partial \Omega) \) which is standard [32, lem. 1.8]. Thus, the trace of the single layer potential on \( \partial \Omega \) defines a bounded linear operator:

\[ S_{\partial \Omega} : H^{-\frac{1}{2}}(\partial \Omega) \to H^{\frac{1}{2}}(\partial \Omega). \tag{2.6} \]

This operator is invertible [34, thm. 8.1 (5)] and symmetric. The latter means that for every \( f \in H^{-\frac{1}{2}}(\partial \Omega) \) and \( g \in H^{\frac{1}{2}}(\partial \Omega) \), we have

\[ \langle S_{\partial \Omega}(f), g \rangle_{L^2(\partial \Omega)} = (f, S_{\partial \Omega}(g)), \tag{2.7} \]

where we observe, since \( H^{1/2}(\partial \Omega) \subset L^2(\partial \Omega) \), that indeed \( S_{\partial \Omega}(g) \in H^{1/2}(\partial \Omega) \) for it even belongs to the smaller Sobolev space \( W^{1,2}(\partial \Omega) \) that we did not introduce, see [32, lem. 1.8].

**Double layer potential.** The double layer potential of \( f \in H^{1/2}(\partial \Omega) \) is the harmonic function defined as

\[ K(f)(x) = \int_{\partial \Omega} \nabla N(y - x) \cdot \nu(y) \ f(y)d\sigma(y), \quad x \in \mathbb{R}^d \setminus \partial \Omega. \tag{2.8} \]
The latter is bounded on $H^{1/2}(\partial \Omega)$, and the trace of $K(f)|_{\Omega}$ (resp. $K(f)|_{\mathbb{R}^d \setminus \overline{\Omega}}$) on $\partial \Omega$ is $\frac{1}{2} I + K$ (resp. $-\frac{1}{2} I + K$). Here and below, $I$ denotes the identity operator on whichever functional space is involved.

The double layer potential is a classical tool to solve the Dirichlet problem for the Laplacian in a bounded Lipschitz domain $\Omega$: for $g \in H^{1/2}(\partial \Omega)$, there is a unique $u \in H^{1}(\Omega)$ with $\text{tr}_{\partial \Omega} u = g$ which is given by $K(\frac{1}{2} I + K)^{-1} g$. For this and more on Sobolev and Besov spaces on which $\pm \frac{1}{2} I + K$ is invertible, see [34, thm. 8.1]. When $\Omega$ is unbounded, the Dirichlet problem with data in $H^{1/2}(\partial \Omega)$ can be solved uniquely in $\hat{H}^{1}(\Omega)$; this follows easily by Kelvin transform from the result on bounded domains; see, e.g., [30] for the definition and properties of the Kelvin transform. However, one generally has to renounce membership of $u$ in $H^{1}(\Omega)$, in particular $u$ needs not be the double layer potential of a $H^{1/2}(\partial \Omega)$-function.

By $K^*$ we will denote the Banach space adjoint of $K$, which is a bounded linear operator on $H^{-1/2}(\partial \Omega)$. The normal derivative of $S_{\Omega-\partial \Omega}(f)$ (resp. $S_{\Omega+\partial \Omega}(f)$) on $\partial \Omega$ is $\frac{1}{2} I + K^*$ (resp. $\frac{1}{2} I + K^*$). The single layer potential is a classical tool to solve the Neumann problem for the Laplacian in a bounded Lipschitz domain $\Omega$: for $g \in H^{-1/2}(\partial \Omega)$ satisfying the (necessary) compatibility condition $(g, c) = 0$ for all $c \in \mathbb{R}_{\partial \Omega}$, there is $u \in H^{1}(\Omega)$, unique up to an additive constant, with $\partial u / \partial \nu = g$ which is given by $S(-\frac{1}{2} I + K^*)^{-1} g$; see see [34, thm. 9.2]. Actually, the same result holds when $\Omega$ is unbounded and $u$ is required to vanish at infinity, except that $u \in \hat{H}^{1}(\Omega)$ but $u \notin H^{1}(\Omega)$ in general. Indeed, a solution is still given by the previous formula, and uniqueness up to a constant follows from an integration by parts that yields the identity $\|\nabla u\|_{L^2(\Omega, \mathbb{R}^d)}^2 = (u, \partial u / \partial \nu)_{\partial \Omega}$. For this and more on Sobolev and Besov spaces on which $\pm \frac{1}{2} I + K$ is invertible, see [34, thm. 8.1].

We turn to a result that we use throughout the paper. Even though it is known in much greater generality (see for example the Hodge decomposition [37, chap. 2]), it is easy in the case at hand to give a proof that we include for the convenience of the reader.

**Lemma 2.1** (Helmholtz-Hodge-decomposition). Let $\Omega$ be a Lipschitz open set in $\mathbb{R}^d$ ($d \geq 3$). The space $L^2(\Omega; \mathbb{R}^d)$ is an orthogonal direct sum

$$L^2(\Omega; \mathbb{R}^d) = \nabla \hat{H}^1_0(\Omega) \oplus \nabla \mathcal{H}(\Omega) \oplus H_{\text{div}, 0}(\Omega).$$

**Proof.** The well-known Helmholtz decomposition says that the space $L^2(\Omega; \mathbb{R}^d)$ is an orthogonal direct sum (for example [38]) :

$$L^2(\Omega; \mathbb{R}^d) = \nabla \hat{H}^1(\Omega) \oplus H_{\text{div}, 0}(\Omega).$$

(2.10)

Thus, we only need to show that $\nabla \hat{H}^1(\Omega) = \nabla \hat{H}^1_0(\Omega) \oplus \nabla \mathcal{H}(\Omega)$. For this, assume that $\nabla \varphi \in \nabla \hat{H}^1(\Omega)$ is orthogonal to $\nabla \hat{H}^1_0(\Omega)$. In particular $\nabla \varphi$ is then orthogonal to gradients of smooth functions with compact support in $\Omega$. Thence, $\varphi$ is weakly harmonic, and thus harmonic by Weyl’s lemma. Consequently, $\varphi \in \mathcal{H}(\Omega)$ so that $\nabla \varphi \in \nabla \mathcal{H}(\Omega)$ (cf. [30, thm. 3.5]). Conversely, if $\varphi \in \mathcal{H}(\Omega)$ and $g \in \hat{H}^1_0(\Omega)$,
we get from an integration by parts and the condition $\text{tr}_{\partial \Omega}(g) = 0$ (which holds for functions in $\bar{H}_0^1(\Omega)$) that $\langle \nabla f, \nabla g \rangle_{L^2(\Omega; \mathbb{R}^d)} = 0$. Consequently, $\nabla \mathcal{C}(\Omega)$ is the orthogonal space to $\nabla \bar{H}_0^1(\Omega)$ in $\bar{H}_0^1(\Omega)$. Since $\nabla \bar{H}_0^1(\Omega)$ is closed in $L^2(\Omega; \mathbb{R}^d)$, this achieves the proof. 

3 Harmonic gradients

In this section we identify the subspace of harmonic gradients on Lipschitz domains that can be uniquely recovered from their magnetic potential. In the rest of the paper we will denote the null-space of an operator $T$ by $\mathcal{N}[T]$ and use the following terminology.

**Definition 3.1.** We say that a vector field $f \in L^2(\Omega; \mathbb{R}^d)$ is invisible in $A \subset \Omega^c$ if

$$P_{A^c \text{supp}(f)}(f) = 0.$$ 

If $f$ is invisible in $\text{supp}(f)^c$ then we say that $f$ is in the null-space of the magnetic potential or that it is simply invisible. If $f$ is not invisible, we call it visible.

**Remark 3.2.** In the literature the term “invisible” sometimes refers to those magnetizations whose magnetic field vanishes, instead of the magnetic potential. If $f$ is invisible in $A \subset \mathbb{R}^d$ and $A$ is unbounded then both definitions coincide, since $P_{A^c \text{supp}(f)}(f)$ tends to zero at infinity. But if $A$ is bounded then a constant magnetic potential will have a vanishing gradient, i.e., a vanishing magnetic field. We caution the reader to take into account this slight difference when comparing our results to other sources in the literature, for instance [39]. Since in practice data are typically available in the unbounded component of the complement of the object of interest, this difference should be of little significance in applications.

3.1 Uniqueness for harmonic gradients

Hereafter we make the following convention: when $\Omega$ is a Lipschitz open set and $E$ a union of connected components of $\partial \Omega$, we consider $H^{1/2}(E)$ (resp. $H^{-1/2}(E)$) as a subspace of $H^{1/2}(\partial \Omega)$ (resp. $H^{-1/2}(\partial \Omega)$), using the extension by zero of functions (resp. distributions) to $\partial \Omega \setminus E$.

**Theorem 3.3.** Let $\Omega$ be a bounded Lipschitz open set in $\mathbb{R}^d$ ($d \geq 3$), and let $\Theta$ be an arbitrary collection of connected components of $\Omega^c$. The space of vector fields in $L^2(\Omega; \mathbb{R}^d)$ that are invisible in $\Theta$ is

$$\mathcal{N} \left[ P_{\Theta^c \Omega} \right] = \left( \nabla \mathcal{C}(\Theta^c) \right)_{\Omega} = \nabla H^1_0(\Omega) \oplus H_{\text{div},0}(\Omega) \oplus \nabla \mathcal{I}_\Theta,$$

(3.1)
where the superscript \( \perp \) refers to the orthogonal complement in \( L^2(\Omega; \mathbb{R}^d) \) and \( \mathcal{H}_\Theta \) is the space of harmonic functions \( \varphi \) in \( \mathcal{H}(\Omega) \) of the form

\[
\varphi = S_{\Omega-\partial\Omega} \left( -\frac{1}{2} I + K^* \right)^{-1} S_{\partial\Omega}^{-1} (f) \tag{3.2}
\]

parametrized by those functions \( f \in H^{\frac{1}{2}}(\partial\Omega \setminus \partial\Theta) \) that satisfy

\[
(f, S_{\partial\Omega}^{-1}(c)) = 0 \quad \text{for every } c \in \mathbb{R}_{\partial\Omega}.
\]

Proof. Clearly, vector fields in \( L^2(\Omega; \mathbb{R}^d) \) that are invisible in \( \Theta \) form a closed vector space, by the dominated convergence theorem. Observe that the evaluation of the magnetic potential of \( f \in L^2(\Omega : \mathbb{R}^d) \) in a point \( x \in \Omega^c \) is the scalar product of \( f \) with the gradient of the harmonic function \( y \mapsto N(x - y) \) on \( \Omega \). Hence, the orthogonal complement of harmonic gradients, which is \( (\nabla \mathcal{H}(\Omega))^\perp = \nabla \mathcal{H}^1(\Omega) \oplus H_{\text{div},0}(\Omega) \) by Lemma 2.1, is always invisible in \( \Omega^c \) and a fortiori in \( \Theta \).

Next, let us show that those invisible fields in \( \Theta \) of the form \( f = \nabla \varphi \) for some \( \varphi \in \mathcal{H}(\Omega) \) match the space \( \nabla \mathcal{H}_\Theta \). For such fields we can use integration by parts, and rewrite the vanishing of the magnetic potential for \( x \in \Theta \) as

\[
0 = P_{\Theta-\Omega} (f) (x) = \langle \nabla N(x - \cdot), \nabla \varphi \rangle_{L^2(\Omega; \mathbb{R}^d)} = S_{\Theta-\Omega} \left( \frac{\partial \varphi}{\partial \eta} \right) (x). \tag{3.3}
\]

By uniqueness of the solution to the Dirichlet problem in \( H^1(\Omega) \) with given trace in \( H^{1/2}(\partial\Omega) \) for a bounded Lipschitz domain \( \Omega \), and uniqueness of the solution to the Dirichlet problem in \( \mathcal{H}^1(A) \) with given trace in \( H^{1/2}(\partial A) \) and limit zero at infinity for an unbounded Lipschitz domain \( A \) (having compact boundary), (3.3) is equivalent to say that the trace of \( S_{\Theta-\Omega} \left( \frac{\partial \varphi}{\partial \eta} \right) \) vanishes on the subset \( \partial\Theta \) of \( \partial\Omega \), while on the complementary part \( \partial\Omega \setminus \partial\Theta \) the trace can be arbitrary. Therefore, we may parametrize the space of harmonic gradients \( \nabla \varphi \) invisible in \( \Theta \) by functions \( f \in H^{\frac{1}{2}}(\partial\Omega \setminus \partial\Theta) \) via the correspondence

\[
S_{\Theta} \left( \frac{\partial \varphi}{\partial \eta} \right) = f, \tag{3.4}
\]

where, according to our convention, we implicitly extend \( f \) by zero to the whole of \( \partial\Omega \). Since \( S_{\Theta} : H^{-1/2}(\partial\Omega) \rightarrow H^{1/2}(\partial\Omega) \) is invertible by [35, thm. 4.1 (9)], we can reformulate this correspondence as solving a Neumann problem: for some \( f \in H^{\frac{1}{2}}(\partial\Omega \setminus \partial\Theta) \) the function \( \varphi \) has to satisfy:

\[
\begin{dcases}
\varphi \in H^1(\Omega) \\
\Delta \varphi = 0 \quad \text{on } \Omega \\
\partial_\eta \varphi = S_{\Theta}^{-1}(f) \quad \text{on } \partial\Omega.
\end{dcases} \tag{3.5}
\]
A solution to this problem exists if and only if $f$ satisfies the conditions

$$\left( S_{\partial \Omega}^{-1}(f), c \right) = 0 = \left( f, S_{\partial \Omega}^{-1}(c) \right) \quad \text{for all } c \in \mathbb{R}_{\partial \Omega}, \quad (3.6)$$

where the first equality is the well-known compatibility condition for the Neumann problem (see [34, cor. 9.3] and the remark following the proof), and the second equality follows since the single layer potential is symmetric. The solution of (3.5) can then be expressed as (cf. [34, thm. 9.2]):

$$\varphi = S_{\Omega \to \partial \Omega} \left( -\frac{1}{2} I + K^* \right)^{-1} S_{\partial \Omega}^{-1}(f), \quad (3.7)$$

which defines the space $\mathcal{I}_\Theta$. This proves that

$$\mathcal{N}[P_{\Theta \to \Omega}] = \nabla H_0^1(\Omega) \oplus H_{\text{div}, 0}(\Omega) \oplus \nabla \mathcal{I}_\Theta,$$

which is the second equality in (3.1).

To prove the first one, i.e. $\mathcal{N}[P_{\Theta \to \Omega}] = (\nabla \mathcal{H}(\Theta^c)|_{\partial \Omega})^\perp$, we need to characterize $\nabla \mathcal{H}(\Omega) \ominus \nabla \mathcal{I}_\Theta$ (the orthogonal complement of $\nabla \mathcal{I}_\Theta$ in $\nabla \mathcal{H}(\Omega)$). Assume that $\nabla h$ is in $\mathcal{H}(\Omega) \ominus \mathcal{I}_\Theta$ and denote its trace by $b = tr_{\partial \Omega}(h)$. Equivalently,

$$0 = \langle \nabla \varphi, \nabla h \rangle_{L^2(\Omega; \mathbb{R}^d)} = \left( \frac{\partial \varphi}{\partial \eta}, b \right) = \left( S_{\partial \Omega}^{-1}(f), b \right) = \left( f, S_{\partial \Omega}^{-1}(b) \right) \quad (3.8)$$

holds for every $\varphi \in \mathcal{I}_\Theta$ and thus for each $f \in H^\frac{1}{2}(\partial \Omega \setminus \partial \Theta)$ satisfying (3.6). It is evident that (3.8) holds if and only if $b$ is of the form

$$b = S_{\partial \Omega}(k) + c \quad \text{for some } k \in H^{-\frac{1}{2}}(\partial \Theta) \text{ and some } c \in \mathbb{R}_{\partial \Omega}. \quad (3.9)$$

As $\mathbb{R}_{\partial \Omega}$ is the space of traces of functions in $\mathbb{R}_{\Omega}$, we deduce that $h$ is of the form

$$h = S_{\Omega \to \partial \Omega}(k) + \chi, \quad \text{for some } k \in H^{-\frac{1}{2}}(\partial \Theta) \text{ and some } \chi \in \mathbb{R}_{\Omega}. \quad (3.10)$$

We can rewrite the first summand as $S_{\Omega \to \partial \Omega}(k) = S_{\Omega \to \partial \Theta}(k) = S_{\Theta^c \to \partial \Theta}(k)|_{\Omega}$, because $k$ is supported on $\partial \Theta$ and $\Omega$ is contained in $\Theta^c$. Thus the first term in (3.10) is an element of $\mathcal{H}(\Theta^c)|_{\Omega}$. After taking the gradient, the second term in (3.10) vanishes, which proves that a harmonic gradient in $\nabla \mathcal{H}(\Omega) \ominus \nabla \mathcal{I}_\Theta$ can be harmonically extended to the entire $\Theta^c$. The converse statement holds since every function $\varphi \in \mathcal{H}(\Theta^c)$ is of the form $\varphi = c + S_{\Theta^c \to \partial \Theta}(k)$ for some $k \in H^{-\frac{1}{2}}(\partial \Theta)$ and some constant $c$, by the discussion in Section 2. Because the support of $k$ and the support of $f$ in (3.8) are disjoint, $\nabla \varphi$ is trivially orthogonal to $\nabla \mathcal{I}_\Theta$. Thus, we obtain the desired condition

$$\nabla h \in (\nabla \mathcal{H}(\Theta^c)|_{\Omega}) \quad \iff \quad \nabla h \in \nabla \mathcal{H}(\Omega) \ominus \nabla \mathcal{I}_\Theta. \quad (3.11)$$

This, together with the Helmholtz-Hodge decomposition, completes the proof. ■
Theorem 3.3 still holds when \( \Omega \) is unbounded. The bounded case, however, is enough to warrant most applications.

**Example 3.4.** In geo-sciences, to model the lithosphere of the Earth, we would choose \( \Omega \) to be a Lipschitz cheese with a single cavity (region C in Figure 1), and \( \Theta \) to be the exterior of the Earth. This reflects the typical situation where one knows the magnetic potential only outside the Earth (for example on a satellite orbit). According to the previous theorem, that part of the lithosphere magnetization that can be recovered uniquely from the magnetic potential consists of its projection onto harmonic gradients in the lithosphere that can be continued harmonically throughout the entire Earth. This projection is in fact the magnetization with minimum \( L^2(\Omega; \mathbb{R}^d) \)-norm producing the observed field.

For \( \Omega \) a bounded Lipschitz open set, both \( \nabla H_0^1(\Omega) \) and \( H_{\text{div},0}(\Omega) \) consist of integrable vector fields with zero mean on \( \Omega \). Therefore, we immediately deduce from Theorem 3.3 the following fact:

**Corollary 3.5.** Let \( \Omega \) be a bounded Lipschitz open set, and \( f \in L^2(\Omega; \mathbb{R}^d) \) a vector field which is invisible in \( \Omega' \). Then \( \int_\Omega f(y)d\mu(y) = 0 \).

We note that Corollary 3.5 also follows from [24, Lem. 2.8]. The upcoming corollary connects our work to the main result in [27], as well as to [24, Lem. 2.4]. Roughly speaking, it says that a finite collection of magnetized grains that do not touch is invisible if and only if each grain is itself already invisible.

**Corollary 3.6.** Let \( \Omega \) be a Lipschitz cluster in \( \mathbb{R}^d \) (\( d \geq 3 \)) with \( N \) connected components \( \omega_1, \ldots, \omega_N \). Then

\[
\mathcal{N} \left[ P_{\Omega^c} - \Omega \right] = \bigoplus_{i=1}^N \left( \nabla H_0^1(\omega_i) + H_{\text{div},0}(\omega_i) \right),
\]

(3.12)

**Proof.** Observe that \( \mathcal{I}_{\Omega^c} \) is trivial. Indeed, from (3.2), we know that \( \mathcal{I}_{\Omega^c} \) is parametrized by functions \( f \in H^\frac{1}{2}(\partial \Omega \setminus \partial \Omega^c) \), and since \( \partial \Omega^c = \partial \Omega \) it follows that \( \mathcal{I}_{\Omega^c} = \{0\} \). Thus, by Theorem 3.3, we need only show that \( \nabla H_0^1(\Omega) \oplus H_{\text{div},0}(\Omega) \) splits further into the direct sum indicated by (3.12). This is immediate, since \( \Omega \) is a union of positively separated Lipschitz open sets.

It is worth pointing out that, as soon as the connected components of an open set \( \Omega \) are at positive distance from each other, a field supported on \( \Omega \) is invisible if and only if its restriction to each component is invisible, no matter if \( \Omega \) is Lipschitz or not [24, Lem. 2.4]. Note also that the result no longer holds if the connected components do touch, even when each component is Lipschitz, cf. Figure 2.

In geophysics, magnetizations are often considered to be induced by some strong ambient magnetic field. If the sample under consideration is small, then one can assume that the magnetization is constant in direction throughout the
sample, and proportional in magnitude to the material's susceptibility; we call such a sample unidimensional. And as rock materials mingle during subsequent history, it seems fairly reasonable to assume that a rock sample consists of a concatenation of unidimensional samples. The next corollary shows that, if the magnetization in each grain of a cluster is unidimensional, then the directions in each are determined uniquely or the susceptibilities have zero mean (i.e., the magnetization in each grain has a vanishing net moment).

**Corollary 3.7.** Let $\Omega$ be a Lipschitz cluster in $\mathbb{R}^d$ ($d \geq 3$) with $N$ connected components $\omega_1, \ldots, \omega_N$. For $i \in \{1, \ldots, N\}$ let $v_i, w_i$ denote unit vectors in $\mathbb{R}^d$ and $f_i, g_i$ be functions in $L^2(\omega_i)$. Further, let $f$ and $g$ be vector fields of the form

$$ f = \sum_{i=1}^N v_i f_i \chi_{\omega_i}, \quad g = \sum_{i=1}^N w_i g_i \chi_{\omega_i}. \quad (3.13) $$

If $f$ and $g$ generate the same magnetic potential, i.e., $P_{\Omega^c \leftarrow \Omega}(f) = P_{\Omega^c \leftarrow \Omega}(g)$, then on each $\omega_i$ it holds $\langle f_i, 1 \rangle_{L^2(\omega_i)} = \langle g_i, 1 \rangle_{L^2(\omega_i)}$ and

$$ \text{either} \quad \langle f_i, 1 \rangle_{L^2(\omega_i)} = 0 \quad \text{or} \quad v_i = w_i. \quad (3.14) $$

**Proof.** The assumption $P_{\Omega^c \leftarrow \Omega}(f) = P_{\Omega^c \leftarrow \Omega}(g)$ implies $f - g \in \mathcal{N}(P_{\Omega^c \leftarrow \Omega})$. Thus, by Corollary 3.6, $(v_i f_i - w_i g_i) \chi_{\omega_i}$ is invisible in $\Omega^c$ and therefore, by Corollary 3.5, $v_i \langle f_i, 1 \rangle_{L^2(\omega_i)} = w_i \langle g_i, 1 \rangle_{L^2(\omega_i)}$. From this, the result follows at once. 

Still within the context of geo-sciences, Theorem 3.3 implies that one cannot recover the full magnetization of the lithosphere knowing only its magnetic potential in the exterior of the Earth. But it leaves open the question whether or not one can estimate the depth of the magnetized lithosphere to some extent from the magnetic data. The next corollary shows that even this is not possible without further assumptions.

**Corollary 3.8.** Let $\Omega$ be a bounded, connected and simply connected Lipschitz domain, and $\Theta$ a Lipschitz cluster contained in $\Omega$; i.e. $\Theta \subset \Omega$. Then, for every vector field $f \in L^2(\Omega; \mathbb{R}^d)$, there exists a vector field $g \in L^2(\Omega^c \setminus \Theta; \mathbb{R}^d)$ such that

$$ P_{\Omega^c \leftarrow \Omega}(f) = P_{\Omega^c \leftarrow \Omega^c \setminus \Theta}(g). $$

**Proof.** If $P_{\Omega^c \leftarrow \Omega}(f) = 0$ then $g = 0$ satisfies the condition. Hence, by Theorem 3.3 it suffices to consider vector fields of the form $f = \nabla \varphi$ with $\varphi \in \mathcal{H}(\Omega)$.

Let $\Gamma$ be a Lipschitz cluster such that each connected component of $\Gamma$ is an open neighborhood of exactly one connected component of $\Theta$. Such a cluster exists because the connected components of the Lipschitz open set $\Theta$ are positively separated. Let $\eta$ denote a smooth cut-off function equal to 1 on $\Theta$ and to 0 on $\Gamma^c$. The function $\eta \varphi$ is then in $H^1_0(\Omega)$, and by Theorem 3.3 its gradient is invisible on
Moreover, the support of $\nabla (\varphi - \eta \varphi)$ is contained within $\Omega \setminus \Theta$ which implies, since $\partial \Theta$ has $\mu$-measure zero, that

$$P_{\Omega^c \leftarrow \Omega} (\nabla \varphi) = P_{\Omega^c \leftarrow \Omega} (\nabla (\varphi - \eta \varphi)) = P_{\Omega^c \leftarrow \Omega \setminus \Theta} (\nabla (\varphi - \eta \varphi)).$$

Setting $g = \nabla (\varphi - \eta \varphi)$ completes the proof.

### 3.2 Stability estimate for harmonic gradients

In geophysical applications, one measures the magnetic potential in a limited region only, say on a satellite orbit $\partial \Omega$ around the Earth $\omega$, with $\omega \subset \Omega$. To reconstruct the magnetization of the lithosphere from such data, we need to continue the measured potential to the entire region $\omega^c$ and then invert for the magnetization. It is well-known that this problem is ill-conditioned, the main source of instability being the harmonic continuation (as indicated for instance in [40]). Assuming that we already know the magnetic potential everywhere in $\omega^c$, the inversion for the harmonic gradient within $\omega$ that produces this potential is stable, as the following proposition shows. In fact, we actually consider stability with respect to the gradient of the magnetic potential, i.e., with respect to the magnetic field.

**Proposition 3.9.** Let $\Omega$ be a bounded, connected and simply connected Lipschitz domain in $\mathbb{R}^d$ ($d \geq 3$). There is a constant $C > 0$ such that, for every $f \in \nabla H(\Omega)$,

$$\|f\|_{L^2(\Omega; \mathbb{R}^d)} \leq C \left\| \nabla P_{\Omega^c \leftarrow \Omega} (f) \right\|_{L^2(\Omega^c; \mathbb{R}^d)}.$$

(3.15)

**Proof.** In what follows, $C$ will denote a positive constant that depends on $\Omega$ and whose value may be different each time it occurs. When $\varphi \in H(\Omega)$, it is a classical estimate for the Neumann problem on a bounded domain [34, thm. 9.2] that

$$\|\nabla \varphi\|_{L^2(\Omega; \mathbb{R}^d)} \leq C \left\| \frac{\partial \varphi}{\partial \nu} \right\|_{H^{-\frac{1}{2}}(\partial \Omega)}.$$

(3.16)

Also, by partial integration, we get with $f = \nabla \varphi$ that $P_{\Omega^c \leftarrow \Omega} (f) = S_{\Omega^c \leftarrow \Omega \setminus \partial \Omega} \left( \frac{\partial \varphi}{\partial \nu} \right)$. Let $R > 0$ be large enough that $\mathbb{B}(0) \supset \overline{\Omega}$, and put $\Sigma := \mathbb{B}(0) \cap \Omega^c$ (a shell-shaped domain). Clearly, $| \nabla P_{\Omega^c \leftarrow \Omega} (f)(x) | = O(1/|x|^2)$ for $|x|$ large, hence $S_{\Omega^c \leftarrow \Omega \setminus \partial \Omega} \left( \frac{\partial \varphi}{\partial \nu} \right) \in H(\Omega^c)$ because its gradient is square summable in a neighborhood of $\infty$, as well as in $\Sigma$ by an estimate analogous to (3.16). Adding a constant to $\varphi$ if necessary, we may assume it has zero mean on $\Sigma$ as this does not affect $\nabla \varphi$. In view of the continuity of the trace operator in the bounded Lipschitz domain $\Sigma$ and the Poincaré inequality, we get a fortiori that

$$\left\| \nabla S_{\Omega^c \leftarrow \Omega \setminus \partial \Omega} \left( \frac{\partial \varphi}{\partial \nu} \right) \right\|_{L^2(\Omega^c; \mathbb{R}^d)} \geq C \left\| S_{\partial \Omega} \left( \frac{\partial \varphi}{\partial \nu} \right) \right\|_{H^{\frac{1}{2}}(\partial \Omega)}.$$
Altogether, since $S_{\partial \Omega} : H^{-1/2}(\partial \Omega) \to S^{1/2}(\partial \Omega)$ is invertible, we obtain:

\[
\| \nabla P_{\Omega^c \leftarrow \Omega}(f) \|_{L^2(\Omega^c; \mathbb{R}^d)} = \| \nabla S_{\Omega^c \leftarrow \partial \Omega} \left( \frac{\partial \varphi}{\partial \nu} \right) \|_{L^2(\Omega^c; \mathbb{R}^d)}
\geq C \left\| S_{\Omega^c} \left( \frac{\partial \varphi}{\partial \nu} \right) \right\|_{H^{1/2}(\Omega^c)} \geq C \left\| \frac{\partial \varphi}{\partial \nu} \right\|_{H^{-1/2}(\partial \Omega)}.
\]

Combining this with (3.16) concludes the proof.

Remark 3.10. Of course, Proposition 3.9 still holds (with a different constant but essentially the same proof) if we replace the $L^2(\Omega^c; \mathbb{R}^d)$-norm in the right hand side of (3.15) by the $L^2(A; \mathbb{R}^d)$-norm, where $A$ is a Lipschitz shell of the form $O \cap \Omega^c$ with $O$ a Lipschitz open set containing $\overline{\Omega}$. However, we want to point out that the above proposition implicitly requires harmonic continuation. To see this, consider a harmonic gradient $\nabla \varphi$ on a small Lipschitz domain $\omega$ that is strictly embedded in $\Omega$. Knowing its magnetic potential on $\Omega^c$, the proposition assures only that we can reliably reconstruct the harmonic part of the field $\nabla \varphi \wedge 0$ (the original field extended by zero to the whole of $\Omega$), but not the field $\nabla \varphi$ itself. In fact, since $\omega$ and $\Omega^c$ are positively separated, the operator $P_{\Omega^c \leftarrow \omega}$ is compact and its spectrum contains zero. Hence, no stability result as in proposition 3.9 can hold on an infinite dimensional subspace of $L^2(\omega; \mathbb{R}^d)$; in particular, not on $\nabla \mathcal{H}(\omega)$.

4 Simple vector fields

In the previous section, we showed one can reconstruct the “harmonic gradient part” of a magnetization, given its magnetic potential. In this section we define a different class of vector fields enjoying similar uniqueness properties, but having a better geometrical interpretation.

Simple vector fields. We call a vector field simple if it is a simple function on $\mathbb{R}^d$. That is, $f$ is simple if its essential range is finite:

\[
f = \sum_{i=1}^{N} v_i \chi_{\omega_i}
\]

for some finite family of Borel sets $\omega_1, \ldots, \omega_N$ and of vectors $v_1, \ldots, v_N$ in $\mathbb{R}^d$. We refer to the family $\omega_1, \ldots, \omega_N$ as to a representation of $f$. We call $f$ box-simple if it is simple and admits a representation that contains only bounded rectangular parallelepipeds with edges parallel to the axes of the coordinate system.

Notice that a representation of a simple vector field is non-unique: not only can we change $\omega_i$ by a set of measure zero, but we can also partition the support of a simple field into smaller sets and appropriately adjust the family of vectors.
Nevertheless, the concept of a representation will be useful in what follows. A nonzero simple field can be invisible, as the following two examples show.

**Example 4.1.** Let $T_1$ denote a triangle in $\mathbb{R}^2$ defined by the vertices at $(0, 0)$, $(0, 1)$, and $(\frac{1}{2}, \frac{1}{2})$. Let $T_2$, $T_3$, and $T_4$ denote the subsequent rotations of $T_1$ by $\pi/2$ around the point $(\frac{1}{2}, \frac{1}{2})$. Let $P_i = T_i \times [0, 1]$ denote the corresponding prisms in $\mathbb{R}^3$ and write $\{e_1, e_2, e_3\}$ for the standard basis vectors. Consider the simple vector field

$$f = e_1 \chi_{P_1} + e_2 \chi_{P_2} - e_1 \chi_{P_3} - e_2 \chi_{P_4}. \quad (4.2)$$

Since this vector field is divergence-free and has a vanishing normal almost everywhere on the surface of the cube $Q = P_1 \cup P_2 \cup P_3 \cup P_4$, it is invisible. An illustration is provided in Figure 2.

**Example 4.2.** For $0 < \alpha < 1$, $v \in \mathbb{R}^d$ and $B_r(0) \subset \mathbb{R}^d$, a ball of radius $r > 0$ centered at the origin, the field

$$f = v \chi_{B_r(0)} - \frac{v}{\alpha^d} \chi_{B_{\alpha r}(0)} \quad (4.3)$$

is simple. It is invisible since

$$P_{B_r(0) \leftarrow B_r(0)}(v)(x) = \frac{r^d}{(d-2)\|x\|^d} v \cdot x = P_{B_r(0) \leftarrow B_{\alpha r}(0)} \left( \frac{v}{\alpha^d} \right)(x). \quad (4.4)$$

This last example suggests that the magnetic potential of simple fields representable on balls contains no information about the size of these balls. However, if we know a priori that the centers of the balls are pairwise disjoint, then at least the locations of the centers are determined uniquely. Since $\frac{r^d}{(d-2)\|x\|^d} v \cdot x$ is the field of a dipole with moment $v \frac{r^d}{d-2}$ located at the origin, the latter is equivalent to the known statement that a collection of finitely many disjoint dipoles is determined uniquely by its magnetic potential.
Simple fields suit the setup described, e.g., in [8], where grains $\omega_i$ within a rock sample are identified via computed tomography (microCT), and subsequently magnetic field data from scanning superconducting quantum interference microscopy (SSM) measurements are inverted for a constant magnetization within each grain. Even though the above examples show that nonzero simple fields can be invisible, in the next section we prove that this cannot happen for box-simple vector fields. Therefore, their magnetic potential uniquely determines their magnetization, and a priori localization of the grains via microCT would thus (in theory) not be necessary for such fields.

4.1 Uniqueness for box-simple vector fields

The above examples show that nonzero simple vector fields can be pure elements of $\nabla H_0^1(\Omega) \oplus H_{\text{div},0}(\Omega)$. Quite surprisingly, though, this cannot happen for box-simple vector fields. Indeed, the next theorem states that a nonzero box-simple field is always visible. When $f$ is a nonzero box-simple field given by (4.1), we tacitly assume that the $\omega_i$ are nonempty open rectangular parallelepipeds and the $v_i$ are all nonzero, so that $\text{supp}(f) = \bigcup_i \omega_i$.

**Theorem 4.3.** If $f$ is a nonzero box-simple vector field, then

$$P_{\text{supp}(f)^c \leftarrow \text{supp}(f)}(f) \neq 0. \quad (4.5)$$

If $\Omega$ is a bounded, connected, and simply connected Lipschitz domain that contains $\text{supp}(f)$, then the Helmholtz-Hodge decomposition of $f$ in $\Omega$ contains a non-vanishing harmonic gradient.

**Remark 4.4.** Before we prove this statement, let us stress that rigid motions preserve invisibility. More precisely, let $U : \mathbb{R}^d \to \mathbb{R}^d$ be such an affine transformation. If $A$ is a set in $\mathbb{R}^d$, we define $U(A) = \{Ux : x \in A\}$ and notice that $U(A^c) = U(A)^c$. Then, $U$ induces a linear transformation $U : \mathbb{R}^d \to \mathbb{R}^d$ on vectors in $\mathbb{R}^d$ such that a vector $v := x - y \in \mathbb{R}^d$ is mapped to $Uv := Ux - Uy$. This $U$ is orthogonal with respect to the Euclidean scalar product, and we denote its adjoint by $U^* = U^{-1}$.

Now, if $f$ is invisible on $\Omega^c$, then the field $f_U$ defined as $f_U(x) = U^*(f(Ux))$ is invisible on $U^{-1}(\Omega^c)$, since for every $x \in U^{-1}(\Omega^c)$ we have that

$$0 = P_{\Omega^c \leftarrow \Omega} (f)(Ux) = \frac{1}{C_d} \int_{\Omega} \frac{Ux - y}{|Ux - y|^d} \cdot f(y) \, d\mu(y)$$

$$= \frac{1}{C_d} \int_{U^{-1}(\Omega)} \frac{x - y}{|x - y|^d} \cdot f_U(y) \, d\mu(y) = P_{U^{-1}(\Omega^c) \leftarrow U^{-1}(\Omega)}(f_U)(x).$$

Here, for the third equality we used the change of coordinates $y \mapsto Uy$ and the fact that $|\det(U)| = 1$. 17
Figure 3: Constructed regions $A$, $B$, and $C$, for $O$ being a union of five cubes $\omega_1, \ldots, \omega_5$. The dashed lines indicate the right boundaries of the slices $S(-\infty, r - 2l)$, $S(r - 2l, r - l)$, and $S(r - l, r)$. The small dark box within $\omega_4$ shows a possible support of the function $f_d$ that arises after subsequently slicing $f$ in the directions $e_1$ to $e_d$ (here, $d = 2$).

**Proof of Theorem 4.3.** We will prove the statement by contradiction, assuming that $f$ is nonzero and invisible.

Let $\omega_1, \ldots, \omega_N$ be a box representation of $f$. Since intersections of boxes are again boxes, we can assume without loss of generality that $\omega_i$’s are pairwise disjoint (but their boundaries can touch). Write $O := \bigcup_j \omega_j$ so that $\text{supp}(f) = \overline{O}$, and put $r = \sup \{e_1 \cdot x : x \in O\}$ for the largest abscissa in the $e_1$-direction within $\overline{O}$. Let $P$ be the hyper-plane that is perpendicular to $e_1$ and crosses the $e_1$-axis at the point $r$. This plane intersects $\overline{O}$ along one face of finitely many boxes $\overline{\omega_1}, \ldots, \overline{\omega_M}$, and there exists a number $l > 0$ so small that the shifted plane $P_{2l} := P - 2le_1$ intersects $O$ in the same family of boxes: $P_{2l} \cap O = P_{2l} \cap (\omega_1 \cup \cdots \cup \omega_M)$.

Now, consider the affine translation $T(x) := x + le_1$, and put for brevity $K := O \cup T^{-1}(O)$. For $a, b \in \mathbb{R}$ with $b \geq a$, we define a slice in the $e_1$-direction by $S(a, b) = \{x \in \mathbb{R}^d : e_1 \cdot x \in (a, b]\}$. Then, the domain $K$ splits into three slices:

$$K = K \cap S(-\infty, r - 2l) \cup K \cap S(r - 2l, r - l) \cup K \cap S(r - l, r).$$

A corresponding picture in 2D is shown in Figure 3 to illustrate the construction. The translation $T$ induces on vectors a unitary operator $\mathbb{T}$ which is simply the identity. The corresponding shifted vector field is therefore $f_T = \mathbb{T}^* f \circ T = f \circ T$. From Remark 4.4 it follows that $f$ and $f_T$ are both invisible on $K^c$. Thus, we have
that
\[ 0 = P_{K^{c} \leftarrow K} (f - f_T) = P_{K^{c} \leftarrow C} (f - f_T) + P_{K^{c} \leftarrow B} (f - f_T) + P_{K^{c} \leftarrow A} (f - f_T). \] (4.6)

Consider the last term on the rhs. of (4.6): for \( x \in A \), we have \( Tx \notin O \) by the maximality of \( r \), and consequently

\[ f_T(x) = f(Tx) = \sum_{i=1}^{N} \chi_{\omega_i}(Tx) \, \nu_i = 0. \]

Next, consider the middle term on the rhs. of (4.6): for \( x \in B \) we have \( Tx \in A \), and since by construction both \( B \) and \( A \) intersect the same boxes in \( O \), we have

\[ f_T(x) = f(Tx) = \sum_{i=1}^{N} \chi_{\omega_i}(Tx) \, \nu_i = \sum_{i=1}^{N} \chi_{\omega_i}(x) \, \nu_i = f(x). \]

Therefore, this middle term vanishes and equation (4.6) can be rewritten as

\[ 0 = P_{K^{c} \leftarrow C} (f - f_T) + P_{K^{c} \leftarrow A} (f). \] (4.7)

The first term in (4.7) defines a harmonic function on \( K^c \) that extends on the larger region \( C^{c} \) to a harmonic function \( h_1 \). Likewise, the second term extends harmonically to \( h_2 \) defined on \( A^c \). The domain \( D := \{ x : r - 2l < x_1 < r - l \} \) is included in \( A^c \cap C^c \), therefore \( h_1 + h_2 \) is harmonic there. For \( R > 0 \) large enough \( D \setminus B_{R}(0) \subset K^{c} \), and since \( h_1 + h_2 = 0 \) in \( K^{c} \) by (4.7) we deduce that \( h_1 + h_2 \) is identically zero in \( D \). Hence, the function \( h \) which is \( h_1 \) on \( \{ x : x_1 > r - 2l \} \) and \( -h_2 \) on \( \{ x : x_1 < r - l \} \) is well-defined and harmonic, everywhere on \( \mathbb{R}^{d} \), moreover it vanishes at infinity. By Liouville’s theorem we thus have \( h = 0 \), in particular \( h_2 = 0 \) in \( \{ x : x_1 < r - l \} \) and consequently

\[ P_{A^{c} \leftarrow A}(f) = 0, \]

since \( \overline{A} \) consists of finitely many disjoint closed polytops \( P_j \), and therefore \( A^c \) is connected. Hence, the restriction of \( f \) to the slice \( A \) is invisible, and by Corollary 3.6 so is the restriction of \( f \) to the interior \( O_j \) of \( P_j \) for each \( j \). Note that all the vertices of \( O_j \) in the plane \( \{ x : x_1 = r \} \) are vertices of \( \text{supp}(f) \). We can now define \( f_1 = f|_{O_1} \) and repeat the previous construction with \( f_1 \) instead of \( f \), only with \( e_1 \) in place of \( e_1 \). This yields that the restriction of \( f_1 \) to a small slice \( O_2 \) of \( O_1 \) in the direction \( e_2 \) is invisible (compare to the dark region in Figure 3). Note that every vertex of \( O_2 \) with maximal coordinates \( x_1, x_2 \) is a vertex of \( \text{supp}(f) \). We then define \( f_2 := f_1|_{O_2} \) and repeat the construction for \( f_2 \) in the direction \( e_3 \). Continuing this process, we eventually get a field \( f_d \) which is invisible, by construction. Moreover, \( f_d \) is the restriction of the original field \( f \) to a small box with edge lengths \( l_1, \ldots, l_d \) that shares a vertex with one of the outer corners of \( O \), therefore this box is contained entirely in one of the boxes \( \omega_1, \ldots, \omega_N \). Consequently, \( f_d \) is a
non-vanishing constant vector field, which is a harmonic gradient, defined on a Lipschitz domain. Theorem 3.3, however, states that such a vector field cannot be invisible. This yields a contradiction and proves the first assertion.

For the second assertion observe that if $\Omega$ contains $\text{supp}(f)$ then $\text{supp}(f)^c$ contains $\Omega^c$. From the first part of the theorem we know that $f$ is visible on $\text{supp}(f)^c$ and thus it is in particular visible on $\Omega^c$. From Theorem 3.3 it follows that the Helmholtz-Hodge-decomposition of $f$, extended by zero to $\Omega$, contains a nonzero harmonic gradient.

Theorem 4.3 can be generalized to simple fields with more general representations than rectangular parallelepipedic boxes, but we shall not pursue this here. An interesting feature of box-simple fields is that they form a vector space, because rectangular parallelepipedic boxes are stable under intersections. Hence, Theorem 4.3 implies the following uniqueness result.

**Corollary 4.5.** Let $f$ and $g$ be box-simple vector fields with supports contained in some open set $\Omega \subset \mathbb{R}^d$ and

$$P_{\Omega^c \leftarrow \Omega}(f) = P_{\Omega^c \leftarrow \Omega}(g).$$

Then it holds that $f = g$.

**Proof.** The space of box-simple vector fields is a vector space. Therefore, $f - g$ is box-simple and by assumption $P_{\Omega^c \leftarrow \Omega}(f - g) = 0$. By Theorem 4.3, it follows that $f = g$.

### 4.2 Stability estimate for box-simple vector fields

As mentioned already in the previous section, $P_{\Omega^c \leftarrow \omega} : L^2(\omega; \mathbb{R}^d) \to H^1(\Omega^c)$ is a compact operator when $\omega \subset \Omega$. It is clear that box-simple vector fields are dense in $L^2(\omega, \mathbb{R}^d)$, and thus no stability result can hold for such fields, just as it is the case for harmonic gradients supported on a smaller Lipschitz domain. Unlike harmonic gradients, however, box-simple vector fields naturally give rise to a scale of finite dimensional vector spaces, for which stability estimates trivially hold. As opposed to the case of harmonic gradients, such estimates hold for vector fields whose support is not all of $\Omega$, and thus do not require harmonic continuation.

**Box-simple lattice fields.** Let $\Lambda_{\delta}$ define a cubic lattice on $\mathbb{R}^d$ with lattice spacing $\delta > 0$. A **box-simple $\Lambda_{\delta}$ field** is a simple vector field that admits a representation whose elements are the cells of $\Lambda_{\delta}$. For an open domain $\Omega$ we denote the space of box-simple $\Lambda_{\delta}$ fields with support in $\Omega$ by $\mathbb{R}_{\Lambda_{\delta}, \Omega}$. Clearly, if $\Omega$ is bounded then $\mathbb{R}_{\Lambda_{\delta}, \Omega}$ is finite dimensional.

Discretization via box-simple lattice fields is frequently used in numerical applications, where they typically combine with additional means of regularization.
depending on the particular goal one is pursuing (e.g., sparsity or smoothness). That discretization alone is, in spite of Proposition 4.6, unlikely to be sufficient for adequate regularization of inverse magnetization problems is illustrated by example 4.7 below, which indicates that the bounding constant grows exponentially with the refinement of the discretization scale.

**Proposition 4.6.** Let $\Omega$ be a bounded, connected and simply connected Lipschitz domain in $\mathbb{R}^d$ $(d \geq 3)$. There is a constant $C(\delta) > 0$ such that, for every $f \in \mathbb{R}_{\Lambda,\Omega}$,

$$\| f \|_{L^2(\Omega;\mathbb{R}^d)} \leq C(\delta) \left\| \text{tr}_{\partial \Omega} \left( P_{\Omega \leftarrow \Omega} (f) \right) \right\|_{L^2(\partial \Omega)}.$$  

(4.8)

The constant $C(\delta)$ becomes unbounded as $\delta$ approaches zero.

**Proof.** By Theorem 4.3 the operator $P_{\Omega \leftarrow \Omega}$ is injective on the space of box-simple vector fields. By uniqueness of a solution to the harmonic Dirichlet problem in $\mathring{H}^1(\Omega)$ with data in $H^{1/2}(\partial \Omega)$ (see discussion in the proof of Theorem 3.3), it thus follows that $P_{\partial \Omega \leftarrow \Omega}$ is injective as well (here, $P_{\partial \Omega \leftarrow \Omega}$ denotes the trace of $P_{\Omega \leftarrow \Omega}$ on $\partial \Omega$); restricting $P_{\partial \Omega \leftarrow \Omega}$ to $\mathbb{R}_{\Lambda,\Omega}$ defines a bijective linear operator on a finite dimensional space. This operator is thus invertible, and it follows when $f \in \mathbb{R}_{\Lambda,\Omega}$ that

$$\| f \|_{L^2(\Omega;\mathbb{R}^d)} = \left\| P_{\partial \Omega \leftarrow \Omega}^{-1} \left( P_{\partial \Omega \leftarrow \Omega} (f) \right) \right\|_{L^2(\partial \Omega;\mathbb{R}^d)} \leq C \left\| P_{\partial \Omega \leftarrow \Omega} (f) \right\|_{L^2(\partial \Omega;\mathbb{R}^d)},$$  

(4.9)

for some constant $C > 0$. As $\bigcup_{\delta > 0} \mathbb{R}_{\Lambda,\Omega}$ is dense in $L^2(\Omega;\mathbb{R}^d)$, we can construct a sequence of fields $f_n \in \mathbb{R}_{\Lambda,\Omega}$ that converges to an element of $\nabla H^1_0(\Omega)$, which is in the nullspace of $P_{\partial \Omega \leftarrow \Omega}$. Thus, the magnetic potential of $f_n$ converges to zero, but the left hand side of (4.9) remains finite, implying the constant $C(\delta)$ has to grow indefinitely when $\delta \to 0$.

**Example 4.7.** Due to the known exponential ill-posedness of inverse potential field problems, it can be expected that the constant $C(\delta)$ from Proposition 4.6 grows exponentially with $\delta^{-\alpha}$, for some fixed $\alpha > 0$, as the discretization parameter $\delta$ tends to zero. This will be illustrated numerically in the following example. We use two approaches:

(a) We choose a function $f \in \nabla H^1_0(\Omega)$, for which we know by Theorem 3.3 that $P_{\Omega \leftarrow \Omega}(f) = 0$, and a box-simple lattice field discretization $f_\delta$ of $f$, for which we know from Theorem 4.3 that it is not in the nullspace. The ratio $C_f(\delta) = \| f_\delta \|_{L^2(\Omega;\mathbb{R}^d)} / \| P_{\partial \Omega \leftarrow \Omega}(f_\delta) \|_{L^2(\partial \Omega)}$ must then be a lower bound of $C(\delta)$, and by construction we know that this ratio must tend to infinity as $\delta$ tends to zero.

(b) We discretize the operator $P_{\Omega \leftarrow \Omega}$ according the used cubic lattice $\Lambda_\delta$ and compute the operator norm of its inverse, which should be an appropriate estimate of $C(\delta)$ and clearly be larger than the lower bound from (a).
Figure 4: Configuration for the numerical setup in Example 4.7: transparent boxes indicate the domain $\Omega = [-\frac{1}{2}, \frac{1}{2}]^3$, discretized into a lattice with $\delta = \frac{1}{2}$ (i.e., $N_\delta = 64$ boxes); surrounded by evaluation locations $x'_i$ on $\partial \Omega$, indicated by black dots (all locations with coordinate value $y < -0.25$ are removed for visualization). The red boxes indicate the domain $[-\frac{1}{4}, \frac{1}{4}]^3$, where the function $f_a$ with $a = \frac{1}{4}$ is supported.

Figure 5: Bounds for the evolution of $C(\delta)$ for varying $\delta$: crosses indicate values obtained by estimation of the operator norm of discretized versions of $P_{\partial \Omega \rightarrow \Omega}$; circles and cubes indicate bounds obtained by numerical evaluation of the ratio $C_f(\delta) = \|f_\delta\|_{L^2(\Omega, \mathbb{R}^3)} / \|P_{\partial \Omega \rightarrow \Omega}(f_a)\|_{L^2(\partial \Omega)}$ for $f_\delta$ as described in Example 4.7. Note that $f_\delta$ denotes the discretization of the function $f = f_a$ for two different parameters $a = \frac{1}{2}$ and $a = \frac{1}{4}$, respectively; dashed lines indicate fitted curves of type $\exp(\gamma + \beta \delta^{-\alpha})$, with parameters $\alpha, \beta, \gamma$ as indicated in table 1.
The setup for both approaches is identical: we choose $\Omega = [-\frac{1}{2}, \frac{1}{2}]^3$ and subdivide it into a cubic lattice $\Lambda_{\delta, \Omega}$ for $\delta = \frac{1}{3}, \frac{1}{3}, \frac{1}{3}, \ldots$, with an overall number of $N_\delta = \delta^{-3}$ boxes $\omega_1, \ldots, \omega_{N_\delta}$. For a continuous function $f$, we define a discretization via $f_\delta(x) = f(x_{c,i})$, where $x_{c,i}$ is the center of the box $\omega_i$ that contains $x$. The vector $v_\delta = (f(x_{c,1}), \ldots, f(x_{c,N_\delta})) \in \mathbb{R}^{3N_\delta}$ then completely characterizes the function $f_\delta \in \mathbb{R}_{\Lambda_{\delta, \Omega}}$. The evaluation of $P_{\Omega^{r-\Omega}}(f_\delta)(x^r_j)$ at predefined locations $x^r_1, \ldots, x^r_M \in \Omega^c$ is identical to the matrix vector product $P_\delta v_\delta$ with

$$P_\delta = \left( \left( P_{\Omega^{r-\Omega}}(x_1, \omega_1, e_1)(x^r_j), P_{\Omega^{r-\Omega}}(x_2, \omega_2, e_2)(x^r_j), P_{\Omega^{r-\Omega}}(x_3, \omega_3, e_3)(x^r_j) \right) \right)_{r=1, \ldots, N_\delta} \in \mathbb{R}^{M \times 3N_\delta}$$

where $e_1, e_2, e_3$ denote the Cartesian standard basis vectors. The matrix entries can be computed based on the explicit formulas provided in [41]. An exemplary setup for $N_\delta = 64$ and $M \approx 330,000$ points on the surface $\partial \Omega$ of the cube $\Omega$ is illustrated in figure 4.

The exemplary function $f \in \nabla H_1^1(\Omega)$ is chosen to be $f = f_a = \nabla f_a$ with

$$f_a(x) = \begin{cases} \Pi_{k=1}^3 \exp \left(- (a^2 - (x \cdot e_k)^2)^{-1} \right), & \max_{k=1,2,3} |x \cdot e_k| < a, \\ 0, & \text{else,} \end{cases}$$

for two parameters $a = \frac{1}{2}$ and $a = \frac{1}{4}$, respectively. We want to stress that the support of $f_a$ is all of $\Omega$ if $a = \frac{1}{2}$, while it is a proper subset of $\Omega$ if $a = \frac{1}{4}$ (indicated by the red cubes in Figure 4). The ratio $C_f(\delta) = \|f_\delta\|_{L^2(\Omega, \mathbb{R}^3)} / \|P_{\partial \Omega^{r-\Omega}}(f_\delta)\|_{L^2(\partial \Omega)}$ for the discretization can be computed via $\frac{\|K\|_2}{M N^3 \|v_\delta\|_2^2 \|v_\delta\|_2^2}$. The operator norm of the inverse of the discretized version of $P_{\Omega^{r-\Omega}}$, which yields $C(\delta)$, is computed via the spectral norm $\delta^d \|P_\delta^{-1}\|_2$. In order to compute the inverse matrices $(P_\delta^{-1})^{-1}$ to high precision, we used the algorithm from [42].

The outcome of this setup is illustrated in Figure 5 and clearly illustrates the expected exponential growth of $C(\delta)$. Additionally, we see that localization of the function $f = f_a$ within $\Omega$ can play a role for the size of the bound $C_f(\delta)$: the bound is larger for the choice $a = \frac{1}{4}$, which corresponds to a support of $f$ that is a proper subset of $\Omega$. For the case $a = \frac{1}{2}$, corresponding to a support of $f$ that covers the full domain $\Omega$, the bound is smaller but still grows exponentially. All computations have been done using Matlab.

Table 1: Fitting parameters for Figure 5, with fitted curves of type $\exp(\gamma + \beta \delta - \alpha)$.

| $C(\delta)$ | $\gamma$ | $\beta$ | $\alpha$ |
|-------------|----------|----------|----------|
| $C_f(\delta)$, $a = 0.5$ | -7.933 | 4.562 | 0.8044 |
| $C_f(\delta)$, $a = 0.25$ | -5.493 | 3.893 | 0.4717 |
| $C_f(\delta)$, $a = 0.125$ | -2.987 | 1.944 | 0.6859 |
5 Conclusion

In this paper, we characterized non-uniqueness for a fairly general magnetic inverse problem. We have shown that the space of invisible magnetizations is $H_0^1(\Omega) \oplus H_{\text{div},0}(\Omega)$ possibly augmented by the subspace of harmonic gradients $\nabla \mathcal{I}_\Theta$, depending on the topology of the problem (Theorem 3.3). In applications, this implies for example that the inverse problem has a unique solution if we can a priori expect the magnetization to be a harmonic gradient. This is for example the case when the magnetization of the object is induced by an ambient magnetic field, and the susceptibility of the object is constant. But more general situations are of course possible, in which this assumption is not appropriate. Then, a harmonic gradient may not accurately reflect the true magnetization.

Assuming instead that the latter is piecewise constant seems more appropriate for many applications. The space of piecewise constant vector fields, however, contains invisible vector fields (Examples 4.1 and 4.2). Therefore, restricting the magnetization to this space does not make the solution to the inverse problem unique. As we showed, however, a subspace of piecewise constant vector fields—the space of box-simple fields—yields the desired uniqueness property (Theorem 4.3).

The characterization of box-simple vector fields provides us with a different description of the non-uniqueness phenomenon. In the case of harmonic gradients, the space that guarantees uniqueness is closed but has a nontrivial orthogonal complement (comprising those spaces of invisible magnetizations mentioned above). In the case of box-simple vector fields, uniqueness does not imply much for the general problem, for such fields form a space which is dense but not closed in $L^2$. Therefore every magnetization can be approximated by such a field, and non-uniqueness for the unconstrained inverse problem arises precisely because several box-simple fields can approximate the same $L^2$-field. Nevertheless, if a priori considerations assure us that the true magnetization in question is box-simple, our result proves that the reconstruction will be unique.
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