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Abstract—In this article, we propose a sparse spectra graph convolutional network (SSGCNet) for epileptic electroencephalogram (EEG) signal classification. The goal is to develop a lightewed deep learning model while retaining a high level of classification accuracy. To do so, we propose a weighted neighborhood field graph (WNFG) to represent EEG signals. The WNFG reduces redundant edges between graph nodes and has lower graph generation time and memory usage than the baseline solution. The sequential graph convolutional network is further developed from a WNFG by combining sparse weight pruning and the alternating direction method of multipliers (ADMM). Compared with the state-of-the-art method, our method has the same classification accuracy on the Bonn public dataset and the spikes and slow waves (SSW) clinical real dataset when the connection rate is ten times smaller.

Index Terms—Alternating direction method of multipliers (ADMM), electroencephalogram (EEG) signal classification, graph neural network (GNN), nonconvexity, weight pruning.

NOMENCLATURE

| Symbol | Description |
|--------|-------------|
| X      | Matrix      |
| x      | Vector      |
| x_i    | i-th element of vector x |
| (·)^T  | Transposition |
| x^(k)  | Value of x at the k-th iteration |
| vec(·) | Vectorization operator |
| G      | Graph representation |
| card(·) | Return the number of nonzero elements |
| ||·||_2  | Standard \( \ell_2 \)-norm |
| const   | Constant |
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I. INTRODUCTION

EPILEPSY is one of the most common neurological diseases, which is accompanied by super-synchronous abnormal discharge of electroencephalogram (EEG) signals [1], [2]. In general, doctors need to detect epileptic seizures from dozens of hours of EEG signals. However, the duration of epileptic seizures is pretty short (only a few seconds) [3]. Therefore, it is crucial to detect epileptic seizures from massive EEG signals automatically. In this article, the objective is to develop an autonomous effective method to classify epileptic EEG signals.

The effective data representation of EEG signals is an essential prerequisite for EEG signals classification [4]. The representation methods of EEG signals are generally based on the spatial–temporal structure [5] and the transition network [6]. Due to the complexity of EEG waveform, the methods usually have the limitation on representing the relationship between EEG signal sampling points, which makes these methods challenging to extract relationship features between sampling points [7], [8], [9]. In recent years, converting signals into graphs has received extensive attention [6]. Although the graph representation-based methods can effectively extract the relationship between signal sampling points, these methods have limitations in building effective connections between sample points, especially when there exist a lot of redundant edges in the graph representation. This redundancy leads to an enormous generation time and memory usage, which may limit the promotion of graph representation methods on portable hardware devices.

Recently, traditional machine learning methods have been used for EEG signal classification tasks, for example, empirical mode decomposition method, hybrid-type machine learning method, and logistic model tree-based method [10], [11], [12]. However, most of the traditional methods require manual feature selection on EEG signals, which heavily relies on researcher’s experience and domain knowledge of EEG signals. These methods can be biased when the human expert is subjective [13]. Therefore, it is of great value to propose an autonomous method for epileptic EEG signal classification.

Deep learning methods have received extensive attention in autonomous classification [14], [15]. Input-to-output deep learning models can independently extract useful features from data [16], [17]. However, it is difficult to directly obtain the hidden features from the original data [18], [19]. For extracting a large number of features from datasets, large-scale
deep learning models have been derived by introducing extra prior\cite{20,21}. The training network problem is formulated as a sparse optimization problem with $L_1$-penalized terms, and solve such the problem by the sparse regularization approach\cite{22}. With increasing model scale, they have to take a huge of computing resources and memory storage, which leads that signal classification scenarios cannot be deployed on practical low-power device. Hence, it becomes promising to optimize lightweight deep learning models arising in epileptic EEG signal classification.

In this article, we propose a sparse spectra graph convolutional network (SSGCNet) for epileptic EEG signal classification. We first represent EEG signals as a frequency domain graph representation, and then use the sequential convolutional module to extract features between graph nodes. Under sparsity constraints, we introduce the alternating direction method of multipliers (ADMM)-type splitting and weight pruning strategy, which can compress the model while retaining the classification accuracy. Experimental results demonstrate the promising performance of the proposed SSGCNet in various real-world datasets. The main contributions of the article are summarized as follows.

1) We present a weighted neighborhood field graph (WNFG) representation method to represent epileptic EEG signals, which effectively extracts the node relationship features and sequential features.

2) We develop a sparse spectra graph convolutional neural network model, which achieves ten times compression rate with high classification accuracy.

3) We formulate the deep learning training problem as a constrained nonconvex problem, and then analyze the convergence results under mild assumptions.

4) We apply our SSGCNet method to several clinical-real applications.

The main advantage of our model is that the computational cost and space occupancy rate are much less than in other traditional methods. The average redundant edge of our graph representation is reduced by ten times on public datasets and ten times on clinical-real datasets, respectively. Our model compression exceeds other deep learning models in epileptic EEG signal classification around ten times.

The rest of this article is structured as follows. We introduce related work in Section II. In Section III, we introduce the graph representation of EEG signals, where the model can effectively extract the node relationship features in the sparse graph representation. The proposed sparse spectra graph convolutional neural network method is presented in Section IV. In Section V, by public and clinical-real datasets, various experimental results demonstrate the effectiveness and accuracy. The discussions of the proposed method are illustrated in Section VI. Section VII draws the concluding remarks.

The notation is listed in Nomenclature.

II. RELATED WORKS

In this section, we introduce the related work of EEG signal data represent methods in Section II-A and EEG signal classification methods in Section II-B.

A. EEG Signal Data Representation Methods

The most common data representation-based method is to represent EEG signals in the time domain, the frequency domain, or their combination\cite{5,13}. However, the relationship between the sampling points of the EEG signal is ignored. With the recent increase in available computational capacities, the graph representation-based method has recently attracted much attention\cite{7,8}. The earliest signal graph representation method is the visibility graph (VG), which uses a principle called “Connection Criterion” (see Table I) to build edges\cite{23}. The horizontal VG (HVG)\cite{24} is derived from VG, which uses a simpler connection criterion than VG. The variants of VG and HVG are limited penetration VG (LPVG) proposed by Zhou et al.\cite{25} and limited penetration HVG (LPHVG) proposed by Gao et al.\cite{26}, focusing on processing data with different granularities. Wang et al.\cite{27} conducted a more detailed study on the LPHVG topology.

Recently, numerous research efforts have been dedicated to develop the utilization of graph neural networks (GNNs)\cite{28}. In\cite{1}, a weighted HVG constructing algorithm is proposed to identify seizure from EEG signals. Depending on seizure patterns, EEG signal is converted into graphs, including basic VG and HVG, and is represented by these graphs\cite{4}. Multiscale LPHVG\cite{26} has also been applied to EEG signal analysis. However, most of the existing graph representation methods are limited by the above connection criterion to some extent. For epilepsy detection, this restriction is usually too strict, resulting in too few edges to be created, which makes it difficult to distinguish between epileptic seizures and nonepileptic seizures. Therefore, the weighted overlook graph (WOG) method\cite{29} enhances the ability of the graph representation method to distinguish EEG limit numbers by improving the connection criterion. Since these graph structures have many redundant edges, such graph representation occupies large computation space to store redundancy of weights. For this reason, we design a WNFG based on the EEG signal graph representation, which can significantly reduce the redundant edges between sampling points.

B. EEG Signal Classification Methods

There has been a growing body of literature addressing EEG signal classification problems based on various classifications models\cite{30,31,32,33,34}. The methods usually take the model as a whole module and train the model with a large number of parameters. For example, the directed transfer function-based convolutional neural network is proposed to address EEG signal classification problems\cite{5,33}. Despite good performance, the method is time-consuming. Dropout techniques are then introduced to randomly drop units from the neural network during training\cite{35}. The methods are optimized on multilayer perceptrons (MLPs) and convolutional neural networks\cite{36,37}. For example, the magnitude-based pruning method is proposed to compress the model in\cite{38}. However, these methods have ignored the sparsity property, especially for large-scale networks. With the development of optimization methods, extensive research work has been explored on sparse weight pruning of neural network. Based
on sparse regularization, clustering-based multitask feature learning algorithm is proposed to select informative features of EEG signals [39]. The pruning methods introduce \( L_1 \) and \( L_2 \) regularizers to optimize redundant weights. In [31], the \( L_1 \)-regularized stage-wise pruning is employed and then set as a single pruning rate for all layers. While sparse weight pruning offers several benefits, they lack theoretical guarantees on pruning performance.

Variable splitting methods have recently been introduced in the arena of sparsity-type problems, where it has become increasingly important due to splitting property [40], [41]. The methods, for example ADMM [42], [43], are efficient methods that can tackle this kind of sparsity problem. Weight pruning-based neural network can be solved using ADMM [44], [45]. Instead of minimizing the given constrained minimization problem, ADMM can transform it into an unconstrained one. Its main advantage is the splitting ability that splits a complex problem into several simpler subproblems [46]. The weight pruning has been formulated as a nonconvex constrained problem with \( L_1 \)-norm, but it penalizes individual elements of each weight vector instead of groups of elements in them [44]. In [45], the methods incorporate both ADMM and masked retraining to reduce the computational demand. Our main goal is to derive an efficient method for graph structure. While the empirical experiments show that ADMM converges to a stationary point, it lacks theoretical guarantees of convergence. In this article, we propose the ADMM weight pruning method that outperforms the existing methods in terms of pruning rate.

III. SPARSE SPECTRA GRAPH REPRESENTATION

In this section, we present a WNFG to represent EEG signals.

A. Preliminary

Before introducing our graph representation, we define the concept of graph representation in this article.

**Definition 1 (EEG Signal):** The EEG signal represents the electrical activity of brain cortex. The single-channel EEG signal (1-D time series) \( \mathbf{x} = \{x_1, x_2, \ldots, x_n\} \), where \( x_i \) is the \( i \)th sampling point of the EEG signal, and \( n \) is the total number of sampling points contained in the signal segment.

**Definition 2 (Frequency Domain of EEG Signal):** A frequency domain of EEG signal \( \mathbf{z} = \{z_1, z_2, \ldots, z_n\} \) as an EEG signal \( \mathbf{x} \) converted through Fourier transform

\[
z_m = \sum_{i=1}^{n} x_i e^{-j \frac{2\pi i}{n}} , \quad m = 1, 2, \ldots, n
\]

where \( z_m \) is the frequency domain of the \( i \)th element of \( \mathbf{x} \) [see Fig. 1(b)], and \( j \) stands for the imaginary unit.

**Definition 3 (EEG Signal Graph Representation):** \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) is the graph representation of EEG signal. \( \mathcal{V} = \{v_1, v_2, \ldots, v_n\} \) is the set of nodes represented by the graph, and the node \( v_i \) corresponds to the sampling point \( x_i \). \( \mathcal{E} = \{E_1, E_2, \ldots, E_n\} \) is the sets of edges for each node. Each edge set \( E_i \) of the \( i \)th node has the weight set \( \{\alpha_{i,1}, \alpha_{i,2}, \ldots, \alpha_{i,n}\} \), where represents the edge connecting two nodes \( v_i \) and \( v_j \). The element \( \alpha_{i,j} \) in the adjacency matrix \( A \) is

\[
\alpha_{i,j} = x_i - x_j , \quad i, j = 1, 2, \ldots, n .
\]

Note that we only use the real part of \( |z_m| \) of the frequency domain. The graph representation mentioned in this article is a directed graph. When \( \alpha_{i,j} = x_i - x_j, \alpha_{j,i} = x_j - x_i \) is used to distinguish the direction.

B. Weighted Neighbor Field Graph

The method we proposed is based on the classical graph representation [23], [25], [29]. Considering two arbitrary data points \( x_i \) and \( x_j (i < j) \) in an EEG signal \( \mathbf{x} \), an weighted, directed edge \( \alpha_{i,j} \) is created. We then have \( x_i > x_j \). The time complexity of WOG is \( O(n^2) \). Since this WOG method generates large number of edges, the main computational demand is in computing edges. Our main goal is to derive an efficient method for graph structure.

Here, we present the WNFG method. Given points \( x_i \) and \( x_j (i < j) \) in the EEG signal \( \mathbf{x} \), an weighted, directed edge
αᵢ, j is created. We have the relation

\[ x_i > x_j \text{ with } (|i - j| < K) \]  \hspace{1cm} (3)

where \( K \) is the neighbor field coefficient. Note that when \( K = n \), WOG is a special case of WNFG.

As shown in Fig. 1(c), we set the neighbor field coefficient \( K \) with \( K \ll n \). The time complexity of the graph structure then becomes \( O(Kn) \), which is smaller than that of WOG. We now obtain a sparse graph structure with lower complexity. In particular, when \( K = 1 \), the graph structure of each signal segment is a chain structure. When \( K \) is small, the deep learning model is difficult to converge, which causes the model nonconvergent. In our article, the value of \( K \) is set in the range \([20, 25]\), which simplifies the balanced graph structure and improves the stability of the classification accuracy.

Due to the interpretability of frequency domain, we then construct the spectra graph structure. As shown in Fig. 2, the epileptic waveforms in the time domain EEG signal are random in duration, amplitude, and phase. But, in the frequency domain, the spectra present the similar distribution (i.e., the low-frequency values are higher than high-frequency values).

In the WNFG, for any two data points \( z_i, z_j \in [z_m]_{m=1}^{n} \), the distance range between \( i \) and \( j \) is less than \( K \). As shown in Fig. 1(d), the connection rule between different points can be expressed as follows:

\[ z_i > z_j \text{ with } (|i - j| < K). \]  \hspace{1cm} (4)

The value of the edge between the data points is \( αᵢ, j \), which has the following equation:

\[ αᵢ, j = \frac{z_i - z_j}{i - j}. \]  \hspace{1cm} (5)

After computing all \( αᵢ, j \), we obtain the whole adjacency matrix \( A \) of the graph [see Fig. 1(e)]. We use positive and negative signs as the connection direction for the direct selection.

As a result, our graph structure has an effective edge connection and low computation complexity. This is also consistent with the relationship between EEG signal rhythms, which is adaptable to real-world applications. In the following, we will propose the graph classification method for EEG signals.

IV. GRAPH CLASSIFICATION METHOD

In this section, we propose the sparse spectra graph convolutional neural network for epileptic EEG signal classification.

A. Problem Formulation

Let \( w_l \in \mathbb{R}^{n×n} \) be a weight parameter of the \( l \)th layer and \( y \in \mathbb{R}^{n} \) be the input data. The problem of training an \( N \)-layer deep learning model can be formulated as follows:

\[
\{\hat{w}, \hat{y}\} = \arg \min_{w_{1:N}} \frac{1}{N} \sum_{l=1}^{N} \mathcal{L}(f_{l}(w_{1:N}))
\]

\[ \text{s.t.} \quad \text{card}(\Omega w_l) \leq \text{const}, \quad l = 1, \ldots, N \]  \hspace{1cm} (6)

where \( \text{card} \) returns the number of nonzero elements, \( \hat{w} \in \mathbb{R}^{n×n} \) is the optimal weight parameter sequence, \( \hat{y} \in \mathbb{R}^{n} \) is the output in deep learning model corresponding to the probability of seizure or nonseizure, \( \Omega \in \mathbb{R}^{n×n} \) is an operator, \( f \) is the loss function, and \( w_{1:N} = \text{vec}(w_1, \ldots, w_N) \). Our objective is to obtain the output \( \hat{y} \) and the parameters \( \hat{w} \).

The settings of the operator \( \Omega \) can be used to represent three kinds of pruning methods.

1) When \( \Omega \) is an identity matrix, the constraint set \( \{\text{card}(\Omega w_l) \leq \text{const}\} \) represents the number of nonzero elements of the parameter \( w_l \).

2) When the matrix \( \Omega \) is a learned matrix, an analysis sparse representation can be obtained [48]. The constraint set represents the number of grouped nonzero elements of the parameter \( w_l \).

3) When the matrix \( \Omega \) is structured, the weights can be pruned in parallel.

It should be noted that, if all the products \( \Omega w_l \) are out of the constraint sets, the objective becomes training a deep learning model without any weight pruning. Due to the nonconvexity, it is challenging to solve such the problem, particularly when the parameters and the model are in large-scale size. To address the issue, we introduce the SSGCNet method, which combines the ADMM-type splitting and weight pruning strategy.

B. Framework of SSGCNet

In this section, we introduce the framework of SSGCNet. The SSGCNet includes one hop aggregation operations, four sequential convolutional layers, two fully connected layers, and weight pruning process. The aggregation operation is performed by multiplying the vector by the adjacency matrix. The sequential convolutional layers can accurately extract sequential features in the sequence. The fully connected structure can be equivalent to the readout structure in the GNN [28]. The framework of our SSGCNet is shown in Fig. 3. Although the node aggregation of the GNN belongs to a multihop operation for all nodes, our graph structure can completely retain the information of graph node aggregation in this process. We construct the aggregated part of the graph nodes as a single module for operations on the convolutional layer and fully connected layer. Then, we use the ADMM method.
weight pruning method to optimize the structure of the model, which will be discussed in Section IV-C.

The graph $\mathcal{G}$ with $n$ nodes is equivalent to the input signal containing $n$ data points. We first obtain the primary aggregation vector of each node and its neighbor nodes through the product of the vector $h^k_{i_1} = \{h_{v_i}, h_{v_j}, h_{v_k}, \ldots, h_{v_n}\}$. In particular, when $k = 0$, the vector $h$ is an all-ones vector. With performing the $k$-hops, we then have

$$h^k_{v_i} = h^{k-1}_{v_i} + \sum_{[u]} h^{k-1}_{u}$$  \hspace{1cm} \text{(7)}

where $u_i$ denotes the $i$th node of the graph $\mathcal{G}$, and $u_i$ denotes the set of all the neighborhood nodes of $u_i$.

1) Node Aggregation: To aggregate the node information of directional graph, we use the vector $h$ and the adjacency matrix $A$ to multiply $k$ times

$$h^k = h^{k-1} \cdot A$$  \hspace{1cm} \text{(8)}

where $h^k$ denotes the value of $h$ at the $k$th iteration. At the $k$th time, the relative position of each node in the vector remains unchanged.

2) Node Sequential Convolution: After obtaining the node aggregation vector, $h^k_{v_i}$ is multiplied by each element of the learnable parameter $\theta = \{\theta^1, \theta^2, \ldots, \theta^n\}$, given by

$$o^i = \theta^i \cdot h^k_{v_i}$$  \hspace{1cm} \text{(9)}

which effectively weighs the importance of different node information in backpropagation. Note that the operation does not change the node order of the aggregation vector. We can prune the learnable vector to reduce aggregated vectors.

We introduce the sequential convolution structure represented by sequential graphs in SGCN to extract sequential features in the graph structure the output of the aggregation. The size of the convolution kernel is the receptive field of the node range. The 1-D convolution uses the operation of zero padding on both sides. The size of the output vector is consistent with the size of the input vector after the convolution is completed by

$$y^i = \sigma \left( \sum_{j=1}^{n} w^i_{j} \cdot o^{i+j+1} + b_j \right)$$  \hspace{1cm} \text{(10)}

where $\sigma(\cdot)$ is the rectified linear unit (ReLU) activation function [49], $u$ is the kernel size, $w^i_{j}$ is the convolution kernel parameter in $l$th layer, and $b_j$ is the bias in the $l$th layer.

3) Fully Connected Layer: We perform a max-pooling operation on the two results of the convolutional layer, expressed as follows:

$$y^i = \max(y^{2i-1}, y^{2i})$$  \hspace{1cm} \text{(11)}

and then, we feed the signal to the fully connected layer by

$$y^i_{fc} = \sigma \left( \sum_{j=1}^{n} w_{l,j} \cdot y^i + b_l \right)$$  \hspace{1cm} \text{(12)}

Here, $y^i_{fc}$ is the output of the SSGCNet. Note that we use Adam optimizer to optimize the model [50], and the function $f$ is a cross-entropy function, defined by

$$f(w_{1:N}, y) = -\log \left( \frac{\exp^{y_{fc}}}{\sum_{i=1}^{N} \exp^{y_i}} \right)$$  \hspace{1cm} \text{(13)}

To date, we can obtain the output $\hat{y}$ by computing (13). Our model is suitable for signals that can be well represented in graph nodes. However, as the scale of graph nodes and the computational complexity of the networks increase, the methods lack strong performance guarantee. In the following, we leverage the sparse redundancy in the number of weights of SSGCNet.

C. ADMM Weight Pruning Method

Using the ADMM-type splitting method [42], we introduce auxiliary variables $z_1, \ldots, z_N$ and an indicator function $g(\cdot)$. The constrained problem (6) can be rewritten as follows:

$$\min_{w_{1:N}} \left[ f(w_{1:N}, y) + \sum_{l=1}^{N} g(z_l) \right]$$

$$\text{s.t. } z_l = \Omega w_l, \quad l = 1, \ldots, N$$  \hspace{1cm} \text{(14)}
where the indicator function is defined by
\[
g(z) = \begin{cases} 0, & \text{card}(z) \leq \text{const} \\ \infty, & \text{otherwise}. \end{cases}
\] (15)

The augmented Lagrangian function associated with (14) is formulated as follows:
\[
\mathcal{L}(w_{1:N}, z_{1:N}; \eta_{1:N}) = f(w_{1:N}, y) + \sum_{i=1}^{N} g(z_i) + \sum_{i=1}^{N} \eta_i^T (z_i - \Omega w_i) + \frac{\rho}{2} \|z_i - \Omega w_i\|^2_2
\] (16)

where \( \eta_i \) is the Lagrange multiplier, \( z_{1:N} = \text{vec}(z_1, \ldots, z_N) \), \( \eta_{1:N} = \text{vec}(\eta_1, \ldots, \eta_N) \), and \( \rho \) is a penalty parameter. Starting at \( w_{1:N} = w_{1:N}^{(k)}, z_{1:N} = z_{1:N}^{(k)} \), and \( \eta_{1:N} = \eta_{1:N}^{(k)} \), the iteration steps of ADMM become
\[
w_{1:N}^{(k+1)} = \arg \min_{w_{1:N}} \mathcal{L}(w_{1:N}, z_{1:N}; \eta_{1:N}) \tag{17a}
\]
\[
z_i^{(k+1)} = \arg \min_{z_i} \mathcal{L}(w_{1:N}^{(k+1)}, z_i; \eta_i^{(k)}) \tag{17b}
\]
\[
\eta_i^{(k+1)} = \eta_i^{(k)} + \frac{\rho}{2} (z_i^{(k+1)} - \Omega w_i^{(k+1)}) \tag{17c}
\]

which objective is to find a stationary point \((w, \tilde{z}, \tilde{\eta})\). The \( z_i \) and \( \eta_i \) subproblems compute the updates for each layer. The main benefit of combining with ADMM is that each auxiliary subproblem computes the updates for each layer. The additional variable \( z_i \) can split the nonconvex sets arising in the weight pruning problem.

We write the subproblem in (17a) as follows:
\[
w_{1:N}^{(k+1)} = \arg \min_{w_{1:N}} f(w_{1:N}, y) + \sum_{i=1}^{N} \left( \eta_i^{(k)} \right)^T (z_i^{(k)} - \Omega w_i) + \frac{\rho}{2} \|z_i^{(k+1)} - \Omega w_i^{(k+1)}\|^2_2.
\] (18)

The function \( f \) is the cross-entropy function [see (13)], and the second term is a square of \( L_2 \) regularization. Thus, the sum of both functions is differentiable. We then solve (18) by computing the \( i \)th layer weight
\[
w_i^{(k+1)} = \begin{cases} \sum_{i=1}^{N} \exp \psi \sum_{i=1}^{N} \exp \psi - 1 \|y - \rho \Omega (z_i^{(k)} - \Omega w_i + \eta_i^{(k)})\|, & i = f \& c \\
\sum_{i=1}^{N} \exp \psi \|y - \rho \Omega (z_i^{(k)} - \Omega w_i + \eta_i^{(k)})\|, & i \neq f \& c. \end{cases}
\] (19)

For solving each \( z_i \)-subproblem, we write
\[
z_i^{(k+1)} = \arg \min_{z_i} g(z_i) + \left( \eta_i^{(k)} \right)^T (z_i - \Omega w_i^{(k+1)}) + \frac{\rho}{2} \|z_i - \Omega w_i^{(k+1)}\|^2_2.
\] (20)

Inspired by Boyd et al. [42], we can obtain
\[
z_i^{(k+1)} = \Pi \left( \Omega w_i^{(k+1)} - \eta_i^{(k+1)}/\rho \right)
\] (21)

where \( \Pi(\cdot) \) is projection operator onto the constraint set \( \{x : \text{card}(x) \leq \text{const}\} \). Note that the penalty constant controls the trade-off between least-squares errors and desired sparsity.

After all the iterations, we can obtain the stationary points \((w, \tilde{z}, \tilde{\eta})\). Here, we can use other splitting methods, such as augmented Lagrangian splitting method and Peaceman–Rachford splitting [51], to compute the objective function (14). When the objective function (16) is convex, then the function globally converges to the global point \((\tilde{w}, \tilde{z}, \tilde{\eta})\) [42]. However, the function here is nonconvex.

We need assumption conditions that ensure the convergence results, for example, proper choices of \( \rho \) and \( \Omega \) [48]. In the following, we will prove the convergence results.

D. Convergence Analysis

Since pruning a deep neural network is nonconvex problem, even when both the loss function and constraints are convex, we will consider the nonconvexity in this article. We use the following assumptions for establishing the convergence.

Assumption 1: The function \( f(x, y) \) is prox-regular [52], [53] at \( x \) with constants \( M > 0 \). That is, for any \( x_1 \) and \( x_2 \) in a neighborhood of \( x \), there exists \( M \), such that
\[
f(x_1, y) - f(x_2, y) 
\geq -\frac{M}{2} \|x_1 - x_2\|^2 + \langle \delta_x f(x_2, y), x_1 - x_2 \rangle.
\] (22)

Assumption 2: \( \Omega \) is full-column rank with
\[
\Omega \Omega^T \geq \kappa^2 I.
\]

Assumption 1 can be used to bound the partial of the loss function \( f(w_{1:N}, y) \). According to Assumption 1, we have the following equations:
\[
f(w_{1:N}, y) - f(w_{1:N}^{(k+1)}, y) 
\geq -\frac{M_w}{2} \|w_{1:N}^{(k+1)} - w_{1:N}^{(k)}\|^2 + \langle \delta_w f(w_{1:N}^{(k+1)}, y), w_{1:N}^{(k+1)} - w_{1:N}^{(k+1)} \rangle
\] (23)

where \( M_w \) is a positive parameter. Due to the optimality condition on \( \mathcal{L}(w_{1:N}, z_{1:N}; \eta_{1:N}) \), we can obtain
\[
\delta_w \mathcal{L}(w_{1:N}, z_{1:N}, \eta_{1:N}) = 0
\] (24)

which implies that
\[
\delta f_w (w_{1:N}, y) = \Omega_{1:N} \eta_{1:N}^{(k)} + \rho \Omega_{1:N} \left( z_{1:N}^{(k)} - \Omega_{1:N} w_{1:N}^{(k+1)} \right)
\] (25)

where \( \Omega_{1:N} = \text{blkdiag}(\Omega, \ldots, \Omega) \) with the block diagonal matrix operator \( \text{blkdiag}(\cdot) \). Now, we are ready to prove that the sequence \( \mathcal{L}(w_{1:N}^{(k)}, z_{1:N}^{(k)}; \eta_{1:N}^{(k)}) \) is monotonically nonincreasing when updating the variables \( w_{1:N} \).

Lemma 1: Let Assumptions 1 and 2 be satisfied. Also, let \( \{w_{1:N}^{(k)}, z_{1:N}^{(k)}; \eta_{1:N}^{(k)}\} \) be the iterative sequence. If \( \rho \geq M_{\kappa}/\kappa^2 \), then the sequence \( \mathcal{L}(w_{1:N}^{(k)}, z_{1:N}^{(k)}; \eta_{1:N}^{(k)}) \) is nonincreasing with the updates of \( w_{1:N} \).
Algorithm 1 SSGCNet

Input: weights \( w_{1:N} \), signal \( x \), auxiliary variables \( z_{1:N} \) and \( \eta_{1:N} \), parameter \( \rho \), parameters \( \theta_{1:n} \)

Output: \( \hat{w}, \hat{y} \)

1. compute graph representation \( y \) by (1) and (5);
2. for each epoch \( k_e \leq K_{\text{max}} \) do
   3. compute the node aggregation \( \{o^j\} \) by (9);
   4. compute the node sequential convolution layer \( \{y^j\} \) by (10);
   5. while not convergent do
      6. compute \( w_{1:N} \) by (19);
      7. compute \( z_{1:N} \) by (21);
      8. compute \( \eta_{1:N} \) by (17);
   9. end
10. compute the fully connected layer \( y^k \) by (12);
11. while not convergent do
   12. compute \( w_{1:N} \) by (19);
   13. compute \( z_{1:N} \) by (21);
   14. compute \( \eta_{1:N} \) by (17);
15. end
16. return \( \hat{y} = [y_1^k, \ldots, y_{n}^k] \) and \( \hat{w} \).
17. end

V. EXPERIMENTS

In this section, we evaluate our method on the Bonn dataset [54] and the spikes and slow waves (SSW) dataset [29]. We conduct experiments on graph representation, model classification performance, and pruning methods to estimate the performance of our proposed method in three parts. All our source code can be found at https://github.com/anonymous2020-source-code/WNFG-SSGCNet-ADMM.

A. DATASETS

In this article, we evaluate our method on two epileptic EEG signal datasets, namely, the Bonn dataset and the SSW dataset.

1) Bonn Dataset: The Bonn dataset is a single-channel epileptic EEG signal dataset from Bonn University, Germany, which contains five subsets A–E. Subsets A and B are from five healthy subjects. Subsets A and B are collected from the normal EEG signal of the subject with eyes open and closed, respectively. Subsets C–E are from five patients with confirmed epilepsy, including reverse area, epilepsy lesion area, and epileptic seizures. Only subset E is the data of epileptic seizures. Each category is composed of 100 EEG signals containing 4097 data points. The sampling frequency is 173.6 Hz, and the total duration of each signal is 23.6 s. The dataset has been preprocessed, such as myoelectricity and power frequency interference. See [54] for details. We split the data into nonoverlapping samples of length 256; that is, each piece of data is divided into 16 segments, and each subset contains 1600 segments. The experiments we designed are difficult due to the reduced information contained in each segment. Since only E is epilepsy, according to the experimental settings of previous work, we set up a total of four experiments, namely, A versus E, B versus E, C versus E, and D versus E. Each experiment contained 3200 EEG
segments, of which 1600 are nonepileptic and 1600 are epileptic.

2) SSW Dataset: This dataset is a single-channel absence epileptic EEG signal dataset containing two categories (seizure data and nonseizure data). Absence epileptic seizures have no obvious symptoms of convulsions. Absence epilepsy is clinically diagnosed by identifying SSW, which are epileptic waveforms consisting of a spike followed by a slow wave. The sampling frequency is 200 Hz. Usually, the duration of an SSW was less than 1 s. See [29] for details. Therefore, we divide the signal into 1 s (containing 200 data points) and mark the signal by clinical experts from famous local hospitals. Data are collected from ten patients diagnosed with absence epilepsy. Each seizure EEG signal contains at least one complete SSW data. The total number of the SSW dataset is 20,946 EEG signal segments, of which 10,473 are non-SSW and 10,473 are SSW.

B. Experimental Settings

We implemented the experiment in PyTorch 1.10.1 with python3, which was tested on four Nvidia Titan XP GPUs. For comparison, all the methods in the following have the same experimental settings.

For the EEG signal segment, the duration of epileptiform waves is around 3 s to several hours [55]. Meanwhile, the EEG signal segment includes enough epileptiform vibration cycles, and the frequency can only be resolved by repeating enough vibration cycles. The fundamental frequency of epilepsy ranges from 2.5 to 4 Hz [56], which is 0.25 and 0.4 s when converted into cycles. Since a segment contains multiple cycles, it is generally at least greater than 0.4 s. In this article, we segment the single EEG signal from Bonn dataset into small segments of equal length with around 1.5 s (containing 256 data points without overlap). For the SSW dataset, we set 1 s as each segment. We test the following deep learning models used in EEG signal classification tasks.

1) MLP [57]: MLP is a multilayer perceptron that includes five fully connected layers. The numbers of the neuron are \([n, 128], [128, 64], [64, 32], [32, 16],\) and \([16, 2]\), respectively. Here, \(n\) is the node number of the input graph. Compared with SSGCNet, the MLP model has no node aggregation module and no sequential convolution module. The fully connected layer is exactly the same as SSGCNet. The purpose is to evaluate the performance of a module designed for EEG graph representation in SSGCNet.

2) GNN [20]: GNN is a graph neural network that includes node aggregation and fully connected layers. The model includes node aggregation and five fully connected layers, and other parameter settings of the model are the same as those of MLP. Compared with SSGCNet, the GNN model has no sequential convolution module. In addition to the node aggregation module, the fully connected layer is exactly the same. The purpose is to evaluate the performance of sequential convolution modules in SSGCNet.

3) 1-D CNN [58]: The 1-D CNN is a deep learning model that includes the 1-D convolutional layer, the max-pooling layer, and the fully connected layer. The convolutional layer has four layers, the max-pooling layer has four layers, and the fully connected layer has two layers. The convolution kernel size is \([1, 3]\), its step size is 1, and the number of channels in each layer is 8, 16, 32, and 64, respectively. The size of the largest pooling layer is \([1, 2]\), and the step size is 2. The dimensions of the fully connected layer are \([64, 16]\) and \([16, 2]\). Compared with SSGCNet, the 1-D-CNN model has no node aggregation module. In addition to the sequential convolution module, the fully connected layer is exactly the same. The purpose is to evaluate the performance of sequential convolution modules in SSGCNet.

4) Our SSGCNet: SSGCNet includes node aggregation, 1-D convolution, and fully connected layers (see Fig. 3 for details). In the 1-D convolutional layer, the size of the convolution kernel is \([1, 3]\), its step size is 1, and the number of channels in each layer is 8, 16, 32, and 64. The size of the largest pooling layer is \([1, 2]\), and the step size is 2. Other settings are the same as those of GNN. In MLP, GNN, 1-D-CNN models, other parameters, learning rate, experimental conditions, and so on are the same as parameters of SSGCNet. To transform the adjacency matrix into a 1-D vector, all models implement a node aggregation as in 8. The matrix \(\Omega\) is an identity matrix, and the parameter \(\rho\) of the iteration is 0.1.

C. Generation Time and Space of WNFG

In this section, we evaluate the generation time, generation space, and the accuracy of the graph representation in the time and frequency domains, respectively. We conducted ten experiments with different connection rates of the connection rule (connection rates = 1, 0.2, . . . , 0.1). The connection rate represents the proportion of the connection rule for each node. For instance, the connection rate is 0.1, and the node is only connected to other near field nodes with a maximum distance of 10% in the graph.

The connection rate is from 1 to 0.1, the time and frequency domains have the same decreasing trend in generation time. It can be seen from Fig. 4 that the generation time and space occupied by different datasets are reduced as follows.

1) The generation time reduces from 2.07 to 0.61 s on the bonn dataset and from 5.76 to 1.58 s on the SSW dataset (time domain). The generation time reduces from 2.06 to 0.63 s on the bonn dataset and from 6.17 to 2.10 s on the SSW dataset (frequency domain).

2) The generation space reduces from 870261 to 136511 kb on the bonn dataset and from 4589179 to 757256 kb on the SSW dataset (time domain). The generation space reduces from 1441290 to 247069 kb on the bonn dataset and from 5375560 to 918378 kb on the SSW dataset (frequency domain).
Fig. 4. Time and space overhead of WNFG in different connection rates.

Fig. 5. Accuracy of different connection rates of WNFG in the Bonn and SSW datasets. The orange bar represents the time domain, and the blue bar represents the frequency domain.

**TABLE II**

| Models | Domain | A vs E | B vs E | C vs E | D vs E | SSW |
|--------|--------|--------|--------|--------|--------|-----|
|        |        | Acc    | Spe    | Sen    | Acc    | Spe | Sen |
| MLP    | Time   | 1.000  | 0.999  | 0.999  | 0.985  | 0.991 | 0.983 | 0.963 | 0.969 | 0.951 | 0.913 | 0.919 | 0.907 |
|        | Frequency | 0.999  | 0.999  | 0.999  | 0.984  | 0.976 | 0.984 | 0.967 | 0.954 | 0.967 | 0.891 | 0.868 | 0.920 |
| GNN    | Time   | 0.995  | 1.000  | 0.991  | 0.984  | 0.997 | 0.995 | 0.994 | 0.997 | 0.992 | 0.992 | 0.922 | 0.937 |
|        | Frequency | 0.999  | 0.999  | 0.999  | 0.988  | 0.988 | 0.976 | 0.976 | 0.966 | 0.969 | 0.903 | 0.896 | 0.917 |
| 1D-CNN | Time   | 1.000  | 1.000  | 1.000  | 1.000  | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.977 | 0.978 | 0.979 |
|        | Frequency | 1.000  | 1.000  | 1.000  | 1.000  | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.999  | 0.999  | 0.999  |

We also evaluate the classification performance of different connection rate graph representations. As shown in Fig. 5, when the connection rate is higher than 0.1, the classification performance of the graph representation does not decrease significantly. For example, the classification performance is even higher when the decrease in the connection rate on SSW is lower. The experiments show that reducing the number of connections in the graph representation does not lead to a significant drop in model performance. When the neighborhood rate is lower than 0.1, the classification accuracy tends to decrease, especially in the experiments of C versus E and D versus E. The experimental results show that when the graph representation neighborhood ratio is lower than 0.1, the information contained in the edges in the graph structure is limited, and it cannot effectively distinguish samples of different categories. In the classification accuracy of time and frequency domain graph representation, we can find that the classification accuracy of frequency domain graph representation is significantly higher than that of time domain graph representation in most cases. In our experiments, we choose the connection rate of graph representation to be 0.1.

**D. Ablation Study of EEG Signal Classification Model**

To evaluate the performance of the classification model proposed in this article, we implement ablation experiments to evaluate the effect of each module of the deep learning model. We test the MLP, GNN, 1-D-CNN, and SSGCNet deep learning models. As shown in Table II, we conduct experiments in the time and frequency domain WNFG with near field rate equal to 0.1. We set the maximum epoch to 30, which is...
because the loss of different baseline methods converged after 30 iterations. We use a fivefold cross validation to test the dataset. Each result comes from the best of 30 epochs, and we choose the five best results to average. In all models, the results of the frequency-domain WNFG are better than the results of the time-domain WNFG, indicating that the frequency-domain WNFG has better classification performance. The model with node aggregation module (GNN) or the model with sequential convolution module (1-D CNN) outperformed the model without node aggregation and sequential convolution module (MLP) in classification results. This shows that both the node aggregation module and the sequential convolution module can provide gains for the classification task of epileptic EEG graph representation.

**E. Performance of Different Weight Pruning Methods**

To verify the performance of pruning methods in the EEG signal classification task, we compare the commonly used pruning strategies. To ensure that the effect of pruning is not disturbed by factors, such as model structure, we use an MLP model that only contains fully connected layers to experiment with all different pruning strategies. The MLP model consists of one input layer, two hidden layers, and one output layer. The maximum epoch \( K_{\text{max}} \) is 50, which is to ensure that the loss of all pruning methods converges. We use the fivefold cross validation to divide the dataset, and each result comes from the best of 50 epochs. We choose the average of the five best results as the final value. The number of hidden neurons is 256. The size of the hidden layer remains unchanged as \([256, 256]\), and the size of the output layer is \([256, c]\) with the number of categories \(c\).

We compare four pruning strategies, namely, dropout [30], weight pruning [44], knowledge distillation [32], and our ADMM weight pruning. The dropout method randomly resets the weights to zero, thereby reducing the number of model connections. The weight pruning method adopts the removal of smaller weights, thereby reducing the overfitting of the model. The knowledge distillation method improves the classification performance of the small model by using the small-scaled student model to learn the features extracted by the teacher model.

For each pruning strategy, we set the pruning rate to 0 (model compression 0 times), 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.98, 0.99 (model compression 100 times), and 0.999 (model compression 1000 times). As shown in Fig. 6, the classification accuracy represented by the frequency domain WNFG-SSGCNet provides the best results for epileptic EEG signal graph representation classification.

![Accuracy of the four pruning methods in the Bonn and SSW datasets. We use MLP as the baseline model.](image)

**TABLE III**

| Layers of model | Deep learning models with the same accuracy |
|-----------------|---------------------------------------------|
|                 | GNN | 2DCNN | SSGCNet | - | ADMM | - | ADMM |
| Layer 1         | 32768 | 6554 | - | 72 | 12 | 24 | 3 |
| Layer 2         | 8192 | 1639 | 1152 | 12 | 128 | 384 | 39 |
| Layer 3         | 2048 | 410 | 41472 | 415 | 41472 | 4608 | 461 |
| Layer 4         | 512 | 103 | 82944 | 830 | 82944 | 9216 | 922 |
| Layer 5         | 32 | 7 | 52428 | 5243 | 52428 | 32768 | 3277 |
| Layer 6         | - | 128 | - | 2 | 128 | 13 | 13 |
| Non-train       | 754 | 754 | 154 | 154 | 154 | 154 | 154 |
| Total           | 44306 | 9467 | 650210 | 6657 | 47282 | 4869 |
TABLE IV

| Methods | Complexity of Graph | Number of Parameters | Operation of multiplication | A vs. B | B vs. C | C vs. D | D vs. E | SSW |
|---------|---------------------|----------------------|-----------------------------|---------|---------|---------|---------|-----|
|         |                     |                      |                             | Acc     | Sp      | Sen     | Acc     | Sp  | Sen |
| CT-LS-SVM [59] | -                  | -                    | -                           | 1.000   | 1.000   | 0.000   | 0.995   | 0.899| 0.998|
| LSTM    | -                   | -                    | -                           | 0.995   | 0.999   | 0.998   | 0.954   | 0.986| 0.980|
| VG-GNN  | O(n^2)              |                      | -                           | 1.000   | 1.000   | 0.996   | 0.908   | 0.950| 0.950|
| YG-GNN  | O(n^2)              |                      | -                           | 0.979   | 0.997   | 0.987   | 0.954   | 0.966| 0.970|
| LPVG-GNN [25] | O(n^2)             |                      | -                           | 0.998   | 0.998   | 0.989   | 0.954   | 0.966| 0.970|
| IVPG-GNN [24] | O(n log n)         |                      | -                           | 0.999   | 0.999   | 0.998   | 0.954   | 0.966| 0.970|
| LPGN-GNN [26] | O(n log n)         |                      | -                           | 0.999   | 0.999   | 0.998   | 0.954   | 0.966| 0.970|
| WOG-GNN [20] | O(n)                |                      | -                           | 0.999   | 0.999   | 0.998   | 0.954   | 0.966| 0.970|
| WNFG-GNN-ADMM | O(n)             |                      | -                           | 0.999   | 0.999   | 0.998   | 0.954   | 0.966| 0.970|
| WOG-2DCNN [29] | O(n^2)             |                      | -                           | 1.000   | 1.000   | 0.999   | 0.997   | 0.997| 0.997|
| WOG-2DCNN-ADMM | O(n)             |                      | -                           | 1.000   | 1.000   | 0.999   | 0.997   | 0.997| 0.997|
| WOG-SSGCNet-ADMM | O(n)             |                      | -                           | 1.000   | 1.000   | 0.999   | 0.997   | 0.997| 0.997|
| LPVG-SSGCN [62] | O(n^2)            |                      | -                           | 1.000   | 1.000   | 0.999   | 0.997   | 0.997| 0.997|
| LPGN-SSGCNet-ADMM | O(n)             |                      | -                           | 1.000   | 1.000   | 0.999   | 0.997   | 0.997| 0.997|
| WNFG-SSGCNet | O(n)              |                      | -                           | 1.000   | 1.000   | 0.999   | 0.997   | 0.997| 0.997|
| WNFG-SSGCNet-ADMM-Dropout | O(n)       |                      | -                           | 1.000   | 1.000   | 0.999   | 0.997   | 0.997| 0.997|
| WNFG-SSGCNet-ADMM | O(n)             |                      | -                           | 1.000   | 1.000   | 0.999   | 0.997   | 0.997| 0.997|

domain graph is higher in all pruning strategy. As the pruning rate increases, the frequency domain graph representation classification is more stable than the time domain methods. For example, in the time domain graph representation, when the pruning rate reaches 0.8, the classification accuracy of most methods becomes 50% (classification failure). However, most methods in the frequency-domain graph representation do not fail until the pruning rate reaches 0.9. This shows that the frequency domain graph representation can effectively provide classification information in the case of a higher pruning rate for model optimization pruning. All other pruning methods fail at a pruning rate of 0.95 (model compression 20 times), while the ADMM method can maintain effective classification performance at a pruning rate of 0.99 (model compression 100 times). Even in the experiments of A versus E, C versus E, D versus E, and SSW, the ADMM method still maintains effective classification performance at 0.999 (model compression 1000 times). This shows that the ADMM weight pruning method has excellent model compression performance in the classification task of epileptic EEG signal frequency domain graph representation.

**F. Comparison With the Existing Methods**

To further verify the performance of the proposed method, we compare our method with existing epilepsy classification methods. Specifically, it includes comparison with other graph representation methods (see Table I) and other EEG graph representation classification models (see Table III).

In Table I, compared with the existing graph representation methods, the time complexity of our graph representation is lowest. In Table IV, our model has higher classification accuracy, which compared with other existing graph representations. This demonstrate that our graph representation not only has efficient EEG representation capability (with small generation time and space) but also has better classification performance.

From Table III, we can find that the ADMM method of GNN and SSGCNet can compress the model by ten times without degrading the classification accuracy, especially the 2-DCNN model can be compressed by 97 times.

**VI. DISCUSSION**

**A. WNFG Representation**

In this article, our EEG graph representation has two distinct differences from the traditional graph structure.

1) The WNFG graph is a directed graph, and its adjacency matrix is non-diagonally symmetric. It is difficult to aggregate nodes by constructing a Laplacian matrix on a diagonally symmetric matrix. As a result, the traditional node aggregation method will be incorrect for the graph representation studied in this article.

2) The sampling points of the EEG signals corresponding to the nodes represented by the graph have sequential characteristics in time order or frequency order. The sequence of the EEG signal sampling points changes, and then, the semantics of the EEG signals are completely different. As shown in Fig. 7, the topological structure of the two graphs is isomorphic. As a result, traditional graph classification models are not able to
Fig. 8. Training curves of four deep learning models with ADMM weight pruning for four subsets—A versus E, B versus E, C versus E, and D versus E.

Fig. 9. Frequency domain learnable weight vectors of SSGCNet on all datasets, which can be interpreted as the importance of each frequency to epilepsy detection.

B. Optimization of ADMM Pruning Strategy

Here, we verify the universal applicability of ADMM-type splitting and weight pruning strategy in deep learning models. For the Bonn dataset and the SSW dataset, we select four different deep learning models, including MLP, GNN, 1-D CNN, and SSGCNet. We train the original model on both datasets, then use ADMM weight pruning to optimize the model, and retrain the pruned model. In this experiment, we uniformly set the model connection rate of different models to 0.1. The model structure is ten times less than the original model parameters.

As shown in Fig. 8, the training process of the original model has fluctuated. After the pruning is completed, the training process becomes stable. This shows that after subtracting part of the redundant structure, the training process of the model tends to be more stable than the original process. When the model connection rate is 0.1, we find that the training process remains consistent with the unpruned situation. Even in some cases, the pruned model converges to a higher accuracy. Fig. 8 also shows the comparison results of the MLP, GNN, CNN, and SSGCNet models for Bonn and SSW datasets. Our weight pruning method achieves ten-time weight pruning on the deep learning models. This experiment demonstrates that the ADMM weight pruning method has universal applicability in different deep learning models, and it can maintain accuracy without reducing the number of model parameters.

C. Interpretability Analysis

Our interpretability comes from the learnable weight vector in Fig. 3. We convert the EEG signal as a graph representation, which is based on the relationship features among extracted vertices. It is helpful to understand the characteristics extracted
from EEG signals by our SSGCNet model. This also indirectly provides the explanation for the expected classification results. In Fig. 9, we visualize the weight vectors on all the datasets. The weights are generally higher on the frequency bands of 60–100 Hz, which correspond to gamma rhythm in EEG data stream. This is generally consistent with the medical domain studies [66], [67].

VII. CONCLUSION

In this article, we have introduced a SSGCNet method for epileptic EEG signal classification, which is based on ADMM-type splitting and weight pruning methods. We proposed an EEG signal graph representation method, a WNFG, which reduces the data generation time and memory usage. We then have introduced an ADMM weight pruning method for compressing redundancy in SSGCNet. Our method has achieved a model connection rate of up to ten times in both the Bonn and SSW datasets. Compared with other methods, our method has a lower computational cost and a smaller loss of classification accuracy.

APPENDIX

PROOF OF LEMMA 1

For the \( \mathbf{w}_{1:N} \)-subproblem, we get

\[
\mathcal{L}(\mathbf{w}^{(k+1)}_{1:N}, \mathbf{z}^{(k)}_{1:N}, \eta^{(k)}_{1:N}) - \mathcal{L}(\mathbf{w}^{(k)}_{1:N}, \mathbf{z}^{(k)}_{1:N}, \eta^{(k)}_{1:N})
\]

\[= f(\mathbf{w}^{(k+1)}_{1:N}, \mathbf{z}^{(k)}_{1:N}, \eta^{(k)}_{1:N}) + \frac{\rho}{2} \| \mathbf{z}^{(k)}_{1:N} - \Omega_{1:N} \mathbf{w}^{(k+1)}_{1:N} \|^2
\]

\[= f(\mathbf{w}^{(k+1)}_{1:N}, \mathbf{z}^{(k)}_{1:N}, \eta^{(k)}_{1:N}) + \frac{\rho}{2} \| \mathbf{z}^{(k)}_{1:N} - \Omega_{1:N} \mathbf{w}^{(k+1)}_{1:N} \|^2
\]

Combining (23), (29), and (30), we can obtain

\[
\mathcal{L}(\mathbf{w}^{(k)}_{1:N}, \eta^{(k)}_{1:N}) - \mathcal{L}(\mathbf{w}^{(k+1)}_{1:N}, \eta^{(k)}_{1:N})
\]

\[\geq \frac{\rho \mathbf{w}^2 - M_w}{2} \mathbf{w}^{(k+1)}_{1:N} - \mathbf{w}^{(k)}_{1:N}.
\]  

(31)
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