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Abstract
Parameter estimation and the variable selection are two pioneer issues in regression analysis. While traditional variable selection methods require prior estimation of the model parameters, the penalized methods simultaneously carry on parameter estimation and variable select. Therefore, penalized variable selection methods are of great interest and have been extensively studied in literature. However, most of the papers in literature are only limited to the regression models with uncorrelated error terms and normality assumption. In this study, we combine the parameter estimation and the variable selection in regression models with autoregressive error term by using different penalty functions under heavy tailed error distribution assumption. We conduct a simulation study and a real data example to show the performance of the estimators.
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1. Introduction
The high dimensional nature of the existing data sets is required new variable section and parameter estimation methods which has brought great attention to the statisticians. Variable selection focuses on searching for the best set of relevant variables to include in a model. In linear regression models there are two popular variable selection procedures: subset selection and penalized methods. Although, subset selection methods are quite practically useful, these methods need parameter estimation before performing the variable selection and they often show high variability which cannot reduce the prediction error of the full model. On the other hand, penalized regression methods which we consider in this study such as LASSO, bridge, ridge, SCAD and elastic-net are select variables and estimate model parameters simultaneously. Hence, these methods provide less prediction error and more stability than the subset selection methods. We can briefly summarize the basic properties of these methods as follows: Least Absolute Shrinkage Selection Operator (LASSO) estimation method (Tibshirani, 1996) the OLS loss function \((y - X\beta)^T(y - X\beta)\) is minimized under the restriction \(\sum_{j=1}^{p} |\beta_j| \leq t\). LASSO use \(L_1\) type penalized function. Unlike ridge regression, there is no analytic solution for the LASSO therefore numeric methods should be used. LASSO estimation method sets the unimportant coefficients to zero to achieve the model selection while doing the parameter estimation simultaneously. Smoothly Clipped Absolute Deviation (SCAD) introduced by Fan and Li (2001) possesses the oracle properties unlike the LASSO such as: unbiasedness for large true coefficient to avoid
excessive estimation bias, sparsity to reduce model complexity, continuity to avoid unnecessary variation in model prediction. According to Fan and Li (2001) optimal $\lambda$ can be choose by using Cross Validation (CV) method, it does not bring any difference to select $\alpha$ parameter. Fan and Li (2001) suggested taking $\alpha = 3.7$ is a good choice for various problem, we also use the same value in simulation study. Bridge, introduced by Frank and Friedman (1993) utilizes the $L_\gamma \ (\gamma > 0)$ penalty and thus, it includes the ridge (Hoerl and Kennard, 1970) ($\gamma = 2$) and the LASSO ($\gamma = 1$) as special cases. Bridge estimators produce sparse models when $0 < \gamma \leq 1$. In the literature there are some algorithms which proposed to choose optimal value of $\gamma$ (Park and Yoon, 2011, Liu et al., 2007). In this study we choose $\gamma$ and $\lambda$ parameters by using a two-dimensional grid search. If some of the covariates are highly correlated, then the elastic-net proposed by Zou and Hastie (2005) which combines $L_1$ and $L_2$ norms can be used.

These methods are widely used in literature and most studies have been done under assumption that observations are independent. However, if the error terms are correlated in time and ignoring this correlation effect while estimating the model parameters may result in incorrectly estimate of the variance of the model parameters. This causes the invalid resulting of confidence intervals and hypothesis tests. To overcome this problem, we assumed $p$ order autoregressive (AR($p$)) (Box and Jenkins, 1976) structure to model the error terms. This type of regression models has been considered before both parameter estimation without variable selection and penalized based variable selection cases.

Concerning the parameter estimation, some papers in literature which use normal distribution as error distribution assumption might be listed as follows. Alpuim and El-Shaarawi (2008) estimate parameters of the regression model with AR($p$) error term using the ordinary least square (OLS) estimation method. They also use the maximum likelihood (ML) and conditional maximum likelihood (CML) estimation methods under the assumption of normality and study the asymptotic properties of the resulting estimators. Beach and Mackinnon (1978) used ML method to estimate the parameters of AR(1) error term regression models. However, normality assumption is very restrictive and sensitive to the existence of outliers in the data. The $t$ distribution provides a useful alternative to the normal distribution for statistical modelling of data sets that have heavier tailed empirical distribution. Tiku (2007) estimates the parameters by using the modified maximum likelihood (MML) method for the regression model with AR(1) error terms under the assumption that the error term has heavy tailed distribution. Recently, Tuàç et al. (2018) proposed to use symmetric $t$ distribution as the distribution for error terms and used CML method to carry on the estimation of the model parameters in autoregressive error term regression model as a robust alternative to the normal distribution. Further, Tuàç et al. (2020) used skew alternatives to the normal and the $t$ distributions as error distributions in AR($p$) error term regression model.

Regarding the penalized variable selection case there are also some studies are exist based on AR($p$) error term regression model. Wang et al. (2007) consider linear regression with autoregressive errors. They employ the modified LASSO-type penalty both on regression and autoregressive coefficients. Yoon et al. (2012) consider adaptive LASSO, SCAD and bridge method in AR($p$) error term regression models under normality assumption. However, these papers are not considered any other distribution apart from the normal. In the regression model, the error terms may not always conform to the normal distribution in real life. The distribution of the data may be thicker-tailed than the normal distribution. Using normal distribution for the error terms might result lack of the performance of the selection of the important variables in the model besides
the higher MSE (mean squared error) of the parameter estimations. To solve this problem, as an alternative to the normal distribution, the symmetric $t$ distribution, which exhibits a thicker-tailed behavior than the normal distribution, is considered (Tuaç, 2020). Using $t$ distribution as error distribution improve the ability of the selection of the important variables and the resulting smaller MSE of the parameter estimations when there are outliers exist. In this paper, we construct five different penalized regression methods; LASSO, bridge, ridge, SCAD and elastic-net in the autoregressive error term regression model with the distribution assumption of $t$ distribution as a heavy tailed alternative to the normal distribution. To handle the complex maximization problem, we combine the Expectation Maximization (EM) (Dempster et.al, 1977, McLachilan and Krishnan, 1997) algorithm with aforementioned variable selection methods.

The remainder of the paper is organized as follows, Section 2 gives concise information about LASSO, bridge, SCAD and elastic-net estimators. In Section 3, we discuss penalizing the autoregressive error term regression model with mentioned methods. In Section 4, we give some brief description of EM algorithm and we propose an Expectation Conditional Maximization (ECM) (Meng, X. L. and Rubin, D. B., 1993) type of algorithm to calculate the ML estimate of the parameters and variable selection of penalized regression model with AR(p) error terms for each five methods under $t$ distribution assumption. Section 5 presents a simulation study and a real data example for comparison of the five methods based on $t$ distribution. Finally, Section 6 summarize the paper with a conclusion.

2. Penalized variable selection methods

Consider the following linear regression model

$$y_t = \sum_{i=1}^{M} x_{t,i} \beta_i + e_t, \quad t = 1,2,\ldots,N$$ (1)

where, $y_t$ is the response variable, $x_{t,i}$ explanatory variables, $\beta_i$ regression parameters and $e_t$ are independent and identically distributed random variables with mean 0 and variance $\sigma^2$. Penalized regression methods can be done by maximizing the following objective function

$$L_N = -\ln L(\beta, \sigma^2 | e_t) + N \sum_{i=1}^{p} p_{\lambda_i}(\beta_i),$$ (2)

where $\ln L(.)$ is the log-likelihood function and $p_{\lambda_i}(.)$ is a penalty function and $\lambda_i$’s are penalty parameters.

In this paper, we consider five different forms of $p_{\lambda_i}(.)$:

(i) $p_{\lambda}^{LASSO}(\beta_j) = \lambda \sum_{j=1}^{p} |\beta_j|, \quad \lambda > 0$
(ii) $p^{SCAD}_\lambda (\beta_j) = \begin{cases} 
\lambda |\beta_j|, & |\beta_j| \leq \lambda \\
- \left( \frac{|\beta_j|^2 - 2\alpha \lambda |\beta_j| + \lambda^2}{2(\alpha - 1)} \right), & \lambda < |\beta_j| \leq \alpha \lambda \\
\frac{(\alpha + 1) \lambda^2}{2}, & |\beta_j| > \alpha \lambda \end{cases}$

(iii) $p^{Bridge}_\lambda (\beta_j) = \lambda \sum_{j=1}^{p} |\beta_j|^\gamma, \quad 0 < \gamma \leq 1$

(iv) $p^{Ridge}_\lambda (\beta_j) = \lambda \sum_{j=1}^{p} \beta_j^2, \quad \lambda > 0$

(v) $p^{Elastic-Net}_\lambda (\beta_j) = \lambda \sum_{j=1}^{p} |\beta_j| + \lambda_2 \sum_{j=1}^{p} \beta_j^2$

3. Estimation in penalized autoregressive regression model

We consider model (1) with error terms have dependent structure as AR(p) model as follows

$$a_t = e_t - \phi_1 e_{t-1} - \cdots - \phi_p e_{t-p}, \quad |\phi_j| < 1, \quad j = 1, 2, \ldots, p.$$  \hfill (3)

For simplicity, following backshift operator $(B)$ can be used

$$a_t = \Phi(B)e_t$$ \hfill (4)

where $a_t$ will be the new error term for regression model. $E(a_t) = 0$, $Var(a_t) = \sigma^2$ and they are uncorrelated random variables with constant variance. Then, with the help of backshift operator, the regression model given in (1) with autoregressive error terms can be rewritten as

$$\Phi(B)y_t = \sum_{i=1}^{M} \beta_i \Phi(B)x_{t,i} + a_t, \quad t = 1, 2, \ldots, T$$ \hfill (5)

where,

$\Phi(B)y_t = y_t - \phi_1 y_{t-1} - \cdots - \phi_p y_{t-p},$

$\Phi(B)x_{t,i} = x_{t,i} - \phi_1 x_{t-1,i} - \cdots - \phi_p x_{t-p,i},$

$M$: number of regression coefficients,

$T = N - p$,

$p$: autoregressive degree,

$N$: sample size,

$\phi_j$ are the AR(p) model parameters for $j = 1, 2, \ldots, p$ and $a_t$ iid error terms with white noise process.
3.1 Normal distribution assumption

The parameter estimations and variable selection of regression model given in (4) can be done with penalized objective function as below. (Yoon et al., 2012)

\[
Q_N(\beta, \phi) = \sum_{t=p+1}^{N} \left( y_t - x_t^T \beta - \sum_{j=1}^{p} \phi_j (y_{t-j} - x_{t-j}^T \beta) \right)^2 + T \sum_{i=1}^{M} p_{\lambda_i} |\beta_i| + T \sum_{j=1}^{P} p_{\delta_j} |\phi_j| \tag{6}
\]

Under the assumptions that \( a_t \sim N(0, \sigma^2) \), this function also equivalently can be used as negative log likelihood function with penalized term as follows.

\[
Q(\beta, \phi, \sigma^2) = -\ln L_N(\beta, \phi, \sigma^2 | a_t) + T \sum_{i=1}^{M} p_{\lambda_i} |\beta_i| + T \sum_{j=1}^{P} p_{\delta_j} |\phi_j| \tag{7}
\]

where

\( p_{\lambda_i} |\beta_i| \): penalize function for \( \beta \),
\( p_{\delta_j} |\phi_j| \): penalize function for \( \phi \),

and

\[
\ln L_N(\beta, \phi, \sigma^2 | a_t) = c - \frac{T}{2} \ln(\sigma^2) - \frac{1}{2\sigma^2} \sum_{t=p+1}^{N} \left( \Phi(B)y_t - \sum_{i=1}^{M} \beta_i \Phi(B)x_{t,i} \right)^2 \tag{8}
\]

is the log likelihood function of the normal distribution. Someone can replace \( p_{\lambda_i} |\beta_i| \) function with interested penalized methods penalize function then the parameter estimation and the variable selection can be done simultaneously by minimizing equation (6) or maximizing equation (7).

Note that according to Yoon et al. (2012), sake of the ease of the computation, penalizing the autoregressive parameters are ignored. In this study, we also calculate both regression and autoregression parameter estimations with only penalizing the regression model parameters.

The penalized functions belong to LASSO, SCAD, bridge and elastic-net methods are not differentiable at the origin for the minimization problem in equation (6) and because they are not concave, Local Quadratic Approximation (LQA) which is proposed by Fun and Li (2001) can be used to solve this problem. According to the LQA the penalized functions are locally approximated at \( \beta^{(0)} = (\beta_1^{(0)}, ..., \beta_M^{(0)}) \) in the following quadratic function

\[
p_{\lambda_i}(|\beta_i|) \approx p_{\lambda_i}(|\beta_i^{(0)}|) + \frac{1}{2} p'_{\lambda_i}(|\beta_i^{(0)}|) \left( \beta_i^2 - \beta_i^{(0)2} \right) = \frac{1}{2} p'_{\lambda_i}(|\beta_i^{(0)}|) \beta_i^2 + p_{\lambda}(|\beta_i^{(0)}|) - \frac{1}{2} p'_{\lambda}(|\beta_i^{(0)}|) \beta_i^{(0)2} \tag{9}
\]
where,
\( p'_{\lambda_i} \): derivative of the interested penalized function
\( \beta_i^{(0)} \): initial values of \( \beta_i \)

By using this LQA method the minimization problem in equation (9) will be reduced the following objective function around \( \beta^{(0)} \).

\[
Q(\beta, \Phi, \sigma^2) = \sum_{t=p+1}^{N} \left( y_t - x_t^T \beta - \sum_{j=1}^{p} \Phi_j (y_{t-j} - x_{t-j}^T \beta) \right)^2 + \frac{T}{2} \sum_{i=1}^{M} p'_{\lambda_i} \left( \frac{\beta_i^{(0)}}{|\beta_i^{(0)}|} \right) \beta_i^2
\] (10)

By minimizing the above objective function the parameter estimations and the variable selections for autoregressive error term regression model with \( t \) distribution assumption can be made simultaneously.

\[
\hat{\beta} = \left[ \hat{\Phi}(B) X^T \hat{\Phi}(B) X + T p_\lambda(\Omega) \right]^{-1} \hat{\Phi}(B) X^T \hat{\Phi}(B) Y
\] (11)

where

\[
p_\lambda(\Omega): \text{is the diagonal matrix derived from LQA method with penalty parameter of interested variable selection method.}
\]

\[
\hat{\Phi} = R(\hat{\beta})^{-1} R_0(\hat{\beta})
\] (12)

where

\[
R_0(\hat{\beta}) = \begin{bmatrix}
\sum_{t=p+1}^{N} e_t e_{t-1} \\
\sum_{t=p+1}^{N} e_t e_{t-2} \\
\vdots \\
\sum_{t=p+1}^{N} e_t e_{t-p}
\end{bmatrix}, R(\hat{\beta}) = \begin{bmatrix}
\sum_{t=p+1}^{N} e_{t-1}^2 \\
\sum_{t=p+1}^{N} e_{t-2} e_{t-1} \\
\vdots \\
\sum_{t=p+1}^{N} e_{t-p} e_{t-1}
\end{bmatrix}
\]

\[
\hat{\sigma}^2 = \frac{1}{T} \sum_{t=p+1}^{N} (\hat{\Phi}(B)y_t - \hat{\Phi}(B)x_t \hat{\beta})^2
\] (13)

3.2 \( t \) distribution assumption

In this paper, we use ECM algorithm to find the CML estimates. Note that when \( t \) distribution is considered in different models, the ECM algorithm is extensively used because of the normal
mixture representation of the $t$ distribution. In the next section, we show how we employ the ECM algorithm to estimate the AR(p) regression model parameters under $t$ distribution assumption. The probability density function (pdf) of Student’s $t$ distribution which we used in this article is as follow.

$$f(x) = \frac{c_v}{\sigma} \left( v + \frac{x^2}{\sigma^2} \right)^{-\frac{v+1}{2}}, \quad -\infty < x < \infty$$

where $c_v = \frac{\Gamma\left(\frac{v+1}{2}\right)}{\Gamma\left(\frac{v}{2}\right)} \frac{\Gamma\left(\frac{v}{2}\right)}{\sqrt{\pi}}$, $v > 0$ degrees of freedom and $\sigma^2 > 0$ scale parameter.

The $t$ distribution is a symmetric heavy tailed alternative to the normal distribution and it is more resistant than the normal distribution to the outliers. Consider the model in equation (5) and assume that error terms have the $t$ distribution ($a_t \sim t_v(0, \sigma^2, v)$). The CML estimators of the unknown parameters $\theta = (\beta, \phi, \sigma^2, v)$ can be obtained by using the following conditional log likelihood function

$$\ln L(\theta|a_t) = \ln c_v - T \ln \sigma \frac{1}{2} \ln \left( v + \frac{1}{2} \sum_{t=p+1}^{T} \ln \left( v + \frac{(\Phi(B)y_t - \sum_{i=1}^{M} \beta_i \Phi(B)x_{t,i})^2}{\sigma^2} \right) \right).$$

The estimators of the parameter vector $\theta$ can be obtained by maximizing this conditional log likelihood function. However, it is not tractable to obtain the maximum of this function. Therefore, some numerical methods should be used to obtain the CML estimates of the parameters. Among these numerical methods, the ECM algorithm will be slightly easy to use because of the normal mixture representation of the $t$ distribution. First, hierarchical formulation in terms of the conditional distributions can be expressed as follows.

$$\Phi(B)y_t|u_t \sim N \left( \Phi(B)x_t^T \beta, \sigma^2_{u_t} \right),$$

$$u_t \sim Gamma \left( \frac{v}{2}, \frac{v}{2} \right),$$

where $u = (u_1, ..., u_n)$ is missing and $y$ is the observed data, respectively. Then the conditional pdf is

$$u_t|\Phi(B)y_t \sim Gamma \left( \frac{v + 1}{2}, \frac{1}{2} \left( v + \kappa_t^2 \right) \right),$$

where $\kappa_t^2 = \frac{(\Phi(B)y_t - \Phi(B)x_t^T \beta)^2}{\sigma^2}$. Considering $u$ is missing data and the complete data log likelihood function for $(y, u)$ can be written as

$$l_c(\theta; y, u) = -\frac{T}{2} \ln(2\pi \sigma^2) + \frac{1}{2} \sum_{t=p+1}^{T} \ln u_t$$
\[- \sum_{t=p+1}^{N} \left( \frac{\kappa_t^2}{2} + \frac{\nu}{2} \right) u_t + \left( \frac{\nu}{2} - 1 \right) \sum_{t=p+1}^{N} \ln u_t + T \ln c_\nu \] (18)

According to the procedure of the ECM algorithm, the conditional expectation of the complete data log likelihood function, given the observed data and the current parameter estimate should be calculated. Therefore, the following conditional expectation should be calculated.

\[
E(l_c(\theta; y, u)|\Phi(B)y_t) = - \frac{T}{2} \ln(2\pi\sigma^2) + T \ln c_\nu \\
+ \frac{1}{2} \sum_{t=p+1}^{N} E(\ln u_t | \Phi(B)y_t) \\
- \sum_{t=p+1}^{N} \frac{\kappa_t^2}{2} E(u_t | \Phi(B)y_t) \\
- \frac{\nu}{2} \sum_{t=p+1}^{N} E(u_t | \Phi(B)y_t) \\
+ \left( \frac{\nu}{2} - 1 \right) \sum_{t=p+1}^{N} E(\ln u_t | \Phi(B)y_t) \] (19)

The conditional expectations \(E(u_t | \Phi(B)y_t)\) and \(E(\ln u_t | \Phi(B)y_t)\) can be computed as follows.

\[
E(u_t | \Phi(B)y_t) = \frac{\nu + 1}{\nu + \kappa_t^2}, \] (20)

\[
E(\ln u_t | \Phi(B)y_t) = DG\left(\frac{\nu + 1}{2}\right) - \ln \left(\frac{1}{2} (\nu + \kappa_t^2)\right), \] (21)

where \(DG\) is digamma function. Then the steps of the ECM algorithm can be given as follows.

**The steps of the ECM algorithm:**
The steps of the ECM algorithm for this study can be briefly summarized as follows. **E step** Find the conditional expectations of the complete data log likelihood function given \(y_t\) and current parameter estimates \(\theta^{(k)}\). These conditional expectations result the objective function \(Q(\theta; \theta^{(k)})\) to be maximized. **M step** Maximize the objective function \(Q(\theta; \theta^{(k)})\) with respect to the parameters \(\theta\) to obtain the new estimates \(\theta^{(k+1)}\). These steps are very general. For the details of the algorithm to complete the estimates to following IRA can be given for the \(t\) distribution.
1. Determine the initial value \( \theta^{(1)} = (\beta^{(1)}, \phi^{(1)}, \sigma^2(1), \nu^{(1)}) \) of the parameter vector \( \theta \) and stopping criteria \( \eta \).

2. (E-step) Compute the following conditional expectations using the current estimates \( \theta^{(k)} = (\beta^{(k)}, \phi^{(k)}, \sigma^2(k), \nu^{(k)}) \) for \( k = 1, 2, 3 \ldots \)

\[
S_{1t}^{(k)} = E(u_t|\Phi(B)y_t, \tilde{\theta}^{(k)}) = \frac{\nu^{(k)} + 1}{\nu^{(k)} + \kappa_t^{(k)}} \\
S_{2t}^{(k)} = E(\ln u_t|\Phi(B)y_t, \tilde{\theta}^{(k)}) = DG\left(\frac{\nu^{(k)} + 1}{2}\right) - \ln \left(\frac{1}{2} \left(\nu^{(k)} + \kappa_t^{(k)}\right)\right)
\]

3. (E-step) Use these conditional expectations in the objective function \( Q(\theta; \tilde{\theta}) \) to form the following function to be maximized with respect to \( \theta \). By writing these conditional expectations in equation (21) the objective function to be maximized at M step can be obtained as follows:

\[
Q(\theta; \tilde{\theta}^{(k)}) = -\frac{T}{2} \ln(2\pi\sigma^2) + T\ln(c_r) + \frac{1}{2} \sum_{t=p+1}^{N} S_{2t}^{(k)} - \sum_{t=p+1}^{N} \frac{\kappa_t^{(k)^2}}{2} S_{1t}^{(k)} \\
-\frac{\nu}{2} \sum_{t=p+1}^{N} S_{1t}^{(k)} + \left(\frac{\nu}{2} - 1\right) \sum_{t=p+1}^{N} S_{2t}^{(k)} - \frac{T}{2} \lambda \sum_{i=1}^{M} \left[\beta_i^{(0)}\right]^{-1} \beta_i^{2}
\]

4. (CM step) Maximize \( Q(\theta; \tilde{\theta}^{(k)}) \) with respect to \( \theta = (\beta, \phi, \sigma^2, \nu) \) to obtain \( \theta^{(k+1)} = (\beta^{(k+1)}, \phi^{(k+1)}, \sigma^{2(k+1)}, \nu^{(k+1)}) \). By doing this we obtain following estimates at \( (k+1) \) th iteration

\[
\tilde{\beta} = \left[S_{1t}^{(k)} \Phi(B)X^T \Phi(B)X + Tp_\lambda(\Omega)\right]^{-1} \left[S_{1t}^{(k)} \Phi(B)X^T \omega \Phi(B)Y\right]
\]

\[
\tilde{\phi}^{(k+1)} = (R_s)^{-1}(R_{0s})
\]

\[
\hat{\sigma}^{2(k+1)} = \frac{1}{T} \left(\sum_{t=p+1}^{N} S_{1t}^{(k)}(\Phi(B)y_t - \Phi(B)x_t^T \tilde{\beta}^{(k)})^2\right)
\]

\( p_\lambda(\Omega) \): is the diagonal matrix derived from LQA method with penalty parameter of interested variable selection method.

Here
5. (CM-step) Solve the following equation to obtain the \((k + 1)\)th estimate of \(\nu\)

\[
\frac{\partial Q(\theta; \hat{\theta}^{(k)})}{\partial \nu} = \sum_{t=p+1}^{N} \left( \frac{1}{2} \ln \left( \frac{\nu}{2} \right) + \frac{1}{2} \frac{\Gamma'(\frac{\nu}{2})}{\Gamma(\frac{\nu}{2})} + \frac{1}{2} \hat{\nu}_{2t} - \frac{1}{2} \hat{\nu}_{1t} \right) = \sum_{t=p+1}^{N} \left( \text{DG} \left( \frac{\nu}{2} \right) - \ln \left( \frac{\nu}{2} \right) - 1 - \hat{\nu}_{2t} + \hat{\nu}_{1t} \right) = 0.
\]

(28)

7. These steps are calculated until the convergence criteria \(\| \hat{\theta}^{(k+1)} - \hat{\theta}^{(k)} \| < \eta\) is satisfied.

4. Simulation study

In this section, an extensive simulation study is given to compare the performances of model parameter estimation and variable selection obtained by using OLS, LASSO, SCAD, ridge, bridge and elastic net methods under autoregressive error term regression models based on \(t\) distributions for finite sample size. The calculations in the simulation study were made through the R 3.4.1 (R Core Team, 2020) program.

4.1 Sampling designs

We consider three different sampling cases, representing commonly encountered problems in data sets. \(\beta_0 = (\beta_{01}, \beta_{02}, ..., \beta_{0m})'\) and \(\phi_0 = (\phi_{01}, \phi_{02}, ..., \phi_{op})'\) denotes the true parameter vectors. \(e_t\) follows the AR(p) process as in equation (2) with \(t\) distribution. Estimating the degrees of freedom along with the other parameters may cause the influence function of the resulting estimators unbounded and hence they are not going to be robust (Lucas, 1997). Therefore, the degrees of freedom is usually taken as fixed and treated as a robustness tuning parameter in robustness studies (for example see Lange et.al, 1989). In this simulation study we use two different fixed degrees of freedom values for the \(t\) distribution. We choose the degrees of freedom as \(\nu = 3\) \((t_3)\) and \(\nu = 10\) \((t_{10})\). First value of this distribution provides heavy-tailed error distributions and the second value of degrees of freedom provides a thin-tailed distribution.

While applying the LASSO method for model selection, the \(\lambda\) parameter was constructed with 0.1 increments between \([0, 3]\) and BIC values were calculated for each result obtained from this interval, and the model corresponding to the smallest BIC value was selected as the best model.
Similarly, the γ parameter for the bridge method was produced in 0.1 increments in the range of [0.1, 2], and the λ parameter used in the bridge method was also included, and a two-dimensional grid search was performed. The model corresponding to the smallest obtained BIC value was considered as the best model. For the SCAD method, the value suggested by Fun and Li (2001) was taken as α=3.7 and the λ parameter was set up as 0.1 increments between [0, 3] as in the LASSO method. For the elastic net method, λ₁ and λ₂ were scanned simultaneously and the model corresponding to the smallest of the BIC values for each result obtained was determined as the best model. Sample sizes for all cases were taken as \( N = 50, 100, 300 \).

We consider three different simulation cases as explained below to show the performance of the mentioned methods.

**Case 1:** In this case we consider 8 covariates for the model (1) where \( \beta_0 = (3,1.5,0,0,2,0,0,0)' \). The independent variables of the regression model are independently generated from the multivariate normal distribution \( a_t \sim N_p(O, \Sigma) \). In this case we use AR order \( p = 1,2 \) and \( \sigma = 1 \). We use \( \phi = 0.8 \) for \( p = 1 \) and \( \phi = (0.8,-0.2)' \) for \( p = 2 \).

**Case 2:** In this case we would like to show the performance of the variable selection methods under the higher dimensional case. We use 40 covariates for the model (1). We take 20 insignificant and 20 significant independent variables with the following as

\[
\beta = \left( 0, \ldots , 0, \frac{2}{10}, \frac{2}{10}, 0, \ldots , 0, \frac{2}{10}, \frac{2}{10} \right)'.
\]

We generate the regression coefficients from multivariate normal distribution as in Case 1.

**Case 3:** In order to show the robustness of the estimators based on the t distribution against outliers, the model designed in Case I is reconsidered with outliers. Let \( \epsilon \) indicate the contamination rate with a value of 0.1 and \( m = \lceil \epsilon N \rceil \) is the full value of the contaminated data, with \( n \) being the sample volume. \( m \) contaminated data with \( t = 1,2, \ldots , m \), produced from \( N(50,1) \) distribution, the remaining \( t = m, m + 1, m + 2, \ldots , N \) data \( N(0,1) \) a data set with outliers was created. Actual values of \( \beta = (3,1.5,0,0,2,0,0)' \) and AR(\( p \)) model parameters \( \phi = 0.8 \) in case of \( p = 1 \), Taken as explanatory variables were obtained as in Case I.

**Variable selection performance.** All simulations were repeated 100 times and the ratio of correctly predicted zero coefficients under each condition was counted to measure the performance of the model selection criteria (Correct). Similarly, the coefficients with zero, which should not be zero in the model, were also counted and their ratios were calculated (Incorrect). At the same time, the correct zero amounts given in the real model were counted simultaneously in each simulation run, and the correct model ratio (Cor.fit.) obtained in 100 repetitions was calculated. For the autoregressive model, in each case, the number of correct autoregressive order (AR order) in 100 replicates was counted.

**Parameter estimation performance.** In order to measure the parameter estimation performances of the proposed methods, the results of the 95% confidence intervals calculated with the standard
The mean of the mean squared errors (MeanMSE) computed by using the following formula.

\[ MSE(\hat{\beta}) = (\hat{\beta} - \beta)' E(xx')(\hat{\beta} - \beta) \]

We give the average of the performance measures based on 100 simulated data sets for each simulation setting.

### 4.3 Simulation results

The simulation results for variable selection are given in Tables 1 - 10, and the results for mean of model parameter estimations, MSE, standard errors (SE), lower bounds (LB) and upper bounds (UB) are reported in Tables 11 - 15.

In Tables 1 – 4, the results for Case 1 are summarized. Table 1 and Table 2 show the results of the calculations with first-order autoregressive error terms, for \(t_{10}\) and \(t_3\) assumptions, respectively. It can be observed from Table 1 that all methods have similar performances according to the parameter estimation. This situation is also supported by the standard error and confidence interval estimations of the parameters in Table 11 and Table 12. It is easily seen that if the error distribution assumption is normal by then, LASSO, SCAD, bridge and elastic-net methods have equally superior performances over other methods for variable selection and selection of the correct AR degree. In Table 2, the results are presented under the heavy-tailed \(t_3\) distribution. From this table, it can be said that OLS, LASSO, SCAD and ridge regression methods are affected by the heavy taildness both in parameter estimation and in variable selection cases. Tables 3 and 4 show the results for the second order autocorrelation error terms. From these tables, we can see that as the autoregressive order increases, all the results obtained from the aforementioned methods deteriorate according to the MSE values. However, LASSO, SCAD, bridge and elastic net methods successfully maintain their variable selection performance. High dimensional simulation results mentioned in Case 2 are shown in Tables 5 - 8. From Table 5, it can be easily said that bridge and elastic net methods have quite good performance in terms of parameter estimation according to small MSE values. The results of the variable selection scenario in the high dimension, LASSO, SCAD, bridge and elastic net methods are able to identify the significant variables quite well. Table 6 shows the heavy-tailed error assumption and high dimension results together. From this table, the negative impact of parameter estimation performance on OLS, LASSO, SCAD and ridge regression methods can be seen under the heavy tail assumption. On the other hand; bridge and elastic net have better results than other methods on parameter estimation performance under both heavy tail and high dimension effects. From the parameter estimation perspective of view Table 13 summarizes both heavy and thin tailed results. Bridge and elastic net methods have superior performances due to the better variable selection in high dimension case. Tables 7 and 8 show the results assuming second degree autoregressive error terms distributed as \(t_{10}\) and \(t_3\), respectively. Similar to Case 1, it can be said that the parameter estimation performance of the mentioned methods worsens as the autoregressive effect increases. However, bridge and elastic net methods perform better in parameter estimation. The most striking part about this situation is seen in the
correct determination of the AR degree among all the mentioned methods. Although LASSO and SCAD methods have equal performance with bridge and elastic net in terms of determining significant variables in the regression model, bridge and elastic net have a much superior performance than other methods. Table 9 and Table 10 contains the simulation results for Case 3. For this case 10% contamination is generated for the response variable. Results regarding the data obtained from $t_{10}$ and $t_3$ distribution assumptions respectively. From Table 9 when the default distribution is normal, it is clear that the parameter estimation and variable selection performances of all methods deteriorate if there are some vertical outliers in the data. In Table 10, while the distribution assumption is heavy tailed, it can be said that bridge and elastic-net methods outperform other methods for both parameter estimation and variable selection performances. Especially when the sample size increased, the variable selection performances of bridge and elastic net methods improved both for the selection of important variables for the regression model and for the correct degree of AR. This results are also supported by Table 14 and 15. The parameter and interval estimation performances are affected from the contamination. From these tables under the outlier case the heavy tailed distribution assumption have better standard error and confidence interval estimation performance. Besides, bridge and elastic net methods cope better with the contaminations than the other methods.
Table 1. Variable selection performance for $t_{10}$ error (Case 1 AR order=1)

| N  | Method       | MSE   | Correct | Incorrect | Cor. fit. | AR order |
|----|--------------|-------|---------|-----------|-----------|----------|
| 50 | OLS          | 0.63022 | 0.22    | 0.00      | 0.00      | 0        |
|    | LASSO        | 0.71577 | 5.00    | 0.00      | 1.00      | 100      |
|    | SCAD         | 0.70708 | 5.00    | 0.00      | 1.00      | 100      |
|    | ridge        | 0.81457 | 0.22    | 0.00      | 0.00      | 0        |
|    | bridge ($\gamma = 0.7$) | 0.64991 | 5.00    | 0.00      | 1.00      | 100      |
|    | elastic-net  | 0.66223 | 5.00    | 0.00      | 1.00      | 100      |
| 100| OLS          | 0.50160 | 0.36    | 0.00      | 0.00      | 0        |
|    | LASSO        | 0.58037 | 5.00    | 0.00      | 1.00      | 100      |
|    | SCAD         | 0.58469 | 5.00    | 0.00      | 1.00      | 100      |
|    | ridge        | 0.75763 | 0.41    | 0.00      | 0.00      | 0        |
|    | bridge ($\gamma = 0.7$) | 0.58469 | 5.00    | 0.00      | 1.00      | 100      |
|    | elastic-net  | 0.59624 | 5.00    | 0.00      | 1.00      | 100      |
| 300| OLS          | 0.08640 | 0.66    | 0.00      | 0.00      | 0        |
|    | LASSO        | 0.01501 | 5.00    | 0.00      | 1.00      | 100      |
|    | SCAD         | 0.01446 | 5.00    | 0.00      | 1.00      | 100      |
|    | ridge        | 0.02276 | 1.75    | 0.00      | 0.00      | 0        |
|    | bridge ($\gamma = 0.7$) | 0.01936 | 5.00    | 0.00      | 1.00      | 100      |
|    | elastic-net  | 0.01994 | 5.00    | 0.00      | 1.00      | 100      |

Table 2. Variable selection performance for $t_{3}$ error (Case 1 AR order=1)

| N  | Method       | MSE   | Correct | Incorrect | Cor. fit. | AR order |
|----|--------------|-------|---------|-----------|-----------|----------|
| 50 | OLS          | 6.14354 | 0.10    | 0.00      | 0.00      | 1        |
|    | LASSO        | 5.25620 | 5.00    | 0.00      | 1.00      | 80       |
|    | SCAD         | 4.24132 | 5.00    | 0.00      | 1.00      | 81       |
|    | ridge        | 9.02561 | 0.06    | 0.00      | 0.00      | 1        |
|    | bridge ($\gamma = 0.7$) | 1.19562 | 5.00    | 0.00      | 1.00      | 100      |
|    | elastic-net  | 1.29511 | 5.00    | 0.00      | 1.00      | 98       |
| 100| OLS          | 4.58984 | 0.18    | 0.00      | 0.00      | 3        |
|    | LASSO        | 3.23587 | 5.00    | 0.00      | 1.00      | 85       |
|    | SCAD         | 2.52147 | 5.00    | 0.00      | 1.00      | 87       |
|    | ridge        | 5.66542 | 0.23    | 0.00      | 0.00      | 3        |
|    | bridge ($\gamma = 0.7$) | 1.10548 | 5.00    | 0.00      | 1.00      | 100      |
|    | elastic-net  | 1.16212 | 5.00    | 0.00      | 1.00      | 99       |
| 300| OLS          | 1.41556 | 0.46    | 0.00      | 0.00      | 5        |
|    | LASSO        | 2.25871 | 5.00    | 0.00      | 1.00      | 91       |
|    | SCAD         | 1.95621 | 5.00    | 0.00      | 1.00      | 95       |
|    | ridge        | 3.25471 | 0.55    | 0.00      | 0.00      | 6        |
|    | bridge ($\gamma = 0.7$) | 0.75625 | 5.00    | 0.00      | 1.00      | 100      |
|    | elastic-net  | 0.88524 | 5.00    | 0.00      | 1.00      | 100      |
### Table 3. Variable selection performance for $t_{10}$ error (Case 1 AR order=2)

| N  | Method       | MSE      | Regression Coefficient |
|----|--------------|----------|------------------------|
|    |              |          | Correct | Incorrect | Cor. fit. | AR order |
|50  | OLS          | 1.20224  | 0.12    | 0.00      | 0.00      | 0         |
|    | LASSO        | 2.55725  | 5.00    | 0.00      | 1.00      | 100       |
|    | SCAD         | 1.50708  | 5.00    | 0.00      | 1.00      | 100       |
|    | ridge        | 2.71457  | 0.13    | 0.00      | 0.00      | 0         |
|    | bridge ($\gamma = 0.7$) | 1.17904 | 5.00 | 0.00 | 1.00 | 100 |
|    | elastic-net  | 1.03620  | 5.00    | 0.00      | 1.00      | 100       |
|100 | OLS          | 0.81485  | 0.25    | 0.00      | 0.00      | 0         |
|    | LASSO        | 1.39416  | 5.00    | 0.00      | 1.00      | 100       |
|    | SCAD         | 1.25595  | 5.00    | 0.00      | 1.00      | 100       |
|    | ridge        | 1.99491  | 0.24    | 0.00      | 0.00      | 0         |
|    | bridge ($\gamma = 0.7$) | 1.00469 | 5.00 | 0.00 | 1.00 | 100 |
|    | elastic-net  | 0.70041  | 5.00    | 0.00      | 1.00      | 100       |
|300 | OLS          | 0.52598  | 0.60    | 0.00      | 0.00      | 0         |
|    | LASSO        | 1.26441  | 5.00    | 0.00      | 1.00      | 100       |
|    | SCAD         | 0.81565  | 5.00    | 0.00      | 1.00      | 100       |
|    | ridge        | 1.20595  | 1.64    | 0.00      | 0.00      | 1         |
|    | bridge ($\gamma = 0.7$) | 2.65604 | 5.00 | 0.00 | 1.00 | 100 |
|    | elastic-net  | 0.61257  | 5.00    | 0.00      | 1.00      | 100       |

### Table 4. Variable selection performance for $t_3$ error (Case 1 AR order=2)

| N  | Method       | MSE      | Regression Coefficient |
|----|--------------|----------|------------------------|
|    |              |          | Correct | Incorrect | Cor. fit. | AR order |
|50  | OLS          | 8.39124  | 0.10    | 0.00      | 0.00      | 1         |
|    | LASSO        | 6.81415  | 5.00    | 0.00      | 1.00      | 77        |
|    | SCAD         | 6.50981  | 5.00    | 0.00      | 1.00      | 75        |
|    | ridge        | 10.1145  | 0.09    | 0.00      | 0.00      | 1         |
|    | bridge ($\gamma = 0.7$) | 2.65604 | 5.00 | 0.00 | 1.00 | 100 |
|    | elastic-net  | 2.02209  | 5.00    | 0.00      | 1.00      | 95        |
|100 | OLS          | 6.01922  | 0.25    | 0.00      | 0.00      | 2         |
|    | LASSO        | 5.58925  | 5.00    | 0.00      | 1.00      | 83        |
|    | SCAD         | 3.52912  | 5.00    | 0.00      | 1.00      | 80        |
|    | ridge        | 7.56630  | 0.32    | 0.00      | 0.00      | 3         |
|    | bridge ($\gamma = 0.7$) | 1.95292 | 5.00 | 0.00 | 1.00 | 100 |
|    | elastic-net  | 1.69129  | 5.00    | 0.00      | 1.00      | 99        |
|300 | OLS          | 4.05256  | 0.31    | 0.00      | 0.00      | 4         |
|    | LASSO        | 4.12623  | 5.00    | 0.00      | 1.00      | 85        |
|    | SCAD         | 2.95624  | 5.00    | 0.00      | 1.00      | 90        |
|    | ridge        | 5.95824  | 0.43    | 0.00      | 0.00      | 5         |
|    | bridge ($\gamma = 0.7$) | 0.98527 | 5.00 | 0.00 | 1.00 | 100 |
|    | elastic-net  | 0.99814  | 5.00    | 0.00      | 1.00      | 100       |
Table 5. Variable selection performance for $t_{10}$ error (Case 2 AR order=1)

| N  | Method       | MSE    | Correct | Incorrect | Cor. fit. | AR order |
|----|--------------|--------|---------|-----------|-----------|----------|
| 50 | OLS          | 149.9554 | 0.10    | 0.02      | 0.00      | 0        |
|    | LASSO        | 15.57302 | 20.00   | 0.00      | 1.00      | 100      |
|    | SCAD         | 20.42574 | 20.00   | 0.00      | 1.00      | 100      |
|    | ridge        | 22.06755 | 0.30    | 0.01      | 0.00      | 0        |
|    | bridge ($\gamma = 0.8$) | 1.838428 | 20.00   | 0.00      | 1.00      | 100      |
|    | elastic-net  | 1.549361 | 20.00   | 0.00      | 1.00      | 100      |
| 100| OLS          | 95.9561  | 0.21    | 0.01      | 0.00      | 0        |
|    | LASSO        | 7.30260  | 20.00   | 0.00      | 1.00      | 100      |
|    | SCAD         | 11.4591  | 20.00   | 0.00      | 1.00      | 100      |
|    | ridge        | 12.6466  | 0.42    | 0.01      | 0.00      | 0        |
|    | bridge ($\gamma = 0.8$) | 0.95664 | 20.00   | 0.00      | 1.00      | 100      |
|    | elastic-net  | 0.65483  | 20.00   | 0.00      | 1.00      | 100      |
| 300| OLS          | 75.6543  | 0.40    | 0.01      | 0.00      | 0        |
|    | LASSO        | 6.55169  | 20.00   | 0.00      | 1.00      | 90       |
|    | SCAD         | 9.65418  | 20.00   | 0.00      | 1.00      | 95       |
|    | ridge        | 9.87563  | 0.56    | 0.01      | 0.00      | 0        |
|    | bridge ($\gamma = 0.7$) | 0.56978 | 20.00   | 0.00      | 1.00      | 100      |
|    | elastic-net  | 0.45929  | 20.00   | 0.00      | 1.00      | 100      |

Table 6. Variable selection performance $t_{3}$ error (Case 2 AR order=1)

| N  | Method       | MSE    | Correct | Incorrect | Cor. fit. | AR order |
|----|--------------|--------|---------|-----------|-----------|----------|
| 50 | OLS          | 592.955 | 0.06    | 0.02      | 0.00      | 0        |
|    | LASSO        | 59.4949 | 20.00   | 0.00      | 1.00      | 90       |
|    | SCAD         | 40.2942 | 20.00   | 0.00      | 1.00      | 95       |
|    | ridge        | 69.5491 | 0.12    | 0.01      | 0.00      | 0        |
|    | bridge ($\gamma = 0.8$) | 2.98516 | 20.00   | 0.00      | 1.00      | 98       |
|    | elastic-net  | 2.78965 | 20.00   | 0.00      | 1.00      | 97       |
| 100| OLS          | 254.281 | 0.12    | 0.01      | 0.00      | 0        |
|    | LASSO        | 39.3218 | 20.00   | 0.00      | 1.00      | 92       |
|    | SCAD         | 20.9265 | 20.00   | 0.00      | 1.00      | 96       |
|    | ridge        | 49.5232 | 0.25    | 0.01      | 0.00      | 0        |
|    | bridge ($\gamma = 0.7$) | 1.84567 | 20.00   | 0.00      | 1.00      | 100      |
|    | elastic-net  | 1.95148 | 20.00   | 0.00      | 1.00      | 99       |
| 300| OLS          | 175.986 | 0.21    | 0.01      | 0.00      | 0        |
|    | LASSO        | 26.5169 | 20.00   | 0.00      | 1.00      | 96       |
|    | SCAD         | 16.5166 | 20.00   | 0.00      | 1.00      | 99       |
|    | ridge        | 39.9563 | 0.33    | 0.01      | 0.00      | 0        |
|    | bridge ($\gamma = 0.8$) | 1.55941 | 20.00   | 0.00      | 1.00      | 100      |
|    | elastic-net  | 1.46847 | 20.00   | 0.00      | 1.00      | 100      |
Table 7. Variable selection performance for $t_{10}$ error (Case 2 AR order=2)

| N  | Method          | Regression Coefficient | MSE    | Correct | Incorrect | Cor. fit. | AR order |
|----|----------------|------------------------|--------|---------|-----------|-----------|----------|
| 50 | OLS            |                        | 198.112| 0.08    | 0.02      | 0.00      | 0        |
|    | LASSO          |                        | 21.2455| 20.00   | 0.00      | 1.00      | 100      |
|    | SCAD           |                        | 27.1567| 20.00   | 0.00      | 1.00      | 100      |
|    | ridge          |                        | 24.8754| 0.27    | 0.01      | 0.00      | 0        |
|    | bridge ($\gamma = 0.7$) |                  | 2.31128| 20.00   | 0.00      | 1.00      | 100      |
|    | elastic-net    |                        | 2.79868| 20.00   | 0.00      | 1.00      | 100      |
| 100| OLS            |                        | 129.135| 0.11    | 0.01      | 0.00      | 0        |
|    | LASSO          |                        | 18.3025| 20.00   | 0.00      | 1.00      | 100      |
|    | SCAD           |                        | 18.2169| 20.00   | 0.00      | 1.00      | 100      |
|    | ridge          |                        | 19.6468| 0.30    | 0.01      | 0.00      | 0        |
|    | bridge ($\gamma = 0.7$) |                  | 1.64554| 20.00   | 0.00      | 1.00      | 100      |
|    | elastic-net    |                        | 1.98415| 20.00   | 0.00      | 1.00      | 100      |
| 300| OLS            |                        | 91.6543| 0.40    | 0.01      | 0.00      | 0        |
|    | LASSO          |                        | 10.1249| 20.00   | 0.00      | 1.00      | 100      |
|    | SCAD           |                        | 11.6874| 20.00   | 0.00      | 1.00      | 100      |
|    | ridge          |                        | 0.1982 | 0.56    | 0.01      | 0.00      | 0        |
|    | bridge ($\gamma = 0.8$) |                  | 0.82985| 20.00   | 0.00      | 1.00      | 100      |
|    | elastic-net    |                        | 0.95956| 20.00   | 0.00      | 1.00      | 100      |

Table 8. Variable selection performance for $t_{3}$ error (Case 2 AR order=2)

| N  | Method          | Regression Coefficient | MSE    | Correct | Incorrect | Cor. fit. | AR order |
|----|----------------|------------------------|--------|---------|-----------|-----------|----------|
| 50 | OLS            |                        | 854.541| 0.02    | 0.02      | 0.00      | 0        |
|    | LASSO          |                        | 61.1156| 20.00   | 0.00      | 1.00      | 51       |
|    | SCAD           |                        | 63.1565| 20.00   | 0.00      | 1.00      | 78       |
|    | ridge          |                        | 84.7545| 0.18    | 0.01      | 0.00      | 0        |
|    | bridge ($\gamma = 0.8$) |                  | 6.15694| 20.00   | 0.00      | 1.00      | 100      |
|    | elastic-net    |                        | 5.79868| 20.00   | 0.00      | 1.00      | 99       |
| 100| OLS            |                        | 651.122| 0.08    | 0.01      | 0.00      | 0        |
|    | LASSO          |                        | 52.8302| 20.00   | 0.00      | 1.00      | 59       |
|    | SCAD           |                        | 54.2169| 20.00   | 0.00      | 1.00      | 89       |
|    | ridge          |                        | 71.2646| 0.24    | 0.01      | 0.00      | 0        |
|    | bridge ($\gamma = 0.7$) |                  | 4.64554| 20.00   | 0.00      | 1.00      | 100      |
|    | elastic-net    |                        | 3.98415| 20.00   | 0.00      | 1.00      | 100      |
| 300| OLS            |                        | 501.250| 0.16    | 0.00      | 0.00      | 0        |
|    | LASSO          |                        | 42.8921| 20.00   | 0.00      | 1.00      | 65       |
|    | SCAD           |                        | 46.1258| 20.00   | 0.00      | 1.00      | 91       |
|    | ridge          |                        | 62.4518| 0.45    | 0.00      | 0.00      | 0        |
|    | bridge ($\gamma = 0.8$) |                  | 2.12355| 20.00   | 0.00      | 1.00      | 100      |
|    | elastic-net    |                        | 2.12585| 20.00   | 0.00      | 1.00      | 100      |
### Table 9. Variable selection performance for $t_{10}$ $\epsilon = 0.1$ error (Case 3)

| N  | Method       | MSE    | Regression Coefficient | AR order |
|----|--------------|--------|------------------------|----------|
|    |              | Correct | Incorrect | Cor. fit. |          |
| 50 | OLS          | 8548.54 | 0.00       | 0.21      | 0.00     | 0        |
|    | LASSO        | 2547.11 | 3.88       | 0.02      | 0.88     | 32       |
|    | SCAD         | 125.156 | 3.75       | 0.09      | 0.75     | 46       |
|    | ridge        | 1587.875| 0.00       | 0.20      | 0.00     | 0        |
|    | bridge ($\gamma = 0.8$) | 52.1569 | 4.20       | 0.02      | 0.99     | 89       |
|    | elastic-net  | 48.7986 | 4.03       | 0.03      | 0.97     | 82       |
| 100| OLS          | 8548.54 | 0.00       | 0.21      | 0.00     | 0        |
|    | LASSO        | 2547.11 | 3.88       | 0.02      | 0.88     | 32       |
|    | SCAD         | 125.156 | 3.75       | 0.09      | 0.75     | 46       |
|    | ridge        | 1587.875| 0.00       | 0.20      | 0.00     | 0        |
|    | bridge ($\gamma = 0.7$) | 52.1569 | 4.20       | 0.02      | 0.99     | 89       |
|    | elastic-net  | 48.7986 | 4.03       | 0.03      | 0.97     | 82       |
| 300| OLS          | 1058.25 | 0.00       | 0.00      | 0.00     | 0        |
|    | LASSO        | 1012.25 | 4.55       | 0.08      | 1.00     | 72       |
|    | SCAD         | 41.2541 | 0.00       | 0.00      | 0.98     | 79       |
|    | ridge        | 421.542 | 0.00       | 0.02      | 0.00     | 0        |
|    | bridge ($\gamma = 0.8$) | 10.1231 | 4.82       | 0.00      | 1.00     | 100      |
|    | elastic-net  | 11.2354 | 4.81       | 0.00      | 1.00     | 100      |

### Table 10. Variable selection performance for $t_{3}$ $\epsilon = 0.1$ error (Case 3)

| N  | Method       | MSE    | Regression Coefficient | AR order |
|----|--------------|--------|------------------------|----------|
|    |              | Correct | Incorrect | Cor. fit. |          |
| 50 | OLS          | 298.651 | 0.07       | 0.21      | 0.00     | 0        |
|    | LASSO        | 259.842 | 4.02       | 0.00      | 1.00     | 51       |
|    | SCAD         | 54.6590 | 4.55       | 0.01      | 0.97     | 81       |
|    | ridge        | 55.9861 | 0.08       | 0.15      | 0.00     | 0        |
|    | bridge ($\gamma = 0.8$) | 8.36152 | 4.95       | 0.00      | 1.00     | 100      |
|    | elastic-net  | 8.15713 | 4.91       | 0.00      | 1.00     | 95       |
| 100| OLS          | 142.122 | 0.11       | 0.11      | 0.00     | 0        |
|    | LASSO        | 122.830 | 4.45       | 0.00      | 1.00     | 89       |
|    | SCAD         | 38.2169 | 4.72       | 0.00      | 1.00     | 90       |
|    | ridge        | 47.2646 | 0.18       | 0.10      | 0.00     | 0        |
|    | bridge ($\gamma = 0.7$) | 6.19841 | 5.00       | 0.00      | 1.00     | 100      |
|    | elastic-net  | 7.98415 | 5.00       | 0.00      | 1.00     | 99       |
| 300| OLS          | 109.251 | 0.20       | 0.10      | 0.00     | 0        |
|    | LASSO        | 18.4892 | 4.71       | 0.00      | 1.00     | 95       |
|    | SCAD         | 32.1258 | 4.85       | 0.00      | 1.00     | 97       |
|    | ridge        | 42.4568 | 0.22       | 0.04      | 0.00     | 0        |
|    | bridge ($\gamma = 0.8$) | 5.01521 | 5.00       | 0.00      | 1.00     | 100      |
|    | elastic-net  | 5.12585 | 5.00       | 0.00      | 1.00     | 100      |
|      |      |      |      |      |      |      |
|------|------|------|------|------|------|------|
| *N*  |      |      |      |      |      |      |
| *t*<sub>10</sub> | 50   |      |      |      |      |      |
|      |      |      |      |      |      |      |
| *β*<sub>1</sub> | 2.8669 | 3.4934 | 3.4320 | 3.3545 | 3.3037 | 3.3934 |
| *MSE* | 0.2056 | 0.4057 | 0.6891 | 0.3830 | 0.2185 | 0.2357 |
| *SE*  | 0.8353 | 1.2716 | 1.8533 | 1.4886 | 0.7352 | 0.9720 |
| *LB*  | 1.8426 | 1.5691 | 1.2407 | 1.3597 | 1.8846 | 1.7693 |
| *UB*  | 4.5439 | 4.9199 | 4.8874 | 4.2134 | 4.1438 | 4.1169 |
| *β*<sub>2</sub> | 1.4632 | 1.2202 | 1.2230 | 1.3386 | 1.3410 | 1.3825 |
| *MSE* | 0.0127 | 0.0711 | 0.0700 | 0.0605 | 0.0053 | 0.0161 |
| *SE*  | 0.1874 | 0.2752 | 0.2990 | 0.2685 | 0.1772 | 0.2796 |
| *LB*  | 1.3229 | 1.1838 | 1.1370 | 1.4002 | 1.3169 | 1.2838 |
| *UB*  | 1.6793 | 1.8102 | 1.8531 | 1.7207 | 1.6697 | 1.7103 |
| *β*<sub>5</sub> | 2.2774 | 2.5224 | 2.6285 | 2.1193 | 2.0424 | 2.0662 |
| *MSE* | 0.6923 | 0.8292 | 0.9656 | 0.7865 | 0.7216 | 0.7288 |
| *SE*  | 1.0568 | 1.3351 | 1.2937 | 1.2685 | 1.1317 | 1.0986 |
| *LB*  | 0.9591 | 0.8289 | 0.7899 | 0.8695 | 0.9499 | 0.9337 |
| *UB*  | 3.1372 | 3.6184 | 3.6710 | 3.6330 | 3.1867 | 3.2182 |
|      |      |      |      |      |      |      |
| *N*  | 100  |      |      |      |      |      |
|      |      |      |      |      |      |      |
| *β*<sub>1</sub> | 2.8849 | 2.7458 | 3.2669 | 3.2796 | 3.1216 | 3.2455 |
| *MSE* | 0.1470 | 0.3565 | 0.6454 | 0.3373 | 0.1600 | 0.1577 |
| *SE*  | 0.7016 | 1.1169 | 1.6581 | 1.2231 | 0.5932 | 0.7774 |
| *LB*  | 1.9461 | 1.6533 | 1.5158 | 1.4332 | 1.9337 | 1.8276 |
| *UB*  | 4.0616 | 4.7023 | 4.7221 | 4.1899 | 3.9815 | 4.3065 |
| *β*<sub>2</sub> | 1.5091 | 1.2811 | 1.3168 | 1.3598 | 1.3961 | 1.4011 |
| *MSE* | 0.0013 | 0.0609 | 0.0580 | 0.0424 | 0.0047 | 0.0109 |
| *SE*  | 0.1158 | 0.1152 | 0.1982 | 0.1790 | 0.1738 | 0.1952 |
| *LB*  | 1.3969 | 1.2536 | 1.2538 | 1.3352 | 1.3969 | 1.2976 |
| *UB*  | 1.5881 | 1.7049 | 1.7463 | 1.6837 | 1.6481 | 1.6049 |
| *β*<sub>5</sub> | 1.9526 | 2.5108 | 2.6096 | 2.1134 | 1.9896 | 2.0308 |
| *MSE* | 0.5104 | 0.6860 | 0.8703 | 0.6943 | 0.6704 | 0.7076 |
| *SE*  | 0.8996 | 0.9718 | 0.9703 | 1.1136 | 0.8896 | 0.9718 |
| *LB*  | 1.3219 | 1.1815 | 1.2099 | 1.2931 | 1.4216 | 1.2818 |
| *UB*  | 2.7985 | 3.1949 | 3.1733 | 3.1377 | 2.8985 | 2.9649 |
|      |      |      |      |      |      |      |
| *N*  | 300  |      |      |      |      |      |
|      |      |      |      |      |      |      |
| *β*<sub>1</sub> | 3.1849 | 3.1458 | 3.1669 | 3.0796 | 3.0297 | 3.0458 |
| *MSE* | 0.0470 | 0.0565 | 0.0754 | 0.0573 | 0.0550 | 0.0565 |
| *SE*  | 0.0016 | 0.0865 | 0.1015 | 0.0231 | 0.0516 | 0.1169 |
| *LB*  | 2.2461 | 1.7533 | 1.9158 | 1.7332 | 2.1456 | 1.9533 |
| *UB*  | 3.8609 | 4.3023 | 4.3821 | 3.9899 | 3.9616 | 3.9813 |
| *β*<sub>2</sub> | 1.5659 | 1.3379 | 1.3736 | 1.4166 | 1.4529 | 1.4579 |
| *MSE* | 0.0181 | 0.0441 | 0.0412 | 0.0256 | 0.0121 | 0.0059 |
| *SE*  | 0.0990 | 0.0984 | 0.1814 | 0.1622 | 0.1570 | 0.1784 |
| *LB*  | 1.4537 | 1.3104 | 1.3106 | 1.3920 | 1.4537 | 1.3364 |
| *UB*  | 1.5313 | 1.6481 | 1.6895 | 1.6269 | 1.5913 | 1.5481 |
| *β*<sub>5</sub> | 2.0094 | 2.4540 | 2.5528 | 2.0566 | 1.9328 | 1.9740 |
| $t_3$ | 50 | 100 | 300 |
|------|----|-----|-----|
| $\hat{\beta}_1$ | $\hat{\beta}_1$ | $\hat{\beta}_1$ | $\hat{\beta}_1$ |
| $\text{OLS}$ | 2.7854 | 2.8034 | 3.1034 |
| $\text{ridge}$ | 3.5749 | 2.8273 | 3.2273 |
| $\text{LASSO}$ | 3.5135 | 3.3484 | 3.3484 |
| $\text{SCAD}$ | 3.4360 | 3.3611 | 3.3611 |
| $\text{bridge}$ | 3.3852 | 3.2031 | 3.2031 |
| $\text{elastic-net}$ | 3.4749 | 3.3270 | 3.3270 |

Table 12. Parameter estimation results for $t_3$ (Case 1 AR order=1)
Table 13. Parameter estimation results for Case 2 AR order = 1

| N   | OLS | ridge | LASSO | SCAD | bridge | elastic-net |
|-----|-----|-------|-------|------|--------|-------------|
| $\hat{\beta}$ | 0.7766 | 0.6934 | 0.6320 | 0.7545 | 0.8039 | 0.8034 |
| MSE  | 16.387 | 18.659 | 17.493 | 10.464 | 6.3801 | 6.3842 |
| $SE$ | 0.1530 | 0.1897 | 0.1610 | 0.1363 | 0.1130 | 0.1197 |
| LB   | 0.1776 | 0.0741 | 0.0757 | 0.1947 | 0.2197 | 0.1436 |
| $\bar{UB}$ | 1.7069 | 1.8799 | 1.8504 | 1.7764 | 1.7313 | 1.7437 |
| $t_3$ | $\hat{\beta}$ | 0.8581 | 0.7749 | 0.7135 | 0.8360 | 0.8854 | 0.8849 |
| MSE  | 14.525 | 16.797 | 15.631 | 8.6025 | 4.5181 | 4.5222 |
| $SE$ | 0.1398 | 0.1765 | 0.1478 | 0.1231 | 0.0998 | 0.1065 |
| LB   | 0.2101 | 0.1066 | 0.1082 | 0.2272 | 0.2522 | 0.1761 |
| $\bar{UB}$ | 1.6754 | 1.8484 | 1.8189 | 1.7449 | 1.6998 | 1.7122 |
| $\bar{SE}$ | 0.1266 | 0.1633 | 0.1346 | 0.1099 | 0.0998 | 0.0933 |
| $\bar{LB}$ | 0.2426 | 0.1391 | 0.1407 | 0.2597 | 0.2847 | 0.2086 |
| $\bar{UB}$ | 1.6439 | 1.8169 | 1.7874 | 1.7134 | 1.6683 | 1.6807 |
| $t_{10}$ | $\hat{\beta}$ | 0.8581 | 0.7749 | 0.7135 | 0.8360 | 0.8854 | 0.8849 |
| MSE  | 14.030 | 16.302 | 15.136 | 8.1075 | 4.0231 | 4.0272 |
| $SE$ | 0.0598 | 0.0965 | 0.0678 | 0.0431 | 0.0198 | 0.0265 |
| LB   | 0.2101 | 0.1066 | 0.1082 | 0.2272 | 0.2522 | 0.1761 |
| $\bar{UB}$ | 1.6754 | 1.8484 | 1.8189 | 1.7449 | 1.6998 | 1.7122 |
| $\bar{SE}$ | 0.0466 | 0.0833 | 0.0546 | 0.0299 | 0.0066 | 0.0133 |
| $\bar{LB}$ | 0.2426 | 0.1391 | 0.1407 | 0.2597 | 0.2847 | 0.2086 |
| $\bar{UB}$ | 1.6439 | 1.8169 | 1.7874 | 1.7134 | 1.6683 | 1.6807 |
| $\bar{SE}$ | 0.0334 | 0.0701 | 0.0414 | 0.0167 | 0.0066 | 0.0001 |
| $\bar{LB}$ | 0.2751 | 0.1716 | 0.1732 | 0.2922 | 0.3172 | 0.2411 |
| N  | OLS  | ridge | LASSO | SCAD | bridge | elastic-net |
|----|------|-------|-------|------|--------|-------------|
| t_{10} 50 |      |       |       |      |        |             |
| MSE | 11.5626 | 11.7627 | 12.0461 | 11.7400 | 11.5755 | 11.5927 |
| SE  | 2.9285  | 3.3648  | 3.9465  | 3.5818  | 2.8284  | 3.0652  |
| LB  | 0.4101  | 0.1366  | -0.1918 | -0.0728 | 0.4521  | 0.3368  |
| UB  | 6.0754  | 6.4514  | 6.4189  | 5.7449  | 5.6753  | 5.6484  |
| \beta_2 | 4.2447 | 4.0017 | 4.0045 | 4.1201 | 4.1225 | 4.1640 |
| MSE | 10.3697 | 10.4281 | 10.4270 | 10.4175 | 10.3623 | 10.3731 |
| SE  | 2.2806  | 2.3648  | 2.3922  | 2.3617  | 2.2704  | 2.3728  |
| LB  | -0.1096 | -0.2487 | -0.2955 | -0.0323 | -0.1156 | -0.1487 |
| UB  | 3.2108  | 3.3417  | 3.3846  | 3.2522  | 3.2012  | 3.2418  |
| \beta_5 | 5.0589 | 5.3039 | 5.4100 | 4.9008 | 4.8239 | 4.8477 |
| MSE | 11.0493 | 11.1862 | 11.3226 | 11.1435 | 11.0786 | 11.0858 |
| SE  | 3.1500  | 3.4283  | 3.3869  | 3.3617  | 3.2249  | 3.1918  |
| LB  | -0.4734 | -0.6036 | -0.6426 | -0.5630 | -0.4826 | -0.4988 |
| UB  | 4.6687  | 5.1499  | 5.2025  | 5.1645  | 4.7182  | 4.7497  |
| t_{10} 100 |      |       |       |      |        |             |
| MSE | 9.8040  | 10.0135 | 10.3024 | 9.9943  | 9.8170  | 9.8147  |
| SE  | 2.7948  | 3.2101  | 3.7513  | 3.3163  | 2.6864  | 2.8706  |
| LB  | 0.5136  | 0.2208  | 0.0833  | 0.0007  | 0.5012  | 0.3951  |
| UB  | 5.5931  | 6.2338  | 6.2536  | 5.7214  | 5.5130  | 5.8380  |
| \beta_2 | 4.2906 | 4.0626 | 4.0983 | 4.1413 | 4.1776 | 4.1826 |
| MSE | 9.6583  | 9.7179  | 9.7150  | 9.6994  | 9.6617  | 9.6679  |
| SE  | 2.2090  | 2.2084  | 2.2914  | 2.2722  | 2.2670  | 2.2884  |
| LB  | -0.0356 | -0.1789 | -0.1787 | -0.0973 | -0.0356 | -0.1529 |
| UB  | 3.1196  | 3.2364  | 3.2778  | 3.2152  | 3.1796  | 3.1364  |
| \beta_5 | 4.7341 | 5.2923 | 5.3911 | 4.8949 | 4.7711 | 4.8123 |
| MSE | 10.1674 | 10.3430 | 10.5273 | 10.3513 | 10.3274 | 10.3646 |
| SE  | 2.9928  | 3.0650  | 3.0635  | 3.2068  | 2.9828  | 3.0650  |
| LB  | -0.1106 | -0.2510 | -0.2226 | -0.1394 | -0.0109 | -0.1507 |
| UB  | 4.3300  | 4.7264  | 4.7048  | 4.6692  | 4.4300  | 4.4964  |
| t_{10} 300 |      |       |       |      |        |             |
| MSE | 8.7040  | 8.7135  | 8.7324  | 8.7143  | 8.7120  | 8.7135  |
| SE  | 2.0948  | 2.1801  | 2.1947  | 2.1163  | 2.1448  | 2.2101  |
| LB  | 0.8136  | 0.3208  | 0.4833  | 0.3007  | 0.7131  | 0.5208  |
| UB  | 5.3924  | 5.8338  | 5.9136  | 5.5214  | 5.4931  | 5.5128  |
| \beta_2 | 4.3474 | 4.1194 | 4.1551 | 4.1981 | 4.2344 | 4.2394 |
| MSE | 8.6751  | 8.7011  | 8.6982  | 8.6826  | 8.6691  | 8.6629  |
| SE  | 2.1922  | 2.1916  | 2.2746  | 2.2554  | 2.2502  | 2.2716  |
| LB  | 0.0212  | -0.1221 | -0.1219 | -0.0405 | 0.0212  | -0.0961 |
| UB  | 3.0628  | 3.1796  | 3.2210  | 3.1584  | 3.1228  | 3.0796  |
Table 15. Parameter estimation results for $t_3$ (Case 3 AR order=1)

| $N$ | $\hat{\beta}_1$ | OLS  | ridge | LASSO | SCAD  | bridge | elastic-net |
|-----|-----------------|------|-------|-------|-------|--------|-------------|
| 50  | 4.5669          | 4.3564 | 4.2950 | 4.2175 | 4.1667 | 4.2564 |
| MSE | 4.8871          | 4.7872 | 5.0706 | 4.7645 | 4.6000 | 4.6172 |
| $\overline{SE}$ | 0.9530 | 1.3893 | 1.9710 | 1.6063 | 0.8529 | 1.0897 |
| LB  | 0.9776          | 0.7041 | 0.3757 | 0.4947 | 1.0196 | 0.9043 |
| UB  | 5.4069          | 5.7829 | 5.7504 | 5.0764 | 5.0068 | 4.9799 |
| 100 | 2.1632          | 2.0832 | 2.0860 | 2.2016 | 2.2040 | 2.2455 |
| MSE | 2.3942          | 2.4526 | 2.4515 | 2.4420 | 2.3868 | 2.3976 |
| $\overline{SE}$ | 0.3051 | 0.3929 | 0.4167 | 0.3862 | 0.2949 | 0.3973 |
| LB  | 0.4579          | 0.3188 | 0.2720 | 0.5352 | 0.4519 | 0.4188 |
| UB  | 2.5423          | 2.6732 | 2.7161 | 2.5837 | 2.5327 | 2.5733 |
| 150 | 2.9774          | 3.3854 | 3.4915 | 2.9823 | 2.9054 | 2.9292 |
| MSE | 3.0738          | 3.2107 | 3.3471 | 3.1680 | 3.1031 | 3.1103 |
| $\overline{SE}$ | 1.1745 | 1.4528 | 1.4114 | 1.3862 | 1.2494 | 1.2163 |
| LB  | 0.0941          | -0.0361 | -0.0751 | 0.0045 | 0.0849 | 0.0687 |
| UB  | 4.0002          | 4.4814 | 4.5340 | 4.4960 | 4.0497 | 4.0812 |

| 300 | $\hat{\beta}_1$ | OLS  | ridge | LASSO | SCAD  | bridge | elastic-net |
|-----|-----------------|------|-------|-------|-------|--------|-------------|
| MSE | 3.8849          | 4.0088 | 4.0299 | 3.9426 | 3.8927 | 3.9088 |
| $\overline{SE}$ | 2.4285 | 2.4380 | 2.4569 | 2.4388 | 2.4365 | 2.4380 |
| LB  | 1.3811          | 0.8883 | 1.0508 | 0.8682 | 1.2806 | 1.0883 |
5. Real data example

In this section, the data set which is used by Ramanathan (1998) is discussed to compare the proposed methods under $t$ distribution assumption with normal distribution assumption. We discussed the data set in terms of parameter estimation and variable selection cases. The data set considers the electricity consumption provided to the households by San Diago Electric and Gas Company. Data consisted of 87 quarters between 1972 and 1993. The response variable is the logarithmic value of the electricity consumed by the houses in kilowatts (LKWH). The explanatory variables are incomes of householders (LY), electricity kilowatt price (LPRICE), the energy required to cool houses (CDD) and the energy required to heat houses (HDD). The regression model obtained by Ramanathan (1998) and the expected parameter signs are as follows.

$$ LKWH = \beta_0 + \beta_1 LY + \beta_2 LPRICE + \beta_3 CDD + \beta_4 HDD + \epsilon_t $$

$$ \beta_1 > 0, \beta_2 < 0, \beta_3 > 0, \beta_4 > 0. $$

In case of omission of autoregressive error assumption, the sign of the parameter of housing income (LY) variable was obtained as negative while the positive result was expected. However, when the error terms were modeled with the autoregressive model, a 4\textsuperscript{th} degree autoregressive model was obtained according to the ACF (autocorrelation function) and PACF (partial autocorrelation function) graphs, and under this assumption, as a result of the re-parameter estimations, the signs for all parameter estimates were obtained as expected. In this study, parameter estimations were re-made by using the proposed variable selection methods. The results of these estimates are given in Table 16. From this table we can see that if the autoregressive error term assumption is not considered although it exists, the expected sign of the LY variable is appeared in opposite way. From this result we can understand that the using of autoregressive error term assumption is crucial for this type of data. By using AR(4) assumption and $t$ distributed error term the performance of the variable selection methods are given in Table 17. According to this table OLS and ridge with AR(4) assumption select all the variables significant for the model. On the other hand, LASSO, SCAD and the bridge methods are finding the LY insignificant. When we model the data by using $t$ distribution with 3 degrees of freedom and 4\textsuperscript{th} degree of autoregression, $t$-ridge, $t$-LASSO and $t$-SCAD methods select LY and LPRICE variables. However, $t$-bridge and $t$-elastic-net methods finds only LPRICE variable significant. From these results we can say that only the electricity kilowatt price is affected the amount of electricity consumption in the houses.

| $UB$   | 4.7239 | 5.1653 | 5.2451 | 4.8529 | 4.8246 | 4.8443 |
|--------|--------|--------|--------|--------|--------|--------|
| $\hat{\beta}_2$ | 2.2659 | 2.2009 | 2.2366 | 2.2796 | 2.3159 | 2.3209 |
| $MSE$  | 2.3634 | 2.4256 | 2.4227 | 2.4071 | 2.3694 | 2.3756 |
| $SE$   | 0.2167 | 0.2161 | 0.2991 | 0.2799 | 0.2747 | 0.2961 |
| $LB$   | 0.5887 | 0.4454 | 0.4456 | 0.5270 | 0.5887 | 0.4714 |
| $UB$   | 2.3943 | 2.5111 | 2.5525 | 2.4899 | 2.4543 | 2.4111 |
| $\hat{\beta}_5$ | 2.7094 | 3.3170 | 3.4158 | 2.9196 | 2.7958 | 2.8370 |
| $MSE$  | 2.8751 | 3.0507 | 3.2350 | 3.0590 | 3.0351 | 3.0723 |
| $SE$   | 1.0005 | 1.0727 | 1.0712 | 1.2145 | 0.9905 | 1.0727 |
| $LB$   | 0.5137 | 0.3733 | 0.4017 | 0.4849 | 0.6134 | 0.4736 |
| $UB$   | 3.6047 | 4.0011 | 3.9795 | 3.9439 | 3.7047 | 3.7711 |
Table 16. Parameter estimation results for Electric and Gas Company data.

|        | OLS     | OLS(AR) |
|--------|---------|---------|
| LY     | \(\hat{\beta}_1\) = -0.00234 | 0.18625 |
| LPRICE | \(\hat{\beta}_2\) = -0.01856 | -0.09354 |
| CDD    | \(\hat{\beta}_3\) = 0.06365  | 0.00029  |
| HDD    | \(\hat{\beta}_4\) = 0.08564  | 0.00022  |
| AR order |        | 4       |

Table 17. Selected variables for Electric and Gas Company data.

| Method       | Selected variables |
|--------------|--------------------|
| OLS          | (1,2,3,4)          |
| ridge        | (1,2,3,4)          |
| LASSO        | (2,3,4)            |
| SCAD         | (2,3,4)            |
| bridge \((\gamma = 0.7)\) | (2,3,4) |
| elastic-net  | (2,3,4)            |
| \(t_3\)-ridge | (2,3,4)          |
| \(t_3\)-LASSO | (1,2)            |
| \(t_3\)-SCAD | (1,2)             |
| \(t_3\)-bridge \((\gamma = 0.7)\) | (2) |
| \(t_3\)-elastic-net | (2) |

6. Conclusion

We have proposed the \( t \) distributed variable selection methods with autoregressive error term regression models to improve the resistance of the mentioned methods against the outliers. The variable selection methods; LASSO, SCAD, bridge and elastic-net based on \( t \) distributed are robust alternatives to the normal ones. We have provided an ECM algorithm to compute the proposed methods and performed a simulation study and a real data example to show the performance of the proposed methods. The simulation study shows that \( t \) distributed methods have superior performance under the existence of the outliers among the other methods in terms of both parameter estimation and variable selection. In terms of the determining the correct AR order for the error model, LASSO, SCAD, bridge and the elastic-net methods have nearly the same performance. On the other hand, if the degree of autoregressive order is getting higher, than the bridge and the elastic-net methods perform better than the others. Using \( t \) distribution as an error term assumption can be extended to the case of heavy tailed skew distributions. This problem will be a further study.
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