Simultaneous control of harmonic yield and energy cutoff of high-harmonic generation using seeded plasmonic-enhanced fields
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Abstract

We study high-order harmonic generation (HHG) driven by seeded plasmonic-enhanced fields. On one hand, plasmonic-enhanced fields have shown a great potential to extend the HHG cutoff, an instrumental pre-requisite for the generation of attosecond pulses. On another hand, the use of XUV seeds appears to have a considerable potential to improve the HHG conversion efficiency, which is typically modest when a unique fundamental laser pulse is employed. By mixing these two sources, we show it is possible to, simultaneously, boost the HHG cutoff and to increase the harmonic photon flux. The combination of these features potentially enables to generate intense and spectrally broad attosecond pulse trains.
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I. INTRODUCTION

Higher-order harmonics are generated as an outcome of the interaction between a strong laser and gaseous atoms, molecules and recently solid state materials. High-harmonic generation (HHG) is a highly non-linear process where an intense infrared radiation is up-converted into high frequency radiation in extreme ultraviolet (XUV) and soft x-ray frequency regime. Not only the resulting radiation is used to synthesise bright and coherent attosecond pulses [1–7] but, also used to probe multi-electron and nuclear dynamics in atoms and molecules on their natural timescale [8–17].

The microscopic mechanism of HHG is well-understood by appealing to the so-called three-step model: As a first step, an electron is tunnel ionised due to modification of the Coulomb potential by the strong laser field. In second step, the ionised electron is driven back and forth by the laser electric field and finally, the electron recombines with the parent ion and emits high-harmonic radiation [2, 3]. The maximum photon energy emitted in HHG is given by the cutoff law $E_{\text{max}} = I_p + 3.17U_p$, where $I_p$ is the ionisation potential of the target atom or molecule and $U_p$ is the cycle-averaged ponderomotive energy of the free-electron. This energy can be increased either by choosing a target atom with higher $I_p$ value or by increasing $U_p$, which depends on the frequency $\omega$ and intensity $I$ of the driving laser pulse as $U_p = I/4\omega^2$. The ionisation saturation of atoms and molecules puts an upper limit to the intensity of the laser pulse that can be used. Also, the efficiency of harmonic generation falls drastically as the wavelength is increased [18, 19]. A better scheme to increase the cutoff energy is based on the plasmonic field enhancement method, where the surface plasmon polaritons developed in nano-structures are exploited to enhance the local electric field. Plasmonic field enhanced HHG offers an invaluable tool to probe attosecond electron dynamics at nanoscale and near-field spectroscopy of nanostructures [20–22].

In the pioneering work, Kim et al. have demonstrated that the driving laser field is enhanced by several orders of magnitude in the vicinity of a bowtie shaped nanostructure. Under this scheme, high intensity XUV radiation with wavelengths down to 47 nm in argon has been generated [23]. Besides the controversies [24, 25], the experiment of Kim et al. have motivated a truly deluge of experimental and theoretical investigations on HHG driven by plasmonic field enhancement in structured nano-objects [20–22, 26–31].

The amount of intensity enhancement crucially depends on the shape of the nanostruc-
Various shaped nanostructures, like nanoparticles \cite{32}, metal nanotips \cite{20, 21}, metallic waveguides \cite{26} and plasmonic antennas \cite{30}, have been used to obtain plasmonic field enhancement. Husakou et al. has provided one of the first detailed theoretical investigations of HHG driven by a field generated in the vicinity of metal nanostructures \cite{33}. Later on, a series of theoretical and numerical works have been carried out to understand and explain the underlying mechanisms of plasmonic-enhanced HHG in more general scenarios \cite{34–48, 48–56}.

Another instrumental aspect of HHG is the conversion efficiency, i.e. the ratio of the measured harmonic beam energy to the driving laser energy. The control in the efficiency of the harmonic generation can be achieved by controlling macroscopic parameters such as focus position and pressure of the gas jet of atoms or molecules, amongst others. On the other hand, manipulation and control of the frequency-time characteristics of HHG at microscopic level has been explored in depth. In this regard, various combinations of driving laser fields along with seed pulses (attosecond pulse trains or a single attosecond pulse) have been used to enhance the generation efficiency of high-order harmonics, e.g., a dramatic enhancement of HHG has been reported in Ref. \cite{57}, quantum path control in Refs. \cite{58, 59}, and attosecond control of ionization in Refs. \cite{60–62}. A vertical electronic transition is induced by the additional seed pulse, which reduces the tunnelling barrier significantly and enhances the ionisation rate of tunnelling. As a result of the tunnel rate boost, the harmonic yield enhances by several orders of magnitude, in comparison to the harmonics generated by the fundamental driving field alone.

In this present work, we demonstrate the possibility of simultaneous enhancement of the harmonic yield and increase in the HHG cutoff energy. For this purpose, high-order harmonics are generated by combining a fundamental plasmonic-enhanced driving pulse and an XUV seed pulse. The frequency of the XUV seed pulse is in resonance with the first excited electronic state of the target atom. In a sense, our contribution follows up a series of two-colour plasmonic-enhanced studies. For instance, Cao et al. have shown the procedure of generating isolated sub-10 attosecond pulse by using spatially inhomogeneous two-colour $\omega - 2\omega$, laser pulses \cite{63}. Furthermore, ultraviolet-assisted mid-infrared plasmonic fields are used to generate a supercontinuum efficiently \cite{52}. Our numerical analysis is performed by solving the time-dependent Schrödinger equation (TDSE) in reduced dimensions. A time-frequency map of the HHG, obtained by Gabor transformation, is used to get a detailed insight about
the mechanisms of simultaneous enhancement of the HHG yield and the increase in the HHG cutoff energy.

The organisation of the paper is as follows: Sec. II presents the theoretical model and numerical method to simulate HHG driven by seeded plasmonic-enhanced fields; whereas results and discussion are presented in Sec. III. The conclusion of the paper is given in Sec. IV. Atomic units are used throughout in this paper unless specified otherwise.

II. THEORETICAL METHOD

The electron dynamics, induced by the strong laser field, is mostly limited along the polarisation direction of the laser electric field. In this work, the polarisation is considered to be linear along the \( x \)-axis. To model the interaction of our model atom with the external plasmonic-enhanced laser field, we solve the one-dimensional (1D) TDSE in length-gauge:

\[
\frac{i}{\hbar} \frac{\partial \psi(x,t)}{\partial t} = \left[ -\frac{\partial^2}{\partial x^2} + V_{\text{atom}}(x) - xE(x,t) \right] \psi(x,t),
\]

(1)

where \( V_{\text{atom}}(x) = -\frac{1}{\sqrt{x^2 + a}} \) is a soft-Coulomb potential to model the target atom. For \( a = 1.0 \), the ionisation potential of the model atom is found to be 0.67 a.u. (18.2 eV) [34].

The total plasmonic-enhanced electric field becomes space-dependent at a nanometric scale and substantially modifies the electron dynamics [33, 34, 55]. The space-dependent inhomogeneous electric field can be written in a general form as:

\[
E(x,t) = (1 + \beta f(x))E(t),
\]

(2)

where \( \beta \) is a parameter used to characterise the strength of inhomogeneity. In this work, we have considered the simplest form of the function \( f(x) \), i.e., \( f(x) = x \). The decision to choose this linear form is motivated by previous works on HHG mediated by plasmonic-enhanced fields [33, 34, 55, 63]. In this case, \( \beta \) has the dimension of inverse length and \( \beta = 0 \) mimics the situation of spatially homogeneous fields. The total time-dependent electric field, consisting of the fundamental and seed laser pulses, has the following form:

\[
E(t) = g(t)[E_0 \sin(\omega t) + E_{\text{seed}} \sin(n\omega t)],
\]

(3)

where \( g(t) \) is the pulse envelope. Both the pulses have the same trapezoidal envelop with two optical cycles turned-on and turned-off and a plateau of six optical cycles of the fundamental
FIG. 1: (a). The form of the homogeneous electric fields of the fundamental (red) and seed (green) pulses. (b) The space-dependent inhomogeneous electric field of the fundamental pulse.

frequency $\omega$. The total duration of the pulse is approximately 27 fs as shown in Fig. 1. The fundamental driving pulse has an intensity of $1 \times 10^{14}$ W/cm$^2$, whereas the seed pulse has a weaker value: $1 \times 10^{13}$ W/cm$^2$. The fundamental pulse has a frequency equal to $\omega = 0.0567$ a.u. (corresponding to a wavelength $\lambda = 800$ nm and a photon energy of 1.55 eV) and its seventh-harmonic, i.e., $n = 7$ (corresponding to a $\lambda_{\text{seed}} \approx 115$ nm and a photon energy of 10.8 eV) is chosen as the seed frequency. The seed pulse frequency is selected in close resonance with the energy of the first excitation of the model atom.

To obtain the eigen-states and eigen-values of the 1D-Time-independent Hamiltonian, diagonalisation scheme is used. The split-operator method is used to propagate the electron wave-packet and solve the 1D-TDSE [64]. The total wavefunction is multiplied by a mask function of the form $\cos^{1/8}$ to avoid spurious reflections from the spatial grid boundaries. The mask function varies from 1 to 0 starting from the 2/3 of the spatial grid [34]. The time-dependent dipole is calculated in the acceleration gauge as

$$a(t) = -\langle \psi(t) | \nabla_x V(x,t) | \psi(t) \rangle,$$

where $V(x,t) = V_{\text{atom}}(x) - xE(x,t)$. Finally, the high-order harmonic spectrum is computed as the modulus squared of the Fourier transform of Eq. (4).

III. RESULTS AND DISCUSSION

Figure 2 presents HHG spectra for various situations. The spectra shown in blue and red colours are generated by the fundamental laser field only and by the combination of fundamental and seed laser fields, respectively. A below-threshold seventh-harmonic ($n = 7$)
FIG. 2: High-order harmonic spectrum for a model atom, with ionization potential $I_p = 0.67$ a.u., obtained by solving TDSE in one-dimension for a spatial grid of $x_{\text{lim}} = \pm 7.5\alpha_0$, where $\alpha_0$ is the quiver radius (see the text for details). The spectrum generated by only driving fundamental laser field is shown in blue colour, whereas the spectrum obtained by combined driving fundamental and seed laser fields is shown in red colour. The harmonic spectra for (a) homogeneous laser field ($\beta = 0$); for inhomogeneous field strength parameter (b) $\beta = 0.01$, (c) $\beta = 0.02$, and (d) $\beta = 0.05$ are shown. The inhomogeneous field strength parameter $\beta$ has a dimension of length inverse, so $\beta = 0.01, 0.02, 0.05$ correspond to inhomogeneity regions of 100 a.u. (5.3 nm), 50 a.u. (2.7 nm), and 20 a.u. (1 nm), respectively.

is used as a seed, which is in resonance with the first excited state of our model atom (the first electronic excited state has an energy of $-0.28$ a.u., i.e., $-7.49$ eV). The extension of the spatial grid $x_{\text{lim}}$ is considered as an additional variable in solving the 1D-TDSE and mimics the situation where the electron is moving in a confined region [31]. The spatial region where the electron dynamics takes place is expressed in terms of the quiver radius $\alpha_0 = E_0/\omega^2$ and the value of $\alpha_0 \approx 23$ a.u. (1.2 nm) corresponds to a fundamental driving
field of 800 nm wavelength with an intensity of $1 \times 10^{14}$ W/cm$^2$. The results presented in Fig. 2 are simulated for $x_{\text{lim}} = \pm 7.5 \alpha_0$, which is equal to a gap of 18.7 nm between the apexes in a bowtie shaped nanostructure [23, 34].

The HHG spectra for various inhomogeneous field strengths are shown in Fig. 2(a-d). The harmonic spectrum for an homogeneous field, $(\beta = 0)$ is shown in Fig. 2(a), whereas the spectra for inhomogeneous fields corresponding to $\beta = 0.01, 0.02$ and 0.05 are, respectively, presented in Figs. 2(b), 2(c) and 2(d). As evident from the spectra, we observe a drastic boost of the HHG energy cut-off as the strength of the inhomogeneous field increases. As usual, the intensity of the harmonics is decreasing gradually with the harmonic order, developing an abrupt cutoff for the cases of Figs. 2(a)-(b). On the contrary, there is no sharp energy cutoff in the case of the higher inhomogeneous field strengths, Figs. 2(c)-(d). This behaviour is related with the modifications in the electron trajectories, which occur as a consequence of the spatial dependence of the laser electric field (see below for more details). The drastic increase in HHG energy cutoff could be understood by considering the spatial nature of plasmonic-enhanced electric field. As the electron moves away from the parent ion, the field strength experienced by the electron increases, resulting in an increment of its velocity and hence the photon energy.

One more interesting observation can be seen from Fig. 2: the spectra exhibit several minima and show an oscillatory behaviour in the intensity profile. The strength of these oscillation is more pronounced when the harmonics are generated using the combination of fundamental and seed pulses in the presence of the inhomogeneity. For $\beta = 0.01$, the intensity of spectrum is slowly varying and shows few minima only. On the other hand, 2(c) $(\beta = 0.02)$ exhibit rapid oscillations for seeded harmonics (red) and several minima are present till 170th harmonic order. As the inhomogeneity strength increases to $\beta = 0.05$, the frequency of the minima in the intensity profile decreases and the presence of the minima is extended to higher photon energies (Figs. 2(c) and 2(d)). This means that, the overall oscillation profile does not seem to have any direct relationship with the strength of the inhomogeneity. With the addition of the spatial inhomogeneity, the even order harmonics are also present. This is expected as the symmetry of the system is broken by the introduction of the space-dependent electric field. Furthermore, with the introduction of the seed pulse, the efficiency of the HHG yield is enhanced by few-orders of magnitude (red colour) in comparison to the harmonics generated by the fundamental pulse only (blue colour). In
order to gain a deeper insight about the mechanism responsible for the increment of the HHG energy cutoff and intensity modulation, we perform a Gabor analysis of the HHG spectra.

The Gabor transformation of the time-dependent dipole is performed as:

\[
a_G(\Omega, t) = \int dt' \frac{\exp\left[-\frac{(t - t')^2}{2\sigma^2}\right]}{\sigma \sqrt{2\pi}} \exp(i\Omega t') a(t').
\]  

(5)

To get an adequate balance between the time and energy resolutions, we have considered \(\sigma = 1/(3\omega)\) in the present work. By performing the Gabor transformation, a time-frequency map of the HHG spectra is obtained.

![FIG. 3: Populations of the ground \((P_0, \text{in red})\), first \((P_1, \text{in green})\) and second \((P_2, \text{in blue})\) excited states; and time-frequency map of the HHG spectra generated by the fundamental laser field only (shown by blue colour in Fig. 2). (a) homogeneous laser field \((\beta = 0)\); (b) \(\beta = 0.01\), (c) \(\beta = 0.02\), and (d) \(\beta = 0.05\).](image)

Figure 3 represents time-frequency maps of the HHG spectra obtained for the funda-
mental laser field only (shown in Fig. 2, blue colour), joint with the populations of the
ground and excited states (see below for more details). A pair of short and long trajectories
is generated in each half-cycle of the laser electric field for the spatial homogeneous case
(Fig. 3(a)). With the introduction of the space-dependent electric field, the contribution
from one pair of trajectories is enhanced whereas the other pair is unaffected within one
laser cycle (Fig. 3(b)). Also, a clear enhancement in the short trajectories contribution is
observed for the higher-order harmonics. On the contrary, the long trajectories are sup-
pressed for such cases. Furthermore, the weight of the long trajectory increases with each
cycle of the electric field.

For higher strengths of the spatial inhomogeneity, the electrons developing long trajec-
tories have higher kinetic energies and contributes till approximately the 200th to 500th
harmonic orders for $\beta = 0.02$ and 0.05, respectively (Figs. 3(c) and 3(d)). Also, the re-
combination of the electron with the parent ion occurs much faster after the change of the
direction of the driving electric field. This leads to a temporal overlap between the short
and long trajectories and gives a clear interference pattern as shown by the highlighted re-
gion (white ellipse in Fig. 3(c)). The oscillation frequency is large till the 100th harmonic
order for $\beta = 0.02$, and later it continuously decays with harmonic orders. As evident from
Fig. 3(c), the profile of this interference pattern clearly matches with the oscillation profile
of the HHG spectrum as shown in Fig. 2(c). Also, the oscillation frequency is smaller for
$\beta = 0.05$ in comparison to $\beta = 0.02$, and this is in accordance with the harmonic spectrum
presented in Fig. 2(d). Hence, this interference effect completely explains the oscillatory
behaviour of the harmonic spectra.

At the top of each time-frequency map in Fig. 3 the populations of the electronic states
are also presented. The ground state ($P_0$), first ($P_1$) and second ($P_2$) excited states popu-
lations are shown in red, green and blue colours, respectively. As evident from the figure,
the populations of the ground ($P_0$) and first excited states ($P_1$) change in every half cycle,
whereas the populations of the other excited states do not change significantly. As the
strength of the fundamental driving field reaches its maximum, the population of $P_1$ shows
a double peak structure. The interference of the two-pair of trajectories is a reason behind
this double peak structure. As the character of the driving field changes from homogeneous
to inhomogeneous, the contribution of one pair of trajectory is suppressed. This results in
the absence of the double peak structure in the population $P_1$ (green). As the plasmonic
field strength increases with the inhomogeneity parameter, the population $P_1$ remains unchanged, whereas the depletion in the ground state population increases significantly from approximately 1.5 % for $\beta = 0.02$ to 5 % for $\beta = 0.05$ (Figs. 3(c) and 3(d), red colour). This behavior in the wavepacket dynamics could be related with the modifications predicted in $\text{H}_2^+$ molecules when are driven by plasmonic enhanced fields [65, 66].

![Image with graphs and plots](image)

**FIG. 4:** Populations of the ground ($P_0$, in red), first ($P_1$, in green) and second ($P_2$, in blue) excited states; and time-frequency map of the HHG spectra generated by the combination of the fundamental and seed laser fields (shown by red colour in Fig. 2). (a) homogeneous laser field ($\beta = 0$); (b) $\beta = 0.01$, (c) $\beta = 0.02$, and (d) $\beta = 0.05$.

When a seed pulse, resonant with the first excited state, is introduced along with the fundamental driving pulse, some ground-state population is transferred to the first excited state. This population transfer opens several possibilities for HHG, e.g. the electron can be ionised from the ground (first excited) state and recombine to the first excited (ground) state, or the electron can ionise from and recombine to the ground (first excited) state. These new
possibilities for the HHG are manifested by the population dynamics of electronic states. Likewise Fig. 3, the populations of the three states: ground state ($P_0$, in red), first ($P_1$, in green) and second ($P_2$, in blue) excited states are presented at the top of each time-frequency map in Fig. 4 for the seeded harmonics. The population of the ground state drops drastically in all the four situations, i.e., for $\beta = 0.00, 0.01, 0.02$ and 0.05. The population is depleted by more than 85 % at the end of the combined fundamental and seed pulses. This situation is vastly different compared with the case when HHG is driven by the fundamental laser field only, where the maximum depletion in the ground state population was a merely 5%. This drastic loss of the ground state population explains the reduced strength of the Gabor profile during the later cycles of the pulse. For homogeneous field ($\beta = 0.00$), the population dynamics of the excited states is completely different from the previous case (Fig 3), e.g. the population dynamics of the second excited state ($P_2$, blue colour) plays a significant role in the HHG, which was almost absent for the case where only the fundamental pulse drove the HHG process. Moreover, there is a significant dynamics of the first excited state population ($P_1$, green colour) at the beginning of the pulse and slowly the populations dynamics of $P_2$ catches up. As the inhomogeneity strength increases, the role of second excited state diminishes (Figs. 4(c), and 4(d); blue colour). Moreover, the precise periodicity of $P_0$ and $P_1$ is lost for the seeded harmonics in comparison to the previous case (Fig. 3).

The time-frequency maps of the harmonic spectra, corresponding to Fig. 2, generated by the combination of fundamental and seed laser fields are shown in Fig. 4. As evident from the panels, with the introduction of the seed pulse, the intensity of the harmonics is enhanced by few-orders in magnitude. Due to the presence of many pairs of trajectories generated by the seed pulse, as well as the fundamental one, it is difficult to differentiate the contribution from different trajectories for harmonic orders less than twenty. For $\beta = 0.01$, the time-frequency map shows an oscillatory behaviour in the intensity of the short trajectories with respect to the frequency of the emitted photon (highlighted by a white ellipse in Fig. 4(b)). The presence of this oscillation in the time-frequency map is overshadowed by the interference of electron trajectories for the higher values of inhomogeneity, i.e., $\beta = 0.02$ and 0.05 (Figs. 4(c) and 4(d)). Even though the interference effect is dominant, a change in the short trajectories intensities can be seen for $\beta = 0.02$. The positions of these minima are different in each short trajectory and are following the excited states population dynamics. When there is a significant population in the first excited state, the minima are at lower harmonic
orders (energies), whereas when the population of the excited state decreases, these minima are located at larger photon energies. In the presence of the seed pulse, the interference effect of long and short trajectories becomes much more pronounced for higher strengths of inhomogeneity.

An additional parameter used in the TDSE simulations is the extension of the spatial grid. The spatial region controls the electron dynamics and this is reflected in the characteristics of the HHG spectra. By reducing the size of the spatial grid, the spatial extent for the electron dynamics is reduced. Figure 5 presents the harmonic spectra for $x_{\text{lim}} = \pm 4.5 \alpha_0$ (a gap of 11.0 nm between the apexes) keeping all the other parameters identical to Fig. 2. In comparison to the harmonic spectra obtained for $x_{\text{lim}} = \pm 7.5 \alpha_0$, the spectra for $\beta = 0.00$ and 0.01 are similar whereas the energy cut-off is reduced significantly for $\beta = 0.02$ and 0.05. The oscillation in the intensity of the harmonics fades out as the motion of the electron is confined by reducing $x_{\text{lim}}$. However, the efficiency of the seeded harmonics are higher by few-orders of magnitude in comparison to the harmonics generated by the fundamental pulse.
only.

The time-frequency map of the harmonics for the combined pulses is shown in Fig. 6. For homogeneous field, the time-frequency maps are similar for both $x_{\text{lim}} = \pm 4.5\alpha_0$ and $\pm 7.5\alpha_0$ (Figs. 6(a) and 4(a)). When the strength of the inhomogeneity is very small ($\beta = 0.01$), the contribution from long-trajectory electrons is absent, as evident from Fig. 6(b). Additionally, since the contribution from the long trajectories is weak, the harmonic spectrum does not change significantly after reducing the grid size. Furthermore, when the strength of the inhomogeneity increases ($\beta = 0.02$ and 0.05), the contribution from high energetic short-trajectory electrons is missing along with the long-trajectory electrons. This behaviour is expected because high energetic electrons travel farther away from the parent ion and their contributions are eliminated by reducing the grid size.

FIG. 6: (colour online). Same as figure 4 for $x_{\text{lim}} = \pm 4.5\alpha_0$ except populations of the states.

It is demonstrated that the oscillation in the HHG spectra is due to the interference between the electrons trajectories. The interference between the long and short trajectories occurs till the 70th and 225th harmonic orders for $\beta = 0.02$ and 0.05, respectively, as demonstrated in Figs. 6(c) and 6(d). These findings are in agreement with the oscillations
FIG. 7: (colour online). Same as figure 2 for $x_{\text{lim}} = \pm 1.5\alpha_0$.

FIG. 8: (colour online). Same as figure 4 for $x_{\text{lim}} = \pm 1.5\alpha_0$ except populations of the states shown in Figs. 5(c) and 5(d).

For small inhomogeneity ($\beta = 0.01$), the harmonic spectrum do not change significantly by reducing the grid size to $\pm 4.5\alpha_0$. However, the spectrum indeed changes drastically by
further reducing the grid size to $\pm 1.5\alpha_0$ (Fig. 7(b)). In turn, the cut-off is reduced for the dominant pairs of trajectories as well and the presence of the other pair of trajectories is visible from the Gabor profile (see Fig. 8(b)). For $\beta = 0.02$ and 0.05, the reduction in the energy cut-off is escalated further due to the even more stringent confinement of the electron motion. The contribution from the short trajectories is further eliminated, as reflected from the time-frequency map in Figs. 8(c) and 8(d). With the removal of long trajectories by confining the electron motion strongly, no interference now occurs, which is indicated by the absence of the oscillatory behaviour in the HHG (Fig. 7). However, a slow oscillation in the intensity of the harmonics, generated by the combined seed and fundamental pulses, is present, see e.g. the red colour curves in Figs. 7(b) and 7(c). By inspecting the corresponding time-frequency map carefully, a significant reduction in intensity is visible at the 40th and 30th harmonic order for $\beta = 0.01$ and 0.02, respectively. For $\beta = 0.01$ a similar intensity reduction is noticed at the 40th harmonic order in the map for other values of the grid size extension (Figs. 4(b) and 6(b)). When the seed pulse is introduced, the strength of the generated harmonics decreases significantly during later cycles of the pulse as evident from the Gabor profiles. The reason behind this decrease is attributed to the drastic depletion of the ground state population and this finding is true for all values of the inhomogeneity strengths and spatial grid sizes.

In all scenarios, the range of the recombination time for the trajectories is reduced as the strength of the inhomogeneity increases, which is reflected by the larger slope values of the trajectories. Larger slopes can be exploited to generate intense trains of attosecond pulses by choosing an appropriate window of frequencies. The broadband energy spectrum of the attosecond pulse train could be obtained by selecting wider frequency windows, e.g., from the 100th to the 250th harmonic order in Fig. 4(c).

IV. CONCLUSION

In this work, the combined effect of plasmonic-enhanced fundamental and seed pulses is studied in HHG. The efficiency of the HHG yield is enhanced by few-orders of magnitude as well as the HHG energy cutoff is also increased drastically. In the case of plasmonic-enhanced assisted HHG, the intensity of the harmonics is decreasing gradually with an in-build oscillation. The time-frequency map and population dynamics of electronic states
are used to understand the underlying mechanism of the generated spectra. The interplay of the population dynamics and the interference of short and long trajectories defines the oscillatory behaviour in the HHG yield. For higher values of spatial inhomogeneity, the harmonics are emitted in a short span of time and the emission times are well-separated. This feature enables the possibility to generate a train of intense attosecond pulses with a broadband spectrum. Plasmonic-enhanced fields, combined by seeded pulses, would pave the way for a more precise control of the HHG features.
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