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Abstract

Image steganography is the process of hiding information which can be text, image, or video inside a cover image. The advantage of steganography over cryptography is that the intended secret message does not attract attention and is thus more suitable for secret communication in a highly-surveillant environment such as civil disobedience movements. Internet memes in social media and messaging apps have become a popular culture worldwide, so this folk custom is a good application scenario for image steganography. We try to explore and adopt the steganography techniques on the Internet memes in this work. We implement and improve the HiDDeN model [22] by changing the Conv-BN-ReLU blocks convolution layer with a multiscale autoencoder network so that the neural network learns to embed message bits in higher-level feature space. Compared to methods that convolve feature filters on the row-pixel domain, our proposed MS-Hidden network learns to hide secrets in both low-level and high-level image features. As a result, the proposed model significantly reduces the bit-error rate to empirically 0% and the required network parameters are much less than the HiDDeN model.

Introduction

When two parties want to communicate with each other and preserve their privacy securely, the most commonly used strategy is data encryption. The data is converted into ciphertext using cryptography algorithms. The original message is not readable after encryption, but the ciphertext is visible to human eyes, leading to suspicion and further scrutiny. The advantage of steganography over cryptography is that the intended secret message does not attract attention. The visible encrypted messages, no matter how unbreakable they are, arouse interest and may in themselves be criminal in some countries [3]. Even worse, the two parties may be captured by an untrusted legal authority in a civil disobedience movement [1] and being tortured with Rubber hose cryptanalysis [2].

Steganography in Secret Communication

Image steganography or watermarking is the process of hiding secrets inside a cover image for communication or proof of ownership. Zhu et al. [22] proposed the first deep learning-based image data hiding technique, the HiDDeN model, to achieve steganography and watermarking with the same neural network architecture. Except for HiDDeN, various DL-based image data hiding approaches have been proposed for steganography (DDH) [21] (UDH) [19] (StegaStamp) and watermarking (DVMark) purpose. Our attempt to improve the HiDDeN model echoes Baluja’s [4] finding that the network architecture affects the secret hiding process and robustness of the DL-based methods. We want to explore the possibility of learning and hiding secret messages in both low-level and higher-level features representation of the encoder-decoder bottleneck layer. We use our network’s convolution and downsampling strategies to learn features that constitute wider image spatial regions and reduce the required model parameters for faster training and embedding.

Messing Apps

In the mobile computing and Mobile Internet age, people with a highly cost-effective mobile phone can easily communicate with friends and families using instant messaging apps (such as Facebook Messenger and LINE). The modern messaging apps connect users to social groups and enable users to send messages instantly in all kinds of multimedia formats. The richness of images or photos significantly improves the user experience during communication, and thus, sending interesting photos becomes a dominant user behavior in messaging activities. Figure 1 shows two examples of Internet memes shared among western and Asian societies. This kind of social phenomenon has become a folk custom, and the spread of Internet memes in messaging apps tends to be ignored by the ill-intentioned authority, which is a perfect application scenario for steganography.

![Internet memes examples that shared among messaging apps.](image)

**Figure 1.** Internet memes examples that shared among messaging apps. We embed the first 127 and 200 bytes of this paper’s abstract text in images (a) and (b), respectively. The embedded text can be 100% correctly extracted from the stego image with the proposed multi-scale autoencoder embedding network. From left to right, we show cover image (C), stego image (C'), and magnified difference as |C − C'| × 15.
Proposed methods

We use the publicly available HiDDEN implementation and modify the Conv-BN-ReLU blocks convolution layer with the proposed multi-scale autoencoder network. Figure 3 shows the overall proposed architecture. Compared with the HiDDEN model, we revise the embedding network and remove the noise layer because robustness is not considered in steganography.

The learning-based steganography methods use the convolution layers to transform the cover images to high-dimensional feature space for combining with the input secrets. Either message appending [19] or message concatenation [22] [15] [14] has been widely adopted to integrate with the latent code representation and trained as residual toward the skipped connection of cover image. Most literatures use a sequence of Conv-BN-ReLU blocks [22] [21] or U-Net [17] liked network architecture [14] [15] to learn this complex transformation.

In our embedding network, we use the autoencoder network with k convolution layers that downsamples the cover image C into half and doubles the filter channels in each layer, as shown in Figure 4 where k = 4. The secret message M with bits |M| is duplicated and concatenated with the latent code representation. Then, the same deconvolution layers are applied on the latent code to restore back to the original resolution as residual to the cover image C. At least, a final convolution layer is used to blend the residual and the skipped image to the encoded stego image C'.

The extractor and discriminator share the same k convolution layers as the encoder part of the embedding network, i.e., feature maps are spatially downsampled in half size and doubled in channels. The bottleneck layer of the extractor and discriminator then feeds to a linear layer of |M| nodes and one node as final representation output, which is identical to the |M| bits decoded message and classification result, respectively. All the convolution layers use a 3 × 3 kernel with stride 2.

Loss Function

To end-to-end learn the steganography model, we characterize the image distortion loss L_1 with the Euclidean distance between cover image C and stego image C' as 
\[ L_1(C, C') = \|C - C'\|_2 \]
Similarly, we measure the message distortion loss L_M with the 2 distance between the original and decoded message as 
\[ L_M(M, M') = \|M - M'\|_2 \]
We adopt the adversarial training with a discriminator A that predicts 
\[ A(I) \in [0, 1] \]
which is the probability of cover image, where 
\[ I \in \{C, C'\} \]
Then the adversarial loss 
\[ L_G = \|C - C'\|_2 \]
the ability of the discriminator to detect stego image, is model as 
\[ L_G(C') = \log(1 - A(C')) \]
We use the PyTorch built-in Adam optimizer to train the embedding network, message extractor, and discriminator to minimize the loss over training images and random sampled message bits:

\[ E_{C,M} = \lambda_1 \cdot L_1(C, C') + \lambda_M \cdot L_M(M, M') + \lambda_G \cdot L_G(C') \]

where \( \lambda_1 = 1.0, \lambda_M = 1.5 \) and \( \lambda_G = 0.001 \) are hyperparameters.

Related Works

The image steganography techniques have been developed with a long history. Many traditional methods are based on the LSB (least significant bit) technique or custom-designed algorithms, such as HUGO [9] (S-UNIWARD), or change mid-frequency components in the frequency domain [6] (WOW).

Deep steganography methods such as DDH [4] and UDH [21] defined a new task to hide a whole image in another with a deep neural network. Unlike traditional steganography that requires a perfect restore of secret messages, DDH and its variants minimize the distortion between the retrieved and the original secret images. Thus, the message is securely delivered because the authentic and recovered secret images are visually indistinguishable. Lu et al. [13] recently advanced deep steganography with a higher capacity of up to three or more secret images.

Zhu et al. [22] proposed the HiDDEN model that embeds the raw bits and extracts the secret message with a low bit-error rate using a deep neural network. With the generative model adversarial trained against the noise layers, the HiDDEN model can achieve the purposes of steganography and digital watermark with the same network architecture. However, inspired by HiDDEN, many researchers have proposed similar adversarial network methods for steganography [19] [10] and watermarking [15] [14].

The magnified embedding differences of the HiDDEN model and the proposed model on the testing image, shown in Figure 2 (b).

Figure 3. The overall architecture of the proposed MS-Hidden.
Feature-Capacity Hypothesis

From Figure 4 we can derive that the number of feature channels of the last convolution layer \( f_c \) is \((2^k)^2\). Therefore, the number of channels of the bottleneck layer before deconvolution is \( f_c + m_c \), where \( m_c \) denotes the number of message channels, which equals \(|M|\) in number. The spatial resolution of bottleneck layer is reduced from input image size \( B \times B \) to feature maps of size \((B/2^k) \times (B/2^k)\). We define the feature-capacity ratio \( \rho \) as:

\[
\rho_{k|M} = \frac{m_c}{f_c} = \frac{|M|}{(2^k)^2} \tag{2}
\]

It is intuitive to assume that the relative ratio between message channels \( m_c \) and feature channels \( f_c \) has impact on the overall network training efficiency and stability. Therefore, we have two hypotheses as follows.

Hypothesis 1. With the same convolution layers \( k \), the more message bits \(|M|\) to hide, the higher bit-error-rate we will obtain under the similar cover vs. stego image distortion. That is, for the same downsampling layers \( k \), we have \( E_{k,128} > E_{k,64} \).

Hypothesis 2. With the same feature-capacity ratio \( \rho \) calculated from different convolution layers \( k \) and message bits \(|M|\), the converged network training result will have a similar bit-error-rate. That is, \( \rho_{k,128} = 0.25 = \rho_{k,16} = \rho_{k,256} \).

In the HiDDeN model, the number of feature channels \( f_c \) is fixed at 64, while message channels vary from 30 to 52. With the introduced feature-capacity ratio, we have a guideline to simplify our network architecture by reducing the autoencoder layers with lesser message bits.

Experimental Results

We randomly selected 20,000 images from the COCO dataset \(^{18}\) as the training set and 1,000 images for validation and testing set to train our model. We cross-validate our model on the BOSS \(^{5}\) dataset, ImageNet \(^{12}\), and a custom-collected MEME dataset of 100 images to evaluate our model’s generalization ability. We sampled 1,000 images from the BOSS and ImageNet datasets as our benchmark dataset.

We train our model with the PyTorch built-in Adam optimizer using a learning rate of 0.001 and batch size 30. We train our model for 150 epochs until the bit-error-rate on the testing set is converged to 0% and we pick the best model with the lowest encoding distortion. We compare our model with two DL-based steganography methods, HiDDeN and UDH. We follow the same training settings from the HiDDeN paper and train for 300 epochs.

We use the official implementation of UDH and download the pre-trained model on their website.

Capacity and Secrecy

Qualitative evaluation: We resize the input cover image as \(128 \times 128\) and generate the stego image for comparison. From the stego residual images of HiDDeN in Figure 5 we see that the secrets are uniformly embedded in the raw-pixel domain, including smooth textures like the white wall in Figure 5 (c). At the same time, our MS-Hidden learns to hide secrets in high-level features primarily, e.g., the snakeskin texture in Figure 5 (a) and the red stripe on the railroad car in Figure 5 (b).

In our multi-scale autoencoder network, the spatial downsampling of feature maps in each convolution layer helps learn features on a broader reception field, resulting in higher-level latent representation. Because the secret bits are blended with multi-scale latent codes, our model learns to hide data in edges, textures (Figure 5 (a)), or regions (Figure 5 (b)) depending on the image content. For a less complex image with few details shown in Figure 5 (c), the embedding network chooses to hide messages uniformly in a periodic pattern.

---

\(^{18}\)https://github.com/ChaoningZhang/Universal-Deep-Hiding
**Steganographic analysis**

Our steganalysis measured the possibility of distinguishing a stego image from a cover image using publicly available steganalysis tools, including traditional statistical methods [7] and new DL-based approaches [11] [8]. We use the steganalysis tool, StegExpose [7] to measure our model’s anti-steganalysis ability. We randomly select half of our 1,000 ImageNet’s testing set to generate the stego images, and the other half use the cover images to benchmark with StegExpose.

To draw the ROC (receiver operating characteristic) curve, we vary the detection thresholds as input to StegExpose and come out the ROC curve. Figure 6 shows the ROC curve of the HiDDeN model, UDH, and our proposed method. We calculate the AUC (area under the curve) of each ROC curve and see that the HiDDeN model has the best AUC as 0.5158, indicating that the stego image detection accuracy is quite close to random guess. The AUC of our proposed model is inferior to HiDDeN; we think that may arise due to the causal relationship between high-level features and the pixel modification that makes StegExpose easier to detect. As for UDH, due to the trade-off between capacity and secrecy, this deep steganography method can be easily detected by the StegExpose algorithm.

![Figure 6. The ROC curve comparison produced by StegExpose.](image)

**Feature-Capacity Hypothesis**

The above experiments show that we can effectively hide 64 bits of messages into a 128 × 128 image with an embedding network of k = 4, where the feature-capacity ratio $\rho_{4,64} = \frac{64}{256}$ = 0.25. The same $\rho_{3,16} = \frac{16}{256} = 0.0625$ can be calculated if we hide 16 bits message into a 32 × 32 image with k = 3. We empirically validate the Hypothesis 2 in the second row of Table 2, where the BPP of $\rho_{3,16}$ is four times than $\rho_{4,64}$, but the averaged bit-error remains close to 0%.

As we increase the message from 64 bits to 128 bits onto 128 × 128 image block with $k = 4$ (the third row of Table 2), we have:

$$\rho_{4,128} = \frac{128}{256} = 0.5 > \rho_{4,64} = \frac{64}{256} = 0.25$$

(3)

As a result, the bit-error rate $E_{4,128} = 0.02 > E_{4,64} = 0.0$, which validates Hypothesis 1. Furthermore, if we increase the convolution layers of the multi-scale autoencoder with $k = 5$, the bit-error rate $E_{5,128} = 0.0016 < E_{4,128} = 0.02$, due to $\rho_{5,128} = 0.125 < \rho_{4,128} = 0.5$. The feature-capacity hypothesis hints us that we can add more convolution layers of the autoencoder to in-
crease the embedding capacity. However, we will encounter network training difficulty in reality and thus not always applicable.

Table 2. Embedding comparison of different feature-capacity ratio settings on ImageNet testing set.

| Method         | BPP | Bit-error | PSNR  | MAE  |
|----------------|-----|-----------|-------|------|
| $B=128, k=4, | M | n=64     | 0.0013 | 0.000000 | 44.44 | 1.02 |
| $B=32, k=3, | M | n=16     | 0.0052 | 0.000000 | 35.43 | 3.05 |
| $B=128, k=4, | M | n=128    | 0.0026 | 0.020392 | 36.07 | 3.09 |
| $B=128, k=5, | M | n=128    | 0.0026 | 0.01694  | 36.07 | 3.09 |

Model Complexity

To the best of our knowledge, there is no steganography method in the literature to study the model complexity vs. data hiding secrecy. Beyond traditional capacity vs. secrecy evaluation, we think it’s essential to consider the computational cost of DL-based steganography methods, given today’s high quality and substantial volume images. We calculate the model complexity of each comparing DL-based processes and measure the embedding performance on an Intel Core i7-9700K CPU workstation with an Nvidia GeForce RTX 2080 Ti GPU.

Table 3 shows the message embedding performance and the corresponding model complexity of the proposed MS-Hidden network compared to the HiDDeN model. The embedding time cost is measured in seconds and averaged per image across all testing datasets. With the multi-scale convolution layers that downsample each unique feature into compact latent representation, our proposed model reduces the required FLOPS in magnitude 17.8 times more efficiently. As a result, the speed to embed message per image is accelerated 3.4 times than the HiDDeN model.

Table 3. The message embedding performance and model complexity comparison.

| Method       | Time (sec.) | Params (M) | FLOPS (G) |
|--------------|-------------|------------|-----------|
| HiDDeN       | 0.1149      | 0.4143     | 6.7718    |
| Proposed     | 0.0333      | 1.2553     | 0.3834    |

Conclusion

This work focuses on embedding raw bits of messages in the popular Internet memes shared in social media and messaging apps. Applying steganography techniques on Internet memes for secret communication tends to be ignored by the ill-intentioned authority, which is a perfect application scenario for steganography. We explore the possibility of learning and hiding secret messages in a multi-scale feature representation of the cover image. We implement and improve the HiDDeN model by changing the Conv-BN-ReLU blocks convolution layer with a multi-scale autoencoder network. Our autoencoder network is parameterized by the number of layers $k$ and message bit-length $|M|$; therefore, the feature-capacity ratio can be defined as a guideline to adjust the convolution layers with corresponding message length.

Compared with methods that convolve feature filters on the row-pixel domain, our proposed MS-Hidden network learns to hide secrets in multi-scale image features and significantly reduces the bit-error rate to empirically 0%. Our stego image distortion is superior to that of the compared methods in both qualitative and quantitative evaluations. With the multi-scale convolution layers that downsample each specific feature into compact latent representation, our proposed model reduces the required FLOPS in an order of magnitude and significantly accelerates the message embedding performance.
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