A Novel Tropical Cyclone Size Estimation Model Based on a Convolutional Neural Network Using Geostationary Satellite Imagery
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Abstract: A novel tropical cyclone (TC) size estimation model (TC-SEM) in the western North Pacific was developed based on a convolutional neural network (CNN) using geostationary satellite infrared (IR) images. The proposed TC-SEM was tested using three CNN schemes: a single-task regression model that separately estimated the radius of maximum wind (RMW) and the radius of 34 kt wind (R34) of the TC, a multi-task regression model that estimated the RMW and R34 simultaneously, and a multi-task regression model using best-track TC intensity information. For model training, validation, and testing, 29,730, 2505, and 11,624 geostationary satellite images of the region around the center of the TC, respectively, were used, each containing four IR bands: short-wavelength IR (3.7 µm), water vapor (6.7 µm), IR1 (10.8 µm), and IR2 (12.0 µm). The results showed that the multi-task model performed better than the single-task model due to knowledge sharing and its ability to solve multiple interrelated tasks simultaneously. The inclusion of TC intensity information in the multi-task model further improved the performance of the RMW and R34 estimations, with correlations (mean absolute errors) of 0.95 (2.05 nmi) and 0.93 (9.77 nmi), respectively, which represent significant improvements over the performance of existing linear regression statistical methods. The results suggested that this CNN model using geostationary satellite images may be a powerful tool for estimating TC sizes in operational TC forecasts.
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1. Introduction

Tropical cyclones (TCs), which are low-pressure systems that form over warm tropical waters and are accompanied by strong winds and torrential rain, represent one of the gravest threats to the lives and properties of coastal communities. When a TC approaches a landmass, it is crucial to predict its impact area for disaster preparedness. TC size information, which indicates the TC impact area, is routinely provided by global TC warning centers during TC seasons [1]. In general, TC size is measured using various wind-based parameters, such as the radius of maximum wind (RMW), radius of gale-force wind (i.e., 34 kt; R34; 1 kt = 0.514 m s⁻¹), radius of damaging-force wind (i.e., 50 kts; R50), radius of hurricane-force wind (i.e., 64 kt; R64), and radius of the outermost closed isobars (ROCI) [2–7]. Among these radii, the RMW is a basic parameter used to estimate TC wind structure, and R34 is the most widely used parameter because it determines the potential impact area of a TC [8–11].

TCs spend most of their lifetimes in the open ocean, where in situ observations are very rare. Therefore, TC size estimation relies heavily on satellite observations and information obtained using scatterometers [12], microwave sounders [13,14], and infrared (IR) images [15–23]. Of these, IR-based methods are the most widely used in real-time operations due to the continuous stream of satellite images [16,18]. Currently, multiple satellite-based
techniques, which combine information from scatterometry, cloud/feature-tracked winds, microwave sounders, and IR methods [20], are employed in TC warning centers.

Demuth et al. [14] objectively estimated azimuthally averaged R34, R50, and R64 for TCs using Advanced Microwave Sounding Unit (AMSU) data from the National Oceanic and Atmospheric Administration (NOAA)-15, 16, and 17 satellites for the Atlantic and eastern Pacific for the period 1999–2004. These data are too coarse to adequately resolve TC structures because the spatial resolution is 48 km. Therefore, for almost real-time and objective estimations of TC sizes, a linear-regression-based statistical model (best-subsets multiple linear regression combined with a cross-validation method) was developed using 24 estimative parameters, including parameters derived from the AMSU, and introduced into the operation of the National Hurricane Center/Tropical Prediction Center in 2005. However, due to the coarse spatial resolution of the AMSU, this method cannot accurately estimate the winds in the inner cores of TCs.

To overcome this problem, various techniques have been developed based on satellite IR data. Kossin et al. [23] found that in cases of clear-eye TCs in IR images of geostationary satellites, the RMW can be indirectly estimated through a regression relationship with the IR-measured eye size. In general cases without IR scene-type constraints, they indirectly estimated the RMW and azimuthally averaged R34, R50, and R64 through a regression relationship using storm intensity, storm location, storm age, and principal components retrieved from IR images. The estimated RMW and wind radius were used to compensate for the inner-core TC areas, for which there were no data due to aircraft reconnaissance unavailability.

On the other hand, Knaff et al. [20] indirectly calculated the wind radii of the quadrant as a regression method using the threshold values and shape parameters of R34, R50, and R64 for each azimuth, which were based on the 850-hPa mean tangential wind at a radius of 500 km and the radius of 5-kt winds estimated from IR images and storm information. Kossin et al. [23] and Knaff et al. [20] also estimated TC wind radii by employing a relatively simple method using routinely available information based on IR images. However, these methods perform poorly when TCs are highly asymmetrical and/or undergo extratropical transition characterized by the absence of a deep convective signal, fast movement, and/or occurrence at high latitudes. These direct/indirect TC wind radius estimation methods are limited to the Atlantic and eastern Pacific basins for which there are aircraft reconnaissance data.

In the western North Pacific, TC wind radii are primarily determined using all available observation instruments and data, including satellite IR images, radar, surface synoptic observations, ships, buoys, the Advanced Scatterometer [24], Multiplatform Tropical Cyclone Surface Wind Analysis [25], and microwave radiometers [26]. When these data are not available, the TC wind radii are indirectly estimated from the regression between wind radii and maximum wind speed using IR satellite data [17,18] and the regression between central pressure and wind radius [27]. However, each of these linear-regression-based methods is known to have its own weaknesses [18,27] that lead to errors in operational and best-track wind radius estimates, which may be as large as 25–40% of the radii [8,20–27].

Recently, convolutional neural networks (CNNs), an artificial intelligence deep learning technique [28], have been used in TC studies in conjunction with satellite-based TC image analysis [29–36]. However, despite the importance of TC size, most previous studies utilized CNNs only to estimate the TC intensity and tracks [29–36]. This study aimed to address this research gap by proposing an objective TC size estimation technique using a CNN model and geostationary satellite-based multispectral images from the western North Pacific (WNP). The study’s methods were benchmarked against a previously constructed CNN model for TC intensity estimation [32].

The rest of this paper is organized as follows. Section 2 describes the dataset, CNN model, specific parameters, and model optimization methods used in this study. Section 3 presents the training, validation, and testing results; provides an interpretation of the
model; and discusses the results of sensitivity experiments. Section 4 summarizes the findings and presents the conclusions.

2. Data and Model Design

2.1. Data

A TC size estimation model (TC-SEM) was developed using geostationary satellite IR images from the Communication, Ocean, and Meteorological Satellite (COMS) Meteorological Imager (MI) of all TCs that occurred in the WNP during 2011–2016. The analysis period was selected based on the simultaneous availability of COMS MI data and TC intensity and size (for example, RMW and R34) information. Launched in 2010, the COMS is the first Korean multifunction geostationary satellite and is stationed at 128.2° E and 36,000 km above Earth’s equator [37]. The satellite has three payloads: one for meteorology, one for ocean observation, and one for communications. Its MI sensor for meteorology observes one side of the Earth every 15 min, with a horizontal spatial resolution of 1–4 km. The sensor consists of five spectral channels (one visible light and four IR). The visible light sensor has a spatial resolution of 1 km and a central wavelength of 0.67 µm. The IR channel has a spatial resolution of 4 km and contains four bands: short-wavelength IR (SWIR; 3.7 µm), water vapor (WV; 6.7 µm), IR1 (10.8 µm), and IR2 (12.0 µm) (Figure 1).
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structures of TCs to some extent [32,38–41]. They also capture cloud features of the outer regions of TCs, including shallow rainbands and nonprecipitating anvil clouds [33].

TC information was obtained from the International Best Track Archives for Climate Stewardship (IBTrACS), version 4. Best-track data, representing the best estimates of TC parameters, are provided by many agencies around the world, but each agency records slightly different TC characteristics in a variety of formats. This creates numerous problems when generating global datasets, such as different agencies reporting very different locations and intensities for the same TC. Moreover, the maximum sustained wind speed reported by various agencies is based on different definitions (e.g., 1, 3, and 10 min sustained winds). To address these problems, the NOAA’s National Climatic Data Center (NCDC) developed the IBTrACS, which is a novel, homogeneous, and comprehensive global TC best-track dataset collected by 12 agencies around the globe [42]. The recorded data, updated every 6 h, include TC location (longitude and latitude), intensity (maximum wind speed and minimum sea-level pressure), and size (RMW, R34, R50, R64, and ROCI; for R34, R50, and R64, quadrant data are provided [42,43]).

Figure 2 shows a schematic diagram indicating the RMW and R34 in the TC wind section. In this study, the RMW and mean R34 (average of R34 quadrants) were used for the label data, which were the values to be estimated by the TC-SEM. The label data were used after interpolation at the observation time of the COMS MI data.

![Figure 2. Schematic diagram of the radius of maximum wind (RMW; dashed red line) and 34 kt wind (R34; dashed green line) of Typhoon Rammasun (0308). The radial profile was obtained from QuikSCAT at 20:42 UTC on 9 May 2008. VMAX represents the maximum wind speed. At TC warning centers, the wind speed and distances from the TC center (including the RMW and R34) are reported in knots (1 kt = 0.514 m s\(^{-1}\)) and nautical miles (1 nmi = 0.185 km), respectively. For this reason, these operational units are used exclusively hereafter.]

When using machine learning techniques, including CNNs, it is important to ensure that the training data are evenly distributed (that is, the sample size should not be too large or too small for a specific bin) and that the features of the data are well reflected. In this study, TC images of 301 × 301 pixels (i.e., 1204 × 1204 km) were extracted from the four IR channels of the COMS MI using the TC center location obtained from the IBTrACS data [32]. The extracted TC images were reconstructed into 101 × 101-pixel images with a horizontal spatial resolution of about 12 km for computational efficiency. To balance the dataset, samples were randomly removed from bins with large sample sizes. The dataset was then augmented through two oversampling processes—temporal interpolation and image rotation—for bins with small sample sizes. Moreover, the label data were normalized
from 0 to 1 by dividing the RMW and R34 by their respective maximum values to compare the “loss” and “validation loss” in the CNN model. The dataset used in this study was randomly divided into training, validation, and test sets in a ratio of 68:6:26 (Table 1). The training dataset was used to fit the weights that matched the “ground truth” data in the CNN model. The validation dataset was used to identify the best hyperparameters in the model. Finally, the best-performing CNN scheme identified using the validation dataset was applied to the test data to perform an independent assessment of its performance.

Table 1. Sample data used in the study. The data were balanced using the method of Lee et al. [32].

| Data Set   | Sample Size |
|------------|-------------|
| Training   | 29,730      |
| Validation | 2505        |
| Testing    | 11,624      |
| Total      | 43,859      |

2.2. Convolutional Neural Network (CNN)

A CNN is a hierarchical neural network system that can extract and analyze feature vectors from complex multidimensional data [32]. CNNs are mostly used in computer vision studies because they can efficiently extract local features [35]. To extract features related to the relationships between distant pixels in a CNN, many convolutional layers need to be stacked. Therefore, the CNN model becomes deep and eventually takes a long time to learn due to problems such as gradient vanishing and exploding. Recently, convolutional long short-term memory (ConvLSTM) models, which utilize the long short-term memory capable of temporal evolution analysis, have been widely used for temporal evolution analyses of local features. Since the purpose of our study was to estimate (not forecast) the RMW and R34 by extracting regional features from TC images of four IR channels, we adopted a CNN model instead of a ConvLSTM model.

The CNN used in this study was composed of several layers that continuously extracted abstract features from the input data to perform regression or classification tasks by matching these features with the target of the study [33–35]. Each layer consisted of several neurons that computed weighted combinations of input data [35]. The model was trained to optimize parameters based on the nonlinear behavior of an activation function [35]. Most CNN models are composed of convolutional blocks, which include convolutional, activation, and pooling layers, in addition to fully connected (FC) layers. The model used in this study consisted of two-dimensional convolutional blocks (Figure 3). These blocks extracted features from each TC input from the images of the four IR bands. After preprocessing, the model contained 40,804 \((4 \times 101 \times 101)\) input values. After five convolutional blocks, these features were compressed to 4608 core features. For the first convolutional block, an input array with dimensions of \(4 \times 101 \times 101\) and 32 filters was used to extract features, transforming the input into \(32 \times 50 \times 50 = 80,000\) features. Similarly, the second, third, fourth, and fifth convolutional blocks converted the input arrays to \(64 \times 25 \times 25 = 40,000\), \(128 \times 12 \times 12 = 18,432\), \(256 \times 6 \times 6 = 9216\), and \(512 \times 3 \times 3 = 4608\) features, respectively. The padding option was applied to all convolutional layers to avoid removing features of the TC outer region, and the default glorot_uniform [44] function was adopted as the kernel initializer to initialize the weights in the convolutional layer. Glorot_uniform is the default kernel initializer that generates initial weights and biases according to a uniform distribution within \([-\text{limit}, \text{limit}]\) where \(\text{limit} = \sqrt{6/(\text{fan\_in} + \text{fan\_out})}\) (\text{fan\_in} is the number of input units in the weight and \text{fan\_out} is the number of output units) [45].
Each convolutional block needs an activation function that decides whether to send the final output signal from the convolution layer to the next neuron. In this study, the most widely used rectified linear unit (ReLU) nonlinear activation function was applied to account for the nonlinearity of all convolutional blocks. The ReLU nonlinear activation function is represented by $f(x) = \max(0, x)$, and the gradient vanishing problem of the traditional nonlinear activation functions (e.g., sigmoid and tanh) does not occur because input $x > 0$ outputs 1, and $x < 0$ always outputs 0. Moreover, it is considerably faster than the traditional nonlinear activation functions because there is no exponential calculation process for differentiation. However, a ReLU is considered “dying” if all inputs are negative (“dying ReLU”) [46]. This means that the neuron dies and information is not transferred to the next neuron. To address this problem, nonlinear activation functions, such as leaky ReLU and exponential linear unit, were recently proposed. However, a simple ReLU nonlinear activation function was used in this study since only positive input data were used. After several convolutional blocks, the output of the last convolutional layer was flattened from a four-dimensional to a one-dimensional array.
As the neurons in the FC layer were connected to all neurons in the previous layer, all features extracted from the previous layer were retained, and the output was calculated using weights and offsets [35]. Depending on the purpose, an FC layer can consist of several layer number, filter number, and activation function schemes. In this study, three CNN models were constructed according to the FC layer scheme used: (1) a single-task model that estimated the RMW and R34 separately (Scheme 1), (2) a multi-task model that estimated both the RMW and R34 (Scheme 2), and (3) a multi-task model using TC intensity information (Scheme 3).

In Scheme 1, eight FC layers were used to convert the 4608 features into a single RMW or R34 estimation (Figure 3a). In Scheme 2, the multi-task model converted the RMW and R34 simultaneously by applying the 4608 features to each of the eight FC layers used to estimate the RMW and R34 (Figure 3b). Multi-task learning is designed to aid knowledge sharing while solving multiple interrelated tasks simultaneously [47]. Previous studies reported that such knowledge sharing can improve the performance of some or possibly all tasks and reduce training times [47,48]. In Scheme 3, 256 features extracted from five convolutional blocks and one FC layer and 256 features of maximum wind speed (IBTrACS data) extracted from four FC layers were concatenated (Figure 3c, purple box). The 512 concatenated features were then converted to RMW and R34 at each of the eight FC layers (Figure 3c). The numbers of filters for the eight FC layers (except the output layer) used to estimate the RMW and R34 in common in Schemes 1, 2, and 3 were 512, 256, 128, 64, 32, 16, 8, and 4.

To improve the performance of the three CNN schemes, a dropout layer was added after the first FC layer (Figure 3, red boxes). In this layer, a proportion of the neurons were randomly disconnected during the training process, with only the information transmitted by the remaining neurons retained. The information of each neuron remaining in the continuous iteration of training created an ensemble effect and prevented model overfitting. At the end of the training process, the model calculated the loss value according to a predetermined loss function, and the weights were updated through successive iterations.

For the predicted values, the loss function was estimated using the mean square error (MSE), which is typically used to determine the deviation between the values predicted by a regression task model and the “ground truth” values (i.e., the label data), as follows:

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2
\]  

where \( n \) is the number of samples, \( \hat{Y}_i \) is the predicted value, and \( Y_i \) is the corresponding “ground truth” value. The evaluations were made using correlation, root mean square error (RMSE), mean absolute error (MAE), and bias, as follows:

\[
Correlation = \frac{\sum_{i=0}^{n} (Y_i - \overline{Y}) (\hat{Y}_i - \overline{\hat{Y}})}{\sqrt{\sum_{i=0}^{n} (Y_i - \overline{Y})^2} \sqrt{\sum_{i=0}^{n} (\hat{Y}_i - \overline{\hat{Y}})^2}}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=0}^{n} (Y_i - \hat{Y}_i)^2}
\]

\[
MAE = \frac{1}{n} \sum_{i=0}^{n} |(Y_i - \hat{Y}_i)|
\]

\[
Bias = \frac{1}{n} \sum_{i=0}^{n} (Y_i - \overline{Y}_i)
\]

where \( \overline{Y}_i \) and \( \overline{Y}_i \) represent the means of \( \hat{Y}_i \) and \( Y_i \), respectively.
The schemes were trained on a computer running the Ubuntu 18.04.1 system using an NVIDIA Tesla P100 GPU with 16 GB of memory and 3584 CUDA cores. TensorFlow GPU (2.2) was adopted as the deep learning framework [49], with Keras used as the backend to build the CNN schemes. This framework supports CUDA 10.0.

2.3. Model Optimization

The performance of machine learning algorithms depends heavily on identifying an appropriate set of hyperparameters, such as the depth of the convolutional blocks and the size and number of filters in the convolutional layers [50]. These parameters are sensitive to the features of the input data [32]. If the depth of these convolutional blocks becomes deeper, the number and weights of hyperparameters increase, which may lead to model overfitting. Conversely, if the depth of these blocks becomes shallower, this can lead to underfitting. Small filters in the model can capture more local features of the input image than large filters, whereas large filters are suitable for obtaining a general pattern of the input image. A small filter can extract a great deal of information from the input data but may require learning through a deeper convolutional layer because it slows down the rate at which the dimensions are reduced [32,51]. In the dropout layer, not all nodes in a neural network are trained; only part of the neural network is randomly trained. Hence, overfitting may be prevented due to the ensemble effect, thereby improving the model’s performance. Moreover, as the learning rate of the optimizer decreases, it is possible to finely train the model. This can also improve its performance but may lead to overfitting and increase the calculation time. Therefore, it is important to find the optimal hyperparameters for the features of the input data to obtain the best model performance.

In all our experiments, the hyperparameters in the validation dataset were tuned using the Keras tuner tool [52]. Specifically, the random search function of the Keras tuner tool was employed to find the optimal hyperparameters for the filter size of the convolutional layer, dropout rate of the dropout layer, and learning rate of the optimizer. As the number of random searches increases, the training time also increases. Thus, the appropriate range of hyperparameters for each scheme was determined before the tuning process (Table 2). The filter size of the convolutional layer was set to increase in increments of two from 3 to 9. The dropout rates were set to 0.25, 0.50, and 0.75. For the optimizer, adaptive moment estimation (Adam) was used [53,54]. The optimizer plays a role in reducing the difference (i.e., loss) between the actual and predicted results. To find the optimal loss, the optimizer was transformed from gradient descent (GD) [55] into several forms, such as momentum [56], stochastic GD [57], adaptive gradient [58], adaptive delta [59], root mean square propagation [60], Nesterov accelerated gradient [61], Adam, AdaMax (a variant of Adam based on the infinity norm) [54], and Nesterov momentum into Adam [62], depending on the learning rate or direction. Among them, Adam appropriately considers both the direction and learning rate to find the optimal loss; therefore, it is fast, has good performance, and is consequently one of the most frequently used optimizers. To check the performance of the Adam optimizer, we performed sensitivity experiments using several optimizers provided by Keras and found that the Adam optimizer outperformed other optimizers. Additionally, four learning rate values ($10^{-3}$, $10^{-4}$, $10^{-5}$, and $10^{-6}$) were tested to identify the optimal learning rate, in which the learning rate was defined as the initial learning rate $\times 1 / (1 + \text{decay} \times \text{iteration})$. It should be noted that if the learning rate is too low, it will take a long time to find the optimal loss, while if it is too high, it may be impossible to find the optimal loss.

Early stopping is a method that informs when to stop running iterative algorithms during the training process, which improves the general performance of CNN models by reducing model overfitting and removing small test errors that are not visible during the training process [63,64]. The validation loss is the average model error of the validation data from a specified loss function, which tells the CNN model when to stop training. During the training process in this study, when the validation loss reached a minimum, the model training process was stopped (Figure 4).
Table 2. Ranges of the hyperparameters used to select the optimal values for the three convolutional neural network models using the Keras tuner tool.

| Model     | Layer | Size of the Selected Filter (Range) | Size of the Selected Dropout Rate (Range) | Size of the Selected Learning Rate (Range) |
|-----------|-------|-------------------------------------|------------------------------------------|-------------------------------------------|
| Scheme 1 (RMW) | Conv 1 | 7 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 2 | 9 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 3 | 7 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 4 | 9 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 5 | 7 (3, 5, 7, 9)                      | 0.25 (0.25, 0.50, 0.75)                  | –                                         |
|           | Dropout|                                        |                                          | 10^{-6} (10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}) |
|           | Adam optimizer| –                             | –                                         | –                                         |
| Scheme 1 (R34) | Conv 1 | 3 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 2 | 9 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 3 | 3 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 4 | 9 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 5 | 9 (3, 5, 7, 9)                      | 0.25 (0.25, 0.50, 0.75)                  | –                                         |
|           | Dropout|                                        |                                          | 10^{-3} (10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}) |
|           | Adam optimizer| –                             | –                                         | –                                         |
| Scheme 2 | Conv 1 | 5 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 2 | 3 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 3 | 5 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 4 | 9 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 5 | 3 (3, 5, 7, 9)                      | 0.75 (0.25, 0.50, 0.75)                  | –                                         |
|           | Dropout (RMW) | –                             | –                                         | –                                         |
|           | Dropout (R34) | –                             | 0.5 (0.25, 0.50, 0.75)                  | –                                         |
|           | Adam optimizer| –                             | –                                         | 10^{-4} (10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}) |
| Scheme 3 | Conv 1 | 5 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 2 | 9 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 3 | 5 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 4 | 7 (3, 5, 7, 9)                      | –                                         | –                                         |
|           | Conv 5 | 9 (3, 5, 7, 9)                      | 0.5 (0.25, 0.50, 0.75)                  | –                                         |
|           | Dropout (RMW) | –                             | –                                         | –                                         |
|           | Dropout (R34) | –                             | 0.75 (0.25, 0.50, 0.75)                  | –                                         |
|           | Adam optimizer| –                             | –                                         | 10^{-5} (10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}) |

Figure 4. Schematic diagram of training loss (black line) and validation loss (red line) for the number of epochs (1 epoch = [training set size ∕ batch size] × iterations). As the epochs progressed, the training loss continuously decreased and converged to zero, while the validation loss increased or became constant in a specific epoch (i.e., overfitting). Training was stopped early in the epoch in which the minimum (or constant) validation loss appeared to prevent overfitting.
2.4. Gradient-Weighted Class Activation Mapping

Deep learning methods, including CNNs, are widely referred to as “black boxes” because it is difficult to identify causal relationships between features extracted during training and output data using such methods [32]. To overcome this problem, a visualization method called gradient-weighted class activation mapping (Grad-CAM) [65] was used in this study. Unlike existing CAM methods [66], Grad-CAM does not need to replace the FC layer with global average pooling after the last convolutional layer. By not using global average pooling, stable heatmaps can be obtained in all layers without performance degradation. Based on Grad-CAM, heatmaps were extracted for the RMW and R34 models to understand the effect of each layer.

3. Results and Discussion

3.1. Performance of the Three CNN Schemes

This section describes the performance of the three CNN schemes that used 11,624 (test) and 2505 (validation) satellite images. The single-task TC-SEM (Scheme 1) obtained correlation coefficients (MAEs) of 0.89 (4.25 nmi) and 0.91 (13.6 nmi) for the RMW and R34, respectively (Figure 5a,c). When the optimized model using the validation results was applied to the test dataset, the correlation coefficients were 0.86 (3.55 nmi) and 0.88 (12.6 nmi), respectively (Figure 5b,d).

![Figure 5. Validation (a,c) and test (b,d) results of the RMW and R34 estimated using the single-task model (Scheme 1). In each panel, the x-axis shows the RMW and R34 predicted by the model, and the y-axis shows the best-track RMW and R34 data. The validation data were used only to optimize the proposed model and were independent of the test data. The number of samples (N), correlation coefficient (r) and p-value, mean absolute error (MAE), root mean square error (RMSE), and bias are presented in the bottom-right corner of each panel.](image-url)
The validation and test results for the RMW showed negative biases for both \((-1.07\) and \(-0.35\) nmi, respectively), indicating that the model tended to underestimate the RMW. The negative bias was greater when the RMW was greater than 60 nmi in the best track, which may have been related to insufficient data samples during training in this range (for example, samples over 60 nmi accounted for only 0.48% of the total). For R34, the validation and test results showed negative and positive biases, respectively. Thus, there was no consistent bias trend.

The simultaneous estimation of the RMW and R34 using the multi-task TC-SEM (Scheme 2) showed better validation performance for both the RMW and R34 \((r = 0.92\) and 0.94, \(\text{MAE} = 3.36\) and 11.43 nmi, respectively; Figure 6a,c) compared with Scheme 1. Accordingly, the test results showed some improvement compared with Scheme 1 \((r = 0.91\) and 0.91, \(\text{MAE} = 2.66\) and 10.82 nmi for the RMW and R34, respectively; Figure 6b,d). This may have been due to the inclusion of the features of both the RMW and R34 in the multi-task TC-SEM [47,48].

![Figure 6.](image)

TC intensity was added to the multi-task model because it was expected that, since the intensity of a TC is generally related to its size, this information would improve the model’s performance. A significant negative correlation was found between TC intensity and the RMW \((r = -0.67, p < 0.01)\), with the RMW tending to decrease as TC intensity increased (Figure 7a). There was also a statistically significant correlation between R34 and TC intensity \((r = 0.44, p < 0.01; \text{Figure 7b})\). As shown in Figure 8, the inclusion of TC intensity information in the multi-task model further improved the accuracy of the RMW and R34 estimations in the validation \((r = 0.97\) and 0.95, \(\text{MAE} = 2.27\) and 9.65 nmi, respectively; Figure 8a,c). Accordingly, the test results of the RMW and R34 estimations using Scheme 3 \((r = 0.95\) and 0.93, respectively; \(\text{MAE} = 2.05\) and 9.77 nmi, respectively; Figure 8b,d) were better than those of Scheme 2. Among the three schemes, the superiority of Scheme 3 in estimating TC size is also evident in the Taylor diagrams shown in Figure 9.
Figure 7. Relationship between TC intensity and (a) RMW and (b) R34. The different colors represent the density of the data estimated using the Gaussian kernel function. The number of samples (N), correlation coefficient, root mean square error (RMSE), and bias are also shown.

Figure 8. The same as Figure 5, but these were estimated using the multi-task model with additional TC intensity information (Scheme 3).
Figure 9. Taylor diagrams for (a) the RMW and (b) the R34 comparing the results of the three schemes.

The results of this study were compared with those of previous studies based on existing wind radius estimation methods [14,20,23]. The findings revealed that the correlations and MAEs of our model were higher and lower, respectively, than those of previous studies for both the RMW and R34 (Table 3). It should be noted that a direct quantitative comparison was not possible, as previous studies used different datasets. Nevertheless, given that our model’s accuracy in a large number of samples (11,624) spanning six years was comparable to or better than that of other operational products, our CNN model appears to be a powerful tool for estimating TC size.

Table 3. Comparison of the best-performing model in this study with other TC size estimation models in terms of the correlation and MAE. AO, WNP, and ENP represent the Atlantic Ocean, western North Pacific, and eastern North Pacific, respectively.

| TC Size | Method | Region | Period Covered | Correlation | MAE (nmi) |
|---------|--------|--------|----------------|-------------|-----------|
| RMW     | Kossin et al. [23] | AO     | 1995–2004      | 0.58        | 13.11     |
|         | Scheme 3 (this study) | WNP    | 2011–2016      | 0.95        | 2.05      |
| R34     | Demuth et al. [14]  | AO, ENP| 1999–2004      | 0.89        | 16.90     |
|         | Knaff et al. [20]   | AO, ENP| 2011–2013      | –           | 37.00     |
|         | Scheme 3 (this study) | WNP    | 2011–2016      | 0.93        | 9.77      |

3.2. Class Activation Mapping

Figure 10 shows an example of heatmaps for the RMW and R34 calculated using Grad-CAM, along with COMS MI IR1 images, classified into six groups—tropical storms (TS) and category 1–5 TCs according to the Saffir–Simpson Hurricane Wind Scale. In the satellite images, it can be seen that the stronger the intensity, the more pronounced the TC eye. Thus, when the TC eye was distinct (category 4 and 5 TCs; Figure 10e,f), the TC-SEM seemed to estimate the RMW mainly using information from around the TC eye. These patterns can be clearly seen in the radial-averaged heatmap estimated using all TCs in the same intensity group (Figure 11a) in which the eyes of category 4 and 5 TCs had high heatmap values. Considering that the maximum wind speed (Vmax) of a TC is usually located near the eyewall that surrounds the eye of the TC, information from around the TC eye is clearly useful for determining the RMW. On the other hand, for TCs of weak-to-medium intensity (categories 1–3; Figures 10a–d and 11a), the heatmap values
were greater toward the outside regions of the TCs than toward their centers, as the eyes of these TCs were not clear in the satellite images.

Figure 10. Examples of COMS Meteorological Imager infrared 1 (IR1) images (left panels), heatmaps of the radius of maximum wind (RMW) (center panels), and radius of 34 kt wind (R34) (right panels) calculated using a gradient-weighted class activation mapping (Grad-CAM) for tropical cyclones (TCs) based on the Saffir–Simpson Hurricane Wind Scale. (a) Tropical storm (TS) and category (b) 1, (c) 2, (d) 3, (e) 4, and (f) 5 TCs. The solid black and red circles represent the RMW and R34, respectively, which were estimated using the TC-SEM proposed in this study. The images were randomly selected according to TC intensity. The axis units are pixels (1 pixel $\approx$ 12 km).
Figure 11. Radial mean heatmaps from the center of the tropical cyclone (TC) for (a) the radius of maximum wind (RMW) and (b) the radius of 34 kt wind (R34) estimated for TCs of each category on the Saffir-Simpson Hurricane Wind Scale. The x-axis is the distance normalized by the RMW (i.e., 1 is the RMW, 2 is twice the RMW, etc.).

For R34, the overall pattern was similar to that of the RMW, except that as the TC became stronger, the heatmap values were higher near the RMW than near the TC eye region (Figure 11b). Unlike the RMW, for relatively weaker TCs (categories 1–3), the heatmap values were almost equally high from the RMW to regions outside the TC. The rate of decline (i.e., slope) from the Vmax to the outer weak wind speed was an important factor for determining the R34, as shown in Figure 2. This is why the TC-SEM used all the information from the RMW to the outside region of the TC equally to determine the R34, especially for weaker TC regions (Figure 11b).

3.3. Sensitivity Test of Dropout and Pooling Layers

Previous research indicated that the use of dropout layers in CNN models for intensity estimation may increase the model error [33]. Therefore, we performed a sensitivity experiment to investigate whether removing the dropout layers (Figure 3) could reduce the errors in estimating the RMW and R34 in Schemes 1, 2, and 3.

The results showed that removing the dropout layers improved the performance of Schemes 1 and 2, while retaining them improved the performance of Scheme 3 (Table 4). This suggests that the TC size estimation model was sensitive to the dropout layer, as was the TC intensity estimation model, and that the effect of the dropout layer depended on how the CNN model was constructed.

Pooling techniques or pooling layers are commonly used in CNN models to reduce computational complexity by storing representative values of a group of features instead of the original values [33,67,68]. However, the fine structural features of TCs can be removed during the pooling process [33]. In this study, due to limited computing resources, pooling layers were used to increase the number of filters containing TC features.
Table 4. Validation and testing results for the three CNN-based TC size estimation models with and without dropout layers. The model with the best validation and testing accuracy is denoted in bold. The asterisks (*) indicate statistical significance at the 99% confidence level based on Student’s t-test.

| Model                | RRW           | R34           |
|----------------------|---------------|---------------|
|                      | Corr. RMSE (nmi) | MAE (nmi) | Bias (nmi) | Corr. RMSE (nmi) | MAE (nmi) | Bias (nmi) |
| With dropout layers  |
| Scheme 1             | 0.89 *        | 5.88          | 4.25       | −1.07            | 0.91 *    | 18.26       | 13.60       | 0.66       |
|                      | (0.86 *)      | (4.98)        | (3.55)     | (−0.35)          | (0.88 *)  | (17.98)     | (12.60)     | (−0.25)    |
|                      | 0.92 *        | 4.88          | 3.36       | −0.56            | 0.94 *    | 15.51       | 11.43       | 1.30       |
|                      | (0.91 *)      | (4.00)        | (2.66)     | (−0.10)          | (0.91 *)  | (15.62)     | (10.82)     | (−0.08)    |
|                      | 0.97 *        | 3.40          | 2.27       | −0.17            | 0.95 *    | 13.57       | 9.65        | 0.29       |
|                      | (0.95 *)      | (3.09)        | (2.05)     | (−0.05)          | (0.93 *)  | (14.34)     | (9.77)      | (0.54)     |
| Without dropout layers|
| Scheme 1             | 0.93 *        | 4.83          | 3.29       | −1.06            | 0.95 *    | 15.77       | 11.46       | 1.42       |
|                      | (0.92 *)      | (4.04)        | (2.66)     | (−0.41)          | (0.90 *)  | (16.75)     | (11.54)     | (0.12)     |
|                      | 0.94 *        | 4.45          | 2.97       | −0.92            | 0.94 *    | 15.72       | 11.42       | 0.88       |
|                      | (0.92 *)      | (3.80)        | (2.48)     | (−0.31)          | (0.91 *)  | (16.23)     | (11.19)     | (−0.45)    |
|                      | 0.95 *        | 4.16          | 2.90       | −0.13            | 0.94 *    | 15.11       | 11.11       | −0.12      |
|                      | (0.93 *)      | (3.64)        | (2.50)     | (−0.12)          | (0.92 *)  | (15.26)     | (10.82)     | (−0.18)    |

4. Summary and Conclusions

This study proposed a novel TC-SEM based on a CNN model and geostationary satellite images of four IR channels obtained from the WNP. The TC-SEM was trained, validated, and tested to estimate the RMW and R34 of TCs using 43,859 satellite images and TC best-track data. The multi-task model that estimated the RMW and R34 simultaneously and used additional TC intensity information showed the best performance. This suggests that the accuracy of the TC-SEM could be improved by knowledge sharing while simultaneously performing multiple interrelated tasks and by using additional useful information. Based on Grad-CAM, heatmaps were created to understand what areas of TCs the model used when estimating the RMW and R34. The analysis showed that the areas differed depending on TC intensity. For weak TCs, the model mainly used information from the outer regions, whereas for strong TCs, it used information from the TC eye and eyewalls. A comparison with previous studies showed that the accuracy of our model was comparable to or better than that of existing methods.

Existing TC size estimation methods consist of direct estimations using scatterometry data and indirect estimations using geostationary satellite IR images. In the former case, the RMW—the inner core of a TC—cannot be accurately estimated due to the low spatial resolution of scatterometry; in the latter case, the RMW and R34 estimations have low accuracy in the absence of a discernable TC eye and in the case of weak TCs because they use empirical linear regression that depends on climate information. Although this study did not compare the accuracy of the proposed model with existing methods on the same sample, the overall high accuracy achieved suggests that our model using artificial intelligence technology could be an alternative method for estimating TC size that is relatively reliable and accurate in all cases, with and without discernable TC eyes.

This is the first study to estimate TC size by applying multichannel IR images to a CNN model, suggesting that this new method can be a powerful tool for estimating TC size in operational TC predictions. However, since TC intensity information from best-track data is not provided in real time, TC warning centers may use the TC-SEM after estimating a TC’s intensity. In this case, the performance of the TC-SEM may deteriorate due to errors in the estimation of TC intensity. Whether to use the TC intensity estimated via the TC-SEM will depend on the accuracy of the TC intensity estimation. In addition to the intensity information, the TC-SEM can be further improved by including additional environmental variables related to TC size. This, however, requires further investigation.

In this study, asymmetric characteristics of TC size were not considered. Such information is important for more accurate predictions of TC-related hazardous areas [69–71].
As best-track data contain asymmetric TC size information, such as wind radii on the longest/shortest axis or quadrant, the TC-SEM can be used in future studies to estimate asymmetric TC sizes.
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