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ABSTRACT

A novel dose calculation approach was designed based on the application of LSTM network that processes the 3D patient/phantom geometry as a sequence of 2D computed tomography input slices yielding a corresponding sequence of 2D slices that forms the respective 3D dose distribution. LSTM networks can propagate information effectively in one direction, resulting in a model that can properly imitate the mechanisms of proton interaction in matter. The study is centered on predicting dose on a single pencil beam level, avoiding the averaging effects in treatment plans comprised of thousands pencil beams. Moreover, such approach allows straightforward integration into today’s treatment planning systems’ inverse planning optimization process. The ground truth training data was prepared with Monte Carlo simulations for both phantom and patient studies by simulating different pencil beams impinging from random gantry angles through the patient geometry. For model training, 10’000 Monte Carlo simulations were prepared for the phantom study, and 4’000 simulations were prepared for the patient study. The trained LSTM model was able to achieve a 99.29 % gamma-index pass rate ([0.5%, 1 mm]) accuracy on the set-aside test set for the phantom study, and a 99.33 % gamma-index pass rate ([0.5%, 2 mm]) for the set-aside test set for the patient study. These results were achieved for each pencil beam in 6-23 ms. The average Monte Carlo simulation run-time using Topas was 1160 s. The generalization of the model was verified by testing for 5 previously unseen lung cancer patients. LSTM networks are well suited for proton therapy dose calculation tasks. However, further work needs to be performed to generalize the proposed approach to clinical applications, primarily to be implemented for various energies, patient sites, and CT resolutions/scanners.
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1 Introduction

The spatial calculation of the radiation dose within the patient’s body is a central component of computer-aided treatment planning in the general radiotherapy chain. Thereby, accuracy is key - only a precise dose estimate enables a meaningful, patient-specific assessment of the treatment plan before the onset of therapy [1][2][3][4].
At the same time, requirements regarding the dose calculation speed keep rising. Real-time dose calculation for adaptive radiotherapy (ultimately during treatment) \cite{5, 6, 7}, massively repeated dose calculation for uncertainty quantification \cite{8, 9, 10, 11, 12}, and complex simulations for biological effectiveness \cite{13, 14} are still too time-consuming for widespread clinical application.

For particle therapy, the trade-off between dose calculation speed and accuracy is defined by pencil beam algorithms on the one end and Monte Carlo algorithms on the other end. While pencil beam algorithms provide faster dose estimates, Monte Carlo algorithms require a higher computational load \cite{15, 16}. At the same time, however, Monte Carlo algorithms clearly outperform pencil beam algorithms regarding accuracy in complex geometries \cite{17, 18, 19}.

Currently, state-of-the-art deep learning (DL) technology is making an impact at various stages in radiotherapy. This process is most notably in classical machine learning domains such as outcome analysis and image processing \cite{20, 21, 22, 23, 24}. Academic studies investigating deep learning for dose calculation are limited, and they primarily investigate the feasibility of deep learning methods in photon therapy \cite{25, 26, 27, 28}. Furthermore, considerations are restricted on training a 2D/3D model (e.g. U-Net \cite{29}) on the accumulative dose distribution extracted from prior-planned patient data, which poses problems for an application within inverse planning and seamless integration into existing workflows. This holds also true for recent work demonstrating the feasibility of improving protons dose calculation accuracy from the pencil beam algorithms to the level of Monte Carlo simulations, by learning from the prior-planned patient plans \cite{30}.

In this manuscript, we introduce a novel dose calculation approach for proton therapy based on the application of long short-term memory (LSTM) networks \cite{31}, in an attempt to mimic the physics of proton interactions with matter in a single pencil beam level. We restrict this study to a minimal number of parameter dependence, and establish an end-to-end model that predicts the dose distribution based on the input CT. Therefore, the 3D proton dose distribution of a pencil beam within the patient is understood as a sequence of two-dimensional dose slices along the beam direction.

LSTM networks, unlike conventional feed-forward networks, have a hidden inner state enabling efficient processing of sequences of data and effective propagation of information along the sequence \cite{32}. Currently, LSTM networks are applied highly successful for time-series data, e.g. stemming from speech or video \cite{33, 34, 35, 36}. To the best of our knowledge, this is the first work to exploit ANNs, and specifically LSTM networks, to perform proton dose calculation.

The designed approach will be further motivated in the following section 2 along with details on our LSTM architecture and training process. Section 3 presents results from a dose calculation accuracy study on model geometries and real-world lung patient cases. The limitations of our study and general opportunities provided through LSTM network proton dose calculations are discussed in section 4, section 5 concludes the paper.

2 Material and methods

The elementary task underlying the dose calculation for an entire intensity modulated proton therapy treatment is the calculation of the dose of a single proton pencil beam. In this context, a pencil beam denotes a bunch of protons leaving the treatment nozzle with a reasonably confined momentum distribution, as determined by the beam shaping devices.

Consequently, our study focuses on considerations for individual pencil beams. This reduction was chosen to study the fundamental characteristics of LSTM network-based dose calculations without averaging effects in treatment plans comprised of thousands of pencil beams which may conceal important aspects regarding the accuracy of the physical dose deposition.

2.1 Conventional proton dose calculation

With conventional dose calculation approaches, the 3D dose distribution of a single pencil beam within the patient body $D$ is a function of the initial phase space (i.e., the initial position and momentum distribution) of the particles $P$ and the 3D patient geometry $G$.

$$D = f(P, G)$$  \hspace{1cm} (1)

The patient geometry is usually determined with a computed tomography (CT) scan where the Hounsfield units (HU) get translated into material composition distributions for Monte Carlo algorithms with custom calibration curves. Based on samples from the initial phase space of the particles, Monte Carlo algorithms simulate the path of individual protons and the associated energy deposition within the patient, as determined by its interactions with the patient geometry. The final dose distribution is then given by the sum of the deposited energy of all simulated particles. While this approach
allows for highly precise dose estimates with sufficient histories being simulated, even in challenging geometries, the repeated simulation of individual particles is very time consuming.

In our study, the Monte Carlo dose calculations were carried out with the Topas (TOol for Particle Simulation) wrapper [37] for Geant4 [38]. The initial particle energy was 104.25 MeV for all simulations providing a reasonable trade-off between a meaningful penetration depth and acceptable dose calculation as well as LSTM network training run-times during prototyping.

2.2 Neural networks for proton dose calculation

In order to train a neural network for proton dose calculations, it is necessary to learn a mapping from the 3D patient geometry $G$ and the initial particle phase space $P$ to the 3D dose distribution $D$, as laid out in the previous section. In the following two subsections, we are going to explain (1) our parameterization of the proton dose calculation problem for a neural network and (2) the rationale underlying our network architecture.

2.2.1 Problem parameterization

In order to minimize the complexity of the training process for the neural network, we restrict the transformation to be learned for dose calculation to a single initial energy. Without the loss of generality (we can simply train one network per initial energy), this effectively reduces the space of possible dose calculation scenarios for the network and enables a denser sampling of the space of possible patient geometries and dose distributions.

The space of possible dose distributions can be further confined when switching from the patient coordinate system into the beam’s eye view coordinate system. Here, the dose deposition is always oriented along the z’-axis, as shown in figure 1. As the lateral extent and the particle range can be considered finite and is roughly known a priori for any given initial energy, it is further possible to perform a lateral and longitudinal clipping of the region of interest. In our case we use an isotropic resolution of 2 mm with $m = 15$ voxels in lateral direction and $l = 150$ voxels in longitudinal direction (for patient setup).

Further, we chose to perform the learning not on HU maps but on maps of the relative stopping power (RSP) which are also used for conventional pencil beam algorithms [39]. The RSP values are in turn translated into the respective water density for MC simulations.

In the described parameterization, we deal with a supervised regression problem that maps the geometry input data $G_i \in \mathbb{R}^{l \times m \times m}_+$ to real-valued dose outputs $D_i \in \mathbb{R}^{l \times m \times m}_+$.

2.2.2 Network architecture considerations

Due to the 3D nature of the problem, the intuitive implementation of a neural network for dose calculation is a 3D model such as a 3D U-net. These models have seen much attention recently with continuous advances in GPU hardware, and specifically GPU memory sizes, allowing processing of big data. However, the particle dose calculation problem exhibits a geometrical peculiarity that motivates a more specialized network architecture: dose deposition is almost exclusively taking place in a sequential upstream-to-downstream manner. I.e. the highly energetic protons predominantly travel along one direction with moderate lateral scatter until they stop. This characteristic behavior allows for a representation of the 3D input and output as a sequence of two-dimensional slices, as illustrated in figure 2.

Thence, the dose calculation problem has strong similarities to conventional video analysis in terms of spatio-temporal features. In action recognition tasks for instance, models have to extract spatial features of objects within each frame, and temporal features to interpret the movement of those objects. Simulating the protons traverse through matter, and consequently their dose deposition, is very similar to this task. It is completely determined by the upstream geometry, i.e., the geometry previously "seen" by the protons along their track through the patient. This implies causality from upstream to downstream within the 3D volume and it suggest a special role for regions in the input data that have high gradients in their RSP values (e.g. material interfaces to bones with high RSP and cavities with low RSP). Thereby, the effect of each heterogeneity on the dose deposition is most pronounced at the end of the proton range as demonstrated in figure 4. Consequently, any model to simulate dose deposition for particles needs to extract spatio-temporal features and precisely propagate the impact of heterogeneities along the particle tracks.

While recent studies [40, 41, 42] have shown that 3D-CNN models are capable of extracting spatio-temporal features through sequential data, consideration has to be taken with regard to the length of the sequences. In our application domain protons may have high ranges of more than 300 mm and consequently very high number of slices which may lead to issues with an adequate receptive field for detecting such long coherence. The 3D-CNN by design has the

---

1The RSP denotes the range loss in the geometry relative to a water phantom.
Figure 1: (a) Dose distribution of a single pencil beam with initial energy 104.25 MeV impinging from gantry angle 240° overlaying the patient CT. The clipping region is highlighted with a red box. (b) Respective CT slice and (c) dose distribution in beam’s eye view coordinate system.

The disadvantage of having high computational complexity and excessive memory usage \[40\]. In order to capture temporal coherence, the total number of parameters of 3D-CNNs will increase manifolds depending on the size of the temporal receptive field.

Processing sequences with long dependencies requires a model capable of passing information through the series. Recurrent Neural Networks (RNNs) with their hidden inner states, are capable of connecting many conventional one-input-to-one-output neural networks resulting in a model suitable to process on a many-input-to-many-output layouts. LSTM networks, an evolved version of simple RNNs, are capable of effectively transmitting relevant information through very long series thanks to their internal mechanism. Moreover, one directional LSTM models can fully adapt to the upstream-to-downstream propagation scheme of protons, eliminating dependencies between downstream to upstream resulting in a substantially reduced number of parameters for the model.

---

1 Note that this figure is illustrating the RNN/LSTM network in an unfolded fashion \[43\].
2.2.3 LSTM networks

RNN models are distinguished by having a hidden internal state, enabling them to retain temporal information, similar to a memory. Considering our problem parameterization, depicted in figure 2 of having an input sequence \( \{z_1, z_{l-1}, z_l, z_{l+1}, \ldots, z_t\} \) and output sequence \( \{a_1, a_{t-1}, a_t, a_{t+1}, \ldots, a_l\} \) with \( z_t = [z_1, \ldots, z_m] \) and \( a_t = [a_1, \ldots, a_n] \), RNNs calculate a hidden inner state \( h_t \in \mathbb{R}^K \) with K hidden units, and the output \( a_t \) via the following recurrence equations:

\[
\begin{align*}
    h_t &= f(W_{IH}z_t + W_{HH}h_{t-1} + b_H), \\
    a_t &= f(W_{HO}h_t + b_O),
\end{align*}
\]

where \( f \) denotes an element-wise non-linear activation function. \( W_{IH} \), \( W_{HH} \) and \( W_{HO} \) are the input-to-hidden, hidden-to-hidden, and hidden-to-output weight matrices, respectively. \( b_H \) and \( b_O \) denote the hidden and output layer biases. The weight matrices and the biases are shared parameters that, given a properly converging training process during backpropagation, map relations between the input and output as desired. Simple RNNs, however, often suffer from the vanishing or exploding gradient problem during backpropagation with an increasing number of events in the input sequence. These problems arise due to the recursive derivative operations taken place along the sequence which may lead to very small or very big gradients, which in turn disrupt the training process and consequently restrict the RNN’s capabilities to memorize long-term dependencies.

With the motivation to overcome the long-term dependency problem, LSTM networks were first introduced by Hochreiter et al. \[31\]. The key innovation in this context is a memory cell state \( c_t \) and associated update mechanisms via gates in addition to the hidden state \( h_t \). In particular, the memory cell state has the capability of remaining unaltered, unless the three individually trained neural network layers, namely the input, forget, and cell gate determine to update the information within memory cell state. This mechanism inhibits repetitive multiplication of the gradients in the course of backpropagation algorithm and ensures efficient passage for relevant information through the sequence, as shown in figure 4. Finally, an additional neural network, the output gate, is trained to select the corresponding
Figure 3: Effect of a heterogeneity on the shape of a pencil beam dose profile. The pencil beam is formed by $10^6$ protons with an initial energy of 104.25 MeV passing through (a) water (1.0 RSP). (b) The cuboid heterogeneity (2.5 RSP) has 10 mm width in $z'$ axis, 14 mm width in $x'$ axis, and 1 mm distance to the center of the of proton beam. The effect of the cuboid mainly manifests in a bimodal Bragg peak region extending from $\approx 60$ mm to 80 mm, i.e., 20 mm after the heterogeneity.

information to output for the current time interval. Mathematically, each LSTM cell enclosing the mentioned gates can be described via the following equations

$$i_t = \sigma (W_{i1} z_t + W_{i2} h_{t-1} + b_i)$$

$$f_t = \sigma (W_{f1} z_t + W_{f2} h_{t-1} + b_f)$$

$$g_t = \tanh (W_{g1} z_t + W_{g2} h_{t-1} + b_g)$$

$$o_t = \sigma (W_{o1} z_t + W_{o2} h_{t-1} + b_o)$$

$$c_t = f_t \odot c_{t-1} + i_t \odot g_t$$

$$h_t = o_t \odot \tanh (c_t)$$

(3)

where $W_{\xi}, W_{\xi'}, b_{\xi}, \xi \in \{i, f, g, o\}$, are the input-to-hidden weight matrices, hidden-to-hidden weight matrices, and biases that jointly are the learnable parameters constituting the input, forget, cell, and output gates, respectively. $\sigma$ is the Sigmoid function restricting the outputs to values between zero and one, ensuring a functionality analogous to gates. $\odot$ denotes the element-wise Hadamart product. The gates regulate the error propagation in the training process, thereby preventing the vanishing and exploding of the derivatives. Many variants of the original LSTM \cite{44, 45, 46} have been introduced so far, and this study is using the Pytorch\cite{47} implementation of this architecture.

2.2.4 LSTM Training

Training of the network was carried out with an Adam optimizer \cite{47}, with a learning rate of $10^{-5}$ and a Mean Squared Error (MSE) loss function. The LSTM cells featured one layer with 1000 neurons as internal layer, followed by a fully

\footnote{https://pytorch.org/docs/stable/nn.html#lstm}
connected neural network for the back end. The back end network features one hidden layer with 100 neurons and an output layer of $m^2$ to generate the slices. The dose cubes were normalized to have values in 0 to 1 range. Empirically, we found no improvement in test loss after about 100 epochs, and after that overfitting of the training set has been observed. Training of the network takes 3 to 4 hours for the patient data set described in the next section, with a Geforce GTX 970 GPU.

2.3 Dosimetric evaluation

2.3.1 Phantom cases

In order to study the performance of the proposed neural network dose calculation algorithms in an idealized setting, we first carried out simulations on phantom geometries featuring cuboid inhomogeneities of varying dimensions and densities placed randomly within a water phantom, as shown in figure 5. For this task, 2500 phantom samples were generated with corresponding dose distributions from TOPAS Monte Carlo simulations. This number was raised to 10,000 samples by augmenting rotated (90° angles) replicas of the cubes. 8000 samples were used as training set, and 2000 samples were used as test set. All the samples were simulated with $\sim 1.1 \times 10^6$ histories on average, resulting in less than 1 % statistical uncertainty.

2.3.2 Lung cases

In order to study the performance of the proposed neural network dose calculation algorithms for real-world patient cases, we further considered dose calculation tasks on lung patient cases exhibiting highly pronounced inhomogeneities between normal tissue, lung tissue, and bony anatomy (rib cage & spine). For this task, 1000 lung case samples were generated with corresponding dose distributions from TOPAS Monte Carlo simulations (4000 after data augmentation). All samples stem from the same patient. Different geometric problems could be extracted from one patient by sampling the beam orientation in 5° steps from 0° to 355° in combination with isocenter position samples in 10 mm shifts spanning the lung along the $z$ axis, as shown in Fig. 6. All the samples were simulated with $2.5 \times 10^6$ histories on average, ensuring a statistical uncertainty between 1 % to 2 %. 3200 samples were used as training set, 800 samples were used as test set. The original CT was downsampled to an isotropic 2 mm resolution. Consequently, the resulting HU map was transformed to an RSP map via HU look up tables yielding RSP values between 0 for vacuum and 2.5 for denser bone structures.

2.3.3 $\gamma$-index analysis

In order to compare 3D dose distributions, $\gamma$-analysis \cite{48} was performed with a 0.5 % distance-to-agreement and 1 mm dose difference criterion(0.5 %, 1 mm) in short) for the water box phantom, and a [0.5 %, 2 mm] criterion was chosen for the patient case. The $\gamma$-analysis represents the agreement of the two 3D dose distributions with a 3D numerical index $\gamma$, having values less than 1 for voxels which pass the agreement requirements, and values higher than 1 for voxels which fail the agreement requirements. Consequently, the $\gamma$-index pass rate demonstrates the percentage of voxels with $\gamma < 1$ out of all voxels with $\gamma$-index value higher than zero (we do not consider all voxels to avoid inclusion of passing voxels beyond the range of the dose).

\footnote{Uncertainty is calculated by dividing the highest standard deviation by the dose in that voxel}
Unlike dose difference maps, the $\gamma$-index provides a more holistic assessment of dose distribution differences, not only considering local dosimetric discrepancies but also spatial shifts (e.g., due to range offsets). Although computationally expensive, the $\gamma$-index pass rate reduces the discrepancy of two 3D dose distributions to a single number which facilitates the large scale comparisons needed for our study working with several thousand training and test samples.

3 Results

3.1 Phantom cases

The prepared dataset for the water box phantom was used for training of the simple RNN and the LSTM network. Figure 7 shows MSE loss plot for the training of both architectures for 100 epochs.

The performance of the two networks was further evaluated dosimetrically for the test set. Table 1 presents the outcome of the $\gamma$-analysis comparing the estimated dose from the networks with the ground truth MC calculations. While both networks seem generally suited for dose calculation with mean pass rates $>97.88\%$ (figure 3.1), the LSTM network outperforms the RNN by 1.5%. We have observed that differences between the LSTM network and RNN mainly originate from cases with pronounced heterogeneities as shown in Figure 9. In this example, the LSTM model demonstrates an evident improvement in comparison to the RNN model, which fails to predict the bimodal Bragg peak behind the density interface resulting in an $\sim 8$ percentage points increase in overall $\gamma$-index pass rate.

Table 1: $\gamma$-index analysis comparing the two trained models in water phantom case ([0.5%, 1mm]).

|      | mean | std  | min  | max  |
|------|------|------|------|------|
| RNN  | 97.88| 2.12 | 89.42| 99.8 |
| LSTM | 99.29| 0.8834| 94.8 | 100  |
Due to the promising results of the LSTM network on the phantom cases, especially those with pronounced heterogeneities, we also trained this architecture on the lung patient data set, as shown in Figure 10. Table 2 summarizes the outcome of the $\gamma$-analysis for the set-aside test set. Note that we also included a relaxed $\gamma$ criterion of [0.5\%, 2 mm] for the patient case. Due to the generation of the training and test set samples for the patient case by varying, among others, gantry angles, we have to deal with interpolation effects in the cube extraction that affect the $\gamma$-analysis at the previously used [0.5\%, 1 mm] criterion.

### Table 2: $\gamma$-index analysis comparing the trained LSTM model with MC calculations for the patient case

| $\gamma$-analysis criteria | mean | std  | min  | max  |
|-----------------------------|------|------|------|------|
| [0.5\%, 1 mm]               | 94.47| 3.78 | 80.43| 99.58|
| [0.5\%, 2 mm]               | 99.33| 0.92 | 94.91| 100  |

Figure 11 shows the performance of the trained network on a representative test sample. In particular, we want to point out the capability of the trained network to deal with oblique gantry angles where voxels with vanishing density prior to entering the patient are successfully recognized and not confused with low density lung voxels lying within the patient. Furthermore, the LSTM network correctly predicts a smeared out Bragg peak without a distinct maximum at the end of the particles’ range which is due to low density lung tissue at the location of the Bragg peak. Also the irregular shape of the distal fall-off which originates from inhomogeneities in the pencil beam track is qualitatively predicted by the network dose calculation algorithm. Additional samples are showcased in appendix A.
3.3 Model generalization

In order to assess the generalization of the LSTM dose calculation engine to previously unseen patients, i.e., data from other patients that was not considered during training, the performance of the network was evaluated on five additional lung cancer patients. For each patient, 200 pencil beams with randomly selected gantry angles and isocenter shifts were prepared, and the deposited dose was calculated using MC calculations. Table 3 lists the result of comparing the MC calculations with the network estimations using $\gamma$-index analysis.

3.4 Run-times

In order to compare the run-times of incorporating the trained network as opposed to the MC algorithm, Table 4 lists the average run-times for estimating the dose for the 5 above-mentioned patients for a single pencil beam, for both methods. The MC simulations were performed with Topas with a calculation node with 28 virtual CPUs on an Openstack\(^2\) cluster. For the trained network, the run times were measured for two systems with different GPUs. Depending on the facilitated hardware, we measure average run-times of 6 ms to 23 ms for the LSTM approach. Note that this run-times included

\(^2\)https://www.openstack.org/
Figure 9: Performance comparison of the (b) RNN and the (c) LSTM network with (a) ground truth MC calculation for a sample test data (104.25 MeV, with a 14 mm width slab and 2.5 RSP, $\gamma$-analysis criterion = [0.5%, 1 mm])

Figure 10: MSE loss function for training of the patient case data set with LSTM architecture

the time required to send the input CT cube for each pencil beam from CPU to GPU and vice versa for the yielded dose cube. However, in applications such as adaptive radiotherapy which requires repetitive online dose estimations, the input CT cubes can be prepared and sent to the GPU in advance. Consequently, the only relevant run-times would be the network feed forward, i.e. matrix multiplication operations run-times, reported to be 1.5 ms to 2.5 ms for the two facilitated hardware stacks. The average Topas run-time was 1160 s, performed with $\sim 2.5 \times 10^6$ histories on average (see section 2.3).
Figure 11: Dose estimation result for a sample test data (104.25 MeV). Starting from top is the input patient CT, the ground truth MC dose distribution, the estimated dose by the LSTM network, and the $\gamma$-index map ($[0.5 \%, 2 \text{ mm}]$)

4 Discussion

In this paper, we have demonstrated the general feasibility of proton dose calculation based on an LSTM neural network. The LSTM network correctly models the proton dose deposition characteristics in the entrance, in the Bragg peak, and in the distal fall-off region - also in heterogeneous geometries. This covers particularly examples where conventional pencil beam algorithms fail, e.g. predicting a smooth bi-modal Bragg peak behind interfaces.

In comparison to RNN networks, LSTM networks proved particularly suited for this task, especially in heterogeneous geometries. This was also reflected in the training behavior, where the RNNs exhibited more pronounced fluctuations in MSE loss (compare figure 7).

Using phantom and lung patient cases, we have observed very good agreement for individual pencil beams with an initial energy of 104.25 MeV at run-times of 6 ms to 23 ms per pencil beam. While the $\gamma$-index pass rates for patients 1 to 3 was $>99\%$, the $\gamma$-index pass rates for patients 4 and 5 ranged between 96 % and 98 %. This slight decline was attributed to very low RSP values in lung which could not be discriminated against air volumes penetrated by the beam before entering the patient. This phenomenon originated from beam angles in the training set where the beam enters and exits the patient arms before impinging on the chest (see figures 12(a) and 15(d)). Even though these beam orientations would be probably excluded from clinical considerations, we decided to have them included as challenging test scenario for the networks.

Based on the approach to study dose calculation accuracy for an individual energy, we were able to show the generalization of our algorithm to patient cases that were not considered during LSTM training. In order to implement a dose calculation for an entire treatment plan, however, additional networks need to be trained for different energies. Alternatively, and conceptually more appealing, it may be possible to train a network that is able to generalize also over different initial energies.
Table 3: $\gamma$-index analysis on 5 different lung cancer patients

| Patient | mean   | std  | min   | max  |
|---------|--------|------|-------|------|
| 0\(^1\) | 99.33  | 0.92 | 94.91 | 100  |
| 1       | 99.10  | 0.93 | 93.01 | 99.99|
| 2       | 99.01  | 1.03 | 94.96 | 100  |
| 3       | 99.15  | 1.00 | 94.27 | 100  |
| 4\(^2\) | 97.94  | 2.27 | 85.07 | 100  |
| 5\(^2\) | 96.34  | 4.09 | 75.79 | 99.96|

\(^1\) Network has been trained on this patient.
\(^2\) Patients with very low RSP values in lung (further discussed in section 4)

Table 4: run-time comparison of the MC calculation vs. ANN predictions. Run times reported in parenthesis considers purely the network feedforward time consumption and does not count the time required to send each input/output from CPU to GPU and vice versa

|       | MC\(^1\) | ANN\(^2\) | ANN\(^3\) |
|-------|----------|-----------|-----------|
| Average run time (s) | 1159.5   | 0.023 (0.0025) | 0.006 (0.0015) |

\(^1\) 28 VCPUs, 64 Gb RAM
\(^2\) Intel Core i7-6700 3.4 GHz - Nvidia GTX 970 - 64 Gb RAM
\(^3\) Intel Xeon W-2135 3.7 GHz - Nvidia Quadro RTX 6000 - 64 Gb RAM

Of course, the run time benefits of several orders of magnitude over MC simulations as shown in table 4 will not manifest in the same way for clinical treatment plans comprised of several thousands of pencil beams. Here, MC simulations can save substantially because the geometry will only be initialized once for the entire simulation. Furthermore it will be possible to reduce the number of histories per pencil beam to achieve sufficient statistical certainty over the entire treatment plan for a simple dose recalculaton. For the computation of a dose influence matrix which is needed for dose optimization, however, the MC runtime reductions will be more moderate. On the other side, it will be possible to further accelerate LSTM-based dose calculation through dedicated deep learning hardware and leveraging the embarrassingly parallel nature of the problem. And, as previously indicated, the transfer times between CPU and GPU will only be necessary once per patient for LSTM network dose calculations. In our case this made up 75% of the run time for the faster GPU hardware.

Moreover, this study was concentrated on the ability to estimate dose in heterogeneous geometries, and no effort was made in improving the model efficiency. In this regard, there exist various model compression techniques, e.g. pruning, quantization, and tensor decomposition methods (achieving low-rank structures in the weight matrices) \[49, 50, 51\], which can lower the number of parameters in fully connected layers substantially \[52, 53\]. The efficiency of the model can be further enhanced through fine-tuning of the model architecture. This study parameterized the size in longitudinal direction as a fixed hyper-parameter (parameter \(l\), see section 2.2.1). While the range of mono-energetic protons are more or less fixed in a homogeneous geometry, it can vary substantially when they travel through wide cavities such as the Lung. This issue coerces us to train the model with very long sequences, to encompass all the potential pencil beam ranges. However, the LSTM models can be designed in what is referred to as sequence to sequence learning, which can accept a variable length input and outcome with a variable length output, incorporated effectively in Machine Translation problems \[54\]. Utilization of such a model can restrict the number of matrix multiplication operations accustomed to the plan, resulting in even faster estimations. In a different approach, one could also incorporate Autoencoders \[55\], as a back-end to the model, compressing the input CT to a latent feature space, leading to a reduction in number of input parameters.

The proposed dose estimation approach has not been exploited so far to the best of our knowledge, and we intend to explore this approach in many aspects. We see possible applications in photon dose calculation as well as in heavier ions (Carbon, Oxygen, Helium) dose calculation in an attempt to estimate biologically effective dose distributions.
5 Conclusion

In this paper, we have investigated the role of two different neural network architectures for proton dose calculation, i.e., an RNN and an LSTM network. For individual pencil beams on varying heterogeneous phantom geometries, the average \( \gamma \)-index pass rate (\( 0.5 \% \), 1 mm) was 97.9\% for the RNN and 99.3\% for the LSTM network. The LSTM network was further evaluated on a highly heterogeneous lung case where we observed an average \( \gamma \)-index pass rate of 99.3\% (\( 0.5 \% \), 2 mm). Average LSTM network run-times ranged between 6 ms to 23 ms.

Our results indicate that LSTM networks are well suited for particle therapy dose calculation tasks.
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A Additional output

In this section, we illustrate the performance of the trained network on additional challenging test samples, in which the inputs exhibit noticeable heterogeneities. These samples are extracted from the test data set of the patient 0, patient 3, and patient 5.

Figure 12: Dose estimation results for 4 test data from patient 0 ($E = 104.25 \text{ MeV}$, $\gamma$-index criteria = [0.5 %, 2 mm]). The Subfigurs follow the layout outlined in figure 11. Note that sample (a) has an air gap between the patient’s arm and chest (discussed in section 4).
Figure 13: Dose estimation results for 4 test data from patient 0 ($E = 104.25$ MeV, $\gamma$-index criteria = [0.5%, 2 mm]). The Subfigurs follow the layout outlined in figure 11. Note that the aliasing effect in sample (a) is due to the cube extraction interpolation of oblique gantry angles.
Figure 14: Dose estimation results for 4 test data from patient 3 ($E = 104.25$ MeV, $\gamma$-index criteria = [0.5\%, 2 mm]). The Subfigurs follow the layout outlined in figure [11].
Figure 15: Dose estimation results for 4 test data from patient 5 ($E = 104.25 \text{ MeV}$, $\gamma$-index criteria $= [0.5\%, \ 2\ \text{mm}]$). The subfigurs follow the layout outlined in figure [11]. Note that the network fails to distinguish between the lung and the air cavity in sample (d) due to the very low RSP value of the lung.