Two-dimensional excitons from twisted light and the fate of the photon’s orbital angular momentum
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As the bound state of two oppositely charged particles, excitons emerge from optically excited semiconductors as the electronic analogue of a hydrogen atom. In the two-dimensional (2D) case, realized either in quantum well systems or truly 2D materials such as transition metal dichalcogenides, the relative motion of an exciton is described by two quantum numbers: the principal quantum number $n$, and a quantum number $j$ for the angular momentum along the perpendicular axis. Conservation of angular momentum demands that only the $j = 0$ states of the excitons are optical active in a system illuminated by plane waves. Here we consider the case for spatially structured light sources, specifically for twisted light beams with non-zero orbital angular momentum per photon. Under the so-called dipole approximation where the spatial variations of the light source occur on length scales much larger than the size of the semiconductor’s unit cell, we show that the photon (linear and/or angular) momentum is coupled to the center-of-mass (linear and/or angular) momentum of the exciton. Our study establishes that the selection rule for the internal states of the exciton, and thus the exciton spectrum, is independent from the spatial structure of the light source.

I. INTRODUCTION

Excitons are the bound states formed by an electron-hole pair in a semiconductor crystal, and as such, they are close analogues of the hydrogen atom. Excitons manifest themselves as optical absorption or emission lines within the band gap of the material. In the theoretical treatment of exciton formation, light-matter interaction is most often described within the dipole approximation. This approximation disregards the spatial structure of the light field, which is justified by the tiny length scale on which the de Broglie waves vary, as compared to the wavelength of the light.

The dipole approximation gives rise to optical selection rules related to the conservation of angular momentum during an optical transition. Within the dipole approximation, light may carry only one quantum of angular momentum per photon, realized through the circular polarization of the light; therefore, optical transitions can change angular momentum quantum numbers of the matter only by one unit. In atoms, this rule selects the s-to-p or p-to-d transitions; in semiconductors, the selection rule affects the orbitals of the bands in an analogous way. As a consequence of the dipole approximation, excitons created from such a dipole transition do not carry angular momentum; that is, the respective quantum number $j$ is zero. Moreover, as established by the Elliott formula, the transition amplitude quickly decays with the principal quantum number $n$ (as $(n + 1/2)^{-3}$ in 2D), such that the exciton spectrum is strongly dominated by transitions into the 1s state, i.e. the state corresponding to the hydrogenic ground state. A common technique to allow optical access to the $p$ exciton series in semiconductors is nonlinear, two-photon spectroscopy.

It is clear that effects beyond the dipole approximation can modify the selection rule of the excitons. In particular, the dipole approximation disregards the possible spatial structure of the light beam, which in the case of twisted light results in a well-defined orbital angular moment (OAM) per photon. The photon OAM essentially adds another tunable degree of freedom for tailoring light-matter interaction. It has been proposed to use this new degree of freedom for generating a topological band structure by breaking time-reversal symmetry, for pumping electrons in a magnetic field through the Landau level, or for producing topological defects such as vortices or skyrmions. A striking demonstration of how optical selection rules are modified by photon OAM has been achieved in an experiment with trapped ions, showing a dipole-forbidden atomic s-to-d transition in the presence of a twisted light field. Given the analogy between an exciton and a hydrogen atom, it might be expected that twisted light can generate transitions into dark excitonic levels, where the photonic OAM is absorbed in the internal degree of freedom. This indeed has theoretically been suggested for the case of Rydberg excitons. On the other hand, there have also been experiments with atomic and polaritonic condensates in which twisted light has led to the formation of vortices. This indeed would suggest that the orbital angular momentum of the photon is absorbed by the center-of-mass (COM) degree of freedom of the exciton, rather than by the relative motion of electron and hole. Also, in the strong drive limit and absence of Coulomb binding, OAM of light can lead to Floquet vortex creation, but it is an open question how strong drive and exciton formation compete with each other.

To better understand the fate of the photonic OAM in
excitonic transitions, the present paper studies the case of a single exciton in a two-band semiconductor model in 2D in the presence of a twisted light source. We extend theoretical studies of band-to-band transitions in semiconductors or graphene with twisted light, presented in Refs. 22–29, to the case where Coulomb interactions give rise to exciton formation. Our analysis demonstrates that, under the assumption that the spatial variation of the light occurs on a length scale much larger than the size of the unit cell of the semiconductor crystal, transitions into excitonic levels \( j \neq 0 \) remain completely forbidden even in the presence of twisted light. Instead, the structure of the light field selects the COM degree of freedom of the excitons. Since it is the relative motion that essentially determines the energy of an exciton, it follows that the twist of the light source does not modify the excitonic spectrum. In this context, we also note that small shifts in the spectrum are possible if the COM dispersion of the excitons. Since it is the relative motion that essentially determines the energy of an exciton, it follows that the twist of the light source does not modify the excitonic spectrum.

Our paper is organized in the following way: In Sec. II, we develop the general analytical formalism to describe exciton transitions in structured light beam. In Sec. III, we specifically address the case of a Bessel beam. To evaluate this case, we make use of the rotational symmetry of the beam which makes an explicit numerical treatment feasible. With this we are able to show, for a finite system size, that the \( s \) states are optically bright, in quantitative good agreement with the 2D Elliot formula, independent of the twist of the light source does not modify the excitonic spectrum. In this context, we also note that small shifts in the spectrum are possible if the COM dispersion of the excitons.

### II. GENERAL ANALYTICAL MODEL

#### A. Light-matter coupling

We consider a 2D semiconductor with Bloch bands \( \lambda \) and wave vector \( k \), described by Bloch functions \( \varphi_{\lambda,k}(r) = \frac{1}{\sqrt{S}} e^{i k \cdot r} u_{\lambda,k}(r) \), where \( u_{\lambda,k}(r + R_i) = u_{\lambda,k}(r) \) with \( R_i \) a lattice vector. In this basis, the crystal Hamiltonian reads \( \hat{H}_0 = \sum_{\lambda,k} c_{\lambda,k} \hat{c}_{\lambda,k}^\dagger \hat{c}_{\lambda,k} \), with \( c_{\lambda,k} (\hat{c}_{\lambda,k}^\dagger) \) being the annihilation (creation) operators, and \( \epsilon_{\lambda,k} \) the dispersion. We assume a light field given by a vector potential \( \mathbf{A}(r) = A(r) \cdot \mathbf{e} \) in the Coulomb gauge, such that the light-matter Hamiltonian is given by:

\[
\hat{H}_{LM} = \sum_{\lambda',\lambda,k,k'} \sum_{\lambda,k} \frac{i e h}{2 M} \langle \lambda',k' | \mathbf{A}(r) \cdot \nabla_r | \lambda,k \rangle \hat{c}_{\lambda',k'}^\dagger \hat{c}_{\lambda,k} .
\]  

We are only interested in the matrix element \( \langle \lambda',k' | \mathbf{A}(r) \cdot \nabla_r | \lambda,k \rangle = \int d^2 r \varphi_{\lambda',k'}(r) \mathbf{A}(r) \cdot \nabla_r \varphi_{\lambda,k}(r) \) with \( \lambda = c \) and \( \lambda' = v \), i.e. transitions amplitudes between conduction and valence band. Taking into account the orthonormality of the bands, the derivative operator has to act onto the lattice-periodic function \( u_{\lambda,k} \) to yield non-zero contributions. Explicitly, we have

\[
\hat{h}^{c,e}_{\lambda',k'} = \frac{1}{S} \int d^2 r \mathbf{A}(r) e^{i(k-k') \cdot r} u_{\lambda,k}^*(r) \mathbf{e} \cdot \nabla_r u_{\lambda,k}(r) .
\]

Here, \( S \) is the size of the system.

At this stage, we make the approximation (A1): the vector potential and the exponential do not vary within a unit cell. By keeping variations beyond the scale of a unit cell, this approximation is less restrictive than the dipole approximation which would fully ignore the spatial structure of the light. Yet without considering a particular choice of vector potential, the spatial variations of the beam is generally limited by a length scale on the order of the wavelength of the light. The same length scale also determines the variation of the exponential \( e^{i(k-k') \cdot r} \), since it will turn out \( a posteriori \) that \( k - k' \) is determined through the photon momentum. Since the optical wavelength is usually several orders of magnitude larger than the size of unit cell, the approximation is totally valid in the usual cases, but might not hold in some special cases, e.g. of Moiré lattices with enlarged unit cells26–29.

Applying (A1) to Eq. (2), we write:

\[
\hat{h}^{c,e}_{\lambda',k'} = \frac{1}{N_{\text{sites}}} \sum_{R_i} A(R_i) e^{i(k-k') \cdot R_i} \times \int d^2 r u_{\lambda,k}^*(r) \mathbf{e} \cdot \nabla_r u_{\lambda,k}(r) \equiv A_k \times \mathbf{e} \cdot \mathbf{p}_{k',k}^{c,e},
\]

where \( \kappa = k - k' \) and \( A_k = \frac{1}{N_{\text{sites}}} \sum_{R_i} A(R_i) e^{i \kappa \cdot R_i} \) the Fourier transform of the vector potential. The dipole moment between the \( k' \) state in the valence band and the \( k \) state in the conduction band is denoted by \( \mathbf{p}_{k',k}^{c,e} \).

We proceed by making a second approximation (A2): the dipole moment depends only weakly on the wave vectors \( k \) and \( k' \). Indeed, the most radical implementation of this approximation in which the dipole moment is set to a constant \( \mathbf{p}_k^{c,e} \) is commonly used in the literature, cf. Ref. 25. To be less restrictive, we argue that \( \mathbf{p}_{k',k} \) may depend on \( k + k' \) (which can take relatively large values), whereas the dependence on \( k - k' \) (which remains small since it is equivalent to the photon momentum) is negligible. To this end we introduce the quantity \( \mathbf{K} = \frac{1}{2} (k + k') \) and assume a linear (or linearized) dependence on \( \mathbf{K} \):

\[
\mathbf{p}_{k',k}^{c,e} = \mathbf{p}_0^{c,e} + (\alpha \cdot \mathbf{K}) \mathbf{p}_1^{c,e} .
\]

For notational convenience, we write \( \mathbf{e} \cdot \mathbf{p}_{k',k}^{c,e} = \mathbf{p}_{k',k}^{c,e} = \mathbf{p}_0^{c,e} + (\alpha \cdot \mathbf{K}) \mathbf{p}_1^{c,e} \). The light-matter matrix element is finally written as:

\[
\hat{h}^{c,e}_{\lambda',k'} = \hat{h}_{\lambda',k'}^{c,e} = A_k \mathbf{p}_{k',k}^{c,e} .
\]

This expression makes it immediately clear that the wave vector \( \kappa \) is exclusively selected by properties of the light.
field, whereas the wave vector $\mathbf{K}$ is exclusively determined by material properties. In the following, we will find that, in the case of exciton transitions, $\kappa (\mathbf{K})$ is related to the COM (relative) momentum of the exciton.

### B. Exciton transitions

We are now interested in the transition amplitude for exciton formation $T_X \equiv \langle \chi | H_{LM} | \text{vac} \rangle$. Here, $| \chi \rangle$ denotes an excitonic state, which in 2D is characterized through four quantum numbers for relative and COM motion. We choose $| \chi \rangle = | k_{\text{com}}, n, j \rangle$, i.e., we describe the excitonic state by its linear COM momentum $k_{\text{com}}$, and its hydrogenic quantum numbers $n$ and $j$, representing the relative degrees of freedom. The vacuum state $| \text{vac} \rangle$ corresponds to a filled valence band and an empty conduction band.

The excitonic wave function can be written as

$$\Phi^{(\text{rel})}(\mathbf{r}) = N_{n,j} f_{n,j}(r) e^{i\mathbf{p}\cdot \mathbf{r}} e^{-\frac{|\mathbf{r}|^2}{2a_0^2}} \mathcal{P}_{n-j}(\rho) e^{i\mathbf{p}\cdot \mathbf{r}}, \tag{7}$$

where $\rho = \rho_n$, with the inverse length scale given by

$$\rho_n = (\frac{n+1/2}{a_0})^2. \quad \text{The material-specific length scale} \quad a_0 = \hbar^2/(e^2M) \quad \text{is the effective Bohr radius depending on effective mass $M$ and dielectric constant $\varepsilon$.}$$

The normalization of the relative wave function is given by

$$N_{n,j} = \sqrt{\frac{(n-j)!}{(n+j)!}} \frac{(\rho_n)^2}{2} \frac{1}{\pi n + 1/2}. \tag{8}$$

For the COM part, we simply assume plane waves,

$$\Phi^{(\text{com})}_{k_{\text{com}}} (\mathbf{r}) = e^{ik_{\text{com}} \cdot \mathbf{r}}.$$

Without making use of the explicit solution for the excitonic wave functions, we write for the transition amplitude:

$$T_X = \int d^2\mathbf{R} \int d^2\mathbf{r} \sum_{\kappa, \mathbf{K}} \langle \mathbf{r} | \mathbf{R} \rangle \langle \chi | H_{LM} | \text{vac} \rangle \times \left( \kappa, \mathbf{K} \right) \tag{9}$$

The last term corresponds to the band-to-band transition amplitude evaluated above,

$$\langle \kappa, \mathbf{K} | H_{LM} | \text{vac} \rangle = (K - \frac{e}{2} | H_{LM} | K + \frac{e}{2}) = \hbar e^{i\mathbf{p}\cdot \mathbf{r}} N_{n,j} \mathcal{P}_{n-j}(\rho) e^{i\mathbf{p}\cdot \mathbf{r}}, \tag{10}$$

which is Fourier transformed to spatial coordinates by the second term,

$$\langle \mathbf{R}, \mathbf{r} | \kappa, \mathbf{K} \rangle = \frac{1}{S^2} e^{i(\mathbf{K} \cdot \mathbf{r} + i\mathbf{p}\cdot \mathbf{r})} \mathcal{P}_{n-j}(\rho) e^{i\mathbf{p}\cdot \mathbf{r}}, \tag{11}$$

This expression explicitly shows that the wave vector $\kappa (\mathbf{K})$ is conjugate to the COM (relative) variable.

Plugging all expressions into Eq. (9), the $\mathbf{R}$ integral is immediately evaluated into a Kronecker-Delta $\delta_{\kappa, k_{\text{com}}}$, so photon momentum $\kappa$ and COM momentum $k_{\text{com}}$ must match. We obtain:

$$T_X = \frac{(2\pi)^2}{S^2} N_{n,j} A_{k_{\text{com}}} \int d^2\mathbf{r} f_{n,j}(r) e^{i\mathbf{p}\cdot \mathbf{r}} \times \sum_{\mathbf{K}} e^{i\mathbf{K} \cdot (\mathbf{r} + \mathbf{p})}, \tag{12}$$

The $K$-sum is a Fourier transform into the relative variable $\mathbf{r}$, and we can write

$$\sum_{\mathbf{K}} e^{i\mathbf{K} \cdot (\mathbf{r} + \mathbf{p})} = (2\pi)^2 \int \frac{d\mathbf{k}}{(2\pi)^2} \delta(\mathbf{k}) - i\mathbf{k} \cdot \mathbf{p} \cdot \mathbf{r} = \int d\mathbf{k} \delta(\mathbf{k} - \mathbf{p} - \mathbf{r}).$$

From this expression it can immediately be seen that a constant dipole moment leads to non-zero transition amplitudes only if the relative exciton wavefunction $f_{n,j}(r)$ is non-zero at $r = 0$. This is the case only for s-excitons. The linear dependence of the dipole momentum on $\mathbf{K}$, expressed by the second term, gives rise to non-vanishing transition amplitudes if the first derivative of $f_{n,j}(r)$ is non-zero at $r = 0$.

This second term enables the formation of excitons in higher momentum states than the s series. However, we emphasize that this term is independent from the light source, and with respect to the relative degrees of freedom $(n,j)$, we get the same transitions, no matter what the spatial structure of the light might be (as long as approximation (A1) holds). Our analysis shows that the Elliott formula is unchanged by spatial structure of light beyond the scale of the unit cell.

Our result agrees with a recent experiment in 2D transition metal dichalcogenides (TMDs) where twisted light has been used to reveal light-like exciton dispersion\cite{22}. Using non-resonant Laguerre-Gaussian beams, they observed a blue shift of the exciton energy that increased with $\ell$; this indicates that the OAM was transferred preferentially to the COM of the exciton during its creation. However, we stress that our results apply much more generally since no particular 2D semiconductor or spatial light profile was specified during the analysis. This implies that the dispersion of all 2D excitons could be probed in a similar manner, presenting an alternative method to the traditional angle-resolved photoluminescence measurements\cite{21}.

### III. EXAMPLE: EXCITONS FROM TWISTED LIGHT

Thus far, we have been very general in our treatment with respect to the profile of the optical excitation. In
the following, we are going to treat the specific case of a Bessel beam and, besides the analytical treatment along the lines presented in the previous sections, we will also present the result of numerical evaluations. With this choice of the vector potential, our system exhibits a cylindrical symmetry, since the light field has an azimuthal phase dependence \( \exp(i\ell \phi) \), where \( \ell \) defines the OAM per photon (in units \( \hbar \)). To match this symmetry, we consider a cylindrical sample, noting that the sample geometry becomes irrelevant in the thermodynamic limit. Accordingly, we adopt our theoretical description to this symmetry, and express the light-matter coupling in terms of the cylindrical wave functions, see also Refs. 23 and 24.

We illustrate this case in Fig. 1, where we also sketch the lines presented in the previous sections, we will also the cylindrical wave functions, see also Refs. 23 and 24.

### A. Band-to-band transitions in cylindrical basis

Instead of plane waves with linear momentum quantum number, the electronic basis in a cylindrical sample is best described by wave functions \( \varphi_{m,\nu}(\mathbf{r}) = \mathcal{N}_{m,\nu} J_m(k_{m,\nu} r) \exp(im\phi) \), which solve the Schrödinger equation for free electrons with cylindrical boundary conditions. Here, \( J_m(x) \) denotes the \( m \)th Bessel function, and the momenta \( k_{m,\nu} \) must be chosen such that the wave function vanishes at the system boundary (i.e. for \( r = R_0 \)). Therefore, we have \( k_{m,\nu} = x_{m,\nu}/R_0 \), with \( x_{m,\nu} \) the \( \nu \)th zero of the \( m \)th Bessel function. The normalization is given by \( \mathcal{N}_{m,\nu} = (R_0/\pi J_{m-1}(x_{m,\nu}))^{-1} \).

As in the previous section, the crystal lattice is taken into account by multiplying the wave functions \( \varphi_{m,\nu} \) with lattice-periodic Bloch functions \( u_\lambda(\mathbf{r}) \) for the bands \( \lambda \). For simplicity, the Bloch functions are assumed to be independent from the quantum numbers \( m \) and \( \nu \). With this, the electronic basis is given

\[
\varphi_{\lambda,m,\nu}(\mathbf{r}) = \mathcal{N}_{m,\nu} J_m(k_{m,\nu} r) \exp(im\phi) u_\lambda(\mathbf{r}).
\]

In this basis, the light-matter transition amplitudes in the Coulomb gauge (within the weak field limit) are given by

\[
h_{m,\nu,m',\nu'}^{v,c} = -\frac{i\hbar}{SM} \int d\mathbf{r} \varphi_{+,m',\nu'}(\mathbf{r}) [\mathbf{A}(\mathbf{r}) \cdot \nabla] \varphi_{-,m,\nu}(\mathbf{r}),
\]

with \( \varphi \) denoting the complex conjugate of \( \varphi \).

Before we proceed, let us first fix the vector potential. We consider a vector potential which in the sample plane reads \( \mathbf{A}(\mathbf{R}) = A_0 a(\mathbf{R}) e^{i\ell \phi} \mathbf{e}_z \), where \( \mathbf{e}_z \) is the polarization in the plane. For a circularly polarized Bessel beam with OAM \( \ell \), we have \( a(\mathbf{R}) = J_\ell(q_0 R_0) \), with \( q_0 \) the in-plane photon momentum. Note that a vertical contribution to the vector potential, needed to fulfill Maxwell’s equation, is neglected here since it is not relevant for light-matter interaction with a two-dimensional medium. However, it is important to keep in mind that the frequency \( \omega \) of the photon depends also on the perpendicular momentum component \( q_z \), \( \omega = \frac{c}{\hbar} \sqrt{q_\parallel^2 + q_z^2} \).

Invoking the approximations (A1) and (A2), both \( \mathbf{A}(\mathbf{r}) \) and \( J_m(k_{m,\nu} r) \exp(im\phi) \) can be considered constant on the scale of the lattice constant \( a \). Thus, the evaluation of \( h_{m,\nu,m',\nu'}^{v,c} \) can be split into an integral \( I \) restricted to the unit cell and a sum over units cells \( S_{m,\nu,m',\nu'} \), that is, we can write \( h_{m,\nu,m',\nu'}^{v,c} = \frac{\sqrt{h}}{\hbar} S_{m,\nu,m',\nu'} \times I \). As before, the sum over the whole system takes into account

![FIG. 1. (a) A Bessel light beam \( \mathbf{A} \) with photon momentum/angular momentum \((q_0, \ell)\) creates an electron-hole pair in a 2D electron gas (2DEG). The electron [hole] is characterized by quantum numbers \((m, \nu) \ ([m', \nu'])\) for angular momentum/momentum number, the electronic basis in a cylindrical sample, noting that the sample geometry becomes irrelevant in the thermodynamic limit. (b) The selection rules for optical transitions and exciton formation reflect (i) conservation of angular momentum, and (ii) conservation of linear momentum, reflected by the illustrated triangle conditions.](image)
of the exciton is subject to the same boundary conditions as electron and hole individually, its wave function is given by:

$$\Phi_{J,N}^{(\text{com})}(R) = N_{J,N}|J_J(k_{J,N}R)\exp(iJ\phi_{\text{com}}),$$  \hspace{1cm} (18)

where the quantum number \(J\) denotes the angular momentum of the COM, and both \(J\) and \(N\) together define the total COM momentum \(Q_{\text{com}} = x_{J,N}/R_0\).

Projecting the excitonic wave function onto the rotationally symmetric basis for electron and hole wave functions is equivalent to a Hankel transform. This projection yields a quantity \(\mathcal{B}_{m,v;m',\nu'}^{n,j;J,N}\):

$$\mathcal{B}_{m,v;m',\nu'}^{n,j;J,N} = \mathcal{N}_{m,v}|J_m(k_mR)\int dr\int dr\bar{\Phi}_{n,j}^{J,N}(R, r) J_m(k_m'r_1)\exp[i(m\phi_e - m\phi_h)].$$  \hspace{1cm} (19)

An explicit analytic expression which solves this integral is provided in the SM. As before for \(S_{m,v;m',\nu'}\), we also encounter a triangle condition in the evaluation of \(\mathcal{B}_{m,v;m',\nu'}^{n,j;J,N}\): it is non-zero, only if the lengths \(k_{m,v}, k_{m',\nu'}\), and \(k_{J,N}\) form a triangle, i.e. \(|k_{m,v} - k_{m',\nu'}| \leq k_{J,N}\). More importantly, as shown in the SM, one of the integrals in Eq. \(15\) yields a Kronecker-\(\delta\):

$$\mathcal{B}_{m,v;m',\nu'}^{n,j;J,N} \sim \delta_{j+J,m-m'}.$$  \hspace{1cm} (20)

Together with the selection rule for band-to-band transitions, Eq. \(17\), Eq. \(20\) reflects conservation of angular momentum.

We are now in the position to calculate the exciton transition amplitude \(T_{n,j}^{J,N} \equiv \langle X_{n,l}^{J,N}|H_{\text{LM}}|\text{vac}\rangle:\n
$$T_{n,j}^{J,N} = \sum_{m,v;m',\nu'} h_{m,v;m',\nu'}^{J,N} \mathcal{B}_{m,v;m',\nu'}^{n,j;J,N}.$$  \hspace{1cm} (21)

These sums should go over all occupied (empty) levels \(m',\nu' (m,\nu)\), but a more practical limitation of these sums is due to the fact that \(\mathcal{B}_{m,v;m',\nu'}^{n,j;J,N} \approx 0\) when either \(k_{m,v}\) or \(k_{m',\nu'}\) become much larger than the inverse of the Bohr radius, \(a_0^{-1}\).

\section{C. Numerical evaluation}

The last observation allows us to introduce a cutoff momentum \(k_{\text{cut}} \gg a_0^{-1}\) at which the sums can be truncated. With this, the numerical evaluation of Eq. \(21\) becomes feasible. For concreteness, by comparison of \(T_{n,j}^{J,N}\) obtained from different cutoff momenta \(k_{\text{cut}}\), we estimate that the relative error remains below 0.1 for \(k_{\text{cut}}a_0 \geq 3.75\). In the numerical evaluation of \(T_{n,j}^{J,N}\) presented below, we have included 47,100 Bessel functions. With that, \(k_{\text{cut}}a_0 > 3.75\) for system sizes up to \(R_0/a_0 = 12,500\). We note that \(k_{\text{cut}}\) also restricts the
The results are shown in Table I for a system of size \( R_0 = 10^4 a_0 \) in a Bessel beam with OAM \( \ell = 0 \) and \( \ell = 1 \) and in-plane photon momentum \( q_\parallel = 10^{-3} a_0^{-1} \). For comparison, we also provide the results from 2D Elliott formula for an infinite system in a Gaussian beam.

| n | 1s | 2s | 3s |
|---|---|---|---|
| OAM 0 | 0.998 | 0.037 | 0.0079 |
| OAM 1 | 0.995 | 0.037 | 0.0079 |
| 2D Elliott | 0.9993 | 0.037 | 0.0080 |

### Table I. Relative transition strength, \(|\tilde{T}_{n,j}|^2\), for a system of size \( R_0 = 10^4 a_0 \) in a Bessel beam with OAM \( \ell = 0 \) and \( \ell = 1 \) and in-plane photon momentum \( q_\parallel = 10^{-3} a_0^{-1} \). For comparison, we also provide the results from 2D Elliott formula for an infinite system in a Gaussian beam.

The sums in \( m \) and \( \nu \) in the following way: \(|m| < \pi k_{\text{cut}} R\) and/or \( \nu < k_{\text{cut}} R\).

The numerical evaluation confirms the analytical result from Sec. II that the Elliott formula remains unchanged by the spatial structure of the light source. To this end, we obtained the height of the spectral lines, \( \tilde{T}_{n,j} \), by summing the contributions from all COM momentum modes at a given \( n \) and \( j \):

\[
\tilde{T}_{n,j} = \frac{1}{N_T} \sum_{N,j} T_{n,j}^{J,N}.
\]

To make this quantity independent from the intensity of the light, we normalize by \( N_T = \sqrt{\sum_{n,j,N} |T_{n,j}^{J,N}|^2} \).

The results are shown in Table I for a system of size \( R_0 = 10^4 a_0 \) in a Bessel beam with OAM \( \ell = 0 \) and \( \ell = 1 \) and in-plane photon momentum \( q_\parallel = 10^{-3} a_0^{-1} \). For comparison, we also provide the results from the 2D Elliott formula for an infinite system. All values agree very well with each other.

We note that the numerical evaluation also yields small but finite values for transitions into \( p \)-states. However, in contrast to the values for the transitions into \( s \)-states, these values show a strong and non-monotonic dependence on the system size and/or photon momentum. This suggests that, in accordance with our general arguments presented in Sec. II, the finite transition amplitudes into \( p \)-states are numerical artifacts, and the only bright transitions occur into the \( s \) states.

Our numerical evaluation also confirms the selection rule that the COM momentum of the exciton is determined by the linear in-plane momentum of the photon. To this end, we focus on the 1s transition and evaluate the transition strengths \( T_{0,0}^{\ell,N} \) into the different COM modes \( k_\ell,N \). The results, normalized by the peak value \( \max_N(T_{0,0}^{\ell,N}) \), are shown in Fig. 2 for different values of photon OAM \( \ell \) and photon momentum. The transition strength is clearly peaked for the COM momenta which match with the momentum of the photon, but barely depends on the OAM.

Let us finally discuss the different length scales which appear in the calculation, that is, the effective Bohr radius \( a_0 \), the sample size \( R_0 \), and the inverse of the photon momentum \( q_\parallel^{-1} \). In the calculation, we have taken the effective Bohr radius \( a_0 \) as the unit of length. With typical values of the dielectric constant being much greater than 1 (e.g. \( \approx 13 \) in GaAs[32] and 7 in semiconducting TMDs[33]), and the effective mass being much smaller than the electron mass (e.g. 0.067 and 0.39 electron masses for the conduction band in GaAs[32] and model TMDs[34, respectively], the effective Bohr radius can significantly exceed the Bohr radius of the hydrogen atom \( \approx 0.05 \)nm). Typical values range between 0.1 to 1 nm. Taking the numerical constraints into account (i.e. truncation errors), our study examines sample sizes \( R_0 \) on the order of \( 10^4 \) effective Bohr radii which corresponds to sample sizes on the order of 1-10 microns. Importantly, this size is significantly larger than the optical vortex. Regarding the in-plane photon momentum \( q_\parallel \), an upper limit is given by the inverse of the wavelength, \( 2\pi/\lambda_0 \), assuming vertical incidence on the sample. The wave length \( \lambda_0 \) is determined by the band gap of the material. As an estimate for this limit, we obtain 100nm\(^{-1}\). Thus, our choice of \( q_\parallel = 10^{-3} a_0^{-1} \) corresponds to the upper limit if \( a_0 = 0.1 \) nm, while this choice remains below that limit if \( a_0 \) is larger.

### IV. SUMMARY AND CONCLUSIONS

We have shown that the vector potential selects the COM quantum numbers (absolute value of COM momentum + COM angular momentum), but has no effect on the transition amplitudes into states with different relative quantum numbers \( n \) and \( j \). This implies that Elliott’s formula is unchanged by the structure in the light field. The approximation which gives rise to these conclusions is the separation of length scales: unit cell vs. wavelength. This assumption implies that \( A(x) \) and \( e^{iqx} \) are constant on the level of a unit cell, and for the dipole moment, \( p_{\text{k,k}+q} \approx p_{\text{k,k}} \). We have confirmed our general analytical result by performing numerical evaluations for the concrete case of Bessel beams in a circularly symmetric sample. Qualitatively, we have shown that, for a transition to be optically bright, the sum of both
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**FIG. 2.** For the 1s transition, we plot the transition strength \( T_{0,0}^{\ell,N} \) into the different COM modes \( k_\ell,N \), normalized by the peak value \( \max_N(T_{0,0}^{\ell,N}) \), for illumination with \( \ell = 0 \) and \( \ell = 1 \) Bessel beams. The peak is obtained for the best match between COM momentum \( k_\ell,N \) and in-plane photon momentum, \( q_\parallel = 10^{-3} a_0^{-1} \).
relative and COM angular momenta, \( j + J \), must be equal to the OAM value \( \ell \) of the light. Quantitatively, we have evaluated that the transition amplitudes are given by the Elliott formula.

While our results rule out twisted light for the generation of dark excitons, the predicted transfer of OAM to the COM degree of freedom can be useful from the perspective of quantum simulation, and especially from the point of view of artificial gauge fields. In Ref.\(^{30}\), it has been shown that artificial flux is generated in a photonic system when OAM light is injected into a waveguide lattice. Excitons in tunable lattices have recently been shown to form strongly correlated many-body phases, such as Mott insulating phases\(^{30}\) or checkerboard phases\(^{37}\). If, in the future, twisted light provided excitonic lattices with artificial magnetic fluxes, this could give rise to chiral Mott insulators\(^{38}\) or extended supersolid regimes\(^{39}\).
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Appendix A: Band-to-band transition matrix for a Bessel beam

The band wave functions are expressed in terms of Bessel functions \( J_m(k_{m,\ell}r) \), and the spatial profile of the light is given by a Bessel beam \( J_\ell(q_\parallel r) \). Thus, the matrix elements for band-to-band transitions are proportional to the integral over a product of three Bessel functions:

\[
S_{m,\nu;m',\nu'} \propto \int_0^{R_0} dr \, r J_m(k_{m,\ell}r) J'_{m'}(k'_{m',\ell}r) J_\ell(q_\parallel r). \tag{A1}
\]

To evaluate this integral, we take the limit \( R_0 \to \infty \), and follow the procedure as described in Ref.\(^{30}\); that is, we perform a plane-wave expansion of the Bessel functions. With this, the integral is found to take the following value:

\[
\mathcal{J} \equiv \int_0^{\infty} dr \, r J_m(k_{m,\ell}r) J'_{m'}(k'_{m',\ell}r) J_\ell(q_\parallel r) = \begin{cases} \frac{1}{2\pi A_\Delta} \cos(m\alpha_2 - m'\alpha_1), & \text{if } k_{m,\ell}, k'_{m',\ell}, q_\parallel \text{can form a triangle}, \\ 0, & \text{otherwise.} \end{cases} \tag{A2}
\]

If a triangle with lengths \( k_{m,\ell}, k'_{m',\ell}, \text{ and } q_\parallel \) can be formed, the quantity \( A_\Delta \) denotes the area of this triangle, and \( \alpha_1 \) and \( \alpha_2 \) are exterior angles of this triangle. Defining \( \kappa \equiv (k_1 + k_2 + k_3)/2 \), we have

\[
A_\Delta = \sqrt{\kappa(\kappa - k_1)(\kappa - k_2)(\kappa - k_3)}. \tag{A3}
\]

The angles are given by:

\[
\alpha_1 = \arccos\left(\frac{k_1^2 - k_2^2 - k_3^2}{2k_2k_3}\right), \tag{A4}
\]

\[
\alpha_2 = \arccos\left(\frac{k_2^2 - k_3^2 - k_1^2}{2k_3k_1}\right). \tag{A5}
\]
Appendix B: Hankel transform of the exciton

In a circularly-symmetric system, the electronic bands are conveniently given by Bessel functions. Decomposing the excitonic wave function in terms of these single-particle states is equivalent to a Hankel transform of the exciton. Let the relative motion of electron and hole of the exciton be described by a principal quantum number \( n \), and an angular momentum quantum number \( j \), and the center-of-mass (COM) motion be described by quantum numbers \( J \) for angular momentum and momentum and \( N \) for momentum/energy. The overlap of such exciton with an electron in a state described by quantum numbers \( m, \nu \), and a hole described by \( m', \nu' \) reads:

\[
\mathcal{B}^{n,j,J,N}_{m,\nu,m',\nu'} = \mathcal{N}_{m,\nu} \mathcal{N}_{m',\nu'} \int dr_e \int dr_h \Phi^{(\text{com})}_{J,N}(r) \Phi^{(rel)}_{n,j}(r) J_m(k_{m,\nu} r_e) J_{m'}(k_{m',\nu'} r_h) \exp \left[ i(n m_e - m' \phi_h) \right].
\]  

\( \text{B1} \)

Here, \( \mathbf{R} = (r_e + r_h)/2 \) describes the COM motion, and \( \mathbf{r} = r_e - r_h \) describes the relative motion, and \( r_{e,h} \) are expressed in polar coordinates \((r_{e,h}, \phi_{e,h})\). As a first step to evaluate \( \mathcal{B} \), we will expand the Bessel functions (including the one contained in the definition of \( \Phi^{(\text{com})}_{J,N} \), see main text) in terms of plane waves. To this end, we note that

\[
e^{i \varphi} = \sum_{n=-\infty}^{\infty} i^n e^{i n \varphi} J_n(z).
\]

\( \text{B2} \)

Therefore,

\[
e^{i k_e r_e} = e^{i k_e r_e \cos(\phi_e - \phi_h)} = \sum_{n=-\infty}^{\infty} i^n e^{i n \phi_e} e^{-i n \phi_h} J_n(k_e r_e).
\]

\( \text{B3} \)

Integrating both sides over \( \int_{0}^{2\pi} d\phi_h e^{i m \phi_h} \) gives

\[
J_m(k_e r_e) e^{i m \phi_e} = \frac{1}{2\pi} (-i)^m \int_{0}^{2\pi} e^{i k_e r_e} e^{i m \phi_e} d\phi_h.
\]

\( \text{B4} \)

Applying this expansion, below we associate \( \mathbf{k} \equiv (k, \phi_h) \) with electron momentum, and \( \mathbf{k}' \equiv (k', \phi_h') \) with hole momentum, where \( k \) and \( k' \) are introduced as short-hand notations for \( k_{m,\nu} \) and \( k_{m',\nu'} \). Similarly, the center-of-mass momentum will be associated with a vector \( \mathbf{Q} = Q e \Phi \). With this, and re-expressing electron and hole coordinates in terms of relative and center-of-mass coordinates, we get

\[
\mathcal{B}^{n,j,J,N}_{m,\nu,m',\nu'} = \tilde{\mathcal{N}}_{n,j} \tilde{\mathcal{N}}_{J,N} \mathcal{N}_{m,\nu} \mathcal{N}_{m',\nu'} \frac{e^{-i m - m' + j}}{(2\pi)^3} \int_{0}^{2\pi} d\phi_h \int_{0}^{2\pi} d\phi_{h'} \int_{0}^{2\pi} d\phi_Q \int d\mathbf{R} e^{i \mathbf{R} \cdot (\mathbf{k}' - \mathbf{Q})} \times
\]

\[
e^{i \mathbf{k} \cdot \mathbf{r}_e} e^{i m \phi_e} e^{-i m' \phi_{h'}} e^{-i j \phi_h} e^{-i j \phi_{h'}} e^{-i j \phi_Q} e^{i j \phi_{Q}} e^{-\frac{4i}{n-j} \left( \mathbf{l} \right)} e^{-i j \phi_{Q}}.
\]

\( \text{B5} \)

where \( \rho \equiv r_{n} \) with \( \rho_{0} \equiv 2r/[a_{(n+1/2)}] \). The integration in \( \mathbf{R} \) yields a \( \delta \)-function, which imposes a triangle condition for the momenta:

\[
\int d\mathbf{R} e^{-i \mathbf{k} \cdot \mathbf{Q}} = (2\pi)^2 \delta^{(2)}(\mathbf{k} - \mathbf{k}' - \mathbf{Q}).
\]

\( \text{B6} \)

Let us next carry out the angular part of the integral in \( \mathbf{r} \):

\[
\int d\phi_{Q} e^{-i j \phi_{Q}} e^{i \mathbf{q} \cdot \phi_{Q} \cos(\phi_{Q} - \phi_e)} = 2\pi i^{j} e^{-i j \phi_{Q}} J_j(q r). \]

\( \text{B7} \)

Here, as a short-hand notation, we have introduced \( \mathbf{q} \equiv (q, \phi_q) \equiv \frac{\mathbf{k} + \mathbf{k}'}{2} \). For the radial part of the relative position integral we write:

\[
f(q, n, j) \equiv \int d\rho \rho^{j+1/2} L_{n-j}^{2j}(\rho) J_j(q \rho)\rho \Gamma(n + j + 1) \Gamma(2j + s + 2) \times
\]

\[
\times \frac{\sqrt{2} (-1)^j (\frac{q}{\rho})^{j+1/2}}{\rho_{n}^{j+1}} \Gamma(s + 1) \Gamma(j + 1) \Gamma(n - j - s + 1) \Gamma(2j + s + 1) \times
\]

\[
\times 2 F_1 \left( -\frac{s}{2}, -\frac{1 - s}{2}, 1 + j, \frac{4q^2}{\rho_{n}^2} \right).
\]

\( \text{B8} \)
The term $\phi_{B11}$ from the two integrals in Eq. (B9) is given by:

$$\mathcal{B}_{m,m',\nu,\nu'}^{n,j,N,N} = \mathcal{N}_{n,j,N,N} \mathcal{N}_{m,m',\nu,\nu'} \frac{e^{i(m-m'\phi_{\nu,\nu'}-j\phi_q-j\phi_Q)}}{\rho_n^q} \times \int_0^{2\pi} d\phi_k \int_0^{2\pi} d\phi_{\nu'} \int_0^{2\pi} d\phi_Q \delta^{(2)}(k-k'-Q)e^{i(m\phi_k-m'\phi_{\nu'}-j\phi_q-j\phi_Q)}.$$  \hspace{1cm} (B9)

Let us for a moment assume $\phi_Q$ to be fixed. Then, in the remaining two integrals, $\phi_k$ and $\phi_{\nu'}$ will be fixed such that the triangle condition expressed by the $\delta$-function is met. To proceed, we write the delta function $\delta^{(2)}(k-k'-Q)$ explicitly in terms of $\phi_k$, $\phi_{\nu'}$, and $\phi_Q$:

$$\delta^{(2)}(k-k'-Q) = \delta(k \cos \phi_k - k' \cos \phi_{\nu'} - Q \cos \phi_Q) \delta(k \sin \phi_k - k' \sin \phi_{\nu'} - Q \sin \phi_Q).$$  \hspace{1cm} (B10)

To perform the integral over these $\delta$ functions, we first note the identity

$$\int d\phi g(\phi) \delta(h(\phi)) = \sum_w \frac{g(\phi^w)}{|dh(\phi^w)|} \right|_{\phi=\phi^w},$$  \hspace{1cm} (B11)

where $\phi = \phi^w$ denote the solutions to $h(\phi) = 0$. We define $h_1(\phi_k) = k \cos \phi_k - k' \cos \phi_{\nu'} - Q \cos \phi_Q$ and $h_2(\phi_{\nu'}) = k \sin \phi_k - k' \sin \phi_{\nu'} - Q \sin \phi_Q$. The zeros of $h_1$ and $h_2$ are given by

$$\cos \phi_k = \frac{k' \cos \phi_{\nu'} + Q \cos \phi_Q}{k},$$  \hspace{1cm} (B12)

$$\sin \phi_{\nu'} = \frac{k \sin \phi_k - Q \sin \phi_Q}{k'}. \hspace{1cm} (B13)$$

If there is a triangle with lengths given by $k$, $k'$, and $Q$, the angles $\phi_k$ and $\phi_{\nu'}$ of such triangle solve these equations. Note that a second solution can then be obtained from a mirror transformation of the triangle, but since the solutions are equivalent, considering only one of them is sufficient. On the other hand, if such triangle does not exist, the equations (B12) have no solution, and the integral is zero. Explicitly, the solutions can be written as

$$\phi_k = \tilde{\phi}_k + \phi_Q \text{ with } \tilde{\phi}_k = \arccos \left(\frac{k^2 + Q^2 - k'^2}{2kQ}\right),$$  \hspace{1cm} (B14)

$$\phi_{\nu'} = \tilde{\phi}_{\nu'} + \phi_Q \text{ with } \tilde{\phi}_{\nu'} = \arccos \left(\frac{k^2 - Q^2 - k'^2}{2kQ}\right).$$  \hspace{1cm} (B15)

The angle $\phi_q$ in Eq. (B9) is given by:

$$\phi_q = \tan^{-1} \left(\frac{q_k}{q_{\nu'}}\right) = \tan^{-1} \left(\frac{k' \sin \tilde{\phi}_k + k \sin \tilde{\phi}_{\nu'}}{k' \cos \tilde{\phi}_k + k \cos \tilde{\phi}_{\nu'}}\right) = \tan^{-1} \left(\frac{k \sin (\tilde{\phi}_k + k' \sin (\tilde{\phi}_{\nu'}))}{k \cos (\tilde{\phi}_k + k' \cos (\tilde{\phi}_{\nu'}))}\right) = \tilde{\phi}_q + \phi_Q.$$  \hspace{1cm} (B16)

We can also express $q$ in terms of $k$, $k'$, $\tilde{\phi}_k$, and $\tilde{\phi}_{\nu'}$:

$$q = \frac{1}{2} \sqrt{k^2 + k'^2 + kk' \cos (\tilde{\phi}_k - \tilde{\phi}_{\nu'})}.$$  \hspace{1cm} (B17)

The term $\left|\frac{d h_1(\phi_k)}{d \phi_k}\right|^{-1} \times \left|\frac{d h_2(\phi_{\nu'})}{d \phi_{\nu'}}\right|^{-1}$, evaluated at $\phi_k = \tilde{\phi}_k + \phi_Q$ and $\phi_{\nu'} = \tilde{\phi}_{\nu'} + \phi_Q$, which we get according to Eq. (B11) from the two integrals in $\phi_k$ and $\phi_{\nu'}$, is given by:

$$|h'_1(\tilde{\phi}_k + \phi_Q)|^{-1} |h'_2(\tilde{\phi}_k + \phi_Q)|^{-1} = \frac{1}{kk' \sin (\tilde{\phi}_k - \tilde{\phi}_{\nu'})}.$$  \hspace{1cm} (B18)
Putting all together, we arrive at

$$P^{n,j,N}_{m,v,m',v'} = \mathcal{N}_{n,j,N} \mathcal{N}_{m,v,N} \mathcal{N}_{m',v'} \frac{i^{m-m'+j}}{\rho_n^2} \frac{1}{k' k} \frac{1}{\sin(\phi_k - \phi_{k'})} e^{i(m\phi_k - m'\phi_{k'} - j\phi_q)} \int_0^{2\pi} d\phi_Q e^{i(m-m'-j-j)\phi_Q}. \quad (B19)$$

From this, we finally obtain the selection rule $\delta_{m-m',j+j}$ which expresses the conservation of angular momentum. Recalling that $k = k_{m,v}$, $k' = k_{m',v'}$, $Q = k_{j,N}$, we write as the final result

$$P^{n,j,N}_{m,v,m',v'} = \delta_{m-m',j+j} \mathcal{N}_{n,j,N} \mathcal{N}_{m,v,N} \mathcal{N}_{m',v'} \frac{2\pi}{\rho_n^2} f(q,n,j) \frac{1}{k_{m,v} k_{m',v'}} \frac{1}{\sin(\phi_k - \phi_{k'})} e^{i(m\phi_k - m'\phi_{k'} - j\phi_q)}. \quad (B20)$$

The angles $\phi_k, \phi_{k'}, \tilde{\phi}_q$ are defined in Eqs. (B14) and (B16). The value of $q$ is given by Eq. (B17).

---

1. W. Schäfer and M. Wegener, *Semiconductor Optics and Transport Phenomena*, 1st ed. (Springer, Berlin, 2002).
2. Hartmut Haug and Stephan W. Koch, *Koch Theory of the Optical and Electronic Properties of Semiconductors*, 4th ed. (World Scientific, 2004).
3. Claude Cohen-Tannoudji, Jacques Dupont-Roc, and Gilbert Grynberg, *Atom—Photon Interactions* (John Wiley & Sons, Ltd, Weinheim, 1998).
4. R. J. Elliott, “Intensity of Optical Absorption by Excitons,” Phys. Rev. 108, 1384–1389 (1957).
5. Timothy C. Berkelbach, Mark S. Hybertsen, and David R. Reichman, “Bright and dark singlet excitons via linear and two-photon spectroscopy in monolayer transition-metal dichalcogenides,” Phys. Rev. B 92, 085413 (2015).
6. G. Wang, X. Marie, I. Gerber, T. Amand, D. Lagarde, L. bouet, M. Vidal, A. Balocchi, and B. Urbaszek, “Giant enhancement of the optical second-harmonic emission of WSe$_2$ monolayers by laser excitation at exciton resonances,” Phys. Rev. Lett. 114, 097403 (2015).
7. L. Allen, M. W. Beijersbergen, R. J. C. Spreeuw, and J. P. Woerdman, “Orbital angular momentum of light and the transformation of Laguerre-Gaussian laser modes,” Phys. Rev. A 45, 8185–8189 (1992).
8. Alison M. Yao and Miles J. Padgett, “Orbital angular momentum: origins, behavior, and applications,” Adv. Opt. Photon. 3, 161–204 (2011).
9. J.P. Torres and L. Torner, *Twisted Photons: Applications of Light with Orbital Angular Momentum* (Wiley, 2011).
10. Utso Bhattacharya, Swati Chaudhary, Tobias Grass, Allan S. Johnson, Simon Wall, and Maciej Lewenstein, “Fermionic chern insulator from twisted light with linear polarization,” (2021), arXiv:2006.10688 [cond-mat.mes-hall].
11. Tobias Graß, Michael Gullans, Przemyslaw Bienias, Guanyu Zhu, Areg Ghazaryan, Pouyan Ghaemi, and Mohammad Hafezi, “Optical control over bulk excitations in fractional quantum Hall systems,” Phys. Rev. B 98, 155124 (2018).
12. Hiroyuki Fujita, Yasuhiro Tada, and Masahiro Sato, “Accessing electromagnetic properties of matter with cylindrical vector beams,” New J. Phys. 21, 073010 (2019).
13. Bin Cao, Tobias Grass, Glenn Solomon, and Mohammad Hafezi, “Optical flux pump in the quantum hall regime,” Phys. Rev. B 103, L241301 (2021).
14. Hiroyuki Fujita and Masahiro Sato, “Encoding orbital angular momentum of light in magnets,” Phys. Rev. B 96, 060407 (2017).
15. Hiroyuki Fujita and Masahiro Sato, “Ultrafast generation of skyrmionic defects with vortex beams: Printing laser maps on magnets,” Phys. Rev. B 95, 054421 (2017).
16. Ze-Pei Cian, Tobias Grass, Abolhassan Vaezi, Zhao Liu, and Mohammad Hafezi, “Engineering quantum Hall phases in a synthetic bilayer graphene system,” Phys. Rev. B 102, 085430 (2020).
17. Hwanmun Kim, Hossein Delighani, Iman Ahmadabadi, Ivar Martin, and Mohammad Hafezi, “Floquet vortex states induced by light carrying the orbital angular momentum,” (2021), arXiv:2010.08515 [cond-mat.mes-hall].
18. Christian T. Schmiegelow, Jonas Schulz, Henning Kaufmann, Thomas Ruster, Ulrich G. Poschinger, and Ferdinand Schmidt-Kaler, “Transfer of optical orbital angular momentum to a bound electron,” Nat. Commun. 7, 12998 (2016).
19. Annika Melissa Konzelmann, Sjard Ole Krüger, and Harald Giessen, “Interaction of orbital angular momentum light with rydberg excitons: Modifying dipole selection rules,” Phys. Rev. B 100, 115308 (2019).
20. M. F. Andersen, C. Ryu, Pierre Cladle, Vasant Natarajan, A. Vaziri, K. Helmerson, and W. D. Phillips, “Quantized Rotation of Atoms from Photons with Orbital Angular Momentum,” Phys. Rev. Lett. 97, 170406 (2006).
21. Kwon, Byoung Yong Oh, Su-Hyun Gong, Je-Hyung Kim, Hang Kyu Kang, Sooseok Kang, Jin-Dong Song, Hyoungsoon Choi, and Yong-Hoon Cho, “Direct Transfer of Light’s Orbital Angular Momentum onto a Nonresonantly Excited Polariton Superluid,” Phys. Rev. Lett. 122, 045302 (2019).
22. G. F. Quinteiro and P. I. Tamborenea, “Theory of the optical absorption of light carrying orbital angular momentum by semiconductors,” EPL 85, 47001 (2009).
23. G. F. Quinteiro and P. I. Tamborenea, “Twisted-light-induced optical transitions in semiconductors: Free-carrier quantum kinetics,” Phys. Rev. B 82, 125207 (2010).
24. M. B. Farias, G. F. Quinteiro, and P. I. Tamborenea, “Photoexcitation of graphene with twisted light,” Eur. Phys. J. B. 43 (2013).
25. Kristian Bryan Simbulan, Teng-De Huang, Guan-Hao Peng, Feng Li, Oscar Javier Gomez Sanchez, Jen-Dong Lin, Junjie Qi, Shun-Jen Cheng, Ting-Hua Lu, and Yann-
Wen Lan, “Selective Photoexcitation of Finite-Momentum Excitons in Monolayer MoS$_2$ by Twisted Light,” ACS Nano 15 (2021).

Kyle L. Seyler, Pasqual Rivera, Hongyi Yu, Nathan P. Wilson, Essence L. Ray, David G. Mandrus, Jiaqiang Yan, Wang Yao, and Xiaodong Xu, “Signatures of moiré-trapped valley excitons in mose2/wse2 heterobilayers,” Nature 567, 66–70 (2019).

Kha Tran, Galan Moody, Fengcheng Wu, Xiaobo Lu, Junho Choi, Kyoungwan Kim, Amritesh Rai, Daniel A. Sanchez, Jianin Quan, Akshay Singh, Jacob Embley, André Zepeda, Marshall Campbell, Travis Autry, Takashi Taniguchi, Kenji Watanabe, Nanshu Lu, Sanjay K. Banerjee, Kevin L. Silverman, Suenne Kim, Emanuel Tutuc, Li Yang, Allan H. MacDonald, and Xiaoqin Li, “Evidence for moiré excitons in van der waals heterostructures,” Nature 567, 71–75 (2019).

Chenhao Jin, Emma C. Regan, Aiming Yan, M. Iqbal Bakti Utama, Danqing Wang, Sihan Zhao, Ying Qin, Si-jie Yang, Zhiren Zheng, Shenyang Shi, Kenji Watanabe, Takashi Taniguchi, Sefaattin Tongay, Alex Zettl, and Feng Wang, “Observation of moiré excitons in wse2/ws2 heterostructure superlattices,” Nature 567, 76–80 (2019).

Evgeny M. Alexeev, David A. Ruiz-Tijerina, Matthew J. Hamer, Daniel J. Terry, Pramoda K. Nayak, Seonjoon Ahn, Sangyeon Pak, Juwon Lee, Jung Inn Sohn, Maciej R. Molas, Maciej Koperski, Kenji Watanabe, Takashi Taniguchi, Kostya S. Novoselov, Roman V. Gorbachev, Hyeon Suk Shin, Vladimir I. Fal’ko, and Alexander I. Tartakovskii, “Resonantly hybridized excitons in moiré superlattices in van der waals heterostructures,” Nature 567, 81–86 (2019).

A. D. Jackson and L. C. Maximon, “Integrals of Products of Bessel Functions,” SIAM J. Math. Anal. 3, 446 (1972).

I. Strazałkowski, S. Joshi, and C.R. Crowell, “Dielectric constant and its temperature dependence for GaAs, CdTe, and ZnSe,” Appl. Phys. Lett. 28, 350 (1976).

A. Laturia, M.L. Van de Put, and W.G. Vandenberghe, “Dielectric properties of hexagonal boron nitride and transition metal dichalcogenides: from monolayer to bulk,” NPJ 2D Mater. Appl 2, 6 (2018).

M. Cardona, “Nonlinear Optical Properties of Semiconductors,” Physical Review 121, 752 (1961).

A. Kornágyos, G. Burkard, M. Gmitra, J. Fabian, V. Zólyomi, N.D. Drummond, and V. Fal’ko, “$k\cdot p$ theory for two-dimensional transitional metal dichalcogenide semiconductors,” 2D Mater. 2, 022001 (2015).

Christina Jörg, Gerard Queraltó, Mark Kremer, Gerard Pelegrí, Julian Schulz, Alexander Szameit, Georg von Freymann, Jordi Mompart, and Verónica Ahufinger, “Artificial gauge field switching using orbital angular momentum modes in optical waveguides,” Light Sci. Appl. 9, 150 (2020).

Camille Lagoïn, Stephan Sujit, Kirk Baldwin, Loren Pfeiffer, and François Dubin, “Mott insulator of strongly interacting two-dimensional semiconductor excitons,” Nat. Phys. (2021), 10.1038/s41567-021-01440-8.

Arya Dhar, Maheswar Maji, Tapan Mishra, R. V. Pai, Subroto Mukerjee, and Arun Parmar, “Bose-hubbard model in a strong effective magnetic field: Emergence of a chiral mott insulator ground state,” Phys. Rev. A 85, 041602 (2012).

K. Suthar, Hrushikesh Sable, Rukmani Bai, Soumik Bandyopadhyay, Sukla Pal, and D. Angom, “Supersolid phase of the extended bose-hubbard model with an artificial gauge field,” Phys. Rev. A 102, 013320 (2020).