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In brief

The power of drug-repurposing methods leveraging chemical-induced gene expression is limited due to the sparseness and low throughput of the gene expression data. We proposed a deep-learning framework to predict gene expression profiles (i.e., gene ranking) for de novo chemicals from their chemical structures as well as a phenotype-based drug-repurposing pipeline for finding potential treatments for diseases from existing drugs. A case study for pancreatic cancer demonstrates the effectiveness of our method for precision drug discovery in practice.
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SUMMARY

Chemical-induced gene expression profiles provide critical information of chemicals in a biological system, thus offering new opportunities for drug discovery. Despite their success, large-scale analysis leveraging gene expressions is limited by time and cost. Although several methods for predicting gene expressions were proposed, they only focused on imputation and classification settings, which have limited applications to real-world scenarios of drug discovery. Therefore, a chemical-induced gene expression ranking (CIGER) framework is proposed to target a more realistic but more challenging setting in which overall rankings in gene expression profiles induced by de novo chemicals are predicted. The experimental results show that CIGER significantly outperforms existing methods in both ranking and classification metrics. Furthermore, a drug screening pipeline based on CIGER is proposed to identify potential treatments of drug-resistant pancreatic cancer. Our predictions have been validated by experiments, thereby showing the effectiveness of CIGER for phenotypic compound screening of precision medicine.

THE BIGGER PICTURE

In recent years, a phenotype-based drug discovery approach using chemical-induced gene expressions has shown to be effective in drug discovery and precision medicine. However, it is not feasible to experimentally determine chemical-induced gene expressions for all available chemicals of interest, thereby hindering the application of gene expression-based compound screening on a large scale. Thus, it is crucial to design a computational approach that can generate gene expression information for any chemicals. We proposed a new, deep-learning framework named chemical-induced gene expression ranking (CIGER) to predict a landmark gene expression profile (i.e., gene ranking) induced by de novo chemicals based on their chemical structures. Leveraging CIGER, we predicted and experimentally validated that several existing drugs can increase the therapeutic response on drug-resistant pancreatic cancer. Our results demonstrated the effectiveness of CIGER for precision drug discovery in practice.

Proof-of-Concept: Data science output has been formulated, implemented, and tested for one domain/problem
INTRODUCTION

Phenotypic screening has been shown to be more effective than target-based screening for first-in-class drug discovery, but this approach also has some limitations due to the low throughput of phenotypic assays.\(^1\) Recently, several high-throughput phenotypic datasets that cover the wide ranges of chemical compounds and cell lines have been developed to alleviate this problem. A gene expression profiling method based on these datasets has been shown to be a very effective and powerful tool for phenotypic drug discovery and system pharmacology. Computational techniques that leverage genome-wide gene expression, especially chemical-induced differential gene expression, has demonstrated a great potential in drug repurposing,\(^2\) elucidation of drug mechanisms,\(^5\) lead identification,\(^7\) and predicting side effect of drug compounds.\(^3\)

Pioneered by Connectivity Map,\(^9\) a database that consists of \(~1,300\) chemical-induced gene expression profiles of five human cancer cell lines, many studies have been proposed to identify existing drugs for the treatment of new diseases by selecting drugs that reverse the disease gene expressions.\(^10,11\) However, the low coverage across cell types in Connectivity Map limited the performance of those methods, especially in large-scale analysis settings. To alleviate this limitation, a novel and affordable gene expression profiling method has been proposed. In particular, the Library of Integrated Network-based Cell-Signature (LINCS) program introduced the L1000 platform, which measured the expression of the most informative genes (i.e., \(~1,000\) landmark genes) instead of whole-genome data, thus reducing the cost for measuring each gene expression profile to \(~$5.\)\(^12\) This profiling technique resulted in a gene expression dataset, called LINCS L1000, which consists of \(~1,400,000\) gene expression profiles covering the responses of \(~20,000\) compounds at different concentrations across \(~80\) human cell lines. Despite the significantly increasing coverage of compounds and cell lines in the L1000, large-scale analysis based on this dataset is still limited due to several problems. First, despite the wide coverage across cell lines, compounds, and concentrations, there are many missing expression values in the vast and high-dimensional combinatorial space of chemicals, concentrations, and cell lines. Morever, there are hundreds of millions of drug-like chemicals, so it is not feasible to measure gene expression profiles across a large number of cell lines for all of these chemicals. Second, the LINCS L1000 and other gene expression datasets are highly noisy due to experimental limitations.\(^13,14\) As a result, many experiment measurements are not reliable in these datasets. These problems seriously affect the performance of large-scale genome analysis using the LINCS L1000 and motivate the development of computational methods to predict missing gene expression values in this high-dimensional combinatorial space.

Several studies have been proposed to predict gene expression values for chemical-induced gene expression data in general,\(^15\) and for the LINCS L1000 in particular,\(^13,23,24\) but most of them have focused on the imputation and classification settings only. In particular, they predict either expression values or classes of certain genes in the gene expression profiles or whole gene expression profiles of certain existing chemicals. The imputation setting is not practical or useful in the real-world application of drug discovery, in which the assessment of novel chemicals (i.e., chemicals not in the gene expression dataset) cannot be made due to the unavailability of the corresponding gene expression profiles. Moreover, formulating this problem as a classification problem has limited scope for practical applications, because this setting focuses only on a small subset of genes, whereas downstream analysis based on gene expression profiles often benefits most with use of the information of all the profile (i.e., ranking of genes).\(^25\) There have also been some studies proposed in the recommender system context for predicting the ranking of items in data.\(^26,27\) However, these methods are designed for matrix data only; hence, they cannot be adapted to work with the LINCS L1000 dataset, which is formulated as high-dimensional data.

In this work, we propose a new framework, named chemical-induced gene expression ranking (CIGER), that can predict gene ranking in L1000 gene expression profiles induced by de novo chemicals. In particular, CIGER is a neural-network-based architecture that leverages the representations of biological objects including chemicals, cell lines, and genes to predict the gene ranking in the corresponding gene expression profiles. This framework consists of several components, as follows. First, due to the importance of ranking information with respect to gene expressions,\(^25\) we focus on prediction in the whole gene expression profile by using some ranking loss functions\(^28–33\) instead of considering prediction on each gene separately by some regression or classification loss functions in the optimization process. Second, we learn the contextualized representations for genes before making predictions by using an attention mechanism named multi-head attention\(^34\) to capture the dependencies among genes, chemicals, and cell lines. We also utilize a graph convolutional network\(^29\) to extract useful information from the graph structure of chemicals. Finally, the multi-layer feedforward neural network is used to predict gene ranking from the contextualized representations. Figure 1 presents the overall architecture of CIGER, and the details of this model are shown in the Experimental procedures section. We evaluate the effectiveness of CIGER for predicting gene expression ranking and classification tasks on the LINCS L1000 dataset under a 5-fold cross-validation setting. The results show that CIGER significantly outperforms other models across all ranking and classification metrics. Furthermore, we design a new in silico drug screening pipeline for finding potential treatments from all drugs in the DrugBank database for pancreatic cancer based on their chemical-induced gene expression profiles (i.e., gene rankings) generated by CIGER. This pipeline demonstrates that CIGER can facilitate phenotypic compound screening for precision drug discovery in practice. In summary, the contributions of this work are as follows:

- We propose a deep-learning framework (CIGER) that leverages chemical, cell, and gene representations to predict gene ranking in chemical-induced gene expression profiles for de novo chemicals, which is a more practical but more challenging problem.
- Leveraging CIGER, we design a new phenotypic (i.e., gene expression) drug-repurposing pipeline and use pancreatic cancer as a showcase, although it can be easily applied for finding treatments for other diseases.
- The source code and the generated gene signatures of all drugs in DrugBank are made available for research purposes at https://github.com/pth1993/CIGER.
RESULTS AND DISCUSSION

Chemical-induced gene expression data analysis

Several genome-wide chemical-induced gene expression datasets have been published and applied in drug discovery and systems pharmacology, and the LINCS L1000 dataset is the largest and latest dataset among them. This dataset includes the gene expression profiles generated from a platform called L1000. Specifically, this platform measures the expression of 978 landmark genes, which captures most of the information from the entire transcriptome. Since the first release of the LINCS L1000 dataset, which includes more than 1.3 million gene expression profiles from 20,000 small-molecule compounds over 77 cell lines, there have been many studies focusing on improving the quality of this dataset. In our study, we experiment with an L1000 dataset using Bayesian analysis for calculating peak deconvolution. This dataset has been shown to generate more robust z-score profiles from L1000 assay data compared with the original L1000 dataset using k-means clustering for calculating peak deconvolution, and therefore gives better representation for chemicals. Initially, we investigated the sparse and noisy problems of this gene expression dataset by calculating the average Pearson’s correlation (APC) scores among bio-replicate gene expression profiles (level 4 data) of experiments and then visualizing these scores in the chemical-cell line space. From Figure 2, we can observe that only 5.36% of experiments are available in this combinatorial space (i.e., 21,229 chemicals × 83 cell lines), and among existing experiments, only 8.47% of them have the corresponding APC scores > 0.6. These obstacles certainly hinder the utility of this dataset to its downstream applications in drug discovery. Figure 2 also shows the statistics of this dataset with respect to cell lines, exposure times, and chemical concentrations. We can see that the top 10 most popular cell lines account for 77.14% of the number of experiments, and the most popular time exposure and chemical concentration are 24 h (67.56%) and 10 μM (44.82%), respectively.

In our study, to reduce the noise of this dataset, we selected only the gene expression profiles (level 5 data) of the 10 most popular cell lines (i.e., A375, A549, HA1E, HCC515, HELA, HT29, MCF7, PC3, VCAP, YAPC) in both phase I (GSE92742) and phase II (GSE70138) of this dataset that satisfy two conditions: (1) the APC scores among their bio-replicates (level 4 data) be larger than 0.6, and (2) the concentration and exposure time of chemicals be the largest (i.e., 10 μM and 24 h, respectively). The resulting dataset includes some duplicate experiments (i.e., experiments with the same chemical and cell line), so we calculated the ranking of each L1000 gene across duplicate experiments and then selected the experiment that had the most genes close to the median. Ranking loss functions focused on optimizing the top-ranked objects only, whereas in gene expression analysis, both the most up-regulated (positive z-score) and the down-regulated (negative z-score) genes are important so we multiplied the z-scores in the gene expression profiles with when training the model to rank down-regulated genes. After processing, the data consisted of 3,294 gene expression profiles. The number of chemicals and the statistics of gene expression values corresponding to each cell line are shown in Table 1.
Gene expression ranking for de novo chemicals

To validate the effectiveness of CIGER for predicting gene expression ranking for novel chemicals, we conducted experiments on the LINCS L1000 dataset to compare its prediction performances with existing methods, including DeepCOP and Tensor-Train Weight Optimization (TT-WOPT). The detailed architectures of these models are presented in experimental procedures. Because our study focuses on predicting gene expression ranking for novel chemicals, we performed experiments under 5-fold cross-validation (i.e., train: dev:test = 60:20:20) divided by chemicals to ensure the chemicals in the development, and testing sets are not seen in the training set. Normalized Discounted Cumulative Gain (NDCG) and Precision@K (see experimental procedures) are used for comparing gene rankings between predicted and ground-truth gene expression profiles.

Previous work formulated the gene expression prediction as a classification problem by classifying significantly regulated genes. Although such work showed promising results, the classification setting was actually not very effective or practical in the down-stream applications, because it could not represent the whole gene expression profile. Subsequent analysis using chemical-induced gene expression profiles will benefit most from the information of all the profiles. Thus, we target a more realistic but more challenging scenario, in which the model predicts the ranking of genes in the gene expression profile. In particular, we evaluate CIGER, DeepCOP, and a random permutation for the ranking task by measuring the ranking of up-regulated genes (genes that have z-scores > 0) and down-regulated genes (genes that have z-scores < 0). DeepCOP was not originally developed for predicting gene ranking, so we use its predicted probability scores to generate ranked lists. As shown in Table 2, CIGER significantly outperforms DeepCOP and random permutation by a large margin across all ranking metrics. Specifically, CIGER achieves NDCG scores of 0.8275 and 0.8460, which reduces the error rates of DeepCOP by 9.1 and 6.8% for up-regulated and down-regulated gene ranking, respectively. CIGER also achieves significantly better Precision@K compared with DeepCOP, showing the effectiveness of CIGER for predicting the ranking of genes in all gene expression profiles of novel chemicals. To further validate the performances of CIGER, we conducted the significant testing (i.e., paired-sample t test) with respect to NDCG scores between CIGER and the best baseline method (i.e., DeepCOP). The p values of the paired-sample t test for up-regulated and down-regulated gene ranking tasks are 1.93 × 10^{-30} and 4.18 × 10^{-41}, respectively, thereby showing the superiority of CIGER for gene expression ranking compared with the existing methods. We also evaluated the performances of CIGER and baseline methods for ranking tasks with respect to each cell line. The cell-specific evaluations (i.e., NDCG and Precision@K) for these methods are shown in Tables S1 and S2.

Table 1. Number of chemicals and gene expression statistics across cell lines for gene expression dataset after processing.

| Gene expression Profile (3,294) | Gene expression value | Max | Mean | Min |
|-------------------------------|-----------------------|-----|------|-----|
| A375                          | 430                   | 7.8573 | 0.0161 | 7.6315 |
| A549                          | 232                   | 6.5863 | 0.0059 | 6.4124 |
| HA1E                          | 394                   | 6.6578 | 0.0100 | 6.6511 |
| HCCS15                        | 262                   | 6.6362 | 0.0027 | 6.1765 |
| HELA                          | 191                   | 5.2012 | 0.0138 | 5.1913 |
| HT29                          | 334                   | 5.8744 | 0.0179 | 5.7641 |
| MCF7                          | 561                   | 8.8711 | 0.0067 | 8.7236 |
| PC3                           | 481                   | 8.6328 | 0.0181 | 8.5835 |
| VCAP                          | 256                   | 6.6322 | 0.0158 | 6.3357 |
| YAPC                          | 153                   | 5.1836 | 0.0504 | 5.1830 |

Gene expression classification for de novo chemicals

Besides the ranking setting, we also compared CIGER with baseline methods, including TT-WOPT, DeepCOP, and logistic regression (LR) in the classification setting, in which the models predict whether genes are up-regulated or down-regulated due to molecular intervention. As shown in Table 3, CIGER outperforms TT-WOPT, LR, and DeepCOP by a large margin, which demonstrates its effectiveness for gene expression classification tasks. In particular, CIGER achieves AUC scores of 0.7202 and 0.7558 for up-regulated and down-regulated gene classification tasks, respectively. For baseline methods, DeepCOP achieves better performances than LR, indicating that the linear model is not capable of capturing the relationship between input features and chemical-induced gene expression profiles.
and gene regulation effects. The performances of TT-WOPT for the two classification tasks, as we expected, are 0.4981 and 0.5096, which are equivalent to a coin toss. TT-WOPT, designed for imputation setting, does not leverage any feature information except for the gene expression values in the training set when predictions are made, so this method is not suitable for de novo chemical setting. We also evaluate the classification performances of these models by AU-PRC and F1 scores. Table S3 shows the results measured by these classification metrics.

Drug repurposing for pancreatic cancer

**Drug candidate prediction for pancreatic cancer**

To further investigate the effectiveness of CIGER, we designed the drug-screening pipeline using this model to find potential treatments for pancreatic cancer from existing drugs. Previous drug repurposing research has identified useful targets and drug candidates for killing pancreatic cancer cells or inhibiting tumor growths with limited numbers of drugs obtained from compound library or by target. Here, we performed drug repurposing with all existing drugs from DrugBank. Furthermore, we aimed to discover drugs that can induce the drug sensitivity of pancreatic cancer sub-types that are resistant to existing anti-cancer therapies rather than screen compounds that can kill cancer cells directly. A recent study has shown that the combination of metformin and vitamin C can restore TET2 and GATA6 activities in an aggressive squamous-like pancreatic ductal adenocarcinoma sub-type, which are the biomarkers of classical-pancreatic tumor, thereby improving therapeutic responses and survival of aggressive pancreatic sub-types. The main step of this screening pipeline is to compare the chemical-induced gene expression profiles generated by CIGER with a gene expression profile computed from pancreatic cancer cell lines treated by metformin and vitamin C. For drug gene expression profiles, we send queries to the DrugBank database to retrieve the list of all existing drugs (i.e., 11,179 drugs) with their corresponding SMILES representations and then use CIGER trained on the LINCS L1000 dataset to generate profiles for these drugs from their SMILES representations. For gene expression profile of pancreatic cancer treated by metformin and vitamin C, we performed differential expression analysis with DESeq2 between metformin- and vitamin C-treated samples and mock-treated samples. Then, we computed the similarity with respect to ranking information between the gene expression profiles of treatment and drugs across 10 cell lines by gene set enrichment analysis (GSEA) and Precision@200 scores to find potential treatments for this disease. Note that we derived the treatment profile as the differential expression of treated disease samples versus untreated disease samples, which is different from the differential expression of disease samples versus normal samples used in deriving the

| Methods | Objective function | Classification tasks |
|---------|-------------------|---------------------|
| TT-WOPT | N/A               | 0.4981 ± 0.0097     | 0.5096 ± 0.0097 |
| Logistic regression | Binary cross entropy | 0.6270 ± 0.0209 | 0.6480 ± 0.0182 |
| DeepCOP | Binary cross entropy | 0.6764 ± 0.0176 | 0.6925 ± 0.0217 |
| CIGER-NA | ListMLE | 0.6741 ± 0.0071 | 0.7166 ± 0.0102 |
| CIGER-NA | ListNet | 0.6723 ± 0.0122 | 0.7254 ± 0.0081 |
| CIGER-NA | RankCosine | 0.6992 ± 0.0106 | 0.7289 ± 0.0123 |
| CIGER-NA | RankNet | 0.6810 ± 0.0052 | 0.7192 ± 0.0108 |
| CIGER-A | RankCosine | 0.7086 ± 0.0106 | 0.7448 ± 0.0040 |
| CIGER | RankCosine | 0.7202 ± 0.0057 | 0.7558 ± 0.0061 |

TT-WOPT, CIGER, and its variants (i.e., CIGER^A and CIGER-NA) are trained with z-score values whereas logistic regression and DeepCOP are trained with binary labels indicating gene regulation stages.
disease profile mentioned in previous studies. Thus, the drug candidates from our pipeline would induce similar gene expression profiles as a treatment (i.e., metformin/vitamin C) profile instead of having inverse correlation with the disease profile as in previous studies. The details of the method used to generate drug and treatment gene expression profiles and the screening process are shown in experimental procedures. Figure 3 shows the proposed drug screening pipeline using CIGER.

Top drugs selected by Precision@200 and GSEA scores are listed in Tables 4 and 5, respectively. The two-dimensional molecular structures of these drugs are visualized in Figures S3 (Precision@200) and S4 (GSEA). Sucrosufate and inositol hexasulphate in this list are known to bind human fibroblast growth factor 1, which is related to tumor growth and invasion. For drugs selected by GSEA score, six of them are confirmed to affect phosphatidylinositol 3-kinase (PI3K) or mammalian target of rapamycin (mTOR) pathway. As PI3K/Akt/mTOR signaling is one of the most important intracellular pathways that regulate the cell cycle, it can be targeted by drugs to regulate the metabolism in cancer cells, resulting in phenotype shift, increased cell death, and decreased cell proliferation. For drugs selected by GSEA score, six of them are confirmed to affect phosphatidylinositol 3-kinase (PI3K) or mammalian target of rapamycin (mTOR) pathway. As PI3K/Akt/mTOR signaling is one of the most important intracellular pathways that regulate the cell cycle, it can be targeted by drugs to regulate the metabolism in cancer cells, resulting in phenotype shift, increased cell death, and decreased cell proliferation. For drugs selected by GSEA score, six of them are confirmed to affect phosphatidylinositol 3-kinase (PI3K) or mammalian target of rapamycin (mTOR) pathway. As PI3K/Akt/mTOR signaling is one of the most important intracellular pathways that regulate the cell cycle, it can be targeted by drugs to regulate the metabolism in cancer cells, resulting in phenotype shift, increased cell death, and decreased cell proliferation.

**Experimental validation for pancreatic cancer drug candidates**

To evaluate our candidates generated from our predictions, several drugs, including dipyridamole, AZD-8055, linagliptin, and preladenant, are tested in vitro together with the combination of metformin and vitamin C as a positive control. We used the above-mentioned drugs to treat pancreatic cancer cell lines and performed western blot to show the level of GATA6 and TET2, thus evaluating the effect of the predicted candidate drugs. The methods for experimental validation are described in Note S4.

As shown in Figures 4A and 4B, western blot following quantification showed that the combination of metformin and vitamin C increased TET2 and GAT6 levels in PANC-1 cells at 24 h. Dipyridamole can also significantly increase TET2 levels after 24 h treatments in PANC-1 cells, and linagliptin increased both TET2 and GAT6 levels significantly, suggesting that they can induce similar responses to metformin and vitamin C.

To investigate whether the increase in TET2 and GATA6 would have an effect on 5hmC, dot blots of all drugs were performed and quantified. As shown in Figure 4C, metformin/vitamin C and linagliptin significantly increased 5hmC levels in PANC-1
genomic DNA after 24-h treatment. Representative bands of western blot are shown in Figure S3. To study the effect of treatments on the growth of PANC-1 cells, clonogenic survival of cells with metformin/vitamin C or linagliptin treatment was analyzed. As showed in Figure 4D, metformin and vitamin C treatment demonstrated a significantly lower percentage of survival compared with negative control, and linagliptin treatment caused a significantly lower survival rate compared with both the negative control and the combination of metformin and vitamin C. To understand the way linagliptin improved treatment sensitivity, we analyzed the predicted drug signature of linagliptin with paslincs 50 to find the affected pathways. We found the antifolate resistance pathway at the top of the list, which is related to drug resistance in cancer treatment. The compounds we identified can be further studied in vivo, or use tools like Code-AE 51 to predict their patient-specific clinical response to predict their performance in the real application.

### Ablation study for CIGER
An ablation study was conducted to further investigate how CIGER surpasses the limitations of existing methods for chemical-induced gene expression prediction. In particular, we removed components from CIGER (i.e., CIGER-NA and CIGER-A) and observed the changes in its prediction performances. We also explored the impact of noisy data on prediction performance.

### Learning-to-rank objective function
In this experiment, we investigated the effectiveness of learning-to-rank objective functions (i.e., ListMLE, 32 ListNet, 31

---

| DrugBank ID | Name                     | Formula             | Information                                                                 |
|-------------|--------------------------|---------------------|-----------------------------------------------------------------------------|
| DB00364     | Sucralfate               | C_{12}H_{35}Al_{6}O_{55}S_{8} | Treat and prevent the return of duodenal ulcers                            |
| DB01666     | Inositol Hexasulphate    | C_{2}H_{12}O_{2}S_{8} | Binding to human acidic fibroblast growth factor                           |
| DB14815     | Ginsenoside B2           | C_{48}H_{82}O_{18}   | Extract from Panax notoginseng (Japanese ginseng), decreases the β-amyloid protein |
| DB15532     | Madecassoside            | C_{48}H_{78}O_{20}   | Found in Centella asiatica (Gotu kola), anti-inflammatory, wound healing, and anti-oxidant activities |
| DB06749     | Ginsenoside Rb1          | C_{34}H_{92}O_{23}   | Abundant in Panax quinquefolius (American ginseng), protected against amyloid β-induced neurotoxicity |
| DB14528     | Chromium gluconate       | C_{18}H_{33}CrO_{21} | Supplement to intravenous solutions given for total parenteral nutrition |
| DB09517     | Sodium ferri gluconate complex | C_{66}H_{121}Fe_{2}NaO_{66} | Treats iron deficiency anemia |
| DB03995     | Betadex                  | C_{42}H_{75}O_{35}   | Pharmacologically inactive substance, useful for stabilizing, solubilizing, or delivering intermediate size molecules. |
| DB01901     | Sucralfate               | C_{12}H_{22}O_{35}S_{8} | Drug retention and drug encapsulation stability                           |

---

| DrugBank ID | Name                     | Formula             | Information                                                                 |
|-------------|--------------------------|---------------------|-----------------------------------------------------------------------------|
| DB00975     | Dipyridamole             | C_{24}H_{40}N_{8}O_{4} | Prevents the degradation of cAMP, an inhibitor of platelet function         |
| DB11896     | Gedatolisib              | C_{32}H_{41}N_{9}O_{4} | Targets PI3K/mTOR, in development of solid tumors and acute myeloid leukemia (AML) |
| DB12774     | AZD-8055                 | C_{26}H_{31}N_{6}O_{4} | ATP-competitive mammalian target of rapamycin (mTOR) kinase inhibitor, with in vitro and in vivo antitumor activity |
| DB08882     | Linagliptin              | C_{26}H_{28}N_{6}O_{2} | Dipeptidyl peptidase-4 (DPP-4) inhibitors with hypoglycemic activity       |
| DB12904     | ZSTK-474                 | C_{19}H_{21}F_{2}N_{7}O_{2} | PI3K inhibitor                                                               |
| DB13100     | Biguanide                | C_{26}H_{28}N_{7}O_{3} | mTOR inhibitor, type II diabetes mellitus treatment                          |
| DB13051     | CH-5132799               | C_{26}H_{28}N_{6}O_{2} | PI3K inhibitor                                                               |
| DB11925     | Vistusertib              | C_{26}H_{28}N_{5}O_{3} | Inhibitor of mTOR                                                            |
| DB11864     | Preladenant              | C_{26}H_{28}N_{3}O_{3} | Selective antagonist at the adenosine A2A receptor                           |
RankCosine,33 and RankNet28) to learn the dependencies among genes. In order to do that, we compared CIGER-NA with DeepCOP (binary cross entropy) for gene expression classification tasks. CIGER-NA is a variant of CIGER in which the attention component is removed, and the extended connectivity fingerprint (ECFP) is used instead of neural fingerprint (learned by graph convolutional network) to represent a chemical, so the main difference between CIGER-NA and DeepCOP is at the objective functions they optimize. As shown in Table 3, the overall performance of CIGER-NA was better than DeepCOP for both classification tasks. Among these objective functions, using CIGER-NA with RankCosine achieved the best improvement compared with DeepCOP. In particular, it achieved AUC scores of 0.6992 and 0.7289, which was significantly better than the AUC scores of 0.6764 and 0.6925 of DeepCOP for up-regulated and down-regulated gene classification tasks, respectively. Therefore, we used RankCosine as the ranking objective function for CIGER and its variant.

Data-driven representations for chemicals
To validate the improvement of data-driven features over predefined features for chemicals, we compared the performance of using ECFP (i.e., CIGER-NA) and neural fingerprint generated by graph convolutional network (i.e., CIGER-A). As shown in Table 3, using neural fingerprint achieved better performance than ECFP. In particular, CIGER-A achieved AUC scores of 0.7086 and 0.7448, which were better than 0.6992 and 0.7289 of CIGER-NA, indicating the effectiveness of the approach that automatically learns representations for chemicals from data.

Multi-head attention mechanism
We compared CIGER with its variants in this experiment to evaluate the effectiveness of the multi-head attention component for prediction performance. As shown in Table 3, by leveraging the attention mechanism to learn the dependencies among genes and chemicals, CIGER achieved the best performance compared with its variants. In particular, it outperformed CIGER-A by achieving AUC scores of 0.7202 and 0.7558 compared with 0.7086 and 0.7448 of CIGER-A for up-regulated and down-regulated gene classification tasks, respectively. CIGER-NA, without both graph convolutional network and multi-head attention components, as we expected, achieved the worst performance among its variants. All these results demonstrate the improvement of using multi-head attention for gene expression prediction.

Noisy gene expression data
To validate the impact of the noisy problem in LINCS L1000 dataset on the prediction performance of CIGER, we trained this model on the whole dataset (i.e., without removing noisy profiles which have APC scores < 0.6 among their bio-replicates) and compared it with the one trained on high-quality data only (i.e., including only profiles that have APC scores > 0.6 among their bio-replicates). The results (i.e., NDCG, Precision@K) shown in Table S4 indicate that noisy gene expression can significantly hinder the prediction performance of CIGER. In particular, its NDCG scores decreased from 0.8275 and 0.8460 to 0.7761 and 0.7966, respectively, for up-regulated and down-regulated gene ranking.

Existing limitations
Although achieving superior results compared with the baseline methods and showing feasibility in gene expression-based drug repurposing for pancreatic cancer, our proposed method still has some limitations. First, it cannot generate chemical-induced gene expression profiles with respect to the new cell lines (i.e., except 10 cell lines in the training dataset) caused by the lack of cell line representations. Second, due to the noise issue in the LINCS L1000 dataset, we could only utilize a small...
subset of these data for training, thereby hindering the prediction performance of our method for de novo methods. Third, the limited size of the LINCS L1000 dataset in terms of chemicals (i.e., ~20,000 small molecules) inhibits CIGER from learning generalized representation for chemicals in the complex molecular space. Finding efficient cell line representation, de-noising gene expression data, and pre-training on the large molecular datasets are the keys to surpassing these limitations, and we leave them in our future works.

Conclusion
Large-scale analysis that leverages chemical-induced gene expression profiles has attracted great attention in drug discovery. However, the effectiveness of this approach is limited by the sparseness and noise measurement problems. In this study, we propose CIGER, a novel and robust neural network-based model for predicting the ranking of genes in the gene expression profiles induced by de novo chemicals. Our model achieves state-of-the-art results compared with other methods for both gene expression classification and ranking tasks in a de novo chemical setting. Furthermore, with the capability of predicting the ranking of genes in the chemical-induced gene expression profiles across different cell lines leveraging the chemical structures only, CIGER provides new opportunities for subsequent molecular phenotype-based drug repurposing by comparing the ranking of genes in chemical-induced profiles with the treatment profiles computed from chemical-treated and -untreated disease states. The similar or reverse of gene expression ranking will suggest the most potential drug candidates for specific diseases. In summary, CIGER could be a powerful tool for phenotypic compound screening.

EXPERIMENTAL PROCEDURES

Resource availability
Lead contact
Requests for information should be directed to the lead contact, Ping Zhang (zhang.106311@osu.edu).

Materials availability
This study did not generate any new materials.

Data and code availability
The Bayesian-based peak deconvolution LINCS L1000 dataset is available at https://github.com/njpipeorgan/L1000-bayesian. The pre-processed gene expression data used in our study and gene expression profiles generated from CIGER for all drugs in DrugBank are available at https://github.com/pth1993/CIGER. CIGER source code and its usage instructions are available in Github (https://github.com/pth1993/CIGER).

Ranking task definition
In the LINCS L1000 dataset, each experiment can be considered as a tuple of the chemical compound, cell line, and corresponding gene expression profile. These biological and chemical objects are transformed into numerical representations for use in the computational models. In particular, the L1000 dataset can be represented by the following matrices $X_{chem} \in \mathbb{R}^{n \times n_{chem}}$, $X_{cell} \in \mathbb{R}^{n \times n_{cell}}$, and $Z \in \mathbb{R}^{n \times n_{gene}}$, where $X_{chem}$, $X_{cell}$, and $Z$ are feature matrices of chemicals, cell lines, and L1000 genes in the dataset. $Z \in \mathbb{R}^{n \times n_{gene}}$ is the gene expression matrix, $n_{chem}$, $n_{cell}$, and $n_{gene}$ are numbers of experiments and L1000 genes, and $d_{chem}$, $d_{cell}$, and $d_{gene}$ are feature dimensions of chemical compounds, cell lines, and genes, respectively. The goal of this task is predicting the ranking of genes in the expression profile $Z_{chem} \in \mathbb{R}^{n \times n_{gene}}$ based on the feature matrices.

CIGER architecture
The CIGER architecture consists of four main components: (1) the feature-mapping component, which transforms biological and chemical objects to numerical representations, including a graph convolutional network, to transform the simplified molecular-input line-entry system (SMILES) representations of chemicals to numerical vectors and embedding lookup tables to transform cell lines and L1000 gene indexes to binary vectors, (2) the attention component, which looks at all L1000 genes and chemicals to create contextualized representation for each gene, (3) the prediction component, which predicts the ranking of all L1000 genes in gene expression, and (4) the learning-to-rank objective function, which optimizes the global prediction performance for all L1000 genes. Figure 1 presents the overview architecture of CIGER. The details of each component are as follows.

Feature mapping for biological and chemical objects
We use the graph convolutional network and gene ontology consortium to construct numerical representations for chemical compounds and L1000 genes. For cell lines, we simply use one-hot vectors.

The chemical feature matrix $X_{chem} \in \mathbb{R}^{n \times n_{chem}}$ is generally pre-defined in traditional approaches. One popular method is the extended connectivity fingerprint (ECFP), which represents molecular sub-structures by means of circular atom neighborhoods. Specifically, the presence or absence of sub-structures is encoded in a fixed-size binary vector. The main drawback of this method is that the sub-structures need to be available before training and therefore may not be the optimized way to represent the chemicals for particular tasks. Recently, with the advancement of graph neural networks, some data-driven methods have been proposed to effectively exploit the graph-based structure of chemicals. Compared with pre-defined approaches, these methods can automatically find the most important sub-structures that are optimized representations for chemicals for the prediction tasks by optimizing the objective function from training. In our work, we use a graph convolutional network to exploit information from chemicals, which can be seen as graphs of atoms (nodes) and bonds (edges). This method can be seen as the differentiable variant of ECFP, in which every step is continuous and differentiable and therefore allows updates from gradient propagation. In particular, the graph convolutional network updates the representation of one particular node from the information of its neighborhoods in the graph by convolutional operation so that each node in the output layer represents the sub-structure of the original graph. Following the setting in,\cite{kipf2016semi} we use the 2-layer graph convolutional network (radius = 2), which means that the sub-structures represented by this method are the span of 2-hop distance from the atom. Inputs for the graph convolutional network are the feature vectors of atoms and bonds that capture their properties such as atom symbol, degree, and type of bonds.

The dimension of fingerprints generated by the graph convolutional network is set to be 1,024 which is similar to ECFP for a fair comparison. The detailed implementation of the graph convolution network used for chemicals is shown in Note S2. The Gene Ontology Consortium\cite{ashburner2000GeneOntology} has been shown to be an effective way to represent genes and proteins by capturing their biological process, molecular function, and cellular component. In our experiments, we follow the data processing described in\cite{wo2017gene} by selecting 1,107 gene ontology terms that appeared in at least three L1000 genes and using them to construct $X_{cell}$. These representations can be seen as binary vectors, where the indexes of bit 1 mean the appearance of gene ontology terms associated with these indexes.

Multi-head attention for contextualized representation
We utilize multi-head attention\cite{vaswani2017attention} to capture the dependencies among genes for learning better representation. In particular, for $i$th experiment, chemical $X_{chem}^{i}$ and cell line $X_{cell}^{i}$ are concatenated with each gene $X_{gene}^{i}$ in $X_{gene}$ and then put into the feedforward neural network layer and ReLU activation function to generate contextualized $X_{gene-context}^{i}$ as follows:

$$X_{gene-context}^{i} = \text{ReLU}\left(X_{chem}^{i} \otimes W_{chem} + X_{cell}^{i} \otimes W_{cell} + X_{gene}^{i} \otimes W_{gene} + b\right)$$

where $W_{chem}, W_{cell}, W_{gene}$ are learned parameters and $(a \otimes b)$ is a concatenation operation on $a, b$. The contextualized representation for L1000 genes is packed into matrix $X_{gene-context}^{i}$ and then put into multi-head attention to learn attention-based representation. In particular, multi-head attention transforms the input feature matrix (i.e., $X_{gene-context}^{i}$) to three separate matrices $Q^{i}, K^{i}, V^{i} \in \mathbb{R}^{n \times n_{x \times d}}$, as follows:

$$Q^{i} = X_{gene-context}^{i} \otimes W_{Q}$$
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where \( W_0 \), \( W_k \), and \( R_k \times K \) are the trainable parameter matrices, \( d_h \) is the dimension of transformed features, and then the attention-based representations for the input features are computed as follows:

\[
O^{(h)} = \sigma \left( \frac{Q^{(h)} W^{(h)} \sigma}{\sqrt{d}} \right) V^{(h)}
\]

where \( O^{(h)} \), \( P \), \( K \), \( \sigma \), and \( d \) are the attention representation, softmax function, and scale factor.

**Multi-output prediction for gene ranking**

The 2-layer feedforward neural network with ReLU activation function is used to predict the rank of each gene in the gene expression profile. The weight of this network is shared across all L1000 genes.

**Learning-to-rank objective functions**

CIGER optimizes the predictions for all L1000 genes together rather than individually by using learning-to-rank objective functions. In particular, CIGER treats the gene expression profiles as the lists ranked by their z-score and then minimizes several learning-to-rank objective functions including both pairwise (i.e., RankNet28) and listwise (i.e. ListNet, 31 ListMLE,32 and RankCo-then minimizes several learning-to-rank objective functions including both sine33) functions between the predicted (\( y \)) and the ground-truth (\( \text{gt} \)) gene expression profiles. Details of these objective functions are presented in Note S3.

**Baseline methods**

We compare CIGER with the following baseline models for chemical-induced gene expression ranking and classification tasks.

**Logistic regression**

LR is the linear model used in the gene expression classification task. We use the scikit-learn implementation24 to train this model on the LINCS L1000 dataset. Inputs for LR are the concatenations of 1,024-bit circular topological fingerprints for chemical, one-hot vector for cell line, and multi-hot vectors (i.e., 1,107-bit) that represent the inclusion of Gene Ontology terms for L1000 genes. The outputs of linear functions are put into the logistic function to model the probabilities of being (up- or down-) regulated for L1000 genes induced by chemicals.

**DeepCOP**

DeepCOP is the neural network-based model for gene expression classification task.24 We re-implement this model in PyTorch framework22 and use the same hyper-parameters as in the original paper. This model consists of three layers with SeLU activation function for the first layer and ReLU activation function for the following layers. Inputs for DeepCOP are similar to those of LR, and the objective function is binary cross-entropy between the ground-truth and predicted labels.

**Tensor-train weight optimization**

The tensor completion-based model is used to impute missing values in high-dimensional (tensor) data from existing values. It has shown good performance when applied to predict z-score values of the LINCS L1000 dataset. This method leverages existing labels (z-score) only to make predictions, so additional feature information such as chemicals, cell lines, and genes are not required. We use the MATLAB implementation provided by the authors to train this model in our de novo chemical setting.

**CIGER**

CIGER is the variant of our proposed model that makes predictions without the attention mechanism.

**CIGER**

CIGER is the variant of our proposed model that does not use either neural fingerprint or attention mechanism.

**Evaluation metrics**

To evaluate the performance of prediction models on the testing sets, the area under the receiver operating characteristic (AUC) is chosen for classification tasks, and NDCG and Precision@K are used for ranking tasks. The details of NDCG and Precision@K are as follows.

**Normalized discounted cumulative Gain**

NDCG is the metric used to evaluate the performance of models in ranking tasks. This metric focuses on two aspects of the ranking models: (1) giving higher ranks for higher relevant items and (2) highly relevant items being ranked higher than marginally relevant items and, in turn, having higher ranks than non-relevant items. In particular, NDCG at rank \( p \) is calculated as follows:

\[
\text{NDCG}_p = \frac{\text{DCG}_p}{\text{IDCG}_p}
\]

where discounted cumulative gain (DCG) and ideal discounted cumulative gain (IDCG), which is the maximum possible values of DCG, are computed as follows:

\[
\text{DCG}_p = \sum_{i=1}^{p} \frac{2^{r(i)} - 1}{\log(i + 1)}
\]

where rel\( p \) is the relevant score of the result at position \( i \), and \( REL_p \) is the sorted list of relevant items up to position \( p \). In our setting, the relevant scores are z-score (minus z-score in the case of ranking down-regulated genes) values in the gene expression profiles. Because negative scores cause NDCG to be unbounded, so for up-regulated and down-regulated gene rankings we set all negative relevant s to be 0. Precision@K is another metric we used to evaluate the performance of models in ranking tasks. It is the proportion of genes in the top-K predicted set that is up-regulated or down-regulated. In particular, Precision@K is computed as follows:

\[
\text{Precision}@K = \frac{|A_{\text{ground-truth}} \cap A_{\text{predicted}}^{\text{top-K}}|}{K}
\]

where \( A_{\text{ground-truth}} \) is the set of up-regulated or down-regulated genes (i.e., we select the top 200 genes that have the largest and smallest z-scores as the sets of the ground-truth up-regulated and down-regulated genes, respectively) and \( A_{\text{predicted}}^{\text{top-K}} \) is the sets of top-K genes in the predicted ranked lists. In our study, we evaluate the performances of models at different K-levels including 10, 50, 100, and 200.

**Drug repurposing pipeline**

**Drug gene expression profile**

To generate drug profiles used in the drug screening process, we sent queries to the DrugBank database to retrieve the list of all existing drugs (i.e., 11,179 drugs) with their corresponding SMILES representations and then used CIGER trained on the LINCS L1000 dataset to generate gene expression profiles (i.e., gene ranking) for these drugs from their SMILES representations. In our study, each drug is represented by 10 cell-specific gene expression profiles. Note that under the cross-validation setting, each profile is the average of the corresponding profiles generated from different models trained on different data folds. In summary, this process results in a ranking matrix of 11,179 rows (drugs) and 10 columns (cell lines).

**Treatment gene expression profile**

For pancreatic the cancer treatment gene expression profile, we performed differential expression analysis between metformin- and vitamin C-treated samples and mock-treated samples with DESeq2.21 A recent study showed that metformin and vitamin C treatment could restore TET2 activity in an aggressive squamous-like pancreatic ductal adenocarcinoma sub-type, and increase biomarkers of classical pancreatic tumors, which are related to improved therapeutic responses and survival.44 To search for drugs that can restore epigenetic control in pancreatic tumors, like metformin and vitamin C, we used pancreatic cancer gene expression data from this study, where the human pancreatic tumor cell line PSN1, orthotopically implanted into mice, was treated with metformin combined with vitamin C or mock treatment. RNA-seq gene expression data are filtered to get human-only reads. In total, three metformin/vitamin C-treated samples and three mock-treated control samples were used for differential expression analysis. Those up/down-regulated genes can be used as signatures that characterize the treatment (i.e., the
differential expression analysis is from mock-treated samples to treated samples).

**Screening method**

A screening process was conducted by comparing drug profiles with treatment profiles in terms of gene ranking. Specifically, Precision@200 and GSEA scores were used to find drugs whose profiles were most similar to the treatment profiles with respect to each cell line. The reason is that we wanted to find drugs that induce similar responses in pancreatic cancer as metformin/vitamin C treatment, which has been shown to be effective in restoring epigenetic control in pancreatic cancer cells and improving therapeutic responses. Then, for each cell line, the top 10 most similar drug candidates were retrieved for further analysis. Previous studies showed that consensus gene expression profiles could give a more comprehensive representation and improve confidence in gene-expression analysis, so we used results from all 10 cell lines to determine drug candidates. In particular, we selected drugs that are in the top 10 of at least three cell lines for Precision@200 and two cell lines for GSEA as our potential treatments for pancreatic cancer.

**SUPPLEMENTAL INFORMATION**

Supplemental information can be found online at https://doi.org/10.1016/j.patter.2022.100441.
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