Is your forecaster smarter than an energy engineer: a deep dive into electricity price forecasting
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Abstract—The field of electricity price forecasting has seen significant advances in the last years, including the development of new, more accurate forecast models. These models leverage statistical relationships in previously observed data to predict the future; however, there is a lack of analysis explaining these models, which limits their real world applicability in critical infrastructure. In this paper, using data from the Belgian electricity markets, we explore a state-of-the-art forecasting model to understand if its predictions can be trusted in more general settings than the limited context it is trained in. If the model produces poor predictions in extreme conditions or if its predictions are inconsistent with reality, it cannot be relied upon in real-world where these forecasts are used in downstream decision-making activities. Our results show that, despite being largely accurate enough in general, even state of the art forecasts struggle with remaining consistent with reality.

Index Terms—electricity price forecasting, LEAR, explainability models

I. INTRODUCTION

With the liberalization of the European electricity system, market prices serve several important purposes. On the one hand, they allow grid operators to promote competition and ensure grid stability. On the other, they allow market participants, such as generators and demand aggregators etc., to maximize their profits through new services and algorithmic innovations. In other words, they allow scheduling algorithms to determine the optimal time to consume or produce electricity [1].

Forecasting electricity prices is therefore becoming increasingly important due to the competition in the market. An accurate forecasting algorithm therefore increases the utility of relevant stakeholders. In this paper, we investigate the behavior of a state-of-the-art electricity price forecasting algorithm [2]. More concretely, we address the question of whether this forecaster is physically consistent, i.e. whether it attributes the right importance to the relevant input features when making forecasts for the future, and if its predictions can be trusted in extreme market conditions? For dependable and mission critical infrastructure, it may actually be preferable to have a slightly less accurate model that makes its predictions giving a physically consistent importance to input features, than a more accurate model that makes more accurate predictions for dubious reasons. The latter model will often fail to generalize in unexpected conditions, such as the ones that arose in the aftermath of pandemic-related disruptions.

II. DATA AND METHOD

We investigate the performance of a state-of-the-art price forecaster (LEAR model) for the EPEX-BE electricity market. The EPEX-BE market prices demonstrate high volatility with several spikes and negative prices. Section II-A shows a detailed list with the features used for this market to make the price forecasts, and where they were obtained. Section II-B presents a detailed description of the forecast model.

A. Data

The data used by the forecaster to predict EPEX-BE spot prices was obtained from the ENTSO-E transparency platform website [3] for the Belgium features, and the Rte website [4] for the French features. The data presented below are the input features used by the forecast model ranging from 01/01/2015 until 31/12/2021.

- Electricity day-ahead prices
- Day-ahead generation forecast (FR)
- Day-ahead system load forecast (FR)
- Day-Ahead generation forecast for wind (BE)
- Day-Ahead generation forecast for solar (BE)
- Day-ahead system load forecast (BE)

There were some missing days in these fields, which were substituted with the average of the day before and after the missing data.

B. The LEAR Model

The LEAR model uses past values as predictors and has exogenous variables as explanatory variables. LEAR uses the least absolute shrinkage and selection operator (LASSO), a feature selection algorithm, to choose among the variables and estimate their parameters [5]. The model has previously been shown to offer excellent accuracy to performance ratio [2].

The input features that the model needs to predict the 24 day-ahead prices for day \( d \) \((p_d = [p_d_1, \ldots, p_d_{24}])\) include:

- The historical day-ahead prices of the previous three days and seven days ago: \( p_{d-1}, p_{d-2}, p_{d-3}, p_{d-7} \)
- The day-ahead forecasts of the exogenous variables considered from day \( d, d-1 \) and \( d-7 \): \( x_d^i = [x_d^{i,1}, \ldots, x_d^{i,24}], x_{d-1}^i = [x_{d-1,1}, \ldots, x_{d-1,24}], x_{d-7}^i = [x_{d-7,1}, \ldots, x_{d-7,24}] \) where \( i \) is the exogenous variable in question.
• A binary dummy variable that represents the day of the week: \( z = [z_d, 1, \ldots, z_d, 7] \) where each parameter is 0 except the one corresponding to the predicted day of the week. For example, in a Tuesday the variable would be \( z = [0, 1, 0, 0, 0, 0, 0] \)

The LEAR equation’s coefficients will be analysed since they indicate the weight that the LEAR model assigns to each feature. Of course, the actual contribution will be the product between these coefficients and the feature value itself. This model was trained using a calibration window of one year before being used by the forecaster. The actual implementation borrows heavily from the epftoolbox, outsourced in [2], but supplements the implemented price forecaster with more input features, as explained previously.

III. RESULTS AND DISCUSSION

Before analyzing the physical consistency of the forecast model, it is important to understand that the LEAR model fails to predict accurate prices when there are: (1) negative or unusually low electricity prices and (2) unusually high prices. Outside of these two scenarios, the model is significantly accurate. This is illustrated in Fig. 1. In Fig. 1, it is possible to observe the product between the model’s coefficients and the feature value of four hours with spikes and four hours with negative prices. The real price (underlined) and the predicted price are also presented in each bar. These eight hours were chosen at random to illustrate the importance that the LEAR model attributes to each feature.

A. Negative prices

The model, in general, seems incapable of modelling negative electricity prices accurately. Negative electricity prices in Belgium are often due to a high energy generation surplus (e.g. through renewable sources) combined with low demand. This implies that the model should learn a negative causal link between (predicted) renewable energy generation and electricity prices. However, for most of the experimental period, the LEAR model places rather low importance to both solar and wind. In fact, the features with the most significant influence include the French load and generation forecasts. Likewise, the coefficients assigned to French electricity generation are supposed to be negative since larger imports would decrease the price of electricity in Belgium. However, this is not evidenced during 2021, when prices crashed in the post-Covid lockdown periods. Therefore, for the negative prices to be more accurately predicted, renewable energy generation should have a more considerable influence and the load forecast in France a smaller one.

B. High prices

For high prices, the model makes accurate predictions when the prices of the previous days are high as well, owing to the autoregressive component. However, when there is a spike in electricity prices, i.e., an isolated high price, the LEAR model fails to predict this spike, and instead predicts much lower price values. Regarding the spikes, the features that most influence the prediction of the LEAR model are the French generation and load forecasts. Since most of the analysed spikes take place during winter evenings, it makes sense for the Belgian wind generation forecast to be a key determinant. However, this would not necessarily fix under-predictions, since the predictions are often lower than the real price. What would make the predictions more accurate is assigning greater importance in this case to the load forecast in Belgium and the load forecast in France for the last two days.

IV. CONCLUSION

This paper shows the importance of analyzing a model’s accuracy in greater detail, and studying the forecasting models’ predictions for underlying causality. Thus, it is evident from this brief analysis that the LEAR model is quite accurate, but it fails during extreme conditions, as seen in Fig. 2. This should be foreseeable by a domain expert, but is not necessarily something the model generalizes well on. Moreover, with the pandemic, the model’s accuracy appears to have decreased.

Creating new models is not always the solution to a more reliable forecast algorithm, but understanding where the model fails and consequently ensuring that the importance given to input features is physically consistent (and causally accurate). Therefore, more work should be put into understanding the models and improving their interpretability. The paper includes preliminary ideas for how the models could have performed more accurately, but these suggestions are limited by the issue of multicollinearity of features, which makes it important to interpret the model’s behaviour. A more thorough analysis can address this, in addition to also investigating how other state of the art models, such as deep neural networks, perform on this metric.
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APPENDIX

Fig. 2. Scatter plot of the error (difference between the real and predicted price) vs real price.