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Abstract

A new data-driven method for operator learning of stochastic differential equations (SDE) is proposed in this paper. The central goal is to solve forward and inverse stochastic problems more effectively using limited data. Deep operator network (DeepONet) has been proposed recently for operator learning. Compared to other neural networks to learn functions, it aims at the problem of learning nonlinear operators. However, it can be challenging by using the original model to learn nonlinear operators for high-dimensional stochastic problems. We propose a new multi-resolution autoencoder DeepONet model referred to as MultiAuto-DeepONet to deal with this difficulty with the aid of convolutional autoencoder. The encoder part of the network is designed to reduce the dimensionality as well as discover the hidden features of high-dimensional stochastic inputs. The decoder is designed to have a special structure, i.e. in the form of DeepONet. The first DeepONet in decoder is designed to reconstruct the input function involving randomness while the second one is used to approximate the solution of desired equations. Those two DeepONets has a common branch net and two independent trunk nets. This architecture enables us to deal with multi-resolution inputs naturally. By adding $L_1$ regularization to our network, we found the outputs from the branch net and two trunk nets all have sparse structures. This reduces the number of trainable parameters in the neural network thus making the model more efficient. Finally, we conduct several numerical experiments to illustrate the effectiveness of our proposed MultiAuto-DeepONet model with uncertainty quantification.
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1. Introduction

Nowadays the fast development of computational hardware and the ability to process vast amount of data efficiently has made data-driven techniques, especially deep learning one of the most popular method to solve complex problems across many disciplines. Moreover, machine learning(ML) models can be assisted by known physical information to increase the accuracy and alleviate the amount of data required. The additional physical knowledge often appears in the form of differential equations(DEs). There has been a vast amount of work recently with different approaches such as Gaussian process(GP) [50, 46, 16, 40, 45, 44] and deep neural networks(DNNs) [29, 30, 27, 47] for solving those kinds of problems. In this work, we consider a special kind of DEs, namely stochastic differential equations(SDEs) which generalized DEs by introducing randomness in coefficients or forcing terms. SDEs arise in a variety of applications naturally, for example mathematical biology, statistical mechanics, etc. The most popular approach to solve SDEs is the Monte Carlo method [35]. However as we known, it suffers from slow rate of convergence and often requires large amount of samples to achieve certain accuracy. Another approach is built on the truncation of stochastic polynomial chaos expansion(PCE). Interested readers are referred to [11, 20] for more information on this topic. Here, we want to learn stochastic operators in the setting of both the forward and inverse problems. The stochastic operators can be high-dimensional and classical numerical methods for solving this kind of problems suffer from the curse of dimensionality [2] because the reliance of the carefully generated spatio-temporal grids. However, modern ML based techniques without numerical discretization is easily scalable to high dimensions.

In this paper we focus on DeepONet, first introduced by Lu et al. in [31], for stochastic operator learning. We know that the universal approximation theorem insures that neural networks(NNs) of arbitrary width or depth can approximate any continuous function of real numbers. This is the reason why DNNs become one of the most popular paradigms to solve problems relate to DEs. In their paper, the authors have designed a new deep learning framework, i.e. DeepONet to learn continuous linear or nonlinear operators. DeepONet is inspired by a similar theorem, the universal operator approximation theorem [6]. This theorem guarantees that a single hidden layer NN can approximate any nonlinear continuous operators accurately. The network inputs consist of a series of function values at fixed sensor locations, while the output sensors can be placed at any locations. The architecture of the network mainly contains two parts: one or several branch networks(stacked or unstacked DeepONet) and a trunk network take the information contained in the input sensors and the output sensors respectively. The loss function is the mean square error(MSE) between the true values and the predictions by neural network. Specially, DeepONet can be applied to learn stochastic operators. In their numerical example, the Karhunen-Loève(KL) expansion is used to deal with the random process as the input of branch network:

\[
k(t; \omega) = \sum_{i=1}^{N} \sqrt{\lambda_i} e_i(t) \xi_i(\omega)
\]  

(1)

where \( \lambda_i \) and \( e_i(t) \) are the \( i \)-th largest eigenvalue and its normalized eigenfunction of the covariance function. In this way, the input of the branch network is of the form
The input of the trunk network is \([t, \xi_1, \xi_2, \cdots, \xi_N]\). Here, \(N\) is the number of retained modes in KL expansion and \(\{\xi_i\}_{i=1}^{N}\) are independent standard Gaussian random variables. Note that according to the author, the dimension of the problem is still very high because the input of the branch net is a set of \(N\) eigenfunctions and the dimension for the input of the trunk net is the sum of dimensions of the physical and random space. As the dimension of the SDE problem increases, it will become unfeasible to solve the problem using original DeepONet. In our work, an encoder is proposed to conduct dimensionality reduction first before the inputs are fed into DeepONet. Then a new network called MultiAuto-DeepONet is built for nonlinear dimension reduction and stochastic operator learning. The encoder part of our model aims at discovering the hidden features of the inputs as well as reducing the dimension, while the decoder includes two DeepONets with a shared branch net. This branch net processes the inputs relate to the random process. Two different trunk nets can deal with the inputs with different resolution. For example, one trunk net for inputs in spatial domain and the other for inputs in temporal domain. Note that the sensor locations for these two trunk nets can also be different. The loss function of MultiAuto-DeepONet consists of the reconstruction error of the input functions and MSE of the SDE solution. Furthermore, we want to quantify the uncertainties associated with our quantities of interest (QOIs) coming from the stochastic process in SDEs. As we known, uncertainty quantification (UQ) is very crucial and has drawn increasing attention in machine learning methods applied to a various real life applications [1, 22, 37, 25]. In solving SDE problems, high-dimensional random variables are often the sources of uncertainty. In this paper, we mainly account for the uncertainties in solving SDEs through our MultiAuto-DeepONet model. This means we show the predicted mean and variance of the model predictions. We present four different examples to illustrate the performance of our model in the numerical example section.

Our objectives of this paper:

1. Nonlinear dimensionality reduction for high-dimensional stochastic inputs using MultiAuto-DeepONet.
2. Learning high-dimensional stochastic operators in the setting of solving forward and inverse stochastic problems.
3. Uncertainty quantification for our proposed MultiAuto-DeepONet model in stochastic operator learning problems.

Our contributions of this paper:

1. A special autoencoder with DeepONet as its decoder is constructed to perform nonlinear supervised dimensionality reduction thus discovering the nonlinear hidden features, i.e. the nonlinear representation of the high-dimensional random process. The model can effectively save computational cost in high-dimensional problems compared to PCA based DeepONet. Moreover, uncertainty quantification can be effectively carried out with much less computational cost using our MultiAuto-DeepONet model.
2. A nonlinear basis of the random process and the SDE solutions can be automatically learned. The effectiveness of this method is demonstrated by comparing to polynomial chaos expansion (PCE). The numerical experiments show our model can achieve better accuracy than PCE with the same number of base.
3. Different regularizers, i.e. $L_1$, $L_2$ and etc., can be added to output layer of the decoder for different purposes. We consider the $L_1$ regularization to introduce sparsity for learned coefficients and bases.

4. Multi-resolution data can be handled by our proposed MultiAuto-DeepONet model naturally to solve forward and inverse stochastic problems.

5. Applying convolutional encoder enables our model to deal with high physical dimensional problems.

The paper is organized as follows. In Section 2.1, we give a brief introduction to autoencoder. Then our MultiAuto-DeepONet model is constructed in Section 2.2. In Section 3, four numerical examples are presented to illustrate the performance of proposed model. Conclusions and future works are provided in Section 4.

2. Methodology

In this section, the main building blocks of our MultiAuto-DeepONet model is introduced.

2.1. Autoencoder

As we known, autoencoders were first introduced by Hinton and the PDP group [49] in the 1980s. Together with Hebbian learning rules [19, 39], autoencoders lay the foundation of unsupervised learning. An autoencoder is a special type of feedforward neural network where the output is set to be the same as the input and it often consists of two main parts: an encoder and an decoder. The encoder is used to process the inputs and the decoder takes the output of encoder and uses it to reconstruct the inputs. The outputs from the encoder can be understood as a latent representation of the inputs. Autoencoder can be trained by minimizing the reconstruction error which measures the differences between the original input and output from the reconstruction process of decoder. Traditional application for autoencoder includes dimensionality reduction, feature learning and etc. We apply autoencoder in our model to find the hidden features in inputs from high-dimensional stochastic process.

Suppose our target problem is a simple forward problem of stochastic DE, i.e. to find the solution $u(x; \omega)$. The randomness comes from the coefficient $k(x; \omega)$, where $\omega \in \Omega$ and $\Omega$ is the random space. Figure 1 presents the unsupervised part of our MultiAuto-DeepONet model. We can see it is an autoencoder as stated above except that we use a convolutional encoder and the decoder part is in the form of a DeepONet. The encoder consists of several convolutional layers followed by a dense layer. The filter size, strides in convolutional layers and the activation functions in each layer depend on the specific problem and will be tuned to achieve the best performance. The hidden features $z(x; \omega)$ discovered by the convolutional encoder are fed into the branch net of the decoder. Moreover, $z(x; \omega)$ can be used to generate samples of input $k(x; \omega)$. This makes uncertainty quantification of our model much easier. Assume the number of training data is $N$, the network loss function denoted by $L_k$ for unsupervised part is exactly the reconstruction error of this autoencoder,

$$L_k := \text{MSE}_k = \frac{1}{N} \sum_{i=1}^{N} |k_i - \tilde{k}_i|^2$$

(2)
where \( k_i \) are training data and \( \tilde{k}_i \) are network reconstruction of \( k(x; \omega) \) corresponding to each \( k_i \).

**Figure 1:** Schematic of unsupervised part of MultiAuto-DeepONet architecture (top part of Figure 3): the inputs \( k(x; \omega) \) are first fed into a convolutional encoder to discover the hidden features \( z(x; \omega) \). The decoder consists of one simple DeepONet. The branch net takes the hidden features as input and find a set of basis \( \phi(z) \). This set of basis is combined with coefficients \( \bar{a}(x) \) from the unsupervised trunk net to compute the reconstruction \( \tilde{k}(x; z; \omega) \).

We also present the second supervised part of our MultiAuto-DeepONet model here in Figure 2. It has similar structure as unsupervised part in Figure 1 and they share one common branch net. The difference is that the output of supervised trunk net is used to approximate the SDE solution \( u(x; \omega) \). So assume the number of training data is \( M \), loss function for this supervised part denoted by \( L_u \) is,

\[
L_u := MSE_u = \frac{1}{M} \sum_{i=1}^{M} |u_i - \tilde{u}_i|^2
\]

where \( u_i \) are training data and \( \tilde{u}_i \) are network prediction of \( u(x; \omega) \) corresponding to each \( u_i \).

**Figure 2:** Schematic of supervised part of MultiAuto-DeepONet architecture (bottom part of Figure 3): the inputs \( k(x; \omega) \) are first fed into a convolutional encoder to discover the hidden features \( z(x; \omega) \). The decoder consists of one simple DeepONet. The branch net takes the hidden features as input and find a set of basis \( \phi(z) \). This set of basis is combined with coefficients \( \bar{b}(x') \) from the supervised trunk net to predict solution \( u(x'; z; \omega) \) of the stochastic problem.

### 2.2. MultiAuto-DeepONet

The authors in [31] introduce DeepONet, a universal operator approximator which has shown remarkable approximation and generalization capabilities. Furthermore, they demonstrate that DeepONet can learn both explicit and implicit operators including those representing SDEs. We use DeepONet as the building block in this paper. As stated in the section of learning stochastic operators in [31], the input of the branch net
is a random process and its dimension can be very high. As shown in Figure 3, a convolutional autoencoder is used to reduce the dimensionality thus discovering the hidden features $z(x; \omega)$ from the inputs $k(x; \omega)$ first. Then $z(x; \omega)$ is treated as the input to the common branch net of two DeepONets. The upper DeepONet in Figure 3 is exactly the unsupervised part in Figure 1 and the bottom DeepONet is the supervised part shown in Figure 2. Figure 4 presents the architecture of our convolutional encoder. The details of architectures of the two DeepONets is shown in Figures 5 and 6 respectively. Note that the unsupervised part of our MultiAuto-DeepONet model reconstructs $\tilde{k}(x; \omega)$ from the inputs and the supervised part aims at learning the solution $u(x; \omega)$. The following is the loss function of our model:

$$L = L_k + L_u := \text{MSE}_k + \text{MSE}_u = \frac{1}{M} \sum_{i=1}^{M} |u_i - \tilde{u}_i|^2 + \frac{1}{N} \sum_{i=1}^{N} |k_i - \tilde{k}_i|^2$$ (4)

Note that in MultiAuto-DeepONet model, DeepONet is used as the decoder to find a nonlinear basis for both $k(x; \omega)$ and $u(x; \omega)$. This improves the interpretation of our model. We also add $L_1$ regularization in the two DeepONets to introduce the sparse structures. Thus a relative small number of basis is required to express the solution of a complex high-dimensional problem. Other regularization can be added similarly for different purposes. The network performance and uncertainty quantification of our model will be presented in next section.

![Figure 3: Schematic of MultiAuto-DeepONet architecture: the inputs $k(x; \omega)$ are first fed into a convolutional encoder to discover the hidden features $z(x; \omega)$. The decoder consists of two DeepONets. The two DeepONets share a common branch net which takes the hidden features as input and find a set of basis $\vec{\phi}(z)$. This set of basis together with coefficients $\vec{a}(x)$ from the unsupervised trunk net and $\vec{b}(x')$ from the supervised trunk net are combined to compute the reconstruction $\tilde{k}(x, z; \omega)$ and predict solution $u(x', z; \omega)$.](image)

3. Numerical Results

In this section, we present four numerical examples to illustrate the effectiveness of our model for nonlinear dimension reduction as well as learning stochastic operators.
3.1. Forward problem: learning stochastic operator

Let us first consider a pedagogical example, i.e. one dimensional stochastic ODE representing the population growth model:

\[ \frac{du(t; \omega)}{dt} = k(t; \omega)u(t; \omega), \quad t \in (0, 1] \text{ and } \omega \in \Omega \]  

Here, \( \Omega \) represents the random space and the initial condition is set to be \( u(0; \omega) = 1 \). As in [31], the coefficient \( k(t; \omega) \) is modeled as the following Gaussian random process,

\[ k(t; \omega) \sim \mathcal{GP}(k_0(t), \text{Cov}(t_1, t_2)) \]

where \( k_0(t) = 0 \) is the mean function and the covariance function is in the squared exponential form \( \text{Cov}(t_1, t_2) = \sigma^2 \exp\left(-\frac{|t_1 - t_2|^2}{2l^2}\right) \). Here, \( \sigma \) is set to be 1 and the correlation length \( l \) is in \([1, 2]\).

The input in this problem comes from a random process and the authors in [31] employ the Karhunen-Loeve(KL) expansion as in Equation 1 to handle it. In their example, \( N \) is chosen to be 5 which can be viewed as a truncation process. Although they did not assume to know the covariance function, the KL expansion must be known in advance. In our MultiAuto-DeepONet model, we can directly treat the observations of \( k(t; \omega) \) as the inputs. The model automatically performs the nonlinear dimension reduction and discovers the hidden features first. The output of our model consists of both the solution of the equation and the reconstructed random process \( k(t; \omega) \). Note that this reconstruction process of \( k(t; \omega) \) can be used to generate new samples once the model is well calibrated.

In our first experiment, we train MultiAuto-DeepONet model with a data set of 25,000 different \( k(t; \omega) \). The training data set consists of 1000 samples with 25 input sensors for each trajectories. The test MSE is approximately 0.026% and the average \( L^2 \) relative error is around 0.52%. In Figure 7a, the blue solid line represents the training loss and the red dashed line represents the validation loss. The difference between the two losses can be ignored after hundreds of epoches. Part (b) shows the predictions for three different random samples from \( k(t; \omega) \). The reference solutions are solid lines with different colors and the model predictions are triangle up marker lines. We can see
Figure 5: Illustration of unsupervised part of the decoder architecture in Figure 1. The input of the branch net is exactly the hidden feature \( z(x; \omega) \) and this DeepONet is used to reconstruct the input \( k(x, \omega) \).

The predictions from MultiAuto-DeepONet model matches the reference pretty well. Table 1 shows the MSE and average relative \( l^2 \) error of MultiAuto-DeepONet model for different the number of input \( k \) sensors. Both errors decrease as the number of sensors increases.

| \( n_k \) | MSE    | Average relative \( l^2 \) error |
|--------|--------|---------------------------------|
| 10     | 0.00775| 0.01122                         |
| 15     | 0.00126| 0.00754                         |
| 20     | 0.00029| 0.00578                         |
| 25     | 0.00026| 0.00521                         |

Table 1: The test MSE and average \( l^2 \) error of MultiAuto-DeepONet model for different number of input sensors.

Next, we conduct an experiment to compare our model with the other two different models. The first one is the original DeepONet model. The second is PCA based DeepONet model which we call it PCA-DeepONet. This model performs PCA to the inputs from \( k(t; \omega) \) instead of reducing the spatial dimension using autoencoder. Figure 8 presents the predicted mean and variance of the solution \( u \) for the reference and different methods. Table 2 lists the relative \( l^2 \) error of the predicted mean and variance when the number of input sensors is 20. From Figure 8 and Table 2, we can see that our MultiAuto-DeepONet model achieves the best accuracy for predicted mean and variance among all three models when the training data set is relatively small.

As we have mentioned, we add \( L_1 \) regularization in the two trunk nets of MultiAuto-DeepONet model in order to introduce the sparsity. Figure 9 shows the coefficients and
Figure 6: Illustration of supervised part of the decoder architecture in Figure 2. The input of the branch net is exactly the hidden feature $z(x; \omega)$ and this DeepONet is used to approximate the solution of stochastic problems.

![Diagram of supervised part of the decoder architecture]

**Table 2:** Comparison of relative $l^2$ errors of predicted mean and variance for different models of learning a stochastic operator.

|                      | DeepONet | PCA based DeepONet | MultiAuto-DeepONet |
|----------------------|----------|--------------------|--------------------|
| Mean error           | 0.00530  | 0.01686            | **0.00459**        |
| Variance error       | 0.0665   | 0.0918             | **0.0273**         |

basis learned from our model for one specific samples at the corresponding output sensor locations. Part (a) shows the learned coefficients from the unsupervised trunk net and part (b) is the learned coefficients from the supervised trunk net. The learned basis from the branch net is presented in part (c). The x axes in the figures are the output sensor locations and the y axes are corresponding values. We can see that only few numbers of them are not zero. This reduces the number of parameters in the network thus model training and calibration become much easier and faster.

One major difference between our model and original DeepONet model is that we can generate samples of $k(x; \omega)$ and $u(x; \omega)$ simultaneously after the network is trained. This is achieved by using the hidden features $z(x; \omega)$ learned from the MultiAuto-DeepONet model and estimate the probability density function of $z$ to construct a generator. The method we apply in this paper is the kernel density estimation (KDE) and 3000 samples of $u(x; \omega)$ are generated. We present the mean and variance of those samples in Figure 10. We can see the accuracy of the mean and variance of generated samples are relatively good considering the size of training data set.
3.2. **Inverse problem: learning forcing term of stochastic operator**

In this example, we consider a stochastic inverse problem, i.e. the following one-dimensional stochastic Poisson equation:

\[- \frac{d^2}{dx^2} u = f(x; \omega)\]  \hspace{1cm} (7)

with homogeneous boundary conditions,

\[u(-1; \omega) = u(1; \omega) = 0\]  \hspace{1cm} (8)

Here, \(x \in [-1, 1]\) and \(\omega \in \Omega\) which is the random space and the randomness comes from the forcing term \(f(x; \omega)\). We model \(f(x; \omega)\) as a Gaussian process,

\[f(x; \omega) \sim \mathcal{GP}(f_0(x), \text{Cov}(x_1, x_2))\]  \hspace{1cm} (9)

with mean function \(f_0(x) = \sin(\pi x)\) and covariance function \(\text{Cov}(x_1, x_2) = \sigma^2 \exp\left(-\frac{|x_1 - x_2|^2}{2l^2}\right)\). The standard deviation \(\sigma\) is chosen to be 1 and the correlation length \(l = 1.5\).

First, we train the model with a data set of 40,000 different \(u(x; \omega)\). The number of sample trajectories is 1000 and the number of input \(u\) sensors is 40. The test MSE is approximately 0.12% and the average \(L^2\) relative error is around 0.016. In Figure 11a, the blue solid line represents the training loss and the red dashed line represents the validation loss. Part (b) shows the predictions for three different random samples from \(f(x; \omega)\). We can see the predictions from MultiAuto-DeepONet model is accurate. Table 3 shows the MSE and average relative \(L^2\) errors of MultiAuto-DeepONet model for different number of input \(u(x; \omega)\) sensors. We see they both decrease as the number of input \(u\) sensors increases.

Now, a comparison between our model and PCA based DeepONet model is performed. Figure 12 presents the predicted mean and variance of unknown forcing term \(f\) and the reference of different methods for the inverse stochastic Poisson equation.
Table 3: The test MSE and average $l^2$ error of MultiAuto-DeepONet model for different number of input sensors.

| $n_u$ | MSE  | Average relative $l^2$ error |
|-------|------|-----------------------------|
| 10    | 0.0324 | 0.0632                      |
| 20    | 0.0124 | 0.0464                      |
| 30    | 0.0082 | 0.0232                      |
| 40    | 0.0061 | 0.0162                      |

Table 4: Comparison of relative $l^2$ errors of predicted mean and variance for different models of inverse problem.

|                      | PCA based DeepONet | MultiAuto-DeepONet |
|----------------------|--------------------|--------------------|
| Mean error           | 0.0257             | **0.0049**         |
| Variance error       | 0.0436             | **0.0136**         |

Table 4 lists the relative $l^2$ error of the predicted mean and variance when the number of input sensor is 40. We can see that our MultiAuto-DeepONet model achieves the best performance for predicted mean and variance.

Figure 13 shows the coefficients learned from our model for one specific sample of $u$ at the corresponding output sensor locations. Part (a) shows the learned coefficients from the unsupervised trunk net and part (b) is the learned coefficients from the supervised trunk net. The learned basis from the branch net is presented in part (c). The x axes in the figures are the output sensor locations and the y axes are corresponding values. We can see that most of those value are zero in this problem. This results from the $L_1$ regularization in the trunk nets.

### 3.3. Forward problem: two dimensional Poisson Equation

In this example, we consider the forward problem of a two-dimensional stochastic Poisson equation:

$$-rac{d^2}{dx^2} u - \frac{d^2}{dy^2} u = f(x,y; \omega), \quad x, y \in [-1, 1] \text{ and } \omega \in \Omega$$

with homogeneous boundary conditions,

$$u(x,-1; \omega) = u(x, 1; \omega) = u(-1, y; \omega) = u(1, y; \omega) = 0$$

(11)

Here, $\Omega$ is the random space and the randomness comes from the forcing term $f(\vec{t}; \omega)$ ($\vec{t} = (x, y)$) as in the last example except that the spatial dimension is 2. Again as the previous example, $f(\vec{t}; \omega)$ is modelled as a Gaussian process:

$$f(\vec{t}; \omega) \sim \mathcal{GP}(f_0(\vec{t}), \text{Cov}(\vec{t}_1, \vec{t}_2))$$

(12)

with mean function $f_0(\vec{t}) = 20\sin(\pi(x + y))$ and covariance function \text{Cov}(\vec{t}_1, \vec{t}_2) = $\sigma^2\exp(-\frac{||\vec{t}_1 - \vec{t}_2||^2}{2l^2})$. The hyper-parameters $\sigma$ and $l$ are set to be 0.5 and 1.5 respectively.
In this two dimensional problem, the latent dimension of the encoder is chosen to be 15. There are two convolutional layers and two dense layers with relu activation function. For convolutional layers, the stride length is 1 and the filter size is 5. We add \(L_1\) regularization in the two trunk nets of the decoder to introduce the sparsity. This step is crucial because the spatial dimension is two in this problem. The Adam optimizer is applied to train the network with batch size 256. For our training data set, the number of sample trajectories of \(f(x, y; \omega)\) is 2000 and the number of input \(f(x, y; \omega)\) sensors is 400, i.e. \(20 \times 20\) grid.

In Figure 14a, the blue solid line and red dashed line represent training and validation loss respectively. We can see the generalization error is very small. Figure 14b presents the model prediction of one particular sample path for the solution \(u(x, y; \omega)\). Figure 14c is the ground true plot and Figure 14d shows the difference plot between MultiAuto-DeepONet approximation and reference solution. We can see they match pretty well. In Table 5, we list the test MSE and average relative \(l^2\) error of MultiAuto-DeepONet model for different number of input sensors. The number of input sample path is fixed to be 2000 in this case. Table 6 shows the test MSE and average \(l^2\) error for different number of input sample path. The number of input sensors is fixed to be 361. The results shown in the two tables illustrate the convergence of the model.

| \(n_f\) | MSE | Average relative \(l^2\) error |
|--------|-----|-----------------------------|
| 81     | 1.41E-03 | 0.0709                     |
| 225    | 2.09E-04 | 0.0146                     |
| 361    | 1.43E-04 | 0.0082                     |
| 625    | 1.14E-04 | 0.0073                     |

Table 5: The test MSE and average \(l^2\) error of MultiAuto-DeepONet model for different number of input sensors. The number of input sample path is fixed to be 2000.

| \(n_s\) | MSE | Average relative \(l^2\) error |
|--------|-----|-----------------------------|
| 1500   | 4.93E-04 | 0.0104                     |
| 2000   | 1.43E-04 | 0.0082                     |
| 2500   | 1.22E-04 | 0.0078                     |

Table 6: The test MSE and average \(l^2\) error of MultiAuto-DeepONet model for different number of input sample path. The number of input sensors is fixed to be 361.

Now, we compare our model with PCA based DeepONet for the predicted mean and variance. The number of sample trajectories of is 1800 and the number of input sensors is 400 for the test set. Figure 15a shows the predicted mean of our model and Figure 15b shows the difference between our model and the reference. Figure 15c presents the PCA based DeepONet predicted mean and Figure 15d is the corresponding difference. The mean of reference is shown in Figure 15e. In Figure 16, we present the predicted variance of our model, PCA based DeepONet model and their difference with the reference. Table 7 shows the relative \(l^2\) errors of predicted mean and variance for the two models. We can see MultiAuto-DeepONet outperforms PCA based DeepONet in this case for both mean and variance. Figure 17 presents the coefficients and
basis learned from MultiAuto-DeepONet model for one specific sample at corresponding sensor locations. We can see most of those values are zeros indicating a sparse structure.

| PCA based DeepONet | MultiAuto-DeepONet |
|---------------------|--------------------|
| Mean error          | 0.0071             | 0.0046             |
| Variance error      | 0.0300             | 0.0243             |

Table 7: Comparison of relative $l^2$ errors of predicted mean and variance for different models of two dimensional Poisson equation.

We perform another experiment in this section to show the effectiveness of prediction basis $\phi(t)$ from the branch net in MultiAuto-DeepONet model. First we replace the branch net part, i.e. the basis $\phi(t)$ with the basis learned using polynomial chaos expansion (PCE) and fix this part during the training process of network. Then the MSE of this method is compared with our original model. Note that we choose the order of Legendre polynomials in PCE method to be 3 considering both the accuracy and computational efficiency in this case. During the training process of MultiAuto-DeepONet model, we adjust the number of basis and coefficients learned from the branch net and trunk nets to be the same with the number of basis in PCE method. The number of input sensors is 361 and the number of input sample path is 2000. The test MSE of PCE method and our model are approximately 0.102% and 0.047% respectively. This means MultiAuto-DeepONet model can capture the basis of the SDE solution better for this forward stochastic problem.

3.4. Forward problem: Korteweg–De Vries (KdV) Equation

In last example, we consider the forward problem of the Korteweg–De Vries (KdV) equation with time-dependent additive noise. It is a more complicated and nonlinear equation modeling waves on shallow water surfaces,

$$u_t(x, t; \omega) - 6uu_x(x, t; \omega) + uu_{xxx}(x, t; \omega) = f(t; \omega), \quad x \in (-\infty, \infty)$$

with initial condition,

$$u(x, 0; \omega) = -2 \text{sech}^2(x)$$

Here, $\omega \in \Omega$ is the random space in this example. We know the analytical solution is,

$$u(x, t; \omega) = W(t; \omega) - 2 \text{sech}^2(x - 4t + 6 \int_0^t W(z; \omega) dz)$$

where $W(t; \omega)$ is defined to be,

$$W(t; \omega) = \int_0^t f(y; \omega) dy$$

Here, we use KL expansion to model $f(t; \omega)$ as a Gaussian random field,

$$f(t; \omega) = \sigma \sum_{i=1}^d \sqrt{\lambda_i} \phi_i(t) \omega_i$$
where $\sigma$ is a constant and we set it to be 0.1. $\{\lambda_i\}_{i=1}^d$ and $\{\phi_i(t)\}_{i=1}^d$ are $d$ largest eigenvalues and corresponding eigenfunctions of the covariance kernel:

$$ Cov(t, t') = \exp\left(\frac{|t - t'|}{l_c}\right) $$  \hspace{1cm} (18)

In this example, $d$ is set to be 3 and $l_c = 0.25$. We also limit the spatial $x \in [0, 4]$ and the final time is set to be $t = 0.1$s. The input of our encoder is similar to the previous examples. The unsupervised trunk net is used to process the temporal input $t$ and the supervised trunk net is used to process the input of both spatial and temporal inputs $(x, t)$. This also illustrates the capability of our model to deal with inputs of different dimensions.

We first train the model with 4000 sample trajectories of $f(t; \omega)$. The number of input sensor for $f(t; \omega)$ is 400, i.e. $40 \times 10$ grid for $(x, t)$. The latent dimension for the encoder is fixed to be 4. Other settings are the same as in two dimensional Poisson example. Figure 18a shows the training and validation loss. The red and blue lines match well meaning generalization error is very small. In Figure 18b, we present the model prediction and the reference solution at $t = 0.1$s of $u(x, t; \omega)$ for one sample trajectory of $f(t; \omega)$. The test MSE is about $6.34E-05$ and average relative $L^2$ error is around 0.097%.

Now, we compare our model with PCA based DeepONet for the predicted mean and variance. The number of sample trajectories of is 2000 for the test set and the number of input sensor is the same as training data set. Figure 19a shows the predicted mean of our model and Figure 19c shows the predicted mean of PCA based DeepONet model at final time $t = 0.1$s. In Figures 19b and 19d, the predicted variance of our model and PCA based DeepONet model are presented. Table 8 shows the relative $L^2$ errors of predicted mean and variance for the two models. We can conclude that our model achieves better accuracy in terms of predicted mean and variance in this example. Again, Figure 20 presents the sparse coefficients and basis learned from MultiAuto-DeepONet model for one specific sample at corresponding sensor locations.

|                      | PCA based DeepONet | MultiAuto-DeepONet |
|----------------------|--------------------|--------------------|
| Mean error           | 0.00166            | 0.00107            |
| Variance error       | 0.0153             | 0.0099             |

Table 8: Comparison of relative $L^2$ errors of predicted mean and variance for different models of KDV equation.

4. Conclusion

In this paper, we propose the MultiAuto-DeepONet model to solve forward and inverse problem of stochastic differential equations. In particular, we design a new network structure which equips DeepONet with convolutional autoencoder. This design solves the SDE problems with DeepONet under high-dimensional settings. It also enables us to perform nonlinear dimension reduction and operator learning simultaneously. We also show the hidden features discovered by encoder can be used to generate...
samples of the input function. Furthermore, we perform uncertainty quantification and compare our model with PCA based DeepONet in our numerical experiments. The first numerical example is a forward problem of a simple stochastic ODE, the goal is to demonstrate the workflow of our method in detail. We also made a comparison with the original DeepONet and PCA based DeepONet in this example. The next two examples involve one and two dimensional stochastic Poisson equation respectively. PCA based DeepONet is compared with our model to show the effectiveness of MultiAuto-DeepONet in high-dimensional settings. In the two dimensional Poisson equation case, we also conduct an experiment of using polynomial chaos expansion to learn the basis for SDE solutions and compare it with our model to show the effectiveness of our method to learn the nonlinear basis. Finally, we present the forward problem of KdV equation to show our model can deal with inputs from different domains or with different scales. We add $L_1$ regularization in our network to introduce sparsity in this paper.

The future work includes investigating the impact of different regularization terms, for example, $L_2$ and physics-informed regularization to the performance of our model. We will also present our works on learning more complex, especially higher dimensional stochastic operators in the future.
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Figure 8: Forward problem: the predicted mean and variance of different models. (a) The predicted mean (blue triangle up line) of $u(x; \omega)$ from MultiAuto-DeepONet model and the reference solution mean (red star line); (b) The predicted variance (blue triangle up line) of $u(x; \omega)$ from MultiAuto-DeepONet model and reference solution variance (red star line); (c) The predicted mean (blue triangle up line) of $u(x; \omega)$ from PCA based DeepONet model and the reference solution mean (red star line); (d) The predicted variance (blue triangle up line) of $u(x; \omega)$ from PCA based DeepONet model and reference solution variance (red star line); (e) The predicted mean (blue triangle up line) of $u(x; \omega)$ from DeepONet model and the reference solution mean (red star line); (f) The predicted variance (blue triangle up line) of $u(x; \omega)$ from DeepONet model and reference solution variance (red star line).
Figure 9: Sparse coefficients and basis learned from MultiAuto-DeepONet for one chosen sample: (a) The coefficients $\vec{a}(x)$ from the unsupervised trunk net; (b) The coefficients $\vec{b}(x')$ from the supervised trunk net; (c) The basis $\vec{\phi}(z)$ from the branch net.

Figure 10: The mean and variance of $u(x; \omega)$ from generated samples of MultiAuto-DeepONet. The method used to estimate the probability density function of $z$ is the kernel density estimation.
Figure 11: Inverse problem: (a) The training and validation loss v.s. no. of epoches; (b) The MultiAuto-DeepONet prediction of three different sample paths. The solid lines are the reference solutions and the triangle up marker lines are the model predictions.

Figure 12: Inverse problem: the predicted mean and variance of different models. (a) The predicted mean(blue triangle up line) of $f(x; \omega)$ from MultiAuto-DeepONet model and the reference solution mean(red star line); (b) The predicted variance(blue triangle up line) of $f(x; \omega)$ from MultiAuto-DeepONet model and reference solution variance(red star line); (c) The predicted mean(blue triangle up line) of $f(x; \omega)$ from PCA based DeepONet model and the reference solution mean(red star line); (d) The predicted variance(blue triangle up line) of $f(x; \omega)$ from PCA based DeepONet model and reference solution variance(red star line).
Figure 13: Sparse coefficients and basis learned from MultiAuto-DeepONet: (a) The coefficients $\hat{a}(x)$ from the unsupervised trunk net; (b) The coefficients $\hat{b}(x')$ from the supervised trunk net; (c) The basis $\hat{\phi}(z)$ from the branch net.
Figure 14: Two dimensional Poisson equation: (a) the training and validation loss v.s. no. of epoches. (b) MultiAuto-DeepONet model prediction of one particular sample path; (c) Reference solution of one particular sample path; (d) The difference between MultiAuto-DeepONet model prediction and reference solution.
Figure 15: Two dimensional Poisson equation: the predicted mean of different models. (a) The predicted mean of MultiAuto-DeepONet model; (b) The difference of predicted mean between the MultiAuto-DeepONet model and reference; (c) The predicted mean of PCA based DeepONet model; (d) The difference of predicted mean between the PCA based DeepONet model and reference; (e) The mean of reference solution.
Figure 16: Two dimensional Poisson equation: the predicted variance of different models. (a) The predicted variance of MultiAuto-DeepONet model; (b) The difference of predicted variance between the MultiAuto-DeepONet model and reference; (c) The predicted variance of PCA based DeepONet model; (d) The difference of predicted variance between the PCA based DeepONet model and reference; (e) The variance of reference solution.
Figure 17: Sparse coefficients and basis learned from MultiAuto-DeepONet: (a) The coefficients $\vec{a}(x)$ from the unsupervised trunk net; (b) The coefficients $\vec{b}(x')$ from the supervised trunk net; (c) The basis $\vec{\phi}(z)$ from the branch net.

Figure 18: KdV equation: (a) The training and validation loss v.s. no. of epochs. (b) The MultiAuto-DeepONet prediction of one particular sample path. The red line is the reference and the blue line is the model prediction.
Figure 19: KdV equation: the predicted mean and variance of different models at $t = 0.1s$. (a) The predicted mean of $u(x, 0.1; w)$ from MultiAuto-DeepONet model and the reference solution mean; (b) The predicted variance of $u(x, 0.1; w)$ from MultiAuto-DeepONet model and the reference solution variance; (c) The predicted mean of $u(x, 0.1; w)$ from PCA based DeepONet model and the reference solution mean; (d) The predicted variance of $u(x, 0.1; w)$ from PCA based DeepONet model and the reference solution variance.
Figure 20: Sparse coefficients and basis learned from MultiAuto-DeepONet: (a) The coefficients $\vec{a}(x)$ from the unsupervised trunk net; (b) The coefficients $\vec{b}(x')$ from the supervised trunk net; (c) The basis $\vec{\phi}(z)$ from the branch net.