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Abstract. Predicting or estimating the occurrence of a cyberattack has been a challenge for various sectors including defense one. In this paper we propose a new method for making a prediction or an estimation of the occurrence of cyberattacks in terms of the attack type or category and when the attack(s) would be possible to occur. Our method based on Cognitive Artificial Intelligence (CAI) approach called as Knowledge Growing System (KGS). For this purpose, we did a simulation using random numbers which were generated based on the real data from UNSW-NB15. From the simulation results, we can conclude that CAI is able to deliver a prediction or an estimation of the occurrence of future possible cyberattacks.

1. Introduction

The existence of cyberspace because of the inventions in electronics, communications, and informatics technology has been attracted various parties to take advantages and utilize it for various needs. For some parties, cyberspace is said as a new domain for doing anything as the real ones such land, air, sea, and aerospace domains. From economy people view, cyberspace can give positive impacts to any party such as leverage the nation’s or people’s economy. For industry people, cyberspace can accelerate the industrial process, reduce the overhead, and increase the income. For military people, cyberspace is said as a new domain of warfare where such space can become combat area for conflicting parties. From those simple views, it can be seen clearly that cyberspace has two sides which can be utilized partly or whole for good and bad. The bad use of cyberspace is often materialized as cyberattacks with various reasons behind them. They can be from state actor, non-state actor, state-sponsored actor, or the combination of actors. Even though it was not admitted clearly, cyberattacks to some countries about 7 to 12 years ago can be categorize as cyberattacks from combined actors.

Cyberattack can occur anytime, anywhere, and without warning. On the other hand, predicting or estimating a cyberattack has also been a challenge knowing that the cyberspace and the actors involve with it are very dynamic. Tracking back the source(s) of the cyberattack(s) is time-consume and needs huge resources. In guarding systems which are vulnerable to cyberattacks, there are some approaches namely, reactive, active, and proactive defense [1]. Simply, reactive defense is carried out when an attack enters to the network or system, active defense is carried out when the attack is occurring, while proactive defense is carried out before an attack shows up in the network or system. Proactive defense can be said as an anticipation action by looking ahead what possible cyber threats which may evolve to become real cyberattacks in the future. In such defense, having knowledge of them is very necessary. It
is like having knowledge of the weather conditions as the basis to assess what would happen in the future such as rain, dray, or storm.

By having knowledge of possible cyberattacks in the future, then we can do assessment and carry out necessary as well as proper actions to defense the networks or systems. Thus, it can reduce time and resources. Having knowledge in advance by looking ahead the recent phenomenon for making anticipations is called as prediction or estimation. There are many prediction or estimation approaches that can be used. One of the approaches is based on Artificial Intelligence (AI). AI has been used for prediction tool such as in weather forecasting, etc. In this paper we will use AI for predicting or estimating the occurrence of possible cyberattacks in terms of the attack type or category and the possible time of the attack(s) would occur.

Artificial Intelligence (AI) is a technology that is used to emulate human intelligence in order to assist humans in doing their daily works safer, quicker, easier, more economics, and 24-hour ready. AI has been applied in many sectors especially in ones which are time-critical, high-risk, and carrying out continuous operation. Examples of the system such that are cyber defense system where its job not only monitors the flow of cyberattacks but also categorizes the types of cyberattack in 24 hours’ continuous manner. The challenge has been facing by sectors is how to predict when the cyberattack can be probable occurred and what type(s) of cyberattack may probable come the system. Works on cyberattacks forecasting had also been done by some researchers such as employing multi-faceted machine learning by using unconventional signals to predict cyberattacks, using supervised learning on artificial neural network by using empirical data for predicting cyber intrusion, and probabilistic-based mathematical model to predict a cyberattack quantitatively [2-4].

This paper is arranged as follows. Our intention regarding the need of prediction or estimation means for proactive defense is already given in Section 1. In Section 2, some relevant materials will be given in Section 2 such as cyberattack categories and the basic of our proposed prediction tool. The example of the usage of our proposed prediction tool to a real data will be given in Section 3. We conclude our paper in Section 4.

2. Relevant theories

2.1. Cyberattack categories

Cyberattack is defined as an action which uses cyberspace as a medium to deliver an attack or attacks to computer networks or systems by means of malicious software. Meanwhile malicious software or simply malware is is (1) A virus or other malicious software that is attached to a program preloaded on a computer or external hard drive, (2) A Central Processing Unit (CPU) chip in a computer or handheld device that has a built-in back door, enabling an attacker to gain illegal entrance [5]. In our paper we adopt the categories of cyberattack from UNSW-NB15 data set [6]. Refer to [6], there are 9 categories of cyberattack, namely Analysis, Backdoors, Denial of Service (DoS), Exploit, Fuzzer, Generic, Reconnaissance, Shellcode, and Worm. The number of occured attacks from each category is summarized in table 8, the number of events for all categories of attack, while the number of events of the normal category access is 2,218,761. The total data sample is 2,540,044.

- Analysis is a kind of attack which does penetration to a computer network or system by performing port scanning, delivering spam, or using Hypertext Markup Language (HTML). Such attack is aimed to get information regarding holes in ports, or steal passwords by putting a trap via spams sent through emails or links in HTML.
- Backdoor is a kind of attack which gives a discretion to someone or something to illegally access a computer network or system as well as its data without detected. Such attack can be prepared from the beginning before the system is installed.
- DoS is a kind of attack which is carried out by flooding a network or computer server with messages repeatedly and making it busy so the legitimated users cannot access it temporarily for some time.
- Exploit is used by unlegitimated user to gain access to a computer network or system because he already knows that there is a hole which can be utilized for his own interests.
- Fuzzer commonly is used by pen-tester as a part of stress test to a computer network by feeding random data to observe if it experiences errors or probably hangs up. This method is also used by unlegitimated users to cause a computer network or system, or it softwares stops operating or suspended for some time.
- Generic is a kind of attack which works against all block ciphers (with a given block and key size), without consideration about the structure of the block-cipher [6].
- Reconnaissance is an activity to obtain information about a computer network or system as well as its activities and all resources it has. The information includes vulnerability points which can be utilized to gain access to such network or system.
- Shellcode can be a medium by unlegitimated user to have knowledge about a computer network or system’s vulnerability by injecting a certain payload. If it is succeeded, then the unlegitimated user can explore the weaknesses of such network or system.
- Worm is a kind of attack which is hidden within an official-like letter through email or link in a web site. Once it is clicked, it automatically spreads itself to all the computers in the network or to all targeted files in the computer.

| No. | Attack Categories | Number of events |
|-----|-------------------|------------------|
| 1   | Analysis          | 2,677            |
| 2   | Backdoor          | 2,329            |
| 3   | DoS               | 16,353           |
| 4   | Exploit           | 44,525           |
| 5   | Fuzzer            | 24,246           |
| 6   | Generic           | 215,481          |
| 7   | Reconnaissance    | 13,987           |
| 8   | Shellcode         | 1,511            |
| 9   | Worm              | 174              |
|     | **Total**         | **321,283**      |

2.2. Artificial intelligence application for proactive defense

AI technology has been explored and applied in many sectors but not many of such technology applied in defense sector especially in cyber defense. In today’s paradigm, conventional warfare is not common knowing that new technology has given a new lethal weapon called cyber weapon which is materialized in form of cyberattacks. Paralyze a nation’s defense system can easily be done by just clicking some buttons, where these buttons give commands to deliver cyber weapon such the ones shown in Table 8. Cyber weapon can be grouped into three categories. The first one is in the form of software which is called malicious software (malware), the second one is in the form of hardware which is called as malicious hardware, and the third one is in the form of attacks to brainware or cognitive attack [7]. In this case we are talking about malware as cyber weapon. Even though there are hard cases of cyber weapon usages which caused computer networks in some countries stop working for almost a month, the probability of a warfare in and through cyberspace between state actors is very low. But, non-state actors and state-sponsored actors have to be taken into account because they have high probability to deliver cyber weapon which may attack the defense system. This matter has to be anticipated before the cyberattacks occur.

Fortunately, the defense sector inherently already has a mechanism for anticipation of possible future threats to the their systems specifically and to the nation generally. This mechanism is called as contingency plan which contains such as the list of possible threats, the resources which are already prepared, the stakeholders involve when the contingency occurs, and the steps when performing the contingency. For setting up the proper plan, the planners should have knowledge about the future
possible threats. In the case of cyberattack, given so many data of cyberattacks a tool which can help them to extract knowledge from the data is a necessity. Therefore we propose AI approach as predictor or estimator for proactive defense. Differ from AI approaches have been done by other researchers such as machine learning or artificial neural networks which have knowledge from past data or experiences, our AI approach uses new data as the basis for having knowledge of possible future cyberattacks. Our approach is called as Cognitive AI (CAI).

2.3. Cognitive approach for artificial intelligence
As mentioned by Herbert Simon in Sumari and Sutikno, AI has two purposes [8]. The first one is to augment human thinking and the second one is to understand how human thinks. Most of AI applications are for augmenting human thinking and just a little are for the second purpose. Originally from the psychology perspective, human becomes intelligent because of knowledge generated within his brain. The knowledge generation, which is taken from constructivism theory of psychology field, can be done in two ways namely, learning from past data or experience and learning by interaction with phenomenon. We made an important note for the latter mechanism. In this mechanism, the generated knowledge comes from new data, that is when human is making interaction with the phenomenon. At first, he does not have knowledge at all about the phenomenon because he just see, hear, smell, taste, or touch it. After making interaction, he gets knowledge about it and this is what is called as new knowledge which grows for nothing.

The latter mechanism has been researched which gave a birth a new perspective in AI called Knowledge Growing System (KGS) in 2009 [9-11]. KGS simply is a system that is capable of growing its own knowledge as the accretion of information it receives as the time passes. At the end of the learning phase the system’s brain will generate new knowledge regarding the phenomenon and can use this knowledge to make prediction or estimation of possible future the same or similar phenomenon. Knowledge generation represents cognitive characteristic shown by human brain. KGS emulates this characteristic and answers the second purpose of AI as mentioned by Herbert Simon. This is the reason we call KGS as the main engine of CAI [12].

In most cases in real life human thinks probabilistically. Human is always faced with situations where there are many data with many alternatives as options that can be choosed or selected as the decision. This condition has been handled by KGS. The main component of KGS is information-inferencing fusion method called as ASSA2010. This method has been submitted for patent of Intellectual Property Right (IPR) since the beginning of 2019 [13]. Taken from Sumari and Ahmad, ASSA2010 is briefly explained follows [14].

Let us assume that \( \delta = 1, ..., i, ..., n \) is the number of sensor or multi-sensor, \( \lambda = 1, ..., j, ..., m \) is a collection of hypotheses or multi-hypothesis of phenomenon regarding the information supplied by the multi-sensor. At the end of the computation, \( \lambda \) is also functioned as the numbers of fused information from multi-sensor that explain a collection of individual phenomenon based on the multi-hypothesis.

Notation \( P(\psi_j^i) \) represents the probability hypothesis \( j \) is true given information sensed and perceived by sensor \( i \). The Degree of Certainty (DoC) represented by \( P(\psi_j^i) \) defines that hypothesis \( j \) is selected based on the fusion of the information delivered from multi-sensor, that is, from \( P(\psi_j^i) \) to \( P(\psi_0^j) \) where \( j = 1, ..., \lambda \). The subscript “1” in notation \( P(\psi_j^i) \) means that the computation results are DoC at time 1 or the first observation time. This number is required if we want to have the next observation to be computed. The information fusion to obtain a collection of DoC is given in (1).

\[
P(\psi_j^1) = \frac{\Sigma_{i=1}^\delta P(\psi_j^i)}{\delta}
\]

where \( P(\psi_j^i) \in \Psi \) and it is called as New Knowledge Probability Distribution (NKPD). This is a collection of information that can be furthered extracted to obtain inference or new knowledge. The inference or new knowledge at this point can be obtained by applying (2).
The next step is to convert the number of events of each category into inputs which are recognized by the system, that is binary ones. The conversion is made by using threshold value which is different for each category. To obtain a fair data conversion, we use average value of each category as the threshold values. The converted data is shown in Table 2 and 3.

As an example, the number of event of Analysis is 2,677. Then its lower bound is 1,339 and its higher one is 4,061. The random numbers obtained for the next 10 times of interaction time are 3,664, 2,458, 1,913, 3,895, 2,851, 3,815, 1,435, 1,398, 3,784, and 3,213. Other categories will have their own lower and higher bounds as well as their randomized numbers as shown in Table 2. The data in such table is assumed as the number of events of all attack categories after observed by the system for 10 interaction times. We can do simulation with more interaction times, but we think that 10 times should be enough for the next step of our proposed method. The next step is to convert the number of events of each category into inputs which are recognized by the system, that is binary ones. The conversion is done by using threshold value which is different for each category. To obtain a fair data conversion, we use average value of each category as the threshold values. The converted data is shown in Table 2 dan table 3.
3.2. Discussion

Based on the computation results in form of NKPDs as shown in table 10 dan table 11, it can be obtained two kinds of graphics as depicted below. Figure 1 shows the dynamics of attack for each category of attack from 10 observation times, and Figure 2 shows the number of events for each category of attack from 10 observation times. As shown in Figure 1, the dynamics of each attack category is variative. At the same time, some attack categories have similar behaviors while others do not. Meanwhile Figure 2 shows the collection of all number of events for all categories. The question is what knowledge can be obtained by the CAI system which can be used as the basis for making a plan for proactive defense.
The knowledge can be obtained from Figure 1 is the most probable time of attack by all attack categories would be in its peak which may occur in a certain time \( t \) in the future. The attack would be done simultaneously which may deliver severe impact to the computer network or systems. As depicted in Figure 3, it can be seen the dynamics of cyberattacks from time to time. The attack would be in its lowest at \( t_7 \) and quickly toward its highest at the next \( t \), that is \( t_9 \), then also quickly decrease at the next \( t \). The DoC of the system that simultaneous cyberattack would be at its highest at the next \( t_i \) where \( i = 1, \ldots, n \) is shown obtained from (2) and (3) as follows. From the computation we obtain \( P(\psi_i)|_{estimate} = 0.152 \) and \( DoC = 15.2\% \). Meaning that the CAI system predicts that the most probable simultaneous attack at its highest would occur at time \( t_9 \) or its multiplication such as \( t_{16} \) and \( t_{24} \). On the other hand, the network or system has to be hardened when approaching such certain times.
Figure 3. The CAI system’s knowledge as the basis for proactive defense decision in term of time of a simultaneously attack.

\[
P(\psi_1^{estimate}) = \bigodot [0.065, 0.087, 0.096, 0.087, 0.111, 0.133, 0.065, 0.152, 0.074, 0.13]
\]

\[
\text{DoC} = \left| P(\theta_j^{estimate}) - \phi_1^j \right| \times 100\%
\]

\[
= |0.152 - 0| \times 100\%
\]

\[
= 15.2\%
\]

From another perspective, the knowledge can be obtained from Figure 2 is the most probable attack category which would attack the computer network or system in the future. The knowledge obtain by CAI system is depicted in Figure 4. It can be seen that after 10 observation times, CAI system has a certainty that there would be three categories of attack which would become threats in the future that is, Exploit, Fuzzer, and Generic. By using the same formulas as above, the most probable attack with the highest probability is Generic where \( P(\psi_1^{estimate}) = 0.467 \) with \( \text{DoC} = 46.7\% \).

The knowledge obtained by CAI system as depicted in Figure 3 and Figure 4 followed with the discussion of the results, give us three kinds of prediction as follow.

- The most probable time when a simultaneously cyberattack as its highest, namely at time \( t_8 \) or its multiplication.
- The most probable attack category with the highest attack probability which would occur at anytime.
- Other attack categories with high probabilities which would attack the computer network or system at anytime besides the highest one.
Based on these predictions, we can deliver some recommendations for proactive cyber defense such as follows.

- Hardening the computer network or system to anticipate the attacks from Exploit, Fuzzer, and Generic.
- Add more hardening mechanism especially to anticipate cyberattacks at time $t_8$ or its multiplication.
- Develop new approach for protecting the block ciphered-based systems, fix all vulnerable holes, and monitor any attempt of pen-testing by unlegitimated accesses.

4. Concluding remarks
We have presented the application of CAI-based system for predicting or estimating the occurrences of cyberattacks in the future by using simulated random data based on UNSW-NB15 data. The CAI-based system with the knowledge it obtains after interacting with the phenomena for 10 observation times, is able to deliver three prediction or estimation namely, (1) the most probable time when a simultaneously cyberattacks would occur at its highest, (2) the most probable attack category with the highest probability to attack, and (3) the most dangerous attack category which would do attacks at anytime in the future. All these predictions or estimations can be used as the basis for delivering recommendations to all related actors and this mechanism is called as proactive cyber defense.

The prediction or estimation for the most probable attack category with the highest probability of attack in the future was easy to do because the number of events of such attack category is the highest among others. The prediction or estimation will be a challenge if the number of events of all attack categories are almost similar one to another. The distinguishing factor of CAI to other AI methods is CAI obtains knowledge by performing forward learning, namely learning by interaction.
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