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ABSTRACT

Deep Learning (DL) and specifically CNN models have become a de facto method for a wide range of vision tasks, outperforming traditional machine learning (ML) methods. Consequently, they drew a lot of attention in the neuroimaging field in particular for phenotype prediction or computer-aided diagnosis. However, most of the current studies often deal with small single-site cohorts, along with a specific pre-processing pipeline and custom CNN architectures, which make them difficult to compare to. We propose an extensive benchmark of recent state-of-the-art (SOTA) 3D CNN, evaluating also the benefits of data augmentation and deep ensemble learning, on both Voxel-Based Morphometry (VBM) pre-processing and minimally pre-processed quasi-raw images. Experiments were conducted on a large heterogeneous multi-site 3D brain anatomical MRI data-set comprising \( N = 10 \)k scans on 3 challenging tasks: age prediction, sex classification, and schizophrenia diagnosis. We found that all models provide significantly better predictions with VBM images than quasi-raw data. This finding evolved as the training set approaches \( 10k \) samples where quasi-raw data almost reach the performance of VBM. Moreover, we showed that linear models perform comparably with SOTA CNN on VBM data. We also demonstrated that DenseNet and tiny-DenseNet, a lighter version that we proposed, provide a good compromise in terms of performance in all data regime. Therefore, we suggest to employ them as the architectures by default. Critically, we also showed that current CNN are still very biased towards the acquisition site, even when trained with \( N = 10k \) multi-site images. In this context, VBM pre-processing provides an efficient way to limit this site effect. Surprisingly, we did not find any clear benefit from data augmentation techniques - and more recently proposed MRI artefacts for brain MRI. Finally, we also showed that big CNN models were not well calibrated when trained with small brain MRI data-sets and we empirically proved that deep ensemble learning is well suited to re-calibrate them without sacrificing performance.

1 Introduction

Since the breakthrough in 2012 of AlexNet¹ during the ILSVRC-2012 challenge, Convolutional Neural Networks (CNN) gained a lot of attention in the computer vision community. In the following years, they proved to be the SOTA for various computer vision tasks where enough data were available (typically \( N > 10^6 \)); among them, object detection², semantic segmentation³, image denoising⁴, etc. Several architectures⁵–⁹ have been proposed over the years to constantly improve the performance of the networks in particular for 2D image classification on natural images (e.g. CIFAR¹⁰, ImageNet¹¹, MNIST¹²). A key advantage of CNN-based models is that they do not require manual extraction of hand-crafted features and they are able to learn high-level abstractions of images in a hierarchical manner by using back-propagation. However, one main drawback is their need for massive amount of data to converge properly.

As a result, they drew a lot of attention in the neuroimaging field as large open-access MRI databases were becoming available (e.g. UKBiobank¹³ or the Human Connectome Project¹⁴). Deep Neural Networks (DNNs) have been used in numerous neuroimaging applications such as image registration¹⁵, tumor detection¹⁶, or brain disease prediction (e.g. Alzheimer’s detection¹⁷, schizophrenia¹⁸ or autism¹⁹,²⁰).
Different studies, focusing on 3D neuroanatomical MRI data, proposed custom CNN architectures based on recent advances in computer vision to perform various regression or classification tasks (see table 1 for a detailed review). However, none of these papers compared their performance with other SOTA CNN networks. Furthermore, most of them used different pre-processing pipelines and datasets with various size ($N$ ranging from several hundreds to several thousands, see table 1), making it difficult to compare them. Even if some benchmarks started to emerge such as for Alzheimer’s detection with anatomical MRI or for phenotype prediction, they are still difficult to reproduce because of a costly pre-processing pipeline and they still lack a fair comparison between SOTA CNN models.

Furthermore, over-fitting is quite common with currently available MRI datasets since they are relatively small compared to standard natural images ones ($N < 10^4$ vs $N > 10^6$). Data augmentation is one way of limiting this effect by adding artificial samples to the training set and it was employed in most papers (see table 1). These samples are generated by deforming the images in the training set while preserving its semantic information for the target prediction task (e.g. by cropping, translating or rotating the images). Nonetheless, there is currently no consensus on the applicability of these transformations to MRI data.

Finally, modern CNN models are known to be over-confident in their prediction, especially for classification tasks\textsuperscript{23}. The quantification of their epistemic uncertainty\textsuperscript{24} (inherent to the model) is thus of primary importance for clinical applications. Here, we aim at comparing the epistemic uncertainties of SOTA CNNs in the small data regime ($N < 10^3$), which is the typical size when dealing with clinical cohorts. Two main scalable methods were proposed in the literature to tackle it: Deep Ensemble learning\textsuperscript{25} and MC-Dropout\textsuperscript{24}. Deep Ensemble learning has several advantages compared to MC-Dropout: it does not modify the CNN architecture, it is very easy to implement, it generally leads to better performance during challenges (e.g. AlexNet, VGG or GoogLeNet for ILVSR) and it needs very little hyperparameter tuning\textsuperscript{25}. In addition, a recent study\textsuperscript{26} has shown that Deep Ensemble learning consistently gives better uncertainty estimates for real-world classification and regression tasks on natural images. It is thus particularly suited for this study\textsuperscript{1}.

1.1 Contributions

In this paper, we propose to benchmark SOTA CNN architectures on a large-scale multi-centric brain MRI dataset comprising $N = 10K$ scans of healthy participants, namely BHB-10K, pre-processed with two different pipelines: minimally preprocessed quasi-raw data and Voxel-Based Morphometry (VBM)\textsuperscript{27}, see section 3.3). We also aim at giving the first benchmark of CNN models for schizophrenia’s prediction using two independent clinical datasets (see table 2). We show that the pre-processing, as well as the data regime, are critical when performing DL with neuroimaging data. Specifically, we demonstrate that CNN perform equally well in the low data regime ($N \leq 10^3$), no matter the depth or architecture, and that linear models are still competitive, given an appropriate extensive pre-processing. Secondly, in the big data regime ($N = 10^4$), CNN perform better than linear models, no matter the pre-processing, but given a sufficiently deep architecture. Critically, we also demonstrate that all models are currently very biased towards the site and that extensive non-linear pre-processing provides a simple way to limit this effect. We show that data augmentation brings little or no improvement in the small data regime ($N=500$). Finally, we demonstrate that big CNN models are mis-calibrated in this regime but deep ensemble learning provides an efficient way to re-calibrate them while even improving the performance.

As a step towards reproducible research, we provide an open access to the Python code and to the BHB-10K dataset, pre-processed with our 2 different pipelines (quasi-raw and VBM) here: https://github.com/Duplums/bhb10k-dl-benchmark

As opposed to UKBioBank or HCP, this dataset is highly multi-centric and the images have been acquired with various protocols and spatial resolutions. More details about the dataset can be found in section 3.1.

2 Related Works

Very recent studies tackled brain age prediction with CNN using 3D neuroanatomical MR images\textsuperscript{22, 28–32, 34}. Most of these works used a single pre-processing (either VBM or Quasi-Raw, cf. table 1) and the classical VGG backbone architecture (repetition of blocks Convolution-Batch Normalization-ReLu with a MaxPooling layer between each block and a kernel size $3 \times 3 \times 3$ for the convolutional layers). Notably,\textsuperscript{32} used inception modules followed by a fire module inspired by Inception\textsuperscript{v3}\textsuperscript{8} and SqueezeNet\textsuperscript{46} while\textsuperscript{22} used the classical ResNet architecture.\textsuperscript{34} is the first paper to use a large-scale Inception-based network for transfer learning with age prediction as pre-training.

\textsuperscript{1}We also performed experiments with MC-Dropout. The details can be found in the Supplementary and the results are discussed in section 5.

\textsuperscript{2}Some data-sets still may not be released because of authorization issues but the releasing process is on-going.
| Task                     | Study | Backbone    | N     | Preprocessing                     | Data Augmentation                              | Ensemble Learning |
|-------------------------|-------|-------------|-------|-----------------------------------|-----------------------------------------------|-------------------|
| Age Prediction          | 28    | VGG         | 14K   | Quasi-Raw                         | Translation and Flip                           | ✓                 |
|                         | 29    | VGG         | 724   | VBM                               | x                                              | x                 |
|                         | 30    | VGG         | 2001  | Quasi-Raw and VBM                 | Translation and Rotation                       | x                 |
|                         | 31    | VGG         | 1101  | VBM                               | Translation, Crop and Flip                     | x                 |
|                         | 32    | ResNet      | 1264  | Quasi-Raw and VBM                 | Translation and Rotation                       | ✓                 |
|                         | 33    | Quasi-Raw and VBM | 562  | VBM                               | Translation and Flip                           | x                 |
|                         | 34    | VBM         | 12988 | Raw                               | Flip and Intensity Scaling                     | x                 |
| AD vs HC                | 35    | VGG         | 427   | VBM                               | x                                              | ✓                 |
|                         | 36    | VGG         | 1455  | Quasi-Raw and VBM                 | x                                              | x                 |
|                         | 37    | VGG         | 1198  | Quasi-Raw                         | x                                              | x                 |
|                         | 38    | VGG and ResNet | 231  | Quasi-Raw                         | x                                              | x                 |
|                         | 39    | VGG         | 210   | Unclear                           | x                                              | x                 |
|                         | 40    | VGG and ResNet | 2780 | Quasi-Raw                         | x                                              | x                 |
|                         | 41    | ResNet      | 828   | VBM                               | x                                              | x                 |
|                         | 42    | ResNet and DenseNet | 515  | Unclear                           | x                                              | x                 |
|                         | 43    | DenseNet    | 785   | VBM                               | x                                              | x                 |
|                         | 44    | VGG         | 1064  | Quasi-Raw                         | Zooming, Affine and Flip                       | ✓                 |
|                         | 45    | VGG         | 935   | Quasi-Raw                         | x                                              | x                 |
| ASD vs CTL              | 19    | VGG         | 450   | VBM                               | x                                              | x                 |
|                         | 20    | VGG         | 866   | Quasi-Raw                         | x                                              | x                 |
| Sex Classification      | 28    | VGG         | 6K    | Quasi-Raw                         | Translation and Flip                           | ✓                 |

Table 1. Summary of studies tackling 5 clinical problems using 3D neuroanatomical MRI data with various kind of SOTA 3D CNN backbones. AD: Alzheimer’s Disease; ASD: Autism Spectrum Disorder; SCZ: schizophrenia; HC: Healthy Control; N: total number of samples in the dataset; Quasi-Raw: minimal pre-processing including mostly linear registration to the MNI template; VBM: non-linear registration to the MNI template along with segmentation of the tissues and brain extraction. Note: for AD vs HC, we did not report the study with clear data leakage as defined in17.

Classification between schizophrenic patients and Healthy Controls (HC) based on neuroanatomical differences, e.g. cortical thinning in prefrontal and temporal regions and volume reductions in thalamus, has been widely studied with traditional ML methods such as Support Vector Machine (SVM)47–50, Deep Belief Network18, 51, 52 or Stack Auto-Encoder53 with shallow neural network architectures. Recent studies44, 45 are starting to tackle this task without a feature extraction step with a DL approach but they are still limited to custom 3D architectures (e.g designed for video classification in45).

Very few works proposed a benchmark between 3D CNN architectures. Among them, in44, authors compared VGG, ResNet and Inception to discriminate between schizophrenic patients and control subjects, but they limited their tests to shallow architectures with few layers and only to data pre-processed with VBM.

In17, authors proposed to benchmark 2 pre-processing pipelines (named Minimal and Extensive) along with different input dimensions (3D subject-level, 2D slice-level, Region-Of-Interest or 3D patch-level) and Transfer Learning strategies for Alzheimer’s disease classification with anatomical MRI. They found no difference between 3D-ROI, 3D subject-level and 3D patch-level approach while the 2D slice-level approach performed worse. However, all tested architectures shared the VGG backbone and they did not integrate other SOTA improvements such as skip-connection (ResNet), inception module (Inception)
or feature re-using (DenseNet).

Authors in\textsuperscript{22} compared classical ML algorithms (Ridge Regression, Gaussian Process Regression) with a ResNet-based CNN architecture on age prediction. They found that CNN model performs better than ML methods when trained on several brain tissues and Jacobian map extracted from T1-weighted images. They also observed a site effect when they tested their algorithm on an independent data-set (+70\% error when tested on IXI dataset without transfer learning).

Last year, the authors of\textsuperscript{21} systematically compared DNN models (both MLP and CNN) with linear models and non-linear SVM on age and sex classification using anatomical MRI, as the number of training samples increases. They conclude that DNN models perform equally well than traditional ML algorithms. Differently from our study i) they treated age and sex classification together by performing a 10-class classification, ii) they used feature selection to perform the classification, iii) their purpose was not to compare CNN models but rather to compare DNN with ML models, iv) their study used solely UKBiobank to train and test their model (only one acquisition protocols with 3 identical scanners) while we propose a new benchmark on a highly multi-centric brain MRI dataset pre-processed with 2 pipelines, and openly accessible.

More recently,\textsuperscript{54} showed that DNN scale very well for age and sex prediction with anatomical MRI, given a large homogeneous dataset (UKBiobank with $N = 10^4$ in their case). As opposed to\textsuperscript{21}, they critically demonstrated that DNN can provide a relevant representation for the task at hand (better than most ML approaches), when no feature extraction step is performed beforehand. However, their work is also limited to a big homogeneous dataset and a comprehensible study of CNN architectures is still lacking when dealing with MR images.

3 Material and Methods
Here, we present the datasets used throughout the experiments for age and sex prediction on healthy cohorts (regression and classification tasks respectively), in section 3.1, and schizophrenia’s prediction (Dx), in section 3.2. Furthermore, even if CNN are known to perform well on raw data\textsuperscript{5,56} (at least on vision tasks, e.g. classification with ImageNet\textsuperscript{11}), it is still not clear whether their performance on neuroimaging data can be impacted by an extensive preprocessing and to what extent it depends on the training size. To answer these important questions and similarly to\textsuperscript{30} and\textsuperscript{17}, we studied 2 kinds of preprocessing, namely VBM and Quasi-Raw detailed in section 3.3. The architectures of SOTA CNN are described in section 3.4 and the data augmentation and deep ensemble strategies can be found in sections 3.10 and 3.11 respectively.

3.1 BHB-10K Dataset
We aggregated 13 publicly available data-sets coming from various data-sharing initiatives and including $N = 10420$ T1-weighted 3D MRI scans for 7764 healthy individuals (with several sessions per participant in some cases). The acquisitions were performed with either 1.5T or 3T scanners with potentially different acquisition protocols across sites (see table 2 and the data-set sources for more details).

3.2 Clinical Datasets
In addition to BHB-10K, we also gathered 2 other independent multi-site data-sets, namely SCHIZCONNECT-VIP\textsuperscript{5} and Bipolar and Schizophrenia Network for Intermediate Phenotype (BSNIP)\textsuperscript{57}, including both healthy controls and patients with strict schizophrenia and also composed of T1-weighted 3D MRI scans (see table 2). SCHIZCONNECT-VIP combines 4 publicly available cohorts of controls and patients with schizophrenia. These cohorts are heterogeneous both in terms of acquisition scanners and geographical sites. As for BSNIP, the MR images were acquired on 5 different centers with 3T scanners spread across the USA. It contains cohorts of healthy controls and patients with schizophrenia and all the clinical assessments were standardized. Crucially, BSNIP is only used as a test set throughout this study while SCHIZCONNECT-VIP and BHB-10K are used for training and validation (see table 4 in the Supplementary).

3.3 Preprocessing
3.3.1 Voxel-Based Morphometry
The VBM pre-processing was performed with CAT\textsuperscript{12}\textsuperscript{59} from the SPM toolbox. It essentially consisted of a correction of the bias field and the noise in MRI images, the segmentation of Gray Matter (GM), White Matter (WM), and the cerebrospinal fluid (CSF). Images were normalized into a common standard MNI space composing a linear transformation that accounts for global alignment (rotation, translation, and global brain size) with a non-linear deformation\textsuperscript{27} that locally aligns brain structures. The normalized images are finally modulated by the Jacobian of their transformation to preserve the quantity of tissue. The images were re-sampled to an isotropic 1.5mm$^3$ spatial resolution. The final output dimension is $121 \times 145 \times 121$. We retained only 2,122,945 voxels of GM maps. To remove the Total Intracranial Volume (TIV) co-variate effect, each GM map was normalized by the TIV estimated by CAT\textsuperscript{12} during the segmentation step. Note that this step cancels the part of the Jacobian that stems

\textsuperscript{3}http://schizconnect.org
| Datasets          | Diagnosis       | # Subjects | N   | Age       | Sex (% F) | # Sites |
|-------------------|-----------------|------------|-----|-----------|-----------|---------|
| SCHIZCONNECT-VIP  | schizophrenia   | 275        | 275 | 34 ± 12   | 27        | 4       |
|                   | control         | 330        | 330 | 32 ± 12   | 47        | 4       |
| BSNIP<sup>57</sup> | schizophrenia   | 194        | 194 | 34 ± 12   | 44        | 5       |
|                   | control         | 200        | 200 | 38 ± 13   | 58        | 5       |
| BIOBD<sup>38</sup> | control         | 356        | 356 | 40 ± 13   | 55        | 8       |
| HCP               | control         | 1113       | 1113| 29 ± 4    | 45        | 1       |
| IIX               | control         | 559        | 559 | 48 ± 16   | 55        | 3       |
| CoRR              | control         | 1371       | 2897| 26 ± 16   | 50        | 19      |
| NPC               | control         | 65         | 65  | 26 ± 4    | 55        | 1       |
| NAR               | control         | 303        | 323 | 22 ± 5    | 58        | 1       |
| RBP               | control         | 40         | 40  | 22 ± 5    | 52        | 1       |
| OASIS 3           | control         | 597        | 1262| 68 ± 9    | 62        | 3       |
| GSP               | control         | 1570       | 1639| 21 ± 3    | 58        | 1       |
| ICBM              | control         | 622        | 977 | 30 ± 12   | 45        | 3       |
| ABIDE I           | control         | 567        | 567 | 17 ± 8    | 17        | 17      |
| ABIDE II          | control         | 559        | 580 | 15 ± 9    | 30        | 19      |
| Localizer         | control         | 82         | 82  | 25 ± 7    | 56        | 2       |
| MPI-Leipzig       | control         | 316        | 316 | 37 ± 19   | 40        | 2       |
| Total             |                 | 7764       | 10420| 32 ± 19   | 50        | 73      |

Table 2. Demographic information about the datasets. The number of sites indicates the number of acquisition MRI scanners used in the study. Each scanner does not necessarily use the same magnetic field intensity (e.g. in the IXI study, three different scanners were used: a Philips 3T, a Philips 1.5T and a GE 1.5T).

**Figure 1.** Example of a 3D input image pre-processed with the Quasi-Raw framework (top) and the VBM procedure (bottom). At the top, the image is resampled to 1.5mm<sup>3</sup> isotropic, linearly registered to the MNI template and the brain is extracted. At the bottom, a non-linear registration algorithm is applied with the DARTEL algorithm<sup>27</sup> and the image is modulated by the Jacobian of the deformation field. It is then resampled to 1.5mm<sup>3</sup> isotropic.

...from the initial linear transformation. Finally, we also applied a visual quality check and we removed images poorly segmented...
or with obvious MR artefacts.

### 3.3.2 Quasi-raw data
This pre-processing was designed to be minimal. Consequently, only essential steps have been kept in order to map the images coming from different sites and scanners to the same space with the same resolution and only important image correction steps have been applied. Specifically, each scan is re-oriented to the MNI space and then re-sampled to a $1.5mm^3$ spatial resolution through a linear spline interpolation. In the Supplementary (see table 5), we show that re-sampling at a higher resolution (e.g. $1mm^3$) does not improve the results. The bias field is corrected using the N4ITK algorithm from ANTs and the brain is extracted with BET2 (the skull and non-brain tissues are removed). Each image is linearly registered (9 degrees of freedom) to the MNI template with FLIRT from FSL. Finally, we also applied a visual QC to the output images. An example of a scan pre-processed with these 2 pipelines is shown in figure 1.

### 3.4 CNN Models
In this work, we selected four CNN architectures which are widely used in computer vision and in most neuroimaging studies (see table 1). Specifically, we considered VGG, ResNet, ResNeXt (which combined the ideas from ResNet and Inception) and DenseNet.

VGG has a lot of different adaptations for different applications in the neuroimaging field e.g Alzheimer’s detection, age prediction, etc. The core idea is to stack multiple layers, typically following the scheme Convolution-Batch Normalization-ReLu, with a small kernel size, usually equal to 3, for each convolution layer. Five blocks are usually used between each MaxPooling layer and the number of channels inside each block is typically set to 64, 128, 256, 512 and 512 respectively.

tiny-VGG is currently the SOTA algorithm for age prediction on the BAHC dataset and it has been designed based on VGG11, with 8 times less channels per block and a small Fully-Connected layer at the end. It is the smallest CNN included in this study with 800K parameters.

SFCN is another network designed for age and sex prediction (SOTA on the UKBiobank dataset) and it is also based on VGG. The main difference resides in a deeper architecture with 7 blocks, more channels per block, and a dropout layer put at the end in order to reduce over-fitting. In the Supplementary, the authors introduced also a Data Augmentation strategy and they considered the age prediction problem as a classification problem. Here, as we want to give a fair comparison between SOTA CNN architectures, we did not use this strategy.

ResNet introduced skip-connections to avoid the vanishing-gradient issue, often observed with very deep CNN architectures, and to prevent over-fitting. This allows the use of more layers and parameters without losing the generalization capacity of the models. It has been shown to perform well on UKBiobank and IXI for age prediction. Consequently, we compared 3 ResNet models with various depth and size (namely ResNet18, ResNet34 and ResNet50).

ResNeXt integrates the advances from ResNet and Inception, making CNNs deeper and wider, while preserving the same number of parameters and FLOPs complexity of ResNet. We chose the ResNeXt50 model to have a direct comparison with ResNet50.

Finally, DenseNet introduced the concept of feature re-using. It is lighter than all the previous networks (except for tiny-VGG and SFCN) while it performs better than the traditional ResNet on ImageNet. It also gave SOTA results for Alzheimer’s detection.

We also propose a tiny version of DenseNet121, named tiny-DenseNet. To build this model, we analyzed the internal latent representations of DenseNet121 trained on Dx. We first computed the similarity matrix between each layer of a trained DenseNet using the SVCCA algorithm and we observed a strong correlation between the blocks 2 and 3 (see Supplementary). We thus removed the 3rd block and we decreased the growth rate from $k = 32$ to $k = 16$ to have a network about 10 times smaller than the original DenseNet121 and with a size comparable with tiny-VGG (892K parameters for tiny-VGG vs 1.8M parameters for tiny-DenseNet).

### 3.5 Comparison to Regularized Linear Models
For comparison purposes, we also evaluated the performance of $\ell_2$-regularized regression and logistic regression (for classification) on the 3 target tasks as it has been shown to perform comparably with kernel methods and CNN models (at least for phenotype prediction in the small data regime). The penalty term $\alpha \in \{10^{-2}, 10^{-1}, 1\}$ is tuned by grid-search on the validation set.

### 3.6 2D slice-level CNN
For completeness, we compared the 2D-slice level approach against its 3D counterpart. Specifically, we performed the same experiments in the small data regime ($N = 500$) with 2D ResNet, DenseNet and VGG. Each 3D scan is decomposed into
we did not apply Test-Time Augmentation

As pointed out in table 1, we tested various data augmentation strategies. We considered 5 classical transformations widely been applied on-the-fly during training with a probability of $p$ network should implicitly learn the anatomical features of perform the downstreaming task (age prediction, sex prediction or Dx) by giving the transformed image $\tilde{x}$ based on the context surrounding each misplaced patch. Here, as we did not want to modify the architecture, we directly procedure is repeated 20 times. Originally, a decoder was added to the network so that it could restore back the initial image swapping ghosting artefacts

66–68 to the final trained CNN model. Furthermore, we also evaluated recent augmentation techniques used in computer vision: random flips, Gaussian blur, Gaussian noise, random crop and affine transformations. All of them are supposed to preserve the semantic information inside the images, while imposing stronger geometric invariance to the final trained CNN model. Furthermore, we also evaluated recent augmentation techniques specifically designed for MRI data: ghosting artefacts, spike artefact, bias-field artefact and motion artefact. Finally, we also tested swapping which has been originally introduced in the context of self-supervision for both classification and segmentation tasks, in particular on MR images. It consists in picking 2 patches at random location in the image and swapping them. This procedure is repeated 20 times. Originally, a decoder was added to the network so that it could restore back the initial image $x$ based on the context surrounding each misplaced patch. Here, as we did not want to modify the architecture, we directly perform the downstreaming task (age prediction, sex prediction or Dx) by giving the transformed image $\tilde{x}$ to the CNN. The network should implicitly learn the anatomical features of $x$ given $\tilde{x}$ to perform the downstreaming task.

All of these transformations, along with their hyper-parameters, are detailed in table 7 in the Supplementary. They have all been applied on-the-fly during training with a probability of $p = 0.5$ for each input scan. The test set was never transformed and we did not apply Test-Time Augmentation as the network should be already invariant to the transformations applied during
Figure 2. Illustration of the data augmentation techniques applied to quasi-raw data. The same transformations have been applied to VBM data on-the-fly during training (except for MRI artifacts).

training. We propose to assess the importance of each data augmentation technique separately using either VBM or quasi-raw data for the 3 tasks. To the best of our knowledge, this is the first time MRI artefacts are employed for data augmentation for age prediction, sex classification and Dx. Please note that we applied MRI artefacts only on quasi-raw images and not on VBM data since they were conceived for images and not for gray matter density maps. Indeed, in order to apply MRI artefacts, one needs to compute the inverse Fourier transform to map the image back to the k-space. When considering VBM data, one would also need to compute the backward mapping from gray matter density to the original image and this would be computationally too demanding and prone to error.

3.11 Deep Ensemble Learning

Uncertainty quantification in DL is very important, especially for clinical applications. In, authors introduced deep ensemble learning as a simple method to integrate both aleatoric uncertainty (related to the noise in the data) and epistemic uncertainty (associated to the model’s uncertainty). It consists in training independently T identical DNN with different starting points \((w_0^t)_{t \in \{1, \ldots, T\}}\) and shuffling the data during the stochastic gradient descent optimization step. At the end of the optimization, this gives \(T\) models \(f_{\hat{w}^t}\) where each model’s weights \(\hat{w}^t\) can be seen as a sample of an approximation of the highly multi-modal distribution \(p(w|X,Y)\) where \((X,Y)\) represents the training set (more details in). Usually, for classification, \(f_w(x)\) is the output after the softmax layer, giving a probability vector. For regression, \(f_w(x)\) can be modelled as a Gaussian distribution whose mean and variance (representing the aleatoric heteroscedastic uncertainty) are learnt during training by optimizing the log-likelihood. Here, as we want to study the small data regime and we are interested in the epistemic uncertainty, we fix the variance for regression and we do not optimize it. Thus, \(f_w(x)\) outputs only one value. With the proposed framework, the final prediction for an input image \(x\) is given by:

- for classification: \(\hat{p}(y|x) = \frac{1}{T} \sum_{t=1}^{T} f_{\hat{w}^t}(x)[y]\)
- for regression: \(\hat{p}(y|x) \sim \mathcal{N}(\hat{y}^t(x), \hat{\sigma}^2(x))\) with \(\hat{\mu}(x) = \frac{1}{T} \sum_{t=1}^{T} f_{\hat{w}^t}(x)\) and \(\hat{\sigma}^2(x) = \frac{1}{T} \sum_{t=1}^{T} (f_{\hat{w}^t}(x) - \hat{\mu}(x))^2\)

As pointed out in, Monte-Carlo Dropout could be another simple way to quantify aleatoric and epistemic uncertainties. It has been successfully applied in the medical imaging field to diabetic retinopathy diagnosis. However, it has been shown to under-perform compared to Deep Ensemble Learning on various real-world computer vision tasks. As a result, we employed the latter method. Please note that we also evaluated Monte-Carlo Dropout by integrating Concrete Dropout in our models (see Supplementary). The results are discussed in section 5.

We also observed a strong over-fitting effect when we tune the variance on age prediction with \(N = 500\).
In practice, we evaluated the calibration error of our CNN models within the Deep Ensemble learning framework to quantify their predictive uncertainty. Briefly, a well-calibrated classifier should give a probability for a given class equals to its occurrence’s probability. A mis-calibrated model indicates that it makes under or over-confident predictions. It is usually measured by the Expected Calibration Error (ECE) that gives the confidence error between a perfectly calibrated model and the model at hand. This metric can be extended to regression with the Area Under Calibration Error (AUCE) score as introduced in \(^{26}\) (see Supplementary for more details).

### 3.12 Optimization and Implementation Details

Input data from both pre-processing were normalized to have zero mean and unit variance. Furthermore, we use the optimizer Adam\(^{75}\) with the default parameters $\beta_1 = 0.9$ and $\beta_2 = 0.999$ and we set the learning rate to $\alpha = 10^{-4}$ decreasing it by a constant factor $\gamma$ every 10 epochs. This factor is tuned between $\{0.2, 0.5, 0.9\}$ through cross-validation for each task and training set size. We also set a batch size $b = 8$ to limit the computational cost for $N < 10^4$ and $b = 32$ for $N = 10^4$. All CNN architectures are implemented with Pytorch v1.6\(^{76}\) while the linear models with scikit-learn v0.23\(^7\). Finally, the experiments with $N = 500$ samples were all performed on a single Quadro RTX 8000 GPU with 48GB. The code is available here.

### 4 Results

#### 4.1 CNN Performance on Dx, Age, and Sex Prediction at N=500

| Preprocessing | Architecture | Age | Sex | Dx | Resources |
|---------------|--------------|-----|-----|----|-----------|
| VBM | Linear Model | 0.50 | 0.04 | 1.40 | 100.8 GB |
| | DenseNet121\(^7\) | 10.10 | 2.00 | 5.90 | 50.0 GB |
| | ResNet18\(^8\) | 12.32 | 4.02 | 9.62 | 50.0 GB |
| | ResNeXt\(^9\) | 14.57 | 6.03 | 11.97 | 50.0 GB |
| | VGG11\(^10\) | 17.28 | 7.97 | 14.67 | 50.0 GB |
| | tiny-VGG\(^11\) | 20.09 | 9.98 | 17.39 | 50.0 GB |
| | ResNeXt\(^12\) | 22.80 | 11.99 | 19.99 | 50.0 GB |
| | SFCN\(^26\) | 25.00 | 13.99 | 21.99 | 50.0 GB |

| Quasi-Raw | Linear Model | 0.50 | 0.04 | 1.40 | 100.8 GB |
| | DenseNet121\(^7\) | 10.10 | 2.00 | 5.90 | 50.0 GB |
| | ResNet18\(^8\) | 12.32 | 4.02 | 9.62 | 50.0 GB |
| | ResNeXt\(^9\) | 14.57 | 6.03 | 11.97 | 50.0 GB |
| | VGG11\(^10\) | 17.28 | 7.97 | 14.67 | 50.0 GB |
| | tiny-VGG\(^11\) | 20.09 | 9.98 | 17.39 | 50.0 GB |
| | ResNeXt\(^12\) | 22.80 | 11.99 | 19.99 | 50.0 GB |
| | SFCN\(^26\) | 25.00 | 13.99 | 21.99 | 50.0 GB |

#### Table 3. Comparison between several architectures and pre-processing at N=500 samples in the training set without data augmentation. The results are reported on BSNIP, an independent test set, with a 5-fold RLT. MAE=Mean Absolute Error, RMSEE=Root Mean Squared Error, $r$=Pearson correlation coefficient, $R^2$=coefficient of determination, AUC=ROC-Area Under Curve, BAcc=Balanced Accuracy, Time=GPU time over 1 epoch for age prediction and GPU=GPU memory usage during training for age prediction.

Table 3 summarizes the results with the architectures presented in section 3.4 and using $N = 500$ training samples within a 5-fold RLT strategy described in section 3.8. We also reported the performance of 2D CNN models in the Supplementary.

First, we acknowledged that 3D CNN models performed always comparably or better than their 2D counterpart. We chose to always keep this 3D approach. Second, while all the networks performed very similarly on all tasks for the VBM pre-processing, a strong over-fitting effect has been observed on quasi-raw data, independently from the depth or size of the networks. Notably, SFCN outperforms the other CNN on age prediction with quasi-raw data thanks to its dropout layer. However, it under-performs on the other two tasks. Based on these results, we provide an in-depth study on 4 of these networks, namely tiny-VGG, tiny-DenseNet, DenseNet121 and ResNet34, as representative of the main CNN families. We did not retain ResNeXt (Inception-ResNet family) for computational reasons (it takes $3 \times$ much time than DenseNet for a feed-forward pass) and because i t gave very similar results with the other networks.

#### 4.2 Learning Curves

We have reported the performances of the neural networks as well as of the linear model in figure 3. For age and sex prediction, DenseNet and ResNet always perform better than the linear model, no matter the pre-processing, but given enough data ($N \gg 10^3$). Bigger models (e.g DenseNet) also perform better on quasi-rare data when $N = 10^4$ than their smaller counterpart.
Figure 3. Learning curves of CNN models with quasi-raw and VBM pre-processings. Overall, CNNs outperform linear model with quasi-raw data but they perform similarly with their linear counter-part only with VBM images. DenseNet offers a good compromise since it performs equally well in the small data regime on Dx and in the very big data regime $N = 10^4$ on age and sex prediction, for both VBM and quasi-raw images. The results are reported on the independent data-set BSNIP (images were not acquired with the same acquisition protocol than images in train). The results on age prediction with a linear model and quasi-raw images are outside the plot and thus not reported ($MAE > 20$ for all $N \in [100, 10^4]$).
Importantly, as before, we generally observed a drop in performance when using quasi-raw data as opposed to VBM. We will investigate more this difference in generalization in the next section.

For completeness, we also plotted the convergence plots of the CNN architectures in the supplementary (Fig. 8). We used the same convergence criterion for all networks and tasks, as defined in 3.9.

### 4.3 Site Effect

![Performance of CNN models when trained with a varying number of training data on BHB-10K and tested i) on images coming from the same acquisition sites (top); or ii) on images coming from different sites (bottom). VBM pre-processing reduces the bias induced by acquisition site, especially in the small data regime (N < 10^3). There is no difference in performance between quasi-raw and VBM data when testing on images coming from the same sites as the training images (in-site). The gray dashed lines in the bottom images represent the average performance on in-site images (across pre-processing and CNN) and it was reported to ease comparison.](image)

Figure 4. Performance of CNN models when trained with a varying number of training data on BHB-10K and tested i) on images coming from the same acquisition sites (top); or ii) on images coming from different sites (bottom). VBM pre-processing reduces the bias induced by acquisition site, especially in the small data regime (N < 10^3). There is no difference in performance between quasi-raw and VBM data when testing on images coming from the same sites as the training images (in-site). The gray dashed lines in the bottom images represent the average performance on in-site images (across pre-processing and CNN) and it was reported to ease comparison.

In figure 4, we plotted the performances of the CNN models when they are evaluated on images coming from the same acquisition sites they are trained on (in-site) or different ones (out-site). Two main effects can be observed. First, there is a strong gap between performance on in-site and out-site images, even when CNNs are trained on a big multi-site data-set (+3.5 MAE < 10^-3 for age prediction, −3.6% AUC < 10^-3 for sex prediction at N = 10^4 training samples for quasi-raw images). Second, for out-site images, CNN models perform significantly better with VBM data than quasi-raw data when N ≤ 10^3, in line with results table 4.1 (+2.2 MAE p < 0.01, −9% AUC p < 0.003). However, it is not the case for in-site images where
CNNs perform similarly.

4.4 Data Augmentation

**Figure 5.** Current data augmentation (D.A) techniques are highly task- and pre-processing-dependent. It does not result in large improvement and, overall, it even degrades the performance for both VBM and quasi-raw images. The error bars are obtained using a 5-split RLT strategy using each time only one data augmentation strategy. We reported the results obtained on the independent test set BSNIP (\(N_{HC} = 200, N_{SCZ} = 194\)). The black dashed lines are the baselines without D.A.

In Figure 5, we showed the results when using data augmentation (D.A) for the 3 tasks with \(N_{\text{train}} = 500\) samples (small real-life data regime). We only tested the usefulness of each strategy alone and not their combination, since this would have been computationally too demanding. Here, we only used DenseNet since it performs well on all tasks, except for age prediction with quasi-raw data (see fig. 4.2). In that case, we trained ResNet34 because it was much more stable. Overall, D.A. seems to be counter-productive for age prediction. MRI artefacts have no benefit for diagnosis prediction and they only help for sex prediction when using quasi-raw data. Classical affine transformations, crop+resize and Gaussian blurring have a positive impact only when using VBM data for Dx.

4.5 Deep Ensemble Learning

In Figure 6, we reported the performances and calibration errors of DenseNet and tiny-DenseNet on the 3 tasks as we increase the number of independently trained models \(T\) (see section 3.11) with \(N_{\text{train}} = 500\) training samples (small data regime). We have only used the VBM data to perform this analysis, considering the stability of CNN with this pre-processing. The baselines (dashed lines) are given with the deterministic version of DenseNet and tiny-DenseNet (i.e., \(T = 1\)).

5 Discussion

5.1 Extensive CNN Comparison with \(N = 500\)

Overall, we did not found significant differences between CNNs in the small data regime with VBM images, no matter the depth or the architecture, for the 3 tasks. This is somewhat expected since very deep architectures have been introduced originally for
Figure 6. Performance of big and small networks (resp. DenseNet and tiny-DenseNet) as we increase the number of ensemble models $T$ when $N = 500$ training samples. tiny-DenseNet is always better calibrated than DenseNet while also performing better in the small data regime. AUC=Area Under ROC Curve, MAE=Mean Absolute Error, ECE=Expected Calibration Error, AUCE=Area Under Calibration Error.

very large-scale datasets (e.g. ImageNet with millions of 2D images). Also, even wider models such as ResNeXt (based on the idea of ResNet with Inception modules) did not help to improve the performance neither on VBM data nor on Quasi-Raw data. However, we noticed a strong over-fitting effect when using quasi-raw images for the 3 tasks and for every network, resulting in a strong drop in performance (-7% AUC on sex prediction between the 2 best models, -6% AUC for Dx and -8% correlation for age prediction). Notably, SFCN performed well on age prediction with quasi-raw data, matching the performance on VBM images (in line with\textsuperscript{28}). This can be attribute to its last dropout layer. However, it still under-performed for the other 2 tasks. As we shall demonstrate, this over-fitting effect can be largely attributed to the bias towards the acquisition sites (in line with\textsuperscript{22}), which explains why it has not been systematically reported\textsuperscript{17,30}.

Interestingly, we noticed that 2D models perform significantly worse than their 3D counterpart for all tasks, in line with\textsuperscript{17} for Alzheimer’s detection (see table 6 in the Supplementary). It means that 3D CNN models, while being computationally more expensive during training, benefit from the underlying 3D anatomical structure of the brain that a 2D approach cannot capture, even in the small data regime.

Ultimately, the resources taken by all 3D networks, VGG11 and ResNeXt excepted, were comparable in terms of GPU time. VGG11 was very time-consuming because of its 3 Fully-Connected layers at the end (replaced by a single Fully-Connected layer, lighter, in tiny-VGG). ResNeXt is very large, even if it has less parameters than its ResNet50 counterpart, and it remains computationally very costly.
5.2 Scaling up to $N=10^4$

The learning curves reported in figure 4.2 confirmed the over-fitting effect observed with $N=500$ training samples and quasi-raw data. With the extensive VBM pre-processing, the networks performed better than quasi-raw no matter the data regime (from $N=100$ up to $N=10^4$, while being greatly reduced for $N \gg 10^3$, see figure 4) or the task. Nonetheless, we also noticed that big networks (DenseNet121, ResNet34 with more than 10M parameters) gave better results when $N=10^4$ with quasi-raw data ($-1.7$ MAE, $p<10^{-3}$ for age prediction, $+2\%$ AUC, $p<10^{-2}$ on sex prediction between tiny-DenseNet and DenseNet). As a result, adding more parameters (from 11M for DenseNet up to 60M for ResNet) is useful only when dealing with quasi-raw data in the very large data regime.

As reported previously\(^{40}\), big CNN models outperform linear models in the large-scale data regime when $N=10^4$ with VBM data ($-0.7$ MAE for age prediction $p<0.003$, $+0.7\%$ AUC for sex prediction $p<10^{-2}$). It was also expected that linear model gives random results (i.e., balanced accuracy around 0.5) when using quasi-raw data without feature extraction. However, we should remark that it performed very well in the small data regime when $N \leq 10^3$ on all tasks, given an appropriate pre-processing (VBM here), in line with\(^{17}\). For instance, it performed similarly to all SOTA CNN architectures for Dx up to 500 samples (79\% AUC with $N=500$, matching tiny-DenseNet or tiny-VGG). Overall, big networks are required when dealing with a big minimally pre-processed MRI data-set to reach SOTA results.

5.3 Site Effect

We should emphasize that we did not retrieve the very accurate results obtained on UKBioBank with $N \geq 10^4$ in\(^{28}\) for age and sex prediction (resp. MAE = 2.1 and Acc = 99\% with quasi-raw data). As shown in figure 4, this is largely due to the underlying site effect that highly deteriorates the performance of CNN ($+3.5$ MAE $p<10^{-3}$ for age prediction, $-3.6\%$ AUC $p<10^{-3}$ for sex prediction with quasi-raw data and $N=10^4$ between in-site and out-site images). Indeed, we retrieved the same performances as in\(^{28}\) when testing the models on in-site images. However, there is a drop in performance when using the same models on a out-site independent test set. Our results also explain why authors in\(^{17}\) found no difference between minimal and quasi-raw pre-processing on Alzheimer’s detection (the results were reported only on an in-site validation set). Even if the extensive non-linear pre-processing indeed removes part of the site-effect, this bias still remains as pointed out figure 4 (difference between gray dashed line and blue line).

As opposed to UKBioBank, our data-sets are highly multi-centric and this appears to be critical when performing ML with neuroimaging data (as confirmed by\(^{78}\), with traditional ML and hand-crafted features for age prediction, or by\(^{79}\) on sex prediction). As highlighted in\(^{22}\), exploiting images acquired with the same protocol as the test images is one way to deal with this issue but it assumes to have access to these images beforehand and to fine-tune the model on them (which is impractical in the real clinical setting). Other solutions are also starting to emerge towards debiased DL algorithms by directly accounting for the bias during the optimization\(^{80}\). Even if it is well-known in computer vision that ML and DL algorithms perform poorly when images from train and test sets come from 2 different domains (i.e domain gap)\(^{81}\), this issue is still rarely mentioned when performing a benchmark with neuroimaging data\(^{31,54}\). Here, we demonstrated that even SOTA DL models, trained on a large-scale multi-site data-set, still under-perform on out-site images compared to in-site images.

From this perspective, BHB-10K is quite distinctive from UKBioBank for its diversity (images are coming from more than 70 different sites) and we believe that it can provide a new way to test and benchmark ML and DL algorithms on images from sites not seen during training.

5.4 Data Augmentation

Overall, we found that data augmentation brings little or no improvement for both VBM and quasi-raw images. As opposed to\(^{28,30,32}\), affine transformation and flip did not improve the performance on age prediction. Once again, differently from the above-mentioned studies, our results are reported on an independent data-set which may explain the differences. Interestingly, horizontal and vertical flip degrade significantly the performance only for sex prediction, which is expected since the localization of left and right hemisphere matters to discriminate between male and female. For Dx, we noted some improvements with VBM data when introducing traditional D.A such as affine transformation, crop or Gaussian blur. Please note that we did not smooth the data with a Gaussian kernel during the VBM pre-processing. As a result, this indicates that smoothing is beneficial when dealing with noisy data such as SCHIZCONNECT-VIP (in line with\(^{40}\)).

From figure 5, it can be seen that data augmentation is both task- and pre-processing-dependent and it does not necessarily result in large improvement neither for regression nor classification tasks. For an easy task (sex prediction with AUC $\geq 0.9$) it significantly improves the performance only with quasi-raw data (i.e., with ghosting artefact or Gaussian blur) while for a hard task such as Dx, it helped only on VBM data. This mitigates the usefulness of current data augmentation techniques on brain MRI, especially when all images have been aligned to the same template and re-sampled to the same spatial resolution. Even with the minimal pre-processing (i.e., quasi-raw), there is no clear improvement with the standard D.A (affine transformation,
Furthermore, we also showed that adding MRI artefacts into the data augmentation strategy brings overall no improvement and it actually worsen the results most of the time (except for ghosting artefact and spike artefact for sex and age prediction respectively).

5.5 Predictive Uncertainty in the Small Data Regime

Quantifying the model uncertainty associated to a prediction is very important when dealing with computer-aided diagnosis systems. However, this is rarely mentioned in the literature even if simple calibration metrics exist and have been extended to regression\(^{26}\). Here, we show in figure 6 that, when using few training samples (\(N_{\text{train}} = 500\)), small networks are better calibrated than their bigger counterpart (in line with\(^{23}\) for vision tasks) and they also perform better. We demonstrated that Deep Ensemble learning provides a simple way to better calibrate the models, no matter their size, while also improving the results (in line with\(^{26}\)). This is not the case for MC-Dropout. Our experiments (see figure 9 in the Supplementary) showed that a well calibrated model does not always perform well on the task at hand. For instance, while Bayesian tiny-DenseNet is perfectly calibrated on Dx with \(ECE = 0.04\) (-8% compared to tiny-DenseNet), it loses 7% AUC compared to its deterministic counterpart. This applies to all tasks and models tested, except for age prediction. These results suggest that in usual clinical applications (\(N_{\text{train}} = 500\)), it is better to use small networks (e.g. tiny-DenseNet) with Deep Ensemble learning since it improves both the calibration error and the accuracy.

6 Conclusion

Throughout this paper, we have empirically studied several properties of 3D CNN models on neuroimaging data. First, we have shown that all CNN models perform significantly better on VBM data than on quasi-raw images, no matter their architecture. We emphasize this gap is greatly reduced as we scale up to \(N = 10k\) samples. Importantly, we also demonstrated that simple linear models are on par with SOTA CNN on VBM, which suggests that DL model fail to capture non-linearities in the data, as suggested by\(^{21}\). However, this conclusion must be taken with caution since we also shown that CNN models are still very biased towards the acquisition site, even when they are supervised on a highly multi-sites data-set with \(N = 10k\) samples. Extensive non-linear pre-processing such as VBM provides a simple way to limit this bias but it still does not entirely remove it. This effect has also been reported on several other brain MRI data-sets\(^{78,79}\) and Chest X-ray data-set with COVID-19 data\(^{80}\). De-biasing methods for DL are starting to emerge mainly in computer vision\(^{80,82,83}\) but with future potential applications to the neuroimaging field. Surprisingly, we also observed overall no benefits from using data augmentation in the small data regime. In this paper, we showed that it is task- and dataset-specific but a more in-depth study is required and left for future work. Finally, while big CNN models were poorly calibrated on all neuroimaging tasks we trained them on (as also reported on vision tasks\(^{23}\)), we demonstrated that deep ensemble learning provides a simple and effective way to re-calibrate them, by even improving the performance. We highlight the importance of well-calibrated models in particular for clinical applications.

As a step towards reproducible research, we made our code publicly available here and we also provide the BHB-10K data-set used throughout this study. We give access to both quasi-raw and VBM data, directly usable within a Python environment for DL (e.g., Pytorch or TensorFlow).

Data Availability

Data used throughout this study have been collected through various public platforms (see table 2 for all the links). We have also engaged a process to release all the pre-processed data-sets publicly available. The releasing status is regularly updated on our Github repository: https://github.com/Duplums/bhb10k-dl-benchmark
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**Supplementary Material**

**Training and Test Split**

| Task | Training Set | Test Set |
|------|--------------|----------|
| Age  | BHB-10K      | BSNIP (only HC) |
| Sex  | BHB-10K      | BSNIP (only HC) |
| Dx   | SCHIZCONNECT-VIP | BSNIP |

**Table 4.** Training and Test Split used throughout this study for the 3 different target tasks.

**Impact of Spatial Resolution with Quasi-Raw MR Images**

As we wanted to make sure that down-sampling the quasi-raw images from $1\text{mm}^3$ to $1.5\text{mm}^3$ isotropic had no negative impact on the final performance, we performed 3 experiments with ResNet18 and $N = 500$ training samples with the same experimental design as in section 4.1. Results show no drop in performance for sex and Dx predictions and even an improvement for age regression. We believe it could be partly due to the noise in the data at such a resolution.

**Introduction of tiny-DenseNet**

**Analysis of DenseNet121:** as we wanted to give a tiny version of DenseNet (121 layers and 11M parameters), we analyzed its internal representation on Dx problem. In order to analyze the representation learnt inside this network, we computed the Singular Vector Canonical Correlation Analysis (SVCCA)\(^6^4\) between the outputs of all pairs of layer inside every block. Formally, we define a set of neurons $\{z_i^l\}_{i \in [1..hwcd]}$ for each layer $l$ where $(c, h, w, d)$ represent the number of channels, height, width and depth of the feature maps of layer $l$ respectively; and $z_i^l = (z_i^l(x_1), ..., z_i^l(x_N)) \in \mathbb{R}^N$ is the response of neuron $i$ to the entire test set (of size $N$). In this way, we can compute the CCA between 2 blocks of data $\{z_i^{l_1}\}_{i \in [1..hwcd_{l_1}]}$ and $\{z_i^{l_2}\}_{i \in [1..hwcd_{l_2}]}$ for 2 layers $l_1$ and $l_2$ since all vectors lie in the same space $\mathbb{R}^N$ (we also computed a Singular Value Decomposition (SVD) before the computation of the CCA to remove the noisy neurons, as described in\(^6^4\)). We chose to keep only 50% of the Explained variance since $N \ll hwcd$ in our experiments ($N = 394$ and $hwcd > 10^4$) and we observed that a lot of neurons were noisy. Results are plotted in figure 7a.

**Tiny-DenseNet:** we first observed that the blocks 1 and 2 (starting from 0) of DenseNet121 were highly correlated, which suggested a redundancy. In particular, it suggested that the features learnt inside the 3rd block were just copied from the second block and the specialization of the network to the prediction task did not occur in block 2. It was then natural to remove the block 2 from DenseNet121, assuming that the receptive field of a neuron before the FC layer would remain big enough for the 3 clinical tasks (its size is $32 \times 32 \times 32$ for an input size $128 \times 128 \times 128$ with DenseNet121 and it is halved when we remove the 3rd block). Also, we halved the growth rate from $k = 32$ to $k = 16$ and we called the resulting network tiny-DenseNet, as it is $10 \times$ smaller than DenseNet. As before, we plotted the SVCCA between the internal layer outputs of tiny-DenseNet in figure 7b and we noticed that, differently from DenseNet121 in figure 7a, the strong correlation between blocks disappeared.
We observe in figure 8 that tiny-VGG constantly converges faster than any other networks for both quasi-raw and VBM data. Tiny-DenseNet also converges at the same rate for the 2 classification tasks (Dx and sex prediction). This is somewhat expected since they are the lightest networks among the ones tested (about 10× less parameters than DenseNet and 60× less than ResNet34). Surprisingly, on quasi-raw data, all the models converge i) faster than on VBM data (about 5× faster on age prediction) and ii) at the same rate (ResNet34 is the slowest globally on VBM data while it performs similarly with tiny-DenseNet on quasi-raw data).

2D slice-level approach

| Preprocessing | Architecture | Sex |  | Dx |  |
|---------------|--------------|-----|---|----|---|
|               |              | BAcc ↑ | AUC ↑ | BAcc ↑ | AUC ↑ |
|               |              | 3D | 2D | 3D | 2D | 3D | 2D | 3D | 2D |
| VBM           | ResNet18     | 0.83 ± 0.01 | 0.78 ± 0.03 | 0.91 ± 0.01 | 0.88 ± 0.03 | 0.71 ± 0.01 | 0.56 ± 0.04 | 0.78 ± 0.01 | 0.64 ± 0.01 |
|               | VGG11        | 0.72 ± 0.015 | 0.75 ± 0.03 | 0.80 ± 0.02 | 0.85 ± 0.02 | 0.66 ± 0.03 | 0.63 ± 0.01 | 0.71 ± 0.009 | 0.68 ± 0.01 |
|               | DenseNet121  | 0.83 ± 0.01 | 0.68 ± 0.03 | 0.91 ± 0.01 | 0.81 ± 0.03 | 0.72 ± 0.02 | 0.58 ± 0.04 | 0.78 ± 0.01 | 0.67 ± 0.02 |
| Quasi-Raw     | ResNet18     | 0.63 ± 0.02 | 0.60 ± 0.05 | 0.84 ± 0.01 | 0.72 ± 0.04 | 0.63 ± 0.02 | 0.54 ± 0.02 | 0.66 ± 0.01 | 0.59 ± 0.02 |
|               | VGG11        | 0.54 ± 0.02 | 0.60 ± 0.08 | 0.68 ± 0.05 | 0.72 ± 0.05 | 0.53 ± 0.04 | 0.61 ± 0.03 | 0.61 ± 0.02 | 0.68 ± 0.02 |
|               | DenseNet121  | 0.68 ± 0.05 | 0.62 ± 0.08 | 0.81 ± 0.01 | 0.72 ± 0.05 | 0.65 ± 0.02 | 0.56 ± 0.04 | 0.72 ± 0.01 | 0.62 ± 0.04 |

Table 6. Comparison between 2D and 3D models in the small data regime (N = 500 training samples). The models are tested on the independent test set BSNIP and the same 5-fold RLT CV has been used as in section 3.8. Even if 3D models have more parameters, they successfully capture the 3D brain anatomical structure by outperforming consistently their 2D counterpart. VGG11 is the only exception with lower performance in 3D, which can be due to its last 3 Fully-Connected layers that heavily increases the model size (≥ 50M in 3D). Best results for 2D and 3D CNN are reported in bold. BAcc=Balanced Accuracy, AUC=Area Under ROC Curve

We also compared the performance of a 2D approach by decomposing each MRI scan into chunks of 3 consecutive axial slices. These slices are given to a 2D CNN with 3 input channels and we employed the same 5-fold RLT CV strategy as described in section 3.8. We only used N = 500 training samples and we reported the results on BSNIP, making them directly comparable with table 3. The predictions are performed at the subject-level by taking the median of the individual slice
Figure 8. Convergence speed of the four main CNN architectures as we vary the number of training samples with i) VBM data (top) and ii) quasi-raw (bottom). The stopping criterion is defined through the variance of a rolling window on the validation loss. The convergence is reached when this loss remains stable for the next $k = 20$ epochs (see section 3.9 for more details).

Prediction and we reported the results in table 6.

Data Augmentation Strategies
All the detailed hyper-parameters used for the experiments with Data Augmentation along with their description can be found in table 7.

MC-Dropout
MC-Dropout has been introduced in $^{24,71}$ as a simple way to capture epistemic uncertainty by putting a Bernouilli prior $\mathcal{B}(p)$ on the model’s weight $w$ (the resulting network is referred to as a Bayesian Neural Network, see for instance $^{70}$). In practice, adding dropout inside a network is not new $^{85}$ but it was mainly applied as a regularization technique to limit over-fitting. In the Bayesian context, dropout is applied both at training time and test time. Specifically, a single feed-forward pass at test time corresponds to a sampling $\hat{w} \sim p(w)$ and to compute $f_{\hat{w}}(x)$ for a given input image $x$. Averaging these outputs for several $\hat{w} \sim p(w)$ gives an approximation of the posterior $p(y|x)$ in the classification case.

One main drawback of MC-Dropout is the tuning of the dropout hyper-parameter $p$ by grid-search. One way to avoid this computationally expensive grid-search is to learn this hyper-parameter automatically during training, a technique referred to as Concrete Dropout $^{74}$. We used this technique in this paper.

Calibration Metrics
Calibration for classification
Let’s assume that a DNN outputs a class prediction $y$ as well as a confidence estimate $\hat{p}$ (usually the maximum probability after softmax) for a given $x$. We want to evaluate this estimation of confidence through a "calibration curve". Intuitively, if a network outputs a class $y = 0$ with a confidence level $\hat{p} = 0.6$, then we would like that over 100 predictions of samples
| Application          | Transformation | Details                                                                                                                                    | Hyperparameters |
|----------------------|----------------|-------------------------------------------------------------------------------------------------------------------------------------------|-----------------|
| Computer Vision      | Flip           | The images are flipped randomly along the 3 directions (axial, sagittal, coronal).                                                        |                 |
|                      | Gaussian Blur  | A Gaussian filter is applied to input images with a full width at half maximum (FWHM) uniformly sampled in $[\alpha, \beta]$          | $\chi$          |
|                      | Gaussian Noise | A Gaussian noise is added with a variance $\sigma$ uniformly sampled in $[\alpha, \beta]$.                                               | $\sigma \in [0.1, 1]$ | $\sigma \in [0.1, 1]$ |
|                      | Random Crop (+Resize) | The images are cropped at a random location, reducing the input shape by $p\%$ in every direction, and resized linearly to match the input size. | Patch $p = 70\%$ |
|                      | Affine         | The images are randomly translated up to $k$ voxels in every direction and rotated up to $\alpha$ degrees.                               | $k = 10$ voxels, $\alpha = 5^\circ$ |
|                      | k-space Ghosting Artefact$^{67}$ | $n$ lines in the k-space are randomly distorted to mimic the errors that may happen during the k-space line inversion step in an echo-planar imaging acquisition. | $n = 10$ |
| Neuroimaging         | k-space Motion Artefact$^{66}$ | The image is successively randomly linearly transformed ($n_{sim} \times$, up to $\alpha^\circ$ rotation, $t$ voxels translation) to reproduce the head motion artefact observed during an acquisition. The 3D Fourier transforms of these images are then combined to form a single k-space, which is transformed back to the original space. | $n_{sim} = 3$, $\alpha = 40^\circ$, $t = 10$ voxels |
|                      | k-space Spike Artefact$^{67}$ | $n$ points with very high or low intensity are added randomly in the k-space reproducing the bad data points obtained with gradients applied at a very high duty cycle. It results in dark stripes in the original image. | $n = 10$ |
|                      | Bias-Field Artefact$^{68}$ | The voxel intensities are modulated by a polynomial function (order 3, coeff. magnitude $m$) whose coefficients are randomly sampled. It models the artefacts in the low-frequency range produced by the inhomogeneity of the static magnetic field inside the MRI scanner. | $m \in [-0.7, 0.7]$ |
|                      | Swap$^{69}$     | $n$ pairs of patches with shape $15 \times 15 \times 15$ are randomly swapped. Originally created as a self-supervision task to learn meaningful semantic features, the network is expected to use the context around each patch in order to find its original location and internally reconstruct the image. | $n = 20$ |

**Table 7.** Description of the data augmentation strategies considered in our experiments. The input image always correspond to the pre-processed MR image. All the k-space artefacts have been implemented in the Python library TorchIO$^{84}$. 

 belonging to class 0, 60 are correctly classified. More formally, we introduce a notion of accuracy for a given confidence level $p$ as $p(y = y|\hat{p} = p)$. A perfectly calibrated model should always verify:

$$\forall p \in [0, 1], \forall y \in [1..K], p(y = y|\hat{p} = p) = p$$

in a classification problem with $K$ classes. In practice, this accuracy has to be estimated for various confidence levels $p$ and given a class $k$. To do so, we discretize uniformly the predicted confidence levels $\hat{p} = (\hat{p}_i)$ into $L$ bins $l_i = \left[\frac{i-1}{L}, \frac{i}{L}\right)$ and compute the accuracy of the predictions over each bin $\hat{P} = \{i\frac{i-1}{L} \leq \hat{p}_i < i\frac{i}{L}\}$ by:

$$acc(\hat{P}) = \frac{1}{|\hat{P}|} \sum_{i \in \hat{P}} 1_{y_i = k}$$

The estimation of the confidence level associated to the bin $l$, independent from class $k$, is then:

$$conf(\hat{P}) = \frac{1}{|\hat{P}|} \sum_{i \in \hat{P}} \hat{p}_i$$
Figure 9. Performance of big and small networks (resp. DenseNet and tiny-DenseNet) as we increase the number of feed-forward passes \( T \) when \( N = 500 \) training samples. We integrated Concrete Dropout inside the CNN architecture to model the epistemic uncertainty. The dashed lines represent the baselines of the deterministic models (without Concrete Dropout).

In a perfectly calibrated model, we expect \( \forall l \in [1..L], \text{acc}(\hat{P}_l) = \text{conf}(\hat{P}_l) \). One visual way to check the model calibration is to plot the accuracy function of confidence, the ideal case being \( \text{acc} = \text{conf} \). A usual statistic derived from this calibration curve is called Expected Calibration Error (ECE) and it is defined as \(^{23}\):

\[
ECE = \frac{1}{N} \sum_{l=1}^{L} \frac{|\hat{P}_l|}{n} (\text{acc}(\hat{P}_l) - \text{conf}(\hat{P}_l))
\]

where \( n \) is the total number of samples. We systematically used this metric to measure calibration on sex prediction and Dx.

**Calibration for regression**

We can extend the ECE metric to the regression case, as detailed \(^{26}\). Briefly, assuming that the model outputs a mean \( \mu \) and variance \( \sigma^2 \) of a Gaussian distribution for a given \( x \), we can build a confidence interval \( CI(p) = [\mu - \Phi^{-1} \left( \frac{p+1}{2} \right) \sigma, \mu + \Phi^{-1} \left( \frac{p+1}{2} \right) \sigma] \) associated to a confidence level \( p \) (where \( \Phi \) is the Cumulative Distribution Function, CDF, of \( \mathcal{N}(0,1) \)). We can compute the proportion \( \hat{p} \) of true target points \( y \in \mathbb{R} \) that lie in \( CI(p) \), for all \( p \in [0,1] \). From this, similarly to ECE, we can deduce the Area Under the Calibration Error (AUCE) of \( |\hat{p} - p| \).

**Convergence curves at \( N = 500 \)**

We reported the convergence curves of all tested models on age regression and Dx figures 10 and 11 with \( N_{\text{train}} = 500 \). These plots motivate the stopping criterion used throughout our experiments and described section 3.9. In particular, we see a clear...
Figure 10. Training and validation losses for age prediction using only $N = 500$ training samples and VBM data. The losses correspond to the $\ell_1$ error between the true age and the predicted age at each epoch for all CNN.
Figure 11. ROC-AUC and Balanced Accuracy for $Dx$ with $N = 500$ training samples and VBM data.
plateau each time for every model without any evolution in performance given a long enough training.