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Abstract. Muramatu’s integral formula is a very useful tool for the study of Sobolev spaces, although this does not seem to be widely recognized. Most theorems in Sobolev spaces can be proved by this formula combined with basic inequalities in analysis, and it is possible to directly treat not only the whole space but also a special Lipschitz domain. In this paper, we present an introduction to $L_p$-based Sobolev spaces of integer order by making Muramatu’s integral formula play a central role, as Cauchy’s integral formula does in complex analysis. The topics we take up are approximation by smooth functions, the interpolation inequality, the Sobolev embedding theorems, the trace theorem, construction of an extension operator, complex interpolation of Sobolev spaces and real interpolation of Sobolev spaces.
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1. Introduction

There are many books that cover Sobolev spaces (see [1, 7, 17, 18, 30, 32, 40] for the books whose main themes are Sobolev spaces, and [6, 9, 10, 11, 13, 14, 16, 31, 33, 34] for the books which are related to partial differential equations), and the standard way seems to have been established. Nevertheless, we wish to propose another way of using Muramatu’s integral formula [22, Corollary 1, p341] to study Sobolev spaces, especially as an introductory course of $L_p$-based Sobolev spaces. We collect features of Muramatu’s integral formula.

• It is simple and easy to use.
• Most theorems can be proved by it with the help of basic inequalities such as Hölder’s inequality, Minkowski’s inequality for integrals, Young’s inequality and the lemma on boundedness of integral operators. This means that we can make Muramatu’s integral formula play a central role in the theory of Sobolev spaces, as Cauchy’s integral formula does in complex analysis.
• If you understand the proof of a theorem, then you can think of the proof of another theorem by yourself. This is in contrast with the standard way that requires different techniques to prove different theorems.
• It enables us to prove some theorems in one shot. In other words, we do not have to use induction on the regularity order of Sobolev spaces.
• It enables us to treat directly a special Lipschitz domain as if the domain were the whole space \( \mathbb{R}^d \). It works for \( L_p \)-based Sobolev spaces on a special Lipschitz domain as well as the Fourier transform does for \( L_2 \)-based Sobolev spaces on \( \mathbb{R}^d \) (see [12, 15, 33]).
• It works well also for Sobolev spaces of negative order.

In order to demonstrate how useful Muramatu’s integral formula is, we give here a short proof of the embedding theorem \( W^m_p(\mathbb{R}^d) \subset L_q(\mathbb{R}^d) \) for \( 1 \leq p < q < \infty \) and \( m - d/p > -d/q \) with a positive integer \( m \). Let \( f \in W^m_p(\mathbb{R}^d) \). Then Muramatu’s formula or its primitive form is given by

\[
f(x) = \int_0^1 \sum_{|\alpha|=m} \left[ \int_{\mathbb{R}^d} t^{-d}(\partial^\alpha K_\alpha) \left( \frac{x-y}{t} \right) f(y) \, dy \right] \frac{dt}{t} + \varphi \ast f(x)
\]

with suitable functions \( \varphi \in C^\infty_c(\mathbb{R}^d) \) and \( K_\alpha \in C^\infty_c(\mathbb{R}^d) \) for every multi-index \( \alpha \), where \( \varphi \ast f \) stands for the convolution of \( \varphi \) and \( f \). Noting

\[
(\partial^\alpha K_\alpha) \left( \frac{x-y}{t} \right) = t^{|\alpha|} \left( -\frac{\partial}{\partial y} \right)^\alpha \left\{ K_\alpha \left( \frac{x-y}{t} \right) \right\},
\]

and taking into account the definition of weak derivatives (or integrating by parts if \( f \in W^m_p(\mathbb{R}^d) \cap C^\infty(\mathbb{R}^d) \)), we can move \( \partial^\alpha \) from \( K_\alpha \) to \( f \) to get

\[
\int_{\mathbb{R}^d} t^{-d}(\partial^\alpha K_\alpha) \left( \frac{x-y}{t} \right) f(y) \, dy = \int_{\mathbb{R}^d} t^{m-d} K_\alpha \left( \frac{x-y}{t} \right) \partial^\alpha f(y) \, dy
\]

for \( |\alpha| = m \). Taking \( r \in (1, \infty) \) so that \( p^{-1} + r^{-1} = 1 + q^{-1} \), and using Young’s inequality, Minkowski’s inequality and the relations

\[
\left\| t^{-d} K_\alpha \left( \frac{\cdot}{t} \right) \right\|_{L_r} = t^{d(-1+r^{-1})} \| K_\alpha \|_{L_r} = t^{d(-p^{-1}+q^{-1})} \| K_\alpha \|_{L_r},
\]

we have

\[
\| f \|_{L_q} \leq \int_0^1 \sum_{|\alpha|=m} t^{m-d} \left\| K_\alpha \left( \frac{\cdot}{t} \right) \right\|_{L_r} \| \partial^\alpha f \|_{L_p} \frac{dt}{t} + \| \varphi \|_{L_r} \| f \|_{L_p}
\]

\[
= \sum_{|\alpha|=m} \| K_\alpha \|_{L_r} \| \partial^\alpha f \|_{L_p} \int_0^1 t^{m-d/p+d/q} \frac{dt}{t} + \| \varphi \|_{L_r} \| f \|_{L_p}
\]

\[
\leq C \| f \|_{W^m_p},
\]

where the last integral in \( t \) converges since \( m - d/p + d/q > 0 \) by assumption. Thus we have obtained \( f \in L_q(\mathbb{R}^d) \). The differentiability of \( f \) is translated into the integrability with respect to the measure \( t^{-1}dt \) of the function related to regularizations of \( f \). This is the essence of Muramatu’s method.
Muramatu [22] devised not only formula (1.1) but also the second integral formula [22, Theorem 1, p344], which is obtained by a repeated use of (1.1), and which is more complicated than (1.1). Combining the second formula with the Littlewood-Paley theory of $L_p$ boundedness of operators acting on Hilbert-space-valued functions, he investigated Sobolev spaces $W^\sigma_p(\Omega)$ as well as Besov spaces $B^\sigma_{pq}(\Omega)$ for all $\sigma \in \mathbb{R}$. As for Sobolev spaces, he showed that a function $f(x)$ belongs to $W^\sigma_p(\Omega)$ if and only if its regularization $u(t, x) = \int_{\mathbb{R}^d} t^{-d} K((x-y)/t)f(y) \, dy$ with a suitable $C^\infty$ function $K$ satisfies $t^{-\sigma} u(t, x) \in L_p(\Omega, L_2(I, t^{-1}dt))$ with $I = (0,1)$, and proved the theorems on Sobolev spaces by reducing the matters to the properties of $L_p(\Omega, L_2(I, t^{-1}dt))$.

In this paper, we give an introduction to Sobolev spaces $W^{m}_p(\Omega)$ with integer $m$ and $1 \leq p < \infty$ on a domain $\Omega$ of $\mathbb{R}^d$, making full use of Muramatu’s integral formula. Our viewpoint in this paper is different from that of Muramatu [22] who aimed at full generalities. We put emphasis on simplicity and try to make the presentation as accessible as possible. Since formula (1.1) is powerful enough for Sobolev spaces of integer order, we can prove the theorems without using the second integral formula and the characterization of Sobolev spaces by $L_p(\Omega, L_2(I, t^{-1}dt))$, which are required for Sobolev spaces of fractional order. The domain we treat in this paper is the whole space $\mathbb{R}^d$ or a special Lipschitz domain including the half space. As for the treatment of bounded Lipschitz domains we will make some remarks in Section 11.

This paper is organized as follows. In Section 2 we derive Muramatu’s integral formula and apply it to the interpolation inequality. Sections 3 and 4 are devoted to the Sobolev embedding theorems into another Sobolev space and the Hölder-Zygmund space, respectively. In Section 5 we prove the trace theorem for the half space after defining the Besov space which is a suitable function space for describing the boundary values. In Section 6 we present the convergence theorem which enables us to investigate Sobolev spaces further. The proof for $p = 2$ is given, and the proof for $p \neq 2$ is postponed to the Appendix. As an application we show the interpolation inequality concerning pure derivatives. In Section 7 we construct an extension operator from $W^{m}_p(\Omega)$ to $W^{m}_p(\mathbb{R}^d)$. Sections 8 and 9 are devoted to complex and real interpolations of Sobolev spaces, respectively. In Section 10 we define Sobolev spaces of negative order, and show that Muramatu’s formula also works well for the case of negative order. As an application we give a short proof of a lemma which leads to the regularity theorem for elliptic equations in divergence form. In Section 11 we give a survey of the related literature and comparisons with the methods presented there. In the Appendix we complete the proof of the convergence theorem.

The interdependence of the sections is indicated in Figure 1. This paper is self-contained except for the proof of Theorem 3.1 in a certain critical case.

2. Muramatu’s integral formula

Let $1 \leq p \leq \infty$ and $m \in \mathbb{N} = \{1, 2, 3, \ldots \}$. The Sobolev space $W^{m}_p(\Omega)$ on a domain $\Omega$ of $\mathbb{R}^d$ is the collection of functions $f \in L_p(\Omega)$ satisfying $\partial^\alpha f \in L_p(\Omega)$ for all
multi-indices $\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}_0^d$ with $|\alpha| \leq m$. Here $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$ and

$$\partial^\alpha = \partial_1^{\alpha_1} \cdots \partial_d^{\alpha_d}, \quad \partial_j = \partial_{x_j} \quad (j = 1, \ldots, d)$$

for $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$. The derivative $\partial^\alpha f$ should be interpreted as the weak derivative or in the distributional sense, so $\partial^\alpha f$ is observed via the identity

$$\int_{\Omega} \partial^\alpha f(x) \phi(x) \, dx = (-1)^{|\alpha|} \int_{\Omega} f(x) \partial^\alpha \phi(x) \, dx, \quad \text{for all } \phi \in C_0^\infty(\Omega).$$

We often write $f^{(\alpha)}$ for $\partial^\alpha f$. The Sobolev space $W^{m}_p(\Omega)$ is a Banach space, being equipped with the norm

$$\|f\|_{W^{m}_p(\Omega)} = \sum_{|\alpha| \leq m} \|\partial^\alpha f\|_{L^p(\Omega)}.$$ 

This fact follows by the completeness of $L^p(\Omega)$ and the following lemma.

**Lemma 2.1.** Let $1 \leq p \leq \infty$. Let $\{f_n\}_{n=1}^\infty$ be a sequence in $L^p(\Omega)$ such that for a fixed multi-index $\alpha$, the weak derivative $\partial^\alpha f_n$ belongs to $L^p(\Omega)$ and that $\partial^\alpha f_n$ converges in $L^p(\Omega)$. We denote by $f$ the limit of $f_n$ in $L^p(\Omega)$. Then $f$ has the weak derivative $\partial^\alpha f$ which belongs to $L^p(\Omega)$, and satisfies

$$\partial^\alpha f = \partial^\alpha \left( \lim_{n \to \infty} f_n \right) = \lim_{n \to \infty} \partial^\alpha f_n.$$ 

**Proof.** It follows that

$$\int_{\Omega} \partial^\alpha f_n(x) \phi(x) \, dx = (-1)^{|\alpha|} \int_{\Omega} f_n(x) \partial^\alpha \phi(x) \, dx, \quad \text{for all } \phi \in C_0^\infty(\Omega).$$

Writing $f_\alpha$ for the limit of $\partial^\alpha f_n$ in $L^p(\Omega)$, and letting $n \to \infty$, we get

$$\int_{\Omega} f_\alpha(x) \phi(x) \, dx = (-1)^{|\alpha|} \int_{\Omega} f(x) \partial^\alpha \phi(x) \, dx.$$ 

By the definition of weak derivatives we know that $\partial^\alpha f = f_\alpha \in L^p(\Omega)$. \qed

**Definition 2.2.** A domain $\Omega$ of $\mathbb{R}^d$ is said to be a special Lipschitz domain if there is a Lipschitz continuous function $\kappa : \mathbb{R}^{d-1} \to \mathbb{R}$ such that $\Omega$ is written as

$$\Omega = \{ x = (x', x_d) : x_d > \kappa(x') \}$$

after a suitable rotation. Here we mean by Lipschitz continuity that there exists $M > 0$ such that $|\kappa(x') - \kappa(y')| \leq M|x' - y'|$ for all $x', y' \in \mathbb{R}^{d-1}$. 

---

**Figure 1**

- **Figure 1** illustrates the relationships between different indices and their corresponding elements. The figure outlines the connections and interactions of variables within the discussed mathematical framework, particularly in the context of multi-indices and their derivatives.
Throughout this paper, if not specified, we assume that
\[ \Omega \text{ is the whole space } \mathbb{R}^d \text{ or a special Lipschitz domain.} \] (2.1)
Under assumption (2.1) there exists an (infinite) open cone \( \Gamma \) such that
\[ x + \Gamma \subset \Omega \text{ for all } x \in \Omega. \] (2.2)
Here an open cone is a subset of \( \mathbb{R}^d \) which is written in the form
\[ \{ x \in \mathbb{R}^d : x \cdot \nu / |x| > \cos \theta \} \]
with a unit vector \( \nu \in \mathbb{R}^d \) and an angle \( \theta \in (0, \pi/2) \).
Let us derive Muramatu’s integral formula, assuming \( 1 \leq p < \infty \). Let \( \Gamma \) be the cone satisfying (2.2), and set
\[ \Gamma_0 = \{ x \in \Gamma : |x| < 1 \}. \] (2.3)
Inclusion (2.2) implies \( x + t\Gamma_0 \subset \Omega \) for all \( x \in \Omega \) and \( t > 0 \). For a function \( K \) on \( \mathbb{R}^d \) and \( t > 0 \) we define the rescaling \( K_t \) by
\[ K_t(x) = t^{-d} K \left( \frac{x}{t} \right). \]
When we consider a function \( K_\alpha \), which depends on a multi-index \( \alpha \), we write its rescaling as \( (K_\alpha)_t \), i.e. \( (K_\alpha)_t(x) = t^{-d} K_\alpha(x/t) \).
Take a function \( \varphi \in C_0^\infty (\mathbb{R}^d) \) satisfying \( \int_{\mathbb{R}^d} \varphi(x) \, dx = 1, \supp \varphi \subset -\Gamma_0 \). (2.4)
For \( f \in L_p(\Omega) \) we consider the convolution of the rescaling \( \varphi_t \) and \( f \):
\[ \varphi_t \ast f(x) = \int_{\Omega} \varphi_t(x-y) f(y) \, dy = \int_{\Omega} t^{-d} \varphi \left( \frac{x-y}{t} \right) f(y) \, dy \] (2.5)
for \( x \in \Omega \). Clearly, \( \varphi_t \ast f(x) \in C^\infty ((0, \infty) \times \Omega) \) as a function of \( t \) and \( x \), and
\[ \partial_t^k \partial_x^\alpha \{ \varphi_t \ast f(x) \} = \int_{\Omega} \partial_t^k \partial_x^\alpha \{ \varphi_t(x-y) \} f(y) \, dy. \]
If we set
\[ K(x) = \sum_{j=1}^d \partial_j \{ x_j \varphi(x) \}, \] (2.6)
then
\[ \frac{\partial}{\partial t} \{ \varphi_t(x) \} = -t^{-1} K_t(x) \] (2.7)
holds, since both sides are equal to \( -t^{-d-1} \{ d \varphi(x/t) + \sum_{j=1}^d (x_j/t) \partial_j \varphi(x/t) \} \). Integrating \( \partial_t \{ \varphi_t \ast f(x) \} \) over the interval \( [\epsilon, \lambda] \) with \( 0 < \epsilon < \lambda \), we have
\[ \varphi_\epsilon \ast f(x) = \int_{\epsilon}^\lambda K_t \ast f(x) \frac{dt}{t} + \varphi_\lambda \ast f(x). \] (2.8)
Let \( E_0 f \) denote the extension of \( f \) to \( \mathbb{R}^d \) by zero, namely
\[ E_0 f(x) = f(x), \quad \text{for } x \in \Omega; \quad E_0 f(x) = 0, \quad \text{for } x \in \mathbb{R}^d \setminus \Omega. \] (2.9)
Then \( \varphi_\epsilon \ast f \) is considered as the restriction to \( \Omega \) of the function \( \varphi_\epsilon \ast E_0 f \) in \( \mathbb{R}^d \). By Young’s inequality
\[
\| \varphi_\epsilon \ast f \|_{L_p(\Omega)} \leq \| \varphi_\epsilon \ast E_0 f \|_{L_p(\mathbb{R}^d)} \leq \| \varphi \|_{L_1(\mathbb{R}^d)} \| f \|_{L_p(\Omega)}.
\]

Since \( \varphi_\epsilon \ast E_0 f \rightarrow E_0 f \) in \( L_p(\mathbb{R}^d) \) as \( \epsilon \rightarrow 0 \), we have
\[
\varphi_\epsilon \ast f \rightarrow f \quad \text{in} \ L_p(\Omega) \tag{2.10}
\]

Letting \( \epsilon \rightarrow 0 \) in (2.8), we get
\[
f = \int_0^\lambda K_t \ast f \, \frac{dt}{t} + \varphi_\lambda \ast f, \quad \text{for} \ f \in L_p(\Omega),
\tag{2.11}
\]

where the integral \( \int_0^\lambda \) should be interpreted as \( \lim_{\epsilon \rightarrow 0} \int_0^\lambda \) in the norm of \( L_p(\Omega) \).

It is essential that \( K \) in (2.11) consists of the derivatives of some functions, namely \( K = \sum_{j=1}^d \partial_j K_j \) with \( K_j(x) = x_j \varphi(x) \) by (2.6), and that the support of \( K_j \) is also contained in \( -\Gamma_0 \). The advantage of \( \text{supp} \ K_j \subset -\Gamma_0 \) is that if \( x \in \Omega \) then the function \( (K_j)_t(x - \cdot) \) is supported in \( x + t\Gamma_0 \subset \Omega \) and hence that we can handle distributional derivatives of \( f \) in \( \Omega \). Indeed, if \( f \in W^1_p(\Omega) \) then we have, for \( x \in \Omega \),
\[
(\partial_j K_j)_t \ast f(x) = -t \int_\Omega \partial_{y_j}((K_j)_t(x - y)) f(y) \, dy = t(K_j)_t \ast \partial_j f(x). \tag{2.12}
\]

This combined with (2.11) yields
\[
f = \int_0^\lambda \sum_{j=1}^d t(K_j)_t \ast \partial_j f \, \frac{dt}{t} + \varphi_\lambda \ast f, \quad \text{for} \ f \in W^1_p(\Omega).
\]

Thus by moving the derivatives from \( K \) to \( f \) we have succeeded in producing a factor \( t \) in the integrand. If we could move the derivatives \( k \) times from \( K \) to \( f \), then we could produce a factor \( t^k \), which makes the integrand more integrable in \( t \).

Muramatu’s ingenuity lies in his construction of \( \varphi \) which enables us to express \( K \) as the sum of higher-order derivatives of some functions.

For \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) and a multi-index \( \alpha = (\alpha_1, \ldots, \alpha_d) \) we use the symbol
\[
x^\alpha = x_1^{\alpha_1} \cdots x_d^{\alpha_d}.
\]

**Lemma 2.3.** Let \( N \in \mathbb{N} \), and \( \omega \in C^\infty(\mathbb{R}^d) \). If we set
\[
\varphi(x) = \sum_{|\alpha| < N} \frac{1}{\alpha!} \partial^\alpha(x^\alpha \omega(x)), \quad K(x) = \sum_{|\alpha| = N} \frac{N}{\alpha!} \partial^\alpha(x^\alpha \omega(x)), \tag{2.13}
\]

then (2.7) holds for \( x \in \mathbb{R}^d \) and \( t > 0 \).

**Proof.** By the calculation that derived (2.7) from (2.6) it suffices to show that relation (2.6) holds if \( \varphi \) and \( K \) are defined by (2.13). Let \( e_j \) be the multi-index of length 1 whose \( j \)th component is 1. Using
\[
\partial^\alpha(x^\alpha + e_j \omega(x)) = x_j \partial^\alpha(x^\alpha \omega(x)) + \alpha_j \partial^{\alpha-e_j}(x^\alpha \omega(x)),
\]

which follows by the Leibniz formula, we have

\[
\sum_{j=1}^{d} \partial_j (x_j \varphi(x)) = \sum_{j=1}^{d} \sum_{|\alpha|<N} \frac{1}{\alpha!} \partial_j \{x_j \partial^\alpha (x^\omega \varphi(x))\} = \sum_{j=1}^{d} \sum_{|\alpha|<N} \left\{ \frac{\alpha_j + 1}{(\alpha + e_j)!} \partial^{\alpha+e_j} (x^{\alpha+e_j} \varphi(x)) - \frac{\alpha_j}{\alpha!} \partial^\alpha (x^\omega \varphi(x)) \right\}.
\]

Let $|\beta| > 0$ with $\beta = (\beta_1, \ldots, \beta_d)$. If $\beta_j \geq 1$ then there is a unique multi-index $\alpha^j = (\alpha^j_1, \ldots, \alpha^j_d)$ satisfying $\beta = \alpha^j + e_j$. So $|\beta| = \sum_{j: \beta_j \geq 1} \beta_j = \sum_{j: \beta_j \geq 1} (\alpha^j + 1)$. Therefore,

\[
\sum_{j=1}^{d} \partial_j (x_j \varphi(x)) = \sum_{0<|\beta|\leq N} \frac{|\beta|}{\beta!} \partial^\beta (x^{\beta} \varphi(x)) - \sum_{|\alpha|<N} \frac{|\alpha|}{\alpha!} \partial^\alpha (x^\omega \varphi(x)),
\]

which gives (2.6).

**Definition 2.4.** For $N \in \mathbb{N}_0$ we denote by $K_N^\Gamma$ the set of functions $K$ written in the form

\[
K = \sum_{|\alpha| = N} \partial^\alpha K_\alpha
\]

with some $K_\alpha \in C^\infty(\mathbb{R}^d)$ supported in $-\Gamma_0$. (Recall that $\Gamma_0$ is defined from $\Gamma$ by (2.3).) In particular, $K_0^\Gamma$ is the set of $C^\infty$ functions supported in $-\Gamma_0$.

**Theorem 2.5 (Muramatu’s integral formula).** Let $1 \leq p < \infty$, $m \in \mathbb{N}_0$, $N \in \mathbb{N}$ and $\lambda > 0$. Then there exist a function $\varphi \in K_1^\Gamma$ satisfying $\int_\Omega \varphi(x) \, dx = 1$, and functions $K_\beta \in K_N^\Gamma$ with multi-indices $\beta$ satisfying $|\beta| = m$ such that every $f \in W^m_p(\Omega)$ is written as

\[
f = \int_0^\lambda \sum_{|\beta| = m} t^m (K_\beta)_t * \partial^\beta f \frac{dt}{t} + \varphi_\lambda * f, \tag{2.14}
\]

where the integral $\int_0^\lambda$ should be interpreted as the limit of $\int_\epsilon^\lambda$ as $\epsilon \to 0$ in the norm of $L_p(\Omega)$. More generally,

\[
\partial^\alpha f = \int_0^\lambda \sum_{|\beta| = m} t^{m-|\alpha|} (K_\beta^{(\alpha)})_t * \partial^\beta f \frac{dt}{t} + \lambda^{-|\alpha|} (\varphi^{(\alpha)})_\lambda * f \tag{2.15}
\]

for $|\alpha| \leq m$.

**Remark 2.6.** Expression (2.15) implies that we may interchange the order of integration and differentiation, when applying $\partial^\alpha$ to (2.14). We will discuss the problem of differentiation under integral sign in the other situations in Proposition 2.9 and Corollary 6.2. At this stage we may not interchange the order of integration and summation in Muramatu’s formula, since it has not been guaranteed that the integral of each term in the sum converges in $L_p(\Omega)$. Proposition 2.9 and Theorem 6.1 will give criteria for the $L_p$ convergence of the integral.
Proof. Take $\omega \in \mathcal{K}_1^0$ satisfying $\int_{\mathbb{R}^d} \omega(x) \, dx = 1$, and define $\varphi$ and $K$ as in Lemma 2.3 with $N$ replaced by $N + m$. Then we find that (2.11) is valid, since $\int_{\mathbb{R}^d} \varphi(x) \, dx = 1$ by integration by parts. Applying (2.11) to $f^{(\alpha)} \in L_p(\Omega)$ with $|\alpha| \leq m$, we get

$$f^{(\alpha)} = \int_0^\lambda K_t \ast f^{(\alpha)} \, \frac{dt}{t} + \varphi_t \ast f^{(\alpha)}.$$  

In view of (2.13) with $N$ replaced by $N + m$ we know that $K$ is written as $K = \sum_{|\beta| = m} K^{(\beta)}_\beta$ with some $K^{(\beta)}_\beta \in \mathcal{K}^N_1$, and hence

$$f^{(\alpha)} = \int_0^\lambda \sum_{|\beta| = m} (K^{(\beta)}_\beta)_t \ast f^{(\alpha)} \, \frac{dt}{t} + \varphi_t \ast f^{(\alpha)}.$$  

We note that in general

$$\psi \ast f^{(\alpha)} = (\partial^\alpha \psi) \ast f$$  

holds for $\psi \in \mathcal{K}^0_1$. In fact, by the definition of distributional derivatives we have

$$\psi \ast f^{(\alpha)}(x) = \int_\Omega \psi(x - y) f^{(\alpha)}(y) \, dy = \int_\Omega \{(-\partial_y)^\alpha \psi(x - y)\} f(y) \, dy$$

$$= \int_\Omega \{\partial_x^\alpha \psi(x - y)\} f(y) \, dy.$$  

Using (2.16), we have $\varphi_t \ast f^{(\alpha)} = \lambda^{-|\alpha|}(\varphi^{(\alpha)})_\lambda \ast f$ and

$$(K^{(\beta)}_\beta)_t \ast f^{(\alpha)} = t^{-|\alpha|}(K^{(\alpha + \beta)}_\beta)_t \ast f = t^{\beta - |\alpha|}(K^{(\alpha)}_\beta)_t \ast f^{(\beta)}.$$  

Therefore we get (2.15) with $K^{(\alpha)}_\beta \in \mathcal{K}^{N + |\alpha|}_1 \subset \mathcal{K}^N_1$.  

As an application of Muramatu’s integral formula we show the interpolation inequality. We use the symbol

$$\|\nabla^m f\|_{L_p(\Omega)} = \sum_{|\alpha| = m} \|\partial^\alpha f\|_{L_p(\Omega)}.$$  

**Theorem 2.7 (Interpolation inequality).** Let $1 \leq p < \infty$, $m \in \mathbb{N}$, $k \in \mathbb{N}$ and $1 \leq k < m$. Then there exists $C = C(m, p, d, \Omega) > 0$ such that the inequalities

$$\|\nabla^k f\|_{L_p(\Omega)} \leq C\left(\|f\|_{L_p(\Omega)} + \|\nabla^m f\|_{L_p(\Omega)}\right),$$  

$$\|\nabla^k f\|_{L_p(\Omega)} \leq C\|f\|_{L_p(\Omega)}^{1-k/m} \|\nabla^m f\|_{L_p(\Omega)}^{k/m}$$  

hold for $f \in W^m_p(\Omega)$.  

Proof. We use Muramatu’s formula (2.15) for $f^{(\alpha)} \in L_p(\Omega)$ with $|\alpha| = k$. Minkowski’s inequality and Young’s inequality give

$$\|f^{(\alpha)}\|_{L_p} \leq \int_0^\lambda \sum_{|\beta| = m} t^{m-k} \|K^{(\alpha)}_\beta\|_{L_1} \|f^{(\beta)}\|_{L_p} \, \frac{dt}{t} + \lambda^{-k}\|\varphi^{(\alpha)}\|_{L_1} \|f\|_{L_p},$$  

and thereby

$$\|f^{(\alpha)}\|_{L_p} \leq C\left(\lambda^{m-k}\|\nabla^m f\|_{L_p} + \lambda^{-k}\|f\|_{L_p}\right).$$  

(2.19)
We get (2.17) by setting $\lambda = 1$. Inequality (2.18) follows by setting $\lambda = (\|f\|_{L_p}/\|\nabla^m f\|_{L_p})^{1/m}$ so that $\lambda^{m-k}\|\nabla^m f\|_{L_p} = \lambda^{-k}\|f\|_{L_p}$ if $\|\nabla^m f\|_{L_p} \neq 0$. When $\|\nabla^m f\|_{L_p} = 0$, letting $\lambda \to \infty$ in (2.19) yields $f^{(\alpha)} = 0$, so (2.18) follows. □

**Remark 2.8.** If $\Omega$ satisfies $\Omega = \lambda \Omega$ for all $\lambda > 0$, then inequality (2.19) follows from

$$\|f^{(\alpha)}\|_{L^p(\Omega)} \leq C(\|f\|_{L^p(\Omega)} + \|\nabla^m f\|_{L^p(\Omega)}).$$

(2.20)

by the scaling method. Indeed, we get (2.19) from (2.20) by replacing $f$ with $f(\lambda \cdot)$, the function $x \mapsto f(\lambda x)$, and using $\partial^\alpha \{f(\lambda \cdot)\} = \lambda^{|\alpha|} f^{(\alpha)}(\lambda \cdot)$ and $\|f(\lambda \cdot)\|_{L^p} = \lambda^{-d/p}\|f\|_{L^p}$. One advantage of Muramatu’s formula is that we can directly obtain (2.19) without passing through (2.20), and that there is no need to assume that $\Omega$ satisfies $\Omega = \lambda \Omega$ for all $\lambda > 0$.

It is possible to relax the assumption in the interpolation inequality. To this end, we prepare a lemma on convergence in a simple case.

**Proposition 2.9.** Let $1 \leq p \leq \infty$, $0 < \epsilon < \lambda$. Suppose that a function $u(t,x)$ is in $C^\infty((0,\infty) \times \Omega)$, and that $\int_0^\lambda \|u(t,\cdot)\|_{L^p(\Omega)} dt < \infty$.

(i) The integral $\int_\epsilon^\lambda u(t,x) dt$, which is a function of $x$, converges in $L^p(\Omega)$ as $\epsilon \to 0$.

If we write $\int_0^\lambda u(t,\cdot) dt$ for the limit, we have

$$\left\| \int_0^\lambda u(t,\cdot) dt \right\|_{L^p(\Omega)} \leq \int_0^\lambda \|u(t,\cdot)\|_{L^p(\Omega)} dt.$$  

In particular, if $p = \infty$, then $\int_0^\lambda u(t,\cdot) dt \in C(\Omega)$.

(ii) In addition to the above assumption, suppose that

$$\int_0^\lambda \|\partial^\alpha u(t,\cdot)\|_{L^p(\Omega)} dt < \infty$$

for a multi-index $\alpha$ with $|\alpha| > 0$, where $\partial^\alpha u(t,x)$ stands for $(\partial/\partial x)^\alpha u(t,x)$. Then both of $\partial^\alpha \int_0^\lambda u(t,\cdot) dt$ and $\int_0^\lambda \partial^\alpha u(t,\cdot) dt$ belong to $L^p(\Omega)$, and they are equal:

$$\partial^\alpha \int_0^\lambda u(t,\cdot) dt = \int_0^\lambda \partial^\alpha u(t,\cdot) dt.$$  

**Proof.** The first half of (i) follows from Minkowski’s inequality and the completeness of $L^p(\Omega)$. The assertion for $p = \infty$ follows from the fact that convergence in the $L^\infty$ norm implies uniform convergence. We get (ii) by (i) and Lemma 2.1, noting that $\partial^\alpha \int_\epsilon^\lambda u(t,\cdot) dt = \int_\epsilon^\lambda \partial^\alpha u(t,\cdot) dt$ for $0 < \epsilon < \lambda$. □

**Corollary 2.10.** Let $1 \leq p < \infty$ and $m \in \mathbb{N}$. Suppose that $f \in L^p(\Omega)$ and $\partial^\alpha f \in L^p(\Omega)$ for all $\alpha$ with $|\alpha| = m$. Then $f \in W^m_p(\Omega)$, and interpolation inequalities (2.17), (2.18) hold.
**Proof.** From the proof of Theorem 2.5, we see that (2.14) and (2.15) with $|\alpha| = m$ are valid. In order to show that (2.15) is also valid for $0 < |\alpha| < m$, we use (2.14). Observing
\[ \int_{0}^{\lambda} \left\| \partial^\alpha \left\{ t^{m}(K_\beta)_t \ast f^{(\beta)} \right\} \right\|_{L_p} \frac{dt}{t} = \int_{0}^{\lambda} t^{m-|\alpha|-1} \left\| (K_\beta^{(\alpha)})_t \ast f^{(\beta)} \right\|_{L_p} dt \]
\[ \leq \| K_\beta^{(\alpha)} \|_{L_1} \| f^{(\beta)} \|_{L_p} \int_{0}^{\lambda} t^{m-|\alpha|-1} dt < \infty \]
for $|\alpha| < m$, and using Proposition 2.9, we get (2.15) for $|\alpha| < m$ by applying $\partial^\alpha$ to (2.14). Now that (2.15) holds for all $\alpha$ with $|\alpha| \leq m$, the proof of Theorem 2.7 works as it is. \hfill $\Box$

We conclude this section with the theorem on approximation by $C^\infty$ functions.

**Theorem 2.11.** Let $1 \leq p < \infty$ and $m \in \mathbb{N}$. Then $W^m_p(\Omega) \cap C^\infty(\mathbb{R}^d)$ is dense in $W^m_p(\Omega)$. In other words, there exists a sequence $f_n \in W^m_p(\Omega) \cap C^\infty(\mathbb{R}^d)$ such that
\[ f_n \to f, \quad \text{in } W^m_p(\Omega) \text{ as } n \to \infty. \]

**Proof.** Take $\varphi \in C^\infty_0(\mathbb{R}^d)$ satisfying (2.4), and consider the convolution $\varphi_t \ast f$ defined by (2.5). Let $E_0$ be the zero-extension defined by (2.9). Then $\varphi_t \ast f$ is the restriction of $\varphi_t \ast E_0 f \in C^\infty(\mathbb{R}^d)$ to $\Omega$. By definition of weak derivatives we have
\[ \partial^\alpha (\varphi_t \ast f)(x) = (\partial^\alpha \varphi_t) \ast f(x) = \varphi_t \ast f^{(\alpha)}(x), \quad \text{for } x \in \Omega, |\alpha| \leq m. \]
Since $f^{(\alpha)} \in L_p(\Omega)$ for $|\alpha| \leq m$, we get $\partial^\alpha (\varphi_t \ast f) \to f^{(\alpha)}$ in $L_p(\Omega)$ as $t \to 0$ by (2.10). Therefore $\varphi_t \ast f \to f$ in $W^m_p(\Omega)$. Thus we obtain the theorem. \hfill $\Box$

### 3. Embeddings into other Sobolev spaces

In this section we consider the embeddings such as $W^m_p(\Omega) \subset W^m_q(\Omega)$ with the Sobolev inequality
\[ \| f \|_{W^m_q(\Omega)} \leq C \| f \|_{W^m_p(\Omega)}, \quad \text{for } f \in W^m_p(\Omega). \]
(3.1) We shall show by the scaling method that the conditions
\[ m - \frac{d}{p} \geq n - \frac{d}{q}, \quad p \leq q \]
(3.2) are required for inequality (3.1) to hold, assuming for a moment that $\Omega$ satisfies $\Omega = \lambda \Omega$ for all $\lambda > 0$. Applying (3.1) to $f(\lambda \cdot)$, the function $x \mapsto f(\lambda x)$, instead of $f$ yields
\[ \sum_{|\beta| \leq n} \lambda^{|\beta| - d/q} \| \partial^\beta f \|_{L_q(\Omega)} \leq C \sum_{|\alpha| \leq m} \lambda^{|\alpha| - d/p} \| \partial^\alpha f \|_{L_p(\Omega)}. \]

Compare the leading terms on the left and right sides as $\lambda \to \infty$. Since they are $\| \nabla^n f \|_{L_q} \lambda^{n-d/q}$ and $C \| \nabla^m f \|_{L_p} \lambda^{m-d/p}$, respectively, we must have $m - d/p \geq n - d/q$. Since the leading terms as $\lambda \to 0$ on the left and right sides are $\| f \|_{L_q} \lambda^{-d/q}$ and $C \| f \|_{L_p} \lambda^{-d/p}$, respectively, we must have $-d/q \geq -d/p$, i.e. $p \leq q$. Thus we
know that (3.2) is necessary for (3.1). Following Runst and Sickel [26], we call the quantity

\[ m - \frac{d}{p}, \]

which is the exponent appearing in the leading term of \( \| f(\lambda \cdot) \|_{W^m_p} \) as \( \lambda \to \infty \), the differential dimension of \( W^m_p(\Omega) \). Generally, when a function space \( X \) is continuously embedded into another function space \( Y \), the differential dimension of \( X \) is equal to or greater than that of \( Y \).

**Theorem 3.1.** Let \( 1 \leq p < q < \infty \), \( m \in \mathbb{N} \), \( n \in \mathbb{N}_0 \) and \( m - d/p \geq n - d/q \). Then

\[ W^m_p(\Omega) \subset W^n_q(\Omega), \tag{3.3} \]

and the inequality

\[ \| f \|_{W^n_q(\Omega)} \leq C \| f \|_{W^m_p(\Omega)}, \quad \text{for } f \in W^m_p(\Omega) \tag{3.4} \]

holds with \( C = C(m, n, p, q, d, \Omega) \). Furthermore,

\[ \| \nabla^k f \|_{L^q(\Omega)} \leq C \| f \|_{L^p(\Omega)} \| t^{1-k-d(p-1)q} \| K^m_{\beta} L^p(\Omega) \| K^m_{\beta} L^p(\Omega) \| f \|_{L^p(\Omega)}, \quad \text{for } 0 \leq k \leq n. \tag{3.5} \]

In particular, if \( m - d/p = n - d/q \), then

\[ \| \nabla^n f \|_{L^q(\Omega)} \leq C \| \nabla^m f \|_{L^p(\Omega)}. \]

**Proof.** First of all we note that \( m > n \), since \( m - n \geq d(p^{-1} - q^{-1}) > 0 \). We define \( r \in (1, \infty) \) so that \( p^{-1} + r^{-1} = q^{-1} + 1 \).

Case 1: \( m - d/p > n - d/q \). Let \( \alpha \in \mathbb{N}_0^d \) and \( k \in \mathbb{N}_0^d \) satisfy \( |\alpha| = k \leq n \). We use Muramatu’s formula (2.15) for \( W^m_p(\Omega) \), and apply Proposition 2.9 for \( L^q(\Omega) \). Minkowski’s inequality and Young’s inequality with \( \| (K^m_{\beta})_{\tau} \|_{L^r(\Omega)} = t^{-d(1-1/r)} \| K^m_{\beta} \|_{L^r} \) give

\[
\| f^{(\alpha)} \|_{L^q(\Omega)} \leq \int_0^\lambda t^{m-k-d(1/p-1/q)} \sum_{|\beta|=m} \| K^m_{\beta} \|_{L^r} \| f^{(\beta)} \|_{L^p(\Omega)} \frac{dt}{t} \\
+ \lambda^{-k-d(1/p-1/q)} \| \varphi^{(\alpha)} \|_{L^r(\Omega)} \| f \|_{L^p(\Omega)} \\
\leq C \left( \lambda^{m-k-(d/p-d/q)} \| \nabla^m f \|_{L^p(\Omega)} + \lambda^{-k-(d/p-d/q)} \| f \|_{L^p(\Omega)} \right)
\]

for \( \lambda > 0 \), where we used \( m - d/p > k - d/q \). Setting \( \lambda = 1 \), we get (3.3) and (3.4). Inequality (3.5) follows by choosing \( \lambda \) so that \( \lambda^m \| \nabla^m f \|_{L^p} = \| f \|_{L^p} \) if \( \| \nabla^m f \|_{L^p} \neq 0 \). When \( \| \nabla^m f \|_{L^p} = 0 \), letting \( \lambda \to \infty \) yields \( f^{(\alpha)} = 0 \), so (3.5) follows.

Case 2: \( p > 1 \) and \( m - d/p = n - d/q \). If \( |\alpha| < n \), then we can evaluate \( f^{(\alpha)} \) in the same way as in Case 1. So we need to evaluate \( f^{(\alpha)} \) only for \( |\alpha| = n \). In Muramatu’s formula (2.15) we observe that \( \| \lambda^{-|\alpha|} \varphi^{(\alpha)} \lambda \* f \|_{L^\infty} \leq \lambda^{-n-d/p} \| \varphi^{(\alpha)} \|_{L^p(\Omega)} \| f \|_{L^p(\Omega)} \to 0 \)

as \( \lambda \to \infty \), where \( 1/p + 1/p' = 1 \), and note that the integral \( \int_0^\lambda \) is the limit of \( \int_\epsilon^\lambda \) in
\[ f^{(\alpha)}(x) = \lim_{j \to \infty} \int_{\epsilon_j}^{\epsilon_{j+1}} t^{m-n} \sum_{|\beta|=m} (K_\beta^{(\alpha)\beta})_t f^{(\beta)}(x) \frac{dt}{t}, \quad \text{for a.e. } x \in \Omega, \]

which gives

\[ |f^{(\alpha)}(x)| \leq C \int_0^\infty \frac{dt}{t} \int_\Omega t^{m-n-d} \chi \left( \frac{|x-y|}{t} \right) g(y) \, dy, \quad \text{for a.e. } x \in \Omega, \]

where \( g(x) = \sum_{|\beta|=m} |f^{(\beta)}(x)|, \) and \( \chi \) is the characteristic function of the interval \([0,1]\). Since \( m-n-d = d(p-1 - q^{-1} - 1) = -d/r < 0 \) and \( \int_0^\infty t^{m-n-d} \chi(|x-y|/t) t^{-1} dt = (r/d)|x-y|^{-d/r} \), Fubini’s theorem gives

\[ |f^{(\alpha)}(x)| \leq C \int_\Omega |x-y|^{-d/r} g(y) \, dy, \quad \text{for a.e. } x \in \Omega. \]

By the Hardy-Littlewood-Sobolev inequality, which is a special case of [12, Theorem 6.36], we obtain \( \|f^{(\alpha)}\|_{L_p} \leq C\|g\|_{L_p} \leq C\|\nabla^m f\|_{L_p}. \)

Case 3: \( p = 1 \) and \( m-d/p = n-d/q \). This case is outside the scope of Muramatu’s formula. We may assume \( \Omega = \mathbb{R}^d \) with the help of the extension operator given in Theorem 5' of [30, Chapter VI]. We refer to [9, Chapter 5], [30, Chapter V], [34, Chapter 13] for the proof of the case \( p = m = 1 \), which implies \( q = d/(d-1) \), \( n=0 \) and \( d \geq 2. \)

Let \( p = 1 \) and \( m \geq 2 \), which imply \( m-d = n-d/q \) and hence \( d \geq 2 \), since if \( d = 1 \) were valid, then \( m-n = 1 - 1/q \) would not be an integer, a contradiction. Let \( f \in W^m_1(\mathbb{R}^d) \) and set \( s = d/(d-1) \). Since \( \partial^\alpha f \in W^s_1(\mathbb{R}^d) \) for \( |\alpha| \leq m-1 \), it follows from the result for \( p = m = 1 \) that \( \|\partial^\alpha f\|_{L_s} \leq C\|\nabla(\partial^\alpha f)\|_{L_1} \) for \( |\alpha| \leq m-1 \), and thereby \( f \in W^{m-1}_s(\mathbb{R}^d) \) with \( \|f\|_{W^{m-1}_s} \leq C\|f\|_{W^m_1} \). If \( q = s \), then this is the desired result. If \( q > s \), then we have \( m-1-d/s = n-d/q \), \( m-1 > n \), and it follows from the result in Case 2 that \( W^{m-1}_s \subset W_q^n(\mathbb{R}^d) \) with \( \|f\|_{W^n_q} \leq C\|f\|_{W^{m-1}_s} \), which gives the desired result. Thus we complete the proof for \( p = 1 \) and \( m \geq 2. \)

\[ \square \]

It is a good exercise to prove Nash’s inequality by Muramatu’s formula. Indeed, we can prove it in the same spirit as in the proof of Theorem 3.1 for the case \( m-d/p > n-d/q. \)

**Theorem 3.2 (Nash’s inequality).** Let \( f \in L_1(\mathbb{R}^d) \cap W^1_2(\mathbb{R}^d) \). Then \( f \in L_2(\mathbb{R}^d) \) and

\[ \|f\|_{L_2(\mathbb{R}^d)} \leq C(d)\|f\|_{L_1(\mathbb{R}^d)}^{2/(d+2)} \|\nabla f\|_{L_2(\mathbb{R}^d)}^{d/(d+2)}. \]

**4. Embeddings into Hölder-Zygmund spaces**

When the differential dimension \( m-d/p \) is large enough, the functions in \( W^{m}_p(\Omega) \) are differentiable in the classical sense. To describe the statement precisely we introduce the Hölder-Zygmund space.
**Definition 4.1 (Hölder-Zygmund space).** For $k \in \mathbb{N}_0$ set
\[
|f|_{k, \Omega} = \sum_{|\alpha|=k} \sup_{x \in \Omega} |\partial^\alpha f(x)|.
\]

For $h \in \mathbb{R}^d$ let
\[
\Omega_{1,h} = \{x \in \Omega : x + h \in \Omega\}, \quad \Omega_{2,h} = \{x \in \Omega : x + h \in \Omega, x + 2h \in \Omega\}. \tag{4.1}
\]
The difference operators $\Delta_h$ and $\Delta_h^2$ are defined by
\[
\Delta_h f(x) = f(x + h) - f(x), \quad \text{for } x \in \Omega_{1,h},
\]
\[
\Delta_h^2 f(x) = \Delta_h(\Delta_h f)(x) = f(x + 2h) - 2f(x + h) + f(x), \quad \text{for } x \in \Omega_{2,h}.
\]
We define the seminorm $[f]_{\tau, \Omega}$ for $0 < \tau \leq 1$ by
\[
[f]_{\tau, \Omega} = \sup_{h \neq 0} \frac{|\Delta_h f|_{0, \Omega_{1,h}}}{|h|^\tau}, \quad \text{if } 0 < \tau < 1;
\]
\[
[f]_{1, \Omega} = \sup_{h \neq 0} \frac{|\Delta_h^2 f|_{0, \Omega_{2,h}}}{|h|},
\]
where $|\Delta_h f|_{0, \Omega_{1,h}}$ should be interpreted as 0 if $\Omega_{1,h}$ is empty; similarly for $|\Delta_h^2 f|_{0, \Omega_{2,h}}$.

Let $\sigma > 0$ and define $[\sigma]_-$ and $\{\sigma\}_+$ so that
\[
\sigma = [\sigma]_- + \{\sigma\}_+, \quad [\sigma]_- \in \mathbb{N}_0, \quad 0 < \{\sigma\}_+ \leq 1. \tag{4.2}
\]

Then the Hölder-Zygmund space $C^\sigma(\Omega)$ is the collection of all functions $f$ which are $[\sigma]_-$ times continuously differentiable and satisfy
\[
\|f\|_{C^\sigma(\Omega)} := \sum_{|\alpha| \leq [\sigma]_-} |\partial^\alpha f|_{0, \Omega} + \sum_{|\alpha| = [\sigma]_-} [\partial^\alpha f]|_{\{\sigma\}_+, \Omega} < \infty.
\]

We equip $C^\sigma(\Omega)$ with the norm $\| \cdot \|_{C^\sigma(\Omega)}$.

The Hölder-Zygmund space $C^\sigma(\Omega)$ is a Banach space.

We shall find necessary conditions for $m \in \mathbb{N}$, $1 \leq p < \infty$ and $\sigma > 0$ that guarantee the embedding $W^m_p(\Omega) \subset C^\sigma(\Omega)$ with the inequality
\[
\|f\|_{C^\sigma(\Omega)} \leq C\|f\|_{W^m_p(\Omega)}, \tag{4.3}
\]
assuming for a moment that $\Omega$ satisfies $\Omega = \lambda \Omega$ for all $\lambda > 0$. Applying (4.3) to $f(\lambda \cdot)$, the function $x \mapsto f(\lambda x)$, instead of $f$ yields
\[
\sum_{|\alpha| \leq [\sigma]_-} \lambda^{|\alpha|} |\partial^\alpha f|_{0, \Omega} + \lambda^\sigma [f]|_{\sigma, \Omega} \leq C \sum_{|\alpha| \leq m} \lambda^{|\alpha| - d/p} \|\partial^\alpha f\|_{L_p(\Omega)}
\]
with $[f]|_{\sigma, \Omega} = \sum_{|\alpha| = [\sigma]_-} [\partial^\alpha f]|_{\{\sigma\}_+, \Omega}$. Since the leading terms as $\lambda \to \infty$ on the left and right sides are $[f]|_{\sigma, \Omega} \lambda^\sigma$ and $\|\nabla^m f\|_{L_p} \lambda^{m - d/p}$, respectively, we must have
\[
\sigma \leq m - d/p.
\]
So this inequality is a necessary condition for (4.3). In view of the above argument it is reasonable to call $\sigma$, which is the exponent appearing in the leading term of $\|f(\lambda \cdot)\|_{C^\sigma(\Omega)}$, the differential dimension of the Hölder-Zygmund space $C^\sigma(\Omega)$. 

**Theorem 4.2.** Let $1 \leq p < \infty$, $m \in \mathbb{N}$, $m - d/p > 0$, and set $\sigma = m - d/p$. Then

\[ W_p^m(\Omega) \subset C^\sigma(\Omega), \]

and the inequality

\[ \|f\|_{C^\sigma(\Omega)} \leq C \|f\|_{W_p^m(\Omega)}, \quad \text{for } f \in W_p^m(\Omega) \]

(4.4) holds with $C = C(m, p, d, \Omega)$. Furthermore,

\[ |\partial^\alpha f|_{0, \Omega} \leq C \|f\|_{L_p(\Omega)} \frac{1}{m} \frac{d}{mp} \|\nabla^m f\|_{L_p(\Omega)}, \quad \text{for } 0 \leq |\alpha| \leq |\sigma|_-, \]

(4.5) and

\[ |\partial^\alpha f|_{\{\sigma\}_+, \Omega} \leq C \|\nabla^m f\|_{L_p(\Omega)}, \quad \text{for } |\alpha| = |\sigma|_- \].

(4.6)

**Proof.** Step 1. Let $0 \leq |\alpha| \leq |\sigma|_-$. We use Muramatu’s formula (2.15). Then H"older’s inequality with $1/p + 1/p' = 1$ gives

\[
|f^{(\alpha)}(x)| \leq \int_0^\lambda \sum_{|\beta| = m} t^{m-|\alpha| - d/p} \|K^{(\alpha)}_{\beta}\|_{L_p'} \|f^{(\beta)}\|_{L_p} \frac{dt}{t} \\
+ \lambda^{-|\alpha| - d/p} \|\varphi^{(\alpha)}\|_{L_p'} \|f\|_{L_p} \\
\leq C \left( \lambda^{m-|\alpha| - d/p} \|\nabla^m f\|_{L_p} + \lambda^{-|\alpha| - d/p} \|f\|_{L_p} \right).
\]

By Proposition 2.9 we have $f^{(\alpha)} \in C(\Omega)$ and thereby $f \in C^{[\sigma]-}(\Omega)$ with $|f^{(\alpha)}|_{0, \Omega} \leq C \|f\|_{W_p^m(\Omega)}$. Inequality (4.5) follows by optimizing the sum in the parentheses.

Step 2. Next we evaluate the H"older seminorm of $f^{(\alpha)}$ for $|\alpha| = |\sigma|_-$, assuming $0 < \{\sigma\}_+ < 1$. Set $k = |\sigma|_-$ and $\tau = \{\sigma\}_+$. With

\[
\lambda^{-|\alpha|} \|\varphi^{(\alpha)}\|_{L_\infty} \leq \lambda^{-|\alpha| - d/p} \|\varphi^{(\alpha)}\|_{L_p'} \|f\|_{L_p} 
\]

in mind, we let $\lambda \to \infty$ in Muramatu’s formula (2.15) to get

\[
f^{(\alpha)} = \int_0^\infty \sum_{|\beta| = m} t^{m-k} (K^{(\alpha)}_{\beta})_t * f^{(\beta)} \frac{dt}{t},
\]

where the integral $\int_0^\infty$ should be interpreted as the limit of $\int_0^\lambda$ as $\epsilon \to 0$ and $\lambda \to \infty$ in the topology of $L_p(\Omega) + L_\infty(\Omega)$. We use the inequality

\[ \|\Delta_h K_t\|_{L_p'(\mathbb{R}^d)} \leq Ct^{-d/p} \min\{1, |h|t^{-1}\} \]

(4.7)

with $C = \max\{2\|K\|_{L_p'}, \|\nabla K\|_{L_p'}\}$ for $h \in \mathbb{R}^d$ and $K \in C_0^\infty(\mathbb{R}^d)$. This inequality is obtained from $\|\Delta_h K_t\|_{L_p'} \leq 2\|K_t\|_{L_p'}$ and $\Delta_h K_t(x) = t^{-d-1}h \cdot \int_0^1 \nabla K((x + \theta h)/t) \, d\theta.$
Hölder’s inequality and the change of variables \( t = |h| s \) give
\[
\| \Delta_h f^{(\alpha)} \|_{L_\infty(\Omega_{1,h})} \leq \int_0^\infty \sum_{|\beta| = m} t^{m-k} \| \Delta_h (K^{(\alpha)}_h)_t * f^{(\beta)} \|_{L_\infty(\Omega_{1,h})} \frac{dt}{t} \\
\leq C \| \nabla^m f \|_{L_p(\Omega)} \int_0^\infty t^{m-k-d/p} \min\{1, |h| t^{-1}\} \frac{dt}{t} \\
\leq C \| \nabla^m f \|_{L_p(\Omega)} |h|^\tau \int_0^\infty s^\tau \min\{1, s^{-1}\} \frac{ds}{s}.
\]

Since the last integral is finite, we obtain \( f \in C^\sigma(\Omega) \) with (4.6). Also, (4.4) follows from (4.6) and the estimates obtained in Step 1.

Step 3. When \( \{\sigma\}_+ = 1 \), we can make the same argument as in Step 2 if we replace \( \Delta_h \) by \( \Delta^2_h \) and use, instead of (4.7),
\[
\| \Delta^2_h K_t \|_{L_{p'}(\mathbb{R}^d)} \leq C t^{-d/p} \min\{1, |h|^2 t^{-2}\},
\]
which follows by Taylor’s formula. \( \square \)

5. Trace theorem

In this section we consider the trace or the restriction to a hyperplane of a function belonging to Sobolev spaces. To this end, we first give an intristinsic definition of the Besov space. It is convenient to use the symbols
\[
L_q^*(\mathbb{R}^d) = L_q(\mathbb{R}^d, |h|^{-d} dh), \quad L_q^*(\mathbb{R}_+) = L_q(\mathbb{R}_+, t^{-1} dt)
\]
for \( 1 \leq q \leq \infty \) and \( \mathbb{R}_+ = (0, \infty) \). Recall that \( \Omega_{1,h} \) and \( \Omega_{2,h} \) are defined by (4.1).

**Definition 5.1 (Besov space).** Let \( 1 \leq p < \infty \) and \( 1 \leq q \leq \infty \). We define the seminorm \( |f|_{B_{pq}^\sigma(\Omega)} \) for \( 0 < \tau \leq 1 \) by
\[
|f|_{B_{pq}^\sigma(\Omega)} = \left( \int_{\mathbb{R}^d} \left( \frac{\| \Delta_h f \|_{L_p(\Omega_{1,h})}}{|h|^\tau} \right)^q \frac{dh}{|h|^d} \right)^{1/q}
\]
with the usual modification for \( q = \infty \) if \( 0 < \tau < 1 \), and
\[
|f|_{B_{pq}^\sigma(\Omega)} = \left( \frac{\| \Delta^2_h f \|_{L_p(\Omega_{2,h})}}{|h|^\tau} \right)^{1/q}
\]
if \( \tau = 1 \). Let \( \sigma > 0 \) and define \( [\sigma]_+ \in \mathbb{N}_0 \) and \( \{\sigma\}_+ \in (0, 1] \) as in (4.2). Set
\[
|f|_{B_{pq}^{\sigma}(\Omega)} = \sum_{|\alpha| = [\sigma]_-} |\partial^{\alpha}_f|_{B_{pq}^{\{\sigma\}_+}(\Omega)}^{\sigma}
\]
which is consistent with the above definition for \( |f|_{B_{pq}^{\sigma}(\Omega)} \). The Besov space \( B_{pq}^{\sigma}(\Omega) \) is defined by
\[
B_{pq}^{\sigma}(\Omega) = \{ f \in W_{p}[\sigma]^- (\Omega) : |f|_{B_{pq}^{\sigma}(\Omega)} < \infty \},
\]
and equipped with the norm
\[\|f\|_{B^\sigma_{pq}(\Omega)} = \sum_{|\alpha| \leq [\sigma]} \|\partial^\alpha f\|_{L_p(\Omega)} + |f|_{B^\sigma_{pq}(\Omega)}.\]

The Besov space \(B^\sigma_{pq}(\Omega)\) is a Banach space. By the same argument as in the case of Sobolev spaces we find that it is reasonable to call \(\sigma - d/p\) the differential dimension of \(B^\sigma_{pq}(\Omega)\).

We will give a statement of the trace theorem only when the domain is the half space
\[\mathbb{R}^d_+ = \{x = (x', x_d) : x' \in \mathbb{R}^{d-1}, x_d > 0\}.
\]
We identify \(\mathbb{R}^{d-1}\) with \(\partial \mathbb{R}^d_+ = \{(x', 0) : x' \in \mathbb{R}^{d-1}\}\), the boundary of \(\mathbb{R}^d_+\). The trace operator \(\text{Tr}\) is defined by
\[\text{Tr} f(x') = f(x', 0)\]
for a continuous function \(f\) on the closure of \(\mathbb{R}^d_+\). In the trace theorem we need the Besov space \(B^\sigma_{pq}(\mathbb{R}^{d-1})\) with \(p = q\).

**Theorem 5.2.** Let \(1 < p < \infty\), \(m \in \mathbb{N}\) and \(d \geq 2\). Then the trace operator \(\text{Tr} : W^m_p(\mathbb{R}^d_+) \cap C^\infty(\mathbb{R}^d_+) \to C^\infty(\mathbb{R}^{d-1})\) extends to a bounded linear operator
\[W^m_p(\mathbb{R}^d_+) \to B^{m-1/p}_{pp}(\mathbb{R}^{d-1}),\]
and the inequality
\[\|\text{Tr} f\|_{B^{m-1/p}_{pp}(\mathbb{R}^{d-1})} \leq C\|f\|_{W^m_p(\mathbb{R}^d_+)}, \quad \text{for } f \in W^m_p(\mathbb{R}^d_+)\] (5.2)
holds with \(C = C(m, p, d)\). In particular,
\[|\text{Tr} f|_{B^{m-1/p}_{pp}(\mathbb{R}^{d-1})} \leq C\|\nabla^m f\|_{L_p(\mathbb{R}^d_+)}.\] (5.3)

We note that the differential dimension of \(B^{m-1/p}_{pp}(\mathbb{R}^{d-1})\) coincides with that of \(W^m_p(\mathbb{R}^d_+)\), i.e. \((m - 1/p) - (d - 1)/p = m - d/p\). In the proof of Theorem 5.2 we use the lemma on boundedness of integral operators.

**Lemma 5.3.** Let \(1 \leq q \leq \infty\) and \(K \in L^1_\ast(\mathbb{R}^d_+)\). Then the integral operators
\[f(t) \mapsto \int_0^\infty K\left(\frac{|h|}{t}\right) f(t) \frac{dt}{t}, \quad g(h) \mapsto \int_{\mathbb{R}^d} K\left(\frac{|h|}{t}\right) g(h) \frac{dh}{|h|^d},\]
are bounded linear operators \(L^\ast_q(\mathbb{R}^d_+) \to L^\ast_q(\mathbb{R}^d)\) and \(L^\ast_q(\mathbb{R}^d) \to L^\ast_q(\mathbb{R}^d_+)\), respectively. The operator norms are bounded by \(C(d)\|K\|_{L^1_\ast(\mathbb{R}^d_+)}.\) The statement is also valid if we replace the integral kernel \(K(|h|/t)\) by \(K(t/|h|)\). When \(d = 1\), the assertion remains valid if we replace \(\mathbb{R}^d\) and \(L^\ast_q(\mathbb{R}^d)\) by \(\mathbb{R}^d_+\) and \(L^\ast_q(\mathbb{R}^d_+)\), respectively.

**Proof.** The assertion for \(f(t)\) is valid by the theorem about boundedness of integral operators (see [12, Theorem 6.18]), since
\[\sup_{t \in \mathbb{R}^d} \int_{\mathbb{R}^d_+} K\left(\frac{|h|}{t}\right) \frac{dt}{t} \omega_{d-1} \sup_{t \in \mathbb{R}^d_+} \int_{\mathbb{R}^d} K\left(\frac{|h|}{t}\right) \frac{dh}{|h|^d} = \|K\|_{L^1_\ast(\mathbb{R}^d_+)} < \infty,\]
where \(\omega_{d-1}\) is the area of the unit sphere in \(\mathbb{R}^d\). The other cases can be proved similarly. \(\square\)
Proof. Step 1. Since $W^m_p(\mathbb{R}^d_+) \cap C^\infty(\mathbb{R}^d_+)$ is dense in $W^m_p(\mathbb{R}^d_+)$ by Theorem 2.11, we need only show (5.2) and (5.3), assuming that $f \in W^m_p(\mathbb{R}^d_+) \cap C^\infty(\mathbb{R}^d_+)$.

Let $\alpha = (\alpha',0) \in \mathbb{N}_d^0$ with $\alpha' \in \mathbb{N}_0^{-1}$ and $0 \leq |\alpha'| < m$. We use Muramatu’s formula (2.15). Since $f(\beta) \in C(\mathbb{R}^d_+)$ for $|\beta| = m$, and since

$$\varphi \ast f(\beta)(x) - f(\beta)(x) = \int_{\Gamma_0} \varphi(-z)\{f(\beta)(x + \epsilon z) - f(\beta)(x)\}\,dz$$

for $x \in \mathbb{R}^d_+$, the integral in (2.15) can be also regarded as the pointwise limit of $\int_\epsilon^\lambda$ as $\epsilon \to 0$ on $\mathbb{R}^d_+$. So we have

$$\int_0^\lambda \sum_{|\beta| = m} t^{m-|\alpha|}(K_{\beta}^{(\alpha)})_t \ast f(\beta)(x',0)\frac{dt}t + \lambda^{-|\alpha|}(\varphi(\alpha))_\lambda \ast f(x',0).$$

We write

$$(K_{\beta}^{(\alpha)})_t \ast f(\beta)(x',0) = \int_0^\infty dyd\int_{\mathbb{R}^{d-1}} (K_{\beta}^{(\alpha)})_t(x' - y', -yd) f(\beta)(y', yd)\,dy'$$

with $y = (y', yd)$, and use the inequality

$$|(K_{\beta}^{(\alpha)})_t(x)| \leq \|K_{\beta}^{(\alpha)}\|_{L_p}\,t^{-d+1}\chi(|x'|/t)\chi(|xd|/t),$$

where $\chi$ is the characteristic function of $[0,1]$. Setting $\lambda = 1$, and using Minkowski’s inequality with Young’s inequality, we have

$$\|(\text{Tr } f)^{(\alpha')}\|_{L_p(\mathbb{R}^{d-1})} \leq C \sum_{|\beta| = m} \int_0^1 \frac{dt}t \int_0^\infty t^{m-|\alpha| - 1}\chi \left(\frac{yd}t\right) \|f(\beta)(\cdot, yd)\|_{L_p(\mathbb{R}^{d-1})}\,dyd$$

$$+ C \int_0^\infty \chi(yd)\|f(\cdot, yd)\|_{L_p(\mathbb{R}^{d-1})}\,dyd.$$

Since $\|\chi(\cdot/t)\|_{L_{p'}(\mathbb{R}^d)} = t^{1-1/p}$ with $1/p + 1/p' = 1$, Hölder’s inequality gives

$$\|(\text{Tr } f)^{(\alpha')}\|_{L_p(\mathbb{R}^{d-1})} \leq C\|\nabla^m f\|_{L_p(\mathbb{R}^d)}\int_0^1 t^{m-|\alpha| - 1/p}\frac{dt}t + C\|f\|_{L_p(\mathbb{R}^d)}.$$ 

In view of $m - |\alpha| - 1/p \geq 1 - 1/p > 0$ we find that $\text{Tr } f \in W^{m-1}_p(\mathbb{R}^{d-1})$ and $\|\text{Tr } f\|_{W^{m-1}_p(\mathbb{R}^{d-1})} \leq C\|f\|_{W^{m}_p(\mathbb{R}^d)}$.

Step 2. Next we shall evaluate the seminorms $|\partial^\alpha f|_{B^{1-1/p}_{pp}(\mathbb{R}^{d-1})}$ for $\alpha = (\alpha',0)$ with $\alpha' \in \mathbb{N}_0^{-d-1}$ and $|\alpha| = |\alpha'| = m - 1$. Since the same calculations as in Step 1 give

$$\lambda^{-|\alpha|}(\varphi(\alpha))_\lambda \ast f(\cdot, 0)\|_{L_p(\mathbb{R}^{d-1})} \leq C\lambda^{-m-1-1/p}\|f\|_{L_p(\mathbb{R}^d)},$$

letting $\lambda \to \infty$ in (5.4) gives

$$(\text{Tr } f)^{(\alpha')} (x') = \int_0^\infty \sum_{|\beta| = m} (K_{\beta}^{(\alpha)})_t \ast f(\beta)(x', 0)\,dt.$$
Let $h \in \mathbb{R}^{d-1}$. Evaluating $\| (K_{\beta}^{(\alpha)})_t (\cdot + h, y_d) - (K_{\beta}^{(\alpha)})_t (\cdot, y_d) \|_{L^\infty}$ by Taylor’s formula, and taking into account the support of $K_{\beta}^{(\alpha)}$, we have

$$|(K_{\beta}^{(\alpha)})_t (x' + h - y, y_d) - (K_{\beta}^{(\alpha)})_t (x' - y', y_d)| \leq Ct^{-d} \min\{1, |h| t^{-1}\} \left\{ \chi \left( \frac{|x' + h - y'|}{t} \right) + \chi \left( \frac{|x' - y'|}{t} \right) \right\} \chi \left( \frac{y_d}{t} \right).$$

Setting $u(y_d) = \sum_{|\beta|=m} \| f^{(\beta)} (\cdot, y_d) \|_{L^p(\mathbb{R}^{d-1})}$, and using Minkowski’s inequality with Young’s inequality, we have

$$\| \Delta_h (\text{Tr} f)^{(\alpha')} \|_{L^p(\mathbb{R}^{d-1})} \leq C \int_0^\infty \frac{dt}{t} \int_0^\infty \min\{1, |h| t^{-1}\} \chi \left( \frac{y_d}{t} \right) u(y_d) \, dy_d.$$

Changing the variables $y_d \to s$ and $t \to |h| t$, and setting

$$H(s) = \int_0^\infty s^{1-1/p} \min\{1, t^{-1}\} \chi \left( \frac{s}{t} \right) \frac{dt}{t},$$

we get

$$\frac{\| \Delta_h (\text{Tr} f)^{(\alpha')} \|_{L^p(\mathbb{R}^{d-1})}}{|h|^{1-1/p}} \leq C \int_0^\infty H \left( \frac{s}{|h|} \right) \{s^{1/p} u(s)\} \frac{ds}{s} := F(h).$$

Since

$$\int_0^\infty H(s) \frac{ds}{s} = \int_0^\infty \frac{t^{1-1/p}}{1 - p^{-1}} \min\{1, t^{-1}\} \frac{dt}{t} < \infty,$$

the map $s^{1/p} u(s) \mapsto F(h)$ is a bounded operator from $L^p_\alpha(\mathbb{R}^+)$ to $L^p_\alpha(\mathbb{R}^{d-1})$ by Lemma 5.3. In view of $\| s^{1/p} u(s) \|_{L^p_\alpha(\mathbb{R}^+)} = \| u \|_{L^p_\alpha(\mathbb{R}^d)} \leq \| \nabla^m f \|_{L^p_\alpha(\mathbb{R}^d)}$, we obtain

$$\| (\text{Tr} f)^{(\alpha')} \|_{B^{1-1/p}_{pp}(\mathbb{R}^{d-1})} \leq C \| \nabla^m f \|_{L^p_\alpha(\mathbb{R}^d)},$$

which implies (5.3). Combining the result in Step 1, we conclude that Tr$f \in B^{m-1/p}_{pp}(\mathbb{R}^{d-1})$ with (5.2). \qed

**Corollary 5.4.** The trace operator $\text{Tr} : W^m_p(\mathbb{R}^{d-1}) \to B^{m-1/p}_{pp}(\mathbb{R}^{d-1})$ given in Theorem 5.2 is surjective.

**Proof.** Step 1. We shall evaluate the $L_p$ norm of the function $v(x)$ defined by

$$v(x) = x_d^{-1} \psi_{x_d} * g(x') = \int_{\mathbb{R}^{d-1}} x_d^{-d} \psi \left( \frac{x' - y'}{x_d} \right) g(y') \, dy'.$$

for $g \in B^{1-1/p}_{pp}(\mathbb{R}^{d-1})$ and $\psi \in C_\infty^0(\mathbb{R}^{d-1})$ satisfying $\int_{\mathbb{R}^{d-1}} \psi(x') \, dx' = 0$, supp $\psi \subset \{x' : |x'| < 1\}$. Rewriting $v$ as

$$v(x', x_d) = \int_{\mathbb{R}^{d-1}} x_d^{-d} \psi \left( \frac{-y'}{x_d} \right) \{g(x' + y') - g(x')\} \, dy',$$

we obtain
and using Minkowski’s inequality, we have
\[
x_d^{1/p} \| v(\cdot, x_d) \|_{L^p(\mathbb{R}^{d-1})} \\
\leq C \int_{\mathbb{R}^{d-1}} \left( \frac{|y'|}{x_d} \right)^{d-1/p} \chi \left( \frac{|y'|}{x_d} \right) \frac{\| \Delta y' g \|_{L_p(\mathbb{R}^{d-1})}}{|y'|^{1-1/p}} dy'
\]
where \( \chi \) is the characteristic function of \([0, 1]\). Since \( \int_0^\infty t^{d-1/p} \chi(t) t^{-1} dt = 1/(d - p^{-1}) < \infty \), the map
\[
\| \Delta y' g \|_{L_p(\mathbb{R}^{d-1})}/|y'|^{1-1/p} \mapsto x_d^{1/p} \| v(\cdot, x_d) \|_{L_p(\mathbb{R}^{d-1})}
\]
is a bounded operator from \( L^*_p(\mathbb{R}^{d-1}) \) to \( L^*_p(\mathbb{R}^+) \) by Lemma 5.3. Therefore we get
\[
\| v \|_{L_p(\mathbb{R}^d)} = \left\| x_d^{1/p} \| v(\cdot, x_d) \|_{L_p(\mathbb{R}^{d-1})} \right\|_{L_p(\mathbb{R}^d)} \leq C |g|_{B^{1-1/p}_p(\mathbb{R}^{d-1})}.
\] (5.5)

Step 2. We shall evaluate the \( L_p \) norm of the higher-order derivatives of \( u \) defined by
\[
u(x) = \varphi_{x_d} * g(x') = \int_{\mathbb{R}^{d-1}} x_d^{1-d} \varphi \left( \frac{x' - y'}{x_d} \right) g(y') dy'
\] (5.6)
for \( g \in B^{m-1/p}_{pp}(\mathbb{R}^{d-1}) \) and \( \varphi \in C^\infty(\mathbb{R}^{d-1}) \) satisfying \( \int_{\mathbb{R}^{d-1}} \varphi(x') dx' = 1 \), \( \text{supp} \varphi \subset \{x' : |x'| < 1\} \). We have \( \partial_j u(x) = \varphi_{x_d} * \partial_j g(x') \) for \( 1 \leq j < d \) and
\[
\partial_d u(x) = \sum_{l=1}^{d-1} (\psi_l)_{x_d} * \partial_l g(x')
\]
with \( \psi_l(x') = -x_l \varphi(x') \). Repeating this procedure, we get, for \(|\alpha| \leq m - 1, |
\[
\partial^\alpha u(x) = \sum_{\beta \in \mathbb{N}_0^{d-1}} (\psi_{\alpha\beta})_{x_d} * \partial^\beta g(x')
\]
with some \( \psi_{\alpha\beta} \in C^\infty(\mathbb{R}^{d-1}) \), and
\[
\| \partial^\alpha u(\cdot, x_d) \|_{L_p(\mathbb{R}^{d-1})} \leq C \| g \|_{W^{m-1}_{pp}(\mathbb{R}^{d-1})}.
\] (5.7)
For \(|\alpha| = m - 1 \) and \( 1 \leq j \leq d \) we have
\[
\partial_j \partial^\alpha u(x) = \sum_{l=1}^{d-1} \sum_{\beta \in \mathbb{N}_0^{d-1}} x_d^{-1} (\psi_{l\alpha\beta})_{x_d} * \partial^\beta g(x')
\]
with the functions
\[
\psi_{l\alpha\beta}(x') = \begin{cases} \\
\delta_{lj} \partial_j \psi_{\alpha\beta}(x') & \text{for } 1 \leq j \leq d - 1, \\
-\partial_l (x_l \psi_{\alpha\beta}(x')) & \text{for } j = d,
\end{cases}
\]
where \( \delta_{lj} \) is Kronecker’s delta. Since \( \int_{\mathbb{R}^{d-1}} \psi_{l\alpha\beta}(x') dx' = 0 \), we apply the result of Step 1 to get
\[
\| \partial_j \partial^\alpha u \|_{L_p(\mathbb{R}^d)} \leq C \sum_{\beta \in \mathbb{N}_0^{d-1}} |\partial^\beta g|_{B^{1-1/p}_{pp}(\mathbb{R}^{d-1})} = C |g|_{B^{m-1/p}_{pp}(\mathbb{R}^{d-1})}.
\] (5.8)
Step 3. Let $g \in B_{pp}^{m-1/p}(\mathbb{R}^{d-1})$. We take a function $\eta \in C^\infty_0(\mathbb{R})$ satisfying $\eta(t) = 1$ for $|t| \leq 1$, and set $f(x) = \eta(x_d)u(x)$, where $u$ is defined by (5.6). It easily follows from (5.7) and (5.8) that $f \in W^m_p(\mathbb{R}^d_\circ)$ with $\|f\|_{W^m_p(\mathbb{R}^d_\circ)} \leq \|g\|_{B_{pp}^{m-1/p}(\mathbb{R}^{d-1})}$.

It remains to check that $\text{Tr } f = g$. To this end, we consider the translation $\tau_h f(x) = f(x', x_d + h)$ for $h > 0$. It is easy to see that $\tau_h f \to f$ in $W^m_p(\mathbb{R}^d_+)$ as $h \to 0$. Hence the boundedness of the trace operator yields $\text{Tr } \tau_h f \to \text{Tr } f$ in $B_{pp}^{m-1/p}(\mathbb{R}^{d-1})$. On the other hand, by definition of $f$ we see that $\text{Tr } \tau_h f = \varphi_h \ast g$ for $0 < h < 1$, and hence $\text{Tr } \tau_h f \to g$ in $L_p(\mathbb{R}^{d-1})$ as $h \to 0$. Therefore $\text{Tr } f = g$. \hfill \Box

6. Convergence theorem

In this section we consider the convergence of the integral

$$T_\epsilon f = \int_\epsilon^\lambda t^2 K_t * f \frac{dt}{t} \quad (6.1)$$

as $\epsilon \to 0$ in the $L_p$ norm for $f \in L_p(\Omega), K \in \mathcal{K}_1^0$ and $z \in \mathbb{C}$. If $\Re z > 0$, Proposition 2.9 guarantees its convergence since

$$\int_0^\lambda \|t^2 K_t * f\|_{L_p} \frac{dt}{t} \leq \|K\|_{L_1} \|f\|_{L_p} \int_0^\lambda t^{\Re z - 1} \, dt \quad (6.2)$$

$$= \frac{\|K\|_{L_1} \|f\|_{L_p}}{\Re z} < \infty.$$ 

If $\Re z = 0$, the matter of convergence is subtle. When $z = 0$, and $K$ is written as (2.6) with a function $\varphi \in \mathcal{K}_1^0$, we know that $T_\epsilon f$ converges to $(\int_{\mathbb{R}^d} \varphi(x) \, dx)f - \varphi_\lambda \ast f$ in $L_p(\Omega)$ since $T_\epsilon f = \varphi_\epsilon \ast f - \varphi_\lambda \ast f$ by (2.7), although this case is beyond the scope of Proposition 2.9. Theorem 6.1 below enables us to assert that $T_\epsilon f$ converges even when $T_\epsilon f$ is not necessarily written in the form of $\varphi_\epsilon \ast f - \varphi_\lambda \ast f$, if the additional condition $K \in \mathcal{K}_1^1$ is assumed. It is also important to evaluate $T_\epsilon f$ with a bound independent of $z$, which can not be obtained from estimate (6.2) depending on $z$.

**Theorem 6.1.** Let $1 < p < \infty$, $b \geq 0$, and $K \in \mathcal{K}_1^1$. For $f \in L_p(\Omega)$, $0 < \epsilon < \lambda < \infty$ and $z \in \mathbb{C}$ with $0 \leq \Re z \leq b$ we consider $T_\epsilon f$ defined by (6.1). Then we have

$$\|T_\epsilon f\|_{L_p(\Omega)} \leq C\|f\|_{L_p(\Omega)}, \quad \text{for } f \in L_p(\Omega) \quad (6.3)$$

with $C = C(p, d, K, \lambda^b)$. Furthermore, $T_\epsilon f$ converges uniformly with respect to $z$ in $L_p(\Omega)$ as $\epsilon \to 0$. The limit function $Tf = \lim_{\epsilon \to 0} T_\epsilon f$ satisfies, with the same $C$ as in (6.3),

$$\|Tf\|_{L_p(\Omega)} \leq C\|f\|_{L_p(\Omega)}.$$ 

**Proof.** Extending $f \in L_p(\Omega)$ to $\mathbb{R}^d$ by zero, we may assume $\Omega = \mathbb{R}^d$. First we shall show (6.3). For the convergence of $T_\epsilon f$, it is crucial that the constant $C$ in (6.3) is independent of $\epsilon$. We need to take an approach different from the calculations in (6.2).
Let $p = 2$. We denote by $\mathcal{F} f$ the Fourier transform of $f$:

$$\mathcal{F} f(\xi) = \int_{\mathbb{R}^d} e^{-2\pi i x \cdot \xi} f(x) \, dx.$$ 

Then

$$\mathcal{F}[T_\epsilon f](\xi) = \int_{\epsilon}^{\lambda} t^z \mathcal{F}K(t\xi) \mathcal{F}f(\xi) \frac{dt}{t} = \kappa(\xi)\mathcal{F}f(\xi)$$

with $\kappa(\xi) = \int_{\epsilon}^{\lambda} t^z \mathcal{F}K(t\xi)t^{-1}dt$. By assumption we may write

$$K = \sum_{|\alpha|=1} \delta^\alpha K_\alpha$$

with some $K_\alpha \in C_0^\infty(\mathbb{R}^d)$. Since $\mathcal{F}K(\xi) = \sum_{|\alpha|=1} (2\pi i \xi)^\alpha \mathcal{F}K_\alpha(\xi)$ and $\mathcal{F}K_\alpha \in S(\mathbb{R}^d)$, we have $|\mathcal{F}K(\xi)| \leq C_1 \min\{|\xi|, |\xi|^{-1}\}$. Let $\Lambda = \max\{\lambda^b, 1\}$, and note that $t^{\text{Re} z} \leq \lambda^{\text{Re} z} \leq \Lambda$ for $0 < t \leq \lambda$ and $0 \leq \text{Re} z \leq b$. Changing the variables $t \to t|\xi|^{-1}$, we have

$$|\kappa(\xi)| \leq \int_{\epsilon}^{\lambda} \Lambda C_1 \min\{t|\xi|, t^{-1}|\xi|^{-1}\} \frac{dt}{t}$$

$$\leq C_1 \Lambda \int_{0}^{\infty} \min\{t, t^{-1}\} \frac{dt}{t}$$

$$= 2C_1 \Lambda.$$

Plancherel’s theorem gives

$$\|T_\epsilon f\|_{L_2}^2 = \|\kappa \mathcal{F} f\|_{L_2}^2 \leq (2C_1 \Lambda \|\mathcal{F} f\|_{L_2})^2 = (2C_1 \Lambda \|f\|_{L_2})^2.$$

Thus we obtain (6.3) for $p = 2$. In order to show (6.3) for $p \neq 2$ we require the Calderón-Zygmund theory of singular integral operators. We postpone the proof of (6.3) for $p \neq 2$ to the Appendix.

Assuming that (6.3) is true, we proceed to complete the proof. Let $f \in C_0^\infty(\mathbb{R}^d)$. For $0 < \epsilon < \delta < \lambda$,

$$T_{\delta} f - T_\epsilon f = \int_{\epsilon}^{\delta} \sum_{|\alpha|=1} t^z (K_\alpha)_t * f^{(\alpha)} \, dt,$$

which gives $\|T_{\delta} f - T_\epsilon f\|_{L_p} \leq C\Lambda(\delta - \epsilon)\|\nabla f\|_{L_p}$. Hence $T_\epsilon f$ converges in $L_p(\mathbb{R}^d)$ as $\epsilon \to 0$.

Finally, let $f \in L_p(\mathbb{R}^d)$. Writing

$$T_{\delta} f - T_\epsilon f = T_{\delta}(f - g) - T_\epsilon(f - g) + (T_{\delta} g - T_\epsilon g)$$

with any $g \in C_0^\infty(\mathbb{R}^d)$, and using (6.3) and the above inequality for functions in $C_0^\infty(\mathbb{R}^d)$, we have

$$\|T_{\delta} f - T_\epsilon f\|_{L_p} \leq 2C\|f - g\|_{L_p} + C\Lambda(\delta - \epsilon)\|\nabla g\|_{L_p}.$$

Since $C_0^\infty(\mathbb{R}^d)$ is dense in $L_p(\mathbb{R}^d)$, the convergence criterion. Therefore $T_\epsilon f$ converges in $L_p(\mathbb{R}^d)$. Letting $\epsilon \to 0$ in (6.3), we get $\|T f\|_{L_p} \leq C\|f\|_{L_p}$. Thus we complete the proof. \(\square\)
Corollary 6.2. Let $1 < p < \infty$, $z \in \mathbb{C}$ with $\text{Re} \, z > 0$ and $K \in K_1^\mathbb{C}$. For $f \in L_p(\Omega)$ set

$$F = \int_0^\lambda t^z K_t \ast f \, \frac{dt}{t},$$

where the integral converges in $L_p(\Omega)$ by Proposition 2.9. If a multi-index $\alpha$ satisfies $0 < |\alpha| \leq \text{Re} \, z$, then $\partial^\alpha F \in L_p(\Omega)$ and

$$\partial^\alpha F = \int_0^\lambda \partial^\alpha (t^z K_t \ast f) \, \frac{dt}{t} = \int_0^\lambda t^{z-|\alpha|}(K^{(\alpha)})_t \ast f \, \frac{dt}{t}.$$  

Proof. We note that $\partial^\alpha \int_0^\lambda \int_0^\epsilon t^z K_t \ast f \, \frac{dt}{t} = \int_0^\lambda \partial^\alpha \{t^z K_t \ast f\} \, \frac{dt}{t}$ for $0 < \epsilon < \lambda$. Since $\text{Re} \, (z - |\alpha|) \geq 0$, the last integral in the corollary converges in $L_p(\Omega)$ by Theorem 6.1. So the corollary follows by Lemma 2.1.

With Theorem 6.1 and Corollary 6.2 in hand, we can improve Corollary 2.10, the interpolation inequality, in terms of pure derivatives.

Theorem 6.3. Let $1 < p < \infty$ and $m \in \mathbb{N}$. Suppose that $f \in L_p(\Omega)$ and $\partial^m_j f \in L_p(\Omega)$ for all $j = 1, \ldots, d$. Then $f \in W^m_p(\Omega)$, and the inequality

$$\|
abla^k f\|_{L_p(\Omega)} \leq C \left( \|f\|_{L_p(\Omega)} + \sum_{j=1}^d \|\partial^m_j f\|_{L_p(\Omega)} \right) \quad (6.4)$$

holds for $1 \leq k \leq m$ with $C = C(m, p, d, \Omega)$. In particular,

$$\|
abla^m f\|_{L_p(\Omega)} \leq C \sum_{j=1}^d \|\partial^m_j f\|_{L_p(\Omega)}. \quad (6.5)$$

Proof. We write Muramatu’s formula (2.11) as

$$f = \int_0^\lambda \sum_{|\beta| = md} (\partial^\beta K_\beta)_t \ast f \, \frac{dt}{t} + \varphi_\lambda \ast f$$

with $K_\beta \in K_1^\mathbb{C}$. For each $\beta$ with $|\beta| = md$ there exists $j$ such that $\beta \geq me_j$, where $e_j$ is the multi-index of length 1 whose $j$th component is 1; otherwise we would have $|\beta| \leq (m-1)d < md$, a contradiction. For $\beta$ with $|\beta| = md$ and $\beta \geq me_j$ we have

$$(\partial^\beta K_\beta)_t \ast f = t^m (\partial^{\beta-me_j} K_{me_j})_t \ast f(me_j),$$

so $f$ is written in the form

$$f = \int_0^\lambda \sum_{j=1}^d t^m(K_j)_t \ast \partial^m_j f \, \frac{dt}{t} + \varphi_\lambda \ast f$$
with some \( K_j \in \mathcal{K}_\Gamma \). Applying Corollary 6.2, we find that \( f \in W^m_p(\Omega) \) and

\[
\partial^\alpha f = \int_0^\lambda \sum_{j=1}^d t^{m-|\alpha|}(K_j^{(\alpha)})_t \ast \partial_j^m f \frac{dt}{t} + \lambda^{-|\alpha|}(\varphi^{(\alpha)})_\lambda \ast f
\]

for \( |\alpha| \leq m \). Using Proposition 2.9 for \( |\alpha| < m \) and Theorem 6.1 with \( b = 0 \) for \( |\alpha| = m \), we get

\[
\|\nabla^k f\|_{L^p} \leq C\lambda^{m-k} \sum_{j=1}^d \|\partial_j^m f\|_{L^p} + C\lambda^{-k}\|f\|_{L^p}
\]

for \( k \leq m \). Estimate (6.4) follows by setting \( \lambda = 1 \), and (6.5) follows by letting \( \lambda \to \infty \) for \( k = m \).

\[ \square \]

7. Extension to the whole space

In this section we construct an extension operator from \( W^m_p(\Omega) \) to \( W^m_p(\mathbb{R}^d) \).

Let \( R_\Omega \) be the restriction, that is,

\[
R_\Omega f(x) = f(x), \quad x \in \Omega
\]

for functions \( f \) defined on \( \mathbb{R}^d \). Obviously, \( R_\Omega : W^m_p(\mathbb{R}^d) \to W^m_p(\Omega) \) is a bounded linear operator, since \( \partial^\alpha(R_\Omega f) = R_\Omega(\partial^\alpha f) \) and \( \|\partial^\alpha(R_\Omega f)\|_{L^p(\Omega)} \leq \|\partial^\alpha f\|_{L^p(\mathbb{R}^d)} \) for \( |\alpha| \leq m \).

**Theorem 7.1.** Let \( 1 < p < \infty \) and \( m \in \mathbb{N}_0 \). Then there exists a bounded linear operator

\[
E_\Omega : W^m_p(\Omega) \to W^m_p(\mathbb{R}^d)
\]

such that \( R_\Omega E_\Omega f = f \) for all \( f \in W^m_p(\Omega) \), and that

\[
\|E_\Omega f\|_{W^m_p(\mathbb{R}^d)} \leq C\|f\|_{W^m_p(\Omega)}
\]

with \( C = C(m, p, d, \Omega) \).

**Proof.** We use Muramatu’s formula (2.14) with \( \lambda = 1 \):

\[
f = \int_0^1 \sum_{|\beta| = m} t^m(K_\beta)_t \ast f^{(\beta)} \frac{dt}{t} + \varphi \ast f. \tag{7.1}
\]

Recall that \( E_0 \) is the zero-extension to \( \mathbb{R}^d \) given by (2.9), and define \( E_\Omega \) by

\[
E_\Omega f = \int_0^1 \sum_{|\beta| = m} t^m(K_\beta)_t \ast E_0 f^{(\beta)} \frac{dt}{t} + \varphi \ast E_0 f, \quad f \in W^m_p(\Omega). \tag{7.2}
\]

Let \( f_\epsilon \) and \( F_\epsilon \) be defined by the right-hand sides of (7.1) and (7.2), respectively, with \( \int_0^1 \) replaced by \( \int_0^1 \). Since \( g \in L_p(\Omega) \) satisfies \( R_\Omega(K \ast E_0 g) = K \ast g \) for \( K = K_\beta \) or \( K = \varphi \), we have \( R_\Omega F_\epsilon = f_\epsilon \). Since \( f_\epsilon \to f \) in \( L_p(\Omega) \), and \( F_\epsilon \to E_\Omega f \) in \( L_p(\mathbb{R}^d) \) as \( \epsilon \to 0 \), the boundedness of \( R_\Omega \) gives \( R_\Omega E_\Omega f = f \).
By Corollary 6.2 it follows that $E_{\Omega}f \in W^m_p(\mathbb{R}^d)$ and
\[ \partial^\alpha E_{\Omega}f = \int_0^1 \sum_{|\beta|=m} t^{m-|\alpha|}(K^{(\alpha)}_\beta)_t \ast E_0 f^{(\beta)} \frac{dt}{t} + \varphi^{(\alpha)} \ast E_0 f. \]
Using Proposition 2.9 for $|\alpha| < m$ and Theorem 6.1 for $|\alpha| = m$, we have
\[ \|\partial^\alpha E_{\Omega}f\|_{L^p(\mathbb{R}^d)} \leq C \sum_{|\beta|=m} \|E_0 f^{(\beta)}\|_{L^p(\mathbb{R}^d)} + C \|E_0 f\|_{L^p(\mathbb{R}^d)} \]
\[ \leq C \left( \|\nabla^m f\|_{L^p(\Omega)} + \|f\|_{L^p(\Omega)} \right), \]
which gives the boundedness of $E_{\Omega}$. \qed

8. Complex interpolation of Sobolev spaces

In this section we show that the complex interpolation of two Sobolev spaces is a Sobolev space. To this end, we quickly review the method of complex interpolation. See [3, 35] for the details.

Let $X$ and $Y$ be Banach spaces with $Y \subset X$, and suppose that the embedding $Y \to X$ is continuous. Let $\mathcal{H}(X,Y)$ be the space of all $X$-valued functions $F$ satisfying the following conditions:
(i) $F$ is analytic in the strip
\[ S = \{ z \in \mathbb{C} : 0 < \text{Re} \, z < 1 \}. \]
(ii) $F$ is bounded and continuous on $\overline{S}$, the closure of $S$.
(iii) The map $s \mapsto F(1 + is)$ is a continuous function from $\mathbb{R}$ to $Y$.

We equip $\mathcal{H}(X,Y)$ with the norm
\[ \|F\|_{\mathcal{H}(X,Y)} = \max \{ \sup_{s \in \mathbb{R}} \|F(is)\|_X, \sup_{s \in \mathbb{R}} \|F(1 + is)\|_Y \}. \]

**Definition 8.1.** For $0 < \theta < 1$ we define the complex interpolation space $[X,Y]_\theta$ by
\[ [X,Y]_\theta = \{ F(\theta) : F \in \mathcal{H}(X,Y) \}, \]
and equip $[X,Y]_\theta$ with the norm
\[ \|f\|_{[X,Y]_\theta} = \inf \{ \|F\|_{\mathcal{H}(X,Y)} : F \in \mathcal{H}(X,Y) \text{ and } F(\theta) = f \}. \]

The space $[X,Y]_\theta$ is a Banach space.

**Theorem 8.2.** Let $1 < p < \infty$, $n \in \mathbb{N}_0$, $m, k \in \mathbb{N}$ and $n < k < m$. Define $\theta \in (0,1)$ so that $k = (1 - \theta)n + \theta m$. Then
\[ [W^n_p(\Omega), W^m_p(\Omega)]_\theta = W^k_p(\Omega) \]
with equivalent norms.
Proof. Step 1. First we shall show that \( W_p^k(\Omega) \subset [W_p^n(\Omega), W_p^m(\Omega)]_\theta \).

Let \( f \in W_p^k(\Omega) \). Taking into account that \( f \) is written as

\[
    f = \int_0^1 \sum_{|\beta| = k} t^k (K_\beta) t * f^{(\beta)} \frac{dt}{t} + \varphi * f
\]

with \( K_\beta \in K_1^1 \) by Muramatu’s formula (2.14), we set

\[
    F(z) = \int_0^1 \sum_{|\beta| = k} t^{1-z} n + zm (K_\beta) t * f^{(\beta)} \frac{dt}{t} + \varphi * f, \quad \text{for } z \in \mathbb{S}.
\]

Obviously, \( F(\theta) = f \). Also, \( \varphi * f \) is a constant term belonging to \( W_p^m(\Omega) \). In order to show \( F \in \mathcal{H}(W_p^n(\Omega), W_p^m(\Omega)) \), we define \( F_\epsilon(z) \) to be the right-hand side of the above equation with \( \int_0^1 \) replaced by \( \int_\epsilon^1 \) for \( \epsilon > 0 \). By the continuity and analyticity of \( z \mapsto t^{1-z} n + zm \), and by (6.3) it is easy to see that \( F_\epsilon \in \mathcal{H}(W_p^n(\Omega), W_p^m(\Omega)) \) with \( \| F_\epsilon \| W_p^m \leq C \| f \| W_p^k \) with \( C \) independent of \( \epsilon \). Since \( n \leq \text{Re} \left\{ n(1-z) + mz \right\} \leq m \), it follows by Theorem 6.1 and Corollary 6.2 that \( F_\epsilon \) converges to \( F(z) \) in \( W_p^n(\Omega) \) as \( \epsilon \to 0 \) uniformly with respect to \( z \in \mathbb{S} \). Also, \( F_\epsilon \) converges to \( F(z) \) in \( W_p^m(\Omega) \) uniformly on the line \( \text{Re} \; z = 1 \). Therefore we conclude that \( F \in \mathcal{H}(W_p^n(\Omega), W_p^m(\Omega)) \) with \( \| f \| W_p^m(\Omega) \leq C \| f \| W_p^k(\Omega) \).

Step 2. Next we shall show that \( [W_p^n(\Omega), W_p^m(\Omega)]_\theta \subset W_p^k(\Omega) \).

Let \( f \in [W_p^n(\Omega), W_p^m(\Omega)]_\theta \), and take \( F \in \mathcal{H}(W_p^n(\Omega), W_p^m(\Omega)) \) so that \( F(\theta) = f \). Our goal is to show the inequality

\[
    \left| \int_\Omega f(x) \partial^\alpha g(x) \, dx \right| \leq C \parallel F \parallel_{\mathcal{H}(W_p^n(\Omega), W_p^m(\Omega))} g \parallel_{L_{p'}(\Omega)} \quad (8.1)
\]

for all \( g \in C_0^\infty(\Omega) \) and \( |\alpha| \leq k \) with \( 1/p + 1/p' = 1 \).

To this end, we view \( g \in C_0^\infty(\Omega) \) as a function belonging to \( C_0^\infty(\mathbb{R}^d) \subset L_{p'}(\mathbb{R}^d) \), and use Muramatu’s formula (2.11) for \( \partial^\alpha g \), taking \( -\Gamma \) as the cone associated with the whole space \( \mathbb{R}^d \); recall that \( \Gamma \) is the cone associated with \( \Omega \). Then we have

\[
    \partial^\alpha g = \int_0^1 H_t * g^{(\alpha)} \frac{dt}{t} + \psi * g^{(\alpha)} = \int_0^1 t^{-|\alpha|} (H^{(\alpha)}) t * g \frac{dt}{t} + \psi^{(\alpha)} * g
\]

with \( H \in K_{-\Gamma}^{2m+1} \) and \( \psi \in K_{0 \Gamma}^0 \). Taking this formula into account, we define the function \( z \mapsto G(z) \in L_{p'}(\mathbb{R}^d) \) on \( \mathbb{S} \) by

\[
    G(z) = \int_0^1 t^{k-|\alpha|-1-z} (H^{(\alpha)}) t * g \frac{dt}{t} + \psi^{(\alpha)} * g. \quad (8.2)
\]

Obviously, \( G(\theta) = \partial^\alpha g \). Since \( G(z) \) is written as

\[
    G(z) = \int_0^1 t^{k-|\alpha|-1-z} n - zm + m + 1 \sum_{|\beta| = m+1} (H_\beta) t * g^{(\beta)} \frac{dt}{t} + \psi^{(\alpha)} * g \quad (8.3)
\]

with some \( H_\beta \in K_{-\Gamma}^1 \), and since \( \text{Re} \left( k - |\alpha| - (1-z)n - zm + m + 1 \right) \geq 1 \) for \( z \in \mathbb{S} \), the same argument as for \( F_\epsilon(z) \) in Step 1 shows that \( G(z) \) is an \( L_{p'}(\mathbb{R}^d) \)-valued function that is analytic in \( S \), and bounded and continuous on \( \overline{S} \).
By Corollary 6.2 the derivative \( \partial^{\gamma} G(z) \) with \( |\gamma| = 1 \) is equal to the right-hand side of (8.3) with \( (H_\beta)_t \ast g^{(\beta)} \) and \( \psi^{(\alpha)} \ast g \) replaced by \( \partial^{\gamma} (H_\beta)_t \ast g^{(\beta + \gamma)} \) and \( \psi^{(\alpha)} \ast g^{(\gamma)} \), respectively. Repeating this procedure, we get the similar expression of \( \partial^{\gamma} G(z) \) for every multi-index \( \gamma \). Hence \( G(z) \in W^d_p(\mathbb{R}^d) \) for all \( l \in \mathbb{N} \). By the embedding theorem (Theorem 4.2) we know \( G(z) \in C^\infty(\mathbb{R}^d) \). Furthermore, we find \( G(z) \in C^\infty_0(\Omega) \), since \( \text{supp} \ H_\beta \) and \( \text{supp} \ \psi \) are subsets of \( -(-\Gamma)_0 = \Gamma_0 \) by Definition 2.4, and therefore

\[
\bigcup_{0 \leq t \leq 1} \text{supp} \ (H_\beta)_t \ast g^{(\beta)} \quad \text{and} \quad \text{supp} \ \psi^{(\alpha)} \ast g
\]

are compact and contained in \( \text{supp} \ g + \Gamma_0 \subseteq \Omega \).

Now we set \( I(z) = \int_\Omega F(z)G(z) \, dx \) and evaluate \( I(z) \), which is analytic in \( S \), and bounded and continuous on \( S \) by the above properties of \( F(z) \) and \( G(z) \). Observe that \( H^{(\alpha)} \) is written as \( H^{(\alpha)} = \sum_{|\beta|=m} \partial^\beta M_\beta \) with \( M_\beta \in \mathcal{K}_{m+1} \), and that

\[
(H^{(\alpha)})_t \ast g = t^m \sum_{|\beta|=m} \partial^\beta \{(M_\beta)_t \ast g\} = t^m \sum_{|\beta|=m} (M_\beta)_t \ast g^{(\beta)}.
\]

For \( z = 1 + is \) with \( s \in \mathbb{R} \) we can rewrite (8.2) as

\[
G(1 + is) = \sum_{|\beta|=m} \partial^\beta \int_0^1 t^{k-|\alpha|-i(m-n)s} (M_\beta)_t \ast g \, dt + \psi^{(\alpha)} \ast g,
\]

where we interchanged the order of \( \partial^\beta \) and integration by Proposition 2.9 and Theorem 6.1. By integration by parts and Theorem 6.1 we have

\[
|I(1 + is)| \leq \sum_{|\beta|=m} \|\partial^\beta F(1 + is)\|_{L_p} \left\| \int_0^1 t^{k-|\alpha|-i(m-n)s} (M_\beta)_t \ast g \, dt \right\|_{L_{p'}}
\]

\[
+ \|F(1 + is)\|_{L_p} \|\psi^{(\alpha)} \ast g\|_{L_{p'}}
\]

\[
\leq C \sup_{s \in \mathbb{R}} \|F(1 + is)\|_{W^m_p(\Omega)} \|g\|_{L_{p'}}.
\]

Similarly, \( |I(is)| \leq C \sup_{s \in \mathbb{R}} \|F(is)\|_{W^m_p(\Omega)} \|g\|_{L_{p'}} \). Since

\[
I(\theta) = \int_\Omega f(x) \partial^\alpha g(x) \, dx,
\]

the maximum principle for analytic functions yields (8.1). From the duality between \( L_p(\Omega) \) and \( L'_{p'}(\Omega) \) (see [12, Theorem 6.15]), and the fact that \( C^\infty_0(\Omega) \) is dense in \( L_{p'}(\Omega) \) it follows that \( \partial^\alpha f \in L_p(\Omega) \) for \( |\alpha| \leq k \), and that \( \|f\|_{W^k_p(\Omega)} \leq C \|F\|_{H(W^m_p(\Omega),W^m_{p'}(\Omega))} \). Taking the infimum of the right-hand side, we conclude that \( [W^m_p(\Omega),W^m_{p'}(\Omega)]_\theta \subseteq W^k_p(\Omega) \) with \( \|f\|_{W^k_p(\Omega)} \leq C \|f\|_{[W^m_p(\Omega),W^m_{p'}(\Omega)]_\theta} \). \( \square \)

### 9. Real interpolation of Sobolev spaces

In this section we show that the real interpolation of two Sobolev spaces is a Sobolev space. To this end, we quickly review the method of real interpolation. See [1, 3, 35]
for the details. There are several ways to define real interpolation spaces, of which we adopt the $K$-method. Recall that $L_q^*(\mathbb{R}^d)$ and $L_q^*(\mathbb{R}_+)$ are defined by (5.1).

**Definition 9.1.** Let $X$ and $Y$ be Banach spaces with $Y \subset X$, and suppose that $\|f\|_X \leq \|f\|_Y$. For $f \in X$ and $t > 0$ we set

$$K(t,f) = \inf \{\|u\|_X + t\|v\|_Y : f = u + v, u \in X, v \in Y\}.$$  

For $0 < \theta < 1$ and $1 \leq q \leq \infty$ we define the real interpolation space $(X,Y)_{\theta,q}$ by

$$(X,Y)_{\theta,q} = \{ f \in X : t^{-\theta}K(t,f) \in L_q^*(\mathbb{R}_+) \},$$

and equip it with the norm

$$\|f\|_{(X,Y)_{\theta,q}} = \|t^{-\theta}K(t,f)\|_{L_q^*(\mathbb{R}_+)}.$$  

The real interpolation space $(X,Y)_{\theta,q}$ is a Banach space. If we write $f \in X$ as $f = u + v$ with $u \in X$ and $v \in Y$, then $\|f\|_X \leq \|u\|_X + t\|v\|_Y$ for $t \geq 1$ by the triangle inequality and the assumption $\|v\|_X \leq \|v\|_Y$. Taking the infimum, we get $\|f\|_X \leq K(t,f)$ and hence

$$\|f\|_{(X,Y)_{\theta,q}} \geq \|t^{-\theta}K(t,f)\|_{L_q((1,\infty),t^{-1}dt)} \geq (\theta q)^{-1/q}\|f\|_X,$$  

where $(\theta q)^{-1/q}$ should be replaced by 1 if $q = \infty$. Also, it follows from $K(t,f) \leq \min \{\|f\|_X, t\|f\|_Y\} \leq \min \{1, t\}\|f\|_Y$ that $Y \subset (X,Y)_{\theta,q}$ with $\|f\|_{(X,Y)_{\theta,q}} \leq C(\theta,q) \cdot \|f\|_Y$ for $f \in Y$.

For $m \in \mathbb{N}$ and $h \in \mathbb{R}^d$ we set

$$\Omega_{m,h} = \bigcap_{j=0}^{m} (\Omega - jh),$$

and define the $m$-th order difference operator by

$$\Delta_{h}^m f(x) = \begin{cases} \sum_{k=0}^{m}(-1)^{m-k}\binom{m}{k}f(x + kh) & (x \in \Omega_{m,h}), \\ 0 & \text{(otherwise)} \end{cases}$$

for a function $f$ on $\Omega$. We note that $\Delta_{h}^m f = \Delta_{h}(\Delta_{h}^{m-1} f)$ for $m \geq 2$. To state the theorem for the real interpolation of Sobolev spaces, we introduce the space $B_{pq}^{m,\sigma}(\Omega)$, which will turn out to coincide with the Besov space $B_{pq}^{\sigma}(\Omega)$ defined in Definition 5.1.

**Definition 9.2.** Let $1 < p < \infty$, $1 \leq q \leq \infty$, $m \in \mathbb{N}$ and $0 < \sigma < m$. Set

$$|f|_{B_{pq}^{m,\sigma}(\Omega)} = \left\| \frac{\|\Delta_{h}^m f\|_{L_p(\Omega_{m,h})}}{|h|^\sigma} \right\|_{L_q^*(\mathbb{R}^d)}, \quad \text{for } f \in L_p(\Omega).$$

The space $B_{pq}^{m,\sigma}(\Omega)$ is defined by

$$B_{pq}^{m,\sigma}(\Omega) = \{ f \in L_p(\Omega) : |f|_{B_{pq}^{m,\sigma}(\Omega)} < \infty \},$$

and equipped with the norm $\|f\|_{L_p(\Omega)} + |f|_{B_{pq}^{m,\sigma}(\Omega)}$.  

Vol.85 (2017)  Introduction to $L_p$ Sobolev Spaces  129
Theorem 9.3. Let $1 < p < \infty$, $1 \leq q \leq \infty$, $m \in \mathbb{N}$, $0 < \theta < 1$ and $\sigma = m\theta$. Then

$$(L_p(\Omega), W_p^m(\Omega))_{\theta,q} = B_{pq}^\sigma(\Omega) = B_{pq}^{m\sigma}(\Omega)$$

with equivalent norms.

Remark 9.4. By Theorem 9.3 we know that in the definition of $B_{pq}^\sigma(\Omega)$ with $\sigma > 0$ we may replace $\Delta_h$ or $\Delta_h^m$ by $\Delta_h^m$ with any integer $m \geq 2$. Indeed, $f \in B_{pq}^\sigma(\Omega)$ if and only if $f \in W_p^{|\sigma|^-}(\Omega)$ and $f^{(\alpha)} \in B_{pq}^{|\sigma|+}(\Omega) = B_{pq}^{m|\sigma|+}(\Omega)$ for $|\alpha| = |\sigma|_-$, where $m$ is an integer satisfying $m > \{\sigma\}_+.$

For the proof we prepare several lemmas.

Lemma 9.5. For $m \in \mathbb{N}$ define the sequence $\{b_j\}_{j=0}^m$ so that the identity

$$\prod_{k=1}^{m-1} \left( 1 - \frac{m-k}{k} t \right) = \sum_{j=0}^{m-1} b_j t^j \quad (9.2)$$

holds as polynomials in $t$. Let $K \in C_0^\infty(\mathbb{R}^d)$ be written in the form

$$K(x) = \sum_{|\alpha|=m-1} K_\alpha^{(\alpha)}(x)$$

with $K_\alpha \in \mathcal{K}_T$ satisfying $\int_{\mathbb{R}^d} K_\alpha(x) dx = 0$, let $\omega \in \mathcal{K}_T$ satisfy $\int_{\mathbb{R}^d} \omega(x) dx = 1$, and set

$$W(x,y) = (-1)^m m^d \times \sum_{|\alpha|=m-1} \sum_{j=0}^{m-1} \binom{m-1}{j}^{-1} b_j \sum_{\beta: \beta \leq \alpha, |\beta| = j} \binom{\alpha}{\beta} K_\alpha^{(\alpha-\beta)}(x) \omega^{(\beta)}(y),$$

$$W_t(x,y) = t^{-2d} W(x/t, y/t), \quad \text{for } t > 0.$$  

Then

$$K_t * f(x) = \int_{\mathbb{R}^d} dz \int_{\Omega_{m,z}} W_t(x - y, x - y - mz) \Delta_z^m f(y) dy, \quad \text{for } x \in \Omega. \quad (9.3)$$

Proof. We write $U(t,x)$ for the right-hand side of (9.3), which is well defined since the set $\{(y,z) \in \mathbb{R}^{2d} : z \in \mathbb{R}^d, y \in \Omega_{m,z}\}$ is open, and hence measurable. If we set

$$U_k(t,x) := \int_{\mathbb{R}^{2d}} W_t(x - y, x - y - mz) E_0 f(y + k z) dy dz$$

for $k \in \{0,1,\ldots,m\}$, we have

$$U(t,x) = \sum_{k=0}^m (-1)^{m-k} \binom{m}{k} U_k(t,x).$$

Indeed, $W_t(x - y, x - y - mz) \neq 0$ implies $y \in x + t \Gamma_0 \subset x + \Gamma$ and $y + mz \in x + \Gamma$, and the convexity of $\Gamma$ gives $y + kz \in x + \Gamma \subset \Omega$ for all $k$ with $0 \leq k \leq m$, so we may restrict the domain of $y$-integration for $U_k(t,x)$ to $\Omega_{m,z}$. Thus it suffices to evaluate each $U_k(t,x)$ for $x \in \Omega$. 


Let \( k = 0 \). The substitution \( w = x - y - mz \) gives

\[
U_0(t, x) = m^{-d} \int_{\mathbb{R}^d} W_t(x-y, w) E_0 f(y) \, dy \, dw.
\]

In view of \( b_0 = 1 \) and \( \int_{\mathbb{R}^d} (\omega^{(\beta)})_t(w) \, dw = 0 \) for \(|\beta| > 0\), we have

\[
m^{-d} \int_{\mathbb{R}^d} W_t(x-y, w) \, dw = \int_{\mathbb{R}^d} (-1)^m \sum_{|\alpha| = m-1} (K^{(\alpha)})_t(x-y) \omega_t(w) \, dw
\]

which gives

\[
U_0(t, x) = (-1)^m K_t * E_0 f(x) = (-1)^m K_t * f(x).
\]

Let \( k = m \). The substitution \( w = y + mz \) and \( \int_{\mathbb{R}^d} (K^{(\alpha-\beta)})_t(x-y) \, dy = 0 \) give

\[
U_m(t, x) = m^{-d} \int_{\mathbb{R}^d} W_t(x-y, x-w) E_0 f(w) \, dy \, dw = 0.
\]

Let \( 1 \leq k \leq m-1 \). The substitution \( w = y + k z \) gives

\[
U_k(t, x) = k^{-d} \int_{\mathbb{R}^d} W_t \left( x-y, x + \frac{(m-k)y-mw}{k} \right) E_0 f(w) \, dy \, dw.
\]

Integration by parts gives

\[
\int_{\mathbb{R}^d} (K^{(\alpha-\beta)})_t(x-y) (\omega^{(\beta)})_t \left( x + \frac{(m-k)y-mw}{k} \right) \, dy
\]

\[
= \left( \frac{k}{m-k} \right)^{|\beta|} \int_{\mathbb{R}^d} (K^{(\alpha)})_t(x-y) \omega_t \left( x + \frac{(m-k)y-mw}{k} \right) \, dy
\]

\[
=: \left( \frac{k}{m-k} \right)^{|\beta|} V_{\alpha}(t, x, w),
\]

where we write the last integral as \( V_{\alpha}(t, x, w) \). We observe the relation

\[
\sum_{\beta: \beta \leq \alpha, |\beta| = j} \binom{\alpha}{\beta} = \binom{|\alpha|}{j}
\]

for \( j \leq |\alpha| \), which follows by setting \( x = (t, t, \ldots, t) \) and \( y = (1, 1, \ldots, 1) \) in the identity \( (x+y)^\alpha = \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} x^{\beta} y^{\alpha-\beta} \). By this relation we have

\[
(-1)^{-m} m^{-d} \int_{\mathbb{R}^d} W_t \left( x-y, x + \frac{(m-k)y-mw}{k} \right) \, dy
\]

\[
= \sum_{|\alpha| = m-1} \sum_{j=0}^{m-1} \binom{m-1}{j}^{-1} b_j \sum_{\beta \leq \alpha, |\beta| = j} \binom{\alpha}{\beta} \left( \frac{k}{m-k} \right)^j V_{\alpha}(t, x, w)
\]

\[
= \sum_{|\alpha| = m-1} \left\{ \sum_{j=0}^{m-1} b_j \left( \frac{k}{m-k} \right)^j \right\} V_{\alpha}(t, x, w) = 0,
\]

where we used the fact that the sum in the braces is equal to 0 by (9.2). Thus we get \( U_k(t, x) = 0 \) for \( 1 \leq k \leq m-1 \).
Combining the estimates for all $U_k(t, x)$, we obtain (9.3).

\[ \min \{h \} \]

**Lemma 9.6.** Let $1 < p < \infty$ and $m \in \mathbb{N}$. Then
\[
\| \Delta_h^m f \|_{L_p(\Omega, m, h)} \leq C|h|^m \| f \|_{W_p^m(\Omega)}, \quad \text{for } f \in W_p^m(\Omega) \tag{9.4}
\]
with $C = C(m, p, d, \Omega)$.

**Proof.** First we consider the case $\Omega = \mathbb{R}^d$. Since $W_p^m(\mathbb{R}^d) \cap C^\infty(\mathbb{R}^d)$ is dense in $W_p^m(\mathbb{R}^d)$ by Theorem 2.11, we may assume that $f \in W_p^m(\mathbb{R}^d) \cap C^\infty(\mathbb{R}^d)$. By Taylor’s theorem
\[
\Delta_h^m f(x) = \sum_{k=0}^m \sum_{|\alpha| < m} (-1)^{m-k} \binom{m}{k} \frac{(kh)^\alpha f(\alpha) x}{\alpha!} + \sum_{k=0}^m \sum_{|\alpha| = m} (-1)^{m-k} \binom{m}{k} \frac{(kh)^\alpha}{\alpha!} \int_0^1 (1-s)^{m-1} f(\alpha)(x + skh) ds
\]

To estimate $J_0$ we consider the identity $(t - 1)^m = \sum_{k=0}^m (-1)^{m-k} \binom{m}{k} t^k$ as polynomials in $t$, and apply \{t(d/dt)\} to both sides. Then there exists a polynomial $P_l(t)$ such that
\[
P_l(t)(t - 1)^{m-l} = \sum_{k=0}^m (-1)^{m-k} \binom{m}{k} t^k.
\]
Putting $t = 1$ gives $\sum_{k=0}^m (-1)^{m-k} \binom{m}{k} k! = 0$ and hence $J_0 = 0$. Applying Minkowski’s inequality to $J_1$, we get (9.4) with $\| f \|_{W_p^m(\Omega)}$ replaced by $\| \nabla^m f \|_{L_p(\Omega)}$ for $\Omega = \mathbb{R}^d$.

Next we consider the case $\Omega \neq \mathbb{R}^d$. Let $E_\Omega$ be the extension operator in Theorem 7.1. By the result for $\mathbb{R}^d$ we have
\[
\| \Delta_h^m f \|_{L_p(\Omega, m, h)} \leq \| \Delta_h^m E_\Omega f \|_{L_p(\mathbb{R}^d)} \leq C|h|^m \| \nabla^m E_\Omega f \|_{L_p(\mathbb{R}^d)},
\]
which yields (9.4).

\[ \square \]

**Lemma 9.7.** Let $1 < p < \infty$, $1 \leq q \leq \infty$ and $0 < \sigma \leq 1$. Then $W_p^2(\Omega) \subset B_{pq}^\sigma(\Omega)$ with $\| f \|_{B_{pq}^\sigma(\Omega)} \leq C(\sigma, p, q, d, \Omega) \| f \|_{W_p^2(\Omega)}$ for $f \in W_p^2(\Omega)$.

**Proof.** Let $f \in W_p^2(\Omega)$. It is easy to see that $\| \Delta_h f \|_{L_p(\Omega, 1, h)} \leq 2 \| f \|_{L_p(\Omega)}$. This combined with Lemma 9.6 gives
\[
\| \Delta_h f \|_{L_p(\Omega, 1, h)} \leq C \min\{1, |h|\} \| f \|_{W_p^1(\Omega)}.
\]
If $0 < \sigma < 1$, then $|h|^{-\sigma} \min\{1, |h|\} \in L_q(\mathbb{R}^d)$ gives $f \in B_{pq}^\sigma(\Omega)$. If $\sigma = 1$, the same argument yields the above inequality with $\Delta_h f$ and $\min\{1, |h|\}$ replaced by $\Delta_h^2 f$ and $\min\{1, |h|^2\}$, respectively; hence we get $f \in B_{pq}^1(\Omega)$.

\[ \square \]
Lemma 9.8. Let $1 < p < \infty$, $1 \leq q \leq \infty$, $m \in \mathbb{N}$, $0 < \sigma < m$ and $K \in \mathcal{K}_m^N$. If $f \in B_{pq}^m(\Omega)$, then there exists $G_i \in L_q^*(\mathbb{R}_+)$ with $i = 0, 1, 2$ such that

$$\|K_t * f\|_{L_p(\Omega)} \leq t^\sigma G_0(t), \quad (9.5)$$

$$\|\Delta_h (K_t * f)\|_{L_p(\Omega_i, h)} \leq t^\sigma \min\{1, (|h|/t)^i\} G_i(t) \quad \text{for } i = 1, 2, \quad (9.6)$$

$$\|G_i\|_{L_q^*(\mathbb{R}_+)} \leq C(m, \sigma, p, q, d, \Omega) \|f\|_{B_{pq}^m(\Omega)} \quad \text{for } i = 0, 1, 2. \quad (9.7)$$

Proof. We use Lemma 9.5 to write $K_t * f$ as (9.3). Since $W_t(x - y, x - y - m z) \neq 0$ implies $|x - y| < t$, $|x - y - m z| < t$ and hence $|m z| < 2 t$, we have

$$|W_t(x - y, x - y - m z)| \leq t^{-2d} \|W\|_{L_\infty} \chi\left(\frac{|x - y|}{t}\right) \chi\left(\frac{m|z|}{2t}\right),$$

where $\chi$ is the characteristic function of $[0, 1]$. Applying Minkowski’s inequality and Young’s inequality to (9.3), we have

$$\|K_t * f\|_{L_p(\Omega)} \leq C_0 \int_{\mathbb{R}^d} t^{-d} \chi\left(\frac{m|z|}{2t}\right) \|\Delta_z f\|_{L_p(\Omega_{m, z})} \, dz$$

with some constant $C_0$. If we set

$$G_0(t) = C_0 \int_{\mathbb{R}^d} \left(\frac{|z|}{t}\right)^{\sigma + d} \chi\left(\frac{m|z|}{2t}\right) \|\Delta_z f\|_{L_p(\Omega_{m, z})} \, dz,$$

then (9.5) holds. Since $\int_0^\infty t^{\sigma + d} \chi((mt/2)t^{-1}) \, dt < \infty$, the map

$$|z|^{-\sigma} \|\Delta_z f\|_{L_p(\Omega_{m, z})} \mapsto G_0(t)$$

is a bounded operator from $L_q^*(\mathbb{R}^d)$ to $L_q^*(\mathbb{R}_+)$ by Lemma 5.3. Therefore we obtain (9.7) for $i = 0$.

As for (9.6) and (9.7) with $i = 1$, we consider, instead of $W_t(x - y, x - y - m z)$, the difference

$$J := W_t(x + h - y, x + h - y - m z) - W_t(x - y, x - y - m z)$$

for $x \in \Omega_{1, h}$. Taking into account the support of $J$, and using Taylor’s theorem, we have

$$|J| \leq \|J\|_{L_\infty} \left\{ \chi\left(\frac{|x + h - y|}{t}\right) + \chi\left(\frac{|x - y|}{t}\right) \right\} \chi\left(\frac{m|z|}{2t}\right)$$

with $\|J\|_{L_\infty} \leq \min\{2 \|W\|_{L_\infty}, (|h|/t) \|\nabla W\|_{L_\infty}\} t^{-2d}$. Applying $\Delta_h$ to (9.3), and using Minkowski’s inequality with Young’s inequality, we get

$$\|\Delta_h (K_t * f)\|_{L_p(\Omega_{1, h})} \leq C_1 \min\{1, (|h|/t)\} \int_{\mathbb{R}^d} t^{-d} \chi\left(\frac{m|z|}{2t}\right) \|\Delta_z f\|_{L_p(\Omega_{m, z})} \, dz$$

with some constant $C_1$. In the same way as for the case $i = 0$, we obtain (9.6) and (9.7) for $i = 1$.

The case $i = 2$ can be handled in a similar way. \hfill \Box

Proof of Theorem 9.3. Step 1. We shall show that

$$(L_p(\Omega), W_{pq}^m(\Omega))_{\theta, q} \subset B_{pq}^m(\Omega). \quad (9.8)$$
Let \( f \in (L_p(\Omega), W^m_p(\Omega))_q \). By definition \( t^{-\theta} \mathbb{K}(t, f) \in L^*_q(\mathbb{R}_+) \), and for each \( h \in \mathbb{R}^d \) there exist \( u \in L_p(\Omega) \) and \( v \in W^m_p(\Omega) \) such that \( f = u + v \) and
\[
\|u\|_{L_p(\Omega)} + |h|^m \|v\|_{W^m_p(\Omega)} \leq 2\mathbb{K}(|h|^m, f).
\]
By Lemma 9.6 we have
\[
\|\Delta^m_h f\|_{L_p(\Omega_m, h)} \leq \|\Delta^m_h u\|_{L_p(\Omega_m, h)} + \|\Delta^m_h v\|_{L_p(\Omega_m, h)} \\
\leq 2m \|u\|_{L_p(\Omega)} + C|h|^m \|v\|_{W^m_p(\Omega)} \\
\leq C\mathbb{K}(|h|^m, f).
\]
In view of \( \sigma = m\theta \) we get \( |h|^{-\sigma} \|\Delta^m_h f\|_{L_p(\Omega_m, h)} \in L^*_q(\mathbb{R}^d) \) from \( t^{-\theta} \mathbb{K}(t, f) \in L^*_q(\mathbb{R}_+) \) by the change of variables \( h = t^{1/m} \omega \) with \( t > 0 \) and \( |\omega| = 1 \). This combined with (9.1) yields (9.8) with
\[
\|f\|_{L_p(\Omega)} + |f|_{B^m_p,\sigma(\Omega)} \leq C\|f\|_{(L_p(\Omega), W^m_p(\Omega))_\theta, \lambda}.
\]
Step 2. We shall show that
\[
B^m_p,\sigma(\Omega) \subset B^\sigma_p(\Omega). \tag{9.9}
\]
Let \( f \in B^m_p,\sigma(\Omega) \). We write Muramatu’s formula (2.11) with \( \lambda = 1 \) as \( f = u + v \) with
\[
u(\omega) = \varphi(\omega) * f \in L_p(\Omega) \quad \forall \alpha \in \mathbb{N}_0^d.
\]
This implies \( v(\omega) \in W^2_p(\Omega) \) for \( |\alpha| = [\sigma]_- \). Since \( W^2_p(\Omega) \subset B^{[\sigma]}_p(\Omega) \) by Lemma 9.7, we see that \( v \in B^\sigma_p(\Omega) \) with \( \|v\|_{B^\sigma_p(\Omega)} \leq C\|v\|_{W^{[\sigma]}_p(\Omega)} \leq C\|f\|_{L_p(\Omega)} \).
As for \( u \), we write \( \partial^\alpha(K_t * f) = t^{-|\alpha|}(K^\alpha_t) * f \) and apply Lemma 9.8 to get
\[
\|\partial^\alpha(K_t * f)\|_{L_p(\Omega)} \leq t^{-|\alpha|+\sigma} G(\alpha)(t)
\]
with some \( G(\alpha) \in L^*_q(\mathbb{R}_+) \) satisfying \( \|G(\alpha)\|_{L^*_q(\mathbb{R}_+)} \leq C\|f\|_{B^m_p,\sigma(\Omega)} \). If \( |\alpha| \leq [\sigma]_- \), then Hölder’s inequality gives
\[
\int_0^1 \|\partial^\alpha(K_t * f)\|_{L_p(\Omega)} dt \leq \|t^{-[\sigma]_-} \|_{L^*_q(I)} \|G(\alpha)\|_{L^*_q(\mathbb{R}_+)} < \infty
\]
with \( 1/q + 1/q' = 1 \) and \( I = (0,1) \). By Proposition 2.9 we know that \( u \in W^{[\sigma]}_p(\Omega) \) with
\[
u(\omega) = \int_0^1 t^{-|\alpha|}(K^\alpha_t) * f \frac{dt}{t}, \quad \text{for } |\alpha| \leq [\sigma]_-. \tag{9.10}
\]
Next we want to evaluate \( \Delta^m_h u(\omega) \) for \( |\alpha| = [\sigma]_- \), where \( i = 1 \) if \( 0 < [\sigma]_+ < 1 \), and \( i = 2 \) if \( [\sigma]_+ = 1 \). Applying \( \Delta^m_h \) to (9.10) and using Lemma 9.8 for \( \Delta^m_h((K^\alpha_t) * f) \), we get
\[
\frac{\|\Delta^m_h u(\omega)\|_{L_p(\Omega, h, \sigma)}}{|h|^{[\sigma]_+}} \leq \int_0^1 \left( \frac{t}{|h|} \right)^{[\sigma]_+} \min \{ 1, \left( \frac{|h|}{t} \right)^i \} G(\alpha) \frac{dt}{t} =: I(h)
\]
with some \( G \in L^*_q(\mathbb{R}_+) \) satisfying \( \|G\|_{L^*_q(\mathbb{R}_+)} \leq C\|f\|_{B^m_p,\sigma(\Omega)} \). Since it follows from \( [\sigma]_+ < i \) that \( \int_0^\infty t^{[\sigma]_+} \min \{ 1, t^{-i} \} t^{-1} dt < \infty \), the map \( G(t) \mapsto I(h) \) is a bounded
operator from $L^*_q(\mathbb{R}^+)$ to $L^*_q(\mathbb{R}^d)$ by Lemma 5.3. Therefore $u^{(\alpha)} \in B^\sigma_{pq}(\Omega)$ for $|\alpha| = [\sigma]-$.

Combining the above estimates for $u$ and $v$, we obtain (9.9) with

$$
\|f\|_{B^\sigma_{pq}(\Omega)} \leq C\|f\|_{L_p(\Omega)} + |f|_{B^\sigma_{pq}(\Omega)}.
$$

Step 3. We shall show that

$$
B^\sigma_{pq}(\Omega) \subset (L_p(\Omega), W^m_p(\Omega))_{\theta,q}.
$$

Let $f \in B^\sigma_{pq}(\Omega)$. We write Muramatu’s formula (2.14) as $f = u + v$ with

$$
u = \sum_{|\beta|=|\sigma|-} \int_0^\lambda t^{(\beta)}(K_\beta)_t \ast f^{(\beta)} \frac{dt}{t}, \quad v = \varphi_\lambda \ast f,$$

where $K_\beta \in \mathcal{K}^2$. Let $i = 1$ if $0 < \{\sigma\}_+ < 1$, and $i = 2$ if $\{\sigma\}_+ = 1$. Since $f^{(\beta)} \in B^\sigma_{pq}(\Omega) = B^\sigma_{pq}(\Omega)$ for $|\beta| = [\sigma]-$ by Lemma 9.8, there exists $G \in L^*_q(\mathbb{R}^+)$ such that $\|(K_\beta)_t \ast f^{(\beta)}\|_{L_p(\Omega)} \leq t^{[\sigma]-}G(t)$ for $|\beta| = [\sigma]-$, and $\|G\|_{L^*_q(\mathbb{R}^+)} \leq C \sum_{|\beta|=|\sigma|-} |f^{(\beta)}|_{B^\sigma_{pq}(\Omega)} = C |f|_{B^\sigma_{pq}(\Omega)}$. Setting $G_1(\lambda) = \int_0^\lambda (t/\lambda)^\sigma G(t) t^{-1} dt$, we have

$$
\|u\|_{L_p(\Omega)} \leq C \int_0^\lambda t^\sigma G(t) \frac{dt}{t} = C \lambda^\sigma G_1(\lambda).
$$

Also, $\|G_1\|_{L^*_q(\mathbb{R}^+)} \leq C\|G\|_{L^*_q(\mathbb{R}^+)}$ by Lemma 5.3, and thereby $\|G_1\|_{L^*_q(\mathbb{R}^+)} \leq C |f|_{B^\sigma_{pq}(\Omega)}$.

We turn to estimates of $v$. By Young’s inequality we have $\|v\|_{L_p(\Omega)} \leq C\|f\|_{L_p(\Omega)}$.

For $|\alpha| = m$ we take $\beta$ so that $\beta \leq \alpha$ and $|\beta| = [\sigma]-$, and write

$$
\varphi^{(\alpha)} = \lambda^{|\sigma|-m} (\varphi^{(\alpha-\beta)}) \lambda \ast f^{(\beta)}.
$$

By Lemma 9.8 we have $\|\varphi^{(\alpha)}\|_{L_p(\Omega)} \leq \lambda^{|\sigma|-m} G_2(\lambda)$ with some $G_2 \in L^*_q(\mathbb{R}^+)$ satisfying $\|G_2\|_{L^*_q(\mathbb{R}^+)} \leq C |f|_{B^\sigma_{pq}(\Omega)}$.

The interpolation inequality and the estimates for $u$ and $v$ give

$$
\mathcal{K}(\lambda^m, f) \leq \|u\|_{L_p(\Omega)} + \lambda^m \|v\|_{W^m_p(\Omega)}
\leq C \left\{ \lambda^\sigma G_1(\lambda) + \lambda^m \|f\|_{L_p(\Omega)} + \lambda^\sigma G_2(\lambda) \right\}.
$$

We use this inequality for $0 < \lambda \leq 1$, and the inequality $\mathcal{K}(\lambda^m, f) \leq \|f\|_{L_p}$, which follows from $f = f + 0 \in L_p(\Omega) + W^m_p(\Omega)$, for $\lambda > 1$. Then we know $\lambda^{-\sigma} \mathcal{K}(\lambda^m, f) \in L^*_q(\mathbb{R}^+) \text{ and thereby } t^{-\theta} \mathcal{K}(t, f) \in L^*_q(\mathbb{R}^+)$. We obtain (9.11) with $\|f\|_{(L_p(\Omega), W^m_p(\Omega))_{\theta,q}} \leq C \|f\|_{B^\sigma_{pq}(\Omega)}$. □

10. Sobolev spaces of negative order

Muramatu's integral formula also works for Sobolev spaces of negative order. Before giving its definition we collect here the basic facts on distribution theory. A distribution $T$ on $\Omega$ is a continuous linear functional on $C_0^\infty(\Omega)$ in the sense that for every
compact subset $K$ of $\Omega$ there exist $k \in \mathbb{N}_0$ and a constant $C > 0$ such that

$$|\langle \phi, T \rangle_\Omega| \leq C \sum_{|\alpha| \leq k} \| \partial^\alpha \phi \|_{L^\infty(\Omega)}, \quad \text{for all } \phi \in C^\infty_0(\Omega) \text{ with } \operatorname{supp} \phi \subset K.$$  

Here we denote the value of $T$ at $\phi \in C^\infty_0(\Omega)$ by $\langle \phi, T \rangle_\Omega$. A locally integrable function $f(x)$ is considered as a distribution by $\langle \phi, f \rangle_\Omega = \int_\Omega \phi(x) f(x) \, dx$. The derivative $\partial^\alpha T$ is defined by

$$\langle \phi, \partial^\alpha T \rangle_\Omega = (-1)^{|\alpha|} \langle \partial^\alpha \phi, T \rangle_\Omega,$$

and the product $\zeta T$ with $\zeta \in C^\infty_0(\Omega)$ is defined by $\langle \phi, \zeta T \rangle_\Omega = \langle \zeta \phi, T \rangle_\Omega$.

It is sometimes helpful to write a distribution $T$ as $T(x)$ with variable $x$ attached, even when $T$ is not actually a function. Recall that $\Gamma$ is the cone satisfying (2.2) for $\Omega$. If $\phi \in C^\infty_0(\mathbb{R}^d)$ satisfies $\operatorname{supp} \phi \subset -\Gamma$, then we can define the convolution $\phi \ast T$ by

$$\phi \ast T(x) = \langle \phi(x - \cdot), T \rangle_\Omega = \langle \phi(x - y), T(y) \rangle_\Omega$$

for $x \in \Omega$, since $\operatorname{supp}(\phi(x - \cdot)) \subset x + \Gamma \subset \Omega$.

The following lemma tells us how to define Sobolev spaces of negative order.

**Lemma 10.1.** Let $1 < p < \infty$, $m \in \mathbb{N}_0$ and $k \in \mathbb{N}$. Then the following conditions are equivalent:

(a) $f \in W^m_p(\Omega)$.
(b) There exist $f_\alpha \in W^{m+k}_p(\Omega)$ with $|\alpha| \leq k$ such that $f$ is written as $f = \sum_{|\alpha| \leq k} \partial^\alpha f_\alpha$.

**Proof.** By definition of Sobolev spaces (b)⇒(a) is obvious. To show (a)⇒(b) we use Muramatu’s formula (2.14) with $\lambda = 1$, $K_\beta = \sum_{|\alpha| = k} H^{(\alpha)}_{\alpha \beta}$ and $H_{\alpha \beta} \in K^1_\Gamma$. Since $(H^{(\alpha)}_{\alpha \beta})_t = t^{|\alpha|} \partial^\alpha (H_{\alpha \beta})_t$, Corollary 6.2 gives

$$f = \sum_{|\alpha| = k} \sum_{|\beta| = m} \partial^\alpha \int_0^1 t^{m+k} (H_{\alpha \beta})_t * f^{(\beta)} \frac{dt}{t} + \varphi * f.$$  

Define $f_\alpha$ by $f_\alpha = \varphi * f$ for $\alpha = 0$, $f_\alpha = 0$ for $0 < |\alpha| < k$, and

$$f_\alpha = \sum_{|\beta| = m} \int_0^1 t^{m+k} (H_{\alpha \beta})_t * f^{(\beta)} \frac{dt}{t}, \quad \text{for } |\alpha| = k.$$  

Then these $f_\alpha$ satisfy the desired conditions in (b). 

**Definition 10.2.** Let $1 \leq p \leq \infty$, $m \in \mathbb{Z}$ and $m < 0$. The Sobolev space $W^m_p(\Omega)$ is the collection of all distributions $f$ which are written as

$$f = \sum_{|\alpha| \leq -m} \partial^\alpha f_\alpha, \quad f_\alpha \in L_p(\Omega) \quad (10.1)$$  


in the distributional sense. We equip $W^m_p(\Omega)$ with the norm

$$
\| f \|_{W^m_p(\Omega)} = \inf \sum_{|\alpha| \leq -m} \| f_\alpha \|_{L^p(\Omega)},
$$

where the infimum is taken over all the expressions of $f$ in (10.1).

It is not difficult to show that the Sobolev space $W^m_p(\Omega)$ of negative order is also a Banach space, using the completeness of $L^p(\Omega)$ and the inequalities

$$
\| \partial^\alpha f \|_{W^m_p(\Omega)} \leq \| f \|_{L^p(\Omega)}, \quad \text{for } f \in L^p(\Omega), \ |\alpha| \leq -m.
$$

By definition we see that the following embedding is continuous:

$$
W^m_p(\Omega) \subset W^n_p(\Omega), \quad \text{for } m > n \text{ with } m, n \in \mathbb{Z},
$$

where $\mathbb{Z}$ is the set of integers.

Let $m$ be a negative integer and let $f \in W^m_p(\Omega)$ be written as (10.1). We take a function $\varphi \in \mathcal{K}_1^0$, and consider the convolution $\varphi_t * f(x)$ for $t > 0$. Since

$$
\langle \varphi_t(x - y), \partial^\alpha f(y) \rangle_{\Omega} = (-1)^{|\alpha|} \langle \partial^\alpha_y \varphi_t(x - y), f(y) \rangle_{\Omega}
$$

$$
= \int_\Omega \partial^\alpha_y \varphi_t(x - y) f(y) \, dy
$$

for $x \in \Omega$, we see that $\varphi_t * f(x) \in C^\infty(\mathbb{R}_+ \times \Omega)$ and that

$$
\partial^k_t \partial^\beta_x (\varphi_t * f(x)) = \sum_{|\alpha| \leq -m} \int_\Omega \partial^k_t \partial^\alpha_x + \beta \{ \varphi_t(x - y) \} f_\alpha(y) \, dy
$$

$$
= \sum_{|\alpha| \leq -m} \partial^k_t \partial^\alpha_x + \beta (\varphi_t * f_\alpha(x))
$$

for $k \in \mathbb{N}_0$, $\beta \in \mathbb{N}_0^d$. As counterparts of Theorems 2.11 and 2.5 for non-negative orders, we formulate the two theorems for negative orders.

**Theorem 10.3.** Let $1 \leq p < \infty$, $m \in \mathbb{Z}$ and $m < 0$. Then $W^m_p(\Omega) \cap C^\infty(\overline{\Omega})$ is dense in $W^m_p(\Omega)$.

**Proof.** First we assume $f \in L^p(\Omega)$ and consider $u(t, x) = \langle \varphi_t(x - y), \partial^\alpha f(y) \rangle_{\Omega}$ for $x \in \Omega$, $t > 0$ and $\varphi \in \mathcal{K}_1^0$ satisfying $\int_{\mathbb{R}^d} \varphi(x) \, dx = 1$. Let $\epsilon > 0$ and set

$$
\delta = \text{dist}(-\text{supp } \varphi, \Gamma^c) > 0, \quad \Omega^\epsilon = \{ x \in \mathbb{R}^d : \text{dist}(x, \Omega) < \epsilon \}.
$$

We shall show that $u(t, x)$ is also defined for $x \in \Omega^{t\delta}$, that $u(t, \cdot) \in C^\infty(\Omega^{t\delta})$ and that $u(t, \cdot) \to \partial^\alpha f$ in $W^{-|\alpha|}_p(\Omega)$ as $t \to 0$.

Let $x \in \Omega^{t\delta}$. Then there is $x_0 \in \Omega$ such that $|x - x_0| < t\delta$, and $\varphi_t(x - y) \neq 0$ implies

$$
y \in x + t(-\text{supp } \varphi) = x_0 + t((x - x_0)/t - \text{supp } \varphi) \subset x_0 + t\Gamma \subset \Omega.
$$
Therefore \( \varphi_t(x - \cdot) \in C^\infty_0(\Omega) \), and
\[
\begin{align*}
  u(t, x) &= (-1)^{-|\alpha|} \langle \partial^\alpha_y \varphi_t(x - y), f(y) \rangle_\Omega \\
  &= \langle \partial^\alpha_x \varphi_t(x - y), f(y) \rangle_\Omega \\
  &= \partial^\alpha \{ \varphi_t * E_0f(x) \}
\end{align*}
\]
for \( x \in \Omega^{\delta} \), where \( E_0f \) is the zero-extension to \( \mathbb{R}^d \) defined by (2.9). It follows from \( \varphi_t * E_0f \in C^\infty(\mathbb{R}^d) \) that \( u(t, x) \in C^\infty(\Omega^{\delta}) \). Since \( \varphi_t * f \to f \) in \( L_p(\Omega) \), we have
\[
\| u(t, \cdot) - \partial^\alpha f \|_{W^{-|\alpha|}_p(\Omega)} = \| \partial^\alpha \{ \varphi_t * f - f \} \|_{W^{-|\alpha|}_p(\Omega)} \\
\leq \| \varphi_t * f - f \|_{L_p(\Omega)} \to 0
\]
as \( t \to 0 \). Thus we have shown the assertion for \( u(t, x) \).

The theorem follows by writing \( f \in W^m_p(\Omega) \) in the form of (10.1), and applying the above assertion to \( f_\alpha \in L_p(\Omega) \) in (10.1).

**Theorem 10.4.** Let \( 1 \leq p < \infty, \ m \in \mathbb{Z}, \ m < 0, \ N \in \mathbb{N} \) and \( \lambda > 0 \). Then there exist \( K \in \mathcal{K}^N_1 \) and \( \varphi \in \mathcal{K}_1^0 \) satisfying \( \int_\Omega \varphi(x) \, dx = 1 \) such that
\[
f = \sum_{|\alpha| \leq -m} \partial^\alpha \int_0^\lambda K_t * f_\alpha \frac{dt}{t} + \sum_{|\alpha| \leq -m} \lambda^{-|\alpha|} (\varphi^{(\alpha)})_\lambda * f_\alpha
\]
holds for \( f \in W^m_p(\Omega) \) written as (10.1), where the integral \( \int_0^\lambda \) should be interpreted as the limit of \( \int_\epsilon^\lambda \) as \( \epsilon \to 0 \) in the norm of \( L_p(\Omega) \).

**Proof.** We take \( \varphi \) and \( K \) as in Lemma 2.3. By (2.8)
\[
\varphi_\epsilon * f_\alpha = \int_\epsilon^\lambda K_t * f_\alpha \frac{dt}{t} + \varphi_\lambda * f_\alpha
\]
for \( 0 < \epsilon < \lambda \). Applying \( \partial^\alpha \) to (10.4), and summing over \( |\alpha| \leq -m \), we get, by (10.2),
\[
\varphi_\epsilon * f = \sum_{|\alpha| \leq -m} \partial^\alpha \int_\epsilon^\lambda K_t * f_\alpha \frac{dt}{t} + \sum_{|\alpha| \leq -m} \lambda^{-|\alpha|} (\varphi^{(\alpha)})_\lambda * f_\alpha.
\]
Since \( \varphi_\epsilon * f \to f \) in \( W^m_p(\Omega) \) as \( \epsilon \to 0 \), as shown in the proof of Theorem 10.3, and since (10.4) gives \( \int_\epsilon^\lambda K_t * f_\alpha \frac{dt}{t} \to f_\alpha - \varphi_\lambda * f_\alpha \) in \( L_p(\Omega) \), we obtain the theorem. \( \Box \)

**Remark 10.5.** Let \( f \in L_p(\Omega), \ K \in \mathcal{K}_1^1 \) and \( \lambda > 0 \). We have already known that the integral \( \int_0^\lambda K_t * f \frac{dt}{t} \) converges in \( L_p(\Omega) \) if \( p > 1 \) by Theorem 6.1. As for the case \( p = 1 \), the integral converges in the norm of \( W^{-1}_p(\Omega) \). Indeed, writing \( K = \sum_{|\beta| = 1} \partial^\beta K_\beta \) with \( K_\beta \in \mathcal{K}_0^0 \), we have \( \int_\epsilon^\lambda K_t * f \frac{dt}{t} = \sum_{|\beta| = 1} \partial^\beta \int_\epsilon^\lambda (K_\beta)_t * f \frac{dt}{t} \) for \( \epsilon > 0 \), and know that \( \int_\epsilon^\lambda (K_\beta)_t * f \frac{dt}{t} \) converges in \( L_1(\Omega) \) as \( \epsilon \to 0 \) by Proposition 2.9; hence \( \partial^\beta \int_\epsilon^\lambda (K_\beta)_t * f \frac{dt}{t} \) converges in \( W^{-1}_1(\Omega) \). Also, we have \( \int_0^\lambda K_t * f \frac{dt}{t} = \sum_{|\beta| = 1} \partial^\beta \int_0^\lambda (K_\beta)_t * f \frac{dt}{t} \).
As a consequence, if $K \in \mathcal{K}_1^0$ then
\[
\partial_j \int_0^\lambda K_t \ast f \, dt = \int_0^\lambda \partial_j (K_t \ast f) \, dt = \int_0^\lambda (\partial_j K)_t \ast f \, \frac{dt}{t},
\]
where the integral on the right-hand side should be regarded as the limit of $\int_\epsilon^\lambda$ in $W^{-1}_1(\Omega)$ as $\epsilon \to 0$. This fact will be used in the proof of Theorem 10.6 below.

**Theorem 10.6.** Let $1 \leq p < q < \infty$, $m, n \in \mathbb{Z}$ and $m - d/p \geq n - d/q$. In addition, we assume that $m - d/p > n - d/q$ if $p = 1$. Then $W^m_p(\Omega) \subset W^n_q(\Omega)$, and the inequality
\[
\|f\|_{W^n_q(\Omega)} \leq C\|f\|_{W^m_p(\Omega)}, \quad \text{for } f \in W^m_p(\Omega)
\]
holds with $C = C(m, n, p, q, d, \Omega)$.

**Proof.** We note that $m > n$ since $m - n \geq d(1/p - 1/q) > 0$. Since we have already treated the case $m \in \mathbb{N}$ and $n \in \mathbb{N}_0$ in Theorem 3.1, it remains to consider the other cases.

Case $m \geq 0$ and $n < 0$. Let $f \in W^m_p(\Omega)$. We use Muramatu’s formula (2.14) with $\lambda = 1$, $K_\beta = \sum_{|\alpha| = -n} \partial^\alpha K_{\alpha\beta}$ and $K_{\alpha\beta} \in \mathcal{K}_1^1$. By Corollary 6.2 for $p > 1$, and by Proposition 2.9 and Remark 10.5 for $p = 1$, we have
\[
f = \sum_{|\beta| = m} \sum_{|\alpha| = -n} \partial^\alpha \int_0^1 t^{m-n}(K_{\alpha\beta})_t \ast f(\beta) \, \frac{dt}{t} + \varphi \ast f.
\]
We can evaluate the integral $F_{\alpha\beta} = \int_0^1 t^{m-n}(K_{\alpha\beta})_t \ast f(\beta) \, t^{-1} dt$ as in the proof of Theorem 3.1 for Cases 1 and 2 to get
\[
\|f\|_{W^p_q(\Omega)} \leq \sum_{|\beta| = m} \sum_{|\alpha| = -n} \|F_{\alpha\beta}\|_{L_q} + \|\varphi \ast f\|_{L_q} \leq C \sum_{|\beta| = m} \|f(\beta)\|_{L_p} + \|\varphi\|_{L_r} \|f\|_{L_p}
\]
with $p^{-1} + r^{-1} = 1 + q^{-1}$. This implies $f \in W^n_q(\Omega)$ and $\|f\|_{W^n_q(\Omega)} \leq C\|f\|_{W^m_p(\Omega)}$.

Case $m < 0$ and $n < 0$. Let $f \in W^m_p(\Omega)$ and $f \in W^n_q(\Omega)$. We use (10.3) with $\lambda = 1$, $K = \sum_{|\beta| = m-n} \partial^\beta K_\beta$ and $K_\beta \in \mathcal{K}_1^1$. Then
\[
f = \sum_{|\alpha| \leq m} \sum_{|\beta| = m-n} \partial^{\alpha+\beta} \int_0^1 t^{m-n}(K_\beta)_t \ast f_\alpha \, \frac{dt}{t} + \sum_{|\alpha| \leq m} \varphi(\alpha) \ast f_\alpha.
\]
Noting that $0 \leq |\alpha + \beta| = |\alpha| + m - n \leq -n$, we can evaluate $\|f\|_{W^n_q(\Omega)}$ similarly. \(\square\)

As an application of negative-order Sobolev spaces we show a lemma which is required for the regularity theorem for elliptic equations. We can see that Muramatu’s formula works well in its proof.

**Lemma 10.7.** Let $1 < p < \infty$, $m, k \in \mathbb{N}$, $m > k$ and $d \geq 2$. Suppose that $f \in L_p(\Omega)$ satisfies $\partial^j_k f \in L_p(\Omega)$ for $j = 1, \ldots, d-1$ and $\partial^m_k f \in W^k_p(\Omega)$. Then we have $f \in W^k_p(\Omega)$ and
\[
\|f\|_{W^k_p(\Omega)} \leq C \left( \|f\|_{L_p(\Omega)} + \sum_{j=1}^{d-1} \|\partial^j_k f\|_{L_p(\Omega)} + \|\partial^m_k f\|_{W^k_p(\Omega)} \right)
\]
with \( C = C(m, k, p, d, \Omega) \).

**Proof.** We write Muramatu’s formula (2.11) with \( \lambda = 1 \) as

\[
f = \int_0^1 \sum_{|\alpha|=md} (K^\alpha_\alpha)_t * f \frac{dt}{t} + \varphi * f
\]

with \( K^\alpha_\alpha \in K^1_\Gamma \). Since \( |\alpha| = md \) implies \( \alpha_j \geq m(k > j) \) for some \( j = 1, \ldots, d \), we have

\[
f = \int_0^1 \sum_{j=1}^{d-1} t^j(K^\alpha_j)_t * \partial^j f \frac{dt}{t} + \int_0^1 t^m(K^d_d)_t * \partial_d^m f \frac{dt}{t} + \varphi * f
\]

with some \( K^\alpha_j \in K^1_\Gamma \) for \( j = 1, \ldots, d \). By assumption, \( \partial_d^m f \) is written as \( \partial_d^m f = \sum_{|\beta| \leq m-k} \partial^\beta f_\beta \) with \( f_\beta \in L_p(\Omega) \). Substituting this expression in the above equation, and using \( (K^d_d)_t * \partial^\beta f_\beta = t^{-|\beta|}(K^\alpha_\beta)_t * f_\beta \), we have

\[
f = \sum_{j=1}^{d-1} \int_0^1 t^j(K^\alpha_j)_t * \partial^j f \frac{dt}{t} + \sum_{|\beta| \leq m-k} \int_0^1 t^{m-|\beta|}(K^\alpha_\beta)_t * f_\beta \frac{dt}{t} + \varphi * f.
\]

By Theorem 6.1 and Corollary 6.2 we get \( f \in W_p^k(\Omega) \) with

\[
\|f\|_{W_p^k(\Omega)} \leq C \left( \sum_{j=1}^{d-1} \|\partial^j f\|_{L_p(\Omega)} + \sum_{|\beta| \leq m-k} \|f_\beta\|_{L_p(\Omega)} + \|f\|_{L_p(\Omega)} \right).
\]

The desired inequality follows by taking the infimum. \( \square \)

### 11. Concluding remarks

#### 11.1. Muramatu’s work

It is known that most function spaces are covered by two scales of function spaces, the Triebel-Lizorkin space \( F_{pq}^\sigma(\Omega) \) and the Besov space \( B_{pq}^\sigma(\Omega) \). For example, \( W_p^\sigma(\Omega) = F_{pq}^\sigma(\Omega) \) and \( C^\sigma(\Omega) = B_{\infty \infty}^\sigma(\Omega) \). For these generalized spaces we refer to [26, 36, 37, 38, 39].

In addition to [22], Muramatu’s work concerning integral formulas is found in [23, 24, 25]. The paper [23] is an expository article for [22], and exemplifies the usefulness of Muramatu’s formula by applying it to the proof of the embedding theorem \( W_p^m(\mathbb{R}_+^d) \subset C^k(\mathbb{R}_+^d) \) for \( m - d/p > k \) and the interpolation inequality (Corollary 2.10). In a chapter of the textbook [24] he developed the theory of \( L_2 \)-based Sobolev spaces \( W_p^\sigma(\Omega) \) of fractional order by the second integral formula, and applied it to elliptic boundary value problems and hyperbolic equations. In the book [25] he investigated interpolation spaces with function parameter and applied it to the Besov space \( B_{pq}^\psi(\mathbb{R}_+^d) \) with function parameter by the second integral formula. Here \( \psi \) is a function on \( \mathbb{R}_+ \) which generalizes the function \( t \mapsto t^\sigma \) with a fixed \( \sigma \in \mathbb{R} \). When \( \psi(t) = t^\sigma \), we have the relation \( B_{pq}^\psi(\mathbb{R}_+^d) = B_{pq}^\sigma(\mathbb{R}_+^d) \).

In this paper as well as in Muramatu’s work, the condition on \( p \) varies from theorem to theorem within the range \( 1 \leq p \leq \infty \). Roughly speaking, we must assume
\[ 1 \leq p < \infty \] if the limit \( \varphi_\varepsilon \ast f \to f \) in \( L_p(\Omega) \) as \( \varepsilon \to 0 \) is concerned, and \( 1 < p < \infty \) if Theorem 6.1, which is based on the Calderón-Zygmund theory, is required. In the trace theorem we assumed \( 1 < p < \infty \) since the limit \( \varphi_\varepsilon \ast f \) and the integral \( \int_0^1 t^{-1/p} \, dt \) are concerned.

### 11.2. Approximation by \( C^\infty \) functions

It is known that \( W^m_p(\Omega) \cap C^\infty(\Omega) \) is dense in \( W^m_p(\Omega) \) for an arbitrary domain \( \Omega \) by Meyers-Serrin’s theorem (see [1, Theorem 3.17]). Theorem 2.11 and Theorem 10.3 make a stronger assumption that \( \Omega \) satisfies the cone condition (2,2), so these theorems conclude more strongly that \( W^m_p(\Omega) \cap C^\infty(\Omega) \) is dense in \( W^m_p(\Omega) \); note that a function \( f \in C^\infty(\Omega) \) does not necessarily extend to a function belonging to \( C^\infty(\overline{\Omega}) \).

### 11.3. Integral representations

There are several integral representation formulas for functions in Sobolev spaces. Compared with Sobolev’s representation formula (see [2, Theorem 11.5] and [7, Chapter 3]), Muramatu’s formula has the advantage that it works not only for functions but also for distributions, as Muramatu states in [23]. The integral representation formula which Besov-II’in-Nikol’skii [4, 5] devised for anisotropic Sobolev spaces is similar to Muramatu’s formula, since both formulas are based on the integration of \( \partial_t(\varphi_t \ast f(x)) \) over the interval \([\varepsilon, \lambda]\). But the integral kernels are constructed in different ways.

Rychkov [27] used a reproducing formula

\[
 f = \sum_{j=0}^{\infty} \psi_j \ast \kappa_j \ast f
\]

(11.1)

to construct an extension operator for the Triebel-Lizorkin and Besov spaces. Formula (11.1) is derived from \( f = \sum_{j=0}^{\infty} \kappa_j \ast f \), which is considered as a discrete version of Muramatu’s formula. In our terminology it is written as

\[
 f = \varphi \ast f + \sum_{j=1}^{\infty} (\varphi_{2^{-j}} - \varphi_{2^{1-j}}) \ast f,
\]

where \( \varphi \) is the function in Theorem 2.5 and \( \varphi_{2^{-j}}(x) = 2^{jd} \varphi(2^j x) \).

When \( \Omega = \mathbb{R}^d \), we can choose a function \( \varphi \) in Muramatu’s formula from the Schwartz space \( S(\mathbb{R}^d) \), since we do not have to pay attention to the support of \( \varphi \). If we set \( \varphi(x) = F^{-1}[e^{-P(\xi)}](x) \) for a homogeneous polynomial \( P(\xi) \) of even order \( k \) satisfying \( P(\xi) > 0 \) for \( \xi \neq 0 \), then \( \varphi \in S(\mathbb{R}^d) \), and \( K \) defined by (2.6) or rather (2.7) is written as

\[
 K(x) = kF^{-1}[P(\xi)e^{-P(\xi)}] = k(2\pi i)^{-k}P(\partial/\partial x)\{\varphi(x)\}.
\]
11.4. Sobolev’s embeddings and traces

The proof of Theorem 3.1 for the case $p > 1$ and $m - d/p = n - d/q$ goes back to the proof due to Sobolev. In the standard way Sobolev’s embedding theorem $W^m_p(\mathbb{R}^d) \to W^n_q(\mathbb{R}^d)$ (Theorem 3.1) is proved in the reverse order; the case $m - d/p > n - d/q$ reduces to the case $m - d/p = n - d/q$. Tartar’s approach [32, Chapter 30] to Sobolev’s embedding theorem is interesting. He derived the inequality for the critical case $p = 1$, $q = d/(d-1)$ and $d \geq 2$ from that for the case $p = 1$, $1 < q < d/(d-1)$ and $d \geq 2$. At the same time he elaborated the inequality in terms of Lorentz spaces.

Sobolev’s inequality (3.4) and Nash’s inequality (Theorem 3.2) are special cases of the Gagliardo-Nirenberg inequality, whose formulation and proof are found in [31, Chapter 3], [13, Section 1.8]. Equivalence between Sobolev’s inequality and Nash’s inequality is discussed in [28].

The proof of the existence and boundedness of the trace operator (Theorem 5.2) for the half space is essentially the same as one of the three proofs given in [20], which deals with the whole space. If we use the integral representation by the Gauss kernel instead of Muramatu’s formula, we can give a proof of trace theorem for Sobolev spaces of fractional order on $\mathbb{R}^d$ (see [20]). The idea to prove the surjectivity of the trace operator (Corollary 5.4) by regularization goes back to Stein [29].

11.5. Extensions

The extension operator constructed in the proof of Theorem 7.1 is independent of $p$, but it depends on $m$. If we use Muramatu’s second integral formula, we can construct an extension operator

$$E : \bigcup_{k=-m}^{m} W^k_p(\Omega) \to \bigcup_{k=-m}^{m} W^k_p(\mathbb{R}^d)$$

for a given $m \in \mathbb{N}$ so that the restriction of $E$ to $W^k_p(\Omega)$ is an extension from $W^k_p(\Omega) \to W^k_p(\mathbb{R}^d)$ for each $k$ with $-m \leq k \leq m$. Stein [30, Chapter 6] constructed an extension independent of $p \in [1, \infty]$ and $m \in \mathbb{N}_0$. For an extension in the more general settings we refer to Rychkov [27].

The idea of using the zero-extension to construct our extention operator comes from the proof of Calderón’s extension theorem (see [2, Theorem 11.12], [1, Theorem 5.28]), which is based on Sobolev’s representation formula.

11.6. Interpolation of Sobolev spaces

By Theorem 8.2 it is reasonable to define Sobolev spaces of fractional order by

$$W^\sigma_p(\Omega) = [W^m_p(\Omega), W^m_p(\Omega)]_\theta$$

for $\sigma \in \mathbb{R} \setminus \mathbb{Z}$, if we take $m, n \in \mathbb{Z}$ and $\theta \in (0, 1)$ so that $\sigma = (1 - \theta)n + \theta m$. In [22] Muramatu showed Theorem 8.2 for Sobolev spaces of fractional order by characterizing Sobolev spaces in terms of $L^p(I)$ with $I = (0, 1)$ and using the complex interpolation of the spaces related to $L^p(\Omega, L^2(I))$. 

In the theory of real interpolation spaces there are two major methods, the $J$-method and the $K$-method. They are equivalent. See [1, 3, 35] for the details of these methods.

In [22, 25] Muramatu proved Theorem 9.3 by the $J$-method, characterizing $B^p_q(\Omega)$ in terms of $L^p_q(I, L_p(\Omega))$ with $I = (0, 1)$ with the help of the second integral formula, and using the real interpolation of the spaces related to $L^p_q(I, L_p(\Omega))$. Note that $f \in B^p_q(\Omega)$ implies $t^{-\sigma}K_f * f(x) \in L^p_q(\mathbb{R}^+, L_p(\Omega))$ for $K \in K^n_{pq}$ by Theorem 9.3 and Lemma 9.8. Our proof using the $K$-method is inspired by the proof of [1, Theorem 7.47], where it is assumed that $m$ is even.

Lemma 9.5 is a key tool, when dealing with Besov spaces by Muramatu’s integral formula. It was obtained by Muramatu in [25] when the domain is $\mathbb{R}^d$. Although the integral kernel $W_t(x-y, x-y-z)$ is used in [25], we must use $W_t(x-y, x-y-mz)$ in order to extend Lemma 9.5 to the domains different from $\mathbb{R}^d$.

It is known that $F^\sigma_{pq}(\mathbb{R}^d) = B^\sigma_{p1q1}(\mathbb{R}^d)$ if and only if $\sigma = \sigma_1$ and $p = p_1 = q = q_1$ (see [36, Theorem 2.3.9]). Since $W^\sigma_p(\mathbb{R}^d) = F^\sigma_{p2}(\mathbb{R}^d)$ as stated above, we know that $W^\sigma_p(\mathbb{R}^d) = B^\sigma_{pp}(\mathbb{R}^d)$ if and only if $p = 2$. In other words, $W^\sigma_p(\mathbb{R}^d) \neq B^\sigma_{pp}(\mathbb{R}^d)$ if $p \neq 2$. There are some references, including [19] and [8], which write $W^\sigma_p(\Omega)$ for the Besov space $B^\sigma_{pp}(\Omega)$ with non-integer $\sigma$. One should be careful about the definition of $W^\sigma_p(\Omega)$ when reading such references.

11.7. Sobolev spaces of negative order

For Lemma 10.7 related to the regularity theorem for elliptic equations we refer to [2, Lemma 9.3], [13, Lemma 17.2], where $p = 2$ is assumed, the domain is a half ball, and the condition $\partial^m df \in W^{k-m}_{p}(\Omega)$ is formulated in the form

$$\left| \int_\Omega f(x)d^m\phi(x)dx \right| \leq M\|\phi\|_{W^{m-k}_{p'}(\Omega)}, \quad \text{for all } \phi \in C_0^\infty(\Omega) \quad (11.2)$$

with some constant $M > 0$ and $1/p + 1/p' = 1$. Since $W^{k-m}_{p}(\Omega)$ is the dual of the completion of $C_0^\infty(\Omega)$ in $W^{m-k}_{p'}(\Omega)$ by [1, Theorem 3.12], estimate (11.2) is equivalent to our formulation in terms of negative-order Sobolev spaces.

11.8. Sobolev spaces on a bounded domain

In this paper, we have dealt with Sobolev spaces only on $\mathbb{R}^d$ or a special Lipschitz domain. In order to treat a bounded Lipschitz domain by Muramatu’s method, we start from a modified regularization of the form

$$\int_{\Omega} t^{-d}\varphi \left( \frac{x-y}{t} + \psi(x) \right) f(y)dy \quad (11.3)$$

in place of $\varphi_t \ast f(x)$, where $\varphi(x)$ is a $C^\infty$ function supported in the unit ball $B$, and $\psi(x)$ is an $\mathbb{R}^d$-valued $C^\infty$ function on $\overline{\Omega}$ which satisfies

$$x + t(\psi(x) + B) \subset \Omega, \quad \text{for all } x \in \Omega \text{ and all } t \in (0, t_\Omega) \quad (11.4)$$

with a suitable constant $t_\Omega$. For a bounded Lipschitz domain we can choose a function $\psi$ and a constant $t_\Omega$ that satisfy (11.4). For example, for the unit ball we can take
\( \psi(x) = -x \) and \( t_\Omega = 1 \) (see [21]). Note that the set
\[
\bigcup_{0 < t < t_\Omega} \{ x + t(\psi(x) + B) \}
\]
is the union of a cone of altitude \( |\psi(x)| \) and the ball of radius \( t_\Omega \) centered at \( x + t_\Omega \psi(x) \) if \( |\psi(x)| > 1 \), and the ball of radius \( t_\Omega \) centered at \( x + t_\Omega \psi(x) \) if \( |\psi(x)| \leq 1 \).

Let \( \varphi \) and \( K \) be the functions defined in Lemma 2.3. Then Muramatu’s integral formula for \( f \in W^m_p(\Omega) \) takes a slightly more complicated form:
\[
f = \int_0^\lambda \sum_{|\beta| = m} t^m \left[ \int_\Omega t^{-d} K_\beta^\alpha \left( \frac{x - y}{t} + \psi(x) \right) \partial^\beta f(y) \, dy \right] \frac{dt}{t} + \int_\Omega \lambda^{-d} \varphi \left( \frac{x - y}{t} + \psi(x) \right) f(y) \, dy,
\]
or more generally
\[
\partial^\alpha f = \int_0^\lambda \sum_{|\beta| = m} t^{m-|\alpha|} \left[ \int_\Omega t^{-d} K_\beta^{\alpha(\beta)} \left( \frac{x - y}{t} + \psi(x) \right) \partial^\beta f(y) \, dy \right] \frac{dt}{t} + \lambda^{-|\alpha|} \int_\Omega \lambda^{-d} \varphi^{\alpha(\beta)} \left( \frac{x - y}{t} + \psi(x) \right) f(y) \, dy
\]
for \( |\alpha| \leq m \) and \( 0 < \lambda \leq t_\Omega \). We can prove (11.6) in the same way as Theorem 2.5, since the argument involves derivatives only with respect to \( t \) and \( y \).

For bounded domains we must note that the range of \( \lambda \) is confined to a bounded interval. For this reason we obtain some results in weaker forms. For example, the interpolation inequality (2.18) holds if we replace \( \| \nabla^m f \|_{L_p(\Omega)} \) by \( \| f \|_{W^m_p(\Omega)} \).

The appearance of \( \psi(x) \) causes no trouble, although it makes calculations longer. When \( x \)-derivatives are involved, we have extra terms which come from the derivatives of \( \psi \), as observed in the calculation
\[
\partial_{x_j} \{ K_\beta(\Psi(t, x, y)) \} = t^{-1} (\partial_{x_j} K_\beta)(\Psi(t, x, y)) + \sum_{i=1}^d (\partial_{x_i} K_\beta)(\Psi(t, x, y)) \partial_{x_j} \psi_i(x)
\]
where \( \Psi(t, x, y) = (x - y)/t + \psi(x) \) and \( \psi(x) = (\psi_1(x), \ldots, \psi_d(x)) \). However, \( J_2 \), which consists of extra terms, can be handled easily, since \( J_2 \) does not contain the factor \( t^{-1} \) unlike \( J_1 \), and hence \( J_2 \) is more \( t \)-integrable over \((0, \lambda)\) than \( J_1 \).

When \( x \)-derivatives are not involved, we can argue in the same way as in the case of special Lipschitz domain. To see this, we give a proof that \( f \in W^m_p(\Omega) \) satisfies
\[
|\nabla f(x)| \leq C \left( \lambda^{1-d/p} \| f \|_{L_p(\Omega)} + \lambda^{m-1-d/p} \| \nabla^m f \|_{L_p(\Omega)} \right)
\]
for \( x \in \Omega, \ 0 < \lambda \leq t_\Omega \) if \( m - d/p > 1 \).
To evaluate the first term on the right-hand side of (11.6), we set
\[ H(x, z) = K^{(\alpha)}_\beta (x + \psi(z)), \]
\[ F(x) = \int_0^\lambda t^{m-|\alpha|} \left[ \int_{\Omega} t^{-d} H \left( \frac{x - y}{t}, x \right) f^{(\beta)}(y) dy \right] \frac{dt}{t} \]
for \(|\alpha| = 1\) and \(|\beta| = m\). Taking into account that \(H((x - y)/t, x) \neq 0\) implies \((x - y)/t \in -\psi(x) + B \subset (1 + \|\psi\|_{L_\infty})B\), we write \(\chi\) for the characteristic function of the ball \((1 + \|\psi\|_{L_\infty})B\). Then
\[ |F(x)| \leq \|H\|_{L_\infty} \int_0^\lambda t^{m-|\alpha|} \left[ \int_{\Omega} t^{-d} \chi \left( \frac{x - y}{t} \right) |f^{(\beta)}(y)| dy \right] \frac{dt}{t}. \]
\[ \leq \|H\|_{L_\infty} \||\chi||_{L_{p'}} \|f^{(\beta)}\|_{L_p} \int_0^\lambda t^{m-1-\frac{d}{p}} \frac{dt}{t} \]
\[ \leq C \lambda^{m-1-\frac{d}{p}} \|f^{(\beta)}\|_{L_p} \]
with \(1/p + 1/p' = 1\). Evaluating the second term on the right-hand side of (11.6) in a similar way, we obtain (11.7).

12. Appendix

We will complete the proof of Theorem 6.1 by deriving inequality (6.3) for the case \(p \neq 2\). To this end we cite the theorem on page 29 in [30].

**Theorem 12.1.** Let \(K \in \mathcal{S}(\mathbb{R}^d)\), the Schwartz space of rapidly decreasing functions, and define \(T\) by
\[ Tf(x) = K * f(x), \quad \text{for } f \in L_p(\Omega). \]
Set
\[ M_1 = \sup_{x \in \mathbb{R}^d} |x|^{d+1} |\nabla K(x)|, \quad M_2 = \|\mathcal{F}K\|_{L_\infty(\mathbb{R}^d)}. \]
Then for all \(p \in (1, \infty)\) there exists \(C = C(p, d, M_1, M_2)\) such that
\[ \|Tf\|_{L_p(\mathbb{R}^d)} \leq C \|f\|_{L_p(\mathbb{R}^d)}, \quad \text{for } f \in L_p(\mathbb{R}^d). \]

**Proof of inequality (6.3).** We set \(\tilde{K}(x) = \int_0^\lambda t^2 K_t(x) t^{-1} dt\) for \(0 < \epsilon < \lambda\). By Theorem 12.1 we need only show that the two constants
\[ M_1 = \sup_{x \in \mathbb{R}^d} |x|^{d+1} |\nabla \tilde{K}(x)|, \quad M_2 = \|\mathcal{F}\tilde{K}\|_{L_\infty} \]
are bounded by a constant depending only on \(d, \lambda^b\) and \(K\). We have already done so
for $M_2$ in the proof of Theorem 6.1. As for $M_1$, we use the inequality $|x|^d|\partial_j K(x)| \leq C(1 + |x|^2)^{-1}$ with $C$ depending only on $K$ and $d$, which follows from $K \in \mathcal{S}(\mathbb{R}^d)$. Then

$$
|x|^{d+1}|\partial_j \tilde{K}(x)| = \left| \int_\epsilon^\lambda t^z \left( \frac{|x|}{t} \right)^{d+1} \partial_j K \left( \frac{x}{t} \right) \frac{dt}{t} \right|
$$

$$
\leq C \int_\epsilon^\lambda t^{\Re z} \frac{|x|/t}{1 + (|x|/t)^2} \frac{dt}{t}
$$

$$
\leq C \max\{\lambda, 1\} \int_0^\infty \frac{ds}{1 + s^2},
$$

which gives the desired estimate. □
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