Expert-level classification of gastritis by endoscopy using deep learning: a multicenter diagnostic trial
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ABSTRACT
Background and study aims Endoscopy plays a crucial role in diagnosis of gastritis. Endoscopists have low accuracy in diagnosing atrophic gastritis with white-light endoscopy (WLE). High-risk factors (such as atrophic gastritis [AG]) for carcinogenesis demand early detection. Deep learning (DL)-based gastritis classification with WLE rarely has been reported. We built a system for improving the accuracy of diagnosis of AG with WLE to assist with this common gastritis diagnosis and help lessen endoscopist fatigue.

Methods We collected a total of 8141 endoscopic images of common gastritis, other gastritis, and non-gastritis in 4587 cases and built a DL-based system constructed with UNet++ and Resnet-50. A system was developed to sort common gastritis images layer by layer: The first layer included non-gastritis/common gastritis/other gastritis, the second layer contained AG/non-atrophic gastritis, and the third layer included atrophy/intestinal metaplasia and erosion/hemorrhage. The convolutional neural networks were tested with three separate test sets.

Results Rates of accuracy for classifying non-atrophic gastritis/AG, atrophy/intestinal metaplasia, and erosion/hemorrhage were 88.78 %, 87.40 %, and 93.67 % in internal test set, 91.23 %, 85.81 %, and 92.70 % in the external test set, and 95.00 %, 92.86 %, and 94.74 % in the video set, respectively. The hit ratio with the segmentation model was 99.29 %. The accuracy for detection of non-gastritis/common gastritis was 93.6 %.

Conclusions The system had decent specificity and accuracy in classification of gastritis lesions. DL has great potential in WLE gastritis classification for assisting with achieving accurate diagnoses after endoscopic procedures.

* Contributed equally to this work.
** These authors contributed equally to this work.
Introduction

Gastric cancer is the fifth most commonly diagnosed malignancy and the third leading cause of cancer-related deaths [1]. Gastritis is related to peptic ulcers and gastric cancer. Gastric cancer develops from superficial gastritis, abd atrophic gastritis (AG), and progressions from metaplasia to dysplasia and carcinoma. Gastric atrophy (GA) and intestinal metaplasia (IM) are the most common stages in gastric carcinogenesis [2, 3]. Many gastric adenocarcinomas are associated with a series of pathological changes caused by long-term gastric mucosa inflammation [4]. Studies suggest that identifying gastric lesions may facilitate early detection of precancerous conditions [5, 6]. Timely detection and treatment of gastritis, especially chronic atrophic gastritis (CAG, including GA and IM), can prevent further deterioration.

Esophagastroduodenoscopy (EGD) is a routine approach to gastritis diagnosis; however, the accuracy of diagnosis with it varies among endoscopists. Not all endoscopists can diagnose precisely on EGD. The accuracy of CAG endoscopic diagnosis with white-light endoscopy (WLE) reached 0.42 to 0.80 compared with biopsy results [7–9]. To improve the quality of gastritis diagnosis, experts have proposed many guidelines and consensus [10–13]. One study showed that CAG diagnosis accuracy in WLE of endoscopists only reached 46.8% after guideline-based training [14]. As reported, the accuracy of gastritis diagnosis in WLE was not that good. A system for classifying gastritis lesions in real time is needed [15, 16].

Use of deep learning (DL) technology in artificial intelligence (AI) recently has been introduced into the field of medicine. Deep convolutional neural networks (DCNNs) are being used clinically in a dermatologist-level classification system of skin cancer [17]. The development of AI in EGD also is growing rapidly. Achievements have been made in applying DL to gastritis pathology and systems for X-ray detection [18, 19]. In previous studies, AI has been applied to detection of Helicobacter pylori-associated gastritis and AG [8, 9, 20]. Gastric cancer risk stratification system also has been developed [21]. Nevertheless, DCNN-assisted classification of endoscopic gastritis rarely has been studied.

Our team developed a novel system named ENDOANGEL, which uses AI to reduce the blind spot rate with EGD, and conducted a clinical trial to verify its effectiveness and safety [22]. The advantage of the system is that it is an AI application designed specifically for use in the gastrointestinal tract [22–24]. Based on our previous study, we aimed to develop a novel real-time DCNN-based system for common gastritis lesion classification and location. This system would result in a summary of photodocumentation at the end of an endoscopic examination.

Materials and methods

Study design

We retrospectively collected WLE images to use in a DL-based, gastritis-assisted diagnostic system. The gold standard for the training and test sets was the consensus of three reviewers regarding non-gastritis and histological results for CAG. We designed this classification system to help recognize and locate gastritis lesions. The system determines the type of lesion based on details observed as the endoscope nears it. Three separate test sets were used for validation. Experts and non-experts from two hospitals participated in three tests of the system.

Three experts participated as reviewers, each of whom had at least 3 years of experience in endoscopy and an annual EGD volume of 1000 to 3000 cases at Renmin Hospital of Wuhan University. The filter criterion was established by three reviewers after face-to-face discussions and used to select images that all of the reviewers all agreed after discussion would guarantee the model’s accuracy. There is broad consensus about the basic distinction between AG and non-atrophic gastritis [25–27]. The images showing GA and IM were confirmed with histological results and those that did not require pathology were used after the three reviewers came to consensus about them. Images for GA mean images on which only atrophy was present in pathological results and images for IM means that the reviewers annotated the region in images with IM based pathological results.

Another five endoscopists (not including the reviewers) from our hospital, including four non-experts and one expert, and two experts from Peking University Third Hospital (PUTH) participated in an independent test against the machine. Experts were defined as endoscopists with more than 3 years of experience with EGD and non-experts were defined as endoscopists with less than 1 year of experience with EGD.

Structure of the system

The gastritis lesion classification system was designed to assist the system for diagnosing gastritis. The real-time classification system predicts GA, IM, and erosive and hemorrhagic gastritis, and they are rendered layer by layer. Image was first classified into non-gastritis, common gastritis, and other gastritis. Non-gastritis meant absence of gastritis. Common gastritis referred to three kinds of common and meaningful gastritis (classified into AG and non-atrophic gastritis): AG, erosive gastritis, and hemorrhagic gastritis. Other gastritis included bile reflux gastritis and hypertrophic gastritis, cases of which are seen in the authors’ hospitals. Images for AG included those with GA and/or IM, while those for non-atrophic gastritis were gastritis images without AG (mainly divided into erosive and hemorrhagic gastritis).

Preparation of datasets for training and testing

For the training, we collected 8141 WLE images from 4587 patients who had undergone gastroscopy in our hospital between November 2017 and October 2019.

First, we trained and tested our first model (DCNN1) to decide whether the input image was common gastritis. A total of 7326 images were used for training and 815 images were used for validation (Supplementary Table 2).

Second, from the data set mentioned above, 5651 common gastritis images were used to train our segmentation model (FCN1) and 1775 non-gastritis images were used as negative samples. Another 570 images selected at random from internal...
and external test sets were used for validation (Supplementary Table 3).

Four data sets then were used to train and test our classification models (DCNN2, DCNN3, and DCNN4) in discriminating between types of common gastritis. DCNN2 distinguishes AG from non-AG. DCNN3 classifies GA and IM and DCNN4 includes erosion and hemorrhage. Three separate test sets were prepared for testing, two of which were from our hospital; the other one was from PUTH. A total of 453 images from 386 patients from November 2019 to December 2019 were collected as an internal test set. Furthermore, we collected 80 video clips of 80 cases of four kinds of gastritis in January 2020 as a video set. These original data were captured from standard EGD (CVL-290SL, Olympus Optical Co. Ltd., Tokyo, Japan; VP-4450HD, Fujifilm Co., Kanagawa, Japan). A total of 258 images taken from 137 patients in January 2020 were collected in PUTH as an external test set. The procedure was performed by standard EGD (EG-590WR, EC-590WM, EC-L590ZW, EG-L590ZW, EG-600WR, EC-600WI, EG-601WR and EC-601WI, Fujifilm Co., Kanagawa, Japan). All the images were WLE images. Distribution of the images is shown in Table 1.

**Image preprocessing**

Three reviewers came to consensus on criteria about the images. Images that are blurry, dark, out of focus or had mucus and froth were excluded. Two medical doctoral candidates from our hospital trained and supervised by one expert filtered the unqualified images. All personal information was cropped out of the original images.

**Annotation of training set**

To ensure that the machine learned the precise characteristics of lesions, single-lesion images were extracted. Three reviewers annotated the training set via an annotation tool (http://www.robots.ox.ac.uk/~vgg/software/via/via-2.0.2.html, VGG Image Annotator (VIA) Abhishek Dutta, Ankush Gupta and Andrew Zisserman). They annotated the dataset together, had a discussion about the controversial images, and then reached a consensus. The resulting classification was added to every extracted lesion.

**Image classification**

The DCNN-based system was constructed based on the clinical significance of lesions. Two types of common gastritis – erosive and hemorrhagic – and two premalignant lesions – GA and IM – included (Fig. 1).

**Demonstration in videos**

To test this model in real clinical practice, 80 video clips from 80 cases of four kinds of gastritis were collected as a video set. The video clips including gastritis lesions (including scope-forward, observing, and scope-withdraw video clips) were clipped by the

---

**Table 1** Distribution of training and validation set of DCNN2, DCNN3 and DCNN4 (Layer 3).

|                      | Hemorrhage | Erosion | Atrophy | IM   | Total  |
|----------------------|------------|---------|---------|------|--------|
| Training set         | No. images| 880     | 1728    | 1975 | 1068   | 5651   |
|                      | No. lesions| 968     | 1901    | 2172 | 1175   | 6216   |
| Internal test set    | No. images| 80      | 135     | 140  | 98     | 453    |
|                      | No. lesions| 88      | 149     | 154  | 108    | 499    |
| External test set    | No. images| 59      | 65      | 67   | 67     | 258    |
|                      | No. lesions| 65      | 72      | 74   | 74     | 285    |
| Video set            | No. cases | 16      | 22      | 23   | 19     | 80     |

*IM, Intestinal Metaplasia.*
three reviewers mentioned above. The average duration of the 80 video clips was 50.95 ± 31.58 seconds. The videos were clipped into images at three frames per second in cases to test the model’s stability. The performance of CNNs in videos was evaluated based on the lesions, and a lesion was regarded as correctly predicted when 70% of the frames were labelled with the correct answer. Similarly, the seven endoscopists from two hospitals completed the answer sheets for the test independently. Screenshots of our real-time gastritis lesion classification system are shown in Supplementary Fig. 1.

Development of the algorithm

We used two kinds of models to construct the gastritis lesion classification system: Unet ++ for segmentation and Resnet-50 for classification. Unet ++ is a powerful architecture for medical image segmentation and Resnet-50 is a residual learning framework with better ability for generalization [28,29]. We used transfer learning to train our models [30]. We retrained them using our datasets and fine-tuned the parameters to fit our needs (Supplementary Table 4). Dropout, data augmentation, and early stopping were used to decrease the risk of overfitting. The architecture of the CNN is shown in Supplementary methods and materials and Supplementary Fig. 2.

Validation of the algorithm

The baseline information for the test sets is shown in Table 2. Images from the same patient did not appear in both the training and test sets. The results from the three reviewers and the histological results were the gold standard in the training and test sets. Another seven endoscopists participated in independent testing, which was compared with results from the system.

| Table 2 Baseline information for test sets. |
|--------------------------------------------|
| Internal test set | External test set | Video set |
| No. images | 453 | 258 | – |
| No. patients | 386 | 137 | 80 |
| Mean age, y (SD) | 51.74 (11.48) | 53.54 (13.57) | 49.91 (12.93) |
| Sex n (%) | | | |
| ▪ Male | 199 (48.45) | 68 (49.64) | 46 (57.50) |
| ▪ Female | 187 (51.55) | 69 (50.36) | 34 (42.50) |
| Duration (SD) | – | – | 50.95 (31.58) |
| Case classification n (%) | | | |
| ▪ Atrophy | 116 (30.05) | 36 (26.28) | 23 (28.75) |
| ▪ Intestinal metaplasia | 74 (19.17) | 35 (25.55) | 19 (23.75) |
| ▪ Erosion | 120 (31.09) | 33 (24.09) | 22 (27.50) |
| ▪ Hemorrhage | 76 (19.69) | 33 (24.09) | 16 (20.00) |

SD, standard deviation.

Outcome measurements

Accuracy of the DCNN-based gastritis classification system

The performances of DCNN1, DCNN2, DCNN3, and DCNN4 are shown separately. Because our study mainly targeted four kinds of common gastritis, the performance of DCNN1 is only reflected in terms of its accuracy. The comparison metrics were accuracy, sensitivity, specificity, positive predicted value (PPV), and negative predicted value (NPV) (Supplementary methods and materials).

Assessment of Unet ++

The primary goal of our system was to detect gastritis lesions and sort them clinically rather than precisely describing the exact lesion border. Therefore, pixel-precise delineation metrics were less important for our study and we assessed the accuracy of Unet ++ by its hit ratio.

Three reviewers met to assess the hit ratio of the model. They came to consensus on whether the images, after segmentation, contains representative characteristics for classification. Hit ratio = the number of the representative images/ the total number of dataset.

The Hit ratio was calculated for the unit as an entire image or a single lesion separately. Our results revealed the hit ratio for each kind of gastritis and a total hit ratio.

Assessment of the location of gastritis lesions

We have developed a DCNN-based system that has been proven to perform better than endoscopists in monitoring blind spots in clinical practice. The location-predict architecture has been proven in a clinical trial and its accuracy is reliably high: 90.02% in images and 97.20% in videos [22–24]. The model has matured sufficiently that it can tell the exact location in stomach, and it can identify the specific location of the gastri-
tis lesions plus their architecture. A typical video classification system with location prediction is shown in ▶ Video 1.

Ethics

This study was approved by the Ethics Committee of Renmin Hospital of Wuhan University and Peking University Third Hospital. Because this was a retrospective study, the Ethics Committees deemed it exempt from a need for informed consent.

Statistical analysis

We used a two-tailed unpaired Student’s t-test with a significance level of 0.05 to compare differences in accuracy, sensitivity, specificity, PPV, and NPV of the CNNs and experts. Interobserver agreements of the endoscopists were evaluated using Cohen’s kappa coefficient. All analyses were performed with SPSS 26 (IBM, Chicago, Illinois, United States).

Results

Representative images of four kinds of gastritis lesions are shown in ▶ Fig. 2. A flowchart for development and evaluation of the system is shown in ▶ Fig. 3.

Five models were constructed to separately predict the classification of gastritis lesions. The accuracy of DCNN1 was 93.6%, and the separate accuracies for common gastritis, non-gastritis and other gastritis were 95.8%, 88.2%, and 90.3%, respectively. The hit ratio for the segmentation model was 90.96% calculated in lesions and 99.29% in entire images (Supplementary Table 1). The performances of DCNN2, DCNN3, DCNN4, and the endoscopists, experts and non-experts are shown in Supplementary Tables 5, 6, and 7. The interobserver agreement for endoscopists is shown in Supplementary Table 8.

Performance of DCNNs and endoscopists in internal test set

In the internal test set, the rates of accuracy of DCNN2, DCNN3, and DCNN4 were 88.78%, 87.40%, and 93.67%, respectively, which is superior to the endoscopists’ average level. The accuracy of DCNN2 was significantly higher than that of the seven endoscopists (82.63 ± 6.07%, P = 0.047). DCNN2 possessed higher sensitivity (88.93%) for identification of AG than did the endoscopists (77.14 ± 10.13%, P = 0.029). The specificity (88.61% and 88.74 ± 10.10%, P = 0.975) of recognition of AG between machine and endoscopists was comparable. DCNN3 did better in detecting GA and IM than did the endoscopists (66.89 ± 10.03%, P = 0.02). The sensitivity and specificity for GA of the machine were 91.56% and 81.48%, respectively, which is higher than for the endoscopists (70.77 ± 11.15%, P = 0.001 and 61.26 ± 21.55%, P = 0.061). The accuracy of DCNN4 was higher than that of the endoscopists (82.41 ± 10.79%, P = 0.043). The accuracy of DCNN2, DCNN3, and DCNN4 was superior to that for the non-experts.

Performance of DCNNs and endoscopists in external test set

In the external test set, the rates of accuracy of DCNN2, DCNN3, and DCNN4 were 91.23%, 85.81%, and 92.70%, respectively. All were significantly higher than those for the endoscopists (83.54 ± 4.57%, P = 0.006, 70.91 ± 6.49%, P = 0.001 and 84.58 ± 5.86%, P = 0.013). Also, they were higher than for the non-experts (79.99 ± 2.15%, 67.03 ± 5.74%, P = 0.011 and 80.62 ± 3.22%, P = 0.007). The sensitivity for AG of DCNN2 (93.24%) reached a higher level than did the sensitivity for AG of the endoscopists (78.88 ± 5.66%, P = 0.001). The sensitivity of DCNN3 (82.43%) in recognizing IM was higher than that for the endoscopists (61.10 ± 15.68%, P = 0.016). For DCNN4, the machine’s sensitivity for erosion reached 95.83%, superior to that for the endoscopists (82.64 ± 9.11%, P = 0.013). The accuracy of DCNN3 (85.81%) was even higher than that of the experts (79.06 ± 2.71%, P = 0.037).

Performance of DCNNs and endoscopists in real-time videos

In the video set, the accuracies of DCNN2 (95.00%), DCNN3 (92.86%), and DCNN4 (94.74%) were at the same levels as those for the endoscopists (88.21 ± 9.70%, P = 0.138, 86.05 ± 12.37%, P = 0.227 and 83.46 ± 12.79%, P = 0.074). There was no significant difference between CNNs and the endoscopists. Moreover, we found that the CNNs’ capability for recognizing gastritis lesions was comparable to that of experts, as there was no significant difference between experts and CNNs in most cases. A comparison of results is shown in ▶ Fig. 4.

Interobserver agreement of endoscopists

The kappa value for experts was higher than for non-experts with the three test sets. With the internal test set, experts reached substantial agreement in identifying AG/non-AG and erosion/ hemorrhage but moderate agreement in identifying GA/IM. Non-experts reached moderate agreement in most
cases. With the external test set, experts reached substantial agreement in most cases. Most non-experts reached moderate agreement but some of them reached substantial agreement. With the video set, experts reached perfect agreement in identifying CAG/non-AG and substantial agreement in identifying GA/IM and erosion/hemorrhage. Some endoscopists reached fair or moderate agreement with the video set.
Discussion

We constructed a DCNN-based gastritis lesion classification system, aiming to assist endoscopists in making an instant and precise diagnosis during examinations. The results previously described underscore the potential of our classification system. The performance of our model was better than endoscopists’ average level, and even comparable to that of experts. Notably, unlike with the other test sets, we find no significant difference between CNNs and endoscopists with in video set. One reason is that the specificity of endoscopists in most classifications is on the high side, which is more than 80% or 90% in the video set, which suggests better performance on positive samples, especially those for which there were more images. Continuous image review may improve the accuracy because more images are available for analysis. The specificity of DCNN3 was associated with the proportion of IM images in the three test sets. A higher proportion of IM may lead to higher specificity, which means higher capability for distinguishing IM. Our system performed significantly better than the non-experts with the internal and external sets, but not significantly better with the video set. This is reasonable because lesions can be seen from different angles on video clips, providing endoscopists with more details. Non-experts had an uneven performance on identifying endoscopic lesions and the system may allow them and novices to make decisions more precisely.

Our system can tell if the patient has elevated-risk lesions such as GA and IM in the hotbed of carcinoma. In our previous work, WISENCE (now named ENDOANGEL) was found to predict lesion location during examination. Our system can identify both the features and locations of the lesions. As reported, AG commonly affects the antrum, body, and fundus [31, 32]. Gastric cancer develops over a long period of progression [2]. Differentiated gastric cancer is associated with severe AG, and especially with IM [33]. Regular endoscopic examination is required in OLGA advanced stages [4]. Our system can examine stomachs comprehensively, ensuring that endoscopists do not miss lesions and allowing them to focus specifically on these hotbeds.

Outperforming endoscopists’ average level, our system possessed the ability to alert endoscopists and reduce the rate of missed diagnoses. Owing to the decent grades that the system achieved with separate test sets, we believe it will have good stability in clinical practice. Moreover, it can function efficiently without fatigue.

Giving lesion details after examinations is another advantage of our model. With the scope close to the problem area, the system can help endoscopists determine, layer by layer,
whether the patient has common gastritis, whether it is AG or non-AG, and what kind of lesions the patient has. All of those details also are summarized at the end of examinations. Endoscopists can make medical decisions more conveniently with prompting from the machine.

The system can play a role in training novices. After further improving the system, we believe it may be a powerful tool for training. For some hospitals that lack enough experts for teaching, our machine can help trainees with daily practice and also experts by facilitating spot testing. This would be an efficient method, costing less money and requiring fewer people than standard training.

The system proved to be applicable for clinical practice because it exhibited favorable results when used on the external test set. It can support endoscopist decision-making by prompting for features of gastritis in lesions. This was the first study to describe location prediction-assisted gastritis lesion classification with a DCNN based system. Previous reports exist of DL with potential to recognize H. pylori infection and precancerous condition; however, those systems were constructed only for classification of H. pylori-relative gastritis or AG [8, 9, 20]. T. Itoh et al. [20] trained and tested their models using lesser curvature images, with the result that their clinical application is somewhat limited. Our system not only per-

![Fig.4 Performance of endoscopists vs. model. a, b, c Accuracy of CNNs and endoscopists in the internal, external, and video test sets, respectively.](image-url)
formed lesions classification in real time but also labels the specific lesion location, making our research more clinically meaningful. With our system, endoscopists also will receive timely feedback for diagnosis. Moreover, the real-time photo-documentation with the system is convenient for doctors when writing endoscopy reports, which is time-saving.

There are still some limitations of our model worth improving. Primarily, segmentation helps remove unrelated background and leaves only lesions. This contributes to the precise diagnosis performed by the system. Residual interference may still influence the results. Diverse lesions may influence the purity of training sets, but we have a reasonable control for that. Moreover, we only used white-light images in this study. The setting used for testing was community hospitals. Our system cannot prompt endoscopists to perform biopsies, but our team is investigating that functionality in ongoing research. In this study, we used video clips for testing, but classification of gastritis lesions in short videos is more in line with clinical practice, because endoscopists usually do not spend a long time observing benign lesions. This was a retrospective study, and as such, selection bias was unavoidable; a prospective study is being planned to further validate real-time use of AI in clinical practice.

The results with the three test sets prove our model’s stability. We believe it will perform similarly well in clinical practice. In Supplementary Fig. 3, the accuracy of DCNNs improves with increasing image volume, and we can improve our system by add more typical images.

Conclusions

This study provides proof of the that an auxiliary diagnostic system with DL can be used to establish the classification of gastritis lesions, summarize their relevant characteristics, and prompt endoscopists about the findings. The accuracy of the models in test sets was comparable to that of expert endoscopists. Nevertheless, the system still requires further improvement to achieve the goal of clinically summarizing gastritis lesions using AI (Fig. 5).
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