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Abstract. The paper considers the problem of distributed adaptive linear parameter estimation
in multi-agent inference networks. Local sensing model information is only partially available at
the agents and inter-agent communication is assumed to be unpredictable. The paper develops a
generic mixed time-scale stochastic procedure consisting of simultaneous distributed learning and
estimation, in which the agents adaptively assess their relative observation quality over time and
fuse the innovations accordingly. Under rather weak assumptions on the statistical model and the
inter-agent communication, it is shown that, by properly tuning the consensus potential with respect
to the innovation potential, the asymptotic information rate loss incurred in the learning process
may be made negligible. As such, it is shown that the agent estimates are asymptotically efficient,
in that their asymptotic covariance coincides with that of a centralized estimator (the inverse of the
centralized Fisher information rate for Gaussian systems) with perfect global model information and
having access to all observations at all times. The proof techniques are mainly based on conver-
gence arguments for non-Markovian mixed time scale stochastic approximation procedures. Several
approximation results developed in the process are of independent interest.
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1. Introduction.

1.1. Background and Motivation. Recent advances in sensing and communication
technologies have enabled the proliferation of heterogeneous sensing resources
in multi-agent networks, typical examples being cyberphysical systems and distributed
sensor networks. Due to the large size of these networks and the presence of ge-
ographically spread resources, distributed information processing and optimization
(see, for example, [33, 8]) techniques are gaining prominence. They not only of-
fer a robust alternative to fusion center based centralized approaches, but lead to
efficient usage of the network resources by distributing the computing and com-
munication burden among the agents. A key challenge in such distributed pro-
cessing involves the lack of global (sensing) model information at the local agent
level. Moreover, the systems in consideration are dynamic, often leading to uncer-
tainty in the spatial distribution of the information content. The performance of
existing distributed information processing and optimization schemes (see, for exam-
ple, [14, 40, 30, 20, 15, 10, 8, 21, 29, 35, 32, 31, 28, 41, 17]) based on accurate knowledge
of the sensed data statistics may suffer substantially in the face of such parametric
uncertainties. This necessitates the development of adaptive schemes that learn the
model parameters over time in conjunction to carrying out the desired information
processing task.

Motivated by the above, in this paper we focus on the problem of distributed
recursive least squares parameter estimation, in which the agents have no prior knowl-
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edge of the global sensing model and of the individual observation qualities as measured in terms of the signal to noise ratio (SNR). Our goal is to develop an adaptive distributed scheme that is asymptotically efficient, i.e., achieves the same estimation performance at each agent (in terms of asymptotic covariance) as that of a (hypothetical) centralized fusion center with perfect global model information and having access to all agents observations at all times. To this end, we develop a consensus + innovation scheme, in which the agents collaborate by exchanging (appropriate) messages with their neighbors (consensus) and fusing the acquired information with the new local observation (innovation). Apart from the issue of optimality, the inter-agent collaboration is necessary for estimator consistency, as the local observations are generally not rich enough to guarantee global observability. Lacking prior global model and local SNR information, the innovation gains at the agents are not optimal apriori, and the agents simultaneously engage in a distributed learning process based on past data samples with a view to recovering the optimal gains asymptotically. Thus the distributed learning process proceeds in conjunction and interacts with the estimate update. Intuitively, the overall update scheme has the structure of a certainty-equivalent control system (see, for example, [25, 24] and the references therein, in the context of parameter estimation,) the key difference being the distributed nature of the learning and estimation tasks. Under rather weak assumptions on the inter-agent communication (network connectivity on average,) we show that, by properly tuning the consensus potential with respect to the innovation potential, the asymptotic information rate loss incurred in the learning process may be made negligible, and the agent estimates are asymptotically efficient in that their asymptotic covariances coincide with that of the hypothetical centralized estimator. The proper tuning of the persistent consensus and innovation potentials are necessary for this optimality, leading to a mixed time-scale stochastic procedure. In this context, we note the study of mixed time-scale stochastic procedures that arise in algorithms of the simulated annealing type (see, for example, [25, 24]). Apart from being distributed, our scheme technically differs from [12] in that, whereas the additive perturbation in [12] is a martingale difference sequence, ours is a network dependent consensus potential manifesting past dependence. In fact, intuitively, a key step in the analysis is to derive pathwise strong approximation results to characterize the rate at which the consensus term/process converges to a martingale difference process. We also emphasize that our notion of mixed time-scale is different from that of stochastic algorithms with coupling (see [3, 42]), where a quickly switching parameter influences the relatively slower dynamics of another state, leading to averaged dynamics. Mixed time scale procedures of this latter type arise in multi-scale distributed information diffusion problems, see, in particular, the paper [22], that studies interactive consensus formations in Markov modulated switching networks.

We comment on the main technical ingredients of the paper. Due to the mixed time-scale behavior and the non-Markovianity (induced by the learning process that uses all past information), the stochastic procedure does not fall under the purview of standard stochastic approximation (see, for example, [31]) or distributed stochastic approximation (see, for example, [39, 20, 37, 18, 27, 14]) procedures. As such, we develop several intermediate results on the pathwise convergence rates of mixed time-scale stochastic procedures. Some of these tools are of independent interest and general enough to be applicable to other distributed adaptive information processing problems.

We briefly summarize the organization of the rest of the paper. Section 1.2
presents notation to be used throughout. The abstract problem formulation and the mixed time-scale distributed estimation scheme are stated and discussed in Sections 2.1 and 2.2 respectively. The main results of the paper are stated in Section 5, whereas Section 4 presents some intermediate stochastic convergence results on recursive schemes. The distributed learning and estimation processes are analyzed in Sections 2.1 and 2.2 respectively. The unorderred pair $\text{(nodes) and communication links (edges), respectively.}$ The unordered pair $(n, l) \in E$ if there exists an edge between nodes $n$ and $l$. We consider simple graphs, i.e., graphs devoid of self-loops and multiple edges. A graph is connected if there exists a path $\text{1}^1$ between each pair of nodes. The neighborhood of node $n$ is

$$\Omega_n = \{l \in V \mid (n, l) \in E\}$$

Node $n$ has degree $d_n = |\Omega_n|$ (the number of edges with $n$ as one end point.) The structure of the graph can be described by the symmetric $N \times N$ adjacency matrix, $A = [A_{nl}], A_{nl} = 1, \text{ if } (n, l) \in E, A_{nl} = 0, \text{ otherwise.}$ Let the degree matrix be the diagonal matrix $D = \text{diag}(d_1 \cdots d_N)$. By definition, the positive semidefinite matrix $L = D - A$ is called the graph Laplacian matrix. The eigenvalues of $L$ can be ordered as $0 = \lambda_1(L) \leq \lambda_2(L) \leq \cdots \leq \lambda_N(L)$, the eigenvector corresponding to $\lambda_1(L)$ being $(1/\sqrt{N})1_N$. The multiplicity of the zero eigenvalue equals the number of connected components of the network; for a connected graph, $\lambda_2(L) > 0$. This second eigenvalue is the algebraic connectivity or the Fiedler value of the network; see \text[6] for detailed treatment of graphs and their spectral theory.

12. Notation. We denote the $k$-dimensional Euclidean space by $\mathbb{R}^k$. The set of reals is denoted by $\mathbb{R}$, whereas $\mathbb{R}_+$ denotes the non-negative reals. For $a, b \in \mathbb{R}$, we will use the notations $a \vee b$ and $a \wedge b$ to denote the maximum and minimum of $a$ and $b$ respectively. The set of $k \times k$ real matrices is denoted by $\mathbb{R}^{k \times k}$. The corresponding subspace of symmetric matrices is denoted by $\mathbb{S}^k$. The cone of positive semidefinite matrices is denoted by $\mathbb{S}^k_+$. Often the symbol $0$ is used to denote the $k \times p$ zero matrix, the dimensions being clear from the context. The operator $\| \cdot \|$ applied to a vector denotes the standard Euclidean $\mathcal{L}_2$ norm, while applied to matrices denotes the induced $\mathcal{L}_2$ norm, which is equivalent to the matrix spectral radius for symmetric matrices. The notation $A \otimes B$ is used to denote the Kronecker product of two matrices $A$ and $B$.

We adopt the following. Time is discrete or slotted throughout the paper. The symbols $t$ and $s$ denote time. $\mathbb{T}_+$ is the discrete index set $\{0, 1, 2, \cdots \}$. The parameter to be estimated belongs to a subset $\Theta$ (generally open) of the Euclidean space $\mathbb{R}^M$. The true (but unknown) value of the parameter is $\theta^*$ and a canonical element of $\Theta$ is $\theta$. The estimate of $\theta^*$ at time $t$ at agent $n$ is $x_n(t) \in \mathbb{R}^M$. Without loss of generality, the initial estimate, $x_n(0)$, at time $0$ at agent $n$ is a non-random quantity.

Spectral graph theory: The inter-agent communication topology may be described by an undirected graph $G = (V, E)$, with $V = \{1 \cdots N\}$ and $E$ the set of agents (nodes) and communication links (edges), respectively. The unordered pair $(n, l) \in E$ if there exists an edge between nodes $n$ and $l$. We consider simple graphs, i.e., graphs devoid of self-loops and multiple edges. A graph is connected if there exists a path $\text{1}^1$ between each pair of nodes. The neighborhood of node $n$ is

$$\Omega_n = \{l \in V \mid (n, l) \in E\}$$

Node $n$ has degree $d_n = |\Omega_n|$ (the number of edges with $n$ as one end point.) The structure of the graph can be described by the symmetric $N \times N$ adjacency matrix, $A = [A_{nl}], A_{nl} = 1, \text{ if } (n, l) \in E, A_{nl} = 0, \text{ otherwise.}$ Let the degree matrix be the diagonal matrix $D = \text{diag}(d_1 \cdots d_N)$. By definition, the positive semidefinite matrix $L = D - A$ is called the graph Laplacian matrix. The eigenvalues of $L$ can be ordered as $0 = \lambda_1(L) \leq \lambda_2(L) \leq \cdots \leq \lambda_N(L)$, the eigenvector corresponding to $\lambda_1(L)$ being $(1/\sqrt{N})1_N$. The multiplicity of the zero eigenvalue equals the number of connected components of the network; for a connected graph, $\lambda_2(L) > 0$. This second eigenvalue is the algebraic connectivity or the Fiedler value of the network; see \text[6] for detailed treatment of graphs and their spectral theory.

## 2. Problem Formulation.
2.1. System Model and Preliminaries. Let $\theta^* \in \Theta$ be an $M$-dimensional (vector) parameter that is to be estimated by a network of $N$ agents. Throughout, we assume that all the random objects are defined on a common measurable space $(\Omega, \mathcal{F})$ equipped with a filtration $\{\mathcal{F}_t\}$. For the true (but unknown) parameter value $\theta^*$, probability and expectation are denoted by $\mathbb{P}_{\theta^*}[\cdot]$ and $\mathbb{E}_{\theta^*}[\cdot]$, respectively. All inequalities involving random variables are to be interpreted a.s. (almost surely.)

Each agent makes i.i.d. (independent and identically distributed) observations of noise corrupted linear functions of the parameter. The observation model for the $n$-th agent is:

$$ z_n(t) = H_n \theta^* + \zeta_n(t) $$

where: i) $\{z_n(t) \in \mathbb{R}^{M_n}\}$ is the observation sequence for the $n$-th agent; and ii) for each $n$, $\{\zeta_n(t)\}$ is a zero-mean temporally i.i.d. noise sequence of bounded variance, such that, $\zeta_n(t)$ is $\mathcal{F}_{t+1}$ adapted and independent of $\mathcal{F}_t$. Moreover, the sequences $\{\zeta_n(t)\}$ and $\{\zeta_l(t)\}$ are mutually uncorrelated for $n \neq l$. For most practical agent network applications, each agent observes only a subset of $M_n$ of the components of $\theta$, with $M_n \ll M$. It is then necessary for the agents to collaborate by means of occasional local inter-agent message exchanges to achieve a reasonable estimate of the parameter $\theta^*$. Moreover, due to inherent uncertainties in the deployment and the sensing environment, the statistics of the observation process (i.e., of the noise) are likely to be unknown apriori. For example, the exact observation noise variance at an agent depends on several factors beyond the control of the deployment process and should be learnt over time for reasonable estimation performance. In other words, prior knowledge of the spatial distribution of the information content (i.e., which agent is more accurate than the others) may not be available, and the proposed estimation approach should be able to adaptively learn the true value of information leading to an accurate weighting of the various observation resources.

Let $R_n \in S^{M_n}_{++}$ be the true covariance of the observation at agent $n$. It is well known that, given perfect knowledge of $R_n$ for all $n$, the best linear centralized estimator $\{x_c(t)\}$ of $\theta^*$ is asymptotically normal, i.e.,

$$ \sqrt{t+1} (x_c(t) - \theta^*) \Rightarrow \mathcal{N}(0, \Sigma_c^{-1}), $$

provided the matrix $\Sigma_c = \sum_{n=1}^{N} H_n^T R_n^{-1} H_n$ is invertible. In case the observation process is Gaussian, the best linear estimator is optimal, and $\Sigma_c$ coincides with the Fisher information rate. In general, with the knowledge of the covariance only and no other specifics about the noise distribution, the above estimate is optimal, in that no other estimate achieves smaller asymptotic covariance than $\Sigma_c^{-1}$ for all distributions with covariance $R_n$.

The goal of this paper is to develop a distributed estimator that leads to asymptotically normal estimates with the same asymptotic covariance $\Sigma_c^{-1}$ at each agent under the following constraints: (1) Each agent is only aware of its local observation model $H_n$ and, more importantly, (2) the true noise covariance $R_n$ is not known apriori at agent $n$ and needs to be learnt from the received observation samples and exchanged messages with its neighbors over time. Recently, in [19] a distributed algorithm was introduced that leads to the desired centralized asymptotic covariance at each agent but requires full model information (i.e., all the $H_n$'s) and the exact covariance values $R_n$ at all agents. This is due to the fact that, for optimal asymptotic covariance, the approach in [19] requires an appropriate innovation gain at each agent, the latter depending on all the model matrices and noise covariances. In the absence of model and
covariance information, one needs to design an adaptive gain sequence at each agent that is updated (refined) over time using the accumulated information so far with the hope that the learning process eventually converges to the desired. This learning process should proceed in parallel with the required parameter estimation task. In this paper, we show that such a distributed learning process is feasible and, more importantly, the coupling between the learning and parameter estimation tasks does not slow down the convergence rate (measured in terms of asymptotic covariance) of the latter to $\theta^*$.

Before describing our distributed adaptive estimation scheme, we formalize the basic problem assumptions and requirements in the following.

(A.1): The true observation noise covariance matrix $R_n$ is positive definite for each $n$. We do not require observability at the local level, but impose the following global observability, i.e., the (normalized) Grammian matrix

$$
\Sigma_c = \frac{1}{N} \sum_{n=1}^{N} H_n^T R_n^{-1} H_n
$$

is invertible. Also, to begin with, each agent $n$ has knowledge of its own local observation matrix $H_n$ only, and the observation noise covariances $R_n$'s are unknown apriori.

(A.2): In digital communications, packets may be lost at random times. To account for this, we let the links (or communication channels among agents) to fail, so that the edge set and the connectivity graph of the agent network are time varying. Accordingly, the agent network at time $t$ is modeled as an undirected graph, $G_t = (V, E_t)$ and the graph Laplacians as a sequence of i.i.d. Laplacian matrices $\{L_t\}$. Specifically, we assume that $L_t$ is $\mathcal{F}_{t+1}$ adapted and is independent of $\mathcal{F}_t$. We do not make any distributional assumptions on the link failure model. Although the link failures, and so the Laplacians, are independent at different times, during the same iteration, the link failures can be spatially dependent, i.e., correlated. This is more general and subsumes the erasure network model, where the link failures are independent over space and time. Wireless agent networks motivate this model since interference among the wireless communication channels correlates the link failures over space, while, over time, it is still reasonable to assume that the channels are memoryless or independent.

Connectedness of the graph is an important issue. We do not require that the random instantiations $G_t$ of the graph be connected; in fact, it is possible to have all these instantiations to be disconnected. We only require that the graph stays connected on average. Denoting $\mathbb{E}_0[L_t]$ by $\overline{L}$, this is captured by assuming $\lambda_2(\overline{L}) > 0$. This weak connectivity requirement enables us to capture a broad class of asynchronous communication models; for example, the random asynchronous gossip protocol analyzed in [4] satisfies $\lambda_2(\overline{L}) > 0$ and hence falls under this framework. On the other hand, we assume that the inter-agent communication is noise-free and unquantized in the event of an active communication link; the problem of quantized data exchange in networked control systems (see, for example, [38, 30, 26]) is an active research topic.

(A.3): The sequences $\{L_t\}$ and $\{\zeta_n(t)\}_{n \in V}$ are mutually independent.

2.2. Distributed Adaptive Estimator: Algorithm $\text{ADLE}$. The adaptive distributed linear estimator ($\text{ADLE}$) involves two simultaneous update rules, namely, (1) the estimate (state) update and (2) the gain update. To formalize, let $\{x_n(t)\}$ denote the $\{\mathcal{F}_t\}$ adapted sequence of estimates of $\theta^*$ at agent $n$. 


Estimate Update: The estimate update at agent $n$ then proceeds as follows:

$$x_n(t + 1) = x_n(t) - \beta_t \sum_{l \in \Omega_n(t)} (x_n(t) - x_l(t)) + \alpha_t K_n(t) (y_n(t) - H_n x_n(t)).$$ (2.2)

In the above, $\{\beta_t\}$ and $\{\alpha_t\}$ represent appropriate time-varying weighting factors for the agreement (consensus) and innovation (new observation) potentials respectively, whereas $\{K_n(t)\}$ is an adaptively chosen matrix gain process. Also, $\Omega_n(t)$ denotes the time-varying random neighborhood of agent $n$ at time $t$.

Gain Update: The adaptive gain update at sensor $n$ involves another $\{F_t\}$ adapted distributed learning process that proceeds in parallel with the estimate update. In particular, we set

$$K_n(t) = (G_n(t) + \gamma_t I_M)^{-1} H_n^T (Q_n(t) + \gamma_t I_M)^{-1}$$ (2.3)

where $\{\gamma_t\}$ is a sequence of positive reals, such that $\gamma_t \to 0$ as $t \to \infty$, and the positive semidefinite matrix sequences $\{Q_n(t)\}$ and $\{G_n(t)\}$ evolve as follows:

$$Q_n(t + 1) = \frac{1}{t} \sum_{s=0}^{t-1} y_n(s) y_n^T(s) - \left( \frac{1}{t} \sum_{s=0}^{t-1} y_n(s) \right) \left( \frac{1}{t} \sum_{s=0}^{t-1} y_n(s) \right)^T$$ (2.4)

and

$$G_n(t + 1) = G_n(t) - \beta_t \sum_{l \in \Omega_n(t)} (G_n(t) - G_l(t)) + \alpha_t \left( H_n^T (Q_n(t) + \gamma_t I_N)^{-1} H_n - G_n(t) \right)$$ (2.5)

with positive semidefinite initial conditions $Q_n(0)$ and $G_n(0)$ respectively.

Remark 2.1. The sequence $\{Q_n(t)\}$ is the sample covariance (unbiased) and serves as a consistent estimate of the local noise covariance $R_n$. In fact, as shown in the proofs, the sample covariance estimates are not particularly necessary and any sequence $\{Q_n(t)\}$ such that $Q_n(t) \to R_n$ is sufficient for our purpose. Moreover, the following optional collaborative covariance refinement procedure may be performed at each agent $n$ if it is of interest to obtain more efficient (faster convergence) local covariance estimates:

$$\tilde{R}_n(t) = \frac{1}{t} \sum_{s=0}^{t-1} (y_n(s) - H_n x_n(s)) (y_n(s) - H_n x_n(s))^T$$

Remark 2.2. We comment on the necessity of the adaptive gain update process and the complexities it incurs in the convergence analysis technique with respect to the parameter estimation scheme in [19]. The estimation approach in [19] requires perfect knowledge of the entire network observation model at each agent, i.e., each network agent is fully aware of the model matrices $\{H_n\}_{n \in V}$ and the covariances $\{R_n\}_{n \in V}$. Under this requirement, it was shown in [19] that the following estimate update process,

$$x_n(t + 1) = x_n(t) - \beta_t \sum_{l \in \Omega_n(t)} (x_n(t) - x_l(t)) + \alpha_t \Sigma^{-1} H_n^T R_n^{-1} (y_n(t) - H_n x_n(t)).$$ (2.6)

achieves, in general, the asymptotic covariance of the best linear centralized estimator and is asymptotically efficient if, in addition, the observation noise is Gaussian.
In (2.6), the matrix \( \Sigma_c \) corresponds to the invertible (normalized) centralized Gramian, see (2.1). In doing so, the scheme in [19] assumes each agent \( n \) has complete knowledge of the global parameters \( \Sigma_c \) (and the local \( R_n \)'s) thus enabling the computation of the optimal local innovation gains at each agent leading to the best asymptotic covariance. The key departure from [19] is that, in the current setting, the agents are not aware of the global quantity \( \Sigma_c \) and of the local covariances \( R_n \)'s and, hence, apriori are not able to compute and apply the optimal innovation gains. This necessitates the additional gain update or learning process, in which over time the agents try to refine their knowledge of the optimal gain matrices based on past data samples and mutual collaboration with the eventual goal of converging to the exact optimal gains.

As we explain below, this adaptive learning step incurs several additional complexities in the analysis of the ADLE scheme with respect to that of [19]. Firstly, one needs to establish convergence of the adaptive gain sequence \( \{K_n(t)\} \) to the exact optimal gains at each agent. More importantly, even in the event of convergence of the adaptive gains to the desired, the rate of convergence may be slow and apriori it is not clear whether the use of approximate gains (at least in the initial stages) will affect the convergence rate of the estimate update process or not. In other words, one needs to show that the usage of the convergent gain approximations entails no performance loss (in terms of asymptotic covariance) for the estimate update process. Another important observation is that, unlike [19], the estimates \( \{x_n(t), n \in V\} \) are no longer Markovian due to the dependence of the gains \( K_n(t) \) on the past observations. From a technical viewpoint, this prevents the direct applicability of standard stochastic approximation techniques (see, for example, [31]) for convergence analysis. The need for non-standard technical approaches is further substantiated by the presence of mixed time scale potentials in the update processes, a phenomenon that is also manifested in the scheme considered in [19].

In the following we introduce some additional assumptions on the observation noise process and the algorithm weight sequences to be in force unless otherwise stated.

(A.4): There exists \( \varepsilon_1 > 0 \), such that for all \( n \), \( \mathbb{E}_{\theta^*} [\|\zeta_n(t)\|^{2+\varepsilon_1}] < \infty \).

(A.5): The weight sequences \( \{\alpha_t\} \) and \( \{\beta_t\} \) are given by
\[
\alpha_t = \frac{a}{(t+1)\tau_1} \quad \text{and} \quad \beta_t = \frac{b}{(t+1)\tau_2},
\]
where \( a, b > 0, 0 < \tau_2 \leq \tau_1 \leq 1 \) and \( \tau_1 = \tau_2 + 1/(2+\varepsilon_1) + 1/2 \).

Since \( \varepsilon_1 > 0 \), such a choice of the pair \( (\tau_1, \tau_2) \) is always possible, for example, by taking \( \tau_1 = 1 \) and \( \tau_2 < 1/2 - 1/(2+\varepsilon_1) \).

3. Main Results. We formally state the main results of the paper, the proofs being provided in Section 4.

The first result concerns the asymptotic agreement or consensus among the various agent estimates.

**Theorem 3.1.** Let assumptions (A.1)-(A.5) hold. Then for each \( \tau_0 \) such that
\[
0 \leq \tau_0 < \tau_1 - \tau_2 - \frac{1}{2+\varepsilon_1},
\]
we have
\[
\mathbb{P}_{\theta^*} \left( \lim_{t \to \infty} (t+1)^{\tau_0} \|x_n(t) - x_l(t)\| = 0 \right) = 1
\]
for any pair of agents $n$ and $l$.

In words, Theorem 3.1 shows that the rate of agreement (at least the order) depends only on the difference $\tau_1 - \tau_2$ of the algorithm weight parameters, the latter quantifying the intensities of the global agreement and local innovation potentials relative to each other. Interestingly, the order of this convergence is independent of the network topology (as long as it is connected in the mean) and the distributed gain learning process (2.3)-(2.5). In fact, as will be evident from the proof arguments, the local covariance learning step in (2.4) may be replaced by any other consistent learning procedure, still retaining the order of convergence in Theorem 3.1.

**Theorem 3.2.** Let assumptions (A.1)-(A.5) hold with $\tau_1 = 1$ and $a > 1$. Then, for each $n$ the estimate sequence $\{x_n(t)\}$ is strongly consistent. In particular, we have

$$P_{\theta^*} \left( \lim_{t \to \infty} (t + 1)^\tau \|x_n(t) - \theta^*\| = 0 \right) = 1 \quad (3.1)$$

for each $n$ and $\tau \in [0, 1/2]$.

The above convergence rate is optimal for pathwise convergence of estimates in the sense that (3.1) does not hold with $\tau = 1/2$ even for a centralized estimate sequence. This, in turn, is due to the asymptotic normality of the centralized estimator with a non-degenerate asymptotic covariance (see Theorem 3.3 for details.) Again, the interesting and non-trivial fact to note here is that the distributed adaptive estimators retain the centralized convergence rate irrespective of the apparent information loss due to sparse inter-agent communication and lack of model information apriori.

The next result concerns the asymptotic normality of the estimates generated by the distributed ADLE and establishes its asymptotic efficiency.

**Theorem 3.3.** Let assumptions (A.1)-(A.5) hold with $\tau_1 = 1$ and $a = 1$. Let

$$\Sigma_c = \sum_{n=1}^{N} H_n^T R_n^{-1} H_n.$$ 

Then, for each $n$

$$\sqrt{(t + 1)}(x_n(t) - \theta^*) \Rightarrow N(0, \Sigma_c^{-1}),$$

where $N(\cdot)$ and $\Rightarrow$ denote the Gaussian distribution and weak convergence, respectively.

Referring to the introductory discussion in Section 2.1 we note that the ADLE leads to the optimal error covariance decay attainable, in general, by any estimator (centralized) with information of the model parameters $H_n$'s and $R_n$'s only and no other assumptions on the distribution of the observation noise process. In particular, the distributed and adaptive ADLE is optimal in the class of linear centralized estimators when the noise distribution is arbitrary and is optimal in the Fisher information sense if the noise process is Gaussian. In a sense, Theorem 3.3 justifies the applicability and advantage of distributed estimation schemes. Apart from issues of robustness, implementing a centralized estimator is much more communication intensive as it requires transmitting all sensor data to a fusion center at all times. On the other hand, the distributed ADLE algorithm involves only sparse local communication among the sensors at each step, and achieves the performance of a centralized estimator asymptotically as long as the communication network stays connected in the mean. Moreover, unlike the distributed approach in [19], the ADLE does not require prior knowledge of the global model matrices $H_n$'s and the covariances $R_n$'s. Intuitively, in the ADLE, the agents learn over time by distributed message exchanges and past data samples, the actual information content of its observations with respect to the other network agents, thus asymptotically converging to the correct innovation gains. Interestingly, as showed in the paper, this additional learning process does not
entail any performance loss in the coupled estimation process, the latter retaining the desired asymptotic efficiency.

4. Some Approximation Results. In this section we establish several strong (pathwise) convergence results for generic mixed time-scale stochastic recursive procedures (the proofs being provided in Appendix A). These are of independent interest and will be used in subsequent sections to analyze the properties of the ADL E scheme.

Throughout this section, by \( \{z_t\} \), we will denote an \( \{F_t\} \) adapted stochastic process taking values in some Euclidean space or some subset of symmetric matrices. The initial condition \( z_0 \) will be assumed to be deterministic unless otherwise stated. Further, the probability space is assumed to be rich enough to allow the definition of various auxiliary processes governing the recursive evolution of \( \{z_t\} \). Since the results in this section concern generic stochastic processes not necessarily tied to the parameter vector, the \( \theta^* \) indexing in the probability and expectation will be dropped temporarily.

We start by quoting a convergence rate result from [19] on deterministic recursions with time-varying coefficients.

**Lemma 4.1** (Lemmas 4 and 5 of [19]). Let \( \{z_t\} \) be an \( \mathbb{R}_+ \) valued sequence

\[
z_{t+1} \leq (1 - r_1(t))z_t + r_2(t),
\]

where \( \{r_1(t)\} \) and \( \{r_2(t)\} \) are deterministic sequences with

\[
\frac{a_1}{(t+1)^{\delta_1}} \leq r_1(t) \leq 1 \quad \text{and} \quad r_2(t) \leq \frac{a_2}{(t+1)^{\delta_2}},
\]

and \( a_1 > 0, \ a_2 > 0, \ 0 \leq \delta_1 \leq 1, \ \delta_2 > 0 \). Then, if \( \delta_1 < \delta_2 \), \( (t+1)^{\delta_0}z_t \rightarrow 0 \) as \( t \rightarrow \infty \), for all \( 0 \leq \delta_0 < \delta_2 - \delta_1 \). Also, if \( \delta_1 = \delta_2 \), the sequence \( \{z_t\} \) remains bounded, i.e., \( \sup_{t \geq 0} \|z_t\| < \infty \).

We now develop a stochastic analogue of Lemma 4.1 in which the weight sequence \( \{r_1(t)\} \) is a random process with some mixing conditions.

**Lemma 4.2.** Let \( \{z_t\} \) be an \( \{F_t\} \) adapted \( \mathbb{R}_+ \) valued process satisfying

\[
z_{t+1} \leq (1 - r_1(t))z_t + r_2(t).
\]

In the above, \( \{r_1(t)\} \) is an \( \{F_{t+1}\} \) adapted process, such that for all \( t \), \( r_1(t) \) satisfies \( 0 \leq r_1(t) \leq 1 \) and

\[
\frac{a_1}{(t+1)^{\delta_1}} \leq \mathbb{E}[r_1(t) \mid F_t] \leq 1
\]

with \( a_1 > 0 \) and \( 0 \leq \delta_1 \leq 1 \). The sequence \( \{r_2(t)\} \) is deterministic, \( \mathbb{R}_+ \) valued and satisfies \( r_2(t) \leq a_2/(t+1)^{\delta_2} \) with \( a_2 > 0 \) and \( \delta_2 > 0 \). Then, if \( \delta_1 < \delta_2 \), \( (t+1)^{\delta_0}z_t \rightarrow 0 \) as \( t \rightarrow \infty \) for all \( 0 \leq \delta_0 < \delta_2 - \delta_1 \).

Versions of Lemma 4.2 with stronger assumptions on the weight sequences were used in earlier work. For example, the deterministic version (Lemma 4.1) was proved in [20], whereas a version with i.i.d. weight sequences was used in [19]. However, for reasons to be clear soon, in this work there will be instances where the memoryless assumption on the weight sequences is too restrictive. Hence, we develop the version stated in Lemma 4.2.

The following result will be used to quantify the rate of convergence of distributed vector or matrix valued recursions to their network-averaged behavior.
Lemma 4.3. Let \( \{z_t\} \) be an \( \mathbb{R}_+ \) valued \( \{F_t\} \) adapted process that satisfies
\[
z_{t+1} \leq (1 - r_1(t)) z_t + r_2(t) U_t (1 + J_t).
\]
Let the weight sequences \( \{r_1(t)\} \) and \( \{r_2(t)\} \) satisfy the hypothesis of Lemma 4.2. Further, let \( \{U_t\} \) and \( \{J_t\} \) be \( \mathbb{R}_+ \) valued \( \{F_t\} \) and \( \{F_{t+1}\} \) adapted processes respectively with \( \sup_{t \geq 0} \|U_t\| < \infty \) a.s. The process \( \{J_t\} \) is i.i.d. with \( J_t \) independent of \( F_t \) for each \( t \) and satisfies the moment condition \( E \|J_t\|^{2+\varepsilon_1} \) \( < \kappa < \infty \) for some \( \varepsilon_1 > 0 \) and a constant \( \kappa > 0 \). Then, for every \( \delta_0 \) such that
\[
0 \leq \delta_0 < \delta_1 - \frac{1}{2 + \varepsilon_1},
\]
we have \( (t+1)^{\delta_0} z_t \to 0 \) a.s. as \( t \to \infty \).

The key difference between Lemma 4.3 and Lemma 4.2 is that the processes associated with the sequence \( \{r_2(t)\} \) are now stochastic.

Lemma 4.4. Let \( \{z_t\} \) be an \( \mathbb{R}^{NM} \) valued \( \{F_t\} \) adapted process such that \( z_t \in C^+ \) (see (2.4) in Appendix B) for the definition of the consensus subspace \( C \) and its orthogonal complement \( C^+ \) for all \( t \). Also, let \( \{L_t\} \) be an i.i.d. sequence of Laplacian matrices as in assumption (A.2) that satisfies
\[
\lambda_2(L) = \lambda_2(E[L_t]) > 0,
\]
with \( L_t \) being \( F_{t+1} \) adapted and independent of \( F_t \) for all \( t \). Then there exists a measurable \( \{F_{t+1}\} \) adapted \( \mathbb{R}_+ \) valued process \( \{r_t\} \) (depending on \( \{z_t\} \) and \( \{L_t\} \)) and a constant \( c_r > 0 \), such that \( 0 \leq r_t \leq 1 \) a.s. and
\[
\|(I_{NM} - \beta_t L_t \otimes I_M) z_t\| \leq (1 - r_t) \|z_t\|
\]
with
\[
E[r_t \mid F_t] \geq \frac{c_r}{(t+1)^{\delta_z}} \text{ a.s.} \tag{4.1}
\]
for all \( t \) large enough, where the weight sequence \( \{\beta_t\} \) and \( r_2 \) are defined in (2.7).

Remark 4.1. We comment on the necessity of the various technicalities involved in the statement of Lemma 4.4. Let \( P_{NM} \) denote the matrix \( (1/N) (1_N \otimes I_M) (1_N \otimes I_M)^T \) and \( P_{NM} z_t = 0 \) since \( z_t \in C^+ \). With this, a naive approach of showing the existence of such a process \( \{r_t\} \) would be to use the submultiplicative inequality
\[
\|(I_{NM} - \beta_t L_t \otimes I_M - P_{NM}) z_t\| \leq \|(I_{NM} - \beta_t L_t \otimes I_M - P_{NM})\| \|z_t\|
\]
Using properties of the Laplacian and the matrix \( P_{NM} \), it can be shown that for sufficiently large \( t \)
\[
\|(I_{NM} - \beta_t L_t \otimes I_M - P_{NM}) z_t\| \leq (1 - \beta_t \lambda_2(L_t)) \|z_t\|.
\]
With this we may choose to define the desired sequence \( \{r_t\} \) in Lemma 4.4 by
\[
r_t = \beta_t \lambda_2(L_t) \tag{4.2}
\]
for all \( t \). Indeed, \( \{r_t\} \) thus defined satisfies \( 0 \leq r_t \leq 1 \) and (4.4) (at least for \( t \) large enough.) Since, \( L_t \) is independent of \( F_t \), we obtain
\[
E[\lambda_2(L_t) \mid F_t] = E[\lambda_2(L_t)] \leq \lambda_2(L),
\]
and...
where the last inequality is a consequence of Jensen’s inequality applied to the concave functional \( \lambda_2(\cdot) \). Thus the hypothesis \( \lambda_2(\bar{L}_t) > 0 \) does not shed any light to whether \( \mathbb{E}[\lambda_2(L_t)] > 0 \) or not. Unfortunately, it turns out that in the gossip type of communication setting, in which none of the network instances are connected, \( \lambda_2(L_t) = 0 \) a.s. Hence, in such cases \( \mathbb{E}[\lambda_2(L_t)] \) is actually 0. This in turn implies that the \( \{r_t\} \) proposed in (2.4) violates the requirement (1.3) of Lemma 4.4. This necessitates an altogether different approach for constructing the desired sequence \( \{r_t\} \). As shown in the following, such an \( r_t \) is no longer independent of \( \mathcal{F}_t \), being a function of both \( L_t \) and \( z_t \) in general.

5. Convergence of Gains. The main result of this section (Lemma 5.1) concerns the convergence of the online gain approximation processes \( \{K_n(t)\} \) to their optimal counterparts \( K_n = \sum_c^{-1} H_n^T R_n^{-1} \).

**Lemma 5.1.** Let assumptions \((A.1)-(A.5)\) hold. Then, for each \( n \), the gain sequence \( \{K_n(t)\} \) (given by (2.3)-(2.5)) converges to \( K_n = \sum_{c}^{-1} H_n^T R_n^{-1} \) a.s., i.e.,

\[
\mathbb{P}_\theta \left( \lim_{t \to \infty} K_n(t) = \sum_{c}^{-1} H_n^T R_n^{-1} \right) = 1.
\]

The rest of this section is devoted to the proof of Lemma 5.1. To this end, we first investigate the processes \( \{G_n(t)\} \), see (2.3). The processes \( \{G_n(t)\} \) may be viewed as approximations of the normalized Grammian and, as will be shown in the following, converge to \( \sum_{c} \). The following assertion concerns the consensus of the approximate Grammians to their network average and is stated as follows:

**Lemma 5.2.** Let assumptions \((A.1)-(A.5)\) hold. Then, for each \( n \),

\[
\mathbb{P}_\theta \left( \lim_{t \to \infty} \| G_n(t) - G_{avg}(t) \| = 0 \right) = 1,
\]

where \( G_{avg}(t) = \frac{1}{N} \sum_{n=1}^{N} G_n(t) \) is the instantaneous network-averaged Grammian.

**Proof.** We will show the desired convergence in the matrix Frobenius norm (denoted by \( \| \cdot \|_F \) in the following). Since the matrix space in consideration is finite dimensional, the convergence in \( \mathcal{L}_2 \) norm will follow. The existence of quadratic moments implies the convergence of the sample covariances (see (2.4)) to the true covariances and, hence, for each \( n \), \( Q_n(t) \to R_n \) a.s. Since, in addition, the sequence \( \{\gamma_n\} \) in (2.4) goes to zero, we may choose an a.s. finite random variable \( R_2 \), such that for each \( n \),

\[
\mathbb{P}_\theta \left( \sup_{t \geq 0} \left\| H_n^T (Q_n(t) + \gamma_t I_{M_n})^{-1} H_n \right\| \leq R_2 < \infty \right) = 1. \tag{5.1}
\]

By construction, the matrix sequences \( \{G_n(t)\} \) and \( \{Q_n(t)\} \) are symmetric for each \( n \). Let \( \tilde{G}_n(t) = G_n(t) - G_{avg}(t) \) denote the deviation of the Grammian estimate at agent \( n \) from the instantaneous network average \( G_{avg}(t) \). Also, let \( \tilde{G}_t \) and \( D_t \) respectively denote the matrices \( [\tilde{G}_1(t), \cdots, \tilde{G}_N(t)]^T \) and \( [D_1(t), \cdots, D_N(t)]^T \), where \( D_n(t) = (Q_n(t) + \gamma_t I_{M_n})^{-1} \) for each \( n \). Using the following readily verifiable properties of the Laplacian,

\[
(1_N \otimes I_M)^T (L_t \otimes I_M) = 0 \quad (L_t \otimes I_M) (1_N \otimes G_{avg}(t)) = 0, \tag{5.2}
\]

we have

\[
\tilde{G}_{t+1} = (I_{NM} - \beta_t (L_t \otimes I_M) - \alpha_t I_{NM}) \tilde{G}_t + \alpha_t ((D_t - D_{avg}(t))), \tag{5.3}
\]
where \( D_{\text{avg}}(t) = \frac{1}{N} \sum_{n=1}^{N} D_n(t) \). Note that, by (5.1), there exists an \( \{ \mathcal{F}_t \} \) adapted a.s. bounded process \( \{ U_t \} \), such that \( \sup_{t \geq 0} \| D_t - D_{\text{avg}}(t) \|_F \leq U_t \) a.s. For \( m \in \{1, \ldots, M\} \), let \( \tilde{G}_{m,t} \) denote the \( m \)-th column of \( \tilde{G}_t \). The process \( \{ \tilde{G}_{m,t} \} \) is \( \{ \mathcal{F}_t \} \) adapted and \( \tilde{G}_{m,t} \in \mathcal{C}^2 \) for each \( t \). Then, by Lemma 4.3 there exists a \([0, 1]\)-valued \( \{ \mathcal{F}_{t+1} \} \) adapted process \( \{ r_{m,t} \} \), such that,

\[
\| (I_{NM} - \beta_t L_t \otimes I_M) \tilde{G}_{m,t} \| \leq (1 - r_{m,t}) \| \tilde{G}_{m,t} \|
\]

and \( \mathbb{E}_{\theta^*}[r_{m,t}|\mathcal{F}_t] \geq c_{m,t}/(t + 1)^{r_2} \) a.s. for \( t \geq t_0 \) sufficiently large. Noting that the square of the Frobenius norm is the sum of the squared column \( L_2 \) norms, we have

\[
\| (I_{NM} - \beta_t L_t \otimes I_M) \tilde{G}_t \|_F^2 \leq \sum_{m=1}^{M} (1 - r_{m,t})^2 \| \tilde{G}_{m,t} \|^2 \leq (1 - \beta_t)^2 \| \tilde{G}_t \|_F^2,
\]

where \( \{ r_t \} \) is the \( \{ \mathcal{F}_{t+1} \} \) adapted process given by \( r_t = r_{1,t} \wedge r_{2,t} \wedge \cdots \wedge r_{M,t} \). By the conditional Jensen’s inequality, we obtain

\[
\mathbb{E}_{\theta^*}[r_t|\mathcal{F}_t] \geq \wedge_{m=1}^{M} \mathbb{E}_{\theta^*}[r_{m,t}|\mathcal{F}_t] \geq c_t/(t + 1)^{r_2}
\]

for some \( c_t > 0 \) and \( t \geq t_0 \). Recall \( \{ \alpha_t \} \) from (2.7). Using (5.4), we finally get

\[
\| (I_{NM} - \beta_t L_t \otimes I_M - \alpha_t I_{NM}) \tilde{G}_t \|_F \leq \| (I_{NM} - \beta_t L_t \otimes I_M) \tilde{G}_t \|_F + \alpha_t \| \tilde{G}_t \|_F \leq (1 - \beta_t) \| \tilde{G}_t \|_F + \alpha_t \| \tilde{G}_t \|_F \leq (1 - \beta_t/2) \| \tilde{G}_t \|_F
\]

for \( t \geq t_0 \). From (5.3) and (5.6) we then have

\[
\| \tilde{G}_{t+1} \|_F \leq \| (I_{NM} - \beta_t L_t \otimes I_M - \alpha_t I_{NM}) \tilde{G}_t \|_F + \alpha_t U_t \leq (1 - \beta_t/2) \| \tilde{G}_t \|_F + \alpha_t U_t.
\]

By (5.5) and since \( \beta_t/\alpha_t \to \infty \) as \( t \to \infty \), the recursion in (5.7) clearly falls under the purview of Lemma 4.3, and we conclude that \( \| \tilde{G}_t \|_F \to 0 \) a.s. as \( t \to \infty \). The convergence in the \( L_2 \) norm follows immediately.

On the basis of Lemma 5.2 to show the convergence of the approximate (normalized) Grammian sequences to \( \bar{\Sigma}_c \), it suffices to show the convergence of the network-averaged sequence \( \{ G_{\text{avg}}(t) \} \) to the latter. This is undertaken in the following lemma.

**Lemma 5.3.** Let assumptions (A.1)-(A.5) hold. Then,

\[
\mathbb{P}_{\theta^*} \left( \lim_{t \to \infty} G_{\text{avg}}(t) = \bar{\Sigma}_c \right) = 1.
\]

**Proof.** The process \( \{ G_{\text{avg}}(t) \} \) satisfies the following recursion:

\[
G_{\text{avg}}(t + 1) = (1 - \alpha_t) G_{\text{avg}}(t) + \alpha_tD_{\text{avg}}(t),
\]

Let \( \tilde{G}_{\text{avg}}(t) \) denote the residual \( G_{\text{avg}}(t) - \bar{\Sigma}_c \) and the process \( \{ \tilde{G}_{\text{avg}}(t) \} \) satisfies

\[
\tilde{G}_{\text{avg}}(t + 1) = (1 - \alpha_t) \tilde{G}_{\text{avg}}(t) + \alpha_t(D_{\text{avg}}(t) - \bar{\Sigma}_c).
\]
By Lemma 18 in [20] there exists $t_0$ sufficiently large and a constant $B$ such that

$$0 \leq \sum_{k=s}^{t-1} \left( \prod_{l=k+1}^{t-1} (1 - \alpha_l) \right) \alpha_k \leq B,$$

for all positive integers $t$ and $s$ with $t_0 \leq s \leq t$. Also, the convergence of the sample covariances and the fact that $\gamma_t \to 0$ as $t \to \infty$ imply $D_{\text{avg}}(T) \to \sum_c$ a.s. as $t \to \infty$. Hence, for a given $\varepsilon > 0$, we may choose $t_\varepsilon > t_0$ such that $\|D_{\text{avg}}(t) - \sum_c\| < \varepsilon$ for all $t \geq t_\varepsilon$. From (5.8), we then have for $t > t_\varepsilon$

$$\|\tilde{G}_{\text{avg}}(t)\| \leq \left( \prod_{k=t_\varepsilon}^{t-1} (1 - \alpha_k) \right) \|\tilde{G}_{\text{avg}}(t_\varepsilon)\| + \sum_{k=t_\varepsilon}^{t-1} \left( \prod_{l=k+1}^{t-1} (1 - \alpha_l) \right) \alpha_k \varepsilon \leq \left( \prod_{k=t_\varepsilon}^{t-1} (1 - \alpha_k) \right) \|\tilde{G}_{\text{avg}}(t_\varepsilon)\| + B\varepsilon. \tag{5.9}$$

Since $\sum_{t \geq 0} \alpha_t = \infty$ the first term on the right hand side of (5.9) goes to zero as $t \to \infty$, and we have $\limsup_{t \to \infty} \|\tilde{G}_{\text{avg}}(t)\| \leq B\varepsilon$. Since $\varepsilon > 0$ is arbitrary, we conclude that $\tilde{G}_{\text{avg}}(t) \to 0$ a.s. as $t \to \infty$ by taking $\varepsilon$ to zero. The desired assertion follows immediately.

We now complete the proof of Lemma 5.1.

**Proof.** [Proof of Lemma 5.1] It follows from Lemma 5.2 and Lemma 5.3 that

$$P_{\theta^*} \left( \lim_{t \to \infty} G_n(t) = \sum_c \right) = 1 \tag{5.10}$$

for all $n = 1, \cdots, N$. The assertion in Lemma 5.1 is immediate from (5.10) and the observation that $Q_n(t) \to R_n$ and $\gamma_t \to 0$ as $t \to \infty$. ☐

### 6. Convergence of Estimates

This section is concerned with the convergence analysis of the estimate sequences $\{x_n(t)\}$ generated by the ADLE. Several results on the convergence behavior of the estimates are presented culminating to the proofs of the main results of the paper in Section 7. The assumptions (A.1)-(A.5) are assumed to hold throughout.

**Lemma 6.1.** The estimate sequences $\{x_n(t)\}$ generated by the ADLE algorithm (see (A.2)) are pathwise bounded, i.e., for each $n$, $\sup_{t \geq 0} \|x_n(t)\| < \infty$ a.s.

The proof involves a Lyapunov type argument. The following result (see Appendix B for a proof) on the decay rate of certain time varying spectral operators will be needed in the construction of a suitable Lyapunov function.

**Proposition 6.2.** Let $K_i$ and $\mathcal{H}$ denote the matrices diag ($K_1(t), \cdots, K_N(t)$) and diag ($H_1, \cdots, H_N$) respectively. Then, there exists $\varepsilon_K > 0$, a (deterministic) time $t_k$ and a constant $c_K$, such that

$$z^T (\beta_k \mathbb{L} \otimes I_M + \alpha_k K_i \mathcal{H}) z \geq c_K \alpha_k \|z\|^2,$$

for all $t \geq t_k$, $z \in \mathbb{R}^{NM}$, and $\tilde{K}$ satisfying $\|\tilde{K} - K\| \leq \varepsilon_K$.

We will also require another extension of Proposition 6.2 (see Appendix B for a proof) for the subsequent development.

**Proposition 6.3.** Let $K$ and $\mathcal{H}$ be defined as in Proposition 6.2. Then, for every $0 < \varepsilon < 1$ there exists a deterministic time $t_\varepsilon$ and a constant $c_\varepsilon$, such that

$$z^T (\beta_\varepsilon \mathbb{L} \otimes I_M + \alpha_\varepsilon K \mathcal{H}) z \geq c_\varepsilon \beta_\varepsilon \|z\|^2$$
for all \( t \geq t_\varepsilon \), \( z \in \mathbb{R}^{NM} \) and \( \tilde{K} \) satisfying
\[
\| \tilde{K} \mathcal{H} - \mathcal{K} \mathcal{H} \| \leq \varepsilon. \tag{6.1}
\]

Also, in the above \( z_{c^\perp} \) denotes the projection of \( z \) in the orthogonal complement of the consensus subspace \( C \) as defined in (B.2) in Appendix B.

**Proof.** [Proof of Lemma 6.1] The estimator recursions in (2.2) may be written as
\[
x_{t+1} = \left( I_{NM} - \beta_t \mathcal{L} \otimes I_M - \alpha_t \mathcal{K}_t \mathcal{H} \right) x_t - \beta_t \left( \tilde{L}_t \otimes I_M \right) x_t + \alpha_t \mathcal{K}_t y_t,
\]
with \( x_t \) and \( y_t \) denoting \( [x_1^T(t), \cdots, x_N^T(t)]^T \) and \( [y_1^T(t), \cdots, y_N^T(t)]^T \) respectively. The sequence \( \{ \tilde{L}_t \} \) denotes the sequence of zero mean i.i.d. matrices given by \( \tilde{L}_t = L_t - \bar{L}_t \) for all \( t \). The process \( \{ z_t \} \) defined as \( z_t = x_t - 1_N \otimes \theta^* \) may then be showed to satisfy the recursion
\[
z_{t+1} = \left( I_{NM} - \beta_t \mathcal{L} \otimes I_M - \alpha_t \mathcal{K}_t \mathcal{H} \right) z_t - \beta_t \left( \tilde{L}_t \otimes I_M \right) z_t + \alpha_t \mathcal{K}_t z_t,
\]
with \( z_t = [\zeta_1^T(t), \cdots, \zeta_N^T(t)]^T \). Now fix \( 0 < \varepsilon < \varepsilon_K \wedge 1 \), where \( \varepsilon_K \) is defined in the hypothesis of Proposition 6.2. Since, \( \mathcal{K}_t \to \mathcal{K} \) a.s., by Egorov’s theorem [13] for every \( \delta > 0 \), there exists \( t_\delta \) such that
\[
P_{\theta^*} \left( \sup_{t \geq t_\delta} \| \mathcal{K}_t \mathcal{H} - \mathcal{K} \mathcal{H} \| \leq \varepsilon \right) > 1 - \delta \quad \text{and} \quad P_{\theta^*} \left( \sup_{t \geq t_\delta} \| \mathcal{K}_t - \mathcal{K} \| \leq \varepsilon \right) > 1 - \delta.
\]
Moreover, such a \( t_\delta \) may be chosen to satisfy \( t_\delta > t_\varepsilon \cup t_\varepsilon \), where \( t_\varepsilon \) and \( t_\varepsilon \) are defined in the hypotheses of Proposition 6.2 and Proposition 6.3 respectively.

Let \( \mathcal{K}_\varepsilon \) be a (deterministic) matrix, such that,
\[
\| \mathcal{K}_\varepsilon \mathcal{H} - \mathcal{K} \mathcal{H} \| \leq \varepsilon \quad \text{and} \quad \| \mathcal{K}_\varepsilon - \mathcal{K} \| \leq \varepsilon.
\]

Then, for every \( \delta > 0 \), we may define the \( \mathcal{F}_t \) adapted process \( \{ \mathcal{K}_t^\delta \} \), such that,
\[
\mathcal{K}_t^\delta = \begin{cases} 
\mathcal{K}_t & \text{if } t < t_\delta \\
\mathcal{K}_t & \text{if } t \geq t_\delta \text{ and } \| \mathcal{K}_t \mathcal{H} - \mathcal{K} \mathcal{H} \| \vee \| \mathcal{K}_t - \mathcal{K} \| \leq \varepsilon \\
\mathcal{K}_\varepsilon & \text{otherwise.}
\end{cases}
\]

Also, for each \( \delta > 0 \), we define the \( \mathcal{F}_t \) adapted process \( \{ z_t^\delta \} \) by the recursion
\[
z_{t+1}^\delta = \left( I_{NM} - \beta_t \mathcal{L} \otimes I_M - \alpha_t \mathcal{K}_t \mathcal{H} \right) z_t^\delta - \beta_t \left( \tilde{L}_t \otimes I_M \right) z_t^\delta + \alpha_t \mathcal{K}_t z_t,
\]
with \( z_0^\delta = z_0 \). To show that the process \( \{ z_t \} \) (and, hence \( \{ x_t \} \)) is bounded a.s., we note that it suffices to show that the process \( \{ z_t^\delta \} \) is bounded a.s. for each \( \delta > 0 \). This is due to the fact that, by the definition of \( t_\delta \), for each \( \delta > 0 \) we have
\[
P_{\theta^*} \left( \sup_{t \geq 0} \| z_t^\delta - \mathcal{K}_t \| = 0 \right) > 1 - \delta,
\]
and, hence
\[
P_{\theta^*} \left( \sup_{t \geq 0} \| z_t - z_t \| = 0 \right) > 1 - \delta.
\]
Thus the boundedness of the processes \( \{z_t^\delta\} \) for each \( \delta > 0 \) would imply

\[
P_\theta^* \left( \sup_{t \geq 0} \|x_t\| < \infty \right) > 1 - \delta
\]

for every \( \delta > 0 \). The assertion of Lemma \( \text{(6.1)} \) would then follow by taking \( \delta \) to zero.

Hence, in the following, we only focus on the processes \( \{z_t^\delta\} \) and show that the latter are bounded a.s. for every \( \delta > 0 \). To this end, fix \( \delta > 0 \) and consider the \( F_t \) process \( V_t^\delta = \|z_t^\delta\|^2 \). It can be shown (Assumption \( \text{(A.3)} \)) that

\[
E_{\theta^*} \left[ V_{t+1}^\delta \mid F_t \right] = V_t^\delta + \beta_t^2 \left( z_t^\delta \right)^T \left( \bar{L}_t \otimes I_M \right) z_t^\delta + \alpha_t^2 \left( \|K_t^\delta \zeta_t\|^2 \right) \\
- 2 \left( z_t^\delta \right)^T \left( \beta_t \bar{T} \otimes I_M + \alpha_t K_t^\delta \mathcal{H} \right) z_t^\delta + \beta_t^2 \left( z_t^\delta \right)^T \left( \bar{T} \otimes I_M \right) z_t^\delta \\
+ \alpha_t^2 \left( z_t^\delta \right)^T \left( K_t^\delta \mathcal{H} \right) K_t^\delta \mathcal{H} z_t^\delta + 2 \alpha_t \beta_t \left( z_t^\delta \right)^T \left( \bar{T} \otimes I_M \right) \left( K_t^\delta \mathcal{H} \right) z_t^\delta.
\]

Since the Laplacians are bounded matrices by definition and the matrix \( K_t^\delta \) is bounded for \( t \geq t_\delta \) by construction, there exists a constant \( c_3 > 0 \), sufficiently large, such that the inequalities

\[
\left( z_t^\delta \right)^T E_{\theta^*} \left[ \left( \bar{L}_t \otimes I_M \right)^2 \right] z_t^\delta = \left( z_t^\delta, C_{t, C^\perp} \right)^T E_{\theta^*} \left[ \left( \bar{L}_t \otimes I_M \right)^2 \right] z_t^\delta, C_{t, C^\perp} \leq c_3 \left\| z_t^\delta, C_{t, C^\perp} \right\|^2,
\]

\[
\left( z_t^\delta \right)^T \left( \bar{T} \otimes I_M \right)^2 z_t^\delta = \left( z_t^\delta, C_{t, C^\perp} \right)^T \left( \bar{T} \otimes I_M \right)^2 z_t^\delta, C_{t, C^\perp} \leq c_3 \left\| z_t^\delta, C_{t, C^\perp} \right\|^2,
\]

\[
\left( z_t^\delta \right)^T \left( \bar{T} \otimes I_M \right) \left( K_t^\delta \mathcal{H} \right) z_t^\delta \leq c_3 \left\| z_t^\delta \right\|^2,
\]

\[
\left( z_t^\delta \right)^T \left( K_t^\delta \mathcal{H} \right) K_t^\delta \mathcal{H} z_t^\delta \leq c_3 \left\| z_t^\delta \right\|^2, E_{\theta^*} \left[ \left\| K_t^\delta \zeta_t \right\|^2 \right] \leq c_3
\]

hold for all \( t \geq t_\delta \) with \( z_t^\delta, C_{t, C^\perp} \) denoting the projection of \( z_t^\delta \) on the subspace \( C^\perp \). Also, by Proposition \( \text{(6.2)} \) and Proposition \( \text{(6.3)} \) for \( t \geq t_\delta \),

\[
\left( z_t^\delta \right)^T \left( \beta_t \bar{T} \otimes I_M + \alpha_t K_t^\delta \mathcal{H} \right) z_t^\delta \geq c_K \alpha_t \left\| z_t^\delta \right\|^2 + c_\varepsilon \beta_t \left\| z_t^\delta, C_{t, C^\perp} \right\|^2,
\]

where the positive constants \( c_K \) and \( c_\varepsilon \) are defined in the hypotheses of Proposition \( \text{(6.2)} \) and Proposition \( \text{(6.3)} \) respectively. The inequalities \( \text{(6.3)} \)\( \text{-(7)} \) and \( \text{(6.2)} \) then lead to

\[
E_{\theta^*} \left[ V_{t+1}^\delta \mid F_t \right] \leq V_t^\delta - \left( c_K \beta_t - 2c_3 \beta_t^2 \right) \left\| z_t^\delta, C_{t, C^\perp} \right\|^2
\]

for all \( t \geq t_\delta \). Observing the decay rates of the various terms in \( \text{(6.2)} \), we conclude that there exists \( t_\delta \geq t_3 \), such that,

\[
c_K \beta_t - 2c_3 \beta_t^2 > 0 \quad \text{and} \quad c_\varepsilon \alpha_t - 2\alpha_t \beta_t c_3 - \alpha_t^2 c_3 > 0,
\]

for \( t \geq t_\delta \) and, hence,

\[
E_{\theta^*} \left[ V_{t+1}^\delta \mid F_t \right] \leq V_t^\delta + c_3 \alpha_t^2 
\]

for all \( t \geq t_\delta \). Let us introduce the \( \{F_t\} \) adapted process \( \{\nabla_t^\delta\} \), such that,

\[
\nabla_t^\delta = V_t^\delta - c_3 \sum_{s=t}^\infty \alpha_s^2
\]

(6.5)
for \( t \geq 0 \). The process \( \{\tilde{V}_t^\delta\} \) is well-defined as the sequence \( \{\alpha_t\} \) is square summable. From (6.4) it follows immediately that

\[
E_\theta^* \left[ \tilde{V}_{t+1}^\delta \mid F_t \right] \leq V_t^\delta - c_3 \alpha_t^2 - c_3 \sum_{s=t+1}^\infty \alpha_s^2 = V_t^\delta
\]

for \( t \geq \tau_\delta \). Hence, the process \( \{\tilde{V}_t^\delta\}_{t \geq \tau_\delta} \) is a supermartingale. Moreover, it is bounded from below, since \( V_t \geq 0 \) by construction, and, in fact,

\[
\tilde{V}_t^\delta \geq -c_3 \sum_{s=0}^\infty \alpha_s^2
\]

for all \( t \geq 0 \). Thus \( \{\tilde{V}_t^\delta\}_{t \geq \tau_\delta} \) is a supermartingale that is bounded from below and, hence converges a.s. to a finite random variable \( \tilde{V}^\delta \), i.e., \( \tilde{V}_t \rightarrow \tilde{V} \) a.s. as \( t \rightarrow \infty \). In particular, the process \( \{\tilde{V}_t^\delta\} \) is pathwise bounded. By (6.5) the process \( \{V_t^\delta\} \) is also pathwise bounded. Thus, for each \( \delta > 0 \), the process \( \{Z_t^\delta\} \) is bounded a.s. and the assertion follows.

The next result quantifies the rate at which the different agent estimates reach agreement and is stated as follows:

**Lemma 6.4.** Let assumptions (A.1)-(A.5) hold. Then, for every \( \tau_0 \) such that \( 0 \leq \tau_0 < \tau_1 - \tau_2 - 1/(2 + \varepsilon_1) \), we have

\[
\mathbb{P}_\theta^* \left( \lim_{t \rightarrow \infty} (t + 1)^\tau_0 (x_n(t) - x_{avg}(t)) = 0 \right) = 1
\]

with \( x_{avg}(t) = (1/N) \sum_{n=1}^N x_n(t) \) denoting the instantaneous network averaged estimate.

**Proof.** Let the residual \( \tilde{x}_n(t) = x_n(t) - x_{avg}(t) \). Then arguments along the lines of (5.2)–(5.3) show that the process \( \tilde{x}_t = [\tilde{x}_1^T(t), \ldots, \tilde{x}_N^T(t)]^T \) satisfies the recursion

\[
\tilde{x}_{t+1} = (I_{NM} - \beta_t I_t \otimes I_M) \tilde{x}_t + \alpha_t \tilde{z}_t,
\]

where the process \( \{\tilde{z}_t\} \) is defined as

\[
\tilde{z}_t = \left( I_{NM} - \frac{1}{N} 1_N \otimes (1_N \otimes I_M)^T \right) K_t (y_t - H x_t) .
\]

Since \( K_t \rightarrow K \) as \( t \rightarrow \infty \), the process \( \{x_t\} \) is bounded (Lemma 6.1), and the observation noise \( \zeta_t \) satisfies (A.5), there exist two \( \mathbb{R}^+ \) valued processes: 1) a \( F_t \)-adapted \( \{U_t\} \) satisfying \( \sup_{t \geq 0} \|U_t\| < \infty \) a.s.; and (2) an i.i.d. \( \{F_{t+1}\} \)-adapted \( \{J_t\} \) independent of \( \mathcal{F}_t \) for each \( t \) and \( E_{\theta^*} \left[ \|J_t\|^{2+\varepsilon_1} \right] < \infty \), such that

\[
\|\tilde{z}_t\| \leq U_t (1 + J_t) .
\]

Since \( \tilde{x}_t \in C^1 \) for all \( t \), by Lemma 4.4 there exists an \( \{F_{t+1}\} \)-adapted \( \mathbb{R}^+ \) valued process \( \{r_t\} \) with \( 0 \leq r_t \leq 1 \) a.s. such that

\[
\| (I_{NM} - \beta_t I_t \otimes I_M - \mathcal{P}_{NM}) \tilde{x}_t \| \leq (1 - r_t) \|\tilde{x}_t\|
\]

for all \( t \) (large enough) and a constant \( c_r > 0 \) such that for all \( t \)

\[
E_{\theta^*} \left[ r_t \mid \mathcal{F}_t \right] \geq \frac{c_r}{(t+1)^{\varepsilon_1}} \text{ a.s.}
\]
From the above development we conclude that

\[ \| \tilde{x}_{t+1} \| \leq (1 - r_t) \| \tilde{x}_t \| + \alpha_t U_t (1 + J_t) \]  

(6.6)

for all (large enough). The recursion (6.6) clearly falls under the purview of Lemma 6.3 and we have the assertion

\[ \mathbb{P}_\theta \left( \lim_{t \to \infty} (t + 1)^{\tau_0} \tilde{x}_t = 0 \right) = 1 \]

for all \( \tau_0 \in \left[ 0, \tau_1 - \tau_2 - \frac{1}{2} \epsilon \right] \). This establishes the claim. \( \square \)

The rest of the section focuses on the convergence properties of the agent estimates \( \{ x_n(t) \} \) and completes the final steps required to establish the convergence properties of the agent estimates \( \{ x_n(t) \} \). The first result in this direction concerns the consistency of the average estimate sequence.

**Lemma 6.5.** Under the assumption that \( \tau_1 = 1 \) (see (A.5)) we have

\[ \mathbb{P}_\theta \left( \lim_{t \to \infty} \langle x_{\text{avg}}(t) - \theta^* \rangle = 0 \right) = 1 \]

with \( x_{\text{avg}}(t) = (1/N) \sum_{n=1}^N x_n(t) \) the instantaneous network averaged estimate.

**Proof.** Let us denote by \( z_t \) the residual \( x_{\text{avg}}(t) - \theta^* \). The \( \mathcal{F}_t \)-adapted process \( \{ z_t \} \) may be shown to satisfy the recursion

\[ z_{t+1} = (I_M - \alpha_t \Gamma_t) z_t + \alpha_t U_t + \alpha_t J_t \]  

(6.7)

with \( \{ \Gamma_t \}, \{ U_t \} \) being \( \mathcal{F}_t \)-adapted, \( \{ J_t \} \) being \( \mathcal{F}_{t+1} \)-adapted and given by

\[ \Gamma_t = \frac{1}{N} \sum_{n=1}^N K_n(t) J_n, \quad U_t = \frac{1}{N} \sum_{n=1}^N K_n(t) (x_n(t) - x_{\text{avg}}(t)) \quad \text{and} \quad J_t = \frac{1}{N} \sum_{n=1}^N K_n(t) \zeta_n(t) \]  

(6.8)

respectively. Now fix \( 0 < \tau_0 < \tau_1 - \tau_2 - 1/(2 + \epsilon_1) \) and, by the convergence of the gain processes and Lemma 6.4 \( \Gamma_t \to I_M \) and \( (t + 1)^{\tau_0} U_t \to 0 \) a.s. as \( t \to \infty \). By Egorov’s theorem the a.s. convergence may be assumed to be uniform on sets of arbitrarily large probability measure and, hence, for every \( \delta > 0 \), there exist uniformly bounded processes \( \{ \Gamma^\delta_t \}, \{ U^\delta_t \} \), and \( \{ K^\delta_n(t) \} \) satisfying

\[ \mathbb{P}_\theta \left( \sup_{s \geq t^\delta_0} \| \Gamma^\delta_s - I_M \| \lor \| K^\delta_s - K_s \| \lor \| U^\delta_s - U_s \| > \epsilon \right) = 0 \quad \text{and} \quad \mathbb{P}_\theta \left( \sup_{s \geq t^\delta_0} (s + 1)^{\tau_0} \| U^\delta_s \| > \epsilon \right) = 0 \]

for each \( \epsilon > 0 \) and some \( t^\delta_0 \) (sufficiently large), such that

\[ \mathbb{P}_\theta \left( \sup_{t \geq 0} \left\| \Gamma^\delta_t - \Gamma_t \right\| \lor \left\| K^\delta_t - K_t \right\| \lor \left\| U^\delta_t - U_t \right\| = 0 \right) > 1 - \delta. \]

Also, for each \( \delta > 0 \), define the \( \mathcal{F}_t \)-adapted process \( \{ z^\delta_t \} \) by

\[ z^\delta_{t+1} = (I_M - \alpha_t \Gamma^\delta_t) z^\delta_t + \alpha_t U^\delta_t + \alpha_t J^\delta_t \]  

(6.9)

with \( z^\delta_0 = z_0 \) and \( J^\delta_t = \frac{1}{N} \sum_{n=1}^N K^\delta_n(t) \zeta_n(t) \) and

\[ \mathbb{P}_\theta \left( \sup_{t \geq 0} \| z^\delta_t - z_t \| = 0 \right) > 1 - \delta. \]  

(6.10)
By the above development, to show that $z_t \to 0$ as $t \to \infty$, it suffices to show that $z_t^\delta \to 0$ as $t \to \infty$ for each $\delta > 0$. Hence, in the following, we focus on the process $\{z_t^\delta\}$ only for a fixed but arbitrary $\delta > 0$.

Now let $\{V_t^\delta\}$ denote the $\{F_t\}$ adapted process such that $V_t^\delta = \|z_t^\delta\|^2$ for all $t$.

Using the fact that $E_\theta\{\zeta_t | F_t\} = 0$ for all $t$, it follows that

$$E_\theta\{V_{t+1}^\delta | F_t\} \leq \|I_{M} - \alpha_t \Gamma_t^\delta\|^2 V_t^\delta + 2 \alpha_t (U_t^\delta)^T (I_{M} - \alpha_t \Gamma_t^\delta) z_t^\delta$$

$$+ \alpha_t^2 \|U_t\|^2 + \alpha_t^2 E_\theta\{\|J_t\|^2 | F_t\}.$$  

For $t$ large enough

$$|2 \alpha_t U_t^T (I_{M} - \alpha_t \Gamma_t^\delta) z_t^\delta| \leq 2 \alpha_t \|U_t^\delta\| \|z_t^\delta\| \leq 2 \alpha_t \|U_t^\delta\| \|z_t^\delta\|^2 + 2 \alpha_t \|U_t^\delta\|.$$  

Then making $t_2^\delta$ larger (if necessary), such that $\|U_t^\delta\| \leq \varepsilon(t + 1)^{-\tau_0}$, $E_\theta\{\|J_t\|^2 | F_t\}$ is uniformly bounded, and (6.12) holds for all $t \geq t_2^\delta$, it follows from (6.11)-(6.12) that there exist positive constants $c_1$ and $c_2$ so that

$$E_\theta\{V_{t+1}^\delta | F_t\} \leq (1 - c_1 \alpha_t + c_2 \alpha_t (t + 1)^{-\tau_0}) V_t^\delta$$

$$+ c_2 (\alpha_t (t + 1)^{-\tau_0} + \alpha_t^2 (t + 1)^{-2\tau_0} + \alpha_t^2)$$

for all $t \geq t_2^\delta$. Since $0 < \tau_0 < \tau_1$, the first term inside the second parenthesis of the right hand side dominates; by making $c_4 > c_2$ and $c_3 < c_1$ appropriately, get

$$E_\theta\{V_{t+1}^\delta | F_t\} \leq (1 - c_3 \alpha_t) V_t^\delta + c_4 \alpha_t (t + 1)^{-\tau_0} \leq V_t^\delta + c_4 \alpha_t (t + 1)^{-\tau_0}$$  

for all $t \geq t_2^\delta$. Now consider the $\{F_t\}$ adapted process $\{V_t^\delta\}$, such that,

$$V_t^\delta = V_t^\delta - c_4 \sum_{s=t}^{\infty} \alpha_s (s + 1)^{-\tau_0}$$  

(6.14)

for $t \geq 0$. Since $\tau_1 = 1$ and $\tau_0 > 0$, the sequence $\{\alpha_t (t + 1)^{-\tau_0}\}$ is summable and the process $\{V_t^\delta\}$ is bounded from below. It is readily seen that $\{V_t^\delta\}_{t \geq t_2^\delta}$ is a supermartingale and, hence converges a.s. to a finite random variable. By (6.12), the process $\{V_t^\delta\}$ also converges a.s. to a finite random variable $V^\delta$ (necessarily non-negative). Finally, from (6.13),

$$E_\theta\{V_{t+1}^\delta | F_t\} \leq (1 - c_2 \alpha_t) E_\theta\{V_t^\delta\} + c_4 \alpha_t (t + 1)^{-\tau_0}$$

for $t \geq t_2^\delta$. Since $\tau_0 > 0$ the sequence $\{\alpha_t (t + 1)^{-\tau_0}\}$ decays faster than $\{\alpha_t\}$ and, hence by Lemma 4.1 we have $E_\theta\{V_t^\delta\} \to 0$ as $t \to \infty$. The sequence $\{V_t^\delta\}$ is non-negative, so by Fatou’s lemma we further conclude that

$$0 \leq E_\theta\{V_t^\delta\} \leq \liminf_{t \to \infty} E_\theta\{V_t^\delta\} = 0.$$  

The above implies $V_t^\delta = 0$ a.s. by the non-negativity of $V_t^\delta$. Hence $\|z_t^\delta\| \to 0$ as $t \to \infty$ and the desired assertion follows.

By an inductive reasoning, we now obtain a stronger version of Lemma 6.5 that quantifies the convergence rate in the above.
LEMMA 6.6. Let assumptions (A.1)-(A.5) hold with \( \tau_1 = 1 \) and \( a > 1 \). Then, for each \( n \) and \( \tau \in [0, 1/2) \),
\[
\mathbb{P}_{\theta^*} \left( \lim_{t \to \infty} (t + 1) \tau \| x_n(t) - \theta^\star \| = 0 \right) = 1. \tag{6.15}
\]
We will use the following approximation result from [10] in the proof.

PROPOSITION 6.7 (Lemma 4.3. in [10]). Let \( \{ b_t \} \) be a scalar sequence satisfying
\[
b_{t+1} \leq \left( 1 - \frac{c}{t + 1} \right) b_t + d_t (t + 1)^{-\tau}
\]
where \( c > \tau, \; \tau > 0 \), and the sequence \( \{ d_t \} \) is summable. Then \( \lim_{t \to \infty} (t + 1)^a b_t < \infty \).

The following generalized convergence criterion of dependent stochastic sequences will also be useful.

PROPOSITION 6.8 (Lemma 10 in [9]). Let \( \{ \mathcal{F}_t \} \) be an \( \mathbb{R} \) valued \( \{ \mathcal{F}_{t+1} \} \)-adapted process such that \( \mathbb{E}[\mathcal{F}_t | \mathcal{F}_t] = 0 \) a.s. for each \( t \geq 1 \). Then the sum \( \sum_{t \geq 0} \mathcal{F}_t \) exists and is finite a.s. on the set where \( \sum_{t \geq 0} \mathbb{E}[\mathcal{F}_t | \mathcal{F}_t] \) is finite.

Proof. [Proof of Lemma 6.8] For each \( \delta > 0 \) recall the construction in (6.7)-(6.9). Clearly, it suffices by the arguments in Lemma 6.5 to establish the required convergence rate claim for each of the processes \( \{ z_t^\delta \} \).

Let \( \tau \in [0, 1/2) \) be such that
\[
\mathbb{P}_{\theta^*} \left( \lim_{t \to \infty} (t + 1)^\tau \| z_t^\delta \| = 0 \right) = 1
\]
for all \( n \). Such a \( \tau \) always exists by Lemma 6.3. We now show that there exists \( \tau \) such that \( \tau < \frac{1 - \frac{1}{2}}{2} \) for which the claim holds. To this end, choose \( \tau \in (\tau, 1/2) \) and let \( \mu = 1/2(\tau + \tau) \). For each \( \delta > 0 \) recall the construction in (6.7)-(6.9) and the \( \mathcal{F}_t \)-adapted process \( \{ z_t^\delta \} \) satisfies
\[
\| z_{t+1}^\delta \|^2 \leq \| I_M - \alpha_t \Gamma_t^\delta \|^2 \| z_t^\delta \|^2 + \alpha_t^2 \| U_t^\delta \|^2 + \alpha_t^2 \| J_t^\delta \|^2 + 2\alpha_t \| z_t^\delta \|^T (I_M - \alpha_t \Gamma_t^\delta) J_t^\delta
\]
\[
\quad + 2\alpha_t \| U_t^\delta \| \| I_M - \alpha_t \Gamma_t^\delta \| \| z_t^\delta \| + \alpha_t \| J_t^\delta \|).
\]
Since \( \tau_1 > \tau_2 + 1/(2 + \varepsilon_1) + 1/2 \), by Lemma 6.3 and (6.8) the process \( \{ U_t^\delta \} \) may be chosen such that
\[
\| U_t^\delta \| = o \left( (t + 1)^{-1/2} \right). \tag{6.17}
\]
Since \( \| z_t^\delta \| = o \left( (t + 1)^{-\tau} \right) \) (by hypothesis), we obtain
\[
2\alpha_t \| U_t^\delta \| \| I_M - \alpha_t \Gamma_t^\delta \| \| z_t^\delta \| = o \left( (t + 1)^{-3/2 - \tau} \right).
\]
The existence of the second moment of the observation noise process and the boundedness of \( \{ z_t^\delta \} \) imply
\[
\mathbb{P}_{\theta^*} \left( \lim_{t \to \infty} (t + 1)^{-1/2 - \tau} \| J_t^\delta \| = 0 \right) = 1 \tag{6.18}
\]
\footnote{For \( \mathbb{R}_+ \) valued sequences \( \{ f_t \} \) and \( \{ g_t \} \) the notation \( f_t = o(g_t) \) implies that \( f_t/g_t \to 0 \) as \( t \to \infty \). For stochastic sequences the \( o(\cdot) \) is to be interpreted a.s. or pathwise.}
for each $\varepsilon > 0$ and, hence
\[ 2\alpha_t^2 \|U^\delta_t\| \|J^\delta_t\| = o \left( (t+1)^{-3/2-\tau} \right). \]

Since $2\mu = \tau + \bar{\tau}$ and $\bar{\tau} < 1/2$, by (6.18) we note that
\[ \sum_{t \geq 0} (t+1)^{2\mu} \alpha_t \|U^\delta_t\| \|I_t - \alpha_t \Gamma^\delta_t\| \|z^\delta_t\| < \infty. \]

Similarly we have
\[ \sum_{t \geq 0} (t+1)^{2\mu} \alpha_t^2 \|U^\delta_t\| \|J^\delta_t\| < \infty, \quad \sum_{t \geq 0} (t+1)^{2\mu} \alpha_t^2 \|U^\delta_t\|^2 < \infty. \]

Now consider the terms $\alpha_t^2 \|J^\delta_t\|^2$. Since the second moment of the observation noise process exists, $\{K^\delta_t\}$ is uniformly bounded and $2\mu < 1$, it can be shown that
\[ \sum_{t \geq 0} (t+1)^{2\mu} \alpha_t^2 \|J^\delta_t\|^2 < \infty. \]

Now let $\{W^\delta_t\}$ denote the $\mathcal{F}_{t+1}$ sequence given by
\[ W^\delta_t = \alpha_t \left( z^\delta_t \right)^T \left( I_t - \alpha_t \Gamma^\delta_t \right) J^\delta_t. \]

We note that $\mathbb{E}_\theta \left[ W^\delta_t \mid \mathcal{F}_t \right] = 0$ for all $t$ and (at least for $t$ large) we have $\mathbb{E}_\theta \left[ \left( W^\delta_t \right)^2 \mid \mathcal{F}_t \right] \leq \alpha_t^2 \|z^\delta_t\|^2 \|J^\delta_t\|^2$. Since the second moment of the observation noise process exists and $\{K^\delta_t\}$ is uniformly bounded, we obtain
\[ \mathbb{E}_\theta \left[ \left( W^\delta_t \right)^2 \mid \mathcal{F}_t \right] = o \left( (t+1)^{-2-2\bar{\tau}} \right). \]

Hence
\[ \mathbb{E}_\theta \left[ \left( t+1 \right)^{4\mu} \left( W^\delta_t \right)^2 \mid \mathcal{F}_t \right] = o \left( (t+1)^{-2-2\bar{\tau}+4\mu} \right) = o \left( (t+1)^{-2+2\bar{\tau}} \right). \quad (6.19) \]

Since $2\bar{\tau} < 1$, the sequence on the left hand side of (6.19) is summable and by Proposition 6.8 we conclude that $\sum_{t \geq 0} (t+1)^{2\mu} W^\delta_t$ exists and is finite. Since $\Gamma^\delta_t \rightarrow I_t$ uniformly and $\alpha_t \rightarrow 0$ as $t \rightarrow \infty$, we have
\[ \|I_t - \alpha_t \Gamma^\delta_t\|^2 \leq (1 - \alpha(t+1)^{-1}) \|z^\delta_t\|^2 + d_t(t+1)^{-2\mu} \quad \text{for all } t \text{ large enough.} \quad (6.20) \]

where the term $d_t(t+1)^{-2\mu}$ corresponds to all the residuals. Moreover by (6.17) the limit $\lim_{t \rightarrow \infty} \sum_{s=0}^t d_s$ exists and is finite. Since $a > 1 > 2\mu$, an immediate application of Proposition 6.7 yields
\[ \limsup_{t \rightarrow \infty} (t+1)^{2\mu} \|z^\delta_t\|^2 < \infty \text{ a.s.} \]

Hence, there exists $\tau$ with $\bar{\tau} < \tau < \mu$, such that $(t+1)^{\tau} \|z^\delta_t\| \rightarrow 0$ a.s. as $t \rightarrow \infty$. Since the above holds for all $\delta > 0$, we conclude that $(t+1)^\tau \|z_t\| \rightarrow 0$ a.s. as $t \rightarrow \infty$. Thus, for every $\bar{\tau}$ for which the convergence in (6.15) holds there exists $\tau \in (\bar{\tau}, 1/2)$ for which the convergence continues to hold. Hence, by induction we conclude that the required convergence holds for all $\tau \in [0, 1/2)$. □
7. Proofs of Main Results. The proof of Theorem 3.1 is a direct consequence of the triangle inequality and Lemma 6.3 since all agent estimates converge to the network-averaged estimate at the required rate.

Proof of Theorem 3.2
Proof. [Proof of Theorem 3.2] Since \( \varepsilon_1 > 0, \tau_1 = 1 \) and \( \tau_1 > \tau_2 + 1/(2 + \varepsilon_1) + 1/2, \) from Lemma 6.3 there exists \( \varepsilon > 0 \) (sufficiently small) such that

\[
P_{\theta^*} \left( \lim_{t \to \infty} (t+1)^{1/2+\varepsilon} \|x_n(t) - x_{\text{avg}}(t)\| = 0 \right) = 1
\]

for all \( n \). Moreover, by Lemma 6.3 for each \( \tau \in [0,1/2) \), we have \( (t+1)^{\tau} \|x_{\text{avg}}(t) - \theta^*\| \to 0 \) a.s. as \( t \to \infty \), for all \( n \). Since \( \tau < 1/2 + \varepsilon \), an immediate application of the triangle inequality yields the required estimate convergence rate. \( \blacksquare \)

Proof of Theorem 3.3
Proof. We will use the following result from [11] concerning the asymptotic normality of non-Markov stochastic recursions. The statement here is somewhat less general than in [11] but serves our application and eases the additional notational complexity.

Lemma 7.1 (Theorem 2.2. in [11]). Let \( \{z_t\} \) be an \( \mathbb{R}^k \) valued \( \{F_t\} \) adapted process that satisfies

\[
z_{t+1} = \left( I_k - \frac{1}{t+1} \Gamma_t \right) z_t + (t+1)^{-1} \Phi_t V_t + (t+1)^{-3/2} T_t,
\]

where \( \{V_t\} \) and \( \{T_t\} \) are \( \mathbb{R}^k \) valued stochastic processes. For each \( t \), \( V_{t-1} \) and \( T_t \) are \( F_t \)-adapted. The processes \( \{\Gamma_t\} \) and \( \{\Phi_t\} \) are \( \mathbb{R}^{k \times k} \) valued and \( \{F_t\} \) adapted. Assume

\[
\Gamma_t \to I_k, \quad \Phi_t \to \Phi \quad \text{and} \quad T_t \to 0 \quad \text{as} \quad t \to \infty.
\]

Let the sequence \( \{V_t\} \) satisfy \( \mathbb{E}[V_t|F_t] = 0 \) for each \( t \) and there exist a constant \( C > 0 \) and a matrix \( \Sigma \) such that \( C > \|\mathbb{E}[V_t V_t^T|F_t] - \Sigma\| \to 0 \) as \( t \to \infty \), and, with

\[
\sigma_{t,r}^2 = \int_{\|V_t\|^2 \geq r(t+1)} \|V_t\|^2 dP, \quad (7.1)
\]

let \( \lim_{t \to \infty} \frac{1}{t+1} \sum_{s=0}^{t} \sigma_{s,r}^2 = 0 \) for every \( r > 0 \). Then, the asymptotic distribution of \( (t+1)^{-1/2} z_t \) is normal with mean \( 0 \) and covariance matrix \( \Phi \Sigma \Phi^T \).

Proof. [Proof of Theorem 3.3] Recall the residual process \( \{z_t\} \) and its \( \delta \)-approximations \( \{z^\delta_t\} \) as constructed in [6.7]-[6.9]. With \( \tau_1 = 1 \),

\[
z_{t+1} = \left( I_M - \frac{1}{t+1+1} \Gamma_t \right) z_t + (t+1)^{-1} U_t + (t+1)^{-1} J_t,
\]

where \( U_t \) and \( J_t \) are defined in [6.7]-[6.9]. Since \( J_t = (1/N) \sum_{n=1}^{N} K_n(t) z_n(t) \) and the \( \{K_n(t)\} \)'s may not converge uniformly (both in time and space), Lemma 7.4 is not applicable directly. Hence, we first consider the process \( \{z^\delta_t\} \) for some \( \delta > 0 \). In order to apply Lemma 7.1 to the process \( \{z^\delta_t\} \), define

\[
T_t = (t+1)^{1/2} U^\delta_t
\]

for each \( t \). Note that by (6.17) \( \|U^\delta_t\| = o \left( (t+1)^{-1/2} \right) \) and, hence \( T_t \to 0 \) as \( t \to \infty \). Also define

\[
\Phi_t = I_M \quad \text{and} \quad V_t = J^\delta_t
\]
for each $t$. Clearly, $\mathbb{E}_{\theta^*}[V_t|F_t] = 0$ for all $t$. By the convergence of $\mathcal{K}_t^\delta$ to $\mathcal{K}$,

$$\lim_{t \to \infty} \mathbb{E}_{\theta^*} \left[ V_t V_t^T | F_t \right] = \lim_{t \to \infty} \frac{1}{N^2} \sum_{n=1}^{N} K_n^\delta(t) R_n \left( K_n^\delta \right)^T = \Sigma_c^{-1},$$

where the last step follows from Lemma 5.1. Moreover the uniform boundedness of the process $\{\mathcal{K}_t^\delta\}$ implies the existence of a constant $C > 0$ such that

$$\|\mathbb{E}_{\theta^*} \left[ V_t V_t^T | F_t \right] - \Sigma_c^{-1}\| < C$$

for all $t \geq 0$. The $\{V_t\}$ thus constructed also satisfies the uniform integrability assumption (7.1) due to the independent and identical distribution of the noise processes and the uniform boundedness of $\{\mathcal{K}_t^\delta\}$. Thus, the process $\{z_t^\delta\}$ falls under the purview of Lemma 7.1 with $\Phi = I_M$ and $\Sigma = \Sigma_c^{-1}$. We thus conclude that

$$(t+1)^{-1/2}z_t^\delta \Rightarrow \mathcal{N}(0, \Sigma_c^{-1})$$

for each $\delta > 0$. To extend this asymptotic normality to the process $\{z_t\}$, consider any bounded continuous function $f : \mathbb{R}^M \mapsto \mathbb{R}$. By weak convergence (Portmanteau’s theorem, [2]) we have

$$\lim_{t \to \infty} \mathbb{E}_{\theta^*} \left[ f \left((t + 1)^{-1/2}z_t^\delta\right) \right] = \mathbb{E}_{\theta^*} \left[ f \left(z^*\right) \right] \tag{7.2}$$

for each $\delta$, where $z^*$ denotes a $\mathcal{N}(0, \Sigma_c^{-1})$ distributed random vector under the measure $\mathbb{P}_*$. Denoting by $\|f\|_\infty$ the sup-norm of $f(\cdot)$ (necessarily finite) we obtain from (6.10)

$$\left\| \mathbb{E}_{\theta^*} \left[ f \left((t + 1)^{-1/2}z_t^\delta\right) \right] - \mathbb{E}_{\theta^*} \left[ f \left((t + 1)^{-1/2}z_t\right) \right] \right\| \leq 2\delta \|f\|_\infty.$$

By (7.2) we then have

$$\limsup_{t \to \infty} \left\| \mathbb{E}_{\theta^*} \left[ f \left((t + 1)^{-1/2}z_t^\delta\right) \right] - \mathbb{E}_{\theta^*} \left[ f \left(z^*\right) \right] \right\| \leq 2\delta \|f\|_\infty.$$

Since the above holds for each $\delta > 0$, we conclude that $\mathbb{E}_{\theta^*} \left[ f \left((t + 1)^{-1/2}z_t^\delta\right) \right] \to \mathbb{E}_{\theta^*} \left[ f \left(z^*\right) \right]$ as $t \to \infty$. This convergence holds for all bounded continuous functions $f(\cdot)$ thus giving the required weak convergence of the sequence $\{(t + 1)^{-1/2}z_t\}$. \( \square \)

8. Conclusion. We developed a distributed estimator that combines a recursive collaborative learning step with the estimate update task. Through this learning process, the agents adaptively improve their quantitative model information and innovation gains with a view to achieving the performance of the optimal centralized estimator. Intuitively, the distributed approach is a culmination of two potentials, the agreement (or consensus) and the innovation. By properly designing the relative strength of their excitations, we show that the agent estimates may be made asymptotically efficient in terms of their asymptotic covariance that coincides with the asymptotic covariance (the inverse of the Fisher information rate for Gaussian systems) of a centralized estimator with perfect statistical information and having access to all agent observations at all times. A typical application scenario involves multi-sensor distributed platforms, for example, the smart grid or vehicular networks. Such networks are generally equipped with a rich sensing infrastructure and high sensing diversity, but suffer from lack of information about the global model and about the
relative observation efficiencies due to unpredictable changes and constraints in the sensing resources. Extensions of this work to nonlinear sensing platforms are currently being investigated. Another important direction will be the extension of this adaptive collaborative scheme to dynamic parameter situations as opposed to the static case considered in this paper.

Appendix A. Proofs in Section \[4\]

Proof. Proof of Lemma \[4.2\] We start by showing that for each positive integer \(k\), the following holds:

\[
\lim_{t \to \infty} (t+1)^{k(\delta_2 - \delta_1 - \epsilon_0)} \mathbb{E}\left[ z_i^k \right] = 0
\]

(A.1)

for every \(0 < \epsilon_0 \leq \delta_2 - \delta_1\). The proof proceeds by induction on \(k\). Let’s first consider \(k = 1\). We then have

\[
\mathbb{E}[z_{i+1}] \leq \mathbb{E}\left[(1 - \mathbb{E}[r_1(t) | F_i]) z_i + r_2(t)\right]
\]

\[
\leq (1 - \mathbb{E}[r_1(t)]) \mathbb{E}[z_i] + r_2(t),
\]

where by \(\mathbb{E}[r_1(t)]\) denote the quantity \(a_1/(t+1)^{\delta_1}\). The deterministic \(\mathbb{E}_+\) valued sequence \(\{\mathbb{E}[z_i]\}\) satisfies the conditions of Lemma \[4.1\] and the claim in (A.1) holds for \(k = 1\). Now assume the claim in (A.1) holds for all \(k \leq k_0\), with \(k_0\) a positive integer. We now show that the claim also holds for \(k = k_0 + 1\). Indeed, by the polynomial expansion

\[
z_{t+1}^{k_0+1} = \sum_{i=0}^{k_0+1} \binom{k_0+1}{i} (1 - r_1(t)) z_i^{k_0+1-i} r_2(t)
\]

and the fact that \(0 \leq r_1(t) \leq 1\), we have

\[
z_{t+1}^{k_0+1} \leq (1 - r_1(t)) z_t^{k_0+1} + \sum_{i=1}^{k_0+1} \binom{k_0+1}{i} z_i^{k_0+1-i} r_2(t).
\]

In a way similar to (A.2), the above implies

\[
\mathbb{E}\left[z_{t+1}^{k_0+1}\right] \leq (1 - \mathbb{E}[r_1(t)]) \mathbb{E}\left[z_t^{k_0+1}\right] + \sum_{i=1}^{k_0+1} \binom{k_0+1}{i} \mathbb{E}\left[z_i^{k_0+1-i}\right] r_2(t).
\]

(A.3)

By the induction hypothesis and the assumptions on the sequence \(\{r_2(t)\}\), there exists constants \(c_i\) for \(i = 1, \cdots, k_0 + 1\), such that,

\[
\mathbb{E}\left[z_{t+1}^{k_0+1-i}\right] r_2(t) \leq \frac{c_i}{(t+1)^{(k_0+1-i)(\delta_2 - \delta_1 - \epsilon_0) + \delta_2}} = \frac{c_i}{(t+1)^{(k_0+1)(\delta_2 - \delta_1 - \epsilon_0) + (\delta_2 + \epsilon_0)}}
\]

(A.4)

for all \(i = 1, \cdots, k_0 + 1\). It is readily seen that the smallest decay rate in the above is attained at \(i = 1\). Hence, from (A.3) + (A.4), there exists another constant \(c_0\), such that,

\[
\mathbb{E}\left[z_{t+1}^{k_0+1}\right] \leq (1 - \mathbb{E}[r_1(t)]) \mathbb{E}\left[z_t^{k_0+1}\right] + \frac{c_0}{(t+1)^{(k_0+1)(\delta_2 - \delta_1 - \epsilon_0) + (\delta_2 + \epsilon_0)}}
\]

The deterministic sequence \(\{\mathbb{E}[z_{t+1}^{k_0+1}]\}\) then falls under the purview of Lemma \[4.1\] (by taking \(\delta_2 \doteq (k_0 + 1)(\delta_2 - \delta_1 - \epsilon_0) + (\delta_2 + \epsilon_0)\) and \(\delta_1 \doteq \delta_1\). Since \(\epsilon_0 > 0\), an immediate application of Lemma \[4.1\] gives

\[
\lim_{t \to \infty} (t+1)^{(k_0+1)(\delta_2 - \delta_1 - \epsilon_0)} \mathbb{E}\left[z_t^{k_0+1}\right] = 0
\]

and the induction step follows. This establishes the desired claim in (A.1).
We now complete the proof of Lemma 4.2. To this end, choose $\delta$, such that $0 < \delta < \delta_2 - \delta_1 - \delta_0$. Let $k_0`$ be a positive integer, such that $k_0(\delta_2 - \delta_1 - \delta_0 - \delta) > 1$. Then, for every $\varepsilon > 0$, we have
\[
\mathbb{P}\left((t + 1)^{k_0} z_t > \varepsilon\right) \leq \frac{\mathbb{E}[z_t^{k_0}]}{e^{k_0(t + 1)^{-k_0}} \leq \frac{c}{e^{k_0(t + 1)^{-k_0} (\delta_2 - \delta_1 - \delta_0 - \delta)}}.
\] (A.5)

The last step is a consequence of the claim in (A.7), by which there exists a constant $c > 0$, such that,
\[
\mathbb{E}[z_t^{k_0}] \leq \frac{c}{(t + 1)^{k_0 (\delta_2 - \delta_1 - \delta)}}
\] for all $t \geq 0$. Since $k_0 (\delta_2 - \delta_1 - \delta_0 - \delta) > 1$ by choice, the rightmost term in (A.5) is summable in $t$. We thus obtain $\sum_{t=0}^{\infty} \mathbb{P}\left((t + 1)^{k_0} z_t > \varepsilon\right) < \infty$, and, hence,
\[
\mathbb{P}\left((t + 1)^{k_0} z_t > \varepsilon \text{ i.o.}\right) = 0
\] (A.6)

by the Borel-Cantelli lemma (i.o. stands for infinitely often in (A.6)). Since (A.7) holds for arbitrary $\varepsilon > 0$, we conclude that $(t + 1)^{k_0} z_t \rightarrow 0$ a.s. as $t \to \infty$.

**Proof.** Proof of Lemma 4.3 Fix $\delta \in (0, \delta_2 - \delta_1 - \delta_0 - \frac{1}{2\varepsilon_2})$. The following is readily verified:

For every $\varepsilon_3 > 0$, there exists $R_{\varepsilon_3} > 0$, such that
\[
\mathbb{P}\left(\sup_{t \geq 0} \frac{1}{(t + 1)^{1+\frac{3}{2}}} \|U_t(1 + J_t)\| < R_{\varepsilon_3}\right) > 1 - \varepsilon_3.
\] (A.7)

Indeed, for any $\varepsilon_2 > 0$, we note that
\[
\mathbb{P}\left(\frac{1}{(t + 1)^{1+\frac{3}{2}}} \|J_t\| > \varepsilon_2 \text{ i.o.}\right) \leq \frac{1}{e^{2+\varepsilon_2}(t + 1)^{3+\varepsilon_2}} \mathbb{E}[\|J_t\|^{2+\varepsilon_2}]
\]
\[
\leq \frac{\kappa}{e^{2+\varepsilon_2}(t + 1)^{3+\varepsilon_2}}.
\]

Since $\delta > 0$, the term on the right hand side of (A.8) is summable, and by the Borel-Cantelli lemma we may conclude that
\[
\mathbb{P}\left(\frac{1}{(t + 1)^{1+\frac{3}{2}}} \|J_t\| > \varepsilon_2 \text{ i.o.}\right) = 0.
\]

Since $\varepsilon_2$ is arbitrary, it follows that
\[
\mathbb{P}\left(\lim_{t \to \infty} \frac{1}{(t + 1)^{1+\frac{3}{2}}} \|J_t\| = 0 \text{ i.o.}\right) = 1.
\] (A.9)

From the boundedness of $\{U_t\}$ and (A.9) we may further conclude that
\[
\mathbb{P}\left(\lim_{t \to \infty} \frac{1}{(t + 1)^{1+\frac{3}{2}}} \|U_t(1 + J_t)\| = 0 \right) = 1.
\] (A.10)

By Egorov’s theorem the a.s. convergence in (A.10) is uniform except on a set of arbitrarily small measure, which verifies the claim in (A.7).

We now establish the desired result by a truncation argument. For a scalar $a$, define its truncation $(a)_C$ at level $C > 0$ by
\[
(a)_C = \begin{cases} 
\min(|a|, C) & \text{if } a \neq 0 \\
0 & \text{if } a = 0
\end{cases}
\] (A.11)
For a vector, the truncation operation applies component-wise. Now, for each \( C > 0 \), consider the sequence \( \{ \tilde{z}_C(t) \} \) given by the recursion
\[ \tilde{z}_C(t + 1) = (1 - r_1(t))\tilde{z}_C(t) + r_2(t) \left( U_t(1 + J_t) \right) \]
(A.12)
with \( \tilde{z}_C(0) = z_0 \). Using (A.7) and (A.12) we may conclude that
\[ \tilde{z}_C(t + 1) \leq (1 - r_1(t))\tilde{z}_C(t) + r_2(t), \]
(A.13)
where
\[ r_2(t) \leq \frac{k_1}{(t + 1)^{\beta_2 - \delta_1 - \frac{1}{2} + \varepsilon}}, \quad \forall t \]
(A.14)
for some constant \( k_1 > 0 \). By construction the process \( \{ \tilde{z}_C(t) \} \) is \( \{ \mathcal{F}_t \} \) adapted and, hence, the recursion in (A.13)–(A.14) falls under the purview of Lemma 4.2. Thus, for every \( C > 0 \), we have \( (t + 1)^{\beta_2 - \delta_1} \tilde{z}_C(t) \to 0 \) a.s. as \( t \to \infty \), since \( \delta_0 < \delta_2 - \delta_1 - \frac{1}{2} + \varepsilon \).

Now, for \( \varepsilon_3 > 0 \), consider the sequence \( \{ \tilde{z}_{R,\varepsilon_3}(t) \} \), where \( R_{\varepsilon_3} > 0 \) is the constant in (A.7). Using (A.7) and (A.12) we may conclude that
\[ \mathbb{P} \left( \inf_{t \geq 0} \tilde{z}_{R,\varepsilon_3}(t) - z_t \geq 0 \right) > 1 - \varepsilon_3. \]
(A.15)
Since all processes being involved are non-negative, it readily follows from (A.15) that
\[ \mathbb{P} \left( \lim_{t \to \infty} (t + 1)^{\beta_2} z_t = 0 \right) > 1 - \varepsilon_3. \]
(A.16)
The lemma follows by taking \( \varepsilon_3 \) to zero in (A.16).

**Proof.** [Proof of Lemma 4.4] Let \( \mathcal{L} \) denote the set of possible Laplacian matrices (necessarily finite) and \( D \) the distribution on \( \mathcal{L} \) induced by the link formation process. Since the set of Laplacian matrices is finite, the set \( \mathcal{L} \) may be chosen such that \( p = \inf_{L \in \mathcal{L}} p_L > 0 \), with \( p_L = \mathbb{P}(L_t = L) \) for each \( L \in \mathcal{L} \) and \( \sum_{L \in \mathcal{L}} p_L = 1 \). The hypothesis \( \lambda_2(\mathcal{T}) > 0 \) implies that for every \( z \in \mathcal{C} \),
\[ \sum_{L \in \mathcal{L}} z^T L z \geq \sum_{L \in \mathcal{L}} z^T (p_L L) z = z^T \mathcal{T} z \geq \lambda_2(\mathcal{T}) \| z \|^2. \]
(A.17)
Denoting by \( |\mathcal{L}| \) the cardinality of \( \mathcal{L} \), it follows from (A.17) that for each \( z \in \mathcal{C} \) there exists some \( L_a \in \mathcal{L} \), such that \( z^T L_a z \geq (\lambda_2(\mathcal{T}) / |\mathcal{L}|) \| z \|^2 \). Moreover, since the set \( \mathcal{L} \) is finite, the mapping \( L_a : \mathcal{C} \to \mathcal{L} \) may be realized as a measurable function.

For each \( L \in \mathcal{L} \), the eigenvalues of the matrix \( I_{NM} - \beta_2 L \otimes I_M \) are 1 and \( 1 - \beta_2 \lambda_n(L) \), \( 2 \leq n \leq N \), each being repeated \( M \) times. Hence, for \( t \geq t_0 \) (large enough), \( (I_{NM} - \beta_2 L \otimes I_M) z_t \| z_t \| = 1 \) and \( (I_{NM} - \beta_2 L \otimes I_M) z_t \| z_t \| = \| z_t \| \) for each \( z_t \in \mathbb{R}^{NM} \). Hence, the functional \( r_{L,a} \) given by
\[ r_{L,a} = \begin{cases} 1 & \text{if } t < t_0 \text{ or } z = 0 \\ 1 - \| (I_{NM} - \beta_2 L \otimes I_M) z_t \| / \| z_t \| & \text{otherwise} \end{cases} \]
is jointly measurable in \( L \) and \( z \) and satisfies \( 0 \leq r_{L,a} \leq 1 \) for each pair \( (L, z) \). Let \( \{ r_t \} \) be the \( \{ \mathcal{F}_{t+1} \} \) adapted process given by \( r_t = r_{L_t,a_t} \) for each \( t \), and \( (I_{NM} - \beta_2 L \otimes I_M) z_t \| z_t \| = (1 - r_t) \| z_t \| \) a.s. for each \( t \). We now need to verify that \( \{ r_t \} \) satisfies (111) for some \( c_0 > 0 \). To this end, for \( t \) large enough,
\[ (I_{NM} - \beta_2 L_{a_t} \otimes I_M) z_t \| z_t \|^2 = z_t^T (I_{NM} - 2 \beta_2 L_{a_t} \otimes I_M) z_t + \beta_2^2 z_t^T (L_{a_t} \otimes I_M) z_t \]
\[ \leq (1 - 2 \beta_2 \lambda_2(\mathcal{T}) / |\mathcal{L}|) \| z_t \|^2 + c_1 \beta_2^2 \| z_t \|^2 \]
\[ \leq (1 - \beta_2 \lambda_2(\mathcal{T}) / |\mathcal{L}|) \| z_t \|^2, \]
where we have used the definition of the function $L$, the boundedness of the Laplacian matrix and the fact that $\beta_t \to 0$. Hence, by making $t_0$ larger if necessary, we have

$$
\|(I_{NM} - \beta_t L \otimes I_M)z_t\| \leq \left(1 - \beta_t \frac{\lambda_2(L)}{4|L|}\right)\|z_t\|
$$

(A.19)

for all $t \geq t_0$. Now, by (A.19)

$$
E[\|(I_{NM} - \beta_t L \otimes I_M)z_t\| \mid F_t] = \sum_{L \in L} p_L \left(1 - r_L|z_t|\right)\|z_t\|
$$

$$
\leq \left(1 - \left(p\beta_t \frac{\lambda_2(L)}{4|L|} + \sum_{L \neq L_{a_t}} p_L r_L|z_t|\right)\right)\|z_t\|.
$$

Since $\sum_{L \neq L_{a_t}} p_L r_L|z_t| \geq 0$, we have for $t \geq t_0$,

$$
(1 - E[r_t|F_t]|z_t|) = E[\|(I_{NM} - \beta_t L \otimes I_M)z_t\| \mid F_t] \leq \left(1 - p\beta_t \frac{\lambda_2(L)}{4|L|}\right)\|z_t\|.
$$

Since, by definition $r_t = 1$ on the set $\{z_t = 0\}$, it follows that

$$
E[r_t|F_t] \geq \frac{p\lambda_2(L)}{4|L|}\beta_t
$$

for all $t \geq t_0$, thus establishing the assertion. \(\Box\)

**Appendix B. Proofs of Propositions 6.2 and 6.3**

Proof. [Proof of Proposition 6.2] A version of this result was established in [19] (Lemma 6) for the case of constant gains $K_n(t)$. In the following we generalize the arguments of [19] to time-varying adaptive gains. To this end we show

$$
\inf_{|z| = 1} z^T \left(\frac{\beta_t}{\alpha_t} L \otimes I_M + K_H\right) z > 0
$$

(B.1)

for all $t$ sufficiently large, where $K = \text{diag}(K_1, \ldots, K_N)$.

A vector $z \in \mathbb{R}^{NM}$ may be decomposed as $z = z_C + z_{C^\perp}$, with $z_C$ denoting its projection on the consensus or agreement subspace $C$,

$$
C = \left\{ z \in \mathbb{R}^{NM} \mid z = 1_N \otimes a \text{ for some } a \in \mathbb{R}^M \right\},
$$

(B.2)

and $z_{C^\perp}$ the orthogonal complement. Also, denoting by $D_K$ the symmetricized version of $K_H$, i.e., $D_K = \frac{1}{2} (K_H + H^T K^T)$, standard matrix manipulations and properties of the Laplacian yield

$$
z^T \left(\frac{\beta_t}{\alpha_t} L \otimes I_M + K_H\right) z \geq \frac{\beta_t}{\alpha_t} \lambda_2(L) \|z_{C^\perp}\|^2 + z_C^T D_K z_C + 2z_C^T D_K z_{C^\perp} + z_{C^\perp}^T D_K z_{C^\perp}. \quad (B.3)
$$

By construction, $\sum_{n=1}^N K_n H_n = \sum_{n=1}^{N-1} \sum_{n=1}^N H_n^T R_n^{-1} H_n = NI_M$, and, hence, we note that $z_C^T D_K z_C = \|z_C\|^2$ for each $z \in \mathbb{R}^{NM}$. Let us choose a constant $c_1 > 0$ such that

$$
z_{C^\perp}^T D_K z_{C^\perp} \geq -c_1 \|z_{C^\perp}\|^2 \text{ and } z_C^T D_K z_{C^\perp} \geq -c_1 \|z_C\| \|z_{C^\perp}\|. \quad (B.3)
$$

It then follows from (B.3) that

$$
z^T \left(\frac{\beta_t}{\alpha_t} L \otimes I_M + K_H\right) z \geq \left(\frac{\beta_t}{\alpha_t} \lambda_2(L) - c_1\right) \|z_{C^\perp}\|^2 - 2c_1 \|z_C\| \|z_{C^\perp}\| + \|z_{C^\perp}\|^2. \quad (B.4)
$$

Since $\beta_t/\alpha_t \to \infty$ and $\lambda_2(L) > 0$, there exists $t_1$ sufficiently large such that

$$
\left(\frac{\beta_t}{\alpha_t} \lambda_2(L) - c_1\right) \|z_{C^\perp}\|^2 - 2c_1 \|z_C\| \|z_{C^\perp}\| + \|z_{C^\perp}\|^2. \quad (B.5)
$$
We now verify (B.1) for \( t \geq t_1 \). To this end, assume \( \|z\| = 1 \). In case \( z_c = 0 \) (\( \|z_{c+}\| = 1 \)), we have from (B.4)

\[
z^T \left( \frac{\beta_t}{\alpha_t} \mathcal{L} \otimes I_M + \mathcal{K}_H \right) z \geq \frac{\beta_t}{\alpha_t} \lambda_2 (\mathcal{L}) - c_1 > 0.
\]

For the other case, i.e., \( z_c \neq 0 \),

\[
z^T \left( \frac{\beta_t}{\alpha_t} \mathcal{L} \otimes I_M + \mathcal{K}_H \right) z \geq \|z_c\|^2 \left[ \left( \frac{\beta_t}{\alpha_t} \lambda_2 (\mathcal{L}) - c_1 \right) \frac{\|z_{c+}\|^2}{\|z_c\|^2} - 2c_1 \|z_{c+}\| + 1 \right] > 0,
\]

where the last inequality follows from the fact that the quadratic functional of \( \frac{\|z_{c+}\|}{\|z_c\|} \) is always positive due to the discriminant condition imposed by (B.5). We thus conclude that

\[
z^T \left( \frac{\beta_t}{\alpha_t} \mathcal{L} \otimes I_M + \mathcal{K}_H \right) z > 0
\]

for all \( t \geq t_1 \) and \( z \), such that \( \|z\| = 1 \). Since the quadratic form in (B.3) is a continuous function on the compact unit circle, we may further conclude that

\[
\inf_{\|z\| = 1} z^T \left( \frac{\beta_t}{\alpha_t} \mathcal{L} \otimes I_M + \mathcal{K}_H \right) z > c_2 > 0, \quad (B.7)
\]

for some positive constant \( c_2 \), thus verifying the assertion in (B.1) for all \( t \geq t_1 \). To complete the proof of Proposition 6.2, choose any \( 0 < \varepsilon < c_2 \). It then follows from (B.7) that for \( t \geq t_1 \) and arbitrary \( z \in \mathbb{R}^{N \times M} \),

\[
z^T \left( \frac{\beta_t}{\alpha_t} \mathcal{L} \otimes I_M + \mathcal{K}_H \right) z \geq \alpha_t \|z\|^2 \left[ \inf_{\|z\| = 1} \|z_c\|^2 \left( \frac{\beta_t}{\alpha_t} \mathcal{L} \otimes I_M + \mathcal{K}_H \right) z \right] \geq (c_2 - \varepsilon) \alpha_t \|z\|^2,
\]

thus verifying the assertion of Proposition 6.2 with \( \varepsilon_K = \varepsilon, t_K = t_1 \) and \( c_K = c_2 - \varepsilon \). \( \square 

Proof. [Proof of Proposition 6.3] By (B.4) in Proposition 6.2, there exists a constant \( c_1 > 0 \) such that for arbitrary \( z \in \mathbb{R}^{N \times M} \)

\[
z^T \left( \frac{\beta_t}{\alpha_t} \mathcal{L} \otimes I_M + \mathcal{K}_H \right) z \geq \left( \frac{\beta_t}{\alpha_t} \lambda_2 (\mathcal{L}) - c_1 \right) \|z_{c+}\|^2 - 2c_1 \|z_c\| \|z_{c+}\| + \|z_c\|^2.
\]

Hence for \( \bar{K} \) satisfying (B.1), we have

\[
z^T \left( \frac{\beta_t}{\alpha_t} \mathcal{L} \otimes I_M + \bar{K}_H \right) z \geq \left( \frac{\beta_t}{\alpha_t} \lambda_2 (\mathcal{L}) - c_1 - \varepsilon \right) \|z_{c+}\|^2 - 2c_1 \|z_c\| \|z_{c+}\| + (1 - \varepsilon) \|z_c\|^2.
\]

Using the fact that \( 0 < \varepsilon < 1 \), we have

\[
z^T \left( \frac{\beta_t}{\alpha_t} \mathcal{L} \otimes I_M + \bar{K}_H \right) z \geq \left( \frac{\beta_t}{2\alpha_t} \lambda_2 (\mathcal{L}) + \left( \frac{\beta_t}{2\alpha_t} \lambda_2 (\mathcal{L}) - c_1 - \varepsilon - \frac{c_1^2}{1 - \varepsilon} \right) \right) \|z_{c+}\|^2 + \left( \frac{c_1}{\sqrt{1 - \varepsilon}} \|z_{c+}\| - \sqrt{1 - \varepsilon} \|z_c\| \right)^2.
\]

Since \( \lambda_2 (\mathcal{L}) > 0 \) and \( \beta_t/\alpha_t \to \infty \) as \( t \to \infty \), there exists \( t_c \) (large enough), such that

\[
\left( \frac{\beta_t}{2\alpha_t} \lambda_2 (\mathcal{L}) - c_1 - \varepsilon - \frac{c_1^2}{1 - \varepsilon} \right) \geq 0
\]

27
for all \( t \geq t_c \). We may then conclude from (B.10) that
\[
 z^T \left( \frac{\beta_t}{\alpha_t} L \otimes I_M + \tilde{K} H \right) z \geq \frac{\beta_t}{2\alpha_t} \lambda_2(L) \| z_c \|^2
\]
and, hence
\[
 z^T \left( \beta_t L \otimes I_M + \alpha_t \tilde{K} H \right) z \geq \frac{\lambda_2(L)}{2} \beta_t \| z_c \|^2
\]
for all \( t \geq t_c, z \in \mathbb{R}^{NM} \) and \( \tilde{K} \) satisfying (6.1). This establishes the assertion.
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