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Abstract

I propose a nonparametric iid bootstrap procedure for the empirical likelihood, the exponential tilting, and the exponentially tilted empirical likelihood estimators that achieves asymptotic refinements for \( t \) tests and confidence intervals, and Wald tests and confidence regions based on such estimators. Furthermore, the proposed bootstrap is robust to model misspecification, i.e., it achieves asymptotic refinements regardless of whether the assumed moment condition model is correctly specified or not. This result is new, because asymptotic refinements of the bootstrap based on these estimators have not been established in the literature even under correct model specification. Monte Carlo experiments are conducted in dynamic panel data setting to support the theoretical finding. As an application, bootstrap confidence intervals for the returns to schooling of Hellerstein and Imbens (1999) are calculated. The result suggests that the returns to schooling may be higher.
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1 Introduction

This paper establishes asymptotic refinements of the nonparametric iid bootstrap for $t$ tests and confidence intervals (CI’s), and Wald tests and confidence regions based on the empirical likelihood (EL), the exponential tilting (ET), and the exponentially tilted empirical likelihood (ETEL) estimators. This is done without recentering the moment function in implementing the bootstrap, which has been considered as a critical procedure for overidentified moment condition models. Moreover, the proposed bootstrap is robust to misspecification, i.e., the resulting bootstrap tests and CI’s achieve asymptotic refinements for the true parameter when the model is correctly specified, and the same rate of refinements is achieved for the pseudo-true parameter when misspecified. This is a new result because in the literature, there is no formal proof for asymptotic refinements of the bootstrap for EL, ET, or ETEL estimators even under correct specification. In fact, any bootstrap procedure with recentering for these estimators would be inconsistent if the model is misspecified because recentering imposes the correct model specification in the sample. This paper is motivated by three questions: (i) Why these estimators? (ii) Why bootstrap? (iii) Why care about misspecification?

First of all, EL, ET, and ETEL estimators are used to estimate a finite dimensional parameter characterized by a moment condition model. Traditionally, the generalized method of moments (GMM) estimators of Hansen (1982) have been used to estimate such models. However, it is well known that the two-step GMM may suffer from finite sample bias and inaccurate first-order asymptotic approximation to the finite sample distribution of the estimator when there are many moments, the model is non-linear, or instruments are weak. See Altonji and Segal (1996) and Hansen, Heaton, and Yaron (1996) among others on this matter.

Generalized empirical likelihood (GEL) estimators of Newey and Smith (2004) are alternatives to GMM as they have smaller asymptotic bias. GEL circumvents the estimation of the optimal weight matrix, which has been considered as a significant source of poor
finite sample performance of the two-step GMM. GEL includes the EL estimator of Owen (1988, 1990), Qin and Lawless (1994), and Imbens (1997), the ET estimator of Kitamura and Stutzer (1997) and Imbens, Spady, and Johnson (1998), the continuously updating (CU) estimator of Hansen, Heaton, and Yaron (1996), and the minimum Hellinger distance estimator (MHDE) of Kitamura, Otsu, and Evdokimov (2013). Newey and Smith (2004) show that EL has the most favorable higher-order asymptotic properties than other GEL estimators. Although EL is preferable to other GEL estimators as well as GMM, its nice properties no longer hold under misspecification. In contrast, ET is often considered as robust to misspecification. Schennach (2007) proposes the ETEL estimator that shares the same higher-order property with EL under correct specification while possessing robustness of ET under misspecification. Hence, this paper considers the most widely used, EL, the most robust, ET, and a hybrid of the two, ETEL.\footnote{Precisely speaking, ETEL is not a GEL estimator. However, the analysis is quite similar because it is a combination of two GEL estimators. Therefore, this paper uses the term “GEL” to include ETEL as well as EL and ET to save space and to prevent any confusion.} An extension of the result to other GEL estimators is possible, but not attempted to make the argument succinct.

Secondly, many efforts have been made to accurately approximate the finite sample distribution of GMM. These include analytic correction of the GMM standard errors by Windmeijer (2005) and the bootstrap by Hahn (1996), Hall and Horowitz (1996), Andrews (2002), Brown and Newey (2002), Inoue and Shintani (2006), Allen, Gregory, and Shimotsu (2011), Lee (2014), among others. The bootstrap tests and CI’s based on the GMM estimators achieve asymptotic refinements over the first-order asymptotic tests and CI’s, which means their actual test rejection probability and CI coverage probability have smaller errors than the asymptotic tests and CI’s. In particular, Lee (2014) applies a similar idea of non-recentering to GMM by using Hall and Inoue (2003)’s misspecification-robust variance estimators to achieve the same sharp rate of refinements with Andrews (2002).

Although GEL estimators are favorable alternatives to GMM, there is little evidence that the finite sample distribution of GEL test statistics is well approximated by the first-order asymptotics. Guggenberger and Hahn (2005) and Guggenberger (2008) find by simulation
studies that the first-order asymptotic approximation to the finite sample distribution of EL estimators may be poor. Thus, it is natural to consider bootstrap $t$ tests and CI’s based on GEL estimators to improve upon the first-order asymptotic approximation. However, few published papers deal with bootstrapping for GEL. Brown and Newey (2002) and Allen, Gregory, and Shimotsu (2011) employ the EL implied probability in resampling for GMM, but not for GEL. Canay (2010) shows the validity of a bootstrap procedure for the EL ratio statistic in the moment inequality setting. Kundhi and Rilstone (2012) argue that analytical corrections by Edgeworth expansion of the distribution of GEL estimators work well compared to the bootstrap, but they assume correct model specification.

Lastly, the validity of inferences and CI’s critically depends on the correctly specified model assumption. Although model misspecification can be asymptotically detected by an overidentifying restrictions test, there is always a possibility that one does not reject a misspecified model or reject a correctly specified model in finite sample. Moreover, there is a view that all models are misspecified and will be rejected asymptotically. The consequences of model misspecification are twofold: a potentially biased probability limit of the estimator and a different asymptotic variance. The former is called the pseudo-true value, and it is impossible to correct the bias in general. Nevertheless, there are cases such that the pseudo-true values are still the object of interest: see Hansen and Jagannathan (1997), Hellerstein and Imbens (1999), Bravo (2010), and Almeida and Garcia (2012). GEL pseudo-true values are less arbitrary than GMM ones because the latter depend on a weight matrix, which is an arbitrary choice by a researcher. In contrast, each of the GEL pseudo-true values can be interpreted as a unique minimizer of a well-defined discrepancy measure, e.g. Schennach (2007).

The asymptotic variance of the estimator, however, can be consistently estimated even under misspecification. If a researcher wants to minimize the consequence of model misspecification, a misspecification-robust variance estimator should be used for $t$ tests or CI’s, and for Wald tests and confidence regions. The proposed bootstrap uses the misspecification-robust variance estimator for EL, ET, and ETEL in constructing the $t$ or Wald statistics.
This makes the proposed bootstrap robust to misspecification without recentering, and enables researchers to make valid inferences and CI’s against unknown misspecification.

The remainder of the paper is organized as follows. Section 2 explains the idea of non-recentering by using a misspecification-robust variance estimator. Section 3 defines the estimators and test statistics. Section 4 describes the nonparametric iid misspecification-robust bootstrap procedure. Section 5 states the assumptions and establishes asymptotic refinements of the misspecification-robust bootstrap. Section 6 presents Monte Carlo experiments. An application to estimate the returns to schooling of Hellerstein and Imbens (1999) is presented in Section 7. Section 8 concludes the paper. Lemmas and proofs are collected in Appendix A. A longer version of Lemmas and Proofs is available at the author’s website.

2 Asymptotic Refinement without Recentering

How does the proposed procedure achieve asymptotic refinements without recentering? The key idea is to construct an asymptotically pivotal statistic regardless of misspecification. Bootstrapping an asymptotically pivotal statistic is critical to get asymptotic refinements of the bootstrap (Beran, 1988; Hall, 1992; Horowitz, 2001).

Suppose that $\chi_n = \{X_i : i \leq n\}$ is an iid sample. Let $F$ be the corresponding cumulative distribution function (cdf). Let $\theta$ be a parameter of interest and $g(X_i, \theta)$ be a moment function. The moment condition model is correctly specified if $H_C: Eg(X_i, \theta_0) = 0$ holds for a unique $\theta_0$. The hypothesis is denoted by $H_C$. The hypothesis of interest is $H_0: \theta = \theta_0$.

The usual $t$ statistic $T_C$ is asymptotically standard normal under $H_0$ and $H_C$.

Now define the bootstrap sample. Let $\chi_{n_b}^* = \{X_i^* : i \leq n_b\}$ be a random draw with replacement from $\chi_n$ according to the empirical distribution function (edf) $F_n$. In this section, I distinguish the sample size $n$ and the bootstrap sample size $n_b$, following Bickel and Freedman (1981). The bootstrap versions of $H_C$ and $H_0$ are $H_C^* : E^*g(X_i^*, \hat{\theta}) = 0$ and $H_0^* : \theta = \hat{\theta}$, where $E^*$ is the expectation taken over the bootstrap sample and $\hat{\theta}$ is a GEL

---

---

2This definition is from Hall and Inoue (2003) and assumes point identification.
estimator. Note that $\hat{\theta}$ is considered as the true value in the bootstrap world. The bootstrap version of the usual $t$ statistic $T^*_C$, however, is not asymptotically pivotal conditional on the sample because $H^*_C$ is not satisfied in the sample if the model is overidentified: $E^*g(X^*_i, \hat{\theta}) = n^{-1} \sum_{i=1}^{n} g(X_i, \hat{\theta}) \neq 0$. Thus, Hall and Horowitz (1996), Andrews (2002), and Brown and Newey (2002) recenter the bootstrap version of the moment function to satisfy $H^*_C$. The resulting $t$ statistic based on the recentered moment function, $T^*_{C,R}$, tends to the standard normal distribution as $n_b$ grows conditional on the sample almost surely, and asymptotic refinements of the bootstrap are achieved.

This paper takes a different approach. Instead of jointly testing $H_C$ and $H_0$, I solely focus on $H_0$, leaving that $H_C$ may not hold. If the model is misspecified, then there is no such $\theta$ that satisfies $H_C$, i.e. $Eg(X_i, \theta) \neq 0, \forall \theta \in \Theta$, where $\Theta$ is a compact parameter space. This may happen if the model is overidentified. Since there is no true value, the pseudo-true value $\theta_0$ should be defined. Instead of $H_C$, $\theta_0$ is defined as a unique minimizer of the population version of the empirical discrepancy used in the estimation. For EL, this discrepancy is the Kullback-Leibler Information Criterion (KLIC). For ET, it maximizes a quantity named entropy. This definition is more flexible since it includes correct specification as a special case when $H_C$ holds at $\theta_0$. Without assuming $H_C$, we can find regularity conditions for $\sqrt{n}$—consistency and asymptotic normality of $\hat{\theta}$ for the pseudo-true value $\theta_0$. Under misspecification and suitable regularity conditions, as the sample size grows,

$$\sqrt{n}(\hat{\theta} - \theta_0) \rightarrow_d N(0, \Sigma_{MR}). \quad (2.1)$$

The asymptotic variance matrix $\Sigma_{MR}$ is different from the standard asymptotic variance matrix, but it coincides with the standard one under correct specification. $\Sigma_{MR}$ can be consistently estimated using the formula given in the next section. Let $\hat{\Sigma}_{MR}$ be a consistent estimator for $\Sigma_{MR}$. The misspecification-robust $t$ statistic $T_{MR}$ is studentized with $\hat{\Sigma}_{MR}$. Thus, $T_{MR}$ is asymptotically standard normal under $H_0$, without assuming $H_C$.

Similarly, we construct the bootstrap version of the $t$ statistic using the same formula
as the sample misspecification-robust $t$ statistic. Conditional on the sample almost surely, $T_{MR}^*$ tends to the standard normal distribution as $n_b$ grows under $H_0^*$. Since the conditional asymptotic distribution does not depend on $H_C^*$, we need not recenter the bootstrap moment function to satisfy $H_C^*$. In other words, the misspecification-robust $t$ statistic $T_{MR}$ is asymptotically pivotal under $H_0$, while the usual $t$ statistic $T_C$ is asymptotically pivotal under $H_0$ and $H_C$. This paper develops a theory for bootstrapping $T_{MR}$, instead of $T_C$. Note that both can be used to test the null hypothesis $H_0: \theta = \theta_0$ under correct specification. Under misspecification, however, only $T_{MR}$ can be used to test $H_0$ because $T_C$ is not asymptotically pivotal. This is useful when the pseudo-true value is an interesting object even if the model is misspecified.

To find the formula for $\Sigma_{MR}$, I use a just-identified system of the first-order conditions (FOC’s) of EL, ET, and ETEL estimators. This idea is not new, though. Schennach (2007) uses the same idea to find the asymptotic variance matrix of the ETEL estimator robust to misspecification. For GMM estimators, the idea of rewriting the overidentified GMM as a just-identified system appears in Imbens (1997,2002) and Chamberlain and Imbens (2003).

A natural question is whether we can use GEL implied probabilities to construct the cdf estimator $\hat{F}$ and use it instead of the edf $F_n$ in resampling. This is possible when the moment condition is correctly specified. For instance, Brown and Newey (2002) argue that using the EL-estimated cdf $\hat{F}_{EL}(z) \equiv \sum_i 1(X_i \leq z)p_i$, where $p_i$ is the EL implied probability, in place of the edf $F_n$ in resampling would improve efficiency of bootstrapping for GMM. Their argument relies on the fact that $\hat{F}_{EL}$ is an efficient estimator of the true cdf $F$. If the moment condition is misspecified, however, then the cdf estimator based on the implied probability is inconsistent for $F$ because $E_{\hat{F}}g(X_i, \hat{\theta}) = \sum_i p_i g(X_i, \hat{\theta}) = 0$ holds even in large sample, while $Eg(X_i, \theta_0) \neq 0$. In contrast, the edf $F_n$ is uniformly consistent for $F$ regardless of whether the moment condition holds or not by Glivenko-Cantelli Theorem.

For this reason, I mainly focus on resampling from $F_n$ rather than $\hat{F}$ in this paper.\(^4\)

---

\(^3\)Bootstrapping the EL ratio test statistics of Owen (1988, 1990) under misspecification may not be a good idea for this reason, because the EL likelihood function is a product of EL implied probabilities that are inconsistent.

\(^4\)However, a shrinkage-type cdf estimator combining $F_n$ and $\hat{F}$, similar to Antoine, Bonnal, and Renault
3 Estimators and Test Statistics

Let \( g(X_i, \theta) \) be an \( L_g \times 1 \) moment function where \( \theta \in \Theta \subset \mathbb{R}^{L_\theta} \) is a parameter of interest, where \( L_g \geq L_\theta \). Let \( G^{(j)}(X_i, \theta) \) denote the vectors of partial derivatives with respect to \( \theta \) of order \( j \) of \( g(X_i, \theta) \). In particular, \( G^{(1)}(X_i, \theta) \equiv (\partial/\partial \theta')g(X_i, \theta) \) is an \( L_g \times L_\theta \) matrix and \( G^{(2)}(X_i, \theta) \equiv (\partial/\partial \theta')vec\{G(X_i, \theta)\} \) is an \( L_g L_\theta \times L_\theta \) matrix, where \( vec\{\cdot\} \) is the vectorization of a matrix. To simplify notation, write \( g_i(\theta) = g(X_i, \theta) \), \( G^{(j)}_i(\theta) = G^{(j)}(X_i, \theta) \), \( \hat{g}_i = g(X_i, \hat{\theta}) \), and \( \hat{G}^{(j)}_i = G^{(j)}(X_i, \hat{\theta}) \) for \( j = 1, \ldots, d + 1 \), where \( \hat{\theta} \) is EL, ET or ETEL estimator. In addition, let \( g_{i0} = g_i(\theta_0) \) and \( G_{i0} = G_i(\theta_0) \), where \( \theta_0 \) is the (pseudo-)true value.

3.1 Empirical Likelihood and Exponential Tilting Estimators

Following the notation of Newey and Smith (2004) and Anatolyev (2005), let \( \rho(\nu) \) be a concave function in a scalar \( \nu \) on the domain that contains zero. For EL, \( \rho(\nu) = \log(1 - \nu) \) for \( \nu \in (-\infty, 1) \). For ET, \( \rho(\nu) = 1 - e^\nu \) for \( \nu \in \mathbb{R} \). In addition, let \( \rho_j(\nu) = \partial^j \rho(\nu)/\partial \nu^j \) for \( j = 0, 1, 2, \ldots \).

The EL or the ET estimator, \( \hat{\theta} \), and the corresponding Lagrange multiplier, \( \hat{\lambda} \), solve a saddle point problem

\[
\min_{\theta \in \Theta} \max_{\lambda} n^{-1} \sum_{i=1}^n \rho(\lambda' {g}_i(\theta)). \tag{3.1}
\]

The FOC’s for \( (\hat{\theta}, \hat{\lambda}) \) are

\[
0 = n^{-1} \sum_{i=1}^n \rho_1(\lambda' \hat{g}_i) \hat{G}_i', \quad 0 = n^{-1} \sum_{i=1}^n \rho_1(\lambda' \hat{g}_i) \hat{g}_i. \tag{3.2}
\]

A useful by-product of the estimation is the implied probabilities. The EL and the ET
implied probabilities for the observations are, for \( i = 1, \ldots, n \),

\[
\text{EL: } p_i = \frac{1}{n(1 - \hat{\lambda}'\hat{g}_i)}, \quad \text{ET: } p_i = \frac{e^{\hat{\lambda}'\hat{g}_i}}{\sum_{j=1}^{n} e^{\hat{\lambda}'\hat{g}_j}}.
\]

(3.3)

The FOC’s hold regardless of model misspecification and form a just-identified moment condition. Let \( \psi(X_i, \beta) \) be a \((L_\theta + L_g) \times 1\) vector such that

\[
\psi(X_i, \beta) \equiv \begin{bmatrix}
\psi_1(X_i, \beta) \\
\psi_2(X_i, \beta)
\end{bmatrix} = \begin{bmatrix}
\rho_1(\lambda'g_i(\theta))G_i(\theta)'\lambda \\
\rho_1(\lambda'g_i(\theta))g_i(\theta)
\end{bmatrix}.
\]

(3.4)

Then, the EL or the ET estimator and the corresponding Lagrange multiplier denoted by an augmented vector, \( \hat{\beta} = (\hat{\theta}', \hat{\lambda}')' \), solves \( n^{-1} \sum_{i=1}^{n} \psi(X_i, \hat{\beta}) = 0 \). In the limit, the pseudo-true value \( \beta_0 = (\theta_0', \lambda_0')' \) solves the population version of the FOC’s:

\[
0_{L_\theta \times 1} = E\rho_1(\lambda_0'g_{i0})G_{i0}'\lambda_0, \quad 0_{L_g \times 1} = E\rho_1(\lambda_0'g_{i0})g_{i0}.
\]

(3.5)

The asymptotic distribution of \( \hat{\beta} = (\hat{\theta}', \hat{\lambda}')' \) can be derived by using standard asymptotic theory of just-identified GMM, e.g. Newey and McFadden (1994).

For EL, Chen, Hong, and Shum (2007) provide regularity conditions for \( \sqrt{n} \)-consistency and asymptotic normality under misspecification. In particular, they assume that the moment function is uniformly bounded:

\[
\text{UBC: } \sup_{\theta \in \Theta, x \in \chi} \|g(x, \theta)\| < \infty \quad \text{and} \quad \inf_{\theta \in \Theta, \lambda \in \Lambda(\theta), x \in \chi} (1 - \lambda'g(x, \theta)) > 0,
\]

(3.6)

where \( \Theta \) and \( \Lambda(\theta) \) are compact sets and \( \chi \) is the support of \( X_1 \). Schennach (2007) shows that the EL estimator is no longer \( \sqrt{n} \)-consistent if the moment function is unbounded for any \( \theta \). Nevertheless, if the data is bounded or the moment function is constructed to satisfy UBC, then the EL estimator would be \( \sqrt{n} \)-consistent for the pseudo-true value and the bootstrap can be implemented. For ET, UBC is not required.

Assuming regularity conditions such as Assumption 3 of Chen, Hong, and Shum (2007)
for EL, and Assumption 3 of Schennach (2007) for ET.\(^5\), we have the following proposition:

**Proposition 1.** Let \(\hat{\beta} = (\hat{\theta}', \hat{\lambda}')\) be either the EL or the ET estimator and its Lagrange multiplier, and \(\beta_0 = (\theta_0', \lambda_0')\) be the corresponding pseudo-true value. Then,

\[
\sqrt{n}(\hat{\beta} - \beta_0) \rightarrow_d N(0, \Gamma^{-1}\Psi(\Gamma')^{-1}),
\]

where \(\Gamma = E(\partial/\partial \beta')\psi(X_i, \beta)\) and \(\Psi = E\psi(X_i, \beta_0)\psi(X_i, \beta_0)'.\)

The Jacobian matrix for EL or ET is given by

\[
g_{i0} = \left[ \begin{array}{cc}
(\partial/\partial \theta')\psi_1(X_i, \beta) & (\partial/\partial \lambda')\psi_1(X_i, \beta) \\
(\partial/\partial \theta')\psi_2(X_i, \beta) & (\partial/\partial \lambda')\psi_2(X_i, \beta)
\end{array} \right],
\]

where

\[
\frac{\partial \psi_1(X_i, \beta)}{\partial \theta'} = \rho_1(\lambda' g_i(\theta)') (\lambda' \otimes I_{L_\theta}) G_i^{(2)}(\theta) + \rho_2(\lambda' g_i(\theta)) G_i(\theta)' \lambda' G_i(\theta),
\]

\[
\frac{\partial \psi_1(X_i, \beta)}{\partial \lambda'} = \frac{\partial \psi_2(X_i, \beta)}{\partial \theta} = \rho_1(\lambda' g_i(\theta)) G_i(\theta)' + \rho_2(\lambda' g_i(\theta)) G_i(\theta)' \lambda g_i(\theta)',
\]

\[
\frac{\partial \psi_2(X_i, \beta)}{\partial \lambda'} = \rho_2(\lambda' g_i(\theta)) g_i(\theta) g_i(\theta)'.
\]

\(\Gamma\) and \(\Psi\) can be estimated by

\[
\hat{\Gamma} = n^{-1} \sum_{i=1}^{n} \frac{\partial \psi(X_i, \hat{\beta})}{\partial \beta'} \quad \text{and} \quad \hat{\Psi} = n^{-1} \sum_{i=1}^{n} \psi(X_i, \hat{\beta}) \psi(X_i, \hat{\beta})',
\]

respectively. The upper left \(L_\theta \times L_\theta\) submatrix of \(\Gamma^{-1}\Psi(\Gamma')^{-1}\), denoted by \(\Sigma_{MR}\), is the asymptotic variance matrix of \(\sqrt{n}(\hat{\theta} - \theta_0)\). This matrix coincides with the usual asymptotic variance matrix \(\Sigma_C = (EG'_{i0}(EG_{i0}g_{i0})^{-1}EG_{i0})^{-1}\) under correct specification. Let \(\hat{\Sigma}_{MR}\) be the corresponding submatrix of the variance estimator \(\hat{\Gamma}^{-1}\hat{\Psi}(\hat{\Gamma}')^{-1}\). Even under correct specification, \(\hat{\Sigma}_{MR}\) is different from \(\hat{\Sigma}_{C}\), the conventional variance estimator, because \(\hat{\Sigma}_{MR}\)

\(^5\)Schennach’s assumptions are for ETEL but can be easily modified for ET. First, Assumption 3(2) needs to be replaced with the ET saddle-point problem. In addition, we only require \(k_2 = 0, 1, 2, 3, 4\) in Assumption 3(6).
contains additional terms which are assumed away in $\hat{\Sigma}_C$.

3.2 Exponentially Tilted Empirical Likelihood Estimator

Schennach (2007) proposes the ETEL estimator which is robust to misspecification without UBC, while it maintains the same nice higher-order properties with EL under correct specification. The ETEL estimator and the Lagrange multiplier $(\hat{\theta}, \hat{\lambda})$ solve

$$\arg \min_{\theta \in \Theta} -n^{-1} \sum_{i=1}^{n} \log n \hat{w}_i(\theta), \quad \hat{w}_i(\theta) = \frac{e^{\hat{\lambda}(\theta)^{\prime} g_i(\theta)}}{\sum_{j=1}^{n} e^{\hat{\lambda}(\theta)^{\prime} g_j(\theta)}},$$

where $\hat{\lambda} \equiv \hat{\lambda}(\hat{\theta})$ and

$$\hat{\lambda}(\theta) = \arg \max_{\lambda} -n^{-1} \sum_{i=1}^{n} e^{\lambda^{\prime} g_i(\theta)}.$$  \hfill (3.11)

This estimator is a hybrid of the EL estimator and the ET implied probability. Equivalently, the ETEL estimator $\hat{\theta}$ minimizes the objective function

$$\hat{\ell}_n(\theta) = \log \left( n^{-1} \sum_{i=1}^{n} e^{\hat{\lambda}(\theta)^{\prime} (g_i(\theta) - \bar{g}_n(\theta))} \right),$$

where $\bar{g}_n(\theta) = n^{-1} \sum_{i=1}^{n} g_i(\theta)$. To derive the asymptotic distribution of the ETEL estimator, Schennach introduces auxiliary parameters to formulate the problem into a just-identified GMM. Let $\beta = (\theta^{\prime}, \lambda^{\prime}, \kappa^{\prime}, \tau)^{\prime}$, where $\kappa \in \mathbb{R}^{k_\theta}$ and $\tau \in \mathbb{R}$. By Lemma 9 of Schennach (2007), the ETEL estimator $\hat{\theta}$ is given by the subvector of $\hat{\beta} = (\hat{\theta}^{\prime}, \hat{\lambda}^{\prime}, \hat{\kappa}^{\prime}, \hat{\tau})^{\prime}$, that solves

$$n^{-1} \sum_{i=1}^{n} \psi(X_i, \hat{\beta}) = 0,$$  \hfill (3.13)
where
\[
\psi(X_i, \beta) = \begin{bmatrix}
\psi_1(X_i, \beta) \\
\psi_2(X_i, \beta) \\
\psi_3(X_i, \beta) \\
\psi_4(X_i, \beta)
\end{bmatrix} = \begin{bmatrix}
e^{X_i \theta} G_i(\theta)^T (\kappa + \lambda g_i(\theta) \kappa - \lambda) + \tau G_i(\theta)^T \\
e^{X_i \theta} \cdot g_i(\theta) + e^{X_i \theta} \cdot g_i(\theta) g_i(\theta)^T \\
e^{X_i \theta} \cdot g_i(\theta) \\
e^{X_i \theta} - \tau
\end{bmatrix}.
\]

Note that the estimators of the auxiliary parameters, \(\hat{\kappa}\) and \(\hat{\tau}\) are given by
\[
\hat{\tau} = n^{-1} \sum_{i=1}^{n} e^{X_i \theta} \quad \text{and} \quad \hat{\kappa} = - \left( n^{-1} \sum_{i=1}^{n} \frac{e^{X_i \theta}}{\tau} \hat{g}_i \right)^{-1} \hat{g}_n,
\]

where \(\hat{g}_n = n^{-1} \sum_{i=1}^{n} \hat{g}_i\). The probability limit of \(\hat{\beta}\) is the pseudo-true value \(\beta_0 = (\theta'_0, \lambda'_0, \kappa'_0, \tau_0)\) that solves \(E\psi(X_i, \beta_0) = 0\). In particular, a function \(\lambda_0(\theta)\) is the solution to \(E e^{X_i \theta} g_i(\theta) = 0\), where \(\lambda_0 \equiv \lambda_0(\theta_0)\) and \(\theta_0\) is a unique minimizer of the population objective function:
\[
l_0(\theta) = \log \left( E e^{X_i \theta} (g_i(\theta) - E g_i(\theta)) \right).
\]

By Theorem 10 of Schennach,
\[
\sqrt{n}(\hat{\beta} - \beta_0) \rightarrow_d N(0, \Gamma^{-1} \Psi(\Gamma')^{-1}),
\]

where \(\Gamma = E(\partial/\partial \beta')\psi(X_i, \beta_0)\) and \(\Psi = E\psi(X_i, \beta_0)\psi(X_i, \beta_0)^T\).

\(\Gamma\) and \(\Psi\) are estimated by the same formula with (3.9). In order to estimate \(\Gamma\), we need a formula of \((\partial/\partial \beta')\psi(X_i, \beta)\). The partial derivative of \(\psi_1(X_i, \beta)\) is given by
\[
\frac{\partial \psi_1(X_i, \beta)}{\partial \beta'} = \begin{bmatrix}
\frac{\partial \psi_1(X_i, \beta)}{\partial \theta'} L_{\theta} \times L_{\theta} \\
\frac{\partial \psi_1(X_i, \beta)}{\partial \lambda} L_{\lambda} \times L_{\lambda} \\
\frac{\partial \psi_1(X_i, \beta)}{\partial \kappa'} L_{\kappa} \times L_{\kappa} \\
\frac{\partial \psi_1(X_i, \beta)}{\partial \tau} L_{\tau} \times L_{\tau}
\end{bmatrix},
\]

where
\[
\frac{\partial \psi_1(X_i, \beta)}{\partial \theta'} = e^{X_i \theta} \left\{ G_i(\theta)^T (\kappa \lambda' + \lambda \kappa' + \lambda g_i(\theta) \kappa \lambda' - \lambda \lambda') G_i(\theta) \right\} (3.19)
\]
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The upper left \( L \times L \) submatrix of \( \Gamma^{-1} \Psi(\Gamma')^{-1} \), denoted by \( \Sigma_{MR} \), is the asymptotic variance matrix of \( \sqrt{n}(\hat{\theta} - \theta_0) \). Let \( \hat{\Sigma}_{MR} \) be the corresponding submatrix of the variance estimator \( \hat{\Gamma}^{-1} \hat{\Psi}(\hat{\Gamma}')^{-1} \). Again, \( \Sigma_{MR} \) is different from \( \Sigma_{C} \) in general under misspecification, but they become identical under correct specification.\(^6\)

\(^6\) Under correct specification, the asymptotic variance matrix \( \Sigma_{C} \) is the same for EL, ET, and ETEL, which is the asymptotic variance matrix of the two-step efficient GMM.
3.3 Test statistics

Let $\hat{\theta}$ be either the EL, the ET, or the ETEL estimator and let $\hat{\Sigma}_{MR}$ be the corresponding variance matrix estimator. Let $\theta_r, \theta_{0,r},$ and $\hat{\theta}_r$ denote the rth elements of $\theta, \theta_0,$ and $\hat{\theta}$ respectively. Let $\hat{\Sigma}_{MR,r}$ denote the rth diagonal element of $\hat{\Sigma}_{MR}$. The $t$ statistic for testing the null hypothesis $H_0: \theta_r = \theta_{0,r}$ is

$$T_{MR} = \frac{\hat{\theta}_r - \theta_{0,r}}{\sqrt{\hat{\Sigma}_{MR,r}/n}}.$$ (3.28)

Since $T_{MR}$ is studentized with the misspecification-robust variance estimator $\hat{\Sigma}_{MR,r}$, it has an asymptotic $N(0,1)$ distribution under $H_0$, without assuming the correct model, $H_C$. This is the source of achieving asymptotic refinements without recentering regardless of misspecification. In contrast, the usual $t$ statistic $T_C$ is studentized with $\hat{\Sigma}_C$, a non-robust variance estimator. Hence, it is not asymptotically pivotal if the model is misspecified. Note that the only difference between $T_{MR}$ and $T_C$ is the variance estimator.

We also consider the Wald statistic for multivariate tests and confidence regions. Let $\eta(\theta)$ be an $\mathbb{R}^{L_\eta}$-valued function that is continuously differentiable at $\theta_0$. The Wald statistic for testing $H_0: \eta(\theta_0) = 0$ against $H_1: \eta(\theta_0) \neq 0$ is

$$W_{MR} = n \cdot \eta(\hat{\theta})^t \left( \frac{\partial}{\partial \theta^t} \eta(\hat{\theta}) \hat{\Sigma}_{MR} \left( \frac{\partial}{\partial \theta^t} \eta(\hat{\theta}) \right)^t \right)^{-1} \eta(\hat{\theta}).$$ (3.29)

This Wald statistic is different from the conventional one because $\hat{\Sigma}_{MR}$ is used. Thus, its asymptotic distribution is a chi-square distribution with $L_\eta$ degrees of freedom, denoted by $\chi^2_{L_\eta}$, regardless of misspecification.

Both one-sided and two-sided $t$ tests with asymptotic significance level $\alpha$ and CI’s with asymptotic confidence level $1 - \alpha$ are considered. The asymptotic one-sided $t$ test of $H_0: \theta_r \leq \theta_{0,r}$ against $H_1: \theta_r > \theta_{0,r}$ rejects $H_0$ if $T_{MR} > z_\alpha$, where $z_\alpha$ is the $1 - \alpha$ quantile of the standard normal distribution. This one-sided test corresponds to the lower endpoint one-sided CI, $[\hat{\theta}_r - z_\alpha \sqrt{\hat{\Sigma}_{MR,r}/n}, \infty)$. The asymptotic two-sided $t$ test of $H_0: \theta_r = \theta_{0,r}$
against $H_1: \theta_r \neq \theta_{0,r}$ rejects $H_0$ if $|T_{MR}| > z_{\alpha/2}$. The two-sided asymptotic CI is $[\hat{\theta}_r \pm z_{\alpha/2} \sqrt{\hat{\Sigma}_{MR,r}/n}]$. The asymptotic Wald test of $H_0: \eta(\theta_0) = 0$ against $H_1: \eta(\theta) \neq 0$ rejects the null if $W_{MR} > z_{W,\alpha}$, where $z_{W,\alpha}$ is the $1 - \alpha$ quantile of a chi-square distribution with $L_\eta$ degrees of freedom. The Wald-based asymptotic confidence region for $\eta(\theta_0)$ is 

$$\left\{ \eta \in \mathbb{R}^{L_\eta} : n \cdot (\eta(\hat{\theta}) - \eta(\hat{\theta}))' \left( \frac{\partial}{\partial \theta} \eta(\hat{\theta}) \right)' \hat{\Sigma}_{MR} \left( \frac{\partial}{\partial \theta} \eta(\hat{\theta}) \right)' \right\}^{-1} (\eta(\hat{\theta}) - \eta(\hat{\theta})) \leq z_{W,\alpha} \right\}.$$ 

All the tests and CI’s have the correct asymptotic significance and confidence levels regardless of misspecification because they are based on the misspecification-robust test statistics.

4 The Misspecification-Robust Bootstrap Procedure

The nonparametric iid bootstrap is implemented by resampling $X_1^*, \ldots, X_n^*$ randomly with replacement from the sample $X_1, \ldots, X_n$. Based on the bootstrap sample, $\chi^* = \{X_i^*: i \leq n\}$, the bootstrap GEL estimator $\hat{\theta}^*$ solves (3.1) for EL or ET, and (3.10) for ETEL. The bootstrap version of the variance matrix estimator is $\hat{\Gamma}^*^{-1} \hat{\Psi}^* (\hat{\Gamma}^*)^{-1}$ which can be calculated using the same formula with (3.9) using the bootstrap sample instead of the original sample.

Let $\hat{\Sigma}_{MR}^*$ be the upper left $L_\theta \times L_\theta$ submatrix of $\hat{\Gamma}^*^{-1} \hat{\Psi}^* (\hat{\Gamma}^*)^{-1}$. I emphasize that no additional corrections such as recentering as in Hall and Horowitz (1996) and Andrews (2002) are required.

The misspecification-robust bootstrap $t$ and Wald statistics are

$$T_{MR}^* = \frac{\hat{\theta}_r^* - \hat{\theta}_r}{\sqrt{\hat{\Sigma}_{MR,r}^*/n}},$$

$$W_{MR}^* = n \cdot (\eta(\hat{\theta}^*) - \eta(\hat{\theta}))' \left( \frac{\partial}{\partial \theta} \eta(\hat{\theta}) \right)' \hat{\Sigma}_{MR}^* \left( \frac{\partial}{\partial \theta} \eta(\hat{\theta}) \right)' \right\}^{-1} (\eta(\hat{\theta}) - \eta(\hat{\theta})).$$

Let $z_{T,\alpha}^*$, $z_{|T|,\alpha}^*$, $z_{W,\alpha}^*$ denote the $1 - \alpha$ quantile of $T_{MR}^*$, $|T_{MR}^*|$, and $W_{MR}^*$, respectively. Let $P^*$ be the probability distribution of the bootstrap sample conditional on the sample. Following Andrews (2002), we define $z_{|T|,\alpha}^*$ to be a value that minimizes $|P^*(|T_{MR}^*| \leq z) - (1 - \alpha)|$ over $z \in \mathbb{R}$, because the distribution of $|T_{MR}^*|$ is discrete. The definitions of $z_{T,\alpha}^*$ and $z_{W,\alpha}^*$ are analogous. Each of the following bootstrap tests are of asymptotic
significance level $\alpha$. The one-sided bootstrap $t$ test of $H_0 : \theta_r \leq \theta_{0,r}$ against $H_1 : \theta_r > \theta_{0,r}$ rejects $H_0$ if $T_{MR} > z^*_{T,\alpha}$. The symmetric two-sided bootstrap $t$ test of $H_0 : \theta_r = \theta_{0,r}$ versus $H_1 : \theta_r \neq \theta_{0,r}$ rejects if $|T_{MR}| > z^*_{T,\alpha}$. The equal-tailed two-sided bootstrap $t$ test of the same hypotheses rejects if $T_{MR} < -z^*_{T,1-\alpha/2}$ or $T_{MR} > z^*_{T,\alpha/2}$. The bootstrap Wald test of $H_0 : \eta(\theta_0) = 0$ against $H_1 : \eta(\theta_0) \neq 0$ rejects the null if $W_{MR} > z^*_{W,\alpha}$. Similarly, each of the following bootstrap CI's are of asymptotic confidence level $1 - \alpha$. The lower endpoint one-sided bootstrap CI is $[\hat{\theta}_r - z^*_{T,\alpha}\sqrt{\hat{\Sigma}_{MR,r}/n}, \infty)$ which corresponds to the one-sided bootstrap $t$ test above. The symmetric and the equal-tailed bootstrap percentile-$t$ intervals are $[\hat{\theta}_r \pm z^*_{T,\alpha}\sqrt{\hat{\Sigma}_{MR,r}/n}, \hat{\theta}_r - z^*_{T,1-\alpha/2}\sqrt{\hat{\Sigma}_{MR,r}/n}]^7$, respectively. The Wald-based bootstrap confidence region for $\eta(\theta_0)$ is $\{\eta \in \mathbb{R}^{L \eta} : n \cdot (\hat{\eta}(\hat{\theta}) - \eta)'((\partial \eta(\hat{\theta})/\partial \theta')\hat{\Sigma}_{MR}(\partial \eta(\hat{\theta})/\partial \theta'))^{-1}(\eta(\hat{\theta}) - \eta) \leq z^*_{W,\alpha}\}$.

In sum, the misspecification-robust bootstrap procedure is as follows:

1. Draw $n$ random observations $\chi_{n}^*$ with replacement from the original sample, $\chi_n$.
2. Calculate $\hat{\theta}^*$ and $\hat{\Sigma}_{MR}^*$ using the same formula with their sample counterparts.
3. Construct and save $T_{MR}^*$ or $W_{MR}^*$.
4. Repeat steps 1-3 $B$ times and get the distribution of $T_{MR}^*$ or $W_{MR}^*$.
5. Find $z^*_{T,\alpha}$, $z^*_{T,\alpha}$, or $z^*_{W,\alpha}$ from the distribution of $|T_{MR}|$, $T_{MR}$, or $W_{MR}$.

5 Main Result

Let $f(X_i, \beta)$ be a vector containing the unique components of $\psi(X_i, \beta)$ and its derivatives with respect to the components of $\beta$ through order $d$, and $\psi(X_i, \beta)\psi(X_i, \beta)'$ and its derivatives with respect to the components of $\beta$ through order $d - 1$.

Assumption 1. $X_i, i = 1, 2, \ldots n$ are iid.

Assumption 2.

7 The formula may look confusing to readers. It is correct that the upper end of the CI is $\hat{\theta}_r + z^*_{T,1-\alpha/2}\sqrt{\hat{\Sigma}_{MR,r}/n}$ because $z^*_{T,1-\alpha/2} < z^*_{T,\alpha/2}$. 
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(a) Θ is a compact parameter space of θ such that θ₀ is an interior point of Θ; Λ(θ) is a compact parameter space of λ(θ) such that it contains a zero vector and λ₀(θ) is an interior point of Λ(θ).

(b) (ˆθ, ˆλ) solves (3.1) for EL or ET, or (3.10) for ETEL; (θ₀, λ₀) is the pseudo-true value that uniquely solves the population version of (3.1) for EL or ET, or (3.10) for ETEL.

(c) For some function C_g(x), ∥g(x, θ) − g(x, θ₂)∥ < C_g(x)∥θ₁ − θ₂∥ for all x in the support of X₁ and all θ₁, θ₂ ∈ Θ; EC₀g(X₁) < ∞ and E∥g(X₁, θ)∥₁ < ∞ for all θ ∈ Θ for all 0 < q_g < ∞.

(d) For some function C_ρ(x), |ρ(λ₁g(x, θ₁)) − ρ(λ₂g(x, θ₂))| < C_ρ(x)∥(θ₁, λ₁) − (θ₂, λ₂)∥ for all x in the support of X₁, all θ₁ ∈ Θ, and all λ_l ∈ Λ(θ_l) for l = 1, 2; EC₀₂(X₁) < ∞ for some q₁ > 4. In addition, UBC (3.6) holds for EL.

Assumption 3.

(a) Γ is nonsingular and Ψ is positive definite.

(b) g(x, θ) is d + 1 times differentiable with respect to θ on N(θ₀), some neighborhood of θ₀, for all x in the support of X₁, where d ≥ 4.

(c) There is a function C_G(x) such that ∥G(j)(x, θ) − G(j)(x, θ₀)∥ ≤ C_G(x)∥θ − θ₀∥ for all x in the support of X₁ and all θ ∈ N(θ₀) for j = 0, 1, ..., d + 1; EC₀_G(X₁) < ∞ and E∥G(j)(X₁, θ₀)∥₁ < ∞ for j = 0, 1, ..., d + 1 for all 0 < q_G < ∞.

(d) There is a function C₀ρ(x) such that

\[ |ρ_j(λ' g(x, θ)) − ρ_j(λ₀' g(x, θ₀))| ≤ C₀ρ(x)∥(θ', λ') − (θ₀', λ₀')∥ \]

for all x in the support of X₁, all λ ∈ Λ(θ), all θ ∈ N(θ₀) for j = 1, ..., d + 1; EC₀ρ₂(X₁) < ∞ for some q₂ > 16.

(e) f(X₁, β₀) is once differentiable with respect to X₁ with uniformly continuous first derivative.
(f) For the Wald statistic, the $\mathbb{R}^{L_{\eta}}$-valued function $\eta(\cdot)$ is $d$ times continuously differentiable at $\theta_0$ and $(\partial/\partial \theta')\eta(\theta_0)$ is full rank $L_{\eta} \leq L_{\theta}$.

**Assumption 4.** For $t \in \mathbb{R}^{\dim(f)}$, \[ \limsup_{\|t\| \to \infty} \left| \mathbb{E} e^{it'f(X_1, \beta_0)} \right| < 1, \] where $i = \sqrt{-1}$.

Assumption 1 is that the sample is iid, which is also assumed in Schennach (2007) and Newey and Smith (2004). Assumption 2(a)-(c) are similar to Assumption 2(a)-(b) of Andrews (2002). Assumption 2(d) is similar to but slightly stronger than Assumption 3(4) of Schennach (2007) for ET or ETEL, and it includes Assumption 3(1) of Chen, Hong, and Shum (2007) for EL to avoid a negative implied probability under misspecification. Assumption 2(c)-(d) are required to have the uniform convergence of the objective function. Assumption 3(a) is a standard regularity condition for a well-defined asymptotic covariance matrix. Assumption 3 except for (d) is similar to Assumption 3 of Andrews (2002). The assumptions on $q_g$ and $q_G$ are slightly stronger than necessary, but yield a simpler result. This is also assumed in Andrews (2002) for the same reason. Assumption 3(d) is similar to but stronger than Assumption 3(6) of Schennach (2007). It ensures that the components of higher-order Taylor expansion of the FOC have well-defined probability limits. Assumption 4 is the standard Cramér condition for Edgeworth expansion, and it is satisfied if the distribution of $f(X_1, \beta_0)$ has a probability density with respect to Lebesgue measure (Horowitz, 2001).

Theorem 1 formally establishes asymptotic refinements of the bootstrap $t$ and Wald tests based on EL, ET, and ETEL estimators. This result is new, because asymptotic refinements of the bootstrap for this class of estimators have not been established in the literature even under correct model specifications.

**Theorem 1.** (a) Suppose Assumptions 1-4 hold with $q_1 > 4$ and $q_2 > \frac{16}{1-2\xi}$ for some

---

8The values of $q_g$, $q_G$, $q_1$, and $q_2$ are determined to ensure the existence of higher-order moments which is required for asymptotic refinements through Edgeworth expansions. Consistency of the bootstrap, however, can be shown under weaker assumptions.
\[ \xi \in [0, 1/2). \] Under \( H_0 : \theta_r = \theta_{0,r}, \)

\[
P(T_{MR} > z_{T,\alpha}^*) = \alpha + o(n^{-(1/2+\xi)}) \quad \text{and} \]

\[
P(T_{MR} < z_{T,\alpha/2}^* \text{ or } T_{MR} > z_{T,1-\alpha/2}^*) = \alpha + o(n^{-(1/2+\xi)}). \]

(b) Suppose Assumptions 1-4 hold with \( q_1 > 6, q_2 > \frac{30}{1-2\xi} \) for some \( \xi \in [0, 1/2), \) and \( d \geq 5. \)

Under \( H_0 : \theta_r = \theta_{0,r}, \)

\[
P(|T_{MR}| > z_{|T|,\alpha}^*) = \alpha + o(n^{-(1+\xi)}). \]

Under \( H_0 : \eta(\theta_0) = 0, \)

\[
P(W_{MR} > z_{W,\alpha}^*) = \alpha + o(n^{-(1+\xi)}). \]

(c) Suppose Assumptions 1-4 hold with \( q_1 > 8, \) a sufficiently large \( q_2, \) and \( d \geq 6. \) Under \( H_0 : \theta_r = \theta_{0,r}, \)

\[
P(|T_{MR}| > z_{|T|,\alpha}^*) = \alpha + O(n^{-2}). \]

**Remark 1** By the duality of \( t \) tests and CI’s, asymptotic refinements of the same rate for the bootstrap CI’s follow from Theorem 1. The equal-tailed percentile-\( t \) CI corresponds to Theorem 1(a). The symmetric percentile-\( t \) CI corresponds to Theorem 1(b)-(c). The Wald confidence region corresponds to Theorem 1(b). Recall that the asymptotic \( t, \) Wald tests, and CI’s based on \( T_{MR} \) and \( W_{MR} \) are correct up to \( O(n^{-1/2}), O(n^{-1}), \) and \( O(n^{-1}) \) for (a), (b), and (c), respectively. The two-sided bootstrap \( t \) and Wald tests, and the symmetric percentile-\( t \) CI achieve a higher rate of refinements because the \( O(n^{-1/2}) \) terms of the Edgeworth expansions of the corresponding statistics are zero by a symmetry property.

**Remark 2** The result in Theorem 1(c) is sharp and based on the argument of Hall (1988). By using the Edgeworth and Cornish-Fisher expansions, Hall showed that the \( O(n^{-3/2}) \) term of the coverage probability of the symmetric percentile-\( t \) CI is also zero. Since his derivation is based on the one-dimensional \( t \) statistic, I do not formally state a similar
result for the Wald test. However, it is likely that the same sharp rate of refinements would hold (e.g. Hall, 1992, Section 4.2; Horowitz, 2001, Section 3.3).

The proof of Theorem 1 follows the steps of Andrews (2002) that establish asymptotic refinements of the bootstrap for GMM estimators under correct specification. I briefly outline the proof. The conclusion of Theorem 1(a) follows from

\[ P\left(\sup_{z \in \mathbb{R}} |P^* (T^*_MR \leq z) - P(T_{MR} \leq z)| > n^{-(1/2+\xi)}\varepsilon\right) = o(n^{-1}) \]  \hspace{1cm} (5.1)

for any \( \varepsilon > 0 \), which leads to

\[ 1 - \alpha - n^{-(1/2+\xi)}\varepsilon + o(n^{-1}) \leq P(T_{MR} \leq z^*_{T,\alpha}) \leq 1 - \alpha + n^{-(1/2+\xi)}\varepsilon + o(n^{-1}). \]  \hspace{1cm} (5.2)

Since the \( o(n^{-1}) \) terms in (5.2) are directly related to the \( o(n^{-1}) \) term on the right-hand side (RHS) of (5.1), it is critical to show in (5.1) that the random cdf \( P^* (T^*_MR \leq z) \) differs from the nonrandom cdf \( P(T_{MR} \leq z) \) by a small amount, \( n^{-(1/2+\xi)} \), on a set with probability \( o(n^{-1}) \), rather than \( o(1) \). Similar arguments apply to the conclusions of Theorem 1(b)-(c). (5.1) is shown by using Hall (1992)'s argument on Edgeworth expansion of a smooth function of sample averages. That is, I show that \( T_{MR} \) and \( T^*_MR \) are well approximated by a smooth function of the sample and the bootstrap sample moments (Lemma 6), and the smooth function allows Edgeworth expansions up to a certain order (Lemma 8). The argument of the smooth function consists of the elements of \( n^{-1} \sum_{i=1}^{n} f(X_i, \beta_0) \) and \( n^{-1} \sum_{i=1}^{n} f(X^*_i, \hat{\beta}) \), whose consistency is shown in Lemma 5. The components of the Edgeworth expansions are well defined and consistent (Lemma 7). Lemmas 1-4 establish consistency of the sample and the bootstrap GEL estimators.

Since I derive the asymptotic distribution of GEL under misspecification by using the fact that GEL FOC forms a just-identified GMM, one might wonder why the proof is different from that of GMM. The proof of this paper can be divided into two parts: (i) consistency, and (ii) higher-order analysis, and each part is a nontrivial extension. First,
consistency of GEL estimators should be shown for the solution to the original GEL minimax criterion as the FOC can have multiple roots even when the original minimax criterion has a unique solution (e.g. Newey and McFadden, 1994, p. 2117). Additional complications arise due to the fact that we require a stronger result than usual consistency to control the error in the bootstrap approximation as in (5.1). Thus, the consistency proof of this paper cannot be simplified to that of a just-identified GMM. Second, an economical higher-order analysis is required because the existence and finiteness of GEL higher-order moments may restrict model misspecification. Although it is commonly assumed that all of higher-order moments of GMM moment function and its higher-order derivatives are finite (Andrews, 2002), this does not affect robustness to misspecification of the bootstrap (Lee, 2014). However, this conclusion cannot be directly applied to GEL, because GEL FOC, which forms a just-identified GMM moment function, contains the Lagrange multiplier $\hat{\lambda}$ whose probability limit is zero under correct specification but is non-zero under misspecification. For example, suppose that Assumptions 2(d) and 3(d) hold for all $0 < q_l < \infty$ for $l = 1, 2$, that would be assumed if we naively mapped the assumptions of GMM onto GEL. Since a zero vector is in $\Lambda(\theta)$, this implies $Ee^{q_l\lambda_0g(X_i, \theta_0)} < \infty$ for ET, which is a strong assumption on DGP and the model. Since $\lambda_0 \neq 0$ under misspecification, $Ee^{q_l\lambda_0g(X_i, \theta_0)}$ may not be finite if $q_l$ is too large, and the bootstrap would not achieve desired asymptotic refinements. Lee (2014b) provides an example that the model cannot be too misspecified to satisfy the assumptions and the set of possible misspecification shrinks to zero as $q_l$ gets larger. This implies that by assuming $0 < q_l < \infty$, one may completely rule out model misspecification. Thus, it is important to find stringent conditions for $q_1$ and $q_2$, and this requires an analysis of GEL higher-order moments and their higher-order derivatives.

6 Monte Carlo Results

This section compares the finite sample CI coverage probabilities under correct specification and misspecification. To reduce computational burden of calculating GEL estimators $B$ times for each Monte Carlo repetition, the warp-speed Monte Carlo method of Giacomini,
Politis, and White (2013) is used. The method also appears in White (2000) and Davidson and MacKinnon (2002, 2007), but the validity of the method is formally established by Giacomini, Politis, and White. The key difference between the warp-speed method and a usual Monte Carlo is that the bootstrap sample is drawn only once for each Monte Carlo repetition rather than $B$ times, and thus computation time is significantly reduced. The number of Monte Carlo repetition is 5,000 throughout this section. I consider the AR(1) dynamic panel model of Blundell and Bond (1998). For $i = 1, ..., n$ and $t = 1, ... T$,\

$$y_{it} = \rho_0 y_{i,t-1} + \eta_i + \nu_{it},$$ (6.1)

where $\eta_i$ is an unobserved individual-specific effect and $\nu_{it}$ is an error term. To estimate $\rho_0$, we use two sets of moment conditions:

$$E(y_{i(t-s)}(\Delta y_{it} - \rho_0 \Delta y_{i(t-1)}) = 0, \quad t = 3, ... T, \quad s \geq 2,$$ (6.2)

$$E(\Delta y_{i(t-1)}(y_{it} - \rho_0 y_{i(t-1)}) = 0, \quad t = 3, ... T.$$ (6.3)

The first set (6.2) is derived from taking differences of (6.1), and uses the lagged values of $y_{it}$ as instruments. The second set (6.3) is derived from the initial conditions on DGP and mitigates the weak instruments problem from using only the lagged values. Blundell and Bond (1998) suggest to use the system-GMM estimator based on the two sets of moment conditions. The number of moment conditions is $(T + 1)(T - 2)/2$.

Four DGP’s are considered: two correctly specified and two misspecified models. For each of the DGP’s, $T = 4, 6$ and $n = 100, 200$ are considered. To minimize the effect of the initial condition, I generate 100+$T$ time periods and use the last $T$ periods for estimation. In Tables 1-4, “Boot” and “Asymp” mean the bootstrap CI and the asymptotic CI, respectively. The third column shows on which estimator the CI is based. GMM denotes the two-step GMM based on the system moment conditions. The fourth column shows which standard error is used: “C” denotes the conventional standard error and “MR” denotes the misspecification-robust one. The fifth column shows how the bootstrap
is implemented for the bootstrap CI’s: “L” denotes the misspecification-robust bootstrap proposed in this paper and in Lee (2014), “HH” denotes the recentering method of Hall and Horowitz (1996), and “BN” denotes the efficient bootstrapping of Brown and Newey (2002). The columns under “CI” show the coverage probabilities. The column under “J test” shows the rejection probabilities of the overidentification tests: the Hall-Horowitz bootstrap J test, the asymptotic J test, the likelihood-ratio tests based on EL, ET, and ETEL, are presented.

In sum, eight bootstrap CI’s and eight asymptotic CI’s are compared. Boot-GMM-C-HH serves as a benchmark, as its properties have been relatively well investigated. Boot-GMM-MR-L is suggested by Lee (2014). The theoretical advantage of Boot-EL-MR-L is established in this paper. Boot-EL-MR-BN uses the EL probabilities in resampling. This paper does not establish asymptotic refinements for this CI and the efficient resampling method (BN) is not robust to misspecification as is discussed in Section 2. However, its performance is worth attention and the efficient resampling may be modified using shrinkage to make the CI robust to misspecification. CI’s based on ET and ETEL are defined similarly. Note that CI’s using the conventional standard error (C), either bootstrap or asymptotic, are not robust to misspecification.

The DGP for a correctly specified model is identical to that of Bond and Windmeijer (2005). For $i = 1, ..., n$ and $t = 1, ..., T$,

DGP C-1: \[ y_{it} = \rho_0 y_{i,t-1} + \eta_i + \nu_{it}, \]
\[ \eta_i \sim N(0, 1); \nu_{it} \sim \frac{\chi^2_1 - 1}{\sqrt{2}}, \]
\[ y_{i1} = \frac{\eta_i}{1 - \rho_0} + u_{i1}; u_{i1} \sim N\left(0, \frac{1}{1 - \rho_0^2}\right). \]

Since the bootstrap does not solve weak instruments (Hall and Horowitz, 1996), I let $\rho_0 = 0.4$ so that the performance of the bootstrap is not affected by the problem. The simulation result is given in Table 1. First of all, the bootstrap CI’s show significant improvement over the asymptotic CI’s across all the cases considered. Second, similar to the result of Bond and Windmeijer (2005), the bootstrap CI’s coverage probabilities tend to be too high for
$T = 6$. This over-coverage problem becomes less severe as the sample size increases, especially for those based on EL, ET, and ETEL. Interestingly, efficient resampling (BN) seems to mitigate this problem. Third, the asymptotic CIs using the robust standard error (MR) work better than the ones using the usual standard error (C). This result is surprising given that the model is correctly specified. One reason is that both standard errors underestimate the standard deviation of the estimator while the robust standard error is relatively large in this case. For example, when $T = 6$ and $n = 100$, the difference in the coverage probabilities between Asymp-ET-C and Asymp-ET-MR is quite large. The unreported standard deviation of the ET estimator is .085, while the mean of the robust and the conventional standard errors are .059 and .047, respectively. Finally, the overidentification tests except for the asymptotic J test show severe size distortion, especially when $T = 6$.

Next a heteroskedastic error term across individuals is considered. The DGP is

**DGP C-2:**

\[
y_{it} = \rho_0 y_{i,t-1} + \eta_i + \nu_{it},
\]
\[
\eta_i \sim N(0, 1); \nu_{it} \sim N(0, \sigma_i^2); \sigma_i^2 \sim U[0.218],
\]
\[
y_{i1} = \frac{\eta_i}{1 - \rho_0} + u_{i1}; u_{i1} \sim N \left(0, \frac{\sigma_i^2}{1 - \rho_0^2}\right).
\]

The result is given in Table 2. The findings are similar to that of Table 1, except that the over-coverage problem of the bootstrap CIs based on GEL estimators improves more quickly as the sample size grows.

To allow misspecification, suppose that the DGP follows an AR(2) process while the model is based on the AR(1) specification, (6.1). For $i = 1, \ldots, n$ and $t = 1, \ldots T$,

**DGP M-1:**

\[
y_{it} = \rho_1 y_{i,t-1} + \rho_2 y_{i,t-2} + \eta_i + \nu_{it},
\]
\[
\eta_i \sim \text{tr} N(0, 1); \nu_{it} \sim \frac{\text{tr} \chi^2_1 - 1}{\sqrt{2}},
\]
\[
y_{i1} = \frac{\eta_i}{1 - \rho_1 - \rho_2} + u_{i1}; u_{i1} \sim \sqrt{\frac{1 - \rho_2}{(1 + \rho_2)[(1 - \rho_2)^2 - \rho_1^2]} \cdot \text{tr} N(0, 1)},
\]

where $\text{tr} N(0, 1)$ and $\text{tr} \chi^2_1$ are truncated standard normal between -4 and 4, and truncated
chi-square distribution with 1 degrees of freedom between 0 and 16, respectively. The truncated distributions are used to satisfy the UBC (3.6). DGP M-2 is identical to DGP M-1 except that $\nu_{it}$ is truncated log normal distribution between $-\sqrt{e}$ and $e^{3.5}$ with mean zero.

If the model is misspecified, then there is no true parameter that satisfies the moment conditions simultaneously. It is important to understand what is identified and estimated under misspecification. The moment conditions (6.2) and (6.3) impose

$$\frac{E[y_{i1}\Delta y_{it}]}{E[y_{i1}\Delta y_{i(t-1)}]} = \cdots = \frac{E[y_{i(t-3)}\Delta y_{it}]}{E[y_{i(t-3)}\Delta y_{i(t-1)}]} = \frac{E[y_{i(t-2)}\Delta y_{it}]}{E[y_{i(t-2)}\Delta y_{i(t-1)}]} = \frac{E[\Delta y_{i(t-1)}y_{it}]}{E[\Delta y_{i(t-1)}y_{i(t-1)}]}$$

(6.4)

for $t = 3, \ldots, T$. Under correct specification, the restriction (6.4) holds and a unique parameter is identified. However, each of the ratios identifies different parameters under misspecification, and the probability limits of GMM and GEL estimators are weighted averages of the parameters. For example, when $T = 4$, we have five moment conditions. Four of them identify $\rho_{T4}^a \equiv \rho_1 - \rho_2$ and the other identify $\rho_{T4}^b \equiv \rho_1 + \frac{\rho_2}{\rho_1 - \rho_2}$. Thus, the pseudo-true value $\rho_0$ is defined as $\rho_0 = w\rho_{T4}^a + (1 - w)\rho_{T4}^b$ where $w$ is between 0 and 1. Similarly, the pseudo-true value when $T = 6$ is a weighted average of four different parameters. Since GMM and GEL use different weights, the pseudo-true values would be different. If $\rho_2 = 0$, then the pseudo-true values coincide with $\rho_1$, the AR(1) coefficient. Thus, $\rho_0$ captures the deviation from the AR(1) model. If $|\rho_2|$ is relatively small, then $\rho_0$ would not be much different from $\rho_1$, while there is an advantage of using a parsimonious model. If one accepts the possibility of misspecification and decides to proceed with the pseudo-true value, then GEL pseudo-true values have better interpretation than GMM ones because GEL weights are implicitly calculated according to a well-defined distance measure while GMM weights depend on the choice of a weight matrix by a researcher.

Tables 3-4 show the CI coverage probabilities under DGP M-1 and M-2, respectively. I set $\rho_1 = 0.6$ and $\rho_2 = 0.2$. The pseudo-true values are calculated using the sample size of $n = 30,000$ for $T = 4$ and $n = 20,000$ for $T = 6$. It is clearly seen that the bootstrap CI’s

\textsuperscript{9}The two-step GMM and GEL pseudo-values are not that different. They are around 0.4 when $T = 4$.\end{footnote}
outperform the asymptotic CI’s. In particular, the performances of Boot-EL-MR-L, Boot-ET-MR-L, and Boot-ETEL-MR-L CI’s are excellent for $T = 4$. When $T = 6$, these CI’s exhibit slight over-coverage but less severe than Boot-GMM-MR-L.\footnote{Observing that the over-coverage problem of the bootstrap CI’s becomes severe as $T$ gets larger, I conjecture that this problem is related to the estimation of the misspecification-robust variance matrix because the dimension of the matrix increases along with $T$.} The bootstrap CI’s using the efficient resampling (BN) show some improvement on the over-coverage problem, but they are not robust to misspecification. Indeed, their coverage probabilities deviate from the nominal ones as the sample size grows in DGP M-2. One may wonder why the HH bootstrap CI works quite well under misspecification even though the CI is not robust to misspecification. This is spurious and cannot be generalized. In this case, the conventional standard error is considerably smaller than the robust standard error, while the HH bootstrap critical value is much larger than the asymptotic one, which offsets the smaller standard error. Lee (2014) reports that the performance of the HH bootstrap CI under misspecification is much worse than that of the MR bootstrap CI. In addition, the HH bootstrap J test shows very low power relative to the asymptotic tests. Among the asymptotic CI’s, those based on GEL estimators and the robust standard errors (MR) show better performances.

Finally, Table 5 compares the width of the bootstrap CI’s under different DGP’s. Since this paper establishes asymptotic refinements in the size and coverage errors, the width of CI’s is not directly related to the main result. Nevertheless, the table clearly demonstrates a reason to consider GEL as an alternative to GMM, especially when misspecification is suspected. Under correct specification (C-1 and C-2), all the bootstrap CI’s have similar width. This conclusion changes dramatically under misspecification (M-1 and M-2). Among robust CI’s, (Boot-)GMM-MR-L is much wider than those based on GEL. For example, when $T = 4$ and $n = 200$ in DGP M-1, the width of the (Boot-)GMM-MR-L 95% CI is 2.418, while that of (Boot-)ETEL-MR-L 95% CI is only .880. The main reason is that the GEL standard errors are smaller than the GMM ones under misspecification, at least for the considered DGP’s. The bootstrap CI’s using the efficient resampling (BN) are generally and around 0.5 when $T = 6$. 
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narrower than those using the iid resampling. This suggests that the GEL probabilities with appropriate shrinkage may be used to shorten CI’s under misspecification.

The findings of Monte Carlo experiments can be summarized as follows. First, the misspecification-robust bootstrap CI’s based on GEL estimators are generally more accurate than other bootstrap and asymptotic CI’s regardless of misspecification. Not surprisingly, the coverage of non-robust CI’s are very poor under misspecification. Second, the GEL-based bootstrap CI’s improve on the severe over-coverage of the GMM-based bootstrap CI’s, which is also a concern of Bond and Windmeijer (2005). Lastly, it is recommended to use the misspecification-robust variance estimator in constructing $t$ statistics and CI’s regardless of whether the model is correctly specified or not, because the coverage of the misspecification-robust CI’s tends to be more accurate even under correct specification.

### 7 Application: Returns to Schooling

Hellerstein and Imbens (1999) estimate the Mincer equation by weighted least squares, where the weights are calculated using EL. The equation of interest is

$$
\log(wage_i) = \beta_0 + \beta_1 \cdot \text{education}_i + \beta_2 \cdot \text{experience}_i + \beta_3 \cdot \text{experience}_i^2 + \beta_4 \cdot \text{IQ}_i + \beta_5 \cdot \text{KWW}_i + \epsilon_i,
$$

(7.1)

where KWW denotes Knowledge of the World of Work, an ability test score. Since the National Longitudinal Survey Young Men’s Cohort (NLS) dataset reports both ability test scores and schooling, the equation (7.1) can be estimated by OLS. However, the NLS sample size is relatively small, and it may not correctly represent the whole population. In contrast, the Census data is a very large dataset which is considered as the whole population, but we cannot directly estimate the equation (7.1) using the Census because it does not contain ability measures. Hellerstein and Imbens calculate weights by matching the Census and the NLS moments and use the weights to estimate the equation (7.1) by the least squares. This method can be used to reduce the standard errors or change the estimand toward more
Let \( y_i \equiv \log(\text{wage}_i) \) and \( x_i \) be the regressors on the right-hand-side of (7.1). The Hellerstein-Imbens weighted least squares can be viewed as a special case of the EL estimator using the following moment condition:

\[
E_s g_i(\beta_0) = 0,
\]

(7.2)

where \( E_s[\cdot] \) is the expectation over a probability density function \( f_s(y_i, x_i) \), which is labeled the sampled population. The moment function \( g_i(\beta) \) is

\[
g_i(\beta) = \begin{pmatrix} x_i(y_i - x_i'\beta) \\ m(y_i, x_i) - E_t m(y_i, x_i) \end{pmatrix},
\]

(7.3)

where \( \beta \) is a parameter vector, \( m(y_i, x_i) \) is a 13 \( \times \) 1 vector, and \( E_t[\cdot] \) is the expectation over a probability density function \( f_t(y_i, x_i) \), labeled the target population. The first set of the moment condition is the FOC of OLS and the second set matches the sample (NLS) moments with the known population (Census) moments. In particular, the thirteen moments consisting of first, second, and cross moments of \( \log(\text{wage}) \), education, experience, and experience squared are matched. If the sampled population is identical to the target population, i.e., the NLS sample is randomly drawn from the Census distribution, the moment condition model is correctly specified and (7.2) holds. Otherwise, the model is misspecified and there is no such \( \beta \) that satisfies (7.2). In this case, the probability limit of the EL estimator solves the FOC of OLS with respect to an artificial population that minimizes a distance between the sampled and the target populations. This pseudo-true value is an interesting estimand because we are ultimately interested in the parameters of the target population, rather than the sampled population.

Table 6 shows the estimation result of OLS, two-step GMM, EL, ET, and ETEL estimators. Without the Census moments, the equation (7.1) is estimated by OLS and the estimate of the returns to schooling is 0.054 with the standard error of 0.010. By using the
Census moments, the coefficients estimates and the standard errors change. The two-step GMM estimator is calculated using the OLS estimator as a preliminary estimator, and it serves as a benchmark. EL, ET, and ETEL produce higher point estimates and smaller standard errors than those of OLS. Since the J-test rejects the null hypothesis of correct specification for all of the estimators using the Census moments, it is likely that the target population differs from the sampled population. If this is the case, then the conventional standard errors are no longer valid, and the misspecification-robust standard errors should be used. The misspecification-robust standard errors, $s.e_{MR}$, of EL, ET, and ETEL are slightly larger than the usual standard errors assuming correct specification, $s.e_C$, but still smaller than the standard errors of OLS. In contrast, $s.e_{MR}$ of GMM is much larger than $s.e_C$, which is consistent with the simulation result given in Section 6.

Table 7 shows the lower and upper bounds of CI’s based on various estimators and their respective width. The width of the GMM based CI’s are wider than those based on GEL estimators. Among the GEL estimators, the ET estimator has the widest CI, while the EL estimator has the narrowest. The asymptotic CI’s are narrower than the bootstrap CI’s, but this is likely to cause under-coverage given the simulation result in Section 6. The upper bounds of the bootstrap CI’s range from 9.6% to 11.5%, which are higher than those of the asymptotic CI’s. I also present a nonparametric kernel estimate of the bootstrap distribution of the $t$ statistics based on GMM, EL, ET, and ETEL estimators in Figure 1. The distributions are skewed to the left, which implies the presence of a downward bias. Overall, the estimation of (7.1) using GEL estimators and the resulting bootstrap CI’s suggest that the returns to schooling is likely to be higher than originally estimated by Hellerstein and Imbens.

8 Conclusion

GEL estimators are favorable alternatives to GMM. Although asymptotic refinements of the bootstrap for GMM have been established, the same for GEL have not been done yet. In addition, the current literature on bootstrapping does not consider model misspecification
that adversely affects the refinement and validity of the bootstrap. This paper formally established asymptotic refinements of the bootstrap for $t$ and Wald tests, and CI’s and confidence regions based on GEL estimators. Moreover, the proposed bootstrap is robust to misspecification, which means the refinements are not affected by model misspecification. Simulation results did support this finding. As an application, the returns to schooling was estimated by extending the method of Hellerstein and Imbens (1999). The exercise found that the estimates of Hellerstein and Imbens were robust across different GEL estimators, and the returns to schooling could be even higher.
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A Appendix: Lemmas and Proofs

A.1 Proof of Proposition 1

proof. The proof is similar to that of Theorem 10 of Schennach (2007), and thus omitted.

A.2 Lemmas

The lemmas and proofs extensively rely on Hall and Horowitz (1996), Andrews (2002), and Schennach (2007). For brevity, Hall and Horowitz (1996) is abbreviated to HH, Andrews (2002) to A2002, and Schennach (2007) to S2007. In particular, I use Lemmas 1, 2, 6, and 7 of A2002 with minor modifications for a nonparametric iid bootstrap. They are denoted by AL1, AL2, AL6, and AL7, respectively. Such modifications are justified by Lemma 1 of Lee (2014), which holds under our Assumptions 1-3. In addition, Lemma 5 of A2002 is
Lemma 1 shows the uniform convergence of the so-called inner loop and the objective function in $\theta$. Since ET and ETEL solve the same inner loop optimization problem, we let $\rho(\nu) = 1 - e^{-\nu}$ for ETEL in the next lemma. Define $\hat{\lambda}(\theta) = \arg\max_{\lambda \in \mathbb{R}^{L_\theta}} n^{-1} \sum_{i=1}^{n} \rho(\lambda' g_i(\theta))$ and $\lambda_0(\theta) = \arg\max_{\lambda \in \mathbb{R}^{L_\theta}} E\rho(\lambda' g_i(\theta))$. Such solutions exist and are continuously differentiable around a neighborhood of $\hat{\theta}$ and $\theta_0$, respectively, by the implicit function theorem (Newey and Smith, 2004, proof of Theorem 2.1).

**Lemma 1.** Suppose Assumptions 1-3 hold with $q_1 \geq 2$ and $q_1 > 2a$ for some $a \geq 0$. Then, for all $\varepsilon > 0$,

(a) $\lim_{n \to \infty} n^a P \left( \sup_{\theta \in \Theta} \left\| \hat{\lambda}(\theta) - \lambda_0(\theta) \right\| > \varepsilon \right) = 0,$

(b) $\lim_{n \to \infty} n^a P \left( \sup_{\theta \in \Theta} \left| n^{-1} \sum_{i=1}^{n} \left( \rho(\hat{\lambda}(\theta)' g_i(\theta)) - E\rho(\lambda_0(\theta)' g_i(\theta)) \right) \right| > \varepsilon \right) = 0.$

**Proof.** The proof is similar to those of Lemma 2 of HH and Theorem 10 of S2007. First, we need to show

$$\lim_{n \to \infty} n^a P \left( \sup_{\theta \in \Theta} \left| n^{-1} \sum_{i=1}^{n} \left( \rho(\hat{\lambda}(\theta)' g_i(\theta)) - E\rho(\lambda_0(\theta)' g_i(\theta)) \right) \right| > \varepsilon \right) = 0. \quad (A.1)$$

This is proved by the proof of Lemma 2 of HH with $\rho(\lambda' g_i(\theta))$ in place of their $G(x, \theta)$, except that we use AL1(a) instead of Lemma 1 of HH. In particular, we apply AL1(a) with $c = 0$ and $h(X_i) = C_\rho(X_i) - EC_\rho(X_i)$ or $h(X_i) = \rho(\lambda_j g_i(\theta_j)) - E\rho(\lambda_j g_i(\theta_j))$ for any $\lambda_j \in \Lambda(\theta_j)$ and any $\theta_j \in \Theta$. Since a zero vector is in $\Lambda(\theta)$, $\Theta$ and $\Lambda(\theta)$ are compacts, and $\rho(0) = 0$, Assumption 2(d) implies that $E|\rho(\lambda' g_i(\theta))|^{q_1} < \infty$ for all $\lambda \in \Lambda(\theta)$ and all $\theta \in \Theta$. Thus, the conditions for AL1(a) is satisfied by letting $p = q_1$ and Assumption 2(d).

Next, we show

$$\lim_{n \to \infty} n^a P \left( \sup_{\theta \in \Theta} \left\| \tilde{\lambda}(\theta) - \lambda_0(\theta) \right\| > \varepsilon \right) = 0, \quad (A.2)$$

where $\tilde{\lambda}(\theta) = \arg\max_{\lambda \in \Lambda(\theta)} n^{-1} \sum_{i=1}^{n} \rho(\lambda' g_i(\theta))$. This is proved by using Step 1 of the
proof of Theorem 10 of S2007 and (A.1). Then, the present lemma (a) is proved by a similar argument with the proof of Theorem 2.7 of Newey and McFadden (1994) using the concavity of \(n^{-1} \sum_{i=1}^{n} \rho(\lambda' g_i(\theta))\) in \(\lambda\) for any \(\theta\).

Finally, the present lemma (b) can be shown as follows. By the triangle inequality, combining the following results proves the desired result.

\[
\lim_{n \to \infty} n^a P \left( \sup_{\theta \in \Theta} \left| n^{-1} \sum_{i=1}^{n} \rho(\hat{\lambda}(\theta)' g_i(\theta)) - n^{-1} \sum_{i=1}^{n} \rho(\lambda_0(\theta)' g_i(\theta)) \right| > \varepsilon \right) = 0, \tag{A.3}
\]

\[
\lim_{n \to \infty} n^a P \left( \sup_{\theta \in \Theta} \left| n^{-1} \sum_{i=1}^{n} \rho(\lambda_0(\theta)' g_i(\theta)) - E \rho(\lambda_0(\theta)' g_i(\theta)) \right| > \varepsilon \right) = 0. \tag{A.4}
\]

By Assumption 2(d), (A.3) follows from the present lemma (a) and AL1(b). Since \(\lambda_0(\theta) \in \text{int}(\Lambda(\theta))\), (A.4) follows from (A.1). \(Q.E.D.\)

Let \(\tau_0 \equiv \mathbb{E} \lambda_0^T g_0(\theta_0)\) and \(\kappa_0 \equiv - (\mathbb{E} \lambda_0^T g_0(\theta_0) g_0(\theta_0)' - \tau_0) E g_0(\theta_0)\) for ETEL. Let \(g\) and \(G^{(j)}\) be an element of \(g_i(\theta)\) and \(G_i^{(j)}(\theta)\), respectively, for \(j = 1, \ldots, d + 1\). In addition, let \(g^k\) be a multiplication of any \(k\)-combination of elements of \(g_i(\theta)\). For instance, if \(g_i(\theta) = (g_{i,1}(\theta), g_{i,2}(\theta))'\), a \(2 \times 1\) vector, then \(g^2 = (g_{i,1}(\theta))^2, g_{i,1}(\theta)g_{i,2}(\theta), \text{ or } (g_{i,2}(\theta))^2\). \(G^{(j)k}\) is defined analogously.

**Lemma 2.** Suppose Assumptions 1-3 hold with \(q_1 \geq 2, q_1 > 2a, \text{ and } q_2 > \max \left\{ 2, \frac{2a}{1 - 2c} \right\} \) for some \(c \in [0, 1/2)\) and some \(a \geq 0\). Then,

\[
\lim_{n \to \infty} n^a P \left( \| \hat{\beta} - \beta_0 \| > n^{-c} \right) = 0,
\]

where \(\hat{\beta} = (\hat{\theta}', \hat{\lambda}')'\) and \(\beta_0 = (\theta_0', \lambda_0')'\) for EL and ET, and \(\hat{\beta} = (\hat{\theta}', \hat{\lambda}', \hat{\kappa}', \hat{\tau}')'\) and \(\beta_0 = (\theta_0', \lambda_0', \kappa_0', \tau_0)'\) for ETEL.

**Proof.** We first show for any \(\varepsilon > 0\),

\[
\lim_{n \to \infty} n^a P \left( \| \hat{\beta} - \beta_0 \| > \varepsilon \right) = 0. \tag{A.5}
\]
First, consider EL or ET. Since \( \rho(\lambda_0(\theta)g_i(\theta)) \) is continuous in \( \theta \) and uniquely minimized at \( \theta_0 \in \text{int}(\Theta) \), standard consistency arguments using Lemma 1(b) show that

\[
\lim_{n \to \infty} n^a P \left( \|\hat{\theta} - \theta_0\| > \varepsilon \right) = 0. \tag{A.6}
\]

Write \( \hat{\lambda} \equiv \hat{\lambda}(\hat{\theta}) \) and \( \lambda_0 \equiv \lambda_0(\theta_0) \). By Lemma 1(a), (A.6), and the implicit function theorem that \( \lambda_0(\theta) \) is continuous in a neighborhood of \( \theta_0 \), it follows

\[
\lim_{n \to \infty} n^a P \left( \|\hat{\lambda} - \lambda_0\| > \varepsilon \right) = 0. \tag{A.7}
\]

This proves (A.5) for EL and ET. For ETEL, (A.6) and (A.7) can be shown by Step 2 of the proof of Theorem 10 of S2007 by applying AL1, AL2, and Lemma 1. Since we have introduced auxiliary parameters \( (\kappa, \tau) \) for ETEL, we need to prove consistency of \( (\hat{\kappa}, \hat{\tau}) \) as well. The proof is straightforward because they are continuous functions of \( \hat{\lambda} \) and \( \hat{g}_i \). We apply (A.6), (A.7), AL1, the triangle inequality, the Schwarz matrix inequality, Hölder’s inequality, and Assumptions 2(c) and 3(d). Note that Assumption 3(d) implies \( Ee^{q_2 \lambda_0(\theta_0)g_i(\theta_0)} < \infty \) for \( q_2 > \max\{2, 2a\} \), because (i) a zero vector is in \( \Lambda(\theta) \), (ii) \( \Theta \) and \( \Lambda(\theta) \) are compacts, and (iii) \( \rho(0) = 0 \).

Since we have established consistency of \( \hat{\beta} \) for \( \beta_0 \), we now show the present lemma. The proof is similar to that of Lemma 3 of A2002 and Step 3 of the proof of Theorem 10 of S2007. Since \( \hat{\beta} \) is in the interior of the compact sets with probability \( 1 - o(n^{-a}) \), \( \hat{\beta} \) is the solution to \( n^{-1} \sum_{i=1}^n \psi(X_i, \hat{\beta}) = 0 \) with probability \( 1 - o(n^{-a}) \). By the mean value expansion of \( n^{-1} \sum_{i=1}^n \psi(X_i, \hat{\beta}) = 0 \) around \( \beta_0 \),

\[
\hat{\beta} - \beta_0 = - \left( n^{-1} \sum_{i=1}^n \frac{\partial \psi(X_i, \hat{\beta})}{\partial \beta'} \right)^{-1} n^{-1} \sum_{i=1}^n \psi(X_i, \beta_0), \tag{A.8}
\]

with probability \( 1 - o(n^{-a}) \), where \( \tilde{\beta} \) lies between \( \hat{\beta} \) and \( \beta_0 \) and may differ across rows. The
lemma follows from
\[
\lim_{n \to \infty} n^a P \left( \left\| n^{-1} \sum_{i=1}^n \frac{\partial \psi(X_i, \beta)}{\partial \beta'} - n^{-1} \sum_{i=1}^n \frac{\partial \psi(X_i, \beta_0)}{\partial \beta'} \right\| > \varepsilon \right) = 0, \quad (A.9)
\]
\[
\lim_{n \to \infty} n^a P \left( \left\| n^{-1} \sum_{i=1}^n \frac{\partial \psi(X_i, \beta_0)}{\partial \beta'} - E \frac{\partial \psi(X_i, \beta_0)}{\partial \beta'} \right\| > \varepsilon \right) = 0, \quad (A.10)
\]
\[
\lim_{n \to \infty} n^a P \left( \left\| n^{-1} \sum_{i=1}^n \psi(X_i, \beta_0) \right\| > n^{-c} \right) = 0. \quad (A.11)
\]

First, to show (A.9), observe that the elements of \((\partial/\partial \beta')\psi(X_i, \beta)\) have the form
\[
\alpha \cdot \rho_j^{k_p}(\lambda'g_i) \cdot g^{k_0} \cdot G^{k_1} \cdot G^{(2)k_2}, \quad j = 1, 2, \quad (A.12)
\]
where \(\alpha\) denotes products of components of \(\beta, \) \(k_p = 1, k_0 \leq 2, k_1 \leq 2,\) and \(k_2 \leq 1\) for EL and ET. For ETEL, we replace \(\rho_j^{k_p}(\lambda'g_i)\) with \(e^{k_p\lambda^*g_i0}\), where \(k_p = 0, 1, k_0 \leq 3, k_1 \leq 2,\) and \(k_2 \leq 1.\) For each element, we apply the triangle inequality, (A.5), and AL1(b) multiple times. The condition of AL1(b) is satisfied by Assumptions 2-3, Hölder’s inequality, and letting \(p = q_2.\) This proves (A.9). The second result (A.10) can be shown analogously by using AL1(a) with \(c = 0\) and \(h(X_i) = (\partial/\partial \beta')\psi(X_i, \beta_0) - E(\partial/\partial \beta')\psi(X_i, \beta_0).\) The last result (A.11) holds by AL1(a) with \(h(X_i) = \psi(X_i, \beta_0).\) For example, \(e^{\lambda^*g_i0}g_i0\) is an element of \(\psi(X_i, \beta_0),\) and it needs to satisfy the condition of AL1(a) with \(h(X_i) = e^{\lambda^*g_i0}g_i0.\) By using Hölder’s inequality,
\[
Ee^{p\lambda^*g_i0}(X_i)||g_i0||^p \leq \left( Ee^{p(1+\epsilon)\lambda^*g_i0} \right)^{\frac{1}{1+\epsilon}} \cdot \left( E||g_i0||^{p(1+\epsilon)^{-1}} \right)^{\frac{1}{1+\epsilon}}, \quad (A.13)
\]
for any \(0 < \epsilon < \infty.\) Since Assumption 2(c) holds for all \(0 < q_g < \infty,\) given \(a\) and \(c,\) we can take small enough \(\epsilon\) so that \(p = q_2 > \max\{2, \frac{2a}{1-2c}\}\) implies that (A.13) is finite by Assumption 3(d). Other elements of \(\psi(X_i, \beta_0)\) can be shown similarly. \(Q.E.D.\)

Write \(g_i^* (\theta) = g(X_i^*, \theta)\) and \(\hat{g}_i^* = g^*(\hat{\theta}^*).\) Define \(\hat{\lambda}^*(\theta) = \arg \max_{\lambda \in \mathbb{R}^{q_g}} n^{-1} \sum_{i=1}^n \rho(\lambda'g_i^*(\theta))\) and write \(\hat{\lambda}^* \equiv \hat{\lambda}^*(\hat{\theta}^*).\) Let \(\rho(\nu) = 1 - e^\nu\) for ETEL in the next lemma.
Lemma 3. Suppose Assumptions 1-3 hold with $q_1 \geq 2$ and $q_1 > 4a$ for some $a \geq 0$. Then, for all $\varepsilon > 0$,

\[(a) \quad \lim_{n \to \infty} n^a P \left( P^* \left( \sup_{\hat{\lambda} \in \Theta} \left\| \hat{\lambda}^* - \hat{\lambda}(\theta) \right\| > \varepsilon \right) > n^{-a} \right) = 0, \]

\[(b) \quad \lim_{n \to \infty} n^a P \left( P^* \left( \sup_{\hat{\lambda} \in \Theta} \left\| \hat{\lambda}^* - \hat{\lambda}(\theta) \right\| > \varepsilon \right) > n^{-a} \right) = 0. \]

Proof. We first show

\[
\lim_{n \to \infty} n^a P \left( P^* \left( \sup_{\hat{\lambda} \in \Theta} \left\| \hat{\lambda}^* - \hat{\lambda}(\theta) \right\| > \varepsilon \right) > n^{-a} \right) = 0. \quad \text{(A.14)}
\]

We use the proof of Lemma 8 of HH using AL6(a) with $c = 0$. Since $n^{-1} \sum_{i=1}^n \rho(\lambda' g_i(\theta)) = E^* \rho(\lambda' g_i^*(\theta))$, we apply AL6(a) with $h(X_i) = \rho(\lambda_j' g_i(\theta_j)) - E(\rho(\lambda_j' g_i(\theta)))$ for any $\lambda_j \in \Lambda(\theta_j)$ and $\theta_j \in \Theta$ or $h(X_i) = C(\rho(X_i)) - EC(\rho(X_i))$. By Minkowski inequality, it suffices to show $E|\rho(\lambda_j' g_i(\theta_j))|^p < \infty$ and $EC^p(\rho(X_i)) < \infty$ for $p \geq 2$ and $p > 4a$. This holds by letting $p = q_1$.

Next, we show

\[
\lim_{n \to \infty} n^a P \left( P^* \left( \sup_{\hat{\lambda} \in \Theta} \left\| \hat{\lambda}^* - \hat{\lambda}(\theta) \right\| > \varepsilon \right) > n^{-a} \right) = 0, \quad \text{(A.15)}
\]

where $\hat{\lambda}^*(\theta) = \arg \max_{\lambda \in \Lambda(\theta)} n^{-1} \sum_{i=1}^n \rho(\lambda' g_i^*(\theta))$. We claim that for a given $\varepsilon > 0$, there exists $\eta > 0$ independent of $n$ such that for any $\theta \in \Theta$ and any $\lambda \in \Lambda(\theta)$, $\| \lambda - \hat{\lambda}(\theta) \| > \varepsilon$ implies that $n^{-1} \sum_{i} \rho(\lambda g_i(\theta)) - n^{-1} \sum_{i} \rho(\lambda g_i^*(\theta)) \geq \eta > 0$ with probability $1 - o(n^{-a})$.

This claim can be shown by similar arguments with the proof of Lemma 9 of A2002. For any $\theta \in \Theta$ and any $\lambda \in \Lambda(\theta)$, whenever $\| \lambda - \hat{\lambda}(\theta) \| > \varepsilon$, $\| \lambda - \lambda_0(\theta) \| > \varepsilon/2$ with probability $1 - o(n^{-a})$ by the triangle inequality and Lemma 1. Since, for a given $\theta$, $E(\rho(\lambda' g_i(\theta)))$ is uniquely maximized at $\lambda_0(\theta)$ and continuous on $\Lambda(\theta)$, $\| \lambda - \lambda_0(\theta) \| > \varepsilon/2$ implies that there exists $\eta(\theta) > 0$ such that

\[
\eta(\theta) \leq E(\rho(\lambda_0(\theta)' g_i(\theta))) - E(\rho(\lambda' g_i(\theta))) \quad \text{(A.16)}
\]
\[
\leq n^{-1} \sum_{i} (\rho(\hat{\lambda}(\theta)'g_i(\theta)) - \rho(\lambda'g_i(\theta))) + 2 \sup_{\theta \in \Theta} \sup_{\lambda \in \Lambda(\theta)} n^{-1} \sum_{i} \rho(\lambda'g_i(\theta)) - E \rho(\lambda'g_i(\theta)).
\]

Since (A.1) holds for all \(\varepsilon\) and \(\Theta\) is a compact set, letting \(\varepsilon = \eta(\theta)/3\) in (A.1) and \(\eta = \inf_{\theta} \eta(\theta)\) proves the claim. Then, we have

\[
P(P^*(\sup_{\theta \in \Theta} \|\hat{\lambda}^*(\theta) - \hat{\lambda}(\theta)\| > \varepsilon) > n^{-a})
\]

(A.17)

\[
\leq P \left( P^* \left( \sup_{\theta \in \Theta} \left| n^{-1} \sum_{i} (\rho(\hat{\lambda}(\theta)'g_i(\theta)) - \rho(\hat{\lambda}^*(\theta)'g_i(\theta))) \right| > \eta \right) > n^{-a} \right)
\]

\[
\leq P \left( P^* \left( \sup_{\theta \in \Theta} \sup_{\lambda \in \Lambda(\theta)} \left| n^{-1} \sum_{i} (\rho(\lambda'g_i^*(\theta)) - \rho(\lambda'g_i(\theta))) \right| > \eta/2 \right) > n^{-a} \right) = o(n^{-a}).
\]

The second inequality holds by adding and subtracting \(n^{-1} \sum_i \rho(\lambda(\theta)'g_i^*(\theta))\), and using the definition of \(\hat{\lambda}^*(\theta)\). The last equality follows by (A.14). The present lemma (a) can be obtained by replacing \(\hat{\lambda}^*(\theta)\) and \(\hat{\lambda}(\theta)\) with \(\tilde{\lambda}^*(\theta)\) and \(\tilde{\lambda}(\theta)\), respectively. Since \(n^{-1} \sum_i \rho(\lambda'g_i(\theta))\) and \(n^{-1} \sum_i \rho(\lambda'g_i^*(\theta))\) are concave in \(\lambda\) for any \(\theta\), as long as \(\tilde{\lambda}(\theta)\) and \(\tilde{\lambda}^*(\theta)\) are in the interior of \(\Lambda(\theta)\), they are maximizers on \(\mathbb{R}^L\) by Theorem 2.7 of Newey and McFadden (1994). But by Assumption 2, \(\tilde{\lambda}(\theta) \in \text{int}(\Lambda(\theta))\) with probability 1 – \(o(n^{-a})\) and \(\tilde{\lambda}^*(\theta) \in \text{int}(\Lambda(\theta))\) with \(P^*\) probability 1 – \(o(n^{-a})\) except, possibly, if \(\chi_n\) is in a set of \(P\) probability \(o(n^{-a})\).

Therefore, the present lemma (a) is proved.

Finally, the present Lemma (b) follows from the results below:

\[
\lim_{n \to \infty} n^a P \left( P^* \left( \sup_{\theta \in \Theta} \left| n^{-1} \sum_{i=1}^{n} (\rho(\hat{\lambda}^*(\theta)'g_i^*(\theta)) - \rho(\hat{\lambda}(\theta)'g_i^*(\theta))) \right| > \varepsilon \right) > n^{-a} \right) = 0, \quad (A.18)
\]

\[
\lim_{n \to \infty} n^a P \left( P^* \left( \sup_{\theta \in \Theta} \left| n^{-1} \sum_{i=1}^{n} (\rho(\hat{\lambda}(\theta)'g_i^*(\theta)) - \rho(\hat{\lambda}(\theta)'g_i(\theta))) \right| > \varepsilon \right) > n^{-a} \right) = 0. \quad (A.19)
\]

(A.18) can be shown as follows. By Assumption 2(d) and standard manipulation,

\[
P \left( P^* \left( \sup_{\theta \in \Theta} \left| n^{-1} \sum_{i=1}^{n} (\rho(\hat{\lambda}^*(\theta)'g_i^*(\theta)) - \rho(\hat{\lambda}(\theta)'g_i^*(\theta))) \right| > \varepsilon \right) > n^{-a} \right)
\]

(A.20)

\[
\leq P \left( P^* \left( n^{-1} \sum_{i} C_{\rho}(X_i^*) > \varepsilon \right) > n^{-a}/2 \right) + P \left( P^* \left( \sup_{\theta \in \Theta} \|\hat{\lambda}^*(\theta) - \hat{\lambda}(\theta)\| > 1 \right) > n^{-a}/2 \right).
\]
We apply AL6(d) with \( h(X_i) = C_\rho(X_i) \) and \( p = q_1 \) for the first term on the RHS of the above inequality, and apply the present lemma (a) for the second term to show that the RHS is \( o(n^{-a}) \). This proves (A.18). Since \( \hat{\lambda}(\theta) \in \text{int}(\Lambda(\theta)) \) with probability \( 1 - o(n^{-a}) \), (A.19) follows from (A.14).

**Q.E.D.**

**Lemma 4.** Suppose Assumptions 1-3 hold with \( q_1 \geq 2 \), \( q_1 > 4a \), and \( q_2 > \max\left\{ 2, \frac{4a}{1 - 2c} \right\} \) for some \( c \in [0, 1/2) \) and some \( a \geq 0 \). Then,

\[
\lim_{n \to \infty} n^a P \left( P^* \left( \| \hat{\beta}^* - \hat{\beta} \| > n^{-c} \right) > n^{-a} \right) = 0,
\]

where \( \hat{\beta}^* = (\hat{\theta}^*, \hat{\lambda}^*)' \) and \( \hat{\beta} = (\hat{\theta}', \hat{\lambda}') \) for EL and ET, and \( \hat{\beta}^* = (\hat{\theta}^*, \hat{\lambda}^*, \hat{\kappa}^*, \hat{\tau}^*)' \) and \( \hat{\beta} = (\hat{\theta}', \hat{\lambda}', \hat{\kappa}', \hat{\tau}') \) for ETEL.

**Proof.** The proof is analogous to that of Lemma 2 except that it involves additional steps for the bootstrap versions of the estimators. First, we show

\[
\lim_{n \to \infty} n^a P \left( P^* \left( \| \hat{\theta}^* - \hat{\theta} \| > \varepsilon \right) > n^{-a} \right) = 0.
\]

Consider EL or ET. We claim that for a given \( \varepsilon > 0 \), there exists \( \eta > 0 \) independent of \( n \) such that \( \| \theta - \hat{\theta} \| > \varepsilon \) implies that \( 0 < \eta \leq n^{-1} \sum_i \rho(\lambda^*(\theta)g_i(\theta)) - n^{-1} \sum_i \rho(\lambda^*g_i) \) with probability \( 1 - o(n^{-a}) \). This claim can be shown by a similar argument with (A.16) by using the fact that \( E\rho(\lambda^*(\theta)g_i(\theta)) \) is uniquely minimized at \( \theta_0 \) and continuous in \( \theta \), AL1(b), Lemma 1(a), (A.4), (A.6), and (A.7). Thus, we have

\[
P \left( P^* \left( \| \hat{\theta}^* - \hat{\theta} \| > \varepsilon \right) > n^{-a} \right) 
\leq P \left( P^* \left( \sup_{\theta \in \Theta} \left| \frac{1}{n} \sum_{i=1}^n \left( \rho(\lambda^*(\theta)g_i(\theta)) - \rho(\lambda^*g_i) \right) \right| > \eta/2 \right) > n^{-a} \right) = o(n^{-a}),
\]

by Lemma 3(b). To show

\[
\lim_{n \to \infty} n^a P \left( P^* \left( \| \hat{\lambda}^* - \hat{\lambda} \| > \varepsilon \right) > n^{-a} \right) = 0,
\]

(A.23)
we use the triangle inequality, (A.6), (A.22), Lemma 1(a), Lemma 3(a), and the implicit function theorem that $\lambda_0(\theta)$ is continuously differentiable around $\theta_0$. This proves (A.21) for EL or ET. For ETEL, an analogous result to Lemma 3(b),

$$
\lim_{n \to \infty} n^a P \left( P^* \left( \sup_{\theta \in \Theta} n^{-1} \sum_{i=1}^{n} \left( \hat{l}_n^*(\theta) - \hat{l}_n(\theta) \right) \right) > \varepsilon \right) > n^{-a} = 0, \quad (A.24)
$$

where

$$
\hat{l}_n^*(\theta) = \log \left( n^{-1} \sum_{i=1}^{n} e^{\lambda_i^*(\theta) (g_i^*(\theta) - \bar{g}_n^*(\theta))} \right), \quad (A.25)
$$

and $\bar{g}_n^*(\theta) = n^{-1} \sum_{i=1}^{n} g_i^*(\theta)$, can be shown by Lemma 3(a), AL6, and AL7. Then, replacing $E\rho(\lambda_0(\theta)'g_i(\theta))$ with $l_0(\theta)$ and $n^{-1} \sum_i \rho(\hat{\lambda}(\theta)'g_i(\theta))$ with $\hat{l}_n(\theta)$, and applying a similar argument with (A.16) give (A.22) and (A.23) for ETEL. For the auxiliary parameters $\kappa$ and $\tau$, the bootstrap versions of the estimators are $\hat{\kappa}^* = - (n^{-1} \sum_{i=1}^{n} e^{\hat{\lambda}_i^* (g_i^* - \bar{g}_n^*)})^{-1} \hat{\tau}_n^*$ and $\hat{\tau}^* = n^{-1} \sum_{i=1}^{n} e^{\hat{\lambda}_i^* \hat{g}_i^*}$, where $\hat{\kappa}_n^* = n^{-1} \sum_{i=1}^{n} \hat{\lambda}_i$. Since they are continuous functions of $\hat{\lambda}^*$ and $\hat{g}_i^*$, analogous results to (A.22) and (A.23) can be shown by the triangle inequality, AL6-AL7, Lemma 3, and the implicit function theorem that $\hat{\lambda}^*(\theta)$ is continuously differentiable around $\hat{\theta}^*$.

The rest of the proof to show the argument of the lemma (with $n^{-c}$ in place of $\varepsilon$) is analogous to that of Lemma 2 except that we apply AL6 instead of AL1. By Hölder’s inequality, the binding condition is $p = q_2 > \max \{2, 4a/(1 - 2c)\}$ for AL6 but this is satisfied by the assumption of the lemma.

Q.E.D.

Let $S_n$ be a vector containing the unique components of $n^{-1} \sum_{i=1}^{n} f(X_i, \beta_0)$ on the support of $X_i$, and $S = ES_n$. Similarly, let $S_n^*$ denote a vector containing the unique components of $n^{-1} \sum_{i=1}^{n} f(X_i^*, \hat{\beta})$ on the support of $X_i$, and $S^* = E S_n^*$.  

**Lemma 5.** (a) Suppose Assumptions 1-3 hold with $q_2 > \max \{4, 4a\}$ for some $a \geq 0$. Then, for all $\varepsilon > 0$,

$$
\lim_{n \to \infty} n^a P \left( \|S_n - S\| > \varepsilon \right) = 0.
$$

(b) Suppose Assumptions 1-3 hold with $q_1 \geq 2$, $q_1 > 2a$, and $q_2 > \max \{4, 8a\}$ for some
Then, for all \( \varepsilon > 0 \),

\[
\lim_{n \to \infty} n^a P \left( \| S_n^* - S^* \| > \varepsilon \right) > n^{-a} = 0.
\]

**Proof.** The present lemma (a) can be shown as follows. Let \( s_i(\beta_0) \) be the least favorable term in \( f(X_i, \beta_0) \) with respect to the value of \( q_2 \). Write \( s_i \equiv s_i(\beta_0) \). Then it suffices to show

\[
P \left( \left\| n^{-1} \sum_{i=1}^{n} s_i - E s_i \right\| > \varepsilon \right) = o(n^{-a}).
\]  

(A.26)

We apply AL1(b) with \( c = 0 \) and \( h(X_i) = s_i - E s_i \). To see what \( s_i \) is, we need to spell out the components of \( f(X_i, \beta_0) \). For EL or ET, \( f(X_i, \beta_0) \) consists of terms of the form

\[
\alpha \cdot \rho_j^k(\lambda' g_i(\theta)) \cdot g^{k_0} \cdot G^{k_1} \ldots G^{(d+1)k_{d+1}},
\]

(A.27)

where \( \alpha \) denotes products of components of \( \beta \) and and \( k_l \)'s are nonnegative integers for \( l = 0, 1, \ldots, d + 1 \). In addition, \( j = 1, \ldots, d + 1, \rho_0, k_0, k_1 \leq d + 1, k_l \leq d - l + 1 \) for \( l = 2, \ldots, d, k_{d+1} \leq 1, \) and \( \sum_{l=0}^{d+1} k_l \leq d + 1 \). For ETEL, we replace \( \rho_j^k(\lambda' g_i(\theta)) \) with \( e^{k\rho_j' \lambda' g_i(\theta)} \), where \( k_\rho = 0, 1, 2, k_0 \leq d + 3, k_l \leq d - l + 2 \) for \( l = 1, 2, \ldots, d + 1, \) and \( \sum_{l=0}^{d+1} k_l \leq d + 3 \). Since we assume that all the moments are finite for \( g_i(\theta), \forall \theta \in \Theta \) and \( G_j^{(l)}(\theta) \), \( j = 1, 2, \ldots, d + 1 \), the values of \( k_l \)'s do not impose additional restriction on \( q_G \) and \( q_g \). What matters is \( k_\rho \), which is directly related to \( q_2 \) in Assumption 3(d). Since \( k_\rho = 2 \) is the most restrictive case, it suffices to show \( EC^{(d+3)p}(X_i) C_g^{(d+3)p}(X_i) < \infty \), \( EC^{(d+3)p}(X_i) C_g^{(d+3)p}(X_i) < \infty \), \( EC^{(d+3)p}(X_i) C_g^{(d+3)p}(X_i) < \infty \), and \( EC^{(d+3)p}(X_i) C_g^{(d+3)p}(X_i) < \infty \) for AL1(b) to be applied. By Hölder’s inequality, letting \( p = q_2 > \max \{ 4, 4a \} \) satisfies these conditions.

The present lemma (b) can be shown as follows. Let \( s_i^*(\beta) \) be the least favorable term in \( f(X_i^*, \beta) \) with respect to the value of \( q_2 \) and write \( \hat{s}_i^* \equiv s_i^*(\hat{\beta}), s_i^* \equiv s_i^*(\beta_0), \) and \( \hat{s}_i \equiv s_i(\hat{\beta}) \).
It suffices to show
\[
P \left( P^* \left( \left\| n^{-1} \sum_{i=1}^{n} \hat{s}_i^* - n^{-1} \sum_{i=1}^{n} \hat{s}_i \right\| > \varepsilon \right) > n^{-a} \right) = o(n^{-a}). \tag{A.28}
\]

By the triangle inequality,
\[
\left\| n^{-1} \sum_{i=1}^{n} (\hat{s}_i^* - \hat{s}_i) \right\| \leq \left\| n^{-1} \sum_{i=1}^{n} (s_i^* - s_i) \right\| + \left\| n^{-1} \sum_{i=1}^{n} (\hat{s}_i^* - s_i^*) \right\| + \left\| n^{-1} \sum_{i=1}^{n} (\hat{s}_i - s_i) \right\|. \tag{A.29}
\]

For the first term of the RHS of (A.29), we apply Lemma AL6(a) with \( c = 0 \) and \( h(X_i) = s_i - Es_i \). By using a similar argument with the proof of (A.26), the most restrictive condition is met with \( p = q_2 > \max \{4, 8\alpha\} \). The second and the last terms are shown by combining Lemma 2 with \( c = 0 \) and the following results: For all \( \beta \in N(\beta_0) \), some neighborhood of \( \beta_0 \), there exist some functions \( C(X_i) \) and \( C^*(X_i^*) \) such that \( \|s_i(\beta) - s_i\| \leq C(X_i)\|\beta - \beta_0\| \) and \( \|s_i^*(\beta) - s_i^*\| \leq C^*(X_i^*)\|\beta - \beta_0\| \) and these functions satisfy for some \( K < \infty \), \( P(\|n^{-1} \sum_{i=1}^{n} C(X_i)\| > K) = o(n^{-a}) \) and \( P(P^*(\|n^{-1} \sum_{i=1}^{n} C^*(X_i^*)\| > K) > n^{-a}) = o(n^{-a}) \). After some tedious but straightforward calculation using the binomial theorem, the triangle inequality, and Hölder’s inequality, AL1(b) implies that the most restrictive case for the existence of such \( C(X_i) \) occurs when \( k_\rho = 2 \), which is satisfied with \( p = q_2 > \max \{4, 4\alpha\} \). Similarly, the condition of AL6(d) with \( h(X_i^*) = C^*(X_i^*) \) is satisfied with \( p = q_2 > \max \{4, 8\alpha\} \). \( Q.E.D. \)

Lemma 6 shows the sample and the bootstrap versions of \( t \) and Wald statistics are well approximated by smooth functions. Let \( H_n(\theta) = ((\partial/\partial \theta^0)\eta(\theta)\hat{\Sigma}_{MR}((\partial/\partial \theta^0)\eta(\theta))^{-1/2}n^{1/2}\eta(\theta) \) and \( H_n(\theta) = ((\partial/\partial \theta^0)\eta(\theta)\hat{\Sigma}_{MR}((\partial/\partial \theta^0)\eta(\theta))^{-1/2}n^{1/2}(\eta(\theta) - \eta(\hat{\theta})) \) so that \( W_{MR} = H_n(\hat{\theta})^tH_n(\hat{\theta}) \) and \( W_{MR} = H_n(\hat{\theta})^tH_n(\hat{\theta}) \).

**Lemma 6.** Let \( \Delta_n \) and \( \Delta_n^* \) denote \( \sqrt{n}(\hat{\theta} - \theta_0) \) and \( \sqrt{n}(\hat{\theta}^* - \hat{\theta}) \), or \( T_{MR} \) and \( T_{MR}^* \), or \( H_n(\hat{\theta}) \) and \( H_n(\hat{\theta}^*) \). For each definition of \( \Delta_n \) and \( \Delta_n^* \), there is an infinitely differentiable function \( A(\cdot) \) with \( A(S) = 0 \) and \( A(S^*) = 0 \) such that the following results hold.

(a) Suppose Assumptions 1-4 hold with \( q_1 \geq 2 \), \( q_1 > 2\alpha \), and \( q_2 > \max \{4, 4\alpha, 2\alpha^2 \} \) and
\( d \geq 2a + 2 \) for some \( a \geq 0 \), where \( 2a \) is a positive integer. Then,

\[
\lim_{n \to \infty} \sup_{\Delta_n \leq z} n^a |P(\Delta_n \leq z) - P(\sqrt{n}A(S_n) \leq z)| = 0.
\]

(b) Suppose Assumptions 1-4 hold with \( q_1 \geq 2 \), \( q_1 > 4a \), and \( q_2 > \max\left\{ 4, 8a, \frac{4ad}{d - 2a - 1} \right\} \) and \( d \geq 2a + 2 \) for some \( a \geq 0 \), where \( 2a \) is a positive integer. Then,

\[
\lim_{n \to \infty} n^a P\left( \sup_{\Delta_n^* \leq z} |P^*(\Delta_n^* \leq z) - P^*(\sqrt{n}A(S_n^*) \leq z)| > n^{-a} \right) = 0.
\]

Proof. The proof is analogous to that of Lemma 13(a) of A2002 that uses his Lemmas 1 and 3-9. His Lemmas 1, 5, 6, and 7 are used in the proof, and denoted by AL1, AL5, AL6, and AL7, respectively. His Lemma 3 is replaced by our Lemma 2. His Lemmas 4 and 8 are not required because GEL is a one-step estimator without a weight matrix. His Lemma 9 is replaced by our Lemma 4. The main difference is that the conditions on \( q_1 \) and \( q_2 \) do not appear in the proof of A2002 for GMM. Lemma 5 is used to give conditions for \( q_1 \) and \( q_2 \).

I provide a sketch of the proof and an explanation where the conditions of the lemma are derived from.

For part (a), the proof proceeds by taking Taylor expansion of the FOC around \( \beta_0 \) through order \( d - 1 \). The remainder term \( \zeta_n \) from the Taylor expansion satisfies \( \|\zeta_n\| \leq M\|\hat{\beta} - \beta_0\|^d \leq n^{-dc} \) for some \( M < \infty \) with probability \( 1 - o(n^{-a}) \) by Lemma 2. To apply AL5(a), the conditions such that \( n^{-dc+1/2} = o(n^{-a}) \) or \( dc \geq a + 1/2 \) for some \( c \in (0, 1/2) \), and that \( 2a \) is an integer, need to be satisfied. The former is satisfied if \( d > 2a + 1 \) or \( d \geq 2a + 2 \) (both \( d \) and \( 2a \) are integers), and the latter is assumed. The condition on \( q_2 \) of Lemma 2 is minimized with the smallest \( c \), let \( c = (a + 1/2)d^{-1} \). By plugging this into the condition of Lemma 2, we have \( q_1 \geq 2 \), \( q_1 > 2a \), and \( q_2 > \max\{2, 2ad(d - 2a - 1)^{-1}\} \). In addition, we use Lemma 5(a) to use the implicit function theorem for the existence of \( A(\cdot) \).

By collecting the conditions of Lemmas 2 and 5(a), we have the condition for the present lemma. The present lemma (a) for \( \Delta_n = T_{MR} \) and \( \Delta_n = H_n(\hat{\theta}) \) can be shown similarly by
using the fact that $\hat{\Sigma}_{MR} = \hat{\Sigma}_{MR}(\hat{\beta})$ is a function of $\hat{\beta}$.

The proof of part (b) proceeds analogously. By plugging the same $c$ into the condition of Lemma 4, we have $q_2 > \max\{2, 4ad(d - 2a - 1)\}$. The condition of Lemma 5(b) is $q_1 \geq 2$, $q_1 > 2a$, and $q_2 > \max\{4, 8a\}$. The condition of the present lemma collects these conditions. \[Q.E.D.\]

We define the components of the Edgeworth expansions of the test statistics $T_{MR}$ and $W_{MR}$ and their bootstrap analog $T^*_{MR}$ and $W^*_{MR}$. Let $\Psi_n = \sqrt{n}(S_n - S)$ and $\Psi_n^* = \sqrt{n}(S_n^* - S^*)$. Let $\Psi_{n,j}$ and $\Psi_{n,j}^*$ denote the $j$th elements of $\Psi_n$ and $\Psi_n^*$ respectively. Let $\nu_{n,a}$ and $\nu_{n,a}^*$ denote vectors of moments of the form $n^{\alpha(m)}E\Pi_{\mu=1}^{m}\Psi_{n,j\mu}$ and $n^{\alpha(m)}E^*\Pi_{\mu=1}^{m}\Psi_{n,j\mu}^*$, respectively, where $2 \leq m \leq 2a + 2$, $\alpha(m) = 0$ if $m$ is even, and $\alpha(m) = 1/2$ if $m$ is odd. Let $\nu_a = \lim_{n \to \infty} \nu_{n,a}$. The existence of the limit is proved in Lemma 7.

Let $\pi_i(\delta, \nu_a)$ be a polynomial in $\delta = \partial/\partial z$ whose coefficients are polynomials in the elements of $\nu_a$ and for which $\pi_i(\delta, \nu_a)\Phi(z)$ is an even function of $z$ when $i$ is odd and is an odd function of $z$ when $i$ is even for $i = 1, \ldots, 2a$, where $2a$ is an integer. The Edgeworth expansions of $T_{MR}$ and $T^*_{MR}$ depend on $\pi_i(\delta, \nu_a)$ and $\pi_i(\delta, \nu_{n,a}^*)$, respectively. In contrast, the Edgeworth expansions of $W_{MR}$ and $W^*_{MR}$ depend on $\pi_{W,i}(y, \nu_a)$ and $\pi_{W,i}(y, \nu_{n,a}^*)$ where $\pi_{W,i}(y, \nu_a)$ is a polynomial in $y$ whose coefficients are polynomials in the elements of $\nu_a$ for $i = 1, \ldots, [a]$, and $[a]$ denotes the largest integer less than or equal to $a$. The following lemma provides conditions under which the bootstrap moments are close enough to the population moments in large samples.

Lemma 7. (a) Suppose Assumptions 1-3 hold with $q_2 > 4(a + 1)$ for some $a \geq 0$. Then, $\nu_{n,a}$ and $\nu_a \equiv \lim_{n \to \infty} \nu_{n,a}$ exist.

(b) Suppose Assumptions 1-3 hold with $q_1 \geq 2$, $q_1 > 2a$, and $q_2 > \max\{8(a + 1), \frac{8a(a+1)}{1-2a}\}$ for some $a \geq 0$ and some $\xi \in [0, 1/2)$. Then,
\[
\lim_{n \to \infty} n^a P\left(\|\nu_{n,a}^* - \nu_a\| > n^{-\xi}\right) = 0.
\]
Proof. We first show the present lemma (a). Since $\nu_{n,a}$ contains multiplications of possibly different components of $\Psi_n = \sqrt{n}(S_n - S)$, it suffices to show the result for $s_i(\beta_0)$, the least favorable term with respect to the value of $q_2$ in $f(X_i, \beta_0)$. Let $\bar{s}_n(\beta) = n^{-1}\sum_{i=1}^n s_i(\beta)$ and write $\bar{s}_n \equiv \bar{s}_n(\beta_0)$. Then the least favorable term in $\Psi_n$ is $\sqrt{n}(\bar{s}_n - E\bar{s}_i)$. Thus,

$$n^{\alpha(m)} E\Pi_{\mu=1}^{m} \Psi_{n,j,\mu} = n^{\alpha(m) - \frac{m}{2}} E \left( \sum_{i=1}^{n} (s_i - E\bar{s}_i) \right)^m \quad \text{(A.30)}$$

for $2 \leq m \leq 2a + 2$. By expanding the RHS for each $m$ and by Assumption 1, we can find the least favorable moment in $\nu_{n,a}$. In addition, by taking the limit, we can find $\nu_a$.

In order for all the quantities to be well defined, the most restrictive case is the existence of $E\bar{s}_i^{2a+2}$. For EL or ET, $s_i = \alpha_0 \cdot \rho_j^2(\lambda_0 g_{i0}) \cdot g_0^{k_0} \Pi_{l=1}^{d+1} G_0^{(l)k_l}$, $1 \leq j \leq d + 1$, where $\alpha_0$ denotes products of components of $\beta_0$. Since $\rho_j(\nu) = (\partial^j)(\partial\nu^j) \log(1 - \nu)$, $1 \leq j \leq d + 1$ for EL, $E\bar{s}_i^{2a+2}$ exists and finite under Assumptions 2-3. In particular, UBC (3.6) ensures that $E|\rho_j(\lambda_0 g_{i0})|^{k_\rho} < \infty$ for any finite $k_\rho$ and for $j = 1, \ldots, d + 1$. For ET, $\rho_j(\nu) = -e^\nu$ for $1 \leq j \leq d + 1$. Thus, $s_i = \alpha_0 \cdot e^{2\lambda_0 g_{i0}} \cdot g_0^{k_0} \Pi_{l=1}^{d+1} G_0^{(l)k_l}$, for $1 \leq j \leq d + 1$. This case is not trivial. By Hölder’s inequality, a sufficient condition for $E\bar{s}_i^{2a+2}$ to exist and finite is $q_2 > 4(a + 1)$. Note that the values of $k_0$ and $k_l$’s do not matter as long as they are finite. A similar argument applies to ETEL.

Next we show the present lemma (b). Since the bootstrap sample is iid, the proof is analogous to that of the present lemma (a) by replacing $E$, $X_i$, and $\beta_0$ with $E^*$, $X^*_i$, and $\hat{\beta}$, respectively. We describe the proof with $m = 2$, and this illustrates the proof for other values of $m$. Since $n^{\alpha(2)} = 1$, $\nu^{\alpha}_{n,a}$ contains moments of the form

$$n^{\alpha(2)} E^* \Pi_{\mu=1}^{2} \Psi_{n,j,\mu} = E^*\bar{s}_i^2 - (E^*\bar{s}_i)^2 = n^{-1} \sum_{i=1}^{n} \bar{s}_i^2 - \left( n^{-1} \sum_{i=1}^{n} \bar{s}_i \right)^2 .$$

Since the corresponding moment in $\nu_a$ is $E\bar{s}_i^2 - (E\bar{s}_i)^2$, combining the following results
Suppose Assumptions 1-4 hold with $q \nu$. The proof is analogous to that of Lemma 16 of A2002. We use Lemma 6 instead and $d$ and $s$ of (A.31). The second result is shown by AL1(a) with $c$ and $h$ and Lemma 2 to show the first result of (A.31). The second result is shown by AL1(a) with $c = \xi$ and $h(X_i) = s_i^2 - E s_i^2$ or $h(X_i) = s_i - E s_i$. For other values of $m$, we can show (A.31) for $u_i = s_i^m$ by using the binomial expansion, AL1, Lemma 2, and the proof of (A.29). The most restrictive condition arises when we apply AL1(a) with $c = \xi$ and $h(X_i) = s_i^{2a+2} - E s_i^{2a+2}$, and we need $q_2 > \max \{8(a+1), 8a(a+1)(1-2\xi)^{-1}\}$ by Hölder’s inequality. Q.E.D.

Lemma 8. (a) Suppose Assumptions 1-4 hold with $q_1 \geq 2$, $q_1 > 2a$, and $q_2 > \max \{4(a+1), \frac{2ad}{d-2a-1}\}$ and $d \geq 2a + 2$ for some $a \geq 0$, where $2a$ is a positive integer. Then,

\[
\lim_{n \to \infty} n^a \sup_{z \in \mathbb{R}} P(T_{MR} \leq z) - \left[ 1 + \sum_{i=1}^{2a} n^{-i/2} \pi_i(\delta, \nu_a) \right] \Phi(z) = 0, \quad \text{and}
\]

\[
\lim_{n \to \infty} n^a \sup_{z \in \mathbb{R}} P(W_{MR} \leq z) - \int_{-\infty}^{z} d \left[ 1 + \sum_{i=1}^{[a]} n^{-i} \pi_{W_i}(y, \nu_a) \right] P(\chi_{L,n}^2 \leq y) = 0.
\]

(b) Suppose Assumptions 1-4 hold with $q_1 \geq 2$, $q_1 > 4a$, and $q_2 > \max \{8(a+1), 8a(a+1), \frac{4ad}{d-2a-1}\}$ and $d \geq 2a + 2$ for some $a \geq 0$, where $2a$ is a positive integer. Then,

\[
\lim_{n \to \infty} n^a P \left( \sup_{z \in \mathbb{R}} P^*(T_{MR}^* \leq z) - \left[ 1 + \sum_{i=1}^{2a} n^{-i/2} \pi_i(\delta, \nu_{a,i}^*) \right] \Phi(z) > n^{-a} \right) = 0, \quad \text{and}
\]

\[
\lim_{n \to \infty} n^a P \left( \sup_{z \in \mathbb{R}} P^*(W_{MR}^* \leq z) - \int_{-\infty}^{z} d \left[ 1 + \sum_{i=1}^{[a]} n^{-i} \pi_{W_i}(y, \nu_{n,a}^*) \right] P(\chi_{L,n}^2 \leq y) > n^{-a} \right) = 0.
\]

Proof. The proof is analogous to that of Lemma 16 of A2002. We use our Lemma 6 instead of his Lemma 13. The coefficients $\nu_a$ are well defined by Lemma 7(a), Lemma 7(b) with
\(\xi = 0\) ensures that the coefficients \(\nu_{n,a}^*\) are well behaved. 

\section*{A.3 Proof of Theorem 1}

\textit{Proof.} We use Lemmas 7-8 to show the present Theorem. For part (a), let \(a = 1\). Then \(q_1 > 4, q_2 > \max\{16(1 - 2\xi)^{-1}, 4d(d - 3)^{-1}\}\), and \(d \geq 4\). Since \(16(1 - 2\xi)^{-1} \geq 4d(d - 3)^{-1}\) and \(4d(d - 3)^{-1}\) is decreasing for all \(d \geq 4\) and all \(\xi > 0\), \(q_2 > 16(1 - 2\xi)^{-1}\) is sufficient. We first show (5.1). By the triangle inequality,

\begin{align}
P\left( \sup_{z \in \mathbb{R}} |P(T_{MR} \leq z) - P^*(T_{MR}^* \leq z)| > n^{-(1/2 + \xi)} \varepsilon \right) \\ \leq P\left( \sup_{z \in \mathbb{R}} \left| P(T_{MR} \leq z) - \left(1 + \sum_{i=1}^{2} n^{-i/2} \pi_i(\delta, \nu_1)\right) \Phi(z) \right| > n^{-(1/2 + \xi)} \varepsilon \frac{\varepsilon}{4} \right) \\
+ P\left( \sup_{z \in \mathbb{R}} \left| P^*(T_{MR}^* \leq z) - \left(1 + \sum_{i=1}^{2} n^{-i/2} \pi_i^*(\delta, \nu_{n,1}^*)\right) \Phi(z) \right| > n^{-(1/2 + \xi)} \varepsilon \frac{\varepsilon}{4} \right) \\
+ P\left( \sup_{z \in \mathbb{R}} n^{-1/2} \left| \pi_1(\delta, \nu_1) - \pi_1(\delta, \nu_{n,1}^*) \right| \Phi(z) > n^{-(1/2 + \xi)} \varepsilon \frac{\varepsilon}{4} \right) \\
+ P\left( \sup_{z \in \mathbb{R}} n^{-1} \left| \pi_2(\delta, \nu_1) - \pi_2(\delta, \nu_{n,1}^*) \right| \Phi(z) > n^{-(1/2 + \xi)} \varepsilon \frac{\varepsilon}{4} \right) = o(n^{-1}).
\end{align}

The last equality holds by Lemma 8(a)-(b) and Lemma 7(b). The rest of the proof follows the same argument with (5.32)-(5.34) in the proof of Theorem 2 of Andrews (2001). This establishes the first result of the present theorem (a). The second result can be proved analogously.

For part (b), let \(a = 3/2\). Then, we need \(q_1 > 6, q_2 > \max\{30(1 - \xi)^{-1}, 6d(d - 4)^{-1}\}\), and \(d \geq 5\). Since \(30(1 - 2\xi)^{-1} \geq 6d(d - 4)^{-1}\) and \(6d(d - 4)^{-1}\) is decreasing for all \(d \geq 5\) and all \(\xi > 0\), \(q_2 > 30(1 - 2\xi)^{-1}\) is sufficient. For the \(t\) test, we use the evenness of \(\pi_i(\delta, \nu_{3/2})\Phi(z)\) and \(\pi_i(\delta, \nu_{n,3/2}^*)\Phi(z)\) for \(i = 1, 3\) to cancel out these terms through \(\Phi(z) - \Phi(-z)\). For the Wald test, there is only one expansion term because \([a] = 1\). The rest follows analogously.

For part (c), let \(a = 2\). To use Lemma 8, we need \(q_1 > 8, q_2 > \max\{48, 8d(d - 5)^{-1}\}\), and \(d \geq 6\). The proof is the same with that of Theorem 2(c) of A2002 with his Lemmas 13 and 16 replaced by our Lemmas 6 and 8. It relies on the argument of Hall (1988, 1992)’s
methods developed for “smooth functions of sample averages,” for iid data. Hall’s proof is quite involved, and it implicitly assumes that $\|p_{n,2}^* - \nu_2\| = O_p(n^{-1/2})$ on a set with probability $1 - o(n^{-2})$, which is stronger than our Lemma 7(b). To use his result, I assume $q_2$ is sufficiently large, as is also assumed in Hall (1992, Theorem 5.1).\footnote{For GMM, A2002 and Lee (2014) assume sufficiently large $q_g$ and $q_G$. Note that the assumptions on $q_2$, $q_g$, and $q_G$, are sufficient, rather than necessary. Thus, it is possible that the result holds under smaller values of $q_2$, $q_g$, and $q_G$.} \textit{Q.E.D.}
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| DGP C-1 | n = 100 CI | n = 100 J test | n = 200 CI | n = 200 J test |
|--------|------------|----------------|------------|----------------|
|        | .90 .95 .05 | .90 .95 .05    | .90 .95 .05 | .90 .95 .05    |
|        | nn = 100    | nn = 200      | nn = 100    | nn = 200      |
|        |             |               |             |               |
|        | GMM C HH    | .926 .973     | .906       | .922 .967     | .024           |
|        | GMM MR L    | .941 .981     | n/a        | .941 .976     | n/a            |
|        | EL MR L     | .929 .975     | .923       | .973          |               |
|        | EL MR BN    | .885 .940     | n/a        | .885 .943     | n/a            |
|        | ET MR L     | .926 .976     | .921       | .974          |               |
|        | ET MR BN    | .897 .950     | n/a        | .897 .953     | n/a            |
|        | ETEL MR L   | .928 .976     | .920       | .972          |               |
|        | ETEL MR BN  | .898 .947     | n/a        | .892 .951     | n/a            |
|        | Boot        |               |            |               |               |
|        | T=4         |               |            |               |               |
|        | GMM MR      | .779 .846     | .038       | .829 .895     | .042           |
|        | GMM C       | .770 .844     | .038       | .827 .893     |               |
|        | EL MR       | .734 .807     | .125       | .814 .877     |               |
|        | EL C        | .724 .802     | .797       | .867          |               |
|        | ET MR       | .747 .819     | .103       | .824 .884     | .079           |
|        | ET C        | .724 .810     | .103       | .803 .869     |               |
|        | ETEL MR     | .742 .816     | .172       | .814 .878     | .117           |
|        | ETEL C      | .736 .815     | .172       | .805 .872     |               |
|        | Asymp       |               |            |               |               |
|        | T=6         |               |            |               |               |
|        | GMM MR      | .950 .983     | .000       | .932 .975     | .002           |
|        | GMM MR L    | .971 .990     | n/a        | .950 .987     | n/a            |
|        | EL MR L     | .967 .991     | n/a        | .934 .974     | n/a            |
|        | EL MR BN    | .922 .966     | n/a        | .911 .957     | n/a            |
|        | ET MR L     | .959 .987     | n/a        | .925 .973     | n/a            |
|        | ET MR BN    | .928 .970     | n/a        | .904 .953     | n/a            |
|        | ETEL MR L   | .958 .986     | n/a        | .926 .973     | n/a            |
|        | ETEL MR BN  | .917 .965     | n/a        | .912 .954     | n/a            |
|        | Boot        |               |            |               |               |
|        | T=6         |               |            |               |               |
|        | GMM MR      | .661 .742     | .040       | .760 .835     | .045           |
|        | GMM C       | .648 .728     | .040       | .759 .836     |               |
|        | EL MR L     | .690 .766     | .426       | .784 .862     | .257           |
|        | EL C        | .651 .735     | .426       | .748 .828     |               |
|        | ET MR L     | .724 .799     | .339       | .808 .878     | .210           |
|        | ET C        | .655 .737     | .339       | .761 .841     |               |
|        | ETEL MR     | .708 .780     | .568       | .794 .871     | .356           |
|        | ETEL C      | .657 .740     | .568       | .754 .839     |               |

Table 1: Coverage Probabilities of 90% and 95% Confidence Intervals for $\rho_0$ based on GMM, EL, ET, and ETEL under DGP C-1.
Table 2: Coverage Probabilities of 90% and 95% Confidence Intervals for $\rho_0$ based on GMM, EL, ET, and ETEL under DGP C-2.

| DGP C-2 | $n = 100$ CI | $n = 100$ J test | $n = 200$ CI | $n = 200$ J test |
|---------|--------------|------------------|--------------|------------------|
|         | .90          | .95              | .05          | .90              | .95              | .05          |
| Boot    |              |                  |              |                  |                  |              |
| T=4     |              |                  |              |                  |                  |              |
| GMM C   | .911         | .957             | .031         | .902             | .953             | .035         |
| GMM MR L| .936         | .973             | n/a          | .915             | .961             | n/a          |
| EL MR L | .924         | .968             | n/a          | .904             | .958             | n/a          |
| EL MR BN| .872         | .936             | n/a          | .893             | .944             | n/a          |
| ET MR L | .922         | .967             | n/a          | .902             | .960             | n/a          |
| ET MR BN| .892         | .952             | n/a          | .888             | .942             | n/a          |
| ETEL MR L| .921        | .967             | n/a          | .903             | .957             | n/a          |
| ETEL MR BN| .892       | .949             | n/a          | .884             | .944             | n/a          |
| Asymp   |              |                  |              |                  |                  |              |
| T=6     |              |                  |              |                  |                  |              |
| GMM C   | .815         | .877             | .050         | .849             | .906             | .049         |
| GMM MR L| .805         | .870             |             | .847             | .904             | .066         |
| EL MR   | .793         | .857             | .090         | .842             | .901             | .066         |
| EL C    | .786         | .850             |             | .834             | .895             |             |
| ET MR   | .797         | .864             | .087         | .844             | .904             | .067         |
| ET C    | .783         | .847             |             | .836             | .893             |             |
| ETEL MR L| .797        | .858             | .114         | .844             | .902             | .079         |
| ETEL C  | .789         | .853             |             | .836             | .896             |             |
| Boot    |              |                  |              |                  |                  |              |
| T=6     |              |                  |              |                  |                  |              |
| GMM C   | .936         | .973             | .006         | .905             | .953             | .023         |
| GMM MR L| .970         | .990             | n/a          | .940             | .974             | n/a          |
| EL MR L | .965         | .988             | n/a          | .917             | .970             | n/a          |
| EL MR BN| .911         | .963             | n/a          | .896             | .950             | n/a          |
| ET MR L | .952         | .985             | n/a          | .910             | .963             | n/a          |
| ET MR BN| .926         | .962             | n/a          | .896             | .948             | n/a          |
| ETEL MR L| .956        | .986             | n/a          | .914             | .966             | n/a          |
| ETEL MR BN| .915        | .959             | n/a          | .895             | .948             | n/a          |
| Asymp   |              |                  |              |                  |                  |              |
| T=6     |              |                  |              |                  |                  |              |
| GMM C   | .716         | .792             | .049         | .801             | .868             | .050         |
| GMM MR L| .715         | .797             |             | .805             | .874             |             |
| EL MR   | .756         | .826             |             | .837             | .900             |             |
| EL C    | .730         | .813             | .281         | .818             | .893             | .152         |
| ET MR   | .782         | .846             | .251         | .843             | .909             | .152         |
| ET C    | .741         | .812             |             | .820             | .888             |             |
| ETEL MR L| .768        | .838             |             | .842             | .903             |             |
| ETEL C  | .742         | .820             | .383         | .825             | .886             | .210         |
| DGP M-1 | $n = 100$ | | $n = 200$ | |
|---|---|---|---|---|---|---|---|---|
|  | CI | J test | CI | J test | |
| GMM C HH | .841 | .938 | .003 | .882 | .945 | .041 | |
| GMM MR L | .919 | .967 | n/a | .949 | .982 | n/a | |
| EL MR L | .826 | .891 | n/a | .854 | .923 | n/a | |
| EL MR BN | .755 | .830 | n/a | .797 | .863 | n/a | |
| ET MR L | .833 | .896 | n/a | .868 | .930 | n/a | |
| ET MR BN | .761 | .842 | n/a | .797 | .870 | n/a | |
| ETEL MR L | .824 | .887 | n/a | .851 | .922 | n/a | |
| ETEL MR BN | .759 | .830 | n/a | .796 | .861 | n/a | |

| T=4 | Boot | Asymp | |
|---|---|---|---|---|---|---|
| GMM MR | .522 | .575 | .167 | .629 | .689 | .292 | |
| GMM C | .436 | .490 | .540 | .607 | |
| EL MR | .595 | .659 | .249 | .690 | .753 | .310 | |
| EL C | .570 | .626 | .629 | .702 | |
| ET MR | .601 | .663 | .228 | .698 | .766 | .315 | |
| ET C | .560 | .624 | .622 | .699 | |
| ETEL MR | .608 | .670 | .307 | .703 | .766 | .368 | |
| ETEL C | .587 | .643 | .642 | .715 | |

| T=6 | Boot | Asymp | |
|---|---|---|---|---|---|---|
| GMM MR | .429 | .488 | .253 | .575 | .651 | .604 | |
| GMM C | .335 | .393 | .491 | .562 | |
| EL MR | .579 | .651 | .693 | .766 | |
| EL C | .484 | .551 | .801 | .542 | .624 | .879 | |
| ET MR | .629 | .695 | .749 | .810 | |
| ET C | .483 | .554 | .739 | .564 | .647 | .860 | |
| ETEL MR | .599 | .665 | .884 | .713 | .783 | .932 | |
| ETEL C | .485 | .559 | .548 | .631 | |

Table 3: Coverage Probabilities of 90% and 95% Confidence Intervals for $\rho_0$ based on GMM, EL, ET, and ETEL under DGP M-1.
| DGP M-2 | $n = 100$ | $n = 200$ |
|---------|-----------|-----------|
|         | CI | J test | CI | J test |
|         | .90 | .95 | .05 | .90 | .95 | .05 |
| **Boot** |     |     |     |     |     |     |
| T=4     |     |     |     |     |     |     |
| GMM C   | .857 | .933 | .000 | .861 | .942 | .008 |
| GMM MR L| .921 | .969 | n/a  | .933 | .977 | n/a  |
| EL MR L | .835 | .926 | n/a  | .826 | .917 | n/a  |
| EL MR BN| .747 | .826 | n/a  | .732 | .820 | n/a  |
| ET MR L | .839 | .930 | n/a  | .844 | .925 | n/a  |
| ET MR BN| .735 | .823 | n/a  | .735 | .821 | n/a  |
| ETEL MR L| .823 | .914 | n/a  | .824 | .908 | n/a  |
| ETEL MR BN| .737 | .820 | n/a  | .733 | .819 | n/a  |
| **Asymp** |     |     |     |     |     |     |
| T=6     |     |     |     |     |     |     |
| GMM MR  | .562 | .626 | .129 | .629 | .695 | .262 |
| GMM C   | .510 | .573 | .580 | .652 | .626 | .262 |
| EL MR   | .533 | .597 | .316 | .578 | .642 | .417 |
| EL C    | .500 | .569 | .520 | .589 | .642 | .417 |
| ET MR   | .553 | .618 | .262 | .592 | .660 | .393 |
| ET C    | .506 | .574 | .527 | .593 | .660 | .491 |
| ETEL MR | .545 | .608 | .399 | .592 | .661 | .491 |
| ETEL C  | .530 | .601 | .539 | .607 | .661 | .491 |
| **Boot** |     |     |     |     |     |     |
| T=6     |     |     |     |     |     |     |
| GMM C   | .941 | .975 | .000 | .903 | .973 | .000 |
| GMM MR L| .978 | .991 | n/a  | .989 | .994 | n/a  |
| EL MR L | .951 | .982 | n/a  | .926 | .972 | n/a  |
| EL MR BN| .826 | .895 | n/a  | .800 | .878 | n/a  |
| ET MR L | .943 | .979 | n/a  | .926 | .975 | n/a  |
| ET MR BN| .831 | .899 | n/a  | .834 | .899 | n/a  |
| ETEL MR L| .928 | .973 | n/a  | .922 | .970 | n/a  |
| ETEL MR BN| .816 | .876 | n/a  | .798 | .869 | n/a  |
| **Asymp** |     |     |     |     |     |     |
| T=6     |     |     |     |     |     |     |
| GMM MR  | .457 | .517 | .241 | .530 | .603 | .633 |
| GMM C   | .388 | .452 | .443 | .451 | .515 | .633 |
| EL MR   | .534 | .608 | .635 | .710 | .633 | .633 |
| EL C    | .447 | .520 | .878 | .499 | .578 | .949 |
| ET MR   | .582 | .655 | .801 | .688 | .764 | .922 |
| ET C    | .425 | .502 | .506 | .582 | .641 | .976 |
| ETEL MR | .570 | .641 | .664 | .733 | .641 | .976 |
| ETEL C  | .445 | .520 | .943 | .507 | .579 | .976 |

Table 4: Coverage Probabilities of 90% and 95% Confidence Intervals for $\rho_0$ based on GMM, EL, ET, and ETEL under DGP M-2.
| DGP   |       |       |       |     |       |       |     |       |       |     |       |       |
|-------|-------|-------|-------|-----|-------|-------|-----|-------|-------|-----|-------|-------|
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |       |
|       |       |       |       |     |       |       |     |       |       |     |       |� |
|        | OLS | GMM | EL | ET | ETEL |
|--------|-----|-----|----|----|------|
| const  | 0.294 | -0.561 | 0.016 | -0.059 | -0.023 |
|        | s.e.C | (.235) | (.089) | (.097) | (.101) | (.100) |
|        | s.e.MR | (.194) | (.109) | (.125) | (.121) | (.121) |
| educ   | 0.054 | 0.056 | 0.068 | 0.070 | 0.071 |
|        | s.e.C | (.010) | (.006) | (.005) | (.006) | (.006) |
|        | s.e.MR | (.018) | (.006) | (.009) | (.009) | (.008) |
| exper  | 0.068 | 0.140 | 0.076 | 0.081 | 0.082 |
|        | s.e.C | (.025) | (.006) | (.007) | (.007) | (.007) |
|        | s.e.MR | (.022) | (.008) | (.011) | (.011) | (.010) |
| exper^2| -0.002 | -0.004 | -0.002 | -0.002 | -0.002 |
|        | s.e.C | (.001) | (.0002) | (.0002) | (.0002) | (.0002) |
|        | s.e.MR | (.0006) | (.0002) | (.0003) | (.0003) | (.0002) |
| IQ     | 0.004 | 0.007 | 0.005 | 0.006 | 0.005 |
|        | s.e.C | (.001) | (.001) | (.001) | (.001) | (.001) |
|        | s.e.MR | (.002) | (.001) | (.002) | (.002) | (.002) |
| KWW    | 0.008 | -0.003 | -0.002 | -0.004 | -0.005 |
|        | s.e.C | (.003) | (.003) | (.003) | (.003) | (.003) |
|        | s.e.MR | (.007) | (.003) | (.004) | (.004) | (.004) |
| J test | $\chi^2_{13}$ | 477.3 | 177.5 | 285.2 | 196.2 |
|        | p-value | [.000] | [.000] | [.000] | [.000] |

Table 6: Estimation of the Mincer equation using Census moments
| Estimator | CI     | s.e. | LB  | Point Est. | UB  | Width |
|-----------|--------|------|-----|------------|-----|-------|
| OLS       | Asymp  | n/a  | .033| .054       | .074| .041  |
| GMM       | Asymp  | C    | .044| .068       | .024|       |
|           | Asymp  | MR   | .021| .091       | .070|       |
|           | Boot (sym) | MR L | .003| .108       | .105|       |
|           | Boot (eqt) | MR L | .019| .115       | .096|       |
| EL        | Asymp  | C    | .058| .079       | .021|       |
|           | Asymp  | MR   | .056| .080       | .024|       |
|           | Boot (sym) | MR L | .041| .096       | .055|       |
|           | Boot (eqt) | MR L | .049| .099       | .050|       |
| ET        | Asymp  | C    | .058| .081       | .023|       |
|           | Asymp  | MR   | .052| .087       | .035|       |
|           | Boot (sym) | MR L | .035| .105       | .070|       |
|           | Boots (eqt) | MR L | .048| .110       | .062|       |
| ETEL      | Asymp  | C    | .060| .083       | .023|       |
|           | Asymp  | MR   | .056| .086       | .030|       |
|           | Boot (sym) | MR L | .039| .104       | .066|       |
|           | Boot (eqt) | MR L | .051| .108       | .057|       |

Table 7: 95% Confidence Intervals for the Returns to Schooling. Number of Bootstrap Repetition $B = 5,000$. 
Figure 1: Bootstrap distribution of the $t$ statistics based on 2-step GMM estimator (solid), EL estimator (with circle), ET estimator (with triangle), and ETEL estimator (with rectangle).