Entanglement Entropy and Full Counting Statistics for 2d-Rotating Trapped Fermions

Bertrand Lacroix-A-Chez-Toine, Satya N. Majumdar, and Grégory Schehr

1LPTMS, CNRS, Univ. Paris-Sud, Université Paris-Saclay, 91405 Orsay, France

(Dated: September 18, 2018)

We consider $N$ non-interacting fermions in a 2$d$ harmonic potential of trapping frequency $\omega$ and in a rotating frame at angular frequency $\Omega$, with $0 < \omega - \Omega \ll \omega$. At zero temperature, the fermions are in the non-degenerate lowest Landau level and their positions are in one to one correspondence with the eigenvalues of an $N \times N$ complex Ginibre matrix. For large $N$, the fermion density is uniform over the disk of radius $\sqrt{N}$ centered at the origin and vanishes outside this disk. We compute exactly, for any finite $N$, the Rényi entanglement entropy of order $q$, $S_q(N,r)$, as well as the cumulants of order $p$, $\langle N^p \rangle_c$, of the number of fermions $N_r$ in a disk of radius $r$ centered at the origin. For $N \gg 1$, in the (extended) bulk, i.e., for $0 < r/\sqrt{N} < 1$, we show that $S_q(N,r)$ is proportional to the number variance $\text{Var}(N_r)$, despite the non-Gaussian fluctuations of $N_r$. This relation breaks down at the edge of the fermion density, for $r \approx \sqrt{N}$, where we show analytically that $S_q(N,r)$ and $\text{Var}(N_r)$ have a different $r$-dependence.

The last decade has seen tremendous progress in the experimental manipulation of cold atoms [1]. For Fermi gases, the recent development of Fermi quantum microscopes [2–4] allows to take a true instantaneous “picture” of the gas. Thanks to these techniques, the Full Counting Statistics (FCS), i.e., the statistics of the number of particles in a given domain $\mathcal{D}$, is now accessible experimentally. In particular, an important physical observable is the number variance $\text{Var}(N_\mathcal{D}) = \langle N^2_\mathcal{D} \rangle - \langle N_\mathcal{D} \rangle^2$. The FCS is thus a fundamental tool to characterise the (quantum and thermal) fluctuations in many-body systems and it has thus been studied in various contexts, ranging from quantum transport in mesoscopic physics [5] to electronic correlations in quantum dots [6, 7] or noise measurements in interacting Bose gases [8].

Another important quantity in many-body quantum systems is the bipartite entanglement entropy of $\mathcal{D}$ with its complement $\overline{\mathcal{D}}$. During the last ten years, entanglement entropy has generated a lot of interest, in particular because it can be used to identify critical and topological phases of matter [9]. Quantum entanglement is commonly quantified through the Rényi entanglement entropy, parameterised by $q \geq 1$, defined as

$$S_q(N,\mathcal{D}) = \frac{1}{1-q} \ln \text{Tr}[\rho_\mathcal{D}^q] \quad \text{with} \quad \rho_\mathcal{D} = \text{Tr}_{\overline{\mathcal{D}}}[\rho] , \quad (1)$$

where $\rho$ is the full density matrix of the system and $\rho_\mathcal{D}$, obtained by tracing out over the complement $\overline{\mathcal{D}}$, is the reduced density matrix. For $q \to 1$, it gives the von Neumann entanglement entropy $S_\text{VN}(N,\mathcal{D}) = \lim_{q \to 1} S_q(N,\mathcal{D}) = - \text{Tr} \rho_\mathcal{D} \ln \rho_\mathcal{D}$. Powerful methods, including one-dimensional conformal field theory [10, 11] as well as renormalisation group techniques [12–14], have been developed to compute $S_q(N,\mathcal{D})$ in various systems.

These two observables, $\text{Var}(N_\mathcal{D})$ and $S_q(N,\mathcal{D})$, have a priori no reasons to be related to each other. However, interestingly, in a translationally invariant free Fermi gas in $d$ dimensions, they were found to be proportional to each other [15–21]. This raised the interesting possibility of extracting experimentally the entanglement entropy (which is very difficult to access experimentally) via measuring the number variance. Since this proportionality is rather crucial, it is natural to ask whether it continues to hold for a non-interacting Fermi gas, even in the presence of a confining trap that breaks the translational invariance. Indeed the trap creates an edge in space beyond which the particle density vanishes. Characterising the effect of confinement on $S_q(N,\mathcal{D})$, as well as on the FCS, in particular for a domain $\mathcal{D}$ close to the edge where fluctuations are typically strong, is a difficult and challenging issue [22–24]. Recent analytical progresses were achieved for non-interacting Fermi gases trapped in a one-dimensional harmonic potential [18, 19], exploiting a connection with the Gaussian Unitary Ensemble of random matrix theory (RMT) [25–27]. In the presence of a trap, the density has a finite support on $[-r_e,+r_e]$ with two edges at $\pm r_e = \sqrt{2N}$ (in dimensionless units). The entanglement entropy $S_q(N,\mathcal{D})$ of the interval $\mathcal{D} = [-\ell,\ell]$ was analytically studied in the large $N$ limit. Near the trap center, for $1/\sqrt{N} \ll \ell \ll \sqrt{N}$, it was shown [18, 20, 21] that, at leading order for large $N$, $S_q(N,\mathcal{D})$ is proportional to the number variance $\text{Var}(N_\mathcal{D})$:

$$S_q(N,\mathcal{D}) \approx \frac{\pi^2}{6} \left( 1 + \frac{1}{q} \right) \text{Var}(N_\mathcal{D}) . \quad (2)$$

In Ref. [18], it was demonstrated that this relation (2) extends far beyond the bulk regime, up to $\ell = \mathcal{O}(\sqrt{N})$, for $0 < \ell/\sqrt{N} < \sqrt{2}$, even though the particles feel the confining potential on this length scale. In fact, one can show that this relation (2) between entanglement entropy and the number variance holds more generally provided the fluctuations of $N_\mathcal{D}$ are Gaussian [17, 18, 20]. It is well known that the fluctuations of $N_\mathcal{D}$ are indeed Gaussian in
the bulk of 1d harmonically trapped fermions [25, 28], but this ceases to be true at the edge, for \( \ell - r_c = \mathcal{O}(N^{-1/6}) \). In this regime, the number variance [25] and the entropy [18] are given by rather complicated formal expressions and, unfortunately, it is very difficult to conclude whether or not there exists a relation between the entanglement entropy and the number variance, similar to (2), at the edge [18].

In this Letter we study non-interacting fermions in the two-dimensional \( q/ \pi \) plane in the presence of a harmonic potential \( V(r) = m \omega^2 r^2 / 2 \), with \( r = |r| \), and at zero temperature. But here, at variance with previous studies, we consider the situation where the whole system is in rotation at angular frequency \( \Omega < \omega \) around the \( z \)-axis, perpendicular to the \( xy \) plane. Such rotating quantum systems have received a lot of attention, both theoretically [29–32] and experimentally [33, 34] for cold atoms [35]. In particular, for higher \( \Omega \lesssim \omega \), they exhibit a strong analogy with quantum Hall systems [36]. Very little is known about the entanglement and FCS in such systems. Here, using a connection with RMT, namely the so-called Ginibre ensemble [4, 37, 38], we obtain exact analytical results for \( S_q(N, D) \) as well as for the full statistics of \( N_D \) for a spherical domain \( D \) and show that they display a very rich behaviour. This constitutes one rare example where these observables can be studied analytically at the edge of the Fermi gas.

Model. In the rotating frame at angular frequency \( \Omega \), the many-body Hamiltonian \( \hat{H}_N \) is time-independent and given by \( \hat{H}_N = \sum_{i=1}^N \hat{H}_i \) where the single-particle Hamiltonian \( \hat{H}_i = \hat{H}(\vec{p}_i, \vec{r}_i) \) reads

\[
\hat{H}(\vec{p}, \vec{r}) = \frac{\vec{p}^2}{2m} + \frac{m\omega^2}{2} r^2 - \Omega \hat{L}_z ,
\]

where \( \hat{L}_z = i\hbar(y\partial_x - x\partial_y) \) is the \( z \)-component of the angular momentum. The last term in (3) comes from the fact that we describe the system in the rotating frame (see e.g. [40, 41]). In the following, we work with dimensionless quantities and set \( \omega, \hbar, and \sqrt{\hbar/(m\omega)} \) as units of frequency, energy and length respectively. The Hamiltonian can be diagonalised explicitly by the following set of eigenfunctions \( \psi_{n_1, n_2} \) indexed by two quantum numbers \( n_1, n_2 = 0, 1, 2, \ldots \) (see e.g. [29, 31]),

\[
\psi_{n_1, n_2}(x, y) = A e^{r^2/2} (\partial_x + i\partial_y)^{n_1} (\partial_x - i\partial_y)^{n_2} e^{-r^2} \quad (4)
\]

with corresponding eigenvalues

\[
E_{n_1, n_2} = 1 + (1 - \Omega)n_1 + (1 + \Omega)n_2 ,
\]

where \( A \equiv A_{n_1, n_2} \) in (4) is a normalizing constant, and \( \Omega \) is evaluated in units of \( \omega \), with \( 0 \leq \Omega \leq 1 \). Note that this basis of eigenfunctions (4) is different from the standard one built from one-dimensional Hermite polynomials. Of course, in the limit \( \Omega = 0 \), Eq. (5) yields back the spectrum of the standard 2d-harmonic oscillator. In the other limit, \( \Omega = 1 \), the energy levels \( E_{n_1, n_2} \) in (5) depend only on \( n_2 \) and are thus infinitely degenerate. They correspond to the well known Landau levels, studied extensively in the context of quantum Hall systems. However, when \( \Omega < 1 \) this degeneracy, within each \( n_2 \)-sector, is lifted.

Here we consider the ground state of \( N \) non-interacting fermions with such single-particle energy levels (5) and assume that \( \Omega \) is sufficiently close to 1 such that the \( N \) lowest energy levels correspond to \( n_2 = 0 \) (the lowest Landau level) and \( n_1 = 0, 1, \ldots, N - 1 \). This indeed corresponds to the many-body ground state, as long as \( E_{N-1,0} < E_{0,1} \), i.e. \( 1 > \Omega > 1 - 2/N \) (note that, for bosons, a value \( \Omega \approx 0.99 \) was experimentally reached in [33]). In the sector \( n_2 = 0 \), we relabel, for convenience, the eigenfunctions \( \psi_{n_1, 0} \) in Eq. (4) by \( k = n_1 + 1 = 1, 2, \ldots, N \), and write \( \psi_{n_1, 0}(x, y) = \phi_k = \phi_{k = n_1 + 1}(z) \)

\[
\phi_k(z) = \frac{z^{k-1}}{\sqrt{\Gamma(k)}} e^{-\frac{1}{2}|z|^2} , \quad z = x + iy ,
\]

with corresponding eigenvalues \( E_{k-1,0} \) (5). The many-body ground-state wave function \( \Psi_0(z_1, \ldots, z_N) \) is given by the Slater determinant constructed from the \( N \) first single particle wave-functions (6), i.e., \( \Psi_0(z_1, \ldots, z_N) = \det_{1 \leq i, j \leq N} \phi_k(z_j) / \sqrt{N!} \). It is easy to see from (6) that \( \Psi_0 \) can be written in terms of a Vandermonde determinant. Consequently, the quantum joint probability distribution function (PDF) of the positions is given by

\[
|\Psi_0(z_1, \ldots, z_N)|^2 = \frac{1}{Z_N} \prod_{i < j} |z_i - z_j|^2 e^{-\sum_{k=1}^N |z_k|^2} ,
\]

FIG. 1. Plot of the rescaled Rényi entanglement entropy \( S_q(N, r) / (\sqrt{N} \alpha_q) \), with \( \alpha_q \) given in (11) for \( q = 2 \) (blue) and \( q = 4 \) (dashed red) and rescaled variance \( \text{Var}(N, r) / \sqrt{N} \) (orange dots) obtained numerically by diagonalisation of \( 5 \times 10^4 \) complex Ginibre matrices of linear size \( N = 200 \) as a function of the radius \( \zeta = r / \sqrt{N} \) in the extended bulk (\( 0 < \zeta < 1 \)). In this regime, all functions converge to the same scaling function \( \zeta / \sqrt{\pi} \). Inset: Plot of the ratio \( S_q(N, r) / \text{Var}(N, r) \) for \( q = 2 \) (blue) and \( q = 4 \) (dashed red) as a function of the rescaled position \( s = \sqrt{2}(r - \sqrt{N}) \). For \( s \rightarrow -\infty \), it goes to the constant (extended bulk) value \( \alpha_q \) (11) while for \( s \rightarrow +\infty \) it goes to \( q/(q - 1) \).
where $Z_N$ is a normalization constant. Eq. (7) coincides with the joint PDF of the eigenvalues of random matrices belonging to the complex Ginibre ensemble [4, 37, 38]. This is a well known ensemble in RMT consisting of $N \times N$ matrices whose entries, both real and imaginary parts, are independent Gaussian random variables, of zero mean and variance $1/2$ [37]. It is well known in the literature that the Ginibre ensemble is related to the system of $N$ fermions in a $2d$-plane and in the presence of a magnetic field perpendicular to that plane (see e.g. [42]). In this case, the energy levels are given by Eq. (5) with $\Omega = 1$ and therefore the lowest Landau level, corresponding to $n_2 = 0$, is infinitely degenerate, i.e. all the $\phi_k = \psi_{k-1.0}$'s have the same energy. Consequently, all the Slater determinants built from $\phi_{n_1}, \phi_{n_2}, \ldots, \phi_{n_N}$ for any $n_1 < n_2 < \cdots < n_N$ correspond to quantum states with the same energy. Hence, there is no physical reason, even at $T = 0$, to consider only the $N$-particle state built from $\phi_1, \phi_2, \ldots, \phi_N$ which is actually the only one that is related to the Ginibre ensemble. Instead, in the case of rotating fermions at $T = 0$ considered here (3), the degeneracy in the lowest Landau level (i.e., $n_2 = 0$) is lifted for $\Omega < 1$ [see Eq. (5)] and the state built from $\phi_1, \cdots, \phi_N$ is the unique ground-state of the system. Therefore the connection to the Ginibre in Eq. (7) comes out very naturally.

Exploiting this connection with the complex Ginibre ensemble, we immediately find that the density of fermions $\rho_N(z)$ converges in the large $N$ limit to the celebrated Girko's law [43] $\rho_N(z) \to \rho_0(\Theta(\sqrt{N} - |z|))$, where $\Theta(x) = 1_\pi(x)$ is the Heaviside step-function, with uniform density $\rho_0 = 1/\pi$. Hence, the typical interparticle distance is $O(1)$. For large $N$, one thus naturally distinguishes three different regions depending on $r = |z|$ (see Fig. 1): (i) the deep bulk for $r = O(1)$, (ii) the extended bulk for $0 < r/\sqrt{N} < 1$ and (iii) the edge for $|r - \sqrt{N}| = O(1)$, i.e. the scale over which the density vanishes [4].

Main results. In this Letter, we compute exactly, for any $N$, the Rényi entanglement entropy $S_q(N,r)$ (7) of the disk $D_r = \{|z| \leq r\}$ as well as the cumulants $(N^p_r)_c$ (10) of any order $p$, of the number of fermions $N_r = N_{D_r}$, in $D_r$. For $N \gg 1$, we show that $S_q(N,r)$ takes different scaling forms in the three regions (i)-(iii) (see Fig. 1)

\[
S_q(N,r) \approx \begin{cases} S_b^q(r), & r = O(1) \\ \sqrt{2\pi} \sigma_q r, & 0 < r/\sqrt{N} < 1 \\ \sqrt{2N}S_q^e\left(\sqrt{2}(r - \sqrt{N})\right), & |\sqrt{N} - r| = O(1), \end{cases}
\]

(8)

where the scaling functions $S_{b,e}^q$ and the amplitude $\sigma_q$ can be computed explicitly [44]. In particular the scaling function at the edge reads (for $q > 1$)

\[
S_q^e(s) = \int_s^{\infty} dx \ln \left[ \frac{1}{2} \operatorname{erfc}(x)^q + \frac{1}{2} \operatorname{erfc}(x)^q \right],
\]

(9)

where $\operatorname{erfc}(u) = (2/\sqrt{\pi}) \int_u^{\infty} e^{-x^2} dx$ is the complementary error function. While $S_{q}^e(s \to -\infty) = \sigma_q$, the constant in the second line of Eq. (8), we find that $S_{q}^e(s \to \infty) \approx -\frac{q}{q-1} e^{-s^2}$. One can check that $S_q^e(s)$ has a well defined limit when $q \to 1$ [44]. Similarly, we find that, for large $N$, the cumulants $(N^p_r)_c$ of order $p \geq 2$ (see [45] for $p = 1$), take the scaling form in the three different regimes (i)-(iii) (see Fig. 1)

\[
\langle N^p_r \rangle_c \approx \begin{cases} \mathcal{K}_p^b(r), & r = O(1) \\ \sqrt{2\pi} \kappa_p r, & 0 < r/\sqrt{N} < 1 \\ \sqrt{2N} \mathcal{K}_p^e\left(\sqrt{2}(r - \sqrt{N})\right), & |\sqrt{N} - r| = O(1). \end{cases}
\]

(10)

where the scaling functions $\mathcal{K}_{b,e}^p$ as well as the amplitude $\kappa_p$ can be again computed explicitly [44], e.g. $\kappa_2 = 1/\sqrt{2\pi}$ (note that $\kappa_p = 0$ for $p$ odd). In particular, in the extended bulk for $0 < r/\sqrt{N} < 1$, we find that all the (even) cumulants are of order $O(1)$. Hence in this regime, the fluctuations are not Gaussian. In spite of this non-Gaussianity, the results in the second line of Eqs. (8) and (10) show that the entropy $S_q(N,r)$ and $\text{Var}(N_r) = \langle N^2_r \rangle_c - \langle N_r \rangle^2$ still have the same $r$-dependence in this regime, and hence are proportional to each other

\[
S_q(N,r) \approx \alpha_q \text{Var}(N_r), \quad \alpha_q = \frac{\sigma_q}{\kappa_2} = \sqrt{2\pi} S_{q}^e(-\infty),
\]

(11)

for $q > 1$. This proportionality is thus similar to Eq. (2), albeit with a different proportionality constant $\alpha_q \neq (\pi^2/6)(1 + 1/q)$. In the limit $q \to 1$, we find $\alpha_1 = 3.2071\ldots$ [44] (see also [46]). Note that this value is in agreement with the lower bound $\alpha_1 \geq 4 \ln 2 = 2.7725\ldots$ valid for non-interacting systems [15]. This amplitude thus carries the signature of the non-Gaussian fluctuations of $N_r$ in the extended bulk. Finally, at the edge, the scaling function $\mathcal{K}_p^e(s)$ in the third line of Eq. (10) is given by

\[
\mathcal{K}_p^e(s) = -\int_s^{\infty} dx \text{Li}_{1-p} \left( -\frac{\operatorname{erfc}(x)}{\operatorname{erfc}(x)} \right),
\]

(12)

where $\text{Li}_s(x) = \sum_{k \geq 1} x^k/k^s$ is the polylogarithm function [47]. While $\mathcal{K}_p^e(s \to -\infty) \to \kappa_p$, the constant appearing in the second line of Eq. (10), we show that $\mathcal{K}_p^e(s) \approx (-1)^p e^{-s^2}/(4\sqrt{\pi} s^2)$ [44]. A comparison of Eqs. (30) and (12) shows that in the edge regime, the entanglement entropy and the number variance have a rather different $r$-dependence and hence are certainly not proportional to each other (see the inset of Fig. 1).

**Entanglement entropy.** The entanglement entropy $S_q(N,r)$ is naturally expressed in terms of the overlap matrix $A$ in the disk $D_r$, where $A_{kl} = \cdots$
\[
\int_{|z| \leq r} d^2 z \, \phi_k^* (z) \phi_l (z), \quad \text{as [15]}
\]

\[
S_q (N, r) = \frac{1}{1 - q} \text{Tr} [\ln (A^q + (I - A)^q)] 
= \frac{1}{1 - q} \sum_{k=1}^{N} \ln [\lambda_k (r)^q + (1 - \lambda_k (r))^q],
\]

with the \( \lambda_k \)'s being the eigenvalues of \( A \). Obtaining the spectrum of \( A \) is in general very hard. However, here, thanks to the spherical symmetry of the system, one can show that \( A \) is diagonal (see also [15]). Indeed, using the expression of \( \phi_k (z) \) given in Eq. (6), we obtain (see also [15] in the different context of quantum Hall systems)

\[
\lambda_{kl} = \frac{1}{\sqrt{\Gamma (k) \Gamma (l)}} \int_{0}^{r} r^{k+l-1} e^{-r^2} dr \int_{0}^{2\pi} d\theta \, e^{-i(k-l)\theta} 
= \delta_{kl} \lambda_k (r) \quad \text{with} \quad \lambda_k (r) = \frac{\gamma (k, r^2)}{\Gamma (k)},
\]

where the Kronecker delta-function comes from the integration over the angular variable \( \theta \) and where \( \gamma (a, z) = \int_{0}^{z} x^{a-1} e^{-x} dx \) is the lower incomplete gamma function. The finite \( N \) expression of \( S_q (N, r) \) is simply obtained by inserting in Eq. (13) the form of \( \lambda_k (r) \) given in Eq. (14). In the large \( N \) limit, we need to analyze the sum in Eq. (13). As the behavior of \( \lambda_k (r) \) is different in each spatial region (i), (ii) and (iii) of Fig. 1, we will analyze these three cases separately.

(i) In the deep bulk for \( r = O (1) \), from Eq. (14) the eigenvalues \( \lambda_k (r) = \gamma (k, r^2)/\Gamma (k) \) are independent of \( N \). In this regime, the sum over \( k \) converges and the scaling function \( S^b_q (r) \) is obtained by replacing the finite sum in the second line of Eq. (13) by an infinite sum [44]. For \( r \to 0 \), we obtain the asymptotic behavior \( S^b_q (r) \approx q/(q-1)r^2 \), for \( q > 1 \) while \( S^b_q (r) \approx -2r^2 \ln r \). For \( r \to \infty \), we obtain \( S^b_q (r) \approx \sqrt{2} r \sigma_q [44] \), smoothly matching the extended bulk result in the second line of Eq. (8). Note that for \( q \to 1 \), this result is in agreement with the result found in [46], in the context of quantum Hall systems.

(ii) In the extended bulk, we set \( r = \zeta \sqrt{N} \) (with \( \zeta < 1 \)) and study the eigenvalues \( \lambda_k (r = \zeta \sqrt{N}) \). In this case, the \( N \)-dependence comes only from the argument \( r = \zeta \sqrt{N} \) and in the large \( N \) limit, \( \lambda_k (r = \zeta \sqrt{N}) \) can be estimated via a saddle point method, yielding [1]

\[
\lambda_k \left( r = \zeta \sqrt{N} \right) \approx F \left( \frac{k - N \zeta^2}{\sqrt{2N \zeta}} \right), \quad F (u) = \frac{1}{2} \text{erfc} (u).
\]

Inserting this scaling form in Eq. (13), it is then natural to transform the sum over \( k \) into a Riemann integral over \( x = (k - N \zeta^2)/(\sqrt{2N \zeta}) \). Finally, taking the limit \( N \to \infty \) in the bounds of integration, we obtain the result given in the second line of Eq. (8). Note that in this regime, the area law is verified as \( S_q (N, r) \propto r \), in contrast with the case of free [49] and trapped fermions [18, 19] in dimension \( d \), where there are logarithmic corrections \( S_q (N, D_l) \propto l^{d-1} \log l \) for a box \( D_l \) of linear size \( l \). This is consistent with Refs. [50–52] as area laws are expected to hold for systems with correlation functions decreasing exponentially (or faster), which is indeed the case for this system, where the two-point-correlation function decays as a Gaussian (see e.g. [2]).

(iii) At the edge, we set \( r = \sqrt{N} + s/\sqrt{2} \) with \( s = O (1) \) and we find that the eigenvalues take the scaling form

\[
\lambda_{N-k} (r) \approx F \left( \sqrt{2} (\sqrt{N} - r) - \frac{k}{\sqrt{2N}} \right),
\]

where \( F (u) \) is given in Eq. (15). Inserting this scaling form in Eq. (13), we now transform the sum over \( k \) into a Riemann integral over \( x = (k - N)/\sqrt{2N} \), yielding the scaling function given in Eq. (30). Note that the limit \( r \to \sqrt{N} \) of the extended bulk result in the second line of (8) matches smoothly with the asymptotic expansion of the edge result \( S_q^e (s) \approx \sigma_q \) for \( s \to -\infty \).

**Full Counting Statistics.** To compute the cumulants of \( N_c \), it is useful to study the Centered Cumulant Generating Function (CCGF) \( \chi_q (r) = \ln (e^{-\mu N_c (r)}) \). In fact, the quantity \( (e^{-\mu N_c}) \) can be simply expressed in terms of the overlap matrix \( A \) defined above Eq. (13). After standard manipulations [44], one finds

\[
\langle e^{-\mu N_c} \rangle = \det \left( I_N - (1 - e^{-\mu}) A \right),
\]

where \( I_N \) denotes the \( N \times N \) identity matrix. Using the diagonal structure of \( A \) (14), \( \chi_{\mu} (r) \) reads for any finite \( N \)

\[
\chi_{\mu} (r) = \sum_{k=1}^{N} \left( \mu \lambda_k (r) + \ln [1 - (1 - e^{-\mu}) \lambda_k (r)] \right),
\]

in terms of the eigenvalues \( \lambda_k (r) \) of \( A \) given in (14) and where we have used \( \langle N_c \rangle = \sum_{k=1}^{N} \lambda_k (r) \). After some manipulations [44], we obtain from Eq. (36) an exact expression for \( \langle N^p_c \rangle \) at any order \( p \geq 2 \) [54]

\[
\langle N^p_c \rangle = (-1)^{p+1} \sum_{k=1}^{N} \text{Li}_{1-p} \left( 1 - \frac{1}{\lambda_k (r)} \right).
\]

Note that for an integer \( p \), \( \text{Li}_{1-p} (1-1/x) \) is a polynomial in \( x \) of degree \( p \) [44]. In the large \( N \) limit, the behavior of \( \langle N^p_c \rangle \) is analysed in a similar manner as \( S_q (N, r) \), leading to the scaling forms described in Eq. (10), and in particular with the scaling function at the edge in (12).

In conclusion, we have studied the ground state properties of a system of \( N \) non-interacting fermions in a 2d harmonic trap with frequency \( \omega \) in a rotating frame at angular frequency \( \Omega \), such that \( 0 < \omega - \Omega \ll \omega \). We have obtained exact expressions for the Rényi entanglement entropy \( S_q (N, r) \) as well as for the FCS for a disk of radius \( r \), in various scaling regimes for large \( N \), where the fermions’s density is uniform on the disk of radius \( r \).
Far from the edge, $S_q(N,r)$ is proportional to the number variance, which could possibly be measured experimentally, thus providing an indirect access to the entanglement entropy, which is usually hard to measure directly. However, close to the edge, i.e. for $r \approx \sqrt{N}$ we have shown that both observables have instead a quite different $r$-dependence (see Fig. 1). Our results thus demonstrate that one should be careful when the entanglement entropy is measured indirectly via the number variance, since a relation between both quantities, such as in Eq. (11), actually does not necessarily exist in all regions of space.

Since the Hamiltonian in the rotating frame (3) is symmetric under the transformation $x \leftrightarrow -p$ (in scaled units), our results for the FCS in position space immediately translate to FCS in momentum space, which could then be measured using time-of-flight experiments. This naturally raises the question of the correlations between the positions and momenta of fermions. For instance, it would be very interesting to investigate the Wigner function, as it was recently done for (non-rotating) trapped fermions [55].
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Supplementary Material for Entanglement Entropy and Full Counting Statistics for 2d-Rotating Trapped Fermions

ASYMPTOTIC EXPANSIONS FOR THE RÉNYI ENTANGLEMENT ENTROPY

In this section we give the details of the derivations of the Rényi entanglement entropy $S_q(N,r)$ together with its asymptotic behaviors in the three different regimes: (i) in the deep bulk, (ii) in the extended bulk and (iii) at the edge.

(i) Deep bulk

In the deep bulk, $\lambda_k(r)$ is independent of $N$ and the asymptotic large $N$ behavior of $S_q(N,r)$ is then obtained simply by replacing the finite sum in Eq. (13) of the main text by an infinite sum. The scaling form valid for $q > 1$ reads

$$
S_q(N,r) \approx S_q^b(r) = \frac{1}{1-q} \sum_{k=1}^{\infty} \ln \left[ \left( \frac{\gamma(k,r^2)}{\Gamma(k)} \right)^q + \left( \frac{\Gamma(k,r^2)}{\Gamma(k)} \right)^q \right], \tag{20}
$$

while in the case $q \to 1$, it reads

$$
S_{q=1}(N,r) = S_{q=1}^b(N,r) \approx S_{q=1}^b(r) = - \sum_{k=1}^{\infty} \frac{\gamma(k,r^2)}{\Gamma(k)} \ln \left[ \frac{\Gamma(k,r^2)}{\Gamma(k)} \right] - \sum_{k=1}^{\infty} \frac{\Gamma(k,r^2)}{\Gamma(k)} \ln \left[ \frac{\gamma(k,r^2)}{\Gamma(k)} \right]. \tag{21}
$$

In the limit of small interval, $r \to 0$, one can use the small $x$ behaviour of $\gamma(k,x)$,

$$
\frac{\gamma(k,x)}{\Gamma(k)} = \frac{1}{\Gamma(k)} \int_0^x t^{k-1} e^{-t} dt = \left[ \frac{t^k}{\Gamma(k+1)} e^{-t} \right]_0^x + \frac{1}{\Gamma(k+1)} \int_0^x t^k e^{-t} dt \approx \frac{x^k}{\Gamma(k+1)} + O(x^{k+1}), \tag{22}
$$

and only retain the term of lowest order $k=1$ in Eqs. (20) and (21). In this limit, the scaling function reads

$$
S_q^b(r) \approx \frac{q}{q-1} r^2 \quad \text{and} \quad S_{q=1}^b(r) \approx -2r^2 \ln r, \quad \text{for} \quad r \to 0. \tag{23}
$$

On the other hand, in the limit of large interval $r \to \infty$ and in the regime $|k-r^2| \sim r$, the eigenvalues $\lambda_k(r)$ take the scaling form [1] (this form is obtained by a saddle-point approximation, see for instance [2]),

$$
\lambda_k(r) = \frac{\gamma(k,r^2)}{\Gamma(k)} \approx \frac{1}{2} \text{erfc} \left( \frac{k-r^2}{\sqrt{2r}} \right). \tag{24}
$$

We replace in Eqs. (20) and (21) the discrete sums over $k$ by an integral over $x = (k-r^2)/\sqrt{2r}$. In the limit of large $r$, the lower bound of integration $-r/\sqrt{2}$ is replaced by $-\infty$. This yields

$$
S_q^b(r) \approx \sqrt{2} \sigma_q r \quad \text{and} \quad S_{q=1}^b(r) \approx \sqrt{2} \sigma_1 r, \quad \text{for} \quad r \to \infty, \tag{25}
$$

where $\sigma_q = \int_{-\infty}^{\infty} \frac{dx}{1-q} \ln \left[ \frac{1}{2q} \text{erfc}(x)^q + \frac{1}{2q} \text{erfc}(-x)^q \right]$ and $\sigma_1 = -\int_{-\infty}^{\infty} dx \text{erfc}(x) \ln \left[ \frac{1}{2} \text{erfc}(x) \right] = 1.2773\ldots \tag{26}$

This result matches smoothly with the extended bulk result (see below). Note that the result for $\sigma_1$ can be recovered by expanding the expression of $\sigma_q$ for $q \to 1$.

(ii) Extended bulk

In the extended bulk, inserting in Eq. (13) of the main text the scaling form for $\lambda_k(r)$ in Eq. (15) of the main text, we replace the discrete sum over $k$ by an integral over $x = (k - N^2 \zeta^2)/(\sqrt{2}N\zeta)$ with $0 < \zeta = r/\sqrt{N} < 1$. It reads

$$
S_q(N,r) \approx \sqrt{2} r \int_{-\sqrt{N/2\zeta^{-1}}}^{\sqrt{N/2\zeta^{-1}}} \frac{dx}{1-q} \ln \left[ \frac{1}{2q} \text{erfc}(x)^q + \frac{1}{2q} \text{erfc}(x)^q \right]. \tag{27}
$$
As $0 < \zeta < 1$, we replace in the large $N$ limit the bounds of integration by $\pm \infty$, and we obtain that $S_q(N, r) \approx \sqrt{2} \sigma_q r$ where $\sigma_q$ is given above in Eq. (26), as announced in the second line of Eq. (8) in the main text. For $q = 1$, the result is similar and reads

$$S_{vN}(N, r) \approx -\sqrt{2} r \int_{-\infty}^{\infty} dx \text{erfc}(x) \ln \left[ \frac{1}{2} \text{erfc}(x) \right] = \sqrt{2} \sigma_1 r = \frac{\alpha V}{\sqrt{\pi}},$$

(28)

where $\sigma_1$ is given in (26).

(iii) Edge regime

At the edge, inserting in Eq. (13) of the main text the scaling form of Eq. (16) of the main text, we replace the discrete sum over $k$ by an integral over $u = (k - N) / \sqrt{2}$. For fixed $s = \sqrt{2} (r - \sqrt{N}) = O(1)$, it reads

$$S_q(N, r) \approx \sqrt{2N} \int_{-\sqrt{N}/2}^{0} \frac{du}{1 - q} \ln \left[ \frac{1}{2} \text{erfc}(-s + u)^q + \frac{1}{2} \text{erfc}(-s - u)^q \right].$$

(29)

Making an additional change of variable $u \to x = s - u$ and taking the limit in the new upper bound of the integral $\sqrt{N}/2 + s \to +\infty$, this yields the expression (for $q > 1$)

$$S_q(N, r) \approx \sqrt{2N} S_q^c(\sqrt{2} (r - \sqrt{N})),$$

with

$$S_q^c(s) = \int_{-\infty}^{\infty} \frac{dx}{2} \left( \text{erfc}(x) \ln \left[ \frac{1}{2} \text{erfc}(x) \right] + \text{erfc}(x) \ln \left[ \frac{1}{2} \text{erfc}(x) \right] \right).$$

(30)

As the integrals in Eqs. (30) and (31) converge for $s \to -\infty$, it is straightforward to obtain that $S_q^c(s \to -\infty) \to \sigma_q$ for $q \geq 1$, where $\sigma_q$ is given in Eq. (26). On the other hand, in the limit $s \to +\infty$, using the asymptotic expansion $\text{erfc}(-x) \approx 2 - e^{-x^2}/(\sqrt{\pi} x)$ for $x \to \infty$ in Eq. (30), we obtain at leading order

$$S_q^c(s) \approx \frac{q}{q - 1} \frac{e^{-s^2}}{4\sqrt{\pi} s^2},$$

and

$$S_{vN}^c(s) \approx \frac{e^{-s^2}}{4\sqrt{\pi}},$$

(32)

for $s \to +\infty$, as announced below Eq. (9) of the main text.

**FULL COUNTING STATISTICS FOR FINITE $N$**

In this section, we derive the expression of the cumulants given in Eq. (19) of the main text. First we obtain the finite $N$ expression of the Centred Cumulant Generating Function (CCGF) given in Eq. (18) of the main text, and then we extract the cumulants. We first compute the moment generating function, defined as the Laplace transform of the PDF of $n_r = N_r - \langle N_r \rangle$,

$$\langle e^{-\mu(N_r - \langle N_r \rangle)} \rangle = \mu^{(N_r)} \langle e^{-\mu N_r} \rangle = \mu^{(N_r)} \int d^2z_1 \cdots d^2z_N e^{-\mu \sum_{k=1}^{N} I_r(z_k)} |\Psi_0(z_1, \ldots, z_N)|^2,$$

(33)

where we have introduced the indicator function $I_r(z) = 1$ if $r \in \mathcal{D}_r$ and $I_r(z) = 0$ otherwise. Using that the many-body wave function is a Slater determinant $|\Psi_0(z_1, \ldots, z_N)\rangle = \det_{1 \leq j, k \leq N} \phi_k(z_j) / \sqrt{N!}$ and together with the Cauchy-Binet identity, Eq. (33) can be expressed as

$$\langle e^{-\mu(N_r - \langle N_r \rangle)} \rangle = \mu^{(N_r)} \det_{1 \leq k, l \leq N} \int d^2z e^{-\mu I_r(z)} \phi^*_k(z) \phi_l(z).$$

(34)

Next, we use that $e^{-\mu I_r(z)} = 1 - (1 - e^{-\mu}) I_r(z)$, since $I_r(z) = 0$ or $I_r(z) = 1$. Using the orthonormality of the wave functions (see Eq. (14) in the main text) in Eq. (34), we obtain

$$\langle e^{-\mu(N_r - \langle N_r \rangle)} \rangle = \mu^{(N_r)} \det_{1 \leq k, l \leq N} \left[ \delta_{k, l} - (1 - e^{-\mu}) \int |z| \leq r d^2z \phi^*_k(z) \phi_l(z) \right] = \mu^{(N_r)} \det_{1 \leq k, l \leq N} \left[ \delta_{k, l} - (1 - e^{-\mu}) A_{k, l} \right],$$

(35)
where we recall that $\Lambda$ is the overlap matrix. Note that at this stage the result is valid for any system of non-interacting fermions. In this case, the overlap matrix is diagonal $\Lambda_{k,l} = \delta_{k,l} \lambda_k(r)$ (see Eq. (14) in the main text) and the determinant in Eq. (35) reduces to a finite product of $N$ terms. Taking the logarithm, we finally obtain the CCGF

$$\chi_{\mu}(r) = \ln(e^{-\mu(N_r - \langle N_r \rangle)}) = \sum_{k=1}^{N} \ln[1 - (1 - e^{-\mu})\lambda_k(r)] + \sum_{k=1}^{N} \mu \lambda_k(r)$$

(36)

where we used $\langle N_r \rangle = \sum_{k=1}^{N} \lambda_k(r)$. From Eq. (36), we factorise $(1 - \lambda_k(r))$ in the argument of the logarithm to obtain

$$\chi_{\mu}(r) = \sum_{k=1}^{N} \ln[1 - \lambda_k(r)] + \mu \langle N_r \rangle + \sum_{k=1}^{N} \ln \left[ 1 + e^{-\mu} \frac{\lambda_k(r)}{1 - \lambda_k(r)} \right]$$

(37)

Using next the Taylor series $\ln(1 + x) = \sum_{i=1}^{\infty} (-1)^{i+1}x^i/i$, this yields

$$\chi_{\mu}(r) = \sum_{k=1}^{N} \ln[1 - \lambda_k(r)] + \mu \langle N_r \rangle + \sum_{i=1}^{\infty} \sum_{k=1}^{N} (-1)^{i+1} \frac{e^{-\mu}}{i} \left( \frac{\lambda_k(r)}{1 - \lambda_k(r)} \right)^i$$

(38)

To obtain the expression of the cumulants, we compare this equation with the cumulant expansion of the CCGF

$$\chi_{\mu}(r) = \sum_{p=2}^{\infty} \frac{(-1)^p}{p!} \langle N_p^c \rangle_c \mu^p$$

(39)

Identifying the coefficient in $\mu^p$ in Eqs. (38) and (39), we obtain the identity valid for all $p \geq 2$,

$$\langle N_p^c \rangle_c = \sum_{k=1}^{N} \sum_{l=1}^{\infty} (-1)^{l+1}p^{-1} \left( \frac{\lambda_k(r)}{1 - \lambda_k(r)} \right)^l = -\sum_{k=1}^{N} \mathrm{Li}_{1-p} \left( -\frac{\lambda_k(r)}{1 - \lambda_k(r)} \right)$$

(40)

where we used that $\mathrm{Li}_s(x) = \sum_{k=1}^{\infty} k^{-s}x^k$ is the polylogarithm function.

Note that if instead, we factorise $\lambda_k(r)e^{-\mu}$ in the argument of the logarithm in Eq. (36) and use again the Taylor series $\ln(1 + x) = \sum_{i=1}^{\infty} (-1)^{i+1}x^i/i$, we obtain a different expression for the CCGF

$$\chi_{\mu}(r) = -\mu \sum_{k=1}^{N} \ln[\lambda_k(r)] + \mu \langle N_r \rangle + \sum_{l=1}^{\infty} \ln \left[ 1 + \frac{1 - \lambda_k(r)}{\lambda_k(r)} e^{\mu} \right]$$

$$= -\mu \sum_{k=1}^{N} \ln[\lambda_k(r)] + \mu \langle N_r \rangle + \sum_{k=1}^{N} \sum_{l=1}^{\infty} (-1)^{l+1} \frac{e^{\mu}}{l} \left( 1 - \frac{\lambda_k(r)}{\lambda_k(r)} \right)^l$$

(41)

Identifying now the coefficient in $\mu^p$ in Eqs. (41) and (39), we obtain an additional identity valid for all $p \geq 2$,

$$\langle N_p^c \rangle_c = \sum_{k=1}^{N} \sum_{l=1}^{\infty} (-1)^{l+p+1}p^{-1} \left( 1 - \frac{\lambda_k(r)}{\lambda_k(r)} \right)^l = (-1)^{p+1} \sum_{k=1}^{N} \mathrm{Li}_{1-p} \left( \frac{1 - \lambda_k(r)}{\lambda_k(r)} \right) = (-1)^{p+1} \sum_{k=1}^{N} \mathrm{Li}_{1-p} \left( 1 - \frac{1}{\lambda_k(r)} \right)$$

(42)

which is the formula given in Eq. (20) of the main text. From Eqs. (40) and (42) we obtain immediately the well know property [3]

$$\mathrm{Li}_{1-t} \left( 1 - \frac{1}{x} \right) = \mathrm{Li}_{1-t} \left( \frac{x-1}{x} \right) = (-1)^t \mathrm{Li}_{1-t} \left( \frac{x}{x-1} \right) = (-1)^t \mathrm{Li}_{1-t} \left( 1 - \frac{1}{1-x} \right)$$

(43)

which will be useful for later purpose. Additionally, using the definition of the polylogarithm, we obtain the small $x$ behaviour

$$\mathrm{Li}_{1-t} \left( 1 - \frac{1}{x} \right) = (-1)^t \mathrm{Li}_{1-t} \left( -\frac{x}{1-x} \right) \approx (-1)^{t+1}x$$, for $x \to 0$.

(44)
which will be useful to obtain asymptotic expansions in the next section.

Note finally that the function $\text{Li}_{1-p}(1-1/x)$ is a polynomial function of degree $p$ in the variable $x$. It can be shown using the identities

\[
\frac{e^{-z}}{1-e^{-z}} = \sum_{l=1}^{\infty} (e^{-z})^l \quad \text{and} \quad \frac{-e^{-z}}{1+e^{-z}} = \sum_{l=1}^{\infty} (-e^{-z})^l ,
\]

and deriving $p$ time these expressions with respect to $z$, to obtain

\[
P_p(e^{-z}) = \frac{z^p}{(1-e^{-z})^p} = \sum_{l=1}^{\infty} (-l)^{p-1}(e^{-z})^l = (-1)^{p-1} \text{Li}_{1-p} (e^{-z})
\]

\[
Q_p(e^{-z}) = \frac{z^p}{(1+e^{-z})^p} = \sum_{l=1}^{\infty} (-l)^{p-1}(-e^{-z})^l = (-1)^{p-1} \text{Li}_{1-p} (-e^{-z}) ,
\]

where $P_p(y)$ and $Q_p(y)$ are polynomial functions of degree $p$ in the variable $y$. Finally, replacing $e^{-z} = 1/x - 1 < 1$ if $1 > x > 1/2$ in the first line of Eq. (46) or $e^{-z} = x/(1-x) < 1$ if $0 < x < 1/2$, we obtain

\[
(-1)^{p-1} \text{Li}_{1-p} \left( 1 - \frac{1}{x} \right) = x^p P_p \left( -\frac{1-x}{x} \right) = \tilde{P}_p(x) ,
\]

\[
(-1)^{p-1} \text{Li}_{1-p} \left( 1 - \frac{1}{1-x} \right) = (1-x)^p Q_p \left( -\frac{x}{1-x} \right) = \tilde{Q}_p(x)
\]

where $\tilde{P}_p(x)$ and $\tilde{Q}_p(x)$ are polynomial functions of degree $p$ in the variable $x$.

**ASYMPTOTIC RESULTS FOR THE CUMULANTS IN THE LARGE $N$ LIMIT**

In this section we analyze the behavior of the cumulants $\langle N^p \rangle_c$ in each of the three spatial regions. We also provide asymptotic expansions of these cumulants in the deep bulk (i) and at the edge (iii).

(i) Deep bulk

In the deep bulk, the eigenvalues $\lambda_k(r)$ do not depend on $N$, at leading order for large $N$. Therefore, in the large $N$ limit, the cumulant scaling function is obtained by replacing the finite sum over $k$ in Eq. (19) of the main text by an infinite sum. This yields

\[
\langle N^p \rangle_c \approx K^b_p(r) , \quad K^b_p(r) = (-1)^{p+1} \sum_{k=1}^{\infty} \text{Li}_{1-p} \left( -\frac{\Gamma(k,r^2)}{\gamma(k,r^2)} \right) .
\]

In the small $r$ limit, the eigenvalues are small $\lambda_k(r) \sim r^{2k}/\Gamma(k+1) \ll 1$ and we may retain only the term for $k = 1$. Using additionally the expansion of Eq. (44), we obtain

\[
K^b_1(r) \approx r^2 , \quad \text{for} \quad r \to 0 ,
\]

independently of $p$. Hence all the cumulants are equal ($\langle N^p \rangle \approx r^2$ for $r \ll 1$ and all $p \geq 1$), which is characteristic of a Poisson distribution. Note that the mean number of fermions inside the disk of radius $r$ can be simply obtained from the fermion density

\[
\langle N_r \rangle = 2\pi \int_0^r r' \rho_N(r') dr' \approx r^2 , \quad \text{for} \quad r = O(1) \quad \text{as} \quad N \to \infty ,
\]

Hence in this deep bulk regime $r \to 0$, the distribution of $N_r$ is Poissonian with parameter $r^2$. Additionally, we note that, in this bulk regime, the Rényi entropy $S^b_q(r)$ also behaves quadratically with $r$ (as discussed in the main text)

\[
S^b_q(r) \approx \frac{q}{q-1} r^2 .
\]
Hence, in this bulk regime, the proportionality between the number variance and the entanglement entropy is restored, i.e.

\[ S^b_q(r) \approx \frac{q}{q-1} \text{Var}(N_r). \]  

(52)

Thus the proportionality constant \( q/(q-1) \) in this bulk regime is different from \( \alpha_q \) in the extended bulk regime, as given in Eq. (11) in the main text.

For a large disk \( r \to +\infty \), we use the scaling form in Eq. (24) and rewrite the sum in Eq. (48) as an integral over \( x = (k - r^2)/(\sqrt{2} r) \). It reads

\[ K^b_p(r) \approx (-1)^{p+1} \sqrt{2r} \int_{-\infty}^{\infty} dx \text{Li}_{1-p} \left( -\frac{\text{erfc}(x)}{\text{erfc}(x)} \right). \]  

As \( r \to \infty \), we replace the lower bound of integration by \( -\infty \). This yields

\[ K^b_p(r) \approx \sqrt{2r} \kappa_p, \quad \text{for} \quad r \to +\infty \quad \text{where} \quad \kappa_p = (-1)^{p+1} \int_{-\infty}^{\infty} dx \text{Li}_{1-p} \left( -\frac{\text{erfc}(x)}{\text{erfc}(x)} \right). \]  

(54)

This expression matches smoothly with the extended bulk result (see below).

(ii) Extended bulk

In the extended bulk, we insert in Eq. (19) of the main text the scaling form for the eigenvalues in Eq. (15) of the main text. Replacing the sum over \( k \) by a Riemann integral over \( x = (k - N \zeta^2)/(\sqrt{2} \zeta) \) and taking the limit \( N \to \infty \) in the bounds of integration, we obtain

\[ \langle N_{r}^p \rangle_c \approx \sqrt{2r} \kappa_p \quad \text{with} \quad \kappa_p = (-1)^{p+1} \int_{-\infty}^{\infty} dx \text{Li}_{1-p} \left( -\frac{\text{erfc}(x)}{\text{erfc}(x)} \right). \]  

(55)

Changing the integration variable \( x \to -x \), the expression of \( \kappa_p \) reads

\[ \kappa_p = (-1)^{p+1} \int_{-\infty}^{\infty} dx \text{Li}_{1-p} \left( -\frac{\text{erfc}(x)}{\text{erfc}(x)} \right). \]  

(56)

Using the property in Eq. (43), we obtain the simplified expression

\[ \kappa_p = - \int_{-\infty}^{\infty} dx \text{Li}_{1-p} \left( \frac{\text{erfc}(x)}{\text{erfc}(x)} \right). \]  

(57)

By comparing Eqs. (55) and (57), we realize that the odd cumulants vanish in the extended bulk \( \kappa_{2p+1} = -\kappa_{2p+1} = 0 \).

The coefficient \( \kappa_2 \) for the variance can be obtained explicitly as follows. Using Eq. (57) specialised to \( p = 2 \) and using \( \text{Li}_{-1}(-x) = -x/(1+x)^2 \), we obtain

\[ \kappa_2 = \int_{-\infty}^{\infty} \frac{\text{erfc}(x) dx}{\text{erfc}(x)} \left( 1 + \frac{\text{erfc}(x)}{\text{erfc}(x)} \right)^2 = \int_{-\infty}^{\infty} \frac{dx}{4} \text{erfc}(x) \text{erfc}(x), \]  

(58)

where we used \( \text{erfc}(x) + \text{erfc}(-x) = 2 \). Using an integration by part and the identity \( (\text{erfc}(x) \text{erfc}(-x))' = 2[\text{erfc}(x) - \text{erfc}(-x)]e^{-x^2}/\sqrt{\pi} = -4e^{-x^2} \text{erf}(x)/\sqrt{\pi} \), we express Eq. (58) as

\[ \kappa_2 = \left[ \frac{x}{4} \text{erfc}(x) \text{erfc}(-x) \right]_{-\infty}^{\infty} + \int_{-\infty}^{\infty} \frac{x}{\sqrt{\pi}} e^{-x^2} \text{erf}(x) dx = \int_{-\infty}^{\infty} \frac{x}{\sqrt{\pi}} e^{-x^2} \text{erf}(x) dx. \]  

(59)

Finally, making an additional integration by parts, we obtain the final result

\[ \kappa_2 = \left[ -\frac{e^{-x^2}}{2\pi} \text{erf}(x) \right]_{-\infty}^{\infty} + \frac{2}{\pi} \int_{-\infty}^{\infty} e^{-2x^2} dx = \frac{1}{\sqrt{2\pi}}, \]  

(60)

as announced in the text below Eq. (10). In particular, using Eq. (60), we express the variance in the extended bulk as \( \text{Var}(N_r) \approx r/\sqrt{\pi} \).
At the edge, we insert in Eq. (19) of the main text the scaling form for $\lambda_k(r)$ in Eq. (16) of the main text. Replacing the sum over $k$ by an integral over $u = (k - N)/\sqrt{2N}$ with fixed $s = \sqrt{2(r - \sqrt{N})}$, this yields

$$\langle N^p_r \rangle_c \approx \sqrt{2N}(-1)^{p+1} \int_{-\sqrt{N/2}}^0 du \text{Li}_{1-p} \left( -\frac{\text{erfc}(-u + s)}{\text{erfc}(u - s)} \right).$$  \hspace{1cm} (61)

Making an additional change of variable $u \to x = s - u$, using Eq. (43) and taking the upper bound of integration $s = \sqrt{N/2} + s \to \infty$, we obtain

$$\langle N^p_r \rangle_c \approx \sqrt{2N}K^c_p(s) \text{ with } K^c_p(s) = -\int_s^\infty dx \text{Li}_{1-p} \left( -\frac{\text{erfc}(-x)}{\text{erfc}(x)} \right).$$  \hspace{1cm} (62)

In Fig. 2, we show a plot of these functions $K^c_p(s)$ for $p = 2, 3, 4$ and compare them to numerical simulations. Note that the discrepancy between the analytical prediction and the numerics observed for large negative $s$ is a finite $N$ effect. The integral in Eq. (62) is convergent for $s \to -\infty$ such that we obtain straightforwardly $K^c_p(s \to -\infty) = \kappa_p$ in this limit. For $s \to +\infty$, the argument of $\text{Li}_{1-p}(1 - 1/u)$ is small $u = \text{erfc}(x)/2 \approx e^{-x^2}/(2\sqrt{\pi}x)$ and from Eq. (44), $-\text{Li}_{1-p}(1 - 1/u) \approx (-1)^p u$. Inserting this expression in Eq. (62), we obtain for $p \geq 2$,

$$K^c_p(s) \approx (-1)^p \frac{e^{-s^2}}{4\sqrt{\pi}s^2}, \text{ for } s \to +\infty.$$  \hspace{1cm} (63)

To understand this expression, we consider the average number of fermion outside the disk of radius $r = \sqrt{N} + s/\sqrt{2}$,

$$\langle N(r) \rangle = 2\pi \int_r^\infty \rho_N(r')dr' \approx \sqrt{N} \int_s^\infty dx \frac{1}{\sqrt{2}} \text{erfc}(x) \approx \sqrt{2N} \frac{e^{-s^2}}{4\sqrt{\pi}s^2}, \text{ for } s \to +\infty,$$  \hspace{1cm} (64)

where we used the scaling form for the density at the edge \cite{Ref4} $\rho_N(r) = \text{erfc}(s)/(2\pi)$ with $s = \sqrt{2(r - \sqrt{N})}$. The distribution of $\overline{N} = N - N_r$ will be Poissonian with parameter $\langle \overline{N} \rangle = \sqrt{2N} \frac{e^{-s^2}}{4\sqrt{\pi}s^2}$, and therefore the cumulants for $p \geq 2$ are given by $\langle N^p_r \rangle = (-1)^p \langle N^p_r \rangle_c = (-1)^p \overline{N}_r$.

From Eq. (62), we can obtain explicit expressions for the cumulants at the edge

$$K^c_2(s) = \int_s^\infty dx \frac{1}{4} \text{erfc}(x) \text{erfc}(-x) \approx \frac{e^{-s^2}}{2\sqrt{\pi}} \text{erfc}(s) + \frac{s}{4} \text{erfc}(s) \text{erfc}(-s) + \frac{1}{2\sqrt{2\pi}} \text{erfc}(\sqrt{2}s),$$  \hspace{1cm} (65)

$$K^c_3(s) = \int_s^\infty dx \frac{1}{4} [\text{erf}^3(x) - \text{erf}(x)], \text{ } K^c_4(s) = \int_s^\infty dx \frac{1}{8} [-1 + 4 \text{erf}(x)^2 - 3 \text{erf}(x)^4].$$  \hspace{1cm} (66)
More generally, $K_p^s(s)$ is given as an integral of a polynomial of degree $p$ in the variable $\text{erf}(x)$. Note that we could also have included in these cumulants the leading correction to the mean number $\langle N_r \rangle$ that takes a similar scaling form

$$
\langle N_r \rangle - N \approx \sqrt{2N}K_1^s(\sqrt{2}(r - \sqrt{N})) , \text{ with } K_1^s(s) = -\int_s^\infty \frac{dx}{2} \text{erfc}(x) = \frac{s}{2} \text{erfc}(s) - \frac{e^{-s^2}}{2\sqrt{\pi}}.
$$

(67)
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