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ABSTRACT
Non-autoregressive (NAR) models simultaneously generate multiple outputs in a sequence, which significantly reduces the inference speed at the cost of accuracy drop compared to autoregressive baselines. Showing great potential for real-time applications, an increasing number of NAR models have been explored in different fields to mitigate the performance gap against AR models. In this work, we conduct a comparative study of various NAR modeling methods for end-to-end automatic speech recognition (ASR). Experiments are performed in the state-of-the-art setting using ESPnet. The results on various tasks provide interesting findings for developing an understanding of NAR ASR, such as the accuracy-speed trade-off and robustness against long-form utterances. We also show that the techniques can be combined for further improvement and applied to NAR end-to-end speech translation. All the implementations are publicly available to encourage further research in NAR speech processing.

Index Terms— Non-autoregressive sequence generation, end-to-end speech recognition, end-to-end speech translation

1. INTRODUCTION
In the last decade, deep learning has brought remarkable success in automatic speech recognition (ASR) [1, 2], which has become a central user interface in various IoT applications. Much of the recent research progress is attributed to improvement in the end-to-end system [3–5], where an ASR model is trained to directly optimize speech-to-text conversion. Owing to the well-established sequence-to-sequence modeling techniques [6–8] and more sophisticated neural network architectures [9–11], end-to-end ASR systems have achieved comparable results with those of the conventional hybrid systems [12–14].

Current state-of-the-art end-to-end ASR systems are based on autoregressive (AR) models [6, 8], where each token prediction is conditioned on the previously generated tokens (Figure 1 left). Such a generation process can lead to slow inference speed, requiring $L$-step incremental calculations to generate an $L$-length sequence. Non-autoregressive (NAR) models [15, 16], in contrast, permit generating multiple tokens in parallel, which significantly speeds up the decoding process (Figure 1 right). However, such simultaneous predictions often prevent the NAR models from learning the conditional dependencies between output tokens, worsening the recognition accuracy compared to AR models.

Fast inference is one of the crucial factors for deploying deep learning models to real-world applications. ASR systems, in particular, are desired to be fast and light in numerous scenes, such as in spoken dialogue systems, where users prefer quick interactions with a conversational agent. Accordingly, various attempts have been actively made to develop and improve NAR end-to-end ASR models [17–23], inspired by the great success of NAR modeling techniques in neural machine translation [24–30]. However, while an increasing number of NAR models have been proposed and shown their effectiveness, the research community lacks a comprehensive study for comparing different NAR methods in a fair experimental setting. Hence, it remains unclear what the advantages and disadvantages each model has when compared to other models.

Our work aims to conduct a comparative study on NAR modeling methods for end-to-end ASR. We have made an effort to cover a wide variety of methods, including a standard connectionist temporal classification (CTC)-based model [3]; Mask-CTC [19] and Improved Mask-CTC [31] based on masked language modeling [28, 32]; Align-Denoise [33] based on refinement training [25]; Insertion Transformer and KERMIT [21] based on insertion-based modeling [26, 34]; intermediate CTC [35] and self-conditioned CTC [36] based on regularization techniques; and a continuous integrate-and-fire (CIF)-based NAR model (CIF-NA) [37]. All the models are fairly evaluated in the state-of-the-art setup using ESPnet [38], adopting Conformer [11] for the network architecture.

The contributions of this work are summarized as follows:

• We conduct comparative experiments on a variety of NAR ASR models using various ASR tasks. In addition to comparing the accuracy and speed, we further analyze the results to help develop a deep understanding of NAR ASR.

• We show that different NAR techniques can be combined to improve the performance and applied to other NAR speech-to-text tasks, e.g., end-to-end speech translation.

• We provide reproducible implementations and recipes used in our experiments, hoping to encourage further research in NAR speech processing.

Fig. 1. Illustrations of autoregressive and non-autoregressive ASR.
2. RELATED WORKS

In Table 1, we list several NAR end-to-end ASR models to help compare and understand them at a glance. Here, we include some important aspects for the comparison. The number of decoding iterations (#iter) can be increased to improve an output sequence at the expense of extra computations, which enables a model to generate more valid tokens conditioned on previously generated tokens in a semi-autoregressive manner [25, 28]. Processing unit is a unique property in NAR ASR, which can be either frame-level or token-level. Token-level processing reduces the speed and computational cost during inference, which is especially important when a model performs the iterative prediction. However, it needs additional efforts to estimate or adjust the length of an output sequence [16]. Frame-level processing, on the other hand, is prone to slow inference with the requirement of computational resources, but it does not require the length prediction. CTC indicates the usage of connectionist temporal classification (CTC) [15], which is a promising NAR modeling method for ASR.

CTC is the very fundamental method for realizing NAR end-to-end ASR. CTC makes a strong conditional independence assumption between token frame predictions, enabling the model to perform fast inference while limiting the recognition accuracy compared to other end-to-end ASR models [40]. Inspired by the conditional masked language model (CMLM) [28], Audio-CMLM (A-CMLM) [17] effectively learns the conditional distribution of output tokens over a partially observed sequence through the CTC prediction task [32]. Imputer [18] and Mask-CTC [19, 31] combine CTC with CMLM to improve frame-level or token-level CTC predictions, getting rid of the cumbersome length prediction required in the previous approach. While Imputer and Mask-CTC suffer from the mismatch between training and testing conditions, Align-Refine [23] and Align-Denoise [33] introduce iterative refinement [25] to optimize the refinement process of CTC predictions directly.

Some of the recent efforts in NAR end-to-end ASR focus on improving the performance of the standard CTC-based model itself. Intermediate CTC [35] and self-conditioned CTC [36] apply auxiliary CTC losses to intermediate layers as in [41], which effectively enhances the intermediate representations and leads to improved CTC performance. Convolution-based neural network architectures have been shown to improve the CTC-based and the other end-to-end ASR models in general [31, 42, 43]. When a large amount of speech data is available for pre-training, powerful speech representations learned by wav2vec 2.0 [44] can significantly boost the performance of CTC [42].

Another direction for NAR ASR is based on insertion-based modeling, which permits the model for generating tokens in an arbitrary order without the left-to-right constraint in AR models. Showing promising results in neural machine translation, Insertion Transformer [26] and Kontextuell Encoder Representations Made by Insertion Transformations (KERMIT) [34] are successfully adopted for end-to-end ASR [21].

3. NON-AUTOREGRESSIVE ASR

This section reviews NAR modeling methods for end-to-end ASR compared in our study, including CTC, Mask-CTC, Improved Mask-CTC, Align-Denoise, Insertion Transformer, KERMIT, intermediate CTC, self-conditioned CTC, and CIF-NA. We have made an effort to cover a wide variety of methods, each of which has a unique capability as an NAR model, as described in Section 2.

Notations: We formulate end-to-end ASR as a sequence mapping between a T-length input sequence \( X = (x_t \in \mathbb{R}^D | t = 1, \ldots, T) \) and an L-length output sequence \( Y = (y_t \in \mathbb{Y} | l = 1, \ldots, L) \). Here, \( x_t \) is a D-dimensional acoustic feature at frame \( t \), and \( y_t \) is an output token at position \( l \), and \( \mathbb{Y} \) a vocabulary.

3.1. Connectionist temporal classification (CTC)

CTC [15] predicts a frame-level alignment sequence \( Z = (z_t \in \mathbb{Y} \cup \{e\} | l = 1, \ldots, L) \), which is obtained by introducing a special blank token \( e \) into the output sequence \( Y \). Based on the conditional independence assumption per token frame prediction, CTC models the conditional probability \( P(Y|X) \) by marginalizing over all paths (frame alignments) as:

\[
P_{\text{ctc}}(Y|X) = \sum_{Z \in \mathcal{B}^{-1}(Y)} \prod_{t=1}^{T} P(z_t|X), \tag{1}
\]

where \( \mathcal{B}^{-1}(Y) \) denotes all possible paths compatible with \( Y \). The CTC objective is defined by the negative log-likelihood of Eq. (1):

\[
\mathcal{L}_{\text{ctc}} = -\log P_{\text{ctc}}(Y|X). \tag{2}
\]

During inference, we use the best path decoding [15] to generate an output sequence, where the most probable tokens \( \text{argmax}_Y P(Z|X) \) are selected at each frame, and an output sequence is obtained by suppressing repeated tokens and removing blank symbols.

3.2. Mask-CTC

Mask-CTC [19] is built upon an encoder-decoder structure, where the CTC loss (Eq. (1)) is applied to the encoder output, and the decoder adopts the conditional masked language model (CMLM) [28]. The CMLM decoder is trained to predict output tokens \( Y_{\text{mask}} \in \mathbb{Y} \), given a partially observed ground-truth sequence \( Y_{\text{obs}} \in \mathbb{Y} \), as:

\[
P_{\text{cmlm}}(Y_{\text{mask}}|Y_{\text{obs}}, X) = \prod_{y \in Y_{\text{mask}}} P(y|Y_{\text{obs}}, X), \tag{3}
\]

where \( Y_{\text{mask}} \) are obtained by randomly replacing ground-truth tokens with a special mask token \( \text{<MASK>} \). The objective of the CMLM decoder is defined as:

\[
\mathcal{L}_{\text{cmlm}} = -\log P_{\text{cmlm}}(Y_{\text{mask}}|Y_{\text{obs}}, X). \tag{4}
\]

The final loss of Mask-CTC is defined as a weighted sum of the standard CTC loss \( \mathcal{L}_{\text{ctc}} \) in Eq. (2) and \( \mathcal{L}_{\text{cmlm}} \) in Eq. (4). During inference, an output sequence of CTC is first obtained from the encoder, and then the decoder refines the CTC output through the mask prediction process based on Eq. (3). By masking low-confidence tokens in the CTC output and predicting the masked tokens based on the

| Table 1. Comparison of various NAR end-to-end ASR models. |
| --- |
| Model | #iter | Processing unit | CTC |
| A-CMLM [17] | 3 | token | ✓ |
| Imputer [18] | 8 | frame | ✓ |
| LASO [20] | 1 | token | ✓ |
| Spike-Triggered [22] | 1 | token | ✓ |
| Mask-CTC [19] | 10 | token | ✓ |
| Improved Mask-CTC [31] | 5 | token | ✓ |
| Align-Refine [23] | 5 | frame | ✓ |
| Align-Denoise [33] | 1 | frame | ✓ |
| Insertion Transformer [21] | \( \approx \) \( \log_{g}(L) \) | token | ✓ |
| KERMIT [21] | \( \approx \) \( \log_{g}(L) \) | token | ✓ |
| Intermediate CTC [35] | 1 | frame | ✓ |
| Self-conditioned CTC [36] | 1 | frame | ✓ |
| CIF-NA [39] | 1 | token | ✓ |
other high-confidence unmasked tokens, errors from the conditional independence assumption are expected to be recovered.

3.3. Improved Mask-CTC
One limitation of Mask-CTC is that the length of an output sequence cannot be changed from that of the CTC output during inference, making it difficult to recover deletion and insertion errors. To overcome this problem, Mask-CTC is enhanced by introducing a length prediction network in the CMLM decoder [31]. The length prediction network is trained to predict the length of a partial target sequence from a masked token. For example, given a ground-truth sequence \( Y = [y_1, y_2, y_3, y_4] \) and its masked sequence \([y_1, <\text{MASK}>, y_4, <\text{MASK}>]\), symbols 2 and 0 are predicted from each masked position, indicating the length of the corresponding partial sequence in \( Y \). With this length prediction network, during inference, the number of \(<\text{MASK}>\) at each masked position is first modified based on the predicted length. Each mask is then predicted conventionally as in Eq. (3), allowing the model to change the sequence length dynamically by deleting and inserting mask tokens.

3.4. Align-Denoise
Align-Denoise [33] is built on the prior work of Align-Refine [23] and Imputer [18] and adopts a similar encoder-decoder structure on frames. CTC is applied to both the encoder output and decoder output. Instead of taking multiple steps to get the intermediate results as Align-Refine, Align-Denoise generates noisy CTC alignment \( \tilde{Z} \) during the training and requires a single iteration for decoding. The training objective is based on the CTC loss in Eq. (2) and a ground-truth alignment \( Z_{gt} = \arg\max_Z P(\tilde{Z}|X) \):

\[
\mathcal{L}_{\text{align-denoise}} = \mathbb{E}_{Z \sim q(Z|X, Z_{gt})} \left[ \log P_{\text{ctc}}(Y|X, \tilde{Z}) \right],
\]

where \( q(\cdot) \) is the noisy function for generating the noisy alignment. The idea is similar to the denoising autoencoder [45] (DAE), where the input to the decoder is the ground truth alignment with a certain level of noise.

3.5. Intermediate CTC
Intermediate CTC [35] extends the CTC-based modeling with a regularization loss. During training, a sequence of intermediate representations \( X_{\text{inter}} \) is obtained from an intermediate layer of the encoder, and its intermediate CTC loss is computed as:

\[
\mathcal{L}_{\text{inter}} = -\log P_{\text{ctc}}(Y|X_{\text{inter}}).
\]

The final loss is a weighted sum of the original CTC loss in Eq. (2) and intermediate loss. During inference, the intermediate loss is unused, and the model is treated as an ordinary CTC model.

3.6. Self-conditioned CTC
Self-conditioned CTC [36] extends intermediate CTC by exploiting the intermediate representations \( X_{\text{inter}} \) for conditioning the subsequent encoder layers. During both training and inference, each token posterior distribution in the intermediate layers \( A_{\text{inter}} = \text{softmax}(X_{\text{inter}}) \) is fed back to the input of the next layer, making the subsequent encoder layers conditioned on the intermediate predictions. The self-conditioned CTC loss is defined as:

\[
\mathcal{L}_{\text{self-cond}} = -\log P_{\text{ctc}}(Y|X, A_{\text{inter}}).
\]

The final loss is a weighted sum of the intermediate CTC loss in Eq. (6) and the self-conditioned CTC loss.

3.7. Insertion Transformer
In the case of insertion-based NAR models, the conditional probability \( P(Y|X) \) is modeled by marginalizing over insertion order \( \pi \):

\[
P_{\text{ins}}(Y|X) = \sum_\pi P(Y, \pi|X) = \sum_\pi P(Y^*|X)P(\pi).
\]

Insertion order \( \pi \) represents the permutation of tokens in a sequence \( Y \), e.g., if \( L = 4 \) and \( \pi = (3, 1, 2, 4) \), \( Y^* = (y_3, y_1, y_2, y_4) \).

During training, an upper bound of negative log-likelihood is minimized under a prior distribution over insertion order \( \pi \):

\[
\mathcal{L}_{\text{ins}} = -\sum_\pi P(\pi) \log P(Y^*|X) \geq -\log P_{\text{ins}}(Y|X).
\]

Insertion Transformer [26] trains Transformer, with an encoder-decoder structure, to predict a token and its position to be inserted, which aims to model \( P(Y^*|X) \) in Eq. (8). When \( P(\pi) \) is defined by the balanced binary tree (BBT)-based insertion order [26], decoding finishes empirically with \( \log_2(L) \) iterations. The BBT order is to insert the centermost tokens of the current hypothesis. For example, given an output sequence with \( L = 7 \), the hypothesis grows based on the tree structure like \((y_4) \rightarrow (y_2, y_4, y_6) \rightarrow (y_1, y_2, y_3, y_4, y_5, y_6, y_7)\).

3.8. KERMIT
KERMIT [34] is a variant of Insertion Transformer. Its basic formulation is the same but only the Transformer encoder is used to predict a token and its position to be inserted.

KERMIT can be trained with the CTC loss in a multi-task learning manner [21], which makes the CTC alignment prediction conditioned on a partial hypothesis from the insertion-based decoding. Given the posterior probability of a CTC alignment at \( k \)-th decoding step as \( P(Z|Y^{*k}, X) \), the objective of KERMIT is to minimize the following negative log-likelihood:

\[
\mathcal{L}_{\text{kermit}} = \mathcal{L}_{\text{ins}} - \lambda_{\text{kermit}} \log \sum_{Z \in B^{<l>(Y)}} P(Z|Y^{*k}, X),
\]

where \( \lambda_{\text{kermit}} \) is a tunable weight on the CTC loss. During inference, the CTC decoding is performed using \( P(Z|Y^{*k}, X) \) in Eq. (10), and it can be terminated at any number of iterations.

3.9. CIF-NA
Continuous integrate-and-fire (CIF) [37] provides a soft and monotonic alignment in the encoder-decoder framework. CIF first learns information weights \((\alpha_1, ... \alpha_T)\) from the encoder output \( X_{\text{enc}} \) and accumulates the weights from left to right to locate the acoustic boundary. Then, the acoustic embedding \( C = (c_1, ..., c_L) \) for each target token is obtained by integrating the encoder states based on their estimated weights. In this paper, we investigated CIF with an NAR decoder, noted as CIF-NA. Following the prior work [39], both the encoder states and acoustic embeddings are fed into the decoder to predict the probability of output tokens in parallel:

\[
\mathcal{L}_{\text{cif}} = -\log \prod_{l=1}^{L} P(y_l|C, X_{\text{enc}}).
\]

CIF also adopts a quantity loss to supervise the model to predict the quantity of the integrated embeddings closer to the length of a target sequence, defined as \( \mathcal{L}_{\text{qua}} = \sum |\alpha_i - L| \). The final loss of CIF-NA is a weighted sum of the CTC loss in Eq. (2), \( \mathcal{L}_{\text{cif}} \) and \( \mathcal{L}_{\text{qua}} \).
4. EXPERIMENTS

Aiming to compare the NAR models in Section 3, we conducted ASR experiments using ESPnet [38, 46]. In addition to the NAR models, we evaluated autoregressive (AR) models, including the attention-based sequence-to-sequence model with the CTC/attention objectives [47, 48] and Conformer-Transducer [49]. The recognition accuracy was evaluated based on word error rate (WER) or character error rate (CER), depending on a task, and the inference speed was measured using real-time factor (RTF).

### 4.1. Experimental setup

| Model                  | #iter | Inference speed | LS-100 (WER) | TED2 (WER) | CSJ-APS (CER) |
|------------------------|-------|-----------------|--------------|------------|---------------|
|                        |       | RTF | Speedup | dev | other | test | clean | other | dev | test | eval1 | eval2 | eval3 |
| CTC/attention          | L     | 0.341 | 1.00×   | 6.8 | 18.8 | 7.4 | 19.0 | 11.6 | 8.7 | 5.4 | 4.0 | 9.8 |
| + beam-search           | > L   | 3.419 | 0.10×   | 6.3 | 18.2 | 18.6 | 18.5 | 10.4 | 8.4 | 5.1 | 3.8 | 9.0 |
| Transducer             | L     | 0.069 | 4.94×   | 7.3 | 19.9 | 7.6 | 19.9 | 9.6  | 9.2 | 6.3 | 4.5 | 10.6|
| + beam-search           | > L   | 0.234 | 1.46×   | 6.4 | 18.8 | 6.8 | 18.9 | 8.6  | 8.2 | 5.2 | 4.1 | 10.0|
| CTC                    | 1     | 0.059 | 5.78×   | 7.4 | 20.5 | 7.8 | 20.8 | 8.9  | 8.6 | 5.4 | 4.0 | 9.6 |
| Mask-CTC               | 10    | 0.063 | 5.41×   | 7.2 | 20.3 | 7.5 | 20.6 | 8.9  | 8.5 | 5.6 | 4.0 | 9.6 |
| Improved Mask-CTC      | 5     | 0.072 | 4.74×   | 7.0 | 19.8 | 7.3 | 20.2 | 8.8  | 8.3 | 5.5 | 4.0 | 9.5 |
| Align-Denoise          | 1     | 0.073 | 4.67×   | 8.0 | 22.3 | 8.4 | 22.5 | 9.0  | 8.7 | 5.4 | 3.7 | 9.1 |
| NAR                    | 1     | 0.059 | 5.78×   | 6.9 | 19.7 | 7.1 | 20.2 | 8.5  | 8.3 | 5.6 | 4.1 | 9.8 |
| Self-conditioned CTC   | 1     | 0.059 | 5.78×   | 6.6 | 19.4 | 6.9 | 19.7 | 8.7  | 8.0 | 5.3 | 3.7 | 9.1 |
| KERMIT                 | ≈ \(\log_2(L)\) | 0.361 | 1.06×   | 7.1 | 19.7 | 7.4 | 20.2 | 9.1  | 8.2 | 5.4 | 3.7 | 9.5 |
| Insertion Transformer  | ≈ \(\log_2(L)\) | 0.083 | 4.11×   | 16.0 | 27.3 | 16.2 | 27.4 | –    | –   | –   | –   | –   |
| CIF-NA†                | 1     | 0.073 | 4.67×   | 15.4 | 34.0 | 15.7 | 34.6 | –    | –   | –   | –   | –   |

† According to discussions with the author of CIF [37], CIF-NA suffers from the degradation due to the difficulty of acoustic boundary decisions.

Inference speed LS-100 (WER) is measured using real-time factor (RTF). The real-time factor was used to measure the inference speed and was evaluated on the LS-100 “test-other” set using CPU.
10. All of the decodings were done without using external language models (LMs). Decoding hyper-parameters that are unique to each model were tuned following the previous works. To evaluate the inference speed, RTF was measured using Intel(R) Xeon(R) Silver 4114 CPU, 2.20GHz on the same machine environment. All of the implementations are publicly available.

4.2. Main results

Table 2 shows the results on LS-100, TED2, and CSJ-APS. LibriSpeech-100h (LS-100): By comparing the results obtained from the NAR models on LS-100, all of our NAR models, except Insertion Transformer and CIF-NA, outperformed the standard CTC-based model. Moreover, on the “clean” sets, Improved Mask-CTC, intermediate CTC, self-conditioned CTC, and KERMIT achieved comparable performances with those of the AR models. On the “other” sets, in contrast, the NAR models resulted in worse performances than the CTC/attention model. Since the “other” sets include utterances with lower quality than the “clean” sets, a model is required to capture dependencies between output tokens to compensate for information loss in the low-quality speech. With the language model mechanism included in the network structure, the CTC/attention model resulted in better performances on “other” sets, effectively modeling dependencies between output tokens.

TEDLIUM2 (TED2): On TED2, all the NAR models, including the standard CTC-based model, achieved results competitive to those obtained from the AR models. Especially on the development set, the NAR models outperformed the CTC/attention model by a large margin. We further discuss this interesting outcome in Section 4.5.

CSJ-APS: All the NAR models achieved comparable performance with the AR models on CSJ-APS, indicating the effectiveness independent of the language. Especially, the performances of Align-Denoise and Self-conditioned CTC aligned with the searched results obtained from the CTC/attention model.

Discussions on Insertion Transformer and CIF-NA: Insertion Transformer resulted in the performance drop because of its two unique characteristics. The first is that it is difficult to judge whether more tokens to be inserted or not. It is controlled by a special token that represents “no more token to be inserted”. However, partial hypothesis including recognition errors leads to misjudging of token insertion. The second is that once a hypothesis encounters recognition error, it can not be recovered during inference. The error is propagated to later iterations and leads to more errors. CIF is a novel alignment mechanism that can be adopted for various ASR scenarios. However, different from the original AR version, CIF-NA resulted in the performance degradation due to the difficulty of estimating acoustic boundaries in the English speech dataset. According to [37, 39], it could achieve competitive performance in monosyllable languages with clear acoustic boundaries (e.g., Chinese Mandarin).

From the above results, it can be concluded that CTC is the key technique to realizing effective NAR end-to-end ASR, as all the well-performing models are based on CTC. Overall, self-conditioned CTC resulted in the best performance among the NAR models, filling the gap against the AR performance.

4.3. Recognition accuracy vs. inference speed

We study the trade-off between recognition accuracy and inference speed. According to RTF results in Table 2, which are measured on

Table 3. Error analysis on LS-100. WERs on Table 2 are split into substitution (sub), deletion (del), and insertion (ins) error rates.

| Model                  | test-clean | test-other |
|------------------------|------------|------------|
|                        | sub  del  ins | sub  del  ins |
| CTC/attention          | 5.3 1.2 0.9 | 14.5 2.4 2.1 |
| + beam-search           | 5.4 0.6 0.8 | 14.7 1.8 2.1 |
| CTC                    | 6.3 0.7 0.8 | 16.6 2.2 1.9 |
| Improved Mask-CTC      | 5.9 0.6 0.8 | 16.2 2.0 2.0 |
| Intermediate CTC       | 5.7 0.6 0.8 | 16.2 1.9 2.1 |
| Self-conditioned CTC   | 5.6 0.6 0.7 | 15.8 2.0 1.9 |
| KERMIT                 | 6.0 0.6 0.8 | 16.2 2.0 1.9 |

the “test-other” set of LS-100, all the NAR models except KERMIT achieved fast inference speed compared to the AR models. This is because of the non-autoregressive nature of NAR models, i.e., it can generate multiple tokens at a single iteration step. The RTF improvement is achieved at the expense of quality-drop in WER. Especially on the “other” sets of LS-100, NAR models did not reach the performance obtained from the CTC/attention model. In contrast, on the “clean” sets, several NAR models (e.g., self-conditioned CTC) achieved better WERs than the greedy results of the CTC/attention model. Improving the recognition of difficult utterances is an important problem for NAR models to be solved.

4.4. Error analysis

In Table 3, we break down WERs on LS-100 reported in Table 2. By comparing the results obtained from CTC and the other NAR models, it appeared that the major improvements on our NAR models are attributed to reducing substitution errors. Deletion and insertion error rates, in contrast, were kept relatively low and stayed almost the same from the CTC results, which can often be reduced by using wordpieces. The AR model handled substitution errors more effectively than the NAR models. However, deletion and insertion errors were higher than those of the NAR models, indicating that the NAR models are more effective at generating a sequence with a correct length. From these results, it can be suggested that the key for further improvement of NAR models is to mitigate substitution errors.

4.5. Robustness against output sequence length

Figure 2 shows the correlation between output sequence length and error rate for the LS-100 test-clean set. Here, we observed that the performance of the AR model is prone to degradation when the length of an output sequence is long (Figure 2 top). On the other hand, the NAR models successfully recognized the long sequence without having such a severe quality drop. To further investigate the results, we compared the error components between the AR and self-conditioned CTC models (Figure 2 bottom). While the substitution and insertion errors were in the same range between the two models, the deletion error in the AR model got significantly high as the output sequence length increased, where we observed consecutive tokens in the sequence are completely skipped as reported in [61]. This explains why the performance of the AR models on the TED2 development set fell behind those of the NAR models (Table 2), as the set includes long-form utterances up to 40 seconds.

4.6. Evaluation under noisy condition

Table 4 shows results under noisy conditions based on the CHiME4 task. Note that we only focused on the models achieving promis-
4.7. Combination of different techniques

As intermediate CTC is a regularization method for CTC modeling and does not require any architectural changes, it is possible to augment other CTC-based NAR modeling with intermediate CTC. We combine Mask-CTC and intermediate CTC by adding an intermediate CTC loss to the encoder of Mask-CTC, as proposed in [35]. Table 5 shows the comparison of Mask-CTC and its intermediate CTC extension on LS-100 and CHiME-4. In all cases, intermediate CTC improved Mask-CTC, similar to experimental results reported by [35], while requiring no extra computation during inference.

4.8. Application to end-to-end speech translation (E2E-ST)

We applied Mask-CTC, intermediate CTC, self-conditioned CTC, and Orthros [62] to the NAR E2E-ST task on Fisher-CallHome Spanish corpus [63]. Orthros is based on CMLM but has an additional AR decoder on the same encoder to select the most probable translation among multiple length candidates. All models used the Conformer encoder and 16k wordpieces as output units. The encoder parameters were initialized with a pre-trained AR ASR encoder. We followed the setting in [62] and applied sequence-level knowledge distillation [64]. With the help of the NAR modeling methods, we observed some gains over the CTC-based results (Table 6). While self-conditioned CTC was the most effective method for ASR, it had smaller impact on the E2E-ST task, and Orthros resulted in the best performance. Since input-output alignments are not monotonic in this task, token-level iterative refinement is required to make the sequence generation conditioned on a translated sequence, rather than only depending on acoustic information from input speech.

5. CONCLUSIONS

This paper presented a comprehensive study of NAR modeling methods for end-to-end ASR. Various NAR models were compared based on different ASR tasks. The results provided several interesting findings, including the accuracy-speed trade-off and robustness against long-form speech utterances. We also showed that different NAR techniques could be combined to improve the performance and applied to end-to-end speech translation. We believe that the reproducible implementations and recipes used in this paper will accelerate further NAR research in speech processing.
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