Fully analytic valence force fields for the relaxation of group-IV semiconductor alloys: elastic properties of group-IV materials calculated from first principles
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Silicide, Ge1−x-y(C,Sn,Pb)x alloys have attracted significant attention as a route to achieve a direct-gap group-IV semiconductor. Using density functional theory (DFT) – employing local density approximation and hybrid Heyd-Scuseria-Ernzerhof exchange-correlation functionals – we compute the lattice parameters, relaxed and inner elastic constants, and internal strain (Kleinman) parameters for elemental (diamond) group-IV materials and zinc blende IV-IV compounds. Our DFT calculations support a little-known experimental re-evaluation of the α-Sn elastic constants, and contradict a recent prediction of dynamic instability in selected IV-IV compounds. DFT-calculated structural and elastic properties are used in conjunction with a recently derived analytical parametrisation of a harmonic valence force field (VFF) [Phys. Rev. B 100, 094112 (2019)] to obtain a complete set of VFF potentials for SiyGe1−x−y(C,Sn,Pb) and SiyGe1−x alloys. The analytical parametrisation exactly reproduces the relaxed elastic constants and Kleinman parameter without recourse to numerical fitting, allowing for accurate and computationally inexpensive lattice relaxation. The accuracy of the VFF potentials is demonstrated via comparison to the results of DFT supercell relaxation for (i) ordered Si (Ge) alloy supercells containing a substitutional C, Ge (Si), Sn or Pb impurity, where comparison is also made to a model analytical VFF, and (ii) disordered SiyGe1−x alloy supercells. The VFF potentials we present enable accurate and computationally inexpensive relaxation of large-scale supercells representing bulk-like group-IV alloys or group-IV heterostructures, providing input to first principles or empirical electronic structure calculations, and enabling structural analysis and calculation of strain fields in heterostructures for device applications.

I. INTRODUCTION

Despite their ubiquity in contemporary microelectronics, the indirect fundamental band gaps of the group-IV semiconductors Si and Ge make these materials inefficient emitters and absorbers of light. Driven largely by the potential of Si photonics, there has been a surge of activity in recent years aimed at realising direct-gap group-IV semiconductor materials suitable for applications in active photonic devices – e.g. light-emitting diodes and diode lasers – which can be integrated monolithically on a Si platform while remaining compatible with established Si technology. From a theoretical perspective, the significant potential for practical applications offered by direct-gap group-IV semiconductor alloys mandates detailed investigations of their structural, electronic, optical and transport properties, in order to quantify key technologically relevant material parameters and identify optimised materials and heterostructures for targeted applications. Emerging theoretical and experimental evidence has suggested the potential importance of alloy band mixing effects in determining the nature of the band gap and indirect-to-direct-gap transition in Ge1−xSnx alloys. Similarly, initial investigations of the electronic structure of dilute Ge1−x−yCyx based on small supercell density functional theory (DFT) calculations29,30 have produced conflicting conclusions regarding the emergence of a direct band gap, with alloy band mixing effects again assuming fundamental importance.31 Similarly, DFT-based analysis of the indirect- to-direct-gap transition in Ge1−xPbx alloys has demonstrated the limitations of small supercell alloy electronic structure calculations23 which can obscure physical trends by exaggerating band mixing effects.

A quantitative understanding of such effects, and hence of the nature of the band structure of emerging direct-gap group-IV alloys, requires the use of large-scale supercells containing \(10^4 - 10^5\) atoms, which are beyond the reach of current DFT implementations.14,15 Indeed, we have recently demonstrated the importance of the interplay between alloy disorder and band mixing effects in dilute Ge1−xCx alloys using a semi-empirical tight-
binding approach, emphasising the requirement to carry out high-throughput, large-scale alloy supercell calculations to develop a rigorous fundamental understanding of the alloy electronic structure. To provide input to such calculations, which in turn underpin atomistic calculations of optical and transport properties, the ability to efficiently and accurately compute relaxed atomic positions in bulk-like alloy supercells and heterostructures is required. This necessitates the development of models which account fully for the local strain effects – i.e. short-range variations in bond lengths and angles – in realistic, disordered alloys formed of elements possessing significantly different covalent radii. Such models can then provide suitable input not only to first principles (for small supercells containing \( \lesssim 10^3 \) atoms) or semi-empirical (for large-scale supercells containing up to \( \sim 10^6 \) atoms) electronic structure calculations, and can also be employed to perform structural analysis of, and compute strain fields in, heterostructures of interest for device applications.

Here, we present a complete set of parameters for a valence force field (VFF) potential capable of describing the structural and elastic properties of candidate direct-gap \( \text{Si}_x\text{Ge}_{1-x} \) (C,Sn,Pb) \(_x\) group-IV alloys, as well as conventional \( \text{Si}_x\text{Ge}_{1-x} \) alloys. We utilise a recently derived analytical approach which enables exact parametrisation of the VFF potential for diamond- and zinc blende-structured materials, without recourse to numerical fitting. To facilitate application of the potential to \( \text{Si}_x\text{Ge}_{1-x} \) (C,Sn,Pb) \(_x\) alloys requires parameters describing all possible two- and three-body local bonding environments formed by neighbouring atoms. This requires that the structural and elastic properties of 12 distinct materials are computed: the diamond-structured elemental materials C, Si, Ge, \( \alpha\)-Sn and Pb, as well as the zinc blende-structured compounds \( \text{Si}_x\text{Ge}_{1-x} \) and \( \text{Ge}_x\text{Sn}_{1-x} \). We use DFT – employing both local density approximation (LDA) and Heyd-Scuseria-Ernzerhof hybrid \( \text{HSE}_{06} \) exchange-correlation (XC) functionals – to compute the lattice parameters, relaxed and inner elastic constants, and internal strain (Kleinman) parameters for all 12 materials.

We note that several of the materials investigated have not been observed in nature, nor have they been fabricated in a laboratory setting. For example, no experimental data are available for semimetallic diamond-structured Pb, since metallic Pb occurs naturally in the face-centred cubic crystal phase (a consequence of the energetic cost associated with \( sp^3 \) hybridisation of Pb, even at low temperatures and pressures, similar to the energetics underlying the phase transition from semimetallic \( \alpha\)-Sn to metallic \( \beta\)-Sn). Similarly, experimental data are not available for any of the listed IV-IV compounds with the exception of \( \beta\)-SiC (where experimental reports vary widely due to polycrystallinity in real material samples). For other IV-IV compounds, where previous theoretical data exist they are divergent regarding fundamental lattice properties. The parameters we report in this work represent the first such data for several of the materials considered. Also, accurate hybrid functional DFT calculations of commonly overlooked properties such as the inner elastic constants and Kleinman parameter provide valuable fundamental information given, e.g., the important role played in carrier transport of scattering of electrons and holes by optical phonons.

The VFF potential we employ is that introduced by Martin, modified from that originally proposed by Musgrave and Pople. Our analytical parametrisation of this potential – details of the derivation of which can be found in Ref. – reproduces exactly the (relaxed) elastic constants \( C_{11}, C_{12} \) and \( C_{44} \), as well as the Kleinman parameter \( \zeta \) for diamond- or zinc-blende structured bulk materials. This exact parametrisation represents a significant improvement over the commonly-employed Keating potential and provides an approach which is both more physically transparent and less computationally expensive than other widely-used potentials (e.g. Stillinger-Weber or Abell-Tersoff). Overall, by combining our hybrid functional DFT calculations and analytical VFF, we present a set of accurately parametrised and highly scalable VFF potentials, which can be used to efficiently and accurately perform atomistic relaxation of large-scale supercells describing bulk-like alloys and realistically-sized heterostructures. The VFF potentials we parametrise are benchmarked via lattice relaxation for a series of exemplar ordered and disordered alloy supercells. Direct comparison of VFF- and DFT-relaxed atomic positions for these test systems validates the utility and accuracy of the VFF potentials, verifying that they provide high accuracy at a computational cost that is reduced by at least three orders of magnitude compared to that associated with an equivalent DFT relaxation.

The remainder of this paper is organised as follows. In Sec. I we describe our theoretical methods and models, beginning in Sec. IA with relevant background pertaining to linear elasticity in cubic crystals. In Sec. IB we present our VFF potential and describe its analytical parametrisation. The details of our DFT calculations are described in Sec. IIC. Our results are presented in Sec. II beginning in Sec. IIA with our DFT-calculated structural and elastic properties. Our parametrised VFF potentials are presented in Sec. IIB. In Sec. IIC we benchmark the VFF potentials, via comparison between DFT and VFF relaxations of exemplar alloy supercells. Finally, in Sec. IV we summarise and conclude.

II. THEORY

We begin by recapitulating in Sec. IA the theoretical background relevant to the elastic and inner elastic properties of cubic crystals. We then describe the VFF potential and its analytical parametrisation, and the details of our DFT calculations, in Secs. IB and IC respectively.

Note that we employ Voigt notation throughout: the six independent components of the rank-two, symmetric
infinitesimal strain tensor $\epsilon_{ij}$ are denoted by $\epsilon_1 = \epsilon_{xx}$, $\epsilon_2 = \epsilon_{yy}$, $\epsilon_3 = \epsilon_{zz}$, $\epsilon_4 = 2\epsilon_{xz}$, $\epsilon_5 = 2\epsilon_{xy}$ and $\epsilon_6 = 2\epsilon_{yz}$, and similarly for the components of the stress tensor $\sigma_{ij}$. The rank-four, symmetric relaxed elastic tensor $C_{ijkl}$ of a cubic crystal possess only three independent components, denoted by $C_{1111}, C_{1122}$ and $C_{44} = C_{1212}$ in Voigt notation, and similarly for the components of the unrelaxed (or “bare”) elastic tensor $C_{ijkl}^{(0)}$.52

A. Linear elasticity in diamond- and zinc blende-structured materials

We work in the linear elastic regime, in which the components of the stress and strain tensors are related via the generalised form of Hooke’s law:

$$\sigma_i = \sum_j C_{ij} \epsilon_j ,$$

so that the elastic constants $C_{ij}$ can be computed by evaluating the partial derivatives

$$C_{ij} = \frac{\partial \sigma_i}{\partial \epsilon_j} \bigg|_{\epsilon_j=0} .$$

Written in terms of the relaxed elastic tensor $C_{ijkl}^{(0)}$ – i.e. the contribution to the elastic tensor $C_{ijkl}$ in the absence of internal strain (clamped ion contribution) – the elastic free energy per unit volume $U$ of a cubic crystal is given by52

$$U = \frac{1}{2} C_{13}^{(0)} (\epsilon_1^2 + \epsilon_2^2 + \epsilon_3^2) + C_{12}^{(0)} (\epsilon_1 \epsilon_2 + \epsilon_2 \epsilon_3 + \epsilon_3 \epsilon_1) + \frac{1}{2} C_{44}^{(0)} (\epsilon_4^2 + \epsilon_5^2 + \epsilon_6^2) + D_{14} (u_x \epsilon_1 + u_y \epsilon_5 + u_z \epsilon_6) + \frac{1}{2} E_{11} (u_x^2 + u_y^2 + u_z^2) ,$$

where $u_i$ ($i = x, y, z$) are the components of the internal strain $\mathbf{u} = (u_x, u_y, u_z)$ – describing the displacement of the second atom in the unit cell relative to the first atom – and, following the notation of Cousins et al.53,55 $E_{11}$ and $D_{14}$ are the inner elastic constants (denoted by $B_{xx}$ and $B_{xz}$, respectively, in the notation of Vanderbilt et al.55). From Eq. (3) it can be seen that $E_{11}$ describes the contribution to the elastic energy density associated with a pure internal strain $\mathbf{u}$ (optical lattice deformation), while $D_{14}$ describes the coupling of $\mathbf{u}$ and an applied macroscopic strain $\epsilon_{ij}$ (acoustic lattice deformation).

The unrelaxed elastic constants $C_{ijkl}^{(0)}$ can be related to the relaxed (experimentally measurable) elastic constants $C_{ijkl}$ by minimising Eq. (3) with respect to $\mathbf{u}$ to obtain

$$\mathbf{u}^{(0)} = - \frac{a_0}{4} \zeta \left( \epsilon_4, \epsilon_5, \epsilon_6 \right) ,$$

as the internal strain at equilibrium under the application of a macroscopic strain $\epsilon_0$, where $a_0$ is the equilibrium lattice parameter and $\zeta$ is the Kleinman parameter.53

Substituting Eq. (4) into Eq. (3) recovers the familiar expression for the elastic free energy density52

$$U = \sum_{i,j} C_{ij} \epsilon_i \epsilon_j ,$$

$$= \frac{1}{2} C_{11} (\epsilon_1^2 + \epsilon_2^2 + \epsilon_3^2) + C_{12} (\epsilon_1 \epsilon_2 + \epsilon_2 \epsilon_3 + \epsilon_3 \epsilon_1) + \frac{1}{2} C_{44} (\epsilon_4^2 + \epsilon_5^2 + \epsilon_6^2) .$$

Using Eqs. (3) and (4) it is then possible to to derive relationships (i) between the inner elastic constants $E_{11}$ and $D_{14}$, and the Kleinman parameter $\zeta$, as well as (ii) between the unrelaxed elastic constant $C_{ijkl}^{(0)}$, the inner elastic constants $E_{11}$ and $D_{14}$, and the elastic constant $C_{ijkl}$. The inner elastic constants $E_{11}$ and $D_{14}$ are found to be related to the Kleinman parameter $\zeta$ via

$$\zeta = \frac{4 D_{14}}{a_0 E_{11}} ,$$

while the (relaxed) elastic tensor $C_{ijkl}$ is obtained in terms of the unrelaxed and relaxed elastic constants, and Kleinman parameter, as $C_{ijkl} = C_{ijkl}^{(0)} + \epsilon_{ij}$ and

$$C_{44} = C_{44}^{(0)} - \frac{D_{14}^2}{E_{11}} = C_{44}^{(0)} - \left( \frac{a_0 \zeta}{4} \right)^2 E_{11} ,$$

where the second equality follows from Eq. (7).

In practice, calculation of $C_{ijkl}$ proceeds by (i) applying a macroscopic strain to the primitive unit cell lattice vectors $a_0$ to obtain the deformed lattice vectors $a_i = (1 + \epsilon) a_i$, (ii) performing internal relaxation of the ionic positions in the primitive unit cell defined by the deformed lattice vectors $a_i$, (iii) computing the resulting components $\sigma_i = \frac{\partial U}{\partial \epsilon_i}$ of the stress tensor, and (iv) applying Eq. (2) to obtain $C_{ijkl}$. Generally, this is achieved using a small number of high-symmetry strains (“strain branches”) – i.e. selected macroscopic deformations of the primitive unit cell lattice vectors, chosen based on the form of the elastic energy density $U$ (cf. Eq. (3)) – allowing the independent elastic constants $C_{ijkl}$ to be readily computed. Following the same procedure with the omission of step (ii) – i.e. a clamped ion calculation of the total energy and stress – yields the unrelaxed elastic constants $C_{ijkl}^{(0)}$.

Computation of the inner elastic constants $E_{11}$ and $D_{14}$ is more nuanced. In this case, no macroscopic deformation of the lattice vectors is applied. Instead, purely internal strains – i.e. rigid sublattice displacements – are applied, and no internal relaxation is permitted (cf. Eq. (3)). The net force $F_i = \frac{\partial U}{\partial \epsilon_i}$ generated
by the relative displacement of the atoms in the unit cell is then obtained from this clamped ion calculation. Following this procedure, the inner elastic constant \( E_{11} \) can be computed via \( F_1 = E_{11} u_i \). The inner elastic constant \( D_{14} \) can then in turn be determined using Eq. (5) in conjunction with the known values of \( C_{44}^{(0)} \), \( C_{44} \) and \( E_{11} \). The known values of \( E_{11} \) and \( D_{14} \) allow the Kleinman parameter \( \zeta \) to be computed via Eq. (7). However, we note also that \( \zeta \) can also be computed directly by (i) applying a volume preserving homogeneous macroscopic shear of the form \( \epsilon_4 = \epsilon_5 = \epsilon_6 \neq 0 \) (with \( \epsilon_1 = \epsilon_2 = \epsilon_3 = 0 \), (ii) allowing internal relaxation of the ionic positions in the unit cell, and (iii) utilising the computed relative dis-placement of the atoms in the unit cell in conjunction with Eq. (4) to extract \( \zeta \).

### B. Valence force field potential and analytical parametrisation

We work with the VFF potential introduced by Martin\cite{02} modified from that originally proposed by Musgrave and Pople.\cite{03} Since we are concerned here with non-polar group-IV materials, we neglect electrostatic contributions to the VFF energy per atom, which is given by

\[
V_i = \frac{1}{2} \sum_j k_r \left( r_{ij} - r_{ij,0} \right)^2 + \sum_{j} \sum_{k>j} \left[ \frac{k_g}{2} r_{ij,0} r_{ik,0} \left( \theta_{ijk} - \theta_{ijk,0} \right)^2 + k_{rr} \left( r_{ij} - r_{ij,0} \right) \left( r_{ik} - r_{ik,0} \right) \right] + k_{rg} \left( r_{ij,0} \left( r_{ij} - r_{ij,0} \right) + r_{ik,0} \left( r_{ik} - r_{ik,0} \right) \right) \left( \theta_{ijk} - \theta_{ijk,0} \right),
\]

where the indices \( j \) and \( k \) describe the nearest-neighbour atoms of atom \( i \). The unstrained (equilibrium) and relaxed bond lengths between atoms \( i \) and \( j \) are denoted respectively by \( r_{ij,0} \) and \( r_{ij} \); \( \theta_{ijk,0} \) and \( \theta_{ijk} \) respectively denote the unstrained and relaxed angles between the adjacent nearest-neighbour bonds formed by atoms \( i \) and \( j \), and atoms \( i \) and \( k \). The first and second terms in Eq. (9) respectively describe contributions to the lattice VFF energy associated with pure bond stretching (changes in \( r_{ij} \)) and pure bond-angle bending (changes in \( \theta_{ijk} \)), while the third and fourth terms are “cross terms” which respectively describe the impact of changes in \( r_{ik} \) on \( r_{ij} \), and the impact of changes in \( \theta_{ijk} \) on both \( r_{ij} \) and \( r_{ik} \).

We have recently shown\cite{04} that it is possible to obtain an analytical parametrisation of Eq. (9) by (i) expanding the VFF potential in terms of an arbitrary macroscopic strain tensor \( \epsilon \) and an internal strain \( u \), (ii) retaining only terms to \( O(\epsilon^2) \) and \( O(u^2) \) to express \( V_i \) in the form of Eq. (9), thereby obtaining expressions for the elastic parameters \( C_{11} \), \( C_{12} \), \( C_{44} \) and \( \zeta \) in terms of the VFF force constants \( k_r \), \( k_g \), \( k_{rr} \) and \( k_{rg} \), and (iii) solving the resulting system of equations to obtain analytical expressions for each of \( k_r \), \( k_g \), \( k_{rr} \) and \( k_{rg} \) in terms of \( C_{11} \), \( C_{12} \), \( C_{44} \) and \( \zeta \).

The resulting relations between the VFF force constants and bulk elastic properties are\cite{05}

\[
k_r = \frac{r_0}{\sqrt{3}} \left( C_{11} \left( 2 + 2 \zeta + 5 \zeta^2 \right) \right. \\
+ \left. C_{12} \left( 1 - 8 \zeta - 2 \zeta^2 \right) + 3 C_{44} \left( 1 - 4 \zeta \right) \right), \tag{10}
\]

\[
k_g = \frac{2 r_0}{3 \sqrt{3}} \left( C_{11} - C_{12} \right), \tag{11}
\]

\[
k_{rr} = \frac{r_0}{6 \sqrt{3} (1 - \zeta)^2} \left( C_{11} \left( 2 - 10 \zeta - \zeta^2 \right) \right. \\
+ \left. C_{12} \left( 7 - 8 \zeta + 10 \zeta^2 \right) - 3 C_{44} \left( 1 - 4 \zeta \right) \right), \tag{12}
\]

\[
k_{rg} = \sqrt{\frac{2}{3}} \frac{r_0}{\sqrt{3} (1 - \zeta)} \left( (C_{11} - C_{12}) \left( 1 + 2 \zeta \right) - 3 C_{44} \right), \tag{13}
\]

where \( r_0 = \frac{\sqrt{3}}{2} a_0 \) is the equilibrium nearest-neighbour bond length in a diamond- or zinc blende-structured material.

We note that this approach is similar to that employed by Keating in the parametrisation of his eponymous VFF potential.\cite{06} However, while the Keating potential contains only two independent force constants, \( \alpha \) and \( \beta \), a cubic crystal contains four independent elastic parameters: \( C_{11} \), \( C_{12} \), \( C_{44} \), and \( \zeta \). In the Keating potential only two of these four parameters can therefore be determined independently. Generally, parametrisation of the Keating potential proceeds in one of two ways. In the first approach, the force constants \( \alpha \) and \( \beta \) are derived from \( C_{11} \) and \( C_{12} \) so that these elastic constants — and hence
the bulk modulus $B = \frac{1}{3}(C_{11} + 2C_{12})$ are reproduced exactly. This comes at the expense of the values of $C_{44}$ and $\zeta$ then being fixed, and often containing large intrinsic errors. Secondly, it is possible to perform numerical fitting of $\alpha$ and $\beta$ in order to obtain parameters which minimise the total error in the description of all four elastic parameters, but generally without exactly describing any single one of those parameters. These features of the Keating potential and other closely related potentials (see, e.g., Refs. 59 and 60), negatively impact the quality of the description of the structural and elastic properties provided by the potential. In contrast, the VFF potential employed here contains four independent force constants, $k_r$, $k_g$, $k_r\theta$ and $k_{r\theta}$, allowing all four elastic parameters $C_{11}$, $C_{12}$, $C_{44}$ and $\zeta$ to be described independently. Furthermore, the analytical relations Eqs. (10) – (13) circumvent the common requirement to perform numerical fitting to obtain the force constants, providing an exact description of the static lattice properties in the linear elastic limit.

However, we emphasise the caveat that Eqs. (10) – (13) are only valid for materials for which the anisotropy factor $A$ associated with the elastic tensor satisfies

$$A = \frac{2C_{44}}{C_{11} - C_{12}} < 2,$$

(14)

where we recall that the elastic tensor of a cubic crystal is isotropic when $C_{11} - C_{12} - 2C_{44} = 0$ (i.e. $A = 1$).

In the case of a material for which $A \geq 2$, parametrisation of Eq. (9) via Eqs. (10) – (13) predicts negative values of the inner elastic constants $E_{11}$ and $D_{14}$. Recalling the relationship between $E_{11}$ and the zone-centre transverse optical (TO) phonon frequency $\omega_{TO}$

$$\omega_{TO} = \sqrt{\frac{\Omega}{\mu}} E_{11},$$

(15)

where $\Omega = \frac{3N_m}{4}$ and $\mu$ are respectively the volume and reduced ionic mass of the two-atom primitive unit cell, we see that $E_{11} < 0$ leads to the prediction of an imaginary (“soft”) zone-centre TO phonon frequency – i.e. dynamic instability of the lattice with respect to internal strain. The VFF potential of Eq. (9) cannot then be parametrised using Eqs. (10) – (13) for materials for which $A \geq 2$. Fortunately, $A$ tends to be $< 2$ for most covalent and semiconducting materials, with its value tending to increase with increasing ionicity, metallicity and the importance of long-range forces. We show below that for the 12 elemental (diamond) group-IV and compound (zinc blende) IV-IV materials considered here, only diamond-structured Pb has $A > 2$. For the case of diamond-structured Pb, a modified method therefore must be used when deriving VFF parameters to describe Pb-Pb bonds (cf. Sec. IIIB).

C. Density functional theory calculations

Our DFT calculations of the total energy, stresses and forces utilise two distinct exchange-correlation (XC) functionals: (i) the LDA, and (ii) the Heyd-Scuseria-Ernzerhof hybrid functional modified for solids (HSEsol), closely related to the widely-used HSE06 functional but providing greater accuracy in the prediction of the properties of solids. In the LDA and HSEsol calculations we utilise pseudopotentials in which the $s$ and $p$ valence states of C, Si, Ge, Sn and Pb are treated explicitly. We treat the semi-core $d$ states of Ge, Sn and Pb as frozen (core) states, which we find to have minimal impact on the computed structural and elastic properties. Due to the importance of relativistic effects in Sn and Pb, and to treat all materials on an equal footing, all calculations explicitly include spin-orbit coupling. All DFT calculations are carried out using the projector augmented-wave (PAW) method as implemented in the Vienna Ab-initio Software Package (VASP).

High-throughput benchmarking has demonstrated that VASP’s implementation of the PAW method is highly accurate for total energy calculations, producing results in close agreement with all-electron methods implemented in other software packages. On this basis, we expect our calculated structural and electronic properties for diamond-structured Pb, and for zinc blende-structured IV-IV compounds – where experimental data are not available – to be reliably accurate.

For the HSEsol calculations we employ a cut-off energy of 500 eV, exact exchange mixing $\alpha = 0.25$ (i.e. 25% exact exchange included in the hybrid XC functional), a screening parameter $\mu = 0.2$ Å$^{-1}$ and carry out Brillouin zone integration using Γ-centred $10 \times 10 \times 10$ Monkhorst-Pack $k$-point grids. The well-known tendency of the LDA to artificially over-bind periodic solids leads to systematic underestimation of lattice parameters. On this basis, we do not expect the LDA-calculated structural and elastic properties to match the accuracy of the HSEsol calculations. We perform the LDA calculations for comparative purposes, and because the LDA provides a more computationally efficient means by which to benchmark our VFF potentials via alloy supercell lattice relaxations. Compared to the HSEsol XC functional, we find that total energy calculations carried out in the LDA display higher sensitivity to the $k$-point density used for Brillouin zone integration. Combined with the reduced computational cost of the LDA compared to equivalent calculations carried out using the HSEsol XC functional, this allows for and necessitates the use of higher cut-off energy and $k$-point density to ensure convergence. As such, for the LDA calculations we employ a cut-off energy of 600 eV, and perform Brillouin zone integration using Γ-centred $14 \times 14 \times 14$ Monkhorst-Pack $k$-point grids.

To compute the unrelaxed, relaxed and inner elastic constants we apply deformations of the following forms to primitive unit cells of all considered elemental group-IV and compound IV-IV materials...
\[ \epsilon^{(1)} = (\epsilon, 0, 0, 0, 0, 0), \]
\[ \epsilon^{(2)} = (0, 0, 0, \epsilon, \epsilon, \epsilon), \]
\[ u^{(1)} = (u, u, u). \]

The strain branches specified by Eqs. (16), (17) and (18) respectively represent (i) uniaxial strain along [100], (ii) homogeneous shear along [111], and (iii) pure internal strain in the form of rigid sublattice displacement along [111]. Due to the cubic symmetry of the diamond/zinc blende lattice, these three distinct strain branches allow all unrelaxed and relaxed elastic constants to be computed directly. In our DFT calculations we apply these strain branches using the values of \( \epsilon \) and \( u \) described below (which were chosen to be large enough to avoid numerical artefacts, but not so large as to be outside of the linear elastic regime), after which we follow the procedure described above to compute the unrelaxed and relaxed elastic constants, as well as the Kleinman parameter and inner elastic constants.

Under the applied macroscopic deformation \( \epsilon^{(1)} \) of Eq. (16) the stress on a cubic unit cell will be diagonal (i.e. \( \sigma_1 = \sigma_2 = \sigma_3 = \sigma_6 = 0 \), with \( \sigma_1 = C_{11} \epsilon \) and \( \sigma_2 = \sigma_3 = C_{12} \epsilon \). For this first strain branch we vary \( \epsilon \) between \( \pm 2\% \) in steps of \( 0.25\% \), allowing to calculate \( C_{11} = C_{11}^{(0)} \) and \( C_{12} = C_{12}^{(0)} \) via the stress tensor. Under the applied macroscopic deformation \( \epsilon^{(2)} \) of Eq. (17) the stress on a cubic unit cell is purely off-diagonal (i.e. \( \sigma_1 = \sigma_2 = \sigma_3 = 0 \), with \( \sigma_1 = \sigma_2 = \sigma_3 = C_{44} \epsilon \). For this second strain branch we vary \( \epsilon \) such that the sum of the off-diagonal (shear) components of the strain tensor varies between \( \pm 4\% \) in steps of \( 2\% \) (i.e. \( \epsilon \) varies between \( \pm 2\% \) in steps of \( \frac{2}{3}\% \)), allowing to calculate \( C_{44}^{(0)} \) via clamped ion calculations, and \( C_{44} \) via calculations including internal relaxation, both via the stress tensor. Finally, the internal strain \( u^{(1)} \) of Eq. (18) is applied by fixing the position of the first atom in the unit cell and then choosing values of \( u \) so that the fractional coordinates of the second atom \( - \) i.e. the atomic position expressed in terms of the equilibrium lattice vectors \( a_{i,0} \) vary between \( \pm 2\% \) in steps of \( 1\% \). We compute the components \( F_i = E_{11} u_i \) of the force generated by the relative displacement of the atoms in the unit cell, allowing to calculate \( E_{11} \).

III. RESULTS

Having described the relevant theoretical background, we turn our attention now to the results of our DFT calculations and the parametrisation of the VFF potential of Eq. (9). In Sec. III A we present and discuss the results of DFT calculations of the lattice parameters, relaxed and inner elastic constants, and Kleinman parameters for the 12 diamond- and zinc blende-structured materials considered, before presenting the VFF force constants derived from these data in Sec. III B. Then, in Sec. III C we benchmark the VFF potentials via comparison between the results of DFT and VFF lattice relaxation of a series of exemplar ordered and disordered alloy supercells.

A. Density functional theory: structural, elastic and inner elastic properties

The results of our LDA- and HSeSsol-DFT calculations of the lattice parameter \( a_0 \), relaxed elastic constants \( C_{11}, C_{12} \) and \( C_{44} \), bulk modulus \( B \), Kleinman parameter \( \zeta \), and zone-centre TO phonon frequency \( \omega_{TO} \) for the 12 diamond- and zinc blende-structured materials considered are presented in Table I. Note that we do not present the calculated values of the inner elastic constants \( E_{11} \) and \( D_{14} \) in Table I. Rather, we present the zone-centre TO phonon frequencies \( \omega_{TO} \) – computed via Eq. (15) using the DFT-calculated values of \( a_0 \) and \( E_{11} \), in conjunction with tabulated ionic masses – since these frequencies can be compared directly to experimental measurements. The values of \( a_0 \) and \( \omega_{TO} \) given in Table I can be used to compute \( E_{11} \) via Eq. (15), and this value of \( E_{11} \) then used in conjunction with the values of \( a_0 \) and \( \zeta \) given in Table I to compute \( D_{14} \) via Eq. (7). Given these values of \( E_{11} \) and \( D_{14} \), it is then possible to compute the unrelaxed elastic constant \( C_{44}^{(0)} \) using Eq. (4), providing a complete set of relaxed, unrelaxed and inner elastic constants.

The LDA- and HSeSsol-calculated data in Table I are compared to a range of theoretical and experimental data from the literature. Where available, we have used low-temperature experimental data to compare to our zero-temperature DFT calculations. This has been possible for all quantities presented, apart from three experimental determinations of the Kleinman parameter \( \zeta \) and three frequencies \( \omega_{TO} \) from these data in Sec. III B. In Sec. III C we benchmark the VFF potentials via comparison between the results of DFT and VFF lattice relaxation of a series of exemplar ordered and disordered alloy supercells.

Examining the calculated lattice parameters in Table I, we find, for those materials for which experimental data are available, that our HSeSsol-calculated lattice parameters display closer agreement with the ZPAE-corrected low temperature experimental data than both our LDA calculations, and previous theoretical calculations from...
the literature. This is the case for all materials with the exception of C, for which the calculations of Nielsen\textsuperscript{[21]}—which employ the LDA XC functional in conjunction with norm-conserving pseudopotentials—report a value closer to experiment. Nevertheless, we find overall excellent quantitative agreement between our HSEsol-calculated lattice parameter for C and experiment, with our calculated value differing on average by only 0.5% compared to the available experimental data.

For the bulk modulus good, quantitative agreement is again found between our HSEsol-calculated values and the available experimental data. In addition to intrinsic errors associated with experimental determinations of the lattice parameter and elastic constants, we note the presence of further uncertainties for experimental values of the elastic properties of α-Sn and β-SiC, due to the frequent presence of polycrystallinity in real samples of these materials. Additionally, we note that we have not employed the ZPAE-corrected bulk modulus of Schmika et al.\textsuperscript{[22]} but have instead determined \( B \) for α-Sn using the re-evaluated elastic constants due to Zdetsis.\textsuperscript{[22]} Correcting to account for ZPAE effects would increase this measured value of \( B \), bringing it into closer agreement with our theoretical calculations. For the relaxed elastic constants \( C_{11}, C_{12} \) and \( C_{44} \) the HSEsol XC functional yields very low errors with respect to the available experimental data, and reproduces the known tendency of the closely related HSE06 and PBEsol XC functionals to slightly overestimate these quantities. However, we recalculate that the measured elastic constants intrinsically incorporate ZPAE effects, correction for which will tend to increase experimental determinations of their values. As such, our DFT calculations, which neglect ZPAE, should overestimate elastic constants compared to experimental measurements.

The two sets of experimental values from which our calculated results deviate most are those associated with α-Sn and β-SiC, for which experimental uncertainties are largest. For α-Sn the cited experimental elastic constants have been interpolated from a limited sample of phonon frequencies, while for β-SiC the cited experimental elastic constants are estimates based on measurements for polycrystalline and hexagonal (4H-SiC or α-SiC) samples. Our calculated elastic constants for α-Sn support the re-evaluation of the elastic constants which are often cited as experimental values. The original estimation of the elastic constants for α-Sn due to Price et al.\textsuperscript{[23]} utilised a shell-model fit to inelastic neutron scattering data. However, the least-squares fitting procedure employed in the analysis of Ref. \textsuperscript{[23]} did not fully converge, resulting in several of the parameters employed having unphysical values. Motivated by the shortcomings in that analysis, Zdetsis re-evaluated the inelastic neutron scattering data of Price et al.\textsuperscript{[23]} via re-fitting to an alternate model, producing reduced \( \chi^2 \) and a revised set of elastic constants.\textsuperscript{[22]} Previous theoretical calculations by Rücker and Methfessel\textsuperscript{[23]}—based on full-potential linear muffin-tin orbitals, in conjunction with the LDA XC functional—display closer agreement with the original elastic constants of α-Sn as estimated by Price et al.\textsuperscript{[23]} than do our calculations here. However, our LDA- and HSEsol-calculated elastic constants are in closer agreement with the re-evaluated elastic constants of Zdetsis\textsuperscript{[22]} in line with more recent theoretical calculations by Souadkia et al.\textsuperscript{[23]} which utilised norm-conserving pseudopotentials in conjunction with the LDA XC functional.

For the Kleinman parameter \( \zeta \), no clear trend of over- or under-estimation is noted in our comparison to the available experimental data. Overall, good quantitative agreement with experiment is observed, particularly in light of the large uncertainties related to experimental determination of \( \zeta \) (details of which are described in the experimental references cited in Table I). The zone-centre TO phonon frequency \( \omega_{\text{TO}} \) is slightly overestimated for all materials, but with low overall error. We note that previous theoretical calculations of \( \zeta \) and \( \omega_{\text{TO}} \) have demonstrated closer agreement with experiment for individual parameters than that achieved here. However, across all materials considered, no previously published theoretical data match the overall accuracy of the HSEsol calculations presented here when compared to experimental data. For example, while Nielsen and Martin’s calculated values of \( \omega_{\text{TO}} \) for Si and Ge display closer agreement with experimental values than those presented here,\textsuperscript{[22]} their calculated lattice parameters, relaxed elastic constants and Kleinman parameter demonstrate greater deviation from experimental data than our HSEsol-calculated values.

On the basis of the observed high level of quantitative agreement between our HSEsol calculations and experiment for all materials for which experimental data are available, we expect the properties presented in Table I for materials for which experimental data are not available—diamond-structured Pb, and all IV-IV compounds with the exception of β-SiC—to be reliable predictions. As the many empty reference spaces in Table I reveal, our calculations here represent the first predictions of several key elastic properties for a number of the materials considered. For those IV-IV compounds for which theoretical data are available, our LDA- and HSEsol-calculated lattice parameters are in good agreement with previous calculations.
TABLE I: Lattice parameter $a_0$, relaxed elastic constants $C_{11}$, $C_{12}$ and $C_{44}$, bulk modulus $B$, Kleinman parameter $\zeta$, and zone-centre TO phonon frequency $\omega_{\text{TO}}$ – calculated via DFT, using LDA and HSEsol XC functionals – for diamond-structured C, Si, Ge, Sn and Pb, and zinc blende-structured Si(C,Ge,Sn,Pb) and Ge(C,Sn,Pb).

| Material | $a_0$ (Å) | $C_{11}$ (GPa) | $C_{12}$ (GPa) | $C_{44}$ (GPa) | $B$ (GPa) | $\zeta$ | $\omega_{\text{TO}}$ (cm$^{-1}$) |
|----------|-----------|----------------|----------------|----------------|-----------|--------|----------------|
| C        | 3.534     | 3.536          | 3.550$^a$      | 1107.4         | 1155.3    | 1051$^a$| 0.408          | 126.9          |
|          |           | 3.543$^b$      | 3.538$^c$      | 1041$^d$       | 1143$^e$  | 1081$^f$| 0.438          | 128.7          |
| Si       | 5.403     | 5.415          | 5.400$^a$      | 160.5          | 172.6     | 159$^a$ | 122.1          | 108.5          |
|          |           | 5.438$^b$      | 5.415$^c$      | 170$^b$        | 167.5$^i$ | 65.0$^j$| 124.0          | 105.3          |
| Ge       | 5.647     | 5.655          | 5.590$^a$      | 120.2          | 132.7     | 130$^a$ | 148.0          | 125.0          |
|          |           | 5.682$^b$      | 5.633$^c$      | 131$^b$        | 131$^m$   | 48.0$^n$| 148.0          | 125.0          |
| α-Sn     | 6.480     | 6.473          | 6.493$^a$      | 66.7           | 75.4      | 68$^o$  | 28.4           | 128.0          |
|          |           | 6.479$^p$      | 6.489$^q$      | 75.3$^r$       | 69$^t$    | 34.2$^u$| 35.5$^v$       | 130.0          |
| Pb       | 6.845     | 6.905          | 6.673$^a$      | 38.0           | 36.3      |        | 25.0           | 116.0          |
|          |           | 6.852$^b$      | 6.673$^a$      |              |           |        |                |                |
| β-SiC    | 4.330     | 4.335          | 4.043$^a$      | 403.5          | 421.9     | 404$^a$ | 252.9          | 128.0          |
|          |           | 4.315$^b$      | 4.359$^c$      | 404$^t$        | 420$^w$   | 142.8$^x$| 256$^m$        | 130.0          |
| SiGe     | 5.517     | 5.529          | 5.519$^a$      | 142.4          | 153.9     | 148$^a$ | 71.3           | 130.0          |
| SiSn     | 5.969     | 5.981          | 5.953$^a$      | 101.8          | 110.6     | 104$^a$ | 62.7           | 130.0          |
| SiPb     | 6.171     | 6.176          | 6.047$^a$      | 73.6           | 70.1      |        | 32.5           | 130.0          |
|          |           | 6.128$^b$      | 6.128$^a$      |              |           |        |                |                |
| GeC      | 4.557     | 4.559          | 4.519$^a$      | 340.7          | 357.9     | 358$^a$ | 126.9          | 121.0          |
|          |           | 4.480$^b$      | 4.380$^a$      | 356$^e$        | 122$^e$   | 41.1$^f$| 42.2$^g$       | 123.0          |
| GeSn     | 6.072     | 6.085          | 6.054$^a$      | 87.2           | 95.1      | 91$^h$  | 40.3           | 123.0          |
|          |           | 5.970$^i$      | 5.970$^a$      | 91$^h$         | 97$^p$    | 41.1$^f$| 42.2$^g$       | 123.0          |
| GePb     | 6.285     | 6.304          | 6.154$^a$      | 62.5           | 64.5      |        | 25.5           | 123.0          |
|          |           | 6.265$^b$      | 6.265$^a$      |              |           |        |                |                |

$^a$: Ref. 21 (calc.)  $^b$: Ref. 76 (calc.)  $^c$: Ref. 62 (calc./meas.)  $^d$: Ref. 75 (meas.)  $^e$: Ref. 77 (meas.)  $^f$: Ref. 68 (meas.)  $^g$: Ref. 78 (meas.)  $^h$: Ref. 79 (meas.)  $^i$: Ref. 81 (meas.)  $^j$: Ref. 82 (meas.)  $^k$: Ref. 83 (meas.)  $^l$: Ref. 84 (meas.)  $^m$: Ref. 59 (calc.)  $^n$: Ref. 39 (calc.)  $^o$: Ref. 73 (meas.)  $^p$: Ref. 85 (calc.)  $^q$: Ref. 40 (calc.)  $^r$: Ref. 86 (calc.)  $^s$: Ref. 36 (calc./meas.)
Turning our attention to the predicted stability of the materials considered, we note that our LDA- and HSEsol-calculated elastic constants for all 12 materials satisfy the Born criteria for elastic stability in a cubic crystal: $C_{11} + 2C_{12} > 0$, $C_{11} > C_{12}$, and $C_{14} > 0$. In Ref. [10] Hammou et al. calculated the phonon band structures of 10 zinc blende-structured IV-IV compounds – the 7 considered here, in addition to CsSn, CPb and SnPb – via DFT, predicting dynamical lattice instability due to the presence of soft acoustic modes in all compounds except $\beta$-SiC. We note, however, that our calculated elastic constants contradict these claims. The phase velocities associated with transverse and longitudinal acoustic phonons in a cubic crystal – which coincide at the zone-centre with the acoustic phonon group velocities – are respectively proportional to the square root of (i) $C_{11}$ and $C_{44}$ for phonons propagating along [001], and (ii) $C_{11} + 2C_{12} + 4C_{44}$ and $C_{11} - C_{12} + C_{44}$ for phonons propagating along [111]. In our DFT calculations we find all four of these linear combinations of relaxed elastic constants to be $> 0$, so that our DFT-calculated elastic properties imply dynamical stability with respect to long-wavelength acoustic deformations. Contrary to this, the calculations of Hammou et al. [10] can be used to infer, e.g., negative values of $C_{44}$ for the zinc blende-structured compounds SiGe, GeSn and GePb. Negative values of $C_{44}$ were observed in our LDA calculations for zinc blende-structured GePb when insufficiently dense $\mathbf{k}$-point grids were employed for Brillouin zone integration, which we therefore postulate to be a potential origin of the dynamic instabilities reported in Ref. [10]. Combined with our computed zone-centre TO phonon frequencies, our DFT calculations predict both elastic and dynamic stability for all 12 of the materials considered. This confirms an earlier theoretical prediction of the metastability of diamond-structured Pb [23] and further predicts that the as-yet unfabricated IV-IV compounds are (meta-) stable in the zinc blende phase.

### B. Valence force field parametrisation

The results of our VFF parametrisation are presented in Table I, where we list the elastic anisotropy parameter $A$, equilibrium bond length $r_0$, and VFF force constants $k_r$, $k_g$, $k_{rr}$, and $k_{gg}$. For completeness, we present VFF parameters computed via Eqs. (10) – (13) using the LDA- and HSEsol-calculated lattice parameters, elastic constants and Kleinman parameters of Table I. Given the higher accuracy of the HSEsol-calculated structural and elastic properties compared to experimental measurements, we recommend the use of the HSEsol-derived VFF force constants in lattice relaxations employing Eq. (5).

We recall from Sec. II B that the analytical parametrisation of the VFF potential of Eq. (9) via Eqs. (10) – (13) for a given diamond- or zinc blende-structured material is only valid when $A < 2$ (cf. Eq. (14)). As such, we begin by using the LDA- and HSEsol-calculated elastic constants of Table I to compute $A$ for each of the 12 materials considered. Examining the computed values of $A$ in Table I we see that $A < 2$ for 11 of the 12 materials considered, with $A \geq 2$ only for diamond-structured Pb. As such, we can apply Eqs. (10) – (13) directly – in conjunction with the LDA- and HSEsol-calculated lattice parameters and elastic constants of Table I – to obtain VFF force constants for all materials except for diamond-structured Pb. For these $A < 2$ materials we reiterate that the VFF force constants computed in this manner exactly reproduce (i) the equilibrium nearest-neighbour bond length $r_0$, (ii) the three independent relaxed elastic constants $C_{11}$, $C_{12}$ and $C_{44}$, and (iii) the Kleinman parameter $\varsigma$, without any requirement for numerical fitting. For diamond-structured Pb, where $A \geq 2$, we note based on the elastic constants presented in Table I that the Born stability criteria are satisfied. This indicates the presence of a local minimum in the lattice energy for Pb in the diamond structure – i.e. that the diamond phase of Pb is predicted to be metastable, in accordance with previous first principles calculations [23]. For diamond-structured Pb we find that direct application of Eq. (10) produces a negative bond stretching force constant $k_r < 0$, incorrectly predicting both elastic and dynamic instability of the diamond phase of Pb, and highlighting the breakdown of Eqs. (10) – (13) when $A \geq 2$. To overcome this issue and obtain a working VFF parametrisation for Pb, we instead consider the potential obtained by setting $k_{rr} = 0$ and $k_{gg} = 0$ in Eq. (9). This produces a Keating-like potential, described by two force constants $k_r$ and $k_g$, which respectively describe pure bond stretching and pure bond angle bending. Parametrisation then proceeds in the usual manner: we expand the potential in terms of the components of an arbitrary applied macroscopic strain tensor $\varepsilon_{ij}$ and internal strain $u_i$ to obtain an expression for the elastic free energy density, compare to Eq. (6) to obtain a system of equations describing the elastic constants in terms of the VFF force constants, and solve this system of equations to obtain the VFF force constants as

$$k_r = \frac{4r_0}{\sqrt{3}} (C_{11} + 2C_{12}),$$

$$k_g = \frac{2r_0}{3\sqrt{3}} (C_{11} - C_{12}).$$

The values of $k_r$ and $k_g$ presented for diamond-structured Pb in Table I are respectively computed using Eqs. (19) and (20) in conjunction with the LDA- and HSEsol-calculated lattice parameters and elastic constants of Table I. This parametrisation reproduces $C_{11}$ and $C_{12}$ exactly, while also ensuring $E_{11} > 0$ and $D_{14} > 0$ (i.e. dynamic lattice stability, cf. Eq. (14)), and will therefore correctly describe the response of diamond-structured Pb to applied hydrostatic strain, as well as uniaxial strain along any one of the principal cubic crystal axes. However, since this reduced VFF potential contains only two independent force constants, when
parametrised according to Eqs. (19) and (20) it is not capable of independently describing $C_{44}$ and $\zeta$, since the values of these parameters are fixed by choosing $k_r$ and $k_\theta$ to exactly reproduce $C_{11}$ and $C_{12}$. In this case, with $k_{rr} = 0$ and $k_{\theta\theta} = 0$, the relaxed elastic constant $C_{44}$ and the Kleinman parameter $\zeta$ are given by:

$$C_{44} = \frac{3\sqrt{3}}{2r_0} \left( \frac{k_r k_\theta}{k_r + 8k_\theta} \right), \quad (21)$$

$$\zeta = \frac{k_r - 4k_\theta}{k_r + 8k_\theta}. \quad (22)$$

Using the HSEsol- (LDA-) derived values of $k_r$ and $k_\theta$ of Table I we compute $C_{44} = 9.85$ (9.40) GPa and $\zeta = 0.770$ (0.796) via Eqs. (21) and (22) for diamond-structured Pb, which represent respective errors of 36.0% (28.8%) in $C_{44}$ and 11.6% (5.6%) in $\zeta$ compared to their HSEsol- (LDA-) calculated values (cf. Table I).

The VFF parametrisation presented here for diamond-structured Pb is comparable in accuracy to that which could be obtained via the widely-employed Keating potential. The errors in $C_{44}$ and $\zeta$ computed via Eqs. (21) and (22) are typical of a Keating-like VFF potential in which the force constants have been fit to the bulk modulus. Aside from the case of diamond-structured Pb, the overall accuracy of the fully analytic VFF potentials presented here is expected to be higher than conventional, harmonic VFF potentials whose force constants are obtained via numerical fitting. We emphasise that our overall aim is to derive a set of parameters suitable to perform lattice relaxation for realistic, disordered Si$_y$Ge$_{1-x-y}$Sn$_x$Pb$_x$ alloys and heterostructures suitable for device applications. The VFF parameters derived here for diamond-structured Pb will only be employed in the presence of nearest-neighbour Pb-Pb bonds in a Pb-containing Si$_y$Ge$_{1-x-y}$Pb$_x$ alloy.

Electronic structure calculations have demonstrated that Ge$_{1-x}$Pb$_x$ alloys attain a direct band gap in the Pb composition range $x = 3-4$% and that Pb incorporation in Ge drives large band gap reduction causing a semiconducting to semimetallic transition for $x \lesssim 7%$. Combined with the significant challenges associated with substitutional incorporation of Pb in Ge in materials growth, the Pb composition range of practical interest is therefore low, and limited in practice to $x \lesssim 7\%$. At such low compositions Pb-Pb nearest-neighbour pairs should occur infrequently (since the probability of occurrence of a pair is $\approx 2r^2$ at low $x$ in a randomly disordered binary alloy). As such, any inaccuracies associated with the parametrisation of Eq. (9) for Pb via Eqs. (19) and (20) are expected to have minimal impact on the overall lattice relaxation of a Si$_y$Ge$_{1-x-y}$Pb$_x$ alloy at the low Pb compositions relevant to device applications.

Having presented bulk VFF force constants for all 12 diamond- and zinc blende-structured materials, we briefly address the application of these parameters to relax Si$_y$Ge$_{1-x-y}$Sn$_x$Pb$_x$ or Si$_y$Ge$_{1-x}$ alloy supercells. To obtain suitable parameters for multinary alloy supercell calculations, one must account for all of the possible local bonding environments that can occur in the alloy. For example, in a binary $A_{1-x}B_x$ alloy three distinct types of nearest-neighbour bonds – (i) $A-A$, (ii) $A-B$, and (iii) $B-B$ – can occur, meaning that VFF force constants associated with diamond-structured A and B, and zinc blende-structured AB, are required to describe bond stretching. Additionally, six distinct types of three-body bond angles – (i) $A-A-A$, (ii) $A-A-B$, (iii) $B-A-B$, (iv) $A-B-A$, (v) $A-B-B$, and (vi) $B-B-B$ (centred on the atom listed second) – can occur in a binary $A_{1-x}B_x$ alloy. To obtain bond angle bending and cross-term VFF force constants for these local environments, we recommend straightforward averaging of the VFF force constants associated with the diamond- or zinc blende structured ma-
molecular structure formed by each nearest-neighbour pair of atoms. For example, (i) for A-A-A three-body terms, taking \( k_{\theta} \) and \( k_{\theta} \) to that for diamond-structured A, (ii) for A-B-A three-body terms, taking \( k_{\theta} \) and \( k_{\theta} \) equal to that for zinc blende-structured AB, and (iii) for A-A-B three-body terms, taking \( k_{\theta} \) and \( k_{\theta} \) equal to the average of those for diamond-structured A and zinc blende-structured AB. In this manner, it is then straightforward to parameterise the VFF potential of Eq. \( \theta \) for an arbitrary Si\(_{y}\)Ge\(_{1-x}\)-(C,Sn,Pb)\(_{x}\) or Si\(_{y}\)Ge\(_{1-x}\) alloy, using only the parameters provided in Table \( \theta \) and hence to carry out VFF lattice relaxation for atomic supercells representing bulk-like group-IV alloys or group-IV heterostructures.

C. Benchmarks: density functional theory vs. valence force field alloy supercell relaxation

Having parametrised the VFF potential of Eq. \( \theta \) for Si\(_{y}\)Ge\(_{1-x}\)-(C,Sn,Pb)\(_{x}\) and Si\(_{y}\)Ge\(_{1-x}\) alloys, and having described the general procedure for applying the potential in alloy supercell calculations, we turn our attention now to benchmarking this set of potentials via comparison to DFT relaxation of the atomic positions in selected alloy supercells. We consider both ordered and disordered supercells below and, due to the computational cost associated with HSE06 lattice relaxation, carry out DFT relaxation using only the LDA XC functional. Accordingly, the VFF parameters employed are those derived from the LDA-calculated structural and elastic properties, as listed in Table \( \theta \). The LDA lattice relaxations proceed via minimisation of the lattice free energy, allowing both the lattice vectors and ionic positions to relax freely, subject to the additional criterion that the maximum force on any atom in the supercell does not exceed 0.01 eV \( \text{Å}^{-1} \). All test calculations utilise 64-atom (2 \( \times \) 2 \( \times \) 2 simple cubic) supercells, for which the Monkhorst-Pack \( k \)-point grid used for Brillouin zone integration was down-sampled to 6 \( \times \) 6 \( \times \) 6. The VFF relaxations were carried out by implementing Eq. \( \theta \) using the General Utility Lattice Program (GULP) \( \theta \), where, as in the DFT calculations, the lattice relaxation proceeds via minimisation of the lattice free energy.

1. Ordered alloy supercells: isovalent substitutional impurities in Si and Ge

We begin with the relaxation of a series of ordered \( \theta \) and disordered A-B binary alloy supercells, where A = Si or Ge, and B = C, Si, Ge, Sn or Pb. Specifically, we consider the eighth ordered 64-atom alloy supercells Si\(_{y}\)(C,Ge,Sn,Pb)\(_{1}\) and Ge\(_{2}\)(C,Sn,Pb)\(_{1}\) obtained by substituting an isovalent C, Ge (Si), Sn or Pb impurity into Si (Ge), and corresponding to an impurity composition \( \theta \) = 1.56%. In each case we relax the supercell using DFT and the VFF potential, and compare the relaxed lattice parameter \( \theta \) and the relaxed A-B nearest-neighbour bond length \( r_{\theta \theta} \) about the B impurity site. In addition to comparing the LDA- and VFF-based lattice relaxations of these ordered alloy supercells we also consider an approximate analytical VFF relaxation, based on Eq. \( \theta \). This analytical VFF model produces results which are in good quantitative agreement with the full supercell calculations, and provides useful physical insight into the description of lattice relaxation about a substitutional impurity as described by the full VFF potential. We firstly describe the details of the analytical VFF model, before turning our attention to the results of our benchmark DFT and VFF ordered alloy supercell relaxations.

The analytical VFF model – following that of Ref. \( \theta \) – considers \( \theta \)-symmetric lattice relaxation about the B impurity site by allowing only the four nearest neighbour A atoms of the B atom to relax. As such, only the lengths of the first- and second-nearest neighbour bonds about the B impurity site are permitted to change. This corresponds to relaxation of the nearest-neighbour A-B bonds, but not to true relaxation of the second-nearest neighbour A-A bonds since positions of the second-nearest neighbour atoms A of atom B remain fixed. We assume that each nearest-neighbour bond is described by a force constant \( k \) associated with a harmonic VFF bond stretching energy \( \frac{1}{2} k (r - r_0)^2 \). Starting with the atomic positions of a \( \theta \)-atom A\(_{N}\) supercell, in which all nearest-neighbour bonds have length \( r_{AA,0} \), and neglecting changes in bond angle, the VFF elastic energy associated with an ordered A\(_{N-1}\)B\(_1\) supercell is obtained via summation of the energies associated with the four A-B and 12 A-A bonds about the substitutional B impurity site

\[
V = \frac{1}{2} \left( 4k_{\theta \theta} (r_{\theta \theta} - r_{\theta \theta,0})^2 + 12k_{AA} (r_{AA} - r_{AA,0})^2 \right),
\]

(23)

where \( k_{AA} \) and \( k_{\theta \theta} \) are the force constants associated with stretching of A-A and A-B nearest-neighbour bonds, and \( r_{AA} (r_{AA,0}) \) and \( r_{\theta \theta} (r_{\theta \theta,0}) \) are the relaxed (equilibrium) A-A and A-B bond lengths.

We define \( \Delta \) to be the fractional change upon relaxation of the A-B bond length relative to its starting length \( r_{AA,0} \), so that the relaxed lengths \( r_{\theta \theta} \) and \( r_{AA} \) of the A-B and A-A bonds are given by

\[
r_{AB} = r_{AA,0} (1 + \Delta), \tag{24}
\]

\[
r_{AA} = r_{AA,0} \sqrt{\frac{(1 + \Delta)^2 + 2 (1 - \Delta)^2}{3}}, \tag{25}
\]

where \( \Delta > 0 (\Delta < 0) \) corresponds to extension (compression) of the nearest-neighbour A-B bonds about the B impurity site, relative to their starting length \( r_{AA,0} \).

Substituting Eqs. \( \theta \) and \( \theta \) into Eq. \( \theta \) and expanding to \( \mathcal{O}(\Delta^2) \), we minimise the resulting expression for the VFF energy with respect to \( \Delta \) to obtain

\[
V = \frac{1}{2} \left( 4k_{\theta \theta} (r_{\theta \theta} - r_{\theta \theta,0})^2 + 12k_{AA} (r_{AA} - r_{AA,0})^2 \right),
\]

(23)
TABLE III: Comparison of A1-symmetric lattice relaxation – carried out via (i) DFT, using the LDA XC functional, (ii) the VFF potential of Eq. [9], and (iii) the approximate analytical VFF model described by Eqs. [23] – [26] – for 64-atom A3B1 ordered alloy supercells (A = Si or Ge, and B = C, Si, Ge, Sn or Pb). $r_{10}$ is the relaxed nearest-neighbour A-B bond length about the B impurity site, and $\Delta$ is the fractional change in this bond length relative to its starting length $r_{10}$. $r_{AA}$ is the relaxed nearest-neighbour A-A bond length between the first- and second-nearest neighbour atoms A of the impurity atom B. Supercells are listed in order of increasing magnitude of the lattice mismatch $\Delta = \frac{\rho (A) - \rho (AB)}{\rho (A)}$, between the equilibrium lattice parameters associated with the diamond-structured host matrix A and the zinc blende-structured compound AB.

| Supercell | $|\Delta a|$ (%) | Full DFT relaxation | Full VFF relaxation | Analytical VFF relaxation |
|-----------|-----------------|---------------------|---------------------|--------------------------|
|           | $a$ (Å)  | $r_{AA}$ (Å) $\Delta$ (%) | $r_{AA}$ (Å)  | $r_{10}$ (Å) $\Delta$ (%) | $\Deltar (\%)$ | $r_{10}$ (Å) $\Delta$ (%) | $r_{AA}$ (Å) |
| Si0.5Ge0.5 | 2.11 | 5.406 | 2.379 | +1.67 | 2.335 | 5.406 | 2.372 | +1.38 | 2.337 | 0.040 | 2.376 | +1.55 | 2.328 |
| Ge0.5Si1 | 2.30 | 5.664 | 2.402 | −1.75 | 2.449 | 5.643 | 2.405 | −1.63 | 2.449 | 0.019 | 2.402 | −1.78 | 2.460 |
| Ge0.5Sn1 | 7.53 | 5.660 | 2.576 | +5.35 | 2.435 | 5.659 | 2.563 | +4.83 | 2.436 | 0.071 | 2.582 | +5.61 | 2.403 |
| Si0.5Sn1 | 10.48 | 5.419 | 2.519 | +7.68 | 2.326 | 5.418 | 2.489 | +6.40 | 2.330 | 0.137 | 2.519 | +7.66 | 2.286 |
| Ge0.5Pb1 | 11.30 | 5.666 | 2.629 | +7.50 | 2.432 | 5.663 | 2.603 | +6.45 | 2.436 | 0.116 | 2.643 | +8.10 | 2.386 |
| Si0.5Pb1 | 14.21 | 5.423 | 2.571 | +9.90 | 2.320 | 5.422 | 2.523 | +7.85 | 2.329 | 0.185 | 2.569 | +9.83 | 2.273 |
| Ge0.5C1 | 19.30 | 5.611 | 2.083 | −14.83 | 2.485 | 5.600 | 2.042 | −16.49 | 2.492 | 0.428 | 2.052 | −16.09 | 2.603 |
| Si0.5C1 | 19.86 | 5.367 | 1.985 | −15.17 | 2.375 | 5.357 | 1.950 | −16.65 | 2.381 | 0.430 | 1.962 | −16.14 | 2.491 |

$$\Delta = t + 1 + \frac{(4 - 3t)}{\rho + 3 - \sqrt{\frac{3}{2}} \frac{2k_i^2}{k_i^2 + 2k_{ij}^2} (1 + \frac{3}{2})},$$

$$[26]$$

where $t = \frac{r_{AA}}{r_{AB}}$ and $\rho = \frac{k_{AB}}{k_{CC}}$ are, respectively, the ratio of the A-B to A-A equilibrium bond lengths and bond stretching force constants.

Having minimised Eq. [26] via analytical relaxation of only the four nearest-neighbours of the impurity atom B, we can interpret our results in the context of the VFF potential of Eq. [9]. Neglecting changes in bond angle, we find from Eq. [9] that the energy associated with stretching of a single bond is

$$V = \frac{1}{2} k_i (r_i - r_0)^2$$

where $r_i$ is the relaxed nearest-neighbour bond length about atom B (cf. Eq. [26]), is then given by $\rho = \frac{k_{AB}}{k_{CC}} = \frac{r_{AB}}{r_{CC}} x t$. Computation of the relaxed bond lengths $r_{AB}$ and $r_{AA}$ using the analytical VFF model is then straightforward: the A-B and A-A bulk lattice parameters and bulk moduli of Table I are used to determine $t$ and $\rho$, which are then substituted into Eq. [26] to compute $\Delta$, with $\Delta$ then in turn used to evaluate $r_{AB}$ and $r_{AA}$ via Eqs. [24] and [25]. We emphasise that Eq. [26] therefore describes the lattice relaxation about the substitutional B impurity site, requiring knowledge only of the equilibrium A-A and A-B bond lengths $r_{AA,0}$ and $r_{AB,0}$, and the bulk moduli $B_{AA}$ and $B_{AB}$, of the diamond-structured elemental host matrix material A and the zinc blende-structured compound AB, with the ratio of these quantities respectively encapsulated in the parameters $t$ and $\rho$.

The natural emergence of the bulk modulus in determining the bond stretching force constant $k$ in this approximate model affords a simple physical interpretation of the lattice relaxation described by the VFF potential of Eq. [9]. For $r_{AB,0} > r_{AA,0}$ ($r_{AB,0} < r_{AA,0}$) the four nearest-neighbour A-B bonds expand (contract) to an extent that is limited by the net hydrostatic compression (tension) exerted by the surrounding lattice of A atoms. Accordingly, the extent to which the relaxation of the A-B bonds is limited is determined primarily by the relative A-A and A-B bond stiffness, as encapsulated in the ratio $\rho$ of the bulk moduli associated with the diamond-structured elemental material A and the zinc blende-structured compound AB.

The results of our benchmark calculations are presented in Table III where we summarise the results of lattice relaxations carried out using LDA-DFT, the full VFF potential of Eq. [9], and the analytical VFF model described above. For all three models Table III compares the relaxed length $r_{AB}$ of the four nearest-neighbour A-B bonds about the B impurity site, and the relaxed length $r_{AA}$ of the 12 A-A bonds between the first- and second-nearest neighbour A atoms of the B impurity. Additionally, for the DFT and full VFF relaxations we compare the relaxed alloy lattice parameters $a$. For the full VFF relaxations we also present the calculated average error $\langle \delta r \rangle$ between the DFT- and VFF-relaxed nearest-neighbour bond lengths $r_{ij}$ in the supercell $A$.
this manner to highlight the dependence of the computed errors \( \langle \delta r \rangle \) in the VFF calculations as a function of the difference in covalent radii between the elements comprising the alloy supercell. The DFT- and VFF-relaxed values of \( a \) and \( r_{AB} \) from Table III are also summarised graphically in Fig. 1. Here, circles compare \( a \) obtained from the DFT and full VFF relaxations, while squares (triangles) compare \( r_{AB} \) obtained from the DFT and full (analytical) VFF relaxations. The solid line in Fig. 1 denotes exact agreement between DFT- and VFF-relaxed quantities.

Examining the errors computed via Eq. (27) for the full \( A_{63} B_1 \) VFF alloy supercell relaxations in Table III, we note two key trends. Firstly, the magnitude of \( \langle \delta r \rangle \) increases approximately quadratically with increasing lattice mismatch \( \Delta a \). Secondly, for a given impurity atom \( B \), \( \langle \delta r \rangle \) is generally smaller for a Ge\(_{63}\)B\(_1\) supercell than for a Si\(_{63}\)B\(_1\) supercell. This is in part due to the smaller lattice mismatch between \( A \) and \( AB \) in the Ge-rich supercells for the set of impurity atoms \( B \) considered, but is also related to the fact that non-linear elastic effects are more pronounced in Si compared to softer Ge\(_{63}\)B\(_1\).

This behaviour is then reflective of the fact that the harmonic VFF potential of Eq. (9) is parametrised explicitly to reproduce lattice properties in the linear elastic limit. In the presence of a large difference in covalent radii between atoms \( A \) and \( B \) it is expected that non-linear elastic contributions will begin to play a role in the lattice relaxation, and hence that the VFF potential will become less accurate compared to DFT relaxation (which implicitly includes non-linear elastic effects to all orders). Nonetheless, we note the overall low errors in the full VFF relaxations: even in the case of large lattice mismatch \( |\Delta a| \approx 20\% \) between the diamond-structured host matrix Si or Ge and the zinc blende-structured compound \( \beta \)-SiC or GeC, we compute \( \langle \delta r \rangle \lesssim 0.5\% \) for the VFF-relaxed nearest-neighbour bond lengths compared to those obtained via DFT relaxation.

Turning our attention to the results of the analytical VFF relaxation in Table III, we note that the predicted relaxed A-B bond lengths \( r_{AB} \) compare more favourably with the corresponding DFT-relaxed bond lengths than those obtained from the full VFF relaxations, and that this is the case for all supercells considered. This is a surprising result since the analytical model is highly simplified, allowing only the four nearest-neighbour \( A \) atoms of the impurity atom \( B \) to move during the relaxation. We attribute this result to the harmonic nature of the VFF potential. In Si or Ge, the nearest-neighbour bonds about a substitutional C (Sn or Pb) impurity are placed under significant tension (compression) by the surrounding lattice. This bond tension (compression) is sufficiently large that non-linear elastic effects begin to impact the relaxation, where contributions from third-order elastic constants act to soften (harden) the bond, decreasing (increasing) the amount by which it can relax in the DFT relaxation compared to a harmonic VFF relaxation. For example, relaxing a Ge\(_{63}\)C\(_1\) (Ge\(_{63}\)Pb\(_1\)) supercell from Ge\(_{63}\) starting atomic positions, the full VFF relaxation predicts \( r_{AB} = 2.042 \text{ Å} \) (2.603 Å) compared to \( r_{AB} = 2.083 \text{ Å} \) (2.629 Å) from the DFT relaxation, so that the VFF potential over- (under-) relaxes the Ge-C (Ge-Pb) bond. The failure to capture this anharmonic effect in the harmonic VFF potential leads to an overestimation (underestimation) of the magnitude of the fractional bond length change \( \Delta \) upon relaxation about a C (Sn or Pb) impurity. This error is partially compensated in the analytical VFF model due to the fixed positions of the second nearest-neighbour \( A \) atoms of the impurity atom \( B \): preventing these \( A \) atoms from relaxing towards (away from) the impurity atom \( B \). The harmonic potential mimics an effective hardening (softening) of the A-A bonds between the first and second nearest-neighbour \( A \) atoms of the \( B \) impurity, by artificially stretching (compressing) them to create a net force that acts against the tendency of the full VFF potential to over- (under-) relax the nearest-neighbour \( A \) atoms towards (away from) the \( B \) impurity.

Overall, despite these minor discrepancies, we note that all errors in the full VFF-relaxed values of \( r_{AB} \) are \(< 0.05 \text{ Å} \), while errors in the relaxed alloy lattice parameters \( a \) are \( \sim 10^{-3} \text{ Å} \). Extension of Eq. (9) to incorporate anharmonic terms is possible while retaining an analytical parametrisation but we nonetheless conclude that the harmonic VFF potentials presented here are sufficient to provide highly accurate lattice relaxation.
2. Disordered alloy supercells: $Si_xGe_{1-x}$ special quasi-random structures

To establish the accuracy of the relaxation of disordered group-IV alloy supercells using Eq. (9), we choose the binary $Si_xGe_{1-x}$ alloy as an example system and compare the results of DFT and VFF lattice relaxation across the full composition range. Similar benchmark lattice relaxations for Ge$_{1-x}$Si$_x$ alloys can be found in Ref. [20]. To capture structural disorder in these small (64-atom) alloy supercells we employ a special quasi-random structure (SQS) approach.[25,26] The SQSs used in our calculations were generated using the Alloy Theoretic Automated Toolkit (ATAT)[27,28] by optimising the lattice correlation functions up to third-nearest neighbour distance on a given lattice site with respect to target correlation functions corresponding to a randomly disordered binary alloy at a given Si composition x.[29]

The results of our $Si_xGe_{1-x}$ alloy SQS relaxations are summarised in Fig. 2 where we compare the distribution of relaxed nearest-neighbour bond lengths computed via LDA-DFT (upper panels) and VFF (lower panels) relaxation, for (a) $Si_xGe_{55}$ ($x = 14.06\%$), (b) $Si_xGe_{46}$ ($x = 28.13\%$), (c) $Si_xGe_{28}$ ($x = 42.19\%$), (d) $Si_{10}Ge_{82}$ ($x = 56.25\%$), (e) $Si_{10}Ge_{19}$ ($x = 70.31\%$), and (f) $Si_{10}Ge_{10}$ ($x = 84.38\%$) SQSs. In each of Figs. 2(a) – 2(f) the left- (right-) hand vertical grey dashed line denotes the equilibrium Si (Ge) nearest-neighbour bond length $r_0 = 2.3395$ (2.4452) Å (cf. Table I). In Fig. 2 the relaxed nearest-neighbour bond lengths have been sorted into bins of width $\Delta r = 0.01$ Å.[29]

We firstly consider the relaxed alloy lattice parameters $a(x)$ obtained from our DFT and VFF relaxations, the values of which are listed in the upper and lower panels of Figs. 2(a) – 2(f) respectively. The alloy lattice parameter in $Si_xGe_{1-x}$ can be expressed as

$$a(x) = (1 - x) a_0(\text{Ge}) + x a_0(\text{Si}) - b x (1 - x), \quad (28)$$

where $a_0(\text{Ge})$ and $a_0(\text{Si})$ are the equilibrium Ge and Si lattice parameters (cf. Table I), and $b$ is a bowing parameter describing the deviation of the lattice parameter from that expected based on Végard’s law (i.e. linear interpolation, corresponding to $b = 0$ in Eq. (28)).

Comparing our DFT- and VFF-relaxed values of $a(x)$ we note excellent quantitative agreement across the full composition range. The VFF potential overestimates the alloy lattice parameter, but only by $\lesssim 10^{-4}$ Å, corresponding to an overall error $\lesssim 0.02\%$. Using these DFT- and VFF-relaxed lattice parameters we compute respective bowing parameters $b = -0.032$ and $-0.028$ Å, which again are in good quantitative agreement. We note that these extracted negative values of $b$ indicate that the relaxed alloy lattice parameter $a(x)$ exceeds that expected based on a linear interpolation between the Ge and Si lattice parameters. Our calculated values of $b$ are in excellent quantitative agreement with the deviation of the $Si_xGe_{1-x}$ lattice parameter from Végard’s law observed in previous experimental measurements[30] and DFT calculations[31,32] with our VFF potential overcoming the underestimation of $b$ observed in empirical calculations based on an Abell-Tersoff potential.[33]

Turning our attention to the bond length distributions in Fig. 2, we note good quantitative agreement between the relaxed nearest-neighbour bond lengths obtained from the DFT and VFF relaxations. At low (high) Si composition $x \lesssim 20\%$ ($x \gtrsim 80\%$) the distribution of relaxed bond lengths is roughly bimodal, with distinct peaks corresponding to Ge-Ge (Si-Si) and Si-Ge bonds. At these low (high) Si compositions there is no visible peak in the bond length distribution corresponding to Si-Si (Ge-Ge) bonds, since the number of Si-Si (Ge-Ge) nearest-neighbour bonds in the supercell is low: in a randomly disordered N-atom supercell the number of Si-Si (Ge-Ge) bonds is $\approx N \times 2x^2$ ($\approx N \times 2(1 - x)^2$) at low (high) $x$ so that, e.g., there is on average $\approx 5$ nearest-neighbour Si-Si (Ge-Ge) bonds in a randomly disordered 64-atom $Si_xGe_{1-x}$ supercell at $x = 20\%$ ($x = 80\%$).

In a Ge- (Si-) rich alloy, these Si-Si (Ge-Ge) bonds are placed under tension (compression) by the surrounding lattice, shifting their relaxed lengths towards the average bond length $r(x) = \frac{\sqrt{N}}{N} a(x)$ in the alloy supercell. As the Si composition is further increased (reduced) towards $x = 50\%$, the relaxed bond lengths formed a trimodal distribution, with clear features associated with – in order of increasing relaxed bond length – Si-Si, Si-Ge and Ge-Ge nearest-neighbour bonds.

Overall, the VFF relaxation reproduces well the multimodal nature and key features of the DFT-relaxed bond length distribution across the full composition range. The calculated average error $\langle \delta r \rangle$ in the VFF-relaxed nearest-neighbour bond lengths is shown for each supercell in the lower panel of Figs. 2(a) – 2(f). The maximum values $\langle \delta r \rangle = 0.160 - 0.161\%$ are found for the $Si_{10}Ge_{82}$ ($x = 56.25\%$) and $Si_{10}Ge_{19}$ ($x = 70.31\%$) supercells. This firstly reflects the large number of local atomic environments that can arise in a disordered $Si_xGe_{1-x}$ alloy at intermediate (neither Si- or Ge-rich) compositions, with the structural properties deviating most from those expected based on simple linear interpolation, and secondly reflects the challenges associated with capturing the impact of strong atomic-scale disorder in empirical models parametrised for idealised bulk materials.

Nonetheless, the largest single calculated error in a VFF-relaxed nearest-neighbour bond length across all of the supercells considered in Fig. 2 is 0.012 Å. Overall, our benchmark calculations for $Si_xGe_{1-x}$ alloys confirm that our analytically parametrised VFF potential provides a quantitatively accurate platform for lattice relaxation in realistic, disordered alloy supercells. For a given supercell the computational cost of a VFF relaxation is negligible compared to an equivalent DFT relaxation. Furthermore, since the VFF energy of Eq. (9) depends at a given lattice site only on the local (to second nearest-neighbour) atomic environment, this class of potential is
highly scalable. This property allows to use Eq. \[2\] to relax structures containing several orders of magnitude more atoms than can be treated using current first principles methods. For small systems amenable to DFT relaxation, VFF relaxation can be used as a cheap and efficient preconditioning step to reduce the number of ionic relaxation steps required in a full DFT relaxation. This combination of accuracy and computational efficiency makes the VFF potentials presented in this work an attractive approach to underpin analysis of the structural and elastic properties of large-scale group-IV alloy supercells and realistically-sized heterostructures.

**IV. CONCLUSIONS**

In summary, we have presented a theoretical analysis of the structural and elastic properties of the diamond-structured elemental group-IV materials C, Si, Ge, α-Sn and Pb, and the zinc blende-structured IV-IV compounds Si(C,Ge,Sn,Pb) and Ge(C,Sn,Pb). Using first principles DFT calculations we fully characterised the elastic energy in these materials in response to arbitrary combinations of macroscopic and internal strain, and computed their lattice parameters, unrelaxed, relaxed and inner elastic constants, and internal strain (Kleinman) parameters. For diamond-structured Pb, and for all IV-IV compounds considered (with the exception of β-SiC), we have presented the first complete description of the lin-
ear elastic properties. Our results support an overlooked experimental re-evaluation of the elastic constants of α-Sn, with our LDA- and HSEsol-calculated elastic constants agreeing more closely with the re-evaluated elastic constants of Ref. [72] compared to data presented in several papers and data handbooks. Our computed elastic constants also contradict recent theoretical analysis which suggested dynamic lattice instability with respect to long-wavelength acoustic deformations for numerous zinc blende-structured IV-IV compounds. We predict that all 12 of the IV-IV compounds considered are (meta-) stable in the zinc blende crystal phase.

The DFT-calculated elastic properties were used to parametrise a complete set of VFF potentials for these materials. We employed an analytical parametrisation which exactly reproduces $C_{11}$, $C_{12}$, $C_{44}$ and $\zeta$ for a given bulk material without recourse to numerical fitting, thereby providing an exact description of the static lattice properties in the linear elastic limit. Building on these bulk VFF potentials, we described their application to alloyed materials via straightforward interpolation of two- and three-body force constants describing mixed element local atomic environments. Benchmark calculations for exemplar ordered and disordered alloy supercells verified the accuracy of this approach, showing that the VFF potentials produce relaxed atomic positions in excellent quantitative agreement with DFT lattice relaxations. For ordered supercells an approximate analytical VFF relaxation revealed the manner in which the analytical parametrisation of the VFF potential neatly encapsulates relaxation about substitutional impurities, in terms of the ratio of the equilibrium lattice parameters and bulk moduli associated with (i) the diamond-structured host matrix lattice, and (ii) the zinc blende-structured compound formed by the impurity and its neighbouring atoms. For disordered supercells, the VFF potential quantitatively captures the lattice parameter bowing observed in experiment for Si$_x$Ge$_{1-x}$ alloys.

Overall, the VFF potentials presented in this work allow for efficient and accurate atomistic lattice relaxation of Si$_y$Ge$_{1-x-y}$,(C,Sn,Pb)$_x$ and Si$_y$Ge$_{1-y}$-group IV alloys, as well as heterostructures formed therefrom. The low computational expense and highly scalable nature of these potentials makes them ideally suited to applications in large-scale atomistic calculations. For small supercells, the negligible computational cost of utilising a VFF potential compared to a DFT-based lattice relaxation suggests their use to provide relaxed atomic positions for direct input to first principles electronic structure calculations, or alternatively as a preconditioning step to accelerate DFT lattice relaxation. The highly scalable nature of the VFF potential also provides an efficient and accurate means to compute relaxed atomic positions in large-scale alloy supercells and realistically-sized heterostructures, providing suitable input to semi-empirical electronic structure calculations in both cases, and enabling efficient calculation and analysis of strain fields in the latter case. In this manner, the VFF potentials presented here will underpin ongoing analysis of the electronic, optical and transport properties of emerging direct-gap group-IV semiconductor alloys, with significant potential for applications in a range of electronic, photonic and photovoltaic devices.
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