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Abstract

An accurate and efficient evaluation for hypersingular integrals (HSIs), strongly singular integrals (SSIs), and weakly singular integrals (WSIs) plays an essential role in the numerical solutions of 3D electromagnetic scattering problems. We derive analytic formulas for WSIs based on Stokes’ theorem, which can be expressed in elementary functions. Several numerical examples are presented to validate these analytic formulas. Then, to show the feasibility of the proposed formulations for numerical methods, these formulations are used with the existing analytical expressions of HSIs and SSIs to correct the near-field interaction in an iterative physical optics (IPO) scheme. Using IPO, the scattering caused by a dihedral reflector is analyzed and compared with the results of the method of moments and measurement data.
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I. INTRODUCTION

Surface integral equations (SIEs) have been used to solve 3D electromagnetic (EM) scattering problems in a variety of applications due to the efficiency of this method [1]. To solve EM scattering caused by impenetrable objects, such as perfectly electric conductors (PECs), several SIEs can be used, including the electric field integral equation (EFIE), the magnetic field integral equation (MFIE), and the combined field integral equation (CFIE). Also, the Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT) equation [2] or the Muller equation [3] can be employed for penetrable objects, such as dielectric bodies.

All of these equations include three types of singular integral, which consist of a double or single gradient operator on the scalar Green’s function: $1/R^2$ hypersingular integrals (HSIs), $1/R^2$ strongly singular integrals (SSIs), and $1/R$ weakly singular integrals (WSIs), where $R$ is the distance between a source point and an observation point. When the observation point is very close to the source point, near-field correction (NC) methods, such as singularity subtraction, are essential because the numerical quadrature rule may not be sufficiently accurate [4]. For example, if a method of moments (MOM) with a divergence-conforming basis function, such as Rao-Wilton-Glisson (RWG), is exploited [5], special treatment is required for the WSIs. Evaluation is also required for SSIs and HSIs in the Nyström method [6] or in the boundary element method. Thus, the accurate and efficient treatment of HSIs, SSIs, and WSIs is important because of its significant impact on the final numerical
accuracy.

A few techniques have been developed to deal with HSIs and SSIs [7, 8]. Tong and Chew [7] have proposed a systematic solution for both types of integral. In [8], they improved on their solutions for HSIs and SSIs, which are expressed as closed-form formulations. Several analytical and numerical techniques have also been reported for WSIs in [9–14]. These techniques may, however, be inconvenient when considering implementation as they require the introduction of a polar coordinate system or extra coordinate transformation [8].

In Sections II and III, we develop analytic formulas for WSIs based on Stokes’ theorem. The proposed analytic formulas for WSIs are numerically verified in Section IV. In Section V, scattering by dihedral corner reflector is analyzed by an iterative physical optics (IPO) method [15] with the proposed NC scheme, which shows the usefulness of the proposed formulations in practice.

II. LOCAL COORDINATES

The type of SIE depends on the material properties of the scatterers. If a PEC object is considered, for example, the SIE can be an EFIE or an MFIE [1], expressed as follows:

\[
\begin{align*}
\hat{n} \times j_0 Z_0 \int_{SV} \left( \hat{r} + \frac{\nabla \hat{r}}{k^2} \right) g(\hat{r}, \hat{r}') \cdot \hat{J}(\hat{r}') dS' &= \hat{n} \times \hat{E}(\hat{r}) \quad (1) \\
\frac{1}{2} \int_{SV} \nabla g(\hat{r}, \hat{r}') \times \hat{J}(\hat{r}') dS' &= \hat{n} \times \hat{H}(\hat{r}), \quad (2)
\end{align*}
\]

where \( k_0, Z_0, \hat{n}, \) and \( \hat{J} \) are the propagation constant, intrinsic impedance, unit normal vector, and induced surface current, respectively. \( \hat{E} \) and \( \hat{H} \) are the incident electric and magnetic fields, respectively. \( g(\hat{r}, \hat{r}') = e^{j k |\hat{r} - \hat{r}'|} / (4\pi R) \) is the scalar Green’s function. Here, \( R = |\hat{r} - \hat{r}'| \) is the distance between an observation point, \( \hat{r} \), and a source point, \( \hat{r}' \).

Usually, as the first step in solving the required SIEs, the object is discretized into triangular patches. Then, the interactions among the patches are calculated. When the source patch is very close to the observation patches, the computation of the interaction becomes difficult due to the singularity of the dyadic Green’s function. There can be a double or single gradient operation becomes difficult due to the singularity of the dyadic Green’s function. For simplicity, the source patch and the observation point are transformed into local coordinates, \((u, v, w)\) (see Fig. 1 in [8]). In these local coordinates, the required analytic formulations of the WSIs are formulated.

The double gradient on the scalar Green’s function \( \nabla \nabla g(\hat{r}, \hat{r}') \) in Eq. (1) creates singularity kernels (see Eq. (9) in [8]). Once the singularity subtraction scheme is applied, HSIs, SSIs, and WSIs arise. After applying the singularity subtraction method, regular terms can be calculated by the numerical quadrature rule. However, the HSIs, SSIs, and WSIs should be evaluated analytically since they are singular. The singularity kernels generated by a single gradient on the Green’s function \( \nabla g(\hat{r}, \hat{r}') \) can be treated in a similar manner.

III. ANALYTIC FORMULAS FOR WSIS

To derive analytic WSI formulas for an arbitrarily rotated source patch in global coordinates, the vertices of the source patch and the observation point should be converted into local coordinates. Using Stokes’ theorem, a surface integral over the source patch can be converted into a line integral along its boundary as

\[
\int_{SV} \left( \nabla \times \hat{A} \right) \cdot d\ell' = \oint_C \hat{A} \cdot d\ell,
\]

where \( \hat{A} = A_x \hat{x} + A_y \hat{y} + A_z \hat{z} \) is a vector field in the local coordinates and \( d\ell \) is the path along the boundary of the patch. The source patch is assumed to be located in the \( uv \)-plane so that the unit normal vector is always given as \( \hat{n} = \hat{w} \). Hence, Eq. (3) can be simplified as

\[
\int_{SV} \frac{\partial A_i}{\partial u} dS' = \oint_C A_i d\ell', \quad \int_{SV} \frac{\partial A_i}{\partial v} dS' = \oint_C A_i d\ell'.
\]

All HSIs, SSIs and WSIs are essential for NC. In [8], analytical formulations are derived for HSIs and SSIs. Hence, in this paper, we derive analytic formulas for WSIs. The required WSIs are summarized as follows:

\[
\begin{align*}
I_1 &= \int_{SS} \frac{1}{R} dS', \quad I_2 = \int_{SS} \frac{(u-u')^2}{R} dS', \\
I_3 &= \int_{SS} \frac{(v-v')^2}{R} dS', \quad I_4 = \int_{SS} \frac{(u-u')(v-v')}{R} dS', \\
I_5 &= \int_{SS} \frac{(u-u')}{R} dS', \quad I_6 = \int_{SS} \frac{(v-v')}{R} dS', \\
I_7 &= \int_{SS} \frac{(u-u')(v-v')}{R} dS'.
\end{align*}
\]

By using Eq. (4) with the help of integral tables [16], all WSIs in Eq. (5) can be analytically evaluated. For example, \( I_1 \) can be converted using Eq. (4) into

\[
I_1 = \int_{SS} \frac{1}{R} dS' = \oint_C \ln |R - (u-u')| d\ell'.
\]

To calculate the closed line integral, the integral from the \( i \)th vertex to the \( i+1 \)th vertex can be written as
\[
I_i = \int_{\alpha}^{\beta} \frac{(u-u')^2 (v-v')}{R^3} \, dS' = \frac{1}{4} \left[ (u-u')^2 + \ln |R - (u-u')| \right] dv'
\]

where \( i + 1 \equiv \text{mod}(i, 3) + 1 \) and \( \text{mod}(. , .) \) are the modular operators since the fourth vertex is same as the first vertex. In a similar approach to that of Eqs. (6)–(8), \( I_1 - I_4 \) can be derived as follows:

\[
I_1 = \int_{\alpha}^{\beta} \frac{(u-u')}{R} \, dS' = \frac{1}{2} \left[ (u-u') + \ln |R - (u-u')| \right] dv'
\]

\[
I_2 = \int_{\alpha}^{\beta} \frac{(v-v')}{R} \, dS' = \frac{1}{2} \left[ (v-v') + \ln |R - (v-v')| \right] dv'
\]

\[
I_3 = \int_{\alpha}^{\beta} \frac{(u-u')^2 (v-v')}{R^3} \, dS' = \frac{1}{4} \left[ (u-u')^2 + \ln |R - (u-u')| \right] dv'
\]

\[
I_4 = \int_{\alpha}^{\beta} \frac{(v-v')^2 (u-u')}{R^3} \, dS' = \frac{1}{4} \left[ (v-v')^2 + \ln |R - (v-v')| \right] dv'
\]
where

\[ A_i = \frac{u_i - u_i'}{v_{i+1} - v_i'} , \quad B_i = u - u_i' + A_i v_i' \]

\[ C_i = \frac{v_{i+1} - v_i'}{u_{i+1} - u_i'} , \quad D_i = v - v_i' + C_i u_i' \]

\[ R_i = \sqrt{\left(u - u_i\right)^2 + \left(v - v_i\right)^2 + w_i^2} \]

\[ I_i = \left(u_i' - u_i\right)\left(v_{i+1} - v_i\right) - \left(v_i' - v_i\right)\left(u_{i+1} - u_i\right) \]

\[ a_i = \left(u_i' - u_i\right)\left(v_i' - v_i\right) - \left(v_i' - v_i\right)\left(u_{i+1} - u_i\right) \]

\[ b_i = \left(u_{i+1} - u_i\right)\left(v_i' - v_i\right) - \left(v_i' - v_i\right)\left(v_{i+1} - v_i\right) \]

IV. NUMERICAL VERIFICATION OF WSIS

Gauss quadrature rule is very efficient for the numerical computation of surface integrals [14]. Its accuracy, however, is degenerated in the near-singular case, in which the distance between the observation point and the source point is minimal. The criteria of the near-singular case depend on the dimensions of the source patch. To improve the accuracy of the quadrature rule, the source patch is divided into many small sub-patches. Then, the low-order quadrature method is applied to each sub-triangle patch, which may be numerically inefficient, but accuracy can be guaranteed if the convergence of the numerical value is achieved. Over the sub-patches, the current is assumed to be a constant.

A source patch is located at the uv plane, whose three vertices are given as \(p_1(0.7,0.1,0)\), \(p_2(0.4,0.3,0)\), and \(p_3(0.1,0.2,0)\), respectively. The observation point is at \(w_0(0.4,0.2,0)\) where \(w_0\) varies from 1\(\lambda\) to 0.01\(\lambda\).

In Fig. 1, the analytic and numerical results for \(I_1\) are compared. It is evident that \(I_1\) increases as \(w_0\) decreases since the distance between the observation point and the source patch, \(R\), decreased. As the number of sub-triangle patches, \(N_{\text{tri}}\), increases, the numerical accuracy of the quadrature rule is improved because the effective number of quadrature points, \(N_{Q.P.}\), increases. It can be observed that the analytic result of \(I_1\) is in good agreement with the numerical results when \(N_{\text{tri}} = 1,024 / N_{Q.P.} = 7,168\), even for the near-singular case.

For the verification of \(I_1 - I_7\) in Eq. (9), therefore, the Gauss quadrature method is adopted with the assumption that \(N_{\text{tri}} = 1,024 / N_{Q.P.} = 7,168\). The simulation parameters are the same as those in Fig. 2. Fig. 3 shows the relative error, \(\varepsilon\), as a function of \(w_0\), where the maximum error is less than 10\(^{-4}\). To consider the effect of the observation point location, the source patch is randomly rotated, and then the same computation as that in Fig. 2 is performed. Fig. 3 presents a relative error comparison in which the maximum error is still less than 10\(^{-4}\). Therefore, Eq.
(9) can be exact for any source patch as well as for the configuration of the observation point.

V. THE APPLICATION OF NC TO IPO

For HSI and SSI formulations, the proposed analytical expression of WSIs can be completed for the NC in scattering applications. To show the feasibility of applying the proposed formulations to realistic EM problems, the NC is considered for the IPO method [15]. The IPO formulation is based on Eq. (2) to iteratively calculate the current in a PEC body. The updated equation is expressed as follows:

\[ \tilde{J}_s(\vec{r}) = \tilde{J}_{s-1}(\vec{r}) - \frac{1}{2\pi} \int_{S'} \left[ \hat{n}(\vec{r}) \times (\hat{R} \times \tilde{J}_{s-1}(\vec{r}')) \right] dS', \]

where \( \tilde{J}_{s-1}(\vec{r}) = 2\hat{n}(\vec{r}) \times \vec{H}'(\vec{r}) \) and \( \hat{n}(\vec{r}) \) are the first-order PO current and unit normal vector, respectively. Since Eq. (10) includes singularities, the formulations in Section III can be used to correct these singularities.

For the numerical simulation, we consider a dihedral corner reflector whose corner angle is 60°. The operating frequency is 5 GHz, and the length of one side of the reflector is 20 cm \((\approx 3.5\lambda)\). The reflector is oriented toward \( \theta = 90° \) and has a direction of \( \phi = 90° \); the wave is incident from \( \theta = 90° \) and has a direction of \( \phi = 90° \). The bistatic radar cross section (RCS) is calculated along the principal cut \((\phi = 0° \text{ to } \phi = 180°)\) at \( \theta = 90° \) for both V and H polarizations.

The IPO results are compared with both the MOM and measurement results. Here, the MOM solution is based on the EFIE. For the measurements, a standard horn antenna is used with a half power beamwidth of 20°. Short-open-load-thru (SOLT) calibration is used for vector network analyzer (VNA) calibration, and a 30-cm-by-20-cm rectangular plate is used to calibrate the target RCS level. The measurement distance between the antenna and the target is 3 m, and signals from 5.5 m to 6.5 m are range-gated. The RCS is measured from \( \phi = 30° \) to \( \phi = 150° \) at \( \theta = 90° \) with a 2° sampling rate. Fig. 4 shows the comparison of the results of the IPO method with and without the NC scheme, the MOM and the measurement results.

The IPO method in combination with the NC scheme can provide much more accurate results than the same method without the NC scheme, as shown in Fig. 4. Since the corner angle is 60°, the interaction around the corner may be very
strong. In Fig. 5, which shows the induced surface current distribution of the corner reflector, the IPO method with the NC scheme can estimate the current accurately, especially around the corner, as expected. The HH and VV results given by the IPO method with NC have discrepancies since the IPO formulation is based on the MFE whereas the MOM is based on the EFIE. This is because the MOM based on an EFIE provides a stable solution, but the MOM based on an MFI is unstable: The thickness of the dihedral corner reflector is very thin (almost zero). Since the MFI generally provides an accurate solution only when the scatterer surface is sufficiently smooth and closed, the current distributions analyzed by the IPO method with NC are quite inaccurate at the edges when compared to the MOM currents (Fig. 5(c) and (d)). The current difference causes discrepancies.

It can be observed that the VV results from IPO with the NC scheme contain more errors than the HH results. One explanation is that, for the VV case, the difference of current distribution between the MOM and IPO with NC is greater around the edges because the incident wave is polarized in the direction in which the polarization perfectly coincides with the edge; this may induce strong fringe currents [17] on the edge (Fig. 5(d)) and cause quite a strong diffraction effect.

VI. CONCLUSION

We have derived analytic formulas for WSIs based on Stokes’ theorem for NC. To validate the proposed formulas for WSIs, several numerical examples are presented, showing that the maximum error is less than $10^{-4}$ for any configuration of the source patch or the observation point. For an EM scattering application, dihedral scattering is considered. The results of the IPO method with and without the NC scheme are compared with MOM results and measurement data. It can be observed that the NC is crucial if strong interactions exist. Hence, the proposed formulation can be used in conjunction with any numerical method for SIEs to improve the accuracy of these methods.
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