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Abstract

Given a martingale sequence of random fields that satisfies a natural assumption of boundedness, it is shown that the pointwise limit of this sequence can be modified in such a way that a certain class of moduli of continuity is preserved. That is, if every element of the sequence admits a given modulus of continuity, one can construct a modification of the limiting random field so that this new field also admits the same modulus of continuity. Additionally, it is shown that requiring further smoothness and a stronger notion of boundedness for the original sequence guarantees further smoothness of the limiting field and a stronger mode of convergence to this limit. Moreover, the modulus of continuity is also preserved for the derivatives.

1. Let \( \theta : \mathbb{R}_+ \to \mathbb{R}_+ \) be a modulus of continuity which is continuous, increasing, and subadditive. In other words, \( \theta \) is a continuous increasing function, \( \theta(0) = 0 \), that satisfies \( \theta(x + y) \leq \theta(x) + \theta(y) \) for all \( x, y \in \mathbb{R}_+ \). Further we are interested exclusively in continuous, increasing, and subadditive moduli, and for the sake of brevity they are referred to simply as moduli. A canonical example of a modulus of continuity is given by \( \theta(x) = x^\alpha, \alpha \in (0, 1] \), which describe the property of Hölder continuity.

For any function \( f \) on a compact domain \( E \subset \mathbb{R}^d \), we say that it admits the modulus of continuity \( \theta \) if and only if

\[
\sup_{x \neq y} \frac{|f(x) - f(y)|}{\theta(|x - y|)} < +\infty.
\]

We are going to study (1) for random fields that are elements of a martingale sequence. To simplify the technical matters we bound ourselves to considering only discreet-time martingales. The proof can be easily modified to cover the continuous case as well, however one needs to impose additional technical conditions.

Consider a filtered probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_n\}_{n \geq 0}, \mathbb{P}) \). For the sake of convenience we assume that both the probability space and the filtration are complete. In this setting the following statement holds.

**Theorem 1.** Let \( \{\xi_n(x), x \in E\}_{n \geq 0} \) be a sequence of random fields such that their realizations admit a modulus of continuity \( \theta \) almost surely. Set

\[
M_n \overset{\text{def}}{=} \sup_x |\xi_n(x)| + \sup_{x \neq y} \frac{|\xi_n(x) - \xi_n(y)|}{\theta(|x - y|)},
\]

and assume that \( \{\xi_n(x), \{\mathcal{F}_n\}_{n \geq 0}\} \) is a martingale for every fixed \( x \in E \). If

\[
\sup_n \mathbb{E}[M_n] < +\infty,
\]
then there exist a random field \((\xi(x), x \in E)\) such that its realizations admit the modulus of continuity \(\theta\) almost surely and such that

\[
(\xi_n(x), x \in E) \rightarrow_{n \to \infty} (\xi(x), x \in E)
\]  

pointwise almost surely.

**Proof.** Clearly, \((M_n, \{F_n\}_{n \geq 0})\) is a submartingale. The condition (3) means that this submartingale is bounded. By the classical Doob’s martingale convergence theorem (e.g., see [1]) one has that

\[
M_n \rightarrow_{n \to \infty} M
\]

almost surely, where \(M\) is a random variable with expectation \(\mathbb{E}[M] < +\infty\). Condition (3) also implies that the martingale \((\xi_n(x), \{F_n\}_{n \geq 0})\) is bounded for every fixed \(x \in E\). Again, Doob’s martingale convergence theorem yields

\[
\xi_n(x) \rightarrow_{n \to \infty} \tilde{\xi}(x)
\]

almost surely, for some random variable \(\tilde{\xi}(x)\) with expectation \(\mathbb{E}[\tilde{\xi}(x)] < +\infty\). In this way one can define the random field \((\tilde{\xi}(x), x \in E)\). Note, however, that neither can we claim that realizations of this field admit \(\theta\) almost surely, nor can we claim \((\xi_n(x), x \in E) \rightarrow_{n \to \infty} (\tilde{\xi}(x), x \in E)\) pointwise almost surely. The almost sure convergence merely takes place for every fixed \(x \in E\), and the exceptional set of full-measure, in fact, depends upon \(x \in E\). We are going to construct a modification of \((\xi(x), x \in E)\), such that it admits \(\theta\), and prove the corresponding convergence.

Let \(A\) be a dense countable subset of \(E\). Since \(A\) is countable,

\[
(\xi_n(x), x \in A) \rightarrow_{n \to \infty} (\tilde{\xi}(x), x \in A)
\]

pointwise almost surely. Consequently, using (2) and passing to the limit as \(n \to \infty\) in the inequality

\[
|\xi_n(x) - \xi_n(y)| \leq M_n \theta(|x - y|), \quad x, y \in A,
\]

we obtain

\[
|\tilde{\xi}(x) - \tilde{\xi}(y)| \leq M \theta(|x - y|)
\]

for all \(x, y \in A\) almost surely. In other words, realizations of \((\tilde{\xi}(x), x \in A)\) admit the modulus \(\theta\) almost surely.

Define \((\xi(x), x \in E)\) by

\[
\xi(x) \overset{\text{def}}{=} \inf_{y \in A} \left(\tilde{\xi}(y) + M \theta(|x - y|)\right).
\]

We need to show that realizations of \((\xi(x), x \in E)\) also admit \(\theta\) almost surely. First, suppose \(x \in E\) and \(y \in A\). The chain of inequalities

\[
-M \theta(|x - y|) \leq M \inf_{u \in A} \left(\theta(|x - u|) - \theta(|u - y|)\right)
\]

\[
\leq \inf_{u \in A} \left(\tilde{\xi}(u) - \tilde{\xi}(y) + M \theta(|x - u|)\right) \leq M \theta(|x - y|),
\]

for all \(x, y \in A\).
where the first one follows by subadditivity and monotonicity of $\theta$, gives us

\[ |\xi(x) - \tilde{\xi}(y)| = \left| \inf_{u \in A} \left( \tilde{\xi}(u) - \tilde{\xi}(y) + M\theta(|x - u|) \right) \right| \leq M\theta(|x - y|), \tag{12} \]

for all $x \in E$ and $y \in A$ almost surely. In particular, we see that $\xi(x) = \tilde{\xi}(x)$ for all $x \in A$ almost surely.

Next, for any $x, y \in E$ there exist sequences $\{x_k\} \subset A$ and $\{y_k\} \subset A$ such that $x_k \to x$ and $y_k \to y$ as $k \to \infty$. The triangle inequality and the formulas (9) and (12) yield

\[ |\xi(x) - \xi(y)| \leq |\xi(x) - \tilde{\xi}(x_k)| + |\tilde{\xi}(x_k) - \tilde{\xi}(y_k)| + |\tilde{\xi}(y_k) - \xi(y)| \leq M \left( \theta(|x - x_k|) + \theta(|x - y_k|) + \theta(|y_k - y|) \right). \tag{13} \]

And passing to the limit as $k \to \infty$ and using the continuity of $\theta$, we arrive at

\[ |\xi(x) - \xi(y)| \leq M\theta(|x - y|) \tag{14} \]

for all $x, y \in E$ almost surely. This shows that realizations of $(\xi(x), x \in E)$ admit $\theta$ almost surely.

The final step is to establish the pointwise convergence in (4). Let $\{x_k\} \subset A$ be a sequence such that $x_k \to x$ as $k \to \infty$. The formulas (2) and (14), along with the triangle inequality, lead us to

\[ |\xi_n(x) - \xi(x)| \leq |\xi_n(x) - \xi_n(x_k)| + |\xi_n(x_k) - \xi(x_k)| + |\xi(x_k) - \xi(x)| \leq M_n \theta(|x - x_k|) + |\xi_n(x_k) - \xi(x_k)| + M\theta(|x_k - x|), \tag{15} \]

which holds for all $x \in E$ almost surely. Passing to the limit, first as $n \to \infty$ and then as $k \to \infty$, and using the continuity of $\theta$ yield (4) pointwise almost surely as desired. Due to the uniqueness of the limit it is also clear that $(\xi(x), x \in E)$ is a modification of the field $(\tilde{\xi}(x), x \in E)$. This completes the proof. \hfill \Box

**Remark.** Note that since $E$ is bounded, the theorem also holds if one uses

\[ \tilde{M}_n \overset{\text{def}}{=} |\xi_n(0)| + \sup_{x \neq y} \frac{|\xi_n(x) - \xi_n(y)|}{\theta(|x - y|)}. \tag{16} \]

instead of $M_n$. Indeed, there exists a (non-random) constant $C > 0$ such that

\[ CM_n \leq \tilde{M}_n \leq M_n, \tag{17} \]

and all estimates in the theorem carry over to the case of $\tilde{M}_n$.

A natural question arise whether one can guarantee a stronger mode of convergence in (4) and what assumptions are needed for this. We show below that provided further smoothness of the fields, indeed one can expect much more than just pointwise convergence. To alleviate unnecessary geometric complications we state the further result for one-dimensional domains only, namely $E = [a, b]$.

Denote the norm in the space of smooth functions $C^{(m)}(E)$ by

\[ \|f\|_m = \sum_{l=0}^{m} \sup_x |f^{(l)}(x)|, \tag{18} \]

where $f^{(l)}$ is the $l$-th derivative of $f$ and $f^{(0)} \overset{\text{def}}{=} f$. We have the following theorem.
Theorem 2. Let \( \{ (\xi_n(x), x \in E) \}_{n \geq 0} \) be a sequence of stochastic processes such that their realizations are \( C^{m+1}(E) \)-smooth almost surely and such that realizations of their \( (m+1) \)-th derivatives admit a modulus of continuity \( \theta \) almost surely. Set

\[
M_n \overset{\text{def}}{=} \| \xi_n \|_{m+1} + \sup_{x \neq y} \frac{|\xi_n^{(m+1)}(x) - \xi_n^{(m+1)}(y)|}{\theta(|x - y|)},
\]

and assume that \( (\xi_n(x), \{ \mathcal{F}_n \}_{n \geq 0}) \) is a martingale for every fixed \( x \in E \). If

\[
\sup_n \mathbb{E}[M_n] < +\infty,
\]

then there exist a random field \( (\xi(x), x \in E) \) with almost sure \( C^{m+1}(E) \)-smooth realizations and such that realizations of its \( (m+1) \)-th derivative admit the modulus of continuity \( \theta \) almost surely; moreover

\[
\| \xi_n - \xi \|_m \xrightarrow{n \to \infty} 0
\]

almost surely.

Proof. First, note that the dominated convergence theorem and (20) imply that \( (\xi_n^{(l)}(x), \{ \mathcal{F}_n \}_{n \geq 0}) \) is a martingale for every \( x \in E \) and for \( l = 0, 1, \ldots, m + 1 \). Also, it is clear that \( (M_n, \{ \mathcal{F}_n \}_{n \geq 0}) \) is a submartingale which is bounded due to (20), thus

\[
M_n \xrightarrow{n \to \infty} M
\]

for some random variable \( M \) with expectation \( \mathbb{E}[M] < +\infty \).

We proceed further by induction. Consider the base case \( m = 0 \) and note that the assumptions of Theorem 1 are satisfied for \( (\xi_n^{(1)}(x), x \in E) \). Thus, there is a stochastic process \( (\xi^{(1)}(x), x \in E) \) such that its realizations admit \( \theta \) almost surely, in particular they are almost sure continuous, and the convergence takes place

\[
(\xi_n^{(1)}(x), x \in E) \xrightarrow{n \to \infty} (\xi^{(1)}(x), x \in E)
\]

pointwise almost surely. Note that \( \xi^{(1)} \) does not mean the derivative of \( \xi \) because the latter field has not yet been defined; we use this notation for convenience. However, further on we indeed construct a process \( (\xi(x), x \in E) \) in such a way that its derivative is \( (\xi^{(1)}(x), x \in E) \).

Now, since \( (\xi_n(a), \{ \mathcal{F}_n \}_{n \geq 0}) \) is a bounded martingale, by Doob’s convergence theorem we can find a random variable \( \xi(a), \mathbb{E}[\xi(a)] < +\infty \), such that

\[
\xi_n(a) \xrightarrow{n \to \infty} \xi(a)
\]

almost surely.

Now, let us define \( (\xi(x), x \in E) \) by

\[
\xi(x) \overset{\text{def}}{=} \xi(a) + \int_a^x \xi^{(1)}(s) \, ds.
\]
Clearly, \((\xi(x), x \in E)\) is \(C^1(E)\)-smooth almost surely and realizations of its first derivative admit \(\theta\) almost surely. It is left to prove the convergence.

We have
\[
\|\xi_n - \xi\|_0 = \sup_x \left| \xi_n(a) - \xi(a) + \int_a^x \left( \xi_n^{(1)}(s) - \xi^{(1)}(s) \right) ds \right|
\leq |\xi_n(a) - \xi(a)| + \int_E |\xi_n^{(1)}(s) - \xi^{(1)}(s)| \, ds. 
\]

(26)

Being Hölder continuous, \(\xi^{(1)}\) is bounded almost surely; also \(\xi_n^{(1)}\) is bounded uniformly in \(n\) almost surely since
\[
\|\xi_n^{(1)}\|_0 \leq M_n
\]
and \(M_n\) is an almost sure convergent sequence. Then the dominated convergence along with (23) and (24) yield
\[
\|\xi_n - \xi\|_0 \xrightarrow{n \to \infty} 0
\]
(28)
almost surely. This completes the proof of the base case.

Now let \(m \geq 1\) and suppose that the claim holds for \((m-1)\). Thus, we have for \((\xi_n^{(1)}(x), x \in E)\) that
\[
\|\xi_n^{(1)} - \xi^{(1)}\|_{m-1} \xrightarrow{n \to \infty} 0
\]
(29)
almost surely for some process \((\xi^{(1)}(x), x \in E)\) with almost sure \(C^{(m)}(E)\)-smooth realizations and such that realizations of the \(m\)-th derivative admit \(\theta\) almost surely.

Using the same definition for \((\xi(x), x \in E)\) as in (25) where \(\xi(a)\) is as in (21), we see that realizations of this process are \(C^{(m+1)}(E)\)-smooth almost surely and the \((m+1)\)-th derivative admits \(\theta\). To prove the convergence we notice that
\[
\|\xi_n - \xi\|_m = \|\xi_n - \xi\|_0 + \|\xi_n^{(1)} - \xi^{(1)}\|_{m-1}
\leq |\xi_n(a) - \xi(a)| + \sup_x \left| \int_a^x \left( \xi_n^{(1)}(s) - \xi^{(1)}(s) \right) ds \right| + \|\xi_n^{(1)} - \xi^{(1)}\|_{m-1}
\leq |\xi_n(a) - \xi(a)| + \int_E |\xi_n^{(1)}(s) - \xi^{(1)}(s)| \, ds + \|\xi_n^{(1)} - \xi^{(1)}\|_{m-1}.
\]

(30)

Then, the formulas (24) and (29) yield
\[
\|\xi_n - \xi\|_m \xrightarrow{n \to \infty} 0,
\]
(31)
the integral term disappearing due to the almost surely uniform convergence of \(\xi_n^{(1)}\) to \(\xi^{(1)}\) by the inductive hypothesis. This concludes the proof.
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