Supergravity, complex parameters and the Janis–Newman algorithm
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Abstract

The Demiański–Janis–Newman (DJN) algorithm is an original solution generating technique. For a long time it has been limited to producing rotating solutions, restricted to the case of a metric and real scalar fields, despite the fact that Demiański extended it to include more parameters such as a NUT charge. Recently two independent prescriptions have been given for extending the algorithm to gauge fields and thus electrically charged configurations. In this paper we aim to end setting up the algorithm by providing a missing but important piece, which is how the transformation is applied to complex scalar fields. We illustrate our proposal through several examples taken from $\mathcal{N}=2$ supergravity, including the stationary BPS solutions from Behrndt et al and Sen’s axion–dilaton rotating black hole. Moreover we discuss solutions that include pairs of complex parameters, such as the mass and the NUT charge, or the electric and magnetic charges, and we explain how to perform the algorithm in this context (with the example of Kerr–Newman–Taub–NUT and dyonic Kerr–Newman black holes). The final formulation of the DJN algorithm can possibly handle solutions with five of the six Plebański–Demiański parameters along with any type of bosonic fields with spin less than two (exemplified with the stationary Israel–Wilson–Perjes solutions). This provides all the necessary tools for applications to general matter-coupled gravity and to (gauged) supergravity.
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1. Introduction

The Janis–Newman (JN) algorithm is a peculiar solution generating technique. It was originally designed to add an angular momentum $a$ to a static solution with mass $m$ and electric charge $q$ [1, 2], before being extended by Demiański and Newman to add a NUT charge $n$ [3, 4]—we will call this version the Demiański–Janis–Newman (DJN) algorithm. Recent reviews of the JN algorithm can be found in [5, 6].

Supergravity rotating solutions is an intense field of research, and it is surprising that the (D)JN algorithm has almost never been applied in this context (with the exception of [7]). One explanation is that such theories present a number of gauge fields and complex scalar fields that could not be transformed in the original formulation of the DJN algorithm. For instance, Yazadjiev [7] showed that it was possible to obtain the metric and the dilaton of Sen’s dilaton-axion charged rotating black hole [8] (non-extremal solution of the $T^3$ model), but did not succeed in finding the axion nor the gauge field.

Each of these problems possess a different explanation. First of all, it was not known how to perform the transformation on the gauge field until recently, where two different prescriptions have been proposed [5, 9, 10].

The second problem can be traced to the fact that the dilaton and the axion are naturally gathered into a complex scalar field, and any attempt to transform each field independently can only fail, the reason being that the axion is vanishing for the static configuration, while it is non-zero for the rotating black hole. Moreover the usual transformation rules can not be applied to complex scalar fields because they include a reality condition which is a too strong requirement for transforming complex fields, and one of the goal of the paper is to show how to modify the original prescription to accommodate this new fact. We will illustrate this proposal on several examples, all taken from $N = 2$ ungauged supergravity, completing Yazadjiev’s analysis [7] of Sen’s rotating black hole, and showing how some BPS rotating black holes from [11] can be obtained (which includes solutions from pure supergravity and from the STU model).

Another issue arises when one considers the NUT charge. Indeed a long-standing problem of the DJN algorithm was the impossibility to find the metric function using the usual rules of the JN algorithm. We recently demonstrated [6] how to extend the algorithm by complexifying also the mass $m = m' + i n$, and we will recall the details with the example of the Kerr–Newman–Taub–NUT solution.

A related case is the dyonic Reissner–Nordström with electric and magnetic charges $q$ and $p$, which can be used as a seed metric for deriving the dyonic Kerr–Newman solution. It is necessary to follow the recipe of the previous examples, since the original JN rules are failing again. This is related to the fact that the electric and magnetic charges are naturally associated into the (complex) central charge $Z = q + i p$. In this way we succeed in performing the JN algorithm to a solution with magnetic charges.

Parameters are naturally gathered into complex pairs in the framework of Plebanski–Demiański formalism [12, 13] and thus it should not be too surprising to find again that these combinations are the one which should be used for a consistent DJN algorithm. Moreover the fact that coordinates and parameters can be complexified for generating new solutions was already present in the formalism of Quevedo [14, 15]. Finally let’s note that all these solutions can be embedded into $N = 2$ supergravity [16, 17].

The paper is organized as follows. In section 2 we recall the DJN algorithm tools derived in [6], presenting its main steps and formulas. In sections 3 and 4 we show how to obtain the Kerr–Newman–Taub–NUT and dyonic Kerr–Newman solutions using the latter. Finally in section 5 we explain how to extend the JN algorithm to complex scalar fields in the context of...
$N = 2$ supergravity. Appendix A contains a discussion on the addition of a NUT charge for solutions of pure $N = 2$ supergravity, along with a discussion of stationary Israel–Wilson–Perjes (SWIP) solutions.

2. JN algorithm

In this section we summarize the main idea of the DJN algorithm [1, 4] and we give general formulas derived in [6]. While the original algorithm has been formulated in terms of Newman–Penrose formalism, we will use the simpler prescription due to G Giampieri, which has been shown to be equivalent [10, 18]. For details on the first formulation we refer the reader to the literature [1, 2, 5, 9, 19].

Let’s consider the metric and gauge field

$$ds^2 = -f_i(r) \, dr^2 + f_r(r) \, dr^2 + f_{\Omega}(r) \, d\Omega^2,$$  \hspace{1cm} (2.1a)

$$A(r) = f_A(r) \, dr,$$  \hspace{1cm} (2.1b)

and a set of real scalar fields $\chi^a$, where

$$d\Omega^2 = d\theta^2 + H(\theta)^2 \, d\phi^2, \quad H(\theta) \equiv \sin \theta.$$  \hspace{1cm} (2.2)

($H$ being used for shortening subsequent expressions). It is not necessary to specify the action for performing the algorithm as one needs only the expressions of the various seed fields, but one needs to check that the result is a solution of the equations of motion. Indeed it is not fully understood under which conditions the algorithm will send a solution to another solution (for some proofs and discussions, see [4–6, 19–24]). In this paper we restrict ourselves to vanishing cosmological constant.

The DJN algorithm requires introducing the null coordinates

$$dt = du + \frac{f_r}{f_i} \, dr,$$  \hspace{1cm} (2.3)

and the metric and gauge field resulting from (2.1a) and (2.1b) are

$$ds^2 = -f_i \, du^2 - 2\sqrt{f_i f_r} \, du \, dr + f_{\Omega}(r) \, d\Omega^2,$$  \hspace{1cm} (2.4a)

$$A = f_A \, du,$$  \hspace{1cm} (2.4b)

where the $r$-component of the gauge field has been removed with a gauge transformation, a step which is primordial for having a consistent DJN transformation.

The DJN starts by letting the coordinates $u$ and $r$ to be complex under the condition that the metric, the gauge fields and the scalar fields are still real.

Then one can perform the complex change of variables

$$r = r' + iF(\theta), \quad u = u' + iG(\theta),$$  \hspace{1cm} (2.5)

where $u', r' \in \mathbb{R}$ and

$$F(\theta) = n - a \, H'(\theta), \quad G(\theta) = a \, H'(\theta) - 2n \ln H(\theta).$$  \hspace{1cm} (2.6)

\footnote{An extra parameter can be added [4, 6], but we will not need it in this work.}
or by replacing $H = \sin \theta$

$$F(\theta) = n - a \cos \theta, \quad G(\theta) = a \cos \theta - 2n \ln \sin \theta. \quad (2.7)$$

The parameters $a$ and $n$ are respectively interpreted as the angular momentum and the NUT charge of the solution.

The differentials of (2.5)

$$dr = dr' + i F' d\theta, \quad du = du' + i G' d\theta \quad (2.8)$$

are complex and they would spoil the reality of the metric. For this reason one makes the ansatz

$$i d\theta = H d\phi \quad (2.9)$$

resulting into

$$dr = dr' + F'H d\phi, \quad du = du' + G'H d\phi. \quad (2.10)$$

The form of the ansatz is justified from comparison with the tetrad formalism [10, 18, 25]. For comprehensiveness the derivatives of (2.7) are given

$$F'(\theta) = a \sin \theta, \quad G'(\theta) = -a \sin \theta - 2n \tan \theta. \quad (2.11)$$

Along these coordinates transformations, the four $r$-dependent functions and the scalar fields

$$F_i(r) \equiv \{f_i, \bar{f}_i, f_i, \bar{f}_i\}, \quad (2.12)$$

transform accordingly into

$$\tilde{F}_i \equiv \{\tilde{f}_i, \bar{\tilde{f}}_i, \tilde{f}_i, \bar{\tilde{f}}_i\}. \quad (2.13)$$

We will refer to this step as the ‘complexification’ of the functions $F_i$ even if the functions $\tilde{F}_i$ are real. There are only two conditions that we impose on these functions

$$\tilde{F}_i = \tilde{F}_i(r', F(\theta)) \in \mathbb{R}, \quad \tilde{F}_i(r, 0) = F_i(r). \quad (2.14)$$

Note that the primes will be often omitted once transformations on the coordinates are performed in the rest of the paper. The way to transform the functions is not constrained by the algorithm itself and the choice is somewhat arbitrary. Nonetheless a set of rules have been found from various examples

$$r \longrightarrow \frac{1}{2} (r + \bar{r}) = \text{Re} \, r, \quad (2.15a)$$

$$r \longrightarrow \frac{1}{2} \left( \frac{1}{r} + \frac{1}{\bar{r}} \right) = \frac{\text{Re} \, r}{|r|^2}, \quad (2.15b)$$

$$r^2 \longrightarrow |r|^2. \quad (2.15c)$$

and it was explained in [10, app. B] that several of these possibilities are perfectly equivalent. As we will see in the rest of this paper, these rules do not apply when $n \neq 0$ or in presence of complex scalar fields.

Performing the DJN transformations with (2.5) and (2.10) on the metric (2.4a) and gauge field (2.4b) gives

$$ds^2 = -\tilde{f}_i (du + \alpha \, dr + \omega H \, d\phi)^2 + 2\beta \, dr d\phi + \tilde{f}_i \left( d\theta^2 + \sigma^2 H^2 d\phi^2 \right). \quad (2.16a)$$
where the following quantities have been defined

\[ \omega = G' + \sqrt{\frac{f_r}{f_g}} F', \quad \sigma^2 = 1 + \frac{f_r}{f_g} F'^2, \quad \alpha = \frac{f_r}{f_g}, \quad \beta = \frac{f_r}{f_g} F' H. \]  

Finally Boyer–Lindquist (BL) coordinates follow from the transformation

\[ du = dt - g(r) dr, \quad d\phi = d\phi' - h(r) dr \]

with

\[ g(r) = \frac{\sqrt{(\tilde{f}_r \tilde{f}_g)^{-1}} \tilde{f}_r - F' G'}{\Delta}, \quad h(r) = \frac{F'}{H(\theta) \Delta}, \quad \Delta = \frac{\tilde{f}_r}{f_g} + F'^2 = \frac{\tilde{f}_r}{f_g} \sigma^2. \]

Let us insist on the fact that the transformation is well defined only if \( g \) and \( h \) are independent of \( \theta \) when plugging the explicit expressions of the functions.

Finally the metric in \((t, r)\) coordinates can be written

\[ ds^2 = -\tilde{f}_r (dt + \omega H d\phi)^2 + \tilde{f}_g \left( \frac{dr^2}{\Delta} + d\theta^2 + \sigma^2 H^2 d\phi^2 \right), \]

\[ A = \tilde{f}_A \left( dt - \frac{\tilde{f}_r}{\sqrt{\tilde{f}_g f_r}} \frac{\tilde{f}_g}{\Delta} dr + G' H d\phi \right). \]

In most of the cases \( A \) will depend only on \( r \) and can consequently be removed by a gauge transformation.

### 3. Kerr–Newman–Taub–NUT solution

A long-standing difficulty of Demiański’s extension of the JN algorithm [4] was the impossibility to find the complexification of the metric function that was leading from Schwarzschild to Kerr–Taub–NUT. In this section we recall the solution to this problem that we gave in a previous paper [10], where we extended Demiański’s result to Kerr–Newman–Taub–NUT.

Reissner–Nordström metric is given by

\[ ds^2 = -f(r) dr^2 + f(r)^{-1} dr^2 + r^2 d\Omega^2, \quad f(r) = 1 - \frac{2m}{r} + \frac{q^2}{r^2}, \]

\[ m \text{ and } q \text{ being the mass and the electric charge, and the electromagnetic gauge field reads } \]

\[ A = \frac{q}{r} dr. \]

As explained above, applying the algorithm described in section 2 does not lead to the KN–TN solution. In fact one needs to also complexify the mass. In this case the function \( f \) is complexified as
\[ \tilde{f} = 1 - \left( \frac{m}{r} + \frac{\dot{m}}{\rho} \right) + \frac{q^2}{|r|^2} = 1 - \frac{2 \text{Re}(mr) + q^2}{|r|^2}, \] 
(3.2)

and performing the transformation
\[ m = m' + in, \quad r = r' + iF \]
gives (omitting the primes)
\[ \tilde{f} = 1 - \frac{2mr + 2nF}{\rho^2}, \quad \rho^2 = r^2 + F^2. \]
(3.3)

Considering the transformations (2.7) leads to
\[ \tilde{f} = 1 - \frac{2mr - q^2 + n(n - a \cos \theta)}{\rho^2}, \quad \rho^2 = r^2 + (n - a \cos \theta)^2. \]
(3.4)

The metric and the gauge fields in BL coordinates can be read from (2.20) to be
\[ ds^2 = -\tilde{f} (dr + \Omega \, d\phi)^2 + \frac{\rho^2}{\Delta} \, dr^2 + \rho^2 \left( d\theta^2 + \sigma^2 \Delta^2 d\phi^2 \right), \]
(3.6a)
\[ A = \frac{q}{\rho^2} \left( dr - \left( a \sin^2 \theta + 2n \cos \theta \right) d\phi \right) + \frac{A_r}{\Delta} \, dr. \]
(3.6b)

One can check that \( A_r \) is a function of \( r \) only
\[ A_r = -\frac{q}{\Delta} \]
(3.7)

and it can be removed by a gauge transformation. The various quantities that appear are given by
\[ \Omega = -2n \cos \theta - \left( 1 - \tilde{f}^{-1} \right) a \sin^2 \theta, \quad \sigma^2 = \frac{\Delta}{\tilde{f} \rho^2}, \quad \Delta = \tilde{f} \rho^2 + a^2 \sin^2 \theta. \]
(3.8)

This corresponds to the Kerr–Newman–Taub–NUT solution [16].

4. Dyonic Kerr–Newman black hole

The dyonic Reissner–Nordström metric is obtained from the electric one (3.1) by the replacement [26, section 6.6]
\[ q^2 \rightarrow |Z| = q^2 + p^2 \]
(4.1)

and the transformation is unchanged. The symbol \( Z \) corresponds to the central charge [16]
\[ Z = q + ip. \]
(4.2)

This is particularly useful when looking at the dyonic KN as a solution of pure \( N = 2 \) ungauged supergravity. Then the metric function reads
\[ f(r) = 1 - \frac{2m}{r} + \frac{|Z|^2}{r^2}. \]
(4.3)
On the other hand the gauge field receives a new contribution and one has [16]
\[ A = \frac{q}{r} \, dr + p \cos \theta \, d\phi = \frac{q}{r} \, du + p \cos \theta \, d\phi \] (4.4)
(the last equality arising after a gauge transformation).

For simplifying the computations we only consider the case \( n = 0 \) with
\[ F = -a \cos \theta, \quad G = a \cos \theta, \] (4.5)
but the general case \( n \neq 0 \) follows directly. The transformation of the metric is totally identical to the previous case (section 3) and one needs only to focus on the gauge field.

One has to rewrite first the gauge field as
\[ A = \text{Re} \left( \frac{Z}{r} \right) \, dt + p \cos \theta \, d\phi \] (4.6)
before performing the JN transformation. The first term is complexified as
\[ \text{Re} \left( \frac{Z}{r} \right) = \text{Re} \left( \frac{Zr}{r^2} \right) = \frac{\text{Re}(Zr)}{|r|^2} \] (4.7)
and inserting the transformation
\[ r = r' + ia \cos \theta \] (4.8)
gives
\[ A = \frac{qr - pa \cos \theta}{\rho^2} \left( du - a \sin^2 \theta \, d\phi \right) + p \cos \theta \, d\phi. \] (4.9)

After changing coordinates into the BL system, the \( \text{Ar} \) term is
\[ \Delta A_r = -\frac{qr - pa \cos \theta}{\rho^2} \rho^2 - pa \cos \theta = -qr \] (4.10)
(\( \Delta(r) \) is the denominator of the BL functions, not the Laplacian). Since \( A_r = A_r(r) \) one can remove it and obtains finally
\[ A = \frac{qr - pa \cos \theta}{\rho^2} \left( dt - a \sin^2 \theta \, d\phi \right) + p \cos \theta \, d\phi. \] (4.11)

Using the fact that
\[ a^2 \sin^2 \theta = r^2 + a^2 - \rho^2 \] (4.12)
we rewrite it
\[ A = \frac{qr}{\rho^2} \left( dt - a \sin^2 \theta \, d\phi \right) + \frac{p \cos \theta}{\rho^2} \left( a \, dt + \left( r^2 + a^2 \right) \, d\phi \right) \] (4.13a)
\[ = \frac{qr - pa \cos \theta}{\rho^2} \, dt + \left( -\frac{qr}{\rho^2} a \sin^2 \theta + \frac{p}{\rho^2} \left( r^2 + a^2 \right) \cos \theta \right) \, d\phi, \] (4.13b)
as it is presented in [16, 26, section 6.6].
5. JN algorithm for complex fields

In this section we expose the main ingredient for applying the JN transformation with \( a \neq 0 \) (but \( n = 0 \)) on complex scalar fields, which is that one needs to transform together the real and imaginary parts without enforcing any reality condition. Solutions with \( n \neq 0 \) require a more careful treatment and are studied in appendix A.

We will give examples from ungauged \( N = 2 \) supergravity coupled to \( n_v = 0, 1, 3 \) vector multiplets (pure supergravity, \( STU \) model and \( T^3 \) model). Our aim is not to give a detailed account of supergravity, and the interested reader may look at usual [27–29].

5.1. Rule for complex fields

Let’s consider a complex scalar field \( \chi \) such that

\[
\chi(r) = 1 + \frac{R}{r}
\]

for the static configuration, \( R \) being a parameter. This is a very typical behaviour, where the imaginary part vanishes and the real part is harmonic with respect to the 3-dimensional spatial metric.

The first step of the JN algorithm is to complexify all the fields, using only the fact that \( r \) is complex. Namely, performing the JN transformation (2.5)

\[
r = r' - ia \cos \theta
\]

(5.2) gives

\[
\tilde{\chi} = 1 + \frac{R}{r' - ia \cos \theta} = 1 + \frac{R (r' + ia \cos \theta)}{\rho^2},
\]

(5.3)

where as usual \( \rho^2 = r^2 + a^2 \cos^2 \theta \).

The imaginary part is thus proportional to the angular momentum \( a \). Consequently it is impossible to generate the latter only from the static imaginary part since the traditional JN algorithm can not generate a non-zero rotating field from a null static one. The main argument for this new rule is that one should not enforce any reality condition on the real or imaginary parts because they naturally form a pair. In other words, imaginary and real parts of the scalar fields naturally form a pair which cannot be reduced by any reality condition. Splitting a complex fields into its real and imaginary parts may hence obscure its structure and leads to a failure of the transformation (as it shows up in [7]). Note also that \( \tilde{\chi} \) is now a complex harmonic function.

5.2. Review of \( N = 2 \) ungauged supergravity

The gravity multiplet contains the metric and the graviphoton

\[
\left\{ g_{\mu\nu}, A^0 \right\}
\]

(5.4)

while each of the vector multiplet contains a gauge field and a complex scalar field

\[
\left\{ A^i, z^i \right\}, \quad i = 1, \ldots, n_v.
\]

(5.5)

The scalar fields \( z^i \) (we denote the conjugate fields by \( \bar{z}^i = z^i \)) parametrize a special Kähler manifold with metric \( g_{ij} \). This manifold is uniquely determined by an holomorphic function called the prepotential \( F \). The latter is better defined using the homogeneous (or projective)
coordinates $X^A$ such that
\[ z^i = \frac{X^i}{X^0}, \] (5.6)

The first derivative of the prepotential with respect to $X^A$ is denoted by
\[ F_A = \frac{\partial F}{\partial X^A}. \] (5.7)

Finally it makes sense to regroup the gauge fields into one single vector
\[ A^A = \left( A^0, A^i \right). \] (5.8)

One needs to introduce two more quantities, respectively the Kähler potential and the Kähler connection
\[ K = -\ln i \left( \hat{X}^A F_A - X^A F^A \right), \quad A_\mu = -\frac{i}{2} \left( \partial_\mu K \partial_\nu z^i - \partial_\nu K \partial_\mu z^i \right). \] (5.9)

The Lagrangian of this theory is given by
\[ \mathcal{L} = -\frac{R}{2} + \sum_{ij} g_{ij}(z, \bar{z}) \partial_\mu z^i \partial_\nu z^j + \mathcal{R}_{\Lambda\Sigma}(z, \bar{z}) F^A_{\mu \nu} F^\Sigma_{\mu \nu} - \mathcal{I}_{\Lambda\Sigma}(z, \bar{z}) F^A_{\mu \nu} \star F^\Sigma_{\mu \nu}, \] (5.10)

where $R$ is the Ricci scalar and $\star F^A$ is the Hodge dual of $F^A$. The matrix
\[ \mathcal{N} = \mathcal{R} + i \mathcal{I} \] (5.11)

can be expressed in terms of $F$. From this Lagrangian one can introduce the symplectic dual of $F^A$
\[ G_A = \frac{\delta \mathcal{L}}{\delta F_A} = \mathcal{R}_{\Lambda\Sigma} F^\Sigma - \mathcal{I}_{\Lambda\Sigma} \star F^\Sigma. \] (5.12)

### 5.3. BPS solutions

A BPS solution is a classical solution which preserves a part of the supersymmetry. The BPS equations are obtained by setting to zero the variations of the fermionic partners under a supersymmetric transformation. These equations are first order and under some conditions their solutions also solve the equations of motion.

In [11, section 3.1] (see also [30, section 2.2] for a summary), Behrndt, Lüst and Sabra obtained the most general stationary BPS solution for $N = 2$ ungauged supergravity. The metric for this class of solutions reads
\[ ds^2 = f^{-1} (dt + \omega d\phi)^2 + f \, d\Sigma^2, \] (5.13)

with the 3-dimensional spatial metric given in spherical or spheroidal coordinates
\[ d\Sigma^2 = h_{ij} \, dx^i dx^j = dr^2 + r^2 \left( d\theta^2 + \sin^2 \theta \, d\phi^2 \right) \] (5.14a)
\[ = dr^2 + r^2 d\Omega^2 = \frac{\rho^2}{r^2 + a^2} \, dr^2 + \rho^2 d\theta^2 + \left( r^2 + a^2 \right) \sin^2 \theta \, d\phi^2, \] (5.14b)

where $i, j, k$ are flat spatial indices (which should not be confused with the indices of the scalar fields). The functions $f$ and $\omega$ depend on $r$ and $\theta$ only.
Then the solution is entirely given in terms of two sets of (real) harmonic functions$^5$

\[ \{ H^A, H_\Lambda \} \]

\[ f = e^{-K} = i \left( \bar{X}^A F_A - X^\Lambda \bar{F}_\Lambda \right), \]  

\[ (5.15a) \]

\[ \epsilon_{ijk} \partial_j \omega_k = 2 e^{-K} A_i = \left( H_\Lambda \partial_i H^A - H^A \partial_i H_\Lambda \right), \]

\[ (5.15b) \]

\[ F^A_{ij} = \frac{1}{2} \epsilon_{ijk} \partial_k H^A, \quad G_{\Lambda ij} = \frac{1}{2} \epsilon_{ijk} \partial_k H_\Lambda, \]

\[ (5.15c) \]

\[ i \left( X^A - \bar{X}^\Lambda \right) = H^A, \quad i \left( F_A - \bar{F}_\Lambda \right) = H_\Lambda. \]

\[ (5.15d) \]

The only non-vanishing component of $\omega_i$ is $\omega \equiv \omega_\phi$.

Starting from the metric (5.13) in spherical coordinates with $\omega = 0$, one can use the JN algorithm of section 2 with

\[ f_i = f^{-1}, \quad f_r = f, \quad f_{\Omega^2} = r^2 f \]

\[ (5.16) \]

in order to obtain the metric (5.13) in spheroidal coordinates with $\omega \neq 0$ given by

\[ \omega = a \left( 1 - \tilde{f} \right) \sin^2 \theta. \]

\[ (5.17) \]

Then one needs only to find the complexification of $f$ and to check that it gives the correct $\omega_\phi$, as it would be found from the equations (5.15). However it appears that one cannot complexify directly $f$. Therefore one needs to complexify first the harmonic functions $H^A$ and $H_\Lambda$ (or equivalently $X^\Lambda$), and then to reconstruct the other quantities. Nonetheless, equations (5.15) ensure that finding the correct harmonic functions gives a solution, thus it is not necessary to check these equations for all the other quantities.

In the next sections we provide two examples$^6$, one for pure supergravity as an appetizer, and then one with $n_v = 3$ multiplets (STU model).

5.3.1. Pure supergravity. As a first example we consider pure (or minimal) supergravity, i.e. $n_v = 0$ [11, section 4.2]. The prepotential reads

\[ F = - \frac{1}{4} \left( \bar{X}^0 \right)^2. \]

\[ (5.18) \]

The function $H_0$ and $\bar{H}^0$ are related to the real and imaginary parts of the scalar $X^0$

\[ H_0 = \frac{1}{2} \left( X^0 + \bar{X}^0 \right) = \text{Re} \ X^0, \quad \bar{H}^0 = i \left( X^0 - \bar{X}^0 \right) = -2 \ \text{Im} \ X^0, \]

\[ (5.19) \]

while the Kähler potential is given by

\[ f = e^{-K} = X^0 \bar{X}^0. \]

\[ (5.20) \]

The static solution corresponds to [11, section 4.2]

\[ H_0 = X^0 = 1 + \frac{m}{r}. \]

\[ (5.21) \]

$^5$ We omit the tilde that is present in [11] to avoid the confusion with the quantities that are transformed by the JNA. No confusion is possible since the index position will always indicate which function we are using.

$^6$ They correspond to singular solutions, but we are not concerned with regularity here.
Performing the JN transformation with the rule (5.3) gives
\[
\tilde{X}^0 = 1 + \frac{m(r + ia \cos \theta)}{\rho^2}.
\] (5.22)
This corresponds to the second solution of [11, section 4.2] which is stationary with
\[
\omega = \frac{m(2r + m)}{\rho^3} - a \sin^2 \theta.
\] (5.23)

5.3.2. STU model. We now consider the STU model \( n_v = 3 \) with prepotential [11, section 3]
\[
F = -\frac{X^1X^2X^3}{X^0}.
\] (5.24)
The expressions for the Kähler potential and the scalar fields in terms of the harmonic functions are complicated and will not be needed; the curious reader can look at [11, section 3]. Various choices for the functions will give different solutions.
A class of static black hole-like solutions are given by the harmonic functions [11, section 4.4]
\[
H_0 = h_0 + \frac{q_0}{r}, \quad H_i = h^i + \frac{\rho^i}{r}, \quad H^0 = H_i = 0.
\] (5.25)
These solutions carry three magnetic \( p^i \) and one electric \( q_0 \) charges.
Let’s form the complex harmonic functions
\[
H_0 = H_0 + i H^0, \quad H_i = H^i + i H_i.
\] (5.26)
Then the rule (5.3) leads to
\[
H_0 = h_0 + \frac{q_0(r + ia \cos \theta)}{\rho^2}, \quad H_i = h^i + \frac{p^i(r + ia \cos \theta)}{\rho^2},
\] (5.27)
for which the various harmonic functions read explicitly
\[
H_0 = h_0 + \frac{q_0 r}{\rho^2}, \quad H^i = h^i + \frac{p^i r}{\rho^2}, \quad H^0 = \frac{q_0 a \cos \theta}{\rho^2}, \quad H_i = \frac{p^i a \cos \theta}{\rho^2}.
\] (5.28)
This set of functions corresponds to the stationary solution of [11, section 4.4] where the magnetic and electric dipole momenta are not independent parameters but obtained from the magnetic and electric charges instead.

5.4. Dilaton-axion black hole—\( T^3 \) model
Sen derived his solution using the fact that Einstein–Maxwell gravity coupled to an axion \( \sigma \) and a dilaton \( \phi \) (for a specific value of dilaton coupling constant) can be embedded in heterotic string theory. This model can also be embedded in \( N = 2 \) ungauged supergravity with \( n_v = 1 \), equal gauge fields \( A \equiv A^0 = A^1 \) and prepotential\(^7\)
\[
F = -i X^0 X^1.
\] (5.29)

\(^7\) This model can be obtained from the STU model by setting the sections pairwise equal \( X^3 = X^0 \) and \( X^3 = X^1 \) [31].
The dilaton and the axion corresponds to the complex scalar field

\[ z = e^{-2\phi} + i\sigma. \]  

(5.30)

The static metric, gauge field and the complex field read respectively

\[ ds^2 = -f_1 f_2^{-1} dt^2 + f_2 \left( f_1^{-1} dr^2 + r^2 d\Omega^2 \right), \]  

(5.31a)

\[ A = \frac{f_A}{f_2} dr, \]  

(5.31b)

\[ z = e^{-2\phi} = f_2, \]  

(5.31c)

where

\[ f_1 = 1 - \frac{\rho}{r}, \quad f_2 = 1 + \frac{\rho}{r}, \quad f_A = \frac{q}{r}. \]  

(5.32)

The radii \( r_1 \) and \( r_2 \) are related to the mass and the charge by

\[ r_1 + r_2 = 2m, \quad r_2 = \frac{q^2}{m}. \]  

(5.33)

Applying now the JN algorithm, the two functions \( f_1 \) and \( f_2 \) are complexified with the usual rules (2.15b)

\[ \tilde{f}_1 = 1 - \frac{\rho r}{\rho^2}, \quad \tilde{f}_2 = 1 + \frac{\rho r}{\rho^2}. \]  

(5.34)

The final metric in BL coordinates is given by

\[ ds^2 = -\tilde{f}_1 \tilde{f}_2 \left[ dt - a \left( 1 - \frac{\tilde{f}_2}{\tilde{f}_1} \right) \sin^2 \theta \, d\phi \right]^2 + \tilde{f}_2 \left( \frac{\rho^2 dr^2}{\Delta} + \rho^2 d\theta^2 + \frac{\Delta}{\tilde{f}_1} \sin^2 \theta \, d\phi^2 \right) \]  

(5.35)

for which the BL functions (2.19) are

\[ g(r) = \frac{\tilde{\Delta}}{\Delta}, \quad h(r) = \frac{a}{\Delta} \]  

(5.36)

with

\[ \Delta = \tilde{f}_1 \rho^2 + a^2 \sin^2 \theta, \quad \tilde{\Delta} = \tilde{f}_2 \rho^2 + a^2 \sin^3 \theta. \]  

(5.37)

Once \( f_A \) has been complexified as

\[ \tilde{f}_A = \frac{q r}{\rho^2} \]  

(5.38)

the transformation of the gauge field is straightforward

\[ A = \frac{\tilde{f}_A}{\tilde{f}_2} \left( dr - a \sin^2 \theta \, d\phi \right) - \frac{q r}{\Delta} dr. \]  

(5.39)

The \( A_r \) depending solely on \( r \) can again be removed thanks to a gauge transformation.

One cannot complexify the scalar \( z \) using the previous function \( \tilde{f}_2 \) since the latter is real and not complex. Instead one needs to follow the rule (5.3) a new time in order to obtain
The explicit values for the dilaton and axion are then
\[ e^{-2\phi} = \frac{\rho^2}{\rho^2 + \rho^2}, \quad \sigma = \frac{\rho^2 \cos \theta}{\rho^2}. \] (5.41)

We have been able to find the full Sen’s solution, completing the computations from [7]. It is interesting to note that for another value of the dilaton coupling we cannot use the transformation [23, 32]. Finally the truncation \( \sigma = 0 \) is also a solution of dilatonic gravity [32], but the JN algorithm generates directly the axion-dilaton metric such that we can not recover the vanishing axion case [7].

6. Conclusion and perspectives

In this paper we showed how to apply the DJN formalism to solutions with complex parameters and complex scalar fields through several examples. From our results the picture of the DJN algorithm is now (almost) complete since we gave the rules for all possible bosonic fields and for all usual parameters. Namely, the last missing piece would be the inclusion of acceleration \( \alpha \), which is the last parameter of the Plebanski–Demiański class of solutions [12, 13], parametrized by the six parameters \( m, n, q, p, a, \alpha \).

It should be noticed, that the appearance of complex coordinate transformations mixed with complex parameter transformations was a feature of Quevedo’s solution generating technique [14, 15]. Yet it is unclear what the link with our approach really is, despite the fact that it may probably provide some clues for generalizing further the DJN algorithm (higher dimensions, cosmological backgrounds...).

Another interesting point is that all the examples presented in this paper are truncations of the Chow–Compère black hole [31], and it would be useful to understand in which cases the DJN algorithm can be applied to this solution.

A further step could also be to apply this new formalism to gauged supergravity. In this case the cosmological constant is typically non-vanishing, which would imply that one can add only the NUT charge [4], and the complexification of the mass is more complicated [6].
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Appendix A. Supergravity solutions with a NUT charge

A.1. Pure supergravity

In [11, section 4.2] a solution of pure supergravity (see 5.3 for the notations) with a NUT charge is presented. In this case the solution reads

$$X^0 = 1 + \frac{m + i n}{r}, \quad \omega = 2n \cos \theta. \quad (A.1)$$

The question is whether this configuration can be obtained from the $n = 0$ solution (5.21)

$$X^0 = 1 + \frac{m}{r} \quad (A.2)$$

from the transformation (3.3)

$$m = m' + i n, \quad r = r' + i n. \quad (A.3)$$

It is straightforward to check that the full metric (5.13) is recovered, while the field $X^0$ in (A.1) follows from the rule (2.15a)

$$r \longrightarrow \frac{1}{2} (r + \bar{r}) = \text{Re} \, r = r' \quad (A.4)$$

applied in the denominator. Hence a DJN transformation with the NUT charge does not act in the same way as a transformation with an angular momentum, since the transformation rule is different from (5.3).

A.2. SWIP solutions

Let’s consider the action [33, 34, section 12.2]

$$S = \frac{1}{16\pi} \int d^4x \sqrt{|g|} \left( R - 2(\partial \phi)^2 - \frac{1}{2} e^{\phi} (\partial \sigma)^2 - e^{-2\phi} F_{\mu\nu}^i F^{i\mu\nu} + \sigma F^i F^{i\mu}_\mu \right), \quad (A.5)$$

where $i = 1, \ldots, M$. When $M = 2$ and $M = 6$ this action corresponds respectively to $N = 2$ supergravity with one vector multiplet and to $N = 4$ pure supergravity, but we keep $M$ arbitrary. The axion $\sigma$ and the dilaton $\phi$ are naturally paired into a complex scalar

$$z = \sigma + i e^{-2\phi}. \quad (A.6)$$

In order to avoid redundancy we first provide the general metric with $a, n \neq 0$, and we explain how to find it from the restricted case $a = n = 0$.

SWIP solutions correspond to

$$ds^2 = - e^{2U} W \left( dt + A_\phi \, d\phi \right)^2 + e^{-2U} W^{-1} d\Sigma^2, \quad (A.7a)$$

$$A'_i = 2 e^{2U} \text{Re} \left( k^i H_2 \right), \quad \bar{A}'_i = 2 e^{2U} \text{Re} \left( k^i H_1 \right), \quad z = \frac{H_1}{H_2}, \quad (A.7b)$$

$$A_\phi = 2n \cos \theta - a \sin^2 \theta \left( e^{-2U} W^{-1} - 1 \right), \quad (A.7c)$$

$$e^{-2U} = 2 \text{Im} \left( H_1 \bar{H}_2 \right), \quad W = 1 - \frac{r_0^2}{\rho^2}. \quad (A.7d)$$
This solution is entirely determined by the two harmonic functions

\[ H_1 = \frac{1}{\sqrt{2}} e^{\phi_0} \left( z_0 + \frac{z_0 M + \bar{z}_0 Y}{r - i a \cos \theta} \right), \quad H_2 = \frac{1}{\sqrt{2}} e^{\phi_0} \left( 1 + \frac{M + Y}{r - i a \cos \theta} \right) \]  \hspace{1cm} (A.8)

The spatial 3-dimensional metric \( d\Sigma^2 \) reads

\[ d\Sigma^2 = h_{ij} \, dx^i dx^j = \frac{\rho^2 - r_0^2}{\rho^2 + a^2 - r_0^2} \, dr^2 + \left( \rho^2 - r_0^2 \right) d\theta^2 + \left( r^2 + a^2 - r_0^2 \right) \sin^2 \theta \, d\phi^2. \]  \hspace{1cm} (A.9)

Finally, \( r_0 \) corresponds to

\[ r_0^2 = |M|^2 + |Y|^2 - \sum_i |F_i|^2, \]  \hspace{1cm} (A.10)

where the complex parameters are

\[ M = m + i n, \quad \bar{F}_i = q^i + i p^i, \]  \hspace{1cm} (A.11)

\( m \) being the mass, \( n \) the NUT charge, \( q^i \) the electric charges and \( p^i \) the magnetic charges, while the the axion/dilaton charge \( Y \) takes the form

\[ Y = -\frac{1}{2} \sum_i \left( \frac{F_i}{M} \right)^2. \]  \hspace{1cm} (A.12)

The latter together with the asymptotic values \( z_0 \) comes from

\[ z \sim z_0 - i e^{-2\phi_0} \frac{2Y}{r}. \]  \hspace{1cm} (A.13)

The complex constant \( k^i \) are determined by

\[ k^i = -\frac{1}{\sqrt{2}} \frac{MF^i + \bar{Y} F^i}{|M|^2 - |Y|^2}. \]  \hspace{1cm} (A.14)

As discussed in the previous appendix, the transformation of scalars fields is different whether one is turning on a NUT charge or an angular momentum. For this reason, starting from the case \( a = n = 0 \), one needs to perform the two successive transformations

\[ u = u' - 2in \ln \sin \theta, \quad r = r' + in, \quad m = m' + in, \]  \hspace{1cm} (A.15a)

\[ u = u' + ia \cos \theta, \quad r = r' - ia \cos \theta, \]  \hspace{1cm} (A.15b)

the order being irrelevant (for definiteness we choose to add the NUT charge first). As explained in [6], group properties of the DIN algorithm ensure that the metric will be transformed as if only one transformation was performed, and one can use the formula of section 2. Then the formulas (2.20a) for the metric and (2.20b) for the gauge field directly apply, which ensures that the general form of the solution (A.7) is correct\(^9\). Since all the functions and the parameters depend only on \( M, H_1 \) and \( H_2 \), it is sufficient to explain their complexification.

The function \( W \) is easily transformed, whereas \( H_1 \) and \( H_2 \) are more subtle since they are complex harmonic functions. Let’s consider first the NUT charge with the transformation

\(^9\) For that one needs to shift \( r' \) by \( r_0^2 \) in order to bring the metric (A.9) to the form (5.14). This modifies the function but one does not need this fact to obtain the general form. Then one can shift by \( -r_0^2 \) before dealing with the complexification of the functions.
(A.15a). According to the previous appendix, the \( r \) in the denominator of both functions is transformed according to (2.15a)
\[
    r \longrightarrow \frac{1}{2} \left( r + \bar{r} \right) = \text{Re} \ r \equiv r'.
\]  

(A.16)

Then one can perform the second transformation (A.15b) in order to add the angular momentum. Using the recipe from section 5.1, one obtain the correct result (A.8) by just replacing \( r \) with (A.15b).

Finally let’s note that it seems possible to also start from \( p^i_0 = 0 \) and to turn them on using the transformation
\[
    q^i \longrightarrow q'^i = q^i + ip^i,
\]

(A.17)

using different rules for complexifying the various terms (depending on whether one is dealing with a real or a complex function/parameter).
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