Automatic detection of osteosarcoma based on integrated features and feature selection using binary arithmetic optimization algorithm
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Abstract
Osteosarcoma is one of the most common malignant bone tumors mostly found in children and teenagers. Manual detection of osteosarcoma requires expertise and it is a labour-intensive process. If detected on time, the mortality rate can be reduced. With the advent of new technologies, automatic detection systems are used to analyse and classify medical images, which reduces the dependency on experts and leads to faster processing. In this paper, an automatic detection system: Integrated Features-Feature Selection Model for Classification (IF-FSM-C) to detect osteosarcoma from the high-resolution whole slide images (WSIs) is proposed. The novelty of the proposed approach is the use of integrated features obtained by fusion of features extracted using traditional handcrafted (HC) feature extraction techniques and deep learning models (DLMs) namely EfficientNet-B0 and Xception. To further improve the performance of the proposed system, feature selection (FS) is performed. Here, two binary variants of recently proposed Arithmetic Optimization Algorithm (AOA) known as BAOA-S and BAOA-V are proposed to perform FS. The selected features are given to a classifier that classifies the WSIs into Viable tumor (VT), Non-viable tumor (NVT) and non-tumor (NT). Experiments are performed to compare the performance of proposed IF-FSM-C to the classifiers which use HC or deep learning features alone as well as state-of-the-art methods for osteosarcoma detection. The best overall accuracy of 96.08% is obtained when integrated features extracted using HC techniques and Xception are used. The overall accuracy is enhanced to 99.54% after applying BAOA-S for FS. Further, the application of BAOA-S for FS reduces the number of features with the best model having only 188 features compared to 2118 features if no FS is applied.
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1 Introduction

Osteogenic Sarcoma or Osteosarcoma is a form of bone cancer that typically starts growth in long bones of legs and arms [39]. However, it can grow in any bone in the bone cells and in rare cases can affect the soft tissues around the bones. It mainly affects people in their teens or young adults, but may infect other age groups as well. Osteosarcoma is the most usual form of malignant tumour occurring in youth and average age of diagnosis for the disease is 15 years. Till late adolescence i.e., 15-19 years, the boys and girls are prone to get infected almost equally and beyond 15 years of age boys are more generally affected and susceptible to be attacked in the bone cells. The cause of osteosarcoma is unknown and it typically do not run-in families, but much like many other forms of cancers it occurs due to a fault in the gene which can cause this disease. Also, it has been linked to cases wherein there is a family history of familial retinoblastoma, a childhood cancer of the eye [34]. Children with familial retinoblastoma have a high risk for osteosarcoma in adolescence. Classic symptoms of the disease include pain in the affected bone, with initially a lower degree of pain and becoming excruciating with time. One of the other symptoms is bone fracture, as the affected bone weakens due to infection and losing its strength.

The overall 5-year survival rate in case of osteosarcoma is 68% and 67% for children ages 0 to 14 years and teens ages 15 to 19 years respectively [51]. If osteosarcoma is detected and treated timely before it has spread outside the area where it started, the general 5-year survival rate for people of all ages is 74% [41]. If it has spread outside of the bones and into surrounding tissues or organs and/or the regional lymph nodes, the 5-year survival rate decreases to 66% which further declines to 27% if it spreads to distant parts of the body [41]. Looking at the low survival rate if it is not diagnosed on time, it can be inferred that it is important to diagnose and treat this disease as quickly as possible as early detection improves the chances of survival.

The task of osteosarcoma detection requires a lot of expertise, and is tiresome and time-consuming if done manually. With the advent of new technology and faster processing systems, medical field has switched to automated detection systems which have the capability to predict the possibility of cancer being benign or malignant with some certainty. These systems have a general architecture of feature extractor followed by a classifier which takes the features as input. Some of the systems may also include a pre-processing stage before the feature extractor, which is required to improve the quality of the images by cleaning the data being fed into the model. This pre-processing may have techniques such as: Noise Removal Filters, Contrast Enhancement, etc. All these techniques benefit in cases when the dataset is of poor quality and has blurred images as well. Sometimes, segmentation is also performed before feature extraction to remove the background information. Recently, a number of Computer-Aided Detection (CAD) systems [6, 17, 30, 31, 44, 61] have been developed by researchers to segment and diagnose osteosarcoma from medical images especially magnetic resonance imaging (MRI) and computed tomography (CT) scans. However, these systems are bounded by the limitations of MRI and CT scan.

The cancerous bone cells are more densely populated with their nuclei being close to each other as compared to normal cells and also, they are irregular in shape. The cancerous bone cells exhibit darker shades of blue and purple and differences are also observed in texture properties. This mandates the extraction of these microscopic features to improve the accuracy of osteosarcoma detection. However, the macroscopic information from MRI and CT scan do not provide sufficient differential analysis of the lesion. To overcome the limitations of MRI
and CT scans, Whole Slide Images (WSIs) are being used by researchers nowadays to improve the accuracy of osteosarcoma detection. These cells are normally identified using Hematoxylin and Eosin (H&E) staining of the tissue taken from the affected areas [25]. After staining, the specimens are put under a microscope for analysis by pathologists, by mounting them on glass slides. In the work presented in this paper, the dataset used has sufficiently high-quality Whole Slide Images (WSIs) [36], which are the digital form of conventional glass slides, and doesn’t require any pre-processing. Here, WSIs are classified into Viable Tumor (VT), Non-Viable Tumor (NVT) and Non-Tumor (NT) as shown in Fig. 1.

Due to the presence of background and unwanted information such as: Muscles, Ink-markings, folded or severed tissues or blurred regions, it becomes of utmost need to remove such information before the data is fed into the feature extractor. For this task, segmentation is used which can assign labels to each pixel based on the properties (color intensity, texture or position) and each label represents a different region. The correlation between different regions is minimum. This helps us to differentiate between foreground and background attributes in the image and remove the unwanted information.

There are large number of segmentation methods used in literature each having a different basis for segmenting the regions. Some basic techniques are: edge-based [58], clustering-based [47], thresholding techniques [46], watershed [14] and region-based [3]. Edge-based segmentation involves the application of an edge filter, followed by categorization of the pixels to edge and non-edge by the use of differential operators – Prewitt Operator, Sobel Operator etc. Clustering-based techniques such as K-means is a famous algorithm used for the purpose of segmentation that clusters the image into K clusters, with each cluster having similar characteristics and attributes. Thresholding such as Otsu thresholding, converts the image into discrete levels with each level indicating a different class of pixels. Watershed is another category of segmentation which makes use of topological interpretation of image, with the intensity levels of pixels treated as topology or elevation. These algorithms start by flooding the basins or areas having minima, and continue this process till each basin is full, and finally each basin is a separate region. It is quite similar to flood fill algorithms. Finally, region-based segmentation techniques can be seed-based and non-seed based. This categorization is done on the basis of the initial points taken as regions to start the process of segmentation.

The next step in automatic detection systems is feature extraction which can be handcrafted (HC) or deep learning (DL) features. Feature extraction is the process of reducing the dimensionality of the input data to represent the data in a more interpretable format which can be easily analysed [20, 50]. These techniques are typically used for extraction of HC features which are specific properties of the image decided manually based on the attributes of
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the target space. HC features have been widely used by researchers due to their simplicity of extraction especially in those cases where the data sets are small. These features can be decided by consultation from experts in the field under consideration. HC features do not require any form of training set for their derivation and can be more easily visualized as compared to other features. At the same time, with the use of HC features, different weights can be assigned to each feature based on the role they play in carrying out the targeted task.

However, in case of complex images these features become difficult to be decided upon and thus another form of feature extraction technique is employed namely deep learning models (DLMs) as feature extractors. DLMs have gained much importance in the last decade due to the recent developments seen in the field of computational power with the introduction of faster and compact computers, enabling the professionals to train deeper networks with ease and in lesser time. Typically, in this case Convolutional Neural Networks (CNNs) are employed as the DLM for the task of feature extraction. These models have the ability to automatically learn the features from the input image, but require a large training set with high variation for sufficient quality of attribute derivation. They have the ability to obtain higher number of low-level features which can describe the image in greater detail, thus helping in further analysis. DLM provides the benefit of no significant pre-processing requirement as they have the ability to carry out the same task automatically. But the downside of such models are their high computational and data requirements. Thus, it can be seen that the features extracted from both techniques HC and DLM have their pros and cons. Therefore, to take the advantage of the strength of both the methods, IF-FSM-C model is proposed that uses integrated features obtained by fusion of HC and DL features for classification.

Feature extraction is an essential step in any image processing step as the performance of a classifier is highly dependent on the features. However, not all features extracted from HC and DLM are important and contribute equally towards the classification process. The presence of irrelevant and redundant features may unnecessarily degrade the performance of the classifier. Hence, it creates the need for feature selection (FS) which involves further reducing the dimensionality of the solution space by taking the features which may conversely affect the decision-making ability of the model. This problem of selecting an optimal set of features can be converted into an optimization problem where the objective function is to minimize the loss on the training dataset. Formally, it can be framed as: Find an optimal subset of features from the entire set of features which can minimize the loss on the training dataset and in turn maximize the testing accuracy.

One of the main downsides of feature selection methods is that it requires a lot of time to try out each possible combination. Typically, if there are n features, then the number of possible solutions is: \(2^n - 1\). The number of solutions increase exponentially in powers of 2. Therefore, brute force methods of FS will require a lot of time and computational power in order to reach a sufficiently optimal solution. Metaheuristic algorithms are a class of algorithms which have the ability to explore the solution space in smaller time and give nearly optimal solution in much lesser time than brute force approaches. Recently, metaheuristic algorithms have been applied by researchers in many applications and obtained optimal solutions to the real-world problems which were difficult to solve or required a lot of processing time using conventional algorithms. They have the ability to come out of locally optimal solutions due to the randomness in the algorithm. This motivates us to use metaheuristic algorithm for FS. Here, Arithmetic Optimization Algorithm (AOA) [2], a recently proposed metaheuristic algorithm, is used for the task of FS. AOA has been proved to be superior as compared to other metaheuristic algorithms in benchmark tests but it is aimed
for continuous-valued problems. To tap into the strength of AOA, here a binary variant of the original AOA known as Binary Arithmetic Optimization Algorithm (BAOA) is proposed, so that it can be applied in binary optimization problems like FS problem. Two transfer functions namely S-shaped [32] and V-shaped [49] are used to make the continuous form of AAO applicable on binary search space. The respective binary variants are known as BAOA-S and BAOA-V. The main contributions of this paper are as follows:

1. An IF-FSM-C is proposed that uses integrated features obtained by the fusion of HC features and DLM features followed by FS to classify WSIs of osteosarcoma. Two deep learning models namely EfficientNet-B0 and Xception are trained as feature extractors and their performance is compared to each other in classifying WSIs.

2. Two binary variants of AAO known as BAOA-S and BAOA-V are proposed to solve feature selection problem.

The paper is organized as follows. Section 2 gives a brief overview of the related work. Section 3 gives a brief description of DLMs used in this paper. In Section 4, AOA is explained in brief. In Section 5, the proposed binary variants of AOA namely BAOA-S and BAOA-V are explained. The proposed approach IF-FSM-C to classify WSIs of osteosarcoma is presented in Section 6. In Section 7, experimental results are presented and discussed to analyse the performance of the proposed approach. In Section 8, conclusion and future work are discussed.

2 Related work

With the advancement in technology, automatic detection systems have been proposed by researchers for analysing and classifying medical images (X-ray, ultrasound images, MRI, CT scan, histological images etc.) to detect various kind of cancers and tumors. Some automatic detection systems [11, 33, 48, 53] classify medical images based on the features extracted using traditional handcrafted techniques whereas, others [13, 15, 16, 38, 54] use DLMs to perform feature extraction and classification of medical images. Recently, it has been observed that researchers have proposed automatic detection systems [5, 26, 52, 60] that use an amalgamation of both the techniques and these systems exhibit good performance as compared to their counter-parts. To further improve the performance of these systems FS is applied to the extracted features to remove irrelevant and redundant features thereby decreasing the number of features. A number of metaheuristic algorithms [1, 4, 8, 12, 21–23, 29, 40, 57] have been proposed by researchers in literature to perform FS. El-Kenawy [23] used Guided Whale Optimization Algorithm (Guided WOA) based on Stochastic Fractal Search (SFS) (SFS-Guided WOA) for FS and applied on features extracted from chest CT images to diagnose COVID-19. Elgamal [21] proposed chaotic Harris Hawks Optimization (CHHO) and used for FS on 14 medical benchmark problems. Thaher [57] proposed Binary Harris Hawk Optimizer (BHHO) to perform FS on high dimensional dataset with low sample size. The results of BHHO have been validated on several datasets. A number of variants of Grey Wolf Optimizer (GWO) exist in literature for FS [1, 4, 22, 29]. As No-Free-Lunch (NFL) theorem [59] states that no optimization technique exists to solve all optimization problems which means that a metaheuristic algorithm may work well for some dataset but it may underperform for some other dataset, this motivated us to propose binary variant of recently proposed AOA for FS.
Many automatic detection systems for osteosarcoma detection are proposed by researchers but as compared to other cancer detection systems, the literature on osteosarcoma is relatively less. Different segmentation methods [6, 17, 31, 44, 61] are proposed for osteosarcoma segmentation in MRI and CT scans. Nasor and Obaid [44], proposed a technique to segment osteosarcoma in MRI images using a combination of image processing techniques which include K-means clustering, Chan-Vese segmentation, iterative Gaussian filtering, and Canny edge detection. Altameem [6] detected bone cancers using X-rays by applying the intuitionistic fuzzy rank correlation-based segmentation. After segmentation, different statistical features are extracted and are processed by applying the deep neural networks layers that successfully examines each features using Levenberg–Marquardt learning algorithm. The limitation of MRI and CT scan in capturing cellular information hinder the performance of CAD systems in detecting osteosarcoma. Unlike MRI and CT scans, WSIs provide better cell differentiation and microscopic information such as nuclei density, shape etc. can be easily extracted from them.

The dataset for osteosarcoma detection was proposed by Leavey et al. [36], consisting of digital WSIs. Arunachalam et al. [10], proposed a method to detect osteosarcoma by performing segmentation and handcrafted feature extraction on digital WSIs of osteosarcoma dataset. Mishra et al. [43] propose a CNN architecture to classify the dataset images into VT, NVT and NT. Furthermore, Mishra et al. [42] improved the CNN architecture by fine-tuning and augmenting the CNN to classify osteosarcoma WSIs dataset and then compared the results with AlexNet, VGGNet and LeNet. The image size was reduced to $128 \times 128$ patches, by cropping the original $1024 \times 1024$ image due to training limitations. An overall accuracy of 92.4% is obtained which outperformed AlexNet, VGGNet and LeNet. Arunachalam et al. [9] combined machine learning and deep learning models to classify osteosarcoma WSIs. In the machine learning model, the segmentation was performed using K-means clustering followed by Otsu’s multi-level thresholding to extract region of interests (ROIs) from the histological WSIs. Flood-fill algorithm is used to cluster the pixels and data analysis is performed to classify the WSIs into VT, NVT and NT. The segmented images are classified using a total of 13 machine learning models and the best accuracy was obtained on support vector machine (SVM). In deep learning, they built a custom CNN model based on AlexNet [35] and LeNet [37]. The number of samples in the dataset are increased using various data augmentation techniques such as rotation, flipping etc. Two sets of experiments are performed, one with patch size of $128 \times 128$ and other with tiles of size $1024 \times 1024$. Overall accuracy achieved on SVM was 89.9% whereas in deep learning models, patches yielded 93.3% and tiles yielded 91.2%. Anisuzzaman et al. [7] proposed a deep learning framework based on VGG19 and InceptionV3, trained using transfer learning. The input fed to these models were WSIs with no patches, in order to improve the classification accuracy. However, they images have to be resized to $375 \times 375$ due to memory limitation. The overall accuracy was 93.91% and 78.26% on VGG19 and InceptionV3 models respectively on multiclass classification.

### 3 Deep learning models

Convolution Neural Networks (CNNs) are generally used for automatic information extraction from image data. They comprise of convolution layers that extract neighbourhood relationships, and encode them to form the outputs of neurons. Generally, denser CNNs are able to learn higher amount of information. But increasing density introduces some problems like
vanishing gradient. Thus, many CNN architectures are proposed that handle such problems in unique ways, and hence can be used according to the requirement. Here, two architectures namely EfficientNet-B0 [56] and Xception [18] are used.

### 3.1 EfficientNet-B0

EfficientNet architectures are based on the idea of balanced scaling, to achieve the best possible results in available resources [56]. While most architectures were developed at a fixed budget, and later scaled with more available resources, EfficientNet architectures are designed by uniform scaling in depth, width and resolution to provide an optimized architecture for given resources. Thus, they are a progressive set of architectures, with increasing complexity. In simplest architecture EfficientNet-B0, the feature extraction model is made up of a convolution layer followed by 16 MobileNet [28] inverted bottleneck MBConv layers of size $3 \times 3$ or $5 \times 5$, followed by convolution, pooling and fully connected layers. It has least number of trainable parameters (5.3 million), which makes training easier and efficient in EfficientNet-B0.

### 3.2 Xception

Xception architecture [18] is inspired from ideology of Inception [55] model, that says, cross channel correlation and the spatial correlation of N-dimensional data can be sufficiently decoupled so that they are not mapped jointly. Xception further improves it by completely decoupling cross channel and the spatial correlations. This is achieved using separable convolution layer. It also used shortcut connections between convolution layers, as proposed in ResNet [27] for identity mapping. The model consists of blocks and each block consists of at least two separable convolution layers of kernel size $3 \times 3$. The image size is reduced in initial blocks using MaxPooling of kernel $3 \times 3$, with convolution of kernel $3 \times 3$ with stride two in shortcut connections. The resultant model proved to be highly efficient for learning complex datasets.

### 4 Arithmetic optimization algorithm

Arithmetic Optimization Algorithm (AOA) is a metaheuristic algorithm recently proposed by Abualigah et al. [2]. It is based on the basic arithmetic operators, i.e., addition, subtraction, multiplication and division. Using these operators on a set of solutions, it can give the best element through mathematical optimization. The algorithm performs exploration using multiplication and division, as these operators can introduce change in large order. But these operators are unfit for local search due to high dispersion, so addition and subtraction operators are used to perform exploitation or local search.

AOA is a population-based algorithm, where initial solutions represented as $x_i = [x_i^1, x_i^2, x_i^d]$, are generated randomly over a d-dimensional search space using Eq. 1:

$$x_i^j = x_{i\text{min}}^j + r(x_{i\text{max}}^j - x_{i\text{min}}^j)$$  \hspace{1cm} i = \{1, 2, \ldots, N\}, \ j = \{1, 2, \ldots, d\}$$  \hspace{1cm} (1)

Where, $N$ is the population size, $x_i$ represents the $i^{th}$ solution, $x_i^j$ represents the $j^{th}$ dimension of the $i^{th}$ solution, $x_{i\text{max}}^j$ and $x_{i\text{min}}^j$ are the upper and lower bound in the search space for $j^{th}$ dimension.
and \( r \) is a random number in the range 0 to 1. The initial solution \( X \) can also be represented by matrix as shown in Eq. (2).

\[
X = \begin{bmatrix}
    x_1^1 & \cdots & x_d^1 \\
    \vdots & \ddots & \vdots \\
    x_N^1 & \cdots & x_N^d
\end{bmatrix}
\] (2)

A fitness function is defined which determines the quality of each solution in the population in an iteration. Here, the candidate solution with the highest fitness value in each iteration is considered as the most-optimal solution found so far. The decision regarding the selection of exploration and exploitation is based on Math Optimizer Accelerated (MOA) function calculated as shown in Eq. (3). It gives a coefficient based on current iteration \( C_{Iter} \), that is used in the search phases.

\[
MOA(C_{Iter}) = Min + C_{Iter} \times \left( \frac{Max - Min}{M_{Iter}} \right)
\] (3)

Where, \( C_{Iter} \) denotes the current iteration, \( M_{Iter} \) denotes the maximum number of iterations, \( Max \) and \( Min \) are constants, denoting the maximum and minimum possible values of MOA respectively. MOA is designed in such a way so as to favour exploration in the initial stages and exploitation in the later iterations. A random number \( r_1 \in [0, 1] \) is generated and its value is compared with MOA. If \( r_1 > MOA \), exploration is performed else exploitation.

4.1 Exploration Phase

During this phase, the solution space is explored using division and multiplication operators. For exploration, one of the division or multiplication operator is chosen randomly with equal probabilities. The new solution is calculated as shown in Eq. 4.

\[
x_i(C_{Iter} + 1) = \begin{cases} 
B(x^j) \div (MOP + \epsilon) \times \left( \left( x_{\text{max}}^j - x_{\text{min}}^j \right) \times \mu + x_{\text{min}}^j \right), & r_2 < 0.5 \\
B(x^j) \times MOP \times \left( \left( x_{\text{max}}^j - x_{\text{min}}^j \right) \times \mu + x_{\text{min}}^j \right), & \text{otherwise}
\end{cases}
\] (4)

Where, \( x_i(C_{Iter} + 1) \) represents the \( j^{th} \) dimension of the \( i^{th} \) solution in the next iteration, \( B(x^j) \) represents the \( j^{th} \) dimension in the current best solution, \( \epsilon \) is a small non-zero number, \( \mu \) is a control parameter to adjust the search process and its value is set to 0.5, and \( r_2 \) is a random number between \([0,1]\) and MOP is a Math Optimizer Function which is calculated in each iteration using Eq. 5.

\[
MOP(C_{Iter}) = 1 - \frac{C_{Iter}^{1/\alpha}}{M_{Iter}^{1/\alpha}}
\] (5)

Where, \( \alpha \) is the sensitivity parameter whose value is set to 5.

4.2 Exploitation phase

This phase represents the deep search of solution, i.e., the search of optimal solution near the best solution. Thus, the operators used are addition and subtraction operators. Similar to the
exploration, the probability of selection of operators in exploitation is also equal. The new solutions are calculated as shown in Eq. 6.

\[
x^i_j(C_{Iter} + 1) = \begin{cases} 
B(x^i_j) - MOP \times ((x^i_{max} - x^i_{min}) \times \mu + x^i_{min}), & r_3 < 0.5 \\
B(x^i_j) + MOP \times ((x^i_{max} - x^i_{min}) \times \mu + x^i_{min}), & \text{otherwise}
\end{cases}
\] (6)

Where, \( r_3 \) is a random number between [0,1].

For further details on AOA, readers can refer [2].

5 Binary Arithmetic Optimization Algorithm (BAOA-S/BAOA-V)

In this section, the proposed binary variants BAOA-S and BAOA-V of AOA are presented. As mentioned by Kennedy and Eberhart [32], transfer function (TF) is an effective way of converting a continuous version of an algorithm into binary. The TF is used to convert given real value vector to binary vector. It defines the probability of changing the element in a solution vector to 0 or 1 based on the value of step vector. Here, two TFs: S-shaped (sigmoid) and V-shaped (hyperbolic tangent) are applied as shown in Fig. 2 to transform AOA into BAOA-S and BAOA-V respectively using Eqs. 7 and 8.

\[
TF_S(x^i_j) = \frac{1}{1 + e^{x^i_j}} 
\] (7)

\[
TF_V(x^i_j) = \left| \tanh \left( x^i_j \right) \right|
\] (8)

Where, \( x^i_j \) represents the \( j^{th} \) dimension of the \( i^{th} \) solution. In BAOA-S/BAOA-V, the position of the \( i^{th} \) solution is updated using Eqs. 4 and 6 depending on the values of MOA, \( r_2 \) and \( r_3 \). The generated solution act as a step function and consists of real values. To convert this into a binary vector, either \( TF_S \) or \( TF_V \) is applied on the generated solution. Now, a random number \( r \) belonging to standard uniform distribution is generated and based on the value of the \( TF \) and random number \( r \), the real values in the solution vectors are mapped to either 0 or 1 as shown in Eqs. 9 and 10 for S-shaped and V-shaped TF respectively.

\[
x^{i,b}_j(C_{Iter} + 1) = \begin{cases} 
1, & r < TF_S(x^i_j(C_{Iter} + 1)) \\
0, & r \geq TF_S(x^i_j(C_{Iter} + 1))
\end{cases}
\] (9)

\[
x^{i,b}_j(C_{Iter} + 1) = \begin{cases} 
\sim x^i_j, & r < TF_V(x^i_j(C_{Iter} + 1)) \\
x^i_j, & r \geq TF_V(x^i_j(C_{Iter} + 1))
\end{cases}
\] (10)

Where, \( x^{i,b}_j(C_{Iter} + 1) \) is the binary vector obtained by mapping the step or real value solution vector \( x^i_j(C_{Iter} + 1) \) using TF.

6 The proposed model: IF-FSM-C

The proposed model is shown in Fig. 3 and the various steps are discussed in the following sections.
6.1 Image segmentation

The original WSIs contain lot of information out of which some of the information is not important and do not contribute to the classification of the histological images. It is also possible that they may hamper the prediction of the classifier and is thus termed as “background or useless elements”. In order to remove this form of information from the images, segmentation as a pre-processing stage is applied. The output of segmentation is the segmented image with all the unwanted information removed. The various forms of background information to be removed are: muscles, ink-markings, folded or severed tissues or blurred regions. The approach used in this paper for the segmentation is similar to that proposed by Arunachalam et al. [10]. Hue normalization is applied to the image by converting the RGB image into HSV, followed by multi-level thresholding in the hue channel. This image is then

Fig. 2 Transfer Function (a) S-shaped and (b)V-shaped
converted back into the RGB form. The RGB image is subjected to K-means clustering segmentation for K=3 (pink, blue and white clusters). The pink and blue clusters are normal and are required for further feature extraction, while the white cluster is the background information and needs to be removed from the image. For the removal of the white cluster, the pixels closest to the white centre are identified and are converted to white colour. The final output of this step is a modified image which has all the background information removed from it. Segmentation is important when HC feature extraction techniques are used for feature extraction. In case of DLM, segmentation is not mandatory as DLMs have the ability to segment and identify the region of interest in the image automatically.

6.2 Feature extraction

The performance of any classifier depends on the quality of features supplied to it. Thus, it is of utmost importance that sufficient and high-quality features are extracted from the image which are the closest representative of the attributes of the original image. Generally, the features extracted from the images are HC but with the advancement in the DLM, the use of CNNs has gained much importance showing significant improvements over the manual HC
extraction. However, the use of HC features is still considered essential due to the freedom to select the attributes based on the properties of the image which the experts can observe and does not need any form of training for extraction process. In this research, an integrated approach where features are extracted using both HC techniques and DLMs is proposed.

### 6.2.1 Handcrafted feature extraction

Arunachalam et al. [9] proposed the use of various feature extraction techniques to obtain HC features such as: Nuclei Count, along with their shape and size, textural features using Gray-level co-occurrence matrix (GLCM) and red-blue pixel count and percentage. In this paper, local textural features of WSIs are proposed to be extracted using rotation-invariant Local Binary Patterns (LBP) [45]. Rotation-Invariant LBP allows us to analyse the local textural properties of an image. This is considered to be significant with respect to the typical characteristics of texture in images belonging to different categories. In case of VT, research have shown a higher density of nuclei, which can be detected by a higher value of the LBP operator. On the other hand, the density of the nuclei in cases of NVT and NT are lower with former having a relatively higher density. In the segmented image, the local textures are negligible in the white regions obtained by removing bones in the original image and all LBP values for the pixels would be similar and have slight to no variation at all. Thus, the use of textural properties derived from rotation-invariant LBP allows us to distinguish the images on the core feature of density of nuclei. A total of 10 features are extracted using (8,1) neighbourhood. Global texture features are extracted using GLCM for four different orientations 0°, 45°, 90° and 135°, each giving a total of 13 features. Thus, the number of global texture features are 52.

Red-blue pixel count feature is used to represent the number of red and blue pixels in the image. In case of VT, the number of red and blue pixels are very high with a significant difference in their numbers. Here, there are more darker regions and less lighter regions. In case of NT, the pixels count is low and the difference between the count of red and blue pixels is also less. On the other hand, the pixel count is moderate in NVT but the difference between the counts is significant. Unlike VT, the high difference here signifies the presence of a greater number of lighter regions and less darker regions.

Finally, the nuclei characteristics such as: Nuclei Count, shape and size are extracted. The shape and size are measured using Area, Perimeter and Circularity of the different nuclei as shown in Eqs. 11 – 14. In order to extract these features, it is imperative to identify and isolate the nuclei from the segmented images. For nuclei identification, region growing algorithm like watershed/flood fill is used, which marks the nuclei contours. The marked nuclei are used to extract the four features mentioned above.

\[
Perimeter = \sum_{ij=1}^{X,Y} \text{boundary}(i,j)
\]

Where, X and Y are dimensions of the image and \(\text{boundary}(i,j)\) is calculated as:

\[
\text{boundary}(i,j) = \begin{cases} 
1, & \text{if Connectivity of } P_{ij} \geq 2 \\
0, & \text{otherwise}
\end{cases}
\]
Area = \sum_{n_{i}=1}^{N} Numberofpixelsin{n_{i}} \quad (13)

Where, \( P_{i,j} \) is the pixel at position \((i,j)\). \( N \) is the number of nuclei regions and connectivity represents the number of regions to which a given pixel \( P_{i,j} \) is connected using 8-way connectivity.

\[ \text{Circularity} = 4\pi \ * \ \frac{\text{Area}}{\text{Perimeter}} \quad (14) \]

A total of 70 features are extracted for each WSI using HC methods.

### 6.2.2 DLMs as feature extractor

The use of DLMs for the purpose of classification has been carried out numerous times and has also given significant results and improvements over the conventional models. The basic principle of the DLM is to break down the image into low-level features in initial layers and then combine those features to determine complex and high-level properties of an image. The classification from these features is carried out by using a dense layer to make predictions. The ability of the DLMs to learn automatically from the training data acts as an added advantage over manual methods. This capability of these models to convert the image into a set of features can be exploited to use them as feature extractors. In addition to the HC features, the extraction of features using DLM also is proposed.

For the purpose of extracting features using a DLM, the first step is to train the neural network. In this paper, EfficientNet-B0 and Xception are used as feature extractors. Each of these models are initialized with pre-trained ImageNet [19] weights. To train these deep learning models, the dataset is divided into 3 subsets – training (60%), validation (20%) and testing (20%) set. After the model, a global max pooling layer is appended which finds the maximum value in the spatial dimension of the image at the last layer of the DLM. The output of the pooling layer is then flattened and fed into a dense layer of size same as the number of classes. The dense layer has SoftMax activation function due to multi-class classification problem.

Each network is trained on the input images rescaled to a size of 512 \times 512 due to memory limitations. The images fed into the network are original WSIs without segmentation. This is because the DLM being an automatic feature extractor has the ability to itself segment and identify areas of interests. Thus, these networks can work on original images without the need for pre-processing of any form. In case of EfficientNet-B0, the output is of dimension 16 \times 16 \times 1280 which is then subjected to global max pooling, converting the output to size 1280. Thus, a total of 1280 features are obtained when EfficientNet-B0 is used as feature extractor as shown in Fig. 4. On the other hand, the output of Xception is of dimensions 32 \times 32 \times 2048, which results in 2048 features after the application of global pooling as shown in Fig. 5.

### 6.3 Feature selection

The features identified through the two aforementioned methods are combined together for each image and two sets of feature vectors are obtained. The first set contains feature vectors
obtained by the fusion of features extracted from HC methods and EfficientNet-B0. The size of feature vector obtained is 1350. The second set contains feature vectors obtained by the fusion of features extracted from HC methods and Xception. The size of feature vector obtained is 2118. This results in huge pool of features for each image. But it is quite possible that not all of these features contribute to the final classification decision. So, it is important to select significant features from the pool of extracted features. Here, the proposed BAOA-S and BAOA-V explained in Section 5 to perform FS are employed.

Fig. 4 Architecture of EfficientNet-B0 as feature extractor

![Fig. 4](image)

Fig. 5 Architecture of Xception as Feature Extractor (a) Initial Block to reduce image size by half, repeated 3 times, (b) Middle block, repeated 8 times, and (c) Final Layers

![Fig. 5](image)
6.3.1 Generation of initial population

BAOA-S/BAOA-V starts with the generation of initial population of binary feature vectors (FV) as shown in Fig. 6. Since the number of features chosen should also be uniformly distributed, a greedy method is employed to generate the set of initial solutions. The pseudo code of the greedy method used to generate initial population is shown in Fig. 7. A ‘1’ in the feature vector shows that the corresponding feature is included during classification and a ‘0’ shows that the corresponding feature is excluded.

6.3.2 Fitness function

In order to evaluate the quality of the feature vectors, the fitness of each FV is calculated. For this, the RBF-SVM classifier is trained with a set of features selected by that FV and then tested on the same set of features, but with the test set. Here, the objective is to maximize the classification accuracy and minimize the number of features. So, the fitness function is defined as shown in Eq. 15.

\[
\text{Fitness}(FV_i) = \alpha E(C) + \beta \frac{|F|}{|N|}
\]  

(15)

Where, \( \text{Fitness}(FV_i) \) is the fitness of the \( i \)th solution vector, \( E(C) \) is the classification error rate of RBF-SVM classifier, \(|F|\) and \(|N|\) are the number of features selected and the total number of features respectively, \( \alpha \in [0, 1] \) and \( \beta = (1 - \alpha) \) are adopted from literature [24, 40].

The aim of applying BAOA-S and BAOA-V is to explore and exploit the solution space properly so as to obtain a set of features that minimizes the fitness function and increases the classification accuracy.

6.4 Classification

The final stage in the proposed approach is the classification of the WSIs into VT, NVT and NT. For this, once an optimal set of features are obtained, these are fed into a SVM classifier with RBF kernel. Once the training is completed, the test set is fed into the trained RBF-SVM classifier to detect osteosarcoma. The performance of RBF-SVM is measured using commonly applied performance metrics: specificity, sensitivity, precision, accuracy and ROC curve which are calculated using the values of True Positive (TP), True Negative (TN), False Positive (FN) and False Negative (FN).

Specificity is the ability to identify the healthy samples correctly and is calculated as:

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]  

(16)
Sensitivity is the ability to determine the patients (TP) correctly and is calculated as:

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]  

Precision gives an estimate of how many samples are actually positive out of the total positive samples detected by the classifier

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

Accuracy is the measure of number of images correctly classified (TP and TN) by the classifier and is calculated by:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

ROC is a probability curve that graphically displays the true positives versus false positives across a range of thresholds settings. AUC is the area under the ROC curve and represents the degree of separability. Higher the AUC higher is the degree of separability and vice-versa.

**Table 1** Performance metrics of RBF-SVM for classification of WSIs into VT, NVT and NT using various combinations of feature extraction techniques

| Class  | Performance Metrics | Feature Extraction Techniques |
|--------|---------------------|-----------------------------|
|        |         | HC  | EfficientNet-B0 | Xception | EfficientNet-B0 + HC | Xception + HC |
| VT     | Specificity          | 0.945 | 0.9809 | 0.9814 | 0.9747 | 1.0 |
|        | Sensitivity          | 0.8636 | 0.9516 | 1.0 | 0.9836 | 0.9839 |
|        | Precision            | 0.9406 | 0.9516 | 0.9508 | 0.9375 | 1.0 |
|        | Accuracy             | 0.9041 | 0.9726 | 0.9863 | 0.9772 | 0.9954 |
| NVT    | Specificity          | 0.9515 | 0.9645 | 0.9643 | 0.9825 | 0.9826 |
|        | Sensitivity          | 0.8889 | 0.96 | 0.9608 | 0.9583 | 0.9362 |
|        | Precision            | 0.8571 | 0.8889 | 0.8909 | 0.9388 | 0.9362 |
|        | Accuracy             | 0.9361 | 0.9635 | 0.9635 | 0.9772 | 0.9726 |
| NT     | Specificity          | 0.939 | 0.9643 | 0.9817 | 0.9817 | 0.9633 |
|        | Sensitivity          | 0.9455 | 0.9252 | 0.9182 | 0.9455 | 0.9727 |
|        | Precision            | 0.8387 | 0.9612 | 0.9806 | 0.9811 | 0.964 |
|        | Accuracy             | 0.9546 | 0.9152 | 0.9635 | 0.9658 | 0.968 |
|        | Overall Accuracy     | 0.8904 | 0.9406 | 0.9497 | 0.9589 | 0.9608 |

The values in bold show the best values obtained for various parameters.
7 Results and discussion

In this section, we discuss the experimentation and analyse the results.

7.1 Experimental setup and results analysis

Here, a publicly available dataset that contains Hematoxylin and Eosin (H&E) stained histological images of osteosarcoma [36] dataset comprises of 345 VT, 263 NVT and 536 NT images making a total of 1144 images is used. The images are of size 1024 × 1024.

Two sets of experiments are performed to compare the performance of various combinations of feature extraction techniques and to assess the impact of FS on RBF-SVM classifier’s performance. The various combinations of features obtained by using different feature extraction techniques are (a) only HC features, (b) features extracted using EfficientNet-B0 only, (c) features extracted using Xception only, (d) combination of HC and EfficientNet-B0 features and (e) combination of HC and Xception features. The proposed model IF-FSM-C is implemented in Jupyter notebook in Python 3.7.10. Python libraries OpenCV, SciKit Learn and
Numpy are used for image processing and Tensorflow with Keras framework for CNN training. The scripts are executed on Google Colab platform running on dual core Intel(R) Xeon(R) CPU @ 2.30GHz, and TPU acceleration for CNN training using Google Cloud TPUv2 (octa core). To fasten the process of training, the dataset is stored and retrieved using TFRecord which is a special format for storing a sequence of binary data. In our case, TFRecords contain sets of 32 images with their labels. TFRecords are created and stored on Google Cloud Storage (GCS) Bucket so that they can be easily fetched from the cloud thereby, reducing the processing time.

In the first set of experiments, the comparison of the performance of RBF-SVM when features are extracted using different combinations of feature extraction techniques and are given to the classifier without FS is done. The results are shown in Table 1.

When features extracted using DLMs are used for classification, the performance of the classifier is better as compared to when HC features are used alone as can be seen from Table 1. There is an improvement of 5.02% and 5.93% in the overall accuracy when EfficientNet-B0 and Xception are used respectively as feature extractor as compared to HC features. Also, the specificity, sensitivity and precision are very low when HC features are used as compared to DLM features. The classifier doesn’t perform well on HC features because the

![Fig. 9 ROC-AUC of classification of WSIs into VT, NVT and NT by RBF-SVM classifier using various combinations of feature extraction techniques and feature selection using BAOA-S](image)
deep learning models, being automatic feature extractors, have the ability to identify low-level features which sometimes are skipped when HC features are used. This may lead to better performance on DLM features as compared to HC features only. When DLMs are compared, the features extracted using Xception leads to better classification of WSIs with an overall accuracy of 94.97% as compared to the accuracy of 94.06% achieved using EfficientNet-B0 features because Xception is a combination of ResNet and Inception networks, combining the strengths of both the networks, which leads to better identification of low-level features and consequently better results. On the other hand, EfficientNet majorly focuses on the efficient learning of the data and with this aim the accuracy may be compromised. Also, Xception as a feature extractor shows highest sensitivity in case of VT and NVT. However, when integrated HC and DLM features are used for classification, the classifier exhibits higher performance than when these features are used alone. It has been observed that without FS, the best performance is exhibited by integrated Xception and HC features with an overall accuracy of 96.08% which indicates that integrated features help in better classification of WSIs.

Fig. 10  Confusion matrix of classification of WSIs into VT, NVT and NT by RBF-SVM classifier using various combinations of feature extraction techniques and feature selection using BAOA-V (a) EfficientNet-B0, (b) Xception, (c) EfficientNet-B0 + HC, and (d) Xception + HC
high specificity, sensitivity and precision achieved using Xception and HC features exhibits the capability of the classifier in detecting healthy samples and patients correctly from the WSIs as compared to other techniques.

In the second set of experiments, FS is applied on the features extracted using different combinations of feature extraction techniques before giving it to RBF-SVM for classification. BAOA-S and BAOA-V are randomized algorithms, so these algorithms are run 30 times on each combination of features and report the best and average results obtained over 30 runs. The confusion matrix of RBF-SVM generated using the features obtained after applying BAOA-S for FS in the best case is shown in Fig. 8. The corresponding performance metrics and ROC-AUC curves are shown in Table 2; Fig. 9 respectively. The confusion matrix of RBF-SVM generated using the features obtained after applying BAOA-V in the best case is shown in Fig. 10. The corresponding performance metrics and ROC-AUC curves are shown in Table 3; Fig. 11 respectively. It is to be noted here that FS techniques are not applied in the case where HC features are used alone for classification. Finally, the average number of features selected over 30
Table 2  Performance metrics of classification of WSIs into VT, NVT and NT by RBF-SVM using various combinations of feature extraction techniques and feature selection using BAOA-S

| Class | Specificity | Sensitivity |
|-------|-------------|-------------|
|       | Efficient Net-B0 | Xception | Efficient Net-B0+HC | Xception + HC | Efficient Net-B0 | Xception | Efficient Net-B0+HC | Xception + HC |
| VT    | avg 0.9847 | 0.992 | 0.9797 | 0.9938 | 0.984 | 0.9983 | 0.9838 | 1 |
|       | best 0.9872 | 0.9938 | 0.9809 | 0.9938 | 0.9841 | 1 | 0.9839 | 1 |
|       | std 0.0042 | 0.0028 | 0.0025 | 0 | 0.002 | 0.0052 | 0.0001 | 0 |
| NVT   | avg 0.983 0 | 0.9938 | 0.9876 | 1 | 0.9565 | 0.9537 | 0.953 | 1 |
|       | best 0.9882 | 1 | 0.9882 | 1 | 0.9583 | 0.9767 | 0.9592 | 1 |
|       | std 0.0017 | 0.004 | 0.0017 | 0 | 0.0055 | 0.02 | 0.0113 | 0 |
| NT    | avg 0.9819 | 0.983 | 0.9811 | 1 | 0.9612 | 0.9833 | 0.9612 | 0.9917 |
|       | best 0.982 | 0.99 | 0.982 | 1 | 0.963 | 0.9916 | 0.9717 | 0.9917 |
|       | std 0.0001 | 0.0077 | 0.0025 | 0 | 0.0035 | 0.0052 | 0.0053 | 0 |

| Class | Precision | Accuracy |
|-------|------------|----------|
|       | Efficient Net-B0 | Xception | Efficient Net-B0+HC | Xception + HC | Efficient Net-B0 | Xception | Efficient Net-B0+HC | Xception + HC |
| VT    | 0.9625 | 0.9776 | 0.95 | 0.9828 | 0.9845 | 0.9936 | 0.9808 | 0.9954 |
|       | 0.9688 | 0.9828 | 0.9531 | 0.9828 | 0.9863 | 0.9954 | 0.9817 | 0.9954 |
|       | 0.0104 | 0.0079 | 0.0062 | 0 | 0.003 | 0.0022 | 0.0018 | 0 |
|       | 0.9408 | 0.9738 | 0.9571 | 1 | 0.9772 | 0.9858 | 0.9804 | 1 |
|       | 0.9592 | 1 | 0.9592 | 1 | 0.9772 | 0.9954 | 0.9817 | 1 |
|       | 0.0061 | 0.0167 | 0.0061 | 0 | 0 | 0.0059 | 0.0029 | 0 |
| NVT   | 0.9811 | 0.9857 | 0.9802 | 1 | 0.9717 | 0.9831 | 0.9712 | 0.9954 |
|       | 0.9811 | 0.9916 | 0.9811 | 1 | 0.9726 | 0.9909 | 0.9726 | 0.9954 |
|       | 0 | 0.0066 | 0.0028 | 0 | 0.0018 | 0.005 | 0.0021 | 0 |
| NT    | 0.9811 | 0.9916 | 0.9811 | 1 | 0.9726 | 0.9909 | 0.9726 | 0.9954 |
|       | 0 | 0.0066 | 0.0028 | 0 | 0.0018 | 0.005 | 0.0021 | 0 |

The values in bold show the best values obtained for various parameters.
The values in bold show the best values obtained for various parameters.
runs of BAOA-S and BAOA-V and the number of features on which the best accuracy is obtained are shown in Tables 4 and 5 respectively.

When FS is applied on features extracted using HC techniques and DLM, it is observed from Tables 2 and 3 that it results in improvement in the performance of the classifier in case of both BAOA-S and BAOA-V. This is attributed to the fact that FS will keep only those features which are important and have a role in the classification process. The curse of redundant features may lead to decrease in the accuracy of a model and by the application of FS, the redundant or dependent features are removed, which leads to better results. It is also evident from Tables 2 and 3 that BAOA-S results in selection of better features as compared to BAOA-V. The best overall accuracy of 99.54% and above 99% specificity, sensitivity and precision, and highest AUC (VT-0.9997, NVT-1.00, NT-0.9984) is observed when integrated features (Xception+HC) with BAOA-S FS are used by the classifier as compared to other feature combinations. The performance of Xception with BAOA-S is comparable to that of integrated features (Xception+HC) with BAOA-S in case of VT images. However, integrated features (Xception+HC) with BAOA-S outperforms Xception with BAOA-S in case of NVT and NT. The number of average features selected by BAOA-S is less as compared to BAOA-V as evident from Tables 4 and 5, which indicates usage of lower computational resources and faster processing. These models can therefore, be applied in real time systems, where the results are expected in a fraction of time. The number of integrated Xception and HC features selected by applying BAOA-S on which the classifier shows the best performance is 188 as against 211 selected by applying BAOA-V.

Finally, two sets of Welch’s t-test are performed to test whether the difference between the accuracy achieved by RBF-SVM is significant or not when the classifier uses (i) the integrated features (Xception + HC) selected using BAOA-S and BAOA-V and (ii) the features extracted using Xception with BAOA-S FS and integrated features (Xception+ HC) with BAOA-S FS, obtained over 30 runs. Here, Welch’s t-test is performed on integrated features (Xception+HC) and Xception as their performance is comparable in case of VT images as compared to other feature extraction techniques used in this paper. Welch’s t-test is performed at \( \alpha = 0.05 \). The statistical result (p (2-tailed) =0.0216 <0.05) on the first set shows that there is a significant difference between the performance of RBF-SVM when BAOA-S and BAOA-V FS are

| Table 4 | Number of features selected using BAOA-S when features are extracted using a combination of different feature extraction techniques |
|---------|----------------------------------------------------------------------------------------------------------------------------------|
|         | EfficientNet-B0 | Xception | EfficientNet-B0+HC | Xception + HC |
| Number of Features | avg 152.1 | 149.600 | 156.1 | 18.8 |
|                  | best 799 | 1023 | 879 | 188 |
|                  | std 304.6869 | 303.7618 | 315.2924 | 56.4 |

| Table 5 | Number of features selected using BAOA-V when features are extracted using a combination of different feature extraction techniques |
|---------|----------------------------------------------------------------------------------------------------------------------------------|
|         | EfficientNet-B0 | Xception | EfficientNet-B0+HC | Xception + HC |
| Number of Features | avg 238.5 | 341.3 | 265.2 | 47.8 |
|                  | best 815 | 1543 | 912 | 211 |
|                  | std 334.686 | 406.56 | 387.78 | 146.769 |
applied on integrated features (Xception + HC). The statistical result (p (2-tailed) =0.0364<0.05) on the second set shows that there is a significant difference between the performance of RBF-SVM when integrated features (Xception+HC) with BAOA-S are used as compared to when Xception features with BAOA-S FS are used alone.

7.2 Comparison with State-of-the-Art Techniques

The comparison of the proposed IF-FSM-C with the results reported in literature is shown in Table 6.

The values in bold show the best values obtained for various parameters.
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thereby masking the limitation of deep learning models. The class accuracy, specificity, sensitivity and precision are highest in the case of the NVT class, which is marginally higher than VT and NT classes. This is due to the extremities of the two classes, and the NVT class being intermediate between VT and NT class, gets better trained than them. The proposed IF-FSM-C model (Xception+ HC) also has higher specificity and sensitivity as compared to existing state of the art algorithms. In case of VT, the sensitivity is 100% which reflects the capabilities of the proposed model in detecting osteosarcoma patients correctly, without manual intervention, which is a very important feature of an automatic detection system.

The main limitation of the proposed model is the requirement of colored input images as the intensity of RGB channels are used during segmentation as well as during isolation of nuclei. The proposed method cannot be applied on MRI or CT scans as they do not contain microscopic information like nuclei density, nuclei shape etc. which are important in the detection of osteosarcoma. Another limitation is the requirement of large dataset for training the deep leaning models properly.

8 Conclusion and future work

In this paper, an automatic detection system Integrated Features-Feature Selection Model for Classification (IF-FSM-C) that detect osteosarcoma from the high-resolution whole slide images (WSIs) is proposed. Here, a fusion of features extracted using HC techniques and DLMs namely EfficientNet-B0 and Xception are used for classification by RBF-SVM. A FS step is applied before giving the integrated features to the classifier in order to remove redundant and irrelevant features. Two binary variant BAOA-S and BAOA-V of recently proposed AOA are proposed and applied for FS. The results indicates that integrated features along with FS by BAOA-S results in significant improvement in the performance of the classifier as compared to when HC (89.04%) are used alone or deep learning features are used alone with or without FS. In case of classifiers using integrated features, the performance of classifier on integrated Xception and HC features (99.54%) with BAOA-S is better than that of integrated EfficientNet-B0 and HC features (96.8%) with BAOA-S. When BAOA-S and BAOA-V are compared, it is observed that BAOA-S leads to better and a smaller number of features as compared to BAOA-V. As compared to existing state-of-the-art algorithms, IF-FSM-C achieves 5.63% higher overall accuracy in osteosarcoma detection.

In future, we plan to explore other deep learning models which has a performance comparable to the current models and is computationally cheaper. This may help to further reduce the computational load and increase the speed of the system.
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