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Abstract

Characterizing microstructure-material-property relations calls for software tools which extract point-cloud- and continuum-scale-based representations of microstructural objects. Application examples include atom probe, electron, and computational microscopy experiments. Mapping between atomic- and continuum-scale representations of microstructural objects results often in representations which are sensitive to parameterization; however assessing this sensitivity is a tedious task in practice.

Here, we show how combining methods from computational geometry, collision analyses, and graph analytics yield software tools for automated analyses of point cloud data for reconstruction of three-dimensional objects, characterization of composition profiles, and extraction of multi-parameter correlations via evaluating graph-based relations between sets of meshed objects. Implemented for point clouds with mark data, we discuss use cases in atom probe microscopy that focus on interfaces, precipitates, and coprecipitation phenomena observed in different alloys. The methods are expandable for spatio-temporal analyses of grain fragmentation, crystal growth, or precipitation.
Microscopy techniques, such as electron microscopy (EM) \([1, 2]\), atom probe microscopy (APM) \([3, 6]\), and even computational microscopy \([7, 9]\), are essential tools for characterizing the atomic architecture of materials. Collecting quantitative evidence in support of or against a set of research hypotheses is the purpose of microscopy research. Microscopy data are processed into descriptors that can be used in physically- or artificial-intelligence-based surrogate models to decode material properties and develop understanding as to how microstructures change with processing and also during service.

In most cases, descriptors are of two kinds: Either they are quantities at the continuum-scale, like (spatial) statistics of crystal defect or atom ensembles, such as dislocation density, or they are spatially-detailed three-dimensional descriptors for the static arrangement or oftentimes even dynamics of crystal defect ensembles. Examples include descriptions of point \([10]\) and line defects \([8, 11, 12]\) or of grains and crystals of different thermodynamic phases and descriptions for the junctions in the network of crystal defects of a microstructure \([13, 15]\).

Such a scale-bridging encoding of point clouds into microstructural objects requires assumptions and models which have often adjustable parameters which control the shape, extent, and topology of the objects’ representation. The significance of this parameter sensitivity should not only be explored but ideally quantified in detail within a research study. Enabling and supporting researchers with this quantification is one key role of software tools. In the condensed-matter physics as well as the computational materials science community, a substantial number of simulation tools are not only open-source \([16, 18]\) but are especially build to reduce barriers with management and comparison of results according to the FAIR data stewardship principles \([19, 21]\). These activities enable and drive the development of programmatically usable software around existing (software) tools and instruments to explore and assess the parameter sensitivity of descriptors, their uncertainty, and the vast set of materials they describe.

For the materials-science-branch of especially the EM community sophisticated open-source tools have been developed (e.g., \([22, 24]\)) but sophisticated platforms for sharing experimental data remain to be developed. For the atom probe microscopy community, the situation with respect to data sharing platforms is similar \([21]\) but fewer options of general enough open-source software exist which could enable domain scientists to take advantage of specialist tools’ and algorithms of other scientific communities such as computational geometry. Many microscopes are operated with proprietary software which combines metadata management, data acquisition, and analysis services in a single application through a graphical user interface (GUI). Provisioning instrument calibrations, abstracting hardware layers, and offering intuitive GUIs are advantages of these tools for scientists with routine analysis needs.

However, such software can decouple scientists from the capabilities of open-source scientific software, unless vendors interface their software via advanced programming interfaces (APIs) or scripting solutions. Here we report a set of tools which can complement the vendors’ efforts to equip scientists with a diverse set of tools, which should all ideally be made interoperable. Our proposal is focused on automating analyses, motivating a more detailed understanding of the functioning of numerical algorithms and the significance of parameter sensitivity. With this we serve the improvement of research processes by reducing needs for eventually unnecessarily ineffective or restrictive tools which currently are barriers to FAIR-compliant research \([25]\).

Atom probe scientists are one community who face this situation \([21]\). The two main techniques they use, atom probe tomography (APT) and field-ion microscopy (FIM), both indirectly measure positions of atoms. They both use controlled field evaporation to characterize a needle-shaped nanoscale specimen. This is done by holding the specimen in an electric field before superimposing a laser or high-voltage electric pulse to achieve controlled evaporation. For APT, the atoms are measured as ions which are evaporated via the controlled pulsing and successively measured via position-sensitive time-of-flight-resolved mass spectrometry. For FIM, imaging gas atoms are used which field-ionize specifically above individual surface atoms and are then accelerated along the electric field lines towards a position-sensitive detector \([26]\). Exploitation of the fact that the field strength can be changed to enforce also the evaporation of the surface atoms has blurred the boundary between APT and FIM experiments \([27, 28]\). Data from such experiments can be processed into three-dimensional tomographic reconstructions which are point cloud models of the evaporated specimen volume with ion and atom type information. Despite differences in the position and ion-type resolution between APT and FIM, these reconstructions offer a unique combination of isotopic and sub-nanometer spatially-resolved information about the atomic architecture of materials.

Like every experiment and computational model, the technique and the reconstruction faces limitations \([29, 30]\). Limited detector efficiencies cause that not every atom is detectable. Limited mass-to-charge-resolving power causes that not every ion can be decomposed into its atoms. The reconstruction process can result in regions of the dataset which have a lower positional accuracy and precision as compared to electron microscopy (EM) experiments or especially to (atom trajectory) data available with molecular dynamics simulations \([9, 31]\). These difficulties have motivated efforts towards using APM and EM correlatively \([32, 33]\) surplus taking advantage of computational methods \([34]\).

In effect, atom probe microscopy has developed into an experimental technique whose capabilities of measuring a statistically significant number of ions delivered a tool for not only accurate and precise composition analysis \([6]\) but also for studies of the spatial arrangement of atoms and how they are organized as an ensemble of crystal defects at different length scales \([6, 35]\). Characterizing these so-called microstructural objects geometrically and developing efficient methods for assessing the parameter sensitivity of these geometrical descriptions is the focus of this work.

Our work is a continuation of open-source software development efforts to support the scientific community \([36]\). Seminal previous work in this regard with relevance for the characterization of microstructural objects were the introduction of iso-surface-based methods \([37, 38]\) for revealing grain and phase boundaries (interfaces), signed-distance-based...
composition quantification, via so-called proxigrams \[59\] \[60\], computational-geometry-based methods \[41\] \[44\] and connecting these with composition analyses and interfacial excess mapping \[45\] \[47\], taking advantage of clustering methods for segmenting precipitates or dislocations \[12\] \[48\] \[50\], and recently the introduction of artificial intelligence methods \[51\] \[52\]. Most of the associated software tools are proof-of-concept implementations. Their source code is shared openly. The implementation and maintenance is in most cases decoupled from the commercial tools.

The more frequently the proprietary and open-source tools were used the more apparent became the sensitivity of the descriptors they delivered as a function of the parameter settings \[53\] \[54\]. This revealed unsolved challenges: Some are conceptual, like the assumption that using a single threshold value suffices to segment a dataset into useful iso-surfaces. As this work supports this is an often inadequate \[55\] \[57\]. Other challenges, like data accessibility restrictions in commercial software, pose practical barriers with respect to how completely computational geometry, concentration field, and detailed metadata are exportable \[21\] \[58\], and thus how APM research studies are (programmatically) comparable to one another and can become FAIR-compliant. Suggestions were made by individual researchers how data from the GUI of commercial software can be extracted into spreadsheets \[59\] \[60\]. As far as tasks like composition, interface-based analyses, and microstructural-object-centric analyses are considered, we found only few cases where tools other than the commercial ones were used \[61\] \[63\] (apart from the case of interfacial excess quantification \[46\] \[64\].)

To improve the situation we want to substantiate the assumption that numerically more efficient and better, in the sense of more automated and more functionally capable, tools can be developed by embracing open-source tools from different scientific communities and blending them into a set of complementary open-source tools that can be coupled into complex workflows and customized without barriers.

In previous studies \[65\] \[66\], we substantiated the validity of this assumption for methods including spatial statistics \[65\] and crystallography \[66\]. In continuation of this research, we exemplify that it is also possible to develop efficient parallelized tools which are programmatically automatable for analyzing point cloud data for composition and object-based geometrical analyses. Specifically, in this work we blend tools from computational geometry, robotics, game engine, and graph analytics communities. We exemplify their benefit when processing point cloud data - here using different datasets from atom probe microscopy. Specifically, solutions for the following data analysis tasks are developed:

1. Different methods are implemented for representing the edge of datasets and compare these representations geometrically and quantitatively. The methods are useful for reducing bias through detection of object-edge-intersections. These results are useful for quantifying parameter sensitivity and detection of mesh properties such as closure.

2. Methods for distance-based segmentation of datasets are implemented which accept generic triangulated surface meshes and/or input from clustering analyses, obtained from other software tools, to segment datasets volumetrically into regions and yield corresponding volume composite or surface meshes of three-dimensional regions.

3. We implement an open-source tool for delocalization, i.e. smoothing and discretizing point cloud data and subsequently executed iso-surface-based analyses on the such discretized datasets. We equip this tool with methods which enable automated computational-geometry-based characterization of surface facets and three-dimensional objects with respect to object closure, shape, size, and composition (ionic and/or elemental).

4. We revisit previous work of \[46\] \[47\] on methods for creating automated triangulated surface patches of interfaces and show how a more robust numerical protocol can be used to make such analyses even more automated and FAIR-compliantly documented.

5. We implement algorithms which automate the placing and aligning of an arbitrary number of regions-of-interest (ROIs) at facets of triangulated surface meshes. Specifically, we study three important cases: Namely, interfaces about closed objects (precipitates), surface patches between regions with preferential composition gradients to exploit, and surface patches which reveal themselves in APM measurements only via their decoration with solutes. We implement procedures which fully automate the characterization of composition profiles and interfacial excess mapping for these ROIs. These keep automatically track of all metadata and probe the composition profiles consistently where this is numerically possible.

6. We implement a tool which enables to logically relate an arbitrary number of such object-based results via graph analytics to formulate robust methods for characterizing coprecipitation. We use these tools for studying the sensitivity of object representations as a function of parameterization.

7. We explore multithreading options for these tools. All of them are applied to analyze experiments using a laptop. Finally, we document the scalability of our solution when processing among the nowadays largest known reconstructions where a total of one billion ions is computed on a single computing node of a computer cluster.

These solutions are implemented as modified or additional tools respectively into the paraprobe-toolbox. This is a modularized software toolbox with efficient tools \[65\] \[66\] for programmatic analyses of point cloud data and inscribed sets of other geometric primitives.
2 Methods

2.1 The paraprobe-toolbox is modularized

**Context** This work continues activities on building strong-scaling, open-source, and FAIR-compliant software tools for processing point cloud data with associated mark data \([21, 65–67]\) (the so-called paraprobe-toolbox). In this work we improved existing tools and implemented two new ones (paraprobe-nanochem and paraprobe-intersector). Figure 1a summarizes the tools. An analysis is scripted in Python as a workflow using a jupyter notebook \([68]\). This removes the need for routine users to deal with the C/C++ backend and can serve as a starting point for formulating workflows via workflow management systems like pyiron \([69]\). The individual paraprobe-tools, displayed as blue nodes in Fig. 1a, are instructed through an NeXus/HDF5 configuration file, represented by the config.h5 nodes in turquoise of Fig. 1a. Internally the tools batch process a list of analysis tasks. Each tool and run returns an HDF5 file which gives unrestricted access to all numerical data and metadata. Python convenience functions are available on the input (paraprobe-parmsetup) and the post-processing side (paraprobe-autoreporter) to support users with creating configuration files and with extracting commonly used quantities from the eventually deep data tree in the HDF5 file. Most of the tools implement strong-scaling multithreading via Open Multi-Processing (OpenMP). Strategies for process parallelism have been explored \([65]\).

![Diagram of tools](image)

**Figure 1:** Sub-figure a) summarizes the collection of tools (bluish nodes) which the paraprobe-toolbox includes to solve specific sets of analyses for three-dimensional point cloud data with ion or atom type marks and geometrical primitive sets. The tool interfaces with commercial APM software and tools of the community via paraprobe-transcoder. This tool reads community file formats (turquoise nodes) as input. Each run of a tool has a dedicated configuration file (the config.h5 nodes) which complies with a NeXus application definition. The results of the tools, numerical data and metadata, are stored as a set of specifically-formatted HDF5 binary files. Sub-figure b) details the workflow which paraprobe-nanochem implements, representing an open-source code route of performing classical iso-surface-based analyses. The reconstructed volume is discretized into scalar fields of element-specific counts, composition, or concentration, respectively via ion- or atom-type-specific kernel density estimation. These fields can be exported. Subsequently, triangulated iso-surfaces can be approximated and post-processed to identify which triangles are connectable into triangle clusters. Applying subsequently polygon mesh processing on these clusters enables to detect which triangle clusters represent surface meshes of closed polyhedra and which represent isolated surface patches. Finally, ROIs can be placed and processed automatically for local composition analyses. All surface mesh and patch data can be exported. The spatial arrangement of meshes can be analyzed with paraprobe-intersector. Supplementary files are written for basic visualization via the eXtensible Data Model and Format (XDMF).

**Tool modifications** First, we refactored the tools of \([65]\) to improve their modularity and replaced similar code portions with more generally applicable functions. Unnecessary restrictions in \([65]\) were also removed which makes possible now studies with arbitrarily complex molecular ions \([21]\), realized via an adjustable maximum number of atoms per molecular ion (currently 32) to handle complex ions \([70, 71]\) and a processing of selected elements or isotopes in molecular ions.
analyses can now be restricted via applying spatial and/or ion attribute filters. Ions can be filtered based on type, hit multiplicity, or evaporation ID. Spatial filters can be combined with sub-sampling each n-th ion of the dataset. Spatial filters are implemented via set operations for geometric primitive ROI(s) \( M \in \mathbb{R}^3 \) such as oriented bounding boxes (OBBs), rotated cylinders, or spheres. These can be combined. Polyhedra could be implemented in the future. Robust point inclusion tests \cite{72,73} for each respective primitive were implemented.

**Importing reconstructions and ranging definitions** Due to the availability of many community codes (e.g. \cite{74}) for performing reconstruction and creating ranging definitions and the proprietary nature of reconstruction protocols in commercial software, paraprobe does not implement an own tool for building reconstructions so far. Instead, each analysis after having made a new measurement starts with using the paraprobe-transcoder tool to load a dataset as a pair of tomographic reconstruction and ranging definitions. Data from third-party software like AP Suite, Inspico, or other APM community software \cite{36}, see Fig. 1, are supported. Community interaction with vendors would enable to make this interface even more sophisticated in the future. Paraprobe-transcoder then creates a HDF5 file with ion positions, mass-to-charge-state-ratio values, and a set of ranging definitions. Once transcoded, existent ranging definitions are applied using paraprobe-ranger which computes an ion type array. Multiple mappings can be stored in the same HDF5 file to reflect that analyses in atom probe are often sensitive to ranging definitions and reconstruction parameters which calls for a pedantic versioning \cite{21}.

**Geometrical models for the edge of a dataset and distance-based filtering** In previous work \cite{21,65} we discussed the importance of characterizing the edge of the reconstructed point cloud because atom probe specimens can contain incompletely measured (truncated) microstructural objects such as precipitates or patches of grain or phase boundaries. Edge models can be created and characterized with paraprobe-surfacer, paraprobe-distancer, or paraprobe-tessellator.

We modified the paraprobe-surfacer tool to support convex hull computations and added diagnostics for \( \alpha \)-shapes \cite{75,76} such as returning the geometry of interior tetrahedra for given \( \alpha \)-values, mesh closure tests, and the option to characterize the set of possible \( \alpha \)-shapes as a function of \( \alpha \)-value, also to offer a bridge to related work on \( \alpha \)-shapes for cluster analysis \cite{77}. Paraprobe-surfacer can store the geometry of all created objects as triangle and tetrahedra sets.

The paraprobe-distancer tool implements functionalities for computing the shortest Euclidean distance of points to an arbitrary inputted set of (non-degenerate) triangles. Practical applications are segmentations of datasets into ions within a certain distance range to microstructural objects or said mesh of an edge model.

**Tessellations and spatial statistics with distance-based filtering** Furthermore, we modified the paraprobe-tessellator tool compared to \cite{65} to support loading of optional input from paraprobe-distancer computations with the aim to identify interfaces between adjacent Voronoi cells with specific cell attributes. First, paraprobe-tessellator computes a Voronoi tessellation of the entire dataset. Second, the tool optionally reports facets of Voronoi cells only for these cells whose associated distance attribute value is above \( d_{\text{cro}} \) to those cells whose neighboring cells’ distance is below \( d_{\text{cro}} \). This enables to compose surfaces similarly like it was reported for visualizing atomically-resolved slip planes within molecular dynamics simulations \cite{7,8}.

Also the paraprobe-spatstat tool \cite{63} for computing spatial statistics was modified. Specifically, the tool was equipped with a functionality which enables users to load two optional distance values per ion which can be used for filtering ions and thus restrict the computation to customizable arbitrarily shaped regions in the dataset in addition to the above-mentioned spatial filters. A possible application are spatial statistics for all ions within a (signed) maximum distance to a set of microstructural objects combined with the filtering of ions for their distance to the edge of the dataset to reduce bias.

**Point-in-polygon inclusion tests and primitive intersection analyses** The relative spatial arrangement of individual points to geometric primitives (sphere, rotated cylinder, oriented bounding box, or polyhedron) is evaluated with algorithms of the computational geometry community: Inclusion tests are used to identify if a point \( p \in \mathbb{R}^d \) with \( d = 2,3 \) is lying inside (including the edge of the primitive) or outside given primitives. Self-intersections of polyhedra \cite{78} are tested for and reported. Paraprobe can handle polyhedra with convex and non-convex surface patches. The shortest Euclidean distance between a point and a triangle is computed via a function from the Geometrictools \cite{72}. The shortest Euclidean distance between a point \( p_A \) on a triangle \( A \) to its closest point \( p_B \) on a triangle \( B \) is computed via a function of the GammaUNC/PQP library \cite{79,81}.

**Import cluster analysis results from third-party tools** We saw the need for a utility tool, paraprobe-clusterer, with which results from cluster analyses of commercial or other APM tools can be loaded into paraprobe. The tool takes definitions of clusters from currently IVAS/AP Suite as input and disentangles the commercial encoding that all ions of a cluster are stored with the same artificial mass-to-charge-state-ratio value. Paraprobe reconstructs from these values the unique cluster IDs surplus recovers the evaporation ID of each ion by comparing ion positions.

**Interface modeling** A set of algorithms was implemented in paraprobe-nanochem which enables a computation of triangulated surface meshes to a set of points in \( \mathbb{R}^3 \). These points are the reconstructed positions of the solute ions. Ions...
are atomically decomposed, i.e., points duplicated with respect to their multiplicity within the ion. Most of the steps use functionalities of the CGAL library, specifically algorithms offered by the polygon mesh processing package [52,53]. First, a set of points is filtered from the dataset. These are the locations of the selected segregating species (eventually further spatially filtered) which guide the locating of the interface. This subset of the entire point cloud is interpolated via principal component analysis (PCA) [84]. The resulting plane is taken to slice the axis-aligned bounding box to the dataset via a polylines whose interior area is subsequently triangulated to yield an initial interface model.

Next, an iterative algorithm is used in which course the mesh is isotropically refined, smoother, consistent facet and vertex normals computed, and evolved via DCOM [46]. During DCOM the barycenter of all solute ions within a control sphere about each vertex is computed. The triangle vertices are then translated in the direction of their vertex normal towards the respective barycenter positions. Vertices without ions in the control sphere are not touched. After each DCOM iteration the mesh is inspected for self intersections. The evolution of the mesh is documented with writing all meshes to the HDF5 results file. Automated placing and analyzing of ROIs follows the procedures described in the automated composition profiling paragraph below.

NeXus/HDF5 data models and enabling cloud computing Another key modification to previous work is the I/O handling. Specifically, the configuration files for each tool follow an NeXus application definition which defines what each parameter conceptually represents, which datatype and unit it has. Each configuration file is stored as a NeXus-compliant HDF5 file [55]. These application definitions build on recent work in APM research data management [56] to work towards making interoperable input and output data between different software tools via a community-developed set of open application definitions, glossary terms, and eventually ontology [57,58]. Thanks to all modifications to the toolbox, it has now become possible to package the toolbox in a Docker container which allows its efficient integration into FAIR data management platforms, like NOMAD [18]. Here, we can take advantage of paraprobe already because of the open data model and open file format. We encourage the atom probe community to contribute to these efforts by exchanging ideas at meetings and conferences and making suggestions through the online documentation [86]. If fostered by the community that could lead to the formulation of a common data exchange model to make atom probe microscopy analyses more interoperable and reproducible.

2.2 High-throughput composition and object analyses

Open-source deconvolution, iso-surfaces, and microstructural object reconstruction Paraprobe-nanochem implements multiple computational geometry algorithms which, when used in combination, enable users to programatically instruct delocalization tasks, iso-surface-based analyses, and subsequent computational geometry processing to reconstruct microstructural objects and automated ROI-based composition, concentration, proxigram, and interfacial excess analyses. This work focuses on three-dimensional objects, such as triangulated surface meshes of precipitates. Unique is that the user can access all intermediate results and objects, including their geometry. Figure 1b summarizes the individual algorithmic steps of the paraprobe-nanochem tool for quantifying microstructural objects. Key details of these algorithms are summarized in the following paragraphs.

Delocalization This is a strategy for smearing ion positions into the continuum to enable subsequent approximating of topologically simpler and smoother features via iso-surfaces [1]. Delocalization can be achieved with defining first a discretization volume (3D voxel grid) and superimposing it on the point cloud. Second, the voxels are scanned with a delocalization kernel which evaluates how strongly each ion contributes signal intensity to each voxel.

So far, paraprobe implemented [65] a naive approach whereby an ion was binned into the voxel that covered its position using rectangular binning. More sophisticated methods were proposed [3,40,89] but these have so far been accessible almost exclusively via commercial software [62] where exporting the scalar fields is, to the best of our knowledge, not practically possible. Given that delocalization settings are often not reported in the literature in sufficient detail or many users rely on default settings [21], it is often difficult to judge the sensitivity of iso-surface-based results that were reported in the literature. However, as Larson et al. pointed out [4], applying delocalization always calls for making a compromise between how strongly one smears positions in an effort to achieve blunter surfaces and smoother composition gradients but to smear not too strongly to render very different or even questionable numerical results. Several authors reported in fact a strong parameter sensitivity of iso-surfaces [54,56], and suggested improvements but these remained, with few exceptions [61], at the level of accepting the results from commercial tools oftentimes paired with very tedious manual inspection. To close this gap was our incentive to implement an open-source alternative. Paraprobe-nanochem implements a multi-threaded kernel density estimation which uses an anisotropic 3D Gaussian delocalization kernel with variances $\sigma_x = \sigma_y := \sigma \in \mathbb{R}, \sigma > 0$, and $\sigma_z = 0.5\sigma_x$. Ion types are decomposed into isotopes of elements and accounted for via element-specific scalar fields. Users can instruct multiple delocalization analyses with different settings to study the sensitivity of iso-surfaces to delocalization (see case study 3.5 specifically). Further technical details are reported in the supplementary material.

Iso-surface extraction After each delocalization run, paraprobe-nanochem activates another internal batch queue for approximating triangulated iso-contour surfaces (ion-count-, composition-, or concentration-based). This enables studies with a customizable set of iso-surface threshold values $\{\varphi\}$. Already computed delocalization results are reused rather than recomputed. Multiple methods have been reported in the computational geometry community for approximating
a continuum description for surfaces. We decided to use an open-source implementation of a topologically more robust marching cubes (MC) algorithm [90]. The reader is referred to the literature for a detailed overview of the functioning, the history, and differences between MC implementations and alternatives [91, 95].

The result is a triangle soup, i.e., triangles without connectivity information, representing a complex (set) of iso-surfaces. Although MC has frequently been applied in the atom probe literature, mostly via its implementation in commercial software, few atom probes have discussed that the implementation of the topological rule set can differ between MC implementations [64]. These differences can result in eventually significant effects on the local topology and closure of the iso-surface, in particular when there is a strong sensitivity on the threshold value $\varphi$.

**Microstructural object (feature) reconstruction** Iso-surfaces serve the quantification of a key methodology in material science which is to coarse-grain specific atomic arrangements into objects, or features, for which descriptors, like curvature tensor, line or surface energy, can be attributed at the continuum scale. Continuing with the triangle soup, paraprobe-nanochem performs first a proximity clustering of the triangles, using a modified DBScan algorithm [96] to cluster nearby triangles. Once clustered, polygon mesh processing is used, including combinatorial steps, to identify which of the triangle cluster represent individually closed surface meshes of polyhedra and which cluster represent open or free-standing triangle patches. Shortest Euclidean triangle-to-triangle distances were computed via the GammaUNC/PQP library [81]. Polygon mesh processing uses functionalities of CGAL [73, 78]. Triangles are clustered sequentially, polygon mesh processing uses multithreading.

**Object characterization** After clustering the triangles yet another internal queue can be processed which analyzes further each identified closed polyhedron: These analyses can be configured according to user needs offering the volume of the polyhedron, an inspection if triangles of each surface mesh intersect with the mesh of the edge of the dataset, a computation of outer unit normal vectors for each triangle facet, and a shape analysis of the object via computing an (approximate) oriented bounding box (OBB) [97] or rotated ellipsoid [98] for the object respectively. Furthermore, the tool inspects which ions, i.e., which evaporation IDs, are located inside or on the surface mesh of each closed polyhedron [73]. An exact algorithm for computing the optimal OBB has been reported [99, 100]. However, its cubic numerical complexity in the number of points renders it impractical. Therefore, we opted to interface the tool with a faster approximating algorithm [97, 101, 102] implemented in CGAL [73]. Point-in-polyhedron intersection tests are evaluated also via CGAL. All object characterization uses multithreading.

**Automated composition profiling** As another optional step, paraprobe-nanochem implements algorithms for placing customizable ROIs at each triangle facet of an object or of a free-standing surface mesh and evaluating projected signed distances of the ion relative to the signed interface facet normal (1D composition profiles, Fig. 4e, 6b). Using the outer unit normal and barycenter of each triangle facet enables to place and align each ROI. The cylinder-triangle intersection algorithm of [103] enables to identify if ROIs lie completely inside the dataset or not to detect bias or profile truncation. The result is a set of ROI mesh geometrical metadata and at least a collection of ion and/or element-specific sorted lists of projected distances, eventually preprocessed already into cumulated composition profiles. If desired, such analyses can be performed for every run to study sensitivity on delocalization, iso-surface, and object parameterization. This automates a set of tasks which would otherwise very likely not be performed manually because of the extremely time consuming number of thousands if not millions of ROI analyses necessary through GUI interaction. Paraprobe documents all ROI metadata (location, orientation, dimensions) to offer numerical exact reproduction, which is another clear advantage over hitherto reported manual procedures. ROIs are processed via multithreading.

### 2.3 Spatial correlation analyses

**Motivation** These functionalities enable scientists to collect detailed ensembles of sets of mesh data which is useful for parameter sensitivity studies, uncertainty quantification, and planning more targeted or detailed manual analyses commercial or community software. Despite its value for scripting analyses, we found that the amount of generated data can be overwhelming because the results report, depending on how the analyses were configured, the sensitivity on multiple sets of parameters from the geometrical, the surface approximation, and delocalization, and eventually even ranging and reconstruction. Being able to investigate this wealth of information is the strength of high-throughput tools.

Therefore, we felt we should develop an automated post-processing tool to support scientists with quantifying the sensitivity of an object’s representation as a function of parameters used - paraprobe-intersector is the result of this - the second key novelty of our work. The tool enables generic spatial correlation and location analyses of ensembles of sets of three-dimensional triangulated surface meshes. Tools for such a characterization have been developed in the biological structure characterization and fluorescence microscopy communities [104, 108] but these work with discretized objects, i.e., voxel grids. Known as so-called colocalization analysis tools in those communities, these tools have not found a particular recognition or application in the materials science community though yet. Our implementation works for objects in continuum space. Here, assuring numerical robustness is a more difficult challenge than for discretized objects.

**Methods** With the paraprobe-intersector tool of [66] now becoming replaced by paraprobe-crystalstructure [66] we changed the scope of the paraprobe-intersector tool and reimplemented it. Now paraprobe-intersector takes a collection $S$
of sets $\mathcal{M}_k$ of three-dimensional triangulated surface meshes $\mathcal{T}_k^l \in \mathcal{M}_k$ of polyhedra $l$. Application on the set $\mathcal{S} = \{\mathcal{M}_k\}$ with $k, l \in \mathcal{N}$ quantifies a number of spatial location, mesh composition, and collision analysis tasks by pair-wise comparing objects $\mathcal{T}_k^a, \mathcal{T}_j^b$ (with $i, j$ values of $k$ and $i = j$ allowed and $a, b$ values of $l$ with $a = b$ allowed). Objects can be compared for different $k$ or $l$. Specifically, the tool provides algorithms for answering the following questions:

1. With which objects does an object intersect? We term this collision analyses.

2. If two objects collide, what is the volume of the intersection ($\mathcal{T}_k^a \cap \mathcal{T}_j^b$)? Details of the volume computation of these, so-called intersection analyses, are reported in the supplementary material.

3. If an object does not collide/intersect (volumetrically) with another object, does it have other objects within a threshold distance $d_{prx}$ (shortest Euclidean)? We term this proximity analyses.

4. We store individual collisions and proximity relations as directed graphs per set $k$. In these graphs, nodes represent said objects (polyhedron $l$ in set $k$). Edges represent collision- or proximity-type unidirectional relations between node pairs. This enables to logically relate objects even though they are assigned eventually different identifiers throughout the analyses.

5. Using Voronoi-tessellation methods (see [65]), we construct composite objects from Voronoi cells which belong to specific reconstructed ion positions inside specific objects. Resulting in composite meshes of sets of individual Voronoi cells, where each cell has object ID and evaporation ID attribute data, selected nearest and higher-order nearest neighbor cell adjacencies are evaluated. These topological analyses enable a segmentation of the cell set into three-dimensional regions about objects and a representation of interfaces between objects as 3D meshed entities. An example are ions within the interface between two or more coprecipitating second-phase precipitates. The approach is equivalent to describing the three-dimensional structure of grain boundaries via Voronoi cells [13][14].

6. Using attribute data for each object, such as polyhedron volume or element-specific composition values (from paraprobe-nanochem), we post-process the resulting directed graphs along the direction $k$, while traversing forward and backward, to characterize the evolution of shape and properties of objects as a function of their representation for different $k$. Essentially this graph traversal yields results that remind of Matryoshka dolls which enables the desired quantification how volume and composition of specific objects change as a function of iso-surface value $\varphi$ for instance. The traversal copes with the problem that iso-surface analyses are independent and thus objects will get different identifiers assigned throughout the high-throughput analyses. Paraprobe-intersector essentially identifies the relations between these identifiers. Evidently, the variable $k$ denotes a general coordinate in parameter or phase space, respectively, whose interpretation depends on the use case: Another possible one for which the tool could be used is spatio-temporal tracking of triangulated surface meshes of crystals from e.g. crystal plasticity simulations [67]. In such a case, $k$ could be chosen as equivalent to the time step $t$, strain step $\epsilon$, or iteration counter. Then, a comparison of mesh $\mathcal{T}_k^a$ (at time $t$) with mesh $\mathcal{T}_{l+1}^b$ is equivalent to the re-identification (tracking) of the crystal (or its fragments) between the previous $(t - 1, \text{backward tracking})$ or the next time step $(t + 1, \text{forward tracking})$ respectively.

Further details are given in the supplementary material. These include also details about the implementation, the computers that were used, and the scheduling of the jobs.

3 Results and discussion

3.1 Comparative study of methods for modeling the edge of a dataset

Although an atom probe reconstruction captures often a statistically significant number of ions, it represents a point cloud within a finite region. Consequently, datasets often contain incompletely measured but relevant microstructural features. Tightly-fitting triangulated surface meshes to the edge of the point cloud [109] can be a useful tool in this regard for quantifying such edge effects and studying the sensitivity of engineering-relevant descriptors (e.g. number of precipitates or atoms per unit volume).

In the first case study we compare how quantitatively different such results and descriptors are for different edge meshing strategies. A mesh-based description of microstructural features offers further opportunities. One is to create distance-based or even tessellation-based volumetrical segmentations of datasets. Another one is to inspect eventual collisions of meshes, or portions of meshes, and evaluate the proximity of meshes. With these functionalities the first case study also documents how spatial object analyses, like those reported in [41][110], can be generalized for meshes.

As an illustrative example we reanalyze a reconstructed dataset of an neutron-irradiated steel specimen. The dataset was measured, reconstructed, and ranged originally by Jenkins and coworkers. Compositional information, irradiation and experimental conditions [111], and details to the heat treatment of the material [112] were reported in the literature. The specimen contains a dispersion of clusters, which are richer in copper, silicon, nickel, and manganese than the matrix. The authors characterized these clusters with the core-linkage algorithm [49][111]. Sharing the original reconstructed
ion positions and mass-to-charge-state-ratio values surplus which ions were assigned a cluster, enabled our work. With a total of $7.57 \times 10^6$ detected ions the dataset volume is small but instructive because the smaller a dataset is (in volume) the relatively more likely its ions lie close to the edge of the dataset. Especially in this case, a quantification of edge effects is more important than it is for larger datasets. We should also mention that acquiring substantially more than a few million ions is often problematic for materials which are prone to premature fracture due to stress on the specimen.

The reconstructed point cloud was transcoded and ranged. In this and subsequent case studies we perform atom-type-specific quantification by decomposing (molecular) ion types into atoms and computing respective multiplicity of each atom. Next, four different sets of edge models were computed: The first set of meshes are approximations of specific iso-contour surfaces or iso-surfaces for short. The here developed paraprobe-nanochem tool was used to delocalize the position of each ion and compute the total number of atoms per voxel without distinguishing atom types. We refer to such iso-surfaces as iso-total-atom-count ones. The adjustable parameter is $\varphi$ the total number of atoms per voxel. The delocalization returns real-valued quantities. The second set of meshes was computed via the paraprobe-surfacer tool which constructs a set of $\alpha$-shapes \[46\] \[65\] \[113\]. In principle these are generalizations of convex hulls with $\alpha$ as the adjustable parameter. The third edge model is the special case of $\alpha \to \infty$ which is equivalent to the convex hull \[109\]. The fourth edge model was created by computing first the distance of each ion to an iso-surface from the first edge model (the one for $\varphi = 0.1$ atoms). Second this model was combined with ion-to-edge distance attribute data and a Voronoi tessellation of the entire dataset. With these pieces of information an edge model was instantiated which is composed of all facets between pairs of cells where one cell has a distance larger and the other one a distance that is smaller than an ion-to-edge distance threshold $d$. This threshold is the adjustable parameter.

Figures 2 summarize key results when comparing these edge models. Specifically, we inspect the surface meshes for closure and compare their interior volumes. The volume of the dataset is a key descriptor for normalizing many other descriptors of materials engineering relevance like the density of microstructural features. These engineering descriptors will be explored in more detail in the fifth case study. The results in Figs. 2 substantiate that parameter settings exist for which all four edge models yield watertight surface meshes. The respective interior volume, though, differs by 2% to 10% between different models. Especially, the description of the volume based on $\alpha$-shapes is sensitive. These results add quantitative substantiation to previous studies \[65\] \[77\] \[111\] \[114\].

Our study supports that edge models based on the convex hull have advantages. These are lower numerical costs than for the other edge models, no parameter sensitivity, and guaranteed watertightness. Returning in most cases a lower number of triangles compared to $\alpha$-shapes obtained with $\alpha \ll \infty$ is an additional advantage when computing
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ion-to-edge distances. The key disadvantage of convex hulls is that the computed distances of ions in local concavities are inaccurate. The results for $\alpha$-shapes document why using previously reported practices of downsampling should be used very carefully if at all. The results show that $\alpha$-shapes which are computed for differently sampled input but the same $\alpha$-value have not only different shape but also a different interior volume evolution curve with changing $\alpha$.

Thanks to using the Computational Geometry Algorithms Library (CGAL) (see methods section), the numerical efficiency of using paraprobe-surfacer for analyses as compared to those performed by Jenkins et al. \cite{111} is well one order of magnitude higher. The authors reported it took sequentially more than two hours to compute an efficiency of using paraprobe-surfacer for analyses as compared to those performed by Jenkins et al. \cite{111} is well one order of magnitude higher. The authors reported it took sequentially more than two hours to compute an $\alpha$-shape of the entire dataset (using a package of the R programming language \cite{115,116}). Paraprobe-surfacer by contrast computed an $\alpha$-shape for the entire dataset in 4 min 45 s (sequential execution, setting $\alpha \to \infty$). This substantiates that instead of using downsampling practices, i.e. take only each n-th ion, it is better to use tools which are numerically more efficient. We confirm that downsampling reduces indeed trivially the numerical costs. Tested here with repeating the authors' downsampling experiments confirmed the approximately the same order of magnitude faster processing so that minutes reduced to seconds. In effect, this enables $\alpha$-shape-based analyses for a larger number of cases as it was so far considered in the APM literature. We expect that the practical benefit of our solution becomes even more important when working with larger datasets because algorithms for computing $\alpha$-shapes scale worse than linearly.

Frequently it is useful to segment a dataset into regions of different distance to microstructural features. Figures \ref{fig:2} verify the tools’ capabilities to compute this segmentation. As an example, we study the same clusters which the authors identified via convex hull surface meshes. For this purpose a utility tool (paraprobe-clusterer) was implemented which imports arbitrarily made definitions of clusters from third-party tools of the APM community into paraprobe. Here, we exemplify for clusters computed with IVAS/AP Suite, which is the main commercial software. The figure visualizes all ions in the dataset within 1.0 nm distance to these surface meshes (on either side). The method can be extended to segment also regions in the dataset with specific distance to spline-based line or tubular features.

Another purpose of the first case study is to verify the capabilities of the paraprobe-intersector tool to correctly identify collisions between and proximity of individual or entire sets of triangles of surface meshes and/or surface patches. Furthermore, we test the tool functionality that computes Voronoi-tessellation-based volumetric segmentation. Specifically, each convex hull was tested for collisions on neighboring convex hulls in the set. Although this is an empirical strategy for verifying an implementation, it is expected that detecting eventual numerical differences could help to identify if severe implementation errors exist. We expect that each convex hull should collide only with its own copy and on neighbors eventually.

Figure \ref{fig:3} confirms all of these expectations. All meshes get detected as overlapping with themselves. Interestingly, also cases of additional collisions on neighboring convex hulls were detected. One random example is shown in Fig. \ref{fig:4} for a collision pair. Using paraprobe-clusterer it was possible to confirm that no ion was coincidentally a member of two clusters within the authors’ original cluster analysis results. However, the point set which is closer, in an Euclidean closest distance sense, to all ions of a given cluster (the composite volume of all Voronoi cells to the points in the cluster) is different to the point set that is covered by the respective convex hull of that point set.

Using the meshes that paraprobe-tessellator generated and connecting these with the collision analysis results of paraprobe-intersector enabled to confirm the situation using Paraview. The tools deliver all data which enable scientists to inspect all collision situations. As an example we deliver the respective 3D models as supplementary material. This material documents that also all other cases of collisions on more objects than ones own mesh where cases like the one which is exemplarily shown in Fig. \ref{fig:3}. This verification suggests that the paraprobe-intersector can solve also a number of other collision analyses like those reported for iso-surface-based analyses in \cite{21}.

### 3.2 Automated composition profiling for closed objects

The second case study aims to verify the paraprobe-nanochem tool. Furthermore, we use it to present an automated method for composition profiling to support scientists with collecting reliable statistics of composition gradients across interfaces in an efficient manner. As an example, we process a reconstructed dataset of Cerjak et al. \cite{117} that was taken from a S690 steel specimen. The dataset contains $23.8 \times 10^6$ ions in total. We work with the original reconstructed ion positions and ranging definitions of the authors \cite{117}, for which data were made public and experimental procedures explained in previous work \cite{21}. The dataset represents a material volume which contains a partially measured carbide located at a grain boundary segment which is decorated with phosphorus as solute atoms. We focus first on characterizing a single object, here the carbide, to familiarize the reader with object-based analyses before continuing with results of such studies for ensembles of objects and finally for ensembles of such ensembles and their parameter sensitivity. Specifically, we computed carbon iso-composition surfaces ($\varphi_C = 1.0 \text{ at.}\%$ to $30 \text{ at.}\%$ with $1.0 \text{ at.}\%$ step) for a delocalization grid with cubic cells of $l = 1.0 \text{ nm edge length}$. The variance of the kernel is $\sigma = 1.0 \text{ nm}$.

Figures \ref{fig:1} document that paraprobe-nanochem yields detailed quantitative and spatially-resolved composition results. Specifically, Fig. \ref{fig:1} verifies that objects can be meshed and ions inside these meshes detected correctly. The triangle facet normals have the correct orientation which is, according to our definition, positive when pointing out of a closed object. The 3D models in the supplementary material document also a correct detection of eventual inclusion of, or intersections between, individual ROIs and an edge model of the dataset Fig. \ref{fig:1} to pinpoint for which ROIs edge effects have to be considered. Figures like \ref{fig:1} and \ref{fig:1} were creatable because paraprobe stores all numerical data through HDF5. This enables efficient and programmatic figure creation, for instance to either explore composition gradients locally Fig. \ref{fig:1} or to script models which consume and post-process the characterized data in the HDF5 file according to user needs.
In this example the results confirm there is a decreasing carbon gradient towards the matrix and local differences of the carbon concentration profile across the surface mesh.

It is important to mention that the only input from commercial software is the reconstructed dataset with the ranging definitions. The novelty is in the combination of giving unrestricted access to algorithms for delocalization, iso-surface extraction, subsequent polygon mesh processing, and automated ROI analyses. This offers an alternative for many analyses that would manually be very time consuming to perform with GUIs. Examples are given especially in the following case studies. Such high-throughput analyses were in the past often neither feasible nor reported by experimentalists across APM publications, but with now having access to also the 3D atom intensity fields as data arrays it is possible to compare results to those from other tools.

Figures 5 summarize the tools’ capabilities for quantifying the spatial arrangement between different objects. The result suggests an example how the sensitivity of an object’s representation can be described as a function of the parameterization for the respective geometrical model. Specifically, Fig. 5 exemplarily shows how different choices for the iso-composition threshold \( \varphi_C \) result in different object representations. Specifically, a composite of 3D meshes of the carbide is shown for different carbon iso-composition \( \varphi_C \) values. Such a qualitative characterization is an established prerequisite step during exploratory analyses of APM data [21] especially when using commercial software. Our strategy and built tool, though, enables quantitative studies via logically combined analyses as a function of different threshold values, plus the rigorous documentation of these. This strategy serves not only advanced sensitivity and uncertainty quantification but also repeatability and reproducibility because of the documentation of the steps. The carbide example documents a sensitivity of the shape and composition to \( \varphi_C \). These findings confirm that a single threshold value is in most cases inadequate to distinguish objects via iso-contour approximation techniques [54–57]. Our work solves how these inherent limitations of iso-surfaces can at least be studied quantitatively in an exactly reproducible and fully automated manner.

The suggested delocalization method pinpoints a shortcoming of edge effect handling for microstructural objects in commercial software that is commonly faced, though, rarely discussed for atom probe data: We expect that delocalizing and discretizing a finite point cloud results in edge effects because the delocalization kernel extends beyond the edge of the point cloud. This affects the representation of surfaces. A more detailed discussion is offered in the supplementary material.

3.3 Automated meshing of interfaces aided by compositional gradients

Automated composition profiling as in the second case study requires orientable meshes to obtain consistently signed surface normals for each facet. For closed objects such a set of normal vectors can be computed as it was shown in the previous case study. In the case of polyhedra usually weighting schemes [118] are in use because otherwise discontinuous changes of surface normals are encountered at vertices and edges. A related atom probe study [62] used these so-called pseudonormal vectors.
Figure 4: Sub-figure a) documents that paraprobe-nanochem can be used to analyze the entire dataset or portions of it. Automated inspections of objects via local ROIs to the surface mesh are possible. Sub-figures a) and b) give an overview of the entire dataset a) and a close-up b) of the carbide at a curved interface segment. Sub-figure c) and d) show a close-up of the carbide to document the computational geometry and composition analysis capabilities. Iso-surface-based analyses deliver triangulated surface meshes such as the blue wireframe mesh of the carbide in c). This sub-figure supports that also incompletely measured microstructural features in contact with the edge of the dataset can be analyzed. For each (closed) object the tool computes which ions are lying inside or on the surface of the object (green point cloud inside the bluish wireframe in c). Sub-figure d) shows the triangles of the surface mesh with individual outer normal vectors. These are used to automatically place and orient ROIs with the local facets (here exemplified for cylinders). To convey this message clearer, we rendered only a random sub-set of ROIs and their guiding normals. 3D models are available as supplementary material. Paraprobe-nanochem evaluates if ROIs intersect with the edge of the dataset. Thereby, automated analyses of composition profiles, like those shown in sub-figure e), can be controlled to detect eventually incomplete profiles. Here, all 1D cumulated carbon composition profiles are shown for all those ROIs which are fully embedded in the dataset. Sub-figures like the last one can be created with scripting using paraprobe-autoreporter, thus offering tailored analyses.

Many iso-surfaces, though, contain portions which are not closed but represent free-standing, so-called surface patches. In this case, the (global) context of the model and often further assumptions are needed to decide how the normals of the mesh primitives (here triangles) can be oriented consistently.

One important application is quantification of composition variation in the vicinity of grain or phase boundaries. Here, it is important that the normals point ideally in the same direction of an existent composition gradient instead of being flipped in an uncontrolled manner. The procedure which is used to compute normals in such situations should be well documented as to guide users where eventual inconsistencies exist. Given the variety of possible triangle configurations there can be inconsistencies when computing so-called proximity diagrams and studying their respective composition profiles \[ \text{[39, 62]} \].

In this (third) case study, we test an automated protocol for orienting triangle normals by taking into account gradient information of the underlying composition field and formulate a quantitative quality descriptor which documents for which triangles this procedure is locally eventually not reliable. Exemplarily, the case study here reports local composition profiles across an interface protrusion and positions of eventual junctions between microstructural features (dislocations or patches of phase boundaries) at this protrusion.

Specifically, the analysis is for a reconstruction of a 100Cr steel specimen from Mayweg et al. \[ \text{[119, 120]} \]. The author shared the original dataset with 30.7 × 10⁶ ion positions and ranging definitions. A convex hull edge model was computed for the entire dataset. Subsequently, different carbon iso-composition surfaces (\( l = \sigma = 1.0 \text{ nm and } \varphi_C = 5.0 \text{ at.\% to } 15 \text{ at.\% with } 1.0 \text{ at.\% step}) were processed. Figure 6a displays the \( \varphi_C = 12 \text{ at.\%} \) iso-composition surface. To orient the normals of the triangles we first compute the gradient of the composition field \( \nabla \varphi_C \). Second-order accurate central differences are computed for interior voxel and first order accurate one-sided (forward or backward) differences at the boundaries. Next, the voxel with the closest barycenter to the triangle barycenter is taken to guide the direction of the normal. Specifically, the magnitude of the gradient \( || \nabla \varphi_C || \) at this voxel is taken as the quality descriptor to filter if the
Figure 5: Paraprobe-intersector is a tool for studying the parameter sensitivity of individual or ensembles of objects. Sub-figure a) shows a composite of 3D meshes of the carbide for different iso-surface settings. Reminding of Matryoshka dolls, the meshes for the carbide have different size and shapes. Paraprobe-intersector evaluates which meshes are logically connected via spatial collisions on other or proximity relations to meshes of neighboring objects. Sub-figure b) documents how this functionality yields automated graph network descriptions and visualization of the logical relations. These quantify the successive fragmentation of the iso-surface with increasing $\phi_C$. Sub-figure c) documents that connecting results from different tools, here individual object properties for each iso-surface value from paraprobe-nanochem (carbon $\phi_C$ iso-composition), with graph analytics from paraprobe-intersector, yields rigorous quantitative characterization how sensitive descriptors like volume or composition of an object are to parameterization. With scripting such diagrams could be created for each object of a high-throughput analysis in an automated manner.

Voxel can guide the eventual flipping of the triangle normal vector. As an example, we ignore triangles with associated voxels with lower than 0.01 at.-% $-1$. For all other triangles of the patch, the respective normals $\vec{n}$ are evaluated against the gradient direction and eventually flipped to assure $\vec{n} \cdot \nabla c_C \geq 0$.

Note that the magnitude of the gradient and the cosine of the angle between the gradient vector and the triangle normal can serve as quality descriptors to identify local configurations where the gradient vector is nearly perpendicular to the proposed triangle normal. In such a case, the cosine evaluation yields values close to zero regardless from which side one approaches so that the projection is prone to sign fluctuations of the normal and therefore of lower quality than compared to a case of a near parallel alignment.

Figures 6 summarize that this approach makes the triangle normals point in a direction which is consistent with the composition gradient that is here pointing into the ferrite with its lower carbon concentration. With these normals computed, automated ROIs are placed (similarly like in the second case study). An extension of this work and combination with results from paraprobe-distancer could use these normals and quality descriptors to filter out those regions in the
The automated placing functionalities for ROIs and composition analyses of paraprobe-nanochem can also be used for quantifying surface patches which are not part of closed objects. In this case the local triangle normal vector is oriented via an inspection of the gradient of the composition field $\nabla \vec{c}$. Two exemplar sets of cylindrical ROIs are displayed in transparent colors to show how they overlap and align with the local normals. All profiles are stored in the HDF5 result file to enable further programmatic analyses with Python scripting for example.

3.4 Automated meshing of interfaces aided by chemical decoration

There are many datasets where iso-surface-based analyses of grain and phase boundaries, like those discussed so far, are unsuccessful. Facing imprecision of current reconstruction models, insignificant chemical gradients across the interface or lacking correlative results from electron microscopy methods means insufficient latent crystallographic information to identify interfaces in atom probe datasets. In some cases features within field desorption images can be used to inform the reconstruction of interfaces inside the reconstructed volume \[121\].

There are cases, though, where this is a tricky, if not a conceptually questionable approach: A grain or phase boundary is defined as the three-dimensional region between two adjoining crystals where the long-range crystallographic symmetry breaks. This region is often spatially correlated but not necessarily located exactly where a local segregation of a decorating solute is highest.

With the increased usage of site-specifically prepared atom probe specimens to probe spatial details of solute segregation at interfaces (see e.g. \[122\], \[123\]), there has been an interest to use this chemical decoration for supporting the construction of triangulated surface meshes to stand in as models of interfaces. Feller et al. implemented computational geometry methods for this task \[42\], \[43\], \[46\]. Their so-called DCOM algorithm has influenced several authors \[47\], \[64\], \[124\]. Implemented in practice, these tools are semi-automated and may or not need manual mesh processing which is most conveniently performed with GUI-based tools like Blender. A noteworthy subtlety of DCOM is the stability of the algorithm when it gets applied iteratively. These and how users assure the creation of robust meshes when working manually has not been covered in substantial detail in the atom probe literature.

DCOM is an iterative algorithm which relocates the triangles of an initial interface model by moving vertices towards the barycenter of the local cloud of solute atoms about the respective triangle vertices. However, if left unconstrained, these mesh operations can result in mesh self-intersections. To support this discussion we specifically revisited the authors’ implementation \[74\] and investigated whether a complete automation of the algorithm and adding of established intermediate steps of polygon mesh processing and mesh quality inspection yields a more frequently applicable automation of DCOM. We were also interested whether this improves robustness or not.

As an example, we applied our modified implementation first on an interface in a molybdenum-hafnium alloy from Leitner et al. \[125\]. The authors shared the original dataset with $4.58 \times 10^6$ ion positions surplus the original ranging definitions. The dataset details a reconstruction with a single curved interface patch with boron and carbon segregation.

Figures 7 summarize the results of letting paraprobe-nanochem construct a quality triangulated surface mesh based on the joint point cloud of boron and carbon atoms in the dataset. The initial planar interface model was computed with principal component analysis (PCA). Subsequently this model was iteratively refined via DCOM. During each iteration the mesh from the previous iteration was refined and mesh-smoothened to equilibrate interior angles of the triangles, followed by a DCOM step, with a subsequent check for mesh self intersections. Specifically, the mesh was refined from an initial triangle edge length and DCOM radius of 10 nm in steps of 2 nm to a target edge length of 2 nm.
Using sequential computing the interface modeling took 0.3 s wall clock time including I/O. For this dataset it was successful to take naively the entire boron and carbon ion point cloud. The algorithm locates the interface initially and successive refined the model fully automated.

With a triangulated surface mesh generated, we equipped paraprobe-nanochem with support for the automated ROI analyses of the previous case studies. For the exemplar dataset here, we performed completely automated and multi-threaded analyses using four cores on a laptop. Details are available in the supplementary material. ROIs with a height of 20 nm and a radius of 5 nm were taken. From the total of 4934 triangles/ROIs, 1354 were detected as fully-contained ROIs. Composition analyses were performed for all of them. This analysis took 18.2 s of which 5% was spent in I/O operations.

Figure 7: Paraprobe-nanochem implements a set of robust and automated methods for creating triangulated surface mesh models of individual interfaces. This is useful in cases when a decoration of solute atoms is the exclusive experimental hint of the interface location. The tool combines this with a robust implementation of the DCOM method which detects if triangles self intersect during the iterative refinement of the interface model. Once identified, triangulated surface meshes are processed via fully-automated methods where ROIs are placed and aligned at each mesh triangle, if desired, to characterize composition, concentration, proximity diagrams, and interfacial excess mappings a), d), e). The light-gray contour about the dataset is a mesh of the convex hull. Intersections between ROIs and the convex hull, here representing the edge of the dataset, are detected in this process to control analysis bias by ignoring those ROIs that are only partially contained in the dataset. Sub-figure b) shows a composite of all those ROIs which lie inside the convex hull. For all these ROIs, of which one is shown exemplarily in c), the tool computes the projected distances of each ion and its respective atoms. The results are stored in the HDF5 results file. This enables post-processing of different types of composition analyses via the paraprobe-autoreporter Python tool. Exemplified for ROI 1005 these analyses yield e.g. composition d) or interfacial excess e) profiles. Sub-figure a) summarizes the results of such interfacial excess computations for all interior ROIs, displayed as an interfacial excess mapping. Triangles outside the dataset or without an associate ROI inside the dataset are drawn as a wireframe mesh.

With additional less than 10 s of sequential Python processing the results yield interfacial excess maps Fig. 7a. This map and exemplar composition profiles Fig. 7d and Fig. 7e confirm that boron and carbon have segregated to a joint atomic fraction within the interface of approximately 1.5 at.-%.

With an average width of more than 5 nm the profiles document that the chemical decoration, as it displays in the reconstructed volume, is wider than typically observed for structural units in grain boundaries when these are characterized with high-resolution transmission electron microscopy. Such experiments reported 0.5 nm to 2 nm or explored with atom-resolving simulations [121, 122, 125, 126]. Calculation of segregation profiles at grain boundaries within the coincident site lattice (CSL) approach display widths which are consistently smaller than 0.5 nm [127, 129]. Literature results from early APFIM measurements [130, 131] which relied on a different methodological approach than compared to modern APT measurements also report such narrow segregation profiles for W-Re solid solutions. The here proposed protocol for automated characterization of gradients at interfaces can support research on disentangling the individual contributions of inaccuracies due to reconstruction models used or the eventual existence of defect phases [132], and/or precipitates at the interface. Whether such a disentangling is possible with experiments alone or requires the support of computer simulations is a topic of current research [57]. This warrants a detailed analysis in its own right that is beyond the scope of this multi-method-reporting paper.

Motivated by this success, we applied the tool to five other datasets. Each was measured for a similar experimental design: characterizing a single eventually curved interface, in a site-specifically specimen to yield a reconstructed volume with an interface that is decorated with solutes. Studies for these other datasets are parts of ongoing work; and therefore the following findings are so far preliminary. We learned that it is the specific location of the interface plane, its inclination, the spatial arrangement (relative to the interface patch) and the number of solute atoms on either side of
the interface which defines if creating an interface model without manual interaction is successful.

For one of the five datasets this was successful using also naively the entire dataset. In the other cases working with all ions of the decorating species was unsuccessful. Especially for strong noise the PCA just splitted the dataset approximately in half uncorrelated to the chemical decoration. In three other cases, using the naive approach delivered a mesh of only a partial patch of the interface. However, with simply constraining the input to operate only on those solute ions inside a thin rotated bounding box about the interface, it was possible to mesh all cases across the entire interface.

Only in one of the five cases the spatial distribution of the decorating ions was so heterogeneous that local curvature built up during DCOM operations so that the algorithm warned and stopped when it detected mesh self-intersections. We learned that here is potential for a further improvement of the method which is to use automated remeshing procedures which are commonly used in the field of finite-element-based interface evolution solvers. Alternatively one could interpret the DCOM-relocated vertex positions as a predictor step and apply a subsequent shape smoothing operation which effectively constraints excessive vertex migration. Algorithms for such tasks have been proposed in the computational geometry community and are used in the continuum mechanics and the annealing microstructure evolution modeling communities.

In summary, we consider the work on this use case and DCOM a success because if such a simple spatial filtering suffices it is likely that also other datasets can profit from our faster, more automated, and more comprehensively documenting tool. Thanks to open-source software, it is possible to containerize the tool, and make it thus accessible for cloud-based computing in services like NOMAD [25]. This substantiates that much collectively performed research with sharing atom probe datasets is left to become cooperatively harvested. This would also enable even more careful analyses of the subject to pinpoint in which cases there is really no alternative to manual mesh processing.

3.5 Automated high-throughput analyses of object ensembles

In the fifth case study we apply the above-mentioned methods in automated high-throughput analyses for characterizing microstructural objects, precipitates, via computing and segmenting triangulated iso-composition surfaces. The tomographic reconstruction was taken from a measured atom probe specimen of a nickel base super alloy. This material contains two different types of precipitates. One type are \( \gamma'' \) \((\text{Ni}_{3}\text{Nb})\) which are niobium-rich precipitates. The other type are \( \gamma' \) precipitates \((\text{Ni}_{3}\text{X})\) which contain aluminium or titanium atoms representing \( X \). Many of these precipitates show coprecipitation, i.e. (spatial) configurations where one or multiple precipitates lie in close proximity or make contact to other precipitates. To rationalize their effect on material properties, it is not only relevant to quantify each precipitate individually with respect to its volume, shape, and atom composition, but also to understand the detailed spatial arrangement and relative frequency of different coprecipitation configurations.

The dataset was measured, reconstructed, and ranged by Rielli et al. [133]. The reconstruction contains a total of \( 103.2 \times 10^6 \) ions. Experiments were performed on a CAMECA/AMETEK local electrode atom probe (LEAP) 3000 Si instrument with a detector efficiency of 57% in pulsed voltage mode. A target evaporation of 1%, a pulse fraction of 20%, and a pulse rate of 200 kHz were used. The specimen was measured while maintaining a temperature of 50 K. The tomographic reconstruction was performed with commercial software IVAS (v3.8.4) and crystallographically calibrated [134, 135].

In the preprocessing steps we imported the dataset representing the reconstruction and ranging definitions from IVAS and applied these (paraprobe-transcoder, paraprobe-ranger). Next, we computed an iso-surface of the total atom count per voxel (paraprobe-nanochem) and evaluated the shortest Euclidean distance of each ion to the iso-surface at \( \varphi = 0.1 \) atoms threshold (paraprobe-distancer). Next, two sets of high-throughput studies were executed: One for characterizing \( \gamma'' \) and another one for characterizing \( \gamma' \) precipitates. Previous high-resolution transmission electron microscopy studies [136] on a similar material and processing conditions supports our assumption to restrict the analyses in this work on \( \gamma'' \) and \( \gamma' \) as the most important precipitate types. We assume that closed objects segmented from niobium iso-composition surfaces \((\varphi_{\text{Ni}})\) represent \( \gamma'' \) precipitates while closed objects segmented from aluminium plus titanium iso-composition surfaces \((\varphi_{\text{Al}+\text{Ti}})\) are \( \gamma' \) precipitates. Having made the same assumption in previous work [59, 60, 133], we continue to use the brown (\( \gamma'' \)) and turquoise (\( \gamma' \)) coloring scheme of [59] to distinguish these precipitates.

Each of the two high-throughput studies was instructed as a set of paraprobe-nanochem runs with different parameterization. Both probe the sensitivity of the object representations as a function of delocalization settings (grid resolution \( l \), kernel variance \( \sigma \), and threshold values \( \varphi_{\text{Ni}} \) and \( \varphi_{\text{Al}+\text{Ti}} \)) respectively. Specifically, 3D discretized grids within \( l = 0.50 \text{nm} \) to \( 2.0 \text{nm} \) with \( 0.25 \text{nm} \) step were probed. For each edge length \( l \), anisotropic Gaussian smoothing kernels with \( \sigma = \sigma_x = \sigma_y = 2\sigma_z \) were used and \( \sigma \) was varied between \( 0.25 \text{nm} \) to \( 1.0 \text{nm} \) (with \( 0.25 \text{nm} \) step). A 7^3 voxel delocalization kernel was centered at the closest voxel covering each ion. The result of each parameter combination yields a set of discretized elemental composition fields (for niobium, and aluminium plus titanium, respectively, reporting atomic fraction at.%). Iso-composition surfaces were computed on the interval 1.0 at.% to 30.0 at.% with 0.1 at.% step. In total, each high-throughput study thus probed 28 different combinations of delocalization settings with a total of 291 iso-surfaces analyzed per delocalization each.

Compared to classical analyses it would be necessary that an experimentalist performs 8148 runs via manual, GUI-based analyses and characterizes each object for these runs. This is a highly impractical task already for a single run as most runs have a complex set of triangulated iso-surfaces [60, 133].

By contrast, paraprobe-nanochem performs automated analyses with post-processing for each iso-surface including...
all its microstructural objects to extract quantities of interest for materials engineers (number density, volume of each object, object shape via fitting approximate oriented bounding boxes, and computing which ions lie inside each object for quantification of ion-species- and element-specific/atom-type-specific compositions). We assume closed objects can qualify as so-called interior objects if no point on their surface mesh lies closer to an edge model of the dataset than a threshold distance \( d_{prx} \leq 2.0 \text{ nm} \).

Figure 8: High-throughput quantification with paraprobe-nanochem reveals the parameter sensitivity of iso-surface-based descriptors, here exemplified for the number of interior objects a) and the total volume, respectively b) of \( \gamma'' \) and \( \gamma' \) precipitates as a function of \( \sigma \) and \( \varphi \) at fixed \( l = 1.0 \text{ nm} \).

The volume of the convex hull about the entire dataset is \( 2.056 \times 10^6 \text{ nm}^3 \). The upper dotted lines mark those runs, which are discussed exemplarily in more detail. For \( \gamma'' \) and \( \gamma' \) the respective \( \varphi \) values are 7.6 at.\% and 6.1 at.\%. The results show there are regions in parameter space for which the descriptors are least sensitive to \( \varphi \). Paraprobe-nanochem can compute detailed statistics with each run. Sub-figure c) exemplifies this with the distribution of volume of interior objects. Sub-figure d) exemplifies statistics of average object composition, here as an example for niobium for \( \gamma'' \) and aluminium plus titanium for \( \gamma' \), respectively, as a function of the object volume.

One key result of the study is that all descriptors show a sensitivity on the iso-surface parameterization. The results also quantitatively document a substantial effect which the delocalization settings have on the resulting descriptors. These results clearly support previously made comments [4] that such settings should not only be always reported but also their effect ideally be quantified in a reproducible and routine manner given now the availability of automated tools.

For example, Figs. 8 display the sensitivity of the number of precipitates Fig. 8a) and total volume of such precipitates Fig. 8b) as a function of iso-composition \( \varphi \), i.e. \( \varphi_{NS} \) and \( \varphi_{Al+Ti} \) respectively, for increasingly higher variance of the delocalization kernel \( \sigma \). The curve is practically smooth with two maxima. Different qualitative surfaces are obtained:
Below $\varphi \leq 3$ at\% the iso-surfaces represent a single complex which encloses the majority of the dataset. With increasing $\varphi$ the complex begins to fragment into pieces with a complicated dependency on the threshold value. Evidently, these low threshold values result in a percolating network of complexes, which indicates a threshold that most experimentalists would qualitatively consider as a too small one. With increasing threshold the complexes fragment further, which is more representative of a dataset that hosts a set of individually separated precipitates. The corresponding $\varphi$ range can be interpreted as a region of the parameter space (descriptor $\varphi$) with a lower sensitivity to $\varphi$. The resulting objects are in addition sensitive to the delocalization settings. Beyond $\varphi \geq 8$ at.\% the number density and corresponding volume of $\gamma''$ or $\gamma'$ precipitates reduces until eventually no interior objects remain. This is an effect of the successively stronger erosion of the precipitates with increasing $\varphi$. Traditionally one would ask at this stage what is the “right” threshold to choose. Our methods enable to quantify the sensitivity to either support specific user choices or supplement these with the required sensitivity.

Thanks to automation, it was possible to compute further statistics for each run. As these are part of the supplementary material, it suffices to zoom into key results. Figures [5] and [6] exemplify for the specific runs with $l = 1.0$ nm, $\sigma = 1.0$ nm, $\varphi_{Nb} = 7.6$ at.\% for $\gamma''$, and $\varphi_{Al+Ti} = 6.1$ at.\% for $\gamma'$ respectively. We find that the compositional variance of the objects is significantly lower than the larger it is the object volume (Fig. [8]). This sensitivity originates from at least two effects: Finite ion counting statistics and a relatively stronger effect of the delocalization for small objects. The results support that analyses of nanoscale precipitates requires substantial care if not sometimes a clearly set limit as to what is reliably characterizable with iso-surfaces and APM [6], [137] in general. Especially when no correlative electron microscopy data are available. Observing a quantization of compositions for objects with less than a few voxels (here 1 nm$^3$) is evidence of finite counting effects.

To further support our argumentation that a high-throughput approach is not only applicable to other materials but also offers significant value for scientists, we add another short case study. Specifically, an example of research on characterizing the composition of metastable phases in a metastable titanium alloy. The challenge here is that thermodynamics enable eventually for a range of object compositions, which can oftentimes be very similar, especially when defect phases [132] are involved and finite counting effects are relevant [137]. Specifically, the user story summarizes practical research experiences from a recent analysis by Zheng and coworkers [138], [139]. They studied different transient phases forming during heating to aging temperature in a $\beta$ Ti-5Al-5Mo-5V-3Cr alloy. The reconstructed dataset contained a total of $45 \times 10^6$ ions. The authors performed APT experiments, analyzed these via GUI-based processing in commercial software and studied individual precipitates via high-resolution electron microscopy.

Initially, only one phase (Ti-rich) was identified in the APT dataset when exploring titanium iso-composition surfaces. This was in contrast to the electron microscopy work, which clearly showed a high density of two types of precipitates (with different crystal structures) within the matrix. After two weeks manual exploring the APT data, it was possible to identify two types of precipitates. These showed very similar compositions (both Ti rich but with slight variation with different crystal structures) within the matrix. After two weeks manual exploring the APT data, it was possible to identify two types of precipitates. These showed very similar compositions (both Ti rich but with slight variation with different crystal structures) within the matrix. After two weeks manual exploring the APT data, it was possible to identify two types of precipitates. These showed very similar compositions (both Ti rich but with slight variation with different crystal structures) within the matrix. After two weeks manual exploring the APT data, it was possible to identify two types of precipitates. These showed very similar compositions (both Ti rich but with slight variation with different crystal structures) within the matrix. After two weeks manual exploring the APT data, it was possible to identify two types of precipitates. These showed very similar compositions (both Ti rich but with slight variation with different crystal structures) within the matrix. After two weeks manual exploring the APT data, it was possible to identify two types of precipitates. These showed very similar compositions (both Ti rich but with slight variation with different crystal structures) within the matrix. After two weeks manual exploring the APT data, it was possible to identify two types of precipitates. These showed very similar compositions (both Ti rich but with slight variation with different crystal structures) within the matrix. After two weeks manual exploring the APT data, it was possible to identify two types of precipitates. These showed very similar compositions (both Ti rich but with slight variation with different crystal structures) within the matrix. After two weeks manual exploring the APT data, it was possible to identify two types of precipitates. These showed very similar compositions (both Ti rich but with slight variation with different crystal structures) within the matrix.

As an example how this user story could be supported, we performed two exemplar high-throughput runs for titanium ($\varphi_{Ti} = 50$ at.\% to 100 at.\%) and aluminium ($\varphi_{Al} = 1$ at.\% to 15 at.\%) iso-composition surfaces (0.1 at.\% step for both runs) for the same dataset. For each run the titanium, aluminium, vanadium, and molybdenum composition was computed for each closed interior object (using a convex hull model for the edge of the dataset). The high-throughput runs yield sets of tables of atom-type-resolved compositions in an HDF5 file. Using a laptop and four threads the results were available after 1 h:39 min wall-clock time without further manual interaction. With all computational geometry and compositional data accessible and deterministically reproducible in an automated manner there is a clear benefit and complementary value of using automated analyses for initial assessing a dataset. Such assessment can support users with offering guidance where making traditional GUI-based analyses are of additional value.

### 3.6 3D characterization of co-precipitating phases

As the sixth and last case study, we will discuss how the results for the surface meshes of $\gamma''$ and $\gamma'$ precipitates (from the previous case study) can be further processed via paraprobe-intersector to yield automated and rigorous quantitative analyses of the precipitates’ spatial arrangement and eventual inclusion in (sets of) so-called coprecipitate configurations. In the first and especially the second case study we discussed how paraprobe-intersector enables a quantification of an object’s shape and composition dependency as a function of e.g. $\varphi$. Now, we will extend such analyses to entire sets of precipitates for collision and proximity respectively. We quantify all cases where $\gamma''$ precipitates are lying in specific proximity or are having contact with other $\gamma'$ precipitates. We should mention that the example of studying surface meshes which here are $\gamma''$ and $\gamma'$ precipitates is again an example that could equally be applied for objects representing other microstructural features such as other phases, or fragments of grains, crystals or polyhedra-composite-based descriptions of crystal defect ensembles.

Two high-throughput runs were performed: The first took all surface meshes of $\gamma''$ precipitates while the second...
run took all meshes of $\gamma'$ precipitates. Exemplarily we discuss the configurations for objects within two specific of the runs from the fifth case study. Those for parameter values $l = \sigma = 1.0 \text{ nm}, \varphi_{\text{Nb}} = 7.6 \text{ at.\%}, \varphi_{\text{Al+Ti}} = 6.1 \text{ at.\%}, \text{ and } d_{\text{prx}} = 1.0 \text{ nm}$ as the maximum proximity threshold distance between objects to qualify still as neighbors.

Figures 9 display examples for the results of such paraprobe-intersector analyses. The figures report how graph analytics and 3D visualization can support getting a detailed understanding of coprecipitation (configurations). For the selected parameters the analyses returned 2384 $\gamma''$ and 3634 $\gamma'$ interior objects Fig. 9a, respectively.

The first case study on edge models of irradiated steel inspected collisions between convex hulls with themselves. Now, however, pairings of objects from different sets were processed. Specifically, three such set combinations were processed: First, the $\gamma''$ meshes against themselves, second the $\gamma'$ meshes against themselves, and third the $\gamma''$ meshes were compared against the $\gamma'$ meshes (all for the above-mentioned parameterization $l, \sigma, \varphi_{\text{Nb}}, \varphi_{\text{Al+Ti}}, d_{\text{prx}}$).

Individually, each analysis yields a list of disjoint collision pairs and disjoint proximity pairs. Each list of such pairs can be interpreted as a set of bidirectional relations between object pairs. For example, Fig. 9a and Fig. 9 reveal that $\gamma''$ object 5395 intersects with $\gamma'$ object 5040. Note that for a given $l, \sigma, \varphi_{\text{Nb}}, \varphi_{\text{Al+Ti}}$ the list of proximity relations depends only on the value of $d_{\text{prx}}$ in this example. The larger it is the proximity distance the less restrictive one is with how close two objects are to still be considered as a member of the (same) coprecipitate configuration.

The most interesting case is when all three lists are combined into a single graph Fig. 9b because such a graph describes all collision or proximity relations between all members of a given pair of object sets for a specific proximity threshold $d_{\text{prx}}$. Subsequently, sub-graphs can be extracted to characterize each coprecipitate configuration via graph analytics.

Figure 9: Spatial analyses of object collisions and proximity with paraprobe-intersector yield a graph-based quantification of coprecipitate configurations. Sub-figure a) shows a composite of two 3D surface mesh ensembles for one exemplar pair of runs from one of the high-throughput studies ($l = \sigma = 1.0 \text{ nm}, \varphi_{\text{Nb}} = 7.6 \text{ at.\%}, \varphi_{\text{Al+Ti}} = 6.1 \text{ at.\%}, d_{\text{prx}} \leq 1.0 \text{ nm}$). The composite shows the precipitates of all $\gamma''$ (brownish color) and $\gamma'$ (turquoise color) precipitates in the dataset. Sub-figure b) shows an exemplar sub-graph which resolves all collision and proximity relations between an exemplar chosen target object ($\gamma''$, ID = 5410) to its neighbors. This is a coprecipitate configuration. Sub-figure c) visualizes the target and its neighbors via their surface meshes.

We should explore the benefits and potential limitations of such a description of coprecipitation: A clear benefit of the graph-based description is that qualifying a configuration is possible through counting disjoint relations. For instance, an object without any collision or proximity relations is a monolith. An object with only one relation (collision or proximity) is a partner in a duplet. Evidently, sub-graph analyses are a viable approach to disentangle all possible intricate configurations and thus avoid ambiguities or inconsistencies such as double counting of relations.

Figure 9 substantiates that this is beneficial in particular for studying the more complicated configurations with multiple objects. However, Fig. 9 pinpoints that there are also challenges: Namely, one can attribute multiple qualitative types to a given sub-graph: In fact, does object 5410 for instance qualify as a monolith because it does not collide on its neighbors or does it qualify as a quadruplet, or even septet, given that it has six disjoint objects in proximity? We learn that qualitative configuration analyses like those in [60, 133] can be formulated more rigorously with our approach.

Furthermore, we learn that analyzing coprecipitation via iso-surface-based meshes faces the challenge that neighboring
objects can show internal collision relations. Examples are shown in Fig. 9: (\{5395, 5040\}, \{5397, 5061\}, \{5455, 5121\}). These internal collisions are a consequence that the analysis logically relates multiple interpretations of iso-surfaces (here of a region in the dataset to represent either a portion of γ′′ or of γ′ precipitate volume). This is problematic because if crystal structure information were available, one would expect that there can be only one thermodynamic phase at the same location, i.e. inside an overlapping contour about a set of atoms. Evidently, researchers have to make specific assumptions how they treat and distinguish such configurations when all information available is composition based. For the example here, possible solutions are to consider only collisions, or to treat colliding objects with neighbors of the target like the above three pairs as a single object; and thus assume object 5410 is of quadruplet type.

In summary, we have substantiated how our approach and paraprobe-intersector, combined with graph analytics, give researchers additional novel opportunities for making assessments - in an automated manner. We should note that it is possible to inject further qualitative (or quantitative) pieces of information into the graph, if available. This input can be based on detailed computational geometry analyses: For instance, we could combine the approach in this case study with the tessellation-based segmentation of the first case study to tessellate the ions in the vicinity of the above-discussed precipitates.

By inspecting the topology of the resulting labelled 3D Voronoi cell network, it is possible then not only to detect how objects are arranged but also in cases they form specific configurations. Equipped with such capabilities it is possible to answer if a triplet \(\{\gamma''/\gamma'/\gamma''\}\) is a sandwich, i.e. a multilayered precipitate and to clarify if the adjoining \(\gamma''\) objects collide. The Voronoi cell composite would then give a 3D description of the hetero-phase junctions as accurate as it is possible for point cloud data without having crystal structure information available and when using experiments with less than ab-initio accuracy and/or precision for resolving true atom positions.

Finally, we want to exemplify that automation of these detailed configuration analyses via scripting and combining analysis yields high-throughput quantification of the sensitivity of how many configurations (monoliths, duplets, and others) exist for a given pair of object sets as a function of parameterization. The idea is to extend the above analyses of two object sets to combinations of pairs of object sets. Figures 10 show the results as heat maps: Each combination of \(\varphi_{\text{Nb}}\) and \(\varphi_{\text{Al+Ti}}\) yields an own collision and proximity graph which can be post-processed to quantify how many disjoint configurations exist (monoliths, duplets, and triplets).

Figure 10a shows an island of stability that matches with the low parameter sensitivity of γ′ and γ'' for their respective least sensible regions - compare with Figs. 5a, and 5b. The stronger the combination of \(\varphi_{\text{Nb}}\) and \(\varphi_{\text{Al+Ti}}\) deviates from the reference combination (\(\varphi_{\text{Nb}} = 7.6\text{ at.\%}, \varphi_{\text{Al+Ti}} = 6.1\text{ at.\%}\)) the more likely the respective objects are in different locations in the tomographic reconstruction. In effect, the ensemble is increasingly poorer in registration which results in a lower number of detectable collision or proximity sub-graphs. Without a rigorous automation such analyses would be even more tedious to perform than the already very tedious high-throughput characterization of iso-surfaces.

### 3.7 Scalability

We close the study with exploring the numerical performance of the tools and probe their functioning for large datasets. All tools are equipped with functionalities for monitoring how much wall-clock time a tool spends in different code sections. The first benchmarks are with a dataset which is a tomographic reconstruction of a measured Sm-Co-Fe-Zr-Cu hard magnet specimen of Polin et al. [140, 141]. The point cloud has 104.9 \(\times\) 10^6 ions.

Profiling data were collected for paraprobe-ranger (get ion type for each ion), paraprobe-surfacer (compute convex hull of the dataset), paraprobe-distancer tool (compute shortest Euclidean distance of each ion to the triangle mesh of the convex hull), and paraprobe-nanochem. Ion positions were delocalized \((l = \sigma = 1\text{ nm}, 7^3\text{ kernel})\) before collecting iso-composition surfaces for \(\varphi_{\text{Cr}} = 5\text{ at.\%} \text{ to } 70\text{ at.\%}\) with 1 at.% step. Microstructural objects were reconstructed for each iso-surface, checked for closure and intersection with the edge of the dataset, characterized for their shape, volume, and which ions they contain. The analyses were executed on a computing node of the TALOS computer cluster (see e.g. [67] for details). Runs were scheduled exclusively with one MPI process which spawned between 1 to 40 OpenMP threads. This represents a typical scenario of using a workstation rather than a laptop.

The total wall-clock timings for sequential execution as the reference were as follows (including I/O): paraprobe-ranger took less than 9s, the HDF5 file with the convex hull (5200 triangles) was ready after 2 min and 26s. Computing the distances for all ions to the hull took 12 min. Object reconstruction and related pre-processing took 1h:42 min; of which the delocalization was the most time-consuming task accounting for 92 % of the total time. Figure 11 documents the strong-scaling multithreading performance achieved when solving the same tasks with multiple cores. Using 40 threads, the object reconstruction is finished in less than 6 min. Ion distances are ready after 30 s.

Finally, we would like to report the successful application of the tools for analyzing a dataset containing one billion ions \((1.074 \times 10^{9})\), which is one among the largest datasets so far measured with APM worldwide. The atom probe specimen to this dataset was prepared from a Fe-12Cr-0.3C steel sample [142]. We used the same four tools and above-mentioned questions when analyzing this dataset, but quantified iron instead of zirconium iso-composition surfaces (5 at.% to 70 at.% with 1 at.% step). TALOS was used to machine off the tasks with one MPI process which spawned at most 40 threads. Nodes were used exclusively.

The reference wall-clock timings for sequential execution were as follows (including I/O): paraprobe-ranger took less than 2 min, the HDF5 file with the convex hull (21836 triangles) was ready after 34 min. Computing the distances for all ions to the hull took 4h:20 min. Object reconstruction and related pre-processing took 18h. The delocalization took 97% of the total time. Like in previous benchmarks, we see again an order of magnitude improvement thanks to
Figure 10: With high-throughput quantification workflow using paraprobe-intersector and paraprobe-autoreporter, coprecipitate configurations can be analyzed to inspect how different pairings of runs result in distinguishable collisions and proximity relations between objects. By counting the number of disjoint relations, it is possible to categorize different configurations. Each such configuration is a sub-graph representing a group of objects with no collisions on members of other sub-graphs, i.e. distances $d_{prx} > d_{prx}$ to neighbors. The sub-figures show exemplar results for objects which either collide or lie within $d_{prx} = 1 \text{ nm}$ proximity. Specifically, sub-figure a) shows the total number of disjoint configurations. Each configuration is a disconnected sub-graph (one of which is shown in Fig. 9). Sub-figures b), c) and d) report the fraction how many of these sub-graphs qualify as monoliths, duplets, and triplets, respectively.

multithreading: When using 40 threads, ranging was accomplished in less than 1 min, all distances were available after 7 min, and the entire analysis with paraprobe-nanochem reduced to 1 h.

We should mention that the main reason for the reduction of the computing time was due to time consuming tasks like delocalization and distance computations. Figure 11 summarizes that both tasks are efficiently strong-scaling with multithreading. Comparing the execution of the same analysis with 40 threads to sequential analyses indicates 70% efficiency for delocalization and more than 90% efficiency for distancing. We point the interested reader to the supplementary material where we provide a more detailed discussion about the results of these benchmarks.

In summary, we exemplified how open-source software tools can be combined to deliver a toolbox which gives atom probers and scientists interested in studying point cloud data efficient, automated, and scriptable opportunities for reproducible analyses in hitherto seldom explored parameter spaces. The sensitivity of atom probe numerical results can now be addressed by taking advantage of open-source tools and transparent data management practices to motivate future work towards a more detailed quantitative understanding and better interoperability between open-source and...
Figure 11: Strong-scaling multithreading efficiency for the paraprobe-distancer and paraprobe-nanochem tool when processing datasets with $10^8$ and $10^9$ ions respectively. Grey staircase curves report which efficiency would be naively expected according to Amdahl’s law.

commercial software tools.

4 Data availability

The workflows of the use cases are shared. Exemplar notebooks for case studies 3.2, 3.4, 3.5, 3.6, and a generic one for an oxide-dispersion-strengthened steel [21, 143] are available as jupyter notebooks. These can be used as templates for getting started with the tools. Notebooks for the other use cases and numerical results in addition to those in the supplementary material are available from MK upon serious request. Readers who are interested in getting access to specific reconstructed point cloud and associated range files are kindly asked to contact the respective co-authors directly: BJ (case study 3.1), [21] (case study 3.2), DM (case study 3.3), AR/SK/LR (case study 3.4), VR/SP (nickel base super alloy part of case studies 3.5, 3.6), SA/AS (titanium part of case study 3.5), and AS (benchmarks 3.7) respectively. A table of SHA256 checksums for all range and reconstruction files is provided in the supplementary material (Tab. I).

5 Code availability

This work modified previously reported tools [65, 66] and delivers new tools to the paraprobe-toolbox. The source code and tutorial-style jupyter notebooks are available via the following repository:

- [http://gitlab.com/paraprobe/paraprobe-toolbox.git](http://gitlab.com/paraprobe/paraprobe-toolbox.git)

Only these repositories will be maintained in the future.
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Results and discussion

2.2 Automated composition profiling for closed objects  We implemented two different approaches for instructing the marching cube algorithm to process triangles at the edge of the dataset. These decisions have quantitative effects for the representation of microstructural features close to and at the edge of the dataset. With the first method we process each voxel of the delocalization grid with the marching cubes algorithm. With the second method we exclude voxels that are close to the edge of the dataset to spatially restrict the placing of triangles.

The most frequent case is that scientists are interested in composition quantification. In this case the composition $c$ is $c := \frac{N_{\text{trg}}}{N_{\text{total}}}$ with a number of target atoms $N_{\text{trg}}$ over the total number of atoms $N_{\text{total}}$ for each voxel (at. %). Delocalization converts counts into intensities $\frac{a}{b}$ with $a \geq 0, b > 0$, $a, b \in \mathbb{R}$ and $a \leq b$, with $a$ representing $N_{\text{trg}}$ and $b$ representing $N_{\text{total}}$, respectively.

For voxels inside the dataset $a \land b \geq 1$ holds from which $\frac{a}{b} < a$ follows. For voxels at the edge or close to holes in the dataset, though, the opposite holds ($\frac{a}{b} \geq a$). Consequently, using the first strategy an object becomes also triangulated towards the edge of the dataset (see Fig. 3c). This effectively closes in many cases the triangle surface patch of an objects towards the edge. Thereby, the respective iso-surface facets protrude out of the edge and point cloud (see blue wireframe in Fig. 3c) though. These parts of an objects’s mesh are biased and especially sensitive to the delocalization parameters. An alternative is to evaluate the intensity ($b \leq 1$) for each voxel; and thus inform the marching cubes algorithm about which voxels are so close to the edge of the dataset that they better should not be processed. This correction method yields open objects at the edge of the dataset like the surface patch which is shown in Fig. 5a. These object representations match qualitatively closer to the results from commercial software (IVAS, AP Suite).

2.7 Scalability  We learn that the delocalization is the primary target for future code optimization. There are several possible strategies: We should note that we have not implemented the two-step fast-Fourier-transformation-based approach that is presumably used in IVAS and AP Suite. Load imbalance is a key reason for limited scalability especially for the delocalization because we distribute blocks of voxel slabs along the longest axis of the specimen. This requires compromises, though, as to how equally the ions are distributed across the threads. Load imbalance is especially relevant when benchmarking the processing of microstructural objects. We found that not only the total number of objects but also the distribution of geometrical primitives (triangles, points) differs strongly between iso-surfaces. We learned that further work is necessary before substantiated statements about the strong-scaling efficiency of these code portions can be made. The processing time for each object and task has to be assessed in relation to the cardinality of the object set, the individual shape and size of the objects and their spatial arrangement. Finally, it should also be mentioned that modern processors use adaptive protocols for setting the clock cycling to values which guard the processor against overheating. This can affect with which effective clock cycle especially a series of short running processes gets executed.

Methods

A comment on the usage of graphical user interface (GUI)-based software in atom probe  We respect that GUI-based workflows are important for scientists, for most because the usage of such tools is often intuitive. What is conceptually behind GUI-based software is a set of predefined algorithms and functionalities which the users compose into a workflow as they interact with the software. A common limitation with how this user experience is currently implemented in many commercial software tools, though, is that the documentation of these, indeed often very flexible workflow compositing system, is that many of the intermediate numerical results and associated metadata are not exportable if at all tracked. This is relevant, though, for FAIR-compliant research especially with respect to the repeatability and/or reproducibility of such workflows. There are several likely reasons why such limitations of on-the-fly documentation systems of GUI-based software exist. There are technical intricacies and, given a GUIs flexibility, the need to have a solution that works ideally for arbitrary usage pattern. Both challenges represent implementation efforts, and thus increase development costs.

We envision that the role of open-source software tools like the paraprobe-toolbox is in the supporting of established GUI-based workflows within the e.g. atom probe microscopy community and related disciplines. Specifically, it is the offering of automation capabilities for making data-driven assessments. These can support scientists with identifying where investing further time and detail into e.g. traditional GUI-based workflows is worthwhile which are then eventually more conveniently performed via GUIs. Ideally, though, our work is understood in such a way that with making research more compliant with the FAIR data stewardship principles, there is also an increasing interest, a tremendous set of opportunities, and need to offer scientists tools which also substantially stronger automate the collecting of metadata. Ideally, this can incentivize a stronger working together between vendors of proprietary software and developers of (open-source) software to build effective and efficient tools for a FAIR research data infrastructure for the materials science communities.

Geometrical models for the edge of a dataset and distance-based filtering  To enable fast distancing of point clouds to arbitrarily spatially arranged triangle sets, we modified the tool with adding an iterative preprocessing stage: First, the point cloud is coarsely discretized. Second, an extremal distance is computed for each voxel. This distance is
successively refined to an eventually shorter extremal distance per voxel. These distances can then guide the subsequent distancing of each ion through offering on average shorter querying distances so that the bounded volume hierarchy queries result in less triangle candidates; and thus faster distancing.

Added mesh statistics and mesh inspection functionalities of paraprobe-surfacer, including closure tests delivered also a more detailed understanding of algorithms for filtering point clouds such as the one reported in [65]. This algorithm reduces numerical costs when computing \( \alpha \)-shapes for large datasets. The key idea is to compute the \( \alpha \)-shape for a version of the point cloud where interior points are filtered out. The resulting \( \alpha \)-shapes pick up differently curved regions in the dataset but have the disadvantage that the set of (exterior) triangles is neither necessarily watertight nor necessarily free of regions with double surface patches or other internal structure.

Details depend on the \( \alpha \) value. It is possible that the \( \alpha \)-shape has double surface patches, i.e. regions with inner and (oftentimes approximately parallel) outer surface patches. For ions in the proximity, or in between such double surface patches, the closest triangle of the \( \alpha \)-shape can be a triangle of an inner patch. In this case, though, setting a minimum distance of the ion to the edge of the dataset can cause a stronger than necessary removal of ions. This reduces the significance of the analysis in e.g. spatial statistics applications.

In this work, we learned from inspecting the exported interior tetrahedra for each \( \alpha \)-shape as a function of \( \alpha \) that this spatial filtering technique needs improvement. Namely, an additional filtering step so that the eventually created interior portions of double surface patches are removed. One opportunity is to evaluate the distance of the triangles to the ion density field that gets computed during the spatial filtering. Interior portions of double surface patches have usually a larger distance to the edge of the dataset than their exterior portions. This could be explored in the future to further improve the spatial filtering algorithm and thus improve the quality of \( \alpha \)-shape-based models for serving as models for the edge of a point cloud.

**Delocalization** Paraprobe-nanochem implements a multi-threaded kernel density estimation. Specifically, a truncated anisotropic 3D Gaussian delocalization kernel is centered at each reconstructed ion position and Eq. 1 evaluated

\[
A \cdot \int_{-aL}^{+aL} \int_{-aL}^{+aL} \int_{-aL}^{+aL} e^{-(x^2/(2\sigma_x^2) + (y^2/(2\sigma_y^2) + (z^2/(2(0.5\sigma_z)^2)))} \, dx \, dy \, dz = 1
\]  

(1)

to quantify the respective delocalized ion intensities in a \([2a + 1]^3\) kernel for each voxel. We set \( \mu_x = \mu_y = \mu_z = 0 \) and assume that \( a \in \mathbb{N}, a > 0 \) is the kernel half-size, \( L \in \mathbb{R}, L > 0 \) the edge length of (cubic) voxel, and \( \sigma_x = 0.5\sigma_z \) with \( \sigma_x = \sigma_y = \sigma \in \mathbb{R}, \sigma > 0 \) the kernel width, and \( x, y, z \) the reconstructed ion positions. Using the symmetry of the error function yields analytical solutions for the kernel contributions to each voxel that can be evaluated numerically using double precision. The implementation could be replaced in the future by a fast-Fourier-transformation-based approach to improve numerical efficiency. The renormalization constant \( A \) accounts for ion intensity contributions beyond the tails of the kernel to prevent a leakage of the total ion intensity.

The implementation enables different intensities to be computed, including total number of atoms per voxel, element composition (at.%), or concentration (in atoms / nm\(^3\)). A preprocessing identifies the location of the ions based on which the voxel grid is spatially partitioned along the specimen main axis (\( z \)). Subsequently, the delocalization is computed in such a manner that each thread processes approximately the same total number of ions. Using overlapping halo regions assures a correct accounting over adjacent regions of the voxel grid.

**Spatial correlation analyses - implementation details** The above analysis capabilities require robust computational geometry methods to detect if triangulated polyhedra collide or intersect volumetrically. For convex polyhedra the Gilbert–Johnson–Keerthi (GJK) algorithm [144] is one such. This algorithm is implemented for instance in the GammaUNC/PQP library [81] and elsewhere [145–147]. For non-convex polyhedra it is possible to use a tessellation of the polyhedra into sets of individually all convex smaller polyhedra. Subsequently, these can be evaluated for collisions via e.g. the GJK algorithm to infer eventual collisions of the original non-convex polyhedra.

Eventually not as efficient as the GJK implementation in GammaUNC/PQP or the study of [147], we tetrahedralize each surface mesh first using TetGen [67] [148]. Subsequently, we evaluate tetrahedron-tetrahedron intersections [145] [148] [149]. Evidently, using such an approach requires that each object (triangulated surface mesh) gets successfully tetrahedralized as a piecewise-linear complex [148]. Occasionally, we detected cases, though, where portions of the mesh were locally connected via non-trivial, almost point-like contacts. Although these situations are known to occur for MC [90] and are characterizable, they can occasionally result in non-trivial-to-debug situations during tetrahedralization. Therefore, we implemented another strategy for detecting object collisions which checks if two objects share at least one ion with the same evaporation ID.

To compute the intersection volume of arbitrary polyhedra we use a strategy of tetrahedralizing each polyhedron and accumulate the volume of individual tetrahedron-tetrahedron-intersections. A numerical robust yet efficient algorithm for evaluating a de facto analytical intersection volume between two arbitrarily-shaped and -oriented tetrahedra is a challenging mathematical problem. To the best of our knowledge this has not yet been fully solved [150].

Therefore, we use a more pragmatic approach which is to evaluate NEF tetrahedra intersections using functionalities of the CGAL library [151] [152]. We are aware that this approach has limitations which are not central to our work but worth to become improved in future work: One is that computing NEF polyhedra can be very costly. Another one is that meshed-based processing using floating point numbers, especially when decomposing a polyhedron into tetrahedra,
can result in numerical inaccuracies, even though the NEF-based approach is conceptually capable of being much more accurate (usage of arbitrary floating point arithmetics provided).

For the paraprobe-intersector tool we detect intersections between polyhedra via performing object collision tests rather than proximity analyses \[145\]. Proximity analyses were evaluated for objects which do not collide by using the analytical triangle-triangle distance computation capabilities of GammaUNC/PQP \[81\] and compare the shortest distance to \(d_{\text{prx}}\). A hierarchy of axis-aligned bounding boxes was used to prune the search space of objects, triangles, and tetrahedra respectively. The post-processing of graph data was implemented in Python.

For this work we made a few assumptions during the implementation of paraprobe-intersector: First, surface meshes can represent convex or non-convex polyhedra but must not have holes, self-intersections, or be numerically degenerated. Second, we accept a collection of sets only when it represents results from a linearly sampled sequence of \(k\) values. For instance, a collection of objects from an iso-surface high-throughput characterization (via paraprobe-nanochem) with increasing values of \(\varphi\) in steps of \(\Delta \varphi\) on \([\varphi_{\text{min}}, \varphi_{\text{max}}]\) is a suited candidate collection. To begin with, we implemented pair-wise comparisons between sets \(k\) and \(k+1\) using linearly space probing of parameter values. One could change this in the future for a non-linear spacing and still use the same \(k \pm 1\) traversing. Although we have not implemented it, allowing for larger jumps in \(k\), to cover for instance relations between the state of an object between \(k\) and \(k+n\) with \(n > 1\) is a possible generalization.

We store all processed directed graphs in the HDF5 output file of the paraprobe-intersector run. This offers several benefits, such as programmatic options for automating the visualization of said analyses to support a detailed understanding, rendering, debugging, and counting of relations between nodes via graph analytics. Such analytics yield robust descriptors to qualify which objects are monoliths, duplets, triplets, or arbitrarily complex configurations as the paper reports. Recalling our motivation, paraprobe-intersector delivers an automated alternative to otherwise very tedious manual analyses of coprecipitation phenomena \[133\] or two-dimensional slicing through images of discretized datasets \[59\], thus offering rigorous qualification and quantification.

**Implementation details**

The above-described tools were implemented in C/C++ and a set of convenience Python tools. Third-party specialists libraries are called which have open-source licenses for academic usage. These were CGAL (v5.2.1) \[73\], which we compiled with the Eigen (v3.3.9) \[153\] linear algebra, the Boost C/C++ (v.1.76.0) \[154\] template library, and the GMP (v6.2.1) and MPFR (v4.0.2) numerical libraries. Additionally, we used code from GammaUNC/PQP (v1.3) \[79\] for computing triangle-triangle intersections. Surface meshes were tessellated with TetGen (v1.5.1) \[67\] \[148\]. Point clouds were tessellated with Voro++ (v0.4.6) \[155\]. Bounded volume hierarchies were used to reduce the number of location and intersection queries for geometric primitives \[65\] \[79\]. Graph analytics were instructed via cypher scripting using neo4j \[156\] (v4.3.1) and Python. Data were written with the HDF5 library (v1.12.0) \[157\].

In continuation of our previous work \[65\] \[66\], we parallelized the tools via an MPI/OpenMP work partitioning strategy. At the coarse layer work packages are distributed via the Message Passing interface (MPI) library. At the fine layer these work packages are split further to be solved via Open Multi-Processing (OpenMP) multithreading. We configured paraprobe with cmake build tools (v3.19) and compiled with the GNU C/C++ compiler (v7.5) using in most cases -O3 -march=native optimization.

Except for the benchmarks and the molybdenum-hafnium case study, all case studies were executed on a laptop. Specifically, this was a Dell Latitude 5480 i7-782 with a four hyper-threading core pair CPU with 32 GiB main memory plus a SanDisk X400 M.2 2280 SSD drive with 512 GiB, all instructed by Ubuntu 18.04.5. We used four OpenMP threads, OMP PLACES=cores mapping, and one MPI process. We explore the strong-scaling multithreading efficiency with executing runs on the TALOS system (see \[66\] \[67\] for details). Here, nodes were used exclusively with OMP PLACES=threads mapping. We compare wall-clock timing data of individual functions (I/O monitored separately) while processing the same datasets using from 1 to 40 OpenMP threads.

The molybdenum-hafnium case study was processed with a Dell XPS 15 9510 laptop with an Intel i9-11900H eight-core CPU with 32 GiB main memory plus a SK Hynix 1TB PC711 NVMe disk, all instructed by Windows11 Pro. We used the Windows Subsystem for Linux (WSL2) running Ubuntu 20.04.4 LTS. Four of the eight cores and 20 GiB main memory were allocated for the WSL2 part. Thereby the work also documents that the toolbox can be used not only on Linux. We would be happy to be contacted by interested individuals who would like to run the toolbox on Mac OS systems so that we can extend the range of applicable systems for the atom probe community.
## SHA256 checksums

Table 1: SHA256 checksums for the point cloud and range files for the datasets of each case study. Benchmarks are marked as (B) cases.

| File | Case study | SHA256 |
|------|------------|--------|
| R33_07490-v02.pos | 2.1 | 322a24d789b54b3ceca332d014452b408d33ea25fe88efca379f2b112 |
| R33_07490-v02.cluster.rrng | 2.1 | 289153bb76c92679669a3629b4cf856b453769c536f8a9e05435d01ed442621 |
| R33_07490-v02.cluster.indexed.rrng | 2.1 | 4b934716ce274b4eb9a152af2f525357dae0f1da0e5c5ac98624824161fbc |
| R33_07490-v02.cluster.indexed.pos | 2.1 | 74cdce5780dd34d453577898a67635b2018867ca7c051193836548d6a7c3 |
| R21_07575-v02.rrng | 2.2 | fce712c6806e887e115ec80f8b1b13c6f962455772849703c3917050661c93 |
| R21_07575-v02.pos | 2.2 | 66ba3076ce49236cb63cc26cb39b6b0735226ed4f9cf6e0031362f334d354f4a |
| R5096_41455-v02 pos | 2.3 | b1f05f6e6b0ace30a9d91b466a57949068cd5f194b1cb252b26950 |
| R5096_41455-v02.rrng | 2.3 | 15b4d4d4ac9aee86911c4746c9f27f1cb88d2f5494a24d3c3b96dd4a9acec13 |
| R21_08680-v02.pos | 2.4 | be6287c45233d5c04780376fd81e07874fa029b9ac8b1a0879360768a2e09e51 |
| R21_08680.rrng | 2.4 | c75acead08e82d7e4149c50f7192c74ace9765295290b367bcb962844aa7ec71ea |
| R04_22071.RRNG | 2.5, 2.6 | 4b6646d8a1541e2e33104fe6da062e6b48045440f8e8aaf614195f5d0b00e8a848e9f8f |
| R04_22071.pos | 2.5, 2.6 | 8046bdf56c5c3b76c1dc24ab4f60125f9f63f10c6965374f9a8e00c8078f |
| R5006_29110_Top_Level_ROI.apt | 2.5 | 6148df88b7d3b3e24dece6a5499a2446e7f468062685468262620a440ce87d4c0 |
| R5006_29110_Top_Level_ROI.RRNG | 2.5 | 308111bfca5bdf81b33022f9de9902a85e80c88854c504d76538d452b8a19e69 |
| D1_High_Hc_R5076s_52126.apt | 2.7 (B) | b803a34aa60387ac89d152e17475379084279ec3f737bab98ac2b2ac4d553 |
| D1_High_Hc_R5076s_52126.RRNG | 2.7 (B) | 3107a98a46357267e3854bf63819422d4f6e04ab18eaab86846f3b7d6d57d1 |
| R76_20169-v01.pos | 2.7 (B) | 9a06c71984acb5290c5cb31e98dd2d9e6d08da788778baa35b038ce2f78c237 |
| 20169.RRNG | 2.7 (B) | dbf6ad70a1fe1410a104b7c36988702bd1e656c28b4b399a3a5d69e4d6f58d8e8 |
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