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ABSTRACT. We investigate Siegel theta series for quadratic forms of signature \((m - 1, 1)\). On the one hand, we construct a holomorphic series that does not transform like a modular form. On the other hand, we construct a non-holomorphic series that transforms like a Siegel modular form of weight \(m/2\). Moreover, the holomorphic series describes almost everywhere the holomorphic part of the modular series.

1. Introduction

While Siegel modular forms play an important role in various areas of mathematics, such as number theory and algebraic geometry, the number of explicit constructions is rather limited. We can obtain interesting examples by considering Siegel theta series that are associated with quadratic forms. We employ a different approach and recall that we can generalize the construction above to obtain Siegel modular forms of genus \(n\) and choosing a harmonic polynomial \(P\). For indefinite quadratic forms that transform like modular forms (see Borcherds’ construction), we consider functions of the form \(P = \exp(-\operatorname{tr} \Delta A/8\pi)\), where \(\Delta A\) is even symmetric and non-degenerate matrix with signature \((r, s)\).

If \(A\) is positive definite, we can construct Siegel theta series as follows (see [15] for a more detailed description). We consider functions of the form \(p = \exp(-\operatorname{tr} \Delta A/8\pi)P\), where

\[
\exp\left(-\frac{\operatorname{tr} \Delta A}{8\pi}\right) = \sum_{k=0}^{\infty} \frac{(-1)^k}{(8\pi)^k k!} (\operatorname{tr} \Delta A)^k
\]

and \(P : \mathbb{C}^{m \times n} \to \mathbb{C}\) is a polynomial with the homogeneity property \(P(U)N = N^\alpha P(U)\) for all \(N \in \mathbb{C}^{n \times n}\) and a fixed \(\alpha \in \mathbb{N}_0\). We define the Siegel theta series associated with \(p\) as

\[
\vartheta_p(Z) = \det Y^{-\alpha/2} \sum_{U \in \mathbb{H}_n} p(U Y^{1/2}) \exp(\pi i \operatorname{tr}(U^T A U Z)) 
\]

where \(\mathbb{H}_n\) is the Siegel upper half-space and \(Y^{1/2}\) is the square root of the positive definite matrix \(Y\). Then \(\vartheta_p\) transforms like a Siegel modular form of weight \(m/2 + \alpha\). As the homogeneity property of \(P\) is not maintained when we apply the operator \(\exp(-\operatorname{tr} \Delta A/8\pi)\), these examples are in general non-holomorphic. Only when we consider harmonic polynomials, i.e. \((\operatorname{tr} \Delta A)P = 0\), we obtain holomorphic functions (see for example Freitag’s exposition [3]).

For indefinite quadratic forms it is generally difficult to construct Siegel theta series that are holomorphic and modular. Kudla [7], however, considered quadratic forms of signature \((n, 1)\) to construct holomorphic Siegel modular forms of genus \(n\) and weight \((n + 1)/2\) as the integrals of non-holomorphic theta series. We employ a different approach and recall that we can generalize the construction above to obtain Siegel theta series for indefinite quadratic forms that transform like modular forms (see Borcherds’ construction [2] for \(n = 1\) and our own recent result [15] for higher \(n\)). In general, these are non-holomorphic and choosing a harmonic polynomial \(P\) does not suffice to establish holomorphicity.

In the present paper, we will deal with quadratic forms of signature \((m - 1, 1)\) and find for arbitrary genus \(n \in \mathbb{N}\) holomorphic Siegel theta series that are related to non-holomorphic modular Siegel theta series. We obtain this construction by generalizing the result on elliptic modular forms by Zwegers [19]. So we review some results on elliptic theta series first.

For positive definite quadratic forms, we have Schoeneberg’s description [16] for the case that \(m\) is even and the result by Shimura [14] for the case that \(m\) is odd. For \(Q(u) = \frac{1}{2}u^T A u\), where \(A\) has signature \((m - 1, 1)\), Göttsche and Zagier [6] introduced holomorphic theta series, which were then modified by...
Zwegers [19] to construct theta series with modular transformation behavior. Instead of defining the theta series as a series over a full lattice in $\mathbb{R}^m$, one sums over a suitable cone in $\mathbb{R}^m$ to ensure the absolute convergence of the series. We introduce some notation to make this more explicit. We refer to one of the components of $\{ c \in \mathbb{R}^m \mid Q(c) < 0 \}$ as $C_Q$ and define the theta function depending on two vectors $c_0, c_1 \in C_Q$. Further, let $h, k \in \mathbb{R}^m$, and let $B$ denote the bilinear form associated with $Q$. Then the holomorphic theta series is given by

$$\vartheta_{c_0, c_1}(z) = \sum_{u \in h + \mathbb{Z}^m} \{ \text{sgn}(B(c_0, u)) - \text{sgn}(B(c_1, u)) \} \exp(2\pi i Q(u)z + 2\pi i B(u, k)) \quad (z \in \mathbb{H})$$

and the modular theta series by

$$\tilde{\vartheta}_{c_0, c_1}(z) = \sum_{u \in h + \mathbb{Z}^m} \{ E\left(\frac{B(c_0, u)}{\sqrt{-Q(c_0)}}y^{1/2}\right) - E\left(\frac{B(c_1, u)}{\sqrt{-Q(c_1)}}y^{1/2}\right) \} \exp(2\pi i Q(u)z + 2\pi i B(u, k)),$$

where $y = \text{Im} \ z > 0$ and

$$E(x) = 2 \int_0^x \exp(-\pi v^2) dv = \text{sgn}(x) - \text{sgn}(x) \int_x^\infty v^{-1/2} \exp(-\pi v) dv \quad (x \in \mathbb{R}).$$

Since $E(xy^{1/2}) \to \text{sgn}(x)$ for $y \to \infty$, the theta series $\vartheta_{c_0, c_1}$ describes the holomorphic part of $\tilde{\vartheta}_{c_0, c_1}$ and therefore we call $\tilde{\vartheta}_{c_0, c_1}$ the modular completion of $\vartheta_{c_0, c_1}$.

For signature $(m - 2, 2)$, holomorphic theta series and their modular completions were constructed in the work of Alexandrov, Banerjee, Manschot, and Pioline [1]. Their suggestion for a generalization to generic signature $(r, s)$ was then explicitly carried out by Nazaroglu [14]. In a slightly different setting, considering positive polyhedral cones, similar results were presented by Raum [18]. Also Funke and Kudla [4, 5] gave a general framework for the construction of non-holomorphic theta series for indefinite quadratic forms.

From a geometric point of view, an analogue of these theta series can be constructed as integrals of the theta forms introduced by Kudla and Millson [1] [11] [12] (in the latter, Siegel modular forms of higher genus are also discussed). The connection between the geometric and the classical approach was established in the aforementioned works by Funke and Kudla [4, 5] and in the special cases where $s = 1, 2$ by Kudla [8, 9].

We will employ this connection in the following when we describe modular Siegel theta series for quadratic forms of signature $(m - 1, 1)$. This has also been done by Livinsky [13]. He deduces the connection to Zwegers' theta series, gives a construction for arbitrary $n \in \mathbb{N}$ and furthermore a very explicit description of these theta series for the case $n = 2$. We obtain almost the same construction for the modular version of the theta series. However, a connection to holomorphic series is not given in [13]. In contrast to that, we determine an explicit construction of the associated holomorphic Siegel theta series and establish a connection between the holomorphic and the modular version. Note that we have to assume $m > n$ to obtain non-vanishing series.

We state the main results in more detail in the next section. There we also introduce the notation and several important definitions that will be used throughout the rest of the paper. Besides, we shortly recapitulate a result of [15], which states that theta series arising from certain functions transform like Siegel modular forms. In Section 3 we construct holomorphic Siegel theta series and thus prove part (i) of the main theorem. In Section 4 we consider Siegel theta series with modular transformation behavior (this is part (ii) of the main theorem). To conclude this section, we show that the function used in the construction of the modular series asymptotes to the function employed in the construction of the holomorphic one, which proves part (iii). We will also see there that for $n = 1$ we get back Zwegers' result [19].

2. Definitions, Previous Results and Statement of the Main Results

We define the Siegel upper half-space as

$$\mathbb{H}_n := \{ Z = X + iY \mid X, Y \in \mathbb{R}^{n \times n} \text{ symmetric and } Y \text{ positive definite} \}$$
and the full Siegel modular group
\[ \Gamma_n := \{ M = (A \ B) \in \mathbb{Z}^{2n \times 2n} \mid M^T J M = J \}, \]
where \( J = (O \ I_n) \),
which operates on \( \mathbb{H}_n \) by
\[ Z \mapsto M(Z) = (AZ + B)(CZ + D)^{-1}. \]
The group \( \Gamma_n \) is generated by the matrices \( \left( \begin{array}{cc} I_n & S \\ O & I_n \end{array} \right) \), where \( S \in \mathbb{Z}^{n \times n} \) is symmetric, and the matrix \( \left( \begin{array}{cc} D & -I_n \\ O & I_n \end{array} \right) \), cf. [3] p.322-328. We define Siegel theta series of the following form:

**Definition 2.1.** Let \( \mathbb{H}_n \ni Z = X + iY \) and let \( A \in \mathbb{Z}^{m \times m} \) be an even symmetric and non-degenerate matrix with signature \((r,s)\). The theta series with characteristics \( \mathcal{H}, \mathcal{K} \in \mathbb{R}^{m \times n} \), associated with \( p : \mathbb{R}^{m \times n} \to \mathbb{R} \) and \( A \) is defined as
\[ \vartheta_p(Z) = \vartheta_{\mathcal{H}, \mathcal{K}, p, A}(Z) := \sum_{U \in \mathcal{H} + \mathbb{Z}^{m \times n}} p(UY^{1/2}) \exp(\pi i \text{tr}(U^T AU) + 2\pi i \text{tr}(K^T AU)). \]

**Remark 2.2.** (a) We have to ensure by the choice of \( p \) that the theta series \( \vartheta_p \) is defined by an absolutely convergent series (which is not obvious as \( A \) is indefinite). For the modular as well as for the holomorphic version, we will see that this is satisfied (see Remark 2.5 and Proposition 3.4).

(b) Note that we normally also have the factor \( \det Y^{-\lambda/2} \) in the definition of \( \vartheta_p \), where the choice of \( \lambda \in \mathbb{Z} \) depends on \( p \), but here we will consider theta series with \( \lambda = 0 \).

(c) As we take \( A \) to be fixed, we usually drop this parameter in the index. We do the same for the characteristics \( \mathcal{H}, \mathcal{K} \), as they only play a role when we determine the explicit modular transformation behavior.

In [15] we specifically constructed modular Siegel theta series of this form. In order to do so, we split up \( A \) into a positive definite part \( A^+ \) and a negative semi-definite part \( A^- \). Further, we define \( M \) as a positive definite majorant matrix associated with \( A \), i.e. \( M = A^+ - A^- \). Then we can also write \( U \in \mathbb{R}^{m \times n} \) as \( U = U^+ + U^- \), where \( U^+ \) lies in a subspace of \( \mathbb{R}^{m \times n} \) on which the quadratic form is positive semi-definite and \( U^- \) in a subspace of \( \mathbb{R}^{m \times n} \) on which the quadratic form is negative semi-definite. In [15] we obtained the decomposition of \( A \) by considering the eigenvectors of \( A \). However, we can consider any decomposition of this form, see (2.2) for the one used in the present paper.

For \( \alpha, \beta \in \mathbb{N}_0 \), let \( \mathcal{P}_{\alpha, \beta} \) denote the vector space of polynomials \( P : \mathbb{R}^{m \times n} \to \mathbb{R} \) with the homogeneity property \( P(U N) = \det N^\alpha P(U) \) for all \( N \in \mathbb{R}^{n \times n} \). Further, for \( M \in \mathbb{Z}^{m \times \mu} \), we define \( M_0 \in \mathbb{Z}^{m \times \mu} \) by \( (M_0)_{ij} = M_{ij} \) for \( i = j \) and zero otherwise and we use the notation \( 1_{nm} \) for a matrix with \( n \) rows and \( m \) columns, whose entries are all equal to 1.

A special case of Remark 2.2 and Proposition 4.10 in [15] is the following result, where we choose \( \alpha, \beta \in \mathbb{N}_0 \) with \( \alpha - \beta = s \) so that the weight is \( m/2 \). Also note that in contrast to [15] we choose \( A \) to be even in the present paper.

**Theorem 2.3.** Let \( \alpha, \beta \in \mathbb{N}_0 \) with \( \alpha - \beta = s \). Further, let \( P \) be defined as the product \( P(U) = P_r(U^+) \cdot P_s(U^-) \) with \( P_r \in \mathcal{P}_{\alpha, \beta} \) and \( P_s \in \mathcal{P} \) and set
\[ p(U) = \exp\left( -\frac{\text{tr} \Delta M}{8\pi} \right) (P(U)) \exp(2\pi \text{tr}(U^T AU)). \] (2.1)

Then the transformation behavior of \( \vartheta_p \) is as follows. For any symmetric matrix \( S \in \mathbb{Z}^{n \times n} \) we have
\[ \vartheta_{\mathcal{H}, \mathcal{K}, p, A}(Z + S) = \exp\left( -\pi i \text{tr}(H^T A H S) - \pi i \text{tr}(S_0 1_{nm} A_0 H) \right) \vartheta_{\mathcal{H}, \mathcal{K}, p, A}(Z) \text{ with } \mathcal{K} := \mathcal{K} + H S, \]
and we have
\[ \vartheta_{\mathcal{H}, \mathcal{K}, p, A}(-Z^{-1}) = (-1)^{m/2}(-1)^{(s/2+\beta)n+\beta s} |\det A|^{-n/2} \det Z^{m/2} \exp(2\pi i \text{tr}(H^T A K)) \sum_{\mathcal{J} \in A^{-1} \mathbb{Z}^{m \times n} \mod \mathbb{Z}^{m \times n}} \vartheta_{\mathcal{H}, \mathcal{K}, p, A}(Z). \]

**Remark 2.4.** We can then either take rational matrices \( \mathcal{H} \) and \( \mathcal{K} \) and consider these theta series as entries of vector-valued Siegel modular forms or we set \( \mathcal{H} = \mathcal{K} = 0 \) and obtain scalar-valued modular forms for a certain character and on a suitable congruence subgroup of level \( N \) in \( \Gamma_n \) (where \( N \) is the
level of $A$, i.e. the smallest $N \in \mathbb{N}$ such that $NA^{-1}$ is an even matrix). However, we restrict ourselves to the description for the generating matrices of $\Gamma_n$. To put it short, we just say that a Siegel theta series of this kind transforms like a (Siegel) modular form.

**Remark 2.5.** For $p : \mathbb{R}^{m \times n} \to \mathbb{R}$ as in (2.1), the series that defines $\vartheta_p$ is absolutely convergent, because the part of the expression that determines the growth is

$$\exp(2\pi \text{tr}(U^T A^{-1} U Y) - \pi \text{tr}(U^T A Y)) = \exp(-\pi \text{tr}(U^T M U Y)),$$

where $M = A^+ - A^-$ is the positive definite majorant associated with $A$ described above and $Y$ is positive definite.

From now on we take the signature of $A$ to be $(m-1, 1)$. This and more notational conventions are fixed in the following definition.

**Definition 2.6.** Let $A$ be an even symmetric and non-degenerate matrix of signature $(m-1, 1)$. Then we define the quadratic forms $Q : \mathbb{R}^{m \times n} \to \mathbb{R}$, $Q(U) := \frac{1}{2} \text{tr}(U^T A U)$ and $Q : \mathbb{R}^m \to \mathbb{R}$, $Q(u) := \frac{1}{2} u^T A u$ with the associated bilinear form $B(u, v) = Q(u + v) - Q(u) - Q(v)$.

We write henceforth $u_j$ for the $j$-th column vector of $U = (u_1 \ldots u_n) \in \mathbb{R}^{m \times n}$. We can thus write $Q$ as $Q(U) = \sum_{j=1}^n Q(u_j)$ to consider the quadratic forms on the column vectors of $U$.

Further, we fix an element $c \in \mathbb{R}^m$ with $Q(c) < 0$ to split $A$ into a negative semi-definite and a positive semi-definite part. In order to do so, we set

$$A^- := \frac{Ac^T A}{2Q(c)} \quad \text{and} \quad A^+ := A - A^- \quad (2.2)$$

and we define the corresponding quadratic forms $Q^-(U) := \frac{1}{2} \text{tr}(U^T A^- U)$ and $Q^+(U) := \frac{1}{2} \text{tr}(U^T A^+ U)$. In Lemma 4.1 we will see that indeed $Q^-$ is a negative semi-definite and $Q^+$ a positive semi-definite quadratic form. We will also show there that if we write $U = U^+ + U^c$ by setting $u_j^c := \frac{B(c, u_j)}{2Q(c)} c$ and $u_j^+ := u_j - u_j^c$, the part $U^+$ lies in the subspace where $Q$ is positive semi-definite and $U^c$ in the subspace where $Q$ is negative semi-definite.

We recall the construction of elliptic theta series in [19] for quadratic forms of signature $(m-1, 1)$. One fixes one of the components in $\mathbb{R}^m$, where $Q$ is negative, by taking a vector $c_0 \in \mathbb{R}^m$ with $Q(c_0) < 0$ and setting

$$C_Q := \{ u \in \mathbb{R}^m \mid Q(u) < 0, B(u, c_0) < 0 \}.$$

The theta series in [19] then depend on two vectors $c_0, c_1 \in C_Q$. To generalize this construction to higher genus $n$ we need to define several similar objects:

**Definition 2.7.** We fix $n+1$ vectors in $\mathbb{R}^m$, which lie in $C_Q$, and collect them in a matrix

$$C := (c_0, c_1, \ldots, c_n) \in \mathbb{R}^{m \times (n+1)} \quad \text{with} \quad c_i \in C_Q \subset \mathbb{R}^m.$$  

We will also consider the matrices

$$\tilde{C}_i := (c_0, \ldots, \hat{c}_i, \ldots, c_n) \in \mathbb{R}^{m \times n} \quad (0 \leq i \leq n),$$

where $\hat{\cdot}$ means that the respective column is omitted. For $U \in \mathbb{R}^{m \times n}$, let $\mathbb{R}^n \ni x_i := U^T a c_i$ for $0 \leq i \leq n$ and define $\tilde{x}_i$ by setting

$$\tilde{x}_i := (-1)^i \det(x_0 \ldots \hat{x}_i \ldots x_n) = (-1)^i \det(U^T a \tilde{C}_i) \quad (0 \leq i \leq n). \quad (2.3)$$

We use these $\tilde{x}_i$ to define an absolutely convergent and holomorphic theta series. For the definition of a modular version we consider an $n$-simplex in $\mathbb{R}^m$ that is defined as follows:

**Definition 2.8.** We define the $n$-simplex

$$S_n := \left\{ \sum_{i=0}^n t_i c_i \mid t_i \geq 0 \text{ for all } 0 \leq i \leq n \text{ and } \sum_{i=0}^n t_i = 1 \right\}.$$
Remark 2.9. (a) Up to a sign the integral of a certain $n$-form over $S_n$ is independent of the explicit parameterization of $S_n$. So we will only fix a parameterization when we explicitly evaluate the integral.
(b) We have $S_n \subset C_Q$: By definition we can write any $c \in S_n$ as $c = \sum_{i=0}^{n} t_i c_i$ with $t_i \geq 0$ for all $0 \leq i \leq n$ and $\sum_{i=0}^{n} t_i = 1$. As not all $t_i$ vanish, we have
\[ Q(c) = \frac{1}{2} \sum_{i,j=0}^{n} t_i t_j B(c_i, c_j) < 0 \quad \text{and} \quad B(c, c_0) = \sum_{i=0}^{n} t_i B(c_i, c_0) < 0, \]
thus $c \in C_Q$.
(c) $S_n$ is a compact set in $\mathbb{R}^m$, because it is closed and bounded.

We establish a connection between the holomorphic and the modular versions of the theta series. For this purpose we need to transfer the concept of a modular completion that we know for elliptic modular forms to higher genus $n$.

Definition 2.10. Let $Y \in \mathbb{R}^{n \times n}$ denote a positive definite symmetric matrix. Then all diagonal entries of $Y$ are positive. When all the entries on the diagonal simultaneously go to infinity, we define this as $Y \to \infty$.

If we have a modular theta series $\vartheta_g$ and a holomorphic theta series $\vartheta_f$ for which $g(UY^{1/2}) \to f(U)$ for $Y \to \infty$ holds, we then say that $\vartheta_f$ describes the holomorphic part of $\vartheta_g$ and on the other hand $\vartheta_g$ is referred to as the modular completion of $\vartheta_f$.

The main theorem we are going to prove is the following:

Theorem 2.11. (i) For
\[ f(U) = f^C(U) := \prod_{i=0}^{n} \frac{1 + \text{sgn}(\bar{x}_i)}{2} - \prod_{i=0}^{n} \frac{1 - \text{sgn}(\bar{x}_i)}{2}, \]
the theta series $\vartheta_f$ is absolutely convergent and holomorphic in $Z \in \mathbb{H}_n$.
(ii) Let
\[ g(U) = g^C(U) := \int_{S_n} (-Q(c))^{-n/2} \exp(2\pi \text{tr}(U^T A^U)) \bigwedge_{j=1}^{n} B(u_j^T, dc). \]
Then the theta series $\vartheta_g$ transforms like a Siegel modular form of weight $m/2$.
(iii) We have $g(UY^{1/2}) \to f(U)$ almost everywhere for $Y \to \infty$.

Remark 2.12. (a) We define the function $f$ in order to describe the holomorphic part of $g$ as good as possible with a relatively simple function. By definition, $f$ is locally constant and evaluates to $\pm 1$ or 0 almost everywhere. We see in Proposition 4.3 that the same holds for $g(UY^{1/2})$ for $Y \to \infty$. Further, $f(-U) = (-1)^n f(U)$, as $\text{sgn}(\det((-U)^T A C_i)) = (-1)^m \text{sgn}(\det(U^T A C_i))$ for $U \in \mathbb{R}^{m \times n}$, and we also have $g(-U) = (-1)^n g(U)$, which can be deduced immediately from the definition of $g$. Although $f$ and $g$ occur to have similar properties, $\vartheta_f$ does not exactly describe the holomorphic part of $\vartheta_g$.

In Remark 4.4 we outline a more precise description of the holomorphic part of $\vartheta_g$.

(b) In order to obtain non-vanishing functions $f$ and $g$, we must assume $m > n$, so we make this assumption throughout the rest of this paper. From Lemma 6.1 it immediately follows that this is a necessary condition so that $f$ does not vanish identically. The same holds for $g$: the column vectors $u_j^T$ of $U^T$ lie in an $(m-1)$ - dimensional subspace of $\mathbb{R}^m$, so for $n \geq m$ we have for all $U \in \mathbb{R}^{m \times n}$ linear dependencies among the $n$ vectors $u_j^T$. Using the fact that the wedge product is a distributive and alternating map, we deduce that the $n$-form $\bigwedge_{j=1}^{n} B(u_j^T, dc)$ vanishes identically and thus in particular $g$.

3. Holomorphic Siegel theta series

In this section, we construct theta series of genus $n$ associated with indefinite quadratic forms of signature $(m-1,1)$ that are holomorphic. For this purpose, we consider the locally constant functions $f$ described in Theorem 2.11(i). As in Zwegers’ work [19], we show that the choice of $f$ restricts the
summation in the definition of the theta function $\vartheta_f$ to a component in $\mathbb{R}^{m \times n}$ on which the indefinite form is bounded from below by a positive definite quadratic form.

For $\tilde{x}_i$, as in (2.3), we define this component as

$$C_A := \{U \in \mathbb{R}^{m \times n} \mid \tilde{x}_i \geq 0 \text{ for all } 0 \leq i \leq n \text{ or } \tilde{x}_i \leq 0 \text{ for all } 0 \leq i \leq n, \text{ where in both cases not all } \tilde{x}_i \text{ vanish}\}.$$ 

By definition, $f(U) = 0$ for $U \notin C_A$, as either $\tilde{x}_i = 0$ for all $0 \leq i \leq n$, or both summands vanish since there exist $i, j \in \{0, \ldots, n\}$ with $\tilde{x}_i > 0$ and $\tilde{x}_j < 0$, so the support of $f$ lies in $C_A$. Even if $C_A$ is large, the corresponding theta series might vanish but at least we can exclude choices of $C$ for which $C_A$ is the empty set and thus $f \equiv 0$. For $n = 1$, this is done by choosing two linearly independent vectors $c_0$ and $c_1$. For higher genus $n$, we show in the next lemma that the matrix $C$ should have full rank, i.e. the $n + 1$ column vectors are linearly independent (as we assume $m > n$, we can always choose that many linearly independent vectors).

**Lemma 3.1.** If $C = (c_0 \ c_1 \ldots \ c_n)$ does not have full rank, $C_A$ is empty.

*Proof.* If $c_0, c_1, \ldots, c_n \in \mathbb{R}^m$ are linearly dependent, we can write without loss of generality $c_0 = \sum_{i=1}^n \lambda_i c_i$ for $\lambda_i \in \mathbb{R}$. We determine $\tilde{x}_k$ for $k \in \{1, \ldots, n\}$, substituting $x_0 = \sum_{i=1}^n \lambda_i x_i$:

$$\tilde{x}_k = (-1)^k \sum_{i=1}^n \lambda_i \left( x_i x_1 \ldots \tilde{x}_k \ldots x_n \right) = (-1)^k \lambda_k \det \left( x_k, x_1, \ldots, \tilde{x}_k, \ldots, x_n \right) = -\lambda_k \tilde{x}_0.$$ 

For $U \in C_A$, $\tilde{x}_0$ and $\tilde{x}_k$ are both non-positive or both non-negative, so we either have $\lambda_k \leq 0$ or $\tilde{x}_0 = \tilde{x}_k = 0$. If the latter case holds for any $k$, all $\tilde{x}_i (0 \leq i \leq n)$ vanish, which contradicts our definition of $C_A$. So we have $\lambda_k \leq 0$ for all $k \in \{1, \ldots, n\}$. But since

$$0 > B(c_0, c_0) = \sum_{i=1}^n \lambda_i B(c_0, c_i), \quad \text{where } B(c_0, c_i) < 0 \text{ for all } 1 \leq i \leq n,$$

not all $\lambda_k$ can be non-positive. Hence, $C_A$ is the empty set. □

We use the following statement to construct positive definite quadratic forms:

**Lemma 3.2** ([19, Lemma 2.6]). Let $c_k, c_\ell \in C_Q$ be linearly independent. The quadratic form

$$Q_{k, \ell}^+ : \mathbb{R}^m \to \mathbb{R}, \quad Q_{k, \ell}^+(v) := Q(v) + \frac{B(c_k, c_\ell)B(c_k, v)B(c_\ell, v)}{4Q(c_k)Q(c_\ell) - B(c_k, c_\ell)^2}$$

is positive definite.

For $U \in C_A$ we have:

**Lemma 3.3.** For any column vector $u_j$ of $U \in C_A$, there exist $k, \ell \in \{0, \ldots, n\}$ such that

$$\text{sgn}(B(c_k, u_j)) \neq \text{sgn}(B(c_\ell, u_j)).$$

Moreover, $c_k$ and $c_\ell$ are linearly independent.

*Proof.* Let $v \in \mathbb{R}^m$. We calculate the determinant of the $(n + 1) \times (n + 1)$-matrix

$$(C^TAv \ C^TAu_1 \ldots \ C^TAu_n)$$

by expanding along the first column and obtain

$$\det(C^TAv \ C^TAu_1) = \sum_{i=0}^n (C^TAv)_{i+1} \tilde{x}_i = \sum_{i=0}^n B(c_i, v) \tilde{x}_i.$$ 

For $v = u_j$, the determinant vanishes, as $C_A$ has two identical columns, i.e.

$$\sum_{i=0}^n B(c_i, u_j) \tilde{x}_i = 0.$$
For any $U \in \mathcal{C}_A$, we cannot have $B(c_k, u_j) = 0$ for all $i \in \{0, \ldots, n\}$, since otherwise the $j$-th row of $U^T A \tilde{C} k$ is zero, which implies $\tilde{x}_k = 0$ for all $k \in \{0, \ldots, n\}$. If $B(c_k, u_j) > 0$ for all $i \in \{0, \ldots, n\}$, the expression $\sum_{i=0}^n B(c_k, u_j) \tilde{x}_i$ would be strictly positive (resp. negative) since $\tilde{x}_k \geq 0$ (resp. $\tilde{x}_k \leq 0$) for all $k \in \{0, \ldots, n\}$, where at least one inequality is strict. With the same argument, we exclude the case $B(c_k, u_j) < 0$ for all $i \in \{0, \ldots, n\}$. Hence, there exist $k, \ell \in \{0, \ldots, n\}$ with $\text{sgn}(B(c_k, u_j)) \neq \text{sgn}(B(c_\ell, u_j))$.

We note that any linearly dependent column vectors $c_k$ and $c_\ell$ admit the same sign: Let $\lambda \in \mathbb{R}$ such that $c_\ell = \lambda c_k$. Then $B(c_k, c_\ell) = \lambda B(c_k, c_k)$ holds. As we have $B(c_k, c_\ell) < 0$ and $B(c_k, c_k) < 0$ for $c_k, c_\ell \in C_Q$, the factor $\lambda$ is strictly positive, hence $\text{sgn}(B(c_\ell, u_j)) = \text{sgn}(\lambda B(c_k, u_j)) = \text{sgn}(B(c_k, u_j))$. □

We use Lemma 3.3 and Lemma 3.3 to construct holomorphic theta series.

**Proposition 3.4.** The series defining $\vartheta_f$ is absolutely convergent. Moreover, $\vartheta_f$ is a holomorphic function in $Z \in \mathbb{H}_n$.

**Proof.** We have $f(U) = 0$ for $U \notin \mathcal{C}_A$ as noted above. For $U \in \mathcal{C}_A$ we obtain:

$$f(U) = \begin{cases} 
1 & \text{if } \tilde{x}_i > 0 \text{ for all } 0 \leq i \leq n, \\
-1 & \text{if } \tilde{x}_i < 0 \text{ for all } 0 \leq i \leq n, \\
2^{k-n-1} & \text{if } \tilde{x}_i > 0 \text{ for } k \text{ values in } 0 \leq i \leq n \text{ and } \tilde{x}_i = 0 \text{ otherwise}, \\
-2^{k-n-1} & \text{if } \tilde{x}_i < 0 \text{ for } k \text{ values in } 0 \leq i \leq n \text{ and } \tilde{x}_i = 0 \text{ otherwise}.
\end{cases}$$

Since only the values $U \in \mathcal{C}_A$ contribute non-vanishing terms, we split up $\mathcal{C}_A$ in smaller components. In each component, the expression $\text{tr}(U^T A U)$ is bounded from below by a positive definite quadratic form built from the quadratic forms $Q_{k, \ell}^+$ that were introduced in Lemma 3.3. For a fixed $u_j$, we apply Lemma 3.3 and take $k, \ell$ with $\text{sgn}(B(c_k, u_j)) \neq \text{sgn}(B(c_\ell, u_j))$, so $B(c_k, u_j) B(c_\ell, u_j) \leq 0$. Since $c_k, c_\ell \in C_Q$ and these vectors are linearly independent, we have

$$\frac{B(c_k, c_\ell)}{4Q(c_k)Q(c_\ell) - B(c_k, c_\ell)^2} > 0.$$ 

Thus, $Q(u_j) \geq Q_{k, \ell}^+(u_j)$. Considering $Q(U) = \sum_{j=1}^n Q(u_j)$, the quadratic forms $Q_{k, \ell}^+$ give a lower bound for each $u_j$ and thus also a bound for $U \in \mathcal{C}_A$. Note that in general we have to take different forms $Q_{k, \ell}^+$ for each column vector. As $Y \in \mathbb{R}^{n \times n}$ is a symmetric positive definite matrix, the square root $Y^{1/2} \in \mathbb{R}^{n \times n}$ is uniquely determined and positive definite. The set $\mathcal{C}_A$ is invariant under the substitution $U \mapsto \tilde{U} = U Y^{1/2}$ and we find for every column $\tilde{u}_j$ of $\tilde{U}$ a lower bound in terms of a positive definite quadratic form as before. Hence,

$$|\exp(\pi i \text{tr}(U^T A Z))| = |\exp(-\pi \text{tr}(U^T A Y))| = \exp\left(-2\pi \sum_{j=1}^n Q(\tilde{u}_j)\right)$$

is bounded from above by the sum of positive definite quadratic forms $Q_{k, \ell}^+$ that we choose for all column vectors $\tilde{u}_j$ independently. We split up the sum over $U \in \mathcal{C}_A \cap \mathbb{Z}^{n \times n}$ in finitely many sets, according to the quadratic forms $Q_{k, \ell}^+$ that give a lower bound for $Q(U)$. Thus, the series is absolutely convergent. Since $f$ is locally constant (the points of discontinuity are given by the matrices in $\mathcal{H} + \mathbb{Z}^{n \times n}$ with $\tilde{x}_i = 0$ for some $i \in \{0, \ldots, n\}$), the series $\vartheta_f$ is holomorphic in $Z$. □

**Remark 3.5.** We give a specific formula for $f$ here, but we can replace $f$ by any locally constant function that is zero for $U \notin \mathcal{C}_A$ to obtain a holomorphic theta series.

This shows part (i) of Theorem 2.11. In the following section, we construct certain functions $g$ (depending on the choice of $C$) such that $\vartheta_g$ has modular transformation properties. We will see that $g(UY^{1/2}) \rightarrow f(U)$ almost everywhere for $Y \rightarrow \infty$. 


4. Siegel theta series with modular transformation behavior

In [15] we have constructed theta series \( \vartheta \) that transform like modular forms by considering a certain family of functions \( g \), which we described here in Theorem 2.3. A crucial attribute of these functions is that we can split up \( g \) in two factors where one depends on a subspace of \( \mathbb{R}^{m \times n} \), on which the quadratic form is positive semi-definite, and the other on a subspace where the form is negative semi-definite. In the following, we first determine explicitly how we split up the quadratic form for matrices of signature \((m-1,1)\). Then we show that we can apply the result of [15] to deduce the modular transformation behavior of the theta series.

In the next lemma, we show that \( Q \) is positive semi-definite on \( U \perp = (u_1^\perp, \ldots, u_n^\perp) \) and negative semi-definite on \( U^\circ = (u_1^\circ, \ldots, u_n^\circ) \).

**Lemma 4.1.** For \( Q : \mathbb{R}^{m \times n} \rightarrow \mathbb{R} \), we have the decomposition \( Q = Q^+ + Q^- \), where \( Q^+ \) is positive semi-definite and \( Q^- \) negative semi-definite. Moreover, \( Q^+(U) = Q(U^\perp) \) and \( Q^-(U) = Q(U^\circ) \).

**Proof.** By the definition of \( A^- \) in (2.2), we immediately obtain

\[
Q^-(U) = \operatorname{tr}\left( \frac{U^T Acc^T AU}{4Q(c)} \right) = \frac{1}{4Q(c)} \sum_{j=1}^{n} B(c, u_j)^2 \leq 0 \quad \text{for all } U \in \mathbb{R}^{m \times n}. \tag{4.1}
\]

Since \( A^+ = A - A^- \), we have

\[
Q^+(U) = \frac{1}{2} \operatorname{tr}(U^TAU) - \operatorname{tr}\left( \frac{U^T Acc^T AU}{4Q(c)} \right) = \sum_{j=1}^{n} Q(u_j) - \frac{1}{4Q(c)} \sum_{j=1}^{n} B(c, u_j)^2 \tag{4.2}
\]

The numerator of each summand represents the determinant of the Gram matrix

\[
\begin{pmatrix}
2Q(u_j) & B(c, u_j) \\
B(c, u_j) & 2Q(c)
\end{pmatrix}.
\]

For linearly independent vectors \( c \) and \( u_j \), the quadratic form \( Q \) has signature \((1,1)\) on \( \text{span}_\mathbb{R}\{c, u_j\} \), i.e. the Gram matrix has negative determinant. For linearly dependent vectors \( c \) and \( u_j \), we obtain zero. As \( Q(c) < 0 \), we thus see, using (4.2), that \( Q^+(U) \geq 0 \) for all \( U \in \mathbb{R}^{m \times n} \). Note that \( Q^+(U) = 0 \) holds if and only if every column of \( U \) is a multiple of \( c \).

The negative semi-definite part \( Q^- \) only depends on \( U^\circ \). This follows immediately when we use the identity \( Q(u_j^\circ) = \frac{B(c, u_j^\circ)^2}{4Q(c)} \):

\[
Q^-(U) = \frac{1}{4Q(c)} \sum_{j=1}^{n} B(c, u_j)^2 = \sum_{j=1}^{n} Q(u_j^\circ) = \frac{1}{2} \operatorname{tr}(U^\circ)^T A U^\circ = Q(U^\circ)
\]

Then the positive semi-definite quadratic form \( Q^+ \) only depends on \( U^\perp \), i.e. the part of \( U \) that is perpendicular to \( c \), because \( Q(u_j) = Q(u_j^\perp) + Q(u_j^\circ) \). Thus, we have \( Q = Q^+ + Q^- \) with \( Q^+(U) = Q(U^\perp) \) and \( Q^-(U) = Q(U^\circ) \).

Before we prove the remaining parts (ii) and (iii) of Theorem 2.11, we recall Zwegers’ construction [19] for the case \( n = 1 \), as that makes clear how we choose the set-up for higher genus \( n \). We merely give the function \( h \) that defines \( \vartheta \) here:

**Definition 4.2** ([19] Definition 2.1]. Let \( e_0, e_1 \in C_Q \subset \mathbb{R}^m \) and define

\[
h(u) = h^{e_0, e_1}(u) := E\left( \frac{B(c_0, u)}{\sqrt{-Q(c_0)}} \right) - E\left( \frac{B(c_1, u)}{\sqrt{-Q(c_1)}} \right).
\]
Kudla [8] and Livinsky [13] showed that the corresponding theta series $\vartheta_h$ can be constructed as integrals of the theta forms introduced by Kudla and Millson [10, 11]. We do something similar here, that is we show in the next lemma that $h$ is obtained by integrating a certain 1-form over $S_1$. To this end, we have to choose an explicit parameterization of $S_1$, here we consider

$$S_1 = \{ t c_0 + (1 - t) c_1 \mid t \in [0, 1] \}.$$ 

**Lemma 4.3.** We can write $h$ as

$$h(u) = 2 \int_{S_1} \exp \left( \pi - \frac{B(c, u)^2}{Q(c)} \right) \frac{B(u^\perp, dc)}{\sqrt{-Q(c)}}$$

with $dc = (dc_1, \ldots, dc_n)^T$.

**Proof.** Note that

$$\frac{\partial}{\partial c} B(c, u) = Au$$

and

$$\frac{\partial}{\partial c} Q(c) = Ac.$$

Since $u = u^\perp + \frac{B(c, u)}{Q(c)} c$, we obtain

$$\frac{\partial}{\partial c} \left( \frac{B(c, u)}{\sqrt{-Q(c)}} \right) = \frac{Au\sqrt{-Q(c)} + AcB(c, u)(2\sqrt{-Q(c)})^{-1}}{-Q(c)} = \frac{Au^\perp}{\sqrt{-Q(c)}}.$$

Hence,

$$\frac{\partial}{\partial E} \left( \frac{B(c, u)}{\sqrt{-Q(c)}} \right) = \frac{Au^\perp}{\sqrt{-Q(c)}} E' \left( \frac{B(c, u)}{\sqrt{-Q(c)}} \right) = 2 \frac{Au^\perp}{\sqrt{-Q(c)}} \exp \left( \pi \frac{B(c, u)^2}{Q(c)} \right),$$

so the total differential of $E$ with regard to $c$ is the exact 1-form

$$dE \left( \frac{B(c, u)}{\sqrt{-Q(c)}} \right) = 2 \exp \left( \pi \frac{B(c, u)^2}{Q(c)} \right) \frac{B(u^\perp, dc)}{\sqrt{-Q(c)}}. \quad (4.3)$$

We integrate both sides of (4.3) over $S_1$ to finish the proof. \hfill $\Box$

We transfer this construction to Siegel theta series of generic genus $n \in \mathbb{N}$ by considering the integrand of the function $h$ from Lemma 4.3 for each column vector $u_j$ of $U$ and taking the wedge product over all $j = 1, \ldots, n$ to obtain an (exact) $n$-form that is integrated over the $n$-simplex $S_n$.

Note that this is an explicit realization of the theta forms $\theta_{KM}$ for arbitrary signature valued in closed differential forms that were constructed by Kudla and Millson [10, 11, 12]. The next proposition is a result that was also shown by Livinsky [13] in his Ph. D. thesis (based on an unpublished manuscript by Kudla [8]): he defines $\Theta_{KM}$ as the integral of the closed $n$-form $\theta_{KM}$ over the simplex $\Delta$ (which is $S_n$ in our notation) and thus constructs a non-holomorphic Siegel modular form.

We make a similar construction but instead of using the connection to the theta forms $\theta_{KM}$, we show that we obtain functions that we already know from [15], which also shows that the Siegel theta series that we obtain are modular.

**Proposition 4.4.** The theta series $\vartheta_g$ transforms like a Siegel modular form of weight $m/2$.

**Proof.** We recall that the integrand of $g$ is

$$(-Q(c))^{-n/2} \exp \left( 2\pi \text{tr}(U^T A U) \right) \bigwedge_{j=1}^n B(u_j^\perp, dc).$$

Now we first consider the wedge product and write the bilinear forms as sums. Using the distributivity of the wedge product, we obtain

$$\bigwedge_{j=1}^n \left( \sum_{k_j=1}^m (Au_j^\perp)_{k_j} \, dc_{k_j} \right) = \sum_{k_1, \ldots, k_n=1}^m (Au_1^\perp)_{k_1} \cdots (Au_n^\perp)_{k_n} \, dc_{k_1} \land \ldots \land dc_{k_n}.$$

As we have $dc_{k_i} \land \ldots \land dc_{k_n} = 0$ if $k_i = k_j$ for any $i \neq j$ and $dc_{k_1} \land \ldots \land dc_{k_n} = \text{sgn}(\sigma) dc_{k_{\sigma(1)}} \land \ldots \land dc_{k_{\sigma(n)}}$ for any permutation in the symmetric group $\sigma \in S_n$, this expression equals

$$\sum_{1 \leq k_1 < k_2 < \ldots < k_n \leq m} \left( \sum_{\sigma \in S_n} \text{sgn}(\sigma) \prod_{j=1}^n (Au_j^\perp)_{k_{\sigma(j)}} \right) \, dc_{k_1} \land \ldots \land dc_{k_n}.$$
We observe that the part in brackets is the determinant of the matrix

\[
( (Au^\perp_k)_{ij} )_{i,j} = \begin{pmatrix}
(Au^\perp_1)_{k_1} & (Au^\perp_2)_{k_1} & \cdots & (Au^\perp_n)_{k_1} \\
(Au^\perp_1)_{k_2} & (Au^\perp_2)_{k_2} & \cdots & (Au^\perp_n)_{k_2} \\
\vdots & \vdots & \ddots & \vdots \\
(Au^\perp_1)_{k_n} & (Au^\perp_2)_{k_n} & \cdots & (Au^\perp_n)_{k_n}
\end{pmatrix}
\quad (1 \leq i \leq n, 1 \leq j \leq n),
\tag{4.4}
\]

which is a square submatrix of maximal size of \( AU^\perp \in \mathbb{R}^{m \times n} \). We use multi-index notation to rewrite this. Let

\[
K := \{ k = (k_1, \ldots, k_n) \in \mathbb{N}^n \mid 1 \leq k_1 < k_2 < \cdots < k_n \leq m \}
\]

and for \( A \in \mathbb{R}^{m \times n} \) let us denote by \( A_k \in \mathbb{R}^{n \times n} \) the square submatrix that consists of the rows determined by \( k \). So (4.4) can be written as \( (AU^\perp)_{k} \) for \( k \in K \). Obviously, \( P_k(U) := \det((AU^\perp)_{k}) \) has the homogeneity property \( P_k(UN) = \det N \cdot P_k(U) \) for \( N \in \mathbb{C}^{n \times n} \), with the degree of homogeneity being 1. Applying the Laplacian \( tr \Delta_M \) means differentiating twice with regard to every row, so a function with the determinant-like structure of \( P_k \) and degree 1 will necessarily vanish under this operator, i.e. \( tr \Delta_M P_k = 0 \). So \( P_k \) is harmonic and we simply have \( \exp (- tr \Delta_M / 8 \pi) (P_k(U)) = P_k(U) \). Further, we note that \( P_k \) only depends on a subspace of \( \mathbb{R}^{m \times n} \) where the quadratic form \( Q \) is positive semi-definite.

By Lemma 4.1 we have

\[
\exp (2 \pi \text{tr}(U^T A^{-1} U)) = \exp (4 \pi Q^{-1}(U)) = \exp (4 \pi Q(U^c)),
\]

so the exponential factor solely depends on a subspace of \( \mathbb{R}^{m \times n} \) on which \( Q \) is negative semi-definite. Thus, the integrand of \( g \) has the form

\[
(-Q(c))^{-n/2} \exp (4 \pi Q(U^c)) \sum_{k \in K} \det ((AU^\perp)_{k}) \, dc_k \quad \text{with } dc_k = dc_{k_1} \land \cdots \land dc_{k_n},
\tag{4.5}
\]

which is a function as described in Theorem 2.3. Using the notation of this theorem, we have a function where \( P_\alpha \) is a harmonic polynomial of degree \( \alpha = 1 \) and \( P_\alpha \equiv 1 \) (and so has degree \( \beta = 0 \)). So the associated theta series transforms like a Siegel modular form of weight \( m/2 \).

In Remark 2.9 we observed that \( S_n \subset C_Q \) holds and that \( S_n \) is compact in \( \mathbb{R}^m \). Hence, the points in \( S_n \) do not accumulate near the boundary of \( C_Q \), i.e. where \( Q(c) \) is almost zero. So the summands of the theta series associated with (4.3) are rapidly decaying functions and we can integrate termwise over \( S_n \) to obtain \( \vartheta \). The modular transformation properties are preserved as they are independent of the choice of \( C \). Thus \( \vartheta \) is well-defined and transforms as a modular Siegel theta series of weight \( m/2 \). □

In the definition of \( \vartheta \) we consider \( g(UY^{1/2}) \) instead of \( g(U) \), where \( Y \) denotes the imaginary part of \( Z \). We are interested in the behavior of the theta series for large values of \( Y \). For \( n = 1 \), it is clear that we consider the imaginary part \( y \in \mathbb{R}_{>0} \) as large, when \( y \to \infty \). We recall that in Definition 4.2 the error function \( E \) was considered, where \( E(xy^{1/2}) \to \text{sgn}(x) \) for \( y \to \infty \). For arbitrary genus \( n \in \mathbb{N} \), we gave a generalizing definition of \( Y \to \infty \) in Definition 2.10. We show in the next proposition that \( g(UY^{1/2}) \) asymptotes to the locally constant function \( f(U) \) for \( Y \to \infty \).

**Proposition 4.5.** We have \( g(UY^{1/2}) \to f(U) \) almost everywhere for \( Y \to \infty \).

**Proof.** Using identity (4.4), we can write the integrand of \( g \) as

\[
\exp \left( \frac{\pi}{Q(c)} \sum_{j=1}^{n} B(c, u_j)^2 \right) \prod_{j=1}^{n} \frac{B(u_j, dc)}{\sqrt{-Q(c)}}.
\]

We substitute

\[
v := \frac{U^T Ac}{\sqrt{-Q(c)}} = \frac{1}{\sqrt{-Q(c)}} \begin{pmatrix} B(c, u_1) \\ \vdots \\ B(c, u_n) \end{pmatrix}.
\]

Then...
In the proof of Lemma 4.3 we have shown that
\[
\frac{\partial}{\partial c} \left( \frac{B(c, u)}{\sqrt{-Q(c)}} \right) = Au^{-1} \frac{B(u^+, dc)}{\sqrt{-Q(c)}},
\]
so the differential of \(v_j = \frac{B(c, u)}{\sqrt{-Q(c)}}\) with respect to \(c\) is easily seen to be \(dv_j = \frac{B(u^+, dc)}{\sqrt{-Q(c)}}\). We can thus write \(g\) as
\[
\int_{X_n} \exp(-\pi(v_1^2 + \ldots + v_n^2)) dv_1 \wedge \ldots \wedge dv_n,
\]
where
\[
X_n := \left\{ \left( \frac{t_0x_0 + t_1x_1 + \ldots + t_nx_n}{\sqrt{-Q(t_0c_0 + t_1c_1 + \ldots + t_nc_n)}} \right) \left| t_i \geq 0 \text{ for all } 0 \leq i \leq n \text{ and } \sum_{i=0}^{n} t_i = 1 \right\} (x_i = U^T A_i).
\]
We describe this integral depending on whether \(U\) is in \(C_A\) or not. If
\[
\det \left( \begin{array}{ccc} 1 & 1 & \ldots & 1 \\ x_0 & x_1 & \ldots & x_n \end{array} \right) = \sum_{i=0}^{n} \tilde{x}_i
\]
vanishes, we have \(U \notin C_A\), as either all \(\tilde{x}_i\) vanish or there occur \(\tilde{x}_i\) and \(\tilde{x}_j\) that have different signs. Moreover, considering the left-hand side of (4.6), the vectors \(x_0, \ldots, x_n\) are linearly dependent, and so the vertices \(x_i/\sqrt{-Q(c_i)} (0 \leq i \leq n)\) form a simplex whose dimension is strictly lower than \(n\). But when integrating an \(n\)-form over this simplex, the integral takes the value zero.

If (4.6) does not vanish, we have \(0 \in X_n\) if and only if \(U \in C_A\), which is a direct consequence of Cramer's rule: the system of \(n+1\) linear equations
\[
\begin{pmatrix} 1 & 1 & \ldots & 1 \\ x_0 & x_1 & \ldots & x_n \end{pmatrix} \begin{pmatrix} t_0 \\ t_1 \\ \vdots \\ t_n \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}
\]
has a unique solution \((t_0, t_1, \ldots, t_n) \in \mathbb{R}^{n+1}\) with \(t_i \geq 0\) for all \(0 \leq i \leq n\) if and only if
\[
\tilde{x}_i = (-1)^i \det(x_0 \ldots \tilde{x}_i \ldots x_n) \quad (0 \leq i \leq n)
\]
are all non-negative or all non-positive. If \(\tilde{x}_i = 0\) for any \(i \in \{0, \ldots, n\}\), the zero vector is located on the boundary of \(X_n\).

For \(U \in C_A\), we also determine the orientation of \(X_n\) in \(\mathbb{R}^n\). Let the canonical basis \(\{e_1, \ldots, e_n\}\) of \(\mathbb{R}^n\) represent the equivalence class of positive orientations in \(\mathbb{R}^n\). We consider the unit simplex with the vertices \(0, e_1, \ldots, e_n\) that we can also write as
\[
T_n := \left\{ (t_1, \ldots, t_n) \in \mathbb{R}^n \left| t_i \geq 0 \text{ for all } 1 \leq i \leq n \text{ and } \sum_{i=1}^{n} t_i \leq 1 \right\}.
\]
This simplex has a positive orientation in \(\mathbb{R}^n\). When we consider a diffeomorphism between \(T_n\) and any other \(n\)-simplex in \(\mathbb{R}^n\), we can thus determine whether this orientation is preserved (then this simplex also carries the positive orientation in \(\mathbb{R}^n\)) or reversed. Setting
\[
X_n' = \left\{ x_0 + \sum_{i=1}^{n} t_i(x_i - x_0) \left| t_i \geq 0 \text{ for all } 1 \leq i \leq n \text{ and } \sum_{i=1}^{n} t_i \leq 1 \right\},
\]
we consider the diffeomorphism
\[
\varphi : T_n \rightarrow X_n', \quad t = (t_1, \ldots, t_n) \mapsto x_0 + \sum_{i=1}^{n} t_i(x_i - x_0).
\]
We denote the differential of \( \varphi \) by \( D\varphi \) and observe that \( \det(D\varphi(t)) \) is independent of \( t \) and – adding an extra column and row – equals

\[
\det(x_1 - x_0 \ x_2 - x_0 \ \ldots \ x_n - x_0) = \det \begin{pmatrix} 1 & 0 & \cdots & 0 \\ x_0 & x_1 - x_0 & \cdots & x_n - x_0 \end{pmatrix}.
\]

When adding the first column to each of the other columns, we observe that we obtain the expression in \( \text{4.6} \), so the determinant of \( D\varphi \) is strictly positive if \( \bar{x}_i \geq 0 \) for all \( i \in \{0, \ldots, n\} \) and strictly negative if \( \bar{x}_i \leq 0 \) (in both cases at least one of the inequalities is strict, as \( U \in \mathcal{C}_A \)). Up to a normalization, this is \( X_n \), which we can write as

\[
X_n = \left\{ \frac{x_0 + \sum_{i=1}^n t_i(x_i - x_0)}{-Q(c_0 + \sum_{i=1}^n t_i(c_i - c_0))} \mid t_i \geq 0 \text{ for all } 1 \leq i \leq n \text{ and } \sum_{i=1}^n t_i \leq 1 \right\}.
\]

Since \( S_n \subset C_Q \) as observed in Remark 2.9, we have \( \sqrt{-Q(c_0 + \sum_{i=1}^n t_i(c_i - c_0))} > 0 \), so the orientation of \( X_n \) and \( X_n' \) agree. We make a final substitution, which does not change the orientation: we substitute \( U \mapsto U^{1/2} \) for \( Y = \text{Im } Z \), which means that we set \( \bar{x}_i = U^{1/2}x_i \) and integrate over

\[
\bar{X}_n = \left\{ \frac{t_0\bar{x}_0 + t_1\bar{x}_1 + \ldots + t_n\bar{x}_n}{\sqrt{-Q(t_0c_0 + t_1c_1 + \ldots + t_nc_n)}} \mid t_i \geq 0 \text{ for all } 0 \leq i \leq n \text{ and } \sum_{i=0}^n t_i = 1 \right\}
\]

instead of \( X_n \). As \( Y \) is positive definite and symmetric, so is its square root \( Y^{1/2} \). Since \( \det(Y^{1/2}) > 0 \), the property that \( 0 \in \bar{X}_n \) if and only if \( U \in \mathcal{C}_A \) is still maintained. While the integrand is still the same as before, the set \( \bar{X}_n \) also depends on \( Y^{1/2} \). Now we determine how \( \bar{X}_n \) changes when we consider \( Y \to \infty \), so first we observe which property the square root of \( Y \) necessarily satisfies for large \( Y \).

We have defined \( Y \to \infty \) as \( Y_{jj} \to \infty \) for all \( j \in \{1, \ldots, n\} \). By definition of \( Y^{1/2} \) we have \( Y = Y^{1/2} \cdot Y^{1/2} \), which means that the \( j \)-th diagonal entry is \( Y_{jj} = \sum_{\nu=1}^n (Y^{1/2}_{j\nu})^2 \). So when \( Y \to \infty \), in each row of \( Y^{1/2} \) the absolute value of at least one entry tends to infinity. Thus, every entry of \( \bar{x}_i \) tends to \( \pm \infty \) and as the vertices of \( \bar{X}_n \) expand outwards, the object we obtain depends on the location of \( 0 \) in relation to this simplex.

For any \( U \) such that \( 0 \notin \bar{X}_n \), the set is shifted away from \( 0 \). As the integrand decays fast for large values of \( v \in \mathbb{R}^n \), the value of the integral and thus the whole expression \( g(Y^{1/2}) \) tends to zero. By the definition of \( f \), we also have \( f(U) = 0 \) for \( U \notin \mathcal{C}_A \), so \( g(Y^{1/2}) \to f(U) \) for \( Y \to \infty \) here.

If \( 0 \) is an interior point of \( \bar{X}_n \), the simplex asymptotes to \( \mathbb{R}^n \). But we know that we have

\[
\int_{\mathbb{R}^n} \exp(-\pi(v_1^2 + \ldots + v_n^2)) \, dv_1 \wedge \ldots \wedge dv_n = 1,
\]

when the canonical basis \( \{e_1, \ldots, e_n\} \) fixes a positive orientation in \( \mathbb{R}^n \). Thus \( g(Y^{1/2}) \to \pm 1 \) for \( Y \to \infty \), where the sign depends on the orientation of the original \( n \)-simplex \( X_n \) in \( \mathbb{R}^n \) that we described above: the sign is positive if \( \bar{x}_i \geq 0 \) for all \( 1 \leq i \leq n \) and negative if \( \bar{x}_i \leq 0 \) for all \( 1 \leq i \leq n \). When \( \bar{x}_i \) are strictly positive or negative for all \( i \in \{0, \ldots, n\} \), this is exactly the definition of \( f \) for \( U \in \mathcal{C}_A \). So \( g(Y^{1/2}) \to f(U) \) for \( Y \to \infty \) almost everywhere. The limit of \( g(Y^{1/2}) \) may differ from \( f(U) \) when \( 0 \) is a boundary point, but the values of \( U \) for which this holds form a null set in \( \mathbb{R}^{n \times n} \). \( \square \)

In the following remark, we give a short description of \( g(Y^{1/2}) \) for \( Y \to \infty \) for the case that \( 0 \) is a boundary point of \( \bar{X}_n \).

**Remark 4.6.** Let \( 1 \leq n' \leq n \). When for exactly \( n' \) values \( \bar{x}_i = 0 \) holds, the zero vector is located on an \((n-n')\)-face of \( \bar{X}_n \). If \( n' = 1 \), this is a facet of \( \bar{X}_n \), so the value of \( g \) approaches \( \pm 1/2 \). In this case, we actually see that this agrees with the value of \( f(U) \), as \( \bar{x}_i = 0 \) holds for exactly one \( i \in \{0, \ldots, n\} \).

For \( n' \geq 2 \), the area that we obtain by intersecting \( \bar{X}_n \) with the \((n' - 1)\)-dimensional unit-sphere is called the solid angle \( \Omega \). Then \( g \) asymptotes to \( \pm \Omega/A_{n'} \), where \( A_{n'} \) is the surface area of the unit-sphere. Again, the sign reflects the orientation of \( X_n \) (resp. \( \bar{X}_n \)) in \( \mathbb{R}^n \), as described in the previous proof.
Considering the solid angle that depends on the exact position of 0 in the simplex, one could determine an exact formula for the holomorphic part of \( \vartheta_g \). However, the resulting function will look extremely complicated (for \( n = 2 \) one could for example use the result in [13]), so we used the holomorphic function \( f \), which has a much simpler form.

In this section, we have thus shown the second and third part of the main theorem: By Proposition 4.4, the theta series in Theorem 2.11(ii) transforms like a Siegel modular form of genus \( n \) and weight \( \frac{m}{2} \). Part (iii), giving us the connection between the holomorphic version and the modular version of the theta series, follows by Proposition 4.5.
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