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Abstract

In this work, we study stochastic non-cooperative games, where only noisy black-box function evaluations are available to estimate the cost function for each player. Since each player’s cost function depends on both its own decision variables and its rivals’ decision variables, local information needs to be exchanged through a center/network in most existing work for seeking the Nash equilibrium. We propose a new stochastic distributed learning algorithm that does not require communications among players. The proposed algorithm uses simultaneous perturbation method to estimate the gradient of each cost function, and uses mirror descent method to search for the Nash equilibrium. We provide asymptotic analysis for the bias and variance of gradient estimates, and show the proposed algorithm converges to the Nash equilibrium in mean square for the class of strictly monotone games at a rate faster than the existing algorithms. The effectiveness of the proposed method is buttressed in a numerical experiment.

1 Introduction

In game theory, the scenarios of non–cooperative game include that individuals autonomously optimize their selfish objectives, e.g., congestion control \cite{1}, Cournot oligopoly \cite{2}, and resource allocation auctions \cite{3}. The individual cost function of each player depends on not only its own strategy but also its rivals’ strategies. The Nash equilibrium is a solution of non–cooperative game \cite{4}.

In general, players do not have complete information of the game and thus cannot compute a Nash equilibrium in an introspective manner \cite{5}. For learning the Nash equilibrium, players need to take actions in repeated games, and adjust their strategies in response to their rivals’ strategies for seeking a lower cost. In most existing work, a center that has bidirectional communication with all players is required \cite{6} or agents are allowed to exchange information with their neighbors in a network \cite{7,8}. Learning the Nash equilibrium without local information exchange is considered much more challenging and has not been well studied. In this paper, we study how each player can learn the Nash equilibrium based on only its own cost observations.

We consider stochastic non–cooperative games where each player only has access to a noisy but unbiased estimate of its cost function. Such stochastic setting is known as black-box or zeroth-order \cite{9,10}. Stochastic noise complicates the problem considerably because each player must estimate the gradient of its cost function from the observed feedbacks. Stochastic gradient estimation may introduce a significant error in the Nash equilibrium learning process. In \cite{11} and \cite{12}, they assume each player can obtain an unbiased stochastic gradient estimate with a bounded variance, which is not available in our black-box setting. In this paper, we propose a black-box stochastic gradient estimation method and study the bias-variance tradeoff of the proposed method.

\*Corresponding author: pengyijie@pku.edu.cn

\†Corresponding author: longwang@pku.edu.cn
Specifically, we propose a simultaneous perturbation method for gradient estimation and mirror descent method for searching for the Nash equilibrium of stochastic non-cooperative games. Simultaneous perturbation method proposed by [13] is a black-box gradient estimation method using only noisy outputs of function evaluations. This method has the advantage that the number of function evaluations required to estimate gradient is independent of the dimension of decision variables. Simultaneous perturbation method has been widely used in stochastic gradient-based optimization methods [14]. Mirror descent method, a popular class of no-regret policies for repeated games, can be traced back to [15] and many variants have been developed [16, 17, 18]. For convex cost function of the game, an $O(\sqrt{n})$ regret bound has been established for the mirror descent method in extensive literature of online learning and optimization [19, 20, 21].

The contribution of our work is threefold.

- We propose a stochastic distributed learning algorithm that does not require communications among players. In each period, players perturb their strategies following simultaneous perturbation method to learn local function information; then at the end of each period, each player applies the mirror descent method with a stochastic gradient estimate to seek the Nash equilibrium.
- We establish asymptotic property for the bias and variance of gradient estimates. With an appropriate bias-variance tradeoff, simultaneous perturbation method can efficiently learn gradient information without any knowledge of cost function structure.
- We show the proposed algorithm converges in mean square to the Nash equilibrium for the class of strictly monotone games. Specifically, the rate of convergence of our method is between $O(n^{-1/2})$ and $O(n^{-1})$, which is faster than $O(n^{-1/3})$ in [22].

The rest of this paper is organized as follows. In Section 2, we formulate the problem and introduce some assumptions. In Section 3, we propose a stochastic distributed learning algorithm and establish some theoretical results. Section 4 presents numerical simulation results, and Section 5 concludes the paper.

2 Problem Formulation

In this section, we define stochastic non-cooperative games and introduce some basic assumptions.

2.1 Problem Statement

We consider a class of stochastic non-cooperative games $\langle N, (X_i)_{i=1}^N, (f_i)_{i=1}^N \rangle$ with a finite set of players $N \equiv \{1, \ldots, N\}$. Each player $i \in N$ chooses its decision variables $x_i \in \mathbb{R}^{m_i}$ from a strategy set $X_i \subset \mathbb{R}^{m_i}$. We denote by $x \equiv (x_1^\top, \ldots, x_N^\top)^\top \in \mathbb{R}^d$ the vector consisting of all decision variables, where $d = \sum_{i=1}^N m_i$.

In non-cooperative games, the cost function of each player $i$ depends on its own decision variables $x_i$ and its rivals’ decision variables $x_{-i} \equiv (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N)^\top$, i.e., $f_i(x_i, x_{-i})$. The game is to solve the following optimization problem:

$$\forall i \in N : \min_{x_i \in X_i} f_i(x_i, x_{-i}).$$  \hspace{1cm} (1)

Then we aim to compute a Nash equilibrium (NE) of the non-cooperative game [1].

**Definition 2.1.** A tuple of decision variables $x^* = \prod_i X_i$ is a NE if, for each $i \in N$,

$$f_i(x_i^*, x_{-i}^*) \leq \inf \{f_i(x_i, x_{-i}) : x_i \in X_i, x_{-i} = x_{-i}^* \}.$$

In stochastic regimes, each player has access to a noisy but unbiased estimate $F_i(x_i, x_{-i}; \xi_i)$ of its cost function for any chosen $x$, where the random vector $\xi_i \in \mathbb{R}^{m_i}$ represents the randomness in non-cooperative games, and $F_i : \mathbb{R}^d \times \mathbb{R}^{m_i} \rightarrow \mathbb{R}$ is a scalar-valued function, and $f_i(x_i, x_{-i}) = \mathbb{E}[F_i(x_i, x_{-i}; \xi_i)]$. In other words, the structure of each $f_i$ is unknown, and only noisy observations $F_i(x_i, x_{-i}; \xi_i)$ are available to evaluate the cost function $f_i(x_i, x_{-i})$ for each player $i$. In addition, neither a center nor a network is considered in our problem. In other words, each player cannot acquire information of other players’ decisions and cost functions.
Remark 2.2. We should distinguish two types of assumptions on the knowledge of the cost function in the literature. In multi-agent control theory, it is often assumed that the agents know the structure of their cost functions. Each player’s cost function depends on all players’ actions, but players cannot directly observe actions beyond their neighbors. Therefore, consensus algorithms are required for each player to estimate other players’ decisions. The estimate of cost function can be computed by substituting the estimate of all players’ actions. In the field of simulation optimization, it is often assumed that the structure of cost function is unknown, so players cannot obtain the value of their cost functions even if they know each other’s action. A simulation model is used to generate unbiased but noisy function evaluations for estimating the value of cost function. In this study, we consider the second type of assumptions.

Example 2.3. (Cournot competition problem). There is a finite set of \( N \) firms competing over \( m \) markets denoted by \( \mathcal{M} \triangleq \{1, \ldots, m\} \). Each firm \( i \) supplies market \( j \in \mathcal{M} \) with a quantity \( x_{i,j} \in [0, C_{i,j}] \) of products (or service), where \( x_{i,j} \) is the \( j \)-th component of \( x_i \), and \( C_{i,j} \) is the production capacity of firm \( i \). By the law of supply and demand, the price \( p_j \) of products sold in market \( j \) is a decreasing function of the total supplying amount \( \sum_{i=1}^{N} x_{i,j} \), e.g., \( p_j(x; \zeta_j) = a_j + \zeta_j - b_j \sum_{i=1}^{N} x_{i,j} \). The stochastic cost function of firm \( i \) is given by \( F_i(x_i, x_{-i}; \zeta_i, \eta_i) = \sum_{j=1}^{m} (c_{i,j} + \eta_{i,j} - p_j(x_i; \zeta_j))x_{i,j} \) with positive constants \( c_{i,j} > 0 \) and zero-mean random variables \( \eta_{i,j} \). Firm \( i \) aims to minimize its expected cost while satisfying the finite capacity constraint.

For more examples of non-cooperative games, see [23] and [24].

2.2 Assumptions

Assumption 2.4. For each agent \( i \in \mathcal{N} \),
(a) the strategy set \( X_i \) is closed, convex and compact;
(b) the cost function \( f_i(x_i, x_{-i}) \) is convex in \( x_i \) for all \( x_{-i} \in \prod_{j \neq i} X_j \);
(c) \( f_i(x_i, x_{-i}) \) is third-order continuously differentiable in \( x \);
(d) \( \text{Var}[F_i(x_i, x_{-i}; \xi_i)] \) for any \( x \in \prod_i X_i \) is bounded.

We define
\[
\phi(x) \triangleq (\nabla_{x_1} f_1(x_1, x_{-1})^\top, \ldots, \nabla_{x_N} f_N(x_N, x_{-N})^\top)^\top.
\]
Under Assumption 2.4 by [25], \( x^* \in \prod_i X_i \) is a NE if and only if for all \( x \in \prod_i X_i \),
\[
(x - x^*)^\top \phi(x^*) \geq 0. \tag{2}
\]
In addition, the existence of NE follows immediately by [25].

Assumption 2.5. The non-cooperative game is \( \beta \)-strongly monotone, i.e.,
\[
(\phi(x) - \phi(x'))^\top (x - x') \geq \frac{\beta}{2} \|x - x'\|^2
\]
for any \( x, x' \in \prod_i X_i \).

In this paper, all norms \( \| \cdot \| \) are \( L^2 \) norms.

3 Stochastic Learning

In this section, we propose a stochastic distributed learning algorithm to learn local function information in each period and seek the Nash equilibrium at the end of each period.

3.1 Simultaneous Perturbation

In the black-box setting, a common method for estimating a gradient is to use finite differences. High-dimensional finite-difference scheme perturbs the value of each component of \( x \) separately while keeping the other components fixed. Suppose that \( f : \mathbb{R}^d \to \mathbb{R} \) is a function of interest, where we have access to an
unbiased estimate \( \hat{f}(x) \) for any chosen \( x \in \mathbb{R}^d \). The \( i \)-th component of central finite-difference gradient estimator is given by

\[
\frac{\hat{f}(x + h e_i) - \hat{f}(x - h e_i)}{2h},
\]

where \( h > 0 \) is a scaling parameter and \( e_i \) denotes the unit vector in the \( i \)-th direction. The central finite-difference gradient estimator requires at least \( 2d \) function evaluations per gradient estimate.

Simultaneous perturbation method uses the same perturbation vector for estimating each component of gradient, which offers the advantage that the number of function evaluations required to estimate gradient is independent of the dimension of decision variables. Specifically, to estimate the gradient \( \nabla f(x) \), simultaneous perturbation method gives us the following estimator:

\[
\hat{\nabla} f(x) = \frac{1}{\ell} \sum_{j=1}^{\ell} \frac{\hat{f}(x + h \Delta_j) - \hat{f}(x - h \Delta_j)}{2h} \psi(\Delta_j),
\]

(3)

where \( \ell \) is the number of perturbing pairs and is independent of \( d \), each \( \Delta_j = (\delta_{1,j}, \ldots, \delta_{d,j})^\top \) is a perturbation vector, and \( \psi(\Delta_j) = (1/\delta_{1,j}, \ldots, 1/\delta_{d,j})^\top \). As required in simultaneous perturbation, \( \delta_{i,j}, i = 1, \ldots, d \) are all mutually independent with zero-mean, bounded second moments, and \( \mathbb{E}[|\delta_{i,j}|^{-1}] \) uniformly bounded, and all \( \Delta_j \)'s are independent and identically distributed. A common choice for \( \delta_{i,j} \) is the Rademacher distribution, i.e., Bernoulli \( \pm 1 \) with probability \( 1/2 \). Given each \( \Delta_j \), we generate \( \hat{f}(x + h \Delta_j) \) and \( \hat{f}(x - h \Delta_j) \) independently, and \( \hat{f}(x + h \Delta_j) \)'s and \( \hat{f}(x - h \Delta_j) \)'s are also independent across different \( \Delta_j \)'s.

We define observation variance \( \sigma^2 f(x) \triangleq \mathbb{V}[\hat{f}(x)] > 0 \). The following theorem provides the asymptotic property of the bias and variance of gradient estimate \( \hat{\nabla} f(x) \).

**Theorem 3.1.** Suppose \( f(x) \) is third-order continuously differentiable, and \( \sigma^2 f(x) \) for any \( x \in \prod_i X_i \) is bounded. Then as \( h \to 0 \) and \( \ell \to \infty \), the order of bias of \( \hat{\nabla} f(x) \) satisfies

\[
\mathbb{E}[\hat{\nabla} f(x)] - \nabla f(x) = O(h^2),
\]

the order of variance of \( \hat{\nabla} f(x) \) satisfies

\[
\mathbb{E}[\|\hat{\nabla} f(x) - \mathbb{E}[\hat{\nabla} f(x)]\|^2] = O \left( \frac{1}{h^2} \right),
\]

and thus the order of mean squared error of \( \hat{\nabla} f(x) \) satisfies

\[
\mathbb{E}[\|\hat{\nabla} f(x) - \nabla f(x)\|^2] = O(h^4) + O \left( \frac{1}{h^2} \right).
\]

**Proof.** By Taylor’s expansion, we have

\[
\frac{f(x + h \Delta_j) - f(x - h \Delta_j)}{2h \delta_{i,j}} = \sum_k \nabla_k f(x) \frac{\delta_{k,j}}{\delta_{i,j}} + \frac{h^2}{6} \sum_{k_1, k_2, k_3} \nabla^3_{k_1, k_2, k_3} f(x) \frac{\delta_{k_1,j} \delta_{k_2,j} \delta_{k_3,j}}{\delta_{i,j}} + o(h^2)
\]
By bias-variance decomposition, we have

$$E(\hat{f}_i(x) - f(x))$$

for any $i = 1, \ldots, d$, $j = 1, \ldots, \ell$. Thus as $h \to 0$, the expected bias of the estimator $\hat{f}_i(x)$ is

$$E(\hat{f}_i(x) - f(x)) = E(\hat{f}(x + h\Delta_j) - \hat{f}(x-h\Delta_j)) = E(\hat{f}(x + h\Delta_j) - f(x-h\Delta_j))$$

$$= \frac{E(\hat{f}(x + h\Delta_j) - f(x-h\Delta_j))}{2h\delta_{i,j}}$$

$$= \frac{E(\hat{f}(x + h\Delta_j) - f(x-h\Delta_j))}{2h\delta_{i,j}} - \nabla f(x)$$

$$= \frac{E(\hat{f}(x + h\Delta_j) - f(x-h\Delta_j))}{2h\delta_{i,j}} - \nabla f(x)$$

$$= h^2/6 \left( \nabla^3 f(x) + 3 \sum_{k \neq i} \nabla^3_{iik} f(x) \right) + o(h^2).$$

On the other hand, the variance of the estimator $\hat{f}(x)$ is

$$E(\nabla \hat{f}(x) - E(\nabla \hat{f}(x)))^2$$

$$= \frac{1}{\ell} \sum_{i=1}^{d} \text{Var} \left[ \frac{\hat{f}(x + h\Delta_j) - \hat{f}(x-h\Delta_j)}{2h\delta_{i,j}} \right]$$

$$= \frac{1}{\ell} \sum_{i=1}^{d} \text{Var} \left[ \frac{\hat{f}(x + h\Delta_j) - \hat{f}(x-h\Delta_j)}{2h\delta_{i,j}} \right]$$

$$= \frac{1}{\ell} \sum_{i=1}^{d} \text{Var} \left[ \frac{f(x + h\Delta_j) - f(x-h\Delta_j)}{2h\delta_{i,j}} \right]$$

$$= \frac{1}{\ell} \sum_{i=1}^{d} \left( \text{Var} \left[ \frac{f(x + h\Delta_j) - f(x-h\Delta_j)}{2h\delta_{i,j}} \right] \right)$$

Since $f(x)$ is third-order continuously differentiable in compact set $\Pi_i X_i$, the first and third order derivatives of $f(x)$ at $x \in \Pi_i X_i$ are bounded. Then we have

$$\text{Var} \left[ \frac{f(x + h\Delta_j) - f(x-h\Delta_j)}{2h\delta_{i,j}} \right]$$

$$\leq \frac{E(\hat{f}(x + h\Delta_j) - \hat{f}(x-h\Delta_j))^2}{2h\delta_{i,j}}$$

$$\leq \left[ \sum_k |\nabla_k f(x)| + \frac{h^2}{6} \sum_{k_1k_2k_3} |\nabla^3_{iik_1k_2k_3} f(x)| + o(h^2) \right]^2$$

$$< +\infty.$$

By bias-variance decomposition, we have

$$E(\nabla \hat{f}(x) - \nabla f(x))^2$$

$$= ||E(\nabla \hat{f}(x) - \nabla f(x))||^2 + E(\nabla \hat{f}(x) - E(\nabla \hat{f}(x)))^2.$$
Therefore as $h \to 0$ and $\ell \to \infty$, we have
\[
\mathbb{E}\|\hat{\nabla} f(x) - \nabla f(x)\|^2 = \sum_{i=1}^{d} \left( \frac{h^2}{6} \left( \nabla_{iii}^3 f(x) + 3 \sum_{k \neq i} \nabla_{ikk}^3 f(x) \right) \right)^2 + o(h^4) + \frac{1}{\ell} \mathbb{E} \left[ \sigma_i^2(x + h\Delta_i) + 4h^2 \sigma_i^2(x + h\Delta_i) \right] + o \left( \frac{1}{(\ell h^2)} \right).
\]
Since $\sigma_i^2(x)$ for any $x \in \prod_i X_i$ is bounded, as $h \to 0$ and $\ell \to \infty$,
\[
\mathbb{E}\|\hat{\nabla} f(x) - \nabla f(x)\|^2 = O(h^4) + O(1/\ell h^2).
\]

By simultaneous perturbation, each player $i \in \mathcal{N}$ can estimate the partial derivative of its cost function with respect to its own decision variables by $\hat{\nabla}_x f_i(x_i, x_{-i})$. Then we define
\[
\hat{\phi}(x) \triangleq (\hat{\nabla}_x f_1(x_1, x_{-1})^\top, \ldots, \hat{\nabla}_x f_N(x_N, x_{-N})^\top)^\top.
\]
Since each player cannot observe other players’ perturbations, the partial derivative of its cost function with respect to its rivals’ decision variables still cannot be obtained.

**Remark 3.2.** The scaling parameter $h$ must be chosen with consideration of controlling the bias and variance that contributes to the mean squared error. As the scaling parameter $h$ increases, bias increases while variance decreases (and vice versa). To minimize the mean squared error, the optimal $h$ turns out to be of order $\ell^{-1/6}$. However, we will show that the optimal $h$ for the mean squared error does not achieve an optimal convergence rate for seeking the Nash equilibrium.

**Remark 3.3.** In [22], they use a single-shot estimate, i.e., $\hat{\nabla}_x f_i(x_i, x_{-i}) = \frac{m_i}{h} \hat{f}_i(x_i, \tilde{x}_{-i}) z_i$, where random vector $z_i$ is uniformly drawn from the unit sphere $S^m_i$. As $h \to 0$, the bias of this estimate diminishes at a rate $O(h)$, whereas the variance of this estimate grows at a rate $O(1/h^2)$. Therefore, when this estimate and simultaneous perturbation method have the same order of bias, the variance of this estimate is the square of that of simultaneous perturbation method. We will show how errors in gradient estimation affect the convergence rate in searching for the Nash equilibrium.

### 3.2 Mirror Descent

We put optimization problem (1) into a more general form:
\[
\forall i \in \mathcal{N} : \min_{x_i \in \mathbb{R}^{m_i}} g_i(x_i, x_{-i}) = f_i(x_i, x_{-i}) + P_i(x_i),
\]
where $f_i$ is a convex and smooth function and
\[
P_i(x_i) = \begin{cases} 0, & x_i \in X_i, \\ +\infty, & x_i \notin X_i, \end{cases}
\]
is a convex but nonsmooth function, induced by the strategy set $X_i$ (convex set constraint).

For such a composite nonsmooth convex minimization problem, we propose a mirror descent method with a stochastic gradient estimate to seek the Nash equilibrium. Specifically, suppose that each player $i \in \mathcal{N}$ is endowed with a continuous $\sigma_i$-strongly convex function $h_i : X_i \to \mathbb{R}$, i.e.,
\[
h_i(x_i') \geq h_i(x_i) + \langle \nabla h_i(x_i), x_i' - x_i \rangle + \frac{\sigma_i}{2} \|x_i' - x_i\|^2
\]
for all $x_i, x_i' \in X_i$. The Bregman divergence $D_i(x_i, x_i')$ of the function $h_i$ is defined as the difference between $h_i(x_i)$ and the best linear approximation of $h_i(x_i)$ from $x_i'$, i.e.,
\[
D_i(x_i, x_i') \triangleq h_i(x_i) - h_i(x_i') - \langle \nabla h_i(x_i'), x_i - x_i' \rangle.
\]
Then mirror descent scheme starts with an arbitrary \( x^0 \in \prod_i X_i \), and proceeds in stage \( n \) by the recursion

\[
x^n_i = \arg \min \left\{ \langle -\gamma \hat{\nabla}_x f_i(x^{n-1}), x_{i-1}^n - x_i \rangle + D_i(x_i, x_{i-1}^n) : x_i \in X_i \right\},
\]

where \( \gamma_n > 0 \) is a nonincreasing step-size sequence.

In the rest of this paper, we use Euclidean projections as a standard example, i.e., \( h(x) = \frac{1}{2} \|x\|^2 \) and \( D(x, x') = \frac{1}{2} \|x - x'\|^2 \). In this case, our method can be considered as a projected gradient method \cite{15}

\[
x^n_i = P_{X_i}(\tilde{x}_i^n) \equiv \arg \min \{ \|x_i - \tilde{x}_i^n\|^2 : x_i \in X_i \},
\]

where \( \tilde{x}_i^n \equiv x_i^{n-1} - \gamma_n \hat{\nabla}_x f_i(x^{n-1}) \). Intuitively, the main idea of mirror descent method is as follows: at each stage \( n \), each player \( i \) takes a step from its current strategy \( x_i^n \) along a stochastic gradient estimate \( \hat{\nabla}_x f_i(x^n) \), and then mirrors the output \( \tilde{x}_i^{n+1} \) back to the feasible space \( X_i \). See Figure 1 for a schematic illustration.

Note that we have \( D_i(x_i, x'_i) = 0 \) if and only if \( x_i = x'_i \). Thus the convergence of a sequence \( \{x_i^n\} \) to \( x_i^* \) can be checked by showing that \( D_i(x_i^n, x_i^n) \to 0 \). The converse that \( D_i(x_i^n, x_i^*) \to 0 \) when \( x_i^n \to x_i^* \) is referred as to “Bregman reciprocity” \cite{26}, which is trivially satisfied by the Euclidean norm.

### 3.3 Stochastic Distributed Learning Algorithm

Based on simultaneous perturbation and mirror descent methods, we propose a stochastic distributed learning algorithm. In period \( n \), players perturb their strategies \( x^{n-1} \in \prod_i X_i \) by \( \pm \Delta_j, j = 1, \ldots, \ell \), receive observations of their cost functions in \( 2\ell \) games, and compute the gradient estimate \( \hat{\phi}(x^{n-1}) \). At the end of period \( n \), each player updates its strategy \( x_i^n \) by mirror descent method. The procedures are summarized in Algorithm \ref{alg:stochastic-distributed-learning}.

Remark 3.4. In Algorithm \ref{alg:stochastic-distributed-learning} players perform their own computation in a distributed manner. When estimating the partial derivative, each player only uses its own strategy perturbations and cost function evaluations. When applying mirror descent method, the information required by each player includes its current strategy and the partial derivative of its cost function with respect to its own decision variables. It is worth noting that Algorithm \ref{alg:stochastic-distributed-learning} can learn the Nash equilibrium without local information exchange.

The following theorem shows that our proposed learning algorithm converges to the Nash equilibrium in strongly monotone games.
Theorem 3.5. Suppose Assumptions 2.4 and 2.5 hold. Let $x^*$ be the unique Nash equilibrium of a $\beta$-strongly monotone game, and $x^n$ be generated by Algorithm 1 with parameters $\gamma_n = \gamma/n > 0$, $\ell_n = \ell_0 n^p > 0$, and $\sigma_n = h_n^{-p/2} > 0$, where $\gamma$, $\ell_0$, and $h_0$ are positive constants. Then, (a) if $0 \leq p < 1$ and $\gamma > 1/\beta$, we have
\[
E[\|x^n - x^*\|^2] = O(n^{-(p+1)/2}).
\]
(b) if $p > 1$ and $\gamma > 1/\beta$, we have
\[
E[\|x^n - x^*\|^2] = O(n^{-1}).
\]
Proof. We first provide the following upper and lower bounds of the Bregman divergence.

Proposition 3.6. Let $h_i$ be a $\sigma_i$-strongly convex function on $X_i$. For $x_i, p_i \in X_i$ and $x_i^+ = P_{x_i}(y_i) = \arg \min \{\langle y_i, x_i - x_i^* \rangle + D_i(x_i^*, x_i) : x_i^* \in X_i \}$, we have
\[
D_i(p_i, x_i) \geq -\frac{\sigma_i}{2} \|p_i - x_i\|^2,
\]
\[
D_i(p_i, x_i^+) \leq D_i(p_i, x_i) - D_i(x_i^+, x_i) + \langle y_i, x_i^+ - p_i \rangle
\]
\[
\leq D_i(p_i, x_i) + \langle y_i, x_i - p_i \rangle + \frac{1}{2\sigma_i} \|y_i\|^2.
\]
Applying Proposition 3.6 to Euclidean projections $h_i(x_i) = \frac{1}{2} \|x_i\|^2$, we have
\[
D_i(x_i^+, x_i^+) = \frac{1}{2} \|x_i^+ - x_i^\|^2
\]
and
\[
D_i(x_i^+, x_i^{n+1})
\]
\[
\leq D_i(x_i^+, x_i^n) + \langle -\gamma_n + 1 \nabla f_i(x_i^n, x_{i-1}), x_i^n - x_i^* \rangle
\]
\[
+ \frac{1}{2\sigma_i} \|\gamma_n + 1 \nabla f_i(x_i^n, x_{i-1})\|^2
\]
\[
= D_i(x_i^*, x_i^n) - \gamma_n + 1 \langle \nabla f_i(x_i^n, x_{i-1}), x_i^n - x_i^* \rangle
\]
\[
- \gamma_n + 1 \langle \nabla f_i(x_i^n, x_{i-1}) - \nabla f_i(x_i^*, x_{i-1}), x_i^n - x_i^* \rangle
\]
\[
- \gamma_n + 1 \langle \nabla f_i(x_i^*, x_{i-1}) - \nabla f_i(x_i^n, x_{i-1}), x_i^n - x_i^* \rangle
\]
\[
+ \frac{\gamma_n + 1}{2\sigma_i} \|\nabla f_i(x_i^n, x_{i-1})\|^2.
\]
Let $D_n = D(x^*, x^n) = \sum_{i=1}^N D_i(x_i^*, x_i^n)$ for a Nash equilibrium $x^*$. Then we have
\[
D_n = \frac{1}{2} \|x^n - x^*\|^2
\]

and

\[
D_{n+1} \leq D_n - \gamma_{n+1} \langle \phi(x^n), x^n - x^* \rangle \\
- \gamma_{n+1} \langle \phi(x^n) - E[\hat{\phi}(x^n)], x^n - x^* \rangle \\
- \gamma_{n+1} \langle E[\hat{\phi}(x^n)] - \phi(x^n), x^n - x^* \rangle \\
+ \frac{\gamma_{n+1}^2}{2\sigma} \|\phi(x^n)\|^2, 
\]

(5)

where \( \sigma = \min\{\sigma_i, i \in N\} \).

Since the game is \( \beta \)-strongly monotone and \( x^* \) is a NE, we have

\[
\langle \phi(x^n), x^n - x^* \rangle \geq \langle \phi(x^n) - \phi(x^*), x^n - x^* \rangle \\
\geq \frac{\beta}{2} \|x^n - x^*\|^2 \\
= \frac{\beta n}{2}.
\]

Then taking expectations of both sides of (5), we have

\[
E[D_{n+1}] \leq (1 - \beta\gamma_{n+1})E[D_n] \\
- \gamma_{n+1} \langle E[\hat{\phi}(x^n)] - \phi(x^n), x^n - x^* \rangle \\
+ \frac{\gamma_{n+1}^2}{2\sigma} E\|\hat{\phi}(x^n)\|^2. 
\]

(6)

By the proof of Theorem 3.1, we have

\[
E[\hat{\phi}(x^n)] - \phi(x^n) = O(h_{n+1}^2)
\]

and

\[
E\|\hat{\phi}(x^n)\|^2 = O(1) + O(h_{n+1}^4) + O\left(\frac{1}{h_{n+1}^2}\right).
\]

If \( \ell_n = \ell_0 n^p > 0 \) with \( 0 \leq p \leq 1 \) and \( h_n = h_0 n^{-(p+1)/2} > 0 \), then we have

\[
E[\hat{\phi}(x^n)] - \phi(x^n) = O(n^{-(p+1)/2})
\]

and

\[
E\|\hat{\phi}(x^n)\|^2 = O(n^{(1-p)/2}).
\]

That is, when \( n \) is large enough, there exists \( A > 0 \) and \( B > 0 \) such that

\[
|\langle E[\hat{\phi}(x^n)] - \phi(x^n), x^n - x^* \rangle| \leq An^{-(1+p)/2}
\]

and

\[
E\|\hat{\phi}(x^n)\|^2 \leq Bn^{(1-p)/2}.
\]

Therefore, given \( \gamma_n = \gamma/n \), we have

\[
E[D_{n+1}] \leq \left(1 - \frac{\beta \gamma}{n + 1}\right)E[D_n] + \frac{C}{n^{(3+p)/2}},
\]

(7)

where \( C = A\gamma + \frac{\gamma^2 B}{2\sigma} \).

If \( \ell_n = \ell_0 n^p > 0 \) with \( p > 1 \) and \( h_n = h_0 n^{-(p+1)/4} > 0 \), then we have

\[
E[\hat{\phi}(x^n)] - \phi(x^n) = O(n^{-(p+1)/2})
\]

and

\[
E\|\hat{\phi}(x^n)\|^2 = O(1).
\]
That is, when \( n \) is large enough, there exists \( A' > 0 \) and \( B' > 0 \) such that
\[
|\langle \hat{\phi}(x^n) \rangle - \phi(x^n), x^n - x^* \rangle| \leq A'n^{-(1+p)/2}
\]
and
\[
\mathbb{E}[\|\hat{\phi}(x^n)\|^2] \leq B'.
\]
Therefore, given \( \gamma_n = \gamma/n \), we have
\[
\mathbb{E}[D_{n+1}] \leq \left(1 - \frac{\beta \gamma}{n + 1}\right) \mathbb{E}[D_n] + \frac{C'}{n^2},
\]
where \( C' > A'\gamma n^{(1-p)/2} + \frac{\gamma^2 B'}{2\sigma} \).

We consider a more general form of (7) and (8), and use the following lemma to conclude Theorem 3.5.

**Lemma 3.7.** \( [27] \), \( \mathbb{E}[D_n], n = 1, 2, \ldots, \) is a non-negative sequence such that
\[
\mathbb{E}[D_{n+1}] \leq \left(1 - \frac{P}{n + 1}\right) \mathbb{E}[D_n] + \frac{Q}{n^{1+q}},
\]
where \( P, Q, q > 0 \) and \( P > q \). Then we have
\[
\mathbb{E}[D_n] = O(n^{-q}).
\]

Thus, if \( \epsilon_n = \epsilon_0 n^p > 0 \) with \( 0 \leq p \leq 1 \) and \( h_n = h_0 n^{-(p+1)/4} > 0 \), applying Lemma 3.7 with \( \beta \gamma > 1 \) and \( q = (p + 1)/2 \), we have
\[
\mathbb{E}[\|x^n - x^*\|^2] = 2\mathbb{E}[D_n] = O(n^{-(p+1)/2}).
\]
If \( \epsilon_n = \epsilon_0 n^p > 0 \) with \( p > 1 \) and \( h_n = h_0 n^{-(p+1)/4} > 0 \), applying Lemma 3.7 with \( \beta \gamma > 1 \) and \( q = 1 \), we have
\[
\mathbb{E}[\|x^n - x^*\|^2] = 2\mathbb{E}[D_n] = O(n^{-1}).
\]

The proof of Theorem 3.5 shows how errors in gradient estimation affect the convergence rate in searching for the Nash equilibrium. As shown in equation (6), the bias \( \mathbb{E}[\hat{\phi}(x^n)] - \phi(x^n) \) and the second moment \( \mathbb{E}[\|\hat{\phi}(x^n)\|^2] \) control the convergence rate of \( \mathbb{E}[\|x^n - x^*\|^2] \). As the scaling parameter \( h \) increases, bias increases while variance decreases (and vice versa). To maximize the convergence rate, the scaling parameter \( h \) is determined by optimally balancing the magnitudes of the two error sources. Note that the optimal \( h \) shown in Theorem 3.5 is different from that for minimizing the mean squared error of gradient estimate.

Using the single-shot gradient estimate in [22], a Nash equilibrium learning scheme leads to an \( O(n^{-1/3}) \) convergence rate. In our proposed SDL, the number of games required to estimate gradient is \( 2\ell \), and \( p \) is the order of \( \ell \) with respect to \( n \). When \( p \) is set to 0, SDL uses a constant number of observations to estimate the gradient, and achieves an \( O(n^{-1/2}) \) convergence rate as shown in Theorem 3.5. The improvement in convergence rate is due to that SDL has finer control on the bias/variance of gradient estimate. As discussed in Remark 3.3, when the orders of bias are set the same, the variance of gradient estimate in [22] is much higher than that in SDL.

The setting of \( p > 0 \) represents more games can be performed around the current strategy. More observations of the game can reduce the bias and variance of gradient estimate. When \( 0 < p \leq 1 \), reducing estimation error can improve the convergence rate. Such improvement potential also indicates that stochastic gradient estimate has not been accurate enough for the current mirror descent method. When \( p > 1 \), reducing estimation error will no longer affect the convergence rate. Our proposed SDL at most achieves an \( O(n^{-1}) \) convergence rate, which is also the convergence rate under the assumption of unbiased, finite mean-square gradient estimate [22].
4 Numerical Simulations

In this section, we conduct numerical simulations to validate the performance of the proposed SDL. The learning algorithm in [22] which uses the single-shot gradient estimate is also tested as comparison.

We consider the Cournot competition problem in Example 2.3. The capacity constraint of firm \( i \in \mathcal{N} \) is
\[
X_i \triangleq \{ x_i \geq 0 : \mathbf{1}^\top x_i = 1 \}.
\]
Then update (4) becomes
\[
x_i^n = x_i^{n-1} + \frac{1}{m_i} \mathbf{11}^\top \gamma_n \hat{\nabla}_x f_i(x_i^{n-1}, x_{-i}^{n-1})
- \gamma_n \hat{\nabla}_x f_i(x_i^{n-1}, x_{-i}^{n-1}).
\]
We set \( N = 20, m_i = m = 5, i \in \mathcal{N} \). For each firm \( i \in \mathcal{N} \), each \( c_{i,j} \) is randomly generated from the uniform distribution \( U[3, 4] \). For each market \( j \in \mathcal{M} \), \( a_j \) and \( b_j \) are randomly generated from uniform distributions \( U[4, 5] \) and \( U[0.5, 0.55] \), respectively. The random variables \( \zeta_j \) and \( \eta_{i,j} \) are drawn from uniform distributions \( U[-a_j/8, a_j/8] \) and \( U[-c_{i,j}/8, c_{i,j}/8] \), respectively.

We implement all algorithms with \( \gamma_n = \frac{1}{2^n} \), and test the proposed SDL with different settings of \( p \). Figure 2 shows that all the squared errors \( \| x^n - x^* \|^2 \) of three algorithms asymptotically decrease to zero, which implies three algorithms converge to the Nash equilibrium. Our proposed SDL has a faster convergence rate than the learning algorithm using single-shot gradient estimates. In addition, as \( p \) increases from 0 to 1, the convergence rate of SDL is further improved. Such improvement could be attributed to that more observations of the game reduce errors in gradient estimation.

![Figure 2: Convergence to Nash equilibrium.](image)

5 Conclusions

This paper proposes an efficient distributed learning algorithm for stochastic non-cooperative games without information exchange. The asymptotic analysis shows the superiority of simultaneous perturbation method. For a class of strictly monotone games, our proposed algorithm is shown to converge in mean square to the Nash equilibrium, which is faster than the existing method. In future work, we could investigate a fully decentralized setting where the players’ updates need not be synchronous.
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