Prediction of Clinical Pregnancy Occurrence After ICSI using Decision Tree and Support Vector Machine Methods
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ABSTRACT

Background & Objective: Studies have shown that despite the numerous research carried out regarding infertility treatment, there is still a long way to treat this disease satisfactorily. Spending a lot of time and money on infertility treatments proves the necessity of designing a model which could predict the result of treatment methods with an acceptable accuracy; a model that could help physicians to get rid of trial and error for treatment methods which should step by step be applied on an infertile couple. Intracytoplasmic Sperm Injection (ICSI) is one of the assisted reproductive techniques. Statistics have indicated that the probability of pregnancy occurrence is only about 30% using this method. In this paper, a model which could predict the result of (ICSI) was presented using the decision tree and support vector machine methods.

Materials & Methods: The applied data were collected in seven months from December 2012 to June 2013 by analyzing 251 treatment cycles in Omid Fertility Clinic. Input variables of the model were parameters like couple’s medical records, hormonal tests, the cause of infertility, and the like. The output variable was the occurrence or nonoccurrence of the clinical pregnancy (the pregnancy resulting in the formation of the fetal heart). One of the innovations of this study was that the input variables of the model were only preoperative, while in previous studies, having information about some of the surgery stages, such as quality of the egg and the like, was required to anticipate the result of the surgery.

Results: The obtained accuracy using the decision tree and support vector machine methods were 70.3% and 75.7%, respectively.

Conclusion: The results of the current study demonstrated that the support vector machine method had a better performance compared to the decision tree method. Presented model predicts the occurrence or nonoccurrence of a clinical pregnancy follows (ICSI), with a precision of 75.7%.
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Introduction

Infertility refers to couples’ inability to have a child a year after having regular unprotected sexual intercourses (1). The prevalence of infertility in the world, especially in traditional societies like Iran, has caused many social, economic, and family problems for infertile couples and society. Based on a report released by the World Health Organization, this disease has affected more than 80 million people worldwide (2).

Due to a cause or causes of infertility, a physician may step-by-step use different therapies for an infertile couple; if a pregnancy does not occur at each stage, another treatment method which is in the next priority is used. That is why the process of infertility treatment is often time-consuming and imposes a lot of economic costs on society and infertile couples. Therefore, it is useful to design a model that can predict the results of the treatment method with acceptable accuracy. By anticipating the outcome of the treatment method, such model aids physicians to choose a treatment method at a lower risk. It also reduces the probability of wasting a plethora of time and money spent on the treatment.

In this paper, using some characteristics of infertile couples, the occurrence or nonoccurrence of a clinical pregnancy was predicted following the implementation of
Intracytoplasmic Sperm Injection (ICSI). These characteristics include medical records of a husband and a wife, hormonal tests, the cause of infertility, and the like. Reviewing previously carried out studies has shown that various studies have yielded different and even contradictory results in identifying some parameters affecting the failure or success of treatment methods. Some studies also suggest that the low accuracy in prediction is due to the lack of comprehensive application of the parameters affecting the treatment method. Therefore, there is still a need for conducting studies to examine the issue.

On the other hand, in previous studies, having information on some stages of the surgery, such as the quality of eggs taken from the ovary, the quality of embryo fertilization and the like, was necessary to predict the outcome of the surgery. The advantages of this study are that the input variables in the proposed model are all preoperative. Accordingly, a physician can treat a patient with an acceptable percentage error without a need for trial and error this treatment method. If it is predicted that the surgery results in the nonoccurrence of a pregnancy with the formation of a fetal heart, the physician can suggest another treatment option which is the next priority considering the couples’ condition.

**ICSI Technique in the Treatment of Infertility**

The process of infertility treatment is sometimes a long process, and after examining the primary methods of treatment, if the pregnancy does not occur, a physician will suggest the use of the assisted reproductive technology (ART). The assisted reproductive technology has different types, such as IUI, IVF, ICSI, ZIFT, and ZIFT. Considering a couple’s condition like a cause or causes of infertility, a physician suggests one of the mentioned methods.

ICSI is an invasive technique for infertility treatment. In this method, the egg plasma membrane is penetrated, and the sperm is injected into it. Two to three days later, some embryos, according to their quality and considering the conditions of the patient, are transmitted to the woman’s uterus based on the physician’s opinion.

**Follow-up Steps After the Surgery**

There are three stages after using the assisted reproductive techniques to diagnose the occurrence of pregnancy. In the first stage, a woman’s blood test indicates whether the embryo has succeeded in the implantation in the mother’s uterus or not. This stage which occurs two weeks after the embryo transfer to the woman’s uterus is known as a chemical pregnancy. In the second stage, one week after the first stage, an ultrasound demonstrates whether the pregnancy sac is formed or not. In the third stage, one week after the second stage, an ultrasound, shows whether the embryo’s heart is formed or not. This stage is known as a clinical pregnancy.

In some cycles, for unknown reasons, the woman’s blood test or her pregnancy test is positive; however, the pregnancy sac is not formed. In some other cases, the pregnancy sac may form, but the fetus’s heart does not form. In such cases, the physician has to conduct an abortion. Therefore, in the first few weeks after ICSI, the outcome of the third stage is of particular importance. That is why, in this paper, the outcome variables, i.e., the occurrence or nonoccurrence of the clinical pregnancy which is shown by the results of an ultrasound carried out five weeks after the embryo transfer, was considered.

The first pregnancy occurred using the assisted reproductive techniques was in 1978. Since then, several studies have been done to identify the factors affecting these treatment methods. Some of these studies used statistical techniques to recognize these factors. One study has shown that in addition to the parameter of the number of embryos, other parameters, such as a woman’s age, play key roles in determining the extent of pregnancy and multiple pregnancies. In this paper, it was mentioned that the results of some similar studies were different from the results of this study. For example, in a research conducted by Rawhon (2002), there was a significant relationship between women’s younger age and the increase in pregnancy; however, there was no relationship between women’s age and multiple pregnancies.

Another study carried out to investigate the relationship between women’s BMI and the outcome of IVF or ICSI proved that pregnancy rates in obese women were significantly lower than other women. Other studies have confirmed that pregnancy rates among obese women were lower than those of normal-weight women. Additionally, among independent variables that affect predicting the birth of a newborn, the following variables are known: the age of a woman, her body mass index, and the age of a man. Another study showed that women’s BMI did not affect the outcome of IVF and clinical pregnancy.

In addition to research on identifying factors affecting ART, many efforts have been undertaken to improve the process of infertility treatment and increase the probability of the occurrence of pregnancy. One of the sciences which aids medical sciences is the science of data mining. One of the studies conducted in this field is the application of a neural network to predict the results of IVF. The accuracy of predicting the results of this treatment method was 59%.

In another study, Bayesian networks were designed and used in decision support systems to choose the appropriate embryos for transfer in IVF. In another study, the decision tree method was combined with a genetic algorithm to predict the outcome of IVF. The accuracy, sensitivity, and specificity of the obtained model were 73.2%, 55.3%, and 85.2%, respectively. In another study, a Bayesian network model was used to predict pregnancy after IVF. In this study, AUC was the criterion for assessing the performance of the model. AUC_0, AUC_1, and AUC_2 (equivalent to nonoccurrence of a pregnancy, a single pregnancy, and a twin pregnancy) were 74.1%, 67%, and 83.4%, respectively. Other studies have been conducted to predict the causes of couples’ infertility. The results of
this study suggested that the support vector machine using a polynomial kernel function predicted with the highest accuracy (76.7%) (11).

In another study, the authors used a diagnostic analysis method to predict pregnancy in the IVF treatment. The proposed model was able to predict the occurrence and nonoccurrence of a pregnancy with a precision of 51.22% and 74.07%, respectively. Therefore, this model is more suitable for predicting the negative results of the treatment (nonoccurrence of a pregnancy) (12). Another study has demonstrated that applying the technique of analyzing the fundamental components of the data before the training process by the neural network can predict the performance of the model in anticipating the outcome of the IVF treatment slightly better than a model constructed solely by the neural network. Although the final results are still not satisfactory (13). Another study carried out on 610 infants revealed that two data mining algorithms for analyzing the fundamental components and neural network together could extract almost all the available data (14).

As mentioned earlier, to detect some of the parameters that affect the failure or success of the treatment methods, different researches have reached different and even contradictory results. Some studies have not succeeded because they could not fully apply the parameters affecting the treatment method in their data analyses. Therefore, carrying out studies in this field still seems necessary. Furthermore, in the previous studies, having information on some stages of the surgery, such as the quality of eggs taken from a mother’s ovary, the quality of embryo fertilization, and the like, was essential to predict the outcome of the surgery. One of the advantages of this study is that the input variables in the proposed model are all preoperative. Therefore, if it is predicted that the surgery results in the nonoccurrence of a pregnancy, a physician can suggest another treatment option which is the next priority considering the couples’ condition.

Materials and Methods

In the current paper, two data mining techniques were used for predicting the result of the ICSI treatment method. In the following, these techniques are briefly explained.

Decision Tree

As its name suggests, the structure of the decision tree is like a tree. Each node represents a test on an attribute, and each branch represents a possible value for that attribute. The leaves represent a label for each class. A classification procedure for each record begins with testing the introduced attribute at the root node. Then, it moves to a lower lever branch, based upon the obtained value for that attribute. This process continues by testing the next node on the selected branch. Finally, we reach a leaf which denotes the label of the considered class (15).

For modeling data in this paper, the classification and regression tree (CART) type of decision tree was used. The CART is a binary tree (16), i.e., each node has only two branches. The CART works based on the Hunt algorithm (17). According to this algorithm, the decision tree develops by recursively splitting training records to purer subsets (i.e., subsets of the same class, if possible) (16) until each class holds a label.

Among the most important features of this method, resistance to disorder(17) and outlying points, ability to solve nonlinear problems, plain interpretation of results and deriving if-then rules can be mentioned (16).

Support Vector Machine

The support vector machine was developed for binary classification of data, assuming we have a problem with binary outputs. This method uses non-linear mappings to convert primary training data into higher dimensions. With new dimensions, the system seeks to find an optimal hyper plane which is a linear classifier and separates data of one class from the other (16).

Among the features of this method, modeling complex nonlinear decision boundaries, high precision, finding the optimal solution for a problem (16), and working with high-dimension inputs (17) can be mentioned.

Statistical Population and Research Variables

In this study, 330 ICSI cycles in Omid Fertility Clinic were analyzed from December 2012 to June 2013. After reviewing the literature and using the expertise and experience of a physician, nine features, which were the most important features affecting the outcome of the surgery, were considered as input variables. As mentioned earlier, all input variables were features determined before the treatment cycle. Additionally, the occurrence or nonoccurrence of a clinical pregnancy was considered as an output variable. Thus, for each treatment cycle, ten features were recorded and investigated. The features are briefly explained in Table 1. It is worth noting that the history of ART surgery and Anti-Mulirian Hormone were not examined in previous studies; however, they were included in the current research as suggested by the supervising physician. According to the table, three variables related to the causes of infertility (6-8) are clearly of a string type, and the other input variables are of a numeric type. Furthermore, the output variable is of binary type.

It should be noted data collected through medical records of patients and interview with them. Patients' consent to use their information in this research is considered and this information remains confidential.

Data Preprocessing

After collecting the data, those items, which were out of the scope of this study (e.g., cycles using frozen eggs or embryos, donated embryo, and cycles with unknown results for whatever reason), were excluded from preprocessing. At the end of this stage, 251 cycles remained. A proper code was also attributed to string variables; details of coding the variables are given in Table 1.
### Table 1. The most important features affecting the result of ICSI (before the treatment cycle)

| No. | Variables (unit) | Details                                                                 | Abbreviation | Input/Output |
|-----|------------------|--------------------------------------------------------------------------|--------------|--------------|
| 1   | Wife’s age (year) | Calculated by dividing one’s weight in kilograms by the square of one’s height in meter; it is a measure that shows one’s weight to height. | F_age        | Input        |
| 2   | BMI (kg/m²)       | Calculated by dividing one’s weight in kilogram by the square of one’s height in meter; it is a measure that shows one’s weight to height. | BMI          | Input        |
| 3   | History of ART surgery | The number of surgeries performed on the couple by ART methods (except IUI) | H_ART        | Input        |
| 4   | endometrial thickness (mm) | The endometrium is the inner lining of the uterus; the thicker the endometrium, the more suitable it is for pregnancy. | T_ando       | Input        |
| 5   | Duration of infertility (year) | The number of years that the couple did not bear a child without contraceptive methods. | D_inf        | Input        |
| 6   | Male factors | Normal male factors, severe male factors, TESE, and PESA are specified with code numbers 2, 3, 4, and 5, respectively (code 1 represents cycles whose infertility is due to a female or other factors; in other words, none of the male factors is the cause of the cycle’s infertility. The same process applies to female and other factors) | M_etio       | Input        |
| 7   | Female factors | Ovarian, uterine, and endometrial factors are specified with code number 2, 3, and 4. Cases identified with both ovarian and uterine factors are labeled with code 5, and cases identified with both ovarian and endometrial factors are labeled with code 6. | F_etio       | Input        |
| 8   | Other factors | Unknown and other factors are specified with code 2 and 3. | O_etio       | Input        |
| 9   | AntiMulirian Hormone | One of the woman’s hormonal tests which is the most critical hormonal test affecting her fertility, according to physicians. | AMH          | Output       |
| 10  | Clinical pregnancy | The ultrasound result about five weeks after transferring the embryo, a record belongs to class 1 if the heart is formed; otherwise, it belongs to class 0. | OP           | Output       |

**Missing Data**

In some cases, the test result of one of the couples was not available in their records or, according to the doctor, performing some tests was not necessary. Also, for any reason, some information was not registered in some of these couples’ records. Hence, there was some missing information in the collected data. To fill out the missing data in the input variables, except for the Anti-Mulirian Hormone, a median of each variable was considered instead of the missing value.

**Results**

Regarding the Anti-Mulirian Hormone variable, since the number of missing data was high, the use of the method mentioned above would lead to the dependence of this variable on the output variable, and the model would somehow be trained with cheating. Assume that the estimated values for the missing data of this variable were “A” in 0-labeled class and “B” in 1-labeled class. In predicting the output for experimental records, the Anti-Mulirian Hormones equal to “A” and “B” values would just be labeled with 0 and 1, respectively. As noted before, since the number of missing data for this variable was high, this could happen to several records and result in false accuracy of the model. Missing values of the Anti-Mulirian Hormone were predicted using a neural network to prevent the mentioned problem. According to the physician, a wife’s age and BMI are two critical variables in predicting the Anti-Mulirian Hormone, they were considered as input variables, and Anti-Mulirian Hormone’s value was taken as the output of the model.

**Modeling**

In this section, the results of applying the decision tree and support vector machine methods on data were analyzed using MATLAB software. It should be noted that, with both models, 70% of data were randomly selected for training, 15% for validation, and 15% for testing the model.

**Modeling the Data with the Decision Tree**

For modeling the data using the decision tree method, the CART method was used. Figure 1 depicts the tree derived from this model. Table 2 shows the confusion matrix resulted from applying the decision tree to the research data.

Considering the confusion matrix, the values derived from evaluating the decision tree performance are as follows:

- **Accuracy** = 70.3%
- **Sensitivity** = 63.6%
- **Specificity** = 73.1%
By definition, accuracy is the proportion of correctly classified data to the whole data. Since the data were slightly asymmetric, the number of samples labeled as class 0 was about 2.5 times more than the number of samples which belong to class 1. In this regard, two other scales were used to ensure optimum performance of the model. Sensitivity is the proportion of correctly classified data in class 1 to the whole data which were actually in class 1, and specificity represents the proportion of data labeled as class 0 to the whole data which were actually in class 0. Indeed, these two scales indicate how well the classification distinguishes between the two classes (18).

![Figure 1. The tree obtained from the implementation of the model](image)

| Simulated class | True class |
|-----------------|-----------|
| 1               | 7         |
| 0               | 4         |

**Table 2. The confusion matrix resulted from applying the decision tree method**

**Modeling the Data with the Support Vector Machine Method**

Table 3 shows the confusion matrix resulted from applying the support vector machine method on the data.

Considering the confusion matrix, the values derived from evaluating the support vector machine performance are as follows:

- **Accuracy = 75.7%**
- **Sensitivity = 63.6%**
- **Specificity = 80.8%**

As indicated, the support vector machine performed better than the decision tree, and in general, it predicted the results of performing ICSI with higher accuracy.
Table 3. The confusion matrix resulted from applying the support vector machine method

| Simulated class | True class | 1 | 0 |
|-----------------|------------|---|---|
| 1               | 7          | 5 |
| 0               | 4          | 21|

Discussion

Studies carried out regarding infertility treatment have shown that there is still a long way to treat this disease satisfactorily. Spending so much time and money in the field of infertility treatment proves the necessity of designing a model which could be beneficial in predicting the outcomes of the treatment of this disease; a model that could predict the result of the treatment with acceptable accuracy, and accelerate the treatment process which could be cost-saving. Such a model helps doctors as well as patients to make the right decision regarding using or not using a treatment method.

In this paper, a model was proposed using the decision tree and support vector machine methods to predict the clinical pregnancy using ICSI. The input variables of the model were parameters like couple’s medical records, hormonal tests, the cause of infertility, and the like. It is worth noting that, out of the nine input variables, ART and Anti-Mulirian Hormone have not been examined in previous studies; however, they were included in the current research as suggested by the supervising physician. One of the innovations of this study was that the input variables of the model were only preoperative, while, in the previous studies, having information about some stages of the surgery, such as quality of the egg, and the like, was required to anticipate the result of the surgery.

As mentioned, the ethical issues and confidential nature of patients’ information is considered in this study. It was also noted that some studies were not successful in their data analyses because of failing to apply the effective parameters in the treatment method fully.

Conclusion

The results of the current study indicated that the support vector machine method performed better than the decision tree method and it predicted the output variables with higher accuracy. According to the results of data analysis, the proposed method could predict the output variable with an accuracy of 75.7%. Using this model can predicting the result of ICSI for an infertile couple and give it to them and doctor; so as to decide whether to use or not to use this treatment method helping them. This will prevent some time and economic costs.

Given that having multiple pregnancies is one of the consequences of using the assisted reproductive technology, future studies are suggested to introduce a model which increases class labels to 4 (0, 1, 2, and 3) and predicts the number of embryos that remain until the clinical pregnancy. Developing such a system can help physicians to determine the number of embryos candidate for transfer; thus, it helps to control the consequence mentioned above. Furthermore, another research needs to be conducted in which the success of the surgery until giving birth to an infant is considered as an output variable.
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