1. Introduction

The terrorist attacks in September 2001 have changed the perception of critical infrastructure security. These attacks were characterised not only by sophistication of planning and execution but as well the selection of targets - a diverse set of critical infrastructure buildings that included government, defence and commerce [1]. Those were followed shortly by London bombings and attack on trains in Spain, proving that complex attacks on critical infrastructure are becoming a new trend in terrorism [2].

In this paper we review the key trends related to application of information technology and, in particular, automated data analysis to the challenge of protecting critical infrastructure. We focus on technologies that use automated data collection and analyses that can be exploited for improving security provision for critical infrastructure in the future. Of our particular interest are technologies that are at relatively early stage of adaptation and in our judgement have potential to significantly affect how the security is provided in the future, the technologies that support physical aspect of security. Then we discuss analytics in context of cyber-security with applications.
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2. Data for analytics and security

Data analytics [3] is the process of discovery and communication of meaningful patterns in data typically with use of data-mining techniques [4]. It has become a very prominent trend especially in business context (often referred to as business intelligence). The premise behind the analytics is that the use of (objective) data gathered on multiple aspects of the problem (data fusion) should improve understanding of the problem and provide new insights. In the context of providing security to critical infrastructure, one should be able to use data coming from various sensors, cameras and other data sources (for example: authorised users database) to improve provision of security by enhanced capability of identifying security breaches, reducing costs of providing security and supporting security personnel in their tasks [5]. Below we review key classes of technologies that, in our opinion, are becoming prominent for providing security and rely upon or explicitly use analytics.

2.1 Biometrics

The biometric technologies [6] are aimed at verifying personal identity – ensuring that only authorised personnel is able to access the area or perform tasks by measuring some physical aspect of a person. The most popular biometric techniques focus on the following aspects: finger prints, face recognition, and iris scans. Below we will briefly discuss all three types.
they are likely to provide increased levels of authentication, especially when their accuracy and speed will be increased.

2.2 Video analytics

The sophistication and costs related to digital imagery have drastically dropped due to advancements in related technologies. In the result, modern digital imagery systems may not only record high quality images and videos, but as well allow for more and more sophisticated means of image analysis [8]. The types of image analyses vary in complexity which translates into ability of automated systems to address those problems (Fig. 2 is illustrative). We can identify four key types of analytics that relate to security-based tasks:

- **Motion detection** – a simple task of detection of changes in an otherwise static image. This task is extremely useful for identifying situation that may potentially require security officer’s attention in order to analyse the scene.
- **Object detection and classification** – a task of automated interpretation of images in order to identify particular types of objects of an interest (e.g. a person or a van).
- **Object recognition** – for example, face recognition. A task of identifying a particular instance (e.g. person) of an object.
- **Object tracking** – a task of following an object on an image, or even following the object in a series of images (using views from different cameras).

Automated image analysis is a relatively new domain with first more sophisticated practical applications (such as face recognition) being fielded no more than 15 years ago. More sophisticated functionalities such as object tracking are still on relatively early stage of maturity. One of interesting problems with the image processing techniques are differences between reported performance of algorithms achieved in the laboratory setting and actual fielded applications. Similarly, it has been often reported that the performance claimed by suppliers is much higher to that achieved by fielded systems. These may be not necessarily
due to intentional actions, but due to the nature of phenomena related to algorithm evaluation and it emphasises the fact that a proper scientific approach to evaluation of such systems is necessary. From practical perspective, substantial research is needed till such systems achieve desirable performance. Another challenge with video analytics is that they require relatively large computational power due to sheer amount of data encoded in an image. Therefore, further computational performance improvements can make video analytics even more prominent for providing security in the future.

2.3 Sensing technologies

During the recent decade a revolution in development of sensing technologies has taken place. Examples of different sensors include:

- Accelerometers - which are so affordable that often they are installed ‘just in case’ in other electronic devices.
- Digital cameras - experiencing dramatic lowering of costs and improvements in terms of resolution.
- Transmitters/receivers - which allow for communication between sensors and the information infrastructure.
- Other sensors such as temperature, pressure, light, etc.

An example of a sensor platform is a smart phone – a typical smart phone includes all the above sensors - and typically it is not strictly required by the primary function of the device (making phone calls) but the sensors are included just because they are affordable and can provide value added to the user making the model more competitive on the market. Sensors are able to produce large volumes of data which can be used by data-mining algorithms to derive automatically new knowledge of the domain. However, a common misconception should be clarified here – the data produced by sensors do not imply the useful knowledge – this should be extracted from the data through the analytical processes that are not trivial. Therefore, the sensors should be considered as an enabling technology with analytics required for making efficient use of the data generated by sensors.

2.4 Integration

The key trend in security systems is integration [9] - security systems are becoming more integrated and it can be observed at several levels:

- Monitoring of several buildings or structures from the same location by exploiting remote sensing and telecommunication infrastructure that allows for transferring video streams. The primary benefit of such integration is lowering security costs by reducing number of personnel and facilities.
- Integration with other building systems (such as HVAC, electrical systems, etc.). The purpose of it is utilising common infrastructure and useful information about the state of the monitored infrastructure that can be used to inform security.
- Integration with business processes – for example, integration with organisational data warehouse to use up to date personnel data for the security purposes. The purpose of such integration is reduction of organisational costs and enhancing security by means of data fusion.

3. Big data

‘Big data’ is a term that describes a set of technologies that are related to collection, storage and analysis of large volumes of data. By its definition the big data technologies exceed capabilities of a single computer, especially in terms of storage. The key characteristics of the big data that differentiate it from traditional data warehouses that store large volumes of data are the ‘four Vs’:

- Volume – the quantity of data should greatly exceed storage capabilities of a single computer, which means that dedicated IT infrastructure should be in place.
- Variety – this is probably the most important criterion that distinguishes the big data from traditional data storage: the data must be multidimensional, which should guarantee that it captures complexities of the domain it relates to.
- Velocity – the data should be constantly generated and keep up with the changing environment.
- Variability – the data should reflect dynamics of the environment. This aspect is particularly important from the analytics perspective, as traditional data mining algorithms assume that the data relates to the system (or at least most aspects of it) that is constant over time.

The big data is more than just a scale-up version of traditional data warehouses. The big data carries a premise of using large volumes of multidimensional data to make predictions about the world that would not be possible otherwise. This premise is based on the fact that the sheer volume and complexity of data exceeds human abilities to analyse it, and, therefore, one should expect that the algorithms that are able to handle and exploit the big data, would be able to provide knowledge and insights that are beyond human capabilities. To validate if this premise is true requires some time and maturity of the big data solutions, however, current practical applications of the big data concept show that there is at least some merit in the big data.

The big data is becoming a trend both in commercial and government sectors. The commercial applications are mostly driven by solutions that allow customisation of provided service. Typical examples are recommender systems implemented for online shops, or more from security domain tools that allow personalised risk scoring: for example tools that use data fusion of different sources of data for credit scores.

There are challenges related to the big data – in particular the cost of implementation and the fact that there is no guarantee that
The investment in massive data infrastructure will be justified by benefits that cannot be guaranteed or even estimated at the time of investment. Currently, there is a lot of optimism and hopes related to the big data, but one will need to wait till those are verified by actual implementations.

4. Cyber-security

In the recent decades the rise of cyberspace and related threats associated with this domain has been observed and widely discussed in the literature [10]. In particular, it is the networked nature of the monitoring systems and their connectivity to the Internet that creates a bridge between providing physical security and the cyberspace. This is not intention to discuss cyber-security threats and application of analytics in this paper, however automated intrusion detection systems based on constant monitoring and automated interpretation of data are an active and very promising research field [11] (Fig. 3 is illustrative).

The big data technologies are particularly relevant to cyber-security. It is because of the two aspects that characterise cyber-threats:

- The ease of collecting large volumes of data related to cyber-security - implementing data collection on IT infrastructure is relatively affordable and technically unchallenging. Large organisations are already aware of cyber-threats and a typical first response is implementation of the data collection infrastructure, often with false assumptions that the data itself will help improving security.
- The nature of cyber-threats - unlike civil unrests, bomb attacks or simple perimeter violations, cyber-threats are hidden from the eyes. The most dangerous cyber-threats may remain undetected for long periods of time and require specialised knowledge and tools to be detected. The cyber-threat detection is basically based on analyses of computer logs, processes that can be naturally automated.

The most common approaches to analysis of cyber-security data can be summarised in two broad categories:

- Patterns or signature detection – this approach is based on identifying known patterns of attacks by using various kinds of pattern-matching methods. They rely on the experts identifying patterns of typical cyber-attacks and describing them in form of patterns that are later used by analytical software to match against suspected activities. The strength of this approach is simplicity and use of known facts about cyber-threats. An obvious disadvantage is their unsuitability for detecting new threats, and inability to learn.
- Anomaly detection – these methods are based on automated methods that detect unusual behaviours in the system, and flag them for interpretation by human analysts. These methods are more suitable for unknown threats, however, require input from humans.

It is likely that the development of analytical tools for cyber-security will be intensified in the future, as cyber-security is being put in the light by industry and governments.

5. Conclusions

In this paper we outlined the trends in analytics for the problem of providing protection for critical infrastructure, as it was highlighted in several paper before (such as: [12] and [13], [14] and [15]). The field of analytics is currently dynamically developing and in our opinion it is at a relatively immature not only for security applications but for a wide spectrum of applications in general. The trends from other domains (especially business) indicate that the data fusion and the concept of ‘big data’ carry a promise of revolutionary changes in analytics in general. If it is the case – it is yet to be seen. But certainly some more basic applications and concepts outlined here have a potential to substantially affect how the security for critical infrastructure will be implemented.

Cyber threats and cyber-security are emerging phenomena. Even though that the immense number of strategies, reports, white-papers and both professional and academic papers have been proposed and published, we are yet to see the development of these threats into a security daily reality.
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