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Abstract

Populating ontology graphs represents a long-standing problem for the Semantic Web community. Recent advances in translation-based graph embedding methods for populating instance-level knowledge graphs lead to promising new approaches for the ontology population problem. However, unlike instance-level graphs, the majority of relation facts in ontology graphs come with comprehensive semantic relations, which often include the properties of transitivity and symmetry, as well as hierarchical relations. These comprehensive relations are often too complex for existing graph embedding methods, and direct application of such methods is not feasible. Hence, we propose On2Vec, a novel translation-based graph embedding method for ontology population. On2Vec integrates two model components that effectively characterize comprehensive relation facts in ontology graphs. The first is the Component-specific Model that encodes concepts and relations into low-dimensional embedding spaces without a loss of relational properties; the second is the Hierarchy Model that performs focused learning of hierarchical relation facts. Experiments on several well-known ontology graphs demonstrate the promising capabilities of On2Vec in predicting and verifying new relation facts. These promising results also make possible significant improvements in related methods.

1 Introduction

Ontology graphs are a special category of knowledge graphs that support and augment the Semantic Web with comprehensive and transportable machine understanding [23]. They store formal descriptions and specification of human knowledge in forms of relation facts (triples), making it semantically understandable and inferrable for the machine. Unlike other instance-level knowledge graphs [11] that define simple and casual labeled relations for specified entities, ontology graphs define a fixed set of specialized semantic relations among generalized concepts. Such semantic relations of ontologies are typically very comprehensive in terms of relational properties and form hierarchies, which we are going to discuss shortly.

Populating large ontologies has been a critical challenge to the Semantic Web. In the past decade, several well-known ontology graphs have been created and widely utilized, including Yago [24], ConceptNet [35], and DBpedia OWL [20]. Although some of these graphs contain millions of relation facts, they still face the coverage and completeness issues that have been the subject of much research [31, 26]. This is because enriching such large structures of expertise knowledge requires levels of intelligence and labor that is hardly affordable to humans. Hence, some works have proposed to mine ontologies from text using parsing-based [13, 25, 14] or fuzzy-logic-based [31, 19, 39] techniques. However, in practice, these techniques are often limited by the lack of high-quality reference corpora that are required for the harvest of the dedicated domain knowledge. Also, the precise recognition of relation facts for the ontology is another unsolved problem, since these relation facts are very high-level and are often not explicitly expressed in the corpora [19]. Hence, these methods merely help populate some small ontology graphs in narrow domains such as gene ontologies and scholarly ontologies [11, 31], but they have not been successfully used to improve the completeness of these large cross-domain ontology graphs such as Yago and ConceptNet.

A more practical solution is to use translation-based graph embedding methods, which predict the missing relation facts using vector representations of the graph, without the need of additional information from any text corpus. Specifically, given a triple \((s, r, t)\) such that \(s, t\) denote the source and the target entities (or concepts), and \(r\) denotes the edge that marks the relation between \(s\) and \(t\), then \(s\) and \(t\) are represented as two \(k\)-dimensional vectors \(s\) and \(t\), respectively.

An energy function \(S_r(s, t)\) is used to measure the plausibility of the triple, which also implies the transformation \(r\) that characterizes \(r\). Therefore, new triples with high plausibility (or low energy) are often induced. For example, TransE [2] uses the energy func-
tion \( S_r(s, t) = \|s + r - t\| \) where \( r \) is characterized as a translation vector learnt from the latent connectivity patterns in the graph. Other representative works, such as TransH \([35]\), TransR \([21]\), and TransD \([17]\) improve TransE by specializing the encoding process for each relation type using a relation-specific projection on entities.

While these methods help enrich instance-level knowledge graphs, they only focus on capturing the simple relations in instance-level knowledge graphs, paying less attention to the comprehensive relations in ontology graphs. In fact, relation facts in ontology graphs are often defined with relational properties, such as transitivity and symmetry, as well as form hierarchies. A typical example is provided by Is-A, which is both transitive and hierarchical, and is the most frequently appearing semantic relation in ontologies. We find that, in well-known ontology graphs, comprehensive relations usually comprise the majority: 85% of the triples in Yago, 96% of the triples in ConceptNet, and 47% of the triples in DBpedia OWL enforce relational properties, while 60%, 38%, and 48% of these triples are defined with hierarchical relations. However, existing methods fail to represent these comprehensive relations for several reasons: (i) These methods at most use the same relation-specific projection in the energy function, but fail to differentiate the components of triples. Therefore, they are ill-posed to characterize triples with relational properties. In fact, the encoding of a concept that serves as different components in such triples, i.e. either \( s \) or \( t \), must be differentiated so as to correctly preserve relational properties in the embedding spaces (as shown in Section 3.2). (ii) These methods also lack a learning phase that is dedicated to hierarchical relations. This also impairs the preciseness of embeddings. We observe in our experiments that, above limitations largely hinder the effectiveness of existing methods for ontology graphs.

Therefore, to support ontology population more effectively, we propose On2Vec, a translation-based graph embedding model that specializes in characterizing the comprehensive semantic relations in ontology graphs. On2Vec adopts two component models: the Component-specific Model which preserves the relational properties by applying component-specific projections on source and target concepts respectively, and the Hierarchy Model which performs an attentive learning process on hierarchical relations. We evaluate our model with the tasks of relation prediction and relation verification, which respond respectively to the following two questions: (i) What relation should be added between two concepts? (ii) Is the predicted relation correct? Experimental results on data sets extracted from Yago, ConceptNet, and DBpedia OWL show promising results and significant improvement on related methods.

The rest of the paper is organized as follows. We first discuss the related work, and then introduce our approach in the section that follows. After that we present the experimental evaluation, and conclude the paper in the last section.

2 Related Work

In this section, we discuss three lines of works that are related to our topic.

Ontology Population. Extensive human efforts are often put into the creation of ontology graphs. Thus, ontology population aims at automatically extending the graphs with the missing relation facts. A traditional strategy is to mine those facts from text corpora. Many works rely on parsing-based techniques to harvest relation facts \([13, 25, 36, 15, 14]\). These approaches often construct hundreds or thousands of rules or parse-trees that are not reusable, and human involvement is indispensable to filter the frequently generated conflict candidates. Other works depend on fuzzy logic \([31, 19, 39]\) to generate relation facts with uncertainty, which is more tractable than parsing-based techniques and do not generate conflict candidates. However, identifying or summarizing the concepts from text still requires human intelligence. Moreover, methods mentioned above suffer from the lack of reference corpora that are closely related to and highly cover the knowledge of the ontology. Moreover, to associate the right contexts of the corpora with corresponding relation facts creates another major challenge, as semantic relations in ontologies are often specialized and are not explicitly expressed in the text. Due to these issues, we have seen few successful applications of these traditional approaches in improving the coverage of large cross-domain ontology graphs like Yago and ConceptNet. These issues motivate us to consider the more flexible “text-free” methods based on translation-based graph embeddings.

Translation-based Graph Embedding Methods. Recently, significant advancements have been made in learning translation-based embeddings for knowledge graphs. To characterize a triple \((s, r, t)\), models of this family follow the common assumption that \( s_r + r \approx t_r \), where \( s_r \) and \( t_r \) are either the original vectors of \( s \) and \( t \), or the transformed vectors \( f_r(s) \) and \( f_r(t) \) under a certain transformation \( f_r \) w.r.t. relation \( r \). The forerunner TransE \([3]\) sets \( s_r \) and \( t_r \) as the original \( s \) and \( t \). Later works improve TransE by introducing relation-specific projections on entities to obtain different \( s_r \) and \( t_r \), in-

---

Hereafter, \( \| \cdot \| \) means \( l_1 \) or \( l_2 \) norm unless specified.
cluding projections on relation-specific hyperplanes in TransH [38], linear transformations to multiple relation spaces in TransR [21], dynamic matrices in TransD [17], and other forms [18, 25]. These variants of TransE specialize the encoding process for different relations, therefore they often achieve better representations of triples than TransE. Meanwhile translation-based models cooperate well with other models. For example, variants of TransE are trained in joint with word embeddings to enable synthesized word embeddings with relational inferences [37, 43], and are combined with alignment models to help cross-lingual knowledge alignment [8, 10]. However, existing translation-based models are not able to preserve triples with relational properties in the embedding spaces, because they do not differentiate the encoding of concepts that serve as different components in these triples. They also fail to provide a proper learning process for hierarchical relations. These are the major limitations we want to overcome.

On the other hand, to enrich the knowledge in graphs, translation-based models proceed with entity prediction that predicts missing entities for triples. Since the candidate space of entities is extremely large, all these works seek to rank a set of candidates rather than acquiring the exact answers [33] [21, 17, 18, 28]. We instead proceed with relation prediction, which practically obtains the exact answers, as the relations in ontology graphs are not very diverse.

**Other Knowledge Graph Embedding Methods.**
There are non-translation-based methods that learn graph embeddings. UM [4], SME [1] are simplified versions of TransE and TransR; LFM [16] learns bilinear transformations among entities; TADW [40] learns context-based embeddings from random-walk generated contexts of the graph (which is very similar to the recently introduced Rdf2Vec [32]). These methods do not explicitly embed relations, thus do not apply to our tasks. Others include neural-based models SLM [12], and NTN [34] that were outperformed substantially by TransE and other translation-based methods on the tasks for populating instance-level knowledge graphs [3, 38, 21, 17]. There are some which perform comparably with translation-based methods, but at the cost of much higher parameter complexity, such as RESCAL [50], and HolE [29]. We choose to compare with these two popular methods as well.

3 Embedding Ontology Graphs

In this section, we introduce the proposed method for learning ontology graph embeddings. We begin with the formalization of ontology graphs.

3.1 Preliminary

An ontology is a graph \(G(C, R)\) where \(C\) is the set of concepts, and \(R\) is the set of semantic relations. \(T = (s, r, t) \in G\) denotes a triple that represents a relation fact, for which \(s, t \in C\) and \(r \in R\). Boldfaced \(s, r, t\) respectively represent the embedding vectors of source \(s\), relation \(r\), and target \(t\). Relations are further classified by \(R = R_{tr} \cup R_s \cup R_h \cup R_c\), which respectively denote the sets of transitive, symmetric, hierarchical, and other simple relations. We do not specify reflexive relations here because such relations can be easily model as a zero vector by any translation-based model. \(R_{tr}\) and \(R_h\) thereof, are not required to be disjoint, while \(R_s\) is disjoint with all the rest three. For transitive relations, that is to say, given \(r \in R_{tr}\) and three different concepts \(c_1, c_2, c_3 \in C\), if \((c_1, r, c_2), (c_2, r, c_3) \in G\), then \((c_1, r, c_3) \in G\). As for symmetric relations, that is to say, given \(r \in R_s\), and two different concepts \(c_1, c_2 \in C\), if \((c_1, r, c_2) \in G\), then \((c_2, r, c_1) \in G\). As for hierarchical relations, we further divide them into \(R_h = R_h \cup R_e\) where \(R_e\) denotes refinement relations that partition coarser concepts into finer ones, and \(R_c\) denotes coercion relations that group finer concepts to coarser ones [5] [6].

3.2 Modeling

On2Vec adopts two component models that learn on the two facets of the ontology graph: the Component-specific Model (CSM) which encodes concepts and relations into low-dimensional embedding spaces without the loss of the relational properties, and the Hierarchy Model (HM) which strengthens the learning process on hierarchical relations with an auxiliary energy.

3.2.1 Component-specific Model.

The reason that previous translation-based models fail to preserve relational properties is because the relation-specific projection \(f_r\) place concepts involved in transitive or symmetric relations at conflict positions. Fig. 1 depicts such conflicts, and a brief proof is given below:

- **Case 1.** Consider \(r \in R_{tr}\) and \(c_1, c_2, c_3 \in C\) such that \((c_1, r, c_2), (c_2, r, c_3), (c_1, r, c_3) \in G\), where

![Figure 1: Depiction of the conflicts of the relation-specific projection for learning transitive relations (Case 1, left), and symmetric relations (Case 2, right).](image-url)
c1, c2, and c3 are projected to c1r, c2r, and c3r respectively by fr. Then if c1r + r ≈ c2r and c2r + r ≈ c3r hold for the first and second triples, it is impossible for c1r + r ≈ c3r to hold for the third triple, since r ≠ 0 (otherwise r does not provide a valid vector translation).

- **Case 2.** Consider r ∈ Rs and c1, c2 ∈ C such that (c1, r, c2), (c2, r, c1) ∈ G, where c1 and c2 are projected to c1r and c2r respectively by fr. Then it is not possible for both c1r + r ≈ c2r and c2r + r ≈ c1r to hold, since r ≠ 0.

Hence, to solve the conflicts in the above two cases, CSM provides two component-specific (and also relation-specific) projections for the source and the target concepts. It is easy to show that the component-specific projections are able to solve the conflicts in learning the relational properties, as c2 in Case 1 is projected differently when it serves as the source of (c1, r, c2) or the target of (c2, r, c3), while both c1 and c2 in Case 2 can be learnt to be embedded in opposite positions respectively for (c1, r, c2) and (c2, r, c1) by the two projections. Corresponding conclusion can be easily extended to cases with more than three relation facts via mathematical induction.

Besides measuring the plausibility (or the opposite: dissimilarity) of a given triple, $S_d$ is also the basis for predicting missing relation facts for an ontology. Given two concepts s and t, we find the r which leads to the lowest $S_d$. The forms of $f_{1r}$ and $f_{2r}$ are decided particularly by the techniques to differentiate the concept encoding under different contexts of relations. In this paper, we adopt the relation-specific linear transformations [21]. Hence, we have $f_{1r}(s) = M_{1r}s$ and $f_{2r}(t) = M_{2r}t$, such that $M_{1r}, M_{2r} ∈ R^{k×k}$. Other techniques like hyperplane projections, dynamic matrices, and bilinear transformations may also be considered, which we leave as future work.

The objective of CSM is to minimize the total $S_d$ energy of all triples. To achieve more efficient learning, we import negative sampling to the learning process, which is widely applied in previous works [8, 33, 21, 17]. Unlike these works that select negative samples on entities (or concepts), we perform negative sampling on semantic relations to better suit our tasks. Then the complete hinge function of CSM is defined as the following hinge loss,

$$S_{CSM}(G) = \sum_{(s, r, t) \in G} \left[ \|f_{1r}(s) + r - f_{2r}(t)\| - \|f_{1r}(s) + r' - f_{2r}(t)\| + \gamma_1 \right]$$

for which $r'$ is a randomly sampled relation that does not hold between s and t, $\gamma_1$ is a positive margin, and $[x]_+$ denotes the positive part of x (i.e., max(x, 0)).

### 3.2.2 Hierarchy Model.

For a hierarchical relation, we often have multiple finer concepts that apply this relation to a coarser one. In this case, we appreciate a good representation where all the embeddings of the finer concepts converge closely in a tight neighborhood, which corresponds to low dissimilarity of the embedded relation. However, it is very likely for the learning process to spread out the embeddings of the finer concepts. Because each of the finer concepts can participate in multiple relation facts, encoding of a concept in one relation fact can be easily interfered by that of many other relation facts. This no doubt indicates low plausibility measures of the triples, and imprecise vector translation for the corresponding relations. Therefore, HM is dedicated to converge closely the projected embeddings of every finer concept for a hierarchical relation.

To facilitate the definition of the energy function, we first define a refine operator denoted as $\sigma$:

- Given $r ∈ R_r$, $c ∈ C$, then $\sigma(c, r) = \{c'|(c, r, c') ∈ G\}$ fetches all the finer concepts $c'$ that directly apply the refinement relation r to the coarser c.
- Given $r ∈ R_c$, $c ∈ C$, then $\sigma(c, r) = \{c'|(c', r, c) ∈ G\}$ fetches all the finer concepts $c'$ that directly apply the coercion relation r to the coarser c.

The energy function of HM is defined below,

$$S_{hm}(G) = \sum_{r ∈ R_r} \sum_{s ∈ C} \sum_{t ∈ σ(s, r)} \omega(f_{1r}(s) + r, f_{2r}(t))$$

$$+ \sum_{r ∈ R_c} \sum_{c ∈ C} \sum_{t ∈ σ(c, r)} \omega(f_{2r}(t) - r, f_{1r}(s))$$

where $\omega$ is a function that monotonically increases w.r.t. the angle or the distance of the two argument vectors. In practice, $\omega$ can be easily implemented as cosine distance.

Negative sampling is imported to rewrite $S_{hm}$ as below,

$$S_{HM}(G) = \sum_{r ∈ R_r} \sum_{s ∈ C} \sum_{t ∈ σ(s, r)} \sum_{s' ∈ σ(s, r)} S_{hr}$$

$$+ \sum_{r ∈ R_c} \sum_{c ∈ C} \sum_{t ∈ σ(c, r)} \sum_{t' ∈ σ(t, r)} S_{hc}$$

such that $s'$ and $t'$ are negative samples of concepts, $S_{hr}$ and $S_{hc}$ are respectively the hinge loss for refinement...
and coercion relations defined as below, where $\gamma_2$ is a positive margin.

$$S_{hr} = [\omega(f_{1,r}(s) + r, f_{2,r}(t)) - \omega(f_{1,r}(s) + r, f_{2,r}(t'))] + \gamma_2 +$$

$$S_{hc} = [\omega(f_{2,r}(t) - r, f_{1,r}(s)) - \omega(f_{2,r}(t) - r, f_{1,r}(s'))] + \gamma_2 +$$

Table 1 gives the model complexity of On2Vec and some related models in terms of parameter sizes. We also give out the computational complexity of the relation prediction for a pair of concepts, which is the most frequent operation in our tasks. Although On2Vec unavoidably increases the parameter sizes due to additional projections, it keeps the computational complexity of relation prediction at the same magnitude as TransR, which is lower than TransD.

### 3.3 Learning Process

The objective of learning On2Vec is to minimize the combined energy of $S_{CSM}$ and $S_{HM}$. Meanwhile, norm constraints are enforced on embeddings and projections to prevent training from a trivial solution where vectors collapse to infinitely large. Such constraints are conjuncted below.

$$\forall c \in C, \forall r \in R : ||c|| \leq 1 \land ||f_{1,r}(c)|| \leq 1 \land ||f_{2,r}(c)|| \leq 1 \land ||r|| \leq 2$$

In the learning process, these constraints are quantified as soft constraints:

$$S_N(C, R) = \sum_{c \in C} (||c|| - 1)_+ + ||f_{1,r}(c)|| - 1)_+ + ||f_{2,r}(c)|| - 1)_+ + \sum_{r \in R} (||r|| - 2)_+$$

Finally, learning On2Vec is realized by using batch stochastic gradient descent (SGD) to minimize the joint energy function given as below,

$$J(\theta) = S_{CSM} + \alpha_1 S_{HM} + \alpha_2 S_N$$

where $\alpha_1$ and $\alpha_2$ are two non-negative hyperparameters, and $\theta$ is the set of model parameters that include embedding vectors and projection matrices. Empirically (as shown in 38, 21), $\alpha_2$ is assigned with a small value within (0, 1]. $\alpha_1$ is adjusted in experiments to weigh between the two component models. Instead of directly updating $J$, the learning process optimizes $S_{CSM}$ and $\alpha_1 S_{HM}$ in separated groups of batches, and the batches from both groups are used to optimize $\alpha_2 S_N$. We initialize vectors by drawing from a uniform distribution on the unit spherical surface, and initialize matrices using random orthogonal initialization. The detailed optimization procedure is given in Algorithm 1.

### 4 Experiments

In this section, we evaluate On2Vec on two tasks that answer two important questions for ontology population: (i) Relation prediction: what is the relation to be added between a given pair of concepts? (ii) Relation verification: is a candidate relation fact correct or not?

The baselines that we compare against include the representative translation-based embedding methods TransE, TransH, TransR, and TransD, RESCAL and HolE, for which comprehensive relation types have been predefined. Statistics of the data sets are shown in Table 2. All the meta relations that assign URIs and system timestamps are removed during the preparation of the data sets. To simplify the experiments, transitive relations are limited to four-hops. Relation facts for extra hops are hence discarded. Since DBpedia provides both ontology and instance-level graphs, we keep only the ontology view to obtain DB3.6k. CN30k and YG15k are extracted from English versions of ConceptNet and Yago, for which comprehensive relation types have been predefined.

| Data Set | Nodes | Edges |
|----------|-------|-------|
| DB3.6k   |       |       |
| CN30k    |       |       |
| YG15k    |       |       |

YG60k is a much larger data set that is about half of the entire English-version
Table 1: Model complexity: number of parameters for optimization, and the computational complexity for predicting a pct. hier. are the percentages of triples defined relation. \( n_c \) and \( n_r \) are numbers of concepts and relations, with relational properties and hierarchies, and \( k \) is the dimensionality of embeddings.

| Model       | #Parameters | Complex. rel. predict. |
|-------------|-------------|------------------------|
| TransE      | \( O(n_c + n_r) \) | \( O(k + n_c + n_r) \) |
| TransH      | \( O(n_c + 2n_r + k) \) | \( O(3n_c + 1k + n_c + n_r) \) |
| TransR      | \( O(n_r + n_r + n_r + n_r) \) | \( O(n_c + k^2 + k + n_c + n_r) \) |
| TransD      | \( O(n_r + n_r + n_r) \) | \( O(3n_r^2 + k + n_r + k) \) |
| On2Vec      | \( O(n_r + n_r + k^2) \) | \( O(n_r + 1k^2 + k + n_r) \) |

Table 2: Statistics of the data sets. pct. prop. means with properties, hier. means hierarchical relations.

| Data Set   | #train. | #valid. | #test. | #con. | #trip. | #pct. prop. | #pct. hier. | #rel. | #com. | #train. | #valid. | #test. |
|------------|---------|---------|--------|-------|--------|-------------|-------------|-------|-------|---------|---------|-------|
| DB3.6k     | 8.40    | 8.71    | 13.31  | 5.09  | 3.21   | 8.01        | 0.69        | 13.66 | 72.34 | 76.18   | 78.22   | 72.34 |
| CN30k      | 47.55   | 47.83   | 50.80  | 13.8  | 7.29   | 13.66       | 65.53       | 61.57 | 77.77 | 74.42   | 70.05   | 77.77 |
| TransE     | 50.49   | 57.98   | 80.74  | 72.34 | 76.18  | 77.67       | 74.42       | 75.60 | 79.13 | 76.78   | 75.20   | 79.13 |
| TransH     | 68.14   | 71.72   | 78.32  | 79.32 | 84.37  | 80.56       | 79.74       | 79.56 | 79.81 | 77.42   | 76.00   | 79.65 |
| TransR     | 29.70   | 35.65   | 36.19  | 55.39 | 56.06  | 54.46       | 58.88       | 54.50 | 59.07 | 52.36   | 53.16   | 58.51 |
| TransD     | 82.76   | 83.68   | 89.63  | 79.21 | 89.99  | 77.71       | 76.78       | 75.20 | 79.13 | 76.78   | 75.20   | 79.13 |
| RESCAL     | 86.85   | 86.06   | 90.69  | 85.58 | 95.07  | 86.01       | 85.87       | 83.98 | 84.29 | 80.69   | 88.71   | 88.54 |
| HolE       | 86.85   | 86.06   | 90.69  | 85.58 | 95.07  | 86.01       | 85.87       | 83.98 | 84.29 | 80.69   | 88.71   | 88.54 |
| O2V w/ HM  | 86.85   | 86.06   | 90.69  | 85.58 | 95.07  | 86.01       | 85.87       | 83.98 | 84.29 | 80.69   | 88.71   | 88.54 |
| O2V w/o HM | 86.85   | 86.06   | 90.69  | 85.58 | 95.07  | 86.01       | 85.87       | 83.98 | 84.29 | 80.69   | 88.71   | 88.54 |

Table 3: Accuracy of Relation Prediction (%). prop. means with properties, hier. means hierarchical relations.

![Precision-recall Curve on YG15k](image1)

Figure 2: Precision-recall curves for relation prediction on YG15k and YG60k.

Yago after data cleaning. Each data set is randomly partitioned into training, validation, and test sets.

4.1 Relation Prediction

This task aims at extending an ontology graph by predicting the missing relations for given concept pairs.

**Evaluation Protocol.** We evaluate our approach by way of held-out evaluation [37, 22]. Each model is trained on the training set that represents the known ontology. Then, for each case in the test set, given the source and target concepts, the model predicts the relation that leads to the lowest dissimilarity score \( S_d \) defined in Section 3.2.1. To evaluate with controlled variables, on each data set, we employ the same configuration for every models. On DB3.6k, we fix dimensionality \( k = 25 \), margin \( \gamma_1 = 2.0 \), learning rate \( \lambda = 0.005 \), \( \alpha_2 = 0.5 \), and \( l_1 \) norm. CN30k and YG15k shares the configuration as \( k = 50 \), \( \gamma_1 = 0.5 \), \( \lambda = 0.001 \), \( \alpha_2 = 0.5 \), and \( l_2 \) norm. Lastly, we use \( k = 100 \), \( \gamma_1 = 0.5 \), \( \lambda_1 = 0.001 \), \( \alpha_2 = 0.5 \), and \( l_2 \) norm. \( \gamma_2 = 0.5 \) is configured for On2vec. To test the effect of HM, we also provide two versions of On2vec. One version (On2vec w/ HM) is set with \( \alpha_1 = 0.75 \), which is empirically decided via the hyperparameter study in Section 4.3. The other version (On2vec w/o HM) nullifies HM by setting \( \alpha_1 = 0 \). To enable batch sampling for HM, we implement the \( \sigma \) function for hierarchical relation facts using hash trees. The learning process is stopped once the accuracy on the validation set stops improving.

**Results.** The overall accuracy is reported per data set in Table 3. On each data set, we also aggregate respectively the accuracy on the test cases with relational properties, as well as the accuracy on those with hierarchical relations. We discover that, TransE, though has performed well on encoding instance-level knowledge graphs [3], receives unsatisfactory results on predicting the comprehensive ontology relations. By learning each relation type on a different hyperplane, TransH notably solves the problem of TransE, but appears to fail on CN30k where the candidate space is larger than other graphs. TransR and TransD provide more robust characterization of relations than TransH, especially in TransR where relation-specific projections are imple-
mented as linear transformations. However, the overall performance of both TransR and TransD is impaired by the two types of comprehensive relations. For neural models, HoIE adapts better on the smaller DB3.6k data set, while it is at most comparable to TransR and TransD on larger ones, and RESCAL is less successful on all settings. As expected, On2Vec greatly outperforms the above baseline methods, regardless of whether HM is enabled or not. The On2Vec with HM thereof, outperforms the best runner-up baselines respectively in all settings by 3.72%–10.52% of overall accuracy, 4.09%–11.69% of accuracy on cases with relational properties, and 7.97%–14.24% of accuracy on cases with hierarchical relations. We also discover that, when HM is enabled, it leverages the accuracy on hierarchical relations by up to 12.75%, and overall accuracy by up to 7.27%, and does not noticeably cause interference to the prediction for cases with relational properties. Though, the advantage of CSM alone (i.e. On2Vec w/o HM) is still significant over the baselines. Since the relation prediction accuracy of On2Vec is close to 90% on all four data sets, this indicates that On2Vec achieves a promising level of performance in populating ontology graphs, and it is effective on both small and large graphs.

We also perform precision-recall analysis on the two Yago data sets on translation-based models. To do so, we calculate the dissimilarity scores $S_d$ (Equation 3.2.1) for the possible predictions of each test case, and select those that are not ranked behind the correct prediction. Then a threshold is initiated as the minimum dissimilarity score. The answer set is inserted with predictions for which the dissimilarity scores fall below the threshold, and the answer set grows along with the increasing of the threshold, until all correct predictions are inserted. Therefore, we obtain the precision-recall curves in Fig. 2 for which the area under curve is reported as: (i) For YG15k, On2Vec w/ HM: 0.9138; On2Vec w/o HM: 0.8938; TransE: 0.0457; TransH: 0.4973; TransD: 0.8386; TransR: 0.8587. (ii) For YG60k, On2Vec w/ HM: 0.9005; On2Vec w/o HM: 0.8703; TransE: 0.0313; TransH: 0.6688; TransD: 0.7275; TransR: 0.8372. This further indicates that On2Vec achieves better performance than other baselines, and HM improves the performance of On2Vec with CSM alone.

4.2 Relation Verification Relation verification aims at judging whether a relation marked between two concepts is correct or not. It produces a classifier that helps to verify the candidate relation facts.

Evaluation Protocol. Because this is a binary classification problem that needs positive and negative cases, we use a complete data set as the positive cases. Then, following the approach of [34], we corrupt the data set to create negative cases. In detail, a negative case is created by (i) randomly replacing the relation of a positive case with another relation, or (ii) randomly assign a relation to a pair of unrelated concepts. Options (i) and (ii) respectively contribute negative cases that are as many as 100% and 50% of positive cases. We perform a 10-fold cross-validation. Within each fold, embeddings and the classifier are trained on the training data, and the classifier is evaluated on the remaining validation data.

We use a threshold-based classifier, which is similar to the one for triple alignment verification in [8]. This simple classifier adequately relies on how precisely each model preserves the structure of the ontology graph in the embedding space. In detail, for each case, we calculate its dissimilarity score $S_d$ (Section 3.2.1). The classifier then finds a threshold $\tau$ such that $S_d < \tau$ implies positive, otherwise negative. The value of $\tau$ is determined to maximize the accuracy on the training data of each fold.

We carry forward the corresponding configurations from the last experiment, in order to show the performance of each model under controlled variables.

Results. We aggregate the mean accuracy for the two categories of comprehensive relation facts as well as the overall accuracy for each setting. The results are shown in Table 4 which has a maximum standard deviation of 0.005 in cross-validation for each setting. Thus, the results are statistically sufficient to reflect the performance of classifiers. Both versions of On2Vec again outperform the other models, especially on comprehensive relation facts. On all four data sets, On2Vec outperforms the best runner-up baselines by 2.98%–9.67% of overall accuracy, 2.02%–12.57% of accuracy for cases with relational properties, and 1.29%–8.15% of accuracy on hierarchical relations. This indicates that On2Vec precisely encodes the ontology graph structures, and provides much accurate plausibility measurement to decide the correctness of unknown triples. We also discover

![Figure 3: Choices of $\alpha_1$ values and corresponding accuracy of relation prediction on YG15k.](image)
that, \textit{On2Vec} trained with HM has a drop of accuracy for up to 0.8% on cases with relational properties from CN30k and YG60k. This is likely due to the auxiliary learning process for hierarchical relations causes minor interference to the characterization of relational properties, while HM leverages the accuracy on hierarchical relations of these two data sets by at least 1.81%, and the overall accuracy by 0.82%--3.83%. This indicates that HM is helpful in relation verification.

### 4.3 Case Study

Lastly, we provide some case studies on hyperparameter values, and some examples of relation prediction.

#### 4.3.1 Hyperparameter study

We examine the hyperparameter $\alpha_1$, which is the trade-off between CSM and HM. The result based on relation prediction on YG15k is shown in Fig. 8. As we can see, although enabling HM with even a small value of $\alpha_1$ can noticeably leverage the performance of \textit{On2Vec}, the influence of different values of $\alpha_1$ is not very notable, and the accuracy does not always go up along with the higher $\alpha_1$. In practice, $\alpha_1$ may be fine-tuned for marginal improvement, while $\alpha_1 = 0.75$ can be empirically selected.

#### 4.3.2 Examples of relation prediction

Relation prediction is also performed for the complete data set of CN30k and YG60k. To do so, we randomly select 20 million pairs of unlinked concepts from these two data sets, and rank all the predictions based on the dissimilarity score $S_d$. Then top-ranked predictions are selected. Human evaluation is used in this procedure, since there is no ground truth for the relation facts that are not pre-existing. Like previous works [22] [12], we aggregate $P@200$, i.e. the precision on the 200 predictions with highest confidence, which results in 73% and 71% respectively. Some examples of top-ranked predictions are shown in Table 5.

### 5 Conclusion

This paper proposes a greatly improved translation-based graph embedding method that helps ontology population by way of relation prediction. The proposed \textit{On2Vec} model can effectively address the learning issues on the two categories of comprehensive semantic relations in ontology graphs, and improves previous methods using two dedicated component models. Extensive experiments on four data sets show promising capability of \textit{On2Vec} on predicting and verifying relation facts.

The results here are very encouraging, but we also point out opportunities for further work and improvements. In particular, we should explore the effects of other possible forms of component-specific projections, such as dynamic mapping matrices and bilinear mappings. Encoding other information such as the domain and range information of concepts may also improve the precision of our tasks. More advanced applications may also be developed using \textit{On2Vec} such as ontology-boosted question answering. Jointly training \textit{On2Vec} with alignment models [9] is another meaningful direction since it provides a more generic embedding model that helps populating and aligning multilingual ontology graphs.
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