Bayesian inference for random field parameters with a goal-oriented quality control of the PGD forward model’s accuracy

Isabela Coelho Lima · Annika Robens-Radermacher · Thomas Titscher · Daniel Kadoke · Phaedon-Stelios Koutsourelakis · Jörg F. Unger

Received: 25 April 2022 / Accepted: 3 July 2022 / Published online: 18 August 2022
© The Author(s) 2022

Abstract
Numerical models built as virtual-twins of a real structure (digital-twins) are considered the future of monitoring systems. Their setup requires the estimation of unknown parameters, which are not directly measurable. Stochastic model identification is then essential, which can be computationally costly and even unfeasible when it comes to real applications. Efficient surrogate models, such as reduced-order method, can be used to overcome this limitation and provide real-time model identification. Since their numerical accuracy influences the identification process, the optimal surrogate not only has to be computationally efficient, but also accurate with respect to the identified parameters. This work aims at automatically controlling the Proper Generalized Decomposition (PGD) surrogate’s numerical accuracy for parameter identification. For this purpose, a sequence of Bayesian model identification problems, in which the surrogate’s accuracy is iteratively increased, is solved with a variational Bayesian inference procedure. The effect of the numerical accuracy on the resulting posteriors probability density functions is analyzed through two metrics, the Bayes Factor (BF) and a criterion based on the Kullback-Leibler (KL) divergence. The approach is demonstrated by a simple test example and by two structural problems. The latter aims to identify spatially distributed damage, modeled with a PGD surrogate extended for log-normal random fields, in two different structures: a truss with synthetic data and a small, reinforced bridge with real measurement data. For all examples, the evolution of the KL-based and BF criteria for increased accuracy is shown and their convergence indicates when model refinement no longer affects the identification results.
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1 Introduction
Establishing a monitoring system for a transportation infrastructure is essential in order to obtain information about its current state and, therefore, ensure its safety. Changes in material properties is one of the consequences of deterioration of a structure, affecting its response to static and dynamic loads, as well as its reliability. Although these changes might not be directly measurable, they can be inferred from monitoring data, given a model that represents the physics of the system. The latest trend in monitoring systems are the so-called digital twins: virtual models of a real structure which reflect the structure’s current state based (directly or indirectly) on measurement data and can be used for predictive purposes. Setting up these systems usually requires a model identification process to calculate the unknown parameters of interest. The model identification problem is a computationally costly inverse optimization process, which can be unfeasible for real applications. In order to circumvent this problem, the underlying numerical model can be replaced by a surrogate model which can be evaluated more efficiently. There are many approaches constructing a suitable surrogate, from reduced-order models to machine learning methods. In
each case, the surrogate’s accuracy has an influence on the identification results. The numerical error of the model is often assumed to be much smaller than the measurement error and, therefore, it is considered to have a minor influence.

In contrast, the focus of this paper is to explicitly investigate the influence of the surrogate’s accuracy on the model identification results. A new goal-oriented inference procedure is introduced, consisting of adaptively building models with increased accuracy, running Bayesian inference with them and checking the changes in the results (due to the difference in models) through two proposed metrics: the Bayes Factor (BF) and the Kullback-Leibler divergence (KL) between the predictive posteriors. Once these criteria reach convergence, a sufficiently accurate model is found. For this work, a computationally efficient surrogate model is used, obtained with the Proper Generalized Decomposition (PGD) [1,2]. The inference method of choice is the variational Bayesian approach after [3], allowing a very efficient calculation of the two convergence criteria. Although the proposed procedure makes use of these two methods [4], it is certainly not limited to them. The problem of selecting a sufficiently accurate reduced-order model is presented in the context of identifying a spatially-varying Young’s modulus field which can account for variations in stiffness, e.g. caused by damage or manufacturing imperfections. For that purpose, the PGD approach is additionally extended to log-normal random field parameters.

The paper is structured as follows: Sect. 1.1 provides a general definition for model identification problems as well as different approaches to solve them, while Sect. 1.2 gives an introduction to the PGD method. Then in Sect. 2, the coupling of variational Bayesian inference with a PGD forward model is derived and in Sect. 3 possible convergence criteria regarding the model’s accuracy are discussed. Section 4 presents a simple demonstration example, to show how these criteria can be applied to define a sufficiently accurate model. Subsequently, the general PGD forward model for linear elasticity with a Young’s modulus modeled by a log-normal random field is derived (Sect. 5.1). Finally, the proposed convergence procedure with a PGD forward model is applied to identify spatially distributed stiffness fields in a truss example with synthetic data (Sect. 5.2) and a small, reinforced bridge with real measurement data (Sect. 5.3).

### 1.1 Model identification

Model identification problems are, in general terms, defined as inverse problems. They aim at inferring some unknown parameters $\theta$ of a certain model $M$, given some measurements $y$ related to the model outputs $g(\theta)$ depending on the model parameters. Under the assumption of an additive observation noise $\varepsilon$, with noise parameters $\Phi$, this results in:

$$y = g(\theta) + \varepsilon(\Phi).$$

In the present paper, the additive noise is assumed to be Gaussianly distributed ($\varepsilon \sim \mathcal{N}(0, \Phi^{-1})$), with unknown noise precision matrix $\Phi$ to be inferred.

In deterministic methods for parameter identification, the solution is obtained by minimizing the difference between measurement data $y$ and the model output $g(\theta)$:

$$k(\theta) = y - g(\theta).$$

by e.g., least-squares, $L_p$ norm or weighted least-squares ansatz [5]. These approaches use optimization methods to return the best estimate for the parameters of interest. Note, that the solutions are point-estimates of the parameters, i.e. the results carry no information about how reliable or probable they are. Probabilistic inference methods, on the other hand, provide a probabilistic description of information and beliefs, allowing for uncertainties. This is done through Bayes’ theorem considering all unknown parameters as $\Theta = [\theta, \Phi]$.

$$P(\Theta \mid y, M) = \frac{P(y \mid \Theta, M) P(\Theta \mid M)}{\int P(y \mid \Theta, M) P(\Theta \mid M)d\Theta}.$$
namely the high cost of sample generation and the very larger number of samples needed. Variational inference, on the other hand, is often computationally more efficient, being more appropriate for high-dimensional problems with computationally involved forward models. It provides an approximation to probability density functions that are difficult to compute (intractable integrals) through optimization [12,13], details are given in Sect. 2. In the works of [14] and [15], it was also used to infer material properties. Among the limitations of the method is the fact that, unlike MCMC, the inference results can be biased and their accuracy strongly depends on the family of approximating distributions employed. In this paper, the variational Bayesian inference algorithm proposed by [3] for nonlinear forward models is coupled with a PGD forward model. In this way, the efficient forward model directly increases the computational efficiency of the inference process even more and allows an efficient computation of the proposed convergence criteria.

1.2 Proper generalized decomposition (PGD)

PGD is a reduced-order modeling approach. The key idea of PGD is the a-priori computation of abacuses, like numerical tables, with which a parameter dependent solution of a system is given, for a defined parameter space. An overview of the PGD approach can be found e.g., in [1] as well as in [2], concerning their use for digital twins. The unknown solution field (e.g., a displacement field $u$) depending on space $x$ and model parameters $\theta$ is approximated in a separable form

$$u \approx u^n(x, \theta_j) = \sum_{i=1}^{n} F_i^0(x) \prod_{j=1}^{d} F_j^i(\theta_j) \tag{4}$$

with $n$ mode sets. Each set consists of lower dimensional PGD modes $F_j^i$ depending only on a single PGD coordinate $\theta_j$, the model parameters, and the space $x$. In some cases, even the space could be further separated in its components. The PGD modes are computed by solving the classical weak form of the given problem’s partial differential equation (PDE), e.g., the balance of linear momentum, now over the $D = d_x + d_\theta$-dimensional space. The multi-dimensional integral can also be separated into single lower dimensional integrals resulting from the chosen separated form of $u^n$ in Eq. (4). As a result, the exponential scaling of the computational effort in multidimensional problems is reduced to a linear scaling and the curse of dimensionality is bypassed. The approach resembles the canonical tensor decomposition, which is known as the most data sparse representation of a tensor. For more information about tensor approximations, the reader is referred to the works of [16] and [17] and their citations. In the last two decades, the PGD method has been developed for a variety of applications, among these, surgery simulations [18], design optimization [19,20], data-driven applications [21], viscoelastic [20], elastoplastic [22], contact problems [23] as well as stochastic Galerkin methods [24,25]. The PGD approach for stochastic problems was applied to linear structural dynamics in [26]. The application of PGD models to reduce the computational effort of sampling-based approaches, can be found in the context of reliability analysis in [27,28] and for process calibration of additive manufacturing in [29]. Furthermore, Rubio et al. [30] used a PGD forward model for real-time identification and model updating based on Monte Carlo sampling as well as based on a transport map sampling [31]. Djatouti et al. [32] proposed a goal-oriented inverse method, coupling a PGD model and a variant of the modified constitutive relation error approach, which automatically identifies and updates only the model parameters with the highest influence. A PGD derivation for a Young’s modulus normal, random field was given in [33], which is here extended for a log-normal field.

2 Variational bayesian inference

For most problems, the analytical computation of the posterior distribution given in Eq. (3), for the specific (surrogate) model $M^n$ ($n$ refers to the numerical accuracy degree, e.g. number of modes in Eq. (4)) and the unknown parameters $\Theta$ is not feasible and approximations have to be made instead. In the variational Bayesian approach, this is done by choosing a simpler distribution $q(\Theta \mid M^n)$ from a selected family of distributions to approximate the posterior [3,13]. This approximation should be as close as possible to the true posterior, so a measure of “closeness” between the two distributions is used, namely the Kullback-Leibler (KL) divergence defined as

$$KL(q \parallel P) = \int q(\Theta) \log \frac{q(\Theta)}{P(\Theta \mid y)} d\Theta. \tag{5}$$

The optimal $q$ is the one that minimizes the KL divergence in Eq. (5). Notice that the reference to the model $M^n$ was dropped in Eq. (5) for convenience, so, unless stated otherwise, it should be assumed that the pdfs are conditioned on the same model. The KL computation in Eq. (5) depends on the exact posterior, i.e., the term that should be approximated, so Eq. (5) must be rewritten in more tractable terms [3] (derivation can be found in appendix A) to obtain

$$KL(q \parallel P) = \int q(\Theta) \log \frac{P(y, \Theta)}{q(\Theta)} d\Theta = \log P(y), \tag{6}$$

KL divergence (minimize) 
free energy/lower bound (maximize) 
log evidence (fixed)
where \( P(y, \Theta) = P(y | \Theta) P(\Theta) \) and the second term is called free energy. Since the log evidence is independent of the parameters \( \Theta \), minimizing the KL is equivalent to maximizing the free energy \( F \), which will then be the objective of the optimization. The free energy can be seen as a lower bound on the evidence of the measurements and, therefore, is also known as Evidence Lower BOund (ELBO).

Several algorithms fall into the variational inference family, e.g., Automatic Differentiation Variational Inference [34], Stochastic Variational Inference [35] and Coordinate-ascent Variational Inference [13]. The latter is the one applied in this paper, following the work of Chappell et al. [3]. In this approach, some assumptions are made to make the integrals in Eq. (6) tractable, namely: the linearization of the model, the mean field approximation and the conjugate-exponential restriction. When \( g(\Theta) \) is nonlinear, the formulation in [3] proposes a first-order Taylor series

\[
g(\Theta) \approx g(m) + J(m)(\Theta - m),
\]

where \( J \) is the Jacobian matrix evaluated at the expansion point \( m \).

The second assumption states that the joint posterior distribution can be factorized into independent partitions, as

\[
q(\Theta_1, \Theta_2, ..., \Theta_m) = \prod_{i=1}^{m} q(\Theta_i),
\]

where \( \Theta_i \) corresponds to a group of parameters, each group with its own separate posterior distribution. The last assumption imposes the use of priors that are conjugate to the exponential family, e.g., Automatic Differentiation Vaiational Inference is also known as Evidence Lower BOund (ELBO).

In the latter, it is assumed that displacement measurements at known sensor positions \( x_i \) are used for the inference process. Otherwise, the required output (e.g., strains) has to be computed based on the PGD sensor displacement field \( u^s_i \) in an additional step leading to a similar form with strain PGD modes. The PGD forward model in Eq. (10) is additionally approximated by the linearization (Eq. (7)). Since, the PGD mode functions \( f^j \) are standard polynomial shape functions for the interpolation and thus their evaluation as well as differentiation is computationally very efficient, the required Jacobian matrix in Eq. (7) can be computed very efficiently.

The prior for the model parameters is defined as a Multivariate Normal (\( P(\Theta) \sim \mathcal{MN}(\Theta; m_\Theta, \Lambda^{-1}_\Theta) \)), with parameters \( m_\Theta \) as the mean vector and \( \Lambda_\Theta \) as the precision matrix. For the noise parameter, a Gamma distribution \( P(\phi) \sim Ga(\phi; s_0, c_0) \) is used for its prior, where \( s_0 \) and \( c_0 \) are the scale and shape parameters, respectively. For conjugacy, the corresponding posteriors are of the same type, i.e., \( q(\Theta) \sim \mathcal{MN}(\Theta; m, \Lambda^{-1}) \) and \( q(\phi) \sim Ga(\phi; s, c) \) (their definitions can be found in the appendix B).

The goal is then finding the optimal values of the parameters that define the posteriors. These are obtained through the following update equations given in [3]:

\[
\Lambda = s c J^T J + \Lambda_0
\]

\[
\Lambda m_{\text{new}} = s c J^T (k + J m_{\text{old}}) + \Lambda_0 m_0
\]

\[
c = \frac{N}{2} + c_0
\]

\[
\frac{1}{s} = \frac{1}{s_0} + \frac{1}{2} k^T k + \frac{1}{2} Tr(\Lambda^{-1} J^T J),
\]

where \( P(y, \Theta) = P(y | \Theta) P(\Theta) \) and the second term is called free energy. Since the log evidence is independent of the parameters \( \Theta \), minimizing the KL is equivalent to maximizing the free energy \( F \), which will then be the objective of the optimization. The free energy can be seen as a lower bound on the evidence of the measurements and, therefore, is also known as Evidence Lower BOund (ELBO).

Several algorithms fall into the variational inference family, e.g., Automatic Differentiation Variational Inference [34], Stochastic Variational Inference [35] and Coordinate-ascent Variational Inference [13]. The latter is the one applied in this paper, following the work of Chappell et al. [3]. In this approach, some assumptions are made to make the integrals in Eq. (6) tractable, namely: the linearization of the model, the mean field approximation and the conjugate-exponential restriction. When \( g(\Theta) \) is nonlinear, the formulation in [3] proposes a first-order Taylor series

\[
g(\Theta) \approx g(m) + J(m)(\Theta - m),
\]

where \( J \) is the Jacobian matrix evaluated at the expansion point \( m \).

The second assumption states that the joint posterior distribution can be factorized into independent partitions, as

\[
q(\Theta_1, \Theta_2, ..., \Theta_m) = \prod_{i=1}^{m} q(\Theta_i),
\]

where \( \Theta_i \) corresponds to a group of parameters, each group with its own separate posterior distribution. The last assumption imposes the use of priors that are conjugate to the likelihood (i.e., which have the same parametric form of the posterior) and that come from the exponential family. Then, by substituting Eq. (8) into Eq. (6) and applying calculus of variations, the approximate pdfs \( q(\Theta_i) \) that maximize the objective function Eq. (6) are given as

\[
q^*(\Theta_i) = \arg \max_{q(\Theta_i)} F(q, y)
\]

\[
log q^*(\Theta_i) \propto \int q(\Theta_{-i}) log(P(y | \Theta) P(\Theta)) d\Theta_{-i},
\]

where \( \Theta_{-i} \) represents all parameters different from \( \Theta_i \).

Here, the set of latent (unknown) variables (referenced in Eq. (8) and Eq. (9)) consist of the two already mentioned groups: \( \Theta = [\theta, \Phi] \) considering model and noise parameters. In the following, it is assumed that only one noise term exists, with a single noise precision parameter \( \phi \).

In the context of this paper, the forward model \( g(\Theta) \) is given as a computationally efficient PGD model in separated form like Eq. (4) as an explicit function of the identification parameters \( \theta \)
where $k = y - g(m)$, $m_{new}$ and $m_{old}$ are the values of $m$ for the current and previous iteration of the update scheme. As summarized in algorithm 1, Eq. (11a)-Eq. (11d) are iteratively used to update the posterior parameters until the convergence of the free energy is reached, i.e. until the inference procedure has converged, as described in [3].

The free energy is expressed as

$$F = \left( \frac{N}{2} + c_0 - 1 \right) \log(s) + \psi(c)$$

$$- \frac{1}{2} sc(k_m^T k_m + \text{tr} (\Lambda^{-1} J_k^T J_k))$$

$$- \frac{1}{2} (m - m_0)^T \Lambda_0 (m - m_0)$$

$$+ \text{tr}(\Lambda^{-1} \Lambda_0)) - \frac{s c}{s_0}$$

$$- \frac{1}{2} \log(\det \Lambda) + \log(\Gamma(c)) + c \log(s)$$

$$+ \frac{1}{2} (c - c_1)(\log(s) + \psi(c))$$

$$- \frac{1}{2} \log(2\pi) + \frac{1}{2} \log(\det \Lambda_0) - \log[\Gamma(c_0)]$$

$$- c_0 \log(s_0) + \frac{1}{2} \text{tr}(\Lambda^{-1} \Lambda),$$

where $N$ denotes the number of observations, $\Gamma(c)$ is the gamma function and $\psi(c)$ the di-gamma function, as defined in [3]. It results from substituting the log likelihood $\log(P(y, \Theta))$ and the posterior $q(\Theta)$ expressions into the free energy definition in Eq. (6) and gives an estimate for the log evidence $\log(P(y))$. Note, the expression in Eq. (12) slightly differs from the one that appeared in [3], but it is in line with the latest implementations from the same authors available at [36]. A detailed derivation and an implementation as a python package can also be found at [37].

3 Convergence criteria of PGD variational inference problem

Generally, the forward model in an inference problem should correspond to the simplest, yet sufficiently accurate, representation of the real experimental conditions. For prediction tasks, it is important to reduce the effect of model’s accuracy, especially due to numerical error sources, onto the identification results. Although it is possible to fit an inexact model to measurement data, predictions with such a model in new settings (e.g. new load case) would be erroneous.

The use of surrogate models lead to additional numerical error sources (number of modes/terms/dimensions/training data/mesh resolution), resulting in a deviation of the surrogate model with respect to the reference (full order) model and making it extremely important to take into account the influence of these on the identification process. The focus of this paper is to explicitly measure the influence of the model’s numerical accuracy and derive a new iterative identification procedure which automatically identifies a sufficiently accurate model.

The proposed method carries out inference successively on surrogate models of increasing numerical accuracy. In each step, the variations in the identification results are measured with nearly no extra cost by a Bayes factor Sect. 3.1 and the Kullback-Leibler divergence between the posterior predictive pdfs Sect. 3.2 is monitored. The proposed new adaptive inference procedure is described in Sect. 3.3.

3.1 Bayes Factor (BF) and free energy

A metric that is commonly used for model selection is the Bayes Factor (BF). In [38], the BF is also used to compare finite element models differing in terms of mesh resolution in the context of statistical FEM. The BF is based on a ratio of model evidences of two competing models, which naturally penalizes complexity as they integrate over the entire parameter space [39]. Considering the scenario where the two models $M^n$ and $M^{n-1}$ are available for selection (here differing in the numerical accuracy degree $n$), the BF is the “relative probability of the observed data under each of the two competing hypotheses” [40]. Assuming both models are equally likely, the BF can be written as

$$BF = \frac{P(y \mid M^n)}{P(y \mid M^{n-1})} = \int P(y \mid \theta, M^n) P(\theta \mid M^n) d\theta \int P(y \mid \theta, M^{n-1}) P(\theta \mid M^{n-1}) d\theta.$$  

(13)

The higher the BF value, the more “evidence” there is in favor of the model in the numerator.

The major advantage of choosing the BF for model selection when performing the proposed variational Bayesian inference [3] is that the free energy Eq. (12) can be directly used as an approximation of the log-evidence. Under the assumption of a vanishing KL divergence (i.e. approximate posterior $q$ and exact one $P$ are identical), the free energy is equal to the log evidence (see Eq. (6)), allowing the BF to be approximated as

$$BF = \frac{e^{F_{M^n}}}{e^{F_{M^{n-1}}}} = e^{F_{M^n} - F_{M^{n-1}}}.$$  

(14)

Since the variational Bayesian approach evaluates the free energy for every iteration, it is straightforward to compute the BF criterion. In case of sampling based inference approaches (e.g. Markov Chain Monte Carlo), the BF computation would require additional sampling. Another interesting aspect of the BF is that many authors have proposed qualitative ways to interpret the results. For instance, [41] interprets BF values between 1 and 3 as “not worth a bare mention”, while values
> 150 indicate a “very strong” evidence against the model in the denominator.

In this paper, the BF is not used in the conventional model selection sense, but instead it is used as a convergence criterion when successively comparing two models with increased numerical accuracy \( n \in [1, N] \). For this reason, the focus is not finding the highest or lowest BF (i.e. having an indication of which model to favor), but on finding the point at which it converges to 1. The closest the BF is to one, the more similar the models being compared are, meaning that their differences in numerical accuracy are insignificant in terms of “evidence” in favor of one of the models. In this work, the convention adopted is to set the model in the numerator \( M^n \) as the one with the higher accuracy compared to \( M^{n-1} \).

### 3.2 KL-based metric

The second proposed metric to evaluate the effect of the model’s numerical accuracy is based on the Kullback-Leibler (KL) divergence between the posterior predictive pdfs \( P_{y_{\text{pred}}} \) of two candidate models \( M^n \) (differing in the accuracy degree \( n \)):

\[
KL = KL(P(M^{n-1}) || P(M^n))
\]  

By definition, the posterior predictive for a given model \( M^n \) is the distribution describing possibly unseen data \( y_{\text{pred}} \), conditioned on the previous observations \( y \) used to run inference. Given the posterior distribution \( P(\Theta | y) \), predicting new data can be obtained by integrating out the parameters \( \Theta \) in

\[
P(y_{\text{pred}} | y) = \int_{\Theta} P(y_{\text{pred}} | \Theta, y) P(\Theta | y) d\Theta.
\]  

Although the typical application for the posterior predictive is to predict data for experimental setups not present in the training data, here it is used to reproduce the original observations \( y \). This posterior predictive is then applied in the computation of the KL-based convergence criterion as a way to evaluate the difference in predictions when using models with increasing numerical accuracy \( n \in [1, N] \). The closer to zero the KL divergence in Eq. (15) is, the more likely it is that the models being compared produce almost identical results.

In the context of the variational inference introduced in Sect. 2, the unknown variable \( \Theta \) consists of model and noise parameters (\( \theta \) and \( \phi \)) and the posterior \( P(y | \Theta) \) is approximated by the multiplication (see Eq. (8)) of a multivariate normal pdf for \( \theta \) and a gamma pdf for \( \phi \)

\[
P(y_{\text{pred}} | y) = \int_{\phi} \int_{\Theta} P(y_{\text{pred}} | \Theta, y) q(\theta) d\theta q(\phi) d\phi.
\]  

Solving the inner integral for a fixed \( \phi \), the resulting posterior predictive pdf is again a multivariate normal \( \mathcal{MVN} \) distribution, according to the conjugate properties of the distributions in the exponential family and the linearisation of the model Eq. (7). The KL divergence between two \( \mathcal{MVN} \) distributions \( \mathcal{MVN}_{n} \) and \( \mathcal{MVN}_{n-1} \) for the two models \( M^n \) and \( M^{n-1} \), respectively, can be analytically expressed by [42]:

\[
KL(\mathcal{MVN}_{n} || \mathcal{MVN}_{n-1}) = \frac{1}{2} \left( \log \frac{det \Sigma_n}{det \Sigma_{n-1}} - N_d + tr(\Sigma_n^{-1} \Sigma_{n-1}) \right) + (\mu_n - \mu_{n-1})^T \Sigma_n^{-1}(\mu_n - \mu_{n-1})).
\]

In the latter \( \{\mu_n, \Sigma_n \} \) denotes the means, \( \{\Sigma_n, \Sigma_{n-1} \} \) the covariance matrices of the two distributions with dimension \( N_d \). The means and covariance matrices of the posterior predictive with a fixed noise precision in Eq. (17) can be expressed as [43,44]

\[
\mu_i = g_i(m_i),
\]

\[
\Sigma_i = J_i(m_i) \Lambda_i^{-1} J_i(m_i)^T + \phi_i^{-1} 1,
\]

where \( g_i \) indicates the current linearised model \( M^i \) with the Jacobian \( J_i, m_i, \Lambda_i \) and \( \phi_i = s_i c_1 \) are the posterior pdf parameters resulting from the inference with model \( M^i \) with \( i \in [n - 1, n] \).

A different approach than the one used here (i.e. of setting a fixed \( \phi \)) would be to solve for the complete posterior predictive. For that, the outer integral could be approximated by a weighted sum regarding the posterior pdf \( q(\phi) \), resulting in a Gaussian mixture model (for each fixed \( \phi \) a corresponding normal distribution is obtained). However, in many cases, and in particular when the posterior of the noise precision \( \phi \) is rather narrow, an approximation using only its mean is already an accurate approximation. In this way, the KL computation from a variational Bayesian inference result is very efficient. Again, using a sampling based inference approach would lead to additional computations to sample the predictive posterior and compute the KL criteria.

### 3.3 Iterative inference algorithm

As main contribution, the iterative process summarized in algorithm 2 is proposed for the automatic identification of a sufficiently accurate surrogate. It consists of sequentially performing variational Bayesian (VB) inference, each time
Algorithm 2 Iterative variational inference with automatic control of the model accuracy influence

Inputs:
- measurement data \( y \); model with lowest accuracy \( M^0 \)

Initialize:
- priors

1: function \( \text{ITER-VB}(y, M^0, \text{prior}) \)
2: for \( n \) in range\((1, N)\) do
3:    increase model accuracy \( M^n \)
4:    run VB for \( M^n \) (algorithm 1)
5:    compute \( KL(P_{\text{pred}}^{M^n-1} || P_{\text{pred}}^{M^n}) \)
6:    compute \( BF = e^{(F_{M^n} - F_{M^n-1})} \)
7:    if \( KL \leq \text{tol}_1 \) and \( |BF - 1| \leq \text{tol}_2 \) then
8:        choose model \( M^n \)
9:    stop
10: end for
11: return posteriors \( q(\theta \mid y), q(\phi \mid y) \) for \( M^n \)

end function

with a surrogate model of increased accuracy \( M^n \) (e.g. based on \( n \) PGD modes). After each VB run, the KL divergence as well as the Bayes Factor (BF) are computed with respect to the previous model \( M^{n-1} \) with lower accuracy (e.g. based on \( n - 1 \) PGD modes). If the KL-divergence in Eq. (15) approaches 0 (up to some tolerance \( \text{tol}_1 \)) and/or the BF in Eq. (14) approaches 1 (up to some tolerance \( \text{tol}_2 \)), the iterations are terminated. Sufficient tolerance values for \( \text{tol}_1 \) and \( \text{tol}_2 \) were chosen to be used in all examples. Whether they are problem independent and can be used seamlessly in other contexts has yet to be investigated. Note, the focus is finding a sufficiently accurate model regarding numerical accuracy. Therefore, it is assumed that the model and its surrogate physically represents the problem. In order to improve the identification (e.g. avoiding the linearization at the MAP and prescribing a family of distributions for the posterior), a standard sampling approach (e.g. MCMC) can be run afterwards using the sufficiently accurate PGD forward model identified in algorithm 2.

The proposed inference process and the PGD forward models are implemented in Python, using FEniCS [45] as the finite element solver. The variational Bayesian implementation is available at [37].

4 Demonstration example

The hypothesis that the numerical model accuracy influences the inference results is demonstrated in a simple model identification problem. When the proposed procedure is applied with models of increased accuracy, the KL divergence and BF between the different runs converge to zero and one, respectively. The example also demonstrates how the influence of the model accuracy depends on the accuracy of the measurement data itself.

For the demonstration, the true model is described by the exponential function

\[
    f_{\text{true}}(x) = e^{\theta x} \tag{20}
\]

for \( x \in [-0.5, 0.5] \) with the model parameter \( \theta = 1 \). Synthetic measurement data at 10 x-values in the interval \([-0.5, 0.5]\) are generated by adding a random measurement noise, described by \( \mathcal{N}(0, 0.01^2) \), to the true model output. In total, a dataset of 50 values is computed by considering 5 synthetic measurement series. For the inference problem, the model parameter’s prior PDF is given as \( P(\theta) = \mathcal{N}(1.5, 1^2) \). The noise prior’s shape \( c_0 \) and scale \( s_0 \) parameters are defined by prescribing the 5% and 95%-percentile noise precision values \( \phi \) to 1/0.5^2 (noise standard deviation 0.5) and 1/0.0005^2 (noise standard deviation 0.0005), respectively. The resulting noise prior reads \( P(\phi) = \mathcal{Ga}(c_0 = 0.37, s_0 = 137994.15) \).

The Taylor series expansion of the exponential function is used as surrogate model of the true function:

\[
    M^n = f_{\text{app}}(x, \theta) = \sum_{i=0}^{n} \frac{(\theta x)^i}{i!}
    \]

\[
    = \frac{1}{1} + \frac{x}{1!} \theta + \frac{(x)^2}{2!} \theta^2 + \ldots
    \]

\[
    = \sum_{i=1}^{n+1} F_i^1(x) F_i^2(\theta). \tag{21}
\]

This model has similarities to a PGD model, according to Eq. (4), with \( n + 1 \) mode sets \( F_i^1(x) \) and \( F_i^2(\theta) \), which converges to the true model with \( n \to \infty \). The numerical accuracy of the model increases with the number of \( n \), so that this number can be used to describe the current accuracy degree of the model.

In a first step, the inference is performed using the surrogate model \( f_{\text{app}}^{n} \) with an increasing number of terms \( n \in [1, 10] \), following algorithm 2. For all runs, the BF between two models with \( n \) and \( n - 1 \) approximation terms (Fig. 1(b)) and the Kullback-Leibler divergence \( KL(P_{\text{pred}}^{M^n} || P_{\text{pred}}^{M^{n-1}}) \) between models with different number of terms \( n \in [1, 10] \) and \( n+1 \) are calculated (Fig. 2). Furthermore, the parameters of the approximated posterior PDF - mean \( m \) and standard deviation \( \sqrt{\Lambda^{-1}} \) of the model parameter \( \theta \), mean of the identified noise standard deviation \( \sigma_e = \sqrt{(c \cdot s)^{-1}} \) (given Fig. 1(a) compared to the known true values) – as well as the free energy \( F \) (Fig. 1(b)) are tracked over the increasing number of terms \( n \). The predictive posterior for models with different numbers of terms \( n \) are given in Fig. 4.
The influence of the number of terms \( n \) on the identification results can be seen in Fig. 1. The inferred parameters \( \{m, \Lambda, s, c\} \) vary depending on the number of terms in the model, but converge rapidly to the true values. The deviation decreases \( m - \theta^{\text{true}} \rightarrow 10^{-4} \) (Fig. 1). This is also observed in the convergence of the BF between two models with increasing accuracy \( (\mathcal{M}^{n-1} \text{ and } \mathcal{M}^n) \), where the former refers to the denominator and the latter to the numerator). In Fig. 1(b), the BF is plotted as a function of terms \( n \) with values in the range of \([1/3 : 3]\) (note that the range \([1 : 3]\) indicates an anecdotal evidence for \( \mathcal{M}^n \) while \([1/3 : 1]\) is considered anecdotal evidence for \( \mathcal{M}^{n-1} \)). It converges to one with increasing terms \( n \), which means that the free energy also converges to a fixed value. The BF criterion can exceed extremely high values in the first iterations steps (i.e. for models with a large difference in accuracy), indicating a high influence of adding these first terms on the model response correlating with high differences in the free energy. The KL divergence in Fig. 2 between different accurate models \( (n \text{ terms visa } \bar{n} \text{ terms with } n \in [1, 10] \text{ and } \bar{n} \in [n + 1, 10]) \) converges linearly in a semi log-scale with increasing number of modes. Whereby, all computed KL divergences varying the number of terms are here in one line, so that the diagonal \( KL(\mathcal{P}_{\mathcal{M}^{n}}^{(\mathcal{M}^{n+1})} \| \mathcal{P}_{\mathcal{M}^{n}}^{(\mathcal{M}^{n})}) \) represents the convergence behavior as already proposed in algorithm 2.

In a second investigation, the measurement noise of the virtual measurement data is varied, simulating different degrees of sensor accuracy. The noise is modeled with normal distributions \( \mathcal{N}(0, \sigma_e^2) \) with \( \sigma_e \in [10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}] \). A sufficient number of data points is used, so that in all cases the assumed true noise value could be identified. The inference algorithm is run for each noise standard deviation \( \sigma_e \), with increasing accuracy of the surrogate model, and the KL divergence and BF are computed between two sequential models.

Figure 3 shows that both criteria again converge with increasing number of terms \( n \), where differences can be seen regarding the given noise standard deviations of the measurements. The KL divergences curves are nearly parallel, indicating that a higher model accuracy is required for smaller measurement errors. The same issue can be seen with the BF, which converges to one with increasing number of terms, for decreasing measurement noise.

The implementation of this approach for practical examples requires to define thresholds for the tolerance values in algorithm 2. These values were chosen specifically for the examples presented and their applicability to any other problem has to be investigated. Choosing the KL tolerance to \( 10^{-2} \) and a BF tolerance range \([1/2, 2]\) for all setups results in models with 4, 5, 6, 7 terms for decreasing \( \sigma_e = [10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}] \). This is inline with the expectation...
that a higher model accuracy (i.e. higher number of terms) is required for more accurate measurement data (here modeled by smaller deviations $\sigma_e$). For the case $\sigma_e = 0.01$, the influence of different model accuracy on the posterior distribution is plotted in Fig. 4. A model with 5 terms based on the proposed tolerance values leads to a very good agreement with the true model. Increasing the number of terms would not improve the identification results anymore. Furthermore, the number of 5 terms for $\sigma_e = 0.01$ is inline with the convergence of the posterior parameters after Fig. 1 confirming the proposed tolerance values.

5 Structural damage identification with random field material parameters

As mentioned in the introduction, the model parameter identification plays an important role in monitoring systems and digital twin applications. In this context, a common task is to identify structural changes and quantify the impact on key performance indicators. As application examples, the identification of damage phenomena for a 1D truss structure (with synthetic data) as well as a reinforced concrete bridge (with real measurement data) is addressed. The key idea is to include the stiffness variation in space due to undergone damage as a linear elastic material model with a Young’s modulus being modeled by a log-normal random field. The goal is to identify the posterior distribution of the random field based on measurement data with a sufficiently accurate PGD surrogate. Therefore, first a PGD model for the log-normal random field parameters is derived as an extension to the PGD approach for normal fields by [33].

5.1 PGD forward model for linear elasticity with a log-normal random field for the Young’s modulus

A linear elastic problem described by the general equations of mechanics (balance of momentum, kinematics for small displacements and isotropic linear elastic material law) is considered. The Young’s modulus $E$ is assumed to depend on the spatial position $x$ and some new identification parameters $\theta$, reflecting damage. A log-normal distribution is assumed, following the suggestions of the European design standards [46] for material parameters. The log-normal distribution avoids negative Young’s moduli. Therefore, the Young’s modulus is given by a log-normal random field $\chi_{LN}(x, \theta)$ as

$$E(x, \theta) := E_0 \chi_{LN}(x, \theta)$$

$$= E_0 \exp(\mu(x) + \sqrt{\lambda_j} V_j(x) \theta_j),$$  \hspace{1cm} (22)
which is modeled as a transformation of an underlying normal random field [47] represented with a Karhunen-Loève expansion (e.g., [48–50]). In Eq. (22), $\mu(x)$ is the mean value, $V_j$ are the eigenvectors, $\lambda_j$ the eigenvalues of the covariance matrix (kernel) and $\theta$ the $K$ variables (normally distributed with zero mean) of the underlying normal random field. Note that, due to this nonlinear transformation, the correlation of the log-normal field is not identical to the prescribed one in the normal field. The covariance matrix $C$ simulates the spatial dependency of the variables and is given by the covariance function $c(x_i, x_j)$, describing the correlation between two spatial points $i$ and $j$. Among the many possible covariance functions [48], the squared exponential kernel function (i.e. belonging to the Matérn family) is used:

$$c(r) = \sigma^2 \exp \left( -\frac{r^2}{2\xi^2} \right),$$  \hspace{1cm} (23)

where $r$ denotes the distance between two points $|x_i - x_j|$, $\sigma$ is the standard deviation and $\xi$ the correlation length of the random field. Based on a standard finite element discretization of the random field variables with a mesh size much smaller then the correlation length, the solution of the generalized eigenvalue problem for the correlation matrix $M^T C M V = \lambda M V$ with the mass matrix $M$ leads to the eigenvalues and eigenvectors describing the underlying normal random field in Eq. (22). The number of random field variables $K$ depends on the ratio between the correlation length and the structural dimension. For a study of the influence of the random field discretization on the identification process, the reader is referred to [47]. In this example, the number $K$ is chosen based on the ratio of the eigenvalues

$$\sqrt{\lambda_K} / \sqrt{\lambda_0} < tol_{RF}$$  \hspace{1cm} (24)

with a prescribed tolerance (given in the examples). The random field parameters ($\mu$, $\sigma$ and $\xi$) are assumed to be known. The identification parameters are the $K$ unknown field variables $\theta$ defined in Eq. (22).

The PGD approach is applied to generate a numerical abacus, giving the solution as a function of the spatial directions $x$ and the unknown model parameters $\theta$, where the random field variables. For this reason, the displacement field $u$ is approximated by a sum of $n$ terms as

$$u^n(x, \theta) = \sum_{i=1}^{n} F_0^i(x) F_1^i(\theta_1) F_2^i(\theta_2) \ldots F_K^i(\theta_K).$$  \hspace{1cm} (25)

The PGD modes are numerically determined by solving the weak form of linear elasticity with the approximation $u^n$ from Eq. (25) over the multi-dimensional space $\Omega^D = \times_{j=1}^{K} \Omega^{\theta_j}$, with its Neumann and Dirichlet boundaries $\Gamma_N$ and $\Gamma_D$.

In the latter, $\delta \bullet$ denotes the variation of $\bullet$. The strains $\varepsilon^n$ are given considering the kinematic law $\varepsilon^n = \text{grad}(u^n)$ in separated form affine to Eq. (25). $f^{rf}$ is a given volume load, $t^{el}$ a specified surface load and $C_{el}^{el}$ refers to the linear elasticity tensor, all depending on the space $x$ and the random field parameters $\theta$. The Dirichlet condition $u^n = u^* \theta$ completes the description of the problem above. For an efficient PGD computation, all $\theta$-depending functions in Eq. (26) must be expressed as an affine separate representation to Eq. (25), allowing the separation of the multi-dimensional integral into $D$ lower dimensional integrals [51]. This separated form is denoted by the subscripts ($n_f$, $n_t$, $n_v$) in Eq. (26) given the number of required terms for each function. In the investigated case, the loads are not depending on the parameters $\theta$ so that their separation is trivial. The linear elasticity tensor explicitly depends on the random field parameters $\theta$ and the space $x$ by the given Young’s modulus definition in Eq. (22)

$$C_{el,ijkl}(x, \theta) = \kappa_{LN}(x, \theta) C_{el,ijkl}^0$$  \hspace{1cm} (27)

with the averaged stiffness

$$C_{el,ijkl}^0 = \frac{E_0}{(1 + \nu)} \frac{1}{2} (\delta_{il} \delta_{jk} + \delta_{ij} \delta_{jl})$$  \hspace{1cm} (28)

for the averaged Young’s modulus $E_0$ and the Poisson’s ratio $\nu$. Since $\kappa_{LN}$ is a log-normal random field defined in Eq. (22), the separation of Eq. (27) is more complex than e.g. prescribing the Young’s modulus as a normal random field [33] and requires an approximation of the exponential function. Here, a Taylor series expansion of the field $\kappa_{LN}$ around the mean $\theta_0$ with a flexible number of terms is proposed to separate the dependency on $x$ and each $\theta_i$. The Taylor series expansion can be reordered to obtain a separated representation (see appendix C)

$$\kappa_{LN} \approx \tilde{\kappa}_{LN}(x, \theta)$$  \hspace{1cm} (29)

affine to the assumed PGD model in Eq. (25). Inserting this separation into Eq. (27) leads to the required separated function of the linear elasticity tensor in Eq. (26)
\[ C_{el}^{n}(x, \theta) = \sum_{i=1}^{n_c} C_{el,i,i}^{0} X_{0,i}(x) X_{1,i}(\theta_1) X_{2,i}(\theta_2) \ldots \] (30)

There exist different ways to solve Eq. (26) in a discrete way computing the single PGD modes \( F_j \) [52]. Here, the progressive PGD strategy [53,54] is used, where the problem is solved iteratively for each new set of basis functions. The computation is based on a fixed-point iteration involving the finite element computation of the reduced forward model – of all PGD modes, the PGD modes are solved iteratively for each new set of basis functions. The detailed equations of each problem and the used convergence criteria are summarized in appendix D.

After a more elaborate computation – compared to a standard finite element model – of all PGD modes, the PGD model accuracy degree will, from now on, be given by Eq. (26) or increasing the number of modes. For that reason, using a PGD model in the proposed iterative inference algorithm 2 leads to two nested loops: one over the mesh refinement and one over the number of modes. Therefore, the PGD model accuracy degree will, from now on, be given by two superscripts \( M_{PGD}^{(k,n)} \) to differentiate between both aspects, where \( k \) refers to the mesh refinement degree and \( n \) to the number of modes of the current model. Furthermore, \( KL^{\text{modes}} \) and \( BF^{\text{modes}} \) denote the comparison of PGD models with the same mesh resolution \( k \) and different mode numbers, whereas \( KL^{\text{mesh}} \) and \( BF^{\text{mesh}} \) refer to different mesh resolutions by a fixed number of modes \( n \).

### 5.2 1D truss example

In the academical truss example, a given stiffness variation over the length is identified using the variational inference, the introduced PGD model as forward model and synthetic displacements as measurement data. The influence of the number of modes and the refinement degree of the PGD forward model on the identified stiffness is demonstrated. The convergence of the introduced KL divergence criterion and the BF for increasing model accuracy is shown.

A 1D steel truss, with geometry and boundary conditions given in Fig. 5, is considered. A line load \( p = 25 \cdot 10^5 \text{kN/m} \) is applied to the truss, and its position, given by \( X_p \), varies along the length \( L = 3 \text{m} \). The stiffness of the truss is assumed to vary over the \( x \)-direction following Eq. (22) with \( E_0 = 210 \cdot 10^6 \text{kN/m}^2 \) and fixed field parameters: \( \mu(x) = 0, \sigma = 0.5 \) and \( \varrho = 2.5 \text{m} \). In general, these random field hyperparameters could be identified as well. Here, it is assumed that these parameters are known.

The first modes of the random field of the underlying normal field Eq. (22) are illustrated in Fig. 6. In this example, only four modes are used, related to a tolerance \( tol_{RF} = 10^{-2} \) with Eq. (24). The random field’s covariance matrix is computed based on a mesh, defined by 50 linear elements allowing to precompute the random field modes for all PGD models by projecting the random field onto the \( x \)-mesh with a variable mesh size \( h_x \). By doing this, a new computation of the underlying eigenvalue problem for each mesh resolution is avoided. As discussed in Sect. 5.1 the log-normal random field is approximated by a Taylor series expansion \( \hat{\kappa}_{LN} \) with 8 terms.

---

**Fig. 5** 1D truss example: Geometry and boundary conditions
field variables are chosen as $P(\theta) \sim \mathcal{MN}(\theta; 0, I)$ and for the noise precision as $P(\varphi) \sim \mathcal{Ga}(\varphi; c_0 = 0.46, s_0 = 2.2 \times 10^6)$. The prior’s shape and scale parameters are defined by prescribing the pdf’s 5% and 95%-percentile precision values to $1/(0.02m)^2$ and $1/(0.0005m)^2$, respectively.

The inference algorithm 1 is run for the dataset illustrated in Fig. 7. A sensitivity analysis is performed - first by varying the mesh resolution with a fixed number of modes $n = 8$ and second by varying the number of modes with a fixed mesh size $h = 0.025$. The posterior stiffness factor distributions $\lambda(x)$ and the corresponding KL divergences are given in Fig. 8, for varying the number of modes, and in Fig. 9, for different mesh resolutions. The posterior distribution $\lambda(x) = \mathcal{N}_{LN}(x, \theta)$ is compared to the stiffness factor used to generate the synthetic measurement data $\lambda_m(x)$. It is obtained by a propagation of the uncertainty with

$$
\Lambda_x \approx \frac{\partial \mathcal{N}_{LN}}{\partial \theta} |_{m} \Lambda \frac{\partial \mathcal{N}_{LN}}{\partial \theta} |_{m} \tag{34}
$$

using the covariance matrix $\Lambda$ of the resulting posterior distribution $q(\theta | y)$, the Jacobian of the field with respect to $\theta$ evaluated at the posterior mean $m$ of $q(\theta | y)$. The shaded region is obtained by plotting the mean ± the standard deviation as the square root of the diagonal entries of $\Lambda_x$. For comparison, the variational inference is run with a full finite element model and the identified stiffness factor is shown in Fig. 9. The resulting BF between two sequential PGD models as well as the free energy during both variations are given in Fig. 10.

It is possible to observe a very good agreement of the identified log-normal random field with the assumed stiffness variation (Fig. 8 and Fig. 9). There is also a clear influence of the model’s accuracy on the identified stiffness, but with an increased accuracy (higher number of modes ($n > 8$) and/or smaller mesh sizes ($h < 0.05m$)) the solution converges. Fixing the number of modes to $n = 8$, the difference in the identification results using a PGD model with the mesh sizes 0.05m or 0.01m is vanishing in Fig. 9 and is in line with the reference run using a full order model. Here the KL criterion, the BF and the free energy also converge as the square root of the diagonal entries of $\Lambda_x$. For that reason, it is proposed to add always several new mode sets and compute the discussed convergence criteria.

Based on the results above, a PGD model with 8 modes and $h = 0.025$ could be selected as a sufficiently accurate model.
Fig. 8 1D truss example: (a) Influence of number of modes $n$ in PGD forward model on the posterior stiffness factor distribution $\lambda(x)$ compared to the real one $\lambda_m(x)$. The shaded region corresponds to the mean \pm standard deviation. (b) Convergence of $KL_{\text{modes}}$ between PGD models $M_{\text{PGD}}^n$ and $M_{\text{PGD}}^\bar{n}$ with different numbers $n > \bar{n}$. Mesh refinement step 4 corresponds to a mesh size $h = h_x = h_\theta = 0.025$.

Fig. 9 1D truss example: (a) Influence of mesh discretization in PGD forward model on the posterior stiffness factor distribution $\lambda(x)$ compared to the real one $\lambda_m(x)$ and the one identified using a FEM model with $h = 0.01m$. The shaded region corresponds to the mean \pm standard deviation. (b) Convergence $KL_{\text{mesh}}$ between PGD model $M_{\text{PGD}}^{4,8}$ and $M_{\text{PGD}}^{8}$ with 8 modes. The mesh refinement steps are given by the mesh size $h = h_x = h_\theta = \{0.05, 0.025, 0.01, 0.005\}$. Besides that, the coarsest mesh is defined by $h_x = 0.3m$ and $h_\theta = 0.2$.

where $KL < 2 \cdot 10^{-2}$ and $BF \in [0.5, 2]$. This selection would be in line with the visual comparison of the identified stiffness function in Fig. 9 and Fig. 8. The tolerance values are in the same range as for the demonstration example. The resulting posterior distribution is shown in Fig. 11, where it is possible to identify a correlation between $\theta_1$ and $\theta_3$ and between $\theta_2$ and $\theta_4$. For this reason, the identification problem has no unique solution. Additionally, the added noise is identified by a standard deviation mean of 0.001 (0.00099 as 5 % and 0.00102 as 95 % percentile) fitting the synthetic noise added in the data generation very well.

It is important to emphasize the ability of the PGD surrogate to speed-up the inference runs: for example, one identification run with the PGD reduced models $M_{\text{PGD}}^{4,8}$ is more than 4000 times faster than the corresponding run with the full order finite element model. A complete inference with the PGD model is performed in a fraction of seconds (0.03 seconds).

5.3 Two span concrete test bridge

For the second example, the proposed inference approach is applied to the identification of the stiffness distribution of the real, pre-damaged concrete bridge with two spans shown in Fig. 12. This bridge was built as a demonstrator for investigating the assessment, service life forecast and repair of...
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Fig. 10 1D truss example: (a) Bayes factor comparing computed models with consecutive number of PGD modes $n$ with a constant mesh size of $h = 0.025$ and (b) with different mesh sizes $1/h$ using $n = 8$ PGD modes.
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Fig. 11 1D truss example: Posterior distribution $q(\theta | y)$ for the variational Bayesian inference run with PGD model $\mathcal{M}_{PGD}^{4,8}$ ($h = 0.025$ and 8 modes).
bridges. The two white blocks in the picture are load boxes of 2 tons, which can be moved along the bridge. Various measurement systems were involved, e.g., digital image correlation, stereophotogrammetry, fiber optic sensors, dynamic strain sensors, wavelength scanning as well as ultrasonic sensors [56–58]. In this paper, the displacement data, measured by the 49 stereophotogrammetry sensor points (black and white circles) distributed over the length of the bridge after some destructive tests, is used. As shown in Fig. 12, several cracks have occurred.

The geometry and boundary conditions of the numerical model of the bridge are sketched in Fig. 13. A full 3D model of half of the cross-section, with symmetric boundary conditions, is used, where the moving load box is represented by a surface load \( Q = 10 \) kN over a length of 0.4m and the cross-section’s width (0.45m), at the current position \( x_p \). The supports are modeled by fixing the corresponding degrees of freedom (\( u_z \) and/or \( u_x \)) at \( x = 0.2 \) m, \( x = 12.2 \) m and \( x = 24.2 \) m. The spatial mesh is discretized with 118,224 quadratic elements, with an average mesh size of 0.05m. Separate PGD models are computed for each load position and the unknown model parameters (the random field parameters) are discretized in the interval \( \theta_i \in [-2.5 : 2.5] \) with linear elements and an element length of \( h_\theta = 0.01 \). Similar to the previous example, a log-normal distributed Young’s modulus \( E(x, \theta) \) given by Eq. (22), with \( E_0 = 25 \cdot 10^6 \) kN/m² and fixed parameters: \( \mu = 0, \sigma = 0.5 \) and \( \varrho = 8 \) m. In this way, the stiffness variation over the length, caused by the cracks (see Fig. 12), can be identified. Based on a tolerance of \( tol_{RF} = 0.01 \) and Eq. (24), the first four random field modes are used. Since an isotropic exponential kernel is used for the random field with a correlation length of 8 m, the variations in the random field in y and z-direction are very small. If stiffness variations over the height or width of the bridge’s cross-section are of importance, anisotropic kernel functions could be chosen. The random field is discretized on a mesh with an element length of 0.4m and approximated by a Taylor expansion with 8 terms.

The vertical deflections \( \Delta u_z \) measured by the stereophotogrammetry sensor points \( x_s \), for different load positions, is used in the inference (see Fig. 14). For the identification process, the prior for the model parameters described by the random field variables is chosen as \( P(\theta) \sim \mathcal{M}\mathcal{N}(\theta; 0, I) \) and for the noise precision \( P(\phi) \sim Ga(\phi; c_0 = 0.84, s_0 = 93331.7) \) [m²]. The latter prior’s shape and scale parameters are defined by prescribing the pdfs 5% and 95%-percentile precision values to \( 1/(0.02m)^2 \) and \( 1/(0.002m)^2 \), respectively.

![Fig. 12 Bridge example: Two span concrete test bridge at BAM testing side (left) and occured crack pattern in the middle of the first field (right)](image1)

![Fig. 13 Bridge example: geometry in [m] and boundary conditions](image2)

![Fig. 14 Bridge example: Displacement measurements at 49 sensors over the length generated by stereophotogrammetry for different load positions \( x_p \) of the moving box used for the identification. The position of the second load box was fixed at 23.95m](image3)
The adaptive inference process based on algorithm 2 is performed, automatically identifying the required number of modes in the PGD forward model. Since the reference measurement already includes the load box at its starting position, the forward model in the identification run consists of the difference between two PGD models (current load position $X_p$ minus start load position $X_p = 0.5m$). Thereby, linear superposition of the response for different load configurations is assumed. The proposed criteria, KL and BF, to track the influence of the model’s accuracy are computed during the inference runs with increasing number of modes. The resulting values are illustrated in Fig. 15. Additionally, the identified stiffness distributions over the length of the bridge $x$, for PGD models with increasing accuracy, are given in Fig. 16.

The inferred stiffness distribution (Fig. 16) shows a lower stiffness in both spans as well as a higher stiffness around the support in the middle. This accords with the observed crack pattern, where cracks are concentrated in the midspan of both fields. Contrary to our expectations, the inferred stiffness around the supports at the beginning and end of the bridge are significantly smaller than in the middle support. This could be caused by the chosen correlation length (8m) which maybe is to small or due to the chosen priors and a possible low sensitivity in this area. Nevertheless, the iden-
tified stiffness in Fig. 16 is almost identical when using 20 modes or more, suggesting that an increase of the number of modes would no longer influence the inference results. This is also confirmed in the KL and BF plots in Fig. 15. Since the BF value is derived from the free energy, the free energy values are also presented in Fig. 15 showing a smoother convergence to a fixed, problem dependent maximum. Based on this study, a sufficiently accurate model is chosen as the PGD model with $n = 25$, corresponding to tolerance values of $KL_{\text{modes}} < 2 \cdot 10^{-2}$ and $BF_{\text{modes}} \in [0.5, 2]$ (as in the previous examples). Due to the non-smooth convergence of the PGD model, the KL divergence must stay under the tolerances for some number of modes. Note, in Fig. 15 the KL divergence is also less than the chosen tolerance for comparing a model with 13 modes to one with 14 modes but not comparing 14 with 15 modes. The resulting posterior distribution for the random field variables $\theta$ is given in Fig. 18. As many inverse problems, this example is also ill-posed, since correlations in the posterior between $\theta_1$ and $\theta_3$ as well as between $\theta_2$ and $\theta_4$ exist. In contrast to a deterministic approach with only a single set of parameters as the result, this is automatically identified in a Bayesian approach. The mean of the model error’s standard deviation is identified as 0.00047m (0.004669m as 5% and 0.0004705m as 95% percentile).

Since the true stiffness function for this real example is not known, a testing data set (i.e., not used in the identification) is used for validation purposes. In Fig. 17, the predicted displacement field for the new (test) load case $X_p = 9$m is given based on the different inference runs with varying the number of modes. A very good fit with the new measurement data is observed.

6 Conclusion

In this work, the influence of the surrogate model’s numerical accuracy on the model identification process is studied. A
PGD forward model is used in a variational Bayesian inference method for nonlinear models, for improved efficiency of the model identification process.

It is demonstrated that the numerical model accuracy influences the identification results. An adaptive inference method is proposed, where the model is iteratively improved by increasing the number of PGD modes or refining the mesh. During the iterations, the influence of the model refinement is measured by the BF as well as the KL divergence between the predictive posterior pdfs and the free energy. While the BF converges to one and the KL to zero, the free energy smoothly converges to a problem dependent maximum value, which is not known a priori. It is shown that these criteria can measure the influence of the numerical model accuracy on the identification results and can be computed very efficiently due to the chosen variational approach. The proposed approach is also applied for the identification of stiffness fields of two structures: a truss (with synthetic data) and a concrete bridge (with real measurements). To that end, a PGD model for linear elasticity with a Young’s modulus represented by a log-normal random field is derived and included in the PGD approach. For all examples, a tolerance for the KL separation of the log-normal field is derived and included in the optimization-based and aims at minimizing the KL divergence between the true and approximate posteriors. However, the KL definition written in Eq. (5) depends on the true posterior pdf and therefore it needs to be reformulated in more tractable terms. This derivation can be seen below:

\[ KL(q \| P) = - \int q(\Theta) \log \frac{P(\Theta \mid y)}{q(\Theta)} d\Theta \]

\[ KL(q \| P) = - \int q(\Theta) \log \frac{P(y, \Theta)}{P(y)} d\Theta \]

\[ KL(q \| P) = - \int q(\Theta) \log \frac{P(y, \Theta)}{q(\Theta)} d\Theta + \int q(\Theta) \log P(y) d\Theta \]

The importance and difficulty of considering the model’s accuracy when performing model identification is shown and a possible approach for that is proposed. As the importance of numerical models for monitoring and digital twins continue to rise, so does the attention on surrogate models. Therefore, the discussed topic is of general research interest for all types of surrogates and identification methods in the future.
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Appendix A. KL in tractable terms

As mentioned before, the variational Bayesian algorithm is optimization-based and aims at minimizing the KL divergence between the true and approximate posteriors. However, the KL definition written in Eq. (5) depends on the true posterior pdf and therefore it needs to be reformulated in more tractable terms. This derivation can be seen below:

\[ KL(q \| P) = - \int q(\Theta) \log \frac{P(\Theta \mid y)}{q(\Theta)} d\Theta \]

\[ KL(q \| P) = - \int q(\Theta) \log \frac{P(y, \Theta)}{P(y)} d\Theta \]

\[ KL(q \| P) = - \int q(\Theta) \log \frac{P(y, \Theta)}{q(\Theta)} d\Theta + \log P(y) \]

\[ KL(q \| P) = - \int q(\Theta) \log \frac{P(y, \Theta)}{q(\Theta)} d\Theta + \log P(y) \]

Appendix B. Prior and posterior pdfs

Following the work of [3], the prior pdfs are defined as follows:

\[ P(\theta) \sim MVN(\theta; m_0, A_0^{-1}) \]

\[ = \frac{1}{(2\pi)^p/2|A_0|^{1/2}} \exp \left\{ -\frac{1}{2}(\theta - m_0)^T A_0 (\theta - m_0) \right\} \]

\[ P(\phi) \sim Ga(\phi; s_0, c_0) \]

\[ = \frac{1}{\Gamma(c_0)} \frac{\phi^{c_0-1}}{s_0^{c_0}} \exp \left( -\frac{\phi}{s_0} \right) . \]
While the posteriors are given by:

$$q(\theta) \sim \mathcal{MVN}(\theta; m, \Lambda^{-1})$$

$$=\frac{1}{(2\pi)^{\nu/2}} |\Lambda|^{1/2} \exp \left\{ -\frac{1}{2} (\theta - m)^T \Lambda (\theta - m) \right\}$$

$$q(\phi) \sim \text{Ga}(\phi; s, c)$$

$$=\frac{\phi^{c-1}}{\Gamma(c)} s^c \exp \left\{ -\frac{\phi}{s} \right\} .$$

### Appendix C. Taylor series of log-normal field

For the separation of the log-normal Young’s modulus in Eq. (22) the field $\kappa_{LN}$ is approximated as a Taylor series expansion around the mean $\theta_0$ as:

$$\kappa_{LN}(x, \theta) \approx \hat{\kappa}_{LN}(x, \theta) = \kappa_{LN}(x, \theta_0) + \sum_{i=1}^{K} \frac{\partial \kappa_{LN}(x, \theta_0)}{\partial \theta_i} (\theta_i - \theta_{0i})$$

$$+ \frac{1}{2} \sum_{i=1}^{K} \sum_{k=1}^{K} \frac{\partial^2 \kappa_{LN}(x, \theta_0)}{\partial \theta_i \partial \theta_k} (\theta_i - \theta_{0i})(\theta_k - \theta_{0k})$$

$$+ \frac{1}{3!} \sum_{i=1}^{K} \sum_{k=1}^{K} \sum_{l=1}^{K} \frac{\partial^3 \kappa_{LN}(x, \theta_0)}{\partial \theta_i \partial \theta_k \partial \theta_l} (\theta_i - \theta_{0i})(\theta_k - \theta_{0k})(\theta_l - \theta_{0l})$$

$$\times (\theta_i - \theta_{0i}) + \ldots .$$

The approximation can be reordered to obtain the required modes depending on the space $x$ and the random field variables $\theta_i$:

$$\hat{\kappa}_{LN}(x, \theta) = \sum_{i=1}^{n_c} X^i_0(x) \kappa_1^i(\theta_1) \kappa_2^i(\theta_2) \ldots \kappa_K^i(\theta_K).$$

by computing the derivatives and expanding all products.

In the following this is shown for the first order terms and two parameters $\theta = [\theta_1, \theta_2]$

$$\hat{\kappa}_{LN}(x, \theta) = \kappa_{LN}(x, \theta_0) + \sum_{i=1}^{K=2} \frac{\partial \kappa_{LN}(x, \theta_0)}{\partial \theta_i} (\theta_i - \theta_{0i})$$

$$+ \frac{\partial^2 \kappa_{LN}(x, \theta_0)}{\partial \theta_1 \partial \theta_2} (\theta_2 - \theta_{2,0})$$

$$= \kappa_{LN}(x, \theta_0) + \kappa_{LN}(x, \theta_0) \sqrt{\lambda_1} V_1(x) (\theta_1 - \theta_{01})$$

$$+ \kappa_{LN}(x, \theta_0) \sqrt{\lambda_2} V_2(x) (\theta_2 - \theta_{2,0})$$

### Appendix D. PGD fixed point problems

In case of the progressive PGD solver, the PGD modes $F_j^i$ in Eq. (25) are solved iteratively.

$$u^n = \sum_{i=1}^{n-1} F_0^i(x) \prod_{j=1}^{K} F_j^i(\theta_j) + R(x) \prod_{j=1}^{K} T_j(\theta_j)$$

$$= u^{n-1} + R(x) \prod_{j=1}^{K} T_j(\theta_j).$$

In each enrichment step $m \in [1, M]$ a new set on PGD modes $[R, T_1, T_2, ...]$ in Eq. (D7) are computed in a fixed-point iteration considering the $K + 1$ low-dimensional problems.

For the here investigated problem the PGD weak form of Eq. (26) including the definition of the varying Young’s modulus as Eq. (30) is used. The volume load $f^{nt}$ vanishes and the load is given as $t^{nt}(x, \theta) = P_\lambda(x) \prod_{j=1}^{K} P_{\theta_j}(\theta_j)$ with $P_{\theta_j} = 1$. In total, $K + 1$ problems must be solved in the fixed-point iteration (with $K$ the number of random variables $\theta_j$).

The weak form for the first problem to calculate the new spatial mode $R$ is then given as

$$\sum_{i=1}^{n_c} \int_x \delta \text{grad}(R) X^i_0(x) : \text{grad} R dx$$

$$= \prod_{j=1}^{K} \int_{\theta_j} T_j X^i_j(\theta_j) T_j d\theta_j = \int_x \delta R P_\lambda d\Gamma_x$$

$$\prod_{j=1}^{K} \int_{\theta_j} T_j P_{\theta_j} d\theta_j$$

$$- \sum_{l=1}^{n-1} \sum_{i=1}^{n_c} \int_x \delta \text{grad}(R) X^i_0(x) : \text{grad} F_l^i dx$$

$$= \prod_{j=1}^{K} \int_{\theta_j} T_j X^i_j(\theta_j) F_l^i d\theta_j.$$
The spatial problem is solved using standard finite element method. The weak form for the remaining $\theta_j$ problems reads exemplary for mode $T_1(\theta_1)$

$$\sum_{j=1}^{n_c} \int_{\Omega} \nabla f(\mathbf{R}) X_0^j(x) : \nabla f_0 dx$$

$$\int_{\Omega} \delta T_1 X_1^j(\theta_1) T_1 d\theta_1$$

$$\prod_{j=1, j \neq 1}^{K} \int_{\Omega} T_j X_j^j(\theta_j) T_j d\theta_j$$

$$= \int_{\Gamma} R P_\Gamma d\Gamma$$

$$\int_{\Omega} \delta T_1 P_{\theta_1} d\theta_1$$

$$\prod_{j=1, j \neq 1}^{K} \int_{\Omega} T_j P_{\theta_j} d\theta_j$$

$$= \sum_{i=1}^{n_c} \int_{\Omega} \nabla f(\mathbf{R}) X_0^i(x) : \nabla f_0^i dx$$

$$\int_{\Omega} \delta T_1 X_1^i(\theta_1) F_1^i d\theta_1$$

$$\prod_{j=1}^{K} \int_{\Omega} T_j X_j^j(\theta_j) F_j^j d\theta_j.$$

Since there are no derivatives according $\theta_1$, the problem can be solved in strong form. Afterwards, it is remapped on a standard one-dimensional finite element problem to evaluate the integrals $\int T_1 X_1^i T_1 d\theta_1$ in the following fixed-point problems.

As stopping criterion for the fixed-point iteration in each fixed-point step $f$

$$|\text{norm } R^f - \text{norm } R^{f-1} | / |\text{norm } R^{f-1} | < \text{tol}_1$$

or

$$|\text{norm } R^f - \text{norm } R^{f-1} | < \text{tol}_2$$

with

$$\text{norm } R^f = |R^f|_{L^2}, |T_1^f(\theta_1)|_{L^2} |T_2^f(\theta_2)|_{L^2} \ldots$$

is used.

As stop criterion for the enrichment steps, the amplitude

$$A^\alpha = \| P_0^\alpha(x) \|_{L^2} \prod_{j=1}^{K} \| P_j^\alpha(\theta_j) \|_{L^2} < \text{tol}$$

is used. If the tolerance is reached, the enrichment loop stops and the final solution is given, with $n$ summations. Therefore, the same PGD algorithm as in the authors publication [28] is used here.
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