Feel It in My Bones: Composing Multimodal Experience through Tissue Conduction
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Abstract. We outline here the feasibility of coherently utilising tissue conduction for spatial audio and tactile input. Tissue conduction display-specific compositional concerns are discussed; it is hypothesised that the qualia available through this medium substantively differ from those for conventional artificial means of appealing to auditory spatial perception. The implications include that spatial music experienced in this manner constitutes a new kind of experience, and that the ground rules of composition are yet to be established. We refer to results from listening experiences with one hundred listeners in an unstructured attribute elicitation exercise, where prominent themes such as “strange”, “weird”, “positive”, “spatial” and “vibrations” emerged. We speculate on future directions aimed at taking maximal advantage of the principle of multimodal perception to broaden the informational bandwidth of the display system. Some implications for composition for hearing-impaired are elucidated.
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1. Introduction

During experiments to elicit descriptive terms of the experience of tissue-conducted (often referred to as “bone-conducted”) sound, we observed that many respondents described the experience with extra-auditory terms, such as vibration, and feeling, and some remarked that the experience was markedly different from other modes of listening. We take the implicate that they may be experiencing the sensory input multimodally, leading us to investigate the possibility of deliberately composing multimodal experiences using this technique.

2. Tissue conducted sound

The source of a sound is something we might usually think of as external to one’s body, our own voice, although originating from within might easily be perceived as exclusively peripheral. Listening to a play-back of our voice may sound strange to us as it is not in agreement with the sound heard while recording it; a percentage of the sounds heard whilst talking propagates internally and is not recorded, this part is tissue conducted sound. As a means of propagation it has been known and used for centuries and is historically known as bone-conduction (BC); 16th century to assess ear pathology, early assisted hearing devices late 18th century and tuning fork tests (TFT) evaluating hearing and ear pathology 20th century to present day. As bone is only one of several transmission pathways the term “tissue conduction” is preferred as a more comprehensive description.

During vibro-tactile stimulation, skin, bone, fluids, soft tissue and the cranium contents are all transmission pathways to various extents. Pathways are frequency dependant contributing forces that act on parts of the hearing system; inertial forces on the ossicular chain and cochlear fluids, distortion of the temporal bone and cochlear shell, occluded ear canal resonance and fluid pressures [1],[2],[3],[4]. While the importance of each pathways contribution remains in debate there is general agreement that their summed contribution result in passive travelling wave motion along the basilar membrane leading to auditory perception. Cancellation experiments suggest basilar wave motion to be similar whether elicited through air-conducted, bone-conducted or tissue-conducted sound [1],[5],[6]. In spite of the similarity in basilar motion, it was long believed that cues available for sound localisation in air, interaural time difference (ITD), interaural level difference (ILD) and spectral cues would not be available during tissue conduction. Recent TC research reports some success in lateralisation when appealing to interaural level and time differences [7],[8],[9]. The outer ear is not subject to stimulation during tissue conducted sound and in the absence of spectral cues provided by the pinnae, localisation of sound sources should remain ‘in the head’ on the horizontal plane. We report an interesting anomaly while using a multiple vibro-tactile transducer array; in the absence of spectral cues from their pinnae listeners continued to experience elevation and varying degrees of externalisation.
2.1. One hundred listeners

One hundred volunteers were invited to take part in a listening experiment; subjects received no prior instruction on any target attributes. Participants were invited to take part then offer any observations they may have on the experience in the form of written comments [10],[11]. Audition elicited during the experiment was through a multi-channel vibro-tactile transducer array; five BCT-1 8Ω 90dB 1W/1 m tactile transducers held in a tensioned framework exerting contact force with skull were used to convey spatial sound through tissue conduction.

The written comments were aggregated and analysed for emergent themes, primarily our interest lay in the arrays ability to convey auditory spatial information: 38% of the recorded comments were indicative of participants experiencing a ‘sense of space’ during the experiment. Other interesting themes include ‘positive experience’, ‘interesting’, ‘weird’, ‘clarity’ and ‘vibration’, figure 1 shows results cross-correlated to ‘positive’.
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Fig. 1. Emergent themes from aggregated comments of 100 listeners cross-correlated with comments of a ‘positive’ experience.

2.2. Multiple pathways

In the absence of pinnae related spectral cues, we hypothesise in respect to comments indicating spatial impressions that while presenting signal sets via multiple pathways we may achieve a degree of perceptual equivalence through more abstract relationships. Propagation through tissue conduction by means of multiple, frequency dependant transmission pathways may be responsible for differences in frequency component arrival times within grouped and segregated sensory data [1][2],[3],[4],[12]. There is also an intriguing notion that plausible interaural time difference fluctuations are created as complex sounds interact during transmission to the cochleae, eliciting a sense of spacious envelopment [13]. Due to the complex nature of propagation during multiple-location tissue conduction it is not yet possible to model the signal arriving at the cochleae; methods by which we may examine this remain in development and will feature in future papers.
2.3. Vibration

An unexpected result emerged from the aggregated comments, 24% referred to vibration in a neutral or positive context; 12% of these where positively associated with comments on spatial impression. The result was unexpected as we had assumed that any vibration from the array would generate negative terms, this was only the case in 3% of the responses. We note that in addition to audition, the disturbance of mechanoreceptors in the body can give rise to a range of perceptions. What is normally meant by ‘sense of touch’ can be either passive receptive touch or active, exploratory haptic touch. The former refers to stimuli detected by mechanoreceptors (usually near the skin surface) whereas the latter incorporates proprioceptive mechanisms; we manipulate, pick up, detect weight and so on. In sensory psychophysics the work of Weber and Fechner discovered that despite the diversity of sensations, all sensory systems convey four basic types of information, modality, location, intensity, and timing [14]. In our context, using vibrotactile transducers, tactition is the appropriate term, and this has dimensions of frequency, intensity, spatial location and direction.

There is another important aspect to touch in the form of pallesthesia (sensitivity to vibration). This can take place at the surface of the body, but can also be detected internally in skeletal structure, balance organs (in mammals: the otoliths) and soft tissues such as the abdomen and eyeballs. The contributions of pallesthesia to everyday perception are not well understood; it is normally studied within the context of high-energy low frequency vibration in conjunction with health and safety concerns and annoyance factors. As a potential information-channel, pallesthesia is often overlooked, but might play a significant role in multimodal perception; the current broad consensus is that most, if not all, higher, as well as lower level neural processes are in some form multisensory [15],[16].

3. Multimodal perception

Multimodal perception refers to percepts formed of combined information from two or more sense-modes, involving multisensory integration. In the past four decades there has been a burgeoning of interest in the subject, often framed in the context of the binding problem, which is related to understanding how multitudinous sensory qualia (within particular sense modes, or across several sense modes) are combined into unitary perceptions of objects and events [17].

At a philosophical level, the difficulties in precisely defining, individuating and counting discrete senses are well known [18]. Nevertheless, study of perception has tended to be specialised in particular sense modes. Vision scientists have had only passing acquaintance with theories of auditory perception and vice versa [19]. Haptic, olfactory, gustatory and somatosensory sciences have traditionally had similarly little intercourse. This conceptual reification also tends to affect art forms, so that pictures and music are produced by different people and often enjoyed in separate places.

At the level of real world experience, unimodal sense-perception is a peculiarity, rarely occurring in real-environment perception; real events naturally produce information that is potentially available to two or more sense-modes.

Characterising multimodal perception in terms of performance, variance and neural mechanisms is therefore a central challenge in the study of perception.

Evidence from neuroscience indicates that multisensory neurons are ubiquitous in the central nervous system, at peripheral as well as central levels [20], suggesting that perception is intrinsically multimodal. Multimodality can be examined in terms of cross-modal effects, wherein information from one modality is modified by the influence of information in another. The McGurk effect typifies this; a unimodal auditory stimulus of repeated spoken syllables: “ba, ba, ba” is perceived accurately, but the addition of incongruent visual stimuli – a video of a speaker mouthing: “ga, ga, ga” produces reports of hearing “da, da, da” [21]. The interaction produces an intermediate perceptual conclusion that minimises incongruity, indicating that congruity is an important underlying principle in multimodal processing. For a discussion of cross-modal effects, [22].

Additive effects occur when the perceptual conclusions via a single modality might be weak, but the addition of other-mode information provides more robust perceptual conclusions – this might be typified in the problem of discerning the contents of speech in a noisy environment; if we can see the talker, we can hear the talker better [23]. Sometimes supra-additive effects can occur, whereby each unimodal stimulus is weak, but in combination add up to more than the simple sum of the two or more stimulus components [24].
In theory, at least, the addition of tactile stimulus elements to auditory stimulus material can be sub-additive (a multisensory neuron might show a given response to input from a single sense-mode input, and greater response for signals from two or more modes, but not a proportionate summing of unimodal response), additive, or even super additive. Another way to consider this is to say that, in conditions where the unimodal signals capture sufficient complexity of information, multimodal input provides less additional information than where unimodal signals are comparatively weak. So, in conditions of unimodal impairment (hearing deficits or high noise-floor, or combinations of both), multimodal additions can provide more robust perceptual conclusions.

In the principle of psychophysical complementarity [25], we might assume that, since events in the world often or usually stimulate multiple sense-modes, integration of disparate information-streams should proceed according to evolved heuristics. That is, some form of “multimodal scene analysis” might be postulated, and this will take information from prior experience as well as on-going sensation: we are always contextually aware.

The key features of such multimodal scene analysis appear to be congruence and concomitance; synchronicity and spatial co-location would promote perception of concomitance, repetition of synchronicity (of stimuli) would reinforce it. Congruence might have higher-order implications; if an item in the environment visibly moves as though it has considerable inertial mass, and makes sounds with considerable (in amplitude) low frequency content, these would be congruent with the impression that the item is massive. Congruence-comprehension, the major component of cognitive causal mapping [26] must, in order to function in timely fashion, feature some efficient and rapid heuristics. Wilson and Sperber [27] in discussing Relevance Theory propose heuristics for comprehension:

a. Follow a path of least effort in computing cognitive effects: Test interpretive hypotheses (disambiguations, reference resolutions, implicatures, etc.) in order of accessibility.

b. Stop when your expectations of relevance are satisfied.

Although they are thinking specifically of language communication and comprehension, in theory a similar parsimonious approach might be appropriate for comprehension of other types of signal in the environment. Their use of “…interpretive hypotheses” and “…expectations” suggests that higher-order comprehension of context probably influences more peripheral neuronal responses, and by extension this could explain differences in multimodal processing. If unimodal information is incomplete, information from other modes can be recruited, whereas if the former is sufficient, the latter is redundant.

4. Compositional use of congruent auditory and tactile spatial signals

Music is inherently a multi-sensory experience; we hear in space, we may see or associate in our imagination a causal source, we may feel objective resonance and create internal narratives to support emotional constructs, guided by expressed extra-musical identities. Given this, how should music be defined and what would be the benefit of such a definition? Perhaps to offer illuminating insight and provide meaningful constraints for creative focus? A typical dictionary definition offers:

"the science or art of ordering tones or sounds in succession, in combination, and in temporal relationships to produce a composition having unity and continuity"

(Webster’s Collegiate Dictionary, online edition), which presents the obvious dominant characteristic and compositional preoccupation as naturally sound; regular patterns in which ideally result in listener coherence and sustained interest.

In a conventional sense, we might reasonably define music, in terms of this sonic attribute alone, as simply ‘organised sound’; the definition although seemingly superficial is satisfying since it is open and all-embracing of musical space, as was intended when Edgard Varése similarly expressed it [28] when discussing his own aesthetic sensibilities in relation to his recent excursion into multi-speaker tape composition: Poème électronique (1957-58). What is composition? A sonorous creative act, idea, performance or recording that might be considered new and valuable. To achieve value, this could involve a transformation in an existing stylistic domain or the establishment of a new one that achieves cultural recognition. Alternative organisational designs in music we will call style, to mean the accepted norms of a musical period or individual. Style then in music refers to the common attributes and behaviours within a musical form; in any given style, certain features are considered normal and others anomalous.
All sound may be considered musical, which is the virtue of the above definition, but in each culture musicians tend to admit only a subset of acceptable sounds, frequency arrangements, combinations and temporal patterns, into sonic expression. Given the self-imposed limitations, music remains a system of sufficient complexity to allow for combinatory and sequential variation accommodating novelty, identity and meaning. Innovation in music however, requires more than mere novelty; the newness must have a context for it to be validated by the domain gatekeepers, as Frank Zappa said [29]: “Without deviation (from the norm), ‘progress’ is not possible...In order for one to deviate successfully, one has to have at least a passing acquaintance with whatever norm one expects to deviate from”.

There may be no single intercultural definition of music and the boundary between musical sounds and noise may be culturally blurred. Varèse speculated [28] upon the future of music “the score of the future would need to be seismographic in order to illustrate their full potential”, citing the definition of music given by Józef Maria Hoene-Wroński: “the corporealization of the intelligence that is in sound”, as being particularly influential in shaping his musical imagination. Music could dispassionately be regarded as an abstract sonic temporal construction, constrained by pre-formed elements organised in predefined relationships; a product perhaps more of discovery than invention, that might conceivably be determined or computed; the permutations and combinations of acceptable outcomes calculated and selected according to stochastic design. From this perspective, mechanised musical culturally verified artefacts might be fabricated according to audience requirements for expectation, consistency, coherence and originality.

Educationally it is not uncommon to study the craft of composition by learning the characteristics of archetypal work, through systematic analysis codifying behaviours tested through re-creation; creative motivation and method is somewhat less often addressed and there are other important peripheral attributes of musical expression and experience missing from the analysis, that may offer new perspectives and valuable insights such as:

- The creative process: which is very likely non-linear; does music have to be experienced along a fixed timeline?

- The communication and expression of emotive design through dynamic physiological gestures in performance; music has at times been considered a language with linguistic syntactical structure [30]. The imprecision within the symbolic representation (notation) is also profitable for performers, allowing for expressive individual interpretation.

- The tactile sensations of performing/composing upon instrument, sensing and responding to the resonant vibrations within a space. Each performer has individual muscle memories and patterns of behaviour that may be meaningfully codified outside of sound.

If we could transform and translate our perspective, music might be qualified in another way; Varèse experienced such an epiphany [31] when listening to a Beethoven symphony: “I became conscious of an entirely new effect produced by this familiar music. I seemed to feel the music detaching itself and projecting itself in space. I became conscious of a third dimension in the music”. Within this paper we will consider the translation of compositional patterns into a tactile domain to explore the experience of composition and challenge the tradition of sound being the only medium within which musical intelligence might be conveyed and appreciated, as Clifton [32] expressed it:

“Music is not a fact or a thing in the world, but a meaning constituted by human beings. . . . To talk about such experience in a meaningful way demands several things. First, we have to be willing to let the composition speak to us, to let it reveal its own order and significance. . . . Second, we have to be willing to question our assumptions about the nature and role of musical materials. . . . Last, and perhaps most important, we have to be ready to admit that describing a meaningful experience is itself meaningful.”
4.1. Spatial Composition

Whilst it might not be aesthetically imperative to adhere to strict Euclidian representations, spatial parameters can be useful adjuncts to musical parameters, since they introduce dimensions of blending/separatorability, ensemble depth [33] and motion. For a discussion see [34].

In the case of blending/separatorability, it may be that, at times the desired percept is of a harmonious whole, even if formed by distinct elements; much classical orchestration is of this nature. On other occasions, the composer may be desirous of the ability for individual elements to perceptually break away from the whole, becoming individually distinct. Utilising this dimension can produce effects of swarming, dispersing and coalescing musical elements. Manipulation of perceived spatial location, including position-within-ensemble-depth (where some sources are apparently nearer to the perceiver than are others) can be effective in controlling blended/separate percepts. Perceived motion can include literal trajectories through three dimensions, with concomitant parameters of speed, change of loudness, Doppler effects, and changes in simulated early reflections. A particularly perceptually impressive parameter is that of auditory looming [35], humans are intrinsically inclined to pay increased attention to items in the environment that are approaching, and this is exacerbated if the items are fast, unfamiliar or even unpleasant-sounding [36]. Musically, this could be used to surprise, generate anticipation or divert attention.

The more interesting compositional domain lies perhaps in the metaphorical mappings between space and musical parameters such as loudness, frequency, tempo, movement and acceleration. Here, it is relatively unexplored what might be perceived as congruent; temporal congruence (items that start together and modulate together are probably part of the same causal stream, or ‘event’) and spatial congruence (items that spatially coincide are probably related) seem reasonable first principles. More complex principles might stem from observation of relationships between items in environments; items in environments affect each other. Antiphony, or “Call-and-response” exemplifies the notion of musical elements interacting, giving the impression of communication; this can be very effective when combined with spatial separation of instruments.

4.2. Spatial qualia for different displays.

Whilst potentially exciting, there are some limitations that are intrinsic to the display methods for music; the range of perceptual significance [37] is constrained. For instance, loudspeaker presentations cannot simulate distances from horizon to the peripersonal (within-reach) space of the listener; on the other hand, headphone presentations can produce ‘in the head’ soundstage at the expense of externalisation and precision of ensemble depth.

Another, sometimes-overlooked deficit refers to vibration. In real environments, many events are accompanied by very low frequency sound and ground or structure-borne vibrations and these can be used to detect the approach of some items before their audible output reaches supraliminal proportions. Indeed, snakes rely on this type of information exclusively, as they lack air-conduction hearing apparatus [38]. There is evidence that the saccule in the vestibular system is sensitive to low frequencies [39] and can be recruited to a compensatory role in deaf… [40]. It may even contribute to enjoyment in traditionally-loud music genres [41],[42]. As the saccule is involved in the detection of self-movement in the vertical plane, it could be that “being moved by the music” is more than a figure of speech.

It could be that finer control of stimuli that engage the saccule can grant us finer control of the ‘in-head/externalised’ axis of experience, since the saccule is normally stimulated by a person’s own speech, as Trivelli et al note. It might also be used to govern the perception of size of objects independently of range; very large events (such as distant thunder) may be only marginally louder than the local noise-floor, yet can rattle the windows.

So whilst it is a convention to refer to “sound” as those airborne vibrations with frequencies of between 20Hz and 20kHz, there is potential information available to perception below the lower frequency. In artificial presentations using loudspeakers, for practical purposes, the frequency range of 20Hz to 40 Hz is problematic as it is expensive to convey, similarly expensive to arrest, and tends to comprise noise to neighbours. Extending signal content down to 1 Hz would exacerbate such problems. However, using direct injection techniques such as vibrotactile transducers might allow us to explore the information-terrain that is normally inaccessible to composers and listeners.
An important caveat is that (at this stage of our research) we are largely considering passive tactile sensation, as distinct from active tactile sensation. For a discussion of the distinction, see [43]. That is, we are limited to stimulation of the somatosensory system in respect of tactile sensation through the activity of vibrotactile transducers. Tactile discrimination of frequency can be learned [44] and spatial location of stimulus can be finely identified (we know where on our body a stimulus is occurring). However, interactions between temporal and spatial characteristics of tactile perception require further study.

Interoscopy of vibrotactile stimuli is even less well understood; anecdotal evidence suggests that people can feel high amplitude low frequency sound in various parts of the body, varying with frequency. This could be caused by different internal structures of the body having different resonant frequencies, in which case internal spatial perception would be governed by frequency (rather than the actual position of actuators).

Given that hearing impairment clearly does not entail insensitivity to vibration, and may indeed be associated with increased discrimination of vibration [45],[46],[47], multimodal composition for hearing-impaired is theoretically feasible; experiences thereof may qualitatively differ from the normal experiencing of music.

5. Conclusions

Originally, we had embarked on an exploration to facilitate auditory spatial perception through tissue-conducted sound. Incidental input to the saccula notwithstanding, we thought of this as essentially an equivalent means to stimulate auditory perception. The reactions of one hundred listeners in our unstructured elicitation listening tests lead us to suspect some qualitative differences; we now think that the vibrotactile input amounts to something distinct from, and possibly additive to, audition.

The rules of congruence of concomitant multimodal stimuli await explication. Largely, this is because the relative contributions of low frequency vibrations (apprehended through the saccula and through the resonances in the body’s internal structure) to ostensible auditory perceptions are not thoroughly understood. We suppose that some model of “multimodal scene analysis” (equivalent to Bregman’s auditory scene analysis) could be developed. This would include heuristics that describe how inputs are bound together in perception on the basis of synchronous onsets, offsets and modulations, or separated due to asynchronicity along certain dimensions. It should also account for cross-modal effects, where the conclusions in one modality are modified by input in another and especially where particular signal-features in one modality are additive (in perception) to concomitant features in another (such as the exaggeration of transients)

Composing for amodal spatial perception, and utilising cross-modal effects via multimodal inputs is at a comparatively immature stage; parameters of the target qualia await elucidation.
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