Time periodic solutions to Hibler’s sea ice model
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Abstract
It is shown that the viscous-plastic Hibler sea ice model admits a unique, strong T-time periodic solution provided the given T-periodic forcing functions are small in suitable norms. This is in particular true for time periodic wind forces and time periodic ice growth rates.
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1. Introduction

Sea ice is a material with a complex mechanical and thermodynamical behaviour. Freezing sea water forms a composite of pure ice, liquid brine, air pockets and solid salt. The details of this formation depend on the laminar or turbulent environmental conditions, see e.g. [6, 11]. This composite responds differently to heating, pressure or mechanical forces than for example the (salt-free) glacial ice of ice sheets. For a recent survey in the Notices of the AMS, see [12].

The governing equations of large-scale sea ice dynamics that form the basis of many sea ice models in climate science were suggested in a seminal paper by Hibler [13] in 1979. Sea ice is here modeled as a material with a very specific constitutive law combined with viscous-plastic rheology.
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This set of equations has been investigated numerically by various communities during the last decades, see e.g. [4, 15, 19, 22–25, 28]. Somewhat surprisingly, and in contrast to the equations describing atmospheric or oceanic dynamics as e.g. the primitive equations, rigorous analysis of the sea ice equations started only very recently by the work of Brandt et al [3] and Liu et al [20]. This might be due to the fact that the underlying set of equations is a coupled degenerate quasilinear parabolic-hyperbolic system, whose analysis is delicate.

In [3], it was shown by means of quasilinear evolution equations that a suitable regularization of Hibler’s model, coupling velocity, thickness and compactness of sea ice, is locally strongly well-posed and also globally strongly well-posed for initial data close to constant equilibria. A different approach developed in [20] emphasizes the hyperbolic-parabolic character of Hibler’s model and proves also local strong well-posedness by means of a different regularization and by energy estimates.

A different model describing the evolution of the thickness of shallow ice sheets was proposed and studied very recently by Piersanti and Temam [26].

In this article, we focus on periodic solutions to Hibler’s sea ice model and in particular on periodic wind forces and periodic ice growth rates. We prove, roughly speaking, that the sea ice system described precisely in (2.5) below admits a unique $T$-periodic solution in a small neighborhood of an equilibrium point of the system subject to certain smallness assumptions. These assumptions are in particular satisfied for sufficiently small $T$-periodic wind forces of a certain shape as well as for $T$-periodic ice growth rates.

Time periodic problems have a long tradition, for example in fluid mechanics. For results in this direction, see e.g. [7, 9, 10, 16]. For a survey of various existing approaches in this context, we refer to the article [8] by Galdi and Kyed.

Note, however, that in contrast to the Navier–Stokes equations, where the underlying stress tensor is linear, the stress tensor associated to Hibler’s sea ice model is of quasilinear nature. Hence, different and new methods need to be developed. We present here an approach which relies on a quasilinear version of the Arendt–Bu theorem [2] on maximal periodic $L^p$-regularity developed in [14]. In our main result, we show the existence and uniqueness of time periodic solutions in a suitable neighborhood of constant equilibria. In particular, we obtain periodic solutions to Hibler’s sea ice system for periodic wind forces and periodic ice growth rates.

This paper is organized as follows. Section 2 presents some preliminaries as well as our main results on the unique existence of time periodic strong solutions to Hibler’s sea ice model. In section 3, we discuss maximal periodic $L^p$-regularity, while section 4 is dedicated to regularity as well as Lipschitz continuity of the quasilinear and forcing terms. Finally, the proof of our main result is given in section 5.

### 2. Preliminaries and main results

The aim of this section is twofold: After describing and recalling Hibler’s sea ice model in some detail, we introduce our setting for periodic solutions and present then our main result as well as the aforementioned corollaries to time periodic atmospheric wind forces and ice growth rates.

In Hibler’s model, the momentum balance is given by the two-dimensional equation

$$m(u + u \cdot \nabla u) = \text{div} \sigma - mc_{\text{cor}} n \times u - mg \nabla H + \tau_{\text{atm}} + \tau_{\text{ocean}}, \tag{2.1}$$

where $u: (0, \infty) \times \mathbb{R}^2 \rightarrow \mathbb{R}^2$ represents the horizontal ice velocity and $m$ the ice mass per unit area. Moreover, $-mc_{\text{cor}} n \times u$ is the Coriolis force with Coriolis parameter $c_{\text{cor}} > 0$, while $n: \mathbb{R}^2 \rightarrow \mathbb{R}^3$ denotes the unit vector normal to the surface, and $-mg \nabla H$ describes the force...
arising from changing sea surface tilt, where $g$ represents gravity and the sea surface dynamic height is denoted by $H : (0, \infty) \times \mathbb{R}^2 \rightarrow [0, \infty)$. The terms $\tau_{\text{atm}}$ and $\tau_{\text{ocean}}$ represent atmospheric wind and oceanic forces. They are given by

$$\tau_{\text{atm}} = \rho_{\text{atm}} C_{\text{atm}} |U_{\text{atm}}| R_{\text{atm}} U_{\text{atm}} \quad \text{and} \quad \tau_{\text{ocean}} = \rho_{\text{ocean}} C_{\text{ocean}} |U_{\text{ocean}} - u| R_{\text{ocean}} (U_{\text{ocean}} - u),$$

where $U_{\text{atm}}$ and $U_{\text{ocean}}$ are the surface winds of the atmosphere and the surface velocity of the ocean, respectively. Furthermore, $C_{\text{atm}}$ and $C_{\text{ocean}}$ denote air and ocean drag coefficients, $\rho_{\text{atm}}$ and $\rho_{\text{ocean}}$ represent the densities for air and sea water, and $R_{\text{atm}}$ and $R_{\text{ocean}}$ are rotation matrices acting on wind and current vectors.

Following Hibler [13], the constitutive law for the ice stress is given by

$$\sigma = 2\eta(\varepsilon, P)\varepsilon + [\zeta(\varepsilon, P) - \eta(\varepsilon, P)] \text{tr}(\varepsilon) I - \frac{P}{2} I,$$

where $\varepsilon = \varepsilon(u) = \frac{1}{2} ((\nabla u + (\nabla u)^T) \varepsilon$ is the deformation tensor, $P$ represents the ice strength defined by

$$P = P(h, a) = p^* h \exp(-c(1-a)),$$

for given constants $p^* > 0$ and $c > 0$, and $\zeta$ and $\eta$ are bulk and shear viscosities. The latter ones are given by

$$\zeta(\varepsilon, P) = \frac{P}{2\Delta(\varepsilon)} \quad \text{and} \quad \eta(\varepsilon, P) = e^{-2}\zeta(\varepsilon, P),$$

where

$$\Delta^2(\varepsilon) := (\varepsilon_{11}^2 + \varepsilon_{22}^2) \left( 1 + \frac{1}{e^2} \right) + \frac{4}{e^2} \varepsilon_{12}^2 + 2\varepsilon_{11} \varepsilon_{22} \left( 1 - \frac{1}{e^2} \right),$$

and $e > 1$ is the ratio of major to minor axes of the elliptical yield curve on which the principal components of the stress lie. The above law describes viscous-plastic material. Note that its viscosities become singular if $\Delta$ tends to zero. Consequently, already Hibler suggested to regularize this behaviour by bounding the viscosities when $\Delta$ is getting small and by defining maximum values $\zeta_{\text{max}}$ and $\eta_{\text{max}}$ for $\zeta$ and $\eta$. Then $\zeta$ and $\eta$ are given by

$$\zeta' = \min\{\zeta, \zeta_{\text{max}}\} \quad \text{and} \quad \eta' = \min\{\eta, \eta_{\text{max}}\}.$$

This formulation of the viscosities leads, however, to non-smooth rheology terms. As in [3, 24], see also [17], we consider for $\delta > 0$ the regularization

$$\Delta_\delta(\varepsilon) := \sqrt{\delta + \Delta^2(\varepsilon)}.$$

Hence, setting $\zeta_\delta = \frac{P}{2\Delta_\delta(\varepsilon)}$ and $\eta_\delta = e^{-2}\zeta_\delta$, we obtain the regularized internal ice stress

$$\sigma_\delta := 2\eta_\delta \varepsilon + [\zeta_\delta - \eta_\delta] \text{tr}(\varepsilon) I - \frac{P}{2} I.$$

We consider the above momentum equation (2.1) in a bounded domain $\Omega \subset \mathbb{R}^2$ with boundary of class $C^2$ and on a time interval $J = (0, T')$, where $0 < T' \leq \infty$. It is coupled to two balance equations for the mean ice thickness

$$h : J \times \Omega \rightarrow [\kappa, \infty), \quad \text{for } \kappa > 0 \text{ sufficiently small},$$

and the ice compactness $a : J \times \Omega \rightarrow \mathbb{R}$ with $a \in (0, 1)$, and these balance laws are given by

$$\begin{cases}
\dot{h} + \text{div}(uh) = S_h + d_h \Delta h, \\
\dot{a} + \text{div}(ua) = S_a + d_a \Delta a.
\end{cases}$$

\[3111\]
The assumption that \( h \) is bounded from below by a small parameter \( \kappa \) means that the average ice volume per control area is at least \( \kappa \). Consequently, in each control area, there is at least some sea ice. The presence of sea ice in each control area is also reflected by the assumption that \( a \in (0, 1) \). On the other hand, the assumption that \( a < 1 \) yields that each control area is not fully covered by thick ice.

Furthermore, let \( \Delta \) be the Laplacian, \( d_b > 0 \) and \( d_a > 0 \) be constants, and \( S_b \) as well as \( S_a \) represent thermodynamic terms, defined by

\[
S_b = f \left( \frac{h}{a} \right) a + (1 - a)f(0), \tag{2.3}
\]

\[
S_a = \begin{cases} 
\frac{f(0)}{\kappa}(1 - a), & \text{if } f(0) > 0, \\
0, & \text{if } f(0) < 0, \\
0, & \text{if } S_b > 0, \\
\frac{d_a}{\kappa} S_h, & \text{if } S_b < 0. 
\end{cases} \tag{2.4}
\]

We briefly comment on these two terms: Following [13], the term \( S_b \) indicates the net ice growth or melt, and it is given by the sum of the ice growth in open water or thin ice, represented by \( (1 - a)f(0) \), as well as the additional growth on the area covered by thick ice, and this effect is taken into account via \( f \left( \frac{h}{a} \right) a \). The term \( S_a \) characterizes the way in which growth and decay change the relative areal extents of thin and thick ice. In fact, the areal fraction of thin ice decreases rapidly under freezing conditions and increases slowly under melting conditions. For more details on thermodynamic effects in sea ice modeling, see e.g. [12, section 2].

Finally, the system is completed by Dirichlet boundary conditions for \( u \) and Neumann boundary conditions for \( h \) and \( a \).

The complete set of equations describing sea ice dynamics by Hibler’s model subject to outer forces \((g_u, g_h, g_a)\) then reads as

\[
\begin{align*}
m(\dot{u} + u \cdot \nabla u) &= \nabla \sigma + mc_{\text{ecean}} \times u - mg \nabla H + \tau_{\text{atm}} + \tau_{\text{ocean}} + g_u, & x \in \Omega, t \in J, \\
\dot{h} + \nabla (uh) &= S_b + d_h \Delta h + g_h, & x \in \Omega, t \in J, \\
\dot{a} + \nabla (ua) &= S_a + d_a \Delta a + g_a, & x \in \Omega, t \in J, \\
u &= \frac{\partial u}{\partial \nu} = \frac{\partial a}{\partial \nu} = 0, & x \in \partial \Omega, t \in J. \tag{2.5}
\end{align*}
\]

Note that \( m = \rho_{\text{ice}} h \), where \( \rho_{\text{ice}} > 0 \) is assumed to be constant in time and space and \( h \) is subject to (2.2).

We continue by rewriting the regularized Hibler sea ice model (2.5) as a quasilinear evolution equation in the Banach space \( X_0 \) in the periodic setting as

\[
\begin{align*}
&\begin{cases}
0'(t) + A(v(t))0(t) = F(v(t)), & t \in \mathbb{R}, \\
v(t) = v(t + T), & t \in \mathbb{R},
\end{cases}
\end{align*}
\]

where \( v = (u, h, a) \) denotes the principal variable. Here \( 1 < q < \infty \), and the ground space \( X_0 \) is defined by

\[
X_0 := X_0^q \times X_0^q \times X_0^q := L^q(\Omega; \mathbb{R}^2) \times L^q(\Omega) × L^q(\Omega).
\]

Moreover, setting

\[
W_0^q(\Omega) := \{ b \in W^{1,q}(\Omega) : b = 0 \text{ on } \partial \Omega \} \quad \text{and} \quad W_N^{2,q}(\Omega) := \{ b \in W^{2,q}(\Omega) : \partial \Omega b = 0 \text{ on } \partial \Omega \},
\]

the regularity space \( X_1 \) is of the form

\[
X_1 := X_1^q \times X_1^q \times X_1^q := W_0^{2,q}(\Omega; \mathbb{R}^2) \cap W_N^{2,q}(\Omega) \times W_N^{2,q}(\Omega) \times W_N^{2,q}(\Omega).
\]
The quasilinear operator $A(v)$ is given by the upper triangular matrix
\[
A(v) = \begin{pmatrix}
\frac{1}{\rho_v} A_{01}(\nabla u, P(h, a)) & \frac{\partial P(h, a)}{2 \rho_v h} \nabla \\
0 & -\Delta_N \\
0 & 0
\end{pmatrix},
\]

(2.6)

where $A_{01}$ denotes the realization of Hibler’s operator subject to Dirichlet boundary conditions on $L^q(\Omega; \mathbb{R}^2)$ defined below in (2.7). Moreover, $\Delta_N$ denotes the Neumann Laplacian on $L^q(\Omega)$ defined by $\Delta_N = \Delta$ with $D(\Delta_N) = W^{2, q}(\Omega)$.

As in [3], denoting by $\varepsilon = (\varepsilon)_j$ the deformation or rate of strain tensor, we define the map $S : \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R}^{2 \times 2}$ by

\[
S\varepsilon = \begin{pmatrix}
(1 + \frac{1}{\varepsilon}) \varepsilon_{11} + (1 - \frac{1}{\varepsilon}) \varepsilon_{22} & \frac{1}{\varepsilon} (\varepsilon_{12} + \varepsilon_{21}) \\
\frac{1}{\varepsilon} (\varepsilon_{12} + \varepsilon_{21}) & (1 - \frac{1}{\varepsilon}) \varepsilon_{11} + (1 + \frac{1}{\varepsilon}) \varepsilon_{22}
\end{pmatrix}.
\]

Introducing

\[
S_h = S_h(\varepsilon, P) := \frac{P}{2} \frac{S\varepsilon}{\Delta_h(\varepsilon)},
\]

we define Hibler’s operator by

\[
A_h u := -\text{div} S_h(u).
\]

Following [3], $A_h$ is given by

\[
(A_h u)_i = \sum_{j,k=1}^{2} P \frac{1}{\Delta_h(\varepsilon)} \left( S_{ij} - \frac{1}{\Delta_h(\varepsilon)} (S_h)_{ik} (S_h)_{kj} \right) D_k D_j u_j - \frac{1}{2 \Delta_h(\varepsilon)} \sum_{j=1}^{2} (\partial_j P)/(S_h)_{ij}
\]

for $i = 1, 2$ and $D_m = -i\partial_m$. Denote the coefficients of the principal part of $A_h$ by

\[
da_{0j}(\nabla u, P) := \frac{P}{2} \frac{S_{ij}}{\Delta_h(\varepsilon)} \left( S_{ij} - \frac{1}{\Delta_h(\varepsilon)} (S_h)_{ik} (S_h)_{kj} \right).
\]

Consider sufficiently smooth fixed $v_0 = (u_0, h_0, a_0)$. Let for instance $v_0$ be in the time trace space, i.e. $v_0 \in X := (X_0, X_1)_{1-1/p, p} \hookrightarrow B_{ap^{-2/p}}^{2-2/p}(\Omega)^4 \hookrightarrow C^4(\Omega)^4$, where the last embedding is valid provided $\frac{1}{p} + \frac{1}{q} < \frac{1}{2}$. The coefficients are then continuous, and the linearization is given by

\[
\begin{align*}
[A_h(v_0)]_{ij} &= \frac{1}{\Delta_h(\varepsilon)} \sum_{j,k=1}^{2} \partial_{ij}^{(h)}(\nabla u_0, P(h_0, a_0)) D_k D_j u_j - \frac{1}{2 \Delta_h(\varepsilon)} \sum_{j=1}^{2} (\partial_j P(h_0, a_0))/(S_h(u_0))_{ij},
\end{align*}
\]

see also [3, section 3]. The $L^q$-realization $A_{01}^h(v_0)$ of $A_h(v_0)$ is defined by

\[
[A_{01}^h(v_0)]_{ij} := [A_h(v_0)]_{ij}, \quad u \in D(A_{01}^h(v_0)) := W^{2, q}(\Omega; \mathbb{R}^2) \cap W_0^{1, q}(\Omega; \mathbb{R}^2).
\]

(2.7)

The nonlinear right-hand side is given by

\[
F(v) := \begin{pmatrix} -u \cdot \nabla v - c_1 \cos \phi \times u - g \nabla H + \frac{1}{2} |U_{atm}| U_{atm} + \frac{1}{n} |U_{ocean} - u|(U_{ocean} - u) + g_n \\\n-\text{div}(mu) + S_h(u(v)) + g_h \\\n-\text{div}(nu) + S_h(u(v)) + g_n \end{pmatrix},
\]

where $c_1 = \rho_{atm} C_{atm} R_{atm} \rho_{atm}^{-1}$, $c_2 = \rho_{ocean} C_{ocean} R_{ocean} \rho_{ocean}^{-1}$, $U_{atm}$ and $U_{ocean}$ are given functions, which are interpreted as wind and oceanic currents, respectively.
Given $T > 0$, we consider solutions $v$ to Hibler’s sea ice system within the class
\[ E := W^{1,p}(0,T;X_0) \cap L^p(0,T;X_1). \]

For $v = (u,h,a) \in E$ and fixed $v_0 = (u_0,h_0,a_0) \in X_0 \hookrightarrow B_{2p}^{2-2/p}((\mathbb{T})^4) \hookrightarrow C^1((\mathbb{T})^4)$, where the last embedding is again valid if $\frac{1}{p} + \frac{1}{q} < \frac{1}{2}$, the norm $\|v\|_E$ is defined by
\[ \|v\|_E := \|v\|_{L^p(0,T;X_0)} + \|v\|_{L^p(0,T;X_1)} + \|A(v_0)v\|_{L^p(0,T;X_0)}, \]
with $A(v_0)$ as introduced in (2.6).

In the sequel, we suppose that a strong solution $v$ to Hibler’s viscous-plastic sea ice model has the property that $v(t) \in E$, and $v$ satisfies (2.5) for almost every $t \in (0,T)$ as equality in $L^p(0,T;X_0)$. The latter space then is also the underlying data space, i.e. the space in which the external forces, also referred to as data, lie, so we set
\[ F := L^p(0,T;X_0). \]

It is endowed with the norm
\[ \|v\|_F := \|v\|_{L^p(0,T;X_0)} = \left( \int_0^T \|v(t)\|^q_{X_0} \, dt \right)^{1/q}, \]
with $\|\cdot\|_{X_0} := \|\cdot\|_{L^q((\mathbb{T})^4) \times L^q((\mathbb{T})^4)}$, where $v = (u,h,a)$ denotes again the principle variable of the system.

For a densely defined sectorial operator $B$ on a Banach space $X$, the associated analytic semigroup $T(t)$ generated by $B$ as well as $p \in (1,\infty)$, the space $D_B(1-\frac{1}{p},p)$ is defined by means of
\[ D_B(1-\frac{1}{p},p) := \left\{ x \in X : [x]_{1-\frac{1}{p},p} := \left( \int_0^\infty \|t^{1/p} BT(t)x\|^p_T \, dt \right)^{1/p} < \infty \right\}. \]

Equipped with the norm $\|x\|_{1-\frac{1}{p},p} := \|x\|_X + [x]_{1-\frac{1}{p},p}$, the space $D_B(1-\frac{1}{p},p)$ becomes a Banach space. Then $D_B(1-\frac{1}{p},p)$ coincides with the real interpolation space $(X,D(B))_{1-\frac{1}{p},p}$ with equivalent norms, see e.g. [1, theorem III.4.10.2] or [27, proposition 3.4.4].

The time trace space in our situation is given by
\[ X_γ = (X_0,X_1)_{1-\frac{1}{p},p} = D_A(\gamma)(1-\frac{1}{p},p) \times D_\Delta(1-\frac{1}{p},p), \]
for $1 < p < \infty$.

Throughout this article, we also employ the notation
\[ E = E^u \times E^h \times E^a \quad \text{and} \quad F = F^u \times F^h \times F^a. \]

For $k \in \{u,h,a\}$, $A_k = A_k^H(v_0)$ and $A_k = \Delta_k$, the corresponding norms are given by
\[ \|k\|_{E^k} := \|k\|_{L^p(0,T;X_0^k)} \quad \text{and} \quad \|k\|_{E^k} := \|k\|_{L^p(0,T;X_0^k)} + \|\hat{k}\|_{L^p(0,T;X_0^k)} + \|A_k k\|_{L^p(0,T;X_0^k)}. \]

By theorem III.4.10.2 of [1], we deduce that
\[ E \hookrightarrow \text{BUC}([0,T];X_γ), \quad (2.8) \]
where BUC([0,T];X_γ) denotes the space of all bounded and uniformly continuous functions on the time interval $[0,T]$ with values in $X_γ$. We assume that $(g_u,g_h,g_a) : \mathbb{R} \rightarrow X_0$ satisfies $(g_u,g_h,g_a)(0,T) \in L^p(0,T;X_0)$ and that $g_u$, $g_h$ and $g_a$ are time periodic with period $T$. In addition, we assume that $g\nabla H \in L^p(0,T;X_0)$ is $T$-periodic.
If \( c_1 = c_2 = 0 \), the right-hand side becomes
\[
F_p(t, v) = \left( -u \cdot \nabla u - c_{\text{cor}}(n \times u) - g \nabla H + g_u(t) \right) - \text{div}(u h) + S_{\text{a}}(v) + g_h(t) - \text{div}(u a) + S_{\text{a}}(v) + g_a(t).
\]  

(2.9)

We then rewrite the quasilinear Cauchy problem in the periodic setting as
\[
\begin{cases}
    v'(t) + A(v(t))v(t) = F_p(t, v(t)), & t \in \mathbb{R}, \\
    v(t) = v(t+T), & t \in \mathbb{R}.
\end{cases}
\]  

(2.10)

Supposing \( |U_{\text{atm}}|U_{\text{atm}} = c(t)h \) for some periodic \( \mathbb{R}^2 \)-valued function \( c(\cdot) \), we may interpret \( \frac{\partial}{\partial t} |U_{\text{atm}}|U_{\text{atm}} \) as a periodic function in the sea ice momentum equation, i.e.
\[
g_u(t) = c(t)c_1.
\]

In the following, we denote by \( B_r(v) \) the ball in \( \mathbb{E} \) with center \( v \in \mathbb{E} \) and radius \( r > 0 \). We state now our assumptions on the term related to the force due to changing sea surface tilt \( g \nabla H \), on the thermodynamic terms \( S_h \) and \( S_a \) as well as on the underlying ice growth rate function \( f \), and on the Coriolis parameter \( c_{\text{cor}} \) and on the ice thickness and ice compactness component of the equilibrium \( h_\ast \) and \( a_\ast \).

**Assumption P.** Let \( T > 0 \) as well as \( v_\ast = (0, h_\ast, a_\ast) \) with \( h_\ast > 0 \) and \( a_\ast > 0 \) being constant in time and space. For \( c_i > 0 \), \( c_f > 0 \), \( R > 0 \) and \( \delta > 0 \), assume that \( f \in C^1_b(\mathbb{R}_+) \) and that
\[
\|g \nabla H\|_{L^\infty}, |S_h(v_\ast)|_{L^\infty}, |S_a(v_\ast)|_{L^\infty} < \frac{\delta}{4},
\]

(P1)
\[
c_{\text{cor}} < c_i, \quad \frac{1}{2} c_s < h_\ast, a_\ast < 2 c_s
\]

(P2)
\[
\frac{1}{2} c_s < \kappa \leq h_\ast, a_\ast < 4 c_s
\]

holds for all \( v_i = (u_i, h_i, a_i) \in \overline{B}_R(v_\ast), \ i = 1, 2 \).

For \( p, q \in (1, \infty) \) such that \( \frac{1}{q} + \frac{1}{p} + \frac{1}{q} < 1 \), we observe that (P3) is especially fulfilled provided (P2) holds true and \( R > 0 \) is chosen small enough. This is valid by virtue of the embedding presented in (4.3), see the proof of lemma 4.1 for more details. Our main result reads then as follows.

**Theorem 2.1.** Let \( \Omega \subset \mathbb{R}^2 \) be a bounded domain with boundary of class \( C^2 \) and \( v_\ast = (0, h_\ast, a_\ast) \) with \( h_\ast > 0 \) and \( a_\ast > 0 \) being constant in time and space. Moreover, let \( T > 0 \), and suppose \( p, q \in (1, \infty) \) satisfy
\[
\frac{1}{p} + \frac{1}{q} + \frac{1}{q} < 1.
\]

Assume that \( (g_u, g_h, g_a) : \mathbb{R} \to X_0 \) is \( T \)-periodic with \( (g_u, g_h, g_a)|_{(0, T)} \in L^p(0, T; X_0) \). Then there exist \( c_i > 0, c_f > 0 \) and \( R_1 > 0 \) such that for any \( R \in (0, R_1) \), there exists \( \delta = \delta(R) > 0 \) such that \( f \| (g_u(\cdot), g_h(\cdot), g_a(\cdot))|_{(0, T)} \| p < \frac{4}{\delta} \) and if \( g \nabla H, S_h, S_a, c_{\text{cor}}, v_\ast \) and \( f \) satisfy assumption P, there exists a unique \( T \)-periodic strong solution \( v : \mathbb{R} \to X_0 \) to (2.10) with the property that \( v|_{(0, T)} \in \overline{B}_R(v_\ast) \).

For the atmospheric wind of the aforementioned form, we obtain the following corollary.

**Corollary 2.2 (Periodic wind forces).** Assume that in the situation of theorem 2.1, the atmospheric wind \( U_{\text{atm}} \) is of the form \( |U_{\text{atm}}|U_{\text{atm}} = c(t)h \), where \( c : \mathbb{R} \to X_0^3 \) is \( T \)-periodic and satisfies \( c|_{(0, T)} \in L^p(0, T; X_0^3) \). Then there exist \( c_i > 0, c_f > 0 \) and \( R_1 > 0 \) such that for
any $R \in (0, R_1)$, there is $\delta = \delta(R) > 0$ such that if $\parallel (c(\cdot); c_1, g_h(\cdot), g_a(\cdot)) \parallel_{(0, T)} < \frac{\delta}{4}$ and if $g' \mathcal{H} S_0, S_a, c, v_* and f$ fulfill assumption $P$, there exists a unique strong $T$-periodic solution $v: \mathbb{R} \to X_0$ to \eqref{eq:2.10} satisfying $v|_{(0, T)} \in \mathbb{F}(v_*)$.

Finally, we invoke the time dependence of the ice growth rate function $f$, i.e. we consider $f$ of the form $f = f(t; h(t), a(t))$ and suppose that it is $T$-periodic. We then assume that $f \in C^3(J \times \mathbb{R}_+)$, and instead of \eqref{eq:P1} and \eqref{eq:P2}, we presume that for $c_i > 0, c_f > 0, R > 0$ and $\delta > 0$, it holds that

$$\parallel g \mathcal{H} S_0, S_a, c, v_* \parallel_{\mathbb{R}} < \frac{\delta}{4}, \quad \text{and}$$

\begin{align}
\text{(PT1)} \quad & c_{cor} < c_s, \quad \frac{1}{2} c_s < h_s, a_s < 2 c_s \quad \text{as well as} \quad \parallel f \parallel_{C^3(J \times \mathbb{R}_+)} < c_f. \quad \text{(PT2)}
\end{align}

We then obtain a result on periodic solutions for Hibler’s sea ice system for periodic ice growth rates.

Corollary 2.3 (Periodic ice growth rate). Assume that in the situation of theorem 2.1, the ice growth rate $f$ in $S_0$ and $S_a$ given by \eqref{eq:2.2} and \eqref{eq:2.4} is time-dependent and $T$-periodic. Then there exist $c_i > 0, c_f > 0$ and $R_1 > 0$ such that for each $R \in (0, R_1)$, there is $\delta = \delta(R) > 0$ such that if $\parallel (c(\cdot); c_1, g_h(\cdot), g_a(\cdot)) \parallel_{(0, T)} < \frac{\delta}{4}$ and if $g \mathcal{H} S_0, S_a, c, v_* and f$ satisfy \eqref{eq:PT1}, \eqref{eq:PT2} and \eqref{eq:P3}, there exists a unique strong $T$-periodic solution $v: \mathbb{R} \to X_0$ to \eqref{eq:2.10} satisfying $v|_{(0, T)} \in \mathbb{F}(v_*)$. In particular, the terms $S_0(\cdot, v(\cdot))$ and $S_a(\cdot, v(\cdot))$ are $T$-periodic.

3. Maximal periodic $L^p$-regularity

For an arbitrary Banach space $X$, $1 < p < \infty$ and a linear operator $A: D(A) \to X$, set

$$F = L^p(0, T; X) \quad \text{and} \quad E = W^{1, p}(0, T; X) \cap L^p(0, T; D(A)).$$

We say that $A$ admits maximal periodic $L^p$-regularity if for every $f \in F$, there is a unique solution $u \in E$ to

$$\begin{cases}
    u'(t) - Au(t) = f(t), & t \in (0, T),
    
   u(0) = u(T).
\end{cases}$$

The closed graph theorem then yields the existence of a constant $M > 0$ such that

$$\parallel u \parallel_E \leq M \parallel f \parallel_F. \quad \text{(3.1)}$$

We will make use of the following characterization of maximal periodic $L^p$-regularity due to Arendt and Bu [2]. For more information on maximal regularity and its periodic version, we refer for example to [1, 5, 8, 18, 21].

Proposition 3.1 (Arendt, Bu). Let $X$ be a Banach space and $A: D(A) \to X$ be the generator of a $C_0$-semigroup on $X$. Then $A$ admits maximal periodic $L^p$-regularity if and only if $1 \in \rho(e^{TA})$ and $A$ admits maximal $L^p$-regularity.

For $v_* = (0, h_s, a_s)$ with $h_s > 0$ and $a_s > 0$ being constant in time and space and $\varepsilon > 0$, we introduce

$$A_c(v_*) := \begin{pmatrix}
    \frac{1}{p \rho(v_*)} A_{1,1} & \frac{\partial p_{v_*}}{\partial \rho(v_*)} & \frac{\partial p_{v_*}}{\partial \rho(v_*)} \\
    0 & -a_s \Delta_N + \varepsilon & 0 \\
    0 & 0 & -a_s \Delta_N + \varepsilon
\end{pmatrix}. \quad \text{(3.2)}$$

We now show that $A_c(v_*)$ admits maximal periodic $L^p$-regularity.
**Proposition 3.2.** Let \( s \in (1, \infty) \) as well as \( v_\ast = (0, h_\ast, a_\ast) \) with \( h_\ast > 0 \) and \( a_\ast > 0 \) being constant in time and space. Then the linearized operator \( A_\ast(v_\ast) \) has the property of maximal periodic \( L^s \)-regularity for all \( \varepsilon > 0 \).

**Proof.** By lemma 7.3 of [3], \( A_0^\ast(v_\ast) \) is invertible on \( L'(\Omega; \mathbb{R}^2) \). The invertibility of \( -d_h \Delta_N + \varepsilon \) and \( -d_s \Delta_N + \varepsilon \) on \( L'(\Omega; \mathbb{R}^2) \) for any \( \varepsilon > 0 \) and \( 1 < r < \infty \), \( d_h > 0 \) and \( d_s > 0 \), yields that \( 0 \in \rho(-A_\ast(v_\ast)) \) by virtue of the upper triangular structure of \( A_\ast(v_\ast) \), and it thus holds that \( 1 \in \rho(e^{-TA_\ast(v_\ast)}) \).

Lemma 7.3 of [3] states that \( A(v_\ast) \) admits maximal \( L^r \)-regularity on \( L'(\Omega; \mathbb{R}^2) \), \( r \in (1, \infty) \).

Observe that \( -d_h \Delta_N + \varepsilon \) and \( -d_s \Delta_N + \varepsilon \) have maximal \( L^r \)-regularity, the upper triangular structure of \( A_\ast(v_\ast) \) implies again that \( A_\ast(v_\ast) \) has maximal \( L^s \)-regularity. The assertion follows then by proposition 3.1.

\[ \Box \]

### 4. Estimates for the quasilinear term and the right-hand side

Let \( J \) be the open interval \((0, T)\). Taking into account the translation in the second and the third equation described in section 3, we need to adjust the right-hand side accordingly. To this end, we set

\[
F_{\varepsilon,p}(t,v) := \left( -u \cdot \nabla u - c_{\text{cor}}(n \times u) - g \nabla H + g_u(t) \varepsilon, \right.
\]

\[
\left. -\text{div}(uh) + S_h(v) + \varepsilon h + g_h(t) \varepsilon, \right.
\]

\[
\left. -\text{div}(ua) + S_a(v) + \varepsilon a + g_a(t) \varepsilon \right),
\]

so clearly \( F_p = F_{\varepsilon,p} = (0, \varepsilon h, \varepsilon a) \), where \( F_p \) is as defined in (2.9). To distinguish the latter case from the situation of \( f \) being explicitly time-dependent, we define \( F_{\varepsilon,p}(t,v) \) by

\[
F_{\varepsilon,p}(t,v) := \left( -u \cdot \nabla u - c_{\text{cor}}(n \times u) - g \nabla H + g_u(t) \right.
\]

\[
\left. -\text{div}(uh) + S_h(t,v) + \varepsilon h + g_h(t) \varepsilon, \right.
\]

\[
\left. -\text{div}(ua) + S_a(t,v) + \varepsilon a + g_a(t) \varepsilon \right).
\]

**Lemma 4.1.** Let \( p, q \in (1, \infty) \) such that \( \frac{1}{p} + \frac{2}{q} + \frac{1}{2} < 1 \). Assume that for \( c_s > 0 \) and \( c_f > 0 \) arbitrary, (P2) is satisfied, let \( R_0 > 0 \) be small enough such that (P3) holds for \( v \in \mathbb{B}_{R_0}(v_\ast) \), and let \( (g_u, g_h, g_a) : \mathbb{R} \to X_0 \) be \( T \)-periodic with \( (g_u, g_h, g_a) \mid (0, T) \in \mathbb{F}. \) Then \( F_{\varepsilon,p}(\cdot,v(\cdot)) \in \mathbb{F} \) for all \( v \in \mathbb{B}_{R_0}(v_\ast) \).

If \( f \) depends explicitly on time, assume that (PT2) is satisfied instead of (P2). It then follows that \( F_{\varepsilon,p}(\cdot,v(\cdot)) \in \mathbb{F} \) for all \( v \in \mathbb{B}_{R_0}(v_\ast) \).

**Proof.** In the sequel, for \( \beta_1, \beta_2 > 0 \) as well as \( r, s \in (1, \infty) \), we denote by \( H^{\beta_1,\beta_2}(J; H^{2(1-\theta),\theta}(\Omega)) \) the Bessel potential spaces \( H^{\beta_1,\beta_2} \) on the time interval \( J \) with values in the Bessel potential spaces \( H^{2(1-\theta),\theta}(\Omega) \) on the bounded domain \( \Omega \). The mixed derivative theorem, see e.g. corollary 4.5.10 in [27], yields for any \( \theta \in (0, 1) \) the embedding

\[
E :\to H^{\theta,p}(J; H^{2(1-\theta),\theta}(\Omega))^4.
\]

In order to justify the remark on (P3) above, we employ Sobolev embeddings to get

\[
H^{\theta,p}(J; H^{2(1-\theta),\theta}(\Omega))^4 :\to L^\infty(J; L^\infty(\Omega))^4.
\]

provided \( \theta - \frac{1}{p} > 0 \) and \( 2(1-\theta) - \frac{2}{q} > 0 \), which is equivalent to \( \frac{1}{p} < \theta < 1 - \frac{1}{q} \). The assumption that \( \frac{1}{p} + \frac{1}{q} + \frac{1}{2} < 1 \) especially implies that there exists such \( \theta \in (0, 1) \). Thus, combining (4.1) and (4.2), we infer that

\[
E :\to L^\infty(J; L^\infty(\Omega))^4.
\]
On the other hand, the assumptions on $p$ and $q$ imply that we can fix suitable $\alpha, \alpha' \in (1, \infty)$ with $\frac{1}{\alpha} + \frac{1}{\alpha'} = 1$ such that there are $\theta_1, \theta_2 \in (0, 1)$ with
\[ \theta_1 - \frac{1}{p} > -\frac{1}{\alpha p}, \quad 2(1 - \theta_1) - \frac{2}{q} > 1 - \frac{2}{\alpha q}, \quad \theta_2 - \frac{1}{p} > -\frac{1}{\alpha' p} \quad \text{and} \quad 2(1 - \theta_2) - \frac{2}{q} > 1 - \frac{2}{\alpha' q}. \]

Recalling that the spatial dimension is 2, we deduce from Sobolev embeddings that
\[ H^{\theta_1, \beta}(J; H^{2(1-\theta_1), q}(\Omega)) \hookrightarrow L^{\alpha p}(J; W^{1, \alpha q}(\Omega)) \quad \text{and} \quad H^{\theta_2, \beta}(J; H^{2(1-\theta_2), q}(\Omega)) \hookrightarrow L^{\alpha' p}(J; W^{1, \alpha' q}(\Omega)). \]

In conjunction with (4.1), the previous embeddings result in
\[ E \hookrightarrow L^{\alpha p}(\mathbb{R}, W^{1, \alpha q}(\Omega))^4 \quad \text{and} \quad E \hookrightarrow L^{\alpha' p}(\mathbb{R}, W^{1, \alpha' q}(\Omega))^4. \]

To prove the assertion, let $v \in E$. Hölder’s inequality and (4.4) yield
\[ \|u\|_{\mathcal{F}_1}^2 \leq \|h\|_{L^{\alpha p}(\mathbb{R}, L^{1, \alpha q}(\Omega))} \|\nabla u\|_{L^{\alpha' q}(\mathbb{R}, L^{1, \alpha' q}(\Omega))}^2 \leq c_1 \|u\|_{L^{\alpha q}(\mathbb{R}, W^{1, \alpha q}(\Omega))} \|\nabla u\|_{L^{\alpha' q}(\mathbb{R}, W^{1, \alpha' q}(\Omega))}^2 \leq c_1 \|v\|_E^2 < \infty. \]

Similarly as above, and making use of the product rule, we deduce that
\[ \|\text{div}(uh)\|_{\mathcal{F}_1} \leq \|h\|_{L^{\alpha p}(\mathbb{R}, L^{1, \alpha q}(\Omega))} \|\nabla u\|_{L^{\alpha' q}(\mathbb{R}, L^{1, \alpha' q}(\Omega))}^2. \]

The treatment of the second term is analogous to the previous estimate of $u\nabla u$, while for the first term, we argue that
\[ \|h\|_{L^{\alpha p}(\mathbb{R}, L^{1, \alpha q}(\Omega))} \|\nabla u\|_{L^{\alpha' q}(\mathbb{R}, L^{1, \alpha' q}(\Omega))}^2 \leq c_1 \|h\|_{L^{\alpha q}(\mathbb{R}, W^{1, \alpha q}(\Omega))} \|\nabla u\|_{L^{\alpha' q}(\mathbb{R}, W^{1, \alpha' q}(\Omega))}^2, \]
so in total, arguing likewise for $\text{div}(ua)$, we obtain the estimates
\[ \|\text{div}(uh)\|_{\mathcal{F}_1} \leq 2c_1 \|v\|_E^2 < \infty \quad \text{and} \quad \|\text{div}(ua)\|_{\mathcal{F}_1} \leq 2c_1 \|v\|_E^2 < \infty. \]

We next deal with the Coriolis term, for which we get, exploiting $E \hookrightarrow \mathcal{F}_1$, $|n| = 1$ as well as boundedness of the domain and the time interval,
\[ \|e_{\text{cor}}(n \times u)\|_{\mathcal{F}_1} \leq c_{\text{cor}} \|v\|_E < \infty. \]

An analogous argument leads to
\[ \|e\|_{\mathcal{F}_1} \leq c \|v\|_E < \infty \quad \text{and} \quad \|e\|_{\mathcal{F}_1} \leq c \|v\|_E < \infty. \]

By assumption, it readily follows that $\|(g_n, g_{n_r}, g_{n_r})\|_{\mathcal{F}_1} < \infty$ as well as $\|g\nabla H\|_{\mathcal{F}_1} < \infty$. Presuming that $f \in C^1_\beta(\mathbb{R}_+)$, proceeding as above and additionally employing (P2) and (P3), we obtain
\[ \|S_h(v)\|_{\mathcal{F}_1} \leq \|f(h/a)\|_{L^{2}(\mathbb{R}, L^{2}(\Omega))} + \|(1 - a)f(0)\|_{L^{p}(\mathbb{R}, L^{q}(\Omega))} \leq c(2\|f\|_{C_1} \|v\|_E + \|f\|_{C_1}) < \infty, \quad \text{and} \quad \|S_h(v)\|_{\mathcal{F}_1} \leq \|f(0)/\alpha(1 - a)\|_{\mathcal{F}_1} + \|f(a/2h)S_h(v)\|_{\mathcal{F}_1} \leq c(2\|f\|_{C_1} (4/c_2) (1 + \|v\|_E) + 8\|S_h(v)\|_{\mathcal{F}_1} < \infty \text{ for } v \in \mathcal{T}_R(v_*)$.}
Concerning the second part of the lemma, we remark that the only difference is in the treatment of $S_h$ and $S_p$. Making use of $|f(t,\cdot)| \leq \|f\|_{C^1(J \times \mathbb{R}^+)}$, we use an analogous strategy as above to deduce that
\[
\|S_h(\cdot, v)\|_{\mathcal{P}} \leq c(2\|f\|_{C^1(J \times \mathbb{R}^+)}\|v\|_{\mathcal{E}} + \|f\|_{C^1(J \times \mathbb{R}^+)}) < \infty, \quad \text{and}
\|S_p(\cdot, v)\|_{\mathcal{P}} \leq c\|f\|_{C^1(J \times \mathbb{R}^+)}(4/c_1)(1 + \|v\|_{\mathcal{E}}) + 8\|S_h(\cdot, v)\|_{\mathcal{P}} < \infty.
\]

This completes the proof.

We next show that the term $F_{c,p}$ on the right-hand side satisfies a Lipschitz condition.

**Lemma 4.2.** Let $p, q \in (1, \infty)$ such that $\frac{1}{p} + \frac{1}{q} + \frac{1}{2} < 1$. Moreover, suppose that for $c_i > 0$ and $c_i > 0$ arbitrary, $(P2)$ holds true, and let $R_0 > 0$ be small enough such that $(P3)$ is valid for $v \in \overline{B}_R(v_\ast)$. Let also $(g_\ast, h_\ast, g_\ast) : \mathbb{R} \to X_0$ be $T$-periodic with $(g_\ast, h_\ast, g_\ast)(0,0) \in \mathcal{F}$.

Then there exist $C > 0$ and $C_\ast > 0$ such that for any $R \in (0, R_0)$, we have
\[
\|F_{c,p}(\cdot, v_1(\cdot)) - F_{c,p}(\cdot, v_2(\cdot))\|_{\mathcal{F}} \leq C(R + C_\ast)\|v_1 - v_2\|_{\mathcal{E}} \tag{4.5}
\]
for any $v_1, v_2 \in \overline{B}_R(v_\ast)$.

In the situation of $f$ being explicitly time-dependent, we assume $(P2)$ instead of $(P2)$. In that case, there are $C_i > 0$ and $C_{i,t} > 0$ such that for any $R \in (0, R_0)$, it holds that
\[
\|F_{c,p}(\cdot, v_1(\cdot)) - F_{c,p,\ast}(\cdot, v_2(\cdot))\|_{\mathcal{F}} \leq C(R + C_\ast)\|v_1 - v_2\|_{\mathcal{E}} \tag{4.6}
\]
for any $v_1, v_2 \in \overline{B}_R(v_\ast)$.

**Proof.** Let $R_0 > 0$ be as above, and consider $R \in (0, R_0)$ arbitrary as well as $v_1, v_2 \in \overline{B}_R(v_\ast)$. As in the proof of lemma 4.1, we treat each term separately, and we start with $u \nabla u$. Then
\[
\|u_1 \nabla u_1 + u_2 \nabla u_2\|_{\mathcal{P}} \leq \|u_1 \nabla (u_1 - u_2)\|_{L^2(J, L^2(\Omega)^2)} + \|(u_1 - u_2) \nabla u_2\|_{L^2(J, L^2(\Omega)^2)}
\leq \|u_1\|_{L^{\infty}(J, L^{\infty}(\Omega)^2)} \|\nabla (u_1 - u_2)\|_{L^{\infty}(J, L^{\infty}(\Omega)^2)}
\leq c\|u_1\|_{L^{\infty}(J, L^{\infty}(\Omega)^2)} + \|(u_1 - u_2)\|_{L^{\infty}(J, L^{\infty}(\Omega)^2)}
\leq c\|u_1\|_{\mathcal{F}} + \|(u_2)\|_{\mathcal{F}} \|u_1 - u_2\|_{\mathcal{F}}.
\]

We continue with the Coriolis term, which we treat as in the proof of lemma 4.1 and for which we use $(P2)$ to obtain
\[
\|c_{cor}(n \times u_1) - c_{cor}(n \times u_2)\|_{\mathcal{P}} \leq c_{cor}\|v_1 - v_2\|_{\mathcal{E}} < cc\|v_1 - v_2\|_{\mathcal{E}}.
\]

Similarly, we get
\[
\|\varepsilon h_1 - \varepsilon h_2\|_{\mathcal{P}} \leq c\|v_1 - v_2\|_{\mathcal{E}} \quad \text{and} \quad \|\varepsilon a_1 - \varepsilon a_2\|_{\mathcal{P}} \leq c\|v_1 - v_2\|_{\mathcal{E}}.
\]

The next terms under consideration are $\nabla(uh)$ and $\nabla(ua)$, and we have
\[
\|\nabla (u_1 h_1) - \nabla (u_2 h_2)\|_{\mathcal{P}} \leq \|h_1 \nabla (u_1) - h_2 \nabla (u_2)\|_{\mathcal{P}} + \|u_1 \nabla h_1 - u_2 \nabla h_2\|_{\mathcal{P}}.
\]

We take care of the two addends individually. First, analogously as in the proof of lemma 4.1 and by an application of $(P2)$, we conclude that
\[
\|h_1 \nabla (u_1) - h_2 \nabla (u_2)\|_{\mathcal{P}} \leq c(2R + h_\ast)\|v_1 - v_2\|_{\mathcal{E}} \leq c(R + c_\ast)\|v_1 - v_2\|_{\mathcal{E}}.
\]
Likewise, we obtain
\[ \|u_1 \nabla h_1 - u_2 \nabla h_2\|_{\mathbb{P}} \leq \|u_1 \nabla (h_1 - h_2)\|_{\mathbb{P}} + \|(u_1 - u_2) \nabla h_2\|_{\mathbb{P}} \leq c(R + c_s)\|v_1 - v_2\|_{E}. \]

In total, using the analogy for \( \text{div}(ua) \), we derive that
\[ \|\text{div}(u_1 a_1) - \text{div}(u_2 a_2)\|_{\mathbb{P}} \leq c(R + c_s)\|v_1 - v_2\|_{E} \]
and
\[ \|\text{div}(u_1 a_1) - \text{div}(u_2 a_2)\|_{\mathbb{P}} \leq c(R + c_s)\|v_1 - v_2\|_{E}. \]

The last terms to be considered are the thermodynamic terms \( S_p \) and \( S_g \) from (2.3) and (2.4), respectively, because the periodic terms \( g_{\alpha}, g_s \) and \( g_g \) as well as the term arising from the force due to changing sea surface tilt \( g \nabla H \) are constant in \( v \). The mean value theorem in conjunction with (P2) and (P3) implies
\[ \|S_h(v_1) - S_h(v_2)\|_{\mathbb{P}} \leq c\|f\|_{C} \|v_1 - v_2\|_{E} + \|(f(h_1/a_1) - f(h_2/a_2))(a_1 - a_2)\|_{\mathbb{P}} \]
\[ \leq c\|f\|_{C} \|v_1 - v_2\|_{E} + \|(f(h_1/a_1) - f(h_2/a_2))\|_{L^{\infty}(J;L^{\infty}(\Omega))} \|a_1 - a_2\|_{L^{2}(J;L^{\infty}(\Omega))} \]
\[ \leq c\|f\|_{C} (1 + (1/c_s)(a_* + R))\|v_1 - v_2\|_{E} < c((c_f/c_s)R + c_f)\|v_1 - v_2\|_{E}. \]

A similar argument exhibits that
\[ \|S_a(v_1) - S_a(v_2)\|_{\mathbb{P}} \leq c\|f\|_{C} \|(1/c_s)\|v_1 - v_2\|_{E} + \|(a_1/(2h_1)) - a_2/(2h_2)\|_{\mathbb{P}} \]
\[ \leq c\|f\|_{C} \|(1/c_s)^2\|v_1 - v_2\|_{E} + c(1/c_s)\|S_a(v_2)\|_{\mathbb{P}} \|v_1 - v_2\|_{E} \]
\[ \leq c\|f\|_{C} \|(1/c_s)\|v_1 - v_2\|_{E} + c((c_f/c_s)R + (c_f/c_s) + c_f)\|v_1 - v_2\|_{E}, \]

showing that (4.5) is valid.

Regarding the second part of the lemma, we employ a similar argument as in the proof of lemma 4.1, i.e. we estimate \( |f(t, \cdot)| \) and \( |\nabla g(t, x)| \) by \( |f|_{C^{1}(J \times \mathbb{R}^n)} \). We then infer that
\[ \|S_h(v_1, v_1) - S_h(v_2, v_2)\|_{\mathbb{P}} \leq c((c_f/c_s)R + c_f)\|v_1 - v_2\|_{E}, \] as well as
\[ \|S_a(v_1, v_1) - S_a(v_2, v_2)\|_{\mathbb{P}} \leq c((c_f/c_s)R + (c_f/c_s) + c_f)\|v_1 - v_2\|_{E}. \]

This shows that (4.6) is also valid.

For later use, we concatenate the previous estimates and thus determine \( C \) and \( C_k \) from the statement of lemma 4.2 precisely.

Remark 4.3. The above estimates show that
\[ \|F_{\varepsilon, \rho}(v_1(\cdot)) - F_{\varepsilon, \rho}(v_2(\cdot))\|_{E} \leq C(R + C_k)\|v_1 - v_2\|_{E}, \]
where
\[ C = c\left(1 + \frac{c_f}{c_s}\right), \] (4.7)
and
\[ C_k = \left( c + \frac{1}{c_y} \right) \frac{1}{1 + \frac{1}{c_y}}. \tag{4.8} \]

We remark that also \( C_t \) and \( C_{t,k} \) take a similar form as \( C \) and \( C_k \), respectively.

The last preparatory result concerns the quasilinear matrix \( A_v \).

**Lemma 4.4.** Let \( p, q \in (1, \infty) \) be such that \( \frac{1}{2} + \frac{1}{q} + \frac{1}{p} < 1 \). Additionally, assume that for \( c_y > 0 \) and \( c_f > 0 \) arbitrary, (P2), or, in the situation of \( f \) being explicitly time-dependent, (P2T), holds true, and let \( R_0 \) be sufficiently small such that (P3) is satisfied for \( v \in \mathbb{R}(v_*) \). Moreover, let \( V \subset X_1 \) open be such that for \( v \in V \), it holds that \( h \geq \kappa \) and \( a > 0 \). Then \( A_v : V \to \mathcal{L}(X_1, X_0) \) is a family of closed linear operators, and for any \( R \in (0, R_0) \), there is \( L(R) > 0 \) such that
\[ \| A_v(v_1)w(\cdot) - A_v(v_2)w(\cdot) \|_{L(R)} \leq L(R)\| v_1 - v_2 \|_{\mathbb{R}} \| w \|_{\mathbb{R}} \tag{4.9} \]
for all \( v_1, v_2 \in \mathbb{R}(v_*) \) and for any \( w \in X_1 \).

**Proof.** The fact that \( A_v : V \to \mathcal{L}(X_1, X_0) \) is a family of closed linear operators follows from results in [3]. Using a similar argument as in lemma 6.2 of [3] involving that \( h \geq \frac{q}{p} \), we find that for every \( R \in (0, R_0) \) there is \( l(R) \) such that
\[ \| A_v(v_1)w - A_v(v_2)w \|_{X_0} \leq l(R)\| v_1 - v_2 \|_{X_1} \| w \|_{X_1} \tag{4.10} \]
for \( v_1, v_2 \in \mathbb{R}(v_*) \) and \( w \in X_1 \).

Arguing as in section 3 of [14], we exploit (4.10) and (2.8) to get
\[ \| A_v(v_1)w(\cdot) - A_v(v_2)w(\cdot) \|_{L(R)} \leq l(R)\| v_1 - v_2 \|_{\mathbb{R}} \| w \|_{\mathbb{R}} \leq l(R)C_{\mathbb{R}}\| v_1 - v_2 \|_{\mathbb{R}} \| w \|_{\mathbb{R}}, \]
where \( C_{\mathbb{R}} \) results from the embedding in (2.8). Setting \( L(R) := l(R)C_{\mathbb{R}} \) yields (4.9). \( \square \)

5. Proof of the main results

The proof of theorem 2.1 relies on an application of the contraction mapping principle after rewriting the quasilinear time periodic problem as a linearized problem with nonlinear right-hand side. We then use the notion of maximal periodic \( L^p \)-regularity as explained in section 3 as well as the Lipschitz estimates established in section 4.

**Proof of theorem 2.1.** Let \( R \in (0, R_0) \) for \( R_0 > 0 \) as in lemmas 4.1, 4.2 and 4.4. For \( v \in \mathbb{R}(v_*) \) and \( A_v(v_*) \) as in (3.2), we define the map \( \Phi : \mathbb{R}(v_*) \to \mathbb{R}(v_*) \) by \( \Phi(v) := w \), with \( w \) being the unique solution to
\[ \begin{cases} w'(t) + A_v(v_*)w(t) = F_{\epsilon, p}(t, v(t)) + (A_v(v_*) - A_v(v_*) v(t)), & t \in (0, T), \\ w(0) = w(T). \end{cases} \]

In order to apply the contraction mapping principle, we verify that \( \Phi \) is a selfmap and a contraction. To this end, let \( v, v \in \mathbb{R}(v_*) \). First, we note that \( v_* \) is the unique solution to
\[ \begin{cases} w_\epsilon'(t) + A_v(v_*)w_\epsilon(t) = A_v(v_*)v_*, & t \in (0, T), \\ w_\epsilon(0) = w_\epsilon(T). \end{cases} \]
since \( v_*'(t) + A_c(v_*)v_* = A_c(v_*)v_* \), which follows from \( v_* \) being especially constant in time. By linearity, \( \Phi(v) - v_* \) is the unique solution to

\[
\begin{cases}
\tilde{w}'(t) + A_c(v_*)\tilde{w}(t) = F_{\varepsilon,p}(t, v(t)) + (A_c(v_*) - A_c(v(t))) v(t) - A_c(v_*)v_* , \quad t \in (0, T), \\
\tilde{w}(0) = \tilde{w}(T).
\end{cases}
\]

We deduce from the latter observation, from maximal periodic \( L^r \)-regularity of \( A_c(v_*) \) by proposition 3.2, from lemma 4.1 and from (3.1) in the first step and from lemmas 4.2 and 4.4 as well as the identity \( F_{\varepsilon,p}(t, v_*) - A_c(v(t))v_* = F_{\varepsilon,p}(t, v_*) \) in the second step that

\[
||\Phi(v) - v_*||_E \leq M||F_{\varepsilon,p}(\cdot, v(\cdot)) - F_{\varepsilon,p}(\cdot, v_*)||_F + M||F_{\varepsilon,p}(\cdot, v_*) - A_c(v_*)v_*||_F
+ M||A_c(v_*) - A_c(v(\cdot))(v(\cdot) - v_*)||_F
\leq MC(R + C_k)||v - v_*||_E + M||F_{\varepsilon,p}(\cdot, v_*)||_F + ML(R)||v - v_*||_E
\]

where \( C \) and \( C_k \) are as in (4.7) and (4.8), respectively.

Likewise, and additionally making use of the fact that \( A_c(v(t))v_* = A_c(v(\tilde{t}))v_* = A_c(v_*)v_* \), we infer that

\[
||\Phi(v) - \Phi(\bar{v})||_E \leq M||F_{\varepsilon,p}(\cdot, v(\cdot)) - F_{\varepsilon,p}(\cdot, \bar{v}(\cdot))||_F + M||A_c(v_*) - A_c(\bar{v}(\cdot))(\bar{v}(\cdot) - v_*)||_F
\leq MC(R + C_k)||v - \bar{v}||_E + ML(R)||v - v_*||_E ||v - \bar{v}||_E
\]

where \( \delta = \delta(R) = \frac{R}{4M} \) yields that

\[
||F_{\varepsilon,p}(\cdot, v_*)||_F = ||\begin{pmatrix} -g\nabla H + g_d(\cdot), S_h(\cdot) \end{pmatrix} v_* + \begin{pmatrix} g_h(\cdot), S_0(\cdot) \end{pmatrix} + g_d(\cdot) + S_0(\cdot) + g_d(\cdot) ||_F
\leq ||g\nabla H||_F ||v_*||_F + ||S_h(v_*)||_F + ||S_0(v_*)||_F + ||g_d(\cdot) + S_0(\cdot) + g_d(\cdot) \cdot ||(0, T) ||_F < \delta = \frac{R}{4M}
\]

by the smallness assumption on \( (g_d, g_h, g_d) \) in the statement of the theorem and in view of (P1).

Inserting the smallness of \( C_k \), \( R \) and \( \delta \) in (5.1) and (5.2), we then conclude that

\[
||\Phi(v) - v_*||_E \leq \frac{1}{2}||v - v_*||_E + \frac{1}{4}R + \frac{7}{8}||v - v_*||_E \leq \frac{7}{8}R
\]

and

\[
||\Phi(v) - \Phi(\bar{v})||_E \leq \left( \frac{1}{2} + \frac{1}{4} \right) ||v - \bar{v}||_E \leq \frac{3}{4}||v - \bar{v}||_E.
\]
Therefore, $\Phi: \mathcal{B}_R(v_\ast) \to \mathcal{B}_R(v_\ast)$ is a selfmap and a contraction, so we may exploit the contraction mapping theorem to get a unique solution $v$ on the period $(0, T)$, satisfying $v(0) = v(T)$. We may thus extend $v$ periodically to the whole real line and thereby obtain the $T$-periodic solution to (2.10).

Corollary 2.2 is a direct application of theorem 2.1, so it remains to show corollary 2.3.

**Proof of corollary 2.3.** Let again $R \in (0, R_0)$ for $R_0 > 0$ as in lemmas 4.1, 4.2 and 4.4. Given $v \in \mathcal{B}_R(v_\ast)$, we define the map $\Phi_t: \mathcal{B}_R(v_\ast) \to \mathcal{B}_R(v_\ast)$ by $\Phi_t(v) := w$, where $w$ is the unique solution to

\[
\begin{cases}
  w'(t) + A_\varepsilon(v_\ast)w(t) = F_{\varepsilon,p,t}(t,v(t)) + (A_\varepsilon(v_\ast) - A_\varepsilon(v(t)))v(t), & t \in (0,T), \\
  w(0) = w(T),
\end{cases}
\]

and $A_\varepsilon(v_\ast)$ as in (3.2).

We then proceed as in the proof of theorem 2.1, this time employing the respective second part in lemmas 4.1 and 4.2 and making use of similar identities as in the aforementioned proof. As in the proof of theorem 2.1, for $c_s > 0$ and $c_f > 0$ sufficiently small, we consider $R \leq \min\left(R_0, \frac{1}{4\varepsilon} \cdot \frac{1}{\max(\varepsilon, R)}\right)$ and choose $\delta = \frac{\varepsilon}{32}$. The smallness of $(g_a, g_b, g_c)$ as well as the assumptions (PT1), (PT2) and (P3) then yield the estimates

$$
\|\Phi_t(v) - v_\ast\|_\varepsilon \leq \frac{7}{8}R \quad \text{and} \quad \|\Phi_t(v) - \Phi_t(\bar{v})\|_\varepsilon \leq \frac{3}{4}\|v - \bar{v}\|_\varepsilon.
$$

Applying the contraction mapping principle to $\Phi_t$, we obtain a unique solution $v$ on the period $(0, T)$, which fulfills $v(0) = v(T)$. The $T$-periodic solution to the original Cauchy problem then is created by extending the previous $v$ to the whole real line.

The structure of the thermodynamic terms $S_h$ and $S_b$ in the concrete case exhibits that they are $T$-periodic if the time-dependent ice growth rate function $f$ is $T$-periodic, which is valid by assumption, and if the variables $h$ and $a$ are $T$-periodic. This is ensured by the fact that the solution $v$ discussed above is $T$-periodic by construction.
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