THE LAPLACE OPERATOR ON THE SIERPINSKI GASKET WITH ROBIN BOUNDARY CONDITIONS

BRIGITTE E. BRECKNER AND RALPH CHILL

Abstract. We study the Laplace operator on the Sierpinski gasket with nonlinear Robin boundary conditions. We show that for certain Robin boundary conditions the Laplace operator generates a positive, order preserving, $L^\infty$-contractive semigroup which is sandwiched (in the sense of domination) between the semigroups generated by the Dirichlet-Laplace operator and the Neumann-Laplace operator. We also characterise all local semigroups which are sandwiched between these two extremal semigroups by showing that their generators are Robin-Laplace operators.

1. Introduction

Laplace type operators on fractals and Dirichlet forms on fractals have been studied during the last about 20 years. For the Sierpinski gasket Kigami [13, 14] has given a definition of a Laplace operator which, on the one hand, is a natural extension of the Laplace operator on the unit interval (the Sierpinski gasket in dimension 1) and, on the other hand, appears to be the limit of the Laplace operators on the subgraphs which come up in the construction of the Sierpinski gasket. We refer the reader to the monograph by Strichartz [20] for an exposition of the theory and to the articles [10, 11, 12, 15, 16, 17, 18, 21] for further results. In particular, the Laplace operator on the Sierpinski gasket admits a variational definition in the sense that the Laplace operator is the operator associated with an appropriate Dirichlet form or a quadratic energy. For the Laplace operator associated with the free energy, which is the limit of a sequence of energies of appropriate graph Laplace operators, there exists even a Gauss-Green formula, an interpretation of the normal derivative on the intrinsic boundary and consequently an interpretation of associated Neumann boundary conditions. The purpose of this article is to study Laplace type operators on the Sierpinski gasket with Robin type boundary conditions, and in particular to study the influence of boundary conditions on the evolution generated by these operators. We define the Laplace operators as the subgradients of energies which need not to be quadratic, so that our study includes nonlinear Robin type boundary conditions. We show that for certain Robin type boundary conditions these subgradients generate positive, order preserving and $L^\infty$-contractive semigroups on $L^2_\mu(V)$, where $V$ is the Sierpinski gasket and $\mu$ is an appropriate Borel measure on $V$ which need not be the selfsimilar measure, that is, a multiple of the $d$-dimensional Hausdorff measure, $d$ being the Hausdorff.
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The energies we consider are thus nonlinear Dirichlet forms in the sense introduced by Bénilan & Picard [4] and later by Cipriano & Grillo [9]. We show in addition that the generated semigroups are sandwiched between the semigroup generated by the Laplace operator with Dirichlet boundary conditions and the semigroup generated by the free Laplace operator with Neumann boundary conditions. Finally, we characterise all local semigroups which are sandwiched between the latter two semigroups by showing that these are exactly the semigroups generated by the Laplace operator with Robin boundary conditions. This result is an analogue of corresponding result from Arendt & Warma [1] and Chill & Warma [8] respectively for the Laplace operator and the $p$-Laplace operator on domains in $\mathbb{R}^N$.

Notations. We denote by $\mathbb{N}$ the set of natural numbers $\{0, 1, 2, \ldots\}$, by $\mathbb{N}^* := \mathbb{N} \setminus \{0\}$ the set of positive naturals, and by $| \cdot |$ the Euclidean norm on the spaces $\mathbb{R}^N$, $N \in \mathbb{N}^*$. The spaces $\mathbb{R}^N$ are endowed with the topology induced by $| \cdot |$.

2. Preliminaries

Throughout the paper, we denote by $V$ the Sierpinski gasket in $\mathbb{R}^{N-1}$, where $N \geq 2$ is a fixed natural number. There are two different approaches that lead to $V$, starting from given points $p_1, \ldots, p_N \in \mathbb{R}^{N-1}$ with $|p_i - p_j| = 1$ for $i \neq j$, and from the similarities $F_i : \mathbb{R}^{N-1} \to \mathbb{R}^{N-1}$, defined by

$$F_i(x) = \frac{1}{2} x + \frac{1}{2} p_i,$$

for $i \in \{1, \ldots, N\}$. While in the first approach the set $V$ appears as the unique nonempty compact subset of $\mathbb{R}^{N-1}$ satisfying the equality

$$V = \bigcup_{i=1}^N F_i(V),$$

in the second one $V$ is obtained as the closure of the set $V_* := \bigcup_{m \in \mathbb{N}} V_m$, where

$$V_0 := \{p_1, \ldots, p_N\} \text{ and } V_m := \bigcup_{i=1}^N F_i(V_{m-1}), \text{ for } m \in \mathbb{N}^*.$$

In what follows $V$ is considered to be endowed with the relative topology induced from the Euclidean topology on $\mathbb{R}^{N-1}$. The set $V_0$ is called the intrinsic boundary of the Sierpinski gasket.

For every $m \in \mathbb{N}^*$ denote by $\mathcal{W}_m := \{1, \ldots, N\}^m$. For $w = (w_1, \ldots, w_m) \in \mathcal{W}_m$ put $F_w := F_{w_1} \circ \cdots \circ F_{w_m}$. The equality (1) clearly yields

$$V = \bigcup_{w \in \mathcal{W}_m} F_w(V).$$

This equation is the level $m$ decomposition of $V$, and each $F_w(V)$, $w \in \mathcal{W}_m$, is called a cell of level $m$, or, for short, an $m$-cell. We refer to $V_0$ as the 0-cell.

The Sobolev type spaces $H^1(V)$ and $H^1_0(V)$ on the Sierpinski gasket are obtained as subsets of the spaces $C(V)$ and $C_0(V)$, respectively, where $C(V)$ is the space of real-valued continuous functions on $V$, and

$$C_0(V) := \{u \in C(V) \mid u|_{V_0} = 0\}$$

is the space of continuous functions on $V$ which vanish on the intrinsic boundary. Both spaces $C(V)$ and $C_0(V)$ are endowed with the usual supremum norm $\| \cdot \|_{\text{sup}}$. 
The basic ingredient for defining the Sobolev type spaces on the Sierpinski gasket is a certain energy form which involves difference quotients and presents some analogy to the Dirichlet energy associated with the Laplace operator on domains in \( \mathbb{R}^N \). In order to define this energy form, we follow both \cite{20} Section 1.3, where these aspects are presented for \( N \in \{2, 3\} \), and \cite{5}, where they are treated for arbitrary values \( N \geq 2 \). For this, consider first the sets \( V_m, m \in \mathbb{N} \), defined in \cite{2}. Let \( m \in \mathbb{N} \). For \( x, y \in V_m \) set \( x \sim y \) if there is a cell of level \( m \) containing both \( x \) and \( y \). Now, for functions \( u, v: V_m \to \mathbb{R} \) we define the \( m \)-energy \( W_m(u) \) by

\[
W_m(u) := \frac{1}{2} \left( \frac{N + 2}{N} \right)^m \sum_{x \sim y \in V_m} (u(x) - u(y))^2,
\]

and the semi-inner product \( \langle u, v \rangle_m \) by

\[
\langle u, v \rangle_m := \left( \frac{N + 2}{N} \right)^m \sum_{x \sim y \in V_m} (u(x) - u(y))(v(x) - v(y)).
\]

Note that \( W_m(u) = \frac{1}{2} \langle u, u \rangle_m \). Recall that \( V_s \) is the union of the sets \( V_m, m \in \mathbb{N} \). For functions \( u, v: V_s \to \mathbb{R} \) or \( u, v: V \to \mathbb{R} \) we denote simply by \( W_m(u) \) the corresponding energy of the restrictions of \( u \) to \( V_m \), and we do similarly for \( \langle u, v \rangle_m \). According to \cite{5} Corollary 3.3 (see also \cite{20} pp. 14, 15), for a function \( u: V_s \to \mathbb{R} \), the sequence \( \langle W_m(u) \rangle_{m \in \mathbb{N}} \) is increasing. Thus it makes sense to define its energy \( W(u) \) by

\[
W(u) := \lim_{m \to \infty} W_m(u) \in [0, \infty].
\]

It can be shown (see the explanations on \cite{20} p. 19) in the case \( N \in \{2, 3\} \), respectively \cite{5} Theorem 4.4 for arbitrary \( N \) that functions of finite energy are Hölder continuous, hence uniformly continuous. In particular, functions of finite energy admit a unique continuous extension to \( V \), and by identifying uniformly continuous functions on \( V_s \) with their continuous extensions on \( V \), it thus makes sense to say that \( W \) is defined on the space \( C(V) \). Define now

\[
H^1(V) := \{ u \in C(V) \mid W(u) < \infty \} \quad \text{and} \quad H^1_0(V) := H^1(V) \cap C_0(V).
\]

Using the polarization identity, it can be proved that for every \( u, v \in H^1(V) \) the sequence \( \langle (u, v) \rangle_{m \in \mathbb{N}} \) is convergent, and that the function \( \langle \cdot, \cdot \rangle: H^1(V) \times H^1(V) \to \mathbb{R} \) given by

\[
\langle u, v \rangle = \lim_{m \to \infty} \langle u, v \rangle_m \quad \text{for all } u, v \in H^1(V),
\]

is a semi-inner product satisfying \( W(u) = \frac{1}{2} \langle u, u \rangle (u \in H^1(V)) \).

We summarise the main results of \cite{20} Section 1.4 (see also \cite{5}) concerning the basic properties of \( H^1(V) \) and \( H^1_0(V) \) in the following theorem.

**Theorem 2.1.** The following assertions hold:

1° The spaces \( H^1(V) \) and \( H^1_0(V) \) are linear, dense subspaces of \( (C(V), \| \cdot \|_{\sup}) \) and \( (C_0(V), \| \cdot \|_{\sup}) \), respectively.

2° For \( \alpha := \frac{\ln \frac{N+2}{2}}{2 \ln 2} \), there exists a constant \( c > 0 \) such that for every \( u \in H^1(V) \) and every \( x, y \in V \)

\[
|u(x) - u(y)| \leq c|x - y|^\alpha \sqrt{W(u)}.
\]
3° For any fixed \( y \in V \)
\[
\langle u, v \rangle_{H^1} := u(y)v(y) + \langle u, v \rangle \quad (u, v \in H^1(V))
\]
defines an inner product on \( H^1(V) \).

4° The spaces \((H^1(V), \langle \cdot, \cdot \rangle_{H^1})\) and \((H^2_0(V), \langle \cdot, \cdot \rangle)\) are real Hilbert spaces.

5° The embedding of \((H^1(V), \| \cdot \|_{H^1})\) into \((C(V), \| \cdot \|_{sup})\) is compact.

Proof. Assertion 1° follows by using a pointwise approximation on the sets \( V_m \) and the concept of harmonic extension (see for example [20, Theorem 1.4.2] in the case \( N \in \{2, 3\} \), and [3] Theorem 4.6] for arbitrary \( N \)). For the Hölder continuity (assertion 2°) we refer to 3° Theorem 4.4. Assertion 3° follows from 1° and 2°. By [20 Theorem 1.4.2], the quotient of \( H^1(V) \) by the constant functions, equipped with the inner product \( \langle \cdot, \cdot \rangle \), is a Hilbert space. From here and from the fact that functions in \( H^1(V) \) are Hölder continuous (assertion 2°), one easily obtains assertion 4°. Assertion 5° is an immediate consequence of assertion 2° and the Arzelà-Ascoli theorem.

The next result follows immediately from the definition of the energy form \( W \).

**Lemma 2.2.** If \( h : \mathbb{R} \to \mathbb{R} \) is a Lipschitz map with Lipschitz constant \( L \geq 0 \), and if \( u \in H^1(V) \), then \( h \circ u \in H^1(V) \) and \( W(h \circ u) \leq L^2 W(u) \).

**Corollary 2.3.** The following assertions hold:

1° If \( u \in H^1(V) \), then \( u^+, u^- \in H^1(V) \).

2° If \( u, v \in H^1(V) \), then \( u \lor v, u \land v \in H^1(V) \).

3° If \( A \) and \( B \) are nonempty, disjoint, closed subsets of \( V \), then there exists \( u \in H^1(V) \), \( u : V \to [0, 1] \), such that \( u(A) = \{0\} \) and \( u(B) = \{1\} \).

Proof. 1° Pick \( u \in H^1(V) \). The map \( h : \mathbb{R} \to \mathbb{R} \), defined by \( h(t) = \max\{t, 0\} \), is clearly Lipschitz continuous. Thus, by Lemma 2.2, we get that \( u^+ = h \circ u \in H^1(V) \).

Since \( u^- = (-u)^+ \), it follows that \( u^- \in H^1(V) \), too.

2° The statement follows from 1°, since
\[
u \lor v = u + (v - u)^+ \quad \text{and} \quad u \land v = v - (v - u)^+ \] 3° Let \( A \) and \( B \) be nonempty, disjoint, closed subsets of \( V \). By Urysohn’s Lemma there exists a continuous function \( v : V \to [0, 1] \) such that \( v(A) = \{0\} \) and \( v(B) = \{1\} \). In view of assertion 1° of Theorem 2.1 there exists an element \( w \in H^1(V) \) such that \( \|v - w\|_{sup} \leq \frac{1}{4} \). Then \( w \leq \frac{1}{4} \) on \( A \) and \( w \geq \frac{3}{4} \) on \( B \). Define the cut-off function \( h : \mathbb{R} \to \mathbb{R} \) by
\[
h(s) = \begin{cases} 0 & \text{if } s \leq 0, \\ \frac{s}{s} & \text{if } s \in (0, 1), \\ 1 & \text{if } s \geq 1, \end{cases}
\]
so that \( h \) is Lipschitz continuous. Setting
\[
u := h \circ \left(2w - \frac{1}{2}\right),
\]
which belongs to \( H^1(V) \) by Lemma 2.2, gives the desired element.

**Lemma 2.4.** Fix \( y \in V \). Let \( (u_n) \) be a sequence in \( H^1(V) \) that converges in the \( \| \cdot \|_{sup} \) norm to \( u \in H^1(V) \). If \( W(u_n) \leq W(u) \) for every \( n \), then \( (u_n) \) converges also in the \( \| \cdot \|_{H^1} \) norm to \( u \).
Proof. By assumption, the sequence \((u_n)\) is bounded in the \(\| \cdot \|_{H^1}\) norm. Hence, by the reflexivity of the space \((H^1(V), \langle \cdot, \cdot \rangle_{H^1})\), this sequence has a subsequence \((u_{n_k})\) that converges in the weak topology to an element \(\tilde{u} \in H^1(V)\). Assertion 5° of Theorem 2.1 implies that \((u_{n_k})\) converges in the \(\| \cdot \|_{\sup}\) norm to \(\tilde{u}\), thus \(\tilde{u} = u\).

On the other hand, since \(W\) is convex and continuous in the \(\| \cdot \|_{H^1}\) norm, it is weakly lower semicontinuous. So, the inequalities \(W(u_{n_k}) \leq W(u)\), for all \(k\), yield that \(\lim_{k \to \infty} W(u_{n_k}) = W(u)\). It follows that \(\lim_{k \to \infty} \|u_{n_k}\|_{H^1} = \|u\|_{H^1}\). Since \((H^1(V), \langle \cdot, \cdot \rangle_{H^1})\) is uniformly convex, the weak convergence of \((u_{n_k})\) to \(u\) implies now the convergence in the \(\| \cdot \|_{H^1}\) norm of this subsequence to \(u\).

The above argument shows in fact that every subsequence of \((u_n)\) has a subsequence that converges in the \(\| \cdot \|_{H^1}\) norm to \(u\). This yields finally the convergence of \((u_n)\) in the \(\| \cdot \|_{H^1}\) norm to \(u\).

\[\square\]

Corollary 2.5. Fix \(y \in V\) and let \(u \in H^1(V)\). For every \(n \in \mathbb{N}^*\) define the map \(h_n: \mathbb{R} \to \mathbb{R}\) by

\[h_n(t) = \begin{cases} 
  t + \frac{1}{n} & \text{if } t < -\frac{1}{n}, \\
  0 & \text{if } -\frac{1}{n} \leq t \leq \frac{1}{n}, \\
  t - \frac{1}{n} & \text{if } t > \frac{1}{n}.
\end{cases}\]

Then \(h_n \circ u \in H^1(V)\), for every \(n \in \mathbb{N}^*\), and the sequence \((h_n \circ u)\) converges in the \(\| \cdot \|_{H^1}\) norm to \(u\).

Proof. Note that every \(h_n, n \in \mathbb{N}^*\), is a Lipschitz map with Lipschitz constant 1. Thus, Lemma 2.2 yields that \(h_n \circ u \in H^1(V)\) and \(W(h_n \circ u) \leq W(u)\), for every \(n \in \mathbb{N}^*\). Furthermore, by definition of \(h_n\), we get that \(\|h_n \circ u - u\|_{\sup} \leq \frac{1}{n}\), for every \(n \in \mathbb{N}^*\). Thus \((h_n \circ u)\) converges in the \(\| \cdot \|_{\sup}\) norm to \(u\). Lemma 2.3 yields the claim.

\[\square\]

Proposition 2.6. The following assertions hold:

1° For every \(u, v \in H^1(V)\) satisfying \(|u| \wedge |v| = 0\) one has that

\[\langle u, v \rangle = 0\quad \text{and}\quad W(u + v) = W(u) + W(v)\]

2° If \(u \in H^1(V)\), then \(|u| \in H^1(V)\) and \(W(u) = W(|u|)\).

3° For every \(u, v \in H^1(V)\)

\[W(u \vee v) + W(u \wedge v) = W(u) + W(v)\]

Proof. 1° We assume first that \(\text{supp } u \cap \text{supp } v = \emptyset\). Set \(\delta := \text{dist}(\text{supp } u, \text{supp } v)\). Then \(\delta > 0\). For every \(m \in \mathbb{N}\) such that \(\frac{1}{2m} < \delta\), and every \(x, y \in V_m\) with \(x \sim y\) we then have \(|x - y| = \frac{1}{2m} < \delta\), thus \(u(x) \cdot v(y) = 0\). It follows that \(\langle u, v \rangle_m = 0\), hence \(\langle u, v \rangle = \lim_{m \to \infty} \langle u, v \rangle_m = 0\).

In the general case, consider the maps \(h_n, n \in \mathbb{N}^*\), defined in Corollary 2.2, and put \(u_n := h_n \circ u\) and \(v_n := h_n \circ v\). By Corollary 2.5 \((u_n)\) and \((v_n)\) converge in the \(\| \cdot \|_{H^1}\) norm to \(u\) and \(v\), respectively. On the other hand, the definition of \(h_n\) implies that

\[\text{supp } u_n \cap \text{supp } v_n = \emptyset, \quad \forall \ n \in \mathbb{N}^*\]

So, from what we have proved at the beginning, it follows that \(\langle u_n, v_n \rangle = 0\), for every \(n \in \mathbb{N}^*\). The continuity of the map \(\langle \cdot, \cdot \rangle\) in the \(\| \cdot \|_{H^1}\) norm then implies that
\[ \langle u, v \rangle = 0. \] From here we conclude that
\[ W(u + v) = W(u) + \langle u, v \rangle + W(v) = W(u) + W(v). \]

2° Assertion 1° of Corollary 2.3 yields that \(|u| = u^+ + u^- \in H^1(V)\). Since \(u^+ \cdot u^- = 0\), we get, by assertion 1°, that
\[ W(u) = W(u^+ - u^-) = W(u^+) + W(u^-) = W(u^+ + u^-) = W(|u|). \]

3° For every \(u, v \in H^1(V)\) we have, by assertion 1°,
\[ W(u \lor v) + W(u \land v) = W(u + (v - u)^+) + W(v - (v - u)^+) \]
\[ = W(u) + W(v) - \langle v - u, (v - u)^+ \rangle + \langle (v - u)^+, (v - u)^+ \rangle \]
\[ = W(u) + W(v) + \langle (v - u)^-, (v - u)^+ \rangle \]
\[ = W(u) + W(v). \]

This finishes the proof. \(\square\)

We state now further properties of the energy \(W\) that will be used in the sequel. These properties are in fact consequences of some basic inequalities concerning real numbers mentioned in the following lemma (whose straightforward proof is omitted).

**Lemma 2.7.** Let \(a_1, a_2, b_1, b_2, \alpha \in \mathbb{R}\) with \(\alpha > 0\). For \(i \in \{1, 2\}\) denote by
\[ A_i := \min \left\{ \max \left\{ a_i, \frac{a_i + b_i - \alpha}{2} \right\}, \frac{a_i + b_i + \alpha}{2} \right\}, \]
\[ B_i := \max \left\{ \min \left\{ b_i, \frac{a_i + b_i + \alpha}{2} \right\}, \frac{a_i + b_i - \alpha}{2} \right\}, \]
\[ C_i := \min \{|a_i|, b_i\} \cdot \text{sgn}(a_i), \]
\[ D_i := \max \{|a_i|, b_i\}. \]

Then
\[ (A_1 - A_2)^2 + (B_1 - B_2)^2 \leq (a_1 - a_2)^2 + (b_1 - b_2)^2, \] (8)
and, if \(b_1 \geq 0\) and \(b_2 \geq 0\),
\[ (C_1 - C_2)^2 + (D_1 - D_2)^2 \leq (a_1 - a_2)^2 + (b_1 - b_2)^2. \] (9)

**Proposition 2.8.** Let \(u, v \in H^1(V)\) and let \(\alpha\) be a positive real. Denote by
\[ f := \frac{u + v - \alpha}{2}, \quad g := \frac{u + v + \alpha}{2}. \] (10)

Then
\[ W((u \lor f) \land g) + W((v \land g) \lor f) \leq W(u) + W(v), \] (11)
and, if \(v \geq 0\),
\[ W((|u| \lor v) \text{ sgn}(u)) + W(|u| \lor v) \leq W(u) + W(v). \] (12)

**Proof.** Let \(m \in \mathbb{N}\) be arbitrary. According to (8), we then have for every \(x, y \in V_m\) with \(x \sim y\)
\[ ((u(x) \lor f(x)) \land g(x) - (u(y) \lor f(y)) \land g(y))^2 + \]
\[ + ((v(x) \land g(x)) \lor f(x) - (v(y) \land g(y)) \lor f(y))^2 \]
\[ \leq (u(x) - u(y))^2 + (v(x) - v(y))^2. \]
Thus
\[ W_m((u \lor f) \land g) + W_m((v \land g) \lor f) \leq W_m(u) + W_m(v), \quad \forall \, m \in \mathbb{N}. \]
Taking the limit \( m \to \infty \), we obtain (11).

One can prove in a similar way that inequality (12) follows from (9). \( \square \)

3. Laplace Operators with Boundary Conditions

We retain the notations from the previous section, and consider a nonzero, finite Borel measure \( \mu \) on \( V \) with the property that every nonempty, relatively open subset of \( V \) has strictly positive \( \mu \)-measure, and that the intrinsic boundary \( V_0 \) is a \( \mu \)-null set. Then, by [3, Lemma 26.2 and Theorem 29.14], \( C_0(V) \) and \( C(V) \) are densely and continuously embedded into \( L^2_\mu(V) \). By Theorem 2.1, \( H^1_\mu(V) \) and \( H^1(V) \) are then densely and continuously embedded in \( (L^2_\mu(V), \| \cdot \|_{L^2_\mu}) \), too. Note, by a direct calculation, that
\[ (u, v)_{H^1_\mu} = (u, v)_{L^2_\mu} + (u, v) \quad (u, v \in H^1(V)) \]
defines an inner product on \( H^1(V) \) which is equivalent to the inner product \( \langle \cdot, \cdot \rangle_{H^1} \)
from assertion 3° of Theorem 2.1.

Given nonnegative functions \( B_1, \ldots, B_N : \mathbb{R} \rightarrow [0, \infty] \) and setting \( B = (B_1, \ldots, B_N) \),
we define the perturbed energy \( W_B : L^2_\mu(V) \rightarrow [0, \infty] \) by
\[ W_B(u) := \begin{cases} W(u) + \sum_{i=1}^N B_i(u(p_i)) & \text{if } u \in H^1(V), \\ \infty & \text{else.} \end{cases} \quad (13) \]

**Proposition 3.1.** Let \( B_1, \ldots, B_N : \mathbb{R} \rightarrow [0, \infty] \) be lower semicontinuous, and
set \( B = (B_1, \ldots, B_N) \). Then the perturbed energy \( W_B \) is lower semicontinuous on \( L^2_\mu(V) \).

**Proof.** Let \( (u_n) \) be a sequence in \( L^2_\mu(V) \) which converges (in \( L^2_\mu \)) to some element \( u \in L^2_\mu(V) \). We have to show that
\[ W_B(u) \leq \liminf_{n \to \infty} W_B(u_n). \quad (14) \]
This inequality is trivially satisfied if the right-hand side equals \( \infty \). So, after passing to a subsequence (denoted again by \( (u_n) \)), we may assume that \( (W_B(u_n))_n \)
is bounded. Since the functions \( B_i \) are nonnegative, the sequence \( (W(u_n))_n \) is thus bounded, too. Since \( (u_n) \) is, as a convergent sequence, necessarily bounded in \( L^2_\mu(V) \), we find that \( (u_n) \) is bounded in \( (H^1(V), \| \cdot \|_{H^1_\mu}) \). This space being reflexive
and continuously embedded into \( L^2_\mu(V) \), so that we can use a uniqueness of limit argument, we deduce that \( (u_n) \) converges weakly in \( H^1(V) \) to \( u \). Since \( W \) is continuous on \( H^1(V) \) and convex, it is lower semicontinuous with respect to the weak topology on \( H^1(V) \). Hence,
\[ W(u) \leq \liminf_{n \to \infty} W(u_n). \]
Now, using the compactness of the embedding of \( (H^1(V), \| \cdot \|_{H^1_\mu}) \) into \( (C(V), \| \cdot \|_{\sup}) \)
(assertion 5° of Theorem 2.1), we see that \( (u_n) \) converges uniformly to \( u \). In
particular, \((u_n)\) converges pointwise everywhere. Moreover, since the functions \(B_i\) are lower semicontinuous by assumption, we obtain
\[
\sum_{i=1}^{N} B_i(u(p_i)) \leq \liminf_{n \to \infty} \sum_{i=1}^{N} B_i(u_n(p_i)).
\]
Taking the preceding two estimates together, we obtain \((14)\), and thus \(W_B\) is lower semicontinuous on \(L^2(V)\). \(\square\)

Recall from [6] Théorème 3.2] that every proper, convex, lower semicontinuous energy \(\tilde{W} : H \to [0, \infty]\) on a real Hilbert space \(H\) generates a strongly continuous semigroup of (possibly nonlinear) contractions on the closure of the effective domain \(\text{dom} \tilde{W} := \{W < \infty\}\). More precisely, if we define the \textit{subgradient} of \(\tilde{W}\) at a point \(u \in \text{dom} \tilde{W}\) by
\[
\partial \tilde{W}(u) := \{f \in H \mid \tilde{W}(u + v) - \tilde{W}(u) \geq (f, v), \ \forall v \in H\},
\]
then for every initial value \(u_0\) in the closure of the effective domain \(\text{dom} \tilde{W}\), there exists a unique function \(u \in C(\mathbb{R}_+: H) \cap H^1_{\text{loc}}((0, \infty); H)\) such that
\[
\begin{cases}
\dot{u} + \partial \tilde{W}(u) \geq 0 & \text{almost everywhere on } (0, \infty), \\
u(0) = u_0.
\end{cases}
\] (15)

Defining \(S(t)u_0 := u(t)\), we obtain the strongly continuous semigroup of contractions mentioned above. We say that a strongly continuous semigroup \(S\) on an \(L^2\) space is

(i) \textit{positive} if \(S(t)u \geq 0\) for every \(t \geq 0\) and every \(u \geq 0\),

(ii) \textit{order preserving} if \(S(t)u \leq S(t)v\) for every \(t \geq 0\) and every \(u, v \in L^2\) with \(u \leq v\),

(iii) \textit{\(L^\infty\)-contractive} if \(\|S(t)u - S(t)v\|_{\text{sup}} \leq \|u - v\|_{\text{sup}}\) for every \(t \geq 0\) and every \(u, v \in L^2\).

Given two strongly continuous semigroups \(S_1, S_2\) on \(L^2\), we say that

(iv) \(S_1\) is \textit{dominated by} \(S_2\) (and we write \(S_1 \preceq S_2\)) if \(S_2\) is order preserving and \(|S_1(t)u| \leq S_2(t)v\) for all \(t \geq 0\) and all \(u, v \in L^2\) such that \(|u| \leq v\), and

(v) \(S_1\) is \textit{totally dominated by} \(S_2\) (and we write \(S_1 \tilde{\preceq} S_2\)) if \(S_1 \preceq S_2\) and \(S_1 \preceq -S_2(-\cdot)\).

Note that \(S_1\) is totally dominated by \(S_2\) if and only if \(S_2\) is order preserving and for all \(t \geq 0\) and all \(u, v \in L^2\)
\[
|S_1(t)u| \leq \begin{cases} S_2(t)v & \text{if } |u| \leq v, \\
-S_2(t)(v) & \text{if } v \leq -|u|. \end{cases}
\]

Total domination of \(S_1\) by \(S_2\) corresponds to a domination of \(S_1\) by \(S_2\) from above, that is, in the sense of definition (iv), and to a domination of \(S_1\) by \(S_2\) from below. Note that if the semigroup \(S_2\) is antisymmetric with respect to the origin in the sense that \(S_2(-\cdot) = -S_2(\cdot)\), then the domination \(S_1 \preceq S_2\) is equivalent to total domination \(S_1 \tilde{\preceq} S_2\). Note also that linear semigroups are antisymmetric.

If the semigroup \(S\) (or, the semigroups \(S_1\) and \(S_2\)) are generated by convex, lower semicontinuous energies on \(L^2\), then the above properties can be fully characterised via the generating energies; see [2, 6, 11, 9], but also [19] in the case of \textit{quadratic}
energies and linear semigroups. In particular, one obtains Theorem 3.2 below for which we introduce the following notions. A function \( B : \mathbb{R} \to [0, \infty] \) is called bi-monotone if it is decreasing on \( \mathbb{R}_- \) and increasing on \( \mathbb{R}_+ \), and it is called normalised if \( B(0) = 0 \). Note that a bi-monotone function attains its minimum at 0, and that normalised functions are proper.

**Theorem 3.2.** Let \( B_1, \ldots, B_N : \mathbb{R} \to [0, \infty] \) be normalised functions, and set \( B = (B_1, \ldots, B_N) \). Assume that the energy \( W_B \) is lower semicontinuous and convex, and let \( S_B = (S_B(t))_{t \geq 0} \) be the semigroup generated by \( W_B \). Then:

1° The semigroup \( S_B \) is positive and order preserving.

2° If \( B \) is convex, then the semigroup \( S_B \) is \( L^\infty \)-contractive.

Moreover, let \( \hat{B}_1, \ldots, \hat{B}_N : \mathbb{R} \to [0, \infty] \) be a second set of normalised functions, \( \hat{B} = (\hat{B}_1, \ldots, \hat{B}_N) \). Assume also that \( W_{\hat{B}} \) is lower semicontinuous and convex, and let \( \hat{S}_B = (\hat{S}_B(t))_{t \geq 0} \) be the semigroup generated by \( W_{\hat{B}} \). Then:

3° If \( s \mapsto \hat{B}(s) - B(|s|) \) is bi-monotone (with the interpretation \( -\infty - \infty = \infty \)),
then \( \hat{S}_B \leq S_B \).

4° If \( s \mapsto \hat{B}(s) - B(|s|) \) and \( s \mapsto \hat{B}(s) - B(-|s|) \) are bi-monotone (with the same interpretation as above), then \( \hat{S}_B \leq S_B \).

**Proof.** By the assumptions on \( W_B \), this energy really generates a strongly continuous semigroup of contractions on the closure of its effective domain. However, note that \( H_0^1(V) \subseteq \text{dom} W_B \), and recall that \( H_0^1(V) \) is dense in \( L^2_\mu(V) \). Hence, the semigroup \( S_B \) is defined on the entire space \( L^2_\mu(V) \). Let us turn to prove the required qualitative properties.

**Order preservingness.** By [2] Corollaire 2.2, the semigroup \( S_B \) is order preserving if and only if, for all \( u, v \in L^2_\mu(V) \),

\[
W_B(u \wedge v) + W_B(u \vee v) \leq W_B(u) + W_B(v).
\]

The above inequality clearly holds if \( u \) or \( v \) do not belong to the effective domain \( \text{dom} W_B \). Thus we may assume that \( u \) and \( v \) both lie in \( \text{dom} W_B \). In particular, \( u \) and \( v \) are in \( H^1(V) \). For every \( i \in \{1, \ldots, N\} \) we clearly have

\[
B_i((u \wedge v)(p_i)) + B_i((u \vee v)(p_i)) = B_i(u(p_i)) + B_i(v(p_i)).
\]

Combining this with assertion 3° of Proposition 2.6 we obtain (16), even with equality.

**Positivity.** By [2] Théorème 1.9 applied to the convex set \( L^2_\mu(V)^+ \), the semigroup \( S_B \) is positive if and only if, for every \( u \in L^2_\mu(V) \),

\[
W_B(u^+) \leq W_B(u).
\]

This inequality, however, follows directly from (16) by putting \( v = 0 \) and noting that \( W_B(u^+) = W_B(u \circ 0) \), \( W_B(u \wedge 0) \geq 0 \) and \( W_B(0) = 0 \).

Alternatively, one may argue that the origin is a global minimum of \( W_B \) and thus an equilibrium point in the sense that \( S(t)0 = 0 \) for every \( t \geq 0 \). Now the positivity follows from the first part, namely that \( S_B \) is order preserving.

**\( L^\infty \)-contractivity.** We assume now that \( B \) is convex and prove that \( S_B \) is \( L^\infty \)-contractive. For this we use [9] Lemma 3.3 and Theorem 3.6, that is, we have to show that for every \( u, v \in L^2_\mu(V) \) and for every \( \alpha > 0 \) one has that

\[
W_B((u \wedge f) \wedge g) + W_B((v \wedge g) \vee f) \leq W_B(u) + W_B(v),
\]

(18)
As above, we may assume that \( u \) and \( v \) lie in \( \text{dom} \, W_B \subseteq H^1(V) \). It can be easily seen, using the convexity of the functions \( B_i \), that for every \( i \in \{1, \ldots, N\} \),

\[
B_i \left( \min \{ \max \{ u(p_i), f(p_i) \}, g(p_i) \} \right) + B_i \left( \max \{ \min \{ v(p_i), g(p_i) \}, f(p_i) \} \right) \\
\leq B_i(u(p_i)) + B_i(v(p_i)).
\]

Hence, using (11), we get (18).

**Domination.** Assume that \( s \mapsto \hat{B}(s) - B(|s|) \) is bi-monotone. In order to show that \( S_B \preceq S_B \), we have to check, according to [2, Théorème 3.3], that for all \( u, v \in L^2_B(V) \) with \( v \geq 0 \)

\[
W_B ((|u| \vee v) \text{sgn}(u)) + W_B ((|u| \wedge v) \leq W_B(u) + W_B(v).
\]

(19)

As above, we may assume that \( u \in \text{dom} \, W_B \) and \( v \in \text{dom} \, W_B \); in particular, \( u, v \in H^1(V) \). Since \( \hat{B}_i - B_i \) is bi-monotone, it can be easily seen that, for every \( i \in \{1, \ldots, N\} \),

\[
\hat{B}_i ((|u| \wedge v) \text{sgn}(u))(p_i)) + B_i ((|u| \vee v)(p_i)) \leq \hat{B}_i(u(p_i)) + B_i(v(p_i)).
\]

So, using (12), we obtain (19).

**Total domination.** This point follows from the preceding point and the observation that the semigroup \(-S_B(-\cdot)\) is generated by the convex, lower semicontinuous energy \( W_B(-\cdot)\). \(\square\)

At the end of this section we discuss the type of operators which we obtain as subgradients of energies of the form \( W_B \). First, we introduce the Laplace operator \( \Delta_\mu \) on \( L^2_\mu(V) \) by

\[
\text{dom} \, \Delta_\mu := \{ u \in H^1(V) | \exists f \in L^2_\mu(V) \forall v \in H^1_0(V) \langle u, v \rangle = \langle f, v \rangle_{L^2_\mu} \},
\]

\[-\Delta_\mu u := f.
\]

Note that this operator as well as the space on which it acts both depend on the Borel measure \( \mu \). In the special case when \( \mu = \mathcal{H}^d/\mathcal{H}^d(V) \) is the normalised \( d \)-dimensional Hausdorff measure, where \( d = \log N/\log 2 \) is the Hausdorff dimension of the Sierpinski gasket, the operator \( \Delta_\mu \) is the Laplace operator introduced by Kigami [13, 14]; we denote it simply by \( \Delta \). Kigami also defined the normal derivative \( \frac{\partial u}{\partial \nu} \) of a function \( u \in \text{dom} \, \Delta \) on the intrinsic boundary; see [13]. In each point of the intrinsic boundary it can be defined as a limit of a sort of difference quotients of the function \( u \) on the subgraphs \( V_m \). It turns out that \( u \in \text{dom} \, \Delta \) is a solution of the boundary value problem

\[
-\Delta u = f \text{ on } V,
\]

\[
\frac{\partial u}{\partial \nu} = g \text{ on } V_0,
\]

if and only if

\[
\langle u, v \rangle = \langle f, v \rangle_{L^2} + \sum_{i=1}^N g(p_i)v(p_i) \text{ for every } v \in H^1(V);
\]

observe that the test functions \( v \) now run through \( H^1(V) \) while in the definition of \( \Delta \) they only vary in \( H^1_0(V) \). Let now \( B_1, \ldots, B_N : \mathbb{R} \to [0, \infty] \) be continuously
differentiable functions and put \( B = (B_1, \ldots, B_N) \). Then, for every \( u, v \in H^1(V) \)

\[
\lim_{\lambda \to 0} \frac{W_B(u + \lambda v) - W_B(u)}{\lambda} = \langle u, v \rangle + \sum_{i=1}^{N} B_i'(u(p_i))v(p_i).
\]

As a consequence, \( f \in \partial W_B(u) \) if and only if

\[ -\Delta u = f \text{ on } V, \]

\[ \partial u \partial v(p_i) + B_i'(u(p_i)) = 0 \text{ for every } i \in \{1, \ldots, N\}, \]

that is, \( u \in \text{dom } \Delta \) is a solution of a Poisson equation with Robin boundary conditions. The Cauchy problem \([15]\) associated with a lower semicontinuous, convex energy \( W_B \), now for a general Borel measure \( \mu \) and general lower semicontinuous, convex functions \( B_i \) can thus be rewritten formally in the form

\[
\partial_t u - \Delta_{\mu} u = 0 \text{ in } \mathbb{R}_+ \times V,
\]

\[
\frac{\partial u}{\partial v}(p_i) + \partial B_i(u(p_i)) \ni 0 \text{ for every } i \in \{1, \ldots, N\}.
\]

This is a diffusion type equation in the space \( L^2_{\mu}(V) \) associated with the Laplace type operator \( \Delta_{\mu} \) and with general Robin type boundary conditions.

4. What is in between?

Within the class of energies \( W_B \) associated with lower semicontinuous, bi-monotone and normalised functions \( B_i \) and with respect to the order given by comparison pointwise everywhere the energy \( W \) (extended to \( L^2_{\mu}(V) \) by \( \infty \)) is the smallest energy, while \( W_\infty := W(\infty, \ldots, \infty) \) associated with the functions

\[
B_i^\infty(u) = \begin{cases} 
\infty & \text{if } u \neq 0, \\
0 & \text{if } u = 0,
\end{cases}
\]

(which are not precisely equal to \( \infty \) in order to achieve normalization) is the largest energy. Note that \( W \) and \( W_\infty \) are lower semicontinuous and convex. Denote by \( S \) and \( S_\infty \) the semigroups generated by \( W \) and \( W_\infty \), respectively. For any \( N \)-tuple \( B = (B_1, \ldots, B_N) \) of lower semicontinuous, bi-monotone and normalised functions \( B_i : \mathbb{R} \to [0, \infty] \) one has

\[
W \leq W_B \leq W_\infty \text{ pointwise everywhere.}
\]

If \( W_B \) is convex, then Theorem \([3, 2]\) yields that the associated semigroups \( S, S_B \) and \( S_\infty \) satisfy the opposite relation in the sense of total domination. More precisely one obtains the following result.

**Corollary 4.1.** Let \( B_1, \ldots, B_N : \mathbb{R} \to [0, \infty] \) be lower semicontinuous, bi-monotone and normalised functions, \( B = (B_1, \ldots, B_N) \). Assume that the energy \( W_B \) is convex, and let \( S_B = (S_B(t))_{t \geq 0} \) be the semigroup generated by \( W_B \). Then \( S_B \) is positive, order preserving and

\[
S_\infty \preceq S_B \preceq S.
\]

**Proof.** Proposition \([3, 1]\) implies that \( W_B \) is lower semicontinuous. The assertion follows now from Theorem \([3, 2]\). \( \square \)
In this section we discuss a partial converse of Corollary 4.1. More exactly, the question arises whether there are more semigroups sandwiched between $S\infty$ and $S$. In this section we answer this question in the negative, at least if we restrict ourselves to *local* semigroups. Loosely speaking, an operator $A$ on a function space is *local* if the support of $Au$ is contained in the support of $u$, for all $u$ in the domain of the operator. In the case of the subgradient of a convex, lower semicontinuous functional $W$ this can be written as

$$\text{supp } f \subseteq \text{supp } u \text{ whenever } f \in \partial W(u).$$

This property can be translated back to the functional $W$ itself. Actually, we say that the functional $W : L^2_{\mu}(V) \to [0, \infty]$ is *local* if, for every $u, v \in L^2_{\mu}(V)$,

$$W(u + v) = W(u) + W(v) \text{ whenever } |u| \wedge |v| = 0.$$

For obvious reasons, such functionals are sometimes also called *additive*.

**Lemma 4.2** (Locality of the energies). For every $N$-tuple $B = (B_1, \ldots, B_N)$ of lower semicontinuous, bi-monotone, normalised functions $B_i : \mathbb{R} \to [0, \infty]$ the energy $W_B$ is local.

**Proof.** Let $u, v \in L^2_{\mu}(V)$ be such that $|u| \wedge |v| = 0$. Assume first that $W_B(u) = \infty$ or $W_B(v) = \infty$. If $W_B(u) = \infty$, then $u \notin H^1(V)$ or, if $u \in H^1(V)$, $B_i(u(p_i)) = \infty$ for some $i \in \{1, \ldots, N\}$, and similarly for $v$ if $W_B(v) = \infty$.

If $u \notin H^1(V)$ or $v \notin H^1(V)$, then $|u| \wedge |v| = 0$ implies $u + v \notin H^1(V)$. In this case, $W_B(u + v) = W_B(u) + W_B(v) = \infty$.

If $u, v \in H^1(V)$ and $B_i(u(p_i)) = \infty$ for some $i \in \{1, \ldots, N\}$, then $u(p_i) \neq 0$ and $|u| \wedge |v| = 0$ implies $v(p_i) = 0$. Therefore, $B_i(u(p_i) + v(p_i)) = B_i(u(p_i)) = \infty$, and therefore $W_B(u + v) = W_B(u) + W_B(v) = \infty$. By symmetry, this equality also holds if $B_i(v(p_i)) = \infty$ for some $i \in \{1, \ldots, N\}$.

So assume finally that $u$ and $v$ both belong to the effective domain $\text{dom } W_B$. In particular, $u, v \in H^1(V) \subseteq C(V)$. Since $u \cdot v = 0$, and since the $B_i$ are normalised, we have for every $i \in \{1, \ldots, N\}$ that

$$B_i(u(p_i) + v(p_i)) = B_i(u(p_i)) + B_i(v(p_i)),$$

so the statement in this case follows from assertion 1° of Proposition 2.6. \qed

**Theorem 4.3.** Let $\tilde{S}$ be a strongly continuous, order preserving semigroup of contractions on $L^2_{\mu}(V)$. Assume that $\tilde{S}$ is generated by a convex, proper, lower semicontinuous, local function $\tilde{W} : L^2_{\mu}(V) \to [0, \infty]$ such that $\tilde{W}(0) = 0$. Assume that

$$S\infty \overset{t}{\preceq} \tilde{S} \overset{t}{\preceq} S.$$

Then there exist lower semicontinuous, bi-monotone, normalised functions $B_1, \ldots, B_N : \mathbb{R} \to [0, +\infty]$ such that $\tilde{W} = W_B$, that is,

$$\tilde{W}(u) = \begin{cases} W(u) + \sum_{i=1}^N B_i(u(p_i)) & \text{if } u \in H^1(V), \\ \infty & \text{else}. \end{cases}$$

**Proof.** Throughout the proof, the space $H^1(V)$ is endowed with the topology induced by the $|| \cdot ||_{H^1}$ norm. Consider the function $\Psi := \tilde{W} - W$ on the space $H^1(V)$. This function is well defined since the effective domain of $W$ is $H^1(V)$. Moreover, since $W$ is continuous on $H^1(V)$, the function $\Psi$ is lower semicontinuous on $H^1(V)$.
1st step. We show, using the domination $\tilde{S} \preceq S$, that the function $\Psi$ is monotone on the positive cone of $H^1(V)$ in the sense that $0 \leq v \leq u$ implies $\Psi(v) \leq \Psi(u)$. In fact, by [2] Théorème 3.3, for every $u, v \in L^2(\mu)$ with $v \geq 0$,

$$\tilde{W}(|u| \lor v) + W(|u| \land v) \leq \tilde{W}(u) + W(v). \quad (20)$$

Choosing $u, v \in H^1(V)$ such that $0 \leq v \leq u$, this inequality implies

$$\tilde{W}(v) + W(u) \leq \tilde{W}(u) + W(v),$$

and from here follows the monotonicity of $\Psi$.

Let us remark, in addition, that the above characterization of domination, together with the fact that $S$ is order preserving, implies $\text{dom} \tilde{W} \subseteq H^1(V)$. Since the semigroup $\tilde{S}$ is assumed to be order preserving, and by [2] Corollaire 2.2, we have for every $u, v \in L^2(\mu)$,

$$W(u \lor v) + \tilde{W}(u \land v) \leq \tilde{W}(u) + W(v). \quad (21)$$

Applying successively the inequality (20) with $u$ replaced respectively by $u^+$ and $-u^-$ and with $v = 0$, and then the inequality (21) with $v = 0$, we obtain that for every $u \in L^2(\mu)$

$$W(u^+) + W(-u^-) \leq \tilde{W}(u^+) + \tilde{W}(-u^-) \leq \tilde{W}(u).$$

Hence, if $\tilde{W}(u)$ is finite, then $u^+, u^- \in H^1(V)$, and therefore $u = u^+ - u^- \in H^1(V)$.

2nd step. In a similar way, using now the domination $S_\infty \preceq \tilde{S}$, one shows that the function $W_\infty - \tilde{W}$ is monotone on the positive cone of $H^1(V)$. Since $W_\infty$ and $W$ coincide on $H^1(V)$, this means that $-\Psi$ is monotone on the positive cone of $H^1(V)$. As a consequence, $\Psi$ is constant on the positive cone of $H^1(V)$. The normalization $\tilde{W}(0) = 0$ then implies $\Psi = 0$ on the positive cone of $H^1(V)$.

3rd step. We now show that for every nonnegative $u, v \in H^1(V)$ the implication

$$u = v \text{ on the intrinsic boundary } V_0 \quad \Rightarrow \quad \Psi(u) = \Psi(v)$$

holds. Combining the inequality (21) with assertion 3° of Proposition 2.6, we obtain, for every $u, v \in H^1(V)$,

$$\Psi(u \lor v) + \Psi(u \land v) \leq \Psi(u) + \Psi(v). \quad (22)$$

Now let $u, v \in H^1(V)$ be nonnegative, and assume that $u = v$ on the intrinsic boundary $V_0$.

Assume first that $u \leq v$ and that the support of $v - u \in H^1(V)$ is contained in $V \setminus V_0$. Then there exists, according to assertion 3° of Corollary 2.3 a nonnegative $w \in H^1(V)$ such that $v = u \lor w$. By the second step, $\Psi(w) = \Psi(u \lor w) = 0$, and hence the inequality (22) implies $\Psi(v) \leq \Psi(u)$. By monotonicity, the converse inequality holds, too, and thus $\Psi(u) = \Psi(v)$.

Assume next merely that $u \leq v$. Then, involving Corollary 2.6, we can approximate $v$ in the space $H^1(V)$ by a sequence of functions $(v_n)$ such that $u \leq v_n$, and such that the support of $v_n - u$ is contained in $V \setminus V_0$. The preceding argument and the lower semicontinuity of $\Psi$ then give $\Psi(v) \leq \liminf_{n \to \infty} \Psi(v_n) = \Psi(u)$, and again the monotonicity of $\Psi$ yields the equality $\Psi(u) = \Psi(v)$.

Finally, we only assume that $u = v$ on $V_0$. Since $u \leq u \lor v$ and $v \leq u \lor v$, and since the functions $u, v$ and $u \lor v$ coincide on the intrinsic boundary $V_0$, the preceding argument yields $\Psi(u) = \Psi(u \lor v) = \Psi(v)$, and we have proved the claim of this step.
4th step. Fix $i \in \{1, \ldots, N\}$. Let $w_i : V_1 \rightarrow \mathbb{R}$ be defined by

$$w_i(x) = \begin{cases} 1 & \text{if } x = p_i, \\ 0 & \text{else}, \end{cases}$$

and let $u_i \in H^1(V)$ be the harmonic extension of $w_i$ (see [5] Section 3). By the maximum principle [5, Corollary 3.9], $u_i \geq 0$. Moreover, the special form of the functions $w_i$ implies $|u_i| \wedge |u_j| = 0$ for $i \neq j$. Define $B_i^+ : [0, \infty) \rightarrow [0, \infty]$ by

$$B_i^+(s) := \Psi(s u_i).$$

By the lower semicontinuity and monotonicity of $\Psi$, $B_i$ is lower semicontinuous and increasing, and since $\Psi(0) = 0$, we also have $B_i^+(0) = 0$. Now it follows easily from Step 3 and the locality assumption that, for every nonnegative $u \in H^1(V)$,

$$\tilde{W}(u) = W(u) + \sum_{i=1}^{N} B_i^+(u(p_i)).$$

Repeating the Steps 1 to 4 for $\Psi$ restricted to the negative cone of $H^1(V)$, using now the domination $S_\infty \preceq -\tilde{S}(-\cdot)$ and assertion 2° of Proposition 2.6 we obtain the existence of lower semicontinuous, decreasing functions $B_i^- : (-\infty, 0] \rightarrow [0, \infty]$ such that $B_i^-(0) = 0$ and

$$\tilde{W}(u) = W(u) + \sum_{i=1}^{N} B_i^-(u(p_i))$$

for every $u \in H^1(V)$ with $u \leq 0$. Define $B_i : \mathbb{R} \rightarrow [0, \infty]$ by

$$B_i(s) := \begin{cases} B_i^+(s) & \text{if } s \geq 0, \\ B_i^-(s) & \text{if } s \leq 0. \end{cases}$$

Then $B_i$ is lower semicontinuous, bi-monotone and normalised. Moreover, by locality of $\tilde{W}$ and $W$, for every $u \in H^1(V)$,

$$\tilde{W}(u) = W(u^+) + \tilde{W}(-u^-)$$

$$= W(u^+) + \sum_{i=1}^{N} B_i^+(u^+(p_i)) + W(-u^-) + \sum_{i=1}^{N} B_i^-(u^-(p_i))$$

$$= W(u) + \sum_{i=1}^{N} B_i(u(p_i)).$$

The theorem is fully proved. $\Box$
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