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Abstract: In classical finance theory, cognitive bias does not play any role in predicting returns. With the development of the economy, the classical theory gradually finds it difficult to offset the irrational demand through arbitrage. Due to the rise of behavioral economics, how to allocate stock portfolios in the highly subjective environment is an unavoidable problem. Considering the decision heterogeneity between the rational market and the irrational one, the mean-variance (MV) method was improved in the construction of a market bias index for stock portfolio allocation, which we called EMACB (exponential moving average of cognitive bias)-variance method. Besides, due to the lack of related research, we introduced a measure of aggregate investor cognitive bias by adopting the state-space model. Finally, the proposed method was applied in an investment allocation example to prove its feasibility, and its advantages were emphasized by a comparison with another relevant approach.
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1. Introduction

How to improve investment efficiency in a complex capital environment is a timeless trope. The efficiency of investment largely depends on the asset allocation strategy. Asset allocation management is a process that involves the assignment of funds to different asset classes [1,2]. Because of the uncertainty of returns and high volatility, stock weight setting is the key point of assets allocation [3]. A smart stock portfolio can reap unexpected benefits for investors. Thus, for the sake of investment efficiency improvement, stock allocation is a critical strategic decision in asset optimization and has become a very fundamental component of wealth management.

The problem of stock allocation mainly depends on the evaluation of expected stock returns. Unlike classical theory, which argues that prices equal the discounted value of future cash flows, evaluation methods under the efficient market hypothesis have been challenged by many researchers in the behavioral finance field [4,5]. For instance, Mazumdar et al. [6] considered that the market pricing in reality is weakly efficient, and assumed investors should make assessments on the basis of anchor price or reference price. In Völckner et al. [7,8], investors not only considered the investment value but also paid attention to the role of history price as an informational cue, thereby inducing the changes of price perception. In the view of Vanhuele et al. [9–11], the sensitivity of investment intention to subjective price images could not be well explained under the efficient market environment. By contrast, the difference between two kinds of methods is whether the investors’ cognitive biases hidden in stock price are treated as the basis of return pricing [12–14]. When facing stimulus information, there is a
high probability of cognitive biases, which are decided by human evolution [15,16]. Because of this, it seems possible to use the bias information hidden in the stock price for stock portfolio allocation. However, we have to confront two difficulties in the process of realization: First, what kind of method can be used to measure the collective cognitive biases hidden in prices based on the available trading data; second, how to use the cognitive bias in the stock price to evaluate the expected return.

For the problem of cognitive bias measurement, a review of the related literature can be roughly classified into several classes. The first class chooses to utilize the available indicators as the agent variables of cognitive bias [17–20], and investigate the regular changes of cognitive bias via these variables. The second class tends to measure by extracting the principal components from the influencing factors [21,22], with the hope that it could better eliminate the interference of other characteristics to the measurement. Additionally, another way seeks to conduct a sample test and estimate the degree of cognitive bias according to the results [23–25]. Besides, Barberis et al. [26] constructed a random model to obtain the cognitive bias consistent with the empirical findings. Bollen et al. [27] measured collective cognitive biases in daily Twitter using two text content tracking tools. These methods indeed give us much valuable information about the cognitive bias; however, they still cannot explain how information stimulus affects price changes by cognitive biases. An ambiguous understanding will inevitably elicit the measure errors of cognitive bias hidden in the price and reduce the efficiency of decision-making.

When talking about the role of collective cognitive biases in prediction, we cannot ignore the importance of transaction information. There is an agreement that investors’ information processing is determined by three cognitive biases (i.e., representativeness, availability, and anchoring) [5,28–30], which indirectly confirms the validity of the notable market inefficiency theories developed by Barberis et al. [4,13,26]. With the influence of heuristics, human beings instinctively rely on information stimulus to make decisions [31]. Ascribe to the intuitive behavior that most investors cannot outrun [32–34], it becomes feasible for us to evaluate the expected return using collective cognitive bias. Reviewing the past, the most successful case was the appliance of MACD (moving average convergence/divergence) [18,35]. With full use of the anchoring bias, it has made more progress in return prediction compared to rational pricing. However, considering the unbalanced expression of cognitive bias, MACD is still weak in revealing the consistency between market cognition and return.

Besides, when it comes to specific research findings, plenty of allocation methods can be obtained in the process of exploration [36,37]. However, there is no doubt that the mean-variance (MV) method can be regarded as the most efficient decision-making method at the beginning of the study. With the deepening research of investment, a series of improved MV methods have been proposed. These improved methods can be classified according to the difference of constraints. In the literature, many researchers have attempted to improve the existing MV method by altering the objective constraints of functions. On the one hand, researchers provide more ideas for better expression of risk constraints. For example, Sharp constructed a simplified model based on the MV method to avoid the dimension disaster of risk constraints [38,39]. Mao employed an extended MV method under an effective semi-risk boundary to release the positive excess risk benefits [40]. In Konno [41] and Feinstein [42], absolute deviation was applied to replace the variance to measure the constraint of risk in the revised method. Dowd K et al. [43,44] introduced the value at risk (VaR) method for portfolio selection to depict constraints in the perspective of probability. Young [45] treated the worst return as the indicator of risk and built the mini-max model to obtain the investment strategy under the worst situation. On the other hand, other extra constraints have received much attention by some researchers. In Guijarro [46], the cardinality constrained frontier was taken into the MV method to meet the changing demand for expected returns. When faced with an unknown market environment, Qin et al. [47] chose to construct uncertain mean-semiabsolute deviation adjusting models for portfolio optimization in the trade-off between risk and return on investment. Furthermore, some realistic constraints have been taken into account as well. Kalayci et al. [48] summarized various kinds of improved MV methods based on multiple targets and constraints, and clarified the feasibility of different constraints.
(transaction, turnover, roundlot, etc.) in practical applications. In Alexander [49], the short-selling constraint was combined with the MV method to analyze the impact on returns. Athanasios [50] extended the MV method under a discrete stochastic framework to discuss the investment strategy considering the lending rate policy. In Thomas et al. [51], background risk constraints were put into the existing MV method to solve the practical problem of portfolio selection.

In contrast, improved methods with subjective constraints put more emphasis on the effects of emotion, psychology, and behavior on decision making. For instance, Lopes [52] introduced investor sentiment into expected wealth as a constraint on the MV method. Shefrin and Statman [53] expanded the MV method under dual psychological accounts to discuss how to allocate treasure to two accounts for utility maximization. Roy et al. [54–56] combined Maslow’s hierarchy of needs with the MV method to create the portfolio framework, and set different constraints based on the needs of safety, respect, and self-actualization. In Kondor [57], investment transaction noise is regarded as the extra constraint to portfolio allocation. Yang and Xie [58] employed sentiment perceived return and sentiment perceived risk to solve the problem of the investment boundary. Boyle et al. [59] built a behavioral portfolio model with the constraint of investors’ fuzzy aversion, combining Keynes’ perspective and Markowitz’s portfolio theory. In Sanjiv [60], the connection between the MV method and behavioral theory was found to realize portfolio optimization with mental accounts.

In this paper, we also present an improved MV method, which we called the EV (EMACB-variance) method, in combination with cognitive bias to cope with the issue of unbalanced expression of cognitive bias and the deficiency of interaction between cognition and trading behavior in stock allocation. The trend deviation of collective cognitive bias in different periods is taken as an indicator of aggregate investors’ expected returns. Investors judge the value-added space of stocks by these deviations and complete the stock allocation accordingly. Especially in terms of measuring cognitive bias, the sensitivity of the trading volume changes to information stimulus is defined as the cognitive bias, which can exactly represent the feedback mechanism of collective investors to external information. To ensure the feasibility of the proposed method, an example was applied to verify the method. In addition, the general validation and the comparative analyses were made to demonstrate the superiority of our proposed method.

The remaining paper is structured as follows. In Section 2, the material preparation and the preliminaries about basic methods are introduced. In Section 3, we present the research results, including the extended MV method for stock allocation with the measure of cognitive bias and the corresponding illustrative example. In Section 4, the general validation and the performance comparison are made to testify the rationality of the proposed method. Finally, the conclusions are drawn in Section 5.

2. Material and Methods

2.1. Material Preparation

Before the measure of cognitive bias, we have to confirm what kinds of factors can induce cognitive deviation so as to become the reason of trading fluctuation. The stimulus factors can be selected from three causes of cognitive bias mentioned by Kahneman and Tversky, which we called representativeness, availability, and anchoring [28]. The factor selection basis is presented in Table 1.

In Table 1, we chose the industry sector index to be the agent factor of representativeness information, which is consistent with the perspective in [61]. PE, which means price-to-earnings ratio, is arguably one of the most widely used valuation metrics in financial decision-making. Its efficiency and ease of access bring reasons for being the agent variable of available information [62]. Meanwhile, EMA (5) refers to a 5-day weighted average price of exponential decays. Its expression for the initial features of stocks can be much useful to represent anchoring information. These factors can be expressed as the vector \( I = (I_1, I_2, I_3)' \), which can be used in Section 3.1.
Table 1. The selection basis of the stimulus factor.

| Basis              | Meaning                                                                 | Stimulus Factor          |
|--------------------|-------------------------------------------------------------------------|--------------------------|
| Representativeness | A person following representativeness prefers to evaluate uncertain events through the features in the similar events. | Industry Sector Index    |
| Availability       | Availability refers to the situation in which people assess events by the ease with the accessible influence. | PE (Price/Earning)       |
| Anchoring          | Anchoring refers to the situation in which people consider the initial feature as the key factor of decision. | EMA (5)                  |

2.2. Methods

2.2.1. State-Space Model

The state-space model was constructed for describing the dynamic features and the variable relation of the system. The standard model was developed in the early 1970s and then applied to solve multivariate time series economic problems. The advantages of this model can be summarized in two aspects. For the one, it smartly depicts the dynamic relationship between unobservable variables and observable variables; for another, with the use of Kalman filtering, the problem of estimating unobservable variables can be solved.

**Definition 1.** Suppose $y_t$ is an observable vector containing $k$ economic variables, and $y_t$ is related to the vector $\alpha_t$. Let $k \times 1$ be the dimensions of $y_t$, and $m \times 1$ be the dimensions of $\alpha_t$. $\alpha_t$ is called the state vector. Additionally, the measurement equation can be denoted as follows:

$$ y = Z_t \alpha_t + d_t + u_t, \ t = 1, 2, \ldots, T, $$

where $T$ represents the sample length, $Z_t$ represents a $k \times m$ matrix, and $u_t$ represents a $k \times 1$ vector, $E(u_t) = 0$, $\text{var}(u_t) = H_t$.

**Definition 2.** The unobservable vector $\alpha_t$ can be expressed as a first-order Markov process. The state equation can be denoted as:

$$ \alpha_t = T_t \alpha_{t-1} + c_t + R_t \epsilon_t, \ t = 1, 2, \ldots, T, $$

where $T_t$ is a $m \times m$ matrix, $c_t$ is a $m \times 1$ vector, $R_t$ is a $m \times g$ matrix, $\epsilon_t$ is a $g \times 1$ vector, and $E(\epsilon_t) = 0$, $\text{var}(\epsilon_t) = Q_t$.

**Hypothesis 1.** The mean value and covariance of the initial state variable can be expressed as:

$$ E(\alpha_0) = \alpha_0, \ \text{var}(\alpha_0) = P_0. $$

The initial mean value and covariance need to be set in accordance with prior data in the state-space model, so that the iteration can be continued.

**Hypothesis 2.** The disturbance terms $u_t$ and $\epsilon_t$ are assumed to be independent of each other in all time intervals. Additionally, they are not related to the initial state. It can be shown like this:

$$ E(u_t \epsilon_s') = 0, \ s, t = 1, 2, \ldots, T, $$

$$ E(u_t \alpha_0') = 0, E(\epsilon_t \alpha_0') = 0, \ t = 1, 2, \ldots, T. $$
The expression of this hypothesis can better prevent the correlation between the disturbance of the state equation and the one of the space equation.

2.2.2. Markowitz Mean-Variance Method (MV Method)

In this research, the MV model is applied to compute the stock weights in portfolios, and the procedural steps are explained as below:

**Step 1.** Calculate expected return (single/ portfolio).
For a single security, the expected return can be expressed as follows:

\[ r_e = \sum_{t=1}^{T} r_t p_t, \]

where \( r = \frac{Income}{Outcome} \times 100\% \).
For a portfolio, the expected return can be expressed as follows:

\[ r_p = \sum_{i=1}^{m} \omega_i r_{ei}. \]

**Step 2.** Measure the investment risk (single/portfolio).
For a single security, it can be measured in this way:

\[ \sigma^2 = D(r_t) = \sum_{t=1}^{T} (r_t - r_e)^2 p_t. \]

For the portfolio with \( m \) securities, the risk can be measured like this:

\[ \sigma^2_p = D(r_p) = \sum_{i=1}^{m} \sum_{j=1}^{m} \omega_i \omega_j \sigma_i \sigma_j \rho_{ij}. \]

**Step 3.** Construct the investment model.
The MV model can be expressed in many ways. For the risk averter, the model can be constructed in this way:

\[
\begin{aligned}
& \min \sigma^2_p \\
& s.t. \sum_{i=1}^{m} \omega_i r_{ei} = r_0, \\
& \sum_{i=1}^{m} \omega_i = 1.
\end{aligned}
\]

Additionally, for investors looking to return maximization, the model can be constructed like this:

\[
\begin{aligned}
& \max r_p \\
& s.t. \sum_{i=1}^{m} \sum_{j=1}^{m} \omega_i \omega_j \sigma_i \sigma_j \rho_{ij} = \sigma^2_0, \\
& \sum_{i=1}^{m} \omega_i = 1.
\end{aligned}
\]

3. Results

3.1. The Proposed Stock Allocation Method

In consideration of the invisible connection between cognition and price, the cognitive bias needs to be measured if it is applied as criteria for stock allocation. In this section, we first construct a state-space model to describe how cognitive biases play a role in the trading procedure. Then, collective cognitive biases are estimated by incorporating the hybrid algorithm of Kalman filtering and EM
(expectation maximization). Finally, with the help of previous estimation, the symmetric investment allocation is accomplished based on the investors’ risk preference.

**Step 1.** Build a state-space model.

The construction of variables can be found in Section 2.1. For a better understanding, the concepts of the variables are described in Table 2.

| Symbol | Variable               | Meaning                                                                 |
|--------|------------------------|-------------------------------------------------------------------------|
| VR     | Volume Ratio           | VR = trading volume in current period/5-day weighted average trading volume. |
| I₁     | Industry Sector Index  | This index reflects the composite stock price changes in corresponding industry sectors. |
| I₂     | PE                     | PE = Price per share/Earnings per share.                                |
| I₃     | EMA (5)                | EMA (5) refers to a 5-day weighted average price of exponential decays. |

Table 2. Variable description.

The state-space model can be expressed as follows:

\[ VR = x_1 \cdot LI_1 + x_2 \cdot LI_2 + x_3 \cdot LI_3 + v_t, \]  
\[ x_i = c \cdot x_i(-1) + \omega_t, \quad i = 1, 2, 3, \]  
\[ \omega_t \sim N(0, Q), \quad v_t \sim N(0, R). \]  

Equation (12) is the signal equation, and Equation (13) is the state equation. \( VR, I_1, I_2, I_3 \) are the known variables; \( LI_i \) denotes the logarithm of \( I_i \); and \( x_i \) (\( i = 1, 2, 3 \)) represents the cognitive bias induced by factor \( I_i \), which will lead to changes in the trading volume. The value of cognitive bias cannot be observed directly. \( \omega_t \) and \( v_t \) are independent Gaussian noise, and their variances are denoted as \( Q \) and \( R \), respectively. Parameters of the equation \( \psi = \{c, x_1, x_2, x_3, Q, R, v_t, \omega_t\} \) need to be estimated.

By ascribing to the cognitive bias in decision-making, people think they can balance their portfolio in a rational way, whereas they cannot. The brain mechanism always leads people to make similar cognitive choices when facing information stimuli. These similar decisions push the trading volume away from average so that stock prices are changed, which is reflected in Equation (12). Besides, habitual thinking can also have an impact on existing cognition, which is reflected in Equation (13). Therefore, we are convinced that it is feasible to denote cognitive bias in the form of “trading elasticity” (i.e., the sensitivity of the trading volume to a specific information stimulus).

**Step 2.** Kalman filtering:

In addition to measuring the unobservable value \( x_t^i \) (the value of \( x_i \) at time \( t \)), the application of the hybrid algorithm can better reflect the interaction effect between parameters and variables. The initial setting on estimation can be acquired by the Monte Carlo stochastic points method. In the first round of iteration, we used Kalman filtering to estimate \( x_t^i \).

The conditional distribution mean of \( x_t^i \) is the unbiased estimator under the minimum mean square error, which is performed as follows:

\[ \hat{x}_t^i|t-1 = cx_t^i-1. \]  

The covariance of the corresponding estimate error can be expressed in the form:

\[ P_t^i|t-1 = c^2P_t^i-1 + Q, \quad t = 1, 2, \ldots, T, \]  

where \( P_t^i-1 \) is denoted in Equation (17):

\[ P_t^i-1 = E[(x_t^i-1 - \hat{x}_t^i-1)(x_t^i-1 - \hat{x}_t^i-1)']. \]
\( \hat{x}_i^{t-1} \) can be corrected once VR\( ^t \) is obtained, and the modified equation is constructed as:

\[
\hat{x}_i^t = \hat{x}_i^{t-1} + LI_i \cdot P_i^{t-1} F_i^1 (VR^t - LI_i \cdot \hat{x}_i^{t-1}),
\]

where \( F_i^t \) is represented as below:

\[
F_i^t = (LI_i)^2 P_i^{t-1} + R.
\]

The expression of \( P_i^t \) can be given in the same way:

\[
P_i^t = [I - (LI_i)^2 P_i^{t-1} (F_i^t)^{-1}] P_i^{t-1}. 
\]

Based on the output \( \hat{x}_i^t \) and \( P_i^t \), the backward recursion starts from \( t = T \) to \( t = 2 \), which is represented as:

\[
\hat{x}_i^{T|T} = \hat{x}_i^{T-1} + J_{i-1} (\hat{x}_i^{T|T} - \hat{x}_i^{T-1}),
\]

\[
P_i^{T|T} = P_i^{T-1} + J_{i-1} (P_i^{T|T} - P_i^{T-1|T}) J_{i-1}^T,
\]

where \( J_{i-1} = c_i (P_i^{t-1})^{-1} \). The first unbiased estimation of \( x_i^t \) is acquired via iteration.

**Step 3.** EM algorithm.

Before the EM algorithm, the joint probability density of \( x_i \) and VR need to be derived:

\[
p(VR_i|x_i) = \frac{\exp\{\frac{1}{2}[VR_i - LI \cdot x_i]^T R^{-1} [VR_i - LI \cdot x_i]\}}{\sqrt{2\pi|R|}},
\]

\[
p(x_i|x_{i-1}) = \frac{\exp\{\frac{1}{2}[x_i - cx_{i-1}]^T R^{-1} [x_i - cx_{i-1}]\}}{\sqrt{2\pi|Q|}},
\]

\[
p(x_i) = \frac{\exp\{\frac{1}{2}[x_i - \pi_1]^T P_1^{-1} [x_i - \pi_1]\}}{\sqrt{2\pi|P_1|}},
\]

\[
p((x_i), (VR_i)) = p(x_i) \prod_{t=2}^T p(x_i|x_{i-1}) \prod_{t=1}^T p(VR_i|x_i).
\]

Due to the invisibility of variable \( x \), the likelihood function cannot realize maximization. If it does apply in the algorithm as a need, it is required to get the conditional expectation in logarithmic form, which is called the E-step. For reasons of space, the conditional expectation omits the conditional representation in the process:

\[
\text{LOG } p((x_i), (VR_i)) = \sum_{i=1}^T \left( \frac{1}{2} [VR_i - LI \cdot x_i]^T R^{-1} [VR_i - LI \cdot x_i] \right) - \frac{T \cdot \text{LOG}|R|}{2},
\]

\[
- \sum_{t=2}^T \left( \frac{1}{2} [x_i - cx_{i-1}]^T Q^{-1} [x_i - cx_{i-1}] \right) - \frac{(T - 1) \cdot \text{LOG}|Q|}{2},
\]

\[
- \frac{1}{2} [x_i - \pi_1]^T P_1^{-1} [x_i - \pi_1] - \frac{\text{LOG}|P_1|}{2} - T \cdot \text{LOG}(2\pi),
\]

\[
E(\text{LOG}p((x_i), (VR_i))|\psi, (VR_i)),
\]

\[
= - \frac{1}{2} \sum_{t=1}^T \left( E[VR_i^T R^{-1} VR_i] + E[(LIx_i)^T R^{-1} (LIx_i)] - 2E[VR_i^T R^{-1} (LIx_i)] \right) - \frac{T \cdot \text{LOG}|R|}{2},
\]

\[
- \frac{1}{2} \sum_{t=2}^T \left( E[x_i^T Q^{-1} x_i] - 2E[x_i^T Q^{-1} cx_{i-1}] - 2E[x_i^T Q^{-1}] + E[(cx_{i-1})^T Q^{-1} cx_{i-1}] \right),
\]

\[
+ 2E[Q^{-1} cx_{i-1}] - Q^{-1} \right) - \frac{(T - 1) \cdot \text{LOG}|Q|}{2} - \frac{1}{2} E[x_i^T P_1^{-1} x_i] - 2E[\pi_1 P_1^{-1} x_i],
\]
\[\pi_t^T = \log|P_1| - T \cdot \log(2\pi).\]

We can obtain the partial derivative of every parameter as above, targeting the maximum conditional expectation. This process is called the M-step. After transformation, the explicit expression for the parameter is as follows:

\[c_{j+1} = \sum_{i=1}^{T} (p_{i, t-1} - x_{i, t-1}),\]

\[\text{LI}_{j+1} = (\sum_{i=2}^{T} \Delta VR_{i} \xi_{i}) (\sum_{i=1}^{T} p_{i})^{-1},\]

\[R_{j+1} = \frac{1}{T} \sum_{i=2}^{T} [\nabla R_{i}^{T} VR_{i} - 2 VR_{i} \xi_{i} (LI)^{T} + LI p_{t} (LI)^{T}],\]

\[Q_{j+1} = \frac{1}{T} \sum_{i=2}^{T} (p_{i} - 2 p_{i, t-1} \xi_{i}^{T} - 2 \xi_{i} + c_{p_{i-1}} \xi_{i}^{T} + 2 c \xi_{i-1}),\]

\[\pi_t = x_1, P_1 = p_1 = \pi_1^2.\]

These expressions and the output \(\xi_i\) in step 3 can be combined to find the unbiased parameter estimates \(\psi = \{c, Q, R, \pi_1, p_1\}\) via the second round of iteration.

**Step 4.** Multiple iteration until convergence.

By using Kalman filtering and the EM algorithm alternately, these parameters and the variable \(x_i(i = 1, 2, 3)\) are continually put into the cyclic iterations and constantly updated, until the convergence of the conditional likelihood function. After rounds of iteration, we finally gain three kinds of cognitive biases, which are denoted as \(cb_1, cb_2,\) and \(cb_3.\)

**Step 5.** Calculate EMACB (exponential moving average of cognitive bias).

First, we tried to calculate the 12-day EMACB, which denotes the slow-trend moving average of cognitive bias:

\[EMACB_{t}^{12-day} = \frac{1}{78} \times \sum_{i=1}^{3} (12 \times CB_{i-1}^{1} + 11 \times CB_{i-2}^{1} + \cdots + 1 \times CB_{i-12}^{1}),\]

\[CB_{i}^{1} = \sum_{k=1}^{n} w_k c_{i}^{1},\]

where \(CB_{i}^{1}\) means the value of the \(i\text{th}\) cognitive bias of a portfolio, and \(w_k\) denotes the weight of the \(k\text{th}\) stock in the portfolio.

Then, the 5-day EMACB is chosen to be calculated, which denotes the fast-trend moving average of cognitive bias:

\[EMACB_{t}^{5-day} = \frac{1}{15} \times \sum_{i=1}^{3} (5 \times CB_{i-1}^{1} + 4 \times CB_{i-2}^{1} + \cdots + 1 \times CB_{i-5}^{1}),\]

\[CB_{i}^{1} = \sum_{k=1}^{n} w_k c_{i}^{1}.\]

**Step 6.** Make the EMACB-variance model (EV Model) for risk seekers to obtain the optimal weights of each stock.

As risk seekers, they would rather take more attention on how to acquire higher compensation for risk, rather than focus on the potential possibility of loss. Based on this, the optimal decision can be constructed as follows:

\[\max(EMACB_{t}^{5-day} - EMACB_{t}^{12-day})\]

s.t. \(\sum_{m \in n} \sum_{j=1}^{n} w_m w_j \text{Cov}(p_m, p_j) \leq c_1\)
\[
\sum_{k=1}^{n} w_k = 1, \quad (38)
\]

where \(p_m, p_j\) denote the price of stock \(m\) and stock \(j\). Under the limited risk, the gap between two EMACB indicates the changing trend of cognitive biases. It reveals the deviation from traders’ price expectation to real value. Additionally, this kind of deviation will increase the possibility of a price rebound, which is similar to the momentum reversal principle. Therefore, the trend gap can be regarded as the effective signal of prospective return.

**Step 7.** Make the EMACB-variance model (EV model) for risk averters to obtain optimal weights of each stock.

As a risk aversion decision-maker, they would like to get steady returns with minimum risk. Based on this, the optimal decision can be constructed as follows:

\[
\begin{align*}
\min & \sum_{m \in n} \sum_{j=1}^{n} w_m w_j \text{Cov}(p_m, p_j) \\
& \text{s.t. } \text{EMACB}_t^{5-\text{day}} - \text{EMACB}_t^{12-\text{day}} \geq c_2 \\
& \sum_{k=1}^{n} w_k = 1.
\end{align*}
\quad (39)
\]

### 3.2. Illustrative Example for Stock Allocation

In order to get heterogenous decisions based on symmetric risk preference, we would like to give an example to illustrate the application of the proposed method for stock allocation.

A stock agent from a security company in Guizhou, China intends to make investment plans for two clients with different preferences. The plans aim at optimizing the portfolio allocation in September, 2019. Through risk assessment tests, the results indicate that one of the two clients is a risk seeker while the other one is a risk averter. The stock agent decides to pick stock \(S_1, S_2, S_3, S_4, S_5\) as the alternative stocks in portfolios. Considering the correlated risks, the chosen stocks come from different industry segments (i.e., precision instruments, liquor, virtual game, chip and biomedical treatment). The specific descriptive statistics of the stocks can be found in Table 3. Meanwhile, Table 4 shows that there is no significant correlation between any two stocks at the 95% confidence level. In view of differential risk appetites, the agent suggests the risk seeker invests 70% of funds in the stocks while the risk averter 30%. The stock portfolio allocation procedure is shown as follows.

**Table 3. Descriptive statistics.**

|       | S1   | S2   | S3   | S4   | S5   |
|-------|------|------|------|------|------|
| **Observation** | 1706 | 1658 | 1700 | 1687 | 1711 |
| **Mean**   | 87.4734 | 101.3718 | 428.1459 | 419.2882 | 22.7761 |
| **Median** | 87.6000 | 103.1450 | 417.8950 | 411.8350 | 21.0800 |
| **Std. Dev.** | 69.4728 | 7.7212 | 6.9736 | 5.9473 | 6.5866 |
| **Min**    | 13.1300 | 94.4700 | 377.7600 | 383.4900 | 18.3300 |
| **Max**    | 157.4400 | 137.0000 | 445.9900 | 426.1600 | 35.8000 |

**Table 4. Pearson correlation test.**

|       | S1 | S2 | S3 | S4 | S5 |
|-------|----|----|----|----|----|
| **S1** | 1  |    |    |    |    |
| **S2** | 0.0574 | 1  |    |    |    |
| **S3** | 0.1257 | 0.0302 | 1  |    |    |
| **S4** | 0.0844 | 0.0717 | 0.2047 | 1  |    |
| **S5** | 0.1024 | 0.2092 | 0.1615 | 0.2286 | 1  |
For measuring collective cognitive bias in the chosen stocks’ price, the agent firstly collects data from September, 2010 to August, 2019. A few missing values in this period can be filled by multiple imputation with a mice package in R language; in other words, we can estimate the conditional probability of the missing value by using the existing data to complete the filling work.

Then, with the collected data, the process of stock allocation based on the measurement of cognitive bias is presented as follows.

**Step 1.** Before measuring, the ADF test needs to be used to recognize whether each time series participated in construction is a stationary sequence, including the series of the volume ratio (VR) and the logarithmic forms of $l_1 - l_3$, which are defined in Tables 1 and 2. The results are shown in Table 5.

| Variable | ADF Test     | Stability |
|----------|--------------|-----------|
| dVR      | -9.866843    | 0.0000    | stable *** |
| dLI1     | -6.634674    | 0.0000    | stable *** |
| dLI2     | -7.906096    | 0.0000    | stable *** |
| dLI3     | -3.473008    | 0.0007    | stable *** |

*** After one time difference, the data of each variable are stationary sequences at the significance level of 1%.

**Step 2.** To avoid false regression, these variables need to be tested by the Johansen co-integration test, which concludes the trace test and maximum characteristic value test. The results are shown in Table 6.

**Step 3.** Construct the state-space model based on collected data.

**Step 4.** Estimate cognitive bias $x_i$ using Kalman filtering.

**Step 5.** Modify the coefficients' estimation generated in step 4 by the EM algorithm.

**Step 6.** Put the revised estimation into Kalman Filtering to continue the next round of iteration, until convergence. Based on the results, some features of cognitive biases are shown in Figures 1–3. Additionally, the estimation results are shown as follows:

$$VR = -14.73444 + x_1 \cdot LI_1 + x_2 \cdot LI_2 + x_3 \cdot LI_3 + [\text{var} = \exp(-3.9946)],$$

$$[\text{var} = \exp(-3.9946)] = \begin{pmatrix} -4.5063 & 29.1768 & 2.6705 & -6.4183 & -5.8249 \end{pmatrix}.$$

**Step 7.** Calculate the 5-day and 12-day EMACB based on the previous measurement outcomes.

**Step 8.** Construct the EV model for the risk seeker and calculate the objective weights of each stock.

**Step 9.** Construct the EV model for the risk averter and obtain the weights allocation. The results of step 8 and 9 are expressed in Table 7.

Figure 1a–c reveal the distributions of the chosen stocks’ collective cognitive bias ($x_1, x_2, x_3$). These distributions are acquired by a series of data that originated from two periods. What can be found in the figures is that the possible value range of three cognitive biases in the second time period are much broader than the first period. The features shown in the picture support the fact that the increasing volume of information in the economic environment does interfere with judgment, and leads to more severe cognition bias.
After one time difference, the data of each variable are stationary sequences at the significance level of 1%. To avoid false regression, these variables need to be tested by the Johansen co-integration test, which concludes the trace test and maximum characteristic value test. The results are shown in Table 6.

Step 3. Construct the state-space model based on collected data.

Step 4. Estimate cognitive bias $x_i$ using Kalman filtering.

Step 5. Modify the coefficients' estimation generated in step 4 by the EM algorithm.

Step 6. Put the revised estimation into Kalman Filtering to continue the next round of iteration, until convergence. Based on the results, some features of cognitive biases are shown in Figures 1–3. Additionally, the estimation results are shown as follows:

$$VR = -14.73444 + x_5 \times L_{I_5} + x_6 \times L_{I_6} + x_7 \times L_{I_7} + \{v\text{ar} = e\exp(-3.9946), -4.5063, 29.1768, 2.6705, -6.4183, -5.8249\}.$$

Step 7. Calculate the 5-day and 12-day EMACB based on the previous measurement outcomes.

Step 8. Construct the EV model for the risk seeker and calculate the objective weights of each stock.

Step 9. Construct the EV model for the risk averter and obtain the weights allocation. The results of step 8 and 9 are expressed in Table 7.

In Figure 1d, the stock trading volume ratio varies with the changes of the cognitive bias in a short period. Sudden changes in cognitive bias can lead to violent trading swings. In the long run, the equilibrium price is determined by the asset value, which is not affected by short-term cognition. Besides, the red curve has the strongest impulsive effects among the three curves, which indicates the VR (volume ratio) is more sensitive to anchoring values.

---

### Table 6. Johansen co-integration test.

| Hypothesized | No. of CE(s) | Eigenvalue | Trace Test | Max-Eigen Statistic | Prob.** | Statistic | Prob.** |
|--------------|-------------|------------|------------|---------------------|---------|-----------|---------|
| None*        | 0.577532    | 203.5052   | 0.0012     | 55.02875            | 0.0009  |           |         |
| At most 1*   | 0.480721    | 104.7045   | 0.0000     | 26.11564            | 0.0140  |           |         |
| At most 2*   | 0.421976    | 37.17026   | 0.0000     | 40.2293             | 0.0007  |           |         |
| At most 3*   | 0.320903    | 63.28152   | 0.0001     | 19.94836            | 0.0109  |           |         |
| At most 4*   | 0.151025    | 17.22287   | 0.0000     | 17.22289            | 0.0013  |           |         |

1 "*" represents rejection of the null hypothesis at the 95% significance level; "**" indicates the $P$-value in MacKinnon and Huang and Michelis (1999). At the significance level of 5%, there is a co-integration relationship between the variables, which means a long-term equilibrium relationship exists between them.

---

Figure 1. Some characteristics of cognitive biases.

(a) The distribution of $x_1$

(b) The distribution of $x_2$

(c) The distribution of $x_2$

(d) The impulsive effects of $x_i$ on VR

Figure 2. The allocation results in different numbers of stocks in a portfolio.

(a) The allocation returns in portfolios

(b) The allocation variances in portfolios

Figure 3. The allocation results in different periods.
Figure 1a–c reveal the distributions of the chosen stocks’ collective cognitive bias (x₁, x₂, x₃). These distributions are acquired by a series of data that originated from two periods. What can be found in the figures is that the possible value range of three cognitive biases in the second time period are much broader than the first period. The features shown in the picture support the fact that the increasing volume of information in the economic environment does interfere with judgment, and leads to more severe cognition bias.

In Figure 1d, the stock trading volume ratio varies with the changes of the cognitive bias in a short period. Sudden changes in cognitive bias can lead to violent trading swings. In the long run, the equilibrium price is determined by the asset value, which is not affected by short-term cognition. Besides, the red curve has the strongest impulsive effects among the three curves, which indicates the VR (volume ratio) is more sensitive to anchoring values.

Table 6. Johansen co-integration test.

| Hypothesized No. of CE(s) | Eigenvalue | Trace Test | Max-Eigen |
|---------------------------|------------|------------|-----------|
| None *                    | 0.577532   | 203.5052   | 0.0012    | 55.02875  |
| At most 1 *               | 0.480721   | 104.7045   | 0.0000    | 26.11564  |
| At most 2 *               | 0.421976   | 37.17026   | 0.0000    | 40.2293   |
| At most 3 *               | 0.320903   | 63.28152   | 0.0001    | 19.94836  |
| At most 4 *               | 0.151025   | 17.22287   | 0.0000    | 17.22289  |

1 *" represents rejection of the null hypothesis at the 95% significance level; "**" indicates the p-value in MacKinnon and Huang and Michelis (1999). At the significance level of 5%, there is a co-integration relationship between the variables, which means a long-term equilibrium relationship exists between them.

Table 7. Stock allocation for a heterogeneous investor.

| Type        | Weights Allocation | Stock Investment Ratio |
|-------------|--------------------|------------------------|
| InvestorSK  | S1: 0.477          | S2: 0.146              | S3: 0.195              | S4: 0.093              | S5: 0.088              | 70%                     |
| InvestorAV  | S1: 0.295          | S2: 0.204              | S3: 0.231              | S4: 0.143              | S5: 0.127              | 30%                     |

It is obvious in Table 7 that the risk averter tends to give more evenly weights for each chosen stock, which is different from the risk seeker. In other words, the risk averter has stronger demand to diversify risk in the investment prediction of September, 2019. However, the results only represent the investment features in one month with a 5-stock portfolio. Whether the proposed method has value in general applications still need to be verified in Section 4.

4. Discussion

In order to discuss the general applicability of the EV method, we suggest demonstration from the following aspects.

4.1. General Validation of the Example

To avoid the chance of the previous results, we decided to expand the size of the sample data, which was collected from January, 2000 to August, 2019. After stripping out the stocks with significantly incomplete data, we selected 100 stocks from 44 major sectors SHCI (Shanghai Securities Composite Index) as experimental samples. The general validation experiments are as follows.

(1) Changes in the number of stocks

First, it has to be validated whether the number of stocks in a portfolio could impact the initial results. We identified the decision heterogeneity between two kinds of investor in the previous 5-stock
portfolio. However, what will happen if the number of stocks in a portfolio changes? To acquire convincing results, we randomly extracted stocks from the experimental sample base as candidates for the experiment. These candidates cannot come from the same sector and show no correlation in the Pearson tests. The relevant results are shown in Figure 2.

In Figure 2, the allocation results of two kinds of investors are presented under the premise of the 3/5/7/9 stock in a portfolio. $(P (j)$ represents there are $j$ stocks in a portfolio, $j = 3, 5, 7, 9$. Most of the results show that the risk seeker obtains higher returns, while the risk aveter undertakes less risks in the investment, except group $P (7)$, without a significant difference in returns. After comparison, more than 75% of the results are consistent with the previous results.

(2) Changes in the experimental periods

Meanwhile, the results can also be influenced by the experimental periods. The initial results in one month can hardly reveal the true features with the appliance of the EV method. As such, the above example in Section 3.2 should be put in different periods (1 month, 2 months, …, 7 months) to verify whether the proposed method creates a contingency to some extent. The allocation weights acquired from the EV method will be updated based on the existing data. The corresponding results are reflected in Figure 3.

According to Figure 3, we can tell that the gap between two investors’ returns seems small in the first three periods, and becomes much bigger in the last four periods. While in Figure 3b, the variances of the risk seeker have a larger fluctuation and are always higher than the risk averter’s. Additionally, there is no evidence to suggest that the risk averter could gain more returns than the risk seeker with a stable variance. Based on the comparison analysis, the results are consistent with the initial one.

4.2. Performance Comparison of Different Methods

Besides the general validation of the example, the efficiency of the proposed method needs to be testified by the comparison of similar methods as well. We respectively calculated the allocation results through different methods (e.g., the EV method, the existing MV method, and two improved MV methods mentioned by Dai et al. [63]), and the performance comparison is shown in Table 8.

| Time Span | Client Type | Investor-sk | Investor-av |
|-----------|-------------|-------------|-------------|
|           | Return      | Variance    | Return      | Variance    | Turnover | Sharp Ratio | Turnover | Sharp Ratio |
| EV: 1 month | 0.05814 | 0.005494 | 0.04646 | 0.003990 | 0.3698 | 0.4452 | 0.4514 | 0.4398 |
| 2 months   | 0.07849 | 0.012097 | 0.06361 | 0.008504 | 0.5167 | 0.3257 | 0.5759 | 0.3261 |
| 3 months   | 0.08956 | 0.010745 | 0.08874 | 0.009003 | 0.5384 | 0.3364 | 0.5578 | 0.3349 |
| 5 months   | 0.10430 | 0.024130 | 0.07963 | 0.006521 | 0.6272 | 0.2681 | 0.6379 | 0.2705 |
| 7 months   | 0.11309 | 0.016732 | 0.09588 | 0.008136 | 0.6425 | 0.4342 | 0.7100 | 0.4317 |
| MV: 1 month | 0.05775 | 0.005986 | 0.04313 | 0.009940 | 0.4658 | 0.3089 | 0.4776 | 0.3073 |
| 2 months   | 0.06953 | 0.011986 | 0.05968 | 0.010730 | 0.5783 | 0.2670 | 0.5841 | 0.2660 |
| 3 months   | 0.07377 | 0.010800 | 0.09040 | 0.010340 | 0.6420 | 0.2683 | 0.6469 | 0.2676 |
| 5 months   | 0.08841 | 0.034795 | 0.08006 | 0.011406 | 0.6617 | 0.1875 | 0.6672 | 0.1884 |
| 7 months   | 0.08350 | 0.021804 | 0.07833 | 0.014035 | 0.7125 | 0.2966 | 0.7148 | 0.2948 |
| MVSRE: 1 month | 0.05640 | 0.005807 | 0.04450 | 0.008128 | 0.4463 | 0.4286 | 0.4508 | 0.4185 |
| 2 months   | 0.07798 | 0.012189 | 0.06117 | 0.006635 | 0.5551 | 0.2968 | 0.5575 | 0.3011 |
| 3 months   | 0.08007 | 0.010796 | 0.08817 | 0.010131 | 0.5447 | 0.3204 | 0.5485 | 0.3192 |
| 5 months   | 0.09929 | 0.025488 | 0.08001 | 0.009809 | 0.6314 | 0.2555 | 0.6356 | 0.2560 |
| MVSRE: 1 month | 0.09733 | 0.017329 | 0.08727 | 0.012523 | 0.7071 | 0.3987 | 0.7132 | 0.3976 |

Table 8. Methods of the performance comparison.
In Table 8, the efficiency of these methods is compared from the aspects of return, variance, turnover, and sharp ratio, respectively. In terms of return, the portfolio obtained from the EV method performs much better than the other three, while there is no obvious difference between the returns of the MVSREB method and the MVSRE method.

When talking about variance, it has long been regarded as the indicator of risk. In Table 8, for the risk seeker, he gains a big pay-off from the EV method portfolio with a lower risk compared to the others. For the risk averter, the variance from the MVSRE method seems less than that from the EV method but not that much.

The turnover refers to the average monthly trading volume. In consideration of the transaction costs, a high turnover will offset the achievements of portfolios. In Table 8, the turnover rates of the portfolio in the EV method are relatively low in comparison, which means the transaction costs from the EV method are under control, though not the lowest.

In the end, we chose to calculate the sharp ratio (SR) to evaluate the effective gains after removing the risk. As is in Table 8, the EV method shows big advantages in investment achievement, which demonstrates its efficiency in applications. Based on the performances shown above, the EV method is suitable to be applied in the investment decision-making process.

Compared to the improved MV methods, the defect of the MV method is that the mean value cannot effectively represent the expected return. For one, the mean value is weak in reflecting irregular fluctuations of stock prices. For another, the mean value does not show investors’ expectations, so that it cannot be used as an effective boundary constraint under the target of minimum risk. The construction of the EV method can exactly remedy these drawbacks.

5. Conclusions

This paper proposed the measurement method of collective cognitive bias and improved the MV method to solve the problem of stock allocation. The primary contributions of this study are summarized as follows: (1) Based on the formation mechanism of collective cognitive bias, a state-space method with a hybrid algorithm was proposed to measure the cognitive biases; (2) given the importance of the collective cognitive bias in return prediction, EMACB-V was constructed to evaluate the expected return in stock allocation; and (3) considering the difference of investors’ risk preferences, a symmetric investment method was put forward to obtain the heterogeneous stock allocation.

However, there are still some limitations in the application of this method. The proposed method is suitable for stock investment, but the impact of cognitive bias on other investment situations was not investigated. In addition, in this research, the authors are more inclined to understand the cognitive states of Chinese investors, and it is unclear sure whether the investors in other countries have equal sensitivities to these stimulus factors. In the future, we will highlight the following directions. First, stock portfolios were regarded as the main research objects in this paper. In practical applications, however, investors must be challenged by composite portfolios, including bonds, stocks, funds, options, etc. Therefore, an investment method with diversified capital should be improved in the future work. Second, this method is more available for short-term investments. Thus, a dynamic investment allocation accompanied with a subjective environment should be established in the long run.
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