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Abstract: Nowadays, recommender systems are present in multiple application domains, such as e-commerce, digital libraries, music streaming services, etc. In the music domain, these systems are especially useful, since users often like to listen to new songs and discover new bands. At the same time, group music consumption has proliferated in this domain, not just physically, as in the past, but virtually in rooms or messaging groups created for specific purposes, such as studying, training, or meeting friends. Single-user recommender systems are no longer valid in this situation, and group recommender systems are needed to recommend music to groups of users, taking into account their individual preferences and the context of the group (when listening to music). In this paper, a group recommender system in the music domain is proposed, and an extensive comparative study is conducted, involving different collaborative filtering algorithms and aggregation methods.
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1. Introduction

Recommender systems (RS) are present today in multiple application domains, such as e-commerce, tourism, television, etc. [1]. Music and audiovisual content, in general, are domains where there is a high demand for these systems, due to the popularization of portable devices and streaming services [1].

Each application area has its own particularities, and the music area is characterized, among other things, by the rapid consumption of items. Consequently, it is difficult to know the ratings explicitly, since users do not stop listening to express them. For this reason, ratings are generally inferred from user behavior. Moreover, the sparsity problem is more important than in other domains, due to the scarcity of ratings and large availability of items in music catalogs.

Moreover, in the music domain, the context of the user also has a great importance on user preferences [4]. Many environment-related contextual factors, such as time, weather, or place, as well as user-related contextual factors, such as, activity or mood, influence
the choice of the music to play by users. Therefore, the rating that a user would give to a
song will be different in each context. These factors do not have as much impact on the
recommendation of other products, such as books and other consumer goods. Context-
aware recommender systems use any information that allows to characterize the user’s
situation and refine predictions, so that different ratings can be predicted for the same item
and user, depending on his or her contextual state.

It has been found that context is widely addressed in the literature about GRS, espe-
cially in the area of music, since it has great relevance in determining the group’s situation
and establishing recommendations [5].

Most GRSs use the individual predictions generated for each group member and then
apply some aggregation strategy to provide the most appropriate recommendations to
the group. The aggregation methods used in the recommendation of music for groups are
very diverse, including variations proposed by some authors for the most commonly used
methods [6]. However, no comparative studies on the suitability of these approaches in
different contexts are found in this application domain.

The objective of this paper is to contribute to the state of the art of group recommender
systems, where the existing literature is very scarce. The work is focused on context-aware
recommender systems, since contextual factors are highly relevant in this type of system.
However, despite this proven relevance, there are hardly any studies evaluating the effec-
tiveness of group recommendation methods in different contexts. In order to make up for
these shortcomings, this work addresses the current state of the art of context-aware recom-
mender systems for groups in the music domain, by analyzing the main recommendation
approaches for groups in this area and performing a comparative study of the behavior of
different recommendation methods and aggregation strategies in different contexts.

The main contributions of this work are the following:

- To provide an overview of algorithms used in GRS, group types, aggregation methods,
evaluation metrics, and context-aware recommender systems.
- To review the current state of GRS in the field of music. This is an application
domain where the literature is poor, despite the fact that it is one of the fields where
recommendations to groups acquire great relevance.
- To conduct an extensive comparative study of the performance of the eight main
aggregation strategies used with the most important collaborative filtering algorithms
in different contexts and for different types of groups.

To the best of our knowledge, there is no study of this type in the literature that
analyzes so many factors together. We have only found one similar paper [7], in which
some recommendation methods for groups were evaluated, but the groups consisted of
only three members who listen to music while playing the same video game (always the
same). No other context is studied, and no context-aware recommendations are given. In
addition, the songs played are among the top 10 favorites of the group members, and all
individuals in the sample are students at the same university.

Our study can be useful to determine which collaborative filtering (CF) methods are
most appropriate for GRS and which aggregation strategy to use, depending on different
factors, such as the CF method used or the length of the recommendation lists. In addition,
conclusions can be drawn about the influence on the results of the introduction of context-
aware recommendations and their relationship with the way groups are formed.

The paper is structured as follows. Section 2 briefly reviews the state of the art of
group recommender systems and context-aware recommendations. Section 3 presents the
proposed study about group recommender systems in the music domain. The results of the
study are shown and discussed in Sections 4 and 5, respectively. Finally, Section 6 presents
the conclusions obtained.

2. State of the Art

Traditionally, recommender systems have focused on individuals; however, in recent
times, with the emergence of mobile applications and the popularization of their use,
social networks, collaborative applications, and group-focused recommender systems have proliferated. A GRS precursor was the MusicFX system [8], which aimed to select music for groups of gym users. In the scope of CF methods, PolyLens [9] was the first system developed to provide recommendations to groups. PolyLens was created as an extension of the popular Movielens movie recommender system. Later, GRSs were proposed in other domains, such as television [10,11], travel [12], or tourist activities [13], among others.

A recommender system for groups [14–18] focuses on scenarios in which recommendation solutions are provided to groups of users who have individual preferences. Although, in most features, they overlap with recommender systems for individuals [1], since group recommendations are usually derived from aggregation of individual recommendations, new problems, and considerations arise.

Depending on how groups are considered, GRSs can involve the aggregation of the outputs of recommender systems for individuals (aggregated predictions) [19,20] or simultaneously consider the preferences of all members, by aggregating them to a group profile, for which recommendations are made (aggregated models) [21]. The first approach is the most commonly applied and the one used in more recent studies.

One of the most important elements of discussion when developing a GRS is the choice of the aggregation strategy. Different aggregation strategies and approaches to group recommendation are discussed in [18]. The evaluation of the group recommendation algorithm is essential to identify its usefulness. Therefore, the different approaches and metrics used to evaluate group recommendation models and their relevance are discussed in the literature.

2.1. Types of Groups

Groups, in the context of GRS, can be classified in different ways [14,17], according to different factors related to its members: types of preferences or the reason why the group has been created.

Considering the preferences of the members of the group, these two categories are established:
1. Homogeneous groups: groups whose members have similar interests.
2. Heterogeneous groups: groups whose members have diverse interests, which can become very disparate.

Depending on how the group is created, they can be classified into three categories:
1. Established groups: formed by individuals who explicitly choose to belong to the group because they have certain particular interests.
2. Occasional groups: formed by people who occasionally perform some activity together. Members may have some particular tastes, with respect to a specific topic or activity.
3. Random groups: groups of people who share the same environment at the same time, for a certain period of time, and whose members may not have much relationship with each other.
4. Automatically identified groups: formed automatically by bringing together individuals with similar preferences, such as groups of article reviewers who are proficient in certain topics.

2.2. Algorithms Used

Both RSs and GRSs can be based on the following approaches:

- Content-based recommender systems: content-based filtering [22] applied to groups is based on the idea of recommending new items, similar to those previously consumed or liked by the user. For example, recommending books to a bookstore customer based on characteristics such as genres read or favorite authors.
- Recommender systems based on collaborative filtering (CF): these are based on user-item interactions, in the form of ratings or other behavior from which implicit ratings
are obtained [2]. CF systems use user-item rating matrices to provide recommendations from other user preferences or on ratings received by items. Continuing with the previous example, instead of focusing on the properties of previously read books, the CF algorithm would take into consideration the book ratings of other users similar to him/her when generating the preference for an individual.

CF can be subcategorized into memory- and model-based methods. The former makes use of the full similarity matrix when generating a recommendation, working directly with the dataset, while the model-based approaches use machine learning methods to create predictive models. Memory-based CF can, again, be divided into user- and item-based, depending on the elements considered to find similarities.

There are also hybrid recommendation methods that combine several approaches aiming at performance improvement.

In addition, for GRSs in particular, the following approaches exist:

- Constraint-based recommendations: this type of recommendations uses constraints proposed by group members that must be met in the proposed recommendations.
- Critique-based recommendations: the user is shown reference items, so that they can provide feedback through an iterative process to improve the recommendation.

Most of the work in the GRS literature uses collaborative filtering methods, including k-NN (k-nearest neighbors) and matrix factorization-based algorithms. In [23], a matrix factorization method is applied to recommend a sequence of music tracks for groups. Chen et al. [24] proposed their own collaborative filtering method for group recommendation, which also considers time dynamics in user preferences. SVD (singular value decomposition) was used in [20] to provide playlists for groups in a room-based environment. Hybrid approaches are also proposed in other studies, as in [25], where a method was proposed to recommend radio stations and music to people traveling in a car.

Regarding the second classification, constraint-based recommendation methods have been the target of some work in the literature [26], as well as the problems arising from the constraints [27]. In [14], the authors discuss ways to use this approach in the GRS context, by combining it with different aggregation strategies. Other studies are focused on the category of critique-based recommendations. In [28], the interactive multi-party critiquing (IMPC) recommendation method for groups is proposed. The proposal is based on the critiquing concept to a conversation between individuals. It was implemented in a mobile phone application for recommending restaurants to groups.

2.3. Aggregation Methods

Either through aggregated predictions or aggregated models, an GRS uses aggregation methods to compose the recommendations for the group.

The aggregation strategies listed in Table 1 were proposed in [6]. They are grouped according to three categories: majority-based (M), strategies that are based on the idea that the best recommendation is found by encouraging those items that are most popular; consensus-based (C), aggregation strategies that try to take into consideration the preferences of all members of the group, seeking a more democratic approach; and borderline (B), aggregation strategies that take into consideration a subset of all available users.

In addition to these strategies, which are the most commonly used, there are other proposals. The music recommender system, proposed in [29], uses negative preferences of group members to build user profiles and not recommend songs similar to those categorized as negative. Baskin and Krishnamurthi [30] proposed a preference aggregation algorithm that finds a high-quality consensus ordering of the items by using variable-neighborhood local search. Playlist recommendations for groups is addressed in [23], where a sequential recommendation technique is proposed to build a tracks’ sequence iteratively, while constantly balancing user satisfaction levels.
Table 1. Aggregation functions.

| Aggregation Strategy          | Description                                                      | Function                                                                 |
|------------------------------|------------------------------------------------------------------|--------------------------------------------------------------------------|
| Additive Utilitarian (ADD) [C] | Sum of the predicted ratings for an item.                       | \[ \arg \max_{t \in T} \left( \sum_{u \in G} \text{eval}(u, t) \right) \] |
| Multiplicative (MUL) [C]      | Multiplication of the predicted values for an item.             | \[ \arg \max_{t \in T} \left( \prod_{u \in G} \text{eval}(u, t) \right) \] |
| Average (AVG) [C]             | Average of the predicted values for an item.                    | \[ \arg \max_{t \in T} \left( \frac{\sum_{u \in G} \text{eval}(u, t)}{|G|} \right) \] |
| Average without Misery (AVM) [C] | Average of predicted predictions that exceed a certain threshold of relevance. | \[ \arg \max_{t \in T : \exists u \in G \text{ s.t. eval}(u, t) \leq \text{threshold}} \left( \sum_{u \in G} \text{rating}(u, t) \right) \] |
| Approval Voting (APP) [M]      | Number of predicted ratings that exceed a certain threshold of relevance. | \[ \arg \max_{t \in T} \left( |\{ u \in G : \text{eval}(u, t) \geq \text{threshold} \} | \right) \] |
| Most Pleasure (MPL) [B]       | Maximum rating of an item.                                      | \[ \arg \max_{t \in T} \left( \text{maxeval}(t) \right) \] |
| Least Misery (LMS) [B]        | Minimum prediction of an item.                                  | \[ \arg \max_{t \in T} \left( \text{mineval}(t) \right) \] |
| Majority Voting (MAJ) [B]     | Maximum prediction of an item.                                  | \[ \arg \max_{t \in T} \left( \text{majorityeval}(t) \right) \] |

2.4. Evaluation Metrics

The metrics used to evaluate recommender systems for groups are often similar to those used in RSs. They can be classified into the following two types: rating prediction and top-n recommendations. In the former, the system predicts ratings for the items not consumed previously by the group. In order to evaluate these systems, different types of prediction errors are computed. In the second type, the system provides an ordered list of relevant items to recommend to the group, and the recommendations in this list are evaluated by means of classification metrics and other rank-based measures.

Metrics focused on top-n recommendations tend to be more reasonable, since a system might predict with low error the rating of the undesirable items but be unable to recommend relevant items that the user would consume. An item is considered relevant to a group when it exceeds a relevance threshold.

Among the most used classification metrics are precision and recall. Precision is the fraction of the number of relevant items recommended, in relation to the total number of items recommended, Equation (1):

\[
\text{precision@}k(g) = \frac{|\text{predicted}_k(g) \cap \text{relevant}_k(g)|}{k}
\] (1)

where \( \text{predicted}_k(g) \) is the list of \( k \) items recommended to the group \( g \), \( \text{relevant}_k(g) \) represents all items relevant to the group \( g \), and \( k \) is the number of items recommended.

Recall, or sensitivity, is the fraction of the number of recommended items, relative to the total number of relevant items.

\[
\text{recall@}k(g) = \frac{|\text{predicted}_k(g) \cap \text{relevant}(g)|}{|\text{relevant}(g)|}
\] (2)

The discounted cumulative gain (DCG) is a rank-based metric, where highly relevant items in lower positions in the list should be penalized by decreasing their relevance logarithmically (3) with the position \( i \).

\[
\text{DCG@}k(g) = \sum_{i=1}^{k} \frac{2^{\text{relevance}_i(g)} - 1}{\log_2(i + 1)}
\] (3)

However, this value may require normalization if the number of items recommended in the lists varies. This is done in comparison to the ideal DCG (iDCG) given by, Equation (4), obtaining the normalized DCG (nDCG) using Equation (5).

\[
\text{iDCG@}k = \sum_{i=1}^{k} \frac{1}{\log_2(i + 1)}
\] (4)
nDCG@k(g) = \frac{DCG@k(g)}{\text{idCG@k}} \tag{5}

Another way to evaluate these metrics is, instead of first aggregating the ratings given by the members of each group and evaluating the list, to calculate the metric for a user, with respect to the recommendation. The metric is first computed for all users in the group, and then the average is calculated as shown in Equation (6).

\text{metric@k}(g) = \frac{\sum_{u \in g} \text{metric@k}(u)}{|g|} \tag{6}

2.5. Context-Aware Recommender Systems

Contextual factors become very important in recommender systems, since an item may be rated very positively by users in one context but be inappropriate in another. There are three main categories of methods for dealing with contextual information: two-dimensional (2D) methods, based on contextual modeling and hybrid.

2D methods: these are the most commonly used methods, the simplest and the ones that need the fewest requirements, since they work with a two-dimensional space:

\text{f}_{\text{rating}} : \text{User} \times \text{Item} \rightarrow \text{Rating} \tag{7}

These methods perform a filtering of the items, according to the contextual requirements before (pre-filtering) or after (post-filtering) the recommendation is made.

Contextual modeling consists of considering all the contextual information at the time the recommendation is made, incorporating it into the algorithm itself.

\text{f}_{\text{rating}} : \text{User} \times \text{Item} \times \text{Context} \rightarrow \text{Rating} \tag{8}

Hybrid systems combine two or more of the above-mentioned filtering systems. There are several papers in the literature that consider the context in recommendations to groups. However, most of them only take into account the context in which the group receiving the recommendations is located. There are some exceptions to this, as in [31], where a context-aware framework for multimedia recommendations is presented. It obtains information from intelligent environmental interfaces (location, emotions, physical conditions, etc.) and combines it with temporal factors, user social information, and user characteristics. Gillhofer and Schedl [32] analyzed user music listening behavior as a function of context, considering many factors, such as time, location, device, weather, etc. From these contextual factors, they are able to detect mood, artists, and genres. Yang et al. [19] proposed a Bayesian approach to find social relationships between users, and this social context is used to detect their favorite categories. In addition, user previous behavior, mood, and so on are included as context.

3. Experimental Study

3.1. Dataset Description

This section details the comparative study, conducted to evaluate the behaviour of different recommendation algorithms and aggregation methods in different groups and contexts. These experiments have been performed employing the surprise python library [33] for the implementation of the CF algorithms and applied to two different datasets, which that we have named:

- LastFM-1k-spotify: this dataset has been obtained by merging the LastFM-1k dataset [34,35] with the song information provided by the Spotify API [36].
- LFM-1b-small-spotify: this dataset has been obtained in a similar way to the previous one, but the dataset published by D. Kowald et al. [37] has been used as the base dataset, which is a subset of the LFM-1b dataset [38].
Both datasets have been obtained using the same process, by merging the user event data with the song information provided by the Spotify API [36]. The records of both datasets contain the following information:

\[
\{\text{user id}, \text{song id}, \text{rating}, \{\text{contextual properties}\}\}
\]

The user id and song id refer to identifiers of users and songs in each dataset and rating to the computed user's score for that song. Although there are no explicit ratings in the original datasets, the existence of listening events, based on timestamps, allows the inference of these through the number of plays of a song. For this purpose, the algorithm proposed by Maciej Pacula in [39] has been used. With this method, explicit ratings can be approximated from implicit ones.

Equation (9) describes the frequency for a user \((i)\) and a song \((j)\) computed from \(\text{count}(i, j)\), which is the number of plays of the song \((j)\) by the user \((i)\), and \(\text{totalCount}\), which is the total number of plays of the user \((i)\) for the whole catalogue. Equation (10) describes how to obtain the explicit rating \((r_{ij})\) of a user \((i)\) for a song \((j)\) in a ranking of size \((k)\), ordered by play frequency, where \(k'\) is the rank of the song with most plays. In this way, a score in the interval \((0,4)\) is obtained.

\[
freq_{ij} = \frac{\text{count}(i, j)}{\text{totalCount}} \tag{9}
\]

\[
r_{ij} = 4 \cdot \left(1 - \sum_{k'=1}^{k-1} freq_{k'}(i)\right) \tag{10}
\]

The contextual properties of the items have been gathered from Spotify. Spotify offers an API [36] through which it is possible to access different data related to users, artists, and songs. In particular, it assigns 13 characteristics to songs: danceability, acousticness, duration, energy, instrumentalness, liveness, loudness, mode, explicitness, speechiness, tempo, and valence. To obtain the final datasets, requests were made for each of the songs in the tuples of both datasets.

These features were used for context inference. Four types of contexts have, therefore, been established: (1) no context, (2) party, (3) fitness, and (4) chill. For the determination of these, thresholds for the contextual properties have been on each defined context:

- No context: Does not consider any property. This context includes all songs, without making any distinction by property.
- Party: A song is considered appropriate for a party environment when the danceability value exceeds the value of 0.65.
- Fitness: A song is considered appropriate for a sport environment when the energy value exceeds 0.90.
- Chill: A song is considered appropriate for relaxation when the energy value is less than 0.10.

Once the final dataset was obtained, an exploratory data analysis (EDA) was carried out for a first exploration of the data obtained.

An average number of 4.95 ratings per song was detected. Thus, in order to avoid issues in the recommendation, in cases where there are too many songs with few plays (they have been listened to by few users) that are not suitable for collaborative filtering, an additional filtering was carried out on the dataset, establishing a minimum threshold of ratings that a song must have, in order to be used in collaborative filtering. Different tests were carried out and, finally, those songs that had at least 50 ratings, shared by different users, were considered. Once this filtering is done, both datasets were significantly reduced:

- LastFM-lk-spotify, with a total of 988 users and 9093 songs.
- LFM-lb-small-spotify, with a total of 2713 users and 827 songs.

Figure 1 shows density plots with the distribution of the dataset properties after filtering in both datasets: Figure 1a LastFM-lk-spotify and Figure 1b LFM-lb-small-spotify.
The distribution of song features is similar in both datasets, with slight differences in the danceability valence and tempo features.

Once the final dataset was obtained, an exploratory data analysis (EDA) was carried out for a first exploration of the data obtained. An average number of 4.95 ratings per song was detected. Thus, in order to avoid issues in the recommendation, in cases where there are too many songs with few plays (they have been listened to by few users) that are not suitable for collaborative filtering, an additional filtering was carried out on the dataset, establishing a minimum threshold of ratings that a song must have, in order to be used in collaborative filtering. Different tests were carried out and, finally, those songs that had at least 50 ratings, shared by different users, were considered. Once this filtering is done, both datasets were significantly reduced:

- **LastFM-lk-spotify**, with a total of 988 users and 9093 songs.
- **LFM-lb-small-spotify**, with a total of 2713 users and 827 songs.

Figure 1 shows density plots with the distribution of the dataset properties after filtering in both datasets:

(a) LastFM-lk-spotify and (b) LFM-lb-small-spotify.
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**Figure 1.** Value distribution of song properties in both datasets (a) LastFM-lk-spotify and (b) LFM-lb-small-spotify.

### 3.2. Description of the Experiments

Once the datasets were collected, the experiments to perform the comparative study were planned. The aim is to analyse which are the best algorithms, the best aggregation methods, and how the consideration of the context influences the results. Therefore, top-n lists for different groups were obtained from different scenarios, corresponding to all possible combinations of recommendation algorithms, aggregation methods, and defined contexts. The approach chosen for making context-aware recommendations was contextual...
pre-filtering, which requires to apply the CF methods after removing from the dataset the examples not relevant for a given context. The lists provided by the algorithms were evaluated, and the results were compared.

For the experiments, 50 groups of 5 members for each of the following possible group types have been considered:

- Random groups: individuals were randomly considered from the total users in the datasets.
- Contextual groups: random individuals were considered after filtering the dataset according to the contexts, and the results obtained were taken from those individuals who had a certain number of relevant songs in that context (fitness, party, and chill), 20 in this case, so that these users can be considered to have a criterion formed in that context.

We have exclusively used the precision and rank evaluation metrics, which, as indicated in the works [5,15], are gaining popularity over the rest, since the error metrics do not provide very useful information when analysing ordered lists. The reason lies in the fact that, in a list of recommendations, and especially in an aggregate recommendation for several users in a group, it is not as important to get accurate predictions as it is to choose those elements that are relevant for the majority and be able to present them to the users as soon as possible.

Once the groups and metrics to be used have been established, recommendations are made for different combinations of the following elements, in order to carry out the experiment:

- 4 contexts: no context, party, fitness, and chill.
- 50 groups of 5 members for each context.
- 4 recommendations algorithms: KNN, NMF, CoClustering, and SVD. All of them included in the surprise library [33].
- 8 aggregation methods: AVG, ADD, MUL, AVM, APP, LMS, MAJ, and MPL.
- 3 evaluation metrics: precision, recall, and NDCG.
- 4 different lengths for top-n lists (@k values): comprised between 5 and 20, hereafter referred to as the @k length of the re-recommendation.

4. Results

The execution of the proposed experiments generated a great volume of results. In order to analyze them, a series of questions have been planned, in order to generate the graphs that could answer them:

1. What are the main results of each algorithm for the relevant metrics (precision, recall, and NDCG)?
2. What are the best aggregation methods, depending on the algorithm, and how does the application of a context affect the values of the metric?
3. What is the best performing algorithm at a fixed @k?

4.1. Main Results of Each Algorithm, in Terms of Precision, Recall, and NDCG

First, we analysed possible biases in the results, since it is important that the metrics obtained in the experiments are not skewed by outlier cases, in order to assure the validity of the results obtained.

In Figure 2, the metric values provided by the different algorithms for an aggregation method are represented by box plots. We can see how, despite the outlier cases, both the mean and median values of the metrics, for each type of group, follow coherent progressions. Figure 2 only shows the case of no context—random groups for MPL (most pleasure) aggregation method, but this behaviour is similar for other contexts and aggregation methods analysed. That is, the SVD algorithm is the one that tends to provide the best results, and the trend we find in the three metrics, as k increases, is roughly similar. Precision and NDCG decrease and recall increases.
4.2. What Are the Best Aggregation Methods, Depending on the Algorithm, and How Does the Application of a Context Affect the Values of the Metric?

From now on, to analyze the metrics, the median value of the metrics obtained for the types of groups will be considered, since it is less sensitive than the mean to variations, due to atypical cases.

To answer the second question, precision, recall, and NDCG metrics have been obtained for different algorithms, so that it is possible to compare which aggregation methods achieve the highest scores in each case.

We have performed the experiments for all combinations of algorithms (co-clustering, SVD, KNN, and NMF), contexts (none, party, fitness, and chill), and group types (random, party, fitness, and chill).

Since there are many possible combinations, we will show (below) the results for the algorithm that has shown the best performance previously, that is, SVD. Figures 3 and 4 show the results for each of the two datasets, respectively, regarding to the metrics for each aggregation method. The combinations shown in these figures are related to chill context; although, in the other contexts, there is a behavior with a similar trend.

Figure 3a shows the precision recall and NDCG results of the SVD algorithm for the context-group type combination none–random, i.e., without contextual pre-filtering and for groups generated randomly, that is, groups of users with interests not linked to any specific context (party, fitness, or chill), randomly selected from dataset. We see that the best performing aggregation methods are MPL [B] (most pleasure (borderline)) and AVM [C] (average without misery (consensus)).

Figure 3b,c show the same data, as previously described, but this time for the context-group type none–chill and chill–chill combinations.
Comparing the three groups of graphs, it is possible to appreciate the improvement of results, when the group type defined is homogeneous, in this case chill, (Figure 3b) and the context and the group type match (Figure 3c), with an increase in recall. This shows a clear influence of the context.

The group of graphs shown in Figure 4a–c corresponds to the same results for the second dataset (LFM-lb-small-spotify). It is possible to see how the aggregation methods mentioned above present the same trend in this case.

For this dataset, the best performing aggregation methods are still MPL and AVM. Additionally, the effect of context can be seen when comparing the three groups of plots.
Figure 4. Metric values, depending on aggregation method, with the following combination of context and group type: (a) none–random, (b) none–chill, and (c) chill–chill for LFM-lb-small-spotify.

4.3. What Is the Best Performing Algorithm at a Fixed @k?

The aggregation methods lead to different metric values, depending on the length of the recommended list. For certain aggregations, it is much more complicated to retrieve the relevant items when the list is short (such as LMS with SVD for @5 lists), compared to other aggregations that allow a high precision at the beginning, but that quickly decays when the size of the list increases (such as AVM with SVD algorithm in both datasets).

In addition, we can set the value of @k to make the comparison with a fixed recommendation list length at 20 items (a common amount for the context of Music) and compare the results, depending on whether the recommendation is made for a given context or not (Figures 5 and 6 for the two datasets).
other aggregations that allow a high precision at the beginning, but that quickly decays when the size of the list increases (such as AVM with SVD algorithm in both datasets).

In addition, we can set the value of \( k \) to make the comparison with a fixed recommendation list length at 20 items (a common amount for the context of Music) and compare the results, depending on whether the recommendation is made for a given context or not (Figures 5 and 6 for the two datasets).

Figure 5. Comparison of metrics, based on aggregation methods, and algorithms for a fixed context in top-n@20 recommendations for LastFM-lk-spotify.
Figure 6. Comparison of metrics, based on aggregation methods and algorithms, for a fixed context in top-n@20 recommendations for LFM-lb-small-spotify.

In these plots, it is possible to observe, at a glance, how some aggregation functions do not perform well with some algorithms (but with others, they do). In addition, when applying pre-filtering for different contexts, each of the aggregation methods behaves in a different way. The NMF algorithm is the one that shows the most invariant and stable results for the different aggregation methods and contexts.
It should be noted that the aggregation functions could be consensus-based [C], majority-based [M], or boundary-based [B]. The aggregation functions APP [M] and MAJ [B] show poor results, in general, for all algorithms. The best aggregation methods are MPL [B] and AVM [C], with the SVD algorithm; however, NMF and SVD combines better with a larger number of aggregation methods. The consensus metrics perform well in many cases, these are: AVG, ADD, MUL, and AVM.

However, this representation is not totally fair because an aggregation method may yield good results for a given depth of top-n lists (such as @20) but perform worse than others at a larger extent (@100).

It was also found that, depending on the aggregation model and the algorithm used, the recommendation either make sense or do not. For example, if the MUL aggregation and the KNN algorithm are used, the precision at @5 is close to 0 and less than 0.05 in the first third of the list. The coclustering algorithm shows quite poor metrics, compared to other algorithms, which has also been seen in the graphs of the previous questions.

Results are highly dependent on context, algorithms, aggregation methods, and lengths of the top-n lists evaluated. Therefore, we can conclude that, depending on the particular case to be implemented, it may be interesting to consider one metric or another, since they behave differently in different situations. However, the method providing the best results, with and without context and for most aggregation strategies, was SVD.

5. Discussion

The results shown in the previous section have helped to answer the research questions posed previously. Firstly, it has been shown that the trends in the metrics are similar for the different experiments carried out, and the best performing algorithm is SVD.

The results also showed that group recommendations are significantly improved for all aggregation methods when groups formed for a given context receive context-aware recommendations, compared to those provided to randomly created groups.

Additionally, the behavior of both CF algorithms and aggregation strategies varies considerably with the length of the top-N lists. More specifically, the good behavior of SVD was detected, regardless the context, type of group, and aggregation method. Additionally, KNN works well for a given context but is outperformed by NMF and SVD when the list to be recommended is short. It has also been found that the NMF algorithm gives acceptable results for both precision and NDCG, with a higher number of aggregation functions than KNN.

Moreover, it has been observed that some aggregation functions do not work with some algorithms, with NMF and SVD algorithms showing the most stable results for different aggregation methods and contexts. In addition, MPL and AVM are the best performing aggregation strategies with almost all CF methods, especially with the SVD algorithm; although, the precision worsens when top-n@k recommendations are made for a small values of k.

Regarding the evaluation metrics, if we consider a real scenario, it is interesting to look for those with high NDCG when the objective is the generation of playlists, generally short, in which the songs must have a correct sorting and relevant elements at the beginning. On the contrary, when the objective is to generate music recommendations for a bar, it is better to focus on high precision and recall, which translate into a large number of relevant recommendations in long top-n lists, since the music will be playing for a longer time and the items are not consumed so immediately.

6. Conclusions

In this work, the main aggregation methods for group recommendations and evaluation metrics have been reviewed. Additionally, an exhaustive experimental study in the music domain has been conducted to validate the different aggregation strategies, when used in combination with the most popular CF methods for both context-free and -aware recommendations, as well as with randomly formed groups and groups formed for a given
context. The results obtained with several of the CF algorithms and aggregation methods tested were good. However, different combinations of algorithms and aggregation methods can be considered, depending on the problem to be solved, since the results are different for different contexts and types of groups. Therefore, it is interesting to use a benchmark, such as that presented in this work, when making recommendations in a real scenario.
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