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ABSTRACT. In the paper, a nonlinear control system containing the Riemann-Liouville derivative of order \( \alpha \in (0, 1) \) with a nonlinear integral performance index is studied. We discuss the existence of optimal solutions to such problem under some convexity assumption. Our study relies on the implicit function theorem for multivalued mappings.

1. Introduction. In the last years, fractional calculus has been proved to be a useful tool in the modelling of many phenomena in various fields of science. It is successfully applied, among other things, in physics (cf. [16], [17]), mechanics (cf. [35]), viscoelasticity and electrochemistry (cf. [5], [10], [11], [28], [38]). Recently, the very popular subjects of research are fractional calculus of variations (cf. [8], [9], [18], [27], [29], [30], [31]) and fractional optimal control (cf. [1], [3], [12], [13], [14], [21], [37]). In [1], [2], [15], [21], [24] numerical methods for solving fractional optimal control problems are presented.

In our paper, we consider the following fractional optimal control problem

\[
(D^\alpha_{a+} x)(t) = f(t, x(t), u(t)), \quad t \in [a, b] \subset \mathbb{R} \ a.e.,
\]

\[
(I^1_{a+} x)(a) = x_0,
\]

\[
u(t) \in M \subset \mathbb{R}^m, \quad t \in [a, b],
\]

\[
J(x, u) = \int_a^b f_0(t, x(t), u(t)) dt \to \min,
\]

where \( f : [a, b] \times \mathbb{R}^n \times M \to \mathbb{R}^n \), \( f_0 : [a, b] \times \mathbb{R}^n \times M \to \mathbb{R}, \ 0 < \alpha < 1 \). Initial condition (2) is called an initial memory value condition (cf. [33]). The first who introduced it in the study of fractional problems of the calculus of variations were Almeida and Torres (cf. [4, Theorem 6.4]). Necessary optimality conditions for the

2010 Mathematics Subject Classification. Primary: 26A33; Secondary: 49J15.

Key words and phrases. Riemann-Liouville integrals and derivatives, fractional control systems, existence of optimal solutions.

The project was financed with funds of National Science Centre, granted on the basis of decision DEC-2011/01/B/ST7/03426.

* Corresponding author: Rafał Kamocki.
above problem have been obtained in [22], in the form of the Pontryagin maximum principle.

We investigate this problem in aspect of the existence of optimal solutions. Our paper is a continuation of research contained in [23] and [34]. In [23], the above problem with a linear control system (1) is studied. The existence of optimal solutions has been obtained there under convexity of the function \(f_0\) with respect to \(u\) as well as compactness and convexity of the set \(M\). In [34], existence of solutions to problem (1)–(4) has been obtained for \(f_0\) convex in \((x,u)\) and \(M = \mathbb{R}^n\). In this note, we get such a result under more general convexity assumption, namely, we assume convexity of the so called extended velocities set. This assumption is less restrictive than conditions used in [23] and [34]. A proof of the main result of the paper is based on the implicit function theorem for multivalued mappings.

The paper is organized as follows. In Section 2, we give the basic notions and facts concerning the fractional calculus. In Section 3, we obtain existence of optimal solutions to problem (1)–(4). A simple illustrative example is presented in Section 4.

2. Preliminaries. In this section, we recall some basic definitions and results concerning the fractional calculus (cf. [18], [25], [36]) as well as prove some additional facts which are used throughout this paper.

Let \(\alpha > 0\) and \(f \in L^1([a,b], \mathbb{R}^n)\). The left sided Riemann-Liouville integral of order \(\alpha\) is defined as

\[
(I_{a+}^\alpha f)(t) := \frac{1}{\Gamma(\alpha)} \int_a^t \frac{f(\tau)}{(t-\tau)^{1-\alpha}} d\tau, \quad t \in [a,b] \text{ a.e.}
\]

Additionally, we put

\[
(I_{a+}^0 f)(t) = f(t), \quad t \in [a,b] \text{ a.e.}
\]

Let \(\alpha \in (0,1)\), \(1 \leq p < \infty\). By \(AC_{a+}^{\alpha,p} = AC_{a+}^{\alpha,p}([a,b], \mathbb{R}^n)\) we denote the set of all functions \(f : [a,b] \to \mathbb{R}^n\) of the form

\[
f(t) = \frac{1}{\Gamma(\alpha)} \frac{c}{(t-a)^{1-\alpha}} + (I_{a+}^\alpha \varphi)(t), \quad t \in [a,b] \text{ a.e.,}
\]

with \(c \in \mathbb{R}^n\), \(\varphi \in L^p([a,b], \mathbb{R}^n)\).

Now, let \(\alpha \in (0,1)\) and \(f \in L^1([a,b], \mathbb{R}^n)\). We say that the function \(f\) possesses the left-sided Riemann-Liouville derivative \(D_{a+}^\alpha f\) of order \(\alpha\) if \(I_{a+}^{1-\alpha} f\) has an absolutely continuous representant a.e. on \([a,b]\). In such a case we write \(I_{a+}^{1-\alpha} f \in AC([a,b], \mathbb{R}^n)\) and put

\[
(D_{a+}^\alpha f)(t) := \frac{d}{dt}(I_{a+}^{1-\alpha} f)(t), \quad t \in [a,b] \text{ a.e.}
\]

One can show (cf. [7]) that \(f \in AC_{a+}^{\alpha,p}\) if and only if there exists the derivative \(D_{a+}^\alpha f \in L^p([a,b], \mathbb{R}^n)\). In such a case, \(D_{a+}^\alpha f = \varphi\) a.e. on \([a,b]\) and \((I_{a+}^{1-\alpha} f)(a) = c\) (here \(\varphi\) and \(c\) are taken from (5)).

We have the following two technical results

Lemma 2.1. Let \(\alpha \in (0,1)\) and \(\varphi : [a,b] \to \mathbb{R}^n\) be a measurable function such that

\[
|\varphi(t)| \leq c(t-a)^{\lambda}, \quad t \in [a,b] \text{ a.e.,}
\]

where \(\lambda > 0\).
where \( c \geq 0, \lambda > -1 \). Then \( \varphi \in L^1([a, b], \mathbb{R}^n) \) and

\[
(I_{a+}^\alpha \varphi)(t) \leq c \frac{\Gamma(\lambda + 1)}{\Gamma(\alpha + \lambda + 1)} (t - a)^{\alpha + \lambda}, \quad t \in [a, b] \text{ a.e.}
\]

Proof. Since \( \lambda + 1 > 0 \), therefore

\[
\int_a^b |\varphi(t)| dt \leq \frac{c}{\lambda + 1} (b - a)^{\lambda + 1} < \infty.
\]

So, \( \varphi \in L^1([a, b], \mathbb{R}^n) \). Moreover,

\[
|I_{a+}^\alpha \varphi(t)| \leq \frac{c}{\Gamma(\alpha)} \int_a^t (t - s)^{\alpha - 1}(s - a)^\lambda ds = c \frac{\Gamma(\lambda + 1)}{\Gamma(\alpha + \lambda + 1)} (t - a)^{\alpha + \lambda}, \quad t \in [a, b] \text{ a.e.}
\]

The proof is completed. \( \square \)

Lemma 2.2 ([19]). If \( f \in AC([a, b], \mathbb{R}^n) \), then

\[
f \in I_{a+}^{-\alpha}(L^1) := \{ z : [a, b] \to \mathbb{R}^n; \quad z = I_{a+}^{-\alpha} \psi \text{ a.e. on } [a, b], \psi \in L^1(a, b, \mathbb{R}^n) \}
\]

for any \( \alpha \in (0, 1) \).

In [39, Theorem 1] the following fractional Gronwall lemma has been proved.

Lemma 2.3. Assume \( \beta > 0, 0 < T \leq +\infty, a(t) \) is a nonnegative locally integrable function on \([0, T]\) and \( g(t) \) is a nonnegative, nondecreasing, continuous, upper bounded function on \([0, T]\), \( u(t) \) is nonnegative and locally integrable function on \([0, T]\) such that:

\[
u(t) \leq a(t) + \int_0^t (t - s)^{\beta - 1}u(s)ds, \quad t \in [0, T]. \tag{7}\]

Then

\[
u(t) \leq a(t) + \int_0^t \left[ \sum_{n=1}^{\infty} \frac{(g(t)\Gamma(\beta))^n}{\Gamma(n\beta)} (t - s)^{n\beta - 1}a(s) \right] ds, \quad t \in [0, T]. \tag{8}\]

Using the above lemma, we shall prove the following extension of [39, Corollary 2]

Lemma 2.4. Let \( u \) be a function from Lemma 2.3 satisfying condition (7) with functions

\[
a(t) = c \frac{\Gamma(\lambda + 1)}{\Gamma(\beta + \lambda + 1)} t^{\beta + \lambda}, \quad g(t) = R \quad t \in [0, T),
\]

where \( \beta > 0, \lambda > -1, c \geq 0 \) and \( R \geq 0 \). Then,

\[
u(t) \leq c \Gamma(\lambda + 1) t^{\beta + \lambda} E_{\beta, \beta + \lambda + 1} \left( MT(\beta)t^\beta \right), \quad t \in [0, T),
\]

where \( E_{\beta, \eta} \) is the generalized Mittag-Leffler function defined by

\[
E_{\beta, \eta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\beta \eta + k)}.
\]
Proof. Let us note that functions $a$ and $g$ satisfy assumptions of Lemma 2.3. Consequently, condition (8) is satisfied. It is easy to check that

$$
\int_0^t \left[ \sum_{n=1}^{\infty} \left( \frac{(g(t)\Gamma(\beta))^n}{\Gamma(n\beta)} \right)^n (t-s)^{n\beta-1}a(s) \right] ds =
$$

$$
= \int_0^t \left[ \sum_{n=1}^{\infty} \left( \frac{(R\Gamma(\beta))/\Gamma(n\beta)}{\Gamma(n\beta)} \Gamma(\lambda + 1) \right) (t-s)^{n\beta-1}c \Gamma(\lambda + 1) \right] ds =
$$

$$
c\Gamma(\lambda + 1) \left[ \sum_{n=1}^{\infty} \frac{(R\Gamma(\beta)t)^n}{\Gamma(n\beta + \beta + \lambda + 1)} \right] =
$$

Thus, using condition (8) we obtain

$$
u(t) \leq c \frac{\Gamma(\lambda + 1)}{\Gamma(\beta + \lambda + 1)} t^{\beta+\lambda} + c\Gamma(\lambda + 1)t^{\beta+\lambda} \sum_{n=1}^{\infty} \frac{(R\Gamma(\beta)t^n)}{\Gamma(n\beta + \beta + \lambda + 1)} =
$$

$$
= c\Gamma(\lambda + 1)t^{\beta+\lambda} \left( \frac{1}{\Gamma(\beta + \lambda + 1)} + \sum_{n=1}^{\infty} \frac{(R\Gamma(\beta)t^n)}{\Gamma(n\beta + \beta + \lambda + 1)} \right) =
$$

$$
= c\Gamma(\lambda + 1)t^{\beta+\lambda}E_{\beta,\beta+\lambda+1}(R\Gamma(\beta)t^\beta), \quad t \in [0, T).
$$

The proof is completed. \qed

From the above lemma, we immediately obtain

**Corollary 1.** *Under assumptions of Lemma 2.4, with*

$$
a(t) = \frac{c_1}{\Gamma(\beta + 1)} t^\beta + \frac{c_2}{\Gamma(\beta + \lambda + 1)} t^{\beta+\lambda}, \quad t \in [0, T),
$$

*where $\lambda > -1$, $c_1$, $c_2 \geq 0$, it holds*

$$
u(t) \leq c_1 t^{\beta} E_{\beta,\beta+1}(R\Gamma(\beta)t^\beta) + c_2 \Gamma(\lambda + 1)t^{\beta+\lambda}E_{\beta,\beta+\lambda+1}(R\Gamma(\beta)t^\beta)
$$

*(9)*

*for all $t \in [0, T)$.*

**Remark 1.** From the proofs of lemmas 2.3 and 2.4 it follows that the interval $[0, T]$ can be replaced with an arbitrary interval $[a, b] \subset \mathbb{R}$. In such a case, inequality (9) takes the form

$$
u(t) \leq c_1 (t-a)^\beta E_{\beta,\beta+1}(R\Gamma(\beta)(t-a)^\beta) +
$$

$$
+ c_2 \Gamma(\lambda + 1)(t-a)^{\beta+\lambda}E_{\beta,\beta+\lambda+1}(R\Gamma(\beta)(t-a)^\beta)
$$

*(10)*

*for all $t \in [a, b]$.*

3. **Fractional nonlinear optimal control problem.**

3.1. **Homogeneous problem.** Let us consider the optimal control problem (1)–(4) with $x_0 = 0$. i.e.

$$
(D^\alpha_a x)(t) = f(t, x(t), u(t)), \quad t \in [a, b] \text{ a.e.}
$$

*(11)*

$$
(\Gamma_{a+}^{1-\alpha} x)(a) = 0,
$$

*(12)*

$$
u(t) \in M \subset \mathbb{R}^m, \quad t \in [a, b],
$$

*(13)*

$$
J(x, u) = \int_a^b f_0(t, x(t), u(t)) dt \to \min,
$$

*(14)*
where \( f : [a, b] \times \mathbb{R}^n \times M \to \mathbb{R}^n \), \( f_0 : [a, b] \times \mathbb{R}^n \times M \to \mathbb{R} \), \( 0 < \alpha < 1 \).

Let \( 1 \leq p < \infty \) and

\[
\mathcal{U}_M := \{ u \in L^p([a, b], \mathbb{R}^m) : u(t) \in M, \ t \in [a, b] \}.
\]

In [22], the following theorem on the existence and uniqueness of a solution \( x_u \in \text{AC}^{\alpha, p}_{a+} \) to system (11)–(12), corresponding to a fixed control \( u \in \mathcal{U}_M \), has been proved.

**Theorem 3.1.** Let \( \alpha \in (0, 1) \) and \( 1 \leq p < \infty \). If

(1) \( f(\cdot, x, u) \) is measurable on \([a, b]\) for all \( x \in \mathbb{R}^n \), \( u \in M \), \( f(t, x, \cdot) \) is continuous on \( M \) for \( t \in [a, b] \) a.e. and all \( x \in \mathbb{R}^n \);

(2) there exists \( N > 0 \) such that

\[
|f(t, x_1, u) - f(t, x_2, u)| \leq N|x_1 - x_2|
\]

for \( t \in [a, b] \) a.e. and all \( x_1, x_2 \in \mathbb{R}^n \), \( u \in M \);

(3) there exist \( w \in L^p([a, b], \mathbb{R}) \) and \( \gamma \geq 0 \) such that

\[
|f(t, 0, u)| \leq w(t) + \gamma|u|
\]

for \( t \in [a, b] \) a.e. and all \( u \in M \),

then, for any fixed \( u \in \mathcal{U}_M \), there exists a unique solution \( x_u \in \text{AC}^{\alpha, p}_{a+} \) to (11)–(12).

**Remark 2.** The solution \( x_u \) to system (11)–(12), obtained in [22], is given by

\[
x_u(t) = (I^n_{a+} \varphi_u)(t), \quad t \in [a, b] \text{ a.e.},
\]

where \( \varphi_u \) is a fixed point of the operator \( S : L^p([a, b], \mathbb{R}^n) \to L^p([a, b], \mathbb{R}^n) \) defined by

\[
S(\varphi)(t) = f(t, (I^n_{a+} \varphi)(t), u(t)), \quad t \in [a, b] \text{ a.e.}
\]

Consequently,

\[
x_u(t) = (I^n_{a+} (f(\cdot, x_u(\cdot), u(\cdot)))(t), \quad t \in [a, b] \text{ a.e.} \quad (15)
\]

In the proof of the main result (Theorem 3.5), we shall use the following lemmas.

**Lemma 3.2.** Let \( \alpha \in (0, 1) \), \( 1 \leq p < \infty \) and assume that conditions (1f), (2f) are satisfied. If there exist constants \( c_1 \geq 0 \), \( c_2 \geq 0 \) such that

\[
|f(t, 0, u)| \leq c_1 + c_2(t - a)^\lambda
\]

for \( t \in [a, b] \) a.e. and all \( u \in M \), with \( \lambda > -\frac{1}{p} \), then there exists a function \( h \in L^p([a, b], \mathbb{R}^+) \) (independent on control \( u \)) such that

\[
|x_u(t)| \leq h(t), \quad t \in [a, b] \text{ a.e.}, \quad (17)
\]

for any \( u \in \mathcal{U}_M \).

**Proof.** First, let us note that assumption \( \lambda > -\frac{1}{p} \) implies condition (3f). Consequently, for every control \( u \in \mathcal{U}_M \), there exists a unique solution \( x_u \in \text{AC}^{\alpha, p}_{a+} \) to system (11)–(12), corresponding to \( u \). Moreover, using conditions (15), (2f), (16) and Lemma 2.1, we obtain

\[
|x_u(t)| \leq (I^n_{a+}|f(\cdot, x_u(\cdot), u(\cdot))|(t) \leq \leq (I^n_{a+}|f(\cdot, x_u(\cdot), u(\cdot)) - f(\cdot, 0, u(\cdot))|(t) + (I^n_{a+}|f(\cdot, 0, u(\cdot))|(t) \leq \leq N(I^n_{a+}|x_u(\cdot)|)(t) + (I^n_{a+}(c_1 + c_2(\cdot - a)^\lambda))(t) \leq N(I^n_{a+}|x_u(\cdot)|)(t) + d(t)
\]

for \( t \in [a, b] \) a.e. and \( u \in \mathcal{U}_M \), where \( d(t) = \frac{c_1(\alpha)}{t(\alpha + 1)} + c_2\frac{\Gamma(\lambda + 1)}{\Gamma(\alpha + \lambda + 1)}(t - a)^{\alpha + \lambda} \).
Consequently, we obtain the inequality
\[ |x_u(t)| \leq N |x_u(t)| + d(t), \quad t \in [a, b] \text{ a.e., } u \in \mathcal{U}_M. \]
Finally, using inequality (10) from Remark 1, we obtain
\[ |x_u(t)| \leq h(t), \quad t \in [a, b] \text{ a.e., } u \in \mathcal{U}_M, \]
where
\[
\begin{align*}
    h(t) &= c_1(t-a)^\alpha E_{\alpha,\alpha+1}(N(t-a)^\alpha) + \\
    &+ c_2 \Gamma(\lambda + 1)(t-a)^{\alpha+\lambda} E_{\alpha,\alpha+\lambda+1}(N(t-a)^\alpha), \quad t \in [a, b].
\end{align*}
\]
Since \( \lambda > -\frac{1}{\alpha} \), therefore \( h \in L^p([a, b], \mathbb{R}^+) \).

The proof is completed. \( \square \)

**Remark 3.** If \( \alpha > \frac{1}{p} \) and \( M \) is bounded, then assumption (16) can be replaced with condition (3f).

**Lemma 3.3.** If all assumptions of Lemma 3.2 are satisfied then there exists a function \( v \in L^p([a, b], \mathbb{R}^+) \) such that
\[
|(D_{\alpha}^+ x_u)(t)| \leq v(t), \quad t \in [a, b] \text{ a.e., } u \in \mathcal{U}_M.
\]

**Proof.** Let us put \( v(t) := w(t) + Nh(t) \), where \( w(t) = c_1 + c_2(t-a)^\lambda \in L^p([a, b], \mathbb{R}^+) \)
the function from Lemma 3.2. \( N \) is the Lipschitz constant from assumption (2f) and \( h \) is the function from condition (17). Then, we obtain
\[
|(D_{\alpha}^+ x_u)(t)| = |f(t, x_u(t), u(t))| \leq |f(t, x_u(t), u(t)) - f(t, 0, u(t))| + |f(t, 0, u(t))| \leq N |x_u(t)| + w(t) \leq v(t), \quad t \in [a, b] \text{ a.e., } u \in \mathcal{U}_M.
\]

**3.2. Existence of optimal solutions.**

**Definition 3.4.** We say that a pair \( (x_*, u_*) \in AC_{\alpha+}^p \times \mathcal{U}_M \) is an optimal solution to problem (11)–(14), if \( x_* \) is a solution to system (11)–(12), corresponding to control \( u_* \) and
\[
J(x_*, u_*) \leq J(x, u)
\]
for all pairs \( (x, u) \in AC_{\alpha+}^p \times \mathcal{U}_M \) satisfying (11)–(12).

**Remark 4.** In view of the uniqueness of the solution to control system (11)–(12), we can replace the functional \( J \) with a functional \( \hat{J} : \mathcal{U}_M \to \mathbb{R} \) given by
\[
\hat{J}(u) = \int_a^b f_0(t, x_u(t), u(t)) dt.
\]

We have (cf. [20, Proposition 8.1.2.6]).

**Proposition 1.** Let \( g = g(t, u) : [a, b] \times M \to \mathbb{R}^n \) be measurable in \( t \) and continuous in \( u \). Then, for any measurable function \( H : [a, b] \to \mathbb{R}^n \), the set
\[
\{ t \in [a, b] ; \quad H(t) \in g(t, M) \}
\]
is measurable.

In an elementary way, one can prove:
Proposition 2. Let $W$ be a metric space, $Z$ - a compact metric space and $Y$ - a metric space with a metric $\rho$. If $f : W \times Z \to Y$ is continuous and $w_i \to w_0$ in $W$, then

$$\lim_{i \to \infty} f(w_i, z) = f(w_0, z)$$

uniformly with respect to $z \in Z$, i.e.

$$\forall \varepsilon > 0 \ \exists i_0 \in \mathbb{N} \ \forall i \geq i_0 \ \forall z \in Z \ \rho(f(w_i, z), f(w_0, z)) < \varepsilon.$$

Now, we shall prove the main result of this paper, namely, a theorem on the existence of optimal solutions to problem (11)--(14). We have

**Theorem 3.5.** Let $\alpha \in (0, 1)$ and $1 \leq p < \infty$. Moreover, let us assume that

(a) the set $M$ is compact,
(b) $f$ satisfies assumptions of Lemma 3.2,
(c) $f_0(\cdot, x, u)$ is measurable on $[a, b]$ for all $x \in \mathbb{R}^n$ and $u \in M$,
(d) $f_0(t, \cdot, \cdot)$ is continuous on $\mathbb{R}^n \times M$ for a.e. $t \in [a, b],$
(e) the set of extended velocities $V = \{(v_0, v) \in \mathbb{R}^{1+n} : \exists u \in M \ v_0 = f_0(t, x, u) \text{ and } v = f(t, x, u)\}$ is convex, for $t \in [a, b]$ a.e., $x \in \mathbb{R}^n$,
(f) for any function $\kappa \in L^p([a, b], \mathbb{R}^n)$ there exists a function $\psi \in L^1([a, b], \mathbb{R}^n)$ such that

$$|f_0(t, x, u)| \leq \psi(t)$$

for a.e. $t \in [a, b], |x| \leq \kappa(t)$ and $u \in M$.

Then problem (11) -- (14) possesses an optimal solution $(x_*, u_*) \in AC_{\alpha} \times U_M$.

**Proof.** Let us consider an extended problem of the form:

$$\begin{align*}
(D_{\alpha}^a, \tilde{x}) (t) &= \tilde{f}(t, \tilde{x}(t), u(t)), \quad t \in [a, b] \text{ a.e.,} \\
&= (I_{\alpha}^{1-a} \tilde{x}) (a) = 0, \\
&= u(t) \in M \subset \mathbb{R}^m, \quad t \in [a, b],
\end{align*}$$

where $\tilde{x} = (x^0, x)$ and $\tilde{f} : [a, b] \times \mathbb{R}^{1+n} \times M \to \mathbb{R}^{1+n}$ is given by

$$\tilde{f}(t, \tilde{x}, u) = (f_0(t, x, u), f(t, x, u)).$$

It is clear that in order to find the optimal solution $(x_*, u_*) = (x_{u_*}, u_*)$ to problem (11)--(14), it suffices to find a control $u_*$ such that the extended response $\tilde{x}_* = (x^0_*, x_*)$ satisfies the following equality

$$\tilde{J}(u_*) = (I_{\alpha}^{1-a} x^0_*) (b) = \inf \{\tilde{J}(u) : u \in U_M\}.$$

Let us denote

$$s = \inf \{\tilde{J}(u), \quad u \in U_M\}.$$

From assumption (f) and condition (17) it follows that $-\infty < s < \infty$.

Let $(u_i)_{i \in \mathbb{N}} \in U_M$ be a minimizing sequence of functional $\tilde{J}$, i.e.

$$\lim_{i \to \infty} \tilde{J}(u_i) = s,$$

$(x_i)_{i \in \mathbb{N}}$ - the sequence of corresponding solutions to problem (11) - (12) and $(\tilde{x}_i)_{i \in \mathbb{N}} = (x^0_i, x_i)_{i \in \mathbb{N}}$ - the sequence of corresponding solutions to extended problem (21) - (22).

**Step 1.** We shall show that there exist functions

$$x^0_0 \in I_{\alpha}^a (L^1([a, b], \mathbb{R})) \quad \text{and} \quad x_* \in I_{\alpha}^a (L^1([a, b], \mathbb{R}^n))$$

such that
such that
\[ D_{\alpha+}^{\alpha} \tilde{x}_t = (D_{\alpha+}^{\alpha}x_0, D_{\alpha+}^{\alpha}x_1) \to (D_{\alpha+}^{\alpha}x_0, D_{\alpha+}^{\alpha}x_* ) = D_{\alpha+}^{\alpha} \tilde{x}_* \]
weakly in \( L^1([a,b],\mathbb{R}^{1+n}) \). Let us note that
\[ (I_{\alpha+}^{1-\alpha} \tilde{x}_t)_{t \in \mathbb{N}} = (I_{\alpha+}^{1-\alpha} x_0^0, I_{\alpha+}^{1-\alpha} x_1) \subset AC([a,b],\mathbb{R}^{1+n}) \]
First, we shall show that there exist functions satisfying (24) and a subsequence of the sequence \( (I_{\alpha+}^{1-\alpha} \tilde{x}_t)_{t \in \mathbb{N}} \), convergent uniformly to function \( I_{\alpha+}^{1-\alpha} \tilde{x}_* = (I_{\alpha+}^{1-\alpha} x_0^0, I_{\alpha+}^{1-\alpha} x_*) \) \in AC([a,b],\mathbb{R}^{1+n}) \).
Indeed, Lemma 3.2 and assumptions (2f), (3f) imply the uniform boundedness of the sequence \( (I_{\alpha+}^{1-\alpha} \tilde{x}_t)_{t \in \mathbb{N}} \). The fact that this sequence is uniformly absolutely continuous on \([a,b]\) follows from Lemma 3.3. Moreover, from Lemma 3.2, assumption (f) and absolute continuity of an integral it follows that the sequence of derivatives \( (\frac{d}{dt}(I_{\alpha+}^{1-\alpha} x(t)))_{t \in \mathbb{N}} \) is uniformly absolutely integrable on \([a,b]\). It means that the sequence \( (I_{\alpha+}^{1-\alpha} x(t))_{t \in \mathbb{N}} \) is uniformly absolutely continuous on \([a,b]\). Finally, the estimation
\[ |(I_{\alpha+}^{1-\alpha} x(t))| \leq \int_a^t |f_0(s, x_1(s), u(t))|ds \leq \int_a^t |\psi(s)|ds \leq ||\psi||_{L^1} \]
for a.e. \( t \in [a,b] \) and all \( t \in \mathbb{N} \) guarantees the uniform boundedness of the sequence \( (I_{\alpha+}^{1-\alpha} x(t))_{t \in \mathbb{N}} \) on \([a,b]\).
Consequently, using [23, Theorem 8], we conclude, that there exist a subsequence, still denoted by \( (I_{\alpha+}^{1-\alpha} \tilde{x}_t)_{t \in \mathbb{N}} \), and a function \( \tilde{\nu} = (\nu^0, \nu) \in AC([a,b],\mathbb{R}^{1+n}) \) such that
\[ I_{\alpha+}^{1-\alpha} \tilde{x}_t \Rightarrow \tilde{\nu} \text{ uniformly on } [a,b]. \]
From Lemma 2.2 it follows that \( \tilde{\nu} \in I_{\alpha+}^{1-\alpha}(L^1([a,b],\mathbb{R}^{1+n})) \), so,
\[ \tilde{\nu} = (\nu^0, \nu) = (I_{\alpha+}^{1-\alpha} x_0^0, I_{\alpha+}^{1-\alpha} x_*) \]
with \( x_0^0 \in L^1([a,b],\mathbb{R}) \) and \( x_* \in L^1([a,b],\mathbb{R}^n) \). Let us put \( \tilde{x}_* = (x_0^0, x_*) \).
Then
\[ I_{\alpha+}^{1-\alpha} \tilde{x}_* \in AC([a,b],\mathbb{R}^{1+n}) \]
and
\[ I_{\alpha+}^{1-\alpha} \tilde{x}_t \Rightarrow I_{\alpha+}^{1-\alpha} \tilde{x}_* \text{ uniformly on } [a,b]. \]
Thus,
\[ (I_{\alpha+}^{1-\alpha} \tilde{x}_*)(a) = 0. \]
Consequently, we have
\[ \int_a^t (D_{\alpha+}^{\alpha} \tilde{x}_t)(s)ds = \int_a^t \frac{d}{dt}(I_{\alpha+}^{1-\alpha} \tilde{x}_t)(s)ds = (I_{\alpha+}^{1-\alpha} \tilde{x}_t)(t) - (I_{\alpha+}^{1-\alpha} \tilde{x}_t)(a) =
\]
\[ = (I_{\alpha+}^{1-\alpha} \tilde{x}_t)(t) \Rightarrow (I_{\alpha+}^{1-\alpha} \tilde{x}_*)(t) = (I_{\alpha+}^{1-\alpha} \tilde{x}_*)(t) - (I_{\alpha+}^{1-\alpha} \tilde{x}_*)(a) =
\]
\[ = \int_a^t \frac{d}{dt}(I_{\alpha+}^{1-\alpha} \tilde{x}_*)(s)ds = \int_a^t (D_{\alpha+}^{\alpha} \tilde{x}_*)(s)ds, \quad t \in [a,b] \text{ a.e.} \]
Moreover, Lemma 3.3 and condition (20) imply
\[ \|D_{a+}^\alpha \bar{x}_l\|_{L^1} = \int_a^b |(D_{a+}^\alpha \bar{x}_l)(s)|ds \leq \int_a^b |\psi(s)|ds + \int_a^b |v(s)|ds = \text{const}. \]
Finally, since
\[ |D_{a+}^\alpha \bar{x}_l(t)| \leq \psi(t) + v(t), \quad t \in [a, b] \ a.e., \ l \in \mathbb{N}, \]
and \( \psi + v \in L^1([a, b], \mathbb{R}^n) \), therefore functions \( D_{a+}^\alpha \bar{x}_l \) are uniformly absolutely integrable. It means (cf. [6, Section VII A. §2]) that
\[ D_{a+}^\alpha \bar{x}_l \rightharpoonup D_{a+}^\alpha \bar{x}_* \quad \text{weakly in} \ L^1([a, b], \mathbb{R}^{1+n}). \] (27)
Let us observe that (25) and (26) imply relations (24).

**Step 2.** Now, we shall prove that
\[ (D_{a+}^\alpha \bar{x}_*) (t) = \bar{f}(t, x_*(t), M), \quad t \in [a, b] \ a.e. \] (28)
Indeed, first, let us observe that from the weak convergence (27) and complete continuity of the operator \( I_{a+}^\alpha : L^1 \to L^1 \) (cf. [32, Lemma 1.1]) it follows that
\[ x_l \xrightarrow{l \to \infty} x_* \quad \text{strongly in} \ L^1. \]
Consequently, there exists a subsequence, still denoted by \( (x_l)_{l \in \mathbb{N}} \), convergent to \( x_*(t) \) a.e. on \([a, b]\). In other words,
\[ x_l(t) \xrightarrow{l \to \infty} x_*(t) \quad t \in S_1, \] (29)
where \( S_1 \subset [a, b] \) and \( \mu(S_1) = b - a \) (\( \mu \) denotes one-dimensional Lebesgue measure).

Let us define the set
\[ S := \{ t \in [a, b] : (D_{a+}^\alpha \bar{x}_*) (t) \notin \bar{f}(t, x_*(t), M) \}. \]
From Proposition 1 it follows that \( S \) is measurable. Let us suppose that \( \mu(S) > 0 \), so also \( \mu(S \cap S_1) > 0 \). Let us fix \( t \in S \cap S_1 \). Assumptions (a) and (e) guarantee convexity and compactness of the set \( \bar{f}(t, x_*(t), M) \). Consequently, there exist a constant \( \gamma(t) \in \mathbb{R} \) and a vector \( b(t) \in \mathbb{R}^{1+n} \setminus \{0\} \) such that
\[ b(t) \bar{f}(t, x_*(t), u) < \gamma(t) < b(t)(D_{a+}^\alpha \bar{x}_*)(t) \]
for all \( u \in M \). From the convergence (29) and Proposition 2 it follows that there exists \( l_0 \in \mathbb{N} \) such that
\[ b(t) \bar{f}(t, x_l(t), u) < \gamma(t) \]
for \( l \geq l_0 \) and \( u \in M \). In particular,
\[ b(t) \bar{f}(t, x_l(t), u_l(t)) < \gamma(t) \]
for \( l \geq l_0 \) and consequently,
\[ \limsup_{l \to \infty} \left( b(t) \bar{f}(t, x_l(t), u_l(t)) \right) \leq \gamma(t). \]
Thus,
\[ \limsup_{l \to \infty} \left( b(t) \bar{f}(t, x_l(t), u_l(t)) \right) < b(t)(D_{a+}^\alpha \bar{x}_*)(t). \]
Since the last inequality is strong, therefore
\[ \limsup_{l \to \infty} \left( q \bar{f}(t, x_l(t), u_l(t)) \right) < q(D_{a+}^\alpha \bar{x}_*)(t). \]
for some $q \in \mathbb{Q}$, where $\mathbb{Q}$ is the set of points $q = (q_1, \ldots, q_{n+1})$ such that $q_i$, $i = 1, \ldots, n+1$, are rational numbers. It means that

$$S \cap S_1 \subset \bigcup_{q \in \mathbb{Q}} \{ t \in [a; b]; \lim_{l \to \infty} \left( q \tilde{f}(t, x_l(t), u_l(t)) \right) < q(D_{a+}^{\alpha} \tilde{x}_*)(t) \}.$$ 

From the fact that $\mu(S \cap S_1) > 0$ it follows that there exists $q_0 \in \mathbb{Q}$ such that $\mu(A) > 0$,

$$A = S \cap S_1 \cap \{ t \in [a, b]; \lim_{l \to \infty} \left( q_0 \tilde{f}(t, x_l(t), u_l(t)) \right) < q_0(D_{a+}^{\alpha} \tilde{x}_*)(t) \}.$$ 

Then, from Fatou’s lemma, we obtain

$$\int_a^b \chi_A(t) q_0(D_{a+}^{\alpha} \tilde{x}_*)(t) dt = \int_A q_0(D_{a+}^{\alpha} \tilde{x}_*)(t) dt >$$

$$\geq \limsup_{l \to \infty} \int_A q_0 \tilde{f}(t, x_l(t), u_l(t)) dt \geq$$

$$\geq \limsup_{l \to \infty} \int_A q_0 \tilde{f}(t, x_l(t), u_l(t)) dt =$$

$$= \limsup_{l \to \infty} \int_A q_0(D_{a+}^{\alpha} \tilde{x}_*)(t) dt =$$

$$= \limsup_{l \to \infty} \int_a^b \chi_A(t) q_0(D_{a+}^{\alpha} \tilde{x}_*)(t) dt.$$ 

Since the function $t \mapsto \chi_A(t) q_0$ is essentially bounded, therefore the above strong inequality contradicts the weak convergence of the sequence $(D_{a+}^{\alpha} \tilde{x}_l)_{l \in \mathbb{N}}$ to $D_{a+}^{\alpha} \tilde{x}_*$ in $L^1([a, b], \mathbb{R}^{1+n})$. It means that inclusion (28) is satisfied.

Using the implicit function theorem for multivalued mappings ([26, Sec. II, Theorem 3.12]), we assert that there exists a measurable function $u_* : [a, b] \to M$ such that

$$(D_{a+}^{\alpha} \tilde{x}_*)(t) = f(t, \tilde{x}_*(t), u_*(t)), \quad t \in [a, b] \ a.e.$$ 

Thus,

$$(D_{a+}^{\alpha} x_*)(t) = f(t, x_*(t), u_*(t)), \quad t \in [a, b] \ a.e.$$ 

and

$$(D_{a+}^{\alpha} x^0_*)(t) = f_0(t, x_*(t), u_*(t)), \quad t \in [a, b] \ a.e. \quad (30)$$ 

Since $M$ is bounded, it is clear that $u_* \in \mathcal{U}_M$.

To finish the proof, we shall show that $u_*$ is a minimizer of functional $\hat{J}$. Indeed, from conditions (25) and (26) it follows that

$$I_{a+}^{1-\alpha} x^0_* \in AC([a, b], \mathbb{R}) \quad \text{and} \quad (I_{a+}^{1-\alpha} x^0_*)(a) = 0.$$ 

Consequently, from equality (30), we obtain

$$I_{a+}^{1-\alpha} x^0_*(t) = \frac{1}{t-a} \int_a^t f_0(t, x_*(t), u_*(t)) dt, \quad t \in [a, b].$$
In particular,
\[
\hat{J}(u^*) = \int_a^b f_0(t, x^*(t), u^*(t)) \, dt = (I_{a+}^{1-\alpha} x^0)(b) = \lim_{l \to \infty} (I_{a+}^{1-\alpha} x_l^0)(b) = \]
\[
= \lim_{l \to \infty} \int_a^b f_0(t, x_l(t), u_l(t)) \, dt = \lim_{l \to \infty} \hat{J}(u_l) = s = \inf \{ \hat{J}(u), \quad u \in \mathcal{U}_M \}.
\]
The proof is completed.

\[\hat{J}(u_l) = \]
\[= \lim_{l \to \infty} \int_a^b f_0(t, x_l(t), u_l(t)) \, dt = \lim_{l \to \infty} \hat{J}(u_l) = s = \inf \{ \hat{J}(u), \quad u \in \mathcal{U}_M \}.
\]

Remark 5. Assumption (f) may be formulated only for function \(\kappa(\cdot) = h(\cdot)\), where \(h\) is given by formula (18).

3.3. Nonhomogeneous problem. Now, let us consider the following nonhomogeneous fractional optimal control problem
\[
(D_a^{\alpha} y)(t) = g(t, y(t), u(t)), \quad t \in [a, b] \text{ a.e.} \tag{31}
\]
\[
(I_{a+}^{1-\alpha} y)(a) = y_0, \tag{32}
\]
\[
u(t) \in M \subset \mathbb{R}^n, \quad t \in [a, b] \tag{33}
\]
\[
J_1(y, u) = \int_a^b g_0(t, y(t), u(t)) \, dt \to \min, \tag{34}
\]
where \(g : [a, b] \times \mathbb{R}^n \times M \to \mathbb{R}^n\), \(g_0 : [a, b] \times \mathbb{R}^n \times M \to \mathbb{R}\), \(y_0 \in \mathbb{R}^n\), \(0 < \alpha < 1\).

Definition 3.6. We say, that a pair \((y^*, u^*) \in AC_{a+}^{\alpha,p} \times \mathcal{U}_M\) is an optimal solution to problem (31)–(34), if \(y^*\) is the solution of the control system (31)–(32), corresponding to the control \(u^*\) and
\[
J_1(y^*, u^*) \leq J_1(y, u)
\]
for any pair \((y, u) \in AC_{a+}^{\alpha,p} \times \mathcal{U}_M\) satisfying (31) - (32).

It is easy to show that if a pair \((x^*(\cdot), u^*(\cdot)) \in AC_{a+}^{\alpha,p} \times \mathcal{U}_M\) is an optimal solution to problem (11)–(14) with functions \(f\) and \(f_0\) of the form
\[
f(t, x, u) = g \left( t, x + \frac{y_0}{\Gamma(\alpha)} \frac{1}{(t-a)^{1-\alpha}}, u \right), \tag{35}
\]
\[
f_0(t, x, u) = g_0 \left( t, x + \frac{y_0}{\Gamma(\alpha)} \frac{1}{(t-a)^{1-\alpha}}, u \right), \tag{36}
\]
then the pair
\[
(y^*(\cdot), u^*(\cdot)) = \left( x^*(\cdot) + \frac{y_0}{\Gamma(\alpha)} \frac{1}{(t-a)^{1-\alpha}}, u^*(\cdot) \right) \in AC_{a+}^{\alpha,p} \times \mathcal{U}_M \tag{37}
\]
is an optimal solution to problem (31)–(34).

Using Theorem 3.5, we shall prove the following

Theorem 3.7. Let \(\alpha \in (0, 1)\) and \(1 \leq p < \infty\). If
(A) the set \(M\) is compact,
(B) \(g\) satisfies assumptions (1f) – (2f) of Theorem 3.1,
Remark 6. In the case of $1 - p < \frac{1}{\lambda} < \frac{1}{\alpha - 1}$, the following condition implies (C) with $\lambda \in \left( -\frac{1}{p}, \alpha - 1 \right)$: there exist constants $c_3 > 0$, $c_4 > 0$ such that
\[ |g(t, 0, u)| \leq c_3 + c_4(t - a)^\lambda \]
for a.e. $t \in [a, b]$ and all $u \in M$. Indeed, since $1 - p < \frac{1}{\lambda} < \frac{1}{\alpha - 1}$, therefore the interval $\left( -\frac{1}{p}, \alpha - 1 \right)$ is nonempty. Moreover, since $g$ is lipschitzian in $y$, therefore
\[ \left| g\left(t, \frac{1}{\Gamma(\alpha)} \frac{y_0}{(t - a)^{1-\alpha}}, u\right) \right| \leq |g(t, 0, u)| + \frac{N|y_0|}{\Gamma(\alpha)}(t - a)^{\alpha - 1} \leq c_3 + c_4(t - a)^\lambda + \frac{N|y_0|}{\Gamma(\alpha)}(t - a)^{\alpha - 1} \]
for $t \in [a, b]$ a.e. and all $u \in M$. If $t - a \geq 1$, then $(t - a)^{\alpha - 1} \leq 1$ and, consequently,
\[ \left| g\left(t, \frac{1}{\Gamma(\alpha)} \frac{y_0}{(t - a)^{1-\alpha}}, u\right) \right| \leq c_3 + \frac{N|y_0|}{\Gamma(\alpha)} + c_4(t - a)^\lambda. \]
If $0 < t - a < 1$, then $(t - a)^{\alpha - 1} < (t - a)^\lambda$ for $\lambda < \alpha - 1$ and, consequently,
\[ \left| g\left(t, \frac{1}{\Gamma(\alpha)} \frac{y_0}{(t - a)^{1-\alpha}}, u\right) \right| \leq c_3 + \left( c_4 + \frac{N|y_0|}{\Gamma(\alpha)} \right)(t - a)^\lambda. \]
4. Example. Let us consider the following fractional optimal control problem:

\[
(D_{0+}^\alpha y)(t) = Ay(t) + Bu^3(t), \quad t \in [0, 2] \text{ a.e.}
\]

\[
(I_{0+}^{1-\alpha} y)(0) = y_0,
\]

\[
u(t) \in [-1, 1], \quad t \in [0, 2],
\]

\[
J_1(y, u) = \int_0^2 (y_1(t) - y_2(t) + u^3(t)) dt \to \min,
\]

where \(y = (y_1, y_2) \in \mathbb{R}^2\), \(A = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}\), \(B = \begin{bmatrix} -1 \\ -1 \end{bmatrix}\), \(y_0 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}\), \(\alpha = \frac{1}{2}\), \(p = \frac{3}{2}\).

In this case

\[
g(t, y, u) = Ay + Bu^3,
\]

\[
g_0(t, y, u) = ((1, -1), y) + u^3.
\]

Of course,

\[
A^k = (A^T)^k = 0, \quad k \geq 2,
\]

\[
g_y(t, y, u) = A, \quad (g_0)_y(t, y, u) = \begin{bmatrix} 1 \\ -1 \end{bmatrix}.
\]

It is easy to check that all assumptions of Theorem 3.7 are satisfied. In particular, the set \(\tilde{V}\) from assumption (F) is convex, although both functions \(g\) and \(g_0\) are not convex with respect to variable \(u\). Consequently, there exists a pair \((y^*(t), u^*(t))\) which is an optimal solution to investigated problem. Using the maximum principle (cf. [22, Theorem 9]) we assert that there exists \(\lambda(\cdot) \in I_{2-}^2(L^3)\) such that

\[
(D_{2-}^2 \lambda)(t) = A^T \lambda(t) + \begin{bmatrix} -1 \\ 1 \end{bmatrix}, \quad t \in [0, 2] \text{ a.e.}
\]

\[
(I_{2-}^1 \lambda)(2) = 0.
\]

Moreover

\[
u^*_3(t) - \lambda(t) Bu^3(t) = \min_{u \in [-1, 1]} \{u^3 - \lambda(t) Bu^3\}
\]

for \(t \in [0, 2] \text{ a.e.}\).

From [22, Theorem 11] it follows that a solution of problem (43) - (44) is given by

\[
\begin{bmatrix} \lambda_1(t) \\ \lambda_2(t) \end{bmatrix} = \begin{bmatrix} \frac{(2 - t)\frac{1}{2}}{\Gamma(\frac{3}{2})} \\ \frac{(2 - t)\frac{1}{2}}{\Gamma(\frac{3}{2})} - \frac{(2 - t)}{\Gamma(2)} \end{bmatrix}, \quad t \in [0, 2].
\]

Consequently, condition (45) is equivalent to the following one

\[
u^*_3(t) - (2 - t)u^3_3(t) = \min_{u \in [-1, 1]} \{u^3 - (2 - t)u^3\} = \begin{cases} t - 1 & t \in [0, 1] \\ 1 - t & t \in (1, 2] \end{cases}
\]

for \(t \in [0, 2] \text{ a.e.}\).
Thus
\[ u_\ast(t) = \begin{cases} 1 & t \in [0, 1] \ a.e. \\ -1 & t \in (1, 2] \ a.e. \end{cases} \]

From [22, Theorem 10] it follows that a solution of system (39) - (40), corresponding to \( u_\ast(\cdot) \) is given by
\[
y_\ast(t) = \Phi(t)y_0 + \int_0^t \Phi(t-s)Bu_\ast(s)ds =
\]
\[
= \Phi(t) \begin{bmatrix} 0 \\ 1 \end{bmatrix} + \begin{cases} \int_0^t \Phi(t-s)Bds & t \in [0, 1] \ a.e. \\ \int_0^1 \Phi(t-s)Bds - \int_1^t \Phi(t-s)Bds & t \in [1, 2] \ a.e. \end{cases}
\]

where
\[
\Phi(t) = \sum_{k=0}^{\infty} \frac{A^k t^{\alpha(k+1)-1}}{\Gamma(\alpha(k+1))}.
\]

Consequently,
\[
y_\ast(t) = \begin{cases} 1 - t - \frac{t^{\frac{1}{2}}}{\Gamma(\frac{3}{2})} & t \in [0, 1] \ a.e. \\ t^{\frac{1}{2}} - \frac{1}{\Gamma(\frac{1}{2})} - \frac{t^{\frac{1}{2}}}{\Gamma(\frac{1}{2})} + t - 1 + \frac{(t-1)^{\frac{1}{2}}}{\Gamma(\frac{1}{2})} & t \in [1, 2] \ a.e. \\ \end{cases}
\]

REFERENCES

[1] O. P. Agrawal, A general formulation and solution scheme for fractional optimal control problems, *Nonlinear Dynam.*, 38 (2004), 323–337.
[2] T. Akbarian and M. Keyanpour, A new approach to the numerical solution of fractional order optimal control problems, *Applications and Applied Mathematics*, 8 (2013), 523–534.
[3] R. Almeida, S. Pooseh and D. F. M. Torres, Fractional variational problems depending on indefinite integrals, *Nonlinear Anal.*, 75 (2012), 1009–1025.
[4] R. Almeida and D. F. M. Torres, Calculus of variations with fractional derivatives and fractional integrals, *Appl. Math. Lett.*, 22 (2009), 1816–1820.
[5] R. L. Bagley and P. J. Torvik, On the fractional calculus model of viscoelastic behaviour, *Journal of Rheology*, 30 (1986), 133–155.
[6] S. Banach, *Teoria Operacyj I*, Warsaw, 1931 (in Polish).
[7] L. Bourdin and D. Idczak, Fractional fundamental lemma and fractional integration by parts formula - Applications to critical points of Bolza functionals and to linear boundary value problems, *Adv. Differential Equations*, 20 (2015), 213–232.
[8] L. Bourdin, T. Odzijewicz and D. F. Torres, Existence of minimizers for fractional variational problems containing Caputo derivatives, *Advances in Dynamical Systems and Applications*, 8 (2013), 3–12.
[9] J. Cresson, Fractional embedding of differential operators and Lagrangian systems, *J. Math. Phys.*, 48 (2007), 033504, 34pp.
A. Dzielski, G. Sarwas and D. Sierociuk, Comparison and validation of integer and fractional order ultracapacitor models, *Advances in Difference Equations*, **2011** (2011), 15pp.

A. Dzielski, D. Sierociuk and G. Sarwas, Some applications of fractional order calculus, *Bulletin of the Polish Academy of Sciences: Technical Sciences*, **58** (2010), 583–592.

G. S. F. Frederico and D. F. M. Torres, A formulation of Noether’s theorem for fractional problems of the calculus of variations, *J. Math. Anal. Appl.*, **334** (2007), 834–846.

G. S. F. Frederico and D. F. M. Torres, Fractional conservation laws in optimal control theory, *Nonlinear Dynam.*, **53** (2008), 215–222.

G. S. F. Frederico and D. F. M. Torres, Fractional Noether’s theorem in the Riesz-Caputo sense, *Appl. Math. Comput.*, **217** (2010), 1023–1033.

F. Ghomanjani, A numerical technique for solving fractional optimal control problems and fractional Riccati differential equations, *Journal of the Egyptian Mathematical Society*, **24** (2016), 638–643.

R. Herrmann, *Fractional Calculus. An Introduction for Physicists*, Second edition. World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2014.

R. Hilfer, *Applications of Fractional Calculus in Physics*, 463 pages, World Sci. Publishing, River Edge, NJ, 2000.

D. Idczak and M. Majewski, Fractional fundamental lemma of order $\alpha \in (n - \frac{1}{2}, n)$ with $n \in \mathbb{N}$, $n \geq 2$, *Dynamic Systems and Applications*, **21** (2012), 251–268.

D. Idczak and S. Walczak, A fractional imbedding theorem, *Fract. Calc. Appl. Anal.*, **15** (2012), 418–425.

M. W. Michalski, Derivatives of noninteger order and their applications, *Dissertationes Mathematicae, (Rozprawy Mat.), 328* (1993), 47pp.

D. Mozyrska and D. F. M. Torres, Modified optimal energy and initial memory of fractional continuous-time linear systems, *Signal Process.*, **91** (2011), 379–385.

S. Westerlund and L. Ekstam, Capacitor theory, *IEEE Transactions on Dielectrics and Electrical Insulation*, **1** (1994), 826–839.
H. Ye, J. Gao and Y. Ding, A generalized Gronwall inequality and its application to a fractional differential equation, *J. Math. Anal. Appl.*, **328** (2007), 1075–1081.

Received February 2016; revised November 2016.

E-mail address: idczak@math.uni.lodz.pl

E-mail address: rafkam@math.uni.lodz.pl