Bag-of-Words and Region-Based Feature Representations in Object Categorization: A Comparative Study
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Abstract: The aim of object categorization is to find a given object in an image and the performance of object categorization heavily depends on the extracted features as the image descriptor. In the literature, feature representation can be broadly classified into block/region-based and bag-of-words (BoW) features. However, there is no a comparative study of using these different feature representations over different datasets and different image scales since the image sizes for object recognition are varying from different datasets. Our experimental results using the Corel and PASCAL datasets show that when images contain more complex scenes like Corel images, the block-based feature is a better choice. In addition, the larger the image scales, the better the recognition performance. On the contrary, when images contain fewer objects like PASCAL images, it is better to consider the region-based feature representation. Particularly, reducing the image scale does not degrade the recognition performance; it even shows some level of improvement. On the other hand, although the BoW feature does not perform better than the block/region based features, it shows stable performances over different datasets and different image scales. This indicates that when the chosen dataset contains a large amount of images having various types of contents, which is difficult to decide what features to be extracted, the BoW feature can be extracted as the baseline feature representation.
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1. Introduction

Object categorization has long been regarded as an important and challenging research problem in computer vision. In general, the aim of object categorization is to detect objects in images and determine the object’s categories [1]. This task is similar to automatic image annotation (or tagging), where a system assigns keywords representing object categories to images automatically. It is usually used for image retrieval systems that allow users to perform keyword-based queries to search similar images [2], [3].

To achieve object categorization, images must be pre-processed to extract their visual features as the image descriptors. In other words, these feature descriptors are used to represent the image content for categorization. Moreover, the object categorization performance heavily relies on the image descriptors.

In the literature of object categorization and image annotation, there are two widely used feature representation methods, which are region-based and bag-of-words feature representations. In region-
based feature representation, each image is divided or segmented into a number of fixed size grids or object-based regions. Then, some low-level image features, such as color and texture, are then extracted from these regions.

On the other hand, bag-of-words (BoW) feature representation is usually based on tokenizing keypoint-based features, e.g. scale-invariant feature transform (SIFT) [4], to generate a visual-word vocabulary (or codebook). Then, the visual-word vector of an image contains the presence or absence information of each visual word in the image, e.g. the number of keypoints in the corresponding cluster, i.e. visual word.

Most object categorization studies proposing novel approaches are based on one specific feature representation, i.e. either the region-based feature or the BoW feature. For example, to name just a few, Lazebnik et al. [5] and Yang et al. [6] added spatial and/or contextual information in BoW for better categorization of objects.

On the other hand, for region-based feature representation, Li and Wang [3] introduced the two-dimensional multiresolution hidden Markov model, which summarizes clusters of grid-based feature vectors at multiple resolutions and the spatial relation between the clusters for image annotation. In Barnard et al. [2], a machine translation approach is used to learn the mapping between region types and keywords supplied with the images. Since these two types of feature representations are widely used in object categorization, very few compare region-based and keypoint-based BoW features in terms of object categorization (and image annotation). Moreover, since the image sizes for object recognition are varying from different datasets and studies, it is unknown which feature representation method performs better on which image scale.

In Douze et al. [7], one very similar work to this paper, the global based GIST feature, GIST with spatial grids, BoW, and BoW with spatial grids were compared in terms of memory usage and retrieval precision over web images. Since local representations can obtain relatively better results for object recognition than global ones, they only considered block-based segmentation and image representation. Moreover, they did not examine different local feature representations over different image scales. Therefore, the contribution of this paper is the first attempt to assess the object categorization performances of using region-based (including blocks) and BoW features over different image scales.

The rest of this paper is organized as follows. Sections 2 and 3 overview the region-based and BoW feature representations respectively. Section 4 presents the experimental setup and results to compare these two types of feature representations over different image scales. Finally, conclusion is provided in Section 5.

2. Region-Based Feature Representation

Before extracting local region features of images, image segmentation must be performed in order to segment an image into numbers of regions. In general, there are two approaches to segment an image into local contents, which are block- and object-based segmentation.

![Fig. 1. Image segmentation.](image-url)
The first and the simplest approach is to divide an image into a fixed number of (non) overlapping grids or blocks whose size and shape can be either the same or different. Fig. 1(a) shows an example of the tiling scheme where four sub-images represent four quadrants of the image and one represent the center sub-image [8]. Some other block-based segmentation methods are based on a fixed pixel resolution, say 5 × 5, as a grid where an image is composed of a fixed number of grids. Please refer to Tsai and Hung [9] for a survey of different tiling schemes.

The second approach for image segmentation is to divide the image into homogenous objects/regions (such as horse and car) using some region segmentation algorithms. Fig. 1(b) shows an example of using the Normalized Cuts algorithm [10] to perform 5-region based segmentation.

However, it is very difficult to achieve accurate region-based segmentation in an image, especially when images contain less distinctive objects [11] and the resulting homogenous regions may not represent meaningful objects of interest. In other words, under- and/or over-segmentation usually occurs in broad domains of general images.

On the other hand, although a simple partition (i.e. the block-based approach) does not generate perceptually meaningful regions or objects, it is a computationally efficient way of representing the global features of the image at a finer resolution [12].

In the literature, these two types of segmentation methods have both been used for the object categorization task. For example, Tsai et al. [8]; Boutell et al. [13]; and Wang et al. [14] used block-based segmentation, and Akbas and Yarman Vural [15]; Fan et al. [16] used region-based segmentation.

After an image is segmented into local contents, some visual image features can be extracted from each of the sub-images, such as color and texture. Since the objects in images are vary, there is no general agreement about what kinds of features are better to represent different image contents. However, color and texture are the two most extracted features from local blocks or regions for object categorization [9].

3. Bag-of-Words Feature Representation

The bag-of-words (BoW) model is a well-known and popular method for document representation in information retrieval. It is based on a dictionary, and each document containing some words from the dictionary is regarded as a bag. In particular, the word orders are treated the same under this model. The first work that applied the BoW model to the field of image and video retrieval was conducted by Sivic and Zisserman [17].

In the BoW feature representation approach, it creates a corpus of image (region) features. As a result, term-document-matrix of document retrieval becomes feature-image-matrix of image retrieval, which means that this visual-word representation is analogous to the bag-of-words representation of text documents. In image annotation, it can be embedded in such a vector space representation, so that annotated images are modeled by concatenated feature vectors of word (i.e. keyword) and image features (i.e. visual features).

Briefly speaking, images are represented by sets of low-level features (e.g. keypoint descriptors). Particularly, sparse and dense features are two possibilities of defining interest points and scales for feature extraction. In sparse features, interest points are detected at local extremas in the difference of Gaussian pyramid. Then, a position and scale are automatically assigned to each point. On the other hand, in dense features, interest points are defined at evenly sampled grid points. Feature vectors are then computed based on three different neighborhood sizes, i.e. at different scales, around each interest point.

Next, vector quantization (VQ) is performed to cluster the feature descriptors into a large number of clusters (usually based on the k-means clustering algorithm), and then encode each keypoint by the index
of the cluster to which it belongs. In this case, each cluster is regarded as a visual word (or codeword) that represents a specific local pattern shared by the keypoints in that the number of clusters is the size of the vocabulary.

In the BoW model, it can be defined as follows. Given a training dataset \( D \) containing \( n \) images represented by \( D = d_1, d_2, \ldots, d_n \) where \( d \) is the extracted visual features. A specific unsupervised learning algorithm, such as \( k \)-means, is used to group \( D \) based on a fixed number of visual words \( W \) (or categories) represented by \( W = w_1, w_2, \ldots, w_v \) where \( V \) is the cluster number. Then, we can summarize the data in a \( V \times N \) co-occurrence table of counts \( N_{ij} = n(w_i, d_j) \), where \( n(w_i, d_j) \) denotes how often the word \( w_i \) occurred in an image \( d_j \).

4. Experiments

4.1. Experimental Setup

Two related datasets are chosen for the experiments. The first one is based on the Corel dataset used in Duygulu et al. [18]. It is composed of 4500 training and 500 testing images. In addition, each image belongs to a specific category and each category contains 100 images. Therefore, there are 50 categories in this dataset.

The second dataset is based on PASCAL VOC (Visual Object Classes) Challenge 2008, which contains 20 object categories. There are 2111 and 2221 images for training and validation respectively, which are used for classifier training and testing.

We used block and region based feature extraction methods to represent local image features respectively. In particular, each image is resized into five different resolutions, which are \( 256 \times 256, 128 \times 128, 64 \times 64, 32 \times 32, \) and \( 16 \times 16 \) respectively. Next, for a specific image scale, each image was segmented into 5 blocks [8] and 5 regions respectively. For region based segmentation, the Normalized Cuts algorithm [10] is used to segment each image into 5 regions.

Since color and texture features are the two widely extracted features from segmented regions [9], the HSV color and three levels of Daubechies-4 wavelet texture features are extracted from each segmented blocks or regions. Finally, each block or region is represented by the mean value of these low-level features [8]. As a result, each block or region is represented by 19 dimensional visual features. Therefore, 95 dimensional features (i.e. 19 low-level features \( \times 5 \) blocks/regions) are used as the image descriptors for image classification.

On the other hand, to extract the BoW feature from these two datasets, the dense based BoW feature was extracted for image representation since many related studies have shown its superiority over the sparse based BoW feature, such as Bosch et al. [19]. Therefore, each image was first of all segmented into \( 16 \times 16 \) grids over the \( 256 \times 256 \) image scale. The keypoints are detected by difference of Gaussian (DoG) detector and described by SIFT descriptor [4]. Note that other descriptors, such as GIST and SURF are not compared since many above mentioned related studies use SIFT as the baseline descriptor for object categorization. On average, there are about 700 to 1500 keypoints detected from each image.

Next, the \( k \)-means clustering algorithm was used to generate the visual vocabularies. In addition, the vocabulary size was set to 500. Consequently, each image is represented by 500 BoW features. More

1 http://kobus.ca/research/data/eccv_2002/index.html
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specifically, the term weighting schemes are based on TF (term frequency) and TF-IDF (inverse document frequency) for comparisons. However, since there are four smaller image scales, the vocabulary sizes were set differently. That is, they are set to 250, 125, 62, and 31 for $128 \times 128$, $64 \times 64$, $32 \times 32$, and $16 \times 16$ image resolutions respectively.

Moreover, each image was segmented into $8 \times 8$, $4 \times 4$, $2 \times 2$ grids for $128 \times 128$, $64 \times 64$, and $32 \times 32$ image resolutions respectively. Note that there is no segmentation over the $16 \times 16$ image scale.

It should be noted that we use these two feature representation methods for the comparison because they are the most widely used baseline methods in region-based and BoW feature representation methods.

To evaluate the classification performances of different feature representations, support vector machines (SVM) are constructed and compared. In addition, radial basis function (RBF) is used as the kernel function, and several different gamma values (\(\gamma\)) are examined in order to obtain the best SVM, which provides the best classification performance. In particular, we set \(\gamma\) to 0, 0.1, 0.5, 1, 2, and 2.5 for comparisons.

4.2. Results on the Corel Dataset

Fig. 2(a) and 2(b) show the classification accuracy by block/region-based and BoW feature representations over the $256 \times 256$ and different scales, respectively. Fig. 2(a) indicates that 5-block based feature representation performs best. On the other hand, the BoW feature representations by TF and TF-IDF cannot make SVM provide comparable performance with 5-block/region-based feature representations.

On the other hand, similar to Fig. 2(a), the 5-block based feature representation performs best no matter what image scale is used, but the performance degrades when the image scale becomes smaller. It is interesting that the BoW features using TF or TF-IDF make SVM perform almost the same over different image scales, i.e. 28.04% to 28.06% by TF and 20.04% by TF-IDF.

4.3. Results on the PASCAL Dataset

Fig. 3(a) and 3(b) show the classification accuracy of block/region-based and BoW feature representations over the $256 \times 256$ and different scales, respectively. Similar to the Corel dataset, for the the $256 \times 256$ scale, the 5-block based feature representation performs best. However, the performances of SVM using the 5-region based and BoW features are not significantly different.

For the results of different scales, interestingly, the classification accuracy increases when the image scale reduces by the 5-block/region based features. More specifically, the image scale by $32 \times 32$ is the most suitable resolution for region-based feature extraction, which makes SVM provide 32.91% accuracy. On the other hand, for the BoW feature the effect of using different image scales on classification accuracy is very small, which is the same as using the Corel dataset. In particular, SVM provides around 24.36% to 24.56% by TF and 23.55% to 24.38% by TF-IDF. This shows the stable characteristic of the BoW feature representation for different domains of images.
When using the block/region based features, we obtain different results over the two different datasets. That is, the block based feature extracted from the 256×256 scale of Corel images can allow SVM to provide the highest rate of accuracy, i.e. 36.2%, but the region based feature extracted from 32×32 PASCAL images makes SVM provide the highest rate of accuracy, i.e. 32.9%. This may be because PASCAL images are used for object recognition, which usually contain only one instance of an object per image. Therefore, a relative small image scale can still provide a good level of object information. However, Corel images usually contain more complex scenes leading to the more suitability of using the block based feature representation for this dataset and reducing the image scale will result in less scenery information.

5. Conclusion

In this paper, we examine the object categorization performances by using block/region-based and bag-of-words (BoW) feature representations over different image datasets and image scales. The experimental results indicate that the block based image feature is a better representation method for object recognition when images contain complex scenes. In this feature representation and scenery images, a larger image resolution can possess complete scenery information of images, which leads to better recognition performance. For the region based feature, it is good at recognizing objects when images contain fewer objects. Furthermore, reducing the image scale will not degrade the recognition performance; using the region based feature representation even shows some level of improvement. On the other hand, although the BoW feature does not perform better than the block/region based features, it shows very stable performances over different datasets and different image scales.

Therefore, when the image dataset contain a large amount of images having various types of contents that are difficult to determine which feature representation should be used; the BoW feature is a good choice for object categorization. In addition, using color SIFT descriptors [20] could further improve the categorization performance. The experimental results also imply that the future work for better object recognition could be based on the combination of block/region based and BoW features in a more sophisticated way.
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