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Abstract

This paper proposes a new data-driven method for predicting water temperature in stream networks with reservoirs. The water flows released from reservoirs greatly affect the water temperature of downstream river segments. However, the information of released water flow is often not available for many reservoirs, which makes it difficult for data-driven models to capture the impact to downstream river segments. In this paper, we first build a state-aware graph model to represent the interactions amongst streams and reservoirs, and then propose a parallel learning structure to extract the reservoir release information and use it to improve the prediction. In particular, for reservoirs with no available release information, we mimic the water managers’ release decision process through a pseudo-prospective learning method, which infers the release information from anticipated water temperature dynamics. For reservoirs with the release information, we leverage a physics-based model to simulate the water release temperature and transfer such information to guide the learning process for other reservoirs. The evaluation for the Delaware River Basin shows that the proposed method brings over 10% accuracy improvement over existing data-driven models for stream temperature prediction when the release data is not available for any reservoirs. The performance is further improved after we incorporate the release data and physical simulations for a subset of reservoirs.

1 Introduction

Accurate predictions of water temperature in streams are critical for many decision making processes since water temperature is directly related to important aquatic outcomes, including the suitability of aquatic habitats and greenhouse gas exchange [1]. The objective of this paper is to predict water temperature for all the river segments in a stream network at a daily scale. This is a challenging problem since water temperature in streams is affected by a combination of complex processes including weather (e.g., air temperature, solar radiation, precipitation), interactions between connected river segments in the stream network, and the process of water release from reservoirs [2]. In particular, the water flow released from reservoirs can greatly impact water temperature for downstream river segments. For example, resource managers often release cold water from the bottom of the reservoirs to reduce downstream river water temperatures, which is needed for maintaining desired temperature regimes for aquatic life.

One intuitive approach for stream temperature prediction is to build individual models for each river segment combining the information of weather and its upstream river segments and reservoirs. However, this would be challenging given the resources necessary to collect sufficient water temperature observations for each river segment. Moreover, the explicit information of upstream streams and reservoirs, e.g., the amount of water flow advected to the downstream river segment, are often not available.

Prior work has used global data-driven models [3, 4] to simulate water temperature dynamics in the entire stream network given variations in climate drivers (e.g., solar radiation, precipitation, and air temperature), catchment characteristics, and the influence of the stream network topology. However, these approaches are not designed for capturing the impact of reservoirs, which brings stochasticity to the relationship between input climate drivers and observed water temperature, and makes it difficult to capture such relationship. Fig. 1 shows the predictions made by a global recurrent neural network model (RNN) with a Long-Short Term Memory (LSTM) cell. The RNN model significantly over-estimates the water temperature when cold water is released from an upstream reservoir at the beginning of the summer.

The objective of this paper is to develop a new data-driven method to model the impact of reservoirs and improve the prediction on all the river segments in stream networks. There are two major challenges faced by existing machine learning algorithms when applied to this problem. Challenge 1: The water temperature in a river...
segment is impacted by upstream river segments and reservoirs. Similarly, the water temperature profile of a reservoir can also be affected by the water flow from its upstream rivers. The patterns of these interactions are different since reservoirs and streams have very different physical properties. In particular, reservoirs are man-made lakes formed upstream from dams, and they commonly have stratified layers with different temperature while streams are shallower and usually assumed to be well-mixed. The data-driven model needs to explicitly represent such differences when representing their interactions. Challenge 2: Reservoir release data, e.g., how much water is released on each date and which depth layer is the water released from, is often not available for many reservoirs due to privacy concerns. This poses a challenge for existing data-driven approaches to model the impact of reservoirs on downstream river segments.

In this work, we build a State-Aware Graph (SAG) model, which maintains different state variables for river segments and reservoirs and uses a graph structure to represent their interactions. We also propose a pseudo-prospective (PP) approach to embed the release information when the reservoir release data is not available. In practice, water managers often release cold water from the bottom of a reservoir if they anticipate water temperature for downstream segments going above a threshold \( \text{[5]} \). The idea of the PP approach is to mimic this process by referring to the future water temperature assuming no water flow is released from reservoirs. Since the future water temperature is not accessible in practice, we build a forecasting model to produce anticipated water temperature, i.e., pseudo-prospective water temperature.

The PP approach also has its own limit due to the uncertainty from the forecasting model. Moreover, the PP approach does not consider other potential factors that affect the water release management, such as the water supply to surrounding cities and expected position of the salt front. To further improve the prediction, we also leverage the release data available from certain “transparent” reservoirs and transfer the knowledge of underlying physical processes from these “transparent” reservoirs to other reservoirs. In particular, we run a physics-based General Lake Model \( \text{[6]} \) on “transparent” reservoirs to simulate their water temperature dynamics for different depth layers at a daily scale. Then we combine the simulated temperature profiles and the release data (i.e., how much water is released from each depth layer on each date) to estimate the temperature of the released water. Such information directly reflects the impact of reservoir release to the downstream river segments. We use a simulation-based embedding (SE) approach to include such information in the SAG model and also build a parallel structure to transfer the information from “transparent” reservoirs to other reservoirs for which the PP approach is used.

We evaluate the proposed method for the Delaware River Basin. The results demonstrate that the model performs well in three scenarios (1) when no reservoir release information is provided for all the reservoirs, (2) when a subset of reservoirs do not have the release data, and (3) when the model is generalized to a new stream network that is spatially disjoint to the training region and has no reservoir release data.

\section{Related Work}

Graph neural networks have been applied to multiple scientific problems and shown improved predictive performance \( \text{[2]} \). These advances have enhanced the capability to model interacting processes in complex physical systems, which commonly requires substantial efforts in calibration in traditional physics-based modeling approaches. Graph neural networks have also shown potential for the modeling of water temperature and streamflow in river networks \( \text{[4]} \). Despite the accuracy improvement brought by these methods, they are mostly evaluated in stream regions without reservoirs. The performance of these methods can be impacted when reservoirs are present in the stream networks but unaccounted for in the graph network.

The graph model used in this paper is inspired by the heterogeneous graph, which is commonly used to represent multiple types of connections amongst multiple types of nodes \( \text{[10]} \). Neural network models have also been developed to represent such a graph structure and discover knowledge from heterogeneous data \( \text{[11]} \). Our previous paper \( \text{[13]} \) also used heterogeneous graphs to represent the complex stream networks with both river segments and reservoirs. Compared to convolutional neural networks (CNNs), the graph-based model is more flexible in representing spatial dependencies amongst irregularly distributed locations, which are common in environmental applications. Moreover, the graph-based model can be used as a building block and
combined with other models, e.g., Long-Short Term Memory (LSTM), in neural networks to capture other types of data dependencies. Despite its capabilities, little is known on how graph-based models can be used to represent multiple complex interactions amongst different types of processes in scientific problems. The nature of scientific studies requires adaptation of these neural network models based on scientific knowledge to better represent the influence amongst processes.

Prior works have shown the potential for combining physical simulations with machine learning models. For example, simulated data can be used to pre-train deep learning models [15] [16] [17] [18] and add supervision to intermediate hidden variables [19] [4]. These studies have shown improved model accuracy and generalizability using limited observed samples.

3 Problem definition

We consider $N$ river segments and $M$ reservoirs in a stream network. For each river segment $i$, we are provided with input features over multiple daily time steps $X_i = \{x_{i1}, x_{i2}, ..., x_{iT}\}$. Here input features $x_i^t$ form a $D_x$-dimensional vector, which includes climate drivers and geometric parameters of the segment (more details can be found in Section 5.1). For each reservoir $k$, we are provided with its static $D_m$-dimensional meta-features $I_k$ such as the height and width of the dam. We also have observed temperature $Y = \{y_i^t\}$ for certain segments and on certain dates. Our objective is to predict water temperature over multiple river segments in the stream network at a daily scale by leveraging the spatial and temporal contextual information.

We use a graph $G = (\mathcal{V}, \mathcal{E}, \mathcal{A})$ to represent dependencies amongst river segments and reservoirs. Here the node set $\mathcal{V} = \{\mathcal{V}_s, \mathcal{V}_r\}$ contains the set of river segments $\mathcal{V}_s$ and reservoirs $\mathcal{V}_r$. The edge set $\mathcal{E} = \{\mathcal{E}_{ss}, \mathcal{E}_{sr}, \mathcal{E}_{rs}\}$ contains three types of edges among river segments and reservoirs. Specifically, $\mathcal{E}_{ss}$ represents the edges between pairs of segments $(i,j)$ where the segment $i$ is anywhere upstream from the segment $j$, $\mathcal{E}_{sr}$ represents the edges between river segments and their downstream reservoirs, and $\mathcal{E}_{rs}$ represents the edges between reservoirs and their downstream river segments. The matrix $\mathcal{A} \in \mathbb{R}^{(N+M) \times (N+M)}$ represents the adjacency level between each pair of river segments or between river segments and reservoirs in the graph. Specifically, $\mathcal{A}_{ij} = 0$ means there is no connection from node $i$ to node $j$ and a higher value of $\mathcal{A}_{ij}$ indicates that the node $i$ is closer to node $j$ in terms of the stream distance. More details of how we generate the adjacency matrix are discussed in Section 5.2.

Figure 2: (a) An example stream network with a reservoir. (b) The structure of SAG model. Each recurrent unit maintains the stream states $c$ and the reservoir states $r$. The figure shows the update mechanism of stream state $c$ and reservoir state $r$ between two units. The arrow indicates the edge in the computation graph (Eqs. 4.1-4.8). The computation of the release embedding $a$ is shown in Fig. 3.

4 Method

The methods proposed in this paper aim to tackle three sub-tasks: (i) how to represent streams and reservoirs using neural networks, (ii) how to model the impact of reservoirs when their release data are not available, and (iii) how to further leverage the simulated data produced by physics-based models. In Section 4.1, we first introduce the state-aware graph (SAG) model to represent how river segments and reservoirs evolve and interact with each other. Then in Section 4.2, we discuss the pseudo-prospective method to infer the reservoir release information when it is not available. Finally, in Section 4.3, we describe how to leverage the release information available at certain reservoirs and physical simulations to further improve the model performance. The model code and outputs are available from [20].

4.1 State-Aware Graph (SAG) Model

Streams and reservoirs have different temperature patterns while also being affected by each other, i.e., stream water flowing into a reservoir affects the reservoir’s temperature, and water release from reservoirs also affects the temperature of downstream river segments. Hence, the machine learning model needs to memorize the state of reservoirs and streams over time and capture their interactions. The intuition of the SAG model is to use two sets of state variables (stream states $\{c_i\}$ and reservoir states $\{r_k\}$) of dimension $D_h$ to capture how streams and reservoirs evolve and interact with each other (Fig. 2). The state variable for each river segment or reservoir is a multi-dimensional vector that encodes the influence of weather and the spatio-temporal context. In the following, we describe how to update state variables over time.
States of reservoirs: Since water flows from upstream river segments can change the temperature of reservoirs, we update the reservoir state \( r_k^t \) for each reservoir \( k \) at time \( t \) by incorporating the influence from its upstream river segments at the previous time step \( t - 1 \). The change of reservoir temperature given such influence also depends on the characteristics of the reservoir (e.g., the geometry of reservoirs). Hence, for each reservoir, we combine the state variables \( \mathbf{c}_k \) of its upstream river segments (represented as \( \mathcal{S}(k) \)) and use the static features \( \mathbf{l}_k \) to filter the influence from these river segments before updating the reservoir state, as:

\[
(4.1) \quad r_k^t = \tanh(\mathbf{W}_r r_k^{t-1} + f_1(\mathbf{l}_k) \odot \sum_{i \in \mathcal{S}(k)} \mathbf{A}_{ik} \mathbf{c}_i^{t-1} + \mathbf{b}_r),
\]

where \( \mathbf{W} \in \mathbb{R}^{D_h \times D_r} \) and \( \mathbf{b} \in \mathbb{R}^{D_h} \) are model parameters, \( \odot \) represents the element-wise product, the function \( f_1(\cdot) \) transforms the static meta-features of the reservoir to the same dimension with hidden variables with each output variable in the range of \([0,1]\). We implement \( f_1(\cdot) \) using fully connected layers and the sigmoid activation function. Here the influence of each upstream river segment is also weighted by its adjacency to the reservoir.

State of river segments: For each river segment \( i \), its water temperature at time \( t \) is affected by (1) the stream state at the previous time, \( (2) \) the weather at the current time, \( (3) \) the water advected from upstream reservoirs, and \( (4) \) the water advected from upstream river segments. Similar to LSTM \([21]\), we use multiple gating variables to filter the information from different sources and then combine the filtered information to update the stream state \( \mathbf{c}_i^t \). This is analogous to the evolution of a dynamical system, in which the state of streams changes over time in response to influences from different sources (e.g., solar radiation, advected water, etc.) filtered by specific physical conditions. This process is shown as:

\[
(4.2) \quad \mathbf{c}_i^t = \tanh(\mathbf{g}_i^t \odot \mathbf{c}_i^{t-1} + \mathbf{g}_r^t \odot \mathbf{c}_r^{t-1} + \mathbf{g}_p^t \odot \mathbf{p}_i^{t-1} + \mathbf{g}_s^t \odot \mathbf{q}_i^{t-1}),
\]

where \( \mathbf{g}_i^t, \mathbf{g}_r^t, \mathbf{g}_p^t, \mathbf{g}_s^t \) represent the gating variables used to filter the information from historical stream states, the current weather input, upstream reservoirs, and upstream river segments, respectively. The candidate state \( \mathbf{c}_i^t \) encodes the information of river segment \( i \) at the current time \( t \). \( \mathbf{p}_i^{t-1} \) and \( \mathbf{q}_i^{t-1} \) are the latent variables (referred to as transferred variables) that embed the effect from upstream reservoirs and river segments, respectively. We use the transferred variables from the previous time step to account for the water travel time. We now describe how to compute these variables.

We first follow the same process in LSTM \([21]\) to compute the candidate state \( \mathbf{c}_i^t \) by combining climate drivers at the current time step \( \mathbf{x}_i^t \) and the hidden representation at previous time step \( \mathbf{h}_i^{t-1} \) (computed from \( \mathbf{c}_i^{t-1} \) by Eq. \( 4.7 \)), as follows:

\[
(4.3) \quad \mathbf{c}_i^t = \tanh(\mathbf{W}_c^t \mathbf{h}_i^{t-1} + \mathbf{U}_c^t \mathbf{x}_i^t + \mathbf{b}_c),
\]

where \( \mathbf{U} \in \mathbb{R}^{D_h \times D_x} \) denotes model parameters to transform input data.

For a river segment, the impact it receives from a reservoir depends on the reservoir state and its characteristics (e.g., reservoir depth), as well as the water release information, e.g., the volume and temperature of the water flow released from the reservoir. In particular, the water release information is critical for modeling the impact since the water managers can adjust the amount of released water to control the change of downstream temperature. We create a release embedding \( \mathbf{a}_k^t \in \mathbb{R}^{D_h} \) to encode the water release information. The computation of the release embedding \( \mathbf{a}_k^t \) is challenging due to the missing release data for many reservoirs, which will be addressed in Sections \( 4.2 \) and \( 4.3 \). If release embeddings from each reservoir are available, we compute the transferred variables \( \mathbf{p}_i^{t-1} \) for a river segment \( i \) combining the information from its upstream reservoirs (represented as \( \mathcal{M}(i) \)) as:

\[
(4.4) \quad \mathbf{p}_i^{t-1} = \tanh(\mathbf{W}_p \sum_{k \in \mathcal{M}(i)} \mathbf{A}_{ik} f_2(\mathbf{l}_k) \odot (\mathbf{W}_p r_k^{t-1} + a_k^{t-1}) + \mathbf{b}_p).
\]

where \( f_2(\cdot) \) is also used to convert static features of the reservoir to the filtering variables and is implemented using fully connected layers.

For each river segment \( i \), we also use transferred variables \( \mathbf{q}_i^{t-1} \) to capture the impact from its upstream river segments (represented as \( \mathcal{N}(i) \)) as follows:

\[
(4.5) \quad \mathbf{q}_i^{t-1} = \tanh(\mathbf{W}_q \sum_{j \in \mathcal{N}(i)} \mathbf{A}_{ij} h_j^{t-1} + \mathbf{b}_q).
\]

Then we generate four sets of gating variables using the sigmoid function \( \sigma(\cdot) \) as follows:

\[
(4.6) \quad \begin{align*}
\mathbf{g}_i^t &= \sigma(\mathbf{W}_g h_i^{t-1} + \mathbf{U}_g x_i^t + \mathbf{b}_g), \\
\mathbf{g}_r^t &= \sigma(\mathbf{W}_g h_r^{t-1} + \mathbf{U}_g x_r^t + \mathbf{b}_g), \\
\mathbf{g}_p^t &= \sigma(\mathbf{W}_p p_i^{t-1} + \mathbf{U}_p x_i^t + \mathbf{b}_p), \\
\mathbf{g}_s^t &= \sigma(\mathbf{W}_q q_i^{t-1} + \mathbf{U}_s x_i^t + \mathbf{b}_s).
\end{align*}
\]

After obtaining the stream state \( \mathbf{c}_i^t \) (Eq. \( 4.2 \)), we generate the output gating variables \( \mathbf{o}_i^t \) and use them to filter the model state to generate the hidden representation \( \mathbf{h}_i^t \), as follows:

\[
(4.7) \quad \begin{align*}
o_i^t &= \sigma(\mathbf{W}_o h_i^{t-1} + \mathbf{U}_o x_i^t + \mathbf{b}_o), \\
\mathbf{h}_i^t &= o_i^t \odot \tanh(\mathbf{c}_i^t).
\end{align*}
\]

Finally, we generate predicted target variables \( \mathbf{y}_i^t \) from the hidden representation, as follows:

\[
(4.8) \quad \mathbf{g}_i^t = \mathbf{V} \mathbf{h}_i^t + \mathbf{c},
\]
One major challenge in building the SAG model is that we do not have access to the release data for many reservoirs. Since the water release from reservoirs often has a much lower temperature, the prediction can be biased if the model does not consider the water flow from reservoirs. Hence, we aim to design a new mechanism to compensate for the missing reservoir release information.

One major objective for reservoir release is to maintain the desired water temperature for the suitability of aquatic habitat [22]. Managers often make decisions to release water from a reservoir based on the anticipated water temperature in the future (by a separate model) [22]. For example, for Cannonsville Reservoir, the water managers will release cold water from the lower depth of the reservoir when they anticipate the next day’s water temperature for downstream rivers will be above 75° [23].

We create a PP learning approach to mimic such reservoir release processes (the upper block of Fig. 3). The idea of PP learning is inspired by the prior work [24], which aims to improve the learning task at the current time by leveraging anticipated future information that is unavailable in real scenarios. In our problem, we create the release embedding $a_k^t$ using the information of anticipated water temperature for river segments that are downstream from the reservoir $k$.

We first create a separate stream temperature forecasting model, which uses the input features at the current time step $t$ to predict the water temperature at the next time step $t + 1$. In particular, we use input-output pairs $\{(x^t, y^{t+1})\}$ from the training data for training this forecasting model. To ensure the forecasting model provides unbiased anticipations for reservoir release decisions, we do not use training samples from river segments downstream from reservoirs. This model uses the same structure as the SAG model except that (1) it outputs $y^{t+1}$ for input $x^t$, and (2) it does not consider the release embedding, i.e., the transferred variables $p_i^{t-1}$ (originally computed by Eq. 4.4) become:

\[
p_i^{-1} = \tanh(W_p \sum_{k \in M(i)} A_{ki} f_S(l_k) \odot h_{k}^{t-1} + b_p).
\]

This forecasting model connects the information at the current time to the anticipated information in the future that could inform water mangers’ release decisions. We apply the forecasting model to each time step and obtain the extracted hidden representation $\hat{h}_i^t$ from the forecasting model (Eq. 4.7), which embeds the information about the anticipated water temperature for each river segment $i$. We then combine $\hat{h}_i^t$ from all the segments that are anywhere downstream from a reservoir $k$ (represented as $S_{dn}(k)$) to generate its release embedding $a_k^t$, as:

\[
a_k^t = \sum_{i \in S_{dn}(k)} A_{ki} W_{pp} \hat{h}_i^t + b_{pp}.
\]

4.3 Leveraging physical simulations and release data

The PP embedding still has limits in that the forecasting model is not fully accurate and also may not be consistent with the decision making process followed by water managers. We leverage the reservoir release data that are available for certain reservoirs to further improve the prediction. The idea is to combine the release information and the knowledge of underlying physical processes to better capture the impact of these reservoirs on their downstream river segments and also transfer the learned patterns to other reservoirs and river segments.

We first introduce a new release embedding by using the available release data and physical simulations. Then we create a parallel learning structure to transfer the knowledge learned from available release data and physical simulations to the PP embeddings on other reservoirs with no release information.

Incorporating reservoir release and physical simulations:
Here we introduce an SE approach to compute a new release embedding $a_k^t$ for reservoirs with the release information. In particular, we consider a subset of reservoirs for which we have the information of how much water (in cubic feet per second) is released from each depth layer $d \in \{1, 2, ..., L\}$ on each day $t$. For each reservoir $k$, we use $f_k^t$ to represent its release information on each date $t$, and it contains the release volume at multiple depth layers $f_k^t = \{f_{k,1}^t, f_{k,2}^t, ..., f_{k,L}^t\}$. To represent the impact of reservoir release to a downstream segment, we need to consider both the amount of water released and the physical simulations used in the SE approach (Eq. 4.10). The SE embedding (Eq. 4.12) directly embeds the available information of the flow and temperature for released water, and thus captures the characteristics of reservoir release that affect downstream segments. However, it can be computed only for a subset of reservoirs with the reservoir release information ($R_1$). For reservoirs without the release information ($R_2$), we need to use the PP embedding, and we transfer the knowledge learned from $R_1$ to guide the PP embedding process. As shown in Fig. 3, we use PP and SE in parallel to generate release embeddings $a_k^t$ for reservoirs in $R_1$ and $R_2$, respectively. The generated release embeddings are then passed to shared layers to update stream states and make predictions (Fig. 4). In this way, the information of reservoir release and the physical simulations used in the SE process can also regularize the PP embeddings as they need to be consistent with the outputs produced by the SE approach in how they impact stream states.

5 Experimental Results
5.1 Dataset We evaluate the proposed method for predicting stream temperature using real-world data collected from the Delaware River Basin, which is an ecologically diverse region and a watershed along the east coast of the United States that provides drinking water to over 15 million people [25]. The dataset used in our evaluation is from the U.S. Geological Survey’s National Water Information System [26] and the Water Quality Portal [27]. Observations at a specific latitude and longitude were matched to river segments that vary in length from 48 to 23,120 meters. The river segments were defined by the geospatial fabric used for the National Hydrologic Model as described by Regan et al. [28], and the river segments are split up to have roughly a one day water travel time.

We study two spatially disjointed subsets of the Delaware River Basin (as shown in Fig. 4): The first subset $S_1$ includes 56 river segments flowing toward Lordville, NY, and the second subset $S_2$ includes 18 river segments flowing toward Sullivan County, NY. We
select these subsets since we have sufficient observations collected in these areas. In particular, we use input features at the daily scale from Jan 01, 1980, to June 22, 2020 (14,784 dates). The input features have 10 dimensions which include daily average precipitation, daily average air temperature, date of the year, solar radiation, shade fraction, potential evapotranspiration and the geometric features of each segment (e.g., elevation, length, slope and width). Air temperature, precipitation, and solar radiation values were derived from the gridMET gridded meteorological dataset [29]. Other input features (e.g., shade fraction, potential evapotranspiration) are difficult to measure frequently, and we use values internally calculated by the physics-based PRMS-SNTemp model [30]. The subset $S_1$ covers the Cannonsville and Pepacton Reservoirs. The release data includes how much water is released from specific depth layers at daily scale [20]. In $S_1$, water temperature observations were available for 29 segments but the temperature was observed only on certain dates. The number of temperature observations available for the 29 observed segments ranges from 1 to 13,000 with a total of 76,163 observations across all dates and segments [20]. The subset $S_2$ covers the Neversink reservoir. Water temperature observations were available for 16 segments in $S_2$, and the number of observations available ranges from 1 to 9,694 with a total of 21,846. For all the reservoirs, we also have meta-features of these reservoirs, including dam height, dam length, depth, elevation, and area of catchment [25].

5.2 Evaluation details We have released our dataset and implementation [20]. The model is optimized with the ADAM optimizer [31] with the initial learning rate of 0.002. All the hidden variables and gating variables in SAG have 20 dimensions. We generate the adjacency matrix $A$ based on the stream distance between each pair of nodes. When measuring the distance between a pair of river segments $i$ and $j$, we use the stream distance $\text{dist}(i, j)$ between their outlets. We standardize the stream distance and then compute the adjacency level as $A_{ij} = 1/(1 + \exp(\text{dist}(i, j)))$ for each edge $(i, j)$.

We conduct experiments to answer three questions: 

Q1: Can the proposed SAG model with the PP approach outperform existing methods when the reservoir release data is not accessible for any reservoirs? We test the performance of the SAG model with the PP embedding approach (SAG-pp) in $S_1$, and compare it with multiple baselines, including standard fully connected artificial neural networks (ANN), recurrent neural networks (RNN) with the LSTM cell, and recurrent graph neural networks (RGrN) [4]. All of these baselines do not consider the reservoir release information.

Q2: Can we improve the predictive performance by leveraging the release data from some reservoirs? In $S_1$, we compare multiple variants of the proposed method, including SAG with the PP approach for both Cannonsville and Pepacton Reservoirs (SAG-pp), SAG with the PP approach for Cannonsville and SE approach for Pepacton (SAG-ppC, assuming access to the release information for Pepacton), SAG with the PP approach
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for Pepacton and SE approach for Cannonsville (SAG-ppP, assuming access to the release information for Cannonsville), and SAG with the SE approach for both reservoirs (SAG-sim). We also implement another version of SAG with the SE approach for both reservoirs (SAG-flow), which uses the release flow information in the SE approach but does not use physical simulations \( u \) (Eq. 4.12).

Q3: As an extension to Q2, can we leverage the stream-reservoir patterns learned from a well-monitored region (where we have release information) to improve the prediction for a spatially disjointed region where we do not have reservoir release information? In this test, we implement a single global model SAG-ppN which uses the SE approach for two reservoirs in \( S_1 \) (assuming we have the release data from \( S_1 \)) and the PP approach for the Neversink Reservoir in \( S_2 \). We compare it with ANN, RNN, and RGrN. We also test the SAG-flow model, which uses the release information of both \( S_1 \) and \( S_2 \) through the SE approach. For all the tests, we use data from Jan 01, 1980, to Dec 25, 2006, for training and then measure the testing performance on data from Dec 26, 2006, to Jun 22, 2020. Here the training and testing periods are selected to maintain a 2:1 ratio over all the time steps.

5.3 Predictive performance without using release data In Table 1, we summarize the performance of different methods in terms of their overall RMSE, and the RMSE on two segments \( S_{GC} \) and \( S_{GP} \). These two segments are selected based on three criteria: (1) \( S_{GC} \) and \( S_{GP} \) are downstream from Cannonsville and Pepacton Reservoirs, respectively, (2) they are closest to reservoirs in terms of stream distance, and (3) they have more than 500 observations for evaluation. We run each test five times with random initialization and report the mean value and the standard deviation of the RMSE.

Table 1 shows that SAG-pp performs much better than other baselines. We show the predictions made by RNN, RGrN, and SAG-pp on \( S_{GC} \) in Fig. 5 (a). It can be seen that all the methods over-predict the water temperature at the beginning of the summer period when there is a sudden increase of water release from Cannonsville (Fig. 5 (b)). However, the water temperature predicted by SAG-pp quickly recovers and is more consistent with observed water temperatures for the remaining summer period when the water release from the reservoir is steady.

Both SAG-pp and RGrN do not use the release information, and they both consider the connections amongst all the river segments. The better performance of SAG-pp over RGrN confirms the effectiveness of the

| Method   | Overall | \( S_{GC} \) | \( S_{GP} \) |
|----------|---------|-------------|-------------|
| ANN      | 2.04±0.04 | 2.31±0.06  | 1.97±0.04  |
| RNN      | 1.91±0.04 | 2.20±0.06  | 1.71±0.05  |
| RGrN     | 1.84±0.04 | 2.08±0.05  | 1.86±0.07  |
| SAG-pp   | 1.63±0.03 | 1.96±0.05  | 1.56±0.05  |

Table 2: Prediction RMSE (± standard deviation) after using the reservoir release information in \( S_1 \).

| Method   | Overall | \( S_{GC} \) | \( S_{GP} \) |
|----------|---------|-------------|-------------|
| SAG-pp   | 1.63±0.03 | 1.96±0.05  | 1.56±0.05  |
| SAG-ppC  | 1.54±0.04 | 1.91±0.06  | 1.35±0.05  |
| SAG-ppP  | 1.44±0.04 | 1.57±0.05  | 1.50±0.05  |
| SAG-flow | 1.43±0.03 | 1.59±0.04  | 1.42±0.04  |
| SAG-sim  | 1.31±0.02 | 1.31±0.05  | 1.29±0.04  |

PP embeddings. Fig. 6 (a) also shows that SAG-pp performs better than RGrN for most river segments.

5.4 Leveraging available flow data and physical simulations In this analysis, SAG-ppC and SAG-ppP achieve better performance than SAG-pp (Table 2). In Fig. 6 (b) and (c), we show the per-segment comparison between SAG-pp and SAG-ppC, and between SAG-pp and SAG-ppP, respectively. We also mark the segments in different colors if they are downstream from Cannonsville or Pepacton Reservoirs. We can observe that the improvement of SAG-ppC or SAG-ppP over SAG-pp is especially obvious for segments downstream from the “transparent” reservoir. For example, after we use the release information for Cannonsville (through the SE approach), the SAG model (SAG-ppP) achieves much better performance on segments downstream from Cannonsville (e.g., \( S_{GC} \)) compared to SAG-pp (not using any release data). Moreover, the use of release flow and simulations slightly improves the performance for other segments (not downstream from the “transparent” reservoir), which confirms the effective transfer of useful knowledge from the “transparent” reservoir to other regions. Although SAG-ppP performs much worse than SAG-pp on two stream segments (Fig. 6 (c)), they both have few testing samples, which makes the assessment on them less stable.

Additionally, we see that SAG-flow and SAG-sim performs better than other methods, which meets our expectation since they directly use the release data for both reservoirs. We also show the predictions of (SAG-pp, SAG-flow, SAG-sim) on \( S_{GC} \) and \( S_{GP} \) in Figs. 6 (c) and (d), respectively. We can see that SAG-flow and SAG-sim can better predict the temperature even under a sudden increase of reservoir release. The improvement from SAG-flow to SAG-sim confirms the effectiveness of incorporating physical simulations in the SE process.
Figure 6: The RMSE comparison between a pair of methods on each river segment. Here we only show the river segments with more than five testing observations.

Table 3: Prediction RMSE (± standard deviation) in $S_1$ and $S_2$.

| Method   | $S_1$       | $S_2$       |
|----------|-------------|-------------|
| ANN      | 2.12±0.04   | 1.63±0.04   |
| RNN      | 1.89±0.04   | 1.61±0.04   |
| RGrN     | 1.88±0.03   | 1.60±0.03   |
| SAG-ppN  | 1.37±0.02   | 1.49±0.04   |
| SAG-flow | 1.45±0.03   | 1.53±0.03   |

5.5 Generalization over space

SAG-ppN performs better than ANN, RNN, and RGrN in generalizing to a new region (Table 3). In Fig. 6 (c) and (d), we also show the per-segment comparison between RGrN and SAG-ppN, and between SAG-flow and SAG-ppN, respectively. It is interesting to see that SAG-ppN also outperforms SAG-flow for both $S_1$ and $S_2$ since SAG-flow uses the release information for both $S_1$ and $S_2$ while SAG-ppN only uses the release information in $S_1$. This suggests that (1) the use of release information of $S_1$ can help the model to learn a better representation of PP embedding in $S_2$ (SAG-ppN outperforms SAG-flow on $S_2$), and (2) the use of pseudo-prospective embedding of $S_2$ can also help the model to learn a better representation of reservoir release in $S_1$ (SAG-ppN outperforms SAG-flow on $S_1$).
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7 Conclusion

In this paper, we build a new method for predicting water temperature of all the river segments in stream networks with reservoirs. We start with creating an SAG model to represent the evolution of streams and reservoirs as well as their interactions. We also build a parallel embedding structure for representing the impact of reservoirs, i.e., the model uses the PP approach when the reservoir release data is not available, and uses the SE approach otherwise. The SE approach also leverages the physical knowledge encoded by the physics-based model in embedding the impact of reservoirs.
voirs. Such knowledge is transferred to other reservoirs through the parallel embedding structure. Our method has been shown to produce improved performance compared to existing methods for three scenarios: (1) when release data are missing for all the reservoir, (2) when the release data are missing for a subset of reservoirs, and (3) when the model is applied to a disjointed stream network with reservoirs (no release data available).

While our method performs better than existing models, it remains limited if water managers use different water release criteria for different reservoirs or for different time periods. Moreover, our PP method only considers the anticipated temperature on the next day while the water managers for certain reservoirs may refer to multiple future days for determining the release data. Investigation into alternate methods of modeling for various water release criteria and a range of time periods in reservoirs could better inform downstream temperature responses.
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