Extracting data from graphs: A case-study on animal research with implications for meta-analyses
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Abstract
Systematic reviews with meta-analyses are powerful tools that can answer research questions based on data from published studies. Ideally, all relevant data is directly available in the text or tables, but often it is only presented in graphs. In those cases, the data can be extracted from graphs, but this potentially introduces errors. Here, we investigate to what extent the extracted outcome and error values differ from the original data and if these differences could affect the results of a meta-analysis. Six extractors extracted 36 outcome values and corresponding errors from 22 articles. Differences between extractors were compared using overall concordance correlation coefficients (OCCC), differences between the original and extracted data were compared using concordance correlation coefficients (CCC). To test the possible influence on meta-analyses, random-effects meta-analyses on mean difference comparing original and extracted data were performed. The OCCCs and CCCs were high for both outcome values and errors, CCCs were >0.99 for the outcome and >0.92 for errors. The meta-analyses showed that the overall effect on outcome was very small (median: 0.025, interquartile range: 0.016–0.046). Therefore, data extraction from graphs is a good method to harvest data if it is not provided in the text or tables, and the original authors cannot provide the data.
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1 INTRODUCTION
Systematic reviews (SR) are powerful tools; they aim to answer a specific research question by identifying, appraising and combining all available relevant evidence objectively.1 When used appropriately, SRs can, inter alia, increase the precision of found intervention effects, identify areas with a lack of adequate evidence, and generate new research questions.2 SRs differ from narrative reviews by having a structured approach using multiple...
well-described phases; searching papers, selecting papers, extracting data, appraising papers, and synthesizing evidence. Of these phases, data extraction is one of the most sensitive to reviewer errors. While extracting data, one depends on how this data is presented in the original paper. Ideally, all relevant data is reported completely in the text or tables, but frequently it is only reported graphically. In those cases, it is the best practice to request the data from the original authors. Unfortunately, it is not always possible to acquire this information in a reasonable time or at all, for example, when authors move to different institutes. In those cases, the data can be extracted directly from the graphs.

Data extraction from graphs is subject to human error, and particularly challenging if the graphs are of low quality. As a result, the data used in the systematic review could be incorrect, and this could potentially influence the results of meta-analysis, and consequently the conclusion of the SR. Previous research has investigated the quality of data extracted from graphs. A paper of Kadic et al. compared the data from 62 graphs extracted by two extractors. They found high intraclass correlation coefficients (ICC) between the extracted and the original data of 0.924 and 0.926. Burda et al. had 12 reviewers extract data from two graphs. They found a high ICC between the different extractors (>0.95), but the percentage difference between the original and extracted data varied from 0.29% to 8.92%. Crandom et al. compared data from twenty artificially created graphs extracted by ten reviewers. They found that a mean of 69.91% of all extracted data points were of sufficient accuracy compared to the original values, with the percentages per graph ranging from 0% to 100%.

The literature thus provides some indications of the goodness of extracting data from graphs, but these studies have their limitations concerning the number of extractors, number of graphs, or ecological validity (using artificially created graphs). Furthermore, the preceding studies did not focus on dispersion measures related with the effect size, such as standard errors or confidence intervals, with only Burda et al. providing data on error bars from one of their two graphs. Dispersion measures are important for meta-analyses as the weight of the study used for calculating the overall effect estimate depends, partly, on the variance of the study. Therefore, we wanted to investigate data extraction from multiple published graphs using multiple reviewers, extracting both outcome values and the corresponding errors (hereafter, standard errors). Although the process of extracting the standard error is often similar to extracting outcome values, some factors that might affect the extracted standard errors differently. For example, standard errors are smaller compared to the outcome values and thus extraction may lead more easily to a mistake, it also means that differences between the extracted and original values are proportionally larger for standard errors compared to the outcome values, which may have a bigger influence on meta-analysis than expected based on extracted outcome values. To the best of our knowledge, this is the first study that also focuses on extracting standard errors from graphs and investigates the influence of using extracted instead of the original data on systematic reviews. As far as we know this is also the first study investigating data extraction from graphs in the field of animal sciences.

With this study, we aim to answer the following questions: how comparable the extracted outcome data and corresponding standard errors are, first, among different extractors, and second, with the original data; and third, what are the potential consequences of the differences between the extracted and original data on the meta-analysis results.

2 METHODS

2.1 Graph selection

The graphs came from a previous review that dealt with corticosterone concentrations in mice. Baseline corticosterone concentrations plus the standard error of the mean (SEM) were only available in graphs in several of the included publications. For these publications we contacted the authors to request the original data; 22 authors responded and provided the requested data. In the end, we had data from 28 figures. Twenty-six of the figures were bar plots, and two were line plots with circle symbols for the outcome values. As some figures presented more than one relevant corticosterone concentration (e.g., for male and female mice separately), we had the data for 36 corticosterone concentrations with their corresponding standard errors.

2.2 Extraction method

Six individuals (S.V.D.M., C.Y., E.Z., N.W., B.S., T.Z.B.), extracted the data from the graphs. The order of the graphs for each extractor was randomized on the publication level to mitigate any potential learning or fatiguing effect. Five of them (C.Y., E.Z., N.W., B.S., T.Z.B.) were volunteers and had no previous experience extracting data from graphs. They extracted data from the figures without knowledge of the author-provided data. S.V.D.M. had seen the author-provided data prior to extraction. In contrast, S.V.D.M. had previous experience with extracting
data from graphs. All other extractors received a short demonstration of the method by S.V.D.M., as well as a protocol with instructions. All graphs were taken from PDF files. Images in PDF files can be vectorized or rasterized, in our case six of the studies had vectorized graphs, with the rest having rasterized graphs.

The graphs were cropped from the PDFs by Windows’ built-in snipping tool, this also converts the vectorized graphs into rasterized images, and pasted directly in the image editor program. The free and open source image editor software GIMP (GNU Image Manipulation program, 2.10.1030) was used for measuring the number of pixels in a graph. The Measure Tool was used, which can measure distances in a figure in pixels. In general, the number of pixels from the top of one line to the top of the second line was measured, that is, from the top of the x-axis to the top of the tick mark on the y-axis, and for the data bars, from the top of the x-axis to the top of the bar, etcetera. An exception: two measurements per outcome value were done for line plots: once from the top of the x-axis to the top of the circle, and once form the bottom of the x-axis to the bottom of the symbol. The average was taken for the final value. For the error bars of the line plot first the distance between either the top of the circle to the top of the error bar, or the bottom of the circle to the bottom of the error bar (whichever was easier to measure) was measured, and the difference of the two measurements made previously for the outcome value was added. We chose the top of the lines and symbols instead of the center because this was less ambiguous. When lines are more than a couple of pixels in height it is often not immediately clear what the center is. Using the top of the line was easier and less ambiguous to identify. Similarly, for symbols it was not always immediately obvious what the center of the symbol was, the tops or bottoms of the symbol are easier to find and measure. The extractors were instructed to zoom in on the graphs. Different monitors were used, but all monitors had a resolution of 1920 × 1080 pixels.

The calculations were done automatically in Excel. The excel sheet was prepared in such a way that the extractors only had to fill in the pixels of the y-axis, the value of the y-axis, the pixels for the outcome value and the pixels for the SEM.

The outcome value was calculated as follows:

1. the length of the y-axis in pixels for a certain value was measured and the value of one pixel was calculated by dividing the y-axis value by the number of pixels;
2. the number of pixels from the x-axis to the data point (i.e., top of the bar or the circle in a line figure) was measured, and then multiplied by the value from step 1 to calculate the outcome value;
3. the number of pixels for the error bar was measured and multiplied by the same value to calculate the SEM.

### 2.3 | Statistics

Our sample comprised 36 concentrations with the corresponding SEM, all provided by the original authors and extracted from their figures by the six extractors.

The original data had a large range of values due to reporting in different units (e.g., pg/ml and ng/ml). As we were not interested in the actual corticosterone concentrations, but in the method of extracting, we did not convert into a common unit, but used the values directly as extracted. For the Bland–Altman plots the data was standardized (see below).

The overall concordance correlation coefficients (OCCC) were calculated among the different extractors and the concordance correlation coefficients (CCC) were calculated between the extracted and the original data for each individual extractor. These methods quantify how well the measurement of a different method agrees with the measurements made by the “gold standard” and calculates both accuracy and precision. In this case the original author-provided values were considered the “gold standard.” The OCCC is based on the weighted average of pairwise CCCs.

A Bland–Altman plot is a visual representation of the agreement between two sets of measurements. The x-axis shows the mean for each pair of measurement, the y-axis shows the difference. The plots can also show systematic biases: if the mean differences differ from 0 it means that one set of measurements is systematically higher or lower than the other set. For the Bland–Altman plots both the outcome and SEM values were standardized, the former by dividing by the corresponding SEMs, the latter by the following formula:

\[
\frac{\text{SEM} - \min(\text{SEM})}{\max(\text{SEM}) - \min(\text{SEM})}
\]

This method ensures that all values lie between 0.0 and 1.0. To prevent dividing by 0 errors, 0.001 was added to each normalized SEM value. The Bland–Altman plots were created with these transformed values, but instead of the difference between the original and extracted data, the ratio of the original to the extracted data was used to limit heteroscedasticity affecting the visualization.

Random-effects meta-analyses on the mean difference between the original and extracted data per extractor were performed using the two-step inverse-variance approach. These meta-analyses assess the overall differences between the original and extracted data by taking
the differences for each graph and combining the differences in a weighted manner. The between-trial variance was estimated using the restricted maximum likelihood (REML) estimator for being recommended from a recent simulation study. As the original and extracted data should be similar the data is correlated. Since we do not know the “true” correlation coefficient between the original and the extracted data, we used different positive correlations in the range of 0.00–0.95 as a sensitivity analysis to investigate the effect of the correlation coefficient on the overall differences between original and extracted data. The standard deviation was calculated using the formula 4.15 in Introduction to Meta-analysis.

All statistical calculations were done in R using RStudio. The OCCC and CCC were calculated using the EpiR package. The meta-analyses were performed using the metafor package.

3 | RESULTS

The OCCC among the different extractors is shown in Table 1 for both the concentration and the SEM values, with the corresponding accuracy and precision. The OCCC for concentrations was high with 0.999. The overall accuracy was perfect for the concentration, meaning the OCCC was only reduced due to the precision. The precision was still high with 0.999. The OCCC for SEM was reduced by both the precision and accuracy, but both were still larger than 0.96 and the OCCC was high with 0.95.

### TABLE 1  Overall concordance correlation coefficients among all extractors for outcome and SEM values

|              | Outcome | SEM  |
|--------------|---------|------|
| Overall CCC  | 0.999   | 0.947|
| Overall precision | 0.999 | 0.969|
| Overall accuracy | 1.000 | 0.977|

### TABLE 2  The concordance correlation coefficient between data extracted by each extractor and the original data for both the outcome and SEM values

| Extractor | Outcome | SEM  |
|-----------|---------|------|
| 1         | 0.9998  | 0.9434|
| 2         | 0.9991  | 0.9731|
| 3         | 0.9998  | 0.9429|
| 4         | 0.9986  | 0.9416|
| 5         | 0.9998  | 0.9975|
| 6         | 0.9999  | 0.9257|

The CCCs between data extracted by each extractor and the original data for both the outcomes and SEM values were generally high as shown in Table 2. The lowest CCCs for the outcome values were 0.99 and the lowest CCCs for SEM was 0.93.

Figure 1 shows Bland–Altman plots (BA) of the outcome and SEMs values separated by both extractor and study. The BA for the outcome values indicated no overall bias, and no large discrepancies between the extractors, that is, the points seemed to be distributed randomly along the line of no difference (a ratio of 1). It did reveal that differences tended to be clustered by study. For example, all points below the lower-bound CIs belonged to the same study (discussed below).

The BA for SEMs showed there was some bias (range from 1.18 to 2.02), partly caused by one study being a larger outlier. With this study removed, the mean ratio ranges from 0.77 to 1.64 (data not shown). Like the BA for concentration, there were no large discrepancies between extractors although it seemed that each extractor had a consistent bias compared to the other extractors.

As the extracted on original data are similar, Figure 2 presents the mean differences for the different extractors between the extracted and original data plus the 95% confidence intervals (CI) under a range of different positive correlation coefficients. Compared to the mean original concentration value, 82.07, the differences are small (median: 0.025, interquartile range: 0.016–0.046). The considerable variability on the side of the included trials was propagated as relatively wide 95% CIs for all extractors, especially, for low values of correlation coefficient. The mean differences themselves are largely unaffected by the correlation coefficient.

Figure 3 shows the forest plot of the random-effects meta-analysis between the extracted and original data for all graphs for extractor 3 and 0.95 correlation coefficient. Extractor 3 was chosen randomly as an example. The forest plots for the other extractors (at 0.95 correlation coefficient) are presented in Figure S1. In all graphs, the 95% CI of the mean difference between the original and extracted values included 0. For extractor 3, the summary MD was 0.05 with 95% CIs: −0.48 to 0.58. Even though MD differed to some extent across the trials, between-trial variance was estimated to be zero due to the substantial overlapping of the 95% CI of the included trials. This pattern was observed in all extractors, regardless of the correlation coefficient. Consequently, the results are identical with a fixed-effect model. The results based on the random effects or the fixed effect models are presented in Figure S2. However, we considered the random-effects model to be conceptually the proper model for meta-analysis since the included studies have been conducted under diverse protocols and hence, clinical and
methodological heterogeneity are imminent. As the between-trial variance is zero, the prediction intervals are the same as the confidence intervals.

4 | DISCUSSION

In this study, we investigated the concordance of the extracted outcome and SEM data between different extractors, between the extracted and original outcome and error data as well as the potential consequences of the differences between the extracted and original data on a meta-analysis.

When we compared the extracted outcome and SEM values between the different extractors, the differences were very small, with the OCCC for the SEM being slightly lower than for the outcome values. The likely reasons for the slightly lower OCCC for SEM may be that error bars were smaller than the data bars, and did not start on the x-axis, which made them more difficult to measure.

One of the possible contributions to the high OCCC overall could be that the extractors first received a visual demonstration and a data extraction protocol. The training and protocol taught extractors how to extract data.

**FIGURE 1** Bland–Altman plots of the outcome (A) and standard error of the mean values (B) for the different studies and different extractors. The blue line indicates the mean ratio for either all outcome values or errors. The orange lines indicate the 95% confidence intervals. The dashed line indicates no bias (ratio of 1) [Colour figure can be viewed at wileyonlinelibrary.com]
(e.g., how does one measure symbols in a line graph?), and hence, prevented making decisions on a graph-by-graph basis. Furthermore, the extractors in the current study were also not blinded to the research question and therefore the data extraction for this paper might have been more of a conscious effort for precision compared to a reviewer who extracts numerous graphs as part of a large systematic review project. A future study could address naturalistic data extraction while following an existing review protocol.

The data extraction for this study was based on published graphs from different journals that were identified in a previous systematic research, and as such represented a real-life scenario; but even so some considerations have to be kept in mind when extrapolating the results. Besides the two above-mentioned considerations of using a protocol and the extractors not being blinded to the research question, one other major consideration was the fact that most graphs were bar plots. Cramond et al. used different figure types commonly found in pre-clinical and clinical science and found that bar plots generally had the highest accuracy, followed by box plots and dot plots, indicating that the OCCCs might be lower if there are more dot plots to extract data from. However, with at least two extractors extracting the data, we do not anticipate that the plot type would lead to large differences between the original and the extracted data, as discrepancies between the extractors are easy to spot and correct. It is strongly advised to perform the data extraction by at least two extractors anyway as this may decrease considerably the number of errors introduced by data extraction. Future research specifically focusing on different graph types from published articles may give a definitive answer.

We compared the extracted outcome and SEM data with the original data using the CCC. The CCC for the outcome data was very high, with even the lowest
These values were even higher than found by Kadic et al. It should be noted that Kadic et al. used the intraclass correlation coefficient, which should produce similar results to the CCC but is not the same. The Bland–Altman plot for the outcome value showed there were no large discrepancies between the different extractors, that is, the extractors did not introduce biases overall in the extracted values.

The CCC for the SEM data was slightly lower compared to the outcome values, but still very high. The lowest CCC was 0.926, with the lower confidence interval limit being 0.885. We are not aware of any data allowing for direct comparisons, but the study by Burda et al., also showed that the differences between the original and extracted data were higher for the error values (in their case the confidence intervals) than for the outcome values. Our Bland–Altman plots did show an extractor-bias for SEM (i.e., all points seem to be transposed higher or lower compared to other extractors). Regardless, even with these biases, the absolute differences between the original and extracted values were very small.

The Bland–Altman plots did show there was a consistent bias for certain studies. For example, the study by Berry et al. had both a low ratio for outcome values (<0.5) and a high ratio for the error (>15). This was not due to low image quality but simply because the graph showed two interventions. The corticosterone concentration of the second intervention was much higher compared to the first, meaning that the outcome and standard error of interest were very small, and although the actual concentrations differed, the bars had the same height for both data points due to the chosen scales. The other outlier for the outcome values was the study by Oishi et al. There the graph was a relatively small line-graph. The other study with line graphs (Otsuka et al.) showed only a small difference, with ratios between 0.97 and 1.15. The figure for Otsuka et al. was larger compared to the figure by Oishi et al.

For errors, the study by Berry et al. had a large ratio because the standard error bars were very small (as described above). Three of the extractors had a low ratio (<0.44) for the graph by Enayati et al., and one extractor had a high ratio (<0.8) for the graph by Kember et al. There were no immediate reasons apparent for these ratios. The relatively small standard error bars compared to the outcome values bars was the most striking part of this figure. Based on the Bland–Altman plots we think that the largest differences between the original and

### FIGURE 3 Random effect meta-analysis between the original and extracted (by extractor 3) data for each graph ordered by precision (from most to least precise). Each row represents one extracted corticosterone concentration plus the corresponding standard error. The values on the right indicate the mean difference between the original and extracted data, followed by the 95% confidence intervals in brackets.

| Study       | Mean difference [95% CI] |
|-------------|-------------------------|
| Berry       | 0.19 [-0.82, 1.19]      |
| Enayati     | 0.19 [-0.90, 1.29]      |
| Enayati     | 0.23 [-1.85, 2.29]      |
| Enayati     | 0.26 [-1.18, 1.64]      |
| Trefit      | 0.01 [-1.39, 1.41]      |
| Kember      | -0.45 [-2.67, 1.77]     |
| Berry       | -0.74 [-2.88, 1.41]     |
| Zhu         | 0.18 [-2.34, 2.68]      |
| Ros-Simó    | 0.22 [-2.45, 2.89]      |
| Ros-Simó    | 0.36 [-1.24, 4.95]      |
| Kurata      | 0.50 [-1.02, 2.03]      |
| Innos       | 0.51 [-0.72, 1.75]      |
| Kember      | 0.04 [-0.88, 1.86]      |
| Kember      | 0.27 [-0.41, 0.94]      |
| Moussaliev  | 0.03 [-0.74, 0.79]      |
| Kinoshita   | 0.15 [-1.76, 2.06]      |
| Kember      | -0.12 [-0.89, 0.65]     |
| Pastor      | -0.59 [-1.19, 0.00]     |
| Breuilaud   | 0.43 [-0.76, 1.63]      |
| Ros-Simó    | 0.46 [-0.92, 1.84]      |
| Chourbaji   | -0.32 [-1.92, 1.28]     |
| Moussaliev  | -0.24 [-1.68, 1.20]     |
| Otsuka      | -0.05 [-1.13, 0.97]     |
| Otsuka      | -0.09 [-1.10, 0.91]     |
| Chourbaji   | -0.25 [-1.27, 0.77]     |
| Parkhurst   | -0.11 [-1.32, 1.09]     |
| Philbert    | 1.84 [-0.26, 3.94]      |
| Van der Sluis| -0.09 [-1.47, 1.29]    |
| Renguist    | 0.02 [-0.23, 0.27]      |
| Chourbaji   | 0.65 [-1.30, 2.60]      |
| Innos       | 0.14 [-0.40, 0.68]      |
| Jiang       | -0.10 [-1.81, -0.15]    |
| Chourbaji   | 1.89 [-0.37, 4.15]      |
| Cuffe       | -3.36 [-18.14, 10.45]   |
| Oishi       | -1.40 [-8.13, 5.33]     |

**RE Model**

0.05 [-0.48, 0.58]
extracted data are affected by the size of the figures and
the size of the (error)bars, that is, when having a small fig-
ure and/or small (error)bars it is easier to make a mistake
with extracting, and a mistake leads to a relatively large
difference between the original and extracted data.

In the meta-analyses, the overall mean difference
between the original and the extracted data for the out-
come data was virtually zero. The between-trial variance
was also virtually zero. However, between-trial variance
would have been non-zero had we used Bayesian
methods to estimate the between-trial variance (e.g., by
assigning a weakly-informative prior on the between-trial
standard deviation, such as a half-normal prior distribu-
tion with variance 1), since there was some observed sta-
tistical heterogeneity across the studies (Figure 3). We
believe that within settings that are comparable to ours,
it would be highly unlikely that using extracted data
instead of the original data would have influenced the
results of a meta-analysis in a way that may compromise
the conclusions delivered to the end-user.

For this study, we used GIMP to extract the data from
graphs, but there is other software available specifically
for extracting data from graphs like WebPlotDigitizer and
DigitizeIt. The underlying processes between GIMP
and the software for establishing the data values, that is,
measuring the number of pixels and calculating the out-
come on the value per pixel, are the same and we thus do
not expect that the choice of software will influence the
extracted outcome values. The specialized software might
have some features that can optimize the workflow
(e.g., WebPlotDigitizer makes it possible to extract all
data points in a graph and export all values in one go, in
GIMP we had to export the data after each data point),
possibly decreasing the time spent extracting data.
WebPlotDigitizer and DigitizeIt also have functions to
automatically extract data, but their usability varies based
on the graph types. For example, in WebPlotDigitizer
there is a function to extract from bar graphs but it
requires manual modification of parameters or adjusting
of points and thus not necessarily increases extraction
speed when extracting graphs with only a few bars. How-
ever, as these functions are actively being developed their
usability will likely increase and we encourage
researchers in the future to look into these functions.

Images in PDF files can be vectorized or rasterized.
Vectorized images make it possible to zoom in without
alasing, possibly making extracting more precise or ac-
urate. Of our studies, six had vectorized graphics. When
copying the graphs to GIMP these graphs were turned
into rasterized images. However, we do not think this
rasterizing has affected the outcomes because the figures
were already zoomed in before rasterizing; meaning that
aliasing was not an issue as aliasing only becomes
apparent when zooming in even further. Furthermore,
the graph for which we found the biggest difference
between the original and extracted concentration and
error was a vectorized graph. This was not due to being
rasterized or vectorized but because the outcome and
error bars were very small. We therefore think that the
advantages of vectorized graphics are small compared to
the scale of the graph (i.e., a large image with large
(error)bars is more important than being vectorized).

 Naturally, for data extraction in systematic reviews,
the best option remains to extract the data directly from
the text or tables in a paper, and we would urge scientists
to publish all data either in the text or tabulated, even
when also shown in figures. If the data are not directly
available, reviewers should contact the authors to request
the data. This ensures that the correct data are used for
meta-analyses. However, our study strongly indicated
that even if the original data cannot be acquired, using
data carefully extracted from graphs is a good alternative
and is unlikely to have a significant impact on the results
of a meta-analysis. The data and code that support the
findings of this study are available in GitHub and
OSF.
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