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ABSTRACT

The performance of speech enhancement and separation systems in anechoic environments has been significantly advanced with the recent progress in end-to-end neural network architectures. However, the performance of such systems in reverberant environments is yet to be explored. A core problem in reverberant speech separation is about the training and evaluation metrics. Standard time-domain metrics may introduce unexpected distortions during training and fail to properly evaluate the separation performance due to the presence of the reverberations. In this paper, we first introduce the "equal-valued contour" problem in reverberant separation where multiple outputs can lead to the same performance measured by the common metrics. We then investigate how "better" outputs with lower target-specific distortions can be selected by auxiliary autoencoding training (A2T). A2T assumes that the separation is done by a linear operation on the mixture signal, and it adds an loss term on the autoencoding of the direct-path target signals to ensure that the distortion introduced on the direct-path signals is controlled during separation. Evaluations on separation signal quality and speech recognition accuracy show that A2T is able to control the distortion on the direct-path signals and improve the recognition accuracy.

Index Terms: End-to-end speech separation, reverberant speech separation, auxiliary autoencoding loss

1. INTRODUCTION

Recent advances in speech separation have shown superior performance on various datasets [1,29]. With the development of end-to-end architectures where the waveforms are used as both the input and the target of the systems, the performance of the state-of-the-art systems significantly outperforms the performance obtained by many oracle time-frequency (T-F) masks which are used as the training target for conventional T-F domain systems. As a second step towards realistic speech enhancement and separation, the community has begun to investigate more challenging datasets, and one of the most important factors in such datasets is the reverberation [7,20,21,24,25]. Reverberation plays an important role in daily communications, and how to make speech enhancement and separation systems work well in reverberant environments remains a very challenging problem.

Both end-to-end systems and T-F domain systems for anechoic speech enhancement and separation can be directly applied in the reverberant scenarios [23]. For systems that do not attempt to perform joint enhancement/separation and dereverberation, a mapping function is typically learned between the reverberant mixture and the reverberant clean signals with either single-channel or multi-channel input [16,19,22,24]. The evaluation of such systems is also done by comparing the system outputs with the reverberant clean signals. However, using the reverberant clean signal as both the training and evaluation targets introduces new challenges to the current training and evaluation configurations. One core problem, which we refer to as the equal-valued contour problem, occurs in many widely-used metrics such as signal-to-noise ratio (SNR) and scale-invariant signal-to-distortion ratio (SI-SDR) [27]. Equal-valued contour problem denotes the issue that given a reference signal and a metric, there are infinite numbers of estimated signals that can achieve the same performance. Certain estimations among this “contour” might be more preferred than the others, however an end-to-end model may lack the ability to distinguish the “good” estimations from the “bad” ones. As an example of the equal-valued contour problem in reverberant separation, consider an ideal model that always separates the direct-path targets from the reverberant mixture. When evaluated by the signal-level metric between the separation outputs and the reverberant targets, the model will not obtain a high performance especially when the energy of the late reverberation component is large (e.g. with a large reverberation time). However, such an ideal model can achieve very good performance on both word-error-rate (WER) and subjective perceptual quality measures. Suppose there is another model that achieves similar performance as this ideal model when evaluated by the signal-level metric while performs noisy, distorted separation, it is easy to imagine that this model will achieve a much worse performance.

The equal-valued contour problem mainly comes from the training configurations where a single end-to-end training objective is used without further regularizations on the distortion introduced to components such as the direct-path signals. In this paper, we investigate how such regularizations can be incorporated into the training procedure in a simple way. We focus on end-to-end systems where the separation is done by applying a linear mapping, e.g. a multiplicative mask, on the input mixture. This framework includes many recently proposed systems, such as variants of the time-domain audio separation network (TasNet) [8,14,16,28] and any linear neural beamformers [19,24]. With the linearity between the input and output, we add an additional auxiliary autoencoding loss term which forces the linear mapping to also perform autoencoding on the direct-path target signal. For example, given a mixture signal which contains one target signal $x$ and $K \geq 1$ additional interference signals $\{n_i\}_{i=1}^{K}$, standard training configuration attempts to optimize the model to learn a linear mapping $M(\cdot)$ such that  

$$M(x + \sum_{i=1}^{K} n_i) \approx x.$$  

The auxiliary autoencoding term corresponds to the reconstruction of the direct-path signal of $x$, denoted by $x_d$, i.e. $M(x_d) \approx x_d$. We refer to this training configuration as the auxiliary autoencoding training (A2T). Auxiliary autoencoding loss has already shown effective in the task of separating varying numbers of sources [29], and here we apply this method in controlling the search space among the equal-valued contours in reverberant separation. We then investigate ways to balance the gradients of the standard objective term and the A2T term for successful training, and conduct experiments with both SNR and SI-SDR training objectives on a simulated noisy reverberant dataset. We also evaluate
how do models trained with and without A2T differ when evaluated by WER, and show that A2T is also able to improve the recognition accuracy in various conditions.

The rest of the paper is organized as follows. Section 2 describes the problem formulation of end-to-end reverberant speech enhancement and separation. Section 3 demonstrates the equal-valued contour problem in details. Section 4 introduces the auxiliary autoencoding training framework and methods for gradient balancing. Section 5 provides the experiment configurations. Section 6 shows the experiment results and discussions. Section 7 concludes the paper.

2. END-TO-END REVERBERANT SPEECH ENHANCEMENT AND SEPARATION

We briefly overview the problem formulation of end-to-end reverberant speech enhancement and separation. Given M channels of inputs and C signal-of-interests (SOIs), the mixture signal at channel i is represented as:

\[ \mathbf{y}_i = \sum_{j=1}^{C} \mathbf{x}_i^{(j)} + \mathbf{n}_i, \quad i \in \{1, \ldots, M\} \]

where \( \mathbf{x}_i^{(j)} \in \mathbb{R}^{1 \times T} \) is the j-th SOI at channel i and \( \mathbf{n}_i \in \mathbb{R}^{1 \times T} \) is the interference at channel i. In reverberant environment, each SOI is obtained by convolving a clean signal \( \mathbf{c}_i^{(j)} \in \mathbb{R}^{1 \times (T-K+1)} \) with a room impulse response (RIR) filter \( \mathbf{h}_i^{(j)} \in \mathbb{R}^{1 \times K} \):

\[ \mathbf{x}_i^{(j)} = \mathbf{c}_i^{(j)} \ast \mathbf{h}_i^{(j)} \]

By decomposing the RIR filter \( \mathbf{h}_i^{(j)} \) into a direct path RIR \( \mathbf{h}_d^{(j)} \) and a late reverberation RIR \( \mathbf{h}_r^{(j)} \), the SOI \( \mathbf{x}_i^{(j)} \) can be decomposed into a direct path signal \( \mathbf{x}_d^{(j)} \) and a late reverberation signal \( \mathbf{x}_r^{(j)} \):

\[ \mathbf{x}_i^{(j)} = \mathbf{c}_i^{(j)} \ast \mathbf{h}_i^{(j)} = \mathbf{c}_i^{(j)} \ast (\mathbf{h}_d^{(j)} + \mathbf{h}_r^{(j)}) = \mathbf{x}_d^{(j)} + \mathbf{x}_r^{(j)} \]

The task of speech enhancement or separation is to extract the SOIs given the mixtures. We consider end-to-end systems that generate a linear mapping \( T(\cdot) \) between the mixture and each estimated SOI:

\[ \{\mathbf{x}_i^{(j)}\}_{j=1}^{C} = T(\mathbf{y}_i)_{i=1}^{M} \]

In typical configurations, the training objective is to minimize the discrepancy between the estimated and target SOIs at a specific reference microphone:

\[ \mathcal{L}_{obj} = \sum_{j=1}^{C} D(\mathbf{x}_i^{(j)}, \hat{\mathbf{x}}_i^{(j)}) \]

where \( D(\cdot) \) is a metric on the two signals, and we assume that the first channel is selected as the reference channel without loss of generality.

3. EQUAL-VALUED CONTOURS IN COMMON METRICS

Following the problem formulation in the previous section, we now demonstrate the equal-valued contour problem in two widely-used metrics, namely the SNR and the SI-SDR. SNR between the estimated and target SOIs is defined as:

\[ \text{SNR}(\mathbf{x}, \hat{\mathbf{x}}) = 10 \log_{10} \frac{||\mathbf{x}||^2}{||\mathbf{x} - \hat{\mathbf{x}}||^2} \]

\[ = 10 \log_{10} ||\mathbf{x}||^2 - 10 \log_{10} ||\mathbf{x} - \hat{\mathbf{x}}||^2 \]

where the notations are the same as equation 5 despite that we omit the subscripts and superscripts for the sake of simplicity. SNR metric is equivalent to a logarithm-mean square error (log-MSE) metric on the distance between the estimated and target SOIs, thus its equal-valued contours can be defined by the surface of hyperballs whose
centers are determined by \( \mathbf{x} \). Figure 1(A) shows a simplified example of an equal-valued contour in two-dimensional space. The radius of the equal-valued contour in the figure is defined by the reverberation component \( \hat{\mathbf{x}}_r \), and it’s easy to see that \( \hat{\mathbf{x}}_1, \hat{\mathbf{x}}_2 \) and \( \hat{\mathbf{x}}_d \) are on the same contour and have the same SNR value with respect to the reverberant target \( \mathbf{x} \). Moreover, \( \hat{\mathbf{x}}_1 = \hat{\mathbf{x}}_d + 2\mathbf{x}_r \) adds an additional reverberation component, \( \hat{\mathbf{x}}_2 \) is a rescaled version of \( \mathbf{x} \), and \( \hat{\mathbf{x}}_d \) is the direct-path target. It’s obvious that \( \hat{\mathbf{x}}_d \) is preferred than \( \hat{\mathbf{x}}_2 \) and \( \hat{\mathbf{x}}_2 \) is preferred than \( \hat{\mathbf{x}}_1 \), even though they share a same SNR value.

Another widely-used metric, the SI-SDR, is defined as:

\[
\text{SI-SDR} (\mathbf{x}, \hat{\mathbf{x}}) = 10 \log_{10} \frac{\|\alpha \mathbf{x}\|_2^2}{\|\mathbf{x} - \alpha \mathbf{x}\|_2^2} \tag{8}
\]

where \( \alpha = \hat{\mathbf{x}}^T / \mathbf{x}^T \) corresponds to the optimal rescaling factor towards the estimated signal. It has been shown in [29] that the definition can be rewritten as:

\[
\text{SI-SDR}(\mathbf{x}, \hat{\mathbf{x}}) = 10 \log_{10} \left( \frac{c(\mathbf{x}, \hat{\mathbf{x}})^2}{1 - c(\mathbf{x}, \hat{\mathbf{x}})^2} \right) \tag{9}
\]

where \( c(\mathbf{x}, \hat{\mathbf{x}}) \triangleq \frac{\hat{\mathbf{x}}^T / \sqrt{\mathbf{x}^T (\mathbf{x}^T) (\hat{\mathbf{x}}^T)} \} \) is the cosine similarity between \( \mathbf{x} \) and \( \hat{\mathbf{x}} \). SI-SDR is thus equivalent to the angular distance between the estimated and target SOIs, and its equal-valued contours can be defined by the boundary of cones where symmetrical axes are defined by \( \mathbf{x} \). Figure 1(B) shows an example of an equal-valued contour with angle \( \theta > 0 \). Similarly, we have \( \hat{\mathbf{x}}_1 \) and \( \hat{\mathbf{x}}_d \) that share the same value of SI-SDR, while \( \hat{\mathbf{x}}_d \) is always preferred than \( \hat{\mathbf{x}}_1 \).

Note that the definition of equal-valued contours in other metrics, e.g. L1-norm or MSE, can be easily defined in the same way by decoupling the direct-path and reverberation components in the SOIs.

4. DISTORTION-CONTROLLED TRAINING WITH AUXILIARY AUTOENCODING LOSS

4.1. Auxiliary autoencoding Training

4.1.1. Definition of A2T

Auxiliary autoencoding Training (A2T) adds one objective term to control the system outputs on the equal-valued contours. We take \( \hat{\mathbf{x}}^{(1)} \) as the SOI and omit the subscripts for channel indices where there is no ambiguity. Under the linearity assumption of \( T(\cdot) \) in equation (4), we first rewrite the equation as:

\[
\hat{\mathbf{x}}_1 = T(\mathbf{y}) = T \left( \mathbf{x}^{(1)} + \sum_{j=2}^{C} \mathbf{x}^{(j)} + \mathbf{n} \right) = T \left( \mathbf{x}^{(1)} \right) + T \left( \sum_{j=2}^{C} \mathbf{x}^{(j)} \right) + T(\mathbf{n}) \tag{10}
\]

where the system output consist of three parts generated from the direct path, the late reverberation, and the interference, respectively. The conventional training objective sets the reverberant SOI \( \hat{\mathbf{x}}^{(1)} \) as the training target, and equation (5) becomes:

\[
\mathcal{L}_{obj} = D \left( T \left( \mathbf{x}^{(1)} \right) + T \left( \sum_{j=2}^{C} \mathbf{x}^{(j)} \right) + T(\mathbf{n}) , \mathbf{x}^{(1)} \right) \tag{11}
\]

A2T adds an auxiliary autoencoding term on the direct-path signal to the objective:

\[
\mathcal{L}_{A2T} = D \left( T \left( \mathbf{x}^{(1)} \right) + T \left( \sum_{j=2}^{C} \mathbf{x}^{(j)} \right) + T(\mathbf{n}) , \mathbf{x}^{(1)} \right) + D \left( T \left( \hat{\mathbf{x}}^{(1)} \right) , \hat{\mathbf{x}}^{(1)} \right) \tag{12}
\]

where the auxiliary autoencoding term controls the distortion introduced to the direct-path signal and preserves its signal quality.

To apply permutation invariant training (PIT) in A2T, the output permutations of the two objective terms need to be aligned. In the training phase, PIT is first applied on the separation term to obtain the best label permutation, and the permutation is then applied to the preservation term for auxiliary autoencoding.

4.1.2. Gradient balancing in A2T

Logarithm-scale objective functions such as SNR and SI-SDR are unbounded and may lead to infinitely large gradients. As autoencoding is a much easier task than separation with a much faster convergence speed, the A2T term may easily dominate the gradients and prevents the standard separation term to be in effect. Thus proper gradient balancing methods need to be applied to ensure successful training. [29] proposed the \( \alpha \)-skewed SI-SDR (\( \alpha \)-SI-SDR) objective:

\[
\alpha - \text{SI-SDR}(\mathbf{x}, \hat{\mathbf{x}}) \triangleq 10 \log_{10} \left( \frac{c(\mathbf{x}, \hat{\mathbf{x}})^2}{1 + \alpha - c(\mathbf{x}, \hat{\mathbf{x}})^2} \right) \tag{13}
\]

where the gradient scale with respect to the cosine similarity term can be controlled by \( \alpha \geq 0 \). Similarly, [30] proposed the \( \alpha \)-thresholded SNR (\( \alpha \)-SNR):

\[
\alpha - \text{SNR}(\mathbf{x}, \hat{\mathbf{x}}) \triangleq 10 \log_{10} \left( \frac{\|\mathbf{x}\|_2^2}{\|\mathbf{x} - \hat{\mathbf{x}}\|_2^2 + \alpha \|\mathbf{x}\|_2^2} \right)
\]

As A2T only serves as a regularization term, we use positive \( \alpha \) on the A2T term and set \( \alpha = 0 \) in the separation term. The effect of different values of \( \alpha \) as well as the differences between SI-SDR and SNR will be analyzed in Section 5.

4.2. Discussions

The A2T objective term can be directly connected to the optimization target of distortionless response beamformers, such as the MVDR and MPDR beamformers [31], where a distortionless constraint is imposed on the direction of the SOI. A2T does not use such explicit hard constraint, but adds an auxiliary term in the objective as a soft constraint to control the distortion introduced to the direct-path signal. Literatures on imposing constraints on differential frameworks, e.g. the problem of constrained differential optimization [32], have been investigated in neural networks [33], however soft constraints have shown better performance and easier implementation than hard constraints [34]. Moreover, unlike MVDR/MPDR which are designed only for multi-channel systems, A2T can be easily applied to any end-to-end system which satisfies the linearity assumption of the mapping.
Fig. 2. Illustration of two possible linear mappings \( T^{(1)}(\cdot) \) and \( T^{(2)}(\cdot) \). \( T^{(1)}(\cdot) \) denotes the one learned with A2T with a controlled distortion on the direct-path signal \( x_d \). \( T^{(2)}(\cdot) \) corresponds to an unconstrained mapping where the distortion on \( x_d \) can be significant.

On the other hand, forcing the outputs to meet the A2T constraint may help with the generalization of the model. Figure 2 shows two example mappings \( T^{(1)}(\cdot) \) and \( T^{(2)}(\cdot) \) with and without A2T, respectively. When the distortion introduced to the direct-path \( x_d \) is significant, the mapping on the other sources and the noise, i.e., \( e = y - x \), needs to compensate for the distortion in order to map to the SOI \( x \). As the SOI and the interferences are in general uncorrelated, learning such a mapping may hurt the performance and the generalization ability of the system. We would also like to clarify that empirically \( T^{(2)}(\cdot) \) might not be the usual case for models without A2T, as in Section 6 we will show that standard objectives inherently preserve the direct-path signal to some extent. Nevertheless, properly adding the A2T term can almost always achieve on par or better separation performance with a significantly lower distortion on the direct-path signal. This indicates that A2T is able to find “better” outputs on the equal-valued contours.

For the consideration of extra computational costs during training, applying autoencoding on the direct-path signal only requires the calculation of the linear transform on the direct-path targets. The complexity for the backward pass is slightly increased as the gradients with respect to the A2T term also need to be backpropagated, but the overall increase on the computational cost is minor.

5. EXPERIMENT CONFIGURATIONS

5.1. Dataset

We evaluate our approach on the task of single-channel noisy reverberant speech separation. The dataset we use is the same as [24], which is a simulated two-speaker noisy reverberant dataset. We use the adhoc-geometry configuration which contains 20000, 5000 and 3000 4-second long utterances for training, validation and testing, respectively, and only select the first channel for all experiments. The sample rate for all utterances is 16k Hz. The length and width of the room are randomly sampled between 3 and 10 meters, and the height is randomly sampled between 2.5 and 4 meters. The microphone arrays contain 2-6 microphones with their locations randomly sampled in the room. Two speaker locations are also sampled such that the average speaker angle with respect to the microphone center is uniformly distributed between 0 and 180 degrees. Both microphone and speaker locations are forced to be at least 0.5 m away from the room walls. The noise location is sampled without further constraints.

For the training set, the speech utterances are randomly sampled from the 100-hour Librispeech subset \( \text{train-clean-100} \) [35]. For validation and testing, the speech utterances are sampled from the \( \text{dev-clean} \) and \( \text{test-clean} \) subsets, respectively. A nonspeech noise is randomly sampled from the 100 Nonspeech Corpus [36]. An overlap ratio between the two speakers is uniformly sampled between 0% and 100%, and the two speech signals are shifted accordingly and rescaled to a random relative SNR between 0 and 5 dB. The noise is repeated if its length is smaller than 4 seconds, and the relative SNR between the power of the sum of the two clean speech signals and the noise is randomly sampled between 10 and 20 dB. The speech and noise signals are then convolved with a simulated room impulse responses by the image method [37] using the gprRIR toolbox [38]. The reverberant speech and noise signals are summed to create the mixtures at each microphone.

The direct path room impulse response (RIR) filter in all utterances is defined as the ±6 ms of the first peak in the RIR filter, and the late reverberation RIR filter is defined as the residual of the direct path RIR filter. The direct path and late reverberation signals are obtained by convolution between the speech/noise signals and the corresponding RIR filters.

As the utterances in [24] are randomly truncated and not suitable for speech recognition evaluation, we simulate another test set with 500 utterances where the utterances are not truncated. In order to approximately match the length of the mixtures in the training set, we randomly sample the utterances from the \( \text{test-clean} \) subset whose length is no longer than 4 seconds. All other configurations are the same as the description above.

5.2. Model configurations

We train the single-channel TasNet with objectives with and without A2T regularization. We adopt the DPRNN-TasNet proposed in [13] with 128 filters in the encoder/decoder and 6 DPRNN blocks in the separation module. The frame size is always set to 2 ms. All models are trained for 100 epochs with Adam as the optimizer [39]. The initial learning rate is set to 0.001 and is decayed by 0.98 for every two epochs. Gradient clipping of a maximum \( L_2 \)-norm of 5 is applied during training. The training is stopped when no best validation is found for 10 consecutive epochs. No other regularizers or training tricks are applied.

5.3. Evaluation metrics

We evaluate the separation performance by both SNR and SI-SDR metrics. To evaluate the distortion introduced to the direct-path signals, we also evaluate the target-SNR (TSDR) and target-SI-SDR (TSI-SDR), which are calculated between the transformed direct-path signal \( T(x_d) \) and the direct-path signal \( x_d \):

\[
\text{TSNR} (\hat{x}, x) = \text{SNR} (T(x_d), x_d) \tag{16}
\]

\[
\text{TSI-SDR} (\hat{x}, x) = \text{SI-SDR} (T(x_d), x_d) \tag{17}
\]
Table 1. Comparison of DPRNN-TasNet models with objectives with and without A2T on the noisy reverberant separation task. “OR” stands for the overlap ratio between the two speakers.

| Objective | α | SNR | OR ∈ [0, 25)% | OR ∈ [25, 50)% | OR ∈ [50, 75)% | OR ∈ [75, 100)% | Overall |
|-----------|---|-----|-------------|-------------|-------------|-------------|--------|
| SNR       | – | 14.0 / 18.4 / 13.7 / 18.3 | 10.3 / 12.9 / 9.7 / 12.6 | 8.0 / 10.3 / 6.9 / 9.7 | 6.1 / 8.4 / 4.5 / 7.7 | 9.6 / 12.5 / 8.7 / 12.1 |
| + A2T     | 0 | -0.4 / -60.1 / -0.4 / -61.9 | -0.4 / -60.1 / -0.4 / -61.9 | -0.4 / -59.6 / -0.4 / -61.7 | -0.5 / -58.8 / -0.5 / -61.3 | -0.4 / -59.8 / -0.4 / -61.8 |
|          | 0.01 | 12.8 / 26.0 / 7.9 / 23.4 | 8.3 / 23.3 / 7.9 / 23.4 | 5.3 / 23.4 / 4.8 / 23.5 | 2.8 / 24.0 / 2.3 / 24.3 | 7.3 / 24.2 / 6.9 / 24.3 |
|          | 0.03 | 13.8 / 23.0 / 13.5 / 23.2 | 9.8 / 18.9 / 9.3 / 19.0 | 7.3 / 16.9 / 6.4 / 16.9 | 5.2 / 15.6 / 3.9 / 15.7 | 9.0 / 18.6 / 8.3 / 18.7 |
|          | 0.1 | 14.0 / 21.4 / 13.7 / 21.5 | 10.1 / 16.8 / 9.5 / 16.8 | 7.8 / 14.6 / 6.9 / 14.5 | 5.9 / 13.1 / 4.5 / 13.0 | 9.5 / 16.5 / 8.7 / 16.5 |
|          | 0.3 | 14.2 / 20.3 / 13.9 / 20.4 | 10.5 / 15.7 / 10.0 / 15.6 | 8.2 / 13.2 / 7.2 / 13.1 | 6.2 / 11.5 / 4.8 / 11.2 | 9.8 / 15.2 / 9.0 / 15.1 |
|          | 1 | 14.2 / 19.3 / 13.9 / 19.2 | 10.4 / 14.5 / 9.9 / 14.4 | 8.1 / 12.0 / 7.1 / 11.8 | 6.0 / 10.1 / 4.5 / 9.8 | 9.7 / 14.0 / 8.9 / 13.8 |
|          | 3 | 14.3 / 18.9 / 14.0 / 18.9 | 10.5 / 13.5 / 9.9 / 13.3 | 8.1 / 10.9 / 7.2 / 10.5 | 6.1 / 9.0 / 4.5 / 8.5 | 9.8 / 13.1 / 8.9 / 12.8 |
|          | 10 | 14.1 / 18.5 / 13.7 / 18.4 | 10.2 / 13.0 / 9.6 / 12.7 | 7.8 / 10.3 / 6.7 / 9.7 | 5.7 / 8.3 / 4.0 / 7.5 | 9.4 / 12.6 / 8.5 / 12.1 |
| SI-SDR   | – | -/ -/ -/ 13.9 / 16.9 | -/ -/ -/ 9.8 / 10.5 | -/ -/ -/ 6.9 / 7.6 | -/ -/ -/ 14.4 / 5.5 | -/ -/ -/ 8.8 / 10.2 |
|          | + A2T | -/ -/ -/ 0.5 / 62.2 | -/ -/ -/ 0.4 / 62.2 | -/ -/ -/ 0.4 / 62.3 | -/ -/ -/ 0.5 / 62.5 | -/ -/ -/ 0.4 / 62.3 |
|          | 0.01 | -/ -/ -/ 12.4 / 27.0 | -/ -/ -/ 7.6 / 24.9 | -/ -/ -/ 4.3 / 26.3 | -/ -/ -/ 1.8 / 28.3 | -/ -/ -/ 6.6 / 26.6 |
|          | 0.03 | -/ -/ -/ 13.2 / 23.5 | -/ -/ -/ 8.9 / 19.7 | -/ -/ -/ 5.9 / 19.0 | -/ -/ -/ 3.4 / 19.8 | -/ -/ -/ 7.9 / 20.5 |
|          | 0.1 | -/ -/ -/ 13.6 / 21.3 | -/ -/ -/ 9.7 / 16.9 | -/ -/ -/ 6.9 / 14.6 | -/ -/ -/ 4.4 / 13.1 | -/ -/ -/ 8.7 / 16.5 |
|          | 0.3 | -/ -/ -/ 14.0 / 20.8 | -/ -/ -/ 9.8 / 16.0 | -/ -/ -/ 7.0 / 13.6 | -/ -/ -/ 4.5 / 11.9 | -/ -/ -/ 8.8 / 15.6 |
|          | 1 | -/ -/ -/ 13.9 / 19.8 | -/ -/ -/ 9.9 / 14.9 | -/ -/ -/ 7.2 / 12.3 | -/ -/ -/ 4.7 / 10.5 | -/ -/ -/ 8.9 / 14.4 |
|          | 3 | -/ -/ -/ 13.9 / 19.5 | -/ -/ -/ 9.9 / 14.4 | -/ -/ -/ 7.3 / 11.9 | -/ -/ -/ 4.8 / 10.0 | -/ -/ -/ 9.0 / 14.0 |
|          | 10 | -/ -/ -/ 14.1 / 19.4 | -/ -/ -/ 9.9 / 14.0 | -/ -/ -/ 7.3 / 11.5 | -/ -/ -/ 4.6 / 9.5 | -/ -/ -/ 9.0 / 13.6 |

Table 2. Comparison of WER from models trained with SNR with and without A2T. “OR” stands for the overlap ratio between the two speakers.

| Objective | α | WER (%) |
|-----------|---|---------|
|           | OR ∈ [0, 25)% | OR ∈ [25, 50)% | OR ∈ [50, 75)% | OR ∈ [75, 100)% | Overall |
| SNR       | – | 15.5 | 20.8 | 38.4 | 60.2 | 34.2 |
| + A2T     | 0.3 | 15.3 | 17.5 | 36.4 | 57.7 | 32.1 |
|          | 1 | 15.2 | 18.4 | 36.5 | 58.8 | 32.6 |
|          | 3 | 14.8 | 20.5 | 34.5 | 59.5 | 32.8 |
| Noisy reverberant | – | – | – | – | – | 17.7 |
| Clean reverberant | – | – | – | – | – | 8.1 |

We evaluate the speech recognition performance by word error rate (WER). The recognition engine we used is directly taken from the pre-trained transformer model on Librispeech data from ESPNet.

6. RESULTS AND DISCUSSIONS

Table 1 shows the experiment results of models trained with different objective functions, with and without A2T, and with different values of α for gradient balancing in the A2T term. For the models trained with SI-SDR, we do not report the SNR and TSNR scores as SI-SDR does not preserve the scale of the outputs. We first notice that the models trained with original SNR and SI-SDR objectives are able to inherently control the distortion introduced to the direct-path signals to some extent, and in low-overlapped utterances the distortion is significantly lower than high-overlapped utterances. On the one hand, the performance of TSNR and TSI-SDR in low-overlapped utterances is expected as in the nonoverlapped regions the separation model is equivalent to an autoencoding model. On the other hand, the worse performance in high-overlapped utterances shows that the problem mentioned in Section 4.2 are practical, and the separated outputs might not be the preferred ones among the equal-valued contours. Moreover, SI-SDR objective even leads to a lower TSI-SDR score than the SNR objective across all overlap ratios. Since the SNR objective is also able to preserve the output scale, the results indicate that SNR can be a good replacement of SI-SDR as a training objective even when the evaluation is done by SI-SDR. This also matches the observation in [41] where SNR led to at least on par performance as SI-SDR.

We then notice that for α = 0 in the A2T term, models trained with both objectives fail to converge and the gradients are dominated by the A2T term. It leads to a significantly higher performance on the TSNR and TSI-SDR scores but completely fails on separation. The TSNR and TSI-SDR scores gradually decrease as α increases, and are both higher than the models trained without A2T. The best separation performance is achieved at an intermediate value of α, e.g. α ∈ [0.3, 3], and a minor improvement on SNR and SI-SDR can be achieved at the best values of α across all overlap ratios. It confirms the ability of A2T to find “better” outputs on the equal-valued contours.

Table 2 presents the WER on the 500-utterance test set. Based on the observation in Table 1, we only report the SNR-A2T results with α = 0.3, 1, 3, as they all achieve on par or better separation performance than the standard SNR while have a much lower distortion
Table 3. Comparison of DPRNN-TasNet models with direct-path RIR filter defined as the ±20 ms of the first peak in the RIR filter.

| Objective | α | OR ∈ [0, 25)% | OR ∈ [25, 50)% | OR ∈ [50, 75)% | OR ∈ [75, 100)% | Overall |
|-----------|---|----------------|----------------|----------------|----------------|--------|
| SNR       |   | 14.0 / 18.7 / 13.7 / 18.6 | 10.3 / 13.1 / 9.7 / 12.8 | 8.0 / 10.5 / 6.9 / 10.0 | 6.1 / 8.6 / 4.5 / 7.8 | 9.6 / 12.8 / 8.7 / 12.3 |
| + A2T (±20 ms) | 0.3 | 14.1 / 20.3 / 13.8 / 20.3 | 10.2 / 15.3 / 9.7 / 15.2 | 7.9 / 12.8 / 6.9 / 12.7 | 5.9 / 10.9 / 4.3 / 10.7 | 9.6 / 14.9 / 8.7 / 14.7 |
|           | 1 | 14.1 / 19.4 / 13.8 / 19.4 | 10.4 / 14.2 / 9.8 / 14.0 | 7.9 / 11.5 / 6.9 / 11.1 | 5.8 / 9.5 / 4.2 / 9.1 | 9.6 / 13.7 / 8.7 / 13.4 |
|           | 3 | 14.0 / 19.1 / 13.7 / 19.2 | 10.1 / 13.7 / 9.5 / 13.5 | 7.8 / 11.0 / 6.7 / 10.7 | 5.8 / 9.0 / 4.1 / 8.6 | 9.4 / 13.3 / 8.5 / 13.0 |

Table 4. Comparison of WER from models trained with direct-path RIR filter defined as the ±20 ms of the first peak in the RIR filter.

| Objective | α | WER (%) |
|-----------|---|---------|
| SNR       |   | OR ∈ [0, 25)% | OR ∈ [25, 50)% | OR ∈ [50, 75)% | OR ∈ [75, 100)% | Overall |
|           | 0.3 | 15.3 | 17.5 | 36.4 | 57.7 | 32.1 |
| + A2T (±6 ms) | 1 | 15.4 | 19.2 | 36.5 | 61.1 | 33.4 |
|           | 3 | 15.0 | 19.3 | 36.8 | 60.2 | 33.2 |

We observe that adding the A2T term can always lead to improved WER across all overlap ratios. Moreover, the overall WER increases as α increases, and the best overall performance is achieved when α = 0.3. Note that α = 0.3 and α = 3 both give the best separation performance in Table 3 and α = 3 leads to lower WER than α = 0.3 in two overlap ratio ranges. This indicates that different α for different overlap ratios might further improve the overall performance, however we leave this as a future work to verify. Nevertheless, the results confirm that with a similar level of SNR and SI-SDR, the actual WER can vary by as large as 16% relatively ([25, 50)% overlap ratio), and further emphasize the importance of the constraint on the equal-valued contours.

The definition of direct-path signal can vary in different literatures. Defining the direct-path RIR filter as ±6 ms of the first peak in the RIR filter is the same as [2], however the range can be relaxed to cover more early reverberation components similar to [23]. Here we also investigate the effect of different definitions of direct-path signals. Table 3 shows the separation results on the same datasets as above, while the direct-path RIR filter is defined as ±20 ms of the first peak in the RIR filter. Interestingly, the separation performance measured by SNR and SI-SDR are both worse than those in Table 3 and the autoencoding performance measured by TSNR and TSI-SDR, although on a different definition of direct-path signal, are also worse. The reason might be that autoencoding on the ±20 ms direct-path signal also suffers the equal-valued contour problem, as the early reverberations may also cause minor distortions on the overall reconstruction. The recognition performance presented in Table 3 also show that the WERs on ±20 ms A2T are in general worse than those on ±6 ms A2T, while still better than the standard SNR objective. Moreover, unlike the observation in ±6 ms A2T that a larger α leads to worse WER, a larger α here leads to better performance. The reason behind this observation is yet to be revealed. To summarize, A2T prefers a more aggressive definition of direct-path signal.

### 7. CONCLUSION

In this paper, we investigated the “equal-valued contours” in commonly-used objectives and metrics for end-to-end reverberant speech separation, and proposed auxiliary autoencoding training (A2T) to control the distortion introduced to the direct-path signal in the targets. Equal-valued contours in commonly-used metrics such as SNR and SI-SDR can let the model choose undesired outputs, which might hurt both the separation performance and the generalization ability. A2T assumed that the separation was done by a linear operation on the mixture signal, and added an extra loss term during training to perform autoencoding on the direct-path signal of the targets. We evaluated single-channel separation models trained with and without A2T on both signal quality metric and speech recognition accuracy, and showed that when A2T was properly added, both the separation performance and speech recognition accuracy can be improved. We further investigated the effect of different definitions of “direct-path signal”, and observed that a more aggressive definition led to better overall performance.

For future works, we would like to extend A2T into more architectures, e.g. end-to-end multi-channel separation models [22,24] and beamforming-based hybrid models [23,41]. Exploring alternative ways to add the constraints on the equal-valued contours is also an interesting topic. Moreover, the observation in the experiment results show that the direct-path preservation ability varies in different overlap conditions, thus it would also be interesting to see if a overlap-sensitive α can further improve the performance.
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