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Abstract – Thermodynamic uncertainty relations have emerged as universal bounds on current fluctuations in non-equilibrium systems. Here we derive a new bound for a particular class of run-and-tumble type processes using the mathematical framework of renewal-reward theory which can be applied to both Markovian and non-Markovian systems. We demonstrate the results for selected single-particle models as well as a variant of the asymmetric simple exclusion process with collective tumbles. Our bound is relatively tight for a broad parameter regime and only requires knowledge of the statistics of run lengths and the mean entropy production of tumbles.

Introduction. – Recently, there has been a surge of interest in the study of thermodynamic uncertainty relations (TURs) which quantify the universal trade-off between current (e.g., velocity, particle-flux), its statistical fluctuations and entropy production. The vast majority of work on such TURs has been for time-homogeneous Markovian systems although recent forays beyond this include discussions of periodically driven systems, semi-Markov processes and time-delayed Langevin dynamics. Here, we consider current uncertainty in a general class of processes where random dynamics (runs) are punctuated by stochastic resets of preferred direction (tumbles). A particular example is the eponymous run-and-tumble process which provides a standard paradigm for bacterial motility and is also used in modelling search strategies and various other systems.

The presence of non-vanishing currents is an important characteristic of non-equilibrium stochastic systems. The time-integrated current $J$ typically follows a large-deviation principle which implies that the cumulants scale with time $t$. In particular, for TURs, we are interested in the scaled mean and scaled variance; in slight abuse of notation, we write:

$$\bar{J} = \lim_{t \to \infty} \frac{E[J]}{t},$$

$$\sigma_J^2 = \lim_{t \to \infty} \frac{\text{Var}[J]}{t}.$$ (2)

Uncertainty relations were originally given for continuous time but here we focus on a discrete-time version proposed by Proesmans and Van den Broeck and referred to as the “PV bound”:

$$\frac{\bar{J}^2}{\sigma_J^2} \leq \frac{1}{2\Delta t} (e^{\bar{s}_{\text{tot}}} - 1).$$ (3)

This inequality provides a constraint on the (reciprocal) uncertainty $\bar{J}^2/\sigma_J^2$ of any current $J$ in terms of the mean total entropy $\bar{s}_{\text{tot}}$ of the system; $\Delta t$ is the Markov time step which we can set equal to 1 without loss of generality.

In this letter, we derive another bound for the specific class of one-dimensional run-and-tumble models which involves only the mean entropy production $\bar{s}_X$ related to tumbles. This new bound takes the form:

$$\frac{\bar{J}^2}{\sigma_J^2} \leq \left( \frac{(E[N] - 1)^2}{E[N]E[(N-1)^2]} \right) \times \frac{1}{2} (e^{\bar{s}_X} - 1),$$ (4)

where $N$ is the number of tumbles.
where the prefactor contains run-length statistics; more precisely, the random variable $N$ is the time between successive tumbles. Our derivation is based on the framework of renewal-reward theory (RRT) \(^{29}\). RRT has previously been applied in modelling inventories, queueing and reliability \(^{30}\) as well as biological systems (e.g., molecular motors \(^{31,32}\) and stem-cell differentiation \(^{33}\)). Below, we expound in detail the connection between RRT and the integrated current in run-and-tumble type processes.

Significantly, our analysis shows that for many parameters, our bound (4) is tighter than a naïve application of the PV bound (3) in extended state space. We illustrate the new bound for single particles with geometric and non-geometric run lengths, as well as a many-particle exclusion process with collective reset.

**Run-and-tumble random walk model.** We introduce here a simple one-dimensional run-and-tumble (RT) process in discrete space and discrete time which will serve as a toy model for the analysis of the following sections. In the spirit of the introduction, the process consists of alternating runs (biased random walks) and tumbles (which set the bias). We assume the process always starts with a tumble: at $t = 0$, the preferred direction is set to be right (positive) with probability $p$ and left (negative) with probability $q = 1 - p$. For all subsequent time steps $t = 1, 2, 3, \ldots, T$, the particle tumbles with probability $f$ (resetting the preferred direction) and runs with probability $1 - f$. A run step consists of the random walker moving “forwards” (in the preferred direction set by the last tumble) with probability $p'$ and “backwards” with probability $q' = 1 - p'$. Note that for the special case $p' = 1$, our model reduces to a type of persistent random walk where the particle only changes direction when it tumbles. The observable of interest in this study is the time-integrated current $J(t)$, defined here as the net difference between number of right and left steps up to time $t$. Since a tumble step serves only to set the preferred direction, there is no current increment due to the tumble.

The duration of a combined tumble-and-run event (the time elapsed between successive tumbles) is clearly a random variable taking values $n = 1, 2, 3, \ldots$. Here the tumble occupies one time step and the run has length $n - 1$; the case $n = 1$ corresponds to tumbles at consecutive time steps. For the above-described dynamics, the $n$’s are drawn from a geometric distribution with parameter $f$. This simple process is Markovian on the extended state space of the position and preferred direction. The fluctuations of $J(t)$ in the long-time limit are encoded in the so-called scaled cumulant generating function (SCGF) \(^{27}\), $\phi(s) = \lim_{t \to \infty} (1/t) \ln E[e^{sJ}]$ which can be obtained via an eigenvalue problem in the extended state space, or within a reset framework \(^{34}\) as outlined in the Appendix. The SCGF yields the scaled cumulants of the current:

$$\bar{J} = \phi'(0) = (p - q)(p' - q')(1 - f),$$

$$\sigma^2_J = \phi''(0) = (1 - f)[f(p' - q')^2 + 4pq(p' - q')]$$

$$+ \frac{(1 - f)^2(f + 2)}{f} [4pq(p' - q')^2].$$

A bound on uncertainty $\tau_j^2 / \sigma_j^2$ is obtained from the inequality \(^{3}\) by constructing the total entropy as the ratio of probabilities for a trajectory in extended state space and its time reversal. It can easily be shown that the mean entropy per time step is

$$s_{tot} = (1 - f)(p' - q') \ln \left( \frac{p'}{q'} \right),$$

leading to a naïve “extended PV” bound with no $p$-dependence \(^{4}\). As we shall see this bound turns out to be very loose in many regions of parameter space (in particular, for intermediate $p$ values); indeed as $p' \to 1$, $s_{tot} \to \infty$.

Mathematically the time-integrated current is described by a renewal-reward process (a type of cumulative process) \(^{35}\), where tumbles are renewal events, and current increments from each run are rewards. In the next two sections, we show that this framework allows us to construct a general run-and-tumble bound on the uncertainty which, significantly, also applies to non-geometric run lengths and is often considerably tighter than the extended PV bound.

---

\(^{2}\)Note that the entropic contributions associated with tumbles cancel out on average (because in the extended state space the number of changes from positive to negative preferred direction is asymptotically equal to that from negative to positive). Considering an alternative definition in which the preferred directions are flipped in the reversed trajectory gives a $p$-dependent mean entropy which, however, does not bound the uncertainty.
Renewal-reward theory (RRT).—To build our general framework, we start by considering the statistics of the tumble events. Let \( M(t) \) be the total number of tumbling events in the run-and-tumble process from time step 1 up to time step \( t \). We assume that the interoccurrence times between tumbling events are non-negative, independent and identically distributed (IID) random variables \( (N_i; i \geq 1) \) drawn from a discrete probability distribution. For the toy-model of the previous section the \( N_i \)'s are geometrically distributed but, in principle, we can take any distribution with finite mean \( (0 < E[N_i] < \infty) \). Under these assumptions, \( M(t) \) represents a renewal process (see lower part of Fig. 2) where \( M(t) = \max \{ m : \sum_{j=1}^{m} N_j \leq t \} \).

We now turn our attention to the current \( J(t) \) which consists of the sum of current increments \( \Delta J_i \) from completed runs and \( \Delta J_F \) from the residual (uncompleted) run between the last tumble and time step \( t \):

\[
J(t) = \sum_{i=1}^{M(t)} \Delta J_i + \Delta J_F.
\]

In the case of geometric run lengths \( \Delta J_F \) is from the same distribution as the \( \Delta J_i \)'s but in general, this will not be true. However, at least in the case where all moments of \( N \) are finite, we expect that \( J(t) \) is well approximated in the long-time limit by

\[
\bar{J}(t) = \sum_{i=1}^{M(t)} \Delta J_i.
\]

If the current increments are independent of one another (as in the random walk model), then \( \bar{J}(t) \) is a so-called renewal-reward process. We can consider the current increment \( \Delta J_i \) to be a terminal “reward” added at the end of the \( i \)th run (see upper part of Fig. 2). Note that each \( \Delta J_i \) is a random variable which can be negative and depends only on the direction and time of the last tumble (not the previous history).

In particular, we are interested in processes where the current increment \( \Delta J_i \) can be factorised as the product of independent random variables \( X_i \) (set in the tumble) and \( R_i \) (depending only on the run length \( n_i - 1 \)):

\[
\Delta J_i = X_i R_i.
\]

For example, in our toy model, \( X_i \) takes values \( \pm 1 \) and (for a run of length \( n_i - 1 \)) we have \( R_i = 2 R_i = (n_i - 1) \) where the number of forward steps \( R_i \) has a binomial distribution \( B(n_i - 1, \rho') \). We are chiefly interested in the long-time behaviour of \( \bar{J}(t) \) which is obviously related to the moments of the run length and current increment distribution. For brevity, in what follows we drop the ‘i’ subscript in notation for the moments of IID random variables. We define \( \mu_k = E[N^k] \), \( \lambda_k = E[\Delta J^k] \) and \( c_{ik} = E[N^i \Delta J^k] \) where \( k, l \geq 1 \) and assume these expectations are finite. Using standard asymptotic results in renewal-reward theory, we can write the long-time mean of \( \bar{J}(t) \) as:

\[
\lim_{t \to \infty} \frac{E[\bar{J}(t)]}{t} = \frac{\lambda_1}{\mu_1} = \frac{E[X] E[R]}{E[N]},
\]

where we utilise the fact that \( X_i \) and \( R_i \) are independent for all \( i \). This is the mathematical expression of the intuition that the time-averaged mean current is asymptotically given by the expected current accumulated in one run divided by the expected time between tumbling.

Renewal-reward theory also provides an expression for the long-time scaled variance of \( \bar{J}(t) \) as [29,36]

\[
\lim_{t \to \infty} \frac{\text{Var}[\bar{J}(t)]}{t} = \mu_1^{-2} \mu_2 \lambda_1^{-2} - 2 \mu_1^{-2} c_{11} \lambda_1 + \mu_1^{-1} \lambda_2,
\]

where in our set-up, \( \mu_2 = E[N^2] \), \( \lambda_2 = E[X^2] E[R^2] \) and \( c_{11} = E[X] E[R N] \).

Given the assumption that the long-time statistics of \( \bar{J}(t) \) and \( J(t) \) are the same, renewal-reward theory provides a natural structure to obtain the exact asymptotic uncertainty in terms of moments of the underlying random variables \( R, X, \) and \( N \). In the next section, we will see that useful bounds on the uncertainty can still be obtained without knowledge of the distribution of \( R \). The key step is to use the result (12) to relate the variance of the current to that of a simpler Markovian process (associated with the tumbling) with known entropic bounds.

Uncertainty bounds.—In this section, we outline the procedure to derive an entropic bound on the stochastic current fluctuations for the general class of run-and-tumble type processes. We now assume,

\[
E[R|N = n] = \bar{r}(n - 1), \quad \text{Var}[R|N = n] = \sigma_r^2(n - 1),
\]

where \( \bar{r} \) and \( \sigma_r^2 \) are constants depending on the details of the run process. The scaling in eq. (13) is exact for a whole class of random walks including the toy model introduced above. Identifying \( \sigma_j^2 = \lim_{t \to \infty} \text{Var}[J(t)]/t \),

\[
\bar{j} = \lim_{t \to \infty} E[\bar{J}(t)]/t,
\]

and rewriting (11) and (12) in terms of \( \bar{r}, \sigma_r^2, N = E[N], \sigma_N^2 = \text{Var}[N] \), \( \bar{X} = E[X] \), and \( \sigma_X^2 = \text{Var}[X] \) gives

\[
\bar{j} = \frac{\bar{X} \bar{r}(N - 1)}{N},
\]

\[
\sigma_j^2 = \sigma_X^2 \left[ \frac{\bar{r}^2(N - 1)^2}{N} \right] + \sigma_r^2 \left[ \frac{\bar{X}^2(N - 1)}{N} \right] + \sigma_N^2 \left[ \frac{\bar{X}^2 \mu_2}{N^3} \right] + \sigma_X^2 \left[ \frac{c_{11}}{N} \right] + \frac{c_{21} \sigma_r^2}{N}.
\]

Crucially, we note that all terms in eq. (15) are positive which implies that by considering only some subset of them we can get a bound on \( \sigma_j^2 \). In particular, we...
have

\[ \sigma_j^2 \geq \left[ \frac{\bar{N} \left( (N-1)^2 + \sigma_N^2 \right)}{N} \right] \sigma_X^2, \tag{16} \]

where the tightness of this bound obviously depends on the relative size of different contributions in eq. \([15]\): we expect it to be well-suited for cases when the run lengths are long and tumble statistics dominate the variance. An uncertainty bound follows straightforwardly from eqs. \([14]\) and \([16]\):

\[ \frac{j^2}{\sigma_j^2} \leq \left[ \frac{(\bar{N} - 1)^2}{N(\bar{N} - 1)^2 + \sigma_N^2} \right] \frac{X^2}{\sigma_X^2}. \tag{17} \]

To establish a connection with the standard entropic bounds of TURs, we note that \(X^2\) and \(\sigma_X^2\) are the scaled cumulants of a simple discrete-time Markovian process formed by summing IID random variables, \(X(M) = \sum_{i=1}^{M} X_i\). Assuming this process obeys so-called “microscopic reversibility” (i.e., if \(\text{Pr}(X_i = +x)\) is non-zero, then \(\text{Pr}(X_i = -x)\) is also non-zero), we can trivially obtain its entropy as the ratio of probabilities of state-space trajectories. Denoting the mean entropy (per tumble step) as \(\bar{s}_X\), the standard PV bound on the uncertainty of \(X\) is

\[ \frac{X^2}{\sigma_X^2} \leq \frac{1}{2} \left( e^{\bar{s}_X} - 1 \right). \tag{18} \]

Combining eqs. \([17]\) and \([18]\) leads us to the inequality

\[ \frac{j^2}{\sigma_j^2} \leq \left[ \frac{(\bar{N} - 1)^2}{2N \left[ (N-1)^2 + \sigma_N^2 \right]} \right] (e^{\bar{s}_X} - 1), \tag{19} \]

which we dub the “RT bound” in allusion to its structure as a product of a prefactor depending on the run-length statistics and a term involving the entropy of the tumbles. Equation \([19]\) can be expressed in the form shown in \([3]\).

This bound is arguably more useful than the extended PV bound in situations where the microscopic dynamics of the run process is not readily accessible. [A weaker bound can also be obtained when the variance of the run lengths is not known, using only their mean.] In the next sections, we test our new RT bound for Markovian and non-Markovian random- and-tumble processes, and compare its tightness with the extended PV bound.

**Geometrically distributed runs.** – To demonstrate the central result \([19]\), we now consider tumbles of the specific form

\[ X_i = \begin{cases} 1 & \text{with probability } p, \\ -1 & \text{with probability } q = 1 - p, \end{cases} \tag{20} \]

such that the mean entropy is

\[ \bar{s}_X = (p - q) \ln \left( \frac{p}{q} \right). \tag{21} \]

We first analyse our toy model with geometrically distributed run lengths. Here, \(\text{Pr}(N = n) = (1 - f)^{n-1} f\) where \(f\) is the probability of a tumble event and \(n = 1, 2, 3, \ldots\). For the RT bound, we need only the first two central moments: \(\bar{N} = 1/f\) and \(\sigma_N^2 = (1 - f)/f^2\). Hence, eq. \([19]\) reduces to

\[ \frac{j^2}{\sigma_j^2} \leq \frac{f (1 - f)}{2 (2 - f)} \left[ \frac{(p)}{q} \right]^{p - q} - 1. \tag{22} \]

We are chiefly interested in the behaviour of this bound for relatively long mean run lengths (corresponding to small \(f\)); in Fig. \([3]\) we plot the bound as a function of \(p\) for \(f = 0.1\) (mean run length \(\bar{N} = 1 = 9\)) and compare it to the exact asymptotic uncertainty from renewal-reward theory and to Monte Carlo simulation results. The numerics agree with the exact asymptotics as expected and they clearly obey the inequality \([22]\). We observe that this RT bound is relatively tight for intermediate \(p\) values but becomes loose as \(p\) approaches 0 or 1 (where the model resembles a lazy random walker). In contrast, we also show the \(p\)-independent extended PV bound, obtained by using eq. \([7]\) in \([3]\), is only tight when \(p\) is near 0 or 1. For completeness, we also compare in Fig. \([4]\) the RT and extended
PV bounds at fixed $p$ as a function of $p'$ (although, we anticipate our results to be most useful when $p'$ is unknown); again we see that the bounds are tight in complementary regions. Obviously, the RT bound is a less informative constraint for larger $f$ (shorter run length) since the inequality $\frac{1}{1-f}$ becomes looser. However, even for $f = 0.25$ (mean run length 3) we see from the three-dimensional plot in Fig. 5 that the bound is reasonably tight in much of the parameter space. We now extend our analysis to non-geometric run distributions as may be relevant in applications.

Other run distributions. – The geometric run length distribution corresponds to a Markovian process since the probability of tumbling is independent of the time elapsed since the last tumble. This may not be a good approximation in many real-life situations, e.g., if energy needs to build up via a sequence of internal chemical reactions before a tumble can take place. Also, there is much theoretical interest in fluctuations in non-Markovian processes so it is significant that our RT bound can be applied to arbitrary discrete run distributions with support on strictly positive integers (recall that for $n = 1$, the corresponding run length is zero). Although entropy is in general difficult to compute for non-Markovian dynamics, the trajectory reversal argument for our class of models (where the tumbles form a semi-Markov process with “time-direction independence” [37]) suggests that the analogue of the mean entropy production in eq. (7) is

$$\bar{s}_{\text{tot}} = \left(\frac{\bar{N} - 1}{\bar{N}}\right) (p' - q') \ln \left(\frac{p'}{q'}\right). \tag{23}$$

For ease of comparison, we choose parameters for the plots in this section so that our non-geometric distributions have the same $\bar{N}$ as the geometric case with $f = 0.1$. Hence, the extended PV bound obtained by substituting eq. (23) in (3) is unchanged from that in Fig. 3.

A natural starting point is to consider the negative binomial distribution which is the distribution of the sum of $k$ geometric random variables (suitable for modelling intermediate steps). Here, $\Pr(N = n) = \binom{n-1}{k-1} f^k (1 - f)^{n-k}$ where $n = k, k+1, k+2, \ldots$. When $k = 1$, $\Pr(N = n)$ reduces to the geometric distribution. The mean and variance of $N$ are $\bar{N} = k/f$ and $\sigma_{N}^2 = k(1 - f)/f^2$. Hence, eq. (19) becomes

$$\frac{j^2}{\sigma_j^2} \leq \frac{f(k - f)}{2k(f^2 - 3fk + k^2 + k)} \left[ \left(\frac{p}{q}\right)^{p-q} - 1 \right]. \tag{24}$$

In Fig. 6 we show the RT bound, simulation and exact RRT results as a function of $p$ for $f = 0.3$ (mean run length 9) and observe features similar to the geometric case – in particular, the RT bound is tight for intermediate $p$ values where the extended PV bound is loose.

Finally, we repeat our analysis for a more “exotic” distribution, namely the log-series distribution defined as $\Pr(N = n) = -(1 - f')^{n}/(n \ln f')$ with parameter $f'$. The required moments are written as $\bar{N} = (f' - 1)/(f' \ln f')$ and $\sigma_{N}^2 = (f' - 1)(\ln f' - 1)/(f' \ln f')^2$, and so in this case, the RT bound takes the form

$$\frac{j^2}{\sigma_j^2} \leq \frac{f'(1 - f' + f' \ln f')^2}{2(f - f')^2(1 - 3f' + 2f'^2 - f'^2 \ln f')} \times \left[ \left(\frac{p}{q}\right)^{p-q} - 1 \right]. \tag{25}$$

Figure 7 confirms that again our bound yields a useful constraint. We have also checked that a similar picture is obtained for the zero-truncated Poisson process.

Discussion. – In this letter, we have demonstrated a simple run-and-tumble (RT) bound for single-particle models in discrete time. Since the renewal-reward framework on which the derivation of our bound is based also holds in a continuous-time setting [36], the bound should apply to continuous-time models as well. Significantly, we also anticipate it is applicable to many-particle systems where the preferred direction is stochastically reset at random times (which can be construed as a “collective
As an example of an interacting particle system, we show results in Fig. 8 for a paradigmatic model — the asymmetric simple exclusion process (ASEP) [38] on a ring. Here the usual continuous-time exclusion dynamics is punctuated by a random resetting of the preferred direction (clockwise/anti-clockwise); in direct analogy to our discrete-time single-particle models, we assume that this reset event takes one unit of time. A theoretical expression for the exact uncertainty can be easily derived using eqs. (14) and (15) together with known results for the generalised run process between resets [39]. In principle, the generating function \( W(s,z) \) can then be found by summing over all possible combinations of tumble-and-runs with total duration \( t \). In practice it is easier to relax this constraint by switching to Laplace space; the \( z \)-transform of \( W(s,n) \) is

\[
\tilde{W}(s,z) = \sum_{n=1}^{\infty} W(s,n)z^{-n},
\]

(A-1)

where \( z \) is the conjugate parameter to \( n \). Since any number of tumble-and-runs is now allowed, the \( z \)-transformed generating function for \( J(t) \) is a geometric sum with ratio \( \tilde{W}(s,z) \). The long-time behaviour is controlled by \( z^* \), the largest real value of \( z \) for which the sum diverges. In the absence of phase transitions, we simply set \( \tilde{W}(s,z) = 1 \).

In particular, the desired SCGF \( \phi(s) \) is given by \( \ln z^* \).

Applying this method for geometrically-distributed runs with parameter \( f \) gives

\[
W(s,n) = f(1-f)^{n-1} \left[ p(p'e^+s + q' e^-s)^{n-1} + q(p'e^-s + q' e^+s)^{n-1} \right],
\]

(A-2)
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Appendix: reset framework. — As alluded to in the main text, the toy run-and-tumble model can be understood as an asymmetric random walk with intermittent resets of preferred direction. Reset processes are of considerable topical interest \([47, 53]\) and there is now a well-understood framework allowing the calculation of large deviations and the identification of phase transitions \([34]\).

To allow for correlation between the current in the run and the direction of the preceding tumble, we here adapt the approach of \([34]\) by considering the current generating function \( W(s,n) \) for a combined tumble-and-run event of duration \( n \) steps. In principle, the generating function for the trajectory current \( J(t) \) can then be found by summing over all possible combinations of tumble-and-runs with total duration \( t \). In practice it is easier to relax this constraint by switching to Laplace space; the \( z \)-transform of \( W(s,n) \) is

Fig. 7: As Fig. 3 but for log-series distribution \((f' = 0.0269)\).

Fig. 8: RT bound for ASEP with 5 particles on a 10-site ring. Particles hop (subject to the exclusion constraint) in the preferred direction with rate 0.75 and in the opposite direction with rate 0.5. The preferred direction itself is stochastically reset (clockwise with probability \( p \)) and the generalised run is exponential with mean 10. Key as in Fig. 3 with simulation results for \( T = 20000 \) averaged over 2000 realisations.
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\( \sigma_{\text{clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]

\( \sigma_{\text{anti-clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]

\( \sigma_{\text{clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]

\( \sigma_{\text{anti-clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]

\( \sigma_{\text{clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]

\( \sigma_{\text{anti-clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]

\( \sigma_{\text{clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]

\( \sigma_{\text{anti-clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]

\( \sigma_{\text{clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]

\( \sigma_{\text{anti-clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]

\( \sigma_{\text{clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]

\( \sigma_{\text{anti-clockwise}}(\theta) = \frac{1}{2} \left( \sigma_{\text{clockwise}}(\theta) + \sigma_{\text{anti-clockwise}}(\theta) \right) \]
and hence
\[
\phi(s) = \ln \frac{1}{2} \left( f + 2(1 - f) \cosh(s) + \sqrt{\left(2(1 - f)(p' - q') - \left[f(p - q) \sinh(s) + (1 - f)(p' - q') \cosh(2s)\right] - \left(f^2 - 4f + 2 \right)(1 - f)^2 p'q'}^{1/2} \right)
\]
where the positive root is taken to ensure \(\phi(0) = 0\). In general, for non-geometric run distributions it may be more difficult to obtain the full SCGF via this resetting approach. However, the RRT framework of the main text still provides an efficient method to retrieve the first two cumulants.
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