A novel machine learning approach to analyzing geospatial vessel patterns using AIS data

Martha Dais Ferreira, Jessica N.A. Campbell and Stan Matwin

Faculty of Computer Science, Dalhousie University, Halifax, NS, Canada; Maritime Systems, Experimentation and Analytics, Defence Research and Development Canada, Dartmouth, NH, Canada

ABSTRACT

In the maritime environment, the Automatic Identification System (AIS) contains information related to vessel trajectories that can be used to detect unusual maritime occurrences and maritime traffic patterns. To detect such occurrences with supervised learning methods the AIS messages must be manually annotated, which can be a demanding process. Therefore, unsupervised methods are used to identify anomalous traffic patterns based on vessel trajectories. Typically, dense regions of maritime activity are studied to capture common traffic patterns which help identify trajectories that do not follow the norm. However, these approaches cannot detect anomalous behaviors along common pathways or incorporate time-related events into the analysis. Such challenges motivate the approach taken in this work by using auto-regressive techniques to model vessel trajectories and clustering analyses to explore behavior patterns of vessels. Results confirm that the Auto-regressive Integrated Moving Average (ARIMA) and Ornstein-Uhlenbeck (OU) processes are able to model the trajectories and can be used with density-based spatial clustering of applications with noise (DBSCAN), hierarchical clustering (HC), and spectral clustering (SC) to identify different behavioral patterns.

Introduction

In the maritime environment, navigation systems are used to ensure the security and safety of vessels while at sea. The development and implementation of the Automatic Identification System (AIS) plays an important role in analyzing vessel trajectories and detecting unusual maritime occurrences, such as suspicious activity, hazardous events, and maritime traffic patterns (Peiguo et al. 2017; Li et al. 2018). These systems provide important information related to vessel movement and status, such as geographic location and kinematics. This information is sent by vessels via AIS messages which are typically detected by transceivers on satellites, shore-based stations, and surrounding vessels.

Although rich in information, AIS messages usually lack labels or metadata that are required for the application of supervised machine learning methods (Peiguo et al. 2017; Li et al. 2018). Most data annotation is manually conducted, which can be a demanding process. In addition, labeled data used in the current literature is generally made private (Nguyen, Vadaine, et al., GeoTrackNet–A Maritime Anomaly Detector Using Probabilistic Neural Network Representation of AIS Tracks and A Contrario Detection 2021) or is synthetically produced (Riveiro, Falkman and Ziemke, Visual analytics for the detection of anomalous maritime behavior 2008), making it difficult to reproduce published results. As a consequence, unsupervised learning techniques are often applied to AIS data to analyze vessel behaviors and identify anomalous events (d’Afflisio, et al. 2018a; Forti, et al. 2019; Mazzarella et al. 2017; Patmanidis et al. 2016).

In this context, clustering techniques have been widely applied to AIS data in which static features are typically used to identify common vessel pathways by recognizing dense regions of maritime activity (Liu et al. 2014). However, this approach cannot detect patterns or anomalous behaviors along common pathways or time-related events as it fails to include the temporal component. Such challenges motivate the proposed approach which includes the use of auto-regressive techniques, such as the Auto-Regressive Integrated Moving Average (ARIMA) and the Ornstein–Uhlenbeck (OU) processes, followed by...
the application of clustering algorithms. This approach has been used in different areas of research to reduce processing time and memory usage, which is relevant in Big Data scenarios (Bagnall and Janacek 2004; Kalpakis, Gada, and Puttagunta 2001; Hendrawati et al. 2021; Magdalene and Zoraida 2022). However, to the best of our knowledge, such an approach has not been used with AIS data to analyze vessel trajectories.

ARIMA and OU are commonly used in literature to model vessel’s trajectory to forecast the next event (d’Afflisio, et al. 2018a, Forti, et al. 2019, Patmanidis et al. 2016). Both methods incorporate the temporal dependencies capturing the vessel behavior. Specifically, OU was developed to model particles in liquids, being relatable to vessels in the water (Ross 2014). Therefore, the goal of this research is to detect patterns and anomalous behavior of vessels that follow common and uncommon pathways. In this context, an anomaly is defined as an outlier, i.e. trajectories that perform a movement that differs from the others in common or uncommon pathways. Additionally, an anomaly can be trajectories that present irregular time gaps between messages in a region where other vessels show more regular reporting intervals.

This work involves an investigation of different clustering approaches using open source data to detect patterns and anomalous vessel behaviors (space and time) in active maritime regions. The choice to use open-source data allows for this work to be reproducible, which is not always the case in published literature due to data privacy rules. The ARIMA and OU processes produce coefficients that describe the dynamics of the trajectories, which are further clustered using the Euclidean distance. Clustering techniques used in this analysis include density-based spatial clustering of applications with noise (DBSCAN), hierarchical clustering (HC), and spectral clustering (SC). This analysis shows that it is possible to model vessel trajectories and detect behavior patterns using a combination of auto-regressive techniques with clustering algorithms. In summary, the contributions of this work include:

- an extensive investigation of different clustering approaches to compare patterns captured by ARIMA and OU models;
- the use of open-source data and the availability of the source code to make it reproducible;
- showing that this approach can capture different traffic patterns, anomalies within common pathways, and timing irregularities associated with the reported messages.

The remaining sections of this paper will cover the related work, the methodology and approach taken, a description of the algorithmic techniques used, the obtained results, and conclusions.

**Related work**

When working with AIS data, obtaining or accessing labels needed for supervised learning applications is a common challenge. To overcome this obstacle, analysts typically use this data to either predict the properties of individual vessel trajectories or apply unsupervised learning methods to search for measures of similarity amongst these trajectories. In the case of anomaly detection, previous research typically uses unsupervised techniques due to the lack of labeled datasets (Riveiro, Pallotta, and Vespe 2018; Laxhammar 2008). Approaches to analyzing this data have been developed to model a single trajectory and detect when it deviates from the estimated pathway or detect timing irregularities (Forti et al. 2021; Forti, Millefiori, and Braca 2019, 2019, d’Afflisio, et al. 2018a; Mazzarella et al. 2017; Patmanidis et al. 2016, Nguyen, Vadaine, et al. 2021, d’Afflisio, et al. 2018b). However, these frameworks fail to detect traffic patterns and anomalies among group of vessels. In order to solve this issue, clustering analysis has been applied to vessel trajectories to detect anomalous routes that deviate from the common pathways (Peiguo et al. 2017; Li et al. 2018; Liu et al. 2014, 2020; Luo et al. 2017; Pallotta, Vespe, and Bryan 2013; Rong, Teixeira, and Guedes Soares 2020; Guo et al. 2021; Huang et al. 2021; Mascaro, Nicholso, and Korb 2014). In addition, cluster-based frameworks are also used to detect traffic patterns which may support the exploration and analysis of the trajectories (Rong, Teixeira, and Guedes Soares 2020; Kontopoulos, Varlamis, and Tserpes 2021; Newaliya and Singh 2021). However, they still fail to capture outliers within common pathways or detect timing irregularities of the reported messages.
**Trajectory prediction**

When performing trajectory prediction, the model must determine the future path or series of positions for a single vessel. To accomplish this, the predicted position for the next time step of an individual vessel is compared to the actual position in order to evaluate the models’ predictive performance and to assess how much it diverges from ground truth (d’Afflisio, et al. 2018a, Forti, Millefiori, and Braca 2019; Mazzarella et al. 2017; Patmanidis et al. 2016; Forti, Millefiori, and Braca 2019, d’Afflisio, et al. 2018b). For example, (d’Afflisio, et al. 2018a) developed an approach to compute the divergence between the predicted and actual position of a vessel using AIS messages during silent periods. This approach models the nominal velocity or speed using the OU process. In addition, (Forti, Millefiori, and Braca 2019) used the OU process and the hybrid Bernoulli filter to estimate the sequential vessel positions to help identify anomalous trajectories. (Patmanidis et al. 2016) applied an Auto-Regressive Moving Average (ARMA) model to forecast vessel trajectories. These approaches analyze individual trajectories and fail to consider anomalies related to the behavior of multiple vessels.

Clustering techniques such as DBSCAN and K-means are also used to segment and predict trajectories (Karatas, Karagoz, and Ayran 2021; Murray and Prasad Perera 2022; Tadayon and Iwashita 2020; Xiao et al. 2019). Such processes are used to determine the centers and predict the next location of the route. In this context, some prediction approaches are applied to detect anomalies, in which they compute how much the route deviates from its estimated path (Karatas, Karagoz, and Ayran 2021; Murray and Prasad Perera 2022). However, these approaches deal with one vessel at a time, failing to detect anomalous behaviors in scenarios containing multiple vessels.

**Clustering trajectories**

With respect to unsupervised learning, the literature shows that clustering analysis is often applied to AIS datasets (Peiguo et al. 2017; Li et al. 2018; Liu et al. 2020; Lee, Han, and Whang 2007; Li et al. 2017; Luo et al. 2017; Yao et al. 2017; Pallotta, Vespe, and Bryan 2013; Forti, Millefiori, and Braca 2019; Mascaro, Nicholso, and Korb 2014; Laxhammar 2008; Zhao and Shi 2019). In general, most studies apply the DBSCAN algorithm (Ester et al. 1996) which effectively accounts for outliers and noise within the dataset where the clusters are defined by regions of high and low density (Peiguo et al. 2017; Li et al. 2018; Liu et al. 2014, 2020; Luo et al. 2017; Pallotta, Vespe, and Bryan 2013; Rong, Teixeira, and Guedes Soares 2020; Guo et al. 2021; Huang et al. 2021). For instance, (Liu et al. 2020) used DBSCAN and (Pallotta, Vespe, and Bryan 2013) used incremental DBSCAN to remove noise before reconstructing the trajectories but they do not attempt to find patterns or anomalies within the data.

On the other hand, (Liu et al. 2020) incorporates speed and direction with DBSCAN to extract trajectory patterns, detecting normal traffic pathways. (Rong, Teixeira, and Guedes Soares 2020) used DBSCAN to detect trajectories that deviate from the route by identifying messages that do not follow the common path. Such paths are divided into turning and lane patterns to improve the precision in the deviation detection. These techniques identify vessels that do not follow common pathways by analyzing individual messages, which only incorporates the spatial component into the analysis. As a result, the temporal component is not considered, so anomalous behaviors within these pathways are not able to be identified.

However, (Liang et al. 2021), (Nguyen, Vadaine, et al. 2021) and (Shahir et al. 2015) converted segments of the trajectories to a matrix maintaining the local spatio-temporal information. In this approach, imputation and under-sampling are required to extract the matrices.) This was necessary to provide an equivalent volume of AIS messages amongst all trajectories. However, these approaches can modify the distribution and behavior of the vessel route. Also, imputation can insert noise and errors into the dataset, jeopardizing the analysis and exploration of the vessels’ behavior. On the other hand, under-sampling methods may remove relevant features of the trajectory.

**Autoregressive models and clustering analysis**

Clustering time-series data is challenging due to the sequential nature and high variety of domains and sizes (Bagnall and Janacek 2004; Kalpakis, Gada, and Puttagunta 2001; Hendrawati et al. 2021; Magdalene
and Zoraida 2022). This motivates the application clustering analysis over the parameters of auto-regression models. Such an approach requires less memory and reduces the processing time when compared to computing the distances between the whole series (Bagnall and Janacek 2004; Kalpakis, Gada, and Puttagunta 2001; Hendrawati et al. 2021). In addition, this approach incorporates the temporal information into the clustering analysis, representing the vessel behavior through time. Such spatio-temporal representation allows the identification of a particular maneuver or movement pattern of a vessel within common and uncommon pathways. To the best of our knowledge, this approach was not investigated and applied to AIS data to analyze vessel trajectories.

In the maritime domain, some research has combined time-series models with clustering analysis. For instance, (Forti, Millefiori, and Braca 2019) and (Coscia et al. 2018) used the OU process to detect changes in a single trajectory, and DBSCAN to extract movement patterns. Both results are combined to produce a graph-based representation of maritime traffic patterns. These approaches differ from the one applied in this work in which auto-regression models are clustered to detect outliers related to vessel movement patterns, such as deviation from common pathways, different patterns within the common path, and irregular time gaps between sequential AIS messages.

**Methodology**

The proposed approach attempts to capture the vessel behavior using auto-regressive models while different clustering algorithms are used to detect behavioral patterns and anomalies. This framework is illustrated in Figure 1.

Initially, a trajectory is identified by the maritime mobile service identities (MMSI) and preprocessed. Then, the ARIMA and OU processes are used to produce a function that models the latitude and longitude of a single vessel trajectory to investigate its behavior while accounting for temporal and spatial dependencies. This is done for each vessel with a unique MMSI. The fitted functions contain coefficients that are used to compare vessel behavior with respect to time. The Euclidean distance between the coefficients of the vessel models was calculated and used to create a dissimilarity matrix $D$. These matrices are utilized by the three different clustering algorithms: DBSCAN, HC, and SC.

**Auto-regressive models**

Auto-regression methods applied to AIS data can predict the next position of a vessel and may be used to model the trajectories while providing behavioral information related to the vessel dynamics (Hyndman and Athanasopoulos 2021). The two auto-regressive methods used in this investigation include the ARIMA and OU processes, which are used to create the input features for the clustering algorithms. The model coefficients determined by these methods incorporate temporal information, which models the vessel’s behavior through time. Additionally, the OU model includes the spatial information which represents the local region of the investigated routes. The two auto-regressive methods used in this investigation are described below and are used to develop input features for the clustering algorithms.

**The Ornstein-Uhlenbeck process**

A common technique used to model vessel trajectories uses the OU process (d’Afflisio, et al. 2018a; Forti, et al. 2019; Coscia et al. 2018). This process models the velocity of a free particle that exhibits Brownian Motion (BM) that is influenced by friction. The movement of these particles through a liquid is used to model a vessel’s transit through water (Ross 2014). This model represents a stochastic process that tends toward a mean function over time. Equation 1 defines the OU stochastic differential equation, in which $x_t$ represents the trajectory attribute at time $t$ having function parameters $\theta > 0$ and $\sigma > 0$, and $W_t$ is the Wiener process.\(^1\)

\[
dx_t = -\theta x_t dt + \sigma dW_t
\]

The OU process can be interpreted as the continuous-time model from the Auto-regression (AR) process, in which the current value is based on a single previous value (Logan and Wolesensky 2009). It is important to note that the OU process considers the time lag between observations when modeling vessel trajectories.

**ARIMA**

ARIMA is an auto-regressive integrated moving average that models time series data to predict future
ARIMA combines an Auto-Regressive process, a Moving Average process, and an Integrated component in order to enhance the time series representation and prediction. The auto-regressive process of order $p$ ($AR(p)$) predicts the value of a dependent variable based on $p$ previous output values using:

$$y_t = c + \varphi_1 y_{t-1} + \varphi_2 y_{t-2} + \ldots + \varphi_p y_{t-p} + \xi_t$$  \hspace{1cm} (2)

where $y_t$ is the observation of a time-series at time $t$, $p$ defines the number of past observations required to forecast the next output, $\xi_t$ represents the white noise error term at time $t$, $\varphi s$ are the model coefficients, and $c$ represents a constant.

The moving average process of order $q$ ($MA(q)$) depends on the lagged forecast errors for the estimation of the next observation. This process is defined as follow:

$$y_t = c + \theta_1 \xi_{t-1} + \theta_2 \xi_{t-2} + \ldots + \theta_q \xi_{t-q}$$  \hspace{1cm} (3)

in which $q$ defines the number of previous error terms $\xi_k$ required to forecast the next observation $y_t$, $c$ represent a constant, and $\theta$s are the model coefficients.

The integrated component of order $d$ ($I(d)$) is incorporated to compensate for the fact that the combination of $AR(p)$ and $MA(q)$ cannot be used with non-stationary data. To make the data stationary, a differencing of order $d$ is performed on the input time series $y$, creating a new time series $y^d$. The $AR(p)$, $MA(q)$, and $I(d)$ processes are combined to create the $ARIMA(p, d, q)$ process defined by:

$$y^d_t = c' + \varphi_1 y^d_{t-1} + \ldots + \varphi_p y^d_{t-p} + \theta_1 \xi_{t-1} + \ldots + \theta_q \xi_{t-q} + \xi_t$$  \hspace{1cm} (4)

in which $y^d_t$ at time $t$ are the observations of the $d^{th}$ ordered differencing of the original time-series. The parameter $p$ defines the number of past observations required to forecast the next $y^d_t$, while $q$ corresponds to the number of past white noise errors $\xi_t$. The $\varphi s$ and $\theta s$ are the coefficients associated with the $AR$ and $MA$ processes, respectively. The constant $c$ is given by, $c' = \mu(1 - \varphi_1 - \ldots - \varphi_{t-p})$ where $\mu$ represents the mean of the new series $y^d_t$.

**Clustering analysis**

In this analysis, three different clustering techniques were applied to the distance matrices obtained by the ARIMA and OU processes shown in Figure 1. These clustering methods include DBSCAN, HC, and SC. DBSCAN was selected as this is the density-based technique that is prevalent throughout the literature while able to detect outliers. HC was used to evaluate the different levels of clustering, such that the hierarchical approach supports the exploration of different types of traffic patterns. Lastly, in order to capture different types of paths based on adjacent trajectories, SC was used due to its graph-based nature.

When performing DBSCAN, the elbow technique was used along with the sorted minimum distances between data points to help determine the radius.
obtained that clusters regions iteratively clusters instances (Ester et al. 1996), while a score close to 0 represents overlapping clusters, and a negative score implies that the instance was potentially assigned to the wrong cluster. The silhouette measure for different clustering configurations can be plotted to help visualize how the instances are grouped (Rousseeuw 1987).

**DBSCAN**

Density-based clustering techniques, such as DBSCAN (Ester et al. 1996), are used to identify clusters of instances by locating areas that are separated by regions of high and low density. The density of the clusters is determined by the number of instances that fall within a predefined radius ε. However, for a cluster to be formed there must be a minimum number of instances m, that fall within the ε-neighborhood.

Three types of point classifications are used in this clustering approach: core points, border points, and outlier points. Core points are instances that have at least m instances within its ε-neighborhood. Border points are instances that fall within the ε-neighborhood of a core point but are not a core point, while outliers do not fall within the ε-neighborhood of the cluster. The algorithm randomly selects an instance to classify based on these three options. This process is applied to each instance until all instances are assigned to a cluster or labeled as an outlier. This technique has the ability to handle noisy data for instances in sparse regions of the data space.

**Hierarchical clustering**

Hierarchical clustering (HC) creates a hierarchy of clusters by grouping instances that are close to one another and are considered similar based on the features (Nielsen 2016). This research uses an agglomerative approach that starts having each point assigned to be its own cluster. The distances between all clusters are calculated, stored, and then used to identify the closest pair of clusters, which are merged into a single new cluster. This process repeats until the number of desired clusters is reached or until all of the instances are in a single cluster. For this investigation, the distance function used to join or split the clusters is the average-linkage measure. This measure uses the distance between each pair of observations in each of the clusters to generate an average inter-cluster distance. Average-linkage is robust to noisy data and handles outliers well. The advantage of hierarchical clustering is that it allows one to define the granularity of the analysis providing a detailed exploration of the data.

**Spectral clustering**

Spectral clustering (SC) is a graph-based technique that reduces a multi-dimensional dataset into clusters containing similar instances (Ng et al. 2001). This clustering is accomplished by forming a distance matrix D where each data point or node in the matrix is a vertex in a graph that represents the relationships between the data. This distance matrix is used to create an affinity matrix A = 1 − D, in which the values of the affinity matrix represent the similarity between the instances. Dissimilar instances will have a value of 0, while identical instances are assigned a value of 1. The affinity values act like weights for edges connecting nodes on the graph. The Laplacian (L) matrix for the graph is then calculated by computing the difference between the degree matrix (M) and the affinity matrix (A) as L = M − A, in which M represents the degree of the nodes (i.e. how many “edges” are connected to a node). The eigenvalues and eigenvectors of the Laplacian matrix are computed and used to help determine how to best segment the nodes into clusters by examining the k smallest eigenvalues and their associated eigenvectors.

**Dataset**

AIS datasets typically contain entries with the following features: maritime mobile service identities (MMSI), latitude, longitude, speed over ground (SOG), course over ground (COG), vessel type, date, and time for each vessel. Note, MMSI is typically used as a unique identifier in this type of analysis (Li et al. 2018; Nguyen, et al. 2021). In this work, experiments
were conducted on fishing vessel trajectories from the open-source Digital Coast AIS dataset (DCAIS) from April of 2020. This dataset is managed by National Oceanic and Atmospheric Administration (NOAA) and contains information for vessels located off the coast of the United States, collected from land-based antennas (terrestrial AIS). For this analysis, fishing vessels were selected because illegal, unreported, and unregulated (IUU) fishing ventures are a problem in the maritime environment. In addition, research shows that the ARIMA and OU processes are effective at modeling these types of vessels (d’Afflisio, et al. 2018a; Gloaguen et al. 2015). The data features selected to support this analysis include: MMSI, latitude, longitude, SOG, date, and time.

The data cleaning process involved removing duplicates with identical MMSI, date, and time entries. Other records were removed based on invalid SOG values. The latitude and longitude values were rounded to $10^{-4}$ which represents a precision of 10 meters and each trajectory is defined as a set of observations over time with the same MMSI. Trajectories with less than 100 observations were discarded, and the data was normalized before applying the auto-regression models. Figure 2 illustrates the 2,296 [100, 3000] trajectories that were analyzed after the preprocessing stage.

**ARIMA parameter analysis**

The parameters $(p, d, q)$ were predetermined so that the same number of coefficients were produced for each of the modeled trajectories. To determine these parameter values, different $(p, d, q)$ configurations were tested for 289 randomly selected MMSIs during April of 2020. The ARIMA parameters used in Equation 4 were selected from the following ranges: $p \to [1, 3]$, $q \to [0, 3]$, and $d \to [0, 1]$, producing a total of 24 different ARIMA configurations.

A model was created for both the latitude and the longitude for each trajectory in the dataset and the mean squared error (MSE) was calculated. The average and standard deviation of the MSE for each trajectory model was calculated to help determine a suitable combination of parameter values. The smaller the MSE value, the better the model represents the trajectory being analyzed. Figure 3 contains the box-plots for the MSE values of different ARIMA model parameters. The top and bottom plots illustrate the results for latitude and longitude respectively.

Based upon the MSE average and standard deviation, the parameters for the ARIMA model were selected to be $(p, d, q) \to (1, 0, 3)$, which had the lowest values for the MSE. It should be noted that the parameter representing the AR process in ARIMA was 1, which corresponds to the OU process used to predict vessel trajectories in reference (d’Afflisio, et al. 2018a).

**Experiments**

As previously described, this work uses the DCAIS dataset to analyze the behavior of fishing vessels in April of 2020. The preprocessing stage described in Section Dataset was applied and 2,296 trajectories

![Figure 2. The 2,296 fishing vessel trajectories selected for analysis.](image-url)
with unique MMSIs were analyzed. These trajectories are illustrated in Figure 2.

Next, ARIMA and the OU processes were used to model the behavior of each vessel using the latitude and longitude. These processes will fit a function that describes the latitude and the longitude of the vessel and will provide function coefficients for each modeled trajectory, or vessel. The coefficients are concatenated into a single vector to represent the movement behaviors. The Euclidean distance was calculated between the trajectory coefficients to create the distance matrix, which represents the similarity between vessel behaviors. The proposed analysis uses the distance matrix to perform the clustering analysis. Such an analysis aims to identify groups of vessels with similar behaviors and patterns within the trajectory. The graphics in Figure 4 illustrate the distance matrices for the ARIMA and OU processes, respectively. The axes represent the vessel trajectories, while the color represents the distance. The darker the color (blue) the more similar those trajectories are. As a result, the diagonal represents the distance between identical trajectories which are illustrated by the dark coloring used in this graphic.

Given that all trajectories are formed using fishing vessel data, one would expect the vessels to exhibit similar behaviors, leading to small distance values in the similarity matrix. Observing the distance matrices in Figure 4, both the ARIMA and OU processes generate mostly small distance values as expected. This shows that these auto-regressive techniques can be a useful tool in analyzing the behavior of vessel trajectories.

**Clustering methods**

To identify patterns and outliers that represent anomalous vessel behavior, DBSCAN, HC, and SC were performed on the ARIMA and OU distance matrices. In this analysis, the DBSCAN method identifies the outliers based on the features, which differs from HC and SC which provide only the groups formed. Therefore, in the case of HC and SC, trajectories labeled as outliers were identified based on their silhouette measure. A low silhouette measure indicates that a vessel exhibits different behavior patterns than the other trajectories assigned to the clusters. To determine the number of outliers, a threshold for the silhouette
Table 1. Table showing the methods, the number of clusters, the number of outliers detected, and the silhouette measure when applicable.

| Features | Clustering | k   | Outliers | Silhouette |
|----------|------------|-----|----------|------------|
| ARIMA    | DBSCAN     | 1   | 28       | -          |
| OU       | DBSCAN     | 12  | -        |            |
| ARIMA    | HC         | 2   | 24       | 0.7994     |
| OU       | HC         | 2   | 21       | 0.8271     |
| ARIMA    | HC         | 5   | 87       | 0.5762     |
| OU       | HC         | 5   | 33       | 0.6209     |
| ARIMA    | HC         | 10  | 56       | 0.4293     |
| OU       | HC         | 10  | 35       | 0.4808     |
| ARIMA    | HC         | 15  | 15       | 0.4534     |
| OU       | HC         | 15  | 32       | 0.4888     |
| ARIMA    | SC         | 3   | 5        | 0.4177     |
| OU       | SC         | 3   | 7        | 0.5251     |

measure was selected to be three times the standard deviation for this measure.

In the DBSCAN analysis, the minimum number of instances needed to define a cluster was empirically set to \( m = 3 \), and the elbow technique was used to select \( \epsilon \) which was 0.1 and 0.02 for the ARIMA and OU processes, respectively. For HC, the average-linkage measure was used to determine the inter-cluster distance, and in order to analyze the detected patterns on each hierarchical level, the number of clusters selected included: 2, 5, 10, 15. In the case of SC, the number of eigenvectors used was empirically chosen to be \( k = 3 \), and the number of clusters set to 3, which was chosen based on the silhouette measure. Table 1 contains the methods, the number of clusters, the number of outliers detected, and the silhouette measure when applicable.

Moreover, the similarity between each configuration was analyzed using the Adjusted Rand Index (ARI), which is a well-known metric that compares two clustering results (Vinh, Epps, and Bailey 2010). Such results was presented in Table 2, in which HC was executed with 15 clusters and SC with 3.

From these results, clusters produced using the OU process have a higher silhouette value than the ones obtained with ARIMA. Such an observation implies that OU coefficients present a better separability of the patterns, i.e. provide less overlap between groups. Additionally, the low ARI values confirm that OU and ARIMA produced different models and features for the trajectories. On the other hand, the highest values of ARI suggest that different clustering algorithms may detect similar patterns when using the same AR model.

**Visual analysis**

Vessel trajectories labeled as outliers are assumed to exhibit abnormal behavior because they are not in

Table 2. Table showing the ARI measure between configurations executed, in which HC was executed with 15 clusters and SC with 3. In this table, AR represents ARIMA and DB corresponds to DBSCAN.

|          | AR/DB | AR/HC | AR/SC | OU/DB | OU/HC | OU/SC |
|----------|-------|-------|-------|-------|-------|-------|
| AR/DB    | 1     | 0.075 | 0.022 | 0.013 | 0.006 | 0.001 |
| AR/HC    | 0.075 | 1     | 0.47  | 0.024 | -0.012| 0.001 |
| AR/SC    | 0.022 | 0.47  | 1     | 0.072 | -0.029| 0.022 |
| OU/DB    | 0.013 | 0.024 | 0.072 | 1     | 0.304 | 0.274 |
| OU/HC    | 0.006 | -0.012| -0.029| 0.304 | 1     | 0.491 |
| OU/SC    | 0.001 | 0.001 | 0.022 | 0.274 | 0.491 | 1     |
accordance with the norms represented by the established clusters. Some trajectories were labeled as outliers by both analyses using the ARIMA and OU processes. For example, when both modeling techniques were clustered with DBSCAN vessels that were fishing in rivers were labeled as outliers as shown in Figure 5. This result was due to the fact that the vessel behavior in a river differs from vessels that fish on the ocean.

However, due to the differences in how the trajectories were modeled, many of the assigned outliers for both approaches were not the same. DBSCAN with ARIMA identified outliers as vessels that were not moving or exhibited abnormal movement patterns. Such behavior is illustrated in Figure 6(a) where the red trajectory is detected as an outlier as it presents chaotic movements that differ from the common pathway followed by most vessels. In addition, Figure 6(b) illustrates an outlier trajectory in red that shows movement patterns that differ from the others within the common pathway.

On the other hand, using DBSCAN with the OU process it was able to detect timing irregularities in vessel trajectories, i.e. AIS messages with irregular patterns and large time gaps between received messages. Such a detection is possible because OU receives temporal information to produce the model. Figure 7(a) illustrates these irregularities, in
which the time gap between messages are inconsistent. Also, Figure 7(b) shows an outlier trajectory that follows an uncommon pathway, i.e. a pathway that is not followed by the other vessels.

For HC, Figure 8 illustrates the dendrogram for both the ARIMA and OU processes. Some clusters in the dendrogram contain a small number of trajectories, which could mean that these clusters are composed of anomalies or are outliers, while clusters with a large number of trajectories are assumed to have similar behavior patterns. After examining the clusters that had a small number of trajectories and the outliers detected with the silhouette measure, it was determined that these trajectories are the same ones that DBSCAN classified as outliers. In addition, clustering configurations that used a small number of clusters typically produce one cluster containing most of the trajectories, while the others consist of 1 or 2 trajectories. As a result, 2, 5, 10, and 15 clusters were investigated.

HC allows for the exploration of different clustering combinations that contain trajectories with similar behaviors. Different levels of the hierarchical tree (dendrogram) can be explored to extract more information about vessel behavior patterns. In the deeper levels of the dendrogram, the clusters contain
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**Figure 6.** These figures show the outliers detected by DBSCAN using ARIMA, in which (a) the outlier does several maneuvers in the same location, and (b) the outlier presents different maneuver patterns in a common pathway. (a) Different maneuver patterns. (b) Different maneuver patterns within common pathway.
a reasonable number of instances (>3 instances), allowing for further analysis of the clusters to differentiate vessel movement patterns amongst the groups. Figure 9 shows an example of trajectories assigned to clusters in the same region when a total of 15 clusters were used in the analysis. Although these trajectories go through the same paths or geographical regions, the clustering results produced using ARIMA differentiates based on the movement patterns, i.e. the trajectories in the green group present more turns and maneuvers than the yellow group. On the other hand, the application of the OU process seems to account for differences in direction, in which the green group is going west, and the yellow group is going east. These results show that HC may be used to analyze different patterns in vessel movements while identifying outliers.

Lastly, SC with the OU process produced clusters based on region, which was not suitable to tackle the detection of anomalies. However, this confirms that OU models can represent spatio-temporal information. On the other hand, the combination of ARIMA and SC seems to segment groups based on movement and behavior as illustrated in Figure 10. This is seen by observing trajectories based on color where the blue cluster shows straight pathways, the yellow

\[ \text{(a) Irregular time gaps.} \]

\[ \text{(b) Deviates from the common pathway and irregular time gaps.} \]
Figure 8. Illustration of the dendrogram using the HC. (a) ARIMA. (b) OU.

Figure 9. Illustration of fishing vessel trajectories in a region clustered by HC using 15 clusters. Figure (a) shows ARIMA results, in which trajectories in the green group present more turns and maneuvers than the yellow group. While, figure (b) presents OU. (a) ARIMA. (b) OU.
cluster corresponds to zigzag or more chaotic tracks, while the green cluster contains vessels with spiraled or circular movements.

In summary, ARIMA has the ability to capture vessels that are stationary or present a different pattern within common pathways. While the OU process identifies vessels that present irregularities in the time between messages. For instance, it detects large gaps of time between messages in a region where messages are received frequently with a short interval between them. In terms of clustering, DBSCAN is still a good approach to detect anomalies and outliers, but it fails to detect movement patterns. On the other hand, SC of the ARIMA models was able to detect different movement patterns which allows one to explore the behaviors of these fishing vessels. However, based on the visual analysis, this approach did not provide a well-defined analysis for outlier detection. Lastly, HC is a good approach to explore the vessels behavior as it provides different levels of clustering. By exploring these levels, it was possible to identify outliers that include: irregular time-gaps and different movement patterns within common and uncommon pathways. Additionally, it was possible to capture traffic patterns that include: the route direction and the number of maneuvers within the trajectory.

Figure 10. Illustration of fishing vessel trajectories in a region clustered by SC using ARIMA. Blue cluster shows straight pathways, the yellow cluster corresponds to zigzag or chaotic tracks, and the green cluster contains vessels with spiraled or circular move.
Conclusions

Research surrounding vessel trajectories typically makes use of unsupervised models in order to detect outliers based upon positional information. These approaches fail to detect anomalous behavior both in sparse regions of activity and along common traffic pathways. On the other hand, prediction methods that are used to detect anomalous behavior are only able to analyze single vessels at a particular instant of time. They are unable to analyze the anomalous behaviors associated with areas containing multiple vessels that may look normal unless one has specific guidance in terms of context or situational awareness. In addition, most datasets used in this domain are privately owned, making it difficult to reproduce scientific results.

Motivated by these gaps in the literature, this investigation utilizes the ARIMA and OU modeling techniques in order to generate similarity matrices that can be used to group vessels based on their behavior using clustering algorithms. As a result, the coefficients produced using the OU process were able to capture anomalous behaviors associated with observations having irregular time gaps between messages and routes that deviate from the norm. While the ARIMA process was able to detect stationary behaviors and abnormal patterns within common pathways. These results can be observed when using DBSCAN which also performed well at detecting outliers. However, DBSCAN essentially produced a single high-density cluster, lacking the representation of different behavior patterns.

On the contrary, the results obtained using the SC algorithm with the OU and ARIMA process suggest that SC was able to detect patterns using both models. When using the ARIMA process with SC, different vessel movement patterns were detected making it an appropriate approach to represent vessel behavior. However, when using the OU process, the clustering was influenced by the geographical location of the vessels, jeopardizing its ability to use movement behavior as a prominent feature. Also, the outliers detected with the silhouette measure for both models were not as meaningful as the outliers detected by DBSCAN because they do not present a different pattern from the other vessels in the same region.

In general, HC appears to be the most suitable clustering algorithm to explore movement patterns and detect outliers when using OU and ARIMA. The application of the HC algorithm to both modeling techniques produced one high-density cluster along with sparsely populated clusters. The smaller clusters contains trajectories that are the same as the outliers detected by DBSCAN. Also, both modeling techniques used with the HC algorithm produced different cluster shapes, detecting different types of movement patterns. In this scenario, the OU process divides the trajectories based on their directions, while ARIMA divided them based on the maneuver frequency (i.e. number of turns). Unlike others, the HC algorithm allows one to explore the similarities and differences in vessel behavior on a more granular level. Such an analysis is able to produce meaningful insights, supporting the detection of anomalous behavior between multiple vessels.

The analysis performed in this investigation demonstrates that the ARIMA and OU processes can be used to model the behavior of fishing vessels. The application of clustering techniques to these models is able to segregate vessels into groups that exhibit similarities in their movement patterns. The selection of the clustering approach depends on whether you are trying to identify specific vessel behaviors.

For future work, multivariate methods could be investigated to improve the modeling of trajectories. Such methods support the addition of other variables like speed and course, which may help capture different movement behaviors. For instance, with the OU process, the first derivative could be used to incorporate the velocity of the vessel into the model and applying the second derivative to incorporate the acceleration of the vessels. Moreover, to avoid adding artifacts to the clustering analysis due to the large errors provided by some models, future work may partition the data based upon local geographic regions prior to analysis. The analysis of a specific region should reduce the variability of the type of trajectories in the dataset by focusing on particular behaviors, making it easier to model vessel movement using the techniques explored in this analysis. Additionally, filtering methods should be incorporated to remove noise and help reduce errors. Lastly, feature selection will be explored to identify the most influential features for this type of analysis.
Notes

1. The Wiener process is a real-valued continuous-time stochastic process used in physics to study Brownian Motion, the diffusion of minute particles suspended in fluids, and other types of diffusion problems (Ustunel 2006).
2. The dataset is available at https://coast.noaa.gov/htdata/CMSP/AISDataHandler/2020/index.html.
3. The latitude and longitude were divided by 90 and 180, respectively.
4. The number of messages composing each trajectory varies between [100, 36000], with most having around 7000.
5. An MSE average of 0.01 has an error of approximately 1000 meters in terms of latitude and longitude.
6. The source code is available at https://github.com/marthadais/MovementAnalysis.
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