“Internal tide pools” prolong kelp forest hypoxic events

Paul R. Leary 1,*, C. Brock Woodson,2 Michael E. Squibb 3, Mark W. Denny,4 Stephen G. Monismith,5 Fiorenza Micheli4

1Department of Physics, Naval Postgraduate School, Monterey, California
2College of Engineering, University of Georgia, Athens, Georgia
3Center for Ocean Solutions, Stanford University, Stanford, California
4Hopkins Marine Station, Stanford University, Pacific Grove, California
5Department of Civil and Environmental Engineering, Stanford University, Stanford, California

Abstract

This study uses field observations within a single kelp bed in southern Monterey Bay, California, to evaluate the retention of cold, hypoxic water within depressions in the rocky reef following relaxation of internal wave events. Just as tide pools in the rocky intertidal zone persist in depressions following the relaxation of surface waves and tides, “internal tide pools” persist in depressions in the subtidal reef following the relaxation of internal waves. When internal waves contain low dissolved oxygen (DO) water, the duration of hypoxic events can be extended for organisms within the pooling zone. Additionally, we suggest that internal wave run-up can cause the early arrival of cold hypoxic water in these same areas, thereby extending hypoxic events further. Together, internal tide pools and wave run-up extend event durations by 20% on average. However, some events are extended up to 160% of the regional-scale event length, which may be more ecologically relevant than the mean extension. When internal waves contain other environmental covariates (e.g., low pH, nutrients), internal tide pools are expected to create a similar time extension and patchy landscape in these quantities. We attribute the slowing of the relaxation of sub-thermocline water within pooling zones to retention within the reef itself rather than a drag effect of the kelp bed. Following hypoxic internal bores, internal tide pools cause a period of extreme spatial variability in the DO and temperature field which is likely to impact the distribution and behavior of local organisms.

Expansion of oxygen minimum zones linked to global climate change has led to an increase in hypoxic events along the inner-to-mid continental shelf of the northeastern Pacific, with severe consequences for marine ecosystems (Grantham et al. 2004; Bograd et al. 2008; Chan et al. 2008; Stramma et al. 2010; Booth et al. 2014). In contrast to the historic understanding of hypoxic events that develop from eutrophication in sheltered waters such as estuaries and lakes (Breitburg 1992, 2002; Rabalais et al. 2002; Breitburg et al. 2009; Rabalais 2009), hypoxic events in this eastern boundary current system are strongly connected to the advection of deep, offshore-sourced low-oxygen waters onto the shelf via upwelling (Chan et al. 2008). As such, oxygen (and the concomitant pH) fluctuations are often strongly coherent with temperature and salinity fluctuations (Booth et al. 2012; Walter et al. 2014).

Low oxygen events have been documented within nearshore kelp forests of 10–20 m depth or less (Booth et al. 2012; Frieder et al. 2012; Micheli et al. 2012). While kelp forest events low enough to fall under the traditional definition of hypoxia (< 2.0 mg L−1 dissolved oxygen [DO]) are uncommon (Booth et al. 2012), events low enough to significantly impact local biodiversity (< 4.6 mg L−1) are regular occurrences, and we take this as our operative definition of hypoxia (Vaquer-Sunyer and Duarte 2008). Such hypoxic events in upwelling zones are characterized by strong semi-diurnal and diurnal DO and pH fluctuations due to the advection of deep, offshore low-oxygen waters (Booth et al. 2012). During and after low oxygen and low pH events, strong spatial gradients occur between sites (Kapsenberg and Hofmann 2016), as well as along cross-shore and vertical axes within a site (Frieder et al. 2012). Spatial gradients in DO have been attributed to different drivers in different
settings (Booth et al. 2012; Frieder et al. 2012; Micheli et al. 2012), but direct mechanistic relationships between these regional-scale drivers and the local-scale DO dynamics within kelp forests and associated rocky reefs are not well understood. It is critical to build an understanding of these relationships if we hope to predict temporal and spatial DO variability in novel future settings.

Within Monterey Bay, a known upwelling zone and the location of this study, the regional-scale transport processes responsible for delivering low DO water into kelp forests (nearshore internal bores) are well studied, allowing us to parse in detail the mechanisms of event development and relaxation. However, little is known of how these processes occur within a single kelp forest, or across a complex rocky reef. Water-column temperature (T), DO structure, and currents in southern Monterey Bay are dominated by semi-diurnal internal tides (Storlazzi et al. 2003; Walter et al. 2012). Here, strong regional upwelling winds draw the offshore thermocline (and oxycline) onto the shallow shelf, where local surging internal waves then deliver this cold and hypoxic water into the shallow nearshore in distinct pulses (Booth et al. 2012; Walter et al. 2012, 2014). Internal waves in southern Monterey Bay, and other areas, have been shown to play an important role in many other processes as well (McPhee-Shaw et al. 2007; Cheriton et al. 2014; Rosenberger et al. 2016). The internal wave field of southern Monterey Bay is not strongly influenced by surface swell and is thus only weakly correlated with the free surface (Storlazzi et al. 2003; Woodson 2013). By contrast, the amplitude and frequency of nearshore internal wave events appear to be modulated by offshore upwelling winds via the offshore thermocline height, where a shallower thermocline yields smaller, higher frequency waves, with the reverse for a deeper thermocline (Walter et al. 2014). Internal wave events in this region are also different from the traditional, shallow-slope nonlinear internal bore model, in which an internal wave shoals and breaks on a gentle slope forming a bolus with a turbulent trailing edge (Leichter et al. 1996). Instead, the waves do not shoal and break classically, but behave more like a surging wave with a highly stratified cold front and significant vertical mixing during the relaxation due to high shear (Walter et al. 2012). These features would be most properly referred to as surging nonlinear internal waves, however for simplicity’s sake, we will refer to them hereafter as bores, consistent with other recent literature from the area. Regardless, it is very unlikely that this distinction would significantly affect the small scale processes discussed in this article.

While regional-scale internal bore processes are well studied for this location, our understanding of their fate within the geometrically complex kelp forest and reef is limited. It is possible that internal bores which penetrate the kelp forest remain stratified throughout the arrival and relaxation cycle due to the kelp’s stabilizing effect on the water-column through reduction of shear. Within the kelp forest, currents are reduced and high frequency velocity fluctuations are damped considerably compared to outside the forest (Jackson 1984, 1997). These effects are depth related, with the highest reductions occurring at the surface and decreasing with depth (Rosman et al. 2007). The damping of velocity fluctuations is also frequency dependent, such that high frequency internal waves and turbulent fluctuations are damped, whereas tidal frequencies are not (Rosman et al. 2007). Thus, the overall effect of the kelp bed may be an evening of the vertical flow profile, reducing shear such that vertical mixing within the kelp bed itself is suppressed (Rosman et al. 2007).

We propose that the aforementioned processes may interact to create a retention mechanism for sub-thermocline, low DO water within the kelp bed’s rocky reef topography following internal bore relaxation, which we call the “internal tide pool” hypothesis. It is possible that during internal bore relaxation, cold water residing within the reef topography during the relaxation process may not mix vertically (Bell and Thompson 1980), but instead pool or otherwise “drain” by gravity through the reef contours, impeded by the restriction and relative enclosure of reef depressions, such as those formed by low points in bedrock or sand patches between rocky outcrops. This is likely enhanced by the presence of kelp, and thus by reduction of vertical mixing, as described above. In this state, sub-thermocline water within the topography, left behind by the relaxing internal bore, would resemble an internal analog to the tide pools common in the rocky intertidal zone during low tide, which we call the “internal tide pool” (Fig. 1).

This conceptualization of retention of sub-thermocline water is not intended as an exact mechanism that applies wholly in every case. The degree (or time) that sub-thermocline water may be retained by reef topography is likely a function of local reef morphology, individual bore characteristics (e.g., propagation direction, speed, stratification), and other factors. Many of these factors are also influenced by regional characteristics, such as shelf slope and location of the continental shelf break. Therefore “pooling,” as described above, is likely not a binary process, but rather can be thought of as a continuum of relative retention spanning permanent residence of sub-thermocline water to draining at a rate identical to a smooth bottom. “Pooling” however, is distinct from a more general “trapping” of sub-thermocline water by the rocks and kelp, as pooling is concentrated within topographic lows with kelp having little retentive effect.

Besides internal pooling during the relaxation process, these same depressions may experience more rapid onset of cold and hypoxic conditions during internal wave run-up as it interacts with the reef topography. As an internal bore propagates onshore, its leading edge is accelerated and raised higher in the water-column inshore than offshore, due to the sloping bottom (Wallace and Wilkinson 1988; Jensen
et al. 2003). Therefore, the arrival of cold water will occur earlier at inshore locations for sensors mounted on or near the bottom, than for similar depths in the water-column offshore.

The objective of this study is to document observation of and, to the extent possible from measurements at one location, evaluate this novel “internal tide pool” hypothesis, and assess its potential to prolong hypoxic events within our local kelp forest and reef. We deployed an array of moored temperature and DO loggers at sites inside and outside a kelp forest to compare the retention of sub-thermocline water within the reef to outside the kelp/reef for a number of internal bore events. We use indexing techniques to delineate water delivered by bores from other water masses as well as to separate stages of an individual bore event, describe the generalized nature of bore events for each site within the forest, and compare events among sites.

Methods

Site description

Hopkins Marine Station (HMS) in Pacific Grove, California (32.62053°N, 121.904°W) is located in the southern portion of Monterey Bay, on the central coast of California, U.S.A. The Pacific Grove coastline is unusual for the California coast in that it faces generally northeast, and is thus
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**Fig. 1.** Conceptual cartoon of the formation of “internal tide pools” in the kelp forest reef. Dashed line symbolizes the pycnocline in all panels. (a) The arrival-phase where an internal bore (gray) propagates into the otherwise well mixed water-column, gradually filling the water column from the bottom (Walter et al. 2012), and spilling into topographic depressions. (b) The internal bore has stratified the water-column and most of the water-column is cold and hypoxic (main phase). (c) The relaxation-phase where the sub-thermocline water within the unobstructed water-column propagates offshore, but sub-thermocline water within the topography is impeded by rock structure. (d) Internal tide pools are formed due to retention of sub-thermocline water within the rocky topography for a period following the general relaxation.
sheltered from the dominant swell and wind forcing (NW and W) which are characteristic of the larger region. The reef at HMS is oriented at roughly 85° in the cross-shore direction (i.e., the shoreline faces 85° offshore). The contiguous reef spans ~100 × 250 m, and is composed of high relief granite substrate (> 2 m relief for 60% of the reef), interspersed with sandy patches (70% bedrock, 30% loose rock and sand), and a dense *Macrocystis pyrifera* kelp forest (average kelp stipe density of 3.5 stipes m⁻²; [http://www.piscoweb.org/](http://www.piscoweb.org/)). The northeast corner of the reef, where this study took place, has high relief with pronounced depressions.

Currents within Monterey Bay are dominated by the M₂ tidal component (12.42 h period, up to 0.2 m s⁻¹) ([Breaker and Broenkow 1994](https://www.sciencedirect.com/science/article/pii/0967064594900315)). Internal waves in this region typically originate from the Monterey Canyon mouth ([Petruncio et al. 1998](https://doi.org/10.1080/00268929809359783); [Walter et al. 2012](https://doi.org/10.1080/00268929809359783)). These internal waves arrive on a median heading of 195.4° at roughly 0.1 m s⁻¹, and relax on a median heading of 153.8° at roughly 0.16 m s⁻¹ ([Walter et al. 2012](https://doi.org/10.1080/00268929809359783)).

Experimental setup

Four miniDOT DO and temperature sensors ([PME, Vista, California](https://www.pime.com)) were deployed within the rocky reef in the kelp forest outside HMS from 12 June 2014 to 24 August 2014 at two sites (referred to hereafter as the benthic sites), roughly centered on 36.6234°N, 121.9022°W (Fig. 2a).

The benthic sites were roughly 30 m apart in the center of the kelp bed, both on the 10 m depth contour. These sites targeted depressions within the reef. At each site, a pair of miniDOT sensors was deployed with one sensor at the concave bottom or “trough” of one of the depressions, and the other placed nearby atop the rocky “ridge” that defines the boundary of the depression (henceforth referred to as the trough and ridge sensors, respectively). This configuration was deemed sufficient to demonstrate observations of retention within chosen reef depressions, but we acknowledge that more replication, and in different locations and habitats, is required to extrapolate or generalize the phenomenon. In addition, offshore water-column temperature data were taken from a thermistor chain moored at 36.62094°N, 121.90044°W, at 15 m water depth, with thermistors placed at 1 m, 4 m, 7 m, 10 m, and 13 m above the bottom (Fig. 2b). We refer to this thermistor chain as the offshore site.

Consistency between sensors was checked using a common water bath before and after deployment, with no significant deviations between sensors and thus no corrections performed. All data from these checks, as well as the deployment, met quality control guidelines given in the associated instrument manuals.

Data processing

Thermistor-chain data were processed by interpolating between individual thermistors using piecewise cubic Hermite interpolation ([MATLAB, Mathworks, Natick, Massachusetts](https://www.mathworks.com)) to a vertical resolution of 0.05 m. “Trough-equivalent” and “ridge-equivalent” offshore temperatures for comparison to the benthic sites were taken from these interpolated values from the offshore thermistor-chain, at depths equivalent to those at both benthic sites (6 m and 8 m above the bottom, respectively). As the trough and ridge sensors at the benthic sites measure these event dynamics as they occur deep within the rocky reef (trough) and the kelp forest water-column (ridge), the trough-equivalent and ridge-equivalent measurements at the offshore site serve as a depth-equivalent comparison, absent any effects of topographic structure.

Event selection

The thirty clearest examples of “typical” internal bores, i.e., those that most clearly fit the bore characterization of previous studies in this location ([Walter et al. 2012](https://doi.org/10.1080/00268929809359783)), were selected from the offshore water-column-temperature time series. Automated selection of these events yielded similar results, however, manual selection was more straightforward and intuitive and is therefore reported here. The nearshore arrival, residence, and relaxation periods of a single nonlinear internal wave (i.e., a bore) have been defined in the literature using different terminology in different contexts. Here, we refer to the “arrival-phase” as the period when the bore is...
propagating inshore, and bottom temperature and oxygen within the kelp forest is declining. The period in which the bore has maximally filled the water-column, and bottom temperature or oxygen is at or near its lowest and does not appreciably change through time, is referred to as the “main phase.” Finally, the “relaxation-phase” is defined as the period when the bore is propagating offshore and bottom temperature and oxygen are increasing (Fig. 3). In many reported results, the time axis includes the first or last 60 min of the main phase, so as to capture the transition between the phases. We refer to the “transition” as the period when a bore front is passing a given sensor, and the temperature and oxygen are changing most rapidly. Only bores with clearly defined arrival and relaxation-phases, and a distinct stable low temperature main phase with little temporal variability during this time were used in analyses. During these bores, cold water masses caused a temperature decrease of at least 3.5°C, with the thermocline rising to more than 8 m above the bottom (i.e., shallow enough to reach all sensors), and durations ranging from 1 h to 8 h. Examples of water masses that were not used included multiple or interacting bores, bores with significant high-frequency variability, anomalous cold water masses (cold water masses that behaved nothing like an internal wave, such as directly-upwelled water), and bores driving very short events, all of which are likely the product of, or at least complicated by, other regional scale transport processes (Fig. 4). Added complexity from these conditions makes comparisons between events extremely difficult.

Once individual bores were identified, the starting and ending times for the main phase were defined by selecting the beginning and end of the flat portion of the offshore “trough-equivalent” (6 m above bottom) temperature time series, that is, between the decreasing $T$ portion during bore arrival, and increasing $T$ portion during bore relaxation (Fig. 3). These offshore temporal bounds encompassed the event at the regional scale, providing a baseline for comparison between sites, and were thus kept constant between sites for each event. All other indexing (detailed below) was done using automated methods, referenced from these time points (i.e., in further analyses, the chosen start and end points of the main phase define $t=0$ for that specific arrival or relaxation).

**Analysis**

A primary indication of “internal tide pooling” is the early (leading) appearance of cold water during arrivals and delayed (lagged) departure of cold water during relaxation at the benthic sites, especially near the trough sensors. We quantified this time of increased exposure to low cold hypoxic water at the benthic sites, during both arrivals and relaxations, with what we refer to as “added exposure time” defined as the time that is added to this regional-scale total event time within the benthic sites, and quantified as follows. A temperature range was quantified as the total temperature range across all sensors of equivalent depth (e.g., trough and trough-equivalent sensors) for a 6-h window following the end of the main phase (e.g., $T_{\text{range}} = T_{\text{max}}$, all trough sensors, 6-h window) $- T_{\text{min}}$, (all trough sensors, 6-h window)). For a given sensor following a given main phase, the “exposure time” is defined as the time before the beginning (arrivals) or after the end (relaxations) of the main phase when $T_{\text{sensor}} = T_{\text{min}} + 0.4 \ T_{\text{range}}$. All of these calculations used a smoothed temperature time series (30 min moving-window averaging).

The factor of 0.4 was chosen because all sensors reached a temperature above this threshold during each event. By contrast, in some events, all sensors did not necessarily reach a higher threshold (e.g., 0.5). The arrival-phase start was defined similarly relative to a 6-h window preceding the start of the main phase. The “added exposure time” during arrival, for each benthic sensor, was defined as the difference in arrival-phase start times between the offshore thermistor chain and the benthic sensor (offshore–benthic). During relaxation, added exposure time was the difference in relaxation-phase end times between the benthic and offshore (benthic-offshore) sites. In both the arrival and relaxations, the “added exposure time” defines how much longer the exposure is at the benthic site sensors, over their equivalents at the offshore site. The total exposure time for the offshore site (which defines the event length at the regional scale) was defined as the time between the start of the arrival phase and end of the relaxation at the offshore thermistor chain site. The “added exposure time” is the time that is added to the total exposure time within the benthic sites. Differences in mean added exposure times were tested with a one sample $t$-test, where the null hypothesis is no difference in time...
between the benthic and offshore sites (i.e., mean difference = 0). In addition, bore propagation delays between sites were measured by comparing the timing of noticeable high-frequency features (e.g., large but brief temperature fluctuations from high-frequency internal waves or similar), apparent at all sensors during arrival and relaxations.

To describe the generalized characteristics of the arrival and relaxation process unique to each sensor location, we constructed normalized arrival and relaxation curves. We normalized the temperature (or oxygen concentration) during each arrival or relaxation by the temperature (or oxygen concentration) range across all paired sensors for a 6-h period. That is, $T_{\text{normalized}} = (T_{\text{sensor}} - T_{\text{min}})/T_{\text{range}}$ or $\text{DO}_{\text{normalized}} = (\text{DO}_{\text{sensor}} - \text{DO}_{\text{min}})/\text{DO}_{\text{range}}$. This 6-h period overlapped the main phase by 1 h (to capture the transition), and extended 5 h in either direction from the main phase. That is, the interval used to normalize the relaxation characteristics began 1 h before the end of the main phase, and extended 5 h after the end of the main phase. For arrivals, we used an interval beginning 5 h before the start of the main phase, and extending 1 h into the main phase. With this approach, temperature (or oxygen concentration) was nondimensionalized, but time remained in dimensional units (minutes) as time intervals were the same across all
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**Fig. 4.** Examples of manual bore event selection criteria and rationale. In each, axis (i) is the water column temperature, while axis (ii) is the corresponding ridge and trough-equivalent temperature, both from the offshore thermistor chain. (a) Example of internal bore event selected for its large temperature difference, clearly defined arrival and relaxation, large enough bore height to reach all sensors, as well as a significant “main phase” for comparative analysis. Arrival exposure time (as defined in text) highlighted in yellow, main phase in red, and relaxation exposure time in purple. (b) Example of internal bore event not selected due to its interaction with multiple bores, which complicate dynamics at all phase. (c) Example of internal bore event not selected due to its small bore height and temperature range, as well as the relatively short main phase.
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events. Means and standard errors of normalized temperature and oxygen were then calculated across all events at each time point. For normalized ridge-trough temperature or DO gradients ($D_{T\text{normal}} = (T_{\text{ridge}} - T_{\text{trough}})$ normalized; $D_{\text{Onormal}} = (\text{DO}_{\text{ridge}} - \text{DO}_{\text{trough}})$ normalized), values were subtracted directly in the raw data before calculating mean and standard error (rather than subtracting the means after the fact). Individual relaxation slopes were calculated from each normalized curve. For all normalized curves, where standard errors did not overlap between curves, a two-sample $t$-test between the curves at that particular time point yielded a $p$-value less than 0.05, and thus were determined to be significantly different. Normalized curves including DO were constructed only from events that contained hypoxic water, as events from non-hypoxic bores had a very different DO-$T$ relationship. We included all internal wave events for results not dealing directly with oxygen, as they still demonstrate the physical mechanism behind DO variability, during low DO events.

**Results**

**General characteristics of events within the kelp forest**

The arrival and relaxation of a bore were characterized by distinct patterns in the oxygen and temperature variability (Fig. 5). Clear examples of pooling within the reef appear when, during bore arrival, temperature readings at the trough sensors dropped several degrees below the reading at the equivalent thermistor chain depth and persisted for the duration of the arrival, before converging on the minimum (e.g., Fig. 5, time $= 10:00$–$14:00$ h). During the event itself, DO and temperature readings at ridge and trough sensors, and benthic and offshore sites, were nearly identical (e.g., Fig. 5, time $= 14:00$–$16:45$ h). Notably, upon the start of bore relaxation, ridge sensor readings in the benthic sites jumped by several degrees (or mg L$^{-1}$ DO) within minutes, while the trough sensor readings climbed gradually over a period of several hours, not converging with the reading at the ridge sensor until that time had elapsed (e.g., Fig. 5, time $= 16:45$–$21:00$ h). This effect was more pronounced at the benthic sites (Fig. 5c,d) than at the offshore mooring (Fig. 5b).

**Added exposure time in the kelp forest**

Mean added exposure times during the arrival-phase at benthic sites 1 and 2 (Fig. 6a) were significantly greater than 0 min, 32.3 min ($p < 0.001$), and 40.4 min ($p < 0.001$), respectively, at the trough sensors, and 8.0 min ($p > 0.05$, not significant) and 38.2 min ($p < 0.001$), respectively, at the ridge sensors. Mean added exposure times during the relaxation-phase (Fig. 6b) at both benthic sites were 23.3
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![Fig. 5. Example of a single hypoxic internal wave event across all sites from 28 June 2014. Time axis is the same for all plots. Note the drop to minimum temperature and DO levels much earlier in the arrival process as well as the delayed onset of relaxation in the benthic trough sites over the equivalent offshore. Ridge sensors are more similar across all sites. (a) Color-coded water-column temperature from the offshore thermistor chain, with very apparent cold water mass arriving beginning at roughly 10:00 h, and relaxation beginning 16:00 h. Solid yellow line indicates depth of trough sensors, and dashed yellow line indicates ridge sensors, at all sites. Mab, meters above the bottom. (b) Offshore temperature at both the trough-equivalent (solid) and ridge-equivalent (dashed) locations. (c) Trough (solid) and ridge (dashed) temperature (green) and DO (blue) at benthic site 1. (d) Trough (solid) and ridge (dashed) temperature (green) and DO (blue) at benthic site 2.](image-url)
min ($p < 0.001$ at both sites) at the trough sensors, while neither sites' added exposure times were significantly different from 0 at the ridge sensors. The trough sensors followed a pattern of added exposure consistent with extension of an event due to increased filling rate of topographic depressions upon bore arrival.

The added exposure times within the benthic sites during the relaxation-phase followed a pattern where the ridge sensors exhibited insignificant added exposure times, but the trough sensors exhibited significant added exposure time (Fig. 6b). The overall events as they occur at the regional scale, taken from the start of the arrival to the end of the relaxation at the offshore site, lasted on average 384 min and ranged from 126 min to 530 min (Fig. 6c). These are the durations that benthic site added exposure extends upon.

When directly paired with their regional event duration, the added exposure times are on average 20–26% percent of the regional event lengths with positively skewed distributions (Fig. 7). We found weak or no correlation between the total event length at the regional scale and the added
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**Fig. 6.** Histogram of the number of events at each time bin across all events in our time series. Vertical lines represent the mean of each distribution (for each sensor, see legend). (a) Distributions of added exposure times (minutes) at benthic sites 1 and 2, ridge (i) and trough (ii) sensors during arrival, all events. (b) Distributions of added exposure times (minutes) at benthic sites 1 and 2, ridge (i) and trough (ii) sensors during relaxations, all events. (c) Distributions of the total event times at the ridge-equivalent (i) and trough-equivalent (ii) sensors from the offshore thermistor chain.
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**Fig. 7.** Added exposure times (arrival and relaxation together) at the trough sensors, expressed as a percentage of the length of their corresponding event at the regional scale, for benthic site 1 (a) and benthic site 2 (b).
exposure time in the benthic sites (Fig. 8). That is, the longest (or shortest) added exposure times did not correspond with the longest (or shortest) regional scale events, therefore, there are some instances in which long added exposure times in the benthic sites correspond to short events at the regional scale. In some instances, the exposure time in the benthic sites increases by more than 100% of the regional scale event length. For instance, we have examples of 130-min, 150-min, and 250-min regional scale events (offshore site, trough-equivalent) which are each extended an additional 150 min at the benthic sites’ trough sensors (extensions of 125%, 100%, and 60%, respectively).

**Normalized arrivals and relaxations**

During arrivals (Fig. 9a), trough sensors at the benthic sites maintained ~ 10% lower temperature, on average, for the initial half of the arrival period compared to the temperature at the equivalent depth offshore. While the normalized arrival temperature is lower at the benthic sites than offshore, this difference is significant only for a fraction of the arrival process. These patterns are consistent with the hypothesis that arriving internal waves and resulting wave run-up within the kelp forest fill depressions in the rocky reef during arrival, causing an earlier drop in trough temperature than that expected due purely to the arrival of the regional-scale event. As the arrival-phase did not demonstrate clear pooling patterns, only the relaxation-phase will be further detailed here (for the equivalent results during the arrival-phase, see Supporting Information).

During relaxation (Fig. 9b), the pattern of delayed temperature recovery at the trough sensors was quite apparent, with significant reductions in benthic site trough temperature compared to the equivalent depth offshore, starting at ~ 30 min and continuing until ~ 240 min into the relaxation process. The ridge sensors were not significantly different from the equivalent sensors offshore during any part of the relaxation-phase and the offshore trough-equivalent followed very similar patterns as the ridge sensors.

**Normalized relaxation rates**

During the relaxation transition (i.e., the transition between main phase and post-event temperature; ~60 min to 60 min), the rate of temperature change of the normalized relaxations at the offshore trough-equivalent and all ridge sensors were significantly higher than in the benthic sites, peaking at twice the benthic site rate (Fig. 10). While the offshore and benthic sites begin the relaxation at roughly the same temperature, the offshore trough-equivalent temperature maintains its faster relaxation rate throughout the entire relaxation process, over the benthic site trough temperature (Figs. 9b, 10). In contrast, all ridge sensors (benthic and offshore equivalent) relax at similar rates to each other as well as to the offshore trough-equivalent (Figs. 9, 10). Following the relaxation transition, all sensors converge on similar slopes.

**Normalized Atemperature and relaxations**

The differences between the ridge and trough temperatures ($\Delta T$) were significantly greater at the benthic sites for the latter ~ 70% of the relaxation, with a maximum difference in the benthic sites of more than twice the $\Delta T$ over the equivalent depth offshore (Fig. 11). That is, the reef topography helps maintain a larger ridge-trough temperature difference for longer than the equivalent depths outside. During the relaxation process, the ridge sensors all follow similar patterns, and the difference between the benthic sites and offshore $\Delta T$ is from differences in the relaxation dynamics at the trough sensors exclusively.
Relationship with DO

The normalized temperature and DO differences (\(\Delta T\) and \(\Delta DO\) between the ridge and trough sensors) follow nearly identical patterns at the benthic sites, when considering only bores that contained low DO water (i.e., all events below 4.6 mg L\(^{-1}\), minimum DO observed was 2.6 mg L\(^{-1}\)) (Fig. 12). The slight differences in pattern between the sites indicate small differences in relaxation dynamics, although the similarity of the \(\Delta T\) profiles with those in Fig. 11 indicates that most of the variability is driven by a similar process. Note that only benthic sites are reported for the relationship with DO, as no oxygen measurements exist for the offshore water-column. However, the similarity with Fig. 11 for these sites suggests that the offshore DO would...
follow a similar pattern, where the difference in DO between the ridge and trough sensors would be smaller than that seen in the benthic sites.

**Discussion**

In this study, we found that the complex rocky reef topography within a kelp forest actively increases the residence time of cold, low DO water during internal wave arrival, and relaxation. We propose that this added exposure time results from earlier arrival of bores, increased filling rate of topographic depressions during the arrival process as a result of wave run-up, delayed relaxation, and restricted draining during the relaxation process. We propose that, because these retentions within the reef are the result of an internal process analogous to retention of water in tide pools in the rocky intertidal zone, they may be thought of as “internal tide pools” (Fig. 1). Use of this model in future studies will allow us to effectively compare topographical, advective, spatially-variable properties that lead to the formation and dissipation of these pools and, ultimately, to predict their effect on benthic organisms. To our knowledge, this is the first time such a process has been described. Where these pools contain low DO water, it is likely that they create spatial heterogeneity in the exposure of benthic organisms to low oxygen conditions.

We should clarify that the differences between sites are not the result of simple bore propagation delays. We found that on average, propagation delays account for less than 3 min during arrival, and less than 5 min during relaxation. Thus, the leads and lags attributed to internal pooling (lasting hours) are substantially greater than those from simple propagation differences. The large differences between our pooling observations and our propagation delay estimates, as well as the fact that our signal is concentrated below the upper elevations of the topography (whereas a propagation delay would be visible at both ridge and trough sensors), support our internal tide pool hypothesis.

We acknowledge that the conclusions in this study are based on a small number of sites within a single kelp forest/rocky reef, although these results are based on a large number of events for this location. Therefore, while we take our conclusions as a repeatable depiction of events as they occur at our study site, our intention is not to provide a description for direct extrapolation to other locations. However, as this set of features, which create internal tide pools in our site, are common in many other locations (e.g., low-oxygen internal waves, large rocky topographies), we contend that it is likely that a process similar to this occurs elsewhere, and is worth further measurement in other locations to determine the generality of our findings.

**Direct measurements of leads and lags in the kelp forest**

In this study, we observed clear extensions to the duration of internal bore events in the kelp forest’s rocky reef topography, both during the arrival and relaxation processes. We tentatively attribute the earlier arrival (longer added exposure) at site 2 compared to site 1 to the water movement pathways between the topography as the internal wave run-up snakes upslope through different channels. We acknowledge that, absent a fine scale topographic map of the reef, as well as detailed measurements of flow patterns between the two sites, this explanation for the difference between the ridge sites during the arrival is speculative. However in a follow up on this study, these types of differences between sites are observed frequently, often having little relationship with cross-shore, or other major axes. We
also point out that, in spite of the complicated differences between sites at the ridge sensors, extensions to internal bore events are robust across a large number of events, within the topography itself. We propose that the relaxation extension to be the result of an impeded draining, or a restricted gravity current flowing through and around the reef topography.

Besides the average exposure time increases, we show that there are important, but less frequent, extreme extensions to the duration of exposure to low oxygen water from internal tide pooling. While we observed significant, positive mean added exposure times in the benthic sites during both the arrival and relaxation processes, many of the added exposure distributions are positively skewed. So, while on average these events create moderate increases in exposure time within troughs, there also exist a small number of events where these increases are extremely long. In ecology, many communities are not structured or limited by the means of their environmental conditions, but rather by the extremes (i.e., the outliers) (e.g., Wolcott 1973; Miller et al. 2009; Denny et al. 2011; Kelly et al. 2011). It could be that occasional extreme exposure events, rather than frequent minor events, push organisms over an exposure limit, with a response resembling more of a threshold effect rather than a graded response (Portner and Knust 2007; Portner 2010). Parsing the individual bore attributes (e.g., directionality, offshore conditions) which contribute to more or less added exposure time will require further study with detailed regional measurements.

**Normalized pooling dynamics**

In the normalized example of arrival dynamics, we found a small but significant difference between the offshore and benthic sites’ temperatures at the trough (and trough-equivalent) sensors during the first third of the arrival, with the trough temperature being significantly lower early in the arrival but not during most of the latter portion of the arrival (Fig. 9a). The pooling pattern during the relaxation, however, is much more significant. During this period, a strong ridge–trough temperature gradient (∆T) exists within the topography in the kelp forest for a longer period of time than the equivalent offshore sensors (Fig. 11). This appears to be the result of a delayed start to the relaxation process at the trough sensors (Fig. 9b) as well as a reduced relaxation rate at these sensors once relaxation has begun (Fig. 10). We attribute this to the impedance of the reef itself, slowing and delaying the relaxation within the kelp forest rocky reef topography. Also, the concentration of this signal at the trough sensors in the benthic sites exclusively distinguishes this pattern from a drag effect of the whole kelp forest, which would manifest as a delay and slowing of both ridge and trough sensors. Thus, we consider this to be clear evidence of retention of internal bore water within depressions in the reef topography during the relaxation process, consistent with our internal tide pool hypothesis.

While we posit that this is clear evidence of retention within the reef, which we have referred to as “pooling,” we note that this pooling could take the form of a few subtly different mechanisms, ranging from pools fully detached from the sub-thermocline water mass, to slowed draining of sub-thermocline water. Our observations are distinct from water “trapping” however, in that the retention signal is concentrated within the topography.

**Implications**

Internal tide pooling has critical implications for nearshore ecology. Given that, during certain times of the year, internal bores in the area can be very low in oxygen (Booth et al. 2012; Walter et al. 2014), it follows that this pooling process has the potential to substantially prolong hypoxic events for benthic communities in the pooling areas. Except under rare circumstances, the presence of hypoxic internal tide pools is unlikely to cause direct mortality, evidenced by the fact that kelp forest and other nearshore upwelling system communities have long experienced this type of variability (Booth et al. 2012) yet still have thriving benthic communities. However, recent expansion of oxygen minimum zones (OMZs; Bograd et al. 2008; Stramma et al. 2010), and increases in coastal OMZ delivery processes (Bakun 1990), may shift these events into a regime to which these communities are not adapted. The cumulative indirect impacts of sub-lethal events have been shown to have effects equal to those of direct mortality (Breitburg et al. 2009). In many settings, variability in the physical environment at surprisingly small spatial scales can exceed variability at larger scales (Denny et al. 2004, 2011). Our finding that, through the presence of internal tide pools, the fluid environment may have important variability on similarly small scales identifies a new layer to this habitat complexity.

Many potential effects of habitat complexity do not require that internal tide pools persist for long periods. As an example, in other systems, the presence of hypoxia reduces the quality of habitat through the avoidance of hypoxic water by a variety of taxa (Eby and Crowder 2002; Eby et al. 2005). Avoidance of hypoxia can have a major influence on predation efficiency, food availability, and other density-dependent factors (Vanderloep et al. 2009), as avoidance en masse tends to concentrate organisms into tolerable habitat (Pihl et al. 1991; Eby and Crowder 2002; Tyler and Targett 2007). Such density related impacts often take place on short time scales, especially in the case of predators feeding on a concentrated prey species (Johnson 2006a,b). Moreover, where groups vary in their oxygen tolerance, avoidance is often dictated by trade-offs between oxygen stress and other factors (e.g., predation risk, food availability, etc.). These trade-offs lead to a situation known as “aggregation on the edge,” where groups of organisms aggregate in their lowest tolerable DO to maximize their refuge from less tolerant
predators or proximity to more tolerant prey (Craig 2012). Where species do not avoid these hypoxic areas, but rather employ physiological and behavioral coping mechanisms, sub-lethal hypoxic stress has been shown to reduce growth and reproductive capacity (McNatt and Rice 2004; Cheek 2011). These effects are just beginning to be studied for California Current kelp forest systems, and the internal tide pool concept, with its associated influence on oxygen spatial and temporal variability, is likely to be an essential component to understanding the role of nearshore oxygen dynamics.

Internal tide pooling likely has effects beyond exacerbating hypoxia. These cold and hypoxic waters also have a low pH (Booth et al. 2012; Frieder et al. 2012; Kapsenberg and Holfmann 2016). The same biological processes that deplete DO also increase the concentration of dissolved carbon dioxide, potentially affecting benthic organisms in internal pooling zones through impacts on calcification and other physiological processes (Fabry et al. 2008; Byrne 2011; Kroeker et al. 2013), as well as through subterranean processes such as alteration of sensory abilities in fish (Dixson et al. 2010; Simpson et al. 2011). Also, it is possible that not all impacts of internal tide pooling are negative. For instance, internal bores are often high in nutrients, and thus pooling may enhance nutrient uptake by the benthos (Shea and Broenkow 1982; Zimmerman and Kremer 1984; McPhee-Shaw et al. 2007). Also, internal bores can be important in the delivery of food and larvae to nearshore systems, so pooling could enhance food availability and aid in settlement processes (Shanks 1983; Pineda 1991, 1994; Witman et al. 1993). Furthermore, while it will require further investigation, it is likely that an internal tide pool process occurs in many systems where internal waves and complex topographies co-occur (e.g., coral reefs). The impact in these areas is yet to be determined, but is potentially important and likely situation-specific.

Hypoxic exposure experiments that do not take into account real environmental variability are likely to be limited in their ability to predict what in situ effects will arise. While this study did not seek to provide answers to the ultimate impacts of hypoxia on coastal ecosystems, we hope to have illuminated some important nuances in how local communities experience this environment. As global oxygen minima expand into shallower water and further inshore (Bograd et al. 2008; Stramma et al. 2010; Booth et al. 2014), and as coastal transport processes that drive these events increase in strength (Bakun 1990), it is likely that coastal hypoxic events will increase in frequency and severity. Therefore, understanding the environmental process at scales directly relevant to the organisms is crucial in order to understand and mitigate the potential consequences.
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