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Abstract

The implementation of multi-stage splitting integrators is essentially the same as the implementation of the familiar Strang/Verlet method. Therefore multi-stage formulas may be easily incorporated into software that now uses the Strang/Verlet integrator. We study in detail the two-parameter family of palindromic, three-stage splitting formulas and identify choices of parameters that may outperform the Strang/Verlet method. One of these choices leads to a method of effective order four suitable to integrate in time some partial differential equations. Other choices may be seen as perturbations of the Strang method that increase efficiency in molecular dynamics simulations and in Hybrid Monte Carlo sampling.
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1. Introduction

We study in detail the two-parameter family of palindromic, three-stage splitting formulas and identify choices of parameters that may outperform the Strang/Verlet method.

The implementation of multi-stage splitting integrators is essentially the same as the implementation of the familiar Strang/Verlet method and, therefore, multi-stage formulas may be easily incorporated into software that now uses the Strang/Verlet integrator. Unfortunately multi-stage integrators do not appear to be as widely used as they deserve; a possible reason for such a lack of popularity is the difficulty associated with choosing the parameters that specify the integrator. For instance, when dealing with the two-parameter family of palindromic, three-stage formulas considered in this paper, it is tempting to choose the parameters so as to achieve order four; this is very likely to be an ill-advised decision. Our aim here is to describe in detail the plane of the parameters \((a, b)\) in the family under consideration so as to identify ‘good’ choices of coefficients. These choices have to be tailored to the problem at hand, i.e. there is no ‘universally best’ choice, and we give specific recommendations in this regard.

Section 2 describes the family under consideration. Sections 3 and 4 are devoted to the analysis; the former studies the behavior of the methods as the time-step \(h\) approaches 0 and the latter presents finite \(h\) results for the harmonic oscillator model problem. Numerical experiments are reported in Section 5. We successively consider: (i) the time integration of partial differential equations when the spatial errors are small, (ii) the same issue for large spatial errors, (iii) molecular dynamics simulations, (iv) Hybrid (or Hamiltonian) Monte Carlo sampling. In the final section we make specific recommendations on the choice of parameters, tailored to the problem under consideration.

Throughout the paper much attention is given to the idea of processing, as it appears not to be as well known as it deserves. In particular we show the advantages of processed integrators in the time integration of some partial differential equations.
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2. The family of palindromic 3-stage splitting methods

In this section we present the integrators studied in the paper.

2.1. Splitting algorithms

Let the system of differential equations of interest be

$$\frac{d}{dt}x = F(x), \quad F(x) = A(x) + B(x),$$  \hspace{1cm} (1)

where it is assumed that the split systems

$$\frac{d}{dt}x = A(x), \quad \frac{d}{dt}y = B(x),$$  \hspace{1cm} (2)

may both be integrated in closed form. We denote by $\varphi_i$ the solution flow of (2), i.e., for each $x_0$ and $t$, $\varphi_i(x_0)$ is the value of time $t$ of the solution of (2) with initial value $x(0) = x_0$. Similarly, $\varphi_i$ stands for the solution flow of (3).

As an illustration, consider the familiar Newton equations for $N$ steps of the method (4), i.e.,

$$x_{n+1} = \psi_h(x_n),$$

$x_n$ is obtained by concatenating flows of the split systems. The best known example is the Strang splitting [31]

$$\psi_h = \varphi_{(1/2)h} \circ \varphi_{(1/2)h} \circ \varphi_{(1/2)h},$$  \hspace{1cm} (6)

with second order accuracy (i.e. the error in a single step is $O(h^2)$) so that, after $n$ steps, $x_n$ differs from the true $x(nh)$ by $O(h^2)$ for $nh$ ranging in a bounded interval. In the particular case of the Newton equations (4), Strang’s formula yields the well-known velocity Verlet integrator, the method of choice in molecular dynamics [18, 30]. It is of course possible to interchange the roles of $A$ and $B$ in (6), i.e.

$$\psi_h = \varphi_{(1/2)h} \circ \varphi_{(1/2)h} \circ \varphi_{(1/2)h},$$  \hspace{1cm} (7)

for the Newton equations, one then obtains the position Verlet integrator [30].

When $N$ steps of the method (6) are taken, the map that advances from $x_0$ to $x_N$, i.e.

$$\psi_h = \varphi_{(1/2)h} \circ \varphi_{(1/2)h} \circ \varphi_{(1/2)h} \circ \cdots \circ \varphi_{(1/2)h},$$

may be rewritten with the help of (5) in the leapfrog form

$$\psi_h = \varphi_{(1/2)h} \circ \varphi_{(1/2)h} \circ \cdots \circ \varphi_{(1/2)h} \circ \varphi_{(1/2)h} \circ \varphi_{(1/2)h}.$$




now the right hand-side only uses \(N + 1\) times the flow \(\varphi_t^{(B)}\). This is related to the fact that in the velocity Verlet integrator the value of the force \(f\) to be used in the second kick of the current step may be reused in the first kick of the next step, so that \(N + 1\) force evaluations are sufficient to perform \(N\) integration steps. Since in a single time-step, the use of (6) essentially requires one computation of the flow of (2) and one computation of the flow of (3), we say that the scheme has one stage.

2.2. Palindromic 3-stage splittings

In this article we consider splitting algorithms that in a single time-step use several computations of the flows of (2) and (3). Specifically we study the two-parameter family of 3-stage palindromic splitting formulas defined by

\[
\psi_h = \varphi_{(1/2-b)h} \circ \varphi_{ah} \circ \varphi_{bh} \circ \varphi_{(1-2a)h} \circ \varphi_{bh} \circ \varphi_{ah} \circ \varphi_{(1/2-b)h}.
\]  

(8)

The parameters \(a\) and \(b\) are supposed to be real, but the complex case has also been considered [12, 17]. The literature often uses the terms ‘symmetric’ or ‘selfadjoint’ instead of palindromic, but that terminology has some drawbacks, as discussed in [28].

As explained in the case of Strang’s splitting, the last \(B\)-flow of the current time-step may be combined with the first of the next step, so that, per step, (8) essentially involves the computation of three \(A\)-flows and three \(B\)-flows. Since one step with a method of the family (8) costs three times as much as one of (7), fair comparisons have to run (8) with a step length three times longer than the step length one would use for (7). It is obvious that one may consider families of methods with four, five, . . . stages [5]; those methods possess many free parameters and have to be used with very long values of \(h\) if they have to compete with (7) and will not be considered in the present study.

The parametrization used in (8) has some degeneracies, in the sense that for some parameter values the number of stages (8) is actually lower than three.

1. For \(a = 0\), the second and sixth mappings in the right hand-side of (8) are the identity and we may write

\[
\psi_h = \varphi_{(1/2-b)h} \circ \varphi_{bh} \circ \varphi_{h} \circ \varphi_{(1/2-b)h} = \varphi_{(1/2)h} \circ \varphi_{h} \circ \varphi_{(1/2)h}.
\]

thus \(\psi_h\) is the Strang splitting (6), regardless of the value of \(b\).

2. For \(b = 0\), (8) reduces similarly to (6), regardless of the value of \(a\).

3. For \(a = 1/2\),

\[
\psi_h = \varphi_{(1/2-b)h} \circ \varphi_{(1/2)h} \circ \varphi_{bh} \circ \varphi_{(1/2)h} \circ \varphi_{(1/2-b)h}
\]

and we have a one-parameter family of two-stage integrators.

4. For \(b = 1/2\), we have, symmetrically,

\[
\psi_h = \varphi_{ah} \circ \varphi_{(1/2)h} \circ \varphi_{h} \circ \varphi_{ah} \circ \varphi_{(1/2)h}.
\]

When both \(a = 1/2\) and \(b = 1/2\), (8) reduces to the one-stage (7). For the choice \(a = b = 1/3\), one step of length \(h\) with (8) yields exactly the same result as three successive steps of (6) each of length \(h/3\). In addition, when \(a = 1/2\) and \(b = 1/4\), one step with (8) reproduces two steps of length \(h/2\) with (6). Symmetrically, for \(a = 1/4\) and \(b = 1/2\), (8) reproduces two steps of length \(h/2\) with (7).

The square \(0 < a < 1/2, 0 < b < 1/2\) in the \((a, b)\) plane corresponds to methods where all the time-increments used in (8) (namely \((1/2-b)h, ah, bh, (1/2-a)h\)) are strictly positive; these methods have wider applicability than methods with negative time-increments as we shall discuss later. Methods on the boundary of the square are degenerate.

Multistage splitting integrators may be successfully incorporated into molecular dynamics packages, see e.g. [14], as they can be implemented with the same ease as the Strang/Verlet scheme. (This remark is valid even in constrained cases where Verlet becomes SHAKE or RATTLE.)

In the particular case of the Newton equations (4) the integrators in (8) coincide with Runge-Kutta-Nyström (RKN) methods [29]. Some integrators and results discussed below for the problem (1) first appeared in the RKN literature for the Newton equations.
2.3. Geometric properties

Splitting integrators qualify as geometric integrators [16, 26] due to some favorable properties:

- **Preservation of volume.** Assume that, in (1), $F, A, B$ are divergence-free so that for, each $t$, the flows $\varphi_t^{(F)}, \varphi_t^{(A)}, \varphi_t^{(B)}$ preserve volume (i.e. the determinant of the corresponding Jacobian matrices is 1). Then, for each $h, \psi_h$ in (8) is also a volume-preserving transformation, because the composition of volume-preserving maps is itself volume-preserving.

- **Symplecticness.** Assume that, in (1), the vector field $F$ is Hamiltonian with Hamiltonian function $H_F$, i.e. the differential system is of the form

$$q' = \frac{\partial H_F}{\partial p}(p, q), \quad p' = -\frac{\partial H_F}{\partial q}(p, q)$$

($q'$ and $p'$ are the components of $x = (q, p)$). Furthermore assume that the split systems (2) and (3) are also Hamiltonian with Hamiltonian functions $H_A$ and $H_B$ respectively. Then the flows $\varphi_t^{(F)}, \varphi_t^{(A)}, \varphi_t^{(B)}$ and the mapping $\psi_h$ in (8) are symplectic transformations. The Newton equations (4) provide an example if the forces $f(q)$ are conservative, i.e. if $f(q) = -\nabla V(q)$; then $H_A$ and $H_B$ coincide with the kinetic and potential energies $(1/2)p^TM^{-1}p$ and $V(q)$ respectively.

- **Reversibility.** Assume that $F, A, B$ are reversible with respect to a (constant) involution matrix $S$. This means that $S^2 = I$ and $F(Sx) = -SF(x), A(Sx) = -SA(x), B(Sx) = -SB(x)$ and implies the reversibility of the flows: $S \varphi_t^{(F)}(x) = (\varphi_t^{(F)})^{-1}(S(x))$, etc. Then the methods in (8) are also reversible: $S\psi_h(x) = (\psi_h)^{-1}(S(x))$, a property that follows from their palindromic structure. It is well known that the Newton equations (4) are reversible with respect to the involution $(q, p) \mapsto (q, -p)$ (time-reversibility of mechanics).

3. Accuracy

This section is devoted to investigating the accuracy of the integrators of the family (8).

3.1. Local error

Although alternative methodologies are available (see [1, 22]), the standard way to analyze the local error of splitting integrators is as follows [5, 16, 29]. Each of the flows being composed is represented as the exponential of a differential operator (Lie derivative) and then the exponentials are combined, by means of the Baker-Campbell-Hausdorff formula, into a single exponential. In this way one finds a modified differential equation (parameterized by $h$)

$$\frac{d}{dt}x = \hat{F}_h(x),$$

i.e. an equation whose $h$-flow formally coincides with the map $\psi_h$ [8]. Thus, the discrepancy between $\hat{F}_h(x)$ and $F(x)$ measures the error in a single step of the integrator starting from $x$. For a method of the form (8), one finds in this way

$$\hat{F}_h = A + B + h^2 \alpha \{A, [A, B]\} + h^2 \beta [B, [A, B]] + O(h^4),$$

with

$$\alpha = a^2 b - \frac{1}{24}, \quad \beta = -ab^2 + ab - \frac{1}{12}.$$

Here $\{., .\}$ represents the commutator or Lie-Jacobi bracket:

$$[F, G] = \frac{\partial F}{\partial x}G - \frac{\partial G}{\partial x}F$$

(with an alternative definition, many authors reverse the signs in the right hand-side). If the right hand-side of (10) is expanded further, there are six $h^4$ terms, like $h^4 \gamma [A, [A, [A, B]]], h^4 \delta [B, [A, [A, B]]], etc$. Note also that, as
expected, (10) is not symmetric in \(A\) and \(B\). By interchanging the roles of \(A\), \(B\), each splitting algorithm may always be applied in two different forms to a given split system, and these two forms will produce different errors.

From (10), the order of the method is, at least, two. To achieve order four, we solve the equations \(\alpha = \beta = 0\); there is only one solution, often associated with Yoshida’s name [32] (but see [11, 15] for earlier appearances of these coefficients):

\[
yoshida: \quad a = \frac{1}{6} \left(1 - \sqrt[3]{2} - \frac{1}{\sqrt{2}}\right), \quad b = 1 - 2a. \tag{11}
\]

In the Hamiltonian case, the symplecticness of the integrator implies that the modified system (9) is itself Hamiltonian [25]; the corresponding Hamiltonian function \(\tilde{H}_\psi\) satisfies, in view of (10),

\[
\tilde{H}_\psi = H_A + H_B + \hbar^2 \alpha \{H_A, \{H_A, H_B\}\} + \hbar^2 \beta \{H_B, \{H_A, H_B\}\} + O(\hbar^4), \tag{12}
\]

where the Poisson bracket of Hamiltonian functions is defined as

\[
\{H, K\} = \sum_{j=1}^{d} \left( \frac{\partial H}{\partial q_j} \frac{\partial K}{\partial p_j} - \frac{\partial H}{\partial p_j} \frac{\partial K}{\partial q_j} \right).
\]

(Recall that the commutator of two Hamiltonian vector fields is itself a Hamiltonian vector field; with our choice of signs in the commutator, the Hamiltonian of the commutator is given by the Poisson bracket of the Hamiltonians of the fields being commuted [2].)

3.2. Local energy error

In the Hamiltonian case, the solutions of (1) preserve the value of the Hamiltonian function (energy) \(H_F\) and it is of interest in many applications to study to what extent the mapping \(\psi_h\) also preserves that value. Since \(\psi_h\) coincides with the solution of the \(h\)-flow of the modified Hamiltonian, the energy increment

\[
\Delta = \Delta(x) = H_F(\psi_h(x)) - H_F(x)
\]

may be computed as

\[
\exp(h\cdot, H_\psi)H_F(x) = H_F(x) + h[H_F, H_\psi] + \cdots
\]

By using (12), we find, at leading order,

\[
\Delta = h^2 \alpha \{A, \{A, B\}\} + h^3(\alpha + \beta) \{A, \{B, \{A, B\}\}\} + \hbar^2 \beta \{B, \{B, [A, B]\}\} + \cdots
\]

(to simplify the notation we have written \(A, B\) instead of \(H_A\) and \(H_B\)). This expression shows that for general Hamiltonian functions, the energy changes by an \(O(\hbar^3)\) amount at each step, except for the choice of \(a\) and \(b\) in (11) where the change is \(O(\hbar^5)\). However, in particular cases these estimates may be improved. For a separable quadratic Hamiltonian with

\[
H_A = \frac{1}{2} p^T M^{-1} p, \quad H_B = \frac{1}{2} p^T K^{-1} p \tag{13}
\]

\((K\) is the constant stiffness matrix), the iterated brackets \(\{A, \{A, B\}\}\) and \(\{B, \{B, [A, B]\}\}\) vanish and, accordingly, at leading order

\[
\Delta = h^3(\alpha + \beta) \{A, \{B, [A, B]\}\} + \cdots
\]

By imposing the condition

\[
\alpha = -\beta \tag{14}
\]

we find a one-parameter family of integrators with enhanced energy conservation \(\Delta = O(\hbar^5)\) for the separable, quadratic case. These methods correspond to the discontinuous curve in Fig. 1, with equation

\[
a^2b - ab^2 + ab - \frac{1}{8} = 0.
\]
3.3. Processing. Effective order

Splitting schemes (and other one-step integrators) may be used in combination with processing [19, 21], an idea that goes back to Butcher in the Runge-Kutta literature. If $\psi_h$ is the integrator to be processed, the mapping that advances one step with the processed method is defined as

$$\hat{\psi}_h = \chi_h^{-1} \circ \psi_h \circ \chi_h,$$

(15)

where the pre-processor $\chi_h$ is a suitably chosen map and the post-processor $\chi_h^{-1}$ is the map that inverts the action of $\chi_h$. If $N$ steps of the processed method are taken, we may write

$$\hat{\psi}_h^N = (\chi_h^{-1} \circ \psi_h \circ \chi_h) \circ \cdots \circ (\chi_h^{-1} \circ \psi_h \circ \chi_h) = \chi_h^{-1} \circ \psi_h \circ \cdots \circ \psi_h \circ \chi_h.$$

It follows that the pre-processor needs to be applied only at the initial point $x_0$ and the post-processor at those steps where output is required; as a consequence the work required to implement $\hat{\psi}_h$ is typically not significantly larger than that required to implement the unprocessed $\psi_h$. The advantage of processing is that the processed integrator may have higher accuracy than $\psi_h$.

In an alternative description, in processing one generates a numerical trajectory $X_{n+1} = \hat{\psi}_h(X_n)$, $n = 0, 1, \ldots$, and then performs a change of variables $X_n = \chi_h(x_n)$; the points $x_n$ are seen as the approximations to the true $x(nh)$.

In this paper, methods of the family (8), are processed by taking $\chi_h$ to be the $h$ flow of a system of the form

$$\frac{d}{dh} x = h \lambda [A, B]$$

(16)

(the commutator is evaluated at $x$). Note that then the change of variables $\chi_h$ differs from the identity in $O(h^2)$ terms. In the Hamiltonian case, (16) is the Hamiltonian system with Hamiltonian $h \lambda (H_A, H_B)$ and accordingly $\chi_h$ is a symplectic transformation. It follows from (15) that the processed method is also symplectic. Similarly $\hat{\psi}_h$ is volume-preserving for divergence free $F$, $A$, $B$, because the commutator of diverge-free fields is itself divergence-free. Unfortunately, in the reversible case, it is easily seen that $\psi_h$ fails to be reversible; an implications of this fact will be relevant in Section 5 below.

The modified system of the processed method is found by changing variables in the modified system of $\psi_h$; in this way we find

$$\hat{F}_h = A + B + h^2 \alpha [A, [A, B]] + h^2 \beta [B, [A, B]] + O(h^3),$$
with
\[ \tilde{\alpha} = \alpha - \lambda = a^2 b - \frac{1}{24} - \lambda, \quad \tilde{\beta} = \beta - \lambda = -ab^2 + ab - \frac{1}{12} - \lambda. \]
Hence methods with
\[ \alpha = \beta \quad (17) \]
may be processed with \( \lambda = \alpha = \beta \), to get \( \tilde{\alpha} = \tilde{\beta} = 0 \) and then \( \tilde{\psi}_h \) will have order four. One says that in this case \( \psi_h \) has effective order four [7].

The solid curve in Fig. 1, with equation
\[ ab(a + b - 1) + \frac{1}{24} = 0 \]
corresponds to integrators with effective order four. The solid and dashed line only intersect at the point defined in (11) (Yoshida’s method). The intersection of the solid curve and the diagonal \( a = b \) corresponds to the method
\[
\text{LoSaSk :} \quad a = \frac{1}{6} \left( 1 - \sqrt{2} - \frac{1}{\sqrt{2}} \right), \quad b = a, \quad (18)
\]
that will be discussed later.

In some applications, the split flow \( \varphi^A_t \) (or \( \varphi^B_t \)) only makes sense if \( t \geq 0 \). For instance, if the split system A (or B) models diffusion, it cannot be integrated with \( t < 0 \) as the backward integration of diffusion equations is an ill posed problem. The same difficulty may arise if A (or B) involves Brownian noise. In this connection, we observe that, for all methods with effective order four, one of the increments \( ah, (1/2 - a)h \) is negative and one of the increments \( bh, (1/2 - b)h \) is also negative; therefore methods with effective order four are only applicable when both split systems may be integrated forward and backward (see [4]).

It is also possible to process in more sophisticated ways. For instance, we could choose \( \chi_h \) to be the \( h \)-flow of
\[ \frac{d}{dt} x = h[A, B] + \mu[A, [A, B]] + \nu[B, [A, B]], \quad (19) \]
rather than of (16). For methods with effective order four, the parameter \( \lambda \) is determined as before, that is \( \lambda = \alpha = \beta \), in order to annihilate the \( O(h^2) \) terms of the modified \( \tilde{F}_h \); the additional parameters \( \mu \) and \( \nu \) are then chosen to minimize the (six) coefficients of the \( O(h^4) \) terms of \( \tilde{F}_h \). See [19–21], but those references only consider the case of the Newton equations where some of the six iterated commutators with five letters vanish.

4. The linear model problem

The (scalar) harmonic oscillator
\[ \frac{d}{dt} q = p, \quad \frac{d}{dt} p = -q, \]
provides the simplest example of the Newton equations (4) and has been traditionally used as a model problem to discriminate among different integrators. Results obtained for the harmonic oscillator are easily extended to all quadratic problems (13) via diagonalization. In addition they often provide some indication on the performance of the method in more complicated, nonlinear cases. Unlike the analysis in the preceding section, that only takes into account the behavior of the integrators as \( h \to \infty \), the material below looks at situations with \( h \) fixed.

4.1. The numerical solution

The harmonic oscillator may be used to illustrate the role of the conditions (14) and (17) related to improved conservation of energy and effective order four respectively. The true solution is given by the rotation
\[ \begin{bmatrix} q(t) \\ p(t) \end{bmatrix} = M_t \begin{bmatrix} q(0) \\ p(0) \end{bmatrix}, \quad M_t = \begin{bmatrix} \cos t & \sin t \\ -\sin t & \cos t \end{bmatrix}. \quad (20) \]
A time-step \((q_{n+1}, p_{n+1}) = \psi_h(q_n, p_n)\) with a method of the family (8) is given by
\[
\begin{bmatrix}
q_{n+1} \\
p_{n+1}
\end{bmatrix} = \hat{M}_h \begin{bmatrix}
q_n \\
p_n
\end{bmatrix}, \quad \hat{M}_h = \begin{bmatrix}
A_h & B_h \\
C_h & A_h
\end{bmatrix},
\]
for suitable coefficients \(A_h, B_h, C_h\), that depend on \(h\) and on the parameters \(a\) and \(b\) that specify the method. For instance,
\[
A_h = 1 - \frac{1}{2}z + ab(1 - a - b)z^2 - 2a^2b^2(\frac{1}{4} - a)(\frac{1}{4} - b)z^3, \quad z = h^2.
\]
The symplecticness of the integrators implies that \(A^2 - B_hC_h = 1\).

The evolution over \(n\) time-steps is then
\[
\begin{bmatrix}
q_n \\
p_n
\end{bmatrix} = \hat{M}_h^n \begin{bmatrix}
q_0 \\
p_0
\end{bmatrix}, \quad \hat{M}_h^n = \begin{bmatrix}
\cos(n\theta_h) & \xi_h \sin(n\theta_h) \\
-\xi_h^{-1} \sin(n\theta_h) & \cos(n\theta_h)
\end{bmatrix},
\]
assuming that \(|A_h| < 1\) (which is equivalent to \(M_h\) possessing a pair of complex conjugate eigenvalues of unit modulus), we introduce \(\theta_h\) such that \(A_h = \cos \theta_h\) and define \(\xi_h = B_h / \sin \theta_h\). The matrices in (21) and (23) are then
\[
\hat{M}_h^n = \begin{bmatrix}
\cos(n\theta_h) & \xi_h \sin(n\theta_h) \\
-\xi_h^{-1} \sin(n\theta_h) & \cos(n\theta_h)
\end{bmatrix},
\]
From (24) the modified Hamiltonian is found to be
\[
\hat{H}_h = \frac{\theta_h}{2h} \left( \xi_h p^2 + \frac{1}{\xi_h^2} q^2 \right);
\]
each numerical trajectory is contained in an ellipse \(\hat{H}_h = \text{constant}\). True solution trajectories are of course contained in circles \(p^2 + q^2 = \text{constant}\).

Comparing (24) with the result of setting \(t = h\) in (20), we see that order \(n\) is equivalent to the requirements
\[
\xi_h = 1 + O(h^n), \quad \frac{\theta_h}{h} = 1 + O(h^n).
\]
The proximity of \(\theta_h/h\) to 1 measures the error in the angle rotated by the numerical solution at each step. Comparing (25) with (20) at \(t = nh\), shows that, as expected, the accumulated error in the angle grows linearly with \(n\) as more and more steps are taken with a given \(h\). On the other hand, the proximity of \(\xi_h\) to 1 governs the discrepancy between the numerical ellipses and the true circular level sets of the energy. Comparing (25) with (20) at \(t = nh\) shows that the effect of this discrepancy remains bounded as \(n\) increases. In connection with processing, errors stemming from \(\xi_h\) being different from 1 may be removed by a change of variables that transforms the numerical ellipses into circles; errors stemming from \(\theta_h/h\) being different from 1 may not be removed by changing variables/processing. For integrators of the family (8), in general, \(\xi_h = 1 + O(h^3)\) and \(\theta_h/h = 1 + O(h^2)\). The methods that satisfy (14) and have enhanced conservation of energy for quadratic problems (discontinuous curve in Fig. 1) are precisely those with \(\xi_h = 1 + O(h^4)\) (ellipses of low eccentricity). Similarly the methods that satisfy (17) and possess effective order four (continuous curve in Fig. 1) are precisely those with \(\theta_h = 1 + O(h^4)\); these methods achieve order four once they are processed by a change of variables that removes at leading order the distortion in the ellipses.

4.2. Stability

Stability requires that the matrices in (25) remain bounded as \(n \to \infty\) with fixed \(h\). This happens if \(\hat{M}_h\) has complex eigenvalues of unit modulus (which in turn happens if and only if \(|A_h| < 1\). Stability also holds if \(M_h = \pm I\), so that \(A_h = \pm 1\) and \(B_h = C_h = 0\). When \(|A_h| > 1\) the powers of \(\hat{M}_h\) grow exponentially; when \(A_h = \pm 1\) and \(\hat{M}_h\) does not coincide with \(\pm I\), \(\hat{M}_h\) is a Jordan block whose powers grow linearly.

In order to investigate the stability of the integrators of the form (8), we first see \(A_h\) in (22) as a cubic polynomial in the variable \(z = h^2\) and study the equations \(A_h = 1\) and \(A_h = -1\). Since, for fixed \(a\) and \(b\), these equations are cubic
in $z$, each of them has three roots (possibly complex and not necessarily distinct). If $a$ or $b$ coincide with 0 or 1/2 (i.e. if the integrator has less than three stages) then the number of roots is smaller than three. Of course at the end of the analysis only roots with $z \geq 0$ will play a role because $h$ is real; however for the time being all roots are taken into account.

The analysis of the equation $A_h(z) = 1$ is easy. There is a simple root at $z = 0$ (as it corresponds to a consistent integrator) and, by removing this root, we are left with a second-degree equation. It turns out that, for non-degenerate methods, $A_h(z) = 1$ has two real, non-zero roots; these are distinct when $a \neq b$ and coalesce for $a = b$.

For $A_h(z) = -1$ the situation is more involved. The discriminant of the cubic equation is

$$ab(a + b - 6ab)(-12a^2b^2 + 8a^2b + 8ab^2 - 6ab + \frac{1}{4})$$

and we study the last two factors in turn. The quartic curve in the $(a, b)$ plane

$$-12a^2b^2 + 8a^2b + 8ab^2 - 6ab + \frac{1}{4} = 0$$

is represented in Fig. 2 by a solid line. On that line, the equation $A_h(z) = -1$ has a double (real) root; crossing the line turns two real roots into a pair of complex conjugate pairs or vice versa. The dotted curved line in Fig. 2 corresponds to the hyperbola

$$a + b - 6ab = 0.$$  \hspace{1cm} (27)

There is a double root on this line, but, at both sides of it, the double roots splits into two real roots.

We are now in a position to study the stability of the methods. Without loss of generality we consider only the set $a \leq b$ ($A_h$ is a symmetric function of $a$ and $b$). The curve (26) and the straight lines $a = 0$, $a = 1/2$, $b = 0$, $b = 1/2$ divide this set into nine regions, labelled in Fig. 2. The behavior of the polynomial $A_h(z)$ in each of these regions is shown in Fig. 3.
Figure 3: Possible behaviors of the polynomial $A_h(z)$. In panel number (9), the sequence $1, 1, 1, -1$ indicates that as $z$ increases, there is first an intersection with the line $A_h = 1$, then a second intersection with $A_h = 1$, then the intersection with $A_h = 1$ at $z = 0$ (highlighted in boldface) and finally an intersection with $A_h = -1$. The sequences in the other panels are interpreted similarly.
Figure 4: \((a, b)\) plane near Strang’s method. The dash/dot line corresponds to methods with high-order conservation of energy in the quadratic case. The dotted curve (hyperbola \((27)\)) corresponds to methods with ‘long’ stability intervals (see the text). The intersection of the hyperbola and the diagonal \(a = b\) yields the longest stability interval (Strang).

Fig. 4 focuses on an area of the \((a, b)\) plane of particular interest, as it contains methods that are not far away from Strang’s splitting. From panel (6) in Fig. 3 we see that, in this area, as \(z\) increases from 0 stability is typically lost at an intersection with \(A_h = -1\). However, for methods on the hyperbola \((27)\), the graph of \(A_h(z)\) is tangent to \(A_h = -1\) and stability is, in general, lost at an intersection with \(A_h = 1\).\(^1\) The length of the stability interval is then a discontinuous function of \(a\) and \(b\); the hyperbola \((27)\) corresponds to methods whose stability intervals are substantially longer than those of nearby methods not on the hyperbola. Here are three integrators on the hyperbola:

- The reference \([23]\) suggests, in the particular case of the Newton equations, the method on the hyperbola that possesses enhanced conservation of energy in the quadratic case. The coefficients are:

  \[
  \text{PrEtAl : } a \approx 0.391, \quad b \approx 0.290. \tag{28}
  \]

- At the intersection of the hyperbola with the diagonal \(a = b\), there is a double root of the equation \(A_h(z) = 1\) and stability is lost, not by crossing the line \(A_h = 1\), but further to the right by crossing the line \(A_h = -1\). The corresponding coefficients

  \[
  \text{Strang : } a = 1/3, \quad b = 1/3, \tag{29}
  \]

  as noted before, correspond to using the Strang method \((6)\) with steplength \(h/3\). It is well known (see e.g. \([6]\)) that this choice of \(a\) and \(b\) leads to the longest possible stability interval \(0 < h < 6\) (i.e. \(0 \leq h/3 \leq 2\), where 2 is the well-known Verlet stability limit).

- Suggested in \([6]\) is the method

  \[
  \text{BICaSa : } a \approx 0.381, \quad b \approx 0.296. \tag{30}
  \]

  This is on the hyperbola, ensuring a favorable stability interval, and is derived by minimizing, for \(0 < h < 3\), the expectation of the energy error when the variables \(q, p\) of the harmonic oscillator are seen as random with a Maxwell-Boltzmann distribution. This is to be compared with \((28)\), based on minimizing the energy error in the limit \(h \rightarrow 0\).

The segment on the hyperbola with ends at \((29)\) and \((28)\) consists of integrators of much potential interest in molecular dynamics. When moving from \((28)\) to \((29)\), the interval of stability improves \([6]\) and the size of the error

---

\(^1\) It may be proved, see e.g. \([6]\), that for the double root of \(A_h(z) = -1\), the amplification matrix is \(-I\).
constant in the energy increment $\Delta$ for quadratic problems worsens. Therefore, if the user is prepared to work with smaller values of $h$, then methods close to (28) are better, while, if $h$ has to be taken large in order to reduce the computational effort, then methods close to (29) are to be preferred. It would be possible to adjust, for a given problem and a user-specified $h$, the values of $a$ and $b$ along this segment of hyperbola to optimize the performance of the integrator, as it has been done in [14] in a similar situation concerning a different family of splitting integrators.

Fig. 5 graphs $A_h(z)$ as a function of $z$ for different methods. Table 1 provides the coefficients and the length of the stability intervals. The meaning of the column ‘$\pm 1$ values’ is as follows. In the first row, the sequence -1, 1, -1 means that as $z$ increases, $A_h(z)$ reaches the value 1 at $z = 0$ (consistency, boldface), then the value -1, then the value 1 and stability is lost at an intersection with $A_h = -1$ (underline). The other rows are interpreted similarly.

For a processed method, the amplification matrix $\tilde{M}_h$ is given by $P_h^{-1}M_hP_h$, where $P_h$ is the matrix associated with $\chi_h$ (see (15)). Thus the eigenvalues of $M_h$ are the same as those of $\tilde{M}_h$ and the processed and unprocessed integrator are simultaneously stable or unstable.

The method of effective order four with maximal stability interval corresponds to the point (18) and was first found in [20]. The following argument shows that the condition $a = b$ leads in fact to the longest stability interval in this case. In region (1) of Fig. 2, as $z$ increases from 0 with $a > b$, stability is lost when crossing the line $A_h = 1$. For methods with $a = b$, $A_h = 1$ has a double root (the amplification matrix is the identity); the line $A_h = 1$ is touched but not crossed and stability is lost by crossing the line $A_h = -1$ at a larger value of $z$ (see Fig. 3), so that methods on the diagonal have stability intervals substantially longer than methods close to the diagonal.

5. Numerical experiments

We now present some simulations to compare the fourth-order method (11), the method (18) (with effective order four) and the second-order methods (28), (29) and (30). We emphasize that using the three-stage scheme (29) is entirely equivalent to using the standard Strang splitting (6) with step length $h/3$. In this way we may think that we are comparing four three-stage integrators with the one-stage Strang formula while running the latter with smaller step-lengths, so as to equalize the computational cost of the five algorithms.

The integrator (18) is processed in all the experiments reported to ensure results with fourth-order accuracy. As a pre-processor we use the following simple (Euler) approximation to the flow of (16):

$\chi_h(x) \approx x + h^2 \lambda [A, B], \quad (31)$
with the commutator evaluated at \( x \). For post-processing we take

\[
\chi^{-1}_h(X) = X - \hbar^2 A [A, B],
\]

with the commutator evaluated at \( X \). As mentioned before, (16) may be replaced by more sophisticated choices like (19) to further enhance the performance of the processed integrator; we have not considered that possibility here to avoid the need to compute the three-letter commutators needed. On the other hand, replacing the flow of (16) and its inverse with the simple Euler approximations above implies that the processed integrator is not symplectic any longer; this should not be too worrying as the long-time properties of the implemented algorithm are really those of the unprocessed formula, which is symplectic (but more on this later).

We employ two very different test problems, one from partial differential equations and the other from molecular simulations.

5.1. The cubic Schrödinger equation

Our first set of experiments concerns the well-known partial differential equation

\[
iu_t + \partial_{xx} u + |u|^2 u = 0,
\]

in the whole real line \(-\infty < x < \infty\) or subject to periodic boundary conditions. The equation may be written in Hamiltonian form with the kinetic and potential energy given by

\[
T(u) := \int \frac{1}{2} |\partial_x u|^2 \, dx, \quad V(u) := \int \frac{1}{2} |u|^2 \, dx,
\]

and we split it in the two systems

\[
u_t = i \partial_{xx} u, \quad u_x = i |u|^2 u,
\]

that we will identify with the symbols \( T \) and \( V \) respectively. The split system \( T \) may be solved in closed form in Fourier space and the solution of \( V \) is clearly \( \exp(\int |u_t(x)|^2) u_0(x) \), where \( u_0(x) = u(x, 0) \). For processing we need the commutator; a simple computation yields

\[
[T, V] = \begin{bmatrix}
q^2 + 3 & -2qp \\
-2qp & 3q^2 + p^2
\end{bmatrix}
\partial_{xx} \begin{bmatrix}
q \\
p
\end{bmatrix}
- \partial_{xx} \begin{bmatrix}
(q^2 + p^2) q \\
p
\end{bmatrix}.
\]

Here, \( q \) and \( p \) are real, \( u = q + ip \) and the first and second rows of the right hand-side provide the real and imaginary part of the complex-valued commutator \([T, V]\).

We use two analytic solutions:

- **Breather.** The expression is

\[
u = \left( \frac{b^2 \cosh(\theta) + i b \sqrt{2 - b^2} \sinh(\theta)}{\cosh(\theta) - \frac{\sqrt{2 - b^2}}{\sqrt{2}} \cos(abx)} - 1 \right) a \exp(i a^2 t), \quad \theta = a^2 b \sqrt{2 - b^2} t,
\]

where \( a \) is the limit amplitude as \( t \to \infty \) and \( b \) governs the modulation. In the experiments \( a = b = 1 \) and the integration is carried out in \( 0 \leq t \leq 3, -\pi \leq x \leq \pi \) with periodic boundary conditions.

- **Soliton.** If \( a \) and \( c \) denote the amplitude and the velocity, this has the expression

\[
u = \sqrt{2a} \operatorname{sech} \left( \sqrt{a} (x - c t) \right) \exp \left( i \left( \frac{1}{2} c x - \left( \frac{1}{4} c^2 - a \right) t \right) \right).
\]

Below we take \( a = 2, c = 3 \) and \( 0 \leq t \leq 6 \). The experiments were performed in a large interval \(-20 \leq x \leq 20\) with artificially introduced periodic boundary conditions; this is possible because the soliton is exponentially small at the boundary throughout the simulation.

For numerical purposes the operator \( \partial_{xx} \) has to be discretized; two possibilities have been considered.
Figure 6: Error in $u$ as a function of $h$ for the cubic Schrödinger equation with pseudo-spectral space discretization. The graphs in the top row correspond to the breather solution; the bottom row is for the soliton. On the left, the system $T$ plays the role of system A; on the right, the system $T$ plays the role of system B.
Figure 7: Error in $u$ as a function of $h$ for the cubic Schrödinger equation with finite-difference space discretization. The graphs in the top row correspond to the breather solution; the bottom row is for the soliton. On the left, the system $T$ plays the role of system A; on the right, the system $T'$ plays the role of system B.
5.1.1. Pseudo-spectral discretization

Fig. 6 shows $L^2$ errors with respect to the PDE solution, at the final time, when space is discretized pseudo-spectrally on a grid with 512 nodes (see [24] for implementation details). The values of $h$ are from the sequence 0.0500, 0.0400, 0.0300, 0.0200, 0.0100, 0.0075, 0.0060. There are four panels. The two at the top correspond to the breather and the two at the bottom to the soliton. On the left, the integrators are used with $\mathcal{T}$ and $\mathcal{V}$ in the roles of system A and system B respectively; on the right the roles are reversed. It is well known that, for smooth solutions, pseudo-spectral techniques yield errors that are exponentially small as $\Delta x \to 0$, i.e. spatial errors are negligible. It is therefore of clear interest to be able to perform the time integration accurately. The four panels in the figure clearly indicate that order four is more efficient than order two. The performance of the three second-order integrators is essentially the same. The behavior of Yoshida’s formula changes markedly from left to right. For the breather, the choice of $\mathcal{T}$ as A results in errors one order of magnitude smaller than if $\mathcal{T}$ plays the role of B. For the soliton the picture is reversed. Of the five methods under consideration, the processed integrator is the best in the four panels, in spite of the crude processing applied.

5.1.2. Finite differences

While finite difference discretizations cannot compete with pseudo-spectral methods when integrating the cubic Schrödinger and many other partial differential equations, it is useful to consider them here, as they are applicable to many problems that cannot be treated by spectral techniques. Fig. 7 is as Fig. 6, but now $\partial_{x_i}$ is discretized by standard central differences on a grid with 2048 nodes. For the breather this yields $\Delta x = 0.003$ and for the soliton a much large value $\Delta x \approx 0.020$. The time-step $h$ is taken from the sequence 0.1000, 0.0600, 0.0500, 0.0400, 0.0300, 0.0200, 0.0100.

For the soliton, the errors are always larger than $\approx 0.02$ due to the contribution of space (the grid is not very fine and we are using second-order differences). The second order time-integrators are to be preferred; the benefits of fourth order in time would only arise for $h$ so small that the temporal error is negligible with respect to the spatial error. The two simulations with order four perform in a similar way on the left, but in the lower right panel, Yoshida gives errors that are smaller than those of LoSaSk by a factor of three; this is of no consequence because, as we just mentioned, order four does not pay in these simulations.

For the breather, on the right panel the methods with order two are again to be preferred. On the left panel there is a cross-over situation; order two in time is advantageous for larger values of $h$.

5.2. A small molecule

We now test the integrators in the simulation of the Newton equations for a molecule of the alkane C$_{9}$H$_{20}$. The model under consideration has been used in [10] and [9] to compare different Markov chain samplers. It has $3 \times 9 = 27$ degrees of freedom because the hydrogen atoms are lumped to the corresponding carbon atoms. The forces are expensive to evaluate, as the model includes contributions related to bond-lengths, bond-angles, dihedral angles and also pairwise Lennard-Jones interactions. The simulations here use the parameter values in [10] with inverse temperature $\beta = 1$ in the system of units used there.

We first simulate the dynamics of the molecule in the interval $0 \leq t \leq 0.48$. The initial $q$ corresponds to the most stable configuration of the molecule and the initial momentum $p$ was generated randomly from the relevant Maxwell distribution. Fig. 8 shows the relative energy error at the final time. On the left, $\mathcal{T}$ plays the role of system A; on the right, $\mathcal{T}$ plays the role of system B. On both panels Yoshida’s method cannot operate when $h$ is large, due to its short stability interval; as a consequence the method is of little use unless errors below 0.1% are of interest. The performance of the LoSaSk integrator is in both panels better than those of Yoshida’s and Strang (which is the present circumstances is velocity Verlet on the left and position Verlet on the right). Both PrEtASI and BiCaSa also improve on Strang/Verlet. Between PrEtASI and BiCaSa, the former is more efficient for small $h$ and the latter for larger $h$; this is consistent with the rationale behind their derivation, as PrEtASI is based on the behavior as $h \to 0$ and BiCaSa on the behavior for finite $h$.

Finally, we ran the schemes in conjunction with the Hybrid Monte Carlo or Hamiltonian Monte Carlo (HMC) method (see e.g. [27]) to sample from the Boltzmann distribution corresponding to the potential energy. HMC has become very popular in Bayesian statistics and other fields of application. It performs molecular dynamics simulations to propose a state $(q, p)$ which is accepted or rejected according to a Metropolis test based on the energy error $\Delta$. 
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Rejected steps are not welcome; when a rejection occurs, the Markov chain does not move and this has a bad effect on the quality of the sampling (autocorrelation increases). Acceptance is fostered by using smaller values of $h$ leading to smaller energy errors. However, very small values of $h$ cannot be recommended, as they would require unnecessarily expensive simulations. Theoretical results and practical experience [3] suggest to adjust $h$ to get acceptance rates close to 70%.

Recall that processing destroys reversibility, even if the flow of (16) could be computed exactly. In addition, the approximations (31)–(32) introduce errors in the conservation of volume. In HMC, it is important that the dynamics is simulated with an integrator that is exactly volume-preserving and exactly reversible\(^2\) and this precludes the application of the idea of processing. Accordingly, the integrator LoSaSk was not tested for HMC.

In the experiments the molecular dynamics legs span the interval $0 \leq t \leq 0.48$ with the initial condition chosen as above and $T$ in the role of system B. We take $h = 0.06$ which results in a satisfactory acceptance rate for the Strang splitting (which is in fact the standard position Verlet with step length 0.02) and kept this value of $h$ for all other integrators to equalize computational cost. (The value $h = 0.06$ corresponds to 23.04 fs, so that position Verlet runs with steps of length $\approx 8$ fs.) The initial condition was taken as above. We generated 20 chains, each with a burn-in phase of 200 samples and a production phase of 1000 samples. Table 2 lists the average and the standard deviation over the 20 chains of the observed acceptance rate. With the same computational cost, PrEtAl and specially BiCaSa lead to higher acceptance rates (and therefore better sampling) than the standard Verlet integrator. Yoshida’s method is not suitable for this kind of application.

\(^2\)Strictly speaking these requirements may be relaxed at the expense of resorting to complicated accept/reject criteria, see [13].
6. Conclusions

The implementation of multi-stage splitting integrators is essentially the same as the implementation of the familiar Strang/Verlet method. Therefore multi-stage formulas may be easily incorporated to software that now uses the Strang/Verlet integrator. An example is given in [14], where multi-stage schemes have been added to an in-house version of the molecular dynamics code GROMACS.

We have studied the two-parameter family (8) of palindromic, three-stage splitting formulas. Five specific choices of the parameters have been identified, after taking into account the order of consistency, the energy error in quadratic models and stability properties.

- **Order four.** In order to achieve order four, the parameters in the family have to satisfy two independent equations. This yields a unique method (11), often associated with the name of Yoshida. Unfortunately the method has a very small stability interval. In addition, the application of (11) is restricted to problems where the split systems (2) and (3) may both be integrated backward in time.

  In each experiment reported in this paper, the fourth order method was outperformed by the methods below.

- **Effective order four.** There is a one-parameter subfamily of (8) consisting of methods that, while being of order two, provide approximations of order four after processing the computed solution (effective order four). Often, the processing required may be performed with very low computational cost. The application of the methods of effective order four is restricted to problems where the split systems may be integrated backward. Additionally, processing destroys the reversibility of the algorithm, and simulations with effective order four cannot be used within the HMC sampling method.

  Among the one-parameter family of integrators with effective order four, we have focused on the coefficients (18), as these lead to the longest stability interval. The experiments reported suggest that, of the tested schemes, (18) is the best choice to integrate in time partial differential equations in situations where the spatial error is very small (e.g. when spectral techniques are applied or finite differences/finite elements methods are used with fine spatial grids).

- **Order two.** The choice (29) essentially reproduces the standard Strang/Verlet integrator with the longest stability interval. It should be used whenever one wishes to operate with values of $h$ as large as possible, so as to save computational effort. However, if one is prepared to consider (perhaps slightly) smaller values of $h$, it is possible to perturb the values in (29) to enhance the efficiency of the simulations. Perturbations have to be limited to coefficients on the hyperbola (27); leaving this curve substantially reduces the length of the stability interval. Two such perturbations, (28) and (18), have been suggested in the literature, both based on the quadratic model (13). The former is motivated by the wish to improve conservation of energy as $h \to 0$ and the latter on minimizing the expectation of the energy error when the variables are random with the Maxwell-Boltzmann distribution.

  The experiments reported above suggest that the second order formulas (29) (28) and (18) are to be preferred to the integrator with effective order four in molecular dynamics problems and also in partial differential equations when the spatial discretization is not very accurate. Both (28) and (18) outperform the Verlet algorithm.

We have also pointed out that it would be possible, as in [14], to adjust the coefficients of the integrator along the hyperbola (27) to a given problem and a given value of $h$, so as to use a method closer to Strang/Verlet when $h$ is so large that stability is the main issue and to (28) for smaller values of $h$. This point will be taken up in future research.
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