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Abstract

This paper presents new results that allow one to address the discrete-time general nonlinear robust control problem. The uncertain system is described by a general nonlinear function set characterized by the nominal model and the corresponding modeling error bound. Traditional synthesis methods design parameters of a structured robust controller. The key aim of this paper is to find an unstructured robust controller set in the state-control space, which enlarges the estimate of the closed-loop robust domain of attraction (RDOA). Based on the interval analysis arithmetic, a numerical method to estimate the unstructured robust controller set is proposed and the rigorous convergence analysis is given. The existing RDOA results are constrained by the level-set of the Lyapunov function, whereas the results in this paper remove this limitation. Furthermore, a solvable optimization problem is formulated so the estimate of RDOA is enlarged by selecting a Lyapunov function from a Lyapunov function set of sum-of-squares polynomials. The method is then validated by a specific case simulation study and results show more extensive RDOA than the previous methods.
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1 Introduction

The study of the robust control theory which began in the 1960s is one of the most important branches of the modern control theory. In the early 1970s, in order to deal with some unexpected failures due to the differences between mathematical models and reality, the dominant focus of research shifted from optimality to robustness [30]. When the available models are no longer "sufficiently accurate", the uncertainty describing how the "true" nominal model might differ from the plant played a big role in the design of the controller. At first, control scientists were generally led to assume that the nominal model is linear [3, 26]. The main drawback of linear robust control is that the controllers are very conservative when the nonlinearities are significant. That is one of the strong motivations for the development of nonlinear robust control such as the Lyapunov min-max approach [6], the nonlinear $H_{\infty}$ approach [1], the input-to-state stability approach [31] and the robust backstepping approach [10]. Published nonlinear robust control approaches almost only consider the nominal models which are affine with respect to the control input. Hence, available information about existing non-affine nonlinearities is ignored. The robust control problem considering the general nonlinear nominal model is a challenge.

For general nonlinear system without uncertainty, it is very hard to achieve the global stabilization. Hence, the domain of attraction (DOA) of the closed-loop which is an invariant set characterizing asymptotically stabilizable area around the equilibrium point has gained more and more popularity for different systems [5,11,14,20]. It is well known that DOA plays an important role both in analysis and synthesis. When the nominal model in robust control is general nonlinear, in order to remain func-
tional despite large changes, we believe that the robust DOA (RDOA) of the closed-loops does require more investigation under certain conditions. For system analysis, considers a given Lyapunov candidate, [32] proposes an interval arithmetic approach to obtain the estimation of the RDOA, [12] proposes a method of estimating the RDOA for non-smooth systems under uncertainties. For controller design, a few works involve investigating the RDOA of the closed-loop. Only [22] proposes a data-driven robust controller design method for general nonlinear discrete systems. The main idea is filtering the simulation data points which can make the Lyapunov function negative definite. However, the method proposed in [22] has two drawbacks. First, the invariant of the estimate of RDOA is guaranteed by the level-set of the Lyapunov function, which leads to a conservative estimate of RDOA. Second, there is no quantitative analysis result about set estimation errors due to the random sampling and set gridding technique approximating sets. A rigorous RDOA estimation method for general systems with uncertainty needs to be developed.

In this paper, considering the discrete-time general nonlinear plant set in which the “true” plant is hidden, the stabilization with closed-loop RDOA enlargement is solved. The plant set is characterized by the general nonlinear nominal model and the corresponding modeling error bound. First, for a given Lyapunov function, the robust negative-definite and invariant set in state-control space (RNIS-SC) is defined. It is shown that the RNIS-SC is an unstructured robust controller set for the plant set, namely, any controller belonging to the RNIS-SC can asymptotically stabilize all the plants in the plant set. Moreover, the projection of the RNIS-SC in the state space is an estimate of the RDOA of the closed-loops. It should be pointed out that the invariant of the RNIS-SC is guaranteed by the infinite iteration of the predecessor set rather than the level-set of the Lyapunov function. However, due to the nonlinearity of the nominal model and the modeling error bound, it is hard to obtain an analytic solution of the RNIS-SC. Then, a numerical method estimating the RNIS-SC for a given Lyapunov function is proposed based on the set estimation via interval analysis (SEVIA) algorithm. The SEVIA algorithm is one of the basic tools in interval analysis arithmetic, which is a kind of numerical method to approximate sets of interest as precise as desired [15]. The convergence of the proposed algorithm approximating RNIS-SC is also proved. Finally, a solvable optimization problem is formulated to enlarge the RDOA of the closed-loops by selecting an appropriate Lyapunov function from a parameterized positive-definite function set.

For the discrete-time general nonlinear robust control problem, the main contributions of this paper consist in: 1) Rather than design parameters of a structured robust controller in traditional synthesis methods, our new synthesis method try to find an unstructured robust controller set (namely, the RNIS-SC) in the state-control space, which enlarges the estimate of closed-loop RDOA and whose invariant is not guaranteed by the level-set of the Lyapunov function. 2) Based on interval analysis arithmetic, a numerical method estimating the RNIS-SC is proposed, for which the rigorous convergence analysis is given.

The rest of this paper is organized as follows. In Section 2, a general nonlinear plant set is formulated and our control objective is proposed. Then, a sufficient condition for asymptotic stabilization and estimation of the RDOA is given with the definition of RNIS-SC. In Section 3, we briefly introduced interval arithmetic, then our main algorithm is proposed. Next, based on the theoretical result in the preceding section, the stabilization problem is solved by using the interval analysis approach to estimate the RNIS-SC. In Section 4, the closed-loop RDOA enlargement method and the controller design method is proposed. In Section 5, the controller design method is verified with the simulation result in a specific case. The conclusion is drawn in Section 6.

**Notation:** For a vector $x \in \mathbb{R}^n$, $x(i)$ represents the $i$-th element of $x$, $i = 1, 2, \cdots, n$. For $x_1, x_2 \in \mathbb{R}^n, x_1 \leq x_2$ means $x_1$ is less than or equal to $x_2$ element by element. For two vectors $x \in \mathbb{R}^n$ and $u \in \mathbb{R}^m$, $w = (x, u)$ represents a new vector in $\mathbb{R}^{n+m}$. $[w] \subset \mathbb{R}^{n+m}$ represents a box belonging to $\mathbb{R}^{n+m}$ (e.g., a rectangular region when $n + m = 2$). $\mathbb{W} \subset \mathbb{R}^{n+m}$ represents an arbitrary compact [19] subset of $\mathbb{R}^{n+m}$, $\mathbb{W}$ represents an approximation of $\mathbb{W}$ by covering $\mathbb{W}$ with non-overlapping boxes in a set of boxes (there is no ambiguity when $\mathbb{W}$ is viewed as a set of boxes or the unions of boxes in a set of boxes according to contents), $\text{sub}(x)$ represents supremacy of $x$, inf$(x)$ represents infimum of $x$, $[x] \subset \mathbb{R}^n$ represents an interval. $[x] \sqcup [y] = [\min\{x, y\}, \max\{x, y\}]$ represents the interval union of the interval $[x]$ and $[y]$.

### 2 Robust Stabilization Controller Set: Robust Negative-definite and Invariant Set in State-Control Space

Consider the nonlinear discrete-time plant set

$$\mathfrak{F} := \left\{ f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \left| f(0, 0) = 0, \right. \right. f(x, u) - \delta(x, u) \leq f(x, u) \leq f(x, u) + \delta(x, u) \right\}, \quad (1)$$

where $x(k) \in \mathbb{R}^n$ is the state, $u(k) \in \mathbb{R}^m$ is the control input, continuous function $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n$ is the known nominal model satisfying $f(0, 0) = 0$ and continuous function $\delta : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}_+$ is the known modeling error bound satisfying $\delta(0, 0) = 0$. The control objective is to find a robust controller $\mu : \mathbb{R}^n \to \mathbb{R}^m$ and an estimate of the robust closed-loop DOA to ensure that, $\forall f \in \mathfrak{F}$, the closed-loop $x(k + 1) = f(x(k), \mu(x(k)))$, $k = 0, 1, 2, \ldots,$
is asymptotically stable at the origin for all initial states in the estimate of the closed-loop RDOA and to enlarge the estimate of the RDOA as large as possible.

The main objective of this section consists in characterizing robust negative-definite and invariant set in the state-control space (RNIS-SC), which is an unstructured robust stabilization controller set, and discussing properties of RNIS-SC. Moreover, it is observed how such features can be employed to obtain the estimation of RDOA.

### 2.1 Robust Negative-definite Set in State-Control Space

For a given nominal model \( \hat{f} \) and the known modeling error bound \( \delta \), we omit time instant \( k \) and let \( x_+ \, x \) and \( u \) denote \( x(k+1), x(k) \) and \( u(k) \), respectively. Then the dynamic of plant set (1) can be represented as a domain \( \Pi \) in \( (2n+m) \)-dimensional space, which is defined as

\[
\Pi = \{ (x_+, x, u) \in \mathbb{R}^{2n+m} | \hat{f}(w) - \delta(w) \leq x_+ \leq \hat{f}(w) + \delta(w), w = (x, u) \}. 
\]

For a given Lyapunov function \( L : \mathbb{R}^n \rightarrow \mathbb{R} \), the subset \( \Pi(L) \) of \( \Pi \) is defined as

\[
\Pi(L) = \{ (x_+, x, u) \in \Pi | L(x_+) - L(x) < 0 \}. 
\]

All points \( (x_+, x, u) \) belong to the \( \Pi(L) \) make the time difference of Lyapunov function \( L \) negative definite, so \( \Pi(L) \) is called negative-definite set in state-state-control space (ND-SSC). However, ND-SSC \( \Pi(L) \) is not robust for plant set (1). The concept of the robust negative-definite set is proposed in [22]. Any point \( (x_+, x, u) \) in the robust negative-definite set must satisfies: \( \forall f \in \mathcal{F}, L(f(x, u)) - L(x) < 0 \). Hence, robust negative-definite set in state-state-control space (RNSSC) \( \Pi_N(L) \) is

\[
\Pi_N(L) = \{ (x_+, x, u) \in \Pi_N | \forall x'_+ \in X_+(x, u), L(x'_+) - L(x) < 0, x_+ \in X_+(x, u) \},
\]

where, for a given \( (x, u) \in \mathbb{R}^{n+m} \), \( X_+(x, u) \) is defined as

\[
X_+(x, u) = \{ x_+ \in \mathbb{R}^n | \hat{f}(w) - \delta(w) \leq x_+ \leq \hat{f}(w) + \delta(w), w = (x, u) \}.
\]

The robust negative-definite set in state-control space can be obtained by projecting RND-SSC along the \( x_+ \) space to the state-control space which is defined as follows.

**Definition 1** For a given Lyapunov function \( L \), the robust negative-definite set \( \mathcal{W}_N(L) \) for the plant set (1) is defined as

\[
\mathcal{W}_N(L) = \{ (x, u) \in \mathbb{R}^{n+m} | \forall x_+ \in X_+(x, u), L(x_+) - L(x) < 0 \},
\]

where \( X_+(x, u) \) is defined in (5).

**Lemma 1** For plant set (1), if a Lyapunov function \( L \) and a controller \( \mu \) exist such that

\[
\forall x \in \text{proj}(\mathcal{W}_N(L)), (x, \mu(x)) \in \mathcal{W}_N(L), 0 = \mu(0)
\]

then \( L(x(k+1)) - L(x(k)) < 0 \) for the closed-loop \( x(k+1) = f(x(k), \mu(x(k))) \), when \( x(k) \in \text{proj}(\mathcal{W}_N(L)) \), \( \forall f \in \mathcal{F} \).

**Proof.** We have \( (x(k), \mu(x(k))) \in \mathcal{W}_N(L) \), according to the definition of RNS-SC \( \mathcal{W}_N(L) \) in (6), then

\[
\forall x(k+1) \in X_+(x(k), \mu(x(k))), L(x(k+1)) - L(x(k)) < 0.
\]

Based on (5), \( \forall f \in \mathcal{F}, f(x(k), \mu(x(k))) \in X_+ \). Hence, for any state \( x(k) \in \text{proj}(\mathcal{W}_N(L)) \) and \( \forall f \in \mathcal{F}, L(x(k+1)) - L(x(k)) < 0 \) is satisfied.

Based on the Lemma 1, one may think that \( \text{proj}(\mathcal{W}_N(L)) \) can be regarded as an estimate of closed-loop RDOA. However, it is wrong because there is no guarantee that the next state \( x(k+1) \) is still in \( \text{proj}(\mathcal{W}_N(L)) \). Once the next state \( x(k+1) \) does not belong to \( \text{proj}(\mathcal{W}_N(L)) \), the time difference of Lyapunov function is no longer negative definite. Finding a level set to deliver an enclosure of the Lyapunov function is one of the solutions [12,20,32] but leads to the conservative result.

### 2.2 Robust invariant set in state-control space

For the purpose of finding an unstructured robust controller set, we give the definition of the robust invariant set in the state-control space (RIS-SC) as follows.

**Definition 2** The robust invariant set \( \mathcal{W}_1 \) for the plant set (1) is defined as

\[
\mathcal{W}_1 = \{ w = (x, u) \in \mathbb{R}^{n+m} | X_+(w) \subset \text{proj}(\mathcal{W}_1) \},
\]

where \( X_+ \) is defined in (5), \( \text{proj}(\mathcal{W}_1) \subset \mathbb{R}^n \) represents the projection of \( \mathcal{W}_1 \subset \mathbb{R}^{n+m} \) along the state space \( \mathbb{R}^n \).

**Lemma 2** For the plant set (1), if a controller \( \mu \) satisfies

\[
\forall x \in \text{proj}(\mathcal{W}_1), (x, \mu(x)) \in \mathcal{W}_1,
\]

then the solution \( \phi(x_0, k) \) of the closed-loop \( x(k+1) = f(x(k), \mu(x(k))) \) with any initial state \( x_0 \in \text{proj}(\mathcal{W}_1) \) is in \( \text{proj}(\mathcal{W}_1) \) for all \( k > 0 \).
PROOF. We prove Lemma 2 in the form of mathematical induction.

For $k = 0$, we have $\phi(x_0,0) = x_0 \in \text{proj}(W_1)$. Next, it is proved that $\phi(x_0,k+1) \in \text{proj}(W_1)$ when $\phi(x_0,k) \in \text{proj}(W_1)$. Because $x(k) = \phi(x_0,k) \in \text{proj}(W_1)$, from (8), $(x(k),\mu(x(k))) \in W_1$ is obtained. According to Definition 2, $\forall x \in \Phi$, we have $x(k+1) = \phi(x_0,k+1) \in \text{proj}(W_1)$. ■

With the definition of RIS-SC, robust negative-definite and invariant set in state-control space are introduced in the next subsection.

2.3 Robust negative-definite and invariant set in state-control space

For a given Lyapunov function $L$, combine the definition of the robust negative-definite set $W_N(L)$ and the robust invariant set $W_I$, the definition of the robust negative-definite and invariant set in the state-control (RNIS-SC) space are introduced as follows.

Definition 3 The robust negative-definite and invariant set $W_{NI}(L)$ for the plant set (1) is defined as

\[
W_{NI}(L) = \{ w = (x,u) \in \mathbb{R}^{n+m} | \\
X_{+}(w) \subseteq \text{proj}(W_{NI}(L)), \\
\forall x_+ \in X_{+}, L(x) - L(x) < 0, \tag{9} \]

where $x_+$ is the state at the next time instant, $X_+$ is defined in (5), $L(x)$ is a given Lyapunov function.

Since $W_{NI}(L)$ is robust negative definite, according to the (6), $\forall (x(k),u(k)) \in W_{NI}(L), \forall f \in \Phi$, the time difference of the Lyapunov function $L(x(k))$ at $k$ instant is negative definite. Further more, $W_{NI}(L)$ is robust invariant, according to the (7), $(x(k),u(k)) \in W_{NI}(L), \forall f \in \Phi$, the next state $x(k+1) = f(x(k),u(k))$ is still in the $\text{proj}(W_{NI}(L))$, which means that there exists $u(k+1)$ such that the time difference of the Lyapunov $L(x(k+1))$ is still negative definite at $k + 1$. Hence, the closed-loop system is asymptotically stable for all initial state in $\text{proj}(W_{NI}(L))$ which is shown in the following theorem.

Theorem 1 Given RNIS-SC $W_{NI}(L) \subset \mathbb{R}^{n+m}$ for the plant set (1) and Lyapunov function $L : \mathbb{R}^{n} \to \mathbb{R}$, if the controller $\mu : \mathbb{R}^{n} \to \mathbb{R}^{m}$ satisfies

\[
\forall x \in \text{proj}(W_{NI}(L)), (x;\mu(x)) \in W_{NI}(L), \tag{11} \]

then the closed-loop system $x(k+1) = f(x(k),\mu(x(k))) \forall f \in \Phi$ is asymptotically stable for any initial state $x_0 \in \text{proj}(W_{NI}(L))$.

PROOF. For any $f \in \Phi$, let $\phi(x_0,k)$ denote the solution of $x(k+1) = f(x(k),\mu(x(k)))$ at time $k$ with the initial state $x_0$. According to the Definition 3, $W_{NI}(L)$ is robust negative-definite. From (11) and Lemma 1, we have, $\forall f \in \Phi$, $L(\phi(x_0,k+1)) - L(\phi(x_0,k)) < 0, \tag{12}$

when $\phi(x_0,k) \in \text{proj}(W_{NI}(L))$. According to the Definition 3, $W_{NI}(L)$ is also robust invariant. From (11) and Lemma 1, we have, $\forall f \in \Phi$, $\forall x_0 \in \text{proj}(W_{NI}(L)), \forall k \geq 0$, $\phi(x_0,k) \in \text{proj}(W_{NI}(L)). \tag{13}$

From (12) and (13), it follows that, $\forall f \in \Phi$, $\exists x_0 \in \text{proj}(W_{NI}(L)), L(\phi(x_0,k))$ is monotonically decreasing with time. And because $L$ is positive-definite, $L(\phi(x_0,k))$ is bounded from below by zero. Hence,

\[
\forall x_0 \in \text{proj}(W_{NI}(L)), \lim_{k \to \infty} L(\phi(x_0,k)) = 0. \tag{14} \]

From the above equation, we can derive that

\[
\forall x_0 \in \text{proj}(W_{NI}(L)), \lim_{k \to \infty} \phi(x_0,k) = 0, \tag{15} \]

The process of (14) to (15) is omitted. This can be proven by reductio ad absurdum (details see the proof of Theorem 13.2 in [19]). ■

With the Theorem 1, once the RNIS-SC $W_{NI}(L)$ is obtained, any controller satisfies (11) can stabilize the plant set (1). However, due to nonlinearities of $f$ and $\delta$, it is hard to find the analytic solution of $W_{NI}(L)$. In Section 4, we propose a numerical method to obtain an approximate solution of $W_{NI}(L)$. It is obvious that RNIS-SC $W_{NI}(L)$ is an invariant subset of RNS-SC $W_N(L)$. In the next subsection, a theoretical result about how to find an invariant subset of RNS-SC is given, which is the theoretical cornerstone of the numerical method proposed in Section 4.

2.4 Finding RNS-SC by predecessor operator

Because RNIS-SC $W_{NI}(L)$ is an invariant subset of RNS-SC $W_N(L)$, we first give the theoretical result about finding an invariant subset of any interested region in the state-control space. Predecessor set (or one-step backward set) of a given set is the center of computing invariant sets and is well studied in [2, 4, 28]. While the predecessor set in existing literature is defined in the state space, we define the predecessor set in the state-control space as follows.

\[
\text{Pre}(W) = \{ w \in \mathbb{R}^{n+m} | X_{+}(w) \subset \text{proj}(W) \} \tag{16} \]
With predecessor set \( \text{Pre}(\mathcal{W}) \) for \( \mathcal{W} \subset \mathbb{R}^{n+m} \), we define a new mapping between subsets of the state-control space as follows.

**Definition 4** For \( \mathcal{W} \subset \mathbb{R}^{n+m} \), mapping \( \mathcal{I} \) is defined as

\[
\mathcal{I}(\mathcal{W}) = \text{Pre}(\mathcal{W}) \cap \mathcal{W} = \left\{ w \in \mathcal{W} \mid X_+(w) \subset \text{proj}(\mathcal{W}) \right\},
\]

(17)

where \( X_+ \) is shown in (5), \( \text{proj}(\mathcal{W}) \subset \mathbb{R}^n \) represents the orthogonal projection of \( \mathcal{W} \subset \mathbb{R}^{n+m} \) along the control space to the state space.

**Remark 1** Mapping \( \mathcal{I} \) is similar to the mapping \( \mathcal{C} \) defined in (11) of [2]. From (17), it is obvious that the fundamental principles of mappings \( \mathcal{I} \) and \( \mathcal{C} \) are similar. The difference is that \( \mathcal{I} \) maps subsets of the state-control space into subsets of the state-control space, while \( \mathcal{C} \) maps subsets of the state space into subsets of the state-control space.

The composition of mapping \( \mathcal{I} \) with itself \( i \) times is denoted by \( \mathcal{I}^i \). Mapping \( \mathcal{I} \) has the following property.

**Lemma 3** For any compact set \( \mathcal{W} \subset \mathbb{R}^{n+m} \), set limit \( \mathcal{I}^\infty(\mathcal{W}) := \lim_{i \to \infty} \mathcal{I}^i(\mathcal{W}) := \bigcap_{i=1}^\infty \mathcal{I}^i(\mathcal{W}) \) exists and is invariant for plant set (1).

**PROOF.** From the definition of mapping \( \mathcal{I} \), we have

\[
\mathcal{I}^{i+1}(\mathcal{W}) = \left\{ w \in \mathcal{I}^i(\mathcal{W}) \mid f(w) \in \text{proj}(\mathcal{I}^i(\mathcal{W})) \right\}
\]

(18)

According to (18), it is obvious that \( \{ \mathcal{I}^i(\mathcal{W}) \} \) is a monotonically decreasing sequence of sets that \( \mathcal{I}^{i+1}(\mathcal{W}) \subset \mathcal{I}^i(\mathcal{W}) \) for all \( i \geq 1 \). Moreover, \( \mathcal{I}^i(\mathcal{W}) \) is a closed set for all \( i \geq 1 \). Hence, the set limit of \( \mathcal{I}^i(\mathcal{W}) \) exists (see [29], pp. 111).

\( \mathcal{W} \) is compact (which is equivalent to bounded and closed in metric space [19] (p.77, Lemma 2.5-2)). Let \( \mathcal{U} \) represents the orthogonal projection of \( \mathcal{W} \subset \mathbb{R}^{n+m} \) along the state space to the control space, \( \text{proj}(\mathcal{W}) \) and \( \mathcal{U} \) are both bounded and \( \forall f \in \mathcal{F} \), \( f \) is continuous over \( \mathbb{R}^n \times \mathbb{R}^m \), which indicates that \( \mathcal{I}(\mathcal{W}) \) is bounded. Now we show that \( \mathcal{I}(\mathcal{W}) \) is closed. Let \( w_i = (x_i, u_i) \) be a convergent sequence in \( \mathcal{I}(\mathcal{W}) \). Since \( \text{proj}(\mathcal{W}) \) and \( \mathcal{U} \) are compact, it follows that \( \bar{x} = \lim_{i \to \infty} x_i \in \mathcal{X} \) and \( \bar{u} = \lim_{i \to \infty} u_i \in \mathcal{U} \). Let \( y_i = f(x_i, u_i) \). Then, \( y_i \in \text{proj}(\mathcal{I}(\mathcal{W})) \). Using the continuity of \( f \), we have

\[
\lim_{i \to \infty} y_i = \lim_{i \to \infty} f(x_i, u_i) = f(\lim_{i \to \infty} x_i, \lim_{i \to \infty} u_i) = f(\bar{x}, \bar{u}) \in \text{proj}(\mathcal{I}(\mathcal{W})), \forall f \in \mathcal{F}.
\]

(19)

Hence, \( (\bar{x}, \bar{u}) \in \mathcal{I}(\mathcal{W}) \), which indicates that \( \mathcal{I}(\mathcal{W}) \) is closed. Therefore, \( \mathcal{I}(\mathcal{W}) \) is compact. Further more, \( \mathcal{I}^\infty(\mathcal{W}) \) is compact.

To prove that \( \mathcal{I}^\infty(\mathcal{W}) \) is invariant (Definition 2), we need to show that

\[
\forall w \in \mathcal{I}^\infty(\mathcal{W}) = \bigcap_{i=0}^\infty \mathcal{I}^{i+1}(\mathcal{W}),
\]

\[
f(w) \in \text{proj}(\mathcal{I}^\infty(\mathcal{W})) = \text{proj}(\bigcap_{i=0}^\infty \mathcal{I}^{i+1}(\mathcal{W})),
\]

(20)

by Definition 4, we have for all \( i \geq 1 \)

\[
\forall w \in \mathcal{I}^{i+1}(\mathcal{W}), f(w, \delta) \in \text{proj}(\mathcal{I}^i(\mathcal{W}))
\]

(21)

which implies

\[
\forall w \in \bigcap_{i=0}^\infty \mathcal{I}^{i+1}(\mathcal{W}), f(w, \delta) \in \text{proj}(\bigcap_{i=0}^\infty \mathcal{I}^i(\mathcal{W})).
\]

(22)

We then aim to show that

\[
\bigcap_{i=0}^\infty \text{proj}(\mathcal{I}^i(\mathcal{W})) = \text{proj}(\bigcap_{i=0}^\infty \mathcal{I}^i(\mathcal{W})).
\]

(23)

Since \( \text{proj}(\bigcap_{i=0}^\infty \mathcal{I}^i(\mathcal{W})) \subset \text{proj}(\mathcal{I}^i(\mathcal{W})) \) for all \( i \geq 0 \), we have in general that

\[
\text{proj}(\bigcap_{i=0}^\infty \mathcal{I}^i(\mathcal{W})) \subset \bigcap_{i=0}^\infty \text{proj}(\mathcal{I}^i(\mathcal{W}))
\]

and hence it is sufficient to prove the reverse inclusion.

if \( x \in \bigcap_{i=0}^\infty \text{proj}(\mathcal{I}^i(\mathcal{W})) \), then there exists a sequence

\( \mathcal{U}_i = \{ u \in \mathbb{R}^m \mid \exists x \in \text{proj}(\mathcal{I}^i(\mathcal{W})), (x, u) \in \mathcal{I}^i(\mathcal{W}) \} \)

such that \( (x, u_j) = (x, u_j) \in \mathcal{I}^i(\mathcal{W}), u_j \in \mathcal{U}_i \). Since \( \mathcal{I}^i(\mathcal{W}) \) and the control space \( \mathcal{U} \) are compact, by compact definition in [19] (p.77, 2.5-1), we can find a convergent subsequence \( \mathcal{U}_{i_\infty} \subset \mathcal{U}_i \) and the subsequence \( \mathcal{U}_{i_\infty} \) has at least one limit point \( \bar{u} = \lim_{j \to \infty} u_j \), \( \bar{u} \in \mathcal{U}_{i_\infty} \) such that \( (x, \bar{u}) \in \bigcap_{i=0}^\infty \mathcal{I}^i(\mathcal{W}) = \bigcap_{i=0}^\infty (\mathcal{I}^i(\mathcal{W})), \) i.e., \( x \in \text{proj}(\bigcap_{i=0}^\infty (\mathcal{I}^i(\mathcal{W}))) \).

Therefore,

\[
\bigcap_{i=0}^\infty \text{proj}(\mathcal{I}^i(\mathcal{W})) \subset \text{proj}(\bigcap_{i=0}^\infty \mathcal{I}^i(\mathcal{W})),
\]

which is what was to be shown. □

**Remark 2** To our knowledge, the results similar to Lemma 3 has been discussed for a half-century, started from the conclusion of the Problem 8 in [8]. For infinite-time reachability analysis, a brief proof in state-space is given in Proposition 4 of [2]. The more detailed proof is shown in the Theorem 5.2 of [9](pp. 154). For switched systems, the similar proof is presented in the Theorem 1 of [21]. The result in [21] only requires closedness because the \( \mathcal{U} \) of switched systems is finite. Our proof is proposed in a new point of view deals with the subject in
state-control space for the purpose of controller design.

According to the Lemma 3, for a given compact set $\mathcal{W} \subset \mathbb{R}^{n+m}$, $\mathcal{I}^\infty(\mathcal{W})$ exists and is the invariant set. However, the negative-definite set $\mathcal{W}_N(L)$ defined in Definition 1 is unbounded and open, namely $\mathcal{W}_N(L)$ is not compact. In order to guarantee the boundedness of $\mathcal{W}_N(L)$, we introduce the following assumption.

**Assumption 1** The state and control input satisfy a set of mixed constrains

\[
(x; u) \in \mathcal{W}_{\text{cons}} \subset \mathbb{R}^{n+m},
\]

where $\mathcal{W}_{\text{cons}}$ is a compact set.

It is without loss of generality to introduce Assumption 1, because these constrains typically arise due to physical limitations or safety considerations in practice. Under Assumption 1, it follows that $\mathcal{W}_N(L) \subset \mathcal{W}_{\text{cons}}$, therefore $\mathcal{W}_N(L)$ is bounded. The openness of $\mathcal{W}_N(L)$ is due to that its boundary $\{(x; u)|L(f(x, u)) - L(x) = 0\}$ is not its subset, therefore we modify (6) as

\[
\mathcal{W}_N(L) = \{(x, u) \in \mathbb{R}^{n+m}|\forall x_+ \in \mathcal{X}_+(x, u), \quad L(x_+) - L(x) \leq -\alpha\}, \quad (24)
\]

where $\alpha \in \mathbb{R}_+$ is a very small positive constant. Then, it is obvious that, under Assumption 1, $\mathcal{W}_N(L)$ defined in (24) is bounded and closed. Hence, $\mathcal{W}_N(L)$ defined in (24) is compact. With the compact set $\mathcal{W}_N(L)$, we give the following theorem.

**Theorem 2** The $\mathcal{W}_{N&I}(L)$ of the state-control space defined in Theorem 1 satisfies

\[
\mathcal{W}_{N&I}(L) = \mathcal{I}^\infty(\mathcal{W}_N(L)).
\]

**PROOF.** Following Lemma 3, we have that the set limit $\mathcal{I}^\infty(\mathcal{W}_N(L)) = \lim_{i \to \infty} \mathcal{I}^i(\mathcal{W}_N(L))$ exists and is invariant for plant (1), which means (9) is satisfied.

From the definition of the mapping $\mathcal{I}$, we know that

\[
\mathcal{I}^\infty(\mathcal{W}_N(L)) \subseteq \cdots \subseteq \mathcal{I}^2(\mathcal{W}_N(L)) \subseteq \mathcal{I}(\mathcal{W}_N(L)) \subseteq \mathcal{W}_N(L).
\]

The above relations mean that $\mathcal{W}_{N&I}(L)$ is a subset of $\mathcal{W}_N(L)$. Hence, $\mathcal{I}^\infty(\mathcal{W})$ is negative-definite for plant set (1), which means (10) is satisfied. Therefore, we have $\mathcal{W}_{N&I}(L) = \mathcal{I}^\infty(\mathcal{W}_N(L))$.

Due to the difficulty to obtain the RNIS-SC by its definition, Lemma 3 and Theorem 2 are derived to obtain $\mathcal{W}_{N&I}(L)$ by mapping $\mathcal{I}$. According to the Theorem 1, if RNIS-SC is known, the robust controller $\mu$ and the estimate of the closed-loop RDOA $\text{proj}(\mathcal{W}_{N&I}(L))$ can be obtained. Then, an interval analysis approach is used to estimate the RNIS-SC, which is introduced in the next subsection.

3 Robust Negative-definite and Invariant set Estimation Via Interval Analysis

In this section, a numerical method estimating the RNIS-SC is proposed. Firstly, an interval analysis approach to estimate a specific set (namely, the SEVIA algorithm), is briefly introduced. Then, an algorithm, estimating the RNIS-SC $\mathcal{W}_{N&I}(L)$ for the given Lyapunov function $L$ based on the SEVIA algorithm, is proposed. Thirdly, the convergence of the proposed algorithm is proved under the convergent inclusion function.

3.1 Set estimation via interval analysis

Interval analysis is a kind of guaranteed numerical method for approximating sets. Guaranteed means here that approximations of sets of interest are obtained, which can be made as precise as desired [15]. The basic idea is very simple: use adjacent but disjoint hyperrectangles (rectangles in two-dimensional space, cuboids in three-dimensional space, and hyperrectangles in high-dimensional space) to cover the domain of interest, so as to obtain an approximation of the collection.

The fundamental of interval analysis is the concept of interval vectors and inclusion functions. We briefly introduce these concepts (more details see [15]). An interval is denoted by

\[
[z] = [\underline{z}, \overline{z}].
\]

It is a set of real numbers within bounds such that $z_i \leq \underline{z}_i \leq \overline{z}_i$, where $\underline{z}_i$ represents the lower bound inf$\{z_i\}$ and the $\overline{z}_i$ the upper bound sup$\{z_i\}$ of the interval. An interval vector $[z]$ is a subset of $\mathbb{R}^n$, which is defined as $[z] = [z_1] \times [z_2] \times \cdots \times [z_n]$, where the $j$-th interval $[z_j] = [\underline{z}_j, \overline{z}_j], j = 1, 2, \ldots, n_1$, is a connected subset of $\mathbb{R}$, $\underline{z}_j$ and $\overline{z}_j$ are the lower and the upper bound of the interval $[z_j]$, $[z] \in \mathbb{R}^n$ is also called a box, where $\mathbb{R}^n$ denotes the set of all $n_1$-dimensional boxes. Considering function $p : \mathbb{R}^n \to \mathbb{R}^n_2$, the interval function $[p] : \mathbb{R}^n \to \mathbb{R}^{n_2}$ is an inclusion function for $p$ if $\forall [z] \in \mathbb{R}^n, [p([z])] \subset [p([z])]$. An inclusion function $[p]$ is convergent if $\forall [z] \in \mathbb{R}^n, \lim_{d([z]) \to 0} d([p([z])]) = 0$, where $d([z]) = \max_{1 \leq j \leq n_1} (\overline{z}_j - \underline{z}_j)$ denotes the width of box $[z]$. The convergent inclusion function can guarantee the convergence of the set estimation algorithm.

Note that for a given function, its convergent inclusion function is not unique, e.g., natural form, centered form and Taylor form.

Suppose the estimated set $\mathcal{W} \subset \mathcal{W}_{\text{cons}}$ is defined as fol-
The idea of estimating set \( \mathcal{W} \subset \mathcal{W}_{\text{cons}} \) by the SEVIA algorithm is that: first, the CONDITIONS are transformed into the expression of interval inclusion function, so that the given hyper-rectangle \( \{w\} \subset \mathbb{R}^{n+m} \) can be verified whether it entirely in or out \( \mathcal{W} \); then, starting from an initial set \( \mathcal{W}_{\text{init}} \) of hyper-rectangles, the SEVIA algorithm performs a recursive exploration, in which four cases may be encountered for the given \( \{w\} \):

- **Inner test:** if \( \{w\} \) is entirely in \( \mathcal{W} \), then \( \{w\} \) is stored in hyper-rectangles set \( \mathcal{W}_{\text{in}} \), as shown in Line 7-8 in Algorithm 1.
- **Outer test:** if \( \{w\} \) has an empty intersection with \( \mathcal{W} \), then \( \{z\} \) is stored in set \( \mathcal{W}_{\text{out}} \), as shown in Line 9-10 in Algorithm 1. The set collects boxes outside \( \mathcal{W} \).
- **If \( \{w\} \) do not satisfy inner test nor outer test**, it means \( \{w\} \) contains the boundary of \( \mathcal{W} \); \( \{w\} \) is said to be indeterminate. If the width of \( \{w\} \) is lower than a prespecified parameter \( \varepsilon > 0 \), then it is deemed small enough to be stored in set \( \mathcal{W}_{\text{bou}} \) collecting boxes containing the boundary of \( \mathcal{W} \), as shown in Line 11-12 in Algorithm 1.
- **If \( \{w\} \) is indeterminate and its width is greater than \( \varepsilon \), then \( \{w\} \) should be bisected and the two newly generated boxes are stored in set \( \mathcal{W}_{\text{do}} \) collecting boxes needing further exploration, as shown in Line 13-15 in Algorithm 1.

The exploration should be recursively implemented until set \( \mathcal{W}_{\text{do}} \) is empty.

**Algorithm 1** Set Estimation Via Interval Analysis

1: ```
procedure SEVIA (Inner test, Outer test, \( \mathcal{W}_{\text{init}}, \varepsilon \))
2: \( \mathcal{W}_{\text{in}} := \emptyset \), \( \mathcal{W}_{\text{out}} := \emptyset \), \( \mathcal{W}_{\text{bou}} := \emptyset \)
3: \( \mathcal{W}_{\text{do}} := \mathcal{W}_{\text{init}} \)
4: while \( \mathcal{W}_{\text{do}} \neq \emptyset \) do
5: Get a box \( \{w\} \) from \( \mathcal{W}_{\text{do}} \)
6: Remove \( \{w\} \) from \( \mathcal{W}_{\text{do}} \)
7: if \( \{w\} \) satisfies Inner test then
8: Add \( \{w\} \) to set \( \mathcal{W}_{\text{in}} \)
9: else if \( \{w\} \) satisfies Outer test
10: Add \( \{w\} \) to set \( \mathcal{W}_{\text{out}} \)
11: else if \( \delta(\{w\}) < \varepsilon \) then
12: Add \( \{w\} \) to set \( \mathcal{W}_{\text{bou}} \)
13: else
14: Bisect box \( \{w\} \)
15: Add the two new boxes to set \( \mathcal{W}_{\text{do}} \)
16: end if
17: end while
18: return \( \mathcal{W}_{\text{in}} \) as the estimate of \( \mathcal{W} \)
19: end procedure```

### 3.2 Robust negative-definite and invariant set estimation via interval analysis

In this subsection, the RNISEVIA (Robust negative-definite and invariant set estimation via interval analysis) algorithm is proposed to estimate the robust negative-definite and invariant set \( \mathcal{W}_{\text{RNIS}}(L) \) for the given Lyapunov function \( L \) based on the SEVIA algorithm.

The inclusion function of the function defined from Euclidean space to Euclidean space is well defined and researched [15]. However, the definition of the inclusion function of \( X_+ : \mathbb{R}^{n+m} \to \mathbb{R}^n \) defined in (5) does not exist in literatures. According to the definition of \( X_+ (\{w\}) \) in (5), we define the interval function \( [X_+] : \mathbb{R}^{n+m} \to \mathbb{R}^n \) as

\[
[X_+](\{w\}) = [\tilde{f}(\{w\})] \cup [\bar{f}(\{w\})],
\]

where \( \tilde{f} : \mathbb{R}^{n+m} \to \mathbb{R}^n \) is defined as \( \tilde{f}(\{w\}) = \bar{f}(\{w\}) - \delta(\{w\}) \) and \( \bar{f} : \mathbb{R}^{n+m} \to \mathbb{R}^n \) is defined as \( \bar{f}(\{w\}) = \tilde{f}(\{w\}) + \delta(\{w\}) \). Actually, the interval function \( [X_+] \) is the inclusion function of \( X_+ \) as shown in the following lemma.

**Lemma 4** Interval function \( [X_+] : \mathbb{R}^{n+m} \to \mathbb{R}^n \) defined in (27) is the inclusion function of \( X_+ : \mathbb{R}^{n+m} \to \mathbb{R}^n \) defined in (5), namely, \( \forall \{w\} \in \mathbb{R}^{n+m}, X_+(\{w\}) \subset [X_+](\{w\}) \).

**PROOF.** According to the (5), we know that \( X_+ (\{w\}) = [\tilde{f}(\{w\}), f(\{w\})] \), hence we have

\[
X_+(\{w\}) = [\inf(\tilde{f}(\{w\})), \sup(\bar{f}(\{w\}))].
\]

According to the properties of inclusion function, we know that

\[
\forall \{w\} \in \mathbb{R}^{n+m}, \tilde{f}(\{w\}) \subset [f(\{w\})],
\]
\[
\forall \{w\} \in \mathbb{R}^{n+m}, \bar{f}(\{w\}) \subset [\tilde{f}(\{w\})].
\]

Therefore,

\[
\forall \{w\} \in \mathbb{R}^{n+m}, \inf(\tilde{f}(\{w\})) \subset \bar{f}(\{w\}),
\]
\[
\forall \{w\} \in \mathbb{R}^{n+m}, \sup(\bar{f}(\{w\})) \subset \tilde{f}(\{w\}).
\]

which means

\[
[\inf(\tilde{f}(\{w\})), \sup(\bar{f}(\{w\}))] \subset [f(\{w\})] \cup [\tilde{f}(\{w\})].
\]

Hence, we have \( \forall \{w\} \in \mathbb{R}^{n+m}, X_+(\{w\}) \subset [X_+](\{w\}) \). □

Once the inclusion function \( [X_+] (\{w\}) \) of \( X_+ (\{w\}) \) is given, the Inner test and Outer test in SEVIA can be ob-
tained. For a given Lyapunov function $L$, the RNS-SC $W_N(L) \subset \mathbb{R}^n$ can be approximated using SEVIA algorithm, as shown in Line 2-3 of Algorithm 2. By (24), if $w = (x, u) \in W_N(L)$, $w$ satisfies

$$L(X_+(w)) - L(x) \subset (-\infty, -\alpha],$$

(28)

where $L(X_+(w))$ denotes the range of the function $L$ whose set is defined by $X_+(w)$. Hence, if $[w] = [x] \times [u] \subset W_N(L)$, then $[w]$ must satisfy

$$L(X_+([w])) - L([x]) \subset (-\infty, -\alpha].$$

(29)

Depending on the properties of the interval operation and the inclusion function, we can get

$$L(X_+([w])) - L([x]) \subset [L](X_+([w])) - [L]([x]).$$

(30)

By (30), if

$$[L](X_+([w])) - [L]([x]) \subset (-\infty, -\alpha],$$

(31)

then (29) must be satisfied so that $[w] \subset W_N(L)$. Similarly, if

$$[L](X_+([w])) - [L]([x]) \cap (-\infty, -\alpha] = \emptyset,$$

(32)

then $L(X_+([w])) - L([x])$ must be outside $(-\infty, -\alpha]$ so that $[w]$ is outside $W_N(L)$. With the internal validation expressions (31) and external validation expressions (32), the estimated $\tilde{W}_N(L)$ of RNS-SC $W_N(L)$ can be derived from the following formula:

$$\tilde{W}_N(L) := \text{SEVIA}((31), (32), \{[w_{\text{init}}]\}, \epsilon),$$

(33)

where $[w_{\text{init}}] \subset \mathbb{R}^{n+m}$ is a hyperrectangle large enough in the state-control space.

With the initial set $\tilde{W}_N(L)$, recursively using SEVIA algorithm to approximate mapping $\tilde{I}$, an inner approximation $\tilde{W}_{N\&I}(L)$ of the negative-definite and invariant set $W_{N\&I}(L)$ defined in (9) can be obtained, as shown in Line 4-10 of Algorithm 2. For any hyperrectangular set $\tilde{W}_N(L) \subset \mathbb{R}^{n+m}$, we know from (17) that if $[w] \subset \tilde{I}(\tilde{W}_1)$, $[w] \subset \tilde{W}_1$ needs to satisfy

$$X_+([w]) \subset \text{proj}(\tilde{W}_1).$$

(34)

Due to the difficulty of solving the function range, the verification of the above formula is hard to achieve. Therefore, the interval inclusion function is used instead of the solution of the function range. Based on $X_+([w]) \subset [X_+([w])]$, we know that if

$$[X_+([w])] \subset \text{proj}(\tilde{W}_1),$$

(35)

then (34) must be satisfied, therefore $[w] \subset \tilde{I}(\tilde{W}_1)$. Similarly, if

$$[X_+([w])] \cap \text{proj}(\tilde{W}_1) = \emptyset,$$

(36)

then $[X_+([w])]$ must be outside $\text{proj}(\tilde{W}_1)$, therefore $[w]$ is outside $\tilde{I}(\tilde{W}_1)$. With internal validation expressions (35) and external validation expressions (36), the estimated $\tilde{W}_2$ of $\tilde{I}(\tilde{W}_1)$ can be derived from the following formula:

$$\tilde{W}_2 := \text{SEVIA}((35), (36), \tilde{W}_1, \epsilon)$$

(37)

---

**Algorithm 2 Robust Negative-definite and Invariant Set Estimation Via Interval Analysis**

1: procedure RNISEVIA($\tilde{f}, L, [w_{\text{init}}], \epsilon$

2: Using $\tilde{f}$ and $L$ to get the internal validation expressions (31) and external validation expressions (32).

3: $\tilde{W}_N(L) := \text{SEVIA}((31), (32), \{[w_{\text{init}}]\}, \epsilon$

4: Using $\tilde{f}$ and $L$ to get the internal validation expressions (35) and external validation expressions (36).

5: $\tilde{W}_1 := \emptyset$

6: $\tilde{W}_2 := \tilde{W}_N(L)$

7: while $\tilde{W}_1 \neq \tilde{W}_2$ do

8: $\tilde{W}_1 := \tilde{W}_2$

9: $\tilde{W}_2 := \text{SEVIA}((35), (36), \tilde{W}_1, \epsilon$

10: end while

11: $\tilde{W}_{N\&I}(L) := \tilde{W}_1$

12: return $\tilde{W}_{N\&I}(L)$ as the internal approximation of $W_{N\&I}(L)$

13: end procedure

---

### 3.3 Convergence of RNISEVIA algorithm

RNISEVIA is a finite algorithm, which terminates in less than $(d([w_{\text{init}}])/\epsilon)^2 \times (d([w_{\text{init}}])/(\epsilon + 1)$ times. Let us prove the most important properties of RNISEVIA: the convergence of the output result $\tilde{W}_{N\&I}(L)$.

According to the (27), $[X_+([w])]$ is the interval union of two inclusion functions in Euclidean space. Three forms (natural, center and Taylor) of inclusion function are convergent [15] (pp. 27-38). For the interval union $[g] \cup [h]$ of two inclusion functions $[g]$ and $[h]$, this property can be extended as follows:

**Definition 5** An inclusion function $[X_+([w])] = [\tilde{f}((w)] \cup [\tilde{f}([w])] : \mathbb{R}^{n+m} \to \mathbb{R}^n$ for $[\tilde{f}([w])$ : $\mathbb{R}^{n+m} \to \mathbb{R}^n$ and $[\tilde{f}([w]) : \mathbb{R}^{n+m} \to \mathbb{R}^n$ is convergent if, for any sequence of boxes $[w](j)$,

$$\lim_{j \to \infty} d([w](j)) = 0 \Rightarrow \lim_{j \to \infty} d([X_+([w])]) = D,$$

(38)
where \(d([w])\) is the width of \([w]\), \(D = \sup(\bar{f}([w])) - \inf(f([w])))\).

**Lemma 5** If the inclusion functions \([f]([w]), [\bar{f}][[w]]\) are in natural, center or Taylor form, the inclusion function \([X_+][[w]]\) satisfies (27) is convergent.

**PROOF.**

We have \([X_+][[w]] = [f][[w]] \cup [\bar{f}][[w]]\), hence, for any sequence of boxes \([w][j]\)

\[
\lim_{j \to \infty} d([w](j)) = 0 \Rightarrow \lim_{j \to \infty} d((X_+)([w](j))) = 0
\]

where \(d([w])\) is the width of \([w]\). Since the inclusion functions \([f][[w]], [\bar{f}][[w]]\) are in natural, center or Taylor form, then \([f], [\bar{f}]\) are convergent which indicate that,

\[
\lim_{j \to \infty} d([w](j)) = 0 \Rightarrow \lim_{j \to \infty} d([f](j)) = 0
\]

Therefore,

\[
\lim_{j \to \infty} d([w](j)) = 0 \Rightarrow \lim_{j \to \infty} [f](j) = f(w),
\]

\[
\lim_{j \to \infty} d([w](j)) = 0 \Rightarrow \lim_{j \to \infty} [\bar{f}](j) = \bar{f}(w).
\]

Let \(D = \sup(\bar{f}([w])) - \inf(f([w])))\), then (39) can be rewritten as

\[
\lim_{j \to \infty} d([w](j)) = 0 \Rightarrow \lim_{j \to \infty} d((X_+)([w](j))) = D,
\]

which is what was to be shown.

**Definition 6** (Definition 13 in [16]) The compact \(A\) is full if \(\text{clo}(\text{int}(A)) = A\), where \(\text{clo}(A)\) is closure of \(A\) and \(\text{int}(A)\) is interior of the set \(A\).

**Theorem 3** If \(\tilde{W}_{N+1}(L)\) is full, then the set \(\tilde{W}_{N+1}(L)\) evaluated by RNIDEVIA \((3, L, [w]\text{init}, \epsilon)\) satisfies the following property:

\[
\lim_{\epsilon \to 0} \tilde{W}_{N+1}(L) = W_{N+1}(L).
\]

**PROOF.** First we show that the \(\tilde{W}_{N}(L)\) obtained at Line 3 converges to \(W_{N}(L)\) when \(\epsilon \to 0\). There are two functions in SEVIA of (33): \([L]\) and \([X_+]\).

The convergence of \([X_+][[[w]]\) \(\colon \mathbb{R}^{n+m} \to \mathbb{R}^n\) is proved in Lemma 5 such that \(X_+([w]) \subset [X_+][[[w]]\) and \(\lim_{d([w]) \to 0} [X_+][[[w]]\) = \(X_+([w])\). For a Lyapunov function \(L\) in Euclidean space, its interval inclusion function \([L] : \mathbb{R}^n \to \mathbb{R}\) satisfies that \([L](X_+([w])) \subset [L]([X_+][[[w]]\) and \(\lim_{X_+([w]) \to 0} [X_+][[[w]]\) = \(L(X_+([w]))\). Therefore, we can get that \(\lim_{d([w]) \to 0} [L](X_+([w])) = L(X_+([w]))\), \(\lim_{d([w]) \to 0} [L](X_+([w])) = L(x)\).

Once the SEVIA algorithm at Line 3 is finished, if \([w] \in \tilde{W}_{\text{init}}\) then \(d([w]) < \epsilon\). When \(\epsilon \to 0\), we have \(d([w]) \to 0\).

The inner test (31) and outer test (32) can be rewritten as

\[
L(X_+([w])) - L(x) < (-\infty, -\alpha),
\]

\[
L(X_+([w])) - L(x) \cap (-\infty, -\alpha) = \emptyset.
\]

Since the \([w] \in \tilde{W}_{\text{init}}\) is not satisfied with (40) or (41), when \(\epsilon \to 0\), then \(L(X_+([w])) - L(x) = 0\). Consequently,

\[
\forall [w] \in \tilde{W}_{\text{init}}, \lim_{\epsilon \to 0} h_{\infty}([w], \partial W_N(L)) = 0
\]

\[
\Rightarrow \lim_{\epsilon \to 0} h_{\infty}(\tilde{W}_{\text{init}}, \partial \tilde{W}_N(L)) = 0.
\]

where \(\partial \tilde{W}_N(L)\) denotes the boundary of the compact set \(\tilde{W}_N(L)\), \(h_{\infty}(\tilde{W}_{\text{init}}, \partial \tilde{W}_N(L))\) represents the Hausdorff distance (e.g., Definition 10 in [16]) between \(\tilde{W}_{\text{init}}\) and \(\tilde{W}_N(L)\). The Hausdorff distance based on the infinity norm is metric for the set of compact subsets of \(\mathbb{R}^{n+m}\). It is trivial that \(\partial \tilde{W}_N(L) \subset \tilde{W}_{\text{init}}\). If \(\epsilon = 0\) then \(h_{\infty}(\tilde{W}_{\text{init}}, \partial \tilde{W}_N(L)) = 0\) thus \(h_{\infty}(\tilde{W}_{\text{init}}, \partial \tilde{W}_N(L))\), which gives \(\lim_{\epsilon \to 0} \tilde{W}_{\text{init}} = \tilde{W}_N(L)\).

Now that the boundary \(\partial \tilde{W}_N(L)\) has been determined, the rest of the boxes are either outside (40) or inside (41). Note that the \(\tilde{W}_{N+1}(L)\) is full and \(\tilde{W}_{N+1}(L) \subset \tilde{W}_N\). Hence the \(\tilde{W}_N\) is also full which indicates that there exists finite boxes \(\tilde{W}_N\) satisfies (40). Since \(\lim_{\epsilon \to 0} \tilde{W}_{\text{init}} = \tilde{W}_N(L)\), the rest boxes are either inner or outer. We can finally get \(\lim_{\epsilon \to 0} \tilde{W}_N(L) := \tilde{W}_N = \tilde{W}_N(L)\). Hence, with convergent inclusion function \([X_+][[[w]]\), SEVIA can guarantee the convergence of the output when \(\epsilon \to 0\).

Similarly, no matter how many times the SEVIA algorithm executed in the loop in Line 7-10 of Algorithm 2, since the inclusion function \([X_+][[[w]]\) in (36) is convergent, each SEVIA satisfies

\[
\lim_{\epsilon \to 0} h_{\infty}(\tilde{W}_{N+1}(L), \partial \tilde{W}_N(L)) = 0.
\]

which indicates that \(h_{\infty}(\tilde{W}_2, \tilde{W}_2)\) tends to zero when \(\epsilon = 0\). Hence, the final output \(\tilde{W}_{N+1}(L) := \tilde{W}_1 = \tilde{W}_2\) satisfies

\[
\lim_{\epsilon \to 0} h_{\infty}(\tilde{W}_{N+1}(L), \tilde{W}_{N+1}(L)) = 0.
\]
As an inner approximation of full compact \( \mathcal{W}_{N&I}(L) \), we have \( \tilde{\mathcal{W}}_{N&I}(L) \subset \mathcal{W}_{N&I}(L) \). If \( \epsilon = 0 \) then \( h_\infty(\tilde{\mathcal{W}}_{N&I}(L), \mathcal{W}_{N&I}(L)) = 0 \) thus \( \tilde{\mathcal{W}}_{N&I}(L) = \mathcal{W}_{N&I}(L) \). Consequently, \( \lim_{\epsilon \to 0} \tilde{\mathcal{W}}_{N&I}(L) = \mathcal{W}_{N&I}(L) \).

Depending to the Theorem 3, the inner approximate \( \tilde{\mathcal{W}}_{N&I}(L) \) converges to set \( \mathcal{W}_{N&I}(L) \) when \( \epsilon \) tends to zero. This means that RNIDEVIA can approximate RNIS-SC \( \mathcal{W}_{N&I}(L) \) with an arbitrary precision similar to the cyclotomic method. In practice, note that there is of cause a limit to the accuracy that can be achieved, because of the complexity of the resulting description [18].

With the RNIS-SC estimate method, the RDOA for a given Lyapunov function can be obtained. Hence, the RDOA enlargement approach is introduced in the next section.

4 Closed-loop RDOA Enlargement and Controller Design

4.1 Closed-loop RDOA Enlargement

According to the Theorem 1, for a given Lyapunov function \( L \), RNID-SC \( \tilde{\mathcal{W}}_{N&I}(L) \) is a robust stabilization controller set. The projection \( \text{proj}(\tilde{\mathcal{W}}_{N&I}(L)) \) of \( \mathcal{W}_{N&I}(L) \) along the state space is an estimate of RDOA. The estimate \( \tilde{\mathcal{W}}_{N&I}(L) \) of \( \mathcal{W}_{N&I}(L) \) can be obtained by using Algorithm (2), then the estimate of closed-loop RDOA is \( \text{proj}(\tilde{\mathcal{W}}_{N&I}(L)) \).

Inspired by [22], we observed that, for different Lyapunov functions, the robust negative-definite and invariant set \( \tilde{\mathcal{W}}_{N&I}(L) \) are totally different so as its projection \( \text{proj}(\tilde{\mathcal{W}}_{N&I}(L)) \). Therefore, the motivation of this subsection is to enlarge the estimate of the closed-loop RDOA by selecting an appropriate Lyapunov function. In order to achieve this goal, a solvable optimization problem is formulated to select an appropriate Lyapunov function from a parameterized positive-definite function set, which is a subset of all sum-of-square polynomials [27]. The objective function of this optimization problem is the volume of the estimate of the closed-loop RDOA, which can be obtained based on the method proposed in the last subsection. The analytical expression of the volume of the estimate of the closed-loop RDOA is hard to be derived, but it is easy to evaluate for a given positive-definite function. Hence, if a positive-definite function set rather than a Lyapunov function is given, a significantly large estimate of the closed-loop RDOA may be obtained by selecting an appropriate Lyapunov function from the positive-definite function set [33]. Based on this idea, the following optimization problem is formulated.

\[
\max_{L \in \mathcal{L}_{n,2d}} m(\text{proj}(\tilde{\mathcal{W}}_{N&I}(L))),
\]

where \( m(\text{proj}(\tilde{\mathcal{W}}_{N&I}(L))) \) denotes the Lebesgue measure of \( \text{proj}(\tilde{\mathcal{W}}_{N&I}(L)) \) (in Euclidean space, it is the volume) and \( \mathcal{L}_{n,2d} \) is a subset of all sum-of-square polynomials [34] in \( n \) variables with degree \( \leq 2d \), which is defined as

\[
\mathcal{L}_{n,2d} = \left\{ L \in \mathcal{R}_{n,2d} \mid L(x) = S_d^T(x)P^T P S_d(x), x \in \mathcal{R}^n \right\},
\]

where \( \mathcal{R}_{n,2d} \) denotes the set of all polynomials in \( n \) variables with degree \( \leq 2d \), \( P \in \mathcal{R}^{r \times r} \) has full rank,

\[
S_d(x) = (x_{(1)}; \cdots; x_{(n)}; x_{(1)}x_{(2)}; \cdots; x_{(n)}^d) \in \mathcal{R}^r,
\]

and \( r = (\lceil \frac{n+d}{d} \rceil - 1 \) represents the dimension of \( P \).

Two points should be noted about the optimization problem (43). First, for the given Lyapunov function \( L \), the volume of \( \text{proj}(\tilde{\mathcal{W}}_{N&I}(L)) \) is easy to calculate, since \( \text{proj}(\tilde{\mathcal{W}}_{N&I}(L)) \) consists of boxes. Second, the Lyapunov function \( L \) is selected from a parameterized polynomial function set with the parameters \( P \in \mathcal{R}^{r \times r} \).

Since \( L(x) = S_d^T(x)P^T P S_d(x) \) and \( \tilde{\mathcal{W}}_{N&I}(L) \) can be obtained by Algorithm 2, \( P \) is our major concern. We defined function \( m : \mathcal{R}^{r \times r} \rightarrow \mathcal{R} \) as

\[
m(P) = m(\text{proj}(\tilde{\mathcal{W}}_{N&I}(L))).
\]

With the function (44), the optimization problem (43) can be equivalently rewritten as

\[
\max_{P \in \mathcal{R}^{r \times r}} m(P).
\]

The analytical expression of \( m(P) \) is hard to be derived, but it is easy to evaluate \( m(P) \) for a given \( P \). Hence, classic optimization methods, e.g., gradient descent method, cannot be used to solve the optimization problem (45). However, meta-heuristic optimization methods can be used to solve the optimization problem (45), whose advantage is that the function to be optimized is only required to be evaluable. Popular meta-heuristic optimizers for real-valued search-spaces include particle swarm optimization [17], differential evolution [25] and evolution strategies [35]. There are lots of literatures about meta-heuristic optimizers [24], so we omit the introduction about them in this paper.

4.2 Controller Design

Since \( L(f(0,0)) - L(0) = 0 \), the origin \( 0 \in \mathcal{R}^{n+m} \) is in the boundary of \( \mathcal{W}_{N&I}(L) \). Hence, there is no box belonging to the inner approximation \( \tilde{\mathcal{W}}_{N&I}(L) \) nearby the origin \( 0 \in \mathcal{R}^{n+m} \) and there is a small neighborhood \( \mathcal{X}_0 \) of the
origin 0 ∈ ℝ^n that is not contained by proj(Ŵ_N&I(L)). The size of the neighborhood X₀ depends on parameter ε in Algorithm 2. Since we suppose that the linearization of plant set (1) is controllable at the origin, there must exist a linear controller which is able to stabilize all state in X₀ when the size of X₀ is small enough. As a result, the estimate of the closed-loop DOA should be proj(Ŵ_N&I(L)) ∪ X₀ and the corresponding state feedback controller is

\[
\mu(x) = \begin{cases} 
Kx, & \text{if } x \in X₀ \\
\hat{\mu}(x), & \text{if } x \in \text{proj}(Ŵ_N&I(L)) 
\end{cases}
\]

(46)

where \(K \in \mathbb{R}^{m \times n}\) is obtained by the linear controller design method according to the linearization of plant (1) and \(\hat{\mu} : \mathbb{R}^n \to \mathbb{R}^m\) satisfies \(\forall x \in \text{proj}(Ŵ_N&I(L)), (x; \hat{\mu}(x)) \in Ŵ_N&I(L)\).

According to Theorem 1, all controllers belonging to Ŵ_N&I(L) can stabilize the plant. In order to verify the effectiveness of our method, the controller design method is proposed as follows.

First, select a training set belonging to Ŵ_N&I(L); then, obtain \(\mu\) with a function estimation method, such as interpolation, Gaussian processes regression and so on. When the trend of the training data points is smooth and \(\mu(0) = 0\), it can be guaranteed that \(\hat{\mu}\) obtained from the function estimator satisfies \(\forall x \in \text{proj}(Ŵ_N&I(L)), (x; \hat{\mu}(x)) \in Ŵ_N&I(L)\).

Note that the problem of finding an optimal controller is not in the scope of this paper. Based on the controller design method, the simulation of a specific plant is formulated in the next section.

5 Simulation

Consider the nominal model \(\hat{f}\) and the modeling error bound \(\delta(x, u)\) of plant set (1) is:

\[
\hat{f}(x, u) = -\sin(2x) - xu - 0.2x - u^2 + u,
\]

\[
\delta(x, u) = 1 - \exp(-0.5(x^2 + u^2)),
\]

where \(x \in \mathbb{R}\) and \(u \in \mathbb{R}\). The interested region is \(\mathcal{W} = [-2, 2] \times [-2, 2] \subset \mathbb{R}^2\) in the state-control space.

The nominal model is the same as [20,23] for the study on the effect of modeling error, the modeling error bound is the same as [22] for result comparison. To reduce the conservatism of interval arithmetic, the intervals are split, which in turn results in an exponential complexity with respect to the number of state variables. For reference to other systems, the computing times are provided in Appendix A with pseudocode.

5.1 Stabilization with closed-loop DOA estimation for a given Lyapunov function

The given Lyapunov function is selected as \(L(x) = x^2\). In Algorithm 2, the parameter ε is selected as \(\epsilon = 0.0001\). The inner approximation \(Ŵ_N(L)\) of the negative-definite set \(Ŵ_N(L)\) is shown in Fig. 1 (a) denoted by blue boxes. The projection of \(Ŵ_N(L)\) along the control space proj(Ŵ_N(L)) = \([-2, -1.25 \times 10^{-4}] \cup [-1.25 \times 10^{-4}, 0.105] \cup [1.315, 2]\) is also shown in Fig. 1 (a) denoted by blue line segments in x-axis. The inner approximation \(Ŵ_N&I(L)\) of the negative-definite and invariant set \(Ŵ_N&I(L)\) is shown in Fig. 1 (d) denoted by blue boxes. The projection of \(Ŵ_N&I(L)\) along the control space proj(Ŵ_N&I(L)) = \([-2, -1.25 \times 10^{-4}] \cup [-1.25 \times 10^{-4}, 0.105] \cup [1.315, 2]\) is also shown in Fig. 1 (d) denoted by blue line segments in x-axis. The small neighborhood \(X₀\) in (46) of the origin is \([-0.03, 0.03]\) as shown in Fig. 1 (d) denoted by the green line segment in x-axis. Hence, the estimate of the closed-loop DOA is proj(Ŵ_N&I(L)) ∪ \(X₀ = [-2, 0.105] \cup [1.315, 2]\), the result is broader in comparison with the methods in [20,32] which the invariant of the estimate of the closed-loop RDOA is guaranteed by the level-set of \(X₀ = 0.0117\), the result is \([-0.108, 0.108]\) as shown in Fig. 1 (d) denoted by the magenta line segment in x-axis.

The linear controller in (46) is \(u = 1.8649x\) denoted by the green straight line through the origin in Fig. 1 (d). To verify whether all controllers belonging to Ŵ_N&I(L) can stabilize the plant, Fig. 1 (b) also shows 200 state trajectories of the closed-loop, whose initial states are drawn from the uniform distribution on \([-2, 0.105] \cup [1.315, 2]\). The trajectories of actual model error \(e(k) \in [-\delta(x(k), u(k)), +\delta(x(k), u(k))]\) are shown in Fig. 1 (c). Here, the linear controller is \(u = 1.8649x\), while the output of the nonlinear controller is drawn from the uniform distribution on \(U(x) \subset \mathbb{R}\). For the given \(x \in \mathbb{R}\), \(U(x)\) is defined as \(U(x) = \{u \in \mathbb{R} | (x; u) \in Ŵ_N&I(L)\}\).

In order to find the nonlinear controller \(\hat{\mu}\) in (46), we select a training data set denoted by black "x"’s in Fig. 1 (d). Then, \(\hat{\mu}\) is obtained using Gaussian processes regression, denoted by red line in Fig. 1 (d). Fig. 1 (e) shows 200 state trajectories of the closed-loop, whose initial states are drawn from the uniform distribution on \([-2, 0.105] \cup [1.33, 2]\). The trajectories of actual model error \(e(k) \in [-\delta(x(k), u(k)), +\delta(x(k), u(k))]\) are shown in Fig. 1 (f). We see that both state and model error trajectories of two different controllers converge to the origin.

State trajectories which are shown in Fig. 1 (b,e) also verify that Ŵ_N&I(L) \(\cup \{x; u = 1.8649x, x \in X₀\}\) is invariant for the plant. We know that proj(Ŵ_N&I(L) ∪ \{x; u = 1.8649x, x \in X₀\}) = proj(Ŵ_N&I(L)) ∪ X₀ =
The linear controller in (46) is given by
\[ u = X \]
method in [20] which the invariant of the estimate of the closed-loop DOA is proj(\hat{W}_{R\theta,1}(x^*) \subseteq \{x \in \mathbb{R} : L(x) = (x; x^2)^T P(x; x^2), x \in \mathbb{R} \}
with the parameters \( P \in \mathbb{R}^{2 \times 2} \). The optimization problem (45) is solved through the particle swarm optimization method and the solution \( L^*(x) = 1.5327x^4 + 2.3121x^3 + 1.1286x^2 \) is obtained.

The inner approximation \( \hat{W}_N(L^*) \) of the negative-definite set \( W_N(L^*) \) is shown in Fig. 2 (a) denoted by blue boxes. The inner approximation \( \hat{W}_{R_N,L}(L^*) \) of the negative-definite and invariant set \( W_{R_N,L}(L^*) \) is shown in Fig. 2 (d) denoted by blue boxes. The projection of \( \hat{W}_{R_N,L}(L^*) \) along the control space \( \text{proj}(\hat{W}_{R_N,L}(L^*)) = [-2, -1.25 \times 10^{-4}] \cup [1.25 \times 10^{-4}, 2] \) is also shown in Fig. 2 (d) denoted by blue line segments in the x-axis. The small neighborhood \( \mathbb{X}_0 \) in (46) of the origin is \([-0.03, 0.03]\) as shown in Fig. 2 (d) denoted by the green line segment in the x-axis. Hence, the estimate of the closed-loop DOA is \( \text{proj}(\hat{W}_{R_N,L}(L^*)) \cup \mathbb{X}_0 = [-2, 2] \). The result is broader in comparison with another method in [20] which the invariant of the estimate of the closed-loop RDOA is guaranteed by the level-set of \( \mathbb{X}_0(L, 10.5408) \), the result is \([-2, 1.27]\) as shown in Fig. 2 (d) denoted by the magenta line segment in the x-axis.

The inner approximation \( \hat{W}_N(L^*) \) of the negative-definite set \( W_N(L^*) \) is shown in Fig. 2 (a) denoted by blue boxes. The inner approximation \( \hat{W}_{R_N,L}(L^*) \) of the negative-definite and invariant set \( W_{R_N,L}(L^*) \) is shown in Fig. 2 (d) denoted by blue boxes. The projection of \( \hat{W}_{R_N,L}(L^*) \) along the control space \( \text{proj}(\hat{W}_{R_N,L}(L^*)) = [-2, -1.25 \times 10^{-4}] \cup [1.25 \times 10^{-4}, 2] \) is also shown in Fig. 2 (d) denoted by blue line segments in the x-axis. The small neighborhood \( \mathbb{X}_0 \) in (46) of the origin is \([-0.03, 0.03]\) as shown in Fig. 2 (d) denoted by the green line segment in the x-axis. Hence, the estimate of the closed-loop DOA is \( \text{proj}(\hat{W}_{R_N,L}(L^*)) \cup \mathbb{X}_0 = [-2, 2] \). The result is broader in comparison with another method in [20] which the invariant of the estimate of the closed-loop RDOA is guaranteed by the level-set of \( \mathbb{X}_0(L, 10.5408) \), the result is \([-2, 1.27]\) as shown in Fig. 2 (d) denoted by the magenta line segment in the x-axis.

The linear controller in (46) is given by
\[ u = 1.8649x \]
denoted by the green straight line through the origin in Fig. 2 (d), while the output of the nonlinear controller is drawn from the uniform distribution on \( \mathbb{U}(x) \subseteq \mathbb{R} \). To verify whether all controllers belonging to \( \hat{W}_{R_N,L}(L^*) \) can stabilize the plant, Fig. 2 (b) also shows 200 state trajectories of the closed-loop, whose initial states are drawn from the uniform distribution on \([-2, 2]\). The trajectories of actual model error \( e(k) \) are shown in Fig. 2 (c).

For the given \( x \in \mathbb{R} \), \( \mathbb{U}(x) \) is defined as \( \mathbb{U}(x) = \{u \in \mathbb{R} : (x; u) \in \hat{W}_{R_N,L}(L^*)\} \). In order to find the nonlinear controller \( \hat{\mu} \) in (46), we select a training data set denoted by black ‘x’s in Fig. 2 (d). Then, \( \hat{\mu} \) is obtained using Gaussian processes regression, denoted by red line in Fig. 2 (d). Fig. 2 (e) shows 200 state trajectories of the closed-loop, whose initial states are drawn from the uniform distribution on \([-2, 2]\). The trajectories of actual model error \( e(k) \) \( \in [-\delta(x(k), u(k)), +\delta(x(k), u(k))] \) are shown Fig. 2 (f). We see that all state trajectories converge to the origin.

6 Conclusion
We have proposed an interval analysis approach to find an unstructured robust controller set for the nonlinear discrete-time systems with nonlinear uncertainties. The results presented above show the interest of the proposed approach: 1) For a given Lyapunov function, the estimate of RDOA is successfully obtained with respect to the RNIS-SC and is broader than the Lyapunov function under the level set restriction. 2) For the different Lyapunov functions, the RDOA is totally different. After the solvable optimization problem is formulated, the RDOA of RNIS-SC is enlarged by selecting an appropriate Lyapunov function from a positive-definite function set. According to the results, the enlarged RDOAs are much better and verify the effectiveness of the proposed method.

For discrete-time systems with fixed modeling error bound at every time instant \( K \), the next state \( x(k+1) \) is always in a fixed interval determined by the true plant and uncertainty. Therefore, our presented RNIDEVIA algorithm based on interval arithmetic is very competent to address this issue. Moreover, the estimate of RDOA in interval form can guarantee the rigor in the computed result, that is why we name our scheme as an interval-driven method.

A Computation Details of Simulation

The considered example considers a scalar state and a scalar control input. The pseudocode for estimating the robust negative-definite set \( \hat{W}_N \) for the given plant set is shown in Pseudocode 1. The whole code is present in https://github.com/CharlieLuuke/IDCRS. Computation time results are shown in Tabel A.1.

Pseudocode 1 The procedure of obtaining \( \hat{W}_N \)

Inputs:
- Lyapunov-definite function \( L : \mathbb{R}^n \rightarrow \mathbb{R} \);
- Nominal model \( f(x, u) \);
- Error bound \( \delta(x, u) \);
- Interested region \( \mathbb{W}_0 \).

Outputs:
- Robust negative definite set \( \hat{W}_N \).

Parameters:
Fig. 1. (a) Inner approximation $\hat{W}_N(L)$ of the negative-definite set $W_N(L)$. (b) State trajectories of closed-loops $x(k)$. (c) Model error trajectories $e(k)$. (d) $\hat{W}_{N\&I}(L)$ with controller $\tilde{\mu}$, the estimate of RDOA proj$(\hat{W}_N(L))$. (e) State trajectories of closed-loops $x(k)$ of $\tilde{\mu}$. (f) Model error trajectories $e(k)$ of $\tilde{\mu}$.

- Desired accuracy $\epsilon = 10^{-4}$; Coefficient of Lyapunov function $a, b, c$.

- $W_{\text{list}} = \emptyset, W_{\text{in}} = \emptyset, W_{\text{bou}} = \emptyset, W_{\text{out}} = \emptyset$.

Steps:
1. Construct function
   \[ V = a(f(x, u) \pm \delta(x, u))^2 + b(f(x, u) \pm \delta(x, u))^3 + c(f(x, u) \pm \delta(x, u))^4 - (ax^2 + bx^3 + cx^4) \]
2. $W_{\text{list}} := [W_{\text{list}}, W_0]$
3. while $W_{\text{list}} \neq \emptyset$ do
4.   $W_{\text{do}} := W_{\text{list}}[\text{end}]
5.   $\bar{X}_{f+\delta} = V_{(f+\delta)}. \text{eval}(W_{\text{do}})$
6.   $\bar{X}_{f-\delta} = V_{(f-\delta)}. \text{eval}(W_{\text{do}})$
7.   Remove $W_{\text{list}}[\text{end}]
8.   if $\max(\bar{X}_{f+\delta}) < 0$ and $\max(\bar{X}_{f-\delta}) < 0$ then
9.     $W_{\text{in}} := [W_{\text{in}}, W_{\text{do}}]$
10.    else if $\min(\bar{X}_{f+\delta}) > 0$ or $\min(\bar{X}_{f-\delta}) > 0$ then
11.       $W_{\text{out}} := [W_{\text{out}}, W_{\text{do}}]$
12.      else if $d(W_{\text{do}}) < \epsilon$ then
13.         $W_{\text{bou}} := [W_{\text{bou}}, W_{\text{do}}]$
14.     else
15.         Bisect box $W_{\text{do}}$
16.     Add the new boxes to set $W_{\text{list}}$
17.   end if
18. end while
19. return $W_{\text{in}}$

| Table A.1 | Comparison of Run Times in Two Platforms |
|-----------|----------------------------------------|
| Time (s)  | Platform | i5 3.2 GHZ | Athlon 2.7 GHZ |
| $x^2$     |          | 21.16      | 43.69         |
| $L^*(x)$  |          | 187.23     | 346.72        |
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