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Abstract

This paper is concerned with capturing long-distance dependencies in sequence models. We propose a two-step strategy. First, the stacked learning technique is applied to integrate sequence models that are good at exploring local information and other high complexity models that are good at capturing long-distance dependencies. Second, the structure compilation technique is employed to transfer the predictive power of hybrid models to sequence models via large-scale unlabeled data. To investigate the feasibility of our idea, we study Chinese POS tagging. Experiments on the Chinese Treebank data demonstrate the effectiveness of our methods. The re-compiled models not only achieve high accuracy with respect to per token classification, but also serve as a front-end to a parser well.

1 Introduction

Sequential classification models provide very important solutions to pattern recognition tasks that involve the automatic assignment of a categorical label to each token of a sequence of observed values. A common example is part-of-speech (POS) tagging, which seeks to assign a grammatical category to each word in an input sentence. Standard machine learning algorithms to sequential tagging, e.g. linear-chain conditional random fields and max-margin Markov network, directly exploit local dependencies and perform quite well for a large number of sequence labeling tasks. In these models, usually, the relationships between two (or three) successive labels are parameterized and encoded as a single feature, and Viterbi style dynamic programming algorithms are applied to inference over a lattice. Although sequence models perform well for many applications, they are inadequate for tasks where many long-distance dependencies are involved.

Sequential classification models play an important role in natural language processing (NLP). Several fundamental NLP tasks, including named entity recognition, POS tagging, text chunking, supertagging, etc., employ sequential classifiers for lexical and syntactic disambiguation. In addition to learning linear chain structures, sequence models can even be applied to acquire hierarchical syntactic structures (Tsuruoka et al., 2009). However, long-distance dependencies widely exist in linguistic structures, and many NLP systems suffer from the incapability of capturing these dependencies. For example, previous work has shown that sequence models alone cannot deal with syntactic ambiguities well (Clark and Curran, 2004; Tsuruoka et al., 2009). On the contrary, state-of-the-art systems usually utilize high complexity models, such as lexicalized PCFG models for syntactic parsing, to achieve high accuracy. Unfortunately, they are not suitable for many real world applications due to the sacrifice of efficiency.

In this paper, we are concerned with capturing long-distance dependencies in sequence models. Our goal is to develop efficient models with linear time complexity that are also capable to capture non-local dependencies. Two techniques are studied to achieve this goal. First, stacked learning (Breiman, 1996) is employed to integrate sequence models that are good at exploring local information and other high complexity models that are good at capturing non-local dependencies. By combining complementary strengths of heterogeneous models, hybrid systems can obtain more accurate results. Second, structure compilation (Liang et al., 2008) is employed to transfer the predictive power of hybrid models to sequence models via large-scale unlabeled data. In particular, hybrid systems are utilized to create large-scale
pseudo training data for cheap sequence models. A discriminative model can be improved by incorporating more features, while a generative latent variable model can be improved by increasing the number of latent variables. By using stacking and structure compilation techniques, a sequence model can be enhanced to better capture long-distance dependencies and to achieve more accurate results.

To demonstrate the feasibility to capture long-distance dependencies in a sequence model, we present our work on Chinese POS tagging. The Chinese language has a number of characteristics that make Chinese POS tagging particularly challenging. While simple sequential classifiers can easily achieve tagging accuracies of above 97% on English, Chinese POS tagging has proven to be more challenging and has obtained accuracies of about 93-94% (Huang et al., 2009; Sun and Uszkoreit, 2012) when applying sequence models. Recent work shows that higher accuracy (c.a. 95%) can be achieved by applying advanced learning techniques to capture deep lexical relations (Sun and Uszkoreit, 2012). Especially, syntagmatic lexical relations have been shown playing an essential role in Chinese POS tagging. To capture such relations, an accurate POS tagging model should know more information about long range dependencies. Previous work has used syntactic parsers in either constituency or dependency formalisms to exploit such useful information (Sun and Uszkoreit, 2012; Hatori et al., 2011). However, it is inappropriate to employ computationally expensive parsers to improve POS tagging for many realistic NLP applications, mainly due to efficiency considerations.

In this paper, we study several hybrid systems that are built upon various complementary tagging systems. We investigate stacked learning to build more accurate solutions by integrating heterogeneous models. Experiments on the Chinese Treebank (CTB) data show that stacking is very effective to build high-accuracy tagging systems. Although predictive powers of hybrid systems are significantly better than individual systems, they are not suitable for large-scale real word applications that have stringent time requirements. To improve POS tagging efficiency without loss of accuracy, we explore unlabeled data to transfer the predictive power of complex, inefficient models to simple, efficient models. Experiments show that unlabeled data is effective to re-compile simple models, including latent variable hidden Markov models, local and global linear classifiers. On one hand, the precision in terms of word classification is improved to 95.33%, which reaches the state-of-the-art. On the other hand, re-compiled models are adapted based on parsing results, and as a result the ability to capture syntagmatic lexical relations is improved as well. Different from the purely supervised sequence models, re-compiled models also serve as a front-end to a parser well.

2 Background

The Chinese language has a number of characteristics that make Chinese POS tagging particularly challenging. For example, Chinese is characterized by the lack of formal devices such as morphological tense and number that often provide important clues for syntactic processing. Chinese POS tagging has proven to be very difficult and has obtained accuracies of about 93-94% (Huang et al., 2009; Li et al., 2011; Hatori et al., 2011; Sun and Uszkoreit, 2012). On the other hand, Chinese POS information is very important for advanced NLP tasks, e.g. supertagging, full parsing and semantic role labeling. Previous work has repeatedly demonstrated the significant performance gap of NLP systems while using gold standard and automatically predicted POS tags (Zhang and Clark, 2009; Li et al., 2011; Tse and Curran, 2012). In this section, we give a brief introduction and a comparative analysis to several models that are recently designed to resolve the Chinese POS tagging problem.

2.1 Various Chinese POS Tagging Models

Local linear model (LLM) A very simple approach to POS tagging is to formulate it as a local word classification problem. Various features can be drawn upon information sources such as word forms and characters that constitute words. Previous studies on many languages have shown that local classification is inadequate to capture structural information of output labels, and thus does not perform as well as structured models.

Linear-chain global linear model (LGLM) Sequence labeling models can capture output structures by exploiting local dependencies among words. A global linear model is flexible to in-
clude linguistic knowledge from multiple information sources, and thus suitable to recognize more new words. A majority of state-of-the-art English POS taggers are based on LGLMs, e.g. structured perceptron (Collins, 2002) and conditional random fields (Lafferty et al., 2001). Such models are also very popular for building Chinese POS taggers (Sun and Uszkoreit, 2012).

Hidden Markov model with latent variables (HMMLA) Generative models with latent annotations (LA) obtain state-of-the-art performance for a number of NLP tasks. For example, both PCFG and TSG with refined latent variables achieve excellent results for syntactic parsing (Matsuzaki et al., 2005; Shindo et al., 2012). For Chinese POS tagging, Huang, Eidelman and Harper (2009) described and evaluated a bi-gram HMM tagger that utilizes latent annotations. The use of latent annotations substantially improves the performance of a simple generative bigram tagger, outperforming a trigram HMM tagger with sophisticated smoothing.

PCFG Parsing with latent variables (PCFGLA) POS tags can be taken as preterminals of a constituency parse tree, so a constituency parser can also provide POS information. The majority of the state-of-the-art constituent parsers are based on generative PCFG learning, with lexicalized (Collins, 2003; Charniak, 2000) or latent annotation (Matsuzaki et al., 2005; Petrov et al., 2006) refinements. Compared to complex lexicalized parsers, the PCFGLA parsers leverage on an automatic procedure to learn refined grammars and are more robust to parse many non-English languages that are not well studied. For Chinese, a PCFGLA parser achieves the state-of-the-art performance and outperforms many other types of parsers (Zhang and Clark, 2009).

2.1.1 Joint POS Tagging and Dependency Parsing (DEP) (Hatori et al., 2011) proposes an incremental processing model for the task of joint POS tagging and dependency parsing, which is built upon a shift-reduce parsing framework with dynamic programming. Given a segmented sentence, a joint model simultaneously considers possible POS tags and dependency relations. In this way, the learner can better predict POS tags by using bi-lexical dependency information. Their experiments show that the joint approach achieved substantial improvements over the pipeline systems in both POS tagging and dependency parsing tasks.

2.2 Comparison
We can distinguish the five representative tagging models from two views (see Table 2). From a linguistic view, we can distinguish syntax-free and syntax-based models. In a syntax-based model, POS tagging is integrated into parsing, and thus (to some extent) is capable of capturing long range syntactic information. From a machine learning view, we can distinguish generative and discriminative models. Compared to generative models, discriminative models define expressive features to classify words. Note that the two generative models employ latent variables to refine the output spaces, which significantly boost the accuracy and increase the robustness of simple generative models.

| Syntax-free          | Generative   | Discriminative |
|----------------------|--------------|----------------|
| HMMLA                | PCFGLA       | LLM, LGLM      |
| PCFGLA               |              | DEP            |

Table 2: Two views of different tagging models.

2.3 Evaluation
2.3.1 Experimental Setting
Penn Chinese Treebank (CTB) (Xue et al., 2005) is a popular data set to evaluate a number of Chinese NLP tasks, including word segmentation, POS tagging, syntactic parsing in both constituency and dependency formalisms. In this paper, we use CTB 6.0 as the labeled training data for the study. In order to obtain a representative split of data sets, we conduct experiments following the setting of the CoNLL 2009 shared task (Hajič et al., 2009), which is also used by (Sun and Uszkoreit, 2012). The setting is provided by the principal organizer of the CTB project, and has considered many annotation details. This setting is very robust for evaluating Chinese language processing algorithms.

We present an empirical study of the five typical approaches introduced above. In our experiments, to build local and global word classifiers (i.e. LLMs and LGLMs), we implement the feature set used in (Sun and Uszkoreit, 2012). Denote a word $w$ in focus with a fixed window $w_{-2} w_{-1} w w_{+1} w_{+2}$. The features include:

* Word unigrams: $w_{-2}$, $w_{-1}$, $w$, $w_{+1}$, $w_{+2}$;
|       | LLM          | LGLM(SP)     | LGLM(PA)       | HMMLA      | PCFGLA     | DEP         |
|-------|--------------|--------------|----------------|------------|------------|-------------|
| Overall | 93.96%       | 94.30%/94.49%| 94.24%/94.33%  | 94.16%     | 93.69%     | 94.58%      |
| NR    | 95.07        | 94.47/94.85  | 94.41/94.56    | 94.22      | 89.84      | 93.55       |
| NT    | 97.61        | 97.22/97.75  | 97.66/97.59    | 97.18      | 96.70      | 96.84       |
| NN    | 94.89        | 94.67/94.79  | 94.72/94.71    | 94.30      | 93.56      | 94.55       |
| DEC   | 78.61        | 81.98/82.36  | 80.68/81.76    | 80.60      | 85.78      | 86.73       |
| DEG   | 82.44        | 85.58/86.72  | 85.37/85.00    | 85.19      | 88.94      | 89.45       |
| UNK   | -            | -            | 80.0%/81.1%    | -          | 78.2%      | -           |

Table 1: Tagging accuracies of different supervised models on the development data.

- Word bigrams: \( w_{-2} w_{-1}, w_{-1} w, w_{w+1}, w+1 w+2 \);
- Character \( n \)-gram prefixes and suffixes for \( n \) up to 3.

To train LLMs, we use the open source linear classifier – LIBLINEAR. To train LGLMs, we choose structured perceptron (SP) (Collins, 2002) and passive aggressive (PA) (Crammer et al., 2006) learning algorithms. For the LAHMM and DEP models, we use the systems discribed in (Huang et al., 2009; Hatori et al., 2011); for the PCFGLA models, we use the Berkeley parser.

2.3.2 Results

Table 1 summarizes the performance in terms of per word classification of different supervised models on the development data. We present the results of both first order (on the left) and second order (on the right) LGLMs. We can see that the perceptron algorithm performs a little better than the PA algorithm for Chinese POS tagging. There is only a slight gap between the local classification model and various structured models. This is very different from English POS tagging. Although the local classifier achieves comparable results when respectively applied to English and Chinese, there is much more significant gap between the corresponding structured models. Similarly, the gap between the first and second order LGLMs is very modest too.

From the linguistic view, we mainly consider the disambiguation ability of local and non-local dependencies. Table 1 presents accuracy results of several POS types, including nouns and functional words. The POS types NR, NT and NN respectively represent proper nouns, temporal nouns and other common nouns. We can clearly see that models which only explore local dependencies are good enough to deal with nouns. Surprisingly, the local classifier that does not directly define features of possible POS tags of other surrounding words performs even better than structured models for proper nouns and other common nouns.

The tag DEC denotes a complementizer or a nominalizer, while the tag DEG denotes a genitive marker and an associative marker. These two types only include two words: “的” and “之.” The latter one is mainly used in ancient Chinese. 5.19% of words appearing in the training data set is DEC/DEG. The pattern of the DEC recognition is clause/verb phrase+DEC+noun phrase, and The pattern of the DEG recognition is nominal modifier+DEC+noun phrase. To distinguish the sentential/verbal and nominal modification phrases, the DEC and DEG words usually need long range syntactic information for accurate disambiguation. We claim that the prediction performance of the two specific types is a good clue of how well a tagging model resolves long distance dependencies. We can see that the two syntactic parsers significantly outperform local models on the prediction of these types of words.

The weak ability for non-local disambiguation also imposes restrictions on using a sequence POS tagging model as front module for parsing. To evaluate the impact, we employ the PCFGLA parser to parse a sentence based on the POS tags provided by sequence models. Table 4 shows the parsing performance. Note that the overall tagging performance of the Berkeley parser is significantly worse than sequence models. However, better POS tagging does not lead to better parsing. The experiments suggest that sequence models propagate too many errors to the parser. Our linguistic analysis can also well explain the poor performance of Chinese CCG parsing when applying the C&C parser (Tse and Curran, 2012). We think the failure is mainly due to overplaying se-
Table 3: Tagging accuracies of different stacking models on the development data.

|                  | LLM    | First order LGLM | Second order LGLM |
|------------------|--------|------------------|-------------------|
| Baseline         | 93.96% | 94.30% 94.24%    | 94.49% 94.33%     |
| +Word clustering | 94.75% | 94.90% 94.80%    | 95.05% 94.96%     |
| +Word clustering+HMMLA | 95.12% | 95.19% 95.18%    | 95.14% 95.22%     |
| +Word clustering+PCFGLA | 95.42% | 95.50% 95.40%    | 95.56% 95.44%     |
| +Word clustering+DEP | 95.28% | 95.22% 95.26%    | 95.29% 95.25%     |
| +ALL             | 95.56% | 95.61% 95.60%    | 95.53% 95.53%     |

Table 4: Parsing accuracies on the development data.

To distinguish the predictive abilities of generative and discriminative models, we report the precision of the prediction of unknown words (UNK). Discriminative learning can define arbitrary (even overlapping) features which play a central role in tagging English unknown words. The difference between generative and discriminative learning in Chinese POS tagging is not that much, mainly because most Chinese words are compactly composed by a very few Chinese characters that are usually morphemes. This language-specific property makes it relatively easy to smooth parameters of a generative model.

3 Improving Tagging Accuracy via Stacking

In this section, we study a simple way of integrating multiple heterogeneous models in order to exploit their complementary strength and thereby improve tagging accuracy beyond what is possible by either model in isolation. The method integrates the heterogeneous models by allowing the outputs of the HMMLA, PCFGLA and DEP to define features for the LLM/LGLM.

3.1 Stacked Learning

Stacked generalization is a meta-learning algorithm that has been first proposed in (Wolpert, 1992) and (Breiman, 1996). Stacked learning has been applied as a system ensemble method in several NLP tasks, such as joint word segmentation and POS tagging (Sun, 2011), and dependency parsing (Nivre and McDonald, 2008). The idea is to include two “levels” of predictors. The first level includes one or more predictors \( g_1, ..., g_K : \mathbb{R}^d \rightarrow \mathbb{R} \); each receives input \( x \in \mathbb{R}^d \) and outputs a prediction \( g_k(x) \). The second level consists of a single function \( h : \mathbb{R}^{d+K} \rightarrow \mathbb{R} \) that takes as input \( \langle x, g_1(x), ..., g_K(x) \rangle \) and outputs a final prediction \( \hat{y} = h(x, g_1(x), ..., g_K(x)) \). The predictor, then, combines an ensemble (the \( g_k \)’s) with a meta-predictor (\( h \)).

3.2 Applying Stacking to POS Tagging

We use the LLMs or LGLMs (as \( h \)) for the level-1 processing, and other models (as \( g_k \)) for the level-0 processing. The characteristic of discriminative learning makes LLMs/LGLMs very easy to integrate the outputs of other models as new features. We are relying on the ability of discriminative learning to explore informative features, which play a central role in boosting the tagging accuracy. For output labels produced by each auxiliary model, five new label uni/bi-gram features are added: \( w_{-1}, w, w_{+1}, w_{-1}w, w_tw_{+1} \). This choice is tuned on the development data.

Word clusters that are automatically acquired from large-scale unlabeled data have been shown to be very effective to bridge the gap between high and low frequency words, and therefore significantly improve tagging, as well as other syntactic processing tasks. Our stacking models are all built on word clustering enhanced discriminative linear models. Five word cluster uni/bi-gram features are...
The clusters are acquired based on the Chinese giga-word data with the MKCLS tool. The number of total clusters is set to 500, which is tuned by (Sun and Uszkoreit, 2012).

### 3.3 Evaluation

Table 3 summarizes the tagging accuracy of different stacking models. From this table, we can clearly see that the new features derived from the outputs of other models lead to substantial improvements over the baseline LLM/LGLM. The output structures provided by the PCFGLA model are most effective in improving the LLM/LGLM baseline systems. Among different stacking models, the syntax-free hybrid one (i.e., stacking LLM/LGLM with HMMLA) does not need any treebank to train their systems. For the situations that parsers are not available, this is a good solution. Moreover, the decoding algorithms for linear-chain Markov models are very fast. Therefore the syntax-free hybrid system is more appealing for many NLP applications.

Table 5 is the F1 scores of the DEC/DEG prediction which are obtained by different stacking models. Compared to Table 1, we can see that the hybrid sequence model is still not good at handling long-distance ambiguities. As a result, it harms the parsing performance (see Table 4), though it achieves higher overall precision.

| Devel.       | DEC   | DEG   |
|--------------|-------|-------|
| 1or LGLM(HMMLA) | 82.93 | 86.64 |
| 1or LGLM(PCFGLA) | 88.11 | 91.12 |
| 1or LGLM(DEP)   | 87.46 | 89.86 |

Table 5: F1 score of the DEC/DEG prediction of different stacking models on the development data.

### 3.4 Related Work

(Sun and Uszkoreit, 2012) introduced a Bagging model to effectively combine the outputs of individual systems. In the training phase, given a training set $D$ of size $n$, the Bagging model generates $m$ new training sets $D_i$’s by sampling examples from $D$. Each $D_i$ is separately used to train $k$ individual models. In the tagging phase, the $km$ models outputs $km$ tagging results, each word is assigned one POS label. The final tagging is the voting result of these $km$ labels. Although this model is effective, it is too expensive in the sense that it uses parser multiple times. We also implement their method and compare the results with our stacking model. We find the accuracy performance produced by the two different methods are comparable.

(Rush et al., 2010) introduced dual decomposition as a framework for deriving inference algorithms for serious combinatorial problems in NLP. They successfully applied dual decomposition to the combination of a lexicalized parsing model and a trigram POS tagger. Despite the effectiveness, their method iteratively parses a sentence many times to achieve convergence, and thus is not as efficient as stacking.

### 4 Improving Tagging Efficiency through Unlabeled Data

#### 4.1 The Idea

Hybrid structured models often achieve excellent performance but can be slow at test time. In our problem, it is obviously too inefficient to improve POS tagging by parsing a sentence first. In this section, we explore unlabeled data to transfer the predictive power of hybrid models to sequence models. The main idea behind this is to use a fast model to approximate the function learned by a slower, larger, but better performing ensemble model. Unlike the true function that is unknown, the function learned by a high performing model is available and can be used to label large amounts of pseudo data. A fast and expressive model trained on large scale pseudo data will not overfit and will approximate the function learned by the high performing model well. This allows a slow, complex model such as massive ensemble to be compressed into a fast sequence model such as a first order LGLM with very little loss in performance.

This idea to use unlabeled data to transfer the predictive power of one model to another has been investigated in many areas, for example, from high accuracy neural networks to more interpretable decision trees (Craven, 1996), from high accuracy ensembles to faster and more compact neural networks (Bucila et al., 2006), or from structured prediction models to local classification models (Liang et al., 2008).

#### 4.2 Reducing Hybrid Models to Sequence Models

For English POS tagging, Liang, Daumé and Klein (2008) have done some experiments to
transfer the power of a chain conditional random field to a logistic regression model. Similarly, we do some experiments to explore the feasibility of reducing hybrid tagging models to a HMMLA, LLM or LGLM, for Chinese POS tagging. The large-scale unlabeled data we use in our experiments comes from the Chinese Gigaword (LDC2005T14), which is a comprehensive archive of newswire text data that has been acquired over several years by the Linguistic Data Consortium (LDC). We choose the Mandarin news text, i.e. Xinhua newswire. We tag giga-word sentences by applying the stacked first order LGLMs with all other models. In other words, the HMMLA, PCFGLA and DEP systems are applied to tag unlabeled data features and their outputs are utilized to define features for first-order and second-order LGLMs which produce pseudo training data. Both original gold standard training data and pseudo training data are used to re-train a HMMLA, a LLM/LGLM with extended features.

The key for the success of hybrid tagging models is the existence of a large diversity among learners. Zhou (2009) argued that when there are lots of labeled training examples, unlabeled instances are still helpful for hybrid models since they can help to increase the diversity among the base learners. The author also briefly introduced a preliminary theoretical study. In this paper, we also combine the re-trained models to see if we can benefit more. We utilize voting as the strategy for final combination. In the tagging phase, the re-trained LLM, LGLM and HMMLA systems outputs 3 tagging results, each word is assigned one POS label. The final tagging is the voting result of these 3 labels.

4.3 Experiments

4.3.1 Reducing Hybrid Models to HMMLA

With the increase of (pseudo) training data, a HMMLA may learn better latent variables to subcategorize POS tags, which could significantly improve a purely supervised HMMLA. In our experiments, all HMMLA models are trained with 8 iterations of split, merge, smooth. The second column of Table 6 shows the performance of the re-trained HMMLAs. The first column is the number of sentences of pseudo sentences. The pseudo sentences are selected from the beginning of the Chinese gigaword. We can clearly see that the idea to leverage unlabeled data to transfer the predictive ability of the hybrid model works. Self-training can also slightly improve a HMMLA (Huang et al., 2009). Our auxiliary experiments show that self-training is not as effective as our methods.

4.3.2 Reducing Hybrid Models to LLM/LGLM

To increase the expressive power of a discriminative classification model, we extend the feature templates. This strategy is proposed by (Liang et al., 2008). In our experiments, we increase the window size of word uni/bi-gram features to approximate long distance dependencies. For window size 3, we will add $w_{-3}$, $w_3$, $w_{-3}w_{-2}$ and $w_2w_3$ as new features; for size 4, we will add $w_{-4}$, $w_{-3}$, $w_3$, $w_{-4}w_{-3}$, $w_{-3}w_{-2}$, $w_2w_3$ and $w_3w_4$; Column 3 to 6 of Table 6 show the performance of the re-compiled LLMs/LGLMs. Similar to the generative model, the discriminative LLM/LGLM can be improved too.

4.3.3 Voting

The last two columns of Table 6 are the final voting results of the HMMLA, LLM and LGLM. The window size of word uni/bi-gram features for the LLM and LGLM is set to 4. Obviously, the re-trained models are still diverse and complementary, so the voting can further improve the sequence models. The result of the best hybrid sequence model is very close to the best stacking models. Furthermore, the F1 scores of the DEC/DEG prediction are 85.75 and 89.01, which are very close to parsers too.
4.3.4 Improving Parsing

Purely supervised sequence models are not good at predicting function words, and accordingly are not good enough to be used as front modules to parsers. The re-compiled models can mimic some behaviors of parsers, and therefore are suitable for parsing. Our evaluation shows that the significant improvement of the POS tagging stop harming syntactic parsing. Results in Table 7 indicate that the parsing accuracy of the Berkeley parser can be simply improved by inputting the Berkeley parser with the re-trained sequential tagging results. Additionally, the success to separate tagging and parsing can improve the whole syntactic processing efficiency.

| Devel. | LP   | LR   | F1   |
|--------|------|------|------|
| HMMLA  | 82.18| 81.16| 81.66↑|
| LLM    | 81.86| 80.93| 81.40↑|
| LGLM   | 82.07| 81.21| 81.64↑|
| Voting | 82.34| 81.42| 81.88↑|

Table 7: Accuracies of parsing based on re-compiled tagging.

4.3.5 Final results

Table 8 shows the performance of different systems evaluated on the test data. Our final sequence model achieve the state-of-the-art performance, which is once obtained by combining multiple parsers as well as sequence models.

| Systems                  | Acc.    |
|--------------------------|---------|
| (Sun and Uszkoreit, 2012)| 95.34%  |
| Our system               | 95.33%  |

Table 8: Tagging accuracies on the test data.

5 Conclusion

In this paper, we study two techniques to build accurate and fast sequence models for Chinese POS tagging. In particular, our goal is to capture long-distance dependencies in sequence models. To improve tagging accuracy, we study stacking to integrate multiple models with heterogeneous views. To improve tagging efficiency at test time, we explore unlabeled data to transfer the predictive power of hybrid models to simple sequence or even local classification models. Hybrid systems are utilized to create large-scale pseudo training data for cheap models. By applying complex machine learning techniques, we are able to build good sequential POS taggers. Another advantage of our system is that it serves as a front-end to a parser very well. Our study suggests that complicated structured models can be well simulated by simple sequence models through unlabeled data.
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