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Abstract—Due to the limited capabilities of a single bio-nanomachine, complicated tasks can be performed only with the co-operation of multiple bio-nanomachines. In this work, we consider a diffusion-based molecular communication system with a transmitter bio-nanomachine (TBN) communicating with a fully-absorbing spherical receiver bio-nanomachine (RBN) in the presence of other TBNs. The bits transmitted by each of the TBNs are considered as random in each time slot and different for each TBN contrary to the past works in literature with deterministic bits, which are the same to all TBNs. The TBNs are modeled using a marked Poisson point process (PPP) with the location of TBNs as points of PPP, and the transmit bits as marks. In this paper, we derive the expected number of molecules observed at the RBN and the bit error probability of the system. We validate our analysis using numerical results and provide various design insights about the system.

I. INTRODUCTION

Molecular communication can enable bio-nanomachines (biological devices with nanoscale functional units) to communicate with each other by sending and receiving messenger molecules termed as information molecules (IMs). The transmitter bio-nanomachine (TBN) first encodes the transmit message into IMs [2]. Then, the TBN emits IMs to the propagation medium, and the IMs propagate to the receiver bio-nanomachine (RBN). In molecular communication via diffusion (MCvD) systems, the propagation is due to diffusion via Brownian motion. The receptors present on the surface of the RBNs bind the IMs, and RBNs do further processing to estimate the transmitted information.

The channel model for a three dimensional (3D) MCvD system with a point TBN and a fully-absorbing receiver (absorbs all the IMs hitting its surface) was derived in [3]. The IMs of the same type emitted from the interfering TBNs also propagate to the receiver to cause multi-transmitter interference (MTI) [4]. In literature, the spatial distribution of bacterial colonies inside cheese was shown to follow the Poisson point process (PPP) [5]. Therefore, the location of the bio-nanomachines in the 3D space can be modeled using PPP. The expected number of molecules absorbed at the passive and fully-absorbing spherical receivers, when the TBNs are distributed as PPP were derived in [6]. The authors also derived the probability of bit error for the same system. The work [7] derived the expected number of molecules received at a fully-absorbing receiver by considering both inter-symbol interference (ISI) and MTI when the number of interfering TBNs is constant. The analytical expression for the total signal strength and the bit error probability at the partially absorbing spherical receiver when the interfering transmitters are distributed as a PPP was derived in [8].

The expected absorbed molecules and the probability of bit error were calculated in the past works [6], [8], [9] by considering all the PPP distributed TBNs are sending the same bit sequence. In an MCvD with multiple TBNs, each TBN can have individual transmit data that may be distributed according to an arbitrary probability distribution over information symbols and can be independent of other TBNs. For such a system in practical scenarios, it is essential to include the independence and randomness of transmit data across TBNs in the system model. This was not studied in past works, which is the focus of this work.

In this work, we consider a 3D MCvD system with multiple interfering TBNs and a fully-absorbing spherical RBN. The location of the associated TBN is assumed to be fixed, or the associated TBN is the nearest transmitter. The interfering TBNs are modeled as a marked PPP (MPP) with their location as points of PPP and the transmit bits as marks. The transmit bits at each TBN is assumed to be random and independent of transmit bits at other TBNs. In this paper, we derive the expected number of IMs observed at the RBN and the probability of bit error of the system. We also discuss the relevance of accurately incorporating the randomness of the data to be transmitted.

II. SYSTEM MODEL

In this work, we consider an MCvD system in a 3D fluid medium without flow, with a fully absorbing spherical RBN and multiple TBNs, as shown in Fig. 1. The TBNs are assumed to be point sources, which emit IMs to the fluid medium based on on-off keying (OOK) modulation.

Network Model: Consider a typical fully-absorbing spherical RBN of radius $a$ located at the origin. The whole surface of the RBN is covered with receptors that can bind only a single type of molecules. All the IMs reaching the surface of RBN are attached to the receptors and are counted for demodulation. Assume that the TBN associated with the typical RBN, termed as tagged TBN is located at $x_t$. We consider two cases; one with the tagged TBN at a fixed location and other
with the nearest transmitter as the tagged TBN. The interfering TBN locations can be modeled using a 3D homogeneous PPP $\Phi$ [9]. Since the RBN occupies the space $B(0, a)$ (ball of radius $a$ centered at the origin), the support of PPP is taken as $\mathbb{R}^3 \setminus B(0, a)$ [9]. The union of the location of the desired TBN and the interfering TBNs PPP ($\Phi$) is denoted by $\{x_d\} \cup \Phi$.

Modulation and transmission model: Consider the transmit bit of the TBN located at $x$ (denoted by $s_x$), is assumed to be a Bernoulli RV with parameter $p_1$. At the beginning of the time slot (of duration $T_s$), the point TBN emits $u_x$ number of molecules into the fluid medium. The modulation scheme we consider is OOK. Therefore $u_x = N$ when $s_x = 1$ and $u_x = 0$ otherwise. $u_x$ can be 0 with probability $p_0 = 1 - p_1$ and $N$ with probability $p_1$. $u_x$ can be considered as the mark of the TBN, and the interfering TBNs can be modeled using a marked PPP $\Phi_{\text{M}} = \{(x, u_x) : x \in \Phi\}$ [10]. Also, the TBNs and RBN are assumed to be synchronized in time.

Propagation model: Among various propagation mechanisms, we consider free diffusion for sending the IMs from TBN to RBN. The TBN emits the IMs to the propagation medium, and it moves to the RBN via 3D Brownian motion.

Channel and receiving model: Consider a TBN located at $x_t$ transmitting IMs to the propagation medium. The fraction of IMs observed at the RBN within time $t$ since the transmission at time $t = 0$ be denoted by $f(t, ||x_t||)$. The fraction of IMs observed at the RBN during the time interval $[0, T_s]$ is

$$h_{||x||} = f(T_s, ||x||).$$

$h_{||x||}$ is also known as channel impulse response (CIR). Considering the event of observation of an IM at the RBN as a Bernoulli trial with probability of success $h_{||x||}$, the number of molecules $y_{x_t}$ observed at the RBN follows Binomial distribution with parameter $(N, h_{||x||})$, where $N$ is the number of transmitted IMs. We can approximate Binomial distribution with Poisson distribution for mathematical tractability when $N$ is large and $h_{||x||}$ is small. Hence $y_{x_t} \sim \mathcal{P}(Nh_{||x||})$. The total number of desired IMs reaching the RBN due to the emission of IMs from the tagged TBN is

$$y_s \sim \mathcal{P}(Nh_{||x||}u_{x_t}).$$

Similarly, the total number of MTI molecules reaching the RBN due to the emission of IMs from the interfering TBNs, given $\Phi$, is

$$y_M \sim \mathcal{P}\left(\sum_{x_i \in \Phi} h_{||x||}u_{x_i}\right).$$

Therefore, the total number of molecules absorbed by the RBN at any time slot is the sum of the desired molecules and MTI molecules.

Decoding at the RBN: We consider a threshold detector at the RBN to demodulate the transmitted information. The RBN counts the total number of IMs absorbed ($y$) in a time slot, and at the end of the time slot, $y$ is compared with a predefined threshold $\eta$. The bit $s_{x_t}$ transmitted from the tagged TBN is estimated as $\hat{s}_{x_t} = 0$ if $y < \eta$, otherwise $\hat{s}_{x_t} = 1$. Due to the diffusion of IMs and due to the presence of interfering TBNs in the propagation medium, errors can occur in the demodulation process. An error would occur at the RBN when the transmitted bit $s_{x_t} = 0$ is decoded as $\hat{s}_{x_t} = 1$ and vice versa. Therefore, the total probability of bit error ($P_e$) at any time slot is given by

$$P_e = p_0P_{e0} + p_1P_{e1}$$

where $P_{e0}$ and $P_{e1}$ are the probability of incorrect decoding for bit 0 and 1 formally defined as $P_{e0} = \mathbb{P}[\hat{s}_{x_t} = 1 \mid s_{x_t} = 0]$ and $P_{e1} = \mathbb{P}[\hat{s}_{x_t} = 0 \mid s_{x_t} = 1]$.

Modeling molecular degradation: The performance of an MCvD can be improved by incorporating adequate degradation of IMs in the design. IMs degrade over time due to the reaction with other molecules existing or added intentionally in the propagation medium. We consider exponential degradation, where the probability that an IM will degrade only after time $t$ is equal to $\exp(-\mu t)$. Here, $\mu$ denotes the reaction rate constant, and $\mu$ is related to the half-time ($\Lambda_{1/2}$) as $\mu = \ln(2)/\Lambda_{1/2}$. $\mu \to 0$ (i.e. $\Lambda_{1/2} \to \infty$) corresponds to IM with no degradation.

We assume that the considered molecular communication system does not have inter symbol interference. Some examples of such systems include cases where the symbol time $T_s$ is sufficiently large and/or molecular degradation rate is sufficient.

Channel impulse response: The hitting rate of molecules at the surface of the RBN (i.e. total number of molecules hitting the RBN in unit time) at time $\tau$, due to the emission of IMs from a point TBN located $r$ distance away from the center of RBN is given as [3],

$$\kappa(\tau, r) = \frac{a}{r \sqrt{4\pi Dr^3}} \exp\left(-\frac{(r-a)^2}{4Dr}\right),$$

where $D$ represents the diffusion coefficient, which depends on the properties of IM and the propagation medium. The fraction
of non-degraded IMs observed at the RBN within time \( t \), is given by [11],
\[
 f(t, r) = \int_0^t \kappa(\tau, r) \times \exp(-\mu \tau) \, d\tau
\]
(6)
\[
 = \frac{a}{\sqrt{2\pi}} \left[ \exp \left( -\frac{\mu}{D} (r - a) \right) \text{erfc} \left\{ \frac{r - a}{\sqrt{4Dt}} - \sqrt{\mu t} \right\} + \exp \left( \sqrt{\frac{\mu}{D}} (r - a) \right) \text{erfc} \left\{ \frac{r - a}{\sqrt{4Dt}} + \sqrt{\mu t} \right\} \right].
\]
(7)

**Observations at the RBN:** The total number of IMs arriving at the RBN due to the emission of IMs from the tagged and interfering TBNs is \( y = y_s + y_M \). Using (2), (3), and since the sum of Poisson random variables is also Poisson random variable, \( y \sim \mathcal{P} \left( \sum \lambda_i \right) \). From (2), the expected number of desired IMs observed at the RBN is
\[
 E_S = \mathbb{E}[y_S] = p_1 N \int f(T_s, r_d)
\]
(8)
where \( r_d = \|x_d\| \). The expected number of molecules arriving at the RBN due to MTI is
\[
 E_M = \mathbb{E}[y_M] = \mathbb{E} \left[ \sum_{x_i \in \Phi_T} h_{\|x_i\|} u_{x_i} \right].
\]
(9)
Applying Campbell theorem for MPP [12] in (9) gives,
\[
 E_M = 4\pi \lambda \int h_z \mathbb{E}[u_z] z^2 \, dz
= 4\pi \lambda p_1 N \int f(T_s, z) z^2 \, dz.
\]
(10)
Now from (8) and (9), the expected total number of IMs absorbed by the RBN \( (E_T = E_S + E_M) \) at any time slot is
\[
 E_T = p_1 N \left( f(T_s, r_d) + 4\pi \lambda \int f(T_s, z) z^2 \, dz \right).
\]
(11)

**Special case:** When \( T_s \to \infty \),
\[
 E_M = 4\pi \lambda p_1 N a \left( \frac{D}{\mu} + a \sqrt{\frac{D}{\mu}} \right).
\]
(12)
In (11), when \( T_s \to \infty \), the expected number of observed molecules due to MTI increases with \( \lambda, p_1, N, a \) and \( D \) and decreases with \( \mu \). Also in (11), we can see that when \( \mu \to 0 \) (no molecular degradation), \( E_M \to \infty \). This implies that, for a system with IM does not degrade over time, the expected MTI molecules will tend to infinity when \( T_s \to \infty \).

### III. Probability of Bit Error

The probability of bit error as defined in (4) for the considered MCvD system is derived in this section. First, we consider the distance \( r_d \) between the tagged TBN and the RBN is fixed, and we derive the \( P_e \). We then obtain \( P_e \) when the desired transmitter is the nearest TBN.

**A. When the tagged TBN is at a fixed distance:**

The probability of bit error for the case when \( r_d \) is fixed is given in Theorem 1.

**Theorem 1.** When the tagged TBN is at a fixed distance from the RBN, the probability of bit error is given by (4) with the probability of incorrect decoding of bit 0 and 1 given as
\[
 P_{e0} = 1 - e^{-\alpha_0(\mu)} \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \mathbb{B}_n(\alpha(\mu)) \right],
\]
(12)
\[
 P_{e1} = e^{-\alpha_0(\mu)} \cdot N f(T_s, r_d) \times \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \mathbb{B}_n(\beta(\rho, \lambda)) \right],
\]
(13)
where \( \alpha_0(\lambda) = 4\pi \lambda p_1 \int_0^\infty \left[ 1 - e^{-N f(T_s, z)} \right] z^2 \, dz \), \( \alpha(\mu) = [\alpha_1(\mu), \alpha_2(\mu), ..., \alpha_{n-1}(\mu)] \) and \( \beta(\rho, \lambda) = \{ \alpha(\lambda) + N f(T_s, r_d), \alpha_2(\lambda), ..., \alpha_{n-1}(\lambda) \} \) with
\[
 \alpha_i(\lambda) = 4\pi \lambda p_1 \int_0^\infty e^{-N f(T_s, z)} (N f(T_s, z))^i \, z^2 \, dz.
\]
(14)
Here, \( \mathbb{B}_n(.) \) denotes the \( n \)th complete exponential Bell polynomial [13] given as
\[
 \mathbb{B}_n(\alpha(\mu)) = \sum_{v=1}^{n} \sum_{j_v} \frac{n!}{j_v!} \prod_{v=1}^{n-w+1} \left( \frac{\alpha_v(\mu)}{v!} \right)^{j_v},
\]
(15)
where the second sum is taken over all non-negative integers \( j_1, j_2, ..., j_{n-w+1} \) such that \( j_1 + j_2 + ... + j_{n-w+1} = w \) and \( 1j_1 + 2j_2 + ... + (n-w+1)j_{n-w+1} = n \).

**Proof:** See Appendix A.

**B. When the tagged TBN is the nearest transmitter:**

Now, consider the case when the nearest transmitter is the tagged TBN. This case is more realistic as the tagged TBN location is not fixed. Here, \( r_d \) is a random variable with probability density function given as
\[
 g(r) = 4\pi r^2 \exp \left( -\frac{4}{3} \pi \lambda (r^3 - a^3) \right) \mathbb{1}(r > a).
\]
(16)

The probability of bit error for this case is given in Theorem 2. The proof is very similar to the proof of Theorem 1 and hence is omitted for brevity.

**Theorem 2.** When the nearest TBN is selected as the tagged TBN, the probability of bit error is given by (4) with the probability of incorrect decoding for bit 0 and 1 given as
\[
 P_{e0} = \int_0^\infty \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \mathbb{B}_n(\alpha'(r_d, \lambda)) \right] \exp \left( -\alpha_0'(r_d, \lambda) - \frac{4}{3} \pi \lambda (r_d^3 - a^3) \right) r_d^2 \, dr_d,
\]
(17)
\[
 P_{e1} = 4\pi \lambda \int_0^\infty \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \mathbb{B}_n(\beta'(r_d, \lambda)) \right] \exp \left( -N f(T_s, r_d) \right) - \alpha_0'(r_d, \lambda) - \frac{4}{3} \pi \lambda (r_d^3 - a^3) \right) r_d^2 \, dr_d
\]
(18)
where \( \alpha'(r_d, \lambda) = 4\pi \lambda p_1 \int_{r_d}^{\infty} \left[ 1 - e^{-N f(T_S)} \right] z^2 \, dz \), \( \alpha'(r_d, \lambda) = \alpha_1'(r_d, \lambda), \alpha_2'(r_d, \lambda), ..., \alpha_{\eta - 1}'(r_d, \lambda) \) and \( \beta'(r_d, \lambda) = \alpha_1(r_d, \lambda) + N f(T_S, r_d) \), \( \alpha_2(r_d, \lambda), ..., \alpha_{\eta - 1}(r_d, \lambda) \) with \( \alpha_1'(r_d, \lambda) = 4\pi \lambda p_1 \int_{r_d}^{\infty} e^{-N f(T_S, z)} (N f(T_S, z))^4 z^2 \, dz \).

IV. NUMERICAL RESULTS

In this section, the analytical expressions derived in the previous sections are validated using Monte Carlo based simulations, and several design insights about the system are discussed with the help of numerical results.

For the Monte Carlo simulation, the interfering TBNs are generated as PPP outside the RBN and up to a distance of 150 \( \mu \)m from the center of the RBN. The simulation is carried out for \( 10^4 \) realizations of PPP. The interfering TBN density chosen for simulations is \( 10^{-5} \) TBNs per \( \mu \)m\(^3\), which corresponds to 141 interfering transmitters. For all simulations, the diffusion coefficient is fixed as \( D = 79.4 \) \( \mu \)m\(^2\)s\(^{-1}\), RBN radius is fixed as \( a = 4\mu \)m, the number of molecules emitted for bit-1 is \( N = 100 \) molecules, degradation rate constant \( \mu = 5s^{-1} \), and the duration of the time slot \( T_S \) is set as 0.5s. The chosen value of \( \mu \) and \( T_S \) ensure that the ISI is negligible.

**Variation of \( E_S \), \( E_M \) and \( E_T \) with the distance between the tagged TBN and the RBN \( (r_d) \):** The variation of \( E_S \), \( E_M \), and \( E_T \) with the distance between the spherical RBN and the tagged TBN \( (i.e., \ r_d = a) \) can be seen in Fig. 2. The observation of the expected number of absorbed MTI molecules \( (E_M) \) at the RBN is independent of \( r_d \). The tagged TBN location affects the number of desired IMs absorbed at the RBN \( (E_S) \). \( E_S \) and \( E_T \) decreases as the tagged TBN moves away from the RBN. When the tagged TBN moves far away from the RBN, \( E_S \) reduces to zero, and \( E_T \) is only due to \( E_M \), which results in bit error and loss of information. Since \( E_T \) varies with \( r_d \), the decoding threshold \( \eta \) at the RBN should be chosen according to \( r_d \).

**Impact of decoding threshold \( (\eta) \) on the probability of bit error \( (P_e) \) when the location of tagged TBN is fixed:** Fig. 3 shows the variation of \( P_e \) with the threshold \( \eta \) when the tagged

![Graph showing variation of probability of bit error with threshold.](image)

**Impact of decoding threshold \( (\eta) \) on the probability of bit error \( (P_e) \) when the tagged TBN is the nearest TBN:** Fig. 4 shows the variation of \( P_e \) with the detection threshold for different TBN densities. Similar to Fig. 3, as \( \eta \) increases, \( P_e \) first decreases and achieves a minimum value and after that, \( P_e \) increases. We can observe that, when TBN density increases, the minimum probability of bit error reduces. This is because the nearest TBN is the desired transmitter, and when the TBN

![Graph showing probability of bit error with threshold when r_d is fixed.](image)
density increases, the desired transmitter comes closer to the receiver, and more signal molecules reach the receiver. Also, with the increase in TBN density, the optimal threshold \( I_{\text{opt}} \) increases due to more signal molecules reaching the receiver.

V. CONCLUSIONS

In this paper, we have presented an analytical framework for a 3D MCVD system with multiple point TBNs and a single fully-absorbing spherical RBN. The data transmitted by each TBNs are random independent of other TBNs. The analytical expressions for the expected number of signal and MTI molecules absorbed by the RBN were derived. We have also derived the analytical expressions for the probability of bit error under two scenarios; when the desired TBN is at a fixed location, and the desired TBN is the nearest transmitter. The necessity of incorporating the transmission data randomness and independence is also included in the discussion. As future work, we can consider the impact of leftover molecules from previous symbols (which can occur when the symbol duration is small and/or degradation of IMs is not adequate) along with MTI on the system performance.

APPENDIX A

PROOF OF THEOREM-1

Consider the bit to be transmitted by the tagged TBN in a time slot as \( b \). Hence, \( u_{x_b} = bN \).

Let \( v(||x||) \) be the expected number of IMs absorbed by the RBN, that were emitted by the transmitter located at \( x \) i.e., \( v(||x||) = h||x||u_x \). Let \( V \) be the expected total number of received molecules conditioned on \( \Phi_M \). \( V(\tau_d, b, \Phi_M) = bNh_{\tau_d} + \sum_{x \in \Phi_M} v(||x||) \). Given \( \Phi_M \), the total number of IMs absorbed at the TBN is Poisson distributed i.e. \( y \mid \Phi_M \sim P(V(\tau_d, b, \Phi_M)) \). Therefore, the probability of incorrect decoding for bit \( b \) is \( P_e_b = \mathbb{P}\{y \notin [\tau_{Lb} \tau_{HB}]\} \), where \( \tau_{HB} \) and \( \tau_{LB} \) are upper and lower threshold value of bit \( b \). Here, \( \tau_{HB} = \eta - 1 \), \( \tau_{L0} = 0 \), \( \tau_{H1} = \infty \), and \( \tau_{L1} = \eta \). Now, the probability of incorrect decoding for bit \( b \) is given as

\[
P_e_b = 1 - \sum_{n=\tau_{LB}}^{\tau_{HB}} \mathbb{E}_{\Phi_M} [\mathbb{P}\{y = n \mid \Phi_M\}]
= 1 - \sum_{n=\tau_{LB}}^{\tau_{HB}} \mathbb{E}_{\Phi_M} \left[ \frac{1}{n!} \exp \left( -V(\tau_d, b, \Phi_M) \right) \right] V(\tau_d, b, \Phi_M)^n .
\]

(19)

Note that, \( \mathbb{E} [Z^n e^{-Z}] = (-1)^n \int \frac{dz}{z} \frac{d^n}{d\rho^n} \left. L_V(\rho) \right|_{\rho=1} \). Applying this identity in (19), we get

\[
P_e_b = 1 - \sum_{n=\tau_{LB}}^{\tau_{HB}} \frac{1}{n!} \left( -1 \right)^n \left. \frac{d^n}{d\rho^n} L_V(\rho) \right|_{\rho=1} , \quad (20)
\]

with the slight abuse of notation that \( \frac{d^n P}{d\rho^n} = F \) for \( n = 0 \). In (20), \( L_V(\rho) \) is the Laplace transform of \( V \) which can be obtained as,

\[
L_V(\rho) = \mathbb{E} \left[ \exp \left( -\rho bNh_{\tau_d} - \rho \sum_{x \in \Phi_M} v(||x||) \right) \right]
= \exp \left( -\rho bNh_{\tau_d} \right) \mathbb{E}_{\Phi_M} \left[ \exp \left( -\rho \sum_{x \in \Phi_M} v(||x||) \right) \right]
= \exp \left( -\rho bNh_{\tau_d} - 4\pi \int_0^{\infty} (1 - \mathbb{E}_{u_z} [e^{-\rho h_{\tau_d} u_z}]) \ z^2 dz \right)
= \exp \left( -\rho Nh_{\tau_d} - 4\pi \lambda_1 \int_0^{\infty} (1 - \exp(-h_{\tau_d}) N) \ z^2 dz \right), \quad (21)
\]

where (a) is due to the marked version of Campbell theorem. By taking the nth derivative of (21) using the Bell polynomial version of Faà di Bruno’s formula [13, eq.(2.2)], we get

\[
\left. \frac{d^n L_V(\rho)}{d\rho^n} \right|_{\rho=1} = \mathbb{B}_n \left( \mathbb{P}(\tau_d, \lambda) \right) \times (-1)^n \exp \left( -\rho bNh_{\tau_d} - 4\pi \lambda_1 \int_0^{\infty} (1 - \exp(-h_{\tau_d}) N) \ z^2 dz \right), \quad (22)
\]

where \( \mathbb{P}(\tau_d, \lambda) = \left[ \rho_1(\tau_d, \lambda), \rho_2(\tau_d, \lambda), \ldots, \rho_{n-1}(\tau_d, \lambda) \right] \) with \( \rho_n(\tau_d, \lambda) = Nh_{\tau_d} \mathbb{I}(n=1) + 4\pi \lambda_1 \int_0^{\infty} e^{-h_{\tau_d} N (h_{\tau_d} N)^n} z^2 dz \).

Now, substitute (22) in (20) with \( b = 0 \) and \( b = 1 \), we get (12) and (13) respectively.
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