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Abstract. We consider the distribution of polygonal paths joining the partial sums of normalized Kloosterman sums modulo an increasingly high power \( p^n \) of a fixed odd prime \( p \), a pure depth-aspect analogue of theorems of Kowalski–Sawin and Ricotta–Royer–Shparlinski. We find that this collection of Kloosterman paths naturally splits into finitely many disjoint ensembles, each of which converges in law as \( n \to \infty \) to a distinct complex valued random continuous function. We further find that the random series resulting from gluing together these limits for every \( p \) converges in law as \( p \to \infty \), and that paths joining partial Kloosterman sums acquire a different and universal limiting shape after a modest rearrangement of terms. As the key arithmetic input we prove, using the \( p \)-adic method of stationary phase including highly singular cases, that complete sums of products of arbitrarily many Kloosterman sums to high prime power moduli exhibit either power savings or power alignment in shifts of arguments.

1. Introduction

This paper is inspired by the beautiful work of Kowalski–Sawin [KS16] and Ricotta, Royer, and Shparlinski [RR18, RRS20], which considered the distribution of Kloosterman paths, polygonal paths joining the partial sums of Kloosterman sums modulo a large prime \( p \), and a fixed \( n^{th} \) power \( p^n \) of a large prime \( p \), respectively. Paths traced by incomplete exponential sums such as those in Figures 1 and 2 give a fascinating insight into the chaotic formation of the square-root cancellation in the corresponding complete sums and have been studied since at least [Leh76, Lox83, Lox85]. In this paper, we address the pure depth-aspect distribution of Kloosterman paths to moduli that are high powers \( p^n \) of a fixed odd prime \( p \) and find many new, surprisingly distinctive features.

1.1. Kloosterman paths. Let \( p \) be an odd prime and \( n \in \mathbb{N} \). For \( a, b \in (\mathbb{Z}/p^n\mathbb{Z})^\times \), we define the normalized Kloosterman sum as

\[
\text{Kl}_{p^n}(a, b) = \frac{1}{p^{n/2}} S(a, b; p^n) = \frac{1}{p^{n/2}} \sum_{1 \leq x \leq p^n, (x, p^n) = 1} e_{p^n}(ax + b \bar{x}),
\]

where \( e_{p^n}(z) = e(z/p^n) = e^{2\pi i z/p^n} \), and \( \bar{x} \) denotes the inverse of \( x \) modulo \( p^n \). The normalization reflects the square-root cancellation in these complete exponential sums consisting in...
of $\varphi(p^n)$ terms:

$$|\text{Kl}_{p^n}(a,b)| \leq 2,$$

a result of Weil’s deep algebro-geometric bound [Wei48] for $n = 1$ and of the explicit evaluation using the $p$-adic method of stationary phase for $n \geq 2$ (which we collect in Lemma 2). In particular, in this latter case, $\text{Kl}_{p^n}(a,b) = 0$ unless $ab \in (\mathbb{Z}/p^n\mathbb{Z})^2$.

By the time the summation in (1.1) is completed, substantial cancellation has occurred and one lands at an end point in the real interval $[-2, 2]$. In a reasonable ensemble (varying some subset of $a$, $b$, $p$, $n$), its limiting distribution can often be fruitfully described by an appropriate Sato–Tate measure; more on that below. Kloosterman paths describe the road taken to that end point.

Specifically, for $j \in \mathcal{I}_{p^n} := \{j \in \{1, \ldots, p^n\}, p \nmid j\} = \{j_1 < \cdots < j_{\varphi(p^n)}\}$, define the partial sum

$$\text{Kl}_{j,p^n}(a,b) = \frac{1}{p^{n/2}} \sum_{1 \leq x \leq j, p \nmid x} e\left(\frac{ax + bx}{p^n}\right),$$

and define the Kloosterman path as the polygonal path $\gamma_{p^n}(a,b)$ obtained by concatenating the closed segments $[\text{Kl}_{j_i,p^n}(a,b_0), \text{Kl}_{j_{i+1},p^n}(a,b_0)]$ for all $j_i \in \mathcal{I}_{p^n}$. We may also think of this path as a continuous map $\text{Kl}_{p^n}(\cdot; (a, b)) : [0, 1] \rightarrow \mathbb{C}$, $t \mapsto \text{Kl}_{p^n}(t; (a, b))$ obtained by parameterizing the path $\gamma_{p^n}(a,b)$ so that each of the $\varphi(p^n) - 1$ segments is parametrized linearly on an interval of length $1/(\varphi(p^n) - 1)$.

For a fixed $b_0 \in \mathbb{Z}$ with $p \nmid b_0$, the map from $(\mathbb{Z}/p^n\mathbb{Z})^\times \rightarrow C^0([0,1],\mathbb{C})$ given by

$$a \mapsto \text{Kl}_{p^n}(t; (a, b_0))$$

(1.2)

can be viewed as a random variable on the finite probability space $(\mathbb{Z}/p^n\mathbb{Z})^\times$ with the uniform probability measure with values in the space of complex valued continuous functions on $[0,1]$ endowed with the supremum norm, and we denote this random variable by $\text{Kl}_{p^n}(t)$.

Kowalski–Sawin [KS16, Theorem 1.1] show that, in the prime case $n = 1$, the random variable $\text{Kl}_{p}$ converges as $p \rightarrow \infty$, in the sense of finite distributions, to a specific random Fourier series (that is, a $C^0([0,1],\mathbb{C})$-valued random variable). Ricotta–Royer [RR18, Theorem A] prove the corresponding theorem for a fixed $n \geq 2$ and $p \rightarrow \infty$, indentifying a different limiting random Fourier series, and Ricotta–Royer–Shparlinski [RRS20] prove that (for $n \geq 31$) this latter convergence holds in law, a substantial strengthening. We refer the reader to §2.1 for a summary of probabilistic notions and tools.

1.2. Main result. In this paper, we address the pure depth-aspect analogue of Kowalski–Sawin [KS16], the question of distribution of Kloosterman paths modulo $p^n$ for a fixed prime $p$ and $n \rightarrow \infty$. Ricotta, Royer, and Shparlinski note [RRS20, p.176], [RR18, p.498] that "this problem, both theoretically and numerically, seems to be of completely different nature".

Indeed, one needs to look no further than a couple of sample paths modulo large $3^n$ to see that, say, paths $\text{Kl}_{3^n}(a,1)$ with $a \equiv 1 \pmod{3}$ and $a \equiv 2 \pmod{3}$ look nothing like each other; see Figure 1. In particular, they exhibit a stark translational and rotational symmetry of order 3, respectively. Much of the invariance distinction becomes less visually
obvious for larger primes $p$, though, with all but the obvious bilateral symmetry seemingly disappearing as in Figure 2, and one might start to wonder if the case $p = 3$ is a fluke. On the other hand, about half of the paths tend to wander away in the horizontal direction while the rest do not, which of course corresponds to the distribution of the complete sum $Kl_{p^n}(a,b)$ and its vanishing when $ab \not\in (\mathbb{Z}/p\mathbb{Z})^\times$.

We will see that the distinction among different classes $[a \mod p] \in (\mathbb{Z}/p\mathbb{Z})^\times$, which is a well-defined distinction in the family with a fixed $p$, persists and it becomes harder, and indeed more artificial, to describe the joint distribution of all paths as $a \in (\mathbb{Z}/p^n\mathbb{Z})^\times$. Instead, for $n \geq 2$ it becomes natural to split the ensemble of Kloosterman paths $Kl_{p^n}(t; (a,b_0))$ once and for all into $p - 1$ subfamilies indexed additionally by $a_1 \in (\mathbb{Z}/p\mathbb{Z})^\times$, and consider the restriction of the map (1.2) to the set $(\mathbb{Z}/p^n\mathbb{Z})^\times_{a_1} = \{ a \in (\mathbb{Z}/p^n\mathbb{Z})^\times : a \equiv a_1 \mod p \}$ and obtain a random variable

$$
(1.3) \quad Kl_{p^n}(t; (a_1, b_0)) : (\mathbb{Z}/p^n\mathbb{Z})^\times_{a_1} \to C^0([0,1], \mathbb{C}), \quad a \mapsto Kl_{p^n}(t; (a, b_0))
$$

on the finite probability space $(\mathbb{Z}/p^n\mathbb{Z})^\times_{a_1}$.

Consider the absolutely continuous probability Borel measure $\mu$ on $[-2,2]$ given by

$$
(1.4) \quad \mu(f) = \frac{1}{\pi} \int_{-2}^{2} \frac{f(x)}{\sqrt{4-x^2}} \, dx
$$

Figure 1. Kloosterman paths $Kl_3^8(t; (1,1))$ and $Kl_3^8(t; (5,1)))$. 
for any real continuous function $f$ on $[-2, 2]$. From this we construct a finite collection of $C^0([0, 1], \mathbb{C})$-valued random variables $\text{Kl}(t; p; (a_1, b_0))$, whose definition and properties we collect in the following proposition.

**Proposition 1.** Let $p$ be a fixed odd prime, and let $a_1, b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times$.

Let $(U^2_h)_{h \in \mathbb{Z}, (a_1-h)b_0 \in (\mathbb{Z}/p\mathbb{Z})^2}$ be a sequence of independent identically distributed random variables of probability law $\mu$ in (1.4). Then, the random series

$$
(1.5) \quad \text{Kl}(t; p; (a_1, b_0)) = \sum_{h \in \mathbb{Z}} \frac{e(ht) - 1}{2\pi ih} U^2_h, \quad (t \in [0, 1]),
$$

converges almost surely and in law, where the term $h = 0$, if present, is interpreted as $tU^2_0$. Its limit, as a random function, is almost surely continuous and nowhere differentiable. Moreover, for every $t \in [0, 1]$, $\mathbb{E}(\text{Kl}(t; p; (a_1, b_0))) = 0$ and $\mathbb{V}(\text{Kl}(t; p; (a_1, b_0))) \leq t$.

Our main result, then, is as follows.
Figure 3. Sato–Tate distributions $\mu_{ST}$, $\mu_U$, and $\mu$, which guide the coefficients of limiting random Fourier series (1.5) and (1.6) for Kloosterman paths modulo $p$ as $p \to \infty$, modulo $p^n$ for $n$ fixed and $p \to \infty$, and modulo $p^n$ for $p$ fixed and $n \to \infty$; drawn to scale. The big dot in the plot of $\mu_U$ indicates $\frac{1}{2}$ of the Dirac measure at 0.

**Theorem 1.** Let $p$ be a fixed odd prime, and let $a_1, b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times$. Then, the sequence of $C^0([0, 1], \mathbb{C})$-valued random variables $K_{p^n}(t; (a_1, b_0))$ on $(\mathbb{Z}/p^n\mathbb{Z})_{a_1}$ defined in (1.3) converges in law, as $n \to \infty$, to the $C^0([0, 1], \mathbb{C})$-valued random variable $K(t; p; (a_1, b_0))$ defined in (1.5).

We prove Theorem 1 in two steps, by establishing convergence of $K_{p^n}(:, (a_1, b_0)) \to K(:, p; (a_1, b_0))$ as $n \to \infty$ in the sense of finite distributions in Sections 3 and 4, and then proving that the sequence of random variables $K_{p^n}(:, (a_1, b_0))$ is tight as $n \to \infty$ in Section 5. Combining these two conclusions yields the proof of Theorem 1 in §5.2.

**Remark 1.** Convergence in the sense of finite distributions in Theorem 1 is the analogue of the results of Kowalski–Sawin [KS16] and Ricotta–Royer [RR18], which for the random variable $K_{p^n}$ with $n = 1$ and $n \geq 2$ fixed, respectively, and $p \to \infty$ find limiting random Fourier series

\begin{align*}
K(t) &= \sum_{h \in \mathbb{Z}} \frac{e(ht) - 1}{2\pi ih} ST_h, \quad d\mu_{ST} = \frac{1}{\pi} \sqrt{1 - (x/2)^2} \, dx, \\
K(t) &= \sum_{h \in \mathbb{Z}} \frac{e(ht) - 1}{2\pi ih} U_h, \quad \mu_U = \frac{1}{2} \delta_0 + \frac{1}{2} \mu,
\end{align*}

where $ST_h$ and $U_h$ are independent identically distributed random variables of probability law $\mu_{ST}$ and $\mu_U$, respectively.

That the analytic shape of these three series is similar stems from the use of the completion method (see Lemma 3), which in each case can be used (along with some rather nontrivial estimates) to show that in a suitable sense the incomplete sum $K_{j,p^n}((a, b_0)$ may
be approximated by
\begin{equation}
\sum_{|h|<p^n/2} \frac{e(hj)-1}{2\pi ihj} \text{Kl}_{p^n}(a-h, b_0).
\end{equation}

The lens provided by (1.7) explains the probabilistic distinction among the limiting random series in (1.6) and (1.5). The underlying measure $\mu_{\text{ST}}$ in (1.6) reflects the classical semi-circle Sato–Tate distribution of the normalized Kloosterman sums $\text{Kl}_p(a-h, b_0)$, while the shape of $\mu_U$ reflects a different Sato–Tate measure for Kloosterman sums to prime power moduli $p^n$, which are given by an explicit exponential (with a $p$-adically analytic phase, see see Lemma 2) and distributed according to $\mu$ when $(a-h)b_0 \in ((\mathbb{Z}/p\mathbb{Z})^\times)^2$, and vanish otherwise, a distinction which in the limit $p \to \infty$ (as $a$ ranges through $(\mathbb{Z}/p\mathbb{Z})^\times$) may be thought of as a random event of probability $\frac{1}{2}$ in (1.7). The measures $\mu_{\text{ST}}$ and $\mu$ are the direct images under the trace map of the probability Haar measure on $SU_2(\mathbb{C})$ and on the normalizer of the maximal torus in $SU_2(\mathbb{C})$, respectively [RR18, Remark 1.4].

In the depth aspect, however, when $p$ is fixed, for a given $h \in \mathbb{Z}$ there is nothing random about the event $(a-h)b_0 \in ((\mathbb{Z}/p\mathbb{Z})^\times)^2$: it predictably happens or not depending only on the class of $(a \mod p, b_0) \in ((\mathbb{Z}/p\mathbb{Z})^\times)^2$. This in turn induces finitely many (precisely up to $2(p-1)$ distinct limiting distributions in Theorem 1, with the surviving terms guided directly by the distribution $\mu$.

**Remark 2.** Fix an integer $b_0 \in \mathbb{Z}$ with $p \nmid b_0$. One way to informally think of Theorem 1 is that the ensemble of all paths $\text{Kl}_{p^n}(t; (a, b_0))$ ($a \in (\mathbb{Z}/p^n\mathbb{Z})^\times$), which for a fixed $n$ and $p \to \infty$ has the limiting distribution KL shown in (1.6) (and which is the same for all $n \geq 2$), for a fixed $p$ splits into $p-1$ classes according to $a \mod p$, which simply have different limiting distributions $\text{Kl}(t; p; (a_1, b_0))$ as $n \to \infty$.

One might wonder if a common distribution is somehow restored if one subsequently takes $p \to \infty$. Indeed, let $(\Omega, \mathcal{F}, \nu)$ be the probability space such that $\Omega = \bigcup_{a_1 \in (\mathbb{Z}/p\mathbb{Z})^\times} \Omega_{a_1}$, $\mathcal{F} = \mathcal{S}(\bigcup_{a_1 \in (\mathbb{Z}/p\mathbb{Z})^\times} \mathcal{F}_{a_1})$, $\nu(\Omega_{a_1}) = 1/(p-1)$ for every $a_1 \in (\mathbb{Z}/p\mathbb{Z})^\times$, and $(\Omega_{a_1}, \mathcal{F}_{a_1}, (p-1)\nu|_{\mathcal{F}_{a_1}})$ is an underlying probability space for the $C^0([0,1], \mathbb{C})$-valued random variable $\text{Kl}(\cdot; p; (a_1, b_0))$ in (1.5). Further, let $\text{Kl}^\ast(\cdot; p)$ be the $C^0([0,1], \mathbb{C})$-valued random variable on $(\Omega, \mathcal{F}, \nu)$ defined by
\begin{equation}
\text{Kl}^\ast(\cdot; p)|_{\Omega_{a_1}} = \text{Kl}(\cdot; p; (a_1, b_0)) \quad \text{for every } a_1 \in (\mathbb{Z}/p\mathbb{Z})^\times.
\end{equation}

Then Theorem 1 implies the following statement, which can be thought of as gluing together the individual limits of $\text{Kl}_{p^n}(\cdot; (a_1, b_0)) \to \text{Kl}(\cdot; p; (a_1, b_0))$ in law as $n \to \infty$.

**Corollary 1.** Fix an odd prime $p$ and $b_0 \in \mathbb{Z}$ with $p \nmid b_0$. Then the sequence of $C^0([0,1], \mathbb{C})$-valued random variables $\text{Kl}_{p^n}$ given in (1.2) converges in law, as $n \to \infty$, to the random variable $\text{Kl}^\ast(\cdot; p)$ defined in (1.8).

Further, in Theorem 5, we prove that the random variable $\text{Kl}^\ast(t; p)$ converges in law to the $C^0([0,1], \mathbb{C})$-valued random variable $\text{Kl}(t)$ given in (1.6) as $p \to \infty$. This restores
Remark 3. Kloosterman sums to prime power moduli exhibit another, elementary but perhaps less well popularized, curious property: if \( ab \in (\mathbb{Z}/p^n\mathbb{Z})^\times \) (as is the case whenever the complete sum \( \text{Kl}_{p^n}(a, b) \neq 0 \)), some of the Kloosterman summands \( e_{p^n}(ax + b\bar{x}) \) appear with very high multiplicity. This is perhaps surprising in the light of the classical evaluation of Kloosterman sums (Lemma 2), whose two summands arise from provably non-singular stationary points. It also makes for somewhat startling numerics for small \( p^n \); for example, modulo 27 there are only four distinct summands (two pairs of complex conjugates).

The phenomenon is not difficult to understand. Taking for concreteness \( a = b = 1 \) (other cases being just a change of variable away), for \( 1 \leq \kappa < n/2 \) and \( u \in \pm 2 + p^{\kappa}(\mathbb{Z}/p^n\mathbb{Z})^\times \), the congruence \( x + \bar{x} \equiv u \pmod{p^n} \) has exactly \( 2p^{\kappa} \) solutions; in particular the multiplicity becomes as high as \( \asymp p^{n/2} \). In particular, for \( (ab/p) = 1 \), as \( n \to \infty \), an asymptotically positive proportion (100% for \( p = 3 \)) of Kloosterman fractions appear with multiplicity higher than 2. On the balance between a high multiplicity \( 2p^{\kappa} \) and the fact that the \( \asymp p^{n-2\kappa} \) distinct such terms still follow the generic distribution, however, there is no impact on the limiting distribution in Theorem 1. The phenomenon is not visible in the stationary phase analysis of the Kloosterman sum because the latter is concerned with roots of the derivative of the phase rather than of the phase itself.

Nevertheless, possibly highly singular stationary points do play a crucial role in the stationary phase analysis described in §1.3, including shifts by frequencies \( h \) in (1.7) that are high powers \( p^{2\kappa} \) and would detect any impact of highly popular fractions \( (x + \bar{x})/p^n = u/p^n \) with \( u \in \pm 2 + p^{2\kappa}(\mathbb{Z}/p^n\mathbb{Z})^\times \).

1.3. Sums of products. At the arithmetic heart of the proof of Theorem 1 are estimates on sums of products of Kloosterman sums of the form

\[
\sum_{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times} \prod_{\tau \in T} \text{Kl}_{p^n}(a - \tau, b_0)^{\mu(\tau)},
\]

for \( T \subseteq \mathbb{Z}/p^n\mathbb{Z} \), arbitrary integers \( (\mu(\tau))_{\tau \in T} \), and summation being over residues \( a \in (\mathbb{Z}/p^n\mathbb{Z})^\times \) such that \( (a - \tau)b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times \) for every \( \tau \in T \). In the case of prime moduli, such sums have been studied by Fouvry–Kowalski–Michel using deep tools of algebraic geometry, with spectacular applications [FKM15]. In the prime power case, Kloosterman sums can be explicitly evaluated, and, in [RR18], where the modulus is a fixed power \( p^n \),
the phase in the exponential sum resulting from (1.9) is replaced with a polynomial of fixed
degree, and sums are estimated using a Weyl bound (essentially repeated differencing). The
resulting bound [RR18, Proposition 4.10], however, degenerates badly with increasing \( n \),
so this route is not available as \( n \to \infty \).

Instead, in the properly depth aspect, the \( p \)-adic method of stationary phase (see
Lemma 1) can be applied and leads to a condition roughly of the form

\[
\sum_{\tau \in T} \epsilon_{\tau} ((a - \tau)b_0)^{-1/2} \equiv 0 \pmod{p^{\lfloor n/2 \rfloor}},
\]

where \( (\cdot)^{1/2} \) is a branch of the \( p \)-adic square root (see §2.2). In a pleasant application of the
method of stationary phase, one hopes to argue that the stationary points in (1.10) are non-
singular, or, barring that, at least not overly singular, so that a version of Hensel’s lemma
applies. The possibility of singular stationary points, of which there may be very many, is
a known obstacle in the estimates of exponential sums to prime power moduli, such as for
example in the long-standing restriction of Burgess’ bound on character sums to cube-free
moduli. With fewer summands the number of singular stationary points can sometimes be
controlled (see, for example, [HB78, Lemma 7]), but in our case the method of moments
requires that we allow an arbitrary number of summands in (1.10), an algebraically and
combinatorially forbidding situation, and we must contend with the possibility of very
many highly singular solutions. In fact, all solutions to (1.10) could be singular if there
are sufficiently high collusions among the \( \tau \in T \)!. In Theorems 3 and 4, we show that such
high collusions are in fact the only possibility for failure of power cancellation in (1.9),
which clears the way to Theorem 1. These theorems are of independent interest, and in
fact Section 4 introduces a method that applies to many more exponential sums to high
prime power moduli; see Remark 6.

**Remark 4.** Discussion in §1.3 already shows that the depth-aspect limit \( n \to \infty \) behaves
entirely differently from the large \( p \) limit in [RR18]. In the depth aspect, the phase in
(1.9) cannot be productively thought of as a polynomial of fixed degree, but rather more
like a \( p \)-adically analytic function. We estimate sums of products using a stationary phase
analysis including potentially highly singular critical points, which is also reflected in the
shape of Theorem 3. Here we mention several other key differences.

Any analysis of a sum like (1.9) is bound to run into difficulties as shifts \( \tau \in T \) collude
to a certain extent, as in \( \tau \equiv \tau' \pmod{p^k} \) for some \( \tau \neq \tau' \in T \), since this is transitional behavior between the generic and fully aligned cases. In the \( p \to \infty \) limit, such difficulties can often be estimated away trivially as in [RR18, Lemma 4.14], since a condition like
\( \tau \equiv \tau' \pmod{p} \) typically happens with a “small” frequency \( 1/p \). Such an approach is, of
course, not available for a fixed \( p \), and more generally being divisible by \( p \) or collusions
modulo \( p \) are not exceptional events unless they occur to an increasing power \( p^m \).

Considering all paths \( Kl_{p^n}(t; (a, b_0)) \) \((a \in (\mathbb{Z}/p^n\mathbb{Z})^\times)\) as one ensemble as in Remark 2
and [RR18], a critical piece in the evaluation of the main term becomes the quantity

\[
|(\mathbb{Z}/p^n\mathbb{Z})^T| = \left| \left\{ a \in (\mathbb{Z}/p^n\mathbb{Z})^\times : (a - \tau)b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times \text{ for every } \tau \in T \right\} \right|,
\]
which of course essentially only depends on \((T + p\mathbb{Z})/p\mathbb{Z}\). In [RR18, Proposition 4.8], this quantity is denoted by \(|A_{p^n}(\mu(\tau))|\) and estimated, for \(p \to \infty\), using Weil’s version of Riemann Hypothesis. For \(p\) fixed, however, there is seemingly no rhyme or reason to the values of \(|(\mathbb{Z}/p\mathbb{Z})^{|t|}|\), and increasingly so for larger \(|T|\). It is in fact at this point that one might realize that the different classes of \(a \mod p\) need to be separated into distinct ensembles.

1.4. **Rearrangement.** A complete Kloosterman sum is a natural algebro-geometric object, but an incomplete sum entails a choice of ordering of terms. For a prime modulus, there is only one ordering (the obvious one) that could be reasonably construed as natural, but for a more structured modulus there are other perfectly reasonable ways of summing, which then lead to different Kloosterman paths. We illustrate this point with a simple example.

Consider the function \(f_{p^n}(\cdot; (a, b)) : (\mathbb{Z}/p^{n-1}\mathbb{Z})^\times \to \mathbb{C}\) that groups \(p\) terms in \(\text{Kl}_{p^n}(a, b)\) together:

\[
f_{p^n}(x; (a, b)) = \sum_{k \mod p} e_{p^n}(a(x + kp^{n-1}) + b(x + kp^{n-1})).
\]

Since the prime \(p\) is fixed, the partial sums

\[(1.11) \quad \text{Kl}_{j,p^n}^0(a, b) = \frac{1}{p^{n/2}} \sum_{1 \leq x \leq j, p|x} f_{p^n}(x; (a, b)) \]

correspond to only a slight reordering of the complete Kloosterman sums \(\text{Kl}_{p^n}(a, b) = \text{Kl}_{p^{n-1},p^n}(a, b)\). Following the steps in \(\S 1.1\) one can correspondingly form modified Kloosterman paths \(\gamma_{p^n}^0(a, b)\) by concatenating the closed segments \([\text{Kl}_{j,p^n}^0(a, b), \text{Kl}_{j+1,p^n}^0(a, b_0)]\), and parametrize the paths \(\gamma_{p^n}^0(a, b)\) by continuous functions \(\text{Kl}_{p^n}^0 \in C^0([0, 1], \mathbb{C})\).

Since \(x + kp^r \equiv x - x^2 : kp^r \pmod{p^\min(2r,n)}\) for \(1 \leq r \leq n\) and \(x \in (\mathbb{Z}/p^n\mathbb{Z})^\times\), we find that in fact

\[
\text{Kl}_{j,p^n}^0(a, b) = \frac{p}{p^{n/2}} \sum_{1 \leq x \leq j, p|x, x^2 \equiv ab \mod p} e_{p^n}(ax + b\tau),
\]

and in particular \(\text{Kl}_{j,p^n}(a, b, 0) = 0\) (making for a boring zero path) unless \(a \in b(\mathbb{Z}/p^n\mathbb{Z})^\times\).

Restricting to the latter case, for a fixed \(b_0 \in \mathbb{Z}\) with \(p \nmid b_0\), the map from \(b_0(\mathbb{Z}/p^n\mathbb{Z})^\times \to C^0([0, 1], \mathbb{C})\) given by

\[
a \mapsto \text{Kl}_{p^n}^0(t; (a, b_0))
\]

can be viewed as a \(C^0([0, 1], \mathbb{C})\)-valued random variable on the finite probability space \(b_0(\mathbb{Z}/p^n\mathbb{Z})^\times\) with the uniform probability measure, which we denote by \(\text{Kl}_{p^n}^0(t)\).

The following theorem shows that the slight rearrangement of terms that led to \(1.11\) produces Kloosterman paths with a universal limiting distribution. Specifically, let \((U_h^2)_{h \in \mathbb{Z}}\) be a sequence of independent identically distributed random variables of probability law \(\mu\).
Figure 5. The Plot of the modified Kloosterman path $\gamma_{56}^0(9; 1)$

in (1.4). One shows exactly as in Proposition 1 that the random series

$$(1.12) \quad Kl^\circ(t) = \sum_{h \in \mathbb{Z}} e(ht) \frac{1}{2\pi ih} U_h^2 \quad (t \in [0, 1]),$$

where the term $h = 0$ is interpreted as $tU_0^2$, converges almost surely and in law to a random function with properties as in Proposition 1. Then the following holds.

**Theorem 2.** Let $p$ be a fixed odd prime, and let $b_0 \in \mathbb{Z}$, $p \nmid b_0$. Then the sequence of $C^0([0, 1], \mathbb{C})$-valued random variables $Kl^\circ_{b_0}(t)$ on $b_0(\mathbb{Z}/p^n\mathbb{Z}) \times \mathbb{C}$ converges in law to the $C^0([0, 1], \mathbb{C})$-valued random variable $Kl^\circ(t)$ as $n \to \infty$.

**Notation:** Throughout the paper, $p$ denotes a fixed odd prime. The notation $\sum_{x}^\times$ indicated that the summation is restricted to integers (or congruence classes) coprime to $p$. For $n \in \mathbb{Z}$ and $\tau \in \mathbb{Z}_{>0}$, we write $p^\tau \mid n$ or $\text{ord}_p n = \tau$ to indicate that $p^\tau \mid n$ and $p^{\tau+1} \nmid n$; we apply the same notation to congruence classes modulo $p^\ell$ with $t \geq \tau + 1$. For $x \in (\mathbb{Z}/p^n\mathbb{Z})^\times$ we write $\bar{x}$ for the inverse of $x$ modulo $p^n$, where the value of $n$ is clear from the context and cannot cause confusion, and we also denote $x^{-n} = \bar{x}^n$ for $n \in \mathbb{N}$.

We write $f = O(g)$ or $f \ll g$ to denote that $|f| \leq Cg$ for some constant $C > 0$, which may depend on $p$ but is otherwise absolute except as indicated by a subscript. While this is not important for us, the dependence of all constants on $p$ may easily be explicated and is always at most polynomial. Exceptionally, in §5.4, which deals with the limit $p \to \infty$, all implied constants are absolute (independent of $p$), unless otherwise indicated by a subscript.

As customary, we write $e(z) = e^{2\pi iz}$, and, for $x \in \mathbb{Z}$, we sometimes write $e_{p^n}(x) = e(x/p^n) = e^{2\pi x/p^n}$. We denote the cardinality of a finite set $S$ by $|S|$, and we use $A \sqcup B$ to denote shorthand the disjoint union of sets. Finally, $\delta_x$ denotes the Dirac measure at $x$, namely $\delta_x(E) = 1$ if $x \in E$ and 0 otherwise, where the underlying set and $\sigma$-algebra are clear from the context.
2. Preliminaries

2.1. Probabilistic notions and tools. In this section, we collect some standard facts about probability in complex Banach spaces, and in particular in the space $C^0([0,1], \mathbb{C})$, endowed with the sup-norm. We lean on [RR18, Appendix A], and the proofs can be found in [Kow20, §B.11].

**Definition 1.** Let $(\Omega_n, \mathcal{F}_n, \nu_n)$ be a sequence of probability spaces $(\Omega, \mathcal{F}, \nu)$, and let $X$ be a $Y$-valued random variable on $(\Omega, \mathcal{F}, \nu)$.

1. If $(\Omega_n, \mathcal{F}_n, \nu_n) = (\Omega, \mathcal{F}, \nu)$ for every $n \in \mathbb{N}$, we say that $(X_n)$ converges *almost surely* if $\nu(\{\omega \in \Omega : \lim X_n(\omega) \text{ exists in } Y\}) = 1$, and we say that $X_n$ converges to $X$ almost surely if $\nu(\{\omega \in \Omega : \lim X_n(\omega) = X(\omega)\}) = 1$.
2. We say that $(X_n)$ converges *in law* to $X$ if, for every continuous and bounded map $\varphi : Y \to \mathbb{C}$, $\lim \mathbb{E}(\varphi(X_n)) = \mathbb{E}(\varphi(X))$.
3. If $Y = C^0([0,1], \mathbb{C})$, we say that $(X_n)$ converges to $X$ in the sense of *finite distributions* if, for every $k \geq 1$ and all $0 \leq t_1 < t_2 < \cdots < t_k \leq 1$, the sequence of $\mathbb{C}^k$-valued random vectors $(X_n(t_1), \ldots, X_n(t_k))$ converges in law to the $\mathbb{C}^k$-valued random vector $(X(t_1), \ldots, X(t_k))$.
4. If $Y$ is separable, we say that the sequence $(X_n)$ is *tight* if, for every $\epsilon > 0$, there exists a compact subset $K \subseteq Y$ such that, for every $n \geq 1$, $\nu_n(\{X_n \in K\}) \geq 1 - \epsilon$.

The notion of tightness of a sequence of random variables provides a practical bridge from convergence in the sense of finite distributions to the substantially stronger claim of convergence in law, using the following criteria.

**Proposition 2** (Prokhorov’s criterion). Let $(X_n)_{n=1}^\infty$ and $X$ be $C^0([0,1], \mathbb{C})$-valued random variables. If the sequence $(X_n)$ converges to $X$ as $n \to \infty$ in the sense of finite distributions, and if the sequence $(X_n)$ is tight, then the sequence $(X_n)$ converges to $X$ as $n \to \infty$ in law.

**Proposition 3** (Kolmogorov’s criterion for tightness). Let $(X_n)_{n=1}^\infty$ be a sequence of $C^0([0,1], \mathbb{C})$-valued random variables. If there exist $\alpha, \delta > 0$ such that

$$\forall s, t \in [0,1]^2, \quad \mathbb{E}(|X_n(s) - X_n(t)|^\alpha) \ll |s - t|^{1+\delta},$$

then the sequence $(X_n)$ is tight.

2.2. Square roots modulo $p^n$. The explicit evaluation of Kloosterman sums $\text{Kl}_{p^n}(a,b)$ to a proper prime power modulus (see Lemma 2) features exponentials with phases that are solutions of congruences of the form $x^2 \equiv ab \pmod{p^r}$, that is, square roots modulo high powers of $p$. In this section, we describe the construction and properties of these square roots. We keep in mind the paradigm that these are really restrictions of branches of the $p$-adic square root (in analogy with the exponentials appearing in the asymptotics of $J$-Bessel functions, the archimedean analogue of Kloosterman sums) but avoid the $p$-adic language. For more details and a fully $p$-adic perspective, we refer to [BM15, §2.4].

For every $r \in (\mathbb{Z}/p\mathbb{Z})^\times$, there are exactly two classes $s \in \mathbb{Z}/p\mathbb{Z}$ such that $s^2 = r$. We fix once and for all a choice function $s : (\mathbb{Z}/p\mathbb{Z})^\times \to (\mathbb{Z}/p\mathbb{Z})^\times$ such that $s(r)^2 = r$ for
every \( r \in (\mathbb{Z}/p\mathbb{Z})^\times \) (any of the \( 2^{(p-1)/2} \) such choices will do). For every \( x \in (\mathbb{Z}/p^n\mathbb{Z})^\times \), by Hensel's lemma (Lemma 5 in the non-singular case \( \rho = 0 \)) there exists as unique \( u \in (\mathbb{Z}/p^n\mathbb{Z})^\times \) such that \( u^2 \equiv x \pmod{p^n} \) and \( u \equiv s(x) \pmod{p} \); this gives rise to a square root \( u : (\mathbb{Z}/p^n\mathbb{Z})^\times \rightarrow (\mathbb{Z}/p^n\mathbb{Z})^\times \), which we also denote by \( u = u_{1/2}(x) = x_{1/2} \) and write \( x_{1/2} = (x_{1/2})^k \) for \( k \in \mathbb{Z} \).

The square-root on \((\mathbb{Z}/p^n\mathbb{Z})^\times\) thus defined satisfies the following differentiability-like property for \( x \in (\mathbb{Z}/p^n\mathbb{Z})^\times \), \( t \in \mathbb{Z}/p^n\mathbb{Z} \), and \( m \in \mathbb{Z} \):

\[
(2.1) \quad (x + p^n t)^m_{1/2} \equiv x^m_{1/2} + \frac{1}{2} m \cdot x^m_{1/2} \cdot p^n t + \frac{1}{8} m (m - 2) \cdot x^{-4}_{1/2} \cdot p^{2n} t^2 \quad (\text{mod } p^{\min(3\kappa, n)}).
\]

This is easily verified, since the squares of both sides agree modulo \( p^{2\kappa} \), and both sides agree modulo \( p \); cf. [BM15, (2.6)].

**2.3. Method of stationary phase.** In this section, we collect facts about the so-called \( p \)-adic method of stationary phase, a powerful tool in the study of complete exponential sums modulo prime powers analogous to the classical method of stationary phase for oscillatory exponential integrals. We phrase our results here with emphasis on differentiability-like properties (2.2) and (2.3) but without invoking \( p \)-adic language. For more details, we refer to [IK04, Lemmas 12.2 and 12.3] for a formulation with phases that are rational functions, or to [BM15, Lemma 7] for a general statement with a more \( p \)-adic analytic perspective.

**Lemma 1** (Method of stationary phase). Let \( 1 \leq \kappa_0 \leq n \), and let \( T \subseteq \mathbb{Z}/p^n\mathbb{Z} \) be a set invariant under translations by \( p^{\kappa_0}\mathbb{Z}/p^{\kappa_0}\mathbb{Z} \).

1. Suppose that functions \( f, f_1 : T \rightarrow \mathbb{Z}/p^n\mathbb{Z} \) satisfy

\[
(2.2) \quad f(x + p^{\kappa} t) \equiv f(x) + f_1(x) \cdot p^{\kappa} t \quad (\text{mod } p^{2\kappa})
\]

for all \( x \in T \), \( t \in \mathbb{Z}/p^n\mathbb{Z} \), and \( \kappa \geq \kappa_0 \). Then, for every \( \kappa \geq \max(\kappa_0, n/2) \), the set \( \{ x \in T : f_1(x) \equiv 0 \pmod{p^{\kappa - \kappa_0}} \} \) is invariant under translations by \( p^{\kappa_0}\mathbb{Z}/p^{\kappa_0}\mathbb{Z} \), and

\[
\sum_{x \in T} e \left( \frac{f(x)}{p^n} \right) = \sum_{x \in T} e \left( \frac{f(x)}{p^n} \right) = p^{n-\kappa} \sum_{x \in T \cap p^{\kappa_0}\mathbb{Z}} e \left( \frac{f(x)}{p^{\kappa_0}} \right).
\]

2. Suppose that functions \( f, f_1 : T \rightarrow \mathbb{Z}/p^n\mathbb{Z} \), \( f_2 : T \rightarrow (\mathbb{Z}/p^n\mathbb{Z})^\times \) satisfy

\[
(2.3) \quad f(x + p^{\kappa} t) \equiv f(x) + f_1(x) \cdot p^{\kappa} t + 2 f_2(x) \cdot p^{2\kappa} t^2 \quad (\text{mod } p^{2\kappa + 1})
\]

for all \( x \in T \), \( t \in \mathbb{Z}/p^n\mathbb{Z} \), and \( \kappa \geq \kappa_0 \). Then, writing \( n = 2\kappa + \rho \) with \( \rho \in \{0, 1\} \),

\[
\sum_{x \in T} e \left( \frac{f(x)}{p^n} \right) = p^{n/2} \sum_{x \in T \cap p^{\kappa_0}\mathbb{Z}} \epsilon(f_2(x_{1/2}), p^\rho) e \left( \frac{f(x_{1/2}) - 2 f_2(x_{1/2}) f_1(x_{1/2})}{p^n} \right),
\]

where \( \epsilon(\cdot, 1) = 1 \) and \( \epsilon(\cdot, p) = (\cdot/p)^{\ell/2} \) for \( p \equiv \ell \pmod{4}, \ell \in \{1, 3\} \).

**Proof.** For \( p \nmid t \), the invariance of the set \( \{ x \in T : f_1(x) \equiv 0 \pmod{p^{\kappa - \kappa_0}} \} \) under translation by \( p^{\kappa} t \) follows immediately from applying (2.2) in the form \( f(x) \equiv f(x + p^{\kappa} t) + f_1(x + \ldots) \). For \( p \mid t \), the invariance of the set \( \{ x \in T : f_1(x) \equiv 0 \pmod{p^{\kappa - \kappa_0}} \} \) under translation by \( p^{\kappa} t \) follows immediately from applying (2.2) in the form \( f(x) \equiv f(x + p^{\kappa} t) + f_1(x + \ldots) \).
moments by Gauss sum modulo \( p \); finally using the classical evaluation of the quadratic Gauss sum. This latter estimate is proved in section 4.

Let \( a \in \mathbb{Z}/p^n\mathbb{Z}, \ b \in (\mathbb{Z}/p^n\mathbb{Z})^\times \). Then, \( \text{Kl}_{p^n}(a, b) = 0 \) if \( ab \not\in (\mathbb{Z}/p^n\mathbb{Z})^\times \). Otherwise, if \( ab \in (\mathbb{Z}/p^n\mathbb{Z})^\times \),

\[
\text{Kl}_{p^n}(a, b) = 2 \left( \frac{(ab)_{1/2}}{p^n} \right) \Re[\epsilon_{p^n}(2(ab)_{1/2})],
\]

where \((\cdot)_{1/2}\) refers to the square root introduced in \( \S 2.2 \), \((\cdot/p^n)\) is the Jacobi symbol, and

\[
\epsilon_{p^n} = \begin{cases} 
1, & \text{if } 2 \mid n \text{ or } p \equiv 1 \mod 4, \\
i, & \text{if } 2 \nmid n \text{ and } p \equiv 3 \mod 4.
\end{cases}
\]

Lemma 2 follows immediately by an application of the stationary phase Lemma 1, using the differentiability property (2.1), and finally using the classical evaluation of the quadratic Gauss sum modulo \( p \); see, e.g. [BM15, Lemma 8], [IK04, Eq. (12.39)].

3. Reduction steps and the core argument

In this section, we collect all required properties of the limit random series \( \text{Kl}(t; p; (a_1, b_0)) \) defined in (1.5) and perform all steps needed to reduce the claim of convergence in the sense of finite distributions of Theorem 1 to a crucial estimate on sums of products of Kloosterman sums. This latter estimate is proved in section 4.

Recall that \( a_1, b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times \) are fixed. Let \( k \geq 1 \) be a fixed integer, and let \( n \geq 2 \). Let \( t = (t_1, \ldots, t_k) \) be a fixed \( k \)-tuple in \([0, 1]^k\), \( n = (n_1, \ldots, n_k), m = (m_1, \ldots, m_k) \) be two fixed \( k \)-tuples of non-negative integers. Let \( \ell(m + n) = \sum_{i=1}^k (m_i + n_i) \). We define the complex moments by

\[
\mathcal{M}_{p^n}(t; m, n; b_0) = \frac{1}{p^{n-1}} \sum_{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times, a \equiv 1 \mod p} \prod_{i=1}^k \text{Kl}_{p^n}(t_i; (a, b_0))^m_i \text{Kl}_{p^n}(t_i; (a, b_0))^n_i.
\]

Our aim is to prove the following proposition:

**Proposition 4.** There exists a constant \( \delta = \delta(\|m\|_1 + \|n\|_1) > 0 \) such that the complex moment \( \mathcal{M}_{p^n}(t; m, n; b_0) \) defined in (3.1) satisfies

\[
\mathcal{M}_{p^n}(t; m, n; b_0) = \mathbb{E}\left( \prod_{i=1}^k \text{Kl}(t_i; p; (a_1, b_0))^m_i \text{Kl}(t_i; p; (a_1, b_0))^n_i \right) + O(p^{-\delta n}),
\]

where \( \text{Kl}(t_i; p; (a_1, b_0)) \) is the random variable defined by (1.5).
Proposition 4 follows immediately from Lemma 4 and Propositions 6 and 7 below. Its immediate consequence is the following statement.

**Corollary 2.** The sequence of \( C^0([0,1],\mathbb{C}) \)-valued random variables \( Kl_p(t;(a_1,b_0)) \) on \((\mathbb{Z}/p^n\mathbb{Z})^\times_{a_1}\) defined in (1.3) converges in the sense of finite distributions to the \( C^0([0,1],\mathbb{C}) \)-valued random variable \( Kl(t;p;(a_1,b_0)) \) as \( n \to \infty \).

### 3.1. The limit random variable.

Recall the absolutely continuous Borel probability distribution \( \mu \) given in (1.4). Its moments are given for \( m \in \mathbb{Z}_{\geq 0} \) by

\[
\int_{\mathbb{R}} x^m \, d\mu(x) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{x^m}{\sqrt{1-x^2}} \, dx = \delta_{2|m}(m/2),
\]

as is easily seen by setting \( x = 2 \cos \theta \). Here, \( \delta_{2|m} \) is the Kronecker delta and we formally set \( \binom{0}{0} = 1 \). Thus for any finite sequence \( (U^r_i)_{i=1}^r \) of independent random variables identically distributed with probability law \( \mu \), and every sequence \( (m_i)_{i=1}^r \) of non-negative integers,

\[
\mathbb{E}\left( \prod_{i=1}^r U^{2m_i}_i\right) = \prod_{i=1}^r \delta_{2|m_i}(m_i/2).
\]

For fixed \( a_1, b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times \), let \( (U^r_i)_{h \in \mathbb{Z}, (h-a_1)b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times} \) be a sequence of independent identically distributed random variables of probability law \( \mu \). For \( H > 0 \), consider the new random variable

\[
Kl_H(t;p;(a_1,b_0)) = \sum_{|h| \leq H} \sum_{(a_1-h)b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times} \frac{e(ht) - 1}{2\pi i h} U^3_p \quad (t \in [0,1]).
\]

When \( Kl_H(t;p;(a_1,b_0)) \) converges as \( H \to \infty \), we write the limit as the series \( Kl(t;p;(a_1,b_0)) \) shown in (1.5). The next proposition, which is an elaboration of Proposition 1, shows that this indeed defines a random series a.e.

**Proposition 5.** Let \( p \) be an odd prime, and let \( a_1, b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times \).

1. For every \( t \in [0,1] \), the random series \( Kl(t;p;(a_1,b_0)) \) converges almost surely, hence in law.

2. For every \( t \in [0,1] \), \( H \geq 2 \), and \( k \geq 0 \), we have uniformly in \( p \)

\[
\|Kl_H(t;p;(a_1,b_0))\|_\infty \ll \log H,
\]

\[
\mathbb{E}(\|Kl(t;p;(a_1,b_0)) - Kl_H(t;p;(a_1,b_0))\|) \ll_k H^{-k/2}.
\]

3. For every \( t \in [0,1] \), the Laplace transform \( \mathbb{E}(e^{\lambda \text{Re} Kl(t;p;(a_1,b_0)) + \nu \text{Im} Kl(t;p;(a_1,b_0))}) \) is well-defined for all \( \lambda, \nu \in \mathbb{Z}_{\geq 0} \). In particular, \( Kl(t;p;(a_1,b_0)) \) has moments of all orders, and

\[
\mathbb{E}(Kl(t;p;(a_1,b_0))) = 0, \quad \forall (Kl(t;p;(a_1,b_0))) \leq t.
\]

4. The random series \( Kl(t;p;(a_1,b_0)) \) is almost surely a continuous, nowhere differentiable function on \([0,1]\).
Proposition 5 is proved in the same way as [KS16, Proposition 2.1], so as in [RR18] we omit the proof. We contend ourselves with noting that these properties all rest on upper bounds on the coefficients in (3.4), which are easily uniform in \( p \), and that the second estimate in item (2) follows from the fact that \( \text{Kl}(t; p; (a_1, b_0)) - \text{Kl}_H(t; p; (a_1, b_0)) \) is \( \sigma_{p^2}^2 \)-subgaussian with \( \sigma_H \ll (\sum_{|h| > H} |1/(2\pi ih)|^2)^{1/2} \ll H^{-1/2} \). The variance \( \forall(\text{Kl}(t; p; (a_1, b_0))) \) may be explicited using the Plancherel formula, though this is not needed for our purposes.

3.2. Renormalization of Kloosterman paths and completion. In this section, we define a slight renormalization of Kloosterman paths \( \text{Kl}_{p^n}(t; (a, b_0)) : [0, 1] \to \mathbb{C} \), which is better suited to the completion techniques. As the two main lemmata of this section, we express \( \text{Kl}_{p^n}(t; (a, b_0)) \) in terms of complete Kloosterman sums (1.1), and we show that the complex moments of \( \tilde{\text{Kl}}_{p^n}(t; (a, b_0)) \) are very close to those of the original paths \( \text{Kl}_{p^n}(t; (a, b_0)) \).

Specifically, define \( \tilde{\text{Kl}}_{p^n}(t; (a, b_0)) : [0, 1] \to \mathbb{C} \) as follows: for any \( k \in \{1, 2, ..., p^n-1\} \),

\[
\forall t \in \left(\frac{k - 1}{p^n-1}, \frac{k}{p^n-1}\right], \quad \tilde{\text{Kl}}_{p^n}(t; (a, b_0)) = \frac{1}{p^n/2} \sum_{1 \leq x \leq x_k(t)} e_{p^n}(ax + b_0x),
\]

where \( x_k(t) = \varphi(p^n)t + k - 1 \).

The corresponding complex moments are

\[
\tilde{\mathcal{M}}_{p^n}(t; m, n; b_0) = \frac{1}{p^n-1} \sum_{a \in \mathbb{Z}/p^n\mathbb{Z}} \prod_{i=1}^{k} \text{Kl}_{p^n}(t_i; (a, b_0))^{m_i} \text{Kl}_{p^n}(t_i; (a, b_0))^{n_i}.
\]

Then the two main results about the paths \( \tilde{\text{Kl}}(t; (a, b_0)) \) are as follows.

**Lemma 3** (Completion). The modified Kloosterman paths \( \tilde{\text{Kl}}_{p^n}(t; (a, b_0)) \) defined in (3.5) satisfy

\[
\tilde{\text{Kl}}_{p^n}(t; (a, b_0)) = \frac{1}{p^n/2} \sum_{h \text{ mod } p^n} \alpha_{p^n}(h; t) \text{Kl}_{p^n}(a - h; b_0),
\]

with certain coefficients \( \alpha_{p^n}(h; t) \), which are shown in (3.9) and satisfy, for \( h \in \mathbb{Z} \) with \( |h| < \frac{1}{2}p^n \),

\[
\frac{1}{p^n/2} \alpha_{p^n}(h; t) \leq \min\left(1, \frac{1}{2|h|}\right);
\]

\[
\frac{1}{p^n/2} \alpha_{p^n}(h; t) = \beta(h; t) + O\left(\frac{1}{p^n}\right); \quad \beta(h; t) = \begin{cases} t, & \text{if } h = 0, \\ \frac{e(ht)}{2\pi ih} - \frac{1}{2\pi ih} & \text{otherwise.} \end{cases}
\]
Lemma 4 (Approximation of complex moments). The complex moments defined in (3.1) and (3.6) satisfy

$$M_{p^n}(t; m, n; b_0) = \widehat{M}_{p^n}(t; m, n; b_0) + O_{\ell(m+n)}(p^{-n/2} \log^{\ell(m+n)}(p^n)).$$

The lemmas are mostly analogous to [RR18, Lemmata 4.2 and 4.4], so we will be brief, emphasizing only the new aspects. The classical completion method (essentially the Plancherel identity for the discrete Fourier transform) yields (3.7) with coefficients $\alpha_{p^n}(h; t)$ defined for $h \in \mathbb{Z}/p^n\mathbb{Z}$ and $1 \leq k \leq p^{n-1}$ as

$$\forall t \in \left[\frac{k-1}{p^{n-1}}, \frac{k}{p^{n-1}}\right], \quad \alpha_{p^n}(h; t) = \frac{1}{p^{n/2}} \sum_{1 \leq x \leq x_k(t)} e_{p^n}(hx),$$

and keeping in mind that $K_{p^n}(a-h, b_0) = 0$ if $(a-h)b_0 \not\in (\mathbb{Z}/p^n\mathbb{Z})^2$ by Lemma 2. Executing the geometric sum in $\alpha_{p^n}(h; t)$ we obtain (3.8) for $|h| < \frac{1}{2}p^n$, a condition we remark should also be required in [RR18, Eq. (4.7)]. This proves Lemma 3.

The estimate (3.8) implies that

$$\sum_{h \mod p^n} |\alpha_{p^n}(h, t)| \ll p^{n/2} \log(p^n).$$

Coupling this with the bound $|K_{p^n}(a-h, b_0)| \leq 2$ from Lemma 2, we conclude from (3.7) that

$$|K_{p^n}(t; (a, b_0))| \ll \log(p^n).$$

On the other hand, we have that

$$|K_{p^n}(t; (a, b_0)) - \widehat{K}_{p^n}(t; (a, b_0))| \leq \frac{p}{p^{n+2}}$$

by simply counting the number of terms different between the two sums and estimating them trivially. Lemma 4 follows using this by subtracting the corresponding terms in (3.1) and (3.6).

Starting from the definition (3.6) of the complex moments of $\widehat{K}_{p^n}(t; (a, b_0))$, inserting the completion expansion (3.7), and expanding, we find that

$$M_{p^n}(t; m, n; b_0) = \frac{1}{p^{\ell(m+n)/2}} \sum_{h \in H_{a_1(p^n)}} \prod_{i=1}^{m_1} \alpha_{p^n}(h_{i,j}; t_i) \prod_{j=m_1+1}^{m_1+n_1} \alpha_{p^n}(h_{i,j}; t_i)$$

$$\times \frac{1}{p^{n-1}} \sum_{a \equiv a_1 \mod p} \prod_{i=1}^{k} \prod_{j=1}^{m_1+n_1} K_{p^n}(a - h_{i,j}, b_0),$$

where

$$H_{a_1(p^n)} = \{ h \in \mathbb{Z} : |h| < \frac{1}{2}p^n, \ (a_1 - h)b_0 \in (\mathbb{Z}/p^n\mathbb{Z})^2 \},$$

$$h_i = (h_{i,1}, \ldots, h_{i,m_1}, h_{i,m_1+1}, \ldots, h_{i,m_1+n_1}) \in H_{a_1(p^n)}^{m_1+n_1}, \text{ and } h = (h_1, \ldots, h_k) \in H_{a_1(p^n)}^{m+n}.$$

The lemmas are mostly analogous to [RR18, Lemmata 4.2 and 4.4], so we will be brief, emphasizing only the new aspects. The classical completion method (essentially the Plancherel identity for the discrete Fourier transform) yields (3.7) with coefficients $\alpha_{p^n}(h; t)$ defined for $h \in \mathbb{Z}/p^n\mathbb{Z}$ and $1 \leq k \leq p^{n-1}$ as

$$\forall t \in \left[\frac{k-1}{p^{n-1}}, \frac{k}{p^{n-1}}\right], \quad \alpha_{p^n}(h; t) = \frac{1}{p^{n/2}} \sum_{1 \leq x \leq x_k(t)} e_{p^n}(hx),$$

and keeping in mind that $K_{p^n}(a-h, b_0) = 0$ if $(a-h)b_0 \not\in (\mathbb{Z}/p^n\mathbb{Z})^2$ by Lemma 2. Executing the geometric sum in $\alpha_{p^n}(h; t)$ we obtain (3.8) for $|h| < \frac{1}{2}p^n$, a condition we remark should also be required in [RR18, Eq. (4.7)]. This proves Lemma 3.

The estimate (3.8) implies that

$$\sum_{h \mod p^n} |\alpha_{p^n}(h, t)| \ll p^{n/2} \log(p^n).$$

Coupling this with the bound $|K_{p^n}(a-h, b_0)| \leq 2$ from Lemma 2, we conclude from (3.7) that

$$|K_{p^n}(t; (a, b_0))| \ll \log(p^n).$$

On the other hand, we have that

$$|K_{p^n}(t; (a, b_0)) - \widehat{K}_{p^n}(t; (a, b_0))| \leq \frac{p}{p^{n+2}}$$

by simply counting the number of terms different between the two sums and estimating them trivially. Lemma 4 follows using this by subtracting the corresponding terms in (3.1) and (3.6).

Starting from the definition (3.6) of the complex moments of $\widehat{K}_{p^n}(t; (a, b_0))$, inserting the completion expansion (3.7), and expanding, we find that

$$M_{p^n}(t; m, n; b_0) = \frac{1}{p^{\ell(m+n)/2}} \sum_{h \in H_{a_1(p^n)}} \prod_{i=1}^{m_1} \alpha_{p^n}(h_{i,j}; t_i) \prod_{j=m_1+1}^{m_1+n_1} \alpha_{p^n}(h_{i,j}; t_i)$$

$$\times \frac{1}{p^{n-1}} \sum_{a \equiv a_1 \mod p} \prod_{i=1}^{k} \prod_{j=1}^{m_1+n_1} K_{p^n}(a - h_{i,j}, b_0),$$

where

$$H_{a_1(p^n)} = \{ h \in \mathbb{Z} : |h| < \frac{1}{2}p^n, \ (a_1 - h)b_0 \in (\mathbb{Z}/p^n\mathbb{Z})^2 \},$$

$$h_i = (h_{i,1}, \ldots, h_{i,m_1}, h_{i,m_1+1}, \ldots, h_{i,m_1+n_1}) \in H_{a_1(p^n)}^{m_1+n_1}, \text{ and } h = (h_1, \ldots, h_k) \in H_{a_1(p^n)}^{m+n}.$$
Expansion (3.11) makes clear the central importance of the sums of products of Kloosterman sums for the estimation of $\tilde{M}_{p^n}(t; m; n; b_0)$. We devote the next subsection to these, and return to the analysis of $\tilde{M}_{p^n}(t; m; n; b_0)$ in §3.4.

### 3.3. Sums of products of Kloosterman sums

The inner sum in (3.11) is a sum of products of Kloosterman sums, or equivalently a moment of shifted Kloosterman sums, which for $\mu : \mathbb{Z}/p^n\mathbb{Z} \to \mathbb{Z}_{\geq 0}$ we denote more generally by

$$ S_{p^n}(\mu; a_1, b_0) = \frac{1}{p^{n-1}} \sum_{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times} \prod_{\tau \in T(\mu)} \text{Kl}_{p^n}(a - \tau, b_0)^{\mu(\tau)}. $$

Denoting

$$ T(\mu) = \{ \tau \in \mathbb{Z}/p^n\mathbb{Z} : \mu(\tau) \geq 1 \}, $$

and applying the explicit evaluation of Kloosterman sums in Lemma 2, we get that

$$ S_{p^n}(\mu; a_1, b_0) = \frac{1}{p^{n-1}} \sum_{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times} \prod_{\tau \in T(\mu)} \left( \frac{(a - \tau)_{b_0}}{p^n} \right)^{\mu(\tau)} $$

if $(a - \tau)_{b_0} \in (\mathbb{Z}/p\mathbb{Z})^{\times 2}$ for every $\tau \in T(\mu)$, and $S_{p^n}(\mu; a_1, b_0) = 0$ otherwise. Expanding the real parts, we may write

$$ S_{p^n}(\mu; a_1, b_0) = \frac{1}{2||\mu||_1} \frac{1}{p^{n-1}} \sum_{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times} \prod_{\tau \in T(\mu)} \left( \frac{(a - \tau)_{b_0}}{p^n} \right)^{\mu(\tau)} $$

$$ \times \sum_{u_\tau = 0}^{\mu(\tau)} \binom{\mu(\tau)}{u_\tau} e^{\mu(\tau) - 2u_\tau} e \left( \frac{2(\mu(\tau) - 2u_\tau)((a - \tau)_{b_0})}{p^n} \right). $$

Denoting, for every $T \subseteq \mathbb{Z}/p^n\mathbb{Z}$ such that $(a - \tau)_{b_0} \in (\mathbb{Z}/p\mathbb{Z})^{\times 2}$ for every $\tau \in T$, and for every sequence $\varepsilon = (\varepsilon_\tau)_{\tau \in T}$,

$$ f_{T, \varepsilon}(a) = \sum_{\tau \in T} \varepsilon_\tau ((a - \tau)_{b_0})_{1/2}, \quad S_{p^n, T, \varepsilon}^{\mu(\tau); e}(a_1, b_0) = \sum_{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times} e \left( f_{T, \varepsilon}(a) \right), $$

we may write

$$ S_{p^n}(\mu; a_1, b_0) = \sum_{u \in U(\mu)} c(\mu, u; a_1, b_0) S_{p^n, T, \varepsilon}^{\mu(\tau); \mu(\tau) - 2u}(a_1, b_0), $$

where $U(\mu) = \prod_{\tau \in T(\mu)} [0, \mu(\tau)]$ and, for $u \in U(\mu),

$$ c(\mu, u; a_1, b_0) = \frac{1}{2||\mu||_1} \prod_{\tau \in T(\mu)} \left( \frac{(a_1 - \tau)_{b_0}}{p^n} \right)^{\mu(\tau)} \binom{\mu(\tau)}{u_\tau} e^{\mu(\tau) - 2u_\tau}. $$
Estimation of the sums $S_{p^n}(a_1, b_0)$ shown in (3.13) is the main subject of section 4. It will be seen there (Theorem 4) that, at least when there are no high collusions among the elements of the set of shifts $T$, these sums feature power cancellation unless $e = 0$ (or equivalently if we can take $T = \emptyset$), which corresponds to the term with $\mu = 2u$ in (3.14), if $2 \mid \mu$ so that such a term is in fact present. Specifically, applying Theorem 4 to (3.14) we obtain the following.

**Theorem 3** (Moments of shifted Kloosterman sums). For every $M > 0$, there exist constants $\delta_i = \delta_i(M)$ ($i = 1, 2$) such that, for every $\mu : \mathbb{Z}/p^n\mathbb{Z} \to \mathbb{Z}_{\geq 0}$ such that $\|\mu\|_{\infty} \leq M$ and $\tau \neq \tau' \pmod{p^{\delta_2 n}}$ for every $\tau \neq \tau' \in T(\mu)$, the normalized moment of shifted Kloosterman sums, given for $a_1, b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times$ by (3.12), satisfies

$$S_{p^n}(\mu; a_1, b_0) = \prod_{\tau \in T(\mu)} \delta_{2|\mu(\tau)} \frac{1}{2\mu(\tau)} \left( \frac{\mu(\tau)}{\mu(\tau)} \right) + O(\|\mu\|_1(p^{-\delta_1 n})).$$

**Remark 5.** Recalling (3.2), from Theorem 3 it follows in particular that, for $a_1 b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times$, and for every $m \in \mathbb{Z}_{\geq 0}$, there exists a $\delta > 0$ such that, for every $n \geq 2$,

$$\frac{1}{p^{n-1}} \sum_{\substack{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times \\mid a \equiv a_1 \pmod{p}}} \text{Kl}_{p^n}(a, b_0)^m = \mathbb{E}(U^m) + O_m(p^{-\delta n}),$$

(3.15)

where $U^2$ is a random variable distributed according to the probability law $\mu$ in (1.4). In other words, the ensemble of normalized Kloosterman sums $\text{Kl}_{p^n}(a, b_0)$ with $a \in (\mathbb{Z}/p^n\mathbb{Z})^\times$ is equidistributed in $[-2, 2]$ with respect to $\mu$ as $n \to \infty$. This statement should be contrasted with the analogous statement [RR18, Remark 4.11] for $n$ fixed and $p \to \infty$ with the measure $\mu_U$ shown in (1.6); it also intuitively explains the shape of the limiting random series (1.5) as compared to (1.7). We refer to [RR18, Remark 4.11] for other instances in which equidistribution with respect to $\mu$ and $\mu_U$ has been noted. In fact, in this case, the analogue of (3.15) holds even in substantially smaller orbits $a \equiv a_1 \pmod{p^k}$ with any $\kappa \leq n - 2$, with a substantially stronger error term $O_m(p^{-(n-\kappa)/2})$, because (3.15) encounters no singular stationary points in the situation of Theorem 4.

More generally, for any fixed finite set $T \subseteq \mathbb{Z}$ such that $(a_1 - \tau)b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times$ for every $\tau \in T$, there exists a $\delta = \delta(T) > 0$ such that, for every tuple $m = (m_\tau)_{\tau \in T} \in \mathbb{Z}_{\geq 0}^T$ and every $n \geq n_0(T, \|m\|_1)$,

$$\frac{1}{p^{n-1}} \sum_{\substack{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times \\mid a \equiv a_1 \pmod{p}}} \prod_{\tau \in T} \text{Kl}_{p^n}(a - \tau, b_0)^{m_\tau} = \mathbb{E}\left( \prod_{\tau \in T} U_{\tau}^{m_\tau} \right) + O_m(p^{-\delta n}),$$

for any sequence of independent random variables $U_{\tau}^\pm$ identically distributed according to $\mu$; cf. (3.3). Thus the tuple $(\text{Kl}_{p^n}(a - \tau, b_0))_{\tau \in T}$ is equidistributed in $[-2, 2]^{[T]}$ with respect to $\otimes[T]\mu$. 

3.4. Isolation of the main and error terms. We now return to (3.11) and denote, for \( h \in H^{\ell(m+n)}_{a_1(p^n)} \), by \( \mu_h : \mathbb{Z}/p^n\mathbb{Z} \to \mathbb{Z}_{\geq 0} \) the function defined by \( \mu_h(\tau) = \{ (i, j) : 1 \leq i \leq k, 1 \leq j \leq m_i + n_i, h_{i,j} \equiv \tau \mod p^n \} \), so that the inner sum in (3.11) is precisely \( S_{p^n}^{\mu_h}(a_1, b_0) \). Using the decomposition (3.14) and isolating the term with \( \mu_h = 2u \) (if present) as in Theorem 3, we can write

\[
\mathcal{M}_{p^n}(t; m, n; b_0) = \mathcal{M}_{p^n}(t; m, n; b_0) + \text{Err}_{p^n}(t; m, n; b_0),
\]

where

\[
\mathcal{M}_{p^n}(t; m, n; b_0) = \frac{1}{p^{\ell(m+n)/2}} \sum_{h \in H^{\ell(m+n)}_{a_1(p^n)}} \prod_{i=1}^k \prod_{j=1}^{m_i} \prod_{t_i} \alpha_{p^n}(h_{i,j}; t_i) \prod_{j=m_i+1}^{m_i+n_i} \alpha_{p^n}(h_{i,j}; t_i)
\]

\[
\times \prod_{\tau \in T(\mu_h)} \delta_{2|\mu_h(\tau)} \left( \frac{\mu_h(\tau)}{2\mu_h(\tau)} \right),
\]

\[
\text{Err}_{p^n}(t; m, n; b_0) = \frac{1}{p^{\ell(m+n)/2}} \sum_{h \in H^{\ell(m+n)}_{a_1(p^n)}} \prod_{i=1}^k \prod_{j=1}^{m_i} \prod_{t_i} \alpha_{p^n}(h_{i,j}; t_i) \prod_{j=m_i+1}^{m_i+n_i} \alpha_{p^n}(h_{i,j}; t_i)
\]

\[
\times \sum_{\mu \in U(\mu_h)} c(\mu; u; a_1, b_0) S_{p^n}^{\mu_h}(a_1, b_0),
\]

Using (3.3) and (3.8), we find that \( \mathcal{M}_{p^n}(t; m, n; b_0) \) equals

\[
\frac{1}{p^{\ell(m+n)/2}} \sum_{h \in H^{\ell(m+n)}_{a_1(p^n)}} \prod_{i=1}^k \prod_{j=1}^{m_i} \beta(h_{i,j}; t_i) \prod_{j=m_i+1}^{m_i+n_i} \beta(h_{i,j}; t_i) \text{E} \left( \prod_{j=1}^k \prod_{i=1}^{m_i+n_i} U_{h_{i,j}}^2 \right)
\]

\[
+ O_{\ell(m+n)} \left( \log^{\ell(m+n)} p \right)
\]

\[
= \text{E} \left( \prod_{i=1}^k \text{Kl}_{p^n-1}^{m_i}(t_i; p; (a_1, b_0))^{m_i} \right) + O_{\ell(m+n)} \left( \log^{\ell(m+n)} p \right)
\]

\[
= \text{E} \left( \prod_{i=1}^k \text{Kl}(t_i; p; (a_1, b_0)) \right) + O_{\ell(m+n)} \left( \log^{\ell(m+n)} p \right),
\]

recalling the definition (3.4) and using Proposition 5 in the final two equalities.

Combining (3.16), (3.18), and (3.17), we obtain the following.
Proposition 6. The complex moment $\widehat{M}_p^n(t; m, n; b_0)$ defined in (3.6) satisfies

$$
\widehat{M}_p^n(t; m, n; b_0) = \mathbb{E} \left( \prod_{i=1}^{k} \text{Kl}(t_i; p; (a_1, b_0))^m \text{Kl}(t_i; p; (a_1, b_0))^{n_i} \right) + \text{Err}_p^n(t; m, n; b_0) + O_{\ell(m+n)} \left( \frac{\log^{\ell(m+n)}(p^n)}{p^{n/2}} \right),
$$

where the error term $\text{Err}_p^n(t; m, n; b_0)$ is defined in (3.17).

3.5. Estimation of error terms. In this section, we address the term $\text{Err}_p^n(t; m, n; b_0)$, and use the estimates on complete exponential sums from Section 4 to prove the following estimate.

Proposition 7. There exists a constant $\delta = \delta(\|m\|_1 + \|n\|_1) > 0$ such that the error term $\text{Err}_p^n(t; m, n; b_0)$ defined in (3.17) satisfies

$$
\text{Err}_p^n(t; m, n; b_0) \ll \ell(m+n) p^{-\delta n}.
$$

Proof. For every $h \in H_{\ell(m+n)}^{(m,n)}$, let

$$
\Delta(h) = \min \left\{ \|h_{i,j} - h_{i',j'}\|_p : (i,j) \neq (i',j') \right\},
$$

where here and later in the proof all $(i,j)$ range through the set of indices $\{1 \leq i \leq k, 1 \leq j \leq m_i + n_i \}$. Then, Theorem 4 shows that the sums $S_{p,n}^{T}(\mu_h, \mu_{h^*}; a_1, b_0)$ appearing in $\text{Err}_p^n(t; m, n; b_0)$ exhibit power cancellation for $\Delta(h) > p^{-\delta_2 n}$. With this in mind, we decompose

$$
\text{Err}_p^n(t; m, n; b_0) = \text{Err}_p^n(t; m, n; b_0)^{\circ} + \text{Err}_p^n(t; m, n; b_0)^{\text{sing}}
$$

$$
:= \frac{1}{p^{n/2(m+n)}} \sum_{h \in H_{\ell(m+n)}^{(m,n)}} \cdots + \frac{1}{p^{n/2(m+n)}} \sum_{h \in H_{\ell(m+n)}^{(m,n)}} \Delta(h) > p^{-\delta_2 n},
$$

with terms in both summations exactly as in (3.17).

Using Theorem 4 and the estimate (3.8) of Lemma 3, we can estimate

$$
\text{Err}_p^n(t; m, n; b_0)^{\circ} \ll \ell(m+n) \sum_{h \in H_{\ell(m+n)}^{(m,n)}} \prod_{i=1}^{k} \prod_{j=1}^{m_i+n_i} (|h_{i,j}| + 1) p^{-\delta_1 n}
$$

$$
\ll \ell(m+n) \log^{\ell(m+n)}(p^n) p^{-\delta_1 n},
$$

which is clearly acceptable. As for $\text{Err}_p^n(t; m, n; b_0)^{\text{sing}}$, we begin by noting the simple estimate that, for every $h \in \mathbb{Z}$,

$$
\sum_{\substack{\{h' \neq h : \ell(h') \geq \ell(h), M \geq |h'| > |h|,\ h' \equiv h \mod p^n}} \frac{1}{|h'| + 1} \ll \frac{\log M}{p^n},
$$
simply by writing \( h' = h + p^\ell l \) with \( l \in \mathbb{Z} \). Using this we can estimate
\[
\text{Err}_{p^n}(t; m; n; b_0)^{\text{sing}} \ll \ell(m+n) \sum_{(i_0,j_0) \neq (i',j')} \sum_{h \in H^{(m+n)}_{\ell(n+1)}} \frac{1}{\prod_{i=1}^{m} \prod_{j=1}^{m} |h_{i,j}| + 1} \frac{1}{|h'_{i',j'}| + 1}
\]
which is also acceptable. Putting everything together proves the proposition. \( \square \)

4. Complete exponential sums

4.1. Hensel’s lemma. In this section, we prove a version of Hensel’s lemma for roots of a congruence of the form
\[
f(x) \equiv 0 \pmod{p^n},
\]
where, for some domain \( X \subseteq \mathbb{Z}/p^n \mathbb{Z} \), \( f : X \to \mathbb{Z}/p^n \mathbb{Z} \) is a function satisfying a condition resembling differentiability (in particular, could arise from an honestly analytic function on a domain inside \( \mathbb{Z}_p \)), and roots may be singular in a controlled fashion.

Importantly we remove the condition that \( f \) is a polynomial, which is used in, say, \([NZM91, \text{Theorem 2.24}]\). Of course, since we are talking about functions on \( X \subseteq \mathbb{Z}/p^n \mathbb{Z} \), they can automatically formally be expressed as polynomials; however, these are typically of very high degree, which can be deadly in applications (cf. \([RR18]\)). More properly speaking we remove the requirement to \textit{think} of \( f \) as a polynomial; rather, we typically think of \( f \) as a reduction of a fixed \( p \)-adically analytic function on a subdomain of \( \mathbb{Z}_p \).

\textbf{Lemma 5} (Hensel’s lemma with singular roots). Let \( n \geq \kappa_0 \geq 1 \), let a domain \( X \subseteq \mathbb{Z}/p^n \mathbb{Z} \) be \( (p^n \mathbb{Z}/p^n \mathbb{Z}) \)-translation invariant, and let \( f, f_1 : X \to \mathbb{Z}/p^n \mathbb{Z} \) be functions such that
\[
f(x + p^\ell t) \equiv f(x) + f_1(x)p^{\ell} \pmod{p^\min(2\kappa,n)} \quad (x \in X, \ t \in \mathbb{Z}/p^n \mathbb{Z}, \ \kappa \geq \kappa_0).
\]
Suppose that \( a \in X \) satisfies for some \( 0 \leq \rho < n \)
\[
f(a) \equiv 0 \pmod{p^\rho}, \quad p^\rho \parallel f_1(a), \quad j \geq \min(2\rho + 1, \rho + \kappa_0).
\]
Then:

(1) If \( b \in X \) satisfies \( b \equiv a \pmod{p^{j-\rho}} \), then \( f(b) \equiv 0 \pmod{p^{\rho}} \) and \( p^\rho \parallel f_1(b) \).

(2) There is a unique \( t \) modulo \( p \) such that \( f(a + tp^{j-\rho}) \equiv 0 \pmod{p^{j+1}} \).

(3) There is a unique \( t \) modulo \( p^{n-j} \) such that
\[
f(a + tp^{j-\rho}) \equiv 0 \pmod{p^n}.
\]

\textbf{Proof}. Along the similar lines as in \([NZM91, \text{Theorem 2.24}]\), since \( 2j - 2\rho \geq j + 1 \), using (1) we have for \( b = a + tp^{j-\rho} \in X \) that
\[
f(b) = f(a + tp^{j-\rho}) \equiv f(a) + f_1(a)tp^{j-\rho} \pmod{p^{j+1}}.
\]
In particular, since the right-hand side is divisible by $p^j$, so is the left side, and $f(b) \equiv 0 \pmod{p^j}$. Moreover using (4.1) with the roles of $a$ and $b$ switched, we find that
\[
(4.3) \quad f_1(a)t^{j-\rho} \equiv f(b) - f(a) \equiv -f_1(b)(-tp^{j-\rho}) \pmod{p^{j+1}},
\]
from which it follows in particular that $p^\rho \parallel f_1(b)$. This is immediate from (4.3) if $p \nmid t$, and otherwise follows by first arguing that $p^\rho \parallel f_1(a + p^{j-\rho})$ and then $p^\rho \parallel f_1(b)$. This completes the proof of (1).

Dividing both sides of (4.2) by $p^j$, the above congruence is equivalent to the non-degenerate linear congruence
\[
\frac{f(a + tp^{j-\rho})}{p^j} \equiv \frac{f(a)}{p^j} + t \frac{f_1(a)}{p^\rho} \pmod{p},
\]
which has a unique solution in $t$ modulo $p$. This proves (2), and (3) follows by induction. \[\Box\]

4.2. Estimates on complete exponential sums. Let $T \subseteq \mathbb{Z}/p^n\mathbb{Z}$ and $b_0 \in (\mathbb{Z}/p^n\mathbb{Z})^\times$. Define
\[
(4.4) \quad (\mathbb{Z}/p^n\mathbb{Z})^T = \{a \in \mathbb{Z}/p^n\mathbb{Z} : (a - \tau)b_0 \in (\mathbb{Z}/p^n\mathbb{Z})^\times \text{ for every } \tau \in T\}.
\]
Further, for every vector $\epsilon = (\epsilon_\tau)_{\tau \in T} \in \mathbb{Z}^T$, we define a function $f_{T, \epsilon} : (\mathbb{Z}/p^n\mathbb{Z})^T \to \mathbb{Z}/p^n\mathbb{Z}$ by
\[
(4.5) \quad f_{T, \epsilon}(a) = \sum_{\tau \in T} \epsilon_\tau((a - \tau)b_0)_{1/2},
\]
where $(\cdot)_{1/2}$ is the branch of square root fixed in §2.2. This is the phase appearing in (3.13), and hence the central importance of Theorem 4 for the proof of Theorem 1. The principal result of this section is the following theorem.

**Theorem 4.** For every $M > 0$, there exist constants $\delta_i = \delta_i(M) > 0$ ($i = 1, 2$) such that for every $n \in \mathbb{N}$, $T \subseteq \mathbb{Z}/p^n\mathbb{Z}$, every set $X \subseteq (\mathbb{Z}/p^n\mathbb{Z})^T$ as in (4.4) that is invariant under translations by $p^{1+\delta_1}T$, $\epsilon = (\epsilon_\tau)_{\tau \in T} \in \mathbb{Z}^T$ with $\|\epsilon\|_1 = \sum_{\tau \in T} |\epsilon_\tau| \leq M$, and $f_{T, \epsilon}$ as in (4.5), either
\[
\sum_{a \in X} e\left(\frac{f_{T, \epsilon}(a)}{p^n}\right) \ll_{|T|} p^{(1-\delta_1)n}
\]
or
\[
\tau \equiv \tau' \pmod{p^{\delta_2 n}}
\]
for some $\tau, \tau' \in T$ with $\tau \neq \tau'$ and $\epsilon_\tau, \epsilon_{\tau'} \neq 0$.

The function $f_{T, \epsilon}$ shown in (4.5) may, of course, be understood as the reduction of a properly $p$-adic analytic function on an open domain whose reduction modulo $p^n\mathbb{Z}_p$ is $(\mathbb{Z}/p^n\mathbb{Z})^T$. Though we will not explicitly use the fact that these are derivatives of $f$, we consider for every $j \in \mathbb{Z}_{\geq 0}$ the function $f_{T, \epsilon}^{(j)} : (\mathbb{Z}/p^n\mathbb{Z})^T \to \mathbb{Z}/p^n\mathbb{Z}$ given by
\[
(4.6) \quad f_{T, \epsilon}^{(j)}(a) = \sum_{\tau \in T} \epsilon_\tau(1/2)_j((a - \tau)b_0)_{1/2}^{1-2j}.
\]
**Definition 2.** Let $n \in \mathbb{N}$, $T \subseteq \mathbb{Z}/p^n\mathbb{Z}$, $\epsilon \in \mathbb{Z}^T$, and let $f_{T,\epsilon}$ be as in (4.5). For $J \in \mathbb{N}$, $r \in \mathbb{Z}_{\geq 0}$, we say that $a \in (\mathbb{Z}/p^n\mathbb{Z})^T$ is $p^r$-singular of order $J$ for $f_{T,\epsilon}$ if

$$f^{(j)}(a) \equiv 0 \pmod{p^r} \quad \text{for every } 1 \leq j \leq J,$$

and we denote the set of such residues as $\langle f_{T,\epsilon}, J, p^r \rangle$.

The notion of $p^r$-singular solutions of increasing order underlies the following two statements, which are the key propositions of this section.

**Proposition 8.** For every $J \in \mathbb{N}$, there exist constants $\delta_i = \delta_i(J) > 0$ ($i = 1, 2$) such that for every $n \in \mathbb{N}$, $T \subseteq \mathbb{Z}/p^n\mathbb{Z}$, every set $X \subseteq (\mathbb{Z}/p^n\mathbb{Z})^T$ as in (4.4) that is invariant under translations by $p^{\delta_2 n} \mathbb{Z}/p^n\mathbb{Z}$, $\epsilon \in \mathbb{Z}^T$, and $f_{T,\epsilon}$ as in (4.5),

$$\sum_{a \in X} e\left(\frac{f_{T,\epsilon}(a)}{p^n}\right) = \sum_{a \in X \cap \langle f_{T,\epsilon}, J, p^\delta \rangle} e\left(\frac{f_{T,\epsilon}(a)}{p^n}\right) + O_F(p^{1-\delta_1} n).$$

**Proposition 9.** For every $M_0, M_1 > 0$, there exists constants $\delta = \delta(M_0) > 0$ and $\varrho = \varrho(M_1)$ such that for every $n \in \mathbb{N}$, $T \subseteq \mathbb{Z}/p^n\mathbb{Z}$ with $|T| \leq M_0$, $\epsilon \in \mathbb{Z}^T$ with $\|\epsilon\|_1 \leq M_1$, $f_{T,\epsilon}$ as in (4.5), and $r \in \mathbb{N}$,

$$\min \left\{ \|\tau - \tau\|_p : \tau \neq \tau' \in T, \epsilon_\tau, \epsilon_{\tau'} \neq 0 \right\} \geq p^{-\delta(r-\varrho)} \quad \Rightarrow \quad \langle f_{T,\epsilon}, |T|, p^r \rangle = \emptyset.$$

Theorem 4 follows directly from Propositions 8 and 9. Proposition 8 iterates the method of stationary phase (Lemma 1) to show that all terms in the complete exponential sums with phase $f_{T,\epsilon}$ exhibit power cancellation except possibly for the highly singular terms satisfying an increasing number of congruences to a sizable power of $p$. Proposition 9 uses a completely different argument to show that the latter cannot happen with $|T|$ or more conditions, unless the shifts $\tau \in T$ in (4.5) themselves collude to a sizable power of $p$.

We note that the proof of Proposition 8 shows that $\delta_1(J) = \delta_2(J) = \frac{1}{27}$ is allowable. The proof of Proposition 9 shows that $\delta(M_0) = \left(\frac{M_0}{2}\right)^{-1}$ is allowable and gives an explicit (fairly mild) dependence of $\varrho = \varrho(M_1)$, cf. (4.11).

**Proof of Proposition 8.** We begin by noting that we may assume that $n$ is sufficiently large, since otherwise the conclusion is vacuous. Next, we note that (2.1) implies that the system of functions $f_{T,\epsilon}^{(j)} : (\mathbb{Z}/p^n\mathbb{Z})^T \to \mathbb{Z}/p^n\mathbb{Z}$ defined in (4.6) satisfies (4.1) in the form

$$f_{T,\epsilon}^{(j)}(x + p^\kappa t) \equiv f_{T,\epsilon}^{(j)}(x) + f_{T,\epsilon}^{(j+1)}(x) \cdot p^\kappa t \pmod{p^{\min(2\kappa, n)}}$$

for $x \in (\mathbb{Z}/p^n\mathbb{Z})^T$, $\kappa \geq 1$, and $t \in \mathbb{Z}/p^n\mathbb{Z}$. In particular, for every $J, r \in \mathbb{N}$, the set $\langle f_{T,\epsilon}, J, p^r \rangle$ is invariant under translations by $p^r \mathbb{Z}/p^n\mathbb{Z}$.

We prove Proposition 8 by induction on $J$. For $J = 1$, this follows immediately (with $\delta_2 = \frac{1}{27}$, and no error term, so $\delta_1 = 1$) from the stationary phase Lemma 1. Suppose the claim is proved from some $J \in \mathbb{N}$, and denote for brevity $r = [\delta_2 n]$ and $X(J, p^r) = X \cap \langle f_{T,\epsilon}, J, p^{\delta_2 n} \rangle$. In particular, we may assume that $r$ is sufficiently large. Fixing
\[ r' = \left\lfloor \frac{1}{2}(r - 1) \right\rfloor, \] we have a disjoint union
\[ (4.7) \quad X\langle J, p^r \rangle = X\langle J, p^r \rangle^b \sqcup X\langle J, p^r \rangle^s, \]
\[ X\langle J, p^r \rangle^b = \{ a \in X\langle J, p^r \rangle : p^\rho \parallel f_{T,\epsilon}^{(J+1)}(a) \text{ for some } 0 \leq \rho \leq r' \}, \]
\[ X\langle J, p^r \rangle^s = \{ a \in X\langle J, p^r \rangle : p^{r'+1} \not \parallel f_{T,\epsilon}^{(J+1)}(a) \}. \]

The idea is that the set \( X\langle J, p^r \rangle^b \) collects points \( a \in X\langle J, p^r \rangle \) where we have some control on the order of possible singularity of \( a \) as a root of \( f_{T,\epsilon}^{(J)}(x) \equiv 0 \pmod{p^r} \), putting us in position to use the possibly singular Hensel’s Lemma 5 to control the number of such \( a \). The remaining set \( X\langle J, p^r \rangle^s \) consists of the more stubbornly deeply singular points \( a \in X\langle J, p^r \rangle \); we do not get to control their number, but we collect more information about them.

Specifically, applying Lemma 5 to the congruence
\[ f_{T,\epsilon}^{(J)}(x) \equiv 0 \pmod{p^{2\rho+1}} \]
for each \( 0 \leq \rho \leq r' \) separately, we find that the set \( X\langle J, p^r \rangle^b \) is invariant under translations by \( p^r \mathbb{Z} \), and the congruence \( f_{T,\epsilon}^{(J)}(x) \equiv 0 \pmod{p^r} \) has at most \( \sum_{\rho=0}^{r'} p^{\rho+1} \ll p^{r'} \) solutions (modulo \( p^r \)) in \( X\langle J, p^r \rangle^b / p^r \mathbb{Z} \). In particular,
\[ (4.8) \quad |X\langle J, p^r \rangle^b| \ll p^{n-r/2}. \]

On the other hand, of course,
\[ (4.9) \quad X\langle J, p^r \rangle^s \subseteq X\langle J + 1, p^r \rangle. \]

The inductive step claim for \( J + 1 \) follows from (4.7), (4.8), and (4.9).

**Proof of Proposition 9.** We prove the proposition by contraposition. Using (4.6), the assumption that \( a \in (f_{T,\epsilon}, |T|, p^r) \) may be explicitly written as
\[ (4.10) \quad \sum_{\tau \in T} \left( \frac{1}{2} \right) ((a - \tau)b_0)^{-(j-1)} \cdot \epsilon_\tau ((a - \tau)b_0)^{-j/2} \equiv 0 \pmod{p^r} \quad (1 \leq j \leq |T|). \]

Let
\[ (4.11) \quad \varrho_1 = \max_{1 \leq j \leq |T|} \ord_p \left( \frac{1}{2} \right), \quad \varrho_2 = \min_{\tau \in T} \ord_p \epsilon_\tau, \quad \varrho = \varrho_1 + \varrho_2; \]
in particular, it is clear that \( \varrho_1 \) depends on \( |T| \) only and \( \varrho_2 \) depends on \( \|\epsilon\|_\infty \) only. Denoting by \( A \in (\mathbb{Z}/p^r - \varrho \mathbb{Z})^{|T| \times |T|} \) and \( \mathbf{v} \in (\mathbb{Z}/p^r - \varrho \mathbb{Z})^{\left| T \right|} \) the matrix and vector given by
\[ A = \left( \left( ((a - \tau)b_0)^{-(j-1)} \right) \right)_{\tau \in T, 1 \leq j \leq |T|}, \quad \mathbf{v} = \left( p^{-\varrho_2} \epsilon_\tau ((a - \tau)b_0)^{-1/2} \right)_{\tau \in T}, \]
the condition (4.10) implies that
\[ A \mathbf{v} \equiv 0 \pmod{p^{r - \varrho}}. \]

Our definition (4.11) is constructed carefully so that the vector \( \mathbf{v} \in (\mathbb{Z}/p^{n - \varrho} \mathbb{Z})^{\left| T \right|} \) has at least one unit coordinate \( v_{\tau_0} \in (\mathbb{Z}/p^{n - \varrho} \mathbb{Z})^\times \). Using Gaussian elimination as in the proof of
Cramer’s rule, which we emphasize can be performed in the ring \( \mathbb{Z}/p^r \mathbb{Z} \) without division by non-units, from this we can conclude that

\[
\det(A) \cdot v_{r_0} \equiv 0 \pmod{p^r},
\]

and hence \( p^r \mid \det A \). But the matrix \( A \) is a Vandermonde matrix, and so this condition implies that

\[
p^r \mid \det A \in (\mathbb{Z}/p^r \mathbb{Z})^\times \prod_{\{\tau \neq \tau'\} \subseteq T} (\tau - \tau'),
\]

from which we can conclude that, for some \( \tau \neq \tau' \in T \),

\[
p^{\left\lceil (|T|) - 1 - 1 \right\rangle} \mid (\tau - \tau').
\]

The claim of the proposition follows. \( \square \)

**Remark 6.** The method of this section works in much more generality. It is not hard to see, for example, that it immediately applies to complete sums of arithmetic functions \( F : X \rightarrow \mathbb{C} \), \( X \subseteq \mathbb{Z}/p^n \mathbb{Z} \) satisfying for \( \kappa \geq \left\lceil n/2 \right\rceil \) a condition of the form

\[
F(a + p^\kappa t) = F(a) e \left( \frac{p^\kappa t \cdot f_1(a)}{p^n} \right),
\]

where \( f_1(a) \) is a linear combination of fixed branches of a set \( T \) of power functions (defined on \( a_1 + p\mathbb{Z}/p^n \mathbb{Z} \) by the power series \( s(a_1)(1 + p\bar{a}_1 x)^\alpha \) modulo \( p^n, \alpha \not\in \{0, 1, \ldots, |T| - 1\} \), with a suitable choice function \( s \) similarly to §2.2). For example, via Postnikov’s formula (see [Mil16, Lemma 13]), \( F \) could be the product of finitely many linear shifts of Dirichlet characters modulo \( p^n \) or combinations thereof with Kloosterman sums or other summands that themselves arise as sums of certain complete exponential sums modulo \( p^n \).

5. **Convergence in law**

In this section, we prove all of our principal statements about convergence in law of random variables induced by Kloosterman paths. Subsections §5.1 and 5.2 are devoted to the convergence in law statement of Theorem 1. We deduce this from convergence in the sense of finite distributions by using Prokhorov’s criterion (Proposition 2), which requires tightness and which we in turn verify using Kolmogorov’s criterion (Proposition 3). We follow a similar strategy in §5.3, where we prove Theorem 2 on the limiting distribution of rearranged Kloosterman paths, and in §5.4, where in Theorem 5 we prove the convergence in law of \( \text{Kl}^\bullet(\cdot; p) \rightarrow \text{Kl} \) as \( p \rightarrow \infty \).

5.1. **Tightness.** The goal of this section is to prove the following statement, which is a key ingredient in verifying the tightness criterion for convergence in law in Theorem 1.

**Proposition 10.** Let \( p \) be a fixed odd prime, and let \( a_1, b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times \). For every even integer \( \alpha \geq 4 \), there exists a \( \beta = \beta(\alpha) > 0 \) such that, for every \( 0 \leq s, t \leq 1 \),

\[
\left| \frac{1}{p^{n-1}} \sum_{a \in (\mathbb{Z}/p^n \mathbb{Z})^\alpha} |\text{Kl}_{p^n}(t; (a, b_0)) - \text{Kl}_{p^n}(s; (a, b_0))| \right|_{\alpha} \ll \alpha |t - s|^{1 + \beta}.
\]
Using Kolmogorov’s criterion (Proposition 3), this immediately implies the following.

**Corollary 3.** The sequence of $C^0([0,1], \mathbb{C})$-valued random variables $K_{p^n}(:, (a_1, b_0))$ defined in (1.3) is tight as $n \to \infty$.

Proposition 10 follows directly from Lemmata 6, 8, and 9 below. A similar tightness proposition was proved in [RRS20, Theorem 1.2], for a fixed $n \geq 31$ and $p \to \infty$, and with a very large $\alpha$; we follow their outline but with substantial adjustments. The core of the argument in [RRS20] was in available estimates on incomplete Kloosterman sums of the form (5.1) in an interval $I$ of length $p^{n(1/2-\lambda)} \leq |I| \leq p^{n(1/2+\lambda)}$ for some small $\lambda > 0$. As will be seen in the proof of Lemma 9, this range of interest is directly related to the strength of the error terms in estimates of sums of products of Kloosterman sums, which are more delicate in the $n \to \infty$ aspect (Theorem 4).

The exponential sum core of Proposition 10 is the estimate (5.1), which shows that incomplete Kloosterman sums over intervals $I$ as long as $|I| \leq p^{n(1-\lambda)}$ and every $a, b \in (\mathbb{Z}/p^n \mathbb{Z})^\times$,

$$
\frac{1}{p^{n/2}} \sum_{x \in I} e_{p^n}(ax + b\bar{x}) \ll_{\lambda} p^{-n\delta}.
$$

**Proof.** We fix a $k \in \mathbb{N}$ with $k > 1/\lambda$, and consider the $p$-adic exponent pair given by [Mil16, Theorem 2]

$$
BA^k B(0, 1) = \left( \frac{2^{k-1} - k}{2^k - 2}, \frac{2^{k-1}}{2^k - 2} \right).
$$

Then, according to [Mil16, Definition 2], there exists a $\delta' > 0$ such that

$$
\sum_{x \in I} e_{p^n}(ax + b\bar{x}) \ll_k \left( p^n \right)^{\frac{2^{k-1} - k}{2^k - 2}} |I|^{\frac{k}{2^k - 2}} (\log p^n)^{\delta'}.
$$

In fact it is clear from [Mil16, Theorems 4 and 5] that we can take $\delta' = \frac{1}{2}$, although this is not important for us. Using the condition that $|I| \leq p^{n(1-\lambda)}$ and picking any $0 < \epsilon < k\lambda - 1,$
we conclude that
\[ \sum_{x \in \mathcal{I}} e_{p^n}(ax + b\bar{x}) \ll_{k,\epsilon} (p^n)^{\frac{3k-1-k+k(1-\lambda)+\epsilon}{2k-2}} = p^{n/2-n\delta}, \]
with \( \delta = \frac{k\lambda-(1+\epsilon)}{2k-2} > 0. \)

**Lemma 6** ([RRS20, Lemma 4.2]). If \( \alpha > 0 \) and
\[ 0 \leq |t - s| \leq \frac{1}{\phi(p^n) - 1}, \]
then
\[ |\text{Kl}_{p^n}(t; (a, b_0)) - \text{Kl}_{p^n}(s; (a, b_0))|^{\alpha} \leq 2^\alpha |t - s|^{\alpha/2}. \]

**Lemma 7** ([RRS20, Lemma 4.3]). If \( \alpha \geq 1 \) and
\[ |t - s| \geq \frac{1}{\phi(p^n) - 1}, \]
then
\[ |\text{Kl}_{p^n}(t; (a, b_0)) - \text{Kl}_{p^n}(s; (a, b_0))|^{\alpha} \ll_{\alpha} |t - s|^{\alpha/2} + |\text{Kl}_{p^n}(t; (a, b_0)) - \text{Kl}_{p^n}(s; (a, b_0))|^{\alpha}. \]

We import Lemmata 6 and 7 directly from [RRS20] with the same proofs, noting that each holds without an average over \( a \), and that, although the statements there ask for \( n \geq 2 \) to be fixed, this is never used in the proofs. Indeed, in this very short regime for \( |t - s| \), Lemma 6 involves no arithmetic estimates and holds as an absolute inequality; the proof of Lemma 7 also holds essentially verbatim, only substituting (3.10) in place of [RRS20, (5)] at the first step.

**Lemma 8.** For every \( 0 < \lambda < 1 \), there exists a \( b = b(\lambda) > 0 \) such that, for every \( \alpha \geq 2 \) and \( n \in \mathbb{N} \), if
\[ \frac{1}{\phi(p^n) - 1} \leq |t - s| \leq p^{-n\lambda}, \]
then
\[ \frac{1}{p^n} \sum_{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times} |\text{Kl}_{p^n}(t; (a, b_0)) - \text{Kl}_{p^n}(s; (a, b_0))|^{\alpha} \ll_{\alpha} |t - s|^{1+b(\alpha-2)}. \]

**Proof.** We start by observing that, from the definition of \( \overline{\text{Kl}}_{p^n}(: (a, b_0)) \),
\[ \overline{\text{Kl}}_{p^n}(t; (a, b_0)) - \overline{\text{Kl}}_{p^n}(s; (a, b_0)) = \frac{1}{p^n/2} \sum_{x \in \mathcal{I}_{s,t}} e_{p^n}(ax + b_0\bar{x}), \]
for a certain interval \( \mathcal{I}_{s,t} \) of length \( |\mathcal{I}_{s,t}| \ll p^n|t - s| \); cf. [RRS20, (19)].

Take for now an arbitrary \( \alpha \geq 0 \). If \( \lambda \geq \frac{2}{3} \), then \( |t - s| \leq p^{-2n/3} \), and, estimating the exponential sum in (5.2) trivially and using Lemma 7, we conclude that for every \( a \in (\mathbb{Z}/p^n\mathbb{Z})^\times \),
\[ |\text{Kl}_{p^n}(t; (a, b_0)) - \text{Kl}_{p^n}(s; (a, b_0))|^{\alpha} \ll_{\alpha} |t - s|^{\alpha/2} + |t - s|^{\alpha} p^{\alpha/2} \ll_{\alpha} |t - s|^{\alpha/4}. \]
In the more interesting case $\lambda < \frac{2}{3}$, when $|t - s| > p^{-2n/3}$, estimating the exponential sum in (5.2) using Proposition 11, and using Lemma 7, we conclude that there exists a \(\delta = \delta(\lambda) > 0\) such that, for every \(a \in (\mathbb{Z}/p^n\mathbb{Z})^\times\),

\[
|\text{Kl}_{p^n}(t; (a, b_0)) - \text{Kl}_{p^n}(s; (a, b_0))| \leq \frac{1}{p^n} \sum_{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times} \alpha |t - s|^\alpha + p^{-\alpha n \delta} \\
\leq \alpha |t - s|^{\alpha/2} + |t - s|^{(3/2)\alpha \delta}.
\]

On the other hand, using orthogonality, we have that

\[
\frac{1}{p^n-1} \sum_{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times} |\text{Kl}_{p^n}(t; (a, b_0)) - \text{Kl}_{p^n}(s; (a, b_0))|^\alpha \leq \frac{|t-s|}{p^n} \leq |t - s|.
\]

Combining (5.5) with (5.3) and (5.4) with \(\alpha - 2 \geq 0\) in place of \(\alpha\), we conclude that

\[
\frac{1}{p^n-1} \sum_{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times} |\text{Kl}_{p^n}(t; (a, b_0)) - \text{Kl}_{p^n}(s; (a, b_0))|^\alpha \leq |t - s|^{1+b(\alpha - 2)},
\]

with \(b = \min\left(\frac{1}{4}, \frac{3}{2}\delta(\lambda)\right) > 0\). (The cut-off at \(\frac{2}{3}\) was chosen for concreteness, and the argument applies with a cutoff at any \(\lambda_0 > \frac{1}{2}\), leading to slightly different choices for \(0 < b < \frac{1}{2}\).)

\[\square\]

**Lemma 9.** For every even integer \(\alpha \geq 2\), there exists a \(0 < \lambda < 1\) such that, if

\[p^{-\lambda n} \leq |t - s| \leq 1,
\]

then

\[
\frac{1}{p^n-1} \sum_{a \in (\mathbb{Z}/p^n\mathbb{Z})^\times} |\text{Kl}_{p^n}(t; (a, b_0)) - \text{Kl}_{p^n}(s; (a, b_0))|^\alpha \leq |t - s|^{\alpha/2}.
\]

**Proof.** Analogously to the proof of [RRS20, Lemma 4.6], define a random variable

\[\text{Kl}_{p^n}(t; \frac{p^n-1}{2}; (a_1, b_0)) = \sum_{|h| \leq (p^n-1)/2, (a_1-h) \in (\mathbb{Z}/p\mathbb{Z})^2} \alpha_{p^n}(h; t) U_h^2,
\]

where \(U_h^2\) is a sequence of independent random variables of probability law \(\mu\) in (1.4), similarly to (3.4) with \(H = \frac{1}{2}(p^n - 1)\) but with coefficients \(\alpha_{p^n}(h; t)\) in place of \(\beta(h; t)\). Then we have as in [RRS20, (20)]

\[\mathbb{E} \left( |\text{Kl}_{p^n}(t; \frac{p^n-1}{2}; (a_1, b_0)) - \text{Kl}_{p^n}(s; \frac{p^n-1}{2}; (a_1, b_0))|^\alpha \right) \leq 32^{\alpha/2} c_\alpha |t - s|^{\alpha/2}
\]

with a certain \(c_\alpha > 0\). This is an absolute, purely probabilistic inequality which does not depend on any estimates of Kloosterman sums.
On the other hand, expanding using (3.7), we obtain
\[
\frac{1}{p^{\alpha-1}} \sum_{a \in \mathbb{Z}/p^{\alpha} \mathbb{Z}} \left| \frac{1}{p^{\alpha/2}} \sum_{h \text{ mod } p^{\alpha}} (\alpha_p^m(h; t) - \alpha_p^m(h; s)) \mathrm{Kl}_{p^\alpha}(a - h; b_0) \right|^\alpha
\]
\[
= \frac{1}{p^{\alpha n/2}} \sum_{a \in \mathbb{Z}/p^{\alpha} \mathbb{Z}} \prod_{j=1}^{\alpha/2} (\alpha_p^m(h_j; t) - \alpha_p^m(h_j; s)) \prod_{j=\alpha/2+1}^{\alpha} (\alpha_p^m(h_j; t) - \alpha_p^m(h_j; s))
\]
\[
\times \frac{1}{p^{\alpha-1}} \sum_{a \in \mathbb{Z}/p^{\alpha} \mathbb{Z}} \prod_{j=1}^{\alpha} \mathrm{Kl}_{p^\alpha}(a - h_j, b_0),
\]
as in (3.11). We now proceed as in the proofs of Propositions 6 and 7, which includes the use of Theorem 4 with a phase \( f_{T, \epsilon} \) as in (4.5) with \(|T| \leqslant \alpha\) and \(|\epsilon|_1 \leqslant 2\alpha\). This shows (cf. (3.18) and Proposition 7) that there exists a \( \delta = \delta(\alpha) > 0 \) such that
\[
\frac{1}{p^{\alpha-1}} \sum_{a \in \mathbb{Z}/p^{\alpha} \mathbb{Z}} \left| \frac{1}{p^{\alpha/2}} \sum_{h \text{ mod } p^{\alpha}} (\alpha_p^m(h; t) - \alpha_p^m(h; s)) \mathrm{Kl}_{p^\alpha}(a - h; b_0) \right|^\alpha
\]
\[
= \mathbb{E}\left( \left| \mathrm{Kl}_{p^\alpha}(t; (a_1, b_0)) - \mathrm{Kl}_{p^\alpha}(s; (a_1, b_0)) \right|^\alpha \right) + O_\alpha\left( \frac{1}{p^{\alpha n}} \right)
\]
\[
\ll_\alpha |t - s|^{\alpha/2} + p^{-\delta n}.
\]
Picking for concreteness \( \lambda = 2\delta(\alpha)/\alpha \), and invoking Lemma 7 again, we conclude that for \( |t - s| \geqslant p^{-\lambda n} \)
\[
\frac{1}{p^{\alpha-1}} \sum_{a \in \mathbb{Z}/p^{\alpha} \mathbb{Z}} \left| \mathrm{Kl}_{p^\alpha}(t; (a, b_0)) - \mathrm{Kl}_{p^\alpha}(s; (a, b_0)) \right|^\alpha \ll_\alpha |t - s|^{\alpha/2}.
\]
(Any choice \( \lambda < \delta(\alpha) \) leads to an acceptable upper bound \( \ll_{\alpha, \epsilon} |t - s|^{\alpha/2} + |t - s|^{1+\epsilon} \).) \( \square \)

5.2. **Proof of Theorem 1.** Theorem 1 follows by combining Corollary 2 and Corollary 3 using Prokhorov’s criterion (Proposition 2).

5.3. **Rearranged paths.** In this section, we indicate changes in the proof of Theorem 1 that lead to a proof of Theorem 2.

According to the method of moments, as in (3.1) and Proposition 4, for convergence of \( \mathrm{Kl}_{p^\alpha} \to \mathrm{Kl}^0 \) in the sense of finite distributions it suffices to show that for every two fixed \( k \)-tuples \( m = (m_1, \ldots, m_k), n = (n_1, \ldots, n_k) \in \mathbb{Z}_{\geqslant 0}^k \), there exists a \( \delta = \delta(\|m\|_1 + \|n\|_1) > 0 \)
such that, for every $t = (t_1, \ldots, t_k) \in [0, 1]^k$, $b_0 \in (\mathbb{Z}/p\mathbb{Z})^\times$, and $n \geq 2$,

$$
\mathcal{M}^\circ_{p^n}(t; m, n; b_0) := \frac{1}{\varphi(p^n)/2} \sum_{a \in b_0(\mathbb{Z}/p^n\mathbb{Z})^\times} \prod_{i=1}^{k} \mathcal{K}^\circ_{p^n}(t_i; (a, b_0))^{m_i} \mathcal{K}^\circ_{p^n}(t_i; (a, b_0))^{n_i} \quad \in \mathbb{C},
$$

$$
= \mathcal{E} \left( \prod_{i=1}^{k} \mathcal{K}^\circ(t_i)^{m_i} \mathcal{K}^\circ(t_i)^{n_i} \right) + O_{\ell(m+n)}(p^{-\delta n}).
$$

As in (3.5) we define the renormalization $\mathcal{K}^\circ_{p^n}(t; (a, b_0)) : [0, 1] \to \mathbb{C}$, for every $k \in \{1, \ldots, p^n-2\}$ as

$$
\forall t \in \left( \frac{k-1}{p^n-2}, \frac{k}{p^n-2} \right], \quad \mathcal{K}^\circ_{p^n}(t; (a, b_0)) = \frac{1}{p^n/2} \sum_{1 \leq x \leq x_k^\circ(t)} f_{p^n}(x; (a, b)),
$$

where $x_k^\circ(t) = \varphi(p^n-1)t + k - 1$. Completion corresponding to Lemma 3 yields, with some careful normalization,

$$
(5.6) \quad \mathcal{K}^\circ_{p^n}(t; (a, b_0)) = \frac{1}{p^n/2} \sum_{h \mod p^n-1} \alpha^\circ_{p^n}(h; t) \mathcal{K}^\circ_{p^n}(a - ph; b_0),
$$

where the coefficients

$$
\alpha^\circ_{p^n}(h; t) = \frac{1}{p^n/2-1} \sum_{1 \leq x \leq x_k^\circ(t)} e_{p^n-1}(hx)
$$

satisfy, for $|h| < \frac{1}{2}p^n-1$, exactly the same estimates as $\alpha_{p^n}(h; t)$ in (3.8). As in Lemma 4, we prove that the corresponding complex moments $\mathcal{M}^\circ_{p^n}(t; m; n; b_0)$ analogous to (3.6) are within $O_{\ell(m+n)}(p^{-n/2}\log((m+n)/(p^n)))$ of $\mathcal{M}^\circ_{p^n}(t; m; n; b_0)$; on the other hand, substituting the completion expansion (5.6) we find analogously to (3.11) that

$$
\mathcal{M}^\circ_{p^n}(t; m; n; b_0) = \frac{1}{p^{n+1}(m+n)/2} \sum_{h \in H^\circ_0(m+n)} \prod_{i=1}^{k} \prod_{j=1}^{m_i+n_i} \alpha^\circ_{p^n}(h_{i,j}; t_i) \prod_{j=m_i+1}^{m_i+n_i} \alpha^\circ_{p^n}(h_{i,j}; t_i)
\times \frac{1}{\varphi(p^n)/2} \sum_{a \in b_0(\mathbb{Z}/p^n\mathbb{Z})^\times} \prod_{i=1}^{k} \prod_{j=1}^{m_i+n_i} \mathcal{K}^\circ_{p^n}(a - ph_{i,j}, b_0),
$$

where $H^\circ_0 = [-\frac{1}{2}p^n-1, \frac{1}{2}p^n-1] \cap \mathbb{Z}$. From here, the core argument proceeds in the same way; the main term arises from $h \in H^\circ_0(m+n)$ for which $\mu_h : \mathbb{Z}/p^{n-1}\mathbb{Z} \to \mathbb{Z}_{\geq 0}$ defined as in §3.4.
I sum estimate analogous to (5.1) that in intervals
This proceeds analogously to § 5.1, with the key arithmetic input being the exponential
sum estimate analogous to (5.1) that in intervals

\[ \frac{1}{p^{n\ell(m+n)/2}} \sum_{h \in H_0^{(m+n)}} \prod_{i=1}^{k} \prod_{j=1}^{m_i} \alpha_{p^n}(h_{i,j}; t_i) \prod_{j=m_i+1}^{m_i+n_i} \alpha_{p^n}(h_{i,j}; t_i) \prod_{\tau \in T(\mu_h)}^{\delta_2\mu_h(\tau)} (\mu_h(\tau)/2) \]

\[ = \sum_{h \in H_0^{(m+n)}} \prod_{i=1}^{k} \prod_{j=1}^{m_i} \beta(h_{i,j}; t_i) \prod_{j=m_i+1}^{m_i+n_i} \beta(h_{i,j}; t_i) \mathbb{E} \left( \prod_{i=1}^{k} \prod_{j=1}^{m_i+n_i} U_{h_{i,j}}^x \right) + O_{\ell(m+n)} \left( \frac{\log(\ell(m+n)p)}{p^n} \right) \]

which in particular shows that the sequence of random variables \( \text{Kl}_{p^n}^\circ \) is tight as \( n \to \infty \). This proceeds analogously to §5.1, with the key arithmetic input being the exponential sum estimate analogous to (5.1) that in intervals \( I \) of length \( |I| \leq p^{n(1-\lambda)} \),

\[ \frac{1}{\varphi(p^n)/2} \sum_{a \in b_0(\mathbb{Z}/p^n\mathbb{Z}) \times x} |\text{Kl}_{p^n}^\circ(t; (a, b_0)) - \text{Kl}_{p^n}^\circ(s; (a, b_0))|^{1+\beta} \ll |t-s|^{1+\beta}, \]

for some \( \delta = \delta(\lambda) > 0 \), which in fact follows from (5.1) or can be independently derived from [Mil16, Theorem 2]. The proofs of Lemmata 6 and 7 go through for \( \text{Kl}_{p^n}^\circ \) and \( \text{Kl}_{\mu_h}^\circ \) with only trivial modifications, with the cutoff for \( |t-s| \) replaced by \( 1/(\varphi(p^n-1)) \). The same holds for the proofs of Lemmata 8 and 9, additionally replacing all averages over \( a \in (\mathbb{Z}/p^n\mathbb{Z}) \times x \) with averages over \( a \in b_0(\mathbb{Z}/p^n\mathbb{Z}) \times x \), and all sums over \( |h| \leq \frac{1}{2}(p^n-1) \) subject to \( (a_1-h)b_0 \in (\mathbb{Z}/p^n\mathbb{Z}) \times x \) and corresponding shifted sums \( \text{Kl}_{p^n}(a-h; b_0) \) with sums over \( |h| \leq \frac{1}{2}(p^n-1) \) and corresponding shifted sums \( \text{Kl}_{p^n}(a-ph; b_0) \).

5.4. Large \( p \) limit. In this section, we will prove the following theorem.

**Theorem 5.** Fix a nonzero integer \( b_0 \). Then the sequence of \( C^0([0,1], \mathbb{C}) \)-valued random variables \( \text{Kl}^\circ(:; p) \) defined in (1.8) converges in law, as \( p \to \infty \), to the random variable \( \text{Kl} \) defined in (1.6).

Using Prokhorov’s criterion for convergence in law of Proposition 2, Theorem 5 follows directly from the following two statements.
Proposition 12. Fix a nonzero integer $b_0$. Then the sequence of $C^0([0,1],\mathbb{C})$-valued random variables $K^{*}\ell(\cdot;p)$, defined for every odd prime $p$, converges in the sense of finite distributions to the $C^0([0,1],\mathbb{C})$-valued random variable $K^{*}$ defined in (1.6) as $p \to \infty$.

Proposition 13. Fix a nonzero integer $b_0$. Then the sequence of $C^0([0,1],\mathbb{C})$-valued random variables $K^{*}\ell(\cdot;p)$ defined in (1.8) is tight over all odd primes $p$.

As in the case of Theorem 1, the arithmetic heart of Theorem 5 is in Proposition 12, for which we import the key ingredient from [RR18], adapting to our notation. We note that the proof of Proposition 14 relies on Weil’s version of Riemann Hypothesis for curves over finite fields.

Proposition 14 ([RR18, Proposition 4.8]). For a set $T \subseteq \mathbb{Z}/p^n\mathbb{Z}$ and $b_0 \in (\mathbb{Z}/p^n\mathbb{Z})^\times$, let $(\mathbb{Z}/p^n\mathbb{Z})[T]$ be as in (4.4), and let $T = (T + p\mathbb{Z})/p\mathbb{Z} \subseteq \mathbb{Z}/p\mathbb{Z}$.

Then

$$
|\mathbb{Z}/p^n\mathbb{Z}[T]| = \frac{\varphi(p^n)}{2|T|} \left(1 + O\left(\frac{2|T||T|}{p^{1/2}}\right)\right),
$$

with the implied constant independent of $p$.

Proof of Proposition 12. Similarly as in the proof of Theorem 1, we may proceed by the method of moments. For this we find it convenient to use the truncated random variables $K^{*}\ell(H;\cdot;p)$ and $K\ell(H)$ defined for $H > 0$ analogously to (3.4) as

$$
(5.8) \quad K^{*}\ell_H\bigg|_{\Omega_1}(t;p) = \sum_{|h| \leq H} \beta(h;t)U_{h,a_1}, \quad K\ell_H(t) = \sum_{|h| \leq H} \beta(h;t)U_h, \quad (t \in [0,1]),
$$

where $\beta(h;t)$ is as in (3.8), $U_{h,a_1}$ and $U_h$ are independent random variables of probability law $\mu$ in (1.4) and $\mu_U$ in (1.6), respectively, and keeping in mind the notation $\Omega = \bigcup_{a_1 \in (\mathbb{Z}/p\mathbb{Z})^\times} \Omega_{a_1}$ for the underlying probability space of $K^{*}\ell(\cdot;p)$ from Remark 2.

Fix $H > 0$, $k \geq 1$, a $k$-tuple $t = (t_1, \ldots, t_k) \in [0,1]^k$, $m = (m_1, \ldots, m_k)$, and $n = (n_1, \ldots, n_k) \in \mathbb{Z}_p^k$, denote $\ell(m + n) = \sum_{i=1}^k (m_i + n_i)$, and consider the corresponding complex moment of $K^{*}\ell(\cdot;p)$:

$$
\mathcal{M}_{k}(t;p; m; n; b_0) = \frac{1}{p - 1} \sum_{a_1 \in (\mathbb{Z}/p\mathbb{Z})^\times} \mathbb{E}\left(\prod_{i=1}^k K\ell_H(t_i;p)\bigg|_{\Omega_1}^{m_i} K^{*}\ell_H(t_i;p)\bigg|_{\Omega_1}^{n_i}\right)
$$

$$
= \frac{1}{p - 1} \sum_{a_1 \in (\mathbb{Z}/p\mathbb{Z})^\times} \sum_{h \in [-H,H]^{l(m+n)}} \delta(h; (a_1,b_0)) \beta(h;t) \mathbb{E}\left(\prod_{i=1}^k \prod_{j=1}^k U_{h_i,j,a_1}^{z_i}\right)
$$

$$
= \sum_{h \in [-H,H]^{l(m+n)}} \frac{|(\mathbb{Z}/p\mathbb{Z})[T,h]|}{p - 1} \beta(h;t) \mathbb{E}\left(\prod_{i=1}^k \prod_{j=1}^k U_{h_i,j}^{z_i}\right),
$$
where \( h = (h_1, \ldots, h_k) \in [-H, H]^{(h+n)}, h_i = (h_{i,1}, \ldots, h_{i,m_i}, h_{i,m_i+1}, \ldots, h_{i,m_i+n_i}) \in [-H, H]^{m_i+n_i}, \)

\[
\delta(h; (a_1, b_0)) = \prod_{i=1}^{k} \prod_{j=1}^{m_i+n_i} \delta(a_{i,j} - h_{i,j}; b_0) \in \mathbb{Z}/p\mathbb{Z}, \quad \beta(h; t) = \prod_{i=1}^{k} \prod_{j=1}^{m_i+n_i} \beta(h_{i,j}; t_i) \prod_{j=m_i+1}^{m_i+n_i} \beta(h_{i,j}; t_i),
\]

\((U_{h}^2)\) is another sequence of independent random variables of probability law \( \mu \), and

\[
T_{p,h} = (T_h + p\mathbb{Z})/p\mathbb{Z}, \quad T_h = \{h_{i,j} : 1 \leq i \leq k, 1 \leq j \leq m_i + n_i\}.
\]

Note that \(|T_{p,h}| = |T_h|\) for sufficiently large \( p \) (namely for \( p > 2H \)). Applying Proposition 14, we have that for \( p > 2H \)

\[
\mathcal{M}_{H^*}(t;p; m; n; b_0)
\]

\[
= \sum_{h \in [-H,H]^{(h+n)}} \beta(h; t) \frac{1}{2^{|T_h|}} \mathbb{E}\left( \prod_{i=1}^{k} \prod_{j=1}^{m_i+n_i} U_{h_{i,j}}^2 \right)(1 + O\left(\frac{|T_h|^{2|T_h|}}{p^{1/2}}\right))
\]

(5.9)

\[
= \sum_{h \in [-H,H]^{(h+n)}} \beta(h; t)\mathbb{E}\left( \prod_{i=1}^{k} \prod_{j=1}^{m_i+n_i} U_{h_{i,j}} \right) + O(\ell(m+n)) \left( \frac{\log^{(m+n)} H}{p^{1/2}} \right)
\]

\[= \mathcal{M}_H(t; m; n) + O(\ell(m+n)) \left( \frac{\log^{(m+n)} H}{p^{1/2}} \right),\]

where \( \mathcal{M}_H(t; m; n) \) is the corresponding complex moment of \( K_lH \). Taking \( p \to \infty \), we conclude that, for every fixed \( H > 0 \), the \( C^0([0,1], \mathbb{C})\)-valued random variable \( K_l^*H(\cdot; p) \) converges, in the sense of finite distributions, to the random variable \( K_lH \).

On the other hand, the analogue of Proposition 5 holds for the random variables \( K_l^*H(\cdot; p) \) and \( K_l \), simply by taking a convex linear combination of \( K_l(t;p;(a_1, b_0)) \) in the former case and by [RR18, Proposition 3.1] in the latter. As in (3.18), this implies that

\[
\mathcal{M}_{H^*}(t;p; m; n; b_0) - \mathcal{M}^*(t;p; m; n; b_0)
\]

\[
= \mathbb{E}\left( \prod_{i=1}^{k} K_l^H(t_i;p)^{m_i} K_l^*(t_i;p)^{n_i} - \prod_{i=1}^{k} K_l^H(t_i;p)^{m_i} K_l^*(t_i;p)^{n_i} \right)
\]

\[
\ll \ell(m+n) \frac{(\log H)^{(m+n)}}{H^{1/2}},
\]

and similarly \( \mathcal{M}_H(t; m; n) - \mathcal{M}(t; m; n) \ll \ell(m+n) (\log H)^{\ell(m+n)/H^{1/2}} \), both uniformly in \( p \). From (5.9) and (5.10), choosing for example \( H = \frac{1}{2}(p - 1) \) it follows that

\[
\mathcal{M}^*(t;p; m; n; b_0) = \mathcal{M}(t; m; n) + O\left( \frac{\log^{(m+n)} p}{p^{1/2}} \right).
\]

From this it follows that the sequence of \( C^0([0,1], \mathbb{C})\)-valued random variables \( K_l^*(\cdot; p) \) converges in the sense of finite distributions to the random variable \( K_l \) as \( p \to \infty \), as announced. \( \square \)
**Proof of Proposition 13.** We adapt to the present situation the first part of the proof of [RRS20, Lemma 4.6], starting from the truncated random variable $K_H^* (\cdot; p)$ defined for every $H > 0$ in (5.8). Since the random variables $U_h^2$ are independent, and each of them is subgaussian [Kow20, Proposition B.8.2], we have for every $u \in \mathbb{R}$

\[
\mathbb{E} \left( e^{u(K_H^*(t;p) - K_H^*(s;p))} \right) = \frac{1}{p - 1} \sum_{a_1 \in (\mathbb{Z}/p\mathbb{Z})^\times} \prod_{|h| \leq H} \mathbb{E} \left( e^{u(\beta(h; t) - \beta(h; s))U_h^2} \right)
\]

\[(5.11)\]

where, by the Plancherel formula,

\[
\sigma_H^2 = 4 \sum_{|h| \leq H} |\beta(h; t) - \beta(h; s)|^2 \leq 4 \sum_{h \in \mathbb{Z}} \left| \widehat{1}_{[t, s]}(h) \right|^2 \leq 4 \left\| 1_{[t, s]} \right\|_2^2 = 4|t - s|.
\]

Since by definition (5.11) shows that the random variable $K_H^*(t; p) - K_H^*(s; p)$ is $\sigma_H$-subgaussian, we have by [Kow20, Proposition B.8.3] for every $\alpha \in \mathbb{Z}_{\geq 0}$

\[(5.12)\]

\[
\mathbb{E} (|K_H^*(t; p) - K_H^*(s; p)|^\alpha) \leq c_\alpha \sigma_H^\alpha \leq 2^{\alpha} c_\alpha |t - s|^\alpha/2.
\]

On the other hand, for an even integer $\alpha$, it follows from Proposition 5 as in (3.18) that

\[
\mathbb{E} (|K_H^*(t; p) - K_H^*(s; p)|^\alpha) = \mathbb{E} (|K_H^*(t; p) - K_H^*(s; p)|^\alpha) + O_\alpha \left( \frac{\log^\alpha H}{H^{1/2}} \right),
\]

uniformly in $p$. We may thus take limits as $H \to \infty$ in (5.12), yielding

\[
\mathbb{E} (|K_H^*(t; p) - K_H^*(s; p)|^\alpha) \leq 2^{\alpha} c_\alpha |t - s|^\alpha/2.
\]

Taking any even integer $\alpha \geq 4$, we see that the sequence $K_H^*(\cdot; p)$ satisfies Kolmogorov’s criterion for tightness and is therefore tight by Proposition 3. ∎
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