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Abstract. The main purpose of this paper is to improve recent oscillation results for the second-order half-linear delay differential equation

\[
(r(t) (y'(t))^\gamma)' + q(t)y^{\gamma}(\tau(t)) = 0, \quad t \geq t_0,
\]

under the condition

\[
\int_{t_0}^{\infty} \frac{dt}{r^{1/\gamma}(t)} < \infty.
\]

Our approach is essentially based on establishing sharper estimates for positive solutions of the studied equation than those used in known works. Two examples illustrating the results are given.
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1. INTRODUCTION

Consider the second-order half-linear delay differential equation of the form

\[
(r(t) (y'(t))^\gamma)' + q(t)y^{\gamma}(\tau(t)) = 0, \quad t \geq t_0 > 0. \tag{1.1}
\]

Throughout, we will assume that

(H\textsubscript{0}) \ \gamma is a quotient of odd positive integers;

(H\textsubscript{1}) \ r \in C([t_0, \infty), (0, \infty)) satisfies

\[
\pi(t_0) := \int_{t_0}^{\infty} \frac{dt}{r^{1/\gamma}(t)} < \infty;
\]
\((H_2)\) the delay function \(\tau \in C^1([t_0, \infty), \mathbb{R})\) satisfies \(\tau(t) \leq t, \ \tau'(t) \geq 0\) and \(\lim_{t \to \infty} \tau(t) = \infty;\)
\((H_3)\) \(q \in C([t_0, \infty), [0, \infty))\) does not vanish identically on any half-line of the form \([t_*, \infty);\)
\((H_4)\) there is a constant \(\ell\) such that \(\pi(\tau(t))/\pi(t) \geq \ell > 1\) for any \(t \geq t_0.\)

By a solution of Eq. (1.1) we understand a function \(y \in C([t_a, \infty), \mathbb{R})\) with \(t_a = \tau(t_b)\), for some \(t_b \geq t_0\), which has the property \(r(y')^\gamma \in C([t_a, \infty), \mathbb{R})\) and satisfies (1.1) on \([t_b, \infty).\) We consider only those solutions of (1.1) which exist on some half-line \([t_b, \infty)\) and satisfy the condition \(\sup\{\{|x(t)| : t_c \leq t < \infty\} > 0\) for any \(t_c \geq t_b.\) As is customary, a solution \(y(t)\) of (1.1) is said to be oscillatory if it is neither eventually positive nor eventually negative. Otherwise, it is said to be nonoscillatory. The equation itself is termed oscillatory if all its solutions oscillate.

The problem of establishing oscillation criteria for differential equations with deviating arguments has been a very active research area over the past decades and several references and reviews of known results can be found in the monographs by Agarwal et al. [1–4], Došlý and Řehák [6] and Győri and Ladas [11].

Usually, the equation (1.1) has been studied in so-called canonical form, i.e. when
\[
\pi(t_0) = \infty. \tag{1.2}
\]

On the other hand, much less efforts in this direction have been undertaken for non-canonical equations (i.e. when \((H_1)\) holds). A common approach in the literature (see [5,8–10,12–16]) for investigation of such equations consists in extending known results for canonical ones. The objective of this paper is to study oscillatory and asymptotic properties of (1.1) in non-canonical form.

In 2017, Džurina and Jadlovská [7] established, contrary to most existing results, a single-condition oscillation criteria for (1.1). Among others, they showed that if, for all \(t_1 \geq t_0\) large enough,
\[
\limsup_{t \to \infty} \pi^{\gamma}(t) \int_{t_1}^{t} q(s)ds > 1, \tag{1.3}
\]
then (1.1) is oscillatory. The main purpose of this paper is to sequentially improve condition (1.3) by presenting new criteria for oscillation of (1.1). Our approach is essentially based on establishing sharper estimates for positive solutions of (1.1) than those used in the known works [5, 7, 9, 10, 12–16].

\textbf{Remark 1.1.} All functional inequalities are assumed to hold eventually, that is, they are satisfied for all \(t\) large enough.
2. MAIN RESULTS

We recall that by the result [7, Theorem 2], Eq. (1.1) is oscillatory if
\[
\int_{t_0}^{\infty} \pi^{\gamma+1}(s)q(s)ds = \infty. \tag{2.1}
\]

Thus, without further mentioning, we will assume that the integral in (2.1) is convergent.

We begin with the preliminary result on the structure of nonoscillatory, let us say positive solutions of Eq. (1.1) and their asymptotic properties, which plays an essential role in the proofs of the main results.

**Lemma 2.1.** Let \((H_0)-(H_3)\) hold. Assume that
\[
\int_{t_0}^{\infty} \frac{1}{r^{1/\gamma}(t)} \left( \int_{t_0}^{t} q(s)ds \right)^{1/\gamma} dt = \infty. \tag{2.2}
\]
Furthermore, suppose that (1.1) has a positive solution \(y\) on \([t_1, \infty)\). Then
\[
y > 0, \quad y' < 0, \quad (r(y')^{\gamma})' \leq 0, \quad \text{on } [t_1, \infty) \tag{2.3}
\]
and
\[
\lim_{t \to \infty} y(t) = 0. \tag{2.4}
\]

**Proof.** The proof is similar to that of [7, Theorem 1] and hence we omit it. \(\Box\)

The following criterion is in fact condition (1.3), improved in the sense that the criterion does not depend on the choice of the initial constant. For the reader’s convenience and further purposes, we state its complete proof here.

**Theorem 2.2.** Let \((H_0)-(H_3)\) and (2.2) hold. If
\[
K := \limsup_{t \to \infty} \pi(t) \left( \int_{t_0}^{t} q(s)ds \right)^{1/\gamma} > 1, \tag{2.5}
\]
then (1.1) is oscillatory.

**Proof.** Suppose the contrary and assume that \(y\) is a nonoscillatory solution of (1.1) on \([t_0, \infty)\). Without loss of generality, we may assume that \(y(t) > 0, \ y(\tau(t)) > 0\) for
\( t \in [t_1, \infty) \subseteq [t_0, \infty) \). By Lemma 2.1, \( y \) satisfies (2.3) and (2.4). Integrating (1.1) from \( t_1 \) to \( t \), we have

\[
-r(t) (y'(t))^\gamma = -r(t_1) (y'(t_1))^\gamma + \int_{t_1}^{t} q(s) y^\gamma(\tau(s)) \, ds
\]

\[
\geq -r(t_1) (y'(t_1))^\gamma + y^\gamma(\tau(t)) \int_{t_2}^{t} q(s) \, ds
\]

\[
\geq -r(t_1) (y'(t_1))^\gamma + y^\gamma(\tau(t)) \int_{t_0}^{t} q(s) \, ds - y^\gamma(\tau(t)) \int_{t_0}^{t_1} q(s) \, ds.
\]

In view of (2.4), there is a \( t_2 > t_1 \) such that

\[
-r(t_1) (y'(t_1))^\gamma - y^\gamma(\tau(t)) \int_{t_0}^{t_1} q(s) \, ds > 0
\]

for \( t \geq t_2 \). Thus,

\[
-r(t) (y'(t))^\gamma \geq y^\gamma(\tau(t)) \int_{t_0}^{t} q(s) \, ds \geq y^\gamma(t) \int_{t_0}^{t} q(s) \, ds.
\] (2.6)

On the other hand, using the monotonicity of \( r^{1/\gamma} y' \), we have

\[
y(t) \geq -\int_{t}^{\infty} r^{-1/\gamma}(s) r^{1/\gamma}(s) y'(s) \, ds \geq -r^{1/\gamma}(t) y'(t) \pi(t),
\] (2.7)

which gives

\[
-r(t) (y'(t))^\gamma \geq -r(t) (y'(t))^\gamma \pi^\gamma(t) \int_{t_0}^{t} q(s) \, ds.
\]

Taking the limsup on both sides of the above inequality, we arrive at contradiction with (2.5). The proof is complete.

**Theorem 2.3.** Let \((H_0) - (H_3)\) and (2.2) hold. If

\[
k := \liminf_{t \to \infty} \frac{1}{\pi(t)} \int_{t}^{\infty} \pi^{\gamma+1}(s) q(s) \, ds > \gamma \quad (2.8)
\]

or

\[
k \leq \gamma \quad \text{and} \quad K > 1 - \frac{k}{\gamma}, \quad (2.9)
\]

then (1.1) is oscillatory.
Proof. Suppose the contrary and assume that $y$ is a nonoscillatory solution of (1.1) on $[t_0, \infty)$. Without loss of generality, we may assume that $y(t) > 0$, $y(\tau(t)) > 0$ for $t \in [t_1, \infty) \subseteq [t_0, \infty)$. By Lemma 2.1, $y$ satisfies (2.3) and (2.4). Employing the identity
\[
(y(t) + r^{1/\gamma}(t)y'(t)\pi(t))^' = \pi(t)\left(r^{1/\gamma}(t)y'(t)\right)'
\]
and the chain rule
\[
\left(r(t)(y'(t))^{1/\gamma}\right)' = \gamma\left(r^{1/\gamma}(t)y'(t)\right)^{\gamma-1}\left(r^{1/\gamma}(t)y'(t)\right)'
\]
in (1.1), we get
\[
x'(t) = \frac{\pi(t)}{\gamma}\left(r^{1/\gamma}(t)y'(t)\right)^{1-\gamma}\left(r(t)(y'(t))\right)'
= -\frac{\pi(t)}{\gamma}\left(r^{1/\gamma}(t)y'(t)\right)^{1-\gamma}q(t)y^{\gamma}(\tau(t)),
\]
where we set $x(t) = y(t) + r^{1/\gamma}(t)y'(t)\pi(t)$. From (2.7), it is easy to see that $x$ is positive. Integrating (2.10) from $t$ to $\infty$, we arrive at
\[
x(t) \geq \int_t^\infty \frac{\pi(s)}{\gamma}\left(r^{1/\gamma}(s)y'(s)\right)^{1-\gamma}q(s)y^{\gamma}(\pi(s))ds
\geq \int_t^\infty \frac{\pi(s)}{\gamma}\left(r^{1/\gamma}(s)y'(s)\right)^{1-\gamma}q(s)y^{\gamma}(s)ds
\geq \int_t^\infty \frac{\pi(s)}{\gamma}\left(r^{1/\gamma}(s)y'(s)\right)^{1-\gamma}q(s)\left(-\pi(s)r^{1/\gamma}(s)y'(s)\right)^{\gamma-1}y(s)ds
\geq \frac{1}{\gamma} \int_t^\infty \pi^\gamma(s)q(s)y(s)ds \geq \frac{y(t)}{\gamma \pi(t)} \int_t^\infty \pi^{\gamma+1}(s)q(s)ds,
\]
that is,
\[
y(t) + r^{1/\gamma}(t)y'(t)\pi(t) \geq \frac{y(t)}{\gamma \pi(t)} \int_t^\infty \pi^{\gamma+1}(s)q(s)ds,
\]
or
\[
y(t)\left(1 - \frac{1}{\gamma \pi(t)} \int_t^\infty \pi^{\alpha+1}(s)q(s)ds\right) \geq -\pi(t)r^{1/\gamma}(t)y'(t) > 0.
\]
By virtue of (2.8), there exists $\varepsilon > 0$ such that
\[
k - \varepsilon > \gamma.
\]
From the definition of $k$, we have
\[
1 - \frac{1}{\gamma\pi(t)} \int_{t}^{\infty} \pi^{\alpha+1}(s)q(s)ds \leq 1 - \frac{k - \varepsilon}{\gamma} < 0,
\]
which in view of (2.12) contradicts the positivity of $y$.

Now assume that $k \leq \gamma$. Proceeding as in the proof of Theorem 2.2, we obtain (2.6), that is,
\[
-r^{1/\gamma}(t)y'(t) \geq y(\tau(t)) \left( \int_{t_0}^{t} q(s)ds \right)^{1/\gamma} \geq y(t) \left( \int_{t_0}^{t} q(s)ds \right)^{1/\gamma}.
\] (2.13)

Then, in view of (2.12), we have
\[
-r^{1/\gamma}(t)y'(t) \left( 1 - \frac{1}{\gamma\pi(t)} \int_{t}^{\infty} \pi^{\alpha+1}(s)q(s)ds \right)
\geq y(t) \left( 1 - \frac{1}{\gamma\pi(t)} \int_{t}^{\infty} \pi^{\alpha+1}(s)q(s)ds \right) \left( \int_{t_0}^{t} q(s)ds \right)^{1/\gamma}
\geq -r^{1/\gamma}(t)y'(t)\pi(t) \left( \int_{t_0}^{t} q(s)ds \right)^{1/\gamma}
\]
and therefore
\[
\pi(t) \left( \int_{t_0}^{t} q(s)ds \right)^{1/\gamma} \leq 1 - \frac{1}{\gamma\pi(t)} \int_{t}^{\infty} \pi^{\alpha+1}(s)q(s)ds.
\]
Taking limit superior on both sides of the last inequality, we get
\[
\limsup_{t \to \infty} \pi(t) \left( \int_{t_1}^{t} q(s)ds \right)^{1/\gamma} \leq 1 - \liminf_{t \to \infty} \frac{1}{\gamma\pi(t)} \int_{t}^{\infty} \pi^{\alpha+1}(s)q(s)ds,
\]
that is,
\[
K \leq 1 - \frac{k}{\gamma},
\]
which contradicts (2.9). The proof is complete.

The next considerations are intended to improve criteria given in Theorems 2.2 and 2.3 by incorporating the value of delay argument.
Lemma 2.4. Let \((H_0)-(H_3)\) and (2.2) hold. Assume that (1.1) has an eventually positive solution \(y\) on \([t_1, \infty)\). Then there exists \(T \geq t_1\) such that for any \(\varepsilon > 0\)
\[
\frac{y}{\pi^{K-\varepsilon}} \downarrow \text{ on } [T, \infty).
\] (2.14)

Proof. Pick \(t_1 \in [t_0, \infty)\) such that \(y(\tau(t)) > 0\). By Lemma 2.1, \(y\) satisfies (2.3) and (2.4). Proceeding as in the proof of Theorem 2.2, we arrive at (2.6), that is,
\[
-r^{1/\gamma}(t)y'(t) \geq y(t) \left( \int_{t_0}^{t} q(s)ds \right)^{1/\gamma},
\]
which holds for any \(t \geq t_2\), where \(t_2 \geq t_1\) is large enough. Let \(\tilde{K} = K - \varepsilon\), where \(\varepsilon > 0\) is arbitrary. In view of the definition of \(K\), we have
\[
\pi(t) \left( \int_{t_0}^{t} q(s)ds \right) > \tilde{K}
\]
eventually, say for \(t \geq t_3 \geq t_2\). Consequently,
\[
\left( \frac{y(t)}{\pi^{\tilde{K}}(t)} \right)' = \frac{r^{1/\gamma}(t)y'(t)\pi^{\tilde{K}}(t) + \tilde{K}y(t)\pi^{\tilde{K}-1}(t)}{r^{1/\gamma}(t)\pi^{2\tilde{K}}(t)} \leq \frac{y(t)\pi^{\tilde{K}-1}(t) \left( \tilde{K} - \pi(t) \left( \int_{t_0}^{t} q(s)ds \right)^{1/\gamma} \right)}{r^{1/\gamma}(t)\pi^{2\tilde{K}}(t)} < 0
\] (2.15)
on \(t \in [t_3, \infty)\). The proof is complete. \(\square\)

The following two results serve as an improvement of Theorems 2.2 and 2.3, respectively, when \(K \leq 1\).

Theorem 2.5. Let \((H_0)-(H_4)\) and (2.2) hold. If
\[
\ell^{\tilde{K}}K > 1
\] (2.16)
then (1.1) is oscillatory.

Proof. Proceeding as in the proof of Theorem 2.2, we arrive at (2.6), which holds for any \(t \geq t_2\), where \(t_2 \geq t_1\) is large enough. By (2.14), we obtain
\[
y(\tau(t)) \geq y(t) \left( \frac{\pi(\tau(t))}{\pi(t)} \right)^{K-\varepsilon} \geq y(t)\ell^{K-\varepsilon}.
\] (2.17)

Using the above estimate in (2.6), we have
\[
-r(t) (y'(t))^\gamma \geq y^\gamma(t)\ell^{\gamma(K-\varepsilon)} \int_{t_0}^{t} q(s)ds,
\] (2.18)
which implies

\[-r(t) (y'(t))^\gamma \geq -r(t) (y'(t))^\gamma \ell^{\gamma(K-\varepsilon)}(t) \int_{t_0}^{t} q(s)ds.\]

Taking the lim sup on both sides of the latter inequality, we obtain

\[1 \geq \ell^{K-\varepsilon} K.\]

Since \(\varepsilon\) is arbitrary, the above condition contradicts (2.16). The proof is complete. \(\square\)

**Theorem 2.6.** Let \((H_0)-(H_4)\) and (2.2) hold. If (2.8) or

\[k \leq \gamma \quad \text{and} \quad \ell^K K > 1 - \frac{k}{\gamma}, \quad (2.19)\]

then (1.1) is oscillatory.

**Proof.** We proceed as in the proof of Theorem 2.3 with (2.13) replaced by (2.18) to obtain

\[-r^{1/\gamma}(t)y'(t) \left(1 - \frac{1}{\gamma \pi(t)} \int_{t}^{\infty} \pi^{\alpha+1}(s)q(s)ds\right) \geq \ell^{K-\varepsilon} y(t) \left(1 - \frac{1}{\gamma \pi(t)} \int_{t}^{\infty} \pi^{\alpha+1}(s)q(s)ds\right) \left(\int_{t_0}^{t} q(s)ds\right)^{1/\gamma} \geq -\ell^{K-\varepsilon} r^{1/\gamma}(t)y'(t)\pi(t) \left(\int_{t_0}^{t} q(s)ds\right)^{1/\gamma}.\]

Obviously,

\[\limsup_{t \to \infty} \ell^{K-\varepsilon} \pi(t) \left(\int_{t_0}^{t} q(s)ds\right)^{1/\gamma} \leq 1 - \liminf_{t \to \infty} \frac{1}{\gamma \pi(t)} \int_{t}^{\infty} \pi^{\alpha+1}(s)q(s)ds,\]

that is,

\[\ell^{K-\varepsilon} K \leq 1 - \frac{k}{\gamma}.\]

Since \(\varepsilon\) is arbitrary, the above inequality is in contradiction with (2.19). The proof is complete. \(\square\)

**Theorem 2.7.** Assume \((H_0)-(H_3)\). If

\[k > \left(\frac{\gamma}{\gamma + 1}\right)^{\gamma+1}, \quad (2.20)\]

then (1.1) is oscillatory.
Proof. Suppose the contrary and assume that $y$ is a nonoscillatory solution of (1.1) on $[t_0, \infty)$. Without loss of generality, we may assume that $y(t) > 0$, $y(\tau(t)) > 0$ for $t \in [t_1, \infty) \subseteq [t_0, \infty)$. By Lemma 2.1, $y$ satisfies (2.3) and (2.4). First, we show that

\[
\limsup_{t \to \infty} \int_{t_1}^{t} \left( \pi^\gamma(s)q(s) - \left( \frac{\gamma}{\gamma + 1} \right)^{\gamma+1} \frac{1}{r^{1/\gamma}(s)\pi(s)} \right) ds = \infty \quad (2.21)
\]

implies that (1.1) is oscillatory. Define the function

\[
v(t) = \frac{r(t)(y'(t))^{\gamma}}{y^{\gamma}(t)}.
\]

Using (2.7), one can easily see that

\[-1 \leq v(t)\pi^{\gamma}(t) < 0.
\]

Differentiating $v$ and using (1.1) with the fact that $y$ is decreasing, we have

\[
v'(t) = \left( \frac{r(t)(y'(t))^{\gamma}}{y^{\gamma}(t)} \right)' - \gamma \frac{r(t)(y'(t))^{\gamma} y'(t)}{y^{\gamma+1}(t)} \leq -q(t) - \gamma \frac{1}{r^{1/\gamma}(t)}\pi^{1+1/\gamma}(t). \quad (2.22)
\]

Multiplying (2.22) by $\pi^{\gamma}$ and integrating the resulting inequality from $t_1$ to $t$, we obtain

\[
v(t)\pi^{\gamma}(t) - v(t_1)\pi^{\gamma}(t_1) + \gamma \int_{t_1}^{t} \frac{\pi^{\gamma-1}(s)}{r^{1/\gamma}(s)} v(s)ds
\]

\[
+ \int_{t_1}^{t} \pi^{\gamma}(s)q(s)ds + \gamma \int_{t_1}^{t} \frac{\pi^{\gamma}(s)}{r^{1/\gamma}(s)}\pi^{1+1/\gamma}(s)ds \leq 0
\]

Using Young’s inequality

\[|ab| \leq \frac{1}{p}|a|^p + \frac{1}{q}|b|^q, \quad a, b \in \mathbb{R}, \quad p > 1, \quad q > 1, \quad \frac{1}{p} + \frac{1}{q} = 1\]

with $p = 1 + 1/\gamma$, $q = \gamma + 1$ and

\[a = (\gamma + 1)^{1+1/\gamma}\pi^{\gamma^2/(\gamma + 1)}v(t), \quad b = \frac{\gamma}{(\gamma + 1)^{1-\gamma/\gamma+1}}\pi^{-1/(\gamma + 1)}(t)\]

yields

\[-\gamma\pi^{\gamma-1}v(t) \leq \gamma\pi^{\gamma}(t)v^{1+1/\gamma}(t) + \left( \frac{\gamma}{\gamma + 1} \right)^{\gamma+1} \frac{1}{\pi(t)}.
\]

Therefore,

\[
\int_{t_1}^{t} \left( \pi^{\gamma}(s)q(s) - \left( \frac{\gamma}{\gamma + 1} \right)^{\gamma+1} \frac{1}{r^{1/\gamma}(s)\pi(s)} \right) ds \leq v(t_1)\pi^{\gamma}(t_1) - v(t)\pi^{\gamma}(t)
\]

\[
\leq v(t_1)\pi^{\gamma}(t_1) + 1.
\]
Taking the limsup on both sides of the above inequality, we obtain a contradiction with (2.21). Now, it is enough to show that (2.21) implies (2.20). To do this, assume that (2.21) is not satisfied. Then, there is a $t_2 \geq t_1$ such that for any $\tilde{\varepsilon} > 0$,

$$\int_{t_1}^{\infty} \left( \pi^\gamma(s)q(s) - \left( \frac{\gamma}{\gamma + 1} \right)^{\gamma + 1} \frac{1}{r^{1/\gamma}(s)\pi(s)} \right) ds < \tilde{\varepsilon}.$$  

Since $\pi$ is decreasing, we have

$$\frac{1}{\pi(t)} \int_{t}^{\infty} \left( \pi^{\gamma + 1}(s)q(s) - \left( \frac{\gamma}{\gamma + 1} \right)^{\gamma + 1} \frac{1}{r^{1/\gamma}(s)} \right) ds < \tilde{\varepsilon}$$

that is,

$$\frac{1}{\pi(t)} \int_{t}^{\infty} \left( \pi^{\gamma + 1}(s)q(s) + \left( \frac{\gamma}{\gamma + 1} \right)^{\gamma + 1} \pi'(s) \right) ds < \tilde{\varepsilon}.$$  

Hence,

$$\frac{1}{\pi(t)} \int_{t}^{\infty} \pi^{\gamma + 1}(s)q(s)ds < \tilde{\varepsilon} + \left( \frac{\gamma}{\gamma + 1} \right)^{\gamma + 1}$$

for all $\tilde{\varepsilon} > 0$, which contradicts to (2.20). The proof is complete. \(\square\)

**Theorem 2.8.** Let $(H_0)-(H_4)$ and (2.2) hold. If

$$\ell^{K_k} > \left( \frac{\gamma}{\gamma + 1} \right)^{\gamma + 1},$$  

(2.23)

then (1.1) is oscillatory.

**Proof.** We proceed as in the proof of Theorem 2.7 with (2.22) replaced by

$$v'(t) \leq -\ell^{K - \varepsilon} q(t) - \frac{\gamma}{r^{1/\gamma}(t)} v^{1 + 1/\gamma}(t),$$

where we used (2.17) with $\varepsilon$ arbitrary. The rest of the proof is similar and so we omit it. \(\square\)

3. EXAMPLES

We illustrate the applicability of the main results by means of a couple of examples.

**Example 3.1.** Consider the second-order delay differential equation

$$(t^{\gamma + 1} (y'(t))^\gamma)' + q_0 y^\gamma(\lambda t) = 0, \quad t \geq 1, \quad 0 < \lambda \leq 1, \quad q_0 > 0,$$  

(3.1)
Here,
\[ r(t) = t^{\gamma+1}, \quad q(t) = q_0, \quad \tau(t) = \lambda t, \]
\[ \pi(t) = \int_0^\infty r^{-1/\gamma}(s)\,ds = \int_t^\infty s^{-(\gamma+1)/\gamma}\,ds = \gamma t^{-1/\gamma}, \quad \text{and} \quad \ell = \lambda^{-1/\gamma}. \]

Also, it is easy to verify that
\[ K = \gamma q_0^{1/\gamma} \quad \text{and} \quad k = \gamma^{\gamma+1} q_0. \]

Theorem 2.2 requires
\[ q_0 > \frac{1}{\gamma^{\gamma}} \quad (3.2) \]
for (3.1) to be oscillatory.

Theorem 2.3 improves Theorem 2.2 in the sense that if condition (3.2) is not satisfied, then (3.1) is oscillatory if
\[ q_0 > \frac{(1 - \gamma\gamma q_0)^\gamma}{\gamma^{\gamma}}. \quad (3.3) \]

Theorem 2.5 improves condition (3.2) by taking the value \(\lambda\) into account:
\[ q_0 > \frac{\lambda q_0}{\gamma^{\gamma}}. \quad (3.4) \]

Finally, Theorem 2.6 provides a similar improvement of condition (3.3), namely,
\[ q_0 > \frac{\lambda q_0 (1 - \gamma\gamma q_0)^\gamma}{\gamma^{\gamma}}. \quad (3.5) \]

Let \(\gamma = 1/3\) and \(\lambda = 0.5\). Then (3.2)–(3.5) reduce to \(q_0 > \sqrt[3]{3} \approx 1.44225\), \(q_0 > 0.9840\), \(q_0 > 0.8181\) and \(q_0 > 0.70633\), respectively.

**Example 3.2.** We consider again Eq. (3.1). By Theorem 2.7, equation (3.1) is oscillatory if
\[ q_0 > \frac{1}{(\gamma + 1)^{\gamma+1}}. \quad (3.6) \]

Note that for \(\gamma = 1\) and \(\lambda = 1\), condition \(q_0 > 1/4\) is sharp for oscillation of the Euler differential equation
\[ \left(t^2 y'(t)\right)' + q_0 y(t) = 0. \]

On the other hand, Theorem 2.8 improves Theorem 2.7 in the sense that condition (3.6) is replaced by
\[ q_0 > \frac{\lambda^{1/\gamma}}{(\gamma + 1)^{\gamma+1}}. \quad (3.7) \]

Let \(\gamma = 1/3\) and \(\lambda = 0.5\). Then condition (3.6) reduces to \(q_0 > 0.6814\). Obviously, criterion (3.7) provides a sharper result, since it requires that \(q_0 > 0.4075\).
Acknowledgements

The work on this research has been supported by the grant project KEGA 035TUKE-4/2017 (Jozef Džurina and Irena Jadlovská) and by Al-Farabi Kazakh National Univerity (Ioannis P. Stavroulakis).

REFERENCES

[1] R.P. Agarwal, M. Bohner, W.-T. Li, Nonoscillation and Oscillation: Theory for Functional Differential Equations, vol. 267, Monographs and Textbooks in Pure and Applied Mathematics, Marcel Dekker, Inc., New York, 2004.

[2] R.P. Agarwal, S.R. Grace, D. O’Regan, Oscillation Theory for Second Order Linear, Half-linear, Superlinear and Sublinear Dynamic Equations, Kluwer Academic Publishers, Dordrecht, 2002.

[3] R.P. Agarwal, S.R. Grace, D. O’Regan, Oscillation Theory for Second Order Dynamic Equations, vol. 5, Series in Mathematical Analysis and Applications, Taylor & Francis, Ltd., London, 2003.

[4] R.P. Agarwal, S.R. Grace, D. O’Regan, Oscillation Theory for Difference and Functional Differential Equations, Springer Science & Business Media, 2013.

[5] R.P. Agarwal, C. Zhang, T. Li, Some remarks on oscillation of second order neutral differential equations, Appl. Math. Comput. 274 (2016), 178–181.

[6] O. Došlý, P. Rehák, Half-linear Differential Equations, vol. 202, North-Holland Mathematics Studies, Elsevier Science B.V., Amsterdam, 2005.

[7] J. Džurina, I. Jadlovská, A note on oscillation of second-order delay differential equations, Appl. Math. Lett. 69 (2017), 126–132.

[8] J. Džurina, I.P. Stavroulakis, Oscillation criteria for second-order delay differential equations, Appl. Math. Comput. 140 (2003) 2–3, 445–453.

[9] L. Erbe, T.S. Hassan, A. Peterson, Oscillation criteria for nonlinear damped dynamic equations on time scales, Appl. Math. Comput. 203 (2008) 1, 343–357.

[10] L. Erbe, A. Peterson, S.H. Saker, Oscillation criteria for second-order nonlinear delay dynamic equations, J. Math. Anal. Appl. 333 (2007) 1, 505–522.

[11] I. Győri, G. Ladas, Oscillation Theory of Delay Differential Equations, Oxford Mathematical Monographs. The Clarendon Press, Oxford University Press, New York, 1991.

[12] T.S. Hassan, Oscillation criteria for second-order nonlinear dynamic equations, Adv. Difference Equ. 171 (2012) 13, 2012.

[13] R. Mařík, Remarks on the paper by Sun and Meng, Appl. Math. Comput. 174 (2006), Appl. Math. Comput. 248 (2014), 309–313.

[14] S.H. Saker, Oscillation criteria of second-order half-linear dynamic equations on time scales, J. Comput. Appl. Math. 177 (2005) 2, 375–387.
[15] Y.G. Sun, F.W. Meng, Note on the paper of J. Džurina and I. P. Stavroulakis: “Oscillation criteria for second-order delay differential equations”, Appl. Math. Comput. 174 (2006) 2, 1634–1641.

[16] L. Ye, Z. Xu, Oscillation criteria for second order quasilinear neutral delay differential equations, Appl. Math. Comput. 207 (2009) 2, 388–396.

Jozef Džurina
jozef.dzurina@tuke.sk

Technical University of Košice
Faculty of Electrical Engineering and Informatics
Department of Mathematics and Theoretical Informatics
B. Němcovej 32, 042 00 Košice, Slovakia

Irena Jadlovská
irena.jadlov ska@tuke.sk

Technical University of Košice
Faculty of Electrical Engineering and Informatics
Department of Mathematics and Theoretical Informatics
B. Němcovej 32, 042 00 Košice, Slovakia

Ioannis P. Stavroulakis
ipstav@uoi.gr

Department of Mathematics
University of Ioannina
451 10 Ioannina, Greece

Al-Farabi Kazakh National University
Faculty of Mathematics and Mechanics
Almaty, 050040 Kazakhstan

Received: January 24, 2019.
Revised: March 1, 2019.
Accepted: March 1, 2019.