Analysis of the effect of the lecturer satisfaction with the Naive Bayes Data Mining technique on institutional performance
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Abstract. The study aimed to analyze the effect on institutional performance of lecturer satisfaction with data extraction techniques. The solution is the technique of Naive Bayes, where data is obtained through interviews and questionnaires conducted in one of the private institutions in the north-sumatra of Medan. The evaluation criteria are readiness, compassion, reliability and accountability. The tests indicate that the level of accuracy is 85.48% with 81.08% precision, and 93.75% recall value. The Naive Bayes method can also be recommended to predict the degree of satisfaction of the lecturer with institutional performance based on the results of tests using fast miner software.
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1. Introduction

One important factor in the comparison of service performance received and anticipated by customers is customer satisfaction [1]. Satisfaction is a person's attitude that can adapt well to work and social relations with workers and others. The degree of satisfaction that is perceived to be a requirement for the fulfillment of desires and expectations, is also derived from perceived satisfaction. This means that the satisfactory achievements of each available service's academic community can be an interlinked evaluation to find out whether the services provided are good or bad [2]. The observations of the satisfaction of lecturers with the institutional performance focus on assessing the quality of services offered to lecturers who conduct or conduct higher education tri-darma. On this basis, predicting is one way to determine the percentage of satisfaction of the lecturer with the institution's performance.

Intelligence artificial is a science which imitates human intelligence and is deployed in computers [3]–[7]. Including Decision support systems [8]–[10], Data mining [11]–[13] and the fuzzy logic [14],
[15], Expert Systems [16] and Artificial Neural Networks [17]–[19], Artificial intelligence has different types of algorithms that can be used in everyday life. The informatics technique that can be classified is data analysis. The Naïve Bayes algorithm is the data mining method used in this study with the classification technique. In previous research the use of the Naïve Bayes predicting algorithm was widely used. One research [20] on the Naïve Bayes method in the prediction of film ratings. The results show that the low-grade distribution model is 0.707 while the high-grade value is 0.293, with an accuracy of 55.80% by 32.41% and 46.7%. The Naïve Bayes algorithm statistical calculations can calculate the likelihood that the old case will be identical with the new. Naïve Bayes needed training data for decisions to reduce computer complexity to simple multiplications at the beginning of the calculation. On the basis of these problems, we hope to measure the progress of the institution to provide services for lecturers through the Naïve Bayes algorithm on satisfaction of lecturers with institutional performance.

2. Methodology

Data obtained by conducting observations in the form of interviews and giving questionnaires from interviews to lecturers at one of the private institutions in the city of Medan, North Sumatra. At this stage, as shown in Figure 1, there are several steps.

![Naïve Bayes Algorithm Flowchart](image-url)

**Figure 1. Naïve Bayes Algorithm Flowchart**

Based on the flow chart in Figure 1, the following can be described:

a) Collecting and entering questionnaire data from the lecturer concerned at a private institution in the city of Medan, North Sumatra.

b) Testing of pre-existing training data.

c) Assess the performance of the algorithm. In the testing process, the performance of the algorithm is tested using a data test set where the data set with the training data set consists of different data.

d) In addition, the implementation of previous data using the naive Bayes algorithm in order to produce accurate accuracy, precision and recall.
e) The system then issues the output in the form of the percentage of satisfaction of the lecturer with the performance of the institution.

3. Results and Discussion

In this case, problem-solving is carried out by conducting an assessment of the satisfaction of lecturers on institutional performance by conducting interviews and distributing questionnaires in the form of several questions to lecturers on institutional performance. The solution provided uses the Naïve Bayes method for data mining. The criteria used for the assessment are Readiness, Empathy, Reliability and Responsibility. The results of the analysis were calculated using software and Microsoft Excel.

| No | Readiness | Empathy | Reliability | Responsibility |
|----|------------|---------|-------------|----------------|
| 1  | 4          | 5       | 7           | 5              |
| 2  | 6          | 6       | 4           | 3              |
| 3  | 6          | 5       | 7           | 5              |
| 4  | 7          | 6       | 4           | 6              |
| 5  | 5          | 7       | 5           | 6              |
| 6  | 6          | 5       | 5           | 6              |
| 7  | 7          | 6       | 4           | 7              |
| 8  | 7          | 4       | 5           | 6              |
| 9  | 5          | 6       | 7           | 4              |
| 10 | 4          | 5       | 6           | 5              |
| 11 | 5          | 7       | 6           | 7              |
| 12 | 6          | 5       | 5           | 7              |
| 13 | 6          | 5       | 7           | 5              |
| 14 | 7          | 6       | 5           | 6              |
| 15 | 6          | 4       | 6           | 5              |
| 16 | 5          | 6       | 5           | 7              |
| 17 | 4          | 7       | 7           | 6              |
| 18 | 5          | 6       | 6           | 5              |
| 19 | 3          | 5       | 5           | 7              |
| 20 | 5          | 7       | 7           | 6              |
| 21 | 6          | 5       | 5           | 7              |
| 22 | 7          | 7       | 6           | 6              |
| 23 | 4          | 5       | 7           | 6              |
| 24 | 5          | 6       | 7           | 5              |
| 25 | 5          | 4       | 5           | 6              |
| 26 | 6          | 6       | 4           | 7              |
| 27 | 7          | 7       | 4           | 6              |
| 28 | 7          | 6       | 5           | 5              |
| 29 | 7          | 7       | 6           | 4              |
| 30 | 6          | 6       | 7           | 4              |

Table 1. Average value of each attribute

The data collected is questionnaire data which is distributed to. The sample data per parameter is grouped into two value intervals as in the following table.

| No | Value Interval | Group |
|----|----------------|-------|
| 1  | 3 – 5          | Low   |
| 2  | 6 -7           | High  |

Table 2. Questionnaire Value Group Per Parameter

Classify the results into two value intervals as in the following table:
Table 3. Classification of Questionnaire Value Results

| No | Value Interval | Classification |
|----|----------------|----------------|
| 1  | 3 – 5          | Not satisfied  |
| 2  | 6 -7           | Satisfied      |

Initial data were obtained using Microsoft Excel to produce the data sets in the following table:

Table 4. Training data

| No | Readiness | Empathy | Reliability | Responsibility | Result         |
|----|-----------|---------|-------------|----------------|----------------|
| 1  | High      | High    | Low         | Low            | Not satisfied  |
| 2  | High      | Low     | High        | Low            | Not satisfied  |
| 3  | High      | High    | High        | High           | Satisfied      |
| 4  | High      | High    | High        | Low            | Satisfied      |
| 5  | High      | High    | Low         | High           | Satisfied      |
| 6  | High      | High    | Low         | High           | Not satisfied  |
| 7  | High      | High    | Low         | Low            | Not satisfied  |
| 8  | High      | High    | High        | High           | Satisfied      |
| 9  | High      | High    | High        | High           | Satisfied      |
| 10 | Low       | Low     | High        | Low            | Not satisfied  |
| 11 | High      | High    | High        | High           | Satisfied      |
| 12 | High      | High    | Low         | High           | Satisfied      |
| 13 | High      | Low     | High        | Low            | Satisfied      |
| 14 | High      | Low     | Low         | High           | Satisfied      |
| 15 | Low       | Low     | High        | Low            | Not satisfied  |
| 16 | Low       | High    | High        | High           | Satisfied      |
| 17 | Low       | High    | Low         | High           | Satisfied      |
| 18 | Low       | High    | Low         | High           | Not satisfied  |
| 19 | Low       | High    | Low         | Low            | Satisfied      |
| 20 | Low       | Low     | High        | Low            | Not satisfied  |
| 21 | High      | High    | High        | Low            | Satisfied      |
| 22 | High      | High    | High        | Low            | Satisfied      |
| 23 | High      | Low     | High        | Low            | Not satisfied  |
| 24 | High      | Low     | High        | Low            | Satisfied      |
| 25 | Low       | High    | Low         | Low            | Not satisfied  |
| 26 | High      | Low     | High        | Low            | Satisfied      |
| 27 | High      | High    | High        | High           | Satisfied      |
| 28 | High      | Low     | Low         | High           | Not satisfied  |
| 29 | Low       | High    | High        | High           | Satisfied      |
| 30 | High      | Low     | Low         | High           | Not satisfied  |

a) Finding the Mean Value
Satisfied Class = 24
Class not satisfied = 6

\[ \mu(\text{Satisfied}(A1)) = \frac{(5+6+6+6+6+4+5+6+5+6+6+5+6+6+5+6+6+5+7+5+6+7+6)}{24} \]
\[ = \frac{136}{24} \]
\[ = 5.6666 \]

\[ \mu(\text{Satisfied}(A2)) = \frac{(4+6+6+6+6+7+6+6+6+5+6+6+5+6+6+5+6+6+5+7+6+6+6+5+5+5)}{24} \]
\[ = \frac{139}{24} \]
\[ = 5.7916 \]

\[ \mu(\text{Satisfied}(A3)) = \frac{(7+6+7+6+6+7+5+6+7+7+6+6+5+6+7+6+7+6+7+6+6+7+7+7)}{24} \]
\[ = \frac{153}{24} \]
\[ = 6.3750 \]

\[ \mu(\text{Satisfied}(A4)) = \frac{(5+7+7+6+7+6+7+5+6+6+7+6+7+6+7+6+4+7+4+7+4+7+6+6+7)}{24} \]
\[ = \frac{149}{24} \]
\[ = 6.2083 \]
\[ \mu(\text{Not satisfied})(A1) = \frac{(5+4+5+6+5+6)}{6} = \frac{31}{6} = 5.1666 \]
\[ \mu(\text{Not satisfied})(A2) = \frac{(6+6+5+5+7+5)}{6} = \frac{34}{6} = 5.6666 \]
\[ \mu(\text{Not satisfied})(A3) = \frac{(4+7+6+5+5+5)}{6} = \frac{33}{6} = 5.500 \]
\[ \mu(\text{Not satisfied})(A4) = \frac{(5+5+6+5+5+6)}{6} = \frac{32}{6} = 5.3333 \]

b) Standard Deviation

\[ \sigma(\text{Satisfied})(A1) = \sqrt{ \frac{(5-5.6666)^2 + (4-5.6666)^2 + (5-5.6666)^2 + (6-5.6666)^2 + (5-5.6666)^2 + (6-5.6666)^2 + (6-5.6666)^2 + (4-5.6666)^2 + (5-5.6666)^2 + (6-5.6666)^2}{24-1} } \]
\[ = \sqrt{0.4926} = 0.2426 \]

\[ \sigma(\text{Not satisfied})(A2) = \sqrt{ \frac{(5-5.1666)^2 + (4-5.1666)^2 + (5-5.1666)^2 + (6-5.1666)^2 + (5-5.1666)^2 + (6-5.1666)^2}{6-1} } \]
\[ = \sqrt{0.5666} = 0.32103556 \]

| Table 5. Capacity Probability Value |
|------------------------------------|
| **Value** | Satisfied | Not satisfied | Satisfied | Not satisfied | Satisfied | Not satisfied | Satisfied | Not satisfied |
| μMean     | 5.6666    | 5.1666        | 5.7916    | 5.6666        | 6.375     | 5.5          | 6.2083    | 5.3333        |
| σDeviasi^2| 0.4926    | 0.5666        | 0.4033    | 0.6666        | 0.4184    | 1.1          | 0.8676    | 0.2664        |
| σDeviasi  | 0.2426    | 0.32103556    | 0.1626    | 0.4443        | 0.175     | 1.21         | 0.7527    | 0.0709        |

The next step is to calculate the probability for the Testing data feature.

| Table 6. Data Testing |
|-----------------------|
| **No** | Readiness | Empathy | Reliability | Responsibility | Result |
| 1      | High      | High    | Low         | Low            | ?      |
| 2      | High      | Low     | High        | Low            | ?      |
| 3      | High      | High    | High        | ?              | ?      |
| 4      | High      | High    | High        | ?              | ?      |
| 5      | High      | High    | Low         | ?              | ?      |
| 6      | High      | Low     | High        | ?              | ?      |
| 7      | High      | Low     | High        | ?              | ?      |
| 8      | High      | High    | High        | ?              | ?      |
| 9      | High      | High    | High        | ?              | ?      |
| 10     | Low       | High    | High        | Low            | ?      |
| 11     | High      | High    | High        | ?              | ?      |
| 12     | High      | Low     | High        | ?              | ?      |
| 13     | High      | Low     | High        | ?              | ?      |
| 14     | High      | Low     | High        | ?              | ?      |
In addition, RapidMiner is used to process the data and to test it with SplitValidation found in RapidMiner. The results of the data set tests are as follows:

![Figure 2. Split Validation](image1)

![Figure 3. Process Validation, Naïve Bayes Method](image2)

After going through the above process, the result of the performance vector is 83.33% Accuracy.

![Figure 4. Performance Vector](image3)

And the Accuracy Performance values are as follows:

![Figure 5. Value of Accuracy Performance](image4)

Information:

a) The number of predictions Eligible and in fact True Eligible is 9 records
b) The number of Predictions of Unfeasible and in fact correct is 3 records.
c) The number of predictions Eligible and in fact true of Unfeasible is 2 records.
d) The number of predictions of Eligible and in fact true of Unreasonable is 16 records
The Accuracy Performance Value shows in the picture that the prediction of the eligible value is 9, with an accuracy rate of 81.82.0%; the incorrect forecast is 10 and its accuracy is 84.25%. The accuracy achieved is therefore 83.33%.

4. Conclusion

According to the results of tests from the data set provided with readiness, empathy, reliability and responsibility attributes, which are based on the Naive Bayes method, an accuracy level of 85.48% with an precision value of 81.80% and a recall value of 93.75% is achieved. Based on the test finding, a lecturer satisfaction with institutional performance can be predicted using the Naïve Bayes Method. Since the accuracy and the recall value of this research are high, it is possible to combine or compare this research with other classification algorithms.
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