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Abstract—Knowledge distillation (KD) is an effective technique to transfer knowledge from one neural network (teacher) to another (student), thus improving the performance of the student. To make the student better mimic the behavior of the teacher, the existing work focuses on designing different criteria to align their logits or representations. Different from these efforts, we address knowledge distillation from a novel data perspective. We argue that transferring knowledge at sparse training data points cannot enable the student to well capture the local shape of the teacher function. To address this issue, we propose locally linear region knowledge distillation ($L^2$ RKD) which transfers the knowledge in local, linear regions from a teacher to a student. This is achieved by enforcing the student to mimic the outputs of the teacher function in local, linear regions. To the end, the student is able to better capture the local shape of the teacher function and thus achieves a better performance. Despite its simplicity, extensive experiments demonstrate that $L^2$ RKD is superior to the original KD in many aspects as it outperforms KD and the other state-of-the-art approaches by a large margin, shows robustness and superiority under few-shot settings, and is more compatible with the existing distillation approaches to further improve their performances significantly.
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I. INTRODUCTION

Deep neural networks (DNNs) have achieved remarkable performances on a wide range of applications in artificial intelligence including computer vision [1], [2], [3] and natural language processing [4], [5]. The performance gain comes at a high cost of computation and memory in inference. This severely restricts their implementation on resource-limited hardware such as phones, watches, and robots. One solution to this problem is knowledge distillation which transfers the knowledge from a large network (teacher) to a small and fast one (student). To the end, the student obtains a significant performance boost and even possibly matches or surpasses the performance of the teacher.

Hinton et al. [6] proposed the original Knowledge Distillation (KD) that utilizes the soft labels generated by a teacher as the targets to train a student. From the perspective of function curve fitting, the student function is to learn the local surface shape of the teacher function at each training data point. It is widely believed that the generalization ability [7], [8] of a DNN is highly related to the stability which can be described as the local function shape of a DNN. When we have a large teacher network which typically has a much better generalization performance than that of the student, we can suppose that the teacher function has a more stable (better) shape within the data distribution than that of the student.

Intuitively, if the student better captures the local shape of the teacher, it can have a better generalization ability. However, the existing work only focuses on designing different criteria to transfer the knowledge at each individual training data point from a teacher to a student. Fitting sparse individual data point may not necessarily enable the student to well capture the local shape of the teacher function. As shown in Figure 1, even if the student $f_S$ perfectly fits the teacher $f_T$ at each training data point, i.e., $x_1$, $x_2$, and $x_3$, their local shapes near these data points can be highly different.

To alleviate this problem, the typically used strategy is to train on different but similar data points to the training data. This is known as data augmentation [9] formalized by the Vicinal Risk Minimization (VRM) [10] principle. In VRM, human knowledge is necessary to define a vicinity or neighborhood around each training data point. Then, additional new data points can be drawn from the vicinity distribution of the training data to enlarge the support of the training data distribution. For example, in image classification, it is common to define the vicinity of an image as the set of its random flippings and crops after a mild padding. Nevertheless, data augmentation has its own limitation that a new generated data point is very close to the original training data point, since they contain almost the identical objective only with different backgrounds caused by padding or cropping. Due to this limitation, as shown in Figure 2, even if the student $f_S$ fits the teacher $f_T$ at all the training data points (i.e., $x_1$, $x_2$, and $x_3$) and the augmented data points (i.e., $x_1^{aug}$, $x_2^{aug}$, and $x_3^{aug}$), their local shapes can still differ substantially.

On the other hand, we observe that the existing studies ignore an advantage of knowledge distillation, i.e., for any given input sample, the teacher can always provide the soft label for the input sample even if the sample is out-of-distribution. It is obvious that the soft labels for out-of-distribution samples are semantically meaningless. However, if these out-of-distribution samples are not far from the real data distribution, distilling on these samples may be able to assist the student to better capture the local, in-distribution shape of the teacher. In light of this, we propose locally linear region knowledge distillation ($L^2$ RKD) which enforces the student to mimic the shape of the teacher function in local, linear regions. As shown in Figure 3, instead of only fitting the data points near the training samples, $L^2$ RKD also enforces the student to fit the data points in the linear region between two training or augmented samples, e.g., $\hat{x}_1$ and $\hat{x}_2$ in the linear region between $x_1^{aug}$ and $x_2^{aug}$, and $\hat{x}_3$ in the linear region between $x_2^{aug}$ and $x_3^{aug}$. Each sample can be considered as a high-dimensional vector or point. Two points can determine a linear region so that we can easily draw points from the linear region by using linear algebra. As seen from Figure 3, distilling knowledge in local, linear regions can make the
student better capture the local shape of the teacher function. We empirically verify (in Section IV-H) that the teacher-student shape differences of $L^2$RKD are significantly smaller than those of KD on real datasets, thus leading to a better performance.

To show $L^2$RKD is superior to KD, we compare $L^2$RKD with KD and the other state-of-the-art approaches and evaluate its compatibility with the existing approaches. Extensive experiments on four benchmark datasets with various modern network architectures demonstrate the effectiveness and superiority of $L^2$RKD.

The main contributions of our work are summarized as follows:

- We observe that only fitting the data points in the vicinity around training data cannot enable a student to well capture the local shape of a teacher function. On the other hand, we notice that the existing literature ignores the advantage of knowledge distillation that for any given input samples, the teacher function can always output the corresponding soft labels. In light of these, we propose $L^2$RKD that transfers the knowledge in local, linear regions from a teacher to a student. To the end, the teacher-student shape difference is significantly reduced and thus the student performance is substantially improved.

- We compare $L^2$RKD with KD and more than 10 state-of-the-art approaches with various network architectures on four benchmark datasets, i.e., CIFAR-10, CIFAR-100, Tiny ImageNet, and ImageNet. Despite its simplicity, $L^2$RKD outperforms these approaches substantially and shows large superiority under few-shot settings. Moreover, $L^2$RKD is compatible with the existing distillation approaches to further improve their performances significantly.

- Different from the existing work focusing on using different criteria to align logits or representations between teachers and students, we address knowledge distillation from a novel (data) perspective, which provides a promising direction for future work on knowledge distillation.

II. RELATED WORK

The existing knowledge distillation approaches train students by using both ground truth and supervision from teachers. Thus, their objectives can be simply expressed as a combination of the regular cross-entropy objective and a distillation objective. According to the distillation objective, the existing literature can be mainly divided into two categories, i.e., logit-based approaches and representation-based approaches.

A. Logit-based Distillation Approaches

Logit-based approaches [6] construct the distillation objective based on output logits. Hinton et al. [6] propose KD which uses the softened logits of a teacher network as the targets to train a student network. The soft targets contain the information about instance-to-class similarities (i.e., dark knowledge) that can improve the student performance. Park et al. [11] point out that KD only considers knowledge transfer on individual samples and thus they propose to transfer mutual relations of data examples from a teacher to a student by penalizing logit-based structural differences between them. Zhao et al. [12] consider the information in training process for knowledge distillation by employing two teachers. One teacher uses its temporary output logits during the training process to supervise the student step by step, which assists the student to find the optimal path towards the final logits. The other teacher provides the information about a critical region that is more useful for the task.

B. Representation-based Distillation Approaches

It is well observed that DNNs are good at learning different levels of feature representations [13], [14], [15]. As teacher networks usually have excellent generalization abilities, it is natural to suppose that they have also learned excellent feature representations for the task. Based on this idea, representation-based approaches have been proposed. These approaches design the distillation objective by using the feature representations in intermediate or last several layers. Fitnets [16] first uses the intermediate features of a teacher to train a student. This idea is to directly align the features between the teacher and the student through regressions. Inspired by this work, Zagoruyko and Komodakis [17] propose to transfer feature based attention maps from a teacher to a student. Huang and Wang [18] propose to train a student by aligning the distributions of neuron selectivity patterns between the student and the teacher. FSP [19] transfers the information in the second order statistics between different layers of a teacher to a student. Passalis and Tefas [20] propose to transfer knowledge by minimizing the probability distribution differences in the feature space between a student and a teacher. KDGAN [21] uses adversarial training strategy to align the representations between a student and a teacher. AB [22] transfers the activation boundary from a teacher to a student. The activation boundary is obtained from pre-activation feature maps. IRG [23] considers instance features and instance relationships for knowledge transfer. CRD [24] proposes to maximize the mutual information between student and teacher representations.
Other representation-based approaches [25], [26], [27], [28], [29], [30], [31], [32], [33] utilizes different criteria to align the feature representations between a teacher and a student. Online knowledge distillation [34], [35], [36], [37], [38] has also been proposed to train a group of students simultaneously by aligning their logits or representations.

We observe that the existing studies focus on designing different criteria to align representations or logits between a teacher and a student. In this work, we address knowledge distillation from a novel data perspective by transferring the knowledge in local, linear regions.

III. OUR FRAMEWORK

In this section, we first analyze the convergence of KD from function fitting perspective. Then, we present the potential issues of KD. Lastly, we describe L²RKD.

A. KD as Function Fitting

Given training dataset \( \mathcal{T} = (X,Y) \) where \( X = \{x_i\}_{i=1}^n \) are training samples drawn from distribution \( P(x) \) and \( Y = \{y_i\}_{i=1}^n \) are their labels drawn from distribution \( P(y|x) \), a teacher function \( f_T \) is trained over training data \( (X,Y) \) and achieves a good generation error:

\[
\mathcal{G}(f_T) = E_{P(x,y)}[g(f_T(x), y)]
\]  

where \( g(.) \) measures the error between the prediction and the label.

Hinton et al. [6] propose KD that minimizes the output probability differences between student \( f_S \) and teacher \( f_T \) over training dataset \( (X,Y) \). The complete objective is written as:

\[
\mathcal{L}_{KD} = \frac{1}{n} \sum_{i=1}^n [\alpha \mathcal{L}_{CE}(f_S, x_i, y_i) + (1-\alpha) \mathcal{L}_{KL}(f_S, f_T, x_i)]
\]  

where \( \alpha \) is a weight for balancing the contributions of these two terms. \( \mathcal{L}_{CE} \) is the regular cross-entropy objective:

\[
\mathcal{L}_{CE}(f_S, x, y) = H(y, \sigma(f_S(x)))
\]  

where \( H(.) \) is the cross-entropy loss and \( \sigma \) is the softmax function.

\( \mathcal{L}_{KL} \) in (3) is the distillation objective for transferring knowledge from a teacher to a student:

\[
\mathcal{L}_{KL}(f_S, f_T, x) = \tau^2 \mathcal{KL}\left(\sigma\left(\frac{f_T(x)}{\tau}\right), \sigma\left(\frac{f_S(x)}{\tau}\right)\right)
\]  

where \( \tau \) is a temperature to generate soft labels and \( \mathcal{KL} \) represents Kullback-Leibler Divergence (KL-divergence) [39]. To investigate the behavior of this distillation objective, we observe its gradient with respect to the student logits \( f_S(x) \):

\[
\frac{\partial \mathcal{L}_{KL}}{\partial f_S(x)} = \tau \left( \sigma \left( \frac{f_S(x)}{\tau} \right) - \sigma \left( \frac{f_T(x)}{\tau} \right) \right)
\]  

When \( \tau \) is large compared with the magnitude of the logits, the gradient can be approximated (based on Taylor series) as:

\[
\frac{\partial \mathcal{L}_{KL}}{\partial f_S(x)} \approx \tau \left( \frac{1 + f_S(x)}{K + \sum_j f_S(x[j])} - \frac{1 + f_T(x)}{K + \sum_j f_T(x[j])} \right)
\]  

where \( K \) is the total number of classes and \( f_S(x)[j] \) represents the \( j \)th element of \( f_S(x) \). With the assumption that the logits of a DNN have mean zero, we can obtain:

\[
\frac{\partial \mathcal{L}_{KL}}{\partial f_S(x)} \approx \frac{1}{K} (f_S(x) - f_T(x))
\]  

As seen from the gradient, minimizing \( \mathcal{L}_{KL}(f_S, f_T, x) \) with a high temperature is equivalent to minimizing the mean square error between \( f_S(x) \) and \( f_T(x) \). Thus, the distillation objective in KD can be considered as using one function (student \( f_S \)) to fit another fixed function (teacher \( f_T \)).

B. Convergence Analysis of KD

As analyzed above, the distillation objective in KD is equivalent to function fitting. Thus, the goal of distillation is to minimize the difference between student function \( f_S \) and teacher function \( f_T \) over data distribution \( P(x) \):

\[
\mathcal{I}(f_S, f_T, p) = E_{P(x)}[d(f_T(x), f_S(x))]
\]  

where \( d(.) \) measures the difference between two vectors. If \( \mathcal{I}(f_S, f_T, p) \) is small enough, then the student \( f_S \) is almost as accurate as the teacher \( f_T \), i.e., their generalization errors are very close: \( \mathcal{G}(f_S) \approx \mathcal{G}(f_T) \).

However, data distribution \( P(x) \) is typically unknown in practice. Instead, KD minimizes the empirical difference:

\[
\mathcal{I}_{emp}(f_S, f_T, X) = \frac{1}{n} \sum_{i=1}^n [d(f_T(x_i), f_S(x_i))]
\]  

With uniform convergence bounds [40], minimizing \( \mathcal{I}_{emp} \) for \( f_S \in \mathcal{S} \) leads to an fitting error that can be bounded as \( O(\sqrt{n}/C) \) where \( C \) denotes the complexity of function class \( \mathcal{S} \) and \( n \) is the number of samples used for distillation. This bound suggests that using more unlabeled data for distillation can reduce this fitting error. This is ignored by the existing studies as they focus on using different criteria to align the logits or representations between teacher and student networks. In this paper, we make use of this hint and address knowledge distillation from a novel data perspective. The challenge is that we do not have the real data distribution \( P(x) \) in practice to draw additional, unlabeled samples.

C. Locally Linear Region Knowledge Distillation

Training \( f_S \) by minimizing (2) is known as the Empirical Risk Minimization (ERM) principle [41]. While efficient to compute, the empirical risk (2) only guides student \( f_S \) to fit teacher \( f_T \) at a finite set of sparse training data points. As analyzed above, when we only use sparse training data points for distillation (i.e., \( n \) is small), the fitting error is large. In this case, the student cannot sufficiently capture the knowledge in the teacher, which results in a large teacher-student performance gap. To alleviate this issue, data augmentation based on the VRM principle is typically used. In VRM, new samples are drawn from a human defined vicinity distribution of the training data:

\[
P_v(x^{aug}, y^{aug}) = \frac{1}{n} \sum_{i=1}^n \nu(x^{aug}, y^{aug}|x_i, y_i)
\]  

where \( \nu(.) \) is the vicinity distribution, and \( x^{aug} \) and \( y^{aug} \) are the augmented samples.
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where $v$ is a vicinity distribution that measures the probability of $(x^{\text{aug}}, y^{\text{aug}})$ existing in the neighborhood of training data point $(x_i, y_i)$. In practice, we usually only augment each training sample $x_i$ without changing label $y_i$. For instance, in image classification, $x_i^{\text{aug}}$ can be obtained by slightly padding and randomly cropping $(x_i, y_i)$. We note differences. Regular data augmentation usually generates augmented samples, i.e., $T = \{(x_1^{\text{aug}}, y_1), (x_2^{\text{aug}}, y_1), \ldots, (x_n^{\text{aug}}, y_1), (x_1^{\text{aug}}, y_2), (x_2^{\text{aug}}, y_2), \ldots, (x_n^{\text{aug}}, y_2), \ldots, (x_n^{\text{aug}}, y_n)\}$ where $(x_1^{\text{aug}}, y_1), (x_2^{\text{aug}}, y_2), \ldots, (x_n^{\text{aug}}, y_n)$ are $m$ samples drawn from the vicinity of $(x_i, y_i)$ ($m$ can be considered as the total training epochs in SGD optimization). This leads to the empirical vicinal risk of KD:

$$\mathcal{L}_v = \frac{1}{mn} \sum_{i=1}^{n} \sum_{j=1}^{m} \left[ \alpha \mathcal{L}_{CE}(x_i^{\text{aug}}, y_i) + (1 - \alpha) \mathcal{L}_{KL}(x_i^{\text{aug}}) \right]$$

This objective is the most commonly used KD objective in practice. However, the limitation is that the new drawn data samples from the vicinity distribution is very close to the original training data points, since they contain almost the identical objective only with different backgrounds caused by padding or cropping. As shown in Figure 2 with data augmentation, the student can better capture the local shape of the teacher, but still only covers a very small region around each training sample $x_i$.

To address this issue, we propose L²RKD that enforces the student to mimic the behavior of the teacher in local, linear regions. The differences between L²RKD and KD are shown in Figure 3. Instead of transferring knowledge in sparse training data points, L²RKD transfers the knowledge in local, linear regions from the teacher to the student. We denote the distribution of the points in the linear regions between two training or augmented samples by $P_i(x)$. Then the objective of L²RKD can be expressed as:

$$\mathcal{L}_i = \frac{1}{mn} \sum_{i=1}^{n} \sum_{j=1}^{m} \left[ \alpha \mathcal{L}_{CE}(f_S, x_i^{\text{aug}}, y_i) + (1 - \alpha) \mathcal{L}_{KL}(x_i^{\text{aug}}) \right]$$

$$\eta \cdot \mathbb{E}_{x \sim P_i(x)} \left[ \sigma^2 KL \left( \sigma \left( \frac{f_T(x)}{\tau} \right), \sigma \left( \frac{f_S(x)}{\tau} \right) \right) \right]$$

where $\alpha$ and $\eta$ are two weights for balancing the contributions of the regular cross-entropy loss and the distillation loss.

To optimize (12), we draw points from linear regions (i.e., $P_i$) by linear algebra. As shown in Figure 5 each data sample (e.g., $x_i^{\text{aug}}$ and $x_j^{\text{aug}}$) can be considered as a high-dimensional vector:

$$x_i^{\text{aug}} = \overrightarrow{OA}, \quad x_j^{\text{aug}} = \overrightarrow{OB}$$

$x$ is a random point in the linear region between two augmented samples, i.e., $x_i^{\text{aug}}$ and $x_j^{\text{aug}}$. We can obtain $x$ by using vector operations:

$$\overrightarrow{AB} = \overrightarrow{OB} - \overrightarrow{OA}; \quad \overrightarrow{OC} = \overrightarrow{OA} + \lambda \cdot \overrightarrow{AB}; \quad \hat{x} = \overrightarrow{OC}$$

where $\lambda \in [0, 1]$ controls which point we sample from the linear region. Note that local, linear regions contain both in-distribution points and out-of-distribution points, which indicates that L²RKD goes beyond in-distribution distillation. This is also the main difference between L²RKD and regular data augmentation as regular data augmentation only generates in-distribution samples with ground truth.

The implementation-level description of L²RKD is presented in Algorithm 1.

Algorithm 1 L²RKD

**Input:** Training data $(X, Y)$, teacher $f_T$, and student $f_S$

**Output:** Student $f_S$ with optimal parameters

1: for $i = 1, 2, \ldots, k$ do
2: Randomly take two mini-batch of training data $(x_{\text{batch}}^{\text{aug}}, y_{\text{batch}}^{\text{aug}})$ and $(x_{\text{batch}}, y_{\text{batch}})$ from $(X, Y)$
3: Generate $x_{\text{batch}}^{\text{aug}}$ and $x_{\text{batch}}$ by using data augmentation (e.g., randomly flipping, padding, and cropping)
4: Randomly sample $\lambda$ from $[0, 1]$.
5: Obtain $x_{\text{batch}}$ by (14) by using $x_{\text{batch}}^{\text{aug}}$ and $x_{\text{batch}}^{\text{aug}}$
6: With $x_{\text{batch}}$, minimize (12) with one gradient descent step for $f_S$
7: end for

D. Analysis of L²RKD

L²RKD distills the knowledge in local, linear regions instead of sparse data points. This is achieved by enforcing students to mimic the teacher shapes in local, linear regions as shown in Figure 5. One may consider L²RKD as a data augmentation strategy, but there are many worth-noting differences. Regular data augmentation usually generates in-distribution samples with ground truth, i.e., $(x, y)$ where $(x, y)$ follows the real data distribution $P(x, y)$. These
The advantage of fitting the inputs and always giving output the distribution \( f \) distribution samples. These samples assist a student in-distribution samples \( f \) techniques.

Last but not least, we compare teachers’ shapes than those of the students trained with KD. The advantage of using freely obtained local, linear regions to better capture the knowledge in the teacher.

IV. EXPERIMENTS

We report extensive experiments for evaluating \( L^2 \)RKD. We first conduct ablation study regarding local linear regions. Then we show that \( L^2 \)RKD is superior to KD by (1) comparing \( L^2 \)RKD with KD and the other state-of-the-art approaches, (2) demonstrating that \( L^2 \)RKD is more tractable than \( P(x,y) \), since for any sample \( x \), \( f_T \) can always give output \( f_T(x) \) and \( (x, \sigma(L(x))) \) follows \( Q(x,z) \). Even for out-of-distribution samples in the linear regions, \( f_T \) can still output soft labels. It is obvious that these soft labels for out-of-distribution samples are semantically meaningless. However, by querying \( f_T \) in local, linear regions, the student is able to better explore the local shape of the teacher, thus obtaining more performance gain. This advantage is ignored by the existing work. In contrast, \( L^2 \)RKD makes use of this advantage by using freely obtained local, linear regions to better capture the knowledge in the teacher.

A. Datasets

In the experiments, we adopt four benchmark datasets: CIFAR-10 \[^{[42]}\text{1}\text{]}	ext{,} CIFAR-100 \[^{[42]}\text{,} Tiny ImageNet \[^{[}\text{,} and ImageNet (ILSVRC2012) \[^{[43]}\text{.} CIFAR-10 \] is an image classification dataset with 10 classes, containing 50,000 training images and 10,000 test images with image size 32 × 32 in the RGB space. We follow the standard data augmentation on CIFAR datasets. During training time, we pad 4 pixels on each side of an image and randomly flip it horizontally. Then the image is randomly cropped to 32 × 32 size. During test time, we only evaluate the single view of an original 32 × 32 image without padding or cropping.

CIFAR-100 comprises similar images to those in CIFAR-10, but has 100 classes. We adopt the same data augmentation strategy as that in CIFAR-10.

Tiny ImageNet, i.e., a subset of ImageNet, is an image classification dataset with 200 classes, containing 100,000 training images and 10,000 test images with size 64 × 64 in the RGB space. At training time, we pad 8 pixels on each side of an image and randomly flip it horizontally, then the image is randomly cropped to 64 × 64 size. At test time, we only evaluate the original image.

ImageNet is a large-scale image classification dataset with 1000 classes, containing 1.28 million training images and 50,000 validation images with different sizes in the RGB space. On ImageNet, we use the standard scale and aspect ratio augmentation strategy from \[^{[44]}\text{.} Test images are resized so that the shorter side is set to 256, and then are cropped to size 224 × 224.

B. Network Architectures and Hyperparameters

To evaluate the applicability of \( L^2 \)RKD on different network architectures, we adopt various modern architectures, i.e., ResNet \[^{[45]}\text{,} WRN \[^{[46]}\text{,} VGG \[^{[47]}\text{,} MobileNet \[^{[48]}\text{,} and ShuffleNet \[^{[49]}\text{.}

On CIFAR and Tiny ImageNet datasets, \( \alpha \), \( \eta \), and \( \tau \) are set to 0.1, 1, and 4, respectively. On ImageNet, \( \alpha \), \( \eta \), and \( \tau \) are set to 1, 1, and 2, respectively. All the networks are trained with SGD with momentum 0.9 for 240, 100, and 120 epochs on CIFAR, Tiny ImageNet, and ImageNet, respectively. The min-batch size is set to 64, 64, and 256 for CIFAR, Tiny ImageNet, and ImageNet, respectively. For ResNet, WRN, and VGG, we set the initial learning rate to 0.05 on CIFAR and Tiny ImageNet. For MobileNet and ShuffleNet, the initial learning rate is set to 0.01 on CIFAR and Tiny ImageNet. On CIFAR, the learning rate is divided by 10 every 30 (40 for WRN-16) epochs after the first 150 (120 for WRN-16) epochs. For Tiny ImageNet, the learning rate is divided by 5 every 30 epochs. On ImageNet, the initial learning rate is set to 0.1 and is divided by 10 every 30 epochs.

C. Competitors

We compare \( L^2 \)RKD with KD \[^{[60]}\text{and several other state-of-the-art approaches, i.e., FitNet \[^{[16]}\text{,} AT \[^{[17]}\text{,} SP \[^{[50]}\text{,} FT \[^{[51]}\text{,} NST \[^{[18]}\text{,} CC \[^{[52]}\text{,} FSP \[^{[19]}\text{,} PTK \[^{[20]}\text{,} AB \[^{[22]}\text{,} VID \[^{[29]}\text{,} RKD \[^{[11]}\text{,} and CRD \[^{[24]}\text{. For these approaches, their objectives can be expressed as a combination of the regular cross-entropy loss and a distillation loss:

\[
\mathcal{L} = \mathcal{L}_{CE} + c\mathcal{L}_{distill}
\]

(15)
Table I: Test accuracies (%) on CIFAR-10

| Teacher    | WRN-40-2 | ResNet32x4 | WRN-16-4 | ResNet-110 | ResNet-56 | VGG-13 | ResNet-110 |
|------------|----------|------------|----------|------------|----------|--------|------------|
| WRN-16-1   | 94.80    | 95.52      | 95.04    | 94.00      | 93.87    | 94.01  | 94.00      |
| Vanilla Student | 91.32    | 92.78      | 91.32    | 89.19      | 91.32    | 89.19  | 91.32      |
| KD         | 91.77±0.25 | 93.85±0.22 | 92.62±0.20 | 89.61±0.26 | 91.86±0.18 | 89.21±0.17 | 91.52±0.16 |
| L²RKD      | 93.11±0.21 | 94.75±0.19 | 93.24±0.25 | 90.83±0.18 | 92.64±0.21 | 90.52±0.11 | 92.47±0.07 |
| FitNet     | 91.20±0.12 | 93.21±0.29 | 90.77±0.34 | 88.84±0.25 | 89.71±0.41 | 87.51±0.21 | 91.15±0.15 |
| AT         | 91.96±0.29 | 93.45±0.19 | 91.88±0.10 | 89.40±0.33 | 91.24±0.23 | 87.06±0.09 | 91.41±0.26 |
| SP         | 91.78±0.18 | 93.31±0.15 | 92.19±0.31 | 89.09±0.36 | 91.27±0.23 | 88.55±0.28 | 91.07±0.27 |
| CC         | 91.00±0.26 | 92.95±0.32 | 91.01±0.35 | 88.13±0.41 | 90.96±0.12 | 87.34±0.15 | 91.04±0.10 |
| VID        | 91.47±0.20 | 93.65±0.25 | 90.99±0.11 | 89.50±0.22 | 90.94±0.39 | 87.23±0.25 | 91.56±0.28 |
| RKD        | 91.50±0.25 | 93.29±0.19 | 92.25±0.31 | 89.20±0.17 | 91.48±0.11 | 88.45±0.27 | 91.32±0.12 |
| AB         | 91.01±0.18 | 92.88±0.28 | 90.70±0.51 | 88.37±0.19 | 90.61±0.40 | 87.81±0.29 | 90.52±0.26 |
| PKT        | 91.97±0.17 | 94.09±0.27 | 92.28±0.08 | 89.18±0.15 | 91.64±0.26 | 88.60±0.12 | 91.91±0.14 |
| CRD        | 91.95±0.28 | 94.08±0.17 | 89.67±0.48 | 85.70±0.10 | 90.37±0.22 | 86.19±0.12 | 91.80±0.21 |
| FT         | 91.01±0.25 | 92.97±0.15 | 91.30±0.09 | 80.56±0.41 | 90.69±0.21 | 83.44±0.19 | 90.92±0.05 |
| NST        | 91.56±0.11 | 92.92±0.20 | 91.14±0.24 | 88.77±0.34 | 90.78±0.12 | 82.95±0.42 | 90.66±0.15 |

where $c$ is a weight for balancing the two terms. We report the author-reported results, or use author-provided codes and the optimal hyper-parameters from the original papers if they are publicly available. Otherwise, we use the public implementation of [24]. Specifically, the optimal hyper-parameters for each method are: (1) FitNet: $c = 100$; (2) AT: $c = 1000$; (3) SP: $c = 3000$; (4) CC: $c = 0.02$; (5) VID: $c = 1$; (6) RKD: $c_1 = 25$ for the distance metric and $c_2 = 50$ for the angle metric; both terms are combined following the original paper; (7) Pkt: $c = 30000$; (8) AB: $c = 0$; distillation happens in the pre-training stage where only the distillation objective is used; (9) FT: $c = 500$; (10) CRD: $c = 0.8$; (11) FSP: $c = 0$; distillation happens in the pre-training stage where only the distillation objective is used; (12) NST: $c = 50$; (13) the KD objective is [11]. $\alpha$ and $\tau$ are set to 0.1 and 4, respectively.

All the results below are reported based on 3 runs.

D. Ablation Studies regarding Local, Linear Regions

The local, linear regions contain much more data points than those in the training dataset. In the training process, $L^2$RKD randomly draws samples from these local regions for knowledge transfer. Thus, we first conduct an ablation study regarding the number of the drawn points used for distillation. We use $r$ to denote the ratio of the number of training samples to the number of samples drawn from the local regions. Specifically, we adopt two pairs of teacher and student networks on CIFAR-100, i.e., teacher WRN-40-2 and student WRN-40-1, and teacher ResNet32x4 and student ResNet8x4. We choose the ratio $r \in \{0.2, 0.5, 1, 2\}$.

Figure 6 presents the performances of $L^2$RKD with different $r$ values on CIFAR-100. We observed that the performance of $L^2$RKD is positively related to the value of $r$ when $r$ is less than a threshold. It means that drawing more samples from the local, linear regions is beneficial to the student performance when the number of the drawn points is less than a threshold. However, further increasing the number of the drawn points hurts the performance. The best performance for both teacher-student pairs is obtained at $r = 1$. Thus, we simply set $r$ to 1 in the following experiments. $r = 1$ means that we sample the same number of points from the local, linear regions as that of the training data points.

E. Comparison with State-of-the-art Approaches

We report the comparison results on four benchmark datasets with different network architectures.

1) Comparison Results on CIFAR-10: Table I summarizes the comparison results on CIFAR-10. We have the following observations. First, through distilling the knowledge in local regions, $L^2$RKD outperforms KD significantly and also beats the other state-of-the-art approaches substantially across different network architectures, which demonstrates the effectiveness of $L^2$RKD and indicates the importance of the knowledge in local, linear regions. Second, the approaches based on logits or the last several layers’ features (e.g., KD, Pkt, CRD, and $L^2$RKD) perform better than the approaches based on intermediate features (e.g., FitNet and AT). The reason can be that the output logits and the last several layers’ features of the teacher contain more high-level information compared to the features in the shallow layers. Third, when the teacher architecture and the student architecture are extremely different (e.g., VGG-13 and MobileNetV2), almost all the representation-based approaches (e.g., FitNet and AT) fail to transfer knowledge from the teacher to the student, even underperforming the vanilla student. This indicates that aligning the features of a teacher and a student with extremely different architectures hurts the student performance. In contrast, $L^2$RKD can still largely improve the student performance on these architecture-different pairs, which demonstrates the robustness of $L^2$RKD.

2) Comparison Results on CIFAR-100: We further evaluate $L^2$RKD on CIFAR-100. Table II reports the comparison results on CIFAR-100. It is observed that $L^2$RKD beats KD and the other approaches significantly. We also notice that on some teacher-student pairs such as teacher VGG-13 and student VGG-8, teacher WRN-40-2 and student WRN-16-2, and teacher WRN-40-2 and student WRN-40-1, $L^2$RKD even performs on a par with the teachers while the other approaches have an obvious performance gap to the teachers. This demonstrates the superiority and effectiveness of $L^2$RKD. On the other hand, we also notice that most of the existing
approaches fail to improve the student performance on the pair of teacher WRN-40-2 and student VGG-8. The reason is that this pair of teacher and student has extremely different architectures, which hinders knowledge transfer. However, L²RKD still improves the student performance substantially from 72.50 to 75.05, which demonstrates the robustness of L²RKD on teacher-student pairs on which the knowledge is difficult to transfer.

3) Comparison Results on Tiny ImageNet: We further report the the comparison results Tiny ImageNet. As shown in Table [III], L²RKD shows consistent improvements over all the other approaches and even makes student VGG-8 (62.31%) significantly outperform teacher VGG-13 (61.62%), which demonstrates the superiority of L²RKD.

4) Comparison Results on ImageNet: We further investigate the performance of L²RKD on large scale dataset ImageNet. Limited by computation resources, we only adopt one teacher-student pair on ImageNet. We follow [23] and use ResNet-34 and ResNet-18 as the teacher and the student, respectively. The comparison results are reported in Table [IV]. It is observed that L²RKD improves both top-1 and top-5 accuracies over KD and the other state-of-the-art approaches significantly, which demonstrates the applicability and usefulness of L²RKD on large scale datasets.

### F. Compatibility with State-of-the-art Approaches

Representation-based approaches can be combined with logit-based approaches to further improve their performances. Currently, state-of-the-art approaches are combined with KD to obtain further performance gain. In this part, we show that the state-of-the-art approaches combined with L²RKD are able to obtain more performance gain.

The compatibility performances are reported in Table [VI]. We observe that the existing approaches combined with L²RKD consistently outperform themselves combined with KD by a large margin on all the settings where the teachers and students share similar architectures (e.g., Resnet32×4 and student ResNet×8) or use different architectures (e.g., ResNet-50 and VGG-8). For example, with teacher Resnet32×4 and student ResNet8×4, FitNet+L²RKD achieves the test accuracy of 76.36% that is much higher than that of FitNet+KD i.e., 74.66%. This demonstrates that L²RKD is more compatible with the existing approaches than KD and is able to further improve their performances substantially.

### G. Performances under Few-shot Scenario

In many practical situations, it can happen that a powerful model is released, but only a few data samples are publicly accessible due to the privacy or confidentiality issues in various domains such as medical and industrial domains. It is essential for knowledge distillation approaches to work in these data-limited cases. We evaluate L²RKD in the few-shot scenario where knowledge is transferred from a powerful teacher to a student with limited training data available.

1) Comparison Results under Few-shot Scenario: Table [VI] presents the performances of different approaches under few-shot settings. We observe that L²RKD substantially outper-
forms KD and the other approaches in all the cases with 60%, 40%, 20%, and 10% training data available, which demonstrates the superiority of \(L^2\text{RKD}\) under few-shot settings. This also indicates the importance and usefulness of the knowledge in local, linear regions on data-limited situations. We also notice that the superiority of \(L^2\text{RKD}\) becomes more obvious when the data is sparser. For example, when 60% training data is available, the absolute accuracy improvement of \(L^2\text{RKD}\) over KD on teacher ResNet32×4 and student ResNet8×4 is 3.19% (i.e., 72.31% - 69.12%). However, when 10% training data is available, the absolute accuracy improvement is 6.61% (i.e., 54.56% - 47.95%). The improvement of \(L^2\text{RKD}\) is larger when the data becomes sparser. This reason is that when the data is highly sparse, the argument holds strongly that fitting sparse data points cannot enable the students to well capture the local shape of the teacher. \(L^2\text{RKD}\) addresses this issue by enforcing the student to mimic the behavior of the teacher in local regions, thus making the student better capture the local shape of the teacher and achieving a better performance.

2) Compatibility with Existing Approaches under Few-shot Scenario: We also evaluate the compatibility of \(L^2\text{RKD}\) with the existing approaches under few-shot Scenario. The compatibility performances are reported in Table VII. It is observed that these approaches achieve much better performances when combined with \(L^2\text{RKD}\) than when combined with KD, which

---

**TABLE V: Compatibility performances on CIFAR-100**

| Teacher       | Student     | ResNet32×4 | VGG-13 | ResNet32×4 | VGG-8 | ResNet32×4 | VGG-8 | ResNet32×4 | ShuffleNetV2 | ResNet-110 | ResNet-20 | WRN-40-2 | WRN-16-2 |
|---------------|-------------|------------|--------|------------|-------|------------|-------|------------|--------------|-------------|-----------|----------|----------|----------|
| Teacher       | ResNet8×4   | VGG-8      | ResNet32×4 | VGG-8 | ResNet32×4 | VGG-8 | ResNet32×4 | VGG-8 | ResNet32×4 | ShuffleNetV2 | ResNet-110 | ResNet-20 | WRN-40-2 | WRN-16-2 |
| Vanilla Student | 72.50       | 70.36      | 71.82   | 69.06      | 72.50 | 70.36      | 71.82 | 69.06      | 72.50 | 70.36 | 71.82 | 69.06 |

---

**TABLE VI: Comparison results under few-shot settings on CIFAR-100**

| Teacher       | Student     | ResNet32×4 | VGG-13 | ResNet32×4 | VGG-8 | ResNet32×4 | VGG-8 | ResNet32×4 | VGG-8 | ResNet32×4 | VGG-8 | ResNet32×4 | VGG-8 |
|---------------|-------------|------------|--------|------------|-------|------------|-------|------------|-------|------------|-------|------------|-------|
| Teacher       | ResNet8×4   | VGG-8      | ResNet32×4 | VGG-8 | ResNet32×4 | VGG-8 | ResNet32×4 | VGG-8 | ResNet32×4 | VGG-8 | ResNet32×4 | VGG-8 |
| Vanilla Student | 79.42       | 74.64      | 79.42   | 74.31      | 79.42 | 74.31      | 79.42 | 74.31      | 79.42 | 74.31 | 79.42 | 74.31 |

| KD            | 69.31       | 66.60      | 66.97   | 62.06      | 60.18 | 53.57      | 51.46 | 39.89      | 46.70 | 47.16 | 46.70 | 47.16 |
| L²RKD         | 72.31       | 71.62      | 69.55   | 69.31      | 58.23 | 59.14      | 47.95 | 49.00      | 54.56 | 54.85 | 54.56 | 54.85 |

forms KD and the other approaches in all the cases with 60%, 40%, 20%, and 10% training data available, which demonstrates the superiority of \(L^2\text{RKD}\) under few-shot settings. This also indicates the importance and usefulness of the knowledge in local, linear regions on data-limited situations. We also notice that the superiority of \(L^2\text{RKD}\) becomes more obvious when the data is sparser. For example, when 60% training data is available, the absolute accuracy improvement of \(L^2\text{RKD}\) over KD on teacher ResNet32×4 and student ResNet8×4 is 3.19% (i.e., 72.31% - 69.12%). However, when 10% training data is available, the absolute accuracy improvement is 6.61% (i.e., 54.56% - 47.95%). The improvement of \(L^2\text{RKD}\) is larger when the data becomes sparser. This reason is that when the data is highly sparse, the argument holds strongly that fitting sparse data points cannot enable the students to well capture the local shape of the teacher. \(L^2\text{RKD}\) addresses this issue by enforcing the student to mimic the behavior of the teacher in local regions, thus making the student better capture the local shape of the teacher and achieving a better performance.

2) Compatibility with Existing Approaches under Few-shot Scenario: We also evaluate the compatibility of \(L^2\text{RKD}\) with the existing approaches under few-shot Scenario. The compatibility performances are reported in Table VII. It is observed that these approaches achieve much better performances when combined with \(L^2\text{RKD}\) than when combined with KD, which
TABLE VII: Compatibility performances under few-shot settings on CIFAR-100

| Teacher | 60% Training Data | 40% Training Data | 20% Training Data | 10% Training Data |
|---------|-------------------|-------------------|-------------------|-------------------|
| Student | ResNet32×4 | ResNet32×4 | ResNet32×4 | ResNet32×4 | ResNet32×4 | ResNet32×4 | ResNet32×4 | ResNet32×4 | ResNet32×4 | ResNet32×4 |
| ResNet8×4 | VGG-13 | VGG-13 | VGG-13 | VGG-13 | VGG-13 | VGG-13 | VGG-13 | VGG-13 | VGG-13 | VGG-13 |
| 40% KD | 72.09 | 69.21 | 69.64 | 65.94 | 63.36 | 58.41 | 54.72 | 46.30 |
| 48.58 | 47.94 | 49.94 | 45.62 | 60.26 | 59.48 | 60.26 | 59.48 | 60.26 | 59.48 | 60.26 |
| ResNet32 | 70.17 | 69.60 | 64.21 | 64.50 | 58.79 | 50.56 |
| 61.74 | 62.69 | 63.57 | 54.72 | 50.56 | 54.72 | 50.56 | 54.72 | 50.56 | 54.72 | 50.56 |
| 69.81 | 69.51 | 66.87 | 66.87 | 66.87 | 66.87 | 66.87 | 66.87 | 66.87 | 66.87 | 66.87 |
| 67.92 | 66.87 | 66.87 | 66.87 | 66.87 | 66.87 | 66.87 | 66.87 | 66.87 | 66.87 | 66.87 |
| 53.29 | 53.87 | 53.87 | 53.87 | 53.87 | 53.87 | 53.87 | 53.87 | 53.87 | 53.87 | 53.87 |
| 52.95 | 53.82 | 53.82 | 53.82 | 53.82 | 53.82 | 53.82 | 53.82 | 53.82 | 53.82 | 53.82 |
| 63.36 | 58.41 | 63.36 | 58.41 | 63.36 | 58.41 | 63.36 | 58.41 | 63.36 | 58.41 | 63.36 |
| 69.33 | 69.65 | 69.65 | 69.65 | 69.65 | 69.65 | 69.65 | 69.65 | 69.65 | 69.65 | 69.65 |
| 64.21 | 64.50 | 64.50 | 64.50 | 64.50 | 64.50 | 64.50 | 64.50 | 64.50 | 64.50 | 64.50 |
| 58.83 | 58.22 | 58.22 | 58.22 | 58.22 | 58.22 | 58.22 | 58.22 | 58.22 | 58.22 | 58.22 |
| 55.05 | 52.49 | 52.49 | 52.49 | 52.49 | 52.49 | 52.49 | 52.49 | 52.49 | 52.49 | 52.49 |
| 70.17 | 69.60 | 69.60 | 69.60 | 69.60 | 69.60 | 69.60 | 69.60 | 69.60 | 69.60 | 69.60 |
| 66.81 | 66.27 | 66.27 | 66.27 | 66.27 | 66.27 | 66.27 | 66.27 | 66.27 | 66.27 | 66.27 |
| 58.54 | 58.95 | 58.95 | 58.95 | 58.95 | 58.95 | 58.95 | 58.95 | 58.95 | 58.95 | 58.95 |
| 48.78 | 47.88 | 47.88 | 47.88 | 47.88 | 47.88 | 47.88 | 47.88 | 47.88 | 47.88 | 47.88 |

TABLE VIII: S-T DIFs (shape differences) on CIFAR-100

| Teacher | 40% Training Data | 20% Training Data | 10% Training Data |
|---------|-------------------|-------------------|-------------------|
| Student | ResNet32×4 | ResNet32×4 | ResNet32×4 |
| ResNet8×4 | VGG-13 | VGG-13 | VGG-13 |
| KD 2.81 | 2.74 | 2.94 | 1.77 |
| L²RKD 1.59 | 2.11 | 2.21 | 1.25 |

TABLE IX: Comparison results of L²RKD with NoiseKD on CIFAR-100

| Teacher | VGG-13 | WRN-40-2 | WRN-40-1 | ResNet32×4 |
|---------|-------------------|-------------------|-------------------|-------------------|
| Student | VGG-8 | VGG-8 | VGG-8 | VGG-8 |
| KD | 72.98 | 73.54 | 73.33 |
| NoiseKD | 69.58 | 68.26 | 66.75 |
| NoiseKD+λ(0.01) | 72.67 | 72.20 | 71.76 |
| NoiseKD+λ(0.005) | 73.26 | 73.58 | 73.70 |
| NoiseKD+λ(0.0005) | 72.94 | 73.47 | 72.96 |
| L²RKD | 74.54 | 75.38 | 75.67 |

H. Shape Differences

In this part, we verify that the students trained with L²RKD better capture the local shapes of the teachers than those trained with KD. The local shape of a function can be represented by a set of pairs (x, y) where x is the input and y is the output of the function. To measure the shape difference, we report the average mean square student-teacher output logit differences (S-T DIFs) by using test data as inputs. We adopt four pairs of students and teachers on CIFAR-100 and report the shape differences in Table VIII. It is observed that S-T DIFs of L²RKD are consistently smaller than those of KD, which demonstrates that the student shapes of L²RKD are closer to the teacher shapes and indicates that the knowledge in locally linear regions is beneficial for the students to capture the local shapes of the teachers.

1. Comparison with Noise Region Distillation

L²RKD explores knowledge of a teacher by distilling on in local, linear regions. Injecting small, random noise to training data points can also form many local regions around each training data point. These local regions are determined by the type of the noise. Intuitively, distilling on these regions can also explore more knowledge in the teacher. We call this method NoiseKD. We compare L²RKD with NoiseKD. We inject the commonly used Gaussian noise to the training data points. We grid search the best hyperparameter for NoiseKD by using different levels of Gaussian noise, i.e., N(0, 0.1), N(0, 0.05), N(0, 0.01), and N(0, 0.005). Table IX reports the comparison results. It is observed that when the noise in NoiseKD is large (e.g., N(0, 0.1) and N(0, 0.05)), NoiseKD even underperforms KD, which indicates that large noise is harmful to knowledge distillation. When noise is relatively small (e.g., N(0, 0.01)), NoiseKD slightly improves the performances over KD, which indicates that small noise is useful for knowledge distillation. We also see that L²RKD consistently outperforms NoiseKD with different levels of noise, which demonstrates the superiority of L²RKD.
J. Comparison with Generative Network Distillation

As observed from the error bound $O(\sqrt{L/n})$ in Section III-B increasing the number of unlabeled samples for distillation can reduce the fitting error and thus improves the student perform. One natural idea is to use generative adversarial networks (GANs) \cite{goodfellow2014generative, arjovsky2017wasserstein, mirza2014conditional} to learn the data distribution and then use the generator in GANs to generate fake unlabeled data samples for distillation. We denote this method by GAN-KD. However, there are two issues in GAN-KD: first, training GANs is computationally expensive especially for large datasets (e.g., ImageNet) while $L^2$RKD uses freely obtained in-distribution and out-of-distribution points in local, linear regions; second, the diversity and quality of the generated fake data from GANs are highly limited by training data samples. In other words, GANs cannot accurately learn the real data distribution from training data points is as the same as that of using a DNN to learn the conditional distribution $P(y|x)$ from training data points and their ground truth.

We compare $L^2$RKD with GAN-KD. We first use a GAN to learn the data sample distribution of CIFAR-10 \cite{he2016deep} as GANs can easily converge on CIFAR-10. Note that infinite faker samples can be generated by the GAN, but their qualities and diversities are highly limited by the training data. Thus, we grid search the optimal ratio of the number of the training samples to the number of the generated faker samples for distillation. We find that GAN-KD achieves the best performance at ration 1. The comparison results are reported in Table X. It is observed that GAN-KD improves the performances over KD, but it underperforms $L^2$RKD substantially. This indicates that GANs can generate some useful fake samples for knowledge distillation and also verifies that the diversity and usefulness of these samples are highly constrained by the training data.

V. CONCLUSION AND FUTURE WORK

We observe that only distilling knowledge at sparse data points cannot enable a student to well capture the local shape of a teacher function. To address this issue, we have proposed $L^2$RKD which transfers the knowledge in local, linear regions from a teacher to a student. This is achieved by enforcing the student to fit the teacher in local, linear regions. To the end, the student can better capture the local shape of the teacher and thus obtains a better performance. We compare $L^2$RKD with more than 10 state-of-the-art approaches on four benchmark datasets with varieties of modern network architecture. Despite its simplicity, $L^2$RKD beats KD and the other state-of-the-art approaches substantially, shows superiority under few-shot settings, and is compatible with the existing approaches to further improve their performances significantly.

$L^2$RKD addresses knowledge distillation from a novel data perspective. The existing work has not sufficiently explored the knowledge in the teacher function. $L^2$RKD addresses this issue by distilling on local, linear regions. These local, linear regions are freely obtained by using linear algebra without training any additional generative models. The simple nature of $L^2$RKD is a beauty and of much practical value, i.e., easy to understand and implement yet effective. However, local, linear regions may not be the optimal solution to this problem. In the future, we will try to automatically learn the optimal region for exploring the knowledge in the teacher.

### APPENDIX

#### Derivation From (4) to (7)

We provide the details for the derivation from (4) to (7). (4) can be expanded as:

$$L_{KL}(f_S, f_T, x) = \tau^2 \sigma \left( \frac{f_T(x)}{\tau} \right) \log \sigma \left( \frac{f_T(x)}{\tau} \right) - \tau^2 \sigma \left( \frac{f_R(x)}{\tau} \right) \log \sigma \left( \frac{f_S(x)}{\tau} \right)$$

The first term in the right hand side of (16) is a constant. Then the gradient of $L_{KL}$ with respect to each logit of $f_S(x)$ is written as:

$$\frac{\partial L_{KL}}{\partial f_S(x)[i]} = \tau \left( \sigma \left( \frac{f_S(x)[i]}{\tau} \right) - \sigma \left( \frac{f_T(x)[i]}{\tau} \right) \right)$$

where $f_S(x)[i]$ is the ith logit in $f_S(x)$. (5) is equivalent to (7) with multiple logits. Expanding (17) leads to the following:

$$\frac{\partial L_{KL}}{\partial f_S(x)[i]} = \tau \left( \exp \left( \frac{f_S(x)[i]}{\tau} \right) \sum_j \exp \left( \frac{f_S(x)[j]}{\tau} \right) - \exp \left( \frac{f_T(x)[i]}{\tau} \right) \sum_j \exp \left( \frac{f_T(x)[j]}{\tau} \right) \right)$$

The Taylor Series for $\exp(x)$ is:

$$\exp(x) = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \ldots + \frac{x^n}{n!}$$

where $!$ is the factorial function.

When $\tau$ is large compared with the magnitude of the logits, (18) can be approximated as the following:

$$\frac{\partial L_{KL}}{\partial f_S(x)[i]} \approx \tau \left( \frac{1 + f_S(x)[i]}{K + \sum_j f_S(x)[j]} - \frac{1 + f_T(x)[i]}{K + \sum_j f_T(x)[j]} \right)$$

where $K$ is the total number of classes. (6) is equivalent to (20) with multiple logits. With the assumption that the logits of a DNN have mean zero, we can obtain:

$$\frac{\partial L_{KL}}{\partial f_S(x)[i]} \approx 1 \left( f_S(x) - f_T(x)[i] \right)$$

### Table X: Comparison results of $L^2$RKD with GAN-KD on CIFAR-10

| Teacher       | WRN-40-2 | VGG-13 |
|---------------|----------|--------|
| Student       | WRN-16-1 | MobileNetV2 |
| Teacher       | 94.80    | 94.01  |
| Vanilla Student | 91.32   | 89.19  |
| KD            | 91.77    | 89.21  |
| GAN-KD        | 92.23    | 89.25  |
| $L^2$RKD      | **93.11**| **90.52** |
Finally, we obtain (4) that is equivalent to (22) with multiple logits:

$$\frac{\partial L_{KL}}{\partial f_S(x)} \approx \frac{1}{K} (f_S(x) - f_T(x))$$

(22)

REFERENCES

[1] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification with deep convolutional neural networks,” in Advances in neural information processing systems, 2012, pp. 1097–1105.

[2] R. Girshick, “Fast r-cnn,” in Proceedings of the IEEE international conference on computer vision, 2015, pp. 1440–1448.

[3] X. Zhang, Y. Wei, Y. Yang, and T. S. Huang, “Sg-one: Similarity guidance network for one-shot semantic segmentation,” IEEE Transactions on Cybernetics, 2020.

[4] J. Andreas, M. Rohrbach, T. Darrell, and D. Klein, “Learning to compose neural networks for question answering,” arXiv preprint arXiv:1601.01705, 2016.

[5] I. V. Serban, A. García-Durán, C. Gulcehre, S. Ahn, S. Chandar, A. Courville, and Y. Bengio, “Generating factoid questions with recurrent neural networks: The 30m factoid question-answer corpus,” arXiv preprint arXiv:1603.06807, 2016.

[6] G. Hinton, O. Vinyals, and J. Dean, “Distilling the knowledge in a neural network,” arXiv preprint arXiv:1503.02531, 2015.

[7] R. Novak, Y. Bahri, D. A. Abolafia, J. Pennington, and J. Sohl-Dickstein, “Sensitivity and generalization in neural networks: an empirical study,” International Conference on Learning Representations, 2018.

[8] K. Kawaguchi, L. P. Kaelbling, and Y. Bengio, “Generalization in deep learning,” arXiv preprint arXiv:1710.05468, 2017.

[9] P. Y. Simard, Y. A. LeCun, J. S. Denker, and B. Victorri, “Transformation invariance in pattern recognition—tangent distance and tangent propagation,” in Neural networks: tricks of the trade. Springer, 1998, pp. 239–274.

[10] O. Chapelle, J. Weston, L. Bottou, and V. Vapnik, “Vicinal risk minimization,” in Advances in neural information processing systems, 2001, pp. 416–422.

[11] W. Park, D. Kim, Y. Lu, and M. Cho, “Relational knowledge distillation,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2019, pp. 3967–3976.

[12] H. Zhao, X. Sun, J. Dong, C. Chen, and Z. Dong, “Highlight every step: Knowledge distillation via collaborative teaching,” IEEE Transactions on Cybernetics, 2020.

[13] J. Butepage, M. J. Black, D. Kragic, and H. Kjellstrom, “Deep representation learning for human motion prediction and classification,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 6158–6166.

[14] S. Gidaris, P. Singh, and N. Komodakis, “Unsupervised representation learning by predicting image rotations,” International Conference on Learning Representations, 2018.

[15] C. Zhang, J. Cheng, and Q. Tian, “Multiview semantic representation for visual recognition,” IEEE transactions on cybernetics, 2018.

[16] A. Romero, N. Ballas, S. E. Kahou, A. Chassang, C. Gatta, and Y. Bengio, “Fitnets: Hints for thin deep nets,” in International Conference on Learning Representations, 2015.

[17] S. Zagoruyko and N. Komodakis, “Paying more attention to attention: A deep learning deep representations with probabilistic knowledge transfer,” in Proceedings of the European Conference on Computer Vision (ECCV), 2018, pp. 268–284.

[18] X. Wang, R. Zhang, Y. Sun, and J. Qi, “Kdgan: Knowledge distillation with generative adversarial networks,” in Advances in Neural Information Processing Systems, 2018, pp. 773–786.

[19] B. Heo, M. Lee, S. Yun, and J. Y. Choi, “Knowledge transfer via distillation of activation boundaries formed by hidden neurons,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 33, 2019, pp. 3779–3787.

[20] Y. Liu, J. Cao, B. Li, C. Yuan, W. Hu, Y. Li, and Y. Duan, “Knowledge distillation via instance relationship graph,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2019, pp. 7096–7104.

[21] Y. Tian, D. Krishnan, and P. Isola, “Contrastive representation distillation,” in International Conference on Learning Representations, 2020.

[22] S. Seo and F. Fleuret, “Knowledge transfer with Jacobian matching,” in Proceedings of the 35th International Conference on Machine Learning, ser. Proceedings of Machine Learning Research, J. Dy and A. Krause, Eds., vol. 80. Stockholmsmässan, Stockholm Sweden: PMLR, 10–15 Jul 2018, pp. 4723–4731.

[23] B. Heo, J. Kim, S. Yun, H. Park, N. Kwak, and J. Y. Choi, “A comprehensive overhaul of feature distillation,” in Proceedings of the IEEE International Conference on Computer Vision, 2019, pp. 1921–1930.

[24] G. Zhu, J. Wang, P. Wang, Y. Wu, and H. Lu, “Feature distilled tracking,” IEEE transactions on cybernetics, vol. 49, no. 2, pp. 440–452, 2017.

[25] J. H. Cho and B. Harirhan, “On the efficacy of knowledge distillation,” in Proceedings of the IEEE International Conference on Computer Vision, 2019, pp. 4794–4802.

[26] S. Ahn, S. X. Hu, A. Damianou, N. D. Lawrence, and Z. Dai, “Variational information distillation for knowledge transfer,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2019, pp. 9163–9171.

[27] Y. Zhang, X. Li, and Z. Zhang, “Efficient person search via expert-guided knowledge distillation,” IEEE Transactions on Cybernetics, 2019.

[28] A. Koratana, D. Kang, P. Bailis, and M. Zaharia, “Lit: Learned intermediate representation transfer for model compression,” in International Conference on Machine Learning, 2019, pp. 3509–3518.

[29] G. Xu, Z. Liu, X. Li, and C. C. Loy, “Knowledge distillation meets self-supervision,” in European Conference on Computer Vision (ECCV), 2020.

[30] G. Aguilar, Y. Ling, Y. Zhang, B. Yao, X. Fan, and E. Guo, “Knowledge distillation from internal representations,” arXiv preprint arXiv:1910.03723, 2019.

[31] Y. Zhang, T. Xiang, T. M. Hospedales, and H. Lu, “Deep mutual learning,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2018, pp. 4320–4328.

[32] D. Chen, J.-P. Mei, C. Wang, Y. Feng, and C. Chen, “Online knowledge distillation with diverse peers,” in Thirty-Forth AAAI Conference on Artificial Intelligence, 2020.

[33] R. Anil, G. Pereyra, A. Passos, R. Ormandi, G. E. Dahl, and G. E. Hinton, “Large scale distributed neural network training through online distillation,” arXiv preprint arXiv:1804.03235, 2018.

[34] I. Chung, S. Park, J. Kim, and N. Kwak, “Feature-map-level online adversarial knowledge distillation,” in Proceedings of International Conference on Machine Learning, 2020.

[35] X. Zhu, S. Gong et al., “Knowledge distillation by on-the-fly native ensemble,” in Advances in neural information processing systems, 2018, pp. 7517–7527.

[36] S. Kullback and R. A. Leibler, “On information and sufficiency,” The annals of mathematical statistics, vol. 22, no. 1, pp. 79–86, 1951.

[37] V. Vapnik, “Statistical learning theory, new york,” 1998.

[38] V. N. Vapnik, Statistical learning theory. J. Wiley, 1998.

[39] A. Krizhevsky and G. Hinton, “Learning multiple layers of features from tiny images,” Citeseer, Tech. Rep., 2009.

[40] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “Imagenet: A large-scale hierarchical image database,” in 2009 IEEE conference on computer vision and pattern recognition. Ieee, 2009, pp. 248–255.

[41] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V. Vanhoucke, and A. Rabinovich, “Going deeper with convolutions,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2015, pp. 1–9.

[42] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 770–778.

[43] S. Zagoruyko and N. Komodakis, “Wide residual networks,” in BMVC, 2016.

[44] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” in International Conference on Learning Representations, 2015.

[45] M. Sandler, A. Howard, M. Zhu, A. Zhmoginov, and L.-C. Chen, “Mobilenetv2: Inverted residuals and linear bottleneck,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2018, pp. 4510–4520.
[49] N. Ma, X. Zhang, H.-T. Zheng, and J. Sun, “Shufflenet v2: Practical guidelines for efficient cnn architecture design,” in Proceedings of the European Conference on Computer Vision (ECCV), 2018, pp. 116–131.

[50] F. Tung and G. Mori, “Similarity-preserving knowledge distillation,” in Proceedings of the IEEE International Conference on Computer Vision, 2019, pp. 1365–1374.

[51] J. Kim, S. Park, and N. Kwak, “Paraphrasing complex network: Network compression via factor transfer,” in Advances in Neural Information Processing Systems, 2018, pp. 2760–2769.

[52] B. Peng, X. Jin, J. Liu, D. Li, Y. Wu, Y. Liu, S. Zhou, and Z. Zhang, “Correlation congruence for knowledge distillation,” in Proceedings of the IEEE International Conference on Computer Vision, 2019, pp. 5007–5016.

[53] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial nets,” in Advances in neural information processing systems, 2014, pp. 2672–2680.

[54] M. Arjovsky, S. Chintala, and L. Bottou, “Wasserstein gan,” arXiv preprint arXiv:1701.07875, 2017.

[55] R. Liu, N. Fusi, and L. Mackey, “Teacher-student compression with generative adversarial networks,” arXiv preprint arXiv:1812.02271, 2018.