Vessel Classifying and Trajectory Based on Automatic Identification System Data
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Abstract. Nowadays, the development of the Automatic Identification System (AIS) device has continuously increased. It was initially used to send information on the whereabouts of ships to avoid collisions, but with stored data, it is used for monitoring waters. Therefore, this study was carried out using AIS data to classify ships in Indonesian waters. Based on features such as length, width, and weight, it classified them into 9 types of vessels. The data mining process was used to characterize each type with the ensemble method. Furthermore, data processing was carried out to determine the ship's trajectory pattern. In this study, 80% of training data was used while the rest were testing data. The results showed that an accuracy value of 99.8% was obtained with a Root Mean Square Error (RMSE) value of 0.12.
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1. Introduction

The Automatic Identification System (AIS) is an electronic device that navigates for marine transportation. Furthermore, this device is used to detect the location of a sailing ship and for exchanging data electronically such as the identification of ship position, activity (or state), and speed, with other nearby ships and Vessel Traffic Service (VTS) stations [1]. The data obtained from the AIS are useful for maritime purposes, such as the traffic patterns analysis in the waters, which helps to understand the characteristics of navigation. Visually, AIS technology is very helpful in real-time ship surveillance [2]. Also, the system contains information pertaining to kinematic data namely, ship speed, position, heading, rate of turn, and ship destination as well as the static data such as the name, Identity (ID), size, and type of ship [3]. In addition, the AIS could transmit and receive information in the form of statistical, ship dynamic, and ship route [4]. Depending on the type of ship, this information is sent every 2 to 10 seconds and the carrier is anchored every 3 minutes [5].

Based on the development in the AIS’s data, ideas are created in several studies to carry out a surveillance in wide waters, both for the ship's safety and security. As a result, the receiving station will have access to the data which is useful for ship's safety by considering the risk of collision [6]. However, the model uses different variables, namely length, area, speed, path differences, and other factors [7]. The anomaly in detection with a rule-based approach could result to forming policies in the maritime sector, for example, the maximum speed limit allowed at ports [8]. Also, several studies for utilizing the AIS data are often used in the realm of ship trajectory. Furthermore, tracking fishing vessels is necessary to monitor their activities for safety purpose. Particularly in Europe, vessels that are 15m in length need to be equipped with an AIS because it has a significant impact on the spatial distribution of fishing in waters [9]. Trajectory problems does not only occur in marine transportation, but
also in all moving objects, such as the movement of human or vehicles. Consequently, all movements could be observed from the digital footprint left by a system which is then collected by a network infrastructure [10].

When an AIS transmits data continuously, large amount of data (which is heterogeneous) would be accumulated. As a result, there would be difficulties in carrying out the monitoring process manually. Along with technological developments, there is need to find interesting information patterns using certain techniques such as data mining. This process looks for trends in computer science because it is useful in all areas of study. More so, data mining is the essence of Knowledge Discovery in Databases (KDD), which is essentially the process of discovering new patterns from very large data [11]. Consequently, this study presents a data mining method for classification based on the type of ship sailing in Java Sea waters by utilizing machine learning technology.

2. Data

The AIS data used in this study is the ship dynamic, sourced from NASDEC and marinetraffic.com (website), which was obtained between October 2018 to July 2019. Furthermore, the study location was the Java Sea with a latitude of -9.395191-1.043314 and a longitude of 107.362342-117.931183. The AIS information computed is in the form of static, dynamic, and destination. More so, the dynamic information are in the form of speed, heading, position, etc. while the static contains the ship's dimension and identity [4]. The details are presented in the Figure 1.

![Figure 1. The AIS Information Data](image1)

Also, most of the data sources were obtained from the marinetraffic website with visualization as presented in Figure 2.

![Figure 2. Visualization of marinetraffic](image2)
Based on this visualization, data crawling is carried out and the results are stored in a database as a raw form, therefore it needs to be pre-processed. The sampling of the information received by AIS is shown in the Figure 3 below. Therefore, the pre-processing was carried out to filter the features used in the classification. According to the purpose of this study, classification was done using the trajectory pattern based on the type of ship, and the features used are the 'DWT', 'WIDTH' and 'LENGTH'.

3. Method
This section discuss about data pre-processing and also data processing used.

3.1 Pre-processing
The data obtained in this study are raw, as a result, pre-processing was carried out and was presented in the figure 4 below.
However, this data obtained contains a lot of features, therefore selection was carried out to choose the ones needed in the classification. Also, data cleaning was done using the mean method, whose calculation is the most common way to measure the centre of set in an attribute. The mean can be calculated using the following formula:

$$\bar{x} = \frac{\sum_{i=1}^{N} x_i}{N}$$  \hspace{1cm} (1)

Where $x_i$ is the i-data in dataset X and N is the amount of data. The different ranges of data attribute needs to be normalized to prevent the malfunction of the ones with smaller values. Consequently, data transformation to equalize the range of values through normalization is needed [12]. More so, the normalization used in this study was the min-max (expressed in the formula below) and was carried out in a small range of values, namely [0,1] or [-1,1], therefore the attributes have the same weight.

$$\text{normalized } |x| = \frac{\text{minRange} + (x - \text{minValue})(\text{maxRange} - \text{minRange})}{\text{maxValue} - \text{minValue}}$$  \hspace{1cm} (2)

Where $x$ is the normalization result for the range of data set [min value, max value].

### 3.2 Data Training and Data Testing

The Extreme Gradient Boosting (Xgboost) model was used in this study, which separates the data into training and testing. The data training is done on algorithms, while the testing was used to determine the performance of the previously trained algorithms, and the result is known as a model. Consequently, separating the data into training and testing was intended, because the model obtained has good generalizability in classification. In this study, 80% and 20% was used for training and testing respectively, using the `train_test_split()` function in the `scikit-learn` library.

![Figure 5. Processing](image-url)
3.3. Extreme Gradient Boosting

The Xgboost (an extension of gradient boosting) is a powerful machine learning technique, that showed considerable success rates in several applications. More so, the main idea for increasing this gradient was because it is an ensemble method, where the learning procedure could sequentially adapt to a new model to give a more accurate prediction (Natekin and Knoll, 2013). In addition, boosting is a collection of trees (stamps) made sequentially, in which the error rate in the first one will affect the next (stamp). Therefore, this process was carried out by using the residue gotten from the prediction of the previous models as the response variable for the next one. However, at each iteration, the model was obtained by minimizing a certain loss function as needed. For example, in regression modelling, the function is the sum of squares of the error, whereas in the classification, the logarithmic loss function was generally used. Final predictions are therefore generated from combining the predicted models obtained across all iterations [14]. The principle of the Extreme Gradient Boosting algorithm could be written as the following equation:

\[
y_i = \sum w_i \cdot x_i \\
\quad f_i(x) = w_i(x), w_i \in R^t, q: R^t \rightarrow [0, 1, \ldots, T] \\
y = \sum f_i(x). f_i \in F
\]

Where \(w\) is the weight value of the sample, \(x\) is a sample of relationships from a leaf node. \(F(x)\) is a regression tree and \(W(x)\) is the q value at the leaf node and \(y\) is the decision tree of the system which is the total value of the predictions.

3.4. Model Evaluation and Validation

In general, the measurement model refers to the criteria for accuracy, reliability, and usability. Meanwhile, the evaluation is done by calculating the Root Mean Square Error (RMSE). Also, the analysis of the prediction result was carried out after validation. The classification process was described as successful when the results are highly accurate and the predictive are close to the actual value measured by the RMSE as expressed in the equation (4).

\[
RMSE = \sqrt{\frac{\sum (y' - y)^2}{n}}
\]

where:
- \(x\) = actual data
- \(x'\) = predicted data
- \(n\) = amount of data

4. Experiment Results

This section explains the result of the experiment carried out. Also, the data obtained in this study are raw, which contain noise due to the AIS that is sometimes unstable during transmission. The data received by AIS consists of static and dynamic information. Therefore, to avoid a long processing time by a computer program, data selection was carried out by choosing the features to be used in the classification. Table 1 shows the attributes in the AIS raw data.
Table 1. The attributes in the AIS raw data.

| SHIPNAME     | SHIP_ID   | TYPE_ NAME | LON  | ELAPSED | COURSE | LAT    | WIDTH | DWT   | DESTINATION | LENGTH | DATETIME       |
|--------------|-----------|------------|------|---------|--------|--------|-------|-------|--------------|--------|----------------|
| GAGAK RIMANG | 990186    | Special Category | 112.217 | 563     | 23     | -6.710427 | 58    | 301824 |              | 327    | 10/10/2018 14:27 |
| STAR VALIANT | 685918    | Tanker     | 106.6719 | 985     | 87     | -5.267302 | 42    | 107200 | BALINGAN     | 246    | 10/10/2018 14:27 |
| ERAWAN 99    | 3802535   | Tanker     | 108.4205 | 525     | 277    | -6.2453   | 42    | 105715 | BALIKPAN     | 241    | 10/10/2018 14:27 |
| DEFIANCE     | 753200    | Tanker     | 107.4444 | 336     | 103    | -7.698133 | 42    | 105538 | CILACAP       | 239    | 10/10/2018 14:27 |
| CAKRA PATRIOT| 211300    | Tanker     | 112.148  | 838     | 273    | -5.622933 | 42    | 105278 |              | 243    | 10/10/2018 14:27 |
| PILOT BOAT EGA 01 | 5785244 | Special Category | 109.1994 | 293     | 9      | 0.057348  | 4     | NaN    | CLASS B      | 14     | 12/31/2018 21:00 |

The features are selection grouped into 4, namely ship type, WIDTH, DWT, and LENGTH. The data obtained was 79,599 in the period of October - December 2018. Meanwhile, the normalization result expressed in standard deviation is shown in Table 2 and Table 3.

Table 2. Normalization results

| SHIPTYPE | WIDTH   | DWT   | LENGTH |
|----------|---------|-------|--------|
| count    | 76225   | 76225 | 76225  |
| mean     | 6.269177| 21.2595| 24789.58561| 120.01224|
| std      | 1.887615| 10.6187| 45990.85003| 67.095835|
| min      | 0       | 2     | 7      |
| max      | 9       | 70    | 308491 |

Table 3. Normalization results - continued

| SHIPTYPE | WIDTH   | DWT   | LENGTH |
|----------|---------|-------|--------|
| 25%      | 6       | 14    | 3288   | 68     |
| 50%      | 7       | 20    | 8500   | 108    |
| 75%      | 7       | 27    | 24789.58561| 166    |
| max      | 9       | 70    | 308491 |

Also, the sampling of the trajectory was based on the ship's name, (ARMADA KP1 and FAJAR BAHARI V) as displayed in the Figure 6. Furthermore, time-series was used to obtain the ship trajectory's data by selecting the latitude and longitude, features, and the speed.

Figure 6. The sample of the trajectory
To determine the strength of the relationship among the features, a correlation with a value between -1 and 1 was used. In addition, the value could be calculated when the length and dimension of the features used are the same as shown in the figure 7. Also, scale changes does not affect the value of correlation.

In this study, several features was selected, namely ship type, width, DWT, and length to classify the types and predictions from the model obtained. The technique used in classification and prediction model is the Extreme Gradient Boosting. Furthermore, the boosting was originally developed for classification problems and also strengthened by regression. There are 3 elements included in the gradient boost, namely:

1. Optimized the loss function.
2. Less learning for predictions.
3. Adding a model to reduce the loss function.

In the xgboost algorithm, the number of trees in the model was determined by the n_estimators. Furthermore, the data training was divided into subsets (each generating one tree to form a model of n_estimators) in the dataset according to the predetermined number (100). Meanwhile, the Extreme Gradient Boosting pseudocode is shown below.

This study used a type of tree booster (gbtree) because the success rate in the xgboost method depends on the parameters used, either general or additional. The default parameters used are min_child_weight = 1, max_depth = 6, and gamma = 0. According to the processing classification of data using xgboost, the level of accuracy obtained was 99.8%. Therefore, it indicates that this method is better than others. Table 4 is the result of precision, recall, and score f-1 from the classification that has been done.
Table 4. Results of Classification Precision

| Precision | Recall | f1-score | Support |
|-----------|--------|----------|---------|
| 0.0       | 1.00   | 0.98     | 0.99    |
| 2.0       | 1.00   | 0.91     | 0.95    |
| 3.0       | 1.00   | 1.00     | 3,447.00|
| 4.0       | 0.94   | 1.00     | 0.97    |
| 6.0       | 1.00   | 0.99     | 1.00    |
| 7.0       | 1.00   | 1.00     | 7,013.00|
| 8.0       | 1.00   | 1.00     | 3,820.00|
| 9.0       | 1.00   | 1.00     | 12.00   |

**accuracy** 1.00 15,245.00
**macro avg** 0.99 0.99 0.99 15,245.00
**weighted avg** 1.00 1.00 1.00 15,245.00

In the next process of making prediction, 15,217 data were declared valid while 28 were invalid as shown in the table 5. As a result, the accuracy value was obtained at 99.82%.

Table 5. Inaccurate Prediction Results

| SHIPTYPE_NAME | SHIPTYPE_NAME_PREDICTION | MATCH | WIDTH | DWT  | LENGTH |
|---------------|--------------------------|-------|-------|------|--------|
| 489           | 8                        | 7     | FALSE | 0.205882 | 0.023509 | 0.331787 |
| 2354          | 2                        | 8     | FALSE | 0.088235 | 0.080337 | 0.097448 |
| 2449          | 3                        | 6     | FALSE | 0.029412 | 0.080337 | 0.030162 |
| 2483          | 6                        | 7     | FALSE | 0.088235 | 0.080337 | 0.083527 |
| 3168          | 6                        | 3     | FALSE | 0.147059 | 0.080337 | 0.12297 |
| 3668          | 7                        | 4     | FALSE | 0.161765 | 0.080337 | 0.222738 |
| ...           | ...                      | ...   | ...   | ...    | ...    | ...    |
| 14896         | 6                        | 7     | FALSE | 0.088235 | 0.080337 | 0.083527 |

The performance appraisal of the prediction results using RMSE (the average value of the squares of the error) was obtained at 0.12. However, this signifying that the variation produced by a prediction model is close to the true value. The result of the xgboost method decision tree, using the default parameters in the tools for processing is shown in the figure 8.

Figure 8. The results of the xgboost method model with parameter selection.
5. Conclusion

According to the results, it was concluded that the data with high volume, large amount, and heterogenous attributes were easier when modeling is done using data mining with a data-driven concept. Also, the classification of ship types carried out by the Extreme Gradient Boosting method resulted in a high accuracy value of 99.8% with a root mean square of 0.12.
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