AN INTRINSIC VOLUME METRIC FOR THE CLASS OF CONVEX BODIES IN $\mathbb{R}^n$

FLORIAN BESAU AND STEVEN HOEHNER

Abstract. A new intrinsic volume metric is introduced for the class of convex bodies in $\mathbb{R}^n$. As an application, an inequality is proved for the asymptotic best approximation of the Euclidean unit ball by arbitrarily positioned polytopes with a restricted number of vertices under this metric. This result improves the best known estimate, and shows that dropping the restriction that the polytope is contained in the ball or vice versa improves the estimate by at least a factor of dimension. The same phenomenon has already been observed in the special cases of volume, surface area and mean width approximation of the ball.

1. Introduction and main results

The intrinsic volumes $V_0(K), V_1(K), \ldots, V_n(K)$ of a convex body $K$ in $\mathbb{R}^n$ are defined as the coefficients in Steiner’s formula for the volume of the outer parallel body

$$
\text{Vol}_n(K + \varepsilon B_n) = \sum_{j=0}^{n} \varepsilon^{n-j} \text{Vol}_{n-j}(B_{n-j}) V_j(K) \quad \forall \varepsilon \geq 0,
$$

where $B_m$ denotes the $m$-dimensional Euclidean unit ball centered at the origin $o$ and $K + \varepsilon B_n = \{x + \varepsilon y : x \in K, y \in B_n\}$. Kubota’s integral formula provides an explicit representation of the intrinsic volumes in terms of the volumes of projections of the body, namely, for $j \in [n] = \{1, \ldots, n\}$,

$$
V_j(K) = \left[ \begin{array}{c} n \\ j \end{array} \right] \int_{\text{Gr}(n,j)} \text{Vol}_j(K|H) d\nu_j(H),
$$

where $\text{Gr}(n, j)$ is the Grassmannian of all $j$-dimensional subspaces of $\mathbb{R}^n$, $\nu_j$ is the (uniquely determined) Haar probability measure on $\text{Gr}(n,j)$, $K|H$ denotes the orthogonal projection of $K$ into the subspace $H \in \text{Gr}(n,j)$, and $\left[ \begin{array}{c} n \\ j \end{array} \right]$ is the flag coefficient defined by Klain and Rota in [19, p. 63], and appearing in (9) below. A celebrated result from integral geometry, Hadwiger’s Characterization Theorem [14], states that the intrinsic volumes span the space of all continuous rigid motion invariant valuations on the convex bodies in $\mathbb{R}^n$. They are normalized so that if $L$ is a $j$-dimensional convex body, then $V_j(L)$ is the $j$-dimensional Lebesgue measure of $L$. In particular, $V_n(K) = \text{Vol}_n(K)$ is the $n$-dimensional volume of $K$, $V_{n-1}(K)$ is half the surface area of $K$, $V_1(K)$ is a constant multiple of the mean width of $K$. 
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and $V_0(K) = 1$ is the Euler characteristic. For more background on intrinsic volumes and valuations, we refer the reader to Chapters 4 and 6 in the book [28] by Schneider.

A fundamental question is to compare the intrinsic volumes of a pair of convex bodies, and for this purpose, several notions of intrinsic volume “distance” have been introduced and studied in the literature. For convex bodies $K$ and $L$ in $\mathbb{R}^n$ and $j \in [n]$, Florian [7] defined (a constant multiple of) the following intrinsic volume “distance”,

$$
\rho_j(K, L) := 2V_j([K, L]) - V_j(K) - V_j(L)
$$

where $[K, L]$ denotes the convex hull of $K \cup L$. It was shown in [7] that $\rho_j$ is a metric for $j = 1$ but is not a metric for $j \in \{2, \ldots, n\}$; we thus call $\rho_1$ the mean width metric. Later, the $j$th intrinsic volume deviation $\Delta_j$ was defined in [3] by

$$
(3) \quad \Delta_j(K, L) := V_j(K) + V_j(L) - 2V_j(K \cap L)
$$

and was used to study the asymptotic best and random approximations of convex bodies by polytopes. In particular, $\Delta_n$ is the symmetric difference metric and $\Delta_{n-1}$ is half of the surface area deviation (see [10, 31]). It was shown in [3, Lem. 24] that $\Delta_j$ does not satisfy the triangle inequality if $j \in [n-1]$; hence it is a metric only for $j = n$.

For each $j \in [n]$, the functionals $\rho_j$ and $\Delta_j$ are positive definite in the sense that if $K$ and $L$ are convex compact sets with $\dim(K) \geq j$ and $\dim(L) \geq j$, then $\rho_j(K, L) = 0$ implies $K = L$ and $\Delta_j(K, L) = 0$ implies $K = L$. Therefore, $\rho_j$ and $\Delta_j$ may be considered as measures of deviation between convex bodies, and they have appeared in the literature before in this context (see, for example, [3]). To our knowledge, a definition has not yet been put forth for an intrinsic volume metric which satisfies the triangle inequality for every $j \in [n]$. In view of the Kubota formula, we make the following

**Definition 1.1.** For convex bodies $K$ and $L$ in $\mathbb{R}^n$ and $j \in [n]$, we define the $j$th intrinsic volume metric $\delta_j$ by

$$
(4) \quad \delta_j(K, L) := \left[ \begin{array}{c} n \\ j \end{array} \right] \int_{\text{Gr}(n,j)} \text{Vol}_j(\{(K|H)\triangle(L|H)\}) \; d\nu_j(H),
$$

where $\left[ \begin{array}{c} n \\ j \end{array} \right]$ is the flag coefficient defined in (9) and $\triangle$ denotes the symmetric difference of sets.

This quantity may be thought of as the mean distance of the shadows of $K$ and $L$, averaged over all $j$-dimensional subspaces. Note that $\delta_j(K, L) = \left[ \begin{array}{c} n \\ j \end{array} \right] \int_{\text{Gr}(n,j)} \Delta_j(K|H, L|H) \; d\nu_j(H)$, where $\Delta_j$ is the symmetric difference metric in the $j$-dimensional subspace $H$; in particular, $\delta_n(K, L) = \text{Vol}_n(K \triangle L)$. In Theorem 2.1, we show that $\delta_j$ is a (pseudo-)metric on $\mathcal{K}^n$ for all $j \in [n]$.

In the special case $K \subset L$, all three notions of distance reduce to the $j$th intrinsic volume difference of $K$ and $L$,

$$
\delta_j(K, L) = \rho_j(K, L) = \Delta_j(K, L) = V_j(L) - V_j(K),
$$

which has been studied in the best and random approximations of convex bodies by polytopes; see, for example, [1, 2, 3, 4, 5, 9, 26] and the references therein. In the special case of the
Euclidean ball, precise estimates for the asymptotic best approximation by inscribed polytopes with \( N \) vertices (or circumscribed polytopes with \( N \) facets) were given in [3, Thm. 1, i]). There it was shown that for any \( j \in [n] \) there exist positive absolute constants \( c_1, c_2 \) such that for all sufficiently large \( N \), there exists a polytope \( P_{n,j,N} \subset B_n \) with at most \( N \) vertices (respectively, \( P_{n,j,N} \supset B_n \) with at most \( N \) facets) which satisfies

\[
(5) \quad c_1 j V_j(B_n) N^{-\frac{2}{n-1}} \leq \Delta_j(B_n, P_{n,j,N}) \leq c_2 j V_j(B_n) N^{-\frac{2}{n-1}}.
\]

Furthermore, it was shown in [3, Rmk. 2] that \( c_1 \sim c_2 = \frac{1}{2} + O\left(\frac{\ln n}{n}\right) \) as \( n \to \infty \).

One may also drop the containment restriction and consider approximation by arbitrarily positioned polytopes. This yields an estimate which is at least as good as the best inscribed (or circumscribed) approximation, and it is interesting to ask by how much. Specifically, it was shown in [3, Thm. 1 iii)] that there exists a positive absolute constant \( C \) such that for all sufficiently large \( N \), there exists an arbitrarily positioned polytope \( Q_{n,j,N} \) with at most \( N \) vertices such that

\[
(6) \quad \Delta_j(B_n, Q_{n,j,N}) \leq C \min\left\{ 1, \frac{j \ln n}{n} \right\} V_j(B_n) N^{-\frac{2}{n-1}}.
\]

Comparing (5) and (6), we see that in the special cases of the symmetric difference metric \( (j = n) \) and surface area deviation \( (j = n-1) \), dropping the restriction that the ball contains the polytope (or vice versa) improves the estimate by at least a factor of dimension (see [3, 11, 12, 17, 20, 22] and Remark 1.4 below). The same phenomenon has also been observed for the mean width metric \( \rho_1 \) [3, 9, 15, 20, 21, 22].

By definition of the orthogonal projection, for any convex bodies \( K \) and \( L \) with \( K \cap L \neq \emptyset \) and any \( H \in \text{Gr}(n, j) \), it holds that \((K \cup L)|H = (K|H) \cup (L|H)\) and \((K \cap L)|H \subset (K|H) \cap (L|H)\). Hence, \( \delta_j \leq \Delta_j \). From this inequality and the preceding discussion, it is natural to ask:

**How much can we improve the upper bound (6) for the approximation if we measure the distance by \( \delta_j \) instead of \( \Delta_j \)?**

We give an answer in our main result.

**Theorem 1.1.** There exists an absolute constant \( C \) such that for every \( n \in \mathbb{N} \) with \( n \geq 2 \) and every \( j \in [n] \), there exists an integer \( N_{n,j} \) such that for all \( N \geq N_{n,j} \), there exists a polytope \( Q_{n,j,N}^* \) with at most \( N \) vertices which satisfies

\[
(7) \quad \delta_j(B_n, Q_{n,j,N}^*) \leq C \frac{j}{n} V_j(B_n) N^{-\frac{2}{n-1}}.
\]

**Remark 1.2.** More specifically, under the hypotheses of Theorem 1.1, the following estimate for the constant \( C \) is achieved:

\[
(8) \quad C = 2 + O\left(\frac{\ln n}{n}\right) \quad \text{as } n \to \infty.
\]

**Remark 1.3.** Let \( n, N \in \mathbb{N} \) with \( n \geq 2 \) and \( N \geq n + 1 \). It follows from a compactness argument and the continuity of \( \delta_j \) with respect to the Hausdorff metric, see Theorem 2.1 ii),
that for each $j \in [n]$, there exists a best-approximating polytope $Q_{n,j,N}^{\text{best}}$ such that

$$\delta_j(Q_{n,j,N}^{\text{best}}, B_n) = \min \{ \delta_j(Q_{n,N}, B_n) : Q_{n,N} \text{ is a polytope in } \mathbb{R}^n \text{ with at most } N \text{ vertices} \}.$$ 

As a minimizer, a best-approximating polytope also satisfies the bound in Theorem 1.1.

**Remark 1.4.** Let $j \in [n]$. If $j \leq \frac{n}{\ln n}$, then Theorem 1.1 improves the bound in (6) by a factor of $\ln n$, and if $j > \frac{n}{\ln n}$, then Theorem 1.1 improves the bound in (6) by a factor of $\frac{n}{j}$.

Comparing Theorem 1.1 and (5), we see that dropping the restriction that the polytope is contained in the ball (or vice versa) improves the estimate by a factor of dimension. The same phenomenon has already been observed for the symmetric difference metric [12, 13, 20, 21, 22], surface area deviation [3, 11, 17, 20] and mean width metric [9, 13, 15, 20, 21, 22].

1.1. **Background and notation.** In what follows, let $\dim(K)$ denote the dimension of the affine hull of a convex compact set $K$ in $\mathbb{R}^n$. For $n \in \mathbb{N}$ and $j \in [n]$, we set $K_n^j := \{ K \in K^n : \dim(K) \geq j \} = \{ K \in K^n : V_j(K) > 0 \}$. In particular, $K_n^0 \subset K_n^1 \subset \cdots \subset K_0^n = K^n$.

The volume $\text{Vol}_n(B_n)$ and surface area $\omega_n$ of the $n$-dimensional unit ball $B_n$ are given by the formulas

$$\text{Vol}_n(B_n) = \frac{\pi^{n/2}}{\Gamma(1 + n/2)} \quad \text{and} \quad \omega_n = n \text{Vol}_n(B_n) = \frac{2\pi^{n/2}}{\Gamma(n/2)},$$

where $\Gamma$ is the gamma function. For $j \in [n]$, the flag coefficient $\left[ \begin{array}{c} n \\ j \end{array} \right]$ is defined by

$$\left[ \begin{array}{c} n \\ j \end{array} \right] := \binom{n}{j} \frac{\text{Vol}_n(B_n)}{\text{Vol}_j(B_j) \text{Vol}_{n-j}(B_{n-j})} = \frac{1}{2} \frac{\omega_{j+1}\omega_{n-j+1}}{\omega_{n+1}},$$

where the identity follows by the Legendre duplication formula. The unit sphere in $\mathbb{R}^n$ is denoted by $S^{n-1}$, and the uniform probability measure on $S^{n-1}$ is denoted by $\sigma$. Throughout the paper, $C, c, c_1, C_2$, etc., will denote positive absolute constants whose values may change from line to line. To be clear, the dependence of a positive constant on variable quantities will be denoted explicitly; for example, $C(n, j)$ denotes a positive constant which depends only on $n$ and $j$.

1.2. **Overview.** In Section 2 we establish some of the basic properties of $\delta_j$, and we give estimates for $\delta_j$ in terms of the intrinsic volume “distances” $\rho_j$ and $\Delta_j$. Next, in Section 3, we provide the relevant background from stochastic and integral geometry needed to prove Theorem 1.1. The proof of Theorem 1.1 is given in Section 4. Finally, estimates for some of the constants appearing in the proofs are carried out in Appendix A, and in Appendix B we briefly verify that a result of Affentranger remains true in the 1-dimensional case (see Lemma 3.8).
2. Properties of the intrinsic volume metric

There are numerous geometrically reasonable and interesting ways to define a metric on the class $\mathcal{K}^n$ of convex bodies. Perhaps the most prominent example is the Hausdorff metric, which plays a central role in convex geometry and functional analysis due to its many useful properties (see, for example, [28, Ch. 1.8]). For $K, L \in \mathcal{K}^n$, the Hausdorff metric $d_H : \mathcal{K}^n \times \mathcal{K}^n \to [0, \infty)$ is defined by

$$d_H(K, L) = \min\{\lambda \geq 0 : K \subset L + \lambda B_n, L \subset K + \lambda B_n\}.$$ 

The metric $\delta_j$ also has several useful properties, which it inherits from the $j$-dimensional Lebesgue measure, including:

**Theorem 2.1** (Properties of $\delta_j$ on $\mathcal{K}^n_j$). Let $j \in [n]$ and let $\delta_j : \mathcal{K}^n \times \mathcal{K}^n \to [0, \infty)$ be the functional defined by (4). Then $\delta_j$ is:

(i) a metric on $\mathcal{K}^n_k$ if $k \geq j$, and a pseudometric if $k < j$;

(ii) continuous with respect to the Hausdorff metric;

(iii) rigid motion invariant, that is,

$$\delta_j(\vartheta K + x, \vartheta L + x) = \delta_j(K, L)$$

for all orthogonal transformations $\vartheta \in O(\mathbb{R}^n)$ and all translations $x \in \mathbb{R}^n$;

(iv) positively $j$-homogeneous, that is, for all $t > 0$ we have that

$$\delta_j(tK, tL) = t^j \delta_j(K, L).$$

**Proof.** Note that for $K, L \in \mathcal{K}^n$, the function $H \mapsto \text{Vol}_j((K|H) \cap (L|H))$ is a Borel function on the homogeneous space $\text{Gr}(n, j)$. Thus $\delta_j$ is well-defined on $\mathcal{K}^n_j$ since $\nu_j$ is a Radon measure (see, for example, [29, Ch. 12 & Ch. 13]). The integrand is nonnegative and symmetric. Thus, so too is $\delta_j$. If $K = L$, then the set $(K|H) \triangle (L|H)$ is empty, so $\delta_j(K, L) = 0$. If $\delta_j(K, L) = 0$, then $\text{Vol}_j((K|H) \triangle (L|H)) = 0$ for almost all $H \in \text{Gr}(n, j)$. For $K, L \in \mathcal{K}^n_j$ we have that $\min\{\dim(K|H), \dim(L|H)\} = j$ for almost all $H \in \text{Gr}(n, j)$. Thus, since $\Delta_j$ is a metric on the class of $j$-dimensional convex bodies in $H$, $\delta_j(K, L) = 0$ implies that $K|H = L|H$ for almost all $H \in \text{Gr}(n, j)$. Now the proof of [8, Thm. 3.1.1] can be modified to show that if $K|H = L|H$ for almost all $H$, then $K = L$. Furthermore, since the integrand satisfies the triangle inequality, so too does $\delta_j$. Finally, if $K, L \in \mathcal{K}^n$, $K \neq L$ and $\max\{\dim(K), \dim(L)\} < j$, then $\Delta_j((K|H), (L|H)) = \text{Vol}_j((K|H) \triangle (L|H)) = 0$ for all $H \in \text{Gr}(n, j)$ since $\dim((K|H) \triangle (L|H)) \leq \max\{\dim(K), \dim(L)\} < j$. This proves (i).

For part (ii), consider a sequence $\{K_i\}$ in $\mathcal{K}^n$ that converges to $K \in \mathcal{K}^n$ with respect to the Hausdorff metric $d_H$. Then for $H \in \text{Gr}(n, j)$, by the continuity of $L \mapsto L|H$ we find that $K_i|H \to K|H$ with respect to $d_H$. Therefore, by the dominated convergence theorem,

$$\lim_{i \to \infty} \delta_j(K_i, K) = \left[ \frac{n}{j} \right] \int_{\text{Gr}(n, j)} \lim_{i \to \infty} \Delta_j(K_i|H, K|H) \, d\nu_j(H) = 0$$
since $\Delta_j$ is continuous with respect to $d_H$ (see, for example, [31, Thm. 7]). For sequences $\{K_i\}$ and $\{L_i\}$ that converge to $K$ and $L$, respectively, we find that by the triangle inequality,

$$\lim_{i \to \infty} |\delta_j(K_i, L_i) - \delta_j(K, L)| \leq \lim_{i \to \infty} (\delta_j(K_i, K) + \delta_j(L_i, L)) = 0$$

with respect to the Hausdorff metric. Thus $\delta_j$ is continuous with respect to the Hausdorff metric.

Parts (iii) and (iv) follow since the functional $\text{Vol}_j$ in the integrand is rigid motion invariant and positively $j$-homogeneous, respectively, and by the invariance of $\nu_j$ with respect to $O(\mathbb{R}^n)$.

The Hausdorff metric space $(\mathcal{C}_n^n, d_H)$ is complete, and so is the symmetric difference metric space $(\mathcal{C}_n^n \cup \{\emptyset\}, \Delta_n)$. In the latter case, we need to append the empty set to account for sequences of convex bodies $\{K_i\} \subset \mathcal{C}_n^n$ that converge to a lower-dimensional convex set with respect to the Hausdorff metric, that is, if $K_i \to K_0$ and $\text{dim}(K_0) < n$, then $\Delta_n(K_i, \emptyset) = \text{Vol}_j(K_i) \to 0$ and therefore $K_i \to \emptyset$ with respect to $\Delta_n$. Furthermore, $d_H$ and $\Delta_n = \delta_n$ are equivalent on $\mathcal{C}_n^n$. For more background, see the article [31] by Shephard and Webster.

We also conjecture that $d_H$ and $\delta_j$ induce the same topology on $\mathcal{C}_n^n$. We therefore pose the following

**Open Question 2.2** (uniform bound). Let $j \in \{2, \ldots, n-1\}$. If $\{K_i\}$ is a sequence in $\mathcal{C}_j^n$ that converges to $K \in \mathcal{C}_j^n$ with respect to $\delta_j$, does it follow that $\{K_i\}$ is uniformly bounded, that is, does there exist $R > 0$ such that $\bigcup_{i \in \mathbb{N}} K_i \subset RB_n$?

A positive answer to this question would immediately imply (by the Blaschke Selection Theorem) that a sequence $\{K_i\}$ which converges with respect to $\delta_j$ also converges with respect to $d_H$. For $j = n$, this question was answered in the positive in [31, Lem. 11], and for $j = 1$ see [32, Thm. 3] and [7, Thm. 2].

**Remark 2.3.** Similar to [31, Thm. 13], we find that the identity mapping $\text{id} : (\mathcal{C}_n^n, d_H) \to (\mathcal{C}_n^n, \delta_j)$ is not uniformly continuous for $j \geq 2$. For example, if $K_\ell = \ell B_n$ and $L_\ell = (\ell + \frac{1}{\ell}) B_n$, then $d_H(K_\ell, L_\ell) = \frac{1}{\ell} \to 0$ as $\ell \to \infty$, but

$$\delta_j(K_\ell, L_\ell) = V_j(L_\ell) - V_j(K_\ell) = \left[ (\ell + \frac{1}{\ell})^j - \ell^j \right] V_j(B_n) \not\to 0 \quad \text{as } \ell \to \infty.$$

For $j = 1$, the identity mapping is uniformly continuous since

$$\delta_1(K, L) \leq \left\lfloor \frac{n}{1} \right\rfloor d_H(K, L).$$

2.1. **Independence of $\delta_j$ with respect to the ambient space.** The Hausdorff metric is intrinsic in the following sense: If $K, L \subset \mathbb{R}^{n+\ell}$, $\ell > 0$, are $n$-dimensional convex bodies contained in $\mathbb{R}^n \subset \mathbb{R}^{n+\ell}$, then $d_H^{n+\ell}(K, L) = d_H^n(K, L)$, where $d_H^n$ denotes the Hausdorff metric defined in $\mathbb{R}^n$. Thus the Hausdorff metric does not depend on the dimension of the ambient space and can be evaluated in the affine hull of $K \cup L$. Another point of view is that $(\mathcal{C}_n^n, d_H^n)$
Theorem 2.4 (δ_j is independent of the ambient space dimension). Let n, ℓ ∈ N and j ∈ [n]. Then the restriction of \((K_j(\mathbb{R}^{n+\ell}), δ_j^{n+\ell})\) to \(K_j(\mathbb{R}^n)\) is isometric to \((K_j(\mathbb{R}^n), δ_j^n)\).

To prove this theorem, we first recall some facts about projecting between linear subspaces. Given two linear j-dimensional subspaces \(U\) and \(V\) in \(\mathbb{R}^n\), we define the (asymmetric) angle \(Θ_{U,V} \in [0, \frac{π}{2}]\) by

\[
\cos Θ_{U,V} = \frac{\text{Vol}_j(B_j^U \cap V)}{\text{Vol}_j(B_j)},
\]

where \(B_j^U\) denotes the j-dimensional Euclidean unit ball in \(U\). We call \(\cos Θ_{U,V}\) the projection factor of \(U\) on \(V\) and in the literature one also often finds the notation \(|(U,V)| = \cos Θ_{U,V}\). Note that \(Θ_{U,V} = Θ_{V⊥,U⊥} = Θ_{U∨U\cap V\|V, and if \(\dim U = \dim V\) then \(Θ_{U,V} = Θ_{V,U}\). Furthermore, we have that

\[
\cos Θ_{U,V} = \prod_{i=1}^j \cos θ_i,
\]

where \(0 ≤ θ_1 ≤ \cdots ≤ θ_j ≤ \frac{π}{2}\) are the principal angles between \(U\) and \(V\) (also called canonical or Jordan angles). We refer to [24] for further references. Chern [6, eq. (28)] showed that

\[
\frac{1}{2} = \int_{\text{Gr}(n,j)} (\cos Θ_{H,R})^\ell \, dν_j(H) = \frac{\overline{ω}_{n+j} \overline{ω}_j \overline{ω}_{n-j}}{\overline{ω}_n \overline{ω}_{l+j} \overline{ω}_{n-j+l}}
\]

for \(\ell \in \mathbb{N}, j \in [n]\) and \(\overline{ω}_p = \prod_{k=1}^p ω_k\). The following integral-geometric formula follows from a related formula established by Chern [6, eq. (28)] (see also Santaló [27, eq. (14.40)]). We write \(\text{Gr}(V,p)\) for the Grassmannian of all \(p\)-dimensional linear subspaces in a linear space \(V\) and \(ν_p^V\) for the corresponding invariant Haar probability measure on \(\text{Gr}(V,p)\).

Theorem 2.5 ([6]). Let \(n \in \mathbb{N}, p,q \in [n]\) and \(q ≤ p\). Fix \(V \in \text{Gr}(n,n-q)\). If \(f : \text{Gr}(n,n-p) \to [0, \infty)\) is integrable, then

\[
c_{n-p+q,p} \int_{\text{Gr}(n,n-p)} f(H) \, dν_{n-p}(H) = \int_{\text{Gr}(V,n-p)} \int_{\text{Gr}(V,H′)} (\cos Θ_{H,H′})^{p-q} f(H) \, dν_{n-p}^{H′+V\perp}(H) \, dν_V^{H′}(H′).
\]

Proof. The integral-geometric formula [6, eq. (28)] of Chern shows that

\[
c_{n-p+q,p} \int_{\text{Gr}(n,p)} f(L) \, dν_p(L) = \int_{\text{Gr}(V,p-q)} \int_{\text{Gr}(V,L′)} (\cos Θ_{L′,V})^{p-q} f(L′) \, dν_{p}^{L′}(L) \, dν_{p-q}(L′),
\]

where \(\text{Gr}_{[E]}(n,p) := \{L \in \text{Gr}(n,p) : L \supset E\}\) and \(ν_p^{[E]}\) is the invariant Haar probability measure on \(\text{Gr}_{[E]}(n,p)\). Note that the constant \(c_{n-p+q,p}^{p-q}\) is related to the constant that appears in [6, p. 106], where the difference is due to the fact that we are considering the
probability measure \( \nu_p \) on \( \text{Gr}(n, p) \) instead of the Hausdorff measure. Furthermore, in [6, eq. (28)] the function \( D = D(L, V) > 0 \) is used instead of \( \cos \Theta_{L', V} \). To see that this change is allowed, we note that Chern assumed that \( \dim(L \cap V) = \dim(E_p' \cap (E_0^n)^\perp) = p - q \), which is true for almost all \( L = E_p' \in \text{Gr}(n, p) \) for a fixed \( V = (E_0^n)^\perp \in \text{Gr}(n, n - q) \), and considered two orthogonal bases \( e_1, \ldots, e_n \) and \( f_1, \ldots, f_n \) of \( \mathbb{R}^n \) such that:

- \( e_i = f_i \) for \( 1 \leq i \leq p - q \) and \( e_1, \ldots, e_{p-q} \) spans \( L \cap V = E_p' \cap (E_0^n)^\perp \);
- \( e_1, \ldots, e_p \) spans the \( p \)-dimensional linear subspace \( L = E_p' \);
- \( e_{p+1}, \ldots, e_n \) spans the \((n - p)\)-dimensional linear subspace \( L^\perp = (E_p')^\perp \);
- \( f_1, \ldots, f_{n-q} \) spans the \((n - q)\)-dimensional linear subspace \( V = (E_0'^n)^\perp \), and
- \( f_{n-q+1}, \ldots, f_n \) spans the \( q \)-dimensional linear subspace \( V^\perp = E_0^n \).

Under these conditions, there is a proper orthonormal transformation \( U \in \text{SO}(n) \) such that \( e_i = \sum_{j=1}^n u_{ij} f_j \) for all \( 1 \leq i \leq n \). Now the orthogonal projection \( \cdot | V \) from \( \mathbb{R}^n \) to \( V \) acts on \( e_\lambda \) by

\[
    e_\lambda | V = \sum_{s=n-p+1}^{n-q} u_{\lambda s} f_s | V = \sum_{s=p-q+1}^{n-q} u_{\lambda s} f_s \quad \text{for all } p+1 \leq \lambda \leq n,
\]

where we used the fact that \( e_1, \ldots, e_{p-q}, f_{p-q+1}, \ldots, f_{n-q} \) spans \( V = (E_0^n)^\perp \), and therefore \( f_s | V = f_s \) for \( p-q+1 \leq s \leq n-q \) and \( f_s | V = 0 \) for \( s \geq n-q+1 \). This implies that:

- \( f_{p-q+1}, \ldots, f_{n-q} \) spans the \((n - p)\)-dimensional linear subspace \( L^\perp | V \), and
- \( e_{p-q+1}, \ldots, e_p \) spans the \( q \)-dimensional linear subspace \( V^\perp | L \).

Chern considered the submatrix \(^1 U' = (u_{\lambda s})_{p+1 \leq \lambda \leq n ; p-q+1 \leq s \leq n-q} \) which determines the relative position between the \((n - p)\)-dimensional spaces \( L^\perp \) and \( L^\perp | V \). Thus \( D = \det(U') = \det(u_{\lambda s}) \) is equal to the projection factor \( \cos \Theta_{L', V} = \cos \Theta_{L^\perp, L^\perp | V} \) of \( L^\perp = (E_p')^\perp \) to \( V = (E_0'^n)^\perp \).

Finally, note that for \( E' \in \text{Gr}(V, p - q) \),

\[
    \text{Gr}^{E'}(n, p) = \{ L \in \text{Gr}(n, p) : L \supseteq E' \} = \{ H^\perp : H \in \text{Gr}(n, n - p), H \subseteq (E')^\perp + V^\perp \} = \{ H^\perp : H \in \text{Gr}((E')^\perp + V^\perp, n-p) \},
\]

where we write \( \perp | V \) for the orthogonal complement of a subspace in \( V \). The statement of the theorem then follows by the change of variables \( H' = (E')^\perp | V \) (respectively, \( H = L^\perp \)), where we note that the push-forward of \( \nu_{p-q}^V \) under the map \( E' \mapsto (E')^\perp | V \) from \( \text{Gr}(V, p-q) \) to \( \text{Gr}(V, n-p) \) is \( \nu_{n-p}^V \) (respectively, the push-forward of \( \nu_p \) and under the map \( L \mapsto L^\perp \) from \( \text{Gr}(n, p) \) to \( \text{Gr}(n, n-p) \) is the measure \( \nu_{n-p} \)), and the fact that \( \cos \Theta_{H, V} = \cos \Theta_{H', W} = \cos \Theta_{H', V} \).

Also note that the push-forward of \( \nu_p^{(H')^\perp + V} \) under the map \( H \mapsto H^\perp \) from \( \text{Gr}^{(H')^\perp + V}(n, p) \) to \( \text{Gr}(H' + V^\perp, n-p) \) is the measure \( \nu_{n-p}^{H' + V^\perp} \). \( \square \)

---

\(^1\) There is apparently a misprint in [6, eq. (27)], where it is stated that \( D = \det(u_{\lambda s}) \) instead of \( D = \det(u_{\lambda s}) \). Indeed, using the notation of the paper, we have that \( (de_\alpha, e_\lambda) = \sum_{s=p-q+1}^{n-q} u_{\lambda s} (de_\alpha, f_s) \).
If we apply Theorem 2.5 to the function $H \mapsto \Vol_j(K|H)$ for $H \in \Gr(n+\ell, j)$ and a fixed convex body $K \subset V = \mathbb{R}^n$, where we identify $(\mathbb{R}^n)^{\perp} \subset \mathbb{R}^{n+\ell}$ with $\mathbb{R}^\ell$, then

$$c_{j+\ell,n-j} \int_{\Gr(n+\ell,j)} \Vol_j(K|H) \, d\nu_j(H)$$

$$= \int_{\Gr(n,j)} \int_{\Gr(H^{\perp}+\mathbb{R}^\ell,j)} (\cos \Theta_{H,H'})^{n-j} \Vol_j(K|H) \, d\nu_j(H'+\mathbb{R}^\ell) \, d\nu_{\mathbb{R}^n}(H')$$

$$= \int_{\Gr(n,j)} \Vol_j(K|H') \int_{\Gr(H^{\perp}+\mathbb{R}^\ell,j)} (\cos \Theta_{H,H'})^{n-j+1} \, d\nu_j(H'+\mathbb{R}^\ell) \, d\nu_{\mathbb{R}^n}(H')$$

$$= c_{j+\ell,n-j+1} \int_{\Gr(n,j)} \Vol_j(K|H') \, d\nu_j(H'),$$

where we used the fact that $\Vol_j(K|H) = (\cos \Theta_{H,H'}) \Vol_j(K|H')$, which holds due to the special positions of $K, H$ and $H'$. We have that

$$\frac{c_{j+\ell,n-j+1}}{c_{j+\ell,n-j}} = \frac{\omega_{n+\ell+1}}{\omega_{n+1}} \frac{\omega_{n-j+1}}{\omega_{n-j+1}} = \binom{n}{j} \binom{n+\ell}{j},$$

which yields

$$V_j(K) = \binom{n+\ell}{j} \int_{\Gr(n+\ell,j)} \Vol_j(K|H) \, d\nu_j(H) = \binom{n}{j} \int_{\Gr(n,j)} \Vol_j(K|H') \, d\nu_j(H').$$

This again verifies that $V_j(K)$ is independent of the dimension of the ambient space; see also [29, Thm. 6.2.2].

We are now ready to prove that $\delta_j(K, L)$ is also independent of the dimension of the ambient space.

**Proof of Theorem 2.4.** Let $K, L \in \mathcal{K}_j(\mathbb{R}^n) \subset \mathcal{K}_j(\mathbb{R}^{n+\ell})$. We set $V = \mathbb{R}^n$ and identify $V^{\perp} = \mathbb{R}^\ell \subset \mathbb{R}^{n+\ell}$. We apply Theorem 2.5 to the measurable functions $H \mapsto \Vol_j(K|H)$, $H \mapsto \Vol_j(L|H)$ and $H \mapsto \Vol_j((K|H) \cap (L|H))$, and we claim that for $H' \in \Gr(V,j)$,

$$\Vol_j((K|H) \cap (L|H)) = \Vol_j((K|H') \cap (L|H')) \|H\| \text{ for almost all } H \in \Gr(H' + V^{\perp}, j).$$

Since $\Vol_j(\cdot|H) = (\cos \Theta_{H,H'}) \Vol_j(\cdot|H')$, Theorem 2.4 will follow since by (11),

$$\delta_j^{n+\ell}(K, L) = \binom{n+\ell}{j} \int_{\Gr(n+\ell,j)} [\Vol_j(K|H) + \Vol_j(L|H) - 2 \Vol_j((K|H) \cap (L|H))] \, d\nu_j(H)$$

$$= c_{j+\ell,n-j}^{-1} \binom{n+\ell}{j} \int_{\Gr(V,j)} [\Vol_j(K|H') + \Vol_j(L|H') - 2 \Vol_j((K|H') \cap (L|H')))$$

$$\times \int_{\Gr(H^{\perp}+V^{\perp}, j)} (\cos \Theta_{H,H'})^{n-j+1} \, d\nu_j(H'+V^{\perp}) \, d\nu_{\mathbb{R}^n}(H')$$

$$= \frac{c_{j+\ell,n-j+1}}{c_{j+\ell,n-j}} \binom{n+\ell}{j} \binom{n}{j}^{-1} \delta_j^n(K, L) = \delta_j^n(K, L).$$
To prove claim (11), we note that $K|H = (K|H')|H$ and $L|H = (L|H')|H$ since $H' = H|V$ and $K, L \subset \mathbb{R}^n = V$. Hence,

$$(K|H) \cap (L|H) = [(K|H')|H] \cap [(L|H')|H] \subset [(K|H') \cap (L|H')]|H.$$ 

To prove the other inclusion we may assume that $H \cap (H')^\perp = \{0\}$, which holds true for almost all $H \in \text{Gr}(H' + V^\perp, j)$ with respect to $\nu_j$. Let $z \in [(K|H') \cap (L|H')]|H$ be arbitrary. There exist $x \in K$ and $y \in L$ such that

$$z = (x|H')|H = (y|H')|H = x|H = y|H.$$ 

Since $H \cap (H')^\perp = \{0\}$, the orthogonal projection from $H$ to $H'$ is a bijection. It follows that $x|H' = y|H'$, and therefore $x|H' \in (K|H') \cap (L|H')$. This implies that $z = x|H = (x|H')|H \in [(K|H') \cap (L|H')]|H$. Thus the claim (11) holds true. 

$\square$

2.2. Relation to other intrinsic volume deviations. The next result provides inequalities between the intrinsic volume metric $\delta_j$ and the intrinsic volume “distances” $\rho_j$ and $\Delta_j$.

**Proposition 2.6.** For all convex bodies $K, L \in \mathcal{K}_n^o$, the following statements hold:

(i) If $K \subset L$ and $j \in [n]$, then $\delta_j(K, L) = \rho_j(K, L) = \Delta_j(K, L) = V_j(L) - V_j(K);$

(ii) $\delta_j(K, L) \leq \min\{\rho_j(K, L), \Delta_j(K, L)\}$ for all $j \in [n];$

(iii) $\delta_j(K, L) \geq |V_j(K) - V_j(L)|$ for all $j \in [n];$

(iv) $\rho_n(K, L) \geq \delta_n(K, L) = \Delta_n(K, L) = \text{Vol}_n(K \triangle L);$

(v) If $K \cap L \neq \emptyset$, then

$$\Delta_1(K, L) \geq \delta_1(K, L) = \rho_1(K, L) = 2 \left[ n \right] \int_{\mathbb{S}^{n-1}} |h_K(u) - h_L(u)| \, d\sigma(u).$$

**Proof.** Part (i) follows immediately from the definitions. By (i),

$$\Delta_j(K, L) = \delta_j(K, K \cap L) + \delta_j(L, K \cap L)$$

$$\rho_j(K, L) = \delta_j(K, [K, L]) + \delta_j(L, [K, L]).$$

Since $\delta_j$ is a metric, statement (ii) now follows from the triangle inequality. For (iii), note that by the triangle inequality,

$$|V_j(K) - V_j(L)| \leq |V_j(K) - \left[ n \int_{\text{Gr}(n,j)} \text{Vol}_j((K|H) \cap (L|H)) \, d\nu_j(H) \right]$$

$$+ |V_j(L) - \left[ n \int_{\text{Gr}(n,j)} \text{Vol}_j((K|H) \cap (L|H)) \, d\nu_j(H) \right| = \delta_j(K, L).$$

To prove (iv), note that for $j = n$,

$$\delta_n(K, L) = \Delta_n(K, L) = \text{Vol}_n(K \triangle L)$$

$$= 2 \text{Vol}_n(K \cup L) - \text{Vol}_n(K) - \text{Vol}_n(L)$$

$$\leq 2 \text{Vol}_n([K, L]) - \text{Vol}_n(K) - \text{Vol}_n(L)$$

$$= \rho_n(K, L).$$
with equality if and only $K \cup L = [K, L]$.

To show $(v)$, let $\ell_u$ denote the line spanned by $u \in \mathbb{S}^{n-1}$, and let $h_K(u) = \max_{x \in K} \langle x, u \rangle$ be the support function of $K$ in the direction $u$. Then $\text{Vol}_1(K|\ell_u) = h_K(u) + h_K(-u)$, so

$$\text{Vol}_1((K|\ell_u) \Delta (L|\ell_u)) = \begin{cases} |h_K(u) - h_L(u)| + |h_K(-u) - h_L(-u)| & \text{if } (K|\ell_u) \cap (L|\ell_u) \neq \emptyset, \\ h_K(u) + h_K(-u) + h_L(u) + h_L(-u) & \text{if } (K|\ell_u) \cap (L|\ell_u) = \emptyset. \end{cases}$$

Moreover, if $K \cap L \neq \emptyset$, then

$$2 \left[ \frac{n}{1} \right] \int_{\mathbb{S}^{n-1}} |h_K(u) - h_L(u)| \, d\sigma(u) = \left[ \frac{n}{1} \right] \int_{\mathbb{S}^{n-1}} \text{Vol}_1((K|\ell_u) \Delta (L|\ell_u)) \, d\sigma(u) = \delta_1(K, L).$$

Furthermore, by $(K|\ell_u) \cup (L|\ell_u) = [K, L]|\ell_u$ and the Kubota formula,

$$\delta_1(K, L) = \left[ \frac{n}{1} \right] \int_{\mathbb{S}^{n-1}} (2 \text{Vol}_1((K|\ell_u) \cup (L|\ell_u)) - \text{Vol}_1(K|\ell_u) - \text{Vol}_1(L|\ell_u)) \, d\sigma(u)$$

$$= 2V_1([K, L]) - V_1(K) - V_1(L) = \rho_1(K, L).$$

Finally, the inequality $\Delta_1(K, L) \geq 2 \left[ \frac{n}{1} \right] \int_{\mathbb{S}^{n-1}} |h_K(u) - h_L(u)| \, d\sigma(u)$ was shown in [3, Thm. C1]. \hfill \Box

**Remark 2.7.** In view of Lutwak’s [23] dual volumes $\tilde{V}_1(K), \ldots, \tilde{V}_n(K)$ of a convex body $K$ in $\mathbb{R}^n$ and the dual Kubota formula (see, for example, [28, Sec. 9.3]), for $j \in [n]$ one may also define the dual volume metric $\tilde{\delta}_j : K^n \times K^n \to [0, \infty)$ by

$$\tilde{\delta}_j(K, L) := \left[ \frac{n}{j} \right] \int_{\text{Gr}(n, j)} \text{Vol}_j((K \cap H) \Delta (L \cap H)) \, d\nu_j(H), \quad K, L \in K^n.$$ 

We leave it as an exercise to check that $\tilde{\delta}_j$ is a metric for every $j \in [n]$. In the special case $L = B_n$, it coincides with the $j$th dual volume deviation $\tilde{\Delta}_j$ defined in [3]:

$$\tilde{\delta}_j(K, B_n) = \tilde{V}_j(K) + \tilde{V}_j(B_n) - 2\tilde{V}_j(K \cap B_n) =: \tilde{\Delta}_j(K, B_n).$$

For a $C^2$ convex body $K$ that contains the origin in its interior, limit formulas were established in [3, Thm. 7] for the asymptotic best approximations of $K$ by inscribed, circumscribed and arbitrarily positioned polytopes with respect to $\tilde{\Delta}_j$.

### 3. Background and lemmas

Theorem 1.1 will be proved using a probabilistic argument, with tools from stochastic and integral geometry. For background on these areas, we refer the reader to the book [19] by Klain and Rota and the book [29] by Schneider and Weil, for example.
3.1. Affine Blaschke–Petkantschin formula. This result, which is one of the main ingredients of the proof of Theorem 1.1, can be found in [25, Thm. 4] (see also [29, Thm. 7.2.7]). Recall in the following that $\sigma$ is the uniform probability measure on $\mathbb{S}^{n-1}$.

Lemma 3.1. For $n \in \mathbb{N}$ with $n \geq 2$, let $g : (B_n)^n \to \mathbb{R}$ be a nonnegative measurable function. Then

$$\int_{B_n} \cdots \int_{B_n} g(x_1, \ldots, x_n) \, dx_1 \cdots dx_n$$

$$= n! \, \mathrm{Vol}_n(B_n) \int_{\mathbb{S}^{n-1}} \int_0^1 \cdots \int_{B_n \cap H} g(x_1, \ldots, x_n) \, \mathrm{Vol}_{n-1}([x_1, \ldots, x_n]) \, dx_1 \cdots dx_n \, dh \, d\sigma(u),$$

where $H = H(u, h) = \{x \in \mathbb{R}^n : \langle x, u \rangle = h\}$ is the hyperplane orthogonal to $u \in \mathbb{S}^{n-1}$ at distance $h$ from the origin and $[x_1, \ldots, x_n]$ is the convex hull of the points $x_1, \ldots, x_n$.

3.2. The random beta polytope model. Let $X_1, \ldots, X_N$ be independent and identically distributed (i.i.d.) points chosen from $\mathbb{R}^n$ according to the beta distribution, which for a parameter $\beta > -1$ has the density

$$f_{n, \beta}(x) = c_{n, \beta} (1 - \|x\|^2)^{\beta} 1_{\{x : \|x\| < 1\}}(x),$$

where $c_{n, \beta}$ is a normalization constant given by

$$c_{n, \beta} = \frac{\Gamma\left(\frac{n}{2} + \beta + 1\right)}{\pi^{\frac{n}{2}} \Gamma(\beta + 1)}.$$

A random beta polytope $P_{n,N}^{\beta}$ is the convex hull of the $X_i$, which is denoted by $[X_1, \ldots, X_N]$. In particular, the uniform probability distribution on the unit ball $B_n$ is given by the $\beta = 0$ distribution. Moreover, it was shown by Kabluchko, Temesvari and Thäle [18, Proof of Cor. 3.9] that the uniform probability measure $\sigma$ on the sphere $\mathbb{S}^{n-1}$ is the weak limit of the beta distribution as $\beta \to -1^+$.

3.3. Projections of beta densities onto subspaces. The next result, which can be found in [18, Sec. 4.2], states that the orthogonal projection of a beta distribution onto a linear subspace yields another beta distribution, but with different parameters. Since the beta distribution is rotationally invariant, without loss of generality the result will be stated for the $j$-dimensional subspace $L_0 := \{x \in \mathbb{R}^n : x_{j+1} = \cdots = x_n = 0\}$.

Lemma 3.2 ([18, Lem. 4.4 a])). If the random variable $X$ has density $f_{n, \beta}$ in $\mathbb{R}^n$, then the orthogonal projection $X|L_0$ has density $f_{j, \beta+\frac{n-j}{2}}$ in $L_0 \cong \mathbb{R}^j$.

3.4. Moments of random beta simplices. The next result is due to Miles [25, Equation (72)] (see also [18, Proposition 2.8(a)]) and gives the second moment of the volume of a random beta polytope.
Lemma 3.3. Let $\mathcal{V}_{n,n-1}$ denote the $(n-1)$-dimensional volume of the $(n-1)$-dimensional simplex with vertices $X_1, \ldots, X_n$ chosen independently from $B_{n-1}$ according to the beta distribution, that is, $\mathcal{V}_{n,n-1} := \text{Vol}_{n-1}(P_{n-1,n}^\beta)$. Then the second moment of $\mathcal{V}_{n,n-1}$, denoted $\mathbb{E}[\mathcal{V}_{n,n-1}^2]$, is given by

$$
\mathbb{E}[\mathcal{V}_{n,n-1}^2] = \frac{n}{(n-1)! (n + 2\beta + 1)^{n-1}}.
$$

We will also need the following formula for the second moment of the weighted volume of a random beta simplex chosen according to the density $f_{\beta}$ restricted to a hyperplane. This result is a special case of a result of Kabluchko, Temesvari and Thäle [18, Lem. 4.6], which gives a formula for all nonnegative moments. Here and in the following we set $d\mathbb{P}_\beta(x) = f_{\beta}(x)\,dx$ for all $x \in H$, that is, $d\mathbb{P}_\beta$ is the measure on $H$ that is obtained by the restriction of the beta measure to the affine hyperplane $H$.

Lemma 3.4 ([18, Lem. 4.6]). Let $H$ be an $(n-1)$-dimensional hyperplane in $\mathbb{R}^n$ with distance $h$ from the origin. Then for all $h \in [0,1]$,

$$
\int_{B_n \cap H} \cdots \int_{B_n \cap H} \text{Vol}_{n-1}([x_1, \ldots, x_n])^2 \,d\mathbb{P}_\beta(x_1) \cdots d\mathbb{P}_\beta(x_n) = \frac{c_{n,\beta}}{c_{n-1,\beta}} (1 - h^2)^{n\beta + \frac{(n-1)(n+2)}{2}} \mathbb{E}[\mathcal{V}_{n,n-1}^2].
$$

Note that by the Legendre duplication formula,

$$
\frac{c_{n,\beta}}{c_{n-1,\beta}} = 2^{-(n+2\beta)} \frac{\Gamma(n + 2\beta + 1)}{\Gamma(\frac{n + 2\beta + 1}{2})^2}.
$$

3.5. Results for the beta measure of a cap of the Euclidean ball. We follow the definitions and notation in [18, Sec. 4.3]. Let $A$ be a measurable subset of $\mathbb{R}^n$. The probability content $\mathbb{P}_\beta(A)$ of $A$ is the probability that a random vector with beta distribution attains a value in $A$. For $h \in \mathbb{R}$, define the hyperplane $E_h := \{x \in \mathbb{R}^n : x_n = h\}$, and its two closed halfspaces

$$
E_h^p := \{x \in \mathbb{R}^n : x_n \geq h\} \quad \text{and} \quad E_h^m := \{x \in \mathbb{R}^n : x_n \leq h\}.
$$

Then

$$
\mathbb{P}_\beta(E_h^p) = \int_{E_t} f_{\beta}(x)\,dx \,dt \quad \text{and} \quad \mathbb{P}_\beta(E_h^m) = \int_{-E_t}^{E_t} f_{\beta}(x)\,dx \,dt.
$$

The next lemma, also due to Kabluchko, Temesvari and Thäle [18, Lem. 4.5], provides a formula for these probability contents in terms of the cumulative distribution function $F_{1,\beta}$ of the one-dimensional beta distribution,

$$
F_{1,\beta}(h) = c_{1,\beta} \int_{-1}^{h} (1 - x^2)^\beta \,dx.
$$

Lemma 3.5 ([18, Lem. 4.5]). Let $h \in \mathbb{R}$ and consider the affine hyperplane $E_h = \{x \in \mathbb{R}^n : x_n = h\}$. For the beta distribution on $B_n$ with parameter $\beta > -1$, we have

$$
\mathbb{P}_\beta(E_h^p) = 1 - F_{1,\beta+\frac{n-1}{2}}(h) \quad \text{and} \quad \mathbb{P}_\beta(E_h^m) = F_{1,\beta+\frac{n-1}{2}}(h), \quad h \in [-1,1].
$$
For an affine hyperplane $H = H(h)$ in $\mathbb{R}^n$ with distance $h \in (0, 1)$ from the origin $o$, let $H^+$ be the halfspace of $H$ that contains $o$ and let $H^-$ be the halfspace that does not contain $o$. A cap of $B_n$ is the intersection of $B_n$ with $H^-$. Note that by the rotational invariance of the beta distribution, for any $h \in (0, 1)$ we have $P_\beta(E^+_h) = P_\beta(B_n \cap H^-)$. The base of the cap $B_n \cap H^-$ is the $(n-1)$-dimensional Euclidean ball $B_n \cap H$ with radius $r = \sqrt{1 - h^2}$. In the next result, we combine [30, Lem. 1.5] with [18, Lem. 4.5] to derive the beta measure of a cap with respect to its base height.

**Lemma 3.6.** Let $\beta \geq -1$. For an affine hyperplane $H = H(h)$ in $\mathbb{R}^n$ with distance $h$ from the origin, let $v = P_\beta(B_n \cap H^-) = \int_{B_n \cap H^-} f_{n,\beta}(x) \, dx$ be the beta measure of the cap of $B_n$ cut off by $H^-$. Then

$$\frac{dv}{dh} = -c_{1,\beta + \frac{n-1}{2}}(1 - h^2)^{\beta + \frac{n-1}{2}}.$$

**Proof.** The case $\beta = -1$ can be found, for example, in [30, Lem. 1.5]. Let $\beta > -1$. By Lemma 3.5 and the rotational invariance of the beta distribution,

$$v = P_\beta(B_n \cap H^-) = 1 - c_{1,\beta + \frac{n-1}{2}} \int_{-1}^{h} (1 - x^2)^{\beta + \frac{n-1}{2}} \, dx.$$

Hence, by the Fundamental Theorem of Calculus,

$$\frac{dv}{dh} = -c_{1,\beta + \frac{n-1}{2}}(1 - h^2)^{\beta + \frac{n-1}{2}}. \quad \square$$

We will also need estimates for the radius of a cap in terms of its beta measure. The following lemma may be thought of as a “beta interpolation” of the corresponding results relating a cap’s radius to its normalized surface area ($\beta = -1$; [30, Lem. 3.12]) or normalized volume ($\beta = 0$). A similar statement was recently shown in [16, Lem. 2.4] for any continuous positive density on the sphere.

**Lemma 3.7.** Let $\beta > -1$. For an affine hyperplane $H = H(h)$ in $\mathbb{R}^n$ with distance $h$ from the origin, let $v = P_\beta(B_n \cap H^-) = \int_{B_n \cap H^-} f_{n,\beta}(x) \, dx$ be the beta measure of the cap of $B_n$ cut off by $H^-$. Set $r = \sqrt{1 - h^2}$. Then for all $r \in (0, \frac{3}{4})$,

$$r^{n+2\beta+1} \leq d_{n,\beta} v \leq r^{n+2\beta+1}(1 + r^2),$$

where

(14) $$d_{n,\beta} := \frac{n + 2\beta + 1}{c_{1,\beta + \frac{n-1}{2}}} = \frac{2\pi}{B\left(\frac{n}{2}, \frac{n}{2} + \beta + 1\right)}.$$
Proof. By Lemma 3.5, the rotational invariance of the beta distribution and the substitution $y = 1 - x^2$, we obtain

$$v = P_\beta(B_n \cap H^-) = c_{1, \beta + \frac{n-1}{2}} \int_0^1 (1-x^2)^{\beta + \frac{n-1}{2}} \, dx$$

$$= \frac{1}{2} c_{1, \beta + \frac{n-1}{2}} \int_0^{1-h^2} y^{\beta + \frac{n-1}{2}} (1-y)^{-\frac{1}{2}} \, dy$$

$$= \frac{1}{2} c_{1, \beta + \frac{n-1}{2}} B \left( (1-h^2); \frac{n+2\beta+1}{2}, \frac{1}{2} \right)$$

(15)

where $B(z; a, b) = \int_0^1 y^{a-1} (1-y)^{b-1} \, dy$ is the incomplete beta function. Using $1-h^2 = r^2$, for $0 \leq r \leq \frac{3}{4}$ we obtain the estimate

$$1 \leq \frac{1}{\sqrt{1-y}} \leq 1 + r^2 \quad \text{for all } 0 \leq y \leq r^2.$$

This yields

$$\frac{2}{n + 2\beta + 1} r^{n+2\beta+1} \leq B(r^2; \frac{n+2\beta+1}{2}, \frac{1}{2}) \leq \frac{2}{n + 2\beta + 1} r^{n+2\beta+1}(1 + r^2).$$

(16)

The statement of the lemma follows by combining (15) and (16). □

3.6. Asymptotics of the expected volume of a random beta polytope. The next ingredient is a special case of a result of Affentranger [1, Cor. 1], which describes the asymptotic behavior of the expected volume of a random beta polytope. In what follows, let $B(v, w) = \int_0^1 t^{v-1} (1-t)^{w-1} \, dt$ denote the beta function.

**Lemma 3.8.** Let $n \geq 1$ and let $X_1, \ldots, X_N$ be i.i.d. random points chosen from $B_n$ according to the beta distribution with $\beta > -1$, and set $P_{n,N}^\beta := [X_1, \ldots, X_N]$. Then the expected volume of $P_{n,N}^\beta$ satisfies

$$\lim_{N \to \infty} N^{\frac{2}{n+2\beta+1}} \mathbb{E}[\text{Vol}_n(B_n \setminus P_{n,N}^\beta)] = A_{n,\beta},$$

where

$$A_{n,\beta} := \frac{\omega_n}{2} \frac{n + 2\beta + 1}{n + 2\beta + 3} \frac{\Gamma(n + 1 + \frac{2}{n+2\beta+1})}{\Gamma(n+1)} d_{n,\beta}^{n+2\beta+1}.$$  

(17)

In Appendix A, we show that for every $n \geq 1$ and every $\beta \geq -1/2$,

$$A_{n,\beta} = \frac{\omega_n}{2} \left( 1 + O \left( \frac{\ln(n + 2\beta + 2)}{n + 2\beta + 1} \right) \right).$$

Affentranger [1, Cor. 1] stated his results for $n \geq 2$. In Appendix B, we briefly verify that his arguments are also true in the case $n = 1$. 

4. Proof of Theorem 1.1

4.1. Step 1: Reduction to the weighted symmetric volume difference. In the first step, we reduce the problem to estimating the expected symmetric volume difference of the projection of a random beta polytope and a Euclidean ball.

**Lemma 4.1.** Let \( U_1, \ldots, U_N \) be chosen independently and uniformly from the sphere \( S^{n-1} \), and set \( P^\text{unif}_{n,N} := [U_1, \ldots, U_N] \). Then for any fixed \( r > 0 \) and all \( j \in [n] \),

\[
\mathbb{E}[\delta_j(P^\text{unif}_{n,N}, rB_n)] = \left[ \begin{array}{c} n \\ j \end{array} \right] \mathbb{E}[\text{Vol}_j(P^{\frac{n-j-2}{2}} \triangle rB_j)].
\]

**Proof.** For \( \beta > -1 \), let \( \mu_{n,\beta} \) denote the beta distribution on \( B_n \). As shown in the proof of [18, Cor. 3.9], \( \mu_{n,\beta} \to \sigma \) weakly as \( \beta \to -1^+ \), and thus for each \( N \in \mathbb{N} \) the product measure \( \otimes_{i=1}^N \mu_{n,\beta} \) converges weakly to \( \otimes_{i=1}^N \sigma \) as \( \beta \to -1^+ \). Note that the functional \((x_1, \ldots, x_N) \mapsto \delta_j([x_1, \ldots, x_N], rB_n)\) is continuous on \( \prod_{i=1}^N B_n \). Thus by the continuous mapping theorem, the random variable \( \delta_j(P^\beta_{n,N}, rB_n) \) converges in distribution to \( \delta_j(P^\text{unif}_{n,N}, rB_n) \) as \( \beta \to -1^+ \). Since these random variables are bounded from above by \( (1 + r^j)V_j(B_n) \), we obtain

\[
\lim_{\beta \to -1^+} \mathbb{E}[\delta_j(P^\beta_{n,N}, rB_n)] = \mathbb{E}[\delta_j(P^\text{unif}_{n,N}, rB_n)].
\]

A similar argument shows that for any \( r > 0 \),

\[
\lim_{\beta \to -1^+} \mathbb{E}[\text{Vol}_j(P^{\beta + \frac{n-j}{2}} \triangle rB_j)] = \mathbb{E}[\text{Vol}_j(P^{\frac{n-j-2}{2}} \triangle rB_j)].
\]

Next, for any subspace \( H \in \text{Gr}(n, j) \), Lemma 3.2 yields

\[
P^\beta_{n,N} | H \overset{d}{=} P^{\beta + \frac{n-j}{2}}_{j,N} \triangle rB_j
\]

where \( \overset{d}{=} \) indicates equality in distribution. Thus by Fubini’s theorem and the rotational invariance of the beta distribution, for any \( r \in (0, 1) \) we have

\[
\mathbb{E}[\delta_j(P^\text{unif}_{n,N}, rB_n)] = \lim_{\beta \to -1^+} \mathbb{E}[\delta_j(P^\beta_{n,N}, rB_n)]
= \lim_{\beta \to -1^+} \left[ \begin{array}{c} n \\ j \end{array} \right] \int_{\text{Gr}(n,j)} \mathbb{E}[\text{Vol}_j((P^\beta_{n,N}|H) \triangle (rB_n|H))] \, d\nu_j(H)
= \lim_{\beta \to -1^+} \left[ \begin{array}{c} n \\ j \end{array} \right] \int_{\text{Gr}(n,j)} \mathbb{E}[\text{Vol}_j(P^{\beta + \frac{n-j}{2}}_{j,N} \triangle rB_j)] \, d\nu_j(H)
= \lim_{\beta \to -1^+} \left[ \begin{array}{c} n \\ j \end{array} \right] \mathbb{E}[\text{Vol}_j(P^{\frac{n-j-2}{2}}_{j,N} \triangle rB_j)]
= \left[ \begin{array}{c} n \\ j \end{array} \right] \mathbb{E}[\text{Vol}_j(P^{\frac{n-j-2}{2}}_{j,N} \triangle rB_j)].
\]

(18)
4.2. **Step 2: The choice of scaling factor.** For any $r \in (0, 1)$,
\[
\mathbb{E}[\text{Vol}_n(rB_n \triangle P_{n,N}^\beta)] = \text{Vol}_n(B_n \setminus rB_n) - \mathbb{E}[\text{Vol}_n(B_n \setminus P_{n,N}^\beta)] + 2\mathbb{E}[\text{Vol}_n(rB_n \cap (P_{n,N}^\beta)^c)].
\]
Given $N \geq n + 1$ and $\beta \geq -1$, there exists $\gamma_{n,N,\beta} \in (0, 1)$ such that
\[
\text{Vol}_n(B_n \setminus (1 - \gamma_{n,N,\beta})B_n) = \mathbb{E}[\text{Vol}_n(B_n \setminus P_{n,N}^\beta)].
\]
Setting $t_{n,N,\beta} := 1 - \gamma_{n,N,\beta}$ and $d\mathbb{P}_\beta(x) = f_{n,\beta}(x) \, dx$ and combining (19) and (20), we have
\[
\mathbb{E}[\text{Vol}_n(t_{n,N,\beta}B_n \triangle P_{n,N}^\beta)] = 2 \int_{B_n} \cdots \int_{B_n} \text{Vol}_n(t_{n,N,\beta}B_n \setminus [x_1, \ldots, x_N]) \, d\mathbb{P}_\beta(x_1) \cdots d\mathbb{P}_\beta(x_N).
\]
By (20), Lemma 3.8 and the homogeneity of volume,
\[
\gamma_{n,N,\beta} \sim \frac{\mathbb{E}[\text{Vol}_n(B_n \setminus P_{n,N}^\beta)]}{n \text{Vol}_n(B_n)} \sim \frac{A_{n,\beta}}{\omega_n} N^{-\frac{2}{n+2\beta+1}},
\]
as $N \to \infty$. In particular, for all $\varepsilon > 0$ there exists $N_0$ such that for all $N \geq N_0$,
\[
(1 - \varepsilon) \frac{A_{n,\beta}}{\omega_n} N^{-\frac{2}{n+2\beta+1}} \leq \gamma_{n,N,\beta} \leq (1 + \varepsilon) \frac{A_{n,\beta}}{\omega_n} N^{-\frac{2}{n+2\beta+1}}.
\]
Hence by Stirling’s inequality, there are positive absolute constants $c_1$ and $c_2$ such that
\[
c_1 N^{-\frac{2}{n+2\beta+1}} \leq \gamma_{n,N,\beta} \leq c_2 N^{-\frac{2}{n+2\beta+1}}.
\]
More specifically,
\[
\frac{A_{n,\beta}}{\omega_n} \sim c_1 \sim c_2 = 1 + O \left( \frac{\ln(n + 2\beta + 2)}{n + 2\beta + 1} \right)
\]
as $n \to \infty$. This computation is carried out in Appendix A.

4.3. **Step 3: Adapting the random construction from [22] to beta polytopes.** The next result extends the proof of [22, Thm. 1] from the uniform distribution on the sphere $S^{n-1}$ ($\beta = -1$) to all beta distributions on $B_n$ with $\beta \geq -\frac{1}{2}$.

**Theorem 4.2.** Fix $n \geq 1$ and $\beta \geq -\frac{1}{2}$, and let $P_{n,N}^\beta$ be the convex hull of $N \geq n + 1$ random points $X_1, \ldots, X_N$ chosen i.i.d. from the Euclidean unit ball $B_n$ with respect to the beta distribution. Then for all sufficiently large $N$,
\[
\mathbb{E}[\text{Vol}_n(B_n \triangle t_{n,N,\beta}^{-1}P_{n,N}^\beta)] \leq \left( 1 + O \left( \frac{\ln(n + 2\beta + 2)}{n + 2\beta + 1} \right) \right) \frac{2n \text{Vol}_n(B_n)}{n + 2\beta + 1} N^{-\frac{2}{n+2\beta+1}}.
\]

We prove Theorem 4.2 below and apply it in Step 4 where we will replace $(n, \beta)$ by $(j, \frac{n-j-2}{2})$ for $n \geq 2$ and $j \in [n-1]$. Therefore, in our estimates for the constants in Theorem 4.2 we need good bounds for all $n \geq 1$ as $\beta \to \infty$, so that in Step 4 after the replacement we obtain bounds for all $j \in [n]$ as $n \to \infty$. 
Proof of Theorem 4.2. Choose i.i.d. random points \( X_1, X_2, \ldots \) from \( B_n \) according to the beta density \( f_{n,\beta} \), and for \( N \geq n + 1 \) define the random beta polytope \( P_{n,N}^\beta := [X_1, \ldots, X_N] \) to be the convex hull of \( X_1, \ldots, X_N \).

Let \( \mathcal{E}_{n,N,\beta} \) denote the event that the origin \( o \) lies in the interior of \( P_{n,N}^\beta \). Then as in [30, Lem. 4.3 (ii)], see also [1, proof of Cor. 1],

\[
\mathbb{P}(\mathcal{E}_{n,N,\beta}^c) = \mathbb{P}(\{ o \not\in \text{int}[X_1, \ldots, X_N] \}) = \mathbb{P}_n^N(\{(x_1, \ldots, x_N) \in B_n^N : o \not\in \text{int}[x_1, \ldots, x_N] \}) \leq e^{-cN}
\]

for some positive absolute constant \( c = c(n, \beta) \), where \( B_n^m = \prod_{i=1}^m B_n \) for \( m \in \mathbb{N} \). Hence, by the law of total expectation,

\[
\mathbb{E}[\text{Vol}_n(t_{n,N,\beta}B_n \Delta P_{n,N}^\beta)] \\
= \mathbb{E}[\text{Vol}_n(t_{n,N,\beta}B_n \Delta P_{n,N}^\beta)|\mathcal{E}_{n,N,\beta}]\mathbb{P}(\mathcal{E}_{n,N,\beta}) + \mathbb{E}[\text{Vol}_n(t_{n,N,\beta}B_n \Delta P_{n,N}^\beta)|\mathcal{E}_{n,N,\beta}^c]\mathbb{P}(\mathcal{E}_{n,N,\beta}^c) \\
\leq \mathbb{E}[\text{Vol}_n(t_{n,N,\beta}B_n \Delta P_{n,N}^\beta)|\mathcal{E}_{n,N,\beta}]\mathbb{P}(\mathcal{E}_{n,N,\beta}) + \text{Vol}_n(B_n)e^{-cN}.
\]

The second term is exponentially decreasing in \( N \), while, as we will see, the first is of the order \( N^{-\frac{2}{n+\beta+1}} \). Therefore, the second term is negligible.

By (21) and the fact that \( P_{n,N}^\beta \) is simplicial with probability one, we have that

\[
\mathbb{E}[\text{Vol}_n(t_{n,N,\beta}B_n \Delta P_{n,N}^\beta)|\mathcal{E}_{n,N,\beta}]\mathbb{P}(\mathcal{E}_{n,N,\beta}) \\
= 2 \int_{B_n} \cdots \int_{B_n} \text{Vol}_n(t_{n,N,\beta}B_n \setminus [x_1, \ldots, x_N]) \mathbb{1}_{E_{n,N,\beta}}(x_1, \ldots, x_N) \, d\mathbb{P}_n(x_1) \cdots d\mathbb{P}_n(x_N),
\]

where

\[
E_{n,N,\beta} := \{(x_1, \ldots, x_N) \in B_n^N : o \in \text{int}[x_1, \ldots, x_N] \text{ and } [x_1, \ldots, x_N] \text{ is simplicial} \}.
\]

For points \( (x_1, \ldots, x_N) \in E_{n,N,\beta} \), we can decompose \( \mathbb{R}^n \) into the following union of cones with pairwise disjoint interiors:

\[
\mathbb{R}^n = \bigcup_{[x_{j_1}, \ldots, x_{j_n}] \in \mathcal{F}_{n-1}([x_1, \ldots, x_N])} \text{cone}(x_{j_1}, \ldots, x_{j_n}),
\]

where, for a polytope \( P \) in \( \mathbb{R}^n \), we let \( \mathcal{F}_{n-1}(P) \) denote the set of facets ((\( n - 1 \))-dimensional faces) of \( P \), and \( \text{cone}(y_1, \ldots, y_m) := \{ \sum_{i=1}^m a_i y_i : a_i \geq 0, i \in [m] \} \) denotes the cone spanned by a set of vectors \( y_1, \ldots, y_m \in \mathbb{R}^n \).

For points \( y_1, \ldots, y_n \in \mathbb{R}^n \) such that their affine hull is an \( (n-1) \)-dimensional hyperplane \( H(y_1, \ldots, y_n) \), let \( H^+(y_1, \ldots, y_n) \) denote the halfspace bounded by \( H(y_1, \ldots, y_n) \) with \( o \in H^+(y_1, \ldots, y_n) \). For points \( x_1, \ldots, x_N \in \mathbb{R}^n \) and a subset of indices \( \{j_1, \ldots, j_n\} \subset [N] \), we define a functional \( \Phi_{j_1, \ldots, j_n}^\beta : (\mathbb{R}^n)^N \to [0, \infty) \) by

\[
\Phi_{j_1, \ldots, j_n}^\beta(x_1, \ldots, x_N) := \text{Vol}_n(t_{n,N,\beta}B_n \cap H^-(x_{j_1}, \ldots, x_{j_n}) \cap \text{cone}(x_{j_1}, \ldots, x_{j_n})),
\]
if \([x_1, \ldots, x_N] \) contains the origin in its interior and \( \dim([x_1, \ldots, x_n]) = n - 1 \), and set \( \Phi_{j_1, \ldots, j_n}(x_1, \ldots, x_N) := 0 \) otherwise. Then

\[
\mathbb{E}[\text{Vol}_n(t_{n,N,\beta}B_n \triangle P_{n,N,\beta}) | \mathcal{E}_{n,N,\beta}] \mathbb{P}(\mathcal{E}_{n,N,\beta}) \\
= 2 \int_{B_n} \cdots \int_{B_n} \text{Vol}_n(t_{n,N,\beta}B_n \setminus [x_1, \ldots, x_N]) \mathbb{1}_{E_{n,N,\beta}}(x_1, \ldots, x_N) \, d\mathbb{P}_\beta(x_1) \cdots d\mathbb{P}_\beta(x_N) \\
= 2 \int_{B_n} \cdots \int_{B_n} \sum_{j_1, \ldots, j_n \subset [N]} \Phi_{j_1, \ldots, j_n}(x_1, \ldots, x_N) \, d\mathbb{P}_\beta(x_1) \cdots d\mathbb{P}_\beta(x_N) \\
= 2 \binom{N}{n} \int_{B_n} \cdots \int_{B_n} \Phi_{1, \ldots, n}(x_1, \ldots, x_N) \, d\mathbb{P}_\beta(x_1) \cdots d\mathbb{P}_\beta(x_N).
\]

We apply the affine Blaschke–Petkantschbin formula in Lemma 3.1 to derive

\[
\mathbb{E}[\text{Vol}_n(t_{n,N,\beta}B_n \triangle P_{n,N,\beta}) | \mathcal{E}_{n,N,\beta}] \mathbb{P}(\mathcal{E}_{n,N,\beta}) \\
= 2 \omega_n (n - 1)! \binom{N}{n} \int_{S^{n-1}} \int_0^1 \int_{B_n \cap H} \cdots \int_{B_n \cap H} \\
\left[ \int_{B_n} \cdots \int_{B_n} \Phi_{1, \ldots, n}(x_1, \ldots, x_N) \, d\mathbb{P}_\beta(x_{n+1}) \cdots d\mathbb{P}_\beta(x_N) \right] \times \\
\times \text{Vol}_{n-1}([x_1, \ldots, x_n]) \, d\mathbb{P}_\beta^H(x_1) \cdots d\mathbb{P}_\beta^H(x_n) \, dh \, d\sigma(u).
\]

Now, by definition \( \Phi_{1, \ldots, n}(x_1, \ldots, x_N) \neq 0 \) if \( x_1, \ldots, x_n \) spans a hyperplane \( H \) and \( [x_1, \ldots, x_n] \in \mathcal{F}_{n-1}([x_1, \ldots, x_N]) \) and \( o \in \text{int}[x_1, \ldots, x_N] \). In this case, the value of \( \Phi_{1, \ldots, n}(x_1, \ldots, x_N) \) only depends on \( x_1, \ldots, x_n \). Since

\[
\{(x_{n+1}, \ldots, x_N) \in B_n^{N-n} : [x_1, \ldots, x_n] \in \mathcal{F}_{n-1}([x_1, \ldots, x_N]) \text{ and } o \in \text{int}[x_1, \ldots, x_N] \}
\subset \{(x_{n+1}, \ldots, x_N) \in B_n^{N-n} : x_{n+1}, \ldots, x_N \in H^+(x_1, \ldots, x_n)\} = (B_n \cap H^+(x_1, \ldots, x_n))^{N-n},
\]

we find that

\[
\mathbb{P}_\beta^{N-1}(\{(x_{n+1}, \ldots, x_N) \in B_n^{N-n} : [x_1, \ldots, x_n] \in \mathcal{F}_{n-1}([x_1, \ldots, x_N]) \text{ and } o \in \text{int}[x_1, \ldots, x_N]\}) \\
\leq \mathbb{P}_\beta^H(E_h^{N-n}) = F_{1,\beta+\frac{3}{19}}(h)^{N-n},
\]

where \( h = \text{dist}(o, H(x_1, \ldots, x_n)) \). Here we also used Lemma 3.5 and the rotational invariance of the beta distribution. Thus

\[
\int_{B_n} \cdots \int_{B_n} \Phi_{1, \ldots, n}(x_1, \ldots, x_N) \, d\mathbb{P}_\beta(x_{n+1}) \cdots d\mathbb{P}_\beta(x_N) \\
\leq \text{Vol}_n(t_{n,N,\beta}B_n \cap H^-(x_1, \ldots, x_n) \cap \text{cone}(x_1, \ldots, x_n))F_{1,\beta+\frac{3}{19}}(h)^{N-n}.
\]
This yields

\[
\mathbb{E}[\text{Vol}_n(t_{n,N,\beta}B_n \triangle P_{n,N}^\beta)|\mathcal{E}_{n,N,\beta}] \leq 2 \omega_n(n-1)! \frac{n}{n+2\beta+2} \int_{S^{n-1}} \int_0^{\frac{n+2\beta+2}{n+2\beta+3}} \ldots \int_{B_n \cap H} \text{Vol}_n(t_{n,N,\beta}B_n \cap H^- \cap \text{cone}(x_1, \ldots, x_n)) \\
\times \text{Vol}_{n-1}([x_1, \ldots, x_n]) F_{1,\beta+\frac{n-1}{n}}(h)^{N-n} \, d\mathbb{P}_\beta(x_1) \ldots d\mathbb{P}_\beta(x_n) \, dh \, d\sigma(u),
\]

where the hyperplane \( H = H(u, h) \) has distance \( h \) from the origin and is orthogonal to \( u \in S^{n-1} \).

Following as in [22, page 8], for all sufficiently large \( N \) we estimate, for \( 0 \leq h \leq \frac{n+2\beta+2}{n+2\beta+3} \),

\[
F_{1,\beta+\frac{n-1}{n}}(h)^{N-n} = (1 - \mathbb{P}_\beta(B_n \cap H^-))^N \leq e^{-\mathbb{P}_\beta(B_n \cap H^-)(N-n)}.
\]

Note that for \( 0 \leq h \leq \frac{n+2\beta+2}{n+2\beta+3} \) we have

\[
\mathbb{P}_\beta(B_n \cap H^-(u, h)) \geq \mathbb{P}_\beta\left(B_n \cap H^-(u, \frac{n+2\beta+2}{n+2\beta+3})\right) > 0.
\]

Consequently, for all sufficiently large \( N \),

\[
2 \omega_n(n-1)! \frac{n}{n+2\beta+2} \int_{S^{n-1}} \int_0^{\frac{n+2\beta+2}{n+2\beta+3}} \ldots \int_{B_n \cap H} \text{Vol}_n(t_{n,N,\beta}B_n \cap H^- \cap \text{cone}(x_1, \ldots, x_n)) \\
\times \text{Vol}_{n-1}([x_1, \ldots, x_n]) F_{1,\beta+\frac{n-1}{n}}(h)^{N-n} \\
\times d\mathbb{P}_\beta(x_1) \ldots d\mathbb{P}_\beta(x_n) \, dh \, d\sigma(u) \\
\leq 2 Vol_n(B_n)^3 n! \left(\frac{n}{n} \right)^{\frac{n+2\beta+2}{n+2\beta+3}}(h)^{N-n} \leq e^{-C(n,\beta)N}
\]

for some positive constant \( C(n, \beta) \).

Next, observe that

\[
t_{n,N,\beta}B_n \cap H^-(u, h) \cap \text{cone}(x_1, \ldots, x_n) \subset H^+(u, t_{n,N,\beta}) \cap H^-(u, h) \cap \text{cone}(x_1, \ldots, x_n),
\]

where the latter object is a truncated cone containing the desired cap. Since the top and bottom facets of the truncated cone are homothets, by the monotonicity and homogeneity of the volume functional,

\[
\text{Vol}_n(t_{n,N,\beta}B_n \cap H^- \cap \text{cone}(x_1, \ldots, x_n)) \leq \frac{h}{n} \max \left\{ 0, \left(\frac{t_{n,N,\beta}}{h}\right)^n - 1 \right\} \text{Vol}_{n-1}([x_1, \ldots, x_n]).
\]
Therefore, using also the fact that the beta distribution is rotationally invariant, we obtain

\[
\mathbb{E}[\text{Vol}_n(t_n,N,\beta B_n \triangle P_{n,N}^\beta)] \\
\leq 2\omega_n(n-1)! \left(\frac{N}{n}\right) \int_{S^{n-1}} \int_{B_n \cap \mathcal{H}} \frac{h}{n} \max \left\{ 0, \left( \frac{t_{n,N,\beta}}{h} \right)^n - 1 \right\} \times F_{1,\beta+\frac{\omega_1}{2}}(h)^{N-n} \text{Vol}_{n-1}([x_1, \ldots, x_n])^2 \, d\mathbb{P}_\beta^H(x_1) \cdots d\mathbb{P}_\beta^H(x_n) \, dh \, d\sigma(u) + e^{-C(n,\beta)N} \\
= 2\omega_n(n-1)! \left(\frac{N}{n}\right) \int_{B_n \cap \mathcal{H}} \frac{h}{n} \max \left\{ 0, \left( \frac{t_{n,N,\beta}}{h} \right)^n - 1 \right\} \times \frac{F_{1,\beta+\frac{\omega_1}{2}}(h)^{N-n}}{F_{1,\beta+\frac{\omega_1}{2}}(h)_{N-n}} \int_{B_n \cap \mathcal{H}} \text{Vol}_{n-1}([x_1, \ldots, x_n])^2 \, d\mathbb{P}_\beta^H(x_1) \cdots d\mathbb{P}_\beta^H(x_n) \, dh + e^{-C(n,\beta)N},
\]

where in the last line we fixed an arbitrary direction \( u_0 \in S^{n-1} \) and \( H = H(u_0, h) \) is at distance \( h \) from the origin. By Lemma 3.4 and the equation \( r^2 + h^2 = 1 \), we have

\[
\mathbb{E}[\text{Vol}_n(t_n,N,\beta B_n \triangle P_{n,N}^\beta)] \\
\leq 2\omega_n(n-1)! \left(\frac{c_n}{c_{n-1,\beta}}\right) \mathbb{E}[\mathcal{V}^2_{n,n-1}] \times \\
\left(\frac{N}{n}\right) \int_{B_n \cap \mathcal{H}} r^{2n\beta+(n-1)(n+2)} \frac{h}{n} \max \left\{ 0, \left( \frac{t_{n,N,\beta}}{h} \right)^n - 1 \right\} \times \frac{F_{1,\beta+\frac{\omega_1}{2}}(h)^{N-n}}{F_{1,\beta+\frac{\omega_1}{2}}(h)_{N-n}} \, dh + e^{-C(n,\beta)N}.
\]

Since \( h \geq \frac{n+2\beta+2}{n+2\beta+3} \) and \( 1 - t_{n,N,\beta} = \gamma_{n,N,\beta} \) is of the order \( N^{-\frac{2}{n+2\beta+1}} \), for all sufficiently large \( N \) it holds true that

\[
\frac{1}{n} \left[ \left( \frac{t_{n,N,\beta}}{h} \right)^n - 1 \right] = \frac{t_{n,N,\beta} - h}{nh} \left[ 1 + \frac{t_{n,N,\beta}}{h} + \cdots + \left( \frac{t_{n,N,\beta}}{h} \right)^{n-1} \right] \\
\leq \frac{t_{n,N,\beta} - h}{nh} \left[ 1 + \frac{1}{h} + \cdots + \frac{1}{h^{n-1}} \right] \\
\leq \frac{t_{n,N,\beta} - h}{n} \frac{n + 2\beta + 3}{n + 2\beta + 2} \left[ 1 + \frac{n + 2\beta + 3}{n + 2\beta + 2} + \cdots + \left( \frac{n + 2\beta + 3}{n + 2\beta + 2} \right)^n \right] \\
= \left[ \left( 1 + \frac{1}{n + 2\beta + 2} \right)^n - 1 \right] \frac{n + 2\beta + 3}{2n} (t_{n,N,\beta} - h).
\]

Since

\[
\left( 1 + \frac{1}{n + 2\beta + 2} \right)^n \leq 1 + \frac{2n}{n + 2\beta + 3} \quad \text{for all } n \geq 1 \text{ and } \beta \geq -1,
\]

this yields

\[
\frac{1}{n} \left[ \left( \frac{t_{n,N,\beta}}{h} \right)^n - 1 \right] \leq t_{n,N,\beta} - h.
\]
Hence, for all sufficiently large $N$,
\[
\mathbb{E}[\text{Vol}_n(t_{n,N,\beta} B_n \triangle P_{n,N}^\beta)] \leq 2\omega_n(n-1)! \frac{c_{n,\beta}^n}{c_{n-1,\beta}^n} \mathbb{E}[\mathbb{V}_{n,n-1}^2](N) \left( \frac{N}{n} \right) \times \int_{N^{n+2\beta+2}/n^{2\beta+3}}^{t_{n,N,\beta}} r^{2\beta+(n-1)(n+2)} (t_{n,N,\beta} - h)(1 - \varphi_\beta(h))^N - d \, dh + e^{-C(n,\beta)N},
\]
where we set
\[
\varphi_\beta(h) := 1 - F_{1,\beta+\frac{n-1}{2}}(h) = \mathbb{P}_\beta(B_n \cap H^-(u_0, h)) \quad \text{for } h \in [0, 1].
\]
By Lemma 3.7 we have that $r^{n+2\beta+1} \leq d_{n,\beta} \varphi_\beta(h)$. This, together with the inequality $t_{n,N,\beta} - h \leq 1 - h = 1 - \sqrt{1 - r^2} \leq r^2$, yields
\[
\mathbb{E}[\text{Vol}_n(t_{n,N,\beta} B_n \triangle P_{n,N}^\beta)] \leq 2\omega_n(n-1)! \frac{c_{n,\beta}^n}{c_{n-1,\beta}^n} \mathbb{E}[\mathbb{V}_{n,n-1}^2](n) \int_{N^{n+2\beta+2}/n^{2\beta+3}}^{1} (d_{n,\beta} \varphi_\beta(h))^n (1 - \varphi_\beta(h))^N - d \, dh + e^{-C(n,\beta)N}.
\]
Here we used the fact that
\[
(n - 1)! \frac{c_{n,\beta}^n}{c_{n-1,\beta}^n} \mathbb{E}[\mathbb{V}_{n,n-1}^2] = d_{n,\beta}^{-(n-1)},
\]
which follows from Lemma 3.3.

We now use the change of variable $t = N \varphi_\beta(h)$ and note that by Lemmas 3.7 and 3.6,
\[
\varphi_\beta'(h) = -\frac{n + 2\beta + 1}{d_{n,\beta}} r^{n+2\beta-1} \leq -\frac{n + 2\beta + 1}{d_{n,\beta}} \left( \frac{d_{n,\beta} \varphi_\beta(h)}{2 - h^2} \right)^{1-\frac{2}{n+2\beta+1}} \leq -\frac{n + 2\beta + 1}{d_{n,\beta}} \left( \frac{n + 2\beta + 3}{n + 2\beta + 5} \right)^{1-\frac{2}{n+2\beta+3}} \leq -\frac{n + 2\beta + 1}{d_{n,\beta}} \left( \frac{n + 2\beta + 3}{n + 2\beta + 4} \right)^{1-\frac{2}{n+2\beta+4}},
\]
where we used the fact that $h \geq \frac{n+2\beta+2}{n+2\beta+3}$. This yields
\[
\mathbb{E}[\text{Vol}_n(t_{n,N,\beta} B_n \triangle P_{n,N}^\beta)] \leq \left( 1 + \frac{1}{n + 2\beta + 3} \right) \frac{2n\omega_n}{n + 2\beta + 1} \frac{1}{N^n} \left( \frac{N}{n} \right) \left( \frac{d_{n,\beta}}{N} \right)^{\frac{2}{n+2\beta+1}} \times \int_0^{N\varphi_\beta(\frac{n+2\beta+2}{n+2\beta+3})} t^{n-1+\frac{2}{n+2\beta+3}} (1 - \frac{t}{N})^{N-n} \, dt + e^{-C(n,\beta)N}.
\]
Note that

\[
\left(1 - \frac{t}{N}\right)^{-n} \leq \left(1 + 2\varphi_{\beta}\frac{n + 2\beta + 2}{n + 2\beta + 3}\right)^n \leq \left(1 + C_1(n, \beta)n\frac{2}{n + 2\beta + 3}\right)^{n + 2\beta + 1} \leq 1 + e^{-C_2(n, \beta)(n + 2\beta + 1)}
\]

for some positive constants \(C_1(n, \beta)\) and \(C_2(n, \beta)\). Therefore,

\[
\int_0^{N\varphi_{\beta}\left(\frac{n + 2\beta + 1}{n + 2\beta + 3}\right)} t^{n-1 + \frac{2}{n + 2\beta + 1}} \left(1 - \frac{t}{N}\right)^{-n} \ dt \leq (1 + e^{-O(n + 2\beta + 1)})\Gamma\left(n + \frac{2}{n + 2\beta + 1}\right).
\]

From this we conclude that

\[
\mathbb{E}[\text{Vol}_n(t_{n, N, \beta}B_n \triangle P_{n, N}^\beta)] \leq (1 + O((n + 2\beta + 3)^{-1})) \frac{2\omega_n}{n + 2\beta + 1} N^n \frac{n!}{\Gamma(n)} \Gamma\left(n + \frac{2}{n + 2\beta + 1}\right) \frac{(d_{n, \beta}/N)^{\frac{2}{n + 2\beta + 1}}}{\Gamma(n)} e^{-C(n, \beta)N}.
\]

A classical inequality of Wendel [33] states that for \(x > 0\) and \(s \in (0, 1)\), we have \(1 \geq \frac{\Gamma(x + s)}{\Gamma(x)} \geq (\frac{x}{x + s})^{1-s}\). Applying this with \(x = n\) and \(s = \frac{2}{n + 2\beta + 1}\), we obtain

\[
\frac{n!}{N^n n^{\frac{N}{n}}} \leq 1 + O\left(\frac{\ln(n + 2\beta + 2)}{n + 2\beta + 1}\right).
\]

Thus, using the inequality

\[
\frac{n!}{N^n n^{\frac{N}{n}}} \leq 1,
\]

we derive that for sufficiently large \(N\),

\[
\mathbb{E}[\text{Vol}_n(t_{n, N, \beta}B_n \triangle P_{n, N}^\beta)] \leq \left(1 + O\left(\frac{\ln(n + 2\beta + 2)}{n + 2\beta + 1}\right)\right) \frac{2n \text{Vol}_n(B_n)}{n + 2\beta + 1} \left(\frac{d_{n, \beta}/N}{\Gamma(n)}\right)^{\frac{2}{n + 2\beta + 1}} e^{-C(n, \beta)N}.
\]

By (29) we find that

\[
(n d_{n, \beta})^{\frac{2}{n + 2\beta + 1}} \leq 1 + O\left(\frac{\ln(n + 2\beta + 2)}{n + 2\beta + 1}\right).
\]

Also, by (23), we have that

\[
t_{n, N, \beta}^{-n} \leq \left(1 - c_2N^{-\frac{2}{n + 2\beta + 1}}\right)^{-n} \leq 1 + 2c_2 n N^{-\frac{2}{n + 2\beta + 1}} \leq 1 + O\left(\frac{\ln(n + 2\beta + 2)}{n + 2\beta + 1}\right)
\]

for large enough \(N\). Hence, for all sufficiently large \(N\),

\[
\mathbb{E}[\text{Vol}_n(B_n \triangle t_{n, N, \beta}^{-1} P_{n, N}^\beta)] = t_{n, N, \beta}^{-n} \mathbb{E}[\text{Vol}_n(t_{n, N, \beta}B_n \triangle P_{n, N}^\beta)] \leq \left(1 + O\left(\frac{\ln(n + 2\beta + 2)}{n + 2\beta + 1}\right)\right) \frac{2n \text{Vol}_n(B_n)}{n + 2\beta + 1} N^{-\frac{n}{n + 2\beta + 1}},
\]

for some positive constant \(C_3\). This completes the proof.
where we choose $N$ large enough so that $N^{\frac{2}{n+2\beta+1}}e^{-C(n,\beta)N} \leq \frac{2n\text{Vol}_n(B_n)}{(n+2\beta+1)^2}$. This completes the proof of Theorem 4.2.

4.4. **Step 4: Going from the local estimates to the global estimate.** To conclude the proof of Theorem 1.1, we apply Lemma 4.1 as follows. We use the upper bound from Theorem 4.2, first replacing $n$ by $j$, and then selecting the parameter $\beta = \frac{n-j-2}{2}$ which corresponds to an $j$-dimensional projection of the uniform distribution on $S^{n-1} (\beta = -1)$. The choice of the scaling factor $r \in (0, 1)$ we use in (18) is the number $r = t_{j,N,\frac{n-j-2}{2}}$. Substituting this choice of parameters into the upper bound for the expectation in Theorem 4.2 and using the identity $V_j(B_n) = \left[\frac{n}{j}\right]\text{Vol}_j(B_j)$, we obtain that for all sufficiently large $N$,

$$\mathbb{E}[\delta_j(t^{-1}_{j,N,\frac{n-j-2}{2}}P_{n,N}^{\text{unif}}, B_n)] = \left[\frac{n}{j}\right]\mathbb{E}[\text{Vol}_j(t^{-1}_{j,N,\frac{n-j-2}{2}}P_{j,N}^{\beta=\frac{n-j-2}{2}} \Delta B_j)]$$

$$\leq \left(1 + O\left(\frac{\ln n}{n-1}\right)\right)\left[\frac{n}{j}\right]\frac{2j\text{Vol}_j(B_j)}{n-1}N^{-\frac{2\beta}{n+1}}$$

$$= \left(1 + O\left(\frac{\ln n}{n-1}\right)\right)\frac{2j}{n-1}V_j(B_n)N^{-\frac{2\beta}{n+1}}.$$  

To conclude, we use the fact that for all sufficiently large $N$, there exists a realization $Q^*_{n,j,N}$ of the random polytope $t^{-1}_{j,N,\frac{n-j-2}{2}}P_{n,N}^{\text{unif}}$ which also achieves this upper bound on the expectation. This completes the proof of Theorem 1.1.
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**Appendix A. Estimation of the constants in (25)**

We consider the constant

$$A_{n,\beta} = \frac{1}{\omega_n} \frac{n + 2\beta + 1}{2n + 2\beta + 3} \frac{\Gamma\left(n + 1 + \frac{2}{n+2\beta+1}\right)}{\Gamma(n+1)} d_{n,\beta}^{\frac{2}{n+2\beta+1}},$$

that appears in the estimates (23) for $\gamma_{n,N,\beta}$. A classical inequality by Wendel [33] states that for every $x > 0$ and every $s \in (0, 1)$ we have $x^s \geq \frac{\Gamma(x+s)}{\Gamma(x)}$. Hence,

$$1 \leq \frac{\Gamma\left(n + 1 + \frac{2}{n+2\beta+1}\right)}{\Gamma(n+1)} \leq (n+1)^{\frac{2}{n+2\beta+1}} = 1 + O\left(\frac{\ln(n+1)}{n + 2\beta + 1}\right)$$

for all $n \geq 1$ and $\beta \geq -\frac{1}{2}$. 
Applying Wendel’s inequality again with \( x = \frac{n}{2} + \beta + 1 \) and \( s = \frac{1}{2} \), we get
\[
\frac{\Gamma(n + 1/2 + \beta + 1)}{\Gamma(n/2 + \beta + 1)} \leq \sqrt{\frac{n + 2\beta + 2}{2}},
\]
which yields
\[
1 \leq d_{n,\beta}^{\frac{1}{n + 2\beta + 1}} = \left( \frac{2\sqrt{\pi} \Gamma(n + 1/2 + \beta + 1)}{\Gamma(n/2 + \beta + 1)} \right)^{\frac{1}{n + 2\beta + 1}} \leq \left( \frac{(2\pi)(n + 2\beta + 2)}{n + 2\beta + 1} \right) \leq 1 + O \left( \frac{\ln(n + 2\beta + 2)}{n + 2\beta + 1} \right).
\]
(29)

Therefore, for all \( n \geq 1 \) and all \( \beta \geq -\frac{1}{2} \) we have
\[
\frac{1}{2} \left( 1 - \frac{C_1}{n + 2\beta + 3} \right) \leq A_{n,\beta} \leq \frac{1}{2} \left( 1 + \frac{C_2 \ln[(n + 1)(n + 2\beta + 2)]}{n + 2\beta + 1} \right)
\]
for some positive absolute constants \( C_1 \) and \( C_2 \).

**Appendix B. 1-dimensional case of Lemma 3.8**

Since Affentranger [1, Cor. 1] only stated his results for \( n \geq 2 \), in the following we briefly verify the statement of Lemma 3.8 also holds for \( n = 1 \). Let \( X_1, \ldots, X_N \) be i.i.d. random points in \( B_1 = [-1, 1] \) chosen according to the beta distribution with \( \beta > -1 \), and set \( P_{1,N} = \{X_1, \ldots, X_N\} \). Then
\[
\text{Vol}_1(P_{1,N}) = \max_{i \in [N]} X_i - \min_{i \in [N]} X_i.
\]
Thus by the symmetry of the beta distribution,
\[
\mathbb{E} \text{Vol}_1(P_{1,N}) = \mathbb{E} \max_{i \in [N]} X_i - \mathbb{E} \min_{i \in [N]} X_i = 2 \mathbb{E} \max_{i \in [N]} X_i
\]
\[
= 2 \left( \frac{N}{1} \right) \int_{B_1} x \mathbb{P}_\beta([-1, x])^{N-1} \, d\mathbb{P}_\beta(x)
\]
\[
= 2c_{1,\beta}N \int_{0}^{2} (1-s) F_{1,\beta}(1-s)^{N-1}(1-(1-s)^2)^{\beta} \, ds.
\]
We also have
\[
F_{1,\beta}(1-s) = c_{1,\beta} \int_{-1}^{1-s} (1-z^2)^{\beta} \, dz = 1 - c_{1,\beta} \int_{0}^{s} (1-(1-t)^2)^{\beta} \, dt
\]
\[
\sim 1 - \frac{c_{1,\beta}2^\beta s^{\beta+1}}{\beta + 1} \quad \text{as } s \to 0^+.
\]
Using the substitution \( F_{1,\beta}(1-s) = 1 - \frac{t}{N} \), we find that
\[
s = 1 - F_{1,\beta}^{-1} \left( 1 - \frac{t}{N} \right) \sim \left( \frac{(\beta + 1)t}{2^\beta N c_{1,\beta}} \right)^{\frac{1}{\beta+1}} \quad \text{as } N \to \infty.
\]
Hence,
\[
\mathbb{E} \text{Vol}_1(P^\beta_{1,N}) \sim 2 \int_0^N \left(1 - \frac{t}{N}\right)^{N-1} dt - \left(\frac{2(\beta + 1)}{c_{1,\beta}}\right)^{\frac{1}{\beta + 1}} N^{-\frac{1}{\beta + 1}} \int_0^N t^{\frac{1}{\beta + 1}} \left(1 - \frac{t}{N}\right)^{N-1} dt
\]
\[
\sim 2 - d_{1,\beta}^{\frac{1}{\beta + 1}} \Gamma\left(1 + \frac{1}{\beta + 1}\right) N^{-\frac{1}{\beta + 1}} = \text{Vol}_1(B_1) - A_{1,\beta} N^{-\frac{1}{\beta + 1}} \quad \text{as } N \to \infty.
\]
This proves the statement of Lemma 3.8 for \(n = 1\) and \(\beta > -1\).
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