SynthRef: Generation of Synthetic Referring Expressions for Object Segmentation
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Abstract

Recent advances in deep learning have brought significant progress in visual grounding tasks such as language-guided video object segmentation. However, collecting large datasets for these tasks is expensive in terms of annotation time, which represents a bottleneck. To this end, we propose a novel method, namely SynthRef, for generating synthetic referring expressions for target objects in an image (or video frame), and we also present and disseminate the first large-scale dataset with synthetic referring expressions for video object segmentation. Our experiments demonstrate that by training with our synthetic referring expressions one can improve the ability of a model to generalize across different datasets, without any additional annotation cost. Moreover, our formulation allows its application to any object detection or segmentation dataset.

Project site: \url{https://imatge-upc.github.io/synthref/}

1 Introduction

Visual grounding tasks provide challenging benchmarks for artificial intelligence systems, as they must combine vision and language effectively. Among them, we focus on referring video object segmentation, in which a language query defines which instance to segment from a video sequence. In particular, we define \textit{referring expressions} (REs) as linguistic phrases that allow the unique identification of an individual object (the referent) in a discourse or scene. (cf., Reiter and Dale 1992; Qiao et al. 2020). One of the biggest challenges for this task is the lack of relatively large annotated datasets since a tremendous amount of time and human effort is required for annotation.

Using referring expressions to identify objects in the real world lies at the core of human communication. Their use for segmenting objects in images has been previously addressed (Hu et al., 2016; Liu et al., 2017; Yu et al., 2018; Ye et al., 2019; Chen et al., 2019) and has benefited from large scale datasets, such as RefCOCO (Kazemzadeh et al., 2014). However, fewer works have explored the segmentation of objects using REs in the video domain, although this provides the more natural setup compared to the image domain. Humans use referring expressions to identify objects for others in a moving world, better represented by videos than by still images. Khoreva et al. (2018) were the first to transfer the referring expression segmentation task from images to videos by collecting referring expressions for the DAVIS-2017 (Pont-Tuset et al., 2017) dataset. Later Gavrilyuk et al. (2018) provided natural language descriptions as guidance for actor segmentation in A2D (Xu et al., 2015) and J-HMDB (Jhuang et al., 2013), two datasets used for action and human pose recognition and segmentation. Finally, the first large-scale benchmark for referring video object segmentation, Refer-YouTube-VOS, was built by Seo et al. (2020) on top of YouTube-VOS (Xu et al., 2018), a benchmark for video object segmentation.

As an alternative to collecting REs from annotators, we propose generating synthetic referring expressions for an image, using only the ground truth annotations of objects and their predicted visual attributes from an off-the-shelf deep learning model. We apply this method to build a large-scale dataset with synthetic referring expressions for video object segmentation, based on an existing benchmark dataset for video instance segmentation. We use our synthetic dataset for pretraining a deep neural network for the task of referring video object segmentation and evaluate our method on two benchmark datasets used in language-guided video object segmentation.
Figure 1: Overview of our method for generating synthetic referring expressions. Top: Ground truth labels (object class + bounding boxes) are used to compute a target object’s relative location and size. Bottom: A Faster R-CNN object detector with attribute head predicts visual attributes for the detected objects, which are filtered by ground truth annotations. The combined cues create a set of referring expressions that uniquely describe the target object.

2 Method and Dataset

Our synthetic referring expressions are based on the ground-truth annotations of YouTube-VIS (Yang et al., 2019) dataset, described in the supplementary material. Specifically, we use the classes and bounding boxes of the target and other objects in a video frame, to determine a set of cues from which we heuristically generate a referring expression that is close to a natural language expression. We call our approach SynthRef, illustrated in Figure 1. We use the following four cues for generating referring expressions for a target object:

1. Object class In trivial cases where a single object of a known class is present, using the object class is enough to generate a referring expression. However, most cases involve multiple objects of the same class, thus other cues are necessary in order to disambiguate between instances.

2. Relative size If the total area of the bounding box of the referent is twice as big/small than the area(s) of the respective bounding boxes of the other object(s) of the same class, a characterization of “bigger/smaller” or “the biggest/smallest” is added to the synthetic referring expression, e.g., “the smallest dog”.

3. Relative location In scenarios where two or three objects of the same class are present in a video frame, relative location between these objects may suffice to disambiguate between them. If the bounding boxes of the objects are fully separable, or partially above a certain threshold, then we assume that relative location of the referent with respect to the other object(s) of the same class can be used in order to generate a non-ambiguous referring phrase. In this case, the steps for determining relative location are the following:

   1. The axis which is the most separative for the bounding boxes of the two objects is determined.
   2. According to the axis found and the position of the bounding boxes, a relative location description is given out of 4 options: {“on the right”, “on the left”, “in the back”, “in the front”}.
   3. If there are two other objects of the same class, steps 1 & 2 are computed between the referent and each of the two other objects, and the results are combined, e.g., “in the middle”, “in the back right”, etc.

4. Attributes We pretrain Faster R-CNN (Ren et al., 2015) on Visual Genome (Krishna et al., 2017) for object and attribute detection (Tang et al., 2020). This model analyzed the video frames of YouTube-VIS (Yang et al., 2019) dataset to obtain, for each frame of a video, a set of detected objects (with their bounding box coordinates) and their predicted attributes. The detected bounding box with the highest overlap, in terms of Intersection-over-Union (IoU), with the ground truth bounding box of the target object is considered as the prediction corresponding to the
The last two columns represent the average number of unique referring expressions per object and the average number of words per referring expression respectively.

Table 1: Statistics of our dataset and comparison to existing ones. The last two columns represent the average number of unique referring expressions per object and the average number of words per referring expression respectively.

| Dataset                  | Videos / Objects / Categories | Expressions | Expressions | Expressions/Object | Words/Expression |
|--------------------------|-------------------------------|-------------|-------------|--------------------|-----------------|
| A2D Sentences            | 3,782 / 4,825 / 8            | *Human*     | 6,656       | 1.4                | 7.3             |
| DAVIS-2017               | 150 / 386 / 78               | *Human*     | 1,544       | 4.0                | 5.5             |
| Refer-YouTube-VOS        | 3,975 / 7,451 / 94           | *Human*     | 27,899      | 3.7                | 7.5             |
| SynthRef-YouTube-VIS     | 2,238 / 3,774 / 40           | *Synthetic* | 15,798      | 4.2                | 4.4             |

We point out three limitations of our dataset/method: (a) the predicted attributes may be wrong or not disambiguating, (b) the relative location is not applied for more than three objects of the same class, and (c) when none of our rules can be applied, SynthRef uses just the object class (e.g., “a dog”), even if there are more instances of that class.

3 Experiments

We show the benefits of our synthetic dataset SynthRef-YouTube-VIS by using it in extending the training dataset of RefVOS (Bellver et al., 2020), a state of the art model for referring video object segmentation. The first experiments focus on DAVIS-2017 (Pont-Tuset et al., 2017), and the latter on Refer-YouTube-VOS (Seo et al., 2020).

Table 2: Segmentation accuracy obtained with RefVOS model on two partitions of DAVIS-2017: validation (val) or training+validation (train+val). Adding our SynthRef-YouTube-VIS data significantly increases the performance at a zero-cost in annotation. The J&F metric is defined in the supplementary material.

| RefCOCO | SynthRef | DAVIS-2017 | J&F† |
|---------|----------|------------|------|
| ✓       | ✓        | val        | 40.8 |
| ✓       | ✓        | val        | **44.8** |
| ✓       | ✓        | train+val  | 33.6 |
| ✓       | ✓        | train+val  | 27.0 |
| ✓       | ✓        | train+val  | **38.6** |

DAVIS-2017 We report the gains of adding the synthetic dataset when evaluating on the standard validation partition of DAVIS-2017 (30 videos), but also on the combined training and validation partitions (90 videos), to obtain more statistically significant results. The results in Table 2 show a significant improvement in segmentation accuracy when adding our synthetic REs to RefCOCO. Figure 2 illustrates qualitative
Figure 2: Qualitative results on DAVIS-2017. Subfigure 2a (left) shows results when the model is pretrained only on RefCOCO, while Subfigure 2b (right) when it is also trained on our synthetic dataset.

Table 3: Comparison with the state of the art in DAVIS-2017 validation, with models pretrained on RefCOCO and fine-tuned with DAVIS-2017 training data. Adding our generated SynthRef-YouTube-VIS dataset to the RefCOCO pretraining achieves state of the art results. However the relative gain is smaller than in the scenario without fine-tuning, reported in Table 2.

| Model                         | SynthRef | J&F↑ |
|-------------------------------|----------|------|
| (Khoreva et al., 2018)        | 39.3     |      |
| (Seo et al., 2020)            | 44.1     |      |
| (Bellver et al., 2020)        | 45.1     |      |
| (Bellver et al., 2020)        | ✓        | **45.3** |

Table 4: Comparison of the performance on a subset of Refer-YouTube-VOS when training with synthetic and human referring expressions.

| RE Source | Prec@0.5↑ | Prec@0.9↑ | Mean IoU↑ |
|-----------|-----------|-----------|-----------|
| Synthetic | 32.3      | 1.8       | 35.0      |
| Human     | **38.6**  | **6.9**   | **39.5**  |

4 Conclusion

In this work, we propose SynthRef, a novel method for generating synthetic referring expressions, which is used to create the first large-scale dataset of synthetic referring expressions for video object segmentation, namely SynthRef-YouTube-VIS. Our experiments show that pretraining a model using our synthetic referring expressions increases its capability to generalize on new data, which is very important in scenarios where training data are not available for a target dataset. Our method, that does not involve any human annotation cost, can be applied to other existing datasets and tasks (e.g. object detection or text-to-image retrieval). We invite the community to explore further possibilities and benefits out of it.
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