Improving remote sensing estimation of Secchi disk depth for global lakes and reservoirs using machine learning methods
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ABSTRACT

Secchi disk depth (SDD) is a simple but particularly important indicator for characterizing the overall water quality status and assessing the long-term dynamics of water quality for diverse global waters. For this reason, countless efforts have been made to collect SDD data from the field and through remote sensing systems. Many empirical and semianalytical algorithms have been proposed to estimate SDD from different satellite images for a specific or regional water. However, the construction of a robust global SDD estimation model is still challenging due to the nonlinear response of SDD to optical properties and the complex physical and biogeochemical processes of different waters. Therefore, machine learning methods to better interpret nonlinear processes were used to improve remote sensing estimations of SDD for global lakes and reservoirs based on a global matchup dataset from Landsat TM (N = 4099), ETM+ (N = 2420), and OLI (N = 1249) covering in situ SDD from 0.01 m to over 18 m. Overall, extreme gradient boosting (XGBoost) and random forest (RF) had better SDD retrievals than back propagation neural network, support vector regression, empirical and quasi-analytical models showing high precision with mean relative error of approximately 30% and good agreements with the long-term in situ SDD in different waters with various optical properties. Our results can support long-term global-level water quality evaluation and thus making informed decisions about development policy.
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1. Introduction

Water quality is being paid increasingly attention by the public as complete water environment information is an important basis for making informed decisions regarding water resource use and development policies (Downing et al. 2021; Grant et al. 2021; Keeler et al. 2012). Secchi disk depth (SDD), which refers to the penetration ability of visible light into underwater, is a simple but particularly important indicator for characterizing overall water quality status and assessing the long-term dynamics of water quality for diverse global waters (Capuzzo et al. 2015; Lisi and Hein 2019; Song et al. 2020, 2022). SDD is influenced by the abundance of various dissolved and particulate matter in the water column (Liu et al. 2021a; Maciel et al. 2021; Wang et al. 2020); these water constituents play vital roles in regulating many chemical, physical and biological processes including dissolved oxygen and thermal stratification, primary productivity, and biological vertical migration (Jane et al. 2021; Karlsson et al. 2009; Zhang et al. 2015). In addition, good water quality has been proven to have great recreational value for activities such as boating, swimming, fishing, and sightseeing (Keeler et al. 2012); improved water SDD indicates good water quality and leads to increased visits to lakes and reservoirs. Keeler et al. (2015) stated that visitors were willing to pay an additional US$22 for every one-meter increase in water SDD.

SDD has records for more than 150 years back to 1865 because of its simplicity in measurement (Maciel et al. 2021). Although traditional SDD ship-based observations are accessible and highly accurate, insufficient spatial and temporal resolutions hinder global long-term assessments of SDD dynamics (Liu et al. 2021a; Luís et al. 2019). In contrast, satellite remote sensing, with large-scale observations and higher
spatiotemporal resolutions, has become an important alternative tool for synoptic estimations of SDD (Chawla, Karthikeyan, and Mishra 2020; Page, Olmanson, and Mishra 2019; Zhang et al. 2020).

To date, both empirical regressions (Kabiri 2022a, 2022b; Kabiri and Moradi 2016; Liu et al. 2020; Ren et al. 2018; Song et al. 2020, 2022; Zhang et al. 2021c) and semianalytical models (Jiang et al. 2019; Lee et al. 2016; Msusa, Jiang, and Matsushita 2022; Wang, Son, and Harding 2009) have been developed to estimate SDD through satellite data. Due to the nonlinear response of SDD to optical properties and the complex physical and biogeochemical processes of different waters, the construction of a robust model for different global waters is still challenging. For different clear and turbid waters, the sensitive band varies with the optical properties of the water environment. Doron et al. (2011) and Alikas and Kratzer (2017) suggested that clear ocean water absorbs less at short visible wavelengths than at longer wavelengths; thus, the short visible bands are more suitable for clear ocean water SDD remote sensing estimation. However, a previous study indicated that for turbid waters the reference band used for SDD estimation is suggested to move to longer wavelengths (Shi et al. 2015). In other words, at present, there is no unified empirical or semianalytical model to accommodate differing optical properties for remote estimation of the surface SDD for global lakes and reservoirs.

Recently, based on satellite images, many data-driven methods including artificial neural networks (ANNs) (Li et al. 2021b; Liu et al. 2021b), support vector regression (SVR) (Xiao et al. 2018), generalized additive models (Li et al. 2021a), decision trees (Song et al. 2021), random forests (RF) (Belgiu and Dragut 2016; Li et al. 2021a; Mudiyanselage et al. 2022) and deep learning (Guo et al. 2022; He et al. 2022; Zhang et al. 2021a) have been applied to different research fields such as classification and differentiation, object and change detection, and parameter inversion. With the accumulation of sample size and image data, massive amounts of data support the application of machine learning methods in water color remote sensing. For instance, Balasubramanian et al. (2020) trained an ANNs for backscattering coefficient retrievals and thus estimated total suspended matter (TSM) in different waters. Shen et al. (2020) and Yu et al. (2021) constructed an SDD model based on random forest regression and a deep neural network algorithm, respectively for turbid and eutrophic waters in eastern China and plateau lakes in Yunnan Province. Giannini et al. (2021) retrieved chromophoric dissolved organic matter, chlorophyll-a, and TSM concentrations in the Northeast Pacific coastal waters through a neural net algorithm. The state-of-the-art algorithms in the above studies suggest that machine learning methods can capture nonlinear relationships between input features and biophysical parameters or inherent optical properties and generally show improved performance over simple regression methods.

Our hypothesis is that machine learning models have improved performance over published empirical and semianalytical models for global lakes and reservoirs based on a large and extensive SDD dataset. Therefore, we compile global in situ SDD datasets and develop and validate machine learning methods with general applicability to estimate the SDD from satellites through multiperspective comparison. We aim to develop a universal SDD remote sensing estimation model widely used to diverse lakes and reservoirs with various optical properties.

2. Materials and methods

2.1 In situ data

The in situ SDD dataset was collected from five independent sources (Table S1): the Chinese lake dataset (Zhang et al. 2021c); the European lake dataset (Mantzouki et al. 2018) (https://portal.edirepository.org); the American National Aquatic Resource Surveys (ANARS) dataset (https://www.epa.gov); the Global Freshwater Quality dataset (https://gemstat.bafg.de/); and the routine water monitoring dataset collected from Lake Taihu (China), Xin’anjiang Reservoir (China), Lake Kasumigaura (Japan), Lake Mjosa (Norway), Fellows Reservoir (USA), Shayne Reservoir (USA) and Stockton Reservoir (USA) (Fig. S1). The last dataset was not a part of any other datasets. Both Lake Taihu and Lake Kasumigaura represent shallow lakes with turbid waters (Shi et al. 2015; Terrel et al. 2012). All four reservoirs and Lake Mjosa represented clear or moderately turbid waters. Datasets 1–4 were used for model development in Section 3.2, and dataset 5 was used for model testing in Section 3.3.
2.2 Satellite data acquisition and application

The surface reflectance collection 1 products of Landsat 5 TM, 7 ETM+, and 8 OLI were collected from the United States Geological Survey (USGS) website (https://earthexplorer.usgs.gov). These products have been geometrically and atmospherically corrected by USGS (Masek et al. 2006; Vermote et al. 2016). Landsat 5 TM and Landsat 7 ETM+ surface reflectance were generated using the Landsat ecosystem disturbance adaptative processing system and 6S radiative transfer model (Masek et al. 2006). Landsat 8 OLI surface reflectance was generated using the land surface reflectance code and 6S radiative transfer model (Vermote et al. 2016). Each image was quality controlled by removing the shadow, cloud, and snow pixels through the Fmask algorithm (Zhu and Woodcock 2012). The abnormal reflectance on water surfaces from the Fmask algorithm and atmospheric correction were excluded with thresholds (i.e. surface reflectance at green band of <0.02 or surface reflectance at any visible bands of >0.5) from Hou et al. (2022). The images with sun glint were manually excluded to ensure accurate SDD estimation. The surface reflectance was divided by a constant π (3.14) to obtain the remote sensing reflectance (\(R_{rs}\)) (Zhang et al. 2021c).

The spatial and temporal variations of SDD were acquired according to the following steps. First, the normalized difference water index (NDWI) was used to delineate water and land interfaces. The valley of the two peaks from the NDWI histogram was considered the threshold to extract the water area (Hou et al. 2017). Second, the extracted images were normalized before being entered into the RF and extreme gradient boosting (XGBoost) algorithms in Python. Third, outputs from the RF and XGBoost algorithms were denormalized and transformed into SDD values for further application.

2.3 Matching rules

The matchups between satellite data and in situ SDD were based on the following rules: 1) the time interval was set to within 3 days between an in situ SDD measurement and Landsat observation (Olmanson, Bauer, and Brezonik 2008); 2) the reflectance with the coefficient of variation>10% in a 3 × 3 pixel window was excluded (Cao et al. 2020); and 3) the average value in a 3 × 3 pixel window centered at the sampling location was employed.

2.4 Machine learning methods

Four machine learning methods were used to retrieve the SDD: back propagation neural network (BP), SVR, RF, and XGBoost. The BP and SVR are single models, and RF and XGBoost are ensemble learning models.

In BP modeling, neurons in each layer are connected to those in the next layer by connection weights (\(W^{layer}\)). Random weights were assigned at the start of the learning. The error and output are then calculated to update the \(W^{layer}\) until the criterion is reached. The weighted output is then summed to produce the final prediction by using a nonlinear transfer function.

The SVR works by mapping the input data nonlinearly to a feature space with more dimensions. It is a supervised method for completing optimal regression tasks. In the SVR training process, the input layers are referenced by coordinates to form the support vectors. Once these support vectors have been created, the SVR can then automatically predict the new observations (Li and Simske 2010).

The XGBoost is a scalable gradient boosting machine model (Chen et al. 2015). Comparing to the traditional gradient boosting machine model, the XGBoost technique is robust to noisy predictors and generally avoids overfitting owing to its regularized boosting processing (Chen et al. 2015). In addition, algorithmic optimizations and parallel and distributed computing increase the rate of XGBoost learning, which enables faster model exploration than existing popular solutions (Chen et al. 2015). The XGBoost algorithm adds trees continuously to split features, until the stopping criterion is reached, and the importance score in each tree is summed to achieve the final prediction.

The RF is another ensemble learning model (Breiman 2001). In RF processes, the whole training set is divided into several sub-training sets based on the bootstrap method, and each sub-training set is randomly selected to construct a decision tree for independent training. Each model prediction is integrated by averaging the model result to obtain the final prediction.

The training and validation processes of the above models were implemented using the scikit-learn and
XGBoost libraries coded in Python language. In this study, the RF model was established with a mean absolute error (MAE) criterion and 1000 iterations. The SVR model was established with a nonlinear radial basis function kernel. The XGBoost model was established with the objective of “reg:linear” and the loss function of root mean square error (RMSE). The designed BP had five layers, including one input layer, three hidden layers with tansig activation function and one output layer with a linear activation function. We established independent models with different hyperparameters groups. The optimal hyperparameters group was determined by the performance of the corresponding model that reported the best accuracy for validation dataset.

2.5 Model development and implementation

We incorporated the visible, near-infrared (NIR) and short-wave infrared (SWIR) bands of Landsat 5/7/8 data and four band ratios that achieved better predictive performance (blue/green, blue/red, green/red and red/NIR) into the model for global SDD estimation of lakes and reservoirs. The importance calculation is based on out-of-bag (oob) error (Breiman 2001). If the feature is important, its change will greatly affect the oob error. For instance, the error E1 can be obtained by using oob data for a tree, and then randomly change the feature F1 in oob data and keep other features unchanged to obtain the error E2. E1-E2 can be used to describe the importance of feature F1. The relative importance of each feature, defined as the ratio of each feature to the sum of importance scores, was calculated through the RF model. The details of the variable importance scores for the major predictors are shown in Fig. S2. The overall framework of SDD mode development, testing, comparison and robustness analysis is briefly summarized as follows (Figure 1):

(1) The training dataset (70%) was randomly selected from the whole dataset, and the remaining data (30%) were used to validate the model performance. Four machine learning

![Figure 1. The overall framework of the study. The content of this study included SDD mode development, testing, comparation and robustness analysis.](image)
methods (i.e. SVR, BP, RF and XGBoost) were used to develop the SDD models. The training and validation datasets were normalized before being entered into the machine learning methods.

(2) The two ensemble machine learning methods were applied to the long-term testing dataset in some typical lakes and reservoirs.

(3) For model comparison, the frequently-used empirical band ratio (EBR) model (Olmanson, Bauer, and Brezonik 2008), empirical single band (ESB) model (Allee and Johnson 1999) and quasi-analytical algorithm (QAA) (Lee et al. 2016) were also evaluated. Specifically, the EBR, ESB and QAA models were defined as follows:

\[ SDD_{EBR} = a \times (R_{RS}(Blue)/R_{RS}(Red)) + b \]  
(1)

\[ SDD_{ESB} = a \times R_{RS}(Red)^3 + b \times R_{RS}(Red)^2 + c \times R_{RS}(Red) + d \]  
(2)

\[ SDD_{QAA} = \frac{1}{2.5\text{Min}(K_d^o)} \ln \left( \frac{0.14 - R_{RS}^{\text{det}}}{0.013} \right) \]  
(3)

where \( K_d^o \) in equation (3) is the diffuse attenuation coefficient at five wavelengths \( (K_d(443), K_d(481), K_d(530), K_d(554), \text{and } K_d(656)) \) which could be estimated from Lee et al. (2016), with \( R_{RS}^{\text{det}} \), the remote sensing reflectance corresponding to the wavelength of minimum \( K_d^o \).

(4) The robustness of the machine learning models was tested by analyzing the error evolution of the validation dataset when altering the number of in situ measurements in the model training or adding noise of 1–100% for input parameters.

2.6 Statistical analyses

Statistical indicators (e.g. maximum, minimum, average, and standard deviation values) were calculated in Excel software. To evaluate the model performance, we used MRE, MAE, RMSE, normalized root mean square error (NRMSE), log transformed bias and the coefficient of determination \( (R^2) \) in this study:

\[ \text{MRE} = \frac{100\%}{M} \sum_{i=1}^{M} \left| \frac{\text{SDD}_{\text{est}_i} - \text{SDD}_{\text{meas}_i}}{\text{SDD}_{\text{meas}_i}} \right| \]  
(4)

\[ \text{MAE} = \frac{1}{M} \sum_{i=1}^{M} |\text{SDD}_{\text{est}_i} - \text{SDD}_{\text{meas}_i}| \]  
(5)

\[ \text{RMSE} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (\text{SDD}_{\text{est}_i} - \text{SDD}_{\text{meas}_i})^2} \]  
(6)

\[ \text{NRMSE} = \frac{100\% \times \sqrt{\frac{1}{M} \sum_{i=1}^{M} (\text{SDD}_{\text{est}_i} - \text{SDD}_{\text{meas}_i})^2}}{\frac{1}{M} \sum_{i=1}^{M} \text{SDD}_{\text{meas}_i}} \]  
(7)

\[ \text{bias} = 10 \times \left( \sum_{i=1}^{M} \log_{10} \left( \frac{\text{SDD}_{\text{meas}_i}}{\text{SDD}_{\text{est}_i}} \right) \right) / M \]  
(8)

where SDD_{meas} and SDD_{est} are the measured and estimated SDDs, respectively, and M is the number of values.

3 Result

3.1 Global SDD distribution from in situ observations

The in situ SDD observations were primarily located in America, Europe and Asia with a wide range of 0.01–36.71 m and an average of 1.60 m (Figure 2a). The statistical information of the SDD for the five continents is summarized graphically in box plots (Figure 2b). North America has an obviously wider SDD range than the other four continents. Oceania \((N = 17)\) has a relatively high SDD, with an average SDD of 6.35 m. However, the limited data can not completely represent SDD dynamics of the Oceania. South America \((N = 376)\) and North America \((N = 30,465)\) have moderate SDD values, with average SDDs of 3.34 m and 2.77 m, respectively. Europe \((N = 9955)\), Africa \((N = 386)\) and Asia \((N = 5047)\) have relatively low SDD, with average SDDs of 1.53 m, 2.01 m and 2.07 m, respectively (Figure 2b). Specifically, lakes with high SDDs were mainly located in eastern North America at longitudes of 80°-90° W and Tibet at longitudes of 80°-95° E, and few high SDDs were located in South America. In contrast, the
lakes in the middle region of North America at longitudes of 98°-110° W and the Yangtze River basin of China at longitudes of 105°-125° E generally had low SDDs (Figure 2).

3.2 Model development

The concurrent in situ SDD observations with Landsat 5 TM, Landsat 7 ETM+ and Landsat 8 OLI were 4099, 2420 and 1249, respectively (Table S2). The spatial distribution of the matchups for Landsat 5/7/8 images and a histogram of the SDDs are shown in Fig. S3. The SDD dataset covered a wide range of 0.01-18.25 m with a median value of 1.10 m (Table S3).

Scatterplots of the measured vs. estimated Ln-transformed SDDs (Figures 3, 4, Fig. S4 and Fig. S5) show the model performances for Landsat 5/7/8 data. The statistical information of the model performances is shown in Table S4. The two ensemble learning models (i.e. XGBoost and RF) showed higher accuracies for the training dataset with an average MAE = 0.21 m, MRE = 14%, RMSE = 0.44 m and $R^2 = 0.96$, than the two single models (i.e. SVR and BP), with an average MAE = 0.66 m, MRE = 52%, RMSE = 1.24 and $R^2 = 0.66$. In addition, the validation results of the two ensemble learning models also showed outperformance, with an average MAE = 0.66 m, MRE = 65% and RMSE = 1.25 m over the two single models (i.e. SVR and BP), with an average MAE = 0.79 m, MRE = 67% and RMSE = 1.63 m. Regarding the satellite platforms, the performance of Landsat 8, with an average MAE = 0.43 m, MRE = 34% and RMSE = 0.71 m, was obviously better than that of Landsat 5/7, with an average MAE = 0.66 m, MRE = 57% and RMSE = 1.36 m, for both the training and validation datasets.

3.3 Model test with a long-term SDD dataset in typical lakes and reservoirs

We therefore applied the two ensemble machine learning methods to the long-term SDD dataset in some typical lakes and reservoirs (Fig. S1) to test their performance and stability. Figures 5 and 6 show a time-series comparison of Landsat estimated and in situ measured SDDs in Lake Taihu, Xin’anjiang Reservoir, Lake Kasumigaura, Lake Mjosa and three USA reservoirs based on XGBoost and RF models. In situ SDDs with high frequencies were linearly plotted to demonstrate both annual and inter-annual variation (Figures 5 and 6a-6c). The in situ SDD during special seasons was dotty plotted to demonstrate interannual variations (Figure 6d-6h).

A clear seasonal variation in SDD, lower in winter and higher in summer, can be seen from satellite-estimated SDD values, which was consistent with the in situ observed pattern in Lake Taihu and
Xin’anjiang Reservoir (Figure 5). From the compared information of long-term in situ and estimated SDD in Table S5, we found that the average observation frequency of Landsat series data (594) was obviously higher than that of field surveys (322) during the period of 1985–2020. In addition, the satellite data recorded abundant water conditions with a wider SDD range of 0.08–23.71 m than that of field surveys with an SDD range of 0.1–15.3 m (Table S5).

The average SDD of each lake/reservoir estimated from the satellite was very close to the in situ SDD values (Table S5). Regression analysis showed that the slopes between in situ SDDs and XGBoost-estimated values (1.03) or RF-estimated values (0.94) were close to 1, the $R^2$ values were more than 0.99, and the MRE values were less than 10% (Figure 7). All these results suggested that the XGBoost and RF models could result in reasonable and nearly identical SDD values for different waters.

3.4 Model performances comparison and robustness analyses

For Landsat 5/7, the performance of the four machine learning models and two widely used empirical models are summarized in Figure 8a and 8b. Although the
red band and blue-red ratio achieve higher relative importance than other single bands and band ratios (Fig. S2), the empirical algorithms based on these two features performed much worse than machine learning methods in the final SDD prediction. In addition, the two ensemble models (RF and XGBoost) performed better with MREs of approximately 30% than the other two single machine learning models (BP and SVR) with MREs of approximately 50%.

For Landsat 8, the performance of the four machine learning models, two empirical models and the QAA model are summarized in Figure 8c. Overall, the empirical algorithms performed much worse than the machine learning methods. The two ensemble models (RF and XGBoost) performed well for all datasets with MREs below 30%, while the other two machine learning models (BP and SVR) achieved a performance comparable to that of the QAA models with MREs of approximately 55%.

The residuals plots between Landsat 5/7/8 estimation and in situ SDD further confirmed the different performances for various models (Figs. S6-S8). The two single machine learning models (BP and SVR), two empirical modes (EBR and ESB) and the QAA model showed overestimation at low SDD levels and underestimation at high SDD levels. In contrast, the
two ensemble models (RF and XGBoost) provided stable performance across the full dynamic range of SDD.

The robustness of the four machine learning models was tested by altering the number of in situ measurements in the model training in this context (Fig. S9). The NRMSE of the test dataset was averaged over 100 trials with random sample selections. Extremely abnormal data, such as NRMSE beyond 5 times the standard deviation, were excluded. The four machine learning models showed gradual improvement in terms of accuracy as the training sample ratio increased. In addition, RF and XGBoost outperformed SVR and BP in a wide range of training sample ratios. The BP and SVR models have stricter sample size requirements than the RF and XGBoost models. The performance of the BP model decreased rapidly with decreasing sample size; in particular, it decreased significantly when working with the reduced datasets (training sample ratio < 90%) from Landsat 8 (Fig. S9c). At least 870 in situ measurements can ensure an acceptable accuracy of the BP model with NRMSE below 100% for a test dataset. In contrast, the performances of RF and XGBoost are less sensitive to the varying sample size, and a training sample ratio of 10% can ensure that the NRMSEs of the RF and

Figure 5. The time-series in situ and estimated SDD based on the XGBoost and RF algorithms from different waters in China. a-c Lake Taihu. d-f Xin’anjiang Reservoir.
Figure 6. The time-series in situ and estimated SDD based on the XGBoost and RF algorithms from different waters. a-c Lake Kasumigaura. d-e Lake Mjosa. f Fellows Reservoir. g Shayne Reservoir. h Stockton Reservoir.
Figure 7. Scatterplots of the in situ measured vs. estimated SDD in typical lakes and reservoirs. Each point (error bar) represents the average (standard deviation) value of each lake/reservoir from the long-term observation in Figures 5 and 6.

Figure 8. Model performances of SVR, BP, XGBoost, RF, EBR, ESB and QAA in Taylor plots for different Landsat sensors. a Landsat 5. b Landsat 7 (b). c Landsat 8. The closer model points to the coordinate origin indicate higher accuracy of the models.
XGBoost models are below 100% for a validation dataset.

To determine how the input parameters influence the model performance, random errors of 1%–100% in the input parameters were artificially introduced during model training, and the SDD was calculated with each of the established models. The NRMSE of the validation dataset was also averaged over 100 different trials with different random sample selections. The NRMSE for the four machine learning models gradually increased with increasing introduced error. In addition, the NRMSEs of the SVR and BP models were 100 times larger than those of the RF and XGBoost models over a wide range of scenarios (amount of introduced error). When the introduced error increased from 1% to 100%, the XGBoost and RF models maintained good performance, with NRMSEs below 100%. In contrast, the SVR and BP models showed large variations in their NRMSEs of more than 100 fold (Fig. S10).

4. Discussion

4.1 Algorithm uncertainties along with lake trophic status

We determined the algorithm uncertainties along with the water optical types. The water SDDs were first transformed into a lake trophic index using an empirical relationship [TSI_{SDD} = 60–14.41 \times \text{Ln}(SDD)] proposed by Carlson (1977). The TSI_{SDD} was thus divided into three trophic levels (e.g. oligotrophic: 0–40 (SDD > 4.0 m); mesotrophic: 40–50 (2.0 m < SDD ≤ 4.0 m), eutrophic: 50–100 (SDD ≤ 2.0 m)) according to the taxonomy proposed by Olmanson, Bauer, and Brezonik (2008).

Bias was calculated for the full dataset as well as the above three trophic levels (Table 1). It should be noted that bias values closer to unity indicate less biased results and values less than one indicate negative biases (Seegers et al. 2018). For the full dataset, XGBoost and RF reported less biased results than the other models, with bias values closer to unity (Landsat 5 TM: 1.07, Landsat 7 ETM+: 1.08, and Landsat 8 OLI: 1.05).

Algorithm performance varied for each trophic level (Table 1). The two single machine learning models (BP and SVR) and two empirical modes (EBR and ESB) reported underestimated SDD results with bias<1 in eutrophic water and overestimated SDD results with bias>1 in oligotrophic water. The two empirical modes (EBR and ESB) reported more biased results with bias values far from unity. Collective consideration of bias designates XGBoost and RF as two good performers for the full dataset as well as for each trophic level.

4.2 Advantages and further optimization

The relationships between the SDD and optically active parameters are complex and variable (Jiang et al. 2019). Each band in the empirical models is sensitive to different water constituents, which leads to underestimation or overestimation of the SDD for different optical waters (Balasubramanian et al. 2020). The accuracy of the QAA algorithm was low for global lakes and reservoir datasets primarily because the empirical parameters from ocean water in the semi-analytical algorithm are unsuitable for the optically complex waters of global lakes and reservoirs. Therefore, it has proven difficult to retrieve SDDs at a global scale using the most widely employed empirical (EBR and ESB) and QAA models (Figure 8).

The machine learning models in this research were based on a broad water condition, with SDD values ranging from approximately 0.01 m to over 18 m. Machine learning methods can capture nonlinear relationships between multiple input features (e.g. remote sensing from single band, band ratio, and band combination) and SDD values and generally produce better performance than empirical and semi-analytical methods (Figure 8). This study also found that the ensemble models of XGBoost and RF were more robust than the other two single models (BP and SVR) (Fig. S9 and Fig. S10). The uncertainties from
added noise in XGBoost and RF modeling might be corrected through boosting and cross-validation processing (Shen et al. 2020). In addition, the XGBoost and RF models could effectively avoid overfitting and interference from outliers and noise during the training process (Shen et al. 2020). Therefore, the two ensemble models (RF and XGBoost) performed reasonably better than the single models (BP and SVR). Considering the good performance of the XGBoost and RF methods, these two ensemble models have great potential for water monitoring applications in global lakes and reservoirs. Since the band settings of earth resource satellite data (such as Sentinel 2 A/B, Gao-Fen series, CBERS-2, ZY series and HJ A/B) and the newly launched Landsat 9 are similar to those of Landsat 5/7/8, the experience gained from this study could be used for current earth resource satellite data to derive spatiotemporal SDD distributions in global lakes and reservoirs. Moreover, these earth resource satellite data were characterized by numerous improvements (such as high spatial resolution, and shorter revisit time), which make them appropriate for various inland waters, especially for those with small water surfaces.

As data-driven methods, the training sample size greatly impact the accuracy of machine learning models (Fig. S9). Although a robust analysis indicated that our dataset was sufficient for model construction, our training and validation samples were not evenly distributed (i.e. too many samples had SDD values around the median, while few samples had SDDs at the two extreme ends of the distribution). Some uncertainties observed for extremely clear and turbid waters (Figs. S6-S8) were caused by their scarcity in the training samples. For this reason, more in situ SDD measurements in extremely clear and turbid waters might improve SDD estimation using machine learning methods. Therefore, we welcome more in situ SDDs from scientific researchers and environmental monitoring departments to contribute to and enrich our SDD dataset, which will further optimize and improve our model accuracies.

4.3 Model implication for water environmental management
Accurate long-term water quality monitoring on a national or global scale plays an increasingly important role in designing effective water environmental management. The construction and validation of SDD remote sensing estimation model for global lakes and reservoirs in this research demonstrated that the XGBoost and RF methods with Landsat images can obtain comprehensive spatial-temporal coverage of water quality. The Landsat satellites provide global coverage and the longest record of earth observations, which are the result of data from documented historical Landsat 5 TM and Landsat 7 ETM+, the current Landsat 8 OLI and the newly launched Landsat 9 OLI (Che, Zhang, and Liu 2021; Masek et al. 2020). The results of a long-term Landsat water clarity database will help reveal the historical evolution process and monitor the current situation of water quality. The proposed estimation models will play a crucial role in some remote lakes and reservoirs where available field data are scarce. For instance, the United Nations Sustainable Development Goal (http://www.sdg6data.org/indicator/6.3.2) and European Water Framework Directive (https://www.iksr.org/en/eu-directives/european-water-framework-directive) focus on sustainable water resource protection and freshwater quality evaluation. Harsh environmental conditions within the studied regions and the costs of sampling and laboratory analysis mean that only a few countries or territories are able to provide sufficient data. Our results are promising for solving these problems quickly and economically.

Providing future forecast analysis of water quality due to the effects of climate change and localized anthropogenic activities is also a basic need for lake and reservoir management (Deeds et al. 2021) and has recently been given increasing attention in various research fields such as limnology and environmental science (Cusack et al. 2016; Mao, Lee, and Choi 2009; Saber, James, and Hayes 2019). Climate influences on water quality are multifaceted. For instance, wind affects water quality through resuspension of lake sediment in shallow lakes (Cao et al. 2017; Hou et al. 2017). Temperature affects the growth of algae and regulates thermal structure (Liu, Feng, and Wang 2019; Qin et al. 2019). Rainfall affects water quality through dilution and leaching actions (Bonansea et al. 2015; Hou et al. 2017). Watershed land use and vegetation cover, generally related to localized anthropogenic activities, also play important roles in changing water quality by altering watershed erosion or nutrient loading (Olmanson, Breznik, and Bauer 2014; Zhang et al. 2021b). The results of the Landsat water
clarity database hopefully disentangle the effects of climate change and localized anthropogenic activities on water quality and can predict future trends and temporal shifts in water quality by simulating future climate with a climatic model; these results may help inform decisions for development policy.

5. Conclusion

This research compiled global in situ SDD datasets and developed and validated machine learning methods with general applicability to estimate the SDD for global lakes and reservoirs from satellites through multiperspective comparisons. Overall, machine learning methods generally produce better performance (MRE decrease more than 25%) than empirical and semianalytical methods. The ensemble models of XGBoost and RF were more robust than the single models (BP and SVR) throughout diverse statistical tests and assessments. In addition, the XGBoost and RF models could result in reasonable and nearly identical patterns for different waters, which could be used for long-term global-level SDD estimation and water quality assessment. More studies are needed to map the temporal-spatial distribution of the SDD, elucidate the driving mechanisms of SDD dynamics, and predict future SDD change scenarios for global lakes and reservoirs based on our machine learning models. In addition, more in situ SDDs, especially in extremely clear and turbid waters, are encouraged to improve SDD estimation precision and model applicability.
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