Finite difference schemes on quasi-uniform grids for BVPs on infinite intervals
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Abstract

The classical numerical treatment of boundary value problems defined on infinite intervals is to replace the boundary conditions at infinity by suitable boundary conditions at a finite point, the so-called truncated boundary. A truncated boundary allowing for a satisfactory accuracy of the numerical solution has to be determined by trial and errors and this seems to be the weakest point of the classical approach. On the other hand, the free boundary approach overcomes the need for a priori definition of the truncated boundary. In fact, in a free boundary formulation the unknown free boundary can be identified with a truncated boundary and being unknown it has to be found as part of the solution.

In this paper we consider a different way to overcome the introduction of a truncated boundary, namely non-standard finite difference schemes defined on quasi-uniform grids. A quasi-uniform grid allows us to describe the
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infinite domain by a finite number of intervals. The last node of such grid is placed on infinity so that right boundary conditions are taken into account exactly. We apply the proposed approach to the Falkner-Skan model and to a problem of interest in foundation engineering. The obtained numerical results are found in good agreement with those available in literature. Moreover, we provide a simple way to improve the accuracy of the numerical results using Richardson’s extrapolation. Finally, we indicate a possible way to extend the proposed approach to boundary value problems defined on the whole real line.
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1 Introduction

The classical numerical treatment of boundary value problems (BVPs) on infinite intervals is to replace the original problem by one defined on a finite interval, where a finite value, the so-called truncated boundary, is used instead of infinity (see, for instance, Collatz [11, pp. 150-151] or Fox [24, p. 92]). For the accepted numerical solution, the value of the truncated boundary is varied until the computed results stabilize, at least, to a prefixed number of significant digits. However, a truncated boundary allowing for a satisfactory accuracy of the numerical solution has to be determined by trial and errors and this seems to be the weakest point of the classical approach. Hence, a priori definition of the truncated boundary was indicated by Lentini and Keller [31] as an important area of research.

A theory for defining asymptotic boundary conditions to be imposed at the truncated boundary has been developed by de Hoog and Weiss [13], Lentini and Keller [31] and Markowich [34, 35]. The asymptotic boundary conditions have been applied successfully to the numerical approximation of the so-called “connecting orbits” problems of dynamical systems, see Beyn [6, 7, 8]. Those problems are of interest, not only in connection with dynamical systems, but also in the study of traveling wave solutions of partial differential equations of parabolic
and hyperbolic type as shown by Beyn [7], Friedman and Doedel [25], Bai et al. [5], and Liu et al. [33].

A free boundary formulation was proposed by Fazio [16] where the unknown free boundary was identified with a truncated boundary. In this approach the free boundary is unknown and has to be found as part of the solution. This free boundary approach overcomes the need for a priori definition of the truncated boundary. The free boundary formulation has been applied to: the Blasius problem [16], the Falkner-Skan model [17], a model describing the flow of an incompressible fluid over a slender parabola of revolution [18], a connecting orbit problem [19], and a problem in foundation engineering [20].

A different way to avoid the definition of a truncated boundary is to apply coordinate transforms. The idea of mapping an infinite geometry into a finite one is not original. For example, van de Vooren and Dijkstra [42] applied coordinate transformations to the numerical solution of laminar flow past a flat plate, Botta et al. [9] and Davis [12] applied similar techniques to laminar flow past a parabola. Coordinate transforms have been applied to the numerical solution of ordinary and partial differential equations on unbounded domains, see Grosch and Orszag [29], Boyd [10] or Koleva [30]. Here we consider finite difference schemes on quasi-uniform grids, defined by coordinate transforms, applied to the numerical solution of BVPs defined on infinite intervals. The novelty of our approach is that we define non-standard finite differences for the original problem on the infinite domain, whereas Grosch and Orszag transform the governing model and apply the classical finite difference or shooting methods on the transformed finite domain. In the following sections we consider two test problems. The first is the Falkner-Skan model of boundary layer theory. The last one is a problem of interest in foundation engineering. The obtained numerical results are found in good agreement with those available in literature. Moreover, we have applied Richardson’s extrapolation in order to improve the accuracy of the numerical results. Preliminary numerical results on the main topic of this paper were presented at the ENUMATH 2013 conference [22].

We notice that the free boundary approach or a quasi-uniform grid strategy are as simple as the classical truncated boundary one in contrast with the asymptotic boundary approach, in this context see also the opinion expressed by J. R.
Ockendon [37].

In the last section, we point out some conclusions supported by the evidences of the present work and indicate a possible way to extend the proposed approach to BVPs defined on the whole real line.

2 Finite differences on quasi-uniform grids

Let us consider the smooth strict monotone quasi-uniform maps \( x = x(\xi) \), the so-called grid generating functions,

\[
x = -c \cdot \ln(1 - \xi) , \\
\]

and

\[
x = c \frac{\xi}{1 - \xi} , \\
\]

where \( \xi \in [0, 1] \), \( x \in [0, \infty] \), and \( c > 0 \) is a control parameter. So that, a family of uniform grids \( \xi_n = n/N \) defined on interval \([0, 1]\) generates one parameter family of quasi-uniform grids \( x_n = x(\xi_n) \) on the interval \([0, \infty]\). The two maps (2.1) and (2.2) are referred as logarithmic and algebraic map, respectively. As far as the authors knowledge is concerned, van de Vooren and Dijkstra [42] were the first to use these kind of maps. We notice that more than half of the intervals are in the domain with length approximately equal to \( c \) and \( x_{N-1} = c \ln N \) for (2.1), while \( x_{N-1} \approx cN \) for (2.2). For both maps, the equivalent mesh in \( x \) is nonuniform with the most rapid variation occurring with \( c \ll x \). The logarithmic map (2.1) gives slightly better resolution near \( x = 0 \) than the algebraic map (2.2), while the algebraic map gives much better resolution than the logarithmic map as \( x \to \infty \). In fact, it is easily verified that

\[-c \cdot \ln(1 - \xi) < c \frac{\xi}{1 - \xi},\]

for all \( \xi \), see figure [1] below.

The problem under consideration can be discretized by introducing a uniform grid \( \xi_n \) of \( N + 1 \) nodes in \([0, 1]\) with \( \xi_0 = 0 \) and \( \xi_{n+1} = \xi_n + h \) with \( h = 1/N \), so that \( x_n \) is a quasi-uniform grid in \([0, \infty]\). The last interval in (2.1) and (2.2), namely
\([x_{N-1}, x_N]\), is infinite but the point \(x_{N-1/2}\) is finite, because the non integer nodes are defined by

\[ x_{n+\alpha} = x \left( \xi = \frac{n + \alpha}{N} \right), \]

with \(n \in \{0, 1, \ldots, N - 1\}\) and \(0 < \alpha < 1\). This maps allow us to describe the infinite domain by a finite number of intervals. The last node of such grid is placed on infinity so right boundary condition is taken into account correctly.

Figure 1 shows the two quasi-uniform meshes \(x = x_n, n = 0, 1, \ldots, N\) defined by (2.1) and by (2.2) with \(c = 5\) and \(N = 20\).

We notice that, in both cases, the last mesh-point is \(x_N = \infty\).

We can define the values of \(u(x)\) on the mid-points of the grid

\[ u_{n+1/2} \approx \frac{x_{n+1} - x_{n+1/2}}{x_{n+1} - x_n} u_n + \frac{x_{n+1/2} - x_n}{x_{n+1} - x_n} u_{n+1}. \]  

(2.3)

To get (2.3) we can apply Taylor formula, at \(x_{n+1/2}\), to both \(u_{n+1}\) and \(u_n\). A simpler way to obtain (2.3) is to consider the method of undefined coefficients, for \(u_{n+1/2}\) as a linear combination of \(u_n\) and \(u_{n+1}\), and to require that the formula is exact for constant and linear functions. In this way we end up with a linear system of two equations in two unknowns where the coefficient matrix is a Vandermonde matrix. As far as the first derivative is concerned we can apply the following
approximation

\[ \frac{du}{dx}(x_{n+1/2}) \approx \frac{u_{n+1} - u_n}{2(x_{n+3/4} - x_{n+1/4})}. \tag{2.4} \]

These formulae use the value \( u_N = u_\infty \), but not \( x_N = \infty \). In order to justify non-standard finite difference formula (2.4) we note that, by considering \( u = u(\xi(x)) \), we can write

\[ \frac{du}{dx} \bigg|_{n+1/2} \approx \frac{d\xi}{dx} \bigg|_{n+1/2} \approx \frac{u_{n+1} - u_n}{2(\xi_{n+3/4} - \xi_{n+1/4})} \tag{2.5} \]

The last formula on the right hand side of equation (2.5) reduces to the right hand side of equation (2.4) because we are using a uniform grid for \( \xi \) and therefore \( 2(\xi_{n+3/4} - \xi_{n+1/4}) = \xi_{n+1} - \xi_n \).

The two finite difference approximations (2.3) and (2.4) have order of accuracy \( O(N^{-2}) \). For a system of differential equations, formulae (2.3) and (2.4) can be applied component-wise.

## 3 BVPs on infinite intervals

Let us consider the class of BVPs defined on an infinite interval

\[ \frac{du}{dx} = f(x, u), \quad x \in [0, \infty) , \]
\[ g(u(0), u(\infty)) = 0 , \tag{3.1} \]

where \( u(x) \) is a \( d \)-dimensional vector with \( u_\ell(x) \) for \( \ell = 1, \ldots, d \) as components, \( f: [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d \), and \( g: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \).

A non-standard finite difference scheme on a quasi-uniform grid for the class of BVPs (3.1) can be defined by using the approximations given by (2.3) and (2.4). We denote by the \( d \)-dimensional vector \( U_n \) the numerical approximation to the solution \( u(x_n) \) of (3.1) at the points of the mesh, that is for \( n = 0, 1, \ldots, N \). A second order finite difference scheme for (3.1) can be written as follows:

\[ U_{n+1} - U_n - a_{n+1/2} f(x_{n+1/2}, b_{n+1/2} U_{n+1} + c_{n+1/2} U_n) = 0 , \]
\[ \text{for } n = 0, 1, \ldots, N - 1 \]
\[ g(U_0, U_N) = 0 , \tag{3.2} \]
where

\[
\begin{align*}
    a_{n+1/2} &= 2 \left( x_{n+3/4} - x_{n+1/4} \right), \\
    b_{n+1/2} &= \frac{x_{n+1/2} - x_n}{x_{n+1} - x_n}, \\
    c_{n+1/2} &= \frac{x_{n+1} - x_{n+1/2}}{x_{n+1} - x_n},
\end{align*}
\]

(3.3)

for \( n = 0, 1, \ldots, N - 1 \).

It is evident that (3.2) is a nonlinear system of \( d \cdot (N + 1) \) equations in the \( d \cdot (N + 1) \) unknowns \( U = (U_0, U_1, \ldots, U_N)^T \). We notice that \( b_{n+1/2} \approx c_{n+1/2} \approx 1/2 \) for all \( n = 0, 1, \ldots, N - 2 \), but when \( n = N - 1 \), then \( b_{N-1/2} = 0 \) and \( c_{N-1/2} = 1 \). This means that \( u_{n-1/2} = u_{n-1} \) and the value of \( u_N \) plays no role in defining the middle node value. In order to avoid a sudden jump for the coefficients of (3.2), and to make use of \( u_N \), we choose to set \( b_{N-1/2} = b_{N-3/2} \) and \( c_{N-1/2} = c_{N-3/2} \). As it will be clear from the results reported in the next section this choice produces a much smaller error in the numerical solution of the system at \( x_N \).

For the solution of (3.2) we can apply the classical Newton’s method along with the simple termination criterion

\[
\frac{1}{d(N+1)} \sum_{\ell=1}^{d} \sum_{n=0}^{N} |\Delta U_{n\ell}| \leq \text{TOL},
\]

where \( \Delta U_{n\ell} \), for \( n = 0, 1, \ldots, N \) and \( \ell = 1, 2, \ldots, d \), is the difference between two successive iterate components and TOL is a fixed tolerance. The results listed in the next sections were computed by setting TOL = 1E − 6.

4 The Falkner-Skan model

The Falkner-Skan model [15] of boundary layer theory [39], defined by

\[
\frac{d^3 u}{dx^3} + u \frac{d^2 u}{dx^2} + P \left[ 1 - \left( \frac{du}{dx} \right)^2 \right] = 0
\]

(4.1)

\[
u(0) = \frac{du}{dx}(0) = 0, \quad \frac{du}{dx}(\infty) = 1,
\]

is a BVP defined on a semi-infinite interval.
As a first step we rewrite the Falkner-Skan equation in (4.1) as a first order system by setting

\[ u_{i+1}(x) = \frac{d^i u}{d x^i}(x) , \quad \text{for } i = 0, 1, 2 . \]

In this way the original BVP (4.1) specializes to

\[ \frac{d u_1}{d x} = u_2 \]
\[ \frac{d u_2}{d x} = u_3 \]
\[ \frac{d u_3}{d x} = -u_1 u_3 - P(1 - u_2^2) \]
\[ u_1(0) = u_2(0) = 0 , \quad u_2(\infty) = 1 , \]

that is,

\[ \mathbf{u} = (u_1, u_2, u_3)^T \]
\[ \mathbf{f}(x, \mathbf{u}) = (u_2, u_3, u_4, -u_1 u_3 - P(1 - u_2^2))^T \]
\[ \mathbf{g}(\mathbf{u}(0), \mathbf{u}(\infty)) = (u_1(0), u_2(0), u_2(\infty) - 1)^T \]

in (3.1).

4.1 Numerical results

Table 1 lists the numerical approximations of \( \frac{d^2 u}{d x^2}(\infty) \), \( \frac{d^2 u}{d x^2}(0) \) and order of accuracy for increasing values of \( N \). Here, and in the following, the order of accuracy \( p \) is defined by

\[ p = \frac{\log(|T_N - T_{1280}|)}{\log(2)}, \]

where \( T_N \) and \( T_{2N} \) are numerical approximations of our missing initial condition, namely \( \frac{d^2 u}{d x^2}(0) \). For all values of \( N \) we used the initial iterate

\[ u_1(x) = u_2(x) = 1/2 , \quad u_3(x) = 10^{-2} . \]

Let us remark here that the same values of \( \frac{d^2 u}{d x^2}(0) \) were obtained by using \( b_{N-1/2} = 0 \) and \( c_{N-1/2} = 1 \) in (3.2), but, on the contrary, larger values of \( \frac{d^2 u}{d x^2}(\infty) \), of the
order $O(10^{-3})$, were computed. In table 2 we compare the obtained numerical results with those available in literature: the agreement is really good. Figure 2

Table 1: Numerical approximation of $\frac{d^2u}{dx^2}(\infty)$, $\frac{d^2u}{dx^2}(0)$ and order of accuracy.

| $N$  | iter | $\frac{d^2u}{dx^2}(\infty)$ | $\frac{d^2u}{dx^2}(0)$ | $p$   |
|------|------|----------------------------|------------------------|-------|
| 20   | 6    | $-0.21 \cdot 10^{-7}$       | 1.238724               |       |
| 40   | 5    | $0.24 \cdot 10^{-7}$        | 1.234124               | 1.998825 |
| 80   | 5    | $-0.33 \cdot 10^{-7}$       | 1.232972               | 2.002822 |
| 160  | 5    | $0.14 \cdot 10^{-7}$        | 1.232684               | 2.011345 |
| 320  | 5    | $-0.25 \cdot 10^{-7}$       | 1.232612               | 2.046294 |
| 640  | 5    | $0.39 \cdot 10^{-7}$        | 1.232594               | 2.201634 |
| 1280 | 5    | $0.33 \cdot 10^{-7}$        | 1.232589               |       |

shows the numerical solution of Falkner-Skan model (4.1) with $P = 1$ and $N = 80$.

The Falkner-Skan model (4.1) was solved by Grosch and Orszag [29], but only for small values of $P$ (namely $-0.1$, $0$, and $0.1$). Moreover, these authors used the truncated boundary and the two maps (2.1) and (2.2) with a shooting method using only 11 mesh point but, unfortunately, reported only the values of the first derivative at $x = 1$ instead of the missing initial condition. Moreover, for $P = -0.1$ they missed the inverse flow solution of Stewartson [40, 41], see also Asaithambi [1], Auteri et al. [3] and Fazio [21].

5 A pile in soil

Here we consider a problem that was already used by Lentini and Keller [31] to test the asymptotic boundary conditions approach. This problem is of special interest here because none of the solution components is a monotone function, on $[0, \infty)$, see [19, 20]. Let $u(x)$ be the deflection of a semi-infinite pile embedded in
soft soil at a distance $x$ below the surface of the soil. The governing differential equation for the movement of the pile, in dimensionless form, is given by:

$$\frac{d^4u}{dx^4} = -P_1 \left(1 - e^{-P_2 u}\right), \quad x \in [0, \infty),$$

$$\frac{d^2u}{dx^2}(0) = 0, \quad \frac{d^3u}{dx^3}(0) = P_3, \quad u(\infty) = \frac{du}{dx}(\infty) = 0,$$

where $P_1$ and $P_2$ are positive material constants. As far as the boundary conditions are concerned, at the origin a zero moment and a positive shear $P_3$ are assumed and from physical considerations it follows that $u(x)$ and all its derivatives go to zero at infinity, so that, the zero asymptotic boundary conditions can be imposed. This problem is of interest in foundation engineering: for instance, in the design of drilling rigs above the ocean floor.

The governing differential equation in (5.1) can be rewritten as a first order
Table 2: Comparison of $\frac{d^2 u}{dx^2}(0)$ and free or truncated boundary ($x_e$ and $x_\infty$ respectively) for the Homann ($P = 1/2$) and Hiemenz ($P = 1$) flows.

| P  | $x_\infty$ | $\frac{d^2 u}{dx^2}(0)$ | $x_e$ | $\frac{d^2 u}{dx^2}(0)$ | $x_\infty$ | $\frac{d^2 u}{dx^2}(0)$ | $x_N$ | $\frac{d^2 u}{dx^2}(0)$ |
|----|------------|------------------|------|------------------|------------|------------------|------|------------------|
| 0.5| 3.7        | 0.927805         |      |                  |            |                  |      |                  |
| 0.5| 7.4        | 0.927680         | 5.09 | 0.927680         | 5.67       | 0.927682         | $\infty$ | 0.927681  |
| 1  | 3.5        | 1.232617         |      |                  |            |                  |      |                  |
| 1  | 7.         | 1.232588         | 5.19 | 1.232588         | 5.14       | 1.232589         | $\infty$ | 1.232589  |

system by setting:

$$u_{i+1}(x) = \frac{d^i u}{dx^i}(x), \quad \text{for } i = 0, 1, 2, 3.$$ 

In this way the original BVP (5.1) specializes to

$$\begin{align*}
\frac{du_1}{dx} &= u_2, \\
\frac{du_2}{dx} &= u_3, \\
\frac{du_3}{dx} &= u_4, \\
\frac{du_4}{dx} &= -P_1 \left(1 - e^{-P_2 u_1}\right), \\
u_3(0) &= 0, \quad u_4(0) = P_3, \quad u_1(\infty) = 0, \quad u_2(\infty) = 0,
\end{align*}$$

that is,

$$\mathbf{u} = (u_1, u_2, u_3, u_4)^T$$

$$\mathbf{f}(x, \mathbf{u}) = (u_2, u_3, u_4, -P_1 \left(1 - e^{-P_2 u_1}\right))^T$$

$$\mathbf{g}(\mathbf{u}(0), \mathbf{u}(\infty)) = (u_3(0), u_4(0) - P_3, u_1(\infty), u_2(\infty))^T$$
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5.1 Numerical results

In order to be able to compare our numerical results we used the same parameter values employed by Lentini and Keller [31]

\[ P_1 = 1, \quad P_2 = \frac{1}{2} \quad \text{and} \quad P_3 = \frac{1}{2}. \]

Moreover, we choose to consider the values of the missing initial conditions \( u_1(0) \) and \( u_2(0) \) as representative results.

Figure 3 shows the numerical solution of the BVP (5.1) using the map (2.1) with \( c = 5 \) for \( N = 80 \).

Figure 3: Numerical solution of pile model (5.1) obtained with the map \( x = x(\xi) \) defined by (2.1) with \( c = 5 \) for \( N = 80 \).
Table 3 lists the numerical approximations of \( u(0) \), \( \frac{du}{dx}(0) \) and the corresponding order of accuracy for increasing values of \( N \). The numerical accuracy values \( p \), once again, are computed by formula (4.3), where \( T_N \) and \( T_{2N} \) are numerical approximations of our missing initial conditions, namely \( u(0) \) and \( \frac{du}{dx}(0) \), respectively. For all values of \( N \) we used the initial iterate

\[
\begin{align*}
    u_1(x) &= u_2(x) = u_3(x) = u_4(x) = 1
\end{align*}
\]

Table 3: Numerical approximation of \( u(0) \), \( \frac{du}{dx}(0) \) and the corresponding order of accuracy. NaN means not a number.

| \( N \) | iter | \( u(0) \) | \( p \) | \( \frac{du}{dx}(0) \) | \( p \) |
|-------|------|-------------|------|----------------|------|
| 20    | 5    | 1.420337    | 0.807289 |                |      |
| 40    | 5    | 1.421243    | 2.003590 | 0.807934       | 2.020368 |
| 80    | 5    | 1.421469    | 2.004801 | 0.808094       | 2.048674 |
| 160   | 5    | 1.421526    | 2.058894 | 0.808135       | 2.350497 |
| 320   | 5    | 1.421540    | 2.169925 | 0.808145       |       |
| 640   | 5    | 1.421544    | \( \infty \) | 0.808145       | NaN   |
| 1280  | 5    | 1.421544    | 0.808145 |                |      |

As far as the missing initial conditions for the pile problem are concerned, a comparison of the obtained values has been considered in table 4. It is easily seen that our results are in good agreement with those available in literature. Lentini and Keller [31] used the mentioned asymptotic boundary conditions and employed PASVAR, a routine based upon the trapezoidal difference scheme with automatic mesh refinement and deferred corrections as described by Lentini and Pereyra [32]. That software is rather sophisticated because it adjusts automatically the mesh and the order of accuracy of the method employed. Fazio [17] used a free boundary formulation of the pile problem as mentioned in the introduction and the Keller’s box finite difference method.
Table 4: Comparison of $u(0)$, $\frac{du}{dx}(0)$ and free or truncated boundary ($x_\infty$ and $x_\epsilon$ respectively) for the pile problem.

|                        | Lentini and Keller [31] | Fazio [17] | This paper |
|------------------------|--------------------------|------------|------------|
| Asymptotic BCs $x_\infty$ | 10                       | Free BF $x_\epsilon = 17.75$ | Quasi-uniform $x_N = \infty$ |
| $u(0)$                 | 1.4215                   | 1.42154    | 1.42154    |
| $\frac{du}{dx}(0)$    | -0.80814                 | -0.808144  | -0.808145  |

5.2 Improving the accuracy via Richardson’s extrapolation

There are two possible strategies for improving the accuracy of the obtained numerical results. The first one is to study higher order finite difference schemes on quasi-uniform grids, whereas the second one is to apply Richardson’s extrapolation. As we shall see shortly the simplest of these two strategies is to apply Richardson’s extrapolation, and we will explain in full details its application to the numerical results obtained by our scheme on a quasi-uniform grid.

However, let us indicate first the steps necessary to develop higher order schemes. First of all, we have to define the values of $u(x)$ on the mid-points of the grid using a wider stencil

$$u_{n+1/2} \approx \alpha_{-1} u_{n-1} + \alpha_0 u_n + \alpha_1 u_{n+1} + \alpha_2 u_{n+2},$$

where $\alpha_j$ for $j = -1, 0, 1, 2$ are constants to be determined. To get the coefficients in (5.3) we require that the formula is exact for constant, linear, quadratic and cubic functions. In this way we end up with the linear system of four equations in four unknowns $V \alpha = d$, where

$$V = \begin{bmatrix} 1 & 1 & 1 & 1 \\ x_{n-1} & x_n & x_{n+1} & x_{n+2} \\ x_{n-1}^2 & x_n^2 & x_{n+1}^2 & x_{n+2}^2 \\ x_{n-1}^3 & x_n^3 & x_{n+1}^3 & x_{n+2}^3 \end{bmatrix}$$

(5.4)
\( \alpha = [\alpha_{-1}, \alpha_0, \alpha_1, \alpha_2]^T \) and \( d = [1, x_{n+1/2}, x_{n+1/2}^2, x_{n+1/2}^3]^T \). We notice that the grid-points are all distinct, hence the coefficient matrix is a Vandermonde matrix and the solution of this system exists and is unique. However, Vandermonde systems might be ill-conditioned, see Gautschi [26, 27] and his review paper [28]. In fact, the condition number of a Vandermonde matrix may be large, causing large errors when computing the solution of the system numerically.

As far as the higher order finite difference formula for the first derivative is concerned, we have to set, again, a wider stencil

\[
\frac{du}{dx}(x_{n+1/2}) \approx \beta_{-1}u_{n-1} + \beta_0u_n + \beta_1u_{n+1} + \beta_2u_{n+2}, \tag{5.5}
\]

where \( \beta_j \) for \( j = -1, 0, 1, 2 \) are constants to be determined. Once again, in order to find the coefficients in (5.5) we require that the formula is exact for constant, linear, quadratic and cubic functions. In this way we end up with the linear system of four equations in four unknowns \( V\beta = r \), where \( V \) is the same matrix defined above in (5.4), \( \beta = [\beta_{-1}, \beta_0, \beta_1, \beta_2]^T \) and \( r = [0, 1, 2x_{n+1/2}, 3x_{n+1/2}^2]^T \). Of course, both systems can be solved exactly, for instance by using a general purpose Computer Algebra system, like the free software AXIOM [4] or Derive [14]. However, the application of higher order finite difference schemes is not straightforward because we have to get and implement also boundary finite difference formulas of the same order. Since the computational stencil is wider than in the second order case we need to introduce ghost cells at the boundary and this means that we need a ghost cell greater than infinity. If we apply lower order boundary conditions, then a reduction of the overall accuracy results, see Fazio and Russo [23] for numerical results related to the numerical implementation of higher order boundary conditions in the study the dynamics of two gases in a piston problem.

At this stage we prefer to indicate a different strategy to get higher accuracy. In fact, this is a further advantage in using a family of quasi-uniform grids in calculations. The algorithm is based on Richardson’s extrapolation, introduced by Richardson in [38], and it is the same for many finite difference methods: for numerical differentiation or integration, solving systems of ordinary or partial differential equations. To apply Richardson’s extrapolation, we carry on two calculations on embedded uniform or quasi-uniform grids with total number of nodes \( N \) and \( 2N \). All nodes of largest steps are identical to even nodes of denser
grid due to uniformity. Let us suppose that we use a numerical method with order of accuracy $p$ to find an approximation of a scalar value $T$. For smooth enough solutions the error can be decomposed into a sum of inverse powers of $N$. The Richardson’s formula

$$R_{2N} = \frac{T_{2N} - T_N}{2^p - 1}$$  \hspace{1cm} (5.6)

defines the main term of such sum. This formula is asymptotically exact in the limit as $N$ goes to infinity if we use uniform or quasi-uniform grids. Hence, it gives the real value of numerical solution error without knowledge of exact solution. We can apply (5.6) as a single-step correction formula

$$T = T_{2N} + R_{2N} + O(N^{-p-s})$$  \hspace{1cm} (5.7)

and increase the order of accuracy of our approximation. In general, we have $s = 2$ in (5.7) for a symmetrical finite difference scheme, but only $s = 1$ for non-symmetrical ones. Such enlargement of accuracy requires to solve the same problem twice and only few further arithmetical operations and so it is very cheap.

It could be possible to apply Richardson’s extrapolation to the results reported in table 1 and in table 3. This has been done in table 5 and in tables 6 and 7, respectively. In this way we can avoid to solve the given problem with a large number of grid-points.

A simple extrapolation improves the numerical accuracy obtained for the results to a given problem. Of course, it is also possible to iterate the extrapolation until $T_{2N}^{(k)} = T_N^{(k)}$, for $k = 1, 2, \ldots$, as in table 5. We also stop to apply a nested extrapolation as soon as $T_N^{(k)} = T_N^{(k-1)}$ as in tables 6 and 7.

Table 5: Richardson’s extrapolation for the first line of table 7

| $N$   | $T^{(0)}$ | $T^{(1)}$ |
|-------|-----------|-----------|
| 40    | 1.234124  |           |
| 80    | 1.232972  | 1.232588  |
| 160   | 1.232684  | 1.232588  |
Table 6: Richardson’s extrapolation of $u(0)$ for the first line of table 3.

| $N$  | $T^{(0)}$ | $T^{(1)}$ | $T^{(2)}$ |
|------|----------|----------|----------|
| 40   | 1.421243 |          |          |
| 80   | 1.421469 | 1.421444 |          |
| 160  | 1.421526 | 1.421545 | 1.421545 |

Table 7: Richardson’s extrapolation of $\frac{du}{dx}(0)$ for the first line of table 3.

| $N$  | $T^{(0)}$ | $T^{(1)}$ | $T^{(2)}$ |
|------|----------|----------|----------|
| 40   | −0.807934|          |          |
| 80   | −0.808094| −0.808147|          |
| 160  | −0.808135| −0.808149| −0.808149|

Starting with the computed data $T^{(0)}$, we proceed with the extrapolated values

$$T^{(k)} = \frac{2^{k+1}T^{(k-1)} - T_N^{(k-1)}}{2^{k+1} - 1},$$

for $k = 1, 2, \ldots$. The extrapolated values reported in tables 5, 6 and 7 can be compared with the corresponding values listed in tables 1 and 3, respectively. It is clear that to get accurate numerical results, for both the considered problems, we can apply few extrapolations with nested quasi-uniform grids involving a small number of grid points.

6 Concluding remarks

The numerical results for the test problems reported in the previous sections show that non-standard finite difference schemes on quasi-uniform grids are an effective way to solve BVPs defined on infinite intervals. The application of non-standard
finite difference schemes on quasi-uniform grids overcomes the need for a priori definition of the truncated boundary. For both examples we used the logarithmic map \(2.1\) because in both cases the largest variation of the solution components occur near the origin.

Let us discuss, at the end of this work, a possible way to extend the non-standard finite difference schemes on quasi-uniform grids to the numerical solutions of problems defined on the whole real line, for instance, the connecting orbits problems mentioned in the introduction. For these problems, all boundary conditions are imposed at plus or minus infinity. In such a case it is possible to use the tangential quasi-uniform grid

\[ x_n = c \cdot \tan \left( \frac{n \pi}{2N} \right), \]

where \(c > 0\) is a control parameter. In fact, if \(n = -N, -N + 1, \ldots, -1, 0, 1, \ldots, N - 1, N\), then this tangential grid cover the whole infinite line, and in particular we have that \(x_{-N} = -\infty\).
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