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In Brief
Proximity-dependent biotinylation approaches such as BioID and APEX overcome classical limitations of biochemical purification and have gained widespread use in recent years for revealing cellular neighborhoods. Here we focus on the structural diversity and mechanisms of the two classes of enzymes, biotin protein ligases and peroxidases, and discuss current and emerging applications of these enzymes for proximity dependent biotinylation. We provide guidelines for enzyme selection and experimental design for performing and interpreting proximity-dependent biotinylation experiments.

Highlights
• Proximity-dependent biotinylation (PDB) approaches involve fusion of a bait with an enzyme.
• BioID (biotin protein ligase) and APEX (peroxidase) are distinct enzymes used in PDB.
• Past, present and future development and applications of PDB are discussed.
• We review labeling mechanisms and kinetics to provide guidance for experimental design.
• We discuss controls and considerations for data interpretation.
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The study of protein subcellular distribution, their assembly into complexes and the set of proteins with which they interact with is essential to our understanding of fundamental biological processes. Complementary to traditional assays, proximity-dependent biotinylation (PDB) approaches coupled with mass spectrometry (such as BioID or APEX) have emerged as powerful techniques to study proximal protein interactions and the subcellular proteome in the context of living cells and organisms. Since their introduction in 2012, PDB approaches have been used in an increasing number of studies and the enzymes themselves have been subjected to intensive optimization. How these enzymes have been optimized and considerations for their use in proteomics experiments are important questions. Here, we review the structural diversity and mechanisms of the two main classes of PDB enzymes: the biotin protein ligases (BioID) and the peroxidases (APEX). We describe the engineering of these enzymes for PDB and review emerging applications, including the development of PDB for coincidence detection (split-PDB). Lastly, we briefly review enzyme selection and experimental design guidelines and reflect on the labeling chemistries and their implication for data interpretation. Molecular & Cellular Proteomics 19: 757–773, 2020. DOI: 10.1074/mcp.R120.001941.
Proximity Dependent Biotinylation Enzymes for Proteomics

**A**

Protein of interest (bait)

![Proximity-dependent biotinylation (PDB) enzyme](image)

**B**

| PDB enzyme | substrate | modified residue |
|------------|-----------|------------------|
| biotin protein ligase (BPL) | biotin | lysine |
| peroxidase | biotin-phenol (+peroxide) | tyrosine |

**C**

1. **in cellulo** protein biotinylation → harsh lysis → proximity interactor capture → stringent washes → elution (e.g. by proteolysis) → MS analysis

**Fig. 1. Principles of Proximity-Dependent Biotinylation.** A, A protein of interest (bait) is fused in-frame to a PDB enzyme from one of two families, biotin protein ligases or peroxidases, that have distinct substrate requirements and modify different amino acids. B, Schematic workflow for a PDB experiment identifying proximal proteins. Proteins are labeled inside living cells prior to a harsh lysis and a protein-level capture on streptavidin beads. After stringent washing, elution is most often effected by proteolysis with trypsin, and the non-biotinylated peptides are released and identified by mass spectrometry. A variation of this approach consists of performing an elution with high concentrations of acid such as trifluoroacetic acid; in this case information about the site of biotinylation may be obtained. C, Alternative workflow for peptide-level capture and identification of the biotinylated peptides: an antibody against biotin is used to capture biotinylated peptides directly. Alternatively, other biotin affinity capture strategies can be employed.

$\sim 10^{-14}$ M, which is also resistant to many conditions (detergents, salt, or denaturing agents) that typically disrupt protein interactions or organellar integrity. Subsequently, streptavidin-purified proteins can be identified and quantified by mass spectrometry (Fig. 1B). When appropriate controls and mass spectrometric quantification are employed (as discussed elsewhere - (18–20)), PDB-MS can report on specific proximity relationships. It is important to keep in mind that what PDB-MS provides is a qualitative metric of the relative proximity between bait and prey and cannot explicitly determine whether the detected proteins are physically interacting (either directly or indirectly), or whether they are simply localized to the same area. Additionally, these PDB-MS approaches will reveal the proximal relationships of a bait throughout the entire life cycle of the protein from its synthesis until the end point of the assay. This is discussed below (in Proximal Labeling Chemistry and Labeling Propensity) and elsewhere (19).
Since the introduction of the first PDB-MS approach (reviewed in (18, 19, 21, 22)), a growing number of enzymes - that largely fall into two groups: the biotin protein ligases and the peroxidases - as well as additional tools and experimental designs have made the strategy a flexible mainstay of interaction and organellar proteomics. Here, we will focus on the molecular basis for the main proximity-dependent biotinylation approaches and on the development of distinct toolsets for the application of proximity dependent biotinylation to different biological questions.

OVERVIEW OF PDB ENZYMES

In this section, we will describe the two major classes of enzymes currently used for PDB-MS: biotin protein ligases and peroxidases, with an emphasis on their structural characteristics, their natural enzymatic reactions, and the modifications that have made BioID and APEX possible.

Biotin Protein Ligases and BioID—Biotin is an essential vitamin for all organisms that is produced by plants, fungi and most prokaryotes, but not mammalian cells (23). In mammalian cells, biotin uptake is primarily mediated by the sodium carboxylated (bicarbonate serves as the CO₂ donor), and transfer is enabled by biotin, which first becomes enzymatically carboxylated (though other compounds in small molecule substrates, most of which are coenzyme A (CoA) esters of organic acids (25), and are present in all living species). This transfer is enabled by biotin, which first becomes enzymatically carboxylated (bicarbonate serves as the CO₂ donor), and in a second enzymatic step, releases the carboxyl group to the substrate (for a review of carboxylases and their mechanisms, please refer to (23)).

Biotin protein ligases (here referred to as BPLs), also known as holocarboxylase synthetases in eukaryotes, are responsible for the covalent attachment of biotin to the carboxylases enzymes (four enzyme families are present in humans: PC, PCCA/PCCB, MCCC1/MCCC2, ACACA/ACACB) that have crucial roles in amino acid, fatty acid, carbohydrate and energy metabolism. Carboxylases transfer carboxyl groups to small molecule substrates, most of which are coenzyme A (CoA) esters of organic acids (though other compounds including urea and pyruvate can also serve as substrates). This transfer is enabled by biotin, which first becomes enzymatically carboxylated (bicarbonate serves as the CO₂ donor), and in a second enzymatic step, releases the carboxyl group to the substrate (for a review of carboxylases and their mechanisms, please refer to (23)).

Biotin protein ligases (here referred to as BPLs), also known as holocarboxylase synthetases in eukaryotes, are responsible for the covalent attachment of biotin to the carboxylases enzymes (25), and are present in all living species. They exhibit a high substrate specificity for the carboxylases and this has been evolutionarily conserved as specific biotinylation can still occur when the BPL and carboxylase come from divergent species (26). This high specificity for a very small number of substrates (largely localized in the mitochondrial matrix in eukaryotes) is important for the use of BPLs in several biotechnology applications, including BioID.

BPL enzymes (PFAM: PF03099) can be grouped into three classes based on their structural architecture (27) (Fig. 2A). All three classes have a conserved central catalytic domain responsible for the protein biotinylation reaction and a C-terminal domain of unknown function that is essential for its enzymatic activity (28). However, they differ in their N termini. Class II enzymes possess a winged helix-turn-helix DNA-binding domain that functions as a biotin-controlled repressor of the biotin biosynthesis operon (29), whereas class III enzymes have a large N terminus without DNA binding activity. Class I enzymes lack this N-terminal domain altogether. Class I and II BPLs are found in Archaea, prokaryotes and plants whereas class III BPLs are found in yeast, insects and mammals and include the human holocarboxylase synthetase HLCS (Fig. 2A). As discussed below, class II BPLs (such as that found in E. coli) have been extensively used in PDB-MS and in biotechnology in general, whereas class I enzymes (such as that found in Aquifex aeolicus, a thermophilic bacteria) have been more recently introduced for use in PDB-MS and have unique properties (30).

The structure and activity of several BPLs from different bacterial species have been described, providing insight into their reaction mechanism (27, 31). The E. coli BPL, also known as Bifunctional ligase/repressor (BirA), is an archetypal type-II enzyme and is one of the best-studied enzymes of this class. Upon binding of biotin to BirA, the birin-binding loop undergoes a conformational change that allows for subsequent binding of ATP, leading to a structural rearrangement of the adenylate-binding loop, stabilizing the bound ATP (Fig. 3). Subsequently, a nucleophilic substitution mediated by K183 of BirA catalyzes the attack of the biotin carboxylate on the alpha phosphate of ATP, producing biotinyl-5’-AMP. Biotinyl-5’-AMP remains stably associated with the enzyme in a mixed anhydride form through hydrogen bonding with the R118 backbone (27, 32, 33). This is stabilized through a salt-bridge interaction between R118 and D176, another highly con-
served residue (32). The second step of the transfer reaction involves the nucleophilic attack of this mixed anhydride by the epsilon amine of lysine from the substrate (K122 on the biotin-carboxylase cargo protein, BCCP, a subunit of the acetyl-CoA carboxylase), resulting in covalent biotinylation of BCCP on the attacking lysine (25, 34, 35).

By exploring the specificity of BirA for its substrate (36), a minimum short biotin-acceptor peptide (referred to as AviTag) was identified that could be biotinylated by BirA in the absence of the full length BCCP (37). AviTag sequences have been valuable reagents for various applications. For example, by fusing an AviTag sequence and BirA to two respective proteins, the interaction between the two proteins can be monitored through biotinylation of the AviTag (38, 39). Alternatively, the biotinylation of the AviTag-tagged protein can be harnessed for affinity purification on streptavidin-conjugated resin (40–42), or protein visualization using fluorophores conjugated to streptavidin (43). Other applications include the tagging of ribosomes localized to different parts of the cell to elucidate which transcripts they translate (44), and the selective purification of structures, e.g. the nucleus, to assist in downstream assay design (e.g. (45)). Importantly, however, this application of BirA requires the expression of two proteins, one fused to BirA and one fused to the AviTag, which limits discovery proteomics assays.

Although the wildtype BirA remains widely used, many BirA mutants have been described over the years, presenting opportunities for new applications (Fig. 4). The study of mutants that affect the biotin operon activity in E. coli resulted in identification of the BirA91 mutant allele in 1980 (46), with the specific mutation (R118G) identified in 1986 (47). Relative to wildtype BirA, this mutant was found to have 100-fold greater $K_d$ for biotin and a 400-fold higher dissociation rate for biotinyl-5'-AMP (48–50), consistent with the role of R118 in stabilizing the biotinyl-5'-AMP intermediate. Later, the R118G mutant was demonstrated to act as a non-sequence specific biotinylation reagent by Choi-Rhee et al., who first described the potential use of this mutant for the “recovery of interacting proteins by existing avidin/streptavidin technology” (51). However, it was nearly a decade before Roux et al. would bring this idea into fruition in the technique now known as BioID (52).

![Fig. 3. Mechanism of labeling by BPLs. Side chains on the BPL enzyme involved in the reaction are highlighted in pink, whereas the lysine side chain of the substrate (here BCCP) is shown in blue. See text for details.](image-url)
The BioID technique takes advantage of the reduced affinity of the BirA enzyme (R118G mutation, denoted as BirA∗) for biotinyl-5′-AMP. This is thought to result in the generation of a reactive biotinyl-5′-AMP cloud (estimated in one study to be in the range of 10 nm (53)) around the enzyme, which can react with primary amines (such as epsilon-amines on lysines) of proximal proteins, resulting in their covalent biotinylation. The reaction can take place inside living cells and over time leads to a build-up of biotinylated proteins in the vicinity of the bait. As discussed in the introduction, this in situ covalent labeling allows for lysis of cells under harsh conditions to maximize protein solubility without the need for preserving protein interactions or subcellular organization. The biotinylated proteins can then be captured on streptavidin-conjugated resin (or alternatively through anti-biotin antibodies; see below) and identified by mass spectrometry (19, 52, 54) or detected through different means, such as immunoblotting (Fig. 1).

BioID was first used to explore the proximal associations within the nuclear envelope, leading to the assignment of a previously uncharacterized protein, SLAP75, as a novel nuclear envelope protein (52). This led to the realization that the approach was a powerful method to detect proximity partners for typically insoluble cellular compartments. This study was followed by many others, including an investigation of the Hippo signaling pathway in which phosphorylation-specific interactions could be detected in the absence of sustained signal, revealing a propensity for signal amplification in BioID experiments (19, 55). Since its initial development, BioID has been widely used to explore proximal associations in both large and small-scale experimentations in various experimental models (reviewed in (20)) that importantly now include the characterization of the proteome composition and organization of membraneless organelles, including focal adhesions (56) and cell junctions (57–60), the centrosome (61, 62), P-bodies and stress granules (63), and the generation of a draft

**Fig. 4.** Structures of the main enzymes employed in PDB research. PDB files were downloaded from the RCSB Protein Data Bank and visualized in Pymol. Mutations over the wild type enzymes are indicated. A, Original enzymes used in BioID. Structures of the wild type *E. coli* BirA with biotinyl-5′-AMP (source PDB 2EWN) and *A. aeolicus* BPL with biotin (source PDB 3EFS) with position of the mutation decreases the affinity for biotinyl-5′-AMP intermediate. B, Molecularly evolved TurboID and miniTurbo displayed on the *E. coli* wild type BirA structure. C, Peroxidases. HRP with heme and calcium ions (source 1HCH) and APEX/APEX2 mutations displayed on the structure of soybean APX with heme (source PDB 1OAG) are indicated (note that APEX2 contains the additional A134P mutation compared with APEX).
proximity map of a human cell (64). As we discuss in the later sections, continued development of this technology has enabled the identification of more active enzymes and permitted the implementation of new assay designs.

**Peroxidases and APEX**—Peroxidases (like other oxidoreductases) generally catalyze redox reactions, such as reduction of hydrogen peroxide through oxidizing various substrates. Peroxidases are first classified on the basis of their prosthetic group into heme and non-heme peroxidases (refer to (65) for an interactive database of oxidoreductases and (66) for an evolutionary view of the heme-containing peroxidases). Heme peroxidases (PFAM PF00141) can be divided into four superfamilies of which the peroxidase-catalase family is the largest, consisting of over 8100 members (66). All heme peroxidases are characterized by the presence of an iron-protoporphyrin IX prosthetic group (the heme group) in their active site that is used as a reduction-oxidation reaction cofactor, and a catalytic histidine. The principal reaction catalyzes hydrogen peroxide (H₂O₂)-mediated oxidation of a variety of molecules (including aromatic molecules such as tyrosine) acting as electron donors (AH₂). This results in the formation of active radicals (●AH) and the conversion of hydrogen peroxide to water (H₂O). Some of the enzymes in this class can also perform other catalytic reactions, including peroxygenation (66).

There exists a large sequence diversity in the heme peroxidase enzymes, which have arisen four times through evolution (66), are present across all kingdoms, and catalyze one- and two-electron mediated oxidation of multiple organic and inorganic substrates (66). The peroxidase-catalase superfamily is characterized by a structurally-conserved globular fold of 12 alpha-helices and the presence of a sequence signature. This superfamily can be further separated in three distinct classes, which exhibit different primary functions (67) (Fig. 2B). Class I is the most divergent across these three classes, consisting of more than 1800 annotated members and notably includes cytochrome c and ascorbate peroxidases (including the ascorbate peroxidase APX) that primarily function in the scavenging of excess H₂O₂. Class II is a smaller group that contains fungal manganese and lignin peroxidases and are involved in the degradation of lignin-containing soil debris. Lastly, Class III contains the highest number of reported sequences, and includes plant secretory peroxidases (such as horseradish peroxidase that will be described in depth below) that are implicated in oxidation of lignin, auxin and secondary metabolites. The evolutionary divergence of these enzyme classes confers different biochemical characteristics, which have been leveraged for their application in biotechnology.

Horseradish peroxidase C (commonly known as HRP) is the best-studied peroxidase and has demonstrated immense biotechnological value. HRP is a class III secreted glycoprotein that binds a heme-group and calcium, both of which are essential to its function (68) (Figs. 2B, 4). HRP has been a workhorse of many molecular biology techniques, such as oxidation of chromogenic or chemiluminescent substrates for signal detection and amplification or deposition of molecules including diaminobenzidine for electron microscopy (69). Because of the versatility in the oxidation of various phenolic substrates (e.g. biotin-phenol, a.k.a. biotin-tyramide; Fig. 5), HRP has also been utilized for protein labeling. In this context, a tyramide molecule that has been coupled to either a fluorophore or a small molecule such as biotin, can be activated by a peroxidase (in the presence of H₂O₂), to produce a

| Substrate                  | Typical application                  | Reference | Structure |
|---------------------------|--------------------------------------|-----------|-----------|
| Biotin                    | BioID/BioID2/TurboID/miniTurbo/BASU  | (52)      | ![](image1) |
| Tyramide-Biotin (Biotin-Phenol) | APEX/APEX2/SPPLAT                | (88)      | ![](image2) |
| Desthiobiotin-Phenol      | APEX site identification              | (114)     | ![](image3) |
| Biotin Arylazide          | EMARS                                | (71)      | ![](image4) |
| BxxP                      | Membrane impermeable Biotin-Phenol derivative for labeling with HRP | (78) | ![](image5) |

![Figure 5](image5) Substrates used in PDB approaches. Different related substrates for PDB have been developed specifically for different variations on the PDB theme. See text and references for details.
short-lived radical that can react with electron-rich amino acids such as tyrosine (70) (Fig. 1A).

Conjugation of HRP to an antibody allows for targeting of the peroxygenase activity to specific cellular compartments such as the cell surface of live cells or intracellular compartments of permeabilized cells. This has been demonstrated by the EMARS (Enzyme-Mediated Activation of Radical Sources) technique using arylazide-biotin (a.k.a. phenyl azide-biotin) as the substrate (71, 72) and the SPPLAT (Selective Proteomic Proximity LAbeling using Tyramide) technique using biotinyl-tyramide (73), respectively. These proximal protein-labeling approaches increase sensitivity in signal detection in immunoassays (69, 74, 75), and SPPLAT has been coupled to mass spectrometry for quantification of proximity partners of a B-cell receptor (73).

An important variation on this concept, which is particularly useful when a high-specificity antibody directed against a target is not available, is through expression of a genetically encoded enzyme in model cells or organisms, allowing for protein labeling in live cells under physiological conditions, similar to the development of BioID described above. This was first demonstrated by directing expression of HRP to the endoplasmic reticulum (ER) through fusion with a signal peptide and an ER retention motif to label the secretory compartments for visualization by electron microscopy (76). Similarly, genetically encoded HRP was targeted to the cell surface (by making fusions to four synaptic cleft-resident proteins) for proteomic profiling of lipid raft domains (77) and neuronal synaptic clefts (78). Intriguingly, although HRP retains its catalytic activity in the oxidizing environments of endomembrane system lumens (ER or Golgi) or extracellular spaces, it is inactive when expressed in the reducing cytosol environment (79, 80). It has been hypothesized that this may be because HRP is natively a secreted glycoprotein, resulting in its incompatibility with expression within the cytosol.

To overcome the limitations of HRP in these intracellular contexts, a novel enzyme was engineered based on the ascorbate peroxidase (APX) (80). APX is a Class I enzyme (Fig. 2B, 4) that regulates intracellular H₂O₂ levels in chloroplasts and the cytosol of higher plants by oxidizing L-ascorbate (81–83). Similar to HRP, APX can convert its substrate into a radical through reduction of H₂O₂. However, unlike HRP, APX does not contain disulfide bonds, is not a glycoprotein and it does not require calcium for its activity (82, 84–86) (Fig. 4). Martell et al. postulated that the structural differences between APX and HRP could allow for retention of its activity in reducing cellular environments such as the cytosol (80). Through mutagenesis of the pea APX protein, they developed a novel enzyme they called APEX that, when expressed in mammalian cells, could allow for localized deposition of diaminobenzidine for electron microscopy (80). The mutagenesis strategy was targeted at reducing the propensity of APX to dimerize (monomeric APX: K14D, E112K). Although these mutations also decrease catalytic activity, this was restored by an additional W41F mutation, which is part of the catalytic triad in the active site (81) (Fig. 4). Intriguingly, HRP (which has a high catalytic activity) also harbors a phenylalanine at this corresponding position and its mutation to a tryptophan hinders its substrate binding ability (87). The pea APX mutations described above were also generated in the soybean APX, which resulted in an enzyme with a further reduction of unwanted dimerization, leading to the first generation of the APEX recombinant enzyme (88).

APEX can oxidize phenol derivatives (such as biotin-phenol, a.k.a. biotinyl tyramide) to phenoxyl radicals, like the use of HRP in the SPPLAT technique. This reactive radical, which has an estimated half-life of <1 ms (74), can then covalently react with a number of electron-rich amino acids (predominantly tyrosine), resulting in proximal protein labeling in living cells (Fig. 1A) (88, 89). Like BioID, this labeling in live cells allows for the lysis of cells under harsh conditions to maximize protein solubility. The labeled proteins can then be captured with streptavidin-conjugated resin and identified using mass spectrometry (19, 52). The first proteomic implementations of APEX were to map the proteome of the mitochondrial matrix (88) and then the mitochondrial intermembrane space (89). APEX was also applied to isolated tissues from Drosophila to study their mitochondrial proteomes (90). Subsequent applications have included the profiling of a stress granule marker in the presence or absence of stress treatment (91), as well as in the definition of the proteome composition of another inducible organelle, the lipid droplet (92).

A key difference in the labeling approaches of APEX and BioID is that the cells expressing the bait protein fused to APEX are first incubated with biotinyl tyramide and subsequently treated with H₂O₂ to initiate proximal labeling. This labeling can be performed for as little as 1 min before quenching the reaction, providing a relatively short snapshot of the proximal proteins for the bait when compared with the hours time-scale needed for obtaining enough signal to noise with the original BioID approach. This significant increase in temporal resolution offered by APEX serves as a powerful tool in the PDB arsenal to study proximal associations. It has most notably been exploited for profiling the proximity interactomes of G-protein coupled receptors following signal induction (93, 94). Like BioID, these original APEX studies proved to only be the beginning of advanced technological developments that further expand the application of PDB-based techniques.

**Improvement of PDB Enzyme Characteristics**

As a testament to the utility of PDB-MS techniques and their quick uptake by the scientific community, both biotin ligases and peroxidases have seen rapid development and improvement. This has been accomplished through a combination of exploring enzyme homologues, structure-guided protein engineering and unbiased molecular evolution.

**Improving BPLs**—Although BPLs from different classes display high degrees of structural conservation (especially in
their catalytic domains) (95), they show little sequence homology, with the exception of a few key short motifs essential for catalytic activity (96–100). The sequence differences between different BPLs likely result in structural differences, which in turn can affect their thermal stability, affinity for substrates or reaction products (biotinyl-5’-AMP), or even alter their catalytic activity (98, 100, 101). Therefore, exploring BPLs from different organisms can yield enzymes with unique characteristics.

For example, Roux et al. found that the BPL from the thermophilic bacteria Aquifex aeolicus (30, 100, 102) could be used in PDB (they refer to it as BioID2 (30)). The R40G mutation, orthologous to the R118G mutation in BirA*, lowers the affinity of the A. aeolicus BPL for the reaction intermediate biotinyl-5’-AMP (100), resulting in an abortive enzyme that, similar to BirA*, is capable of generating a cloud of activated biotin (52). Because BioID2 also displays a higher affinity for biotin compared with BirA*, this allows the use of lower biotin concentrations for protein labeling. [We note however, that this also allows the BioID2-enzyme to utilize the biotin in the serum (low nM range) or some media (such as RPMI) to carry out protein biotinylation (101), and that removing biotin from the serum may be important to establish a clean baseline for differential proximity proteomics. This can be done by charcoal stripped FBS, dialyzed FBS or streptavidin-depletion of FBS - See section Enzyme Selection]

An interesting characteristic of BioID2 is that it is a Type-I BPL, and hence it lacks the N-terminal DNA-binding domain found in Type-II BPLs, such as the E. coli BirA (Fig. 2A). This domain structurally resembles linker histone H5 (103) and could potentially mediate unwanted proximity labeling of chromatin-associated proteins. Therefore, the absence of the N-terminal domain from BPL Type-II enzymes like BioID2 could also result in decreased background of proteins associated with DNA/chromatin. Although N-terminal truncation has not been successfully done with wild type E. coli BirA because of impaired catalytic activity (28, 29, 98, 104–106), the N-terminal domain of the Type-II BPL from Bacillus subtilis could be removed without deleterious effect on its enzymatic activity (104). By generating an R124G mutation in the B. subtilis BPL (orthologous to the R118G in E. coli BirA*), along with two mutations in the C-terminal domain (E323S, G325R) an alternative abortive biotin ligase, BaSu, was engineered (107). We note however that although this enzyme exhibited improved activity compared with BirA* and BioID2 in the original study, follow-up comparison by Branon et al. shows little difference between these enzymes (108), suggesting that further development of BaSu may be necessary.

In addition to exploring natural biodiversity or structure-guided protein engineering to obtain enzymes with unique properties, directed evolution can also evolve proteins with desired characteristics (109). Recently, Branon et al. used error-prone PCR, in combination with yeast-display, to generate two new E. coli BirA variants that they referred to as TurboID and miniTurbo (108). By immunoblotting with Streptavidin-HRP, they determined that TurboID and mini-Turbo exhibited a 3–6-fold increase in activity compared with BirA* over a short period of labeling and up to 15–23-fold increase over longer durations (6–18 h of biotin treatment). These enzymes contain 14 and 12 mutations (plus a N-terminal deletion of the first 63 amino acids for miniTurbo), respectively (Fig. 4). TurboID has the same 12 mutations as mini-Turbo, with an additional two mutations (S263P and M241T). Interestingly, these mutations are for the most part distal to the catalytic pocket and distributed throughout the entire structure with no obvious mechanistic explanation for increased enzymatic activity. It is plausible that these mutations (or a subset of them) alter the structure or rigidity of the catalytic pocket, which could result in increased catalytic activity. It is also intriguing that although the deletion of the N-terminal domain of wild type BirA drastically impairs its activity, miniTurbo tolerates the removal of its N-terminal domain. Though the structural and mechanistic implications of these mutations have not been systematically investigated, these new enzymes provide an opportunity to better understand the activity of BPLs and aid in the design of the next generation of enzymes.

Importantly, the increased activity in the resulting TurboID and miniTurbo enzymes enables shorter incubation times in cell culture to deliver specific biotinylation enrichment in minutes, compared with the hours needed for the original BirA*. We note however that although the initial and several subsequent BioID studies employed a labeling time of 24 h, this is not a requirement for BioID, and shorter labeling times - as little as 3 h (63) - enable efficient biotinylation and recovery of proximal interactors. Yet, this is quite far from the 5–10 min labeling times reported sufficient for miniTurbo and TurboID (108), and it is expected that these newer enzymes will enable temporal studies in the minute(s) time scale. Importantly, TurboID seems to also have an increased affinity for biotin, much like BioID2, allowing it to use the biotin present in media serum to carry out proximal labeling (30, 108); this should be considered in the assay designs when short labeling times are desired. Furthermore, this increase in affinity may result in biotin scavenging when TurboID is constitutively expressed, which may have detrimental repercussions when generating stable cells lines or transgenic animals.

As further research and development gives rise to newer enzymes with varying characteristics, it would be beneficial to have a thorough direct comparison of the enzymatic properties of all the emerging BPL enzymes using the same bait and matched purification and analysis by mass spectrometry. This will be of significant value in helping researchers to select the most appropriate enzyme for PDB experiments.

**Improving Peroxidases**—Similar to the BPLs, heme peroxidases are a large family of enzymes expressed in a diverse array of organisms, and many organisms express multiple different enzymes with distinct patterns of expression and
preferred substrates (68); e.g. Arabidopsis thaliana encodes 73 different heme peroxidases (65). Although to date only APX and HRP have been used for PDB assays, continued research into these enzymes may reveal novel properties or substrate specificities that can have biotechnological use.

Like the workflow used to generate TurboID and miniTurbo, the Ting group used directed evolution to improve upon the soybean APEX enzyme (68). They noted that although APEX was suitable for electron microscopy, it lacked sensitivity for proteomics (110). Through a combination of error-prone PCR and yeast-display, they improved the activity of APEX to generate a new enzyme they named APEX2 (110). Interestingly, unlike the evolution of TurboID-miniTurbo, evolution of APEX2 only added a single new mutation to APEX, an A134P substitution (110) (Fig. 4). The authors note that the majority of sequenced Class II and III peroxidases, including HRP, already possess a proline at the corresponding position that may promote a higher tolerance against inactivation by H₂O₂ and/or enhancing oxidation of phenolic substrates (110, 111).

Yet, despite the improvements made to the enzyme, APEX2 remains less active than HRP and more sensitive to H₂O₂ mediated inhibition (110), suggesting that further improvements may be possible. Recently, site directed mutagenesis also yielded a non-glycosylated recombinant HRP (hHRP) with 8-fold improved catalytic activity and 2-fold improved thermal stability over non-mutated HRP (112), but its application to intracellular labeling has yet to be determined.

With the pace of development of new reagents and strategies in the PDB field, it is difficult to speculate where the next breakthrough will come from. Although exploring only a few enzymes and their mutants from different species had led to the invaluable tools we have today, we have likely only scratched the surface. A more systematic exploration of enzymes across the large super-families could for example yield PDB enzymes with unique properties, such as varying temperature and pH dependences, which may allow for broader application. In addition to exploring enzymes across species, examination of the substrate repertoire of current and next generation enzymes could provide their unique applications to PDB. For example, E. coli BirA has also been evolved to utilize desthiobiotin as a substrate (113), offering easier elution from streptavidin beads and an easier identification of the modified sites, similar to the use of desthiobiotin-phenol in APEX applications (114). BirA also accepts a ketone isostere of biotin as a cofactor, which can then be specifically conjugated to hydrazide- or hydroxylamine-functionalyzed molecules (43). Alternatively, Pyrococcus horikoshii BPL can accept azide derivatives of biotin (115), which can be functionalized using Staudinger ligation (116), triarylphosphine-FLAG epitope or Fluorogenic phosphines (116). More systematic exploration of directed evolution strategies with multiple enzymatic templates could also expand the substrate repertoire of these enzymes, paving the way for new applications.

**DEVELOPMENT OF NEW PDB MODALITIES**

As with any successful new technique, the development of PDB has prompted a growing number of modifications that further expand its scope beyond the original design. Here we list some of the most promising developments.

**Protein-Nucleic Acid Contacts—**Beyond the development of PDB-MS for detecting proximity among proteins, a logical application of the approach was to use it as a tool to detect proteins recruited to nucleic acids. There are now several publications that have fused PDB enzymes to an inactive Cas9 to direct the protein fusion to specific genomic loci (117–119), or to nucleic acid binding moieties (e.g. MS2-coat protein) that can recognize engineered hairpins in RNAs (120). These approaches can in theory identify proteins that are recruited to specific RNA or DNA sequences, though in these experimental designs, this task is rendered more difficult by the high background noise because of the presence of the active enzyme throughout the cell in addition to the fraction that is targeted to the desired site. This has made well-controlled experimental design and strong quantification techniques paramount to the success of this approach, which remains difficult for most laboratories, especially for the discovery of proteins associating with a single locus (118, 121).

Excitingly, the labeling of RNA by APEX enzymes is enabling the parallel probing of RNA and protein proximity interactions, as recently reported by the Ting and Ingolia groups (122–124). Furthermore, aromatic substrate exploration identified that biotin-aniline and biotin-naphthylamine are preferentially transferred to RNA and DNA compared with biotin-phenol (125), providing new avenues of exploration for the APEX-seq modalities described below. This type of approach should enable a better understanding of the protein-nucleic acid interactions.

**Context Dependent PDB—**Most of the PDB studies to date have fused a protein of interest to a full-length PDB enzyme, which can be active from biogenesis onwards. Therefore, the final PDB profile is the lifetime footprint of proximal labeling by the PDB-fusion. Additionally, when a protein can occupy different locations inside the cell, the standard PDB approaches will reveal a convoluted signal that results from activity at each of these localizations. Although computational approaches for signal deconvolution have been developed (reviewed in (19)), more direct approaches that report on the proximity interaction of a bait protein in very specific contexts (e.g. when in a given organelle or in association with a certain protein complex) are needed.

A successful approach to capture context-dependent interactions/associations includes using protein-fragment complementation assays (PCAs) (126, 127). PCA entails splitting a “reporter” molecule (for example an enzyme or a fluorescent protein) into two fragments that are each inactive. Each of these fragments is then fused to a different protein of interest and simultaneously expressed (e.g. in a cell system). If the two
proteins interact, the two fragments of the reporter molecule can reconstitute its activity. This approach has been widely used as a binary protein interaction method using colorimetric (e.g. β-galactosidase (128–130)) or fluorescent (e.g. bimolecular fluorescence complementation, BiFC, a.k.a. split-EGFP (131, 132)) reporters, as well as proteins or enzymes mediating drug resistance (e.g. DHFR-methotrexate (133)). This activity dependent PCA strategy was clearly applicable to PDB enzymes as well, and parallel efforts by several groups have already generated functional splits.

The first PDB-PCA consisted of a split HRP selected through structure-guided enzyme splitting followed by molecular evolution that was used to investigate cell-cell interactions in the extracellular compartment (134). However, as was discussed above, HRP is not suitable for intracellular PDB-PCA and this split has not been coupled to mass spectrometric identification of proximal proteins. Subsequent fragmentation of APEX between amino acids 201 and 202 generated the first split APEX (135). More recently, structure-guided fragment scanning followed by directed evolution was applied to APEX2 to generate a more active split enzyme, which harbors a further 9-mutations relative to APEX2 (136). The evolution of this split enzyme utilized both positive and negative selection steps to reduce interaction-independent reactivation of the fragments, while maintaining high peroxidase activity when reconstituted. This was implemented as a coincidence detector for protein-RNA interactions, and for labeling ER-mitochondria contact sites (136). In principle, using a split-enzyme strategy should improve the signal-to-noise in proximal labeling, and could be of particular use for defining proteins proximal to specific loci in the next generation of nucleic-acid tethered system. For fast-acting enzymes such as the split APEX2, this should also facilitate signal transduction studies and enable the identification of proximity interactomes for a specific subset of a protein pool (e.g. that are defined by distinct binding partners).

As with peroxidases, BPLs were also adapted to a PCA system. The first split BioID truncated BirA* at the hinge between E140/Q141, and was applied to define the proximity interactome of protein phosphatase 1, PP1, in complex with one of its substrate-targeting subunits (137). Another pair of splits with apparent higher activity truncated BirA* between its central catalytic domain and its C-terminal domain (E256/G257) and was used to study miRNA-mediated translation repression (138). Although this was an elegant demonstration of PCA using BirA*, it is important to note that the slow kinetics of the BirA* enzyme as well as the lower activity of the reconstituted enzymes compared with the full-length protein has limited the application of this approach for the study of dynamically-regulated systems. This is likely to change when split versions of the more active enzymes, such as TurboID, are generated.

Although PDB-PCA can be very useful for certain biological applications, it is by no means trivial to setup and does come with the potential risk for false-negative results. Like other PCA approaches, it may be necessary to optimize various bait-enzyme linker lengths, the protein termini tagged, and the stoichiometry of the two proteins expressed. These are a few of the factors that can affect the ability of the two enzyme halves to be able to assemble and reconstitute its PDB activity. As such, versatile PCA toolbox development is likely to remain an active area of research.

**Other Emerging Strategies**—There are a number of other noteworthy techniques that have been developed based on the principles of PDB. Although at their core they use similar labeling chemistry and protein identification, they provide an alternative means to capture a more restricted set of proximal interactors.

A technique that deserves attention is the 2C-BioID technique, developed by the Burke group (139). When tagging of a protein of interest with the relatively large PDB enzymes is problematic with regards to protein localization and function (such as for the lamina associated protein LAP2 beta), the PDB enzyme can be directed to the desirable bait through inducible dimerization. In this case, a generic fusion of the prolyl isomerase FK506-binding protein (FKBP) to BioID (or, more recently, GFP-APEX2 (140)) is co-expressed with a fusion of the protein of interest with the FKBP-rapamycin binding (FRB) domain of the mTOR kinase (~100 amino acids). These two fusion proteins will only interact, recruiting the BioID enzyme to the protein of interest, in the presence of a dimerizer (a rapamycin derivative (141)). This inducible recruitment of the enzyme to the “bait” may be helpful to both prevent trafficking issues of a directly tagged PDB bait and provide a convenient control (the same cells in the absence of the rapamycin analog). This induced dimerization system was also applied to VAPB-APEX2 to further increase the spatial resolution of labeling (140). Although two-component systems are by definition more complex to optimize and are associated with their own issues (e.g. the relative stoichiometries of the PDB-FKBP and bait-FRB fusions), it should be expected that stable cell lines (and perhaps even animal models) constitutively expressing the generic PDB-FKBP fusion (ideally under the control of a regulatable promoter) would facilitate the broader adoption of this elegant design.

Although a clear strength of PDB approaches is the capability of performing experiments in living cells and organisms, several groups have explored in vitro approaches to label proteins located in proximity to a bait of interest. This includes antibody-HRP fusions that extends PDB approaches to fixed cells and tissues (e.g. (73) or the more recently developed Biotinylation by Antibody Recognition (BAR) technique (142). Similarly, Remnant et al., developed an in vitro BioID (iBioID) technique (143) to improve the kinetic parameters of the BioID reaction and specifically focus on the proximal interactome of CENP-A at mitotic centromeres by permeabilizing the cells and performing a shorter labeling reaction in the presence of ATP and biotin. The full applicability of these approaches is
not yet clear: for antibody-based approaches, issues of antibody cross-reactivity will need to be addressed (they may actually be amplified by coupling to a PDB method) whereas the ivBioID technique is likely to be more useful for proteins (like CENP-A) that remain tightly anchored to a structure following permeabilization. In summary, both BPLs and peroxidases have been subjected to protein engineering to target them to nucleic acids or specific subcellular compartments to explore their use as coincidence detectors. Although it is still early days, future developments in these areas should generate robust approaches for studying the proximal associations between proteins and other molecules in the context of living cells or ex vivo.

CONSIDERATIONS FOR EXPERIMENTAL DESIGN

With so many variations on the initial successful BioID and APEX approaches already available, it is important to reflect on the considerations for the selection of a specific enzyme and experimental design. In the following sections, we briefly comment on some of these aspects.

Enzyme Selection—The list of enzymes for PDB is still growing, but because most studies use a single enzyme, systematic comparisons are still largely lacking. A notable exception, that performed both APEX (APEX2) and BioID (BirA*) on baits within the ribosome quality control pathway, revealed little overlap between the approaches (and a better recall of known interactors with BioID) (144). Although it is not clear whether this is a widespread phenomenon, it raises interesting questions regarding the degree of complementarity between these different methods. In our hands (unpublished), proximity interactomes of the same bait (e.g., Lamin A) obtained with alternative biotin ligases are remarkably similar after filtering the background, so it remains to be seen whether the different classes of enzymes are responsible for the differences noted in the ribosomal quality control pathways.

There are conditions where selection of a given enzyme should be dictated by its properties. For instance, if proximity interactomes need to be established under short labeling times (for example to follow a time course of intracellular signaling), the ability to acquire proximity interactomes in seconds or minutes may be the dominant factor to consider. After optimization of the expression and biotinylation conditions, the original BirA* and BioID2 enzymes could generate enough signal-to-noise labeling with several tested proteins in as little as 3 h (63) and 1 h (unpublished), respectively. By contrast, second- to minute-scale labeling, such as would be required to study signaling from G-protein coupled receptors, could until recently only be accomplished with peroxidases (93, 94). However, the recent introduction of more active biotin ligases such as miniTurbo and Turboid permits labeling within 5–15 min (108), enabling PDB to be performed with either class of enzymes for all but the shortest labeling times.

However, faster approaches may not always be the best choice. In particular, the longer incubation with biotin ligases may be helpful to “de-noise” the system by amplifying the signal at the predominant locations of the fusion protein, though this may also result in increasing complexity of the data (see our recent review (19) for an extended discussion). Another property that may help guide the selection of a specific enzyme is the type of background generated by a given PDB enzyme (we have noticed that each of the biotin ligases generates a specific background pattern). Therefore, avoiding an enzyme that generates high backgrounds for proteins or cellular structures of interest can be a major advantage. For example, the lack of a DNA binding domain (e.g., in BioID2) appears to decrease chromatin-specific background as discussed above and may be beneficial for projects exploring the nuclear proximity proteome.

Other enzymatic properties should also be considered, especially when establishing the approach in different organisms, including the temperature at which the enzyme is functional (e.g., BioID2, from a thermophile which grows at temperatures up to 85–90 °C, may be more compatible with heat-shock treatment experiments). Though scant comparative information is available, properties such as tolerance over a broader range of pH, salt, etc., may likewise be useful. For instance, whether some enzymes work better than others inside acidic organelles remains to be defined. Furthermore, biotin has a well-characterized role in metabolism but extends to other processes such as the cell cycle, transcription and DNA damage, and high concentrations of biotin may alter these processes (reviewed elsewhere (145, 146)). Therefore, the ability for some BPL enzymes to work with minute concentrations of biotin can help minimize the need for high concentrations of biotin. However, this may necessitate the use of biotin-depleted media to establish a clean baseline in kinetic studies (note, however that prolonged biotin depletion can also alter metabolic processes, transcription and cell cycle). Anecdotal reports that the TurboID enzyme is capable of scavenging endogenous biotin and thus may be toxic to some cell lines or model systems (108) may be a further concern when using enzymes with enhanced affinity for biotin. Therefore, selection of the optimal system and protocols requires careful consideration.

Selection of more complex experimental designs such as 2C-BioID or split enzymes over simpler ones also requires careful consideration. Although split-BioID was first introduced as a way to identify proteins that are in proximity to a pair of baits in a complex, it is still unclear how the proximity interactome generated by the pair of baits using a split approach would have differed from performing standard BioID experiments with each bait separately. Similarly, whether the successes of 2C-BioID have more to do with the specific mislocalization of the LAP beta protein rather than a general improvement in the technology will remain to be systematically tested. What seems clear with the split systems in par-
ticular is that they lead to a more focused view of proximal interactomes, and concomitantly a lower overall background, which may be particularly desirable for proteins expressed at a low level, or for detecting rare association events between the selected baits (whether they are proteins, nucleic acids or other molecules). Yet, these advantages need to be considered in the context of increased burden with assay design for split enzymes that tend to be affected by binding geometries, as well as the need to express both recombinant proteins at optimal levels.

Other Experimental Considerations—Although this manuscript does not include a step-by-step “how-to” guide for PDB (please refer instead to (22, 147, 148)), there are certain guidelines regarding experimental set-up and control systems that are relevant to whichever enzymatic system is selected. Because every PDB experiment will lead to the identification of hundreds, if not thousands of proteins, how to design the experiment and implement relevant controls is fundamental.

In some cases, the tagging and expression of the bait may result in its aberrant function and/or mislocalization (149, 150), which can yield misleading results. This can be mitigated to some extent by maintaining expression of the bait at near endogenous levels (e.g. through regulated promoters or via CRISPR-tagging (151)), but this does not offer any guarantee that the fusion will behave the same way as the endogenous protein. Whenever possible, localization and functional assays should therefore be employed to ensure that the bait behaves as expected. Detection of “unexpected” proteins, or high enrichment of chaperones or components of folding and trafficking machineries by mass spectrometry (or lack of recall of previous interactors) may also be an indication that the bait is not working as expected, in which case revisiting expression levels, location of the tag, functional assays, etc., should be performed.

Even when the bait behaves as expected, negative controls are critical to a PDB experiment and some kind of quantitative mass spectrometry approach should be employed to discriminate between specific proximity interactors and contaminants (reviewed in (19)). Although we have not focused here on the quantitative mass spectrometry aspects of PDB studies, how one designs and executes these experiments is critical. When the background biotinylation is consistent and the signal-to-noise ratio is strong, it is often feasible to use robust semi-quantitative approaches such as spectral counting to identify proximity-dependent biotinylation. Yet, when the profiles are more complex and discriminating between signal and noise is challenging (a good example here is the exemplary work of Myers et al. to identify proteins proximal to a single locus with dCas9-APEX (118)), approaches that provide more accurate quantitative assessment are beneficial (and sometimes essential). In principle, any quantitative proteomics approach can be used for this purpose. For example, the Ting group used Stable Isotope Labeling by Amino acids in Culture (SILAC) for ratiometric assessment of high-confidence proximity interactors in mitochondrial subcompartments (89). Different groups have instead used labeling with isobaric reagents (such as Tandem Mass Tags, TMT) to discriminate between signal and noise in G-protein complex signaling and in identification of proteins associated with single DNA loci (93, 118). A different GPCR study instead used label-free Selected Reaction Monitoring (SRM) to follow temporal profiles of their candidate specific proximity partners with high sensitivity (94). Although it may be daunting to decide on a specific quantitative proteomics technique to use for PDB experiments, it may be easier to start with a few pilot experiments (perhaps using shotgun proteomics) to explore the signal-to-noise characteristics of an experimental set-up before deciding on more complex quantitative proteomics design. However, a constant for all PDB experiments, regardless of the quantitative approach ultimately selected, is that proper controls must be included, and performed in parallel to the true experiment.

In a PDB experiment, there are several categories of controls that could help with data analysis and the identification of true versus false-positive proximal associations. The first category of controls is the specific cell line without the enzyme present (or in the case of peroxidases - omission of H2O2) or inclusion of H2O2 but omission of biotin-phenol) which can help identify endogenously biotinylated proteins or proteins that non-specifically bind to the affinity matrix used for purification. The second category of controls is the expression of the BPL or peroxidase enzyme either by itself or fused to a ubiquitously distributed protein such as GFP. Because all proteins associate with the protein biogenesis machinery, using such a control can help remove some of these frequent flyer proteins. For many projects, this control may be sufficient to also account for nonspecific labeling, provided that the “control” is expressed to at least the same level as the most expressed bait in the dataset. However, for proteins that are localized to specific subcellular compartments, it may also be useful to have additional controls. In this third category of controls, the fusion of a signal sequence to the enzyme of choice (or alternatively, a different bait that localizes to the same general area) can direct its activity to a specific compartment, allowing for a more refined subtraction of nonspecific proximal labeling (142, 143). Selection of such “compartment-specific” controls for BioID could be facilitated by the humancellmap.org resource (64). However, these compartment controls need to be tested to balance gains in specificity without over-penalizing the true-positive proximal partners, which we have found may happen when the controls are expressed at much higher levels than the baits. Lastly, whenever possible, inclusion of additional controls such as mutants of the protein under study may also be important for fully interpreting experimental results.

It is also worth reiterating that based on our experience with the various enzymes described here, each enzyme has a distinct nonspecific labeling signature. Therefore, we recom-
It is unclear how changes in bait protein structure or interactions (as well as post-translational modifications) affect proximal labeling in PDB experiments. However, this is certainly something to keep in mind when interpreting experimental results where a proteome change is observed upon some treatment or experimental perturbation. Measured differences in proximal proteomes can vary well because of changes in the abundance and localization of proteins but could also be a result of alterations in biochemical or stereochemistry of proteins and their side chains.

PDB experiments are chemically-driven attacks that result in biotin transfer to lysines or tyrosines in BioID and APEX, respectively, and that a single biotinylated amino acid can enable recovery of a prey protein. Although there may be multiple modifiable residues among proteins in the vicinity of a bait of interest, only a small fraction of them need to become modified in order to enable capturing and detection. Which residues of a protein that have the highest propensity to become modified likely results from a combination of factors, including the distance to the PDB enzyme, but also the solvent accessibility of amino acid side chains competent to mediate the chemical reactions. Hydrophobic residues tend to be buried within or between proteins and hence less solvent exposed, whereas polar or charged residues (such as lysine) tend to be solvent accessible (154). In the case of BioID, this involves free (i.e. surface exposed and not engaged in a protein-protein interaction), unmodified lysine residue because the epsilon amine is responsible for the attack on biotinyl-5′-AMP. Lysines are also preferentially enriched in intrinsically disordered regions (IDRs), which have high solvent accessibility (155, 156). Consistent with this, IDR content correlates with protein detection in BioID experiments, though a more thorough investigation will be warranted (157).

In addition to solvent accessibility, the context-dependent biochemical properties of a side chain can also affect its labeling. This was highlighted using labeling reagents such as N-hydroxysuccinimide-biotin (NHS-biotin), which also involves a nucleophilic attack by primary amines on the NHS group. Here, biotinylation was significantly correlated with four factors relevant to the local environment of lysine residues; the solvent accessibility, the electrostatic energy, the number of hydrogen bonds, and the estimated $pK_a$ value of the sidechain (158). In agreement with this, nucleophilic attack by primary amines on biotinyl-5′-AMP is dependent on the side chain $pK_a$, which can vary based on the pH of the local environment as well as the biochemical properties of amino acids in the vicinity of the amine group (159, 160). This has been demonstrated through non-enzymatic in vitro biotinylation of BCCP using biotinyl-5′-AMP, where only one of the five solvent accessible lysines is biotinylated (35), highlighting the complex role local side chain environments have on proximal labeling by PDB. As additional studies that monitor the biotinylated peptides directly are used (161–164), the availability of peptide-level data may shed better light on these still poorly understood aspects of PDB-MS.

Like lysine biotinylation, the reaction of biotin-phenoxyl radicals with tyrosine in peroxidase-based PDB is also dependent on solvent accessibility of the amino acid side chain and the local environment. A unique and lesser mentioned caveat to the use of peroxidase based reactions is that they can also catalyze crosslinking reactions between tyrosines in the presence of $\text{H}_2\text{O}_2$, inducing the formation of dityrosine linkages that are not labeled with biotin (68, 88, 165, 166). The abundance of this side reaction and its implication for protein labeling and identification is not currently known and requires further investigation.

In summary, the detection of prey proteins in a PDB-MS experiment can result from actual changes in the proximal proteome or may reflect changes in side chain reactivity or accessibility from conformational states following cellular state perturbations, which could alter proximal protein labeling in a less direct manner. In addition, if the perturbation modulates the abundance of some of the proteins in the proteome, changes in the detected PDB-MS profiles may simply reflect that. Therefore, besides the inclusion of proper controls in the experimental design, validation of results using complementary approaches is essential to distinguish the reasons for the changes observed.

**CONCLUSION**

PDB approaches are increasingly used to investigate a variety of different biological questions. As such, it is becoming progressively more important to understand the mechanisms, kinetics and considerations for each enzyme and experimental design. With this in mind, we have attempted to provide users with some background regarding the enzymes currently used for PDB-MS alongside brief considerations regarding the selection of the enzyme and experimental design that can be used. We hope that by reviewing the development and application of latest PDB tools, we will further stimulate their expansion for use in various biological contexts.
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