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We study the exact solution of the two-body problem on a tight-binding one-dimensional lattice, with pairwise interaction potentials which have an arbitrary but finite range. We show how to obtain the full spectrum, the bound and scattering states and the “low-energy” solutions by very efficient and easy-to-implement numerical means. All bound states are proven to be characterized by roots of a polynomial whose degree depends linearly on the range of the potential, and we discuss the connections between the number of bound states and the scattering lengths. “Low-energy” resonances can be located with great precision with the methods we introduce. Further generalizations to include more exotic interactions are also discussed.
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I. INTRODUCTION

The study of quantum mechanics in periodic structures is one of the central topics in condensed matter physics since many decades [1]. The behavior of electrons in a crystal or, more generally, interacting particles in a periodic potential, even at the few-body level, puts forward a major theoretical and numerical challenge for theorists. Therefore, oversimplified models which are still able to capture certain qualitative features of the original problem have been proposed. The so-called Hubbard model [2] for electrons in a metal and its bosonic counterpart [3, 4], assume that the particles only populate a single energy band of the periodic potential and that the effective interaction has a short range (if not zero range) character. Recent advances in the physics of ultracold atoms in optical lattices [5] have opened a fascinating framework in which it is possible to simulate with unprecedented accuracy some of the models traditionally used in condensed matter physics. In particular, the transition from a superfluid to a Mott insulator of bosons loaded in an optical lattice has been successfully observed [6]. In another spectacular experiment [7], repulsively bound pairs of atoms have been produced, and their main properties have been measured. This experiment has stimulated renewed interest in the study of few-body effects in discrete lattices [8–14], which had been almost only studied by Mattis [15] about twenty years ago.

Both two-body problems on a one-dimensional tight-binding lattice with on-site [7, 8] as well as nearest-neighbor [10] interactions can be solved exactly. Several conclusions about them can be obtained [10]: (i) Bound states can be calculated via a certain polynomial equation of different degree depending on the range of the interaction. (ii) The scattering states, both symmetric (bosonic) or antisymmetric (spin-polarized fermionic) are well described, asymptotically, by a single phase shift which depends again on the range of the potential. (iii) The “low-energy” properties of those systems, characterized by the scattering lengths, can always be calculated and appear to be rather simple expressions of the respective interaction potentials.

Therefore, the next relevant question to ask is if there is a general pattern followed by the solutions and properties of the two-body problem when the interactions are of arbitrary but finite range. In this article we deal with this question and find that, indeed, there is a well defined pattern for the bound states, and that all scattering properties can be calculated very efficiently. For the particular, yet very important case of “low-energy” scattering we show how to obtain the scattering lengths very accurately even without knowing the phase shift in general. We treat both identical and distinguishable particles which can, of course, have different tunneling rates, thanks to a generalization of the center of mass separation ansatz for the two-body problem. To illustrate our results, we apply them to a model dipolar potential with a cutoff at a certain, long enough range.

II. GENERAL SEPARATION OF THE TWO-BODY PROBLEM

We consider two particles, labeled A and B, in general having different tunneling rates [10] and interacting via a symmetric two-body potential \( V(z) = V(-z) \). The reduction of the two-body to a one-body problem was first carried out in [14, 17].

The two-body one dimensional discrete Schrödinger operator \( H \) for the two-body system, acting on a two-body wave function \( u \in \ell^2(\mathbb{Z}) \otimes \ell^2(\mathbb{Z}) \) is, in first-quantized form,

\[
(Hu)(n_A, n_B) = - J_A [u(n_A + 1, n_B) + u(n_A - 1, n_B)] \\
- J_B [u(n_A, n_B + 1) + u(n_A, n_B - 1)] \\
+ V(|n_A - n_B|)u(n_A, n_B),
\]

where \( n_A \) and \( n_B \) are the (integer) lattice positions of particle A and B, respectively. For simplicity, we set the lattice spacing \( s = 1 \), so that distances, lengths and quasi-momenta are dimensionless. For the moment, we do not allow \( V \) to become infinitely large, that is, \( |V(n)| < \infty \) for all \( n \in \mathbb{Z} \); this condition can be relaxed by allowing...
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\]
the center of mass and relative coordinates; \(K\) is the total quasi-momentum and

\[
\tan \beta_K = \frac{J_A - J_B}{J_A + J_B} \tan (K/2).
\]

Note that when \(J_A = J_B = J\), the ansatz \([2]\) reduces to the well known case of identical particles \(\[7–9\]. By inserting the choice \([2]\) in the Schrödinger equation \(Hu = Eu\) we arrive at the desired single-particle Hamiltonian for each value of the total quasi-momentum \(K\)

\[
(\tilde{H}u_K)(z) = -|J^{(K)}| [u_K(z+1)+u_K(z-1)] + V(z)|u_K(z),
\]
where the so-called collective tunneling rate \([14]\) has the form

\[
|J^{(K)}| = \sqrt{J_A^2 + J_B^2 + 2J_AJ_B \cos K}.
\]

Note that the reduced Hamiltonian of Eq. \([4]\) is equivalent to the findings in \([14, 17]\). At this point it is convenient to introduce an adimensional Hamiltonian by dividing it by the collective tunneling, which is equivalent to setting \(J^{(K)} \equiv 1\) (energies become dimensionless) in Eq. \([4]\), and rename \(u_K \equiv u\) for simplicity. We will assume this in the subsequent discussions.

### III. BOUND STATES

We pursue the exact solution for the bound states of any two-body system on the lattice with finite range interactions. Before doing so, we need to define what is actually meant by bound state, mathematically, for the convenience of the reader.

We define a bound state of \(\tilde{H}\), Eq. \([4]\), as any square-summable solution \(u(z)\) of the discrete time-independent Schrödinger equation \(\tilde{H}u = Eu\) with its associated eigenvalue \(E\) lying outside the essential spectrum of \(\tilde{H}\), \(\sigma_{\text{ess}} = [-2, 2]\). Recall that “outside the essential spectrum” can actually mean above \([7, 11, 19]\) and not only below the continuum.

It is already known that for any finite range potential \(V\) there exists at least one symmetric bound state \([20]\); it is also known that the maximum number of symmetric (antisymmetric) bound states of \(\tilde{H}\) is \(p + 1\) (\(p\)) \([21]\). Now we show rigorously how to calculate all these bound states exactly. The formulation of this result is as follows:

**Theorem.** Let \(\tilde{H}\) be the Hamiltonian \([4]\) with \(V\) a range-\(p\) \((\leq \infty)\) potential. Then all bound states \(u(z)\) of \(\tilde{H}\) have the decay property \(u(z) \propto |z|^p\) for \(|z| \geq \rho\), \(0 < |\alpha| < 1\); the energies of the bound states are given by \(E = -\alpha - 1/\alpha\). If \(u(z)\) is symmetric then \(\alpha\) is a root of a polynomial of degree \(2p + 1\) if \(\rho \geq 1\) and, if \(\rho = 0\), its degree is \(2\); if \(u(z)\) is antisymmetric and \(\rho > 0\) then \(\alpha\) is the root of a polynomial of degree \(2p - 1\).

**Proof.** Applying the exponential ansatz for \(u(z)\) with \(|z| \geq \rho\) yields immediately

\[
E = -\alpha - 1/\alpha \equiv f(\alpha).
\]

Since \(f((-\infty, 0) \cup (0, 1)) = (-\infty, -2) \cup (2, \infty)\) and \(f\) is injective in \((-1, 0) \cup (0, 1)\), we have that the exponential ansatz is the only possible form for the bound states outside the range of \(V\).

To see that \(\alpha\) is a root of a polynomial one shows by induction, for \(\rho \geq 2\), that if \(u(z)\) is exponentially decaying, then \(\alpha^n u(\rho - n) = Q_{2n-1}^{(n)}(\alpha)\) and \(\alpha^{n-1} u(\rho - n - 1) = Q_{2n-3}^{(n-1)}(\alpha)\), where \(Q_k^{(m)}\) are polynomials of degree \(k\). For symmetric solutions the polynomial equation is then obtained by setting \(u(1) = u(-1)\) and, for antisymmetric solutions, by setting \(u(0) = 0\), which proves our statement. For \(\rho = 0\) and \(\rho = 1\) the result can be proved by explicitly obtaining the polynomial equation \([8, 10]\).

The theorem presented here implies that for any finite range potential one has to solve a polynomial equation whose degree grows slowly with increasing \(\rho\). The way of obtaining such polynomials is, as can be observed from the proof, inductive: we start by setting \(u(\rho) = 1\) and proceed to calculate \(u(\pm 1)\) and \(u(0)\) by recurrence and solve the respective symmetry constraints \(u(1) = u(-1)\) or \(u(0) = 0\). Certainly if \(\rho\) gets too large it becomes inconvenient to get such polynomials for a general potential \(V\), and in this case we should obtain the coefficients of the polynomial for the given particular potential.

Consider now the specific choice of the potential

\[
V(z) = \begin{cases} 
-\frac{1}{|z|^p} & \text{if } 0 < |z| \leq 10 \\
0 & \text{if } |z| > 10 \\
-9.7313 & \text{if } |z| = 0.
\end{cases}
\]

which corresponds to a dipole-dipole interaction with a cutoff at a finite but long range, and where the divergence of the potential at \(z = 0\) has been substituted by a finite value. Note that such dipolar interactions, with a tunable on-site interaction \(V(0)\), can be realized with dipolar atoms or molecules in optical lattices \([22, 24]\). We have calculated both polynomials \(P(\alpha)\) for the symmetric and antisymmetric bound states numerically, with their roots characterizing the bound states. The results are shown in Fig. \([1]\). For symmetric bound states the polynomial has only one root in \((-1, 1)\), and therefore only one bound state \([25]\). The polynomial has a root at \(\alpha = 1\), which means that it has low-energy resonance. We will discuss
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these resonances in Section V. The polynomial for antisymmetric bound states has also one and only one root in $(-1,1)$, in agreement with the discrete Bargmann’s bound [20].

IV. SCATTERING STATES

After having introduced the first main result of this paper, which deals exclusively with bound states, it is natural to ask about the exact scattering properties of the system. For finite range potentials, the scattering states of the Hamiltonian $\tilde{H}$ are asymptotically plane waves, that is, for $|z| \geq \rho$ we have

$$u_S(z) \propto \cos(k|z| + \delta_S), \quad (8)$$

$$u_A(z) \propto \text{sgn}(z) \cos(k|z| + \delta_A), \quad (9)$$

where $S$ and $A$ denote, respectively, symmetric and antisymmetric solutions. Their associated eigenenergies are given by the well known tight-binding energy dispersion relation [1]

$$E = -2 \cos(k). \quad (10)$$

However, a general result concerning the phase shifts $\delta_S$ and $\delta_A$ does not seem feasible, and it is quite cumbersome to obtain them in closed form for long enough ranges. One can, however, calculate the phase shifts (and from them the exact solution at all $z$) numerically by recurrence. To this end, we set $u_S(\rho + 1) = \cos(k(\rho + 1) + \delta_S)$ and $u_S(\rho) = \cos(k\rho + \delta_S)$ and analogously for antisymmetric solutions, from equations (8) and (9). Then we calculate $u_S(-1)$ and $u_S(1)$ for symmetric solutions with the help of the Schrödinger equation (4) and solve $u_S(-1) = u_S(1)$. In the case of antisymmetric solutions, the relevant equation is $u_A(0) = 0$. We have done so for the example potential of Eq. (7), as is plotted in Fig. 2. There, we clearly observe that the main differences between both phase shifts occur at low quasi-momenta

where the symmetric solution is resonant (see Fig. 1); looking at slightly higher quasi-momenta already shows good agreement between both phase shifts. This means that far from $k = 0$ fermionization appears rapidly: the large on-site interaction $V(0)$ in (7) acts as a hard-core at high energies, for which the resonance plays no role (it is located at the bottom of the continuum), and therefore the symmetric phase shifts are close to the antisymmetric (“fermionic”). At low quasi-momenta, the resonance obviously dominates the asymptotic behavior of the symmetric scattering states.

In the insets of Fig. 2 we plot the comparison of the phase shifts for the potential in Eq. (7) and a model range-1 potential, whose analytic solution is known [10]. The model potential $W$ is chosen so as to be consistent with Bargmann’s bound [20], and to be resonant for the lowest-energy symmetric solution. We obtain [10]

$$W(1) = -\sum_{z=1}^{10} z^{-3} = -1.19753$$

$$W(0) = -12.125. \quad (11)$$

The qualitative agreement between the results using $V$ or $W$ for the symmetric eigenstates is manifest in Fig. 2 and, as expected, the differences are most noticeable in the high quasi-momentum regime. For antisymmetric eigenstates the agreement is very good, even quantitatively, until $|k| \simeq \pi/2$. The simplified potential (11) can thus be used as a good approximation for the interaction (7) in the problem of many (spin-polarized) fermions or hard-core bosons on a one dimensional lattice at low energies (around the ground state) and low filling (typically much smaller than half the number of lattice sites). Such a problem can then be solved exactly by means of the Bethe ansatz [27].

V. SCATTERING LENGTHS AND ZERO-ENERGY RESONANCES

A. Low-energy scattering

The “low-energy” ($k \to 0, \pi$) scattering properties of the two-body system can be understood via a simple, yet exact, calculation of the scattering lengths. Indeed, the solution of the time-independent Schrödinger equation when $k \to 0$ ($k \to \pi$) has an energy $E = -2$ ($E = +2$), and has the asymptotic ($|z| \geq \rho$) behavior

$$u_S(z) = (\mp 1)^{\frac{1}{2}} \frac{|z| - a_S^\pm}{\rho - a_S^\pm}, \quad (12)$$

$$u_A(z) = \text{sgn}(z)(\mp 1)^{\frac{1}{2}} \frac{|z| - a_A^\pm}{\rho - a_A^\pm}, \quad (13)$$

where $a_S^\pm$ ($a_A^\pm$) is the scattering length at $k \to 0$ ($k \to \pi$), $i = S, A$. It must be noted that, in the case of the lattice, there are four different scattering lengths, two
for “bosons” (symmetric solutions) and two for spin-polarized “fermions” (antisymmetric solutions). In order to calculate the scattering lengths we proceed as follows: using the recurrence relation from $z = \rho$ by setting $u_0(\rho + 1) = (\mp)^{\rho+1}(1 \pm 1/(\rho - a^\pm))$, $u_1(\rho) = (\mp)^{\rho}$ and $E \equiv E_* = \pm 2$, the scattering lengths for the symmetric states are obtained by solving the equation $(V(0) - E_\pm)u_\pm(0) = 2u_\pm(1) = 0$ (see proof of the theorem), while for the antisymmetric states the equation to solve is $u_A(0) = 0$. It is remarkable that the resulting equations for the scattering lengths as functions of the potential can be cast as linear in $a^\pm$, that is, are of the form $s_0a^\pm + b_0 = 0$ with $s_0$ and $b_0$ real constants which depend on $V(z)$. In fact, this is an alternative way of defining the four lattice scattering lengths, totally equivalent to the definition $a^\pm = -\lim_{k \to z,0} \partial_k \delta$, with the advantage of not needing to know the phase shift explicitly. It must be noted at this point that, strictly speaking, scattering lengths are unique of one-dimensional lattices since the radial symmetry is lost in dimensions $d > 1$.

As an example, we have calculated $a_S$ for the dipolar potential with a cutoff as $V(0 < |z| \leq \rho) = -1/|z|^3$, $V(|z| > \rho) = 0$, and leaving $V(0)$ as a free parameter. The results are shown in Fig. 3 for a range $\rho = 10$, where there is a resonance clearly marked at the point were the scattering length diverges.

The divergence of one of the scattering lengths can happen for different values of the total quasi-momentum $K$ [29]. In the simplest case of a zero range interaction with $V(0) \equiv U$, the system is known to have no “zero-energy” resonances [10]. For longer ranges, already starting with $\rho = 1$ [10], these resonances can occur. With the method outlined in this work we are able to predict when, for a given range-$\rho$ potential with one or more

free parameters $\{V(z_1), V(z_2), \ldots, V(z_n)\}$, there is such a resonance. To do so, one sets $u(z \geq \rho) = (\mp)^2$ and iterates recursively as has been explained, and then solves the resulting equation for symmetric and antisymmetric states, getting a relation among the free parameters of the potential to have a resonance.

We consider again the example of Fig. 3. As we have already noted, the system can admit one resonance at the bottom of the continuum for the symmetric states. From Fig. 3 the approximate location of the resonance can be inferred. However, once the scattering length starts to diverge, an accurate location of the resonance graphically is very hard (if not impossible), especially if the resonance is very sharp as a function of $V(0)$. With our method, we are able to locate the resonance very precisely, obtaining for the example we are dealing with a value of $V(0) = -9.7313$ [30]. This is exactly the value chosen in the previous sections to match this resonance.

### B. Near-resonant bound states

It is well known that the binding energy and size of a near-resonant bound state (NRBS) are closely related to the (large) scattering length $a^\pm \ll 0$. On a one-dimensional lattice, the relation between the binding energy $E_b$ and the scattering length in the effective mass approximation is given by

$$|E_b| \approx \frac{\hbar^2}{2m^\pm (a^\pm)^2},$$

where $m^\pm = \mp \hbar^2/2$ is the effective mass of the pair with an obvious notation. Note that Eq. (14) is also valid in the context of Feshbach resonances [28].

When the scattering length is large, the parameter $\alpha$ characterizing a NRBS is close to $\pm 1$ (for $E = -2$ and $E = 2$, respectively). By writing $|\alpha| = 1 - |\xi|$, it is not difficult to show that the size of the bound state, for $\rho \geq 1$, behaves as $E^\pm \equiv \langle |z| \rangle \sim 1/(2|\xi|)$ for $|\xi| \ll 1$. 

---

**FIG. 2:** (Color online). The calculated phase shifts $(\tan(\delta)$ with $\delta = \delta_S$ or $\delta = \delta_A$) for symmetric (blue circles) and antisymmetric (red squares) scattering wave functions, Eqs. (8) and (9), as functions of the relative quasi-momentum $k$, for the potential (7). Left inset: comparison of the symmetric phase shift (red squares) compared to the result with the model range-1 potential (blue triangles). The axes of the insets have the same meaning as those of the main figure.

**FIG. 3:** (Color online). Scattering length $a_S^-$ (see text) as a function of the free parameter $V(0)$, with $V(0 < |z| \leq 10) = -1/|z|^3$ and $V(|z| > 10) = 0$. 

---

- **FIG. 2** and **FIG. 3** are referenced within the text. 

- **TABLE** and **DIAGRAM** are not present in the text provided.
Mathematically, one has

$$\lim_{\xi \to 0} |\xi|\ell^* = \lim_{\xi \to 0} |\xi| \left( \frac{u}{|z|} \right) = \frac{1}{2}$$

Since for small $|\xi|$, $|E_0| \approx \xi^2$, we have that the relation between the size of the NRBS and its associated scattering length is given by

$$\ell^* \approx \sqrt{\frac{|m\pm|}{2\hbar^2}} |a| = \frac{|a|}{2},$$

showing that the size of the NRBS grows linearly with the scattering length, as we expected.

C. The number of bound states

The scattering lengths are very useful quantities in the sense that knowing their precise values implies knowing the total number of bound states with energies lying below or above the continuum. For this purpose, we use the discrete analog of Sturm oscillation theory [21]. In simple terms, oscillation theory states that the number of nodes $\xi_1$ of the zero-energy ($E = E_\pm = -2$) symmetric (antisymmetric) solution $u$ of $\hat{H}u = Eu$ in $\mathbb{Z}_\pm$ is exactly the number of symmetric (antisymmetric) eigenstates below $E_\pm = -2$. Since any state with energy below $E_\pm$ is a bound state, the number of nodes of $u$ is the number of bound states below the continuum. To see how many bound states there are with energies above the continuum, we make use of the transformation $\hat{G}$ of Appendix A, Eq. (A2), or, equivalently, count the number of missing nodes.

We apply oscillation theory now to our example with the potential of Eq. (7) leaving again $V(0)$ as a free parameter. We calculate (not shown) the symmetric zero-energy solution for a given scattering length $a_S$ with the methods introduced in this section and see that for $V(0) < -9.7313$ there are two bound states with energies below $E_-$ and for $V(0) \geq -9.7313$ there is exactly one bound state below the continuum.

VI. A GENERALIZATION

More general Hamiltonians with exchange operators appear when dealing with the problem of one “free” boson and a bound pair [11]. In such cases, the effective particles are distinguishable, there is a hardcore on-site interaction, an effective range-1 potential and a first order exchange term. We assume now that we have the following general one-body Schrödinger operator

$$(H_{ex}u)(z) = -[u(z+1) + u(z-1)] + V(|z|)u(z) + \Omega(|z|)\hat{P}u(z),$$

where $V(0)$ can be finite or infinite and where $\hat{P}$ is the discrete parity operator. We further assume that $\Omega(|z|)$ has a finite range $\rho_{ex}$ with no on-site exchange, $\Omega(0) = 0$, since it can be included in $V(0)$.

Obviously $[\hat{P}, H_{ex}] = 0$, and therefore we can look for symmetric and antisymmetric solutions. However, the Hamiltonian does not commute with the exchange operator $\Omega\hat{P}$. With the parity as a good quantum number it is straightforward to generalize the theorem of Section III to include exchange. To see this, take $\rho_M \equiv \max(\rho, \rho_{ex})$. If $u(z)$ is symmetric, the exchange shifts the potential to $V(|z|) + \Omega(|z|)$, while if $u(z)$ is antisymmetric it shifts the potential to $V(|z|) - \Omega(|z|)$. Therefore, obtaining the bound states of $H_{ex}$ reduces again to a polynomial equation of degree $2\rho_M \pm 1$, and all the results of our theorem apply by changing $\rho$ by $\rho_M$ and $V$ by $\Omega$. However, it is no longer true that a hardcore condition $|V(0)| \to \infty$ maps “bosons” onto “fermions” (symmetric onto antisymmetric solutions). Indeed, the non-trivial dependence of $H_{ex}$ on the parity of the eigenstates makes it possible to have states above as well as below its continuum even if $V$ and $\Omega$ have both the same definite sign. This is the fact that makes $H_{ex}$ violate the hypotheses of the BFMT [18], and it explains the appearance of exotic three-body bound states in a 1D lattice [11].

VII. CONCLUSIONS

In this paper, we have shown how the exact wave functions and energies of any bound state of two particles on a one-dimensional tight-binding lattice can be calculated by solving a polynomial equation whose order increases slowly with increasing range of the two-body interaction potential, which can also include parity-dependent terms, such as effective particle exchange. We have shown that the calculation of the exact scattering states is possible, and simple. We have also shown how the zero-energy resonances associated with the entry or exit of a bound state can be trivially and exactly located, and related the scattering lengths to the number of bound states above or below the continuum by making reference to the discrete version of Sturm theory.

There are, on the other hand, many open problems in the physics of few particles on a lattice. At the two-body level, there is still no general prescription for the calculation of bound and scattering states on two- and three-dimensional lattices with arbitrary finite range interactions. For the three-body case, the Efimov effect [32], which was shown to appear on a three-dimensional (3D) simple cubic lattice [15], has not been quantitatively examined yet; the lattice Efimov effect should depend largely on the total quasi-momentum of the system and, moreover, there should appear new kinds of exotic three-body bound states in 3D with no analog in continuous space, as has been shown to be the case in 1D [11]. It would also be very interesting to explore few-body effects in other lattice geometries.
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Appendix A: Equivalence between repulsive and attractive potentials

We state a general result for an $N$-body system on a hypercubic lattice in any dimension which, although being usually implicitly assumed, is useful and important to keep in mind, specially when dealing with purely attractive or repulsive two-body interactions.

Let $H$ be the following second-quantized Hamiltonian

$$H = -J \sum_{\langle \mathbf{m}, \mathbf{n} \rangle} \hat{a}_{\mathbf{m}}^\dagger \hat{a}_{\mathbf{n}} + \tilde{F}(\{\hat{N}\}),$$  \hspace{1cm} (A1)

where $J$ is the single-particle tunneling rate, $\langle \mathbf{m}, \mathbf{n} \rangle$ denotes that the sum runs only through nearest neighbors, $\hat{a}_{\mathbf{n}}^\dagger$ ($\hat{a}_{\mathbf{n}}$) is the creation (annihilation) operator of a single particle (boson or fermion) at site $\mathbf{n}$ and where $\tilde{F}$ is an arbitrary analytic function of the number operators at each site $\mathbf{n}$, $\hat{N}_{\mathbf{n}} \equiv \hat{a}_{\mathbf{n}}^\dagger \hat{a}_{\mathbf{n}}$.

If $n = (n_1, n_2, \ldots, n_d)$ is a point of a $d$-dimensional hypercubic lattice, we define the unitary operation $\hat{G}$ so that $\hat{G} = \hat{G}^\dagger = \hat{G}^{-1}$, with the actions

$$\hat{G} \hat{a}_{\mathbf{n}}^\dagger = (-1)^{\sum_{i=1}^{d} n_i} \hat{a}_{\mathbf{n}}^\dagger.$$

We easily see that $H - 2\tilde{F} = -\hat{G} H \hat{G}^{-1}$ is unitarily equivalent to $-H$. This implies that the spectrum of a Hamiltonian containing the potentials included in $\tilde{F}$ is obtained by changing the sign of every point in the spectrum of the corresponding Hamiltonian having $\tilde{F}$ replaced by $-\tilde{F}$. In the case of $\tilde{F}$ containing purely repulsive (or attractive) two-body interactions, this result implies the formal equivalence between attractive and repulsive potentials.
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