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Abstract

Despite the success of machine learning applications in science, industry, and society in general, many approaches are known to be non-robust, often relying on spurious correlations to make predictions. Spuriousness occurs when some features correlate with labels but are not causal; relying on such features prevents models from generalizing to unseen environments where such correlations break. In this work, we focus on image classification and propose two data generation processes to reduce spuriousness. Given human annotations of the subset of the features responsible (causal) for the labels (e.g. bounding boxes), we modify this causal set to generate a surrogate image that no longer has the same label (i.e. a counterfactual image). We also alter non-causal features to generate images still recognized as the original labels, which helps to learn a model invariant to these features. In several challenging datasets, our data generations outperform state-of-the-art methods in accuracy when spurious correlations break, and increase the saliency focus on causal features providing better explanations.

1. Introduction

What makes an image be labeled as a cat? What makes a doctor think there is a tumor in a CT scan? What makes a human label a movie review as positive or negative? These questions are inherently causal, but typical machine learning models rely on associations between features and labels rather than causation. Especially in high-dimensional feature spaces with strong correlations, learning which sets of features are right (causal) associations to predict targets becomes difficult, as different sets can result in the same best training accuracy. Because of this, we see issues such as spurious correlations [12], artifacts [15], lack of robustness [2, 5], and discrimination [18] happening across many machine learning fields.

Spurious associations happen when factors correlate with labels but are not causal. We might consider factors as spurious associations if intervening on such factors would not change the resulting labels. In the context of images, the backgrounds of images can be a source of spurious correlations with labels (e.g. a forest background correlates with bird label) because changing (intervening on) backgrounds should not affect the labels of the foreground classification.

In this paper, we aim to address such spurious associations in the typical ML classification framework by incorporating human causal knowledge. Given a human rationale behind a labeling process (e.g. this part of the image is cat-like), we augment our datasets to break the correlations between backgrounds and labels in two ways. First, we generate counterfactuals that ask “how can we modify the image such that a human would no longer label it as a cat?” That is, by removing the causal features (foreground region containing the cat), and imputing it in a way that is consistent with the background, we generate the counterfactual image that would not be labeled by humans as a cat. Second, we intervene on the non-causal factors (i.e. image backgrounds) to generate new images still containing the cat but with a modified background. This helps the model be invariant to such factors. We experiment on several large-scale datasets.
and show our methods consistently improve the accuracy and saliency focus on causal features. Our contributions can be summarized as follows:

• We use various counterfactual and invariant data generations to augment training datasets which makes models more robust to spurious correlations.

• We show that our augmentations lead to similar or better accuracy than state-of-the-art saliency regularization and other robustness baselines on challenging datasets in the presence of background shifts. We also find combining our augmentations with saliency regularization can further improve performance.

• Our methods have stronger saliency focus on causal features that provide better explanations, although we find strong saliency on causal features only correlates weakly with good generalization.

2. Related Work

Various works have found that standard machine learning models rely on spurious patterns to make predictions and do not generalize to unseen environments [12]. For instance, Geirhos et al. [11] found standard ImageNet-trained models classify images using object’s texture rather than object’s shape. Several medical imaging classifiers have also been shown to use spurious background to make predictions for COVID-19 [23] and other lung symptoms [38]. Similarly, Young et al. [36] showed deep learning models for CT-scans, although having high accuracy, seem to produce explanations outside of the relevant regions when visualized by Grad-CAM [30] and Shap [20]. Bissoto et al. [6] also found that models trained using public skin lesion datasets tend to have explanations outside of the human-labeled important region, questioning their abilities to generalize across other datasets.

Several methods have been proposed to remove known spurious correlations in concepts (e.g. gender or texture bias). Lu et al. [19], Zmigrod et al. [43] removed gender bias in text by swapping pronouns ("he" becomes "she") to augment the data. Geirhos et al. [11] trained on augmented ImageNet datasets generated in different styles via style transfer to remove texture bias. Zemel et al. [39], Madras et al. [21] directly penalized the model to prevent it from classifying sensitive concepts including race or sex to achieve fairness. In this work we study a different case where the spurious and causal features are separated feature-wise which allows us to remove biases without knowing them in the first place.

Several previous works have attempted to solve the same problem with a different approach: they directly regularize the explanations (saliency) of the model to match the human-labeled important features. Ross et al. [28] were the first to propose regularizing the input gradients toward the causal features and showed improved robustness when the model was evaluated on a different test distribution. Erion et al. [10] used the expected gradient (a stronger saliency method) and regularized it toward other forms of human priors (e.g. sparsity or smoothness). Rieger et al. [26] proposed using Contextual Decomposition [32] which can regularize not just per-pixel saliency but the interactions of the pixels. Several works also found regularizing saliency helps in text classification [9, 13] or medical imaging [42]. In addition, Ross and Doshi-Velez [27] found that input gradient regularization improves adversarial robustness. Bao et al. [3], Mitsuhara et al. [24] explored regularizing attention (instead of gradient) and showed improvement in text classification. Despite all the aforementioned success, Viviano et al. [33] reported an overwhelming relationship between controlling saliency maps and improving generalization performance in two large-scale medical imaging datasets.

Augmenting counterfactual data to remove spurious correlation has been investigated in the NLP domain [16], but they relied on human efforts to generate counterfactual data. Several works were also investigated in Visual Question Answering (VQA) fields by augmenting with counterfactual data that changes the answer [1, 8]. Here we instead investigate the effect on the task of image classification, and explore various generation approaches including heuristics and generative models.

3. Proposed Methods

Generating counterfactual data To break the correlation between non-causal features (backgrounds) and labels, we generate counterfactuals that keep the backgrounds in data but remove foregrounds.

Specifically, consider an image \( x \) with \( U \) pixels, a label \( y \), and a causal region \( r \subseteq \{0, 1\}^U \) (1 means causal). We define an infilling function \( \phi_r \) that mixes the original image and the infilling value (specific choices are presented later):

\[
\phi_r(x, r) = (1-r) \odot x + r \odot \hat{x}, \text{ where } \hat{x} \sim p_{\text{infill}}(\hat{x}|x_r=0).
\]

Then we label such images as "non-\( y\)" \( \neg y \), which introduces the need for a counterfactual loss function, and we explore 3 different options: (1) Negative log likelihood of \( P(\hat{y} \neq y) \) i.e. \( -\log(1 - P(\hat{y} = y|x)) \); (2) KL divergence between the uniform distribution and the predicted probability i.e. \( \text{KL}(\text{Uniform}(y)||P(\hat{y}|x)) \). The intuition is that given we remove foregrounds, the model should just predict a uniform distribution among all classes, since it does not have a class for backgrounds; (3) KL divergence between the uniform distribution except original class \( y \), and the predicted probability. We found (2) worked poorly for removing the spurious correlations, and that (1) worked better than (3). We choose (1) as our final objective. Then we augment our training
To make a classifier immune to generating factual data, we propose infilling, we define another factual infilling function \( \Phi_f \) that mixes the foreground with background value \( \hat{x} \):

\[
\Phi_f(x, r) = r \odot x + (1 - r) \odot \hat{x}, \quad \text{where} \quad \hat{x} \sim p_{\text{infill}}(\hat{x}|x_{r=1}).
\]

And the final objective (with cross entropy loss) is:

\[
L = L_{CE}(y, \hat{y}(x)) + L_{\text{cf}} + L_{CE}(y, \hat{y}(\Phi_f(x, r)))
\]

### Choice of infilling value

We describe some methods for producing counterfactual infilling values \( \hat{x} \) (some choices are inspired by [7]). **Grey** sets each pixel of \( \hat{x} \) to 0.5, which is 0 after being normalized between \(-1\) and 1. **Random** first samples \( \hat{x} \) from a uniform distribution that resembles low-frequency noise, and adds Gaussians of \( \sigma = 0.2 \) per-channel per-pixel as high-frequency noise, and truncates it between 0 and 1. **Shuffle** randomly shuffles all the pixel values in the specified region; it keeps the marginal distribution but breaks the joint distribution. **Tile** first extracts the largest rectangle from the background that does not intersect with the foreground, and uses that to tile the foreground region. Finally, we use a generative model; **CAGAN** which is the Contextual Attention GAN [37]; we use the authors’ pretrained ImageNet model to inpaint the removed foreground.

For factual infilling, aside from using **Random** and **Shuffle** infilling, we propose **Mixed-Rand** that swaps the background with another randomly-chosen tiled background from images of other classes within the same training batch. We also propose using adversarial attacks to manipulate the non-causal features, i.e. we perform an adversarial attack only on the background region. We adopt the \( \ell_{inf} \) norm and FGSM attack [14] for its fast computation. We tried the PGD attack [22] but found that it performs similarly to FGSM yet is more computationally demanding, so we use FGSM for all experiments. See Figure 2 for examples. We use CF abbreviated for Counterfactual and F for Factual.

### Baseline

We compare our work with approaches that penalize the model’s saliency (input gradients) outside of bounding boxes. We find the original form of RRR [28] that takes the gradient of sum of the log probabilities across classes do not perform well (also found in Viviano et al. [33]), and thus instead we use GradMask [31] of uncontrast form for multi-class settings that uses the target logit \( \hat{y} \):

\[
L_{\text{Sal}} = \lambda_{\text{Sal}} \sum_{j=1}^{U} (\frac{\partial \hat{y}}{\partial x_j})^2 \ast (1 - r_j) / \sum_{j=1}^{U} (1 - r_j)
\]

Saliency regularization (Sal) explicitly attempt to break the correlation between non-casual features and labels via model, whereas our augmentations achieve this goal via data. We also compare with two other methods: **Mix-up** [40] and Label Smoothing (LS) [25]. These techniques were not designed to address spurious correlations, but have nonetheless been shown to improve test set accuracy in image classification tasks by non-trivial margins.

### Hyperparameters

For models, we use a variant of ResNet-50 [17] as our architecture for all our datasets. We call this Original in our experimental section. For data preprocessing, We scales and center-crops images to 224x224 with horizontal flipping and normalizes to \([-1, 1]\). For Sal, we try \( \lambda \) from \( \{1e-4, 1e-3, \ldots, 1000\} \). For FGSM, we try \( \epsilon \) of \( \ell_{inf} \) norm for \( \{0.15, 0.25, 0.35, 0.5, 0.6, 0.75, 0.9\} \). For Mix-up, we try \( \alpha = \{0.1, 0.2, 0.3\} \). For LS, we try \( \epsilon = \{0.05, 0.1, 0.2\} \). We run 3 different random seeds. More details are in Appendix A.
4. Experimental Results

We aim to answer the following questions for our augmentations: (i) Do they improve the accuracy under shifted distributions? (ii) Do they make model focus more on foregrounds instead of backgrounds measured by saliency map? (iii) Does focusing on foregrounds indicate better accuracy? (iv) Do our augmentations make models’ predictions less affected by changed backgrounds? We experiment on two controlled datasets that explicitly swap the foreground and background, and a real-world dataset that has very different backgrounds between training and test images.

4.1. IN-9 dataset: a synthetic perturbed background challenge dataset

ImageNet-9 (IN-9) is a dataset proposed by Xiao et al. [35] to disentangle the relationship between foreground and background. It groups the ImageNet classes into 9 broad classes and filters the images with bounding box annotations, resulting in each class having 5,045 training images and 450 test images. To disentangle the background and foreground, for each test image they mix the background and foreground in various ways: (1) **Mixed-Same**: the background is swapped with the background of another image belonging to the same class. (2) **Mixed-Rand**: the background is swapped with the background of another image belonging to a different random class. (3) **Mixed-Next**: the background swapped with the background of another image belonging to the next class, i.e. if the class index for the image is 5, then we swap backgrounds with an image from class 6. See Figure 3 for an example. For Sal and F methods, we use the provided foreground segmentation masks as important regions. For CF methods, since the shape of the mask still leaks the information of the foreground objects, we instead use rectangular bounding box. We do not compare to F(Mixed-Rand) since our test sets Mixed-Rand and Mixed-Next are constructed the same way and will give F(Mixed-Rand) an unfair advantage.

We compare our methods in Table 1. For models that rely less on backgrounds, we expect worse performance in Original and Mixed-Same where leveraging backgrounds is beneficial at test time, but expect improvement in Mixed-Rand or Mixed-Next where backgrounds contradict labels. Indeed, Sal and CF methods (except CF(Tile)) perform as expected, with CF(CGAN) as the best method in Mixed-Rand and Mixed-Next while doing slightly worse in Original and Mixed-Same. To our surprise, F methods like F(Shuffle) perform better in all 4 test sets. We think this is because F methods increase the sample size of images with foregrounds which helps learn more generalizable features. We further combine the best methods in CF, F and Sal and show their combinations improve accuracy even more, suggesting their gains have different causes.
We show saliency AUPR and accuracy in Table 2. Overall, AUPR v.s. accuracy for all models we have trained. We find a stronger positive correlation ($R^2 = 0.4$) between saliency AUPR and accuracy.

To determine if our augmentations cause models to focus more on foregrounds thereby resulting in higher accuracy, we measure the saliency map of each model and quantify its overlap with provided foreground regions. We try both DeepLiftShap [20] and input gradient as choices of saliency maps and find their ranking is similar, and thus only show results of DeepLiftShap. Specifically, given an image, we take the $\ell_2$ norm of the saliency map across channels per pixel as prediction score, and set targets as 1 for pixels in foregrounds and 0 in backgrounds, and compute the binary Area Under the Precision-Recall curve (AUPR). We show saliency AUPR and accuracy in Table 2. Overall, F(Shuffle) increases the foreground focus the most compared to Sal and CF(CAGAN), suggesting its large accuracy improvement comes from better focus on the foreground. But, CF(CAGAN) in Mixed-Next with almost the same foreground AUPR still achieves higher accuracy. On the other hand, Sal with high penalty ($\lambda = 100$) which explicitly encourages higher foreground focus has similar AUPR as F(Shuffle) while having much lower accuracy. To further understand the relationship, in Figure 4 we plot the Saliency AUPR v.s. Accuracy for all models we have trained. We find no positive correlation in the Original test set which makes sense because getting high accuracy on this partition does not require focusing on foregrounds. In Mixed-Next we do find a stronger positive correlation ($R^2 = 0.4$), although we still have a few outliers in the lower right corner; they are Sal with high $\lambda$ or F(FGSM) with high $\epsilon$. These results show that accuracy only correlates with foreground AUPR when backgrounds disagree with labels (e.g. Mixed-Next), but does not necessarily correlate well. In fact there may be a tradeoff when strong regularization is used.

To investigate if our models indeed learn to ignore spurious correlations (backgrounds), we measure the difference of probability for the next class between Mixed-Next and Origins. Only in Mixed-Next there is a positive correlation ($R^2 = 0.4$) between saliency AUPR and accuracy.

| Training Data Ratio | Training Data Ratio |
|---------------------|---------------------|
| Orig Sal CF(CAGAN) F(Shuffle) Combined |
| 10.1 (0.3) | 9.9 (0.4) | 7.4 (0.2) | 9.2 (0.1) | **6.8 (0.3)** |

Figure 5: Our methods improve the accuracy under various training data sizes. Note that we only augment maximum data ratio 1 data since only these images have bounding box annotations, and thus gaps decrease after 1.

Table 3: The difference of the probability (%) of the next class between Mixed-Next and Original IN9 test sets. The lower the number the model is less affected by backgrounds.

Original test sets. Given that these two test sets have identical foregrounds, a model relying more on backgrounds to predict will increase the probability more for the next class when backgrounds are swapped with next-class backgrounds like Mixed-Next does. We show results in Table 3. F(Shuffle), although being the most accurate model, is not the least reliant on backgrounds. Instead CF(CAGAN) is the best from this perspective. This confirms our intuition that F(Shuffle) improves accuracy not only by ignoring backgrounds but also generalizing better in foregrounds (and thus have stronger foreground focus). Both CF and F augmentations outperform Sal, and the combination of the three further decreases the reliance on backgrounds.

To understand how training set size affects our improvements, in Figure 5 we train models using various training data sizes. Here data ratio as 1 means using the original IN-9 dataset around 45k images, and we subset images to make ratio less than 1, or include remaining ImageNet images without bounding boxes to make it bigger than 1. And in Figure 5 we measure the performance gain across different data ratio. When the data ratio is $<=$ 1, our methods continue improving as more data becomes available. When the data ratio is $> 1$, the performance gap narrows since the size for our additional data augmentation stays fixed as 1. In summary, our methods improve over baselines across different training sizes, and the more data the better.

In Figure 6 we show examples in the Mixed-Next dataset which the best model (CF(CAGAN)+F(Shuffle)+Sal) predicts correctly and the Original model fails on. We find that their top-5 predictions can be very different.
4.2. Waterbirds dataset

Waterbirds is proposed by Sagawa et al. [29] to study the effect of spurious correlations. It combines bird photographs from the Caltech-UCSD Birds-200-2011 (CUB) dataset [34] with image backgrounds from the Places dataset [41]. They label each bird as one of $Y = \{\text{waterbird, landbird}\}$ and place it on one of $A = \{\text{water background, land background}\}$, with waterbirds (landbirds) more frequently appearing against a water (land) background. In the training set, they place 95% of all waterbirds against a water background and the remaining 5% against a land background. Similarly, 95% of all landbirds are placed against a land background with the remaining 5% against water. The number is balanced for the validation set. For test set, we divide test images into Original and Flip, where Original contains images with waterbirds on water background and landbirds on land background, while Flip has opposite bird/backgrounds mix. There are 4,795, 1,199, 2,897 and 2,897 examples in the training, validation, Original Test, and Flip Test set. We follow the original paper to finetune a pretrained ResNet-50 on this dataset.

We show the accuracy of each method in Table 4. Similar to what we found in IN-9, Sal maintains the accuracy in Original Test and improves slightly in Flip Test. CF methods decrease accuracy slightly in the Original Test set while improving accuracy in the Flip Test set, with our most natural augmentations CF(CAGAN) improving the most. F methods remain similarly accurate in Original Test while improving Flip accuracy quite a bit with F(Random) as the best. Further combining the best methods - CF(CAGAN), F(Random) and Sal - improves our Flip accuracy even more up to 19% relative improvement compared to Original method.

To investigate the relationship between foregrounds focus and accuracy (details in Section 4.1), we again show saliency AUPR and accuracy in Table 5, and scatter plot all models in both Original and Flip test sets in Figure 7. In Table 5, all methods except CF(CAGAN) improve saliency AUPR (left column) in both Original and Flip test set with Sal($\lambda = 10^3$) as the best method. However, the improvement in saliency
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AUPR does not come with better accuracy in both Original and Flip. For example, Sal(λ = 10³) gets the best saliency AUPR while having the worst accuracy in Flip. In Figure 7, we also find that in Flip there is a slightly better correlation between saliency focus and accuracy than in Original (R² = 0.08 > 0.004), but it is also not very strong.

In Figure 8, we show some example images that our best model predicts correctly while the Original model fails.

4.3. Caltech Camera Trap (CCT) dataset

We test on a real-world dataset faced with background shifts across training and test sets. Camera traps are motion- or heat-triggered cameras placed in locations of interest by biologists to monitor and study animal populations and behavior. The goal is to train a classifier that recognizes the same species of animals but with different camera backgrounds. Caltech Camera Traps-20 (CCT) dataset [4], consists of 57,868 images across 20 locations in the American Southwest, each labeled with one of 15 classes of animals. We follow the setup of the original paper that divides test images into "cis-locations" and "trans-locations", where "cis-locations" are images with locations seen during training, and "trans" are new locations not seen before. This gives us 13,553 training images, 3,484 validation and 15,827 test images from cis-locations, and 23,275 from trans-locations. Since cis and trans locations have imbalanced classes, we use multi-class AUC to measure the performance.

In Table 6, we find Sal(λ = 100) performs better than CF and F augmentations alone in both Cis and Trans split, although our combined method CF(Tile)+F(Shuffle) performs similarly with Sal in Trans-Test (72.3 v.s. 72.2). For CF augmentations, they mainly improve on Cis rather than Trans; this shows that even within the same camera location like Cis dataset, there still exists spurious correlations probably due to wide variety of backgrounds (lightning, occlusions), relatively small bounding boxes, and small amount of training data. Note that the pretrained generative model CAGAN is not fine-tuned on the CCT dataset, and further fine-tuning on this dataset can potentially give better inpaintings that may further improve the performance. For F augmentations, F(FGSM) helps the most in the Trans split. Surprisingly, although F(FGSM) works best alone, when combining with CF(Tile) or Sal it gets worse performance; we think the adversarial nature of F(FGSM) might make the optimization
Figure 8: Examples in the Waterbird Flip Test set that the best model (CF(CAGAN)+F(Random)+Sal) predicts correctly while Original model fails. Grey texts are the predictions from the best model, and Red text are from Original model.

Figure 9: Examples of the CCT dataset that the best model (+CF(Tile)+Sal) predicts correctly but Original model fails. Grey texts are the predictions from the best model, and Red text are from Original model.

Figure 10: The scatter plot between Saliency map (DeepLift-Shap) AUPR and accuracy for all models we trained in CCT. In Trans-Test there is a stronger positive correlation ($R^2 = 0.16$) than Cis-Test ($R^2 = 0.07$) between saliency AUPR and accuracy.

We again analyze the relationship between saliency AUPR and accuracy (details in Section 4.1). In Table 7, Sal, CF(Tile) and F(Shuffle) focus better on foregrounds with F(Shuffle) as the best. The combination F(Shuffle)+Sal further improves focus. Sal($\lambda = 1e4$) with too strong regularization again increases saliency focus at the expense of lower accuracy. In Figure 10, we scatter plot the relationship between test set AUC and foreground saliency AUPR. They do not necessarily correlate well, and Trans-Test has better correlations than Cis-Test.

In Figure 9, we show examples where the best model (CF(Tile)+Sal) succeeds but Original model fails in the Trans split. Although it is unclear if the changed camera locations make the Original model wrongly classify, it can have very different top predictions from our best model.

5. Discussions

In this paper we focus on a particular type of spuriousness where the spurious and causal features are separated feature-wise which enables us to remove spuriousness using foreground annotations alone without knowing what the spurious factors are. In the case where spuriousness happens in both foreground and background such as color or texture bias, our data augmentations would still work if we know what the spurious factors are, and generate corresponding Factual and Counterfactual data. For example, if color blue is correlated with label, we can generate blue images without shape as Counterfactual images and generate random color images as Factual images.

We find our augmentations may vary performance from dataset to dataset, e.g. CF(Tile) does worse than no augmentation in IN-9, yet is one of the better performing methods.
for CCT. Overall we find CF methods perform best when imputation is natural as evidenced by better performance of CF(CAGAN) in IN-9 and Waterbirds. And we recommend F(Shuffle) or F(Random) for their better performance in our experiments. The best approach is to try all different imputations to see what works well.

Lastly, we recognize that requiring additional annotations such as bounding boxes or segmentation maps can be costly for some datasets. This limitation can be overcome by using pre-trained segmentation models or heatmaps of pretrained models to obtain reasonable annotations. If some classes are novel, then few-shot semantic (FSS) segmentation can be used instead such that only a few images of novel class require manual segmentations, and the rest can be handled by the FSS model.

We believe that developing methods which make models more robust to spurious correlation is essential to overcoming the inherent obstacles to generalization posed by ambiguities in real-world datasets.
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A. Training details

A.1. Hyperparameters

Here we describe the hyperparameters to train our model in Table 8. We follow the training details in the original paper accompanied with these datasets as close as possible which is why there are some differences of hyperparameters among datasets. We set our maximum epochs to be large enough such that the performance saturates. We use floating point 16 to speed up the training. To our surprise in waterbirds when doing finetuning, floating point 16 is crucial to get superior performance and we use it for all our experiments. We release our code in https://github.com/zzzace2000/robust_cls_model.

Table 8: Training hyperparameters for each dataset

|                | IN-9      | Waterbirds | Camera Trap |
|----------------|-----------|------------|-------------|
| Model          | BiT-S-R50x1 | BiT-S-R50x1 | BiT-S-R50x1 |
| Epochs         | 25        | 40         | 50          |
| LR             | 0.05      | 8.00E-04   | 0.003       |
| Optimizer      | SGD with momentum 0.9 | SGD with momentum 0.9 | RMSProp with momentum 0.9 |
| Weight decay   | 1e-4      | 1.00E-04   | 0           |
| LR Scheduling  | Decay 1/10 after 6, 12, 18 epochs | Reduce LR on Plateau with patience 1 after 15, 30, 45 epochs |
| Batch size     | 32        | 32         | 64          |
| Early stopping  | Yes       | Yes        | Yes         |
| Finetuning     | No        | Yes        | No          |

A.2. Tiled background generation

Here we show how to generate tiled background in Algorithm 1.

Algorithm 1: Tiled background generation

Input: An image $x$ and important region $r$
Output: Tiled image $\phi_{tile}$

$A \leftarrow$ the largest rectangular regions that $r = 0$
$w, h \leftarrow x$ width, $x$ height
$a_w, a_h \leftarrow A$ width, $A$ height

if $a_w < w$ then
  repeat $A\left\lceil \frac{w}{a_w} \right\rceil$ times horizontally
end if

if $a_h < h$ then
  repeat $A\left\lceil \frac{h}{a_h} \right\rceil$ times vertically
end if

$\phi_{tile} = x r + A(1 - r)$

B. Additional results

B.1. Qualitative examples

We randomly pick images in IN9 Mixed-Next test set that our best model (CF(CAGAN)+F(Shuffle)+Sal) predicts correctly while Original model fails in Figure 11. We also randomly pick images in CCT Trans test set that our best model (CF(Tile)+Sal) predicts correctly while Original model fails in Figure 12.
Figure 11: Random examples that the best model (Grey) (CF(CAGAN)+F(Shuffle)+Sal) predicts correctly while Original model (Red) fails in IN9 Mixed-Next dataset. Here we show their top 5 predictions.

Figure 12: Random examples of CCT Trans-Test that the best model (+CF(Tile)+Sal) predicts correctly but Original model fails. The grey and red text are the top 5 predictions from the best and Original model’s predictions respectively.