Duality and Stability Regions of Multi-rate Broadcast and Multiple Access Networks

Viveck R. Cadambe and Syed A. Jafar
Electrical Engineering and Computer Science
University of California, Irvine, CA 92697-2625
Email: vcadambe@uci.edu, syed@uci.edu

Abstract—We characterize stability regions of two-user fading Gaussian multiple access (MAC) and broadcast (BC) networks with centralized scheduling. The data to be transmitted to the users is encoded into codewords of fixed length. The rates of the codewords used are restricted to a fixed set of finite cardinality. With successive decoding and interference cancellation at the receivers, we find the set of arrival rates that can be stabilized over the MAC and BC networks. In MAC and BC networks with average power constraints, we observe that the duality property that relates the MAC and BC information theoretic capacity regions extend to their stability regions as well. In MAC and BC networks with peak power constraints, the union of stability regions of dual MAC networks is found to be strictly contained in the BC stability region.

I. INTRODUCTION

Traditionally, information theorists and the networking community have taken two different approaches to the study of communication networks. The information theoretic approach explores the capacity region [1] of a network by optimally designing the encoding and decoding schemes while abstracting the higher layers to infinitely backlogged queues. The networking approach on the other hand explores the stability region [2] of a network by optimizing the scheduling and routing algorithms while abstracting the physical layer encoding and decoding schemes to server processes.

Both networking and information theory perspectives have lead to many important results. For example, the networking approach has found stability-optimal scheduling and routing algorithms [3], [4], [5] such as the maximum weight match scheduling and dynamic back-pressure routing algorithms. One of the remarkable successes of information theory, on the other hand, has been the successful characterization of the capacity regions of the Gaussian multiple access (MAC) and broadcast (BC) channels. Information theory has also revealed an elegant duality relationship between the MAC and BC capacity regions [6].

Both networking and information theory perspectives have their own limitations. A common limitation of the networking research has been that sophisticated encoding/decoding techniques introduced by information theory, e.g. successive decoding, are overlooked. The utility of information theoretic results on the other hand is limited by the numerous underlying ideal assumptions such as infinite backlog, continuous rate adaptation and infinitely long codewords. In practice communication systems are designed with a finite set of fixed rate codebooks. The rate adaptation algorithm picks one of the available rates depending on channel and interference conditions, for example [7] [8].

In this work, we combine the strengths of information theory and networking approaches to study wireless broadcast and multiple access networks. Motivated by the networking approach, we study the stability regions of wireless multiple access and broadcast networks when only limited (finite) sets of rates are available to the physical layer. Motivated by the information theoretic approach, we allow the physical layer to use some of the optimal multiuser encoding and decoding schemes for the MAC and BC. In particular we allow independent encoding and successive decoding with successive interference cancellation for both these networks.

Note that independent encoding and successive decoding suffice to achieve all points within the information theoretic capacity region of the Gaussian MAC and BC. Also, motivated by the information theoretic duality of the MAC and BC capacity regions we explore the existence of similar duality relationships for the stability regions of the multi-rate MAC and BC networks.

There has been extensive work on the design of scheduling and routing algorithms aware of both the channel state and queue state [9], [10]. [3] proves the modified largest-weighted delay first (MLWDF) scheduling policy for broadcast networks without interference cancellation at the receivers using the concept of Lyapunov drift. [4] extends this to the optimal dynamic back-pressure scheduling and routing algorithm to generic multi-hop networks with peak power constraints. [5] extends these scheduling policies to networks with average power constraints and attempts to find distributed implementations of these policies in networks. The dynamic back pressure algorithm is adapted to cooperative networks in [11]. Associated with the problem of finding optimal scheduling policies is the problem of determining network capacity and stability regions of communication networks. The stability and network capacity regions of general networks with peak power constraints have been found (Refer [12]). [13] and [14] characterize stability regions of multiple access channels with a probabilistic multi-packet reception model (MPR) with distributed scheduling policies - the ALOHA protocol in particular. [15] studies capacity and stability regions of certain large regular wireless networks with the MPR model. Early work in combining information theory with the networking
approach can be found in [16], [17]. Much like our work, [18] incorporates queues into the information theoretic framework and explores the equivalence of stability regions of a multiple access networks and their ergodic capacity regions; however, unlike our work, it does not assume a finite number of codebooks.

The rest of the paper is organized as follows. Section II defines and discusses stability and networks capacity regions of networks. Section III presents the system model and the problem is defined in Section IV. Stability regions of MAC and BC networks with peak power constraints are found in Section V. Section VI describes techniques on finding stability regions of MAC and BC networks with average power constraints. Section VII presents duality results between MAC and BC stability regions. The stability characterization of these multi-rate networks leads to the problem of design of optimal codebooks discussed in Section VIII. Section IX concludes with some interesting directions of future work.

II. BACKGROUND

We review two equivalent definitions of the stability region.

A. Stability region of a network

A stationary stochastic process \( Q(t) \) is defined to be stable if

\[
\lim_{x \to \infty} \limsup_{t \to \infty} \Pr(Q(t) > x) = 0.
\]

A communication network is defined to be stable if the stochastic processes representing its individual queue states are stable. The stability region of a network is defined to be the closure of the set of all arrival rate matrices that can be stabilized by some centralized scheduling and routing policy with complete knowledge of the arrival statistics, the queue state and other parameters of the network such as channel conditions, distance between nodes etc.

B. Equivalent definition based on infinitely backlogged nodes

It is shown in [15] that under very mild assumptions that are true for most communication networks (i.e. interference does not increase capacity), the stability region is equivalent to the network capacity region (distinct from information theoretic capacity region) defined as follows.

The network layer capacity region is defined as the set of all average departure rate matrices that can be achieved in a network assuming that all nodes are infinitely backlogged taking into consideration all possible centralized scheduling routing and resource allocation strategies in the network with possibly complete knowledge of the parameters of the network such as channel conditions, distance between nodes etc.

It must be noted that the information theoretic capacity region is different from the network capacity region; the definition of the former includes information theoretic assumptions such as asymptotically long codewords and uncountable number of codebooks to choose from, whereas the latter definition is more general. The equivalence of stability region and network capacity region of a network established in [15] is important because the latter is formulated under the assumption of infinitely backlogged nodes. The infinite backlog model eliminates the dependence on instantaneous queue states from the stability optimal scheduling and routing algorithms.

III. THE SYSTEM MODEL

We shall study the stability regions of multi-rate Gaussian multiple access (MAC) and broadcast networks (BC) (Figure I). We first describe the generic system model that is common to both the models of multiple access and broadcast networks in this work. For ease of exposition, we deal with 2 user MAC and BC networks in this work. However the techniques described and the duality results extend to general N-user MAC and BC networks.

The channel is a Rayleigh fading channel with additive white Gaussian noise at the receiver/s (one receiver in the MAC network and multiple receivers in a BC network). The noise power at all receivers in all the networks considered are assumed to be unity. The channel fading is represented using the gain vector \( \vec{h}(t) = (h_1(t), h_2(t)) \), each component of the vector corresponding to a particular link in the network. Note that since stability regions and network capacity regions are to be identical to each other, we use the network capacity model of infinite backlog for our analysis. The following are important aspects of the system model.

A. Encoding

The transmitters transmit a single fixed-length codeword per time slot (i.e. the length of one time slot is normalized to the length of the codeword). The codeword is chosen from a fixed finite set of Gaussian codebooks. Let sets \( \mathcal{R}_i = \{0, R_0^i, R_1^i, \ldots, R^{i}_{M_i-1}\}; i = 1, 2 \) indicate the rates of the codebooks available for transmission corresponding to user i (rate 0 indicating that the user does not transmit). Therefore, the transmitted rate vector in a particular time slot lies in \( \mathcal{R}_1 \times \mathcal{R}_2 \). For example, in a MAC network with both users having a fixed codebook of rate \( R_0 \), the rate vector that can be transmitted in a particular time slot belongs to \( \{(0, 0), (R_0, 0), (0, R_0), (R_0, R_0)\} \) (indicated by \( \times \) symbol in Figure 2).

B. Slow Fading - Long coherence times

The channel \( \vec{h}(t) \) is ergodic and remains constant during a time slot. The coherence time of the channel is assumed to be long enough (and therefore a time slot is long enough) so that codewords of sufficient length can be transmitted in a given channel state so as to guarantee information theoretic reliability. The slow fading assumption is reasonable for wireless systems with low mobility.

C. Decoding

The decoding strategy at the receivers is restricted to successive decoding and interference cancellation from the received signal. The receiver can decode one complete codeword at a time and cancel the corresponding interference and then proceed to decode the next codeword. This successive decoding
transmitted in this channel state and power allocation is $E, O$. Similarly, if rate pair $(r_1, r_2)$ can be achieved with user 1 decoded first followed by interference cancellation and then user 1 can be decoded. Consider a fixed-codebook MAC network i.e a MAC network of two users with each user having a fixed codebook of rate $R_0$. As indicated earlier, one of the four points indicated by ‘$	imes$’ symbol in Figure 2 are transmitted. Consider a channel state $h$ and a power allocation $(P_1(t), P_2(t))$ such that the information theoretic capacity region of the MAC network at this channel state is represented by pentagon 1 in Figure 2. Then, a codeword of rate $(r_1, r_2)$ that can be successfully transmitted in this channel state and power allocation is achievable with one of two possible decoding orders. If rate pair $(r_1, r_2)$ is achievable with user 1 decoded first followed by user 2, it must belong to the rectangle with vertices A, B, E, O. Similarly, if rate pair $(r_1, r_2)$ can be achieved with user 2 decoded first, then it must belong to the rectangle F, C, D, O. Therefore, in time slot $t$, the rate pairs that can be transmitted reliably over the network with this power allocation lie in the ‘L-shaped’ region (traced in thick lines in Fig. 2). It should be noted that in Figure 2, although $(R_0, R_0)$ lies in the pentagon 1 - the pentagon representing the MAC capacity region, it cannot be achieved with either decoding order and is therefore not achievable at a time slot $t$ with this particular power allocation.

Note that in a BC network, in a particular time slot, all points in the BC capacity region can be achieved with successive interference and decoding. The optimal decoding orders at both receivers depends on the channel state.

IV. PROBLEM DEFINITION

We aim to study stability regions of multiple access and broadcast networks. The discussion in section III implies that we can assume that each node is infinitely backlogged and study the set of achievable departure rates. We categorize the problems we solve into the following:

1) To find the set of supported rate pairs $(r_1, r_2)$ available for a scheduler at a given channel state.
2) Use the results of part 1 to characterize the stability regions of multiple access and broadcast networks.
3) Explore duality relationships between stability regions of multiple access and broadcast networks.

The rate of transmitted codewords are limited by constraints on the power of the transmitted codewords. Power constraints usually appear in the following forms:

- **Fixed Power constraints** - These are power constraints of the the form $P(t) = P, \forall t$. Analysis of systems with this form of power constraints is useful, particularly when the systems are being studied for a short period of time. However, this model may not be realistic for analysis of certain systems over a long duration.
- **Peak Power constraints** - Power constraints of the form $P(t) \leq \bar{P}, \forall t$ are called peak power constraints and model limits on the instantaneous power of the transmitted signal imposed by the limits of the power source and the amplifiers in the system.
- **Average Power constraints** - Average power constraints are of the form $E[P(t)] \leq \bar{P}$ and are used to ensure a certain minimum battery life for the users.

Note that a fixed power constraint is a stronger constraint than a peak power constraint, which is in turn stronger than an average power constraint. Also note that in our system model, a fixed power constraint is not equivalent to a peak power constraint since better rates can be achieved by transmitting less than the maximum possible power. For example, in Figure 2, pentagon 2 represents the MAC capacity region with a power allocation strictly smaller that that which achieves pentagon 1 at the same channel state. We have already argued in Section III-C that $(R_0, R_0)$ cannot be transmitted with the power allocation corresponding to pentagon 1. Since $(R_0, R_0)$ lies in the ‘L-shaped’ region associated with pentagon 2 (plotted with broken lines in Figure 2) it is achievable with the corresponding power allocation. Therefore reducing the power allocation from that which achieves pentagon 1 to that corresponding to pentagon 2 makes $(R_0, R_0)$ achievable in the same channel state. In this work, we focus on MAC and BC networks with peak and average power constraints.
In the remaining part of this work, we use the following notation:

\[
F(h, \frac{P}{N}) = \log(1 + h^2 \frac{P}{N})
\]

\[
\tilde{\chi} = (\chi_1, \chi_2) = (h_1^2, h_2^2)^T = \text{power of channel fade}
\]

\[
\tilde{\chi}^{-1} = \text{Hadamard reciprocal of } \tilde{\chi}
\]

V. Stability Region of MAC and BC Networks with Peak Power Constraints

The stability region of a general single hop network with a finite number of channel states and peak power constraint is known ([19]) to be:

\[
\Gamma = \sum_S \text{pr}(S)\text{Co}(C(S))
\]

where pr\(S\) denotes the probability with which the channel takes state \(S\), \(\text{Co}(C(S))\) denotes the set of all rate vectors that can be transmitted in the network reliably, when the channel state is \(S\) and \(\text{Co}(X)\) denotes the convex hull of set \(X\). For the Gaussian MAC and BC networks, while the Rayleigh fading channel vector \(\tilde{h}(t) = (h_1(t), h_2(t))\) takes values over a continuum, a finite state space is naturally defined by the partitioning of the channel space based on the rate pairs that can be supported. Let \(C = 2^{R_1 \times R_2}\) denote the set of all subsets of \(R_1 \times R_2\) with cardinality \(K = |C|\). Let \(C_i \in C, i = 1, 2, \ldots K\) denote all possible sets of supported rates (or equivalently all possible elements of \(2^{R_1 \times R_2}\)). Then define the state space \(S_i, i = 1, 2, \ldots K\) to be:

\[
S_i = \{(h_1, h_2) : C_i \in 2^{R_1 \times R_2}\}
\]

supported rate vectors, if the channel is \((h_1, h_2)\)

Note that the set of supported rates is unique to each channel state and equation [1] can now be applied to obtain stability regions. It must be noted that \(S_i\) as defined above may be empty for certain \(i\). For example, \(S_i = \emptyset\) if \(C_i = \{(R_m, R_m)\}\) because whenever reliable transmission is possible with rate vector \((R_m, R_m)\), reliable transmission is also possible at rates \((0, R_m)\), \((R_m, 0)\) and \((0, 0)\). Therefore \(\{(R_m, R_m)\}\) can never be the complete set of supported rates for any channel state \((h_1, h_2)\) (in both the MAC and the BC networks).

The definition of \(S_i\) can also be understood using Figure 2. Given \((h_1, h_2)\) and powers \(P_1 \leq \tilde{P}_1, P_2 \leq \tilde{P}_2\), an L-shaped region similar to Figure 2 can be drawn. Let us represent by \(\Delta(h_1, h_2)\), the union of all such L-shaped regions over \((P_1, P_2)\) pairs satisfying the power constraints. Then \((h_1, h_2) \in S_i\) if and only if the set of all rate vectors from \(R_1 \times R_2\) that lie in \(\Delta(h_1, h_2)\) is precisely \(C_i\) i.e \(2^{R_1 \times R_2}(\Delta(h_1, h_2)) = C_i\).

A. Characterization of \(S_i\) for a MAC network

A rate vector \((r_1, r_2)\) can be achieved in a MAC network with one of the two decoding orders. If the rate vector is achieved with user 1 decoded before user 2, then conditions 2 and 3 below have to be satisfied.

\[
F(h_2, \frac{\tilde{P}_1}{1 + h_2^2 \tilde{P}_2}) = \log(1 + \frac{h_1^2 \tilde{P}_1^2}{1 + h_2^2 \tilde{P}_2}) \geq r_1
\]

\[
F(h_1, \frac{\tilde{P}_1}{1 + h_2^2 \tilde{P}_2}) = \log(1 + \frac{h_1^2 \tilde{P}_1^2}{1 + h_2^2 \tilde{P}_2}) \geq r_1
\]

where \(\tilde{P}_{2min}\) is chosen such that \(F(h_2, \tilde{P}_{2min}) = r_2\). Condition 3 indicates that the codeword corresponding to user 1 can be decoded when user 2 is transmitting at the minimum possible power (so as to cause minimum interference). Note that this condition can be rewritten as:

\[
F(h_1, \frac{\tilde{P}_1}{2 \tilde{P}_2}) \geq r_1
\]

Similarly, for achieving \((r_1, r_2)\) with user 2 being decoded first, the channel state \((h_1, h_2)\) must satisfy \(F(h_1, \tilde{P}_1) \geq r_1\) and \(F(h_2, \tilde{P}_2) \geq r_2\). Define \(H_{1 \rightarrow 2}(S)\) as follows:

\[
H_{1 \rightarrow 2}(S) = \{(h_1, h_2) : \text{all elements of } S \text{ can be achieved using decoding order } (1, 2)\}
\]

where \(S \in 2^{R_1 \times R_2}\). Using conditions 2 and 3 it can be shown that:

\[
H_{1 \rightarrow 2}(S) = \{(h_1, h_2) : \tilde{h}_1^2 \geq (2^{r_1 - 1}2^{r_2}) \frac{\tilde{P}_1}{P_1}, \tilde{h}_2^2 \geq \frac{2^{r_2} - 1}{P_2} \forall (r_1, r_2) \in S\}
\]

Similarly,

\[
H_{2 \rightarrow 1}(S) = \{(h_1, h_2) : \text{all elements of } S \text{ can be achieved using decoding order } (2, 1)\}
\]

can be characterized. We can now express \(S_i\) as follows.

\[
S_i = H_{2 \rightarrow 1}(C_i) \cup H_{1 \rightarrow 2}(C_i) \cap \{H_{1 \rightarrow 2}(C_i) \cup H_{2 \rightarrow 1}(C_i)\}^c
\]

where \(A^c\) represents the complement of set \(A\). The above equation is merely another form of the definition of \(S_i\) suggesting that it is the region of the channel state space where all rate vectors in \(C_i\) are supported and the rate vectors outside \(C_i\) are not supported. Note that the characterization of \(H_{1 \rightarrow 2}(S)\) indicates that the non-empty channel states \(S_i\) can be represented as rectangular regions in the \((h_1, h_2)\) plane (see, for example, Figure 3). The stability region of the MAC network can then be calculated using equation 1.

Example: Fixed codebook MAC network

Consider a MAC network with a single fixed codebook of rate \(R_0\) at both users, i.e \(\mathcal{R} = \mathcal{R}_1 = \mathcal{R}_2 = \{(0, 0)\}\). Therefore we have \(2^4 = 16\) possible subsets of \(\mathcal{R} \times \mathcal{R}\). However, it is easy to see that, except for five of these subsets, the channel partitions corresponding to all other subsets are empty. These five subsets, represented as \(C_i, i = 1, 2, 3, 4, 5\), and their corresponding channel partitions \(S_i\) are described below.

1) \(S_1\): This represents the state where the channel gains are so low that transmission is not possible on either channel, i.e \(F(h_i, \tilde{P}_1) < R_0, i = 1, 2\) with \(C_1 = \{(0, 0)\}\)

2) \(S_2\): Transmission is possible only on channel 1, i.e \(C_2 = \{(R_0, 0), (0, 0)\}\) and therefore \(F(h_1, \tilde{P}_1) \geq R_0, F(h_2, \tilde{P}_2) < \tilde{R}_0\)
Fig. 3. Optimal mapping of channel state \((h_1, h_2)\) to rate sets \(C_i\) in the MAC network with peak power constraints

3) \(S_3\): Transmission on channel 2 \(C_3 = \{(0, R_0), (0, 0)\}\) and \(F(h_1, \tilde{P}_1) < R_0, F(h_2, \tilde{P}_2) \geq R_0\)

4) \(S_4\): Transmission is possible individually on both channels AND simultaneously on both channels i.e \(C_4 = \mathcal{R} \times \mathcal{R} = \{(0, 0), (R_0, 0), (0, R_0), (R_0, R_0)\}\) for \((0, R_0)\) and \((R_0, 0)\), we require

\[
F(h_1, \tilde{P}_1) \geq R_0, i = 1, 2
\]

\((R_0, R_0)\) can be achieved with two possible decoding orders. If user 1 is decoded first, user 2 transmits at the minimum power required to decode a codeword of rate \(R_0\) so that the user causes the minimum possible interference. Therefore, the condition for successful decoding of \((R_0, R_0)\) with user 1 decoded first can be written as

\[
F(h_1, \tilde{P}_1) \geq R_0
\]

Similarly, if user 2 is decoded first, the condition for successful decoding is \(F(h_2, \tilde{P}_2) \geq R_0\) where \(F(h_1, P_{min}) = R_0 \) and \(F(h_2, P_{min}) = R_0\) Therefore, the condition for \(h\) to lie in \(S_4\) can be described by the following equations

\[
F(h_1, \tilde{P}_1) \geq R_0, i = 1, 2
\]

\[
F(h_1, \tilde{P}_1) \geq R_0 \text{ or } F(h_2, \tilde{P}_2) \geq R_0
\]

5) \(S_5\): Transmission is possible individually in both channels, but simultaneous transmission is not possible. i.e \(C_5 = \{(0, 0), (R_0, 0), (0, R_0)\}\) and

\[
F(h_1, \tilde{P}_1) \geq R_0, i = 1, 2
\]

\[
F(h_1, \tilde{P}_1) < R_0
\]

\[
F(h_2, \tilde{P}_2) < R_0
\]

The stability region of this network can be found analytically from the definition in (I) and is plotted in Fig. 6 for \(R_0 = 1\) and power constraints \(P_1\) and \(P_2\) satisfying \(P_1 + P_2 = 2\). (The variance of the channel fade is assumed to be unity). It can be shown that as long as the probabilities \(pr(S_i)\) are greater than zero, the stability region is a pentagon.

B. Characterization of \(S_1\) for a BC network

In a BC network, the channel state imposes a decoding order i.e if \(h_1 > h_2\), then both users decode the codeword corresponding to user 2 first; node 1 then decodes the codeword corresponding to user 1 after canceling the interference from the codeword corresponding to user 2. Therefore, for \(h_1 > h_2\), the condition for achieving codeword \((r_1, r_2)\) can be expressed as

\[
F(h_1, \tilde{P}) \geq r_1
\]

\[
F(h_2, \tilde{P}) \geq \frac{P_{min}}{1 + h_2^2P_{min}} \geq r_2
\]

where \(P_{min}\) is chosen such that \(F(h_2, P_{min}) = r_1\). Define \(H_{1,2}(S)\) and \(H_{2,1}(S)\) as follows

\[
H_{1,2}(S) = \{(h_1, h_2): h_1 > h_2, \text{all rate vectors of set } S \text{ can be achieved in the broadcast channel}\}
\]

\[
H_{2,1}(S) = \{(h_1, h_2): h_1 \leq h_2, \text{all rate vectors of set } S \text{ can be achieved in the broadcast channel}\}
\]

\(H_{1,2}(S)\) can be characterized as

\[
H_{1,2}(S) = \{(h_1, h_2): h_1 > h_2, A_{r_1,r_2} \tilde{\chi}^{-1} \leq (\tilde{P}, \tilde{P})^T, \forall (r_1, r_2) \in S\}
\]

where

\[
A_{r_1,r_2} = \begin{pmatrix} 2r_1 - 1 & 0 \\ (2r_1 - 1)2r_2 & 2r_2 - 1 \end{pmatrix}
\]

and as defined earlier, \(\tilde{\chi}\) is the power of the channel fade. \(H_{2,1}(S)\) can be similarly characterized. Therefore,

\[
S_i = H_{2,1}(C_i) \cup H_{1,2}(C_i) \cap \{H_{1,2}(C_i') \cup H_{1,2}(C_i')\}
\]

Note that the characterization of \(H_{1,2}(S)\) indicates that the boundaries between different \(S_i\) in the \((h_1, h_2)\) plane can be expressed as linear equations in \(\frac{1}{\tilde{\chi}}\) (for example see Figure 4).

Example: Fixed codebook broadcast network

Consider a two user broadcast network with fixed codebooks of rate \(R_0\) and the transmit power governed by \(P(t) \leq \tilde{P}\). Similar to the MAC case, the channel state is divided into 5 non-empty bins listed below.

In the description below \(P_{min}\) and \(P_{min}\) take values such that \(\log(1 + h_2^2P_{min}) = R_0\) and \(\log(1 + h_2^2P_{min}) = R_0\)

1) \(S_1: C_1 = \{(0, 0)\}, \Rightarrow F(h_1, \tilde{P}) < R_0, i = 1, 2\)

2) \(S_2: C_2 = \{(0, 0), (0, R_0)\}, \Rightarrow F(h_1, \tilde{P}) < R_0\) and \(F(h_2, \tilde{P}) \geq R_0\)

3) \(S_3: C_3 = \{(0, 0), (R_0, 0)\}, \Rightarrow F(h_2, \tilde{P}) < R_0\) and \(F(h_1, \tilde{P}) \geq R_0\)

Figure 3 shows the partitioning \(S_i\) of the \((h_1, h_2)\) space and the sets of supported rates \(C_i\) corresponding to those partitions.
can completely be described by its tangents, the boundary of the stability region can be found by finding all tangents of the region. This is equivalent to maximizing \( \langle \vec{w}, \vec{R} \rangle \), \( \forall \vec{w} \) \( < w \), under the given power constraint, where \( \vec{R} = (R_1, R_2) \) represents the average rate vector in the stability region, \( \vec{w} = (w_1, 1 - w) \) represents the slope of the tangent, and \( \langle x, y \rangle \) represents the dot product of vectors \( x \) and \( y \). Note that this formulation is due to the convex nature of the stability region and is independent of the form of the power constraint. In general, the optimal rate allocation strategy may involve transmitting different rate vectors (possibly randomly with different probabilities) at a particular channel state. For example, for fixed codebook MAC networks with peak power constraints, it was optimal to multiplex between \( (R_0, 0) \) and \( (0, R_0) \) when the channel state was in \( S_5 \). However in networks with average power constraints, if the channel comes from an infinite state space, the optimal strategy transmits a single unique rate vector at a given channel state. We state this formally below.

**Lemma 6.1:** In MAC and BC networks with average power constraints, if the components of \( \vec{h} \) take values from a continuous state space, the optimal rate allocation strategy that maximizes \( \langle \vec{w}, \vec{R} \rangle \) associates with a channel state \( \vec{h} \) a unique rate vector \( \vec{R}(\vec{h}) \) \( \in R_1 \times R_2 \). And therefore, the optimization problem may be expressed as

\[
\max_{\vec{R}(\vec{h}) \in R_1 \times R_2} \int_{\vec{h}} < \vec{w}, \vec{R}(\vec{h}) > f(\vec{h})d\vec{h}
\]

s.t \( \int_{\vec{h}} P_i(\vec{h})f(\vec{h})d\vec{h} \leq P_i, i \in \{\text{set of transmitting nodes}\} \)

and \( \vec{R}(\vec{h}) \) can be reliably transmitted at channel state \( \vec{h} \) with powers \( P_i(\vec{h}) \)

**Proof:** Proof is presented in Appendix I.

The problem reduces to one of finding the optimal \( \vec{R}(\vec{h}) \) for a given \( \vec{w} \), so that the power constraint is satisfied. We now treat the MAC and BC networks separately.

**A. MAC Network**

Consider a MAC network with the power constraints at the two nodes described by \( E[P_i(t)] \leq P_i, i = 1, 2 \). In the MAC network, for a given channel state, rate vector can be achieved with different transmit powers based on the decoding order. Let us denote two possible decoding orders of a two-user MAC network by \( \Pi = \{\pi_1, \pi_2\} \). \( \pi_1 \) represents the order of decoding user 1 first and then user 2, and \( \pi_2 \), vice-versa. Let \( P_i^\pi(\vec{r}, \vec{h}) \), \( i = 1, 2 \) denote the transmit powers of the users required to transmit rate vector \( \vec{r} \) at channel state \( \vec{h} \) when the decoding order is fixed at \( \pi_j \). The solution to the optimal rate and power allocation problem is given by

\[
(\vec{R}^\pi(\vec{x}), \pi^\pi(\vec{x})) = \arg \max_{\vec{r} \in R_1 \times R_2, \pi \in \Pi} \{ < \vec{w}, \vec{r} > - \kappa_1 P_1^\pi(\vec{r}, \vec{x}) - \kappa_2 P_2^\pi(\vec{r}, \vec{x}) \}
\]
with the Lagrangian multipliers $\kappa_1$ and $\kappa_2$ chosen so that the power constraints of the system are met. It can be shown (using equations similar to (2) and (5) in V-A) that

$$P_1(\vec{r}, \vec{\chi}) = \frac{2^{\gamma_1(2r_1^* - 1)}}{h_1^2}$$

$$P_2(\vec{r}, \vec{\chi}) = \frac{2^{\gamma_2}(2r_2^* - 1)}{h_2^2}$$

where $\vec{r} = (r_1, r_2)$

$$P_1^\pi(\vec{r}, \vec{\chi}) = \frac{(2r_1^* - 1)}{h_1^2}$$

and

$$P_2^\pi(\vec{r}, \vec{\chi}) = \frac{2^{\gamma_2}(2r_2^* - 1)}{h_2^2}$$

where $\vec{r} = (r_1, r_2)$ The set of rate vectors $(r_1, r_2) \in 2^{\mathcal{R}_1} \times 2^{\mathcal{R}_2}$ divides the channel state space $\vec{\chi}$ into different regions $S^\pi_{\vec{r}_1, \vec{r}_2} \equiv \{ \vec{\chi}: \vec{R}^* (\vec{\chi}) = (r_1^*, r_2^*), \pi^*(\vec{\chi}) \}$. It can be shown that

$$S^\pi_{\vec{r}_1, \vec{r}_2} = \{ \vec{\chi}: A^\pi_{\vec{r}_1, \vec{r}_2} \vec{\chi} = (v, v)^T, (r_1, r_2) \in 2^{\mathcal{R}_1} \times 2^{\mathcal{R}_2} \}
$$

where $v \in \text{<} \vec{w}, r_1^* - r_1, r_2^* - r_2 \text{>}$ and

$$A^\pi_{\vec{r}_1, \vec{r}_2} = \begin{pmatrix} f_1^1(\vec{r}_1^*) - f_1^1(\vec{r}) & f_2^1(\vec{r}_1^*) - f_2^1(\vec{r}) \\ f_1^2(\vec{r}_2^*) - f_1^2(\vec{r}) & f_2^2(\vec{r}_2^*) - f_2^2(\vec{r}) \end{pmatrix}$$

Note that the boundaries between various rate regions are a set of linear equations in $\vec{\chi}$

The maximum value of $< \vec{w}, \vec{r} >$ can be found as

$$\sum_{\vec{r} \in \Pi R_i \in \mathcal{R}_1 \times \mathcal{R}_2} < \vec{w}, \vec{r} > = \text{pr}(\vec{\chi} \in S^\pi_{\vec{r}})$$

For example, in a fixed codebook system with $R_0$ being the rate of the codebook, the optimal schedulers would choose, when the channel state is $\vec{h}$, the maximum of the following:

1) $0$ (No transmission)
2) $wR_0 - \kappa_1 (2^{R_0} - 1)$ (Transmission only along channel 1)
3) $(1 - w)R_0 - \kappa_2 (2^{R_0} - 1)$ (Transmission along channel 2)
4) $R_0 - \kappa_1 (2^{R_0} - 1) - \kappa_2 (2^{R_0} - 1)(2^{R_0})$ (3

5) $R_0 - \kappa_2 (2^{R_0} - 1) - \kappa_1 (2^{R_0} - 1)(2^{R_0})$ (3

Figure 5 shows the mapping of the optimal rate to the channel state for $w = 0.5$. (Note: for $w = 0.5$, $\kappa_1 = \kappa_2$ because of symmetry). Note that the boundaries between these channel states are linear in $\vec{\chi}$ - the Hadamard reciprocal of $\vec{\chi}$.

Note that any increase in $\kappa_i$ has the effect of reducing the corresponding average power consumed $\kappa_i \to \infty$ has the effect of $E[P_i(t)] \to 0$. This can be observed in Figure 5 where the effect of increasing $k$ will be to increase the size of the region transmitting $(0, 0)$ suggesting that the power consumed reduces. This monotonic behavior is exploited in simulations in locating $(\kappa_1, \kappa_2)$ - the Lagrangian multipliers which ensure that the power constraints are satisfied. (Note that in the power constraint the inequality can be replaced by equality).

The stability region of a fixed codebook MAC networks with $R_0 = 1$ and average power constraints $P_1$ and $P_2$ satisfying $P_1 + P_2 = 2$ are found by performing the above optimization for all $0 \leq w \leq 1$ and presented in Figure 7.

B. BC network

In the broadcast network, the channel state imposes a decoding order. Therefore, for a given channel state $\vec{\chi}$, the optimal rate allocation is given by

$$\vec{R}^*(\vec{\chi}) = \arg \max_{\vec{r} \in \mathcal{R}_1 \times \mathcal{R}_2} \{ < \vec{w}, \vec{r} > - \kappa P(\vec{r}, \vec{h}) \}$$

with $\kappa$ chosen so that the transmitter power constraint is met. Since, for a given channel state, the decoding order is fixed, it can be shown that

$$P(\vec{r}, \vec{h}) = \begin{cases} \frac{2^{r_2} - 1}{h_2^2} + \frac{2^{r_1 - 1} \cdot 2^{r_2}}{h_1^2} & \text{if } h_1 \geq h_2 \\ \frac{2^{r_1 - 1} \cdot 2^{r_2}}{h_1^2} + \frac{2^{r_2} - 1}{h_2^2} & \text{if } h_2 \geq h_1 \end{cases}$$

The rate vectors $\vec{r}_i \in \mathcal{R}_1 \times \mathcal{R}_2, i = 1, 2, \ldots L$ divide the channel state space into regions

$$S_{\vec{r}_1, \vec{r}_2} = \{ \vec{\chi}: (\vec{r}_1^*, \vec{r}_2^*) = \vec{R}^*(\vec{\chi}) \}$$

. We can write

$$S_{\vec{r}_1, \vec{r}_2} = S^1_{\vec{r}_1, \vec{r}_2} \cup S^2_{\vec{r}_1, \vec{r}_2}$$
where

\[ S^1_{r_1, r_2} \equiv \{ \bar{x} : \chi_1 > \chi_2, (r_1, r_2) = R^*(\bar{x}) \} \]

and

\[ S^2_{r_1, r_2} \equiv \{ \bar{x} : \chi_1 \leq \chi_2, (r_1, r_2) = R^*(\bar{x}) \} \]

It can be shown that, for \( k = 1, 2 \)

\[ S^k_{r_1, r_2} \equiv \{ \bar{x} : A^{(k)}_{r_i} \chi_i^{-1} \leq v, \forall \bar{r} \in 2^{R_1 \times R_2} \} \]

where \( v = \langle \bar{w}, \bar{r}_\alpha - \bar{r} \rangle \) and

\[
A^{(1)}_r = (2r^2 - 2r_1, (2r_2 - 1)2r_1 - (2r_2 - 1)2r_1) \\
A^{(2)}_r = ((2r_1 - 1)2r_2 - (2r_1 - 1)2r_2, 2r_1 - 2r_2)
\]

The optimal rate allocation partitions the channel state in a manner similar to the MAC (Figure 5), for \( h_1 = h_2 \) and \( w = 0.5 \).

The stability region of a fixed codebook BC network with \( R_0 = 1 \) and \( E[P(t)] \leq 2 \) is presented in Figure 7.

VII. DUALITY RELATIONSHIPS BETWEEN STABILITY REGIONS OF THE MAC AND BC NETWORKS

As discussed in the introduction of this paper, the duality relationship between the information theoretic capacity regions of MAC and BC channels in [6] provides a motivation to explore similar results with our system model. In the discussion that follows, a Gaussian MAC network is defined to be the dual of a BC network with identical number of users if

1) The power constraints of the MAC and BC networks have the same form i.e either both have average power constraints or peak power constraints.

2) The maximum transmit power (average or peak, as the case may be) of the broadcast network is equal to the sum of the maximum transmit powers of all users of the MAC network (For example, the dual MAC network of a two user broadcast network with power constraints \( P_1(t) \leq \tilde{P}_1 \) and \( P_2(t) \leq \tilde{P}_2 \) such that \( \tilde{P}_1 + \tilde{P}_2 = \tilde{P} \)).

3) Their channel states have identical statistics and the noise variance at all the receivers in the BC network are identical to the noise variance at the receiver in the MAC.

4) The set of rates of the codebooks available for all the MAC users are identical to each other and are identical to the set of rates at the transmitter in the broadcast channel.

We reproduce MAC-BC duality results from [6] for completeness.

Theorem 7.1: [Jindal et. al.] For a fixed channel state, the information theoretic capacity region of a Gaussian Broadcast channel with power constraint \( \tilde{P} \) is equal to the union of the capacity regions of the dual multiple access channel with power constraints \( (\tilde{P}_1, \tilde{P}_2, \ldots \tilde{P}_K) \) such that \( \sum_{j=1}^K \tilde{P}_j = \tilde{P} \).

Furthermore, every point on boundary of the capacity region of the broadcast channel is the corner point of a pentagon representing the capacity region of some dual MAC channel.

The fact that the boundary of the capacity region of the BC channel is achieved by the corner points of the MAC capacity regions is important in the duality between stability regions (below) since in our system model, only the corner points of the pentagon representing the MAC capacity regions are achievable.

The relationship between the stability regions of MAC and BC networks are characterized in Theorems 7.2 and 7.3 below.

Theorem 7.2: The union of stability regions of all MAC networks that are dual to a particular BC network with peak power constraint is strictly contained in the stability region of that dual BC network.

\[ \text{Proof: Refer Appendix 7.2 for an explanation based on Theorem 7.1.} \]

However, a duality relationship in the form of equality holds between stability regions of peak power constrained MAC and BC networks of a special type - MAC networks with centralized power i.e the power can be shared between the two transmitters of the MAC network and the power constraint is expressed as \( P_1(t) + P_2(t) \leq \tilde{P} \). At a given channel state \( (h_1, h_2) \), the physical layer capacity duality result implies that, for every rate vector transmitted by the broadcast channel, there is at least one multiple access channel whose sum power is equal to \( \tilde{P} \) that can achieve that rate. Therefore at time slot \( t \), powers \( P_1(t) \) and \( P_2(t) \) in the centralized-power MAC network can be picked so as to emulate the appropriate distributed power multiple access channel to achieve the rate vector in the corresponding dual broadcast channel. In other words, the MAC channel with centralized power can switch between different dual MAC channels depending on the channel state, to achieve the rate vector transmitted in the broadcast network.

For MAC and BC networks with average power constraints, a duality result similar to the one presented in [6] holds.

Theorem 7.3: The stability region of a broadcast network with an average transmit power constraint is equal to the union of the stability regions of all the dual MAC networks.

Interestingly, the duality result holds . Proofs for Theorems 7.2 and 7.3 are provided in the Appendices 11 and 11.
The plots of stability regions of BC and dual MAC networks with peak and average power constraints (Figures 6 and 7) confirm the results established in Theorem 7.2 and 7.3.

From the plot, it can be observed that in the peak power constraint case, the convex hull of all the MAC pentagons, representing time division multiplexing between the different multiple access channels, is a subset of the broadcast pentagon. Note that the convex hull of the MAC stability regions is different from the stability region of the MAC networks with centralized power; the former represents the stability region achieved by choosing a MAC channel among the various dual MAC channels, randomly. Whereas the latter stability region that can be achieved if a scheduler can choose a dual MAC channel, based on the channel conditions.

VIII. OPTIMAL CODEBOOKS

There is an interesting extension associated with the stability region problem in multi-rate MAC and BC networks. Consider a general $N$ user MAC network. Given the number of rates allowed at each user i.e given $|R_1|, |R_2|, ..., |R_N|$, how do we choose rates $R_i, i = 1, ..., N$ so as to maximize the sum-rate point in the stability region? The problem clearly has important applications in the design of communication systems.

To simplify the problem, consider a MAC network with identical peak power constraints at all the users. Also, assume that all users have a codebook of rate $R_0$ i.e $|R_i| = 1, i = 1, 2, ..., N$. Given $N$ and $R_0$, the stability region of the network can be found using techniques presented in section V. Let $s(R_0, N)$ indicate the maximum stable sum-rate i.e

$$s(R_0, N) = \max N \sum_{i=1}^{N} \tilde{R}_i$$

under the constraint that $(\tilde{R}_1, ..., \tilde{R}_N)$ lies in the stability region. The optimal codebook design problem can be formulated as follows.

$$R_0^*(N) = \arg \max_{R_0} s(R_0, N)$$

Plots of $R_0^*(N)$ (found by simulations iterating over different $R_0$) and the corresponding sum-rate $s(R_0^*(N), N)$ are provided in Figures 8 and 9 respectively. Rayleigh fading of unit variance, and unit power at all the transmitters are
used in the simulation. Note that Figure 9 plots, versus $N$, the highest possible stable sum-rate in fixed codebook $N$-user MAC network. The increase in $s(R_0(N), N)$ can be trivially explained - a sum rate of $s(R_0, N-1)$ can be achieved in a $N$ user system, using a scheduler that simply ignores the $N$th user. The behavior of $R_0(N)$ with increasing $N$ is not known for a general channel distribution, though the plot in Figure 9 indicates that it decreases with increasing $N$ in Rayleigh fading channels. Also, the plot in Figure 10 suggests that the rate seen by each user decreases with increasing $N$ (This can also be observed simply by the fact that the rate of increase of $s(R_0(N), N)$ in Figure 9 is decreasing). This suggests a trade-off between the the throughput of the system and the average rate seen by each user.

IX. CONCLUSIONS AND FUTURE WORK

A framework combining both information theoretic and networking points of view of MAC and BC networks has been presented and their stability regions have been characterized. The assumptions on encoding and decoding in the system model implied that the information theoretic capacity region did not present the complete picture and this led to some interesting observations. For example, we found that for networks with peak power constraint, the optimal scheduling policy may transmit at a power less than the maximum possible power in peak-power constrained MAC networks.

Stability of MAC and BC networks with both average and peak power constraints were found. The stability regions of MAC and BC networks with average power constraints satisfy the fundamental duality property that relates the information theoretic capacity regions of these networks. Interestingly, the duality property holds in spite of restricting users to finite rate-sets and using a suboptimal decoding strategy. In the peak power constraint case, the union of MAC networks is found to be a subset of the corresponding dual BC networks.

This work opens up some interesting areas of future research. Characterization of stability regions of more complicated networks such as the interference, X and Z channels, and relay networks can potentially provide interesting insight. The information theoretic capacity regions of the networks mentioned are not yet known; however, decoding scheme can be restricted successive interference cancellation and their stability regions can be determined. Thus stability regions could be useful metrics for these communication networks. Their stability regions could possibly share some fundamental properties with their capacity regions like the duality property in MAC and BC networks. Therefore, a study of their stability regions may potentially provide useful information about the nature of their capacity regions. Another area of future work is the design of optimal codebooks for these networks discussed in Section VIII. While Section VIII discussed the fixed codebook version of the problem, an interesting issue is the loss in performance by restricting users to a finite number of codebooks in comparison to the information theoretic capacity region. In other words, a characterization of the number codebooks that should be used so that the sum-rate achieved is ‘close’ to the maximum sum-rate in the information theoretic capacity region is an important related problem in the design of communication networks.
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APPENDIX I
PROOF OF LEMMA 1

Proof: The fact that a channel state can be uniquely mapped to a single rate in the optimal policy in networks with average power constraints can be proved for general N-user MAC and BC networks with multiple rate-sets but such a proof is complicated. The idea is conveyed in the proof of the result stated by the physical layer duality result [20]. The link has a fixed codebook point-to-point link.

Consider a point-to-point link with average power constrained by $E[P(t)]=\bar{P}$. The link has a fixed codebook of rate $R_0$. The channel is Gaussian with gain $h(t)$ which takes values from a continuous state space. At a given state, $h$, the only parameter that affects the average rate and power is the probability of transmission at this state $p(h)$. Note that the effect of any algorithm, in terms of average rate and power consumed can be achieved by an equivalent randomized algorithm with the appropriate ‘weight’ function $p(h)$. The problem of finding the stability region of this network is simply equivalent to

$$\max_h \int P(h) p(h) f(h) dh$$

s.t. $\int P(h) (1-p(h)) f(h) dh \leq \bar{P}$

where $P(h)$ is the power required to transmit a codeword at state $h$. Note that $P(h)$ is monotonically decreasing in $h$.

We intend to prove that in the optimal policy a given channel state is mapped to a single rate vector in $\{R_0, 0\}$ or equivalently, that $p(h) \in \{0, 1\}$, $\forall h$

Let the optimal rate allocation policy be $p^*(h)$. Contrary to our claim, let $p^*(h)$ take values in $(0, 1)$ for certain $h_0 \in \mathbb{R}$. Now, consider an interval $(x, y)$ along the positive axis on the real line such that $p(h) \notin \{0, 1\}, \forall h \in (x, y)$ and $\int_x^y f(h) > 0$. Note that if we cannot find such an interval, then setting all values of $p^*(h) = \lfloor p(h) \rfloor$ is also optimal and satisfies the given property. We now find an alternate scheduling policy $p_1(h)$ which performs better than $p^*(h)$ as a contradiction.

We know that since $p^*(h) < 1, \forall h \in (x, y)$

$$\int_x^y p^*(h) P(h) f(h) dh < \int_x^y P(h) f(h) dh$$

\[ \therefore \exists z \in (x, y) \text{ s.t. } \int_z^y p^*(h) P(h) f(h) dh = \int_z^y P(h) f(h) dh \]

$$\Rightarrow \int_x^z P(h) p^*(h) f(h) dh = \int_z^y P(h) (1-p^*(h)) f(h) dh$$

Since $P(h)$ is decreasing in $h$, we have

$$P(z) \int_x^z p^*(h) f(h) dh < \int_x^y P(h) (1-p^*(h)) f(h) dh$$

Combining the above two inequalities, we have

$$\int_x^z p^*(h) f(h) dh < \int_x^y (1-p^*(h)) f(h) dh$$

$$\Rightarrow \int_x^z p^*(h) f(h) dh < \int_x^y f(h) dh$$

Now, we construct a new scheduling policy as follows

$$p_1(h) = \begin{cases} p^*(h) & \text{if } h \notin (x, y) \\ 0 & \text{if } h \in [x, z) \\ 1 & \text{if } h \in [z, y] \end{cases}$$

Equation (4) implies that the power consumed with $p_1(h)$ is the same as the power consumed with $p^*(h)$. Equation (5) implies that the average rate achieved with $p_1(h)$ is greater than that achieved with $p^*(h)$, contradicting the assumption that $p^*(h)$ is optimal. The result is hence proved.

APPENDIX II
PROOF OF THEOREM 7.2

Proof: We observe the channel state space $(h_1(t), h_2(t))$ has identical statistics for the broadcast and the dual MAC channel. Therefore, if we show that, for a given channel state, all rate vectors that can be supported by the MAC channel can be supported by the dual broadcast channel, then the stability region of the multiple access network is a subset of the network capacity region of the broadcast network (since the BC network can follow use the appropriate scheduling strategy and achieve the corresponding rate vector). This is precisely the result stated by the physical layer duality result (Theorem VII, and hence the result follows.

In fact, the union of MAC stability regions is a proper subset of the BC stability region. To see this, we perform the following thought experiment. Considering a two-user fixed codebook broadcast channel with a peak power constraint $P$ whose channel gains $(h_1, h_2)$ can, take two states, $S_1 = (h_{11}, h_{21})$ and $S_2 = (h_{12}, h_{22})$ with equal probability (of $\frac{1}{2}$) such that

$$h_{12} = h_{21} < h_{11} = h_{22}$$

and

$$\log(1 + h_{11}^2 \bar{P}) = R_0$$

where $R_0$ is the rate of the codebook in the BC channel. Therefore, we have:

$$\log(1 + h_{12}^2 \bar{P}) < R_0$$
FIGURE 11

Stability regions of BC and dual MAC networks with ‘ON-OFF’ channels

In other words, there are two possible channel states. In each channel state, one of the two channels is ON and the other is OFF. The corresponding set of supported rates are \{(0, 0)\} and \{(R_0, 0)\} (assuming additive white Gaussian noise of unit variance at each receiver). Using the result of equation 1, the stability region of this BC network is a square in the Cartesian plane (see Figure 11) formed by the points \((0, 0), (R_0, 0), (0, R_0), (R_0, R_0)\).

Among the set of all multiple access networks with power constraint \(P_1\) and \(P_2\) satisfying \(P_1 + P_2 = P\), transmission is possible only if \(P_1 = P\) or \(P_2 = P\). In other words, if \(P_1 < P\) and \(P_2 < P\), no transmission is possible. In the MAC network with power constraints \((P, 0)\), the sets of supported rates are \{(R_0, 0)\} for channel state ON and \((0, 0)\) for channel state OFF. The stability region is therefore a line joining \((0, 0)\) and \((R_0, R_0)\). The union of stability regions of dual MAC channels is thus, the union of two line segments along the axes forming the adjacent sides of the square representing the BC stability region. Clearly, this is a proper subset of the BC stability region. This proper subset relationship is confirmed by results in Figure 6.

APPENDIX III
PROOF FOR THEOREM 7.3

Proof: In a BC network with average power constraints, the optimal policy schedules a rate vector \(\hat{\mu}(\bar{h})\) when the channel state is \(\bar{h}\). Let the power transmitted at channel state \(\bar{h}\) be \(P(\bar{h})\). We provide a MAC network and a scheduling policy for this network that achieves the following:

1) The average rate vector as a result of the scheduling policy is equal to the average rate vector of the BC network
2) The average power expended by the users in the MAC network satisfy the duality property i.e., the sum of the average powers consumed is equal to the average power expended in the BC network.

Existence of such a scheduling policy ensures that the stability region of the broadcast network is a subset of the union of stability regions of dual MAC networks.