WEIGHTED INEQUALITIES INVOLVING HARDY AND COPSON OPERATORS

AMIRAN GOGATISHVILI, LUBOŠ PICK AND TUĞÇE ÜNVER

Abstract. We characterize a four-weight inequality involving the Hardy operator and the Copson operator. More precisely, given \(p_1, p_2, q_1, q_2 \in (0, \infty)\), we find necessary and sufficient conditions on nonnegative measurable functions \(u_1, u_2, v_1, v_2\) on \((0, \infty)\) for which there exists a positive constant \(c\) such that the inequality
\[
\left( \int_0^\infty \left( \int_0^t f(s)p_2 v_2(s)p_2 ds \right)^{q_2} u_2(t)^{q_2} dt \right)^{\frac{1}{q_2}} \leq c \left( \int_0^\infty \left( \int_t^\infty f(s)p_1 v_1(s)p_1 ds \right)^{q_1} u_1(s)^{q_1} ds \right)^{\frac{1}{q_1}}
\]
holds for every non-negative measurable function \(f\) on \((0, \infty)\). The proof is based on discretizing and antidiscretizing techniques. The principal innovation consists in development of a new method which carefully avoids duality techniques and therefore enables us to obtain the characterization in previously unavailable situations, solving thereby a long-standing open problem. We then apply the characterization of the inequality to the establishing of criteria for embeddings between weighted Copson spaces \(\text{Cop}_{p_1, q_1}(u_1, v_1)\) and weighted Cesàro spaces \(\text{Ces}_{p_2, q_2}(u_2, v_2)\), and also between spaces \(S^q(w)\) equipped with the norm
\[
\|f\|_{S^q(w)} = \left( \int_0^\infty [f^{**}(t) - f^*(t)]^q w(t) dt \right)^{1/q}
\]
and classical Lorentz spaces of type \(\Lambda\).

1. Introduction

In 1981, the research of limiting properties of operators that are not bounded on \(L^\infty\) led to the introduction in [4] of the so-called Weak-\(L^\infty\) space. It was determined by the norm-like functional \(\inf_{t>0} (f^{**}(t) - f^*(t))\), in which \(f^*\) is the non-increasing rearrangement of a measurable function \(f\), defined by
\[
f^*(t) = \inf \{ s > 0; f^*_s(s) \leq t \} \quad \text{for } t \in [0, \infty),
\]
where \(f^*_s(s)\) is the measure of the level set \(\{|f(x)| > s\}\), and \(f^{**}(t)\) is the integral mean of \(f^*\) over \((0, t)\). The operator \(f \mapsto f^{**} - f^*\) in certain (rearranged) way measures the mean oscillation of \(f\), and so, quite naturally, there is an intimate connection of Weak-\(L^\infty\) and BMO. The above said norm-like functional cannot really be a norm, because of the intrinsic properties of the operator \(f \mapsto f^{**} - f^*\), in particular its lack of (sub)linearity and the fact
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that it vanishes on constant functions. However, even so, the spaces defined in terms of this operator have proved to be very useful. Their internal peculiarities have been dealt with using various approaches, for instance by finding equivalent expressions in terms of all kinds of Lorentz-like spaces \[10, 35\], or working with the pointwise behaviour of \( f^{**}(t) - f^*(t) \) \[2, 19\]. In \[3\], certain combination of the methods was used in order to improve limiting Sobolev embeddings, later to be extended in \[41\] and \[42\], and somewhat parallel to the constructions in \[40\].

The impact of the functional \( f^{**} - f^* \) to Sobolev-type inequalities and embeddings, and further to the regularity theory of PDEs, is expectable, owing to the classical estimate

\[
-\frac{1}{n} (u^{**}(t) - u^*(t)) \lesssim (\nabla u)^{**}(t),
\]

which holds for every smooth enough scalar function \( u \) of \( n \) real variables. If one wraps the term on each side of this inequality in his/her favourite norm, an embedding of some sort of a homogeneous Sobolev space into an appropriate type of the \( S \)-like space appears. It is therefore not surprising that, during the last four decades, function spaces involving this functional are being studied and keep on finding new applications. These include, for instance, the transfer of regularity from various differential operators to solutions of the PDE’s \[41, 3, 29\], optimal partner structures in Sobolev embeddings and for integral operators \[40, 30, 17, 50\], various achievements in theory of function spaces and theory of interpolation such as nailing down the Köthe duals of the classical Lorentz spaces of type Gamma \[44\], or the hunt for a suitable environment for Calderón–Zygmund singular integral operators \[10\]. A lot more on topics related to this subject can be found in \[5\].

Consequently, naturally, relations to important known structures became of interest, in particular all kinds of embedding bindings to other function spaces. In \[14\], it was noticed that a task equivalent to characterizing an embedding between the space \( S_q(u) = \{ f \in M : \| f \|_{S_q(u)} < \infty \} \) and the classical Lorentz space \( \Lambda_p(w) = \{ f \in M : \| f \|_{\Lambda_p(w)} < \infty \} \) for suitable \( p, q, u, w \), in which

\[
\| f \|_{S_q(u)} = \left( \int_0^\infty \left[ f^{**}(t) - f^*(t) \right]^q u(t) \, dt \right)^{\frac{1}{q}}
\]

and

\[
\| f \|_{\Lambda_p(w)} = \left( \int_0^\infty f^*(t)^p w(t) \, dt \right)^{\frac{1}{p}},
\]

where \( f^{**}(t) = t^{-1} \int_0^t f^*(s) \, ds \) for \( t \in (0, \infty) \), is to investigate the question of when a certain special case of the inequality

\[
\left( \int_0^\infty \left( \int_0^t f(s)^{p_2} v_2(s)^{p_2} \, ds \right)^{\frac{q_2}{p_2^2}} u_2(t)^{q_2} \, dt \right)^{\frac{1}{q_2}}
\leq c \left( \int_0^\infty \left( \int_t^\infty f(s)^{p_1} v_1(s)^{p_1} \, ds \right)^{\frac{q_1}{p_1^2}} u_1(t)^{q_1} \, dt \right)^{\frac{1}{q_1}} \quad (1.1)
\]

holds for every measurable nonnegative function \( f \). The main achievement of this equivalence is the reduction of a problem involving non-increasing functions to one involving all nonnegative measurable ones. When it comes to details, this is a big step forward. So, the new task at hand is to characterize for which parameters and weight functions the inequality \( (1.1) \) holds. Particular results were obtained already in \[14\], but restricted to special cases of the parameter \( q \), leaving the question of a complete solution open. Let us recall that the space
where \( \Lambda^p(u) \) was introduced in [39], while the space \( S^q(u) \) in [15]. Again, these spaces have been intensively studied and it would be impossible to quote all relevant references. Yet more connections, applications and references can be found in [15].

In this paper we will tackle (and solve) the above-mentioned open problem. Let us recall that it is clear from the beginning that the approach of [14] cannot be used. This is caused by the fact that the duality techniques, which constitute the core of the method used there, work only for \( q \geq 1 \). So, the challenge is not only to find necessary and sufficient conditions under which the inequality (1.1) holds in general, but, and even more pressing, to find a suitable new approach which would avoid the duality techniques. This is also done in this paper.

Before we move to the more detailed explanation of the new method, let us first mention one more interesting application of inequality (1.1), completely different in nature. Among many interesting function spaces that play significant role in functional analysis and its applications and that are normed with the help of some operator plugged inside an \( L^p \)-norm, one of the oldest and at the same time best known ones are those of Cesàro, and their natural companions, the spaces of Copson. Both have been extensively studied both in the discrete and the continuous variants. Let us be more precise. Our focus is on the continuous case.

Let \( M \) be the set of all measurable functions on \((0, \infty)\) and \( M^+ \) be the collection of all nonnegative functions in \( M \). Let us denote by \( \text{Ces}_{p,q}(u,v) \) and \( \text{Cop}_{p,q}(u,v) \), the weighted Cesàro and Copson function spaces, defined, respectively, as the collection of all functions \( f \in M \) such that

\[
\|f\|_{\text{Ces}_{p,q}(u,v)} = \left( \int_0^\infty \left( \int_0^t |f(s)|^p v(s)^p \, ds \right)^{\frac{q}{p}} u(t)^q \, dt \right)^{\frac{1}{q}} < \infty,
\]

and

\[
\|f\|_{\text{Cop}_{p,q}(u,v)} = \left( \int_0^\infty \left( \int_t^\infty |f(s)|^p v(s)^p \, ds \right)^{\frac{q}{p}} u(t)^q \, dt \right)^{\frac{1}{q}} < \infty,
\]

for \( 0 < p,q \leq \infty \), with the usual modification when \( p = \infty \) or \( q = \infty \), where \( u, v \) are weights, that is, measurable, positive and finite a.e. on \((0, \infty)\) functions. The name of the spaces is derived from the Cesàro operator \( f \mapsto \frac{1}{t} \int_0^t f(s) \, ds \) and the Copson operator \( f \mapsto \int_0^1 \frac{f(s)}{s} \, ds \), which define their important particular instances. These operators are dual to each other with respect to the \( L^1 \)-pairing. The resulting spaces, along with their discrete companions, have been studied for many decades, for earliest occurrences see e.g. [34] or [43]. In order to keep this paper at reasonable length, we omit detailed information on the vast literature which is nowadays available on these spaces and restrict ourselves to referring an interested reader to the survey paper [1] and to the references given therein.

In [7], G. Bennett proved that the spaces \( \text{Ces}_{1,p}(t^{-1},1) \) and \( \text{Cop}_{1,p}(1,t^{-1}) \) coincide when \( p \in (1, \infty) \), and determined the space of multipliers between Cesàro sequence spaces. Later, in [25], K.G. Grosse-Erdmann considered single-weighted Cesàro and Copson sequence spaces and characterized the multipliers between them and \( \ell^p \). At the same time he stated, however, that the multipliers between Cesàro and Copson sequence spaces are difficult to treat. He also investigated integral analogues of these results. However, the description of pointwise multipliers between Cesàro and Copson spaces remained open for both sequence and function spaces setting.

If \( X \) and \( Y \) are two (quasi-) Banach spaces of measurable functions on \((0, \infty)\), we say that \( X \) is embedded into \( Y \), written \( X \hookrightarrow Y \), if there exists a constant \( c \in (0, \infty) \) such that \( \|f\|_Y \leq c \|f\|_X \) for all \( f \in X \). The optimal (smallest possible) such \( c \) is then \( \|I\|_{X \rightarrow Y} \), where
I is the identity operator. A function \( f \) on \((0, \infty)\) is called a \textit{pointwise multiplier} from \( X \) to \( Y \) if the pointwise product \( fg \) belongs to \( Y \) for each \( g \in X \). The space of all such multipliers \( M(X, Y) \) becomes a quasi-normed space, when endowed with the functional

\[
\|f\|_{M(X, Y)} = \sup_{g \neq 0} \frac{\|fg\|_Y}{\|g\|_X}.
\]

If \( f \) is a weight, \( \| \cdot \|_Y : M \to [0, \infty] \) is a functional and \( Y \subset M \) given by

\[
Y = \{ f \in M : \| f \|_Y < \infty \},
\]

then we can define the \textit{weighted space} \( Y_f = \{ g \in M : fg \in Y \} \) and \( \|g\|_{Y_f} = \|fg\|_Y \). One clearly has

\[
\|f\|_{M(X, Y)} = \sup_{g \neq 0} \frac{\|g\|_{Y_f}}{\|g\|_X} = \|I\|_{X \to Y_f}.
\]

Therefore, the problem of finding pointwise multipliers between weighted Cesàro and Copson function spaces reduces to that of characterizing embeddings between weighted Cesàro and Copson function spaces. To characterize such embedding and to give a proper quantitative assessment of it means in fact to find the optimal constant \( c \) in (1.1), providing it with another rather interesting array of applications.

Now let us move to the inequality (1.1) itself. Apart from what has been said already, there exists significant motivation for considering this inequality. If \( p_1 = q_1 \) or \( p_2 = q_2 \), then it coincides with the notorious weighted Hardy inequality or the reverse Hardy inequality, respectively, whose significance in mathematics is beyond discussion. Plenty has been written on such inequalities, but still there is lot to be found about them. For the contemporary trends concerning Hardy-type inequalities one can check, for example, the relatively recent treatises \([37], [25] \) or \([18] \). One of the earliest treatments of (1.1) goes back to \([9] \), in which a characterization was given under conditions \( p_1 = p_2 = 1, q_1 = q_2 = p > 1, v_1(t) = t^{-\beta-1}, v_2(t) = t^{\alpha-1}, u_1(t)^p = t^{\beta p-1} \) and \( u_2(t)^p = t^{-\alpha p-1} \) for \( t > 0 \) and for some \( \alpha, \beta > 0 \). An important progress was achieved in \([14] \). In Theorem 2.3 of that paper, inequality (1.1) was characterized in the special case when \( p_1 = p_2 = 1 \), without considering the pair of inner weights (that is, formally, for \( v_1 = v_2 = 1 \)), and under the additional restriction \( q \geq 1 \).

As already mentioned, the method was based on duality techniques that eventually reduced the problem to characterizing a reverse inequality for the Copson operator, which in turn was solvable by methods that had been developed earlier in \([45] \) and \([25] \), using also, for the particular case \( p \leq 1 \), the rather useful inequalities (see \([16], [46] \) or \([47] \))

\[
\left( \int_0^t f^*(s)^{\frac{1}{p}} v(s) \, ds \right)^p \leq p \int_0^t f^*(s) V(s)^{p-1} v(s) \, ds
\]

and

\[
\int_0^\infty f^*(t) V(t)^{\frac{1}{p-1}} v(t) \, dt \leq C \left( \int_0^\infty f^*(t)^p v(s) \, dt \right)^{\frac{1}{p}}.
\]

Using an approach similar to that from \([14] \), a characterization of the inequality (1.1) was obtained in \([21] \) for finite exponents, and in \([92] \) for \( p_1 = \infty \). Embeddings between weighted Cesàro spaces are given in \([51] \). However, once again, the results are restricted to the case \( p_2 \leq q_2 \), for which the duality argument works. We should also note that duality method reduces the inequality (1.1) to an inequality involving iterated Hardy-type inequalities, which are also difficult to treat, although recently some useful techniques in that direction are being developed. In correspondence with the appearing of alternative methods, getting rid
of various restrictions on parameters is recently becoming possible, see e.g. [38]. Using the characterizations of the inequality (1.1), pointwise multipliers between Cop\(_{p_1,q_1}(u_1,v_1)\) and Ces\(_{p_2,q_2}(u_2,v_2)\) are given in [22], but again only when \(p_2 \leq q_2\).

The crucial idea in our new approach is to seek a more manageable version of (1.1). It is important to notice that the pool of competing functions in (1.1) does not change when we replace \(f\) by \((fv_1)^{p_1}\). Raising (1.1) to \(p_1\), introducing new parameters \(p,q,r\) by

\[
r = \frac{p_2}{p_1}, \quad q = \frac{q_2}{p_1}, \quad p = \frac{q_1}{p_1}
\]

and defining new weights \(u,v,w\) by

\[
u = u^{q_2}, \quad v = v_1^{-p_2}v_2^{p_2}, \quad w = w^{q_1},
\]

we obtain a seemingly simpler, but in fact equivalent, form of (1.1), namely

\[
\left( \int_0^\infty \left( \int_0^t f(s)^r v(s) ds \right)^\frac{1}{r} u(t) dt \right)^{\frac{1}{q}} \leq C \left( \int_0^\infty \left( \int_0^s f(s) ds \right)^p w(t) dt \right)^{\frac{1}{r}}.
\]

If \(c\) and \(C\) are the best constants respectively in (1.1) and (1.4), then \(c^{p_1} = C\).

So now it is the inequality (1.4) that we have to worry about. We shall characterize it without any restrictions on parameters and weights. To achieve this aim, we will develop a new array of discretization and anti-discretization techniques which avoid duality. As follows from the analysis given above, the result will have some important consequences. First, one will be able to significantly extend the results of [14] by giving full characterization from the analysis given above, the result will have some important consequences. First, one will be able to significantly extend the results of [14] by giving full characterization of all possible embeddings between spaces \(S^q(w)\) and \(\Lambda^p(v)\). Furthermore, we can remove restrictions from the characterization of pointwise multipliers between Cop\(_{p_1,q_1}(u_1,v_1)\) and Ces\(_{p_2,q_2}(u_2,v_2)\).

Apart from the motivation described above, there seems to be a rapidly growing interest in finding optimal bounds for inequalities of the form (1.4), both for nonnegative functions and for non-increasing functions, motivated by some very interesting connections to Poincaré or Sobolev inequalities, rearrangement estimates of BMO functions, the conjecture of Iwaniec concerning the norm of the Beurling operator, and more. The interested reader is kindly referred to checking the papers [11, 12, 13, 27, 31, 32, 33, 36, 48, 49], and also the references given therein.

Let us briefly describe the structure of the paper. We state the main results in Section 2. In Section 3 we apply them to embeddings of the type \(\Lambda^p(w) \to S^q(u)\) for \(p,q \in (0,\infty)\). In Section 4 we collect all auxiliary results and the main elements of the discretization technique. In Section 5 a discrete characterization of inequality (1.4) is obtained. Proofs of the main results are contained in Section 6.

The proofs of the main results are unavoidably quite heavy and very technical. This is natural - being deprived of the comfort of duality we have no other choice than to immerse into deep and extremely fine analysis of the discretized material, and finally to carefully antidiscretize it. Ever since the discretization techniques were first used in connection with classical Lorentz spaces [23], much effort has been spent by many authors to obtain equally strong results by some less technical methods, but with almost no success.

We will write \(A \lesssim B\) if there exists a constant \(C \in (0,\infty)\) independent of appropriate quantities such that \(A \leq CB\). We write \(A \approx B\) if we have both \(A \lesssim B\) and \(B \lesssim A\). We put \(1/(\pm\infty) = 0\), \(0/0 = 0\), \(0 \cdot (\pm\infty) = 0\). Moreover, we omit arguments of integrands as well as differentials in integrals when appropriate in order to keep the expository as short as possible.
2. Main results

Note that inequality (1.3) holds only for trivial functions if \( r > 1 \). Hence the assumption that \( 0 < r \leq 1 \), which applies throughout the paper, constitutes no restriction (cf. [21 Lemma 4.1]). For \( a,b \in [0,\infty], a < b, \) we define

\[
V_r(a,b) = \begin{cases} \left( \int_a^b v \frac{1}{x^{1-r}} \right)^{\frac{1}{r}} & \text{if } 0 < r < 1, \\ \text{ess sup}_s v(s) & \text{if } r = 1. \end{cases}
\]  

(2.1)

**Theorem 2.1.** Let \( 0 < r \leq 1 \), \( 0 < p, q < \infty \) and let \( u,v,w \) be weights on \((0,\infty)\).

(i) If \( p \leq r \leq 1 \leq q \), then (1.4) holds for all \( f \in M^+ \) if and only if \( C_1 < \infty \), where

\[
C_1 = \text{ess sup}_{x \in (0,\infty)} \left( \int_0^x w \right)^{-\frac{1}{p}} \left( \int_x^\infty u \right)^{\frac{1}{q}} V_r(0,x).
\]

Moreover, the best constant \( C \) in (1.4) satisfies \( C \approx C_1 \).

(ii) If \( p \leq q < 1 \), and \( p \leq r \leq 1 \), then (1.4) holds for all \( f \in M^+ \) if and only if \( \max\{C_1,C_2\} < \infty \), where

\[
C_2 = \sup_{x \in (0,\infty)} \left( \int_0^x w \right)^{-\frac{1}{p}} \left( \int_0^x \left( \int_t^\infty u \right) \frac{1}{1-q} u(t) V_r(0,t) \right)^{\frac{q}{1-r}}.
\]

Moreover, the best constant \( C \) in (1.4) satisfies \( C \approx C_1 + C_2 \).

(iii) If \( r < p \leq q \), and \( r \leq 1 \leq q \), then (1.4) holds for all \( f \in M^+ \) if and only if \( \max\{C_1,C_3\} < \infty \), where

\[
C_3 = \sup_{x \in (0,\infty)} \left( \int_x^\infty u \right)^{\frac{1}{q}} \left( \int_0^x \left( \int_0^t w \right) \frac{1}{q} w(t) V_r(0,t) \right)^{\frac{q}{1-r}}.
\]

Moreover, the best constant \( C \) in (1.4) satisfies \( C \approx C_1 + C_3 \).

(iv) If \( r < p \leq q < 1 \), then (1.4) holds for all \( f \in M^+ \) if and only if \( \max\{C_1,C_2,C_3\} < \infty \). Moreover, the best constant \( C \) in (1.4) satisfies \( C \approx C_1 + C_2 + C_3 \).

(v) If \( q < p \leq r \leq 1 \), then (1.4) holds for all \( f \in M^+ \) if and only if \( \max\{C_4,C_5\} < \infty \), where

\[
C_4 = \left( \int_0^\infty \left( \int_0^x u \right)^{\frac{1}{p-q}} u(t) \text{ess sup}_{s \in (0,t)} \left( \int_0^s w \right)^{-\frac{1}{p-q}} V_r(0,s) \right)^{\frac{q}{p-q}}.
\]

and

\[
C_5 = \left( \int_0^\infty \left( \int_0^x w \right)^{-\frac{1}{p-q}} w(x) \left( \int_0^x \left( \int_t^\infty u \right)^{\frac{1}{1-q}} u(t) V_r(0,t) \right)^{\frac{q}{1-r}} \right)^{\frac{1}{q}} dx.
\]

Moreover, the best constant \( C \) in (1.4) satisfies \( C \approx C_4 + C_5 \).

(vi) If \( q < p, q < 1, r < p, \) and \( r \leq 1 \), then (1.4) holds for all \( f \in M^+ \) if and only if \( \max\{C_5,C_6\} < \infty \), where

\[
C_6 = \left( \int_0^\infty \left( \int_0^x w \right)^{\frac{2}{p-q}} w(x) \sup_{y \in (0,x)} \left( \int_0^y w \right)^{\frac{1}{1-q}} \left( \int_y^x u(s) \left( \int_s^\infty u \right)^{\frac{1}{p-q}} ds \right) \times
\]

\[
\right)^{-\frac{1}{q}} u(t) V_r(0,t) \right)^{\frac{q}{1-r}} dt \right)^{\frac{1}{q}}.
\]
In [14, Proposition 7.2], it was shown that if $0 < p, q < \Lambda_p$, then

\[
\left( \int_0^y \left( \int_0^s w \right)^{-\frac{p}{p-q}} w(s)V_r(0, s)^{\frac{p}{p-r}} ds \right)^{\frac{p-q}{p}}.
\]

Moreover, the best constant $C$ in (1.4) satisfies $C \approx C_5 + C_6$.

(vii) If $r \leq 1 \leq q < p$, then (1.4) holds for all $f \in M^+$ if and only if $\max\{C_6, C_7\} < \infty$, where

\[
C_7 = \left( \int_0^\infty \left( \int_0^x \frac{w(x)}{x} \right)^{-\frac{p}{p-q}} w(x) \sup_{t \in (0, x)} \left( \int_t^\infty u \right)^{\frac{1}{1-q}} u(t)V_r(0, t)^{\frac{1}{q}} dt \right)^{\frac{p-q}{p}} + \left( \int_0^\infty \frac{1}{p} \sup_{t \in (0, \infty)} \left( \int_t^\infty u \right)^{\frac{1}{q}} u(t)V_r(0, t) dt \right)^{\frac{1}{q}}.
\]

Moreover, the best constant $C$ in (1.4) satisfies $C \approx C_5 + C_6$.

If $0 < r \leq q < p < 1$, an equivalent condition for the case (vi) of Theorem 2.1 improved in a sense, is available. This result will be particularly handy for future applications, for instance to obtaining a characterization of multipliers between Cesàro and Copson spaces (for partial result in this direction see [22]).

**Theorem 2.2.** Let $0 < r \leq q < p < 1$ and let $u, v, w$ be weights on $(0, \infty)$. Then (1.4) holds for all $f \in M^+$ if and only if $\max\{C_5, C_6\} < \infty$, where

\[
C_5 = \left( \int_0^\infty \left( \int_0^x \frac{w(x)}{x} \right)^{-\frac{p}{p-q}} w(x) \sup_{t \in (0, x)} \left( \int_t^\infty u \right)^{\frac{1}{1-q}} u(t)V_r(0, t)^{\frac{1}{q}} dt \right)^{\frac{p-q}{p}} \nonumber
\]

\[
+ \left( \int_0^\infty \frac{1}{p} \sup_{t \in (0, \infty)} \left( \int_t^\infty u \right)^{\frac{1}{q}} u(t)V_r(0, t) dt \right)^{\frac{1}{q}}.
\]

and

\[
C_6 = \left( \int_0^\infty \left( \int_0^t \frac{w(t)}{t} \right)^{-\frac{p}{p-q}} w(t) \sup_{t \in (0, \infty)} \left( \int_t^\infty u \right)^{\frac{1}{1-q}} u(t)V_r(0, t)^{\frac{1}{q}} dt \right)^{\frac{p-q}{p}} \nonumber
\]

Moreover, the best constant $C$ in (1.4) satisfies $C \approx C_5 + C_6$.

**Remark 2.3.** The best constant in (1.1), i.e. the norm of the embedding $\text{Cop}_{p_1, q_1}(u_1, v_1) \hookrightarrow \text{Ces}_{p_2, q_2}(u_2, v_2)$, can be obtained from the characterization of (1.4) on changing the parameters as in (1.2) and (1.3). The norm of the converse embedding, $\text{Ces}_{p_1, q_1}(u_1, v_1) \hookrightarrow \text{Cop}_{p_2, q_2}(u_2, v_2)$, can be reduced to (1.1) by using the change of variables $t \mapsto 1/t$.

### 3. Embeddings between $\Lambda^p(w)$ and $S^q(u)$

Constant functions always belong to $S^q(u)$ for every $q$ and $u$, because the functional $f \mapsto f^{**} - f^*$ vanishes on them, but they do not necessarily belong to $\Lambda^p(w)$ (that depends on $p$ and $w$). It is thus reasonable to study embeddings between $S^q(u)$ and $\Lambda^p(w)$ restricted to the collection

\[
\Lambda = \{ f \in M^+ : \lim_{t \to \infty} f^*(t) = 0 \}.
\]

In [14, Proposition 7.2], it was shown that if $0 < p, q < \infty$ and $u, w \in M^+$, then the embedding $\Lambda^p(w) \hookrightarrow S^q(u)$, restricted to $\Lambda$, holds if and only if

\[
\left( \int_0^\infty \left( \frac{1}{t} \int_0^t h(s) ds \right)^q u(t) dt \right)^{\frac{1}{q}} \leq C \left( \int_0^\infty \left( \int_0^\infty \frac{h(s)}{s} ds \right)^p w(t) dt \right)^{\frac{1}{p}}
\]

(3.1)
is satisfied for every $h \in \mathcal{M}^+$. This result allows one to apply the results of the preceding section to the embedding problem.

**Theorem 3.1.** Let $0 < p < \infty$, $0 < q < 1$ and $u, w \in \mathcal{M}^+(0, \infty)$. Then the embedding

$$\Lambda^p(w) \hookrightarrow S^q(u), \text{ restricted to } \mathbb{A}, \quad (3.2)$$

holds if and only if

(i) either $p \leq q$ and $\max\{E_1, E_2\} < \infty$, where

$$E_1 = \sup_{x \in (0, \infty)} \left( \int_0^x w \right)^{-\frac{1}{p}} \sup_{t \in (0, x)} t \left( \int_t^\infty s^{-q} u(s) ds \right)^{\frac{1}{q}}$$

and

$$E_2 = \sup_{x \in (0, \infty)} \left( \int_0^x w \right)^{-\frac{1}{p}} \left( \int_0^x \left( \int_t^\infty s^{-q} u(s) ds \right)^{\frac{1}{1-q}} t^{\frac{2}{1-q}} u(t) dt \right)^{\frac{1}{q}},$$

(ii) or $q < p \leq 1$ and $\max\{E_3, E_4\} < \infty$, where

$$E_3 = \left( \int_0^\infty \left( \int_t^\infty s^{-q} u(s) ds \right)^{\frac{q}{p-q}} t^{-q} u(t) \sup_{s \in (0, t)} \left( \int_0^s w \right)^{-\frac{q}{p-q}} s^{\frac{p-q}{p-q}} ds \right)^{\frac{p-q}{q}}$$

and

$$E_4 = \left( \int_0^\infty \left( \int_0^x w(x) \right)^{\frac{1-q}{q}} \left( \int_0^x \left( \int_t^\infty s^{-q} u(s) ds \right)^{\frac{q}{1-q}} t^{\frac{2}{1-q}} u(t) dt \right)^{\frac{q(1-q)}{pq}} dx \right)^{\frac{pq}{p-q}},$$

(iii) or $q < 1 < p$ and $\max\{E_4, E_5\} < \infty$, where

$$E_5 = \left( \int_0^\infty \left( \int_0^x w(x) \right)^{\frac{2}{p-q}} \sup_{y \in (0, x)} \left( \int_0^y w(y) \right)^{\frac{1}{p}} \left( \int_t^\infty s^{-q} u(s) ds \right) \left( \int_0^\infty y^{-q} u(y) dy \right) \left( \int_0^s y^{-q} u(y) dy \right)^{-\frac{2}{p-q}} ds \right)^{\frac{q}{p-q}} \times$$

$$\times \left( \int_0^y \left( \int_0^s w(s) ds \right)^{\frac{2(1-q)}{pq}} dx \right)^{\frac{pq}{p-q}}.$$

Moreover, if we denote by $C$ the optimal embedding constant in $(3.2)$, then

$$C \approx \begin{cases} E_1 + E_2 & \text{in the case (i)}, \\ E_3 + E_4 & \text{in the case (ii)}, \\ E_4 + E_5 & \text{in the case (iii)}. \end{cases}$$

**Proof.** It is easy to see that $(3.1)$ is equivalent to $(1.4)$ when $r = 1$ with $u(t) = t^{-q} u(t)$, $v(t) = t$, $t > 0$. Therefore, the result follows on applying Theorem 2.1 cases (ii), (v) and (vi) in order to establish the assertion in cases (i), (ii) and (iii), respectively. \qed

Let us note that Theorem 3.1 naturally complements [14, Corollary 7.3], in which a characterization of $(3.2)$ is given for $1 \leq q < \infty$.

**Remark 3.2.** A converse embedding to $(3.2)$, namely

$$S^p(u) \hookrightarrow \Lambda^q(w), \text{ restricted to } \mathbb{A}, \quad (3.3)$$
can be obtained from (3.2) by a simple change of variables \( t \mapsto \frac{1}{t} \) (cf. [14, Proposition 7.1]). One gets that (3.2) holds if and only if
\[
\mathcal{N}^p(\tilde{u}) \rightarrow S^q(\tilde{w})
\]
with \( \tilde{u}(t) = u(1/t)t^{p-2} \) and \( \tilde{w}(t) = w(1/t)t^{q-2} \), and with identical embedding constants.

4. Background material

We start by quoting some basic definitions and facts concerning discretization and anti-discretization. We will denote by LHS(*) and RHS(*), the left hand side and right hand side of an inequality (*), respectively.

**Definition 4.1.** Let \( N, M \in \mathbb{Z} \cup \{-\infty, +\infty\}, N < M \) and \( \{a_k\}_{k=N}^M \) be a sequence of positive real numbers. If
\[
\sup \left\{ \frac{a_{k+1}}{a_k} : N < k < M \right\} < 1 \quad \text{or} \quad \inf \left\{ \frac{a_{k+1}}{a_k} : N < k < M \right\} > 1,
\]
then we say that \( \{a_k\}_{k=N}^M \) is strongly decreasing or strongly increasing, respectively.

The following lemma will be frequently used throughout the paper. Its proof can be found in [24, Proposition 2.1] for (4.2) and (4.5) and [23, Lemmas 3.2-3.4] for the remaining cases.

**Lemma 4.2.** [23, 24] Let \( \alpha \in (0, \infty) \) and \( N, M \in \mathbb{Z} \cup \{-\infty, +\infty\}, N < M \). Assume that \( \{a_k\}_{k=N}^M \) and \( \{b_k\}_{k=N}^M \) are sequences of positive numbers.

(i) If \( \{a_k\}_{k=N}^M \) is non-increasing, then
\[
\sum_{k=N}^M a_k \left( \sum_{i=N}^k b_i \right)^\alpha \approx \sum_{k=N}^M a_k b_k^\alpha,
\]
and
\[
\sup_{N \leq k \leq M} a_k \left( \sum_{i=N}^k b_i \right)^\alpha \approx \sup_{N \leq k \leq M} a_k b_k^\alpha.
\]

(ii) If \( \{a_k\}_{k=N}^M \) is strongly increasing, then
\[
\sum_{k=N}^M a_k \left( \sum_{i=k}^M b_i \right)^\alpha \approx \sum_{k=N}^M a_k b_k^\alpha,
\]
and
\[
\sup_{N \leq k \leq M} a_k \left( \sum_{i=k}^M b_i \right)^\alpha \approx \sup_{N \leq k \leq M} a_k b_k^\alpha.
\]

The next lemma will be used in the proofs of our main results to handle the power of a sum. Its proof can be found in [8, Lemmas 1 and 1'].
Lemma 4.3. (power rules) Let \( N, M \in \mathbb{Z} \cup \{-\infty, +\infty\}, N < M \) and \( \beta > 0 \). Assume that \( \{a_k\}_{k=N}^{M} \) is a sequence of non-negative real numbers such that \( 0 < \sum_{i=k}^{M} a_i < \infty \) for every \( k \in \mathbb{Z} \) when \( 0 < \beta < 1 \). Then
\[
\sum_{k=N}^{M} a_k \left( \sum_{j=k}^{M} a_j \right)^{\beta-1} \approx \left( \sum_{k=N}^{M} a_k \right)^{\beta}
\] (4.7)
holds.

The following lemma will be useful for finding various equivalent conditions for principal inequalities.

Lemma 4.4. Let \( s > 0, N, M \in \mathbb{Z} \cup \{-\infty, +\infty\}, N < M \). Assume that \( \{a_k\}_{k=N}^{M}, \{b_k\}_{k=N}^{M} \) are sequences of non-negative numbers such that \( \{b_k\}_{k=N}^{M} \) is non-decreasing. If \( N = -\infty \), denote by \( b_N = \lim_{k \to -\infty} b_k \). Then,
\[
\sum_{k=N}^{M} a_k \left( \sum_{i=k}^{M} a_i \right)^{s} b_k \approx \sum_{k=N+1}^{M} (b_k - b_{k-1}) \left( \sum_{i=k}^{M} a_i \right)^{s+1} + \left( \sum_{k=N}^{M} a_k \right)^{s+1} b_N.
\] (4.8)

Proof. Assume that \( \{c_k\}_{k=N}^{M} \) is a sequence of non-negative numbers. Note that if \( N = -\infty \), then \( N + 1 \) is interpreted as \( (-\infty) \), too. Observe that
\[
b_k = b_N + \sum_{i=N+1}^{k} (b_i - b_{i-1}).
\]
Then, changing the order of sums yields Abel’s identity, more precisely
\[
\sum_{k=N}^{M} c_k b_k = \sum_{k=N+1}^{M} (b_k - b_{k-1}) \sum_{i=k}^{M} c_i + \left( \sum_{k=N}^{M} c_k \right) b_N.
\] (4.9)

Set \( c_k = a_k \left( \sum_{i=k}^{M} a_i \right)^{s} \) for \( k \in [N, M) \) if \( M = \infty \) or \( k \in [N, M] \) if \( M < \infty \). Applying (4.7), we get
\[
\sum_{k=N}^{M} a_k \left( \sum_{i=k}^{M} a_i \right)^{s} b_k = \sum_{k=N+1}^{M} (b_k - b_{k-1}) \sum_{i=k}^{M} a_i \left( \sum_{j=i}^{M} a_j \right)^{s} + \left( \sum_{k=N}^{M} a_k \left( \sum_{i=k}^{M} a_i \right)^{s} \right) b_N
\]
\[
\approx \sum_{k=N+1}^{M} (b_k - b_{k-1}) \left( \sum_{i=k}^{M} a_i \right)^{s+1} + \left( \sum_{k=N}^{M} a_k \right)^{s+1} b_N,
\]
estimating the claim. \( \square \)

Let us further recall the discrete version of the classical Landau resonance theorem. Proofs can be found for example in [23, Proposition 4.1]. The result can be also extracted from the more general embedding theorem in [28].

Theorem 4.5. Let \( p, q \in (0, \infty) \) and \( \{w_k\}_{k=N}^{M} \) and \( \{v_k\}_{k=N}^{M} \) be two sequences of positive real numbers. Then inequality
\[
\left( \sum_{k=N}^{M} a_k^{q} v_k^{q} \right)^{\frac{1}{q}} \leq C \left( \sum_{k=N}^{M} a_k^{p} w_k^{p} \right)^{\frac{1}{p}}
\] (4.10)
holds for every sequence \( \{a_k\}_{k=N}^{M} \) of non-negative real numbers if and only if either
(i) $p \leq q$ and
\[ L_1 = \sup_{N \leq k \leq M} v_k w_k^{-\frac{1}{q}} < \infty, \]
or
(ii) $p > q$ and
\[ L_2 = \left( \sum_{k=N}^{M} \frac{p}{p-q} w_k^{-\frac{p}{q}} v_k^{\frac{p}{q}} \right)^{\frac{p-q}{pq}} < \infty. \]
Moreover, if we denote by $C$ the optimal embedding constant in (4.10), then
\[ C \approx \begin{cases} L_1 & \text{in the case (i)}, \\ L_2 & \text{in the case (ii)}. \end{cases} \]

Next, we quote the characterization of the discrete Hardy inequality. In [6, Theorem 1], Bennett characterized the discrete Hardy inequality by breaking up into several cases depending on $p, q$. However, the condition presented there for the case $0 < q < p < 1$ had a complicated structure. Later, Grosse-Erdmann in [25, Theorem 9.2] presented an improved version of Bennett’s theorem. The following theorem is a combination of these results.

**Theorem 4.6.** Assume that $0 < p, q < \infty$ and $\{a_k\}_{k=N}^{M}$ and $\{b_k\}_{k=N}^{M}$ are sequences of non-negative real numbers. Then the inequality
\[ \left( \sum_{k=N}^{M} \left( \sum_{i=k}^{M} x_i b_i \right)^{q \left( \frac{p}{p-q} \right)} \right)^{\frac{1}{q}} \leq C \left( \sum_{k=N}^{M} x_k^p \right)^{\frac{1}{p}} \] (4.11)
holds for every sequence $\{x_k\}_{k=N}^{M}$ of non-negative real numbers if and only if
(i) either $p \leq 1$, $p \leq q$ and
\[ H_1 = \sup_{N \leq k \leq M} \left( \sum_{i=k}^{M} a_i \right)^{\frac{1}{q}} b_k < \infty, \]
(ii) or $q < p \leq 1$ and
\[ H_2 = \left( \sum_{k=N}^{M} a_k \left( \sum_{i=k}^{M} a_i \right)^{\frac{q}{p-q}} \sup_{N \leq i \leq k} b_i \right)^{\frac{p-q}{pq}} < \infty, \]
(iii) or $1 < p, q < p$ and
\[ H_3 = \left( \sum_{k=N}^{M} a_k \left( \sum_{i=k}^{M} a_i \right)^{\frac{q}{p-q}} \left( \sum_{i=N}^{k} b_i \right)^{\frac{q(p-1)}{p-q}} \right)^{\frac{p-q}{pq}} < \infty, \]
(iv) or $1 < p \leq q$ and
\[ H_4 = \sup_{N \leq k \leq M} \left( \sum_{i=k}^{M} a_i \right)^{\frac{1}{q}} \left( \sum_{i=N}^{k} b_i \right)^{\frac{q-1}{p}} < \infty. \]
Moreover, if we denote by $C$ the best constant in (4.11), then

$$C \approx \begin{cases} H_1 & \text{in the case (i),} \\ H_2 & \text{in the case (ii),} \\ H_3 & \text{in the case (iii),} \\ H_4 & \text{in the case (iv).} \end{cases}$$

Finally, we will need certain continuous analogues of some of the mentioned discrete results. We first recall that, for $0 < r \leq 1$, $a, b \in [0, \infty)$, $a < b$, and $v$ a weight on $(a, b)$, one has

$$V_r(a, b) = \sup_{f \in M(a, b)} \left( \int_a^b f^r v \right)^{\frac{1}{r}}. \quad (4.12)$$

We round this section off with a modified version of the classical weighted Hardy inequality. For the proof, see e.g. [37] or [46].

**Theorem 4.7.** Let $0 < r \leq 1$, $0 < q < \infty$, $a, b \in [0, \infty)$, $a < b$, and assume that $u$ and $v$ are weight functions on $(a, b)$. Denote

$$B(a, b) = \sup_{h \in M^+(a, b)} \left( \int_a^b \left( \int_a^t h^r u(t) dt \right)^{\frac{1}{r}} \right)^{\frac{1}{q}}. \quad (4.13)$$

(i) If $1 \leq q$, then

$$B(a, b) \approx \text{ess sup}_{t \in (a, b)} \left( \int_t^b u(t) \right)^{\frac{1}{q}} V_r(a, t).$$

(ii) If $q < 1$, then

$$B(a, b) \approx \left( \int_a^b \left( \int_t^b \right)^{\frac{1}{q-1}} u(t) V_r(a, t) \right)^{\frac{1}{q-1}}.$$

Moreover, in each case, the equivalence constants are independent of $a$ and $b$.

5. **Discretization**

In this section, we formulate discrete characterizations of (1.4). To this end, first we need to describe the fundamental elements of the discretization method.

**Definition 5.1.** Let $M \in \mathbb{Z} \cup \{+\infty\}$ and $\{x_k\}_{k=-\infty}^M$ be a strictly increasing sequence in $[a, b]$. We say that $\{x_k\}_{k=-\infty}^M$ is a covering sequence if $\lim_{k \to -\infty} x_k = 0$ and, either $M = +\infty$ and $\lim_{k \to \infty} x_k = \infty$ or $M \in \mathbb{Z}$ and $x_M = \infty$.

Denote by

$$W(t) = \int_0^t w(s) ds, \quad t \in [0, \infty].$$

**Definition 5.2.** Let $M \in \mathbb{Z} \cup \{+\infty\}$ and $w$ be a weight on $(0, \infty)$. We say that a covering sequence $\{x_k\}_{k=-\infty}^M \subset [0, \infty]$ is a discretizing sequence of $W$ if it satisfies $W(x_k) \approx 2^k$, $k \leq M$.

We shall need the following result from [20].
Lemma 5.3. Let $\alpha \geq 0$. Assume that $w$ is a weight on $(0, \infty)$, $\{x_k\}_{k=-\infty}^M$ is a discretizing sequence of $W$. If $h$ is a non-negative non-increasing function on $(0, \infty)$, then

$$\int_0^\infty W(x)^\alpha w(x)h(x)dx \approx \sum_{k=-\infty}^{M-1} 2^{k(\alpha+1)}h(x_k).$$

Next we show that (1.4) is equivalent to two more manageable discrete inequalities.

Lemma 5.4. Let $0 < r \leq 1$, $0 < p, q < \infty$ and let $u, v, w$ be weights on $(0, \infty)$. Then (1.4) holds for all $f \in \mathcal{M}^+$ if and only if both

$$\left(\sum_{k=-\infty}^{M-1} \left(\sum_{i=-\infty}^{k} 2^{-i\frac{r}{p}} V_r(x_{i-1}, x_i)^{\frac{q}{r}} \int_{x_k}^{x_{k+1}} u \right)^{\frac{1}{q}}\right)^{\frac{1}{r}} \leq C\left(\sum_{k=-\infty}^{M-1} a_k^p\right)^{\frac{1}{p}} \tag{5.1}$$

and

$$\left(\sum_{k=-\infty}^{M-1} 2^{-k\frac{r}{p}} B(x_k, x_{k+1}) a_k^q\right)^{\frac{1}{q}} \leq C''\left(\sum_{k=-\infty}^{M-1} a_k^p\right)^{\frac{1}{p}} \tag{5.2}$$

hold for every sequence of non-negative numbers $\{a_k\}_{k=-\infty}^M$, where $\{x_k\}_{k=-\infty}^M$ is the discretizing sequence of $W$, and $V_r(x_{k-1}, x_k)$ and $B(x_k, x_{k+1})$, $k \leq M-1$, are defined in (2.1) and (1.13), respectively. Moreover the best constants $C, C'$ and $C''$ in (1.4), (5.1) and (5.2), respectively, satisfy $C \approx C' + C''$.

Proof. Let $\{x_k\}_{k=-\infty}^M$ be the discretizing sequence of $W$. By Lemma 5.3 (with $\alpha = 0$) combined with (1.3) for $\beta = p$, we get

$$\text{RHS} \ (1.4) \approx \left(\sum_{k=-\infty}^{M-1} 2^{k}\left(\int_{x_k}^{x_{k+1}} f\right)^p\right)^{\frac{1}{p}}. \tag{5.3}$$

On the other hand, we have

$$\text{LHS} \ (1.4) = \left(\sum_{k=-\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left(\int_0^t f^r v \right)^{\frac{q}{r}} u(t) dt \right)^{\frac{1}{q}} \approx \left(\sum_{k=-\infty}^{M-1} \left(\int_0^t f^r v \right)^{\frac{q}{r}} \int_{x_k}^{x_{k+1}} u(t) dt \right)^{\frac{1}{q}} + \left(\sum_{k=-\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left(\int_0^t f^r v \right)^{\frac{q}{r}} u(t) dt \right)^{\frac{1}{q}}.$$

Therefore, (5.3) shows that inequality (1.4) holds for all non-negative measurable functions $f$ on $(0, \infty)$ if and only if both

$$\left(\sum_{k=-\infty}^{M-1} \left(\int_0^t f^r v \right)^{\frac{q}{r}} \int_{x_k}^{x_{k+1}} u(t) dt \right)^{\frac{1}{q}} \leq C'\left(\sum_{k=-\infty}^{M-1} 2^{k}\left(\int_{x_k}^{x_{k+1}} f\right)^p\right)^{\frac{1}{p}} \tag{5.4}$$

and

$$\left(\sum_{k=-\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left(\int_0^t f^r v \right)^{\frac{q}{r}} u(t) dt \right)^{\frac{1}{q}} \leq C''\left(\sum_{k=-\infty}^{M-1} 2^{k}\left(\int_{x_k}^{x_{k+1}} f\right)^p\right)^{\frac{1}{p}} \tag{5.5}$$

hold for all non-negative measurable functions $f$ on $(0, \infty)$. Moreover, the best constants $C$, $C'$ and $C''$ in (1.4), (5.3) and (5.5), respectively, satisfy $C \approx C' + C''$. 


We will now show that \((5.4)\) is equivalent to \((5.1)\). Assume first that \((5.4)\) holds. By \((4.12)\), there exist functions \(h_k \in \mathcal{M}^+, k \leq M - 1,\) on \((0, \infty)\) such that

\[
\text{supp } h_k \subset [x_{k-1}, x_k], \quad \int_{x_{k-1}}^{x_k} h_k = 1 \quad \text{and} \quad \left( \int_{x_{k-1}}^{x_k} h_k^r v \right)^{\frac{1}{r}} \geq \frac{1}{2} V_r(x_{k-1}, x_k).
\]

Fix a sequence of non-negative numbers \(\{a_m\}_{m=-\infty}^{M-1}\) and set \(f = \sum_{m=-\infty}^{M-1} 2^{-\frac{m}{p}} a_m h_m.\) Then

\[
\text{LHS } (5.4) = \left( \sum_{k=-\infty}^{M-1} \left( \sum_{i=-\infty}^{k} 2^{-\frac{i}{p}} a_i' \int_{x_{i-1}}^{x_i} h_i^r v \right) \int_{x_k}^{x_{k+1}} u \right)^{\frac{1}{q}} \geq \left( \sum_{k=-\infty}^{M-1} \left( \sum_{i=-\infty}^{k} 2^{-\frac{i}{p}} a_i' V_r(x_{i-1}, x_i)^r \right) \int_{x_k}^{x_{k+1}} u \right)^{\frac{1}{q}}.
\]

On the other hand,

\[
\text{RHS } (5.4) \approx \mathcal{C}' \left( \sum_{k=-\infty}^{M-1} a_k^p \left( \int_{x_{k-1}}^{x_k} h_k \right)^p \right)^{\frac{1}{p}} = \mathcal{C}' \left( \sum_{k=-\infty}^{M-1} a_k^p \right)^{\frac{1}{p}}.
\]

Altogether, this establishes \((5.1)\) with \(C' \lesssim \mathcal{C}'\). Conversely, assume that \((5.1)\) holds. Since

\[
V_r(x_{k-1}, x_k) \geq \left( \int_{x_{k-1}}^{x_k} h^r v \right)^{\frac{1}{r}} \left( \int_{x_{k-1}}^{x_k} h \right)^{-1}, \quad k \leq M - 1,
\]

for all \(h \in \mathcal{M}^+, (5.1)\) yields

\[
\left( \sum_{k=-\infty}^{M-1} \left( \sum_{i=-\infty}^{k} 2^{-\frac{i}{p}} \left( \int_{x_{i-1}}^{x_i} h^r v \right) \left( \int_{x_{i-1}}^{x_i} h \right)^{-r} a_i' \right) \int_{x_k}^{x_{k+1}} u \right)^{\frac{1}{q}} \leq C' \left( \sum_{k=-\infty}^{M-1} a_k^p \right)^{\frac{1}{p}}.
\]

On taking \(a_k = 2^k \int_{x_{k-1}}^{x_k} h,\) we get

\[
\left( \sum_{k=-\infty}^{M-1} \left( \sum_{i=-\infty}^{k} \int_{x_{i-1}}^{x_i} h^r v \right) \int_{x_k}^{x_{k+1}} u \right)^{\frac{1}{q}} \leq C' \left( \sum_{k=-\infty}^{M-1} 2^k \left( \int_{x_{k-1}}^{x_k} h \right)^p \right)^{\frac{1}{p}}.
\]

Therefore, \((5.4)\) holds with \(\mathcal{C}' \lesssim \mathcal{C}'\). Hence, \((5.4)\) is equivalent to \((5.1)\) and \(C' \approx \mathcal{C}'\).

Now we will show that \((5.5)\) is equivalent to \((5.2)\). Suppose that \((5.5)\) holds. By the definition of \(B(x_k, x_{k+1}),\) there exist functions \(g_k \in \mathcal{M}^+, k \leq M - 1,\) on \((0, \infty)\) such that

\[
\text{supp } g_k \subset [x_k, x_{k+1}], \quad \int_{x_k}^{x_{k+1}} g_k = 1 \quad \text{and} \quad \left( \int_{x_k}^{x_{k+1}} \left( \int_{x_k}^{t} g_k^r v \right) u(t) dt \right)^{\frac{1}{q}} \geq \frac{1}{2} B(x_k, x_{k+1}).
\]

Testing \((5.5)\) with \(f = \sum_{m=-\infty}^{M-1} 2^{-\frac{m}{p}} a_m g_m,\) where \(\{a_m\}_{m=-\infty}^{M-1}\) is a sequence of non-negative numbers, we get \((5.2)\) with \(C'' \lesssim \mathcal{C}''\). Conversely, assume that \((5.2)\) holds. Since

\[
B(x_k, x_{k+1}) \geq \left( \int_{x_k}^{x_{k+1}} \left( \int_{x_k}^{t} g^r v \right) u(t) dt \right)^{\frac{1}{q}} \left( \int_{x_k}^{x_{k+1}} g \right)^{-1}, \quad k \leq M - 1,
\]

for every \(g \in \mathcal{M}^+\), applying the latter inequality and putting \(a_k = 2^k \int_{x_k}^{x_{k+1}} g\) in \((5.2),\) we obtain \((5.5).\) Moreover, \(\mathcal{C}'' \lesssim C''\). Altogether, the claim follows. \(\square\)
Now we are in position to state and prove the main result of this section, namely a discrete characterization of inequality (1.4).

**Theorem 5.5.** Let $0 < r < 1$, $0 < p, q < \infty$, let $u, v, w$ be weights on $(0, \infty)$ and let $\{x_k\}_{k=-\infty}^{M}$ be a discretizing sequence of $W$.

(i) If $p \leq q \leq r$, then (1.4) holds for all $f \in M^+$ if and only if $\max\{A_1, B_1\} < \infty$, where

$$
A_1 = \sup_{k \leq M-1} 2^{\frac{k}{p}} \int_{x_k}^{x_k} u(t) V_r(x_{k-1}, x_k) \left( \int_{x_k}^{x_k} u \right)^{\frac{1}{p}}
$$

and

$$
B_1 = \sup_{k \leq M-1} 2^{\frac{k}{p}} \sup_{t \in (x_k, x_{k+1})} \left( \int_{x_k}^{x_k} u \right)^{\frac{1}{p}} V_r(x_k, t).
$$

Moreover, the best constant $C$ in (1.4) satisfies $C \approx A_1 + B_1$.

(ii) If $p \leq q < 1$, and $p \leq r \leq 1$, then (1.4) holds for all $f \in M^+$ if and only if $\max\{A_1, B_2\} < \infty$, where

$$
B_2 = \sup_{k \leq M-1} 2^{\frac{k}{p}} \left( \int_{x_k}^{x_k} \left( \int_{x_k}^{x_k} u \right)^{\frac{1}{p}} u(t) V_r(x_{k-1}, x_k) \left( \int_{x_k}^{x_k} u \right)^{\frac{1}{p}} \right)^{\frac{1}{q}}.
$$

Moreover, the best constant $C$ in (1.4) satisfies $C \approx A_1 + B_2$.

(iii) If $r < p \leq q$, and $r \leq 1 \leq q$, then (1.4) holds for all $f \in M^+$ if and only if $\max\{A_2, B_1\} < \infty$, where

$$
A_2 = \sup_{k \leq M-1} \left( \int_{x_k}^{x_k} u \right)^{\frac{1}{p}} \left( \sum_{i=-\infty}^{k} 2^{-\frac{i}{p-r}} V_r(x_{i-1}, x_i)^{\frac{pr}{q}} \right)^{\frac{p}{q}}.
$$

Moreover, the best constant $C$ in (1.4) satisfies $C \approx A_2 + B_1$.

(iv) If $r < p \leq q < 1$, then (1.4) holds for all $f \in M^+$ if and only if $\max\{A_2, B_2\} < \infty$.

Moreover, the best constant $C$ in (1.4) satisfies $C \approx A_2 + B_2$.

(v) If $q < p \leq r \leq 1$, then (1.4) holds for all $f \in M^+$ if and only if $\max\{A_3, B_3\} < \infty$, where

$$
A_3 = \left( \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_k} u \right)^{\frac{1}{p}} \sup_{i \leq k} 2^{-\frac{i}{p-q}} V_r(x_{i-1}, x_i)^{\frac{pq}{q}} \right)^{\frac{p}{q}}
$$

and

$$
B_3 = \left( \sum_{k=-\infty}^{M-1} 2^{-k}\frac{q}{p-q} \left( \int_{x_k}^{x_k} \left( \int_{x_k}^{x_k} u \right)^{\frac{1}{p}} u(t) V_r(x_k, t) \left( \int_{x_k}^{x_k} u \right)^{\frac{1}{p}} \right)^{\frac{p(1-q)}{p-q}} \right)^{\frac{p-q}{pq}}.
$$

Moreover, the best constant $C$ in (1.4) satisfies $C \approx A_3 + B_3$.

(vi) If $q < p < 1$, $r < p$ and $r \leq 1$, then (1.4) holds for all $f \in M^+$ if and only if $\max\{A_4, B_3\} < \infty$, where

$$
A_4 = \left( \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_k} u \right)^{\frac{1}{p}} \left( \int_{x_k}^{x_k} u \right)^{\frac{1}{p}} \left( \sum_{i=-\infty}^{k} 2^{-\frac{i}{p-q}} V_r(x_{i-1}, x_i)^{\frac{pq}{q}} \right)^{\frac{p(1-q)}{p-q}} \right)^{\frac{p-q}{pq}}.
$$

Moreover, the best constant $C$ in (1.4) satisfies $C \approx A_4 + B_3$. 

(vii) If \( r \leq 1 < q < p \), then (1.4) holds for all \( f \in M^+ \) if and only if \( \max\{A_4, B_4\} < \infty \), where
\[
B_4 = \left( \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \sup_{t \in (x_k, x_{k+1})} \left( \int_t^{x_{k+1}} u \right)^{\frac{q}{p-q}} V_r(x_k, t)^{\frac{p}{p-q}} \right)^{\frac{p-q}{p-q}}.
\]
Moreover, the best constant \( C \) in (1.4) satisfies \( C \approx A_4 + B_4 \).

**Proof.** By Lemma 5.4, the best constant in (1.4) satisfies \( C \approx C' + C'' \), where \( C' \) and \( C'' \) are the best constant in (5.1) and (5.2), respectively. Characterization of \( C' \) can be obtained by Theorem 4.6 combined with (4.12), and he characterization of \( C'' \) follows from Theorems 4.5 and 4.7. \( \square \)

**Remark 5.6.** Given a discretizing sequence \( \{x_k\}_{k=-\infty}^{M} \) of \( W \), we can write
\[
V_r(0, x_k) = \begin{cases} 
\left( \sum_{i=-\infty}^{k} \int_{x_{i-1}}^{x_i} v \frac{1}{q} \right)^{\frac{q}{p}}, & \text{if } 0 < r < 1, \\
\sup_{i \leq k} \sup_{s \in (x_{i-1}, x_i)} v(s), & \text{if } r = 1.
\end{cases}
\]
(5.6)

Since \( \left\{ 2^{-\frac{1}{r}} \left( \int_{x_{i}}^{\infty} u \right)^{\frac{1}{q}} \right\} \) is strongly decreasing, we can infer from (5.6) on applying either (4.11) (when \( r < 1 \)) or (4.1) (when \( r = 1 \)) that
\[
\sup_{k \leq M-1} 2^{-\frac{k}{r}} \left( \int_{x_k}^{\infty} u \right)^{\frac{1}{q}} V_r(0, x_k) \approx \sup_{k \leq M-1} 2^{-\frac{k}{r}} \left( \int_{x_k}^{\infty} u \right)^{\frac{1}{q}} V_r(x_{k-1}, x_k) = A_1.
\]
Consequently, if \( A_1 < \infty \), then, owing to \( \lim_{k \to -\infty} 2^{-\frac{k}{r}} \left( \int_{x_k}^{\infty} u \right)^{\frac{1}{q}} = \infty \), we have
\[
\lim_{k \to -\infty} V_r(0, x_k) = 0.
\]
(5.8)

Moreover, it is evident that \( A_1 \leq A_2 \). Additionally, using (4.7) with \( \beta = \frac{p}{p-q} \), we obtain for each \( k \in \mathbb{Z}, k \leq M-1 \), that
\[
A_1 = \sup_{k \leq M-1} 2^{-\frac{k}{r}} V_r(x_{k-1}, x_k) \left( \sum_{i=k}^{M-1} \int_{x_i}^{x_{i+1}} u \right)^{\frac{1}{q}}
\approx \sup_{k \leq M-1} 2^{-\frac{k}{r}} V_r(x_{k-1}, x_k) \left( \sum_{i=k}^{M-1} \left( \int_{x_i}^{x_{i+1}} u \right) \int_{x_i}^{\infty} u \right)^{\frac{q}{p-q}} V_r(x_{k-1}, x_k)
\leq \sup_{k \leq M-1} \left( \sum_{i=k}^{M-1} \left( \int_{x_i}^{x_{i+1}} u \right) \int_{x_i}^{\infty} u \right)^{\frac{q}{p-q}} \sup_{m \leq i} 2^{-m} V_r(x_{m-1}, x_m)^{\frac{p}{p-q}} V_r(x_{m-1}, x_m)^{\frac{p}{p-q}}
= A_2.
\]
(5.9)

We can similarly show that \( A_1 \leq A_4 \). Therefore, the conditions \( A_2 < \infty, A_3 < \infty \) and \( A_4 < \infty \) yield (5.5) as well. Consequently, without loss of generality we can (and will) assume that
\[
\lim_{t \to 0^+} V_r(0, t) = 0.
\]
6. Proofs of the main results

Proof of Theorem 2.1. (i) We have by Theorem 5.5(i) that the best constant \( C \) satisfies \( C \approx A_1 + B_1 \). We will prove that \( C_1 \approx A_1 + B_1 \). Since \( \{x_k\}_{k=-\infty}^M \) is the discretizing sequence of \( W \), we have

\[
C_1 = \sup_{k \leq M-1} \text{ess sup}_{t \in (x_k, x_{k+1})} \left( \int_0^t w \right)^{-\frac{1}{p}} \left( \int_t^\infty u \right)^{-\frac{1}{q}} V_r(0, t)
\]

\[
\approx \sup_{k \leq M-1} 2^{-\frac{k}{p}} \text{ess sup}_{t \in (x_k, x_{k+1})} \left( \int_t^\infty u \right)^{-\frac{1}{q}} V_r(0, t).
\]

(6.1)

Using the fact that

\[ V_r(0, t) \approx V_r(0, x_k) + V_r(x_k, t) \quad \text{for } t \in (x_k, x_{k+1}), \]

we obtain that

\[
C_1 \approx A_1 + B_1 + \sup_{k \leq M-2} 2^{-\frac{k}{p}} \left( \int_{x_{k+1}}^\infty u \right)^{-\frac{1}{q}} V_r(x_k, x_{k+1}) \approx A_1 + B_1.
\]

(ii) Similarly as above, owing to Theorem 5.5(ii), it suffices to show that \( C_1 + C_2 \approx A_1 + B_2 \). Observe that, for any \( x, y \in \mathbb{R} \),

\[
\text{ess sup}_{t \in (x, y)} \left( \int_t^y u \right)^{-\frac{1}{q}} V_r(x, t) \approx \text{ess sup}_{t \in (x, y)} \left( \int_t^y \left( \int_s^y u \right)^{-\frac{1}{q}} u(s) ds \right)^{-\frac{1}{q}} V_r(x, t)
\]

\[
\leq \left( \int_x^y \left( \int_s^y u \right)^{-\frac{1}{q}} u(s) V_r(x, s)^{-\frac{1}{1-q}} ds \right)^{1-q} \left( \int_x^y \left( \int_s^y u \right)^{-\frac{1}{q}} \right)^{\frac{1}{q}}.
\]

(6.3)

We conclude that \( B_1 \lesssim B_2 \). In addition, we proved in the preceding case that \( C_1 \approx A_1 + B_1 \). Thus, \( A_1 \lesssim C_1 \lesssim A_1 + B_2 \). On the other hand, since \( \{x_k\}_{k=-\infty}^M \) is the discretizing sequence of \( W \), properties of \( \{x_k\}_{k=-\infty}^M \) and (4.4) yield that

\[
C_2 = \sup_{k \leq M-1} \sup_{x \in (x_k, x_{k+1})} \left( \int_0^x w \right)^{-\frac{1}{p}} \left( \int_0^\infty \left( \int_t^\infty u \right)^{\frac{1}{1-q}} u(t) V_r(0, t)^{\frac{1}{1-q}} dt \right)^{\frac{1}{1-q}}
\]

\[
\approx \sup_{k \leq M-1} 2^{-\frac{k}{p}} \left( \sum_{i=-\infty}^k \int_{x_i}^{x_{i+1}} \left( \int_t^\infty u \right)^{\frac{1}{1-q}} u(t) V_r(0, t)^{\frac{1}{1-q}} dt \right)^{\frac{1}{1-q}}
\]

\[
\approx \sup_{k \leq M-1} 2^{-\frac{k}{p}} \left( \int_{x_k}^{x_{k+1}} \left( \int_t^\infty u \right)^{\frac{1}{1-q}} u(t) V_r(0, t)^{\frac{1}{1-q}} dt \right)^{\frac{1}{1-q}}.
\]
It is thus clear that $B_2 \lesssim C_2$, and, in turn, $A_1 + B_2 \lesssim C_1 + C_2$. It remains to show that $C_2 \lesssim A_1 + B_2$. Using (6.2), we have

$$C_2 \approx \sup_{k \leq M-1} 2^{-\frac{k}{p}} \left( \int_{x_k}^{x_{k+1}} \left( \int_t^\infty u \left( \int_t^\infty u \right)^{\frac{q}{1-q}} V_r(x_k,t) \right)^{\frac{1}{1-q}} dt \right)^{\frac{1-q}{q}}$$

$$+ \sup_{k \leq M-1} 2^{-\frac{k}{p}} V_r(0,x_k) \left( \int_{x_k}^{\infty} \left( \int_t^\infty u \right)^{\frac{q}{1-q}} u(t) dt \right)^{\frac{1}{1-q}}.$$

Integration by parts gives

$$C_2 \lesssim \sup_{k \leq M-1} 2^{-\frac{k}{p}} \left( \int_{x_k}^{x_{k+1}} \left( \int_t^\infty u \right)^{\frac{1}{q}} d \left[ \left( V_r(x_k,t) \right)^{\frac{q}{1-q}} \right] \right)^{\frac{1-q}{q}}$$

$$+ \sup_{k \leq M-1} 2^{-\frac{k}{p}} \lim_{t \to x_k^+} \left( \int_t^\infty u \right)^{\frac{1}{q}} V_r(x_k,t)$$

$$+ \sup_{k \leq M-1} 2^{-\frac{k}{p}} V_r(0,x_k) \left( \int_{x_k}^{\infty} \left( \int_t^\infty u \right)^{\frac{1}{q}} \right)^{\frac{1}{q}}$$

$$= C_{2,1} + C_{2,2} + C_{2,3}.$$

Using (5.7), we get $C_{2,3} \approx A_1$. On the other hand, note that

$$\lim_{t \to x_k^+} \left( \int_t^\infty u \right)^{\frac{1}{q}} V_r(x_k,t) \leq \text{ess sup}_{s \in (x_k,x_{k+1})} \left( \int_s^\infty u \right)^{\frac{1}{q}} V_r(x_k,s).$$

Thus, (6.4) gives

$$C_{2,2} \lesssim \sup_{k \leq M-1} 2^{-\frac{k}{p}} \text{ess sup}_{t \in (x_k,x_{k+1})} \left( \int_t^{x_{k+1}} u \right)^{\frac{1}{q}} V_r(x_k,t) + \sup_{k \leq M-2} 2^{-\frac{k}{p}} \left( \int_{x_{k+1}}^\infty u \right)^{\frac{1}{q}} V_r(x_k,x_{k+1}).$$

Using (6.3), we obtain $C_{2,2} \lesssim B_2 + A_1$. Moreover,

$$C_{2,1} \approx \sup_{k \leq M-1} 2^{-\frac{k}{p}} \left( \int_{x_k}^{x_{k+1}} \left( \int_t^{x_{k+1}} u \right)^{\frac{1}{q}} d \left[ \left( V_r(x_k,t) \right)^{\frac{q}{1-q}} \right] \right)^{\frac{1-q}{q}}$$

$$+ \sup_{k \leq M-2} 2^{-\frac{k}{p}} \left( \int_{x_k}^{\infty} \left( \int_t^{x_{k+1}} u \right)^{\frac{1}{q}} d \left[ \left( V_r(x_k,t) \right)^{\frac{q}{1-q}} \right] \right)^{\frac{1-q}{q}}.$$

Thus, integration by parts yields that $C_{2,1} \lesssim B_2 + A_1$. Altogether, we arrive at $C_2 \lesssim C_{2,1} + C_{2,2} + C_{2,3} \lesssim A_1 + B_2$.

(iii) By Theorem 5.5 (iii), we have that the best constant $C$ in (1.3) satisfies $C \approx A_2 + B_1$. We will now show that $C_1 + C_3 \approx A_2 + B_1$. We have shown in case (i) that $C_1 \approx A_1 + B_1$. Since $A_1 \leq A_2$ is obvious, we get $B_1 \lesssim C_1 \lesssim A_2 + B_1$. Next, we will find a suitable upper estimate for $C_3$. As $\{x_k\}_{k=-\infty}^M$ is a discretizing sequence of $W$, we have

$$C_3 = \sup_{k \leq M-1} \sup_{x \in (x_k,x_{k+1})} \left( \int_{x_k}^{\infty} u \right)^{\frac{1}{q}} \left( \int_0^t w(t) V_r(0,t) \right)^{\frac{pr}{p-r}} dt$$

$$\approx \sup_{k \leq M-1} \left( \int_{x_k}^{\infty} u \right)^{\frac{1}{q}} \left( \int_0^t w(t) V_r(0,t) \right)^{\frac{pr}{p-r}} dt \left( \int_{x_k}^{\infty} u \right)^{\frac{1}{q}}.$$
On the other hand, in view of (5.6), using (4.2) when \( r < 1 \) and (4.3) when \( r = 1 \),

\[
\sum_{i=\infty}^{k} 2^{-i\frac{r}{p-r}} V_r(x_i, x_i)_{p-r}^\frac{p}{p-r} \approx \sum_{i=-\infty}^{k} 2^{-i\frac{r}{p-r}} V_r(x_{i-1}, x_i)_{p-r}^\frac{p}{p-r}
\]

(6.5)

holds. Applying (6.5), we obtain

\[
\int_0^{x_k} \left( \int_0^t w \right)^{\frac{1}{q}} w(t) V_r(0, t)_{p-r}^\frac{p}{p-r} dt = \sum_{i=-\infty}^{k} \int_{x_{i-1}}^{x_i} \left( \int_0^t w \right)^{\frac{1}{q}} w(t) V_r(0, t)_{p-r}^\frac{p}{p-r} dt
\]

\[
\lesssim \sum_{i=-\infty}^{k} 2^{-i\frac{r}{p-r}} V_r(x_{i-1}, x_i)_{p-r}^\frac{p}{p-r}.
\]

Thus, (6.6) implies \( C_{3,1} \lesssim A_2 \). Moreover, (6.1) together with \( C_1 \lesssim A_2 + B_1 \) yield

\[
C_{3,2} \leq \sup_{k \leq M-1} 2^{-\frac{k}{p}} \underset{x \in (x_k, x_{k+1})}{\text{ess sup}} \left( \int_x^\infty u \right)^{\frac{1}{q}} V_r(0, x) \approx C_1 \lesssim A_2 + B_1.
\]

Consequently, we arrive at \( C_1 + C_3 \lesssim A_2 + B_1 \). We will be done once we show that \( A_2 \lesssim C_3 + C_1 \). To this end, we need the estimate

\[
\sum_{i=-\infty}^{k-1} 2^{-i\frac{r}{p-r}} V_r(x_{i-1}, x_i)_{p-r}^\frac{p}{p-r} \approx \sum_{i=-\infty}^{k-1} \int_{x_{i-1}}^{x_i} \left( \int_0^t w \right)^{\frac{1}{q}} w(t) dt V_r(x_{i-1}, x_i)_{p-r}^\frac{p}{p-r}
\]

\[
\lesssim \int_0^{x_k} \left( \int_0^t w \right)^{\frac{1}{q}} w(t) V_r(0, t)_{p-r}^\frac{p}{p-r} dt.
\]

(6.7)

In view of (6.7), we have

\[
A_2 \approx A_1 + \sup_{k \leq M-1} \left( \int_{x_k}^\infty u \right)^{\frac{1}{q}} \left( \int_0^{x_k} \left( \int_0^t w \right)^{\frac{1}{q}} w(t) V_r(0, t)_{p-r}^\frac{p}{p-r} dt \right)^{\frac{p-r}{p}}.
\]

Since \( A_1 \lesssim C_1 \), we arrive at

\[
A_2 \lesssim C_1 + \sup_{k \leq M-1} \sup_{x \in (x_k, x_{k+1})} \left( \int_x^\infty u \right)^{\frac{1}{q}} \left( \int_0^{x} \left( \int_0^t w \right)^{\frac{1}{q}} w(t) V_r(0, t)_{p-r}^\frac{p}{p-r} dt \right)^{\frac{p-r}{p}}
\]

\[
= C_1 + C_3,
\]

and the assertion follows.

(iv) By Theorem 5.9 iv), the best constant \( C \) in (1.14) satisfies \( C \approx A_2 + B_2 \). We will show that \( C_1 + C_2 + C_3 \approx A_2 + B_2 \). Note that, in the proofs of the cases (i)-(iii), the actual positions of the parameters did not play any role. We can survey these results as

\[
C_1 \approx A_1 + B_1 \leq A_2 + B_2,
C_2 \lesssim A_1 + B_2 \leq A_2 + B_2,
C_3 \approx A_2 + B_1 \lesssim A_2 + B_2.
\]
On the other hand, we have $A_2 \lesssim C_3 + C_1$ and $B_2 \lesssim C_2$. Combining these estimates gives $A_2 + B_2 \lesssim C_1 + C_2 + C_3 \lesssim A_2 + B_2$, and the assertion follows once again.

(v) By Theorem 5.3(v) we have $C \approx A_3 + B_3$. We will prove that $A_3 + B_3 \approx C_4 + C_5$. Taking (5.6) into consideration, we observe that, using (4.4) when $r < 1$ and (4.1) when $r = 1$,

$$
\sup_{i \leq k} 2^{-i \frac{q}{p-q}} V_r(x, t)^{\frac{pq}{p-q}} \approx \sup_{i \leq k} 2^{-i \frac{q}{p-q}} V_r(x_{i-1}, x_i)^{\frac{pq}{p-q}}.
$$

(6.8)

By (6.8), we get the chain of relations

$$
\sup_{t \in (0, x_k)} \left( \int_0^t w \right)^{-\frac{q}{p-q}} V_r(0, t)^{\frac{pq}{p-q}} = \sup_{t \in (x_{k-1}, x_k)} \left( \int_0^t w \right)^{-\frac{q}{p-q}} V_r(0, t)^{\frac{pq}{p-q}} \approx \sup_{i \leq k} 2^{-i \frac{q}{p-q}} V_r(x_{i-1}, x_i)^{\frac{pq}{p-q}}.
$$

(6.9)

We will next show that $C_4 \lesssim A_3 + B_3$. Integration by parts gives

$$
\frac{C_4^{pq}}{p-q} \approx \sum_{k=\infty}^{M-2} \int_{x_k}^{x_{k+1}} \left( \int_0^t u \right)^{\frac{pq}{p-q}} u(t) \sup_{s \in (0, t)} \left( \int_0^s w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}} dt
$$

$$
+ \int_{x_{M-1}}^{x_M} \left( \int_0^t u \right)^{\frac{pq}{p-q}} u(t) \sup_{s \in (0, t)} \left( \int_0^s w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}} dt
$$

$$
\leq \sum_{k=\infty}^{M-2} \left( \int_{x_k}^{x_{k+1}} \left( \int_0^t u \right)^{\frac{pq}{p-q}} dt \right) \sup_{s \in (0, x_k)} \left( \int_0^s w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}}
$$

$$
+ \int_{x_{M-1}}^{x_M} \left( \int_0^t u \right)^{\frac{pq}{p-q}} u(t) \sup_{s \in (0, t)} \left( \int_0^s w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}} dt
$$

$$
\approx \sum_{k=\infty}^{M-2} \left( \int_{x_k}^{x_{k+1}} \left( \int_0^t u \right)^{\frac{pq}{p-q}} dt \right) \sup_{s \in (0, x_k)} \left( \int_0^s w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}}
$$

$$
+ \sum_{k=\infty}^{M-2} \int_{x_k}^{x_{k+1}} \left( \int_0^t u \right)^{\frac{pq}{p-q}} dt \sup_{s \in (0, x_k)} \left( \int_0^s w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}}
$$

$$
+ \sum_{k=\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left( \int_0^t u \right)^{\frac{pq}{p-q}} \sup_{s \in (0, x_k)} \left( \int_0^s w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}}
$$

$$
+ \int_{x_{M-1}}^{x_M} \left( \int_0^t u \right)^{\frac{pq}{p-q}} u(t) \sup_{s \in (0, t)} \left( \int_0^s w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}} dt.
$$
One more use of integration by parts tells us that

\[
C_4^{pq} \lesssim \sum_{k=-\infty}^{M-2} \left[ \left( \int_{x_k}^{\infty} u \frac{u}{p} \right)^{\frac{q}{p-q}} - \left( \int_{x_{k+1}}^{\infty} u \frac{u}{p} \right)^{\frac{q}{p-q}} \right] \sup_{s \in (0, x_k)} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}} \tag{6.10}
\]

\[
+ \sum_{k=-\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left( \int_t^{x_{k+1}} u \right)^{\frac{q}{p-q}} u(t) \sup_{s \in (0, t)} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}} dt
\]

\[
+ \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{\infty} u \right)^{\frac{q}{p-q}} \left[ \sup_{s \in (0, x_k)} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}} \right.
\]

\[
- \sup_{s \in (0, x_{k-1})} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}} \left. \right]\]

Applying (4.9) with

\[
c_k = \int_{x_k}^{x_{k+1}} \left( \int_t^{\infty} u \right)^{\frac{q}{p-q}} u(t) dt
\]

and

\[
b_k = \sup_{s \in (0, x_k)} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}}, \tag{6.11}
\]

we can see that

\[
\sum_{k=-\infty}^{M-2} \left[ \left( \int_{x_k}^{\infty} u \frac{u}{p} \right)^{\frac{q}{p-q}} - \left( \int_{x_{k+1}}^{\infty} u \frac{u}{p} \right)^{\frac{q}{p-q}} \right] \sup_{s \in (0, x_k)} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}}
\]

\[
= \sum_{k=-\infty}^{M-2} \left[ \int_{x_k}^{x_{k+1}} \left( \int_t^{\infty} u \right)^{\frac{q}{p-q}} u(t) dt \right] \sup_{s \in (0, x_k)} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}}
\]

\[
\approx \sum_{k=-\infty}^{M-2} \left( \int_{x_k}^{x_{k-1}} u \right)^{\frac{q}{p-q}} \left[ \sup_{s \in (0, x_{k-1})} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}} \right]
\]

\[
+ \lim_{k \to -\infty} \left( \int_{x_k}^{x_{k-1}} u \right)^{\frac{q}{p-q}} \sup_{s \in (0, x_k)} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}}.
\]

Plugging this in (6.10), we obtain

\[
C_4^{pq} \lesssim \sum_{k=-\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left( \int_t^{x_{k+1}} u \right)^{\frac{q}{p-q}} u(t) \sup_{s \in (0, t)} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}} dt
\]

\[
+ \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{\infty} u \right)^{\frac{q}{p-q}} \left[ \sup_{s \in (0, x_k)} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}} \right.
\]

\[
- \sup_{s \in (0, x_{k-1})} \left( \int_0^s w \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{p}{p-q}} \left. \right]\]
We shall now find a suitable upper estimate for $s$.

Using the fact that

\[ C_k \leq \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} \left( \int_{t}^{x_{k+1}} u \right)^{\frac{q}{p-q}} u(t) dt \right) \left( \int_{x_k}^{x_{k+1}} w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}} \]

we further have

\[ C_{4,2} + C_{4,3} \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u \right)^{\frac{q}{p-q}} \left( \int_{x_k}^{x_{k+1}} \right)^{\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}} \]

\[ \approx A^3_{\frac{pq}{p-q}}. \]  

We shall now find a suitable upper estimate for $C_{4,1}$. Observe that

\[ C_{4,1} \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} \left( \int_{t}^{x_{k+1}} u \right)^{\frac{q}{p-q}} u(t) dt \right) \left( \int_{x_k}^{x_{k+1}} w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}} \]

\[ \approx A^3_{\frac{pq}{p-q}}. \]  

Note that we applied (6.2) to obtain the last equivalence. We further have

\[ C_{4,1} \leq \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u \right)^{\frac{q}{p-q}} \left( \int_{x_k}^{x_{k+1}} w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}} \]

\[ + \sum_{k=-\infty}^{M-1} 2^{-k} 2^{-k} \int_{x_k}^{x_{k+1}} \left( \int_{t}^{x_{k+1}} u \right)^{\frac{q}{p-q}} u(t) V_r(0, t)^{\frac{pq}{p-q}} dt \]

\[ \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u \right)^{\frac{q}{p-q}} \left( \int_{x_k}^{x_{k+1}} w \right)^{-\frac{q}{p-q}} V_r(0, s)^{\frac{pq}{p-q}} \]

\[ + \sum_{k=-\infty}^{M-1} 2^{-k} 2^{-k} \int_{x_k}^{x_{k+1}} \left( \int_{t}^{x_{k+1}} u \right)^{\frac{q}{p-q}} u(t) V_r(x_k, t)^{\frac{pq}{p-q}} dt \]

\[ + \sum_{k=-\infty}^{M-1} 2^{-k} \int_{x_k}^{x_{k+1}} u \left( \int_{x_k}^{x_{k+1}} w \right)^{\frac{q}{p-q}} \sup_{i \leq k} 2^{-i} V_r(0, x_i)^{\frac{pq}{p-q}}. \]
In view of (6.8) and (6.9), we obtain that
\[ C_{4,1} \lesssim A_3^{\frac{p}{p-q}} + \sum_{k=-\infty}^{M-1} 2^{-k} \int_{x_k}^{x_{k+1}} \left( \int_t^{x_{k+1}} u(t) V_r(x_k, t)^{\frac{pq}{p-q}} dt \right) dx. \]

Moreover, since \( V_r(x_k, t) \) is an increasing function and \( \frac{p-q}{p(1-q)} < 1 \), applying a special case of [26] Proposition 2.1, we get
\[
\int_{x_k}^{x_{k+1}} \left( \int_t^{x_{k+1}} u(t) V_r(x_k, t)^{\frac{pq}{p-q}} dt \right) dx \lesssim \left( \int_{x_k}^{x_{k+1}} \left( \int_t^{x_{k+1}} u(t) V_r(x_k, t)^{\frac{1}{1-q}} dt \right)^{p(1-q)} \right) dx.
\]

Therefore, \( C_{4,1}^{\frac{pq}{p-q}} \lesssim A_3 + B_3 \). Consequently, (6.12) implies
\[
C_4 \lesssim A_3 + B_3. \tag{6.13}
\]

Next, we will prove that \( C_5 \lesssim A_3 + B_3 \). Assume that \( \max\{A_3, B_3\} < \infty \). Then
\[
\begin{align*}
C_5^{\frac{pq}{p-q}} & \lesssim \sum_{k=-\infty}^{M-2} \int_{x_k}^{x_{k+1}} \left( \int_0^x w(x) \left( \int_0^x \left( \int_t^{x_{k+1}} u(t) V_r(0, t)^{\frac{aq}{1-q}} dt \right)^{\frac{1}{1-q}} \right)^{\frac{p(1-q)}{p-q}} dx \
& \quad + \left( \int_0^x w(x) \left( \int_0^x \left( \int_t^{x_{k+1}} u(t) V_r(0, t)^{\frac{aq}{1-q}} dt \right)^{\frac{1}{1-q}} \right)^{\frac{p(1-q)}{p-q}} dx \
& \quad + \left( \int_0^\infty w(x) \left( \int_0^x \left( \int_t^{x_{k+1}} u(t) V_r(0, t)^{\frac{aq}{1-q}} dt \right)^{\frac{1}{1-q}} \right)^{\frac{p(1-q)}{p-q}} dx
\end{align*}
\]

On the other hand, (5.9) together with (5.7) yields
\[
\lim_{t \to 0^+} \left( \int_t^\infty u \right)^{\frac{1}{1-q}} V_r(0, t)^{\frac{aq}{1-q}} = 0. \tag{6.14}
\]

Since \( V_r(0, t) \approx V_r(0, x_{M-1}) + V_r(x_{M-1}, t) \) for each \( t \in (x_{M-1}, \infty) \), we have
\[
\int_{x_{M-1}}^\infty \left( \int_s^\infty u \right)^{\frac{1}{1-q}} \left( \int_t^{x_{M-1}} V_r(0, s)^{\frac{aq}{1-q}} ds \right) < \infty.
\]

Consequently, for each \( t \in (x_{M-1}, \infty) \),
\[
V_r(0, t)^{\frac{aq}{1-q}} \left( \int_t^\infty u \right)^{\frac{1}{1-q}} \lesssim \left( \int_t^\infty \left( \int_s^\infty u \right)^{\frac{1}{1-q}} V_r(0, s)^{\frac{aq}{1-q}} ds \right)^{\frac{1}{1-q}}.
\]

and one immediately obtains
\[
\lim_{t \to \infty} \left( \int_t^\infty u \right)^{\frac{1}{1-q}} V_r(0, t)^{\frac{aq}{1-q}} = 0. \tag{6.15}
\]
Thus, integration by parts yields that
\[ C_5^{\frac{p}{p-q}} \lesssim \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \left( \int_{x_{k+1}}^{x_k} \left( \int_t^{x_{k+1}} u \right)^{\frac{1}{1-q}} d\left[ V_r(0, t)^{\frac{q}{1-q}} \right] \right)^{\frac{p(1-q)}{p-q}} = D_1. \] (6.16)

We have,
\[
D_1 = \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \left( \sum_{i=-\infty}^{k} \int_{x_i}^{x_{i+1}} \left( \int_t^{x_{i+1}} u \right)^{\frac{1}{1-q}} d\left[ V_r(0, t)^{\frac{q}{1-q}} \right] \right)^{\frac{p(1-q)}{p-q}} \\
\approx \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \left( \sum_{i=-\infty}^{k} \int_{x_i}^{x_{i+1}} \left( \int_t^{x_{i+1}} u \right)^{\frac{1}{1-q}} d\left[ V_r(0, t)^{\frac{q}{1-q}} \right] \right)^{\frac{p(1-q)}{p-q}} \\
+ \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \left( \sum_{j=-\infty}^{k-1} \left( \int_{j+1}^{x_j+2} u \right)^{\frac{1}{1-q}} \int_{x_j}^{x_{j+1}} d\left[ V_r(0, t)^{\frac{q}{1-q}} \right] \right)^{\frac{p(1-q)}{p-q}}.
\]

Applying (4.2) to the first term and Minkowski’s inequality with \( \frac{1}{1-q} > 1 \) to the second one, we obtain that
\[
D_1 \lesssim \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \left( \int_{x_k}^{x_{k+1}} \left( \int_t^{x_{k+1}} u \right)^{\frac{1}{1-q}} d\left[ V_r(0, t)^{\frac{q}{1-q}} \right] \right)^{\frac{p(1-q)}{p-q}} \\
+ \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \left( \sum_{j=-\infty}^{k-1} \left( \int_{j+1}^{x_j+2} u \right)^{\frac{1}{1-q}} \left( \int_0^{x_{j+1}} d\left[ V_r(0, t)^{\frac{q}{1-q}} \right] \right)^{\frac{p(1-q)}{p-q}} \right).
\]

Integration by parts together with (4.2) gives
\[
D_1 \lesssim \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \left( \int_{x_k}^{x_{k+1}} \left( \int_t^{x_{k+1}} u \right)^{\frac{1}{1-q}} u(t) V_r(0, t)^{\frac{q}{1-q}} \right)^{\frac{p(1-q)}{p-q}} \\
+ \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \left( \int_{x_k}^{x_{k+1}} u \right)^{\frac{p}{p-q}} V_r(0, x_k)^{\frac{pq}{p-q}}.
\]

Then, applying (6.2) and (6.8), we arrive at
\[
D_1 \lesssim B_3^{\frac{pq}{p-q}} + \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \left( \int_{x_k}^{x_{k+1}} u \right)^{\frac{p}{p-q}} V_r(0, x_k)^{\frac{pq}{p-q}} \\
\approx B_3^{\frac{pq}{p-q}} + \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u \right)^{\frac{q}{p-q}} \sup_{i \leq k} 2^{-i \frac{q}{p-q}} V_r(0, x_i)^{\frac{pq}{p-q}} \\
\approx B_3^{\frac{pq}{p-q}} + A_3^{\frac{pq}{p-q}}.
\] (6.17)

Finally, we arrive at \( C_4 + C_5 \lesssim A_3 + B_3 \). It remains to prove that \( A_3 + B_3 \lesssim C_4 + C_5 \). Putting \( a_k = \int_{x_k}^{x_{k+1}} u \), \( s = \frac{a_k}{\mu} \) and
\[
b_k = \sup_{i \leq k} 2^{-i \frac{q}{p-q}} V_r(x_{i-1}, x_i)^{\frac{pq}{p-q}}
\]
in (4.8), we have
\[ A_{3}^{p,q} \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{\infty} u \right)^{\frac{p}{p-q}} \times \left[ \sup_{i \leq k} 2^{-i \frac{q}{p-q}} V_{r}(x_{i-1}, x_{i})^{\frac{p}{p-q}} - \sup_{i \leq k-1} 2^{-i \frac{q}{p-q}} V_{r}(x_{i-1}, x_{i})^{\frac{p}{p-q}} \right] \]
\[ + \lim_{k \to -\infty} \left( \int_{x_k}^{\infty} u \right)^{\frac{p}{p-q}} \sup_{i \leq k} 2^{-i \frac{q}{p-q}} V_{r}(x_{i-1}, x_{i})^{\frac{p}{p-q}} \]
\[ \approx \sum_{k=-\infty}^{M-1} \left( \sum_{i=k}^{x_{k+1}} \left( \int_{s}^{\infty} u \right)^{\frac{q}{p-q}} u(s)ds \right) \times \left[ \sup_{i \leq k} 2^{-i \frac{q}{p-q}} V_{r}(x_{i-1}, x_{i})^{\frac{p}{p-q}} - \sup_{i \leq k-1} 2^{-i \frac{q}{p-q}} V_{r}(x_{i-1}, x_{i})^{\frac{p}{p-q}} \right] \]
\[ + \lim_{k \to -\infty} \left( \sum_{i=k}^{x_{k+1}} \left( \int_{s}^{\infty} u \right)^{\frac{q}{p-q}} u(s)ds \right) \sup_{i \leq k} 2^{-i \frac{q}{p-q}} V_{r}(x_{i-1}, x_{i})^{\frac{p}{p-q}}. \]

Now, taking
\[ c_{k} = \int_{x_{k}}^{x_{k+1}} \left( \int_{s}^{\infty} u \right)^{\frac{q}{p-q}} u(s)ds \]
in (4.9) and applying (6.9), we obtain
\[ A_{3}^{p,q} \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{\infty} u \right)^{\frac{p}{p-q}} \sup_{i \leq k} 2^{-i \frac{q}{p-q}} V_{r}(x_{i-1}, x_{i})^{\frac{p}{p-q}} \]
\[ \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} \left( \int_{s}^{\infty} u \right)^{\frac{q}{p-q}} u(s)ds \right) \sup_{t \in (0,x_{k})} \left( \int_{0}^{t} w \right) \left( \int_{s}^{\infty} u \right)^{\frac{q}{p-q}} V_{r}(0, s)^{\frac{p}{p-q}} dt \]
\[ \leq C_{4}^{p,q}. \]

On the other hand, the definition of the discretizing sequence \( \{x_{k}\}_{k=-\infty}^{M} \) yields that
\[ B_{3}^{p,q} \leq \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \left( \int_{0}^{x_{k+1}} \left( \int_{t}^{x_{k+1}} u \right)^{\frac{q}{1-q}} u(t)V_{r}(0, t)^{\frac{p(1-q)}{p-q}} dt \right)^{\frac{p(1-q)}{p-q}} \]
\[ \approx \sum_{k=-\infty}^{M-2} \int_{x_{k+1}}^{x_{k+2}} \left( \int_{0}^{x} w \right)^{\frac{q}{1-q}} w(x)dx \left( \int_{0}^{x_{k+1}} \left( \int_{t}^{x_{k+1}} u \right)^{\frac{q}{1-q}} u(t)V_{r}(0, t)^{\frac{p(1-q)}{p-q}} dt \right)^{\frac{p(1-q)}{p-q}} \]
\[ + 2^{-M \frac{q}{p-q}} \left( \int_{0}^{x_{M}} \left( \int_{t}^{x_{M}} u \right)^{\frac{q}{1-q}} u(t)V_{r}(0, t)^{\frac{q}{p-q}} dt \right)^{\frac{p(1-q)}{p-q}} \]
\[ \leq C_{5}^{p,q}. \]

Consequently, we have \( A_{3} + B_{3} \lesssim C_{4} + C_{5} \), which completes the proof in this case.
(vi) By Theorem 5.3 (vi), we have that $C \approx A_4 + B_3$. We will prove that $A_4 + B_3 \approx C_5 + C_6$.
First of all, it is clear that $A_3 \leq A_4$. Then, using (6.16) combined with (6.17), we obtain that $C_5 \leq B_3 + A_3 \leq B_3 + A_4$. We shall find an upper estimate for $C_6$. Denote by

$$
\Phi(x, y) = \left( \int_x^y \left( \int_0^w \right)^{-\frac{p}{p-r}} w(s) V_r'(0, s) \frac{w}{(p-r)^q} ds \right) \Phi(0, y) dx
$$

Then, we have

$$
C_6^{\frac{p}{p-q}} \leq \sum_{i=0}^{M-1} \int_{x_k}^{x_{k+1}} \left( \int_0^x w(s) \sup_{y \in (0, x)} \left( \int_y^x u(t) \left( \int_t^\infty \frac{d}{p-q} dt \right) \Phi(0, y) dx
\right)
\right)
\leq \sum_{k=-\infty}^{M-1} 2^{-k} \sup_{y \in (0, x_k+1)} \left( \int_0^y w(s) \sup_{t \in [x_k, x_{k+1}]} \left( \int_t^\infty u(t) \left( \int_t^\infty \frac{d}{p-q} dt \right) \Phi(0, y) dx
\right)
\right)
\approx \sum_{k=-\infty}^{M-1} 2^{-k} \sup_{y \in (x_k, x_{k+1})} \left( \int_y^x u(t) \left( \int_t^\infty \frac{d}{p-q} dt \right) \Phi(0, y) dx
\right)
+ \sum_{k=-\infty}^{M-1} 2^{-k} \sup_{i \leq k-1} \Phi(0, x_{i+1}).
$$

Since $\Phi(0, y) \approx \Phi(0, x_i) + \Phi(x_i, x_{i+1})$ for every $y \in (x_i, x_{i+1})$, we have

$$
C_6^{\frac{p}{p-q}} \leq \sum_{k=-\infty}^{M-1} 2^{-k} \sup_{i \leq k} \left( \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{d}{p-q} dt \right) \Phi(0, x_i)
\right)
+ \sum_{k=-\infty}^{M-1} 2^{-k} \sup_{i \leq k} \left( \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{d}{p-q} dt \right) \Phi(x_i, y)
\right)
+ \sum_{k=-\infty}^{M-1} 2^{-k} \sup_{i \leq k-1} \left( \int_{x_{i+1}}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{d}{p-q} dt \right) \Phi(0, x_{i+1})
\right).
$$

Then, using the fact that $\{2^i \Phi(0, x_{i+1})\}$ is a strongly increasing sequence and applying (4.6) to the third term, we obtain that

$$
C_6^{\frac{p}{p-q}} \leq \sum_{k=-\infty}^{M-1} 2^{-k} \sup_{i \leq k} \left( \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{d}{p-q} dt \right) \Phi(0, x_i)
\right)
+ \sum_{k=-\infty}^{M-1} 2^{-k} \sup_{i \leq k} \left( \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{d}{p-q} dt \right) \Phi(x_i, y)
\right).
$$
Moreover, \([4.13]\) yields
\[
C_6 \frac{\mu}{p-q} \lesssim \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) \Phi(0, x_k) \right) + \sum_{k=-\infty}^{M-1} \sup_{y \in (x_k, x_{k+1})} \left( \int_y^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) \Phi(x_k, y) \right) = C_{6,1} + C_{6,2}.
\]

Applying \([4.9]\) with \(b_k = \Phi(0, x_k)\) and
\[
c_k = \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right),
\]
we have that
\[
C_{6,1} \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) \Phi(0, x_k) \right) \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) \Phi(0, x_k) \right)
\]
\[
\approx \left( \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) \Phi(0, x_k) \right).
\]

Moreover, taking \(s = \frac{q}{p-q}, a_k = \int_{x_k}^{x_{k+1}} u\) and \(b_k = \Phi(0, x_k), \ [4.8]\) gives
\[
C_{6,1} \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) \Phi(0, x_k) \right) \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) \Phi(0, x_k) \right).
\]

Finally, \([6.6]\) together with \([6.21]\) yield that
\[
C_{6,1} \lesssim A_{\frac{\mu}{p-q}}.
\]

Let us proceed with \(C_{6,2}\). It is easy to see that
\[
C_{6,2} \lesssim \sum_{k=-\infty}^{M-1} 2^{-k \frac{\mu}{p-q}} \left( \int_{x_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) V_r(0, y) \frac{\mu}{p-q} \right).
\]

Let \(y_k \in [x_k, x_{k+1}], k \leq M - 1\) be such that
\[
\text{ess sup}_{y \in (x_k, x_{k+1})} \left( \int_y^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) \Phi(0, y) \frac{\mu}{p-q} \right) \lesssim \left( \int_{y_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) \Phi(0, y) \frac{\mu}{p-q} \right).
\]

Observe that
\[
2^k \approx \int_{y_k}^{x_{k+1}} w \leq \int_{y_k}^{x_{k+1}} w \leq \int_{y_k}^{x_k} w \approx 2^{k+1} \quad \text{for } k \leq M - 1.
\]

Thus, \(\{y_k\}_{k=-\infty}^{M-1}\) is a discretizing sequence of \(W\). Then, using \([6.23]\), we get that
\[
C_{6,2} \lesssim \sum_{k=-\infty}^{M-1} 2^{-k \frac{\mu}{p-q}} \left( \int_{y_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) \Phi(0, y_k) \frac{\mu}{p-q} \right) \leq \sum_{k=-\infty}^{M-1} 2^{-k \frac{\mu}{p-q}} \left( \int_{y_k}^{x_{k+1}} u(t) \left( \int_t^\infty \frac{q}{p-q} dt \right) \Phi(0, y_k) \frac{\mu}{p-q} \right).
\]
\[ \leq \sum_{k=-\infty}^{M-1} \left( \int_{y_k}^{y_{k+1}} u(t) \left( \int_t^\infty \frac{\varphi_q}{p^{-q'}} dt \right) \left( \sum_{i=-\infty}^k 2^{-i \frac{r}{p-r}} V_r(0, y_i) \frac{\varphi_r}{p^{-r'}} \right) \right)^{\frac{q(p-r)}{r(p-q)}}. \]

Applying (4.9) with
\[ c_k = \int_{y_k}^{y_{k+1}} u(t) \left( \int_t^\infty \frac{\varphi_q}{p^{-q'}} dt \right) \]
and
\[ b_k = \left( \sum_{i=-\infty}^k 2^{-i \frac{r}{p-r}} V_r(0, y_i) \frac{\varphi_r}{p^{-r'}} \right)^{\frac{q(p-r)}{r(p-q)}}, \]
and then using (4.8) with \( a_k = \int_{y_k}^{y_{k+1}} u \), we get
\[ C_{6,2} \lesssim \sum_{k=-\infty}^{M-1} \left( \int_{y_k}^{y_{k+1}} u \right)^{\frac{p}{p-q}} \left[ \left( \sum_{i=-\infty}^k 2^{-i \frac{r}{p-r}} V_r(0, y_i) \frac{\varphi_r}{p^{-r'}} \right)^{\frac{q(p-r)}{r(p-q)}} \right] - \left( \sum_{i=-\infty}^{k-1} 2^{-i \frac{r}{p-r}} V_r(0, y_i) \frac{\varphi_r}{p^{-r'}} \right)^{\frac{q(p-r)}{r(p-q)}}. \]

Since \( \{y_k\}_{k=-\infty}^{M-1} \) is a discretizing sequence of \( W \), we obtain from (6.5)
\[ C_{6,2} \lesssim A_4^\frac{pq}{p-q}. \] (6.24)

Therefore, in view of (6.19), (6.22) and (6.24), we arrive at \( C_6 \lesssim A_4 \). Consequently, we obtain that \( C_5 + C_6 \lesssim B_3 + A_4 \). It remains to show that \( B_3 + A_4 \lesssim C_5 + C_6 \). We have proved in (6.18) that \( B_3 \lesssim C_5 \). Taking \( s = \frac{q}{p-q} \), \( a_k = \int_{x_{k+1}}^{x_k} u \) and
\[ b_k = \left( \sum_{i=-\infty}^k 2^{-i \frac{r}{p-r}} V_r(0, x_i) \frac{\varphi_r}{p^{-r'}} \right)^{\frac{q(p-r)}{r(p-q)}}, \]
\[ \begin{align*}
  A_4^{\frac{pq}{p-q}} & \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{\infty} u \right)^{\frac{p}{p-q}} \left[ \left( \sum_{i=-\infty}^k 2^{-i \frac{r}{p-r}} V_r(0, x_i) \frac{\varphi_r}{p^{-r'}} \right)^{\frac{q(p-r)}{r(p-q)}} \right] - \\
  & \quad - \left( \sum_{i=-\infty}^{k-1} 2^{-i \frac{r}{p-r}} V_r(0, x_i) \frac{\varphi_r}{p^{-r'}} \right)^{\frac{q(p-r)}{r(p-q)}}.
\end{align*} \]

\[ \approx \sum_{k=-\infty}^{M-2} \left( \int_{x_{k+1}}^{\infty} u \right)^{\frac{p}{p-q}} \left[ \left( \sum_{i=-\infty}^k 2^{-i \frac{r}{p-r}} V_r(0, x_i) \frac{\varphi_r}{p^{-r'}} \right)^{\frac{q(p-r)}{r(p-q)}} \right] - \\
  \quad - \left( \sum_{i=-\infty}^{k-1} 2^{-i \frac{r}{p-r}} V_r(0, x_i) \frac{\varphi_r}{p^{-r'}} \right)^{\frac{q(p-r)}{r(p-q)}}. \]
\[ \begin{align*}
+ \sum_{k=\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u \right)^{\frac{q_p}{p-q}} \left[ \left( \sum_{i=-\infty}^{k} 2^{-i \frac{r}{p-r}} V_r(0, x_i)^{\frac{r}{p-r}} \right)^{\frac{q(p-r)}{r(p-q)}} - \left( \sum_{i=-\infty}^{k-1} 2^{-i \frac{r}{p-r}} V_r(0, x_i)^{\frac{r}{p-r}} \right)^{\frac{q(p-r)}{r(p-q)}} \right] \\
\cup \sum_{k=\infty}^{M-2} \left( \int_{x_{k+1}}^{x_{k+2}} u(s) \left( \int_{s}^{\infty} u \right)^{\frac{q_p}{p-q}} dt \right) \left( \sum_{i=-\infty}^{k} 2^{-i \frac{r}{p-r}} V_r(0, x_i)^{\frac{r}{p-r}} \right)^{\frac{q(p-r)}{r(p-q)}} \\
+ \sum_{k=\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u \right)^{\frac{q_p}{p-q}} \left( \sum_{i=-\infty}^{k-1} 2^{-i \frac{r}{p-r}} V_r(0, x_i)^{\frac{r}{p-r}} \right)^{\frac{q(p-r)}{r(p-q)}} \\
+ \sum_{k=\infty}^{M-1} 2^{-k \frac{q_p}{p-q}} \left( \int_{x_k}^{x_{k+1}} u \right)^{\frac{q_p}{p-q}} V_r(0, x_k)^{\frac{p q}{p-q}} \\
\cup \sum_{k=\infty}^{M-1} \left( \int_{x_{k+1}}^{x_{k+2}} u(s) \left( \int_{s}^{\infty} u \right)^{\frac{q_p}{p-q}} dt \right) \left( \int_{0}^{t} \left( \int_{0}^{w} w(t) V_r(0, t)^{\frac{r}{p-r}} \right)^{\frac{q(p-r)}{r(p-q)}} \right) \\
+ \sum_{k=\infty}^{M-1} 2^{-k \frac{q_p}{p-q}} \left( \int_{x_k}^{x_{k+1}} u \right)^{\frac{q_p}{p-q}} V_r(0, x_k)^{\frac{p q}{p-q}} \\
\cup \sum_{k=\infty}^{M-2} \left( \int_{x_k}^{x_{k+1}} u(s) \left( \int_{s}^{\infty} u \right)^{\frac{q_p}{p-q}} ds \right) \left( \int_{0}^{t} \left( \int_{0}^{w} w(t) V_r(0, t)^{\frac{r}{p-r}} \right)^{\frac{q(p-r)}{r(p-q)}} \right) \\
+ \sum_{k=\infty}^{M-2} 2^{-k \frac{q_p}{p-q}} \left( \int_{x_k}^{x_{k+1}} u \right)^{\frac{q_p}{p-q}} V_r(0, x_k)^{\frac{p q}{p-q}} \\
+ \left( \int_{0}^{\infty} w \right)^{\frac{q_p}{p-q}} \left( \int_{x_{M-1}}^{x_k} u(s) \left( \int_{s}^{\infty} u \right)^{\frac{q_p}{p-q}} ds \right) V_r(0, x_{M-1})^{\frac{p q}{p-q}},
\end{align*} \]

that is,

\[ A_4 \lesssim J_1 + J_2 + J_3. \] (6.25)

Observe that

\[ J_1 \approx \sum_{k=\infty}^{M-2} \left( \int_{x_{k+1}}^{x_{k+2}} \left( \int_{0}^{x} w \right)^{-2} w(x) dx \right) \times \left( \int_{0}^{x} w \right) \left( \int_{x_k}^{x_{k+1}} u(s) \left( \int_{s}^{\infty} u \right)^{\frac{q_p}{p-q}} ds \right) \Phi(0, x_k) \]
Using (4.3) and applying (6.2), we have

\[ \leq \sum_{k=-\infty}^{M-2} \int_{x_{k+1}}^{x_{k+2}} \left( \int_{x_k}^{x} w(x) \right)^{-2} w(x) dx \]

\[ \times \sup_{y \in (0, x_{k+1})} \left( \int_{0}^{y} w \right) \left( \int_{y}^{x_{k+1}} u(s) \left( \int_{s}^{\infty} u \right)^{\frac{1}{p-q}} ds \right) \Phi(0, y) \]

\[ \leq C_6^{\frac{pq}{p-q}}. \]

Next, it is easy to see that

\[ J_2 \approx \sum_{k=-\infty}^{M-2} 2^{-k \frac{q}{p-q}} \left( \int_{x_k}^{x_{k+1}} u(s) \left( \int_{s}^{\infty} u \right)^{\frac{q}{1-q}} ds \right)^{\frac{p(1-q)}{p-q}} V_r(0, x_k)^{\frac{pq}{p-q}} \]

\[ \leq \sum_{k=-\infty}^{M-2} \int_{x_{k+1}}^{x_{k+2}} \left( \int_{x_k}^{x} w(x) \right)^{-\frac{p}{p-q}} w(x) dx \left( \int_{x_k}^{x_{k+1}} u(s) \left( \int_{s}^{\infty} u \right)^{\frac{q}{1-q}} V_r(0, s)^{\frac{pq}{p-q}} ds \right)^{\frac{p(1-q)}{p-q}} \]

\[ \leq C_5^{\frac{pq}{p-q}}. \] (6.26)

And, finally,

\[ J_3 \approx \left( \int_{0}^{\infty} w \right)^{-\frac{q}{p-q}} \left( \int_{x_{M-1}}^{\infty} u(s) \left( \int_{s}^{\infty} u \right)^{\frac{q}{1-q}} ds \right)^{\frac{p(1-q)}{p-q}} V_r(0, x_{M-1})^{\frac{pq}{p-q}} \leq C_5^{\frac{pq}{p-q}} . \] (6.27)

Altogether, we arrive at \( B_3 + A_4 \lesssim C_5 + C_6 \), establishing the result in this case.

(vii) By Theorem 5.5 vii), we have that \( C \approx A_4 + B_4 \). We will prove that \( A_4 + B_4 \approx C_6 + C_7 \).

Let us start with the estimate \( C_6 + C_7 \lesssim A_4 + B_4 \). In the proof of the case (vi) we have shown that \( C_6 \lesssim A_4 \). On the other hand,

\[ C_7 \approx \left( \sum_{k=-\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left( \int_{0}^{x} w \right)^{-\frac{p}{p-q}} w(x) \esssup_{t \in (0, x)} \left( \int_{t}^{\infty} u \right)^{\frac{p}{p-q}} V_r(0, t)^{\frac{pq}{p-q}} dx \right)^{\frac{p-q}{pq}} \]

\[ + \left( \int_{0}^{x_M} w \right)^{-\frac{1}{p}} \esssup_{t \in (0, x_M)} \left( \int_{t}^{x_M} u \right)^{\frac{1}{p}} V_r(0, t) \]

\[ = \left( \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \esssup_{t \in (0, x_{k+1})} \left( \int_{t}^{\infty} u \right)^{\frac{p}{p-q}} V_r(0, t)^{\frac{pq}{p-q}} \right)^{\frac{p-q}{pq}} \]

Using (4.3) and applying (6.2), we have

\[ C_7^{\frac{pq}{p-q}} \lesssim \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \esssup_{t \in (x_k, x_{k+1})} \left( \int_{t}^{\infty} u \right)^{\frac{p}{p-q}} V_r(0, t)^{\frac{pq}{p-q}} \]

\[ \approx \sum_{k=-\infty}^{M-1} 2^{-k \frac{q}{p-q}} \left( \int_{x_k}^{\infty} u \right)^{\frac{p}{p-q}} V_r(0, x_k)^{\frac{pq}{p-q}} + \sum_{k=-\infty}^{M-2} 2^{-k \frac{q}{p-q}} \left( \int_{x_k}^{\infty} u \right)^{\frac{p}{p-q}} V_r(x_k, x_{k+1})^{\frac{pq}{p-q}} \]
Note that, since \( \{2^{-\frac{k}{r}} (\int_{x_k}^\infty u)^{\frac{1}{q}}\} \) is strongly decreasing and in view of \((5.6)\),

\[
\sum_{k=-\infty}^{M-1} 2^{-k\frac{q}{p-q}} \left( \int_{x_k}^\infty u \right)^{-\frac{p}{p-q}} V_r(0, x_k)^{\frac{pq}{p-q}} \approx \sum_{k=-\infty}^{M-1} 2^{-k\frac{q}{p-q}} \left( \int_{x_k}^\infty u \right)^{-\frac{p}{p-q}} V_r(x_{k-1}, x_k)^{\frac{pq}{p-q}} \tag{6.29}
\]

holds if we apply \((4.4)\) when \( r < 1 \) and \((4.1)\) when \( r = 1 \). Then, using \((6.29)\), we obtain that

\[
\sum_{k=-\infty}^{M-1} 2^{-k\frac{q}{p-q}} \left( \int_{x_k}^\infty u \right)^{-\frac{p}{p-q}} V_r(x_{k-1}, x_k)^{\frac{pq}{p-q}} \\
+ \sum_{k=-\infty}^{M-1} 2^{-k\frac{q}{p-q}} \left( \int_{x_k}^\infty u \right)^{-\frac{p}{p-q}} V_r(x_{k-1}, x_k)^{\frac{pq}{p-q}} \\
\geq \sum_{k=-\infty}^{M-1} 2^{-k\frac{q}{p-q}} \left( \int_{x_k}^\infty u \right)^{-\frac{p}{p-q}} V_r(x_{k-1}, x_k)^{\frac{pq}{p-q}} + B_4^{\frac{pq}{p-q}} \\
= D_2 + B_4^{\frac{pq}{p-q}}. \tag{6.30}
\]

Using the fact that

\[
\left( \int_{x_k}^\infty u \right)^{-\frac{p}{p-q}} \approx \sum_{i=k}^{x_{k+1}} u(s) \left( \int_s^\infty u \right)^{-\frac{q}{p-q}} ds,
\]

we get

\[
D_2 \approx \sum_{k=-\infty}^{M-1} 2^{-k\frac{q}{p-q}} V_r(x_{k-1}, x_k)^{\frac{pq}{p-q}} \sum_{i=k}^{x_{k+1}} u(s) \left( \int_s^\infty u \right)^{-\frac{q}{p-q}} ds.
\]

Interchanging the order of sums gives

\[
D_2 \approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u(s) \left( \int_s^\infty u \right)^{-\frac{q}{p-q}} ds \right) \sum_{i=-\infty}^{k} 2^{-i\frac{q}{p-q}} V_r(x_{i-1}, x_i)^{\frac{pq}{p-q}}.
\]

Since \( \frac{q(p-r)}{r(p-q)} > 1 \), we have

\[
\sum_{i=-\infty}^{k} 2^{-i\frac{q}{p-q}} V_r(x_{i-1}, x_i)^{\frac{pq}{p-q}} \leq \left( \sum_{i=-\infty}^{k} 2^{-i\frac{q}{p-q}} V_r(x_{i-1}, x_i)^{\frac{pq}{p-q}} \right)^{\frac{q(p-r)}{r(p-q)}}.
\]

Then, first using \((4.9)\) with \( c_k \) as in \((6.20)\) and

\[
b_k = \left( \sum_{i=-\infty}^{k} 2^{-i\frac{q}{p-q}} V_r(x_{i-1}, x_i)^{\frac{pq}{p-q}} \right)^{\frac{q(p-r)}{r(p-q)}},
\]
then applying (4.8) with \( a_k = \int_{x_k}^{x_{k+1}} u \) and \( b_k \) as above, we obtain

\[
D_2 \lesssim \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} u(s) \left( \int_s^\infty u \right)^{\frac{q}{p-q}} ds \right) \left( \sum_{i=-\infty}^{k} 2^{-i} v_i^{-\gamma} V_i(x_{i-1}, x_i) \right)^{\frac{q(p-r)}{r(p-q)}}
\]

\[
\approx \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{\infty} u \right)^{\frac{p}{p-q}} \left[ \left( \sum_{i=-\infty}^{k} 2^{-i} v_i^{-\gamma} V_i(x_{i-1}, x_i) \right)^{\frac{q(p-r)}{r(p-q)}} - \left( \sum_{i=-\infty}^{k-1} 2^{-i} v_i^{-\gamma} V_i(x_{i-1}, x_i) \right)^{\frac{q(p-r)}{r(p-q)}} \right]
\]

\[
\approx A_4^{\frac{pq}{p-q}}.
\]  \hspace{1cm} (6.31)

Thus, using (6.30), we arrive at \( C_7 \lesssim B_4 + A_4 \). It remains to show that \( B_4 + A_4 \lesssim C_6 + C_7 \).

It is clear that

\[
J_2^{\frac{p-q}{p}} + J_3^{\frac{p-q}{p}} \lesssim \sum_{k=-\infty}^{M-1} \left( \int_{x_k}^{x_{k+1}} w(s) \left( \int_s^\infty w \right)^{-\frac{r}{p-q}} ds \right) \text{ess sup}_{t \in (0,x_k)} \left( \int_t^\infty u \right)^{\frac{p}{p-q}} V_i(0,t)^{\frac{pq}{p-q}} \lesssim C_7.
\]  \hspace{1cm} (6.32)

We have from (6.25) together with (6.26) and (6.32) that \( A_4 \lesssim C_6 + C_7 \). Furthermore,

\[
B_4^{\frac{pq}{p-q}} \leq \sum_{k=-\infty}^{M-1} 2^{-k} \left( \int_{x_k}^{x_{k+1+1}} w(x)dx \right)^{\frac{p}{p-q}} \text{ess sup}_{t \in (x_k,x_{k+1})} \left( \int_t^\infty u \right)^{\frac{p}{p-q}} V_i(0,t)^{\frac{pq}{p-q}}
\]

\[
\approx \sum_{k=-\infty}^{M-2} \int_{x_{k+1}}^{x_{k+2}} \left( \int_0^x w \right)^{-\frac{p}{p-q}} w(x)dx \text{ess sup}_{t \in (x_{k+1},x_{k+2})} \left( \int_t^\infty u \right)^{\frac{p}{p-q}} V_i(0,t)^{\frac{pq}{p-q}}
\]

\[
\quad + \left( \int_0^\infty w \right)^{-\frac{p}{p-q}} \text{ess sup}_{t \in (x_{M-1},\infty)} \left( \int_t^\infty u \right)^{\frac{p}{p-q}} V_i(0,t)^{\frac{pq}{p-q}}
\]

\[
\leq C_7^{\frac{pq}{p-q}}.
\]

Consequently, we arrive at \( A_4 + B_4 \lesssim C_6 + C_7 \lesssim A_4 + B_4 \), which completes the proof. \( \square \)

**Proof of Theorem 2.2.** By Theorem 5.5 (vi), we have \( C \approx A_4 + B_3 \). We will prove that \( A_4 + B_3 \approx C_5 + C_6 \). We know from (6.18) that \( B_3 \lesssim C_5 \). Also, it is clear that \( C_5 \lesssim C_5 \). Then \( B_3 \leq C_5 \). On the other hand, it is easy to see that \( J_1 \leq C_6^{\frac{pq}{p-q}} \). Hence, the combination of (6.25), (6.27) and (6.28) leads to \( A_4 \lesssim C_5 + C_6 \). Thus, we get \( B_3 + A_4 \lesssim C_5 + C_6 \).

Now, we will prove that \( C_5 + C_6 \lesssim B_3 + A_4 \). One has

\[
C_5^{\frac{pq}{p-q}} \approx \sum_{k=-\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left( \int_0^x w \right)^{-\frac{p}{p-q}} w(x) \left( \int_t^\infty u(t) V_i(0,t)^{\frac{pq}{p-q}} dt \right)^{\frac{p(1-q)}{r(p-q)}} dx
\]

\[
\quad + \left( \int_0^\infty w \right)^{-\frac{p}{p-q}} \left( \int_0^\infty u(t) V_i(0,t)^{\frac{pq}{p-q}} dt \right)^{\frac{p(1-q)}{r(p-q)}}
\]
$$\sum_{k=-\infty}^{M-1} 2^{-k} \frac{q}{p-q} \left( \int_0^\infty u(t)V_r(0,t) \frac{q}{1-q} \frac{p}{1-q} dt \right)^{\frac{q}{p-q}}$$

$$+ \left( \int_0^{x_M} t \right) - \frac{q}{p-q} \left( \int_0^{x_M} t \right) - \frac{q}{1-q} \frac{p}{1-q} dt \right)^{\frac{q}{p-q}}$$

$$\lesssim \sum_{k=-\infty}^{M-1} 2^{-k} \frac{q}{p-q} \left( \int_0^\infty u(t)V(0,t) \frac{q}{1-q} \frac{p}{1-q} dt \right)^{\frac{q}{p-q}}$$

$$= D. \quad (6.33)$$

Since \(\max\{A_4, B_3\} < \infty\) and \(A_3 \leq A_4\), observe that (6.14) and (6.15) hold in this case as well. Therefore, integration by parts and (6.29) give

$$D \lesssim \sum_{k=-\infty}^{M-1} 2^{-k} \frac{q}{p-q} \left( \int_0^\infty u(t) \frac{q}{1-q} \frac{p}{1-q} dt \right)^{\frac{q}{p-q}}$$

$$\approx \sum_{k=-\infty}^{M-1} 2^{-k} \frac{q}{p-q} \left( \int_0^\infty u(t) \frac{q}{1-q} \frac{p}{1-q} dt \right)^{\frac{q}{p-q}}$$

$$+ \sum_{k=-\infty}^{M-1} 2^{-k} \frac{q}{p-q} \left( \int_0^\infty u(t) \frac{q}{1-q} \frac{p}{1-q} dt \right)^{\frac{q}{p-q}}$$

$$\approx D_1 + D_2,$$

where \(D_1\) and \(D_2\) are defined in (6.16) and (6.30), respectively. Therefore, using the fact that \(A_3 \leq A_4\) together with (6.17), we have \(D_1 \lesssim A_1^{p-q} + B_3^{p-q}\). Moreover, since \(q(\frac{p-r}{r(p-q)}) \geq 1\) holds in this case we also have by (6.31) that \(D_2 \lesssim A_4^{\frac{p-q}{r}}\). Thus, in view of (6.33), we have

$$D \lesssim B_3^{\frac{p}{p-q}} + A_4^{\frac{p}{p-q}},$$

which yields that \(C_5 \lesssim B_3 + A_4\). Similarly,

$$\frac{p}{p-q} = \sum_{k=\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left( \int_t^\infty u(t) \frac{q}{p-q} \frac{p}{p-r} w(s)V_r(0,s) \frac{p}{p-r} ds \right)^{\frac{q}{p-r}} \frac{p}{p-r} dt$$

$$\approx \sum_{k=\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left( \int_t^\infty u(t) \frac{q}{p-q} \frac{p}{p-r} w(s)V_r(0,s) \frac{p}{p-r} ds \right)^{\frac{q}{p-r}} \frac{p}{p-r} dt$$

$$+ \sum_{k=\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left( \int_t^\infty u(t) \frac{q}{p-q} \frac{p}{p-r} w(s)V_r(0,s) \frac{p}{p-r} ds \right)^{\frac{q}{p-r}} \frac{p}{p-r} dt$$

$$\lesssim \sum_{k=\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left( \int_t^\infty u(t) \frac{q}{p-q} \frac{p}{p-r} w(s)V_r(0,s) \frac{p}{p-r} ds \right)^{\frac{q}{p-r}} \frac{p}{p-r} dt$$

$$+ \sum_{k=\infty}^{M-1} \int_{x_k}^{x_{k+1}} \left( \int_t^\infty u(t) \frac{q}{p-q} \frac{p}{p-r} w(s)V_r(0,s) \frac{p}{p-r} ds \right)^{\frac{q}{p-r}} \frac{p}{p-r} dt.$$
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