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Diffusion through semipermeable interfaces has a wide range of applications, ranging from molecular transport through biological membranes to reverse osmosis for water purification using artificial membranes. At the single-particle level, one-dimensional diffusion through a barrier with constant permeability $\kappa_0$ can be modeled in terms of so-called snapping out Brownian motion (BM). The latter sews together successive rounds of partially reflecting BMs that are restricted to either the left or right of the barrier. Each round is killed (absorbed) at the barrier when its Brownian local time exceeds an exponential random variable parameterized by $\kappa_0$. A new round is then immediately started in either direction with equal probability. It has recently been shown that the probability density for snapping out BM satisfies a renewal equation that relates the full density to the probability densities of partially reflected BM on either side of the barrier. Moreover, generalized versions of the renewal equation can be constructed that incorporate non-Markovian, encounter-based models of absorption. In this paper we extend the renewal theory of snapping out BM to single-particle diffusion in bounded domains and higher spatial dimensions. In each case we show how the solution of the renewal equation satisfies the classical diffusion equation with a permeable boundary condition at the interface. That is, the probability flux across the interface is continuous and proportional to the difference in densities on either side of the interface. We also consider an example of an asymmetric interface in which the directional switching after each absorption event is biased. Finally, we show how to incorporate an encounter-based model of absorption for single-particle diffusion through a spherically symmetric interface. We find that, even when the same non-Markovian model of absorption applies on either side of the interface, the resulting permeability is an asymmetric time-dependent function with memory. Moreover, the permeability functions tend to be heavy-tailed.

I. INTRODUCTION

A classical problem in the theory of diffusion is transport through a semipermeable interface. For example, suppose that $\mathcal{M}$ denotes a closed bounded domain $\mathcal{M} \subset \mathbb{R}^d$ with a smooth concave boundary $\partial \mathcal{M}$ separating the two open domains $\mathcal{M}$ and its complement $\mathcal{M}^c$, see Fig. 1. The boundary acts as a semipermeable interface with $\partial \mathcal{M}^+ (\partial \mathcal{M}^-)$ denoting the side approached from outside (inside) $\mathcal{M}$, see Fig. 1. Let $u(x,t)$ be the concentrations of particles at $x$ at time $t$. Then $u(x,t)$ is the weak solution of the diffusion equation with a permeable or barrier boundary condition on $\partial \mathcal{M}$

\[
\frac{\partial u(x,t)}{\partial t} = D \nabla^2 u(x,t), \quad x \in \mathcal{M} \cup \mathcal{M}^c, \quad (1.1a)
\]

\[
J(y^\pm,t) = \kappa_0 [u(y^-,t) - u(y^+,t)], \quad y^\pm \in \partial \mathcal{M}^\pm, \quad (1.1b)
\]

where $J(x,t) = -D \nabla u(x,t) \cdot n$ is the particle flux, $n$ is the unit normal directed out of $\mathcal{M}$, $D$ is the diffusivity and $\kappa_0$ is the (constant) permeability. Eqs. (1.1) are a special case of the well-known Kedem-Katchalsky (KK) equations [1–3], which also allow for discontinuities in the diffusivity and chemical potential across the interface. The macroscopic KK equations can be derived by considering a thin membrane and using statistical thermodynamics. More simply, Eqs. (1.1) arise from treating the interface as a thin layer of slow diffusion $D = O(h)$, where $h$ is the width of the layer, and taking the limit $h \to 0$ [4]. Although the KK equations were originally developed within the context of the transport of non-electrolytes through biological membranes, they are now used to describe all types of membranes, both biological and artificial. (See the recent collection of articles in Ref. [5].) One application of artificial membranes is reverse osmosis for water purification and for extracting energy from variations in salinity [6, 7].

The macroscopic theory of diffusion through semipermeable membranes has motivated a number of stochastic models at the single-particle level. One approach is to consider random walks on lattices in which semipermeable barriers are represented by local defects [8–11]. An alternative approach is to use stochastic differential equations (SDEs). These generate sample paths of a Brownian particle that are distributed according to a probability density satisfying a corresponding FP equation. However, incorporating the microscopic analog of the permeable boundary condition (1.1b) is non-trivial. If $\partial \mathcal{M}$ were a totally reflecting (Neumann) or partially reflecting (Robin) boundary, then Brownian motion (BM) confined to $\mathcal{M}$ would need to be supplemented by an additional impulsive force each time the particle contacted the boundary (prior to possible absorption). Mathematically speaking, this can be implemented by introducing a Brownian functional known as the boundary local time [12–17]. The latter determines the amount of time that a Brownian particle spends in the neighborhood of points on the boundary. A rigorous probabilistic formulation of one-dimensional BM in the presence of a semipermeable barrier is much more recent. It is based on so-called snapping out BM, which was first introduced by Lejay [18].
see also Refs. [4, 19, 20]. Snapping out BM sews together successive rounds of partially reflecting BM that are restricted to either $x < 0$ or $x > 0$ with a semipermeable barrier at $x = 0$. Suppose that the particle starts in the domain $x > 0$. It realizes positively reflected BM until its local time exceeds an exponential random variable with parameter $\kappa_0$. It then immediately resumes either negatively or positively reflected BM with equal probability, and so on. Snapping out BM is itself a generalization of so-called skew BM [21], which has a wide range of applications, particularly in mathematical finance [22–25]. (Note that SDEs in the form of underdamped Langevin equations have been used to develop efficient computational schemes for finding solutions to the FP equation in the presence of one or more semipermeable interfaces [26, 27]. This is distinct from snapping out BM, which is an exact single-particle realization of diffusion through an interface in the overdamped limit.)

We recently reformulated snapping out BM in terms of a renewal equation that related the full probability density to the probability densities of the partially reflected BMs on either side of the barrier [28]. (The original analysis of Lejay [18] used the theory of semigroups and resolvent operators to derive a corresponding backward equation.) The renewal equation was solved using Laplace transforms and Green’s function methods, resulting in an explicit expression for the probability density of snapping out BM. We then used the renewal approach to develop a more general probabilistic model of one-dimensional single-particle diffusion through a semipermeable barrier. This included modifications of the diffusion process away from the barrier such as stochastic resetting [29], and encounter-based models of membrane absorption [30–33] that kill each round of partially reflected BM. In the latter case, the corresponding boundary condition at the interface involved a time-dependent permeability with memory.

In this paper we extend the renewal theory of snapping out BM to single-particle diffusion in bounded domains and higher spatial dimensions. We first consider the example of a bounded interval partitioned by a semipermeable membrane, and with a reflecting boundary at each end. We then turn to a higher-dimensional version of snapping out BM which corresponds to the configuration shown in Fig. 1. In both cases we show how the solution of the renewal equation satisfies a FP equation of the form (1.1). Establishing such an equivalence is non-trivial, since one needs to take into account modifications in the partially reflecting boundary conditions when the particle starts exactly on the boundary. (This is related to the notion of the so-called inverse local time [12]). Although one could proceed by directly solving the corresponding FP equation (1.1), the renewal approach has at least two potential advantages. First, since snapping out BM generates sample paths of single-particle diffusion through semipermeable interfaces, it can be used to develop numerical schemes for generating solutions to the corresponding FP, see also [26, 27]. Second, the renewal equation provides a framework for developing more general probabilistic models along the lines considered in [28].

The structure of the paper is as follows. In section II we construct the renewal equations for snapping out BM in an interval with reflecting external boundaries and a semipermeable barrier within the interior. We show that the probability density satisfies the FP equation with a permeable boundary condition at the barrier. We then extend the analysis to the case of an asymmetric interface in which the directional switching after each absorption event is biased. We also consider a first passage time (FPT) problem for an asymmetric barrier and a right-hand boundary that is totally absorbing. We show that the mean FPT (MFPT) is independent of the permeability $\kappa_0$ if the particle starts to the right of the barrier, but there is a jump in the MFPT and its first derivative with respect to the initial position as the latter crosses the barrier. In section III we consider the renewal equation for a closed semipermeable membrane in $\mathbb{R}^d$, and show that the probability density satisfies an FP equation of the form (1.1). We then explicitly solve the renewal equation for a spherically symmetric interface. Finally, in Section IV we incorporate an encounter-based model of absorption into the spherically symmetric example. In particular, we show that non-Markovian models of absorption generate an asymmetric time-dependent permeability distribution that tends to be heavy-tailed. The emergence of time-dependent kernels through non-Markovian absorption is analogous to a recent study of thin membrane boundary conditions based on a random walk model with nonexponential waiting times within the membrane [34].
II. SNAPPING OUT BM IN AN INTERVAL

Consider a Brownian particle diffusing in the interval $[-L', L]$ with a semipermeable barrier at $x = 0$ and reflecting boundaries at the ends $x = -L', L$, see Fig. 2. Introduce the disjoint sets $[0^+, L]$ and $[-L', 0^-]$ with $0^\pm$ denoting the position of the barrier when approaching from either the left-hand or right-hand sides. Let $\rho(x, t|x_0)$ denote the probability density of the particle position under the initial condition $X_0 = x_0 \neq 0^\pm$ and set

$$\rho(x, t) = \int_{-L'}^L \rho(x, t|x_0)g(x_0)dx_0 \quad (2.1)$$

for any continuous function $g$ such that $\int_{-L'}^L g(x_0)dx_0 = 1$. The classical way to determine $\rho(x, t)$ would be to solve the corresponding FP equation

$$\frac{\partial \rho}{\partial t} = D \frac{\partial^2 \rho}{\partial x^2}, \quad x \in (-L', 0^-) \cup (0^+, L), \quad (2.2a)$$

$$D \frac{\partial \rho(x, t)}{\partial x} \bigg|_{x=0^\pm} = \kappa_0 [\rho(0^+, t) - \rho(0^-, t)], \quad (2.2b)$$

$$D \frac{\partial \rho(x, t)}{\partial x} \bigg|_{x=-L', L} = 0. \quad (2.2c)$$

In this section we follow a different approach by constructing a renewal equation that relates $\rho(x, t)$ to the probability densities of partially reflected BM in the two intervals $[-L', 0]$ and $[0, L]$, respectively. This generalizes the construction presented in Ref. [28] for snapping out BM in $\mathbb{R}$. Using a combination of Green’s function methods and Laplace transforms, we establish that the solution of the renewal equation satisfies Eqs. (2.2). Hence, analytically solving the FP equation reduces to the problem of calculating the Green’s functions for partially reflected BM in an interval.

![Diagram of Brownian motion](image)

**FIG. 2.** Brownian motion in the interval $[-L', L]$ with a semipermeable membrane at $x = 0$ and reflecting boundary conditions at $x = -L', L$.

A. Green’s function for partially reflected BM

Consider BM in the interval $[0, L]$ with $x = 0$ partially reflecting and $x = L$ totally reflecting. Let $X_t \in [0, L]$ denote the position of the Brownian particle at time $t$ and introduce the Brownian local time

$$\ell_t = \lim_{\epsilon \to 0} \frac{D}{\epsilon} \int_0^t H(\epsilon - X_\tau)d\tau, \quad (2.3)$$

where $H$ is the Heaviside function. Note that $\ell_t$, which has units of length due to the additional factor of $D$, determines the amount of time that the Brownian particle spends in the neighborhood of $x = 0$ over the interval $[0, t]$. It can be shown that $\ell_t$ exists and is a nondecreasing, continuous function of $t$ [12]. The partially reflecting boundary condition at $x = 0$ can be implemented by introducing the stopping time

$$T = \inf\{t > 0 : \ell_t > \hat{\ell}\}, \quad \mathbb{P}[\hat{\ell} > \ell] \equiv \Psi(\ell) = e^{-\kappa_0 \ell/D}. \quad (2.4)$$

That is, the stochastic process is killed when the local time exceeds a random exponentially distributed threshold. The probability density for particle position prior to absorption at $x = 0$ [12–17],

$$p(x, t|x_0)dx = \mathbb{P}[x \leq X_t < x+dx, t < T|X_0 = x_0], \quad (2.5)$$

satisfies the FP equation with a Robin boundary condition at $x = 0$:

$$D \frac{\partial p(x, t|x_0)}{\partial t} \bigg|_{x=0} = D \frac{\partial^2 p(x, t|x_0)}{\partial x^2}, \quad 0 < x < L, \quad (2.6a)$$

$$D \partial_x p(0, t|x_0) = \kappa_0 p(0, t|x_0), -D \partial_x p(L, t|x_0) = 0, \quad (2.6b)$$

and $p(x, 0|x_0) = \delta(x - x_0)$. It is convenient to Laplace transform with respect to $t$, which gives

$$D \frac{\partial^2 \tilde{p}(x, s|x_0)}{\partial x^2} - s\tilde{p}(x, s|x_0) = -\delta(x - x_0), \quad (2.7a)$$

$$D \partial_x \tilde{p}(0, s|x_0) = \kappa_0 \tilde{p}(0, s|x_0), \quad (2.7b)$$

$$-D \partial_x \tilde{p}(L, s|x_0) = 0, \quad (2.7c)$$

with $0 < x, x_0 < L$. We can identify $\tilde{p}(x, s|x_0)$ as a Green’s function of the modified Helmholtz equation on $[0, L]$. The general solution for $0 < x < x_0$, after imposing the Robin boundary condition at $x = 0$, is proportional to the density

$$\tilde{p}_<(x, s) = \frac{1}{2} \left[ \alpha \sqrt{s/D} \delta(x - x_0) \right] \quad (2.8)$$

where

$$\alpha = \frac{1}{\sqrt{s/D} \cosh(\sqrt{s/D}x) + \kappa_0 \sinh(\sqrt{s/D}x)}.$$
with
\[ A = A(\kappa_0, s) \equiv \frac{(\sqrt{sD} + \kappa_0)/\sqrt{sD}}{\sqrt{sD} \sinh(\sqrt{sDL}) + \kappa_0 \cosh(\sqrt{s/DL})}, \]  
(2.11)

In particular, note that
\[ \tilde{p}(x, s|0) = \frac{\cosh(\sqrt{s/D}(L - x))}{\sqrt{sD} \sinh(\sqrt{s/DL}) + \kappa_0 \cosh(\sqrt{s/DL})}, \]  
(2.12)

and
\[ D\partial_x \tilde{p}(0, s|0) = \kappa_0 \tilde{p}(0, s|0) - 1. \]  
(2.13)

The modification of the Robin boundary condition when the particle starts at the barrier plays a significant role in establishing the equivalence of snapping out BM.

Note that the boundary condition (2.13) when \( x_0 = 0 \) is a modified version of the Robin boundary condition when \( x_0 \) is greater than an independent exponential random variable etc. Let \( p(x, t|x_0) \) and \( q(x, t|x_0) \) denote the probability densities of partially reflected BM in the intervals \([0^+, L]\) and \([0^+, L']\), respectively, and set
\[ p(x, t) = \int_0^L p(x, t|x_0)g(x_0)dx_0, \quad x \in [0^+, L] \]  
(2.18)
\[ q(x, t) = \int_{-L}^0 q(-x, t|x_0)g(x_0)dx_0, \quad x \in [-L', 0^-]. \]  
(2.19)

In particular, the Laplace transform \( \tilde{q}(x, s|x_0) \) is given by Eq. (2.10) under the mapping \( L \to L' \). Since snapping out BM satisfies the strong Markov property [35], as previously shown by Lejay [18], there exists a last renewal equation analogous to the one introduced in Ref. [28]:
\[ \rho(x, t) = p(x, t) \]  
(2.20a)
\[ + \frac{\kappa_0}{2} \int_0^t p(x, \tau|0)[\rho(0^+, t - \tau) + \rho(0^-, t - \tau)]d\tau \]
for \( x \in [0^+, L] \) and
\[ \rho(x, t) = q(x, t) \]  
(2.20b)
\[ + \frac{\kappa_0}{2} \int_0^t q(-x, \tau|0)[\rho(0^+, t - \tau) + \rho(0^-, t - \tau)]d\tau \]
for \( x \in [-L', 0^-] \). The first term on the right-hand side of Eq. (2.20a) represents all sample trajectories that have never been absorbed by the barrier at \( x = 0^+ \) up to time \( t \). The integral in Eq. (2.20a) sums over all trajectories that were lost absorbed (stopped) at time \( t - \tau \) in either the positively or negatively reflected BM state and then switched with probability 1/2 to the positive side in order to reach \( x \) at time \( t \). Since the particle is not absorbed over the interval \( (t - \tau, t] \), the probability of reaching \( x \) is \( p(x, \tau|0) \). The terms in Eq. (2.20b) have the corresponding interpretations in \([L', 0^-] \). Finally, the probability that the last stopping event occurred in the interval \((t - \tau, t - \tau + d\tau)\) irrespective of previous events is \( \kappa_0d\tau \).

Clearly \( \rho(x, t) \) satisfies the diffusion equation in the bulk, so we will focus on the boundary conditions at the semipermeable barrier. It is convenient to Laplace transform the renewal Eqs. (2.20) with respect to time \( t \) by setting \( \tilde{p}(x, s) = \int_0^\infty e^{-st}p(x, t)dt \) etc. This gives
\[ \tilde{p}(x, s) = \tilde{p}(x, s) + \frac{\kappa_0}{2} H(s) \tilde{p}(x, s|0) \Sigma_\rho(s), \quad x \in [0^+, L], \]  
(2.21a)
\[ \tilde{p}(x, s) = \tilde{q}(x, s) + \frac{\kappa_0}{2} \tilde{q}(-x, s|0) \Sigma_\rho(s), \quad x \in [-L', 0^-] \]  
(2.21b)

where
\[ \Sigma_\rho(s) = \tilde{p}(0^+, s) + \tilde{p}(0^-, s). \]  
(2.22)
Setting $x = 0^+$ and $x = 0^-$ in Eqs. (2.21a,b), respectively, summing the results and rearranging shows that

$$\Sigma_p(s) = \frac{\Sigma_p(s)}{1 - \kappa_0\bar{\rho}(0^+, s) + \tilde{q}(0^-, s)}/2.$$  \hspace{1cm} (2.23)

where $\Sigma_p(s) = \bar{\rho}(0^+, s) + \tilde{q}(0^-, s)$.

Next, differentiating Eqs. (2.21a,b) with respect to $x$ and setting $x = 0^+$ gives

$$\partial_x\bar{\rho}(0^+, s) = \partial_x\bar{\rho}(0^+, s) + \frac{\kappa_0}{2}\partial_x\bar{\rho}(0, s)\Sigma_p(s),$$ \hspace{1cm} (2.24a)

$$\partial_x\bar{q}(0^-, s) = \partial_x\tilde{q}(0^-, s) - \frac{\kappa_0}{2}\partial_x\tilde{q}(0, s)\Sigma_p(s).$$ \hspace{1cm} (2.24b)

Imposing the Robin boundary condition (2.7b) implies that

$$D\partial_x\bar{\rho}(0^+, s) = \kappa_0\bar{\rho}(0^+, s), \quad D\partial_x\tilde{q}(0^-, s) = -\kappa_0\tilde{q}(0^-, s).$$

On the other hand, Eq. (2.13) yields

$$D\partial_x\bar{\rho}(0, s) = \kappa_0\bar{\rho}(0, s) - 1,$$

$$D\partial_x\tilde{q}(0, s) = \kappa_0\tilde{q}(0, s) - 1.$$  \hspace{1cm}

Substituting into Eqs. (2.24a,b), we have

$$D\partial_x\bar{\rho}(0^+, s) = \kappa_0\bar{\rho}(0^+, s) + \frac{\kappa_0}{2}[\kappa_0\bar{\rho}(0, s) - 1]\Sigma_p(s),$$ \hspace{1cm} (2.25a)

$$D\partial_x\tilde{q}(0^-, s) = -\kappa_0\tilde{q}(0^-, s) - \frac{\kappa_0}{2}[\kappa_0\tilde{q}(0, s) - 1]\Sigma_p(s).$$ \hspace{1cm} (2.25b)

Subtracting Eqs. (2.25a,b) and using Eq. (2.23) implies that

$$D[\partial_x\bar{\rho}(0^+, s) - \partial_x\tilde{q}(0^-, s)] = \kappa_0\Sigma_p(s)$$

$$+\kappa_0[\kappa_0\bar{\rho}(0, s) + \tilde{q}(0, s)]/2 - 1\Sigma_p(s) = 0. \hspace{1cm} (2.26)$$

Similarly, adding equations (2.25a,b),

$$2D\partial_x\bar{\rho}(0^+, s) = \kappa_0[\bar{\rho}(0^+, s) - \tilde{q}(0^-, s)]\Sigma_p(s)$$

$$+\frac{\kappa_0}{2}[\kappa_0\bar{\rho}(0, s) - \tilde{q}(0, s)]\Sigma_p(s)$$

$$= \kappa_0[\bar{\rho}(0^+, s) - \tilde{q}(0^-, s)].$$ \hspace{1cm} (2.27)

Eqs. (2.26) and (2.27) establish that the density $\bar{\rho}(x, s)$ satisfies the Laplace transform of the semipermeable membrane BVP (2.2) under the initial condition $\rho(x, 0) = g(x)$ and $\kappa_0 = \kappa_0/2$. Hence, the snapping out BM $X_t$ on $G$ is the single-particle realization of the stochastic process whose probability density evolves according to the diffusion equation with a semipermeable membrane at $x = 0$. In the symmetric case $L' = L$ with $g(x_0)$ an even function of $x_0$, we find that $\bar{\rho}(x, s)$ is an even function of $x$ so that the flux through the membrane is zero. In other words, it effectively acts as a totally reflecting barrier even though $\kappa_0 > 0$. It can also be checked that the solution of Eq. (2.21) reduces to

$$\bar{\rho}(x, s) = \frac{1}{4\sqrt{sD}} \left[ e^{-\sqrt{s/(2D)}|x-x_0|} + e^{-\sqrt{s/(2D)}|x+x_0|} \right]$$ \hspace{1cm} (2.28)

for $x > 0$. Finally, note that we recover the results of Ref. [28] in the limits $L, L' \to \infty$.

C. Snapping out BM with imperfect contacts

A classical generalization of the permeable boundary condition (2.2b) is to include a directional asymmetry in the permeability, which can be interpreted as a step discontinuity in a chemical potential [1–3, 27]:

$$-D\partial_x\rho(0^+, t) = -D\partial_x\rho(0^-, t) = \kappa_0[u(x^+, t) - \sigma u(x^-, t)]$$ \hspace{1cm} (2.29)

for $0 \leq \sigma \leq 1$. This tends to enhance the concentration to the left of the barrier. (If $\sigma > 1$ then we would have a barrier with permeability $\kappa_0\sigma$ and bias $1/\sigma$ to the right. Here we show how to incorporate the directional asymmetry into snapping BM. The basic idea is to consider a bias in the switching between the positive and negative directions of reflected BM following each round of killing. More specifically, consider the transitions

$$0^+ \xrightarrow{\alpha} 0^+, \quad 0^+ \xrightarrow{\beta} 0^-, \quad \alpha + \beta = 1. \hspace{1cm} (2.30)$$

The renewal equation (2.21) becomes

$$\bar{\rho}(x, s) = \bar{\rho}(x, s) + \alpha\kappa_0\bar{\rho}(x, s|\Sigma_p(s)$$ \hspace{1cm} (2.31a)

for $x \in [0^+, L]$ and

$$\bar{\rho}(x, s) = \bar{\rho}(x, s) + \beta\kappa_0\bar{\rho}(x, s|\Sigma_p(s))$$ \hspace{1cm} (2.31b)

for $x \in [-L', 0^-]$. Setting $x = 0^+$ in equations (2.31), summing the results and rearranging yields the explicit solution

$$\Sigma_p(s) = \frac{\bar{\rho}(0^+, s) + \tilde{q}(0^-, s)}{1 - \kappa_0[\alpha\bar{\rho}(0, s) + \beta\tilde{q}(0, s)]}. \hspace{1cm} (2.32)$$

Using a similar argument to the unbiased case, we obtain the pair of equations

$$\partial_x\bar{\rho}(0^+, s) = \kappa_0\bar{\rho}(0^+, s) + \alpha\kappa_0[u(0^+, s) - 1]\Sigma_p(s),$$ \hspace{1cm} (2.33a)

$$\partial_x\tilde{q}(0^-, s) = -\kappa_0\tilde{q}(0^-, s) - \beta\kappa_0[u(0^-, s) - 1]\Sigma_p(s).$$ \hspace{1cm} (2.33b)

Subtracting this pair of equations and using (2.32) with $\alpha + \beta = 1$ establishes that the flux is continuous across the membrane. On the other hand, multiplying Eq. (2.33a) by $\beta$ and Eq. (2.33b) by $\alpha$, and adding the results yields

$$2D\partial_x\bar{\rho}(0^+, s) = \kappa_0[\beta\bar{\rho}(0^+, s) - \alpha\tilde{q}(0^-, s)]$$

$$+ \alpha\kappa_0\tilde{q}(0, s|\Sigma_p(s))$$

$$= \kappa_0 \left[ \beta\bar{\rho}(0^+, s) - \alpha\tilde{q}(0^-, s) \right]. \hspace{1cm} (2.34)$$

Hence, snapping out BM with the switching scheme (2.30) and $\alpha < \beta$ is equivalent to single-particle diffusion through a directed semipermeable barrier with an effective permeability $\kappa_0\beta/2$ and bias $\sigma = \alpha/\beta$ on the left-hand side. Similarly, when $\alpha > \beta$, we have a directed semipermeable barrier with an effective permeability $\kappa_0\alpha/2$ and bias $\sigma = \beta/\alpha$ on the right-hand side.
D. First-passage time problem

As a simple application of the renewal Eq. (2.33), consider the FPT problem obtained by replacing the reflecting boundary at \( x = L \) in Fig. 2 by a totally absorbing boundary. The only modification to our previous analysis is that the Laplace transformed probability density in the domain \([0, L]\) is now given by Eq. (2.10) with

\[ \tilde{p}_< (x, s) = \frac{\sqrt{sD} \cosh(\sqrt{s/D}x) + \kappa_0 \sinh(\sqrt{s/D}x)}{\sqrt{sD} + \kappa_0}, \]  

\[ \tilde{p}_> (x, s) = \sinh(\sqrt{s/D}(L - x)), \]  

\[ A = \frac{(\sqrt{sD} + \kappa_0)/(\sqrt{sD})}{\sqrt{sD} \cosh(\sqrt{s/D}L) + \kappa_0 \sinh(\sqrt{s/D}L)}. \]  

Let \( T_L \) denote the FPT to be absorbed at \( x = L \),

\[ T_L = \inf \{ t > 0, X_t = L \}. \]  

Take \( f(x, t) \) to be the FPT density when \( X_0 = x_0 \). We identify \( f(x_0, t) \) with the flux through \( x = L \), \( f(x_0, t) = -D \partial_x \tilde{p}(L, t|x_0) \). It follows that the MFPT is

\[ \mathbb{E}[T_L] = \int_0^\infty t f(t) dt = -\frac{d\tilde{f}(x_0, s)}{ds}\bigg|_{s=0} = D \frac{d}{ds} \partial_x \tilde{p}(L, s|x_0)\bigg|_{s=0}. \]  

First, suppose that \( x_0 < 0 \). From Eqs. (2.33a) and (2.32), we have

\[ \partial_x \tilde{p}(L, s|x_0) = \frac{\alpha \kappa_0 \partial_x \tilde{p}(L, s, 0) \tilde{q}(0, s) - x_0}{1 - \kappa_0 [\alpha \tilde{p}(0, s) + (1 - \alpha) \tilde{q}(0, s)]}, \]

where

\[ \tilde{p}(x, s) = \frac{\sinh(\sqrt{s/D}(L - x))}{\sqrt{sD} \cosh(\sqrt{s/D}L) + \kappa_0 \sinh(\sqrt{s/D}L)}, \]  

and

\[ \tilde{q}(x, s) = \frac{\cosh(\sqrt{s/D}(L' - x))}{\sqrt{sD} \sinh(\sqrt{s/D}L')} + \kappa_0 \cosh(\sqrt{s/D}L'). \]

We find that for \( \kappa_0 > 0 \)

\[ \mathbb{E}[T_L] = \frac{(L + L')^2}{2D} - \frac{(L' + x_0)^2}{2D} + \frac{LL'(1 - 2\alpha)}{\alpha D} + \frac{L'}{\alpha \kappa_0}. \]

Now suppose that \( x_0 > 0 \). In this case we have

\[ \partial_x \tilde{p}(L, s|x_0) = \partial_x \tilde{p}(L, s|x_0) + \frac{\alpha \kappa_0 \partial_x \tilde{p}(L, s, 0) \tilde{p}(0, s|x_0)}{1 - \kappa_0 [\alpha \tilde{p}(0, s) + (1 - \alpha) \tilde{q}(0, s)|]} \]

and after some algebra we find that for \( \kappa_0 > 0 \),

\[ \mathbb{E}[T_L] = \frac{(L + L')^2}{2D} - \frac{(L' + x_0)^2}{2D} + \frac{L'(L - x_0)}{\alpha D}. \]

Eqs. (2.40) and (2.42) generalize the recent result for the symmetric case \( \alpha = 1/2 \), which was obtained by solving a backward equation for the MFPT:

\[ \mathbb{E}[T_L] = \frac{(L + L')^2}{2D} - \frac{(L' + x_0)^2}{2D} + \frac{2L'}{\kappa_0} H(-x_0) \]

for \( x_0 \in [-L', L] \).

A number of observations can be made. First, if the particle starts to the right of the barrier, then the MFPT is independent of the permeability \( \kappa_0 \) for all \( \alpha \in [0, 1] \). As \( \kappa_0 \) increases, there is a higher probability of crossing the barrier to the left-hand side, but it is also easier for the particle to cross back to the right-hand side; these effects cancel out. As highlighted in Ref. [11], this is a consequence of the fact that diffusion is unbiased. Second, the MFPT is a continuous function of \( x_0 \) across the barrier in the limit \( \kappa_0 \to \infty \), whereas its first derivative is discontinuous (unless \( \alpha = 1/2 \)). Third, there is an additional contribution to the MFPT for \( x_0 < 0 \) given by \( L'/(\alpha \kappa_0) \), which represents the mean time to cross the barrier for the first time. Fourth, the MFPT is a decreasing function of \( \alpha \) for all \( x_0 \). Example plots of the MFPT as a function of \( x_0 \) is illustrated in Fig. 3 for various values of \( \alpha \) and \( \kappa_0 \). Finally, note that the limit \( \kappa_0 \to 0 \) is singular since \( \mathbb{E}[T_L] \) does not exist for \( x_0 < 0 \) and \( \mathbb{E}[T_L] = L^2/2D - x_0^2/2D \) for \( x_0 > 0 \).
III. SNAPPING OUT BM IN $\mathbb{R}^d$

Let us return to the setup of Fig. 1. Single-particle diffusion now takes place on the space $\mathbb{G} = \mathcal{M} \cup \mathcal{M}^c$. Here $\mathcal{M} = \mathcal{M} \cup \partial \mathcal{M}^–$ and $\mathcal{M}^c = \mathcal{M}^c \cup \partial \mathcal{M}^+$ are disjoint sets so that $y \in \partial \mathcal{M}$ corresponds to either $y^+ \in \partial \mathcal{M}^+$ or $y^- \in \partial \mathcal{M}^–$ treated as distinct points. Let $\rho(x, t|x_0)$, $x, x_0 \in \mathbb{G}$, denote the probability density of the particle with the initial condition $X_0 = x_0 \in \mathcal{M} \cup \mathcal{M}^c$ and set

$$\rho(x, t) = \int_{\mathbb{G}} \rho(x, t|x_0)g(x_0)dx_0$$

(3.1)

for any continuous function $g$ on $\mathbb{G}$ with $\int_{\mathbb{G}} g(x_0)dx_0 = 1$. The density $\rho$ satisfies the FP equation

$$\begin{align}
\frac{\partial \rho(x, t)}{\partial t} &= D\nabla^2 \rho(x, t), \quad x \in \mathcal{M} \cup \mathcal{M}^c, \\
J(y^\pm, t) &= \kappa_0[\rho(y^–, t) - \rho(y^+, t)], \quad y^\pm \in \partial \mathcal{M}^\pm,
\end{align}$$

(3.2a)

(3.2b)

together with the initial condition $\rho(x, 0) = g(x)$. We wish to derive the higher-dimensional version of the renewal equations (2.20) by sewing together partially reflected BMs in the domains $\mathcal{M}$ and $\mathcal{M}^c$, see Fig. 4.

A. Partially reflected BMs in $\mathcal{M}$ and $\mathcal{M}^c$

Consider a Brownian particle diffusing in the bounded domain $\mathcal{M}$, see Fig. 4(a) with $\partial \mathcal{M}^–$ totally reflecting. Let $X_t$ denote the position of the particle at time $t$. In order to write down a stochastic differential equation (SDE) for $X_t$, we introduce the boundary local time

$$\ell^-_t = \lim_{\epsilon \to 0} \frac{D}{\epsilon} \int_0^t H(\epsilon - \text{dist}(X_\tau, \partial \mathcal{M}^-))d\tau,$$

(3.3)

such that the corresponding SDE takes the form

$$dX_t = \sqrt{2D}dW_t - n(X_t)d\ell^-_t,$$

(3.4)

where $W_t$ is a $d$-dimensional Brownian motion and $n(X_t)$ is the outward unit normal at the point $X_t \in \partial \mathcal{M}$. The differential $d\ell^-_t$ can be expressed in terms of a Dirac delta function:

$$d\ell^-_t = Ddt \left( \int_{\partial \mathcal{M}^-} \delta(X_t - y)dy \right).$$

(3.5)

Partially reflected BM in $\mathcal{M}$ is then obtained by stopping the stochastic process $X_t$ when the local time $\ell^-_t$ exceeds a random exponentially distributed threshold $\ell$ [17]. That is, the particle is absorbed somewhere on $\partial \mathcal{M}^–$ at the stopping time

$$T^- = \inf\{t > 0 : \ell^-_t > \ell\}, \quad \mathbb{P}[\ell > \ell] = e^{-\kappa_0 \ell/D}.$$  

(3.6)

The marginal density for particle position (prior to absorption),

$$q(x, t|x_0)dx = \mathbb{P}[x \leq X_t < x + dx, \ t < T^- | X_0 = x_0],$$

satisfies the diffusion equation with a Robin boundary condition on $\partial \mathcal{M}^–$:

$$\begin{align}
\frac{\partial q(x, t|x_0)}{\partial t} &= D\nabla^2 q(x, t|x_0) \quad \text{for } x, x_0 \in \mathcal{M}, \\
D\nabla q(x, t|x_0) \cdot n &= -\kappa_0 q(x, t|x_0) \quad \text{for } x \in \partial \mathcal{M}^–,
\end{align}$$

(3.7a)

(3.7b)

and $q(x, 0|x_0) = \delta(x - x_0)$.

An analogous construction holds for partially reflected BM in $\mathcal{M}^c$, see Fig. 4(b). Given the local time

$$\ell^+_t = \lim_{\epsilon \to 0} \frac{D}{\epsilon} \int_0^t H(\epsilon - \text{dist}(X_\tau, \partial \mathcal{M}^+))d\tau,$$

(3.8)
and stopping time
\[ T^+ = \inf \{ t > 0 : \ell_t^+ > \ell \}, \quad \mathbb{P}[\ell > \ell] = e^{-\kappa_0 \ell / D}. \] (3.9)

one finds that the marginal density
\[ p(x, t|x_0)dx = \mathbb{P}[x \leq X_t < x + dx, \ t < T^+ | x_0 = x_0] \]
satisfies the Robin boundary value problem (BVP)
\[ \frac{\partial p(x, t|x_0)}{\partial t} = D\nabla^2 p(x, t|x_0) \quad \text{for } x, x_0 \in M^c, \quad (3.10a) \]
\[ D\nabla p(x, t|x_0) \cdot n = \kappa_0 p(x, t|x_0) \quad \text{for } x \in \partial M^+, \quad (3.10b) \]
and \( p(x, 0|x_0) = \delta(x - x_0). \)

B. Modified boundary condition for \( x_0 \in \partial M \)

As in the 1D case, the boundary condition for partially reflected BM in \( M^c \) is modified when the particle actually starts on the boundary. In order to show this, we first Laplace transform Eqs. (3.10) with respect to time \( t \):
\[ D\nabla^2 \tilde{p}(x, s|x_0) - s\tilde{p}(x, s|x_0) = -\delta(x - x_0), \quad x, x_0 \in M^c, \quad (3.11a) \]
\[ D\nabla \tilde{p}(x, s|x_0) \cdot n = \kappa_0 \tilde{p}(x, s|x_0) \quad \text{for } x \in \partial M^+. \quad (3.11b) \]

Consider a small cylinder \( C(\epsilon, \sigma) \) of uniform cross-section \( \sigma \) and length \( 2\epsilon \) with a point \( x \in \partial M \) at its center of mass, see Fig. 5. Let \( C^+(\epsilon, \sigma) = C(\epsilon, \sigma) \cap M^c \). For sufficiently small \( \epsilon, \sigma \), we can treat \( \Sigma_0 \equiv C^+(\epsilon, \sigma) \cap \partial M^+ \) as a planar interface with outward normal \( n(y) \) such that the axis of \( C^+(\epsilon, \sigma) \) is aligned along \( n(y) \). Given the above construction, we integrate Eq. (3.11a) with respect to all \( x \in C^+(\epsilon, \sigma) \) and use the divergence theorem:
\[ \int_{\Sigma_0} \nabla \tilde{p}(y', s|x_0) \cdot n(y') dy' - \int_{\Sigma_0} \nabla \tilde{p}(y', s|x_0) \cdot n(y') dy' \]
\[ \sim \frac{1}{D} \int_{\Sigma^+} [s\tilde{p}(x, s|x_0) - \delta(x - x_0)] dx, \quad (3.12) \]
where \( \Sigma_0 \) denotes the flat end of the cylinder within \( M^c \). If \( x_0 \) is in the bulk domain \( M^c \), then taking the limits \( \epsilon, \sigma \to 0 \) shows that the flux is continuous as it approaches the boundary, since the right-hand side of Eq. (3.12) vanishes. On the other hand, if \( x_0 = z \in \partial M^+ \) then taking the limits \( \epsilon, \sigma \to 0 \) gives
\[ \lim_{\epsilon, \sigma \to 0^+} \int_{\Sigma^+} \nabla \tilde{p}(y + \epsilon n(y), s|z) \cdot n(y) \]
\[ - D\nabla \tilde{p}(y, s|z) \cdot n(y) = -\delta(y - z), \quad (3.13) \]
where \( \delta \) is the Dirac delta function for points on \( \partial M \) such that for any continuous function \( f : M \to \mathbb{R} \) we have
\[ \int_{\partial M} f(y) \delta(y - z) dy = f(z). \]
Finally, noting that the first flux term on the left-hand side satisfies the boundary condition (3.11b), we deduce that
\[ D\nabla \tilde{p}(y, s|z) \cdot n(y) = \kappa_0 \tilde{p}(y, s|z) - \delta(y - z). \quad (3.14) \]

Applying a similar argument to partially reflected BM in \( M \) we find that
\[ D\nabla \tilde{q}(y, s|z) \cdot n(y) = -\kappa_0 \tilde{q}(y, s|z) + \delta(y - z). \quad (3.15) \]

The extra terms on the right-hand side of Eqs. (3.14) and (3.15) play a crucial role in the subsequent analysis. They will also be confirmed by directly differentiating example explicit solutions.

The Green’s function \( \tilde{p}(x_0, s|z) \) with \( z \in \partial M \) and \( x_0 \in M^c \) can be related to the corresponding inverse local time [12]
\[ \mathbb{E}[e^{-sT^+}|X_0 = x_0] = \int_0^\infty f(x_0, t)e^{-st} dt, \quad (3.16) \]
where \( f(x_0, t) \) is the FPT density for being absorbed on \( \partial M \). In terms of the survival probability
\[ Q(x_0, t) = \int_{M^c} p(x, t|x_0) dx, \quad (3.17) \]
we have
\[ f(x_0, t) = -\frac{dQ(x_0, t)}{dt} = -\int_{M^c} \frac{\partial p(x, t|x_0)}{\partial t} dx \]
\[ = -D \int_{M^c} \nabla^2 p(x, t|x_0) dx \]
\[ = D \int_{\partial M} \nabla p(z, t|x_0) \cdot n dz = \kappa_0 \int_{\partial M} p(z, t|x_0) dz. \quad (3.18) \]

Hence,
\[ \mathbb{E}[e^{-sT}|X_0 = x_0] = \kappa_0 \int_{\partial M} \tilde{p}(z, s|z) dz \]
\[ = \kappa_0 \int_{\partial M} \tilde{p}(x_0, s|z) dz \quad (3.19) \]
by the standard symmetry property of Green’s functions.

C. Renewal equation

We define the multidimensional version of snapping out BM as follows. Without loss of generality, suppose that
the particle starts in the domain $\mathcal{M}^c$. It realizes reflected
BM in $\mathcal{M}^c$ until it is killed when its local time $\ell^+_t$, see
Eq. (3.8), is greater than an independent exponential
random variable $\ell$. Let $y^+ \in \partial \mathcal{M}^+$ denote the point on
the boundary where killing occurs. The stochastic pro-
cess immediately restarts as a new round of partially re-
lected BM, either from $y^+$ into $\mathcal{M}^c$ or from $y^-$ into $\mathcal{M}$. These
two possibilities occur with equal probability. Sub-
sequent rounds of partially reflected BM are generated
in the same way. We thus have a stochastic process on
the set $G$. As in the one-dimensional case [18], it can be
proven that snapping out BM is a strong Markov pro-
cess.

\begin{equation}
\rho(x, t) = p(x, t) + \frac{\kappa_0}{2} \int_0^t \left\{ \int_{\partial \mathcal{M}} p(x, \tau|z) \left[ \rho(z^+, t - \tau) + \rho(z^-, t - \tau) \right] dz \right\} d\tau, \quad x \in \mathcal{M}^c, \tag{3.21a}
\end{equation}

\begin{equation}
\rho(x, t) = q(x, t) + \frac{\kappa_0}{2} \int_0^t \left\{ \int_{\partial \mathcal{M}} q(x, \tau|z) \left[ \rho(z^+, t - \tau) + \rho(z^-, t - \tau) \right] dz \right\} d\tau, \quad x \in \mathcal{M}. \tag{3.21b}
\end{equation}

The first term on the right-hand side of Eqs. (3.21a)
and (3.21b) represents all sample trajectories that have
never been absorbed by the boundary $\partial \mathcal{M}^+$ and $\partial \mathcal{M}^-$,
respectively. The corresponding integral term in equa-
tion (3.21a) represents all trajectories that were last
absorbed (stopped) somewhere on $\partial \mathcal{M}^+$ at time $t - \tau$
and then switched to the domain $\mathcal{M}^c$ with probability 1/2
in order to reach $x \in \mathcal{M}^c$ at time $t$. Since the particle
is not absorbed over the interval $(t - \tau, t]$, the proba-
bility of reaching $x \in \mathcal{M}^c$ starting at a point $z \in \partial \mathcal{M}^+$ is
$p(x, \tau|z)$. We then have to integrate with respect to all
starting positions $z$ at time $t - \tau$. An analogous inter-
pretation holds for the integral term on the right-hand side
of Eq. (3.21b), with $p \rightarrow q$ and $\partial \mathcal{M}^+ \rightarrow \partial \mathcal{M}^-$. Finally,
the probability that the last stopping event occurred in
the interval $(t - \tau, t - \tau + d\tau)$ irrespective of previous
events is $\kappa_0 d\tau$.

We wish to establish that $\rho(x, t)$ is a (weak) solution
of the FP Eq. (3.2) under the initial condition $\rho(x, 0) =
g(x)$. It is clear that $\rho(x, t)$ satisfies the diffusion equation
in the bulk so, as in the 1D example, we focus on the
boundary conditions. Laplace transforming the renewal
Eqs. (3.21a,b) with respect to time $t$ gives

\begin{equation}
\bar{\rho}(x, s) = \bar{p}(x, s) + \frac{\kappa_0}{2} \int_{\partial \mathcal{M}} \bar{p}(x, s|z) \Sigma_\rho(z, s) dz \tag{3.22a}
\end{equation}

for $x \in \mathcal{M}^c$ and

\begin{equation}
\bar{\rho}(x, s) = \bar{q}(x, s) + \frac{\kappa_0}{2} \int_{\partial \mathcal{M}} \bar{q}(x, s|z) \Sigma_\rho(z, s) dz \tag{3.22b}
\end{equation}

for $x \in \mathcal{M}$. We have set

$$
\Sigma_\rho(z, s) = \bar{\rho}(z^+, s) + \bar{\rho}(z^-, s). \tag{3.23}
$$

This means that we can consider a multi-dimensional
version of the renewal equation introduced in [32]. First, let

\begin{equation}
p(x, t) = \int_{\mathcal{M}^c} p(x, t|x_0) g(x_0) dx_0, \tag{3.20a}
\end{equation}

\begin{equation}
q(x, t) = \int_{\mathcal{M}} q(x, t|x_0) g(x_0) dx_0, \tag{3.20b}
\end{equation}

where $p(x, t|x_0)$ and $q(x, t|x_0)$ are the solutions of the
Robin BVPs (3.10) and (3.7), respectively. By construc-
tion, the probability density $\rho(x, t)$ satisfies the last re-
newal equations

\begin{align*}
\partial_n \bar{p}(y^+, s) &= \partial_n \bar{p}(y^+, s) + \frac{\kappa_0}{2} \int_{\partial \mathcal{M}} \partial_n \bar{p}(y, s|z) \Sigma_\rho(z, s) dz, \tag{3.24a} \\
\partial_n \bar{p}(y^-, s) &= \partial_n \bar{q}(y^-, s) + \frac{\kappa_0}{2} \int_{\partial \mathcal{M}} \partial_n \bar{q}(y, s|z) \Sigma_\rho(z, s) dz. \tag{3.24b}
\end{align*}

Next, imposing the boundary conditions (3.11b) and
(3.11b) for partially reflected BM and the modified
boundary conditions (3.14) and (3.15) yields

\begin{align*}
D \partial_n \bar{p}(y^+, s) &= \kappa_0 \bar{p}(y^+, s) \tag{3.25a} \\
&+ \frac{\kappa_0}{2} \int_{\partial \mathcal{M}} [\kappa_0 \bar{p}(y, s|z) - \bar{g}(y - z) \Sigma_\rho(z, s) dz, \\
D \partial_n \bar{q}(y^-, s) &= -\kappa_0 \bar{q}(y^-, s) \tag{3.25b} \\
&- \frac{\kappa_0}{2} \int_{\partial \mathcal{M}} [\kappa_0 \bar{q}(y, s|z) - \bar{g}(y - z) \Sigma_\rho(z, s) dz.
\end{align*}

Subtracting this pair of equations, we find that

\begin{align*}
D \partial_n \bar{p}(y^+, s) - D \partial_n \bar{q}(y^-, s) \\
= \kappa_0 [\bar{p}(y^+, s) + \bar{q}(y^-, s)] - \kappa_0 \Sigma_\rho(y, s) \\
&+ \frac{\kappa_0^2}{2} \int_{\partial \mathcal{M}} [\bar{p}(y, s|z) + \bar{q}(y, s|z)] \Sigma_\rho(z, s) dz = 0. \tag{3.26}
\end{align*}

The last line follows from setting $x = y^+$ and $x = y^-$
in Eqs. (3.22a) and (3.22b), respectively, and adding the
results. Finally adding Eqs. (3.25a,b) gives
\[ 2D\partial_t \overline{p}(y^\pm, s) = \kappa_0 [\overline{p}(y^+, s) - \overline{q}(y^-, s)] + \frac{\kappa_0^2}{2} \int_{\partial M} [\overline{p}(y, s|z) - \overline{q}(y, s|z)] \Sigma_p(z, s) \, dz \]
\[ = \kappa_0 [\overline{p}(y^+, s) - \overline{p}(y^-, s)]. \quad (3.27) \]
Hence, we have established the equivalence of multidimensional snapping out BM with single-particle diffusion through a smooth semipermeable membrane of the form shown in Fig. 1.

**D. Spectral decomposition**

Eqs. (3.24) are Fredholm integral equations of the second kind for which \( \rho \) is an implicit solution. One way to formally solve these equations is to use spectral theory. Setting \( x = y^\pm \) and adding the resulting equations gives
\[ \Sigma_p(y, s) = \Sigma_p(y, s) + \frac{\kappa_0}{2} \int_{\partial M} \Sigma_p(y, s|z) \Sigma_p(z, s) \, dz, \]
for \( y \in \partial M, \) (3.28)
with
\[ \Sigma_p(y, s|z) = \overline{p}(y, s|z) + \overline{q}(y, s|z), \]
\[ \Sigma_p(y, s) = \int_G \Sigma_p(y, s|x_0) g(x_0) \, dx_0. \] (3.29a, 3.29b)

Introduce the linear operator \( \mathbb{L} : \partial M \to \partial M, \)
\[ \mathbb{L}[f](y, s) = \int_{\partial M} \Sigma_p(y, s|z) f(z) \, dz, \]
for any \( L^2 \) function \( f \) on \( \partial M \) and rewrite Eq. (3.28) as
\[ \Sigma_p(y, s) - \frac{\kappa_0}{2} \mathbb{L}[\Sigma_p](y, s) = \Sigma_p(y, s). \] (3.31)
Since \( \partial M \) is bounded and \( \mathbb{L} \) is self-adjoint with respect to the \( L^2 \) norm, it follows that \( \mathbb{L} \) has a complete orthonormal set of eigenfunctions \( \{ \phi_n(y, s), n \geq 0 \} \) and a corresponding set of real nonzero eigenvalues \( \lambda_n(s) \) such that
\[ \mathbb{L} \phi_n(y, s) = \lambda_n(s) \phi_n(y, s), \quad y \in \partial M. \] (3.32)
Introducing the eigenfunction expansions
\[ \Sigma_p(y, s) = \sum_{n \geq 0} \Sigma_{p,n}(s) \phi_n(y, s), \]
\[ \Sigma_p(y, s) = \sum_{n \geq 0} \Sigma_{p,n}(s) \phi_n(y, s), \] (3.33a, 3.33b)
and substituting into Eq. (3.31) yields
\[ \Sigma_{p,n}(s) = \frac{\Sigma_{p,n}(s)}{1 - \kappa_0 \lambda_n(s)/2}. \] (3.34)
We have used the fact that the eigenfunctions are orthonormal. Finally, substituting for \( \Sigma_p(y, s), \) \( y \in \partial M, \) in Eqs. (3.24) gives
\[ \overline{p}(x, s) = \overline{p}(x, s) + \frac{\kappa_0}{2} \sum_{n \geq 0} \frac{\Sigma_{p,n}(s)}{1 - \kappa_0 \lambda_n(s)/2} \int_{\partial M} \overline{p}(x, s|z) \phi_n(z, s) \, dz \]
for \( x \in \overline{M}, \) and
\[ \overline{p}(x, s) = \overline{q}(x, s) + \frac{\kappa_0}{2} \sum_{n \geq 0} \frac{\Sigma_{p,n}(s)}{1 - \kappa_0 \lambda_n(s)/2} \int_{\partial M} \overline{q}(x, s|z) \phi_n(z, s) \, dz \]
for \( x \in \overline{M}. \)

**E. Spherically symmetric semipermeable interface**

In special cases, it is possible to solve the renewal Eqs. (3.24) without recourse to spectral theory by exploiting an underlying symmetry. For example, suppose that \( M = \{ x \in \mathbb{R}^d \mid 0 \leq |x| < R \} \) and thus \( \partial M = \{ x \in \mathbb{R}^d \mid |x| = R \} \), where \( R \) is the radius of the sphere. Following [36], we assume that the initial distribution of the particle is spherically symmetric, that is, \( g = g(x_0) \). This allows us to exploit spherical symmetry by setting
\[ \rho = \rho(r, t) = \Omega_d \int_0^\infty \rho(r, t|r_0) g(r_0) r_0^{d-1} \, dr_0, \] (3.36)
where \( r = |x|, \) \( r_0 = |x_0| \) and \( \Omega_d \) is the surface area of a unit sphere in \( \mathbb{R}^d \). The renewal Eqs. (3.22) reduce to the simpler form
\[ \overline{p}(r, s) = \overline{p}(r, s) + \frac{\kappa_0}{2} \Omega_d r^{d-1} \overline{p}(r, s|R) \Sigma_p(R, s) \] (3.37a)
for \( r \geq R^+ \) and
\[ \overline{p}(r, s) = \overline{q}(r, s) + \frac{\kappa_0}{2} \Omega_d r^{d-1} \overline{q}(r, s|R) \Sigma_p(R, s) \] (3.37b)
for \( 0 \leq r \leq R^-. \) We have also set
\[ \Sigma_p(R, s) = \overline{p}(R^+, s) + \overline{p}(R^-, s). \] (3.38)
Eqs. (3.37) are identical in structure to Eqs. (2.21). This means that we can immediately write down the solution for \( \Sigma_p(R, s), \)
\[ \Sigma_p(R, s) = \frac{\sum_{p}(R, s)}{1 - (\kappa(R)/2)[\overline{p}(R, s|R) + \overline{q}(R, s|R)]}, \quad R, \quad \] (3.39)
with \( \kappa(R) = \kappa_0 \Omega_d R^{d-1} \). Hence, obtaining an explicit solution for \( \overline{p}(r, s) \) reduces to the problem of solving the FP equation for \( \overline{p}(r, s|r_0), \) \( r, r_0 \geq R, \) and the corresponding FP equation for \( \overline{q}(r, s|r_0), \) \( 0 \leq r, r_0 \leq R. \)
The Laplace transformed density \( \tilde{p}(r, s|\eta_0) \) satisfies the FP equation

\[
\frac{D}{\partial r^2} \frac{\partial^2 \tilde{p}(r, s|\eta_0)}{\partial r^2} + D \frac{d-1}{r} \frac{\partial \tilde{p}(r, s|\eta_0)}{\partial r} - s \tilde{p}(r, s|\eta_0) = -\Gamma_0 \delta(r - \eta_0), \quad R < r,
\]

(3.40a)

\[
D \frac{\partial \tilde{p}(r, s|\eta_0)}{\partial r} = \kappa_0 \tilde{p}(r, s|\eta_0), \quad r = R,
\]

(3.40b)

with \( \Gamma_0 = 1/(\Omega_d r_0^{d-1}) \). Equations of the form (3.40) can be solved in terms of modified Bessel functions [36]. The general solution is

\[
\tilde{p}(r, s|\eta_0) = A(s)F(\eta r) + G(r, s|\eta_0), \quad \eta = \sqrt{\frac{s}{D}}
\]

(3.41)

for \( R \leq r \), where \( F(x) = x^\nu K_\nu(x), \nu = 1 - d/2, \) and \( K_\nu \) is a modified Bessel function of the second kind. The first term on the right-hand side of Eq. (3.41) is the solution to the homogeneous version of Eq. (3.40) and \( G \) is the modified Helmholtz Green’s function in the case of a totally absorbing surface \( \partial M \):

\[
D \frac{\partial^2 G}{\partial r^2} + D \frac{d-1}{r} \frac{\partial G}{\partial r} - s G = -\Gamma_0 \delta(r - \eta_0), \quad R < r,
\]

(3.42a)

\[
G(R, s|\eta_0) = 0.
\]

(3.42b)

The latter is given by [36]

\[
G(r, s|\eta_0) = \frac{(rr_0)^\nu}{D \Omega_d} \times \frac{[I_\nu(\eta r)K_\nu(\eta R) - I_\nu(\eta R)K_\nu(\eta r)]K_\nu(\eta r)}{K_\nu(\eta R)},
\]

(3.43)

where \( r_0 = \min(r, r_0) \), \( r_\nu = \max(r, r_0) \), and \( I_\nu \) is a modified Bessel function of the first kind. The unknown coefficient \( A(s) \) is determined from the boundary condition (3.40b):

\[
\frac{\kappa_0}{D} A(s)F(\eta r) = A(s)\eta F'(\eta r) + \partial_r G(R, s|\eta_0),
\]

(3.44)

with

\[
\partial_r G(R, s|\eta_0) = \frac{1}{D \Omega_d R^{d-1}} \frac{F(\eta r_0)}{F(\eta R)}.
\]

(3.45)

Rearranging (3.44) shows that

\[
A(s) = \frac{\partial_r G(R, s|\eta_0)}{\kappa_0 F(\eta r_0)/D - \eta F'(\eta r_0)}.
\]

(3.46)

A similar analysis can be carried out for \( \tilde{q}(r, s|\eta_0) \) and we find that

\[
\tilde{q}(r, s|\eta_0) = \frac{A(s)\tilde{F}(\eta r)}{\tilde{G}(r, s|\eta_0)}, \quad r \leq R,
\]

(3.47)

with \( \tilde{F}(x) = x^\nu (c_1 I_\nu(x) + c_2 K_\nu(x)) \),

\[
\tilde{G}(r, s|\eta_0) = \frac{(rr_0)^\nu}{D \Omega_d} \times \frac{[I_\nu(\eta r)K_\nu(\eta R) - I_\nu(\eta R)K_\nu(\eta r)]I_\nu(\eta r)}{I_\nu(\eta R)},
\]

(3.48)

and

\[
\tilde{A}(s) = \frac{\partial_r \tilde{G}(R, s|\eta_0)}{\kappa_0 \tilde{F}(\eta R)/D + \eta \tilde{F}'(\eta R)}.
\]

(3.49)

The coefficients \( c_1, c_2 \) in the definition of \( \tilde{F}(x) \) depend on the value of \( \nu = 1 - d/2, \) and are determined by requiring that the solution remain bounded as \( x \to 0 \) and by any symmetries. In particular, for \( d = 1, 2, 3 \), we have \( \nu = 1/2, 0, -1/2, \) respectively, and

\[
\tilde{F}(x) = \begin{cases} \sinh(x) & d = 1, \\ I_0(x) & d = 2, \\ \frac{\sinh(x)}{x} & d = 3. \end{cases}
\]

(3.50)

The cases \( d = 1, 3 \) follow from the identities

\[
I_{-1/2}(z) = \sqrt{\frac{2}{\pi z}} \cosh(z),
\]

(3.52a)

\[
K_{1/2}(z) = K_{-1/2}(z) = \sqrt{\frac{\pi}{2z}} e^{-z},
\]

(3.52b)

\[
I_{1/2}(z) = \sqrt{\frac{2}{\pi z}} \sin(z).
\]

(3.52c)

In Fig. 6 we show how the one-dimensional case is equivalent to the problem considered in Sect. III, see Fig. 2, with \( L' = R \) and \( L \to \infty \). More precisely, spherical
symmetry implies that the one-dimensional system is reflection symmetric about \( r = 0 \), which means that there is no flux through the origin. In other words, we can treat \( r = 0 \) as a totally reflecting barrier. Hence, we can treat diffusion to the right and left of this barrier as independent BMs involving a semipermeable barrier at a distance \( R \) from \( r = 0 \).

Finally, substituting Eqs. (3.41) and (3.47) back into Eqs. (3.37) and noting that \( G \) and \( G \) vanish on the boundary, we have

\[
\begin{align*}
\tilde{p}(r, s) &= \tilde{p}(r, s) + \frac{k(R)}{2} A(s) F(\eta R) \Sigma_{\rho}(R, s), \quad (3.53a) \\
\tilde{p}(r, s) &= \tilde{q}(r, s) - \frac{k(R)}{2} A(s) F(\eta R) \Sigma_{\rho}(R, s) \quad (3.53b)
\end{align*}
\]

for \( r \geq R^+ \) and \( r < R^- \), respectively, and with

\[
\Sigma_{\rho}(R, s) = \frac{\tilde{p}(R^+, s) + \tilde{q}(R^-, s)}{1 - \frac{k(R)}{2}[A(s) F(\eta R) + A(s) F(\eta R)]}. \quad (3.54)
\]

IV. ENCOUNTER-BASED MODEL OF SNAPING OUT BM

As we have already highlighted, one of the advantages of the renewal approach is that it provides a relatively simple framework for developing more general probabilistic models of diffusion through semi-permeable membranes. In our previous paper [28], we illustrated this in the case of one-dimensional diffusion by considering the effects of (i) stochastic resetting and (ii) modifying the rule for killing each round of partially reflected BM. Here we show how to incorporate the latter into the example of the spherically symmetric interface analyzed in Sect. IVB. The basic idea is to combine snapping out BM with the encounter-based model of diffusion-mediated surface absorption [30–33]. This means that each round of partially reflected BM is killed when its local time \( t_+^\ell \) on \( \partial M^\pm \) is greater than an independent random variable \( \hat{\ell} \) with a nonexponential distribution \( \Psi(\ell) = \mathbb{P}[\hat{\ell} > \ell] \). Following Ref. [28] we construct a first rather than a last renewal equation. We add a subscript \( \Psi \) to all probability densities in order to indicate the fact we are considering a general distribution threshold distribution \( \Psi(\ell) \).

A. First renewal equation

The spherically symmetric first renewal equation takes the form

\[
\begin{align*}
\rho_{\Psi}(r, t) &= p_{\Psi}(r, t) + \frac{1}{2} \int_0^t \left[ \rho_{\Psi}(r, t - \tau | R^+) + \rho_{\Psi}(r, t - \tau | R^-) \right] f_{\Psi}(\tau) d\tau, \quad R^+ \leq r < \infty, \quad (4.1a) \\
\rho_{\Psi}(r, t) &= q_{\Psi}(r, t) + \frac{1}{2} \int_0^t \left[ \rho_{\Psi}(r, t - \tau | R^+) + \rho_{\Psi}(r, t - \tau | R^-) \right] f_{\Psi}(\tau) d\tau, \quad 0 \leq r \leq R^-.
\end{align*}
\]

we have

\[
\begin{align*}
\dot{f}_{\Psi}(t) &= -dQ_{\Psi}(t)/dt \\
&= -D \int_{M^c} \frac{\partial p_{\Psi}(x, t)}{\partial t} dx - D \int_{M} \frac{\partial q_{\Psi}(x, t)}{\partial t} dx \\
&= -D \int_{M^c} \nabla^2 p_{\Psi}(x, t) dx - D \int_{M} \nabla^2 q_{\Psi}(x, t) dx \\
&= D \int_{\partial M^c} \nabla p_{\Psi}(z, t) \cdot ndz \\
&\quad - D \int_{\partial M} \nabla q_{\Psi}(z, t) \cdot ndz \\
&= D \Omega_d R^{d-1} [\partial_r p_{\Psi}(R, t) - \partial_r q_{\Psi}(R, t)]. \quad (4.4)
\end{align*}
\]

The last line follows from spherical symmetry.

Laplace transforming the renewal Eq. (4.1) with re-
spect to time \( t \) gives
\[
\tilde{\rho}_\Psi(r, s) = \tilde{\rho}_\Psi(r, s) + \frac{1}{2} |\tilde{\rho}_\Psi(r, s) + \tilde{\rho}_\Psi(r, s)| f_\Psi(s), \quad r \geq R^+,
\]
\[
\tilde{\rho}_\Psi(r, s) = \tilde{\eta}_\Psi(r, s) + \frac{1}{2} |\tilde{\rho}_\Psi(r, s) + \tilde{\rho}_\Psi(r, s)| f_\Psi(s), \quad r \leq R^-,
\]
with
\[
f_\Psi(s) = 1 - s \tilde{Q}_\Psi(s)
\]
\[= D \Omega_d R^{d-1} [\partial_r \tilde{\rho}_\Psi(R, s) - \partial_r \tilde{Q}_\Psi(R, s)].
\]
In order to determine the factor \( \tilde{\rho}_\Psi(r, s) + \tilde{\rho}_\Psi(r, s) \) we set \( g(r_0) = [\delta(r_0 - R^+) + \delta(r_0 - R^-)]/2 \) in Eq. (4.5). This yields
\[
\tilde{\rho}_\Psi(r, s) + \tilde{\rho}_\Psi(r, s) = \tilde{\rho}_\Psi(r, s) + \tilde{\eta}_\Psi(r, s)
\]
\[+ \tilde{\rho}_\Psi(r, s) + \tilde{\rho}_\Psi(r, s)] f_\Psi(R, s),
\]
where \( f_\Psi(R, s) = 1 - s \tilde{Q}_\Psi(R, s) \) with
\[
\tilde{Q}_\Psi(R, s)
\]
\[= \frac{D \Omega_d R^{d-1}}{2} \lim_{\epsilon \to 0^+} [\partial_r \tilde{\rho}_\Psi(R, t) + \epsilon - \partial_r \tilde{Q}_\Psi(R, t) - \epsilon].
\]
Note that \( \tilde{\rho}_\Psi(r, s) = 0 \) for \( r < R \) and \( \tilde{\eta}_\Psi(r, s) = 0 \) for \( r > R \). Rearranging Eq. (4.7) leads to the result
\[
\tilde{\rho}_\Psi(r, s) + \tilde{\rho}_\Psi(r, s) = \frac{\tilde{\rho}_\Psi(r, s) + \tilde{\eta}_\Psi(r, s)}{s \tilde{Q}_\Psi(R, s)}.
\]
Substituting back into Eq. (4.5) yields the explicit form
\[
\tilde{\rho}_\Psi(r, s) = \tilde{\rho}_\Psi(r, s) + \frac{1 - s \tilde{Q}_\Psi(s)}{2 s \tilde{Q}_\Psi(R, s)} \tilde{\rho}_\Psi(r, s), \quad r > R
\]
\[
\tilde{\rho}_\Psi(r, s) = \tilde{\eta}_\Psi(r, s) + \frac{1 - s \tilde{Q}_\Psi(s)}{2 s \tilde{Q}_\Psi(R, s)} \tilde{\eta}_\Psi(r, s), \quad r < R.
\]

**B. Boundary conditions at the interface**

We would like to determine the boundary conditions for \( \tilde{\rho}_\Psi(r, s) \) at the interface. In order to proceed further, we use the following general results from studies of encounter-based models [30–33]. Consider partially reflected BM in a bounded domain \( \mathcal{M} \). Let \( p(x, z, t|z_0) \) be the solution of the corresponding FP equation for constant absorption rate \( \kappa_0 = z D \) on \( \partial \mathcal{M} \). Then
\[
p_\Psi(x, t|z_0) = \int_0^\infty \Psi(\ell) \mathcal{L}_\ell^{-1} p(x, z, t|z_0) d\ell,
\]
\[
- \nabla p_\Psi(y, t|z_0) \cdot \mathbf{n} = \int_0^\infty \psi(\ell) \mathcal{L}_\ell^{-1} p(y, z, t|z_0) d\ell
\]
for \( x, x_0 \in \mathcal{M} \) and \( y \in \partial \mathcal{M} \), with \( z \) treated as the Laplace variable conjugate to \( \ell \), and \( \psi(\ell) = -\mathcal{L}_\ell(\ell) \). In the specific case of a spherically symmetric interface, these results imply that
\[
p_\Psi(r, t|r_0) = \int_0^\infty \Psi(\ell) \mathcal{L}_\ell^{-1} p(r, z, t|r_0) d\ell, \quad (4.11a)
\]
\[
\partial_r p_\Psi(R, t|r_0) = \int_0^\infty \psi(\ell) \mathcal{L}_\ell^{-1} p(R, z, t|r_0) d\ell \quad (4.11b)
\]
for \( r, r_0 > R \) and
\[
q_\Psi(r, t|r_0) = \int_0^\infty \Psi(\ell) \mathcal{L}_\ell^{-1} q(r, z, t|r_0) d\ell, \quad (4.12a)
\]
\[
- \partial_r q_\Psi(R, t|r_0) = \int_0^\infty \psi(\ell) \mathcal{L}_\ell^{-1} q(R, z, t|r_0) d\ell \quad (4.12b)
\]
for \( r, r_0 < R \).

We now calculate the terms \( \tilde{\rho}_\Psi(r, s) \), \( \tilde{\eta}_\Psi(r, s) \) and \( s \tilde{Q}_\Psi(R, s) \) appearing in Eqs. (4.9). First, setting \( r_0 = R \) in Eq. (3.41) gives
\[
\tilde{p}(r, z, t|z_0) = \frac{1}{D \Omega_d R^{d-1}} F(\eta R) - \frac{F(\eta R)}{F(\eta R)}, \quad (4.13)
\]
Substituting into Eq. (4.11a), we find that
\[
\tilde{\rho}_\Psi(r, s) = \frac{\tilde{\Psi}(\mathcal{F}(s))}{\mathcal{F}(\eta R)} F(\eta R), \quad (4.14a)
\]
\[
\mathcal{F}(s) = - \frac{\eta F(\eta R)}{F(\eta R)}. \quad (4.14b)
\]
Similarly, setting \( r_0 = R \) in Eq. (3.47), we have
\[
\tilde{q}(r, z, s|s) = \frac{1}{D \Omega_d R^{d-1}} \frac{\mathcal{F}(\eta R)}{z F(\eta R) + \eta \mathcal{F}(\eta R)}, \quad (4.15)
\]
so that from Eq. (4.12a)
\[
\tilde{\eta}_\Psi(r, s) = \frac{\tilde{\Psi}(\mathcal{F}(s))}{\mathcal{F}(\eta R)} \frac{F(\eta R)}{F(\eta R)}, \quad (4.16a)
\]
\[
\mathcal{F}(s) = \frac{\eta F(\eta R)}{F(\eta R)}. \quad (4.16b)
\]
Finally, we determine \( s \tilde{Q}_\Psi(R, s) \) by combining Eqs. (4.8), (4.11b), (4.13) and (4.15):
\[
sQ(R, s) = 1 - \frac{D\Omega^d R^{d-1}}{2} \int_0^\infty \psi(\ell) L^{-1} [\bar{p}(R, s, z| R) + \bar{q}(R, s, z| R)] d\ell = 1 - \frac{1}{2} \left[ \tilde{\psi}(F(s)) + \tilde{\psi}(\bar{F}(s)) \right]. \tag{4.17}
\]

Determining the boundary conditions at the interface requires differentiating both sides of Eqs. (4.9) with respect to \( r \) and setting \( r = R^\pm \). This yields terms of the form \( \partial_r \tilde{p}_\Psi(R, s|R) \) and \( \partial_r \tilde{q}_\Psi(R, s|R) \). Since the initial state is on the boundary we cannot simply set \( r_0 = R \) in Eqs. (4.11b) and (4.12b). Instead, we differentiate Eqs. (4.14) and (4.16) directly:

\[
\begin{align*}
\partial_r \tilde{p}_\Psi(R, s|R) &= \frac{1}{D\Omega^d R^{d-1}} \sqrt{\frac{s}{D}} \tilde{\psi}(F(s)) \frac{F'(s)}{F(\sqrt{s/D})} = -\frac{1}{D\Omega^d R^{d-1}} \tilde{\Psi}(F(s)) F(s), \\
\partial_r \tilde{q}_\Psi(R, s|R) &= \frac{1}{D\Omega^d R^{d-1}} \sqrt{\frac{s}{D}} \tilde{\psi}(F(s)) \frac{\bar{F}'(s)}{\bar{F}(\sqrt{s/D})} = \frac{1}{D\Omega^d R^{d-1}} \tilde{\bar{\Psi}}(F(s)) \bar{F}(s). 
\end{align*}
\tag{4.18a}
\]

Differentiating Eqs. (4.9) with respect to \( r \), setting \( r = R^\pm \) and subtracting the results

\[
\begin{align*}
\partial_r \tilde{p}_\Psi(R^+, s) - \partial_r \tilde{q}_\Psi(R^-, s) &= \partial_r \tilde{p}_\Psi(R, s) - \partial_r \tilde{q}_\Psi(R, s) - \frac{1}{D\Omega^d R^{d-1}} \tilde{\bar{\Psi}}(F(s)) F(s) + \tilde{\Psi}(F(s)) \bar{F}(s) \tilde{f}(s).
\end{align*}
\tag{4.19}
\]

Since \( \tilde{\psi}(F) F = 1 - \tilde{\psi}(\bar{F}) \) etc., we deduce from Eq. (4.6) that

\[
\partial_r \tilde{p}_\Psi(R^+, s) - \partial_r \tilde{q}_\Psi(R^-, s) = \partial_r \tilde{p}_\Psi(R, s) - \partial_r \tilde{q}_\Psi(R, s) - \frac{\tilde{f}(s)}{D\Omega^d R^{d-1}} = 0.
\tag{4.20}
\]

Hence, the probability flux is continuous across the interface \( \partial M \). Next, differentiating Eqs. (4.9) with respect to \( r \), setting \( r = R^\pm \) and adding the results gives

\[
\begin{align*}
2\partial_r \tilde{p}_\Psi(R^+, s) &= \partial_r \tilde{p}_\Psi(R, s) + \partial_r \tilde{q}_\Psi(R, s) - \frac{\tilde{\psi}(F(s)) F(s) - \tilde{\bar{\psi}}(F(s)) \bar{F}(s)}{D\Omega^d R^{d-1}} \tilde{f}(s) \frac{2sQ(R, s)}{2sQ(R, s)}, \\
&= \partial_r \tilde{p}_\Psi(R, s) + \partial_r \tilde{q}_\Psi(R, s) + \frac{\tilde{\psi}(F(s)) F(s) - \tilde{\bar{\psi}}(F(s)) \bar{F}(s)}{D\Omega^d R^{d-1}} \tilde{f}(s) \frac{2sQ(R, s)}{2sQ(R, s)}, \\
&= \partial_r \tilde{p}_\Psi(R, s) + \partial_r \tilde{q}_\Psi(R, s) + \left[ \frac{\tilde{\psi}(F(s))}{\tilde{\psi}(F(s))} \tilde{p}_\Psi(R, s|R) - \frac{\tilde{\bar{\psi}}(F(s))}{\tilde{\bar{\psi}}(F(s))} \tilde{q}_\Psi(R, s|R) \right] \frac{\tilde{f}(s)}{2sQ(R, s)}. 
\end{align*}
\tag{4.21}
\]

Finally,

\[
\begin{align*}
\partial_r \tilde{\psi}_\Psi(R, s) + \partial_r \tilde{\bar{\psi}}_\Psi(R, s) &= \int_0^\infty \psi(\ell) \left\{ \int_R^R L_\ell^{-1} \bar{p}(R, z, s| r_0) g(r_0) dr_0 \right\} d\ell \\
&= \frac{1}{D\Omega^d R^{d-1}} \int_R^R \tilde{\psi}(F(s)) \frac{F(\sqrt{s/D})}{F(\sqrt{s/D})} g(r_0) dr_0 - \int_0^R \tilde{\psi}(F(s)) \frac{\bar{F}(\sqrt{s/D})}{\bar{F}(\sqrt{s/D})} g(r_0) dr_0 \\
&= \frac{\tilde{\psi}(F(s))}{\tilde{\bar{\psi}}(F(s))} \tilde{p}_\Psi(R, s) - \frac{\tilde{\bar{\psi}}(F(s))}{\tilde{\psi}(F(s))} \tilde{q}_\Psi(R, s). 
\end{align*}
\tag{4.22}
\]

Hence

\[
2\partial_r \tilde{\psi}_\Psi(R^\pm, s) = \frac{\tilde{\psi}(F(s))}{\tilde{\psi}(F(s))} \tilde{p}_\Psi(R^+, s) - \frac{\tilde{\bar{\psi}}(F(s))}{\tilde{\bar{\psi}}(F(s))} \tilde{q}_\Psi(R^-, s). \tag{4.23}
\]

Introducing the Laplace transforms

\[
\kappa_+(s) = D \frac{\tilde{\psi}(F(s))}{\tilde{\psi}(F(s))}, \quad \kappa_-(s) = D \frac{\tilde{\bar{\psi}}(F(s))}{\tilde{\bar{\psi}}(F(s))}, \tag{4.24}
\]
suggestive form
\[ 2D \partial_t \rho \Phi (R^\pm, s) = \kappa_+ (s) \rho \Phi (R^+, s) - \kappa_- (s) \rho \Phi (R^-, s). \]
(4.25)

This can be inverted using the convolution theorem for Laplace transforms to yield the following result:
\[ 2D \partial_t \rho \Phi (R^\pm, t) = \int_0^\infty [\kappa_+ (t - \tau) \rho (R^+, \tau) - \kappa_- (t - \tau) \rho (R^-, \tau)] d\tau. \]
(4.26)

That is, the inward flux into the sphere is determined by an asymmetric pair of time-dependent permeabilities with memory. This asymmetry occurs even though the non-Markovian absorption process on either side of the interface is the same. In the special case of an exponential distribution, we have \( \tilde{\psi} (s) = \kappa_0 \tilde{\Psi} (s) / D \) for all \( s \) so that \( \kappa_\pm (s) = \kappa_0 / D \) and \( \kappa (t - \tau) = (\kappa_0 / D) \delta (t - \tau) \). We thus recover the classical permeable boundary condition. Note that a boundary condition of the form \( (4.26) \) has recently been considered within the context of a subdiffusion model, in which anomalous behavior is generated by a thin membrane with a non-exponential waiting time density for the particle sojourn time within the membrane [34].

C. Analysis of permeability functions

For the sake of illustration, suppose that \( \psi (\ell) \) is given by the gamma distribution:
\[ \psi (\ell) = \frac{\gamma (\gamma \ell - 1) e^{-\gamma \ell}}{\Gamma (\mu)}, \mu > 0, \]
(4.27)
where \( \Gamma (\mu) \) is the gamma function. The corresponding Laplace transforms are
\[ \tilde{\psi} (z) = \left( \frac{\gamma}{\gamma + z} \right)^\mu, \quad \tilde{\Psi} (z) = \frac{1 - \tilde{\psi} (z)}{z}. \]
(4.28)

Here \( \gamma \) determines the effective absorption rate. If \( \mu = 1 \) then \( \psi \) reduces to the exponential distribution with constant reactivity \( \kappa_0 = D \gamma \). The parameter \( \mu \) thus characterizes the deviation of \( \psi (\ell) \) from the exponential case. If \( \mu < 1 \) (\( \mu > 1 \)) then \( \psi (\ell) \) decreases more rapidly (slowly) as a function of the local time \( \ell \). Substituting the gamma distribution into Eqs. (4.24) yields
\[ \tilde{\kappa}_+ (s) = D \frac{\mathcal{F} (s) \gamma^\mu}{(\gamma + \mathcal{F} (s))^{\mu - \gamma^\mu}}, \]
(4.29a)
\[ \tilde{\kappa}_- (s) = D \frac{\mathcal{F} (s) \gamma^\mu}{(\gamma + \mathcal{F} (s))^{\mu - \gamma^\mu}}. \]
(4.29b)

If \( \mu = 1 \) then \( \tilde{\kappa} (s) = \gamma D = \kappa_0 \) and \( \kappa (\tau) = \kappa_0 \delta (\tau) \) as expected. In order to explore an example of a nonexponential distribution we take \( \mu = 2 \) such that
\[ \tilde{\kappa}_+ (s) = \frac{\kappa_0}{2} \frac{1}{1 + \frac{D}{2 \kappa_0} \mathcal{F} (s)}, \quad \tilde{\kappa}_- (s) = \frac{\kappa_0}{2} \frac{1}{1 + \frac{D}{2 \kappa_0} \mathcal{F} (s)}. \]
(4.30)

In the one-dimensional case \( (d = 1) \) we have, see Eq. (3.51),
\[ \mathcal{F} (s) = \sqrt{\frac{s}{D}}, \quad \mathcal{F} (s) = \sqrt{\frac{s}{D}} \tanh (\sqrt{s} / D R), \]
(4.31)
and
\[ \tilde{\kappa}_+ (s) = \frac{\kappa_0}{2} \frac{1}{1 + \frac{\sqrt{s D}}{2 \kappa_0}}, \]
\[ \tilde{\kappa}_- (s) = \frac{\kappa_0}{2} \frac{1}{1 + \frac{\sqrt{s D}}{2 \kappa_0} \tanh (\sqrt{s} / D R)} \]
(4.32a)
(4.32b)
with \( \kappa_0 = \gamma D \). We first consider the permeability on the right-hand side of the barrier at \( x = R \), see Fig. 6(b). The function \( \tilde{\kappa}_+ (s) \) is identical to the permeability function on either side of a semipermeable barrier in \( \mathbb{R}^2 [28] \), and has the explicit inverse
\[ \kappa_+ (\tau) = \frac{\kappa_0^2}{\sqrt{D}} \left[ \frac{1}{\sqrt{\tau}} - \frac{2 \kappa_0}{\sqrt{D}} \frac{4 \kappa_0^2 \tau / D e r f c (2 \kappa_0 \sqrt{\tau / D})}{\sqrt{x}} \right], \]
(4.33)
where \( e r f c (x) = (2 / \sqrt{\pi}) \int_x^\infty e^{-y^2} dy \) is the complementary error function. The permeability \( \kappa_+ (\tau) \) is a monotonically decreasing function of time with \( \kappa_+ (t) \to 0 \) as \( t \to \infty \). In addition, it is a heavy-tailed distribution with infinite moments. The latter follows from the large-\( t \) behavior of \( \kappa_+ (\tau) \), which can be determined by performing a small-\( s \) expansion and using [36]
\[ \int_0^\infty e^{-s t} t^{\alpha - 1} dt = s^{-\alpha}. \]
(4.34)

Although this formula only holds for \( \Re (\alpha) > 0 \), it can be extended in the complex \( \alpha \)-plane (excluding \( \alpha = 0, -1, -2, \ldots \)) using the theory of distributions; the resulting singular terms can then be ignored when considering the large-\( t \) behavior. Taylor expanding \( \tilde{\kappa}_+ (s) \) as a function of \( s \), we find that
\[ \tilde{\kappa}_+ (s) = \frac{\kappa_0}{2} \left[ 1 - \frac{\sqrt{s D}}{2 \kappa_0} \right] \]
(4.35)
\[ \sim \frac{\kappa_0}{2} \frac{1}{1 - s D / 4 \kappa_0^2} \]
\[ + \frac{\kappa_0}{2} \left[ \frac{\sqrt{s D}}{2 \kappa_0} - \frac{(s D)^{3 / 2}}{8 \kappa_0^3} \right] \]
as \( s \to 0 \). Hence,
\[ \kappa (t) \sim \sqrt{\frac{D}{\pi 8 t^{3 / 2}}}, \quad t \to \infty. \]
(4.36)

This is consistent with asymptotically expanding \( e r f c (x) \) in Eq. (4.33) using the formula
\[ e r f c (x) \sim \frac{1}{\sqrt{\pi}} e^{-x^2} \sum_{k=0}^{\infty} (-1)^k \frac{(2k)!}{2^k k!} \frac{1}{x^{2k+1}}, \]
whose rate of decay depends on $\kappa_0$ and $D$.

Turning to the permeability on the left-hand side of the barrier, $x = R^+$, we note from Eq. (4.32b) that $\tilde{\kappa}_-(s)$ has an infinite set of poles in the negative half of the complex-$s$ plane. These are determined from the zeros of the function $f(x) = 1 + (D/2\kappa_0)x\,\tanh(x)$ with $x = \sqrt{s/DR}$. The zeros also correspond to the discrete spectrum of the diffusion operator in the bounded interval $[0, R]$. The smallest eigenvalue is real and determines the exponential rate of decay in the large-$t$ limit.

In the three-dimensional case ($d = 3$)

$$\mathcal{F}(s) = \sqrt{\frac{s}{D}}, \quad \bar{\mathcal{F}}(s) = \sqrt{\frac{s}{D}} \left[ \coth(\sqrt{s/DR}) - \frac{1}{\sqrt{s/DR}} \right],$$

so that $\tilde{\kappa}_+(s)$ is the same as for $d = 1$, whereas

$$\tilde{\kappa}_-(s) = \frac{\kappa_0}{2} + \frac{1}{\sqrt{sD/2\kappa_0}} \left[ \coth(\sqrt{s/DR}) - \frac{1}{\sqrt{s/DR}} \right].$$

(4.38)

Again the permeability $\kappa_-(t)$ decays exponentially for large $t$, except now the decay rate is determined by the smallest negative zero of the function $f(x) = 1 + (D/2\kappa_0)(\coth(x) - x^{-1})$. Finally, when $d = 2$ we have

$$\mathcal{F}(s) = -\sqrt{\frac{s}{D}} \frac{K_0(\sqrt{s/DR})}{K_0(\sqrt{s/DR})},$$

$$\bar{\mathcal{F}}(s) = \sqrt{\frac{s}{D}} \frac{I_0(\sqrt{s/DR})}{I_0(\sqrt{s/DR})}.$$  \hspace{1cm} (4.40a)

(4.40b)

The zero-order modified Bessel functions have the following small-$s$ expansions:

$$I_0(x) = 1 + \frac{x^2}{4} + O(x^4),$$

$$K_0(x) = -\log(x/2) + \gamma_0 I_0(x) + \frac{x^2}{4} + O(x^4),$$

where $\gamma_0$ is Euler’s constant, that is, $\gamma_0 \approx 0.5772$. Hence,

$$\mathcal{F}(s) \sim -\frac{1}{R\log(\sqrt{s/DR}/2)}$$

(4.43)

for $s \to 0$ It follows that

$$\tilde{\kappa}_+(s) \sim \frac{\kappa_0}{2} \left[ 1 + \frac{D}{\kappa_0 R \log s} \right],$$

and thus

$$\kappa_+(t) \sim \frac{D}{2R} \frac{1}{t(\log t)^2}.$$  \hspace{1cm} (4.44)

Finally, another possible application of the renewal approach is to incorporate a stochastic resetting protocol, see the review [29]. In our previous paper, we analyzed stochastic resetting in the case of diffusion through a semipermeable barrier in $\mathbb{R}$ and studied the relaxation to a nonequilibrium stationary state (NESS) in the large time limit [28]. One of the novel features arising from the presence of a semipermeable interface is that it is natural to exclude resetting paths that cross the interface, which can lead to a space-dependent form of resetting.

V. CONCLUSION

In this paper we established the equivalence between the renewal equation relating the full probability density to the probability densities of partially reflected BM on either side of the interface. The renewal equations were solved using a combination of Laplace transforms and Green’s function methods. One of the potential advantages of the renewal approach is that it provides a probabilistic framework for developing more general models of semipermeable membranes. We illustrated this by considering an encounter-based model of absorption on either side of a spherically symmetric interface. (Absorption is the mechanism that kills each round of partially reflected BM.) In particular, we showed that non-Markovian models of absorption generate an asymmetric time-dependent permeability that tends to be heavy-tailed.

Our formulation in terms of renewal equations also provides an alternative method for solving classical boundary value problems in the presence of a semipermeable interface, at least in the Laplace domain. We considered the particular example of a one-dimensional first passage time problem, in which a semipermeable barrier was placed between a reflecting boundary and an absorbing boundary. The MFPT was calculated in terms of the Laplace transformed flux through the absorbing boundary. This raises a more general issue, namely, can the renewal approach simplify the analysis of certain boundary value problems in more complex media containing multiple interfaces and heterogeneous diffusivities. This would require developing efficient numerical schemes for solving the renewal equation directly or for implementing snapping out BM. There has been considerable recent interest in finding hybrid analytical/numerical methods for solving the diffusion equation in multilayered media [27, 37–42].
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