Abstract

We present a pre-training approach for vision and language transformer models, which is based on a mixture of diverse tasks. We explore both the use of image-text captioning data in pre-training, which does not need additional supervision, as well as object-aware strategies to pre-train the model. We evaluate the method on a number of text-generative vision-language tasks, such as Visual Question Answering, visual entailment and captioning, and demonstrate large gains over standard pre-training methods.

1. Introduction

Using vision and text transformers jointly to learn vision language interactions is an important problem, with applications ranging from captioning, retrieval, Visual Question Answering (VQA), and others. Training these models is an open area of research, where one major unknown is what pre-training mechanisms to use. Existing works, such as CLIP or ALIGN [5, 10], use large-scale web-based datasets of image-text pairs, and apply contrastive loss during pre-training. This data is unlabeled and often noisy, and the collected text descriptions refer to prominent objects in the image. Using additionally labeled data, which provides valuable semantic information, has been under-explored. For example, OpenImages [6] contains image-level and localization (box-level) labels. This data provides less noisy labeling for a large variety of objects in images, and can yield cleaner signals and better data efficiency during training.

A closely coupled question is what kind of pre-training tasks are most suitable for image-text transformer models. Some approaches use versions of the contrastive loss, as mentioned above [5, 10], which is a powerful technique but less suitable for text-generative problems such as image captioning or open-vocabulary VQA. Other approaches borrow losses from the text domain applied to image-language, such as captioning [12] or masking losses, e.g., MLM [8]. These methods can be widely applied as they do not require extra supervision, but might be inefficient or even inadequate at extracting semantic information. Some of these have been extended to focus on objects, typically by using off-the-shelf object detection [7, 8, 16], which clearly limits applicability to a small set of categories.

Furthermore, for VQA tasks, most prior works focus on a classification problem, using a limited set of answers (e.g., 3000 for VQA2.0) or by a fixed set of pre-defined outputs. However, a generalized system will be able to output free-form text for any question. Similarly, captioning tasks are open-vocabulary by definition. We focus on these vision-language tasks in the open-vocabulary setting, although they are more challenging. This lets us investigate the impact of different pre-training tasks for the entire model, by evaluating the generated text.

We propose a pre-training approach as a mixture of variety of pre-training tasks, on both VQA and captioning. We find that combining multiple cross-modal and language-based object-aware tasks is beneficial. Our results show large improvements over previous pre-training methods.

2. Related Works

Standard methods for image-text models use an image encoder to obtain vision features, then a Transformer [15] to process the combined image and language tokens [3, 8, 17]. We use a similar architecture. Where we differ from the previous works is in the diversity of the pre-training sources. Rather than using large image-text data [5, 10] or pre-trained object detectors [7, 8, 16], we use image-text tasks generated from image or box level labels. We work with open-vocabulary text generation, which is harder.

3. Model

In this work, we build an image-language transformer model which uses both an image and a text sequence input and outputs a generated text sequence. We use this model for a number of vision language tasks, specifically VQA, visual entailment and captioning, and, as mentioned, with free-form open-vocabulary generated text outputs. Our model follows the standard encoder-decoder transformer style. We use convolutional layers to extract image patches [14] and use those as the vision tokens. We use a T5 [11] model to obtain text features from the language model and to generate the output text. The model
is trained to generate text using a cross-entropy loss. Our model is derived from T5-base and has 330M parameters.

4. Pre-training Approach

We focus on creating pre-training tasks and using a collection of tasks in a ‘pre-training mixture’. The tasks are diverse in several dimensions: 1) amount of supervision/labels and accompanying noise and 2) the task the model is trying to solve. We consider two types of tasks: Cross-Modal Image-Text pre-training (CM) (Section 4.1) and Object-Aware (OA) (Section 4.2). We utilize only the OpenImages V4 dataset [6] to obtain different image-text tasks for all experiments. To allow image-text pre-training, the Localized Narratives dataset [9], which provides additional caption annotations for OpenImages, is used (only its OpenImages subset). This allows us to keep the image data constant, while only varying the tasks.

The pre-trained model is then applied to a number of downstream tasks: VQA (VQA2.0 [1]), GQA [4], visual entailment (SNLI-VE [18]) and captioning (MSCOCO [2]). We use these evaluations to demonstrate the effect of pre-training across a variety of use-cases. In the open-vocabulary setting we address, the answer is only counted of pre-training across a variety of use-cases. In the open-vocabulary setting we address, the answer is only counted.

4.1. Image-Text Pre-training Tasks

To learn image-language interactions in these tasks, we use a mixture of four tasks for pre-training: captioning, completion, image-text matching (ITM) and masked language modeling (MLM). We refer to these tasks as Cross-Modal (CM) Image-Text tasks, since no additional supervision is needed from the image-language data (which can be obtained by automatic processes) and they are often used as such in prior works. For these tasks, we use the Localized Narratives [9] annotations to OpenImages.

4.2. Object-aware tasks

We construct additional tasks using object-specific information. We use both the localization class label and image-level class label in OpenImages [6] to obtain object-level labels. The tasks are designed to teach the model different aspects of image-text and object data, especially in the case of non-exhaustively annotated objects. The tasks are:

1. Input: ‘List all objects’ Output: ‘[obj1], [obj2], …’
2. Input: ‘Does [object] exist?’ Output: Yes/No
3. Input: ‘Does [obj1], [obj2] and/or [obj3] exist?’ Output: Yes/No
4. Input: ‘Which of [obj1], [obj2] and [obj3] exist?’ Output: [obj1], [obj2].

These tasks use the model in different ways. For example, listing all the objects requires the decoder to generate the names for all the objects, however, since the image has some objects, which are not annotated, this task can harm the model. The object existence task tests the model’s language encoder and ability to find the object in the image, but does not make the decoder learn object names. The multiple object existence task forces the model to learn more subtle language meanings, such as the difference between ‘and’ and ‘or’, and the ability to find a set of objects. Finally, the last task makes the model output the names of the objects present in the image, but only from those specified in the input. This is similar to the list objects task, but will not penalize the model as the first task does.

4.3. Hard Negatives

We further want to explore the use of negative examples, in both Localized Narratives (LN) and OpenImages (OI). We specifically compare the use of ‘hard’ and ‘easy’ negative samples. For LN, the negatives are used for the ITM task. The ‘easy’ negatives come from sampling a random caption from the dataset. The ‘hard’ negative examples are obtained by taking a noun in the caption and replacing it with a different, but related noun, e.g., by finding a close noun in WordNet. For OI, the ‘easy’ negatives are randomly sampled class names not present in the image. OpenImages also has some human verified labels, both for objects in the image and as well as objects not in the image. The initial labels are machine generated, and some are human verified. We use as the human verified negatives as the ‘hard’ negatives in this setting, for the object exists tasks. These negatives should thus be harder for the model to learn.

4.4. Mixture Pre-Training

Our pre-training approach is effectively realizing a mixture of the abovementioned image-text pre-training tasks and object-aware tasks. In our experiments below, we find that this is most advantageous (Sections 5.1 and 5.2). In all experiments, we equally weight each task in the mixture.

5. Experiments

We compare the main pre-training approach to a number of alternatives. More specifically, we experiment with both single task training and mixtures of the various tasks described above. When training on mixtures of these datasets, the number of training steps is kept fixed. That is, the model sees the same number of samples each time, though the text data associated with each image naturally varies. We evaluate on open-vocabulary VQA and image captioning tasks.

5.1. Results on Visual Question Answering tasks

We first evaluate the Cross-Modal Image Language (CM) tasks, specifically evaluating individual task contribu-
Figure 1. Comparison of the Cross-Modal Image-Language (CM) tasks and mixtures for pre-training. A mixture of all four tasks (CM-mix) performs best. Multiple VQA tasks are used for downstream evaluation, all in open-vocabulary setting.

Figure 2. Performance results for single Object-Aware (OA) pre-training tasks on several VQA datasets. Individual task success vary depending on the dataset.

We further summarize the main results in Table 1. We can see there the advantage of using the proposed mixture pre-training which uses both the CM-mix and OA-mix together. There are also large gains over the baseline methods, with improvements ranging from +2.5% to +9.7%. We note that our model is multi-task, of modest size, and the pre-training dataset is only limited to OpenImages and associated text, and that our results are generated in the open-vocabulary setting where only exact matches are counted as correct. Nevertheless, the model works well compared to SOTA trained on large datasets and with additional fine-tuning [13,17], outperforming best SOTAs on GQA [13,19]. Hard negatives can additionally help.

We then show more results and introspection into the model in Table 1. Specifically, we include results separating the Objects-Aware (OA) Task 1, from the other OA tasks. For example, we add the ‘list all objects’ task to the CM-mixture. As seen, the task alone, when added to a CM-mixture, is actually detrimental to the CM-mix (-3% on average across the VQA datasets). This is interesting as all tasks in the mixture work really well. We hypothesize this is due to OpenImages not being exhaustively annotated. I.e., there are many objects in OpenImages that are not annotated. When the model is asked to list all the objects, if it lists an object that is visible, but is not annotated, it will be penalized in this task, even though the model is correct in the prediction. Task 1 is also much more challenging than others. We further observe that when mixing together the other three OA tasks ‘object exists’, ‘and-or’, and ‘which objects’ with CM-mix, the overall performance is better. These tasks have the model learn similar things, without penalizing the model for non-annotated objects. This mixture improve over the single tasks by an average of 2% (Table 1).

When training all tasks together, including the challenging Task 1, we see that the task now is marginally helpful when included to the other three OA tasks, since now, in the context of others, it can help to correlate specific objects and semantics concepts between the text and the image.

5.2. Results on Image Captioning

We then evaluate the pre-training above on an image captioning task [2], shown in Fig. 4. While these numbers are low compared to SOTA models, we focus here on the relative gains from the various tasks. Here, we see CM-mix works well, as it is a captioning task. However, combining and OA mixtures, as above, further improves performance on this task, showing the benefit of adding object-aware data to the pre-training mix, even for captioning.

5.3. Ablation experiments with hard negatives

We compare the hard and easy negatives for the three object-aware tasks (Tasks 2, 3, and 4). The results are summarized in Table 2. We find that for Object-Aware
Table 1. Comparisons of different task mixtures. Our Cross-Modal mix, CM-mix (using all four CM tasks), provides strong pre-training. Mixing all Cross-Modal and Object-Aware tasks to train together, achieves best results. The results also show the benefit of adding Object-Aware language tasks, and also the importance of the tasks themselves (e.g., adding only the hardest of them alone is not beneficial). For reference, as baselines, we show tasks that are commonly used in prior work: Captioning and MLM approaches. Large gains over the baselines are observed. Multiple VQA datasets are used for downstream evaluation, which are trained and evaluated with open-vocabulary.

Table 2. ‘Easy’ vs. ‘hard’ negatives for the three object-aware tasks.

(a) Task 2: Object Exists.
(b) Task 3: And/Or Objects.
(c) Task 4: Which Objects.

Figure 3. Mixture Results. Performance results for OA mixtures and CM mixtures. We find that a mixture of both the CM pre-training tasks and a mixture of OA pre-training tasks performs best across all downstream datasets, and outperforms both mixtures of CM-only and OA-only tasks.

Figure 4. Evaluation of pre-training on an image captioning task (COCO captions [2]). CIDEr scores are shown. Similarly to the VQA case, mixing the pre-training tasks, both cross-modal image-text (CM) and object-aware (OA), achieves the best caption scores.

6. Conclusions

We presented a pre-training approach to use image-language datasets to train image-text transformer models. We found that while captioning data is the strongest single-task pre-training, the addition of multiple object-aware tasks, improves the model performance across VQA, visual entailment and captioning.
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