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Abstract—Many robotic applications that are critical for robot performance require immediate feedback, hence execution time is a critical concern. Furthermore, it is common that robots come with a fixed quantity of hardware resources; if an application requires more computational resources than the robot can accommodate, its onboard execution might be extended to a degree that degrades the robot's performance. Cloud computing, on the other hand, features on-demand computational resources; by enabling robots to leverage those resources, application execution time can be reduced. The key to enabling robot use of cloud computing is designing an efficient offloading algorithm that makes optimum use of the robot's onboard capabilities and also forms a quick consensus on when to offload without any prior knowledge or information about the application. In this paper, we propose a predictive algorithm to anticipate the time needed to execute an application for a given application data input size with the help of a small number of previous observations. To validate the algorithm, we train it on the previous $N$ observations, which include independent (input data size) and dependent (execution time) variables. To understand how algorithm performance varies in terms of prediction accuracy and error, we tested various $N$ values using linear regression and a mobile robot path planning application. From our experiments and analysis, we determined the algorithm to have acceptable error and prediction accuracy when $N > 40$.
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I. INTRODUCTION

Robots have made inroads into a variety of complicated application spaces, which developments have mainly been driven by the introduction of highly-sophisticated robots in areas such as industrial robots, personal robots, navigation, and robotic surgery [1], [2]. Among the major impetuses for the sophistication of such high-level robots are recent advancements in information technology [3]. The rapid evolution of technology is led by AI, cloud computing, IoT, blockchain, and other developments, and these technologies have opened up many robotic application spaces that were previously unimaginable [3].

One thing that is common to all these new technologies is that they require high computational resources for application execution. Meanwhile, robots themselves often come with fixed computing capabilities and so cannot fulfill the computational demands of these systems and other new technological advancements. Providing robots with access to external computational resources such as cloud computing is an effective means of solving this problem [4]. Cloud computing can provide access to on-demand computational resources and significantly enhance application performance for robots that otherwise have only limited computational resources.

James J. Kuffner in 2010 [5] was the first to introduce the term Cloud Robotics, and simultaneously explained the advantages of enabling cloud resource access for robot platforms. Notably, although robot onboard resources are often fixed, modern robots do typically come with a fair amount of computational resources, and it is important to consider these resources in offloading decision-making. Ideally, the offloading algorithm should make a decision based on cost parameters such as execution time, energy usage, and CPU availability. Researchers have recently proposed several dynamic offloading solutions that use machine learning algorithms and consider cost parameters [6]. However, these machine learning algorithms require training on large datasets to make accurate predictions. Also, no two robots and applications are the same, thus a machine learning model trained to work for a certain type of application and robot is not guaranteed to work well for other combinations, and such models are not easy to generalize. On top of all that,
obtaining large datasets is itself a challenging task. Hence, it is important to also consider an algorithm that can be trained quickly and learn on the fly using smaller datasets. We introduce here a predictive algorithm, outlined in Fig. 1, that is designed to help robots make offloading decisions without any prior knowledge about the application.

The main contributions of the paper are as follows:
- We introduce a predictive algorithm to predict the execution time of an application under both cloud and onboard computation, based on the application input data size. We further validate the predictive algorithm with a linear regression model.
- The algorithm is designed to be trained after the application has been initiated (online learning). To make the algorithm faster to train, we train it on a fixed dataset of \( N \) previous observations. We experiment with various \( N \) to observe the prediction accuracy and error.

- We employ Gazebo simulation to analyze the proposed algorithm using a robot path planning application.

The remainder of the paper is organized as follows: In Section II, we describe related work on application offloading algorithms. In Section III, we introduce a predictive algorithm. In Section IV, we present linear regression and a mobile robot path planning application to validate the generalized algorithm. In Section V, we provide extensive experimental results and analysis. Finally, we conclude our work and present our future directions in Section VI.

II. LITERATURE REVIEW

For robots with bare minimum computational capabilities, full application offloading will be an obvious choice. However, many robots currently produced are computationally capable, hence are capable of onboard execution of many applications; this leads to dynamic application offloading being more appropriate, with offloading decisions taken into account both the robot’s computational capability and the application’s computational requirements. Hence, application offloading approaches can be broadly categorized into full offloading and dynamic offloading.

Since the inception of cloud robotics in 2009, several architectures have been proposed that mainly focused on full offloading; these cater to specific applications such as navigation, image classification, and localization [7]–[10].

To our knowledge, the area of dynamic application offloading for cloud robotics is understudied, with only a few studies published to date that focus on dynamic application offloading. In one example, Rahman et al. proposed an offloading solution for cloud-networked multi-robot systems that was based on a genetic algorithm and focused on energy efficiency as the criterion informing decision-making [11]. Alli et al. proposed an offloading solution based on the Neuro-Fuzzy model, a machine learning method, which aims to minimize latency and energy for smart city applications [12]. Some other solutions based on edge computing and machine learning have also been proposed [13], [14].

In the last couple of years, additional approaches have tried applying deep reinforcement learning (DRL) [15] -based algorithms for making application offloading decisions. Chichalali et al. [16] used such a strategy to offload an object detection application to the cloud, while Peng et al. [17] used a DRL-based Deep-Q-Network algorithm for offloading based on energy consumption and task makespan.

In reviewing the literature, we observed various extant solutions based on genetic algorithms, machine learning, and DRL. All of these algorithms require large datasets and substantial time in training to achieve convergence and make accurate predictions. Also, there is no guarantee that the trained algorithm will work for other types of applications and robots. Hence, it is important to design a lightweight offloading algorithm that can learn after the application is initiated. Our proposed algorithm is mainly designed to being adaptable to diverse applications and not requiring any pretraining. As the proposed algorithm is not pre-trained, it is important for it to quickly learn optimal decision-making. To make the algorithm faster to train, we train it on a fixed dataset of \( N \) previous observations. We experiment with various \( N \) to observe the correlation, prediction accuracy and error.

III. GENERALIZED PREDICTIVE ALGORITHM

In this section, we introduce a generalized version of the predictive algorithm (\( \Psi \)) for online application offloading. The simple nature of the proposed predictive algorithm empowers the user to proceed without any of the pre-computing that is usually required for machine learning algorithms or other optimizing techniques. This paper is interested in a useful, generalized dynamic offloading algorithm that can be applied to robotic applications and has an independent variable that can used to predict a dependent variable.

An application execution usually consists of subtasks, where each task can be independent or dependent on another. These tasks process the received input and give a resulting output. Here, we categorize an application \( A \) into application tasks \( a_i \), where \( A = a_i \) and \( i \) is the application task sequence number, and for simplicity we assume that application tasks are executed in sequence. The time needed for execution of an application depends on its input arguments, such as the size of the data \( (d_i) \). Our basic premise is that we can predict both cloud execution \( (p_{c_i}) \) and local execution \( (p_{l_i}) \) times using the input arguments provided to the application, thus all applications can be generalized as the sum of all components dependent on argument applications. These predicted values \( p_{c_i} \) and \( p_{l_i} \) can be used in offloading decision-making, and generally, we can represent the offloading choice as:

\[
\text{Cloud computation when } p_{c_i} < p_{l_i} \quad \text{Onboard computation when } p_{c_i} \geq p_{l_i}. \quad (1)
\]

To compare \( p_{c_i} \) and \( p_{l_i} \), a predictive function is needed; however, estimating execution time can be simple or complex. Many algorithms and functions can be created to predict execution time by means of an algorithm built from the values of the application’s input variables. For small systems with straightforward relationships, \( n \)-dimensional regressions
are the obvious choice; meanwhile, for systems with many variables and complex relationships, machine learning is commonly used. Some of the most widely-used predictive algorithms are linear regression [18], random forest [19], time-series algorithms [20], and k-means clustering [21]. The time complexity of an application with one major variable can be written as $O(u)$, where $u = 1, n, n \log n, n^2, 2^n$, etc. For an application carrying out the same task repeatedly on a dataset of constant size, the complexity is $O(1)$. For an application using only one variable, regardless of complexity, estimating $p^c_i$ and $p^l_i$ with regression from sample data coordinates is straightforward.

One key aspect of the proposed predictive algorithm is that it includes a fixed number $N$, the window size of the most recent execution data (cloud and local) that is used for training the algorithm to form a consensus and predict the execution times $p^c_i$ and $p^l_i$. Algorithm 1 describes the predictive model, where we use First-In First-Out (FIFO) queue data structures $B^l$ and $B^c$ to store the $N$ training values. Having a fixed training size keeps memory low and keeps prediction runtimes low. By retaining the most recent observations, the algorithm can also account for exogenous factors that influence execution time. For example, even though we define that application execution time depends on the input arguments, there will be instances where the execution time of the application varies based on external factors not captured in the input arguments, such as network loss and high CPU usage by other applications. By storing the $N$ most recent executions, we can capture some of the external factors that affect execution time. After training the algorithm with the stored queue values, the algorithm will receive current state values and predict execution times that can be used for offloading decision-making.

IV. LINEAR REGRESSION AND MOBILE ROBOT PATH PLANNING APPLICATION

In this section, we introduce the linear regression and the mobile robot path planning application that we use to validate the proposed online learning algorithm.

A. Linear Regression Model

The goal of the algorithm (Algorithm 1) is to predict $p^c_i$ and $p^l_i$ (dependent variables) from an independent variable that has some correlation with execution time. Application execution time is proportional to the input data size, and there exists a linear relation between them [22]. Hence, we want to predict execution time from the input data size ($d_i$). For predictions involving linear relationships, $n$-dimensional regressions are the obvious choice, hence we used a lightweight linear regression-based predictive model ($\psi$) to predict $p^c_i$ and $p^l_i$ from $d_i$. We term this algorithm lightweight because we train it on a fixed dataset of size $N$. The duration of training will thus be considerably shorter relative to other models trained with larger datasets. Finally, to validate the proposed algorithm, we need a dataset with actual application execution times for both cloud computation ($t^c_i$) and local computation ($t^l_i$) and also the corresponding input data sizes ($d_i$). We derived this information for a mobile robot path planning application, the process of which will be explained in sections IV-B and IV-C.

To predict local execution time ($p^l_i$), we used linear regression with the least squared method, as follows:

$$p^l_i = m^l * d_i + c^l$$ (2)

where $m^l$ is the slope and $c^l$ is the intercept, which are derived as follows:

$$m^l = \frac{\sum_{i=1}^{N}(d_i - \bar{d}) * (t^l_i - \bar{t}^l)}{\sum_{i=1}^{N}(d_i - \bar{d})^2}$$ (3)

$$c^l = \bar{t}^l - m^l * \bar{d}$$

where $N$ is the size of the window of previous observations used for fitting the linear regression model, $\bar{d}$ is the mean of the input data size, and $\bar{t}^l$ is the mean of the actual execution time from $N$ previous observations.

Similarly, to predict cloud execution time ($p^c_i$), we can represent the linear regression equation with the least squared method as follows:

$$p^c_i = m^c * d_i + c^c$$ (4)

where $m^c$ is the slope and $c^c$ is the intercept, which are derived as follows:

$$m^c = \frac{\sum_{i=1}^{N}(d_i - \bar{d}) * (t^c_i - \bar{t}^c)}{\sum_{i=1}^{N}(d_i - \bar{d})^2}$$ (5)

$$c^c = \bar{t}^c - m^c * \bar{d}$$

Algorithm 1 Predictive Algorithm for application offloading

```
Initialize FIFO based Queues $B^l$ and $B^c$ with size $N$;
for application task sequence $i = 1$ do
    repeat
        Fit $\psi^l$ and $\psi^c$ with $B^l$ and $B^c$;
        Load input data size $d_i$ for $a_i$;
        Predict $\psi^l(d_i) = p^l_i$ and $\psi^c(d_i) = p^c_i$;
        if size($B^l$) and size($B^c$) == $N$ then
            if $p^l_i < p^c_i$ then
                Execute the application onboard;
                Calculate $t^l_i$;
                Append $B^l$ with $(t^l_i, d_i)$;
            else
                Execute the application on AWS;
                Calculate $t^c_i$;
                Append $B^c$ with $(t^c_i, d_i)$;
            end if
        else
            Execute application onboard and AWS;
            Calculate $t^l_i$ and $t^c_i$;
            Append $B^l$ with $(t^l_i, d_i)$;
            Append $B^c$ with $(t^c_i, d_i)$;
        end if
    end repeat
    Set $i = i + 1$;
until Application is terminated;
```
where $\bar{t}$ is the mean of the actual execution time from $N$ previous observations.

B. Robot path planning platform

To validate the proposed algorithm, we used a Gazebo simulation environment, as depicted in Fig. 2. By using the proposed solution, robots can offload a navigation application to the cloud depending on the execution time required. To validate the proposed algorithm in a simple and practical environment, we considered a basic path planning application. Using the framework shown in Fig. 3, we obtain actual execution times $t_i^c$ and $t_i^l$ for the corresponding $d_i$ for a robot path planning application. Based on the predicted execution times $p_i^c$ and $p_i^l$, the robot executes the application either on the cloud or locally. Afterwards, the robot stores actual execution times ($t_i^c$ and $t_i^l$) along with corresponding data size ($d_i$) values in a queue of size $N$. Finally, the predictive algorithm $\Psi$ iteratively updates with new values from that queue for each prediction.

Here, we discuss how we derived the application input data size ($d_i$). For path planning, the robot needs to have a map of its environment and also needs to be capable of performing simultaneous localization and mapping (SLAM) in the given environment to obtain an obstacle-free path from the origin to the destination [23]. In our experiment, we used Dijkstra’s algorithm [24] to compute the shortest path. When the Robot Operating System (ROS) launches a navigation module, the granularity of the occupancy grid ($g$) is usually set to 0.05 meters [25], but can be manually changed as required. The number of grids that the robot needs to traverse to find a path from the origin ($A$) to the destination ($B$) can be represented as $n$, where $n$ can be roughly represented as the area of a square with diagonal $AB$ divided by the area of the grid ($g^2$).

The mathematical representation of $n$ is as follows:

$$n = \frac{0.5 \cdot AB^2}{g^2}. \tag{6}$$

The robot traverses the grids $n$ for several times to find the shortest path, hence the input data size can be represented as $n \log n$ [26], meaning that a reasonable approximation of input data size $d_i$ for robot path planning is:

$$d_i = n \log n. \tag{7}$$

Fig. 2 demonstrates how we calculated $n$. The starting position of the robot was (0.00, 0.00) and the goal position was (14.06, -32.08), for which the Euclidean distance $AB$ can be calculated as 35.02. The area of the rectangle with $AB$ as its diagonal can be calculated as $613.20 \cdot (0.5 \cdot AB^2)$. Under the default grid size, each grid block ($g^2$) has area 0.0025.

Fig. 2: The left panel shows the graphical simulation and global map of the environment that was used to validate the proposed algorithm. The right panel illustrates a representative scenario for calculating the number of nodes that the robot (a Husky from Clearpath Robotics) needs to explore before reaching its destination. In this instance, the starting position $A$ is (0.00, 0.00) and the goal position $B$ is (14.06, -32.08). The optimal path between those points is represented by a green line, and the Euclidean distance is $AB = 35.02$. The area of the rectangle having $AB$ as diagonal is 613.20, and the number of nodes that rectangle contains ($n$), per Eq. 6, is 245,280. Thus, the input data size ($d = n \log n$) is 3,043,962.
Thus, by using the Eq. 6, we get the value of \( n \) as 245,280, and using Eq. 7 the input data size \( d_i \) as 3,043,962. In the experiment, we normalized the value of \( d_i \) by dividing by the global map size, which yielded values in the range of 0 to 5.

C. Cloud Platform

On the cloud side of the framework, we used Amazon Web Services (AWS) with an Ohio instance. The simulation was carried out on a laptop with a stable wired internet connection having speed greater than 400 Mbps. The average latency observed for data making a round trip between cloud and robot was around 30 milliseconds. To establish communication between the robot and AWS, we used the ZMQ communication protocol [27], which is a high-performance asynchronous messaging library that provides a ROS-like publisher-subscriber functionality. These along with other functionalities [28] made ZMQ an ideal choice for our application.

On AWS, we had a ROS instance running that subscribed to ROS topics from the robot. In this experiment, the robot published LiDAR data and its current and goal positions. The ROS instance on the cloud subscribed to these topics and published back a planned path in parallel. In parallel, the robot also computed a planned path on its local ROS instance. We calculated the actual execution times \( t_i \) and \( t_i' \) by subtracting the time of data publication from the time at which each instance’s planned path was received.

V. RESULTS

To evaluate the performance of the decision-making algorithm with training queue of varying size \( N \), we programmed a linear regression model based on the logic illustrated in Algorithm 1 on top of the navigation framework described in Fig. 3. To maintain consistency across the results, we used a singular dataset that consisted of 1,000 rows with actual execution times \( t_i \) and \( t_i' \) and corresponding \( d_i \), and evaluated training with \( N = 5, 10, 20, 30, 40, 50, 75, 100 \), and 500 samples. We did not consider queue of size \( N < 5 \), as with so little data there is a good chance of underfitting and insufficient variation for the model to learn. The hardware configuration of the robot and the AWS instance (p2.xlarge) used to generate this dataset are given in Table I.

### TABLE I: Hardware configuration of the robot and AWS instance used to generate performance evaluation data.

|                  | Robot - Local | AWS (p2.xlarge) - Cloud |
|------------------|---------------|-------------------------|
| CPU              | Intel Core i7-6700 CPU @ 3.40GHz | 2.7 GHz (turbo) Intel Xeon E5-2686 v4 |
| GPU              | 1 GeForce GTX 1050 - 768 processing cores and 4 gb of GPU memory | 1 NVIDIA K80 - 2496 parallel processing cores and 12 gb of GPU memory |
| RAM              | 16 gb         | 61 gb                   |
| Cores            | 8             | 4                       |
| OS               | Ubuntu-18.04 | Ubuntu-18.04            |

After initialization of the application, the first \( N \) elements are solely used to train the linear regression algorithms \( \psi_l, \psi_r \) that are in turn used to predict execution times \( (p_l' \) and \( p_r' \)) for informing offloading decision making. During execution, the actual time of execution is computed \( t_i \) or \( t_i' \) and, along with the corresponding \( d_i \), are appended to the corresponding queue, from which the first (oldest) value is then deleted. The corresponding predictive algorithm \( \psi_l \) or \( \psi_r \) will then be refitted based on the updated queue to predict the execution time for the next application task \((\psi_{l,t_i+1})\) from a given input data size. The results of the performance evaluation are presented in Table II, and in the next subsections we analyze those results in terms of correlation, residuals, and accuracy.

A. Correlation

We used bivariate Pearson correlation [29] to estimate the correlation coefficient \( r \), which helps us determine the strength of association between independent \( (d) \) and dependent variables \( (t') \). This analysis suggested a low positive correlation of \( r(1,000) = .27761 \) between cloud execution time \( (t') \) and application input data size \( (d) \) and a strong positive correlation of \( r(1,000) = .69221 \) between local execution time \( (t') \) and application input data size \( (d) \). Both coefficient values were statistically significant with \( p < 0.005 \). These correlations imply that with an increase in input data size \( (d) \), there is also an increase in actual execution time, whether local or cloud \((t' \) and \( r') \). Furthermore, the evident stronger correlation of local execution time \( (t') \) with input data size \( (d) \) reflects the limited availability of computational resources in onboard execution; when application input data size increases, the application required more computational resources than the robot could accommodate, hence extending execution time. In contrast, cloud execution
TABLE II: Average correlation, mean, residual, and accuracy results for various N sizes.

| N     | Average Correlation $t^c$ and $d$ (Pearson $r$) | Average Correlation $t^c$ and $d$ (Pearson $r$) | Mean $t^c$ (Sec) | Mean $p^c$ (Sec) | Cloud Residual (Sec) | Mean $l^c$ (Sec) | Mean $l^p$ (Sec) | Local Residual (Sec) | Prediction Accuracy (%) |
|-------|-----------------------------------------------|-----------------------------------------------|------------------|-----------------|---------------------|------------------|-----------------|----------------------|------------------------|
| 5     | 0.31726                                       | 0.73545                                       | 0.14016          | 0.17697         | 0.03681             | 0.17527          | 0.19099         | 0.01572              | 60.02                  |
| 10    | 0.31717                                       | 0.71970                                       | 0.14029          | 0.15990         | 0.01961             | 0.17537          | 0.17888         | 0.00350              | 64.95                  |
| 20    | 0.30455                                       | 0.71198                                       | 0.14005          | 0.14595         | 0.00590             | 0.17546          | 0.17807         | 0.00260              | 70.60                  |
| 30    | 0.30245                                       | 0.70822                                       | 0.14005          | 0.14578         | 0.00573             | 0.17546          | 0.18259         | 0.00695              | 73.38                  |
| 40    | 0.30282                                       | 0.70922                                       | 0.14016          | 0.14056         | 0.00009             | 0.17552          | 0.18078         | 0.00525              | 76.32                  |
| 50    | 0.30273                                       | 0.70641                                       | 0.14025          | 0.14061         | 0.00006             | 0.17554          | 0.18027         | 0.00473              | 78.80                  |
| 75    | 0.29914                                       | 0.69775                                       | 0.13991          | 0.139972        | 0.00006             | 0.17519          | 0.17769         | 0.00250              | 79.74                  |
| 100   | 0.28395                                       | 0.70290                                       | 0.14048          | 0.13925         | -0.00123            | 0.17564          | 0.17583         | 0.00019              | 79.62                  |
| 500   | 0.28060                                       | 0.69707                                       | 0.13481          | 0.14012         | 0.00531             | 0.17113          | 0.17649         | 0.00536              | 81.90                  |
| 1,000 (Full dataset) | 0.27761                                       | 0.69221                                       | 0.14011          | 0.14796         | 0.00785             | 0.17530          | 0.18151         | 0.00621              | 83.32                  |

is better supported in terms of computational resources, and an increase in application input data size ($d$) resulted in a smaller increase of the cloud execution time ($t^c$).

We additionally investigated the impact of $N$ on the correlation between dependent and independent variables. Ideally, as $N$ increases, correlation values should remain the same or become stronger, reflecting better prediction values. We calculated correlation values for a moving window size of $N$ across the training dataset, then averaged the results to obtain an average correlation value for the given $N$. As seen in column 2 and 3 of Table II, the average correlation values were slightly better for smaller $N$, implying that smaller training datasets captured slightly better association between independent ($d$) and dependent variables ($t^c$ and $t^r$). However, the differences were slight, indicating that training data size did not substantially affect the correlation between independent and dependent variables.

Hence, we can assume that a larger sample size does not imply a stronger correlation; in fact, in our case, a larger sample actually weakens the correlation by a slight degree. This goes to show that the homogeneity of the sample is more important than its size. How we collect the sample is also a key factor; if the data were sampled randomly, the correlation could have been lower. As we sequentially collected data during the experiment, the sample maintained a correlation comparable to larger datasets. Hence, we can conclude that smaller sequential datasets can be effective in predicting the execution times of robotics applications.

B. Residuals

Residuals (specifically, the difference between mean $t$ and mean $p$) help us determine the error between actual and predicted execution times. Residual values for both cloud and local execution for models trained on different dataset sizes are listed in Table II. With cloud computing, the residual was around 0.03681 for $N = 5$, which implies a 26% error rate (residual / actual $t^r$). Error rates decreased with increasing $N$, being about 13% for $N = 10$, 4% for $N = 20$ & 30, and less than 1% for all higher $N$ values. A less than 1% error rate implies an average difference between actual and predicted execution times of less than 0.39 milliseconds.

Meanwhile, error rate for predictions of local execution time for $N = 5$ featured a residual of 0.01572 and a resulting error rate of about 8%, while all higher $N$ values had error rates of around 2%. Due to the high correlation between local execution time and input data size, there was better convergence and prediction accuracy at lower $N$. The 2% error rate implies an average difference of 3.5 milliseconds between actual and predicted execution times.

One of the takeaways we want to highlight is that error percentages were high when $N = 5$, but less than 2% when $N > 40$. This implies that complex algorithms trained on large datasets are not needed to accurately predict offloading decision-making. A simple lightweight regression algorithm fitted on the previous $N$ elements will be able to efficiently decide when to offload the application to the cloud. In this case, $N > 40$ was sufficient to yield an acceptable level of error rate of less than 2%.

C. Decision Making Accuracy

To evaluate the accuracy of the algorithm, we compared the predicted action obtained from $p^c$ and $p^r$ (Eq. 1) with the correct action obtained from $l^c$ and $t^r$. The accuracy was around 60% for $N = 5$ and around 79% for $N = 50$. Above $N = 50$, only marginal increases in accuracy were obtained. We also trained the model on the entire dataset ($N = 1,000$) with 80:20 (training:testing) split, the result from which implies that the best possible accuracy for the linear regression will be around 83% for the given dataset.

We then further evaluated the proposed model by comparing it with other state-of-the-art machine learning models. Unlike in robotics, application offloading is well-studied in the context of mobile devices [30], [31], which literature has predominantly used Long Short-Term Memory (LSTM) for predicting execution time [32]. Hence, we implemented a LSTM model based on [33] (hidden layers = 4, batch size = 50) to predict application execution time from input data size. For training and testing, we used an 80:20 split of the entire dataset ($N = 1,000$). We then compared the predicted actions obtained from LSTM predicted execution times with the actual actions obtained from $l^c$ and $t^r$. The LSTM model achieved a final accuracy of 75.68%, whereas the linear
regression achieved an accuracy of 83.32%. Hence, we can conclude that our predictive algorithm was comparable in accuracy to LSTM for $N = 1,000$.

Observing the residual values and accuracy gives us reasonable confidence in the ability of the proposed algorithm to correctly predict execution times when trained on smaller datasets.

D. Discussion

In this paper, we propose a predictive algorithm for offloading decision-making, and further validate the algorithm using linear regression with a robot path planning application.

Several exogenous factors can directly or indirectly affect the execution time of an application. It might not be practically feasible to capture all such variables and train a machine learning algorithm to incorporate them into highly-accurate predictions of execution time. These influencing factors are often periodical, such as when a new application is launched alongside currently-running applications, requiring all of the applications share computational resources and thus extending execution time until one or another application terminates. Another example is network failure, which will extend the cloud execution time until network connectivity is restored. These exogenous factors are incredibly difficult to predict, but by considering $N$ previous values we can capture some periodical factors and so predict execution times that are true to the current state of the system. Moreover, we observed a prediction accuracy of around 80% with only 2% difference between the actual and predicted values when we considered a training set of size $N = 40$. With such a small $N$ value, the predictive algorithm will be quicker to train, will output its predictions faster, and will require much data for training compared with traditional machine learning algorithms.

One potential drawback of the proposed algorithm is that it only works effectively when both an independent variable and a significantly correlated dependent variable exist. Furthermore, the linear algorithm is usually sensitive to outliers, hence outliers must be appropriately addressed before fitting the data. Another drawback with a linear algorithm is that the data should have a linear relation. If the number of prediction variables is increased, issues with data linearity might occur. Finally, we also validated the proposed algorithm for subtasks that execute sequentially, but it remains to be seen how the algorithm performs for applications that execute in parallel. Perhaps parallel execution will need to be implemented in a distributed setup. Another drawback we want to highlight is that the accuracy of the prediction depends on the correlation between input data and predicted values; without a significant correlation, predicted values will be unreliable and can result in less-correct actions.

Finally, we do not claim that these models outperform state-of-the-art machine learning models. Machine learning models trained on large datasets with a variety of features will outperform these predictive models. However, it is not always possible to have a pre-trained machine learning model for a variety of applications and robot hardware. Our proposed predictive model can be used as an alternative in situations where prior knowledge is not available and offloading decisions need be made on the fly as quickly as possible. A video on the paper is available for reference at: https://youtu.be/w3tnITpgjYY.

VI. Conclusion

In this paper, we introduce a predictive algorithm to predict the execution time of an application for a given application data input size and then use that prediction for decision-making regarding application offloading. As the proposed algorithm starts learning after the application is initiated, minimizing training time is of highest priority; this is achieved by training the algorithm on a small number of previous data observations ($N$). We expect that this training approach will enable the capture of exogenous factors that are not directly incorporated in the model’s design.

To validate the proposed predictive algorithm, we used linear regression and a Gazebo world. We experimented with varying $N$ values to evaluate performance, and we found that the algorithm had an acceptable error and prediction accuracy when $N > 40$.

In future work, we will also consider additional cost parameters such as energy usage. We are also working on algorithms, such as ARIMA and SARIMA [20], that can help predict execution times for applications whose variable relationships are non-linear.
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