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Abstract

The social-cognition or social-brain theory of human intelligence holds that it is the competitive, hierarchical nature of human society that provided the field of relationality that has fueled the extraordinary development of the human brain and mind. We argue that competitive, agonic society has, in both primates and humans, retarded the development of adaptive intelligence, as evidenced by impressive ethological evidence from primate research. The other kind of sociality, affiliative and hedonic, frees individuals from preoccupation with social hierarchy, but does not motivate anticipatory, goal-seeking behavior. Thus, neither agonic nor hedonic social relations account for human brain evolution, which can rather be attributed to focus on goal-seeking in the natural-history environment, where attention is directed toward exploration, manipulation and utilization of objects, phenomena, and resources. We review ethological evidence from primate and human studies, consider the distinction between fluid intelligence and executive-level functioning, and conclude that the natural-history model appears most consistent with available evidence. Anticipation is described as a primary emotion that develops very early in life, with territoriality as its underlying dimension, and with an elaborate seeking system as its brain infrastructure.
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1. Exploration and Motivation

In order to understand the extraordinary evolutionary emergence of the human
brain and mind, it is helpful to review the history of scientific understanding of the concept, exploration. One might presume that the gradual development of the “modern”, agentic, individualistic, market-oriented personality would have led to a progressively deeper understanding of exploration as an aspect of human motivation. But this is not at all what happened in the first half of the 20th century under a psychology spanning behaviorism and psychoanalysis. These and related schools of thought recognized only a negative type of motivation, one devoted to the reduction of biological drives, needs, and anxieties. This trend originated in a context of the Darwinian revolution, and of Freud’s psychoanalytic theory, according to which mental events are set in motion by unpleasantable tensions which stimulate efforts to re-establish homeostasis. Even the sex drive, a source of pleasurable excitement, was seen as something to be disposed of, as a means to the goal of tension release and the reestablishment of homeostasis. In the extremes of behaviorism, of Watson (1914) and Guthrie (1935), motivation was virtually absent as a topic of concern. Since reinforcers were seen as drive reducers, learning came to be seen as essentially a process of de-motivation. According to stimulus-response (S-R) theory, for example, a rat in a maze would learn nothing, until his response is accompanied by a decrease in hunger or thirst, or by escape from shock (Spence, 1936; Hull, 1943).

Inquisitiveness, and a sense of wonder, is an elaboration of a basic drive to explore the world. McDougall (1928: p. 204) wrote, “emotional-quality [of] wonder accompanies always, in some degree, the impulse or desire to explore and to become better equated with some object... The process of exploration leads to the better comprehension of the nature of the object.” Exploratory behavior is most developed in animal species with the most elaborated central nervous systems and brains (Berlyne, 1960: p. 148), finding its highest expression in the human. The Gestalt psychologists (Köhler, 1929; Koffka, 1935; Wertheimer, 1945) contributed to a shift in emphasis from need-reduction to goal-seeking, expectancy, purposiveness, and also to latent learning (Tolman, 1932, 1948; see also Berlyne, 1960: pp. 224-227). In Sociology, Thomas (1918, 1923) identified the “wish for new experience” as a fundamental component of social being and as one of four inner force sinters dependent with social cognition and social behavior. Lewin’s (1951) influential field theory, which emphasized ego-involvement and striving after success, also helped change the climate by mid-century. After half a century in a behaviorist wilderness of needs-reducing, S-R theorizing, it was rediscovered that, as Koestler (1964: p. 501) asserted, “rats and men are pleasure-seeking creatures, ...some activities are pleasurably self-rewarding, and ... solving a chess problem, or learning to play the guitar are among these activities.” Koestler sarcastically described the earth-shattering discovery that rats allowed to familiarize themselves with a maze by running around in it without reward, got to the food quicker when it was later installed than did control rats running the maze for the first time. These rats had been neither rewarded nor punished, yet they had profited from their exploratory behavior (Tolman, 1948). Some, clinging to S-R
theory, proposed that the gain came from the reduction of curiosity or the drive-reducing diminution of boredom. "One might as well say," Koestler (1964: p. 501) concluded, "that composing a song is a silence-reducing activity."

Even in the darkest days of behaviorism and S-R theorizing, there had been voices in the wilderness, scholars acutely aware that exploration is fundamental for mice and men. McDougall (1923: p. 36), in his principle of self-regard, insisted that striving toward a goal was more satisfying than reaching the goal. Maslow (1943) and Goldstein (1963) both elaborated the similar concept of self-actualization. As Allport (1937: p. 49) put it, "The characteristic feature of such striving is its resistance to equilibrium." Allport argued that psychological unity, and the equilibrium of physiological systems, is attained only as the result of "an active impulse toward growth and self-expression," and it can be attained only as "all of the possibilities of life have been realized" (Allport, 1937: p. 350; see also Allport, 1955: pp. 36-67). Psychiatrists had also come to recognize that, "the normal personality is one that is ever active in pursuit of chosen goals; whereas abnormality is characterized by apathy, by a deficiency in life interests." In the long run, only engagement in projects and productive works confers stability and consistency. Thus, the most unified and stable person is not one who fights off, or finds ways to relieve, tension, but is rather one whose life is characterized by striving, and who gives a strong effort "in becoming what he wants to become" (Allport, 1937: p. 350). Moreover, the attainment of unity depends more upon knowing what we want than upon getting it: "It is the striving toward the known goal that confers unity, not the successful arrival… Attainment may even be destructive of unity, for attainment forthwith abolishes the unifying desire. From this point of view unity lies only in the struggle for unity" (Allport, 1937: p. 350). By the 1950s, it had been well-established, and widely accepted, "that the exploration of novelty, the manipulation of objects, the dismantling and reassembling of complex manual puzzles, and even scribbling and drawing were self-rewarding and self-arousing activities" (Koestler, 1964: p. 504).

Experimental and ethological evidence clearly shows that the urge to explore can prevail even over hunger and fear (Berlyne, 1960: pp. 122-127). Naturalists had known all along that animals are inquisitive and have a basic emotional predisposition to explore and establish control of territorial resources. In the 1930s, it was observed that rats would brave an electrified grill to reach a maze containing only unusual objects. Experiments in which rats were punished for approaching some novel visual patterns revealed that, "objects that have become associated with danger are often explored before they are shunned" (Berlyne, 1960: p. 115). Subsequent research revealed that even objects associated with danger were explored; rats and other animals will interrupt their feeding to examine novel objects placed in their environment. Ethologists and psychologists recalled a passage from Darwin’s ([1871] 2013: p. 35) Descent of Man, wherein he wrote:

All animals feel wonder, and many exhibit Curiosity. They sometimes suffer from this latter quality, as when the hunter plays antics and thus attracts
them; I have witnessed this with deer, … and so it is with some kinds of wild-ducks. Brehm gives a curious account of the instinctive dread which his monkeys exhibited toward snakes; but their curiosity was so great that they could not desist from occasionally satiating their horror in a most human fashion, lifting up the lid of the box in which the snakes were kept.

Inspired by Alfred Brehm’s descriptions of animal behavior, Darwin had gone to his local zoo’s monkey house, bearing boxes containing a stuffed snake, a dead fish, a mouse, a live turtle, and a live snake in a paper bag. The monkey’s reactions to the snake confirmed Brehm’s observations, as monkey after monkey peeped into the bag. As for the other items, Darwin exclaimed, “The excitement thus caused was one of the most curious spectacles which I ever beheld,” with the turtle causing the greatest level of excitement (Darwin, [1871] 2013: p. 35).

Thus, drive-reduction theories were decisively overthrown, being replaced by the realization that exploratory behavior, which hardly reduces tension, is motivated by a basic emotion-laden drive widely shared in the animal kingdom. There is adaptive value in exploring the environment, understanding and developing cognitive models of it, and thereby being able to anticipate what is apt to happen next. Evidence from throughout the animal kingdom supported this view. Mechanisms underlying exploration and anticipation were revealed by neurophysiological studies by Hebb (1949), Lindsley (1957, 1958), and many others, who shifted the focus from tension-reducing, homeostasis restoring processes in the nervous system and brain to arousing, attention-shaping functions of the midbrain, the reticular activating system, and related systems and structures. Our hunger for new experiences, for novelty, and for exploration, was found to be as basic as the need to satisfy hunger and thirst. Higher animals, and especially humans, spend most of their time in a state of relatively high arousal, eagerly exposing themselves to arousing situations.

As expressed in the world of science and technology, exploration meant control and the ability to predict future states of affairs based on theories and models of physical, biological, and sociocultural systems as they develop and evolve. The ability to predict the future generates an anticipatory intentionality of the mind, based both on emotion and reason, which can be turned into acts, episodes of brief duration, and actions, episodes of longer duration “stretching out into the cared-about futures in an effort to attain objectives, carry out plans, and realize intentions” (TenHouten, 2005: p. 87). Our acts and actions are necessarily based on imperfect judgments and anticipations, so that, in Dewey’s (1929: p. 6) terms, “anticipatory uncertainty” means “our actions to be performed can never attain more than a precarious probability,” as we head toward an aleatory world that we can see only as a scene of risk and instability.¹ Our most primordial temporality is based on an anticipatory resoluteness and is futural and ahead

¹In addition to uncertainty, anticipatory arousal depends on 1) the assessed importance the impending event, 2) the level of surprise one is bracing for, 3) how likely it is that vigorous action not identified beforehand will be required, and 4), how much fear is mixed with anticipation (Berlyne, 1960: p. 185), producing a secondary emotion, anxiety (TenHouten, 2016: pp. 92-93).
of itself insofar as we not only contemplate the realization of objectives and aims but also imagine the consequences that would follow from success and failure in such striving (Heidegger, 1927). Anticipatory resoluteness is the basis for effort to bring about a cared-about, desired future, which requires various mental processes, of planning, managing, anticipating, monitoring, editing, commanding, controlling, and, more generally, carrying out the executive functions of the brain and mind, and especially in striving to attain long-range goals (Allport, 1955: p. 51). The study of how the brain models the world was clearly framed by Kenneth Craik in *The Nature of Explanation*, wherein he proposed that the central function of the nervous system is to set up a model of the external world. He wrote that the brain imitates and models external processes, so that “If the organism carries a ‘small-scale model’ of external reality and of its own possible actions within its head, it is able to carry out various alternatives, conclude which is the best of them, react to future situations before they arise, [and] utilise the knowledge of past events in dealing with the present and future” (Craik, 1943: p. 61).

Thus, an understanding of exploration, and the associated capability to anticipate the future rather than be surprised by it, requires a broad perspective, spanning an appreciation of the role exploratory behavior plays across the animal kingdom, and to its extraordinary further development made possible by the human brain. Exploratory behavior, for humans, is established early in life, and can be observed in the stimulus-seeking behavior of one-year-old children, which occupies them about six hours per day. This play is ontogenetically adaptive because it enables developing children (and young non-human animals) to alter their relationships to the natural environment, thereby “enriching” the environment, endowing it with things of value, seeing it as replete with resources, and learning how to incorporate and utilize these resources (Schore, 1994: pp. 95-98).

### 2. Natural History and Social-Cognition Intelligence

The general consensus in primatology (e.g., Flynn, Geary, & Ward, 2005) and social neuroscience (see, e.g., Adolphs, 2002) is that the ability to carry out complex social relationships successfully selects for intelligence. This social-cognition theory asserts that “social integration and intelligence probably evolved together, reinforcing each other in an ever-increasing spiral” (Jolly, 1966: p. 504), that the “chief role of creative intellect is to hold society together” (Humphrey, 1976: p. 307), and that status-striving within social groups develops reasoning abilities (de Waal, 1982). This theoretical position emphasizes that the status-strivings of individuals within groups involves political maneuvering and develops reasoning abilities. Thus, the social-cognition model, or the social-brain hypothesis (Dunbar, 2002), is essentially a theory of Machiavellian intelligence, which sees a focus on social relationships, including deceit, trickery, manipulation, and interpersonal competition (de Waal, 1982: p. 74; Byrne &
Whiten, 1988; Byrne, 1995). The social-cognition intelligence theory emphasizes that certain kinds of social behavior, such as exploitation and deception, at the expense of others, such as tolerance and behavioral coordination (Barrett & Henzi, 2005). This theory holds that—as a consequence of living in permanent social groups with local competition for scarce resources—the pressure is on individual members to evolve an ability to “outwit” other group members, which would alleviate the negative effects of competition on social success and, in turn, can stimulate counter-strategies.

Non-human primate cognition is widely believed to be based on social relationships and characterized by Machiavellian intelligence (Cheney, Seyfarth, & Smuts, 1986; Cheney & Seyfarth, 1990; Whiten & Byrne, 1997). Proponents of the Machiavellian-intelligence hypothesis have focused on our closest relative, the chimpanzee. According to the what Cachel derisively calls the “chimpo-centric” mind-set, chimp sociality is seen as the ne plus ultra of the animal world (Beck, 1980). Cachel (2006: pp. 373-374), a self-described apostate from the social-brain hypothesis, points out that the most complex primate sociality is not found in chimpanzees, bonobos, or other pongids, but rather in New World marmosets and tamarins (callitrichid platyrhines). They are the only non-human primates ranked as eusocial, that is, as truly social, using the standard three-part sociobiological definition: 1) cooperation in care of their young; 2) a reproductive division of labor, and 3) overlap of two or more generations contributing to social life (Wilson, 1975). Their intricate social behaviors include: communal caring for the young; the provisioning of infants and juveniles with high-energy foods; monitoring, managing, and extracting gum and resin food resources; and complex vocal communication (Snowdon, 1982; Savage & Baker, 1996). If the social cognition model was correct, it would be expected that our closest relatives, the chimpanzees and the bonobos, would be eusocial, but this is not the case.

While the great apes are more intelligent than are monkeys, there is little evidence that the social cognition of great apes differs much from that of monkeys (Tomasello & Call, 1997). Chance (1988: pp. 3-7) has argued that this kind of intelligence, which he associates with competitive, “agonic” social relationships, is more characteristic of monkeys than it is of apes. While wild chimpanzees are able to understand something of the goals, intentions, and desires of conspecifics, they do not appear to share with humans a theory of mind which would enable them to understand that others might be focused on other objects in the same visual field, or to comprehend a wide array of psychological states understood easily by human children (Cachel, 2006: p. 154). Not recognizing false beliefs, they understand each other in terms of a perception-goal psychology rather than a human-like belief-desire psychology (Call & Tomasello, 2008). Moreover,
domestic dogs clearly outperform chimpanzees in using social cognition to interact with humans in cooperative tasks (Hare & Tomasello, 2005).

Especially damaging to the social-cognition theory of the origins of human intelligence are studies of monkeys, which plainly show that their preoccupation with the social order, especially with social-domiance hierarchy, leads to a neglect of the natural world, such that predators go unnoticed. Particularly telling is an intensive study of vervet monkeys (Cercopithecus aethiops) carried out at the Amboseli Reserve in Kenya (Cheney & Seyfarth, 1990). These monkeys were found to be highly knowledgeable about social dynamics, yet they show a limited awareness of the natural world. Vervet mortality was high, estimated at 65 percent in 1987, with leopards accounting for about 70 percent of these vervet deaths. Yet this predation was not associated with awareness of predator behavior. These vervets did not associate carcasses cached in trees with leopard presence, even though they possess a specific alarm call for leopards. Pythons are another of their predators, yet they seemed not to link python tracks to python presence. When experiments played recorded hippopotamus and black-winged stilt calls from inappropriate dry woodland habitats, they made no response. Thus, in spite of their social awareness, vervet monkeys appear to be largely unaware of much of their external environment and, as Cachel (2006: p. 165) put it, “peculiarly obtuse or stupid about making associations and predictions about the external world, sometimes despite intense positive selection pressure for them to do so.”

3. Tool Usage

Experiments with tool use in captive hamadryas baboons and pig-tailed macaques appear to demonstrate that social dynamics involving status and sexual behavior hinder tool behavior (Beck, 1980). Experiments with tool use in captive tufted capuchin monkeys, whose tool behavior in the wild is the most pronounced among non-human primates, also repeated demonstrate minimal ability of animals in a social group to acquire tool use through imitation, although imitation of social behavior occurs (Visalberghi, 1993).

Attention to natural history is far more developed in the human than in any other species, to the point that this kind of fluid intelligence can be identified as very possibly the single most important factor in the tripling of brain size now manifested in contemporary humans (Cachel, 2006: p. 155). Cachel describes the complex behaviors which have necessitated such attention to the environment. The first stone tools, of the Oldowan stone tool industry, are to be found in the Pliocene of East Africa, dating back to 2.6 - 2.5 million years ago (mya). The archaeological record becomes much denser and variable about 200,000 years later, and involved transportation of stones and carcasses, stone tools, alteration of animal bones, and knowledge of the behavioral ecology of other species, including interactions with sympatric carnivore species (Cachel & Harris, 1995). The availability of raw materials for stone tool manufacture, Cachel proposes,
could have been a crucial resource for hominids, and might well have profoundly affected ranging and foraging behavior. "Complex foraging for dispersed resources implies intimate knowledge of the regional environment, and the ability to locate and predict the abundance of resources which have fluctuated widely in space and time. These complex behaviors necessitated an attention to natural history, which appears documented at an ancient date" (Cachel, 2006: p. 155).

Far later in time, about 40,000 years ago, in the European Upper Paleolithic, both portable and parietal artistic productions reveal the attention of its creators to fine details of the morphology and behavior of non-human animals (Klein, 1989). By 12,000 - 13,000 years ago, humans had developed awareness of ontogenetic processes within other species, together with symbolic manipulation of this awareness, of the birth, growth, behaviors, and death of members of other species. To this, Cachel (2006: p. 156) adds: “With the advent of a written record of human thought, there is undeniable evidence of human attention to, and manipulation of, the external environment.”

4. Intelligence

Cachel’s theory of natural history intelligence holds that the remarkable tripling of the size of human brains relative to other hominids began at least as far back as 2.5 mya. Cachel does not separate technical intelligence (e.g., for tool behavior) and natural history intelligence (for understanding the physical and biological worlds). Her argument is that complex interactions with biological and physical factors demand behavioral flexibility based on an integration of data from multiple senses. This flexibility has been enabled by elaborate organization of the neuroanatomical pathways which organize attention. The ability to understand what is happening in the environment includes the anticipating, planning for, and monitoring events. “As a consequence,” Cachel (2006: p. 159) infers, “natural history intelligence by itself contributes to the formation of a general or fluid intelligence by expanding attentiveness and awareness away from the tyranny of the social world, which generates the social intelligence identifiable in non-human primates.”

Natural history intelligence can be linked to fluid, or general intelligence, on the grounds that both emphasize planning, manipulating, and predicting processes and events in the non-social environment. These factors together add up to a model of the world beyond the social group and social relationships, which requires the creation of symbol systems for the manipulation of, and anticipation of events in, the external environment (Cachel, 2006: pp. 146-184). While natural history intelligence exists to some extent in non-human primates, and vertebrate species in general, it finds fullest expression in humans. The weight of evidence suggests it is natural history intelligence—which is not well-developed in primate species, even those most closely related to humans—which has vaulted the human so far beyond other primate species that is has been historically difficult for human beings to accept the simple fact that we
are, after all, animals, and more specifically, apes. Human capabilities for habitual tool behavior, material and symbolic culture, control of the environment, knowledge and control of other species, and a keen interest in the secrets of nature, all largely result from the emergence of natural history intelligence.

Immersion in the social might well have impeded development of natural history intelligence. Competitive social behaviors, including all kinds of social striving for success and high status consumes attention and limits awareness to what is happening socially, thereby locking the mind into a present gestalt of the social world. Consider an example. While high-ranking female monkeys launch randomly timed attacks on subordinates in order to induce in them insecurity and stress, it hardly creates the conditions for exploration of the world or even for vigilance with respect to territorial boundaries and the risk posed by would-be predators (Chance, 1988; Cachel, 2006). Social dominance hierarchies are inherently unstable and can come with great costs to the community at large and to members at all levels of a social hierarchy. It is only when the social organization of a species of animals gets beyond such hypersociality that natural history intelligence can co-evolve with neuroanatomical substrates able to direct awareness and attention to the world beyond and outside of the social group. This situation is prerequisite for the development of complex, symbolic models of the world which can then be subjected to abstract manipulated.

Our potential territory is the natural history environment, and exploration of territory and space is a fundamental problem of life (Plutchik, 1962, 1980). For humans, freed from preoccupation with social hierarchy, it has become possible to develop a systematic methodology for investigating the physical world, the biological world, and even the social world. This methodology, in a word, is science. Beginning about 2.5 mya, the ancestors of today’s humans came to awareness of, and paid attention to, vegetable species beyond the realm of everyday foraging, the morphology and behavior of other animal species, and of kinds of rocks and woods. This development of the brain and mind was a first effort to generalize, to classify, to recognize patterns and processes, to generate rules about the regularities of nature, to anticipate events, and to plan behaviors intended to lead to the control of events and processes. As Cachel (2006: p. 160) asserts, “This intelligence functions in cognitive problems that involve anticipating properties of objects outside the social world, once the object is recognized as possessing certain other properties, or being able to reason about cause and effect in the world outside the social group.”

Cachel (2006: p. 160) further observes that “[s]ome developmental psychologists have recently argued that learning in human infants and children is organized precisely like scientific learning through data collection and hypothesis-testing.” As might be expected, efforts have been made to compare the scientific reasoning of humans to the “folk psychology” of chimpanzees, which refers to the way they understand the material world, with emphasis on their knowledge of energy, movement, objects, and object interactions. While humans and
chimps share the same sensory systems, only humans can deal with unobservable, hypothetical phenomena and spatial relationships (Povinelli et al., 2000; Povinelli & Vonk, 2003). After nearly a century of research on the mentality of apes—which has been motivated by a desire to show that humans are not unique—surprisingly has led to a renewed appreciation of the uniqueness of the human mind and brain. It has been an implicit assumption of the Machiavellian intelligence theory that social intelligence is transferable to other spheres. It is the opposite of this assertion which appears to be the case, for the methodology of science can indeed be, and has been, applied to the social world, as is evidence by the emergence of fields of scientific study such as anthropology, sociology, political science, economics, and the other less general fields of social-scientific inquiry, such as management science, operations research, and game theory.

Cachel (2006: p. 157, 159) equates natural history intelligence with “fluid” intelligence, and with Spearman’s general intelligence (the $g$ factor, the ‘intelligence quotient’). While some researchers resist the idea of a general intelligence which can be applied across cognitive domains, $g$ does appear to have a basis in brain functioning. For example, studies of human twins show that the quantity of frontal-lobe gray matter is under significant genetic control, and that gray-matter quantity is positively related to measure of $g$ (Thompson et al., 2001). When subjects brains were scanned (using positron emission tomography) while engaging in tasks requiring high $g$, there was localized frontal lobe activation (Duncan et al., 2000).

4.1. Intelligence and Executive Functioning

While some early investigators saw the frontal lobes as the “seat of intelligence”, contemporary studies have demonstrated that significant levels of frontal damage do not reduce performance on conventional intelligence tests (Milner, 1964; Roca et al., 2009). Yet these individuals are unable to organize everyday activities, and are inflexible and not inventive in their approach to new problems. They are deficient in divergent thinking, e.g., in listing various uses of a given object, and lack verbal fluency. They become confused about the temporal order of recent and remote events, which contributes to their inability to anticipate, and to plan for the future (Milner, Petrides, & Smith, 1985).

While frontal damage leaves cognitive performance relatively conserved in a computational sense, it is the “same person” that comes up missing (Gardner, 1993: p. 261, Goldberg, 2001). If orbital portions of the frontal lobes are damaged, the result is apt to be irritability, hyperactivity, insouciance, or euphoria. If the higher regions (convexity) of the frontal lobes sustain injury, the more likely result is indifference, listlessness, slowness, apathy, and a kind of depression. Consider Luria’s (1972) report on the case of “the man with the shattered world.” Zasetsky, a young Soviet soldier in World War II, had suffered a severe wound of the left parietal-occipital area, which crippled his ability to carry out intellectual and cognitive functions: his speech was crippled, he could not write,
hammer a nail, or carry out a simple chore. His general intelligence, \( g \), had been devastated. Yet, he retained his personhood, his will, his desires, his sensitivity to experiences, and the ability to form plans and endeavor to carry them out. With his frontal lobes intact, he had remained the same person.

### 4.2. Two Pathologies: Autism and Williams’ Syndrome

We cannot accept the view that the divorce between social and natural history intelligences, which might have been important in the evolutionary development of the human brain, is permanent. In fact, a divorce on occasion is not final, for there can be reconciliation and remarriage. And this might well have happened in human evolution. The effective human mind must have proficiency in modeling both the natural environment and the social world. To see that this is true, we can examine cases in which people are pathologically limited to one domain. With Cachel (2006: pp. 172-173), we can look at social intelligence in the absence of history intelligence, and at natural history intelligence in the absence of social intelligence. Both are well-known pathologies—those of autism and Williams’ syndrome, respectively, each of which have a strong genetic substrate (Riby & Hancock, 2008).

Autistic individuals interact freely with the non-living world, the world of natural history, and are apt to be highly competent with mathematics and mechanics. Many with autistic spectrum disorder are able to easily memorize trivia, and show superior skills of attending and perceiving, and have intact connectivity of task-positive brain networks involved in sustained attention and goal-directed thinking (Broyd et al., 2009). In several studies, it has been found that autistics have a clear preference for nonsocial over social stimuli (Jeste & Nelson, 2009).

On the negative side, autistics develop only limited social skills, as indicated by paying little attention to social stimuli, not making eye contact with others, and experience difficulty understanding and communicating, both verbally and nonverbally, with others. They are limited in their ability to access the minds, motives, and emotions of their fellow humans (Hall, 2017), are lacking in social intelligence (Baron-Cohen et al., 1999), and are limited in the expression and recognition of emotion displayed by others (Rodier, 2000). Individuals suffering from this neurodevelopmental disorder are impaired in their social behavior, as they tend not to develop appropriate sociorelational behaviors such as turn-taking and making and maintaining friendships, and are possibly prone to aggression, property destruction, and tantrums.

Individuals suffering from Williams’ syndrome manifest an opposite orientation. Affected individuals are charming and facile in social communication, being gregarious and skilled in social conversations in parties and engage effectively in “small talk”. They have outgoing personalities, interact readily with strangers, are socially disinhibited, and are often hyperfocused on the...
eyes of others in social situations. They can recognize emotions expressed by
others, and themselves produce speech rich in prosody and emotional descrip-
tion (Kaplan, Wang, & Francke, 2001). In social interactions, they are not ag-
gressive, and show empathy, kindness, unselfishness, and forgiveness (Tag-
er-Flusberg & Sullivan, 2000).

On the other hand, Williams’ Syndrome individuals are handicapped in their
meager understanding of the natural world. As children, they were slow to make
use of tools, to classify objects, and to see how objects are related to each other.
They are show to develop understanding of the temporal processes of birth,
growth, and death. As adults, they are impaired in spatial relationships and di-
rection finding, having difficulty orienting themselves spatially, in moving about
even in their own neighborhood (Bellugi, Wang, & Jernigan, 1994). They expe-
rience lack of acuity in basic visuospatial problem solving (Atkinson et al., 2001).

It would appear that the normal condition of the human brain and mind is
one in which there is social competence, which involves insight into the motives,
intentions, and feelings of other persons, or the development of a “theory of
mind” providing adequate understanding of the likely mental state and focus of
awareness of other persons. Also required for a normal human existence is an
orientation to one’s potential territory and the resources available in the envi-
ronment. Required here is a kind of natural history intelligence, so that the
plants, animals, and inanimate objects of the world are seen as related to each
other as an integrated whole. Of course, competence in both domains, the social
and the non-social, does not mean that both be attended to and focused on at
the same time.

5. Anticipation and Its Brain Infrastructure, the Seeking
System

Given the adaptive priority of future planning, we find it helpful to think of
the brain as a fundamentally prospective organ that is designed to use in-
formation from the past and present to generate predictions about the fu-
ture—Schacter, Addis, & Buckner (2007: p. 660).

5.1. Anticipation as Emotion and Cognition

Early in infancy, conscious mental experience is primarily a function of drive
signals, indicating distress or pleasure in response to inner events and processes,
and to interest in the external world. Izard (1980: p. 203; see also Izard, 2009)
notes that, “In early infancy … the emotion of interest is present, and it serves to
focus and maintain attention to sources of external stimulation. Inter-
est-sustaining attention … is essential in attaining percepts and in learning to
discriminate objects and persons.” As the child develops, this instinct for taking
interest develops into a more complex capability for anticipatory planning for
action, in being able to change a course of action once it has begun, and to pre-
pare options and strategies to deal with cognitive models of what might happen.
Anticipation, and its opposite, surprise, have been considered by some researchers not to be emotions, primarily on the ground that they have a substantial cognitive content (Ortony & Turner, 1990: p. 317). Indeed they do. Piaget (1971: p. 57) correctly viewed anticipation as both affective and cognitive, describing it as “one of the most generally found characteristics of the cognitive function. Anticipation dawns as soon as perception dawns.” Piaget (1971: p. 57) distinguished between instincts, “a vast system of surprising kinds of anticipation, which seem to be unconscious, while the inferences of thought promote anticipation of a conscious kind,” arguing that most biological functions are also anticipations.

There is a close linkage between exploration of the environment, seeking resources and things of value, and anticipation. Exploration of the environment leads to the development of anticipation, which was observed by Pavlov in his description of a “signalizing” reflex as anticipatory or preparatory to motor attitudes (see Bull, 1951). Plutchik’s (1962, 1980) psychoevolutionary theory of the emotion identifies territoriality as one of four basic problems of life widespread in the animal kingdom, along with identity, temporality, and hierarchy. The basic functions of territoriality are exploration and boundary-defense, which call forth the adaptive reactions of anticipation and surprise, respectively (Plutchik, 1962; see also TenHouten, 2017).

While exploration-anticipation has emotional content, it also has a cognitive aspect. For if we are to adapt to the world by focusing only on the immediate present, we risk survival. What is needed to both survive and prosper is a viable model of the world, such that many happenings and processes can be foreseen by the exercise of thought. Thus, anticipation derives from a capacity for inference based on previously acquired and remembered, and thereby conserved, information, which is embedded in a schemata, a model, of the world. Piaget argued that conservation of information previously acquired enables anticipatory reactions on the cognitive level, so that an essential function of knowing is to bring about foresight. The establishment of any scientific law presupposes such foresight, for experiments can be designed to have certain predictions, or expectations, of results. Because such a law pertains to the future as well as the present and the past, it not only permits foresight, but makes it necessary. While this anticipatory function is intrinsic to science, it also exists in everyday life, on the levels of elementary habits and even of perception. This view is consistent with Tolman’s (1948) learning theory, which sees every sensorimotor organization oriented to expectations of future events, even when they are based on “sign gestalts” or significant configurations, for these significations are always relative to expectations.

From Piaget’s (1971) perspective, the function of anticipation is one of the most generalized in organic life, because it is an extension of all forms of conserved information, whether inherited or acquired. Conservation, which is necessary to all forms of organization, is extended in anticipation. Anticipation,
seen in this way, can be characterized causally as the outcome of the transfer or generalization of information previously organized in schemata and preserved throughout the process of development. Much of our ability to anticipate is genetically inherited, and to this extent we are guided by pre-established genetic information which is nonetheless anticipatory because it adjusts behavior to the external environment, “as though it has both knowledge of the end in view and instrumental relationships subordinating to this end a series of successive and connected mean in a soundly adaptive manner” (Piaget, 1971: p. 197).3

The human brain (and mind) is an anticipatory device (Castelfranchi, 2005; Pezzulo & Castelfranchi, 2007). The mind is organized to anticipate, build, and work on internal representations of the world, not of current perceptions, but a “simulation” of perception which enables anticipation of upcoming stimuli, or of effects of a cause, or of a possible action to be taken. This, Miceli and Castelfranchi (2015: p. 3) assert, “precisely is intelligence: not the mere ability to exhibit complex adaptive behaviors…, but the ability to solve a problem by working on an internal representation of the problem, by acting up ‘images’, ‘schemata’, or mental models, by simulating events and actions and by anticipating possible solutions.” The main purpose of the human brain, then, is “to produce a future” (Dennett, 1991: p. 177).

5.2. The Seeking System

A mental state of anticipation comes about as an individual is motivated to attain a goal or secure a resource in the environment. The prefrontal cortex organizes anticipatory behavior in a top-down way by activating thalamo-cortical loops involving sensory and motor areas, so that motor areas become set to implement action intended to attain a goal or secure a resource (Brunia, 1999). A slow-wave potential, Stimulus-Preceding Negativity (SPN), has been identified as preceding four types of stimuli: 1) stimuli providing knowledge of results of past goal-directed activity; 2) stimuli conveying instructions, tactics and strategy about a future endeavor; 3) stimuli against which the outcome of a previous objective has to be matched; and 4) stimuli that activate emotion and feeling in a way that encourages engagement in goal-directed behavior (for a review, see van Boxtel & Böcker, 2004), which involves insular brain activation (Simons, Öhman, & Lang, 1979).

Panksepp (1998: pp. 144-163; see also Alcaro & Panksepp, 2011; Panksepp & Biven, 2012: pp. 95-144) describes the role of hormones in anticipatory and appetitive behavior, noting that the desires and aspirations of the human being, while not attributable to a single brain system, come to a dramatic standstill if certain brain systems, such as the dopamine (DA) circuit generated from midbrain nuclei, are destroyed. A person thus rendered unable to “partake of worldly

3The function of anticipation–exploration indeed enables adaptation to the world, but by imagining future objects, conditions, situations, and arrangements, the anticipatory function further enables willfully changing of the world, of adapting the world to human needs and desires through construction of artifacts and sociocultural organization.
delights” can “achieve the feelings of success” in infusion of L-DOPA, the precursor of DA (Panksepp, 1998: p. 144). Both animals and humans can operate smoothly and effectively in their daily pursuits only if the ascending DA tracts are functioning properly. Without these tracts, it is not possible to be engaged in, and excited about, seeking the necessities of life and the cognitive-affective interests “that bring positive existential meanings to our lives” (Panksepp, 1998: p. 144). Without DA, human aspirations to success in life “remain frozen, as it were, in an endless winter of discontent”. Panksepp refers to the brain’s DA systems, which are emotional circuits, the “foraging/exploring/investigation/curiosity/interest/expectancy/SEEKING” system (Panksepp, 1998: p. 144).

Panksepp argues that the humans striving for necessities and goals is motivated by the welling up of ancient neurochemistry in primitive parts of the brain. These neurochemicals stimulate animals, including humans, to investigate and explore the world, to seek resources, and to understand the natural history environment. While Cachel refers to the role of the “executive brain” in her analysis of the evolution of the human mind, Panksepp (1998: p. 145) looks to the Seeking System (SS), which leads organisms to “eagerly pursue the fruits of the environment—from nuts to knowledge, so to speak.” This emotional system—which provides the psychic energy of exploration, anticipation, and expectation—has a characteristic feeling tone “akin to that invigorated feeling of anticipation we experience when we actively seek thrills and other rewards” (Panksepp, 1998: p. 145).

The basic circuits for this intrinsic brain function are concentrated in the extended lateral hypothalamic corridor. This system deals with emotions, but also with somatic feelings, because it responds to homeostatic imbalances, that is, to bodily need states and to perceived environmental incentives. This system spontaneously learns about environmental events which predict the availability of resources, although it remains unclear how reinforcement processes are able to do this. But Panksepp is convinced that these trans-hypothalamic circuits are at the heart of the SS. As key evidence, he observes that the lateral hypothalamus (LH) continuum, running from the ventral tagmental area to the nucleus accumbens, is the brain area where electrical stimulation promptly evokes energized exploratory and search behaviors. The brain DA circuits correspond to the general trajectory of this psychobehavioral system. It follows that the basic impulse to search, investigate, and understand the environment emerges from the circuits of the LH. Brain DA is essential in operating circuits of the L-H. The brain DA circuits correspond to the general trajectory of this psychobehavioral system, although many other chemicals are also involved.

Panksepp’s SS is a general incentive or appetitive motivational system which mediates not liking but wanting. This neuroemotional system, the basis of the emotion exploration-anticipation, drives and energizes many mental complexities which people express as feelings of interest and, if cognition is very highly developed, the search for higher meanings. While this system is initially without
any cognitive content, it helps us understand causal connection, in the environment and thereby contributes to the creation of ideas, theories, and more generally of the fundamentals of culture, including the key developments of language and writing. The SS provides the aspirational desire for creations, but the actual realization of creations further requires logically coherent thought together with intentionality (TenHouten, 1994, 2011).

The affective state associated with the SS is not what we feel in consummatory behavior. Instead, “it resembles the energization organisms apparently feel when they anticipate rewards” (Panksepp, 1998: p. 146, emphasis added). The SS is initially activated by cues of rewards, such as sights and smells. Panksepp (1998) suggests that such cues attain control through glutamate circuits from the cortex, hippocampus, and striatal areas such as the thalamic nuclei, which descend onto the SS, which then anticipates rewards (Taber, Das, & Fibiger, 1995). The SS has been linked to several emotions. Panksepp, for his part, links arousal of this system to “intense interest,” “engaged curiosity,” and “eager anticipation.” His terminology is entirely consistent with emotion theory, which identifies a primary emotion whose function is “exploration” and whose subjective terms are “expectation” and “anticipation” (Plutchik, 1962: pp. 102-107). The affective expression of interest is clear and evident in young infants. When the LH is stimulated, individuals do not report sensory pleasure of a consummatory kind but rather a feeling that something very interesting and exciting is going on (Quaade, Vaernet, & Larsson, 1974). When we consummate behavior and are satiated—as in the cases of food, water, sex, more generally the attainment of a goal, the SS is deactivated.

Panksepp presents a compelling argument that the SS circuits are indeed associated with a basic emotional system. With Plutchik’s psychoevolutionary emotions theory, affect-spectrum theory (TenHouten, 2007, 2013, 2017) claims anticipation is a primary emotion, and because several emotions researchers have been convinced otherwise (e.g., Ekman, 1980), it is informative to outline Panksepp’s six-part argument that exploration, interest, and anticipation comprise a basic emotional state. He presents six arguments, briefly summarized here:

1) “The underlying circuits are genetically prewired and designed to respond unconditionally to stimuli arising from major life-challenging circumstances” (Panksepp, 1998: p. 150). Anticipation is most certain not entirely cognitive, as has been argued by some, for the SS continues to function effectively in animals even after their higher cognitive mechanisms are surgically removed. The survival value of this function, Panksepp adds, is indicated by the fact that damage along its trajectory reduces the chances of survival more than it does if damage occurs at a later age.

2) “The circuits organize behavior by activating or inhibiting motor subroutines (and concurrent autonomic-hormonal changes) that have proved adaptive in the face of life-challenging circumstances during the evolutionary history of the species” (Panksepp, 1998: p. 150). Moreover, the mesolimbic/cortical DA
circuits, at the heart of the SS, enable animals, and humans, to perform motivated, goal-seeking behaviors. Stimulation invigorates this system; damage disables it.

3) “Emotive circuits change the sensitivities of sensory systems relevant for the behavior sequences that have been aroused” (Panksepp, 1998: p. 150). Studies indicate that unilateral electrical arousal of the SS leads to more effective cortical processing. Thus, the anticipation of a goal sharpens the reasoning involved in attaining this goal. This clearly shows a productive interaction between rational cognition and the emotion anticipation. Such electrical stimulation also increases the metabolic processes of the aroused side of the brain, including cortical areas.

4) “Neural activity of emotive systems outlasts the precipitating circumstances” (Panksepp, 1998: p. 150).

5) “Emotive circuits can come under the conditional control of emotionally neutral environmental stimuli” (Panksepp, 1998: p. 150). The SS is capable of spontaneous learning, as shown by single-cell activity during simple forms of appetitive condition, and in the anticipatory shaping of unconditional response systems, such as the exploratory sniffing of a rat during brain stimulation. Ventral tegmental DA cells have been found to exhibit anticipatory learning during appetitive conditions, and the DA system vigorously releases DA during the anticipatory phase of a behavioral sequence.

6) “Emotive circuits have reciprocal interactions with brain mechanisms that elaborate higher decision-making processes and consciousness” (Panksepp, 1998: p. 150). It has been found that mild stimulation of the SS results in a pleasant form of energy, which stimulates individuals to pursue various interests and life-sustaining activities. This has been documented in Parkinson’s patients treated with L-DOPA. The result was an temporary awakening from their prior state of “suspended animation” to an experience of life’s vibrancy, and to a positive, interest-filled engagement with the world (Sacks, 1973).

6. Discussion and Conclusions

If the human brain has evolved largely out of the necessity of understanding the natural history environment, a fundamental question arises: Out there, in the environment, what did our pre-human ancestors and humans in the foraging and hunting phase of social evolution most need to understand? The answer is obvious, and “primitive” people will remind us, if we would but listen: The non-human animals. Any why are these animals so important? The answer is simple: Only by understanding the habits and behaviors of animals, and being therefore to anticipate their movements and actions, could we successfully kill and then eat them (and avoid being eaten by them). For this, early humans needed an ecological theory of mind, with which they could peer into the minds of animals. Abrams (1997: p. 86) notes, “We find ourselves alive in a listening, speaking world.” Here, language is expanded in its meaning, as all animals and
natural forms speak their own dialect, and all species have the power of language, in the sense of communication: “Just as a human may suddenly understand the subtle gestures of a deer, or the guttural speech of a raven, so the other entities hear, and may understand, our own talk.”

Without guns and gunpowder, a native hunter, to be successful, must come close to his prey if he is to take away its life. Physical proximity is required, but, as Abrams (1997: p. 140) further observes, this closeness must also be emotional, empathically entering into proximity with other animals' ways of sensing and experiencing. The native hunter, in effect, must apprentice himself to those animals he would kill. Through long and careful observation, the hunter gradually develops an instinctive knowledge of its habits, of its fears and its pleasures, its preferred foods and favorite haunts. Nothing is more integral to this practice than learning the communicative signs, gestures, and cries of the local animals.

The skilled hunter will learn to generate, and mimic the vocalizations of these animals, and this capability “enables him to enter most directly into the society of other animals” (Abrams, 1997: p. 141). This level of natural-history intelligence is not to be found within the social dynamics of human community, either in its agonic or hedonic aspects, but in an understanding of the enveloping ecosystem and the natural environment.

Hunted animals, of course, wish to survive, and to this end pay careful attention to the humans who would hunt them. This is what Merleau-Ponty (1962) called “perceptual reciprocity,” as a listening to the forest is also, primordial, to feel oneself listened to by the forest. To gaze at the surrounding forest is to feel oneself exposed and visible, to feel oneself watched. For foraging people, then, survival requires careful attention to the behavior of the natural surroundings, watching and integrating the living world’s gestures. While we strive to anticipate the whereabouts of our prey animals, they are cognizant of our movements, our talking, our intentions. Prey animals will develop tactics to deceive the hunter, to confound his efforts to approach closely enough to kill them. Thus empathy, in the sense of having insight into what other persons and animals are thinking and feeling (but not necessarily in the sense of responding with sensitivity and caring), both for the hunter and the hunted, is an affect-laden mental capability of great evolutionary significance.

The linkage between exploration of the environment and hunting, that is, the anticipatory nature of capture (and escape), is on the level of perception elaborated by Berthoz (2000: p. 165; see also Bernstein, 1967), who shows that planning a motor activity requires exploration of the future, which necessarily involves recognizing patterns of what will be but do not yet exist. This is true both of a frog catching a fly (or avoiding a hawk), a tennis play anticipating the speed and trajectory of an incoming ball, and a human hunter anticipating the arrival of a deer at a pond. As Berthoz (2000: p. 164) explains, “Perception is active exploration; it is a question put to the world, a wager, pre-selection—it is also cap-
ture. Consider gaze. Visual perception is possible only by actively exploring the environment through gazing enabled by movements of the eyes… Each gaze cast constitutes capture, especially if the object of regard is in motion. This capture is anticipatory, predictive.”

Anticipatory behavior, then, involves “a temporary combining of Past and Future, for which the momentary situation is the point of departure. Such anticipatory behavior “implies plans for action,” such that “[e]ach action is aimed at a goal. Preparation of an action implies the foreseeing of the consequences of the crucial event that will trigger the action. In other words, the preparation is based upon a view from the future… [which is] based upon past experience” (Brunia, 1999: p. 214). Were we to try to adapt to the world by focusing only on the immediate present, we would not survive for long. We need a model of the world that foresees, predicts, and anticipates happenings and processes. Anticipation is no mere fusion of past and present, for the present, as explained by Albert North Whitehead (1920: p. 69, 191), has thickness, with its early boundary “blurred by and fading into memory and it’s later boundary..., blurred by an emergence from anticipation,” such that “[t]here is no sharp distinction either between memory and the present immediacy and anticipation.” Goal-directed, fluid intelligence is required when individuals face environmental challenges that require adaptive reactions which include conscious anticipation, an understanding of what is happening in the environment, together with a grasp of the likely consequences of various courses of action (Roca et al., 2009). This requires a mental representation, a model, of the sensed, perceived, and emotionally cared about world, which comes from the interaction of perception, thought, and intention. The amazing human brain has developed not as a result of a capability to outwit conspecifics in the struggle for positions and prerogatives in social dominance hierarchies, as claimed by social-brain theorists, but rather by understanding, and thereby gaining control of, the larger world of life and of physical nature.
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