ABSTRACT
In this paper, we investigate a novel problem of building contextual bandits in the vertical federated setting, i.e., contextual information is vertically distributed over different departments. This problem remains largely unexplored in the research community. To this end, we carefully design a customized encryption scheme named orthogonal matrix-based mask mechanism (O3M) for encrypting local contextual information while avoiding expensive conventional cryptographic techniques. We further apply the mechanism to two commonly-used bandit algorithms, LinUCB and LinTS, and instantiate two practical protocols for online recommendation under the vertical federated setting. The proposed protocols can perfectly recover the service quality of centralized bandit algorithms while achieving a satisfactory runtime efficiency, which is theoretically proved and analyzed in this paper. By conducting extensive experiments on both synthetic and real-world datasets, we show the superiority of the proposed method in terms of privacy protection and recommendation performance.
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1 INTRODUCTION
Personalized recommendation system is one of the fundamental building blocks of numerous web service platforms such as E-commerce and online advertising [14]. From a technical perspective, most of these recommendation tasks can be modeled as an online sequential decision process wherein the system needs to recommend items to the current user based on sequential dynamics (i.e., historical user-item interactions and user/item contexts). In such an online process, the cold-start problem is ubiquitous since new users and items continuously join the online service and these new users typically come with incomplete profiles and they rarely interact with items [22]. Therefore, cold-start recommendation faces two critical challenges, i.e., lack of user profiles/contexts and lack of user-item interactions.

The key task of cold-start problems is to efficiently collect user-item interactions when one or both of them are new. This task is challenging since there are two competing goals in such a collection...
which a learning algorithm sequentially recommends an item to users based on contextual information of the user and item, while simultaneously adapting its recommendation strategy based on historical user-click feedback to maximize total user clicks in the long run. Theoretically, seminal contextual bandit algorithms, including LinUCB [1] and LinTS [3] are proved to achieve the optimal balance between exploration and exploitation whereas empirically, these approaches have shown remarkable performance and have been deployed into various industrial scenarios for dealing with cold start recommendation [18, 20, 29].

Despite their remarkable progress, such approaches cannot be directly employed in many real-world scenarios where the recommendation service provider only has some portions of the user’s profiles while the other user features belong to different departments and cannot be directly shared with the recommendation provider due to privacy concerns or data regulations. For example, in the e-commerce recommendation setting, the service provider (e.g., Amazon and Taobao) can only hold shopping-related information while financial information such as deposits is held by other departments. This setting is documented as the vertical federated setting in the literature [4]. A question is naturally raised: How to design the contextual bandits in the vertical federated setting?

To solve this problem, a natural idea is to apply modern privacy enhancing techniques such as secure multi-party computation (MPC) [10] and differential privacy (DP) [8, 9] to current contextual bandit approaches. However, this manner typically leads to either high computation/communication costs or the degradation of recommendation performance: For example, in the multi-party computation, the Multiplication operator would lead to 380 times slower and the comparison operator would even lead to 34000 times slower [12]. Thus directly applying these cryptographic techniques to the contextual bandit is intractable since there involve large amounts of multiplication/comparison operations. For differential privacy, injecting sufficient noise into the contextual information leads to a significant loss of the statistics utility and worse recommendation performance [11, 34].

All these cryptographic techniques are originally designed for general-purpose computations. In this paper, we note that the core computation operators in the contextual bandits come with unique properties, thus providing the opportunity to design customized encryption schemes with better runtime efficiency and statistical utility. In general, the exploration mechanism is at the core of previous bandit algorithms, which typically use the empirical sample covariance matrix to construct the quantity needed by the exploration mechanism. Based on the property of the sample covariance matrix, we propose a technique named orthogonal matrix based mask mechanism (O3M) for computing this quantity in a private and lossless manner, which is motivated by prior works on federated PCA [4]. O3M is used by the data provider for masking the local contextual information (i.e., user features) before sending them to the service provider. Specifically, O3M encodes the raw contextual information by multiplying with an orthogonal matrix (i.e., mask) then the data provider will send the masked data to the service provider. Since the service provider has no access to the mask, it cannot infer the original information even though it knows the masked data. However, due to the mathematical property of the orthogonal matrix, its effect can be removed when used in the construction of the key statistic in the bandit algorithms and thus we can obtain 'lossless' performance in a privacy-preserving manner (see proof details in Section 4). We further apply the O3M technique to two commonly-used bandit algorithms, LinUCB and LinTS, and implement two practical protocols named VFUCB and VFTS for real-world recommendation tasks. For simplicity, in the following discussions, we refer these protocols as VFCB (Vertical Federated Contextual Bandit) without contextual ambiguity.

Besides, to help the reader have a better understanding of our protocols, we conduct comprehensive complexity analysis and provide formal utility and security proofs in Section 4. By performing extensive empirical studies on both synthetic and real-world datasets, we show that the proposed protocols can achieve similar runtime efficiency and the same recommendation performance as the centralized bandit with a theoretical privacy-protection guarantee. We also point out that incorporating more user features indeed improves the performance of the contextual bandit in the vertical setting, which provides insight to improve the recommendation quality in an online and federated manner.

2 RELATED WORK

2.1 Federated Contextual Bandits

Recently a few works have explored the concept of federated bandits [2, 21, 27, 35]. Among the federated bandits with linear reward structures, Huang et al. consider the case where individual clients face different K-armed stochastic bandits coupled through common global parameters [16]. They propose a collaborative algorithm to cope with the heterogeneity across clients without exchanging local feature vectors or raw data. Dubey and Pentland design differentially private mechanisms for tackling centralized and decentralized (peer-to-peer) federated learning [7]. Tewari and Murphy consider a fully-decentralized federated bandit learning setting with gossiping, where an individual agent only has access to biased rewards, and agents can only exchange their observed rewards with their neighbor agents [30]. Li and Wang study the federated linear contextual bandits problem with heterogeneous clients respectively, i.e., the clients have various response times and even occasional unavailability in reality. They propose an asynchronous event-triggered communication framework to improve our method’s robustness against possible delays and the temporary unavailability of clients [19]. Shi et al. consider a similar setting to Tewari and Murphy’s setting but the final payoff is a mixture of the local and global model [28]. All the above-mentioned paper belong to the horizontal federated bandits, i.e., each client has heterogeneous users and all the clients jointly train a central bandit model without exchanging its own raw users’ features. Since each user has her features all stored by one client, this horizontal federated setting has a sharp contrast with the VFL setting. As far as we know, our paper is the first to consider the contextual bandit problem in the VFL setting.

2.2 Vertical Federated Learning

Vertical Federated Learning (VFL), aiming at promoting collaborations among non-competing organizations/entities with vertically
partitioned data, has seen its huge potential in applications [32] but still remains relatively less explored. Most of the existing work focuses on supervised learning and unsupervised learning settings. For unsupervised learning problems, Chai et al. propose the first masking-based VFL singular vector decomposition (SVD) method. Their method recovers to the standard SVD algorithm without sacrificing any computation time or communication overhead [4]. Cheung et al. propose the federated principal component analysis and advanced kernel principal component analysis for vertically partitioned datasets [6]. For supervised learning problems, Chen et al. solve vertical FL in an asynchronous fashion, and their solution allows each client to run stochastic gradient algorithms without coordination with other clients. Hardy et al. propose a VFL variant of logistic regression using homomorphic encryption [13]. Wu et al. propose a VF decision tree without dependence on any trusted third party [33]. Hu et al. designed an asynchronous stochastic gradient descent algorithm to collaboratively train a central model in a VFL manner [15]. Romani et al. introduce a framework to train neural network in the VFL setting using split neural networks [25].

3 PRELIMINARY

3.1 Problem Description

We first introduce the definition of Linear Contextual Bandits.

Definition 3.1 (Linear Contextual Bandits). Consider a sequential decision process, where at each time step \( t \), the environment would release a set of contexts \( \{x_{t,a}\}_{a \in A} \) for some fixed \( A \) as the action set. If context \( x_{t,a} \) is selected, then the environment would release a reward \( r_t = x_{t,a}^T \theta^* + \epsilon_t \) for some reward generating parameter \( \theta^* \in \mathbb{R}^d \) and i.i.d. noise \( \epsilon_t \). A bandit algorithm \( A \) is defined as a sequence of maps \( \{\pi_t\}_{t=1}^\infty \). Each map \( \pi_t \) is from the historical information, \( \{(x_{s,a_s}, r_s)\}_{s=1}^t \) and the current context \( \{x_{t,a}\}_{a \in A} \) to the distribution over the action set, \( \Lambda(A) \). The goal for the bandits algorithm is to minimize the long time regret, where regret is the gap between best possible achievable rewards and the rewards obtained by the algorithm. The regret is formally defined as:

\[
R(T) = E\left[\sum_{t=1}^T r_{t,a_t} \right] - E\left[\sum_{t=1}^T r_{t,a_t} \right],
\]

where \( a_t^* = \arg\max_{a \in A} x_{t,a}^T \theta^* \) denotes the arm with the optimal reward.

The task of personalized recommendation can be naturally modeled as a contextual bandit problem. At a high level, the contextual bandit aims to sequentially select arms (i.e., recommend items) to serve users when arrived in an online stream. The core of the bandit algorithm is an arm-selection strategy which is based on contextual information of the user (e.g., age and hobbies) and can be updated using user-item historical feedback (click or not). The goal of the algorithm is to maximize the total reward (i.e., total user clicks) in the long run. In this paper, we consider the most widely studied linear contextual bandits, which is formally defined as follows.

Figure 2 shows a high-level comparison between centralized and vertical federated setting. In summary, user-item contextual information are collected by different participants and the figure uses different colors to distinguish the source of the information (e.g., information marked with green color are from participant 1). The number of circles denotes the specific feature value. Each row of the table contains the contextual information of one given user (denoted as \( x_{t,a} \)). The top box denotes the service provider, which is responsible for building contextual bandits for recommending items to users \(^1\). For centralized setting (Figure 2a), service provider has access to all contextual information even though they belong to different participants. In contrast, in the vertical federated setting (Figure 2b), the service provider cannot access the information directly from other participants due to privacy issues (there are locks between different columns in Figure 2b). Therefore, these information need to be used in a privacy-preserving way which is the main goal of this paper. Specifically, we present an effective yet lossless way to use these information while protecting the users’ privacy. We will present our solution in Section 4.

3.2 Contextual Bandit in the Centralized Setting

We first introduce the most commonly-used contextual bandit algorithms, LinUCB and LinTS in the centralized setting, i.e., all user’s contextual information can be fully accessed by the service provider.

In this setting, the recommendation service provider runs the linear contextual algorithm \( A \) which proceeds in discrete trials indexed by time \( t = 1, 2, 3, \cdots, T \). In trial \( t \), the learning procedure can be formulated as the following steps:

1. A observes user \( u_t \) and current arm set \( A_t = [K] \) consisting of \( K \) different arms \( a \) (e.g., items for recommendation). The context \( x_{t,a} \) can be seen as a feature vector describing the contextual information of both user \( u_t \) and the given arm \( a \).
2. A chooses arm based on the estimated value \( \hat{v}_{t,a} \) for each each arm

\[
a_t = \arg\max_{a \in A_t} v_{t,a}. \tag{1}
\]

For LinUCB, detailed in the left part of Figure 2, \( v_{t,a} \) is called UCB value with definition \( v_{t,a} = \hat{r}_{t,a} + \hat{\beta}_{t,a} \), where \( \hat{r}_{t,a} := x_{t,a}^T \hat{\theta}_t \)

\(^1\)In Figure 2, the service provider is distinct from the data providers for simplicity. In practice, the service provider can also provide partial contextual information.
is the estimated mean for item \( a \) and 
\[
\hat{B}_{t,a} := \tilde{\beta}_a + x^T_{\tilde{t},a} \Lambda^{-1} x_{\tilde{t},a}
\]
the optimistic term to encourage exploring new items. In particular, Abbasi-Yadkori et al. prove that the true reward of arm \( a \) is less than the \( \hat{r}_{t,a} + \hat{B}_{t,a} \) with high probability, thus \( \hat{r}_{t,a} + \hat{B}_{t,a} \) is an optimistic estimation for the true reward of arm \( a \) for some appropriate \( \hat{\beta}_a \). Here 
\[
\Lambda_t := \sum_{s=1}^{t-1} x_{s,a} x^T_{s,a} + \lambda^{-1} I \quad \text{for some } \lambda > 0.
\]
As for LinTS, 
\[
u_{t,a} = x^T_{\tilde{t},a} \tilde{\beta}_a
\]
where \( \tilde{\beta}_a \sim N(\tilde{\theta}_a, \sigma^2 \Lambda^{-1}_t) \) with \( \sigma^2 \) is the variance of the reward [3]. The sampling randomness in the \( \Lambda_t \) encourages the algorithm to explore different arms.

(3) Once \( A \) recommends \( a_t \) for user \( u_t \), then it receives a random reward \( r_t = x^T_{u_t} \theta^* + \epsilon_t \) where \( \{\epsilon_t\}_t \) are i.i.d. sub-Gaussian mean zero noise [31]. This is demonstrated in the right part of Fig. 2. Here, \( \theta^* \in \mathbb{R}^d \) is an unknown parameter used for generating rewards. \( \tilde{\theta}_t \) is a known parameter for predicting reward and the goal of \( A \) is to approximate \( \theta^* \) with \( \tilde{\theta}_t \).

(4) Then \( A \) uses the newly observed reward \( r_t \) and the new sample covariance matrix \( \Lambda_{t+1} \) to update the estimator \( \hat{\theta}_t \) via the Ordinary Least Square (OLS) algorithm, i.e., 
\[
\hat{\theta}_{t+1} = \Lambda_{t+1}^{-1} u_{t+1}
\]
where \( \Lambda_{t+1} = \Lambda_t + x_{\tilde{t},a} x^T_{\tilde{t},a} \) and \( u_{t+1} = u_t + x_{\tilde{t},a} r_t \).

### 3.3 Vertical Federated Contextual Bandits

In this subsection, we formally present the VFCB problem, upon which we will design our privacy-protected algorithms.

**Participant Role.** In our VFCB setting, there is a single active participant (AP) and multiple passive participants (PP). Specifically, active participant directly interacts with users and holds historic user feedback (e.g., click an ad or not in the recommendation system). This participant is always the recommendation service provider. In contrast, passive participants can be seen as user feature providers who hold complementary contexts with respective user. They do not directly interact with user. Without loss of generality, we assume the total number of participants are \( M \), and we index the participants as \( 1, 2, \ldots, M \). Here the participant 1 is the AP and the remaining ones are passive. Additionally, a privacy mask generator (PMG) is required to perform our O3M protocols. This can either be a secure third party or been randomly selected from PP with some mechanism agreed upon.

**Vertical Federated Setting.** In contrast to the centralized setting, the vertical federated setting refers to that the user contexts \( \{x_{t,a} \mid a \in \mathcal{A}\} \) are distributively stored in different departments and cannot be shared since privacy concern or data regulations. Formally speaking, a specific context \( x_{t,a} \) is divided into different parts \( x_{t,a} = [x^1_{t,a}, x^2_{t,a}, \ldots, x^M_{t,a}] \) and the \( j \)-th local context \( x^j_{t,a} \in \mathbb{R}^{d \times d_j} \) can only be accessed by the \( j \)-th participant. In this setting, the core task is how to jointly leverage these local contextual information to approximate or even recover the reward mean and the upper-confidence bound in the centralized setting, i.e., presented in Eq 1. As introduced in Section 4.2, this paper presents a simple yet effective way to achieve this task, which is illustrated in Figure 3.

**Threat Models.** We consider all parties involved in VFCB semi-honest in our paper. This is inline with previous work on vertical federated learning [24]. The semi-honest model is not as strong as other threat model but nonetheless it is still powerful for our inter-departmental vertical federated learning setting. In semi-honest setting, each participant adheres to the designed protocol but it may attempts to infer information about other participant’s input (i.e., local contextual information). Additionally, our threat model assumes that our PMG cannot collude with AP under any circumstances. This ensures the privacy constraint can be achieved via following privacy analysis.

### 4 ALGORITHM

In this section, we present our O3M privacy technique and then demonstrate how to apply it in the linear contextual bandits model to encrypt the user’s information.

#### 4.1 Challenges

As shown by the previous literature, LinUCB and LinTS algorithm can both achieve rate-optimal regret for the linear contextual bandits problem. In this section, we design a privacy-protect variant of them to adopt to the vertical federated setting while perfectly recovering to the centralized one. In fact, developing vertical federated variants for them are nontrivial. As illustrated in Figure 2, due to the vertical federated setting, each participant only have access to the private version of the contexts from other participants. Typically each participant can apply the general widely-used privacy-awareness technique, e.g., differential privacy (DP) or multiparty computation (MPC), to protect their context before sending out to others. However, DP has been documented to significantly degrade the performance of the contextual bandits [26] while MPC would add large amount of extra computational cost.

To design a VFCB framework without the above drawbacks, we have to step into the key quantities of the LinUCB/LinTS algorithm. For LinUCB, firstly, both the estimated reward and the optimistic terms \( \hat{r}_{t,a} \) and \( \hat{B}_{t,a} \) require the \( \Lambda_t \) in their computation. Using private contexts \( \tilde{x}_{t,a} \) to construct the private version of \( \Lambda_t \), denoted as \( \tilde{\Lambda}_t \), might introduce extra bias. For \( \hat{r}_{t,a} \), \( \tilde{\Lambda}_t^{-1} \) then would be multiplied with the \( \sum_{s=1}^{t} \tilde{x}_{s,a} r_s \), where \( \tilde{x}_{s,a} \) and \( r_s \) are both possibly private and different from the non-private one. Once the \( \tilde{\theta}_t \) is obtained via the private \( \tilde{\Lambda}_t^{-1} \) and private historical rewards, it then be utilized to multiply with the private context \( \tilde{x}_{t,a} \) to construct the estimated reward for arm \( a \) at time \( t \). For \( \hat{B}_{t,a} \), \( \tilde{\Lambda}_t^{-1} \) is utilized to multiply with the private context to derive the optimistic term \( x^T_{t,a} \tilde{\Lambda}_t^{-1} \tilde{x}_{t,a} \). For LinTS, it shares the most of the computation steps as LinUCB, especially the sample covariance matrix \( \tilde{\Lambda}_t \).

In short, to maintain a small gap between the vertical federated bandits and the centralized ones, we need to design a sound privacy-protection mechanism for the contexts as well as the rewards by exploiting the computation details described above. The target of the privacy-protection mechanism is to keep the estimator \( \tilde{\theta}_t \) and \( \tilde{\Lambda}_t \) derived from the private contextual information close to the non-private one without too much extra computational cost.

#### 4.2 O3M

Motivated by prior study [4] on masking data for vertical federated single value decomposition, we propose O3M on contextual bandits.

From a high level perspective, O3M allocates each participant a part of a pre-defined orthogonal matrix to mask their contexts and send the masked contexts to the AP. Then AP sums the masked
Figure 3: Overview for O3M process in VFCB. In PMG, the orthogonal mask \( \mathbf{Q} \in \mathbb{R}^{d \times d} \) is partitioned with context columns \( d_j \) into \( \mathbf{Q}^j \in \mathbb{R}^{d \times d_j} \). The mask \( \mathbf{Q}_j \) is then distributed to each participant \( j \) securely. After that, each participant conducts masking process, producing \( \tilde{x}_{t,a}^j = \mathbf{Q}_j^j x_{t,a} \). Finally, the data is securely aggregate as \( \bar{x}_{t,a} = \sum_j \tilde{x}_{t,a}^j \).

At the beginning, either a third party or a PP randomly selected by some mechanism is agreed by all the participants as the Private Mask Generator (PMG). Then the PMG will generate an orthogonal matrix \( \mathbf{Q} \in \mathbb{R}^{d \times d} \). The orthogonal mask \( \mathbf{Q} \) is partitioned by columns into \( M \) parts to match the dimension \( d_j \) of each participant’s context \( x_{t,a}^j \), i.e., \( \mathbf{Q} = [\mathbf{Q}^1, \mathbf{Q}^2, \ldots, \mathbf{Q}^M] \) such that \( \mathbf{Q}^j \in \mathbb{R}^{d \times d_j} \). Each participant’s mask is distinguished by colored solid squares (e.g., solid green mask \( \mathbf{Q} \) is dedicated for participant 1). The mask \( \mathbf{Q}^j \) is then securely sent to participant \( j \) (the lock on each arrow indicates the secure peer to peer transfer process).

After receiving the masks, each participant would utilize it to encrypt her local contexts. The details of encryption can be seen at the lower section of Figure 3 and we use different colors to distinguish contexts for different participants (following the same color scheme with the partitioned mask \( \mathbf{Q}^j \)). The data provider \( j \) obtains the masked context \( \tilde{x}_{t,a}^j \) by multiplying its mask \( \mathbf{Q}^j \) (solid square) with its local context \( x_{t,a}^j \) (horizontal hollow bars) \( \tilde{x}_{t,a}^j \) (vertical hollow bars). Note that after the masking, the masked context \( \tilde{x}_{t,a}^j \) shares the same shape as the global context \( \bar{x}_{t,a} \).

The data provider then sends her masked contexts to the AP and the AP obtains the masked context \( \tilde{x}_{t,a} \) by directly adding the masked local contexts together, following \( \tilde{x}_{t,a} = \sum_{j=1}^{M} \tilde{x}_{t,a}^j \). Then the AP runs the LinUCB/LinTS protocol on the private contexts \( \tilde{x}_{t,a} \) for \( a \in A_t \). We summarize the above procedure into the VFUCB in algorithm 1 and the corresponding VFTS is deferred in Appendix 2.

### 4.3 Lossless Recommendation

In this subsection, we will prove that our VFUCB/VFTS algorithm running on the private data can behave perfectly the same as the centralized ones using on the non-private data.  

We provide the theoretical justification to show that, although the masked contexts are biased from the original one, all the bias will be canceled out in the estimators constructed from the masked contexts and the estimators can perfectly recover to the non-private ones. The key observations of our analysis are two-folds: The first is that for any matrix \( \mathbf{Q} \in \mathbb{R}^{d \times d} \), any vector \( x \in \mathbb{R}^{d \times 1} \), with any column partition \( \mathbf{Q} = [\mathbf{Q}^1, \mathbf{Q}^2, \ldots, \mathbf{Q}^M] \) where \( \mathbf{Q}^j \in \mathbb{R}^{d \times d_j} \) and \( x = [x^1, x^2, \ldots, x^M] \) where \( x^j \in \mathbb{R}^{d \times d_j} \), we have \( \mathbf{Q}x = \sum_{j=1}^{M} \mathbf{Q}^j x^j \).

Thus, the summation of all the masked contexts \( \sum_{j=1}^{M} \mathbf{Q}^j x_{t,a}^j \) is exactly the transformed context with the orthogonal matrix \( \mathbf{Q} \) as the transformer, i.e., \( \mathbf{Q} \mathbf{x}_{t,a} \).

Thus, the AP is in fact running a centralized linear contextual bandits algorithms on the private contexts \( \mathbf{x}_{t,a} = \mathbf{Q} \mathbf{x}_{t,a} \). We will prove the high privacy protection level using the O3M, i.e., the masked contexts can hardly reveal the information about the original contexts. While the gap between masked contexts and original ones are inevitable in safeguarding the privacy, we need to ensure the statistics utility is not severely damaged so that our VFCB/VFTS can still achieve the rate-optimal regret bound. Here comes to our

---

\[ Q \in \mathbb{R}^{d \times d} \text{ should be a square as } \sum_j d_j = d. \] However, mask \( Q \) and subsequent \( Q^j \)’s are drawn not to scale in Figure 3 for illustration purpose.

---

**Algorithm 1: VFUCB**

1. **Init:** \( \tilde{\lambda}_1 = I_d, \tilde{u}_1 = 0 \)
2. Any PP or a secure third party randomly generates an orthogonal \( \mathbf{Q} \) and conduct a column partition \( \mathbf{Q} = [\mathbf{Q}^1, \mathbf{Q}^2, \ldots, \mathbf{Q}^M] \) where \( \mathbf{Q}^j \in \mathbb{R}^{d \times d_j} \) and send the i-th submatrix to the client \( i \)
3. for \( t = 1 \) to \( T \) do
   4. An action set \( X = [x_{t,i}]_{i=1}^{K} \) arrives to the system while the client \( j \) can only observe \( x_{t,i}^j \in \mathbb{R}^{d_j \times 1} \) and \( \tilde{x}_{t,i} = [x_{t,i}^1 x_{t,i}^2 \ldots x_{t,i}^M] \)
   5. For each \( j \in \{2, \ldots, M\} \), Client j sends \( \{ \tilde{x}_{t,i}^j \}_{i \in [K]} \) to the AP to derive \( \tilde{x}_{t,i} = \sum_{j=1}^{M} \mathbf{Q}^j x_{t,i}^j \)
   6. AP recommends the \( \tilde{a}_t \in [K] \) item via
      \[ a_t = \arg \max_{a \in A_t} \bar{r}_{t,a} + \tilde{B}_{t,a} \]
      where
      \[ \bar{r}_{t,a} := \bar{x}_{t,a}^{	op} \tilde{\theta}_t, \quad \tilde{B}_{t,a} := \beta_t \sqrt{\tilde{x}_{t,a}^{	op} \tilde{x}_{t,a}} \]  
   7. AP receives \( r_t \) from the user
   8. AP update \( \tilde{\lambda}_{t+1} \) via \( \tilde{\lambda}_{t+1} = \tilde{\lambda}_t + \tilde{x}_{t,i}^j \tilde{x}_{t,i}^j \)
   9. Update \( \tilde{u}_{t+1} \) via \( \tilde{u}_{t+1} = \tilde{u}_t + r_t \tilde{x}_{t,i} \)
   10. AP update \( \tilde{\theta}_t \) via \( \tilde{\theta}_{t+1} = \tilde{\lambda}_{t+1}^{-1} \tilde{u}_{t+1} \)
   11. end for
Thus we will prove that $\cdot$ have:

**Theorem 4.1.** Given the fixed sequence $\{x_{t,a}\}_{t \in [T]}$, $\{}_{a \in A}$ and corresponding return sequence $\{r_{t,a}\}_{t \in [T]}$, $\{}_{a \in A}$, for any time $t \in [T]$, we have:

- The estimated value obtained by LinUCB (1) $\hat{r}_{t,a}$ is the same as the one obtained by the VFUCB (Algorithm 1) $\bar{r}_{t,a}$.
- The optimistic value obtained by LinUCB (1) $\bar{r}_{t,a}$ is the same as the one obtained by the VFUCB (Algorithm 1) $\bar{r}_{t,a}$.

**Proof.** Our proof is completed using the mathematical induction:

1. For $t = 0$, we have $\hat{\theta}_0 = \tilde{\theta}_0 = 0$ and $\hat{\Lambda}_0 = \tilde{\Lambda}_0 = \lambda I$ following the LinUCB and VFUCB. For any $a \in \mathcal{A}$,

   $$\bar{B}_{0,a} = \beta_0 \sqrt{x_{0,a}^T \hat{\Lambda}_0^{-1} x_{0,a}} = \beta_0 \sqrt{\Lambda_0^{-1} x_{0,a}^T Q_x x_{0,a}} = \beta_0 \sqrt{\Lambda_0^{-1} x_{0,a}^T x_{0,a} - \bar{B}_{0,a}}.$$

2. Assume $\hat{\theta}_s = \tilde{\theta}_s$ and $\hat{B}_{s,a} = \tilde{B}_{s,a}$ for $s \in \{1, \ldots, t\}$ and all $a \in \mathcal{A}$. Since the decision at any time $s$ is determined by the estimated values and optimistic terms for each arm, the historical selected actions by the LinUCB are the same as those of the VFUCB. Now we consider the case $t$.

We first prove the relationship between $\hat{\Lambda}_t$ and $\tilde{\Lambda}_t$.

$$\hat{\Lambda}_t^{-1} = \lambda \left( \sum_{j=1}^{t-1} \sum_{j \in [M]} Q_j x_{j,a}^T \right) ^{-1} \left( \sum_{j \in [M]} x_{j,a} x_{j,a}^T \right) ^{-1} \left( \sum_{j=1}^{t-1} \sum_{j \in [M]} Q_j x_{j,a}^T \right) ^{-1} = \lambda \left( \sum_{j=1}^{t-1} Q_{x,t,a} (Q_{x,t,a})^T \right) ^{-1} = \lambda \left( Q_{x,t,a} (Q_{x,t,a})^T \right) ^{-1} = \lambda A_{t}^{-1} Q_{x,t,a} (Q_{x,t,a})^T.$$

Thus for any $t \in [T]$ and $\alpha \in \mathcal{A}$, we first prove that $\hat{B}_{t,a} = \tilde{B}_{t,a}$.

**4.4 Complexity Analysis**

We present the complexity analysis for VFCB in terms of computation and communication cost in Table 1. We follow the notation introduced in previous section. The detail derivations are presented in Appendix C.

**Table 1: Computational/Communication Complexity Analysis for VFCB**

| Model       | Computation Cost | Communication Cost |
|-------------|------------------|-------------------|
| VFCB        | $O(T \times (K \times M \times d + K \times d^2 + d^3))$ | $O(T \times K \times M \times d)$ |
| LinUCB      | $O(T \times (K \times d^2 + d^3))$ | N/A |
| VFTS        | $O(T \times (K \times M \times d + K \times d^2 + d^3))$ | $O(T \times K \times M \times d)$ |
| LinTS       | $O(T \times (K \times d^2 + d^3))$ | N/A |

As shown in the table, O3M introduces a common cost of $O(K \times M \times d + K \times d^3)$ for computing the mask. This is the major change in computational cost in our VFUCB protocol. On the other hand, for VFTS, as sampling only takes once per step $t$, the lower cost for calculating $\tilde{a}_t$ results in a complexity of only $(K \times d)$. Hence the O3M process contributes more and results in $O(K \times d^2)$ in VFTS. However, as we will discuss in Section 5.2, in practice, the complexity of VFTS will be manageable under realistic settings of variables. As of communication cost, our communication complexity is linear towards the respective variables $T, K, d, M$.

**4.5 Privacy Analysis**

To show that O3M is indeed secure in the threat model, we need to prove that the masked data $x_{j,a}$ cannot be recovered without knowing the mask $Q_j$. This is achieved via the following theorem:

**Theorem 4.2.** Given a masked data $D = Q_{1}X_1$, there is an infinite number of raw data $X_2$ that can be masked into $D$, i.e. $Q_2X_2 = Q_{1}X_1 = D$.

This means that even AP knows all the masked data, given that it does not know any mask (other than the one associate with itself), since there are infinite number of mask and data combinations, it’s not possible to directly infer AP’s original user context data. Hence the user context data privacy is preserved within each PP.

**5 EXPERIMENT**

In this section, we design experiments based on both simulation and real-world datasets to answer the following questions:

1. What is the performance gap between VFCB with privacy protection and the centralized bandits without privacy protection?
2. What is the extra computation and communication cost for the VFCB compared with their centralized variant?
3. Whether more data introduced from other participants improves the performance of VFCB?

In summary, Q1 and Q2 address the cost of safeguarding privacy in vertical federated settings while Q3 depicts the improvements from joint training using different data sources. In the following subsections, we first describe the settings for both synthetic and

---

The proof of the theorem can be find in Appendix B.
We demonstrate our experimental results on Figure 4, Figure 5 and Figure 6. We then use these results to answer in details the 3 questions we asked previously. The **Performance gap between VFCB with privacy protection and that of without privacy protection.** Although we already establish the theoretical guarantee that our VFCB is lossless in Section 4.3, we want to use experimental results to demonstrate it. Furthermore, we want to show that VFCB protocols can make the same decision as their centralized variant on experimental data. The result of our synthetic analysis is demonstrated on Figure 4. As shown in Figure (4a), our VFUCB protocol completely achieves the same regret of central LinUCB. However, partial LinUCB cannot perform as well as VFUCB. The regret of it grows significantly compared with VFUCB and full LinUCB, resulting in more than 10 times larger cumulative regret. Similarly, for Figure (4c), our VFTS protocol achieves similar cumulative regret as central LinTS while the cumulative regret for partial LinTS grows to more than 10 times larger.

We further investigate the reconstruction error of the VFCB and partial bandits in Figure (4b) and Figure (4d). In particular, we plot $\|\theta_{\text{central}} - \theta_{\text{partial}}\|_2$ and $\|\theta_{\text{central}} - \theta_{\text{partial}}\|_2$ to check the reconstruction error in the estimator for each bandit model. Our VFCB metrics quickly recover to the centralized bandits at almost 0 difference, while the partial recovers much slower. Additionally, the cumulative regret difference between partial bandits and full bandits grows continuously to more than 250 while our VFCB protocols difference remains at almost 0. Hence, we can show that the performance gap between VFCB and their central variants are small as our VFCB protocols can indeed achieve same cumulative regret target as LinUCB and LinTS.

**Extra computation and communication cost for the VFCB.** We first perform a synthetic calculation for VFCB protocols in terms of computational cost. For computational cost, we assume that a single arithmetic operation, comparison for one element of the matrix has 1 operation cost. For other known cost outlined in prior analysis, we follow their direct in the computation. We present the computational cost difference in Figure (5a) and Figure (5b) under realistic settings: Steps $T = 5000$, item size $K = 100, 500, 1000$ and number of participant $M = 5$. For ease of comparison, we use the relative computational cost in our figure. As shown in Figure (5a), VFUCB only increases computational cost by a maximum of 2 fold on a typical participant setting. Further, this increase is marginal after either item size $K$, or contextual dimension $d$ grows significant. This shows that compared with LinUCB, VFUCB does not introduce a significant computational complexity burden. As of VFTS, due to the O3M complexity introduced as $O(K \times d^2)$, the relative cost is initially higher at above 5x, but decrease to almost identical with LinTS as context dimension $d$ grows larger, resulting higher $O(d^3)$ term. Additionally, due to the expensive cost of sampling a multivariate normal distribution, the effect will be marginal practically. After all, the overall computational cost for our VFCB is

---

The details for computational complexity analysis and assumptions can be find at Appendix C. The relative cost can be calculate via $\text{cost}_{\text{relative}} = \frac{\text{cost}_{\text{VFCB}}}{\text{cost}_{\text{central}}}$.
still much smaller compared with the high complexity introduced from homomorphic encryption.

We then perform communication cost analysis in Figure (5c). We assume that each array element is a double floating point number of 8 byte and each array is transferred without any compression. This means that our communication cost calculated here should be an upper bound. Since the communication process is contributed by OSM only, both VFCB protocols should have the same communication cost. We present the cost with $T = 5000$ under unit in GB at item size $k = 100, 500$ and 1000. The result shows that VFCB’s communication cost grows linearly in terms of item size $K$ and context dimension $d$. Nonetheless, even under extreme setting of $d = 5000, K = 1000$ the data transfer is still relative small, at 6.25GB per step. Realistic settings would have much smaller contextual size, resulting in smaller communication per step. For example $d = 1000, K = 1000$ will only have 0.04GB per step. Additionally, our prior analysis shows that the communication complexity also grows linearly with number of participants $M$. However, since the number of participant in a vertical federated setting is much smaller compared with horizontal federated setting, the cost increase is much smaller compared with other two variables. As this is an upper bound estimated without compression, by incorporating other data compression techniques, this cost is comparable with the high communication cost introduced in MPC.

The effect of incorporating more data from other participants. We demonstrate that from both of our synthetic dataset in Figure (6a) and Figure (6b), our contextual bandits’ performance increase when we incorporate more data from other participants. The synthetic cumulative regret bound is 10x smaller when using the full data compared with using partial data. Additionally, compared with partial ratio $\gamma = 0.2$, contextual bandit at partial ratio $\gamma = 0.8$ has smaller cumulative regret. To ensure the effect of incorporating all data is applicable on the real-world datasets, we perform experiment on real-world dataset shown in Figure (6c). There is an increase of 0.1 in relative CTR metric from partial ratio $\gamma = 0.2$ to partial ratio $\gamma = 0.8$, and another 0.1 increase to full LinUCB. This shows that the positive effect of incorporating additional data from different department is also true on real-world dataset. Therefore, using more context data from other department helps improve the performance of contextual bandit algorithm, providing insight to improve the recommendation service quality in a federated manner.

Summary. In summary, our experiments show that our VFCB protocols is indeed lossless compared with the centralized variant. We then conduct synthetic analysis on the extra computational cost and communication cost introduced by OSM on VFCB, and show that the effect is still manageable. Finally, the experiment on both synthetic and real-world dataset suggest that our VFCB protocols can indeed benefit from additional data under the vertical federated settings. Therefore, these 3 answers combined to show the overall value of our VFCB protocols.
6 CONCLUSION

This paper studies an important problem of building online bandit algorithms in the vertical federated setting. This problem is critical for many real-world scenarios where data privacy and compliance are considered. We point out, for this specific problem, we can use a simple yet effective privacy-enhancing technique named O3M to avoid heavy cryptographic operations. Therefore the proposed protocol is very practical and promising for real business products. Since we are the first to formally study this problem to our best knowledge, there still remain many interesting directions to be explored. For example, can we adopt a similar strategy to the neural bandit in the vertical federated setting? We hope our research can provide insights into how to build an efficient bandit algorithm with privacy constraints and draw more attention from the community in this direction.
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A VFTS

A.1 VFTS Algorithm

Algorithm 2: VFTS

1: \textbf{Input:} prior variance $\sigma^2$.
2: \textbf{Initialization:} $\Lambda_0 = I_d$, $\hat{\theta}_t = 0$, and $\hat{\theta}_t = 0$.
3: \textbf{Any PP or secure third party randomly generates an orthogonal} $Q$ and conduct a column partition $Q = [Q^1, Q^2, \ldots, Q^M]$ where $Q^i \in \mathbb{R}^{d \times d_i}$, and send the $i$-th submatrix to the client $i$.
4: \textbf{for} $t = 1$ to $T$ \textbf{do}
5: \hspace{0.5cm} An action set $X_t = \{x_{t,i}\}_{i=1}^K$ arrives to the system while the client $j$ only observe $x_{t,i}^j \in \mathbb{R}^{d_i \times 1}$ and $x_{t,i} = [x_{t,i}^1, x_{t,i}^2, \ldots, x_{t,i}^M]$
6: \hspace{0.5cm} AP collects $x_{t,i} = \sum_{j=1}^M Q^j x_{t,i}^j$ from client 1 to $M$ (includes itself).
7: \hspace{0.5cm} AP samples $\hat{\mu}_t \sim N(\theta_t, \sigma^2 \Lambda_t^{-1})$ and recommend the item $\hat{a}_t = \arg \max_{i \in [K]} \tilde{x}_{t,i}^T \hat{\mu}_t$
8: \hspace{0.5cm} AP receives $r_t$ from the user.
9: \hspace{0.5cm} AP updates its local estimator by $\Lambda_{t+1} = \Lambda_t + \tilde{x}_{t,a_t} \tilde{x}_{t,a_t}^T$, $\hat{\theta}_{t+1} = \hat{\theta}_t + r_t \tilde{x}_{t,a_t}$, and $\hat{\theta}_{t+1} = \Lambda_{t+1}^{-1} \hat{\theta}_{t+1}$.
10: \textbf{end for}

A.2 VFTS Loseless Proof

Follow the established algorithm 2, we prove the following lemma to show VFTS is loseless.

**Theorem A.1.** Given the fixed sequence $\{x_{t,a}\}_{t \in [T], a \in A}$ and corresponding return sequence $\{r_{t,a}\}_{t \in [T], a \in A}$, for any time $t \in [T]$, we have

- The estimated reward in the VFTS follows the same distribution as the one in the LinTS, i.e., $\tilde{x}_{t,a}^T \hat{\mu}_t$ is the same distribution as $x_{t,a}^T \hat{\mu}_t$.

**Proof.** From the design of the Algorithm 2, we have

\[ \hat{\theta}_t \sim N(Q \hat{\mu}_t, \sigma^2 Q \Lambda_t^{-1} Q^T). \]

Recall that in the LinTS, $x_{t,a}^T \hat{\theta}_t \sim N(x_{t,a}^T \hat{\theta}_t, \sigma^2 x_{t,a}^T \Lambda_t^{-1} x_{t,a})$ Thus we know $\tilde{x}_{t,a}^T \hat{\mu}_t \sim N(x_{t,a}^T \hat{\theta}_t, \sigma^2 x_{t,a}^T \Lambda_t^{-1} x_{t,a})$ follows the same distribution as $x_{t,a}^T \hat{\mu}_t$ for all $a \in A_t$.

B PRIVACY ANALYSIS

Here we proof Theorem 4.2.

**Proof.** Consider an arbitrary rotational matrix $R$ with its inverse $R^{-1}$. Masked data $D$ is the result of multiplying the orthogonal mask $Q$ and the user context data $X_t$, i.e., $D = Q_t X_t$. Let $Q_2 = Q_t R$ and $X_2 = R^{-1} X_t$. Since an orthogonal matrix is still orthogonal after rotation, we have $D = Q_2 X_1 = Q_2 R^{-1} R X_2 = Q_2 X_2$. As $R$ is arbitrary, we have infinite number of $Q_2$ and $X_2$.

C COMPLEXITY ANALYSIS

C.1 Computational Complexity

We conduct computational analysis on both VFCB protocols. We assumed that for computational cost calculation, a single addition, multiplication, comparison or random generation operation for one element of the matrix has 1 operation cost. We then derive the standard addition, multiplication, dot for matrix operation base on this assumption to calculate the synthetic computational cost. These operation costs are unoptimized naive implementation cost to give an upper bound. For known Big-O cost such as $n$-dimensional matrix inverse ($O(n^3)$), we directly use them in our calculation.

As illustrated in Algorithm 1 and Algorithm 2, our VFCB protocols can be divided into the following stages:

1. (1) Mask initialization
2. (2) Selection process ($\forall t \in T$)
3. (3) Update process ($\forall t \in T$)

Hence, we perform complexity calculation for each stages of our VFCB protocols and combine them to provide an overall computational complexity. Note that the Mask initialization process is shared between both VFUCB and VFTS.

C.1.1 VFUCB

Stage (1). In stage (1), our approach to generate orthogonal matrix $Q$ is to generate a random matrix $M \in \mathbb{R}^{d \times d}$, which cost $O(d^2)$, and conduct Gram-Schmidt orthogonalization ($O(d^3)$) on it to ensure that the resulted mask $Q \in \mathbb{R}^{d \times d}$ matrix is orthogonal. The overall computation cost for this stage is $O(d^3)$.

Stage (2). In stage (2), $\forall t \in T$, we need to consider VFUCB selection process. The masking and adding process $\hat{x}_{t,i}$ for every item $K$ is $O(K \times d^2) + O(K \times M \times d)$. The process of calculating $r_{t,i}$ for every item $K$ is $O(K \times d)$. The process of calculating $\Lambda_{t,i}$ for every item $K$ is $O(d^3)$, which is shared by all item $K$. The process of calculating $\hat{\theta}_{t,i}$ for every item $K$ is $O(K \times d^2)$. The process of calculating for every item $K$ and max $a_t$ is $O(K)$. The overall cost of this stage is $O(T \times (K \times M \times d + K \times d^2 + d^3))$.

Stage (3). In stage (3), $\forall t \in T$, we need to consider VFUCB update process. The process of calculating $\Lambda_{t+1}$ is $O(d^2)$. The process of calculating $\hat{\theta}_{t+1}$ is $O(d^2)$. The process of calculating $\hat{\theta}_{t+1}$ is $O(d^2)$. The overall cost of this stage is $O(T \times d^2)$.

Overall Cost. By combining the previous three stages, the overall cost for VFUCB is $O(T \times (K \times M \times d + K \times d^2 + d^3))$. Noted that the cost is dynamically determined by the size of each variables.
C.1.2 LinUCB. For LinUCB, stage (1) does not exist. Additionally, in stage (2), the cost for obtaining $\hat{x}_{t,i}$ from O3M is not necessary. Hence the overall cost is the direct result of removing these two cost, which is $O(T \times (K \times d^2 + d^3))$.

C.1.3 VFTS.

Stage (1). In stage (1), our approach on O3M is identical with VFUCB. Hence the overall computation cost for this stage is $O(d^3)$.

Stage (2). In stage (2), $\forall t \in T$, we need to consider VFTS selection process. The masking and adding process for $\tilde{x}_{t,i}$ for every item $K$ is $O(K \times d^2) + O(K \times M \times d)$. The process of calculating covariance matrix $\sum \Lambda_t^{-1}$ is $O(d^3)$. Note that the $\Lambda_t^{-1}$ is compute in stage (3) update process. The process of sampling of $\mu_i$ from multivariate normal distribution is $O(d^3)$ as Chelosky decomposition is $O(d^3)$. The process of calculating $\tilde{x}_{t,i}, \mu_i$ for every item $K$ is $O(K \times d)$. The process of calculating arg max $a_i$ for every item $K$ is $O(K)$. The overall cost of this stage is $O(T \times (K \times M \times d + K \times d^2 + d^3))$.

Stage (3). In stage (3), $\forall t \in T$, we need to consider VFTS update process. The process of calculating $\Lambda_t$ is $O(d)$. The process of calculating $\mu_t$ is $O(d)$. The process of calculating $\theta_t$ is $O(d^2)$. The overall cost of this stage is $O(T \times (K \times d^2 + d^3))$.

Overall Cost. By combining the previous three stages, the overall cost for VFTS is $O(T \times (K \times M \times d + K \times d^2 + d^3))$. Noted that the cost is also dynamically determined by the size of each variables.

C.1.4 LinTS. For LinTS, similarly, stage (1) does not exist. Furthermore, the cost of O3M process does not exist as well. Hence the overall stage (2) cost is reduced to $O(T \times (K \times d^2 + d^3))$. Note that unlike LinUCB which also have $K \times d^2$ term during UCB value calculation, LinTS only have $K \times d$ term for calculation after sampling, therefore its overall cost reduce to $O(T \times (K \times d + d^2))$.

C.2 Communication Cost

We assume that communication cost for each element of the array is 1. For convenient reason, we give an upper bound of this process, which means that we also include the masked communication cost for the acting mask host PP in stage (1) and AP in stage (2). As shown in Algorithm 1 and Algorithm 2, there are two stages of communication happened with VFBC.

1. Mask delivery (during initialization)
2. Masked context delivery ($\forall t \in T$)

In stage (1), the mask delivery require the Mask Generator PMG sends mask $Q^i$ to client $i$. As $Q = [Q^1, Q^2, \cdots, Q^M]$, the total mask delivery cost for $Q \in d \times d$ is $O(1)$.

In stage (2), the masked sums are $Q^j_{t,i} \in R^{d \times 1}$ for $i \in [K], j \in [M]$ Hence the masked sum delivery cost at each $t$ is $\sum_j \sum_i d = K \times M \times d$, and the total mask delivery sum is $T \times K \times M \times d$.

Therefore, the overall communication cost is $d^2 + T \times K \times M \times d$, which can be simplify to $O(T \times K \times M \times d)$, given that in practice, $T \times K \times M > d$.

D EXPERIMENTS

D.1 Experiments Environment

Experiments on synthetic datasets and trail runs for real datasets are conducted on a workstation with AMD Epyc 7H12, 256G memory. The complete experiments for real-world dataset and hyperparameters search are conducted on cluster servers each with 23 core of Intel 8252C, 110G RAM. All experiment environments are built from docker image.

D.2 Synthetic Data Experiment Setting

In order to simulate the vertical federated settings, $\forall a \in [K]$, $x_{t,a}$ is partitioned into $M$ parts which are held by the $M$ th participant respectively. The number of context for each participant is derived from a partition vector $[1, \cdots, M]$, where $M$ represents the number of columns partitioned for participant $M$. Hence the context partition is $x_{t,a} = [x_{1,a}^1, \cdots, x_{M,a}^M]$.

The central bandits experiments are performed on $d = 100, K = 10, T = 5000$. The VFCB experiments are performed with the same parameters and a partition of $[20, 20, 20, 20, 20]$, which represents equal dimension number in 5 participants. Each experiment is repeated 5 times to provide a confidence interval. $\beta_1 = 0.5$ is used for LinUCB and $\alpha = 0.01$ is used for LinTS.

D.3 Criteo Dataset Experiment Setting

Specifically, we follow the assumption that the user features are all numerical values and the item features are all categorical in [23]. Following their method of feature engineering, we first use feature hashing to construct 3 hash-encoded values from 26 category values. After that, a pairing function is used to pair the 3 hash-encoded values to a single item label. Then, we filter the 40 most common labels as item label in experiment data. However, instead of just using the item label, we use the 3 encoded values as item features for that item label. This helps to capture the user-item interaction in our single parameter bandit setting. Finally, we build each log entry by concatenating the respective user features(dimension $d_i$), item features(dimension $d_i$), item label and the respective value $r$. We further carry out feature engineering by min-max scaling the feature columns and multiplied an individual scaling factor for each user features. The context features $x_{t,a} \in R^{d_i \times d_i}$ is obtained via outer addition between user features and item features for each log entry.

Following the approach of [20], we use the unbiased offline evaluation policy for our bandits. Similarly, we report the relative CTR as the CTR metric. The $CTR_{random}$ is obtained by averaging the random policy among 5 random states. After a grid search of hyperparameter, $\beta_1 = 0.6$ is used for LinUCB and all subsequent partial experiments for the dataset. We report each partial LinUCB experiment with 5 different random partitions.