Measurement of the forward-backward asymmetries for charm- and bottom-quark pair productions at $\langle \sqrt{s} \rangle = 58\text{GeV}$ with electron tagging
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Abstract

We have measured, with electron tagging, the forward-backward asymmetries of charm- and bottom-quark pair productions at ⟨√s⟩=58.01GeV, based on 23,783 hadronic events selected from a data sample of 197pb⁻¹ taken with the TOPAZ detector at TRISTAN. The measured forward-backward asymmetries are A_{FB}^{c} = −0.49±0.20(stat.)±0.08(sys.) and A_{FB}^{b} = −0.64±0.35(stat.)±0.13(sys.), which are consistent with the standard model predictions.
1 Introduction

The differential cross section for fermion pair productions, $e^+e^- \rightarrow f \bar{f}$, can be written in the following form in the massless limit:

$$
\frac{d\sigma_{f\bar{f}}}{d\cos\theta} = \frac{3}{8}\sigma_{f\bar{f}}(1 + \cos^2\theta + \frac{8}{3}A_{FB}^f \cos\theta),
$$

where $\sigma_{f\bar{f}}$ and $A_{FB}^f$ are the total cross section and the forward-backward charge asymmetry, respectively, while $\theta$ is the polar-angle of the final-state fermion $f$ with respect to the direction of the initial-state electron.

In the standard model\[1\], $A_{FB}^f$ is given by

$$
A_{FB}^f = \frac{3}{4} \cdot \frac{-2Q_f a_e a_f \Re(\chi) + 4a_e v_e a_f v_f |\chi|^2}{Q_f^2 - 2Q_f v_e v_f \Re(\chi) + (v_e^2 + a_e^2)(v_f^2 + a_f^2) |\chi|^2}
$$

with

$$
\chi = \frac{s}{16 \sin^2\theta_W \cos^2\theta_W (s - M_{Z^0}^2 + i M_{Z^0} \Gamma_{Z^0})}
$$

where $v_e(v_f)$ and $a_e(a_f)$ are the vector and axial-vector coupling constants of the electron (final-state fermion) to the $Z^0$ boson, $Q_f$ is the charge of the final-state fermion, and $M_{Z^0}$ and $\Gamma_{Z^0}$ are the mass and the total width of the $Z^0$ boson, respectively. The standard model predicts

$$
v_f = 2(I_3^f - 2Q_f \sin^2\theta_W)
$$

and

$$
a_f = 2I_3^f,
$$

where $I_3^f$ is the third component of the weak isospin of the fermion ($f$) and $\theta_W$ is the Weinberg angle.

The above formula tells us that $A_{FB}^f$ attains to its maximum in the TRISTAN energy region and that its measurement there is sensitive to $a_f$ and therefore to the structure of
the multiplet to which the fermion belongs. The measurement of the forward-backward charge asymmetry thus provides a good test of the standard model. The predicted asymmetries for charm- and bottom-quark pair productions are

$$A^c_{FB} = -0.47,$$

$$A^b_{FB} = -0.59$$

at $\sqrt{s}=58.01\text{GeV}$ for $M_{Z^0} = 91.1888\text{GeV}/c^2$, $\Gamma_{Z^0} = 2.4974\text{GeV}$, and $\sin^2\theta_W = 0.2321$ \cite{2}. The $A^b_{FB}$ is, however, reduced by the $B$-$\bar{B}$ mixing, whose probability $\chi$ is given by $\chi = R_d\chi_d + R_s\chi_s$, where $R_i$, and $\chi_i$ are the fraction and the mixing probability of $B_d$ or $B_s$, respectively. Their measured values\cite{3} are

$$\chi_d = 0.16, R_d = \frac{1.0}{2.3}$$

and

$$\chi_s = 0.53, R_s = \frac{0.3}{2.3},$$

so that the expected $A^b_{FB}$ value becomes $-0.43$.

In this energy region, only the data from the TRISTAN experiments are available and the TRISTAN average values of $A^c_{FB}$\cite{4,5,6} and $A^b_{FB}$\cite{7,8,9,10} have been

$$A^c_{FB} = -0.56 \pm 0.09,$$

$$A^b_{FB} = -0.59 \pm 0.09.$$

The $A^c_{FB}$ is consistent with the standard model predictions and the $A^b_{FB}$ is slightly deviated from it.

The TRISTAN data include our previous measurement\cite{4} of the forward-backward charge asymmetry for the charm-quark pair production through both exclusive and inclusive reconstructions of $D^{\pm} \rightarrow \pi^{\pm} D^0$: $A^c_{FB} = -0.49^{+0.14}_{-0.13}(\text{stat.}) \pm 0.06(\text{sys.})$, consistent with the standard model prediction.
In order to improve the statistical accuracy, we have carried out another measurements using electron tagging to be described in this paper. It should be noted that this measurement is completely independent of the above $D^*$ analysis and that, in our energy region, there is only one previous $A_{FB}^c$ measurement reported, which are used lepton tagging at this $\sqrt{s}$ [3].

2 The TOPAZ detector

The main components of the TOPAZ detector[11] include a time projection chamber (TPC) and a barrel lead-glass calorimeter (BCL) which were essential to electron identification.

Combining the dE/dx information from the TPC and the E/P information from the BCL, we were able to select electrons in hadronic final states with high purity and high efficiency over a broad momentum range.

Instead of getting into details of these detectors, we summarize their performance here. The momentum resolution of the TPC has been measured to be

$$\frac{\sigma_{P_{t}}}{P_{t}} = \sqrt{1.0 + 1.0P_{t}^{2}(GeV/c)^{2}}\%$$

through $e^+e^- \rightarrow \mu^+\mu^-$ and cosmic $\mu^\pm$ events[11], while its dE/dx resolution was determined to be 4.6% by a study of minimum ionizing pions. The energy resolution of the BCL can, on the other hand, be expressed as

$$\frac{\sigma_{E}}{E} = \sqrt{\left(\frac{8.0}{\sqrt{E(GeV)}}\right)^{2} + (1.5)^{2}}\%.$$  

3 Analysis
3.1 Electron selection

This analysis is based on 23,783 hadronic events. The selection method was described in Ref[12]. This data sample corresponded to an integrated luminosity of $197\text{pb}^{-1}$ and was taken at an averaged center-of-mass energy $\langle \sqrt{s} \rangle = 58.01\text{GeV}$.

In search of electron track candidates, we first selected good charged tracks from the hadronic events, using the following selection criteria defining a good track.

1. The closest approach to the interaction point ($R$) had to be less than 1.0cm in the X-Y plane (perpendicular to the beam axis) and that in the Z direction ($Z$) to be less than 4.0cm.

2. the absolute value of the cosine of the polar angle had to be between $0.02$ and $0.83$,

3. the transverse momentum ($P_t$) with respect to the beam axis had to be greater than $0.15\text{GeV/c}$,

4. the number of degrees of freedom (N.D.F.) in the track fitting had to be greater than 3, and

5. there had to be more than 30 hit wires for $\text{dE}/\text{dx}$ calculation (65%-truncated mean) out of 114 wires maximum.

Each good track was extrapolated to the BCL to look for its corresponding BCL cluster and to test E/P. The clustering of the energy deposits in the BCL was carried out iteratively by merging a counter to its neighboring counter if its energy was smaller than that of the neighboring counter. For each of so formed clusters, we calculated its energy as the sum over counters and its position as the energy-weighted mean of the counter positions.
Comparing the extrapolated track position and the BCL cluster positions, we looked for the cluster that is the closest to the track. The closest distances between tracks and clusters are histogrammed in Fig. 1-(a) for all tracks (dashed) and for an electron-enhanced sample (solid) selected by requiring $0.75 < E/P < 1.25$ and $5.5 < dE/dx < 7.5$ (keV/cm). We accepted those tracks which had a distance less than 5.0 cm.

We also calculated the energy-weighted r.m.s. of counter positions in the cluster (cluster width) with respect to the matched track position, whose distribution is shown in Fig. 1-(b). The selected tracks were further required to have a cluster width between 1.0 and 10.0 cm.

Since background tracks were predominantly in the low-momentum region, we imposed an additional momentum cut $P > 0.8$ GeV/c.

Finally, the dE/dx information from the TPC was used to complete our electron
selection: the $\chi^2$ for electron hypothesis ($\chi^2_e$) had to be $\chi^2_e < 3.0$ (N.D.F. = 1). The tracks rejected by this cut ($dE/dx$-rejected hadrons) are to be used in the background estimation.

3.2 Rejection of $e^+e^-$ pair background

We rejected electrons apparently coming from $\gamma$ conversions or Dalitz decays as follows. Secondary vertices were reconstructed for all unlike-sign pairs of the TPC tracks. When the two tracks in a pair did not intersect in the X-Y plane, we required the pair to have a distance at the closest point less than 4.0 cm in the X-Y plane, and 2.0 cm in the Z direction. The pair also had to have a deflection angle in the X-Y plane less than 5.0 degrees between its momentum vector and the flight direction from the interaction point. If the invariant mass of the pair was less than 50 MeV/$c^2$, the tracks were rejected.

When the tracks intersected in the X-Y plane, we selected from the two intersections the one which gave the smaller deflection angle as the secondary vertex. We then required the pair to have a distance less than 2.0 cm in the Z direction and to have a deflection angle less than 5.0 degrees. If the invariant mass was less than 200 MeV/$c^2$, the tracks were rejected.

In this way, most of the electrons coming from $\gamma$ conversions or Dalitz decays were removed. Nevertheless, there still remained a significant number of electrons from $\gamma$ conversions or Dalitz decays, which were estimated through Monte-Carlo simulation\[13\]: the Monte-Carlo simulation gave us the ratio of the number of all the reconstructed conversion tracks to that of the remaining tracks.

Using this ratio, we estimated the number of remaining pair-conversion tracks from the actual number of all the reconstructed pairs in the experimental data on a bin by bin
basis and subtracted them from the electron candidates. By doing this, we can reduce the systematic errors due to the error of the material thickness in the detector simulation program. The remaining electrons from $\gamma$ conversions or Dalitz decays estimated through the Monte-Carlo simulation are $311.7 \pm 17.7$ events. The E/P distribution for these electron candidates is shown in Fig.2.

3.3 Hadron background

The hadron background was estimated using the dE/dx-rejected hadrons in the experimental data and is shown in Fig.2 as the dashed histogram, whose normalization factor was calculated so as to equalize the entries in the side-band ($E/P = 0.0 - 0.64$) for the electron candidates and the background sample. The normalized background was subtracted from the electron candidates and the remaining electrons in the region $0.72 < E/P < 2.00$ were counted. This method had been checked out through the Monte-Carlo simulation.

The estimated number of electrons from primary charm, b-to-c cascade, and direct bottom decays are $151.5 \pm 12.3$, $66.5 \pm 8.2$, and $131.9 \pm 11.5$ events, where the selection efficiencies of 10.4%, 11.3%, and 24.1%, respectively.

3.4 Charm- and bottom-quark sample

We calculated the transverse momentum ($P_T$) of each electron candidate track with respect to the axis of jets reconstructed using the invariant-mass algorithm [4]. For the jet reconstruction, we used charged tracks with momenta greater than 0.2GeV/c and all of the neutral clusters, which were clusters with a distance to the closest track greater than 5.0 cm.

We studied the angular resolution of the jet axis with respect to the primary quark
direction through the Monte-Carlo simulation. Since the resolution of the thrust axis was about 9 degrees, while that of the reconstructed jets as above was about 6 degrees, we used the reconstructed jets as the primary quark directions.

The $P_T$ of an electron from a charm-quark is expected to be lower than that of a bottom-quark in general. To enhance charm or bottom contents, therefore, we divided the sample at $P_T = 0.8 \text{GeV/c}$ into two classes: low-$P_T$ (charm-enhanced) and high-$P_T$ (bottom-enhanced) samples.

### 3.5 Monte Carlo simulation

We generated Monte-Carlo events using the JETSET6.3 generator [13] with $M_{Z^0} = 91.173 \text{GeV}/c^2$, $\Gamma_{Z^0} = 2.487 \text{GeV}$, and $\sin^2 \theta_W = 0.2325$[3]. For light quark events, its parameters were tuned by a multi-parameter fit of hadronic event shapes[13]. For heavy quark events, we adjusted the parameters for fragmentation function, so as to
match other experiments\cite{5}, to be \(a=0.8\) and \(b=0.2\). The \(B\bar{B}\) mixing effect is included in our Monte-Carlo simulation. Using this Monte-Carlo simulation, we estimated the acceptance and radiative correction factors to be used later in the following subsection.

### 3.6 Fitting procedure

Figs.3-(a) and -(b) show the momentum and the \(P_T\) distributions of electrons, respectively. The \(-Q \cos \theta\) distributions of the high-\(P_T\) and the low-\(P_T\) electrons are shown in Figs.4-(a) and -(b), respectively, where \(Q\) is the charge of the electron and \(\theta\) is the polar angle of the jet axis with respect to the electron beam axis. The points with error bars in the figures are experimental data, while the histograms are the best-fit results obtained by fitting Fig.3-(a), Figs.4-(a), and -(b) simultaneously. The used fit function to the \(-Q \cos \theta\) distribution is

\[
N_i^{e\pm} = N_{q\bar{q}}^{exp} \frac{\sigma_{c\bar{c}}}{\sigma_{q\bar{q}}} \cdot 2Br(c \to e) F(-A^c_{FB})_i \cdot C_{pc}^i \\
+ N_{q\bar{q}}^{exp} \frac{\sigma_{bb}}{\sigma_{q\bar{q}}} \cdot 2Br(b \to e) F(A^b_{FB})_i \cdot C_{pb}^i \\
+ N_{q\bar{q}}^{exp} \frac{\sigma_{bb}}{\sigma_{q\bar{q}}} \cdot 2Br(c \to e)(1 + x) F(-\frac{1 - x}{1 + x} A^b_{FB})_i \cdot C_{ca}^i
\]

with \(x \equiv Br(b \to c\bar{c}s)\) set to be 16\%\cite{14}, where, \(N_{q\bar{q}}^{exp}\) is the number of hadronic events, and \(F(A^j_{FB})_i\) are integrals of the following formula over \(i\)-th \(\cos \theta\) bin;

\[
\frac{3}{8}(1 + \cos^2 \theta + \frac{8}{3} A^j_{FB} \cos \theta).
\]

\(C_{pc}^i, C_{pb}^i, \) and \(C_{ca}^i\) are the Monte-Carlo-determined correction factors for the \(i\)-th bin of electrons from prompt charm, prompt bottom, and \(b\)-to-\(c\) cascade decays, respectively, which were described in the previous subsection and they are listed in Table I.

The fit determined the branching fractions of \(c \to e\) and \(b \to e\) to be

\[
Br(c \to e) = 0.131 \pm 0.015
\]
| \(\cos \theta\) region | prompt charm | prompt bottom | b-to-c cascade |
|------------------------|--------------|---------------|---------------|
| \(\theta\) range      | \(C_{i}^{pc}\) | \(C_{i}^{pb}\) | \(C_{i}^{ca}\) |
|                       | low-\(P_{T}\) | high-\(P_{T}\) | low-\(P_{T}\) | high-\(P_{T}\)|
| -0.77                 | 0.0967       | 0.0185        | 0.1134        | 0.1220        | 0.1006 | 0.0216 |
| -0.6                  | 0.1640       | 0.0164        | 0.1156        | 0.1748        | 0.0971 | 0.0470 |
| -0.4                  | 0.1319       | 0.0234        | 0.1275        | 0.1949        | 0.1552 | 0.0274 |
| -0.2                  | 0.1430       | 0.0224        | 0.1182        | 0.1785        | 0.1358 | 0.0340 |
| 0.0                   | 0.1212       | 0.0177        | 0.1398        | 0.1761        | 0.1147 | 0.0247 |
| 0.2                   | 0.1373       | 0.0211        | 0.1196        | 0.1865        | 0.1063 | 0.0399 |
| 0.4                   | 0.1308       | 0.0160        | 0.1096        | 0.1437        | 0.1258 | 0.0362 |
| 0.6                   | 0.0830       | 0.0120        | 0.0682        | 0.1607        | 0.0696 | 0.0253 |

Table 1: List of correction factors.

Figure 3: (a) The momentum distribution of \(e^{\pm}\)'s. (b) The \(P_{T}\) distribution of \(e^{\pm}\)'s. The points are background-subtracted data. The open, hatched, and double-hatched histograms are the best-fit results for the contributions from \(c \rightarrow e^{+}X\), \(b \rightarrow c \rightarrow e^{+}X\), and \(b \rightarrow e^{-}X\), respectively.
Figure 4: The $-Q\cos\theta$ distributions of $e^\pm$'s (a) in the low-$P_T$ region ($P_T < 0.8\text{GeV/c}$) and (b) in the high-$P_T$ region ($P_T > 0.8\text{GeV/c}$). The points are experimental data. The open, hatched, double-hatched, triple-hatched, and filled histograms are the best-fit results for the contributions from $c \rightarrow e^- X$, $\bar{b} \rightarrow \bar{c} \rightarrow e^- X$, $\bar{c} \rightarrow e^- X$, $\gamma$ conversion, and Dalitz decay, respectively.

\[
Br(b \rightarrow e) = 0.109 \pm 0.025
\]

and $A_{FB}^c$ and $A_{FB}^b$ to be

\[
A_{FB}^c = -0.49 \pm 0.20 \\
A_{FB}^b = -0.64 \pm 0.35.
\]

3.7 Systematic errors

We checked various systematic-error sources. The estimated systematic errors are summarized in Table 2 and the varied parameter values used for the estimation are listed in Table 3. The dependence on the selection of good tracks was checked by changing the cut values on $R, Z, P_t$, and momentum (P). The dE/dx dependence was tested by changing the $\chi^2_e$ cut. The error caused by the shower shape parameters was estimated by
changing the distance cut and the cluster width cut. We checked the effect of the background estimation by changing the region for background normalization and electron counting: the first set used 0.0\textless E/P\textless 0.64 and 0.72\textless E/P\textless 2.00 for normalization and counting, respectively, while the second one used 0.40\textless E/P\textless 0.60 and 1.6\textless E/P\textless 2.00 for normalization and 0.72\textless E/P\textless 1.28 for counting. The systematic error due to the estimation of the $\gamma$ conversions and Dalitz decays was checked by changing the cuts for the $\gamma$ conversion and Dalitz decay rejection. The QCD correction was estimated by comparing the JETSET 6.3 P.S. and JETSET 6.3 $q\bar{q}$ options to be -0.02 and -0.01 for $A_{FB}^c$ and $A_{FB}^b$, respectively. Since they were small, we neglected them. The errors from the $P_T$ cut is also given in Table 2. The errors due to uncertainty of $B$-$\bar{B}$ mixing were also checked and they were negligibly small ($\sim 0.2\%$). The overall systematic errors were obtained by adding them in quadrature.

### 3.8 Results and discussion

Our results are

$$Br(c \rightarrow e) = 0.131 \pm 0.015(stat.) \pm 0.013(sys.)$$
Table 3: Summary of varied parameter values.

| error source         | parameter | nominal value | varied value |
|----------------------|-----------|---------------|--------------|
| track selection      | $R$       | 1.0cm         | 1.2cm        |
|                      | $Z$       | 4.0cm         | 3.0cm        |
|                      | $P_t$     | 0.15GeV/c     | 0.20GeV/c    |
|                      | $P$       | 0.8GeV/c      | 1.0GeV/c     |
| dE/dx                | $\chi^2$ | 3.0           | 2.7          |
| cluster selection    | distance  | 5.0cm         | 7.5cm        |
|                      | width     | 1.0 - 10.0cm  | 2.0 - 12.5cm |
| $\gamma$ and Dalitz rejection | X-Y distance | 4.0cm | 5.0cm |
|                      | Z distance | 2.0cm | 2.5cm |
|                      | deflection angle | 5 degrees | 7 degrees |
| $P_T$ cut            |           | 0.80GeV/c     | 0.75GeV/c    |
| $B-\bar{B}$ mixing  | $\chi$   | 0.139         | 0.0          |

$Br(b \rightarrow e) = 0.109 \pm 0.025(stat.) \pm 0.016(sys.)$

$A_{FB}^c = -0.49 \pm 0.20(stat.) \pm 0.08(sys.)$

$A_{FB}^b = -0.64 \pm 0.35(stat.) \pm 0.13(sys.)$

The branching fractions are consistent with the previous measurements, and the forward-backward asymmetries are consistent with the standard model predictions as well as our previous measurements [14, 8, 9]. The obtained forward-backward asymmetry for charm-quark pair production is plotted in Fig. 5 together with other experimental data [2, 4, 5, 6, 15].

The combined result with our previous $D^*$ analysis is

$A_{FB}^c = -0.49 \pm 0.12,$

from which we obtain the charm-quark’s axial-vector coupling constant($a_c^\gamma$) to the $Z^0$ boson to be $a_c^\gamma = 1.07^{+0.42}_{-0.31}$, being consistent with the standard model.
4 Conclusion

We have measured the forward-backward asymmetries of charm- and bottom-quark pair productions via $e^+e^-$ annihilations through an inclusive electron analysis at $\langle \sqrt{s} \rangle = 58.01$ GeV. The number of hadronic events used for this analysis is 23,783, corresponding to an integrated luminosity of 197 pb$^{-1}$.

The measured forward-backward asymmetries are $A_{FB}^c = -0.49 \pm 0.20$ (stat.) $\pm 0.08$ (sys.) and $A_{FB}^b = -0.64 \pm 0.35$ (stat.) $\pm 0.13$ (sys.), consistent with the standard model prediction and our previous measurements. Combining the results from our previous $D^{*\pm}$ measurement, we obtained $A_{FB}^c = -0.49 \pm 0.12$ and $a^c_v = 1.07^{+0.42}_{-0.31}$. The obtained branching fractions are $Br(c \rightarrow e) = 13.1 \pm 1.5$ (stat.) $\pm 1.3$ (sys.)% and $Br(b \rightarrow e) = 10.9 \pm 2.5$ (stat.) $\pm 1.6$ (sys.)%, which are in good agreement with the previously measured values of $9.6 \pm 0.9$% [10] and $10.8 \pm 0.5$% [10, 17], respectively.
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