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In this paper, a new trimmed regression model under the neutrosophic environment is introduced. The mathematical model of the new regression model along with its neutrosophic form is given. The methods to find the error sum of square and trended values are also given. The trimmed neutrosophic correlation is also introduced in the paper. The proposed trimmed regression is applied to prostate cancer. From the analysis, it is concluded that the proposed model provides the minimum error sum of square as compared to the existing regression model under neutrosophic statistics. It is found that the proposed model is quite effective to forecast prostate cancer patients under an indeterminacy setting.
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INTRODUCTION

The regression analysis has been applied to study the relationship between two variables that are correlated in a variety of fields such as business, medical science, and weather forecasting. One of the main objectives of the regression model is the forecasting of the response variable using the information of the independent variable. For example, the relationship between prostate cancer and dietary fat can be studied using the regression model. On the other hand, the correlation analysis is done to see the degree of relationship between two correlated variables. In the regression models, a mode is selected which has the minimum error sum of square. Abdul-Wahab et al. (1–4) discussed the applications of the regression models in various fields.

Prostate cancer kills around 34,130 people in the USA every year where more than 248,530 patients are coming every year (https://www.cancer.org/cancer/prostate-cancer/about/key-statistics.html). Smoking is one of the main reasons for this type of cancer and patient has to bear a costly treatment of this disease. Jemal et al. (5) studied the relationship between age and prostate cancer. Rahib et al. (6) expected an increase in deaths due to cancer. Arnold et al. (7) found a strong relationship between smoking and cancer. Torre et al. (8) studied prostate cancer patients in the UK. According to Lin et al. (9), cancer patients remain uncomfortable during the rest of life. Siegel et al. (10) reported the yearly deaths due to cancer in the USA. Prostate cancer is very common in men and can be controlled if it is diagnosed at an early stage. According to Cao et al. (11) “Prostate cancer is the third highest cause of male mortality in the developed world.” Lin et al. (9) pointed out the high death rate due to prostate cancer. Scarton et al. (11, 12) studied various factors that cause cancer. Applegate et al. (13) presented a study on the relationship between soy food and cancer. Aslam and Albassam (14) studied the relationship between prostate cancer and dietary fat. More information can be seen in (15).
As mentioned earlier, the regression models are applied for the purpose of the estimation and forecasting of different fields. The presence of the extreme values in the data affect the forecasting and estimation significantly. Several methods are applied to remove these extremes or outliers from the data for a better analysis of the data at hand. The idea of a trimmed average is applied to calculate the average of the observations after removing a specific percentage of the extreme values from the data. The use of the trimmed method is helpful in minimizing the variation in the data. Oten and de Figueiredo (16–22) presented various trimmed methods in various fields.

The regression models and trimmed mean are applied under the assumption that there is no uncertain observation in the data. In practice, as mentioned by (23), the observations can be uncertain, imprecise, and in the interval. For this kind of data, the existing regression model and trimmed mean cannot be applied. To deal with this type of data, statistical methods developed under fuzzy logic are applied. The fuzzy logic-based statistical methods provide the results in an uncertain environment. Saritas et al. (24–28) analyzed prostate cancer data using fuzzy logic. Vela-Rincón et al. (29) presented the idea of a trimmed average under the fuzzy logic.

Smarandache (30) gave the idea of neutrosophic statistics and declared it as the generalization of classical statistics. Neutrosophic statistics has advantages over classical statistics as it gives additional information about the measure of indeterminacy. The neutrosophic statistics is applied when the data is vague, unclear, imprecise, and indeterminate, Chen et al. (31–35).

As mentioned before that the idea of a trimmed average is applied to remove the extreme values from the data. By exploring the literature and according to the best of our knowledge, there is no work on trimmed regression under neutrosophic statistics. In this article, we will present the trimmed neutrosophic regression originally. We will present the trimmed neutrosophic regression, trended values, and error sum of square in the indeterminate environment. The application of the proposed regression model is given in prostate cancer data. It is expected that the proposed regression will be efficient than the existing regression model. In addition, it is expected that the proposed model will be quite effective to be applied for forecasting and prediction of prostate cancer.

**THE PROPOSED REGRESSION MODEL**

Suppose that we have \( n_N \in \{n_L, n_U\} \) pairs of observations as \((x_{1N}, y_{1N}), \ldots, (x_{nN}, y_{nN})\), where \(x_{nN}\) is an independent variable and \(y_{nN}\) be a dependent variable. It is assumed that both neutrosophic variables are correlated. For the implementation of the proposed trimmed regression model, the neutrosophic data is arranged in ascending order in variable \(x_{nN}\) or \(y_{nN}\). Let \(\omega\) be the percentage of the removed values from both variables. For example, if \(\omega = 6\) and we arranged the data in ascending according to the variable \(x_{nN}\), it means that three pairs of observations will be removed from the starting and three pairs of observations will be removed from the end of the data. Using this information, the trimmed regression model under neutrosophic statistics, say \(Y_{NT} \in \{Y_{LT}, Y_{UT}\}\) is given as

\[
Y_{NT} = a_{NT} + b_{NT}X_{NT}; a_{NT} \in \{a_{LT}, a_{UT}\}, b_{NT} \in \{b_{LT}, b_{UT}\} \tag{1}
\]

where \(a_{NT} \in \{a_{LT}, a_{UT}\}\) and \(b_{NT} \in \{b_{LT}, b_{UT}\}\) are slope and rate of change of the proposed trimmed regression model.

The proposed trimmed regression in neutrosophic form can be written as

\[
\hat{Y}_{NT} = (a_{LT} + a_{UT}I_{Nat}) + (b_{LT} + b_{UT}I_{Nat})(X_{LT} + X_{UT}I_{INX}); I_{Nat} \in \{I_{LT}, I_{UT}\}, I_{Nat} \in \{I_{LT}, I_{UT}\}, I_{Nat} \in \{I_{LT}, I_{UT}\} \tag{2}
\]

where \(a_{LT}, b_{LT}, X_{LT}\) be the lower values of indeterminate interval and known as determinate values under classical statistics. On the other hand, \(a_{UT}, b_{UT}, X_{UT}\) are indeterminate values of indeterminate interval. The proposed trimmed regression model is a generalization of the regression model proposed by Aslam and Albassam (14). The operations of neutrosophic numbers can be seen in Chen et al. (31, 32). The trimmed neutrosophic correlation, say \(r_{NT} \in \{r_{LT}, r_{UT}\}\) is defined as

\[
r_{NT} = \frac{n_N \sum X_{NT} Y_{NT} - \left(\sum X_{NT}\right) \left(\sum Y_{NT}\right)}{ \sqrt{n_N \sum (X_{NT})^2 - \left(\sum X_{NT}\right)^2} \sqrt{n_N \sum (Y_{NT})^2 - \left(\sum Y_{NT}\right)^2} } \tag{3}
\]

The neutrosophic form of \(r_{NT} \in \{r_{LT}, r_{UT}\}\) is given by

\[
r_{NT} = r_{LT} + r_{UT}I_{INT}; I_{INT} \in \{I_{LT}, I_{UT}\} \tag{4}
\]

where \(r_{LT}\) is a determinate part and \(r_{UT}I_{INT} ; I_{INT} \in \{I_{LT}, I_{UT}\}\) is an indeterminate part. The proposed trimmed neutrosophic correlation reduces to (14) if no pair of observations is trimmed from the data. The following steps can be applied to run the proposed regression model on real data.

1. Arrange the data of \(X_N\) or \(Y_N\) in ascending order.
2. Fix the trimmed value \(\omega\). Indicate \(\omega\) extreme values in \(X_N\). Remove \(\frac{\omega}{2}\) pair of \((X_N, Y_N)\) from the start and \(\frac{\omega}{2}\) pair from the end.
3. Fit the proposed regression on trimmed data.
4. Determine the neutrosophic trended values and neutrosophic error sum of square.

**APPLICATION FOR PROSTATE CANCER**

In this section, the application of the proposed regression model is applied to the prostate cancer data of 30 countries. The present case study is based on two variables namely dietary fat and death rate. The decision-makers are interested to see the relationship between these two variables. For this study, dietary fat is considered as the independent variable, and the death rate is labeled as the dependent variable. Let \(X_N\) denote the variable dietary fat and \(Y_N\) denotes the death rate. The purpose of this study is to determine the effect of dietary effects on the
TABLE 1 | Prostate cancer death rate of 30 countries.

| County No. | Diet Fat | D-rate | County No. | Diet Fat | D-rate |
|------------|----------|--------|------------|----------|--------|
| 1          | 38.38    | (0.9,1.1) | 16         | 97.97    | (10.1,10.3) |
| 2          | 29.31    | (1.3,1.3) | 17         | 73.75    | (11.4,11.4) |
| 3          | 42.42    | (1.6,1.6) | 18         | 112.112  | (11.1,11.1) |
| 4          | 57.57    | (4.5,4.5) | 19         | 100.100  | (13.1,13.3) |
| 5          | 96.98    | (4.8,4.10) | 20         | 134.134  | (12.9,13.1) |
| 6          | 47.49    | (5.4,5.6) | 21         | 142.142  | (13.4,13.4) |
| 7          | 87.67    | (5.5,5.5) | 22         | 119.119  | (13.9,14.2) |
| 8          | 72.74    | (5.6,5.6) | 23         | 137.137  | (14.4,14.4) |
| 9          | 93.93    | (6.4,6.6) | 24         | 152.152  | (14.4,14.6) |
| 10         | 58.58    | (7.8,7.8) | 25         | 129.129  | (15.1,15.3) |
| 11         | 95.95    | (8.4,8.6) | 26         | 156.156  | (15.9,15.9) |
| 12         | 67.69    | (8.8,8.8) | 27         | 147.147  | (16.3,16.4) |
| 13         | 62.62    | (9.9)    | 28         | 133.133  | (16.8,16.9) |
| 14         | 96.98    | (9.1,9.1) | 29         | 132.132  | (18.4,18.4) |
| 15         | 86.87    | (9.4,9.4) | 30         | 143.144  | (12.4,12.6) |

TABLE 2 | Trimmed Prostate cancer death rate of 30 countries.

| County No. | Diet Fat | D-rate | County No. | Diet Fat | D-rate |
|------------|----------|--------|------------|----------|--------|
| 1          | 57.57    | (4.5,4.5) | 13         | 97.97    | (10.1,10.3) |
| 2          | 96.98    | (4.8,4.1) | 14         | 73.75    | (11.4,11.4) |
| 3          | 47.49    | (5.4,5.6) | 15         | 112.112  | (11.1,11.1) |
| 4          | 67.67    | (5.5,5.5) | 16         | 100.100  | (13.1,13.3) |
| 5          | 72.74    | (5.6,5.6) | 17         | 134.134  | (12.9,13.1) |
| 6          | 93.93    | (6.4,6.6) | 18         | 142.142  | (13.4,13.4) |
| 7          | 58.58    | (7.8,7.8) | 19         | 119.119  | (13.9,14.2) |
| 8          | 96.98    | (8.4,8.6) | 20         | 137.137  | (14.4,14.4) |
| 9          | 67.69    | (8.8,8.8) | 21         | 129.129  | (15.1,15.3) |
| 10         | 62.62    | (9.9)    | 22         | 133.133  | (16.8,16.9) |
| 11         | 96.98    | (9.1,9.1) | 23         | 132.132  | (18.4,18.4) |
| 12         | 86.87    | (9.4,9.4) | 24         | 143.144  | (12.4,12.6) |

The trimmed data of $X_{NT}$ and $Y_{NT}$ is shown in Table 2. The neutrosophic trimmed regression model using the data given in Table 2 is given by

$$
\hat{Y}_{NT} = [0.2306, 0.0567] + [0.1032, 0.1049] X_{NT}
$$

The neutrosophic form of $\hat{Y}_{NT}$ for the cancer data is given by

$$
\hat{Y}_{NT} = (0.2306 - 0.0567I_{NT}) + (0.1032 + 0.1049I_{NT})X_{NT};
I_{NT}\in [0, 3.06], I_{NT}\in [0, 0.02]
$$

The proposed regression model can be interpreted as when $X_{NT}[0, 0]$, the death rate will be from 0.2306 and 0.0567. The rate of change in the death rate due to the dietary fat is from 0.1032 to 0.1049. The neutrosophic correlation between dietary fat and death rate is from 0.7996 and 0.7910. From this study, it can be noted that the proposed regression analysis provides the values of intercept and rate of change values in indeterminate

death rate. The neutrosophic data of variables $X_N$ and $Y_N$ is selected from Aslam and Al-Bassam (14) and shown in Table 1 for easy reference. From Table 1, it can be seen that the given data is given in indeterminate intervals; therefore, the classical regression model under classical statistics cannot be applied to study the relationship between death rate and dietary fat. Aslam and Al-Bassam (14) presented the neutrosophic regression analysis for the same data. We now apply the idea of trimmed regression on the same data. The proposed regression analysis can be applied as follows

5. Arrange the data of $X_N$ and $Y_N$ in ascending order.
6. Fix the trimmed value $\omega = 3\%$. Indicate the six extreme values in $X_N$. Remove three pairs of $(X_N, Y_N)$ from the start and end three pairs of $(X_N, Y_N)$ from the end.
7. Fit the proposed regression on this trimmed data.
8. Determine the neutrosophic trended values and neutrosophic error sum of square $\sum_{i=1}^{n_{\text{T}}} (Y_{NT} - \hat{Y}_{NT})^2$
intervals rather than the exact values as in regression under classical statistics. Therefore, the proposed regression analysis is quite effective to be applied to study the relationship between dietary fat and death rate under indeterminacy.

**COMPARATIVE STUDIES BASED ON CANCER DATA**

Aslam and Albassam (14) applied the neutrosophic regression model on the prostate cancer data. As mentioned earlier, in the regression theory, a regression model having the smaller values of the error sum of square is minimum is called an efficient regression model. We now compare the efficiency of the proposed regression model with Aslam and Albassam (14) regression model in terms of neutrosophic error sum of square $\sum_{i=1}^{n} (\hat{Y}_{NT} - \hat{Y}_{NT})^2$, where $Y_{NT}$ and $\hat{Y}_{NT}$ are original values and trend values, respectively. The values of $\hat{Y}_{NT}$ and $\sum_{i=1}^{n} (\hat{Y}_{NT} - \hat{Y}_{NT})^2$ for both regression models are shown in Table 3. From Table 3, it can be seen that the values of $\sum_{i=1}^{n} (Y_{NT} - \hat{Y}_{NT})^2$ are smaller for the proposed regression model as compared to the existing values of $\sum_{i=1}^{n} (Y_{NT} - \hat{Y}_{NT})^2$. For example, the values of the error sum of square is $\sum_{i=1}^{n} (Y_{NT} - \hat{Y}_{NT})^2 = [147.41, 155.11]$ from the existing regression proposed by (14). The values of the error sum of square are $\sum_{i=1}^{n} (Y_{NT} - \hat{Y}_{NT})^2 = [128.18, 137.70]$ from the proposed regression model. By comparing the values of $\sum_{i=1}^{n} (Y_{NT} - \hat{Y}_{NT})^2$ of both regressions, it is concluded that the proposed model is better than the existing model proposed by Aslam and Albassam (14). Therefore, the proposed model can be used for the forecasting of prostate cancer under the presence of uncertainty.

**COMPARISON IN TRENDED VALUES BASED ON CANCER DATA**

In this section, the comparison of the proposed regression model is given with the existing model proposed by Aslam and Albassam (14) in terms of trended values. The trended values of both models are presented in Table 3. The trended lines of both regression models are shown in Figure 1. From Figure 1, it can be noted that the trended values are close to actual values of prostate cancer for the proposed regression model. On the other hand, the trended values are away from the actual values of prostate cancer for the existing regression model proposed by Aslam and Albassam (14). From this comparative study, it can be concluded that the proposed model is quite suitable to apply for the forecasting of prostate cancer patients as compared to the existing regression model under the presence of uncertainty.

**MEASURES OF INDETERMINACY BASED ON CANCER DATA**

In this section, we will present the neutrosophic forms along with the measures of indeterminacy of the values of $\sum_{i=1}^{n} (Y_{NT} - \hat{Y}_{NT})^2$. The neutrosophic form of $\sum_{i=1}^{n} (Y_{NT} - \hat{Y}_{NT})^2$ of the proposed model can be expressed as: $\sum_{i=1}^{n} (Y_{NT} - \hat{Y}_{NT})^2 = 128.18 + 137.70I_{Y_{N}}[0, 0.07]$. It means that the error sum of square under uncertainty can be from 128 to 137 with the measure of indeterminacy being 0.07. The neutrosophic form $\hat{Y}_{N}$ for example for country#4...
can be given as: \( \hat{Y}_{NT} = 6.11 - 6.041Y_{NE} [0, 0.01] \). From this neutrosophic form, the first value 6.11 indicates the trend values for the regression model under classical statistics. The second value 6.041 indicates the indeterminate part of the neutrosophic form. From this study, it can be noted that the death rate due to dietary fat will be from 6.04 to 6.11 per 100,000. The proposed regression model gives the trended values in intervals rather than the exact values. Therefore, the proposed model is reasonable to apply for the forecasting of the death rate due to dietary fat.

**CONCLUSIONS**

In this paper, a new trimmed regression model under the neutrosophic was introduced. The mathematical model of the new regression model along with its neutrosophic form was given. The trimmed neutrosophic correlation was also applied in the paper. The proposed trimmed regression is applied to prostate cancer. The efficiency of the proposed model is discussed with the existing regression model under neutrosophic regression. From the comparisons, it is found that the proposed model provides the minimum error sum of square as compared to the existing model. It is also concluded that the proposed model can be effectively used in forecasting prostate cancer as compared to the existing model. The proposed method can be applied in different areas of applications such as decision-making and multi-level programming. The proposed regression model can be used in medical science, business, and social science as future research.
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