Development of an Evaluation Framework for Health Information Systems (DIPSA)
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1. INTRODUCTION

Integrated health information system (IHIS) can improve health care service provision by organizing, collecting, processing and sharing electronically information within the environment of an organization (1–4). A well-implemented IHIS can be more efficient by reducing the time needed to gather important information and making them available to healthcare professionals (5, 6), reducing errors in the clinical setting, providing support to healthcare professionals, improving the management of information (2, 3), and improving the patient’s access to healthcare which will result in both social and economic benefits (2). If not used correctly, IHIS can negatively affect the provision of healthcare services, and this is usually related to inherent problems of the system (errors, crashes, software or other limitations that affect the tasks of the users) (5, 7), or inappropriate training and support of the personnel, which can lead to absence or use of wrong information in decision-making, thereby impacting the patient’s general health (8). The high demand for safe, high-quality and cost-effective provision of health care is now a challenge for every healthcare professional/institution (9, 10). Therefore, not only the implementation but a continuous evaluation and upgrade of existing IHIS is crucial to meet these demands (4).

According to Ammenwerth et al. (11) “Evaluation is the act of measuring or exploring properties of a health information system (in planning, development, implementation, or operation),
the result of which informs a decision to be made concerning that system in a specific context”. There is not an ideal and specific way of evaluating healthcare systems. Evaluation methods can be complex, single or combined, and with a lot of variables (12). Evaluation frameworks mainly describe or measure features or categories of HIS that will guide towards the improvement of the system (13), and can be done at different time points during the development, implementation and post-implementation of the IHIS (14), and taking into consideration the different stakeholders that will interact with or benefit from the system (15). Evaluations can also be subjective, based on personal assessments, or objective that are based on systematic assessments, and the implementation of any evaluation framework should be based on the needs of the organization (16). Other factors that can affect an evaluation is the context of the evaluation (use, communication, effectiveness or organization), the method of the evaluation (qualitative, quantitative or both), the different users/stakeholders, and the purpose of the evaluation (17), as well as the investment in evidence-based assessment (15). An evaluation can be formative, implemented when the system is created or being installed, and summative, focusing in the effectiveness of an already installed system (14). When an evaluation framework is implemented correctly, all stakeholders benefit with improved safety, timely, effective and efficient provision of health care services.

2. AIM
Our main objective was to develop an evaluation framework for hospitals utilizing IHIS, within the three main areas identified as Human factor, Technology and Organization, that would help identify any existing deficiencies in the system.

3. MATERIAL AND METHODS
Sample: In two public hospitals (General Hospital of Nicosia and General Hospital of Amochostos) in the Republic of Cyprus, three hundred and nine (309) out of the 1503 healthcare professionals (including doctors and other paramedical professionals) participated in the study. The selected sample is representative of the general population with a confidence interval of 95% and a margin of error of 5% (18). For the selection of the sample, a stratified random sampling was used based on the profession and the hospital of each participant.

Questionnaire: A cross-sectional qualitative study was conducted with a questionnaire measuring some key aspects of the following variables: technology, human factor, and organization. The questionnaire consisted of 43 questions, with 17 questions (related to categories procedures, system quality and satisfaction) selected from Otieno et al. (19), 25 questions (related to categories safety and collaboration) from Viitanen et al. (20), and 1 question related to accessibility to the system (within the category system quality) was based on DeLone and McLean’s IS success model (21). Three open questions were added to evaluate users’ perception on what was needed for the improvement of health services in their respective hospitals for all 3 variables being evaluated. That was done in case any important information might have been missed in the Likert-scale questions. The questionnaire in English was translated to the Greek language through bilingual translation in both directions. For better adaptation of the questionnaire, a pilot study was conducted with random sampling where 20 participants that use IHIS completed the questionnaire (22). Anonymity and confidentiality were strictly maintained for the data of the questionnaires. Permission was obtained for the distribution/application of the questionnaire from the National Bioethics Committee of Cyprus, and the Ministry of Health of Cyprus, and according to the guidelines provided by the Personal Data Protection Bureau of Cyprus.

Statistical analysis
Data were processed and stored in SPSS version 24. Individual questions were assigned values according to the responses given by the participants, in the Likert scale, where 1 was the lowest and 5 the highest value (1-5). The reliability of the questionnaire was then tested using Cronbach–alpha coefficient. The final questionnaire consisted of 42 questions, where 1 question (related to the category procedures) deemed neutral was excluded. The 42 questions were then subjected to factor analysis, based on the principal component analysis (PCA), to identify interpretable and meaningful factors within the questionnaire applied. Varimax rotation of factor analysis was based in eigenvalues ≥ 1, and questions were categorized in groups if the loading factor was ≥ 0.41. A category was formed only if there were at least 5 questions to be more representative of the category. Each category then was tested with Cronbach–alpha coefficient to measure their reliability. The usefulness and appropriateness of factor analysis in evaluating our data was tested using the Bartlett’s test of sphericity and the Kaiser-Meyer-Olkin measure of sampling adequacy. Bartlett’s test was conducted to evaluate the relationship between the questions, therefore detecting the suitability of the categories identified by the factor analysis (threshold value ≥ 0.05). In addition, the Kaiser-Meyer-Olkin measure of sampling adequacy evaluated the adequacy of utilizing Factor Analysis for our variables (threshold value ≤0.50).

4. RESULTS
Questionnaire: An initial pilot study did not find any issues with the questionnaire that required changes or remediation (22), and therefore, the questionnaire with 43 questions was distributed to the healthcare professionals of the two public hospitals in Cyprus. In addition to the questionnaire, demographic data was also obtained (not shown). The reliability of the questionnaire was asserted with a Cronbach’s alpha coefficient of 0.95, which was above the threshold of 0.80, and therefore acceptable for research purposes (23). As mentioned previously, 1 question deemed neutral was excluded from the analysis.

Factor analysis: The usefulness of Factor Analysis to evaluate our dataset was confirmed by both the Bartlett’s test of sphericity (< 0.01) and the Kaiser-Meyer-Olkin test (0.835). Following Factor Analysis, the original 7 categories (22) initially defined by the 42 questions were reduced to 5 categories, represented by 27 questions. Factor Analysis defined potential 10 categories, but only 5 of them fulfilled the defined criteria for a category (at least 5 questions, with a value of ≥ 0.41). These categories referred to Satisfaction (Category
The 5 categories shown in Table 2 measured different aspects of the IHIS. Category Satisfaction measured if users of IHIS were satisfied with the system, by considering effort, quality and performance. Quality of the System was measured by considering availability, reliability, access and quality of information of the system. The category Collaboration measured if the system supported collaboration among healthcare professionals. The category Procedures examined the daily procedures of healthcare professionals, and finally the last category was related to the Safety of the system, that would benefit the patient’s safety and prevent any errors (Table 2). All categories were included within 3 factors: System Quality and Safety referred to information systems, and therefore, were included in the factor Technology. Categories Collaboration and Satisfaction were about healthcare professionals therefore, and thus were grouped as Human Factor. Finally, procedures had to do with the factor Organization. Cronbach’s alpha coefficient for all categories was between 0.855 – 0.939, indicating that they were all reliable and acceptable for research purposes (23).

Finally, these five categories put together formed the evaluation framework DIPSA, where every letter matched with each of the five categories in Greek language. The letter D derived from the Greek word “Ικανοποίηση” which means procedures, the letter H from the Greek word “Ηποτήτη” which means quality (of the systems), the letter S from the Greek word “Συνεργασία” which means collaboration, and the letter A matched from the Greek word “Ασφάλεια” which means safety.

5. DISCUSSION

The main purpose of the study was to develop an evaluation framework for hospitals, that utilize IHIS. The three broad factors, namely Human, Technology and Organization (22, 24) were further divided into categories to help identify any existing deficiencies in the system. The main factors were similar with those used in the HOT-fit framework of Yusof et al. (24) as well as, two of the validated categories (system quality and user satisfaction) of the D&M IS Success Model of DeLone et al. (21) were the same. The evaluation framework took into consideration the questionnaires developed by Otieno et al. (19) and Viitanen et al. (20). User satisfaction which affects directly and proportionally the use of IHIS (25); Collaboration (communication and support)—impacting on the efficiency and effectiveness of healthcare provision; and system quality (access, ease of use, ease of learning, response time, reliability and flexibility) (21, 24)—which affects positively the expectations and needs of healthcare professionals (14) and benefits the quality of work environment and job performance (21). IHIS can also improve safety in healthcare by providing clear documentation and precise information that can be used in decision making (26). Being able to rely (reliability) on the systems can affect positively the quality of the systems (20). Alfarraj et al. (27) suggested that technical issues are important in an evaluation framework, which indeed was included in DIPSA within category Safety. Lastly, Viitanen et al. (20) assessed how the
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system was compatible to the daily tasks of healthcare professionals, which was included in the evaluation model as the category procedures. Considering the uniqueness and specific needs within a hospital setting, the development of evaluation frameworks can be very complex. Based on the literature, the DIPSA evaluation framework covered the most important areas, although we cannot exclude that there might be additional factors that weren’t detected, or more important factors (within the additional 5 potential categories) that were not fully supported by our analysis, and that might require further updating and refining.

Comparison of the frameworks: The DIPSA evaluation framework measured the categories satisfaction, collaboration, safety, system quality and procedures. Several evaluation frameworks measured the same or similar categories (24, 28-31). Regarding the time frame of the evaluation frameworks, some were implemented during the formative phase of the system (28, 29, 31, 32), as well as the summative phase of the system (31, 32). Several evaluation frameworks used questionnaires (29-33), but fewer were implemented utilizing observation (24, 28, 32) and interviews (24, 28, 33).

Implementing an evaluation framework in IHIS can be a very complex process (12, 15, 17). Several evaluation frameworks from the literature were studied based on their purpose, methods and results, and were compared with the DIPSA evaluation framework. Westbrook et al. (32) developed and implemented the Multimethod Evaluation Model (MEM) on an electronic medication management system. The similarities with DIPSA were that both frameworks focused on the quality and safety of the HIS, both were addressed to doctors, nurses and allied health professionals, but differed in the methodology used. MEM consisted of a questionnaire, a gadget and live observations, whereas DIPSA used only a questionnaire. DIPSA evaluated the whole system of information present in the IHIS whereas MEM evaluation took place only in the summative phase, MEM was implemented in both formative and summative phase of the systems. A limitation for the evaluation framework DIPSA, was that the IHIS within the hospitals were already implemented, therefore, preventing an evaluation during the formative phase of IHIS.

Another evaluation framework was the Performance of Routine Information System Management (PRISM) measuring similar categories namely, technical, organizational and behavioral factors with the purpose to strengthen the systems. The major difference observed in PRISM was related to the methodology used, which consisted of interviews and observation of the participants. PRISM was used only in the formative phase of the systems, and no detailed information on the characteristics of the participants was provided. However, PRISM has been used in developing countries, aiming to increase transparency and accountability and showed improvement in quality of the systems and use of information. PRISM has also been used to develop courses, training manuals and has been taught in universities (28).

A two-phased mixed methods evaluation framework developed by Boland et al. (33) included the categories ease of use, function integration, anxiety during use and effect on workflow. It was only used in the summative phase of the system and could meet the needs of the users in the specific areas. However, this framework was very restrictive, including only expert-users. Very similar to DIPSA is the evaluation framework Health IT Usability Evaluation Model (Health-ITUEM), with similar categories including the quality of the system, safety and procedures. The categories were also analyzed using factor analysis, but differently from DIPSA, it was used in the formative phase of the systems and only addressed nurses (29). Another framework also restricted nurses, which included the categories satisfaction, communication, IT support and usability was the Realistic evaluation framework of Oroviogoicoechea et al. (30). The Clinical Information Systems Success Model (CISSM), evaluated the categories quality of the system and satisfaction of nurses and was only implemented during the formative phase of the system (31).

The Human, Organization, and Technology–Fit (HOT-fit) evaluation framework, included the same major factors as DIPSA (Technology, Human factor, and Organization) but not the subcategories. This is an indication that different clinical settings can result in a different evaluation framework, even though Yusof et al. (24) argued that this evaluation framework could potentially be comprehensive for any system in general. The tools that were used were observation, interviews and document analysis only in the formative phase of the systems. Evaluation frameworks can be designed, developed and implemented by using different methodologies. For an evaluation framework to be effective it should be designed and implemented based on the aims and purpose of the research and the specific needs of the particular healthcare setting or hospital.

6. CONCLUSION

Considering the categories satisfaction, collaboration, safety, system quality, procedures, and by using Likert scale and open questions in the current study, DIPSA can provide a holistic image of IHIS by evaluating any hospital system. However, as with any evaluation framework, DIPSA should also be continuously updated to improve the provision of healthcare services.
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