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Abstract

In this paper, we derive some estimators of the scale parameter of the exponentiated half-logistic distribution based on the multiply Type-I hybrid censoring scheme. We assume that the shape parameter \( \lambda \) is known. We obtain the maximum likelihood estimator of the scale parameter \( \sigma \). The scale parameter is estimated by approximating the given likelihood function using two different Taylor series expansions since the likelihood equation is not explicitly solved. We also obtain Bayes estimators using prior distribution. To obtain the Bayes estimators, we use the squared error loss function and general entropy loss function (shape parameter \( q = -0.5, 1.0 \)). We also derive interval estimation such as the asymptotic confidence interval, the credible interval, and the highest posterior density interval. Finally, we compare the proposed estimators in the sense of the mean squared error through Monte Carlo simulation. The average length of 95% intervals and the corresponding coverage probability are also obtained.
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1. Introduction

Consider the exponentiated half-logistic distribution with probability density function (pdf)

\[
f(x) = \frac{1}{\sigma} \left[ 1 - \exp \left( -\frac{x}{\sigma} \right) \right]^{\lambda - 1} \frac{2\exp \left( -\frac{x}{\sigma} \right)}{\left[ 1 + \exp \left( -\frac{x}{\sigma} \right) \right]^2}, \quad x > 0, \sigma, \lambda > 0
\]

and cumulative distribution function (cdf)

\[
F(x) = \left[ 1 - \exp \left( -\frac{x}{\sigma} \right) \right]^{\lambda}, \quad x > 0, \sigma, \lambda > 0,
\]

where \( \sigma \) is the scale parameter and \( \lambda \) is the shape parameter.

For the special case \( \lambda = 1 \), this distribution is the half-logistic distribution. The half-logistic distribution has been discussed by many researchers as a typical life distribution. Balakrishnan (1985) introduced some recurrence relations for the moments and product moments of order statistics for a
half-logistic distribution. Balakrishnan and Puthenpura (1986) found the best linear unbiased estimators (BLUEs) of the location and scale parameters of the half-logistic distribution through linear functions of order statistics. Balakrishnan and Wong (1991) obtained approximate maximum likelihood estimators (AMLEs) for the location and scale parameters of half-logistic distribution with Type-II right censored samples. Balakrishnan and Chan (1992) derived the BLUE based on doubly Type-II censored samples for the scaled half-logistic distribution. Balakrishnan and Asgharzadeh (2005) discussed the AMLEs of the scaled half-logistic distribution based on progressive Type-II censored samples. Kang et al. (2008) proposed the AMLEs and maximum likelihood estimator (MLE) of the half-logistic distribution under a progressive Type-II censoring scheme. Kang et al. (2009) studied the AMLEs, MLE and the least square estimator of the scale parameter under the double hybrid censored samples. Torabi and Bagheri (2010) derived some properties of the extended generalized half-logistic distribution and discussed different methods to estimate its parameters based on the complete and censored samples. Arora et al. (2010) studied the MLE and its asymptotic variance of the generalized half-logistic distribution based on the Type-I progressive censoring scheme with changing failure rates. Balakrishnan and Saleh (2011) proposed relations for the moments of progressive Type-II censored order statistics samples from the half-logistic distribution with applications to inference. Epstein (1954) introduced a Type-I hybrid censoring scheme. In Type-I hybrid censoring, the test is terminated at a random time $T^* = \min\{X_{r,n}, T\}$, where $X_{r,n}$ denotes the $r$th failure time, $r$ and $T$ are prefixed and $n$ is the sample size. However, Lee et al. (2014) introduced a multiply Type-I hybrid censoring scheme because many situations in life testing experiments carelessly or unconsciously lose or remove units from the experiment before failure.

In this paper, we deal with some estimators of the scale parameter of the exponentiated half-logistic distribution under the multiply Type-I hybrid censoring scheme when the shape parameter $\lambda$ is known. In Section 2, the multiply Type-I hybrid censoring scheme is briefly explained. In Sections 3 and 4, we obtain the MLE and AMLEs using two different Taylor series expansions. We obtain the MLE by using the Newton-Raphson method to obtain the numerical solution since the likelihood equation is nonlinear. We also obtain the asymptotic confidence interval (CI) using the observed Fisher information matrix. In Section 5, we obtain Bayes estimators by using the squared error loss function (SELF) and the general entropy loss function (GELF). Since the posterior distribution is complicated, we obtain the credible interval (CrI) and the highest posterior density (HPD) interval using Markov chain Monte Carlo (MCMC) samples. Finally, we compare the proposed estimators in the sense of the mean squared error (MSE) through Monte Carlo simulation for various censored schemes.

2. Multiply Type-I hybrid censoring

Type-I hybrid censoring scheme is
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Case I: \(\{ X_{1,n} < X_{2,n} < \cdots < X_{r-1,n} < X_{r,n} \} \), \( r \leq n \), \( X_{r,n} < T \),

Case II: \(\{ X_{1,n} < X_{2,n} < \cdots < X_{d-1,n} < X_{d,n} < T < X_{d+1,n} < \cdots < X_{r,n} \} \), \( d < r \), \( X_{d,n} < T < X_{d+1,n} \),

where \( r \) be the predetermined observation number, and \( T \) be the predetermined end time. The likelihood function is as follows.

\[
L \propto \prod_{i=1}^{m} f(x_{i,n})[1 - F(A)]^{r-d}.
\]

where \( m \) denotes the observation number including \( r \) or \( d \) and \( A \) denotes the experiment end time, including \( x_{r,n} \) or \( T \). However, the fail time of some units can not be recorded exactly. There are also many situations in life testing experiments. Some units can fail between two points of observation with the exact times of failure of these units unobserved. So, suppose the experimenter fails to observe middle \( l \) observations under a Type-I hybrid censoring scheme. Now, let

Case I : \(\{ X_{1,n} < X_{2,n} < \cdots < X_{a_{i-1},n} < X_{a_{i},n} \} \), \( i = 1, 2, \ldots, r \), \( X_{a_{i},n} < T \), \( i = 1, 2, \ldots, r \).

Case II : \(\{ X_{1,n} < X_{2,n} < \cdots < X_{a_{d-1},n} < X_{a_{d},n} < T < X_{a_{d+1},n} < \cdots < X_{a_{i-1},n} \} \), \( d < r \), \( X_{a_{d},n} < T < X_{a_{d+1},n} \).

Note that, \( X_{a_{i},n} \) denotes the \( a_{i}^{th} \) failure time, and \( l_{i} \) the number of censoring between \( a_{i} \) and \( a_{i+1} \). That is, \( l_{i} = a_{i+1} - a_{i} - 1 \), where \( i = 1, 2, \ldots, r-1 \), and \( l = \sum_{i=1}^{r-1} l_{i} \). Also \( a_{r} = r + \sum_{i=1}^{r-1} l_{i} \) if \( r + \sum_{i=1}^{r-1} l_{i} < n \), and \( a_{r} = n \) if \( r + \sum_{i=1}^{r-1} l_{i} \geq n \) when the \( a_{r}^{th} \) observation is not missing or lost.

Likewise, the multiply Type-I hybrid censoring scheme has two cases. In case I, the experiment is terminated when the \( a_{r}^{th} \) failure occurs before the predetermined end time. In case II, the experiment is terminated at \( T \) when the \( a_{r}^{th} \) failure occurs after the predetermined end time. \( X_{a_{r},n} < T < X_{a_{r+1},n} \) means that the \( a_{r}^{th} \) failure occurs before \( T \), and no failure occurs between \( X_{a_{r},n} \) and \( T \). The likelihood functions based on (2.1) and (2.2) are as follows.

Case I : \( L_{1} \propto \prod_{i=1}^{r} f(x_{i,n})[1 - F(x_{i,n})]^{r-a_{i}} \sum_{i=2}^{r} [F(x_{i,n}) - F(x_{a_{i-1},n})]^{l_{i-1}} F(x_{a_{i},n})^{a_{i} - 1} \),

Case II : \( L_{2} \propto \prod_{i=1}^{d} f(x_{i,n})[1 - F(T)]^{r-a_{i}} \sum_{i=2}^{d} [F(x_{i,n}) - F(x_{a_{d-1},n})]^{l_{d-1}} F(x_{a_{d},n})^{a_{d} - 1} \). (2.3)

Let \( a_{1}=1 \), hence cases I and II can be combined, and can be written as

\[
L \propto \prod_{i=1}^{u} f(x_{i,n})[1 - F(C)]^{r-a_{i}} \sum_{i=2}^{u} [F(x_{i,n}) - F(x_{a_{d-1},n})]^{l_{d-1}}, \quad (2.4)
\]

where \( u \) denotes the number of failures until the experiment end time and \( C \) denotes the experiment end time. That is, \( u \) includes \( r \) or \( d \) and \( D \) includes \( x_{r,n} \) or \( T \). A schematic representation of the multiply Type-I hybrid censoring scheme is presented in Figure 1.

### 3. Maximum likelihood estimation

Let \( z = x/\sigma \). From equation (2.4), we can rewrite the likelihood function as follows.

\[
L \propto \sigma^{-u} \prod_{i=1}^{u} f(z_{i,n})[1 - F(z_{C})]^{r-a_{i}} \sum_{i=2}^{u} [F(z_{i,n}) - F(z_{a_{d-1},n})]^{l_{d-1}}, \quad (3.1)
\]
where $z_C = C/\sigma$. We can obtain the log-likelihood function using equation (3.1).

$$
\ln L \propto -u \ln \sigma + \sum_{i=1}^{n} \ln f(z_{a_i:n}) + (n - a_u) \ln(1 - F(z_C)) + \sum_{i=2}^{n} l_{i-1} \ln \left( F(z_{a_i:n}) - F(z_{a_{i-1}:n}) \right)
$$

(3.2)

Then, the variable $Z$ has a standard exponentiated half-logistic distribution with pdf and cdf.

$$
f(z) = \lambda \left[ \frac{1 - \exp(-z)}{1 + \exp(-z)} \right]^{\lambda - 1} \frac{2 \exp(-z)}{[1 + \exp(-z)]^2},
$$

$$
F(z) = \left[ \frac{1 - \exp(-z)}{1 + \exp(-z)} \right]^\lambda, \quad z > 0, \quad \sigma, \lambda > 0.
$$

(3.3)

$f(z)$, $f'(z)$, and $F(z)$ are satisfied as

$$
\frac{f(z)}{F(z)} = \lambda \frac{2 \exp(-z)}{1 - \exp(-2z)}, \quad \frac{f'(z)}{f(z)} = \left( 1 - \frac{1}{\lambda} \right) \frac{f(z)}{F(z)} - [F(z)]^{\lambda - 1}.
$$

On differentiating the log-likelihood function with respect to $\sigma$ on (3.2) and setting the equation to zero, we obtain the estimating equation as

$$
\frac{\partial \ln L}{\partial \sigma} = -\frac{1}{\sigma} \left[ u + \left( 1 - \frac{1}{\lambda} \right) \sum_{i=1}^{n} \frac{f(z_{a_i:n})}{F(z_{a_i:n})} z_{a_i:n} - \sum_{i=1}^{n} [F(z_{a_i:n})]^{\lambda - 1} z_{a_i:n} - (n - a_u) \frac{f(z_C)}{1 - F(z_C)} z_C \right]

+ \sum_{i=2}^{n} l_{i-1} \left( \frac{f(z_{a_i:n})z_{a_i:n} - f(z_{a_{i-1}:n})z_{a_{i-1}:n}}{F(z_{a_i:n}) - F(z_{a_{i-1}:n})} \right) = 0.
$$

(3.4)

We can find the MLE $\hat{\sigma}$ of $\sigma$ by solving equation (3.4). Since equation (3.4) cannot be solved explicitly with closed form, we use the Newton-Raphson method to obtain the numerical solution of equation (3.4).
To construct the 100(1 − α)% CI for σ, we can use the asymptotic normality of the MLE with Var( ̂σ) estimated from the inverse of the observed Fisher information matrix.

From the log-likelihood function, the second derivative of log-likelihood with respect to σ is obtained by

\[ -\frac{\partial^2 \ln L}{\partial \sigma^2} = \frac{D}{\sigma^2}, \tag{3.5} \]

where

\[
D = -u - \left(1 - \frac{1}{n}\right) \sum_{i=1}^{n} \left( f'(z_{a_i,n})z_{a_i,n}^2 + 2f(z_{a_i,n})z_{a_i,n} \right) \frac{f^2(z_{a_i,n})z_{a_i,n}^2}{F(z_{a_i,n})} + \sum_{i=1}^{n} \frac{1}{4} F(z_{a_i,n}) f'(z_{a_i,n}) z_{a_i,n}^2 \\
+ \sum_{i=1}^{n} \left( F(z_{a_i,n}) z_{a_i,n} + (n - a_u) \left( f'(z_{a_i,n}) z_{a_i,n}^2 + 2f(z_{a_i,n}) z_{a_i,n} \right) \frac{f'(z_{a_i,n}) z_{a_i,n}^2}{1 - F(z_{a_i,n})} + f^2(z_{a_i,n}) z_{a_i,n} \right) \frac{1}{F(z_{a_i,n})} + \frac{1}{F(z_{a_i,n})} \right) \\
- \sum_{i=2}^{n} f'(z_{a_i,n}) z_{a_i,n}^2 - f'(z_{a_{i-1},n}) z_{a_{i-1},n}^2 + 3 \left( f(z_{a_i,n}) z_{a_i,n} - f(z_{a_{i-1},n}) z_{a_{i-1},n} \right) \\
+ \sum_{i=2}^{n} \left( f'(z_{a_i,n}) z_{a_i,n} - f'(z_{a_{i-1},n}) z_{a_{i-1},n} \right) z_{a_i,n}^2.
\]

Let \( I(\sigma) \) denotes the Fisher information matrix of the \( \sigma \). Then, the Fisher information matrix is obtained by taking expectations of equation (3.5). We obtained the observed Fisher information matrix since equation (3.5) is complicated. Under some mild regularity conditions, ̂σ is approximately normal with mean σ and variance \( I^{-1}(\sigma) \). In practice, we usually estimate \( I^{-1}(\sigma) \) by \( F^{-1}(\bar{\sigma}) \). Then, ̂σ \( \approx N(\sigma, I^{-1}(\bar{\sigma})) \). Therefore, the approximate 100(1 − α)% CI for \( \sigma \) is

\[ \bar{\sigma} \pm z_{\alpha/2} \sqrt{I^{-1}(\bar{\sigma})}, \]

where \( z_{\alpha/2} \) is the percentile of the standard normal distribution with right-tail probability \( \alpha/2 \).

4. Approximate maximum likelihood estimation

We propose the AMLEs of the scale parameter of the exponentiated half-logistic distribution using two different Taylor series expansion types since equation (3.4) cannot be solved explicitly. See for example the work of Kang and Seo (2011). Let,

\[
\xi_{a,n} = F^{-1}(p_{a,n}) = \ln \left[ \frac{1 + (p_{a,n})^{\frac{1}{s}}}{1 - (p_{a,n})^{\frac{1}{s}}} \right], \\
\xi_{a,e} = F^{-1}(p_{a,e}) = \ln \left[ \frac{1 + (p_{a,e})^{\frac{1}{s}}}{1 - (p_{a,e})^{\frac{1}{s}}} \right],
\]

where

\[
p_{a,n} = \frac{a_i}{(n + 1)}, \quad q_{a,n} = 1 - p_{a,n}, \quad i = 1, 2, \ldots, s - 1, \\
p_{a,e} = \frac{(p_{a,e} + p_{a,e+1})}{2}, \quad q_{a,e} = 1 - p_{a,e}.
\]
First, we can approximate the following functions by

\[
\frac{f(z_{i,a,n})}{\alpha_i} \approx \alpha_i \beta_i z_{i,a,n}, \\
\frac{|F(z_{i,a,n})|}{\beta_i} \approx \gamma_i \eta_i z_{i,a,n}, \\
\frac{f(z_{i,a,n})}{\eta_i} \approx \kappa_i \delta_i z_{i,a,n}, \\
\frac{f(z_{i,a,n})}{\delta_i} \approx \kappa_{id} + \delta_{id} z_{i,a,n}.
\]

where

\[
\begin{align*}
\alpha_i &= \frac{(\xi_{a,n})^2}{p_{a,n}} \left[ 1 + \left( \frac{p_{a,n}}{q_{a,n}} \right)^2 \right] f(\xi_{a,n}), \\
\beta_i &= \frac{(\xi_{a,n})^2}{2p_{a,n}} \left[ 1 + \left( \frac{p_{a,n}}{q_{a,n}} \right)^2 \right] \xi_{a,n} - 1, \\
\gamma_i &= \frac{(\xi_{a,n})^2}{\lambda p_{a,n}} \left( \frac{p_{a,n}}{q_{a,n}} \right)^2 f(\xi_{a,n}), \\
\eta_i &= \left( \frac{p_{a,n}}{q_{a,n}} \right) \left[ 1 + \frac{f(\xi_{a,n})}{\lambda p_{a,n}} \right] \left[ 1 + \frac{f(\xi_{a,n})}{\lambda p_{a,n}} \right], \\
\kappa_i &= \frac{(\xi_{a,n})^2}{q_{a,n}} f(\xi_{a,n}) + \frac{f^2(\xi_{a,n})}{q_{a,n}}, \\
\delta_i &= \frac{1}{q_{a,n}} \left[ f(\xi_{a,n}) + \frac{f^2(\xi_{a,n})}{q_{a,n}} \right] \xi_{a,n}, \\
\kappa_{id} &= \frac{(\xi_{a,n})^2}{q_{a,n}} f(\xi_{a,n}) + \frac{f^2(\xi_{a,n})}{q_{a,n}} \xi_{a,n}, \\
\tau_i &= \frac{\xi_{a,i}}{q_{a,n}} \left[ 1 + \frac{f(\xi_{a,n})}{q_{a,n}} \right] \xi_{a,n} - f(\xi_{a,n}) \xi_{a,i} + f(\xi_{a,n}) \xi_{a,i} - f(\xi_{a,n}) \xi_{a,i}, \\
\omega_i &= \frac{f(\xi_{a,n})}{q_{a,n}} \left( \frac{p_{a,n}}{q_{a,n}} \right)^2, \\
\tau_{id} &= \frac{\xi_{a,i}}{q_{a,n}} \left[ 1 + \frac{f(\xi_{a,n})}{q_{a,n}} \right] \xi_{a,n} - f(\xi_{a,n}) \xi_{a,i} + f(\xi_{a,n}) \xi_{a,i} - f(\xi_{a,n}) \xi_{a,i}, \\
\nu_i &= \frac{f(\xi_{a,n})}{q_{a,n}} \left( \frac{p_{a,n}}{q_{a,n}} \right)^2, \\
\varphi_i &= \frac{f(\xi_{a,n})}{q_{a,n}} \left( \frac{p_{a,n}}{q_{a,n}} \right)^2.
\end{align*}
\]

By substituting equation (4.1) into equation (3.4), we can obtain the first approximated equation (4.2).

Case 1: \( \frac{\partial \ln L_1}{\partial \sigma} = -\frac{1}{\sigma} \left[ s + \left( 1 - \frac{1}{\lambda} \right) \sum_{i=1}^{s} (\alpha_i + \beta_i z_{i,a,n}) - \sum_{i=1}^{s} (\gamma_i + \eta_i z_{i,a,n}) - (n - a_i)(\kappa_{id} + \delta_{id} z_{i,a,n}) + \sum_{i=1}^{s} \tau_i (\xi_{a,n} + \omega_i z_{i,a,n}) - \sum_{i=1}^{s} \nu_i (\varphi_i z_{i,a,n} + \varphi_i z_{i,a,n}) \right] = 0 \). (4.2)
The approximate $100(1 - \alpha)%$ CI for $\sigma$, we need to compute the Fisher information matrix. However, it is complicated to calculate the exact expected values of the Fisher information from equation (4.2). We then derive the asymptotic variance using the observed Fisher information.

$$\hat{\theta}_1 = \frac{B_1}{A_1} \text{ } \Gamma^{-1}(\hat{\theta}_1) \approx \left( \frac{A_1}{\hat{\theta}_1} + \frac{B_1}{\hat{\theta}_1^2} \right)^{-1}, \text{ (4.3)}$$

where

Case 1: $A_1 = d + \left( 1 - \frac{1}{\lambda} \right) \sum_{i=1}^{d} \alpha_{li} - \sum_{i=1}^{d} \gamma_{li} - (n - a_d)\kappa_{ld} + \sum_{i=2}^{d} \left( l_{i-1}(t_{li} - u_{li}) \right)$,

$$B_1 = \left( 1 - \frac{1}{\lambda} \right) \sum_{i=1}^{d} \beta_{li} x_{ai,n} - \sum_{i=1}^{d} \eta_{li} x_{ai,n} - (n - a_d)\delta_{1d} + \sum_{i=2}^{d} \left( l_{i-1}(v_{li} + \sigma_{li} x_{ai,n}) \right) - \sum_{i=2}^{d} \left( l_{i-1}(u_{li} + \sigma_{li} x_{ai,n}) \right),$$

Case 2: $A_1 = d + \left( 1 - \frac{1}{\lambda} \right) \sum_{i=1}^{d} \alpha_{li} - \sum_{i=1}^{d} \gamma_{li} - (n - a_d)\kappa_{ld} + \sum_{i=2}^{d} \left( l_{i-1}(t_{li} - u_{li}) \right)$,

$$B_1 = \left( 1 - \frac{1}{\lambda} \right) \sum_{i=1}^{d} \beta_{li} x_{ai,n} - \sum_{i=1}^{d} \eta_{li} x_{ai,n} - (n - a_d)\delta_{1d} T + \sum_{i=2}^{d} \left( l_{i-1}(v_{li} + \sigma_{li} x_{ai,n}) \right) - \sum_{i=2}^{d} \left( l_{i-1}(u_{li} + \sigma_{li} x_{ai,n}) \right),$$

The approximate $100(1 - \alpha)%$ CI for $\sigma$ is

$$\hat{\theta}_1 \pm \frac{d}{\sqrt{\Gamma^{-1}(\hat{\theta}_1)}},$$

Second, we can approximate the functions by

$$\frac{f(z_{a,n})}{F(z_{a,n})} \approx \alpha_{2i} + \beta_{2i} z_{a,n} ,$$

$$\frac{[F(z_{a,n})]^2}{1 - F(z_{a,n})} \approx \gamma_{2i} + \eta_{2i} z_{a,n} ,$$

$$\frac{f(z_{a,n})}{1 - F(z_{a,n})} \approx \kappa_{2i} + \delta_{2i} z_{a,n} ,$$

$$\frac{f(z_{a,n}) - f(z_{a_{i-1,n}})}{F(z_{a,n}) - F(z_{a_{i-1,n}})} \approx \iota_{2i} + \tau_{2i} z_{a,n} + \omega_{2i} z_{a_{i-1,n}}, \text{ (4.4)}$$
where
\[
\alpha_2 = \frac{f(\bar{g}_{a,n})}{p_{a,n}} \left[ 1 + \frac{(p_{a,n})^2}{2(p_{a,n})^2} \right], \quad \beta_2 = -\frac{f(\bar{g}_{a,n})}{p_{a,n}} \left[ 1 + \frac{(p_{a,n})^2}{2(p_{a,n})^2} \right],
\]
\[
\gamma_2 = (p_{a,n})^2 \left[ 1 - \frac{f(\bar{g}_{a,n})}{\lambda p_{a,n}} \right], \quad \eta_2 = (p_{a,n})^2 \frac{f(\bar{g}_{a,n})}{\lambda p_{a,n}},
\]
\[
\kappa_2 = \frac{1}{q_{a,n}} \left[ f(\bar{g}_{a,n}) - \left( \frac{f^2(\bar{g}_{a,n})}{q_{a,n}} \right) \bar{g}_{a,n} \right], \quad \delta_2 = \frac{1}{q_{a,n}} \left[ f'(\bar{g}_{a,n}) + \frac{f^2(\bar{g}_{a,n})}{q_{a,n}} \right],
\]
\[
\kappa_{2d} = \frac{1}{q_{a,n}} \left[ f(\bar{g}_{a,n}) - \left( \frac{f^2(\bar{g}_{a,n})}{q_{a,n}} \right) \bar{g}_{a,n} \right], \quad \delta_{2d} = \frac{1}{q_{a,n}} \left[ f'(\bar{g}_{a,n}) + \frac{f^2(\bar{g}_{a,n})}{q_{a,n}} \right],
\]
\[
\tau_2 = \frac{f'(\bar{g}_{a,n})\bar{g}_{a,n} - (f(\bar{g}_{a,n})\bar{g}_{a,n} - f(\bar{g}_{a,n})\bar{g}_{a,n})}{p_{a,n} - p_{a-1,n}}, \quad \omega_2 = \frac{f'(\bar{g}_{a,n})\bar{g}_{a,n} - (f(\bar{g}_{a,n})\bar{g}_{a,n} - f(\bar{g}_{a,n})\bar{g}_{a,n})}{(p_{a,n} - p_{a-1,n})^2}.
\]

By substituting equation (4.4) into equation (3.4), we can obtain the second approximated equation (4.5).

Case 1 : \[
\frac{\partial \ln L_1}{\partial \sigma} = -\frac{1}{\sigma} \left[ u + \left( 1 - \frac{1}{\lambda} \right) \sum_{i=1}^{s} (\alpha_2 + \beta_2 z_{a,n}) z_{a,n} - \sum_{i=1}^{s} (\gamma_2 + \eta_2 z_{a,n}) z_{a,n} \right] = 0, \quad (4.5)
\]

Case 2 : \[
\frac{\partial \ln L_2}{\partial \sigma} = -\frac{1}{\sigma} \left[ u + \left( 1 - \frac{1}{\lambda} \right) \sum_{i=1}^{d} (\alpha_2 + \beta_2 z_{a,n}) z_{a,n} - \sum_{i=1}^{d} (\gamma_2 + \eta_2 z_{a,n}) z_{a,n} \right] = 0.
\]

We can solve equation (4.5), and derive the second AMLE \( \hat{\sigma}_2 \).

To construct the 100(1 - \( \alpha \))% CI for \( \sigma \), we need to compute the Fisher information matrix. However, it is complicated to calculate the exact expected values of the Fisher information from equation (4.5). We then derive the asymptotic variance using the observed Fisher information.

\[
\hat{\sigma}_2 = \frac{-B_2 + \sqrt{B^2 - 4A_2C_2}}{2A_2}, \quad \Gamma^{-1}(\hat{\sigma}_2) \approx \left( \frac{A_2}{\hat{\sigma}_2^2} + \frac{2B_2}{\hat{\sigma}_2^4} + \frac{3C_2}{\hat{\sigma}_2^6} \right)^{-1}, \quad (4.6)
\]

where

Case 1 : \( A_2 = u + \sum_{i=1}^{s} l_{i-1}x_{a,n} \),

\[
B_2 = \left( 1 - \frac{1}{\lambda} \right) \sum_{i=1}^{s} \alpha_2 x_{a,n} - \sum_{i=1}^{s} \gamma_2 x_{a,n} - (n - a) \kappa_2 x_{a,n} + \sum_{i=2}^{s} l_{i-1} (\tau_{2d} x_{a,n} + \omega_{2d} x_{a,n}),
\]
5. Bayesian estimation

In this section, we obtain the Bayes estimator of the scale parameter of the exponentiated half-logistic distribution. We consider the prior distribution for $\sigma$ as follows.

$$
\pi(\sigma) \propto \sigma^{-\gamma-1} \exp\left(-\frac{\beta}{\sigma}\right), \quad \sigma > 0,
$$

where $\gamma > 0$ and $\beta > 0$. The prior distribution, known as the inversed gamma distribution, is used by Kang et al. (2013). By combining the likelihood function (2.4) and the prior distribution (5.1), we can obtain the posterior distribution of $\sigma$.

$$
\pi(\sigma|x) = \frac{L(\sigma)\pi(\sigma)}{\int L(\sigma)\pi(\sigma)d\sigma}
$$

$$
\propto (2\pi)^{a} \sigma^{-\gamma-u-1} \left[1 - \left(1 - \exp\left(-\frac{C}{\sigma}\right)\right)^{1-w_{a}}\right]
$$

$$
\times \exp\left(-\frac{1}{\sigma} \left(\sum_{i=1}^{u} x_{a_{i,n}} + \beta\right)\right) \left[1 - \exp\left(-\frac{\sum_{i=1}^{u} x_{a_{i,n}}}{\sigma}\right)\right] \prod_{i=1}^{u} \left(1 + \exp\left(-\frac{\sum_{i=1}^{u} x_{a_{i,n}}}{\sigma}\right)\right)^{(2)}
$$

$$
\times \prod_{i=1}^{u} \left[1 - \exp\left(-\frac{x_{a_{i,n}}}{\sigma}\right)\right] \left[1 - \exp\left(-\frac{\sum_{i=1}^{u} x_{a_{i,n}}}{\sigma}\right)\right]^{(d)} - \left(1 - \exp\left(-\frac{\sum_{i=1}^{u} x_{a_{i,n}}}{\sigma}\right)\right)^{1-l}.
$$

We use the SELF and GELF to obtain the Bayes estimators. The SELF is the symmetric loss function. But, the symmetric loss function has equal weightage to the overestimation and underestimation of the same magnitudes. In some situations, overestimation is more serious than underestimation or vice-versa. So, we consider the GELF as the asymmetric loss function.

$$
L_{1}(\sigma, \hat{\sigma}) = (\hat{\sigma} - \sigma)^{2},
$$

$$
L_{2}(\sigma, \hat{\sigma}) = \left\{\left(\frac{\hat{\sigma}}{\sigma}\right)^{q} - q \ln\left(\frac{\hat{\sigma}}{\sigma}\right) - 1,\right.\]
where $\hat{\sigma}$ is the estimator of the parameter $\sigma$, $q$ is the shape parameter. For the shape parameter $q > 0$, the overestimation cause more serious consequences than an unerestimation or vice-versa. The Bayes estimators obtained by using the SELF and GELF are as follows.

$$\hat{\sigma}_S = [E_\sigma(\sigma|x)],$$

$$\hat{\sigma}_G = [E_\sigma(\sigma^{-q}|x)]^{-\frac{1}{q}}.$$  

If $q = -1$, the estimators obtained by using the SELF and the GELF is the same.

Since the posterior distribution is complicated, we obtain the Bayes estimators using the Tierney and Kadane (1986) method.

Let $L(\sigma; x)$ be the likelihood function of $\sigma$ based on the $n$ observations and $\pi(\sigma|x)$ denotes the posterior distribution of $\sigma$. Then, we can write as follows.

$$E[g(\sigma)|x] = \int g(\sigma)\pi(\sigma|x)d\sigma = \frac{\int e^{l(\sigma)}d\sigma}{\int e^{l(\sigma)}d\sigma}, \quad (5.3)$$

where

$$l(\sigma) = \frac{1}{n} \left( \ln L(\sigma; x) + \ln \pi(\sigma) \right), \quad l(\sigma^*) = \left( l(\sigma) + \frac{1}{n} \ln g(\sigma) \right).$$

The approximated method proposed by Tierney and Kadane (T-K) is as follows;

$$E[\sigma|x] = \left( \frac{1}{|\psi'|} \right)^{\frac{1}{2}} \exp(n[l'(\sigma^*) - l(\hat{\sigma})]) = \left( \frac{1}{|\psi|} \right)^{\frac{1}{2}} \frac{g(\sigma^*)\pi(\sigma^*|x)}{\pi(\sigma|x)}, \quad (5.4)$$

where $\hat{\sigma}^*$ and $\hat{\sigma}$ maximize $l'(\sigma)$ and $l(\sigma)$, respectively and $\psi^*$ and $\psi$ are minus the inverse of the second derivatives of $l'(\sigma)$ and $l(\sigma)$ at $\hat{\sigma}^*$ and $\hat{\sigma}$, respectively. Here,

$$l(\sigma) = \frac{1}{n} \left[ n \ln 2\lambda - (\gamma + u + 1) \ln \sigma + (n - a_0) \ln \left( 1 - \left( 1 - \exp \left( -\frac{\lambda}{\sigma} \right) \right)^{-1} \right) - \frac{1}{\sigma} \sum_{i=1}^{u} x_{i; n} + \beta \right]$$

$$\times (\lambda - 1) \ln \left( \frac{1 - \exp \left( -\frac{a_0}{\sigma} \right)}{1 + \exp \left( -\frac{a_0}{\sigma} \right)} \right) + \sum_{i=2}^{u} (\lambda - 1) \ln \left( \frac{1 - \exp \left( -\frac{x_{i; n}}{\sigma} \right)}{1 + \exp \left( -\frac{x_{i; n}}{\sigma} \right)} \right) - 2 \sum_{i=1}^{u} \ln \left( 1 + \exp \left( -\frac{x_{i; n}}{\sigma} \right) \right)$$

$$+ \sum_{i=2}^{u} (\lambda - 1) \ln \left( \frac{1 - \exp \left( -\frac{x_{i; n}}{\sigma} \right)}{1 + \exp \left( -\frac{x_{i; n}}{\sigma} \right)} \right) - \frac{1}{\sigma} \sum_{i=1}^{u} x_{i; n} + \beta \right)$$

$$l(\sigma^*) = \left( l(\sigma) + \frac{1}{n} \ln g(\sigma) \right).$$

When we obtain the Bayes estimator ($\hat{\sigma}_B$) by using the SELF, $g(\sigma)$ is $\sigma$. When we obtain the Bayes estimator ($\hat{\sigma}_G$) using the GELF, $g(\sigma)$ is $\sigma^q$. By substituting equation (5.5) into equation (5.4),
the Bayes estimator $\hat{\sigma}_G$ is obtained by

$$\hat{\sigma}_G = \left( \frac{[\phi']}{[\phi]} \right)^{\frac{1}{2}} \left( \frac{\exp \left( \frac{-\lambda x_{(n)}}{\sigma} \right)}{\exp \left( \frac{-\lambda x_{(n)}}{\sigma} \right) + \exp \left( \frac{-\lambda x_{(n)}}{\sigma} \right)} \right)^{\frac{1}{2}} \exp \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} x_{(i)} + \beta \right)$$

$$\times \left( \frac{1 - \exp \left( -\frac{\lambda x_{(n)}}{\sigma} \right)}{1 - \exp \left( -\frac{\lambda x_{(n)}}{\sigma} \right) + 1} \right)^{d-1} \prod_{i=2}^{n} \left( \frac{1 - \exp \left( -\frac{\lambda x_{(i)}}{\sigma} \right)}{1 - \exp \left( -\frac{\lambda x_{(i)}}{\sigma} \right) + 1} \right)^{d-1} \prod_{i=2}^{n} \left( 1 + \exp \left( -\frac{\lambda x_{(i)}}{\sigma} \right) \right) \cdot (5.6)$$

When $q$ is $-1$, we obtain the estimator $\hat{\sigma}_B$.

The CrI is as follows.

$$\int_a^b \pi(\sigma|x) d\sigma = 1 - \alpha$$

If the interval has equal tail-probability, $a$ and $b$ denote the percentile of the posterior distribution with two-tail probabilities $\alpha/2$. We use MCMC samples with the adaptive Metropolis-Hastings (M-H) algorithm to obtain the CrI. The adaptive M-H algorithm is that the covariance of the proposal distribution is updated. We use the normal distribution as the proposal distribution. We also obtain an HPD interval that is the shortest CrI using MCMC samples.

### 6. Illustrative example and simulated results

In this section, we present an example to illustrate the methods and derive the MSEs of the proposed estimators through Monte Carlo simulation.

#### 6.1. Real data

In this subsection, we use real data given by Nelson (1982). These data represent the failure log times to breakdown of an insulating fluid testing experiment (Table 1). The data have been utilized by many authors. Kang and Seo (2011) demonstrated through a Kolmogorov test that the data follow the exponentiated half-logistic distribution when the shape parameter $\lambda = 1$; therefore, we can use this data to illustrate the proposed methods in the previous sections.

We can obtain the MLE, AMLEs, and the Bayes estimators using the data. The Bayes estimator obtained by using the SELF is $\hat{\sigma}_B$. The Bayes estimator obtained by using the GELF is $\hat{\sigma}_G$. The parameters of the prior distribution $(\gamma, \beta) = (4.0, 3.0)$. We also obtain the mean of the parameter samples obtained by using the adaptive M-H algorithm $(\hat{\sigma}_{MCMC})$. We have $n = 16$, $r = 9$, $T = 2.5$, and $a_i = (1 : 3, 5 : 16)$. Table 2 presents the values.

#### Table 1: Failure log times to breakdown of an insulating fluid testing experiment

|      |        |        |        |        |        |        |        |        |        |
|------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 0.270027 | 1.02245 | 1.15057 | 1.42311 | 1.54116 | 1.57898 | 1.8718 | 1.9947 | 2.08069 | 2.11263 | 2.48989 |
| 3.45789  | 3.48186 | 3.52371 | 3.60305 | 4.28895 |        |        |        |        |        |
Table 2: The MLE and AMLEs of $\sigma$ when $\lambda = 1$

| $\hat{\sigma}$ | $\hat{\sigma}_1$ | $\hat{\sigma}_2$ | $\hat{\sigma}_B$ | $\hat{\sigma}_G(q = -0.5)$ | $\hat{\sigma}_G(q = 1.0)$ | $\hat{\sigma}_{MCMC}$ |
|-----------------|------------------|------------------|-----------------|--------------------------|--------------------------|---------------------|
| 1.677980 | 1.649200 | 1.676602 | 1.575150 | 1.553874 | 1.494635 | 1.496206 |

MLE = maximum likelihood estimators; AMLEs = approximate maximum likelihood estimators.

6.2. Simulation results

In this subsection, to compare the proposed estimators of the scale parameter $\sigma$, we use Monte Carlo simulation. We obtain the biases and MSEs of the proposed estimators when the shape parameter $\lambda$ is known. The simulation runs 5,000 times with $\sigma = 1$. The multiply Type-I hybrid censored samples from the exponentiated half-logistic distribution are generated for sample size $n = 20, 40$ and various censoring schemes. The average lengths of CI based on the MLE and AMLEs are obtained using the Monte Carlo method and the average lengths of CrI and HPD CrI are obtained by the MCMC samples with the adaptive M-H algorithm. We use the normal distribution as the proposal distribution. The range of sample for the normal distribution is $(-\infty, \infty)$. So, we obtain sample of the $\ln \hat{\sigma}(i)$. The initial values gives that the mean is the $\ln \hat{\sigma}$ and the variance is the variance of the MLE. We generate 10,000 MCMC samples per time from the posterior distribution and obtain the 95% CrIs. We also obtained a coverage probability that is the proportion of the time that the interval contains the true value of interest. To obtain the Bayes estimator, we take the $(\gamma, \beta) = (4.0, 3.0)$ and the $q$ of the general entropy function is $-0.5, 1.0$. Table 3 and Table 4 presents the simulation results.

Table 3 shows that the MSE decreases when the sample size $n$ increases. For fixed sample size $n$, the MSE decreases generally as the predetermined observation number $r$ increases. For fixed sample size $n$ and the predetermined observation number $r$, the MSE of the estimators decreases generally as the prefixed experiment end time $T$ increases. Generally the MSE of the estimators also decreases as the shape parameter $\lambda$ increases. The Bayes estimators are more efficient than other estimators in the sense of MSE. The AMLE $\hat{\sigma}_1$ is generally more efficient than the MLE $\hat{\sigma}$ in the sense of MSE. Especially, the Bayes estimator $\hat{\sigma}_G (q = 1.0)$ is the most efficient in the sense of MSE.

Table 4 shows that the average length of intervals based on estimators decreases and the coverage probabilities increase as the shape parameter $\lambda$ increases. The CrI is shorter than the corresponding CIs based on the other estimators except the HPD interval. The CI based on the AMLE $\hat{\sigma}_1$ is also generally shorter than the corresponding CI based on the MLE $\hat{\sigma}$.

7. Conclusion

In this paper, we derive some estimators of the scale parameter for the exponentiated half-logistic distribution based on a multiply Type-I hybrid censored sample. We can obtain the MLE of $\sigma$ by using the Newton-Raphson method. We propose AMLEs of $\sigma$ by using two different Taylor series expansion types. We also obtain Bayes estimators by using the proposed prior distribution. The simulation results indicate that the proposed estimators generally have good performance. Especially, the Bayes estimators have better performance than MLE and AMLEs.
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Table 3: The relative mean squared errors (biases) of the proposed estimators of $\sigma$

| $n$ | $T$ | $\lambda$ | $\tilde{\sigma}$ | $\tilde{\sigma}_1$ | $\tilde{\sigma}_2$ | $\tilde{\sigma}_S$ | $\hat{\sigma}(q = -0.5)$ | $\hat{\sigma}(q = 1.0)$ |
|-----|-----|----------|----------------|----------------|----------------|----------------|----------------|----------------|
| 1-5 | 10  | $\frac{1}{2}$ | 0.0212          | 0.0211          | 0.0210          | 0.0209          | 0.0208          | 0.0207          |
|     |     | 2         | 0.0210          | 0.0209          | 0.0208          | 0.0207          | 0.0206          | 0.0205          |
|     |     | 3         | 0.0210          | 0.0209          | 0.0208          | 0.0207          | 0.0206          | 0.0205          |
|     |     | 4         | 0.0210          | 0.0209          | 0.0208          | 0.0207          | 0.0206          | 0.0205          |
|     | 10  | $\frac{1}{2}$ | 0.0212          | 0.0211          | 0.0210          | 0.0209          | 0.0208          | 0.0207          |
|     |     | 2         | 0.0210          | 0.0209          | 0.0208          | 0.0207          | 0.0206          | 0.0205          |
|     |     | 3         | 0.0210          | 0.0209          | 0.0208          | 0.0207          | 0.0206          | 0.0205          |
|     |     | 4         | 0.0210          | 0.0209          | 0.0208          | 0.0207          | 0.0206          | 0.0205          |

(continued)
| $n$ | $\bar{r}$ | $\bar{r}'$ | $\bar{r}_1$ | $\bar{r}_2$ | $\bar{r}_3$ | $\bar{r}_4$ | $\bar{r}_{(q = -0.5)}$ | $\bar{r}_{(q = 1.0)}$ |
|-----|----------|-------------|-------------|-------------|-------------|-------------|-----------------|-----------------|
| 1-10, 12| 0.0117 (0.0058) | 0.0117 (0.0042) | 0.0122 (0.0152) | 0.0110 (0.0059) | 0.0109 (0.0030) | 0.0106 (0.0054) |                      |                  |
| 1-10, 12| 0.0118 (0.0056) | 0.0117 (0.0040) | 0.0123 (0.0151) | 0.0111 (0.0057) | 0.0110 (0.0029) | 0.0107 (0.0055) |                      |                  |
| 1-10, 12| 0.0122 (0.0040) | 0.0121 (0.0034) | 0.0127 (0.0144) | 0.0114 (0.0043) | 0.0113 (0.0014) | 0.0111 (0.0071) |                      |                  |
| 2.5 | 1-12, 16-40 | 0.0118 (0.0038) | 0.0117 (0.0034) | 0.0122 (0.0150) | 0.0110 (0.0039) | 0.0109 (0.0031) | 0.0106 (0.0053) |                      |                  |
| 2.5 | 1-12, 16-40 | 0.0118 (0.0056) | 0.0117 (0.0042) | 0.0122 (0.0150) | 0.0110 (0.0059) | 0.0109 (0.0031) | 0.0107 (0.0054) |                      |                  |
| 2.5 | 1-12, 16-40 | 0.0119 (0.0053) | 0.0119 (0.0037) | 0.0124 (0.0144) | 0.0112 (0.0054) | 0.0111 (0.0025) | 0.0108 (0.0059) |                      |                  |
| 2.5 | 1-12, 16-40 | 0.0117 (0.0058) | 0.0117 (0.0042) | 0.0122 (0.0148) | 0.0110 (0.0059) | 0.0109 (0.0031) | 0.0106 (0.0053) |                      |                  |
| 2.5 | 1-12, 16-40 | 0.0118 (0.0058) | 0.0117 (0.0042) | 0.0122 (0.0148) | 0.0110 (0.0059) | 0.0109 (0.0031) | 0.0106 (0.0053) |                      |                  |
| 2.5 | 1-12, 16-40 | 0.0119 (0.0053) | 0.0119 (0.0037) | 0.0124 (0.0144) | 0.0112 (0.0054) | 0.0111 (0.0025) | 0.0108 (0.0059) |                      |                  |
| 2.5 | 1-12, 16-40 | 0.0120 (0.0055) | 0.0120 (0.0036) | 0.0124 (0.0142) | 0.0112 (0.0054) | 0.0111 (0.0025) | 0.0108 (0.0059) |                      |                  |
| 4.0 | 1-10, 12-40 | 0.0108 (0.0029) | 0.0108 (0.0015) | 0.0115 (0.007) | 0.0110 (0.002) | 0.0115 (0.0011) | 0.0103 (0.0001) | 0.0100 (0.0001) | 0.0100 (0.0001) |
| 4.0 | 1-10, 12-40 | 0.0111 (0.0017) | 0.0110 (0.0002) | 0.0115 (0.0071) | 0.0110 (0.0014) | 0.0115 (0.0004) | 0.0100 (0.0001) | 0.0100 (0.0001) | 0.0100 (0.0001) |
| 4.0 | 1-10, 12-40 | 0.0113 (0.0001) | -0.0001 (0.0001) | 0.0117 (0.0004) | 0.0106 (0.0003) | 0.0106 (0.0004) | 0.0105 (0.0004) | 0.0105 (0.0004) | 0.0105 (0.0004) |
| 3 | 1-12, 16-40 | 0.0108 (0.0031) | 0.0107 (0.0018) | 0.0112 (0.0023) | 0.0102 (0.0026) | 0.0101 (0.0003) | 0.0099 (0.0003) | 0.0099 (0.0003) | 0.0099 (0.0003) |
| 3 | 1-12, 16-40 | 0.0109 (0.0027) | 0.0108 (0.0014) | 0.0113 (0.0019) | 0.0103 (0.0026) | 0.0102 (0.0001) | 0.0100 (0.0001) | 0.0100 (0.0001) | 0.0100 (0.0001) |
| 3 | 1-12, 16-40 | 0.0112 (0.0011) | 0.0111 (0.0004) | 0.0115 (0.0010) | 0.0105 (0.0004) | 0.0101 (0.0004) | 0.0099 (0.0003) | 0.0099 (0.0003) | 0.0099 (0.0003) |
| 3 | 1-12, 16-40 | 0.0108 (0.0031) | 0.0107 (0.0018) | 0.0112 (0.0023) | 0.0102 (0.0026) | 0.0101 (0.0003) | 0.0099 (0.0003) | 0.0099 (0.0003) | 0.0099 (0.0003) |
| 3 | 1-12, 16-40 | 0.0109 (0.0027) | 0.0108 (0.0014) | 0.0113 (0.0017) | 0.0103 (0.0026) | 0.0102 (0.0001) | 0.0100 (0.0001) | 0.0100 (0.0001) | 0.0100 (0.0001) |
| 3 | 1-12, 16-40 | 0.0112 (0.0011) | 0.0111 (0.0004) | 0.0115 (0.0010) | 0.0105 (0.0004) | 0.0101 (0.0004) | 0.0099 (0.0003) | 0.0099 (0.0003) | 0.0099 (0.0003) |

(continued)
Table 4: The coverage probability (the 95% confidence interval (CI))

| n   | T   | a1  | r  | CI (φ)       | CI (σ)       | CI (σ2)      | CH   | HPD  | CH   |
|-----|-----|-----|----|--------------|--------------|--------------|------|------|------|
| 5   |     | 1   | 14 | 0.9318(0.6119) | 0.9339(0.658) | 0.9450(0.6248) | 0.9180(0.6248) | 0.9180(0.6248) |
|     |     | 1   | 12 | 0.9290(0.6160) | 0.9330(0.6128) | 0.9380(0.6260) | 0.9330(0.6128) | 0.9380(0.6260) |
|     | 2   | 5   | 11 | 0.9330(0.6235) | 0.9318(0.6206) | 0.9390(0.6260) | 0.9330(0.6235) | 0.9318(0.6206) |
|     |     | 8   | 11 | 0.9286(0.6224) | 0.9298(0.6184) | 0.9408(0.6374) | 0.9298(0.6184) | 0.9408(0.6374) |
|     |     | 12   | 11 | 0.9254(0.6299) | 0.9210(0.6263) | 0.9396(0.6443) | 0.9254(0.6299) | 0.9210(0.6263) |
|     |     | 20   | 11 | 0.9322(0.6281) | 0.9298(0.6235) | 0.9418(0.6438) | 0.9232(0.5912) | 0.9244(0.5756) |
|     |     |      | 10 | 0.9304(0.6356) | 0.9274(0.6314) | 0.9386(0.6508) | 0.9232(0.5979) | 0.9236(0.5816) |
|     |     |     | 11  | 0.9346(0.5907) | 0.9344(0.5875) | 0.9442(0.5991) | 0.9442(0.5991) | 0.9442(0.5991) |
|     |     |     | 12  | 0.9348(0.5923) | 0.9322(0.5889) | 0.9404(0.6006) | 0.9424(0.5613) | 0.9240(0.5655) |
|     |     |     | 11  | 0.9318(0.6024) | 0.9302(0.6592) | 0.9400(0.6107) | 0.9410(0.5700) | 0.9280(0.5516) |
|     |     |     | 10  | 0.9300(0.6158) | 0.9278(0.6130) | 0.9372(0.6248) | 0.9400(0.5819) | 0.9240(0.5667) |

(continued)
(continued)

| $n$ | $T$ | $a_i$ | $r$ | $CI (\hat{r})$ | $CI (\hat{r}_1)$ | $CI (\hat{r}_2)$ | CrI | HPD CrI |
|-----|-----|------|-----|----------------|-----------------|-----------------|------|----------|
| 35  | 10, 35 | 0.9486(0.4257) | 0.9478(0.4245) | 0.9538(0.4324) | 0.9494(0.4136) | 0.9438(0.4072) |
| 32  | 10, 35 | 0.9500(0.4258) | 0.9490(0.4246) | 0.9538(0.4324) | 0.9492(0.4137) | 0.9436(0.4073) |
| 29  | 10, 35 | 0.9456(0.4270) | 0.9442(0.4258) | 0.9488(0.4332) | 0.9446(0.4150) | 0.9400(0.4085) |
| 35  | 12, 35 | 0.9486(0.4257) | 0.9486(0.4246) | 0.9538(0.4320) | 0.9498(0.4137) | 0.9434(0.4072) |
| 32  | 12, 35 | 0.9488(0.4258) | 0.9486(0.4246) | 0.9538(0.4320) | 0.9498(0.4137) | 0.9434(0.4072) |
| 29  | 12, 35 | 0.9490(0.4260) | 0.9484(0.4248) | 0.9532(0.4320) | 0.9500(0.4139) | 0.9439(0.4075) |
| 35  | 15, 40 | 0.9486(0.4257) | 0.9480(0.4245) | 0.9532(0.4318) | 0.9500(0.4137) | 0.9428(0.4072) |
| 32  | 15, 40 | 0.9488(0.4257) | 0.9480(0.4245) | 0.9530(0.4318) | 0.9504(0.4137) | 0.9426(0.4072) |
| 29  | 15, 40 | 0.9490(0.4259) | 0.9472(0.4247) | 0.9530(0.4318) | 0.9488(0.4139) | 0.9446(0.4074) |
| 35  | 18, 40 | 0.9486(0.4257) | 0.9480(0.4245) | 0.9532(0.4318) | 0.9500(0.4137) | 0.9428(0.4072) |
| 32  | 18, 40 | 0.9488(0.4257) | 0.9480(0.4245) | 0.9530(0.4318) | 0.9504(0.4137) | 0.9426(0.4072) |
| 29  | 18, 40 | 0.9490(0.4259) | 0.9472(0.4247) | 0.9530(0.4318) | 0.9488(0.4139) | 0.9446(0.4074) |

CI = confidence interval; CrI = credible interval; HPD = the highest posterior density.
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