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Abstract
How can one visually characterize photographs of people over time? In this work, we describe the Faces Through Time dataset, which contains over a thousand portrait images per decade from the 1880s to the present day. Using our new dataset, we devise a framework for resynthesizing portrait images across time, imagining how a portrait taken during a particular decade might have looked like had it been taken in other decades. Our framework optimizes a family of per-decade generators that reveal subtle changes that differentiate decades—such as different hairstyles or makeup—while maintaining the identity of the input portrait. Experiments show that our method can more effectively resynthesizing portraits across time compared to state-of-the-art image-to-image translation methods, as well as attribute-based and language-guided portrait editing models. Our code and data will be available at facesthroughtime.github.io.

CCS Concepts
• Computing methodologies → Image manipulation; Computer graphics; Computer vision;

1. Introduction
What would photographs of ourselves look like if we were born fifty, sixty, or a hundred years ago? What would Charlie Chaplin look like if he were active in the 2020s instead of the 1920s? Such is the conceit of popular diversions like old-time photography, where we imagine ourselves as we might have looked in an anachronistic time period like the Roaring Twenties. However, while many methods for editing portraits have been devised recently on the basis of powerful generative techniques like StyleGAN [KLA*20; KAH*20; SYTZ20; AZMW21; WLS21; APC21; OSF*20], little attention has been paid to the problem of automatically translating
portrait imagery in time, while preserving other aspects of the person portrayed. This paper addresses this problem, producing results like those shown in Figure 1.

To simulate such a “time travel” effect, we must be able to model and apply the characteristic features of a certain era. Such features may include stylistic trends in clothing, hair, and makeup, as well as the imaging characteristics of the cameras and film of the day. In this way, translating imagery across time differs from standard portrait editing effects that typically manipulate well-defined semantic attributes (e.g., adding or removing a smile or modifying the subject’s age). Further, while large amounts of data capturing these attributes are readily available via datasets like Flickr-Faces-HQ (FFHQ) [KLA19], diverse and high-quality imagery spanning the history of photography is comparatively scarce.

In this work, we take a step towards transforming images of people across time, focusing on portraits. We introduce Faces Through Time (FTT), a dataset containing thousands of images spanning fourteen decades from the 1880s to the present day. Faces Through Time is derived from the massive public catalog of freely-licensed images and annotations available through the Wikimedia Commons project. The extensive biographic depth available on Wikimedia Commons, as well as its organization into time-based categories, enables associating images with accurate time labels. In comparison to previous time-stamped portrait datasets, FTT is sourced from a wider assortment of images capturing notable identities varying in age, nationality, pose, etc. In contrast, a well-known prior dataset called The Yearbook Dataset [GRS*15] only contains US yearbook photos. In our work, we demonstrate FTT’s applicability for synthesis tasks. More broadly, the dataset can allow for exploration of a variety of analysis tasks, such as estimating time from images, understanding photographic styles across time, and discovering fashion trends (see Section 2). Figure 2 shows random samples from five different decades from FTT.

To transform portraits across time, we build on the success of Generative Adversarial Networks (GANs) for synthesizing high-quality facial images. In particular, we finetune the popular StyleGAN2 [KLA*20; KAH*20] generator network (trained on FFHQ) on our dataset. However, rather than modeling the entire image distribution of our dataset using a single StyleGAN2 model, we train a separate model for each decade. We introduce a method to align and map a person’s image across the latent generative spaces of the fourteen different decades (see Figure 4). Furthermore, we discover a remarkable linearity in each model’s generator weights, allowing us to fine-tune images with vector arithmetic on the model weights. This sets our approach apart from the many prior works that search for editing directions within a single StyleGAN2 model, [SYTZ20; SZ21; WLS21; AZMW21; APC21; PWS*21]. We find that by using multiple StyleGAN2 models in this way, our method is more expressive than these existing approaches. In addition, our classes are separated in a useful way for style transfer.

We demonstrate results for a variety of individuals from different backgrounds and captured during different decades. We show that prior methods struggle on our problem setting, even when trained directly on our dataset. We also perform a quantitative evaluation, demonstrating that our transformed images are of high quality and resemble the target decades, while preserving the input identity.

Our approach enables an Analysis by Synthesis scheme that can reveal and visualize differences between portraits across time, enabling a study of fashion trends or other visual cultural elements (related to, for instance, a New York Times article that discusses how artists use digital tools to imagine what George Washington would have looked like had he lived today).

In summary, our key contributions are:

- **Faces Through Time**, a large, diverse and high-quality dataset that can serve a variety of computer vision and graphics tasks,
- a new task—transforming faces across time—and a method for performing this task that uses unique vectorial transformations to modify generator weights across different models,
- and quantitative and qualitative results that demonstrate that our method can successfully transform faces across time.

2. Related Work

2.1. Image analysis across time

While common image datasets such as ImageNet [DDS*09] and COCO [LMB*14] do not explicitly use time as an attribute, those that do show unique characteristics. Here we focus on image datasets that feature people.

**Datasets.** The Yearbook Dataset [GRS*15] is a collection of 37,921 front-facing portraits of American high school students from the 1900s to the 2010s. The authors design models to predict when a portrait is taken. They also analyze the prevalence of smiles, glasses, and hairstyles across different eras. The IMAGO Dataset [SAL*20] contains over 80,000 family photos from 1845 to 2009. Images are labeled in “socio-historical classes” such as free-time or fashion. Hsiao and Grauman [HG21] collect news articles and vintage photos and build a dataset that feature fashion trends in the 20th century. Our dataset contains portraits from a much wider age range (the Yearbook Dataset focuses on high school students), from diverse geographic areas (the IMAGO Dataset focuses on Italian families), and exhibiting rich variation in occupation and styles (not just fashion images).

**Analysis.** A standard task applicable to images with temporal information is to predict when they were taken, i.e., the date estimation problem. Müller-Budack et al. [MSE17] train two GoogleLeNet models, one for classification and one for regression to predict the date of a photo. Salem et al. [SWZJ16] train different CNNs for date estimation using the face, torso, and patch of a portrait image. Other rich information can also be learned from temporal image collections. In StreetStyle and GeoStyle [MBS17; MMH*19], a worldwide set of images taken between 2013-2016 were analyzed to discover spatio-temporal fashion trends and events. In [HG21], topic models and clusterings are used to discover trends in news and vintage photos. Additionally, in [LEH13], a weakly-supervised approach is used to discover stylistic trends in cars over the decades. [LMC*15] learn trends over two centuries of architecture using Street View images. [MS14; LGZ*20] also disentangle pictures of buildings in a spatio-temporal way to see how structures have changed over time. Unlike prior works that focus on analyzing temporal characteristics in the data, we work on the more challenging task of modifying such characteristics.
2.2. Portrait editing

Editing of face attributes has been extensively studied since before the deep learning era. A classic approach is to fit a 3D morphable model [BV99; EST*20] to a face image and edit attributes in the morphable model space. Other methods that draw on classic vision approaches includes Transfiguring Portraits [Kem16], which can render portraits in different styles via image search, selection, alignment, and blending. Given the recent success of StyleGAN (v1 [KLA19], v2 [KLA*20], and v3 [KAL*21]) in high-quality face synthesis and editing, many works focus on editing portrait images using pre-trained StyleGAN models. In these frameworks, a photo is mapped into a code in one of StyleGANs latent spaces [XZY*21]. Feeding the StyleGAN generator with a modified latent code yields a modified portrait [SYTZ20; WLS21]. To find the latent code of an input image, one can directly optimize the code so that the StyleGAN can reconstruct the inputs [AQW19; WT20] or train a feed-forward network such as pSp [RAP*21] and e4e [TAN*21] that directly predicts the latent code. We adopt an optimization-based procedure to obtain better facial details.

Once a latent code of an image is obtained, portrait image editing can be done in the latent space with a pre-trained StyleGAN generator. Directions for change of viewpoint, aging, and lighting of faces can be found by PCA in the latent space [HHLP20], or from facial attributes supervision [SGTZ20]. Shen and Zhou [SZ21] find that editing directions are encoded in the generators’ weights and can be obtained by eigen decomposition. Collins et al. [CBPS20] perform local editing of portraits by mixing layers from reference and target images. Alternatively, the StyleGAN generator can also be modified for portrait editing. StyleGAN-nada [GMP*21] and StyleCLIP [PWS*21] use CLIP [RKH*21] to guide editing on images with target attributes. Toonify [PA20] uses layer-swapping to obtain a new generator from models in different domains. Similar to StyleAlign [WNSL21], we obtain a family of generators by finetuning a common parent model on different decades. The style change of a face is achieved by obtaining the latent code of the input image and feeding it into a modified target StyleGAN generator using PTI [RMBC21]. Our method is conceptually simple and doesn’t require exploring the latent space.

Age editing on portraits is related to our task since both involve modifying the temporal aspects of an image. In the work of Or-El, et al. [OSF*20], age is represented as a latent code and applied to the decoder network of the face generator. An identity loss is used to preserve identities across ages. Alaluf et al. [APC21] design an age encoder that takes a portrait and a target age, produces a style code modification on pSp-coded styles and generates a new portrait with the target age. In contrast, our editing aims to change the decade a photo was taken without altering the subject’s age.

GANs can also be used to recolor historic photographs [ZZI*17; Ant19; LZY*21]. In particular, Time-Travel Rephotography [LZY*21] uses a StyleGAN2 model to project historic photos into a latent space of modern high-resolution color photos with modern imaging characteristics. Rather than focusing solely on low-level characteristics like color, our method alters a diverse collection of visual attributes, such as facial hair and makeup styles. Moreover, our method can transform images across a wide range of decades, instead of learning binary transformations between “old” and “modern” as in [LZY*21].

3. The Faces Through Time Dataset

Our Faces Through Time (FTT) dataset features 26,247 images of notable people from the 19th to 21st centuries, with roughly 1,900 images per decade on average. It is sourced from Wikimedia Commons (WC), a crowdsourced and open-licensed collection of 50M images.

We automatically curate data from WC to construct FTT (Figure 2) as follows: (1) The “People by name” category on WC contains 407K distinct people identities. We query each identity’s hierarchy of people-centric subcategories (similar to [CKA*21]) and organize retrieved images by identity. (2) We use a Faster R-CNN model [RHGS15; JL17; RR17] trained on the WIDER Face dataset.
[YLLT16] as a face detector. For each detected face, 68 facial landmarks are found using the Deep Alignment Network [KNT17], and alignments are applied as in the FFHQ dataset [KLA19] given these landmarks. (3) We devise a clustering method based on cue- finding in face similarity graphs to group faces by identities (see appendix). This resolves ambiguities in photos that feature multiple people. (4) We gather additional samples without biographic information from the “19th Century Portrait Photographs of Women” and “20th Century Portrait Photographs of Women” categories. These make up about 15% of the dataset.

We leverage image metadata, identity labels, and biographic information available in WC to further assist in balancing and filtering our data. We discard any photos without time labels or taken before 1880, and sample a subset of 3,000 faces each for the 2000s and 2010s decades (which tend to feature many more images than other decades) to maintain a roughly balanced distribution of images across decades. For images where the identity is known, we further filter by only keeping images where the identity is between 18 and 80 years old (comparing the image timestamp and identity’s birth year). We also estimate face pose using Hopenet [RCR18] and remove images with yaw or pitch greater than 30 degrees. After these automated collection and filtering steps, we manually inspected the entire dataset and removed images with clearly incorrect dates, images that were not cropped properly, images that were duplicates of other identities, and images featuring objectionable content. This resulted in a removal of 6% of the assembled data.

The total number of samples from each decade in our curated dataset, demographic and other biographic distributions, and further implementation details can be found in our supplementary material. We create train and test splits by randomly selecting 100 images per decade as a test set, with the remaining images used for training. Samples from the dataset are shown in Figure 2.

As detailed in Section 2, the Yearbook dataset [GRS*15] is another dataset that spans multiple decades and could potentially allow for transforming faces across time. However, it is grayscale only, contains one age group, and critically, its images are low resolution (186 × 171). In the supplementary material, we show that high-quality synthesized images cannot be obtained using this dataset, further highlighting the benefit of our FTT dataset.

4. Transforming Faces Across Time

Given a portrait image from a particular decade, our goal is to predict what the same person might look like across various decades ranging from 1880 to 2010. The key challenges are: (1) maintaining the identity of the person across time, while (2) ensuring the result fits the natural distribution of images of the target decade in terms of style and other characteristics. We present a novel two-stage approach that addresses these challenges. Figure 3 shows an overview of our approach.

First, rather than training a single generative model that covers all decades (e.g., [OSF*20]), we train a family of StyleGAN models, one for each decade (Section 4.1, Figure 4). These are obtained by fine-tuning the same parent model, resulting in a set of child models whose latent spaces are roughly aligned [WNSL21], as described in Section 4.1. The alignment ensures that providing the same latent code to different models results in portraits with similar high-level properties, such as pose. At the same time, the resulting images exhibit the unique characteristics of each decade. Given a real portrait from a particular decade, it is first inverted into the latent space of the corresponding model, and the resulting latent code can then be fed into the model of any desired target decade. Our approach makes it unnecessary to search for editing directions in the latent space (e.g., [SYTZ20; HHL20]).

Next, to better fit the identity of the input individual, we apply single-image finetuning of the family of per-decade StyleGAN generators (Section Section 4.2). Specifically, we introduce Transferable Model Tuning (TMT), a modified PTI (Pivotal Tuning Inversion) [RMBC21] procedure, to obtain an adjustment for the weights of the source decade generator, and apply the resulting adjustment to the target generator(s). This input-specific adjustment is done in the generator’s parameter space, enabling us to better preserve the input individual’s identity, while maintaining the style and characteristics of the target decade. We now describe these two stages in more detail.

4.1. Learning coarsely-aligned decade models

We are interested in learning a family of StyleGAN2-ADA generators [KAH*20] for each of which maps a latent vector \( w \in \mathbb{R} \) to an RGB image. For each decade, we finetune a separate StyleGAN model with weights initialized from an FFHQ-pretrained model. We call the FFHQ-pretrained model the parent model \( G_p \), and the finetuned network for decade \( t \) the child model \( G_t \). Consistent with the findings in prior work [WNSL21], we observe that the collection of generators \( \{ G_t \}, t \in \{1880, \ldots, 2010\} \) exhibits semantic alignment of faces generated from the same latent code \( w \): they share similar face poses and shapes. However, various fine facial characteristics such as eyes and noses, which are important for recognizing a person, often drift from one another (as evident in Figures 4 and 8).

To better preserve identity across decades when finetuning each child model, to the standard StyleGAN objective \( L_{GAN} \) we add an identity loss. Specifically, we measure the cosine similarity between ArcFace [DGXZ19] embeddings of images generated by \( G_p \) and by \( G_t \):

\[
L_{ID} = 1 - \cos \text{sim}(\text{ArcFace}(G_p(w)), \text{ArcFace}(G_t^B(w))).
\]

A similar loss is used in [RAP*21]. However, since the ArcFace model was only trained on modern day images, we found that this raw identity loss performed poorly on historical images, due to the domain gap. To solve this issue, we use a blended version \( G_t^B(w) \) instead of the original \( G_t(w) \). We create \( G_t^B(w) \) using layer swapping [PA20] to mix \( G_p(w) \) and \( G_t(w) \) at different spatial resolutions: we combine the coarse layers of the child model \( G_t(w) \) with the fine layers of the parent model \( G_p(w) \). By doing so, we “condition” our input image for the identity loss by making its colors more similar to the image generated by the parent, and thus more similar to the distribution of the images used to train the ArcFace model. Figure 3 (left) shows that the blended (middle) image retains the structure of the 1900s image, but its colors better resemble those of a modern day photo. In addition, this technique restricts the identity loss to focus on layers which generally control head shape, position, and
Learning Decade Models

**Figure 3: Overview of our method.** Left: We first train a family of StyleGAN models, one for each decade, using adversarial losses and an identity loss on a blended face, which resembles the parent model in its colors. Right: Afterwards, each real image is projected onto a vector $w$ on the decade manifold (1960 in the example above). We learn a refined generator $G_t'$ and transfer the learned offset to all models (this process is visualized in Figure 5). To better encourage the refined model to preserve facial details, we mask the input image and apply all losses in a weighted manner (further described in the text).

Single-image Refinement

**Figure 4:** We finetune a family of decade generators (child models) from an FFHQ-trained parent model. While each generator captures unique styles, the generated images from the same latent code are aligned in terms of high-level properties such as pose.

4.2. Single-image refinement and transferable model tuning

As previously described, we first train the family of aligned StyleGAN models with randomly sampled latent codes from $W$ and our collections of real per-decade images. Given these coarsely-aligned per-decade models, we are given a single real face image as input and aim to generate a set of faces across various decades. In order to better preserve the identity of the input image across these decades, we introduce Transferable Model Tuning (TMT). TMT is inspired by PTI [RMBC21], which is a procedure for optimizing a model’s parameters to better fit to an input image after GAN inversion. TMT extends PTI from a single generator model to a family of models. Our TMT procedure produces a set of face images where the identity is preserved in the presence of changing style over time (Figure 5).

Specifically, given an input image $x$ from decade $t$, we first obtain its latent code $w \in W$ using the projection method from StyleGAN2: $w = \arg\min_{w} ||x - G_t(w; \theta_t)||$, where $\theta_t \in \Theta$ is the vector of all parameters in $G_t$. We only work with child models in this stage. As the first step of TMT, we fix the obtained latent code $w$ and optimize over $\theta_t$ to obtain a new model $G_t'$ with parameters $\theta_t'$ (Figure 3, right).

$$\theta_t' = \arg\min_{\theta_t} ||x - G_t(w; \theta_t)||.$$  \hspace{1cm} (2)

Tuning in the parameter space $\Theta$ of generators, instead of only working in the latent space $W$ as in previous work [NBLC20], allows us to better fit the facial details of the input individual, such as eyes and expression. Treating $\theta_t$ and $\theta_t'$ as vectors in the parameter space $\Theta$, this tuning can be thought of as applying an offset $\Delta \theta = \theta_t' - \theta_t$ to the original model.

We found that this $\Delta \theta$ offset is surprisingly transferable from one TMT-tuned generator to all other decade generators in the parameter space $\Theta$. Concretely, to obtain the style-transformed face of $x$ in any target decade $d$, we simply apply:

$$x_d = G_d(w; \theta_d + \Delta \theta),$$  \hspace{1cm} (3)

where $G_d$ is the generator for decade $d$ and $\theta_d$ is the vector of all its parameters. We visualize the learned TMT offsets for two different input images in Figure 5. As illustrated in the figure, these offsets greatly improve the identity preservation of synthesized portraits.

Intuitively, $\Delta \theta$ “refines” the parameters of the generator family to the single input face image to reconstruct better facial details.
We hypothesize that the found $\Delta \theta$ offsets mainly focus on improving identities. Since the coarsely-aligned family of generators share similar weights that are responsible for identity-related features, those offsets are easily transferable. While most prior works, e.g., [SYTZ20; HHL20; WLS21] modify images using linear directions in various latent spaces of StyleGAN, we are the first to apply a linear offset in the generator parameter space, to a collection of generators. We hope our work will inspire future investigations on understanding the linear properties in GAN’s parameter spaces. An analysis of the effects of applying TMT to a family of models can be found in the supplementary material.

As demonstrated in Figure 3 (right), to focus the loss computation on facial details instead of hair and background, we apply masks to images before calculating the losses. We use a DeepLab segmentation network [CZP*18] trained on CelebAMask-HQ photos [OSF*20; LLWL20]. Empirically, we determine it is best to apply a weight of 1.0 on the face, 0.1 on the hair and 0.0 elsewhere. We put a small weight on the hair to accurately reconstruct it, as it does contribute to the image’s stylization. However, we do not want to prioritize it over facial features. In addition, we find that it is best to keep StyleGAN’s ToRGB layers frozen. Otherwise, color artifacts are introduced into the generators. We follow the objectives introduced in [RMBC21] and minimize a perceptual loss ($L_{	ext{lpips}}$), and a reconstruction loss ($L_{2}$). In addition, we add another identity loss ($L_{id}$) to further enhance identity preservation for the generated images.

Using our two-stage approach, for each portrait, we obtain a set of faces that maintain the identity as well as demonstrate diverse styles across decades.

5. Results and Evaluation

We conduct extensive experiments on the Faces Through Time test set. We compare our approach to several state-of-the-art techniques across a variety of metrics that quantify how well transformed images depict their associated target decades and to what extent the identity is preserved. We also present an ablation study to examine the impact of the different components of our approach. Additional uncurated results and visualizations of the full test set (1,400 individuals) are in the supplementary material.

5.1. State-of-the-art Image Editing Alternatives

As no prior works directly address our task, we adapt commonly used image editing models to our setting and perform comprehensive comparisons.

Image-to-image translation. Unpaired image-to-image translation models learn a mapping between two or more domains. We train a StarGAN v2 [CUYH20] model on our dataset, where decades are domains. Because the quantitative metrics between our model and StarGAN are so similar, we show a detailed qualitative comparison between our model and StarGAN in the supplementary material, over a set of individuals balanced by ethnicity and gender. We see that StarGAN has a poor understanding of skin tone and overall identity, which is critical for our real-world applications. Results on another model, DRIT++ [LTM*20], are in the supplementary material.

Attribute-based editing. We consider each decade as a facial attribute and compare against recent works performing attribute-based edits. While many attributes in prior work are binary [SYTZ20; HHL20], our decade attribute has multiple classes. By comparison, age-based transformation is more similar to our problem setting, as age is often broken up into $K$ bins [OSF*20]. We compare against SAM [APC21], a recent age-based transformation technique that also operates in the StyleGAN space.

Language-guided editing. Weakly supervised methods that leverage powerful image-text representations (e.g. CLIP [RKH*21]) have demonstrated impressive performance in portraits editing. We compare against: (i) StyleCLIP [PWS*21], which learns latent directions in StyleGAN’s $W$+ space for a given text prompt, and (ii) StyleGAN-nada (StyleNADA) [GPM*21], which modifies the weights of the StyleGAN generator based on textual inputs. For both models, we used the text prompt “A person from the [XYZ]0s”, where [XYZ]0 is one of FTT’s 14 decades (1880-2010).
For StyleCLIP, we use models trained on both FFHQ and FTT. Because StyleGAN-nada is designed for out-of-domain changes, we experiment with how well it can modify the generator from the FFHQ space to various decades in our dataset. We use 100 FFHQ photos. We compare these two baselines to how well our model can transform FFHQ images to each of the 14 decades.

**Conditioning on a single model vs. multiple models.** We train one model for each decade as done in StyleAlign [WNSL21] because it is difficult to disentangle each decade’s style in a single model. The modifications we made to SAM [APC21], such as adding a decade classifier, can be considered a straightforward way to condition decade labels on a single model’s latent space. In addition, StyleCLIP [PWS*21] also uses a single fine-tuned model to transform images within a GAN’s latent space. Our results show that these single-model methods struggle to understand the style of each decade, as compared to our multiple-model approach.

**Time Travel Rephotography.** Similar to our method, Time Travel Rephotography [LZY*21] is designed to imagine what a historical person would have looked like in another time period (and can only perform a transformation to modern imagery). However, the authors focus primarily on image restoration as opposed to changing a person’s style or fashion. We see that Time Travel Rephotography improves camera quality and lighting instead of changing hairstyles and other stylistic features as our model does. Technically, [LZY*21] inverts their photos into a pretrained StyleGAN on FFHQ instead of training new models on data for each decade. We provide visual comparisons between our model and Time Travel Rephotography in the supplementary material.

### 5.2. Metrics

**Visual quality.** We use the standard FID [HRU*17; Sei20] metric as well as the Kernel Mean Maximum Discrepancy Distance (KMMD) [WGB*20] metric. As image quality varies across decades, we compute scores between real and edited portraits separately for each decade and then average over all decades. Because FID can be unstable on smaller datasets [CF19], similar to prior work [NH19; WGB*20], we measure KMMD [WGB*20] on Inception [SVI*16] features. Experimentally, we find that these two scores are highly sensitive to an image’s background. Therefore, we compute the scores on images of size 256 × 256 cropped to 160 × 160 pixels.

**Decade style.** We evaluate how well the generated samples capture the style of the target decade using a EfficientNetB0 classifier [TL19] that we trained separately. Using the classifier, we define the Decade Classification Accuracy (DCA). We follow prior works [GJ09] and report three metrics: DCA0, DCA1, and DCA2, where DCAp measures the accuracy within a tolerance of p decades.

**Identity preservation.** We use the Amazon Rekognition service to measure how well a person’s identity has been preserved in generated portraits. Their compareFaces operation outputs a similarity score between two faces. As a metric, we report ID_per – the fraction of successful identity comparisons. We consider a comparison to be successful if its similarity score is above a certain threshold (set empirically to 1.0).

### 5.3. Results

We present test set performance for all methods in Table 1 and qualitative results in Figure 6. Results on the full test set (1400 samples) are provided using an interactive viewer as part of our supplementary material. We provide additional results on StyleGAN-nada’s effect on FFHQ input images in Figure 7. We see that our method performs well numerically in terms of all metrics. Although StarGAN also performs well in FID and KMMD, the style changes by StarGAN are mostly about color; there are few changes to makeup, hair, and beards, whereas our model can perform such changes. Our method also has fewer artifacts. As illustrated in Figure 7, modifications from StyleGAN-nada are more caricature-like than realistic. As a result, StyleGAN-nada performs poorly with respect to FID, KMMD, and DCA metrics. For StyleCLIP and SAM, the identity preservation is near 1.0 because their changes are generally limited to color. Nonetheless, our model still successfully matches input and transformed images in most cases (for 93% and 99% of samples, for FFHQ and FTT images, respectively), while generating significant changes in styles. While SAM performs the best with respect to DCA, we believe this is advantaged because SAM used the same classifier during training as a loss function. In fact, in Figure 6, SAM demonstrates little change across decades. We suspect that the classifier is leading SAM to overfit to noise, instead of truly changing an image’s style.

From our results we can discern interesting details that provide insight into style trends across time. For example, as illustrated in the top left example in Figure 6, we see that the individual adopts a bob haircut, one popularized by Irene Castle, and strongly associated with the flapper culture of the Roaring Twenties. Later on, we notice more contemporary hair styles. Finally, in the 2010s, we see that women tend to adopt longer hairstyles. Despite these generalizations, the portraits remain well-conditioned on the input, reflecting an individual’s identity and aspects of their personal style. For instance, the individual on the left with the long mustache maintains facial hair across the decade transformations, although in very different styles. In the bottom left example, we observe glasses that change style over time. Not only does our model generate realistic transformations, but also captures the nostalgia of various time periods.
Figure 6: Qualitative Results. Above we compare results generated by baselines and our technique. The red box indicates the inversion of the original input. We observe that our approach allows for significant changes across time while best preserving the input identity. While SAM and StarGAN are able to stylize images, these changes are mostly limited to color. StyleCLIP struggles to generate meaningful changes. Please refer to the supplementary material for qualitative results on the full test set.
5.4. Ablations

We present ablations on components in our approach in Table 2 and Figure 8. Specifically, we train five ablated models: (1) without the identity loss (for learning decade models), (2) without the blended image obtained using layer swapping, (3) without TMT, (4) without the identity loss (during TMT), and (5) without masking the images. The first ablation is akin to finding the nearest neighbor of an image in the StyleGAN $V$ space using latent projection. As shown in the first row of the table, our baseline method already captures a decade’s style well. However, the images are not aligned with respect to an input’s identity, which is reflected in its low IDacc score. As a result, $L_{id}^{(I)}$, $L_{id}^{(II)}$, and TMT are necessary for identity preservation. In addition, we find that using masks during TMT reduces artifacts in generated images as it allows for an accurate inversion in the facial region and larger modifications in other regions in the image. Empirically, we notice that this reduces noise and improves decade classification. While FID, KMMD and DCA scores remain similar across the ablations, our full model shows strong improvement in IDacc, which is the main objective of $L_{id}^{(II)}$ and our proposed TMT stage. We also experimentally find that $W$+ spaces [RAP*21] are less well aligned than the $V$ space. More details are in the supplementary material.

Table 2: Ablation study evaluating the effect of the identity loss while learning decade models ($L_{id}^{(I)}$) and during TMT ($L_{id}^{(II)}$), using a blended image with layer swapping (LS), TMT, and masking the images during TMT (Mask).

6. Ethical Discussion

Face datasets—and the tasks that they enable, such as face recognition—have been subject to increasing scrutiny and recent work has shed light on the potential harms of such data and tasks [DRD*20; GNH19]. With awareness of these issues, our dataset was constructed with attention to ethical questions. The images in our dataset are freely-licensed and provided through a public catalog. We will include the source and license for each image in our dataset. As part of our terms of use, we will only provide our dataset for academic use under a restrictive license. Furthermore, our dataset does not contain identity information (and only includes one face per identity), and therefore cannot readily be used for facial recognition. Nonetheless, our dataset does inherit biases that are present in Wikimedia Commons. For instance, the data is gender imbalanced, containing a ratio of roughly 2 : 1 male to female samples (according to the binary gender labels available on Wikimedia Commons, which are annotated by Wikipedia contributors). While such biases can be mitigated by balancing the data for training and evaluation purposes, we plan to continue gathering more diverse data to address this underlying bias in the data. For additional details on various features of our dataset, please refer to the accompanying datasheet [GMV*21].

There are also ethical considerations relating to the risks of using portrait editing for misinformation. Our task is perhaps less sensitive in this regard, since our explicit goal is to create fanciful imagery that is clearly anachronistic. That said, any results from such technology should be clearly labeled as imagery that has been modified.

7. Conclusion

We present a dataset and method for transforming portrait images across time. Our Faces Through Time dataset spans diverse geographical areas, age groups, and styles, allowing one to capture the
essence of each decade via generative models. By learning a family of generators and efficient tuning offsets, our two-stage approach allows for significant style changes in portraits, while still preserving the appearance of the input identity. Our evaluation shows that our approach outperforms state-of-the-art face editing methods. It also reveals interesting style trends existing in various decades. However, our method still has limitations. As with any data-driven technique, our results are affected by biases that exist in the data. For instance, females with short hair are less common at the beginning of the 20th century, which may yield gender inconsistencies when transforming a short-haired modern female face to these early decades, including unexpected changes in visual features often associated with gender. In the future, we plan to explore methods that can improve consistency, perhaps by devising a way to jointly optimize models for different decades that better enforces consistency among them. Finally, we envision that future uses of our data could go beyond the synthesis tasks we consider in our work, and explore the combination of both analysis and synthesis.
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