Collective modes of a spin-orbit-coupled superfluid Fermi gas in a two-dimensional optical lattice: a comparison between the Gaussian approximation and the Bethe-Salpeter approach
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A functional integral technique and a Legendre transform are used to give a systematic derivation of the Schwinger-Dyson equations for the generalized single-particle Green’s function and the Bethe-Salpeter equation for the two-particle Green’s function and the associated collective modes of a population-imbalanced spin-orbit-coupled atomic Fermi gas loaded in a two-dimensional optical lattice at zero temperature. The collective-mode excitation energy is calculated within the Gaussian approximation, and from the Bethe-Salpeter equation in the generalized random phase approximation assuming the existence of a Sarma superfluid state. It is found that the Gaussian approximation overestimates the speed of sound of the Goldstone mode. More interestingly, the Gaussian approximation fails to reproduced the rotonlike structure of the collective-mode dispersion which appears after the linear part of the dispersion in the Bethe-Salpeter approach.

We use the Gaussian approximation and the Bethe-Salpeter approach to investigate the speed of sound of a balanced spin-orbit-coupled atomic Fermi gas near the boundary of the topological phase transition driven by an out-of-plane Zeeman field. It is shown that within both approaches, the minimum of the speed of sound is located at the topological phase transition boundary, and this fact can be used to confirm the existence of a topological phase transition.

PACS numbers: 03.75.Kk, 03.75.Ss, 67.85.Lm

I. INTRODUCTION

Topological superfluidity is an interesting state of matter, partly because it is associated with quasiparticle excitations which are Majorana fermions. The basic physics behind the emergence of the Majorana fermion excitations is the existence of s-wave superfluidity, nonvanishing spin-orbit coupling (SOC), and Zeeman splitting. In this context, calculating the dispersion of the collective modes when the pseudospin of atoms can couple with not only the effective Zeeman field, but also with the orbital degrees of freedom of atoms is an important and interesting problem by itself.

The recent experimental breakthroughs in realization of spin-orbit coupling (SOC) in ultracold atomic gases have opened up possibilities for investigating the phase diagram, the single-particle and the collective-mode excitations of superfluid Fermi gases in optical lattices in the presence of SOC and Zeeman fields. It is widely accepted among the optical-lattice community that the attractive Fermi-Hubbard model captures the s-wave superfluidity of cold fermion atoms in optical lattices. According to this model, two fermion atoms of opposite pseudospins on the same site have an attractive interaction energy $U$, while the probability to tunnel to a neighboring site is given by the hopping parameter $J$:

$$H_U = - \sum_{<i,j>,\sigma} J_{ij} \hat{\psi}_i^{\dagger} \hat{\psi}_j, \sigma - U \sum_i \hat{n}_i, \uparrow \hat{n}_i, \downarrow - \sum_i \mu_\sigma \hat{n}_i, \sigma.$$

Here, $J_{ij}$ is the tunneling strength of the atoms between nearest-neighbor sites, and $\hat{n}_i, \sigma = \hat{\psi}_i^{\dagger}, \sigma \hat{\psi}_i, \sigma$ is the density operator on site $i$. The Fermi operator $\hat{\psi}_i, \sigma$ ($\hat{\psi}_i^{\dagger}, \sigma$) creates (destroys) a fermion on the lattice site $i$ with pseudospin projection $\sigma = \uparrow, \downarrow$. The symbol $\sum_{<ij>}$ means sum over nearest-neighbor sites of the two-dimensional (2D) lattice.

In this paper we assume the existence of nonvanishing Rashba SOC in the xy plane and a Zeeman field along the z direction, so the Hamiltonian of the system is $\tilde{H} = \tilde{H}_U + \tilde{H}_{SOC} + \tilde{H}_Z$. In the case of a 2D optical lattice the SOC part of the Hamiltonian is given by

$$\tilde{H}_{SOC} = -i\lambda \sum_{<i,j>} \left( \psi_{i,\uparrow}^{\dagger}, \psi_{j,\downarrow} \right) \left( \vec{\sigma} \times \mathbf{d}_{i,j} \right)_z \left( \psi_{i,\uparrow}, \psi_{j,\downarrow}^{\dagger} \right),$$

where $\lambda$ is the Rashba SO coupling coefficient, $\vec{\sigma} = (\sigma_x, \sigma_y, \sigma_z)$, $\sigma_{x,y,z}$ are the Pauli matrices, and $\mathbf{d}_{i,j}$ is a unit vector along the line that connects site $j$ to $i$.

The out-of-plane Zeeman field is described by the term $\tilde{H}_Z$:

$$\tilde{H}_Z = \hbar \sum_i \left( \psi_{i,\uparrow}^{\dagger}, \psi_{i,\downarrow} \right) \sigma_z \left( \psi_{i,\uparrow}, \psi_{i,\downarrow}^{\dagger} \right).$$

The simplest way to study the collective excitations of the above-mentioned model is to apply functional integral technique which requires the representation of the Hubbard interaction in terms of squares of one-body charge and spin operators. It is possible to resolve the Hubbard interaction into quadratic forms of spin and electron number operators in an infinite number of ways by applying the Hubbard-Stratonovich transformation. If no approximations were made in evaluating the functional integrals, it would no matter which of the ways is chosen. When approximations are taken, the final result depends on a particular form chosen.
One of the most common ways to apply the Hubbard-Stratonovich transformation is to introduce the energy gap as an order parameter field, which allows us to integrate out the fermion fields and to arrive at an effective action. The next steps are to consider the state which corresponds to the saddle point of the effective action, and to write the effective action as a series in powers of the fluctuations and their derivatives. The exact result can be obtained by explicitly calculating the terms up to second order in the fluctuations and their derivatives. This approximation is called the Gaussian approximation.

In the case of vanishing SOC and $h_z = 0$, the Gaussian approximation provides the following equation for the collective mode dispersion $\omega(Q)$ of homogeneous superfluid Fermi gases at a zero temperature:

$$0 = 1 + U (I_{\gamma,\gamma} + I_{l,l}) + U^2 \left( I_{\gamma,\gamma} I_{l,l} - J_{\gamma,l}^2 \right),$$

where $I_{\gamma,\gamma} = I_{\gamma,\gamma}(\omega, Q)$, $I_{l,l} = I_{l,l}(\omega, Q)$ and $J_{\gamma,l}(\omega, Q)$ are defined in the Appendix.

Instead of introducing the energy gap as an order parameter field, one can transform the quartic terms to a quadratic form by introducing a four-component boson field which mediates the interaction of fermions. This approach is similar to the situation in quantum electrodynamics, where the photons mediate the interaction of electric charges. This similarity allows us to apply the powerful method of Legendre transforms, to derive the Schwinger-Dyson (SD) equation $G^{-1} = G^{(0)-1} - \Sigma$, and the Bethe-Salpeter (BS) equation $[K^{(0)-1} - I] \Psi = 0$ for the poles of the single-particle Green’s function, $G$, and the poles of the two-particle Green’s function, $K$, respectively. Here, $G^{(0)}$ is the free single-particle propagator, $\Sigma$ is the fermion self-energy, $I$ is the BS kernel, and the two-particle free propagator $K^{(0)} = GG$ is a product of two fully dressed single-particle Green’s functions. The kernel of the BS equation is defined as a sum of the direct interaction, $J_\theta = \delta \Sigma F / \delta G$, and the exchange interaction $I_{exc} = \delta \Sigma H / \delta G$, where $\Sigma F$ and $\Sigma H$ are the Fock and the Hartree parts of the fermion self-energy $\Sigma$. Since the fermion self-energy depends on the two-particle Green’s function, the positions of both poles must to be obtained by solving the SD and BS equations self-consistently.

It is widely accepted that the generalized random phase approximation (GRPA) is a good approximation for the collective excitations in a weak-coupling regime, and therefore, it can be used to separate the solutions of the SD and the BS equations. In this approximation, the single-particle excitations are obtained in the mean field approximation (or by solving the Bogoliubov-de Gennes equations in a self-consistent fashion); while the collective modes are obtained by solving the BS equation in which the single-particle Green’s functions are calculated in Hartree-Fock approximation, and the BS kernel is obtained by summing ladder and bubble diagrams. The BS equation in the GRPA has been used to obtain the collective-mode spectrum of an imbalanced Fermi gas in a deep optical lattice.

In the GRPA, the equation for the collective mode dispersion $\omega(Q)$ of homogeneous superfluid Fermi gases at a zero temperature is replaced by the following one:

$$0 = 1 + (I_{l,l} + I_{\gamma,\gamma} + I_{m,m}) U + (I_{l,l} I_{\gamma,\gamma} - J_{\gamma,l}^2)$$
$$- \frac{1}{2} I_{l,m}^2 + I_{l,l} I_{m,m} - J_{\gamma,m}^2 + I_{m,m} I_{\gamma,\gamma} U^2 + (-I_{m,m} J_{\gamma,m}^2 + 2 I_{l,m} J_{\gamma,m} - I_{l,l} J_{\gamma,m}^2) I_{\gamma,m} + I_{l,l} I_{m,m} I_{\gamma,\gamma} U^3.$$

In Fig. 1 and Fig. 2, we present the collective-mode dispersions $\omega(Q_x)$ in a one-dimensional (1D) optical lattice, and $\omega(Q_x, Q_y)$ in a 2D lattice along the $Q_x = 0$ direction, both obtained by numerically solving Eqs. (1) and (2). The speed of sound is defined by the slope of the Goldstone-mode dispersion in the limit $Q \rightarrow 0$. When the Gaussian approach is used, the speed of sound in the 1D case is $u = 1.30 Ja/\hbar$, while the GRPA provides $u = 0.96 Ja/\hbar$. In the 2D case, the corresponding speeds are $u = 2.00 Ja/\hbar$, and $u = 1.30 Ja/\hbar$, respectively. In both cases, the speed of sound is overestimated by the Gaussian approximation. In a diagrammatic language, Eq. (1) can be derived by summation of the infinite sequences of graphs in the ladder approximation. Thus, one can say that the speed of sound decreases when the exchange interaction, represented by bubble diagrams, is taken into account. Another interesting fact is that in 1D case both approximations provide the existence of a roton minimum, while the inset (b) in the Fig. 2 shows no roton minimum within the Gaussian approximation.

In what follows, we study the collective-mode dispersion of species of Fermi atoms with equal, or imbalance, population in two pseudospin states loaded in a 2D optical lattice in the presence of both Zeeman field and nonvanishing Rashba type of spin-orbit coupling. To the best of our knowledge, the Gaussian approximation is the only approximation that has been used to obtain the speed of sound in the presence of the SOC and the Zeeman field effects. In a view of the facts that: (i) in a lattice system the bubble diagrams induce the instability due to the charge-density-wave (CDW) fluctuations, (ii) because of the strong CDW fluctuations the collective-mode spectrum has a characteristic roton-like structure which lies below the particle-hole continuum (for a detailed discussion of the effects of the CDW fluctuations on the stability of the collective modes, see Ref. [33]), and (iii) the speed of sound is overestimated in the Gaussian approximation, one may well ask what would be the difference between the collective-mode dispersion and the corresponding speed of sound in the presence of the SOC and Zeeman fields when calculated within the Gaussian approximation, and from the BS formalism by summing infinite sequences of ladder and bubble diagrams.

The main goal of the present study is to obtain the BS equation for the collective modes in the GRPA which takes into account the SOC and the Zeeman effects. In Sec. II, we derive the BS equation for the poles of the two-particle Green’s function, which allows us to ob-
FIG. 1: Collective mode dispersions of the Goldstone mode in a one-dimensional optical lattice in the weak coupling limit obtained by applying the Gaussian approximation (triangles), and by the GRPA (circles). The lattice constant is $a$. We set the filling factors to be $f = 0.25$, and the strength of the interaction is $U = 2J$. The mean field superfluid gap and the chemical potential are $\Delta = 0.409J$ and $\mu = 0.624J$.

FIG. 2: Collective mode dispersions $\omega(Q_x, Q_y)$ of the Goldstone mode in a two-dimensional optical lattice along the $Q_x = Q_y = Q$ direction in the weak coupling limit obtained by applying the Gaussian approximation (triangles), and by the GRPA (circles). The rotonlike structure is seen in the GRPA spectrum (inset (a)), while the roton minimum does not appear in the Gaussian approximation (inset (b)). The filling factors, and the strength of the interaction are $f = 0.25$ and $U = 4.5J$. The mean field superfluid gap and the chemical potential are $\Delta = 1.334J$ and $\mu = 2.234J$.

We consider an imbalanced mixture of an atomic Fermi gas of two hyperfine states (described by pseudospins $\sigma = \uparrow, \downarrow$) with contact interaction loaded into a 2D square optical lattice. In the imbalanced case, there are different amounts of $M_\uparrow$ and $M_\downarrow$ atoms in each state achieved by considering different chemical potentials $\mu_\uparrow$ and $\mu_\downarrow$. The total number of atoms $M = M_\uparrow + M_\downarrow$ is distributed along $N$ sites, and the corresponding filling factors $f_\uparrow, f_\downarrow = M_\uparrow, M_\downarrow/N$ are smaller than unity.

From a theoretical point of view, the corresponding expressions for the Green’s functions cannot be evaluated exactly because the interaction part of the Hubbard Hamiltonian is quartic in the fermion fields. The simplest way to solve this problem is to apply the so-called mean-field decoupling of the quartic interaction. To go beyond the mean-field approximation, we apply the idea that one can transform the quartic term into quadratic form by making the Hubbard-Stratonovich transformation for the fermion operators. In contrast to the previous approaches, wherein after performing the Hubbard-Stratonovich transformation the fermion degrees of freedom are integrated out; we decouple the quartic problem by introducing a model system which consists of a multi-component boson field $A_\alpha$ interacting with fermion fields $\psi^{\dagger}$ and $\psi$.

The functional-integral formulation of the Hubbard model requires the representation of the Hubbard interaction $H_U$ in terms of squares of one-body charge and spin operators. It is known that when approximations are made, the final result depends on the particular form chosen. Thus, one should check that the results obtained with a certain Hubbard-Stratonovich transformation are consistent with the results obtained with canonical mean-field approximation. It can be seen that our approach to the Hubbard-Stratonovich transformation provides results consistent with the results obtained with the mean-field approximation in the presence of both the Zeeman field and the Rashba types of SOC. In Sec. III, the roton-like structure of the collective-mode spectrum of an imbalanced 2D Fermi gas in the presence of SOC is obtained by solving the BS equation in the GRPA. It turns out that the Gaussian approximation and the BS approach, both provide a very similar slope of the linear part of the Goldstone dispersion, but there is no roton minimum within the Gaussian approximation. In the same Section, we study the speed of sound as a function of the strength of the Zeeman field near the topological quantum phase transition boundary from a nontopological superfluid state with a fully gapped fermionic spectrum to a topological superfluid state.

II. THE BETHE-SALPETER EQUATION

A. The functional-integral formulation of the Hubbard model
field approximation, i.e. one can derive the mean-field gap equation using the collective-mode dispersion $\omega(Q)$ in the limit $Q \to 0$ and $\omega \to 0$.

The Green’s functions in the functional-integral approach are defined by means of the so-called generating functional with sources for the boson and fermion fields, but the corresponding functional integrals cannot be evaluated exactly because the interaction part of the Hubbard Hamiltonian is quartic in the Grassmann fermion fields. However, we can transform the quartic terms to a quadratic form by introducing a model system which consists of a four-component boson field $A_\alpha(z)$ ($\alpha = 1, 2, 3, 4$, $z = (r, v)$, $0 \leq v \leq \beta = (k_B T)^{-1}$, $k_B$ is the Boltzmann constant) interacting with fermion fields $\hat{\psi}(y) = \hat{\Psi}^\dagger(y)/\sqrt{2}$ and $\hat{\psi}(x) = \hat{\Psi}(x)/\sqrt{2}$, where

$$\hat{\Psi}(x) = \begin{pmatrix} \psi_\uparrow(x) \\ \psi_\downarrow(x) \\ \psi_\uparrow^\dagger(x) \\ \psi_\downarrow^\dagger(x) \end{pmatrix}, \quad \hat{\Psi}^\dagger(y) = \begin{pmatrix} \psi_\uparrow(y) \psi_\downarrow(y) \psi_\uparrow^\dagger(y) \psi_\downarrow^\dagger(y) \end{pmatrix}.$$  

(3)

The field operators allow us to define the generalized single-particle Green’s function by using a tensor product of these two matrices. The corresponding Green’s function, represented by a $4 \times 4$ matrix, includes all possible thermodynamic averages:

$$\hat{G}(x_1; y_2) = -\langle \hat{\Psi}(x_1) \otimes \hat{\Psi}(y_2) \rangle.$$  

(4)

The action of the above-mentioned model system is assumed to be of the following form $S = S^{(F)}_0 + S^{(B)}_0 + S^{(F-B)}_0$, where $S^{(F)}_0 = -\hat{\psi}(y)\hat{G}^{(0)-1}(y; x)\hat{\psi}(x)$, $S^{(B)}_0 = \frac{1}{2} A_\alpha(z) D^{(0)-1}_{\alpha\beta}(z, z') A_\beta(z')$, $S^{(F-B)}_0 = -\hat{\psi}(y)\hat{G}_0^{(0)}(y, x | z)\hat{\psi}(x) A_\alpha(z)$. The action $S^{(F)}_0$ describes the fermion part of the system. The generalized inverse Green’s function of free fermions $\hat{G}^{(0)-1}(y; x)$ is given by the following $4 \times 4$ matrix:

$$\hat{G}^{(0)-1}(y; x) = \sum_{\mathbf{k}, \omega_m} \exp\left[\mathbf{k} \cdot (\mathbf{r}_1 - \mathbf{r}_1') - \omega_m (u - u')\right] \hat{G}^{(0)-1}_{n_1 n_2}(\mathbf{k}, \omega_m),$$

where $\hat{G}^{(0)-1}_{n_1 n_2}(\mathbf{k}, \omega_m) = -\hat{G}^{(0)-1}_{n_2 n_1}(-\mathbf{k}, -\omega_m)$, and $-\hat{G}^{(0)-1}_{n_2 n_1}(-\mathbf{k}, -\omega_m) = \hat{G}^{(0)-1}_{n_1 n_2}(\mathbf{k}, \omega_m)$. The symbol $\sum_{\omega_m}$ is used to denote $\beta^{-1} \sum_{\omega_m}$ for fermion fields $\omega_m = (2\pi/\beta)(m + 1/2); m = 0, \pm 1, \pm 2, \ldots$. In the case of the population-imbalanced Fermi gas with a Rashba SO coupling and an out-of-plane Zeeman field, the non-interacting Green’s function is.

$$\hat{G}^{(0)-1}(\mathbf{k}, \omega_m) = \begin{pmatrix} \omega_m - \xi_\uparrow(\mathbf{k}) - h_z & 2\lambda (\sin k_x + i \sin k_y) & 0 & 0 \\ 2\lambda (\sin k_x - i \sin k_y) & \omega_m - \xi_\downarrow(\mathbf{k}) + h_z & 0 & 0 \\ 0 & 0 & 2\lambda (\sin k_x + i \sin k_y) & \omega_m + \xi_\downarrow(\mathbf{k}) - h_z \\ 0 & 0 & 0 & 2\lambda (\sin k_x - i \sin k_y) \end{pmatrix}.$$  

(5)

Here, $\xi_\uparrow, \downarrow(\mathbf{k}) = 2J_{t,\downarrow}(1 - \cos k_x) + 2J_{t,\uparrow}(1 - \cos k_y) - \mu_{t,\downarrow}$ is the tight binding form of the electron energy (the lattice constant $a = 1$).

The action $S^{(B)}_0$ describes the boson field which mediates the fermion-fermion on-site interaction in the Hubbard Hamiltonian. The bare boson propagator in $S^{(B)}_0$ is defined as:

$$\hat{D}^{(0)}(z, z') = \delta(v - v') U \delta j, j' \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$  

The Fourier transform of this boson propagator is given by

$$\hat{D}^{(0)}(z, z') = \frac{1}{N} \sum_{\mathbf{k}} \sum_{\omega_p} e^{i \mathbf{k} \cdot (\mathbf{r}_1 - \mathbf{r}_1') - \omega_p (v - v')} \hat{D}^{(0)}(\mathbf{k}), \hat{D}^{(0)}(\mathbf{k}) = \begin{pmatrix} 0 & U & 0 & 0 \\ U & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$  

(6)

The interaction between the fermion and the boson fields is described by the action $S^{(F-B)}$. The bare vertex $\hat{\Gamma}^{(0)}(y_1; x_2 | z) = \hat{\Gamma}^{(0)}_\alpha(i_1, u_1; i_2, v) | j, v = \delta(u_1 - u_2)\delta(u_1 - v)\delta_{i_1 i_2}\delta_{t_1 t_2}\Gamma^{(0)}(\alpha)$ is a $4 \times 4$ matrix, where

$$\hat{\Gamma}^{(0)}(\alpha) = \frac{1}{2} (\gamma_0 + \alpha_z) \delta_{\alpha_1} + \frac{1}{2} (\gamma_0 - \alpha_z) \delta_{\alpha_2} + \frac{1}{2} (\alpha_x + i\alpha_y) \delta_{\alpha_3} + \frac{1}{2} (\alpha_x - i\alpha_y) \delta_{\alpha_4}.$$  

(7)
The Dirac matrix $\gamma_0$ and the matrices $\hat{\alpha}_i$ are defined as (when a four-dimensional space is used, the electron spin operators $\sigma_i$ has to be replaced by $\hat{\alpha}_i\gamma_0$):

$$\gamma_0 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \quad \hat{\alpha}_i = \begin{pmatrix} \sigma_i & 0 \\ 0 & \sigma_i\gamma_0 \sigma_y \end{pmatrix}, \quad i = x, y, z.$$

The relation between the Hubbard model and our model system can be demonstrated by applying the Hubbard-Stratonovich transformation for the fermion operators:

$$\int D\mu[A] \exp \left[ \hat{\psi}(y)\hat{\Gamma}_{n}(y, x|z)\hat{\psi}(x)A_{n}(z) \right] = \exp \left[ -\frac{1}{2} \hat{\psi}(y)\hat{\Gamma}_{n}(y, x|z)\hat{\psi}(x)D^n_{\alpha,\beta}(z, z')\hat{\psi}(y')\hat{\Gamma}_{n}(y', x'|z')\hat{\psi}(x') \right].$$

The functional measure $D\mu[A]$ is chosen to be:

$$D\mu[A] = D\alpha e^{-\frac{1}{2}A_n(z)D^n_{\alpha,\beta}(z, z')A_{\beta}(z')}, \int \mu[A] = 1.$$

According to the field-theoretical approach, the expectation value of a general operator $\hat{O}(u)$ can be expressed as a functional integral over the boson field $A$ and the Grassmann fermion fields $\hat{\psi}$ and $\hat{\psi}$:

$$< \hat{T}_u(\hat{O}(u)) > = \frac{1}{Z[J, M]} \int D\mu[\hat{\psi}, \hat{\psi}, A] \hat{O}(u) \exp \left[ J_n(z)A_n(z) - M(\hat{\psi}, \hat{\psi}) \right] |_{J=M=0},$$

where the symbol $< ... >$ means that the thermodynamic average is made. The functional $Z[J, M]$ is defined by

$$Z[J, M] = \int D\mu[\hat{\psi}, \hat{\psi}, A] \exp \left[ J_n(z)A_n(z) - M(\hat{\psi}, \hat{\psi}) \right],$$

where the functional measure $D\mu[\hat{\psi}, \hat{\psi}, A] = DAD\hat{\psi}D\hat{\psi} \exp (S)$ satisfies the condition $\int D\mu[\hat{\psi}, \hat{\psi}, A] = 1$. The quantity $J_n(z)$ is the source of the boson field, while the sources $M_{ij}(y; x)$ of the fermion fields are included in the $M(\hat{\psi}, \hat{\psi})$ term:

$$M(\hat{\psi}, \hat{\psi}) = \psi_1^4(y)M_{11}(y; x)\psi_1(x) + \psi_1^4(y)M_{21}(y; x)\psi_1(x) + \psi_1^4(y)M_{12}(y; x)\psi_1(x) + \psi_1^4(y)M_{22}(y; x)\psi_1(x) + \psi_1^4(y)M_{13}(y; x)\psi_1(x) + \psi_1^4(y)M_{23}(y; x)\psi_1(x) + \psi_1^4(y)M_{14}(y; x)\psi_1(x) + \psi_1^4(y)M_{24}(y; x)\psi_1(x) + \psi_1^4(y)M_{34}(y; x)\psi_1(x) + \psi_1^4(y)M_{44}(y; x)\psi_1(x).$$

We shall now use a functional derivative $\delta/\delta M(2; 1) = \delta/\delta M_{n_1,n_2}(y_2; x_1)$, where $1 = \{n_1, x_1\}$ and $2 = \{n_2, y_2\}$ are complex indices; depending on the spin degrees of freedom, there are sixteen possible derivatives. By means of the definition [3], all Green’s functions can be expressed in terms of the functional derivatives with respect to the corresponding sources of the generating functional of the connected Green’s functions $W[J, M] = \ln Z[J, M]$. Thus, we define the following Green’s and vertex functions which will be used to analyze the collective modes of our model:

The Boson Green’s function is $D_{\alpha\beta}(z, z')$ is a $4 \times 4$ matrix defined as

$$D_{\alpha\beta}(z, z') = -\frac{\delta^2 W}{\delta J_{\alpha}(z)\delta J_{\beta}(z')}.$$
\[ \tilde{T}_u(\psi_{\sigma_1,k}(u_1)\psi_{\sigma_2,k}(u_2)) >, \] and "anomalous" \( F_{\sigma_1,\sigma_2}(k, u_1 - u_2) = -< \tilde{T}_u(\psi_{\sigma_1,k}(u_1)\psi_{\sigma_2,-k}(u_2)) > \) one-particle Green’s functions, where \( \{\sigma_1, \sigma_2\} = \uparrow, \downarrow \). Here \( \psi_{\uparrow,k}(u) \) and \( \psi_{\downarrow,k}(u) \) are the creation-annihilation Heisenberg operators. The Fourier transform of the generalized single-particle Green’s function is given by

\[ \hat{G}(1; 2) = \frac{1}{(2\pi)^3} \sum_{k, \omega_m} \exp \{i \mathbf{k} \cdot (\mathbf{r}_1 - \mathbf{r}_2) - \omega_m (u_1 - u_2)\} \left( \frac{\hat{G}(k, \omega_m)}{\hat{F}(k, \omega_m)} - \hat{G}(-k, -\omega_m) \right). \]

(11)

Here, \( \hat{G} \) and \( \hat{F} \) are \( 2 \times 2 \) matrices whose elements are \( G_{\sigma_1,\sigma_2} \) and \( F_{\sigma_1,\sigma_2} \), respectively.

The two-particle Green’s function \( K \left( \begin{array}{cccc} n_1, x_1 & n_3, y_3 \\ n_2, y_2 & n_4, x_4 \end{array} \right) \) is defined as

\[ K \left( \begin{array}{cccc} n_1, x_1 & n_3, y_3 \\ n_2, y_2 & n_4, x_4 \end{array} \right) = \frac{\delta^2 W}{\delta M_{n_2n_1}(y_2; x_1) \delta M_{n_4n_3}(y_3; x_4)} = -\frac{\delta G_{n_1n_2}(x_1; y_2)}{\delta M_{n_3n_4}(y_3; x_4)}. \]

The vertex function \( \tilde{\Gamma}_\alpha(2; 1 | z) \) for a given \( \alpha \) is a \( 4 \times 4 \) matrix whose elements are:

\[ \tilde{\Gamma}_\alpha(i_2, u_2; i_1, u_1 | v, j)_{n_1n_2} = -\frac{\delta G^{-1}_{n_1n_2}(i_2, u_2; i_1, u_1)}{\delta J_\beta(z')} D^{-1}_{\beta \alpha}(z', z). \]

Next, we shall obtain the corresponding equations of the boson and fermion Green’s functions. The poles of these Green’s functions provide the single-particle and the two-particle excitations.

It is known that the fermion self-energy (fermion mass operator) \( \tilde{\Sigma}(1; 2) \) can be defined by means of the SD equations. They can be derived using the fact that the measure \( D\mu(\overline{\psi}, \psi, A) \) is invariant under the translations \( \overline{\psi} \rightarrow \overline{\psi} + \delta \overline{\psi} \) and \( A \rightarrow A + \delta A \):

\[ D^{(0)}_{\alpha \beta}^{-1}(z, z') R_{\beta}(z') + \frac{1}{2} Tr \left( \hat{G}(1; 2) \hat{F}^{(0)}_{\alpha}(2; 1 | z) \right) + J_\alpha(z) = 0, \]

(12)

\[ \hat{G}(1; 2) - \hat{G}^{(0)}(1; 2) - \tilde{\Sigma}(1; 2) + \hat{M}(1; 2) = 0, \]

(13)

where \( R_\alpha(z) = \delta W/\delta J_\alpha(z) \) is the average boson field. The fermion self-energy \( \tilde{\Sigma} \), is a \( 4 \times 4 \) matrix which can be written as a sum of Hartree \( \tilde{\Sigma}^H \) and Fock \( \tilde{\Sigma}^F \) parts. The Hartree part is a diagonal matrix whose elements are:

\[ \Sigma^H(i_1, u_1; i_2, u_2)_{n_1n_2} = \frac{1}{2} \tilde{\Gamma}^{(0)}_{\alpha}(i_1, u_1; i_2, u_2 | j, v)_{n_1n_2} D^{(0)}_{\alpha \beta}(j, v; j', v') \tilde{\Gamma}^{(0)}_{\beta}(i_3, u_3; i_4, u_4 | j', v')_{n_3n_4} G_{n_4n_3}(i_4, u_4; i_3, u_3). \]

(14)

The Fock part of the fermion self-energy is given by:

\[ \Sigma^F(i_1, u_1; i_2, u_2)_{n_1n_2} = -\tilde{\Gamma}^{(0)}_{\alpha}(i_1, u_1; i_6, u_6 | j, v)_{n_1n_6} D^{(0)}_{\alpha \beta}(j, v; j', v') \tilde{\Gamma}^{(0)}_{\beta}(i_4, u_4; i_5, u_5 | j', v')_{n_4n_5} G^{-1}_{n_5n_4}(i_5, u_5; i_2, u_2). \]

(15)

The Fock part of the fermion self-energy depends on the two-particle Green’s function \( K \); therefore the SD equations and the BS equation for \( K \) have to be solved self-consistently.

Our approach to the Hubbard model allows us to obtain exact equations of the Green’s functions by using the field-theoretical technique. We now wish to return to our statement that the Green’s functions are the thermodynamic average of the \( \tilde{T}_\alpha \)-ordered products of field operators. The standard procedure for calculating the Green’s functions, is to apply the Wick’s theorem. This enables us to evaluate the \( \tilde{T}_\alpha \)-ordered products of field operators as a perturbation expansion involving only wholly contracted field operators. These expansions can be summed formally to yield different equations of Green’s functions. The main disadvantage of this procedure is that the validity of the equations must be verified diagram by diagram. For this reason we shall use the method of Legendre transforms of the generating functional for connected Green’s functions. By applying the same steps as in Ref. [37], we obtain the BS equation of the two-particle Green’s function, the Dyson equation of the boson Green’s function, and the vertex equation:

\[ K^{-1} \left( \begin{array}{cccc} n_2, i_2, u_2 & n_3, i_3, u_3 \\ n_1, i_1, u_1 & n_4, i_4, u_4 \end{array} \right) = K^{(0)-1} \left( \begin{array}{cccc} n_2, i_2, u_2 & n_3, i_3, u_3 \\ n_1, i_1, u_1 & n_4, i_4, u_4 \end{array} \right) - I \left( \begin{array}{cccc} n_2, i_2, u_2 & n_3, i_3, u_3 \\ n_1, i_1, u_1 & n_4, i_4, u_4 \end{array} \right), \]

(16)
The poles of the two-particle Green’s function $K$ obtaining the collective modes requires two steps. For this reason, it is easy to obtain the collective modes by locating equation (21), but first we have to deal with the BS equation for the function $I$.

The proper self-energy and the vertex function $(17)$ for the boson Green’s function as:

$$\Sigma(x, u) = \frac{1}{2} \Sigma_H^H(i_2, i_1, u_2; i_2, u_1)G_{n_2n_3}(i_2, i_3; i_2, u_2)G_{n_4n_1}(i_4, u_4; i_1, u_1)$$

is the two-particle free propagator constructed from a pair of fully dressed generalized single-particle Green’s functions. The kernel $I = \delta\Sigma/\delta G$ of the BS equation can be expressed as a functional derivative of the fermion self-energy $\Sigma$. Since $\tilde{\Sigma} = \Sigma^H + \Sigma^F$, the BS kernel $I = I_{exc} + I_d$ is a sum of functional derivatives of the Hartree $\Sigma^H$ and Fock $\Sigma^F$ contributions to the self-energy:

$$I_{exc} \left( \begin{array}{c} n_2, i_2, u_2 \\ n_1, i_1, u_1 \\ n_4, i_4, u_4 \end{array} \right) = \frac{\delta\Sigma^H(i_2, i_1; i_1, i_2, i_2, u_2)}{\delta G_{n_2n_3}(i_3, i_3; i_4, i_4, u_4)}, \quad I_d \left( \begin{array}{c} n_2, i_2, u_2 \\ n_1, i_1, u_1 \\ n_4, i_4, u_4 \end{array} \right) = \frac{\delta\Sigma^F(i_2, i_1; i_1, i_2, i_2, u_2)}{\delta G_{n_3n_4}(i_3, i_3; i_4, i_4, u_4)}.$$ (18)

The general response function $\Pi$ in the Dyson equation (17) is defined as

$$\Pi_{\alpha\beta}(z, z') = \tilde{\Pi}_{\alpha\beta}(i_1, i_2, u_1; i_2, i_2, u_2 | z)_{n_1n_2}K \left( \begin{array}{c} n_2, i_2, u_2 \\ n_1, i_1, u_1 \\ n_4, i_4, u_4 \end{array} \right) \tilde{\Pi}_{\beta\delta}(i_3, i_3, i_4, u_4 | z')_{n_3n_4}.$$ (19)

The functions $D$, $K$ and $\tilde{\Gamma}$ are related by the identity:

$$K \left( \begin{array}{c} n_2, i_2, u_2 \\ n_1, i_1, u_1 \\ n_4, i_4, u_4 \end{array} \right) \tilde{\Gamma}_{\alpha\beta}(i_4, u_4; i_3, u_3 | z')_{n_4n_3} D_{\alpha\delta}(z', z) = K \left( \begin{array}{c} n_2, i_2, u_2 \\ n_1, i_1, u_1 \\ n_4, i_4, u_4 \end{array} \right) \tilde{\Gamma}_{\beta\gamma}(i_4, u_4; i_3, u_3 | z')_{n_4n_3} D_{\beta\delta}(z', z),$ (20)

By introducing the boson proper self-energy $P_{\alpha\beta}^{-1}(z, z') = \Pi_{\alpha\beta}(z, z') + D_{\alpha\beta}^{-1}(z, z')$, one can rewrite the Dyson equation (17) for the boson Green’s function as:

$$D_{\alpha\beta}^{-1}(z, z') = D_{\alpha\beta}^{-1}(z, z') - P_{\alpha\beta}(z, z').$$ (21)

The proper self-energy and the vertex function $\tilde{\Gamma}$ are related by the following equation:

$$P_{\alpha\beta}(z, z') = \frac{1}{2} Tr \left[ \tilde{\Pi}_{\alpha\beta}^H(y_1, x_2 | z)G(x_2, y_3)\tilde{\Gamma}_{\beta}(y_3, x_4 | z')G(x_4, y_1) \right] = \frac{1}{2} \tilde{\Pi}_{\alpha\beta}(i_1, u_1; i_2, u_2 | z)_{n_1n_2}G_{n_2n_3}(i_2, u_2; i_3, u_3)\tilde{\Gamma}_{\beta}(i_3, u_3; i_4, u_4 | z')_{n_3n_4}G_{n_4n_1}(i_4, u_4; i_1, u_1).$$

It is also possible to express the proper self-energy in terms of the two-particle Green’s function $\tilde{K}$ which satisfies the BS equation $\tilde{K}^{-1} = K^{(0)}^{-1} - I_d$, but its kernel $I_d = \delta\Sigma/\delta G$ includes only diagrams that represent the direct interactions:

$$P_{\alpha\beta}(z, z') = \tilde{\Pi}_{\alpha\beta}(i_1, u_1; i_2, u_2 | z)_{n_1n_2}\tilde{K} \left( \begin{array}{c} n_2, i_2, u_2 \\ n_1, i_1, u_1 \\ n_4, i_4, u_4 \end{array} \right) \tilde{\Pi}_{\beta\delta}(i_3, u_3; i_4, u_4 | z')_{n_3n_4}.$$ (22)

One can obtain the spectrum of the collective excitations as poles of the boson Green’s function by solving the Dyson equation (21), but first we have to deal with the BS equation for the function $\tilde{K}$. In other words, this method for obtaining the collective modes requires two steps. For this reason, it is easy to obtain the collective modes by locating the poles of the two-particle Green’s function $\tilde{K}$ using the solutions of the corresponding BS equation.
As we have already mentioned, the BS equation and the SD equations have to be solved self-consistently. In what follows, we use an approximation which allows us to decouple the above-mentioned equations and to obtain a linearized integral equation for the Fock term. To apply this approximation, we first use Eq. (20) to rewrite the Fock term as

\[ \Sigma^F(i_1, u_1; i_2, u_2)_{n_1 n_2} = -\hat{\Gamma}_{\alpha}^{(0)}(i_1, u_1; i_3, u_3; j, v)_{n_1 n_2}D_{\alpha \beta}(j, v; j', v')G_{n_3 n_4}(i_3, u_3; i_4, u_4)\hat{\Gamma}_{\beta}^{(0)}(i_4, u_4; i_2, u_2)_{j', v'}_{n_4 n_2}, \]  

(22)

and after that, we replace \( D \) and \( \hat{\Gamma} \) in (22) by the free boson propagator \( D^{(0)} \) and by the bare vertex \( \hat{\Gamma}^{(0)} \), respectively. In this approximation the Fock term assumes the form:

\[ \Sigma^F_0(i_1, u_1; i_2, u_2)_{n_1 n_2} = -\hat{\Gamma}_{\alpha}^{(0)}(i_1, u_1; i_3, u_3; j, v)_{n_1 n_2}D_{\alpha \beta}(j, v; j', v')\hat{\Gamma}_{\beta}^{(0)}(i_4, u_4; i_2, u_2)_{j', v'}_{n_4 n_2}G_{n_3 n_4}(i_3, u_3; i_4, u_4) = -U\delta_{i_1, i_2}\delta(u_1 - u_2)\begin{pmatrix} 0 & G_{12}(1; 2) & 0 & -G_{14}(1; 2) \\ G_{21}(1; 2) & 0 & -G_{23}(1; 2) & 0 \\ 0 & -G_{32}(1; 2) & 0 & 0 \\ -G_{41}(1; 2) & 0 & G_{43}(1; 2) & 0 \end{pmatrix}. \]

(23)

The total self-energy is \( \hat{\Sigma}(i_1, u_1; i_2, u_2) = \hat{\Sigma}^H(i_1, u_1; i_2, u_2) + \hat{\Sigma}^F(i_1, u_1; i_2, u_2) \), where

\[ \hat{\Sigma}^H(i_1, u_1; i_2, u_2) = \frac{U}{2}\delta_{i_1, i_2}\delta(u_1 - u_2)\begin{pmatrix} G_{22} - G_{44} & 0 & 0 & 0 \\ 0 & G_{11} - G_{33} & 0 & 0 \\ 0 & 0 & G_{44} - G_{22} & 0 \\ 0 & 0 & 0 & G_{33} - G_{11} \end{pmatrix}, \]

(24)

where \( G_{ij} \equiv G_{ij}(1; 2) = G_{ij}(i_1, u_1; i_2, u_2). \)

The contributions to \( \hat{\Sigma}(i_1, u_1; i_2, u_2) \) due to the elements on the major diagonal of the above matrices can be included into the chemical potential. To obtain an analytical expression for the generalized single-particle Green’s function, we assume two more approximations. First, since the experimentally relevant magnetic fields are not strong enough to cause spin flips, we shall assume \( G_{12} = G_{21} = G_{34} = G_{43} = 0 \). Second, we neglect the frequency dependence of the Fourier transform of the Fock part of the fermion self-energy. Thus, the Dyson equation for the generalized single-particle Green’s function becomes:

\[ \hat{G}^{-1}(1; 2) = \begin{pmatrix} G_{11}^{(0)-1} & \Delta_{i_1, i_2}^{(0)-1} & 0 & -\Delta_{i_1, i_2}^{(0)-1} \\ \Delta_{i_1, i_2}^{(0)-1} & G_{22}^{(0)-1} & 0 & 0 \\ 0 & 0 & G_{33}^{(0)-1} & 0 \\ -\Delta_{i_1, i_2}^{(0)-1} & 0 & 0 & G_{44}^{(0)-1} \end{pmatrix}, \]

(25)

where \( G_{ij}^{(0)-1} = G_{ij}^{(0)-1}(1; 2) \). In the population-balanced case \( \Delta_{i_1, i_2} \equiv \Delta_0\delta(r_{i_1} - r_{i_2}) \), where \( \Delta_0 \) is a constant in space. Physically, it describes a superfluid state of Cooper pairs with zero momentum. Superfluid states of Cooper pairs with nonzero momentum occur in population-imbalanced case between a fermion with momentum \( k + q \) and spin up and a fermion with momentum \( -k + q \) and spin down. As a result, the pair momentum is \( 2q \). A finite pairing momentum implies a position-dependent phase of the order parameter, which in the Fulde-Ferrell (FF) case varies as a single plane wave \( \Delta_{i_1, i_2} \equiv \Delta q e^{i q r_{i_1} - r_{i_2}} \).

**B. Mean field approximation**

The poles of the mean field single-particle Green’s function of the FF superfluidity in the present of SOC and the Zeeman field are defined by very long expressions. The numerical solution of the mean field set of two number equations, the gap equation and the equation for the FF vector \( q \) is an ambitious task which will be left as a subject of our future research.

In what follows, we consider only pairing between atoms with equal and opposite momenta, i.e. the BCS superfluid in the balanced system, and the Sarma superfluid in the imbalanced case. In the imbalanced case, the Fourier transform of the zero-temperature single-particle Green’s function [24] in the mean field approximation is given by

\[ \hat{G}_{MF}^{-1}(k, \omega_m) = \begin{pmatrix} \omega_m - \xi_{\uparrow}(k) - h_z & -2\lambda (\sin k_x - i \sin k_y) & 0 & \Delta_0 \\ -2\lambda (\sin k_x + i \sin k_y) & \omega_m - \xi_{\downarrow}(k) + h_z & -\Delta_0 & 0 \\ 0 & -\Delta_0 & \omega_m + \xi_{\downarrow}(k) + h_z & -2\lambda (\sin k_x + i \sin k_y) \\ \Delta_0 & 0 & -2\lambda (\sin k_x - i \sin k_y) & \omega_m + \xi_{\uparrow}(k) - h_z \end{pmatrix}. \]

(26)
Here, the chemical potentials $\mu_{\uparrow,\downarrow}$ and the gap $\Delta_0$ are defined by the solutions of the mean-field number and gap equations:

$$n = f_\uparrow + f_\downarrow = 1 - \sum_k \left[ \frac{1}{2} - f(\Omega(k)) \right] \frac{\chi(k)}{\omega(k)} \left( 1 + \frac{S(k) + \eta^2(k)}{\sqrt{(S(k) + \eta^2(k))(\chi^2(k) + \Delta_0^2) - S(k)\Delta_0^2}} \right)$$

$$- \sum_k \left[ \frac{1}{2} - f(\omega(k)) \right] \frac{\chi(k)}{\omega(k)} \left( 1 - \frac{S(k) + \eta^2(k)}{\sqrt{(S(k) + \eta^2(k))(\chi^2(k) + \Delta_0^2) - S(k)\Delta_0^2}} \right)$$

$$- \sum_k \left[ \frac{1}{2} - f(\omega(k)) \right] \frac{\eta(k)}{\omega(k)} \left( 1 - \frac{\chi^2(k) + \Delta_0^2}{\sqrt{(S(k) + \eta^2(k))(\chi^2(k) + \Delta_0^2) - S(k)\Delta_0^2}} \right),$$

$$P = f_\uparrow - f_\downarrow = - \sum_k \left[ \frac{1}{2} - f(\Omega(k)) \right] \frac{\eta(k)}{\omega(k)} \left( 1 + \frac{\eta^2(k)}{\sqrt{(S(k) + \eta^2(k))(\chi^2(k) + \Delta_0^2) - S(k)\Delta_0^2}} \right)$$

$$+ \sum_k \left[ \frac{1}{2} - f(\omega(k)) \right] \frac{1}{2\omega(k)} \left( 1 - \frac{\eta^2(k)}{\sqrt{(S(k) + \eta^2(k))(\chi^2(k) + \Delta_0^2) - S(k)\Delta_0^2}} \right).$$

Here, $P = (f_\uparrow - f_\downarrow)/(f_\uparrow + f_\downarrow)$ is the polarization, $f(\omega)$ is the Fermi-Dirac distribution function, and the following notations have been introduced:

$$\chi(k) = \frac{1}{2}(\xi_\uparrow(k) + \xi_\downarrow(k)), \quad \eta(k) = \frac{1}{2}(\xi_\uparrow(k) - \xi_\downarrow(k)) + h_z, \quad S(k) = 4\lambda^2 \left( \sin^2 k_x + \sin^2 k_y \right).$$

The single-particle spectrum is

$$\Omega(k) = \pm \sqrt{S(k) + \frac{1}{2} (\omega^2_\uparrow(k) + \omega^2_\downarrow(k)) + 2\sqrt{(S(k) + \eta^2(k))(\chi^2(k) + \Delta_0^2) - S(k)\Delta_0^2}},$$

$$\omega(k) = \pm \sqrt{S(k) + \frac{1}{2} (\omega^2_\uparrow(k) + \omega^2_\downarrow(k)) - 2\sqrt{(S(k) + \eta^2(k))(\chi^2(k) + \Delta_0^2) - S(k)\Delta_0^2}},$$

where $\omega_\pm(k) = \sqrt{\chi^2(k) + \Delta_0^2} \pm \eta(k)$.

In the mean-field approximation, the components $G^{MF}_{n_1n_2}$ ($n_1, n_2 = 1, 2, 3, 4$) of the zero-temperature single-particle Green’s function $G_{MF}(k, \omega)$ are given by

$$G^{MF}_{n_1n_2}(k, \omega) = \frac{A_{n_1n_2}(k)}{\omega - \Omega(k) + i0^+} + \frac{B_{n_1n_2}(k)}{\omega + \Omega(k) - i0^+} + \frac{C_{n_1n_2}(k)}{\omega - \omega(k) + i0^+} + \frac{D_{n_1n_2}(k)}{\omega + \omega(k) - i0^+},$$

where the corresponding expressions for $A_{n_1n_2}(k), B_{n_1n_2}(k), C_{n_1n_2}(k)$ and $D_{n_1n_2}(k)$ can be obtained by inverting the matrix $[26]$. As an example, we have provided in the Appendix $A_{11}(k), B_{11}(k), C_{11}(k)$ and $D_{11}(k)$.

C. The Bethe-Salpeter equation for the collective excitations in the generalized random phase approximation

The spectrum of the collective modes will be obtained by solving the BS equation in the GRPA. As we have already mentioned, the kernel of the BS equation is a sum of the direct $I_d = \delta \Sigma^F/\delta G$ and exchange $I_{exc} = \delta \Sigma^H/\delta G$ interactions, written as derivatives of the Fock [23] and the Hartree [24] parts of the self-energy. Thus, in the GRPA the corresponding equation for the BS amplitude $\Psi^{Q}_{n_2n_1}$ is given by

$$\Psi^{Q}_{n_2n_1} = K^{(0)} \left( \begin{array}{c} n_1 \\ n_2 \\ n_3 \\ n_4 \end{array} \right) \left[ I_d \left( \begin{array}{c} n_3 \\ n_4 \\ n_5 \\ n_6 \end{array} \right) + I_{exc} \left( \begin{array}{c} n_3 \\ n_4 \\ n_5 \\ n_6 \end{array} \right) \right] \Psi^{Q}_{n_2n_1},$$

$$(31)$$
where $I_d \left( \frac{n_1}{n_2} \frac{n_3}{n_4} \right) = -\Gamma_\alpha^{(0)}(n_1, n_3)D_{\alpha\beta}^{(0)} \Gamma_\beta^{(0)}(n_4, n_2)$ and $I_{exc} \left( \frac{n_1}{n_2} \frac{n_3}{n_4} \right) = \frac{1}{2} \Gamma_\alpha^{(0)}(n_1, n_2)D_{\alpha\beta}^{(0)} \Gamma_\beta^{(0)}(n_4, n_3)$ are the direct and the exchange interactions, correspondingly. The two-particle propagator $K^{(0)}$ in the GRPA is defined as follows:

$$
K^{(0)} \left( \frac{n_1}{n_2} \frac{n_3}{n_4} \left( \omega(Q) \right) \right) = K_{n_1 n_3 n_4 n_2} = \int \frac{d\Omega}{2\pi} \int \frac{d^4k}{(2\pi)^4} g^{MF}_{n_1 n_3} \left( k+Q, \Omega + \omega(Q) \right) g^{MF}_{n_4 n_2} \left( k, \Omega \right)
$$

$$
= \frac{A_{n_1 n_3} \left( k+Q \right) B_{n_4 n_2} \left( k \right)}{\omega - \left( \Omega \left( k+Q \right) + \Omega \left( k \right) \right)} - \frac{B_{n_1 n_3} \left( k+Q \right) A_{n_4 n_2} \left( k \right)}{\omega + \left( \Omega \left( k+Q \right) + \Omega \left( k \right) \right)} + \frac{C_{n_1 n_3} \left( k+Q \right) D_{n_4 n_2} \left( k \right)}{\omega - \left( \omega \left( k+Q \right) + \omega \left( k \right) \right)} - \frac{D_{n_1 n_3} \left( k+Q \right) C_{n_4 n_2} \left( k \right)}{\omega + \left( \omega \left( k+Q \right) + \omega \left( k \right) \right)}
$$

The BS equation (31) can be written in the matrix form as $\left( \hat{T} + U \hat{Z} \right) \hat{\Psi} = 0$, where $\hat{T}$ is the unit matrix, the matrix $\hat{Z}$ is a $16 \times 16$ matrix, and the transposed matrix of $\hat{\Psi}$ is given by:

$$
\hat{\Psi}^T = (\Psi_{1,1}^Q \Psi_{1,2}^Q \Psi_{1,3}^Q \Psi_{1,4}^Q \Psi_{2,1}^Q \Psi_{2,2}^Q \Psi_{2,3}^Q \Psi_{2,4}^Q \Psi_{3,1}^Q \Psi_{3,2}^Q \Psi_{3,3}^Q \Psi_{3,4}^Q \Psi_{4,1}^Q \Psi_{4,2}^Q \Psi_{4,3}^Q \Psi_{4,4}^Q).
$$

The collective-mode dispersion, $\omega(Q)$, follows from the condition that the secular determinant $det[\hat{T} + U \hat{Z}]$ is equal to zero. By standard algebraic manipulations, the $16 \times 16$ determinant, that follows from the BS equation, can be reduced to the following $12 \times 12$ secular determinant:

$$
Z_{12 \times 12} =
\begin{vmatrix}
1 + U/2 \left( K_{1221} - K_{1441} \right) & -U K_{1211} & U K_{1411} & -U K_{1121} & 1/2 \left( K_{1111} - K_{1331} \right) & U K_{1321} \\
U/2 \left( K_{2221} - K_{2441} \right) & 1 - U K_{2211} & U K_{2411} & -U K_{2121} & U/2 \left( K_{2111} - K_{2331} \right) & U K_{2321} \\
U/2 \left( K_{2241} - K_{2441} \right) & -U K_{2421} & 1 + U K_{4111} & -U K_{4121} & U/2 \left( K_{4111} - K_{4331} \right) & U K_{4321} \\
U/2 \left( K_{2212} - K_{3442} \right) & -U K_{2122} & U K_{2112} & 1 - U K_{2122} & U/2 \left( K_{2112} - K_{2332} \right) & U K_{2322} \\
U/2 \left( K_{2242} - K_{3442} \right) & -U K_{2422} & U K_{2412} & -U K_{2422} & 1 + U/2 \left( K_{2122} - K_{2332} \right) & U K_{2322} \\
U/2 \left( K_{2423} - K_{3443} \right) & -U K_{2432} & U K_{2413} & -U K_{2432} & U/2 \left( K_{2132} - K_{2333} \right) & U K_{2333} \\
U/2 \left( K_{2433} - K_{3443} \right) & -U K_{2433} & U K_{2413} & -U K_{2433} & U/2 \left( K_{2132} - K_{2333} \right) & U K_{2333} \\
U/2 \left( K_{2434} - K_{3444} \right) & -U K_{2434} & U K_{2414} & -U K_{2434} & U/2 \left( K_{2134} - K_{2334} \right) & U K_{2334} \\
U/2 \left( K_{2443} - K_{3444} \right) & -U K_{2443} & U K_{2414} & -U K_{2443} & U/2 \left( K_{2143} - K_{2334} \right) & U K_{2334} \\
U/2 \left( K_{2443} - K_{3444} \right) & -U K_{2443} & U K_{2414} & -U K_{2443} & U/2 \left( K_{2143} - K_{2334} \right) & U K_{2334} \\
U/2 \left( K_{2444} - K_{3444} \right) & -U K_{2444} & U K_{2414} & -U K_{2444} & U/2 \left( K_{2144} - K_{2334} \right) & U K_{2334} \\
\end{vmatrix}
$$

In the above secular determinant, there are 144 two-particle Green’s functions, but only 78 of them are different: $K_{1111}, K_{1144}, K_{1222}, K_{2221}, K_{2233}, K_{3322}, K_{3333}, K_{3443}, K_{4433}, K_{4444}, K_{4444}$, and 66 different $K_{n_1, n_2, n_3, n_4}$ ($K_{n_1, n_2, n_3, n_4} = K_{n_2, n_1, n_4, n_3}$). It is worth mentioning that within the Gaussian approximation, the secular determinant includes only 8 of them, $K_{2333}, K_{3322}, K_{4411}, K_{1144}, K_{1122}, K_{1234}, K_{3421}, K_{2431}$, and $K_{1324}$:

$$
Z_{2 \times 2} =
\begin{vmatrix}
1 + \frac{U}{2} \left( K_{2333} + K_{1144} - K_{1234} - K_{2143} \right) & \frac{U}{2} \left( K_{1144} + K_{2323} - K_{2431} - K_{3142} \right) \\
\frac{U}{2} \left( K_{1144} + K_{2323} - K_{2431} - K_{3142} \right) & 1 + \frac{U}{2} \left( K_{3322} + K_{4411} - K_{3412} - K_{4321} \right)
\end{vmatrix}
$$

In next Section, we shall see that the speeds of sound in the case of Sarma superfluid, calculated within the
Gaussian approximation and from the BS equation in the GRPA, are similar, but the dispersions around the roton minimum, provided by the two methods are remarkably different.

III. NUMERICAL RESULTS

A. Collective modes of an imbalanced 2D SOC Sarma superfluid in an optical lattice

We use the secular determinants (33) and (34) to calculate the collective-mode dispersion and the speed of sound of an imbalanced Fermi gas in a 2D square optical lattice (lattice constant $a$) with a Rashba SOC. We consider a weak coupling limit $U = 2.64J$, where the BS equation in the GRPA provides a good approximation for the collective-mode energies. The strength of the SOC is $\lambda = 0.1J$, and the system parameters are chosen so that the density of the majority and minority components are $f_\uparrow = 0.275$ and $f_\downarrow = 0.225$, respectively (the corresponding polarization is $P = 0.1$). The chemical potentials $\mu_\uparrow = 2.857J$, $\mu_\downarrow = 2.186J$ and the gap $\Delta = 0.266J$ are obtained by numerically solving the number and the gap equations (27)-(29).

In Fig. 3, we plot the collective-mode excitation energy $\omega(Q_x)$ as a function of the wave vector $Q = (Q_x, 0)$ along the $x$-axis, calculated by the Gaussian approximation (triangles) and by the BS approach in the GRPA (circles). The speed of sound, provided by the Gaussian approximation, is $u = 1.66Ja/\hbar$, while the speed of sound, calculated within the BS approach is $u = 1.35Ja/\hbar$. Thus, the Gaussian approximation overestimates the speed of sound by about 23%. More interestingly, the dispersion curve calculated from the BS equation clearly shows the existence of a roton-like minimum, while there is no such a minimum within the Gaussian approximation. The corresponding roton gap is $\Delta_r = 0.2025J$ and the critical flow velocity, obtained around the roton minimum from the BS equation, is $v_c = 0.51Ja/\hbar$. As in 2D case, shown in Fig. 2, the two dispersion curves are remarkably different around the roton minimum; instead of the expected roton-like structure, the dispersion curve provided by the Gaussian approximation monotonically increases in this region. At higher wave vectors, $Q_x > 0.16\pi/a$, the two dispersion curves have essentially the same behavior.

Our results suggest that the Gaussian approximation overestimates the speed of sound of the Goldstone mode, and fails to reproduce the roton-like structure of the collective-mode dispersion which appears after the linear part of the dispersion. The question naturally arises here, whether the Gaussian approximation still can be used to estimate the speed of sound if one takes into account not only the SOC, but Zeeman fields as well. This question will be answered in the next subsection, where we investigate the speed of sound of a balanced superfluid Fermi gas in a two-dimensional square optical lattice with a Rashba spin-orbit-coupling $\lambda = 0.1J$.

![ FIG. 3: Collective modes dispersion $\omega(Q_x)$ of an imbalanced SOC Fermi gas in a 2D square optical lattice along the $(Q_x, 0)$ direction, obtained by the Gaussian approximation (triangles) and the Bethe-Salpeter equation in the GRPA (circles).](image)

![ FIG. 4: The chemical potential (diamonds) and the gap (squares) of a balanced superfluid Fermi gas in a 2D square optical lattice as a function of the out-of-plane Zeeman field. The system parameters are: filling factor $f = 0.5$, the attractive interaction $U = 5.2J$, and the strength of the Rashba spin-orbit-coupling $\lambda = 0.1J$.](image)
FIG. 5: The speed of sound along the x direction as a function of the Zeeman field, calculated within the Gaussian approximation (circles) and by the BS approach (triangles). The values of the chemical potential and gap are shown in Fig. 3.

B. Speed of sound near the transition from the gapped superfluid phase to the topological phase

We consider a system with a filling factor \( f = 0.5 \), and an attractive interaction \( U = 5.2J \). The strength of the Rashba spin-orbit-coupling is \( \lambda = 0.1J \), and there exists an out-of-plane Zeeman field \( h_z \). In such a system a phase transition can be accessed by varying the Zeeman field. The transition from the gapped superfluid phase to the topological phase is characterized by the quasiparticle excitation gap that closes at \( h_c = \sqrt{\mu^2 + \Delta^2} \) and reopens with increasing \( h_z > h_c \).

In Fig. 4 we present the chemical potential (diamonds) and the gap (squares) for different Zeeman fields, obtained by solving numerically the number and the gap equations. The critical field \( h_c \) marks the phase transition between the topologically nontrivial (negative side) and the topologically trivial (positive side) superfluid phases. As can be seen, during this transition, the gap \( \Delta \) is still finite even though the quasiparticle excitation gap is closed. This suggests that there is a quantum phase transition separating the parameter regimes \( h_z < h_c \) and \( h_z > h_c \), even though the system in both regimes is an s-wave superfluid.

In Fig. 5 we have plotted the speed of sound along x direction (\( Q = (Q_x, 0) \)) as a function of the Zeeman field, calculated within the Gaussian approximation and from the BS equation in the GRPA. As can be seen, close to the phase transition boundary the speed of sound calculated within the two approaches is essentially the same. The inset in the figure shows that the minimum of the speed of sound is located at the phase transition boundary \( h_c \).

The same behavior was previously found by applying the Gaussian approximation in the case of a 2D superfluid atomic Fermi gas with Rashba-type spin-orbit coupling and an out-of-plane Zeeman field, and in the case of a 3D FF type of superfluid Fermi gas with Rashba spin-orbit coupling (in the xy plane) and two Zeeman fields \( \{\text{in-plane (}h_x)\text{ and out-of-plane (}h_z)\} \). Thus, our calculations are in agreement with the suggestion made in Ref. [31], that by measuring the minimum of the speed of sound one can unambiguously detect the topological phase transition boundary.

IV. SUMMARY

In summary, we have derived the BS equation in the GRPA for the collective excitation energy of a Fermi gas in a 2D square lattice with an attractive contact interaction, assuming the existence of a nonvanishing Rashba SOC and an out-of-plane Zeeman field. We have calculated the collective-mode dispersion within the Gaussian approximation, and from the BS equation assuming the existence of a Sarma superfluid state. It is found that the Gaussian approximation: (i) overestimates the speed of sound of the Goldstone mode, and (ii) fails to reproduce the roton-like structure of the collective-mode dispersion which appears in the BS approach.

We also have investigated the speed of sound of a balanced spin-orbit-coupled atomic Fermi gas near the boundary of the topological phase transition driven by an out-of-plane Zeeman field. It is shown that the minimum of the speed of sound is located at the topological phase transition boundary, and this fact can be used to confirm the existence of a topological phase transition.
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APPENDIX

The symbols \( I_{a,b} \) and \( J_{a,b} \) at nonzero temperatures are defined as:
\[ I_{a,b} = \frac{1}{2N} \sum_k a_{k,Q} b_{k,Q} \left[ \frac{1 - f(\omega_-(k)) - f(\omega_+(k + Q))}{\omega + \Omega(k, Q) - \varepsilon(k, Q)} - \frac{1 - f(\omega_+(k)) - f(\omega_-(k + Q))}{\omega + \Omega(k, Q) + \varepsilon(k, Q)} \right], \]
\[ J_{a,b} = \frac{1}{2N} \sum_k a_{k,Q} b_{k,Q} \left[ \frac{1 - f(\omega_-(k)) - f(\omega_+(k + Q))}{\omega + \Omega(k, Q) - \varepsilon(k, Q)} + \frac{1 - f(\omega_+(k)) - f(\omega_-(k + Q))}{\omega + \Omega(k, Q) + \varepsilon(k, Q)} \right]. \]

Here, \( \varepsilon(k, Q) = E(k + Q) + E(k), \Omega(k, Q) = \eta(k) - \eta(k + Q), \) \( E(k) = \sqrt{\chi^2(k) + \Delta^2_0}, \) \( \omega_\pm(k) = E(k) \pm \eta(k), \) and \( a \) and \( b \) are one of the following form factors:

\[ \gamma_{k,Q} = u_k u_{k+Q} + v_k v_{k+Q}, \quad l_{k,Q} = u_k v_{k+Q} - v_k u_{k+Q} = u_k v_{k+Q} - u_{k+Q} v_k, \quad m_{k,Q} = u_k u_{k+Q} + u_{k+Q} v_k, \]
\[ u_k = \sqrt{\frac{1}{2} \left( 1 + \frac{\chi(k)}{E(k)} \right)}, \quad v_k = \sqrt{\frac{1}{2} \left( 1 - \frac{\chi(k)}{E(k)} \right)} \]

The functions \( A_{n_1n_2}(k), B_{n_1n_2}(k), C_{n_1n_2}(k) \) and \( D_{n_1n_2}(k) \) are easily obtained by inverting the matrix [20]. Here, we provide the expressions for \( A_{11}(k), B_{11}(k), C_{11}(k) \) and \( D_{11}(k) \) (the \( k \)-dependence of \( \xi, \Omega(k), \omega(k) \), and \( \omega(k) \) is not explicitly shown):

\[ A_{11}(k) = \]
\[ B_{11}(k) = \]
\[ C_{11}(k) = \]
\[ D_{11}(k) = \]
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