Dimensions reduction of vibration signal features using LDA and PCA for real time tool wear detection with single layer perceptron.
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Abstract. This study uses the Linear Discriminant Analysis (LDA) method along with the Principal Component Analysis (PCA) method to reduce the dimensionality of the vibration signal feature classified by Single Layer Perceptron (SLP). The vibration features to be reduced are 10 out of 270 features selected based on the correlations analysis. The LDA and PCA transformations provide only three inputs, than the original 10 signal features for the SLP classifier. The Single Layer Perceptron is trained with a sequential incremental training approach using the perceptron learning rule. The training phase of SLP resulting Mean Squared Error (MSE) as low as 0.0840 and the validation phase in the CNC machining provides 97.5% accuracy with zero false alarms.
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1. Introduction

The vibration signals of machining are so large dimensions generally. Problems with the pattern recognition on high dimensionality will greatly loading the computation of the classifier and reduce performance due to noisy signal[1][2][3]. The advantages of using dimensions reduction techniques are[2] reducing classifier training time, facilitating data visualization, preventing overtrained, speeding up classifier processing time, and reducing data storage. Some dimensions reduction techniques commonly used in signal classification research[1] are: Principal Components Analysis[4][5], Linear Discriminant Analysis[6], Maximum Variance Unfolding[7] Manifold charting[8], Local Tangent Space Analysis[1][7], Laplacian Eigenmaps[9], Isomap[10], Multidimensional Scaling[1], Hessian LLE[11]. Dimension reduction is performed with the objectives of selecting the subset of features without losing much valuable information.
2. The objective of research and method of research

The purpose of this research is to reduce the features dimensionality in the tool wear classification using LDA and PCA transformations. The signal data used for the classification of tool wear are vibration signals during CNC milling operations. The vibration signal features to be reduced are 282 features, 12 features of which are from the time domain features and 270 features of which are the order domain vibration features. Before the vibration features is reduced, the features is selected based on the regression analysis. Only features with a coefficient of regression above 0.5 are selected. Dimension reduction is perform using PCA and the main principal components selected. Then, the dimension reduction is perform using LDA and the main canonical components selected. The classifier used in this research is the single layer perceptron (SLP). This single layer perceptron is then trained and tested to classify tool conditions in realtime during CNC milling operations based on its vibration.

3. Related work

Hoffmann[4] has developed a new method, combined dimension reduction using the PCA kernel with SVM classifier for the case of freehand line recognition. Cheng and Lu[12] have developed a combined Scoring System Based on Sampling Survey Method with Heuristic Intelligent Optimization Algorithm for the case of vehicle vibration recognition and the case of gene-selection in bioengineering. Hughes dan Tarassenko[13] formed the ECG Shape Descriptor using wavelet transform for dimensional fetures reduction. Triwiyanto, et.al.[14] has developed a Kalman filter model for estimating elbow angles based on EMG signals.

\[ \text{FeaturesAndLabeli} = (X_{1\text{th}} \ X_{2\text{th}} \ ... \ X_{90\text{th}} \ Y_{1\text{th}} \ Y_{2\text{th}} \ ... \ Y_{90\text{th}} \ Z_{1\text{th}} \ Z_{2\text{th}} \ ... \ Z_{90\text{th}} \ ... \ eq(1) \]

4. Results and discussion

4.1. Vibration signal features

The 270 vibration signal features are arranged in row matrix as in the equation 1. This features consists of first order spectrum to 90th order spectrum of X-axis, Y-axis, Z-axis vibrations and the time domain statistical features. There are a total of 1800 columns data of vibration feature sample recorded from the machining vibrations of the CNC milling. The 270 feature signals are selected before reducing the dimensionality of features. Feature selection is based on regression analysis of vibration features. The ordering of features with the highest correlation coefficient is shown in the figure 1. Based on the correlation analysis, 10 features were selected that had a correlation coefficient of more than 0.5, are X2th, Y13th, Z13th and Y2th of order domain and stdz, rangey, stdx, rangez, stdy, and rangez of the time domain.
4.2. Features dimension reduction using Principal Component Analysis

The dimension reduction uses PCA by combining 4 domain order features and 6 time domain features so that 10 principal features are obtained. Principal component analysis is performed to find the principal direction of the largest variants of ten features based on 1800 available sample data. The distribution patterns of the worn tool and normal tool sample data in the three main principals direction seen in the figure 2. The 6 out of 10 principal components distribution of variants is shown in figure 3. From the Pareto diagram, the contribution of the first principal variant did not reach 70%. But the first principal along with the second principal contributed more than 80% variants while less than 20% of the remaining variants were distributed in the next 8 principals.
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**Figure 2.** The distribution patterns of the worn tool and normal tool sample data in the three main principals direction.
4.3. Features dimension reduction using Linear Discriminant Analysis

The linear discriminant analysis performs feature transformation to find the canonical direction based on the best degree of class separation. The distribution pattern of sample data for normal tools and worn tools based on the first and second canonical transformation is shown in the figure 4.

Figure 3. The Pareto diagram of principal components distribution of variants.

Figure 4. The distribution patterns of the worn tool and normal tool sample data in the first and second canonical direction.
4.4. Feature transform

The PCA and LDA transformation of 10 features gets 3 new features: combined Principal component 1 (P1G), combined Principal component 2 (P2G), and combined Canonical component 1 (C1G). This new transformed feature is a linear combination of the previous features with the transformation matrix of equation 2.

\[
\begin{bmatrix}
0.342 & -0.19 & 1.726 \\
0.311 & -0.32 & 0.859 \\
0.341 & -0.22 & -0.11 \\
0.319 & -0.26 & 0.485 \\
0.344 & -0.09 & -1.58 \\
0.317 & -0.33 & -0.36 \\
0.262 & 0.389 & 1.021 \\
0.351 & 0.388 & -0.22 \\
0.306 & 0.432 & 0.239 \\
0.251 & 0.367 & 0.090
\end{bmatrix}
\]  
\[\text{eq}(2)\]

4.5. Single layer perceptron classifier

Single layer perceptron training (SLP) iteration uses the perceptron learning rule algorithm with the weight adaptation approach in sequential incremental training for 1800 randomized sample data. A summary of the training results is shown in the table 1.

| Training SLP Iteration | MSE  | Missed | False Alarm | Accuracy | Test | Missed | False Alarm | Accuracy | Validation | Missed | False Alarm | Accuracy |
|------------------------|------|--------|--------------|----------|------|--------|--------------|----------|------------|--------|--------------|----------|
| 1<sup>st</sup>          | 0.0889 | 17.5% | 0.0%         | 90.6%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| 2<sup>nd</sup>          | 0.0895 | 17.2% | 1.1%         | 91.1%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| 3<sup>rd</sup>          | 0.0889 | 18.1% | 0.0%         | 90.6%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| 4<sup>th</sup>          | 0.0883 | 21.3% | 1.0%         | 90.0%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| 5<sup>th</sup>          | 0.0895 | 18.0% | 0.0%         | 91.1%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| 6<sup>th</sup>          | 0.0901 | 17.4% | 0.0%         | 91.1%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| 7<sup>th</sup>          | 0.0883 | 20.2% | 1.0%         | 90.0%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| 8<sup>th</sup>          | 0.0846 | 26.1% | 0.0%         | 86.7%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| 9<sup>th</sup>          | 0.0840 | 24.0% | 2.4%         | 86.1%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| 10<sup>th</sup>         | 0.0889 | 12.8% | 5.8%         | 90.6%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| Best                    | 0.0840 | 12.8% | 0.0%         | 91.1%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| Mean                    | 0.0881 | 19.3% | 1.1%         | 89.8%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |
| Worst                   | 0.0901 | 26.1% | 5.8%         | 86.1%    |      |        |              |          |            | 5.0%   | 0.0%         | 97.5%    |

5. Conclusion and future work

This study succeeded in achieving validation accuracy of 97.5% with a missed rate of 5.0% and 0% false alarm. The best Single Layer Perceptron training MSE of 0.0840 achieved in the 9<sup>th</sup> iteration. However, the best MSE in the training iteration is not followed by high testing accuracy, in that 9<sup>th</sup> iteration actually provides the lowest testing accuracy. The best testing accuracy of 91.1% was obtained in 2<sup>nd</sup> iteration, 5<sup>th</sup> iteration and 6<sup>th</sup> iteration with 0.0895, 0.0895 and 0.0901 MSE of training respectively.

References

[1] E. Postma, “Dimensionality Reduction : A Comparative Review Dimensionality Reduction : A Comparative Review,” no. October 2016, 2007.
[2] X. Huang, L. Wu, and Y. Ye, “A Review on Dimensionality Reduction Techniques,” Int. J. Pattern Recognit. Artif. Intell., vol. 173, no. 2, pp. 42–46, 2019.
[3] A. Sarveniazi, “An Actual Survey of Dimensionality Reduction,” Am. J. Comput. Math., vol. 04, no. 02, pp. 55–72, 2014.
[4] H. Hoffmann, “Kernel PCA for novelty detection,” Pattern Recognit., vol. 40, no. 3, pp. 863–874, 2007.
[5] Herianto and A. Arendra, “Analisis Order untuk Deteksi On-Line Kondisi Pahat CNC Milling Menggunakan MEMS Accelerometer,” in Proceeding Seminar Nasional Tahunan Teknik
Mesin XIII (SNTTM XIII), 2014, no. Snttm Xiii, pp. 15–16.

[6] S. Yan, D. Xu, B. Zhang, H. J. Zhang, Q. Yang, and S. Lin, “Graph embedding and extensions: A general framework for dimensionality reduction,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 29, no. 1, pp. 40–51, 2007.

[7] N. R. Sakthivel, B. B. Nair, M. Elangovan, V. Sugumaran, and S. Saravanmurugan, “Comparison of dimensionality reduction techniques for the fault diagnosis of mono block centrifugal pump using vibration signals Engineering Science and Technology , an International Journal Comparison of dimensionality reduction techniques for the fault ,” Eng. Sci. Technol. an Int. J., vol. 17, no. 1, pp. 30–38, 2014.

[8] Q. He, X. Wang, and Q. Zhou, “Vibration Sensor Data Denoising Using a Time-Frequency Manifold for Machinery Fault Diagnosis,” sensors, vol. 14, pp. 382–402, 2014.

[9] Y. Wei, L. Jiao, J. Sha, J. Ma, A. Umek, and A. Kos, “Sensor selection scheme in activity recognition based on hierarchical feature reduction,” Int. J. Distrib. Sens. Networks, vol. 14, no. 8, 2018.

[10] O. Samko, A. D. Marshall, and P. L. Rosin, “Selection of the optimal parameter value for the Isomap algorithm,” Pattern Recognit. Lett., vol. 27, no. 9, pp. 968–979, 2006.

[11] P. Junior, D. M. D’Addona, P. Aguiar, and R. Teti, “Dressing Tool Condition Monitoring through Impedance-Based Sensors: Part 2—Neural Networks and K-Nearest Neighbor Classifier Approach,” sensors, vol. 18, no. 4453, 2018.

[12] Z. Cheng and Z. Lu, “A novel efficient feature dimensionality reduction method and its application in engineering,” Complexity, vol. 2018, 2018.

[13] N. P. Hughes and L. Tarassenko, “Novel signal shape descriptors through wavelet transforms and dimensionality reduction,” Wavelets Appl. Signal Image Process. X, vol. 5207, no. May, p. 763, 2003.

[14] Triwiyanto, O. Wahyunggoro, H. A. Nugroho, and Herianto, “Evaluating the linear regression of Kalman filter model on elbow joint angle estimation using electromyography signal Evaluating the linear regression of Kalman filter model on elbow joint angle estimation,” 2018, no. September.