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Abstract—Nowadays, our mobility systems are evolving into the era of intelligent vehicles that aim to improve road safety. Due to their vulnerability, pedestrians are the users who will benefit the most from these developments. However, predicting their trajectory is one of the most challenging concerns. Indeed, accurate prediction requires a good understanding of multi-agent interactions that can be complex. Learning the underlying spatial and temporal patterns caused by these interactions is even more of a competitive and open problem that many researchers are tackling. In this paper, we introduce a model called PRediction Transformer (PreTR) that extracts features from the multi-agent scenes by employing a factorized spatio-temporal attention module. It shows less computational needs than previously studied models with empirically better results. Besides, previous works in motion prediction suffer from the exposure bias problem caused by generating future sequences conditioned on model prediction samples rather than ground-truth samples. In order to go beyond the proposed solutions, we leverage encoder-decoder Transformer networks for parallel decoding a set of learned object queries. This non-autoregressive solution avoids the need for iterative conditioning and arguably decreases training and testing computational time. We evaluate our model on the ETH/UCY datasets, a publicly available benchmark for pedestrian trajectory prediction. Finally, we justify our usage of the parallel decoding technique by showing that the trajectory prediction task can be better solved as a non-autoregressive task.

I. INTRODUCTION

The introduction of intelligent driving solutions has the potential of improving road safety, especially in urban areas. For instance, vulnerable road users (i.e., cyclists and pedestrians) will be the most affected by improved road safety, as they are the least protected road users [1]. In fact, one crucial challenge in intelligent urban solutions is to predict the future behavior of these road users. The prediction block focuses on understanding the latent intention of the agents and generating their possible future trajectories. These intentions can be very complex due to uncertainties related to single human motion and human-human interactions. Building a model capable of learning multi-agent interaction requires temporal modeling of an agent’s past states as well as a social understanding of other agents’ influence on its future trajectory. In fact, multi-agent interaction modeling has been previously addressed using social spatio-temporal LSTM-based models [2], [3], [5]. However, LSTM models are not competent enough to process long-term dependencies in sequences due to the vanishing gradient problem [6]. To avoid this problem, [7], [8] proposed Transformer-based models [9] for multi-agent trajectory forecasting. Even though Transformer models were not originally designed to handle social and temporal dependencies, it becomes feasible to apply them in multi-agent scenarios by adapting the architecture of the attention module. The authors in [8] suggested using an attention module that receives the flattened input states for multiple pedestrians at different time steps in a merged fashion. By choosing this merged-attention design, they argued that their model can capture the dependency between multiple agents at distinct time steps. Nevertheless, in our work, we show that even if this model can be slightly beneficial in some cases, it comes with a cost on training and inference computational time and memory. In this paper, we propose to use a divided spatio-temporal architecture [10] originally applied for video understanding. It factorizes the attention module on the temporal and spatial axis separately instead of processing them jointly. This model shows an advantage in computational time compared to previously proposed solutions.

In fact, Transformer models have outperformed LSTM models in different areas, such as in [11]–[13]. Their main advantages lie in their outstanding performance due to attention mechanism and parallelization during training. The parallelization engenders computational time excellency using the teacher-forcing [14] techniques. However, the prediction remains auto-regressive during inference (i.e., generates time-steps iteratively), resulting in a slow inference problem. In addition, training the model in teacher forcing mode and testing it in an auto-regressive fashion has been shown to cause the exposure bias problem [15]–[17]. It is defined by the train-test discrepancy causing the model to accumulate error over time when exposed to its own instead of ground-truth previous step predictions. To address this problem, [8] trained the Transformer model autoregressively instead of using the teacher forcing approach. However, this prevents the Transformer architecture from using its parallelization power, leading to a large increase in training time.

Recently, [18] has proposed a detection Transformer model called DETR used for object detection. DETR applies attention modules on a set of learned inputs called queries to directly detect the class and bounding box position of
objects inside the image in a parallel manner. This model is promising because it can retain the parallelization property in Transformers. It has recently been used for object tracking using segmentation [19], [20]. Although tracking is a relatively close problem to prediction, they only used the parallel decoding property to detect objects in the scene. Then, an autoregressive approach was applied to track the detected objects over time. In this paper, we leverage the DETR-like parallel decoding strategy for directly predicting spatio-temporal interaction aware trajectories without using the auto-regressive training. This model, called Prediction Transformer (PreTR), will show an advantage in both train and test time while preserving evaluation metrics performances in trajectory prediction applications.

Finally, we raise the question of the nature of the trajectory prediction problem. We find that it can be considered a non-autoregressive task. This finding confirms our parallel decoding empirical results and changes the conventional view to the trajectory prediction problem.

In summary, our contributions are three-fold:

• We addressed the social-temporal interaction problem through a factorized spatio-temporal attention module.
• We leveraged a parallel-decoding strategy that reduces computational time and eliminates the exposure bias problem in autoregressive models.
• We worked on a self-supervised spatio-temporal model that was able to show the non-autoregressive nature of the trajectory prediction task and justify our outstanding parallel-decoding results.

II. RELATED WORK

A. Pedestrian Trajectory Prediction

Pedestrian trajectory prediction methods can be categorized based on different model factors such as context and environment awareness, social and agent-interaction awareness, multi-modal predictions, and auto-regressive or parallel predictions. Social and agent-interaction awareness has been studied in multiple works. In fact, the Social-LSTM [2] model used a deterministic LSTM-based method coupled with a social-pooling strategy to connect neighboring pedestrians during learning. The authors in [3] used the same interaction model in an adversarial training scenario to predict multi-modal plausible social-aware trajectories. Sophie [21] added physical- and social-attention modules to an LSTM-based GAN model in a context-aware approach. Recently, AgentFormer [8] has used the Transformer model for joint spatial and temporal modeling that shows an advantage over the individual-aware Transformer model used in [22]. AgentFormer was coupled with a conditional variational auto-encoder (CVAE) [23] to account for trajectory multi-modality. These before-mentioned models use auto-regressive decoding during prediction. Although non-autoregressive prediction is an active research area in sequence generation [24] and machine translation [25] applications, we note a modest contribution to the trajectory prediction problem. For instance, the authors in [26] proposed an LSTM-based non-autoregressive pedestrian trajectory predictor employing context generators to compensate for the loss caused by the non-sequential dependencies during prediction.

B. Parallel Decoding Models

Non-autoregressive techniques are recently studied to decrease inference computational time compared to autoregressive approaches. The model in [25] generates all the tokens in the target sequence in a parallel fashion without taking into account the token-to-token dependency. They introduced the fertility prediction concept to address the multimodality problem in language translation. The authors in [27] justified the difficulty of non-autoregressive training in some applications. Alternatively, [28], [29] leveraged the usage of conditional masking for non-autoregressive generation in machine translation and speech recognition. Conditioned on the input sequence and a partially masked target sequence, the models are trained to predict the unmasked subset of the target tokens. Recently, a model called DETR has been proposed in [18] for object detection. Its decoder takes a set of learned positional embeddings, called object queries, and independently predicts their corresponding box coordinates using a parallel decoding technique. This technique was feasible due to the parallelization capabilities of the Transformer model. POTR model [30] exploited the object queries for skeleton motion prediction. They outperformed the autoregressive solution in long-term prediction horizons and computational time.

III. METHOD

We formulate the trajectory prediction problem as a scene prediction of $N$ observed pedestrians. The scenes are dynamic with a variable number of pedestrians at different time steps. An observation trajectory can be represented by a sequence $X = \{X_1, ..., X_{T_{obs}}\}$ where $X_t = \{a^i_1, ..., a^i_N\}$, $t \in \{1, ..., T_{obs}\}$ denotes an agent or pedestrian at time step $t$ with states $a^i_t \in \mathbb{R}^{d_{inp}}$, where $d_{inp}$ is the input dimension. The input states include the 2D position and velocity of each pedestrian ($d_{inp} = 4$). We receive the inputs of all observed pedestrians and simultaneously predict their corresponding future states $Y = \{Y_{T_{obs}+1}, ..., Y_{T_{pred}}\}$, where $t \in \{1, ..., T_{pred}\}$ and $Y_t \in \mathbb{R}^{Nd_{out}}$. $d_{out}$ denotes the output dimension that includes the 2D position coordinates for each predicted pedestrian ($d_{out} = 2$). Our aim is to learn a conditional generative model $p(Y|X)$.

A. PreTR model

Our model uses the Transformer encoder-decoder paradigm used in [9] with multiple variants added. First, the classic Transformer is designed for one-dimensional temporal data. Our model extends the original attention module to account for spatial and temporal multi-agent dependencies. Second, [9] adopts an autoregressive strategy in the decoding procedure. It follows the teacher forcing technique during training by taking the original target sequence as the input to the decoder. However, since we do not have access to
Fig. 1: Overview of the PreTR model. Our model based on the encoder-decoder formalism in [9] takes the embedded source input seed sequence into the model encoder. The decoder takes as input a 3-dimensional set of learned queries that correspond to the prediction length \( T_{\text{pred}} \), the number of agents \( N \), and the embedding dimension \( D \). The decoder predicts the residual between the last observed input (in blue) and the final prediction for each time step of each agent.

the ground truth during inference, it applies fully autoregressive decoding where the model conditions its prediction to generate the following steps. Instead, our model unifies the decoding process in the training and inference stages by using a non-autoregressive procedure to predict the target at all time steps independently.

1) Input Embedding: The model takes as input a 3-dimensional vector \( X \in \mathbb{R}^{T_{\text{obs}} \times N \times D_{\text{inp}}} \) and goes into the encoder embedding module.

\[
X = \begin{bmatrix}
    a_1^1 & a_1^2 & \ldots & a_1^N \\
    a_2^1 & a_2^2 & \ldots & a_2^N \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{T_{\text{obs}}}^1 & a_{T_{\text{obs}}}^2 & \ldots & a_{T_{\text{obs}}}^N
\end{bmatrix}
\] (1)

The embedding module projects the \( X \) input into a \( D \)-dimensional space using a linear layer: \( E = WX + b \), where \( E \in \mathbb{R}^{T_{\text{obs}} \times N \times D} \). The \( W \) and \( b \) are the corresponding weights and biases in the embedding layer.

2) Time Encoding: The attention module evaluates the input as an unordered set of tokens. However, temporal ordering is essential for sequential prediction applications. Thus, we apply a temporal encoder on top of the embedding layer to introduce explicit time ordering. We define the time encoder by a parametric layer, randomly initialized, where the number of parameters corresponds to the observation sequence length. In this manner, we learn the time ordering encoding end-to-end while training the prediction model, \( \Theta_T \in \mathbb{R}^{T_{\text{obs}}} \). We addition the time encoding to the projected embedding vector \( E \).

3) Agent Encoding: The loss of sequence information is also a problem for preserving the identity of agents. Although the sequential order of agents is not natural, the model must still assign all states of a particular agent at different time steps and differentiate its index from other agents. As for the temporal encoding, we represent the agent encoding by a parametric layer where the number of parameters is set to the maximum number of agents, \( \Theta_A \in \mathbb{R}^N \). To prevent the model from learning a relationship between agents based on their index in the scene, we apply an agent permutation technique on the input and target of the model. As a result, the agent encoder will learn to maintain agent identity without memorizing a specific order-related behavior for the agents.

4) Social spatio-temporal Attention Module: The core of our Transformer network is a divided attention module that operates on both spatial and temporal domains. We factorize the attention into two consecutive classical attention modules (Fig. 1). The first module computes temporal self-attention \( (T_{\text{Attn}}) \), by transposing the temporal and spatial axes of the input embedded vector. In this way, we consider each agent independently over all time steps. Then, the corresponding output is passed to the spatial self-attention \( (S_{\text{Attn}}) \) module, which attends to all agents for each time step. Each self-attention block is an operation over the query, key, and value vectors:

\[
\text{Attention}(Q, K, V) = \text{softmax}(QK^T/\sqrt{D} + M)V
\] (2)

The queries \( Q \), keys \( K \), and values \( V \) are the parametric linear projections of the input embedding vector. In the temporal case, the attention weights \( A \) denote the relative score given to each time step compared to the other time steps for each agent \( n \). For the spatial attention block, \( A \) represents the associated relative score of each agent \( i \) regarding another
agent $j$ at each time $t$. The attention module can be extended using the multi-head attention mechanism (MHA) described in [9]. The mask $M$ was designed by [9] to preserve causality in autoregressive predictions. However, since our decoding strategy follows a non-autoregressive approach, it is not needed for this purpose anymore. Nevertheless, we used masking on the attention maps to account for missing timesteps or agents in the seed trajectories. Finally, we add the output of the each spatio-temporal attention to the original input embedded vector followed by a layer normalization [9].

The self-attention complexity is proportional to $O(n^2 \cdot d)$, where $n$ is the sequence length and $d$ is the model embedding dimension. Our divided attention module has a time-computational advantage over the merged attention module described in [8]. For instance, the temporal and spatial attentions have a complexity of $O(T^2 \cdot N \cdot D)$ and $O(N^2 \cdot T \cdot D)$ respectively. Thus, the divided attention has a total complexity of $O((T \cdot N)(T + N)D)$. Otherwise, the merged attention in [8] flattens the whole sequence resulting in an attention module with complexity proportional to $O(T^2 \cdot N^2 \cdot D)$.

5) Encoder: The encoder block takes the $D$-dimensional embedded vector $E$ as input. It is composed of multiple encoder layers. Each encoder layer contains the previously mentioned spatio-temporal attention block alongside a point-wise feed-forward ($Pff$) followed by an additional normalization layer ($LN$). The Encoder layer can be summarized using the following equations:

$$E_t = LN(E + TAttn(E_t, E, E))$$ (3)
$$E_{ts} = LN(E_t + SAttn(E_t, E_t, E_t))$$ (4)
$$E = LN(Pff(E_{ts}) + E_{ts})$$ (5)

6) Decoder: The decoder block is in charge of generating the prediction sequence in a parallel fashion. It receives as input a set of learned object queries ($QL$) of dimension $D$ conforming to the encoder’s embedding dimension. They are randomly initialized and then end-to-end optimized during model training. The temporal dimension of these queries is fixed to the desired output length. The spatial parameters size matches the number of agents in the seed sequence. The embedding of the input is unnecessary since the queries are $D$-dimensional by design. However, we have added the temporal and the agent encoding similar to the encoder encoding. The decoder is composed of several decoding layers. Each of these contains the spatio-temporal attention block alongside the point-wise feed-forward and layer normalization layers. The decoder spatio-temporal block includes an additional temporal attention layer responsible for cross-attention between the decoder’s self-attention output and the encoder’s memory vector ($E_m$). We added only temporal cross-attention instead of fully spatio-temporal cross-attention since the length of the temporal prediction is different from the seed sequence length. The decoder layer can be summarised using the following equations:

$$E_t = LN(QL + TAttn(QL, QL, QL))$$ (6)

$$E_{ts} = LN(E_t + SAttn(E_t, E_t, E_t))$$ (7)
$$E_{cts} = LN(E_{ts} + TAttn(E_{ts}, E_m, E_m))$$ (8)
$$E = LN(Pff(E_{cts}) + E_{cts})$$ (9)

At the final stage of the decoder, we add an inverse embedding layer responsible for trajectory generation of the 2-dimensional sequence coordinates. We add the last observed seed input to the decoder output. In this way, the decoder predicts the variation between the seed and the generated steps for each pedestrian.

The parallel decoder block has lower computational complexity than autoregressive decoders. In fact, for autoregressive decoders, we can take advantage of the parallelization power of Transformers by applying the teacher forcing strategy. However, this leads to the problem of exposure bias arising from the fact that the model will not be able to compensate for its prediction errors. As a possible solution, the model can be trained and tested in an autoregressive strategy with the cost of a large increase in training time. In both cases, the autoregressive approach is costly during inference, requiring an iterative pass over the model predictions at each step. In contrast, a parallel decoding strategy can be applied uniformly during training and inference, eliminating the source of an exposure bias problem. Moreover, it has the same complexity as the teacher’s forcing strategy, allowing parallelization to be introduced during the inference stage. For instance, the parallel decoder has a complexity of $O(T^2 D)$, while the autoregressive has a higher complexity of $O((T)(T + 1)(2T + 1)D)$ during inference.

B. Model Training and Inference

We train the PreTR model with an end-to-end fashion to predict the whole target sequence in a single forward pass. We use the mean-squared error distance between the ground truth and the generated target:

$$L = \frac{1}{TN} \sum_{t=T_{obs}+1}^{T_{pred}} \sum_{n=1}^{N} (\hat{x}_t^n - a_t^n)^2$$ (10)

where $T = T_{pred} - T_{obs}$ corresponds to the prediction length, and $N$ is the number of observed agents. Since our model is non-autoregressive, the inference and training stages are identical without further changes.

IV. EXPERIMENTS ON THE PRETR MODEL

A. Datasets and evaluation protocols

We trained and evaluated the PreTR model on the ETH/UCY [31], [32] benchmark datasets for pedestrian multi-agent trajectory prediction.

1) ETH/UCY datasets: include five different datasets at four unique locations with a total number of 1536 pedestrians. The locations are captured with a bird’s eye view perspective and annotated at 2.5 FPS (frame per second). For the evaluation protocol, we adopt the leave-one-out cross-validation strategy as in [34]. It consists of training the model on four of the datasets and testing on the one left dataset. We
TABLE I: Baseline comparison following the single-trajectory deterministic approach on the ETH/UCY Datasets. Some of the results are taken from [22], [34]. * is evaluated by us since the deterministic result was not published in [8].

| Method             | Social Modeling | Decoding method | ETH Hotel Univ Zara1 Zara2 | ADE/FDE [meter] |
|--------------------|-----------------|-----------------|---------------------------|----------------|
| LSTM [3]           | Non             | Auto Regressive | 1.09/2.94 0.86/1.91 0.61/1.31 0.41/0.88 0.52/1.11 | 0.70/1.52 |
| S-GAN-ind [3]      | Non             | Auto Regressive | 1.13/2.21 1.01/2.18 0.60/1.28 0.42/0.91 0.52/1.11 | 0.74/1.54 |
| Transformers-TF [22]| Non             | Auto Regressive | 1.03/2.10 0.36/0.71 0.53/1.32 0.44/1.00 0.34/0.76 | 0.54/1.17 |
| Social LSTM [2]    | Social Pooling  | Auto Regressive | 1.09/2.35 0.79/1.16 0.67/1.40 0.47/1.00 0.56/1.17 | 0.72/1.54 |
| Social Attention [4]| Social Pooling  | Auto Regressive | 0.39/3.74 0.29/2.64 0.20/0.52 0.30/2.13 0.33/0.92 | 0.30/2.59 |
| AgentFormer2* [8]  | Merged Attention| Auto Regressive | 1.02/2.02 0.35/0.67 0.64/1.31 0.46/0.98 0.37/0.81 | 0.57/1.16 |
| Ours               | Divided Attention| Auto Regressive | 0.91/1.62 0.36/0.61 0.91/1.56 0.47/0.89 0.42/0.78 | 0.61/1.07 |
| Ours (PreTR)       | Divided Attention| Parallel      | 0.82/1.55 0.30/0.56 0.62/1.23 0.42/0.89 0.35/0.73 | 0.50/0.99 |

B. Evaluation Metrics

Since our model predicts a single trajectory for each pedestrian, we report the following uni-modal evaluation metrics such as in [22], [33], [34]:

Average displacement error (ADE): the average euclidean distance between the predicted trajectories and the ground truth over all time steps.

Final displacement error (FDE): the final euclidean distance between the predicted trajectories and the ground truth at the last time step.

C. Implementation details

For each pedestrian in the datasets, we concatenated its two-dimensional speed with its position to obtain a 4-dimensional model input. As mentioned earlier, the scenes in the datasets are dynamic and contain a varying number of pedestrians at different time steps. Furthermore, in order to use mini-batch learning, all scenes should have the same number of agents. Thus, during the training stage, we restricted the maximum number of agents to \( n_{th} = 20 \) and padded the scenes with fewer agents. Then, we applied a padding mask on the attention weights of the model to handle missing and padded observations. During the model evaluation, we use an additional mask on the loss and metric functions to only consider presented ground truth time steps.

The different datasets in the ETH/UCY benchmark are not consistent in terms of inference time speed-up. If we consider autoregressive decoding, the divided attention module reaches twice the speed of the merged attention solution. In addition, divided attention in the parallel decoding strategy is up to 13 times faster than in the autoregressive decoding approach. We calculate these results on a prediction horizon of 4.8 seconds. Indeed, the acceleration will increase linearly with larger prediction horizons. Furthermore, the parallel decoder also shows the advantage over autoregressive training per batch time. The model in [22] uses parallelization since it applies the teacher forcing strategy. We should note that the number of epochs needed for convergence is similar for the parallel autoregressive decoding, the divided attention module reaches twice the speed of the merged attention solution. In addition, divided attention in the parallel decoding strategy is up to 13 times faster than in the autoregressive decoding approach. We calculate these results on a prediction horizon of 4.8 seconds. Indeed, the acceleration will increase linearly with larger prediction horizons. Furthermore, the parallel decoder also shows the advantage over autoregressive training per batch time. The model in [22] uses parallelization since it applies the teacher forcing strategy. We should note that the number of epochs needed for convergence is similar for the parallel

D. Results

We compared our model against the state-of-the-art baselines on the ETH/UCY datasets that employ the same environmental approach as ours (only information about 2-dimensional coordinates without using environmental maps or images) on the single-trajectory deterministic prediction. First of all, as we see in Table 2, the PreTR model outperforms the LSTM based models on the FDE score (-0.51). Furthermore, PreTR surpasses the recent AgentFormer2 model that uses agent-aware merged attention in their architecture in terms of ADE (-0.06) and FDE (-0.15) scores. Our model’s outstanding results are coming from both the attention module that can handle long-term dependencies better than LSTM-based social modules, along with the advantage of using parallel decoding for trajectory generation. We can see this finding by evaluating the divided attention module in the autoregressive decoding framework. This model beats the merged-attention module in the FDE score with an advantage on long-term horizon predictions. However, the parallel decoder approach remains better than the autoregressive approach on short-term and long-term prediction (-0.1 / -0.06). In fact, instead of generating the next steps recurrently, our model is more adapted to predict a global latent representation using the seed sequence leading to better long-term planning. We will later reflect on the parallel decoding effect in the section V. We showed in Table II the advantages of both divided attention and parallel decoding in terms of inference time speed-up. If we consider autoregressive decoding, the divided attention module reaches twice the speed of the merged attention solution. In addition, divided attention in the parallel decoding strategy is up to 13 times faster than in the autoregressive decoding approach. We calculate these results on a prediction horizon of 4.8 seconds. Indeed, the acceleration will increase linearly with larger prediction horizons. Furthermore, the parallel decoder also shows the advantage over autoregressive training per batch time. The model in [22] uses parallelization since it applies the teacher forcing strategy. We should note that the number of epochs needed for convergence is similar for the parallel

---

2We evaluated AgentFormer on the single trajectory prediction approach by extending the originally published code to the deterministic case: https://github.com/Khrylx/AgentFormer
and autoregressive approaches. All reported inference times are estimated on an Nvidia-GPU 1080Ti.

E. Ablation Studies

We performed ablation studies by testing three types of factorized attentions (Fig. 2): 1) TS: the input sequence will go into temporal attention followed by spatial attention. 2) ST: the input sequence will go into spatial attention followed by temporal attention. 3) Agg_Ts: the input sequence will independently go into temporal and spatial attention. The result sequences will be aggregated into the final sequence. We choose an addition operator for the aggregation. Table III shows that the performances of the TS and ST module are very close with a slight advantage for the ST module. The Agg_Ts has a relatively lower performance.

V. PEDESTRIAN TRAJECTORY PREDICTION AS A NON-AUTOREGRESSIVE PROBLEM

In previous sections of the paper, we presented the idea of using a parallel decoding strategy to reduce training and inference time alongside the need to eliminate the problem of exposure bias. However, the success of this model pushes us to rethink the pedestrian trajectory problem and understand the reason behind this success. In fact, in order to forecast the future states for a given pedestrian, it is more crucial to first understand and predict its latent intention or goal as a whole rather than the details of its trajectory one step at a time. By doing that, it becomes easier to fill in the gaps and generate the rest of the future steps. Indeed, this assumption also holds for multi-agent trajectory prediction by formalizing the key agent-to-agent interaction outcomes. This assumption states that trajectory prediction is based on the information available in the seed sequence and the formulated goals rather than the model’s step-by-step target predictions. Recently, the authors in [24] conducted a study on non-autoregressive models for sequence generation. They designed an experimental method to estimate how much a given task can be solved or not as a non-autoregressive task. To this end, they designed a self-supervised model, called CoMMA, to quantify the dependence on other targets while predicting a specific target token. The CoMMA model is based on a temporal mixed-attention module introduced in [36] and is trained using the masked conditional language modeling as in [37]. In short, a portion of the targets is masked with a probability \( p \) and then the missing tokens are reconstructed during the training stage. Afterward, to measure how much a task is non-autoregressive, the token-dependency is estimated using the attention density ratio \( R \) for a given masking probability \( p \). The probability \( p \) ranges uniformly between \((0, 1)\), where \( p = 1 \) yields a non-autoregressive model. The density ratio \( R \) represents the ratio in which the model gives attention to the target sequence rather than the seed sequence. In this manner, the higher \( R \) is, the more a task is autoregressive. We define \( R(p) \) by:

\[
R(p) = \frac{1}{D_{size}} \frac{1}{|M_p|} \sum_{b=1}^{D_{size}} \sum_{i \in M_p} \alpha_i ,
\]

\[
\alpha_i = \frac{1}{T_{obs}} \sum_{j=1}^{T_{obs}} A_{i,j} + \frac{1}{T_{pred}} \sum_{j=T_{obs}}^{T_{pred}} A_{i,j}
\]

\( A_{i,j} \) represents the attention from a token \( i \) to a token \( j \) computed using the first model layer and averaged over all its attention heads. Thus, \( \alpha_i \) denotes the attention density ratio when predicting a target \( i \). \( T_{obs} \) and \( T_{pred} \) are the observation and prediction length respectively. In this way, we measure \( R(p) \) by averaging \( \alpha_i \) for all masked target tokens \( M_p \) in a dataset of size \( D_{size} \).

In this section, we justify the usage of non-autoregressive parallel decoding for the trajectory prediction task by calculating the attention density ratio [24] on targets and comparing it to other task types. This justification is complementary to what we have empirically shown in section IV-D.

### Table II: Transformer-based models speed comparison on the inference (I), and training (T) [per batch] stage.

|                | Temporal [22] | Autoregressive Divided [Ours] | Merged [8] | Parallel Temporal [Ours] | Divided (Ours) |
|----------------|---------------|-------------------------------|------------|--------------------------|---------------|
| Inference Time [ms] | 8.63          | 10.92                         | 20.9       | 1.1                      | 1.53          |
| I/T Speed-Up   | 2.5/19 ×      | 2/2 ×                         | 1/1 ×      | 19/19 ×                  | 11/11 ×       |

### Table III: Comparison between different types of divided attention modules on the ETH/UCY datasets.

|                | Attention Module | TS | ST | Agg_Ts |
|----------------|------------------|----|----|--------|
| ETH            |                  | 0.86/1.64 | 0.82/1.55 | 0.84/1.59 |
| Hotel          |                  | 0.30/0.56 | 0.31/0.59 | 0.32/0.6  |
| Univ           |                  | 0.62/1.23 | 0.60/1.25 | 0.62/1.27 |
| Zara1          |                  | 0.42/0.89 | 0.44/0.89 | 0.42/0.9  |
| Zara2          |                  | 0.35/0.74 | 0.35/0.73 | 0.36/0.76 |
| Average        |                  | 0.51/1.01 | 0.50/1.00 | 0.51/1.02 |

Fig. 2: Ablation on Divided Attention types.
A. Model Design

The CoMMA model is a temporal model that cannot handle multi-agent interactions. It is why we extended its architecture to have a multi-agent spatio-temporal CoMMA model (ST-CoMMA, Fig. 3) with a divided attention module similar to what we have introduced in section III-A4. Furthermore, we modified the temporal module to apply a self-attention mechanism on the source sequence and a mix-attention mechanism for target tokens $i$ relative to all sequence tokens $j$. This formalism ensures that the $\sum_j A_{i,j} = 1$ overall tokens in the sequence. Then, the temporal attention is followed by a spatial self-attention between all agents at each time step. Similar to PreTR, we’ve added time and agent encoding to the learned embedding module. Additionally, we’ve used segment embedding to distinguish between source and target tokens as in [24], [37].

B. Implementation details

During Bert-like [37] models training, we mask with some probability $p$ a subset of the input tokens using a mask token and train the model to predict these masked tokens. In our experiments, if we choose a time step for masking, then we apply the mask for all agents presented at that time step. In general, the model solves a classification problem, where each of the possible input tokens has a class, including the mask token. To follow the same idea, we apply quantization on the scenes by transforming the continuous input into a sequence of word tokens from a vocabulary of size 6827 classes. The quantization step is the average difference in distance between two consecutive steps for pedestrians in all training scenes. We trained the model with 2 layers and 8 attention heads. The embedding dimension $d$ is set to 512 and the $Pf$ layer hidden dimension to 1024.

C. Attention density ratio results

After training the model, we calculated $R(p)$ for different values of $p$ varying from 0.1 to 0.5. We compared the $R(p)$ score on the trajectory prediction task with the scores estimated in [24] for the following language modeling tasks: neural machine translation (NMT), automatic speech recognition (ASR), and text-to-speech (TTS). As we can see in (Fig. 4) the trajectory prediction task has the lowest $R(p)$ score for all $p$ values. This result suggests clearly that the trajectory prediction task tends to be non-autoregressive by nature. In fact, to predict a target token, the model pays more attention to the source sequence than to other targets, even in their presence. The findings of this experiment went beyond the results in [24], showing that a model with a low $R$ score can not only shrink the performance gap between autoregressive and non-autoregressive predictions but can also have an advantage by achieving even better results. In fact, trajectory prediction planning-based methods [38], [39] assume that a pedestrian is a rational agent in which we can formulate its latent intents. The interpretation behind our results is similar. The pedestrian motion can be stochastic in terms of multi-modality but, in principle, rational rather than chaotic [40]. However, it will be hard to predict the future trajectory of a non-rational agent without conditioning on the target’s previous predictions.

VI. Conclusion

In this paper, we tackled the problem of multi-agent trajectory prediction by proposing a Transformer based interaction-aware model. We showed that a factorized version of the spatio-temporal attention module is best suited for trajectory prediction by achieving better performances and faster computational time than previous works. In addition, we introduced a parallel decoding strategy to our architecture that can outperform autoregressive decoding and show less computational complexity with a 13x speed-up on the 4.8s prediction horizon. Finally, we raised the question about the nature of the trajectory prediction task, whether more fitted for autoregressive or parallel prediction mode. We extended a self-supervised model to cover spatio-temporal features and showed that the trajectory prediction task has a non-autoregressive behavior and is suitable for parallelization. Based on these findings, we suggest shifting the research interest in trajectory prediction toward the non-autoregressive models to enhance this promising research area.
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