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ABSTRACT
Federated Learning (FL) is emerging as a promising paradigm of privacy-preserving machine learning, which trains an algorithm across multiple clients without exchanging their data samples. Recent works highlighted several privacy and robustness weaknesses in FL and addressed these concerns using local differential privacy (LDP) and some well-studied methods used in conventional ML, separately. However, it is still not clear how LDP affects adversarial robustness in FL. To fill this gap, this work attempts to develop a comprehensive understanding of the effects of LDP on adversarial robustness in FL. Clarifying the interplay is significant since this is the first step towards a principled design of private and robust FL systems. We certify that local differential privacy has both positive and negative effects on adversarial robustness using theoretical analysis and empirical verification.
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1 INTRODUCTION
Federated Learning (FL) [1, 11, 22] is a relatively new and promising machine learning approach, emerging as a new paradigm of privacy-preserving machine learning. It trains an algorithm across multiple clients (e.g., decentralized edge devices or servers holding local data samples) without exchanging their data samples. In an FL system, data owners (participants) do not need to share raw data with the server. Instead, participants jointly train an ML model by executing local training algorithms on their own private local data and only sharing model parameters with the parameter server. This parameter server serves as a central aggregator to appropriately aggregate the local parameter updates and then share the aggregated updates with every participant.

While FL allows participants to keep their raw data local, recent works highlight and address the privacy and robustness concerns in FL. To prevent potential privacy leakage from local parameter updates [14], local differential privacy (LDP) [3] has been adopted as a strong privacy guarantee in FL [9, 17, 18, 21] by locally adding perturbation to the updates. Local differential privacy is a state-of-the-art paradigm facilitating secure analysis over sensitive data because of its strong assumption on adversary’s background knowledge and smart setting of the privacy budget. On the other hand, to avoid the adversarial examples [4, 24] and improve the adversarial robustness [2], researchers induce well-studied methods used in conventional ML such as bounding the norm of gradient updates or adding Gaussian noises [19] for robust FL.

However, it is still not clear how LDP affects adversarial robustness in FL. A few studies [8, 13] show that differential privacy may have positive effects on preventing adversarial examples in different settings. Lecuyer et al. [8] investigate a certified defense to adversarial examples in deep learning via a variant of differential privacy called PixelDP. Naseri et al. [13] present an empirical evaluation for the effect of (local) differential privacy on adversarial robustness in FL. However, they do not have a theoretical basis to explain the effects of LDP on robustness in FL. More importantly, all existing studies only indicate that the higher level of perturbation on training samples could lead to higher adversarial robustness, which we call positive effect in this work; it is intriguing to study whether there is also a negative effect of LDP on adversarial robustness, i.e., the robustness may decrease along with the higher level of privacy.

To fill this gap, we attempt to develop a comprehensive understanding of the effects of local differential privacy on adversarial robustness in federated learning. Specifically, we will show that a higher level of LDP (lower $\epsilon$) may not always lead to a higher level of adversarial robustness. Given the increasing attention of LDP-based FL [9, 17, 18, 21], clarifying the interplay between LDP and adversarial robustness in FL is significant since this is the first step towards a principled design of private and robust FL systems.

Our contributions in this work are three-fold.
• To fill in the theoretical gap that whether local differential privacy benefits adversarial robustness, we show the theoretical evidence about the connection between local differential privacy and our proposed adversarial robustness called $E_{\epsilon^*}$ - adversarial robustness (Section 3).
that randomization is the common keyword of both local differential privacy and adversarial robustness. While the core technology of local differential privacy is to inject noises based on the definition, randomization has also proven effective in adversarial defense strategies [10]. The technologies used are to inject random noise (both during training and inference phases) inside the machine learning network architecture, i.e., at a given layer of the network. Thus, the intuition is that there would be a connection between noises we add in local differential privacy and randomization we apply for generating the adversarial examples.

We find that [16] highlights some links between Renyi differential privacy [12] and generalized adversarial robustness [16]. This presents a unified view towards both but doesn’t further discuss the practical meaning. It only cares about the generalized differential privacy and generalized adversarial robustness which cannot be used when we discuss the effect of LDP. We then want to find a type of adversarial robustness definition, which we can see as a unified view of local differential privacy. We first give the definition of local differential privacy.

Definition 3.1. Local differential privacy [3]: A randomized algorithm (mechanism) \( M : X \rightarrow Y \) is \( \epsilon \)-locally differentially private if for any \( x, x' \in X \) and \( v \in Y \), we have

\[
Pr[M(x) = v] \leq e^\epsilon Pr[M(x') = v]
\]

where lower \( \epsilon \) means higher privacy degree.

According to the definition of local differential privacy, we propose a self-defined adversarial robustness named \( E_{\epsilon^*} \)- adversarial robustness.

Definition 3.2. \( E_{\epsilon^*} \)- adversarial robustness. A randomized classifier \( M \) is said to be \( E_{\epsilon^*} \)- robust if and only if \( M \) is \( \epsilon^* \)-local differential private.

Proof. We can rewrite the definition of local differential privacy as follows.

Let \( \epsilon > 0 \), \((X, d_X)\) an arbitrary (input) metric space, and \( Y \) the output space. A probabilistic mapping \( M \) from \( X \) to \( Y \) is called \( \epsilon \)-local differential private if for any \( x, x' \), one has

\[
E_\lambda(M(x), M(x')) = 0
\]

where \( \lambda = e^\epsilon \). \( E_\lambda \) here is \( E_\lambda \)-divergence (hockey-stick divergence) which is a special type of \( f^* \)-divergence with \( f_{\lambda}(t) = (t - \lambda)^+ \).

We can prove the definition is a equipment of the original definition by:

\[
E_{\epsilon^*}(M(x), M(x')) = 0
\]

\[
Pr[M(x) = v] - e^\epsilon \leq 0(v \in Y)
\]

Comparing the definition of above local differential privacy and \( E_{\epsilon^*} \)- adversarial robustness, we can get the conclusion that an
algorithm $M$ is $E_{e^\epsilon}$-robust if and only if $M$ is $\epsilon$-local differential private.

This conclusion indicates that applying local differential privacy improves adversarial robustness to some extent.

## 4 THE EFFECT OF LOCAL DIFFERENTIAL PRIVACY ON ADVERSARIAL ROBUSTNESS

Section 3 already shows that local differential privacy and $E_{e^\epsilon}$-adversarial robustness are equivalent. However, there is a gap between $E_{e^\epsilon}$-adversarial robustness and adversarial robustness in the literature. This section will firstly clarify the comprehensive definition of norm-bounded adversarial robustness we focus on and then qualitatively study how local differential privacy affects the norm-bounded adversarial robustness. We then find that besides positive effects, local differential privacy can also bring negative effects on norm-bounded adversarial robustness.

### 4.1 Definition of Adversarial Robustness

The definition of adversarial robustness depends on the method of generating adversarial examples. At its broadest, the definition of an adversarial example consists in any adversarial failure induced in a classifier [4]. Tramèr et al. [20] summary two types of adversarial examples: sensitivity adversarial examples and invariance adversarial examples.

Our work focuses on adversarial robustness defined with norm-bounded adversarial examples, which are generally used for evaluating adversarial robustness. Norm-bounded adversarial examples are to constrain the amount of change an attacker is allowed to make to the input. The change of input is measured by the $p$-norm of the change denoted by $\|x^* - x\|_p$. Thus, we get the definition of both norm-bounded sensitivity adversarial examples and norm-bounded invariance adversarial examples.

**Definition 1** (Norm-bounded Sensitivity Adversarial Examples). Given a classifier $f$ and a correctly classified input $(x, y) \sim D$ (i.e., $O(x) = f(x) = y$), an $\epsilon$-bounded sensitivity adversarial example is an input $x^* \in X$ such that:

1. $f(x^*) \neq f(x)$.
2. $\|x^* - x\|_p \leq \epsilon$.

**Definition 2** (Norm-bounded Invariance Adversarial Examples). Given a classifier $f$ and a correctly classified input $(x, y) \sim D$ (i.e., $O(x) = f(x) = y$), an $\alpha$-bounded invariance adversarial example is an input $x^* \in X$ such that:

1. $f(x^*) = f(x)$.
2. $O(x^*) \neq O(x)$, and $O(x^*)! = \perp$.
3. $\|x^* - x\|_p \leq \alpha$.

Thus, we say that a model $f$ is robust to $p$-norm attacks on a given input $x$ if for all $x^*$'s $\|x^* - x\|_p \leq \alpha$, we have

1. $f(x) = O(x) = y$.
2. $f(x^*) = O(x^*) = y$.

### 4.2 The Effect of Local Differential Privacy on Adversarial Robustness

In this section, we tend to qualitatively and overall study how local differential privacy affects the norm-bounded adversarial robustness we focus on.

Combining with the result of the section 3, we can see that local differential privacy is equivalent to $E_{e^\epsilon}$-adversarial robustness using a unified view. We then consider the exact effect of local differential privacy on norm-bounded adversarial robustness. That is, we will discuss the connection and difference between $E_{e^\epsilon}$-adversarial robustness and norm-bounded adversarial robustness towards sensitivity adversarial examples and invariance adversarial examples.

Observing the definition of $E_{e^\epsilon}$-adversarial robustness, we can see the biggest difference with norm-bounded adversarial robustness is the value of $\alpha$. Norm-bounded adversarial robustness uses $\alpha$ to constrain the change of input. $E_{e^\epsilon}$-adversarial robustness here instead uses the parameter $\epsilon$ to do the similar work. We can see that $\epsilon$ is also to bound the difference of $M(x)$ and $M(x^*)$. That is, the smaller the $\epsilon$ is, the smaller the distribution divergence of inputs is. We then seek how the $\epsilon$ here in the $E_{e^\epsilon}$-adversarial robustness affects the norm-bounded adversarial robustness. Note that $\epsilon$ is actually induced from the definition from LDP, we return to the mechanism of local differential privacy. We usually add some noises to make our mechanism satisfy the definition. The extent of noising (roughly the same with the $\alpha$ we use in adversarial examples) is in inverse proportion to the value of $\epsilon$. In conclusion, we have:

The effect of $\epsilon$ in $E_{e^\epsilon}$-adversarial robustness is inverse proportion to the effect of $\alpha$ in norm-bounded adversarial robustness.

For knowing the effect of $\alpha$ in norm-bounded adversarial robustness, we can mock the generation of adversarial examples. Fig.2 shows three possibilities. The input space is (ground-truth) classified into the solid brown region and the blue region. The brown dotted line is the decision boundary. Given a data point (the central black point) $x$, we know its true classification and want to use it to generate some adversarial examples. Due to the norm used to define “small” adversarial perturbations is misaligned with the labeling oracle $O$, we have (as show in Fig.2 - a, b):

\[
\begin{align*}
\alpha_1 := \min \|\Delta\| : O(x + \Delta) \notin \{y, \perp\} \\
\alpha_2 := \max \|\Delta\| : O(x + \Delta) \in \{y, \perp\}
\end{align*}
\]
Then the adversarial examples with $x^*$ s.t. $\|x^* - x\| \leq \alpha_1$ we generate broaden the oracle area and can be used to strengthen the adversarial robustness. Thus, with $\alpha$ s.t. $0 \leq \alpha \leq \alpha_1$ increases, the bigger oracle area we broaden, the higher adversarial robustness. In extreme cases with $\alpha = 0$, the solid brown area except x can be a potential successful attack. Similarly, the adversarial examples with $x^*$ s.t. $\|x^* - x\| \geq \alpha_2$ we generate induces overly-robustness due to the presence of invariance adversarial examples [20]. Thus, with $\alpha$ s.t. $\alpha \geq \alpha_2$ increases, the lower adversarial robustness. In extreme cases with $\alpha = \infty$ which is definitely impractical, the whole dataset will be corrupted. Intuitively, there should be a balance area that can benefit the adversarial robustness the best when we choose radiuses like $\alpha_3$ s.t. $\alpha_1 \leq \alpha_3 \leq \alpha_2$. To be concluded, as the radius of $p$-norm ball $\alpha$ increases, the adversarial robustness will first increase, access the balance area, and then decrease.

Based on the above relationship between $\alpha$ and $\epsilon$ we can have the conclusion which is:

While privacy degree increases with $\epsilon$ decreasing, adversarial robustness firstly increases, access the balance area, then decreases.

5 EXPERIMENTS AND EVALUATION

Section 4 gives the intuition about the relationship between local differential privacy and adversarial robustness. To verify this intuition, we implement an experimental test to see the adversarial robustness in different privacy budget settings.

5.1 Experimental Setup

We experiment with different settings of $\epsilon$ in FL and observe the change of norm-bounded adversarial robustness on different $\epsilon$.

We use two datasets for our experiments: 1) MNIST [7], to ease comparisons, and 2) CIFAR10 [6], to extend the representativeness of our evaluation. We use the lightweight CNN model [5] for training. All experiments use PyTorch [15]. Our source code is available in Github.

5.2 Adversarial Robustness Measurements to Adversarial Example

Goodfellow et al. [4] proposed an efficient single iteration method, using backpropagation, to compute an $L_\infty$ bounded adversarial perturbation for a given input $x$ called Fast Gradient Sign Method (FGSM):

$$x_{adv} = x + \text{sign}(\nabla_x L(\theta, x, y)) \quad (4)$$

where $y$ is the true class of input $x$, $\theta$ is the model parameters, $\nabla_x L(\theta, x, y)$ computes the gradient of a cost function with respect to $x$. FGSM serves as a simple yet effective way of testing the robustness of a neural network.

From [23], we know that models are not always robust – the predictions of a model on clean and noisy inputs are not always the same and can diverge to a large extent with small adversarial noises. As such, given a feasible perturbation set, the average of Kullback-Leibler divergences between the original predictions and the adversarial predictions could be used to denote the model’s vulnerability degree (i.e., the inverses of model robustness). Thus, we can calculate the average Kullback-Leibler divergence between two predictions on original inputs and adversarial inputs with perturbations in a defined range. The formal robustness could be estimated by:

$$\psi(x) = \frac{1}{\text{avg} D_{KL}(f(x), f(x_{adv}))} \quad (5)$$

5.3 Experiment Results

We apply several settings of $\alpha$ for measuring the norm-bounded adversarial robustness. We use the average Kullback-Leibler divergence between two predictions on original inputs and adversarial inputs with perturbations to measure the norm-bounded adversarial robustness. For each setting of $\alpha$, we run experiments five times and calculate the average for the reason that local differential privacy is based on randomization. Fig.3 and Fig.4 show the results when the dataset are MNIST and CIFAR10, respectively.

From Fig.3 and Fig.4, we can see that both results for MNIST and CIFAR10 agree with the expectation in section 4.2. While privacy degree decreases with epsilon $\epsilon$ (x-axis) increasing, adversarial robustness evaluated based on KL divergence (y-axis) firstly increases, access the balance area, then decreases. Note that in the middle range, we have a balance area since there induces mixed “good” and “bad” adversarial examples as showed in Fig.2 - c.
6 CONCLUSION
This work uses theoretical analysis and empirical proof to study the exact effects of local differential privacy on adversarial robustness in federated learning. We find that local differential privacy has the potential for both positive and negative effects, which means that a higher level of local differential privacy (lower $\epsilon$) can bring higher or lower adversarial robustness. For future work, we will further put forward more theoretical proof. We will also make a more comprehensive empirical plan.

REFERENCES
[1] Edited by: Peter Kairouz and H. Brendan McMahan. 2021. Advances and Open Problems in Federated Learning. Foundations and Trends in Machine Learning 14, 1 (2021). - https://doi.org/10.1561/2200000083
[2] Nilesh Dalvi, Pedro Domingos, Sumit Sanghai, and Deepak Verma. 2004. Adversarial classification. In Proceedings of the tenth ACM SIGKDD international conference on Knowledge discovery and data mining, 99–108.
[3] Alexandre Evfimievski, Johannes Gehrke, and Ramakrishnan Srikant. 2003. Limiting privacy breaches in privacy preserving data mining. In Proceedings of the twenty-second ACM SIGMOD-SIGACT-SIGART symposium on Principles of database systems. 211–222.
[4] Ian J. Goodfellow, Jonathon Shlens, and Christian Szegedy. 2015. Explaining and Harnessing Adversarial Examples. In 3rd International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings, Yoshua Bengio and Yann LeCun (Eds.). http://arxiv.org/abs/1412.6572
[5] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2016. Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition. 770–778.
[6] Tom Hope, Yehorakel S Razheff, and Bay Liede. 2017. Learning tensorflow: A guide to building deep learning systems. " O'Reilly Media, Inc.".
[7] Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick Haffner. 1998. Gradient-based learning applied to document recognition. Proc. IEEE 86, 11 (1998), 2278–2324.
[8] Mathias Lecuyer, Vaggelis Atlidakis, Roxana Geambasu, Daniel Hsu, and Suman Jana. 2019. Certified robustness to adversarial examples with differential privacy. In 2019 IEEE Symposium on Security and Privacy (SP). IEEE, 656–672.
[9] Ruixuan Liu, Yang Cao, Masatoshi Yoshikawa, and Hong Chen. [n.d.]. FedSel: Federated SGD Under Local Differential Privacy with Top-K Dimension Selection. In Database Systems for Advanced Applications (Cham, 2020) (Lecture Notes in Computer Science). 485–501.
[10] Xuangang Liu, Minhao Cheng, Huan Zhang, and Cho-Jui Hsieh. 2018. Towards robust neural networks via random self-ensemble. In Proceedings of the European Conference on Computer Vision (ECCV). 369–385.
[11] Brendan McMahan, Eider Moore, Daniel Ramage, Seth Hampson, and Blaise Agüera y Arcas. 2017. Communication-efficient learning of deep networks from decentralized data. In Artificial Intelligence and Statistics. PMLR, 1273–1282.
[12] Bya Mironov. 2017. Rényi differential privacy. In 2017 IEEE 30th Computer Security Foundations Symposium (CSF). IEEE, 263–275.
[13] Mohammad Nasiri, Jamie Hayes, and Emiliano De Cristofaro. 2020. Toward robustness and privacy in federated learning: Experimenting with local and central differential privacy. arXiv preprint arXiv:2009.03561 (2020).
[14] Nicolas Papernot, Martin Abadi, Ulfar Erlingsson, Ian J. Goodfellow, and Kunal Talwar. 2017. Semi-supervised Knowledge Transfer for Deep Learning from Private Training Data. In 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings, OpenReview.net. https://openreview.net/forum?id=HfKwoSDPgg
[15] Adam Paszke, Sam Gross, Soumith Chintala, Gregory Chanan, Edward Yang, Zachary DeVito, Zeming Lin, Alban Desmaison, Luca Antiga, and Adam Lerer. 2017. Automatic differentiation in pytorch. (2017).
[16] Rafael Pinot, Floriano Pérez, Cédric Gouy-Pailler, and Jamal Atif. 2019. A unified view on differential privacy and robustness to adversarial examples. CoRR abs/1906.07982 (2019). arXiv:1906.07982. http://arxiv.org/abs/1906.07982
[17] Mohamed Seif, Ravi Tandon, and Ming Li. [n.d.]. Wireless Federated Learning with Local Differential Privacy. In 2020 IEEE International Symposium on Information Theory (ISIT) (2020-06). 2604–2609.
[18] Lichao Sun, Jianwei Qian, Xin Chen, and Philip S. Yu. 2020. LDP-FL: Practical Private Aggregation in Federated Learning with Local Differential Privacy. CoRR abs/2007.15789 (2020). arXiv:2007.15789 https://arxiv.org/abs/2007.15789
[19] Ziteng Sun, Peter Kairouz, Ananda Theertha Suresh, and H Brendan McMahan. 2019. Can you really backdoor federated learning? arXiv preprint arXiv:1911.07963 (2019).
[20] Florian Tramèr, Jens Behrmann, Nicholas Carlini, Nicolas Papernot, and Jörn-Henrik Jacobsen. 2020. Fundamental tradeoffs between invariance and sensitivity to adversarial perturbations. In International Conference on Machine Learning. PMLR, 9561–9571.
[21] Stacey Truex, Ling Liu, Ka-Ho Chow, Mehmet Emre Gursuy, and Weng Wei. [n.d.]. LDP-Fed: Federated Learning with Local Differential Privacy. In Proceedings of the Third ACM International Workshop on Edge Systems, Analytics and Networking (Heraklion, Greece, 2020-04-27) (EdgeSys '20). 61–66. https://doi.org/10.1145/3378679.3394533
[22] Qiang Yang, Yang Liu, Yong Cheng, Yan Kang, Tianjian Chen, and Han Yu. 2019. Federated learning. Synthesis Lectures on Artificial Intelligence and Machine Learning 13, 3 (2019), 1–207.
[23] Fuxun Yu, Zhewei Qin, Chenchen Liu, Liang Zhao, Yanzhi Wang, and Xiang Chen. 2019. Interpreting and Evaluating Neural Network Robustness. In Proceedings of the Twenty-Eighth International Joint Conference on Artificial Intelligence, IJCAI 2019, Macao, China, August 10-16, 2019. Sarit Kraus (Ed.). ijcai.org, 4199–4205. https://doi.org/10.24963/ijcai.2019/583
[24] Xiaoyong Yuan, Pan He, Qile Zhu, and Xiaolin Li. [n.d.]. Adversarial Examples: Attacks and Defenses for Deep Learning. 30 ([n. d.]), 2865–2824.