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Abstract: Production systems must be able to adapt to increasingly frequent internal and external changes. Cyber-Physical Production Systems (CPPS), thanks to their potential capacity for self-reconfiguration, can cope with this need for adaptation. To implement the self-reconfiguration functionality in economical and safe conditions, CPPS must have appropriate tools and contextualized information. This information can be organized in the form of an architecture. In this paper, after the analysis of several holonic and nonholonic architectures, we propose a holonic architecture that allows for reliable and efficient reconfiguration. We call this architecture QHAR (Q-Holonic-based ARchitecture). QHAR is constructed based on the idea of a Q-holon, which has four dimensions (physical, cyber, human, and energy) and can exchange three flows (energy, data, and materials). It is a generic Holon that can represent any entity or actor of the supply chain. The QHAR is structured in three levels: centralized control level, decentralized control level, and execution level. QHAR implements the principle of an oligarchical control architecture by deploying both hierarchical and heterarchical control approaches. This ensures the overall system performance and reactivity to hazards. The proposed architecture is tested and validated on a case study.
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1. Introduction

Thanks to their functionalities, Cyber-Physical Production Systems (CPPS) offer solutions to the many challenges faced in various industries (e.g., increased competition, unpredictability of demand, and increasingly smaller batch sizes). One of the functionalities offered by the CPPS is the ability to adapt to internal and external hazards through self-configuration functionality (total or partial) [1–4]. To realize self-reconfiguration (partial or total) under satisfactory economic and security conditions, we need to have appropriate tools and contextualized information. This information can be organized in the form of an architecture, including all the information about the entities of the production system, the actors of the value chain (e.g., customers, suppliers, subcontractors), and the existing relationships between these entities and actors. The objective of this research work is to define an architecture that allows for the automatic reconfiguration of a production system, according to various needs, internal evolutions of the production system (e.g., breakdowns, absenteeism), and changes coming from the external environment (e.g., modification of customer requests or supplier offers). To propose this self-reconfiguration, the architecture must be sufficiently rich to contain all the necessary information for the reconfiguration and the criteria to choose between two or more alternatives configuration. We must, therefore, possess information not only on the resources of the production system (e.g., machines, operators, computer system), the external entities that the considered enterprise interacts with (e.g., customers, suppliers, subcontractors), and the flows exchanged between the
entities of the production system, but also those between the company and the external actors of the value chain.

Several CPPS architectures were proposed [5–8] with a wide variety of objectives, including design, deployment, reconfiguration, and so on. Depending on the purpose of the architecture, the scope and level of detail in the description of entities and actors may differ. For machines, for example, some architectures can go down to the sensor/actuator level. As the objective of this research work is to propose a configuration according to a given need or to facilitate the reconfiguration of the system following a change (internal or external), it is not necessary to go down to this level of detail. We can limit ourselves to the machine level and describe its functionalities, inputs, outputs, and the constraints that need to be taken into account. The level of detail required in a reconfiguration is the level of detail needed for a production system manager/pilot to select the appropriate resources to execute a production plan.

Architectures can decompose the production system differently. Two different approaches can be followed to decompose a production system: according to functions (functional decomposition), or according to physical entities (physical decomposition) [9]. The physical decomposition mode was more widely adapted for reconfiguration purposes [10].

Production entities are hierarchized. Exchanges between these entities can take place between resources belonging to the same level (i.e., horizontal integration), as well as between resources belonging to different levels (i.e., vertical integration). It is, therefore, necessary that the architecture of the production system takes into account the vertical and horizontal integration of its component entities. To define the architecture, it is necessary to describe each entity/actor that composes the system and the different flows exchanged.

In [10], we proposed the Q-Holon, which is capable of representing each of the entities constituting the production system and the actors of the value chain. Using the Q-holon, we can indicate the attributes/properties of the human, physical, cyber, and energy components of an entity/actor, and describe the flows exchanged with other entities and/or actors. We also distinguish three types of flows that each entity/actor can exchange with the others, including information/data flows, material flows, and energy flows. The architecture proposed in this paper is built on the basis of this Q-Holon.

The remainder of this paper is organized as follows: Section 2 discusses some CPPS architectures proposed in the literature. Both nonholonic and holonic architectures are detailed. Section 3 presents the QHAR (Q-Holonic-based Architecture), the proposed architecture. The case study on which the QHAR was tested and validated is presented in Section 4, and Section 5 concludes this paper.

2. Related Work

In this section, we present some Industry 4.0, CPPS, or IIoT (reference or concrete) architectures proposed in the literature, and analyze them based on different criteria. The objective of this analysis is to verify the ability of these architectures to support system self-reconfiguration. The considered analysis criteria were:

a. Goal of the architecture—as the objectives of the proposed architectures may be diverse [11,12], such as design, deployment, reconfiguration, and so on, it is important to identify those that are designed to favor reconfiguration;

b. Resources considered—to support reconfiguration, all production resources involved in the reconfiguration must be taken into account by the architecture (e.g., machinery, raw materials, energy, personnel);

c. Scope of the architecture—the trigger for the reconfiguration may be internal (e.g., breakdown, absence) or external (e.g., change in customer requirements, failure of a supplier or subcontractor). Reconfiguration can impact internal entities (e.g., machines, staff), as well as external actors (e.g., customers, subcontractors). It is, therefore, essential that the scope of the architecture includes those entities and actors that may cause or be affected by reconfiguration;
d. Level of detail—the level of detail of the description of entities/actors must be sufficiently rich to provide the necessary information for a reconfiguration algorithm. However, it should not be too detailed, as this could make it unnecessarily complex;

e. Exchanged flows considered—interaction between entities/actors takes place not only through the exchange of data/information, but also through the exchange of material and energy flows. It is, therefore, essential that these different flows are considered by the architecture;

f. Flow exchange methods/protocols—different exchange methods/protocols exist. The aim here is to identify those that are used or recommended by the different architectures;

g. Mode of decomposition—two main modes of decomposition exist, functional decomposition and physical decomposition [9], the latter being more suitable for reconfiguration processes [10];

h. Type of integration—the proposed architectures generally adopt a hierarchical representation and assign the entities/actors of the system to the different levels. Interactions can take place not only between entities/actors of the same level (horizontal integration), but also between entities/actors belonging to different levels (vertical integration). As reconfiguration can modify both types of integration, a hierarchical architecture must explicitly support them;

The aim here is not to exhaustively describe the state-of-the-art of existing architectures, but to identify the main characteristics of the existing families of architectures to illustrate our comments on their capacity to support self-reconfiguration.

Among the existing architectures, we can distinguish between those that were conceived as a standardization industry reference architecture, which have acquired the status of a national (or even international) standard, and the many other architectures, proposed mainly by academics and which are more or less popular. Among the latter, we can distinguish holonic and non-holonic architectures. Yli–Ojanperä et al. [11] carried out a review of several nonholonic architectures, while a survey of holonic architectures can be found in the work of Derigent et al. [12].

Among standardization architectures for Industry 4.0, the RAMI 4.0 (Reference Architecture Model Industry 4.0) and IIRA (Industrial Internet Reference Architecture) architectures are the most widely known and used [11].

2.1. RAMI 4.0 Architecture

At present, two main reference architectures, RAMI 4.0 and IIRA, are in the process of formalization and standardization.

The RAMI 4.0 (Reference Architecture Model Industry 4.0) architecture [13] was developed by BITCOM (the German Association for IT, Telecommunications, and New Media), VDMA (Mechanical Engineering Industry Association), and ZWEI (German Electrical and Electronic Manufacturers’ Association). It is about to become an international standard (IEC PAS 63088) [11]. Its 6 layers—from top to bottom: business layer, functional layer, information layer, communication layer, integration layer, and asset layer—provide an overview of the main aspects of Industry 4.0. It considers two important stages of the product life cycle, the development and production stages. Regarding the level of detail, different hierarchical levels are addressed, from the product level to the extended enterprise level (“Connected word”).

2.2. 5C Architecture

The 5C architecture, proposed by Behrad B. et al. [14], is intended as an approach or methodology for the deployment of Cyber Physical System (CPS) in production systems. It has five levels: the first level is the Smart Connection, which allows for the recovery of data collected by sensors or from an information system (e.g., ERP, MES). This connection can be made using various communication protocols, such as MTConnect. The second level is the Data-to-Information Conversion, which aims to convert data into information that can
be used for various decision-making processes, such as prognosis and health management. The third level is the Cyber level, which is defined by the authors as a hub that centralizes the data coming from the different machines [15]. The analysis of these aggregated data can provide further information. The fourth level is the Cognition level, where the authors refer to advanced presentation of the acquired information to enable better decision making. The last level is Configuration level, which involves the application of the decisions made in the previous step to the physical space, in a process of self-adjustment and self-configuration of the machines [16].

External entities, such as suppliers and customers, are not considered. From our point of view, the 5C architecture does not allow for the management of reconfiguration of a production system.

2.3. 8C Architecture

The 8C architecture [5] is an extension of the 5C architecture, to which it adds three facets: the first is “Coalition”, which refers to the different parties involved in the value chain (i.e., production and supply chain). The second one is “Customer”, which corresponds to the customer and their role at certain stages of the product life cycle (e.g., design, production, use, after-sales service). The third facet is “Content”, which represents product traceability data, such as raw material suppliers, production processes and parameters (e.g., temperature, humidity, vibration), warehouses, production shipment, and after-sales service details.

According to Jian [5], the addition of these three facets ensures horizontal integration (i.e., integration between entities belonging to the same level) in addition to vertical integration. The 8C architecture takes into account both internal and external entities (e.g., suppliers, customers, other supply chain partners).

However, the level of detail and information in this architecture is not sufficient to ensure reconfiguration.

2.4. ACPA4SF Architecture

The ACPA4SF (Anthropocentric Cyber-Physical reference Architecture for Smart Factories) architecture is based on the ACPS (Anthropocentric Cyber-Physical System) reference model [6]. The ACPS Reference Model represents the main entities comprising a CPS and the relationships between them. These entities are physical components (PCs), cyber components (CCs), and human component (HCs).

The ACPA4SF architecture is a reference architecture designed to describe the main entities that constitute intelligent factories and the essential relationships between them. As a reference architecture, it aims to serve as a guide for the development of concrete architectures.

The ACPA4SF architecture includes four types of ACPS: ACPS production system, ACPS product design, ACPS planning and control, and ACPS infrastructure. The ACPS production system represents production resources, such as machines, transport devices, and storage systems. ACPS product design represents all product knowledge from design and manufacturing ranges. The third type, ACPS planning and control, corresponds to planning and control operations. The last type is the ACPS infrastructure, which represents the contextual data and control elements required by the previous ACPS types to operate in the real plant environment (e.g., buildings, rooms, and technological infrastructure).

The ACPA4SF architecture only processes data and information flows exchanged between the different types of ACPS that constitute the production system. It does not explicitly address physical and energy flows. This architecture presents a functional decomposition, where each type of ACPS represents a well-defined function in the production system. Concerning the type of integration, in view of the decomposition of the production system, it can be considered as vertical. Among the enabling technologies to concretely deploy the ACPA4SF architecture, Privu et al. [6] quoted engineering paradigms for dis-
tributed manufacturing control systems (agent- and service-oriented computing), semantic interoperability, and human–machine interfaces.

The agent concept or communication protocols (e.g., MTConnect), ontologies, and the Semantic Web were cited as potential solutions to ensure intra- or inter-ACPS interactions.

2.5. 3C Architecture

The 3C architecture, proposed by Ahmadi et al. [17], is based on the ACPS model [6]. This architecture is based on the three components that constitute the ACPS model: physical components, cyber components, and human components. The physical and cyber components are considered to form the machine entity. Two entities are, thus, considered by this architecture: humans and machines. The authors also defined connectors (e.g., ERNI connectors, ERnet 2.0 HM, Modular Jacks & Plugs: RJ45, RJ11, RJ25, and so on) and interface protocols (e.g., Profibus, Profinet, OPC-UA Fieldbus, Ethernet Powerlink) to link the three components.

This architecture does not represent all of the actors in the production system, such as the external components (e.g., suppliers, customers), and it does not take into account all types of flows.

The decomposition of the 3C architecture is structural (depending on the type of component) with horizontal integration. This architecture considers only the internal entities (humans, machines) of the production system.

2.6. PROSA

PROSA (Product-Resource-Order-Staff Architecture), proposed by Van Brussel et al. [7], is one of the most widespread holonic architectures for manufacturing systems [12]. It is the starting point for most other holonic architectures [18], and is composed of three types of Holon: Order Holon, product Holon, and resource Holon (to which the staff Holon can be added). The Product Holon corresponds to information about products and processes, as designed (e.g., product life cycle, user requirements, design, process plans, bill of materials, quality assurance procedures). The resource Holon represents the resources used in the production process (e.g., machines, furnaces, conveyors, raw materials, personnel, space, energy). The Order Holon represents tasks that must be performed (e.g., customer orders, make-to-stock orders, repair orders). The Staff Holon is considered as an external expert that provides advice or information to the three previous Holons. It is a centralized entity for decision making that cannot be decentralized. Centralized schedulers and on-line shop floor controls are examples of Staff Holon.

The four typologies of Holon each represent a set of entities. It is impossible to represent the specificity of each of the corresponding entities with the same Holon. Only the material resources of production are taken into account. The PROSA architecture is characterized by a high degree of self-similarity, which reduces the complexity to integrate new components and enables easy reconfiguration of the system [7].

One of the authors of PROSA, Paul Valckenaers, proposed an evolution of it, referred to as the ARTI (Activity Resource Type Instance) architecture [19,20]. The main changes, compared to that of PROSA, are in the terminology used (generalization of the names of the holons to make them suitable for domains other than manufacturing) and modification of the architecture (i.e., separation of intelligent beings from intelligent agents, distinction between type and instance, resource, and activity). The ARTI architecture embeds a Digital Twin layer, and not all elements of this architecture are represented by holons [12].

2.7. ADACOR

ADACOR (ADAptive holonic COntrol aRchitecture) is a holonic architecture for production systems proposed by Leitão and Restivo [8]. This architecture defines four types of Holon: Product Holon (ProdH), Task Holon (TH), Operation Holon (OpH), and Supervision Holon (SH). The Product, Task, and Operation Holons are equivalent to the Product, Order, and Resource Holons of the PROSA architecture, respectively, while the
supervision Holon, differing from the staff Holon of the PROSA architecture, is responsible for the overall coordination and optimization of the production system. The innovative aspect of the ADACOR approach is the supervisor holon which coordinate several operational and supervisor holons, and introduce the global optimisation in decentralised control [8]. To have an adaptive production control, supervisor holon allows to balance the production control between stationary and transient control states; in normal operation (stationary control state), it supervises the activity of the operational holons, whereas when a perturbation appears (transient control state), the operational holons have to find their way without assistance from the supervisor holon [8]. The ADACOR architecture also underwent several evolutions and adaptations. This is the case, for example, for the ADACOR2 architecture proposed by Barbosa et al. [21].

We can also cite other holonic architectures, such as HCBA (Holonic Component Based Architecture) [22], ORCA (dynamic Architecture for an Optimized and Reactive Control) [23], and POLLUX [24].

The main characteristics of each of the main architectures studied previously are summarized in Table 1.

As far as nonholonic architectures are concerned, the different architectures essentially aim to support the design and deployment of CPPS, and mainly concern the production resources. Only the 8C architecture explicitly addresses the other resources in the value chain (e.g., suppliers, customers). With regard to the description of the concerned entities, the information provided is rather generic. The only interaction taken into account between entities is the exchange of data/information, where these exchanges take place through the use of communication protocols. The ACPA4SF architecture also highlights the contribution of the agent concept in the implementation of interactions between entities. The 3C architecture emphasizes the role of connectors in the exchanges between the system entities.

Holonic architectures, on the other hand, attempt to respond to the need to deal with the dynamic aspect of production systems and their environments. The main holonic architectures are PROSA and ADACOR [25]. The description of the entities constituting the system is more detailed, but the description of practical solutions to ensure exchanges is generally not provided. The level of information provided is not sufficient to ensure self-reconfiguration. The Resource Holon of the PROSA architecture and the Operation Holon of the ADACOR architecture, for example, represent not only all the entities that could be used in production (e.g., information system, production machine, personnel, means of transport), but also raw materials and energy. These holons are too generic to take into account all of the parameters necessary for self-reconfiguration. It is difficult in this case, for example, to specify and choose a particular resource among several alternatives when a self-reconfiguration is to take place.

Reference architectures, such as RAMI 4.0, are not suitable for specific applications that require more detailed information. They are intended to give the most general view possible.

The studied architectures are mainly interested in data/information exchanges between entities. However, to carry out self-reconfiguration, all the interactions between the entities must be taken into account. These interactions are, of course, not only carried out through data/information exchange; they can also be done through the exchange of material or energy flows.
Table 1. Characteristics of some nonholonic and holonic CPPS architectures.

| Architecture          | RAMI 4.0                                                                 | 5C                                                                 | 8C                                                                 | ACPA4SF                                                                 | 3C                                                                 | PROSA                                                                 | ADACOR                                                                 |
|-----------------------|---------------------------------------------------------------------------|---------------------------------------------------------------------|---------------------------------------------------------------------|--------------------------------------------------------------------------|---------------------------------------------------------------------|------------------------------------------------------------------------|------------------------------------------------------------------------|
| Architecture goal     | Its aim is to provide a common framework and terminology to all participants involved in Industry 4.0 discussions and activities | It is intended as an approach or methodology for the deployment of CPS in production systems. | Guideline to build cyber-physical systems for smart factories         | CPPS description and design                                               | It aims to improve intelligent manufacturing in Industry 4.0         | Management of customer order realization and reconfiguration following the addition of a new resource. | Improvement of the manufacturing control systems performance, in terms of the agile reaction to emergence and change |
| Resources taken into account | Physical and virtual assets                                                 | It refers to the resources contributing to the data collection (e.g., sensors, information system). | Considers value chain resources (e.g., supply, production, storage, distribution) | Production resource in the broadest sense (e.g., manufacturing, transport, storage) | Physical Components (PCs), Cyber Components (CCs), and Human Components (HCs). | Material production resources                                           | Production resources (e.g., machines, operators)                        |
| Architecture Scope    | Internal entities and external actors                                       | Internal entities only. It does not take into account external actors, such as suppliers and customers. | Partly internal entities and external actors (customers, by customer order information) | Internal entities (humans, machines).                                      | Partly internal entities and external actors (customers, by customer order information) | Internal entities                                                   |                                                                       |
| Level of detail       | From global level (extended enterprise) to product level, but without description of attributes/properties. | Generic presentation. No detailed description.                      | Generic presentation. No detailed description.                       | From global level (factory) to component level, but without description of attributes/properties | Generic presentation. No detailed description.                       | From the global level (factory) to the elementary entity level (task, machine). Attributes and functions of each entity. | From the global level (factory) to the elementary entity level (product, task, machine). |
| Exchanged flows taken into account | Data and information flows                                                   | Data and information flows                                          | Data and information flows                                          | Data and information flows                                               | Data and information flows                                          | Data and information flows                                             |                                                                       |
| Flow exchange (protocol) or interaction methods | OPC UA                                                                     | Communication protocol (MTConnect is given as an example)          | Communication protocol (e.g., OPC UA, Ethernet, MQTT)              | The agent concept or communication protocols (e.g., MTConnect), ontologies, and the Semantic Web. | Connectors (e.g., ERNI connectors, ERnet 2.0 HM, Modular Jacks and Plugs: RJ45, RJ11, RJ25, and so on) and interface protocols (Profinbus, Profinet, OPC-UA Fieldbus, Ethernet Powerlink) | Contract Net Protocol                                                  | Ontology                                                               |
| Decomposition mode    | Functional and structural                                                   | Functional                                                          | Functional                                                          | Functional                                                               | Structural                                                          | Functional and structural                                              | Functional and structural                                               |
| Integration type      | Vertical and Horizontal                                                     | Vertical                                                           | Vertical                                                           | Vertical                                                                | Horizontal                                                          | Vertical and Horizontal                                                 | Vertical and Horizontal                                                 |
3. The Q-Holonic-Based ARChitecture (QHAR)

The proposed Q-Holonic-based Architecture (QHAR) considers the physical entities of the production system, the actors of the value chain (e.g., customers, suppliers, subcontractors), and the flows exchanged between entities and actors. To represent these entities, actors, and flows, the Q-Holon is used, which we defined in a previous work [10]. The Q-holon is a generic Holon that can represent any entity or actor, thanks to its four dimensions (physical, cyber, human, and energy). An entity or actor can be modelled by a Q-holon by specifying the attributes and operations of its physical, cyber, human, and energy dimensions. Attributes and operations may depend on one of its dimensions, or a combination of two or more of them. The interactions between Q-Holons are materialized by the exchanged flows. In the first version of the Q-holon, four types of flows were considered: (1) Space (needs for physical adjacency or orientation between two elements); (2) Energy (energy transfer); (3) Data (data/information exchange), and (4) Material (materials exchange). To facilitate understanding and avoid confusion, we propose to consider positioning constraints (Flow #1, Space) not as a flow, but as an attribute. To better describe the spatial requirements and orientation constraints of an entity, it is better to express them in terms of attributes than in terms of flows. Indeed, these aspects constitute intrinsic parameters of the considered entity. Another reason that convinced us of the necessity of this change is the fact that the meaning of the “Space” flow is not homogeneous with the meaning of the three other flows. Indeed, the other flows (Energy, Data, and Material) express the transfer/exchange between two or more entities/actors of an element. This “Space” attribute indicates, if necessary, the layout constraints (location, relative position), required space, load and unload access points, and safety distance to be respected. Therefore, a new version of the Q-holon (see Figure 1) is used to define the QHAR, composed of four dimensions and with the ability to exchange three flows.

![Figure 1. Q-Holon.](image-url)

The energy flow corresponds to any form of energy that entities/actors can exchange. It can be electrical energy, mechanical energy, thermal energy, and so on. The data flow can concern raw data or information that are more elaborate. The material flow concerns any exchange of tangible elements (e.g., parts, products).

The Q-Holon allows us to deal with the multidimensional character of the CPPS that constitute modern production systems, as well as to consider Humans as full members of the production system. Thanks to these four dimensions and the three exchanged flows, it is possible to model and specify all the necessary aspects, to ensure the implementation and the piloting of the CPPS.

Firstly, we introduce the QHAR in general, then present its main constituents (i.e., entities and actors, along with their attributes and operations) in more detail. Finally, we explain how the different constituents of the system interact with each other.
3.1. General Overview of the Q-Holonic-Based ARchitecture (QHAR)

The QHAR consists of three hierarchical levels (see Figure 2): Centralized control level, Decentralized control level, and Execution level.

![Figure 2. Q-Holonic-based ARchitecture (QHAR).](image)

The hierarchical representation of production systems was adopted for a long time, with the implementation of the IEC 62,264 standard (see Purdue Reference Architecture [26] and CIMOSA Reference Architecture [27] for examples). This hierarchical approach was also adopted in more recent architectures, such as the RAMI 4.0 architecture [13], ADACOR architecture [8], and ARTI architecture [19], even though there was increasing talk of a decentralized architecture for modern production systems (CPPS) [28]. The persistence of the adoption of these hierarchical architectures is due to several reasons. First of all, there are practical reasons: this is, indeed, the dominant way in which production workshops are organized and operated at present. Not all entities in these workshops have the functionalities to operate in a fully decentralized manner. The compromise between autonomy and global optimization and the better performance offered by the oligarchical control architecture, compared to that of other types of control architectures, may also explain the fact that these hierarchical architectures are still being adopted [20,23,29,30].

The number of levels in these hierarchized architectures is very diverse (e.g., 6 levels in the RAMI 4.0 architecture, 5 levels in ADACOR, and 4 levels in the ARTI architecture). For the QHAR, we decided to divide the production system into 3 levels. The lowest level—the execution level—is made up of entities that may be directly involved in carrying out one or more production activities, materials, and finished or semifinished products. As the entities constituting the execution level may not be completely autonomous, other entities are provided for the control and coordination activities that cannot be performed by them. These entities are assigned to the decentralized control level. Finally, the centralized control level is responsible for the overall optimization and interaction with external actors.

3.1.1. Centralized Control Level

This level consists of the centralized controller, which is in charge of control actions that require an overview of not only the internal entities, but also the other actors in the value chain (e.g., customers, suppliers, subcontractors). The actions performed by this
controller may involve the establishment of the Master Production Schedule (MPS), the assignment of tasks to internal entities or to subcontractors in charge of carrying them out, verification of the availability of raw materials and other resources (e.g., machines, operators, subcontractors), the establishment of supply or work orders, and so on. To perform these actions, the centralized controller interacts with the customer or the market (e.g., customer order, sales forecast) and possesses information about resources and processes (e.g., raw materials, entities, subcontractors, production routing). The role of the centralized controller can be played by staff, assisted by an ERP-type information system.

The role played by the centralized control level is close to that assigned to the Holon staff in PROSA [7] and to the Holon supervision in ADACOR [8]. The role of the PROSA Holon staff, however, is limited to providing advice or information to the three other Holons (i.e., order Holon, product Holon, and resource Holon). The Holon supervision of ADACOR plays a stronger role (overall coordination and optimization) than that of the PROSA Holon staff. The centralized control level of QHAR, for its part, can have more “active” functions which require an overall view of the system and its environment. These functions may consist of modifying the production plan following a change in a customer’s order or subcontracting an operation as it can no longer be carried out internally (e.g., due to breakdowns, workload, and so on), among others.

3.1.2. Decentralized Control Level

Local controllers constitute this level. A local controller is dedicated to a part of the production system entities (one or more). It is in charge of control operations that cannot be carried out by the entity (or entities) for which it is responsible. For example, this may involve giving a start or stop command, local scheduling of assigned tasks, transferring a task assigned to a given entity by the centralized controller to another entity, coordinating with other entities, verification of the correct execution of tasks, sending reports to the centralized controller, and so on. This role of local controller can be performed by an operator, a MES, a SCADA, or similar. This intermediate level is proposed to strengthen the autonomy of the system as a whole, by overcoming the limitations of the individual entities. These limitations may be the inability to diagnose certain faults, to communicate or coordinate with other entities, or otherwise.

3.1.3. Execution Level

This is the operating system, constituted by all the entities involved in the activities of the production process. These activities can be transformation activities (e.g., material removal, machining, chemical processes, deformation), assembly (e.g., welding, riveting), surface treatment, transport, control, storage, and so on. In addition to these activities, these entities also integrate certain control functions (e.g., emergency stop, alarm). The entities corresponding to raw materials and final products also operate in this level.

The QHAR also considers the other players in the value chain, including customers, suppliers, and subcontractors.

To explain the operating principle of the QHAR, we consider, for simplicity, a production system that receives a raw material and performs a number of operations on it to obtain a finished product.

The centralized controller establishes a Master Production Schedule, which is a list of products to be manufactured with information on the quantities and the desired delivery date (see Table 2). The centralized controller also determines the raw materials needed to realize the Master Production Schedule and assigns, to each raw material, the Production Routing to obtain the finished product. This Production Routing (see Table 2) lists, in chronological order, all of the operations that a raw material must undergo. For each operation, it indicates the resource in charge of carrying it out and whether it authorizes this one to transfer this operation to another resource in the case of necessity (e.g., due to failure, risk of delay in view of the other tasks to be carried out, capacity). When the transfer of a task is authorized, a list of alternative authorized resources is indicated. The Production
Routing is assigned to the corresponding raw material. The further steps are orchestrated by the raw material. Note that, here, we consider that the raw materials are intelligent; for example, raw materials equipped with RFID (Radio-Frequency Identification).

**Table 2.** Master Production Schedule and Production Routing template.

| Product | Quantity to Produce | Delivery Date | NO | Operation | Resource | Total Time | Due Date | Alternative Resources | Status |
|---------|---------------------|---------------|----|-----------|----------|------------|----------|-----------------------|--------|
| Product 1 | Q1                  | D1            |    |           |          |            |          |                       |        |
| Product 2 | Q2                  | D2            |    |           |          |            |          |                       |        |
| ...     | ...                 | ...           |    |           |          |            |          |                       |        |
| Product n | Qn                  | Dn            |    |           |          |            |          |                       |        |

The raw material solicits the resources indicated for each of the operations in its Production Routing in chronological order. When a resource performs an operation, the status of the task is updated and the resource indicated for the next operation is requested, and so on until the final operation. As shown in Figure 3, if the resource that is indicated to perform an operation is not available, another resource—indicated in the “Alternative resources”—is requested. In all cases, whether operations are realized or not, a report is sent to the centralized controller. Negotiation and coordination between the executing entities can take place directly or through local controllers.

**Figure 3.** Operating principle of QHAR.

The QHAR is an oligarchical architecture. Indeed, the centralized controller ensures the overall performance of the system (hierarchical control). Local controllers and controllers integrated in the execution level entities ensure local optimization and foster reactivity to hazards (heterarchical control).

3.2. **Representation of Entities and Actors by Q-Holons**

To implement the QHAR, it is necessary to identify the basic constituents of the system that will be represented by Q-Holons, to define the characteristics of each constituent, and to specify the operating rules of the system.

With regard to the main production system studied, any entity that has its own identity, which exists as such and which can play at least one autonomous role in one of the production processes, can be represented by a Q-Holon. It can be a processing machine, a robot, a conveyor, an AGV, an information system, a raw or consumable material, or an operator. Two or more Q-Holons can be combined to form a process segment. Where relevant, the process segment can be represented as a single Q-holon, by combining the attributes and operations of the Q-Holons that compose it. The other actors of the value
chain whose operation is not detailed (e.g., customer, supplier, subcontractor) can each be represented by a Q-Holon as well.

The description of the characteristics (attributes, operations) of each Q-holon depends on the nature of the entity/actor—which it represents—and the needs related to the operation of the system.

Thanks to the Q-Holon material flow, the QHAR takes into account the physical flows between entities/actors. These physical flows are absent in other holonic architectures. The cyber dimension and data flow allow for specifying aspects related to interoperability between applications or software. The energy requirement and the possibility of energy recovery from certain entities can be modeled by the energy dimension and the energy flow. This is the case, for example, for certain resources (e.g., machines, AGVs) which consume and/or supply energy. Humans are an integral component of production systems, whose needs and services must be taken into account. A human can be equipped with accessories that can have cyber, physical, and energetic dimensions (e.g., augmented reality glasses, exoskeleton). The equipped operator, who can be qualified as an “Augmented Worker”, can therefore be modelled using a Q-holon with the attributes and operations corresponding to these four dimensions. Ergonomic aspects can be taken into account, using attributes such as “Recommended working environment conditions”, “Extreme reach zones”, and “Maximum capacity”.

Below (see Figure 4) are some examples of Q-Holons corresponding to entities belonging to one of the three levels of the QHAR, or representing another actor of the value chain.

Figure 4. Object models of some basic entities of QHAR.
3.3. Interaction between Different Production System Components

In this section, we present the interactions between the main internal entities of the production system (see Figure 5). It is a simplified and limited model that shows only data/information flows between internal entities. We start from the step of the production routing assignment to the raw material to be processed, to obtain the finished product of the work order. We consider entity classes (Centralized controller, Raw Materials, Processing Resources, and Transportation Resources) for this explanation. When the QHAR is implemented for a real production system, it is the instances of these classes that are involved in the interactions. Therefore, there could be interactions between instances of the same class. Figure 5 shows an example of interactions between classes.

![Sequence diagram of interactions between production system's internal entity classes.](image-url)

**Figure 5.** Sequence diagram of interactions between production system’s internal entity classes.

Execution-level entities can participate in interactions directly, or through their local controller. The choice between the two options should be carried out on a case-by-case basis, according to the possibilities and the steering policy in force. Here, we indicate only the execution-level entity. In Figure 5, we suppose that the raw material, processing, and transportation resources are available. We use the UML sequence diagram.

When a processing or transport resource indicated by default for an operation is not available (due to, e.g., failure, inability to perform the operation on time), it informs the raw material (directly or indirectly, through its local controller). The latter asks the resources indicated in the list of alternative resources for this operation one by one, until it finds an available resource to perform the operation (see Figure 6).
4. Case study

4.1. General Presentation

To test and validate the QHAR, we applied it to a manufacturing workshop, consisting of (see Figure 7):

- **Three workstations:**
  - A CNC–machining center, capable of machining different parts and driven by an operator;
  - a drilling station, held by an operator;
  - an assembly station, driven by an operator assisted by a cobot, and

- an AGV equipped with a robot arm.

Each of the three workstations is driven by an operator. An operator may provide assistance to another workstation than their own, if necessary, and may also be involved in the transportation of parts and products. A person is responsible for the overall management of the workshop. They are equipped with a planning tool (ERP), as well as a tool for launching and monitoring production orders (MES).

The workshop is supplied with energy by a public network, and may also use locally produced energy. The parts processed in this workshop do not all have the same production routing; hence, each part is associated with information of its production routing and handles the execution of operations of this routing by negotiating with the manufacturing or transportation resources. The production routing information is updated regularly. For reasons of simplicity, external actors (e.g., customers, suppliers, subcontractors) were not included in the modeling.
4.2. Modeling of Workshop Entities by Q-Holons and Their Assignment to the Three Levels of the QHAR

A Q-Holon allows us to represent not only the characteristics of an entity (or an actor), but also the flows that it can exchange with the other entities. The Q-Holon’s characteristics are described by the attributes/properties of the Q-Holons four dimensions (physical, cyber, human, and energy) and the eventual operations that it can perform. With regard to flows, they can be of three types: energy, material, and data/information.

The workshop manager, assisted by an ERP system, plays the role of the centralized controller. This role is modeled by the Q-Holon “Centralized controller”. This same workshop manager is assisted by an MES to perform the “Decentralized controller” role; they are also represented by a Q-Holon. The machining center, conveyors 1 and 2, the drilling station, the assembly station, and the AGV are modeled by a Q-Holon each, all belonging to the Execution level.

We could have integrated the operator-drivers of the different workstations into the Q-Holons that represent these stations. However, as the operators could carry out other tasks in addition to the driving of workstations, we decided to model them by autonomous Q-Holons. The public energy distribution network is also modeled by a Q-Holon.

We recommend the use of two types of SysML diagrams to represent all aspects of a Q-Holon-based model: a BDD diagram and an IBD diagram. The BDD diagram, as shown in Figure 8, represents the attributes/properties and operations of the Q-Holons, while the flows exchanged between the Q-Holons are described by the IBD diagram (see Figure 9).

Figure 10 shows an example of the flows exchanged between two entities of the Execution Level; namely, the Assembly center block. This block is constituted by a cobot associated with an operator, each of which is characterized by the required spatial attribute which represents the safety space necessary to avoid collisions between the two entities. Both the cobot and operator receive information from the local control center (i.e., production rules and operational orders), as well as the parts that need to be assembled. The energy used here can be supplied by the public energy network or locally produced by the cobot, if possible; this is modeled by the in/out (in and out) energy ports. Additionally, the cobot exchanges information with the operator through a human-machine interface. As output, assembled products are transferred and real-time reports, operational responses, and cobot- and operator-specific data are sent to the local control center.
Figure 8. Attributes/properties and operations of Q-holons modeling entities of workshop.
The aim of this case study was to test and verify the ability of the proposed architecture to allow self-reconfiguration. For this purpose, the case study had to be representative of existing production workshops. This representativeness must be verified, in terms of the entities that make it up as well as the operations carried out. Thus, there are classic...
entities, such as CNC machines and drilling machines, as well as more recent equipment, such as AGVs and cobots. In terms of operations, machining, assembly, and transport operations are carried out. Care has also been taken to simplify the case, to make it easier to understand without impacting its representativeness.

Through this case study, we can see that the Q-Holon concept, thanks to its four dimensions and three types of flows, makes it possible to model the entities/actors of the production system and potentially allows for automatic or semiautomatic reconfiguration. Indeed, thanks to the use of Q-Holons, each entity/actor is represented by its attributes/properties, its operations, and the flows it can exchange with the other entities/actors. An internal or external change in the production system requiring reconfiguration will modify one or more of the Q-Holon parameters (attributes/properties, operations, flows). Reconfiguration, therefore, must consist of selecting and connecting the entities/actors whose parameter values respect the constraints and needs of the new context. This search for the new configuration can be carried out using an automatic reconfiguration algorithm, based on the information provided by the Q-Holon-based model of the production system.

4.3. How Could the Implementation of the Proposed Architecture, QHAR, Support Self-Reconfiguration?

To perform self-reconfiguration, three main actions must be performed autonomously [2,31–33]:

1. **Detection of the need for reconfiguration**—this is the preliminary phase of the actual reconfiguration process. With regard to faults, several advances were made in the implementation of self-diagnostic functions for certain faults [34,35]. This generally concerns foreseen defaults [31]. For unforeseen defects or external disturbances, further progress is still needed [31]. QHAR could be used to help diagnose such unforeseen faults. Indeed, the proper functioning of an entity can be characterized by the values of the attributes/properties of its four possible dimensions (human, cyber, energy, physical), those of its three possible incoming and outgoing flows (data, physical, energy), and by the operations it is supposed to perform. The failure of any of these parameters might be a sign of failure of the entity in question. This failure may be noted by the entity itself, its local controller, or the central controller. The monitoring of all these parameters by the entity itself, its local controller, and/or the centralized controller can ensure that practically all potential defects can be detected.

2. As far as external disturbances are concerned, they are detected by the centralized controller. In the case of a change in customer demand, for example, the centralized controller ascertains whether the current installation is capable of handling the new order. If it is not guaranteed, this may indicate the need to change the current configuration.

3. **Determination of the entities needed for the new configuration**—the need for reconfiguration detected earlier usually involves a change in the composition of the production system. This involves choosing the most appropriate entities for the current need. This choice may require decision support tools/methods and the definition of selection criteria. The first selection criteria are those relating to the operational capabilities and properties of the entities, where the operational capabilities and properties of each entity can be defined using the Q-Holon that represents it.

4. **Definition of a new layout**—this involves determining the location of the entities and the interconnections to be established between them. Thanks to the attributes/properties of the entities—in particular, the physical/spatial dimension—the best location can be defined for each entity. The interaction between entities can be characterized by the flows (material, data, and energy) they exchange. Thus, entities that exchange flows may be permanently or temporarily interconnected.
5. Conclusions

Adaptation to internal and external change—or self-reconfiguration—is one of the potential functionalities that CPPS can offer. However, this functionality requires a suitable architecture to be implemented. In this paper, several holonic and nonholonic architectures were analyzed and a new holonic architecture was proposed. The Q-Holonic-based ARchitecture (QHAR), the proposed architecture, is based on the idea of a Q-Holon, an enriched Holon with four dimensions (physical, cyber, human, energy), which is used to represent each of the entities and actors that compose the value chain.

The QHAR considers the internal entities of a production system, as well as other players in the value chain, such as customers, suppliers, and subcontractors. It consists of three levels: Centralized control level, Decentralized control level, and Execution level. The composition and roles of each of these levels were presented. The QHAR considers all of the types of flows that can exist between the entities and actors of the value chain; namely, data/information flows, material flows, and energy flows. Some modes of interaction between system constituents were also described, using a SysML sequence diagram. QHAR is a concrete architecture, providing all the necessary information for a self-reconfiguration algorithm.

The proposed architecture was applied to a case study to demonstrate its relevance and feasibility. This case study allowed us to illustrate how the proposed architecture, QHAR, could support a self-reconfiguration algorithm. Care was taken to ensure that it was as representative as possible of current production systems, in terms of the entities that make it up and the operations carried out. However, external actors (e.g., customers, suppliers, subcontractors) and their interactions with other entities were not represented.

Self-reconfiguration is a very valuable potential feature of CPPS that is not yet fully implemented [31]. The successful deployment of the QHAR can contribute to the effective implementation of the self-reconfiguration capability of CPPS.
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