Abstract

In this paper we investigate the automatic generation and evaluation of sentential paraphrases. We describe a method for generating sentential paraphrases by using a large aligned monolingual corpus of news headlines acquired automatically from Google News and a standard Phrase-Based Machine Translation (PBMT) framework. The output of this system is compared to a word substitution baseline. Human judges prefer the PBMT paraphrasing system over the word substitution system. We demonstrate that BLEU correlates well with human judgements provided that the generated paraphrased sentence is sufficiently different from the source sentence.

1 Introduction

Text-to-text generation is an increasingly studied subfield in natural language processing. In contrast with the typical natural language generation paradigm of converting concepts to text, in text-to-text generation a source text is converted into a target text that approximates the meaning of the source text. Text-to-text generation extends to such varied tasks as summarization (Knight and Marcu, 2002), question-answering (Lin and Pantel, 2001), machine translation, and paraphrase generation.

Sentential paraphrase generation (SPG) is the process of transforming a source sentence into a target sentence in the same language which differs in form from the source sentence, but approximates its meaning. Paraphrasing is often used as a subtask in more complex NLP applications to allow for more variation in text strings presented as input, for example to generate paraphrases of questions that in their original form cannot be answered (Lin and Pantel, 2001; Riezler et al., 2007), or to generate paraphrases of sentences that failed to translate (Callison-Burch et al., 2006). Paraphrasing has also been used in the evaluation of machine translation system output (Russo-Lassner et al., 2006; Kauchak and Barzilay, 2006; Zhou et al., 2006). Adding certain constraints to paraphrasing allows for additional useful applications. When a constraint is specified that a paraphrase should be shorter than the input text, paraphrasing can be used for sentence compression (Knight and Marcu, 2002; Barzilay and Lee, 2003) as well as for text simplification for question answering or subtitle generation (Daelemans et al., 2004).

We regard SPG as a monolingual machine translation task, where the source and target languages are the same (Quirk et al., 2004). However, there are two problems that have to be dealt with to make this approach work, namely obtaining a sufficient amount of examples, and a proper evaluation methodology. As Callison-Burch et al. (2008) argue, automatic evaluation of paraphrasing is problematic. The essence of SPG is to generate a sentence that is structurally different from the source. Automatic evaluation metrics in related fields such as machine translation operate on a notion of similarity, while paraphrasing centers around achieving dissimilarity. Besides the evaluation issue, another problem is that for a data-driven MT account of paraphrasing to work, a large collection of data is required. In this case, this would have to be pairs of sentences that are paraphrases of each other. So far, paraphrasing data sets of sufficient size have been mostly lacking. We argue that the headlines aggregated by Google News offer an attractive avenue.

2 Data Collection

Currently not many resources are available for paraphrasing; one example is the Microsoft Paraphrase Corpus (MSR) (Dolan et al., 2004; Nelken and Shieber, 2006), which with its 139,000 aligned
lines are presented to human judges, whose ratings are compared to the BLEU (Papineni et al., 2002), METEOR (Banerjee and Lavie, 2005) and ROUGE (Lin, 2004) automatic evaluation metrics.

### 3.1 Phrase-Based MT

We use the MOSES package to train a Phrase-Based Machine Translation model (PBMT) (Koehn et al., 2007). Such a model normally finds a best translation \( \hat{e} \) of a text in language \( f \) to a text in language \( e \) by combining a translation model \( p(f|e) \) with a language model \( p(e) \):

\[
\hat{e} = \arg\max_{e \in E} p(f|e)p(e)
\]

GIZA++ is used to perform the word alignments (Och and Ney, 2003) which are then used in the Moses pipeline to generate phrase alignments in order to build the paraphrase model. We first tokenize our data before training a recaser. We then lowercase all data and use all unique headlines in the training data to train a language model with the SRILM toolkit (Stolcke, 2002). Then we invoke the GIZA++ aligner using the 7M training paraphrase pairs. We run GIZA++ with standard settings and we perform no optimization. Finally, we use the MOSES decoder to generate paraphrases for our test data.

Instead of assigning equal weights to language and translation model, we assign a larger weight of 0.7 to the language model to generate better formed (but more conservative) paraphrases. Because dissimilarity is a factor that is very important for paraphrasing but not implemented in a PBMT model, we perform post-hoc reranking of the different candidate outputs based on dissimilarity. For each headline in the testset we generate the ten best paraphrases as scored by the decoder and then rerank them according to dissimilarity to the source using the Levenshtein distance measure at the word level. The resulting headlines are recased using the previously trained recaser.

### 3.2 Word Substitution

We compare the PBMT results with a simple word substitution baseline. For each noun, adjective and verb in the sentence this model takes that word and its Part of Speech tag and retrieves from WordNet its most frequent synonym from the most frequent synset containing the input word. We use the Memory Based Tagger (Daelemans et al., 1996)

---

1This list of aligned pairs is available at http://ilk.uvt.nl/~swubben/resources.html
Table 1: Examples of generated paraphrased headlines

| System   | Headline                                      |
|----------|-----------------------------------------------|
| Source   | Florida executes notorious serial killer      |
| PBMT     | Serial killer executed in Florida             |
| Word Sub.| Florida executes ill-famed series slayer      |
| Source   | Dublin evacuates airport due to bomb scare    |
| PBMT     | Dublin airport evacuated after bomb threat    |
| Word Sub.| Dublin evacuates airdrome due to bomb panic   |
| Source   | N. Korea blasts nuclear sanctions             |
| PBMT     | N. Korea nuclear blast of sanctions           |
| Word Sub.| N. Korea blasts atomic sanctions              |

Table 2: Results of human judgements ($N = 10$)

| System       | mean  | stdev  |
|--------------|-------|--------|
| PBMT         | 4.60  | 0.44   |
| Word Substitution | 3.59  | 0.64   |

4.2 Results

The average scores assigned by the human judges to the output of the two systems are displayed in Table 2. These results show that the judges rated the quality of the PBMT paraphrases significantly higher than those generated by the word substitution system ($t(18) = 4.11, p < .001$).

Results from the automatic measures as well as the Levenshtein distance are listed in Table 3. We use a Levenshtein distance over tokens. First, we observe that both systems perform roughly the same amount of edit operations on a sentence, resulting in a Levenshtein distance over words of 2.76 for the PBMT system and 2.67 for the Word Substitution system. BLEU, METEOR and three typical ROUGE metrics all rate the PBMT system higher than the Word Substitution system. Notice also that the all metrics assign the highest scores to the original sentences, as is to be expected: because every operation we perform is in the same language, the source sentence is also a paraphrase of the reference sentences that we use for scoring our generated headline. If we pick a random sentence from the reference set and score it against the rest of the set, we obtain similar scores. This means that this score can be regarded as an upper bound score for paraphrasing: we can not expect our paraphrases to be better than those produced by humans. However, this also shows that these measures cannot be used directly as an automatic evaluation method of paraphrasing, as they assign the highest score to the “paraphrase” in which nothing has changed. The scores observed in Table 3 do indicate that the paraphrases generated on the Brown corpus to generate the POS-tags. The WordNet::QueryData² Perl module is used to query WordNet (Fellbaum, 1998). Generated headlines and their source for both systems are given in Table 1.

4 Evaluation

For the evaluation of the generated paraphrases we set up a human judgement study, and compare the human judges’ ratings to automatic evaluation measures in order to gain more insight in the automatic evaluation of paraphrasing.

4.1 Method

We randomly select 160 headlines that meet the following criteria: the headline has to be comprehensible without reading the corresponding news article, both systems have to be able to produce a paraphrase for each headline, and there have to be a minimum of eight paraphrases for each headline. We need these paraphrases as multiple references for our automatic evaluation measures to account for the diversity in real-world paraphrases, as the aligned paraphrased headlines in Figure 1 witness.

The judges are presented with the 160 headlines, along with the paraphrases generated by both systems. The order of the headlines is randomized, and the order of the two paraphrases for each headline is also randomized to prevent a bias towards one of the paraphrases. The judges are asked to rate the paraphrases on a 1 to 7 scale, where 1 means that the paraphrase is very bad and 7 means that the paraphrase is very good. The judges were instructed to base their overall quality judgement on whether the meaning was retained, the paraphrase was grammatical and fluent, and whether the paraphrase was in fact different from the source sentence. Ten judges rated two paraphrases per headline, resulting in a total of 3,200 scores. All judges were blind to the purpose of the evaluation and had no background in paraphrasing research.

²http://search.cpan.org/dist/WordNet-QueryData/QueryData.pm

³ROUGE-1, ROUGE-2 and ROUGE-SU4 are also adopted for the DUC 2007 evaluation campaign, http://www-nlpir.nist.gov/projects/duc/duc2007/tasks.html
| System | BLEU  | ROUGE-1 | ROUGE-2 | ROUGE-SU4 | METEOR | Lev.dist. | Lev. stdev. |
|--------|-------|---------|---------|-----------|--------|-----------|------------|
| PBMT   | 50.88 | 0.76    | 0.36    | 0.42      | 0.71   | 2.76      | 1.35       |
| Wordsub. | 24.80 | 0.59    | 0.22    | 0.26      | 0.54   | 2.67      | 1.50       |
| Source | 60.58 | 0.80    | 0.45    | 0.47      | 0.77   | 0         | 0          |

Table 3: Automatic evaluation and sentence Levenshtein scores

There is an overall medium correlation between the BLEU measure and human judgements ($r = 0.41, p < 0.001$). We see a lower correlation between the various ROUGE scores and human judgements, with ROUGE-1 showing the highest correlation ($r = 0.29, p < 0.001$). Between the two lies the METEOR correlation ($r = 0.35, p < 0.001$). However, if we split the data according to Levenshtein distance, we observe that we generally get a higher correlation for all the tested metrics when the Levenshtein distance is higher, as visualized in Figure 2. At Levenshtein distance 5, the BLEU score achieves a correlation of 0.78 with human judgements, while ROUGE-1 manages to achieve a 0.74 correlation. Beyond edit distance 5, data sparsity occurs.

### 5 Discussion

In this paper we have shown that with an automatically obtained parallel monolingual corpus with several millions of paired examples, it is possible to develop an SPG system based on a PBMT framework. Human judges preferred the output of our PBMT system over the output of a word substitution system. We have also addressed the problem of automatic paraphrase evaluation. We measured BLEU, METEOR and ROUGE scores, and observed that these automatic scores correlate with human judgements to some degree, but that the correlation is highly dependent on edit distance. At low edit distances automatic metrics fail to properly assess the quality of paraphrases, whereas at edit distance 5 the correlation of BLEU with human judgements is 0.78, indicating that at higher edit distances these automatic measures can be utilized to rate the quality of the generated paraphrases. From edit distance 2, BLEU correlates best with human judgements, indicating that MT evaluation metrics might be best for SPG evaluation.

The data we used for paraphrasing consists of headlines. Paraphrase patterns we learn are those used in headlines and therefore different from standard language. The advantage of our approach is that it paraphrases those parts of sentences that it can paraphrase, and leaves the unknown parts intact. It is straightforward to train a language model on in-domain text and use the translation model acquired from the headlines to generate paraphrases for other domains. We are also interested in capturing paraphrase patterns from other domains, but acquiring parallel corpora for these domains is not trivial.

Instead of post-hoc dissimilarity reranking of the candidate paraphrase sentences we intend to develop a proper paraphrasing model that takes dissimilarity into account in the decoding process. In addition, we plan to investigate if our paraphrase generation approach is applicable to sentence compression and simplification. On the topic of automatic evaluation, we aim to define an automatic paraphrase generation assessment score. A paraphrase evaluation measure should be able to recognize that a good paraphrase is a well-formed sentence in the source language, yet it is clearly dissimilar to the source.
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