Abstract

The use of coarse-grained layouts for controllable synthesis of complex scene images via deep generative models has recently gained popularity. However, results of current approaches still fall short of their promise of high-resolution synthesis. We hypothesize that this is mostly due to the highly engineered nature of these approaches which often rely on auxiliary losses and intermediate steps such as mask generators. In this note, we present an orthogonal approach to this task, where the generative model is based on pure likelihood training without additional objectives. To do so, we first optimize a powerful compression model with adversarial training which learns to reconstruct its inputs via a discrete latent bottleneck and thereby effectively strips the latent representation of high-frequency details such as texture. Subsequently, we train an autoregressive transformer model to learn the distribution of the discrete image representations conditioned on a tokenized version of the layouts. Our experiments show that the resulting system is able to synthesize high-quality images consistent with the given layouts. In particular, we improve the state-of-the-art FID score on COCO-Stuff and on Visual Genome by up to 19% and 53% and demonstrate the synthesis of images up to 512×512 px on COCO and Open Images.
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1. Introduction

Recent years have brought unprecedented advances to conditional image generation with neural networks, e.g. in class-conditional [4, 24], text-conditional [23, 34] or pixel-wise conditional settings [20, 33, 30]. To capture the inherent ambiguity of this task, typically generative models are used, which learn the distribution of images conditioned on the given information. A particular class of conditional models deals with synthesis of complex scenes from coarse layouts, often specified as scene graphs [13, 2, 11] or bounding boxes [28, 27]. In addition to learning the shape and appearance of single objects, these models are also explicitly forced to model the interactions between objects. However, achieving high-resolution synthesis results of complex scenes remains a challenging task. We hypothesize that this is partly due to the fact that most concurrent approaches rely on many steps and auxiliary losses such as scene-matching or object-specific losses [13, 2, 28, 11], which turns out limiting the models’ overall performance.

In an orthogonal approach, [7] and [23] consider a more generic mechanism for conditional image synthesis via training an autoregressive (AR) transformer model in the latent space of a pre-trained discrete autoencoder model [31, 12], where [7] achieve efficient high-resolution synthesis by extending the reconstruction task with an adversarial objective. By building on [7], this note demonstrates how such a transformer-based system can be applied to high-resolution scene synthesis from coarse layouts via pure AR likelihood models interactions between sequence elements are computed irrespective of their relative positioning. Hence, the architecture does not incorporate locality biases such as the convolution operation in CNNs [17, 29].

VQGAN extends previous work on two-stage generative modeling via discrete representation learning [31, 24] by using a more aggressive downsampling scheme; enabled by adding an adversarial realism prior and a perceptual metric [35] to the autoencoder objective in [31]. Adversarial training of this model ensures (i) high-fidelity reconstructions and (ii) strong compression, and thereby provides a suitable space [25, 6, 24, 7] to train an autoregressive transformer-based likelihood model in a second stage. We show how to extend this approach for scene image generation.

1.1. Related Work

Self-Attention and Transformers The basic transformer model [32] is a sequence-to-sequence model, which models interactions between its elements through the attention mechanism [3, 19]. This mechanism is global, i.e. interactions between sequence elements are computed irrespective of their relative positioning. Hence, the architecture does not incorporate locality biases such as the convolution operation in CNNs [17, 29].

Layouts to Image Previous methods commonly rely on intermediate pixel-wise semantic label maps generated via a mask regression (object shape) and a box regression network (object position) trained with an L1 objective [13, 2] or an adversarial loss [11]. The final images are then produced via a series of convolutional “refinement” layers [13, 2] or a pre-trained SPADE [21] model. In contrast, [26, 27, 28] generate scenes in a GAN setting. The generator is conditioned on the scene layout and mask predictors via a layout-aware norm, inspired by StyleGAN [15]. [28] further introduce a differentiable graph-scene matching loss to enhance the separation of objects. Orthogonal to these approaches, we avoid intermediate steps and after compressing high-frequency image details (e.g. textures) into our first stage, we model the distribution of images in an abstract latent space, rendering auxiliary steps unnecessary.
2. Method

We aim to leverage the flexibility and expressivity of the transformer architecture and its attention mechanism to generate high-resolution images from coarse layouts, while retaining the coherency of composition and interplay of depicted objects through AR likelihood-based learning only. However, likelihood-based models have been demonstrated [25] to overspend capacity on short-range interactions of pixels when modeling images directly in pixel space. To resolve this problem, we extend upon [7] and first utilize adversarial training to learn a discrete codebook $Z$ in a low-dimensional space. As a result, any image can be described by a short sequence of integers (see Sec. 2.1). Given this codebook, we further follow [7] and train an AR transformer model on the discrete image representation, conditioned on a suitable representation of the image layout (see Sec. 2.2). Thus, the transformer model is trained in an abstract space where compositional-irrelevant details such as high-frequency patterns are suppressed. We then rely on the expressivity of the attention mechanism to model interactions of these abstract tokens and learn the composition of the specified objects. This approach, depicted in Fig. 2, is able to generate realistic and consistent complex scene images.

2.1. Efficient Training in Latent Space

[7] demonstrated that adversarially guided reconstruction through neural vector quantization [31] enables learning a low-dimensional latent space of abstract, discrete image tokens, suitable for downstream autoregressive MLE. Their full model consists of a learnable codebook $Z$, an encoder $E$, a decoder $G$ and a discriminator $D$, where the codebook contains $|Z|$ learnable entries $\in \mathbb{R}^{n_z}$ indexed by integers $\{0, 1, \ldots, |Z|-1\}$. After training, a sufficiently general model and corresponding $Z$ can be reused across tasks.

**Conditional Autoregressive Learning** The learned codebook $Z$ and encoder $E$ allow to represent any input image $x \in \mathbb{R}^{3\times W \times H}$ as a sequence of integers $s(x) = s \in \{0, 1, \ldots, |Z|\}^{h \times w}$, which index the learned codebook. This sequence is obtained by quantization of the encoded image $E(x) \in \mathbb{R}^{w \times h}$. $W \times H$ and $w \times h$ describe the spatial extent of input and latent representation, respectively. After unrolling the sequence $s$ in a “raster-scan” order and given information $c$ (e.g. of a corresponding coarse layout), the transformer is trained to learn the likelihood of $s$ as $p(s|c) = \prod_i p(s_i|s < i, c)$. The image generation process is expressed as an autoregressive next-element prediction. Hence, the full objective for training the transformer model reads

$$\mathcal{L} = -\mathbb{E}_{x,c \sim p(x,c)} \left[ \log p(s(x)|c) \right].$$

2.2. Encoding Coarse Layouts

We consider scene image datasets that provide coarse layout information in form of bounding boxes. We encode each object $y$ by a triple $o = (c_y, tl_y, br_y)$, with $c_y$ being the object class index, $tl_y$ the top-left and $br_y$ the bottom-right corner position. In order to encode positions, we put a virtual grid on our image and number grid intersections continuously from 0 to $n_{positions}$ (for details, see Sec. A.4). We choose $n_{positions} = n_{tokens} - 1$ and can cover all image positions in the image with little imprecision; one token is reserved to serve as a null token. Furthermore, we opt for a fixed conditional sequence length and pad with null tokens when there are fewer than $n_{max}$ objects.

3. Experiments

This section provides our empirical investigation of the model introduced in Sec. 1 and 2. First, we evaluate our model’s ability to compete with state-of-the-art methods in layout-to-image on COCO [5] and Visual Genome [1] on resolutions up to 256 pixels. Next, we broaden the training exercise to enable higher scene complexity and include the Open Images dataset [16] to sample images up to 512 pixels. Finally, we demonstrate the model’s ability to generalize in a “zero-shot” setting and sample COCO images with a model exclusively trained on Open Images.
needs to add basic data augmentation like random cropping. However, for the smaller Segmentation COCO dataset, one can reach comparable FID and SceneFID scores can be reached for Visual Genome.

We observe that when strictly limiting data augmentation to horizontal flips as in previous works, comparable FID results are reported in Table 1, 2 and 3.
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A. Appendix

A.1. First stage: Details on VQGAN

Best results on all datasets for sizes $\geq 256$ px are achieved with a VQGAN trained for 117 epochs on $256 \times 256$ px crops (along longer axis) of the full COCO dataset. Our architecture uses four downsamplings resulting in an internal representation of $16 \times 16$ tokens. The codebook size is 8192 tokens, each corresponding to a vector of dimensionality 256.

On 5k examples from the full COCO validation split, this model achieves a reconstruction FID (R-FID) of 11.0. (compare to R-FID = 52.3 when using the DALL-E [23] VQVAE instead).

For the $128 \times 128$ px images we used an architecture with three downsamplings resulting in an internal representation of $16 \times 16$ and 16384 tokens with a dimensionality of 256. This model is trained for 68 epochs on COCO data.

A.2. Second stage: Details on Transformer

We use the GPT-2 architecture [22] in different sizes. For the comparison with previous methods in Tables 1 and 2 we use an architecture with approximately 320 million parameters (24 layers, 16 attention heads, 1024 embedding dimensions and a dropout rate of 10%). For the broader and more difficult tasks addressed in Table 3, we use a more powerful architecture with 1.1 billion parameters (36 layers and 1536 embedding dimensions, the remaining parameters identical).

A.3. Details on Datasets

Segmentation COCO [5] For comparability, we evaluate the on the 2017 COCO Thing and Stuff Segmentation Challenge* subset (50k images). It features bounding boxes for 80 object and 91 stuff classes (excluding “other”). We filter for images with 3 to 8 objects, each larger than 2 % of the image’s area. We use the same split as [13, 28] and obtain 24972 training, 1024 validation and 2048 test images.

Full COCO As autoregressive models greatly benefit of larger datasets [8, 14], we make use of the full COCO Thing and Stuff dataset (164K images). When filtering for 3 to 8 objects, one gets 74121 training images. For comparability, validation is however done on the same 2048 test images as above. Broadening the training exercise and filtering for 2 to 30 objects of any size, one obtains 112k training images.

Visual Genome [1] We use the same filtering settings as [13, 28] and obtain 62565 training, 5506 validation and 5088 test images with 178 object classes. Broadening the training exercise, there are 80k training images.

Open Images V6 [16] We promote the usage of this dataset in the field of scene image generation. It contains 1.9 million images annotated with 16 million bounding boxes for 600 object classes. This data richness (roughly eleven times larger than COCO) is highly beneficial for the data-demanding autoregressive approach. We filter for the approximately 300 classes that have more than 1000 bounding boxes and further add a handful of classes to increase compatibility with the COCO dataset (331 classes). Filtering for images containing between 2 and 30 objects, we obtain 1.29 million training and 25k test images.

Visual Genome and Open Images differ from the COCO dataset in their focus on objects and in their absence of texture and material classes (“stuff”: straw, sand, sky, etc.).

A.4. Details on Layout Encoding

The first obvious layout encoding that comes to mind is done in five tokens: $o = (c_y, l_y, t_y, w_y, h_y)$. However, since as the attention mechanism scales quadratically with sequence length, we employ the encoding in three tokens by imposing a virtual grid on the image, with grid intersections numbered continuously in “raster-scan” order (e.g., the first row is encoded by: 0, 1, ..., $n_{col} = \lfloor \sqrt{\text{positions}} \rfloor$). The x-position can be computed from the position number $p$ as $x = p \mod n_{col}$ and the y-position as $y = p/n_{col}$.

We further experimented with the introduction of a separator token in order to separate the object triples, however, it was not found to be beneficial for model performance. We omitted it to reduce sequence length.

In order to produce $512 \times 512$ px images, the sliding-window approach detailed in [7] is used. That means that the conditional information presented to the model needs to be adjusted in almost every step. Our findings are that simple filtering for existing objects and rescaling bounding boxes to the new viewport gives problematic results on large objects, since the transformer lacks the information of which part of the object it samples in every step. Instead, we found that best results could be achieved when not rescaling the conditional information and instead adding two more tokens to the conditional, specifying top-left and bottom-right position of the current viewport. During training, we trained on quadratic 2d crops of random size $\in [256, \min(W_{image}, H_{image})]$ and random position.

A.5. A Note on Evaluation

All samples are drawn with temperature $T = 1.0$, and a $top_k$-value of $k = 100$ for the conditionals $p(s_i | s_{<i})$. FID and SceneFID were computed using the Torch-Fidelity package [18]. In Table 1, we evaluate our models on 2048 unaugmented test images of the COCO Segmentation Challenge split to ensure comparability. These settings remain even if training is done on the full COCO superset. We do not apply any data augmentation on the test split and only

\[ \text{https://cocodataset.org/#stuff-2017} \]
resize to a square (even if during training we worked on cropped/undistorted images). In Table 2, we evaluate on 5088 images of the VG test split in the same way. In Table 3, we use slightly different evaluation settings. In order to ensure comparability of all values in the table, we evaluate on 2048 images of the test split for all three datasets. Since the models were trained on undistorted random crops of the original images, we do evaluation on center crops of the images.

A.6. Limitations

Although our model achieves convincing results both qualitatively and quantitatively, it should be noted that the use of transformer models also has its price: On the one hand, autoregressive sampling is slow compared to parallel methods, on the other hand, transformers are known to be data-demanding. The former can be interpreted as a trade-off between quality and speed. Regarding the latter, we note that also data augmentation seems to virtually increase the amount of data. For instance, on COCO, we find that 1d random crops along the longer image axis give performance improvements roughly equivalent to a 250% increase of training data.
Figure 4. Zero-shot scene image generation. We sample COCO test layouts with a model trained on full COCO (only things classes) and on Open Images on 256×256 px (330 classes). In order to do so, we filter the layouts for the 80 things classes that are known to both our models. The COCO model is specialized on this dataset and thus presents a higher visual quality. The OpenImages model (not fully converged) generalizes well to COCO layouts and demonstrates a higher diversity.
Figure 5. Qualitative comparison with existing architectures for 128 px. Our model produces consistent images with objects in the desired positions and high visual quality. We especially highlight the ability to produce sharp textures. Comparison model samples taken from [28].

Figure 6. These samples from Visual Genome illustrate the first-stage model’s capacity for reconstructing images. Its strength are textures and an overall photorealistic look, more challenging is the reconstruction of faces and fine details, such as writing.

Figure 7. Reimagining iconic scenes: The autoregressive model allows completing input images, e.g. sampling the lower half when the upper half is given. Our model trained on Open Images re-imagines this famous view on the Notre Dame Cathedral (left: our first-stage’s reconstruction of the original) and by adding surfers and boats, we place Notre Dame on the beach. Note how Notre Dame’s Gothic architecture influences the overall image style. These images were sampled on a resolution of $512 \times 768$ px.
Figure 8. Comparison with state-of-the-art method LostGAN-v2 COCO with resolutions of 256 and 512 px. Comparison images taken from the original publication [27]. Our model produces diverse images with high visual quality. It especially outperforms LostGAN-v2 on producing sharp textures, an ability inherited from its first-stage VQGAN. In general, image consistency is improved, even though producing the right amount of legs remains an open challenge.