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Abstract

In this paper, we investigate the existence of Laplacian perfect state transfer and Laplacian pretty good state transfer in vertex complemented coronas. We prove that there is no Laplacian perfect state transfer in vertex complemented coronas. In contrast, we give a sufficient condition for vertex complemented coronas to have Laplacian pretty good state transfer.
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1 Introduction

Let $G$ be a graph with adjacency matrix $A_G$. The transition matrix of $G$ with respect to $A_G$ is defined to be

$$H_{A_G}(t) = \exp(-itA_G) = \sum_{k \geq 0} \frac{(-i)^k A_G^k t^k}{k!}, \quad t \in \mathbb{R}, \quad i = \sqrt{-1}.$$ 

Motivated by the Schrödinger equation (see [25, Claim 3.17]), Farhi and Gutmann first introduced this notion and used it as a paradigm to design efficient quantum algorithms [20]. The $(u, v)$-entry of $H_{A_G}(t)$ is denoted by $H_{A_G}(t)_{u,v}$, where $u, v \in V(G)$. If $u \neq v$ and $|H_{A_G}(\tau)_{u,v}| = 1$, then $G$ is said to have perfect state transfer (PST for short) from vertex $u$ to vertex $v$ at time $\tau$. This concept, which is very important in quantum computing
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and quantum information processing, was first introduced by Bose in 2003 [7]. Since then, the problem of characterizing graphs having PST has attracted the attention of both physicists and mathematicians. Recently, it has become clear that graphs having PST are rare. Thus, Godsil posed to study a relaxation of PST, called pretty good state transfer [23]. A graph \( G \) is said to have pretty good state transfer (PGST for short) from vertex \( u \) to vertex \( v \) if for each \( \varepsilon > 0 \), there exists a time \( t \) such that

\[
| H_{A_G}(t)_{u,v} | \geq 1 - \varepsilon.
\]

Up until now, many graphs have been proved to admit PST or PGST. For details, we refer the reader to [2, 4, 6, 9–13, 15, 16, 19, 31, 37, 40, 42, 43] and three surveys [21–23].

Let \( D_G \) be the diagonal matrix with diagonal entries the degrees of vertices of \( G \). Let \( L_G = D_G - A_G \) denote the Laplacian matrix of \( G \). If we replace \( A_G \) in the definition of PST (respectively, PGST) by \( L_G \), then we obtain the definition of Laplacian perfect state transfer (respectively, Laplacian pretty good state transfer), abbreviated to LPST (respectively, LPGST). It is known that LPST (respectively, LPGST) is as important as PST (respectively, PGST). However, only a few results on LPST or LPGST have been given, which are listed as follows:

- The complete graph \( K_n \) with a missing link, where \( n \) is multiple of 4, has LPST [8].
- A complete characterization of the class of threshold graphs allowing for LPST was given in [27].
- Every tree with at least three vertices has no LPST [17].
- If a graph on \( n \) vertices has LPST at time \( \tau \) and \( n\tau \in 2\pi\mathbb{Z} \), then its complement also has LPST at time \( \tau \) [3].
- The double cone over a graph on \( n \) vertices has LPST if and only if \( n \equiv 2 \pmod{4} \) [3].
- The corona of two graphs has no LPST, but it has LPGST under some mild conditions [1].
- The LPGST occurs between the extremal vertices of the path with \( n \) vertices if and only if \( n \) is a power of 2. Moreover, in these cases, LPGST occurs between vertices at the \( j \)th and \( (n-j+1) \)th positions for all \( j = 1, \ldots, n \) [5].
- Sufficient conditions for edge coronas to have or not have LPST, and sufficient conditions for edge coronas to have LPGST are given in [28].
- The \( Q \)-graph of an \( r \)-regular graph, if \( r+1 \) is a prime number, has no LPST, but it has LPGST under some mild conditions [29].
- If \( r+1 \) is not a Laplacian eigenvalue of an \( r \)-regular graph \( G \), then there is no LPST in the total graph of \( G \), but it has LPGST under some mild conditions [32].
- Sufficient conditions for edge complemented coronas to not have LPST, and sufficient conditions for edge complemented coronas to have LPGST are given in [39].
Sufficient conditions for extended neighborhood coronas to have or not have LPST are given in [30].

In this paper, we investigate the existence of LPST and LPGST in vertex complemented coronas, whose definition is given in Definition 1.

**Definition 1.** Let $G$ be a graph with vertex set $V(G) = \{v_1, \ldots, v_n\}$ and let $\vec{H} = (H_1, \ldots, H_n)$ be an $n$-tuple of graphs. The *vertex complemented corona* $G \hat{\circ} \vec{H}$ is formed by taking the disjoint union of $G$ and $H_1, \ldots, H_n$ with each $H_i$ corresponding to the vertex $v_i$, and then joining every vertex in $H_i$ to every vertex in $V(G) \setminus \{v_i\}$ for $i = 1, 2, \ldots, n$.

Figure 1 depicts the vertex complemented corona $P_3 \hat{\circ} \vec{H}$ with $\vec{H} = (P_1, P_2, P_1)$, where $P_n$ denotes the path on $n$ vertices.

Our paper is organized as follows. In Section 2, we present some lemmas that will be used later. In Section 3, Laplacian eigenvalues and eigenprojectors of vertex complemented coronas are obtained. In Section 4, we prove that there is no LPST in the vertex complemented coronas. In Section 5, we give sufficient conditions for the vertex complemented coronas to have LPGST.

## 2 Preliminaries

In this section, we list some notations and basic results which will play important roles throughout the paper.

**Lemma 2.1.** (see [30]) Let $M_1$, $M_2$, $M_3$ and $M_4$ be respectively $p \times p$, $p \times q$, $q \times p$ and $q \times q$ matrices with $M_1$ and $M_4$ invertible. Then

$$
\det \begin{pmatrix} M_1 & M_2 \\ M_3 & M_4 \end{pmatrix} = \det(M_4) \cdot \det(M_1 - M_2M_4^{-1}M_3)
$$

$$
= \det(M_1) \cdot \det(M_4 - M_3M_1^{-1}M_2),
$$

where $M_1 - M_2M_4^{-1}M_3$ and $M_4 - M_3M_1^{-1}M_2$ are called the Schur complements of $M_4$ and $M_1$, respectively.
The $M$-coronal $\Gamma_M(x)$ of an $n \times n$ matrix $M$ is defined to be the sum of the entries of the matrix $(xI_n - M)^{-1}$, that is,

$$\Gamma_M(x) = j_n^\top (xI_n - M)^{-1}j_n, \quad (2.1)$$

where $j_n$ denotes the column vector of size $n$ with all entries equal to one, and $j_n^\top$ denotes the transpose of $j_n$.

**Lemma 2.2.** (see [18, Proposition 2]) If $M$ is an $n \times n$ matrix with each row sum equal to a constant $t$, then

$$\Gamma_M(x) = \frac{n}{x - t}.$$

In particular, since for any graph $G$ with $n$ vertices, each row sum of $L_G$ is equal to 0, we have

$$\Gamma_{L_G}(x) = \frac{n}{x}.$$

**Lemma 2.3.** (see [33, Corollary 2.3]) Let $\alpha$ be a real number, $A$ an $n \times n$ real matrix, $I_n$ the identity matrix of size $n$, and $J_n$ the $n \times n$ matrix with all entries equal to one. Then det$(xI_n - A - \alpha J_n) = (1 - \alpha \Gamma_A(x)) \det(xI_n - A)$.

Let $G$ be a graph with its Laplacian matrix $L_G$. The eigenvalues of $L_G$ are called the Laplacian eigenvalues of $G$. We use Spec$_L(G)$ to denote the set of all distinct Laplacian eigenvalues of $G$. Suppose that $0 = \lambda_0 < \lambda_1 < \cdots < \lambda_d$ are all distinct eigenvalues of $L_G$ and $\{x_1^{(r)}, \ldots, x_{l_r}^{(r)}\}$ is an orthonormal basis of the eigenspace associated with $\lambda_r$ with multiplicity $l_r$, $r = 0, 1, \ldots, d$. Let $x^H$ denote the conjugate transpose of a column vector $x$. Then, for each eigenvalue $\lambda_r$ of $L_G$, define

$$F_{\lambda_r} = \sum_{i=1}^{l_r} x_i^{(r)} (x_i^{(r)})^H,$$

which is usually called the eigenprojector (or orthogonal projector onto an eigenspace) corresponding to $\lambda_r$ of $G$. Note that $\sum_{r=0}^{d} F_{\lambda_r} = I$ (the identity matrix). Then

$$L_G = L_G \sum_{r=0}^{d} F_{\lambda_r} = \sum_{r=0}^{d} \sum_{i=1}^{l_r} L_Gx_i^{(r)} (x_i^{(r)})^H = \sum_{r=0}^{d} \sum_{i=1}^{l_r} \lambda_r x_i^{(r)} (x_i^{(r)})^H = \sum_{r=0}^{d} \lambda_r F_{\lambda_r}, \quad (2.2)$$

which is called the spectral decomposition of $L_G$ with respect to the distinct eigenvalues (see “Spectral Theorem for Diagonalizable Matrices” in [35, Page 517]). Note that $F_{\lambda_r}^2 = F_{\lambda_r}$ and $F_{\lambda_r} F_{\lambda_s} = 0$ for $r \neq s$, where $0$ denotes the zero matrix. So, by (2.2), we have

$$H_{L_G}(t) = \sum_{k \geq 0} \frac{(-i)^k L_G^{\frac{tk}{k!}}}{k!} \sum_{k \geq 0} \frac{(-i)^k \left( \sum_{r=0}^{d} \lambda_r^k F_{\lambda_r} \right)^k}{k!} \sum_{r=0}^{d} \exp(-it\lambda_r) F_{\lambda_r}. \quad (2.3)$$

The Laplacian eigenvalue support of a vertex $u$ in $G$, denoted by $\text{supp}_{L_G}(u)$, is the set of all eigenvalues $\lambda$ of $L_G$ such that $F_{\lambda} e_u \neq 0$, where $e_u$ is the characteristic vector
corresponding to \( u \). Two vertices \( u \) and \( v \) are strongly Laplacian cospectral if \( F_\lambda e_u = \pm F_\lambda e_v \) for each eigenvalue \( \lambda \) of \( L_G \).

The following result, which rephrases [14, Theorem 7.3.1], gives a necessary and sufficient condition for a graph to have LPST.

**Theorem 2.4.** (see [1, Theorem 2.1]) Let \( u \) and \( v \) be two distinct vertices in a graph \( G \). Set \( S = \text{supp}_{L_G}(u) \). Then LPST occurs between \( u \) and \( v \) at time \( \tau \) in \( G \) if and only if all of the following hold:

(a) Vertices \( u \) and \( v \) are strongly Laplacian cospectral;
(b) For each \( \lambda \in S \), \( \lambda \) is an integer;
(c) For each \( \lambda \in S \), \( e_u^\top F_\lambda e_v \) is positive if and only if \( \lambda/\gcd(S) \) is even, where \( \gcd(S) \) denotes the greatest common divisor of all elements in \( S \).

Moreover, if these hold, there is a minimum time of LPST given by

\[
t_0 := \frac{\pi}{\gcd(S)},
\]

and \( \tau \) is an odd multiple of \( t_0 \).

Similar to the approach Godsil et al. used in [24], we need the Kronecker’s Approximation Theorem to help us to study the existence of LPGST in vertex complemented coronas.

**Theorem 2.5.** (see [26, Theorem 442]) Let \( 1, \lambda_1, \ldots, \lambda_m \) be linearly independent over \( \mathbb{Q} \). Let \( \alpha_1, \ldots, \alpha_m \) be arbitrary real numbers, and let \( \varepsilon \) be a positive real number. Then there exist integers \( l \) and \( q_1, \ldots, q_m \) such that

\[
|l\lambda_k - \alpha_k - q_k| < \varepsilon,
\]

for each \( k = 1, \ldots, m \).

Whenever we have an inequality of the form \( |\alpha - \beta| < \varepsilon \) for arbitrarily small \( \varepsilon \), we will write instead \( \alpha \approx \beta \) and omit the explicit dependence on \( \varepsilon \). For example, (2.4) will be represented as \( l\lambda_k - q_k \approx \alpha_k \).

When we apply Kronecker’s Approximation Theorem to study the existence of LPGST in vertex complemented coronas, the following result to identify sets of numbers which are linearly independent over the rationals will be involved.

**Theorem 2.6.** (see [36, Theorem 1a]) Let \( p_1, p_2, \ldots, p_k \) be distinct positive primes. The set \( \left\{ \sqrt[p_1^{m(1)} \cdot \cdots \cdot p_k^{m(k)}]: 0 \leq m(i) < n, \ 1 \leq i \leq k \right\} \) is linearly independent over the set of rational numbers \( \mathbb{Q} \).

When \( n = 2 \), Theorem 2.6 immediately implies the following result.

**Corollary 2.7.** The set \( \left\{ \sqrt[\Delta]: \Delta \text{ is a square-free integer} \right\} \) is linearly independent over the set of rational numbers \( \mathbb{Q} \).
3 Laplacian eigenvalues and eigenprojectors of vertex complemented coronas

Let $G$ be a graph with vertex set $V(G) = \{v_1, \ldots, v_n\}$ and let $\overrightarrow{H} = (H_1, \ldots, H_n)$ be an $n$-tuple of graphs. Formally, we label the vertex set of $G\circ\overrightarrow{H}$ as follows:

$$V(G\circ\overrightarrow{H}) = \{(v, 0) : v \in V(G)\} \cup \bigcup_{j=1}^{n} \{(v_j, w) : v_j \in V(G), w \in V(H_j)\}, \quad (3.1)$$

and the adjacency relation

$$(v_i, w) \sim (v_j, w') \iff \begin{cases} w = w' = 0 \text{ and } v_i \sim v_j \text{ in } G, \quad \text{or} \\ v_i = v_j \text{ and } w \sim w' \text{ in } H_i, \quad \text{or} \\ v_i \neq v_j \text{ and exactly one of } w \text{ and } w' \text{ is 0}. \end{cases} \quad (3.2)$$

**Notation.** Recall that $j_m$ denotes the column vector of size $m$ with all entries equal to one. Let $J_{m \times n}$ denote the $m \times n$ matrix with all entries equal to one. In particular, if $m = n$, we simply write $J_{m \times m}$ by $J_m$. Let $e_i^n$ denote the unit vector of size $n$ with the $i$-th entry equal to 1. If the size $n$ of $e_i^n$ can be easily read from the context, then we omit the superscript and write $e_i^n$ as $e_i$ for simplicity.

**Theorem 3.1.** Let $G$ be a connected graph with $n$ vertices, $\overrightarrow{H} = (H_1, H_2, \ldots, H_n)$ an $n$-tuple of graphs with $|V(H_i)| = k \geq 1$, $i = 1, 2, \ldots, n$. Suppose that $G$ has Laplacian eigenvalues $0 = \theta_0 < \theta_1 < \cdots < \theta_p$ with multiplicities $1 = s_0, s_1, \ldots, s_p$. Then the Laplacian eigenvalues of $G\circ\overrightarrow{H}$ are

(a) $n - 1$ with multiplicity $\left(\sum_{i=1}^{n} s_i^0\right) - n$, where $s_i^0$ denotes the multiplicity of Laplacian eigenvalue $0$ of $H_i$;

(b) $n - 1 + \mu$ with multiplicity $s_{\mu}$, where $\mu$ denotes a non-zero Laplacian eigenvalue of $H_i$ with multiplicity $s_{\mu}$, and $\mu$ runs over all non-zero Laplacian eigenvalue of $H_i$, for $i = 1, 2, \ldots, n$;

(c) $\frac{1}{2} \left( (n - 1)(1 + k) + \theta_j \pm \sqrt{(n - 1)(k - 1) + \theta_j^2 + 4k} \right)$ with multiplicity $s_j$, for $j = 1, 2, \ldots, p$;

(d) $(n - 1)(1 + k)$ with multiplicity 1;

(e) 0 with multiplicity 1.

**Proof.** Define $M = J_n - I_n$. The Laplacian matrix of $G\circ\overrightarrow{H}$ is given by

$$L_{G\circ\overrightarrow{H}} = \begin{pmatrix} L_G + (n - 1)kI_n & -M \otimes J_k^T \\ -M^T \otimes j_k & \sum_{i=1}^{n} (e_i^n(e_i^n)^T \otimes (L_{H_i} + (n - 1)I_k)) \end{pmatrix} \quad (3.3)$$
By Lemma 2.1 the Laplacian characteristic polynomial of $G_{\tilde{H}}$ is

$$
\phi(L_{G_{\tilde{H}}}; x) = \det \begin{pmatrix}
\quad (x - (n - 1)k)I_n - L_G \\
\quad \quad \quad \quad M \otimes \mathbf{j}_k \\
\quad M^\top \otimes \mathbf{j}_k \\
\quad \sum_{i=1}^n (e_i^a (e_i^b)^\top \otimes ((x - (n - 1))I_k - L_{H_i}))
\end{pmatrix}
= \det(N) \det(S),
$$

where

$$
N = \sum_{i=1}^n (e_i^a (e_i^b)^\top \otimes ((x - (n - 1))I_k - L_{H_i})),
$$

and

$$
S = (x - (n - 1)k)I_n - L_G - (M \otimes \mathbf{j}_k)N^{-1}(M^\top \otimes \mathbf{j}_k).
$$

By Lemma 2.2 we have

$$
(M \otimes \mathbf{j}_k)N^{-1}(M^\top \otimes \mathbf{j}_k) = \frac{k}{x - n + 1} MM^\top = \frac{k}{x - n + 1} (I_n + (n - 2)J_n).
$$

So, by Lemmas 2.2 and 2.3 we have

$$
det(S) = \det \left( \left( x - (n - 1)k \right) \frac{k}{x - n + 1} I_n - L_G - \frac{(n - 2)k}{x - n + 1} J_n \right) \\
= \left( 1 - \frac{(n - 2)k}{x - n + 1} \cdot \Gamma_L \left( x - (n - 1)k \frac{k}{x - n + 1} \right) \right) \\
\cdot \det \left( \left( x - (n - 1)k \frac{k}{x - n + 1} \right) I_n - L_G \right) \\
= (x - n + 1)^{-n} \cdot \left( 1 - \frac{(n - 2)k}{x - n + 1} \cdot \frac{n}{x - (n - 1)k \frac{k}{x - n + 1}} \right) \\
\cdot \det \left( ((x - (n - 1)k)(x - n + 1) - k) I_n - (x - n + 1)L_G \right) \\
= (x - n + 1)^{-n} \cdot \frac{(x - (n - 1)k)(x - n + 1) - k(n - 2)n}{(x - (n - 1)k)(x - n + 1) - k} \\
\cdot \prod_{j=0}^p ((x - (n - 1)k)(x - n + 1) - k - (x - n + 1)\theta_j)^{s_j} \\
= (x - n + 1)^{-n} \cdot x(x - (n - 1)(1 + k)) \\
\cdot \prod_{j=1}^p ((x^2 - ((n - 1)(1 + k) + \theta_j)x + (n - 1)^2k - k + (n - 1)\theta_j)^{s_j}.
$$

Note that

$$
det(N) = \prod_{i=1}^n \det((x - (n - 1))I_k - L_{H_i}).
$$

Therefore, the required result follows from $\phi(L_{G_{\tilde{H}}}; x) = \det(N) \det(S)$.
Now, we compute the Laplacian eigenprojectors of $G\tilde{\circ}H$.

**Theorem 3.2.** Let $G$ be a connected graph with $n$ vertices, and $\vec{H} = (H_1, H_2, \ldots, H_n)$ an $n$-tuple of graphs with $|V(H_i)| = k \geq 1, i = 1, 2, \ldots, n$. Then the Laplacian eigenprojectors of $G\tilde{\circ}H$ are stated as follows:

(a) If there exists $H_l \in \{H_1, \ldots, H_n\}$ that is disconnected, then $n-1$ is a Laplacian eigenvalue of $G\tilde{\circ}H$ with the eigenprojector

$$F_{n-1} = \begin{pmatrix} 0 & 0 \\ 0 & \sum_{i=1}^{n} (e_i^n(e_i^n)^\top) \otimes (F_0(H_l) - \frac{1}{k} J_k) \end{pmatrix}.$$  

(3.4)

where $F_0(H_l)$ denotes the eigenprojector corresponding to the Laplacian eigenvalue $0$ of $H_l$.

(b) If $\mu$ is a nonzero Laplacian eigenvalue of some $H_l \in \{H_1, \ldots, H_m\}$, then $n-1 + \mu$ is a Laplacian eigenvalue of $G\tilde{\circ}H$ with the eigenprojector

$$F_{n-1+\mu} = \begin{pmatrix} 0 & 0 \\ 0 & \sum_{i=1}^{n} (e_i^n(e_i^n)^\top) \otimes F_\mu(H_l) \end{pmatrix}.$$  

(3.5)

where $F_\mu(H_l)$ denotes the eigenprojector corresponding to the Laplacian eigenvalue $\mu$ of $H_l$. Here, we assume that $F_\mu(H_l) = 0$ if $\mu$ is not a Laplacian eigenvalue of $H_l$.

(c) If $\theta \neq 0$ is a Laplacian eigenvalue of $G$, then

$$\theta_\pm := \frac{1}{2} \left( (n-1)(1+k) + \theta \pm \sqrt{(n-1)(k-1)+\theta^2+4k} \right)$$

are Laplacian eigenvalues of $G\tilde{\circ}H$ with the eigenprojectors

$$F_{\theta_\pm} = \frac{(n-1-\theta_\pm)^2}{(n-1-\theta_\pm)^2+k} \left( \begin{array}{cc} F_\theta(G) & \frac{1}{n-1-\theta_\pm} (F_\theta(G)M) \otimes j_k^\top \\ (F_\theta(G)M)^\top \otimes j_k & \frac{1}{(n-1-\theta_\pm)^2} (M^\top F_\theta(G)M) \otimes J_k \end{array} \right),$$  

(3.6)

where $M = J_n-I_n$ and $F_\theta(G)$ denotes the eigenprojector corresponding to eigenvalue $\theta \neq 0$ of $G$.

(d) $(n-1)(1+k)$ is a Laplacian eigenvalue of $G\tilde{\circ}H$ with the eigenprojector

$$F_{(n-1)(1+k)} = \frac{1}{nk(k+1)} \begin{pmatrix} k^2 J_n & -k J_n \otimes j_k^\top \\ -k J_n \otimes j_k & J_n \otimes J_k \end{pmatrix}.$$  

(3.7)

(e) $0$ is a Laplacian eigenvalue of $G\tilde{\circ}H$ with the eigenprojector

$$F_0 = \frac{1}{n(k+1)} J_n(k+1).$$  

(3.8)
Therefore, the spectral decomposition of $L_{G\tilde{H}}$ is given by

$$L_{G\tilde{H}} = \sum_{\theta \in \text{Spec}(G) \setminus \{0\}} \sum_{\pm} \theta_{\pm} F_{\theta_{\pm}} + \sum_{\mu} (n - 1 + \mu) F_{n-1+\mu} + (n - 1)(1 + k) F_{(n-1)(1+k)}, \quad (3.9)$$

where the sum over $\mu$ is over all eigenvalues of the graphs $H_l$, for $l = 1, \ldots, n$.

**Proof.** The proofs of (a), (b), (c), (d) and (e) consist of Claims 1–3.

**Claim 1:** $X$, $Y$ and $Z_{\pm}$ defined below are the eigenvectors of $G\tilde{H}$ corresponding to the Laplacian eigenvalues $n - 1 + \mu$, $(n - 1)(1 + k)$ and $\theta_{\pm}$.

**Proof of Claim 1.** Let $H_l$ be one of graphs in $\tilde{H}$. Note that 0 is always a Laplacian eigenvalue of $H_l$ with eigenvector $j_k$, and the multiplicity of 0 is equal to the number of connected components of $H_l$. Note also that $F_0(H_l) = \frac{1}{k} j_k$ if and only if $H_l$ is connected. Suppose that $x \perp j_k$ is a normalized eigenvector of $L_{H_l}$ corresponding to the Laplacian eigenvalue $\mu$ of $H_l$ (Here, $\mu$ may be equal to 0 if $H_l$ is disconnected). Then, we have a

$$(n + nk)\text{-dimension vector } X := \begin{pmatrix} 0_{n \times 1} \\ e_1^T \otimes x \end{pmatrix} \text{ such that}$$

$$L_{G\tilde{H}} X = (n - 1 + \mu)X,$$  

(3.10)

where $0_{s \times t}$ denotes $s \times t$ matrix with all entries equal to 0. Then $n - 1 + \mu$ is a Laplacian eigenvalue of $L_{G\tilde{H}}$ with the eigenvector $X$ (Here, $n - 1$ is also a Laplacian eigenvalue of $L_{G\tilde{H}}$ with a specified eigenvector $X$ if $H_l$ is disconnected).

Suppose that $z \perp j_n$ is a normalized eigenvector of $L_G$ corresponding to the Laplacian eigenvalue $\theta \neq 0$. Define a vector $Z_{\pm} := \begin{pmatrix} z \\ \frac{1}{n - 1 - \theta_{\pm}} (M^T z) \otimes j_k \end{pmatrix}$. Notice that

$$MM^T = (J_n - I_n)(J_n - I_n)^T = I_n + (n - 2)J_n,$$

where $M = J_n - I_n$. Note also that $z$ can be regarded as $z \otimes 1$. Then, by (3.5),

$$L_{G\tilde{H}} Z_{\pm}$$

$$= \begin{pmatrix} L_G + (n - 1)k I_n \\ -M \otimes j_k \\ -M^T \otimes j_k \end{pmatrix} \begin{pmatrix} n \sum_{i=1} (e_i^T (e_i^T \otimes (L_{H_l} + (n - 1)I_k)) \\ \frac{1}{n - 1 - \theta_{\pm}} (M^T z) \otimes j_k \end{pmatrix} \begin{pmatrix} z \\ \frac{1}{n - 1 - \theta_{\pm}} (M^T z) \otimes j_k \end{pmatrix}$$

$$= \begin{pmatrix} (\theta + (n - 1)k)z - \frac{1}{n - 1 - \theta_{\pm}} (M^T z) \otimes j_k j_k \\ -(M^T z) \otimes j_k + \frac{1}{n - 1 - \theta_{\pm}} (M^T z) \otimes j_k \end{pmatrix}$$

$$= \begin{pmatrix} (\theta + (n - 1)k)z - \frac{\theta_{\pm}}{n - 1 - \theta_{\pm}} z \\ \frac{\theta_{\pm}}{n - 1 - \theta_{\pm}} (M^T z) \otimes j_k \end{pmatrix}$$

$$= \theta_{\pm} Z_{\pm}. \quad (3.11)$$

Thus $\theta_{\pm}$ are eigenvalues of $L_{G\tilde{H}}$ with the eigenvector $Z_{\pm}$ for each Laplacian eigenvalue $\theta \neq 0$ of $L_G$. 

Define a vector $\mathbf{Y} := \begin{pmatrix} -k \mathbf{j}_n \\ \mathbf{j}_n \otimes \mathbf{j}_k \end{pmatrix}$. It is easy to verify that

$$L_{G\bar{H}} \mathbf{Y} = (n - 1)(1 + k)\mathbf{Y}. \quad (3.12)$$

Thus $(n - 1)(1 + k)$ is a Laplacian eigenvalue of $L_{G\bar{H}}$ with the eigenvector $\mathbf{Y}$.

**Claim 2:** All $\mathbf{X}$’s, $\mathbf{Y}$’s and $\mathbf{Z}_\pm$’s are orthogonal eigenvectors of $L_{G\bar{H}}$.

**Proof of Claim 2.** Recall that $\mathbf{x} \perp \mathbf{j}_k$. Then $\mathbf{X} \perp \mathbf{Y}$, $\mathbf{X} \perp \mathbf{Z}_\pm$. Recall also that $\mathbf{z} \perp \mathbf{j}_n$. Then $\mathbf{Z}_\pm \perp \mathbf{Y}$. Let $\mathbf{z}$ and $\mathbf{z}'$ be orthogonal eigenvectors of $L_G$ corresponding to nonzero eigenvalues $\theta$ and $\theta'$, respectively (Here, $\theta$ and $\theta'$ may be equal). Then

$$\begin{pmatrix} M^\top \mathbf{z} \\ M^\top \mathbf{z}' \end{pmatrix} \begin{pmatrix} M \mathbf{M}^\top \mathbf{z} \\ M \mathbf{M}^\top \mathbf{z}' \end{pmatrix} = M^\top (I_n + (n - 2)J_n)\mathbf{z}' = M^\top \mathbf{z}' = 0.$$

Consider $\mathbf{Z}_\pm = \begin{pmatrix} \mathbf{z} \\ \frac{1}{n - 1 - \theta_\pm} (M^\top \mathbf{z}) \otimes \mathbf{j}_k \end{pmatrix}$ and $\mathbf{Z}_\pm' = \begin{pmatrix} \mathbf{z}' \\ \frac{1}{n - 1 - \theta_\pm} (M^\top \mathbf{z}') \otimes \mathbf{j}_k \end{pmatrix}$. Note that

$$\mathbf{Z}_\pm^\top \mathbf{Z}_\pm' = \mathbf{z}^\top \mathbf{z}' + \frac{(M^\top \mathbf{z})^\top (M^\top \mathbf{z}') \otimes \mathbf{j}_k^\top \mathbf{j}_k}{(n - 1 - \theta_\pm)(n - 1 - \theta'_\pm)} = 0.$$

Then $\mathbf{Z}_\pm \perp \mathbf{Z}_\pm'$.

For $\mathbf{Z}_{\pm+}$, $\mathbf{Z}_{\pm-}$, note that

$$(M^\top \mathbf{z})^\top (M^\top \mathbf{z}) = \mathbf{z}^\top M M^\top \mathbf{z} = \mathbf{z}^\top (I_n + (n - 2)J_n)\mathbf{z} = \mathbf{z}^\top \mathbf{z} = 1,$$

and

$$(n - 1 - \theta_\pm)(n - 1 - \theta_\pm) = -k.$$

So, we have

$$\mathbf{Z}_{\pm+}^\top \mathbf{Z}_{\pm-} = \mathbf{z}^\top \mathbf{z} + \frac{(M^\top \mathbf{z})^\top (M^\top \mathbf{z}) \otimes \mathbf{j}_k^\top \mathbf{j}_k}{(n - 1 - \theta_\pm)(n - 1 - \theta_\pm)} = 1 + \frac{k}{-k} = 0,$$

which implies that $\mathbf{Z}_{\pm+} \perp \mathbf{Z}_{\pm-}$.

**Claim 3:** (3.3), (3.5), (3.6), (3.7) and (3.8) are eigenprojectors of $L_{G\bar{H}}$ corresponding to Laplacian eigenvalues $n - 1$, $n - 1 + \mu$, $\theta_\pm$, $(n - 1)(1 + k)$ and 0.

**Proof of Claim 3.** If there exists $H_i \in \{H_1, \ldots, H_m\}$ that is disconnected, by (3.10) and (3.12), it is easy to verify that (3.3), (3.5) and (3.7) are the eigenprojectors corresponding to the Laplacian eigenvalues $n - 1$, $n - 1 + \mu$ and $(n - 1)(1 + k)$. Note that $\mathbf{j}_{n(k+1)}$ is the eigenvector of the Laplacian eigenvalue 0 of $G\bar{H}$. Then, one can easily verify that (3.8) is the eigenprojector of $L_{G\bar{H}}$ corresponding to 0.

Let $\theta \neq 0$ be a Laplacian eigenvalue of $L_G$. Suppose that $\{\mathbf{z}^{(1)}, \ldots, \mathbf{z}^{(s)}\}$ is an orthonormal basis of the eigenspace corresponding to $\theta$. Set $\mathbf{Z}_\pm^{(i)} = \begin{pmatrix} \mathbf{z}^{(i)} \\ \frac{1}{n - 1 - \theta_\pm} (M^\top \mathbf{z}^{(i)}) \otimes \mathbf{j}_k \end{pmatrix}$.
Note that \((M^\top z^{(i)})^\top (M^\top z^{(i)}) = 1\). Then \(\|Z^{(i)}_n\|^2 = 1 + \frac{k}{(n-1-\theta)^2}\). Let \(F_\theta(G) = \sum_{i=1}^s (z^{(i)}) (z^{(i)})^\top\) be the eigenprojector corresponding to \(\theta\) of \(G\). Then eigenprojectors of \(L_{G\bar{H}}\) corresponding to \(\theta_{\pm}\) are given as follows:

\[
F_{\theta_{\pm}}(G\bar{H}) = \frac{(n-1-\theta_{\pm})^2}{(n-1-\theta_{\pm})^2 + k} \sum_{i=1}^s Z^{(i)}_{\pm} (Z^{(i)})^\top \\
\times \left( \frac{1}{n-1-\theta_{\pm}} \left( \sum_{i=1}^s (z^{(i)}) (z^{(i)})^\top \right) M \otimes \bar{j}_k \right) \\
\times \left( \frac{1}{n-1-\theta_{\pm}} \left( \sum_{i=1}^s (M^\top z^{(i)}) (z^{(i)})^\top \right) M \otimes \bar{j}_k \right),
\]

yielding (3.6).

At last, one can verify that (3.9) is the spectral decomposition of \(L_{G\bar{H}}\).

By Theorem 3.2, we have the following result.

**Proposition 3.3.** Let \(G\) be a connected graph with \(n\) vertices, and \(\bar{H} = (H_1, H_2, \ldots, H_n)\) an \(n\)-tuple of graphs with \(|V(H_i)| = k \geq 1, i = 1, 2, \ldots, n\). Let \(u\) and \(v\) be two distinct vertices of \(G\). Then

\[
e^{(u,v)}_{(u,0)} \exp(-i t L_{G\bar{H}}) e_{(v,0)}
= e^{-it \frac{\Delta_{\theta} t}{2}} \left( e^{\frac{\Delta_{\theta} t}{2}} F_\theta(G) e^{\frac{\Delta_{\theta} t}{2}} \right) \left( \cos \left( \frac{(n-1)(1-k) - \theta}{\Delta_{\theta}} \right) + \frac{i}{\Delta_{\theta}} \sin \left( \frac{(n-1)(1-k) - \theta}{\Delta_{\theta}} \right) \right)

+ \frac{k}{n(k+1)} e^{-it (n-1)(1+k) + \theta} + \frac{1}{n(k+1)},
\]

where \(\Delta_{\theta} = \sqrt{((n-1)(1-k) + \theta)^2 + 4k}\), for each Laplacian eigenvalue \(\theta \neq 0\) of \(G\).

**Proof.** Recall that \(\theta_{\pm} = \frac{1}{2} ((n-1)(1+k) + \theta \pm \Delta_{\theta})\) for each eigenvalue \(\theta \neq 0\) of \(L_G\). By Theorem 3.2 and Equation (2.3), we have

\[
e^{(u,v)}_{(u,0)} \exp(-i t L_{G\bar{H}}) e_{(v,0)}
= \sum_{\theta \in \text{Spec}_L(G) \setminus \{0\}} e^{-it \frac{(n-1)(1+k) + \theta}{2}} (e^{\frac{\Delta_{\theta} t}{2}} F_\theta(G) e^{\frac{\Delta_{\theta} t}{2}}) \left( \sum_{\pm} e^{\mp \frac{\Delta_{\theta} t}{(n-1-\theta_{\pm})^2}} \frac{(n-1-\theta_{\pm})^2}{(n-1-\theta_{\pm})^2 + k} \right)
\]
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Note that 
\[(n - 1 - \theta_+)(n - 1 - \theta_-) = -k,\]
\[(n - 1 - \theta_+)^2 + (n - 1 - \theta_-)^2 = (\theta + (n - 1)(k - 1))^2 + 2k,\]
and 
\[(n - 1 - \theta_-)^2 - (n - 1 - \theta_+)^2 = \Delta_\theta((n - 1)(1 - k) - \theta).\]
Thus
\[
\left( \sum_{\pm} e^{\mp i\Delta_\theta} \frac{(n - 1 - \theta_\pm)^2}{(n - 1 - \theta_\pm)^2 + k} \right) = \cos \left( \frac{\Delta_\theta t}{2} \right) + i \frac{(n - 1)(1 - k) - \theta}{\Delta_\theta} \sin \left( \frac{\Delta_\theta t}{2} \right).
\]
This completes the proof. \(\square\)

4 LPST in vertex complemented coronas

In this section, we explore the conditions under which the vertex complemented corona \(G\tilde{\circ}H\) can have LPST. We use the label of the vertex set of \(G\tilde{\circ}H\) as in (3.1). For a vertex \((v_j, w)\) with \(v_j \in V(G)\) and \(w \in V(H_l)\), for \(j = 1, \ldots, n\), denote by
\[
e_{(v_j, w)} := \begin{pmatrix} 0_{n \times 1} \\ e_j^k \otimes e_w^k \end{pmatrix}
\]
the unit vector of size \(n(k + 1)\) with the \((n + (j - 1)k + w)\)-th entry equal to 1. For a vertex \((v, 0)\) with \(v \in V(G)\), denote by
\[
e_{(v, 0)} := e_v^{n(k+1)}
\]
the unit vector of size \(n(k + 1)\) with the \(v\)-th entry equal to 1.

**Lemma 4.1.** Let \(G\) be a connected graph with \(n\) vertices. Suppose that \(F_{\theta_0}(G), \ldots, F_{\theta_p}(G)\) are the eigenprojectors corresponding to Laplacian eigenvalues \(0 = \theta_0, \ldots, \theta_p\) of \(G\). Define \(M = J_n - I_n\). Then for any \(j \in \{1, 2, \ldots, n\}\), there exists some \(\theta \in \{\theta_1, \ldots, \theta_p\}\) such that \((F_\theta(G)M)e_j^n \neq 0\).

**Proof.** Note that \(\sum_{r=0}^{p} F_{\theta_r}(G) = I_n\) and \(F_0(G) = \frac{1}{n}J_n\). Then
\[
\sum_{r=1}^{p} F_{\theta_r}(G) = I_n - F_0(G) = I_n - \frac{1}{n}J_n,
\]
which implies that \(\left( \sum_{r=1}^{p} F_{\theta_r}(G)M \right)e_j^n = (\frac{1}{n}J_n - I_n)e_j^n \neq 0\), that is, there exists some \(\theta \in \{\theta_1, \ldots, \theta_p\}\) such that \((F_\theta(G)M)e_j^n \neq 0\). \(\square\)
Theorem 4.2. Let $G$ be a connected graph with $n$ vertices, and $\overrightarrow{H} = (H_1, \ldots, H_n)$ an $n$-tuple of graphs with $|V(H_i)| = k \geq 1$, $i = 1, 2, \ldots, n$. Then there is no LPST in $G\circ \overrightarrow{H}$.

Proof. Let $(v_j, w)$ be a vertex of $G\circ \overrightarrow{H}$. By Theorem 3.2 (c) and (4.2), we have $F_{\theta}(G)\mathbf{e}^n_j \neq 0$, where $F_{\theta}(G)$ is the eigenprojector corresponding to the Laplacian eigenvalue $\theta$ of $G$. Then, by Theorem 3.2 (c) and (4.2), we have $F_{\theta \pm}e_{(v_j,0)} \neq 0$, which means that both

$$\theta_{\pm} = \frac{1}{2} \left( (n-1)(1+k) + \theta \pm \sqrt{(n-1)(k-1) + \theta^2 + 4k} \right)$$

are in the Laplacian eigenvalue support of $(v_j,0)$. Suppose, towards contradiction, that both $\theta_{\pm}$ are integers. Then both

$$(n-1)(1+k) + \theta = \theta_{+} + \theta_{-}$$

and

$$\sqrt{(n-1)(k-1) + \theta^2 + 4k} = \theta_{+} - \theta_{-}$$

are integers, implying that $\theta$ is an integer, and $((n-1)(k-1) + \theta^2 + 4k$ is a perfect square. Note that $4k$ is even. Then the parity of the square $((n-1)(k-1) + \theta^2 + 4k$ must be the same as $((n-1)(k-1) + \theta)^2$. Since $4k \geq 4$, we assume that

$$((n-1)(k-1) + \theta)^2 + 4k = ((n-1)(k-1) + \theta + 2a)^2, \ (a \geq 1),$$

that is,

$$\theta = -a + \frac{k}{a} - (n-1)(k-1).$$

Then, if $a = 1$, $\theta = (k-1)(2-n) \leq 0$. Since the function $\theta = -a + \frac{k}{a} - (n-1)(k-1)$ decreases as $a$ decreases, then $\theta \leq 0$ if $a \geq 1$, a contradiction to $\theta > 0$. Thus, one of $\theta_{\pm}$ is not an integer.

Case 2. $w \neq 0$. Lemma 4.1 implies that, for any $j \in \{1, \ldots, n\}$, there exists some Laplacian eigenvalue $\theta \neq 0$ such that $(F_{\theta}(G)\mathbf{M})\mathbf{e}^n_j \neq 0$. Then, by Proposition 3.2 (c) and (4.1), we have

$$F_{\theta \pm}e_{(v_j,w)} = \frac{(n-1 - \theta_{\pm})^2}{(n-1 - \theta_{\pm})^2 + k} \left( \frac{1}{n-1-\theta_{\pm}} \left( (F_{\theta}(G)\mathbf{M}) \otimes \mathbf{J}_k \right) (\mathbf{e}^n_j \otimes \mathbf{e}^k_w) \right)$$

$$= \frac{(n-1 - \theta_{\pm})^2}{(n-1 - \theta_{\pm})^2 + k} \left( \frac{1}{n-1-\theta_{\pm}} \left( (M^\top F_{\theta}(G)\mathbf{M}) \otimes \mathbf{J}_k \right) (\mathbf{e}^n_j \otimes \mathbf{e}^k_w) \right)$$

$$\neq 0,$$
which means that both 
\[ \theta \pm \frac{1}{2} \left( (n-1)(1+k) + \theta \pm \sqrt{(n-1)(k-1) + \theta^2 + 4k} \right) \]
are in the Laplacian eigenvalue support of \((v_j, w)\). By the same argument as in Case 1, one of \(\theta_{\pm}\) is not an integer.

This completes the proof. \(\square\)

5 LPGST in vertex complemented coronas

In this section, we study the existence of LPGST in vertex complemented coronas.

**Theorem 5.1.** Let \( G \) be a connected graph with \( n \) vertices and \( \vec{H} = (H_1, \ldots, H_n) \) an \( n \)-tuple of graphs with \(|V(H_i)| = k \geq 1, i = 1, 2, \ldots, n\). Suppose that \( G \) has LPST between vertices \( u \) and \( v \), and let \( 2^e \) be the greatest power of two dividing each element of the Laplacian eigenvalue support of \( u \). If \( 2^{e+1} \) divides \((n-1)(1+k)\), then \( G \circ \vec{H} \) has LPGST between vertices \((u, 0)\) and \((v, 0)\).

**Proof.** Let \( S = \text{supp}_{L(G)}(u) \) be the Laplacian eigenvalue support of \( u \) in \( G \). Then \( F_\theta(G)e^*_u = 0 \) for all Laplacian eigenvalues \( \theta \notin S \) of \( G \), which implies that \( (e^*_u)^\top F_\theta(G)e^*_v = 0 \) for all \( \theta \notin S \). By Proposition 3.3, we have

\[ e^\top_{(u, 0)} \exp(-itL_{G \circ \vec{H}})e_{(v, 0)} = e^{-it\frac{(n-1)(1+k)}{2}} \left( \sum_{\theta \in S \setminus \{0\}} e^{-it\frac{\theta}{2}}(e^*_u)^\top F_\theta(G)e^*_v \left( \cos \left( \frac{\Delta_\theta t}{2} \right) + i \frac{(n-1)(1-k) - \theta}{\Delta_\theta} \sin \left( \frac{\Delta_\theta t}{2} \right) \right) \right) \]

\[ + \frac{k}{n(k+1)} e^{-it(n-1)(1+k)} + \frac{1}{n(k+1)}. \]

In order to prove that \( G \circ \vec{H} \) has LPGST from \((u, 0)\) to \((v, 0)\), we first prove that there exists a time \( T \) such that

\[ e^{-i\frac{(n-1)(1+k)T}{2}} = 1, \]

\[ \left| \sum_{\theta \in S} e^{-i\frac{\theta T}{2}}(e^*_u)^\top F_\theta(G)e^*_v \right| = 1, \]

and

\[ \cos \left( \frac{\Delta_\theta T}{2} \right) \approx 1, \]

where \( \Delta_\theta = \sqrt{(n-1)(k-1) + \theta^2 + 4k} \), for each Laplacian eigenvalue \( \theta \in S \) of \( G \).

Note that, by Theorem 2.4 all eigenvalues in \( S \) are integers. Consider a positive integer \( \theta \in S \setminus \{0\} \). By the proof of Theorem 4.2 we obtain that \( \Delta_\theta \) is irrational. Set
\(\Delta_\theta := a_\theta \sqrt{b_\theta}\), where \(a_\theta, b_\theta \in \mathbb{N}\) and \(b_\theta\) is the square-free part of \(\Delta_\theta^2\). By Corollary 2.7, the disjoint union

\[
\{1\} \cup \left\{ \sqrt{b_\theta} : \theta \in S, \theta > 0 \right\}
\]

is linearly independent over \(\mathbb{Q}\). By Theorem 2.5, there exist integers \(d_\theta\) for each \(\theta \in S\), and an integer \(\kappa\) such that

\[
\kappa \sqrt{b_\theta} - d_\theta \approx -\sqrt{b_\theta} \frac{2e+1}{\pi^2}.
\] (5.4)

If \(b_\theta = b_\nu\) for two distinct eigenvalues \(\theta\) and \(\nu\) in the support of \(u\), then \(d_\theta = d_\nu\). Multiplying both sides of (5.4) by \(4a_\theta\) yields

\[
(4\kappa + 2^{1-e})\Delta_\theta \approx 4a_\theta d_\theta.
\]

Thus, if \(T = (4\kappa + 2^{1-e})\pi\), then

\[
\cos \left( \frac{\Delta_\theta T}{2} \right) \approx 1.
\]

So, we can find \(T = (4\kappa + 2^{1-e})\pi\) such that (5.3) is valid.

Recall that \(G\) has LPST between vertices \(u\) and \(v\), and recall also that \(2^e\) is the greatest power of two dividing each element of \(S\). By Theorem 2.4, \(G\) has LPST at time \(\frac{\pi}{2}e\). Then

\[
\left| \sum_{\theta \in S} e^{-i\frac{\theta T}{2}} (e_u^a)^\top F_\theta(G)e_v^a \right| = \left| \sum_{\theta \in \text{Spec}_\perp(G)} e^{-i\frac{\theta T}{2}} (e_u^a)^\top F_\theta(G)e_v^a \right| = 1,
\]

which implies that (5.2) is true if \(T = (4\kappa + 2^{1-e})\pi\).

Note that \(2^{e+1}\) divides \((n-1)(1+k)\). Then

\[
\exp \left( -i \frac{(n-1)(1+k)T}{2} \right) = \exp \left( -i \frac{(n-1)(1+k)}{2} (4\kappa + 2^{1-e})\pi \right) = \exp \left( -i \frac{(n-1)(1+k)(4\kappa 2^e + 2\pi)}{2^{e+1}} \right) = 1,
\]

that is, (5.1) is right if \(T = (4\kappa + 2^{1-e})\pi\).

Thus, (5.1), (5.2) and (5.3) are valid if \(T = (4\kappa + 2^{1-e})\pi\), and then we have

\[
\left| e_{(u,0)}^\top \exp(-iTL_{G\tilde{G}})e_{(v,0)} \right| \\
\leq \left| \sum_{\theta \in S \setminus \{0\}} e^{-i\frac{\theta T}{2}} (e_u^a)^\top F_\theta(G)e_v^a \right| + \frac{k}{n(k+1)} e^{-iT(n-1)(1+k)} + \frac{1}{n(k+1)} \right| \\
= \left| \sum_{\theta \in S \setminus \{0\}} e^{-i\frac{\theta T}{2}} (e_u^a)^\top F_\theta(G)e_v^a \right| + \frac{k}{n(k+1)} + \frac{1}{n(k+1)} \right|
\]
\[= \sum_{\theta \in S \setminus \{0\}} e^{-\frac{i\theta}{2}T} (e^u_n)^\top F_\theta(G) e^u_n + \frac{1}{n}\]

\[= \sum_{\theta \in S \setminus \{0\}} e^{-\frac{i\theta}{2}T} (e^u_n)^\top F_\theta(G) e^u_n + e^{-\frac{i\theta}{2}T} (e^u_n)^\top F_0(G) e^u_n\]

\[= \sum_{\theta \in S} e^{-\frac{i\theta}{2}T} (e^u_n)^\top F_\theta(G) e^u_n\]

\[= 1.\]

Therefore, if \(T = (4\kappa + 2^{1-e})\pi\), \(\tilde{G} \circ \tilde{H}\) has LPGST between vertices \((u, 0)\) and \((v, 0)\).

\(\Box\)

**Example 1.** Let \(K_2\) denote the path on 2 vertices. Label the vertices of \(K_2\) by \(u\) and \(v\). Note [17] that \(K_2\) has LPST between \(u\) and \(v\). It is easy to verify that the Laplacian eigenvalues of \(K_2\) are 0 and 2, which are both in the Laplacian eigenvalue support of \(u\). Thus, \(2^e = 2\). Let \(H = (H_1, H_2)\) an 2-tuple of graphs with \(|V(H_i)| = k \geq 1, i = 1, 2\). If \(2^e+1 \mid (k + 1)\), that is, \(k \equiv 3 \pmod{4}\), then by Theorem 5.1 \(K_2 \circ \tilde{H}\) has LPGST between \((u, 0)\) and \((v, 0)\).

In particular, if \(H_1\) and \(H_2\) are two edgeless graphs with \(k\) vertices, where \(k \equiv 3 \pmod{4}\), then \(K_2 \circ \tilde{H}\) is a tree, which has LPGST. Here, we give an example on trees having LPGST, keeping in mind [17] that every tree with at least three vertices has no LPST.
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