Fv-AD: F-AnoGAN Based Anomaly Detection in Chromate Process for Smart Manufacturing
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Abstract: Anomaly detection for quality prediction has recently become important, as data collection has increased in various fields, such as smart factories and healthcare systems. Various attempts have been made in the existing manufacturing process to improve discrimination accuracy due to data imbalance in the anomaly detection model. Predicting the quality of a chromate process has a significant influence on the completeness of the process, and anomaly detection is important. Furthermore, obtaining image data, such as monitoring during the manufacturing process, is difficult, and prediction is challenging owing to data imbalance. Accordingly, the model employs an unsupervised learning-based Generative Adversarial Networks (GAN) model, performs learning with only normal data images, and augments the Fast Unsupervised Anomaly Detection with GAN (F-AnoGAN) base with a visualization component to provide a more intuitive judgment of defects with chromate process data. In addition, anomaly scores are calculated based on mapping in the latent space, and new data are applied to confirm anomaly detection and the corresponding location values. As a result, this paper presents a GAN architecture to detect anomalies through chromate facility data in a smart manufacturing environment. It proved meaningful performance and added visualization parts to provide explainable interpretation. Data experiments on the chromate process show that the loss value, anomaly score, and anomaly position are accurately distinguished from abnormal images.
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1. Introduction

Supervised learning is difficult to predict and is limited to areas where abnormal data are collected. Recently, unsupervised learning or semi-supervised learning models have been increasingly used in anomaly detection. The GAN, an unsupervised learning model, has features that can solve data imbalance problems and is widely used for anomaly detection in abnormal areas [1,2]. Furthermore, we have successfully demonstrated learning and deep generative models. The proposed GAN-based anomaly detection method detects anomalies using only the normal data generated by learning. The GAN-based anomaly-detection model is being developed, and the GAN model is actively being studied in the image field. Recently, semi-supervised learning has been used to improve classification problems [3].

Anomaly detection is a method to distinguish between normal and abnormal (bad) data, and making a distinction between the two is a critical issue in all domains. AI can preferentially classify products that are expected to be defective during the manufacturing process, resulting in. Furthermore, AI has the advantage of first reviewing and shorter working hours suggesting products that are deemed defective, such as a lack of expertise of
workers and human error. Most anomaly detection predictions are available in a variety of domains but require an annotation process for unusual data. Furthermore, data collection in the manufacturing process industry is difficult because the frequency of defective samples is significantly lower than that of normal samples [4].

Therefore, domains with severe data imbalances require access to unsupervised learning-based anomaly detection. Therefore, in this paper, we learn and generate only normal data using GAN, then input the data into the learned GAN model, compare the original image with the original image, and predict it [5]. We also propose a model that augments the discriminator portion of the model with a visualization portion of the output to make the outlier position more intuitive and descriptive.

A data imbalance impedes anomaly detection in the manufacturing process. Various studies are being conducted to address these issues using batch sampling [6] and augmentation techniques. In addition, we expect to solve this problem if we proceed with learning only through normal data as one of the various studies [7]. Therefore, this study applies fast anomaly detection with the GAN (F-AnoGAN) technique to manufacturing process data that are difficult to label. In the absence of abnormal data in the manufacturing process, the GAN technique can only be used only with normal data by generating and learning arbitrary data. AnoGAN is the first study to utilize GAN for anomaly detection and uses the F-AnoGAN technique, a method developed in AnoGAN, for manufacturing process data. Localization also highlights damaged areas of an image, making them visible [8].

Among the GAN models, we propose the detection and localization of anomalies in the chromate process using the F-AnoGAN technique, which is an anomaly detection GAN. The anomalous part of the image is represented as an image and its performance is verified and demonstrated by the loss value and anomaly score. Furthermore, the F-AnoGAN model proposed in this paper is intended for real-world anomaly detection and utilization, and it outperforms previous Anomaly GAN(AnoGAN) models in quantitative indicators [9].

This paper proposes a prediction method of outlier detection in the quality check process through image data generated by the chromate process. The predictive performance of the model through the proposed Fv-AnoGAN and the visualization through it proved to be significant. Suggest that image data from the manufacturing process can contribute to one of the prediction methods of outlier detection.

The rest of this paper is structured as follows Section 2 introduces the anomaly detection cases and existing anomaly detection models used in the smart factory. Section 3 elaborates on the proposed F-AnoGAN model’s components and approaches, as well as its key ideas. Section 4 presents the experimental environment, structure, and evaluation results of the dataset. Finally, Section 5 concludes the paper with a summary of evaluation results and directions for future research.

2. Related Work

2.1. Anomaly Detection in Smart Factory

The total amount of data collected in the process field grows exponentially as technology advances. Accordingly, in the recent manufacturing industry, as the introduction and application of Smart Factories based on Big Data have become visible, various analysis methods have been attempted to detect process abnormalities using various data that can be collected at each stage of the production process. In [10], for example, the semiconductor manufacturing industry used various machine-learning models to detect abnormalities, including SVM, random forest, XGBost, FDA, and C5.0.

Furthermore, industrial applications utilize disproportionate time series data to present a new anomaly detection approach based on GAN. Unbalanced data in the manufacturing sector is steadily collected and generated, but experimental studies using them are insufficient and studies that have proven their validity through outlier scores are underway [11]. Figure 1 [10] shows the anomaly detection method for deriving the final model from the data collection proposed in.
This paper presents an approach to anomaly detection using image data from the GAN-based manufacturing process compared with the approach of anomaly detection using time series data and adds a visualization part of the model to show intuitive anomaly detection analysis. Next, as a technology using outlier detection in the manufacturing process, an abnormal detection technique being used in the manufacturing process is being studied as an industrial robot. The proposed Mode Seeking Generative Adversarial Networks (MSGAN) model through data from robot sensors increases anomaly detection enhancement and improves accuracy by synthetic samples [12].

2.2. Unsupervised Learning for Anomaly Detection

Anomaly detection is the task of identifying test data that do not match the normal data distribution identified during training. The approach for anomaly detection is derived from image analysis [13] and research papers exist on various application cases [10]. There are numerous challenges in detecting anomalies in a changing manufacturing process image. In general, algorithms are based on the assumption that there are structural differences between images with and without anomalies [14]. The algorithms of the anomaly detection technique are broadly classified as supervised and unsupervised learning. In general, supervised learning is often used when the presence or absence of anomalies in a given dataset is known, but there are few ways to objectively prove which datasets actually contain anomalies and how much they contain in a real factory manufacturing environment. As a result, the significance of anomaly-detection techniques based on unsupervised learning has emerged, and numerous studies have recently been conducted in this regard. In a related study, “Deep Ant: A Deep Learning Approach for Unsupervised Anomaly Detection in Time Series” [15], there is a research method that applies unsupervised learning to difficult-to-determine anomalous time-series data [16]. It is replaced by the LSTM-RNN structure to process time series data, and the application of the adversarial training method of GAN results in computational complexity [17].

One of the unsupervised learning-based anomaly detection is the GANormaly paper [18], which is a methodology similar to AnoGAN. For problems with a lot of unlabeled data, it outperforms traditional approaches for semi-supervised anomaly detection. The GANnormal model is proposed to perform the process of creating an image and the steps of learning in latent space at once. Compared to the proposed paper, the model proposes performance improvement using adversarial auto-encode. Figure 2 [15] shows a new unsupervised learning model called “DeepAnt” based on CNN, which successfully detects anomalies in time series data.
Figure 2. Anomaly Detection for Time series.

2.3. GAN & AnoGAN

GAN is a model from a paper titled “Generative Adversarial Nets” [1] that captures patterns or features of a dataset and then creates new data with similar distributions. GAN can learn generative models that generate realistic images in detail. In addition, learning such as a GAN system using noise for image generation is possible [19]. Accordingly, GAN is divided into two models: the generator and the discriminator. The generator generates “fake” images that are similar to “real” images and the discriminator successfully distinguishes between the “fake” and “real” images generated by the generator. As the learning progresses, the generator attempts to outperform the discriminator, and the discriminator attempts to outperform the generator. Subsequently, the performance of the discriminator finally reaches 50%, and the equilibrium is maintained. The formula given below is the result of formulating the competitive learning models of the generator and the discriminator.

$$\min_G \max_D V(D, G) = \mathbb{E}_{x \sim p_{\text{data}}(x)} [\log D(x)] + \mathbb{E}_{z \sim p_z(z)} [\log(1 - D(G(z)))]$$  \quad (1)$$

This paper, first published in 2014, has been followed by numerous follow-up studies in 2022. This GAN is used by AnoGAN for unsupervised anomaly detection. Anomaly detection using AnoGAN targets normal images of MNIST: for example, generative models are generated using normal images from MNIST. After creating a discriminator model that determines whether the image created by this generative model is real or fake, the anomaly score is quantitatively obtained. Subsequently, based on this anomaly score, unlabeled data are passed through the model to determine if they are anomalous. In addition, the Wasserstein GAN (WGAN) was used in this study, and an improved WGAN [20] training was proposed in 2017 [21].

$$L(z_\gamma) = (1 - \lambda) \cdot L_R(z_\gamma) + \lambda \cdot L_D(z_\gamma). \quad (\lambda = 0.1)$$  \quad (2)$$

The loss function in AnoGAN is a combination of both loss and reduction loss, and when two losses are added, the $z$ is updated. This is because existing supervised learning has limitations and, in this case, it is with weight. The generator and discriminator must have been trained before the latent $z$ can be learned. However, as explained in Section 2.2, the problem is there is a large amount of data that are not labeled in the field, and the time and cost of creating additional datasets are limited. GAN, however, belongs to unsupervised learning and can be learned without the labels used in supervised learning. It also presents a significant advantage in directly generating data. Since then, new models based on various GAN models such as Deep Convolutional Generative Adversarial Network (DCGAN) [22], Least Squares Generative Adversarial Network (LSGAN) [23], Progressive Growing of Generative Adversarial Network (PGGAN) [24], and Super Resolution Generative Adversarial Network (SRGAN) [25], have been proposed, and AnoGAN is one such model. Figure 3 [9] shows the architecture of the model of AnoGAN, which is based on the model of Fv-AnoGAN proposed in this paper.
2.4. Localization & Threshold

We used the localization technique [26] to borrow unsupervised learning-based outlier localization for the visualization proposed in this paper. We used unsupervised learning-based outlier localization techniques for the visualization proposed in this study. The outliers must be discovered to understand why outliers occur and how they affect the data. Most of these are found using visualization techniques to locate outliers. The differences between images can be used to check the location of outliers in the case of localization, threshold, and GAN. The diagnostic method for outliers currently employs visualization or residuals, but visualization papers in F-AnoGAN cannot be found with chromate process data. Several methods of visual papers have been proposed, such as an anomaly detection technique that constructs a clustering-based ensemble model [27] or a visualization study of changes resulting from nonstationary occurrences in time series data [28]. Visual localization technology is a technology that estimates the current position indoors and outdoors using only the images. We developed this study by testing outlier detection using GAN, extracting outlier images, and adding intuitive and accessible visualization parts to the model.

3. Fv-AD: F-AnoGAN Based Anomaly Detection

3.1. System Architecture

As a result of anomaly detection, we aim to represent anomalous images together through localization and anomaly scores. The proposed anomaly detection prediction model is named fast visualization-anomaly detection GAN (Fv-AnoGAN).

Figure 4 shows an overview of the Fv-AnoGAN model and localization section. Similar to F-AnoGAN, WGAN and encoder are used, and the model is composed of input data, layer, generator, discriminator, encoder layer, and output. We learn using images of the normal data collected in the chromate process with the input data. The input data are then learned in the WGAN model during the training phase, and the encoder training below is performed using the normal image because it is based on a well-trained model. The

![Figure 3. AnoGAN.](image-url)
encoder is learned in the middle layer of the discriminator model’s encoder section using the residual loss value of the feature space. After learning the GAN and encoder, in the detection step, we propose a model that calculates the anomaly score through the learned model by adding unseen data and checking the localized anomaly image. The F-AnoGAN model, which performed well in anomaly detection, was used in this study. F-AnoGAN is a model developed to improve the performance of AnoGAN, which first announced the detection of anomalies based on GAN and Figure 5 shows the overall structure of the model and the F-AnoGAN model through image data generated by the chromate process.

![Figure 4](image-url)  
**Figure 4.** Fv-AD Model.

![Figure 5](image-url)  
**Figure 5.** System architecture for chromate process.

The visualization of the abnormal part is then explained using the localization technique as a result of the anomaly detection, along with the abnormal score. F-AnoGAN is divided into two stages: WGAN and encoder [20]. The GAN learns two models: Genera-
tor G and Discriminator D, which describe the distribution of trained data and attempt to produce similar images, which compete with each other and categorize the fake data generated by the generator through an adversarial process. The WGAN is a data classification algorithm that can improve the output performance by redefining metrics for convergence values. It also simplifies the model based on the distance of Wasserstein from Jensen-Shannon. The first step in building the model is to train the WGAN so that the Generator G only learns the distribution of normal data from the data to be learned, resulting in only normal images. The encoder is then trained to map the image to the latent space. F-AnoGAN is randomized in the process of mapping images in AnoGAN, and AnoGAN, which learns, is not well mapped. To address this issue, F-AnoGAN employs AutoEncoder’s Encoder model [29]. Encoder models are compressed, as the input data are characterized by latent vectors. The reason for using the encoder model is to prevent the generator from generating normal data when the test data are input to the WGAN. The GAN weight is fixed at this point, and if the query image is entered into the GAN during the TEST process, the generator will only generate normal data unrelated to the query data. The method of mapping to Latent space is based on an encoder, and training is conducted to enable \( x \rightarrow z \), inverse mapping. Anomaly detection is performed based on a trained model that includes the discriminator feature secondary loss and image reconstruction error \( G(z) \).

### 3.2. Calculating Anomaly Score

GAN learning generates the generator \( G(z) = z \rightarrow x \), which maps to the latent space \( z \rightarrow x \), but not the inverse mapping to the manifold \( x \rightarrow z \) which is required for outlier detection. To solve this problem, AnoGAN maps to the latent space, but F-AnoGAN learns the encoder, enabling reverse mapping to \( E(x) = x \rightarrow z \). F-AnoGAN with encoder proposes three methods, but this study uses the last encoder model of izif method using feature space loss for the image \( z \rightarrow x \). The izif architecture has the same structure as the AutoEncoder and CAE [30], in which the encoder follows the decoder. During learning, the encoder trains mapping from a real image to z and learns with G, which maps z to the image space. This architecture is similar to image-to-image AE, and the learning proceeds in a manner that minimizes the MSE of \( \text{lossmsx} \) and \( \text{E}(G(x)) \) used when learning with the izif architecture. The izif Training objective implements similarities in the image space. The loss function of izif an encoder training architecture compared is as follows. It has a structure with a generator behind the encoder and minimizes MSE loss.

\[
\mathcal{L}_{izif}(x) = \frac{1}{n} \| x - G(E(x)) \|^2, \tag{3}
\]

Minimizing the pixel-by-pixel difference is not an actual example of a normal image; an image with a small residual may be output even in the case of an abnormal image. The image space residual is not a reliable position. This leads to the creation of architecture by further calculating the statistics from real and reconstructed images. The statistics of the input are calculated using the discriminator feature \( f() \) of the intermediate layer, and the characteristic expression in the middle indicates the dimension [5]. The discriminator feature in F-AnoGAN is inspired by the feature mapping technique proposed in [31] and it is related to the loss value used in the initial outlier detection task for mapping repeated z-values. However, izif’s goal is to limit the generation of images, but izif’s shortcomings are that mapping to the latent space is unknown, and the exact result can not be predicted by calculating the residual loss. This adds statistics to the actual and generated images to construct the architecture. izif’s loss function is as follows:

\[
\mathcal{L}_{izif}(x) = \frac{1}{n} \cdot \| x - G(E(x)) \|^2 + \frac{\kappa}{n_d} \cdot \| f(x) - f(G(E(x))) \|^2, \tag{4}
\]
From the formula, it can be seen that the discriminator features are related to the loss used in AnoGAN and the discriminator feature utilizes the parameters obtained when learning the GAN. It provides a good mapping of the image and latent spaces using this loss. The parameters learned during [5] WGAN training are fixed during encoder training, and the Figure 6 architecture guides encoder training in both the image and latent space at the same time, selecting the proposed encoder training architecture from the F-AnoGAN model. The discriminator parameters are learned during WGAN training and fixed during encoder training.

**Figure 6.** Encoder training.

After learning the GAN and encoder, the anomaly score is calculated by entering the query image X. Calculating the anomaly score is the same as the equation [5].

\[ A(x) = A_R(x) + K \times A_D(x) \]  

(5)

An anomaly score represents the deviation of the query and reconstruction images during outlier detection. By observing the formula in [5], it can be said that it is the same as the loss \( izi_f \) formula and usually results in a high score on an abnormal image and a low score on a normal image. The residual loss equation used for learning is employed to calculate the average score. As the model learns only about normal images, only images similar to the input images are reconstructed using the encoder with \( x \) of normal images.

4. Experiment and Results

4.1. Experiment Environment

Python 3.7 and PyTorch 1.7.0 were used in the model configurations proposed in this paper. We defined models and used GPU acceleration in a Google Collaboration environment in a cloud environment using Torch.nn and Torch vision modules to avoid collisions caused by the presence of different versions of all training and experiments.
Google Collaboration Pro is a graphics processing unit GPU (e.g., T4 or P100 specifications). We obtained good results from the Google Collaboration environment. However, it should be noted that the performance of learning artificial intelligence neural networks and the degree of convergence of artificial intelligence neural networks may vary depending on the GPU.

4.2. Datasets

In this paper, experiments were conducted using manufacturing process data images collected from actual chromate processes [32]. Chromate has a large impact on process completeness and was collected as data for quality prediction. We used data to forecast normal and poor quality. Figure 7 depicts some of the collected data datasets.

Figure 7. Datasets.

Chromate treatment is used as a post-treatment method after galvanizing or cadmium plating; in fact, chromate treatment after galvanizing is essential. The process of coating a rust preventive film using bichromate is used for products that require gloss. The main reaction for treating the film is that zinc dissolves, hydrogen ion concentration decreases at the zinc interface to reduce bichromate ions, and precipitates on the zinc surface. In the chromate process, if the solution concentration is low, the result is not white; if the concentration is high, the thickness is reduced. There are various methods for the plating process, among which, the dataset of the chromate process is an electroplating process.

The data collection method receives real-time data through PLC and sensors, stores it in CSV file form based on the collected time, and uses an image for visual evaluation of quality as a product stored in PNG form through an image collection device. The datasets are CSV and PNG, and image data are learned to automatically conduct visual quality inspections to detect defective products more accurately. Among the learning data, 1103 normal and 76 abnormal data are used to enable experiments on unbalanced data. Subsequently, we convert it into \(64 \times 64, 128 \times 128, 256 \times 256\) sizes that show the optimal performance of input images through various experiments.

4.3. Performance Matrix

This subsection employs two tables to validate the numerical values of the anomaly scores. By dividing normal data and abnormal data, the image value, \(z\) value learned by encoder, anomaly score, and loss value are shown in a table. The values in the two tables are the numerical values of the anomaly score for the test data, with label 0 representing the anomaly data and label 1 representing the normal data.

\(\text{image}_\text{distance}\) represents \(\text{MSELoss}\) in the loss function. \(\text{MSELoss}\) is often used for differences between masks in differences between images or segmentation. It indicates that the difference value is obtained by subtracting the target value from the generated image value, and the average value is 0.06. The average anomaly score value of the normal data in Table 1 is 0.01, indicating a difference between the two classes.
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**Table 1.** Performance matrix of anomaly detection score for normal data.

| Type | Label | Image_distance | Anomaly_score | Z_distance | Loss         |
|------|-------|----------------|---------------|------------|--------------|
| Class | 1     | 0.0113228      | 0.015835      | 0.001151   | 1171.768912  |
| 1     | 0.013555 | 0.020455     | 0.008917      | 1290.782983|
| 1     | 0.012377 | 0.017536      | 0.003320      | 1012.679232|
| 1     | 0.014349 | 0.021915      | 0.011179      | 1266.791052|
| 1     | 0.013614 | 0.018974      | 0.008290      | 1387.901923|
|       | ...    | ...           | ...           | ...        | ...          |
| 1     | 0.018190 | 0.028164      | 0.005597      | 1206.969482|
| 1     | 0.016685 | 0.024101      | 0.003862      | 1124.322021|
| 1     | 0.020770 | 0.032192      | 0.002772      | 1307.966553|
| 1     | 0.020538 | 0.031241      | 0.005769      | 1238.942871|
| 1     | 0.017792 | 0.030411      | 0.002449      | 1274.199707|
| Mean  | 1     | 0.013291      | 0.021593      | 0.005569   | 1143.691237  |

**Table 2.** Performance matrix of anomaly detection score for anomaly data.

| Type | Label | Image_distance | Anomaly_score | Z_distance | Loss         |
|------|-------|----------------|---------------|------------|--------------|
| Class | 0     | 0.050823      | 0.228023      | 0.076672   | 2012.108765  |
| 0     | 0.048244 | 0.194100     | 0.060309      | 1544.944214|
| 0     | 0.041436 | 0.118608      | 0.090345      | 1597.007935|
| 0     | 0.091974 | 0.452780      | 0.209052      | 2004.321533|
| 0     | 0.095337 | 0.395791      | 0.115832      | 1816.836914|
|       | ...    | ...           | ...           | ...        | ...          |
| 0     | 0.036689 | 0.167070      | 0.069618      | 1936.427153|
| 0     | 0.036439 | 0.133632      | 0.084261      | 1824.568182|
| 0     | 0.058436 | 0.251603      | 0.114561      | 1907.987691|
| 0     | 0.097947 | 0.491510      | 0.250416      | 1638.791923|
| 0     | 0.056836 | 0.229287      | 0.065458      | 1574.176541|
| Mean  | 0     | 0.061416      | 0.266240      | 0.113652   | 1831.658193  |

Table 1 presents the experimental results of the outlier detection score for the normal. There is a clear difference in all of the figures when compared to the experimental results with the abnormal data in Table 2.

### 4.4. Results and Analysis

When learning WGAN, the final setting value of the hyperparameter is as follows: Epoch = 100, $L_r = 0.0002$, batch size = 32, $b_1 = 0.6$, $b_2 = 0.999$, latent_dim = 100, sample_interval = 400, and the hyperparameter values you set when you learned Encoder are as follows: Epoch = 200, batch size=32, $L_r = 0.0002$, $b_1 = 0.5$, $b_2 = 0.999$, latent_dim = 100, sample_interval = 400. The learning was performed after it was set to $x$, and the following performance was confirmed.

Figure 8 shows a histogram of the scores for normal and abnormal data. The normal image distribution of the histogram graph is 0.15 or higher and 0.06 or lower. This demonstrates that the threshold for anomaly scores was set to a value between 0.06 and 0.15. The results for the normal and abnormal data have significant implications and are visible. Anomaly scores can be represented as important indicators of the anomaly detection results.
in the process. In the graph, the \( x \)-axis represents the outlier score and the \( y \)-axis represents the number. Furthermore, the proposed anomaly score in F-AnoGAN can distinguish between bad and normal data, and the comparison image obtained from the difference between the test and generated images can accurately determine the abnormal part.

![Figure 8. Histogram of anomaly score.](image)

Figure 8. Histogram of anomaly score.

Figure 9 shows a graph of the loss function obtained using the F-AnoGAN model. The \( x \)-axis represents the number of data points and the \( y \)-axis represents the loss value. The above figure shows that the experimental results of F-AnoGAN and AnoGAN were excellent. The loss value of F-AnoGAN is lower than that of AnoGAN and the images created by F-AnoGAN are more sophisticated than those created by AnoGAN.

![Figure 9. Loss function.](image)

Figure 9. Loss function.

The image on the left side of Figure 10 show the image data of defective products that occurred during the chromate process. The data were found to be defective due to a crack at the bottom, and anomaly detection was performed using the generated image. The middle image was created by the generator, and although it did not attain the resolution of the real image, it created a false image. The final image compares the real image learned through the encoder with the fake image generated by the generator. The darkened part of the image indicates an abnormal part can be visually identified.
The leftmost image in Figure 11 show the image data of the defective product that occurred during the chromate process. These data were found to be defective by the crack at the top, and anomaly detection was performed with the generated image. The middle image represents a fake image generated by the generator. Compared to AnoGAN, it showed a high resolution, and the last image compares the real image learned through the conventional encoder with the fake image generated by the generator. Compared to Figure 11, we can see the darkened part at the bottom, and through this, we can observe that the crack at the top and the crack at the bottom of Figures 10 and 11 were detected in contrast.

Figure 12 shows the result of the abnormal detection of a real image without a crack. The image on the left shows the image data of the normal product obtained during the chromate process. The middle image is an image generated by the generator, and the normal image does not reach the same resolution as the real image but produces a compliant false image. The final image compares the real image learned through the encoder with the fake image generated by the generator. Compared to Figures 11 and 12, the abnormal location of the dark black area was not found, demonstrating that the normal image was correctly detected.
Localization is used to detect anomalies, and the location of the anomaly can be checked after learning with F-AnoGAN. As the image was binarized using the threshold technique, the position of the abnormal part is converted to a dark black color. Figure 13 learns chromate process data from the proposed F-AnoGAN and then demonstrates that abnormalities can be judged and predicted using localization and anomaly scores.

![Figure 13. Localization images.](image)

Table 3 compares the approaches according to encoder training. The same WGAN training was implemented using an unrestricted encoder of a linear output layer. Three versions of the performance are presented and the $izi_f$ encoder model proposed in this paper describes the best performance. We compare $ziz$, $izi$, and $izi_f$ encoder training architectures based on WGAN.

Table 3. Encoder training performance.

|        | Precision | Sensitivity | Specificity | F1-Score | AUC  |
|--------|-----------|-------------|-------------|----------|------|
| $ziz$  | 0.923     | 0.957       | 0.966       | 0.927    | 0.942|
| $izi$  | 0.908     | 0.921       | 0.951       | 0.894    | 0.931|
| $izi_f$| 0.978     | 0.981       | 0.982       | 0.971    | 0.997|

Although there are various evaluation indicators for measuring the model, in this study, the performance of the model was confirmed and verified using five items as shown in Table 4. The refined data according to the preprocessing of the data has a large impact on accuracy, which can vary depending on the quality of the data, and image data collected in the chromate process boast high performance in all models. The proposed Fv-AnoGAN model exhibited the highest performance.

Table 4. Model performance.

|        | Precision | Sensitivity | Specificity | F1-Score | AUC  |
|--------|-----------|-------------|-------------|----------|------|
| CNN    | 0.952     | 0.969       | 0.971       | 0.963    | 0.993|
| AE     | 0.964     | 0.974       | 0.981       | 0.951    | 0.978|
| AnoGAN | 0.928     | 0.983       | 0.980       | 0.931    | 0.964|
| Fv-AD  | 0.978     | 0.981       | 0.982       | 0.971    | 0.997|

The fast localization anomaly detection (Fv-AD) model was newly defined in this study, and positive and useful results were obtained using data generated in the chromate process in the outlier detection process. The abnormal location of the defective image in this study was determined using unsupervised learning-based F-AnoGAN, which was intended to be tested, and it was proven using outlier scores. Because the post-processing process greatly affects quality, the chromate process is expected to solve the problem of worker inexperience or not being caught by humans at the manufacturing process site, which predicts accurate quality. Furthermore, several attempts using chromate process
data are considered meaningful among the various unsupervised learning techniques. In a future research project, we will continue to study F-AnoGAN by studying a combined model that allows artificial intelligence to demonstrate explainable results in the process of learning the model by combining the XAI model [33] with F-AnoGAN.

5. Conclusions

To address these issues, manufacturing processes, such as real-time monitoring methods that detect process anomalies early to achieve product homogeneity, have long been studied [34]. In the existing manufacturing process, various attempts have been made to determine outliers owing to data imbalance accurately. In addition, abnormal detection is difficult because of technical limitations or a lack of worker efficiency. Quality issues are not limited to the mass production stage; therefore, the process of product planning, R&D, mass production, and service must be managed in one step. To solve this problem, we propose a manufacturing process model using F-AnoGAN with an excellent outlier detection performance. Based on various experiments, data from the actual manufacturing process revealed optimal performance.

Owing to the expected effect, the completeness of the process in the chromate process significantly affects the quality, and chromium, an environmental substance, is substituted. It is expected that it will be required in the field of manufacturers that require cost reduction and actual quality prediction. Furthermore, it is anticipated that it will be used in processes similar to electroplating, such as melt plating and chemical plating. In the future, by comparing more models, we might be able to create a model that can discriminate outliers with pixel levels and we intend to improve it more efficiently by optimizing parameters or reducing learning and generation time to supplement the results.

Because PGAN currently uses WGAN-GP losses and further increases reliability and robustness, future use of pGAN is also considered a complement to future models [22] and is also expected to allow optimization to create lightweight models suitable for use in a variety of domains.
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