NEW SINGULAR GELFAND-TSETLIN $\mathfrak{gl}(n)$-MODULES OF INDEX 2
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Abstract. Singular Gelfand-Tsetlin modules of index 2 are modules whose tableaux bases may have singular pairs but no singular triples of entries on each row. In this paper we construct singular Gelfand-Tsetlin modules for arbitrary singular character of index 2. Explicit bases of derivative tableaux and the action of the generators of $\mathfrak{gl}(n)$ are given for these modules. Our construction leads to new families of irreducible Gelfand-Tsetlin modules and also provides tableaux bases for some simple Verma modules.

1. Introduction

Gelfand-Tsetlin bases are among the most remarkable discoveries of the representation theory of classical Lie algebras. Originally introduced in [10], these bases provide a convenient tableaux realization of every simple finite-dimensional representation of the Lie algebra $\mathfrak{gl}(n)$, as well as explicit formulas for the action of the generators of $\mathfrak{gl}(n)$. The explicit nature of the Gelfand-Tsetlin formulas inevitably raises the question of what infinite-dimensional modules admit tableaux bases. This question naturally initiated the theory of Gelfand-Tsetlin modules, a theory that has attracted considerable attention in the last 30 years and have been studied in [1], [2], [20], [21], [22], [26], among others. Gelfand-Tsetlin bases and modules are also related to Gelfand-Tsetlin integrable systems that were first introduced for the unitary Lie algebra $\mathfrak{u}(n)$ by Guillemin and Sternberg in [14], and later for the general linear Lie algebra $\mathfrak{gl}(n)$ by Kostant and Wallach in [15] and [16].

We now define the main object of study in this paper. Consider a chain of embeddings

$$\mathfrak{gl}(1) \subset \mathfrak{gl}(2) \subset \ldots \subset \mathfrak{gl}(n).$$

The choice of embeddings is not essential but for simplicity we chose embeddings of principal submatrices. Let $U = U(\mathfrak{gl}(n))$ be the universal enveloping algebra of $\mathfrak{gl}(n)$, and let $\Gamma$ be the Gelfand-Tsetlin subalgebra of $U$, i.e. the subalgebra generated by the centers of universal enveloping algebras of all $\mathfrak{gl}(i)$. Then $\Gamma$ is a maximal commutative subalgebra of $U$ as well as a polynomial algebra in the $\frac{n(n+1)}{2}$ variables $c_{ij}$, where $c_{ij}$ is a degree $j$ element in the center of $U(\mathfrak{gl}(i))$, [26].

A Gelfand-Tsetlin module $V$ of $\mathfrak{gl}(n)$ is a Harish-Chandra $(U, \Gamma)$-module, that is

$$V = \bigoplus_{m \in \text{Specm}\Gamma} V_m,$$
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where
\[ V_m = \{ v \in V \mid m^k v = 0 \text{ for some } k \geq 0 \}. \]

The category of Harish-Chandra modules is a subcategory of the category of all weight \( gl(n) \)-modules, i.e., modules that decompose as direct sum of modules over the standard Cartan subalgebra of \( gl(n) \). Recall that the classification of all simple weight \( gl(n) \)-modules with finite-dimensional weight spaces is already completed, [19]. Since the classification of arbitrary simple weight modules is out of reach for \( n \geq 3 \), the classification of simple Gelfand-Tsetlin \( gl(n) \)-modules seems to be the next fundamental classification problem one can try to solve. This, in addition to the connections with integrable systems and Yangians, gives us another motivation to study singular Gelfand-Tsetlin modules. One should note also that the Gelfand-Tsetlin subalgebras are related to general hypergeometric functions on the complex Lie group \( GL(n) \), [12], [13], and to solutions of the Euler equation, [25].

Throughout the paper \( n \geq 2 \) and \( T_n(\mathbb{C}) \) will stand for the space of the following \textit{Gelfand-Tsetlin tableaux} with complex entries:

\[
\begin{array}{ccc}
  v_{n1} & v_{n2} & \cdots \\
  v_{n-1,1} & & \cdots \\
  & v_{n,n-1} & v_{nn} \\
  \cdots & \cdots & \cdots \\
  v_{21} & v_{22} & \\
  v_{11} & \\
\end{array}
\]

We will identify \( T_n(\mathbb{C}) \) with the set \( \mathbb{C}^{n(n+1)/2} \) in the following way: to
\[
v = (v_{n1}, \ldots, v_{nn}, v_{n-1,1}, \ldots, v_{n-1,n-1}, \cdots | v_{21}, v_{22}, v_{11}) \in \mathbb{C}^{n(n+1)/2}
\]
we associate a tableau \( T(v) \in T_n(\mathbb{C}) \) as above. It is important to distinguish \( v \) and \( T(v) \) since they are vectors in non-isomorphic vector spaces as explained below.

For a fixed element \( v = (v_{ij})_{j \leq i = 1}^n \) in \( T_n(\mathbb{C}) \) consider a set
\[
v + T_{n-1}(\mathbb{Z}) = \{ v + M \mid M = (m_{ij})_{j \leq i = 1}^n \in T_n(\mathbb{Z}), m_{nk} = 0, k = 1, \ldots, n \}.
\]

Henceforth we define \( V(T(v)) \) to be the complex vector space with basis the set \( v + T_{n-1}(\mathbb{Z}) \), i.e., \( V(T(v)) = \bigoplus_{w \in v + T_{n-1}(\mathbb{Z})} \mathbb{C} T(w) \). Note that \( T(v + w) \neq T(v) + T(w) \) in \( V(T(v)) \) (even if \( w, v + w \in v + T_{n-1}(\mathbb{Z}) \)).

To every \( w \in v + T_{n-1}(\mathbb{Z}) \) we associate the maximal ideal \( m_w \) of \( \Gamma \) generated by \( c_{ij} - \gamma_{ij}(w) \), where \( \gamma_{ij}(w) \) are symmetric polynomials defined in [20]. Note that the correspondence \( w \mapsto m_w \) is not one-to-one, but for a given maximal ideal \( m \) there are finitely many \( w \in v + T_{n-1}(\mathbb{Z}) \) with \( m_w = m \) (see Remark [3,8] for details). We will call the set of all such \( w \), the \textit{fiber of} \( m \) in \( v + T_{n-1}(\mathbb{Z}) \) and denote it by \( \hat{m} \).

From now on we set \( G := S_n \times \cdots \times S_1 \). Note that \( G \) and \( T_{n-1}(\mathbb{Z}) \) act naturally on \( T_n(\mathbb{C}) \) (see Section [3] for the explicit action formulas). For each \( w \in T_n(\mathbb{C}) \), the fiber \( \hat{m}_w \) of \( m_w \) coincides with the intersection of \( V(T(v)) \) and the orbit \( Gw \) of the group action of \( G \) on \( T_n(\mathbb{C}) \).

In this paper we address the following problem:
Problem: Given \( v \in \mathbb{C}^{\binom{n+1}{2}} \) is it possible to define a non-trivial Gelfand-Tsetlin \( \mathfrak{gl}(n) \)-module structure on \( V(T(v)) \), so that \( V(T(v))_m = \bigoplus_{w \in (v+T_{n-1}(\mathbb{Z})) \cap \hat{m}} \mathbb{C}T(w) \)?

Note that by fixing \( v \) we prescribe a basis of \( V(T(v))_m \) and the action of \( \mathfrak{gl}(n) \) on \( V(T(v)) \) should match that prescription. Also note that if \( v - v' \in T_{n-1}(\mathbb{Z}) \) the vectors spaces \( V(T(v)) \) and \( V(T(v')) \) are isomorphic, but the \( \mathfrak{gl}(n) \)-modules \( V(T(v)) \) and \( V(T(v')) \) are not necessarily isomorphic, see Theorem B(ii) below.

The problem above was raised and studied by Gelfand and Graev in [9] and by Lemire and Patera (for \( n = 3 \) ) in [17], [18]. Apparently the main challenge when solving this problem occurs when two entries in one row of \( T(v) \) have integer difference. We will say that \( v \) is singular of index \( m \geq 2 \) if:

(i) there exists a row \( k, 1 < k < n \), and \( m \) entries \( v_{ki_1}, \ldots, v_{ki_m} \) on this row such that \( v_{kj} - v_{ki_s} \in \mathbb{Z} \) for all \( j, s \in \{1, \ldots, m\} \);
(ii) \( m \) is maximal with the property (i).

A pair of entries \((v_{ki_1}, v_{ki_2})\) such that \( k > 1 \) and \( v_{ki_1} - v_{ki_2} \in \mathbb{Z} \) is called a singular pair. We say that \( v \) (and \( T(v) \)) is generic if \( v \) has no singular pairs. For a generic \( v \), the \( \mathfrak{gl}(n) \)-module structure on \( V(T(v)) \) was introduced in [2].

In [6] we initiated the study of singular (i.e. non generic) modules \( V(T(v)) \). This study consists of three steps. The first step is to look at singular tableaux \( T(v) \) that contain a unique singular pair. This case, called the 1-singular case, was treated in [6] and is a particular case of a singularity of index 2. By understanding just the 1-singular case, we are able to complete the classification of all irreducible Gelfand-Tsetlin \( \mathfrak{gl}(3) \)-modules, [7]. In the present paper we make the next step in the study and address the case of arbitrary singularity of index 2. That is, any number of singular pairs (but not singular triples) and multiple singular pairs in the same row are allowed. The transition of a unique singular pair to a general singularity of index 2 turned out to be not straightforward and requires a more sophisticated theory of differential operators and divided differences of tableaux. The methods developed in this paper will be crucial for completing the last step in our study - defining singular Gelfand-Tsetlin modules \( V(T(v)) \) of arbitrary index. The last case will be addressed in a subsequent paper. One should note that, as a straightforward consequence of the results in the present paper, we obtain new tableaux bases of a large family of irreducible Verma modules of \( \mathfrak{gl}(n) \).

For the rest of the introduction we fix \( v \) to be singular of index 2. If \( w \in v + T_{n-1}(\mathbb{Z}) \) is such that \( w_{ki} = w_{kj} \) for some \( k, i, j, 1 < k < n, i \neq j \), we say that \( w \) lies on the critical hyperplane \( x_{ki} - x_{kj} = 0 \) of \( T_n(\mathbb{C}) \). We also say that \( w \) is maximal critical if it lies on the intersection of all possible critical hyperplanes corresponding to elements in \( v + T_{n-1}(\mathbb{Z}) \).

Now we state our first main result.

**Theorem A.** Let \( v \in \mathbb{C}^{\binom{n+1}{2}} \) be singular of index 2 and let \( t \) be the number of singular pairs of \( v \). Then \( V(T(v)) \) has a structure of a Gelfand-Tsetlin \( \mathfrak{gl}(n) \)-module. In particular,

\[
\dim V(T(v))_m = 2^{t-k},
\]

whenever \( \hat{m} \) lies on the intersection of \( k \) critical hyperplanes, \( 0 \leq k \leq t \), and \( \dim V(T(v))_m = 1 \) if \( \hat{m} \) consists of maximal critical points.
Theorem A is proven by constructing a particular \( \mathfrak{gl}(n) \)-action on \( V(T(v)) \) such that \( V(T(v))_m = \bigoplus_{w \in (v + T_{n-1}(Z)) \cap m} CT(w) \). The question whether the \( \mathfrak{gl}(n) \)-action on \( V(T(v)) \) with this property is unique remains open.

In the subsequent Theorems B and C, and Conjectures 1–3, it is supposed that \( V(T(v)) \) is the \( \mathfrak{gl}(n) \)-module constructed in the proof of Theorem A.

**Theorem B.** Let \( v \in \mathbb{C}^{n(n+1)/2} \) be singular of index 2.

(i) If \( v' \in v + T_{n-1}(Z) \) has \( s \) singular (but non-critical) pairs in row \( k \), then \( c_{k2} \)
has an eigenvalue of geometric multiplicity \( s+1 \) on the subspace \( V(T(v))_{m,v} \),
and this is the largest geometric multiplicity of all eigenvalues of all elements \( c_{kj} \), \( 1 \leq j \leq k \), on the subspace \( V(T(v))_{m,v'} \).

(ii) \( V(T(v)) \cong V(T(v')) \) if and only if there exists \( \sigma \in G \) such that \( v - \sigma(v') \in T_{n-1}(Z) \), or equivalently, if \( v \) and \( v' \) are in the same orbit under the action of \( G \times T_{n-1}(Z) \) on \( T_n(\mathbb{C}) \).

(iii) Assume that all singular pairs of \( v \) belong to different rows, and \( v_{ij} - v_{i-1,k} \)
is not integer for all possible indexes \( i \), \( j \), \( k \). Then \( V(T(v)) \) is irreducible.

**Conjecture 1.** The condition that \( v_{ij} - v_{i-1,k} \) is not integer is both necessary and sufficient for the irreducibility of \( V(T(v)) \) in Theorem B.

The above conjecture is known to be true for \( n = 2 \), \( n = 3 \), and for 1-singular tableaux \( T(v) \), [11].

From Theorem B we obtain many explicit examples of new irreducible singular Gelfand-Tsetlin modules together with information about their structure. In particular, we can compute an important invariant for these irreducible modules: their Gelfand-Tsetlin degree, namely the maximum Gelfand-Tsetlin multiplicity that may appear. Furthermore, the generators \( c_{ij} \) of \( \Gamma \) have a simultaneous canonical form on the subspaces \( V(T(v))_m \) with largest Jordan cells of size \( s+1 \) where \( s \) is the maximal number of singular pairs in one row. All known examples so far concerned Jordan cells of size at most 2 only.

Our last result addresses the Gelfand-Tsetlin theory properties of the modules \( V(T(v)) \). It was shown in [23] that for every maximal ideal \( m \) of \( \Gamma \), there is an irreducible Gelfand-Tsetlin module \( M \) such that \( M_m \neq 0 \). Moreover, there exist only finitely many isomorphism classes of such modules. If \( m \) is generic then there is exactly one such isomorphism class and its Gelfand-Tsetlin degree is 1. On the other hand, if \( V \) is an irreducible Gelfand-Tsetlin module then \( \dim V_m \) is finite for all \( m \) and is bounded by \( 1!2! \ldots (n-1)! \), [4]. The most interesting case certainly is when \( m \) is singular. In [6] we constructed irreducible Gelfand-Tsetlin modules of Gelfand-Tsetlin degree 2, which is the highest possible degree in the case \( n = 3 \). With the aid of Theorem B we obtain examples of irreducible modules of arbitrarily large degree.

More precise upper bound for the Gelfand-Tsetlin degree of the subquotients of \( V(T(v)) \) is listed in the next theorem, our third main result.

**Theorem C.** Let \( v \in T_n(\mathbb{C}) \) be singular of index 2 and let \( t \) be the number of singular pairs of \( L \). The following hold for any \( v' \in v + T_{n-1}(Z) \).

(i) There exists an irreducible subquotient \( V \) of \( V(T(v)) \) such that \( V_{m,v} \neq 0 \).

The number of all such irreducible subquotients of \( V \) is bounded by \( 2^t \).
(ii) \( \dim V_{m,v} \leq 2^{t-k} \) if \( m,v \) belongs to \( k \) critical hyperplanes. In particular, \( \dim V_{m,v} = 1 \) if \( m,v \) consists of maximal critical points.

(iii) If each row contains at most one singular pair, then the geometric multiplicities of all eigenvalues of any \( c_{ij} \) are at most 2.

(iv) If \( v \) has \( s \) singular pairs in the \( i \)-th row then the geometric multiplicities of all eigenvalues of any \( c_{ij} \), \( j = 1, \ldots, i \), are at most \( s+1 \).

Conjecture 2. Any irreducible Gelfand-Tsetlin module \( N \) with \( N_{m,v} \neq 0 \) for any singular \( v \) of index 2 appears as a subquotient of \( V(T(v)) \).

Conjecture 2 is known to be true for \( n = 2 \) and \( n = 3 \). For the case when there exists a unique singular pair in \( v \) (i.e. \( v \) is 1-singular) this conjecture was stated in [6], and recently proven in [8].

If \( V \) is a Gelfand-Tsetlin module then define the Gelfand-Tsetlin character of \( V \) as

\[
\text{ch}_{GT} V = \sum_m (\dim V_m) e^m
\]

It is an interesting question whether \( \text{ch}_{GT} V \) determines \( V \). The affirmative answer is known for generic and 1-singular modules. We conjecture this in general:

Conjecture 3. For any singular \( v \) of index 2 and any two irreducible subquotients \( V \) and \( W \) of \( V(T(v)) \), \( V \simeq W \) if and only if \( \text{ch}_{GT} V = \text{ch}_{GT} W \).

The organization of the paper is as follows. In Section 3 we introduce the notation used in the paper and collect important results for finite-dimensional and generic Gelfand-Tsetlin modules. In Section 4 we define the derivative tableaux corresponding to a singular vector \( v \) of index 2 and with their aid, define the space \( V(T(v)) \). The theorem that \( V(T(v)) \) is a \( \mathfrak{gl}(n) \)-module is stated and proven in Section 5. The formulas for the action of the generators of the Gelfand-Tsetlin subalgebra of \( V(T(v)) \) are included in Section 7. The proofs of the three main results are given in Section 8. In Section 6 we include examples of new irreducible Gelfand-Tsetlin \( \mathfrak{gl}(n) \)-modules, and, in particular, provide derivative tableaux realization of some irreducible Verma \( \mathfrak{gl}(n) \)-modules.
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2. INDEX OF NOTATIONS

Below we list some notations that are frequently used in the paper under the section number they are introduced first.

\[ T_n(\mathbb{C}), T_{n-1}(\mathbb{Z}), T(v), V(T(v)). \]

\[ U_m, Z_m, c_{mk}, \Gamma, M_m. \]

\[ \gamma_{mk}(v). \]

\[ T_n(\mathbb{C})_{\text{gen}}, \tilde{S}_m, \Phi_{kl}, \epsilon_{rs}(w), \epsilon_{rs}. \]

\[ \Sigma, R, S^0, V_{\text{gen}}, R_\Delta, P_\Delta(v), \Sigma_I, \tau_r, \tau_\Delta, H, \overline{H}, F, \mathcal{F}, D_I, D_I^v, v_\Delta, \text{ev}(v), D_I T(v + z). \]
and $m$ is a Gelfand-Tsetlin module if $M$.

Recall the definition of a Gelfand-Tsetlin module from the introduction. Namely, $M$ with respect to the standard Cartan subalgebra $h$ of $\Gamma_m$, the support of a Gelfand-Tsetlin module $M$.

3.2. Gelfand-Tsetlin modules. Let for $m \leq n$, $\mathfrak{gl}(m)$ be the Lie subalgebra of $\mathfrak{gl}(n)$ spanned by $\{E_{ij} \mid i, j = 1, \ldots, m\}$ and let $U_m = U(\mathfrak{gl}(m))$. Let $Z_m$ be the center of $U_m$. Then $Z_m$ is the polynomial algebra in the $m$ variables $\{c_{mk} \mid k = 1, \ldots, m\}$,

$$c_{mk} = \sum_{(i_1, \ldots, i_k) \in (1, \ldots, m)^k} E_{i_1i_2}E_{i_2i_3} \cdots E_{i_ki_1}.$$  

The Gelfand-Tsetlin subalgebra $\Gamma$ is the subalgebra of $U$ generated by $\bigcup_{m=1}^{n} Z_m$.

Recall the definition of a Gelfand-Tsetlin module from the introduction. Namely, $M$ is a Gelfand-Tsetlin module if $M$ splits into the direct sum of the $\Gamma$-modules $M_m = \{v \in M \mid \text{dim} \Gamma v = 0 \text{ for some } k \geq 0\}$ indexed by the maximal ideals of $\Gamma$. The support of a Gelfand-Tsetlin module $M$ is the set of all maximal ideals $m \in \text{Specm} \Gamma$ such that $M_m \neq 0$. For any $m$ in the support of $M$, the Gelfand-Tsetlin multiplicity of $m$ is $\text{dim} M_m$.

Note that any irreducible Gelfand-Tsetlin module over $\mathfrak{gl}(n)$ is a weight module with respect to the standard Cartan subalgebra $\mathfrak{h}$ spanned by $E_{ii}$, $i = 1, \ldots, n$. The converse is not true in general (except for $n = 2$), i.e. an irreducible weight module $M$ need not to be Gelfand-Tsetlin. However, it is the case when the weight multiplicities of $M$ are finite.

We will use the following terminology for a Gelfand-Tsetlin module $M$, $\gamma \in \Gamma$, and $m \in \text{Specm} \Gamma$:

(i) The Gelfand-Tsetlin degree (or, the $GT$-degree) $\text{GT-deg}(M)$ of $M$ is the supremum of all Gelfand-Tsetlin multiplicities of $M$, i.e.

$$\text{GT-deg}(M) := \sup\{\text{dim} M_m \mid m \in \text{Specm} \Gamma\}.$$  

(ii) The geometric multiplicity $\text{gmult}(\gamma|_{M_m})$ of $\gamma$ in $M_m$ is the size of the largest Jordan cell of the endomorphism $\gamma|_{M_m}$ on $M_m$. 

3. PRELIMINARIES

3.1. Conventions. The ground field will be $\mathbb{C}$. For $a \in \mathbb{Z}$, we write $\mathbb{Z}_{\geq a}$ for the set of all integers $m$ such that $m \geq a$. By $Re(z)$ we denote the real part of a complex number $z$, while $\lceil x \rceil$ stands for the greatest integer less than or equal to the real number $x$.

Let $\{E_{ij} \mid 1 \leq i, j \leq n\}$ be the standard basis of $\mathfrak{gl}(n)$ of elementary matrices. We fix the standard triangular decomposition and the corresponding basis of simple roots of $\mathfrak{gl}(n)$. The weights of $\mathfrak{gl}(n)$ will be written as $n$-tuples $(\lambda_1, \ldots, \lambda_n)$.

For a Lie algebra $\mathfrak{a}$ by $U(\mathfrak{a})$ we denote the universal enveloping algebra of $\mathfrak{a}$. Throughout the paper $U = U(\mathfrak{gl}(n))$. For a commutative ring $R$, by $\text{Specm} R$ we denote the set of maximal ideals of $R$.

The transposition of the symmetric group $S_N$ interchanging $i$ and $j$ will be denoted by $(i, j)$. We set $G := S_n \times S_{n-1} \times \cdots \times S_1$ and the $i$-th component of $\sigma \in G$ will be denoted by $\sigma[i]$.
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where $\lambda$ is a fixed top row of highest weight $\lambda$. Let $v \in T_n(\mathbb{C})$. In addition to the $G$-action, we have another important action on $T_n(\mathbb{C})$: the action by translations of $T_{n-1}(\mathbb{Z})$. The two actions can be combined into one action of the semidirect product $G \times T_{n-1}(\mathbb{Z})$.

For $1 \leq j \leq i \leq n-1$, $\delta^{ij} \in T_{n-1}(\mathbb{Z})$ is defined by $(\delta^{ij})_{ij} = 1$ and all other $(\delta^{ij})_{kl}$ are zero.

We have the following important types of tableaux, and equivalently, of vectors in $T_n(\mathbb{C})$.

**Definition 3.1.** Let $v \in T_n(\mathbb{C})$.

(i) We call $T(v)$ a standard tableau if

$$v_{ki} - v_{k-1,i} \in \mathbb{Z}_{\geq 0} \quad \text{and} \quad v_{k-1,i} - v_{k,i+1} \in \mathbb{Z}_{\geq 0}, \quad \text{for all} \ 1 \leq i \leq k \leq n.$$

(ii) We call $T(v)$ a regular tableau (and $v$ a regular vector) if $v_{rs} - v_{r-1,t} \notin \mathbb{Z}$ for any $r, s, t$.

3.3. **Finite-dimensional Gelfand-Tsetlin modules.** The standard Gelfand-Tsetlin tableaux play a key role in the description of a Gelfand-Tsetlin basis of finite-dimensional representations of $\mathfrak{gl}(n)$. Below we recall this classical result.

**Theorem 3.2 ([10]).** Let $L(\lambda)$ be the finite-dimensional irreducible $\mathfrak{gl}(n)$-module of highest weight $\lambda = (\lambda_1, \ldots, \lambda_n)$. Then the set of all standard tableaux $T(v)$ with fixed top row $v_{ni} = \lambda_i - i + 1$, $i = 1, \ldots, n$ forms a basis of $L(\lambda)$. Moreover, the action of the generators of $\mathfrak{gl}(n)$ on $L(\lambda)$ is given by the Gelfand-Tsetlin formulas:

$$E_{k,k+1}(T(v)) = -\sum_{i=1}^{k} \left( \prod_{j=1}^{k+1} (v_{ki} - v_{k+1,j}) \right) T(v + \delta^{ki}),$$

$$E_{k+1,k}(T(v)) = \sum_{i=1}^{k} \left( \prod_{j=1}^{k+1} (v_{ki} - v_{k-1,j}) \right) T(v - \delta^{ki}),$$

$$E_{kk}(T(v)) = \left( k - 1 + \sum_{i=1}^{k} v_{ki} - \sum_{i=1}^{k-1} v_{k-1,i} \right) T(v),$$

where if the sum of $E_{k,k+1}(T(v))$ or $E_{k+1,k}(T(v))$ contains a summand with a non-standard $T(v \pm \delta^{ij})$, then the summand is assumed to be zero.

Another important result is that a module defined by the Gelfand-Tsetlin formulas is a Gelfand-Tsetlin module. In particular, we have the following.

**Theorem 3.3 ([26]).** The action of the generators of $\Gamma$ on a finite-dimensional module $L(\lambda)$ is given by the following formulas:

$$\epsilon_{mk}(T(v)) = \gamma_{mk}(v) T(v),$$

where

$$\gamma_{mk}(v) := \sum_{i=1}^{m} (v_{mi} + m - 1)^k \prod_{j \neq i} \left( 1 - \frac{1}{v_{mi} - v_{mj}} \right).$$
with the generating function

\[ 1 - \sum_{k=0}^{\infty} \gamma_{mk}(v)u^{-k} = \prod_{i=1}^{m} \frac{u - v_{mi} - m}{u - v_{mi} - m + 1}. \]

**Remark 3.4.** There is a natural correspondence between the set \( \Gamma^* \) of characters \( \chi : \Gamma \to \mathbb{C} \) (and, hence, of maximal ideals of \( \Gamma, \mathfrak{m} = \text{Ker} \, \chi \)) and the set of Gelfand-Tsetlin tableaux. In fact, to obtain a Gelfand-Tsetlin tableau from a character \( \chi \) we find a solution \( v = (v_{ij}) \) of the system of equations

\[ \{ \gamma_{mk}(v) = \chi(c_{mk}) \}_{1 \leq k \leq m \leq n} \]

Conversely, for every tableau \( T(v) \) we associate \( \chi \in \Gamma^* \) by defining \( \chi(c_{mk}) \) via the above equations. It is clear that each tableau defines such a character uniquely. On the other hand, a tableau is defined by a character uniquely up to a permutation in \( G \).

### 3.4. Generic Gelfand-Tsetlin modules

Since the coefficients in the Gelfand-Tsetlin formulas in Theorem 3.2 are rational functions on the entries of the tableaux, it is natural to extend the Gelfand-Tsetlin construction to more general modules. When all denominators are nonintegers, one can use the same formulas and define a new class of infinite-dimensional generic Gelfand-Tsetlin \( \mathfrak{gl}(n) \)-modules (cf. 

\[ T(v) \] (recall that \( T(v) \) is a generic Gelfand-Tsetlin module with action of the generators of \( \mathfrak{gl}(n) \) given by the Gelfand-Tsetlin formulas. All Gelfand-Tsetlin multiplicities of \( T(v) \) are 1.

Denote by \( T_n(\mathbb{C})_{\text{gen}} \) the set of all generic vectors in \( T_n(\mathbb{C}) \). By \( S_m \) we denotes the subset of \( S_m \) consisting of the transpositions \( (1, i), i = 1, \ldots, m \). For \( k < \ell \), set \( \Phi_{k\ell} = \tilde{S}_{\ell-1} \times \cdots \times \tilde{S}_k \). For \( k > \ell \) we set \( \Phi_{k\ell} = \Phi_k \). Finally we let \( \Phi_{\ell\ell} = \{ \text{Id} \} \).

Every \( \sigma \) in \( \Phi_{k\ell} \) will be written as a \( [k-\ell] \)-tuple of transpositions \( \sigma[i] \) (recall that \( \sigma[i] \) is the \( i \)-th component of \( \sigma \)). Also, identify every \( \sigma \in \Phi_{k\ell} \) as an element of \( G = S_n \times \cdots \times S_1 \) by letting \( \sigma[i] = \text{Id} \) whenever \( i < \min\{k, \ell\} \) or \( i > \max\{k, \ell\} - 1 \).

**Remark 3.5.** Gelfand-Tsetlin formulas are given for the generators of \( \mathfrak{gl}(n) \) as a Lie algebra. For convenience we will write explicitly the action of any \( E_{rs} \in \mathfrak{gl}(n) \) in terms of permutations. The corresponding coefficients for the action of \( E_{rs} \) can be obtained by computing the action of \( [E_{r,s-1}, E_{s-1,s}] \) and induction on \( |r-s| \).

**Definition 3.6.** For each generic vector \( w \) and any \( 1 \leq r, s \leq n \) we define

\[ e_{rs}(w) := \begin{cases} 
- \prod_{j=2}^{r-1} (w_{s+1,j} - w_{s,j}) \prod_{j=2}^{r} \left( \frac{\prod_{t=2}^{j-1} (w_{s+1,t} - w_{s+1,t-1})}{\prod_{t=2}^{j} (w_{s+1,t} - w_{s+1,t-1})} \right), & \text{if } r < s, \\
\prod_{j=2}^{s-1} (w_{r+1,j} - w_{r,j}) \prod_{j=2}^{s} \left( \frac{\prod_{t=2}^{j-1} (w_{r+1,t} - w_{r+1,t-1})}{\prod_{t=2}^{j} (w_{r+1,t} - w_{r+1,t-1})} \right), & \text{if } r > s, \\
r - 1 + \sum_{i=1}^{r} w_{ri} - \sum_{i=1}^{s} w_{ri-1}, & \text{if } r = s,
\end{cases} \]

Let \( 1 \leq r < s \leq n - 1 \). Set \( \varepsilon_{rs} := \delta^{r+1} + \delta^{r+1} + \cdots + \delta^{s-1} \in T_n(\mathbb{Z}), \varepsilon_{rr} = 0 \) and \( \varepsilon_{ar} = -\varepsilon_{rs} \).

Note that for any \( w \in T_n(\mathbb{C}) \) and \( \sigma \in \Phi_{k\ell} \), we define \( \sigma(w) \) according to [6]. We have the following important result for generic Gelfand-Tsetlin modules.
Proposition 3.7 (43). Let \( v \in T_n(\mathbb{C}) \) be generic. Then the \( \mathfrak{gl}(n) \)-module structure on \( V(T(v)) \) is defined by the formulas:

\[
E_{m\ell}(T(v+z)) = \sum_{\sigma \in \Phi_{m\ell}} e_{m\ell}(\sigma(v+z))T(v+z + \sigma(e_{m\ell}))
\]

for \( z \in T_{n-1}(\mathbb{Z}) \) and \( 1 \leq m, \ell \leq n \). Moreover, \( V(T(v)) \) is a Gelfand-Tsetlin module with action of \( \Gamma \) given by the formulas in Theorem 3.3.

4. Derivative tableaux

In this and next sections we define an appropriate module structure on the space \( V(T(v)) \). To do this we distinguish certain derivative tableaux in the spanning set of \( V(T(v)) \). The action of \( \mathfrak{gl}(n) \) on derivative tableaux will be different from the action on the other (ordinary) tableaux. One reason for that is the following. Suppose \( v \in T_n(\mathbb{C}) \) is such that \( v_{ki} - v_{kj} \in \mathbb{Z} \) for some \( 1 < k < n \) and \( i \neq j \). Then the tableaux \( T(v) \) and \( T(v+z) \) define the same maximal ideal \( m \) of \( \Gamma \) for some \( z \in T_{n-1}(\mathbb{Z}) \), that is they are indistinguishable by \( \Gamma \). In addition, if \( v_{ki} - v_{kj} \in \mathbb{Z} \) the action of \( \mathfrak{gl}(n) \) on some \( T(v+z) \) described in (4) will involve zero denominators.

Definition 4.1. A vector \( w \in T_n(\mathbb{C}) \) is called \( t \)-singular of index 2 if there are exactly \( t \) singular pairs and no singular triples, that is, if there are \( (k_r, i_r, j_r) \), \( r = 1, \ldots, t \), such that:

(i) \( 2 \leq k_1 \leq \cdots \leq k_t \leq n-1 \).

(ii) \( 1 \leq i_r < j_r \leq k_r \) for each \( r = 1, \ldots, t \).

(iii) If \( k_r = k_s \) for some \( r, s \), then \( \{i_r, j_r\} \cap \{i_s, j_s\} = \emptyset \).

(iv) For any \( r = 1, \ldots, t \) we have \( w_{k_r,i_r} - w_{k_r,j_r} \in \mathbb{Z} \) and \( w_{ki} - w_{kj} \notin \mathbb{Z} \) for any \( (k, i, j) \notin \{(k_r, i_r, j_r) | r = 1, \ldots, t\} \).

A maximal ideal \( \mathfrak{n} \) of \( \Gamma \) is called \( t \)-singular of index 2 if \( v = v_\mathfrak{n} \) is \( t \)-singular of index 2 for one choice (hence for all choices) of \( v \) in \( \mathfrak{n} \). A Gelfand-Tsetlin module \( M \) will be called \( t \)-singular Gelfand-Tsetlin module of index 2 if any \( \mathfrak{n} \) in the Gelfand-Tsetlin support of \( M \) is \( t \)-singular of index 2.

In the following we fix some notation for the rest of the paper.

Definition 4.2. From now on, \( t \) and \( \{(k_r, i_r, j_r) | r = 1, \ldots, t\} \) will be fixed. We also fix a \( t \)-singular vector \( v \) of index 2 such that \( v_{k_r,i_r} = v_{k_r,j_r} \) for every \( r = 1, \ldots, t \). Furthermore, we will denote \( \Sigma := \{1, \ldots, t\} \) and \( R := \{(i_1, j_1), \ldots, (i_t, j_t)\} \).

Note that \( R \) is a sequence of one-element sets. We will use this notation throughout the paper.

Definition 4.3. (i) We will write \( I \subseteq R \) if \( I = (I_1, \ldots, I_t) \) and \( I_r \subseteq \{i_r, j_r\} \) for each \( r \in \Sigma \). In the same way, if \( I, J \subseteq R \) we say that \( J \subseteq I \) if \( I = (I_1, \ldots, I_t) \), \( J = (J_1, \ldots, J_t) \) and \( J_r \subseteq I_r \) for any \( r \in \Sigma \).

(ii) For any \( I, J \subseteq R \), we define \( I \cup J \subseteq R \) by \( (I \cup J)_r = I_r \cup J_r \) and \( (I \cap J)_r = I_r \cap J_r \), respectively.

(iii) For each \( r \in \Sigma \), denote by \( \tau_r \) the permutation in \( S_n \times \cdots \times S_1 \) that interchanges \( i_r \) and \( j_r \) in row \( k_r \), and that is identity on all other rows. Also, for any \( \Delta \subseteq \Sigma \) denote by \( \tau_\Delta \) the permutation \( \tau_{i_1} \cdots \tau_{i_\Delta} \), where \( \Delta = \{r_1, \ldots, r_\Delta\} \).

The next definition plays central role in the paper.
Definition 4.4. (i) For any subset \( I = (I_1, \cdots, I_l) \) of \( R \) and for any \( z \in T_{n-1}(\mathbb{Z}) \) we introduce new tableau \( D_I T(v + z) \) which we call \( I \)-derivative tableau, or simply derivative tableau, and set \( D_\emptyset T(v + z) = T(v + z) \).

(ii) Set \( \hat{V}(T(v)) \) to be the complex vector space generated by \( \{ D_I T(v + z) | I \subseteq R \) and \( z \in T_{n-1}(\mathbb{Z}) \} \) subject to the following relations:

\[
D_I T(v + \tau_r(z)) = \begin{cases} 
D_I T(v + z), & \text{if } I_r = \emptyset \\
- D_I T(v + z), & \text{if } I_r \neq \emptyset.
\end{cases}
\]

(5)

Remark 4.5. Although the spanning set \( \{ D_I T(v + z) | I \subseteq R \) and \( z \in T_{n-1}(\mathbb{Z}) \} \) is not a basis \( \hat{V}(T(v)) \), it will be convenient to work with the whole spanning set and then verify the relations separately. A basis of \( \hat{V}(T(v)) \) is, for instance, the set of all \( D_I T(v + z) \) such that \( z_{k,i} - z_{k,j} > 0 \) if \( I_r \neq \emptyset \), and \( z_{k,i} - z_{k,j} \leq 0 \) if \( I_r = \emptyset \).

Proposition 4.6. There is a natural isomorphism between the spaces \( V(T(v)) \) and \( \hat{V}(T(v)) \).

Proof. Let us fix the basis of \( \hat{V}(T(v)) \) defined in Remark 4.5. Let \( z \in T_{n-1}(\mathbb{Z}) \) and \( T(v + z) \in \hat{V}(T(v)) \). Consider any \( \Delta = \{ \tau_1, \cdots, \tau_{|\Delta|} \} \subseteq \Sigma \) and \( T(v + \tau_\Delta(z)) \in V(T(v)) \), where \( \tau_\Delta = \tau_{\tau_1} \cdots \tau_{\tau_{|\Delta|}} \). Recall that \( T(v + z) \) and \( T(v + \tau_\Delta(z)) \) define the same maximal ideal of \( \Gamma \). To complete the proof, we need to identify the tableau \( T(v + \tau_\Delta(z)) \) in \( \hat{V}(T(v)) \) with a derivative tableau in \( \hat{V}(T(v)) \). For each \( r \in \Sigma \) set \( I_r = \{(i_r, j_r)\} \) if \( r \in \Delta \) and \( I_r = \emptyset \) otherwise. Let \( I = (I_1, \cdots, I_l) \). Then \( D_I T(v + z) \) is the derivative tableau corresponding to \( T(v + \tau_\Delta(z)) \) that we need. Clearly, this identification extends to a linear isomorphism between \( V(T(v)) \) and \( \hat{V}(T(v)) \). □

From now on we will identify the space \( V(T(v)) \) and \( \hat{V}(T(v)) \) and the rest of this section, as well as the next section, are devoted to defining an appropriate \( \text{gl}(n) \)-action on that space.

Denote by \( T_n(\mathbb{C})_{\text{reg}} \) the set of all regular vectors in \( T_n(\mathbb{C}) \). Recall that if \( x \in T_n(\mathbb{C})_{\text{gen}} \) then \( V(T(v)) \) is irreducible if and only if \( x \in T_n(\mathbb{C})_{\text{gen}} \cap T_n(\mathbb{C})_{\text{reg}} \), see Theorem 6.14 in [3].

Let \( S^0 \) be the set of vectors \( x \in T_n(\mathbb{C})_{\text{gen}} \cap T_n(\mathbb{C})_{\text{reg}} \) such that \( 0 \leq \text{Re}(x_{r,s} - x_{r-1,s}) < 1 \) for any \( r, s \).

Lemma 4.7. \( S^0 + T_{n-1}(\mathbb{Z}) = T_n(\mathbb{C})_{\text{gen}} \cap T_n(\mathbb{C})_{\text{reg}} \). Moreover, for any \( w \neq w' \) in \( S^0 \) we have \( (w + T_{n-1}(\mathbb{Z})) \cap (w' + T_{n-1}(\mathbb{Z})) = \emptyset \).

Proof. For any \( w \in T_n(\mathbb{C})_{\text{gen}} \cap T_n(\mathbb{C})_{\text{reg}} \) let \( x \in w + T_{n-1}(\mathbb{Z}) \) be the vector for which:

\[
x_{rs} = \begin{cases} 
w_{rs} + \sum_{j=r+1}^{n} \text{Re}(w_{j,s} - w_{j-1,s}), & \text{if } r \leq n - 1 \\
w_{ns}, & \text{if } r = n.
\end{cases}
\]

We have \( x \in S^0 \). Indeed, for any \( r, s \),

\[
x_{rs} - x_{r-1,s} = w_{rs} - w_{r-1,s} - \text{Re}(w_{r,s} - w_{r-1,s}),
\]

which implies \( 0 \leq \text{Re}(x_{r,s} - x_{r-1,s}) < 1 \). Hence, \( w \in S^0 + T_{n-1}(\mathbb{Z}) \) and \( S^0 + T_{n-1}(\mathbb{Z}) = T_n(\mathbb{C})_{\text{gen}} \cap T_n(\mathbb{C})_{\text{reg}} \). For the second part of the lemma it is enough to prove that \( (w + T_{n-1}(\mathbb{Z})) \cap S^0 = \{w\} \). Let \( z \in T_{n-1}(\mathbb{Z}) \) be such that \( w + z \in S^0 \). Then the conditions \( 0 \leq \text{Re}\{(w+z)_{r,s} - (w+z)_{r-1,s}\} < 1 \) and \( 0 \leq \text{Re}\{(w_{r,s} - w_{r-1,s}) < 1 \) imply \( z_{rs} = z_{r-1,s} \). In particular, \( z_{ns} = z_{r,s} = 0 \) for any \( r \leq n - 1 \) and hence \( z = 0 \). □
In view of the last lemma we introduce $V_{\text{gen}} := \bigoplus_{x \in S_0} V(T(x))$. By Proposition 3.7, $V_{\text{gen}}$ is a Gelfand-Tsetlin module. We call this module the family of generic Gelfand-Tsetlin modules. Note that $V_{\text{gen}} = \bigoplus_{x \in T_n(C)_{\text{gen}}} \mathbb{C}T(v)$ as vector spaces.

**Definition 4.8.** Let $\Delta \subseteq \Sigma$ and $I \subseteq R$.

(i) Define $R_\Delta$ to be the subset of $R$ whose $r$-th component is

$$(R_\Delta)_r := \begin{cases} \{(i_r, j_r)\}, & \text{if } r \in \Delta \\ \emptyset, & \text{if } r \notin \Delta. \end{cases}$$

We also write $P(\Delta) := \prod_{r \in \Delta} (x_{k_r, i_r} - x_{k_r, j_r})$.

(ii) Define $\Sigma_I := \{r \in \Sigma \mid I_r \neq \emptyset\} \subseteq \Sigma$.

From the above definition we easily obtain that $\Sigma_R = \Sigma$ and $R_\Sigma = R$. Also, for any $I, J \subseteq R$ and $\Delta_I, \Delta_J \subseteq \Sigma$ we have $\Sigma_I \cup \Sigma_J = \Sigma_{I \cup J}$ and $R_{\Delta_I} \cup R_{\Delta_J} = R_{\Delta_I \cup \Delta_J}$.

Denote by $H_{kij} \subseteq T_n(C)$ the hyperplane $x_{k, i} - x_{k, j} = 0$. We also set $\mathcal{H} = \bigcap_{r \in \Sigma} H_{kij}$, and $\mathcal{H} = \bigcap_{(k, i, j) \neq (k, r, j_r)} (H_{kij})^c$, where $A^c$ stands for the complement of $A$ in $T_n(\mathbb{C})$. In other words, $\mathcal{H} \subseteq T_n(\mathbb{C})$ is the intersection of the critical hyperplanes $x_{k, i_r} - x_{k, j_r} = 0$, $r \in \Sigma$, while $\mathcal{H}$ consists of all $x$ in $T_n(\mathbb{C})$ such that $x_{k_1} \neq x_{k_2}$ for all triples $(k, i, j)$ except for $(k, i, j) = (k, r, j_r)$, $r \in \Sigma$.

Denote by $\mathcal{F}$ the space of rational functions in $x_{k, l}$, $1 \leq \ell \leq n$, with poles only on the union of the hyperplanes $H_{kij}$, $r \in \Sigma$. Let $\mathcal{F}$ be the subspace of $\mathcal{F}$ consisting of all those functions that are smooth on $\mathcal{H}$. Finally, we will say that $f \in \mathcal{F}$ is a smooth function if $f \in \mathcal{F}$.

Recall that $v$ is a fixed element in $\mathcal{H} \cap \mathcal{H}$. In order to introduce the operator $D^v_I$ on $\mathcal{F} \otimes V_{\text{gen}}$, we first define the operators $D_I$ and $D_I^v$ on $\mathcal{F}$.

**Definition 4.9.** For any subset $I = (I_1, \cdots, I_l)$ of $R$ and for any $z \in T_{n-1}(\mathbb{Z})$ we define differential operators $D_I : \mathcal{F} \to \mathcal{F}$, $D_I^v : \mathcal{F} \to \mathbb{C}$ as follows. For a smooth function $f$ (i.e. $f \in \mathcal{F}$),

$$D_I(f) = D_{I_1}D_{I_2}(D_{I_3}(f), \cdots), \quad D_I^v(f) = D_I(f(v)),$$

where

$$D_{I_r}(g) = \begin{cases} g, & \text{if } I_r = \emptyset \\ \frac{1}{2} \left( \frac{\partial g}{\partial x_{k_r, i_r}} - \frac{\partial g}{\partial x_{k_r, j_r}} \right), & \text{if } I_r \neq \emptyset. \end{cases}$$

In particular, for any smooth functions $f, g$ we have:

$$D_I^v(fg) := \sum_{J \subseteq I} D_I^v(f)D_J^v(g).$$

**Definition 4.10.** We define the operators $D_I^v : \mathcal{F} \otimes V_{\text{gen}} \to \mathcal{F}(T(v))$ as the linear maps for which

$$D_I^v(fT(x+z)) := \sum_{J \subseteq I} D_I^v(f)D_J^vT(v+z),$$

for $x \in S^0$. In particular, $D_I^v(T(x+z)) = D_I(T(v+z))$. We set $ev(v) = D_v^0$ and call it the evaluation map on $\mathcal{F} \otimes V_{\text{gen}}$. 


Remark 4.11. Note that $2^{|\Sigma_k|}D_I = P_{\Sigma_k}(\partial_{x_{n_k}}, \ldots, \partial_{x_{n_1}}, \partial_{z_{n_k}}, \ldots, \partial_{z_{n_1}}, \partial_{z_1}, \partial_{z_1})$ as operators on $\mathcal{F}$.

Definition 4.12. Given $x \in S^0$, $v \in T_n(\mathbb{C})$, and $\Delta \subseteq \Sigma$, we define an element $\nu_\Delta \in T_n(\mathbb{C})$ whose $(ij)$-th component is

$$(\nu_\Delta)_{ij} = \begin{cases} x_{ij}, & \text{if } (i, j) \notin \{(k_r, i_r), (k_r, j_r) \mid r \in \Delta \} \\ v_{ij}, & \text{if } (i, j) \in \{(k_r, i_r), (k_r, j_r) \mid r \in \Delta \} \end{cases}$$

Also, set $v_\Sigma := v$. Note that $v_0 = x$ and that $\nu_\Delta$ is $|\Delta|$-singular of index 2 if $\Delta \neq \emptyset$.

Remark 4.13. By condition (iii) in Definition 4.1, we have

$$D_{i_1}^{v}(f) = ev(v)D_{i_1}(\cdots D_{i_2}(D_{i_1}(f)) \cdots) = D_{I_{\sigma(i)}}^{v_{\sigma(i)}} \left(D_{I_{\sigma(i)-1}}^{v_{\sigma(i)-1}} \left(\cdots \left(D_{I_1}^{v_1}(f) \right) \right) \right)$$

where $\sigma$ is any permutation in $S_i$ and $\Sigma_i = \{\sigma(1), \ldots, \sigma(i)\}$. In the above identity, $D_{I_{\sigma(i)}}^{v_{\sigma(i)}}(f)$ is treated as a function in $2t - 2$ variables, $D_{I_{\sigma(i)-1}}^{v_{\sigma(i)-1}} \left(D_{I_{\sigma(i)-1}}^{v_{\sigma(i)-1}} \left(\cdots \left(D_{I_1}^{v_1}(f) \right) \right) \right)$ is treated as a function in $2t - 4$ variables, and so forth.

The following lemma list some useful properties of the operators $D_I$ that will later be formulated and proved for the corresponding derivative tableaux.

Lemma 4.14. For any smooth function $f$, any $I \subseteq R$ and any $\Delta \subseteq \Sigma$ we have:

$$D_I^v(P_\Delta(x)f) = \begin{cases} D_{I \setminus R_\Delta}^v(f), & \text{if } R_\Delta \subseteq I \\ 0, & \text{if } R_\Delta \nsubseteq I. \end{cases}$$

In particular, $D_{R_\Delta}^v(P_\Delta(x)f) = f(v)$.

Proof. By the definition of $D_I^v$ we have $D_I^v(P_\Delta(x)f) = \sum_{J \subseteq I} D_{I \setminus J}^v(f)D_J^v(P_\Delta(x))$. Therefore,

$$D_J^v(P_\Delta(x)) = \begin{cases} 1, & \text{if } R_\Delta = J \\ 0, & \text{if } R_\Delta \neq J. \end{cases}$$

4.1. Identities for divided differences of rational functions. We fix $z \in T_{n-1}(\mathbb{Z})$ and consider $x \in S^0$ as a variable. For any $\Delta \subseteq \Sigma$ and any rational function $f \in \mathbb{C}(x_{ij} \mid 1 \leq j \leq i \leq n)$, by $f(x)^{\tau_\Delta}$ we denote the corresponding $\tau_\Delta$-twisted function, i.e. $f(x)^{\tau_\Delta} = f(\tau_\Delta(x))$. In this section we deal extensively with functions of $x + z$, so, for convenience we set $y = x + z$. By default, for any rational function $f$, $f(y)$ will stand for the function $f(x + z)$. In particular, we have $f(y)^{\tau_\Delta} = f(\tau_\Delta(x + z))$.

Definition 4.15. Let $f$ be a rational function and $\Delta \subseteq \Sigma$. We define the $\Delta$-divided difference of $f$ at $x$, $f(x)_\Delta$, as follows

$$f(x)_\Delta := \frac{1}{P_\Delta(x)} \sum_{\Delta \subseteq \Delta} (-1)^{|\Delta|} f(x)^{\tau_\Delta}.$$

In particular, we write:

$$f(y)_\Delta = \sum_{\Delta \subseteq \Delta} (-1)^{|\Delta|} f(y)^{\tau_\Delta} P_\Delta(x).$$
Lemma 4.18. Let $\Delta$ be any subset of $R$, $f$ be a rational function, and $\Delta \subseteq \Sigma$.

(i) If $f$ is smooth and $f(y) = f(y)^{\tau_r}$ for some $r \in \Sigma_I$, then $D^\tau(f(y)) = 0$.

(ii) For any $s \in \Delta$ we have $f(y)_\Delta = (f(y)\Delta_{\{s\}})_{\{s\}}$. In particular, $f(y)_\Delta$ is $\tau_s$-invariant for any $s \in \Delta$, i.e. $(f(y)_\Delta)^{\tau_r} = f(y)_\Delta$.

(iii) If $f(y)$ is smooth then $f(y)_\Delta$ is smooth and

$$D^\tau(f(y)_\Delta) = \begin{cases} 2|\Delta|D^\nu_{f,I\cup R\Delta}(f(y)), & \text{if } \Delta \subseteq \Sigma \setminus \Sigma_I \\ 0, & \text{if } \Delta \not\subseteq \Sigma \setminus \Sigma_I. \end{cases}$$

Proof. For all three parts we use crucially that the lemma holds in the case $t = 1$ (see Lemma A.1 in [6]).

(i) Let $r \in \Sigma_I$ be such that $f(y) = f(y)^{\tau_r}$. Then for any permutation $\sigma$ in $S_t$ such that $\sigma(1) = r$,

$$D^\tau(f(y)) = D^\nu_{I_{\sigma(1)}} \left( D^\nu_{I_{\sigma(1)}} \left( \cdots \left( D^\nu_{I_{\sigma(1)}} (f(y)) \right) \cdots \right) = 0, $$

where we used that $D^\nu_{I_{\sigma(1)}} (f(y)) = 0$ by Lemma A.1(i) in [6].

(ii) This part follows by a straightforward verification. Namely, one checks that:

$$f(y)_\Delta = \frac{f(y)\Delta_{\{s\}} - (f(y)\Delta_{\{s\}})^{\tau_r}}{P_{\{s\}}(x)}.$$

(iii) Let first $\Delta \subseteq \Sigma \setminus \Sigma_I$ and let $s \in \Delta$. In particular $I_s = \emptyset$, and then using part (ii) and Lemma A.1(ii) in [6], we have

$$D^\nu_{I_s} (f(y)_\Delta) = D^\nu_{I_s} ((f(y)\Delta_{\{s\}})_{\{s\}}) = 2D^\nu_{R_{\{s\}}} (f(y)\Delta_{\{s\}})$$

Now, for any permutation $\sigma$ in $S_t$, we obtain:

$$D^\tau(f(y)_\Delta) = D^\nu_{I_{\sigma(1)}} \left( D^\nu_{I_{\sigma(1)}} \left( \cdots \left( D^\nu_{I_{\sigma(1)}} (f(y)_\Delta) \right) \cdots \right) = 2|\Delta|D^\nu_{f,I\cup R\Delta}(f(y)),$$

where if $\Sigma = \{\sigma(1), \ldots, \sigma(i)\} \subseteq \Sigma$.

Finally, if $\Delta \not\subseteq \Sigma \setminus \Sigma_I$, then taking $r \in \Delta \cap \Sigma_I$, by party (ii), $f(y)_\Delta$ is $\tau_r$-invariant and then part (i) implies $D^\tau(f(y)_\Delta) = 0$.

\[\square\]

Lemma 4.18. Let $\Delta_0, \Delta \subseteq \Sigma$ be fixed and $f_m(y), g_m(y), m = 1, \ldots, s$, be rational functions such that for any $\Delta \subseteq \Delta$ and $r \in \Delta \setminus \Delta_0$ we have $\sum_{m=1}^s f_m(y)(g_m(y)\Delta)^{\tau_r} = 0$. Then

$$P_{\Delta_0}(x) \sum_{m=1}^s f_m(y)g_m(y) = P_{\Delta_0}(x) \sum_{m=1}^s f_m(y)(P_{\Delta}(x)P_{\Delta \cap \Delta_0}(x)g_m(y))_{\Delta}$$
Proof. We prove the identity in three steps.

Step 1. We prove that for any $\Delta_1 \subseteq \Delta \cap \Delta_0$ we have:

$$P_{\Delta_0}(x) \sum_{m=1}^{s} f_m(y)g_m(y) = P_{\Delta_0 \setminus \Delta_1}(x) \sum_{m=1}^{s} f_m(y)(P_{\Delta_1}^2(x)g_m(y))_{\Delta_1}.$$  \hfill(6)

By taking $\hat{\Delta} = \emptyset$ in our hypothesis we see that for any $r \in \Delta \cap \Delta_0$, $\sum_{m=1}^{s} f_m(y)(g_m(y))^{r} = 0$. Thus:

$$P_{\Delta_0}(x) \sum_{m=1}^{s} f_m(y)g_m(y) = P_{\Delta_0 \setminus \{r\}}(x) \sum_{m=1}^{s} f_m(y)(P_{\{r\}}^2(x)g_m(y))_{\{r\}}.$$  \hfill(7)

To prove (6), we apply induction on $|\Delta_1|$.

Step 2. We prove that for any $\Delta_2 \subseteq \Delta \setminus \Delta_0$, we have:

$$\sum_{m=1}^{s} f_m(y)(g_m(y))_{\Delta \cap \Delta_0} = \sum_{m=1}^{s} f_m(y)(P_{\Delta_2}(x)g_m(y))_{(\Delta \cap \Delta_0) \cup \Delta_2}.$$  \hfill(8)

By hypothesis, for any $r \in \Delta \setminus \Delta_0$, we have $\sum_{m=1}^{s} f_m(y)(g_m(y))_{\Delta \cap \Delta_0}^{r} = 0$. Thus:

$$\sum_{m=1}^{s} f_m(y)(g_m(y))_{\Delta \cap \Delta_0} = \sum_{m=1}^{s} f_m(y)(P_{\{r\}}(x)g_m(y))_{(\Delta \cap \Delta_0) \cup \{r\}}.$$  \hfill(9)

To prove (8) we proceed by induction on $|\Delta_2|$.

Step 3. We apply Steps 2 and 3 for $\Delta_1 = \Delta \cap \Delta_0$ and $\Delta_2 = \Delta \setminus \Delta_0$.

More precisely, from (9), we have:

$$P_{\Delta_0}(x) \sum_{m=1}^{s} f_m(y)g_m(y) = P_{\Delta_0 \setminus \Delta}(x) \sum_{m=1}^{s} f_m(y)(P_{\Delta_0}^2(x)g_m(y))_{\Delta \cap \Delta_0}$$

$$= P_{\Delta_0 \setminus \Delta}(x)P_{\Delta \setminus \Delta_0}(x) \sum_{m=1}^{s} f_m(y)(g_m(y))_{\Delta \cap \Delta_0}.$$  \hfill(10)

On the other hand, (8) implies:

$$\sum_{m=1}^{s} f_m(y)(g_m(y))_{\Delta \cap \Delta_0} = \sum_{m=1}^{s} f_m(y)(P_{\Delta \setminus \Delta_0}(x)g_m(y))_{(\Delta \cap \Delta_0) \cup (\Delta \setminus \Delta_0)}$$

$$= \sum_{m=1}^{s} f_m(y)(P_{\Delta \setminus \Delta_0}(x)g_m(y))_{\Delta}.$$  \hfill(11)

Therefore,

$$P_{\Delta \cap \Delta_0}^2(x) \sum_{m=1}^{s} f_m(y)(g_m(y))_{\Delta \cap \Delta_0} = \sum_{m=1}^{s} f_m(y)(P_{\Delta \cap \Delta_0}^2(x)P_{\Delta \setminus \Delta_0}(x)g_m(y))_{\Delta}$$

$$= \sum_{m=1}^{s} f_m(y)(P_{\Delta}(x)P_{\Delta \cap \Delta_0}(x)g_m(y))_{\Delta}.$$  \hfill(12)

The following lemma gives sufficient conditions for the functions $f_m(y), g_m(y)$ to satisfy the identity $\sum_{m=1}^{s} f_m(y)(g_m(y)_{\Delta})^{r} = 0$. 

Lemma 4.19. Let \( f_m(y), g_m(y), m = 1, \ldots, s, \) be any set of rational functions and \( \Delta \subseteq \Sigma. \) If \( \sum_{m=1}^{s} f_m(y)(g_m(y)) \tau_{\Delta} = 0 \) for any \( \emptyset \neq \Delta_1 \subseteq \Delta, \) then for any \( \Delta_1 \subseteq \Delta \) and \( r \in \Delta \setminus \Delta_1 \) we have \( \sum_{m=1}^{s} f_m(y)(g_m(y)) \tau_{\Delta} = 0. \)

Proof. The statement follows directly from the definition of \( (g_m(y)) \tau_{\Delta}. \) In fact, \[ (g_m(y)) \tau_{\Delta} = \sum_{\Delta' \subseteq \Delta} (-1)^{|\Delta'|} g_m(y) \tau_{\Delta \cup \{r\}} / P_\Delta(x) \]

and for any \( \Delta' \subseteq \Delta, \) the set \( \Delta_1 = \Delta' \cup \{r\} \) is a nonempty subset of \( \Delta. \)

\( \square \)

Proposition 4.20. Let \( f_m(y), g_m(y), m = 1, \ldots, s, \) be rational functions and let \( \Delta \subseteq \Sigma. \) Assume that \( f_m(y), P_\Delta(x)g_m(y), \) and \( \sum_{m=1}^{s} f_m(y)g_m(y) \) are smooth functions, and also that for any \( \emptyset \neq \Delta \subseteq \Delta \) we have \( \sum_{m=1}^{s} f_m(y)g_m(y) \tau_{\Delta} = 0. \) Then the following identity holds:

\[ \mathcal{D}_I^v \left( \sum_{m=1}^{s} f_m(y)g_m(y) \right) = \sum_{m=1}^{s} \sum_{J \subseteq \mathcal{I}} 2^{|\Delta|} \mathcal{D}_I^v \left( f_m(y) \right) \mathcal{D}_\cup \left( P_\Delta(x)g_m(y) \right). \]

Proof. First, note that by Lemma 4.19, the hypothesis of Lemma 4.18 is satisfied. Furthermore,

\[ \mathcal{D}_I^v \left( \sum_{m=1}^{s} f_m(y)g_m(y) \right) = \mathcal{D}_R^v \left( P_{\Sigma \setminus \mathcal{I}}(x) \sum_{m=1}^{s} f_m(y)g_m(y) \right) \]

\[ = \mathcal{D}_R^v \left( \sum_{m=1}^{s} (P_{\Sigma \setminus \mathcal{I}} \Delta(x)f_m(y))(P_\Delta(x)P_{\Delta \cap \{\Sigma \setminus \mathcal{I}\}}(x)g_m(y)) \right) \]

\[ = \sum_{m=1}^{s} \sum_{J \subseteq \mathcal{R}} \mathcal{D}_R^v \left( P_{\Sigma \setminus \mathcal{I}} \Delta(x)f_m(y) \right) \mathcal{D}_J^v \left( (P_\Delta(x)P_{\Delta \cap \{\Sigma \setminus \mathcal{I}\}}(x)g_m(y)) \right) \]

The second equality follows from Lemma 4.18(iii), while the last equality follows from Lemma 4.17(i) and the fact that \( (P_\Delta(x)P_{\Delta \cap \{\Sigma \setminus \mathcal{I}\}}(x)g_m(y)) \) is \( \tau_{\Delta} \)-invariant for any \( r \in \Delta. \) Also, by Lemma 4.17(iii) we have

\[ \mathcal{D}_J^v \left( (P_\Delta(x)P_{\Delta \cap \{\Sigma \setminus \mathcal{I}\}}(x)g_m(y)) \right) = 2^{|\Delta|} \mathcal{D}_J^v \left( P_\Delta(x)P_{\Delta \cap \{\Sigma \setminus \mathcal{I}\}}(x)g_m(y) \right). \]

Finally, since \( f_m(y) \) and \( P_\Delta(x)g_m(y) \) are smooth functions, by Lemma 4.14 we have

\[ \mathcal{D}_R^v \left( P_{\Sigma \setminus \mathcal{I}} \Delta(x)f_m(y) \right) = \begin{cases} \mathcal{D}_I^v \left( f_m(y) \right), & \text{if } J \subseteq I \\ 0, & \text{if } J \not\subseteq I \end{cases} \]

and

\[ \mathcal{D}_J^v \left( (P_\Delta(x)P_{\Delta \cap \{\Sigma \setminus \mathcal{I}\}}(x)g_m(y)) \right) = \mathcal{D}_J^v \left( P_\Delta(x)g_m(y) \right). \]

\( \square \)
4.2. Identities for $e_{k\ell}(x)$ and $\varepsilon_{k\ell}$. In this section we prove some useful identities for the functions $e_{k\ell}(x)$ and $\varepsilon_{k\ell}$ defined in Definition 3.6.

Recall the definition of $\Phi_{k\ell}$ in Definition 3.4. For $\min\{\ell, k\} \leq u \leq \max\{\ell, k\} - 1$ and $1 \leq s \leq k$ we set $\Phi_{k\ell}(u, s) = \{\sigma \in \Phi_{k\ell} \mid \sigma[u] = (1, s)\}$. For the rest of the appendix we will need $\Phi_{k\ell}(u, s)$ mostly for $u = k_r$, and $s = i_r$ or $s = j_r$. We set for convenience $\Phi_{k\ell}(i_r) = \Phi_{k\ell}(k_r, i_r)$ and $\Phi_{k\ell}(j_r) = \Phi_{k\ell}(k_r, j_r)$.

Definition 4.21. For each $r \in \Sigma$ and $\sigma \in \Phi_{k\ell}$ we define:

$$
\tau^r_\sigma := \begin{cases} 
\sigma, & \text{if } \sigma \notin \Phi_{k\ell}(i_r) \cup \Phi_{k\ell}(j_r); \\
\tau_r \sigma \tau_r = \sigma \tau_r, & \text{if } \sigma \in \Phi_{k\ell}(i_r) \cup \Phi_{k\ell}(j_r) \text{ and } 1 \notin \{i_r, j_r\}; \\
\tau_r \sigma, & \text{if } \sigma \in \Phi_{k\ell}(i_r) \cup \Phi_{k\ell}(j_r) \text{ and } 1 \in \{i_r, j_r\}.
\end{cases}
$$

For any subset $\Delta = \{r_1, \ldots, r_{|\Delta|}\}$ of $\Sigma$, by $\tau^r_\Delta$ we denote the operator on $\Phi_{k\ell}$ defined by

$$
\tau^r_\Delta(\sigma) = \tau^r_1(\cdots (\tau^r_{|\Delta|}(\sigma)) \cdots )
$$

Remark 4.22. One easily shows that $\tau^r_\sigma(\sigma) \in \Phi_{k\ell}$, and that if $\sigma \in \Phi_{k\ell}(i_r) \cup \Phi_{k\ell}(j_r)$, then $\tau^r_\sigma(\sigma) \in \Phi_{k\ell}(i_r) \cup \Phi_{k\ell}(j_r)$ and $\tau^r_\sigma(\sigma) \neq \sigma$. Also, note that $\tau^r_\Delta$ is an operator on $\tilde{S}_{n-1} \times \cdots \times \tilde{S}_{1}$ that acts as identity on $\tilde{S}_i$, if $i \notin \{k_r \mid r \in \Delta\}$ and that interchanges the transpositions $(1, i_r)$ and $(1, j_r)$ of $\tilde{S}_{k_r}$ for all $r \in \Delta$.

Lemma 4.23. Let $w' \in T_u (C)$, $\sigma \in \tilde{S}_{n-1} \times \cdots \times \tilde{S}_{1}$, and $\Delta \subseteq \Sigma$. Then the following identities hold.

(i) $e_{k\ell}(\tau^r_\Delta(\sigma)(w')) = e_{k\ell}(\sigma \tau^r_\Delta(w'))$.

(ii) $\tau^r_\Delta(\sigma)(\varepsilon_{k\ell}) = \tau^r_\Delta(\varepsilon_{k\ell})$.

Proof. The lemma follows by a straightforward verification.

Lemma 4.24. Let $I \subseteq R$ and $\Delta \subseteq \Sigma$ be such that $P_\Delta(v)e_{k\ell}(\tau^r_\sigma(\sigma)(x + \tau_r(z)))$ and $P_\Delta(x)e_{k\ell}(\sigma(x + z))$ are smooth functions. Then:

$$
D^r_\gamma (P_\Delta(v)e_{k\ell}(\tau^r_\sigma(\sigma)(x + \tau_r(z)))) = \begin{cases} 
D^r_\gamma (P_\Delta(x)e_{k\ell}(\sigma(x + z))), & \text{if } (R_{\Delta})_r = I_r \\
-D^r_\gamma (P_\Delta(x)e_{k\ell}(\sigma(x + z))), & \text{if } (R_{\Delta})_r \neq I_r
\end{cases}
$$

Proof. Denote for convenience $e_{k\ell}$ by $e$. By Lemma 4.23 we have that $g(x) := e(\tau^r_\sigma(\sigma)(x + \tau_r(z))) + e(\sigma(x + z))$ is $\tau_r$-invariant. Indeed,

$$
g(\tau_r(x)) = e(\tau^r_\sigma(\sigma)(\tau_r(x) + \tau_r(z))) + e(\sigma(\tau_r(x) + z)) = e((\tau^r_\sigma(\sigma))\tau_r(x + z)) + e(\sigma(\tau_r(x + \tau_r(z))) = e(\sigma(\tau_r(x + z))) + e(\tau^r_\sigma(\sigma)(x + \tau_r(z))) = e(\sigma(x + z)) + e(\tau^r_\sigma(\sigma)(x + \tau_r(z))) = g(x)
$$

We continue the proof considering four cases.

(i) $(R_{\Delta})_r = I_r = \{(i_r, j_r)\}$. In particular, $r \in \Sigma_I$ and the function $g_1(x) = P_\Delta(x)e(\tau^r_\sigma(\sigma)(x + \tau_r(z))) - P_\Delta(x)e(\sigma(x + z))$ is $\tau_r$-invariant.

(ii) $(R_{\Delta})_r = \emptyset$ and $I_r = \{(i_r, j_r)\}$. In particular, $r \notin \Sigma_I$ and the function $g_2(x) = P_\Delta(x)e(\tau^r_\sigma(\sigma)(x + \tau_r(z))) + P_\Delta(x)e(\sigma(x + z))$ is $\tau_r$-invariant.

(iii) $(R_{\Delta})_r = \{(i_r, j_r)\}$ and $I_r = \emptyset$. In particular, $r \notin \Sigma_I$ and the function $g_3(x) = P_{\{r\}}(x)P_\Delta(x)e(\tau^r_\sigma(\sigma)(x + \tau_r(z))) + P_{\{r\}}(x)P_\Delta(x)e(\sigma(x + z))$ is $\tau_r$-invariant.
Corollary 4.25. Let $I \subseteq R$ and $\Delta, \Delta' \subseteq \Sigma$ be such that $P_\Delta(x)e_{k \ell}(\tau^{\Delta}(\sigma)(x + \tau_\Delta(z)))$ and $P_\Delta(x)e_{k \ell}(\sigma(x + z))$ are smooth functions. Then:

$$D_I^x(P_\Delta(x)e_{k \ell}(\tau^{\Delta}(\sigma)(x + \tau_\Delta(z)))) = (-1)^q D_I^x(P_\Delta(x)e_{k \ell}(\sigma(x + z))),$$

where $q = |\{r \in \Delta' \mid (R_\Delta)_r \neq I_r\}|$.

Proof. The identity follows directly from Lemma 4.21. \hfill \square

Lemma 4.26. Let $I \subseteq R$ and $\Delta \subseteq \Sigma$. Then:

$$D_I^x(T(x + \tau_\Delta(z))) = (-1)^p D_I^x(T(x + z),$$

where $p = |\{r \in \Delta \mid I_r \neq \emptyset\}|$.

Proof. The identity follows from the relations (5). \hfill \square

Definition 4.27. For convenience we introduce the following notation for any $I \subseteq R$ and $(\sigma_1, \sigma_2) \in \Phi_{k \ell} \times \Phi_{r s}$, where $k \neq \ell$ and $r \neq s$:

$$e_{k \ell}(\sigma_1) = e_{k \ell}(\sigma_1(x + z)),$$

$$e_{k \ell}(\sigma_1, \sigma_2) = e_{k \ell}(\sigma_1(x + z + \sigma_2(\epsilon_{r s})),$$

$$D_I^x(\sigma_1 + \sigma_2) = D_I^x(T(x + z + \sigma_1(\epsilon_{k \ell}) + \sigma_2(\epsilon_{r s}))$$

$$\Omega_0 = \{u \in \Sigma \mid z \text{ is } \tau_u \text{-invariant}\}$$

$$\Omega_{\sigma_1} = \{u \in \Sigma \mid \min\{k, \ell\} \leq k_u \leq \max\{k, \ell\} - 1 \text{ and } z + \sigma_1(\epsilon_{k \ell}) \text{ is } \tau_u \text{-invariant}\}$$

$$\hat{\Omega}_{\sigma_1} = \{u \in \Sigma \mid \min\{k, \ell\} \leq k_u \leq \max\{k, \ell\} - 1 \text{ and } \sigma_1 \in \Phi_{k \ell}(i_u) \cup \Phi_{r s}(j_u)\}$$

$$\Omega_{\sigma_1} = \Omega(\sigma_1) \cap \hat{\Omega}(\sigma_1)$$

$$\hat{\Omega}_{\sigma_1, \sigma_2} = \Omega_{\sigma_1} \cap \Omega_{\sigma_2}$$

$$\Phi_{\sigma_1}(\sigma_2) = \{(\sigma'_1, \sigma'_2) \in \Phi_{k \ell} \times \Phi_{r s} \mid \sigma'_1(\epsilon_{k \ell}) + \sigma'_2(\epsilon_{r s}) = \sigma_1(\epsilon_{k \ell}) + \sigma_2(\epsilon_{r s})\}.$$

Remark 4.28. Note that $\Omega_{\sigma_1} \cap \Omega_{\sigma_2} \subseteq \hat{\Omega}(\sigma_1, \sigma_2)$ and $\Omega_{\sigma_1, \sigma_2} \subseteq \Omega_{\sigma_1}$. In particular, if $\hat{\Omega}(\sigma_1, \sigma_2) = \hat{\Omega}(\sigma_2, \sigma_1) = \Delta$, then $\Omega_{\sigma_1} \cap \Omega_{\sigma_2} = \Delta$. Also, if $\Omega_{\sigma_1} = \Omega_{\sigma_2} = \Delta'$, then $\hat{\Omega}(\sigma_1, \sigma_2) = \hat{\Omega}(\sigma_2, \sigma_1) = \Delta'$.

Lemma 4.29. Let $k \neq \ell$, $r \neq s$, and $(\sigma_1, \sigma_2) \in \Phi_{k \ell} \times \Phi_{r s}$. Then for each $\Delta \subseteq \Sigma$ and $\Delta \subseteq \Omega(\sigma_1, \sigma_2)$ we have:

(i) $e_{k \ell}(\tau^{\Delta}_{\sigma_1}(\sigma_1, \sigma_2)) = e_{k \ell}(\sigma_1, \sigma_2)$.

(ii) $D_I^x(P_\Delta(x)e_{k \ell}(\tau^{\Delta}_{\sigma_1}(\sigma_1, \sigma_2))) = (-1)^{|\{u \in \Delta \mid (R_\Delta)_u \neq I_u\}|} D_I^x(P_\Delta(x)e_{k \ell}(\sigma_1, \sigma_2)).$
Proof. To prove (i) we use Lemma 4.23(i) and the fact that \( z + \sigma_2(\varepsilon_{rs}) \) is \( \tau_\Delta \)-invariant. Namely, we have:

\[
e_{kl}(\sigma_1, \sigma_2)^{\tau_\Delta} = e_{kl}(\sigma_1)(\tau_\Delta(x) + z + \sigma_2(\varepsilon_{rs}))
\]
\[
= e_{kl}(\sigma_1 \tau_\Delta(x) + z + \sigma_2(\varepsilon_{rs}))
\]
\[
= e_{kl}(\sigma_1(x + \tau_\Delta(z + \sigma_2(\varepsilon_{rs})))
\]
\[
= e_{kl}(\sigma_1(x + z + \sigma_2(\varepsilon_{rs})))
\]
\[
e_{kl}(\sigma_1, \sigma_2).
\]

The identity in part (ii) follows from Corollary 4.25.

Lemma 4.30. Let \( k \neq l \), \( r \neq s \) and \((\sigma_1, \sigma_2) \in \Phi_{kl} \times \Phi_{rs}\). For any \((\sigma'_1, \sigma'_2) \in \Phi_{(\sigma_1, \sigma_2)}\) we have:

(i) \( \Phi(\sigma'_1, \sigma'_2) = \Phi(\sigma_1, \sigma_2) \).
(ii) \( \Omega(\sigma'_1) \cap \Omega(\sigma'_2) = \Omega(\sigma_1) \cap \Omega(\sigma_2) \).
(iii) \( \Omega_{\sigma'_1} \cap \Omega_{\sigma'_2} = \Omega_{\sigma_1} \cap \Omega_{\sigma_2} \).

Proof. Part (i) follows from the definition of \( \Phi_{(\sigma_1, \sigma_2)} \). We next prove part (ii). Since \((\sigma'_1, \sigma'_2) \in \Phi_{(\sigma_1, \sigma_2)}\), for any \( u \in \Omega(\sigma_1) \cap \Omega(\sigma_2)\), we have \( \sigma'_1[k_u], \sigma'_2[k_u] = \{\sigma_1[k_u], \sigma_2[k_u]\}\). Thus \( u \in \Omega(\sigma'_1) \cap \Omega(\sigma'_2)\), which implies \( \Omega(\sigma_1) \cap \Omega(\sigma_2) \subseteq \Omega(\sigma'_1) \cap \Omega(\sigma'_2) \). For the reverse inclusion, if we start with \( u \in \Omega(\sigma'_1) \cap \Omega(\sigma'_2)\), and use that \((\sigma_1, \sigma_2) \in \Phi_{(\sigma_1, \sigma_2)}\) (by part (i)) we conclude that \( u \in \Omega(\sigma_1) \cap \Omega(\sigma_2)\) using the same reasoning as for the first inclusion. For part (iii), if \((\sigma'_1, \sigma'_2) \in \Phi_{(\sigma_1, \sigma_2)}\) and \( u \in \Omega_{\sigma_1} \cap \Omega_{\sigma_2}\), then \( \sigma'_1[k_u] = \sigma_1[k_u] \) and \( \sigma'_2[k_u] = \sigma_2[k_u] \), and then use again the reasoning of part (ii).

Lemma 4.31. Let \( k \neq l \), \( r \neq s \), and \((\sigma_1, \sigma_2) \in \Phi_{kl} \times \Phi_{rs}\). Let also

\[
C(\sigma_1, \sigma_2) = \sum_{\Phi_{(\sigma_1, \sigma_2)}} (\varepsilon_{rs}(\sigma'_2)e_{kl}(\sigma_1, \sigma'_2) - e_{kl}(\sigma'_1)e_{rs}(\sigma_1, \sigma'_2)),
\]

where the sum is taken over all \((\sigma'_1, \sigma'_2) \in \Phi_{(\sigma_1, \sigma_2)}\). Then the following hold.

(i) \( P_{\Omega_0}(x)C(\sigma_1, \sigma_2) \) is a smooth function.
(ii) \( \Omega_{\sigma_1} \cap \Omega_{\sigma_2} \neq \emptyset \), then \( C(\sigma_1, \sigma_2) = 0 \).

Proof. Part (i) follows by a straightforward verification. For part (ii) we use the same reasoning as in the case \( t = 1 \) (see Lemma A.4 in [6]). Namely, we use the fact that \( C(\sigma_1, \sigma_2) \) is the coefficient of \( T(\sigma_1 + \sigma_2) \) in the decomposition of \([E_{kl}, E_{rs}]T(x)\) as a linear combination of generic tableaux.

Proposition 4.32. Set \( k \neq l \), \( r \neq s \) and \((\sigma_1, \sigma_2) \in \Phi_{kl} \times \Phi_{rs}\). If \( \Delta = \hat{\Omega}(\sigma_1, \sigma_2) \), then there exists \( \Delta' \subseteq \Delta \) such that \( \Omega_{\tau_\Delta}^{\sigma_1}(\sigma_2) = \Delta' \).

Proof. Let \( u \in \Delta \). Since \( u \in \Omega_{\sigma_1} \), we have \( |z_{k_u,i_u} - z_{k_u,j_u}| = 1 \). On the other hand, since \( u \in \Omega(\sigma_2) \) we have \( u \in \Omega(\sigma_2) \) or \( u \in \Omega(\tau_\Delta^{\sigma_1}(\sigma_2)) \). Thus, \( \Delta = \{ u \in \Delta \mid u \in \Omega(\tau_\Delta^{\sigma_1}(\sigma_2)) \} \) satisfies the desired property.

Corollary 4.33. Set \((\sigma_1, \sigma_2) \in \Phi_{kl} \times \Phi_{rs}\) and let \( \Delta = \hat{\Omega}(\sigma_1, \sigma_2) \subseteq \hat{\Omega}(\sigma_2, \sigma_1) \). There exist \( \Delta_1 \subseteq \hat{\Omega}(\sigma_1, \sigma_2) \setminus (\Omega_{\sigma_1} \cap \Omega_{\sigma_2}) \subseteq \Delta \) and \( \Delta_2 \subseteq \hat{\Omega}(\sigma_2, \sigma_1) \setminus (\Omega_{\sigma_1} \cap \Omega_{\sigma_2}) \subseteq \Delta \) such that \( \Omega_{\tau_\Delta^{\sigma_1}(\sigma_1)} = \Omega_{\tau_\Delta^{\sigma_2}(\sigma_2)} \).

Proof. The statement follows directly from Proposition 4.32.
5. Module structure on $V(T(v))$

Throughout this section we fix $x$ to be an element in $S^0$ and $I$ to be a subset of $R$.

**Proposition 5.1.** For any $g \in \mathfrak{gl}(n)$ and $s \in \Sigma$ we have:

$$D_R^n \left( P_{\Sigma \setminus \{s\}}(x) gT(x + \tau_s(z)) \right) = \begin{cases} D_R^n \left( P_{\Sigma \setminus \{s\}}(x) gT(x + z) \right), & \text{if } I_s = \emptyset \\ -D_R^n \left( P_{\Sigma \setminus \{s\}}(x) gT(x + z) \right), & \text{if } I_s \neq \emptyset. \end{cases}$$

**Proof.** By Remark 4.13 for any permutation $\sigma \in S_i$ we have:

$$D_R^n \left( P_{\Sigma \setminus \{s\}}(x) gT(x + \tau_s(z)) \right) = \prod_{v \in \Sigma} \left( D_{R_{\tau(v)}}^{\nu_{\Delta_1}} \left( P_{\Sigma \setminus \{v\}}(x) gT(x + \tau_v(z)) \right) \right).$$

Let $\sigma$ be any permutation such that $\sigma(1) = s$. Since $P_{(\Sigma \setminus \{s\})(x)}$ does not depend on $x_{k, i_s}$ and $x_{k, j_s}$, the proof of the proposition can be completed similarly to the proof of Proposition 4.7 in [6]. We have

$$D_{R_{\tau(v)}}^{\nu_{\Delta_1}} \left( P_{\Sigma \setminus \{s\}}(x) gT(x + \tau_s(z)) \right) = \begin{cases} P_{(\Sigma \setminus \{s\})(x)} D_{R_{\tau(v)}}^{\nu_{\Delta_1}} \left( P_{(\Sigma \setminus \{v\})(x)} gT(x + \tau_v(z)) \right), & \text{if } I_s = \emptyset \\ P_{\Sigma \setminus \{s\}}(x) D_{R_{\tau(v)}}^{\nu_{\Delta_1}} \left( gT(x + \tau_s(z)) \right), & \text{if } I_s \neq \emptyset. \end{cases}$$

Based on Lemma 4.14 and the fact that $D_0 T(v + z) = T(v + z)$, for any $g \in \mathfrak{gl}(n)$ and $I \subseteq R$, we define

$$g \cdot D_I T(v + z) = D_R^n \left( P_{\Sigma \setminus \{s\}}(x) gT(x + z) \right).$$

In order to check that $g \cdot D_I T(v + z)$ is well-defined in $V(T(v))$ we need to verify the independence on the relations (5) and that the right hand side of (8) is in $V(T(v))$.

**Lemma 5.2.** For $g \in \mathfrak{gl}(n)$ and $z \in T_{n-1}(\mathbb{Z})$, $g \cdot D_I T(v + z)$ is well-defined.

**Proof.** Note that $P_{\Sigma \setminus \{s\}}(x) gT(x + z) \in \mathcal{F} \otimes V_{\text{gen}}$, hence the right hand side of (8) is well-defined. Also, by Proposition 5.1 we verify that $g \cdot D_I T(v + \tau_r(z)) = (-1)^{|I_v|} g \cdot D_I T(v + z)$ which implies the independence on (5).

The following theorem shows that $V(T(v))$ has a $\mathfrak{gl}(n)$-module structure. Recall that the action of the generators $E_{rs}$ on $T(x + z)$ is defined by the formulas (1) in Proposition 3.7.

**Theorem 5.3.** The formulas (5) endow $V(T(v))$ with a structure of a $\mathfrak{gl}(n)$-module.

In order to prove Theorem 5.3 we will show that for any $I \subseteq R$ and any $1 \leq k, \ell, r, s \leq n$ we have the following relations:

$$[E_{k, \ell}, E_{rs}] (D_I T(v + z)) = E_{k, \ell} (E_{rs} (D_I T(v + z))) - E_{rs} (E_{k, \ell} (D_I T(v + z))).$$

The cases $r = s$ or $k = \ell$ follow by a straightforward computation. Assume now that $r \neq s$ and $k \neq \ell$. Let $(\sigma_1, \sigma_2) \in \Phi_{kl} \times \Phi_{rs}$. For convenience we will use the
following convention (see Definition 4.27):
\[
R_1(\sigma_1, \sigma_2) = P_{\Sigma;\Sigma_1}(v)e_{rs}(\sigma_2)e_{kl}(\sigma_1, \sigma_2)T(\sigma_1 + \sigma_2),
\]
\[
R_2(\sigma_1, \sigma_2) = P_{\Sigma;\Sigma_1}(v)e_{kl}(\sigma_1)e_{rs}(\sigma_2, \sigma_1)T(\sigma_1 + \sigma_2)
\]
\[
L_1(\sigma_1, \sigma_2) = \sum_{J \subseteq R} D^v_{R,J}(P_{\Sigma;\Sigma_1}(v)e_{rs}(\sigma_2))D^v_R(P_{\Sigma;\Sigma,J}(x)e_{kl}(\sigma_1, \sigma_2)T(\sigma_1 + \sigma_2))
\]
\[
L_2(\sigma_1, \sigma_2) = \sum_{J \subseteq R} D^v_{R,J}(P_{\Sigma;\Sigma_1}(x)e_{kl}(\sigma_1))D^v_R(P_{\Sigma;\Sigma,J}(x)e_{rs}(\sigma_2, \sigma_1)T(\sigma_1 + \sigma_2))
\]

Note that if \(I \cap R_{\Omega_0} \neq \emptyset\), then \(D_I T(v + z) = 0\). Therefore, we will consider \(I \subseteq R\) such that \(I \cap R_{\Omega_0} = \emptyset\). By the definition of the \(\mathfrak{g}(n)\)-action on \(D_I T(v + z)\) we have:
\[
E_{kt}(E_{rs}(D_I T(v + z))) - E_{rs}(E_{kt}(D_I T(v + z))) = \sum_{(\sigma_1, \sigma_2) \in \Phi_{kt} \times \Phi_{rs}} (L_1(\sigma_1, \sigma_2) - L_2(\sigma_1, \sigma_2))
\]
and
\[
[E_{kt}, E_{rs}](D_I T(v + z)) = D^v_R(P_{\Sigma;\Sigma_1}(x)[E_{kt}, E_{rs}]T(x + z)) =
\]
\[
\sum_{(\sigma_1, \sigma_2) \in \Phi_{kt} \times \Phi_{rs}} (R_1(\sigma_1, \sigma_2) - R_2(\sigma_1, \sigma_2))
\]

Therefore, to prove equation (11) we need to prove that the right hand sides of (10) and (11) coincide. This will be a direct consequence of Propositions 5.4 and 5.5 below. In fact, by Corollary 4.33 we can assume \(\hat{\Omega}(\sigma_2, \sigma_1) = \Omega(\sigma_1, \sigma_2) = \Delta\) and consider the two cases \(\Delta = \emptyset\) (Proposition 5.4) and \(\Delta \neq \emptyset\) (Proposition 5.5).

**Proposition 5.4.** Set \(k \neq \ell, r \neq s\) and \((\sigma_1, \sigma_2) \in \Phi_{kt} \times \Phi_{rs}\).

(i) If \(\hat{\Omega}(\sigma_2, \sigma_1) = \emptyset\), then \(L_1(\sigma_1, \sigma_2) = D^v_R(R_1(\sigma_1, \sigma_2))\).

(ii) If \(\Omega(\sigma_1, \sigma_2) = \emptyset\), then \(L_2(\sigma_1, \sigma_2) = D^v_R(R_2(\sigma_1, \sigma_2))\).

**Proof.** Recall that \(\hat{\Omega}(\sigma, \sigma') = \Omega_\sigma \cap \hat{\Omega}(\sigma')\) by definition.

(i) The hypothesis \(\hat{\Omega}(\sigma_2, \sigma_1) = \emptyset\) implies the following:

(a) The vector \(z + \sigma_1(e_{kt}) + \sigma_2(e_{rs})\) is \(\tau_\omega\)-invariant for any \(u \in \Omega(\sigma_2)\). In particular, if \(K \cap R_{\Omega(\sigma_2)} \neq \emptyset\), then \(D_K T(\sigma_1 + \sigma_2) = 0\).

(b) \(e_{kl}(\sigma_1, \sigma_2)\) is a smooth function.

(c) By Lemma 4.29(i), \(e_{kl}(\sigma_1, \sigma_2)\) is \(\tau_\omega\)-invariant for any \(u \in \Omega(\sigma_2)\). So, \(D_J e_{kl}(\sigma_1, \sigma_2) = 0\) whenever \(J \cap R_{\Omega(\sigma_2)} \neq \emptyset\).

Now a straightforward computation shows that \(D^v_R(R_1(\sigma_1, \sigma_2)) = L_1(\sigma_1, \sigma_2)\).

(ii) The proof is analogous to the proof of part (i).

**Proposition 5.5.** Let \((\sigma_1', \sigma_2') \in \Phi_{kt} \times \Phi_{rs}\) be such that \(\hat{\Omega}(\sigma_2', \sigma_1') = \hat{\Omega}(\sigma_1', \sigma_2') = \Delta \neq \emptyset\). Then \(L(\sigma_1', \sigma_2') = D^v_R(R(\sigma_1', \sigma_2'))\), where

\[
L(\sigma_1', \sigma_2') = \sum_{\Phi_{(\sigma_1', \sigma_2')}} \left( \sum_{\Delta_1, \Delta_2 \subseteq \Delta} \sum_{\Delta_1 \cap \Delta_2 = \emptyset} L_1(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2)) - L_2(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2)) \right),
\]
\[ R(\sigma'_1, \sigma'_2) = \sum_{\Phi(\sigma'_1, \sigma'_2)} \left( \sum_{\Delta_1, \Delta_2 \subseteq \Delta} R_1(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2)) - R_2(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2)) \right), \]

and the outer sums on the right hand sides are taken over all \((\sigma_1, \sigma_2) \in \Phi(\sigma'_1, \sigma'_2)\).

**Proof.** In order to show that \(L(\sigma'_1, \sigma'_2) = D_R^\pi(R(\sigma'_1, \sigma'_2))\) we will use the followings facts:

(a) By Remark \(4.28\) and Lemma \(4.30\) ii), for each \((\sigma_1, \sigma_2) \in \Phi(\sigma'_1, \sigma'_2)\) we have \(\Omega_{\sigma_1} \cap \Omega_{\sigma_2} = \Delta.\)

(b) By (a), for each \(\tilde{\Delta} \subseteq \Delta\) we have \(\Omega_{\tau_{\tilde{\Delta}}(\sigma_i)} = \Delta \setminus \tilde{\Delta},\) for \(i = 1, 2.\)

(c) By (b) we have \(\Omega(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2)) = \Delta \setminus \Delta_1\) and \(\Omega(\tau_{\Delta_2}(\sigma_2), \tau_{\Delta_1}(\sigma_1)) = \Delta \setminus \Delta_2.\) In particular, by Proposition \(5.4\) we have \(L(\sigma_1, \tau_{\Delta_2}(\sigma_2)) = D_R^\pi(R(\sigma_1, \tau_{\Delta_2}(\sigma_2)))\) and \(L(\tau_{\Delta_1}(\sigma_1), \sigma_2) = D_R^\pi(R(\tau_{\Delta_1}(\sigma_1), \sigma_2)).\)

(d) Since \(\Omega_{\tau_{\Delta_1}(\sigma_1)} \cap \Omega_{\tau_{\Delta_2}(\sigma_2)} = \Delta \setminus (\Delta_1 \cup \Delta_2),\) by Lemma \(4.31\) ii) we have that for any \(\Delta_1, \Delta_2\) such that \(\Delta_1 \cup \Delta_2 \neq \Delta:\)

\[ \sum_{\Phi(\sigma'_1, \sigma'_2)} (R_1(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2)) - R_2(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2))) = 0. \]

(e) If \(\Delta_1 \cap \Delta_2 = \emptyset,\) then for each \((\sigma_1, \sigma_2) \in \Phi(\sigma'_1, \sigma'_2)\) we have
\[
z + \tau_{\Delta_1}(\sigma_1)(\varepsilon_{kt}) + \tau_{\Delta_2}(\sigma_2)(\varepsilon_{rs}) = \tau_{\Delta_1 \cup \Delta_2}(z + \sigma_1(\varepsilon_{kt}) + \sigma_2(\varepsilon_{rs})). \]

In particular, for any \(K \subseteq R\) we can use Lemma \(4.20\) to obtain:
\[ D_K T(\tau_{\Delta_1}(\sigma_1) + \tau_{\Delta_2}(\sigma_2)) = D_K T(\tau_{\Delta_1}(\sigma_1) + \tau_{\Delta_2}(\sigma_2)) = (-1)^{|\{r \in \Delta_1 \cup \Delta_2 \mid K \cdot r \neq 0\}|} D_K T(\sigma_1 + \sigma_2). \]

(f) If \(\Delta_1 \cap \Delta_2 = \emptyset,\) then by Corollary \(4.28\) for any \(K \subseteq R\) and \((\sigma_1, \sigma_2) \in \Phi(\sigma'_1, \sigma'_2)\) we have:
\[ D_{R;K}(P_{\tilde{\Delta}}(x)\varepsilon_{kt}(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2)) = (-1)^s D_{R;K}(x)\varepsilon_{kt}(\sigma_1, \tau_{\Delta_2}(\sigma_2)), \]

where \(s = \{r \in \Delta_1 \mid (R_{\tilde{\Delta}})_r \neq (R \setminus K)_r\}.\)

(g) For any \(\tilde{\Delta} \subseteq \Delta\) the condition \(\Omega_{\tau_{\tilde{\Delta}}(\sigma_1)} \cap J = \emptyset\) is equivalent to the condition \(J_r = \emptyset\) for any \(r \in \Delta \setminus \tilde{\Delta}.\) In particular, if \(\Delta_1 \cap \Delta_2 = \emptyset,\) \(R_{\tilde{\Delta}_{\Delta_2}(\sigma_2)} \cap J = \emptyset\) implies \(J_r = \emptyset\) for any \(r \in \Delta_1, \) while \(R_{\tilde{\Delta}_{\Delta_1}(\sigma_1)} \cap J = \emptyset\) implies \(J_r = \emptyset\) for any \(r \in \Delta_2.\)

We finish the proof of Theorem \(5.3\) in four steps.

**Step 1.** We use (c), (d) and after reordering the terms of \(L(\sigma'_1, \sigma'_2)\) and \(R(\sigma'_1, \sigma'_2)\), we verify that in order to prove the identity \(L(\sigma'_1, \sigma'_2) = D_R^\pi(R(\sigma'_1, \sigma'_2))\), it is sufficient to show \(\tilde{L}(\sigma'_1, \sigma'_2) = D_R^\pi(\tilde{R}(\sigma'_1, \sigma'_2))\), where
\[ \tilde{L}(\sigma'_1, \sigma'_2) = \sum_{\Delta_2 \subseteq \Delta} \left( \sum_{\Delta_1 \subseteq \Delta} \sum_{\Phi(\sigma'_1, \sigma'_2)} L_1(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2)) - L_2(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2)) \right), \]
\[ \tilde{R}(\sigma'_1, \sigma'_2) = \sum_{\Delta_2 \subseteq \Delta} \left( \sum_{\Phi(\sigma'_1, \sigma'_2)} R_1(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2)) - R_2(\tau_{\Delta_1}(\sigma_1), \tau_{\Delta_2}(\sigma_2)) \right). \]
Step 2. We use (e), (f), and (g) to simplify \( \tilde{L}(\sigma_1', \sigma_2') \). Namely, for any \( \Delta_1 \subseteq \Delta \) and \( \Delta_2 \not\subseteq \Delta \), we have

\[
L_1(\tau^*_{\Delta_1}(\sigma_1), \tau^*_{\Delta_2}(\sigma_2)) - L_2(\tau^*_{\Delta_2}(\sigma_1), \tau^*_{\Delta_1}(\sigma_2)) = L_1(\tau^*_{\Delta \setminus \Delta_2}(\sigma_1), \tau^*_{\Delta_2}(\sigma_2)) - L_2(\tau^*_{\Delta_2}(\sigma_1), \tau^*_{\Delta \setminus \Delta_2}(\sigma_2)).
\]

Therefore, \( \tilde{L}(\sigma_1', \sigma_2') \) is equal to

\[
(12) \sum_{\Delta_2 \subseteq \Delta} \left( 2|\Delta \setminus \Delta_2| \sum_{\Phi(\sigma_1', \sigma_2')} L_1(\tau^*_{\Delta \setminus \Delta_2}(\sigma_1), \tau^*_{\Delta_2}(\sigma_2)) - L_2(\tau^*_{\Delta_2}(\sigma_1), \tau^*_{\Delta \setminus \Delta_2}(\sigma_2)) \right).
\]

Step 3. We compute \( D^v_\nu(R(\sigma_1', \sigma_2')) \). In fact, for each \( \Delta_2 \not\subseteq \Delta \), by (d) we obtain:

\[
(13) \sum_{\Phi(\sigma_1', \sigma_2')} R_1(\tau^*_{\Delta \setminus \Delta_2}(\sigma_1), \tau^*_{\Delta_2}(\sigma_2)) - R_2(\tau^*_{\Delta_2}(\sigma_1), \tau^*_{\Delta \setminus \Delta_2}(\sigma_2)) = P_{\Sigma \setminus \Sigma_1}(v) C(\tau^*_{\Delta \setminus \Delta_2}(\sigma_1'), \tau^*_{\Delta_2}(\sigma_2')) T(x + \tau_\Delta(z + \sigma_1'(\varepsilon_{kl}) + \sigma_2'(\varepsilon_{rs}))),
\]

where \( C(\tau^*_{\Delta \setminus \Delta_2}(\sigma_1'), \tau^*_{\Delta_2}(\sigma_2')) \) is equal to

\[
\sum_{\Phi(\sigma_1', \sigma_2')} (e_{rs}(\tau^*_{\Delta_2}(\sigma_2))e_{kl}(\tau^*_{\Delta \setminus \Delta_2}(\sigma_1), \tau^*_{\Delta_2}(\sigma_2)) - e_{kl}(\tau^*_{\Delta_2}(\sigma_1))e_{rs}(\tau^*_{\Delta_2}(\sigma_2), \tau^*_{\Delta \setminus \Delta_2}(\sigma_1))).
\]

By Lemma 4.31(i), \( P_{\Sigma \setminus \Sigma_1}(v) C(\tau^*_{\Delta \setminus \Delta_2}(\sigma_1'), \tau^*_{\Delta_2}(\sigma_2')) \) is a smooth function (note that \( \Omega_0 \subseteq \Sigma \setminus \Sigma_I \) because \( I \cap R_{gh} = \emptyset \)).

Now, if \( \{ (\sigma_1^{(p)}, \sigma_2^{(p)}) \}_{p=1}^s \) is the set of all pairs of permutations in \( \Phi(\sigma_1', \sigma_2') \), for each \( \Delta_2 \not\subseteq \Delta \) we define the following functions:

\[
f_{2p} = P_{\Sigma \setminus \Sigma_1}(v) e_{rs}(\tau^*_{\Delta_2}(\sigma_2^{(p)})), \quad f_{2p-1} = P_{\Sigma \setminus \Sigma_1}(v) e_{kl}(\tau^*_{\Delta_2}(\sigma_1^{(p)})),
\]

\[
g_{2p-1} = e_{kl}(\tau^*_{\Delta \setminus \Delta_2}(\sigma_1^{(p)}), \tau^*_{\Delta_2}(\sigma_2^{(p)})), \quad g_{2p} = -e_{rs}(\tau^*_{\Delta_2}(\sigma_2^{(p)}), \tau^*_{\Delta \setminus \Delta_2}(\sigma_1^{(p)})).
\]

We finally apply Proposition 4.20 to the functions \( f_p, g_p, p = 1, \ldots, 2s \). Note that the hypotheses of Proposition 4.20 are satisfied by Lemma 4.31 and Lemma 4.29(i).

Step 4. To complete the proof we show that (12) in Step 2 coincides with the expression obtained by applying \( D^v \) to (13) in Step 3. \( \square \)

6. New irreducible Gelfand-Tsetlin modules of index 2

In this section we give examples of new irreducible Gelfand-Tsetlin modules of index 2 which are certain irreducible Verma modules.

Take \( a_i \in \mathbb{C}, i = 1, \ldots, n - 1 \) such that \( a_i - a_j \notin \mathbb{Z} \) for any \( i \neq j \). Let \( T(v) \) be the Gelfand-Tsetlin tableau with entries \( v_{r+1} = v_{r+2} = a_1 \) for \( 1 \leq r \leq n \) and \( v_{ri} = a_{i-1} \) for \( i = 3, \ldots, r \leq n \), namely the tableau:
Consider the corresponding module $V(T(v))$. It is an $(n-2)$-singular Gelfand-Tsetlin module of index 2.

**Theorem 6.1.** Let $T(v)$ be the tableau defined above, and let $m := m_{T(v)}$.

(i) The module $V(T(v))$ has a unique irreducible subquotient $M$ such that $M_m \neq 0$. Moreover, $M$ is a submodule of $V(T(v))$ and it is isomorphic to the Verma module with highest weight $(a_1, a_1 + 1, a_2 + 2, \ldots, a_{n-1} + n - 1)$.

(ii) $\text{GT-deg}(M) = \text{GT-deg}(V(T(v))) = 2^{n-2}$.

(iii) The geometric multiplicities of all eigenvalues of any generator of $\Gamma$ on $M$ are bounded by 2. The geometric multiplicity of $c_{k2}$ on a Gelfand-Tsetlin subspace of a maximal dimension is exactly 2, whenever the $k$-th row contains a critical pair. In particular, the geometric GT-degree of $M$ is 2.

The proof of this theorem will be given in the Subsection 7.1.

**Remark 6.2.** For $n \geq 4$ the geometric GT-degree of the module $M(a_1, a_1 + 1, a_2 + 2, \ldots, a_{n-1} + n - 1)$ is strictly smaller than the GT-degree of this module ($2 < 2^{n-2}$).

6.1. **Gelfand-Tsetlin degree conjecture.** Let $\rho$ be a half of the sum of positive roots of $\mathfrak{gl}(n)$. Then the Verma module $M(-\rho)$ is irreducible and it is a singular Gelfand-Tsetlin module of highest index, i.e. it has index $n - 1$. For $n = 3$ it has singularity of index 2 and hence satisfies the theorem above.

**Conjecture 4.** Consider the irreducible Verma module $M(-\rho)$ of index $n - 1$. We conjecture that this module is a Gelfand-Tsetlin module of maximum possible GT-degree, i.e. $\text{GT-deg}(M(-\rho)) = (n - 1)!(n - 2)! \ldots 1!$

7. **$D^v$-invariance of the $\Gamma$-action on $V(T(v))$**

In this section we study the structure of $V(T(v))$ as a Gelfand-Tsetlin module, and, in particular, the action of the generators of the Gelfand-Tsetlin subalgebra $\Gamma$ on $V(T(v))$. The main result of this section is the following.

**Theorem 7.1.** $\Gamma = \Gamma_n$ is $D^v$-invariant.

The notion of $D^v$-invariance of $\Gamma$ is intuitively clear, but for the sake of completeness, we define it in more general setting.

**Definition 7.2.** For each $m \leq n$ we denote by $\Gamma_m$ the subalgebra of $\Gamma$ generated by the centers $Z_i$ of $U_i$, $1 \leq i \leq m$. By $\Sigma(m)$ we denote the set $\{ r \in \Sigma \mid k_r < m \}$. We say that $\Gamma_m$ is $D^v$-invariant if for any $c \in \Gamma_m$, any $I \subseteq R$, and any $z \in T_{n-1}(\mathbb{Z})$, $c D_I T(v + z) = D_I^c (c T(x + z))$. 
Lemma 7.3. Suppose $I \subseteq R$ and $z \in T_{n-1}(\mathbb{Z})$. If $f$ is any smooth function then
$$D^v_R (P_{\Sigma \setminus \Xi_i} (x) f T(x + z)) = D^v_T (f T(x + z)).$$

Proof. By definition, $D^v_R (P_{\Sigma \setminus \Xi_i} (x) f T(x + z)) = \sum_{J \subseteq \tilde{I}} \left( D^v_R (P_{\Sigma \setminus \Xi_i} (x) f) D_J T(v + z) \right).$

Now, using Lemma 4.14 and the fact that $R_{\Sigma \setminus \Xi_i} = R \setminus I$, the right hand side of the latter identity becomes $\sum_{J \subseteq \tilde{I}} \left( D^v_T (f) D_J T(v + z) \right) = D^v_T (f T(x + z))$. \hfill $\square$

Recall that $V_{gen} := \bigoplus_{v \in \mathfrak{g}^0} V(T(v))$. We define a $\mathfrak{g}(n)$-module structure on $\mathfrak{T} \otimes V_{gen}$ by letting $\mathfrak{g}(n)$ to act trivially on $\mathfrak{T}$.

Proposition 7.4. Let $g$ be any element of $\mathfrak{g}(n)$ and suppose that $F \in \mathfrak{T} \otimes V_{gen}$ is such that $g(F) \in \mathfrak{T} \otimes V_{gen}$. Then $gD^v_T (F) = D^v_T (g(F))$

Proof. Since $D^v_T$ is linear, it is enough to show the statement for $g = E_{rs}$ and $F = f T(x + z)$ with generic $x$ and a smooth function $f$. We have:
$$E_{rs} D^v_T (f T(x + z)) = D^v_R (P_{\Sigma \setminus \Xi_i} (x) E_{rs} (f T(x + z)))$$

$$= D^v_R \left( P_{\Sigma \setminus \Xi_i} (x) f(x) \sum_{\sigma \in \Phi_{rs}} e_{rs}(\sigma(x + z)) T(x + z + \sigma(\epsilon_{rs})) \right)$$

$$= \sum_{\sigma \in \Phi_{rs}} D^v_R \left( P_{\Sigma \setminus \Xi_i} (x) f(x) e_{rs}(\sigma(x + z)) T(x + z + \sigma(\epsilon_{rs})) \right)$$

$$= \sum_{\sigma \in \Phi_{rs}} D^v_T (f(x) e_{rs}(\sigma(x + z)) T(x + z + \sigma(\epsilon_{rs})))$$

$$= D^v_T (E_{rs} f T(x + z)), $$

where the forth equality follows from Lemma 7.3 \hfill $\square$

From now to the end of this section we will denote by $l_1 < \cdots < l_t$ the set of all distinct elements in $\{k_1, \ldots, k_t\}$. We also set $l_0 := 1$.

Definition 7.5. For each $a \in \mathbb{Z}_{\geq 0}$ and any $l \in \{l_0, l_1, \ldots, l_t\}$, we define the following subsets of $T_{n-1}(\mathbb{Z})$.

(i) $\mathcal{L}^{(l)}_a := \{ z \in T_{n-1}(\mathbb{Z}) \mid |z_{k_r,i_r} - z_{k_r,j_r}| = a \text{ for any } r \text{ such that } k_r \leq l \}$.

(ii) $\mathcal{L}^{(l)}_{\geq a} := \bigcup_{k \geq a} \mathcal{L}^{(l)}_k$.

(iii) $\mathcal{L}_a := \mathcal{L}^{(l_1)}_a$ and $\mathcal{L}_{\geq a} := \mathcal{L}^{(l_1)}_{\geq a}$

Note that for any $a \in \mathbb{Z}_{\geq 0}$ we have $\mathcal{L}^{(l_0)}_a = \mathcal{L}^{(l_1)}_{\geq a} = T_{n-1}(\mathbb{Z})$.

Lemma 7.6. If $z \in \mathcal{L}^{(l_{r-1})}_{\geq 1}$ and $1 \leq r \leq s \leq l_p$, then for any $\sigma \in \Phi_{rs}$, the coefficient of $D_J T(v + z + \sigma(\epsilon_{rs}))$ in the decomposition of $E_{rs} D_J T(v + z)$ is $e_{rs}(\sigma(v + z))$.

Proof. The statement follows by a direct computation from the action of $E_{rs}$ on $D_J T(v + z)$ in formulas (8). \hfill $\square$

Proposition 7.7. Suppose $c_{rs} \in \Gamma$ and $z \in T_{n-1}(\mathbb{Z})$. Any of the following two conditions

(i) $z \in \mathcal{L}_{\geq s}$.

(ii) $m \leq k_1$ (recall that, $2 \leq k_1 \leq \cdots \leq k_t$ are fixed).
implies the identity:

\[(14) \quad c_{rs}D_f T(v + z) = D_f^c (c_{rs} T(x + z)).\]

**Proof.** Note that for any \(a \in \mathbb{Z}_{\geq 0}, z \in \mathcal{L}_{\geq a}\) and \(\sigma \in \Phi_{rs}\) for some \(1 \leq r \leq s \leq n\), then \(z + \sigma(c_{rs}) \in \mathcal{L}_{\geq a-1}\). From this observation one can easily show that each of the conditions (i) and (ii) implies

\[\{T(x + z), E_{i_1,i_1} T(x + z), \ldots, E_{i_1,i_s} E_{i_2,i_2} \ldots E_{i_s,i_1} T(x + z)\} \subseteq \mathcal{T} \oplus V_{gen},\]

for any \((i_1, \ldots, i_s) \in \{1, \ldots, r\}^s\). Hence, by Proposition 7.3 we have:

\[c_{rs}D_f T(v + z) = \sum E_{i_1,i_1} E_{i_2,i_2} \ldots E_{i_s,i_1} D_f T(v + z)\]

\[\quad = \sum D_f^c (E_{i_1,i_1} E_{i_2,i_2} \ldots E_{i_s,i_1} T(x + z))\]

\[\quad = D_f^c \left( \sum E_{i_1,i_1} E_{i_2,i_2} \ldots E_{i_s,i_1} T(x + z) \right)\]

\[\quad = D_f^c (c_{rs} T(x + z)),\]

where the sums are taken over all \((i_1, \ldots, i_s) \in \{1, \ldots, r\}^s\).

\[
\Box
\]

**Definition 7.8.**

(i) Let \(I, J \subseteq R\) and \(w_1, w_2 \in T_{n-1}(\mathbb{Z})\). We write \(D_f T(v + w_1) \prec_D D_f T(v + w_2)\) if \(I \subseteq J\) and \(w_1 = \tau_\Delta(w_2)\) for some \(\Delta \subseteq \Sigma\). We will refer to \(\prec_D\) as the \(D\)-order on \(V(T(v))\).

(ii) A maximal element in a finite subset \(A\) of derivative tableaux in \(V(T(v))\) with respect to the \(D\)-order will be called \(D\)-maximal in \(A\).

**Remark 7.9.** Note that \(\prec_D\) defines a preorder, i.e. \(\prec_D\) is reflexive and transitive, but it is not antisymmetric. Hence, by a maximal element of a set \(A\) of derivative tableaux, we mean an element \(b\) in \(A\) such that for any \(c \in A\) we have \(c \prec_D b\).

**Lemma 7.10.** Let \(m \leq n\) and assume that \(\Gamma_{m-1}\) is \(D^v\)-invariant. Let \(g \in U_m\), \(I \subseteq R\), \(w \in T_{n-1}(\mathbb{Z})\), and let \(gD_f T(v + w) = \sum a_j D_{I(j)} T(v + w_j)\), where \(S = \{D_{I(j)} T(v + w_j) \mid j = 0, \ldots, k\}\) is a linearly independent set of vectors in \(V(T(v))\). Assume also that \(D_{I(0)} T(v + w_0)\) is \(D\)-maximal in \(S\). Then there exists \(C \in \Gamma_{m-1}\) such that

(i) \(CD_{I(j)} T(v + w_j) = 0\), if \(w_j \neq \tau_\Delta(w_0)\) for any \(\Delta \subseteq \Sigma\).

(ii) \(CyD_f T(v + w) = D_{I(0)} T(v + w_0)\).

**Proof.** We first note that since \(g \in U_m\), we have \((I(j))_r = I_r\) for any \(r\) such that \(k_r \geq m\). Also, for \(m \leq i \leq n\), the \(i\)-th row of the tableau \(T(v + w_j)\) coincide with the \(i\)-th row of the tableau \(T(v + w)\). So, \(w_j \neq \tau_\Delta(w_0)\) for any \(\Delta \subseteq \Sigma\) implies that the rows of the tableau \(T(v + w_j)\) can not be obtained by a permutation of the entries of the first \(m - 1\) rows of \(T(v + w_0)\). This implies the existence of \(c_j \in \Gamma_{m-1}, \gamma_j \in \mathbb{C}\) and \(m_j \in \mathbb{Z}_{\geq 0}\) such that \((c_j - \gamma_j)^{m_j} D_{I(j)} T(v + w_j) = 0\) and \((c_j - \gamma_j)^{s_j} D_{I(0)} T(v + w_0) \neq 0\) for any \(s \in \mathbb{Z}_{\geq 0}\). We continue with the proof of parts (i) and (ii).

(i) Set \(A := \{j \in \{1, \ldots, k\} \mid w_j \neq \tau_\Delta(w_0)\} \) for any \(\Delta \subseteq \Sigma\). Then

\[C := \prod_{j \in A} (c_j - \gamma_j)^{m_j} \in \Gamma_{m-1}\]

satisfies the identity \(CD_{I(j)} T(v + w_j) = 0\) for any \(j \in A\).
(ii) It is enough to show that \( D_I T(v + w_0) \) appears with nonzero coefficient in the decomposition of \( (c_j - \gamma_j)gD_I T(v + w) \) for any \( j \in A \). In fact, since \( \Gamma_{m-1} \) is \( D^v \)-invariant we have:

\[
(c_j - \gamma_j)gD_I T(v + w) = (c_j - \gamma_j) \sum_{i=0}^k a_i D_{I(i)} T(v + w_i)
\]

\[
= \sum_{i=0}^k \left( a_i \sum_{j(i) \subseteq I(i)} D^v_{I(j(i))} \left( c_j(v + w_i) - \gamma_j \right) D_{I(i)} T(v + w_i) \right).
\]

In particular, \( D_I T(v + w_0) \) appears in this decomposition if and only if \( I^{(0)} \subseteq I^{(i)} \) and \( w_i = \tau_{\Delta}(w_0) \) for some \( 0 \leq i \leq k \) and some \( \Delta \subseteq \Sigma \). This, combined with the \( D \)-maximality of \( D_I T(v + w_0) \), implies that \( D_I T(v + w_0) \) appears once in this decomposition and its coefficient is \( a_0(c_j(v + w_0) - \gamma_j) \neq 0 \).

\[\square\]

**Definition 7.11.** Given \( I, J \subseteq R \), \( z, z' \in T_{n-1}(\mathbb{Z}) \), and \( g \in U \), we will write \( D_I T(v + z') \overset{g}{\rightarrow} D_I T(v + z) \) if \( D_I T(v + z') \) appears with nonzero coefficient in the decomposition of \( g \cdot D_I T(v + z) \) as linear combination of tableaux. Also, we will write \( D_I T(v + z') \rightarrow D_I T(v + z) \) if \( D_I T(v + z') \overset{g}{\rightarrow} D_I T(v + z) \) for some \( g \in U \).

**Lemma 7.12.** Let \( m \leq n \) be such that \( \Gamma_{m-1} \) is \( D^v \)-invariant. Let also \( z_1, z_2, z_3 \in \mathcal{L}_{\geq 1} \) and \( I \subseteq R \). If \( g_1, g_2 \in U(\mathfrak{gl}(m)) \) are such that \( D_I T(v + z_2) \overset{g_1}{\rightarrow} D_I T(v + z_1) \) and \( D_I T(v + z_3) \overset{g_2}{\rightarrow} D_I T(v + z_1) \) then \( D_I T(v + z_1) \overset{g_1g_2}{\rightarrow} D_I T(v + z_3) \) for some \( g_3 \in U_m \).

**Proof.** Note that the action of \( U_m \) on \( D_I T(v + z_1) \) with \( z \in \mathcal{L}_{\geq 1} \) produces tableaux of the form \( D_I T(v + w) \) with \( J \subseteq I \). Since \( D_I T(v + z_2) \overset{g_1}{\rightarrow} D_I T(v + z_1) \), the coefficient of \( D_I T(v + z_2) \) in the decomposition of \( g_1 D_I T(v + z_1) \) is nonzero. Then by Lemma 7.10 there exists \( C_1 \in \Gamma_{m-1} \) such that \( C_1 g_1 D_I T(v + z_1) = D_I T(v + z_2) \). For the same reason, there exists \( C_2 \in \Gamma_{m-1} \) such that \( C_2 g_2 D_I T(v + z_2) = D_I T(v + z_3) \). Therefore \( C_2 g_2 C_1 g_1 D_I T(v + z_1) = D_I T(v + z_3) \).

\[\square\]

**Lemma 7.13.** Let \( p \in \{1, \ldots, l\} \) be such that \( \Gamma_{l_p} \) is \( D^v \)-invariant and let \( z \in \mathcal{L}_{l_p} \cap \mathcal{L}_{l_{p-1}} \). There exist \( z' \in \mathcal{L}_{l_p} \cap \mathcal{L}_{l_{p-1}} \) and \( g \in U_{l_{p-1}} \) such that \( D_I T(v + z) \overset{g}{\rightarrow} D_{I'} T(v + z') \) for any \( I \subseteq R \).

**Proof.** Suppose \( l_p = k_p = \ldots = k_{r+a} \) and let \( w = v + z \). Set also \( k = l_p \) and \( k = l_{p-1} \). Assume without loss of generality that \( z_{k',i,i'} \geq z_{k,j,j'} \) for any \( r' \in \Sigma \). This can be done because of the relations \( \Box \). For every \( 0 \leq b \leq a \), the condition \( z \in \mathcal{L}_{l_p} \cap \mathcal{L}_{l_{p-1}} \) implies the existence of \( t_b \) such that

\[
\begin{align*}
& w_{k-1,s_k-1} + 1 = w_{k-1,s_k-1}, \\
& w_{k-1,s_k-1} + 1 = w_{k-2,s_k-1}, \\
& \vdots \\
& w_{k-t_b+1,s_k-t_b+1} + 1 = w_{k-t_b,s_k-t_b}, \\
& w_{k-t_b,s_k-t_b} + 1 \neq w_{k-t_b-1,s} \\
& \text{for some } 1 \leq s_{k-1} \leq k - 1, \\
& \text{for some } 1 \leq s_{k-2} \leq k - 2, \\
& \vdots \\
& \text{for some } 1 \leq s_{k-t_b} \leq k - t_b, \\
& \text{for any } 1 \leq s \leq k - t_b - 1.
\end{align*}
\]
For any $0 \leq j \leq a$ set $g_j = E_{k+1,k-\ell_j}$ and $z_j = z + \delta k,i_{r_j} + \sum_{r=1}^{t_j} \delta k-j,s_{r_j}$. If $b \neq a$ we have $\sum_{j=1}^{b} z_j \in L^{(k)}_{\geq m} \cap L^{(k)}_{\geq m+1} \cap L^{(k)}_{\geq m+1} = L^{(k)}_{\geq m+1}$. Now, by Lemma 7.6 and the choice of $t_b$, we have:

$$D_1T(v+z) \Rightarrow \rightarrow D_1T(v+z_0) \Rightarrow D_1T(v+z_0+z_1) \Rightarrow \cdots \Rightarrow D_1T(v+z_0+z_1+\cdots+z_a).$$

Finally, by Lemma 7.12 we have $D_1T(v+z) \Rightarrow \rightarrow D_1T(v+z_0+z_1+\cdots+z_a)$.

**Corollary 7.14.** Let $p \in \{1, \ldots, \ell\}$ be such that $\Gamma_{\ell_p}$ is $D^v$-invariant and let $z \in L^{(l_p)}_{\geq m} \cap L^{(l_p)}_{\geq m+2}$ for some $M \in \mathbb{Z}_{>0}$. Then there exist $\tilde{z}' \in L^{(l_p)}_{\geq m+M}$ and $g \in U_{l_p+1}$ such that $D_1T(v+z) \Rightarrow \rightarrow D_1T(v+z')$ for any $I \subseteq R$.

**Proof.** The statement follows directly from Lemma 7.13.

**Proposition 7.15.** Assume that $\Gamma_{\ell_p}$ is $D^v$-invariant and let $z \in L^{(l_p)}_{\geq m}$ for some $m \in \mathbb{Z}_{\geq 0}$. Then there exist $\tilde{z}' \in L^{(l_p)}_{\geq m+1}$ and $g \in U_{l_p+1}$ such that $D_1T(v+z) \Rightarrow \rightarrow D_1T(v+z')$ for any $I \subseteq R$.

**Proof.** We will prove the existence of $g_i \in U_{l_i+1}$ and $z_i \in L^{(l_i)}_{\geq m+2\ell-i}$, $i = 1, \ldots, p$, such that:

1. $z_i \in L^{(l_i)}_{\geq m}$, for any $1 \leq i \leq p - 1$;
2. $D_1T(v+z) \Rightarrow \rightarrow D_1T(v+z_1) \Rightarrow \rightarrow \cdots \Rightarrow D_1T(v+z_i)$.

We first note that $z \in L^{(l_i)}_{\geq m} = L^{(l_i)}_{\geq m} \cap L^{(l_i)}_{\geq m+N}$ for any $N \in \mathbb{Z}_{\geq 0}$. Set $N = 2p$. By Corollary 7.14 there exist $z_1 \in L^{(l_i)}_{\geq m+2\ell-1}$ and $g_1 \in U_{l_1+1}$ such that $D_1T(v+z) \Rightarrow \rightarrow D_1T(v+z_1)$. Now, assume that for $j$, $1 \leq j \leq p - 1$, there exist $g_i \in U_{l_i+1}$, $z_i \in L^{(l_i)}_{\geq m+2\ell-i}$, for all $i = 1, \ldots, j$, that satisfy (i) and (ii). In particular, $z_j \in L^{(l_j)}_{\geq m+2\ell-j} \cap L^{(l_j)}_{\geq m+N}$ so, we can use Corollary 7.14 and guarantee the existence of $g_{j+1} \in U_{l_{j+1}+1}$ and $z_{j+1} \in L^{(l_{j+1})}_{\geq m+2\ell-j-1}$ such that $D_1T(v+z) \Rightarrow \rightarrow D_1T(v+z_{j+1})$. Note that $z_{j+1} \in L^{(l_{j+1})}_{\geq m}$ because $z \in L^{(l_i)}_{\geq m}$, $g_{j+1} \in U_{l_{j+1}+1}$, and $D_1T(v+z) \Rightarrow \rightarrow D_1T(v+z_{j+1})$. Finally, the existence of $g \in U_{l_p+1}$ such that $D_1T(v+z) \Rightarrow \rightarrow D_1T(v+z')$ is guaranteed by Lemma 7.13.

**Definition 7.16.** Given $A_1$, $A_2 \in V(T(v))$ and $g \in U$, we say that $g$ separates $A_1$ and $A_2$ if $gA_1 = A_1$ and $gA_2 = 0$.

**Lemma 7.17.** Let $m \leq n$ and let $k = \max\{k_r | k_r < m\}$. If $\Gamma_k$ is $D^v$-invariant, then $\Gamma_m$ is $D^v$-invariant.

**Proof.** By Proposition 7.7(1), if $z \in L^{(k)}_{\geq m}$, then the formula 14 holds for any $c \in \Gamma_m$. Thus $D_1T(v+z)$ is a common eigenvector of all generators of $\Gamma_m$ and the submodule $W^{(k)}_z$ of $V(T(v))$ generated by $D_1T(v+z)$ is a Gelfand-Tsetlin $\mathfrak{gl}(m)$-module by Lemma 3.4 in [6]. Then for each $I \subseteq R$, $W_I = \sum_{z \in L^{(k)}_{\geq m}} W_z^{(I)}$ and $W = \bigoplus_{I \subseteq R} W_I$ are also Gelfand-Tsetlin $\mathfrak{gl}(m)$-modules. Denote by $W_k$ the Gelfand-Tsetlin $\mathfrak{gl}(m)$-module $\bigoplus_{\Sigma_I \cap \Sigma(m) = k} W_I$.

We next show that $W_0$ contains all tableaux $D_1T(v+z)$ such that $z \in T_{r-1}(Z)$ and $\Sigma_I \cap \Sigma(m) = \emptyset$. Let us first consider $z \in L^{(k)}_{\geq m-1}$. By Proposition 7.13...
there exist $z_0 \in \mathcal{L}_{\geq m}^{(k)}$ and $g_0 \in U_{k+1}$ such that $\mathcal{D}_iT(v + z) \xrightarrow{g_0} \mathcal{D}_iT(v + z_0)$ (we assume without loss of generality that the coefficient of $\mathcal{D}_iT(v + z)$ in the decomposition of $g_0 \mathcal{D}_iT(v + z_0)$ is 1). By Proposition 7.7(i), all generators of $\Gamma_m$, except for the ones in the center of $U_m$ satisfy the relation (13). Let $c \in Z_m$ and let $(c-\gamma)\mathcal{D}_iT(v + z_0) = 0$ for some $\gamma \in \mathbb{C}$. Then $(c-\gamma)g_0 \mathcal{D}_iT(v + z_0) = 0$. Since $\Gamma_k$ is $\mathcal{D}^\nu$-invariant, we can use Lemma 7.10 and choose $C \in \Gamma_k$ that separates $\mathcal{D}_iT(v + z)$ and $g_0 \mathcal{D}_iT(v + z_0) - \mathcal{D}_iT(v + z)$ (see Definition 7.16). Since $C$ commutes with $(c-\gamma)$ we have $(c-\gamma)(Cg_0 \mathcal{D}_iT(v + z_0)) = 0$, which implies that $c$ acts as multiplication by $\gamma$ on any tableau in the decomposition of $g_0 \mathcal{D}_iT(v + z_0)$. Hence, the action of $\Gamma$ on any $\mathcal{D}_iT(v + z)$ for $z \in \mathcal{L}_{\geq m}^{(k)}$ is given by (13). Moreover, $\mathcal{D}_iT(v + z) \in W$ for any $z \in \mathcal{L}_{\geq m-1}^{(k)}$. Now we consider a tableau $\mathcal{D}_iT(v + z)$ with $z \in \mathcal{L}_{\geq m-2}^{(k)}$. Again by Proposition 7.7(i) one finds a nonzero $g_1 \in U_{k+1}$ and $z_1 \in \mathcal{L}_{\geq m-1}^{(k)}$ such that $\mathcal{D}_iT(v + z) \xrightarrow{g_1} \mathcal{D}_iT(v + z_1)$. For the generators of the center of $U_i$, $i \leq m - 2$ the statement follows from Proposition 7.7(i). If $c$ is in the center of $U_m$ or in the center of $U_{m-1}$ then it commutes with $g_1$. Choose $C \in \Gamma_k$ that separates $\mathcal{D}_iT(v + z)$ and $g_0 \mathcal{D}_iT(v + z_0) - \mathcal{D}_iT(v + z)$ and which acts by a scalar on the tableau $\mathcal{D}_iT(v + z_1)$. By applying the argument above we conclude that the action of $\Gamma$ on any $\mathcal{D}_iT(v + z)$ with $z \in \mathcal{L}_{\geq m-2}^{(k)}$ is determined by (13) and $\mathcal{D}_iT(v + z) \in W$ for any $z \in \mathcal{L}_{\geq m-2}^{(k)}$.

Continuing analogously with the sets $\mathcal{L}_{\geq m-3}^{(k)}, \ldots, \mathcal{L}_{\geq 0}^{(k)}$ we show that any tableau $\mathcal{D}_iT(v + z)$ with $\Sigma_I \cap \Sigma(m) = \emptyset$ belongs to $W$.

Now consider the quotient $W_{z_1} = W/W_0$ and $I$ such that $|\Sigma_I \cap \Sigma(m)| = 1$. The vector $\mathcal{D}_iT(v + z) + W_0$ of $W_{z_1}$ is a common eigenvector of $\Gamma_m$ by Proposition 7.7(i) for any $z \in \mathcal{L}_{\geq m}^{(k)}$. We can repeat the argument above and obtain that any tableau $\mathcal{D}_iT(v + z)$ with $|\Sigma_I \cap \Sigma(m)| = 1$ belongs to $W$. Continuing in the same fashion when $|\Sigma_I \cap \Sigma(m)| = 2, 3, \ldots$, we obtain that $\Gamma_m$ is $\mathcal{D}^\nu$-invariant. \hfill $\square$

Now we are in the position to prove Theorem 7.1.

**Proof of Theorem 7.1** Recall that $l_1 < \cdots < l_j$ are the distinct elements of $\{k_1, \ldots, k_t\}$. By Proposition 7.7(ii), $\Gamma_{l_1}$ is $\mathcal{D}^\nu$-invariant. Now, we apply $i$ times Lemma 7.10 to complete the proof (here $(k, m) \in \{(l_1, l_2), (l_2, l_3), \ldots, (l_t, n)\}$).

**Corollary 7.18.** Suppose that all singular pairs of $T(v)$ are in different rows (i.e. $k_1 < k_2 < \cdots < k_t$). If $\mathcal{D}_iT(v + z'; t) \xrightarrow{C} \mathcal{D}_iT(v + z)$, then there exists $C \in \Gamma$ such that $Cg_0 \mathcal{D}_iT(v + z) = \mathcal{D}_iT(v + z')$.

**Proof.** Since $\Gamma$ is $\mathcal{D}^\nu$-invariant, tableaux with different Gelfand-Tsetlin characters can be separated by elements of $\Gamma$. Finally, since all singularities are in different rows, any linearly independent set of vectors in $V(T(v))$ has a $\mathcal{D}$-maximal element. In particular any linearly independent set of tableaux in the same Gelfand-Tsetlin subspace has a $\mathcal{D}$-maximal element, so using Lemma 7.10 we finish the proof. \hfill $\square$

**Proposition 7.19.** The following hold.

(i) The action of $\Gamma$ on $V(T(v))$ is given by the following formulas.

\begin{equation}
 c_{ij} \mathcal{D}_iT(v + z) = \sum_{J \subseteq I} \mathcal{D}_J^\nu(\gamma_{ij}(v + z)) \mathcal{D}_{\Gamma_J} T(v + z)
\end{equation}
(ii) We have $(c_{ij} - \gamma_{ij}(v + z))|^{I|+1}D_IT(v + z) = 0$. In particular, $V(T(v))$ is a Gelfand-Tsetlin module.

Proof. The identity (15) follows by Theorem 7.1. To prove (ii), we apply induction on $|I|$. Suppose first that $|I| = 0$. Then from (15) we obtain $c_{ij}D_\emptyset T(v + z) = \gamma_{ij}(v + z)D_\emptyset T(v + z)$. Suppose now that $|I| = s$ and that $(c_{ij} - \gamma_{ij}(v + z))|^{J|+1}D_JT(v + z) = 0$ for any $|J| \leq s - 1$. By (15) we have

$$(c_{ij} - \gamma_{ij}(v + z))D_IT(v + z) = \sum_{\emptyset \neq J \subseteq I} D_J^i(\gamma_{ij}(v + z)) D_{I\setminus J}(v + z).$$

Since all subsets $I \setminus J$ with $J \neq \emptyset$ satisfy $|I \setminus J| \leq s - 1$, by the induction hypothesis $(c_{ij} - \gamma_{ij}(v + z))^s D_{I\setminus J}(v + z) = 0$. Therefore, $(c_{ij} - \gamma_{ij}(v + z))^{s+1}D_IT(v + z) = 0$. □

7.1. Proof of Theorem 6.1 We use notations from Section 6. Consider the module $M$ generated by the tableau $D_\emptyset T(v)$. It is a highest weight module of highest weight $(a_1, a_1 + 1, a_2 + 2, \ldots, a_{n-1} + n - 1)$. Indeed, for any $1 \leq i \leq n - 1$, $E_iD_\emptyset T(v))$ is a linear combination of derivative tableaux $D_{R \setminus J}$ with coefficients $D_R^n(P_{c_{i+1}}(v)c_{i+1}(\sigma(v)))$, and that coefficient is zero for any $J \subseteq R$. Clearly $D_\emptyset T(v)$ is a weight vector with weight $(a_1, a_1 + 1, a_2 + 2, \ldots, a_{n-1} + n - 1)$. Hence, $M$ is isomorphic to the corresponding irreducible Verma module. Since all singularities of $T(v)$ are in different rows, we can apply Corollary 7.18 and obtain a basis of $M$ given by

$$\{D_IT(v + z) \in V(T(v)) \mid D_IT(v + z) \rightarrow D_\emptyset T(v)\}.$$  

Checking the coefficients of the formulas in Theorem 6.1, we immediately see that

$$D_\emptyset T(v) \xrightarrow{E_{21}} D_\emptyset T(v + \delta^{11}) \xrightarrow{E_{2i+2}} D_{R(2)} T(v + \delta^{11} + \delta^{21}).$$

Also, for any $j = 2, \ldots, n - 1$, we have

$$D_{R(2, \ldots, j)} T\left(v + \sum_{i=1}^j \delta^{i1}\right) \xrightarrow{E_{i+2,i+1}} D_{R(2, \ldots, j+1)} T\left(v + \sum_{i=1}^{j+1} \delta^{i1}\right).$$

This, together with Corollary 7.18, implies that the tableau $D_R T\left(v + \sum_{i=1}^{n-1} \delta^{i1}\right)$ is a basis element of the module $M$. Finally, if for any $I \subseteq R$,

$$C_I := \prod_{i \in \Sigma \setminus \Sigma_I} \left(c_{i2} - \gamma_{i2}\right) \left(v + \sum_{i=1}^{n-1} \delta^{i1}\right),$$

then $C_I D_R T\left(v + \sum_{i=1}^{n-1} \delta^{i1}\right)$ is a nonzero multiple of $D_I T\left(v + \sum_{i=1}^{n-1} \delta^{i1}\right)$. Hence for any $I \subseteq R$, $D_I T\left(v + \sum_{i=1}^{n-1} \delta^{i1}\right)$ is a basis element of $M$. Now, if $n \in \text{Spec} \Gamma$ corresponds to the tableau $D_R T\left(v + \sum_{i=1}^{n-1} \delta^{i1}\right)$, then we have $\dim M_n = 2^{n-2}$. The remaining statements follow directly from the properties of $V(T(v))$.

8. Proofs of main theorems

Proof of Theorem A. Note that $V(T(v))$ is a Gelfand-Tsetlin module by Theorem 6.3 and Proposition 7.18. Also, the dimension of $V(T(v))_m$ coincides with the number of tableaux in $V(T(v))$ having the same Gelfand-Tsetlin character as $m$. 
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This completes the proof.

**Proof of Theorem B.** For part (i), let us consider a tableau $D_I T(v+z)$ associated with $m_{L'}$. A straightforward computation shows that $(c_{kj} - \gamma_{kj}(v+z))\langle D_I T(v+z) \rangle$ equals the following sum

$$\sum_{\emptyset \neq J_k \subseteq J_{s-1} \subseteq \ldots \subseteq J_1 \subseteq I} D_{I, J_1}^k (\gamma_{kj}(x+z)) \cdots D_{J_{s-1} \setminus J_s}^k (\gamma_{kj}(x+z)) D_{J_s}^k (\gamma_{kj}(x+z)) T(v+z).$$

Let $(i_{k_1}, j_{k_1}), \ldots, (i_{k_r}, j_{k_r})$ be the singular pairs of $v+z$ on row $k$. If $K \subseteq R$ is such that $K_r \neq \emptyset$ for some $r \in \Sigma \setminus \{k_1, \ldots, k_s\}$, then $D_K^v(\gamma_{kj}(x+z)) = 0$ (note that $\gamma_{kj}(v+z)$ depends only of the entries of row $k$). Hence, there is a nonzero constant $C$, such that

$$(c_{kj} - \gamma_{kj}(v+z))\langle D_I T(v+z) \rangle = C D_{k_1}^v (\gamma_{kj}(x+z)) \cdots D_{k_s}^v (\gamma_{kj}(x+z)) T(v+z).$$

From the previous equality we obtain $(c_{kj} - \gamma_{kj}(v+z))^{s+1}(D_I T(v+z)) = 0$. Also, since $D_{k_1}^v (\gamma_{kj}(x+z)) \neq 0$ for any $i = 1, \ldots, s$ (see [6], Lemma 5.2(ii)) we have $(c_{kj} - \gamma_{kj}(v+z))^s(D_I T(v+z)) \neq 0$.

We now prove part (ii). Given $t$-singular vectors $v, v' \in \mathbb{C}^{\frac{n(n-1)}{2}}$ there exist $z, z' \in T_{n-1}(\mathbb{Z})$ such that $D_0 T(v+z)$ and $D_0 T(v'+z')$ are in the fiber of the maximal ideals $m_v$ and $m_{v'}$, respectively. We have $T(v) - \sigma(T(v')) \in T_{n-1}(\mathbb{Z})$. Hence, $V(T(v)) \sim V(T(v'))$. Conversely, let $V(T(v)) \sim V(T(v'))$ for some $t$-singular vectors $v$ and $v'$. Let $\phi$ be any isomorphism between $V(T(v))$ and $V(T(v'))$. The image of $D_0 T(v)$ under $\phi$ need to satisfies $(c_{rs} - \gamma_{rs}(v))\phi(D_0 T(v)) = 0$ for any $1 \leq s \leq r \leq n$. This implies that $\phi(D_0 T(v)) = a D_0 T(\sigma(v))$ for some $\sigma' \in S_{n-1} \times \cdots \times S_1$ and $a \in \mathbb{C}$. Therefore $V(T(v')) \sim V(T(\sigma'(v)))$ implying $v' - \sigma'(v) \in \mathbb{C}^{\frac{n(n-1)}{2}}$. Now, the image of $T(v') - \sigma'(T(v))$ via the identification between $T_{n-1}(\mathbb{Z})$ and $\mathbb{Z}^{\frac{n(n-1)}{2}}$ is $v' - \sigma'(v)$. This completes the proof.

Next we prove (iii). Let $T(v)$ be a Gelfand-Tsetlin tableau. By Corollary 7.18 in order to prove the irreducibility of $V(T(v))$ it is sufficient to prove that given any two tableaux $D_J T(v+z), D_J T(v+w)$ in $V(T(v))$, we have $D_J T(v+z) \rightarrow D_J T(v+w)$.

We have the following two important observations.

(i) From the proof of Corollary 7.18, we have $D_J T(v+w) \rightarrow D_J T(v+w)$ for any $J \subseteq I$ and $w \in T_{n-1}(\mathbb{Z})$.

(ii) Since $L$ is regular, we have $D_J T(v+w') \rightarrow D_J T(v+w)$ for any $J \subseteq R$ and $w, w' \in T_{n-1}(\mathbb{Z})$.

From (i) and (ii) we conclude that $D_J T(v+w'') \rightarrow D_J T(v+w')$ for any $J \subseteq R$ and $w', w'' \in T_{n-1}(\mathbb{Z})$. Therefore, to finish the proof we need to prove that for any $w' \in V(T(v))$ there exists $w'' \in T_{n-1}(\mathbb{Z})$ such that $D_J T(v+w'') \rightarrow D_J T(v+w')$.

Consider $w' = w'_{k_r,r}$ for any $r \in \Sigma \setminus \Sigma_J$. By (ii) we have $D_J T(v+w') \rightarrow D_J T(v+w')$. On the other hand,

$$E_{n1}(D_J T(v+w')) = D_R(P_{\Sigma \setminus \Sigma_J}(v) E_{n1}(T(v+w')))$$
Since all singularities are in different rows, there exist $\sigma \in \mathcal{S}_n \times \cdots \times \mathcal{S}_1$ such that the denominator of $e_{n1}(\sigma(x + w'))$ is a factor of

$$ \prod_{r \in \Sigma \setminus \Sigma_J} ((v + w')^r_{k_r,i_r} - (v + w')^r_{k_r,j_r}) = \prod_{r \in \Sigma \setminus \Sigma_J} (v_k_r - v_{k_r,j_r}) = P_{\Sigma \setminus \Sigma_J}(v). $$

Thus the coefficient of $\mathcal{D}_RT(v + w' + \sigma(\xi_{n1}))$ in the expansion of $\mathcal{D}_R(P_{\Sigma \setminus \Sigma_J}(x)e_{n1}(T(x + w'))) = ev(v)(P_{\Sigma \setminus \Sigma_J}(x)e_{n1}(\sigma(x + w'))) \neq 0$, so $v$ being regular ensures that the numerator of $e_{n1}(\sigma(x + w'))$ is nonzero after the evaluation. Hence we have

$$ \mathcal{D}_RT(v + w'') \to \mathcal{D}_J(v + w') \to \mathcal{D}_J(v + w), $$

where $w'' = w' + \sigma(\xi_{n1})$.

**Proof of Theorem C.** Since any submodule of a Gelfand-Tsetlin module is also a Gelfand-Tsetlin module (see Lemma 3.4 in [6]), for any $A \in V(T(v))$ the submodule $U \cdot A$ is a Gelfand-Tsetlin submodule of $V(T(v))$.

Let us consider the tableau $\mathcal{D}_qT(v + z)$ associated with $m_{r'}$ and denote by $M$ the submodule $U \cdot \mathcal{D}_qT(v + z)$. Set

$$ W = \{ A \in V(T(v)) \mid A \in M, \quad \mathcal{D}_qT(v + w) \notin U \cdot A \}. $$

If $W = \emptyset$ then $M$ is irreducible satisfying $M_{m_{r'}} \neq 0$. If $W \neq \emptyset$ then $N = \sum_{A \in W} U \cdot A$ is a nontrivial maximal proper submodule of $M$. Therefore, $M/N$ is an irreducible subquotient of $V(T(v))$ such that $(M/N)_{m_{r'}} \neq 0$. We can apply the same reasoning replacing $\mathcal{D}_qT(v + z)$ with $\mathcal{D}_J(v + z) \neq 0$. Since the cardinality of the set $\{ I \subseteq R \mid \mathcal{D}_J(v + z) \neq 0 \}$ is bounded by $2^t$, we obtain at most $2^t$ irreducible subquotients. This implies part (i).

To prove part (ii) consider again the tableau $\mathcal{D}_qT(v + z)$ associated with $m_{r'}$. In $V(T(v))$ we have $| \{ J \subseteq R \mid \mathcal{D}_J(v + z) \neq 0 \} | = 2^{t-k}$. If we construct an irreducible module $V$ as in part (i), as a quotient of $U : \mathcal{D}_J(v + z)$, we have:

$$ \dim V_{m_{r'}} = | \{ \mathcal{D}_J(v + z) \mid \mathcal{D}_J(v + z) \to \mathcal{D}_J(v + z) \} | \leq 2^{t-k}. $$

Parts (iii) and (iv) follow directly from Theorem B, (i).
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