Updating constraints on phantom crossing $f(T)$ gravity

F. B. M. dos Santos$^a$

$^a$Departamento de Física, Universidade Federal do Rio Grande do Norte, Av. Sen. Salgado Filho, Natal, RN, 59078-970, Brasil

E-mail: felipebrunomedeiros@gmail.com

Abstract. We establish constraints on $f(T)$ gravity by considering the possibility of a scenario that supports a phantom crossing of the equation of state parameter $\omega_{DE}$. After determining the viable parameter space of the model, while checking the impact on the background dynamics, we perform an analysis to obtain constraints on cosmological parameters and determine the viability of this scenario. To this end, we use combined data sets from cosmic chronometers (CC), baryonic acoustic oscillations (BAO), redshift space distortion (RSD) and Type Ia supernovae (SN) measurements from the latest Pantheon+ set, in which the impact on the absolute magnitude due to the change of the effective gravitational constant is also considered. It is found that a state where a phantom crossing of $\omega_{DE}$ happens is favored by data, and the $f(T)$ model is competitive with the $\Lambda$CDM one by statistical criteria, such as AIC and BIC. Additionally, we find evidence of the Hubble tension being alleviated within the $f(T)$ model, at the same time that it does not worsen the growth one, indicating a possibility of the present scenario as an option to address the current cosmic tensions.
1 Introduction

The success of the ΛCDM model [1, 2] in describing all kinds of cosmological data is constantly challenged, but the model not only is capable of being consistent with robust data sets [3], but it is also preferred when statistical criteria are considered. On the other hand, the standard picture presents questions that motivate the developments of a variety of extended and modified gravity scenarios [4, 5]. Currently, the most debated issue regarding a possible inconsistency of the ΛCDM model with cosmic history is the tension between early and late-time cosmological measurements. In particular, there is a clear discrepancy between the values of current expansion rate, given by the Hubble parameter $H_0$ measured by the early-time probes such as the one given by the Planck collaboration [3], of $H_0 = 67.4 \pm 0.5 \text{ Km/s/Mpc}$ and a variety of local determinations [6–9]. In general, a tension of more than $4 \sigma$ is present, as made explicit by the most recent SH0ES measurement, of $73.3 \pm 1.04 \text{ Km/s/Mpc}$ [9]. In this manner, a widely used approach to explain such discrepancy is to consider the possibility that this is the result of yet to be discovered physics, and this possibility has been extensively investigated in recent years [10]. Another issue has to do with the growth of perturbations. Measurements from Planck and cosmic shear seem to disagree, in a way that the quantity $S_8 = \sigma_8 \sqrt{\Omega_m / 0.3}$ quantifies the growth tension, such that early universe data seem to prefer a higher rate of growth [3, 11]. While there is a great focus in developing theoretical models that alleviate or solve the Hubble tension, recent discussions have been considering the possibility of a given extension of the standard model as being able to alleviate both tensions at the same time [12, 13]. However, it seems that if we use a parametrization of the equation of state parameter $w(z)$, such as the well-known CPL [14, 15] model, the resolution of the Hubble tension implies a worsening of the growth one [16]. On the other hand, there is an ongoing discussion on whether the $S_8$ discrepancy is severe enough for new physics to be considered [17].

Among the many modifications of the standard model, one that is having a great deal of attention is the possibility that gravity is described by a non-zero torsion, in which the torsion scalar $T$ can be included in the field equations as a general function $f(T)$, so that we now have $f(T)$ gravity models [18–25], developed similarly as $f(R)$ ones [26–28]. The study of different $f(T)$ models [29–37] have shown that it is possible for a model to reproduce the ΛCDM one for a choice of parameters, while allowing a small deviation from the standard model, having important implications in the cosmological dynamics. The possibility of $f(T)$ gravity on alleviating cosmic tensions has also been considered in recent literature [38]. In particular, the capability of this class of models in
solving both Hubble and growth tensions has been discussed in [39], in which a \( f(T) \) function that would address this issue was obtained though data reconstructions. Another study focused on the use of CMB priors to investigate how well-known \( f(T) \) models could address the \( H_0 \) tension, in which the power-law form could be a viable option by an increasing uncertainty on the deviation parameter [34]. On the other hand, an exponential form was favored in this aspect when machine learning techniques are considered [40]. In [12] the general requirements of a cosmological model to solve the Hubble and growth tensions are discussed, in a way that certain conditions could be established, which helps in model building. One of these conditions is the presence of a phantom crossing at some redshift close to the present time, which motivates the consideration of \( f(T) \) scenarios which possess this feature, which will be done in this work. \( f(T) \) models with phantom crossing were considered in earlier works [21, 41], although some of them were shown to be in considerable tension with the standard model, according to statistical criteria [31]. In Ref. [42], a \( f(T) \) model with exponential form was introduced as an infrared (IR) correction to general relativity (GR), meaning that the effect of the parametrization will be more significant at lower redshifts, when the accelerated cosmic expansion starts. One of the main advantages of this model is that the \( f(T) \) function has only one free parameter that can be fixed by the density parameters at present time, so it can be in principle compared directly to the \( \Lambda \)CDM model without being penalized by the information criteria, for example. A more complete analysis was done in Refs. [43, 44], at the background and linear perturbation level, where it was found that the Hubble tension can also be alleviated. Based on these considerations, in this work we consider a \( f(T) \) model that can be regarded as a generalization of this scenario, where an extra free parameter is introduced, allowing the universe to undergo a phantom crossing of \( \omega_{DE} \), for a given range of parameters. In this manner, after discussing the general properties of the model, we perform a numerical analysis as a way to seek for a preference of the data for a phantom crossing within the model, while also looking at the initial impact on both \( H_0 \) and \( \sigma_8/S_8 \) tensions.

This work is organized in the following manner. In Sec. 2, we review the \( f(T) \) formalism for cosmology, while in Sec. 3, we present and investigate the \( f(T) \) model. In Sec. 4, we describe the data and methodology to be used in the analysis, while in Sec. 5, we discuss the results. To conclude, in Sec 6, we present our considerations.

\section{2 \( f(T) \) gravity and dark energy}

In \( f(T) \) gravity [23, 25], the action is described by a function of the torsion scalar \( T \), and reads as

\[ S = \frac{1}{16\pi G} \int d^4x e f(T) + S_m, \]

with \( S_m \) describing matter fields, and \( G \) is the Newtonian gravitational constant. In teleparallel gravity, the dynamics of spacetime are described by the presence of torsion, meaning that instead of the metric tensor \( g_{\mu\nu} \), used for describing GR, the fundamental object is the tetrad \( e^A_{\mu} \). This can be related with the metric tensor through \( g_{\mu\nu} = \eta_{AB} e^A_{\mu} e^B_{\nu} \), such that \( e = \sqrt{-g} \), and as a consequence, the Levi-Civita connection \( \Gamma^A_{\mu\nu} \) is replaced by the teleparallel one. We can get to the correspondent field equations in the following manner: Since the teleparallel connection can be related to the Riemannian one as

\[ \Gamma^A_{\mu\nu} = \tilde{\Gamma}^A_{\mu\nu} + K^A_{\mu\nu}, \]

with

\[ K^A_{\mu\nu} = \frac{1}{2} (T^A_{\mu\nu} + T^A_{\nu\mu} - T^A_{\nu\mu}), \]

In \( f(T) \) gravity [23, 25], the action is described by a function of the torsion scalar \( T \), and reads as
where the modification realized by the function \( f(T) \), the field equations become [23, 25]

\[
e^{-1}\partial_\mu \left( e^{T} S_{\rho}^{\mu \nu} \right) f_T + e^{T} e_{A}^{\mu} \left( \partial_\rho T_{\mu \nu \rho} \right) f_{TT} - f_T e_{A}^{\lambda} T_{\mu \lambda \rho} S_{\rho}^{\nu \mu} + \frac{1}{4} e_{A}^{\nu} f(T) = 4\pi G e_{A}^{\lambda} \zeta_{\nu}^{\lambda},
\]

with \( T \) denoting derivatives with respect to the torsion scalar \( T \), \( S_{\rho}^{\mu \nu} \equiv \frac{1}{2} \left( K_{\mu \rho}^{\nu} + \delta_{\rho}^{\nu} T_{\alpha \nu}^{\mu} - \delta_{\rho}^{\nu} T_{\alpha \mu}^{\mu} \right) \) is the called super-potential, and \( \zeta_{\nu}^{\lambda} \) is the total energy-momentum tensor. By imposing a Friedmann-Lemaître-Robertson-Walker (FLRW) geometry as \( ds^2 = dt^2 - a(t)^2 \delta_{ij} dx^i dx^j \), one can derive the correspondent Friedmann equations for \( f(T) \) gravity as

\[
3H^2 = 8\pi G (\rho_m + \rho_r) - \frac{f}{2} - T f_T, \tag{2.5}
\]

\[
H = -\frac{4\pi G (\rho_m + P_m + \rho_r)}{f_T + 2T f_{TT}}, \tag{2.6}
\]

with \( H \equiv \frac{\dot{a}}{a} \) being the Hubble parameter, and \( T = -6H^2 \). It is clear that the choice \( f(T) = T \) recovers GR, while \( f(T) = T - 2\Lambda \) reproduces the \( \Lambda \)CDM model.

Looking at eqs. 2.5 and 2.6, one can see that it is possible to write them in a more convenient way by defining

\[
\rho_{DE} \equiv \frac{1}{16\pi G} \left[ 2T f_T - T - f \right], \quad P_{DE} \equiv \frac{1}{16\pi G} \left[ \frac{f - f_T T + 2T^2 f_{TT}}{f_T + 2T f_{TT}} \right], \tag{2.7}
\]

so that the dark energy equation of state can be written as

\[
\omega_{DE} \equiv \frac{P_{DE}}{\rho_{DE}} = -1 + \frac{(f - 2T f_T)(f_T + 2T f_{TT} - 1)}{(f + T - 2T f_T)(f_T + 2T f_{TT})}. \tag{2.8}
\]

We remember that the cosmological fluids considered, being non-relativistic matter, radiation and dark energy are conserved, and thus follow the usual continuity equations obtained from the conservation of the energy momentum tensor.

It is also possible to see the effects of the model at the linear matter perturbation level. The equation for the density contrast \( \delta_m \equiv \delta \rho_m / \rho_m \) for \( f(T) \) gravity can be expressed as [45]

\[
\ddot{\delta}_m + 2H \dot{\delta}_m = 4\pi G_{eff} \rho_m \delta_m, \tag{2.9}
\]

where the modification realized by the \( f(T) \) function can be expressed by the presence of an effective gravitational constant \( G_{eff} = G / f_T \), such that a reasonable deviation from the Newtonian one can be achieved, depending on the model considered. To investigate the impact of the model in the growth of matter perturbations by comparison with data, we can use the measurable quantity \( f \sigma_8 \)

\[
f \sigma_8 \equiv \sigma_8 \frac{\delta'_m}{\delta_{m,0}}, \tag{2.10}
\]

with \( \sigma_8 \) being the deviation from \( \delta_m \) in spheres of radius \( 8h^{-1} \text{Mpc} \), and the prime denotes a derivative with respect to \( N = \log a \). We can solve eq. 2.9 by assuming initial conditions at sub-horizon scales in the matter-dominated era, such that we can obtain restrictions on the \( \sigma_8 \) parameter from observations.
3 Phantom crossing exponential $f(T)$ model

In this work, we will consider the following form of $f(T)$ function

$$f(T) = T e^{\alpha(T_0/T)^b}.$$  

(3.1)

This function is dependent on the parameters $\alpha$ and $b$, where the latter generalizes the exponential function $e^{\alpha T_0/T}$; the model $f(T) = T e^{\alpha T_0/T}$ was discussed in [42] and further investigated in [43, 44] for the background plus linear perturbation level. This particular model, characterized by the $b = 1$ case in eq. 3.1, has the advantage of not adding new extra degrees of freedom to the usual cosmological scenario, in this way, one is able to compare this model and the $\Lambda$CDM in an equal manner. Another characteristic is that this form does not reduce to the standard model for a choice of parameters, although a close to $\Lambda$CDM evolution is achieved at higher redshifts, meaning that the change in dynamics imposed by the $f(T)$ function is more relevant at late times.

Similarly, the function in eq. 3.1 is not capable of reproducing the $\Lambda$CDM model for a choice of $b$, which introduces a deformation in the argument of the exponential term; thus, we are able to control how this term evolves as the redshift increases. We will now see the consequence of a changing $b$. The energy density and pressure are given by

$$\rho_{DE} = \frac{3H_0^2E^2}{8\pi G} \left( 1 - \frac{2\alpha b}{E^{2b}} e^{\alpha/E^{2b}} \right), \quad (3.2)$$

$$P_{DE} = -\frac{3H_0^2E^2}{8\pi G} \frac{\alpha b(2\alpha b + (2b - 1)E^{2b})}{(E^{4b} + \alpha b(2\alpha b + (2b - 3)E^{2b}))}$$

with $E(z) \equiv H(z)/H_0$, being the normalized Hubble parameter. Using eq. 2.5, we find that the Friedmann equation in terms of redshift $z$ for this model is

$$E^2(z)e^{\alpha/E^{2b}(z)} \left( 1 - \frac{2\alpha b}{E^{2b}(z)} \right) = \Omega_{m0}(1 + z)^3 + \Omega_{s0}(1 + z)^4,$$  

(3.3)

with $\Omega_{i,0} \equiv \frac{8\pi G\rho_{i,0}}{3H_0^2}$. The relation between $b$ and $\alpha$ is found by setting $z = 0 (E = 1)$, so that we find

$$e^{\alpha} (1 - 2b\alpha) = \Omega_{m0} + \Omega_{s0},$$  

(3.4)

from which an exact expression can be found as

$$\alpha = \mathcal{W} \left( -\frac{\Omega_{m0} + \Omega_{s0}}{2b e^{\frac{\alpha}{b}}} \right) + \frac{1}{2b},$$  

(3.5)

with $\mathcal{W}$ being the Lambert function. Once more, as the choice $b = 1$ reproduces the IR model discussed in [42–44], we can immediately investigate the behavior of the model at background level, as the parameter $b$ is changed.

The impact of the parameter $b$ in cosmological dynamics can be seen in fig. 1, where we plot the evolution of the Hubble parameter for the generalized exponential model (upper left panel), as the fractional change with respect to the $\Lambda$CDM one. We consider a significant range of $b$ around $b = 1$, and the effect of changing $b$ is the following: For $b > 1$ the curves are pushed toward lower $H(z)$, while as $b$ decreases, the predictions seem to lean towards the $\Lambda$CDM curve, as it is noticeable by the red curve ($b = 0.7$), which tends to approach the $\Lambda$CDM solution faster as $z$ increases. However, a
Figure 1. The change in the Hubble parameter $H(z)/H_{\Lambda CDM} - 1$ (upper left panel), and the $f\sigma_8$ quantity (eq. 2.10) (upper right panel) both as a function of redshift for different $b$, where we have fixed $\sigma_{8,0} = 0.8$, $\Omega_m = 0.3$, $H_0 = 70$ Km/s/Mpc. The lower panel shows the effective Newtonian gravitational constant as $G_{eff}/G - 1$, also as a function of $z$. The $\Lambda CDM$ model is expressed by the black line in all plots.

Closer inspection indicates that as $b$ decreases further, the values for $H(z)$ start going to lower values again, confirming the impossibility of the model to reproduce the $\Lambda CDM$ one for a choice of $b$.

We can also see, from eq. 3.3, that the Friedman equation can be rewritten as

$$E^2(z) = \Omega_{m0}(1 + z)^3 + \Omega_{r0}(1 + z)^4 + \Omega_{DE,0} y(z, b, \alpha),$$

(3.6)

with $\Omega_{DE,0} = 1 - \Omega_{m0} - \Omega_{r0}$, and

$$y(z, b, \alpha) \equiv \frac{E^2(z)}{\Omega_{DE,0}} \left[ 1 - e^{\alpha/E^2(z)} \left( 1 - \frac{2b\alpha}{E^2(z)} \right) \right],$$

(3.7)

being the distortion function already introduced in previous works in $f(T)$ gravity. At this moment, it is important to discuss some limits on the $b$ parameter. By inspecting the function given by eq. 3.7, we notice that there might be a value of parameter for which $y$ is negative, implying a negative $\Omega_{DE}$. We want to avoid this behavior by checking the conditions for which this might happen. In particular, a negative $y$ is possible if $1 - e^{\alpha/E^2(z)} \left( 1 - \frac{2b\alpha}{E^2(z)} \right) < 0$, so we can determine, for a given $b$, what is the
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(3.6)

with $\Omega_{DE,0} = 1 - \Omega_{m0} - \Omega_{r0}$, and
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being the distortion function already introduced in previous works in $f(T)$ gravity. At this moment, it is important to discuss some limits on the $b$ parameter. By inspecting the function given by eq. 3.7, we notice that there might be a value of parameter for which $y$ is negative, implying a negative $\Omega_{DE}$. We want to avoid this behavior by checking the conditions for which this might happen. In particular, a negative $y$ is possible if $1 - e^{\alpha/E^2(z)} \left( 1 - \frac{2b\alpha}{E^2(z)} \right) < 0$, so we can determine, for a given $b$, what is the
value of $E$ that satisfies the said condition. We find that $y$ is zero when

$$E = \left[ \frac{2b\alpha}{2bW\left(-\frac{1}{2be^{\frac{2b}{\alpha}}\frac{1}{e^{\frac{2b}{\alpha}}}}\right) + 1} \right]^{1/b},$$  

(3.8)

for which a real solution only exists when $b < 1/2$. This means that in this limit, at some point in time, $\Omega_{DE}$ will be negative, and that is why we set $b = 1/2$ as our lower limit for our plots, but allow such values in the subsequent statistical analysis to be discussed in sections 4 and 5, in order to see what behavior is indicated by cosmological data. As for other limits of this model, we note that first, the GR limit of this scenario is still achieved for $\alpha = 0$, regardless of $b$. Second, in the distant future (i.e. $z \to -1$), we find from eq. 3.3 that $E_{\text{DS}} = (2ab)^{\frac{1}{8}}$, representing a de Sitter solution, again reproducing the result from the pure exponential model for $b = 1$.

The behavior of $f\sigma_8$ is also shown in fig. 1 (upper right panel). It is possible to see that as $b$ grows, a larger growth of matter fluctuations is predicted, in comparison with the $\Lambda$CDM model (black line). Lower $b$, as represented by the orange line ($b = 0.5$) seem to be disfavored, as we note a significant decrease of $f\sigma_8$ at lower redshifts. We also see that the case $b = 0.7$ (red line) provides a similar fit as the $\Lambda$CDM model. Also in fig. 1, on the lower panel, we show the ratio $G_{\text{eff}}/G - 1 = 1/f_T - 1$. One can note that is possible to achieve $G_{\text{eff}} = G$ for all values of $b$ considered at high $z$; however, for increasing $b$, a sudden increase around $z \sim 1$ is seen, in a way that we would have a larger effective gravitational constant today, in contrast with the lower $b$ case, well represented by the orange curve ($b = 0.5$).

We then check the main feature of the model by looking at the equation of state parameter $\omega_{DE}$, given by

$$\omega_{DE}(z) = \frac{ab\left[2ab + (2b - 1)E^{2b}(z)\right]}{\left[1 - \frac{2ab}{E^{2b}(z)}\right]e^{\frac{2ab}{E^{2b}(z)}} - 1}\left[E^{2b}(z) + ab(2ab + (2b - 3))E^{2b}(z)\right],$$  

(3.9)

In fig. 2 (left panel), we show $\omega_{DE}$, as a function of redshift. The extra parameter $b$ controls the value of $\omega_{DE}$ at present times, and also provides the possibility of a phantom crossing, for some selected values. The range of $b$ for which this happens and the correspondent redshift can be computed by setting $\omega_{DE} = -1$ in eq. (3.9) for which there is always a solution corresponding to the distant future, being $E_{\text{DS}} = (2ab)^{\frac{1}{8}}$, but also another one corresponding to the phantom crossing. Restricting our search from $E = 1$, we can find numerically the value of $E$ for which the transition to a phantom state happens, and then substitute the result into eq. (3.3) to estimate the transition redshift $z_{tr}$. We find that the transition only happens in the limit $1/2 < z_{tr} < 1$, as also seen in fig. 2 (right panel), where $z_{tr}$ is shown as a function of $b$. We clearly see the increase in the curve when $b$ reaches one of the limits, as for both $b = 1/2$ and $b = 1$, $\omega_{DE}$ goes towards $\omega_{DE} = -1$ at high $z$. For values of $b$ higher than one, however, we see that the Universe is always in a state characterized by a phantom equation of state parameter.

Another parallel between the model in eq. (3.1) and a previous work in the literature can be made. In [46] a model with a form $f(T) = T + a\frac{T^{1+n}}{T^2_0}$ was studied. The term $a\frac{T^{1+n}}{T^2_0}$ introduces a correction that becomes most relevant at small $T$, at the same time that it reproduces a cosmological constant for $n = 0$. By noting that at high $T$, the model in eq. (3.1) can be approximated as $f(T) = T + a\frac{T^2_0}{T^2}$, we expect that the generalized exponential model would reproduce the one in [46] for high-$z$, by making the correspondence $b = 1 + n$. This indeed happens, as $\omega_{DE}$ tends to a constant depending on $n$ at higher redshifts which is exactly the behavior described in [46]. However, the main difference here is the low-$z$ behavior. Only when the $f(T)$ function is written in the form given by eq. (3.1),
the phantom crossing behavior can be present, so in the lower redshift regime, this correspondence between models breaks down, and they become two different classes of models.

4 Observational data and methods

To check the viability of these models, we will perform a statistical analysis using the Monte Carlo Markov Chain (MCMC) method, where we compare the predictions of both ΛCDM and f(T) models with different data sets of the cosmological observables.

• Hubble parameter (CC)

We include measurements of the Hubble parameter \( H(z) \) obtained from cosmic chronometers [47]. The data set is composed by 31 points, in the redshift range of 0.07 ≤ \( z \) ≤ 1.965, from which 16 uncorrelated measurements are taken from [48–51], together with 15 correlated ones, as discussed in [52–56], such that we include the contribution of the respective covariance matrix.\(^1\)

• Baryonic acoustic oscillations (BAO)

Baryonic Acoustic Oscillations data is also considered; we use measurements from 6dFGS [57], with \( r_s(z_d)/D_V(z_{eff}) = 0.106 \) = 0.336 ± 0.015 and SDSS DR7 [58], where \( D_V(z_{eff}) = 0.15 \) = (664 ± 25)(\( r_d/r_{d,fid} \)), and fiducial value \( r_{d,fid} = 148.69 \) Mpc. \( r_d \) is the value of the sound horizon at the drag epoch \( z_d \), where

\[
 r_d = \int_{z_d}^{\infty} \frac{c_s(z')}{H(z')}dz', \quad c_s(z) = \frac{c}{\sqrt{3(1 + \frac{3\Omega_{b,0}}{4\Omega_{\gamma,0}(1+z)})}},
\]

while \( D_V(z) = \left( \frac{cz}{H(z)} \right)^{1/3} D_L(z) \) is the volume-averaged distance, and \( D_L = c(1+z)\int_{0}^{z} \frac{dz'}{H(z')} \) is the luminosity distance. We also take \( \Omega_{\gamma,0} = 2.469 \times 10^{-5}/h^2 \). Furthermore, we also consider data

\(^1\)Available at https://gitlab.com/mmoresco/CCcovariance/
from BOSS-DR12 [59] and WiggleZ [60], in which the following quantities are measured

$$D_M(z) \frac{r_s, fid}{r_s(z_d)}, \quad H(z) \frac{r_s(z_d)}{r_s, fid}, \quad [59]$$

and

$$D_V(z) \frac{r_s, fid}{r_s(z_d)}, \quad [60]$$

with $D_M(z) = D_L/(1 + z)$. This makes a total of 11 measurements, where we also note that the data points from BOSS-DR12 and WiggleZ are correlated, so we need to take this into account.

- Type Ia Supernovae (SN)

To help constraining parameters of the model, we add data from the Type Ia supernovae from the Pantheon+ compilation [61, 62], an updated sample from the previous Pantheon one [63]. It is composed of measurements from 1701 supernovae light curves in the redshift range $0.001 < z < 2.26$. As 77 of these curves are derived from galaxies that host Cepheids, from the SH0ES collaboration, one needs to deal with them properly. We choose to work only with non-Cepheid sources, so the data set is left with 1624 points. As the observable is the distance modulus, defined as $\mu = m_B - M_B$, with $m_B$ being the observed apparent magnitude, while $M_B$ is the absolute magnitude which is treated as a nuisance parameter in the statistical analysis, we can then determine the difference vector as $\mu_i - \mu_{th}(z)$, where

$$\mu_{th}(z) = 5 \log_{10} D_L(z) + 25. \quad (4.4)$$

While the parameter $M_B$ is taken as a constant, it is argued that a change in the value of Newton’s constant $G$ could affect $M_B$ due to the dependence of the absolute luminosity on the Chandrasekhar mass, which introduces a scaling as $L \sim G^{-3/2}$ [64–67]. In this manner, if a modified gravity model introduces a change in the gravitational constant, it is possible to estimate the correction to the distance modulus $\mu$. In the context of $f(T)$ gravity this has recently been done in [68], so we also take this argument in consideration for the model studied in this work by following this approach, so the distance modulus is now expressed as

$$\mu_{th}(z) = 5 \log_{10} D_L(z) + 25 + \frac{15}{4} \log_{10} \frac{G_{eff}(z)}{G}. \quad (4.5)$$

- Big Bang nucleosynthesis (BBN)

We take a Gaussian prior on the baryonic matter abundance, from Big Bang Nucleosynthesis measurements, of $\omega_b \equiv \Omega_b h^2 = 0.02235 \pm 0.00016$ [69].

- Redshift space distortions (RSD)

Finally, we also use measurements of the product $f\sigma_8$, coming from redshift space distortions [70]. We choose the data set listed in [71], whose robustness has been checked, and it is composed of 22 points, which come from WiggleZ [72], SDSS [73], while the remaining 15 are from different observations, which can be taken as uncorrelated points [70, 74–85]. We also remember to consider the model dependency of these measurements, meaning that we need to take into account the fiducial value of $\Omega_m$ used for each point. Consequently, the theoretical $f\sigma_8$ quantity is re-expressed as $f\sigma_8 [D_A(z) \frac{H(z), \Omega_m}{D_L(z), \Omega_m}]$, where $D_A(z)$ is the angular distance.
with IC models for the data set combinations considered. The estimates at 68% confidence level (CL) are

\[ \Delta \text{statistical compatibility, } 2 < \] 

To facilitate the comparison with previous works, we follow [33, 88], where combinations considered, we establish CC

We then obtain restrictions on the free parameters for both \( \Lambda \)CDM datasets separately, and then perform a joint analysis with all data.

\[ \Delta \text{parameters a model has, the less preferable it becomes according to data. Defining } \Delta IC = IC_{\text{model}} - IC_{\text{ref}}, \] 

where \( L_{\text{max}} \) is the value of the maximum likelihood, while \( k \) and \( N \) are the number of free parameters of the model and the total number of data points, respectively. For these criteria, the more free parameters a model has, the less preferable it becomes according to data. Defining \( \Delta IC = IC_{\text{model}} - IC_{\text{ref}} \), with \( IC_{\text{ref}} \) representing the AIC/BIC of the reference model, that we take as being the \( \Lambda \)CDM one. To facilitate the comparison with previous works, we follow [33, 88], where \( \Delta IC \leq 2 \) corresponds to statistical compatibility, \( 2 < \Delta IC < 6 \) represents a significant tension, \( 6 < \Delta IC < 10 \), represents a strong tension, and \( \Delta IC > 10 \) represents a very strong tension between models. As for the data set combinations considered, we establish CC+BAO+BBN as the baseline, in a way that we add the SN and RSD datasets separately, and then perform a joint analysis with all data.

5 Results

We then obtain restrictions on the free parameters for both \( \Lambda \)CDM and modified exponential \( f(T) \) models for the data set combinations considered. The estimates at 68% confidence level (CL) are

\[ e^{−2 \ln L_{\text{max}} + \frac{2k(k+1)}{N-k-1}}, \] 

\[ BIC = -2 \ln L_{\text{max}} + k \ln N, \] 

\( \Delta IC \leq 2 \) corresponds to statistical compatibility, \( 2 < \Delta IC < 6 \) represents a significant tension, \( 6 < \Delta IC < 10 \), represents a strong tension, and \( \Delta IC > 10 \) represents a very strong tension between models. As for the data set combinations considered, we establish CC+BAO+BBN as the baseline, in a way that we add the SN and RSD datasets separately, and then perform a joint analysis with all data.

Table 1. Cosmological constraints for both models investigated at 68% confidence level. We divide the results into CC+BAO+BBN, CC+BAO+BBN+SN, CC+BAO+BBN+RSD and CC+BAO+BBN+SN+RSD data sets.

We use the emcee sampler [86] to perform the statistical analysis, and the GetDist [87] Python module to analyze and plot the resulting chains. To compare the models analyzed, we use the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC), defined respectively as [88]
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Table 2. Statistical criteria for both ΛCDM and $f(T)$ models, where we have considered the data set combinations as in Table 1.

| Model          | $\chi^2_{\text{min}}$ | AIC | $\Delta$AIC | BIC | $\Delta$BIC |
|----------------|------------------------|-----|-------------|-----|-------------|
| CC + BAO + BBN |                        |     |             |     |             |
| ΛCDM           | 19.462                 | 26.077 | 0          | 30.745 | 0          |
| $f(T)$         | 20.062                 | 29.115 | 3.038      | 35.107 | 4.362      |
|                |                        |     |             |     |             |
| CC + BAO + BBN + SN |                  |     |             |     |             |
| ΛCDM           | 1476.684               | 1484.708 | 0          | 1506.359 | 0          |
| $f(T)$         | 1476.013               | 1486.049 | 1.341      | 1513.107 | 6.748      |
|                |                        |     |             |     |             |
| CC + BAO + BBN + RSD |                    |     |             |     |             |
| ΛCDM           | 34.594                 | 43.261 | 0          | 51.292 | 0          |
| $f(T)$         | 33.283                 | 44.300 | 1.039      | 54.155 | 2.863      |
|                |                        |     |             |     |             |
| CC + BAO + BBN + SN + RSD |                  |     |             |     |             |
| ΛCDM           | 1491.573               | 1501.608 | 0          | 1528.732 | 0          |
| $f(T)$         | 1490.491               | 1502.541 | 0.933     | 1535.082 | 6.350      |

Figure 3. Confidence contours and posteriors for the ΛCDM model, for CC+BAO+BBN (gray), CC+BAO+BBN+SN (green), CC+BAO+BBN+RSD (blue) and CC+BAO+BBN+SN+RSD (purple) data set combinations.
Figure 4. Confidence contours and posteriors for the generalized exponential $f(T)$ model, where the contour and posterior colors follow fig. 3.

shown in Tables 1, 2, while the respective confidence contours are shown in figures 3, 4, 5 and 6. For the standard $\Lambda$CDM model, we find constraints that are compatible with the existing literature. The baseline combination CC+BAO+BBN leads to a value for $H_0$ of $H_0 = 67.2 \pm 1.2$ Km/s/Mpc, while the total matter fraction is estimated as $\Omega_{m,0} = 0.348 \pm 0.021$, a result higher than the Planck estimate, but still compatible at 2$\sigma$ level. Next, we compare these results with the ones obtained for the $f(T)$ model. We note that the value of the present Hubble parameter is higher, of $H_0 = 70.3^{+1.4}_{-2.0}$ Km/s/Mpc, with a higher uncertainty when compared to the standard model estimate. Consequently, we see that the $H_0$ tension seems to be alleviated within the $f(T)$ model, as we obtain $\sim 1.5\sigma$ when our estimate is compared with the late-time one from SH0ES. A similar fraction of matter to that of
Figure 5. The $\Omega_{m,0} - S_8$ plots for both $\Lambda$CDM and generalized exponential $f(T)$ models, for CC+BAO+BBN+RSD (left panel) and CC+BAO+BBN+SN+RSD (right panel). The black dashed line represents the Planck estimate, of $S_8 = 0.832 \pm 0.013$, with the gray horizontal band limiting the 1σ region.

The $\Lambda$CDM model is also obtained, being $\Omega_{m,0} = 0.343 \pm 0.020$. The $f(T)$ function parameter $b$, which characterizes the deviation from general relativity, is constrained at $b = 0.87^{+0.20}_{-0.43}$, already indicating a phantom crossing of $\omega_{DE}$ at present times. Fig. 4 however, shows that values where $b < 0.5$ are not excluded as well as the $b = 1$ case. Adding SN data from Pantheon+ significantly improves the constraints. For the CC+BAO+BBN+SN data set combination, we obtain $H_0 = 69.3 \pm 1.1$ Km/s/Mpc for the generalized exponential $f(T)$ model, a value that still alleviates the tension when compared with the $\Lambda$CDM estimate, especially, when we note that the 1σ uncertainty for the parameter is now the same for both models. Moreover, it is now possible to obtain much more restrictive constraints on the deviation parameter $b$, being estimated as $b = 0.746^{+0.049}_{-0.061}$, excluding the $b = 1$ case at more than 2σ confidence level, while also implying a phantom crossing of the dark energy equation of state at around $z_{tr} \sim 1$. Also, the problematic region where the positivity of $\rho_{DE}$ is violated is excluded as well.

Next, we include information on the growth of large structures, characterized by the RSD measurements. We obtain a value of $\sigma_8 = 0.779^{+0.052}_{-0.066}$ for the $f(T)$ model, compatible with the $\Lambda$CDM estimates previously achieved in the literature [71, 89, 90], but higher than the one obtained here, of $\sigma_8 = 0.745 \pm 0.030$. As a result, we obtain a value that does not worsen the tension, although we should note that the uncertainty is significantly larger. This compatibility with the standard model is more evident by the inclusion of SN data for the joint analysis, where both models yield almost identical estimates. Furthermore, the tension between early and late-time estimates can be expressed by the $S_8$ quantity. We remember that Planck infers a value of $S_8 = 0.832 \pm 0.013$, for the $\Lambda$CDM model; on the other hand, a variety of low-redshift measurements seem to imply the existence of a tension for the growth of structures [13], such as the Kilo-Degree Survey (KiDS) + VIKING determination from cosmic shear, of $S_8 = 0.737^{+0.040}_{-0.036}$ [91], and the latest Dark Energy Survey (DES-Y3), of $S_8 = 0.776 \pm 0.017$ [92]. We have checked the initial impact of the extended scenario in the determination of $S_8$. For the CC+BAO+BBN+RSD data set, while we have obtained $S_8 = 0.786 \pm 0.030$.
for the standard ΛCDM model, the generalized exponential $f(T)$ one seems to prefer a higher value of $S_8 = 0.827^{+0.059}_{-0.081}$, initially solving the tension with the Planck estimate. A better view of the results is shown in fig. 5 (left panel), where the $\Omega_{m,0} - S_8$ plane for both models indicate that the larger uncertainty in the estimate for the exponential $f(T)$ allows for compatibility with the Planck determination, although the ΛCDM estimate does not present a strong incompatibility with Planck, according to the considered data. A similar conclusion was achieved in [17], in which a joint analysis leads to a lower level of disagreement between estimates within the ΛCDM model. On the other hand, as mentioned, the inclusion of SN data provides a tighter constraint on the other models, which impacts the confidence contours on the $\Omega_{m,0} - S_8$ estimates as well. Also in Figure 5, it is possible to see the equivalence of both models when all data is considered, such that there is no worsening of the growth tension within the $f(T)$ model.

Focusing now on the deviation parameter $b$, it is easy to see that the inclusion of SN data (see fig. 4) allows for a precise estimate, reflecting directly on the equation of state parameter behavior, as well as the evolution of the effective gravitational constant, as discussed. Both CC+BAO+BBN+SN and CC+BAO+BBN+SN+RSD give similar constraints, with the latter data set giving $b = 0.757^{+0.049}_{-0.063}$. We note that all estimates agree to a value lower than one; this has the consequence of a compatibility with a phantom crossing within the model, and leading to a lower effective gravitational constant at present (fig. 1, lower panel and fig. 2, left panel). Another point is that the inclusion of SN data excludes the parameter space where $b < 0.5$ by more than $2\sigma$ confidence level, therefore not including the problematic feature where a negative $\Omega_{DE}$ is present at some time in cosmic evolution. In Figure 6, the best fit curves for the Hubble parameter (left panel) and $f\sigma_8$ (right panel) are shown, where one notes the difference between the two models, where in particular, the impact of the $f(T)$ scenario is more noticeable in the $H(z)$ behavior, whereas the $f\sigma_8$ quantity closely matches that of the ΛCDM one, for the joint analysis results.

Finally, it is also useful to look at the preference of the data for the models considered. This can be done by computing the statistical criteria, such as AIC/BIC, discussed in the previous section. In Table 2, we show the presented criteria for both models and all data set combinations considered. For the analysis involving CC+BAO+BBN data, while we see that the AIC/BIC indicate a slight tension between the models, the situation changes when SN data is included. We note that the tension according to AIC decreases, while BIC indicates a stronger preference for the standard model. We also note that as we consider other data set combinations, the $f(T)$ becomes more competitive with respect to the ΛCDM one. For CC+BAO+BBN+RSD, AIC/BIC seem to prefer the ΛCDM model, but a statistical equivalence can be achieved. Finally, for the joint analysis with all data sets, we are able to achieve the lowest tension between models, according to the AIC. These results indicate that even with the presence of an extra parameter, the $f(T)$ scenario is competitive when compared with the standard ΛCDM model, a feature already discussed in [31, 33], for other $f(T)$ models.

### 6 Conclusions

$f(T)$ gravity has been widely considered in the last years as a promising alternative for a description of gravity and late-time phenomena. Through a function that expresses a deviation from the standard ΛCDM model, it is possible to estimate how much of a modification is necessary and preferred by data, in order to have a correct cosmic history, at the same time that one can address current problems, such as the Hubble tension. Furthermore, these classes of models have important implications at the cosmological perturbations level as well [35, 44], at the same time that the impact from structure formation at the non-linear level is also starting to be investigated [93–95]. A variety of functional forms for the $f(T)$ function have been discussed and compared with data, in a manner that these
results can lead us to well motivated forms that can lead to a more unified picture that offers a good description of the universe at both early and late times.

In this work, we have investigated a $f(T)$ model which allows a phantom crossing of the equation of state parameter $\omega_{DE}$. The model can be seen as a generalization of the scenario investigated in [42–44], in a manner that it is possible to check for a deviation of this model, resulting in an interesting phenomenology, as well as discuss the issue of cosmic tensions. The model represents a modification from GR, in the sense that it cannot reproduce the exact $\Lambda$CDM cosmology for a choice of parameters, so one can determine the level of deviation from general relativity even for the $b \neq 1$ cases. After discussing the main features of the model, we have constrained its free parameters, by using recent and robust observational data, such as the newest Type Ia supernovae measurements from Pantheon+, which adds to the previous Pantheon set, including several measurements at low redshifts. Additionally, we have considered the effects of an effective gravitational constant in the distance modulus, as recently done for the first time in $f(T)$ gravity in [68]. As a result, we have found a significant restriction on the deviation parameter $b$, indicating a phantom crossing, according to the model, for all data sets considered, while being competitive with the $\Lambda$CDM model through statistical criteria. Moreover, we also see that especially the Hubble tension seems to be alleviated, as well as a non-worsening of the growth tension, which motivates a deeper investigation of these types of scenarios. The next step then, is to consider for instance the full Planck likelihood, which will give clearer answers on the $S_8$ estimate, as well as an understanding on the consistency of this scenario for early-time physics. These questions will be discussed in a future work.
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