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Abstract. With the arrival of the era of big data, people have gradually realized the importance of data. Data is not just a resource, it is an asset. This paper mainly studies the realization of Web data mining technology based on Python. This paper analyzes the overall architecture design of distributed web crawler system, and then analyzes in detail the principles of crawler's URL function module, crawler's web crawl function module, crawler's web page parsing function module, crawler's data storage function module and so on. Each function module of the crawler system was tested on the experimental computer, and the data information was summarized for comparative analysis. The main significance of this paper lies in the design and implementation of a distributed web crawler system, which, to a certain extent, solves the problems of slow speed, low efficiency and poor scalability of traditional single computer web crawler, and improves the speed and efficiency of web crawler in grasping information and web page data.
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1. Introduction
In today's global Internet data show the number of the rapid growth of changing type, enterprises under the background of big data it can use the tool in the analysis of the data hiding a trend, a relationship, or some kind of model by data analysis technology, analysis the hidden relationships can provide effective prediction to the enterprise, this also is each enterprise maintain its core competitiveness of the effective means, in and abroad comparison domestic companies the ability of modern information office is not yet perfect, the domestic companies important data storage capacity has shortcomings, all these result in the lack of data information processing and sources in the production environment. If companies want to obtain a large number of effective data, they may have to rely on web crawler to collect it. At present, the efficient web crawler technology is of great strategic significance to cope with the increasingly fierce market competition of enterprises [1]. Crawler is a program that can automatically communicate with the website and obtain the content of the Web page. It is the core of Web information retrieval technology. Currently, crawlers can be divided into three categories according to different working mechanisms: directional crawler, universal crawler and focused crawler [2].
Since the 1990s, search engine has entered a stage of rapid development, and web crawler has gradually become the core component of search engine. Many famous people and companies at home and abroad have done a lot of research and application on web crawler. Mercator is mainly a distributed web crawler designed and implemented with Java programming language. Mercator mainly includes two main modules: protocol and processing. The task of the protocol module is mainly to obtain webpage information according to the HTTP protocol, while the task of the processing module is mainly to process the information obtained by the protocol module, analyze and process it [3-4].

This paper studies the related technologies involved in distributed web crawler, which mainly includes distributed technology and crawler technology. This paper then uses the distributed technology to complete the distributed characteristics of web crawler and realize an efficient and real-time distributed web crawler system.

2. Data Mining Technology Based on Python

2.1 Overview of Data Mining

(1) Data mining function

Over the years, the development of data mining has improved with the passage of time, and its data analysis methods can be used to discover prediction information in large data sets and identify data mining models and related object information [4]. In addition to collecting and managing data, data mining can also analyze and predict massive data information [5]. Its function is specific mining patterns that can be analyzed. The most common types of functionality and patterns in data mining are:

Data can be associated with classes. The acquisition of classes can be described as data characterization and data differentiation. Classify objects according to their properties. Data discrimination refers to the comparative analysis of one feature of a data set and features of several other similar objects [6]. Data characterization refers to the representation of sample numbers by various charts or lines.

The patterns generated from the sample data set are called high-frequency mining patterns. These schemas can interpret and correlate data. Correlation and association mean that two or more attributes of something have certain characteristics. That is, there are related attributes between the data [7]. An unknown feature is usually inferred from some existing correlations in a data set.

Classified prediction refers to the prediction of future data attributes by looking at historical data. For example, according to the historical use of Huabei to predict the future use of Huabei consumption limit. The main operation of classification is to first establish a model and use the model to classify the sample data set [8, 9]. There are many models that can be classified, such as decision tree model, neural network, etc.

According to the association rules of the data, the relevant features of the data object are judged, and the features with high correlation are put together. By designing related product groups, the probability of customers buying related items is also greatly increased.

Time series data series pattern mining refers to that the sample data set is a time series pattern, and the data behavior under the time series is analyzed to infer and predict the data and the future behavior state.

(2) Association rules

The purpose of correlation analysis is to explore the interrelationship and dependence between different things. Correlation refers to the interaction between two features, not causality. Association relationships can be divided into Association Rules and Sequence Pattern Mining. Association rules are not purposeful predictions.

The most common association rule is the shopping basket case, in which the merchant looks for the relationship between different items by the items the customer will put into the basket, and analyzes the shopping habits of the customer by knowing which items are frequently purchased simultaneously by the customer. This kind of correlation discovery can effectively help merchants to
carry out marketing promotion.

The purpose of association rules is to find the influence between different characteristics. If we compare X and Y to two characteristic terms, X and Y are disjoint item sets. X is the lead term, Y is the successor term. The purpose of an association rule is to quantify the relationship between X and Y. Association rules judge influence based on support degree and confidence degree. Support refers to the probability of simultaneous occurrence of X and Y feature items, and confidence refers to the probability of occurrence of Y feature after occurrence of X feature. These two metrics are used to measure the influence between X and Y.

The corresponding support degree of X and Y is:

\[ \text{sup}(X, Y) = \frac{\text{num}(XY)}{\text{ALL}} \]  (1)

The confidence degree of X to Y is:

\[ \text{con}(XY) = \frac{P(X | Y)}{P(Y)} \]  (2)

The experimental result of association rule analysis is to measure whether X feature has an effect on Y. How much? First of all, two thresholds need to be set to confirm the validity of the analysis. The setting of thresholds depends on different situations. However, only when the probability of a certain data item is greater than the threshold can the validity of the event be guaranteed. This probability refers to the support. Only when this threshold value is less than the frequency of simultaneous occurrence of X and Y, X and Y can have an interactive relationship, and this threshold value becomes the minimum support. Secondly, according to the previous correlation analysis, X can affect the occurrence of Y event only if the confidence is higher than this threshold, which is called the minimum confidence. So, the correlation between things we just need to determine the level of support and confidence between different things in different situations.

2.2 Distributed Crawler Architecture

(1) Functional modules

The operation of the distributed crawler is responsible for by the modules of URL queue, page crawling, page parsing, similarity analysis, page storage, task management, cluster management and agent service [10].

The URL queue is responsible for storing all URLs waiting to be captured, and these URLs will be stored in the queue in descending order of topic similarity. The page fetching module will crawl the page pointed to by the URL according to the specified URL. A proxy buffer is set in the page fetching module, which stores the proxy sent by the proxy service. The proxy used in the process of page fetching is an open proxy filtered by the proxy service module. When the page information is returned, the page parsing module is responsible for parsing the returned page, and extracting the information needed by the system, including the title of the page, all the URLs in the page, etc. After the page is parsed, the page content and the parsed information will be transferred to the similarity analysis module, which can analyze the topic similarity of the page and the URL in the page. The analyzed URLs are inserted into the URL queue. During the insertion process, the URL queue uses Bloom filter to filter out URLs that already exist in the queue or have been crawled. After that, the information parsed from the page and the content of the page will be cached, and when the crawler task is completed, the information will be stored in HDFS and database.

In the system, the operation of crawler takes the task as the unit, and the task management module is responsible for the management of all crawler tasks in the system. The running state of the crawler task can be divided into three types: the running task, the waiting task and the completed task. For the running task, the task management module will monitor and record the running state of the task in real time, including the time consuming, completion rate and other information. When the number of pages acquired by a crawler task reaches the standard, the task management module will take out a new task from the task queue and start running. At the same time, other threads are used to store the data
acquired by the previous task, so as to improve the system's concurrency during the handover of new tasks and new tasks. For the tasks waiting to run, the task management module adopts the task queue, and stores the tasks waiting to run in the queue according to the time sequence of task creation. In addition, there are multiple servers in the system, including crawler server cluster, HDFS cluster, database server, proxy server and so on. The availability and usage status of these servers is monitored by the cluster management module.

(2) Cluster planning
The data obtained from the Web can be divided into two broad categories: agent information and page information. The former provides agents for distributed crawlers, while the latter is the target of distributed crawlers [10].

The global physical node planning of distributed crawler includes a database server, a proxy server, a crawler master server and multiple crawler slave servers, an HDFS master server and multiple HDFS slave servers.

In this plan, the crawler master server, proxy server and database server have only one logical node, and they all communicate with each other, so they are put on one physical node. There is also only one HDFS primary server, but to avoid overloading Node 1, no HDFS primary server is deployed on Node 1. There are two distributed clusters in the plan, one is HDFS storage cluster, the other is crawler cluster. For these two clusters, the HDFS nodes and crawler slave servers are placed in pair-to-pair-to-pair-to-nth physical machines in section 2. In the mode of communication, the HDFS cluster using internal definition of RPC communication, between the crawler master server and database server, proxy server and database server use internal define TCP communications between the user and the crawler between the primary server, the crawler slave servers, crawler master-slave between server and proxy server is using the HTTP protocol.

3. Model Implementation and Training

3.1 Experimental Environment
The configuration of each physical machine in the development and operation environment of the distributed crawler in this experiment is shown as follows:

- CPU: Intel Core i7
- Hadoop: Hadoop 2.6.4
- The JDK: JDK1.8
- IDE: the IDEA of 2019

3.2 Configure SSH
The SSH service authentication method mainly has two kinds of the first kind of authentication method is password authentication, can send a request from the client to the server, first through secure encrypted user name and password for the remote server, and then on the remote server to decrypt the send come over get user name and password, then check if the same returns success, if you don't like will return failure. This second is the public key authentication, can be confirmed for the customer side through the form of the number of signatures, currently can be used in the system with RSA and DSA two methods for the number of signatures. A local client can send a request for a user name and public key to a remote service. The authentication process basically starts with the service checking the request for the public key and failing if it doesn't meet the requirements. If it does meet the requirements, then it can check the client of the service and return the relevant information in the form of a checkmark.

3.3 Test Scheme
(1) Performance testing
There are two main test targets for performance testing, which are the web crawler in the single computer environment and the web crawler in the distributed network environment. The specific test
scheme of the two objectives is to give a URL seed file to start crawling and then record the total number of web pages crawled; Give a URL torrent file and set the map and reduce numbers.

(2) Extended testing
An extensible test was designed according to the characteristics of the system. Hadoop was configured to add nodes and then the efficiency of crawler system to capture data was examined.

3.4 Test Data
First, set the number of threads to 20 and the system maximum to 100, since there are five Slaver nodes. Then set the maximum delay time to 15 seconds as appropriate, and set the Map number of Hadoop nodes to 8 and Reduce number to 2.

4. Test Results

4.1 Performance Test

As shown in Figure 1, the distributed crawler ran for a total of 13.53 hours and captured a total of 622.91MB, with an average grasping speed of 46.28. The minimum file size of distributed crawler is 48.72MB, the time is 0.97 hours, and the speed is 47.23. The maximum file size was 181.65MB, took 3.74 hours, and the speed was 50.54.

4.2 Extensibility Test Results
First of all, the number of nodes in the cluster was changed to 1, 3 and 5 respectively for testing, and then the total number and speed of data were recorded and the results were then summarized.

| Speed  | 1 Hour | 2 Hour | 4 Hour | 6 Hour |
|--------|--------|--------|--------|--------|
| 1 Node | 30     | 32     | 31     | 30     |
| 3 Node | 48     | 47     | 46     | 45     |
| 5 Node | 68     | 69     | 66     | 67     |

Table 1. Crawling speed at different node depths
As shown in Table 1 and Figure 2, as the running time gets longer, the crawler system becomes more and more stable, and the crawling speed of web crawler will eventually reach a stable value. The node changes in this cluster are almost identical to the final fetching speed changes. When the number of nodes in the cluster increases, the crawling speed of the web crawler will also increase. However, due to the influence of some other reasons, there is no linear relationship between the speed and the number of crawlers. According to the above analysis, it can be concluded that the web crawler implemented this time has the characteristics of better performance, higher performance and faster speed than previous crawlers.

5. Conclusions
In this paper, the basic principles and distributed knowledge of web crawler are analyzed in detail, and the distributed web crawler system is designed and implemented. Firstly, the principle and technology of distributed web crawler are described in detail. Design a distributed web crawler system and detailed design of the system architecture and the detailed design of each system function. The environment required by the distributed web crawler system is built on the experimental computer machine, and then the crawler system is tested on the computer with the built environment. The main significance of this paper is that the distributed web crawler system is designed and realized, and the system improves the shortcomings of traditional web crawler, and uses the distributed web crawler to deal with the situation of the crazy growth of network data.
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