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Abstract. Let \( \widehat{\Sigma} = \frac{1}{n} \sum_{i=1}^{n} X_i \otimes X_i \) denote the sample covariance operator of centered i.i.d. observations \( X_1, \ldots, X_n \) in a real separable Hilbert space, and let \( \Sigma = \mathbb{E}(X_1 \otimes X_1) \). The focus of this paper is to understand how well the bootstrap can approximate the distribution of the operator norm error \( \sqrt{n}\|\widehat{\Sigma} - \Sigma\|_{\text{op}} \), in settings where the eigenvalues of \( \Sigma \) decay as \( \lambda_j(\Sigma) \approx j^{-\beta} \) for some fixed parameter \( \beta > 1/2 \). Our main result shows that the bootstrap can approximate the distribution of \( \sqrt{n}\|\widehat{\Sigma} - \Sigma\|_{\text{op}} \) at a rate of order \( n^{-\beta/2 + 1/6} \) with respect to the Kolmogorov metric, for any fixed \( \epsilon > 0 \). In particular, this shows that the bootstrap can achieve near \( n^{-1/2} \) rates in the regime of large \( \beta \)—which substantially improves on previous near \( n^{-1/6} \) rates in the same regime. In addition to obtaining faster rates, our analysis leverages a fundamentally different perspective based on coordinate-free techniques. Moreover, our result holds in greater generality, and we propose a new model that is compatible with both elliptical and Marchenko-Pastur models in high-dimensional Euclidean spaces, which may be of independent interest.
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1. Introduction

Let \( X_1, \ldots, X_n \) be centered i.i.d. observations in a real separable Hilbert space \((\mathbb{H}, \langle \cdot, \cdot \rangle)\), and let the sample and population covariance operators be denoted respectively as \( \widehat{\Sigma} = \frac{1}{n} \sum_{i=1}^{n} X_i \otimes X_i \) and \( \Sigma = \mathbb{E}(X_1 \otimes X_1) \). In the fields of high-dimensional statistics and functional data analysis, many strands of research are connected to the analysis of the operator norm error, denoted

\[ T_n = \sqrt{n}\|\widehat{\Sigma} - \Sigma\|_{\text{op}}. \]

Indeed, the operator norm is a standard measure of error in the extensive literature on covariance estimation [e.g. 1, 5, 8, 10, 27, 31, 37, 44]. Furthermore, the statistic \( T_n \) plays an important role in principal components analysis, where it appears frequently in various error bounds for sample eigenvalues and eigenvectors (e.g. [7, §4.2], [54]). More broadly still, the statistic \( T_n \) is closely related to errors that arise in the analysis of randomized sketching algorithms for large-scale matrix computations [e.g. 29, 32, 51].

Despite the prevalence of the statistic \( T_n \), the standard tools for approximating its distribution have some essential limitations. At a high level, the bulk of existing results describing \( T_n \) can be organized into two types. In the direction of high-dimensional statistics, the large body of work on covariance estimation has developed non-asymptotic tail bounds for \( T_n \), as cited earlier. Alternatively, in the direction of functional data analysis, the relevant theory has focused mainly on the limiting distribution for the operator \( \sqrt{n}\|\widehat{\Sigma} - \Sigma\|_{\text{op}} \) as \( n \to \infty \), which implicitly describes \( T_n \) via the continuous mapping theorem [e.g. 7, 13, 22, 33, 34, 41].

While both of these types of results yield valuable insights, they do not provide a complete understanding of the fluctuations of \( T_n \). For instance, asymptotic distributional approximations generally do not provide much guidance about how quickly accuracy improves as \( n \to \infty \). Meanwhile, non-asymptotic tail bounds are often impractical for approximating the numerical values of tail probabilities, because such bounds are usually stated in terms of unspecified or conservative constants. On this point, it is worth clarifying that non-asymptotic distributional approximation results often also involve unspecified constants, but they are less of a practical concern. To illustrate the difference, a tail bound for \( T_n \) typically has the form \( \mathbb{P}(T_n > t) \leq Cb(t, n, \Sigma) \), where \( b \) is a function and \( C \) is a constant. By contrast, non-asymptotic distributional
approximation results often provide high-probability bounds of the form \( \sup_{t \in \mathbb{R}} |P(T_n \leq t) - \tilde{T}_n(t)| \leq Cb(n, \Sigma) \), where \( \tilde{T}_n \) is an estimate for the distribution function of \( T_n \). Hence, in the latter context, the constant \( C \) plays an essentially theoretical role since it does not interfere with the practical use of \( \tilde{T}_n(t) \), whereas the tail bound \( Cb(t, n, \Sigma) \) cannot be applied numerically without specifying a particular value of \( C \).

In light of these issues, there is substantial interest in establishing rates of distributional approximation. Recently, this interest has stimulated a line of work on rates of bootstrap and Gaussian approximations for the distributions of \( T_n \) and other statistics related to \( \Sigma \) \cite{19, 25, 28, 29, 39, 45, 52}. Here, we only discuss the papers \cite{19, 29} from this list, since they deal specifically with \( T_n \), whereas the others deal with qualitatively different statistics arising from \( \Sigma \). When the data are \( p \)-dimensional Euclidean vectors, i.e., \( \mathbb{H} = \mathbb{R}^p \), the papers \cite{19, 29} establish non-asymptotic high-probability upper bounds on \( \sup_{t \in \mathbb{R}} |P(T_n \leq t) - P(T_n^* \leq t \mid X)\) where \( T_n^* \) is a bootstrap version of \( T_n \), and \( P(\cdot \mid X) \) refers to probability that is conditional on \( X_1, \ldots, X_n \). In a setting where the eigenvalues of \( \Sigma \) are not assumed to have any decay structure, the paper \cite[Theorem 2.3]{19} obtains a bound of order \( p^{q/8}/n^{1/8} \), up to factors of \( \log(n) \). On the other hand, in the distinct setting where the eigenvalues of \( \Sigma \) decay according to \( \lambda_j(\Sigma) \leq j^{-2\beta} \) for some fixed parameter \( \beta > 1/2 \), the paper \cite[Theorem 2.1]{29} obtains a bound of order \( n^{-\frac{\beta+1/2}{2\beta+4}} \), up to factors of \( \log(n) \).

Although the result in \cite{29} has the virtue of being applicable to very high-dimensional data with \( p \gg n \), it still has several key drawbacks—which the current paper seeks to overcome. Most notably, the rate \( n^{-\frac{\beta+1/2}{2\beta+4}} \) can never be faster than \( n^{-1/6} \), for any value of \( \beta > 1/2 \). At a heuristic level, such a rate seems to leave substantial room for improvement, because if \( \beta \) is large, then the data will be concentrated near a low-dimensional subspace of \( \mathbb{H} \), which should seemingly enable the bootstrap to achieve rates of approximation that are near \( n^{-1/2} \). Another drawback is that the result in \cite{29} requires the data to take values in the finite dimensional Euclidean space \( \mathbb{R}^p \), which is incongruous with the fact that the result is dimension-free. In particular, the result cannot be applied to standard types of functional data that reside in infinite-dimensional Hilbert spaces.

**Contributions.** In relation to the points just discussed, the main contributions of this paper are briefly summarized as follows:

1. Under conditions more general than those in \cite{29}, our main result gives a high-probability upper bound on \( \sup_{t \in \mathbb{R}} |P(T_n \leq t) - P(T_n^* \leq t \mid X)\) that is of order \( n^{-\frac{\beta+1/2}{2\beta+4}} \) for any fixed \( \epsilon > 0 \). In particular, this rate is near \( n^{-1/2} \) in the regime of large \( \beta \), and in fact, it is faster than \( n^{-\frac{\beta+1/2}{2\beta+4}} \) for every value of \( \beta > 1/2 \).

2. We allow the observations \( X_1, \ldots, X_n \) to take values in an abstract separable Hilbert space \( \mathbb{H} \). Our setup also allows \( \mathbb{H} \) to vary with \( n \), which makes it possible to handle both functional data and high-dimensional data, with \( \mathbb{H} = \mathbb{R}^p \) and \( p \gg n \), in a unified way.

3. We develop a data-generating model that is compatible with both Marčenko-Pastur models and elliptical models in high dimensions (see Propositions 3.1 and 3.2). To the best of our knowledge, this model has not previously been proposed. It also has the favorable property that it can be defined by a concise set of assumptions within the setting of an abstract separable Hilbert space. Likewise, this model may be of independent interest in both high-dimensional statistics and functional data analysis.

4. Whereas the papers \cite{29} and \cite{19} represent \( T_n \) as \( \sup_{\|u\|_1=1} \| \frac{1}{n} \sum_{i=1}^n \langle u, X_i \rangle^2 - \mathbb{E}(u, X_i^2) \|_2 \) and analyze it as a supremum of an empirical process, our work takes a fundamentally different perspective based on coordinate-free techniques, as explained below.

**Proof techniques.** Our approach begins with a preliminary dimension-reduction step, based on an approximation of the form \( \| \tilde{\Sigma} - \Sigma \|_{\text{op}} \approx \| \frac{1}{n} \sum_{i=1}^n Y_i Y_i^\top - \mathbb{E}(Y_i Y_i^\top) \|_{\text{op}} \), where \( Y_1, \ldots, Y_n \) are random vectors in \( \mathbb{R}^k \) and \( k \) may increase with \( n \). Once this has been done, the first key idea is to view \( Y_1 Y_1^\top, \ldots, Y_n Y_n^\top \) as vectors of dimension \( \frac{1}{2} k(k+1) \), rather than as symmetric matrices of size \( k \times k \). The immediate benefit of this viewpoint is that it enables us to leverage well-developed Berry-Esseen bounds that can handle general norms of sums of Euclidean vectors \cite[e.g. 4, 15].

However, the price to pay for this benefit is that we need to deal with the covariance matrix of the “vector” \( \frac{1}{n} \sum_{i=1}^n Y_i Y_i^\top - \mathbb{E}(Y_i Y_i^\top) \). Here, it is crucial to notice that when this sum is viewed as a vector in \( \mathbb{R}^{k(k+1)/2} \), its covariance matrix is a very complicated object. Indeed, if we let \( K \) denote the covariance matrix of \( V V^\top \) for a generic random vector \( V \in \mathbb{R}^p \), then the matrix \( K \) is of size \( \frac{1}{2} k(k+1) \times \frac{1}{2} k(k+1) \) and has entries that are indexed by 4-tuples \((j_1, j_2, j_3, j_4) \in \{1, \ldots, k\}^4 \). To make matters even more challenging, we will sometimes need to work with the inverse \( K^{-1} \), which is prohibitive when using an entrywise representation of \( K \).

To deal with these difficulties, the second key idea is to recognize the advantages of coordinate-free techniques. That is, rather than thinking of \( K \) as a matrix, we think of it as an abstract linear operator. To explain this more precisely, first
let $S_{k \times k}$ denote the Hilbert space of symmetric matrices of size $k \times k$, equipped with the inner product $\langle A, B \rangle = \text{tr}(AB)$. Then, we can define $K$ in a coordinate-free manner as the linear operator from $S_{k \times k}$ to $S_{k \times k}$ that satisfies

$$
\langle A, K(B) \rangle = \text{cov}(\langle A, VV^T \rangle, \langle B, VV^T \rangle)
$$

(1.1)

for all $A, B \in S_{k \times k}$, where $\text{cov}(\cdot, \cdot)$ is the usual covariance for scalar random variables [14]. The main advantage of this viewpoint is that it avoids the complexity of $K$ at an entrywise level. In addition, there are two other further advantages. First, it turns out that much of the information we need to extract from the inverse $K^{-1}$ can be obtained by minimizing and maximizing the function $A \rightarrow \langle A, K(A) \rangle$ over certain subsets of $S_{k \times k}$. Second, the inner product $\langle A, K(A) \rangle$ is often amenable to direct calculation, since it is the same as the variance of a quadratic form, $\text{var}(VV^T)$. This being said, we should also clarify that our use of coordinate-free techniques is more utilitarian than aesthetic, and we do not hesitate to use coordinates in other aspects of our work.

One more item to expand on is the dimension-reduction step mentioned earlier. This involves projecting $\mathbb{H}$-valued data into $k$-dimensional Euclidean spaces with $k \rightarrow \infty$ as $n \rightarrow \infty$, which is an essential technique in many aspects of functional data analysis [e.g., 7, 9, 17, 21, 42]. In our work, this technique allows us to analyze $\|\frac{1}{n} \sum_{i=1}^{n} Y_i Y_i^T - \mathbf{E}(Y_i Y_i^T)\|_{\text{op}}$ as a convenient surrogate for $\|\mathbf{S} - \mathbf{\Sigma}\|_{\text{op}}$ (see Lemma 5.1). Perhaps the main point of contrast between our use this technique and more common uses in functional data analysis is that we focus on the operator norm. This is because the Frobenius (Hilbert-Schmidt) norm tends to play a more dominant role in the theory of functional data. Another notable feature of our work is that we account for the projected dimension $k$ in a quantitative manner, which is made possible by results from high-dimensional probability. In this respect, our main tool is Lemma 9.2 (established in [29, Theorem 2.2]), which provides a bound on the $q$th moment $\mathbf{E}\|\mathbf{S} - \mathbf{\Sigma}\|_{\text{op}}^q$ in the general setting of separable Hilbert spaces and allows $q \rightarrow \infty$ as $n \rightarrow \infty$. At the same time, it should be emphasized that this bound on $\mathbf{E}\|\mathbf{S} - \mathbf{\Sigma}\|_{\text{op}}^q$ is but one of many related results [e.g., 27, 35, 36, 40, 48] that developed from the seminal work [44] based on non-commutative Khintchine inequalities.

**Notation and terminology.** The Hilbert norm on $\mathbb{H}$ is denoted by $\| \cdot \|$, and the direct sum of $\mathbb{H}$ with itself is denoted $\mathbb{H} \oplus \mathbb{H}$. The tensor product $x \otimes y$ of any two vectors $x, y \in \mathbb{H}$ is defined as the linear operator that satisfies $(x \otimes y)z = (y, z)x$ for all $z \in \mathbb{H}$. All Euclidean vectors are regarded as column vectors, except when they are appended with a $t$. When $x$ and $y$ are Euclidean vectors, we will use $x \otimes y$ and $xy^T$ interchangeably, depending on notational convenience. As an important clarification, the expression $A \otimes B$ does not denote the Kronecker product of $A, B \in S_{k \times k}$. Rather, we use $A \otimes B$ to denote the tensor product of $A$ and $B$, viewed as elements of the Hilbert space $S_{k \times k}$. When referring to the Kronecker product of $A$ and $B$, we will write $A \otimes B$, which is the linear operator on $S_{k \times k}$ that satisfies $(A \otimes B)C = ACB$ for all $C \in S_{k \times k}$. Additional background on coordinate-free definitions of tensor and Kronecker products in the context of multivariate statistics can be found in [14].

If $L : \mathbb{H} \rightarrow \mathbb{H}$ is a linear operator, then its operator norm is defined by $\|L\|_{\text{op}} = \sup_{\|u\| = 1} \|Lu\|$, and its Frobenius norm is defined by $\|L\|_F = \sum_j \|L \phi_j\|^2$, where $\{\phi_j\}$ is any orthonormal basis for $\mathbb{H}$. If $L$ is compact and positive-semidefinite, or if $L$ is self-adjoint and $\dim(\mathbb{H}) < \infty$, then we write $\lambda_1(L) \geq \lambda_2(L) \geq \cdots$ for the sorted eigenvalues, with $\lambda_{\text{max}}(L)$ and $\lambda_{\text{min}}(L)$ denoting the maximum and minimum eigenvalues in the latter case. In the Euclidean space $\mathbb{R}^k$, the standard basis vectors are $e_1, \ldots, e_k$, and the ordinary Euclidean norm is $\| \cdot \|_2$. For real numbers $a_1, \ldots, a_k$, we define $\text{Diag}(a_1, \ldots, a_k)$ as the $k \times k$ diagonal matrix whose $j$th diagonal entry is $a_j$. For a matrix $A \in S_{k \times k}$, we define $\text{Diag}(A)$ as the $k \times k$ diagonal matrix obtained by setting the off-diagonal entries of $A$ to 0. The identity matrix is denoted by $I$, with its size being understood from context.

If $U$ is a scalar random variable, then its $L^q$ norm is defined by $\|U\|_{L^q} = (\mathbf{E}|U|^q)^{1/q}$ for any $q \geq 1$. The basic inequality $\mathbf{P}(\|U\|_{L^q} \geq \epsilon \|U\|_{L^q}) \leq e^{-\epsilon^q}$ will often be referred to as Chebyshev’s inequality. The expression $\mathcal{L}(U)$ refers to the distribution of $U$. If $V$ is another scalar random variable, then $U \overset{d}{=} V$ means that $U$ and $V$ are equal in distribution. As a more compact notation for the Kolmogorov metric, we write $d_K(\mathcal{L}(U), \mathcal{L}(V)) = \sup_{t \in \mathbb{R}} |\mathbf{P}(U \leq t) - \mathbf{P}(V \leq t)|$. A random vector is said to be isotropic if its covariance matrix is equal to the identity matrix.

If $\{a_n\}$ and $\{b_n\}$ are sequences of non-negative real numbers, the relation $a_n \preceq b_n$ means that there is a constant $c > 0$ not depending on $n$ such that $a_n \leq c b_n$ holds for all large $n$. If both of the relations $a_n \preceq b_n$ and $b_n \preceq a_n$ hold, then we write $a_n \asymp b_n$. When introducing constants that do not depend on $n$, we will often re-use the symbol $c$, so that its value may change at each appearance. For the maximum and minimum of a pair of real numbers $a$ and $b$, we write $a \vee b = \max\{a, b\}$ and $a \wedge b = \min\{a, b\}$.

2. **Main result**

Our work will be done with a sequence of models implicitly embedded in a triangular array, whose rows are indexed by $n$. The space $\mathbb{H}$ and all model parameters are allowed to vary freely with $n$, except when stated otherwise. Note that
in the case when $\mathbb{H} = \mathbb{R}^p$, this means $p$ is a function of $n$. Hence, if a constant $c$ does not depend on $n$, then $c$ does not depend on $p$ either. To handle the finite and infinite-dimensional settings in a streamlined way, we let $f = \{1, \ldots, \dim(\mathbb{H})\}$ when $\dim(\mathbb{H}) < \infty$, and we let $f = \{1, 2, \ldots\}$ when $\dim(\mathbb{H}) = \infty$. Within this basic setup, our main model assumptions are stated below.

**Assumption 2.1** (Data generating model). The random vectors $X_1, \ldots, X_n \in \mathbb{H}$ are centered and i.i.d., with a compact covariance operator $\Sigma = \mathbf{E}(X_1 \otimes X_1)$ whose spectral decomposition is $\sum_{j \in f} \lambda_j(\Sigma) \phi_j \otimes \phi_j$, with $\| \phi_j \| = 1$ for all $j \in f$.

(a) There is a parameter $\nu > 0$, fixed with respect to $n$, such that the random variables $\{\xi_{1j}\}_{j \in f}$ defined by $\xi_{1j} = \langle X_1, \phi_j \rangle / \| \langle X_1, \phi_j \rangle \|_{L^s}$ satisfy

$$
sup_{j \in f} sup_{q \geq 2} q^{-\nu} \| \xi_{1j} \|_{L^q} \leq 1.
$$

(b) There is a parameter $\beta > 1/2$, fixed with respect to $n$, such that the eigenvalues of $\Sigma$ satisfy

$$
1 \leq \inf_{j \in f} \lambda_j(\Sigma) j^{2\beta} \leq \sup_{j \in f} \lambda_j(\Sigma) j^{2\beta} \leq 1.
$$

(c) For each $d \in f$, let $J_d : S_0^{d \times d} \to S_0^{d \times d}$ be the covariance operator of $(\xi_{11}, \ldots, \xi_{1d}) \circ (\xi_{11}, \ldots, \xi_{1d})$, viewed as a random element of $S_0^{d \times d}$. Then,

$$
1 \leq \inf_{d \in f} \lambda_{\min}(J_d) \leq \sup_{d \in f} \lambda_{\max}(J_d) \leq 1.
$$

**Remarks.** The random variables $\{\xi_{1j}\}_{j \in f}$ are often referred to as the standardized principal component scores of $X_1$, which appear in the Karhunen-Loève expansion $X_1 = \sum_{j \in f} \sqrt{\lambda_j(\Sigma)} \xi_{1j} \phi_j$ [7, 21, 22]. More generally, this expansion often serves as a framework for formulating model assumptions in functional data analysis [e.g. 24, 26, 53]. With regard to the eigenvalues $\{\lambda_j(\Sigma)\}_{j \in f}$, decay constraints akin to condition (b) are especially common [e.g. 9, 16, 18], and the condition $\beta > 1/2$ is a natural enhancement of the basic inequality $\lambda_j(\Sigma) \leq \text{tr}(\Sigma) j^{-1}$ that holds for all $j \in f$. The main novelty of Assumption 2.1 is condition (c), which allows for a variety of high-dimensional and infinite-dimensional models to be handled in a unified way, as will be explained in Section 3.

As one more preliminary item, we must define the bootstrap version of the sample covariance operator. For this purpose, let $X_1^*, \ldots, X_n^*$ be sampled with replacement from $X_1, \ldots, X_n$, and define $\hat{\Sigma} = \frac{1}{n} \sum_{i=1}^n X_i^* \otimes X_i^*$ as the bootstrap version of $\Sigma$. The following theorem is our main result.

**Theorem 2.1.** Fix any $\epsilon \in (0, 1)$, and suppose that Assumption 2.1 holds. Then, there is a constant $c > 0$ not depending on $n$ such that the event

$$
(2.1) \sup_{t \in \mathbb{R}} \left| \mathbb{P}\left( \sqrt{n} \| \hat{\Sigma} - \Sigma \|_{\text{op}} \leq t \right) - \mathbb{P}\left( \sqrt{n} \| \Sigma^* - \Sigma \|_{\text{op}} \leq t \right) \right| \leq c n^{-\beta/2 \cdot \frac{1}{1+\epsilon}}
$$

holds with probability at least $1 - c/n$.

**Remarks.** Although the constant $c$ does not depend on $n$, it should be noted that $c$ may depend on $\epsilon$, $\beta$, $\nu$, as well as constants that are implicit in the expression $\leq 1$ in Assumption 2.1. The proof is outlined in Section 4, and the detailed arguments are given in subsequent sections. Regarding the quantity $\beta - 1/2$ in the exponent of the bound, the numerical experiments in [29] provide strong evidence that this quantity is essential. Those experiments demonstrate that if $\mathbb{H} = \mathbb{R}^p$, and if both $p$ and $n$ are large, then there is a sharp transition in the performance of the bootstrap, from accurate to inaccurate, depending on whether $\beta > 1/2$ or $\beta < 1/2$. Hence, this suggests that the assumption $\beta > 1/2$ is unavoidable for ensuring bootstrap consistency in high dimensions, and that the rate in Theorem 2.1 behaves correctly in the extreme case when $\beta = 1/2$. Meanwhile, for the other extreme case $\beta = \infty$, the rate is near $n^{-1/2}$, which appears ideal considering that a $n^{-1/2}$ rate is generally unimprovable in the univariate Berry-Esseen theorem. In the intermediate regime $1/2 < \beta < \infty$, the problem of determining the optimal rate of bootstrap approximation seems to be the most interesting and challenging, which we leave for future work. Another related open question is whether the rate can be formulated in a way that does not depend on the decay profile $\lambda_j(\Sigma) \asymp j^{-\beta}$. That is, it would be of interest to express the rate in terms of spectral parameters that can be associated with $\Sigma$ in greater generality. A prototypical example of such a parameter is the effective rank $\text{tr}(\Sigma)/\| \Sigma \|_{\text{op}}$, which naturally respects the scale-invariance of the Kolmogorov metric, and is known to be a key determinant of the magnitude of $\| \hat{\Sigma} - \Sigma \|_{\text{op}}$ [27]. Nevertheless, in the context of bootstrap approximation, it is unclear to what extent this or other parameters may be needed.
3. Examples of conforming models

This section presents a variety of models that satisfy Assumption 2.1, in both the infinite and high-dimensional settings.

3.1. Infinite dimensions

Gaussian models. In the Hilbert space of square-integrable functions on the unit interval, \( \mathbb{H} = L^2[0,1] \), there are several fundamental Gaussian distributions that satisfy all aspects of Assumption 2.1. In fact, conditions 2.1(a) and (c) hold for any centered Gaussian distribution on \( L^2[0,1] \), regardless of the covariance structure. To see this, first note that if \( X_1 \) is a centered Gaussian random element, then the sequence \( \{ \zeta_{jj} \}_{j
ot\in \mathcal{I}} \) consists of i.i.d. \( N(0,1) \) random variables, which implies that the moment condition 2.1(a) holds with \( \nu = 1/2 \) [49, p. 25]. Also, this property of \( \{ \zeta_{jj} \}_{j
ot\in \mathcal{I}} \) implies that \( J_d \) is equal to twice the identity operator for each \( d \not\in \mathcal{J} \), and hence condition 2.1(c) holds with \( \lambda_{\min}(J_d) = \lambda_{\max}(J_d) = 2 \). (The calculation for verifying this is a special case of equation (3.6) in the proof of Proposition 3.2 below, using the fact that the kurtosis of \( N(0,1) \) is equal to 3.) Lastly, the spectrum decay condition 2.1(b) is satisfied by several familiar Gaussian processes on \([0,1]\), such as standard versions of Brownian motion, the Brownian bridge, and the Ornstein-Uhlenbeck process, which all correspond to \( \beta = 1 \). Moreover, by considering integrated Gaussian processes, it is possible to develop examples corresponding to any integer \( \beta > 1 \). For further details about the eigenvalues associated with these processes, we refer to [43, Ch. 4 pp. 70-71, and Prop. 10].

Non-Gaussian models. Let us return to the general situation where \( \mathbb{H} \) is only assumed to be separable. Here, a model can be specified by defining the observations to be of the form \( X_1 = \sum_{j
ot\in \mathcal{I}} \sqrt{\lambda_j(\Sigma)} \zeta_{jj} \phi_j \) for a suitable sequence of random variables \( \{ \zeta_{jj} \}_{j
ot\in \mathcal{I}} \), while allowing \( \{ \lambda_j(\Sigma) \}_{j
ot\in \mathcal{I}} \) to be any sequence that satisfies condition 2.1(b), and allowing \( \{ \phi_j \}_{j
ot\in \mathcal{I}} \) to be any orthonormal basis. For condition 2.1(a) to hold, it is sufficient for the random variables \( \{ \zeta_{jj} \}_{j
ot\in \mathcal{I}} \) to be i.i.d. copies of \( \zeta_{11} \), where the latter random variable is centered with unit variance and satisfies \( \sup_{q \geq 2} q^{-2} \| \zeta_{11} \|_{L^q} \leq 1 \) for some \( \nu > 0 \) that is fixed with respect to \( n \). Notably, this moment condition is weaker than \( \zeta_{11} \) having a moment generating function, because if \( \zeta_{11} \) does have a moment generating function, then the condition holds with \( \nu = 1 \) [49, Prop. 2.7.1]. Lastly, condition 2.1(c) holds if the random variable \( \zeta_{11} \) has one additional property, which is that \( \text{var}(c^2_1) \geq 1 \). This conclusion is reached in two steps, by first considering the formula \( \langle A, J_d(A) \rangle = 2 \| A \|_F^2 + (\text{var}(c^2_1) - 2) \sum_{j=1}^d A_{jj}^2 \), which holds for all \( A \in \mathbb{S}^{d \times d} \) and all \( d \not\in \mathcal{J} \) whenever \( \{ \zeta_{jj} \} \) are i.i.d. copies of \( \zeta_{11} \) [3, eqn. 9.8.6]. In turn, by maximizing and minimizing this formula for \( \langle A, J_d(A) \rangle \) over the set of symmetric matrices with \( \| A \|_F = 1 \), the eigenvalues of \( J_d \) can be bounded away from zero and infinity via the calculations (3.6) through (3.8) in the proof of Proposition 3.2 below (while taking \( d = p \) and \( \Phi = I \) in the notation used there).

3.2. High dimensions

For data that reside in a Euclidean space \( \mathbb{H} = \mathbb{R}^p \), two of the most popular types of models in high-dimensional statistics and random matrix theory are elliptical models and Marčenko-Pastur models. Since both types allow for the spectral statistics in elliptical models. To provide some concrete examples for which the conditions of Proposition 3.1 hold, consider a random vector of the form \( Z_1 = \sqrt{n} U_1 \), where \( U_1 \in \mathbb{R}^p \) is uniformly distributed on the unit sphere, and \( \eta_1 \) is a positive random variable that is independent of \( U_1 \). If the random variable \( \eta_1 \) is generated as \( \eta_1 = \sum_{j=1}^{p} \eta_{jj} \) for some positive i.i.d. random variables \( \eta_{11}, \ldots, \eta_{pp} \) satisfying \( E(\eta_{11}) = 1 \), \( \text{var}(\eta_{11}) \geq 1 \), and \( \sup_{q \geq 2} q^{-2} \| \eta_{11} \|_{L^q} \leq 1 \) for some fixed \( \nu > 0 \) that does not depend on \( n \), then \( Z_1 \) satisfies all the conditions in the proposition with \( \nu = (\nu + 1)/2 \).
The class of distributions for \( \eta_1 \) generated in this way includes familiar parametric distributions such as Chi-Squared\((p)\), Gamma\((p, 1)\), and \( \tau \)-Negative-Binomial\((p, \tau)\) for any fixed \( \tau \in (0, 1) \).

More generally, it is natural to look for examples of conforming elliptical models when \( \mathbb{H} \) is infinite-dimensional. However, it turns out that the class of elliptical models is much more restricted in infinite dimensions. Specifically, if the covariance operator \( \Sigma \) does not have finite rank, then an elliptical model must be a scale mixture of Gaussian distributions [6, Prop. 2.1]. Such a mixture arises from a random element of the form \( \eta V \), where \( V \in \mathbb{H} \) is a centered Gaussian random element, and \( \eta \) is a non-negative random variable that is independent of \( V \). This contrasts sharply with the finite-dimensional setting, where many elliptical distributions are not of this type, such as the uniform distribution on the unit sphere of \( \mathbb{R}^p \). Also, it is possible to check that if \( \mathbb{H} \) is infinite-dimensional, then a scale mixture of Gaussian distributions can only satisfy Assumption 2.1 when the mixing variable \( \eta \) is a constant, resulting in a Gaussian distribution.

**Marčenko-Pastur models.** A random vector \( X_1 \in \mathbb{R}^p \) is said to follow a Marčenko-Pastur model if the following hold: There is a non-random positive semidefinite matrix \( M \in \mathbb{S}^{p \times p} \) and a random vector \( Z_1 \in \mathbb{R}^p \) having i.i.d. entries with \( E(Z_{1i}) = 0 \) and \( \text{var}(Z_{1i}) = 1 \), such that \( X_1 = M Z_1 \). We refer to [3, 12] for additional details on these models, which are sometimes referred to as independent component models.

**Proposition 3.2.** Suppose the random vector \( X_1 \in \mathbb{R}^p \) follows a Marčenko-Pastur model with a positive definite covariance matrix. Then, condition 2.1(a) holds when \( \sup_{\nu \geq 2} q^{-\nu} \| Z_{1i} \|_{L^\nu} \leq 1 \) for some constant \( \nu > 0 \) not depending on \( n \), and condition 2.1(c) holds when \( \text{var}(Z_{1i}^2) \simeq 1 \).

**Remarks.** The proof is given in Section 3.4. To see that the condition \( \text{var}(Z_{1i}^2) \simeq 1 \) is quite mild, note that the lower bound \( \text{var}(Z_{1i}^2) \geq 1 \) serves to avoid the extreme case when \( Z_{1i} \) is a Rademacher variable. That is, if \( Z_{1i} \) is standardized and \( \text{var}(Z_{1i}^2) = 0 \), then \( Z_{1i} \) must take the values \( \pm 1 \) with equal probability.

### 3.3. Proof of Proposition 3.1

To start, it is helpful to recognize that the matrix \( M \) is the same as \( \Sigma^{1/2} \). Also, for any \( d \in \{1, \ldots, p\} \), let \( \Phi \in \mathbb{R}^{p \times d} \) be the matrix whose columns are the leading \( d \) eigenvectors \( \phi_1, \ldots, \phi_d \) of \( \Sigma \), and let \( D = \text{Diag}(\lambda_1(\Sigma), \ldots, \lambda_d(\Sigma)) \). By the definition of \( (\zeta_{11}, \ldots, \zeta_{1d}) \) in Assumption 2.1, multiplying both sides of the equation \( X_1 = M Z_1 \) with the matrix \( D^{-1/2} \Phi^\top \) implies

\[
(\zeta_{11}, \ldots, \zeta_{1d}) = \Phi^\top Z_1.
\]

Furthermore, due to the orthogonal invariance of \( Z_1 \), it follows that \( \Phi^\top Z_1 \overset{d}{=} (Z_{11}, \ldots, Z_{1d}) \), and also, that all the coordinates of \( Z_1 \) have the same distribution. Therefore, condition 2.1(a) is implied by \( \sup_{\nu \geq 2} q^{-\nu} \| Z_{1i} \|_{L^\nu} \leq 1 \).

To address condition 2.1(c), the relation (3.1) implies that \( J_d \) is also the covariance operator of \( (\Phi^\top Z_1)(\Phi^\top Z_1)^\top \), and so the formula

\[
\langle A, J_d(A) \rangle = \text{var}(\langle \Phi^\top Z_1, A \Phi^\top Z_1 \rangle)
\]

holds for any \( A \in \mathbb{S}^{d \times d} \). Next, the orthogonal invariance of \( Z_1 \) with \( P(Z_1 = 0) = 0 \) implies that the random variable \( \| Z_1 \|_2 \) and the random vector \( Z_1/\| Z_1 \|_2 \) are independent, with \( Z_1/\| Z_1 \|_2 \) being uniformly distributed on the unit sphere of \( \mathbb{R}^p \) [38, Theorem 1.5.6]. Based on this, if we let \( r_p = \frac{1}{p(p+2)} \text{E}[\| Z_1 \|_2^4], \) then it follows from [23, Lemma A.1] that the right side of (3.2) can be computed exactly according to

\[
\text{var}(\langle \Phi^\top Z_1, A \Phi^\top Z_1 \rangle) = (r_p - 1) \text{tr}(A^2) + 2r_p \| A \Phi^\top \|_F^2,
\]

\[
= (r_p - 1) \text{tr}(A^2) + 2r_p \| A \|_F^2.
\]

Next, we need to use the algebraic fact that if \( H : \mathbb{S}^{d \times d} \to \mathbb{S}^{d \times d} \) is a self-adjoint linear operator that satisfies \( \langle A, H(A) \rangle = \langle A, J_d(A) \rangle \) for all \( A \in \mathbb{S}^{d \times d} \), then \( H = J_d \). Combining this fact with (3.2) and (3.3), we conclude that \( J_d \) has the following operator-based representation

\[
J_d(A) = (r_p - 1) \text{tr}(A) I + 2r_p A.
\]
We will now establish 2.1(c) by using the formula above to separately show that \( \lambda_{\text{max}}(J_d) \leq 1 \) and \( \lambda_{\text{min}}(J_d) \geq 1 \) (with these bounds holding uniformly with respect to \( d \)). For the largest eigenvalue, we have

\[
\lambda_{\text{max}}(J_d) = \sup_{\|A\|_F = 1} \langle A, J_d(A) \rangle \\
= \sup_{\|A\|_F = 1} (r_p - 1) \text{tr}(A)^2 + 2r_p \\
\leq [(r_p - 1) \vee 0] d + 2r_p,
\]

where the last step follows from the general inequality \( \text{tr}(A)^2 \leq \|A\|_F^2 d \). In the case when \( r_p < 1 \), we have \( \lambda_{\text{max}}(J_d) < 2 \), and so we may consider the case \( r_p \geq 1 \), where it is enough to bound \( (r_p - 1)d + 2r_p \). For this purpose, observe that the assumptions of Proposition 3.1 ensure there is a constant \( c > 0 \) not depending on \( p \) such that

\[
(3.4) \quad \mathbb{E}[Z_1]^2 = (\mathbb{E}[Z_1]^2)^2 + \text{var}(\|Z_1\|^2) \leq p^2 + cp.
\]

Hence,

\[
(r_p - 1)d + 2r_p = \left( \frac{\mathbb{E}[Z_1]^2 - p(p+2)}{p(p+2)} \right) d + 2 \frac{\mathbb{E}[Z_1]^2}{p(p+2)} \\
\leq \left( \frac{(c-2)p}{p(p+2)} \right) d + 2 \frac{p^2 + cp}{p(p+2)} \\
\leq 1.
\]

Therefore, we conclude that \( \lambda_{\text{max}}(J_d) \leq 1 \).

To lower bound \( \lambda_{\text{min}}(J_d) \), we proceed along similar lines,

\[
\lambda_{\text{min}}(J_d) = \inf_{\|A\|_F = 1} \langle A, J_d(A) \rangle \\
= \inf_{\|A\|_F = 1} (r_p - 1) \text{tr}(A)^2 + 2r_p.
\]

In the case when \( r_p \geq 1 \), this implies \( \lambda_{\text{min}}(J_d) \geq 2 \), and so it remains to consider the case when \( r_p < 1 \). This leads to

\[
\lambda_{\text{min}}(J_d) = - \sup_{\|A\|_F = 1} \left( (1 - r_p) \text{tr}(A)^2 \right) + 2r_p \\
= - (1 - r_p) d + 2r_p \\
= \left( \frac{\mathbb{E}[Z_1]^2 - p(p+2)}{p(p+2)} \right) d + 2 \frac{\mathbb{E}[Z_1]^2}{p(p+2)}.
\]

Similarly to (3.4), we have \( \mathbb{E}[Z_1]^2 \geq p^2 + c'p \) for some constant \( c' > 0 \) not depending on \( p \). Noting that \( d \leq p \), and that the condition \( r_p < 1 \) implies \( c' - 2 < 0 \), we have

\[
\lambda_{\text{min}}(J_d) \geq \frac{(c'-2)p}{p(p+2)} d + 2 \frac{p^2 + c'p}{p(p+2)} \\
\geq \frac{c'p}{p+2} \\
\geq 1,
\]

which completes the proof. \( \square \)
3.4. Proof of Proposition 3.2

As in the previous proof, note that the matrix $M$ is equal to $\Sigma^{1/2}$, and for any $d \in \{1, \ldots, p\}$, let $\Phi \in \mathbb{R}^{p \times d}$ be the matrix whose columns are the leading $d$ eigenvectors $\phi_1, \ldots, \phi_d$ of $\Sigma$. It follows that

\begin{equation}
(\zeta_{11}, \ldots, \zeta_{1d}) = \Phi^T Z_1,
\end{equation}

with the entries on the left side being as defined in Assumption (3.5). Due to Rosenthal’s inequality (Lemma 9.3 in Appendix 9), we have the following bound for any $q \geq 2$ and $j = 1, \ldots, d$,

\[
\|\zeta_{1j}\|_{L^q} = \left\| \sum_{l=1}^{p} \phi_{jl} Z_{1l} \right\|_{L^q} \\
\leq q \cdot \max \left\{ \left\| \sum_{l=1}^{p} \phi_{jl} Z_{1l} \right\|_{L^2}, \left( \sum_{l=1}^{p} \left\| \phi_{jl} Z_{1l} \right\|_{L^q} \right)^{1/q} \right\} \\
\leq q \cdot \max \{1, q^\nu \left( \sum_{l=1}^{p} |\phi_{jl}|^q \right)^{1/q} \} \\
\leq q^{\nu+1},
\]

where we have used the fact that $\phi_j$ is a unit vector. This handles the condition 2.1(a), since the exponent $\nu + 1$ here does not need to match the exponent $\nu$ appearing in condition 2.1(a).

Turning our attention to condition 2.1(c), fix any $A \in \mathbb{S}^{d \times d}$ and observe that (3.5) gives

\[
\langle A, J_d(A) \rangle = \text{var}(\langle Z_1, \Phi A \Phi^T Z_1 \rangle).
\]

Letting $\kappa = E(Z_{11}^2)$ and noting that $\Phi$ has orthogonal columns, we may evaluate the last expression using a known formula for the variance of a quadratic form involving i.i.d. random variables [3, eqn. 9.8.6],

\[
\text{var}(\langle Z_1, \Phi A \Phi^T Z_1 \rangle) = 2 \|A\|^2_2 + (\kappa - 3) \sum_{j=1}^{p} [\Phi A \Phi^T]_{jj}^2.
\]

This formula leads to an operator-based representation for $J_d$, due to the algebraic fact that $J_d$ is completely determined by the map $A \mapsto \langle A, J_d(A) \rangle$. Specifically, we have

\begin{equation}
J_d(A) = 2A + (\kappa - 3)\Phi^T \text{Diag}(\Phi A \Phi^T) \Phi,
\end{equation}

where we recall that $\text{Diag}(\cdot)$ acts on a matrix by setting the off-diagonal entries to 0 and leaving the diagonal entries unchanged. Now, we can compute the smallest eigenvalue of $J_d$ as

\[
\lambda_{\min}(J_d) = \inf_{\|A\|_F = 1} \langle A, J_d(A) \rangle \\
= 2 + \inf_{\|A\|_F = 1} (\kappa - 3)\langle \Phi A \Phi^T, \text{Diag}(\Phi A \Phi^T) \rangle.
\]

In the case when $\kappa \geq 3$, the last expression gives $\lambda_{\min}(J_d) \geq 2$. To handle the case when $\kappa < 3$, note that for any $A, B \in \mathbb{S}^{d \times d}$, we have $\langle B, \text{Diag}(B) \rangle \leq \|B\|_F^2$, as well as $\|\Phi A \Phi^T\|_F^2 = \|A\|_F^2$. Therefore,

\[
\lambda_{\min}(J_d) \geq 2 + (\kappa - 3)
\]


(3.7)

\[
\geq 1.
\]
Similarly, for the largest eigenvalue, we have
\[
\lambda_{\max}(J_d) = \sup_{\|A\|_{\rho}=1} \langle A, J_d(A) \rangle \\
= 2 + \sup_{\|A\|_{\rho}=1} (\kappa - 3) \left\langle \Phi A \Phi^T, \text{Diag}(\Phi A \Phi^T) \right\rangle \\
\leq 2 + |\kappa - 3| \\
\leq 1,
\]
(3.8)
as needed.

4. Outline of the proof of Theorem 2.1

Before organizing the main parts of the proof, we need to define a collection of objects that will appear frequently in the arguments.

**Special indices.** First, let \( \epsilon \) be as chosen in the statement of Theorem 2.1, and define the associated integer
\[
m = \left\lfloor n^{\frac{\beta - 1/2}{2(\beta + 3)}} \wedge \text{dim} \left( \mathcal{H} \right) \right\rfloor.
\]
(4.1)
The exponent on \( n \) in this definition serves only as a technical expedient, and a smaller choice of the exponent could also be used. Second, let \( C > 2/\beta/(2\beta - 1) \) be a constant fixed with respect to \( n \), and define
\[
\ell = \left\lfloor \frac{m}{C} \right\rfloor.
\]
(4.2)
Third, define
\[
k = \left\lfloor \frac{m}{\ell} \wedge \text{dim} \left( \mathcal{H} \right) \right\rfloor.
\]
(4.3)
and note that \( m, \ell, \) and \( k \) satisfy the ordering relation \( 1 \leq \ell \leq m \leq k \leq \text{dim} \left( \mathcal{H} \right) \).

**Projected data and covariance matrices.** Define the random vectors \( Y_1, \ldots, Y_n \in \mathbb{R}^k \) according to
\[
Y_i = (\langle X_i, \phi_1 \rangle, \ldots, \langle X_i, \phi_k \rangle).
\]
The common covariance matrix of \( Y_1, \ldots, Y_n \) is denoted as \( \Sigma_k = \mathbb{E}(Y_1 Y_1^\top) \in \mathbb{S}^{k \times k} \), and can alternatively be written as \( \Sigma_k = \text{Diag}(\lambda_1(\Sigma), \ldots, \lambda_k(\Sigma)) \). To lighten notation, we will also use \( \zeta_1 \in \mathbb{R}^k \) to denote the random vector
\[
\zeta_1 = (\zeta_{11}, \ldots, \zeta_{1k}),
\]
(4.4)
with entries as defined in Assumption 2.1.

The empirical and bootstrap versions of \( \Sigma_k \) are respectively denoted as
\[
\bar{\Sigma}_k = \frac{1}{n} \sum_{i=1}^n Y_i Y_i^\top \\
\bar{\Sigma}_k^* = \frac{1}{n} \sum_{i=1}^n Y_i^* (Y_i^*)^\top,
\]
(4.5)
(4.6)
where \( Y_1^*, \ldots, Y_n^* \) are sampled with replacement from \( Y_1, \ldots, Y_n \).

**Gaussian random matrices.** Let \( G \) be a centered Gaussian random matrix in \( \mathbb{S}^{k \times k} \) with the same covariance operator as \( \sqrt{n}(\bar{\Sigma}_k - \Sigma_k) \). (This also means that \( G \) has the same covariance operator as \( Y_1 Y_1^\top \).) The bootstrap version of \( G \) is denoted as \( G^* \), which is defined to be a random matrix in \( \mathbb{S}^{k \times k} \) whose conditional distribution \( \mathcal{L}(G^* | X) \) is centered and Gaussian with the same covariance operator as \( \mathcal{L}(\sqrt{n}(\bar{\Sigma}_k^* - \bar{\Sigma}_k) | X) \).
Subsets of the ball and associated seminorms. Let $\mathbb{B}^k$ denote the unit ball for the Euclidean norm in $\mathbb{R}^k$, and define the subsets

$$\mathbb{B}_\Delta^k = \left\{ u \in \mathbb{B}^k \mid \sum_{j=1}^m (u, e_j)^2 \geq m^{-2\beta+1} \right\}$$

(4.7)

$$\mathbb{B}_\nu^k = \mathbb{B}^k \setminus \mathbb{B}_\Delta^k.$$  

(4.8)

For any $A \in \mathbb{S}^{k \times k}$, define the associated seminorms

$$\|A\|_\Delta = \sup_{u \in \mathbb{B}_\Delta^k} |(u, Au)|$$

(4.9)

$$\|A\|_\nu = \sup_{u \in \mathbb{B}_\nu^k} |(u, Au)|.$$  

(4.10)

The intuition underlying the definition (4.7) is that $\mathbb{B}_\Delta^k$ consists of vectors in $\mathbb{B}^k$ that are “suitably aligned” with the first $m$ standard basis vectors. For the random matrix $G$, these directions play a dominant role, in the sense that the random variable $\|G\|^\Delta$ serves as an approximation to $\|G\|_{op}$. Moreover, because $\mathbb{B}_\nu^k$ excludes vectors $u$ for which the variance of $(u, Gu)$ is very small, it becomes feasible to establish anti-concentration properties of $\|G\|^\Delta$, which can then be transferred to $\|G\|_{op}$ and other random variables in our analysis. Lastly, the reason for introducing $\|\cdot\|_{\nu}$ is that the problem of showing that $\|G\|^\Delta$ and $\|G\|_{op}$ are closely coupled can be partially reduced to the problem of showing that $\|G\|_{\nu}$ is likely to be small.

A decomposition for Theorem 2.1. Recall that we use $d_K$ to denote the Kolmogorov metric, as described in the notation paragraph of Section 1. The proof is organized by bounding the distance of interest with five terms,

$$d_K\left( \mathcal{L}\left( \sqrt{n}\|\Sigma - \Sigma\|_{op}\right), \mathcal{L}\left( \sqrt{n}\|\Sigma^* - \Sigma\|_{op}\right) \right) \leq I_n + \Pi_n + \Pi_n + \Pi_n + \Pi_n.$$  

The definitions of the five terms, with brief descriptors, are as follows.

**Dimension reduction:**

$$I_n = d_K\left( \mathcal{L}\left( \sqrt{n}\|\Sigma - \Sigma\|_{op}\right), \mathcal{L}\left( \sqrt{n}\|\Sigma - \Sigma\|_{op}\right) \right)$$

**Gaussian approximation:**

$$\Pi_n = d_K\left( \mathcal{L}\left( \sqrt{n}\|\Sigma - \Sigma\|_{op}\right), \mathcal{L}\left( \|G\|_{op}\right) \right)$$

**Gaussian comparison:**

$$\Pi_n = d_K\left( \mathcal{L}\left( \sqrt{n}\|\Sigma - \Sigma\|_{op}\right), \mathcal{L}\left( \|G\|_{op}\right) \right)$$

**Bootstrap approximation:**

$$\Pi_n = d_K\left( \mathcal{L}\left( \sqrt{n}\|\Sigma^* - \Sigma\|_{op}\right), \mathcal{L}\left( \sqrt{n}\|\Sigma^* - \Sigma\|_{op}\right) \right)$$

**Dimension reduction:**

$$\Pi_n = d_K\left( \mathcal{L}\left( \sqrt{n}\|\Sigma - \Sigma\|_{op}\right), \mathcal{L}\left( \sqrt{n}\|\Sigma^* - \Sigma\|_{op}\right) \right)$$

Bounds on the five terms are developed in the respective Sections 5, 6, 7, 6, and 8. Once the bounds resulting from these sections are combined, the proof of Theorem 2.1 is complete.
5. The term $I_n$: Dimension reduction

**Proposition 5.1.** Suppose the conditions of Theorem 2.1 hold. Then,

$$I_n \leq n^{-\frac{\alpha-1/2}{2\alpha+1}}.$$ 

**Proof.** The Kolmogorov distance between the distributions of any two random variables $U$ and $V$ on the same probability space can be bounded as

$$(5.1) \quad d_K(\mathcal{L}(V), \mathcal{L}(U)) \leq P(|V - U| \geq \delta) + \sup_{t \in \mathbb{R}} P(|U - t| \leq \delta),$$

for any $\delta > 0$. For the remainder of the current proof, we will take $V = \sqrt{n}\|\Sigma - \Sigma\|_{\text{op}}$ and $U = \sqrt{n}\|\hat{\Sigma}_k - \Sigma_k\|_{\text{op}}$ so that $I_n = d_K(\mathcal{L}(V), \mathcal{L}(U))$. Also note that we may assume without loss of generality that $k < \dim(\mathbb{H})$, for otherwise $V = U$, and then $I_n = 0$.

The coupling probability $P(|V - U| \geq \delta)$ is handled by Lemma 5.1 below, which ensures that there is a constant $c > 0$ not depending on $n$ such that the following event holds with probability at most $c/n$,

$$\sqrt{n}\|\Sigma - \Sigma\|_{\text{op}} - \sqrt{n}\|\hat{\Sigma}_k - \Sigma_k\|_{\text{op}} \geq cn^{-\frac{\alpha-1/2}{2\alpha+1}} \log(n)^{\nu+1/2}.$$ 

Accordingly, we will take $\delta = cn^{-\frac{\alpha-1/2}{2\alpha+1}} \log(n)^{\nu+1/2}$ in (5.1).

To handle the anti-concentration probability in (5.1), we will use the fact that if two random variables are close in the Kolmogorov metric, then they have similar anti-concentration behavior. More precisely, if $W$ is any other random variable, then

$$(5.2) \quad \sup_{t \in \mathbb{R}} P(|U - t| \leq \delta) \leq \sup_{t \in \mathbb{R}} P(|W - t| \leq \delta) + 2d_K(\mathcal{L}(U), \mathcal{L}(W)).$$

In the current context, we will take $W = \|G\|_\alpha$, and Lemma 5.2 will show that $\sup_{t \in \mathbb{R}} P(\|G\|_\alpha - t \leq \delta)$ is at most of order $n^{-\frac{\alpha-1/2}{2\alpha+1}}$ based on the choice of $\delta$ mentioned earlier. Hence, it remains to bound $d_K(\mathcal{L}(U), \mathcal{L}(W))$, which will be based on a comparison with $\|G\|_{\text{op}}$, namely

$$d_K(\mathcal{L}(U), \mathcal{L}(W)) \leq d_K(\mathcal{L}(U), \mathcal{L}(\|G\|_{\text{op}})) + d_K(\mathcal{L}(\|G\|_{\text{op}}), \mathcal{L}(W)).$$

The first term on the right is the same as $I_n$, and Proposition 6.1 will show that it is at most of order $n^{-\frac{\alpha-1/2}{2\alpha+1}}$. Lastly, Proposition 5.2 will show that $d_K(\mathcal{L}(\|G\|_{\text{op}}), \mathcal{L}(W))$ is at most of order $1/n$, which completes the proof.

**Lemma 5.1.** Suppose the conditions of Theorem 2.1 hold. Then, there is a constant $c > 0$ not depending on $n$ such that the following event holds with probability at most $c/n$,

$$\sqrt{n}\|\Sigma - \Sigma\|_{\text{op}} - \sqrt{n}\|\hat{\Sigma}_k - \Sigma_k\|_{\text{op}} \geq cn^{-\frac{\alpha-1/2}{2\alpha+1}} \log(n)^{\nu+1/2}.$$ 

**Remark.** Strictly speaking, the difference $\sqrt{n}\|\Sigma - \Sigma\|_{\text{op}} - \sqrt{n}\|\hat{\Sigma}_k - \Sigma_k\|_{\text{op}}$ is always non-negative, but we have retained the absolute value, since it makes the statement of the lemma appear more natural when it is applied in the proof of Proposition 5.1.

**Proof.** For each $j \in J$, define the projection operator $\Pi_k : \mathbb{H} \to \mathbb{H}$ by

$$\Pi_k(x) = \sum_{j=1}^k \langle x, \phi_j \rangle \phi_j,$$

and let $I$ denote the identity operator on $\mathbb{H}$. Also, recall the notations $\hat{\Sigma}_k = \frac{1}{n} \sum_{i=1}^n Y_i Y_i^T$ and $\Sigma_k = E(\hat{\Sigma}_k)$, where $Y_i = (\langle x, \phi_1 \rangle, \ldots, \langle x, \phi_k \rangle)$ for all $i = 1, \ldots, n$. Since the map $x \mapsto (\langle x, \phi_1 \rangle, \ldots, \langle x, \phi_k \rangle)$ is an isometry from $\text{span}\{\phi_1, \ldots, \phi_k\}$ to $\mathbb{R}^k$, the variational representation for the operator norm of a compact operator [22, Theorem 4.3.6] implies

$$\|\hat{\Sigma}_k - \Sigma_k\|_{\text{op}} = \|\Pi_k(\Sigma - \Sigma)\Pi_k\|_{\text{op}}.$$
Therefore,
\[
\| \Sigma - \Sigma_k \|_{op} - \| \Sigma_k - \Sigma_k \|_{op} \leq \left\| (1 - \Pi_k)(\Sigma - \Sigma) + \Pi_k(\Sigma - \Sigma)(1 - \Pi_k) \right\|_{op}
\]
\[= 2 \left\| (1 - \Pi_k)(\Sigma - \Sigma) \right\|_{op} \]
\[\leq 2 \left\| \left( \frac{1}{1} \sum_{i=1}^{n} [(1 - \Pi_k)X_i] \otimes X_i - \mathbf{E} \left( (1 - \Pi_k)X_i \right) \otimes X_i \right) \right\|_{op}.
\]
(5.3)

Next, let $\mathcal{B}$ be the unit ball of $\mathbb{H}$, and define $\mathcal{B}_{-k} \subset \mathcal{B}$ as the subset of vectors $v \in \mathcal{B}$ satisfying $\langle v, \phi_j \rangle = 0$ for all $j = 1, \ldots, k$. Hence, for any $u \in \mathcal{B}$, there exists some $v \in \mathcal{B}_{-k}$ such that $\langle u, (1 - \Pi_k)X_i \rangle = \langle v, X_i \rangle$. So, applying the variational representation of the operator norm to the last expression in (5.3), we have
\[
\| \Sigma - \Sigma_k \|_{op} - \| \Sigma_k - \Sigma_k \|_{op} \leq \sup_{(v, w) \in \mathcal{B}_{-k} \times \mathcal{B}} 2 \left\| \frac{1}{n} \sum_{i=1}^{n} \langle v, X_i \rangle \langle X_i, w \rangle - \mathbf{E} \left( (v, X_i) \langle X_i, w \rangle \right) \right\|_{op}.
\]
(5.4)

Let $t > 0$ be a free parameter to be chosen later, and define the vectors
\[
\omega(t) = \frac{t}{E} + \frac{w}{E} \quad \text{and} \quad \tilde{\omega}(t) = \frac{t}{E} - \frac{w}{E}.
\]

Because the bilinear form $(v, w) \mapsto \langle v, X_i \rangle \langle X_i, w \rangle$ takes the same value when acting on $(v, w)$ and $(tv, \frac{w}{t})$, the polarization identity implies
\[
\langle v, X_i \rangle \langle X_i, w \rangle = \langle \omega(t), X_i \rangle^2 - \langle \tilde{\omega}(t), X_i \rangle^2.
\]

To control the squares on the right side, it is helpful to define the linear operator $A(t) : \mathcal{H} \rightarrow \mathcal{H} \oplus \mathcal{H}$ according to
\[
A(t)x = \left( t \sum_{j=1}^{n} (x, \phi_j) \phi_j, \frac{1}{t} x \right).
\]

Based on this definition, the following relations hold simultaneously for all $t > 0$ when the vectors $v$ and $w$ satisfy $(v, w) \in \mathcal{B}_{-k} \times \mathcal{B}$,
\[
\langle \omega(t), X_i \rangle = \left( \left( \frac{t}{E}, \frac{w}{E} \right), A(t)X_i \right) \quad \text{and} \quad \langle \tilde{\omega}(t), X_i \rangle = \left( \left( \frac{t}{E}, -\frac{w}{E} \right), A(t)X_i \right).
\]

Furthermore, by letting $\xi_i(t) = A(t)X_i$, and noting that $(\frac{w}{E}, \frac{w}{E})$ and $(\frac{t}{E}, -\frac{w}{E})$ lie in the unit ball $\mathcal{B}$ of $\mathcal{H} \oplus \mathcal{H}$, it follows from (5.4) that
\[
\left\| \Sigma - \Sigma_k \|_{op} - \| \Sigma_k - \Sigma_k \|_{op} \right\|_{op} \leq \sup_{u \in \mathcal{B}} 4 \left\| \frac{1}{n} \sum_{i=1}^{n} \langle u, \xi_i(t) \rangle^2 - \mathbf{E} \langle u, \xi_i(t) \rangle^2 \right\|_{op}
\]
\[= 4 \left\| \frac{1}{n} \sum_{i=1}^{n} \xi_i(t) \otimes \xi_i(t) - \mathbf{E} \xi_i(t) \otimes \xi_i(t) \right\|_{op}.
\]
(5.5)

The norm in the last line can be handled using Lemma 9.2, which provides a general bound on the operator norm error of sample covariance matrices in separable Hilbert spaces, developed previously in [29]. Specifically, if we let $q = \log(n) \lor 3$, then this result gives
\[
\left( \mathbf{E} \left\| \Sigma - \Sigma_k \|_{op} - \| \Sigma_k - \Sigma_k \|_{op} \right\|_{op}^{1/2} \right)^{1/2} \leq \left( \frac{2}{\sqrt{n}} \left\| \mathbf{E} \xi_i(t) \otimes \xi_i(t) \right\|_{op}^{1/2} \left( \mathbf{E} \left\| \xi_i(t) \right\|^{2q} \right)^{1/2} \right)^{1/2} \vee \left( \frac{2}{n} \left( \mathbf{E} \left\| \xi_i(t) \right\|^{2q} \right)^{1/2} \right).
\]
(5.6)
To bound the right side, first observe that
\[
\|\mathbf{E} \xi_1(t) \otimes \xi_1(t)\|_{op}^{1/2} = \|A(t)\Sigma^{1/2}\|_{op}
\]
(5.7)

\[
\leq t\lambda_k(\Sigma)^{1/2} + \frac{1}{t}\lambda_1(\Sigma)^{1/2}
\]
\[
\leq tk^{-\beta} + \frac{1}{t}.
\]

Next, we have
\[
(\mathbf{E}\|\xi_1(t)\|^2)_{q'} \leq t\|\sum_{j \geq k+1} (X_1, \phi_j)^2\|_{L^q}^{1/2} + \frac{1}{t}\|\sum_{j \geq 1} (X_1, \phi_j)^2\|_{L^q}^{1/2}
\]
(5.8)

\[
\leq q^{\nu}(t\|\sum_{j \geq k+1} j^{-2\beta}\|_{L^q}^{1/2} + \frac{1}{t}\|\sum_{j \geq 1} j^{-2\beta}\|_{L^q}^{1/2})
\]

\[
\leq q^{\nu}(tk^{-\beta+1/2} + \frac{1}{t}).
\]

Taking \( t = k^{\beta/2} \) in (5.7) and (5.8) gives
\[
\|\mathbf{E} \xi_1(t) \otimes \xi_1(t)\|_{op}^{1/2} \leq k^{-\beta/2},
\]
and
\[
(\mathbf{E}\|\xi_1(t)\|^2)_{q'} \leq q^{\nu} k^{-\beta/2 + 1/2}.
\]

Combining these bounds with (5.6), we have
\[
\left(\mathbf{E}\left\|\Sigma - \Sigma\|_{op} - \|\Sigma - \Sigma_k\|_{op}\right\|^{1/q}\right) \leq \left(\frac{q^{\nu} k^{-\beta/2 + 1/2}}{\sqrt{n}} + 1\right)
\]
(5.11)

\[
\leq \frac{q^{\nu} k^{-\beta/2 + 1/2}}{\sqrt{n}}.
\]

To finish the proof, note that we may assume that \( k < \dim(\mathbb{H}) \), for otherwise \( \|\Sigma - \Sigma\|_{op} \) and \( \|\Sigma - \Sigma_k\|_{op} \) are equal. Consequently, the definition of \( k \) in (4.3) implies \( k \geq n^{2\nu+1} \). Finally, rescaling both sides of (5.11) by \( \sqrt{n} \) and applying Chebyshev’s inequality leads to the stated result. \( \square \)

5.1. Anti-concentration inequality for \( \|G\|_\triangle \)

**Lemma 5.2.** Suppose the conditions of Theorem 2.1 hold, and let \( \delta_n \in (0, 1) \) be any numerical sequence that satisfies \( \sqrt{\log(1/\delta_n)} \leq m^{4\beta-1} \). Then,
\[
\sup_{t \in \mathbb{R}} \mathbf{P}\left(\|G\|_\triangle - t \leq \delta_n\right) \leq \delta_n m^{12\beta-3}.
\]

**Proof.** Define the set \( \Theta = \mathbb{B}^k \times \{\pm 1\} \), whose generic element is written as \( \theta = (v, s) \). Consider the centered Gaussian process \( \Gamma(\theta) = sv^\top Gv \) indexed by \( \Theta \), which satisfies
\[
\|G\|_\triangle = \sup_{\theta \in \Theta} \Gamma(\theta).
\]

For each \( \theta \in \Theta \), define \( \varsigma^2(\theta) = \text{var}(\Gamma(\theta)) \), as well as
\[
\varsigma = \sup_{\theta \in \Theta} \varsigma_n(\theta) \quad \text{and} \quad \varsigma = \inf_{\theta \in \Theta} \varsigma_n(\theta).
\]

(5.12)
In addition, define the expected supremum
\[ \mu = \mathbb{E}\left( \sup_{\theta \in \Theta} \Gamma(\theta) / \zeta(\theta) \right). \]

The anti-concentration inequality for Gaussian processes in Theorem 3 of [11] implies
\[ \sup_{t \in \mathbb{R}} P\left( |G|_\Delta - t | \leq \delta_n \right) \lesssim \frac{\delta_n}{\zeta} \cdot \left( \mu + \sqrt{1 \vee \log(\zeta/\delta_n)} \right). \]

(The dependence of this bound on \( \zeta \) and \( \bar{\zeta} \) is not given explicitly in the quoted result, but a brief inspection of its proof shows that it is sufficient to use a prefactor of \( \frac{\delta_n}{\zeta} \).) Lemma 5.3 below ensures that \( \zeta \) and \( \bar{\zeta} \) can be controlled as
\[ \zeta \gtrsim m^{-4\beta+1} \quad \text{and} \quad \bar{\zeta} \lesssim 1, \]
and so
\[ \frac{\zeta}{\bar{\zeta}} \lesssim m^{8\beta-2} \quad \text{and} \quad \sqrt{1 \vee \log(\zeta/\delta_n)} \lesssim m^{4\beta-1}. \]

Next, we bound \( \mu \) as
\[ \mu \leq \frac{1}{\zeta} \mathbb{E}\left( \sup_{\theta \in \Theta} \| \Gamma(\theta) \| \right) \leq m^{4\beta-1} \mathbb{E}\| G \|_F, \]
where the second step uses the norm inequalities \( \| \cdot \|_x \leq \| \cdot \|_0 \leq \| \cdot \|_F \). To conclude, will show \( \mathbb{E}\| G \|_F \lesssim 1 \) as follows. Since \( G \) has the same covariance operator as \( Y_1 Y_1^\top \), we have
\[ \left( \mathbb{E}\| G \|_F \right)^2 \leq \mathbb{E}\| G \|_F^2 \]
\[ = \mathbb{E}\| Y_1 Y_1^\top - \mathbb{E}(Y_1 Y_1^\top) \|_F^2 \]
\[ \leq \mathbb{E}\| Y_1 \|_2^4 \]
\[ = \left\| \sum_{j=1}^k \| \langle X_1, \phi_j \rangle \|_{L^2}^2 \zeta_{1j}^2 \right\|_{L^2}^2 \]
\[ \leq \left( \sum_{j=1}^k \| \langle X_1, \phi_j \rangle \|_{L^2}^2 \| \zeta_{1j} \|_{L^4}^2 \right)^2 \]
\[ \lesssim \left( \sum_{j=1}^k \lambda_j(\Sigma) \right)^2 \]
\[ \lesssim 1. \]

Applying the last several bounds to (5.13) yields the stated result.

**Lemma 5.3.** Suppose the conditions of Theorem 2.1 hold, and let \( \zeta \) and \( \bar{\zeta} \) be as defined in (5.12). Then,
\[ \zeta \gtrsim m^{-4\beta+1} \quad \text{and} \quad \bar{\zeta} \lesssim 1. \]

**Proof.** Recall that the elements of the set \( \Theta = \mathbb{B}_x \times \{ \pm 1 \} \) are written as \( \theta = (v, s) \), and that the vector \( \zeta_1 \in \mathbb{R}^k \) is defined in (4.4). Then,
\[ \zeta^2(\theta) = \text{var}(sv^\top Gv) \]
\[ = \text{var}\left( \| Y_1 Y_1^\top, vv^\top \| \right) \]
\[
= \text{var} \left( \| \zeta_1 \zeta_1^\top, \Sigma_k^{1/2} uv^\top \Sigma_k^{1/2} \| \right)
= \left\| \Sigma_k^{1/2} uv^\top \Sigma_k^{1/2}, J_k \left( \Sigma_k^{1/2} uv^\top \Sigma_k^{1/2}, \right) \right\|
\leq \left\| \Sigma_k^{1/2} uv^\top \Sigma_k^{1/2} \right\|^2_{\text{F}} \quad \text{(Assumption 2.1(c))}
= \langle v, \Sigma_k v \rangle^2,
\]

where we have used the cyclic property \( \langle ABC, D \rangle = \langle B, CDA \rangle \) for symmetric matrices \( A, B, C, D \) in going from the second to third lines.

On one hand, the previous calculation of \( \zeta^2(\theta) \) implies \( \zeta \leq 1 \), since \( \|v\|_2 \leq 1 \) and \( \|\Sigma_k\|_{\text{op}} = \|\Sigma\|_{\text{op}} \leq 1 \). On the other hand, recall that the condition \( \theta = (v, s) \in \Theta \) implies \( \sum_{j=1}^m (v, e_j)^2 \geq m^{-2\beta+1} \), and that \( \Sigma_k = \text{Diag}(\lambda_1(\Sigma), \ldots, \lambda_k(\Sigma)) \). Therefore, we have the lower bound

\[
\langle v, \Sigma_k v \rangle^2 \geq \left( \sum_{j=1}^m \lambda_j(\Sigma)(v, e_j)^2 \right)^2 \tag{5.14}
\geq \left( \lambda_m(\Sigma)m^{-2\beta+1} \right)^2 \tag{5.15}
\geq m^{-8\beta+2}. \tag{5.16}
\]

Hence, the lower bound \( \zeta(\theta) \geq m^{-4\beta+1} \) holds uniformly over \( \theta \in \Theta \), which completes the proof. \( \square \)

5.2. Approximating \( \| \cdot \|_{\text{op}} \) with \( \| \cdot \|_{\hat{\Delta}} \)

**Proposition 5.2.** Suppose the conditions of Theorem 2.1 hold. Then,

\[
d_K \left( \mathcal{L} (\|G\|_{\text{op}}), \mathcal{L} (\|G\|_{\hat{\Delta}}) \right) \leq \frac{\lambda}{n}. \tag{5.17}
\]

**Remark.** For the arguments used to prove Proposition 5.2 in this section, we may assume without loss of generality that the inequality \( m < \dim(\mathbb{H}) \) holds for all \( n \), due to the following reasoning: Based on the definitions of \( m \) and \( k \) in (4.1) and (4.3), if the condition \( m < \dim(\mathbb{H}) \) does not hold, then \( m = k = \dim(\mathbb{H}) \), and in this case the set \( \mathbb{B}_k \) defined in (4.7) contains the unit sphere of \( \mathbb{R}^k \). This implies that \( \| \cdot \|_{\text{op}} \) and \( \| \cdot \|_{\hat{\Delta}} \) are equal on \( \mathbb{S}^{k \times k} \), which means that the left side of (5.17) is 0.

**Proof.** Here, we only explain the proof at a high level, deferring the substantial steps to lemmas that are given later in this section. For any \( t \in \mathbb{R} \), define the events

\[
\mathcal{A}(t) = \{ \|G\|_{\hat{\Delta}} \leq t \} \quad \text{and} \quad \mathcal{B}(t) = \{ \|G\|_{\text{op}} > t \}. \tag{5.18}
\]

In terms of this notation, it is straightforward to check that the following relation holds for any \( t \in \mathbb{R} \),

\[
\left| \mathbb{P}(\|G\|_{\text{op}} \leq t) - \mathbb{P}(\|G\|_{\hat{\Delta}} \leq t) \right| = \mathbb{P}(\mathcal{A}(t) \cap \mathcal{B}(t)).
\]

For any given pair of real numbers \( t_1 \) and \( t_2 \) satisfying \( t_1 \leq t_2 \), it is possible to show that the following inclusion holds simultaneously for all \( t \in \mathbb{R} \),

\[
(\mathcal{A}(t) \cap \mathcal{B}(t)) \subset (\mathcal{A}(t_2) \cup \mathcal{B}(t_1)) \tag{5.19}
\]

This can be checked by separately considering the cases \( t > t_1 \) and \( t \leq t_1 \). In the case when \( t > t_1 \), we have \( \mathcal{B}(t) \subset \mathcal{B}(t_1) \), and hence

\[
(\mathcal{A}(t) \cap \mathcal{B}(t)) \subset \mathcal{B}(t) \subset \mathcal{B}(t_1) \subset (\mathcal{A}(t_2) \cup \mathcal{B}(t_1)).
\]
Secondly, when \( t \leq t_1 \), we must also have \( t \leq t_2 \), which implies \( \mathcal{A}(t) \subset \mathcal{A}(t_2) \), and then analogous reasoning can be used. After applying a union bound to (5.19) and taking a supremum over \( t \in \mathbb{R} \), we have

\[
d_{K} \left( \mathcal{L} \left( \| G \|_{op} \right), \mathcal{L} \left( \| G \|_{\infty} \right) \right) \leq P(\mathcal{A}(t_2)) + P(\mathcal{B}(t_1)).
\]

The lower-tail probability \( P(\mathcal{A}(t_2)) \) and the upper-tail probability \( P(\mathcal{B}(t_1)) \) will be analyzed respectively in Lemmas 5.5 and 5.7 below, and suitable values of \( t_1 \) and \( t_2 \) will be specified in those results so that (5.17) holds. Specifically, the values will be chosen so that \( t_1 \approx m^{-2\beta+1} \sqrt{\log(n)} \) and \( t_2 \approx \ell^{-2\beta} \sqrt{\log(\| t \|/2)} \). To check that these values satisfy the constraint \( t_1 \leq t_2 \) for all large \( n \), first note that the remark given before the current proof allows us assume that \( m < \dim(\mathbb{H}) \), which implies that \( m \) is at least a fractional power of \( n \). Consequently the definitions of \( m \) and \( \ell \) in (4.1) and (4.2) imply \( t_1/t_2 \to 0 \) as \( n \to \infty \).

5.2.1. Upper bound for \( P(\mathcal{A}(t_2)) \)

To upper bound the probability \( P(\mathcal{A}(t_2)) \) in the proof of Proposition 5.2, we will need a specialized lower-bound for the maxima of correlated Gaussian random variables, which was previously developed in Theorem 2.3 of [30]. For this purpose, we define the stable rank of any non-zero positive semidefinite matrix \( A \) as

\[
x(A) = \frac{\text{tr}(A)^2}{\| A \|_F^2}.
\]

To allow the lower-tail bound to be understood more clearly, we have stated it below in terms of an index \( N \) that is distinct from the sample size \( n \) in the current paper.

**Lemma 5.4** ([30] Theorem 2.3). Let \( (\gamma_1, \ldots, \gamma_N) \) be a Gaussian random vector with a correlation matrix \( R \), and entries satisfying \( E(\gamma_j) = 0 \) and \( \var(\gamma_j) = 1 \) for all \( j = 1, \ldots, N \). Also let \( a, b \in (0, 1) \) be any constants that are fixed with respect to \( N \). Then, there is a constant \( C > 0 \) depending only on \( a \) and \( b \) such that the following inequality holds for any integer \( l_N \) satisfying \( 2 \leq l_N \leq \frac{a}{\sqrt{1-a}} x(R) \),

\[
P \left( \max_{1 \leq j \leq N} \gamma_j \leq b \sqrt{2(1-a) \log(l_N)} \right) \leq C l_N^{-\frac{(1-a)(1-b)^2}{2a}} \log(l_N)^{-\frac{1-\alpha(2-b)-b}{2a}}.
\]

We now state the main result of this subsection, which yields the desired upper bound on \( P(\mathcal{A}(t_2)) \).

**Lemma 5.5.** Suppose the conditions of Theorem 2.1 hold, and that \( m < \dim(\mathbb{H}) \) holds for all \( n \). Then, there is a constant \( c_2 > 0 \) not depending on \( n \) such that the choice

\[
t_2 = c_2 \ell^{-2\beta} \sqrt{\log(\| t \|/2)}
\]

implies

\[
P(\mathcal{A}(t_2)) \leq \frac{1}{n}.
\]

**Proof.** Based on the definition of \( \| \cdot \|_\infty \) in (4.9), the inequality \( \| A \|_\infty \geq \max_{1 \leq j \leq \ell} \langle A, e_j e_j^\top \rangle \) holds for any \( A \in \mathbb{S}^{k \times k} \), and so

\[
P(\mathcal{A}(t_2)) \leq P \left( \max_{1 \leq j \leq \ell} \| G_j e_j e_j^\top \| \leq t_2 \right).
\]

The choice to take the maximum over \( j = 1, \ldots, \ell \) rather than \( j = 1, \ldots, m \) is made so that the magnitudes of \( t_2 \) and \( t_1 \) in (5.21) and (5.35) will satisfy \( t_1 \leq t_2 \) when \( n \) is large, as need in the proof of Proposition 5.2.) Let \( g_j = \langle G_j e_j e_j^\top \rangle \) for \( j = 1, \ldots, \ell \), and \( \tau = \min_{1 \leq j \leq \ell} \| g_j \|_{L^2} \). Also define the standardized variables \( \bar{g}_j = g_j/\| g_j \|_{L^2} \). Then, it is straightforward to check that

\[
P \left( \max_{1 \leq j \leq \ell} \| G_j e_j e_j^\top \| \leq t_2 \right) \leq P \left( \max_{1 \leq j \leq \ell} \bar{g}_j \leq \frac{t_2}{\tau} \right).
\]

To control \( t_2/\tau \), Lemma 5.6 will show that \( \tau \geq \ell^{-2\beta} \). Hence, for any numbers \( a, b \in (0, 1) \) that are fixed with respect to \( n \), there is a constant \( c_2 > 0 \) that may be used in the definition of \( t_2 \) in (5.21) such that

\[
\frac{t_2}{\tau} \leq b \sqrt{2(1-a) \log(\| t \|/2)}.
\]
We are almost in position to apply the lower-tail bound from Lemma 5.5 to the right side of (5.22), with \( \bar{g}_j \) playing the role of \( \gamma_j \), \( \ell \) playing the role of \( N \), and \( \ell^{1/2} \) playing the role of \( l_N \). One more ingredient we need is a lower bound on the stable rank of the correlation matrix \( R \) of the Gaussian vector \( (\bar{g}_1, \ldots, \bar{g}_\ell) \). Specifically, Lemma 5.6 below shows that

\[
(5.24) \quad r(R) \geq \ell.
\]

By the assumption that \( m < \text{dim}(\mathbb{H}) \), it follows that \( \ell \) is lower bounded by a fractional power of \( n \). Consequently, we have \([\ell^{1/2}] / \ell \to 0 \) as \( n \to \infty \). Moreover, (5.24) implies that for any fixed \( a, b \in (0, 1) \), we have \( 2 \leq \ell^{1/2} \leq \frac{4}{a} r(R) \) for all large \( n \). So, combining Lemma 5.4 with the bound (5.23) gives

\[
(5.25) \quad P \left( \max_{1 \leq j \leq \ell} \bar{g}_j \leq \frac{2}{a} \right) \leq \left[ \left( \frac{\lambda}{\ell} \right)^2 \right] \log \left( \frac{\ell^{1/2}}{1-a(2-b)^{1/2}} \right).
\]

Finally, since the number \( \ell \) is at least a fractional power of \( n \), and since \( a \) can be chosen arbitrarily small, the right side of (5.25) can be made to be at most of order \( 1/n \).

**Lemma 5.6.** Suppose the conditions of Theorem 2.1 hold. Then,

\[
(5.26) \quad \min_{1 \leq j \leq \ell} \text{var} \left( \langle G, e_j e_j^\top \rangle \right) \geq \lambda_\ell(\Sigma)^2.
\]

In addition, if \( R \) denotes the correlation matrix of the random vector \( (\langle G, e_1 e_1^\top \rangle, \ldots, \langle G, e_\ell e_\ell^\top \rangle) \), then

\[
(5.27) \quad r(R) \geq \ell.
\]

**Proof.** First we establish (5.26). Recall the notation \( \zeta_1 = (\zeta_{11}, \ldots, \zeta_{1k}) \), as well as the facts that \( e_j^\top Y_1 = \sqrt{\lambda_j(\Sigma)} e_j^\top \zeta_1 \), and that \( G \) has the same covariance operator as \( Y_1 Y_1^\top \). So, for any \( j = 1, \ldots, \ell \), we have

\[
(5.28) \quad \text{var}(\langle G, e_j e_j^\top \rangle) = \text{var}(\langle Y_1 Y_1^\top, e_j e_j^\top \rangle) = \lambda_j(\Sigma)^2 \text{var}(\langle \zeta_1^\top, e_j e_j^\top \rangle) = \lambda_j(\Sigma)^2 \text{var}(\langle e_j e_j^\top, J_k(e_j e_j^\top) \rangle) \geq \lambda_j(\Sigma)^2,
\]

where the last step follows from Assumption 2.1(c). This establishes (5.26).

Regarding (5.27), it suffices to show that \( \|R\|^2_F \leq \ell \), since \( \text{tr}(R) = \ell \). To proceed, recall the notation \( g_j = \langle G, e_j e_j^\top \rangle \), and note that the squared entries of \( R \) are given by

\[
(5.29) \quad R_{jj'}^2 = \frac{\text{cov}(g_j, g_{j'})^2}{\text{var}(g_j) \text{var}(g_{j'})}.
\]

By essentially repeating the first several steps of (5.28), we have

\[
\text{cov}(g_j, g_{j'}) = \lambda_j(\Sigma) \lambda_{j'}(\Sigma) \langle e_j e_j^\top, Jk(e_{j'} e_{j'}^\top) \rangle.
\]

If we let \( K \in \mathbb{S}^{\ell \times \ell} \) have entries \( K_{jj'} = \langle e_j e_j^\top, J_k(e_{j'} e_{j'}^\top) \rangle \), then (5.28) and (5.29) imply that the squared entries of \( R \) satisfy the bound \( R_{jj'}^2 \leq K_{jj'}^2 \). This yields

\[
(5.30) \quad \|R\|^2_F \leq \|K\|^2_F \leq \lambda_{\max}(K) \text{tr}(K).
\]

Next, observe that if the operator \( J_k \) is represented as a symmetric matrix of size \((\frac{k}{2} k(k+1))^2 \) with entries \( \langle e_i e_j^\top, J_k(e_i e_j^\top) \rangle \) for \( i \leq j \) and \( i' \leq j' \), then \( K \) corresponds to a principal submatrix of \( J_k \). Therefore, \( \lambda_{\max}(K) \leq \lambda_{\max}(J_k) \leq 1 \). To conclude, we have

\[
(5.31) \quad \|R\|^2_F \leq \text{tr}(K).
\]
2.1. Then, there is a constant $c_1 > 0$ not depending on $n$, such that the choice

\begin{equation}
 t_1 = c_1 m^{-2\beta + 1} \sqrt{\log(n)}
\end{equation}

implies

\begin{equation}
 P(B_t) \leq \frac{1}{n}.
\end{equation}

**Proof.** The overall idea for proving (5.36) is to develop an upper bound on the $L^q$ norm of the random variable $\|G\|_q$ and apply Chebyshev’s inequality. To begin with the details, let $\eta = m^{-\beta + 1/2}$, and define the diagonal linear operator $D : \mathbb{R}^k \to \mathbb{R}^k$ according to

\begin{equation}
 Dx = \sum_{j=1}^m 2\eta(x, e_j) e_j + \sum_{l=m+1}^k 2(x, e_l) e_l.
\end{equation}

In a moment, we will need to use the fact that the image of $[1, \ldots, m]$ under the inverse $D^{-1}$ is contained in the unit ball $B$. This can be seen by noting that for any $u \in B^k$ we have

\begin{align*}
\|D^{-1} u\|_2 &= \frac{1}{\eta} \sum_{j=1}^m (u, e_j) e_j + \frac{1}{2} \sum_{l=m+1}^k (u, e_l) e_l \\
&\leq \frac{1}{2\eta} \left( \sum_{j=1}^m (u, e_j)^2 \right)^{1/2} + \frac{1}{2} \|u\|_2 \\
&\leq 1,
\end{align*}

where the last step uses the definitions of $B^k$ and $\eta$. Hence, for any $u \in B^k$, there is a vector $w \in B^k$ such that $Dw = u$, which yields

\begin{align*}
\|G\|_q &\leq \sup_{w \in B^k} \left| \left( Dw, GDw \right) \right| \\
&\leq \|DGD\|_F,
\end{align*}

where for ease of notation we have identified $D$ with its matrix representation in the standard basis.

We are now in position to bound the $L^q$ norm of $\|G\|_q$, taking $q = \log(n) \vee 3$. Since the $(i,j)$ entry of $DGD$ is equal to $G_{ij}D_{ii}D_{jj}$, we have

\begin{equation}
\left\| \|G\|_q \right\|_{L^q} \leq \left( \sum_{i,j=1}^k |G_{ij}|^2 \sum_{i=1}^k D_{ii}^2 D_{jj}^2 \right)^{1/2}.
\end{equation}

Using a standard moment bound for centered Gaussian random variables [49, p.25], as well as the fact that $G$ has the same covariance operator as $Y_1 Y_1^T$, it follows that

\begin{align*}
\|G_{ij}\|_{L^q}^2 &\leq q \text{var}(G_{ij}) \\
&= q \text{var}(Y_1 Y_{1j}) \\
&\leq q \lambda_i(\Sigma) \lambda_j(\Sigma) E(\zeta_i^2 \zeta_j^2) \\
&\leq q \lambda_i(\Sigma) \lambda_j(\Sigma),
\end{align*}
where we recall that \( Y_1 = (\sqrt{\lambda_1(\Sigma)}\zeta_{i1}, \ldots, \sqrt{\lambda_k(\Sigma)}\zeta_{ik}) \). Combining with (5.38), we conclude that

\[
\|G\|_{L^q} \leq \sqrt{q} \sum_{j=1}^k \lambda_j(\Sigma) D_{jj}^2
\]

\[
\leq \sqrt{q} \left( \sum_{j=1}^m \eta^2 j^{-2\beta} + \sum_{j=m+1}^k j^{-2\beta} \right)
\]

\[
\leq \sqrt{q} (\eta^2 + m^{-2\beta+1})
\]

\[
\leq \sqrt{\log(n)} m^{-2\beta+1}.
\]

Under the choice of \( q = \log(n) \vee 3 \), this bound on \( \|G\|_{L^q} \) leads to the stated result via Chebyshev’s inequality.

\[ \square \]

6. The terms \( \Pi_n \) and \( \hat{\Pi}_n \): Gaussian and bootstrap approximation

**Proposition 6.1.** Suppose the conditions of Theorem 2.1 hold. Then,

(i) \( \Pi_n \leq n^{-\frac{\beta}{2n}} \).

In addition, there is a constant \( c > 0 \) not depending on \( n \) such that the event

(ii) \( \hat{\Pi}_n \leq cn^{-\frac{\beta+1/2}{4n}} \)

holds with probability at least \( 1 - c/n \).

**Proof.** We begin with part (i). Let \( \mathcal{C} \) denote the class of all convex Borel subsets of \( \mathbb{S}^{k \times k} \). Since the function \( \| \cdot \|_{op} \) is convex, we have

\[
\Pi_n = \sup_{t \in \mathbb{R}} \left| P\left( \sqrt{n}\| \Sigma_k - \Sigma_k \|_{op} \leq t \right) - P\left( \|G\|_{op} \leq t \right) \right|
\]

\[
(6.1)
\]

\[
\leq \sup_{t \in \mathbb{R}} \left| P\left( \sqrt{n}(\Sigma_k - \Sigma_k) \in \mathcal{C} \right) - P\left( G \in \mathcal{C} \right) \right|.
\]

Next, recall that \( \Sigma_k - \Sigma_k = \frac{1}{n} \sum_{i=1}^n Y_i Y_i^\top - \mathbf{E}(Y_i Y_i^\top) \), and let \( \mathcal{C} : \mathbb{S}^{k \times k} \to \mathbb{S}^{k \times k} \) denote the covariance operator of \( Y_i Y_i^\top \), so that for any \( A, B \in \mathbb{S}^{k \times k} \) we have

\[
\langle A, C(B) \rangle = \text{cov}\left( \langle A, Y_i Y_i^\top \rangle, \langle B, Y_i Y_i^\top \rangle \right).
\]

It is possible write the operator \( C \) more explicitly as

\[
(6.2) \quad C = \left( \Sigma_k^{1/2} \otimes \Sigma_k^{1/2} \right) J_k \left( \Sigma_k^{1/2} \otimes \Sigma_k^{1/2} \right),
\]

which can be verified by observing that the identity \( Y_k = \Sigma_k^{1/2} \zeta_1 \) and the definition of \( J_k \) yield

\[
\left\langle A, \left( \Sigma_k^{1/2} \otimes \Sigma_k^{1/2} \right) J_k \left( \Sigma_k^{1/2} \otimes \Sigma_k^{1/2} \right)(B) \right\rangle = \left\langle \Sigma_k^{1/2} A \Sigma_k^{1/2}, J_k (\Sigma_k^{1/2} B \Sigma_k^{1/2}) \right\rangle
\]

\[
= \text{cov}\left( \left\langle \Sigma_k^{1/2} A \Sigma_k^{1/2}, \zeta_1 \zeta_1^\top \right\rangle, \left\langle \Sigma_k^{1/2} B \Sigma_k^{1/2}, \zeta_1 \zeta_1^\top \right\rangle \right)
\]

\[
= \text{cov}\left( \left\langle A, Y_i Y_i^\top \right\rangle, \left\langle B, Y_i Y_i^\top \right\rangle \right).
\]

The representation of \( C \) in (6.2) shows that it is a composition of invertible operators, and hence invertible. So, for each \( i = 1, \ldots, n \), we may define

\[
(6.3) \quad M_i = C^{-1/2}\left( Y_i Y_i^\top - \mathbf{E}(Y_i Y_i^\top) \right),
\]
which we will regard as a centered and isotropic random vector in \( S_{k \times k} \). (Note that \( M_i \) takes values in \( S_{k \times k} \) since \( C^{-1/2} \) is an operator from \( S_{k \times k} \) to itself.) Using this definition, the bound (6.1) leads to

\[
(6.4) \quad \Pi_n \leq \sup_{C \in \mathcal{C}} \left| \mathbf{P}\left( \frac{1}{\sqrt{n}} (M_1 + \cdots + M_n) \in \mathcal{C} \right) - \gamma(\mathcal{C}) \right|
\]

where \( \gamma \) denotes the standard Gaussian distribution on \( S_{k \times k} \). To bound the last expression, we will apply a version of the multivariate Berry-Esseen Theorem due to [15], recorded later in Lemma 9.1, which yields

\[
(6.5) \quad \Pi_n \leq \frac{1}{n^{1/2}} \left( \frac{k(k+1)}{2} \right)^{1/4} \cdot \left( \mathbf{E}\|M_1\|_{F}^4 \cdot \left( |\log(\mathbf{E}\|M_1\|_{F}^4/n)| \vee 1 \right) \right)
\]

Finally, in Lemma 6.1, it is shown that \( \mathbf{E}\|M_1\|_{F}^4 \leq k^4 \), and combining this with \( k \leq n^{2/\nu} \) leads to the bound (i). Turning to part (ii), recall that \( Y_1^*, \ldots, Y_n^* \in \mathbb{R}^k \) are sampled with replacement from \( Y_1, \ldots, Y_n \). In addition, let \( \tilde{C} : S_{k \times k} \rightarrow S_{k \times k} \) denote the covariance operator of the conditional distribution of \( Y_i^* (Y_i^*)^\top \) given \( X_1, \ldots, X_n \). It follows from Lemma 6.3 that \( \tilde{C} \) is invertible with probability at least \( 1 - c/n \), and on this high probability event we may define the bootstrap counterpart of \( M_i \) as

\[
(6.6) \quad M_i^* = \tilde{C}^{-1/2} \left( Y_i^* (Y_i^*)^\top - \mathbf{E}(Y_i^* (Y_i^*)^\top | X) \right).
\]

Next, by repeating the steps in the proof of part (i), there is a constant \( c > 0 \) not depending on \( n \) such that the following bound holds with probability at least \( 1 - c/n \),

\[
\Pi_n \leq \frac{c}{n^{1/2}} \left( \frac{k(k+1)}{2} \right)^{1/4} \cdot \left( \mathbf{E}(\|M_1^*\|_{F}^4 | X) \right)^{1/2} \cdot \left( |\log(\mathbf{E}(\|M_1^*\|_{F}^4 | X)/n)| \vee 1 \right).
\]

Lastly, it is shown in Lemma 6.2 that the bound

\[
\mathbf{E}(\|M_1^*\|_{F}^4 | X) \leq c k^4 \log(n)^{8\nu}
\]

holds with probability at least \( 1 - c/n \), which leads to the statement (ii). \( \square \)

**Lemma 6.1.** If the conditions of Theorem 2.1 hold and \( M_1 \) is defined as in (6.3), then

\[
\mathbf{E}\|M_1\|_{F}^4 \leq k^4.
\]

**Proof.** Due to (6.2), the inverse of \( C \) is given by

\[
C^{-1} = \left( \Sigma_k^{-1/2} \otimes \Sigma_k^{-1/2} \right) J_k^{-1} \left( \Sigma_k^{-1/2} \otimes \Sigma_k^{-1/2} \right).
\]

Recall the notation \( \zeta_i = (\zeta_{i1}, \ldots, \zeta_{ik}) \) for each \( i = 1, \ldots, n \), and that this random vector satisfies \( \zeta_i = \Sigma_k^{-1/2} Y_i \). Using Assumption 2.1(c), the following bounds hold with probability 1,

\[
\|M_1\|_{F}^4 = \left\| Y_1 Y_1^\top - \mathbf{E}(Y_1 Y_1^\top), C^{-1} (Y_1 Y_1^\top - \mathbf{E}(Y_1 Y_1^\top)) \right\|^2
\]

\[
= \left\| \zeta_1 \zeta_1^\top - I, J_k^{-1} (\zeta_1 \zeta_1^\top - I) \right\|^2
\]

\[
\leq \min_{\|J_k\|_2} \| \zeta_1 \zeta_1^\top - I \|^4_{F}
\]

\[
\leq c \left( \| \zeta_1 \|^8 + k^2 \right)
\]

for some constant \( c > 0 \) not depending on \( n \). To complete the proof, it remains to bound \( \mathbf{E}\|\zeta_1\|_{2}^8 \), for which we have

\[
\left( \mathbf{E}\|\zeta_1\|_{2}^8 \right)^{1/4} \leq \sum_{j=1}^{k} \| \zeta_{ij} \|_{L^4} \leq k,
\]
as needed.

Lemma 6.2. Suppose that the conditions of Theorem 2.1 hold, and let $M^*_1$ be as defined in (6.6). Then, there is a constant $c > 0$ not depending on $n$ such that the following event holds with probability at least $1 - c/n$,

$$E\left(\|M^*_1\|_F^2 \mid X\right) \leq ck^4 \log(n)^{8r}.$$

Proof. The proof proceeds by analogy with that of Lemma 6.1, but involves some extra technical hurdles. First, let $\zeta_1^* = \Sigma_k^{-1/2} Y_1^*$, and let $\widehat{J}_k$ denote the conditional covariance operator of $\zeta_1^*(\zeta_1^*)^T$ given $X_1, \ldots, X_n$, which satisfies

\begin{equation}
\langle A, \widehat{J}_k(B) \rangle = \text{cov}\left(\langle A, \zeta_1^*(\zeta_1^*)^T \rangle, \langle B, \zeta_1^*(\zeta_1^*)^T \rangle \mid X\right)
\end{equation}

for any $A, B \in \mathbb{S}^{k \times k}$. Also, recall that $\widehat{C}$ denotes the covariance operator of $Y_1^*(Y_1^*)^T$ conditional on $X_1, \ldots, X_n$, which is related to $\widehat{J}_k$ through the formula

\begin{equation}
\widehat{C} = (\Sigma_k^{1/2} \otimes \Sigma_k^{1/2}) \widehat{J}_k \left(\Sigma_k^{1/2} \otimes \Sigma_k^{1/2}\right).
\end{equation}

Hence, $\widehat{C}$ is invertible whenever $\widehat{J}_k$ is, and it will be shown in Lemma 6.3 that there is a constant $c > 0$ not depending on $n$ such that the event $\{\min_i(\widehat{J}_k) \geq 1/c\}$ holds with probability at least $1 - c/n$. When this event occurs, we may bound $\|M^*_1\|_F^4$ according to

\begin{equation}
\|M^*_1\|_F^4 = \left\langle \left( Y_1^*(Y_1^*)^T - E(Y_1^*(Y_1^*)^T \mid X) \right), \widehat{C}^{-1}\left( (Y_1^*(Y_1^*)^T - E(Y_1^*(Y_1^*)^T \mid X) ) \right) \right\rangle^2
\end{equation}

\begin{equation}
= \left\langle \zeta_1^*(\zeta_1^*)^T - E(\zeta_1^*(\zeta_1^*)^T \mid X), \widehat{J}_k^{-1}\left( \zeta_1^*(\zeta_1^*)^T - E(\zeta_1^*(\zeta_1^*)^T \mid X) \right) \right\rangle^2
\end{equation}

\begin{equation}
\leq c\|\zeta_1^*(\zeta_1^*)^T - E(\zeta_1^*(\zeta_1^*)^T \mid X)\|_F^4
\end{equation}

\begin{equation}
\leq c\|\zeta_1^*\|^8 + cE\left(\|\zeta_1^*\|^8 \mid X\right).
\end{equation}

Therefore, the following event also occurs with probability at least $1 - c/n$,

\begin{equation}
E\left(\|M^*_1\|_F^4 \mid X\right) \leq cE\left(\|\zeta_1^*\|^8 \mid X\right)
\end{equation}

\begin{equation}
= \frac{c}{n} \sum_{i=1}^n \|\zeta_i\|^8.
\end{equation}

So, to obtain a high probability bound on $E\left(\|M^*_1\|_F^4 \mid X\right)$ it suffices to obtain a high probability bound on $\frac{1}{n} \sum_{i=1}^n \|\zeta_i\|^8$. For this purpose, let $q = \log(n) + 1$ and consider the moment bound

\begin{equation}
\left\| \frac{1}{n} \sum_{i=1}^n \|\zeta_i\|^8 \right\|_{L^q} \leq \left\| \|\zeta_1\|^8 \right\|_{L^q}
\end{equation}

\begin{equation}
\leq \left( \sum_{j=1}^k \|\zeta_{1j}\|^8 \right)^4
\end{equation}

\begin{equation}
\leq q^{8r} k^4,
\end{equation}

where the last step uses Assumption 2.1(a). Hence, by Chebyshev’s inequality, the event $\frac{1}{n} \sum_{i=1}^n \|\zeta_i\|^8 \geq c q^{8r} k^4$ occurs with probability at most $c/n$. Applying this to (6.11) completes the proof.

Lemma 6.3. Suppose the conditions of Theorem 2.1 hold. Then, there is a constant $c > 0$ not depending on $n$ such that the following events each hold with probability at least $1 - c/n$,

\begin{equation}
\|\widehat{J}_k - J_k\|_{\text{op}} \leq \frac{ck \log(n)^{2r+1/2}}{n^{1/2}},
\end{equation}

\begin{equation}
\|\widehat{C} - C\|_{\text{op}} \leq \frac{ck \log(n)^{2r+1/2}}{n^{1/2}}.
\end{equation}
(6.13) \[ \lambda_{\min}(\mathcal{J}_k) \geq 1/c. \]

In addition, if the event (6.13) holds, then the operator \( \mathcal{C} \) given by the formula (6.9) is invertible.

**Proof.** Due to Weyl’s inequality [20, Theorem 4.3.1] and Assumption 2.1(c), the statement (6.13) follows from (6.12). Also, the assertion that (6.13) implies the invertibility of \( \mathcal{C} \) is immediate from the formula (6.9).

It remains to prove (6.12). Let \( \overline{\zeta}^\top = \frac{1}{n} \sum_{i=1}^n \zeta_i \zeta_i^\top \), and note from (6.8) that the operator \( \mathcal{J}_k \) can be expressed as

\[
\mathcal{J}_k = \frac{1}{n} \sum_{i=1}^n (\zeta_i^\top \zeta_i - \frac{1}{n}) \otimes (\zeta_i^\top - \overline{\zeta}^\top).
\]

To decompose \( \mathcal{J}_k \), define

\[
\mathcal{J}_k' = \frac{1}{n} \sum_{i=1}^n (\zeta_i^\top - I) \otimes (\zeta_i^\top - I), \quad \text{and} \quad \mathcal{J}_k'' = (\overline{\zeta}^\top - I) \otimes (\overline{\zeta}^\top - I)
\]

so that \( \mathcal{J}_k = \mathcal{J}_k' - \mathcal{J}_k'' \), which yields the bound

(6.14) \[ \| \mathcal{J}_k - J_k \|_\text{op} \leq \| \mathcal{J}_k' - J_k \|_\text{op} + \| \mathcal{J}_k'' \|_\text{op}. \]

For the first term on the right side, note that if we put \( \xi_i = \zeta_i^\top - I \), then \( \mathbf{E}(\xi_i \otimes \xi_i) = J_k \), and so we may apply Lemma 9.2 to obtain the following bound with \( q = \log(n) \lor 3 \),

\[
\left( \mathbf{E} \| \mathcal{J}_k' - J_k \|_\text{op}^{1/q} \right)^{1/q} \leq \left( \mathbf{E} \left\| \frac{1}{n} \sum_{i=1}^n \xi_i \otimes \xi_i - \mathbf{E}(\xi_i \otimes \xi_i) \right\|_\text{op}^q \right)^{1/q} \leq \left( \frac{\sqrt{n}}{\sqrt{q}} \| J_k \|_\text{op}^{1/2} (\mathbf{E} \| \xi_1 \|_{F}^{2q}) \right)^{1/2} \sqrt{\frac{q}{n} (\mathbf{E} \| \xi_1 \|_{F}^{2q})}^{1/2}.
\]

Furthermore, we have

(6.15) \[ \left( \mathbf{E} \| \xi_1 \|_{F}^{2q} \right)^{1/2} \leq \left( \mathbf{E} \| \xi_1 \|_2^{4q} \right)^{1/4} + \sqrt{k} \leq \sum_{j=1}^k \| \xi_{1j} \|_{L^4}^2 + \sqrt{k} \leq q^{2r} k + \sqrt{k}, \]

where we have used Assumption 2.1(a) in the last step. Combining this with \( \| J_k \|_\text{op} \leq 1 \) from Assumption 2.1(c) yields

\[
\left( \mathbf{E} \| \mathcal{J}_k' - J_k \|_\text{op}^{1/q} \right)^{1/q} \leq \left( \frac{\sqrt{n}}{\sqrt{q}} (q^{2r} k + \sqrt{k}) \right)^{1/4} \left( \frac{q}{n} (q^{2r} k + \sqrt{k})^2 \right)^{1/2} \leq \frac{q^{2r+1/2} k}{n^{1/2}}.
\]

To bound the second term on the right side of (6.14), observe that

\[
\| \mathcal{J}_k'' \|_\text{op} = \left\| \overline{\zeta}^\top - I \right\|_F \leq k \| \sum_{i=1}^n \zeta_i \zeta_i^\top - I \|_\text{op}^2.
\]
where we have used the fact that $\| \cdot \|_p^2 \leq k \cdot \| \cdot \|_{op}^2$ on $\mathbb{S}^{k \times k}$. Since $\mathbf{E}(\zeta_1^l \zeta_1^l) = I$, we may apply Lemma 9.2 to the last line, which yields

$$
(\mathbf{E}[\tilde{J}_k]\|_{op}^q)^{1/q} \leq k \left( \frac{\mathbf{G} \mathbf{E}[\zeta_1^l]_{2,q}^{\frac{1}{2}}}{\sqrt{n}} \mathbf{V} \left( \frac{\mathbf{G} \mathbf{E}[\zeta_1^l]_{2,q}^{\frac{1}{2}}}{\sqrt{n}} \right) \right)^2 \\
\leq k \left( \frac{\mathbf{G} \mathbf{E}[\zeta_1^l]_{2,q}^{\frac{1}{2}}}{\sqrt{n}} \mathbf{V} \left( \frac{\mathbf{G} \mathbf{E}[\zeta_1^l]_{2,q}^{\frac{1}{2}}}{\sqrt{n}} \right) \right)^2 \\
\leq \frac{q^{2v+1}k^2}{n},
$$

where we have re-used part of (6.15) in the second step. Combining the last several steps and noting that $q^{2v+1}k^2/n \leq q^{2v+1/2}k/n^{1/2}$ gives

$$
(\mathbf{E}[\tilde{J}_k - J_k]\|_{op}^q)^{1/q} \leq \frac{q^{2v+1/2}k}{n^{1/2}}.
$$

Therefore, the stated bound (6.12) follows from Chebyshev’s inequality. \hfill $\square$

7. The term $\Pi_n$: Gaussian comparison

**Proposition 7.1.** Suppose the conditions of Theorem 2.1 hold. Then, there is a constant $c > 0$ not depending on $n$ such that the event

$$
(7.1) \quad \Pi_n \leq cn^{-\frac{3}{2v+1}}
$$

holds with probability at least $1 - c/n$.

**Proof.** Define the operator $\tilde{D} : \mathbb{S}^{k \times k} \to \mathbb{S}^{k \times k}$, according to $\tilde{D} = J_k^{-1/2} \tilde{J}_k J_k^{-1/2} - I$, where $I$ is the identity operator. As an initial step, we claim that the following bound holds with probability 1,

$$
(7.2) \quad \Pi_n \leq 2k \| \tilde{D} \|_{op}.
$$

In verifying the claim, we may restrict our attention to the case when the event $\{ \| \tilde{D} \|_{op} \leq 1/2 \}$ holds, since $\Pi_n$ cannot be greater than 1. To proceed, we will adapt an argument from the proof of Lemma A.7 in [46]. Let $\mathcal{B}$ denote the collection of all Borel subsets of $\mathbb{S}^{k \times k}$, and let $d_{KL}$ denote the KL-divergence. Pinsker’s inequality implies

$$
\Pi_n = \sup_{t \in \mathbb{R}} \left| \mathbf{P}(\| G \|_{op} \leq t) - \mathbf{P}(\| G^* \|_{op} \leq t) \right|
$$

$$
\leq \sup_{G \in \mathcal{B}} \left| \mathbf{P}(G \in \mathcal{B}) - \mathbf{P}(G^* \in \mathcal{B}) \right|
$$

$$
\leq \frac{1}{\sqrt{2}} \sqrt{d_{KL}(\mathcal{L}(G), \mathcal{L}(G^*|X))}.
$$

Since the distributions $\mathcal{L}(G)$ and $\mathcal{L}(G^*|X)$ are centered and Gaussian, the KL-divergence between them can be calculated explicitly in terms of the their respective covariance operators $C$ and $\tilde{C}$,

$$
(7.3) \quad d_{KL}(\mathcal{L}(G), \mathcal{L}(G^*|X)) = \frac{1}{2} \left( \mathbf{tr}(C^{-1} \tilde{C}) - \mathbf{tr}(1) - \log \det(C^{-1} \tilde{C}) \right).
$$

To modify the formula for the KL divergence, recall the formulas for $C$ and $\tilde{C}$ given in (6.2) and (6.9), and note that the following algebraic relations hold

$$
\mathbf{tr}(C^{-1} \tilde{C}) = \mathbf{tr}(\tilde{D} + 1)
$$

$$
\log \det(C^{-1} \tilde{C}) = \log \det(\tilde{D} + 1).
$$
Applying these relations to (7.3) gives
\[ d_{KL}(\mathcal{L}(G), \mathcal{L}(G^*|X)) = \sum_{j=1}^{k(k+1)/2} \frac{1}{c} \left( \lambda_j(\widehat{D}) - \log(\lambda_j(\widehat{D}) + 1) \right). \]

Noting that \(|\lambda_j(\widehat{D})| \leq \|\widehat{D}\|_{op} \leq 1/2\), the claim (7.2) follows from the basic inequality \(x - \log(x + 1) \leq x^2\) for \(|x| \leq 1/2\).

Finally, to complete the proof of the proposition, it remains to develop a high-probability upper bound on \(\|\widehat{D}\|_{op}\). By Lemma 6.3 and Assumption 2.1(c), there is a constant \(c > 0\) not depending on \(n\) such that the following bounds hold with probability at least \(1 - c/n\),
\[
\|\widehat{D}\|_{op} = \|J_k^{-1/2}(\widehat{J}_k - J_k)J_k^{-1/2}\|_{op} \\
\leq \frac{1}{\lambda_{\min}(J_k)} \|\widehat{J}_k - J_k\|_{op} \\
\leq \frac{ck \log(n)^{2\nu+1/2}}{n^{1/2}}.
\]

Applying the bound \(k \leq n^{\frac{\beta - 1/2}{2\nu + 1/2}}\) to (7.4) and (7.2) implies the stated result. (It is worth noting that (7.4) actually implies a bound on \(\Pi_n\), that is somewhat stronger than the one stated (7.1). Nevertheless, (7.1) is easier to connect to the rest of the proof of Theorem 2.1 and is all that is needed.)

\[
8. \text{ The term } \widehat{I}_n: \text{ Dimension reduction} \]

**Proposition 8.1.** Suppose the conditions of Theorem 2.1 hold. Then, there is a constant \(c > 0\) not depending on \(n\) such that the event
\[
\widehat{I}_n \leq c n^{-\frac{\beta - 1/2}{2\nu + 1/2}}
\]
holds with probability at least \(1 - c/n\).

**Proof.** As a temporary shorthand, let \(V^* = \sqrt{n}\|\Sigma^* - \Sigma\|_{op}\) and \(U^* = \sqrt{n}\|\Sigma^*_k - \Sigma_k\|_{op}\), and note that (5.1) implies the following almost-sure bound on \(\widehat{I}_n\) for any \(\delta > 0\),
\[
\widehat{I}_n \leq \mathbb{P}(|V^* - U^*| \geq \delta |X|) + \sup_{t \in \mathbb{R}} \mathbb{P}(|U^* - t| \leq \delta |X|).
\]

The coupling probability on the right side is handled by Lemma 8.1, which shows that there is a constant \(c > 0\) not depending on \(n\), such that if \(\delta = cn^{-\frac{\beta - 1/2}{2\nu + 1/2}} \log(n)^{\nu + 1/2}\), then the event
\[
\mathbb{P}(|V^* - U^*| \geq \delta |X|) \leq \frac{c}{n}
\]
holds with probability at least \(1 - c/n\).

With regard to the anti-concentration probability on the right side of (8.1), the reasoning in the proof of Proposition 5.1 leading up to (5.2) may be re-used to give
\[
\sup_{t \in \mathbb{R}} \mathbb{P}(|U^* - t| \leq \delta |X|) \leq \sup_{t \in \mathbb{R}} \mathbb{P}(\|G\|_{\infty} - t|X| \leq \delta) + 2d_K(\mathcal{L}(U^*|X), \mathcal{L}(\|G\|_{\infty})).
\]

For the stated choice of \(\delta\), Lemma 5.2 shows that \(\sup_{t \in \mathbb{R}} \mathbb{P}(\|G\|_{\infty} - t|X| \leq \delta)\) is at most of order \(n^{-\frac{\beta - 1/2}{2\nu + 1/2}}\). Also, the triangle inequality for \(d_K\) gives
\[
d_K(\mathcal{L}(U^*|X), \mathcal{L}(\|G\|_{\infty})) \leq \Pi_n + \Pi_n + d_K(\|G\|_{op}, \|G\|_{\infty}),
\]
and the three terms in this bound are respectively handled in Propositions 6.1, 7.1, and 5.2. Collectively, these results show that the sum of terms is at most \(cn^{-\frac{\beta - 1/2}{2\nu + 1/2}}\) with probability at least \(1 - c/n\), for some constant \(c > 0\) not depending on \(n\), which completes the proof. \(\square\)
Lemma 8.1. Suppose the conditions of Theorem 2.1 hold. Then, there is a constant \( c > 0 \) not depending on \( n \) such that the following event holds with probability at least \( 1 - c/n \),

\[
P\left( \left| \sqrt{n} \left| \mathbf{S}^* - \mathbf{\Sigma}_k \right| \mathbf{op} - \sqrt{n} \left| \mathbf{\Sigma}_k - \mathbf{\Sigma}_k \right| \mathbf{op} \right| \geq c n^{-\beta/2} \log(n) \right) \leq \frac{1}{n}.
\]

Proof. For any \( t > 0 \), let the operator \( A(t) : \mathbb{H} \to \mathbb{H} \oplus \mathbb{H} \) be as defined in the proof of Lemma 5.1, and let \( \zeta_1^{*}(t) = A(t)X_1^{*} \).

The proof of that lemma can be repeated up to (5.6) to establish the following almost-sure bound with \( q = \log(n) \vee 3 \),

\[
\left( E \left| \sqrt{n} \mathbf{S}^* - \mathbf{\Sigma}_k \mathbf{op} - \sqrt{n} \left| \mathbf{\Sigma}_k - \mathbf{\Sigma}_k \right| \mathbf{op} \right| \right)^{1/q} \leq c \left( \frac{\sqrt{q}}{\sqrt{n}} \right) \left( E \left( \left| \mathbf{\Sigma}_1^* (t) \mathbf{\Sigma}_1 (t) \right| \mathbf{X} \right)^{1/2} \right)^{1/2} \left( E \left( \left( \mathbf{\Sigma}_1^* (t) \right)^{2q} \mathbf{X} \right) \right)^{1/2} \\
\leq c \left( \frac{\sqrt{q}}{\sqrt{n}} \right) \left( E \left( \left| \mathbf{\Sigma}_1^* (t) \right| \mathbf{X} \right)^{1/2} \right)^{1/2} \left( E \left( \left( \mathbf{\Sigma}_1^* (t) \right)^{2q} \mathbf{X} \right) \right)^{1/2} 
\]

for some absolute constant \( c > 0 \). The operator norm on the right side satisfies

\[
\left\| E (\mathbf{\Sigma}_1^* (t) \mathbf{\Sigma}_1 (t) \mathbf{X}) \right\|_{\mathbf{op}} = \left\| \frac{1}{n} \sum_{i=1}^{n} \mathbf{\Sigma}_1 (t) \mathbf{\Sigma}_1 (t) \mathbf{X} \right\|_{\mathbf{op}} \\
\leq \left\| \frac{1}{n} \sum_{i=1}^{n} \mathbf{\Sigma}_1 (t) \mathbf{\Sigma}_1 (t) - E (\mathbf{\Sigma}_1 (t) \mathbf{\Sigma}_1 (t)) \right\|_{\mathbf{op}} + \left\| E (\mathbf{\Sigma}_1 (t) \mathbf{\Sigma}_1 (t)) \right\|_{\mathbf{op}}.
\]

Using (5.5) through (5.11) with the choice \( t = k^{\beta/2} \), we obtain the following bound with probability at least \( 1 - c/n \),

\[
\left\| E (\mathbf{\Sigma}_1 (t) \mathbf{\Sigma}_1 (t) \mathbf{X}) \right\|_{\mathbf{op}} \leq c k^{-\beta}.
\]

Next, to deal with \( E \left( \left( \mathbf{\Sigma}_1 (t) \right)^{2q} \mathbf{X} \right)^{1/2} \), we may use (5.10) to obtain

\[
\left\| E \left( \left( \mathbf{\Sigma}_1 (t) \right)^{2q} \mathbf{X} \right)^{1/2} \right\|_{L^{4q}} = \left( E \left( \left\| \mathbf{\Sigma}_1 (t) \right\|^{2q} \right) \right)^{1/4} \leq q^q k^{-\beta+1/2}.
\]

So, Chebyshev’s inequality implies that the bound

\[
\left( E \left( \left( \mathbf{\Sigma}_1 (t) \right)^{2q} \mathbf{X} \right)^{1/2} \right)^{1/2} \leq c q^q k^{-\beta+1/2}
\]

holds with probability at least \( 1 - c/n \). Applying (8.6) and (8.8) to (8.4) shows that the bound

\[
\left( E \left( \left| \mathbf{\Sigma}_1^* (t) \mathbf{\Sigma}_1 (t) \mathbf{X} \right| \right)^{1/q} \right)^{1/q} \leq \frac{c q^{q+1} k^{-\beta+1/2}}{\sqrt{n}}
\]

holds with probability at least \( 1 - c/n \). Finally, note that we may assume that \( k < \dim(\mathbb{H}) \), for otherwise the random variables \( \mathbf{\Sigma}_1^* - \mathbf{\Sigma}_1 \mathbf{op} \) and \( \mathbf{\Sigma}_1^* - \mathbf{\Sigma}_1 \mathbf{op} \) are equal. Consequently, the definition of \( k \) implies that \( k \geq n^{\beta/2} \).

9. Background results

To clarify a bit of terminology in the following result, we say that a random matrix \( M \in \mathbb{S}^{d \times d} \) is isotropic if \( \text{cov}(\langle A, M \rangle, \langle B, M \rangle) = \langle A, B \rangle \) holds for all \( A, B \in \mathbb{S}^{d \times d} \).

Lemma 9.1 ([15], Theorem 2.1). Let \( M_{1}, \ldots, M_{n} \) be i.i.d. random matrices in \( \mathbb{S}^{d \times d} \) that are centered and isotropic. In addition, let \( \gamma \) denote the standard Gaussian distribution on \( \mathbb{S}^{d \times d} \), and let \( \mathcal{C} \) denote the class of all convex Borel subsets of \( \mathbb{S}^{d \times d} \). Then, there is an absolute constant \( c > 0 \) such that

\[
\sup_{C \in \mathcal{C}} \left( \left| \mathbb{P} \left( \frac{1}{\sqrt{n}} (M_1 + \cdots + M_n) \in C \right) - \gamma(C) \right| \right) \leq c \frac{d^{d+1}}{n^{1/2}} \cdot \left( E \left( \left\| M_1 \right\|_{F}^{4} \right) \right)^{1/2} \cdot \left( \left( \log \left( \left\| M_1 \right\|_{F}^{2} / n \right) \right) \right) \vee 1.
\]
Remark. In the paper [15], this result is stated in terms of i.i.d. random vectors \( V_1, \ldots, V_n \in \mathbb{R}^d \) that are centered and isotropic. Letting \( Z \in \mathbb{R}^d \) denote a standard Gaussian vector, and letting \( \mathcal{H} \) denote the class of all convex Borel subsets of \( \mathbb{R}^d \), the result states that there is an absolute constant \( c > 0 \) such that

\[
\sup_{\mathcal{H} \in \mathcal{H}} \left| \mathbb{P} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^n V_i \in \mathcal{H} \right) - \mathbb{P} (Z \in \mathcal{H}) \right| \leq \frac{d^{d/2}}{c^{d/2}} \cdot \left( \mathbb{E} \| V_1 \|_2^4 \right)^{1/2} \left( \log \left( \mathbb{E} \| V_1 \|_2^4 / n \right) \right)^{1/2} \cdot \left( \left| \mathbb{E} \| V_1 \|_2^4 / n \right| \right).
\]

This bound directly implies (9.1) due to the fact that \( (\mathbb{R}^{d(d+1)/2}, \langle \cdot, \cdot \rangle) \) and \( (\mathbb{S}^{d-1}, \langle \cdot, \cdot \rangle) \) are isometric. In particular, for any isometry \( \psi : \mathbb{S}^{d-1} \rightarrow \mathbb{R}^{d(d+1)/2} \), it can be checked that if \( M_1, \ldots, M_n \) are i.i.d. centered isotropic random matrices in \( \mathbb{S}^{d-1} \), then \( \psi(M_1), \ldots, \psi(M_n) \) are centered isotropic random vectors in \( \mathbb{R}^{d(d+1)/2} \). Furthermore, \( \psi \) preserves convexity, and the relation \( \| M_1 \|_F = \| \psi(M_1) \|_2 \) holds almost surely.

Lemma 9.2 ([29], Theorem 2.2). Let \( q \geq 3 \), and let \( \xi_1, \ldots, \xi_n \) be i.i.d. random elements of a real separable Hilbert space with norm \( \| \cdot \| \). Also, define the quantity

\[
r(q) = \frac{q \left( \mathbb{E} \| \xi_1 \|^{2q} \right)^{1/2}}{\| \mathbb{E} \xi_1 \otimes \xi_1 \|_{\text{op}}}.
\]

Then, there is an absolute constant \( c > 0 \) such that

\[
\left( \mathbb{E} \left\| \frac{1}{n} \sum_{i=1}^n \xi_i \otimes \xi_i - \mathbb{E} \xi_i \otimes \xi_i \right\|_q^q \right)^{1/q} \leq c \| \mathbb{E} \xi_1 \otimes \xi_1 \|_{\text{op}} \left( \left( \frac{r(q)}{c^{1/2}} \mathbb{E} \| \xi_1 \|^{2q} \right)^{1/2} + \sqrt{\frac{r(q)}{c} \mathbb{E} \| \xi_1 \|^{2q}} \right).
\]

In particular, when \( q \geq 3 \),

\[
\left( \mathbb{E} \left\| \frac{1}{n} \sum_{i=1}^n \xi_i \otimes \xi_i - \mathbb{E} \xi_i \otimes \xi_i \right\|_q^q \right)^{1/q} \leq c \left( \frac{n}{d} \mathbb{E} \| \xi_1 \|^{2q} \right)^{1/2} \left( \mathbb{E} \| \xi_1 \|^{2q} \right)^{1/2} \cdot \left( \mathbb{E} \| \xi_1 \|^{2q} \right)^{1/2}.
\]

The following result is a version of Rosenthal’s inequality, which is a consequence of Theorem 1 in [47].

Lemma 9.3. Fix \( q \geq 2 \), and let \( \xi_1, \ldots, \xi_n \) be independent centered random variables. Then, there is an absolute constant \( c > 0 \) such that

\[
\left\| \frac{1}{n} \sum_{i=1}^n \xi_i \right\|_q \leq c q \left( \left\| \frac{1}{n} \sum_{i=1}^n \xi_i \right\|_q \cdot \left( \frac{1}{n} \sum_{i=1}^n \left\| \xi_i \right\|_q^q \right)^{1/q} \right).
\]
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