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Abstract—For weakly supervised anomaly detection, most existing work is limited to the problem of inadequate video representation due to the inability of modeling long-term contextual information. To solve this, we propose a novel weakly supervised adaptive graph convolutional network (WAGCN) to model the complex contextual relationship among video segments. By which, we fully consider the influence of other video segments on the current one when generating the anomaly probability score for each segment. Firstly, we combine the temporal consistency as well as feature similarity of video segments to construct a global graph, which makes full use of the association information among spatial-temporal features of anomalous events in videos. Secondly, we propose a graph learning layer in order to break the limitation of setting topology manually, which can extract graph adjacency matrix based on data adaptively and effectively. Extensive experiments on two public datasets (i.e., UCF-Crime dataset and ShanghaiTech dataset) demonstrate the effectiveness of our approach which achieves state-of-the-art performance.

Index Terms—Anomaly detection, adaptive learning, graph convolutional networks, temporal modeling.

I. INTRODUCTION

With the growing popularity of surveillance cameras, there is an urgent need to automatically detect and raise alarms for abnormal events [1], [2], [3]. Events in the real world are complex and diverse. Meanwhile, fine-grained annotation of training sets takes a lot of time and effort. Hence, weakly supervised anomaly detection (WSAD) becomes a popular research field. In previous work, WSAD has been formulated as a Multiple Instance Learning (MIL) task [2], [4], [5], [6]. Sultani et al. [2] constructed a large-scale anomaly dataset and proposed a deep MIL ranking model to detect anomalies. Wan et al. [5] improved this framework by replacing the max anomaly score selection policy with a k-max value selection policy. Yu et al. [7] proposed an effective cross-epoch learning strategy to introduce additional information from previous training epochs. However, the above methods ignore the spatial-temporal connection among video segments.

In recent years, several works have applied graph convolutional networks (GCNs) [8], [9], [10], [11] over video sequence to model relations among different segments and learn powerful video representation. Zhong et al. [12] used GCN to denoise normal segments in anomalous videos, and trained an action classifier with the obtained pseudo-labels. However, during the testing phase, the model only used current information despite capturing long-range temporal dependencies of the full video in the training phase. And the denoising process may clean up the anomalies, resulting in information loss. Wu et al. [13] proposed a GCN with three parallel branches capturing long-range dependencies, local positional relation and the proximity of the predicted scores to describe different relationships among video segments respectively. However, three independent branches cannot model complex relationships coupled together in the video effectively and lead to slow iterative optimization. In addition, there are no learnable parameters in the adjacency matrix of the graph, hence the defined graphs may not be suitable for specific anomaly detection tasks.

In summary, we observe the following challenges in using GCN to model temporal contextual information for WSAD: (1) Only one network structure is used to model one type of relationship, or multiple independent branches are used to model different types of relationships separately, which cannot model multiple relationships coupled together within a sequence effectively. (2) Existing GCN methods ignore the fact that predefined graph structures are not optimal and it could be updated during the training process. In this paper, we propose an adaptive GCN to overcome these challenges. Our framework is shown in Fig. 1. For challenge 1, we use feature similarity graph to express the intrinsic association of segments that share similar characteristics. And we use temporal consistency graph to describe the intrinsic association of segments in a smooth undulating interval. However, both single feature similarity graph and single temporal consistency graph are not optimal to anomalous event detection. In order to make better use of the intrinsic correlations among segments, we integrate the two perspectives to jointly construct a global graph for spatial-temporal feature learning of events. For challenge 2, during the construction of the adjacency matrix, we break the limitation of manual setting. We consider the similarity among spatial-temporal features of video segments and other potential contextual semantic relationships to learn a video content-adaptive graph adjacency matrix that can be trained with the whole network simultaneously. As far as we know, we are the first to learn a global video content-adaptive graph adjacency matrix to model the contextual relationships...
among video segments for WSAD. Moreover, vanilla GCN suffers from over-smoothing problem, where the representations of all nodes converge to a smooth point, making them independent of the input features and causing gradient vanishing. We adopt to add residual connection [14] in GCN to solve this problem for WSAD. In summary, our main contributions are as follows:

1) We propose to construct a global graph based on the similarity of spatial-temporal features and temporal proximity of video segments to better exploit the intrinsic correlation relationships among segments.

2) We propose to learn an adaptive adjacency matrix of the graph in an end-to-end manner to increase the flexibility of the model. And we propose an effective way to improve the learning ability of GCN by introducing residual connection.

3) Extensive experiments fully demonstrate the effectiveness of the proposed method, which achieves 84.67% and 96.05% frame-level AUC on UCF-Crime and ShanghaiTech datasets.

II. PROPOSED METHOD

A. Feature Extraction

For WSAD, the training set has $N$ training videos $\{V_n\}_{n=1}^N$ and corresponding weakly supervised labels $\{Y_n\}_{n=1}^N$, where $Y_n \in \{0,1\}$. Among which, $Y_n = 1$ indicates that $V_n$ contains at least one anomalous segment, but no temporal location annotation is provided. $Y_n = 0$ means that $V_n$ is entirely comprised of normal segments. Following the earlier MIL-based anomaly detection method [2], each video $V_n$ is divided into $T$ non-overlapping segments which contains 16 frames before being fed to the feature extractor. The Inflated 3D (I3D) [15] pretrained on the Kinetics dataset is used as the feature extraction network. The dimension of the extracted feature representation $F_n$ of $V_n$ is $T \times D$, where $D$ denotes the dimension of the segment features.

B. Graph Construction Module

Anomalous events occur in a continuous period of time and have a consistent behavior pattern over a period of time. Thus, in order to better model the temporal relationship of the video and better express the dynamic characteristics of the video, we combine the similarity of video segments’ spatial-temporal features and the degree of video segments’ temporal proximity to construct a global graph. In order to mitigate the curse of dimensionality, the output feature $F_n$ from the feature extractor first go through a fully connected layer to decrease the feature dimension to $T \times D'$, which is denoted as $X_n$. For clarity, we omit the subscript $n$ in the following sections.

1) Feature Similarity Graph: We propose to construct a feature similarity graph $G^F$ with graph learning layer to represent the similarity as well as adjacency among segments in a video adaptively. Since we aim at capturing dynamic spatial-temporal dependencies, instead of defining the weights of two connected nodes based on the node inputs directly, we dynamically adjust them as the model is trained. In detail, we first use two independent linear layers, i.e., $f_1$ and $f_2$, followed with a ReLU activation, to embed the feature $X$. The parameters of $f_1$ (and $f_2$) are $W_1$ (and $W_2$) with the size of $D' \times D'$. Then, we use dot product to measure the similarity as well as adjacency of any two segments in $G^F$. Since an adjacency matrix should be non-negative, we bound the similarity to the range of $(0,1)$ with the normalized exponential function. Therefore, the adjacency matrix $A^F$ of $G^F$ is defined as:

$$A^F = \text{softmax}(\text{relu}(XW_1)\text{relu}(W_2^TX^T))$$

where $A^F$ is a $T \times T$-size learnable matrix representing the adjacency between segments based on similarity, which can be optimized during training.

2) Temporal Consistency Graph: Video sequence has context association and temporal evolution characteristics between segments. In addition, the occurrence of events has a fluctuating duration time. As pointed out in [16], [17], [18], temporal consistency contributes to many video-based tasks. The temporal consistency graph $G^T$ is built directly based on the temporal structure of the video. Its adjacency matrix $A^T \in R^{T \times T}$ depends on the temporal position of the $i$-th and $j$-th segments:

$$A^T_{ij} = \exp(-|i - j|)$$

i.e., for the $j$-th segment, the closer it is to the $i$-th segment, the greater the weight assigned to their edge.

C. Graph Convolutional Module

We use $L$ GCN layers to fully exploit the relationship among segments. Specifically, for the $l$-th GCN layer, the graph convolution is implemented by:

$$X^l = \sigma^l \left( (A^F + A^T) X^{l-1} W^l \right) + f^l(X^{l-1})$$

Fig. 1. Overview of our proposed method. First, the feature extractor (I3D) is used to extract segment features. Then, the Graph Construction module constructs a global graph to capture the long and short-range temporal dependencies among segment features. After that, the Graph Convolutional module further processes features with the learned graph and generates the anomaly scores at the segment-level.
where $X_l^{t-1} \in \mathbb{R}^{T \times D_l^{t-1}}$ are the hidden features for all the segments at layer $l-1$, and $D_l^{t-1}$ is the dimension of the features. $W_l^{t} \in \mathbb{R}^{D_l^{t-1} \times D_l^{t}}$ is a trainable parametric matrix, and $\sigma_l$ represents the activation function of the $l$-th layer.

In addition, we add residual connections between adjacent layers inspired by ResNet [14] and use summation for aggregation, which is plug-and-play. If the dimension of the input channel is different from the number of output channels, a $1 \times 1$ convolution layer $f_l$ is inserted in the residual path to transform the input to match the output in the channel dimension. Otherwise, $f_l$ can be seen as an identity mapping.

D. Training Loss of the Proposed Algorithm

As mentioned before, each video only has a video-level label. For an abnormal video, we set the pseudo label $\{y_i\}_{t=1}^{T}$ of each segment to 1, while for a normal video, we set the pseudo label of each segment to 0. Intuitively, segments with large abnormal scores in the abnormal video are more likely to be abnormal segments, while segments with large abnormal score in the normal segment are still normal segments. In order to expand the inter-class distance between abnormal and normal segments under weak supervision, we use $k$-max loss function [5]. Specifically, given the abnormal score vector $s = \{s_i\}_{i=1}^{n}$ of video $V$ (where the instance index $n$ is omitted), we choose the top-$k$ elements in $s$ denoted as $S = \{s_i\}_{i=1}^{k}$, where $k = \lfloor \frac{C}{T} \rfloor + 1$. The final classification loss is the binary cross entropy between the predicted anomaly score and the pseudo label of the top-$k$ video segments:

$$L_{k^{\text{max}}} = -\frac{1}{k} \sum_{s_i \in S} [y_i \log (s_i) + (1 - y_i) \log (1 - s_i)]$$

III. EXPERIMENT RESULTS

A. Datasets

1) UCF-Crime: UCF-Crime is a large-scale dataset consisting of long untrimmed surveillance videos [2]. It covers 13 real-world anomalies. All videos are divided into two parts: the training set which consists of 800 normal and 810 anomalous videos, and the testing set which includes the remaining 150 normal and 140 anomalous videos.

2) ShanghaiTech: ShanghaiTech is a medium-sized dataset containing 437 videos collected from 13 scenes. To make it suitable for WSAD, Zhong et al. [12] split the data into two subsets: the training set which is made up of 175 normal and 63 anomalous videos, and the testing set which contains 155 normal and 44 anomalous videos.

B. Evaluation Metrics

Following previous work, we use the frame-level receiver operating characteristic curve (ROC) and corresponding area under the curve (AUC@ROC) to evaluate the performance of our proposed method and comparison methods.

C. Implementation Details

In this work, 2048-D features are extracted from the ‘mix 5c’ layer of I3D. The length of the videos varies widely, ranging from seconds to hours. Directly processing a very long video is not practical for batch-based training due to GPU memory constraints. Therefore, we uniformly extract $T$ segments at equal intervals to represent the entire video as [12], [13]. By default, we set $T$ to 150 for UCF-Crime and 100 for ShanghaiTech. Note that fixed-length input is only used for training. As for inference, we use all the non-overlapping segments as others. The FC layer for feature dimension reduction has 512 nodes. The inference, we use all the non-overlapping segments as others.

D. Training Loss of the Proposed Algorithm

As mentioned before, each video only has a video-level label. For an abnormal video, we set the pseudo label $\{y_i\}_{t=1}^{T}$ of each segment to 1, while for a normal video, we set the pseudo label of each segment to 0. Intuitively, segments with large abnormal scores in the abnormal video are more likely to be abnormal segments, while segments with large abnormal score in the normal segment are still normal segments. In order to expand the inter-class distance between abnormal and normal segments under weak supervision, we use $k$-max loss function [5]. Specifically, given the abnormal score vector $s = \{s_i\}_{i=1}^{n}$ of video $V$ (where the instance index $n$ is omitted), we choose the top-$k$ elements in $s$ denoted as $S = \{s_i\}_{i=1}^{k}$, where $k = \lfloor \frac{C}{T} \rfloor + 1$. The final classification loss is the binary cross entropy between the predicted anomaly score and the pseudo label of the top-$k$ video segments:

$$L_{k^{\text{max}}} = -\frac{1}{k} \sum_{s_i \in S} [y_i \log (s_i) + (1 - y_i) \log (1 - s_i)] \quad (4)$$

Table I: AUC(%) performance comparison

| Method                  | Source     | Feature | UCF-Crime | ShanghaiTech |
|-------------------------|------------|---------|-----------|--------------|
| Sultan et al. [2]       | CVPR18     | I3D RGB | 75.41     | 83.17        |
| Sultan et al. [21]      | CVPR18     | I3D RGB | 76.92     | 85.32        |
| Liu et al. [20]         | MM19       | I3D RGB | 70.10     | /            |
| Liu et al. [20]         | MM19       | I3D RGB | 82.00     | /            |
| Zhong et al. [12]       | CVPR19     | I3D RGB | 81.08     | 76.44        |
| AR_Net [5]              | ICM20      | I3D RGB | 86.86     | 85.38        |
| SRF [23]                | SPL20      | I3D RGB | 79.54     | 84.16        |
| Wu et al. [13]          | ECC20      | I3D RGB | 82.44     | /            |
| CLAWS [24]              | ECC20      | I3D RGB | 83.03     | 89.67        |
| MIST [6]                | CVPR21     | I3D RGB | 82.30     | 94.83        |
| XELM [7]                | SPL21      | I3D RGB | 82.15     | 87.83        |
| BN-SVP [19]             | CVPR22     | I3D RGB | 83.39     | 96.00        |
| Ours                    | /          | I3D RGB | 84.67     | 96.05        |

The results with * are re-implemented with I3D features.

D. Experimental Results and Discussions

We compare our method with the existing state-of-the-art methods. The results are shown in Table I. On UCF-Crime, our method outperforms MIST [6] by 2.37%, XELM [7] by 2.52%, and BN-SVP [19] by 1.28%. Noticeably, using the same I3D-RGB features, our method shows a significant improvement over the previous GCN-based methods, outperforming Zhong et al. [12] by 3.59% and Wu et al. [13] by 2.23%. Furthermore, our method even outperforms the supervised method [20] by 2.67%, which added temporal and spatial labels to the UCF-Crime dataset and trained Convolutional 3D Network [21] with Non-local Network (NLN) [22] for anomaly detection. On ShanghaiTech dataset, our method achieves better performance compared to previous weakly supervised methods [2], [23], [24]. Especially, our method outperforms GCN-based weakly supervised method [12] by a significant margin of 19.61%, which indicates that our GCN module can capture the temporal dependence more effectively. Our method also improves the performance over AR-Net [5] by 4.81% even though it used additional multimodal features. To further illustrate the performance of our model, we visualize the temporal predictions of the model. As shown in Fig. 2, our model is able to respond to both normal and abnormal events accurately.

Note there are other methods which achieve comparable or even higher performance. RTFM [25] enforced large margins between segment features and utilized dilated convolutions and temporal self-attention for sequence modeling, which achieved
Fig. 2. Visualization of the testing results on UCF-Crime. The red blocks in the graphs are temporal ground truths of anomalous events.

Fig. 3. Performance of different sampling lengths on UCF-Crime.

TABLE II

| Method                  | AUC (%) |
|-------------------------|---------|
| Dyn-A1                  | 84.67   |
| Dyn-A2                  | 84.38   |
| Para-A                  | 82.89   |
| Csim-A                  | 83.68   |
| Jsim-A                  | 83.27   |

E. Ablation Study

To demonstrate the effect of sampling length, we vary the value of sampling length on UCF-Crime and plot the results in Fig. 3. The results show that with the increase of sampling length, the performance improves firstly and then decreases slightly. We observe the same trend on ShanghaiTech. It is probably because that too sparse sampling will lead to information loss, while too dense sampling will cause modeling difficulty. We choose $T=150$ as the default setting for UCF-Crime and $T=100$ for ShanghaiTech based on the experiment.

To verify the efficiency of constructing a global graph, we construct feature similarity graph and temporal consistency graph to train two independent branches and evaluate the performance of late fusion by averaging the results. The performance comparison on UCF-Crime dataset is shown in Table III. It can be observed that constructing a global graph is more capable of expressing the complex relationships coupled together among the segments.

As for the residual connection, our model can obtain a performance gain of 2.5% on UCF-Crime and 1.74% on ShanghaiTech, which demonstrates its effectiveness.

IV. CONCLUSION

In this letter, we propose an adaptive graph convolutional network for video anomaly detection. The method constructs a global graph considering both feature similarity and temporal disparity. Moreover, a graph learning layer is introduced to construct connections among segments in a video adaptively, which can capture spatial-temporal relationships among video segments effectively and enhance current temporal features. Extensive experiments on two typical datasets show that the proposed method achieves a high level of performance for video anomaly detection.
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