Research Article

On Controllability of Fractional Continuous-Time Systems

Mina Ghasemi and Kameleh Nassiri

Department of Applied Mathematics, Faculty of Mathematical Sciences, University of Guilan, Rasht, Iran

Correspondence should be addressed to Mina Ghasemi; minaghasemi@phd.guilan.ac.ir

Received 5 February 2021; Revised 26 April 2021; Accepted 8 May 2021; Published 24 May 2021

Copyright © 2021 Mina Ghasemi and Kameleh Nassiri. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The aim of this paper is to study the controllability of fractional systems involving the Atangana–Baleanu fractional derivative using the Caputo approach. In the first step, the solution of a linear fractional system is obtained. Then, based on the obtained solution, some necessary and sufficient conditions for the controllability of such a system will be presented. Afterwards, the controllability of a nonlinear fractional system will be analyzed, based on these results. Our tool for the presentation of the sufficient conditions of controllability in this part is Schauder fixed point theorem. In the last step, the analytical results are illustrated by numerical examples.

1. Introduction

Fractional calculus, with its long history, has been used in a wide range of applications. The fractional-order systems, for instance, can describe some dynamic procedures in many physical systems such as heat conduction [1] and viscoelastic materials [2] and in biology [3], bioengineering [4], energy systems [5], and economics [6]. The long-memory property of fractional calculus makes it a potent instrument for describing and designing a specific set of nonlocal dynamic trends, associated with complex systems [7]. Formerly, there have been widespread discussions in the field of dynamic properties of fractional systems. The problem of stability, for example, has been studied in [8–11].

Another important issue of fractional systems is the concept of controllability. The controllability of linear systems is established by Klamka [12]. The sufficient conditions of controllability of semilinear systems with multiple variable delays in control are formulated in [13]. Buedo-Fernández and Nieto [14] presented the necessary and sufficient conditions for the controllability of a linear fractional system, with constant coefficients using the Caputo fractional derivative, based on the Kalman matrix. In [15], the controllability of linear fractional dynamical systems with different order is investigated. The constrained controllability of continuous-time fractional-order control systems with multiple delays in control is considered in [16]. A computational procedure for the controllability of linear and nonlinear fractional dynamical systems of order $1 < \alpha \leq 2$ is provided by Balachandran and Govindaraj [17]. Balachandran et al. [18] established a set of sufficient conditions for the controllability of nonlinear fractional dynamical systems. In [19], the controllability of nonlinear fractional delay dynamical systems with prescribed controls is considered. A variational approach to study the finite approximate controllability for Sobolev-type fractional semilinear evolution equations with nonlocal conditions in Hilbert spaces is extended by Mahmudov [20].

So far, various types of fractional derivatives such as Riemann–Liouville and Caputo have been proposed [7, 21, 22]. Derivatives such as those mentioned above can not properly model some nonlocal phenomena due to having a singular kernel. To overcome the singularity problems in fractional derivative, Caputo and Fabrizio introduced a new fractional differential operator using the exponential function as a kernel [23]. In [24], a new formulation of time fractional optimal control problems governed by Caputo–Fabrizio fractional derivative is proposed. Also, Atangana and Baleanu proposed a new
derivative based on the Mittag-Leffler function [25]. An open discussion is ongoing about the mathematical construction of the Atangana–Baleanu fractional operator in Caputo sense (ABC). Diethelm et al. [26] showed that it is possible to solve differential equations with nonsingular kernel derivatives only when a very restrictive and unnatural assumption is made on the initial condition. Giusti [27] indicated that this operator can be expressed as an infinite series involving Riemann–Liouville integrals. The authors in [28] showed that the ABC definition cannot be useful in modeling problems such as the fractional diffusion equation because the solutions obtained for these equations do not satisfy the initial condition. Ortigueira et al. [29] showed that the models involving the generalized fractional derivative with regular kernels poorly reflect the real-world data. In responses to these criticisms, Atangana and Gómez-Aguilar [30] emphasized the need to account for a fractional calculus approach without an imposed index law and with nonsingular kernels. Furthermore, Sabatier [31] showed that the papers [26, 27] are not correct and produce the wrong conclusion on the restriction imposed by nonsingular kernels. In a comment written by Baleanu [32], it has been shown that the opinions of Ortigueira et al. [29] are not consistent. Also, Atangana and Goufo [33] presented some interesting results to clarify the mistake and lack of understanding for those writing against derivatives with nonsingular kernels. Hristov [34] investigated the underlying physical meaning of the nonsingular kernel and also presented a collection of recent applications of fractional differentiation operators with nonsingular kernels.

Motivated by the references mentioned above, we study the controllability of a nonlinear fractional system, represented as follows:

\[
ABC D^n_x x(t) = Ax(t) + Bu(t) + f(t, x(t), u(t)), \quad t \in [0, T]
\]

\[
x(0) = X_0,
\]

(1)

where \(ABC D^n_x\) is the Atangana–Baleanu fractional derivative in Caputo sense of order \(0 < \alpha < 1\); \(x(t) \in \mathbb{R}^n\) and \(u(t) \in \mathbb{R}^m\) are state and input vectors, respectively; and \(A \in \mathbb{R}^{n \times n}\) and \(B \in \mathbb{R}^{n \times m}\) are constant matrices. Also, \(f: [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n\) and its Caputo derivative are continuous.

The following notations are used throughout this paper. For \(A \in \mathbb{R}^{n \times n}\), \(A^*\) denotes the matrix transpose of \(A\). We assume that \(I - (1 - \alpha)A\) is nonsingular and \(\widehat{A} = (I - (1 - \alpha)A)^{-1}\). We use the notations \(\text{Im}(A)\) and \(\text{Ker}(A)\), respectively, for the column space and the null space of the matrix \(A\). The symbols \(u_0\) and \(f_0\) are used for \(u(t)\) and \(f(t, x(t), u(t))\), respectively, at \(t = 0\).

This paper is organized as follows. Section 2 presents some preliminary concepts of fractional calculus. In Section 3, we obtain the solution of a linear fractional system and analyze the controllability of such a system. In Section 4, we establish the sufficient conditions for the controllability of a nonlinear fractional system. The obtained results are numerically confirmed in Section 5. Eventually, the conclusion is stated in Section 6.

2. Preliminaries

We start with a brief overview of some mathematical preliminaries.

**Definition 1.** Let \(\alpha \in \mathbb{R}^+\), \(n - 1 < \alpha \leq n\), \(n \in \mathbb{N}\), and \(f \) be a suitable function. The Caputo fractional derivative of order \(\alpha\) is defined as \([21, 35]\)

\[
C^\alpha_t D^n_t f(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t f^{(n)}(\tau) (t-\tau)^{n-\alpha-1} d\tau.
\]

(2)

Throughout this paper \(0 < \alpha < 1\); then,

\[
C^\alpha_t D^n_t f(t) = \frac{1}{\Gamma(1-\alpha)} \int_a^t f^{(1)}(\tau) (t-\tau)^{-\alpha} d\tau.
\]

(3)

**Lemma 2.** Assuming that the Laplace transform \(F(s)\) of the function \(f\) exists, then the Laplace transform formula for the Caputo fractional derivative is \([21]\)

\[
L\left(C^\alpha_0 D^n_t f(t)\right) = s^n F(s) - \sum_{k=0}^{n-1} s^{n-k-1} f^{(k)}(0), \quad n - 1 < \alpha \leq n.
\]

(4)

For \(0 < \alpha \leq 1\), we have

\[
L\left(C^\alpha_0 D^n_t f(t)\right) = s^n F(s) - s^{\alpha-1} f(0).
\]

(5)

**Definition 2.** The two-parameter Mittag-Leffler function, as an important function in fractional calculus, is defined as \([36]\)

\[
E_{\alpha, \beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)} \quad (\alpha > 0, \beta > 0).
\]

(6)

In particular, if \(\beta = 1\), then

\[
E_{\alpha, 1}(z) = E_{\alpha}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)}
\]

(7)

**Lemma 2.** The Laplace transform of the function \(t^{\beta-1} E_{\alpha, \beta}(\pm at^n)\) is \([21]\)

\[
L\left(t^{\beta-1} E_{\alpha, \beta}(\pm at^n)\right) = \frac{s^{\alpha-\beta}}{s^{\beta} \pm a} \quad \text{Re}(s) > |a|^{1/\alpha}.
\]

(8)

In particular, for \(\beta = 1\), equation (3) becomes

\[
L\left(E_{\alpha, 1}(\pm at^n)\right) = \frac{s^{\alpha-1}}{s^{\alpha} \pm a}
\]

(9)

For Mittag-Leffler function in matrix form, similar equations are established.

**Definition 3.** Let \(f \in H^1(a,b)\), \(b > a\), and \(\alpha \in [0, 1]\). The Atangana–Baleanu fractional derivative in Caputo sense is given as \([25]\)
where \( B(\alpha) \) is a normalization function that can be any function satisfying \( B(0) = B(1) = 1 \). Throughout this paper, we suppose \( B(\alpha) = 1 \).

**Lemma 3.** Assuming that the Laplace transform \( F(s) \) of the function \( f \) exists, then the Laplace transform of the Atangana–Baleanu fractional derivative in Caputo sense is as follows [25]:

\[
L\left(\frac{\text{ABC}}{a} D^\alpha_t f(t) \right) = \frac{B(\alpha) s^\alpha L(f(t)) - s^{\alpha-1} f(0)}{1 - \alpha}.
\]

Throughout this paper, for brevity, we use \( CD^\alpha \) and \( \text{ABC}D^\alpha \) instead of \( CD^\alpha_0 \) and \( \text{ABC}D^\alpha_0 \), respectively.

### 3. Linear System

The continuous-time linear fractional system with the Atangana–Baleanu fractional derivative in Caputo sense is presented as follows:

\[
\frac{\text{ABC}}{a} D^\alpha_t X(t) = AX(t) + Bu(t), \quad t \in [0, T],
\]

\[
x(0) = x_0,
\]

where \( x(t) \in \mathbb{R}^n \) and \( u(t) \in \mathbb{R}^m \) are state and input vectors, respectively, and \( A \in \mathbb{R}^{n\times n} \) and \( B \in \mathbb{R}^{n\times m} \) are constant matrices.

In the following theorem, we present the solution of system (12).

**Theorem 1.** The solution of system (12), starting from \( x(0) = x_0 \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^m \), and assuming the existence of \( CD^\alpha u(t) \), is

\[
x(t) = E_{\alpha,1}(a\tilde{A}t^\alpha)x_0 + \int_0^t (t-r)^{\alpha-1} E_{\alpha,\alpha}(a\tilde{A}(t-r)^\alpha)\tilde{A}Bu(r) \, dr.
\]

**Proof.** Taking Laplace transform of system (12), we have

\[
s^{\alpha} X(s) - s^{\alpha-1} x_0 = AX(s) + BU(s),
\]

which may be rewritten as

\[
(I - (1 - a)A)^{\alpha} s^{\alpha} X(s) - aAX(s) = s^{\alpha-1} x_0 + (1 - a)Bs^{\alpha}U(s) + aBU(s).
\]

Multiplying equation (15) by \( \tilde{A} \), we obtain

\[
\left(s^{\alpha} I - a\tilde{A}A\right)X(s) = s^{\alpha-1} \tilde{A}x_0 + (1 - a)\tilde{A}Bs^{\alpha}U(s) + a\tilde{A}BU(s).
\]

Therefore, we can write

\[
X(s) = \left(s^{\alpha} I - a\tilde{A}A\right)^{-1} s^{\alpha-1} \tilde{A}x_0
\]

\[
+ (1 - a)\left(s^{\alpha} I - a\tilde{A}A\right)^{-1} \tilde{A}Bs^{\alpha}U(s)
\]

\[
+ a\left(s^{\alpha} I - a\tilde{A}A\right)^{-1} \tilde{A}Bu(s).
\]

Then, adding and subtracting \( (1 - a)(s^{\alpha} I - a\tilde{A}A)^{-1} \tilde{A}Bs^{\alpha-1}u_0 \) yields

\[
X(s) = \left(s^{\alpha} I - a\tilde{A}A\right)^{-1} s^{\alpha-1} \tilde{A}x_0
\]

\[
+ (1 - a)\left(s^{\alpha} I - a\tilde{A}A\right)^{-1} \tilde{A}Bs^{\alpha-1}u_0
\]

\[
+ a\left(s^{\alpha} I - a\tilde{A}A\right)^{-1} \tilde{A}Bu(s).
\]

According to (5) and taking the inverse Laplace transform, we have

\[
L^{-1}\left(X(s)\right) = L^{-1}\left(\left(s^{\alpha} I - a\tilde{A}A\right)^{-1} s^{\alpha-1} \tilde{A}x_0\right)
\]

\[
+ (1 - a)L^{-1}\left(\left(s^{\alpha} I - a\tilde{A}A\right)^{-1} \tilde{A}Bu(t)\right)
\]

\[
+ (1 - a)\left(s^{\alpha} I - a\tilde{A}A\right)^{-1} \tilde{A}Bu_0
\]

\[
+ a\left(s^{\alpha} I - a\tilde{A}A\right)^{-1} \tilde{A}Bu(t).
\]

Finally, by applying the convolution theorem and equations (8), (9), and (19), we obtain

\[
x(t) = E_{\alpha,1}(a\tilde{A}t^\alpha)x_0 + (1 - a)Bu_0
\]

\[
+ \int_0^t (t-r)^{\alpha-1} E_{\alpha,\alpha}(a\tilde{A}(t-r)^\alpha)\tilde{A}Bu(t) \, dr.
\]

Since \( Ax_0 + Bu_0 = 0 \), we have \( \tilde{A}(x_0 + (1 - a)Bu_0) = x_0 \), and so the proof is complete.

First, we review the definition of controllability of the fractional dynamical system, in agreement with [37].

**Definition 4.** System (12) is controllable on \([0, T]\), if for every \( x_0, x_1 \in \mathbb{R}^n \), there exists a control \( u(t) \in \mathbb{R}^m \) defined on \([0, T]\) such that the corresponding solution of (12) satisfies \( x(T) = x_1 \).

Corresponding to system (12), we define the controllability Gramian matrix as follows:

\[
W_T = \int_0^T (T-r)^{\alpha-1} \left[ E_{\alpha,\alpha}(a\tilde{A}(T-r)^\alpha)\tilde{A}B \right] \left[ E_{\alpha,\alpha}(a\tilde{A}(T-r)^\alpha)\tilde{A}B \right]^\dagger \, dr.
\]
Then, we will present the controllability criteria of system (12).

**Theorem 2.** The continuous-time linear fractional system (12) is controllable on [0, T], if and only if the controllability Gramian matrix \( W_T \) is nonsingular.

\[
u(t) = E_{\alpha,1}(-\gamma t^\alpha)u_0 + \frac{B^* \tilde{A}^*}{(1-\alpha)} \int_0^t (t-\tau)^{\alpha-1} E_{\alpha,\alpha}(-\gamma(t-\tau)^\alpha) E_{\alpha,\alpha}(aA^* \tilde{A}'(T-\tau)^\alpha)
\times W_T^{-1}(x_1 - E_{\alpha,1}(a\tilde{A}AT^\alpha)x_0) \, d\tau,
\]

with \( \gamma = (\alpha/1-\alpha) \). It can be shown that \( D^a u(t) \) exists and \( u(t) \) satisfies in

\[
au(t) + (1-\alpha)^C D^a u(t) = B^* \tilde{A}^* E_{\alpha,\alpha}(aA^* \tilde{A}'(T-t)^\alpha) W_T^{-1}(x_1 - E_{\alpha,1}(a\tilde{A}AT^\alpha)x_0).
\]

Combining (13) at \( t = T \) and (23), we obtain

\[
x(T) = E_{\alpha,1}(a\tilde{A}AT^\alpha)x_0
\]

\[
+ \int_0^T (T-\tau)^{\alpha-1} E_{\alpha,\alpha}(a\tilde{A}A(T-\tau)^\alpha) \tilde{A}BB^* \tilde{A}^* E_{\alpha,\alpha}(aA^* \tilde{A}'(T-\tau)^\alpha)
\times W_T^{-1}(x_1 - E_{\alpha,1}(a\tilde{A}AT^\alpha)x_0) \, d\tau
\]

\[
= E_{\alpha,1}(a\tilde{A}AT^\alpha)x_0 + W_TW_T^{-1}(x_1 - E_{\alpha,1}(a\tilde{A}AT^\alpha)x_0) = x_1,
\]

which shows linear system (12) is controllable.

**Proof.** Sufficiency: suppose that \( W_T \) is nonsingular. For every \( u_0 \) that satisfies \( Ax_0 + Bu_0 = 0 \), we choose the control

\[
z^* \int_0^T (T-\tau)^{\alpha-1} [E_{\alpha,\alpha}(a\tilde{A}A(T-\tau)^\alpha) \tilde{A}B] [E_{\alpha,\alpha}(a\tilde{A}A(T-\tau)^\alpha) \tilde{A}B]^* \, d\tau z = 0.
\]

The preceding equation implies that

\[
z^* E_{\alpha,\alpha}(a\tilde{A}A(T-\tau)^\alpha) \tilde{A}B = 0, \quad \text{on} [0, T].
\]

Let \( x_0 = (E_{\alpha,1}(a\tilde{A}AT^\alpha))^{-1} z \). According to controllability assumption, there exists a control \( u(t) \) on \([0, T]\) such that \( x(T) = 0 \), which means

\[
0 = E_{\alpha,1}(a\tilde{A}AT^\alpha)(E_{\alpha,1}(a\tilde{A}AT^\alpha))^{-1} z
+ \int_0^T (T-\tau)^{\alpha-1} E_{\alpha,\alpha}(a\tilde{A}A(T-\tau)^\alpha) \tilde{A}B (au(\tau) + (1-\alpha)^C D^a u(\tau)) \, d\tau.
\]
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Multiplying equation (27) by \( z^* \), we can write

\[
0 = z^* z + \int_0^T (T - \tau)^{n-1} z^* E_{a,a} (a \tilde{A} \tilde{A}(T - \tau)^{n}) \tilde{A} \tilde{B} (au(\tau) + (1 - a)C D^\alpha u(\tau)) d\tau.
\]

Equations (26) and (28) yield \( z^* z = 0 \), which is a contradiction to \( z \neq 0 \). Thus, \( W_T \) is nonsingular.

Now, we present another criterion for the controllability of system (12).

**Theorem 3.** The continuous-time linear fractional system (12) is controllable on \([0, T]\), if and only if the Kalman matrix
\[ K = \begin{bmatrix} B & AB & \cdots & A^{n-1}B \end{bmatrix} \]
is full rank.

\[
\zeta = \int_0^t (t - \tau)^{n-1} E_{a,a} (a \tilde{A} \tilde{A}(t - \tau)^{n}) \tilde{A} \tilde{B} (au(\tau) + (1 - a)C D^\alpha u(\tau)) d\tau,
\]

which is equal to

\[
\zeta = \int_0^t (t - \tau)^{n-1} \sum_{k=0}^{\infty} \frac{\alpha^k (\tilde{A} \tilde{A})^k (t - \tau)^{kn}}{\Gamma(ak + \alpha)} \tilde{A} \tilde{B} (au(\tau) + (1 - a)C D^\alpha u(\tau)) d\tau
\]

\[
= \lim_{N \to \infty} \sum_{k=0}^N (\tilde{A} \tilde{A})^k \tilde{A} \tilde{B} \beta_k,
\]

where
\[
\beta_k = \int_0^t (t - \tau)^{n-1} \frac{\alpha^k (t - \tau)^{kn}}{\Gamma(ak + \alpha)} (au(\tau) + (1 - a)C D^\alpha u(\tau)) d\tau, \quad \text{for } k = 0, 1, \ldots, N.
\]

Writing (30) as a product, we have
\[
\zeta = \lim_{N \to \infty} \begin{bmatrix} \tilde{A} \tilde{B} & (\tilde{A} \tilde{A}) \tilde{A} \tilde{B} & \cdots & (\tilde{A} \tilde{A})^{N-1} \tilde{A} \tilde{B} \end{bmatrix} \begin{bmatrix} \beta_0 \\ \beta_1 \\ \vdots \\ \beta_N \end{bmatrix}.
\]

By Cayley–Hamilton theorem, any of these matrices \( \tilde{A} \tilde{B}, (\tilde{A} \tilde{A}) \tilde{A} \tilde{B}, \ldots, (\tilde{A} \tilde{A})^{N-1} \tilde{A} \tilde{B} \) is a linear combination of
\( \tilde{A} \tilde{B}, (\tilde{A} \tilde{A}) \tilde{A} \tilde{B}, \ldots, (\tilde{A} \tilde{A})^{N-1} \tilde{A} \tilde{B} \). Hence, \( \zeta \in \text{Im}(K_{ABC}) \).

**Proof.** Let \( K_{ABC} = [\tilde{A} \tilde{B} \ (\tilde{A} \tilde{A}) \tilde{A} \tilde{B} \cdot \cdots \cdot (\tilde{A} \tilde{A})^{n-1} \tilde{A} \tilde{B}] \). At first, we prove that \( \text{Im}(K_{ABC}) = \text{Im}(W_T) \).

For this purpose, we consider \( R_t = \{ \zeta \in \mathbb{R}^n : \text{there exists } u \text{ such that } x(t) = \zeta \} \) as the set of reachable states based on system (12), with the zero initial condition. We show that for every \( t > 0 \), \( R_t = \text{Im}(K_{ABC}) = \text{Im}(W_T) \). We will accomplish the proof in three steps.

In the first step, we prove that \( R_t \subset \text{Im}(K_{ABC}) \). Let \( \zeta \in R_t \) be every reachable state. Hence, there exists a control \( u(t) \) such that

\[
\zeta = \int_0^t (t - \tau)^{n-1} E_{a,a} (a \tilde{A} \tilde{A}(t - \tau)^{n}) \tilde{A} \tilde{B} (au(\tau) + (1 - a)C D^\alpha u(\tau)) d\tau,
\]

where
\[
\beta_k = \int_0^t (t - \tau)^{n-1} \frac{\alpha^k (t - \tau)^{kn}}{\Gamma(ak + \alpha)} (au(\tau) + (1 - a)C D^\alpha u(\tau)) d\tau, \quad \text{for } k = 0, 1, \ldots, N.
\]
\[ 0 = \int_0^T (T - r)^{\alpha-1} \left[ \zeta^* E_{\alpha,a}(a\tilde{A}A(T - r)^{\alpha}) \tilde{A}B \right] \left[ \zeta^* E_{\alpha,a}(a\tilde{A}A(T - r)^{\alpha}) \tilde{A}B \right]^* \, dr \]
\[ = \int_0^T (T - r)^{\alpha-1} \left\| \zeta^* E_{\alpha,a}(a\tilde{A}A(T - r)^{\alpha}) \tilde{A}B \right\|^2 \, dr. \quad (33) \]

For \( \tau \in [0, T] \), \((T - r)^{\alpha} \in [0, T^{\alpha}]\). Setting \( z = (T - r)^{\alpha} \), we have
\[ \zeta^* E_{\alpha,a}(a\tilde{A}A z) \tilde{A}B = \zeta^* \sum_{k=0}^{\infty} a^k (\tilde{A}A)^k z^{-k} \frac{(T - r)^{\alpha}}{\Gamma(a k + \alpha)} \tilde{A}B = 0. \quad (34) \]

Differentiating \( k \) times \((k = 0, 1, 2, \ldots)\) with respect to \( z \) and taking the limit when \( z \to 0^{+} \) implies that
\[ \zeta^* \left[ \tilde{A}B (\tilde{A}A) \tilde{A}B \cdots (\tilde{A}A)^{k-1} \tilde{A}B \right] = \zeta^* K_{ABC} = 0 = \zeta^* K_{ABC} = 0. \quad (35) \]

This gives us that \( \zeta \in \text{Ker}(K_{ABC}) = (\text{Im}(K_{ABC}))^\perp \). Therefore, \( \text{Im}(K_{ABC}) \subset \text{Im}(W_T) \).

In the third step, we prove that \( \text{Im}(W_T) \subset R \). Let \( x_1 \in \text{Im}(W_T) \). Then, there exists \( y \) such that \( x_1 = W_T y \). For every \( u_0 \) that satisfies \( A x_0 + Bu_0 = 0 \), we define the control \( u(t) \) as
\[ u(t) = E_{\alpha,1}(-y^a)u_0 + B^* \frac{\tilde{A}^*}{(1 - \alpha)} \int_0^t (T - r)^{\alpha-1} E_{\alpha,a}(-y(t - r)^{\alpha}) \tilde{A}B \, dr, \quad (36) \]

with \( y = (a/1 - \alpha) \). It can be shown that \( D^a u(t) \) exists and \( u(t) \) satisfies in
\[ a u(t) + (1 - \alpha)C D^a u(t) = B^* \tilde{A}^* E_{\alpha,a}(a\tilde{A}^* \tilde{A}^* (T - t)^{\alpha}) y. \quad (37) \]

Then, the solution of system (12) with \( x(0) = 0 \) at \( t = T \) is
\begin{align*}
\[ x(T) = \int_0^T (T - r)^{\alpha-1} E_{\alpha,a}(a\tilde{A}A(T - r)^{\alpha}) \tilde{A}B (a u(t) + (1 - \alpha)C D^a u(t)) \, dr \\
= \int_0^T (T - r)^{\alpha-1} E_{\alpha,a}(a\tilde{A}A(T - r)^{\alpha}) \tilde{A}B [E_{\alpha,a}(a\tilde{A}A(T - r)^{\alpha}) \tilde{A}B]^* y \, dr \\
= W_T x_1. \quad (38) \]
\end{align*}

Therefore, \( x_1 \in R \). This proves that \( \text{Im}(W_T) \subset R \).

Considering all three previous steps, we obtain \( \text{Im}(K_{ABC}) = \text{Im}(W_T) \). Since \( \tilde{A}A = A\tilde{A} \), we have
\[ K_{ABC} = \begin{bmatrix}
\tilde{A} & 0 & \cdots & 0 \\
0 & \tilde{A}^2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \tilde{A}^n \\
\end{bmatrix} K. \quad (39) \]

So, \( \text{Im}(K) = \text{Im}(K_{ABC}) = \text{Im}(W_T) \). Therefore, the Kalman matrix \( K \) is full rank if and only if the Gramian matrix \( W_T \) is nonsingular. Using Theorem 2, the proof is completed.

Using Theorem 2 and Theorem 4, we obtain the necessary and sufficient conditions for the controllability of classical linear system [38]. It should be noted that the presented criterion in Theorem 3 is similar to [14, Theorem 2] and does not depend on \( \alpha \). □

4. Nonlinear System

Consider the continuous-time nonlinear fractional system (1). Let \( Q \) be the Banach space of continuous \( \mathbb{R}^n \times \mathbb{R}^m \) valued function, defined on \([0, T]\) with the following norm:
\[ \|x(t)\|_Q = \|x(t)\|_\text{sup} + \|u(t)\|_\text{sup}, \quad (40) \]

where \( \|x(t)\|_Q = \sup\{|x(t)|: t \in [0, T]\} \) and \( \|u(t)\|_Q = \sup\{|u(t)|: t \in [0, T]\} \).

Assume that the Caputo derivatives of \( u \) and \( f \) exist. Then, for every \( (z, v) \in Q \), a similar process of Theorem 1 can be used to show that the solution of the linear fractional system
\[ ^{ABC}D^a x(t) = A x(t) + B u(t) + f(t, z(t), v(t)), \quad (41) \]

is
Theorem 4. Let the continuous function \( f \) with its continuous Caputo derivative satisfy the condition
\[
\lim_{\|x,u\|_{\text{sup}} \to \infty} \frac{\|\alpha f (t, x, u) + (1 - \alpha)C^\alpha f (t, x, u)\|}{\|x,u\|_{\text{sup}}} = 0,
\]
uniformly for \( t \in [0, T] \). If linear system (12) is controllable, then nonlinear system (1) is controllable on \([0, T]\).

Proof. Consider the operator \( P: Q \to Q \) with \( P(z, v) = (x, u) \). For every \( u_0 \) that satisfies \( Ax_0 + Bu_0 + f_0 = 0 \), we define
\[
\begin{align*}
&u(t) = E_{\alpha, 1}(-\gamma t^\alpha)u_0 \\
&\quad + \frac{B^*A^*}{(1 - \alpha)} \int_{0}^{t} (t - \tau)^{\alpha - 1} E_{\alpha, 1}(-\gamma (t - \tau)^\alpha) E_{\alpha, a}(\alpha A^* A (T - \tau)^\alpha) d\tau \\
&\quad \times W^{-1}_{\tau} \left( x_1 - E_{\alpha, 1}(\alpha AA^*) x_0 - \int_{0}^{\tau} (T - \tau)^{\alpha - 1} E_{\alpha, a}(\alpha AA (T - \tau)^\alpha) \hat{A} \times \alpha f (\tau, z(\tau), v(\tau)) + (1 - \alpha)C^\alpha f (\tau, z(\tau), v(\tau)) \right) d\tau,
\end{align*}
\]
with \( \gamma = (\alpha/1 - \alpha) \), and
\[
x(t) = E_{\alpha, 1}(\alpha AA^*) x_0 \\
\quad + \int_{0}^{t} (t - \tau)^{\alpha - 1} E_{\alpha, a}(\alpha AA (t - \tau)^\alpha) \hat{A} \times \alpha f (t, z(t), v(t)) + (1 - \alpha)C^\alpha f (t, z(t), v(t)) d\tau.
\]

We are going to provide the conditions for using the Schauder fixed point theorem to show that \( P \) has a fixed point. According to the continuity of the Mittag-Leffler function and from (44), there exist positive numbers \( c_1 \) and \( d_1 \), such that for \( t \in [0, T] \), we have
\[
\sup\|\alpha f + (1 - \alpha)C^\alpha f\| = \sup\left[\|\alpha f (t, z(t), v(t)) + (1 - \alpha)C^\alpha f (t, z(t), v(t))\| : t \in [0, T]\right].
\]

It should be noted that \( D^\alpha u(t) \) exists and \( u(t) \) satisfies in
\[
au(t) + (1 - a)^C D^a u(t) = B^* \hat{A}^* E_{a,a} (aA^* \hat{A}^* (T - t)^a) W_T^{-1} \\
\times \left( x_1 - E_{a,1} (a\hat{A} A T^a) x_0 - \int_0^{T} (T - t)^{a-1} E_{a,a} (a\hat{A} A (T - t)^a) \hat{A} \times (af(t, x(t), u(t))) + (1 - a)^C D^a f(t, x(t), u(t)) \right) dt.
\]

Similarly, from (45) and (48), there exist positive numbers \(c_2\) and \(d_2\) such that for \(t \in [0, T]\),
\[
\|x(t)\| \leq c_2 + d_2 \sup \|af(t, x(t), u(t))\|.
\]

Next, defining \(c = 2 \max \{c_1, c_2\}\) and \(d = 2 \max \{d_1, d_2\}\), we can write (46) and (49) as
\[
\|u(t)\| \leq \frac{1}{2} \|c + d \sup \|af(t, x(t), u(t))\|\|.
\]
\[
\|x(t)\| \leq \frac{1}{2} \|c + d \sup \|af(t, x(t), u(t))\|\|. \tag{51}
\]

From [39], since continuous function \(af(t, x(t), u(t)) + (1 - a)^C D^a f(t, x(t), u(t))\) satisfies assumption (43), for every pair of positive constants \(c\) and \(d\), there exists a positive constant \(r\) such that, if \(\|x(t)\| \leq r\), then
\[
\|u(t)\| \leq \frac{1}{2} \|c + d \sup \|af(t, x(t), u(t))\|\|.
\]

Next, we introduce the set \(Q(t) = \{(z, v) \in Q: \|z\|_{\sup} \leq (r/2), \|v\|_{\sup} \leq (r/2)\}\). We show that \(P\) maps \(Q(t)\) into itself. For every \((z, v) \in Q(t)\), we have \(\|z\|_{\sup} \leq (r/2)\) and \(\|v\|_{\sup} \leq (r/2)\). Therefore, \(\|z(t)\|_{\sup} = \|z\|_{\sup} + \|v\|_{\sup} \leq (r/2) + (r/2) = r\), for all \(t \in [0, T]\). It follows that \(c + d \sup \|af(t, x(t), u(t))\| \leq r\). Then, from (50) and (51), we get \(\|u(t)\| \leq (r/2)\) and \(\|x(t)\| \leq (r/2)\). Hence, \(\|u\|_{\sup} \leq (r/2)\) and \(\|x\|_{\sup} \leq (r/2)\). Since \(af(t, x(t), u(t)) + (1 - a)^C D^a f(t, x(t), u(t))\) is continuous, the operator \(P\) is continuous. It should be noted that \(Q(t)\) is closed, bounded, and convex, so by the Schauder fixed point theorem [40, Theorem 4.14], \(P\) has a fixed point \((z, v) \in Q(t)\), such that \(P(z, v) = (z, v) \equiv (z, v)\). Therefore, we rewrite (17) and (18) as

\[
u(t) = E_{a,1} (-\gamma^a) u_0 \\
+ \frac{B^* \hat{A}^*}{(1 - a)} \int_0^t (t - \tau)^{a-1} E_{a,a} (-\gamma(t - \tau)^a) E_{a,a} (aA^* \hat{A}^* (T - \tau)^a) \, d\tau \\
\times \left( x_1 - E_{a,1} (a\hat{A} A T^a) x_0 - \int_0^{T} (T - \tau)^{a-1} E_{a,a} (a\hat{A} A (T - \tau)^a) \hat{A} \times (af(t, x(t), u(t))) + (1 - a)^C D^a f(t, x(t), u(t)) \right) dt,
\]
and

\[
x(t) = E_{a,1} (a\hat{A} A T^a) x_0 \\
+ \int_0^t (t - \tau)^{a-1} E_{a,a} (a\hat{A} A (t - \tau)^a) \hat{A} B (au(t)) + (1 - a)^C D^a u(t) \, d\tau \\
+ \int_0^t (t - \tau)^{a-1} E_{a,a} (a\hat{A} A (t - \tau)^a) \hat{A} \times (af(t, x(t), u(t))) + (1 - a)^C D^a f(t, x(t), u(t)) \right) dt,
\]

which shows that \(x(t)\) is the solution of nonlinear system (1). Now, setting \(t = T\) in (54), we get \(x(T) = x_1\), so nonlinear system (1) is controllable. \(\Box\)

**Proposition 1.** The values of positive numbers \(c_1, d_1, c_2,\) and \(d_2\) used in Theorem 4 are calculated by

\[
c_1 = a_1 + \frac{T^a a^{-1} a_1 a_2}{1 - a} ||B^*|| ||\hat{A}^*|| ||W_T^{-1}|| (\|x_1\| + a_4),
\]
\[
d_1 = \left(\frac{T^a a^{-1} a_1^2}{1 - a}\right) a_2 ||B^*|| ||W_T^{-1}|| ||\hat{A}||^2,
\]
\[
c_2 = a_1 + T^a a^{-1} a_1^2 ||\hat{A}||^2 ||B^*|| ||W_T^{-1}|| (\|x_1\| + a_4),
\]
\[
d_2 = \left(\frac{T^a a^{-1} a_1^3}{1 - a}\right) a_2 ||\hat{A}||^3 ||B^*|| ||W_T^{-1}|| + T^a a^{-1} a_1 ||\hat{A}||.
where

\[
\begin{align*}
    a_1 &= \sup_{t \in [0,T]} \| E_{a,1}(\gamma t^n)u_0 \|, \\
    a_2 &= \sup_{t \in [0,T]} \| E_{a,a}(\gamma(T-t)^n) \|, \\
    a_3 &= \sup_{t \in [0,T]} \| E_{a,a}(a^2AA(T-t)^n) \|, \\
    a_4 &= \sup_{t \in [0,T]} \| E_{a,1}(a^2AA)^t x_0 \|.
\end{align*}
\]

Proof. According to (53) and (56), we can write

\[
\| u(t) \| \leq a_1 + \frac{1}{1 - \alpha} \| B^\top \| \| A \| \| f \| \sup_{t \in [0,T]} \| (T^\alpha a_1 x) \|
\]

\[
\times (\| x_1 \| + a_4 + T^\alpha a_1 \| B \| \| A \| \| f \| \sup_{t \in [0,T]} \| (T^\alpha a_1 x) \|)
\]

\[
\leq a_1 + \frac{T^\alpha a_1}{1 - \alpha} \| B^\top \| \| A \| \| f \| \sup_{t \in [0,T]} \| (T^\alpha a_1 x) \|
\]

\[
+ \frac{T^\alpha a_1}{1 - \alpha} \| B^\top \| \| A \| \| f \| \sup_{t \in [0,T]} \| (T^\alpha a_1 x) \|.
\]

(57)

Using (48) yields

\[
\| u(t) + (1 - \alpha)C^\alpha D^\alpha u(t) \| \leq \| B^\top \| \| A \| \| f \| \sup_{t \in [0,T]} \| (T^\alpha a_1 x) \|
\]

\[
\times (\| x_1 \| + a_4 + T^\alpha a_1 \| B \| \| A \| \| f \| \sup_{t \in [0,T]} \| (T^\alpha a_1 x) \|).
\]

(61)

Combining (60) and (61) results in

\[
\| x(t) \| \leq a_4 + T^\alpha a_1 \| B \| \| A \| \| f \| \sup_{t \in [0,T]} \| (T^\alpha a_1 x) \| + T^\alpha a_1 \| B \| \| A \| \| f \| \sup_{t \in [0,T]} \| (T^\alpha a_1 x) \|
\]

\[
+ \left( T^\alpha a_1 \right)^3 \| B \| \| A \| \| f \| \sup_{t \in [0,T]} \| (T^\alpha a_1 x) \|.
\]

(62)

Then, defining

\[
\begin{align*}
    c_2 &= a_4 + T^\alpha a_1 \| B \| \| A \| \| f \| \sup_{t \in [0,T]} \| (T^\alpha a_1 x) \|, \\
    d_2 &= \left( T^\alpha a_1 \right)^3 \| B \| \| A \| \| f \| \sup_{t \in [0,T]} \| (T^\alpha a_1 x) \|.
\end{align*}
\]

we derive

\[
\| x(t) \| \leq c_2 + d_2 \| f \| \sup_{t \in [0,T]} \| (1 - \alpha)C^\alpha D^\alpha f \|.
\]

(64)
Proof. According to (53), we can write

\[ u(t) = E_{α,1}(-γt^α)u_0 \]

\[ \begin{align*}
&= \frac{B^{t} A^{*}}{(1 - α)} \int_{0}^{t} \left( (α - 1)(t - τ)^{α - 2} E_{α,α}(-γ(t - τ)^α) + (t - τ)^{α - 1} E_{α,α}(-γ(t - τ)^α) \right) \\
&\quad \times E_{α,α}(αA^{*}A^{*}(T - τ)^α) dτ \\
&\quad \times W_{T}^{-1} \left( x_1 - E_{α,1}(αA^{*}T) \right)x_0 - \int_{0}^{T} (t - τ)^{α - 1} E_{α,α}(αA^{*}A(T - τ)^α) \times \tilde{A}(α f(τ, x(τ), u(τ))) + (1 - α)^{C^α} D^α f(τ, x(τ), u(τ))) dτ.
\end{align*} \]

(65)

Setting
\[ a_5 = \sup_{τ \in [0, T]} \| E_{α,1}(-γτ^α)u_0 \|, \]
\[ a_6 = \sup_{τ \in [0, T]} \| E_{α,α}(-γ(τ - t)^α) \|, \]

we have

\[ \| u(t) \| ≤ a_5 \frac{1}{1 - α} \| B^{t} \| \| A^{*} \| \left( (α - 1) a_2 + t^α a_1 a_5 \| A \| \sup_{τ \in [0, T]} \| α f + (1 - α)^{C^α} D^α f \| \right) \]

\[ \times \left( \| x_1 \| + a_4 + T^α a_1 a_6 \| A \| \sup_{τ \in [0, T]} \| α f + (1 - α)^{C^α} D^α f \| \right) \]

\[ \begin{align*}
&\leq a_5 \frac{1}{1 - α} \| B^{t} \| \| A^{*} \| \left( \| x_1 \| + a_4 \right) \\
&\quad + \frac{(T^{α - 1} a_2 + T^α a_1 a_6)}{1 - α} \| B^{t} \| \| A^{*} \| \left( \| x_1 \| + a_4 \right) \\
&\quad + \frac{(T^{2α - 1} a_2 + T^{2α} a_1 a_5)}{1 - α} \| B^{t} \| \| A^{*} \| \| A \| \sup_{τ \in [0, T]} \| α f + (1 - α)^{C^α} D^α f \|. \end{align*} \]

(67)

Defining
\[ c_3 = a_5 \frac{(T^{α - 1} a_2 + T^α a_1 a_5)}{1 - α} \| B^{t} \| \| A^{*} \| \left( \| x_1 \| + a_4 \right), \]
\[ d_3 = \frac{(T^{2α - 1} a_2 + T^{2α} a_1 a_5)}{1 - α} \| B^{t} \| \| A^{*} \| \| A \|, \]

(68)

yields
\[ \| u(t) \| ≤ c_3 \sup_{τ \in [0, T]} \| α f + (1 - α)^{C^α} D^α f \|. \]

Similarly, it follows from (54) that

\[ x^t(t) = E_{α,1}(αA^{*}T^α)x_0 \]

\[ \begin{align*}
&= \int_{0}^{t} \left( (α - 1)(t - τ)^{α - 2} E_{α,α}(αA^{*}A(t - τ)^α) + (t - τ)^{α - 1} E_{α,α}(αA^{*}A(t - τ)^α) \right) \\
&\quad \times A^{*}B(α u(τ) + (1 - α)^{C^α} D^α u(τ)) dτ \\
&\quad \times \tilde{A}(α f(τ, x(τ), u(τ))) + (1 - α)^{C^α} D^α f(τ, x(τ), u(τ))) dτ.
\end{align*} \]

(70)
validity of our results. In this section, we utilize some examples to illustrate the

\[ \| x'(t) \| \leq a_2 + (T^{n-1}a_3 + T^n a^{-1}a_8)A_3\|A\|B\|W_{-1}\|\|x_1\| + a_4 \]
\[ +\left( (T^{2n-1} \alpha^{-1} a_3 + T^{2n} \alpha^{-2} a_8)A_3^2 \|A\|^2 \|B\|^2 \|W_{-1}\| + (T^{n-1} a_3 + T^n a^{-1} a_8)\|\bar{A}\| \right) \]
\[ \times \sup \|af + (1 - \alpha)^{C}D^a f\|. \]

Then, using (61) yields

\[ \| x'(t) \| \leq c_4 + d_4 \sup \|af + (1 - \alpha)^{C}D^a f\|. \]

5. Numerical Examples

In this section, we utilize some examples to illustrate the validity of our results.

Example 1. We consider the following linear system:

\[ ABCD^a x(t) = Ax(t) + Bu(t), \]
\[ x(0) = x_0, \]

where \( \alpha = (1/3) \), \( t \in [0, 2] \), and

\[ A = \begin{bmatrix} 2 & -1 \\ -1 & 2 \end{bmatrix}, \]
\[ B = \begin{bmatrix} 2 \\ 1/3 \end{bmatrix}. \]

From (21), the controllability Gramian matrix is

\[ W_2 = \int_0^2 (2 - \tau)^{n-1} \left[ E_{a,a}(\alpha\bar{A}(2 - \tau)^a)\bar{A}B \right] \left[ E_{a,a}(\alpha\bar{A}(2 - \tau)^a)\bar{A}B \right]^* d\tau, \]

where

\[ E_{a,a}(\alpha\bar{A}(2 - \tau)^a) = \begin{bmatrix} \sum_{k=0}^{\infty} \frac{(2 - \tau)^{2k}}{\Gamma((2k + 1)\alpha)} & \sum_{k=0}^{\infty} \frac{(2 - \tau)^{(2k+1)\alpha}}{\Gamma((2k + 2)\alpha)} \\ \sum_{k=0}^{\infty} \frac{(2 - \tau)^{(2k+1)\alpha}}{\Gamma((2k + 2)\alpha)} & \sum_{k=0}^{\infty} \frac{(2 - \tau)^{2k\alpha}}{\Gamma((2k + 1)\alpha)} \end{bmatrix}. \]
Then, defining $c_1 = \sum_{k=0}^{\infty} (2 - \tau)^{2k+1}/(2k+1)$ and $c_2 = \sum_{k=0}^{\infty} (2 - \tau)^{(2k+1)/\alpha}/(2k+1)$ yields
\[ E_{\alpha,\alpha}(\alpha^{-\alpha}A(2 - \tau)^{\alpha}) = \begin{bmatrix} c_1 & c_2 \\ c_2 & c_1 \end{bmatrix}, \] (80)

Therefore, (78) becomes
\[ W_2 = \int_0^2 (2 - \tau)^{\alpha-1} \begin{bmatrix} c_1^2 & c_1c_2 \\ c_1c_2 & c_2^2 \end{bmatrix} \, d\tau, \] (81)
which is nonsingular.

Also, the Kalman matrix $K = 1/3 \begin{bmatrix} 2 & 5 \\ -1 & -4 \end{bmatrix}$ is full rank.

Hence, from Theorem 2 or Theorem 3, system (76) with control $u(t)$ defined in (22) is controllable. We consider $x_1(t)$ and $x_2(t)$ as the solutions of system (76) for initial conditions $x_1(0)$ and $x_2(0)$, respectively. Here
\[
\begin{aligned}
x_1(t) &= \begin{bmatrix} x_{11}(t) \\ x_{21}(t) \end{bmatrix}, \\
x_2(t) &= \begin{bmatrix} x_{12}(t) \\ x_{22}(t) \end{bmatrix}, \\
x_1(0) &= \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \\
x_2(0) &= \begin{bmatrix} -2 \\ 0 \end{bmatrix}.
\end{aligned}
\] (82)

The control $u(t)$ steers system (76) from $x_1(0)$ and $x_2(0)$ to $x_1(2)$ and $x_2(2)$, respectively, where
\[
\begin{aligned}
x_1(2) &= \begin{bmatrix} 5 \\ 1 \end{bmatrix}, \\
x_2(2) &= \begin{bmatrix} 4 \\ 2 \end{bmatrix}.
\end{aligned}
\] (83)

Now, consider the following system:
\[
^{ABC}D^{\alpha}x(t) = Ax(t) + Bu(t) + \begin{bmatrix} 0 \\ \sqrt{t} \end{bmatrix},
\] (84)
where $A$, $B$, and $t$ are as above. According to the above description, this system is also controllable. Using Matlab, the trajectories of solutions are depicted in Figures 1 and 2.

Example 2. We consider the nonlinear system as follows:
\[
^{ABC}D^{\alpha}x(t) = Ax(t) + Bu(t) + f(t, x(t)),
\] (85)
\[
x(0) = x_0,
\]
where $f(t, x(t)) = \begin{bmatrix} 0 \\ (1/1 + x_1^2(t)) \end{bmatrix}$ and $A$, $B$, and $t$ are the same as in Example 1. The Caputo derivative of $f$ is
\[ c^{D^{\alpha}}f(t, x(t)) = \frac{1}{\Gamma(2/3)} \int_0^t 2x_1(t)x_1'(t)/(1 + x_1^2(t))^2 (t - \tau)^{(1/3)} \, d\tau. \] (86)

From Proposition 2, $\alpha f + (1 - \alpha)c^{D^{\alpha}}f$ satisfies condition (43). Also, according to Example 1, the linear system is controllable. Therefore, nonlinear system (85) is controllable.

6. Conclusion

In this paper, we obtained the solution of the linear fractional system involving the Atangana–Baleanu derivative with the Caputo approach. According to the definition of controllability, we presented some necessary and sufficient conditions for the controllability of such a system based on the controllability Gramian matrix and the Kalman matrix. Using the Schauder fixed point theorem and the obtained results for the linear system, we also established sufficient conditions for the controllability of the nonlinear system. The reliability of the analytical process used in our work has been checked by numerical examples.
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