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Abstract

We derive a novel formula for the derivative of operator product expansion (OPE) coefficients with respect to a coupling constant. The formula only involves the OPE coefficients themselves, and no further input, and is in this sense self-consistent. Furthermore, unlike other formal identities of this general nature in quantum field theory (such as the formal expression for the Lagrangian perturbation of a correlation function), our formula is completely well-defined from the start, i.e. requires no further UV-renormalization. This feature is a result of a cancelation of UV-divergences between various terms in our identity. Our proof, and an analysis of the features, of our identity is given for the example of massive, Euclidean $\phi^4$ theory in 4 dimensional Euclidean space, and relies heavily on the framework of the renormalization group flow equations. It is valid to arbitrary, but finite orders in perturbation theory. The final formula, however, makes no explicit reference to the renormalization group flow, nor to perturbation theory, and we conjecture that it also holds non-perturbatively. The identity can be applied constructively because it gives recursive algorithm for the computation of OPE coefficients to arbitrary (finite) perturbation order in terms of the zeroth order coefficients corresponding to the underlying free field theory, which in turn are trivial to obtain. We briefly illustrate the relation of this method to more standard methods for computing the OPE in some simple examples.
1. Introduction

The operator product expansion (OPE) [1, 2] is the statement that any product of local quantum fields \( \mathcal{O}_{A_1}, \ldots, \mathcal{O}_{A_N} \) admits a short distance expansion of the form

\[
\mathcal{O}_{A_1}(x_1) \cdots \mathcal{O}_{A_N}(x_N) \sim \sum_B \mathcal{O}^B_{A_1 \ldots A_N}(x_1, \ldots, x_N) \mathcal{O}_B(x_N),
\]

where \( A_1, \ldots, A_N, B \) are labels for the composite fields of the theory under investigation. The OPE coefficients \( \mathcal{O}^B_{A_1 \ldots A_N}(x_1, \ldots, x_N) \) are distributions with singularities located at the diagonals \( x_i = x_j \) for \( i \neq j \). The relation (1.1) is understood in the weak sense, i.e. as an insertion into an arbitrary quantum state (or into a correlation function), and it is further usually understood to be an asymptotic expansion: If the sum on the right side is carried out to a sufficiently large but finite order, then the remainder goes to zero fast as \( x_i \to x_N \) for all \( i \in \{1, \ldots, N\} \). Within perturbative quantum field theory on Euclidean space, the expansion even converges [3, 4, 5]. In the same framework, one can also prove that the OPE coefficients fulfill stringent consistency conditions that essentially express a kind of associativity law [4, 5]. In this sense, the OPE should be viewed as encoding the “algebraic” content of a quantum field theory.

The OPE is by now a well-established tool in quantum field theory, and has found many practical uses, for example in the analysis of asymptotically free non-abelian gauge theories in 4 dimensions, or in the analysis of conformal field theories, especially in 2 dimensions. Our main interest in the OPE arises from the fact that it may be viewed, in a sense, as the defining structure of a quantum field theory. This viewpoint becomes particularly compelling if one considers quantum field theory on general curved spacetime manifolds [6, 7]. As is well-known [8], there is in general no preferred “vacuum state” on a general curved spacetime, and it is therefore not fruitful to formulate quantum field theory via entities depending explicitly or implicitly on such a concept, such as correlation functions, S-matrices, or functional integrals. The main advantage of the OPE is precisely that it is independent of any arbitrary choices of states – it holds when inserted into any (sufficiently regular) state.

If we accept as a possible viewpoint that the OPE is a fundamental, defining structure of quantum field theory, then there should be ways to generate examples of quantum field theories via the direct construction of their OPE’s. In 2 dimensional conformal field theories, such constructions of essentially algebraic nature are indeed possible, e.g., via the concept of “vertex algebras”, which essentially encode the OPE of a theory. A rich class of models can thereby be produced, see e.g. [9, 10, 11, 12]. Unfortunately, direct constructions of this type do not seem possible in higher dimensions or for non-conformally invariant theories. In practice, one proceeds mostly by starting from a free field theory, and computes the coefficients perturbatively. The perturbative corrections are computed essentially by inserting the OPE into suitable matrix elements. While this procedure is consistent, it would be much more natural, from our viewpoint, to have a procedure for determining the OPE that does not depend on auxiliary matrix elements.

One way to achieve this could be to focus attention directly the consistency relations that must be satisfied by the OPE coefficients [4]. However, it is unclear how to handle these relations efficiently in order to generate solutions, either directly, or indirectly (e.g. via perturbation theory, symmetry arguments etc.). Instead, we will derive in the present paper a novel formula for the derivative of the OPE coefficients with respect to the coupling constant of the theory, which we...
Theorem 1: The derivative of the OPE coefficients w.r.t. the coupling constant \( g \) in massive Euclidean \( \phi^4 \)-theory with BPHZ renormalization conditions can be expressed as

\[
\partial_g C_{A_1 \ldots A_N} (x_1, \ldots, x_N) = \frac{-1}{4!} \int d^4 y \left[ C_{L A_1 \ldots A_N} (y, x_1, \ldots, x_N) - \sum_{i=1}^N \sum_{[C] \leq [A]} C_{A_1 \ldots \hat{A}_i \ldots A_N} (x_1, \ldots, x_N) C_{C L A} (y, x_i) - \sum_{[C] < [B]} C_{A_1 \ldots A_N} (x_1, \ldots, x_N) C_{B L C} (y, x_N) \right],
\]

(1.2)

where the index \( L \) corresponds to the "coupling operator" \( O_L = \phi^4 \) and where \( \hat{A}_i \) denotes omission of the corresponding index. \([A]\) stands for the dimension of the composite field \( O_A \).

We note the following implications of this formula:

**Recursion scheme:** Equation (1.2) allows for a recursive construction of OPE coefficients to any order in perturbation theory: Expanding both sides of the equation as formal power series in the coupling constant, we note that, due to the derivative \( \partial_g \) on the left hand side, we obtain a formula expressing coefficients of order \( r \in \mathbb{N} \) in terms of lower order ones (see corollary 1 below). The only initial data necessary for this construction are the zeroth-order OPE coefficients, which are quite easy to obtain.

**Features of the scheme:** The method of computation for OPE coefficients based on eq.(1.2) is quite different from customary methods, which generally rely on certain short distance/large momentum expansions of particular Feynman diagrams [13, 14] associated with matrix elements of operator products. Our method, by contrast, is formulated entirely in terms of OPE coefficients, and is in this sense entirely self-consistent. In particular, the fundamental state-independence of these coefficients is evident in this scheme, simply because no state enters the recursion formula.

**Deformation theory:** In the language of ordinary, finite dimensional algebra, perturbations of the algebra product are usually referred to as deformations. One can see in equation (1.1) that, formally, the OPE coefficients play a role similar to the structure constants of an algebra. In the light of this analogy, theorem 1 can be interpreted as a formula describing the deformation of the OPE algebra caused by the \( \phi^4 \)-interaction. It would be very interesting to pursue this analogy further.

**Self-consistency:** Unlike other hierarchies of equations, such as e.g. the Dyson-Schwinger equation, our scheme does not require an additional “renormalization” procedure, i.e. all aspects of the equation are completely well-defined from the outset! For example, one may suspect, based on dimensional analysis, that the \( y \)-integral would diverge when \( y \to x_i \), and this would indeed be the case for the individual terms under the integral. However, as we will see, the divergences of the individual terms cancel out precisely, i.e. the integrand is an integrable function in the variable \( y \)!

The same is shown to occur for potential divergences of the integral for large \( y \). This supports our viewpoint that it should be possible to view the OPE as a fundamental property of quantum field theory.
Beyond perturbation theory: Although our deformation formula (1.2) is derived within the framework of renormalized perturbation theory, its final form no longer makes any reference to perturbation theory. Eq. (1.2) is a first order differential equation in \( g \), and since \( g = 0 \) corresponds to the free field theory, the “initial values” of all OPE-coefficients are known at \( g = 0 \). Thus, it is conceivable that one could actually show that a unique solution to (1.2) must exist (beyond the level of formal power series). We view this as a promising approach to a non-perturbative definition of the OPE-coefficients.

It does not seem straightforward to motivate our deformation formula (1.2) by formal methods such as path integrals. The first term on the right hand side resembles Lagrangian perturbation theory, since we essentially have an additional “insertion” of the interaction \( L \) which is integrated over the “insertion point” \( y \). This is very similar to formulas for the Lagrangian perturbation of correlation functions, which are easy to motivate formally via a path integral. However, it seems unclear how to motivate the other terms by formal methods.

Our derivation of eq. (1.2) is, by contrast, mathematically rigorous, and relies on the renormalization group flow equation approach to quantum field theory [15, 16, 17, 18, 19, 20, 21]. We will briefly review this framework in section 2, where we also define various quantities of relevance for the purpose of this paper. In section 3 we give the proof of the theorem, followed in section 4 by an application of the recursion scheme mentioned above. In appendix A we derive bounds on Schwinger functions with operator insertions, which are used in the proof of theorem 1. These estimates constitute a slight improvement over previously known bounds in the flow equation framework in the short distance regime, so the appendix might be a side result of some interest in its own right.

Notation and conventions: The convention for the Fourier transform in \( \mathbb{R}^4 \) used in this paper is

\[
f(x) = \int \hat{f}(p) e^{ipx} := \int_{\mathbb{R}^4} \frac{d^4p}{(2\pi)^4} e^{ipx} \hat{f}(p).
\]

We use a standard multi-index notation. Our multi-indices are elements \( w = (w_1, \ldots, w_n) \in \mathbb{N}^n \), where each \( w_i \in \mathbb{N}^4 \) is a four-tuple with components \( w_{i,\mu} \in \mathbb{N} \) and \( \mu = 1, \ldots, 4 \). For \( f(p_1, \ldots, p_n) \) a smooth function on \( \mathbb{R}^{4n} \), we use the shorthand \( f(\vec{p}) \) and we set

\[
\partial^w f(\vec{p}) = \prod_{i,\mu} \left( \frac{\partial}{\partial p_{i,\mu}} \right)^{w_{i,\mu}} f(\vec{p})
\]

and

\[
w! = \prod_{i,\mu} w_{i,\mu}!, \quad |w| = \sum_{i,\mu} w_{i,\mu}.
\]

If a function \( f(\vec{x}; \vec{p}) \) depends on two sets of variables, \( (\vec{x}, \vec{p}) \in \mathbb{R}^{4n_1} \times \mathbb{R}^{4n_2} \), then we write \( \partial_{\vec{p}}^w \) to indicate that the partial derivatives are taken with respect to the variables \( (p_1, \ldots, p_{n_2}) \) as in (1.4). Derivatives \( \partial^w \) of a product of functions \( f_1 \cdots f_r \) are distributed over the factors using the Leibniz rule, which results in the sum of all terms of the form \( c_{\{v_i\}} \partial^{v_1} f_1 \cdots \partial^{v_r} f_r \). Here each \( v_i \) is now a 4n-dimensional multi-index, where \( v_1 + \cdots + v_r = w \), and where

\[
c_{\{v_i\}} = \frac{(v_1 + \cdots + v_r)!}{v_1! \cdots v_r!} \leq r^{|w|}
\]
is the associated multi-nomial weight factor.

Given a set of momenta \((p_1, \ldots, p_n) \in \mathbb{R}^{4n}\), we agree on the shorthand notation

\[
\vec{p} := (p_1, \ldots, p_n) ; \quad |\vec{p}|_n := \sup_{J \subseteq \{1, \ldots, n\}} \left| \sum_{i \in J} p_i \right| ; \quad \vec{p}_{a+2} := (\vec{p}, k, -k) \tag{1.7}
\]

Later we will often simply write \(|\vec{p}|_n|\) instead of \(|\vec{p}|_n|\).

If \(F(\varphi)\) is a differentiable function (in the Frechet space sense) of the Schwartz space function \(\varphi \in \mathcal{S}(\mathbb{R}^{4})\), we denote its functional derivative as

\[
\frac{d}{dt} F(\varphi + t\psi) \bigg|_{t=0} = \int d^4x \frac{\delta F(\varphi)}{\delta \varphi(x)} \psi(x) , \quad \psi \in \mathcal{S}(\mathbb{R}^{4}) , \tag{1.8}
\]

where the right side is understood in the sense of distributions in \(\mathcal{S}'(\mathbb{R}^{4})\). Multiple functional derivatives are denoted in a similar way and define in general distributions on multiple Cartesian copies of \(\mathbb{R}^{4}\).

By \(M_N\) we denote the spacetime domain

\[
M_N := \{(x_1, \ldots, x_N) \in \mathbb{R}^{4N} | x_i \neq x_j \text{ for all } 1 \leq i < j \leq N\} . \tag{1.9}
\]

We use the convention that \(\mathbb{N}\) are the natural numbers without 0, that \(\mathbb{N}_0\) are the natural numbers including zero and that \(\mathbb{R}_+\) are the real numbers greater than 0. The scaling degree of a function \(u \in C^\infty_0(M_N)\) at the diagonal is defined as

\[
\text{sd}(u) := \inf \left\{ p \in \mathbb{R} : \lim_{\varepsilon \to 0^+} \varepsilon^p u(\varepsilon x_1, \ldots, \varepsilon x_N) = 0 \text{ for all } (x_1, \ldots, x_N) \in M_N \right\} , \tag{1.10}
\]

where the limit is required to be uniform on compact sets \(K \subset M_N\). We similarly define the scaling degree with respect to a subset of points \((x_1, \ldots, x_M)\), \(M < N\), i.e. at a subdiagonal \(M_M \subset M_N\), which is denoted as \(\text{sd}_{\{1, \ldots, M\}}\).

2. The flow equation framework

The model studied in this paper is the hermitian scalar field theory with self-interaction \(g \varphi^4\) and mass \(m > 0\) on flat 4-dimensional Euclidean space. The quantities of interest in this (perturbative) quantum field theory will be defined in this section via the flow equation (FE) method \([15, 18, 16, 17]\). We will give a brief outline of the general formalism with a focus on objects of relevance to our study of the OPE, following closely \([3]\). The original presentation of the particular method used here can be found in \([19]\), and for more detailed reviews we refer the reader to \([22]\) and \([23]\) (in German).

Before we are ready to give the definition of the OPE coefficients \(\mathcal{C}^{B}_{A_1, \ldots, A_N}\) in section 2.5, we first introduce the basics of the flow equation approach in sections 2.1 and 2.2. In sections 2.3 and 2.4 we then discuss the regularization of short distance singularities of operator products within this approach and we define versions of Zimmermann’s ”normal products”, which are intimately related to the operator product expansion.
2.1. Connected amputated Green’s functions (CAG’s)

We first formulate our quantum field theory with finite infrared (IR) and ultraviolet (UV) cutoffs, called $\Lambda$ and $\Lambda_0$ respectively, which can be removed in the end. In the following, we always assume

$$ 0 < \Lambda , \quad \sup(\Lambda, m) < \Lambda_0 . \quad (2.11) $$

As we are dealing with a massive theory, an infrared cutoff is of course not actually necessary. It is introduced in the flow equation framework as a technical device, which will later allow us to derive the name-giving differential equations. The theory is defined in terms of

1. the propagator $C^{\Lambda,\Lambda_0}$, which reads in momentum space:

$$ C^{\Lambda,\Lambda_0}(p) := \frac{1}{p^2 + m^2} \left[ \exp\left(-\frac{p^2 + m^2}{\Lambda_0^2}\right) - \exp\left(-\frac{p^2 + m^2}{\Lambda^2}\right) \right] \quad (2.12) $$

Removing the cutoffs corresponds to taking the limits $\Lambda \to 0$ and $\Lambda_0 \to \infty$, which recovers the full propagator $1/(p^2 + m^2)$. Other choices of regularization than (2.12) are equally legitimate. The definition (2.12) has the advantage of being analytic in $p^2$ for $\Lambda > 0$. The propagator (2.12) defines a corresponding Gaussian measure $\mu^{\Lambda,\Lambda_0}$, whose covariance is $\overline{h} C^{\Lambda,\Lambda_0}$. Here the factor $\hbar$ is introduced in order to obtain a consistent loop expansion\(^1\) in the following.

2. the interaction Lagrangian, including renormalization counter terms (we also require the symmetry $\phi \to -\phi$, which causes odd powers of the basic field to vanish):

$$ L^{\Lambda_0}(\phi) = \int d^4x \left( a^{\Lambda_0} \phi(x)^2 + b^{\Lambda_0} \partial \phi(x)^2 + c^{\Lambda_0} \phi(x)^4 \right) \quad (2.13) $$

Here the basic field $\phi \in \mathcal{S}(\mathbb{R}^4)$ is any Schwartz space function. The counter terms $a^{\Lambda_0} = O(\hbar)$, $b^{\Lambda_0} = O(\hbar^2)$ and $c^{\Lambda_0} = \frac{g^4}{4!} + O(\hbar)$ will be adjusted—and actually diverge—when $\Lambda_0 \to \infty$, in order to obtain a well defined limit of the quantities of interest. This has been anticipated by making them “running couplings”, i.e. functions of the ultra violet cutoff $\Lambda_0$.

The correlation (= Schwinger- = Green’s- = n-point-) functions of $n$ basic fields with cutoff are defined by the expectation values

$$ \langle \phi(x_1) \cdots \phi(x_n) \rangle \equiv \mathbb{E}_{\mu^{\Lambda,\Lambda_0}} \left[ \exp\left(-\frac{1}{\hbar} L^{\Lambda_0}\right) \phi(x_1) \cdots \phi(x_n) \right] / Z^{\Lambda,\Lambda_0} = \int d\mu^{\Lambda,\Lambda_0} \exp\left(-\frac{1}{\hbar} L^{\Lambda_0}\right) \phi(x_1) \cdots \phi(x_n) / Z^{\Lambda,\Lambda_0} . \quad (2.14) $$

This expression is simply the standard Euclidean path-integral, but with the free part in the Lagrangian absorbed into the Gaussian measure $d\mu^{\Lambda,\Lambda_0}$. The normalization factor $Z^{\Lambda,\Lambda_0}$ is chosen

\(^1\)If one considers the usual Feynman diagram expansion of the quantities of interest defined below, then every closed loop yields a power of $\hbar$. 
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so that \((1) = 1\). To keep this factor finite one actually has to impose an additional volume cutoff, but the infinite volume limit can be taken without difficulty once we pass to perturbative connected correlation functions, which we shall do in a moment. For more details on this limit see \([24, 22]\). The correct behavior of the running couplings \(a^{\Lambda_0}, b^{\Lambda_0}, c^{\Lambda_0}\) is determined by deriving first a differential equation in the parameter \(\Lambda\) for the Schwinger functions, see eq.(2.18), and by then defining the couplings implicitly through the boundary conditions for this equation given below in eqs. (2.20) and (2.21).

These differential equations, referred to from now on as flow equations, are written more conveniently in terms of the hierarchy of “connected, amputated Green’s functions” (CAG’s), whose generating functional is given by the following convolution\(^2\) of the Gaussian measure with the exponentiated interaction,

\[
-L^{\Lambda,\Lambda_0} := \hbar \log \mu^{\Lambda,\Lambda_0} \ast \exp \left( -\frac{1}{\hbar} L^{\Lambda_0} \right) - \hbar \log Z^{\Lambda,\Lambda_0} .
\]  

One can expand the functionals \(L^{\Lambda,\Lambda_0}\) as formal power series in terms of Feynman diagrams with \(l\) loops, \(n\) external legs and propagator \(C^{\Lambda,\Lambda_0}(\mu)\). One can show that, indeed, only connected diagrams contribute, and the (free) propagators on the external legs are removed. While we will not use diagrammatic decompositions in terms of Feynman diagrams here, we will also analyze the functional (2.15) in the sense of formal power series in \(\hbar\) (“loop expansion”),

\[
L^{\Lambda,\Lambda_0}(\phi) := \sum_{n=0}^{\infty} \sum_{l=0}^{\infty} \hbar^l \int d^4x_1 \cdots d^4x_n L^{\Lambda,\Lambda_0}_{n,l}(x_1, \ldots, x_n) \varphi(x_1) \cdots \varphi(x_n) .
\]

No statement is made about the convergence of the series in \(\hbar\).

Translation invariance of the connected amputated functions in position space implies that their Fourier transforms, denoted \(\mathcal{L}^{\Lambda,\Lambda_0}_{n,l}(p_1, \ldots, p_n)\), are supported at \(p_1 + \cdots + p_n = 0\). Therefore, we can write, by abuse of notation

\[
\mathcal{L}^{\rho,\Lambda_0}_{n,l}(p_1, \ldots, p_n) = \delta^4 \left( \sum_{i=1}^{n} p_i \right) \mathcal{L}^{\rho,\Lambda_0}_{n-1,l}(p_1, \ldots, p_{n-1}) ,
\]

i.e. the momentum variable \(p_i\) is determined in terms of the remaining \(n-1\) independent momenta by momentum conservation. One can show that, as functions of these remaining independent momenta, the connected amputated Green’s functions are smooth for \(\Lambda_0 < \infty\), \(\mathcal{L}^{\rho,\Lambda_0}_{n,l}(p_1, \ldots, p_{n-1}) \in C^\infty(\mathbb{R}^{(n-1)})\).

To obtain the flow equations for the CAG’s, we take the \(\Lambda\)-derivative of eq.(2.15):

\[
\partial_\Lambda L^{\Lambda,\Lambda_0} = \frac{\hbar}{2} \left( \frac{\delta}{\delta \phi} \delta \phi \frac{\delta}{\delta \phi} \right) L^{\Lambda,\Lambda_0} - \frac{1}{2} \left( \frac{\delta}{\delta \phi} L^{\Lambda,\Lambda_0} \frac{\delta}{\delta \phi} L^{\Lambda,\Lambda_0} \right) + \hbar \partial_\Lambda \log Z^{\Lambda,\Lambda_0} .
\]

Here we use the following notation: We write \(\hat{C}^\Lambda\) for the derivative \(\partial_\Lambda C^{\Lambda,\Lambda_0}\), which, as we note, does not depend on \(\Lambda_0\). Further, by \(\langle , \rangle\) we denote the standard scalar product in \(L^2(\mathbb{R}^d, d^4x)\), and \(\ast\) stands for convolution in \(\mathbb{R}^d\). As an example,

\[
\left\langle \frac{\delta}{\delta \phi} \hat{C}^\Lambda \frac{\delta}{\delta \phi} \right\rangle = \int d^4x d^4y \hat{C}^\Lambda(x - y) \frac{\delta}{\delta \phi(x)} \frac{\delta}{\delta \phi(y)}
\]

\(^2\)The convolution is defined in general by \((\mu^{\Lambda,\Lambda_0} \ast F)(\phi) = \int d\mu^{\Lambda,\Lambda_0}(\phi') \cdot F(\phi + \phi')\).
is the “functional Laplace operator”. The CAG’s are defined uniquely as a solution to the differential equation (2.18) only after we impose suitable boundary conditions. These are\(^3\), using the multi-index convention introduced above in “Notations and Conventions”:

\[
\partial^w_p \mathcal{L}^{\Lambda_0, \Lambda_0} (\vec{0}) = \delta_{w,0} \delta_{\Lambda_0,0} \frac{g}{4!} \quad \text{for } n + |w| \leq 4,
\]

as well as

\[
\partial^w_p \mathcal{L}^{\Lambda_0, \Lambda_0} (\vec{p}) = 0 \quad \text{for } n + |w| > 4.
\]

Here \(\delta_{w,0}\) is the Kronecker-delta. The CAG’s are then determined by integrating the flow equations subject to these boundary conditions, see e.g. [19, 22].

### 2.2. Insertions of composite fields

In the previous section we have defined Schwinger functions of products of the basic field. We now turn to the composite operators (or “composite fields”), which are given by the monomials

\[
\mathcal{O}_A = \partial^{w_1} \phi \cdots \partial^{w_n} \phi, \quad A = \{n, w\}.
\]

Here \(w = (w_1, \ldots, w_n) \in \mathbb{N}^{4n}\) is a multi-index (see also our notation and conventions section), and we denote the canonical dimension of such a field by

\[
[A] := n + \sum_i |w_i|.
\]

The Schwinger functions with insertions of composite operators are obtained by replacing the action \(\mathcal{L}^{\Lambda_0}\) with an action containing additional sources, expressed through smooth functionals. Particular examples of such functionals are local ones. Any such local functional can by definition be written as

\[
F(\phi) = \sum_A \int d^4x \; \mathcal{O}_A(x) \; f^A(x), \quad f^A \in C^\infty_0 (\mathbb{R}^4),
\]

where the composite operators \(\mathcal{O}_A\) are as in eq. (2.22) and where the sum is finite. Recall that we may restrict attention to composite fields (2.22) with an even number of factors of \(\phi\) as a result of our symmetry requirement \(\phi \rightarrow -\phi\). We now modify the action \(\mathcal{L}^{\Lambda_0}\) by adding sources \(f^A\) as follows:

\[
\mathcal{L}^{\Lambda_0} \rightarrow \mathcal{L}^{\Lambda_0}_{F} := \mathcal{L}^{\Lambda_0} - F - \sum_{j=0}^{\infty} B^\Lambda_0 \left( F \otimes \cdots \otimes F \right)
\]

Here the last term represents the counter terms which are needed to eliminate the additional divergences arising from composite field insertions in the limit \(\Lambda_0 \rightarrow \infty\). For each \(j\) it is a linear functional\(^4\)

\[
B^\Lambda_0 : [C^\infty (\mathcal{D}^4(\mathbb{R}^4))] \otimes \cdots \otimes [C^\infty (\mathcal{D}^4(\mathbb{R}^4))].
\]

\(^3\)We restrict to BPHZ renormalization in this paper. Other choices are of course possible, and equally legitimate.

\(^4\)\(C^\infty (\mathcal{D}^4(\mathbb{R}^4))\) denotes the space of smooth (in the Frechet sense) functionals. All our functionals are actually formal power series in \(\hbar\), so we should write more accurately \(C^\infty (\mathcal{D}^4(\mathbb{R}^4))[[\hbar]]\) for the space appearing below.
that is symmetric, and of order $O(h)$. These functionals will be defined implicitly below through
a flow equation and boundary conditions, see eqs. (2.34) and (2.35). To obtain the Schwinger
functions with insertions of $r$ composite operators we now simply take functional derivatives with
respect to the sources, setting the sources $f^{A_i} = 0$ afterwards:

$$
\langle \mathcal{O}_{A_1}(x_1) \cdots \mathcal{O}_{A_r}(x_r) \rangle := \hbar^n \frac{\delta^r}{\delta f^{A_1}(x_1) \cdots \delta f^{A_r}(x_r)} \left( Z^{L_{A_0}} \right)^{-1} \int d\mu^{L_{A_0}} \exp \left( -\frac{1}{\hbar} L_{F_{A_0}}(\varphi) \right) \bigg|_{f^{A_i}=0} 
$$

(2.27)

Note that the CAG’s discussed in the previous section are a special case of this equation; there
we take $F = \int d^4 x \, f(x) \varphi(x)$, and we have $B_j^{A_0}(F^{\otimes j}) = 0$, because no extra counter terms are
required for this insertion. As above, we can define a corresponding effective action as

$$
-L_{F_{A_0}} := \hbar \log \mu^{L_{A_0}} \ast \exp \left( -\frac{1}{\hbar} (L_{A_0} - F - \sum_{j=0}^{\infty} B_j^{A_0}(F^{\otimes j})) \right) - \log Z^{L_{A_0}}
$$

(2.28)

which now depends on the sources $f^{A_i}$, as well as on $\varphi$. From this modified effective action we
determine the generating functionals of the CAG’s with $r$ operator insertions:

$$
L_{n}^{L_{A_0}}(\mathcal{O}_{A_1}(x_1) \otimes \cdots \otimes \mathcal{O}_{A_r}(x_r)) := \frac{\delta^r L_{F_{A_0}}}{\delta f^{A_1}(x_1) \cdots \delta f^{A_r}(x_r)} \bigg|_{f^{A_i}=0}
$$

(2.29)

The CAG’s with insertions defined this way are multi-linear, as indicated by the tensor product
notation, and symmetric in the insertions. We can also expand the CAG’s with insertions in $\varphi$
and $\hbar$ again (in momentum space):

$$
L^{L_{A_0}} \left( \otimes_{j=1}^{r} \mathcal{O}_{A_j}(x_j) \right) = \sum_{n,j=0}^{\infty} \hbar^n \int d^4 p_1 \cdots d^4 p_n \, \mathcal{L}_{n,j}^{L_{A_0}} \left( \otimes_{j=1}^{r} \mathcal{O}_{A_j}(x_j) ; p_1, \ldots, p_n \right) \prod_{j=1}^{n} \Phi(p_j)
$$

(2.30)

Due to the insertions in $\mathcal{L}_{n,j}^{L_{A_0}}(\otimes_j \mathcal{O}_{A_j}(x_j) ; \vec{p})$, there is no restriction on the momentum set $\vec{p}$
in this case. Translation invariance, however, implies that the CAG’s with insertions at a translated
set of points $x_j + y$ are obtained from those at $y = 0$ through multiplication by $e^{i \sum_{j,i=1}^{n} p_i}$, i.e.

$$
\mathcal{L}_{n,j}^{L_{A_0}} \left( \otimes_{j=1}^{r} \mathcal{O}_{A_j}(x_i + y) ; p_1, \ldots, p_n \right) = e^{i \sum_{j=1}^{n} p_j} \mathcal{L}_{n,j}^{L_{A_0}} \left( \otimes_{j=1}^{r} \mathcal{O}_{A_j}(x_i) ; p_1, \ldots, p_n \right).
$$

(2.31)

Note also that only moments of CAG’s with an even number $n$ are non-vanishing, again by our
$\mathbb{Z}_2$-symmetry requirement. The flow equation for the CAG’s with insertions reads:

$$
\partial_{\lambda} L^{L_{A_0}}(\otimes_{j=1}^{N} \mathcal{O}_{A_j}) = \frac{\hbar}{2} \left( \frac{\delta}{\delta \varphi} \mathcal{C} \right) \left( \frac{\delta}{\delta \varphi} L^{L_{A_0}}(\otimes_{j=1}^{N} \mathcal{O}_{A_j}) \right) - \frac{1}{2} \sum_{\{i,j \mid i,j \neq 0\} \in \mathbb{Z}_2} \left( \frac{\delta}{\delta \varphi} L^{L_{A_0}}(\otimes_{j \in \mathbb{Z}_2} \mathcal{O}_{A_j}) , \mathcal{C} \right) - \frac{\delta}{\delta \varphi} L^{L_{A_0}}(\otimes_{j \in \mathbb{Z}_2} \mathcal{O}_{A_j})
$$

(2.32)

In the second line it is understood that in the case $l = 0$ we obtain the CAG’s without insertions,
i.e. $L^{L_{A_0}}(\otimes_{j \in \mathbb{Z}_2} \mathcal{O}_{A_j}) := L^{L_{A_0}}$. We also suppressed the coordinate space variables $(x_1, \ldots, x_N)$
by writing $\bar{\partial}_A$ instead of $\partial_A(x_i)$. This convention will also be used regularly in the following for the sake of brevity.

Note that the flow equation for the CAG’s with $N \geq 2$ insertions involves inhomogeneities (called source terms in the following) in the last line, which are quadratic in the CAG’s with less than $N$ insertions. Therefore, we have to ascend in the number of insertions if we want to integrate the flow equations (2.32). To complete the definition of the CAG’s with insertions, we again have to specify boundary conditions on the corresponding flow equation. The simplest choice in the case of $N \geq 2$ insertions is

$$\frac{\partial^w}{\partial \bar{\Lambda}_A^{\alpha}} \left( \hat{\otimes}_{i=1}^N \partial_A(x_i); \bar{\Lambda} \right) = 0 \quad \text{for all } w, n, l. \quad (2.33)$$

For CAG’s with one insertion we choose again BPHZ renormalization conditions

$$\frac{\partial^w}{\partial \Lambda_A^{N \alpha}} \left( \partial_A(0); \bar{\Lambda} \right) = \hat{I}^w |_{n+|w| \leq |A|} \quad (2.34)$$

$$\frac{\partial^w}{\partial \bar{\Lambda}_A^{\alpha}} \left( \partial_A(0); \bar{\Lambda} \right) = 0 \quad \text{for } n + |w| > |A|. \quad (2.35)$$

Although the connected amputated Green’s functions (CAG’s) with insertions can be used as the basic building blocks of the correlation functions, it will turn out to be useful to also consider certain non-connected versions of these, called "AG’s with insertions" in the following. They are defined as

$$G^{\Lambda, \alpha}_A(\otimes_{i=1}^N \partial_A) := \sum_{\alpha=1}^N \sum_{l_1 \neq \cdots \neq l_\alpha} \prod_{i=1}^\alpha (-\hbar)^N - \alpha L_A^{\alpha}(\otimes_{i=1}^N \partial_A). \quad (2.36)$$

Note that the case $N = 1$ just reduces to the CAG’s with one insertion, $\bar{\partial}_A$. Again, we also consider the expanded quantities in $\bar{h}$ and $\hat{\phi}$; these are denoted in the present case as $\hat{\bar{\partial}}_A \hat{\bar{\Lambda}}^{\alpha}(\otimes_{i=1}^N \partial_A, \bar{\Lambda}),$ where as usual, $l$ indicates the power of $\bar{h}$, and $n$ the power of $\hat{\phi}$. As the name suggests, these are the amputated versions of the Schwinger (=Green’s) functions

$$\left\langle \prod_{i=1}^N \partial_A(x_i) \prod_{j=1}^n \hat{\phi}(p_j) \right\rangle \prod_{k=1}^n (C_A^{\alpha=0}(p_k))^{-1} - \frac{\hbar^{n+l+1-j}}{l_1 \cdots \cdots l_j} \frac{\hat{\phi}(\hat{\phi})}{\hat{\Lambda}_A^{\alpha}}(\otimes_{i=1}^N \partial_A(x_i), \bar{\Lambda}_A^{\alpha}) \hat{\bar{\Lambda}}^{\alpha}(\bar{\Lambda}_A^{\alpha}) \hat{\bar{\Lambda}}^{\alpha}(\bar{\Lambda}_A^{\alpha}) \quad (2.37)$$

where $\hat{\bar{\Lambda}}^{\alpha}$ are the expansion coefficients of the generating functional $\hat{\bar{L}}^{\Lambda, \alpha}(\phi) = -\hat{\bar{L}}^{\Lambda, \alpha}(\phi) + \frac{1}{2} (\phi, (\Lambda^{\Lambda, \alpha})^{-1} \ast \phi)$ without the momentum conservation delta functions taken out.

---

5 See [20, 25] for a more detailed motivation of these boundary conditions. It should be mentioned that our definition of the functionals $L^{\Lambda, \alpha}(\partial_A)$ differs from the one given in those papers by a minus sign.

6 Strictly speaking, the functionals $G^{\Lambda, \alpha}(\otimes_{i=1}^N \partial_A)$ do not generate all the amputated Feynman diagrams with operator insertions, since connected pieces without any operator insertion are excluded, see also eq. (2.37). For lack of a better name, we will however continue to refer to these functionals as amputated Green’s functions with insertions by a slight abuse of language.
By contrast to the CAG’s, the AG’s satisfy linear homogeneous flow equations,
\[
\partial_{\Lambda} G^{A_{n_0}}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}) = \frac{\hbar}{2} \left( \frac{\delta}{\delta \phi} \hat{C} A + \frac{\delta}{\delta \phi} \right) G^{A_{n_0}}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}) - \left( \frac{\delta}{\delta \phi} G^{A_{n_0}}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}), \frac{\delta}{\delta \phi} L^{A_{n_0}} \right).
\]
(2.38)

This property is a welcome simplification, which is unfortunately counterbalanced by the fact that the boundary conditions for the AG’s are more complicated. Therefore, as a compromise between simple flow equation and simple boundary conditions, we will not work with the full AG’s in the following, but instead define the slightly modified objects
\[
h F^{A_{n_0}}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}) := G^{A_{n_0}}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}) - \prod_{i=1}^{N} L^{A_{n_0}}(\mathcal{O}_{A_i}).
\]
(2.39)

Using the definitions of the CAG’s given above, these functionals are seen to obey the flow equation
\[
\partial_{\Lambda} F^{A_{n_0}}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}) = \frac{\hbar}{2} \left( \frac{\delta}{\delta \phi} \hat{C} A + \frac{\delta}{\delta \phi} \right) F^{A_{n_0}}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}) - \left( \frac{\delta}{\delta \phi} F^{A_{n_0}}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}), \frac{\delta}{\delta \phi} L^{A_{n_0}} \right)
+ \sum_{1 \leq i < j \leq N} \left( \frac{\delta}{\delta \phi} L^{A_{n_0}}(\mathcal{O}_{A_i}), \frac{\delta}{\delta \phi} L^{A_{n_0}}(\mathcal{O}_{A_j}) \right) \prod_{r \in \{1, \ldots, N\} \setminus \{i, j\}} L^{A_{n_0}}(\mathcal{O}_{A_r})
\]
(2.40)

and the trivial boundary conditions
\[
\partial_{\hat{p}}^{n} \mathcal{F}^{\Lambda_{n_0}, A_{n_0}}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}; \hat{p}) = 0 \quad \text{for all } n, l, w,
\]
(2.41)

with a calligraphic letter \( \mathcal{F}^{\Lambda_{n_0}, A_{n_0}} \) denoting as usual the objects appearing in the expansion of \( F^{A_{n_0}} \) in powers of \( \hbar, \phi \). In terms of Feynman diagrams we may interpret these functionals as follows: As mentioned above, the \( G \)-functionals correspond to the (not necessarily connected) amputated Feynman graphs with \( N \) extra vertices corresponding to the operator insertions. On the other hand, the \( F \)-functionals correspond to the subset of these diagrams where \( \textit{at least two} \) of the operator insertions belong to the same connected component of the graph. Like the CAG’s with multiple insertions, the \( F \)-functionals are divergent on the partial diagonals (when \( \Lambda_0 \to \infty \)), i.e. whenever two or more spacetime arguments coincide. Since the CAG’s with one insertion are smooth in the spacetime argument [see equation (2.31)], the decomposition (2.39) separates the contributions to \( G \) which are regular in the spacetime arguments from those which are singular at short distances. We also note that translation invariance again implies
\[
\mathcal{F}^{\Lambda_{n_0}}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}(x_i); p_1, \ldots, p_n) = e^{lp_1 + \ldots + lp_n} \mathcal{F}^{\Lambda_{n_0}}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}(x_i - y); p_1, \ldots, p_n).
\]
(2.42)

### 2.3. Regularization of Schwinger functions with insertions

The purpose of introducing a UV-cutoff is that as long as we keep \( \Lambda_0 \) finite, the CAG’s with insertions depend smoothly on the points \( x_1, \ldots, x_N \), as well as on the momenta \( p_1, \ldots, p_n \). In the limit \( \Lambda_0 \to \infty \), smoothness in the \( x_i \)’s however is lost, and the CAG’s develop singularities.
for configurations such that some of the points $x_i$ coincide. This is of course not a problem, nor unexpected—the Green’s functions in quantum field theory are usually singular for coinciding points—reflecting the singular nature of the operators themselves. In the following we will discuss certain regularized (sometimes also called oversubtracted) versions of the Green’s functions with insertions defined in the previous section, which possess a higher degree of regularity in the spacetime arguments. As we will see later, these regularized Green’s functions with insertions play a crucial role in the definition and application of the operator product expansion. Similar objects were defined by Zimmermann under the name normal products of quantum fields in the diagrammatic approach to perturbation theory [26].

A method for improving regularity of Green’s functions with operator insertions was developed, in the context of the present framework, in [25] (up to two insertions), [4] (3 insertions) and [5] (N insertions). For the purposes of the present paper, the following definition will be useful:

**Definition 1 (Regularized AG’s):** The amputated Green’s functions (AG’s) with insertions and regularization are defined for any $D \geq -1$ as

$$G_D^{\Lambda_{A_0}}(\otimes_{i=1}^N \partial A) := hF_D^{\Lambda_{A_0}}(\otimes_{i=1}^N \partial A) + \prod_{i=1}^N L^{\Lambda_{A_i}}(\partial A_i), \quad (2.43)$$

where the functionals $F_D^{\Lambda_{A_0}}$ are required to satisfy the flow equation (2.40) and the boundary conditions

$$\partial_p \mathcal{F}^0_D(\otimes_{i=1}^N \partial A_i(x_i); 0) = 0 \quad \text{for } n + |w| \leq D \quad (2.44)$$

$$\partial_p \mathcal{F}^0_D(\otimes_{i=1}^N \partial A_i(x_i); \vec{p}) = 0 \quad \text{for } n + |\vec{p}| > D. \quad (2.45)$$

Evidently, $F_D^{\Lambda_{A_0}}(\otimes_{i=1}^N \partial A_i) = F^{\Lambda_{A_0}}(\otimes_{i=1}^N \partial A_i)$ are the functionals without regularization. Note that in the $N = 2$ case, $F_D$ reduces to the CAG with two insertions, i.e.

$$F_D^{\Lambda_{A_0}}(\partial_A(x) \otimes \partial_B(0)) = -L_D^{\Lambda_{A_0}}(\partial_A(x) \otimes \partial_B(0)) \quad (2.46)$$

since both sides of the equation share the same flow equation and boundary conditions. For $N \geq 3$, however, such a simple relation does not seem to exist.

**Properties of regularized AG’s with insertions:** It follows from the bounds derived in corollary 2 (see page 30) that, up to any order in the loop expansion (i.e. expansion in $\hbar$), the scaling degree (see eq. (1.10)) of the regularized AG’s with insertions, is bounded by\(^7\)

$$\text{sd}(G_D^{\Lambda_{A_0}}(\otimes_{i=1}^N \partial A_i)) \leq [A_1] + \ldots + [A_N] - D - 1, \quad (2.47)$$

for all $\Lambda, \Lambda_0$, including the case of main interest, $\Lambda_0 = \infty, \Lambda = 0$, i.e. upon removal of the cutoffs. This confirms the role of $D$ as a regularization parameter for the singularity on the total diagonal $x_1 = \ldots = x_N$. The result is consistent with the common opinion that Schwinger functions with insertions $\partial A_1(\delta x_1), \ldots, \partial A_N(\delta x_N)$ and without additional regularization (i.e. $D = -1$) should

\(^7\)The same result is also true for the functionals $F_D^{\Lambda_{A_0}}(\otimes_{i=1}^N \partial A_i)$. 
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scale as $\delta^{-(|A_1| + \cdots + |A_N|)} \cdot (\log \delta)^n$ as $\delta \to 0$ (uniformly as $\Lambda_0 \to \infty$). To our knowledge, this property has not been rigorously established in the present framework before\(^8\), so the result may be of interest in its own right.

Concerning the infrared (i.e. large distance) behavior of the functionals $F_{D}^{A,\Lambda_0}(\otimes_{i=1}^{N} \partial A_i)$, we will show below in theorem 2 (see page 29) that for any $R \in \mathbb{R}_+$ and any $s \in \mathbb{N}_0$

$$|\mathcal{F}_{2s,\Lambda,x}^{A,\Lambda_0}(\otimes_{i=1}^{N} \partial A_i; \bar{p})| \leq R^{-D-s} \cdot (m + \Lambda)^{D-s-2n} P_1 \left( \frac{\Lambda + m}{m} \right) P_2 \left( \frac{|\bar{p}|}{\Lambda + m} \right)$$

(2.48)

where $P_i(p)$ are polynomials in $p$ with positive coefficients. In other words, if we scale the spacetime arguments by a large factor $R$, then the $F^{A,\Lambda_0}$-functionals decay more rapidly than any inverse power of $R$. This property is of course a consequence of the fact that we are dealing with a massive theory.

We also note for later that the amputated Green’s functions with operator insertions satisfy versions of the so called Lowenstein rules:

$$\partial^v_{\Lambda_0} L^{A,\Lambda_0}(\partial A(x)) = L^{A,\Lambda_0}(\partial^v A(x))$$

(2.49)

$$\partial^v_{\Lambda_0} G_{D}^{A,\Lambda_0}(\otimes_{i=1}^{N} \partial A_i(x)) \bigg|_{x_N = 0} = G_{D}^{A,\Lambda_0} \left( \partial^v_{\Lambda_0} \otimes_{i=1}^{N} \partial A_i(x) \right) \bigg|_{x_N = 0}, \quad 1 \leq a < N$$

(2.50)

$$(\partial_{x_1} + \cdots + \partial_{x_N})^v G_{D}^{A,\Lambda_0}(\otimes_{i=1}^{N} \partial A_i(x)) = G_{D}^{A,\Lambda_0} \left( (\partial_{x_1} + \cdots + \partial_{x_N})^v \otimes_{i=1}^{N} \partial A_i(x) \right),$$

(2.51)

where $v \in \mathbb{N}^4$. These relations can be verified by comparing the flow equation and boundary conditions satisfied by either side of the respective equation (see [20, 25, 3, 5] for more details).

### 2.4. Regularization of subdivergences

In the previous section we have outlined a procedure that allows us to improve the total scaling degree of the amputated Green’s functions $G_{D}^{A,\Lambda_0}(\otimes_{i=1}^{N} \partial A_i)$. In other words, we are able to control the singular behavior of these functionals with respect to the total diagonal $x_1 = \cdots = x_N$. Below, however, we want to remove only divergences associated to the partial diagonals of a subset of the spacetime arguments $x_1, \ldots, x_N$. In the present section we will define this regularization of subdivergences.

It is a priori far from clear how to generalize the strategy of the previous section to subdivergences. The following lemma provides a decomposition of the AG’s that will be helpful for this purpose:

\(^8\)In [25] the scaling behavior (2.47) has been anticipated, but only informal arguments for its validity were given.
Lemma 1: For any $N \geq 2$ and $M < N$ the following decomposition holds:

\[
G^{A,\Lambda_0}(\otimes_{i=1}^M \mathcal{O}_{A_i}) = G^{A,\Lambda_0}(\otimes_{i=1}^N \mathcal{O}_{A_i}) \ G^{A,\Lambda_0}(\otimes_{i=M+1}^N \mathcal{O}_{A_i}) + h H^{A,\Lambda_0}(\otimes_{i=1}^N \mathcal{O}_{A_i}; \otimes_{i=M+1}^N \mathcal{O}_{A_i}) \tag{2.52}
\]

Here the functionals $H^{A,\Lambda_0}$ are defined through the flow equation

\[
\partial_t H^{A,\Lambda_0}(\otimes_{i=1}^N \mathcal{O}_{A_i}; \otimes_{i=M+1}^N \mathcal{O}_{A_i}) = \frac{\hbar}{2} (\frac{\delta}{\delta \mathcal{O}} \mathcal{A} \ast \frac{\delta}{\delta \mathcal{O}}) H^{A,\Lambda_0}(\otimes_{i=1}^N \mathcal{O}_{A_i}; \otimes_{i=M+1}^N \mathcal{O}_{A_i}) - \frac{\delta}{\delta \mathcal{O}} H^{A,\Lambda_0}(\otimes_{i=1}^N \mathcal{O}_{A_i}; \otimes_{i=M+1}^N \mathcal{O}_{A_i}) \mathcal{C} \ast \frac{\delta}{\delta \mathcal{O}} H^{A,\Lambda_0}(\otimes_{i=1}^N \mathcal{O}_{A_i}; \otimes_{i=M+1}^N \mathcal{O}_{A_i}) + \frac{\delta}{\delta \mathcal{O}} G^{A,\Lambda_0}(\otimes_{i=1}^N \mathcal{O}_{A_i}; \otimes_{i=M+1}^N \mathcal{O}_{A_i}) \mathcal{C} \ast \frac{\delta}{\delta \mathcal{O}} G^{A,\Lambda_0}(\otimes_{i=1}^N \mathcal{O}_{A_i}; \otimes_{i=M+1}^N \mathcal{O}_{A_i}) \tag{2.53}
\]

and the boundary conditions

\[
\partial_{\bar{p}}^w \mathcal{F}_{n,l,w}^{A,\Lambda_0}(\otimes_{i=1}^M \mathcal{O}_{A_i}; \otimes_{i=M+1}^N \mathcal{O}_{A_i}; \bar{p}) = 0 \quad \text{for all } n,l,w. \tag{2.54}
\]

Remark 1: The lemma can also be understood diagrammatically. On the l.h.s. of equation (2.52) we have all (amputated) diagrams with insertion of extra vertices corresponding to the composite operators $\mathcal{O}_{A_1}, \ldots, \mathcal{O}_{A_N}$. The first term on the r.h.s. stands for the factorized contributions, where the diagrams containing the $\mathcal{O}_{A_1}, \ldots, \mathcal{O}_{A_N}$ vertices are disconnected from the diagrams containing the $\mathcal{O}_{A_{M+1}}, \ldots, \mathcal{O}_{A_N}$ vertices. The second term on the r.h.s. then contains all contributions where at least one pair of vertices $\mathcal{O}_{A_i}, \mathcal{O}_{A_j}$ with $1 \leq i \leq M < j \leq N$ belong to the same connected diagram.

To prove lemma 1 one simply checks that both sides of eq.(2.52) satisfy the same flow equation and boundary conditions. The explicit proof can be found in [5].

The decomposition provided by lemma 1 suggests the following definition:

Definition 2 (Partially regularized AG’s): Let $M < N \geq 2$. We denote the amputated Green’s functions with operator insertions $\mathcal{O}_{A_1}(x_1), \ldots, \mathcal{O}_{A_N}(x_N)$, regularized to degree $D \leq |A_1| + \ldots + |A_M|$ in the coordinates $x_1, \ldots, x_M$, by $G^{A,\Lambda_0}( [\otimes_{i=1}^M \mathcal{O}_{A_i}]_D; \otimes_{i=M+1}^N \mathcal{O}_{A_i})$. These functionals are defined as

\[
G^{A,\Lambda_0}( [\otimes_{i=1}^M \mathcal{O}_{A_i}]_D; \otimes_{i=M+1}^N \mathcal{O}_{A_i}) := G_D^{A,\Lambda_0}( [\otimes_{i=1}^M \mathcal{O}_{A_i}]_D) \ G^{A,\Lambda_0}(\otimes_{i=M+1}^N \mathcal{O}_{A_i}) + h H^{A,\Lambda_0}( [\otimes_{i=1}^M \mathcal{O}_{A_i}]_D; \otimes_{i=M+1}^N \mathcal{O}_{A_i}) \tag{2.55}
\]

where $H^{A,\Lambda_0}( [\otimes_{i=1}^M \mathcal{O}_{A_i}]_D; \otimes_{i=M+1}^N \mathcal{O}_{A_i})$ is defined through the flow equation (2.53) with $G^{A,\Lambda_0}(\otimes_{i=1}^N \mathcal{O}_{A_i})$ replaced by $G_D^{A,\Lambda_0}( [\otimes_{i=1}^M \mathcal{O}_{A_i}]_D)$, subject to the boundary conditions (2.54).

Properties of partially regularized AG’s: Using an inductive scheme based on the flow equations, we show in appendix A.2 that the parameter $D$ does indeed allow us to improve regularity on the partial diagonal $x_1 = \ldots = x_M$, while the behavior on the other diagonals remains unaffected. More precisely, it follows from corollary 3 (on page 40) that the scaling degree (see eq. (1.10)) of these functionals is bounded by

\[
\text{sd} \ (G^{A,\Lambda_0}( [\otimes_{i=1}^M \mathcal{O}_{A_i}]_D; \otimes_{i=M+1}^N \mathcal{O}_{A_i})) \leq |A_1| + \ldots + |A_N|, \tag{2.56}
\]
including at $\Lambda_0 = \infty$, $\Lambda = 0$, i.e. upon removal of the cutoffs. This is the same estimate as for the AG’s without regularization [see (2.47)]. On the other hand, the scaling degree with respect to the partial diagonal $x_1 = \ldots = x_M$ satisfies the bound (see again corollary 3)

$$\text{sd}_{\{1, \ldots, M\}}(G^{\Lambda_0 \Lambda_0}(\otimes_{i=1}^M \partial_{A_i} \otimes_{i=M+1}^N \partial_{A_i})) \leq |A_1| + \ldots + |A_M| - D - 1,$$  \hspace{1cm} (2.57)

which confirms the role of $D$ as a regularization parameter with respect to the partial diagonal $x_1 = \ldots = x_M$. We finally also note that the $H^{\Lambda_0 \Lambda_0}$-functionals decay rapidly for large separation of the set of points $x_1, \ldots, x_M$ from the set of points $x_{M+1}, \ldots, x_N$, i.e. we have for $|y| \gg \max_i |x_i|

$$|\mathcal{H}^{\Lambda_0 \Lambda_0}_{2n,l}(\otimes_{i=1}^M \partial_{A_i}(x_i + y))_{D} \otimes_{i=M+1}^N \partial_{A_i}(x_i); \vec{p}| \leq \min_{1 \leq M < j \leq N} |x_i + y - x_j|^{D-s} \cdot (\Lambda + m)^{-2n - |y| - s - 1} \vec{D}(\vec{x}) \Phi \left( \log \frac{\Lambda + m}{m} \right) \Phi_2 \left( |\vec{p}| \right)$$

for any $s \in \mathbb{N}_0$, which follows from theorem 3 (see page 40). Here $\vec{D}(\vec{x})$ is again a rational function in the distances $|x_i - x_j|$, where $1 \leq i < j \leq N$, (but independent of $y$) and $\Phi_i(p)$ are polynomials in $p$ with positive coefficients (see theorem 3 for more details). Finally, we also note that due to translation invariance

$$\mathcal{H}^{\Lambda_0 \Lambda_0}_{2n,l}(\otimes_{i=1}^M \partial_{A_i}(x_i))_{D} \otimes_{i=M+1}^N \partial_{A_i}(x_i); \vec{p}) = e^{\nu(p_1 + \ldots + p_{2n})} \mathcal{H}^{\Lambda_0 \Lambda_0}_{2n,l}(\otimes_{i=1}^M \partial_{A_i}(x_i - y))_{D} \otimes_{i=M+1}^N \partial_{A_i}(x_i - y); \vec{p})$$

holds.

### 2.5. OPE coefficients

We are now ready to give the definition of the OPE coefficients in the present framework. To have a more compact notation, let us define the operator $\mathcal{D}^A$ acting on differentiable functionals $F(\varphi)$ of Schwartz space functions $\varphi \in \mathcal{S}(\mathbb{R}^4)$ by

$$\mathcal{D}^A F(\varphi) = \left. \frac{(-i)^{|w|}}{n! w!} \delta^n \phi(p_1) \ldots \delta^n \phi(p_n) F(\varphi) \right|_{\varphi=0, \vec{p}=0},$$  \hspace{1cm} (2.60)

where $A = \{n, w\}$. Further, let us also define the multivariate Taylor expansion operator through

$$T^i_{x \rightarrow \vec{y}} f(\vec{x}) = T^i_{(x_1, \ldots, x_N) \rightarrow (y_1, \ldots, y_N)} f(x_1, \ldots, x_N) = \sum_{|w| = j} \frac{(\vec{x} - \vec{y})^w}{w!} \partial^w f(\vec{y})$$

where $\vec{x} = (x_1, \ldots, x_N)$ and where $f$ is a sufficiently smooth function on $\mathbb{R}^{4N}$. For expansions around zero we will use the shorthand $T^i_{\vec{x} \rightarrow 0} = : T^i_{\vec{x}} \cdot$ Then the OPE coefficients are defined as follows [25, 3, 4]:

**Definition 3 (OPE coefficients):** Let $\Delta := [B] - ([A_1] + \ldots + [A_N])$. The OPE coefficients are defined in terms of the regularized AG’s with insertions as

$$C_{A_1 \ldots A_N}^B(x_1, \ldots, x_{N-1}, 0) := C_B \left\{ C_{[B]-1}^{0, \Lambda_0} \left( 1 - \sum_{j < \Delta} T^i_{\vec{x}} \otimes_{i=1}^N \partial_{A_i}(x_i) \right) \right\},$$  \hspace{1cm} (2.62)

where it is understood that $x_N = 0$. 

---
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Remark 2: Note that the OPE coefficients are translation invariant, so we may e.g. put the last point to zero by a translation, as we have above done to get a simpler formula.

To provide some motivation for this definition, we note that the remainder of the operator product expansion can be conveniently expressed in the form

\[
\left| \left\langle \mathcal{O}_{A_1}(x_1) \cdots \mathcal{O}_{A_N}(x_N) \phi(f_{p_1}) \cdots \phi(f_{p_n}) \right\rangle - \sum_{|C| \leq D \leq \Delta} \mathcal{C}_{A_1 \cdots A_N}^{C}(x_1, \ldots, x_N) \left\langle \mathcal{O}_{C}(x_N) \hat{\phi}(p_1) \cdots \hat{\phi}(p_n) \right\rangle \right|
\]

\[= \sum_{l_1 \cup \ldots \cup j_l = \{1, \ldots, n\}} \sum_{l_1, \ldots, l_j = 0 \atop l_1 + \ldots + l_j = l} \tilde{R}_{D, l_1 | l_1}^{C, A_1, \ldots, A_N}(x_1) \mathcal{D}_{l_2 | l_2}^{C, A_1, \ldots, A_N}(x_2) \cdots \mathcal{D}_{l_j | l_j}^{C, A_1, \ldots, A_N}(x_j) \prod_{l_i = 1}^{n} \mathcal{C}_{A_1}^{A_i}(p_l) \tag{2.63}
\]

where the generating functional of the remainder functions \( \tilde{R}_{D, l_1 | l_1}^{C, A_1, \ldots, A_N}(x_1) \) satisfies \([3, 4, 5]\)

\[
R_{D, l_1 | l_1}^{A, A_0}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}(x_i)) := G_{A_0}^{A, A_0}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}) - \sum_{|C| \leq D} \mathcal{C}_{A_1 \cdots A_N}^{C}(x_1, \ldots, x_N) L_{D, l_1 | l_1}^{A, A_0}(\mathcal{O}_{C})
\]

\[= (1 - \sum_{j \leq \Delta} T_{l_j = 0}^{j} \mathcal{D}_{l_j}^{A, A_0}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}(x_i)) \prod_{l_i = 1}^{n} \mathcal{C}_{A_1}^{A_i}(p_l) \tag{2.64}
\]

with \( \Delta = D - \sum_{i=1}^{N} |A_i| \). We conclude from these equations that our OPE acts as generally expected: It first tempers short distance singularities (on the total diagonal \( x_1 = \ldots = x_N \)) by increasing the value of the regularization parameter \( D \) in the remainder term (2.64). Once the resulting functions are regular enough, it then takes a Taylor expansion around \( \bar{x} = (x_1, \ldots, x_N) \).

One can further use the identity (2.64) to estimate the remainder of the OPE. This way, it was shown in \([3, 4, 5]\) that, in the present model, the OPE is not only an asymptotic expansion, as was generally believed, but that it actually converges in the limit \( D \to \infty \) for arbitrary configurations \((x_1, \ldots, x_N) \in M_N\) of the spacetime arguments.

Finally, we will later also need the relation \([4, 5]\)

\[
G_{A_0}^{A, A_0}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}(x_i)) - \sum_{|C| \leq D} \mathcal{C}_{A_1 \cdots A_M}^{C}(x_1, \ldots, x_M) G_{A_0}^{A, A_0}(\otimes_{j=M+1}^{N} \mathcal{O}_{A_j}(x_j))
\]

\[= (1 - \sum_{j=0}^{M} T_{l_j}^{j} \mathcal{D}_{l_j}^{A, A_0}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}([D; x_j = M+1 \mathcal{O}_{A_j}(x_j)]), \tag{2.65}
\]

where \( G_{A_0}^{A, A_0}(\otimes_{j=M+1}^{N} \mathcal{O}_{A_j}(x_j)) \), defined in section 2.4, are the AG’s with regularization on the partial diagonal \( x_1 = \ldots = x_M \).

3. Derivation of the deformation formula

While the definition of the perturbative OPE coefficients given in the previous section is very clear from a conceptual standpoint, it is somewhat dissatisfying that we have to rely on secondary objects (i.e. regularized AG’s with insertions) in order to determine the OPE coefficients in
perturbation theory. It would be desirable to be able to construct the perturbed OPE coefficients just in terms of the zeroth perturbation order ones, without reference to any other quantities. This would yield support to the viewpoint that no data other than the OPE coefficients and one point functions are needed to define a quantum field theory.

In the following we are going to show that such a construction is indeed possible. Starting from our definition of the OPE coefficients in terms of amputated Green’s functions with insertions, see def.\textsuperscript{3}, we will derive theorem \textsuperscript{1}, which is a formula that allows us to express the coefficients at a given order \( r \) in terms of (an integral over) lower order ones. Our derivation of this formula is from first principles, i.e. we do not have to make any additional assumptions.

To obtain the mentioned perturbation formula, we will first study the effect of taking a derivative with respect to the coupling constant \( g \) of Green’s functions with and without insertions, see section 3.1. In section 3.2 we will put these results to use and come to the actual derivation of the perturbation formula for the OPE coefficients, see theorem \textsuperscript{1}.

3.1. Variation of Green’s functions with respect to the coupling constant

In the familiar diagrammatic framework of quantum field theory, increasing the perturbation order is represented by additional insertions of interaction vertices, corresponding in our case to \( \phi^4 \) insertions, into the Feynman diagrams. This relation between insertions of the interaction operator and the order of perturbation theory takes on a very simple form in our framework. Namely, one can show\textsuperscript{9}:

**Proposition 1**: (Müller [22]) The derivative with respect to the coupling constant of the CAG’s without insertion, which were defined in section 2.1, can be expressed as

\[
\frac{\partial}{\partial g} L^{\Lambda,\Lambda_0} = \frac{1}{4!} \int d^4 y L^{\Lambda,\Lambda_0}(\phi^4(y)),
\]

where we have the CAG’s with insertion of the composite operator \( \phi^4 \) on the right hand side (see section 2.2 for the definition of operator insertions).

**Proof.** We give a slightly different version of the proof compared to the one presented in [22], which is more in the spirit of the present paper. Namely, we note that \( L^{\Lambda,\Lambda_0} \) is defined through the following conditions:

1. Flow Equation (2.18)
2. Boundary conditions (2.20), (2.21)
3. Translation invariance

Taking a \( \Lambda \)-derivative\textsuperscript{10} on both sides of equation (3.66) and substituting the flow equations (2.18) and (2.32), we find that both expressions indeed obey the same linear homogeneous flow equation.

\textsuperscript{9}The propositions derived in this section are understood to hold in the sense of formal power series in \( \hbar \), i.e. they hold up to arbitrary finite "loop order".

\textsuperscript{10}Note that we can use the formal power series expansion (2.30) and the translation properties of the CAG’s with one insertion, eq.(2.31), in order to write the \( \Lambda \) derivative of the r.h.s. of eq.(3.66) as \( \frac{\partial}{\partial \Lambda} L^{\Lambda,\Lambda_0} (\phi^4(0); \vec{p}) \frac{1}{2} m d^4 y \exp[i y (p_1 + \ldots + p_{2n})] \). We can thereby apply the \( \Lambda \)-derivative to \( L^{\Lambda,\Lambda_0} (\phi^4(0); \vec{p}) \) without having to exchange the order of integration and differentiation.
Concerning the boundary conditions, we apply the $g$-derivative to eqs\textup{(2.20)} and \textup{(2.21)}, which yields the conditions \textup{(2.34)} and \textup{(2.35)} with $A = \{ w' = 0, n' = 4 \}$. Finally, both sides of equation \textup{(3.66)} are evidently translation invariant. 

The proposition can be generalized to the $g$-derivative of CAG’s with insertions.

**Proposition 2:** The CAG’s with one insertion satisfy the identity

$$
\partial_g L^{\Lambda, \Lambda_0} (\partial_A (x)) = \frac{1}{4!} \int d^4 y L_{D=[A]}^{\Lambda, \Lambda_0} (\partial_A (x) \otimes \phi^4 (y)). \tag{3.67}
$$

The $y$-integral converges absolutely, uniformly in the cutoffs, including $\Lambda = 0, \Lambda_0 = \infty$.

**Proof.** The general strategy of the proof is similar to the one used in the proof of proposition 1 above: We want to establish the equality by showing that both sides of the equation satisfy the same flow equations and boundary conditions.

First, however, we have to show that the integral on the right hand side of eq.\textup{(3.67)} even exists. In the case of proposition 1 it was easy to show that the integral simply gives a momentum space delta function once we expanded the corresponding CAG-functionals in terms of $\hbar$ and $\phi$ [see footnote 10]. In the case at hand, however, the situation is more complicated: The CAGs with two insertions are not smooth in the spacetime arguments (upon removal of the UV cutoff $\Lambda$). In the case at hand, however, the situation is more complicated: The CAGs with two insertions are not smooth in the spacetime arguments (upon removal of the UV cutoff $\Lambda_0 \to \infty$), in contrast to the case of one insertion. Therefore, we have to take more care in the present proof and, as a first step, establish convergence of the $y$-integral, uniformly as $\Lambda_0 \to \infty$.

**Convergence of the $y$-integral:** We use the formal power series expansion \textup{(2.30)} in order to write the integrand in terms of the moments $\mathcal{L}_{D=[A], s, l}^{\Lambda, \Lambda_0} (\partial_A (x) \otimes \phi^4 (y); \bar{p})$, which can be estimated with the help of the bound \textup{(A.109)} [see page 30]. It follows from this bound, choosing the parameters $w = 0, t = 0, r = 1$ and any $s \in \mathbb{N}$ in \textup{(A.109)}, that the modulus of our integrand, $|\mathcal{L}_{D=[A], s, l}^{\Lambda, \Lambda_0} (\partial_A (x) \otimes \phi^4 (y); \bar{p})|$, is smaller than a function which depends on the spacetime arguments as $|x - y|^{-4+s}$. We conclude that the integrand falls off rapidly for large $|y|$, i.e. in the infrared region, and that the integral over that region converges absolutely. On the other hand, choosing $w = 0, t = 0, s = 0$ and $r \in \mathbb{N}$ arbitrary, the bound \textup{(A.109)} also implies that the modulus of our integrand is smaller than a function which behaves as $|x - y|^{-3-\frac{1}{2}}$. Therefore, also the $y$-integral over the ultra-violet region, $y \approx x$, is absolutely convergent. In summary, we conclude from the bound \textup{(A.109)} that the integrand expanded in powers of $\hbar, \phi$ on the r.h.s. of eq.\textup{(3.67)} satisfies the bound

$$
|\mathcal{L}_{D=[A], s, l}^{\Lambda, \Lambda_0} (\partial_A (x) \otimes \phi^4 (y); \bar{p})| \leq \min \left( \frac{(\Lambda + m)^{-r}}{|x - y|^{3+r}}, \frac{(\Lambda + m)^{-\frac{1}{2}}}{|x - y|^{3+\frac{1}{2}}} \right)
\times \left( (\Lambda + m)^{|A|+1} P_1 \left( \log \frac{\Lambda + m}{m} \right) P_2 \left( \frac{|\bar{p}|}{\Lambda + m} \right) \right), \tag{3.68}
$$

for some some $r > 1$ and suitable polynomials $P_i$ with positive coefficients. Since the function on the r.h.s. of this inequality is integrable over $y \in \mathbb{R}^4$, we conclude that the integral on the r.h.s. of \textup{(3.67)} is absolutely convergent, even as we remove the cutoffs.
**Flow equations:** Next we would like compare the flow equations for both sides of eq.(3.67). Taking the $g$-derivative of the flow equation for $L^{A,\Lambda_0}(\partial_A)$, eq.(2.32), we obtain for the left hand side

\[
\partial_{\Lambda} \partial_{g} L^{A,\Lambda_0}(\partial_A) = \frac{\hbar}{2} \left( \frac{\delta}{\delta \phi} \right) \frac{\delta}{\delta \phi} L^{A,\Lambda_0}(\partial_A) - \left( \frac{\delta}{\delta \phi} \right) \partial_{g} L^{A,\Lambda_0}(\partial_A) \right) \frac{\delta}{\delta \phi} L^{A,\Lambda_0}(\partial_A) \right)
\]

\[
- \left( \frac{\delta}{\delta \phi} \right) L^{A,\Lambda_0}(\partial_A) \frac{\delta}{\delta \phi} \frac{1}{4!} \int d^4 y L^{A,\Lambda_0}(\phi^4(y)),
\]

where we used proposition 1 in the last line. In order to determine a flow equation for the right side of eq.(3.67), we take a $\Lambda$-derivative of $\frac{1}{\pi} \int d^4 y L^{A,\Lambda_0}(\partial_A(x) \otimes \phi^4(y))$. We would now like to exchange the order of the $y$-integral with the $\Lambda$-derivative, which would allow us to use the flow equation (2.32). This *differentiation under the integral sign* has to be justified of course: We have to show that also $\frac{1}{\pi} \int d^4 y \partial_{\Lambda} L^{A,\Lambda_0}(\partial_A(x) \otimes \phi^4(y))$ converges absolutely. This is again achieved with the help of the bound (A.109), which implies

\[
|\partial_{\Lambda} \mathcal{F}_{D=|A|,n,l}^{A,\Lambda_0}(\partial_A(x) \otimes \phi^4(y); \bar{p})| \leq \min \left( \frac{(\Lambda + m)^{-r}}{|x-y|^{\frac{1}{2} + \frac{3}{2}}, \frac{(\Lambda + m)^{-r}}{|x-y|^{\frac{1}{2} + \frac{3}{2}}}} \right)
\]

\[
\times (\Lambda + m)^{|A| - n} P_1 \left( \log \frac{\Lambda + m}{m} \right) P_2 \left( \frac{|\bar{p}|}{\Lambda + m} \right)
\]

(3.70)

if we choose $t = 1$ in that bound. Thus, we are allowed to exchange the order of the $y$-integral and the $\Lambda$-derivative. Using eq.(2.32), it is then easy to check that the right hand side of eq.(3.67) obeys the same flow equation, eq.(3.69), as the left hand side.

**Boundary conditions:** Taking a $g$-derivative of eqs.(2.34) and (2.35), we find that $\partial_{g} L^{A,\Lambda_0}(\partial_A)$ is subject to the following boundary conditions:

\[
\partial^{\mu} \partial_{\mu} L_{n,l}^{A,\Lambda_0}(\partial_A(0); \bar{0}) = 0 \quad \text{for } n + |w| \leq |A|
\]

(3.71)

\[
\partial^{\mu} \partial_{\mu} L_{n,l}^{A,\Lambda_0}(\partial_A(0); \bar{p}) = 0 \quad \text{for } n + |w| > |A|
\]

(3.72)

By definition, the right hand side of equation (3.67) satisfies the same boundary conditions, which can be seen from eqs.(2.44) and (2.45) and by recalling also that $F_{D}^{A,\Lambda_0}(\partial_A(x) \otimes \partial_B(0)) = -L_{D}^{A,\Lambda_0}(\partial_A(x) \otimes \partial_B(0))$ from eq.(2.46).

To summarize, we have established that a) the integral over $y$ in eq.(3.67) converges, that b) both sides of the equation satisfy the same flow equations and that c) both sides are subject to the same boundary conditions. This establishes the equality and finishes the proof.

---

Below we will also be interested in the $g$-derivative of the amputated Green’s functions with insertions, $G^{A,\Lambda_0}(\otimes_{i=1}^{N} \partial_A)$.
**Remark 3:** In the case of convergence of the integral on the right hand side of the equation before we compare flow Λ absolutely, uniformly in the cutoffs, including express as

**Proposition 3:** The g-derivative of the amputated Green’s functions with insertions can be expressed as

\[
\frac{1}{4!} \int d^4y \left[ G^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \theta_{A_i}(x_i)) - G^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \theta_{A_i}(x_i))L^{\Lambda, \Lambda_0}(\phi^4(y)) \right]
\]

where \( \Sigma := \{ n = 4, w = 0 \} \), i.e. \( \theta_C = \phi^4 \) is the interaction operator. The y-integral converges absolutely, uniformly in the cutoffs, including \( \Lambda = 0, \Lambda_0 = \infty \).

**Remark 3:** In the case \( N = 1 \) this reduces to proposition 2.

**Proof.** We follow the same basic strategy as in the proof of proposition 2, i.e. we first establish convergence of the integral on the right hand side of the equation before we compare flow equations and boundary conditions.

**Convergence of the y-integral:** Again we argue that the integral on the right hand side - as well as its \( \Lambda \)-derivative - converges absolutely. Let us first discuss the infrared behavior of the integral, i.e. the case of \( |y| \) being large. Note that the first two terms on the right hand side of eq.(3.73) combine to

\[
G^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \theta_{A_i}(y) \otimes \phi^4(y)) - G^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \theta_{A_i}(y))L^{\Lambda, \Lambda_0}(\phi^4(y)) = \h \Lambda, \Lambda_0(\otimes_{i=1}^N \theta_{A_i}; \phi^4) \quad (3.74)
\]

by definition [see eq.(2.52)]. In view of the bound derived in theorem 3 (see page 40), we know that the moments \( \mathcal{H}_{n,t}^{\Lambda, \Lambda_0} \) of these functionals decay more rapidly than \( \min_{1 \leq n \leq N} |x_i - y|^{-s} \) for large \( |y| \) and for any \( s \in \mathbb{N} \). A similar bound also holds for the functionals with a \( \Lambda \)-derivative (the case \( t = 1 \) in theorem 3). Thus, the integral over these terms converges absolutely in the infrared. To estimate the IR-behavior of the OPE coefficients \( \mathcal{C}_{\Sigma A_i}(y, x_j) \) with \( [C] < [A_j] \), we recall their definition in terms of AG’s with insertions from def. 3. The factorized contribution to these coefficients, \( \mathcal{C}_{C \Sigma A_i}(\otimes_{i=1}^N \theta_{A_i}(y))L^{\Lambda, \Lambda_0}(\theta_{A_i}) \), vanishes in the case \( [C] < 4 + [A_j] \) due to the boundary conditions of the CAG’s with one insertion, eq.(2.34). The remaining contribution, \( \mathcal{C}_{C \Sigma A_i}(\otimes_{i=1}^N \theta_{A_i}(y)) \), is found to decay rapidly for large \( |y| \) by the same arguments as in proposition 2 [i.e. using the bound (A.109)].

Let us now discuss the UV behavior of the integral, i.e. the regions where \( y \) is close to one of the \( x_j \). The two contributions which are potentially singular in this region (are other contributions are smooth)

\[
G^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \theta_{A_i}(x_j) \otimes \phi^4(y)) - \sum_{[C] \leq [A_j]} \mathcal{C}_{C \Sigma A_i}(y, x_j)G^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \theta_{A_i}(x_i) \otimes \theta_{C}(x_j))
\]

\[
= G^{\Lambda, \Lambda_0}([\theta_{A_i}(x_j) \otimes \phi^4(y)]_{[A_j]} \otimes \otimes_{i=1}^N \theta_{A_i}(x_i)) \quad (3.75)
\]
where we used equation (2.65) in the second line. To see that we can safely integrate over the region $y \approx x_j$, we note that corollary 3 [see page 40] implies that the right hand side (as well as its $\Lambda$-derivative) is bounded by a function which scales as $|x_j - y|^{-3 - \frac{1}{r}}$ for any $r \in \mathbb{N}$ as $y$ approaches $x_j$. We conclude that the $y$-integral in eq.(3.73) also converges absolutely in the regions where $y$ is close to any of the spacetime arguments $x_j$, and the same is true if one takes the $\Lambda$-derivative of the integrand.

In summary, combining all these bounds for different spacetime regions, we conclude that the integral on the right hand side of equation (3.73), as well as its $\Lambda$-derivative, is in fact absolutely convergent.

**Flow equations and boundary conditions:** In order to establish the equality (3.73), it remains to show that both sides of the equation satisfy the same flow equation and boundary conditions, making use also of the fact that we may exchange the order of $\Lambda$-differentiation and $y$-integral on the right hand side. This straightforward, but somewhat lengthy, proof can be found in appendix B.

### 3.2. Variation of OPE coefficients with respect to the coupling constant

The OPE coefficients have been defined in def. 3 in terms of amputated Green’s functions with insertions. The results of the previous section can be used to derive our main formula for the deformation of the OPE algebra:

**Theorem 1:** Let $\Sigma := \{n = 4, v = 0\}$, i.e. $\mathcal{O}_\Sigma = \varphi^4$. The derivative of the OPE coefficients w.r.t. the coupling constant $g$ can be expressed as

$$
\hbar \partial_g \varphi^{B}_{A_1...A_N}(x_1, ..., x_N) = \frac{-1}{4!} \int d^4y \left[ \varphi^{B}_{\Sigma A_1...A_N}(y,x_1, ..., x_N) - \sum_{i=1}^{N} \sum_{|C| \leq |A_i|} \varphi^{C}_{A_i...A_N}(y,x_i) \varphi^{B}_{\Sigma A_1...\tilde{A}_iC...A_N}(x_1, ..., x_N) - \sum_{|C| < |B|} \varphi^{C}_{A_1...A_N}(x_1, ..., x_N) \varphi^{B}_{\Sigma C}(y,x_N) \right].
$$

(3.76)

Here $\tilde{A}_i$ denotes omission of the corresponding index. The relation holds to arbitrary finite perturbation order in massive Euclidean $g\varphi^4$-theory with BPHZ renormalization conditions.

**Remark 4:** The loop parameter $\hbar$ is only of auxiliary nature and can be set to 1, if one is not interested in a loop expansion. A few further observations are in order:

1. In the proof below, convergence of the integral on the right hand side of eq.(3.76) follows from convergence of the integrals in propositions 2 and 3. It is instructive, however, to try and understand why the integral in eq.(3.76) converges just in terms of properties of the OPE coefficients. From this perspective, the expressions which appear in the second line of equation (3.76) may be interpreted as "counter terms", i.e. they cancel possible UV- and IR-divergent contributions from the first term on the right hand side in the theory without...
cutoffs. More precisely, if the integration variable $y$ is close to one of the arguments $x_j$, then we can factorize the first coefficient on the right hand side (see [4, 5] for a proof of this identity)

$$\mathcal{C}^{AB}_{A_1 \ldots A_N}(y, x_1, \ldots, x_N) = \sum_C \mathcal{C}^C_{A_1 \ldots A_N}(y, x_j) \mathcal{C}^{AB}_{A_1 \ldots A_N}(x_1, \ldots, x_N). \quad (3.77)$$

The corresponding counter term subtracts all contributions from the sum over $C$ with $|C| \leq |A_j|$. Recall that the OPE coefficients were given in def. 3 in terms of the AG’s with operator insertions, whose short distance scaling behavior is estimated in corollary 2 in the appendix. This corollary implies that the remaining terms in the sum over $C$, which contain coefficients $\mathcal{C}^C_{A_1 \ldots A_N}(y, x_j)$ with $|C| > |A_j|$, diverge at most like $|x_j - y|^{-3 - \frac{d}{2}}$ (for any $r \in \mathbb{N}$) and are thus indeed integrable on the domain with $y$ close to $x_j$. Similarly, if $|y|$ is large compared to the $|x_j|$, then we can factorize the first term on the right hand side of (3.76):

$$\mathcal{C}^{B}_{A_1 \ldots A_N}(y, x_1, \ldots, x_N) = \sum_C \mathcal{C}^C_{A_1 \ldots A_N}(x_1, \ldots, x_N) \mathcal{C}^B_{C}(y, x_N) \quad (3.78)$$

Here the corresponding counter term in (3.76) subtracts all summands with $|C| < |B|$. One can check, using arguments from the derivation of proposition 3, that the remaining terms decay faster than any power $|y - x_N|^{-s}$ for arbitrary $s \in \mathbb{N}$.

We will observe this cancellation of divergences in a concrete example in section 4.

2. Composite operators in perturbative quantum field theory are generally subject to renormalization ambiguities, which are in one-to-one correspondence, in the present framework, to the freedom to modify the boundary conditions (2.34), see e.g. [20] for further discussion of this point. It can be shown that a change in the boundary conditions, i.e. renormalization prescription, in turn can be absorbed by a field redefinition of the form $\phi_{A}^\prime = \sum_{A'} Z_{A A'}^{A'} \phi_{A'},$ where $Z_{A A'}^{A'}$ is an invertible ‘mixing matrix’ of complex numbers, with vanishing entries for $|A'| < |A|$. The OPE-coefficients clearly change accordingly under such a field redefinition; in fact, if the coefficients associated with the new prescription are called $\mathcal{C}^{C}_{A B}$ (e.g. for $N = 2$), then

$$\mathcal{C}^{C}_{A B} = \sum_{A', B', C'} Z_{A A'}^{A'} Z_{B B'}^{B'} (Z^{-1})_{C' C} \mathcal{C}^{C}_{A'B'}. \quad (3.79)$$

By substituting this formula (and its analogs for $N > 2$) into eq. (3.76), one will obtain a corresponding equation for the OPE-coefficients associated with the new prescription. If the mixing matrix $Z_{A A'}^{A'}$ is independent of the coupling constant $g$, then the resulting equation will have the same form, since the mixing matrix will then simply drop out. On the other hand, if $Z_{A A'}^{A'}$ depends on $g$ (as is normally the case), then there will be another term on the left side of eq. (3.76) involving $\sum_{g} (Z^{-1})_{A A'}^{g} \partial_{g} Z_{B B'}^{g}$.

3. In this paper, we are dealing with the massive theory, $m > 0$. It is interesting to ask whether eq. (3.76) would also hold for $m = 0$. In the massless case, the BPHZ-type renormalization conditions that we employ for our composite fields [see eq. (2.34)] are not appropriate, and one has to use some other, reasonable, set of conditions. In the light of the previous remark, one would therefore expect that eq. (3.76) is somewhat modified in the massless case. A deeper study of the massless case may be an interesting topic for future research.
Proof of theorem 1: Combining our definition of the OPE coefficients, eq.(2.62), with the remainder formula (2.64), it follows that (suppressing the dependence on the spacetime arguments for the moment)

\[ \mathcal{E}^{B}_{A_1...A_N} = \mathcal{D}^B \left\{ G^{0,\Lambda_0}(\otimes_{i=1}^{N} \partial_{A_i}) - \sum_{|C|<|B|} \mathcal{E}^{C}_{A_1...A_N} L^{0,\Lambda_0}(\partial_C) \right\}. \]  \hspace{1cm} (3.80)

Applying the g-derivative to both sides of the equation and using propositions 2 and 3 for the g-derivatives of the functionals \( L^{0,\Lambda_0}(\partial_C) \) and \( G^{0,\Lambda_0}(\otimes_{i=1}^{N} \partial_{A_i}) \) respectively, we obtain the formula

\[ h \partial_x \mathcal{E}^{B}_{A_1...A_N} = \mathcal{D}^B \frac{-1}{4!} \int d^4 y \left[ G^{0,\Lambda_0}(\otimes_{i=1}^{N} \partial_{A_i} \otimes \varphi^4) - G^{0,\Lambda_0}(\otimes_{i=1}^{N} \partial_{A_i}) L^{0,\Lambda_0}(\varphi^4) \right. \]

\[ - \sum_{j=1}^{N} \sum_{[C] \subseteq [A_j]} \mathcal{E}^{C}_{A_1...A_N} G^{0,\Lambda_0}(\otimes_{i \neq j} \partial_{A_i} \otimes \partial_C) + h \sum_{[C] \subseteq [B]} \mathcal{E}^{C}_{A_1...A_N} L^{0,\Lambda_0}(\varphi^4 \otimes \partial_C) \]

\[ - \hbar \mathcal{D}^B \sum_{|C|<|B|} (\partial_x \mathcal{E}^{C}_{A_1...A_N}) L^{0,\Lambda_0}(\partial_C). \]  \hspace{1cm} (3.81)

These propositions also give absolute convergence of the y-integral, uniformly in \( \Lambda, \Lambda_0. \) Our aim is now to express the right hand side of this equation in terms of OPE coefficients and CAG’s with one insertion only. For that purpose the following relation, which follows from the “remainder formula” (2.64), will be useful:

\[ \mathcal{D}^B \left[ G^{0,\Lambda_0}(\otimes_{i=1}^{N} \partial_{A_i}) - \sum_{|C| \leq |B|} \mathcal{E}^{C}_{A_1...A_N} L^{0,\Lambda_0}(\partial_C) \right] = \mathcal{D}^B \mathcal{R}^{0,\Lambda_0}_{|B|}(\otimes_{i=1}^{N} \partial_{A_i}) \]

\[ = \mathcal{D}^B \left( 1 - \sum_{j \leq \Delta} \mathcal{T}^j \right) G^{0,\Lambda_0}_{|B|}(\otimes_{i=1}^{N} \partial_{A_i}) = 0 \]  \hspace{1cm} (3.82)

Here \( \Delta = |B| - (|A_1| + ... + |A_N|). \) To show that the expression in the last line indeed vanishes, we made use of the decomposition \( G^\Lambda_{\partial}^{\Lambda_0}(\otimes_{i=1}^{N} \partial_{A_i}) = \hbar F^\Lambda_{\partial}^{\Lambda_0}(\otimes_{i=1}^{N} \partial_{A_i}) + \prod_{i=1}^{N} L^\Lambda_{\partial}^{\Lambda_0}(\partial_{A_i}), \) see (2.43). The contribution from the F-functionals then vanishes due to the boundary conditions (2.44). To see that the factorized contribution vanishes as well, we apply the integral formula for the remainder of the Taylor expansion:

\[ (1 - \sum_{j \leq \Delta} \mathcal{T}^j) \prod_{i=1}^{N} L^{0,\Lambda_0}(\partial_{A_i}(x_i)) = \sum_{|\nu|=\Delta+1} \int_0^1 d\tau \frac{\bar{x}^|\nu|}{\nu!^2} (1 - \tau)^{\Delta_0} \partial_{\nu} \prod_{i=1}^{N} L^{0,\Lambda_0}(\partial_{A_i}(\tau x_i)) \]  \hspace{1cm} (3.83)

We can pull the \( \bar{x} \)-derivatives into the CAG’s, using the Lowenstein rule (2.49). It is then not hard to verify, using the boundary conditions for the CAG’s with one insertion, eq.(2.34), that the expression vanishes once we apply the differential operator \( \mathcal{D}^B. \)

Equation (3.82) allows us to replace the AG’s with multiple insertions in eq.(3.81) (i.e. the first three terms on the right side) by finite sums over OPE coefficients multiplied by CAG’s with one
insertion. Thus,

\[
\hbar \partial_x C^B_{A_1 \ldots A_N} = \frac{e^B}{4!} \int d^4y \left[ \sum_{|C| \leq |B|} \mathcal{E}^C_{\Sigma A_1 \ldots A_N} L^{0,\Lambda_0}(\bar O_C) - \sum_{|C| \leq |B|} \mathcal{E}^C_{A_1 \ldots A_N} L^{0,\Lambda_0}(\bar O_C) L^{0,\Lambda_0}(\phi^4) \right.
\]

\[
- \sum_{j=1}^N \sum_{|C| \leq |A_j|} \mathcal{E}^C_{\Sigma A_1 \ldots A_N} L^{0,\Lambda_0}(\bar O_C) + \hbar \sum_{|C| < |B|} \mathcal{E}^C_{A_1 \ldots A_N} L^{0,\Lambda_0}(\phi^4 \otimes \bar O_C) \left. \right]
\]

\[
- \hbar e^B \sum_{|C| < |B|} \left( \partial_x \mathcal{E}^C_{A_1 \ldots A_N} \right) L^{0,\Lambda_0}(\bar O_C),
\]

(3.84)

where, as in the statement of the theorem, \( \hat A_j \) denotes omission of the corresponding index. Next we note that the expression \( e^B \{ L^{0,\Lambda_0}(\bar O_C) L^{0,\Lambda_0}(\phi^4) \} \) in fact vanishes for \( |C| = |B| \), which follows once more in view of the boundary conditions (2.34) for the CAG’s with one insertion. Hence, we can restrict the sum over \( C \) in the second term on the r.h.s. of eq.(3.84) to values satisfying \( |C| < |B| \). This allows us to combine the second and the fourth term on the r.h.s. of eq.(3.84), using the relation

\[
L^{0,\Lambda_0}(\phi^4) L^{0,\Lambda_0}(\bar O_C) - \hbar L^{0,\Lambda_0}(\phi^4 \otimes \bar O_C) = \mathcal{G}^{0,\Lambda_0}_{|C|} (\phi^4 \otimes \bar O_C),
\]

(3.85)

which follows from a combination of eqs.(2.46) and (2.43). Hence, we arrive at the form

\[
\hbar \partial_x C^B_{A_1 \ldots A_N} = \frac{e^B}{4!} \int d^4y \left[ \sum_{|C| \leq |B|} \mathcal{E}^C_{\Sigma A_1 \ldots A_N} L^{0,\Lambda_0}(\bar O_C) - \sum_{|C| \leq |B|} \mathcal{E}^C_{A_1 \ldots A_N} \mathcal{G}^{0,\Lambda_0}_{|C|} (\phi^4 \otimes \bar O_C) \right.
\]

\[
- \sum_{j=1}^N \sum_{|C| \leq |A_j|} \mathcal{E}^C_{\Sigma A_1 \ldots A_N} L^{0,\Lambda_0}(\bar O_C) + \hbar \sum_{|C| < |B|} \mathcal{E}^C_{A_1 \ldots A_N} L^{0,\Lambda_0}(\phi^4 \otimes \bar O_C) \left. \right]
\]

\[
- \hbar e^B \sum_{|C| < |B|} \left( \partial_x \mathcal{E}^C_{A_1 \ldots A_N} \right) L^{0,\Lambda_0}(\bar O_C),
\]

(3.86)

Now we can use the remainder formula (2.64) as well as the relation (3.82) once more to replace the second term on the r.h.s of eq.(3.86) by (using also the fact that \( |C| \leq |B| \))

\[
\frac{\partial}{\partial t} \mathcal{G}^{0,\Lambda_0}_{|C|} (\phi^4 \otimes \bar O_C) = e^B \{ \mathcal{G}^{0,\Lambda_0}_{|C|} (\phi^4 \otimes \bar O_C) - \sum_{|C| \leq |B|} \mathcal{E}^C_{\Sigma C} L^{0,\Lambda_0}(\bar O_C) \}
\]

\[
e^B \{ \sum_{|C| \leq |B|} \mathcal{E}^C_{\Sigma C} L^{0,\Lambda_0}(\bar O_C) - \sum_{|C| \leq |B|} \mathcal{E}^C_{\Sigma C} L^{0,\Lambda_0}(\bar O_C) \} = e^B \{ \sum_{|C| < |B|} \mathcal{E}^C_{\Sigma C} L^{0,\Lambda_0}(\bar O_C) \}.
\]

(3.87)

Substituting the r.h.s of this equation into (3.86) and bringing the last term on the r.h.s. of eq.(3.86) to the left, we finally obtain the formula

\[
\frac{\partial}{\partial t} \sum_{|C| \leq |B|} \left( \mathcal{E}^C_{A_1 \ldots A_N} \right) L^{0,\Lambda_0}(\bar O_C) =
\]

\[
\frac{\partial}{\partial t} \sum_{|C| \leq |B|} L^{0,\Lambda_0}(\bar O_C) - \frac{1}{4!} \int d^4y \left[ \sum_{j=1}^N \sum_{|C| \leq |A_j|} \mathcal{E}^C_{\Sigma A_1 \ldots A_N} - \sum_{|C| \leq |B|} \mathcal{E}^C_{A_1 \ldots A_N} \mathcal{G}^{0,\Lambda_0}_{|C|} (\phi^4 \otimes \bar O_C) \right. \]

\[
- \hbar \sum_{|C| < |B|} \mathcal{E}^C_{A_1 \ldots A_N} L^{0,\Lambda_0}(\phi^4 \otimes \bar O_C) \left. \right]
\]

\[
- \hbar e^B \sum_{|C| < |B|} \left( \partial_x \mathcal{E}^C_{A_1 \ldots A_N} \right) L^{0,\Lambda_0}(\bar O_C),
\]

(3.88)
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In the sum on the left we also made use of the fact that $\mathcal{D}^B L^{0,A_0}(\partial C) = \delta_{B,C}$ for $|B| = |C|$, which follows from the boundary conditions (2.34). Since equation (3.88) holds for any choice of index $B$, we can ascend inductively in $|B|$: 

- Let $|B| = 0$, i.e. $B = 1$. The boundary conditions for the CAG’s with one insertion then imply $\mathcal{D}^B L^{0,A_0}(\partial B) = 1$, which immediately yields

$$h \partial_x \mathcal{C}^B_{A_1 \ldots A_N} = - \int \frac{d^4 y}{4!} \left[ \mathcal{C}^B_{LA_1 \ldots A_N} - \sum_{j=1}^N \sum_{|C| \leq |A_j|} \mathcal{C}^C_{LA_j} \mathcal{C}^B_{A_1 \ldots \tilde{A}_j C \ldots A_N} - \sum_{|C| < |B|} \mathcal{C}^C_{A_1 \ldots A_N} \mathcal{C}^B_{\Sigma C} \right]$$

(3.89)

in accordance with the theorem (here the sum over $|C| < |B| = 0$ actually vanishes).

- Assume the theorem holds for all $B$ with $|B| < D$. Pick a $B'$ with $|B'| = D$. Then we obtain

$$\mathcal{D}^{B'} \sum_{|C| \leq |B'|} (h \partial_x \mathcal{C}^C_{A_1 \ldots A_N}) L^{0,A_0}(\partial C) = \mathcal{D}^{B'} \sum_{|C| < |B'|} L^{0,A_0}(\partial C)^{-1} \frac{1}{4!} \int d^4 y$$

$$\times \left[ \mathcal{C}^C_{LA_1 \ldots A_N} - \sum_{j=1}^N \sum_{|C| \leq |A_j|} \mathcal{C}^C_{LA_j} \mathcal{C}^C_{A_1 \ldots \tilde{A}_j C \ldots A_N} - \sum_{|C| < |B'|} \mathcal{C}^C_{A_1 \ldots A_N} \mathcal{C}^C_{\Sigma C} \right]$$

(3.90)

where we made use of the boundary conditions for the CAG’s with one insertion in the last line, which imply for $|B| = |C|$ that $\mathcal{D}^B L^{0,A_0}(\partial C) = \delta_{B,C}$, as mentioned above. By assumption, we can apply theorem 1 on the left hand side for the terms with $|C| < |B'|$, which yields exactly the same expressions as the sum over $|C| < |B'|$ on the right hand side. Subtracting these contributions from both sides of equation (3.90), we are again left with the claim of the theorem, which closes the induction.

Since the propositions derived in section 3.1 hold up to any finite loop order (and therefore also to finite perturbation order in $g$), the same holds true for theorem 1.

Expanding the OPE coefficients as formal power series in the coupling constant, which we write as

$$\mathcal{C}^B_{A_1 \ldots A_N}(x_1, \ldots, x_N) = \sum_{l=0}^{\infty} (\mathcal{C}_l)^B_{A_1 \ldots A_N}(x_1, \ldots, x_N) g^l,$$

(3.91)

and fixing our auxiliary loop parameter $\hbar = 1$, the theorem implies:

**Corollary 1:** For any $r \in \mathbb{N}_0$, the OPE coefficients at perturbation order $r + 1$ are given by

$$\left( \mathcal{C}_{r+1} \right)^B_{A_1 \ldots A_N}(x_1, \ldots, x_N) = \frac{-1}{4! (r + 1)} \int d^4 y \left[ \left( \mathcal{C}_r \right)^B_{LA_1 \ldots A_N}(y, x_1, \ldots, x_N) \right.$$ 

$$- \sum_{i=1}^N \sum_{|C| \leq |A_i|} \sum_{j=0}^r \left( \mathcal{C}_j \right)^C_{LA_i} (y, x_i) \left( \mathcal{C}_{r-j} \right)^B_{A_1 \ldots \tilde{A}_i C \ldots A_N}(x_1, \ldots, x_N)$$

$$- \sum_{|C| < |B|} \sum_{j=0}^r \left( \mathcal{C}_j \right)^C_{A_1 \ldots A_N}(x_1, \ldots, x_N) \left( \mathcal{C}_{r-j} \right)^B_{\Sigma C}(y, x_N) \right].$$

(3.92)
This equation allows us to determine the coefficients at order \((r+1)\) from those of lower perturbation order. In particular, given the OPE coefficients of the free theory, we can iterate this equation to construct the coefficients to arbitrary order in \(g\). An explicit application of this recursive algorithm can be found in the next section.

4. Iterative construction of OPE coefficients: examples

Here we illustrate our recursion scheme in order to construct OPE coefficients at low perturbation orders in some simple examples. The coefficients of the free theory, which are the initial data of this recursion process, are obtained quite easily using Wick’s theorem (see for example [27] for a comprehensive analysis of the massless case). We can proceed to first perturbation order with the help of corollary 1. Note that, in this section we often use the alternative notation \(\mathcal{C}^{B}_{\theta A_1\ldots A_N}\) instead of \(\mathcal{C}^{B}_{\alpha A_1\ldots A_N}\) for OPE coefficients.

**The coefficient \((\mathcal{C}_1)^{\varphi^4}_{\varphi\varphi}\):** Equation (3.92) allows us to write this coefficient as

\[
(\mathcal{C}_1)^{\varphi^4}_{\varphi\varphi}(x_1, x_2) = -\frac{1}{4!} \int dy \left[ (\mathcal{C}_0)^{\varphi^4}_{\varphi^4}(y, x_1, x_2) - \sum_{|C|\leq 1} (\mathcal{C}_0)^{\varphi^4}_{\varphi^C}(y, x_1, x_2) (\mathcal{C}_0)^{\varphi^4}_{\varphi}(x_1, x_2) \right. \\
- \sum_{|C|\leq 1} (\mathcal{C}_0)^{\varphi^4}_{\varphi^C}(y, x_2) (\mathcal{C}_0)^{\varphi^4}_{\varphi^C}(x_1, x_2) - \sum_{|C|\leq 4} (\mathcal{C}_0)^{\varphi^4}_{\varphi^C}(x_1, x_2) (\mathcal{C}_0)^{\varphi^4}_{\varphi^C}(y, x_2) \left. \right].
\]

Equation (4.93)

On the right hand side we can now substitute explicit expression for the zeroth order coefficients. With the help of Wick’s theorem, one can show quite easily that many coefficients in these summations over \(C\) vanish. Let \(A = \{n_A, w_A\}\), \(B = \{n_B, w_B\}\) and \(C = \{n_C, w_C\}\). If the condition \(n_A + n_B - 2k = n_C\) can not be fulfilled for some \(k \leq \min(n_A, n_B)\), then

\[
(\mathcal{C}_0)^{\varphi^4}_{\varphi^C}(x_1, x_2) = 0.
\]

\[
(\mathcal{C}_0)^{\varphi^4}_{\varphi^C}(x_1, x_2) = 0
\]

It follows that \((\mathcal{C}_0)^{\varphi^4}_{\varphi^C}(x) = 0\) for \(|C| \leq 1\). For the sum over \(|C| < 4\) in the last term on the r.h.s. of (4.93) one finds, again in view of eq.(4.94), that only the contributions with \(\varphi^C \in \{1, \varphi^2, \varphi\partial \varphi\}\) are non-vanishing. Hence, we arrive at the simpler equation

\[
(\mathcal{C}_1)^{\varphi^4}_{\varphi\varphi}(x_1, x_2) = -\frac{1}{4!} \int dy \left[ (\mathcal{C}_0)^{\varphi^4}_{\varphi^4}(y, x_1, x_2) - (\mathcal{C}_0)^{\varphi^4}_{\varphi\varphi}(x_1, x_2) (\mathcal{C}_0)^{\varphi^4}_{\varphi^1}(y, x_2) \right. \\
- \sum_{\mu=1}^{4} (\mathcal{C}_0)^{\varphi\partial \mu\varphi}(x_1, x_2) (\mathcal{C}_0)^{\varphi^4}_{\varphi^C\varphi\partial \mu\varphi}(y, x_2) - (\mathcal{C}_0)^{\varphi^4}_{\varphi\varphi}(x_1, x_2) (\mathcal{C}_0)^{\varphi^4}_{\varphi^C\varphi^2}(y, x_2) \left. \right].
\]

Equation (4.95)

The computation of the zeroth order coefficients on the r.h.s. of this equation proceeds by Wick’s theorem and is trivial. Let

\[
\mathcal{C}^{0,\varphi\varphi}(x) := \int \frac{d^4p}{(2\pi)^4} \frac{e^{ipx}}{p^2 + m^2}
\]

Equation (4.96)
be the position space propagator. The zeroth order coefficients are explicitly given by

\[
(\mathcal{E}_0)^{\phi\phi}_0(y, x_1, x_2) = 4\hat{C}^{0,0}(x_1 - y) + 4\hat{C}^{0,0}(x_2 - y) + C^{0,0}(x_1 - x_2)
\]  
(4.97)

\[
(\mathcal{E}_0)^{I\phi\phi}_0(x_1, x_2) (\mathcal{E}_0)^{\phi_1\phi}_0(y, x_2) = \hat{C}^{0,0}(x_1 - x_2)
\]  
(4.98)

\[
(\mathcal{E}_0)^{\phi\phi}_{1\phi\phi}(x_1, x_2) (\mathcal{E}_0)^{\phi\phi}_{1\phi\phi}(y, x_2) = 8\hat{C}^{0,0}(x_2 - y)
\]  
(4.99)

\[
(\mathcal{E}_0)^{\phi\phi\phi\phi}_{0\phi\phi\phi}(x_1, x_2) (\mathcal{E}_0)^{\phi\phi\phi\phi}_{0\phi\phi\phi}(y, x_2) = (x_1 - x_2)\mu \cdot 4 \partial_\mu \hat{C}^{0,0}(x_2 - y)
\]  
(4.100)

Our final result for the first order coefficient is therefore

\[
(\mathcal{E}_1)^{\phi\phi}_1(x_1, x_2) = -\int \frac{d^4 y}{4!} \left[ 4\hat{C}^{0,0}(x_1 - y) + 4\hat{C}^{0,0}(x_2 - y) + C^{0,0}(x_1 - x_2) \right.
\]

\[
- \hat{C}^{0,0}(x_1 - x_2) - 4(x_1 - x_2)\mu \partial_\mu \hat{C}^{0,0}(x_2 - y) - 8\hat{C}^{0,0}(x_2 - y) \bigg] = 0
\]  
(4.101)

where we have used the fact that \( \int d^4 y \partial_\mu \hat{C}^{0,0}(x_2 - y) = 0 \).

The coefficient \((\mathcal{E}_1)^{\phi\phi}_1\): We again use eq.(3.92) to write

\[
(\mathcal{E}_1)^{\phi\phi}_1(x_1, x_2) = -\frac{1}{4!} \int d^4 y \left[ \frac{(\mathcal{E}_0)^{\phi\phi}_0(y, x_1, x_2) - \sum_{|\mathcal{C}| \leq 1}^{} (\mathcal{E}_0)^{\phi\phi}_{\mathcal{C}\phi\phi}(y, x_1, x_2)}{} \right.
\]

\[
- \sum_{|\mathcal{C}| \leq 1}^{} (\mathcal{E}_0)^{\phi\phi}_{\mathcal{C}\phi\phi}(y, x_2) (\mathcal{E}_0)^{\phi\phi}_0(y, x_1, x_2) - \sum_{|\mathcal{C}| \leq 2}^{} (\mathcal{E}_0)^{\phi\phi}_{\mathcal{C}\phi\phi}(x_1, x_2) (\mathcal{E}_0)^{\phi\phi}_0(y, x_2) \bigg].
\]  
(4.102)

Using equation (4.94), one verifies that the sums over \( C \) on the right hand side actually vanish. Our result for this coefficient is

\[
(\mathcal{E}_1)^{\phi\phi}_{\mathcal{C}\phi\phi}(x_1, x_2) = -\int \frac{d^4 y}{4!} (\mathcal{E}_0)^{\phi\phi}_0(y, x_1, x_2) = -\int \frac{d^4 y}{2} \hat{C}^{0,0}(x_1 - y)\hat{C}^{0,0}(x_2 - y)
\]

\[
= -\frac{1}{16\pi^2} K_0(\sqrt{(x_1 - x_2)^2 m^2}) = \frac{1}{16\pi^2} \left[ \log(\sqrt{(x_1 - x_2)^2 m^2}/2) + \Gamma_E \right] + O((x_1 - x_2)^2),
\]  
(4.103)

where \( K_0 \) is a modified Bessel function of the second kind and \( \Gamma_E \) is the Euler-Mascheroni constant. This particular coefficient is the standard example computed in the textbooks [13, 14]. These authors present their result on Minkowski space, it is trivial to translate their results into the Euclidean context via Wick rotation. The explicit form of this coefficient given in the standard reference [13, p. 262] then corresponds to (4.103), up to a field redefinition [see remark 4, item 2]), which is clearly admissible.

The coefficient \((\mathcal{E}_1)^{\phi\phi}_{\phi\phi}\): We use the same strategy as above.

\[
(\mathcal{E}_1)^{\phi\phi}_{\phi\phi}(x_1, x_2) = -\int \frac{d^4 y}{4!} \left[ \frac{(\mathcal{E}_0)^{\phi\phi}_0(y, x_1, x_2) - \sum_{|\mathcal{C}| \leq 1}^{} (\mathcal{E}_0)^{\phi\phi}_{\mathcal{C}\phi}(y, x_1, x_2)}{} \right.
\]

\[
- \sum_{|\mathcal{C}| \leq 3}^{} (\mathcal{E}_0)^{\phi\phi}_{\mathcal{C}\phi}(y, x_2) (\mathcal{E}_0)^{\phi\phi}_{0\phi}(x_1, x_2) - \sum_{|\mathcal{C}| \leq 2}^{} (\mathcal{E}_0)^{\phi\phi}_{\mathcal{C}\phi}(x_1, x_2) (\mathcal{E}_0)^{\phi\phi}_0(y, x_2) \bigg].
\]  
(4.104)
Dropping vanishing terms in the summations, we obtain the formula
\[
(c_1)^{\varphi^2}(x_1, x_2) = -\frac{1}{4!} \int d^4 y \left[ (c_0)^{\varphi^2}(y, x_1, x_2) \right.
- (c_0)^{\varphi^4}(y, x_2) \left( (c_0)^{\varphi^2}(x_1, x_2) \right) \right].
\]

(4.105)

Substituting the explicit form of the zeroth order coefficients on the right hand side, we arrive at the result
\[
(c_1)^{\varphi^2}(x_1, x_2) = -\frac{1}{4!} \int d^4 y \left[ (\hat{c}_0)^{\varphi^2}(y - x_2)^2 \left( 24\hat{c}_0^{\varphi^2}(y - x_2) + 72\hat{c}_0^{\varphi^4}(y - x_1) + 36\hat{c}_0^{\varphi^4}(x_1 - x_2) \right) - (\hat{c}_0)^{\varphi^4}(y - x_2) \left( 24\hat{c}_0^{\varphi^2}(y - x_2) + 108\hat{c}_0^{\varphi^4}(x_1 - x_2) \right) \right]
- 3 \int d^4 y \left[ (\hat{c}_0^{\varphi^2}(y - x_2))^2 \left( \hat{c}_0^{\varphi^4}(y - x_1) - \hat{c}_0^{\varphi^4}(x_1 - x_2) \right) \right]
= -\frac{3}{(2\pi)^8} \int d^4 p d^4 q \frac{\delta^4(x_1 - x_2)}{(p^2 + m^2)(q^2 + m^2)} \left( \frac{1}{(p + q)^2 + m^2} - \frac{1}{p^2 + m^2} \right)
\]

(4.106)

An interesting point about this particular coefficient is that the integrals over the individual terms in (4.106) diverge in the ultra-violet (i.e. for \( y \to x_2 \) and for \( p^2 \to \infty \)). It is not hard to check, however, that the divergent contributions cancel between the two terms, so that the total expression on the right side is indeed finite, as it should be. Here we see in a concrete example how the sums over \( C \), which are subtracted on the right hand side of our perturbation formula (3.92), act as counter-terms, which guarantee (UV-) finiteness.

Again, we can compare our result to the one obtained via customary Feynman diagram methods. Following the standard prescription for the computation of OPE coefficients [13], one has to determine the Feynman diagram displayed in figure 1.

Figure 1: Feynman diagram for the computation of \((c_1)^{\varphi^2}(x_1, x_2)\)

The grey circle in fig. 1 corresponds to the vertex from the composite operator \( \varphi^3 \). The OPE coefficient \((c_1)^{\varphi^2}(x_1, x_2)\) is then obtained after amputating the external legs labelled by \( p_1 \) and \( p_2 \) form the diagram. Using BPHZ renormalization for the composite operator \( \varphi^3 \), one thereby recovers precisely the expression (4.106).
5. Conclusions and outlook

In this paper, we have derived, within the setting of massive Euclidean $\varphi^4$-theory, a new formula expressing the coupling constant derivative of any OPE coefficient as a function of other OPE coefficients. Algebraically, the formula describes the deformation of the OPE algebra caused by the $\varphi^4$-interaction. The result can be used constructively: OPE coefficients can be computed to any perturbation order from the zeroth order ones by iterating our recursion formula. We have given a few examples of this procedure at first perturbation order. The construction method bears significance both from a conceptual as well as from a technical viewpoint, as it a) shows that OPE coefficients can be determined in a manifestly state independent manner without reference to any other quantities, such as for example correlation functions, and b) in that it provides a clear and concrete algorithm for the computation of any OPE coefficient in perturbation theory.

Concerning possible lines of future research, several generalizations and extensions of our recursion formula quickly come to mind. For example, it would be interesting to generalize the formula to massless theories, to other QFT models, to Minkowski space or possibly even to curved spacetimes. Further, one could investigate the dependence of the recursion formula on the renormalization conditions, i.e. one could study renormalization conditions other than BPHZ ones. A very exciting application of the recursion formula would be the possibility to give a non-perturbative definition of OPE coefficients, as discussed in the introduction.

A. Derivation of bounds on Schwinger functions with insertions

In this appendix we derive bounds on the regularized amputated Green’s functions (AG’s) with operator insertions $\mathcal{O}_{A_1}(x_1), \ldots, \mathcal{O}_{A_N}(x_N)$. We distinguish the cases of regularization w.r.t. the total diagonal $x_1 = \ldots = x_N$ (related to the $F^{A,A_0}$-functionals, see section 2.3) and w.r.t. any partial diagonal $x_1 = \ldots = x_M < N$ (related to the $H^{A,A_0}$-functionals, see section 2.4). For the sake of simplicity, we set $g = 1$ in the following.

A.1. Regularization on the total diagonal

As discussed in section 2.3, regularization on the total diagonal of Schwinger functions with insertions is related to the functionals $F^{A,A_0}(\otimes_{i=1}^N \mathcal{O}_{A_i})$. In the following we will derive inductive bounds which imply the estimates (2.47) and (2.48) on the short- and large distance behavior of the AG’s in the spacetime arguments.

**Theorem 2:** For any $D \leq D' = [A_1] + \ldots + [A_N]$, any $s \in \mathbb{N}_0$, any $r \in \mathbb{N}$ and $t \in \{0,1\}$, the bound

$$\left| \frac{\partial^s}{\partial \overline{\rho}^s} F_{D,2n}^{A,A_0}(\otimes_{i=1}^N \mathcal{O}_{A_i}(x_i); \overline{\rho}) \right| \leq (\Lambda + m)^{D-2n-[w]+1-t-\frac{1}{2}} P_1 \left( \log \frac{\Lambda + m}{m} \right) P_2 \left( \frac{|\overline{\rho}|}{\Lambda + m} \right) \times \max_{1 \leq i \leq N} |x_i - x_N|^{\max ([w],D+1)} \cdot (m \min_{1 \leq i \leq N} |x_i - x_j|)^{-s} \min_{1 \leq i < j \leq N} |x_i - x_j|^{D-1+\frac{1}{2}+\max ([w],D+1)} \sup_{1 \leq i \leq N} \left( 1, (\Lambda + m)|x_N| \right)^{|w|}$$

(A.107)
holds, where $P_i(x)$ are polynomials in $x$ with positive coefficients.

**Remark 5:** For versions of these bounds with a stronger control over the numerical factors in the polynomials, see [5] and also [3, 4] (for the case $N = 2$). The bound implies the following conclusions on the scaling behavior of Schwinger functions with insertions:

1. Setting $r = 1$ and $w = 0$, the bound clearly implies the scaling identity (2.48).
2. In the case $N = 2$, the bound simplifies somewhat due to the fact that

   $\max_{1 \leq i \leq 2} |x_i - x_2| = |x_1 - x_2| = \min_{1 \leq i < j \leq 2} |x_i - x_j|$.  

(A.108)

Recalling from eq (2.46) that in this case the $F$-functionals coincide with the CAG’s with two insertions up to a sign, we therefore obtain the bound

$$\left| \partial_{A}^w \partial_{\vec{p}}^L C_{D,2n,l}^{\Lambda \Lambda_0} (\mathcal{O}_{A_1}(x_1) \otimes \mathcal{O}_{A_2}(x_2); \bar{p}) \right| \leq (\Lambda + m)^{D - 2r - |w| + 1 - r - \frac{l}{2}} P_1 \left( \log \frac{\Lambda + m}{m} \right) P_2 \left( \frac{\bar{p}}{\Lambda + m} \right) \times \sup_{|x_1 - x_2| \leq \max(|x_i - x_N|)} \left( 1, (\Lambda + m) |x_2| \right)^{|w|}$$

(A.109)

Before we come to the proof of the theorem, let us also note the following consequence:

**Corollary 2:** For any $D \leq D' = [A_1] + \ldots + [A_N]$, any $r \in \mathbb{N}$ and $t \in \{0, 1\}$, the bound

$$\left| \partial_{A}^w \partial_{\vec{p}}^L C_{D,2n,l}^{\Lambda \Lambda_0} (\otimes_{i=1}^{N} \mathcal{O}_{A_i}(x_i); \bar{p}) \right| \leq (\Lambda + m)^{D - 2r - |w| + 1 - r - \frac{l}{2}} P_1 \left( \log \frac{\Lambda + m}{m} \right) P_2 \left( \frac{\bar{p}}{\Lambda + m} \right) \times \max \left( \frac{1}{\min_{1 \leq i < j \leq N} |x_i - x_j|^{D - D - 1 + \frac{l}{2}} \left( \Lambda + m \right)^{D - 1 + \frac{l}{2}}} \right)$$

$$\times \min_{1 \leq i \leq N} \sup_{|x_i - x_N| \leq \max(|x_i - x_j|)} \left( 1, (\Lambda + m) |x_i| \right)^{|w|}$$

(A.110)

holds, where $P_i(x)$ are polynomials in $x$ with positive coefficients.

**Remark 6:** If we scale the spacetime arguments by a small factor $\varepsilon > 0$, the bound scales as $\varepsilon^{-D' - D - 1 + \frac{l}{2}}$. Thus, we conclude that the scaling degree (cf. eq. (1.10)) is

$$\text{sd}(C_{D}^{\Lambda \Lambda_0}(\otimes_{i=1}^{N} \mathcal{O}_{A_i})) = D' - D - 1$$

(A.111)

In view of the decomposition (2.43), this corollary follows straightforwardly from the bounds stated in theorem 2 combined with the known bounds for the CAG’s with one insertion, see (A.133) below or also [20, 22, 3] for the derivation of these bounds. We now proceed to the proof of theorem 2:
Proof of theorem 2: We use an inductive scheme, based on the renormalization group flow equations to verify the bound (A.107), see [20, 25, 22, 3] for more details on this procedure. To begin with, let us recall this flow equation for the functionals under consideration. In the expanded form, these are
\[
\partial_{\lambda} \partial_{\bar{\beta}}^{w} \mathcal{F}_{D,2n_{j}}^{\Lambda, \Lambda_{0}}(\otimes_{i=1}^{N} \Theta_{A_{i}}; p_{1}, \ldots, p_{2n}) = \]
\[
\left(\frac{2n + 2}{2}\right) \int_{k} \hat{C}^{A}(k) \partial_{\bar{\beta}}^{w} \mathcal{F}_{D,2n_{j}+2,l-1}^{\Lambda, \Lambda_{0}}(\otimes_{i=1}^{N} \Theta_{A_{i}}; k,-k,p_{1}, \ldots, p_{2n})
\]
\[
- \sum_{l_{1}+l_{2}=l} \sum_{n_{1}+n_{2}=n+1} c_{\{w\}} \partial_{\bar{\beta}}^{w_{1}} \mathcal{F}_{D,2n_{1},l_{1}}^{\Lambda, \Lambda_{0}}(\otimes_{i=1}^{N} \Theta_{A_{i}}; q,p_{1}, \ldots, p_{2n_{1}-1})
\]
\[
\times \partial_{\bar{\beta}}^{w_{2}} \hat{C}^{A}(q) \partial_{\bar{\beta}}^{w_{3}} \mathcal{F}_{2n_{2},l_{2}}^{\Lambda, \Lambda_{0}}(p_{2n_{1}}, \ldots, p_{2n})
\]
\[
- \sum_{l_{1}+\ldots+l_{h}=l} \sum_{n_{1}+\ldots+n_{h}=n+1} 4n_{1}n_{2} \partial_{\bar{\beta}}^{w} \int_{k} \mathcal{L}_{2n_{1},l_{1}}^{\Lambda, \Lambda_{0}}(\Theta_{A_{i}}; k,p_{2n_{1}}, \ldots, p_{2n_{1}-1}) \hat{C}^{A}(k)
\]
\[
\times \mathcal{L}_{2n_{2},l_{2}}^{\Lambda, \Lambda_{0}}(\Theta_{A_{i}}; -k,p_{2n_{1}}, \ldots, p_{2n_{1}-1}) \prod_{c \in \{1,\ldots,N\}\{a,b\}} \mathcal{L}_{2n_{c},l_{c}}^{\Lambda, \Lambda_{0}}(\Theta_{A_{i}}; p_{2n_{1}}, \ldots, p_{2n_{1}-1})
\]
with \(q = p_{2n_{1}} + \ldots + p_{2n}\) and where \(\mathcal{S}\) is a symmetrization operator acting on functions of the momenta \((p_{1}, \ldots, p_{2n})\) by taking the mean value over all permutations \(\pi\) of 1, \ldots, 2n satisfying \(\pi(1) < \pi(2) < \ldots < \pi(2n_{1}) - 1\) and \(\pi(2n_{1}) < \ldots < \pi(2n)\).

The induction procedure is to go up in \(2n + l\), and for fixed \(2n + l\) to ascend in \(l\). In order to be able to make use of the boundary conditions (2.44) and (2.45), we first derive the bound for \(x_{N} = 0\). The bound for \(x_{N} \neq 0\) can then be obtained, in the very end, with the help of the translation properties (2.42). We start considering (from here on we set \(x_{N} = 0\)).

When integrating eq. (A.112) over \(\Lambda\), we have to distinguish three cases:

(A) Contributions with \(2n + |w| > D\) are referred to as irrelevant. Here the boundary conditions are given at \(\Lambda = \Lambda_{0}\), see eq. (2.45). Therefore, we integrate over \(\Lambda\) from \(\Lambda\) to \(\Lambda_{0}\) in this case.

(B) Contributions with \(2n + |w| \leq D\) are referred to as relevant. The boundary conditions for relevant terms, eq. (2.44), are given at \(\Lambda = 0\) and at vanishing external momentum, \(\bar{\beta} = \bar{0}\). Thus, we will integrate over \(\Lambda\) from 0 to \(\Lambda_{0}\) in this case.

(C) Contributions with \(2n + |w| \leq D\) and \(\bar{\beta} \neq \bar{0}\) will be obtained from (A), (B) with the help of a Taylor expansion in \(\bar{\beta}\).

Irrelevant terms (\(2n + |w| > D\)):

- First term on the r.h.s. of the flow equation:

For the sake of brevity, let us define the shorthand
\[
\mathcal{X}(x, D', D, w) := \max_{1 \leq i \leq N} \left| x_{i} \right|^{\max(|w|, D + 1)} \left( m \min_{1 \leq i \leq j \leq N} \left| x_{i} - x_{j} \right| \right)^{-S} \min_{1 \leq i \leq j \leq N} \left| x_{i} - x_{j} \right|^{D' - D - 1 + \max(|w|, D + 1)}. \quad (A.113)
\]
Inserting the inductive bound (A.107) for the first term on the r.h.s. of the flow equation, we obtain (recall the notation $|\hat{p}|$ from our conventions section on page 4)

$$
\left| \begin{pmatrix} 2n + 2 \\ 2 \end{pmatrix} \right| \int d^4k \, \mathcal{C}(k) \, \partial^\omega_{\hat{p}} \mathcal{F}^{\lambda, \Lambda_0}_{D, 2n+2, t-1}(\otimes_{j=1}^N \mathcal{F}_\lambda; k, -k, p_1, \ldots, p_{2n}) \\
\leq \begin{pmatrix} 2n + 2 \\ 2 \end{pmatrix} \int d^4k (\Lambda + m)^{D_{2n} - \frac{1}{2}} \mathcal{F}^{\omega, \lambda, \Lambda_0}_{\tilde{x}', D', D, w} \right| \left( \log \frac{\Lambda + m}{m} \right) \frac{|\hat{p}|^{2n+2}}{\Lambda + m} e^{-\frac{r^2 + m^2}{\Lambda^2}}
\leq \int d^4k \, (\Lambda + m)^{D_{2n} - \frac{1}{2}} \mathcal{F}^{\omega, \lambda, \Lambda_0}_{\tilde{x}', D', D, w} \left( \log \frac{\Lambda + m}{m} \right) P_1 \left( \frac{|\hat{p}| + |k|}{\Lambda + m} \right) e^{-\frac{r^2 + m^2}{\Lambda^2}}
\leq (\Lambda + m)^{D_{2n} - \frac{1}{2}} \mathcal{F}^{\omega, \lambda, \Lambda_0}_{\tilde{x}', D', D, w} \left( \log \frac{\Lambda + m}{m} \right) P_1 \left( \frac{|\hat{p}|}{\Lambda + m} \right)
$$

(A.114)

Here we have also used the equation

$$
\mathcal{C}(k) = \frac{2}{\Lambda^3} e^{-\frac{r^2 + m^2}{\Lambda^2}}.
$$

(A.115)

In the second inequality of (A.114) we used the fact that $|\hat{p}|^{2n+2} \leq |\hat{p}| + |k|$, and we absorbed some numerical factors into the polynomials $P_i$\(^{11}\). To arrive at the last line, we have used the exponential factor $e^{-k^2/\Lambda^2}$ to bound the integral over powers of $|k|/\Lambda$ via

$$
\int_0^\infty e^{-x^2} x^n = \Gamma \left( \frac{n+1}{2} \right) / 2,
$$

(A.116)

where the numerical factors have been absorbed into the (new) polynomials $P_i$. The inequality (A.114) confirms that the contribution from the first term on the right hand side of the flow equation satisfies the claimed bound, (A.107), in the case $t = 1$ and $x_N = 0$.

To verify the bound with $t = 0$ (i.e. no $\Lambda$-derivative), we have to integrate once more over $\Lambda'$ between $\Lambda$ and $\Lambda_0$. This integral can be estimated with the help of the following lemma:

**Lemma 2:** Let $s \in \mathbb{N}_0$ and $r \in \mathbb{R}$ with $r > 0$. Then

$$
\int_a^b dxx^{-r-1}(\log x)^s \leq \frac{a^{-r}}{r} \left( (\log a)^r + \frac{s}{r}(\log a)^{r-1} + \frac{s(s-1)}{r^2}(\log a)^{r-2} + \ldots + \frac{s!}{r^r} \right)
$$

(A.117)

\(^{11}\)We denote these new, slightly larger polynomials again by $P_i$, by abuse of notation. This convention will be used regularly in the following.
A proof is given in [22] for the case \( r \in \mathbb{N} \), which generalizes straightforwardly to \( r \in \mathbb{R}_+ \).

Combining lemma 2 with (A.114), we find

\[
\left| \int_{\Lambda} \lambda^{\lambda'} \left( \frac{2n+2}{2} \right) \int d^i k \hat{C}^N(k) \partial_{\hat{p}}^w \mathcal{F}_{D,2n+2,i-1} \left( \otimes^N \mathcal{O}_{\lambda'; k_i - k, p_1, \ldots, p_{2n}} \right) \right| \\
\leq (\Lambda + m)^{D-2n-|w| + 1 - \frac{1}{2}} \mathcal{X}(\bar{x}, D', D, w) P_1 \left( \log \frac{\Lambda + m}{m} \right) P_2 \left( \frac{|\hat{p}|}{\Lambda + m} \right),
\]

which is consistent with our inductive bound, (A.107), in the case \( t = 0 \) and \( x_N = 0 \).

- Second term on the r.h.s. of the flow equation:

Substituting the known bounds for the CAG’s without insertion [19, 23, 22, 28],

\[
|\partial_{\hat{p}}^w \mathcal{C}^N(p_1, \ldots, p_{2n-1})| \leq (\Lambda + m)^{4-2n-|w|} P_1 \left( \log \frac{\Lambda + m}{m} \right) P_2 \left( \frac{|\hat{p}|}{\Lambda + m} \right)
\]

as well as the inductive bound (A.107), we find (recall that we write \( q = p_{2n_1} + \ldots + p_{2n} \))

\[
\left| \sum_{l_1+l_2=l \atop n_1+n_2=n+1 \atop w_1 + w_2 + w_3 = w} 4n_1 n_2 c_{(w_i)} \partial_{\hat{p}}^w \mathcal{F}_{D,2n_1,l_1} \left( \otimes^N \mathcal{O}_{\lambda'; q, p_1, \ldots, p_{2n-1}} \right) \right| \\
\times \partial_{\hat{p}}^{w_2} \mathcal{C}^N(q) \partial_{\hat{p}}^{w_3} \mathcal{F}_{2n_2,l_2} (p_{2n_1}, \ldots, p_{2n}) \\
\leq \sum_{l_1+l_2=l \atop n_1+n_2=n+1 \atop w_1 + w_2 + w_3 = w} 4n_1 n_2 c_{(w_i)} (\Lambda + m)^{D-2n-|w| + 1 - \frac{1}{2}} P_1 \left( \log \frac{\Lambda + m}{m} \right) P_2 \left( \frac{|\hat{p}|}{\Lambda + m} \right) \mathcal{X}(\bar{x}, D', D, w_1) \\
\times (\Lambda + m)^{-3-|w|} P_3 \left( \frac{|q|}{\Lambda + m} \right) \left( \Lambda + m \right)^{4-2n-|w|} P_4 \left( \log \frac{\Lambda + m}{m} \right) P_5 \left( \frac{|\hat{p}|}{\Lambda + m} \right) \\
\leq (\Lambda + m)^{D-2n-|w| - \frac{1}{2}} \mathcal{X}(\bar{x}, D', D, w) P_1 \left( \log \frac{\Lambda + m}{m} \right) P_2 \left( \frac{|\hat{p}|}{\Lambda + m} \right)
\]

Here we used the inequality

\[
|\partial_{\hat{p}}^w \mathcal{C}(q)| \leq (\Lambda + m)^{-3-|w|} P \left( \frac{|q|}{\Lambda + m} \right)
\]

as well as \(|q| \leq |\hat{p}|\), and also the fact that

\[
\mathcal{X}(\bar{x}, D', D, w_1) \leq \mathcal{X}(\bar{x}, D', D, w)
\]

for \(|w_1| \leq |w|\). Recall also that, by a sight abuse of notation, we choose new polynomials \( P_i \) in different steps of these inequalities, which allows us to absorb numerical factors. We conclude that also the second term in the flow equation satisfies a bound consistent with (A.107) in the case \( t = 1, x_N = 0 \).
Again, we verify the case \( t = 0 \) by integrating the inequality (A.120) over \( \Lambda' \) and using lemma 2, which yields the estimate
\[
\left| \int_{\Lambda}^{\Lambda'} d\Lambda' \sum_{l_1+j_1=l}^{n_1+n_2} \frac{4n_1n_2c_i}{w_j} \partial_B^{w_1} \mathcal{L}_{D,2n_1}^{j_1} (\otimes_{i=1}^N \sigma_i; q, p_1, \ldots, p_{2n_1-1}) \right|
\times \partial_B^{w_2} \mathcal{C}_N (q) \partial_B^{w_3} \mathcal{L}_{2n_2} (p_{2n_2}, \ldots, p_{2n}) \leq (\Lambda + m)^D - 2n - |w| + 1 - \frac{1}{r} \mathcal{F}^2 (x', D', w) \mathbf{P}_1 \left( \frac{\log (\Lambda + m)}{m} \right) \mathbf{P}_2 \left( \frac{|\bar{p}|}{\Lambda + m} \right)
\] (A.123)

We conclude that this contribution reproduces the inductive bound (with \( x_N = 0 \) and \( t = 0 \)) as well.

- Third term on the r.h.s. of the flow equation:

In order to bound this source term, we first derive the following estimate on the momentum integral. To keep formulas at a reasonable length, we will use the notation
\[
|\bar{p}_i| = (p_{2n-1}, \ldots, p_{2n-1})
\] (A.124)
in the following, where \( i \) takes values between 1 and \( N \) and where we set \( p_{2n_0} := p_1 \) and \( p_{2n_0-1} := p_{2n} \).

**Lemma 3:** Let \( n_1 + \ldots + n_N = n + 1 \) and \( l_1 + \ldots + l_N = l \).

\[
\left| \int_{\Lambda}^{\Lambda' k} \sum_{1 \leq a < b \leq N} \mathcal{L}_{2n_1}^{j_1} (\sigma_a (x_a); k, \bar{p}_a) \mathcal{C}_N (k) \mathcal{L}_{2n_2}^{j_2} (\sigma_b (x_b); -k, \bar{p}_b) \right|
\times \prod_{c \in \{1, \ldots, N\} \setminus \{a, b\}} \mathcal{L}_{2n_0}^{j_0} (\sigma_c (x_c); \bar{p}_c)
\leq \frac{1}{\min_{1 \leq i < j \leq N} |x_i - x_j|^s} \mathbf{P}_1 \left( \frac{\log (\Lambda + m)}{m} \right) \mathbf{P}_2 \left( \frac{|\bar{p}|}{\Lambda + m} \right)
\] (A.125)

where \( D \leq D' = [A_1] + \ldots + [A_N] \) and where \( s \in \mathbb{N}_0 \) and \( r \in \mathbb{N} \).

**Proof of Lemma 3:** Using the translation properties of the CAG’s with one insertion,
eq.(2.31), we obtain:

\[
\left| \partial_\mu^w \int_k \sum_{k_1+i=0}^{N} \mathcal{L}_{2n_{i,0}}^{\mathcal{A},0} \left( \mathcal{A}_b(x_k); k, \bar{p}_a \right) \mathcal{C}^\Lambda(k) \mathcal{L}_{2n_{l,b}}^{\mathcal{A},0} \left( \mathcal{A}_b(x_k); -k, \bar{p}_b \right) \times \prod_{c \in \{1, \ldots, N\} \setminus \{a,b\}} \mathcal{L}_{2n_{c,b}}^{\mathcal{A},0} \left( \mathcal{A}_b(x_k); \bar{p}_c \right) \right|
\]

\[
= \left| \int_k \sum_{1 \leq \mu \leq N} c_{|w|} \partial_\mu^w e^{i(p_1+\ldots+p_{2n_{l-1}})x_1+\ldots+i(p_{2n_{l-1}}+\ldots+p_{2n_{l-1}})x_N+i(k_0-x_0)}
\times \partial_\mu^w \left( \mathcal{L}_{2n_{i,0}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); k, \bar{p}_a \right) \mathcal{C}^\Lambda(k) \mathcal{L}_{2n_{l,b}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); -k, \bar{p}_b \right) \prod_{c \neq a,b} \mathcal{L}_{2n_{c,b}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); \bar{p}_c \right) \right) \right|
\]

\[
\leq 2^{|w|} \int_k \sum_{1 \leq \mu \leq N} \max_{1 \leq i \leq N} \left| \frac{x_i}{|x_a-x_b|} \right|^{|w|+|D^\prime-D+s-1|} \left( \mathcal{L}_{2n_{i,0}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); k, \bar{p}_a \right) \mathcal{C}^\Lambda(k) \mathcal{L}_{2n_{l,b}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); -k, \bar{p}_b \right) \prod_{c \neq a,b} \mathcal{L}_{2n_{c,b}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); \bar{p}_c \right) \right)_{k_0=k_b} \tag{A.126}
\]

Here we used the notation \(|x| := \max_{1 \leq \mu \leq N} |x_\mu|\). In the last line we used partial integration in \(k_\mu\), where the index \(\alpha\) is defined via \(|x_a-x_b| := |(x_a-x_b)_\alpha|\). Now transform the integration variables \(k_\mu = (\bar{k}_\mu)^r\), where \(r \in \mathbb{N}\) is odd.

r.h.s. of (A.126) \leq 2^{|w|} \int_k \left( \prod_{\mu=1}^{4} r(\bar{k}_\mu)^{r-1} \right) \sum_{1 \leq \mu \leq N} \max_{1 \leq i \leq N} \left| \frac{x_i}{|x_a-x_b|} \right|^{|w|+|D^\prime-D+s-1|} \left( \mathcal{L}_{2n_{i,0}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); k, \bar{p}_a \right) \mathcal{C}^\Lambda(k) \mathcal{L}_{2n_{l,b}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); -k, \bar{p}_b \right) \prod_{c \neq a,b} \mathcal{L}_{2n_{c,b}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); \bar{p}_c \right) \right)_{k_0=k_b} \tag{A.127}
\]

We now integrate by parts in \(\bar{k}_\mu\):

r.h.s. of (A.127) \leq 2^{|w|} r^4 \int_k \left( \prod_{\mu=1}^{4} (\bar{k}_\mu)^{r-1} \right) \partial_\mu^{D^\prime-D+s-1+|w|} \partial_\mu^w \left( \mathcal{L}_{2n_{i,0}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); k, \bar{p}_a \right) \mathcal{C}^\Lambda(k) \mathcal{L}_{2n_{l,b}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); -k, \bar{p}_b \right) \prod_{c \neq a,b} \mathcal{L}_{2n_{c,b}}^{\mathcal{A},0} \left( \mathcal{A}_b(0); \bar{p}_c \right) \right)_{k_0=k_b}. \tag{A.128}
We then make use of the following estimate:

\[ \left| \int_0^\infty e^{i\tau (x_a - x_b)\alpha} d\tau \right| \leq \frac{3}{|x_a - x_b|\alpha^2} \] (A.129)

**Proof of estimate (A.129):** We decompose the integral as follows:

\[ \int_0^a e^{i\tau d\tau} = \int_1^1 e^{i\tau d\tau} + \int_1^a e^{i\tau d\tau} \] (A.130)

The first integral on the r.h.s. can be estimated trivially. To estimate the second contribution, we make use of (a special case of) the van der Corput Lemma [29]:

\[ \left| \int_1^a e^{i\tau d\tau} \right| \leq 3 \] (A.131)

The inequality (A.129) then follows immediately.

We thus arrive at

| \text{r.h.s. of (A.128)} \leq 2^{|\nu|+2} \left[ \int_k \sum_{1 \leq j \leq N} \frac{\max_{1 \leq l \leq N} |x_l|^{|w_1|} \left( \prod_{\mu=1}^{a}(\tilde{k}_\mu)^{y-1} \right)}{|x_a - x_b|^{D' - D + |w_1| + s + \frac{1}{2}}} \right. \\
\left. \times \left( \tilde{k}_\alpha^{-1} + r\tilde{k}_\alpha^{-1} \partial_{k_\alpha} \right)^{D' - D + |w_1| + s + \frac{1}{2}} \partial_{\alpha} \left( \mathcal{L}^{\alpha,\Lambda,0}_{2n_a}(\mathcal{O}_{A_a}(0); k, \tilde{p}_a) \mathcal{C}^\Lambda(k) \right) \right| \] (A.132)

Inserting the known bounds for the CAG’s with one insertion [20, 22, 3]

\[ |\partial_\alpha^w \mathcal{L}^{\alpha,\Lambda,0}_{2n}(\mathcal{O}_{A}, \tilde{p})| \leq (\Lambda + m)^{|A| - 2|w|} \text{P}_1 \left( \log \frac{\Lambda + m}{m} \right) \text{P}_2 \left( \frac{||\tilde{p}|}{\Lambda + m} \right) \] (A.133)

and using the elementary estimate

\[ |\partial^w \mathcal{C}^\Lambda(k)| \leq \Lambda^{-|w| - 3} \text{P}_1 \left( \frac{|k|}{\Lambda} e^{-\frac{\epsilon^2 + m^2}{\Lambda^2}} \right) \] (A.134)

36
yields:

\[ \text{r.h.s. of (A.132)} \leq \left| \int_{k/\Lambda^+} \frac{\max_{1 \leq i \leq N} |x_i|^{|w|} \left( \prod_{\mu=1}^{k} (\tilde{k}_\mu)^{r-1} \right) \left( \tilde{k}_\alpha^{-1} + r\tilde{k}_\alpha^{-1}/\Lambda \right)}{\min_{1 \leq i < j \leq N} |x_i - x_j|^{D-D+|w|+\frac{3}{2}+s+\frac{1}{2}-1} \left( \prod_{\mu=1}^{k} (\tilde{k}_\mu/\Lambda^\frac{1}{2})^{r-1} \right) \left( \tilde{k}_\alpha/\Lambda^\frac{1}{2} \right)^{-1} + r(\tilde{k}_\alpha/\Lambda^\frac{1}{2})^{r-1}} \] 

\times (\Lambda + m)^{D-2n-2} \Lambda^{-|w|-s-2} P_1 \left( \frac{\log \Lambda + m}{m} \right) P_2 \left( \frac{|\bar{p}|}{\Lambda + m} \right) P_3 \left( \frac{|k|}{\Lambda} \right) e^{-\frac{s^2 + a^2}{\Lambda^2}} \right|_{k_\mu = k_\mu} 

\leq \frac{\max_{1 \leq i \leq N} |x_i|^{|w|} \left( \min_{1 \leq i < j \leq N} |x_i - x_j| \cdot m \right)^{-s}}{\min_{1 \leq i < j \leq N} |x_i - x_j|^{D-D+|w|+\frac{3}{2}+1}} (\Lambda + m)^{D-\frac{3}{2} - 2n - |w|} P_1 \left( \frac{\log \Lambda + m}{m} \right) P_2 \left( \frac{|\bar{p}|}{\Lambda + m} \right) \left( \frac{\Lambda + m}{\Lambda} \right)^a e^{-a^2/\Lambda^2} \right|_{k_\mu = k_\mu} 

(A.135)

In the second inequality we used the exponential \( e^{-m^2/\Lambda^2} \) in order to replace inverse powers of \( \Lambda \) by inverse powers of \( \Lambda + m \), i.e. for any \( a \in \mathbb{N} \)

\[ \left( \frac{\Lambda + m}{\Lambda} \right)^a e^{-m^2/\Lambda^2} \leq 2^a \sqrt{a}! \tag{A.136} \]

To obtain the last inequality in (A.135) we have estimated the loop integral via (A.116) and have absorbed this numerical factor into the (new) polynomial coefficients. This finishes the proof of the lemma for the case of \( r \) odd. To see that the bound also holds for any even \( r \in \mathbb{N} \), we note that by our previous discussions it holds for both \( r + 1 \) and \( r - 1 \). Depending on whether \( (\Lambda + m)/\min |x_i - x_j| \) is greater or smaller than one, one of these cases therefore implies the bound for even \( r \).

With lemma 3 at hand, we conclude that also the source terms (i.e. the third term on the r.h.s. of the flow equation) satisfies a bound that is consistent with our claim, (A.107), in the case \( t = 1 \) and \( x_N = 0 \).

The case \( t = 0 \) again follows by estimating the \( \Lambda \)-integral over the source terms in the
irrelevant case,
\[
\left| \int_{\Lambda}^{\Lambda_0} d\Lambda' \frac{\partial^N}{\partial k_1} \sum_{1 \leq a < b \leq N} \mathcal{L}^N_{2a,2b}(\mathcal{O}_{A_a}(x_a); k, \vec{p}_a) \mathcal{C}^N(k) \mathcal{L}^N_{2b,2a}(\mathcal{O}_{A_b}(x_b); -k, \vec{p}_b) \right| \\
\times \prod_{c \in \{1, \ldots, N\} \setminus \{a, b\}} \mathcal{L}^N_{2c,2a}(\mathcal{O}_{A_c}(x_c); \vec{p}_c) \\
\leq \int_{\Lambda}^{\Lambda_0} d\Lambda' \max_{1 \leq i \leq N} |x_i|^{|w|} \left( \min_{1 \leq i < j \leq N} |x_i - x_j| \cdot m \right)^{-s} \\
\times (\Lambda' + m)^{D - \frac{1}{2} - 2n - |w|} \mathcal{P}_1 \left( \log \frac{(\Lambda' + m)}{m} \right) \mathcal{P}_2 \left( \frac{\vec{p}}{\Lambda' + m} \right) \\
\leq \frac{\max_{1 \leq i \leq N} |x_i|^{|w|} \left( \min_{1 \leq i < j \leq N} |x_i - x_j| \cdot m \right)^{-s}}{\min_{1 \leq i < j \leq N} |x_i - x_j|^{D - D + |w| + \frac{1}{2} - 1}} \times \left( \Lambda + m \right)^{D + 1 - \frac{1}{2} - 2n - |w|} \mathcal{P}_1 \left( \log \frac{\Lambda + m}{m} \right) \mathcal{P}_2 \left( \frac{\vec{p}}{\Lambda + m} \right),
\]
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where we applied lemma 2 in the last line. We see that the estimate is consistent with the inductive bound (A.107) in the case \( t = 0, x_N = 0 \).

**Relevant terms \((2n + |w| \leq D)\) at vanishing external momentum \( \vec{p} = 0 \):**

- First term on the r.h.s. of the flow equation:

  The case \( t = 1 \) works just as before, i.e. we proceed as in the inequality (A.114). To find a bound for the case \( t = 0 \), we again have to perform a \( \Lambda' \) integral, but, due to the different boundary conditions in the relevant case, we now integrate between 0 and \( \Lambda \):

  \[
  \left| \int_{0}^{\Lambda} d\Lambda' \left( \frac{2n + 2}{2} \right) \int \frac{d^4k}{k_1} \mathcal{C}^N(k) \mathcal{P}_{D,2n+2,j-1}(\otimes_{i=1}^{N} \mathcal{O}_{A_i}; k, -k, 0, \ldots, 0) \right| \\
  \leq \int_{0}^{\Lambda} (\Lambda' + m)^{D - 2n - |w| - \frac{1}{2}} \mathcal{K}^{\mathcal{A}}(\vec{x}, D', D, w) \mathcal{P} \left( \log \frac{\Lambda' + m}{m} \right) \\
  \leq (\Lambda + m)^{D - 2n - |w| + 1 - \frac{1}{2}} \mathcal{K}^{\mathcal{A}}(\vec{x}, D', D, w) \mathcal{P} \left( \log \frac{\Lambda + m}{m} \right),
  \]
  (A.138)

in agreement with the inductive bound (A.107). Here we have used (A.114) to obtain the first inequality. To arrive at the last line, we made use of the following estimate:

**Lemma 4:** Let \( s \in \mathbb{N}_0 \) and \( r \in \mathbb{R}_+ \). Then

\[
\int_{1}^{b} dxx^{-1}(\log x)^t < \frac{s!}{r^t} + \frac{b'}{r} \left( \log b \right)^{s} - \frac{s}{r} (\log b)^{s-1} + \frac{s(s-1)}{r^2} (\log b)^{s-2} - \ldots + (-1)^{s} \frac{s!}{r^t}
\]

(A.139)

where \( 1 \leq b \).

A proof of this lemma for \( r \in \mathbb{N}_0 \) can be found in [22]. The generalization to non-integer \( r \) is again straightforward.
• Second term on the r.h.s. of the flow equation:

The case \( t = 1 \) again follows from (A.120). To obtain a bound for the case \( t = 0 \) we combine (A.120) with lemma 4:

\[
\left| \int_0^\Lambda d\Lambda' \sum_{l_1+l_2=l} 4m_1n_2c_{(w)} \, \partial_{\bar{p}'}^{w} \mathcal{F}^{\Lambda',\Lambda_0}_{D,2n_1,l_1} (\otimes_{i=1}^N \mathcal{O}_{\Lambda_i}; \vec{0}) \partial_{\bar{p}'}^{w} \mathcal{C}^{\Lambda'}(0) \partial_{\bar{p}'}^{w} \mathcal{L}^{\Lambda',\Lambda_0}_{2n_1,l_2} (\vec{0}) \right|
\]

\[
\leq \int_0^\Lambda d\Lambda' (\Lambda' + m)^{D-2n-|w|+\frac{1}{2}} \mathcal{R}(\vec{x},\vec{D}',D,w) \mathcal{P} \left( \log \frac{\Lambda' + m}{m} \right)
\]

\[
\leq (\Lambda + m)^{D-2n-|w|+\frac{1}{2}} \mathcal{R}(\vec{x},\vec{D}',D,w) \mathcal{P} \left( \log \frac{\Lambda + m}{m} \right)
\]

(A.140)

This is again consistent with (A.107) for \( t = 0 \) and \( x_N = 0 \).

• Third term on the r.h.s. of the flow equation:

The case \( t = 1 \) follows from lemma 3, and the case \( t = 0 \) is verified with the help lemma 3 and lemma 4:

\[
\left| \int_0^\Lambda d\Lambda' \partial_{\bar{p}'}^{w} \int_{1 \leq a < b \leq N} \mathcal{L}^{\Lambda',\Lambda_0}_{2n_1,l_1} (\mathcal{O}_{\Lambda_a}(x_a) ; k, \vec{0}) \mathcal{C}^{\Lambda'}(k) \mathcal{L}^{\Lambda',\Lambda_0}_{2n_1,l_2} (\mathcal{O}_{\Lambda_b}(x_b) ; -k, \vec{0}) \right|
\]

\[
\times \prod_{c \in \{1, \ldots, N\} \setminus \{a, b\}} \mathcal{L}^{\Lambda',\Lambda_0}_{2n_1,l_c} (\mathcal{O}_{\Lambda_c}(x_c) ; \vec{0})
\]

\[
\leq \int_0^\Lambda d\Lambda' \frac{1}{1 \leq i \leq N} \max \left| x_i \right| \left( m \cdot \min \frac{1}{1 \leq i < j \leq N} \left| x_i - x_j \right| \right)^{-s} (\Lambda' + m)^{D \frac{1}{2} - 2n - |w|} \mathcal{P} \left( \log \frac{\Lambda' + m}{m} \right)
\]

\[
\leq \frac{\max \left| x_i \right| \left( m \cdot \min \frac{1}{1 \leq i < j \leq N} \left| x_i - x_j \right| \right)^{-s}}{\min \frac{1}{1 \leq i < j \leq N} \left| x_i - x_j \right|^{D \frac{1}{2} - 2n - |w|}} (\Lambda + m)^{D \frac{1}{2} - 2n - |w|} \mathcal{P} \left( \log \frac{\Lambda + m}{m} \right)
\]

(A.141)

**Relevant case \( (2n + |w|) \leq D \) at non-vanishing momentum \( \bar{p} \neq 0 \):** We proceed to arbitrary external momenta \( p_1, \ldots, p_{2n} \) with the help of the Taylor expansion formula

\[
\left| \partial_{\bar{p}'}^{w} \mathcal{F}^{\Lambda,\Lambda_0}_{D,2n,l} (\otimes_{i=1}^N \mathcal{O}_{\Lambda_i}; \vec{0}) \right| = \left| \sum_{|\vec{w}| \leq D - 2n - |w|} \frac{\bar{p}}{\vec{w}}^{\vec{w} + w} \mathcal{F}^{\Lambda,\Lambda_0}_{D,2n,l} (\otimes_{i=1}^N \mathcal{O}_{\Lambda_i}; \vec{0}) \right|
\]

\[
+ \sum_{|\vec{w}| = D + 1 - 2n - |w|} \frac{\bar{p}}{\vec{w}}^{\vec{w}} \int_0^1 d\tau \left| \frac{\vec{w}}{\vec{w} + \vec{w}'} \right| (1 - \tau)^{|\vec{w}'| - 1} \partial_{\bar{p}'}^{\vec{w} + \vec{w}'} \mathcal{F}^{\Lambda,\Lambda_0}_{D,2n,l} (\otimes_{i=1}^N \mathcal{O}_{\Lambda_i}; \tau \vec{p}) \right|
\]

(A.142)

In view of the estimates derived above, and also using the property

\[
\mathcal{R}(\vec{x},\vec{D}',D,w + \vec{w}) = \mathcal{R}(\vec{x},\vec{D}',D,w) \quad \text{for } |w| + |\vec{w}| \leq D + 1 ,
\]

(A.143)
it is not hard to check that the r.h.s. of (A.142) satisfies a bound consistent with our induction hypothesis (A.107), which finishes the proof of theorem 2 for the case \( x_N = 0 \).

As mentioned earlier, we can proceed to \( x_N \neq 0 \) with the help of the translation formula (2.42), i.e.

\[
\partial^{\nu}_{\vec{p}} \mathcal{G}^{A, A_0}_{D, n, t} \left( \otimes_{j=1}^{N} \delta_A(x_j); p_1, \ldots, p_{n} \right) = \partial^{\nu}_{\vec{p}} \mathcal{G}^{A, A_0}_{D, n, t} \left( \otimes_{j=1}^{N} \delta_A(x_j - x_N); p_1, \ldots, p_{n} \right) .
\]

\[(A.144)\]

Distributing the momentum derivatives over the two factors on the right hand side and using the previously established bound for the case \( x_N = 0 \), the inequality (A.107) is verified easily. \( \square \)

### A.2. Regularization on a partial diagonal

Our aim in the following is to prove the scaling properties of the partially regularized AG’s claimed in (2.56), (2.57) and (2.58). All these estimates follow from the following bound:

**Theorem 3:** Let \( M < N \) and \( t \in \{0, 1\} \). For any \( D \leq D' = [A_1] + \ldots + [A_M] \), any \( s \in \mathbb{N}_0 \) and any \( r \in \mathbb{N} \), the bound

\[
\left| \partial^{\nu}_{A} \partial^{\nu}_{\vec{p}} \mathcal{G}^{A, A_0}_{2N} \left( \left[ \otimes_{i=1}^{M} \delta_A(x_i) \right]_{D}; \otimes_{j=M+1}^{N} \delta_A(x_j); \vec{p} \right) \right| \leq \frac{(\Lambda + m)^{-t}}{\min_{1 \leq i \leq M} |x_i - x_j|^{D+1}} \sup_{1 \leq |w| \leq N} \frac{1}{|x_i - x_j|^{D+1}} \frac{1}{|x_i - x_j|^{D+1} - |x_{M+1} - x_{M}|^{D+1}} \\
\times \frac{\min_{1 \leq i \neq j \leq M} |x_i - x_j|^{D+1}} {\min_{1 \leq i \neq j \neq M} |x_i - x_j|^{D+1} - |x_{M+1} - x_{M}|^{D+1}} \\
\times \left( \frac{\max_{1 \leq i \leq N} |x_i - x_M|}{\min_{1 \leq i \leq M} |x_i - x_j|} \right)^{|w|} P_1 \left( \log \frac{\Lambda + m}{\Lambda} \right) P_2 \left( \frac{|\vec{p}|}{\Lambda + m} \right)
\]

\[(A.145)\]

holds, where \( P_i(x) \) are polynomials in \( x \) with positive coefficients.

**Remark 7:** A version of this bound with a stronger control over the numerical factors in the polynomials can be found in [5]. The bound clearly implies the scaling identity (2.58) by choosing \( s \) large enough and \( w = 0 \).

Before we come the proof of the theorem, we also note the following corollary:

**Corollary 3:** Let \( M < N \) and \( t \in \{0, 1\} \). For any \( D \leq D' = [A_1] + \ldots + [A_M] \), and any \( r \in \mathbb{N} \), the
bound

\[
\left| \partial_A \partial_B \phi^{A_0}_{2n,1} \left( \otimes_{i=1}^M \mathcal{O}_{A_i}(x_i), \otimes_{j=M+1}^N \mathcal{O}_{A_j}(x_j), \bar{p} \right) \right| \leq \frac{(\Lambda + m)^{-\frac{1}{2}} - 2n - \epsilon}{\min_{1 \leq i \leq M} \left| x_i \right|, 1/(\Lambda + m)^{D+\frac{1}{2}}} \sup_{1 \leq j \leq M} \left| x_j \right| \left| x_{M+1} \right| \cdots \left| x_N \right| D^{|\bar{p}|+1} P_1 \left( \log \frac{\Lambda + m}{m} \right) \frac{1}{\Lambda + m} P_2 \left( \frac{\left| \bar{p} \right|}{\Lambda + m} \right)
\]

(A.146)

holds, where \( P_i(x) \) are polynomials in \( x \) with positive coefficients.

Remark 8: We make the following observations:

1. Scaling the spacetime arguments by \( \epsilon > 0 \), one can check that the bound scales as \( \epsilon^{-|A_1| - \cdots - |A_N| - 1} \) for small \( \epsilon \). Thus, we verify

\[
\text{sd} \left( G^{A_0}_{A_1 \cdots A_N} \left( \otimes_{i=1}^M \mathcal{O}_{A_i} \right) \right) \leq [A_1] + \cdots + [A_N].
\]

(A.147)

2. Scaling only the variables \( x_1, \ldots, x_M \) by \( \epsilon > 0 \), we note that the bound scales as \( \epsilon^{-|A_1| - \cdots - |A_M| + D - 1} \), which implies

\[
\text{sd}_{\{1, \ldots, M\}} \left( G^{A_0}_{A_1} \left( \otimes_{i=1}^M \mathcal{O}_{A_i} \right) \right) \leq [A_1] + \cdots + [A_M] - D - 1,
\]

(A.148)

as claimed in (2.57).

The corollary follows simply by combining the bounds of theorem 3 and corollary 2. We continue with the proof of theorem 3.

Proof of theorem 3: We follow the same inductive scheme as in the proof of theorem 2. Since many parts of the proof are very similar to the one of theorem 2, we will be relatively brief here.
The strategy is to integrate the flow equation

\[
\partial_{\rho} \partial_{\rho} \mathcal{H}^{\Lambda, \Lambda_0}_{2n, l} \left( (\otimes_{i=1}^{M} \Theta_{A_i})_{d} : (\otimes_{j=M+1}^{N} \Theta_{A_j})_{p_1, \ldots, p_{2n}} \right) =
\]

\[
= \left( \frac{2n + 2}{2} \right) \int_{k} C^{\Lambda}(k) \partial_{\rho} \mathcal{H}^{\Lambda, \Lambda_0}_{2n+2, l-1} \left( (\otimes_{i=1}^{M} \Theta_{A_i})_{d} : (\otimes_{j=M+1}^{N} \Theta_{A_j})_{k, \ldots, p_{2n}} \right)
\]

\[
- S \sum_{l_1 + l_2 = l} 4n_1 n_2 \mathcal{H}^{\Lambda, \Lambda_0}_{D, 2n_1, l_1} \left( (\otimes_{i=1}^{M} \Theta_{A_i})_{d} : (\otimes_{j=M+1}^{N} \Theta_{A_j})_{q, p_1, \ldots, p_{2n-1}} \right)
\]

\[
\times C^{\Lambda}(q) \mathcal{L}^{\Lambda, \Lambda_0}_{2n_2, l_2} (p_{2n_1}, \ldots, p_{2n})
\]

\[
- \sum_{l_1 + l_2 = l} 4n_1 n_2 \partial_{\rho} \int_{k} \mathcal{F}^{\Lambda, \Lambda_0}_{D, 2n_1, l_1} \left( \otimes_{i=1}^{M} \Theta_{A_i} : k, p_1, \ldots, p_{2n-1} \right)
\]

\[
\times C^{\Lambda}(q) \mathcal{F}^{\Lambda, \Lambda_0}_{2n_2, l_2} \left( \otimes_{i=1}^{M} \Theta_{A_i} : -k, p_{2n_1}, \ldots, p_{2n} \right)
\]

\[
(\Lambda.149)
\]

\[
- \sum_{l_1 + l_2 + l_3 = l} 4n_1 n_2 n_3 \partial_{\rho} \int_{k} \mathcal{L}^{\Lambda, \Lambda_0}_{2n_1, l_1} \left( \otimes_{i=1}^{M} \Theta_{A_i} : k, \bar{p}_a \right)
\]

\[
\prod_{c \in \{1, \ldots, M\} \setminus \{a\}} \mathcal{L}^{\Lambda, \Lambda_0}_{2n_2, c} \left( \Theta_{A_c} : \bar{p}_c \right)
\]

\[
- \sum_{l_1 + l_2 + l_3 = l} 4n_1 n_2 n_3 \partial_{\rho} \int_{k} \mathcal{L}^{\Lambda, \Lambda_0}_{2n_1, l_1} \left( \otimes_{i=1}^{M} \Theta_{A_i} : k, \bar{p}_a \right) C^{\Lambda}(k) \mathcal{L}^{\Lambda, \Lambda_0}_{2n_2, l_2} \left( \Theta_{A_a} : -k, \bar{p}_b \right)
\]

\[
\prod_{c \in \{1, \ldots, N\} \setminus \{a, b\}} \mathcal{L}^{\Lambda, \Lambda_0}_{2n_3, c} \left( \Theta_{A_c} : \bar{p}_c \right)
\]

\[
(\Lambda.150)
\]

and to bound each of the six terms on the right hand side separately. A simplification arises from the fact that we do not have to consider relevant contributions here, since the boundary conditions for the functionals $H^{\Lambda, \Lambda_0}$ are always given at $\Lambda = \Lambda_0$. Here we first verify the bound for the case $x_M = 0$ before we proceed to the general case $x_M \neq 0$, using the translation property (2.59).

- First and second term on the r.h.s. of the flow equation:

The first two terms on the r.h.s. of the flow equation, which are linear in $\mathcal{H}^{\Lambda, \Lambda_0}$, can be estimated using the same inductive scheme used in the proof of theorem 2. As mentioned above, we only have to consider the part of the induction which refers to irrelevant contributions. Collecting all the $\bar{x}$ dependent terms in $\mathcal{F}$ (recall that we set $x_M = 0$ at this
Let $x_M = 0$ and $n_1 + n_2 = n + 1$ and $l - 2 = l_1 + l_2 \geq 0$. Further, let $\bar{p}_1 = (p_1, \ldots, p_{2n_1 - 1})$ and $\bar{p}_2 = (p_{2n_1}, \ldots, p_{2n_2})$. Then we have for any $D \leq [A_1] + \ldots + [A_M]$, $r \in \mathbb{N}$ and $s \in \mathbb{N}_0$

$$\left| \frac{1}{x} \int_k^M \mathcal{F}_{D,2n_1,l_1}^{A_0} \left( \otimes_{i=1}^{M} \Theta_A(x_i); k, \bar{p}_1 \right) C_A^{\Lambda}(k) \mathcal{F}_{2n_1,l_2}^{A_0} \left( \otimes_{i=M+1}^{N} \Theta_A(x_i); -k, \bar{p}_2 \right) \right| \leq (\Lambda + m)^{-n-|\mathcal{F}|} \frac{\Lambda + m}{m} \mathcal{P}_1 \left( \log \frac{\Lambda + m}{m} \right) \mathcal{P}_2 \left( \frac{|\bar{p}|}{\Lambda + m} \right)$$

$$\times \left( \frac{\max_{1 \leq j \leq M} |x_j|}{\min_{1 \leq j \leq M} |x_j|} \right)^{D-s+1} \left( \frac{\max_{1 \leq j \leq N} |x_j|}{\min_{1 \leq j \leq N} |x_j|} \right)^{-D-s}$$

$$\times \min_{1 \leq i \leq j \leq M} |x_i - x_j|^{A_i} \ldots |A_N| - D - 1 + \frac{1}{m}$$

(A.151)

where $\mathcal{P}_i(x)$ are polynomials in $x$ with positive coefficients.

**Proof.** Using the translation properties of the $F$-functionals, eq. (2.42), the integral can be written as

$$\left| \frac{1}{x} \int_k^M \mathcal{F}_{D,2n_1,l_1}^{A_0} \left( \otimes_{i=1}^{M} \Theta_A(x_i); k, \bar{p}_1 \right) C_A^{\Lambda}(k) \mathcal{F}_{2n_1,l_2}^{A_0} \left( \otimes_{i=M+1}^{N} \Theta_A(x_i); -k, \bar{p}_2 \right) \right| \leq$$

$$\left( \frac{\max_{1 \leq i \leq M} |x_i|}{\min_{1 \leq i \leq M} |x_i|} \right)^{D-s+1} \left( \frac{\max_{1 \leq i \leq N} |x_i|}{\min_{1 \leq i \leq N} |x_i|} \right)^{-D-s}$$

$$\times \mathcal{P}_1 \left( \log \frac{\Lambda + m}{m} \right) \mathcal{P}_2 \left( \frac{|\bar{p}|}{\Lambda + m} \right) \left( \frac{\max_{1 \leq j \leq M} |x_j|}{\min_{1 \leq j \leq M} |x_j|} \right)^{D-s+1} \left( \frac{\max_{1 \leq j \leq N} |x_j|}{\min_{1 \leq j \leq N} |x_j|} \right)^{-D-s}$$

(A.152)
The momentum derivatives on the exponential can be turned into \( k \)-derivatives and moved onto the moments of the \( F \)-functionals via partial integration. Just as in the proof of lemma 3, we now introduce \( D + s \) additional \( k \)-derivatives at the cost of a factor \( (2/|x_N|)^{D+s} \), in order to obtain the desired dependence on \( \Lambda \). Hence

\[
\begin{align*}
&\left| \frac{\partial^w}{\partial \vec{p}} \int_k \mathcal{F}^{\Lambda \Lambda_0}_{D,2n_1,l_1} \left( \otimes_{i=1}^M \Theta_{A_i}(x_i); k, \vec{p}_1 \right) \mathcal{C}(k) \mathcal{F}^{\Lambda \Lambda_0}_{2n_2,l_2} \left( \otimes_{i=M+1}^N \Theta_{A_i}(x_i); -k, \vec{p}_2 \right) \right| \\
&\leq \left| \int_k \sum_{w_1+w_2+w_3=w} c_{(w)} e^{i x_N(p_{2n_1}+\cdots+p_{2n_3})-ikx_N} \left( \frac{2}{|x_N|} \right)^{D+s} \\
&\times \partial^{D+s}_{k^w} \partial^{w_1}_{k} \mathcal{F}^{\Lambda \Lambda_0}_{D,2n_1,l_1} \left( \otimes_{i=1}^M \Theta_{A_i}(x_i); k, \vec{p}_1 \right) \mathcal{C}(k) \\
&\quad \times \partial^{w_2}_{k} \mathcal{F}^{\Lambda \Lambda_0}_{2n_2,l_2} \left( \otimes_{i=M+1}^N \Theta_{A_i}(x_i-x_N); -k, \vec{p}_2 \right) \right| \\
&(A.153)
\end{align*}
\]

where \( \alpha \in \{1, \ldots, 4\} \) corresponds to the maximal component of \( x_N \), i.e. \( ||x_N|| = |x_N,\alpha| \). Distributing the \( k \)-derivatives over the three factors, substituting our bounds for the \( F \)-functionals [see theorem 2] and estimating the \( k \)-integral as in (A.116) then yields the lemma after some straightforward estimates.

Continuing the proof of theorem 3, we see that this lemma confirms the validity of the claimed bound, (A.145), in the case \( t = 1, x_M = 0 \). For \( t = 0 \), we now estimate the \( \Lambda \)-integral over the third term on the r.h.s. of the flow equation combining lemma 5 and lemma 2. One thereby verifies that also this contribution is compatible with the claimed bound.

- Fourth and fifth term on the r.h.s. of the flow equation:

The following lemma will help us to estimate both these contributions:

**Lemma 6:** Let \( n_1 + \ldots + n_{M+1} = n + 1 \) and \( l - 1 = l_1 + \ldots + l_{M+1} \). Then we have for any \( D \leq [A_{M+1}] + \ldots + [A_N] \) and \( a \in \{1, \ldots, M\} \)

\[
\begin{align*}
&\left| \frac{\partial^w}{\partial \vec{p}} \int_{a} \mathcal{L}^{\Lambda \Lambda_0}_{2n_a,l_a} (\Theta_{A_a}; k, \vec{p}) \prod_{c \in \{1, \ldots, M\} \setminus \{a\}} \mathcal{L}^{\Lambda \Lambda_0}_{2n_c,l_c} (\Theta_{A_c}; \vec{p}_c) \\
&\times \mathcal{C}(k) \mathcal{F}^{\Lambda \Lambda_0}_{D,2n_{M+1},l_{M+1}} \left( \otimes_{i=M+1}^N \Theta_{A_i}; -k, p_{2n_M}, \ldots, p_{2n} \right) \right| \\
&\leq \Lambda^{-2n-|w|} \frac{1}{|x_N|} \frac{1}{m} \Pi_1 \left( \log \frac{\Lambda + m}{m} \right) \Pi_2 \left( \frac{|\vec{p}|}{\Lambda + m} \right) \\
&\times \left( \frac{m^{-s} \left( \min_{1 \leq i \leq N} |x_i-x_N| \right)^{D+s+|A_1|+\cdots+|A_M|+|w|+1} \left( \max_{1 \leq i \leq M} |A_i| \right)^{|w|}}{|x_N-x_1| \cdots |x_N-x_N|} \right) \\
&(A.154)
\end{align*}
\]

where \( r_1, r_2 \in \mathbb{N} \) and \( s \in \mathbb{N}_0 \) and where \( \Pi_1(x) \) are polynomials in \( x \) with positive coefficients.
Proof. Using the same strategy as in the proof of lemma 5, we can estimate the l.h.s. of eq.(A.154) as

\[
\left| \partial_w \int_k \mathcal{L}_{2n_i,\lambda_i}(\mathcal{L}_{A_i}; k, \vec{p}_i) \prod_{c \in \{1, \ldots, M\} \setminus \{a\}} \mathcal{L}_{2n,\lambda_c}(\mathcal{L}_{A_i}; \vec{p}_c) \right| \\
\leq \sum_{w_1 + w_2 = w} c_{\{w_i\}} \left( \max_{1 \leq i \leq M} \frac{|x_i|}{|x_a - x_N|/2} \right)^{|w_1|} \frac{1}{(|x_a - x_N|/2)^{|A_i| + \ldots + |A_M| + D + \sigma}} \times \left| \prod_{c \in \{1, \ldots, M\} \setminus \{a\}} \mathcal{L}_{2n,\lambda_c}(\mathcal{L}_{A_i}; k, \vec{p}_j) \mathcal{C}^{A}(k) \right|
\]

(A.155)

Using the partial integration "trick" as in (A.127), i.e. transforming the integration variable to \( \tilde{k} = k \) and integrating by parts once more, inserting the known bounds for the CAG's and \( F^{A,\lambda_i} \)-functionals and estimating the loop integral as in (A.116), we verify the lemma after some lengthy but straightforward estimates.

This lemma allows us to find a bound for the fourth and the fifth term on the r.h.s. of the flow equation, (A.149). Using the case \( D = -1 \) and \( r_2 = 1 \) in the lemma, one immediately checks that the fourth term on the r.h.s. of the flow equation satisfies the bound (A.145) for \( t = 1, x_M = 0 \), and combining this bound with lemma 2 one also verifies the case \( t = 0 \).

Similarly, for the fifth term on the r.h.s. of the flow equation we use lemma 6 again, but we exchange the role of the indices \( (1, \ldots, M) \leftrightarrow (M + 1, \ldots, N) \). This way, it is not hard to verify that the claimed bound is satisfied by the contributions in question.

- Sixth term on the r.h.s. of the flow equation:

The loop integral in last term on the r.h.s. of the flow equation (A.149) can be estimated with the help of lemma 3, and the subsequent \( \Lambda \)-integral can be estimated with the help of lemma 2.

In summary, we have found that all six terms on the r.h.s. of the flow equation satisfy the bound claimed in theorem 3 for \( x_M = 0 \). To finish the proof, we combine the translation formula (2.59) with the previously established bound for the \( x_M = 0 \) in order to obtain an estimate for \( x_M \neq 0 \).
B. Proof of proposition 3

Here we are going to prove that both sides of the equation

\[ \hbar \partial_y G^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \partial_A(x_i)) = \]

\[ -\frac{1}{4!} \int d^4y \left[ G^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \partial_A(x_i) \otimes \phi^4(y)) - G^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \partial_A(x_i)) L^{\Lambda, \Lambda_0}(\phi^4(y)) \right] \]  

(B.156)

\[ - \sum_{j=1}^N \sum_{C \leq [A_j]} \mathcal{C}_E A_j(y, x_j) G^{\Lambda, \Lambda_0}(\otimes_{i \neq j}^N \partial_A(x_i) \otimes \partial_C(x_j)) \]

indeed satisfy the same flow equations and boundary conditions. We make use of the decomposition

\[ G^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \partial_A(x_i)) = \hbar F^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \partial_A(x_i)) + \prod_{i=1}^N L^{\Lambda, \Lambda_0}(\partial_{A_i}) \]

and study the \( g \)-derivative of the expressions on the right side of this equation. To begin with, consider the derivative of the factorized contribution to \( \hbar \partial_y G^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \partial_A(x_i)) \). Using proposition 2 we find

\[ \hbar \partial_y \prod_{i=1}^N L^{\Lambda, \Lambda_0}(\partial_{A_i}) = \frac{\hbar}{4!} \int d^4y \sum_{j=1}^N \sum_{C \leq [A_j]} \mathcal{C}_E A_j(y, x_j) L^{\Lambda, \Lambda_0}(\partial_C(y)) \prod_{i \neq j}^N L^{\Lambda, \Lambda_0}(\partial_{A_i}) \]  

(B.157)

We find a similar contribution on the r.h.s. of eq. (B.156):

\[ \frac{1}{4!} \int d^4y \sum_{j=1}^N \sum_{C \leq [A_j]} \mathcal{C}_E A_j(y, x_j) L^{\Lambda, \Lambda_0}(\partial_C(y)) \prod_{i \neq j}^N L^{\Lambda, \Lambda_0}(\partial_{A_i}) \]

= \[ \frac{\hbar}{4!} \int d^4y \sum_{j=1}^N \left( L^{\Lambda, \Lambda_0}(\partial_A \otimes \phi^4(y)) - L^{\Lambda, \Lambda_0}(\partial_A \otimes \phi^4(y)) \right) \prod_{i \neq j}^N L^{\Lambda, \Lambda_0}(\partial_{A_i}) \]  

(B.158)

In the second line we made use of equation (2.64). We see that the first term on the r.h.s. of eq. (B.158) coincides with the r.h.s. of equation (B.157), which means that these terms cancel in equation (B.156). Note also that the factorized contributions (i.e. terms containing only CAG’s with one insertion) to the first two terms on the r.h.s. of equation (B.156) cancel each other. Let us now come to the various contributions from the \( F^{\Lambda, \Lambda_0} \)-functionals. Consider first the \( g \)-derivative of the flow equation for \( F^{\Lambda, \Lambda_0} \):

\[ \partial_y F^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \partial_A(x_i)) \]

\[ \frac{\hbar}{2} \left( \frac{\delta}{\delta \phi}, C^A \right) \partial_y F^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \partial_A(x_i)) - \left( \frac{\delta}{\delta \phi}, \partial_y F^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \partial_A(x_i)), C^A \right) \frac{\delta}{\delta \phi} L^{\Lambda, \Lambda_0} \]

\[ - \left( \frac{\delta}{\delta \phi} F^{\Lambda, \Lambda_0}(\otimes_{i=1}^N \partial_A(x_i)), C^A \right) \frac{\delta}{\delta \phi} \frac{1}{4!} \int d^4y L^{\Lambda, \Lambda_0}(\phi^4(y)) \]

+ \[ \sum_{1 \leq i < j \leq N} \left( \frac{\delta}{\delta \phi} d^{4y} L^{\Lambda, \Lambda_0}(\partial_A \otimes \phi^4(y)), C^A \right) \frac{\delta}{\delta \phi} L^{\Lambda, \Lambda_0}(\partial_A(x_i)) \prod_{r \in \{1, \ldots, N\} \setminus \{i, j\}} L^{\Lambda, \Lambda_0}(\partial_{A_r}) \]  

(B.159)

+ \[ \sum_{1 \leq i < j \leq N} \left( \frac{\delta}{\delta \phi} L^{\Lambda, \Lambda_0}(\partial_A(x_i)), C^A \right) \frac{\delta}{\delta \phi} L^{\Lambda, \Lambda_0}(\partial_A(x_j)) \]

× \[ \sum_{k \in \{1, \ldots, N\} \setminus \{i, j, k\}} \frac{1}{4!} \int d^4y L^{\Lambda, \Lambda_0}(\partial_{A_k} \otimes \phi^4(y)) \prod_{r \in \{1, \ldots, N\} \setminus \{i, j, k\}} L^{\Lambda, \Lambda_0}(\partial_{A_r}) \]
where we made use of proposition 2. The boundary conditions read

\[
\partial_n \cdot \mathcal{F}_{n,l}^{\Lambda_0, \Lambda_0} (\otimes_{i=1}^{N} \Theta_i; \vec{p}) = 0 \quad \text{for all } n, l, w.
\] (B.160)

We want to compare this to the flow equations for the terms on the r.h.s. of eq.(B.156). To start with, we have

\[
\begin{align*}
\partial \Lambda & - \frac{1}{4!} \int d^4y F_{\Lambda, \Lambda_0} (\otimes_{i=1}^{N} \Theta_i \otimes \phi^4 (y)) \\
& = \frac{\hbar}{2} \left( \frac{\delta}{\delta \phi} \cdot \mathcal{C} \right) \cdot \frac{\delta}{\delta \phi} \left( \otimes_{i=1}^{N} \Theta_i \right) \frac{1}{4!} \int d^4y F_{\Lambda, \Lambda_0} (\otimes_{i=1}^{N} \Theta_i \otimes \phi^4 (y)) \\
& - \left( \frac{\delta}{\delta \phi} \right) \frac{1}{4!} \int d^4y F_{\Lambda, \Lambda_0} (\otimes_{i=1}^{N} \Theta_i \otimes \phi^4 (y)), \mathcal{C} \otimes \frac{\delta}{\delta \phi} L_{\Lambda, \Lambda_0} (B.161)
\end{align*}
\]

Next, we have

\[
\begin{align*}
\partial \Lambda & \left( F_{\Lambda, \Lambda_0} (\otimes_{i=1}^{N} \Theta_i) \frac{1}{4!} \int d^4y L_{\Lambda, \Lambda_0} (\phi^4 (y)) \right) \\
& = \frac{\hbar}{2} \left( \frac{\delta}{\delta \phi} \cdot \mathcal{C} \right) \cdot \frac{\delta}{\delta \phi} \left( \otimes_{i=1}^{N} \Theta_i \right) \frac{1}{4!} \int d^4y L_{\Lambda, \Lambda_0} (\phi^4 (y)) \\
& - \left( \frac{\delta}{\delta \phi} \right) \frac{1}{4!} \int d^4y L_{\Lambda, \Lambda_0} (\phi^4 (y)), \mathcal{C} \otimes \frac{\delta}{\delta \phi} L_{\Lambda, \Lambda_0} (B.162)
\end{align*}
\]
Finally, for the last term in eq. (B.156):

\[
\partial_{\lambda} \left( \frac{1}{4!} \int d^4 y \sum_{j=1}^{N} \sum_{[c] \leq [A_j]} C^A_{\Sigma A_j}(y, x_j) F^{A_{\lambda} A_0} (\otimes_{i \neq j}^N \Theta_{A_i}(x_i) \otimes \Theta_{C}(x_j)) \right) \\
= \frac{\hbar}{2} \frac{\delta}{\delta \phi} \langle \Lambda^A \rangle \frac{1}{4!} \int d^4 y \sum_{j=1}^{N} \sum_{[c] \leq [A_j]} C^A_{\Sigma A_j}(y, x_j) F^{A_{\lambda} A_0} (\otimes_{i \neq j}^N \Theta_{A_i}(x_i) \otimes \Theta_{C}(x_j)) \\
- \left( \frac{\delta}{\delta \phi} \int d^4 y \sum_{j=1}^{N} \sum_{[c] \leq [A_j]} C^A_{\Sigma A_j}(y, x_j) F^{A_{\lambda} A_0} (\otimes_{i \neq j}^N \Theta_{A_i}(x_i) \otimes \Theta_{C}(x_j)), \Lambda^A \right) \\
- \hbar \sum_{1 \leq i \neq j \leq N} \left( \frac{\delta}{\delta \phi} L^{A_{\lambda} A_0}(\Theta_{A_i}), \Lambda^A \right) \\
\times \sum_{k \in \{1, \ldots, N\} \backslash \{i, j\}} \frac{1}{4!} \int d^4 y L^{A_{\lambda} A_0}(\Theta_{A_k} \otimes \phi^{A^4}(y)) \prod_{r \in \{1, \ldots, N\} \backslash \{i, j, k\}} \Lambda^{A_{\lambda} A_0}(\Theta_{A_r}) \\
+ \hbar \sum_{1 \leq i \neq j \leq N} \left( \frac{\delta}{\delta \phi} L^{A_{\lambda} A_0}(\Theta_{A_i}), \Lambda^A \right) \\
\times \sum_{k \in \{1, \ldots, N\} \backslash \{i, j\}} \frac{1}{4!} \int d^4 y L^{A_{\lambda} A_0}(\Theta_{A_k} \otimes \phi^{A^4}(y)) \prod_{r \in \{1, \ldots, N\} \backslash \{i, j, k\}} \Lambda^{A_{\lambda} A_0}(\Theta_{A_r}) \\
- \hbar \sum_{1 \leq i \neq j \leq N} \left( \frac{\delta}{\delta \phi} L^{A_{\lambda} A_0}(\Theta_{A_i}), \Lambda^A \right) \\
\times \sum_{k \in \{1, \ldots, N\} \backslash \{i, j\}} \frac{1}{4!} \int d^4 y L^{A_{\lambda} A_0}(\Theta_{A_k} \otimes \phi^{A^4}(y)) \prod_{r \in \{1, \ldots, N\} \backslash \{i, j, k\}} \Lambda^{A_{\lambda} A_0}(\Theta_{A_r}) \\
+ \hbar \sum_{1 \leq i \neq j \leq N} \left( \frac{\delta}{\delta \phi} L^{A_{\lambda} A_0}(\Theta_{A_i}), \Lambda^A \right) \\
\times \sum_{k \in \{1, \ldots, N\} \backslash \{i, j\}} \frac{1}{4!} \int d^4 y L^{A_{\lambda} A_0}(\Theta_{A_k} \otimes \phi^{A^4}(y)) \prod_{r \in \{1, \ldots, N\} \backslash \{i, j, k\}} \Lambda^{A_{\lambda} A_0}(\Theta_{A_r})
\right)
\tag{B.163}
Also recall the remaining term from eq. (B.158), which satisfies the flow equation

\[ \partial_A \left( \frac{-1}{4!} \int d^4 y \sum_{j=1}^N L^{A,A_0}(\partial_A \otimes \varphi^A(y)) \prod_{i \neq j} L^{A,A_0}(\partial_{A_i}) \right) \]

\[ = \frac{h}{2} \left( \frac{\delta}{\delta \varphi} \right) \cdot \frac{\delta}{\delta \varphi} \cdot \frac{-1}{4!} \int d^4 y \sum_{j=1}^N L^{A,A_0}(\partial_A \otimes \varphi^A(y)) \prod_{i \neq j} L^{A,A_0}(\partial_{A_i}) \]

\[ - \left( \frac{\delta}{\delta \varphi} \right) \cdot \frac{1}{4!} \int d^4 y \sum_{j=1}^N L^{A,A_0}(\partial_A \otimes \varphi^A(y)) \prod_{i \neq j} L^{A,A_0}(\partial_{A_i}) \cdot \frac{\delta}{\delta \varphi} L^{A,A_0} \]

\[ + h \sum_{1 \leq i < j \leq N} \left( \frac{\delta}{\delta \varphi} L^{A,A_0}(\partial_{A_i}), \frac{\delta}{\delta \varphi} L^{A,A_0}(\partial_{A_j}) \right) \]

(B.164)

Now, summing up equations (B.161),(B.162),(B.163) and (B.164), one can check that these contributions satisfy the same flow equation as \( h \partial_A F^{A,A_0}(\otimes_{i=1}^N \partial_{A_i}) \), see eq.(B.159). Also note that all these contributions satisfy the boundary conditions of the form (B.160). It follows that the left and right hand side of equation (B.156) are equal.
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