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**SUMMARY** Detailed tracking is required for many vision applications. A visual feature-based constraint underlies most conventional motion estimation methods. For example, optical flow methods assume that the brightness of each pixel is constant in two consecutive frames. However, it is difficult to realize accurate extraction and tracking using only visual feature information, because viewpoint changes and inconsistent illumination cause the visual features of some regions of objects to appear different in consecutive frames. A structure-based constraint of objects is also necessary for tracking. In the proposed method, both visual feature matching and structure matching are formulated as a linear assignment problem and then integrated.
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**1. Introduction**

Moving object extraction and tracking from an image sequence captured by a static camera play important roles in various computer vision applications such as robot vision, simultaneous localization and mapping (SLAM), intelligent transport systems (ITS), and video surveillance systems. In order to achieve accurate action analysis of a moving object, it is necessary to obtain the corresponding relations between each part of an object in consecutive frames. Traditional tracking methods can be roughly classified into two categories: tracking method on object-level and that on pixel-level. For example, Mean-Shift [2] and Particle Filter [3], [4] track moving object on object-level and do not obtain the corresponding relation of each part in the object. On the other hand, optical flow methods [5], [6], SIFT method [7], and SURF [8] methods estimate pixel motion between two frames. These methods can obtain the corresponding relations on the level of pixel.

In a previous study, we developed a novel method, the exclusive block matching (EBM) method [1]. The EBM method realizes object tracking and detailed motion estimation which is robust against occlusions by solving the linear assignment problem that integrates object tracking, background subtraction, frame subtraction, and optimal matching between the current frame and multiple previous frames. This method performs quantization of flows on the pixel level to flows on the block level (block flow below) considering blocks show higher robustness than pixels. Although the EBM method computes coarse flows, the obtained flows that show the corresponding relations are very useful for action analysis.

In order to estimate motion and track moving objects, many studies have been carried out to determine a local feature descriptor for matching. In general, local feature descriptor is calculated using visual feature constraint which is defined as RGB data captured by camera or some values derived from RGB data such as intensity [9], HSV histogram [3], [4], edge histogram [10], and orientation histogram [11]. However, even robust local descriptors based on visual feature constraint are affected by several phenomena such as illumination change, viewpoint change, size change, and noise. These phenomena are very common for image sequences of real data. Object tracking and motion estimation becomes unstable because of these phenomena. Figure 1 (a) and (b) show consecutive frames, respectively. In Fig. 1 (a), inaccurate matching result is caused by the situation that colors on the same region are totally different because of the reflected light. In Fig. 1 (b), Matching results are obtained randomly due to uniform color distribution. When human beings observe the two scenes in Fig. 1 (a) and (b), they can understand the correct correspondence relations right away. We believe that human beings make these...
inferences based on the assumption that the structure of an object does not change abruptly. We refer to this assumption as the structure constraint. For tracking moving objects and estimating motion, not only the visual feature constraint but also the structure constraint is indispensable.

In this paper, we propose a method by considering the relative positions of blocks of an object in order to determine structure similarity and to perform structure matching. Similar to visual feature matching in the EBM method, we adopt linear assignment to perform structure matching. Considering both the visual feature constraint and the structure constraint simultaneously, the optimization problem can be expressed by the following equation:

\[ E = \sum_{l} VS(l, f^s_l) + \lambda \sum_{l \in N_l} SS(l, w, f^s_l, f^s_w) \]  \hspace{1cm} (1)

Here, \( l \) is a block in the current frame and \( w \) is a neighboring block of \( l \). \( N_l \) is the neighboring area of \( l \). \( f^s_l \) and \( f^s_w \) are blocks in previous frames, which are matched with \( l \) and \( w \), respectively. \( VS \) is the visual feature similarity between blocks, and \( SS \) is structure similarity calculated by variation in the relative positions of neighboring blocks. \( \lambda \) is a weighting factor. The problem becomes a quadratic assignment problem which is NP-hard. The proposed method does not solve the problem of Eq. (1) directly; however, it formulates both visual feature matching and structure matching as linear assignment problems. Visual feature matching extracts blocks that belong to objects from the background. Structure matching of these blocks obtains the corresponding relations with minimum change of structure. Then the visual feature cost matrix is adjusted according to the results of structure matching in order to integrate visual feature matching and structure matching together.

Different from methods such as Particle Filter [3] and Mean-Shift [2], the proposed method aims to track moving object and obtain the corresponding relation of each part of object. In [12], a large displacement optical flow estimation method based on regions has been proposed. This method uses the orientation histogram and RGB color as descriptors of a region, and it avoids outliers by considering spatial smoothness. However, it is affected by the problem shown in Fig. 1. Some related studies [13], [14] have reported the use of the spatial constraint. These methods, based on graph matching between 2 sets of feature points, are only applicable to the situation wherein the structure of the graph of objects changes slightly. They cannot solve the problem shown in Fig. 1 because the graph of the moving object has changed. In contrast, the proposed method does not require graph structures, and it is applicable to such situations. A method based on assignment, called SoftAssign, has been proposed in [15]. This method obtains a matching between 2 point sets under an affine transformation. Different from this method, our proposed method focuses on both visual feature and structure. Another related study is shape tracking. For example, a previous method [16] uses level sets to track the contours of moving objects. Different from such methods that focus on the shape of the contour of a moving object, our method can obtain motion of each part of an object.

The remainder of this paper is organized as follows. In Sect. 2, we explain the outline of the EBM method proposed in [1]. In Sect. 3, we describe how to determine structure similarity, and we propose a method to integrate visual feature matching and structure matching together. Then, we present some experimental results in Sect. 4. Finally, in Sect. 5, we provide concluding remarks.

## 2. Exclusive Block Matching

In this section, we describe the original algorithm of the EBM method. In order to avoid the situation wherein the destinations of matched blocks are too close or overlap, the EBM method assumes that the structures of objects change smoothly. Under this assumption, blocks match in such a way that the destinations are mutually exclusive. Therefore, the optimal matching can be obtained using linear assignment. In this paper, we visualize the motion of a block as a flow and referred to as block flow.

### 2.1 Exclusive Block Matching Handling Multi-Frames

First, the input images are scanned by blocks to convert them into 1 dimensional data. Let the block size be \( n \times n \) pixels and image size be \( w \times h \) pixels. The number of blocks \( N \) is given by the equation \( N = w/n \times h/n = W \times H \). Then, an \( N \times N \) array consisting of the similarities (actually, difference measure or distance) is constructed between the blocks of current frame (Curr) and the blocks of the previous frame (Prev). Here, we adopt the Bhattacharyya distance [4] to define a distance on HSV histograms in order to measure the similarity between 2 blocks. Then, the basic matrix is expanded by adding the similarity matrix for \( T - 1 \) previous frames, the Bg array and the Create part. Figure 2 shows the final form of the matrix. In our method, the initial frame without any moving object is used as background image. We use IIR filter to update the background image. The elements of the Bg array are similarities between the blocks of the current frame and those of the background image. The Create array consists of a predetermined threshold value. The dots in the Bg and Create arrays mean only the diagonal elements of the Bg and Create arrays can be selected according to the reappearance of the background and creation of new blocks, respectively. Non-diagonal elements are filled with sufficiently large values.

The matrix dealing with multiple previous frames can discern certain situations such as occlusion and reappearance. For example, block A in the frame t-3 in Fig. 2 is matched with a block in the current frame. This block is regarded as occluded at t-1 and t-2. The matching problem can be mathematically expressed as follows:

\[
\sum_{j=0}^{N} p_{ij} c_{ij}, \hspace{1cm} (2)
\]
In the above equations, \( T \) is the number of previous frames. \( Dist(Curr(t), Prev(t - h)) \) is the distance between the current frame(t)'s block \( i \) and the previous frame(t-h)'s block \( j \). Here, the distance is the average value of the \( Dist(Curr(t), Prev(t - h)) \) and its 8-connected neighboring blocks (with the same object number). \( Dist(Curr(t), Bg_j) \) is the distance between the current frame’s block \( i \) and the background’s block \( j \). Threshold for creating is a fixed value selected when there is no block similar to it. If this value is selected, this block is regarded as creating of new block.

This is a type of linear assignment problem, and it can be solved by the Hungarian method [17].

2.2 Restriction of Block State Transition

In the EBM method, a processing technique called restriction of block state transition is adopted to avoid a large amount of unnecessary calculations and to improve the stability of block matching. In the system, 7 kinds of block states are defined. They are Moving Object, Static Object, Create, Background, Static Background, Occlusion, and Vanish. The state of a block transits to another state obeying the restriction rules as shown in Fig. 3. In the cost matrix, we replace the cost with a very large value to avoid matching between unavailable state transitions. A detailed description of the EBM method can be found in our previous paper [1].

When objects enter the scene, they appear as blocks with state Create. We adopt an 8 neighborhood component labeling algorithm to segment multiple objects and determine the object number of each Create block. As long as a block is matched with another block in the next frame, the states of blocks become Moving Object or Static Object and the object numbers are inherited.
2.3 Handling Magnification and Shrink on the Visual Feature Matching Stage

Although the EBM method assumes blocks match exclusively, it considering vanishing and creating is applicable for magnification and shrink on the visual feature matching stage. As shown in Fig 4 (a), we assume the size of a moving object changes from $M_1$ (in the previous frame) blocks to $M_2$ (in the current frame). If the object scales up in the current frame, only $M_1$ blocks are recognized as Moving Object or Static Object according to the processing of restriction of block state transition. Other $M_2 - M_1$ blocks are recognized as Create of new blocks in the current frame. Conversely, if the object scales down, $M_2$ blocks are recognized as Moving Object or Static Object in the current frame as shown in Fig. 4 (b).

3. Structure Matching for Shape Preservation

In this section, we describe structure matching and the method that integrates visual feature matching and structure matching together. In the proposed method, we assume the structures of objects do not change abruptly in two consecutive frames. Under this assumption, the relative positions of the blocks in each object are almost unchanged. Structure matching is to find the optimal matching that maps the blocks on an object in the previous frame onto the blocks on the corresponding object in the current frame with the minimum transformation cost. The transformation cost of each block is regarded as structure similarity. Such block correspondences can be obtained via linear assignment.

3.1 Transformation Cost

Now, we describe the calculation of transformation cost and method for structure matching. The transformation cost of each object is evaluated by the total migration length of blocks required for a transformation is calculated as follows. Let $P$ be a set of previous frame’s blocks included in the same object and matched with current frame’s blocks through the visual feature matching stage. Let $C$ be a set of the corresponding blocks in the current frame. The set $C$ is superimposed on the set $P$ so that the center of gravity of the set $C$ coincides with that of the set $P$. The change
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(a) 2 objects P and C.

(b) Transform cost is 7.25.
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(a): The cost matrix for structure matching.
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(b): Create block flows according to the result of structure matching.
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The total cost is 4.
of relative positions between a block in \( P \) and a block in \( C \) is calculated by an appropriate distance measure. Since we assume the structure of the object changes smoothly, block flows should be almost uniform. In this paper, the square of Euclidean distance is adopted as the distance measure. Then the distance is used as the transformation cost to construct a cost matrix. Figure 5 (b) shows an example of the square of the Euclidean distance between the objects shown in Fig. 5 (a). If block 7 in \( C \) is matched with block \( b \) in \( P \), the cost becomes \( 7.25 = 2.5^2 + 1^2 \).

Now, let the number of blocks of \( P \) and \( C \) be \( M \) (in this example, \( M = 8 \)). The size of the cost matrix becomes \( M \times M \). A Create array is also added to eliminate some matching whose cost is larger than a pre-specified threshold. Thus, the size of the cost matrix becomes \( M \times 2M \), as shown in Fig. 6 (a). Similar to the visual feature cost matrix, non-diagonal elements are set as sufficiently large values in the Create array so that only diagonal elements can be selected. We create flows according to the corresponding relation obtained by the result of the assignment problem in Fig. 6 (a). The black circles in Fig. 6 (a) represent the matching result with minimal total cost of the structure matching. The created flows are shown in Fig. 6 (b).

The arithmetic expression for structure matching of one object can be written as follows:

Minimize

\[
y = \sum_{i=1}^{M} \sum_{j=1}^{2M} r_{ij}s_{ij},
\]

subject to

\[
\sum_{j=1}^{2M} r_{ij} = 1 \quad i = \{1, 2, \ldots, M\},
\]

\[
\sum_{i=1}^{M} r_{ij} \leq 1 \quad j = \{1, 2, \ldots, 2 \times M\},
\]

\[
r_{ij} = \{0, 1\},
\]

\[
s_{ij} = \begin{cases} 
1 & \text{if } 1 \leq j \leq M \\
\text{Dist}(C_i, P_j) & \text{if } i = 1, \ldots, M, \\
M + 1 & \text{if } M + 1 \leq j \leq 2M, \\
\text{Create TH for } j = i, \\
\text{sufficiently large value for } j \neq i,
\end{cases}
\]

where \( \text{Dist}(C_i, P_j) \) is the distance between block \( i \) of \( C \) and block \( j \) of \( P \), and \( \text{Create TH for } j = i \) is a fixed value selected when there is no block in \( P \) similar to a block in \( C \).

3.2 Iterative Approximate Method Considering Visual Feature and Structure Similarity

The matching result presented in the previous subsection is the optimal structure matching. From the viewpoint of visual feature, this is not the optimal solution. An ideal tracking should minimize both of visual feature and structure variations in Eq. (1). However, there is no effective method to solve visual feature matching and structure matching simultaneously within a short processing time. Therefore, we propose an approximate method that integrates visual feature matching and structure matching together as follows:

**step 1** Perform visual feature matching with the initial visual feature cost matrix as described in Sect. 2 to extract blocks that are regarded as Moving Object or Static Object in the previous frames and current frame. However, the flows created by this step are ignored.

**step 2** Perform structure matching between these extracted blocks, as described in Sect. 3.1, object by object, and create new block flows.

**step 3** Reduce the costs of proper flows in the visual feature

![Fig. 8](image_url)  
**Fig. 8** Relative rotation direction of blocks.

![Fig. 9](image_url)  
**Fig. 9** Examples of accurate flow and inaccurate flow.

![Fig. 10](image_url)  
**Fig. 10** Shrunk motion vectors of occluded blocks.
Table 1  Parameters of Experiments.

|                          |                        |                        |                          |
|--------------------------|------------------------|------------------------|--------------------------|
| Image size               | 320×240 pixels         | Block size             | 8×8 pixels               |
| Number of blocks (1 frame)| 40×30=1200            | Number of previous frames| 4                       |
| Size of visual feature cost matrix | 1200×7200            | Size of structure cost matrix | Depends on object size |
| PC for experiments       | Core2 Duo3.00 GHz PC with 2 G RAM, WindowsXP |

4. Experimental Results

4.1 Evaluation of Error Rate

The proposed method can handle many types of object motion such as rotation, magnification, occlusion, and reappearance. It is necessary to define some criterions to measure the accuracy of flows. We assume that the appearance of moving objects change smoothly. For each block, the relative directions of its neighboring blocks in this object are almost kept. As shown in Fig. 8, an object moves with motions of rotation and magnification. Blocks $a \sim i$ of the cost matrix to reflect the results of structure matching. If a block moves smoothly and if the visual feature difference between 2 frames is less than a threshold (the threshold is the same as the threshold of Create of visual feature cost matrix. It will be shown in Sect. 4.2.), the flow of this block is regarded as a proper flow. The smoothness is determined by comparing the block flow and the average flow of neighboring blocks. Note that only neighboring blocks with the same object number as the centric block are used for calculating the average flow. If the difference is less than a predetermined value (1 block in our experiments), this flow is regarded as a smooth flow. We reduce the cost value to 90% of the original value in the visual feature cost matrix according to the position of the flow. For example, we assume block 3 in the previous frame is matched with block 2 in the current frame. We reduce the cost in the second row of the third column.

**step 4** Perform visual feature matching with the updated visual feature cost matrix.

**step 5** Repeat step2, step 3, and step 4 while the number of flows which are regarded as proper flows increases.

Figure 7 shows the processing flow chart of the proposed method.

Fig. 11  Experimental results of 2 moving boxes obtained by the proposed method. We use different colors to distinguish flows of different object numbers. The description about how to determine the object number is at the end of the Sect. 2.2.
Table 2  Results of CG data with motion of rotation and magnification. EBM represents the result of original EBM method. PM represents the that of the proposed method. In the table TNP and NBO mean the average total number of pairs and the average number of blocks in objects of each frame, respectively.

|          | rder_rder | asv_asv |
|----------|-----------|---------|
| rot      | 4.68%     | 1.99%   |
| mag      | 2.07%     | 0.12%   |
| rotmag   | 6.34%     | 3.20%   |
| TNP      | 665       | 665     |
| NBO      | 98        | 98      |
| EBM      | 741       | 111     |
| PM       | 764       | 111     |

Fig. 12  Relative direction error rate and average structure variation of experimental results of 2 moving boxes.

Fig. 13  CG Data with motion of rotation and magnification.

object in frame $t - 1$ are matched with blocks $A \sim I$ in frame $t$, respectively. For a centric block (e.g., block $e$), the relative directions of its neighboring blocks are invariant. We focus on this point, and we define the first evaluation method called relative direction error rate (rder below) considering the motion vectors of 8-connected neighboring blocks of each block in the object. Figure 9 shows 2 moving objects rotating in the scene. Although the object in Fig. 9(a) is rotating, the relative directions of block $a1$ and block $b1$ observed from block $c1$ do not change. We regard these flows as accurate flows. On the other hand, the relative
direction in Fig. 9 (b) changes, and these flows are regarded as inaccurate. We regard each block in the object as a centric block in turn, and we check each pair of blocks around it. Here only the pairs of blocks that belong to the same object as the centric block are checked. The relative direction error rate is defined by Eq. (4).

\[
\text{rderr} = \frac{\text{Number of inaccurate pairs}}{\text{Total number of pairs}}
\]

(4)

The second criterion is called average structure variation (asv below). In our previous study [18], we adopted norm of difference of two vectors to calculate the variations of structure and introduce it into the optimization problem as structure constraint. We assume that blocks \( Q_i \) and \( Q_j \) in the previous frame are matched with the current frame’s blocks \( P_i \) and \( P_j \). The vectors \( \overrightarrow{P_iP_j} \) and \( \overrightarrow{Q_iQ_j} \) represent relative positions. Then, the variations in the relative positions are calculated from the norm of the difference of two vectors as follows:

\[
sv_{ij} = \|\overrightarrow{P_iP_j} - \overrightarrow{Q_iQ_j}\|.
\]

(5)

For example, the variation of relative position of block \( e \) and \( i \) are \( sv_{ei} \) in Fig. 8. Then the average structure variation is calculated by the following equation:

\[
asv = \frac{\sum_{i=1}^{M} \sum_{j=1}^{M} sv_{ij}}{M^2}.
\]

(6)

Here, \( M \) is the number of blocks in an object and \( N \) is the number of objects.

When we calculate the rder and asv, if blocks are occluded in the previous frame, we shrink their flows proportionally as shown in Fig. 10.

### 4.2 Parameters of Experiments

Table 1 lists some parameters of our experiments. We adopted the Munkres assignment algorithm [17], which is an implementation of the Hungarian method, to solve the linear assignment problem. The cost matrix is very sparse, even though its size is large. Therefore, the processing speed is improved by sparse-matrix calculation. The processing time for visual feature matching is approximately 0.5 s ~ 2 s. It depends on the number of blocks that belong to objects in the scene. The processing time for structure matching is less than 0.1 s. We normalize the Bhattacharyya distance in the range of 0 to 1000. The threshold value of Create is set to 400. The threshold value of Create of the structure cost matrix for structure matching is set to 40. We determine both threshold values of visual feature cost matrix and structure cost matrix through experiments on CG data shown in Fig. 11. Then the parameters are fixed for all experiments.
According to our experimental results, extractions in different scenes have little dependence on the threshold values of visual feature cost matrix and structure cost matrix. When the threshold value of visual feature cost matrix is changed in the range of 300 ∼ 500, experimental results are almost the same. Also, when the threshold value of structure cost matrix is changed in the range of 20 ∼ 50, experimental results are almost the same. The large values in Eqs. (2) and (3) must be sufficiently larger than both cost values. We used 99999 in our experiment.

4.3 CG Data of Two Moving Boxes

First, we present the experimental results of CG generated data. Two boxes move parallelly and occlusion occurs at frames 6 and 7. Figure 11 shows the obtained flows. We use different colors to distinguish flows of different object number. In Fig. 11, a few flows are mismatched to blocks of another object. This is because their colors are very similar. These flows are improper, and they are counted up for the errors. Figure 12 (a) and (b) show the relative direction error rate and average structure variation of each frame, respectively. According to the result, the proposed method has reduced the error rate significantly in the first three loops. From the 3rd loop, the error rate tends to the same level. Another example of rder and asv for PETS2006 data will be shown in Sect. 4.6. The error rates are reduced significantly in the first two loops. Although the speed of convergence depends on the size of moving objects, the error rate tends to decrease rapidly in the first few loops. In the experiments, we only repeat the iteration for 2 times considering efficiency.

4.4 CG Data with Motion of Rotation and Magnification

Then we give the experimental results of 3 groups of CG Data with motion of rotation and magnification as shown in Fig 13. Table 2 give the results of these 3 groups data. We also give the average total number of pairs (TNP in the figure) and the average number of blocks in objects (NBO in the figure) of each frame. According to the results, we can see that two measures are reduced significantly.
Figure 16 (b) are parts of magnified results. In different actions. Figure 16 (a) are PETS 2006 benchmark

problem. The proposed method avoids this problem, and the flows are also a final EBM method obtains dense block flows. However, the feature points are insufficient for tracking the box. The original EBM method obtains dense block flows. However, the flows are also affected by reflected light, noise and aperture problem. The proposed method avoids this problem, and the obtained dense block flows are nearly accurate.

4.5 Comparison with Other Methods

We compare the proposed method with the traditional tracking methods which can obtain the corresponding relation in detail. They are Lucas-Kanade method, SIFT feature point matching and EBM method without structure matching. The results of the Lucas-Kanade method are calculated using the OpenCV library [19] and the code of SIFT method is from Rob Hess’s homepage [20]. We adjust the parameters to obtain the best possible results. The experimental results shown in Fig. 14 (a) indicate many inaccurate flows caused by reflected light and noise in the result of the Lucas-Kanade method. In the result of the SIFT method, the extracted feature points are insufficient for tracking the box. The original EBM method obtains dense block flows. However, the flows are also affected by reflected light, noise and aperture problem. The proposed method avoids this problem, and the obtained dense block flows are nearly accurate.

4.6 Real Data

Figure 15 (a) shows the results of a person performing different actions. Figure 16 (a) are PETS 2006 benchmark data [21]. Figure 16 (b) are parts of magnified results. In these results, our method not only tracks the moving objects but also obtains the motion of each part. This is useful for motion analysis. Figure 15 (b) and Fig. 16 (c) show the results obtained by the original EBM method. Colors of blocks on the cloth of people are similar. Matching on these areas are very unstable because of the aperture problem. The proposed method considering structure similarity improves this problem significantly. In Fig. 17 (a) and (b), we also give the Rder and asv of the frames in Fig. 16 (b). However, some inaccurate flows still remain. The reason is that the motions of different parts (e.g., hand and body) of one object are independent. Another problem is that some inaccurate extraction caused by shadow.

5. Conclusion

In this paper, we proposed a new method that integrates visual feature matching and structure matching together. As compared to matching based only on visual feature, the proposed method reduced the error rate significantly. Moreover, both visual feature matching and structure matching are formulated as linear assignment problem. This enables us to conveniently realize our method via hardware implementation. In the future, we plan to further enhance this method by considering motion segmentation and shadow detection.
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