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Abstract. A 1930s conjecture of Hopf states that an even-dimensional compact Riemannian manifold with positive sectional curvature has positive Euler characteristic. We prove this conjecture under the additional assumption that the isometry group has rank at least five. The fundamental new tool used to achieve this is a reduction to, and structural results concerning, a representation theoretic problem involving torus representations all of whose isotropy groups are connected.

The classification of positively curved manifolds is a wide open problem that goes back to the origins of Riemannian geometry. On the one hand, very few examples are not diffeomorphic to rank one symmetric spaces $S^n$, $\mathbb{CP}^n$, $\mathbb{HP}^n$, and $\mathbb{CaP}^2$. In fact, apart from them, the only other compact, simply connected manifolds, which are known to admit Riemannian metrics with positive sectional curvature, occur in dimensions 6, 7, 12, 13, and 24. On the other hand, few obstructions are known. In fact, among simply connected, compact manifolds admitting non-negatively curved metrics, there is no known obstruction to admitting positively curved metrics.

In 1992, Karsten Grove suggested one should try to study the structure of positively (and non-negatively) curved manifolds under symmetry assumptions. He was motivated by a result of Hsiang and Kleiner [HK89] and the case of homogeneous metrics that was resolved in the 1970s (see [Wal72, BB76, WZ18]). Some of the major results include the classification of positively curved manifolds (up to diffeomorphism or homotopy) with large symmetry rank [GS94, Ron02, Wil03, FR05] or low cohomogeneity [Wil06, GWZ08, VZ14]. Dessai [Des07] showed the vanishing of the indices of certain twisted Dirac operators for two-connected positively curved manifolds with circle symmetry (see also [Des05, Wei17]).

A hope of the program was also that it should result in motivating new constructions. Successes here include realizations of fundamental groups that answered a 1960s question of Chern (see [Sha98, Baz99, GS00, GSZ06]), a new example of a manifold admitting positive curvature that remains the only new example constructed since 1996 (see [Dea11, GVZ11]), and more recently the construction of non-negatively curved metrics on all seven-dimensional homotopy spheres, capping a decades-long search (see [GM74, GZ00, GKS20]).

Our first main result analyzes the fixed-point components of isometric torus actions.

Theorem A. If $T^5$ acts effectively by isometries on a connected, closed, orientable, positively curved Riemannian manifold, then every component of the fixed-point set has the rational cohomology of a sphere or a complex or quaternionic projective space.
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We mention that the six-dimensional Wallach flag $\SU(3)/\T^2$ is the fixed-point set of an isometric two-torus action on the positively curved 24-dimensional Wallach flag. In odd dimensions, the fixed point components are rational spheres, since they are odd dimensional as well. In even dimensions, orientability is equivalent to being simply connected and the fixed-point set $F$ of $\T^5$ is not empty by results of Synge and Berger (see Theorem [1.7]). Moreover, the Euler characteristics of $M$ and $F$ coincide. Hence, Theorem [A] implies the following (see Section 3.4 for further details).

**Corollary B.** If $M$ is an even-dimensional, connected, closed, positively curved Riemannian manifold whose isometry group has rank at least five, then $\chi(M) > 0$.

A conjecture of Hopf going back to questions asked in 1931 claims that this should hold without the additional assumption of torus symmetry (see [Hop32]). Previous results required bounds on the torus rank that grew linearly or logarithmically in the manifold dimension, and in the latter case, one also required additional assumptions on topology of the underlying manifold (see [PS02, RS05, SW08] and [Ken13, AK14]).

Theorem [A] provides a rational cohomology computation of each component of the fixed-point set under the assumptions of positive curvature and $\T^5$ symmetry. We also recover the rational cohomology of $M$ under stronger assumptions. In addition to Theorem [A], we need the following tool which does not require curvature assumptions.

**Theorem C.** Let $M^n$ be a connected, closed, oriented manifold with $H^i(M; \Q) = 0$ for all odd $i \leq \frac{n}{2}$. Assume that $M^n$ is endowed with a smooth and effective torus action of $\T^d$ with $d \geq 4$ such that at least one of the following holds:

a) Every fixed-point component of every codimension three subtorus is a rational cohomology $S^m$, $\CP^m$, or $\HP^m$.

b) Every fixed-point component of every codimension two subtorus is a rational cohomology $S^m$, $\CP^m$, or $\HP^m$, and there is an $n$-dimensional symmetric space $C$ of rank one with $\chi(M^n) = \chi(C) > 0$.

Then $M$ has the rational cohomology of $S^n$, $\CP^n$, $\HP^n$, or $\CP^2$.

This theorem provides a partial converse to a result of Bredon (Theorem 3.4) stating that fixed-point components of torus actions on manifolds of rational sphere, $\CP$, $\HP$, or $\CP^2$ type are of rational sphere, $\CP$, or $\HP$ type. It should be clear that for odd $n$ the assumption on the Euler characteristic in b) is never satisfied since it is zero.

For a positively curved manifold whose isometry group has rank eight, the condition on the subtori in a) follows by Theorem [A]. In even dimensions, we can do even better and, as a consequence of Theorem 6.1, show that the assumptions of b) of Theorem [C] are satisfied provided one has $\T^7$-symmetry. More precisely, we have

**Corollary D.** If $\T^7$ acts effectively by isometries on a connected, closed, orientable, positively curved, even-dimensional manifold $M^n$ with $H^i(M; \Q) = 0$ for all odd $i$, then $M^n$ has the rational cohomology of $S^n$, $\CP^n$, or $\HP^n$.

Moreover, every involution in $\T^7$ has at most two fixed-point components, with equality only if their dimensions add up to $n - d$, where $d \in \{2, 4, n\}$ denotes the degree of the generator of the cohomology of $M^n$. 
The assumption on the odd Betti numbers is natural in light of the Bott-Grove-Halperin ellipticity conjecture (see [Gro02]). Indeed, if the conjecture is true, then $M$ is rationally elliptic and hence, by Corollary B, has vanishing odd Betti numbers. In this context, we should also mention that one can combine Theorem A with a result of Allday [All78] to see that a rationally elliptic, positively curved, odd-dimensional, simply connected closed manifold with $T^6$-symmetry satisfies the identity

$$-1 = \sum_{i=1}^{\infty} (-1)^i \dim\pi_i(M) \otimes Q.$$ 

We also have a variant of Corollary D.

**Corollary E.** Let $M^n$ be a closed, odd-dimensional, simply connected and positively curved Riemannian manifold. Suppose $H^i(M, Q) = 0$ holds for all odd $i \leq \frac{n-1}{2}$. If $T_8$ acts effectively by isometries, then $M^n$ is a rational sphere.

As mentioned earlier, other than spheres, all known examples of odd-dimensional, simply connected, positively curved manifolds occur in dimension 7 and 13. For all of them, the odd Betti numbers vanish in the first half of the cohomology ring. Notice that Corollary E immediately follows by combining Theorem C under the assumptions of a) with Theorem A.

There are several tools needed to prove these results. Three of the most important previously known tools for us are the Connectedness Lemma and Periodicity Lemma of the third author and the Four-Periodicity Theorem of the first author (see [Wil03, Ken13]). Together these results guarantee that, if we have two totally geodesic submanifolds of a positively curved closed manifold $M^n$ intersecting transversely in a manifold $B^b$ with $b \geq \frac{n}{2}$, then the rational cohomology of $M^n$ is four-periodic. This means either $M^n$ is a rational homology sphere or there is a cohomology class $a \in H^4(M^n; Q)$ such that multiplication by $a$ induces isomorphisms in all degrees one could hope for. In order to arrive at a situation where one can apply this theorem, one analyzes the isotropy representation of a torus action at a fixed-point. Here we provide new tool which is a somewhat surprising statement on representations of tori.

**Theorem F** ($S^1$-splitting). If $\rho : T^d \to SO(V)$ is a faithful representation with $d \geq 3$, then there exists a one-dimensional subgroup $H \subseteq T^d$ such that the induced representation $\bar{\rho} : T^d/H \to SO(V^H)$ on the fixed-point set of $H$ is faithful and isomorphic to a product representation $\bar{\rho}_1 \oplus \bar{\rho}_2 : S^1 \times T^{d-2} \to SO(V_1) \oplus SO(V_2)$ where $\bar{\rho}_1$ has the second factor $T^{d-2}$ in its kernel and $\bar{\rho}_2$ has the first factor $S^1$ in its kernel.

In particular, the fixed-point sets of $S^1$ and $T^{d-2}$ intersect transversely in $V^H$. By iterated applications of Theorem F, we obtain multiple such intersections:

**Corollary.** If $T^{2d+1} \to SO(V)$ is a faithful representation, then there exists a $d$-dimensional subgroup $H \subseteq T^{2d+1}$ such that the induced representation $T^{2d+1}/H \to SO(V^H)$ is faithful and has exactly $d+1$ non-trivial, pairwise inequivalent, irreducible subrepresentations. In particular, there exist $d+1$ circles in $T^{2d+1}/H$ whose fixed-point sets in $V^H$ intersect pairwise transversely.

The corollary holds, in particular, for $d = 0$. In this case, it says that there is a finite subgroup $F \subseteq S^1$ such that the action of $S^1/F$ on the fixed-point set of $F$ is effective and semi-free. This is easy to see, as one can take $F$ to be any maximal finite isotropy
group. Another outcome of the proof of Theorem \(1\) is the following. It is not used in the proofs of the main theorems, but it exhibits the \textit{dimension-independent rigidity} forced on torus representations by the assumption of \textit{connected isotropy groups}. An analysis of this assumption is the key point to the proof of Theorem \(1\).

**Theorem G.** \textit{If} \(T^d \to SO(V)\) \textit{is a faithful representation with only connected isotropy groups, then \(\rho\) has at most} \(\frac{d(d+1)}{2}\) \textit{non-trivial, pairwise inequivalent, irreducible sub-representations. Moreover, equality holds if and only if there is a basis} \(e_1, \ldots, e_d\) \textit{of the dual Lie-algebra of} \(T^d\) \textit{such that the weights of the representation are given by}

\[
e_1, \ldots, e_d, \quad e_i - e_j, \quad \text{for} \quad 1 \leq i < j \leq d.
\]

We remark that the existence of a disconnected isotropy group is equivalent to the existence of a non-trivial finite isotropy group (see Lemma 1.10). The focus on torus representations with connected isotropy groups comes naturally from the inductive machinery used to prove the main theorems. What surprised the authors is the level of rigidity of such representations.

Section 1 reviews the Connectedness Lemma and its consequences, including a description of when transverse intersections result in four-periodic rational cohomology. Section 2 contains the proof of the \(S^1\)-splitting theorem (Theorem \(1\)) and its corollary. This section also contains the proof of Theorem G.

Besides the \(S^1\)-splitting theorem, the other new results we need come from computations in equivariant cohomology. First, we show that, under mild symmetry assumptions, an even-dimensional manifold with four-periodic rational cohomology has vanishing odd Betti numbers (see Lemma 3.2). This result, which we call the \(b_3\) Lemma, is independent of the \(S^1\)-splitting and is the key point in the proof of Proposition 3.1 which is a weak version of Theorem A and which already implies Corollary B. The
Lemma can also be seen as the main reason as to why we get results in all even dimensions, not just in those divisible by four (cf. \cite[Theorem A]{Ken13}).

Proposition 3.1 says, in particular, either Theorem A holds or we can find a special $\mathbb{T}^2$-action on a positively curved manifold with the rational cohomology of $S^2 \times \mathbb{HP}^m$ or $S^3 \times \mathbb{HP}^m$. The actions are analyzed without any curvature assumptions in Section 4 where we essentially show that they have linear models. This global approach requires a bit of work and is motivated in part by work of Hsiang and Su \cite{HS75}, who examined smooth torus actions on rational cohomology $\mathbb{HP}^m$. This in turn allows us to rule out this potential exception to Theorem A from Proposition 3.1.

Once Theorem A is proved, we analyze larger torus actions that satisfy the condition of equivariant formality, that is, the natural map from equivariant cohomology to cohomology being surjective. Since the equivariant cohomology of $M$ determines the ordinary cohomology of $M$, it suffices to recover the image of the injective map from the equivariant cohomology of $M$ to the equivariant cohomology of the fixed-point set. The Chang-Skjelbred Lemma (see \cite{CS74}) implies that this image is also given by the image of the equivariant cohomology of the one-skeleton. We recall that the one-skeleton consists of those points whose orbits have dimension $\leq 1$. To determine this image, we assign in Section 5 a graph to the one-skeleton that, together with its labels (weights), completely determines the isotropy representation of the torus at the various fixed-point components up to rescaling of the weights. We will first see that the combinatorial structure of the unlabeled graph is completely determined if we know the number of fixed-point components, the dimension $n$, and the Euler characteristic. In the proof of Theorem C under the assumptions of b), we first recover the labeling of the graph. This will allow us to explicitly determine the above image of the equivariant cohomology of $M$. The whole strategy of the proof is again very much motivated by work of \cite{HS75} on torus actions on rational cohomology $\mathbb{HP}^n$. A few aspects are also similar to work by Goertsches and the second author \cite{GW15} who proved a recognition theorem under much more restrictive conditions.

In Section 5.6, we will prove Theorem C in odd dimensions. The main challenge here is that the assumptions do not allow to conclude that the torus action is equivariantly formal, and it requires some work to find a suitable setting in which the Chang-Skjelbred Lemma can be applied.

In Section 6 we prove Corollary D. As in the section before we work without curvature assumptions but now we assume that every (possibly disconnected) codimension two subgroup only has fixed-point components whose rational cohomology has $S$, $\mathbb{CP}$ or $\mathbb{HP}$ type. We show that the $\mathbb{Z}_2$-weights of the isotropy representation obey some very simple rules that help to recover the Euler characteristic, see Theorem 6.1.

In the last section, we finally prove Theorem C under the assumptions of a). By work done in Section 5 we only need to deal with the case that the action of the torus satisfies the GKM-condition, that is, every fixed-point component of a codimension one torus having dimension at most two. This is fairly close to the assumptions of \cite{GW15}, and the main idea is to adapt their techniques to recover the Euler characteristic in this case as well.
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1. Preliminaries

Throughout the paper, we take cohomology groups with rational coefficients whenever the coefficient ring is not specified. The primary tool we use for deriving topological information from the existence of isometric group actions on positively curved manifolds is the following, proved by the third author [Wil03, Theorem 2.1].

**Theorem 1.1** (Connectedness Lemma). Let $M^n$ be a positively curved, connected, closed Riemannian manifold.

1. If $N^{n-k} \subseteq M$ is a closed, totally geodesic, embedded submanifold, then the inclusion is $(n-2k+1)$–connected.
2. If $N^{n-k} \subseteq M$ is a fixed-point component of an isometric action on $M$ with principal orbits of dimension $\delta$, then the inclusion is $(n-2k+1+\delta)$–connected.
3. If $N_1^{n-k_1} \rightarrow M$ are closed, totally geodesic, embedded submanifolds with $k_1 \leq k_2$, then the inclusion $N_1 \cap N_2 \rightarrow N_2$ is $(n-k_1-k_2)$–connected.

Notice that fixed-point components of isometric torus actions on compact, positively curved manifolds satisfy the assumptions of the Connectedness Lemma. In addition, these components are oriented (see Theorem 1.8 below). The third author observed that a highly connected inclusion of closed, orientable manifolds implies a certain type of periodicity in cohomology (see [Wil03, Lemma 2.2]).

**Lemma 1.2** (Periodicity Lemma). Assume $N^{n-k} \subseteq M^n$ is a $(n-k-l)$–connected inclusion of closed, orientable manifolds, where $n-k-2l > 0$. There exists $e \in H^k(M;\mathbb{Z})$ such that the maps $H^i(M;\mathbb{Z}) \rightarrow H^{i+k}(M;\mathbb{Z})$, $x \mapsto ex$ are surjective for $l \leq i < n-k-l$ and injective for $l < i \leq n-k-l$.

This lemma also holds with integer coefficients replaced by coefficients in any field. When $l = 0$, the inclusion $N \subseteq M$ is $(\dim N)$–connected and hence the integral cohomology of $M$ is periodic in the following sense:

**Definition 1.3** (Periodic cohomology). For a ring $R$ and a closed $n$-manifold $M$, we say that $H^*(M;R)$ is $k$-periodic if there exists $e \in H^k(M;R)$ such that the maps $\cup e: H^i(M;R) \rightarrow H^{i+k}(M;R)$ are surjections for $0 \leq i < n-k$ and injections for $0 < i \leq n-k$.

Note that when $R$ is a field and $k \leq \frac{n}{2}$, either $H^*(M;R) \cong H^*(S^n;R)$ or the map $\cup e: H^i(M;R) \rightarrow H^{i+k}(M;R)$ is an isomorphism for all $0 \leq i \leq n-k$. This condition was studied by the first author, who proved the following [Ken13, Theorem C].
Theorem 1.4 (Four-Periodicity Theorem). Let \( M^n \) be a closed, simply connected manifold. If \( M \) has \( k \)-periodic integral cohomology for some \( k \leq \frac{n}{3} \), then \( M \) has four-periodic rational cohomology.

We work frequently with the condition of four-periodic rational cohomology, so we explain next what exactly it implies.

Proposition 1.5. Assume \( M^n \) is a connected, closed, and orientable manifold with four-periodic rational cohomology and \( b_1(M) = 0 \). One of the following occurs:

1. \( M \) has the rational cohomology of \( S^n \), \( \mathbb{C}P^n \), or \( \mathbb{H}P^n \).
2. \( M \) has the rational cohomology of \( S^2 \times \mathbb{H}P^{2n/3} \) or \( S^3 \times \mathbb{H}P^{n-3} \).
3. \( H^*(M; \mathbb{Q}) \) is generated as an algebra by some \( c \in H^2(M; \mathbb{Q}) \), \( a \in H^4(M; \mathbb{Q}) \), and \( b_1, \ldots, b_s \in H^3(M; \mathbb{Q}) \) for some even \( s > 0 \). A complete set of relations is given by \( c^2 = 0, a^{2n/3}+1 = 0, cb_i = 0 \) for all \( i \), and \( b_ib_j = m_{ij}ac \) for some non-degenerate, skew-symmetric matrix \((m_{ij})\). In particular, \( n \equiv 2 \mod 4 \).

Proof. We use rational coefficients in the proof. Let \( a \in H^4(M) \) be an element inducing periodicity. If \( a = 0 \), then four-periodicity implies that \( H^*(M) \cong H^*(S^n) \). So, assume \( a \neq 0 \) or equivalently \( H^4(M) \cong \mathbb{Q} \). If \( a \) can be written as a product \( a = c_1 \cdot c_2 \) with \( c_i \in H^2(M) \), then \( \cup c_1 \) induces periodicity as well. In fact, this follows from an argument similar to the proof of Corollary 1.6 below but also by ([Ken13, Lemma 1.2]). But then \( M^n \) has two-periodic cohomology and clearly \( H^*(M^n) \cong \mathbb{C}P^{n/2} \). Thus we may assume in addition that \( a \) is not a product of degree 2 elements.

If \( n \equiv 1 \mod 4 \), then \( a_{2n-1} \in H^{n-1}(M) \cong H_1(M) \cong 0 \). By four-periodicity, it follows that \( a = 0 \), which is a contradiction.

If \( n \equiv 0 \mod 4 \), then \( H^i(M) = 0 \) for all odd \( i \) by four-periodicity and Poncaré duality. If \( H^2(M) = 0 \), it follows immediately from four-periodicity that \( H^*(M) \cong H^*(\mathbb{H}P^n) \). If instead \( H^2(M) \neq 0 \), then pick some non-zero \( u \in H^2(M) \). Using Poncaré duality, choose \( v \in H^{n-2}(M) \) such that \( uv \neq 0 \). Since \( v = a^nu_2 \) with \( u_2 \in H^2(M) \), we deduce \( uu_2 \neq 0 \) and \( a \) is a product of degree 2 elements.

If \( n \equiv 3 \mod 4 \), then \( H^{1+4i}(M) = 0 \) and \( H^{2+4i}(M) = 0 \) for all \( i \) by four-periodicity and Poincaré duality. Similarly, \( H^{4i}(M) \cong H^{4i+3}(M) \cong \mathbb{Q} \). Moreover, four-periodicity immediately implies that \( H^*(M) \cong H^*(S^3 \times \mathbb{H}P^{2n/3} \).

Finally, assume \( n \equiv 2 \mod 4 \). Then \( H^2(M) \cong \mathbb{Q} \) by Poincaré duality. If \( c \in H^2(M) \) be a generator, then \( c^2 = 0 \), since \( a \) is not a product of degree 2 elements. Thus \( H^*(M) \) is generated in even degrees by \( a \) and \( c \). Assume now without loss of generality that \( H^3(M) \neq 0 \), and pick a basis \( b_1, \ldots, b_s \in H^3(M) \). Note that \( cb_i = 0 \) for all \( i \) since \( H^5(M) \cong H^1(M) \cong 0 \). As for the remaining relations, note that Poincaré duality and four-periodicity imply that the composition

\[
H^3(M) \times H^3(M) \longrightarrow H^6(M) \longrightarrow H^n(M)
\]

given by the cup product followed by multiplication by \( a_{2n-6} \) is a skew-symmetric, non-degenerate map. Since in addition four-periodicity implies that \( H^6(M) \) is generated by \( ac \), the claimed relations follow. \( \square \)
An important consequence is the following theorem refining \cite{Ken13} Theorem 4.2.

**Corollary 1.6.** Let $M^n$ be a connected, closed, positively curved, orientable manifold. Suppose $N_1^{n-k_1}$ and $N_2^{n-k_2}$ are transversely intersecting submanifolds. Assume that each one is a fixed-point component of an isometric circle action. Let $k_1 \leq k_2$.

1. If $2k_1 + k_2 \leq n$, then $N_2$ has $k_1$-periodic integral cohomology.
2. If $3k_1 + k_2 \leq n$, then $N_2$ and $N_1 \cap N_2$ have four-periodic rational cohomology.
3. If $2k_1 + 2k_2 \leq n$ or $\max\{3k_1 + k_2, k_1 + 2k_2\} \leq n$, then $M$ and $N_1$ have four-periodic rational cohomology.

The conclusions also hold for the universal covers of the manifolds.

**Proof.** The manifold $N_i$ is orientable since the circle action induces a complex structure on its normal bundle for $i = 1, 2$. For the first claim, let $\pi : \tilde{N}_2 \to N_2$ be the universal cover. Then $\pi^{-1}(N_1 \cap N_2)$ is connected and simply connected by the Connectedness Lemma. In particular, $\tilde{N}_2$ and $\pi^{-1}(N_1 \cap N_2)$ are orientable. By the Connectedness Lemma, $N_1 \cap N_2 \to N_2$ is $(n - k_1 - k_2)$-connected. Since coverings induce isomorphisms on homotopy groups above the fundamental group, the inclusion $\pi^{-1}(N_1 \cap N_2) \to \tilde{N}_2$ is also $(n - k_1 - k_2)$-connected. Hence, $\tilde{N}_2$ is $k_1$-periodic by the Periodicity Lemma.

Claim (2) follows for the universal covers immediately from the first claim and the Four-Periodicity Theorem. To get them for the manifolds themselves, we only have to consider odd dimensions, since even-dimensional, orientable, positively curved manifolds are simply connected. Being an odd-dimensional positively curved manifold, $L := N_1 \cap N_2$ is orientable. Put $m = \dim(N_2)$ and $k = k_1$. What we know and all we need is that $L^{m-k} \to N_2^m$ is $(m - k)$-connected with $k \leq m/3$. As before, the inclusion map of $\tilde{L} \to \tilde{N}_2$ is then $(m - k)$-connected. If $\tilde{N}_2$ is a rational homology sphere, so is $N_2$ and thereby $L$. By Proposition 1.3, we may assume $m = 4l + 3$ and $H^*(\tilde{N}_2) \cong H^*(S^3 \times H\mathbb{P}^2)$. The deck transformation group preserves the orientation. If the finite deck transformation group acts trivially on the rational cohomology of $\tilde{N}_2$, then $N_2$ has the same rational cohomology as $\tilde{N}_2$. Thus we may assume that there is a deck transformation $\sigma$ whose induced map on $H^3(\tilde{N})$ is $-\text{id}$. One can then assume that the order of $\sigma$ is a power of two. We plan to get a contradiction by looking at the quotient $\tilde{N} = \tilde{N}/\langle \sigma \rangle$ of the cyclic group. The rational cohomology of $\tilde{N}$ is 8-periodic, and it is generated by one element in degree 8 and another element that has either degree 3 or 7. Using $k \leq m/3$ we see that $\tilde{N}$ is not a rational cohomology sphere. On the other hand, $\tilde{L}/\langle \sigma \rangle \to \tilde{N}$ is $(m - k)$-connected, and thus $\tilde{N}$ has $k$-periodic integral cohomology. The same holds with $\mathbb{Z}_3$ coefficients and by the $\mathbb{Z}_3$-version of the Four-Periodicity Theorem in \cite{Ken13}, the $\mathbb{Z}_3$-cohomology is $k'$-periodic where $k'$ is the greatest common divisor of $4 \cdot 3^m$ and $k$. Moreover, using $H^1(\tilde{N}, \mathbb{Z}_3) = 0$, one can show as in proof of \cite[Theorem C]{Ken13} that the rational cohomology of $\tilde{N}$ is $k'$-periodic, too. This is a contradiction since $H^{k'}(\tilde{N}) = 0$.

For the third claim, note that $2k_1 + 2k_2 \leq n$ implies $\max\{3k_1 + k_2, k_1 + 2k_2\} \leq n$. From the Connectedness Lemma, we deduce that all three manifolds have the same fundamental group. We may assume that $M$ is simply connected, by passing to its
universal cover. But we can also run the following argument on $M$ itself. By the second
claim $N_2$ has four-periodic rational cohomology. Since the inclusion $N_2 \to M$ is $k_1+2$
connected, the same holds for the cohomology of $M$ up to degree $k_1+2$. The Periodicity
Lemma shows also that there is an $e \in H^{k_1}(M)$ such that $\cup e: H^i(M) \to H^{i+k_1}(M)$
is surjective for $i = k_1-2$, injective for $i = n-2k_1+2$, and bijective in between.
We can assume by the former statement that $e = au \neq 0$ with $a \in H^{4}(M)$ and
$u \in H^{k_1-4}(M)$. Since $n-2k_1+2 \geq n/2 +2$, it suffices to prove that
$$\cup a: H^i(M) \to H^{i+4}(M)$$
remains an isomorphism for $i = k_1-2, \ldots, n-2k_1-3$ and is injective for $i = n-2k_1-2$.
The injectivity is known from before in degree $i = k_1-2$ and follows from the injectivity of $\cup e$ in the other degrees. To prove surjectivity, one uses the surjectivity of $\cup e: H^i(M) \to H^{i+k_1}(M)$ combined with the injectivity of $\cup u: H^{i+4}(M) \to H^{i+k_1}(M)$. The latter follows from the injectivity of $\cup e$ in degree $i + 4$.

The results above imply four-periodic cohomology in the presence of certain transverse intersections of totally geodesic submanifolds. On one hand, such submanifolds do not exist for generic metrics (see [1]). On the other hand, fixed-point components of isometries are abound in positive curvature in the presence of symmetries. The starting point is always the following result, which is due to Berger [2] in even dimensions and Sugahara [3] in odd dimensions (cf. [4]).

**Theorem 1.7** (Berger). If a torus $T^d$ acts isometrically on a closed, positively curved Riemannian manifold, then $T^d$ has a fixed point in even dimensions and some $T^{d-1} \subseteq T^d$ has a fixed point in odd dimensions.

If the torus $T^d$ has large rank, this theorem implies the existence of many fixed-point sets for the subgroups of $T^d$. We mention some basic properties:

**Theorem 1.8.** Let $T^d$ act isometrically on a closed, oriented, positively curved Riemannian manifold $M$. If $N$ is the fixed-point component of a subgroup $H \subseteq T^d$, then

1. the action of $T^d$ restricts to $N$, and
2. $N$ is a closed, orientable, totally geodesic submanifold of even codimension.

All statements except for the fact that $N$ is orientable are well known, but we include a proof for completeness.

**Proof.** The first statement is immediate since $T^d$ is abelian and connected. In the second statement, we simply recall that fixed-point components of subgroups of the isometry group are closed, totally geodesic submanifolds. Since additionally $H$ is a subgroup of a connected subgroup, namely $T^d$, of the isometry group, each element of $H$ acts by orientation-preserving diffeomorphisms. In particular, the isotropy representation at a point $p \in N$ gives a map $H \to SO(T^d_p \cap N)$. The codimension of $N$ is the dimension of this representation, so it follows that $N$ has even codimension.

We can find a $S^1 \subseteq T^d$ such that $H' = H \cap S^1$ is non-trivial. If we show that the fixed-point component of $H'$ at $N$ is orientable, then the orientability of $N$ follows by induction on the dimension of $M$. Thus we may assume that $S^1 = T^d$. 

...
If $S^1$ acts trivially on $N$, then the normal bundle of $N$ has a complex structure and the claim follows. Otherwise, there is an almost effective $S^1$-action on $N$ with the property that any subgroup of $S^1$ has only fixed-point components of even codimension in $N$. Hence, orientability of $N$ follows from the following lemma.

**Lemma 1.9.** Let $N$ be a positively curved, connected manifold with an isometric, almost effective $S^1$-action. If the codimensions of all fixed point components of all subgroups of $S^1$ are even, then $N$ is orientable.

**Proof.** By Synge’s theorem, we can assume that $N$ has even dimension. Then $N/S^1$ is a positively curved Alexandrov space of odd dimension. Moreover, it is locally orientable because, for each $x \in N$, the action of the isotropy group $S^1_x$ on a (orientable) neighborhood of $x$ in $N$ is orientation-preserving by the codimension assumption.

Therefore, it follows from Petrunin’s generalization [Pet98] of Synge’s theorem to Alexandrov spaces that $N/S^1$ is orientable. In particular, the regular stratum of $N/S^1$ is orientable. Now the union of principal orbits in $N$ is a principal $S^1$-bundle over this regular stratum. Hence, it is orientable. But this implies that $N$ is orientable, because all the singular strata of the $S^1$-action on $N$ have codimension at least two. $\square$

The following basic observation proves to be very effective in the analysis of the fixed-point sets.

**Lemma 1.10.** Suppose a compact abelian Lie group $A$ acts effectively on a closed manifold $M$.

(a) If $H$ is a disconnected isotropy group of a point $q$, then we can find a non-trivial finite isotropy group near $q$.

(b) If $N$ is a fixed-point component of $A$, then there is a finite group $F \subseteq A$ such that $A/F$ is connected and acts effectively on the fixed-point component $M'$ of $F$ at $N$ and without disconnected isotropy groups near $N$.

One use of the lemma is to see that the fixed-point component $N$ of a five-dimensional compact abelian Lie group is also the fixed-point component of a 5-torus inside a smaller submanifold. We use this in combination with Theorem $A$ in Section 6.

**Proof.** Without loss of generality, $H$ has positive dimension. We choose an irreducible subrepresentation $U \subseteq T_qM$ on which the identity component of $H$ acts non-trivially. The isotropy group of $v \in U \setminus \{0\}$ is a subgroup $R \subseteq H$ with at least as many connected components as $H$ and $\dim(R) = \dim(H) - 1$. Since $R$ is the isotropy group of $\exp(tv)$ for small $t > 0$, (a) follows by induction over $\dim(H)$.

We choose a point $q$ near $N$ whose isotropy group $F$ is finite and maximal among all finite isotropy groups of points in a tubular neighborhood of $N$. The induced action of $A/F$ on the fixed-point component $M'$ of $F$ at $N$ has no finite isotropy groups in a neighborhood of $N$. The first statement implies all isotropy groups of the action by $A/F$ on $M'$ are connected near $N$. Since $A/F$ itself is the isotropy group of $p \in N$, the group $A/F$ is connected as well. $\square$

We close the section with some basic remarks on equivariant cohomology. If a torus $T^d$ acts smoothly on a manifold $M^n$, the equivariant cohomology $H^*_T(M)$ is defined
as the ordinary cohomology of the Borel construction $M \times_{\mathbb{T}^d} ET^d$. There is a fibration
\begin{equation}
M \to M \times_{\mathbb{T}^d} ET^d \to BT^d
\end{equation}
that induces a canonical identification of the equivariant cohomology $H^*_{\mathbb{T}^d}(p)$ of a
fixed point $p$ with $H^*(BT^d) \cong \mathbb{Q}[t_1, \ldots, t_d]$. Moreover, \((\ref{1.1})\) turns $H^*_{\mathbb{T}^d}(M)$ into a
module over the ring $H^*(BT^d)$. The action is called equivariantly formal if the map
$H^*_{\mathbb{T}^d}(M) \to H^*(M)$ is surjective. In that case, we can find lifts $\alpha_1, \ldots, \alpha_s \in H^*_{\mathbb{T}^d}(M)$ of
a $\mathbb{Q}$-basis $a_1, \ldots, a_s \in H^*(M)$, and they form basis of $H^*_{\mathbb{T}^d}(M)$ as a $H^*(BT^d)$-module.

**Lemma 1.11.** Suppose a torus $\mathbb{T}^d$ acts smoothly on a connected manifold $M^n$. Let
$b \geq 0$ be minimal such that there are orbits of dimension $b$. Let $F$ be the union of all orbits of dimension $b$. Then $H^k_{\mathbb{T}^d}(M, M \setminus F) \to H^k_{\mathbb{T}^d}(M)$ is injective for all $k$. If $d = b + 1$, then the map is surjective in all degrees $\geq n$.

**Proof.** For the injectivity, we plan to show that the composition of the map with the
pullback map to $H^k(F)$ is injective. To see this, one first observes that by excision
$H^k_{\mathbb{T}^d}(M, M \setminus F) \cong H^k_{\mathbb{T}^d}(U, U \setminus F)$ for a tubular neighborhood $U$ of $F$. In particular,
we may assume that $F$ is connected and $U$ is diffeomorphic to the normal bundle
of $F$ in $M$. The normal bundle is oriented since the $S^1$-action induces a complex
structure on it. By the Thom isomorphism, $H^k(U, U \setminus F) \cong H^k_{\mathbb{T}^d}(F)$ where $\ell$ is the
codimension of $F$ in $M$. Moreover, the map $H^k_{\mathbb{T}^d}(F) \to H^k_{\mathbb{T}^d}(F)$ is then given by
cupping with the equivariant Euler class of the normal bundle. To see that this map
is injective, we choose a product decomposition $\mathbb{T}^d = \mathbb{T}^b \times \mathbb{T}^{d-b}$ such that the second
factor acts trivially on $F$. Now $H^*_{\mathbb{T}^d}(F)$ is isomorphic to the cohomology of the product
$(F \times_{\mathbb{T}^b} ET^b) \times BT^{d-b}$. Furthermore, it is easy to see that the Euler class $H^*_{\mathbb{T}^d}(F)$ pulls
back to a nonzero element of $H^\ell(BT^{d-b})$. Therefore, cupping with the Euler class is
an injective map, and the first result follows.

Suppose now $d = b + 1$. Then the action of $\mathbb{T}^d$ on $M \setminus F$ is almost free. Since
the homotopy fiber of the map $(M \setminus F) \times_{\mathbb{T}^d} ET^d \to (M \setminus F)/\mathbb{T}^d$ has the rational
cohomology of a point, it follows that $H^*_{\mathbb{T}^d}(M \setminus F) \cong H^*((M \setminus F)/\mathbb{T}^d)$. In particular,
we find $H^k_{\mathbb{T}^d}(M \setminus F) \cong 0$ for $k > n - d$. The surjectivity now follows from the exactness
of the long exact sequence of pair $(M, M \setminus F)$ in equivariant cohomology.

One can use the above lemma to reprove the classical

**Theorem 1.12** (Smith-Floyd). Suppose $S^1$ acts smoothly on a manifold $M^n$, and let $F$
denote the fixed-point set. Then the pullback map $H^*_{S^1}(M) \to H^k(F \times BS^1)$ is an
isomorphism in degrees $k > n$. In particular the total odd Betti number of $F$ equals
$\dim_{\mathbb{Q}}(H^*_{S^1}(M))$ for all odd $i > n$. The latter number is in turn bounded above by the
total odd Betti number of $M$. Similar statements hold for the even Betti numbers.

2. Proof of the $S^1$-splitting theorem

There are three results in this section that will be used in other sections. The most
important one by far is the following, which implies Theorem F.
Lemma 2.1 (Theorem F). If $\rho : T^d \to SO(V)$ is a faithful representation with $d \geq 3$, then there exists a one-dimensional subgroup $H \subseteq T^d$ such that the induced representation $\bar{\rho} : T^d / H \to SO(V^H)$ on the fixed-point set of $H$ is faithful and isomorphic to a product representation $\bar{\rho}_1 \oplus \bar{\rho}_2 : S^1 \times T^{d-2} \to SO(V_1) \oplus SO(V_2)$ where $\bar{\rho}_1$ has the second factor $T^{d-2}$ in its kernel and $\bar{\rho}_2$ has the first factor $S^1$ in its kernel. Moreover, the $S^1$-action on $V_1$ defined by $\bar{\rho}_1$ is semi-free.

The one-dimensional subgroup is usually not connected. We recall that a group action is called semi-free if the action is free away from the fixed-point set.

Reduction Step. It suffices to prove Lemma 2.1 in the case that there is no vector in $V$ which has a non-trivial finite isotropy group $F$.

Indeed, choose a vector $v \in V$ whose isotropy group $F$ is maximal among all finite (and possibly trivial) isotropy groups. Since $T^d / F$ acts effectively on the orbit $T^d \ast v$, it acts effectively on the fixed-point set $V^F \subseteq V$ of $F$. By the maximal choice of $F$, the induced action $(T^d / F)$-action on $W$ does not contain any vectors with non-trivial finite isotropy. If we now find a one-dimensional subgroup of $T^d / F$ for the induced representation $T^d / F \to SO(V^F)$ as in the Lemma 2.1, then the lemma clearly follows for the original representation as well.

Maybe the most surprising thing in this section is that there is something non-trivial one can say about the weight system of a faithful representation of a torus $T^d$ without non-trivial finite isotropy groups.

The second result is fairly straightforward and is also used in the proof of Theorem A.

Lemma 2.2 (Refinement of Theorem F for $d = 3$). Let $\rho : T^3 \to SO(V)$ be a faithful representation without disconnected isotropy groups. Then one of the following holds:

a) There is a one-dimensional subgroup $H \subseteq T^3$ whose fixed-point set has codimension $k_0$, and $T^3 / H$ acts effectively by a product representation of $S^1 \times S^1$ on $V^H$, where the two circles have fixed-point sets of codimensions $k_2$ and $k_3$ with $k_2 + k_3 \leq k_0$.

b) The representation of $T^3$ itself splits as $S^1 \times T^2$.

The third result is Lemma 2.6 below. It is also the main lemma that connects the condition of connected isotropy groups for torus representations with the codimension three property for subsets of vector spaces over $\mathbb{Z}_2$. This lemma is used in Section 6 to detect the existence of non-trivial finite isotropy groups.

The rest of the section is organized as follows. The above reduction step will allow us to reduce the proof of Theorem F to a combinatorial problem in $\mathbb{Z}_2$-vector spaces. The solution to this problem is presented first in the next subsection in order to avoid interrupting the flow of the discussion later. Section 2.2 contains the core of the proof of Theorem F. Here a solution is presented in terms of the weights of the representation. In the proof of Theorem F in Section 2.3, we verify that this is indeed exactly what is needed. Thereafter we prove Lemma 2.2. The final two subsections are devoted to the proof of Theorem C, which first requires a proof of a $\mathbb{Z}_2$-version in Section 2.4.
2.1. Sparse subsets in vector spaces over $\mathbb{Z}_2$. We consider finite-dimensional vector spaces $V$ over $\mathbb{Z}_2$, and we consider subsets $S \subseteq V$ which generate $V$ but which are nevertheless sparse in the following sense.

**Definition 2.3** (Codimension three property). A subset $S$ of a finite-dimensional $\mathbb{Z}_2$-vector space $V$ has the codimension three property if the following hold:

1. $0 \in S$ and $S$ generates $V$.
2. For every subspace $U \subseteq V$ of codimension three generated by a subset of $S$, the projection $V \to V/U$ is non-surjective when restricted to $S$.

Note in particular that such a subset $S$ does not contain any three-dimensional subspace of $V$. Two additional basic properties are noted here without proof:

**Lemma 2.4.** Let $V$ be a finite-dimensional vector space over $\mathbb{Z}_2$, and let $S \subseteq V$ be a subset satisfying the codimension three property.

1. If $s \in S$, then the image $\bar{S}$ of $S$ under the projection $V \to \bar{V} = V/\langle s \rangle$ also satisfies the codimension three property in $\bar{V}$.
2. If $V' \subseteq V$ is a subspace generated by a subset of $S$, then $S' = S \cap V'$ satisfies the codimension three property in $V'$.

We now prove the main combinatorial lemma required for the proof of the $S^1$-splitting lemma.

**Lemma 2.5** ($\mathbb{Z}_2$-version of the splitting theorem). Let $V$ be a $d$-dimensional vector space over $\mathbb{Z}_2$ with $d \geq 3$. If $S \subseteq V$ satisfies the codimension three property, then there exist a codimension two subspace $W \subseteq V$ generated by a subset of $S$ and an element $s \in S \setminus W$ such that $s$ is the only element in $S \cap (s + W)$.

**Proof.** We prove the lemma by induction on $d$. If $d = 3$ then $S \neq V$. Since $S$ generates $V$ it cannot be a subgroup. Using $0 \in S$ we see that we can find $s_1, s_2 \in S \setminus \{0\}$ with $s_1 \neq s_2$ such that $s_1 + s_2 \notin S$. Now the one-dimensional subspace $\langle s_2 \rangle$ generated by $s_2$ is the solution to our problem since $(s_1 + \langle s_2 \rangle) \cap S = s_1$.

Suppose now $d > 3$. Choose an element $s_0 \in S$ and consider the projection $\sigma : V \to Q := V/\langle s_0 \rangle$. Clearly the induction assumption applies to $Q$ with the subset $\sigma(S)$. Thus we can find a $(d - 3)$-dimensional subspace $P \subseteq Q$ generated by $P \cap \sigma(S)$ and an element $\bar{s} \in \sigma(S) \setminus P$ such that $\bar{s}$ is the only element of $\sigma(S)$ contained in the affine subspace $\bar{s} + P$. If $\sigma^{-1}(\bar{s})$ contains only one element $s$, we would be done, since then $W := \sigma^{-1}(P)$ together with the affine subspace $s + W$ is the solution to our problem. Thus we may assume that $\sigma^{-1}(\bar{s})$ is given by two elements $s_1$ and $s_2 = s_1 + s_0$. We choose inside $\sigma^{-1}(P)$ a $(d - 3)$-dimensional subspace $U$ that is transversal to $\langle s_0 \rangle$ and that is generated by $U \cap S$.

Then $s_2 \notin s_1 + U$. Thus the affine subspaces $s_1 + U$ and $s_2 + U$ only contain one element of $S$. We consider the projection $pr : V \to V/U$ to the three-dimensional quotient vector space. By assumption, the set $M := V/U \setminus pr(S)$ is non-empty and $0 \notin M$. Put $x_i = pr(s_i)$, $i = 1, 2$. By construction $x_1 \neq x_2$.

We claim that, for some $m \in M$, we have $x_1 + m \notin M$ or $x_2 + m \notin M$. Suppose for a moment this is false and, for all $m \in M$, we have $x_1 + m \in M$ and $x_2 + m \in M$. This
clearly implies that \( x_1 + x_2 \notin M \) and thus the vectors \( x_1, x_2, m \) form a basis for \( m \in M \). Furthermore, we then have \( x_1 + m, x_2 + m \in M \) and hence \( x_1 + x_2 + m \in M \). Overall \( M \) contains four different non-zero elements, \( m, x_1 + m, x_2 + m, \) and \( x_1 + x_2 + m \). The remaining three, \( x_1, x_2, \) and \( x_1 + x_2 \), are linearly dependent, and we get a contradiction to the fact that \( \text{pr}(S) \) generates \( V/U \).

Thus indeed, after possibly switching the roles of \( x_1 \) and \( x_2 \), we can assume that \( x_1 + m = x_3 \in \text{pr}(S) \) for some \( m \in M \). Of course, we can rewrite this as \( x_1 + x_3 = m \).

This can be expressed slightly differently as follows. The one-dimensional space \( \langle x_3 \rangle \) has the property that \( x_1 \) is the only element of \( \text{pr}(S) \) in the affine subspace \( x_1 + \langle x_3 \rangle \).

The preimage \( W := \text{pr}^{-1}(\langle x_3 \rangle) \) is a \((d - 2)\)-dimensional space generated by \( W \cap S \), and the affine subspace \( s_1 + W \) only contains one element of \( S \).

2.2. The structure of weight systems of torus representations with connected isotropy groups. Recall that the irreducible non-trivial subrepresentations of a torus correspond to non-zero homomorphisms \( T^d \to S^1 \). Such a homomorphism is in turn determined by the induced homomorphism \( h: \pi_1(T^d) \to \pi_1(S^1) \cong \mathbb{Z} \).

We may identify \( \mathbb{Z}^d \) and \( \Gamma := \pi_1(T^d) \), and then \( h \) becomes an element in the dual space \( \Gamma^* \cong \mathbb{Z}^d \). Finally, recall that two real subrepresentations are equivalent if their induced elements in \( \Gamma^* \) coincide up to the sign.

**Lemma 2.6.** Let \( \rho: T^d \to SO(l) \) be a faithful representation of a torus with \( d \geq 3 \) and the property that there are no non-trivial finite isotropy groups. Consider a maximal collection of pairwise inequivalent, irreducible, non-trivial subrepresentations \( \rho_1, \ldots, \rho_l: T^d \to S^1 \cong SO(2) \) of \( \rho \). Let \( h_1, \ldots, h_l \in \Gamma^* \) denote the induced elements in the dual space of \( \Gamma := \pi_1(T^d) \) as indicated above.

(a) If \( h_1, \ldots, h_d \in \Gamma^* \) are linearly independent, then they form a \( \mathbb{Z} \)-basis of \( \Gamma^* \).

(b) If \( h_1, \ldots, h_d \) are linearly independent, then every other \( h_j \) can be expressed in the form \( h_j = \sum_{i=1}^{d} z_i h_i \) with \( |z_i| \leq 1 \).

(c) The projection \( \pi: \Gamma^* \to V := \Gamma^*/(2 \cdot \Gamma^*) \) obtained from reduction modulo two is one-to-one on \( E = \{ h_1, \ldots, h_l \} \) and satisfies \( 0 \notin \pi(E) \).

(d) The subset \( S = \pi(E) \cup \{0\} \) of \( V \) satisfies the codimension three property.

(e) There is a corank one group \( L_1 \subseteq \Gamma^* \) and a corank two subgroup \( L_2 \subseteq \Gamma^* \) with \( L_2 \subseteq L_1 \) such that \( L_i \) is generated by \( L_i \cap E \) for \( i \in \{1, 2\} \) and \( L_1 \cap E \) contains only one more element than \( L_2 \cap E \).

Furthermore, (e) remains valid even without the assumption that the representation \( \rho \) does not have any non-trivial finite isotropy groups.

For the proof, we identify the fundamental group \( \Gamma \) with the kernel of the exponential map \( \exp: t \to T^d \).

To prove (a), we may reorder and consider only the case where \( h_1, \ldots, h_d \in \Gamma^* \) are linearly independent. If \( h_1, \ldots, h_d \) generates a subgroup whose index is finite and at least two, then there is a non-trivial finite extension \( \Gamma \subseteq \hat{\Gamma} \) such that the \( \mathbb{Q} \)-extension of \( h_i \) would still map \( \hat{\Gamma} \) to \( \mathbb{Z} \) for all \( 1 \leq i \leq d \). But then the finite group \( \exp(\hat{\Gamma}) \) would be in the kernel \( \rho_i \) for all \( 1 \leq i \leq d \). The intersection of all kernels of \( \rho_i \) corresponds to the principal isotropy group of the representation \( \rho_1 \oplus \cdots \oplus \rho_d \). Since this is by
definition a subrepresentation of \( \rho \), this is a contradiction to the assumption that there are no finite isotropy groups for the representation \( \rho \).

To prove (b), after reordering it suffices to rule out that \( h_j = \sum_{i=1}^{d} z_i h_i \) with \( |z_1| \geq 2 \) holds for some \( j \). The weights \( h_j, h_2, h_3, \ldots, h_d \) are linearly independent and generate a subgroup on index \( |z_1| \geq 2 \). Indeed, the change of basis matrix from \( h_1, \ldots, h_d \) to this set is a lower triangular matrix with determinant \( z_1 \). This contradicts (a).

To prove (c), recall that \( h_i \neq \pm h_j \) whenever \( i \neq j \) as \( \rho_i \) and \( \rho_j \) correspond to inequivalent subrepresentations. By (b), this implies that \( h_i \) and \( h_j \) are linearly independent. By (a) we can then extend \( h_i, h_j \) to a \( \mathbb{Z} \)-basis of \( \Gamma^* \). But a \( \mathbb{Z} \)-basis is mapped by \( \pi \) to a \( \mathbb{Z}_2 \)-basis of \( V \). In particular, \( \pi(h_i) \) is non-zero and distinct from \( \pi(h_j) \).

To prove (d), let \( U \subseteq V \) be a subspace of codimension three that is generated by a subset of \( S \). Choose a basis \( s_1, \ldots, s_d \in S \) for \( V \) such that \( s_4, \ldots, s_d \) form a basis for \( U \). Choose \( h_i \in E \cap \pi^{-1}(s_i) \) for \( 1 \leq i \leq d \). We argue by contradiction. This means that the seven non-zero elements in \( V/U \) come from \( S \) and hence ultimately from \( E \). Three of these are the images of \( h_1, h_2, \) and \( h_3, \) and these have linearly independent images. Let \( v_0, v_1, v_2, v_3 \in E \) denote preimages of the other four non-zero elements in \( V/U \) under the composition

\[
E \subseteq \Gamma^* \rightarrow V \rightarrow V/U.
\]

Up to reordering the \( v_i \) and replacing \( h_i \) by \( -h_i \) and \( v_i \) by \( -v_i \) for \( 1 \leq i \leq 3 \) as needed, we have

\[
\begin{align*}
v_0 &= h_1 + h_2 + h_3 + u_0 \\
v_1 &= h_2 + \epsilon_1 h_3 + u_1, \\
v_2 &= h_1 + \epsilon_2 h_3 + u_2, \\
v_3 &= h_1 + \epsilon_3 h_2 + u_3
\end{align*}
\]

for some \( u_0, \ldots, u_3 \in \langle h_4, \ldots, h_d \rangle \) and some \( \epsilon_i \in \{ \pm 1 \} \). We claim that all \( \epsilon_i = 1 \). Indeed, if \( \epsilon_i = -1 \), then the subset

\[
\{v_0, v_i, h_i\} \cup \{h_4, \ldots, h_d\}
\]

is linearly independent but generates a subgroup of index two. This can be seen since the change of basis matrix from \( \{h_1, \ldots, h_d\} \) to this basis has determinant \( \pm 2 \). This contradicts (a). But now we have that all \( \epsilon_i = 1 \), which implies that the subset

\[
\{v_1, v_2, v_3\} \cup \{h_4, \ldots, h_d\}
\]

is linearly independent but only generates a subgroup of index two. It is the subspace of elements of even weight. This again contradicts (a), so the proof of (d) is complete.

To prove (e), we apply the combinatorial lemma from the previous subsection. There is a \((d - 2)\)-dimensional \( \mathbb{Z}_2 \)-vector space \( W \subseteq V \) generated by \( W \cap S \) and an element \( s \in S \setminus W \) such that \( s \) is the only element of \( S \) contained in the affine subspace \( s + W \). Let \( \tilde{W} \) denote the \((d - 1)\)-dimensional subspace \( W \cup (s + W) \). We define \( L_2 := \text{span}_\mathbb{Z}(\pi^{-1}(W) \cap \tilde{E}) \) and \( L_1 := \text{span}_\mathbb{Z}(\pi^{-1}(W) \cap \tilde{E}) \). It is clear that \( L_1 \) cannot contain \( d \) linearly independent vectors of \( \tilde{E} \), since they would form a \( \mathbb{Z} \)-basis which in turn would be mapped by \( \pi \) to a \( \mathbb{Z}_2 \)-basis in \( V \). Thus \( L_1 \) has corank at
least one. On the other hand, \( \pi_{|L_1} \to \hat{W} \) is surjective and thus the corank is exactly one. One argues similarly for \( L_2 \). By construction \( E \cap L_1 \) contains exactly one more element than \( E \cap L_2 \), namely the unique preimage of \( s \) in \( E \).

Finally, we claim that (e) holds without the assumption of the non-existence of finite isotropy groups. Indeed, one simply chooses linearly independent elements \( e_1, \ldots, e_d \in E \) such that the index of \( \text{span}_Z(e_1, \ldots, e_d) =: \Upsilon^* \) in \( \Gamma^* \) is maximal. One then replaces \( E \) with \( E' := E \cap \Upsilon^* \) and \( \Gamma^* \) with \( \Upsilon^* \). By the choice of \( \Upsilon^* \), any linearly independent subset of \( d \) vectors in \( E' \) forms a \( \mathbb{Z} \)-basis of \( \Upsilon^* \). Thus (a)–(d) can be proven for the pair \( (\Upsilon^*, E') \) and (e) follows just as well.

2.3. Proof of Theorem \[ \text{F} \] By the Reduction Step, we can assume that \( \rho \) does not have any non-trivial finite isotropy groups. We can then apply part (e) of the previous lemma. Recall that we viewed \( \Gamma = \pi_1(T^d) \) as the kernel of the exponential map \( \exp: \mathbb{T} \to T^d \). If we extend the homomorphism \( h_i: \Gamma \to \mathbb{Z} \) to \( \hat{h}_i: \mathbb{T} \to \mathbb{R} \), then the corresponding representation \( \rho_i: T^d \to S^i \) is given by \( \rho_i(\exp(v)) \mapsto \exp(2\pi i \hat{h}_i(v)) \).

We put \( \mathfrak{h} = \bigcap_{h \in E \cap L_1} \hat{h}^{-1}(\mathbb{Z}) \) and define \( \mathcal{H} := \exp(\mathfrak{h}) \). Notice that \( \mathcal{H} \) is the intersection of kernels of all elements in the set \( \{ \rho \mid \rho \) corresponds to an element in \( L_1 \cap E \} \). It is one-dimensional, as \( E \cap L_1 \) generates a corank one group in \( \Gamma^* \).

If \( e \in E \) is any element with \( e(\mathfrak{h}) = \mathbb{Z} \), then it follows that \( e \) is contained in the \( \mathbb{R} \)-span of \( L_1 \) and by part (b) of the previous lemma it is contained in the \( \mathbb{Z} \)-span of \( L_1 \cap E \) and thus it is itself an element of \( L_1 \cap E \). This implies that the restriction to \( \mathcal{H} \) of a non-trivial subrepresentation of \( T^d \) is trivial if and only if the representation corresponds to an element in \( L_1 \cap E \).

Thus the representation \( \tilde{\rho} \) of \( T^d/\mathcal{H} \) in the fixed-point set of \( \mathcal{H} \) exactly contains the non-trivial irreducible subrepresentations corresponding to elements in \( L_1 \cap E \). By part (e) of the previous lemma, we know that \( L_1 \cap E = \{ h \} \cup (L_2 \cap E) \).

We let \( \tilde{\rho}_1 \) denote the sum of all irreducible subrepresentations with weight \( h \) and let \( \tilde{\rho}_2 \) denote the subrepresentation of \( \tilde{\rho} \) containing all others. Clearly \( \tilde{\rho}_1 \) has \((d - 2)\)-dimensional kernel, and \( \tilde{\rho}_2 \) has a one-dimensional kernel as claimed.

Proof of Lemma \[ \text{2.3} \] By Lemma \[ \text{2.6} \] the map given by reducing the weights modulo 2 is injective and maps them to a set \( E \) that does not contain all non-zero elements of \( \mathbb{Z}_2^3 \). We can assume that the element \((1, 1, 1)\) is avoided. If all other six non-zero elements are attained, then each of the pairs \( \{(1, 1, 0), (0, 0, 1)\} \), \( \{(1, 0, 1), (0, 1, 0)\} \) and \( \{(0, 1, 1), (1, 0, 0)\} \) can be realized as non-zero elements of \( S \) in a two-dimensional subspace of \( \mathbb{Z}_2^3 \). Thus each of these pairs give a solution to Lemma \[ \text{2.5} \] and we can find a corresponding solution to Lemma \[ \text{2.6} \]. If we choose the pair whose corresponding multiplicities add up to the smallest number, then the conclusion of a) is satisfied. Note in this case that we actually can arrange for \( k_2 + k_3 \leq \frac{1}{2} k_0 \).

If there are five weights, then we still have two disjoint pairs which can be realized as a product representation and this is still enough to get to the conclusion in a).

If there are at most four weights, then either we are in the situation of b) or there are indeed four weights any three of them are linearly independent. But then any two
of them give a solution to Lemma 2.6(e) and we are again in the situation of a) if we choose the pair with the smallest multiplicities. □

2.4. Some more combinatorics in \( \mathbb{Z}_2 \)-vector spaces. We prove some more results on subsets satisfying the codimension three property (see Definition 2.3). The following lemma and its corollary are the basis for proving Theorem G. It shows that subsets with the codimension three property are very sparse.

**Lemma 2.7.** Let \( V \) be a \( d \)-dimensional vector space over \( \mathbb{Z}_2 \) with \( d \geq 3 \). If \( S \subseteq V \) satisfies the codimension three property, then there exists a codimension one subspace \( U \subseteq V \) generated by a subset of \( S \) such that \( S \setminus U \) is linearly independent.

**Proof.** In order to argue by induction, we need to prove a slightly stronger statement: Let \( W \subseteq V \) be a \( k \)-dimensional subspace generated by a subset \( L \subseteq S \). We assume \( k \geq 1 \) and, if strict inequality holds, we assume that \( L \subseteq V \) is given by \( k + 1 \) vectors which are in general linear position inside \( W \). We then claim that we can find a codimension one subspace \( U \subseteq V \) with \( W \subseteq U \) such that \( S \setminus U \) is linearly independent.

To prove our claim, we can assume that the subspace \( W \subseteq V \) is maximal with the above property. We argue by induction on \( d \). For the induction base \( d = 3 \), there are two subcases \( k = 1, 2 \). If \( k = 2 \), then by the above assumptions, \( S \) contains all four elements in \( W \). Since \( S \neq V \), the set \( S \setminus W \) contains at most 3 elements and, for any choice, they are linearly independent. If \( k = 1 \), then \( L \) contains only one element \( s_0 \) and, by the maximality of \( W \), \( s_0 + s \not\in S \) for all \( s \in S \setminus W \). Hence, \( S \) contains at most five non-zero elements, and we can put \( U = W \oplus \langle s \rangle \) for any \( s \in S \setminus W \).

For the induction step, consider first the subcase \( k < d - 1 \). Let \( b_1, \ldots, b_k \in L \) denote \( k \) pairwise different elements. By assumption, they are linearly independent and, in case of \( k > 1 \), the remaining element is given by \( \sum_{i=1}^k b_i \). We claim that the projection \( \text{pr}: V \rightarrow V/\langle b_1 \rangle = Q \) becomes injective when restricted to \( S' := S \setminus W \). In fact, otherwise we could find an element \( s \in S' \) such that \( b_1 + s \in S' \), but then the elements \( s, b_1 + s, b_2, \ldots, b_k; \sum_{i=1}^k b_i \) are in general linear position in the vector space \( W \oplus \langle s \rangle \). Thus indeed the \( \text{pr}_{S'} \) is injective. The image of \( \text{pr}(L \setminus b_1) \) is in general linear position in the vector space \( \text{pr}(W) \). By the induction assumption, we can find a vector space \( \hat{U} \subseteq Q \) of codimension one with \( \text{pr}(W) \subseteq \hat{U} \), and the set \( S' := \text{pr}(S) \setminus \hat{U} \) is linearly independent. We just proved that every element in \( S' \) has a unique preimage in \( S \), and thus \( \text{pr}^{-1}(S') \cap S \) is linearly independent as well. Therefore, \( U := \text{pr}^{-1}(\hat{U}) \) is the solution to our problem.

It remains to treat the case of \( k = d - 1 \). Assume on the contrary that \( S' := S \setminus W \) is not linearly independent. Choose a minimal subset \( C \subseteq S' \) such that \( C \) is linearly dependent. Then \( \sum_{c \in C} c = 0 \). Since \( C \) is contained in an affine subspace, it follows that the order of \( C \) is even. Let \( c_1, \ldots, c_{2h} \in C \) denote the elements in \( C \). Their span \( \langle C \rangle \) is then a \( 2h - 1 \)-dimensional subspace.

If \( 2h - 1 
eq d \), then \( W \not\subseteq \langle C \rangle \), and we can find an element \( b_1 \in L \) with \( b_1 \not\in \langle C \rangle \). If \( 2h - 1 = d \), we choose an arbitrary element \( b_1 \in L \). In either case, we consider the projection \( \text{pr}: V \rightarrow V/\langle b_1 \rangle \). The image of \( L \setminus b_1 \) is a set in general linear position inside
the codimension one subspace \( \text{pr}(W) \). By the induction assumption, this implies that \( \text{pr}(S') \supseteq \text{pr}(C) \) is linearly independent. In the case \( 2h - 1 \neq d \), we get a contradiction since \( 0 = \sum_{c \in C} \text{pr}(c) \) and since \( \text{pr}|_C \) is injective by our choice of \( b_1 \).

Thus we may assume \( 2h - 1 = d \geq 4 \). Then \( \text{pr}(C) \) must have \( d - 1 \) elements since their span is \((d - 1)\)-dimensional. Thus we see that \( C \) has exactly 2 elements more than \( \text{pr}(C) \). We can find a subset \( K \in \text{pr}(C) \) consisting of two elements with \( \text{pr}^{-1}(K) \subseteq C \). But now it is easy to see that \( \text{pr}^{-1}(K) \) is linearly dependent and by the minimal choice of \( C \) we get \( 2h = 4 < d + 1 - a \text{ contradiction.} \)

As corollary we get the following upper bound on the size of subsets satisfying the codimension three property. This corollary will in turn imply Theorem \( \text{C} \).

**Corollary 2.8.** If \( V \) is a \( d \)-dimensional vector space over \( \mathbb{Z}_2 \) and \( S \subseteq V \) has the codimension three property, then \( S \) has at most \( \frac{d(d + 1)}{2} \) non-zero elements. Moreover, equality holds if and only if there exists a basis \( b_1, \ldots, b_d \in S \) such that

\[
S = \{0\} \cup \{b_i\}_{1 \leq i \leq d} \cup \{b_i + b_j\}_{1 \leq i < j \leq d}.
\]

**Proof.** We first study the set described in the conclusion. If \( S_0 \) is given by the elements of Hamming weight \( \leq 2 \) with respect to the basis \( b_1, \ldots, b_d \), then the same holds with respect to the basis \( b_1, b_1 + b_2, \ldots, b_1 + b_d \). This shows that the group of linear transformations of \( V \) leaving \( S_0 \) invariant acts transitively on \( S_0 \setminus \{0\} \). Now for any element \( s \in S_0 \setminus \{0\} \), the projection \( \text{pr}: V \to V/\langle s \rangle \) maps \( S_0 \) onto a set which is again given by the elements of weight \( \leq 2 \) with respect to a suitable basis of \( V/\langle s \rangle \). In fact, by the previous statement it suffices to prove this for \( s = b_d \), in which case the result is obvious. We also deduce that \( S_0 \) has the codimension three property.

Next we establish the claimed bound for \( S \). For \( d \leq 2 \), the bound is trivial. For \( d \geq 3 \), we apply Lemma 2.4. There exists a codimension one subspace \( U \subseteq V \) generated by a subset of \( S \) such that \( S \setminus U \) is linearly independent. In particular, \( S \setminus U \) has at most \( d \) elements. On the other hand, \( S \cap U \) has the codimension three property in the \((d - 1)\)-dimensional space \( U \) by Lemma 2.4, so it has at most \( \frac{d(d - 1)}{2} \) non-zero elements by the induction hypothesis. Putting these estimates together, we have that \( S \) has at most \( d + \frac{d(d - 1)}{2} = \frac{d(d + 1)}{2} \) non-zero elements as claimed.

If equality holds, then \( S \setminus U \) is given by a basis \( B = \{b_1, \ldots, b_d\} \) and \( S \cap U \) has \( \frac{1}{2}d(d - 1) \) non-zero elements. By induction on the dimension and the property established in the first paragraph the following holds for any non-zero element \( s \in U \cap S \): The projection \( \text{pr}: V \to V/\langle s \rangle \) maps \( S \cap U \) onto a set with \( \frac{1}{2}(d - 1)(d - 2) \) non-zero elements. It is clear that the set \( \text{pr}(B) \) and \( \text{pr}(S \cap U) \) are disjoint. Using once more induction on the dimension we see that \( \text{pr}|_B \) cannot be injective. Therefore, we find \( i \neq j \) with \( \text{pr}(b_i) = \text{pr}(b_j) \). But this proves \( s = b_i + b_j \). Since this holds for any non-zero element \( s \in S \cap U \), it follows that \( S \) is given by the elements of weight \( \leq 2 \) with respect to the basis \( B \).

\[ \square \]

2.5. **Proof of Theorem \( \text{C} \).** We have a faithful representation \( T^d \to \text{SO}(V) \) without non-trivial finite isotropy groups, and we let \( E \) denote the weights corresponding to
maximal collection of non-trivial, pairwise inequivalent subrepresentations. We have to bound the order of $E$ by $\frac{1}{2}d(d + 1)$ and determine when equality can hold.

By Lemma 2.6, $E \subseteq \Gamma^*$ is mapped injectively into $\Gamma^*/2\Gamma^* \cong \mathbb{Z}_2^d$ and $\{0\}$ is not in the image of $E$. Note that if $d \leq 2$, this can be shown directly and the corollary follows. Letting $S$ be the union of $\{0\}$ with the image of $E$, Lemma 2.6 implies that $S$ satisfies the codimension three property defined in 2.3. By Corollary 2.8, we conclude that $E$ has at most $\frac{d(d+1)}{2}$ elements.

Moreover, if equality holds, there exists a basis $s_1, \ldots, s_d \in \mathbb{Z}_2^d$ such that

$$S \setminus \{0\} = \{s_i\}_{1 \leq i \leq d} \cup \{s_i + s_j\}_{1 \leq i < j \leq d}.$$

Let $h_i \in E$ and $h_{ij} \in E$ denote the unique preimages of $s_i$ for $1 \leq i \leq d$ and $s_i + s_j$ for $1 \leq i < j \leq d$, respectively. Note that, after replacing $h_{1j}$ by $-h_{1j}$ as necessary for $2 \leq j \leq d$, we may assume that $h_{1j} = h_1 + \epsilon_{1j} h_j$ for some $\epsilon_{1j} \in \{\pm 1\}$. Moreover, by replacing $h_j$ by $-h_j$ as needed for $2 \leq j \leq d$, we may furthermore assume that $\epsilon_{1j} = -1$ and hence that

$$h_{1j} = h_1 - h_j$$

for all $2 \leq j \leq d$. Now replacing $h_{ij}$ by $-h_{ij}$ as needed for $2 \leq i < j \leq d$, we may assume

$$h_{ij} = h_i + \epsilon_{ij} h_j$$

for some $\epsilon_{ij} \in \{\pm 1\}$. Suppose for a moment that $\epsilon_{ij} = 1$ for some $2 \leq i < j \leq d$. After reordering the $h_k$ with $2 \leq k \leq d$, we may assume that $i = 2$ and $j = 3$. Intersecting the kernels of the subrepresentations corresponding to the weights in

$$\{h_1 - h_2, h_1 - h_3, h_2 + h_3\} \cup \{h_4, \ldots, h_d\}$$

yields a finite isotropy group of order two, a contradiction. Hence, all weights are of the form $h_i$ or $h_i - h_j$ with $i < j$, as claimed.

Finally, to see that the bound is sharp, one just has to check that any $d$ linearly independent vectors in

$$E = \{e_i \mid 1 \leq i \leq d\} \cup \{e_i - e_j \mid 1 \leq i < j \leq d\}$$

form a $\mathbb{Z}$-basis. The second subset of $E$ contains no $d$ linearly independent vectors. Thus up to a permutation every linearly independent subset of order $d$ contains the element $e_1$, and it is easy to proceed by induction.

3. PROOF OF A WEAK VERSION OF THEOREM A

In order to establish a weak version of Theorem A the first step is to use the $S^1$-splitting theorem, together with the Connectedness Lemma and Four-Periodicity Theorem, to produce a submanifold with four-periodic rational cohomology. This is an immediate consequence in the presence of $T^7$ symmetry, as we explain now. Indeed, the $S^1$-splitting theorem would imply that some three-dimensional subgroup $H \subseteq T^7$ has a fixed-point component $N$ containing $F$ with the property that $N$ contains four mutually transversely intersecting, totally geodesic submanifolds $N_i$. Since the codimensions of the $N_i \subseteq N$ sum to at most $\dim N$, there exist $N_i$ and $N_j$ such that $\dim (N_i \cap N_j) \geq \frac{1}{2} \dim N$. By Corollary 1.6 it follows that $N$ has four-periodic
Proposition 3.1. Let $T^5$ be a torus acting isometrically and effectively on a closed, connected, oriented, positively curved Riemannian manifold, and let $F$ be a fixed-point component. There is a two-dimensional subgroup $H \subseteq T^5$ such that the following holds for the induced action of $T^3 = T^5/H$ on the fixed-point component $N^m$ of $H$ at $F$.

- The action of $T^3$ is effective and splits in a neighborhood of $p \in F$ as a product action $S^1 \times S^1 \times S^1$ of three circles acting locally semi-freely whose fixed-point components in $N^m$ intersect pairwise perpendicularly at $F$.
- $N$ and its universal cover have four-periodic rational cohomology, and either
  - a) Some circle factor has a fixed-point component at $F$ in $N$ with the rational cohomology of a rank one symmetric space, or
  - b) $N$, the fixed-point component at $F$ of each circle factor, and all intersections thereof have the rational cohomology of $S^h \times \mathbb{H}P^{n_i}$ with $h \in \{2, 3\}$.

To get from here to Theorem A, we will show in the next section that always alternative a) holds. It should be understood that in alternative a) the remaining two circle factors still act effectively on the fixed-point component and that by Theorem 3.4 below, $F$ has the cohomology of a rank one symmetric space, too. Notice that the proposition already implies the corollary on the positivity of the Euler characteristic (see Section 3.4 for details). To prove the dichotomy in the proposition, we will need the following two lemmas. They rely on calculations in equivariant cohomology. However unlike in the next section, where we need tori, here we can get by with the equivariant cohomology of circle actions.

Lemma 3.2 (b₃ Lemma). Suppose a circle acts effectively on a connected, closed, orientable manifold $M^{4n+2}$ with four-periodic rational cohomology and $b_1(M) = 0$. If every fixed-point component has $b_1(F_i) = 0$ and the inclusion map $F_0 \to M$ is seven-connected for some fixed-point component $F_0$, then $b_3(M) = 0$.

Lemma 3.3. Let $M$ be a closed, oriented manifold with $H^*(M) \cong H^*(S^h \times \mathbb{H}P^n)$ with $h = 2, 3$. Assume $M$ admits an effective action by a torus $T$. Every fixed-point component $F_i$ is a rational cohomology $\mathbb{C}P^{n_i}$, $\mathbb{H}P^{n_i}$, $S^{h_i} \times \mathbb{C}P^{n_i}$, or $S^{h_i} \times \mathbb{H}P^{n_i}$ for some $n_i \leq n$ and $1 \leq h_i \leq h$ with $h_i \equiv h \mod 2$.

The proofs of these lemmas use similar arguments to a classical result of Bredon, which itself will be used frequently in this paper.

Theorem 3.4 (Bredon). If a torus acts on an oriented, closed manifold $M$ with $H^*(M) \cong \mathbb{Q}[x]/(x^{n+1})$, then each fixed-point component $F_i$ has $H^*(F_i) \cong \mathbb{Q}[x_i]/(x_i^{n_i+1})$ where $|x_i| \equiv |x| \mod 2$ and $|x_i| \leq |x|$, with equality only $x$ restricts non-trivially to $H^*(F)$. Moreover the sum of $n_i$ over all components $F_i$ satisfies $\sum(n_i + 1) = n + 1$.

Note in particular that a rational $\mathbb{C}P^n$ has fixed-point components that are also rational $\mathbb{C}P^{n_i}$, and that for a rational $\mathbb{H}P^n$, both $\mathbb{C}P^{n_i}$ and $\mathbb{H}P^{n_i}$ can arise. The statement for rational spheres goes back to Smith [Sm38]. For the case of rational
Cayley planes, one can strengthen the conclusion somewhat since there is no closed manifold with dimension 12 and total Betti number three by the Hirzebruch signature theorem (see, for example, [Su14]).

We now first prove the proposition and then the two lemmas. At the end, we have explained in more detail how Corollary B follows. We also rule out the existence of positively curved orientable manifolds with Euler characteristic three and $T^3$-symmetry.

**Proof of Proposition 3.1.** We apply Theorem 3.1 to the isotropy representation at $p$ in the normal space $v_p(F)$, and we choose a one-dimensional subgroup $H_1$ as in the statement. Let $G^g$ be the fixed-point component of $H_1$ containing $p$. Then $T/H_1$ acts effectively $G^g$, and $T/H_1$ splits as $S^1 \times T^3$ in a neighborhood of $p$. The circle factor $S^1$ acts semi-freely in a neighborhood of $p$, and its fixed-point component $G^g_{1^k}$ intersects any submanifold of $G$ that is fixed by a subgroup of $T^3$ transversely. After passing to the fixed set of a finite isotropy group we may assume that there are no non-trivial finite isotropy groups in a neighborhood of $p$ in $G$.

We now apply Theorem 3.1 again and choose a subgroup $H_2 \subseteq T^3$ as in the theorem, and let $N^m \subseteq G^g$ be the fixed-point component of $H_2$ that contains $p$. The induced action of $T^3/H_2$ splits as a product of semi-free circle actions whose fixed-point components, $N^m_{2^k}$ and $N^m_{3^k}$, intersect transversely in $N^m$. The group $H_2$ is not unique and we choose $H_2$ in such a way that the codimension $k_0 = g - m$ of $N^m$ in $G$ is maximal.

Altogether $N^m$ admits an action $S^1 \times S^1 \times S^1$ where the three circles fix the three submanifolds $N^m_{1^k}$ that intersect pairwise perpendicularly in $N^m$. Notice also that $N^m_{3^k}$ is the transverse intersection of $G^g_{1^k}$ and $N^m$ in $G$. The major step will be the proof of the following

**Claim.** $N^m$ and its universal cover have four-periodic cohomology.

First, if $k_1 \geq \frac{m}{2} - f$, then the result follows by applying Corollary 3.2 to the transverse intersection of $N_2$ and $N_3$.

Second, assume that $k_1 < \frac{m}{2} - f$ and $k_1 \leq k_0 = g - m$. Then $N^m_{1^k} \rightarrow N^m$ is $(m - k_1)$-connected since $N_1$ is the transverse intersection of $G^g_{1^k}$ and $N^m$ in $G$ and $k_1 \leq k_0$. If $k_1 \leq m/3$ we can apply Corollary 3.2 to get the result. If $k_1 > m/3$, then we still know that $N^m$ has $k_1$-periodic integral cohomology. Moreover, we may assume $k_2 < \frac{m}{3}$. Hence, the Periodicity Lemma applied to the transverse intersection of $N^m_{1^k}$ and $N^m_{2^k}$ in $N^m$ implies that $\tilde{N}$ has $k_2$-periodic integral cohomology. Using once more that the inclusion $N^m_{1^k} \rightarrow N^m$ is $(m - k_1)$-connected, we have that the inclusion $\tilde{N}^m_{1^k} \rightarrow \tilde{N}^m$ is $(m - k_1)$-connected as well. Since $m - k_1 \geq k_1 + 1$, the element $e \in H^{k_1}(\tilde{N}^m, \mathbb{Z})$ inducing $k_1$-periodicity in $\tilde{N}^m$ must factor as a product of two elements where one has degree $k_2$. It follows that $\tilde{N}$ has gcd$(k_1, k_2)$-periodic integral cohomology (cf. [Ken13 Lemma 3.2]). Since $k_2 < k_1$, $\tilde{N}$ has $k$-periodic integral.
cohomology for some $k \leq \frac{1}{2} k_1 < \frac{m}{4}$. By the Four-Periodicity Theorem, it follows that $\tilde{N}$ has four-periodic rational cohomology. To see that $N$ itself has four-periodic cohomology as well one argues exactly as in the proof of Corollary 1.6.

Finally, suppose $k_1 < \frac{m}{2} - f$ and $k_0 < k_1$. Here we come back to the fact that we have chosen $H_2$ in such a way that it maximizes the codimension $k_0$. Using the slight refinement of Theorem 1 established in Lemma 2.2 we either have $k_0 \geq k_2 + k_3$ or the product action of $S^1 \times T^3$ at $p$ in $G$ actually splits as $S^1 \times S^1 \times T^2$ product action. In the former case $k_1 = m - k_2 - k_3 - f \geq m - k_0 - f \geq m - f - k_1$ and we get a contradiction to our assumptions of the case. In the latter case we can assume that remaining two torus $T^2$ on $G$ does not split as a product as well, because otherwise we are done as explained in the paragraph before Proposition 3.1. Thus $T^2$ has three non-trivial inequivalent representations, and they occur with various multiplicities. By our choice of $H_2$, $k_3/2$ is the smallest multiplicity while $k_0/2$ is the sum of the other two multiplicities. In particular, $k_0 \geq 2k_3$. In addition, we can switch the roles of $k_1$ and $k_2$ in all previous arguments. So we also have $k_0 \leq k_2$. After a possible permutation we get $k_1 \geq k_2 \geq 2k_3$. Thus max$\{k_2 + 3k_3, 2k_2 + k_3\} \leq m$ and the result follows from Corollary 1.6.

We have proved the above claim. Notice that we have proved in all cases that, at least for one $i$, the inclusion map $N_i \to N$ is $(m/2)$-connected. Furthermore, we have $m \geq 12$ unless $k_i = 2$ for some $i$ and $\tilde{N}^m$ is fixed-point homogeneous and diffeomorphic to rank one symmetric space by a result of Grove and Searle. Thus we can apply Lemma 3.2 to the $S^1$-action of the $i$-th factor to see that $b_3(N^m) = 0$ in the case of $m \equiv 2 \mod 4$. By Proposition 1.5 we see that $N^m$ has the cohomology of $S^m$, $\mathbb{CP}^{m/2}$, $\mathbb{HP}^{m/4}$, or $S^h \times \mathbb{HP}^{(m-h)/4}$ with $h \in \{2, 3\}$. Using Lemma 3.3 and the fact that $N_i$ has finite fundamental group, we see that either the conclusion of a) holds or $N_i$ has the rational cohomology of $S^h \times \mathbb{HP}^{n_i}$ or of $S^h \times \mathbb{CP}^{n_i}$ with $n_i > 0$ for $i = 1, 2, 3$. The latter can be ruled out by the Connectedness Lemma. Indeed, for $k_i \leq \frac{m}{2} - 1$, it implies that the inclusion map $N_i \to M$ is 3-connected, and otherwise it implies that the inclusion map $N_i \cap N_j \to N_i$ is dim$(N_i \cap N_j)$-connected for $j \neq i$. But $S^h \times \mathbb{CP}^{n_i}$ contains no submanifold of dimension at least three whose inclusion map is maximally connected, so we have shown that either Conclusion a) holds or $N_1$, $N_2$ and $N_3$ have the cohomology of $S^h \times \mathbb{HP}^{n_i}$. That intersections thereof have the same cohomology type is an immediate consequence of the Connectedness Lemma.

3.1. **Vanishing of the third Betti number.** We prove Lemma 3.2. All cohomology groups and Betti numbers are taken with respect to $\mathbb{Q}$. We argue by contradiction. By Proposition 1.5 we may assume that $H^*(M)$ is generated as an algebra by some $c \in H^2(M^{4n+2})$, $a \in H^4(M^{4n-2})$, and $b_1, \ldots, b_s \in H^3(M^{4n+2})$ for some even $s > 0$. A complete set of relations is given by $c^2 = 0$, $a^{n+1} = 0$, $eb_i = 0$ for all $i$, and $b_i b_j = m_{ij} ac$ for some non-degenerate, skew-symmetric matrix $(m_{ij})$.

We want to work with equivariant cohomology $H^*_G(M)$, that is, the rational cohomology of the Borel construction $M \times G$, that is, the rational cohomology of $M \times S^1$. There is a fibration

$$M \to M \times S^1 \to BS^1.$$
We first claim that the map $j^* : H^*(M \times_{S^1} ES^1) \to H^*(M)$ is surjective. By assumption, the inclusion map $F_0 \to M$ of some fixed-point component $F_0$ is $7$-connected. In particular, $H^i(M) \to H^i(F_0)$ is an isomorphism in degrees $i \leq 6$, and the same follows for $H^i(M \times_{S^1} ES^1) \to H^i(F_0 \times BS^1)$. The map $H^*(F_0 \times BS^1) \to H^*(F_0)$ is surjective by the Künneth formula. Thus we see that $j^*$ is surjective in degrees $i \leq 6$.

Since the cohomology of $M$ is generated in degrees $\leq 4$, it is surjective for all $i$.

This implies that, as a $H^*(BS^1)$-module, $H^*_S(M)$ is isomorphic to the cohomology of the product $M \times BS^1$. Moreover, by Theorem 1.12, the total Betti number of the fixed-point set $F$ of the $S^1$-action coincides with the total Betti number of $M$. In fact, it follows that the map $H^*_S(M) \to H^i(F \times BS^1)$ is an isomorphism for $i > 4n + 2$.

Since the total odd Betti number of $F_0$ is smaller than the one of $M$, it follows that there must be a second component $F_1$ with non-trivial odd Betti number.

Before we come back to $F_1$, we use the seven-connected inclusion map $F_0 \to M$ to normalize a generating system of the equivariant cohomology of $M$. We let $t \in H^2(BS^1)$ denote a generator and identify it with its pullback to $H^*_S(M)$. The cohomology ring $H^*_S(M)$ of $M \times_{S^1} ES^1$ coincides up to degree 6 with the cohomology of the product $F_0 \times BS^1$, which in turn coincides up to degree 6 with the cohomology of the product $M \times BS^1$. Therefore, we can find lifts $\gamma \in H^*_S(M)$ of $c, \alpha \in H^*_S(M)$ of $a_2$ and $\beta_1, \ldots, \beta_s \in H^*_S(M)$ of $b_1, \ldots, b_s$ such that their pullbacks to $H^*(F_0 \times BS^1)$ correspond to elements in $H^*(F_0)$ in the Künneth decomposition. This way we see that $\gamma^2 = 0$ and $\beta_1 \beta_s = m_{kl}\alpha\gamma$ where $m_{kl} \in \mathbb{Q}$ is as above.

The elements $\gamma, \beta_1, \ldots, \beta_s, \alpha,$ and $t$ generate the cohomology ring $H^*_S(M)$. We let $\iota : F_1 \times BS^1 \to M \times_{S^1} ES^1$ denote the inclusion map. Then we can decompose the pullbacks of our generating system to $H^*(F_1 \times BS^1)$ according to the Künneth formula.

\[
\iota^*(\gamma) = c_2 \quad \text{with } c_2 \in H^2(F_1) \subseteq H^2(F_1 \times BS^1)
\]
\[
\iota^*(\beta_j) = b_j \quad \text{with } b_j \in H^3(F_1) \subseteq H^3(F_1 \times BS^1)
\]
\[
\iota^*(\alpha) = a_4 + a_2 t + a_0 t^2 \quad \text{with } a_4 \in H^4(F_1), a_2 \in H^2(F_1) \text{ and } a_0 \in \mathbb{Q}.
\]

In the first equation, we used that $\iota^*(\gamma)^2 = \iota^*(\gamma)^2 = 0$, and in the second equation, we used our assumption $H^1(F_1) = 0$.

We claim that $a_0 = 0$. We know that $\iota^*$ is surjective in degrees larger than $4n + 2$. Since the image of $\iota^*$ is generated by the above elements and $t$, it follows that the cohomology of $F_1$ is generated by $c_2, b_j$ ($j = 1, \ldots, s$), $a_2$, and $a_4$. In particular, we get $b_k \neq 0$ for some $k$ because otherwise all odd Betti numbers of $F_1$ would vanish. Using Poincaré duality of $F_1$ we can find $l$ such that $b_l \cdot b_k \neq 0$. But then
\[
0 \neq b_k b_l = m_{kl} \iota^*(\gamma \alpha) = m_{kl}(c_2 a_4 + c_2 a_2 t + a_0 c_2 t^2)
\]
As we can view both sides as polynomial in $t$, we get $c_2 a_2 = 0$ and $a_0 c_2 = 0$. Moreover, $c_2 \neq 0$ and thus $a_0 = 0$.

We choose a point $p_i \in F_i$ for $i = 0, 1$. We look at the image of
\[
H^*_S(M) \to H^2_j(\{p_0, p_1\} \times BS^1)
\]
for $2j > 4n + 2$. We claim that our previous calculation implies that the image is one-dimensional. In fact, we have just seen that elements $\beta_i, \gamma, \alpha$ are in the kernel.
$H^*_S(M) \to H^*(p_i \times BS^1)$. This in turn implies that the image of the above map is given by the image of $\mathbb{Q}^2$ and thus one-dimensional.

The contradiction arises since, on the other hand, we know that the map is surjective. In fact, as mentioned earlier, $H_{\chi_1}^*(M) \to H_{\chi_1}^*(F \times BS^1)$ is surjective, and since $p_1$ and $p_0$ are in different components, the map $H_{\chi_1}^*(F \times BS^1) \to H_{\chi_1}^*(\{p_1, p_0\} \times BS^1)$ is surjective as well.

### 3.2. Topology of fixed-point components in $S^h \times \mathbb{H}^p$.

We prove Lemma 3.3. We may assume that the torus is a circle $S^1$, since every fixed-point component of a torus is also the fixed-point component of a circle. We can also assume that the fixed-point set is not empty. We again work with the equivariant cohomology $H^*_S(M)$. We first claim the map to $H^*(M)$ is surjective. This is clear for $h = 2$ since all odd Betti numbers vanish. For $h = 3$, we can look at the fibration

$$S^1 \to M \cong M \times ES^1 \xrightarrow{j} M \times S^1, ES^1$$

and the associated Gysin sequence

$$\cdots \to H^k_S(M) \xrightarrow{\cup e} H^{k+2}_S(M) \xrightarrow{j^*} H^k(M) \xrightarrow{G_y} H^{k+1}_S(M) \to \cdots$$

The Euler class $e \in H^2_S(M)$ has the property that $e^k \neq 0$ for all $k$ since its restriction to $p \times BS^1$ is non-zero for any fixed point $p$. With this in mind, we see that $H^3_S(M) \to H^3(M)$ is surjective. It suffices to prove $D := j^* \circ G_y = 0$. Indeed, since $j^*$ is injective in degree three, $G_y$ must then be zero in degree four and hence $j^*$ is surjective in degree four. Since the cohomology of $M$ is generated in degrees $\leq 4$, it follows that $j^*$ is surjective in all degrees. To show $D = 0$ it is convenient to work with de Rham cohomology. If $\omega$ is an $S^1$-invariant closed differential form on $M$, then $D(\omega) = [X, \omega]$, where $X$ is the Killing field induced by the $S^1$-action on $M$. Therefore, $D(\omega^k) = k[D(\omega) \cup \omega^{k-1}]$ holds for an $S^1$-invariant closed differential form $\omega_4$ representing a non-zero element in $H^4_{dR}(M)$. If we choose $k = n + 1$, then $0 = D(\omega^{n+1}) = (n + 1)[D(\omega) \cup \omega^n]$, but this proves $D(\omega_4) = 0$, since otherwise the right-hand side would be a non-zero multiple of the fundamental class.

We have shown that $j^*$ is surjective. We fix a generator $t \in H^2(BS^1)$ and choose elements $\alpha \in H^4_S(M)$ and $\gamma \in H^4_S(M)$ which pull back to generators $a \in H^4(M)$ and $c \in H^h(M)$, respectively. Let $F$ denote a fixed-point component of $S^1$ and $i: F \times BS^1 \to ES^1 \times S^1, M$ the inclusion. We can decompose the pullbacks of $\alpha$ and $\gamma$ according to the K"unneth formula. If $h = 3$, we get

$$i^*\alpha = a_4 + ta_2 + a_0t^2,$$

$$i^*\gamma = c_3 + tc_1,$$

for some $c_i \in H^i(F)$ for $i = 1, 3$, and $a_i \in H^i(F)$ for $i = 0, 2, 4$. Note moreover that we may assume $a_0 = 0$ by replacing $\alpha$ by $\alpha - a_0t^2$.

We claim that if $a_2 \neq 0$, then $a_4$ is a multiple of $a_2^2$. We know $H^*_S(M) \to H^*_S(F)$ is surjective in degrees $\geq \dim M + 1 = 4n + 4$. Since all even cohomology of $H^*_S(M)$
can be expressed as linear combination of $\alpha^j \cdot t^i$, we get an equation of the form
\[ t^{2n+1}a_2 = \sum_{i=0}^{n+1} q_i t^{2i}(a_4 + ta_2)^{n+1-i}. \]
with rational coefficients $q_i$. Comparing the coefficients of $t^{2n+1}$ gives $q_n = 1$, and then comparing those of $t^{2n}$ gives $a_4 + q_{n-1}a_2^2 = 0$, our desired relation. This implies that cohomology groups in even degrees are generated by powers of $a_2$ or, if $a_2 = 0$, by powers of $a_4$. The structure of the odd cohomology groups follows from Poincaré duality. Thus $F$ has the cohomology of $S^{h_f} \times \mathbb{CP}^{n_f}$ or $S^{h_f} \times \mathbb{HP}^{n_f}$. Since $t^*\gamma \neq 0$, either the first or third Betti number is not zero. Hence, $h_f \in \{1, 3\}$.

If $h = 2$, we get after possibly adding elements of $H^1(BS^1)$ and $H^2(BS^1)$ that
\[ t^*\alpha = a_4 + ta_2, \]
\[ t^*\gamma = c_2. \]
If $c_2 = 0$, one can argue as above to see that the cohomology of $F$ is generated by one element in degree 2 or 4. If $c_2 \neq 0$, one still has $c_2^2 = 0$ since $c_2$ is given by restricting $c$ to $F$. We now claim that, if $a_2$ and $c_2$ are linearly independent, then $a_4$ is a linear combination of $a_2^2$ and $a_2 \cdot c_2$. We have an equation of the form
\[ t^{2n+1}a_2 = \sum_{i=0}^{n+1} q_i t^{2i}(a_4 + ta_2)^{n+1-i} + \sum_{i=1}^{n+1} r_i t^{2i-1}c_2(a_4 + ta_2)^{n+1-i}. \]
We get $q_{n+1} = 0$ by comparing the coefficients of $t^{2n+2}$ and $a_2 = q_n a_2 + r_{n+1}c_2$ by comparing the $t^{2n+1}$ coefficients. Since $c_2$ and $a_2$ are assumed to be linearly independent, it follows that $q_n = 1$ and $r_{n+1} = 0$. Now the equation $0 = a_4 + q_{n-1}a_2^2 + r_n c_2 a_2$ from the coefficients of $t^{2n}$ gives the desired relation.

In summary, if $c_2 \neq 0$, then the cohomology of $F$ is either generated by $c_2$ and $a_4$ or by $c_2$ and $a_2$. Together with $c_2^2 = 0$ and Poincaré duality, we deduce that $F$ either has the cohomology of $S^2 \times \mathbb{HP}^{n_f}$ or the cohomology of $S^2 \times \mathbb{CP}^{n_f}$.

3.3. From rational spheres to integral spheres in even dimensions. In this subsection we want to prove

**Theorem 3.5.** Suppose $T^3$ acts effectively on a positively curved, even-dimensional, simply connected manifold by isometries. If $F$ is a fixed-point component of positive dimension with $\chi(F) \leq 2$, then $F$ is homeomorphic to a sphere.

**Proof.** Notice that $F$ is orientable and thus simply connected by Synge’s theorem. If $\dim(F) \leq 4$, the lemma follows. Thus we may assume $\dim(F) \geq 6$.

Choose submanifolds $F \subseteq N_i \subseteq N^m$ as in Proposition 3.4, and assume $k_1 \leq k_2 \leq k_3$. The argument above shows that $N$ is a rational $S^m$, $\mathbb{CP}^m$, $\mathbb{HP}^m$, or $S^2 \times \mathbb{HP}^m$. Since $F$ is a fixed-point component of $T^3$ in $N$, $\dim(F) \geq 6$, and $\chi(F) \leq 2$, we deduce from Theorem 3.4 and Lemma 3.3 that $F$ and $N$ are rational spheres.

Recall that the circle acting on $N$ and fixing $N_1$ acts semi-freely in a neighborhood of $N_1$. In particular, $N_1$ is a fixed-point component of the $Z_p$ inside this circle. Since in addition $N_1$ is a rational sphere by the Connectedness Lemma, we have that $\chi(N) =$
3.6. **Theorem**. Let $1.7). Thus Proposition 3.1 implies that the Euler characteristic is at least two.

Positive Euler characteristic.

3.4. **Positive Euler characteristic**. Let $M$ be an even-dimensional, closed, oriented, positively curved Riemannian manifold with an effective, isometric $T^3$-action. Then the Euler characteristic $\chi(M) = \sum \chi(F)$ where the sum is over components $F \subseteq M^{T^3}$. By a result of Berger, the fixed-point set $M^{T^3}$ is non-empty (see Theorem [L7]). Thus Proposition 3.1 implies that the Euler characteristic is at least two.

This proves the first claim of the following.

**Theorem 3.6.** Let $M^{2n}$ be a simply connected, closed, positively curved Riemannian manifold. If $T^3$ acts isometrically and effectively on $M$, then $\chi(M) \geq 2$, with equality only if the fixed-point set is homeomorphic to a sphere. Moreover, $\chi(M) \neq 3$.

It remains to show that $\chi(M) \neq 3$. We split this into two steps.

**Lemma 3.7.** Let $M$ be a closed, simply connected, positively curved manifold with $T^3$ symmetry. If $T^3$ has a connected fixed-point set, then $\chi(M)$ is even.

Before proving this lemma, we remark on some examples. First, there are $T^3$-actions on spheres with a connected fixed-point set, but this is not a contradiction since spheres have Euler characteristic zero or two. Second, some circle actions on positively curved Riemannian manifolds can have connected fixed-point sets. For example, there is a circle acting on $\mathbb{HP}^d$ that fixes a $\mathbb{CP}^d$. However, any $T^2$-action on $\mathbb{HP}^d$ already has a disconnected fixed-point set. Third, while the existence of totally geodesic submanifolds $\text{CaP}^2 \supset \mathbb{HP}^2 \supset \mathbb{CP}^2 \supset \mathbb{RP}^2$ might suggest a counterexample to this lemma, this chain of submanifolds cannot arise as fixed-point sets of tori, since $\mathbb{RP}^2$ is not orientable (cf. Theorem [L8]).

**Proof of Lemma 3.7.** Let $F^f = M^{T^3}$. We apply the $S^1$-splitting theorem to the isotropy representation of $T^3$ at $F$. Combined with the Connectedness Lemma, it follows that for some two-dimensional subgroup $H \subseteq T^3$, the component $G \subseteq M^H$ containing $F^f$ has the following properties: $F \hookrightarrow G$ is $f$-connected, and the induced action by the circle $S^1 = T^3/H$ on $G$ is semi-free in a neighborhood of $F$.

Since the circle acts semi-freely in a neighborhood of $F$, we see that $F$ is a fixed-point component of $Z_2 \subseteq S^1$ in $G$. Moreover, $Z_2$ has no other fixed-point components in $G$ because any other component would contain also a fixed point of $T^3$.

Assume now that $\chi(M) = \chi(F^f)$ is odd. A result of Hirzebruch and Conner-Floyd (see [AS68, Corollary 6.16]) implies that $F^f \subseteq G$ satisfies $f \geq \frac{1}{2} \dim G$. Since the inclusion $F^f \subseteq G$ is $f$-connected, the Periodicity Lemma implies that $H^*(F; \mathbb{Z})$ is $k$-periodic where $k = \text{cod}(F \subseteq G)$. Finally, since $F$ is the connected fixed-point set of
Theorem 4.1. Suppose that \( \text{taking place under the assumption that we are in the alternative scenario b).} \]

\( \text{submanifolds} \ N \ \text{component of the third circle factor, endowed with the remaining} \ T \ \text{implies that} \ H^k(G; \mathbb{Z}_2) = 0. \text{It follows that} \ G \ \text{is a} \ \mathbb{Z}_2\text{-homology sphere and} \ F \ \text{is as well. In particular,} \ \chi(M) = \chi(F) = 2, \text{a contradiction.} \)

**Proof that** \( \chi(M) \neq 3. \text{We assume} \ \chi(M) = 3 \text{and proceed by contradiction. We claim that there is a three-dimensional subgroup} \ T^3 \text{with a fixed-point component} \ K \ \text{that contains all fixed points of} \ T^5 \ \text{in} \ M. \text{Since any other fixed-point component of} \ T^3 \ \text{would also contain a fixed point of} \ T^5, \text{the contradiction arises from Lemma 3.7.} \)

\( \text{The claim follows trivially if the fixed-point set of} \ T^5 \ \text{is connected. Since any fixed-point component of} \ T^5 \ \text{of positive dimension has Euler characteristic} \geq 2, \text{there is at least one isolated fixed point and we may choose} \ T^4 \subseteq T^5 \text{such that the component} \ L \subseteq M^{T^4} \text{containing the isolated fixed point of} \ T^5 \ \text{has positive dimension. Moreover, we may assume that} \ L \ \text{and the manifold} \ N \ \text{from Proposition 3.1 have an intersection of positive dimension and thus there is a second fixed point of} \ T^5 \ \text{in} \ L. \)

If \( L \) contains all fixed points of \( T^5 \), we are done. Otherwise, there is an isolated fixed point \( p \) of \( T^5 \) outside \( L \). We can repeat the construction and pass to a codimension one group \( T^3 \) inside \( T^4 \) such that the fixed-point component of \( T^4 \) at \( p \) also contains at least two fixed points of \( T^5 \). Now the assumption that \( \chi(M) = 3 \) implies that all fixed points of \( T^5 \) are contained in one fixed-point component of \( T^3 \), as claimed. \( \square \)

4. Torus actions on \( S^h \times \mathbb{H}^n \)

The goal of the section is to rule out alternative b) in Proposition 3.1 and thereby prove Theorem A. To avoid confusion, we should mention that we change notation: our new manifold \( N \) will take the role of \( N_3 \) from Proposition 3.1, the fixed-point component of the third circle factor, endowed with the remaining \( T^2 \)-action. The new submanifolds \( N_1 \) and \( N_2 \) will then correspond to \( N_1 \cap N_3 \) and \( N_2 \cap N_3 \). Everything takes place under the assumption that we are in the alternative scenario b).

**Theorem 4.1.** Suppose that \( N^{4n+h} \) has the rational cohomology of \( S^h \times \mathbb{H}^n \) with \( h \in \{2,3\}. \text{We assume} \ N \ \text{is endowed with an effective} \ T^2\text{-action with a fixed-point component} \ F_0 \ \text{such that} \ T^2 \ \text{splits in a neighborhood of} \ p \in F_0 \ \text{as a product action} \ S^1 \times S^1. \text{We let} \ N_i \ \text{denote the fixed-point component of the} \ i\text{-th factor and assume that} \ N_i \ \text{has the cohomology of} \ S^h \times \mathbb{H}^{n-k_i} \ \text{for} \ i = 1,2. \text{We also assume that} \ F_0 = N_1 \cap N_2 \ \text{has the cohomology of} \ S^h \times \mathbb{H}^{n-k_1-k_2} \ \text{and that the inclusion} \ F_0 \rightarrow N_2 \ \text{is rationally two-connected. Then one of the following holds}

a) \text{There is a second fixed-point component} \ F_1 \ \text{with} \ H^*(F_1) \cong H^*(S^u \times \mathbb{C}P^l) \text{with} \ l > 0 \text{and} \ u \in \{1,2,3\}. \)

b) \text{There is a circle} \ S^1 \subseteq T^2 \ \text{fixing a component} \ B \ \text{of dimension at least three such that the induced circle action} \ T^2/S^1 \ \text{has two fixed-point components of codimension two in} \ B. \)

The theorem remains true without assuming \( F_0 \cong S^h \times \mathbb{H}^{n-k_1-k_2} \) and \( F_0 \rightarrow N_2 \) being two-connected, but the proof is easier in this case. In the presence of positive curvature these extra assumptions follow immediately from the Connectedness Lemma. By the proof of Lemma 3.3, the maps \( N_i \rightarrow M \) are rationally 4-connected.
Thus $F_0 \to N_2$ is rationally 2-connected if and only if the same holds for $F_0 \to N_1$ or $F_0 \to M$. Theorem 4.1 will follow from Lemma 4.4 (e) below.

**Proof of Theorem A with Theorem 4.1.** As explained before the theorem, if the alternative scenario of Proposition 3.1(b) holds, then there is a manifold $N$ satisfying the assumptions of Theorem 4.1(b) with the additional property that it is a fixed-point component of a three-dimensional subgroup $H \subset T^5$ where $T^5$ acts effectively and isometrically on a closed, positively curved and orientable manifold $M$. The $T^2$-action on $N$ arises as the induced $(T^5/H)$-action.

If the conclusion of Theorem 4.1(a) holds, then we have found another fixed-point component of $T^5$ in $M$ whose topology was ruled out by Proposition 3.1. But the conclusion of Theorem 4.1(b) cannot hold either, since $B$ would violate the classification of fixed-point homogeneous positively curved manifolds by Grove and Searle. Therefore, the scenario b) of Proposition 3.1 never occurs and Theorem A follows. 

The following lemma is known to experts but we include its proof for convenience.

**Lemma 4.2.** Suppose $p_1$ and $p_2$ are fixed points of an action of $T^d$ on a manifold $M^n$. Let $r_i: H^*_{T^d}(M) \to H^*_{T^d}(p_i) \cong H^*(BT^d)$ be the pullback homomorphism for $i = 1, 2$.

- a) Then $r_1 - r_2 = 0$ holds if and only if $p_1$ and $p_2$ are contained in the same fixed-point component.
- b) Suppose $\alpha_0, \ldots, \alpha_k \in H^*_{T^d}(M)$ generate together with a basis of $H^2(BT^d)$ the cohomology ring. If $r_1(\alpha_i) = r_2(\alpha_i)$ for $i = 1, \ldots, k$ but $r_1(\alpha_0) \neq r_2(\alpha_0)$, then $r_1(\alpha_0) - r_2(\alpha_0) \in H^*(BT^d) \cong \mathbb{Q}[t_1, \ldots, t_d]$ decomposes into linear factors.

Part a) of the lemma came up already under slightly more special circumstances in the proof of Lemma 3.2.

**Proof.** a). If $p_1$ and $p_2$ are in the same fixed-point component $F_1$, we clearly have $r_1 = r_2$ by the Künneth decomposition of $F_1 \times BT^d$. If $p_1$ and $p_2$ are in different components, we can choose an $S^1 \subset T^d$ such that this remains the case for the $S^1$-action. Hence, we may assume $d = 1$. If $F$ denotes the fixed-point set of $S^1$, then in large degrees the map $H^*_{S^1}(M) \to H^*_{S^1}(F)$ is surjective. Since $p_1$ and $p_2$ are in different components of $F$, the map $H^1_{S^1}(F) \to H^1_{S^1}(\{p_1, p_2\})$ is surjective as well. Clearly, $r_1 \neq r_2$ follows.

b). The assumptions imply that the image of $r_1 - r_2$ is the principal ideal generated by $r_1(\alpha_0) - r_2(\alpha_0)$. We look at the Thom class of the normal bundle of $F_1$ which by excision can be seen as an element in $H^k_{T^d}(M, M \setminus F_1)$, where $k$ is the codimension of $F_1$ in $M$. Its image $th \in H^k_{T^d}(M)$ pulls back to an element $r_1(th) \in H^k_{T^d}(p_1)$ given by the product of the non-zero weights of the isotropy representation of $T^d$ at $F_1$. On the other hand, the pullback to $F_2$ is zero since it factors through $H^k_{T^d}(F_2, F_2)$. In summary, $r_2(th) = 0$ and $r_1(th)$ is a non-zero element decomposing into linear factors. By our initial sentence, $r_1(\alpha_0) - r_2(\alpha_0)$ divides $r_1(th)$ and hence decomposes into linear factors as well. 

□
Lemma 4.3. Suppose a torus \( T^d \) acts effectively on a closed manifold \( M \). If \( M \) has the rational cohomology of \( S^2 \times \mathbb{H}P^n \), then the following dichotomy holds.

(i) The map \( H^2(M) \to H^2(F) \) is zero for all fixed-point components \( F \) of \( T^d \) or

(ii) the map \( H^2(M) \to H^2(F) \) is injective for all fixed-point components \( F \) of \( T^d \).

Proof. We may choose a circle \( S^1 \subseteq T^d \) with the same fixed-point set as \( T^d \). Therefore, without loss of generality \( d = 1 \). Let \( F_0, \ldots, F_k \) denote the fixed-point components of \( S^1 \) in \( M \). We may assume that \( H^2(M) \to H^2(F_0) \) is injective and then have to show that the same holds for all \( i \). We let \( \beta \in H^2_S(M) \) and \( \alpha \in H^4_S(M) \) denote lifts of generators \( b \in H^2(M) \) and \( a \in H^4(M) \). We can normalize \( \beta \) by adding a multiple of \( t \in H^2(BS^1) \) in order to arrange that, under the restriction \( s: H^2_S(M) \to H^2(F_0 \times BS^1) \), it is mapped to an element of \( H^2(F_0) \) with respect to the Künneth decomposition of the product. By assumption, we have \( s(\beta) \neq 0 \), since \( s(\beta) \) is also the restriction of \( b \) to \( F_0 \). By the same reasoning \( s(\beta)^2 = 0 \). We claim that \( \beta^2 = 0 \). Since \( t^2, \beta t, \alpha \in H^2_S(M) \) is a basis, we have \( \beta^2 = q_1 t^2 + q_2 \beta t + q_3 \alpha \) where \( q_i \in \mathbb{Q} \). Using that \( b \) is the pullback of \( \beta \) and \( a \) that of \( \alpha \), we see \( q_3 = 0 \). Now if \( (q_1, q_2) \neq 0 \), we would get \( s(\beta^2) \neq 0 \) – a contradiction. Thus indeed \( \beta^2 = 0 \). It now follows that the image of \( \cup \beta: H^2_S(M) \to H^2_S(M), x \mapsto x\beta \), coincides with its kernel.

We know that the dimension of \( H^2_{S^1}(M) \) is equal to the total Betti number \( b(M) \) of \( M \), which is equal to the total Betti number of \( F = \bigcup F_i \), for \( j > \dim(M) \). Therefore, dimension-wise exactly half of \( H^2_{S^1}(M) \) is in the image of \( \cup \beta \). Since \( H^2_{S^1}(M) \to H^2_{S^1}(F) \) is an isomorphism, the same must hold for the pullback of \( \beta \) to \( F \). Using that the pullback again squares to zero, this can only be achieved if, for each connected component, dimension-wise half of \( H^2_{S^1}(F_i) \) is in the image of \( \cup s_i(\beta) \), where \( s_i: H^2_{S^1}(M) \to H^2(F_0 \times BS^1) \) is the restriction. In particular, \( s_i(\beta) \neq 0 \). Since \( s_i(\beta)^2 = 0 \), we see that \( s_i(\beta) \) represents a non-zero element in \( H^2(F_i) \) as claimed. \( \square \)

Lemma 4.4. Suppose we are in the situation of Theorem \ref{4-1}. Let \( F_1, \ldots, F_k \) denote the other fixed-point components of \( T^2 \). Choose \( p_i \in F_i \) and let \( r_i: H^*_T(N) \to H^*_T(p_i) \cong H^*(BT^2) \) denote the restriction for \( i = 0, \ldots, k \).

a) After possibly reordering, we have \( F_1, \ldots, F_\ell \subseteq N_1 \) and \( F_{\ell+1}, \ldots, F_k \subseteq N_2 \) for some \( 0 < \ell < k \).

b) There are lifts \( \beta \in H^h_{T^2}(N) \) and \( \alpha \in H^4_{T^2}(N) \) of generators in \( H^h(N) \) and \( H^4(N) \), respectively. We can arrange for \( \alpha \) and \( \beta \) to be in the kernel of \( r_0 \). We then have \( r_i(\beta) = 0 \) and put \( \alpha_i = r_i(\alpha) \) for all \( i > 0 \).

c) After possibly adjusting the scaling of \( \alpha \), we get \( \alpha_i \equiv c_i t_1^2 + c_i t_2^2 \) for \( i \leq \ell \) and \( \alpha_i \equiv c_i t_1^2 \) for \( i > \ell \), where \( t_1, t_2 \in H^2(BT^2) \) is a basis and \( c_i \in \mathbb{Q} \).

d) For each \( i > 0 \), \( F_i \) is a rational cohomology \( S^{h_1} \times \mathbb{C}P^{n_i} \) for some \( h_1 \in \{1, 2, 3\} \) and \( n_i \geq 0 \).

e) If \( n_i = 0 \) for all \( i > 0 \), or equivalently if the conclusion of \ref{4-1} a) does not hold, then the rational weights of the isotropy representation at \( F_1 \) are given by \( t_1 \) and \( (c_1 t_1 \pm c_i t_2) \) for \( i = \ell + 1, \ldots, k \). The latter weights are pairwise linearly independent and have multiplicity one, and the conclusion of \ref{4-1} b) holds.
Proof. a) As was shown in the beginning of the proof of Lemma 3.3, our assumption of a non-empty fixed-point set implies that the circle action on $N_u$ has a fixed-point set with total Betti number equal to the total Betti number $b(N_u)$ of $N_u$ for $u = 1, 2$. Using $b(N_u) = \frac{4n - k_u}{2} + 2$ and the fact that only the total Betti number of $F_0 = N_1 \cap N_2$ is counted twice, we see that the total Betti number of components that can either be found in $N_1$ or in $N_2$ add up to $2n + 2$, which is the total Betti number of $N^4n + h$. By the Smith-Floyd inequalities there cannot be any other components. We also deduce from the equality case that $H^*_\mathbb{T^2}(N) \to H^*(N)$ is surjective.

b) Thus there are lifts $\alpha$ and $\beta$. We can add an element of $H^4(BT^2)$ to $\alpha$ in order to arrange for $r_0(\alpha) = 0$. If $h = 3$, then $r_1(\beta) = 0$ follows for degree reasons and we are done. If $h = 2$, then $r_0(\beta) = 0$ follows after modifying $\beta$ by a summand in $H^2(BT^2)$. It remains to show $r_i(\beta) = 0$ for all $i$. This clearly follows if we can prove $\beta^2 = 0$. On the other hand, we know from the assumptions of Theorem 4.1 that the restriction of $\beta$ to $H^2(F_0)$ is non-zero. Now $\beta^2 = 0$ follows nearly directly from the proof of Lemma 4.3 where we showed it under the same normalization. The difference is that in that proof only a circle action was present. But if $\beta^2 \neq 0$, it is easy to find a circle $S^1 \subseteq T^2$ such that the image of $\beta$ in $H^2_{S^1}(N)$ squares to non-zero element and we would get a contradiction to the result established in the proof of Lemma 4.3.

c) We can specify our normalization of $\alpha$ slightly more since we can still add elements of the form $t\beta$ to $\alpha$ with $t \in H^2(BT^2)$. This way, we can ensure that under the restriction $j: H^*_{\mathbb{T^2}}(N) \to H^*(F_0 \times BT^2)$, the element $\alpha$ is mapped to an element of $H^4(F_0)$ with respect to the Künneth decomposition of the product. After this normalization, $\alpha$ is determined up to a rational factor.

Next recall that $N_u$ is fixed by a circle $S^1_u \subseteq T^2$. Let $Q_u := T^2/S^1_u$ denote the quotient group. There is a natural map $H^{1}_{Q_u}(N_u) \to H^*_{\mathbb{T^2}}(N_u)$ induced by the fibration

$$BS^1_u \to ET^2 \times_{\mathbb{T^2}} N \simeq (EQ_u \times ET^2 \times N_u)/\Delta T^2 \to EQ_u \times_{Q_u} N_u$$

for $u = 1, 2$. We claim that the restriction $\bar{\alpha}_u \in H^4_{\mathbb{T^2}}(N_u)$ of $\alpha$ is in the image of $H^4_{Q_u}(N_u)$. To see this, we just observe that in $H^4_{Q_u}(N_u)$, we can also find a non-zero element whose restriction to $F_0 \times BQ_u$ is given by an element in $H^4(F_0)$. Clearly the image of this element must coincide with $\bar{\alpha}_u$ up to a factor. Now if $F_i \subseteq N_u$, then $\alpha_i$ must be in the one-dimensional image of $H^4(BQ_i)$ in $H^4(BT^2)$.

Therefore, we see that $\alpha_i = d_it_i^2$ for $i \leq \ell$ and $\alpha_i = d_it_i^2$ for $i > \ell$. From Lemma 4.2 a), we know $d_1, \ldots, d_\ell \in Q \setminus \{0\}$ are pairwise different and the same holds for $d_{\ell+1}, \ldots, d_k$. After scaling $\alpha$, we may assume that $d_1 = c_1^2$ is a square.

From Lemma 4.2 b), we know that $(c_1^2t_1^2 - d_1t_2^2)$ decomposes into linear factors, and clearly this implies that $d_i = c_i^2$ must be a square as well for $i = \ell + 1, \ldots, k$. By now replacing the index 1 with $\ell + 1$ we see that $d_i = c_i^2$ is also a square for $i = 2, \ldots, \ell$.

d) We first claim that each fixed-point component $F_i$ has the cohomology of $S^{h_i} \times \mathbb{HP}^{n_i}$ or $S^{h_i} \times \mathbb{CP}^{n_i}$ with $h_i \in \{1, 2, 3\}$. In the case of $h = 3$, this is a direct consequence of Lemma 3.3. In the case of $h = 2$ we can use Lemma 4.3 to see that for any fixed-point component $F_i$ the element $\beta$ restricts to a non-zero class in $H^2(F_i)$, since this is true for $i = 0$. By the proof of Lemma 3.3 this implies our claim.
After reordering, \( h_1 = \min\{h_1, \ldots, h_k\} \). We will prove \( F_i \cong S^{h_i} \times \mathbb{C}P^{n_i} \) for all \( i > \ell \). The same then follows for \( 0 < i < \ell \), by switching the roles of \( F_1 \) and \( F_k \).

We can completely determine the isotropy representation of \( T^2 \) at \( F_1 \). Notice that the weight \( t_1 \) must occur with multiplicity \( \frac{\dim(N_1) - \dim(F_1)}{2} \), and all other non-trivial irreducible subrepresentations of \( T^2 \) are in the normal space of \( N_1 \). To see that the weights \( (c_1t_1 \pm c_2t_2) \) must occur for all \( i > \ell \), we let \( S^1_{t_{\pm}} \) be the circle contained in the kernel of the weight. Since each of these weights divides \( \alpha_1 - \alpha_i \), the elements \( \alpha_1 \) and \( \alpha_i \) pullback to the same element of \( H^*(BS^1_{t_{\pm}}) \). Using that the pullbacks of \( \beta \) and \( \alpha \) together with \( t \in H^2(BS^1_{a}) \) generate the cohomology ring of \( H^*_{S^1_{t_{\pm}}} (M) \), and using the fact that \( \beta \) is in the kernel of \( r_i \), we infer from Lemma 4.2 that the fixed-point component \( B_{i\pm} \) of \( S^1_{t_{\pm}} \) at \( F_1 \) contains \( F_i \) as well.

We next claim that the multiplicity of the weights \( c_1t_1 \pm c_2t_2 \) is at least \( n_i + 1 \), which is half of the total Betti number of \( F_i \), and equality can only hold if \( F_i \) is of the form \( S^{h_i} \times \mathbb{C}P^{n_i} \). The inequality is a straightforward consequence of the fact that the total Betti number \( b(B_{i\pm}) \) of \( B_{i\pm} \) is at least \( b(F_1) + b(F_i) \). Using \( b(F_1) = 2 + 2n_i \), we see that the dimension of \( B_{i\pm} \) is at least \( 2(n_i + 1) + \dim(F_1) \). Furthermore, by Lemma 3.3, equality can only hold if \( B_{i\pm} \cong S^{h_i} \times \mathbb{C}P^{n_i + n_i + 1} \). But this is impossible if \( F_i \cong S^{h_i} \times \mathbb{H}P^{n_i} \) or if \( F_i \cong S^3 \times \mathbb{C}P^{n_i} \) while \( h_1 = 1 \). In fact, in the former case \( H^*(B_{i\pm}) \) cannot be generated in degrees \( < 4 \) and in the latter case not in degrees \( < 3 \).

Thus indeed each of the two weights \( c_1t_1 \pm c_2t_2 \) has multiplicity at least \( (n_i + 1) \). These weights are pairwise linearly independent, and the corresponding subrepresentations are contained in the \( k_1 \)-dimensional normal space of \( N_1 \). Since \( k_1 \) is also the codimension of \( F_0 \) in \( N_2 \),

\[
k_1/2 = b(N_2) - b(F_0) = \sum_{i=\ell+1}^{k} b(F_i) = \sum_{i=\ell+1}^{k} 2(n_i + 1).
\]

Hence, equality must hold everywhere and \( F_i \cong S^{h_i} \times \mathbb{C}P^{n_i} \).

(e) is now a consequence of the above calculation. If \( n_i = 0 \) for all \( i \), then the weight \( (c_1t_1 \pm c_2t_2) \) of the isotropy representation of \( T^2 \) at \( F_1 \) occurs with multiplicity 1. Thus we get that \( B_{i\pm} \cong S^{h_i} \times \mathbb{C}P^1 \), and there is a second fixed-point component \( S^{h_i} \cong F_i \) of codimension two for the induced circle action on \( B_{i\pm} \).

4.1. Addendum to Theorem A. We actually proved a stronger statement

Addendum. If \( T^5 \) acts effectively by isometries on a connected, closed, orientable, positively curved Riemannian manifold, then every fixed-point component \( F \) is contained in a fixed-point component \( L \) of a three-dimensional subgroup \( H \) satisfying the following: The effective action of \( T^5/H \) on \( L \) splits as product action in a neighborhood of a point \( p \in F \), and the inclusion map \( L_i \to L \) of the fixed-point component \( L_i \) of the \( i \)-th circle factor is dim(\( L_i \))-connected for \( i = 1, 2 \). Finally, \( L \) and its universal cover have the rational cohomology of \( S^\ell, \mathbb{C}P^{\ell/2}, \) or \( \mathbb{H}P^{\ell/4} \).

By the Connectedness Lemma, it also follows that \( F \to L \) is dim(\( F \))-connected, and thus the universal covers of \( F, L_1, \) and \( L_2 \) are rationally equivalent to a rank one symmetric spaces, too.
Proof. We consider the manifold $N$ from Proposition 3.1. We let $N_i$ denote the fixed-point component of the $i$-th circle factor for $i = 1, 2, 3$, and we assume the codimensions satisfy $k_1 \leq k_2 \leq k_3$. Since the conclusion of Proposition 3.1 a) holds and the inclusion map of $N_i \to N$ is 3-connected for $i \leq 2$, it follows that $L := N_3$ has the rational cohomology of a rank one symmetric space. Moreover, the inclusion maps $L_i := N_3 \cap N_i \to L$ are dim($L_i$)-connected by the Connectedness Lemma for $i = 1, 2$.

To show the universal cover $\tilde{L}$ has the same rational cohomology as $L$ we argue by contradiction. By Synge’s theorem, $L$ is odd-dimensional and hence $k_1 < \dim(L)/2$ holds. By Corollary 1.6, $\tilde{L}$ has $k_1$-periodic rational cohomology and thus $H^{k_1}(\tilde{L}, \mathbb{Q}) \cong \mathbb{Q}$. Since the deck transformation group acts trivially on $H^{2k_1}(\tilde{L}, \mathbb{Q}) \cong \mathbb{Q}$, the quotient $L$ cannot possibly be a rational homology sphere – a contradiction. □

5. Torus actions with a standard two-skeleton

The main aim of this section is to prove Theorem C under the assumptions of b) and also in odd dimensions. Suppose a torus $T^d$ acts effectively on a closed, orientable manifold $M^n$ with non-trivial fixed-point set $F$. We recall that the $k$-skeleton of $T^d$ consists of those points whose $T^d$-orbit has dimension $\leq k$. It is therefore the finite union of fixed-point components of subgroups of codimension $k$.

Definition 5.1. (Assigning a graph to the one-skeleton)

a) If $N^m$ has the rational cohomology of an even-dimensional rank one symmetric space, we define $\mu(N) \in \{1, 2, 4, m/2\}$ by the property that the cohomology of $N$ is generated in degree $2\mu(N)$.

b) Suppose an action of $T^d$ on a closed, orientable orbifold has the property that any codimension one torus has only fixed-point components with the rational cohomology of $\mathbb{CP}^k$, $\mathbb{HP}^k$, or $\mathbb{S}^{2k}$. Consider a connected component $C$ of the one-skeleton. We let $F_1, \ldots, F_{k_0}$ denote the different components of $F \cap C$.

We define a graph with $k_0$ vertices as follows. For each codimension one torus $R \subseteq T^d$, we choose a weight $r \in t^*$ whose kernel is given by the Lie subalgebra of $R$. We put $\mu(N)$ edges between the $i$-th and the $j$-th point with label $r$ if $F_i$ and $F_j$ are contained in the same fixed-point component $N$ of $R$.

If the fixed-point component at $F_i$ has positive dimension, we put $\mu(F_i)$ edges from the $i$-th vertex to itself with label $0$. Moreover, if $F_i$ has positive dimension and $N \supseteq F_i$ is the fixed-point component of a codimension one torus $R$ we put $(\mu(N) - \mu(F_i))$ edges with label $r$ from $i$ to itself.

Note by compactness that there are only finitely many isotropy groups in $T^d$. Therefore, the graph has only finitely many edges.

A torus action is called GKM if every connected component of the one-skeleton that intersects $F$ consists of a finite union of 2-spheres. The graph assigned to this connected component then just corresponds to the orbit space of the one-skeleton.

Lemma 5.2. Suppose $T^2$ acts effectively on a manifold $M^n$.

a) If $M^n$ has the rational cohomology of $\mathbb{CP}^{n/2}$, then the one-skeleton is connected, and the assigned graph is given by the one-skeleton of a simplex with
\(k_0\)-vertices with the additional property that, for each fixed-point component \(F_i\) of positive dimension, there is one edge from \(i\) to itself.

b) If \(M^n\) has the rational cohomology of \(\mathbb{H}P^{n/4}\), then the one-skeleton is connected, and the assigned graph looks as in a) except with exactly two edges in place of one.

With this in mind, the proof of the following crucial lemma is fairly straightforward. It generalizes a similar statement on GKM graphs in Goertsches and Wiemeler, where they assumed in addition that every three weights of the isotropy representation at any fixed point are linearly independent.

**Lemma 5.3.** Suppose an action of \(T^d\) on a closed manifold \(M^n\) has the property that any codimension two torus only has fixed-point components of rational type \(\mathbb{C}P^k\), \(\mathbb{H}P^k\), or \(S^k\). Choose \(C\) and \(F_1, \ldots, F_{k_0}\) as in Definition 5.1.

a) The graph and the dimensions of the fixed-point components completely determine the isotropy representation of \(T^d\) at \(F_i\) up to rational equivalence. Here we call two irreducible representations of \(T^d\) rationally equivalent if their kernels have the same identity component.

b) There exists \(m \geq 1\) such that there are precisely \(m\) edges between any two vertices, and from the \(i\)-th vertex to itself whenever \(\dim(F_i) > 0\). In addition, we have \(\chi(C) = \sum_{i=1}^{k_0} \chi(F_i) = \frac{n}{2m} + 1\).

c) If some fixed-point component \(F_i\) has \(\dim(F_i) \geq 4\), then \(m\) is 1, 2, or \(\frac{n}{2}\).

If \(m \in \{1, 2, \frac{n}{2}\}\) or \((m, n) = (4, 16)\), and if the odd Betti numbers vanish, then we can recover the topology of the underlying manifold. Indeed, for \(m = \frac{n}{2}\), the Euler characteristic is two by the lemma and hence \(M\) is a rational homology sphere. Similarly, if \(m = 4\) and \(n = 16\), then the total Betti number is three, so \(M\) is a rational cohomology Cayley plane by Poincaré duality. For the cases \(m \in \{1, 2\}\), the result is non-trivial and is covered by the following two lemmas.

**Lemma 5.4.** Suppose \(T^d\) with \(d \geq 4\) acts effectively on a connected, closed, orientable manifold \(M^n\) with \(b_{\text{odd}}(M) = 0\) such that all codimension two tori have fixed-point components of \(\mathbb{C}P, \mathbb{H}P, \text{or } S\) type. If \(\chi(M^n) = \frac{n}{4} + 1\), then \(H^\bullet(M^n) \cong H^\bullet(\mathbb{H}P^{n/4})\).

**Lemma 5.5.** Suppose \(T^d\) with \(d \geq 3\) acts effectively on a connected, closed, orientable manifold \(M^n\) with \(b_{\text{odd}}(M) = 0\) such that all codimension two tori have fixed-point components of \(\mathbb{C}P, \mathbb{H}P, \text{or } S\) type. If \(\chi(M^n) = \frac{n}{2} + 1\), then \(H^\bullet(M^n) \cong H^\bullet(\mathbb{C}P^{n/2})\).

**Corollary 5.6.** Suppose \(T^3\) acts on a connected, orientable, closed manifold \(M^n\) with \(b_{\text{odd}}(M) = 0\) such that all circles only have fixed-point components whose rational cohomology is of \(\mathbb{C}P\) type, then \(M^n\) has the rational cohomology of \(\mathbb{C}P^{n/2}\).

In addition to the tools from equivariant cohomology used to prove Theorem A, these results require a fundamental result of Chang and Skjelbred [CS74]. It provides a way to lift information about the equivariant cohomology of the fixed-point set \(M^T\) and the one-skeleton \(\{x \in M \mid \dim(T \cdot x) \leq 1\}\) to the ambient manifold \(M\).
**Theorem 5.7** (Chang-Skjelbred Lemma). Let $M$ be a connected, orientable $T$-orbifold of finite type, that is, there is a compact $T$-invariant subset whose inclusion map is a homotopy equivalence. Suppose that the map $H^*_T(M) \to H^*(M)$ is surjective. Then $M^T$ is contained in one component $C$ of the one-skeleton. In addition, the restriction map $H^*_T(M) \to H^*_T(M^T)$ is injective, and its image is the same as the image of the restriction map $H^*_T(C) \to H^*_T(M^T)$.

The surjectivity of the map $H^*_T(M) \to H^*(M)$ is by definition equivalent to equivariant formality. It is of course automatic if the odd Betti numbers of $M$ vanish. It is also equivalent to saying that the fixed-point set has the same total Betti number as $M$. We should mention that the first and last conclusion of the theorem hold slightly more generally. Instead of requiring equivariant formality one can demand that $H^*_T(M)$ becomes a free $H^*(BT)$-module after one divides out the $H^*(BT)$-torsion elements. Moreover, all conclusions of the theorem hold if and only if $H^*_T(M)$ is reflexive (see [AFPL14, Corollary 1.3]). However, we will use the theorem only in the above form. The reason that we state it for orbifolds rather than closed manifolds is that in the odd-dimensional case we will divide out an almost free subtorus action on a subset of $M$ and verify the assumptions of the Chang-Skjelbred Lemma for the induced torus action on the quotient.

Using this result, Corollary 5.6 is an immediate consequence of Lemma 5.5 and Lemma 5.3. In fact, by the Chang-Skjelbred Lemma the one-skeleton is connected, and we can then use Lemma 5.3 to see that the Euler characteristic is $\chi_2$ and that $\chi_1$ $= 0$, since, in the case of $m \geq 2$, we could find a codimension two torus whose fixed-point component is not of $\mathbb{C}P$ type.

We now prove the lemmas in order of occurrence. In Section 5.5 we explain how Theorem 5.5 under the assumptions of b) follows in even dimensions. The proof of Theorem 5.3 in odd dimensions is quite different and is carried out in Section 5.6. Throughout this section all cohomology will be with rational coefficients.

### 5.1. The graph of a torus action on a manifold of $\mathbb{C}P$ or $\mathbb{H}P$ type

Let $M^n$ denote an orientable manifold whose rational cohomology is generated by one element in degree $w \in \{2, 4\}$. We will frequently use a result of Bredon (see Theorem 3.3) implying that any fixed-point component of a circle action on $M$ has cohomology generated by an element in degree 2 or $w$. The rational cohomology $H^*(BT^d)$ is a polynomial ring of $d$ variables of degree 2. Any homomorphism $h: T^d \to S^1$ induces naturally a homomorphism $H^*(BS^1) \to H^*(BT^d)$, and we can think of the image of a generator $t \in H^2(BS^1)$ as the rational weight of this representation. Thus any non-zero element in $H^2(BT^d)$ determines uniquely a codimension one torus, the identity component of the kernel of the corresponding homomorphism. In the situation of the lemma, we have a $T^2$-action.

We let $\alpha \in H^{w}_T(M)$ denote a lift of the generator of $H^w(M)$. Then $\alpha$ together with a basis of $H^2(BT^2)$ generate the equivariant cohomology of $M$. In each of the fixed-point components $F_1, \ldots, F_k$, we choose a point $p_i \in F_i$ and let $\alpha_i \in H^w(BT^2) \cong \mathbb{Q}[t_1, t_2]$ denote the pullback of $\alpha$ to $H^w(p_i \times BT^2) \cong H^w(BT^2)$. We can employ Lemma 4.2 to see that $\alpha_i \neq \alpha_j$ and that $\alpha_i - \alpha_j$ decomposes into linear factors for $i \neq j$. 

Claim 1. Suppose \( w = 2 \). The graph assigned to the one-skeleton has exactly one edge from \( i \) to \( j \), and the label is a multiple of \( \alpha_i - \alpha_j \) for \( i \neq j \).

Let \( H \) be the codimension one torus determined by \( \alpha_i - \alpha_j \in \mathbb{T}^* \). Then \( \alpha_i \) and \( \alpha_j \) pull back to the same element of \( H^*(BH) \). By Lemma 4.2, \( F_i \) and \( F_j \) must be contained in the same fixed-point component of \( H \).

For any other codimension one torus \( \hat{H} \), the pullback of \( \alpha_i - \alpha_j \) to \( H^*(B\hat{H}) \) remains non-zero, and hence \( p_i \) and \( p_j \) are not in the same fixed-point component of \( \hat{H} \).

Claim 2. Suppose \( w = 4 \), and let \( r_{ij}^\pm \) denote the (possibly linearly dependent) linear factors of \( \alpha_i - \alpha_j \) for \( i \neq j \). The graph assigned to the one-skeleton has exactly two edges from \( i \) to \( j \), and the labels are multiples of \( r_{ij}^\pm \in H^2(BT^2) \).

Let \( H^\pm \) be the codimension one tori whose Lie algebras are given by the kernels of \( r_{ij}^\pm \). Then \( \alpha_i \) and \( \alpha_j \) pull back to the same element in \( H^*(BH^\pm) \). As before, this implies that \( F_i \) and \( F_j \) are in the same fixed-point component \( N^\pm \) of \( H^\pm \). We can finish the proof by showing that \( N^\pm \) is of \( \mathbb{H} \mathbb{P} \) type if and only if \( \langle r_{ij}^\pm \rangle \) is one-dimensional.

Suppose first that \( N^+ \) is of \( \mathbb{H} \mathbb{P} \) type. Notice that \( \alpha_i - \alpha_j \) remains unchanged if we add an element of \( H^4(BT^2) \) to \( \alpha \) before defining \( \alpha \) by the pullback. On the other hand, we can use this flexibility to arrange that the pullback \( \hat{\alpha} \) of \( \alpha \) to \( H^4_{T^2}(N^+) \cong H^4(E\mathbb{S}^1 \times T^2/H^+, N^+ \times BH^+) \) lies in \( H^4_{T^2/H^+}(N^+) \). Recall that, as in the proof of Lemma 4.3, there is a natural injection of \( H^4_{T^2/H^+}(N^+) \) into \( H^4_{T^2}(N^+) \) induced by the fibration \( ET^2 \times T^2 N^+ \to ET^2/\mathbb{H}^+ \times T^2/H^+ N^+ \). Hence, \( \alpha_1 - \alpha_2 \in H^4(BT^2/H^+) \) is given up to a rational factor by the square of a generator of \( H^2(BT^2/H^+) \cong \mathbb{Q} \).

It remains to see that, if \( N^+ \) is of \( \mathbb{C} \mathbb{P} \) type, then \( r_{ij}^\pm \) are linearly independent. We look again at the image \( \hat{\alpha} \) of \( \alpha \) in the equivariant cohomology \( H^4_{T^2}(N^+) \). Here we can use the decomposition arising from the fibration to say \( \hat{\alpha} = u \cdot t + qu^2 \), where \( u \in H^2_{T^2/H^+}(N^+) \) is a generator, \( t \in H^2(BT^2) \), and \( q \in \mathbb{Q} \). It is well known that the image of \( u \cdot t \) in \( H^4_{H^+}(N^+) \) does not vanish and in particular \( t \notin H^2(B(T^2/H^+)) \). If we let \( \beta_i \in H^2_{T^2}(p_i) \) denote the image of \( u \), then \( \beta_i \in H^2(BT^2/H) \) and hence \( \beta_i \) and \( \beta_j \) are multiples of each other with \( \beta_i \neq \beta_j \). Since \( \alpha_u = \beta_u t + q \beta_u^2 \) for \( u = i, j \), this shows that the difference \( \alpha_i - \alpha_j \) has a second linearly independent factor.

Finally, we have to determine the number of edges from \( i \) to itself. If \( F_1 \) is a point, there are clearly no edges from 1 to itself. If \( F_1 \) has non-trivial cohomology generated in degree \( w \), then it is also clear that there cannot be any edge from \( i \) to itself with a non-zero weight because the corresponding fixed-point component would violate the result of Bredon. It remains to check that, if \( F_1 \neq pt \) is of \( \mathbb{C} \mathbb{P} \) type and \( w = 4 \), then there is precisely one edge from 1 to itself with a non-zero weight. We look again at the image \( \hat{\alpha} \) of \( \alpha \) in the cohomology \( H^4(F_1 \times BT^2) \). After possibly choosing a different generator \( \alpha \) we may assume \( \alpha_1 = 0 \), and we can use the Künneth decomposition of the product to say \( \hat{\alpha} = u \cdot t + qu^2 \), where \( u \in H^2(F_1) \) is a generator, \( t \in H^2(BT^2) \), and \( q \in \mathbb{Q} \). It is well known that \( u \cdot t \neq 0 \). For any codimension one torus, the fixed point component at \( F_1 \) remains of \( \mathbb{C} \mathbb{P} \) type unless we take the one determined by \( t \). So \( t \) is the only non-zero label that occurs as a label of an edge from 1 to itself.
5.2. The combinatorial structure of the graph of the one-skeleton. We prove Lemma~\ref{lm:fixed}. We are given an action by a torus $T^d$ on a manifold $M^n$ with the property that every codimension two torus has fixed-point components of rational type $\mathbb{C}P^k$, $\mathbb{H}P^k$, or $\mathbb{S}^k$. We fix a component $C$ of the one-skeleton, and we let $F_1, \ldots, F_{k_0} \subseteq M^{T^d}$ denote those fixed-point components lying in $C$. We will often pass to a fixed-point component $N$ at $F_i$ of a subtorus $R$ of codimension two. The graph assigned to the connected component $C' \supseteq F_i$ of the one-skeleton of the induced $(T^d/R)$-action on $N$ is a subgraph of the graph of $C$. We will frequently use that this reduced graph is subject to the conclusion of Lemma~\ref{lm:fixed}.

a). In order to see that the isotropy representation is determined, we can actually work with the weaker assumptions of Definition~\ref{dfn:isotropy}. Consider an irreducible subrepresentation of the isotropy representation of $T^d$ at $F_i$. We can consider the fixed-point component $N$ at $F_i$ of the identity component of the kernel of this subrepresentation. If $N$ contains another component $F_j$, then the weight of this subrepresentation occurs as a label on an edge between $i$ and $j$. If it does not, then it must occur as a label of an edge from $i$ to itself. It remains to see with which multiplicity each of these subrepresentation occurs. This is equivalent to determining the dimension of $N$, because the multiplicity is given by $\dim(N) - \dim(F_i)$. Notice that we can read off the graph which fixed-point components are contained in $N$. In particular, we know the Euler characteristic of $N$. Since we also can determine the number $\mu(N)$ by the graph and $\chi(N) = \frac{\dim(N)}{2\mu(N)} + 1$, this allows us to read off the dimension of $N$.

b). To see that the number of edges between any two vertices is the same, we argue as follows. We prove this for $1$, $2$, and $3$, and we first consider the subcase that there is a fixed-point component $N$ of a codimension one torus $T^{d-1}$ containing $F_1$, $F_2$, and $F_3$. If $N$ is of $\mathbb{H}P$ type, then there cannot be any other edges from $i$ to $j$ for all distinct $i, j \in \{1, 2, 3\}$, because otherwise we could find a codimension two torus for which the reduced graph has more than two connections between $1$, $2$, and $3$. If $N$ is of $\mathbb{C}P$ type, then any codimension two torus $H \subseteq T^{d-1}$ whose fixed-point component contains one additional edge between $1$ and $2$ also contains exactly one additional edge between $2$ and $3$ and between $1$ and $3$. This gives the needed correspondence.

It remains to consider the subcase that $F_1$, $F_2$, and $F_3$ are not all contained in the fixed-point component of a codimension one group. We fix an edge with label $r$ between $1$ and $3$, and want to prove that the number of edges between $1$ and $2$ and between $2$ and $3$ is the same. Given $r$, there is a natural division of labels between $1$ and $2$ into two disjoint subsets. The first subset consists of those labels $s_1$ such that we can find another label $s_2$ with the property that $s_1$, $s_2$, and $r$ are linearly dependent. Then $s_2$ is uniquely determined by $s_1$. The fixed-point component of the codimension two torus determined by the kernels of $r$ and $s_1$ also has exactly two edges labeled $u_1$ and $u_2$ between $2$ and $3$, and of course $u_1$, $u_2$, and $r$ are linearly dependent as well. This shows that $r$ induces a canonical mapping of pairs of edges between $1$ and $2$ in the first category to corresponding pairs between $2$ and $3$.

The remaining labels $s$ have the property that $s$, $r$, and $s_2$ are linearly independent for any choice $s_2 \neq s$. But then the fixed-point component of the codimension two
torus determined by \( s \) and \( r \) has a fixed-point component of \( \mathbb{CP} \) type and we again get a one-to-one mapping to corresponding edges between 2 and 3.

The argument for edges from \( i \) to itself is similar.

Clearly \( \chi(\bigcup_{i=1}^{k_0} F_i) = 2 \) holds if and only if the \( m = \frac{n}{2} \) and the graph has either one or two vertices. If \( \chi(\bigcup_{i=1}^{k_0} F_i) \geq 3 \), then all fixed-point components of codimension one tori are of \( \mathbb{CP} \) or \( \mathbb{HP} \) type. To compute the Euler characteristic of \( \bigcup_{i=1}^{k_0} F_i \), assume first that \( F_1 \) consists of a single point. We look at all codimension one tori whose fixed-point component \( N \) at \( F_1 \) is bigger. We use the number \( \mu(N) \in \{1, 2\} \) from Definition 5.1 for the multiplicity of \( N \) and the formula \( \chi(N) = \frac{\dim(N)}{2\mu(N)} + 1 \). We let \( N_1, \ldots, N_h \) denote the fixed-point components arising in this way, listed with multiplicity. Since different \( N_i \) intersect orthogonally, their dimensions add up to \( n \). Due to our choice of listing components of \( \mathbb{HP} \) type twice, we have \( n = \sum_{i=1}^{h} \frac{\dim(N_i)}{\mu(N_i)} \). Therefore

$$
\sum_{i=1}^{h} (\chi(N_i) - \chi(F_1)) = \sum_{i=1}^{h} \frac{\dim(N_i)}{2\mu(N_i)} = \frac{n}{2}.
$$

On the other hand, we can compute the sum differently. The number \( \chi(N_i) - \chi(F_1) \) is exactly the Euler characteristic of \( N_i \cap \bigcup_{j=2}^{h} F_j \). It is now easy to see that for each \( F_j \) there are exactly \( m \) numbers \( \{i_1, \ldots, i_m\} \) such that \( F_j \subseteq N_{i_u} \). These correspond to the labels of edges between 1 and \( j \). Some label might occur twice but then the corresponding component is of \( \mathbb{HP} \) type and it was listed twice. This shows

$$
\frac{n}{2} = \sum_{i=1}^{h} (\chi(N_i) - \chi(F_1)) = m \sum_{j=2}^{k_0} \chi(F_j),
$$

and the result follows.

If there is no component consisting of a single point, the argument is similar. If \( m \geq 3 \) or \( m = 1 \), one can use the fact that all the manifolds \( N_i \) that contain \( F_1 \) and another component must be of \( \mathbb{CP} \) type, since otherwise one could find a fixed-point component of a codimension two torus which is not of \( \mathbb{CP} \), \( \mathbb{HP} \), or \( S \) type for \( i = 1, \ldots, h \). Moreover, for any non-zero label of an edge from 1 to itself, the corresponding fixed-point component is of \( \mathbb{HP} \) type, and the subrepresentation is perpendicular to the tangent space of \( N_i \) for \( i = 1, \ldots, h \). Therefore, the dimensions of the components satisfy \( \sum_{i=1}^{h} (\dim(N_i) - \dim(F_1)) = n - m \dim(F_1) \). With these modifications one easily arrives at the same result. If \( m = 2 \), then there is a codimension one torus \( T^{d-1} \) whose fixed-point component is of \( \mathbb{HP} \) type. If one works with all codimension one tori inside \( T^{d-1} \) instead, one can use that all these components at \( F_1 \) are of \( \mathbb{HP} \) type.

c). Finally, we want to prove \( m \leq 2 \) if \( \dim(F_1) \geq 4 \) and \( \chi(\bigcup F_i) \geq 3 \). Assume on the contrary that \( m \geq 3 \). If \( F_1 \cong \mathbb{HP}^k \) for some \( k \geq 1 \), we consider two linearly independent weights \( r_1 \) and \( r_2 \) of edges between 1 and 2. Each of these labels occurs with multiplicity two, since the fixed-point components of the codimension one tori are of \( \mathbb{HP} \) type. But then we get a contradiction by considering the fixed-point component of the codimension two torus determined by \( r_1 \) and \( r_2 \). In the remaining case, \( F \cong \mathbb{CP}^k \).
and the assumption of the dimension implies \( k \geq 2 \). We then consider two non-zero weights \( r_1 \) and \( r_2 \) of edges from 1 to itself. The fixed-point component of the corresponding codimension two torus cannot be of \( \mathbb{C}P, \mathbb{H}P, \) or \( S \) type.

5.3. Recognizing \( \mathbb{H}P^{n/4} \). We want to prove Lemma 5.4. By the Chang-Skjelbred Lemma, we know that the one-skeleton is connected. In view of Lemma 5.3, the knowledge of the Euler characteristic then shows that the unlabeled graph assigned to the one-skeleton looks like the unlabeled graph of a torus action on a rational \( \mathbb{H}P^{n/4} \). The first major step is to recover the labels in this case. This can be seen as reproving Hsiang and Su’s result [HS75] before we know that we are on a rational \( \mathbb{H}P^{n/4} \). As before, we assume that \( F_0, \ldots, F_{k_0} \) are the fixed-point components. We let \( r^{±}_{ij} \in \mathfrak{t}^\ast \) denote the (rational) weights of the two edges between \( i \) and \( j \) for \( i \neq j \). We may assume that \( r^{±}_{ij} \) are rational multiples of the actual weights and hence that \( r^{±}_{ij} \) maps the lattice in \( \mathfrak{t} \) given by the kernel of the exponential map to a subset of \( \mathbb{Q} \). Then \( r^{±}_{ij} \) is determined up to a non-zero rational factor. We will use the notation \( \langle r^{±}_{ij} \rangle := \text{span}_\mathbb{Q}(r^{±}_{ij}, r^{±}_{ji}) \). The labels \( r^{±}_{ii} \) are only defined if \( F_i \neq pt \).

Sublemma 5.8. We can find \( \lambda^{±}_{ij} \in \mathbb{Q} \) and \( u_0, \ldots, u_{k_0} \in \mathfrak{t}^\ast \) such that \( r^{±}_{ij} = \lambda^{±}_{ij}(u_i \pm u_j) \) holds for all \( i \leq j \), after possibly switching the roles of the two weights \( r^{±}_{ij} \).

**Proof.** We remark that the statement is equivalent to showing that the set \( \{ \mathbb{Q}(u_i - u_j), \mathbb{Q}(u_i + u_j) \} \) is equal to \( \{ \mathbb{Q}(r^{±}_{ij}), \mathbb{Q}(r^{±}_{ji}) \} \). Notice also that the latter set does not change if we switch \( i \) and \( j \).

**Claim 1.** If \( \langle r^{±}_{ij} \rangle \neq \langle r^{±}_{ik} \rangle \) are both one-dimensional, then \( \langle r^{±}_{jk} \rangle \) is two-dimensional.

Consider the codimension two torus \( H \) whose Lie algebra is given by the intersections of the kernels of \( r^{±}_{ij} \) and \( r^{±}_{ik} \). By assumption, it has a fixed-point component \( N \) of \( \mathbb{H}P \) type containing \( F_i, F_j, \) and \( F_k \). Choose a point \( p_u \in F_u \), and let \( \alpha_u \in H^4(p_u \times BT^d) \cong H^4(BT^d) \) denote the restriction of a generator \( \alpha \in H^4_{\mathbb{R}^d}(N) \) for \( u = i, j, k \).

By Lemma 1.2, \( \alpha_i, \alpha_j, \) and \( \alpha_k \) are pairwise different. Furthermore, \( r^{±}_{ij} \) divides \( \alpha_i - \alpha_j \), and since it is the only linear factor in the factorization, we see \( \alpha_i - \alpha_j = c_1(r^{±}_{ij})^2 \).

Similarly, \( \alpha_i - \alpha_k = c_2(r^{±}_{ik})^2 \). We know that \( r^{±}_{jk} \) are the only linear factors of \( \alpha_k - \alpha_j = c_1(r^{±}_{ij})^2 - c_2(r^{±}_{ik})^2 \), so they are linearly independent.

From Claim 1, it follows that there is at most one \( i \) such that \( \langle r^{±}_{ij} \rangle \) is one-dimensional for all \( j \). After reordering, we may assume that \( r^{−}_{01} \) and \( r^{+}_{01} \) are linearly independent.

**Claim 2.** There is a non-zero element \( u_0 \in \mathfrak{t}^\ast \) with \( u_0 \in \langle r^{±}_{0i}, r^{±}_{0j} \rangle \) for all \( i \).

**Case 1.** If there is an \( i \geq 0 \) such that \( r^{±}_{0i} \) are linearly dependent, we argue as follows. Here \( i = 0 \) is only allowed if \( F_0 \) is not a point. We choose \( u_0 \) with \( r^{±}_{0i} \in \mathbb{Q}u_0 \) and consider the fixed-point set of the codimension one torus \( T^{d−1} \) determined by \( u_0 \). It is then easy to see that, for each \( j \), the isotropy representations corresponding to \( r^{±}_{0j} \) must be rationally equivalent when restricted to \( T^{d−1} \). In fact, otherwise there would be a fixed-point component of a codimension two torus whose reduced graph only has one connection from 0 to \( j \) but two connections from 0 to \( i \), contradicting
Lemma 5.2. Therefore, it follows that \( u_0 \) is contained in \( \langle r_{0i}^\pm \rangle \) whenever the two vectors are linearly independent. Hence, it suffices to rule out that there a \( k \) such that \( \langle r_{0k}^\pm \rangle \) is one-dimensional but not equal to \( \mathbb{Q}u_0 \). But otherwise, \( \langle u_0, r_{0k}^\pm \rangle \) would be equal to \( \langle r_{0j}^\pm \rangle \) whenever the latter space is two-dimensional. Therefore, all weights at \( F_0 \) would lie in the two-dimensional subspace \( \langle r_{0i}^\pm \rangle \), contradicting the assumption \( d \geq 4 \).

Case 2. If \( r_{0i}^\pm \) are linearly independent for all \( i \), then after reordering we can assume that \( \langle r_{0i}^\pm \rangle \neq \langle r_{01}^\pm \rangle \). Since we may switch the roles of the two elements \( r_{12}^\pm \), we may assume \( r_{12}^- \) is in \( \langle r_{01}^+, r_{02}^- \rangle \) and \( \langle r_{01}^+, r_{02}^- \rangle \). In particular, \( r_{01}^-, r_{01}^+, r_{02}^+, \) and \( r_{02}^- \) are linearly dependent, and we find a non-zero \( u_0 \in \langle r_{0j}^\pm \rangle \cap \langle r_{0i}^\pm \rangle \). Since \( d \geq 4 \), we can next assume that \( \langle r_{03}^\pm \rangle \not\subseteq \langle r_{01}^-, r_{01}^+, r_{02}^+, r_{02}^- \rangle \). By the same reasoning, there are non-zero elements \( v_0 \in \langle r_{01}^\pm \rangle \cap \langle r_{03}^\pm \rangle \) and \( w_0 \in \langle r_{02}^\pm \rangle \cap \langle r_{03}^\pm \rangle \). By our choice, the intersection \( \langle r_{03}^\pm \rangle \cap \langle r_{01}^+, r_{02}^+, r_{02}^- \rangle \) is one-dimensional as well and thus \( u_0, v_0, \) and \( w_0 \) are multiples of each other. The claim now follows since, for any \( i \), we can put \( \langle r_{0i}^\pm \rangle \) in place of \( \langle r_{0j}^\pm \rangle \) for some \( j \in \{1, 2, 3\} \).

We have proved Claim 2. If \( r_{0i}^\pm \) are linearly independent, then \( r_{0i}^\pm \not\subseteq \mathbb{Q}u_0 \). In fact, otherwise, we could choose some \( r_{0k}^\pm \) such that \( r_{0i}^\pm \) and \( r_{0k}^\pm \) are linearly independent and pass to the reduced graph determined by the weights \( u_0 \) and \( r_{0k}^\pm \). From the above claim, it follows that the two edges between \( 0 \) and \( k \) remain part of the reduced graph while there is only one edge between \( 0 \) and \( i \).

Thus after a rescaling of \( r_{0i}^+ \) and \( r_{0i}^- \), we can assume \( 2u_0 = r_{0i}^+ + r_{0i}^- \). We now choose \( u_1, \ldots, u_k \in \mathbb{R}^* \) such that \( r_{0i}^\pm = u_0 \pm u_i \). Once we fix \( u_0 \), the element \( u_i \) is uniquely determined for all \( i \) for which \( \langle r_{0i}^+ \rangle \) is two-dimensional. If \( r_{0i}^\pm \in \mathbb{Q}u_0 \), then we can still adjust the scaling of \( u_i \). The sublemma follows from the following

Claim 3. After rescaling and possibly switching the roles of \( r_{ij}^+ \) and \( r_{ij}^- \), we must have \( r_{ij}^+ = u_i + u_j \) and \( r_{ij}^- = u_i - u_j \) for all \( i < j \).

For the rescaling, we have included the possibility of adjusting the scaling of those elements \( u_i \) with \( u_i \in \mathbb{Q}u_0 \) and \( i > 0 \). The combination of Claim 2 and Claim 3 implies that \( r_{ij}^\pm = u_j \pm u_j \) holds after rescaling as well when \( F_j \) is not a point.

Case 1. If \( u_i, u_j, \) and \( u_0 \) are linearly independent, then \( \{ \mathbb{Q}r_{ij}^\pm \} \cap \{ \mathbb{Q}r_{0i}^\pm \} = \emptyset \) because otherwise we would get a contradiction to \( \{ \mathbb{Q}r_{0j}^\pm \} \cap \{ \mathbb{Q}r_{0i}^\pm \} = \emptyset \) by looking at the fixed-point set of a codimension one torus. After possibly switching the roles of \( r_{ij}^\pm \) and adjusting the scaling, we can find \( \lambda_\pm \neq 0 \) with

\[
\lambda_{ij} = u_0 + u_i + \lambda_\pm (u_0 \mp u_j).
\]

On the other hand, we can also find \( \mu_\pm \) and \( \nu_\pm \) with

\[
r_{ij}^\pm = \mu_\pm (u_0 - u_i) + \nu_\pm (u_0 \pm u_j).
\]

This gives

\[
0 = (1 \pm \lambda_+ - \mu_+ - \nu_+) u_0 + (1 + \mu_+) u_i - (\lambda_+ + \nu_+) u_j
\]

\[
0 = (1 + \lambda_- - \mu_- - \nu_-) u_0 + (1 + \mu_) u_i + (\lambda_- + \nu_-) u_j
\]

Since \( u_0, u_i, \) and \( u_j \) are linearly independent, we see \( \mu_\pm = -1 = \lambda_\pm = -\nu_\pm \).
Case 2. If $u_0$, $u_i$, and $u_j$ are pairwise linearly independent but not linearly independent, then we choose some $k$ such that $u_i$, $u_j$, and $u_k$ are linearly independent. By the assumption in this case, we have that $u_0$, $u_i$, and $u_k$ are linearly independent and likewise for $u_0$, $u_j$, and $u_k$. By the previous case we know after rescaling that $r^+_{ik} = u_i \pm u_k$ and $r^-_{jk} = u_j \pm u_k$. Arguing now in the triangle $(k, i, j)$ with $0$ replaced by $k$, we again can apply the previous calculation to get the claimed result.

Case 3. Suppose that $u_i$ is a multiple of $u_0$. Recall that we are free to adjust the scaling of $u_i$ once in this case. We use this flexibility to get the claimed equation for one $j$. If, for all $j$, we get that the equation holds with $u_i = 0$, then we are done. Otherwise, we choose $j$ with $u_j \notin \mathbb{Q}u_0$ such that the equation $r^+_{ij} = u_i \pm u_j$ holds with $u_i \neq 0$. We then get the equation for all $k$ with $u_k \notin \langle u_i, u_j \rangle$ by looking at the triangle $(i, j, k)$. Of course this requires no further modification of $u_i$. Then in turn we can switch the roles of $j$ and $k$ and get the equation for all $l$ with $u_l \notin \langle u_i, u_k \rangle$. Thus we have $r^+_{ij} = u_i \pm u_j$ for all $j$ with $u_j \notin \mathbb{Q} \cdot u_0$. In the remaining case where $u_j, u_i \in \mathbb{Q}u_0$, we just need to rule out $u_i = \pm u_j$, which will be done below.

Case 4. If $u_i$ is a multiple of $u_j$ and $u_i \notin \mathbb{Q} \cdot u_0$, then we show that $r^+_{ij}$ and $r^-_{ij}$ are multiples of $u_j$. The claim follows unless $u_i = \pm u_j$, a possibility which is ruled out later. We choose $k$ such that $u_0$, $u_j$, and $u_k$ are linearly independent. By Case 1, $r^+_{ik} = u_i \pm u_k$ and $r^-_{jk} = u_j \pm u_k$ holds after rescaling. Now the claim follows from

$$r^\pm_{ij} \in \langle r^\pm_{jk}, r^\pm_{ik} \rangle \cap \langle r^\pm_{0i}, r^\pm_{0j} \rangle = \langle u_j, u_k \rangle \cap \langle u_0, u_j \rangle = \mathbb{Q}u_j.$$

To finish the proof of Claim 3, we must also show $u_i \neq \pm u_j$ for $i \neq j$. This does not follow from the above proof since, in the case $u_i \notin \mathbb{Q}u_j$, we have only shown that the weights $r^\pm_{ij}$ are multiples of $u_j$. First, note that $u_i = u_j = 0$ was ruled out by Claim 1. Assume now on the contrary that $u_i = \pm u_j \neq 0$ for some $i \neq j$. We choose $u_k$ linearly independent to $u_i$ and consider the codimension two torus $C$ determined by $u_i$ and $u_k$. It follows that $F_i$, $F_j$, and $F_k$ are contained in the same fixed-point component $N = N_{ik}$ of $C$ and that $N$ is of $\mathbb{H}P$ type. We choose $\alpha \in H_4^{T_d}(N)$ projecting to a generator of $H^4(N)$. Let $p_u \in F_u$, and let $\alpha_u \in H^4(BT^d)$ be the image of $\alpha$ in $H_4^{T_d}(p_u) \cong H^*(BT^d)$ for $u = i, j, k$. By Lemma 4.12, $\alpha_i$, $\alpha_j$, and $\alpha_k$ are pairwise distinct. Furthermore, it follows that $\alpha_i - \alpha_k$ and $\alpha_j - \alpha_k$ must be divisible by $(u_i^2 - u_k^2)$. Similarly, $\alpha_i - \alpha_j$ must be divisible by $u_i$. This is clearly not possible. □

Sublemma 5.9. We choose points $p_i \in F_i$ for $i = 0, \ldots, k_0$ and view $u_0, \ldots, u_{k_0} \in \mathfrak{t}^*$ from Sublemma 5.8 as elements in $H^2(BT^d)$. There exists $\alpha \in H_4^{T_d}(M)$ whose image in $H_4^{T_d}(\{p_0, \ldots, p_{k_0}\}) \cong H^4(BT^d)_{k_0+1}$ is given by $(u_0^2, \ldots, u_{k_0}^2)$ and has the property that $\alpha^0, \ldots, \alpha^{n/4}$ is a basis the $H^*(BT^d)$-module $H_4^{T_d}(M)$.

Lemma 5.10 follows from the sublemma since $\alpha^i$ cannot be in the kernel of the natural map $H_4^{T_d}(M) \to H^*(M)$ for $i = 0, \ldots, n/4$. 
Proof.

Step 1. Let $N$ be a fixed-point component of a subtorus codimension at most two. Suppose $N \cap \{p_0, \ldots, p_k\} = \{p_{i_0}, \ldots, p_{i_b}\}$ with $0 \leq i_0 < \cdots < i_b$ and $b \geq 1$.

(i) There exists $\beta \in H^4_{T_d}(N)$ whose pullback to $H^4_{T_d}(p_{i_j})$ is given by $u^2_{i_j}$ for all $j$.

(ii) If $N$ is of $\mathbb{HP}$ type or $b \geq 2$, then $\beta$ is unique.

(iii) If $N$ is of $\mathbb{CP}$ type, then one can arrange for $\beta = \gamma^2$ with $\gamma \in H^2_{T_d}(N)$ and $\gamma$ is unique up to sign.

(iv) If $F_{i_j} \neq \{p_{i_j}\}$ with $j \leq b$, there is a unique $\beta$ whose restriction to $F_{i_j} \times BT^d$ equals $u^2_{i_j} + u_{i_j}x + y$ with respect to the K"unneth formula, where $x \in H^2(F_{i_j})$ and $y \in H^4(F_{i_j})$. If $N$ is of $\mathbb{CP}$ type, then this is the solution from (iii).

After a permutation we may assume $i_j = j$ for $j = 0, \ldots, b$.

Case 1. If $N$ is of $\mathbb{HP}$ type, then the uniqueness is obvious since, by Lemma 1.2 a), the pullback map $H^4_{T_d}(N) \to H^4_{T_d}(\{p_0, p_1\})$ is injective. For the existence, we may assume that the action of $T^d$ on $N$ has a kernel of codimension two.

After an additional permutation, $u_0$ and $u_1$ are linearly independent, and it is easy to see that there is a unique element $\beta \in H^4_{T_d}(N)$ whose restriction $\beta_i$ to $p_i \times BT^d$ is given by $u^2_i$ for $i = 0, 1$. We have to check that the equation remains valid automatically for $i = 2, \ldots, b$. We prove this for $i = 2$. Since $\beta_2 - \beta_0$ is divisible by $u_0 \pm u_2$ and has no other linear factors, we see that $\beta_2 = u^2_0 + c(u^2_0 - u^2_2)$. Similarly, we deduce $\beta_2 = u^2_1 + d(u^2_1 - u^2_2)$. If $u_0, u_1$, and $u_2$ are pairwise linearly independent, then the quadratic polynomials $u^2_0, u^2_1, u^2_2$ are linearly independent. By comparison it follows that $\beta_2 = u^2_2$. In the remaining case, we may assume that $u_2$ is a multiple of $u_0$. But then we still get $d = -1$ and thus the result.

It remains to check that this solution also satisfies (iv). If $F_j$ is of $\mathbb{HP}$ type, then $H^2(F_j) = 0$ and (iv) is satisfied. If $F_j \cong \mathbb{CP}^{n_j}$ with $n_j > 0$, we let $u^2_j + tx + y$ denote the restriction of $\beta$ to $H^4_{T_d}(F_j)$. We need to prove that $t$ is a multiple of $u_j$. Notice that $tx + y$ only changes by a factor if we replace $\beta$ by another lift of a generator of $H^4(N)$. Let $L \subseteq N$ denote the fixed-point component of $\mathbb{HP}$ type of the codimension one torus $R$ determined by the non-zero weight $r^+_{i,j} = 2u_j$ of the edge from $j$ to itself. As before, $H^4_{r^{+}_{i,j}}(L)$ injects into $H^4_{T_d}(L)$, and we can find $\varphi \in H^4(BT^d)$ such that the restriction of $\beta + \varphi$ to $H^4_{T_d}(L)$ lies in the image of this map. This in turn shows that the pullback of $\beta + \varphi$ to $H^4_{T_d}(F)$ lies in $H^4_{r^{+}_{i,j}}(F_j)$ and thus $t \in \mathbb{Q}u_j$ as claimed.

Case 2. If $N$ is of $\mathbb{CP}$ type, we first look at the reduced graph of $N$. For any $0 \leq i < j \leq b$ there is precisely one edge between $i$ and $j$ in the reduced graph, and it has the label $u_i - u_j$ or $u_i + u_j$. Since it cannot contain both, the elements $u_0, \ldots, u_b$ must be pairwise linearly independent. The elements $u_0, \ldots, u_{k_0}$ from Sublemma 5.8 are only determined up to sign, so we may assume that the $(u_0 - u_i)$-edge is part of the reduced graph for all $i = 1, \ldots, b$. But then the reduced graph must also contain the $(u_i - u_j)$-edges for $i < j \leq b$.

We next prove the various uniqueness statements. Suppose we have found a solution $\beta = \gamma^2$ as in (iii). We let $\gamma_i$ denote the pullback to $H^2_{T_d}(p_i)$. Then $\gamma_j = \pm u_j$ and $\gamma_1 - \gamma_0$ must be a multiple of $u_1 - u_0$. Thus we see that $(\gamma_0, \gamma_1) = \pm (u_0, u_1)$. Since the kernel
$H^2_{\mathbb{T}^d}(N) \to H^2_{\mathbb{T}^d}(\{p_0, p_1\})$ is trivial, this shows that $\gamma$ is unique up to sign. If we are in the situation of (iv), we can permute indices and assume $j = 0$. The restriction of $\beta$ to $F_0 \times BT^d$ is then given by $(\gamma_0 + t)^2$ with $\gamma_0 \in H^2(F_0)$ and $t \in H^2(BT^d)$. Moreover, we must have $t^2 = u_0^2$, which implies $t = \pm u_0$, and hence the pullback of $\beta$ has indeed a decomposition as in (iv). To see that this composition in turn characterizes $\beta$ itself we observe that the kernel of $H^4_{\mathbb{T}^d}(N) \to H^4_{\mathbb{T}^d}(\{p_0, p_1\})$ is the one-dimensional space generated by $\eta := (\gamma - u_0)(\gamma - u_1)$. Since $u_0$ and $u_1$ are linearly independent, it is easy to see that the Künneth decomposition of the pullback of $\beta + c\eta$ has no longer the form of (iv) for any non-zero $c \in \mathbb{Q}$. Finally, if $b \geq 2$, then $\beta$ is unique since it is straightforward to show that the kernel of $H^4_{\mathbb{T}^d}(N) \to H^4_{\mathbb{T}^d}(\{p_0, p_1, p_2\})$ is trivial.

To establish existence, we may assume that the induced action of $T^d$ on $N$ has a kernel of codimension two. Indeed, if the kernel has codimension one, we can find a larger fixed-point component that is still of $\mathbb{C}P$ type, and the solution in the smaller component is then obtained from the solution in the larger one by restriction. Let $\gamma \in H^2_{\mathbb{T}^d}(N)$ be a lift of a generator of $H^2(N)$. We continue to denote by $\gamma_i$ the restriction of $\gamma$ to $p_i \times BT^d$. From the knowledge of the reduced graph, we have $\gamma_i - \gamma_j = a_{ij}(u_i - u_j)$ for $0 \leq i < j \leq b$ with $a_{ij} \in \mathbb{Q} \setminus \{0\}$. After rescaling and adding an element of $H^2(BT^d)$ to $\gamma$, we can assume that $\gamma_0 = u_0$ and $\gamma_1 = u_1$ holds. We claim that $\gamma_i = u_i$ holds automatically for $i = 2, \ldots, b$. In fact,

$$\gamma_i = u_0 + q_{i0}(u_i - u_0) = u_1 + q_{i1}(u_i - u_1) \quad \text{gives}$$

$$(q_{i0} - q_{i1})r_{i0}^- = (1 - q_{i1})r_{i0}^+.$$

If $r_{i0}^-$ and $r_{i0}^+$ are linearly independent, then $q_{i1} = 1 = q_{i0}$ follows. We may assume that $r_{i0}^-$ and $r_{i0}^+$ are indeed linearly independent. To prove the statement for $j \leq b$ with $r_{i0}^- \in \mathbb{Q}r_{i0}^+$, one then just repeats the above argument with $r_{i0}^-$ replaced by $r_{i0}^+$.

We have established Step 1. Let $N_{ij}^\pm$ be the fixed-point component at $F_i$ of the torus whose Lie algebra is given by the kernel of $r_{ij}^\pm$. The cohomological image of the one-skeleton is clearly contained in the image of the map $h_{ij}^\pm : H^2_{\mathbb{T}^d}(F \cup N_{ij}^\pm) \to H^2_{\mathbb{T}^d}(F)$. Using the Mayer-Vietoris sequence, one checks that the image of the cohomology of the one-skeleton is given by the intersection of the images of all these maps. By the Chang-Skjelbred Lemma, the first statement of the sublemma therefore follows from

**Step 2.** Let $j_v \neq i$ and $\sigma_v \in \{\pm\}$, and choose $\beta_v \in H^4_{\mathbb{T}^d}(N_{ij}^{\sigma_v})$ as in Step 1 (i). In addition, we demand that $\beta_v$ is a square if $N_{ij}^{\sigma_v}$ is of $\mathbb{C}P$ type for $v = 1, 2$. Then $\beta_1$ and $\beta_2$ pull back to the same element $\zeta_i \in H^4_{\mathbb{T}^d}(F_i)$. Moreover, if $F_i \cong \mathbb{C}P^{n_i}$, with $n_i > 0$, then $\zeta_i$ is also in the image of $H^4_{\mathbb{T}^d}(N_i^{\pm})$.

If $F_i$ is a point, there is nothing to prove. We consider a fixed-point component $N$ of a codimension two torus that contains the two submanifolds $N_v := N_{ij}^{\sigma_v} (v = 1, 2)$. By Step 1, there is a unique element $\beta \in H^4_{\mathbb{T}^d}(N)$ that satisfies the conclusion of (iv). In particular, the restriction of $\beta$ to $F_i \times BT^d$ is of the form $u_i^2 + x_i u_i + y_i \in H^4(F_i \times BT^d)$ with $x_i \in H^2(F_i)$ and $y_i \in H^4(F_i)$. The pullback $\check{\beta}_v$ of $\beta$ to $H^4(N_v)$ is the unique solution satisfying the conclusion of Step 1 (iv) for the submanifold $N_v$ for $v = 1, 2$. In fact,
But this implies $\hat{\beta}_v = \beta_v$. Clearly the claim follows. If we choose $j_1 = j_2 \neq i$, $\sigma_1 = -$, and $\sigma_2 = +$, then $N$ contains $N_i^+$, and therefore $\zeta_i$ is also in the image of $H^*_\Gamma(M^+)$.

Since the map $H^*_\Gamma(M) \to H^*_\Gamma(F)$ is injective, the sublemma follows if we show

**Step 3.** By Step 2 and the remark before that, we can choose $\alpha \in H^4_{\Gamma}(M^n)$ whose cohomological image in $\{p_0, \ldots, p_{k_0}\} \times BT^d$ is given by $(u^2_0, \ldots, u^2_{k_0})$. We let $\hat{\alpha}$ denote the image of $\alpha$ in $H^4(F \times BT^d)$. Then the image of $H^*_\Gamma(M)$ in $H^*(F \times BT^d)$ is the free $H^*(BT^d)$-module with the basis $\hat{\alpha}^0, \ldots, \hat{\alpha}^{n/4}$.

To prove Step 3, first notice that it suffices to prove that $\hat{\alpha}^0, \ldots, \hat{\alpha}^{n/4}$ are linearly independent over $H^*(BT^d)$. In fact, once this is established, the image has the same dimension as the module generated by $\hat{\alpha}^0, \ldots, \hat{\alpha}^{n/4}$. If the image would be strictly bigger, then it would be generated as $H^*(BT^d)$-module by elements of degree $< n$, but this is impossible. To prove linear independence we first treat a special case.

**Case 1.** The fixed-point set is discrete. Then $k_0 = n/4$, and the result follows from the knowledge of the determinant of the following Vandermonde matrix

$$
\det \begin{pmatrix}
1 & \cdots & 1 \\
p^2_0 & \cdots & p^{2}_{n/4} \\
\vdots & \vdots & \vdots \\
p^{2}_{0} & \cdots & p^{2}_{n/4}
\end{pmatrix} = \prod_{0 \leq i < j \leq n/4} (p^2_i - p^2_j) \neq 0
$$

**Case 2.** We now consider the general case. We start the other way around and first check that the relevant matrix has a non-zero determinant, before we explain why exactly this matrix is the correct one.

Let $\beta_0, \ldots, \beta_{n/4} \in H^*(BT^d)$, and consider again the Vandermonde determinant

$$
(5.1) \quad \det(A) := \det \begin{pmatrix}
1 & \cdots & 1 \\
\beta_0 & \cdots & \beta_{n/4} \\
\vdots & \vdots & \vdots \\
\beta_0 & \cdots & \beta_{n/4}
\end{pmatrix} = \prod_{0 \leq p < q \leq n/4} (\beta_p - \beta_q).
$$

We eventually evaluate at $\beta_0 = \cdots = \beta_{n_0} = u_0^2$, $\cdots$, $\beta_{n/4 - n_0} = \cdots = \beta_{n/4} = u_{k_0}^2$. In other words, the value $u_i^2$ is attained exactly $n_i + 1$ times, the total Betti number of $F_i$, where $i = 0, \ldots, k_0$. We will have $\sum_{i=0}^{k_0} (n_i + 1) = n/4 + 1$. But before we evaluate at these values, we differentiate both sides of $(5.1)$ $h_q$ times with respect to the variable $\beta_q$, where $h_q$ is the the order of the set $\{p \mid p < q, \beta_p = \beta_q\}$. The result equals

$$
\frac{d}{d\beta_1} \cdots \frac{d^{n_0}}{d\beta^{n_0}_{n_0}} \cdots \frac{d}{d\beta_{n/4 - n_0 + 1}} \cdots \frac{d^{n_{k_0}}}{d\beta^{n_{k_0}}_{n/4}} \det(A) = C \cdot \prod_{0 \leq i < j \leq n_0} (u_i^2 - u_j^2)^{(n_i + 1)(n_j + 1)}
$$

where $C = \prod_{i=0}^{k_0} \prod_{q=1}^{n_i} (-1)^q q!$. Hence, the result is non-zero.

On the other hand, using multilinearity of the determinant, we can differentiate each of the columns separately before we take the determinant. This way, we end up
essentially with the relevant matrix. To get exactly to the relevant matrix, one has to multiply a column that was differentiated $k$ times with $\frac{1}{n!}$.

We let $\alpha_i \in H^4(\mathbb{F}_l \times BT^d)$ be the image of $\alpha$. We put $\gamma_i = \alpha_i - u_i^2 = x_i l_i + y_i$ where $x_i \in H^2(F_i), l_i \in H^2(BT^d)$, and $y_i \in H^4(F_i)$. Since the image of $\alpha$ always factors through the image of some fixed-point component of $\mathbb{H}P$ type, it follows that $x_i \cdot l_i \neq 0$ if $F_i \cong \mathbb{C}P^n$ and that $y_i \neq 0$ if $F_i \cong \mathbb{H}P^n$ with $n_i > 0$. In either case, $\gamma_i \sim \ldots \sim \gamma_i^{n_i}$ are linearly independent over $H^*(BT^d)$. Clearly $\gamma_0^0, \ldots, \gamma_{0}^{n_0}, \ldots, \gamma_{k_0}^{0}, \ldots, \gamma_{k_0}^{n_{k_0}}$ generate a free $H^*(BT^d)$-module of dimension $n/4 + 1$. Moreover, $\gamma_i^{n_i+1} = 0$. It is now easy to determine the matrix representing the linear map that sends this basis to $\hat{a}^0, \ldots, \hat{a}^{n/4}$. It is obtained from the following non-square matrices

$$
\begin{pmatrix}
1 & 0 & \cdots & 0 \\
u_i^2 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
u_i^{n_i/2} & (n_i/2) & \ldots & (n_i/2) u_i^{n_i/2} & \ldots & (n_i/2) u_i^{n_i/2} \\
\end{pmatrix}
$$

for $i = 0, \ldots, k_0$

by putting their columns together into a square matrix. However, this is exactly the matrix described initially, and thus the claim follows.

5.4. Recognizing $\mathbb{C}P^{n/2}$. We want to prove Lemma [5.5]. Most of the proof is the same as in the previous subsection. We only describe the differences. As before, let $F_0, \ldots, F_{k_0}$ denote the fixed-point components. The graph of the one-skeleton is just the one-skeleton of a $k_0$-dimensional simplex with the twist that there is an additional edge from $i$ to itself with label 0 whenever $F_i$ is not a point. The isotropy representation corresponding to each edge is, up to rational equivalence, determined by one homomorphism $r_{ij} \in \mathfrak{t}^*$.  

**Claim.** There are $u_0, \ldots, u_{k_0} \in \mathfrak{t}^*$ such that $r_{ij} = u_i - u_j$ holds after rescaling.

We choose $u_0 = 0$ and put initially $u_i = -r_{0i}$. Now we can rescale $u_i$ and $r_{ij}$ for all $i \geq 2$ such that we have $r_{1i} = u_i - u_1$. This determines $u_i$ unless $u_i$ and $u_1$ are linearly dependent. We claim that the equation then follows for all $ij$ after scaling $r_{ij}$ and possibly adjusting the scaling of those $u_i$ contained in $\mathbb{Q}u_1$. To see this for $r_{23}$, we look at the simplex $(0, 1, 2, 3)$. We know that $r_{23}$ is in the span of $u_2$ and $u_3$, as well as in the span of $u_1 - u_2$ and $u_1 - u_3$. If $u_1, u_2,$ and $u_3$ are linearly independent, we deduce $r_{23} = \lambda(u_2 - u_3)$, as claimed.

If $u_1, u_2,$ and $u_3$ are pairwise independent but not independent, the result follows similarly to the previous section by choosing $u_k \notin \langle u_1, u_2 \rangle$ and then arguing in the simplex $(0, 2, 3, k)$ where we already know the equation for all but one of the edges.

If $u_1$ and $u_2$ are linearly dependent, one first adjusts the scaling of $u_2$ to get the equation $r_{2k} = u_2 - u_k$ for one $k$ with $u_k \notin \mathbb{Q}u_0$. To get it for all other $l$, one argues in the $(0, 2, k, l)$ simplex.

This proves the above claim, and it is then not hard to see that the element $(u_0, \ldots, u_{k_0}) \in H^2(\{p_0, \ldots, p_{k_0}\} \times BT^d)$ is in the cohomological image of the one-skeleton. The rest of the proof is then the same as before.
5.5. **Proof of Theorem C under the assumptions of b).** In even dimensions, Theorem C under the assumptions of b) follows from

**Theorem 5.10.** Let $M^n$ be a connected, oriented, closed manifold with a smooth, effective $\mathbb{T}^d$-action with $d \geq 4$. Suppose that the odd Betti numbers of $M^n$ vanish. If every fixed-point component of every subtorus with codimension at most two is a rational $\mathbb{CP}^h$, $\mathbb{HP}^h$, or $\mathbb{S}^{2h}$ for some $h \geq 0$, then $\chi(M^n) = \frac{n}{2m} + 1$ for some $m \geq 1$.

Moreover, if $m \in \{1, 2, \frac{4}{3}\}$ or $(m, n) = (4, 16)$, then $H^*(M; \mathbb{Q}) \cong H^*(\bar{M}; \mathbb{Q})$ for some $\bar{M} \in \{\mathbb{S}^n, \mathbb{CP}^2, \mathbb{HP}^2, \mathbb{CaP}^2\}$.

By the Chang-Skjelbred Lemma, the one-skeleton of $M^n$ is connected. Since the Euler characteristic of $M^n$ coincides with Euler characteristic of its fixed-point set, the formula for the Euler characteristic follows from Lemma 5.3. Now if $m \in \{1, 2\}$, we can use Lemma 5.5 and Lemma 5.4 to recover the rational cohomology. If $m = \frac{4}{3}$, the total Betti number of $M^n$ is 2, which implies that it is a rational homology sphere. Finally, in the case of $(m, n) = (4, 16)$, the total Betti number is three, and Poincaré duality implies that the rational cohomology is that of $\mathbb{CaP}^2$.

5.6. **Proof of Theorem C in odd dimensions.**

**Lemma 5.11.** Suppose $\mathbb{T}^\ell$ acts on an odd-dimensional, orientable, closed manifold $M^n$ with $H^i(M) = 0$ for all odd $i \leq \frac{n-1}{2}$. Then $H^*_\mathbb{T}^{\ell}(M) \to H^*(M)$ is surjective in even degrees. Moreover, $H^*_{T^{\ell}}(M)$ does not contain any $H^*(BT^{\ell})$-torsion, that is, for non-zero elements $x \in H^*_{T^{\ell}}(M)$ and $t \in H^*(BT^{\ell})$ we have $xt \neq 0$. In particular, if $S^1$ acts almost freely, then $H^*_{S^1}(M)$ has vanishing odd Betti numbers.

**Proof of Lemma 5.11.** Up to degree $n/2$, the Betti numbers of $H^*_{T^{\ell}}(M)$ are equal to the Betti numbers of the product $BT^{\ell} \times M$. Thus the map $H^*_{T^{\ell}}(M) \to H^*(M)$ is surjective in even degrees. If $\ell = 1$, we look at the Gysin sequence

$$
\cdots \to H^k_{S^1}(M) \xrightarrow{j_*} H^k_{S^1}(M) \xrightarrow{i^*} H^k(M) \xrightarrow{G_*} H^k_{S^1}(M) \to \cdots
$$

Since $j^*$ is surjective in even degrees, the Gysin homomorphism is zero in even degrees. Hence, cupping with the Euler class is injective in all odd degrees. In other words, all $H^*(BS^1)$-torsion is in even degrees. This proves the lemma if $\ell = 1$. For larger $\ell$, we rule out torsion elements of odd degree by contradiction and induction on $\ell$. If $x \in H^k_{T^{\ell}}(M)$ is a non-zero torsion element with minimal odd $k$, and if $t \in H^*(BT^{\ell}) \setminus \{0\}$ is such that $xt = 0$, then we can find $T^{\ell-1}$ such that the pullback of $t$ to $H^*(BT^{\ell-1})$ is non-zero. We can use the Gysin sequence

$$
H^{k-2}_{T^{\ell}}(M) \to H^k_{T^{\ell}}(M) \xrightarrow{p^*} H^k_{T^{\ell-1}}(M)
$$

and the minimality of our choice of $k$ to see that $p^*(x) \neq 0$ – a contradiction to our induction assumption. \(\square\)

In view of Lemma 5.11, Theorem C follows in odd dimensions from the following:
Theorem 5.12. Assume that a torus $T^d$ acts effectively on an odd-dimensional, simply connected, closed manifold $M^n$ such that any fixed-point component of any codimension three torus in $T^d$ is a rational sphere. If $H^*_T(M) \to H^*(M)$ is surjective in even degrees, then $M^n$ is a rational sphere.

Proof. We choose $S^1 \subseteq T^2 \subseteq T^3 \subseteq T^d$ such that $S^1$ has the same fixed-point set as $T^d$ and $T^{d+1}$ has the same $i$-skeleton as $T^d$ for $i = 1, 2$. Our first claim is already valid if fixed-point components of any codimension one (rather than three) torus are spheres.

Step 1. If $T^d$ has $q$ fixed-point components, then $H^{odd}_T(M)$ is a free $H^*(BT^2)$-module with a basis $b_1, \ldots, b_q \in H^{odd}_{T^2}(M)$.

We argue by contradiction. We let $F$ denote the fixed-point set of $T^d$. We claim that $H^j_{T^2}(M \setminus F) \neq 0$ holds for infinitely many odd $j$.

Consider the long exact sequence in equivariant cohomology of the pair $(M, M \setminus F)$:

$$H^k_{T^2}(M, M \setminus F) \to H^k_{T^2}(M) \to H^k_{T^2}(M \setminus F).$$

Since $S^1$ acts almost freely on $M \setminus F$, the quotient $P = (M \setminus F)/S^1$ is an $(n-1)$-dimensional orbifold. As the natural map $(M \setminus F) \times S^1 ES^1 \to P$ is a rational homotopy equivalence, we have $H^*_{T^2}(M \setminus F) \cong H^*_{T^2/S^1}(P)$. This implies that $H^*_{T^2}(M \setminus F)$ is generated as a $H^*(BT^2)$-module in degrees $< n$. Using that the components of $F$ are rational spheres, it follows by excision and the Thom isomorphism that $H^{2k+1}_{T^2}(M, M \setminus F) = 0$ for $2k+1 < n$ and that $H^n_{T^2}(M, M \setminus F) \cong \mathbb{Q}^q$. Notice that $q$ then corresponds to the total odd Betti number of $F$. By Lemma 1.11 the map $H^{odd}_T(M, M \setminus F) \to H^{odd}_T(M)$ is injective. Its image is a free module generated by $q$ elements of degree $n$. Since we argue by contradiction, the map is not surjective, and by the proof of Lemma 5.11 $H^{odd}_T(M)$ is torsion-free. Thus we can find elements $b_1, \ldots, b_q \in H^{odd}_{T^2}(M)$ that are linearly independent over $H^*(BT^2)$ and satisfy $\deg(b_i) \leq n$ and $\deg(b_i) \leq n-2$. Therefore, the image of $H^{odd}_{T^2}(M, M \setminus F)$ has infinite codimension as a vector subspace of $H^{odd}_{T^2}(M)$, and the claim follows.

We deduce that $H^{odd}_{T^2/S^1}(P)$ is non-zero in arbitrarily large odd degrees. This implies that the circle action of $T^2/S^1$ on $P$ has a fixed-point component $L \subseteq P$ with a non-trivial odd Betti number. Our choice of $T^2$ implies that $L$ is also a fixed-point component of the induced $(T^d/S^1)$-action on $P$. We choose a fixed-point component $\hat{L} \subseteq M$ of a $(d-1)$-dimensional subtorus in $T^d$ such that $L$ is the projection of $\hat{L} \setminus F$.

By assumption, $\hat{L}$ is a sphere and $F \cap \hat{L}$ is either empty or a sphere, too. This implies that $\hat{L} \setminus F$ has the cohomology of a rational sphere as well. Thus $L = (\hat{L} \setminus F)/S^1$ has the rational cohomology of a complex projective space – a contradiction, as $L$ has non-vanishing odd Betti numbers.

Step 2. Let $S \subseteq M$ denote the one-skeleton of the action. Then all odd Betti numbers of $H^*_T(M \setminus S)$ vanish.

Notice that the action on $T^2$ on $M \setminus S$ is almost free, and the natural projection $(M \setminus S) \times_{T^2} ET^2 \to Q := (M \setminus S)/T^2$ induces an isomorphism on cohomology. Thus the claim implies that all odd Betti numbers of the orbifold $Q$ vanish.
To prove Step 2, first observe that $H^*_T(M, M \setminus F) \to H^*_T(M)$ is injective in all degrees and, by Step 1 (and its proof), surjective in all odd degrees. By the long exact sequence in equivariant cohomology of the pair $(M, M \setminus F)$, we deduce that $H^*_T(M \setminus F)$ has vanishing odd Betti numbers. Next note that $E = S \setminus F \subseteq M \setminus F$ is a disjoint union of submanifolds. Looking now at the long exact sequence for the pair $(M \setminus F, M \setminus S)$, Lemma \ref{lemma1.11} implies that $H^*_T(M \setminus F, M \setminus S)$ injects into $H^*_T(M \setminus F)$. The statement follows.

**Step 3.** The two-skeleton of the action is connected. If the fixed-point set $F$ is not empty, then it and the one-skeleton are connected as well.

As explained after Step 2, the orbifold $Q = (M \setminus S)/T^2$ has vanishing odd Betti numbers. The fixed-point set of the $(T^d/T^2)$-action on $Q$ is the image of the two-skeleton of $M \setminus S$ in $Q$. By the Chang-Skjelbred Lemma, this image is contained in a single connected component of the one-skeleton of the $(T^d/T^2)$-action on $Q$. This in turn implies that all connected components of the two-skeleton of the $T^d$-action on $M$ are contained in a single connected component of the three-skeleton of $M$.

Since every connected component of the two-skeleton contains elements of the one-skeleton, the claim follows once we show the following: If $F_1$ and $F_2$ are two fixed-point components of two codimension one tori $T^1_{d-1}$ and $T^1_2$, which are contained in a fixed-point component of a codimension three torus, then they are also contained in a fixed-point component of a codimension two torus. But this is obvious since the fixed-point component of the codimension three torus is a rational homology sphere.

Suppose now $F_0$ is a fixed-point component of $T^d$. We claim that every fixed-point component $E$ of a codimension one torus contains $F_0$.

Suppose $E$ does not contain $F_0$, and let $H \supseteq E$ be a fixed-point component of a codimension two torus. Since $H$ is a rational sphere, we would get a contradiction if $F \subseteq H$. Thus $F_0 \not\subseteq H$, and in particular, all fixed-point components of codimension one tori contained in $H$ also have the property that they do not contain $F_0$. Since the two-skeleton is connected, it follows that no fixed-point component of a codimension one torus contains $F_0$, which is clearly nonsense.

**Step 4.** If $F \neq \emptyset$, then $M$ is a rational sphere.

By Step 3, $F$ is connected and hence a rational sphere. Moreover, the one-skeleton is connected, and thus any fixed-point component of a codimension one torus contains $F$. We choose again $S^1 \subseteq T^d$ such that the fixed-point set of $S^1$ coincides with the one of $T^d$. We claim that the orbifold $(M \setminus F)/S^1$ has no rational cohomology in odd degrees. Let $p \in F$ be a point. The claim follows from the relative cohomology sequence if we can show that $H^*_S(M \setminus p)$ has no cohomology in odd degrees. By Smith theory, we know that $H^k_{S^1}(M \setminus p) = 0$ for all odd $k > n$. Now the claim follows completely analogously to the proof of Lemma \ref{lemma5.11}

We endow $P := (M \setminus F)/S^1$ with the induced action of $T^{d-1} = T^d/S^1$. We let $E_1, \ldots, E_k \subseteq P$ denote the fixed-point components of $T^{d-1}$. We choose fixed-point components $F_1, \ldots, F_k \subseteq M$ of codimension one tori in $T^d$ with $E = (F_i \setminus F)/S^1$. As explained before, $F \subseteq F_i$ for all $i$. By assumption, both $F_i$ and $F$ are rational spheres.
This implies that $F_i \setminus F$ has the cohomology of $S^{2\ell_i - 1}$ with $2\ell_i = \dim(F_i) - \dim(F)$. Therefore, $E_i$ has the rational cohomology of $\mathbb{C}P^{\ell_i - 1}$. Moreover, the submanifolds $F_i$ intersect pairwise perpendicularly at $F$. Thus

$$\chi(P) = \sum_{i=1}^{k} \chi(E_i) = \sum_{i=1}^{k} \ell_i = \frac{n - \dim(F)}{2}.$$ 

Consider a normal sphere $S^{2k-1}$ of $F$ as a submanifold in $M \setminus F$. Then $2k = n - \dim(F)$. The image $N$ of $S^{2k-1}$ under the projection $P$ is a weighted complex projective space with Euler characteristic $\frac{n - \dim(F)}{2}$. It is clear that the inclusion $j: N \to P$ induces a surjective map on cohomology $H^*(P) \to H^*(N)$. Since both spaces are simply connected, this map is a rational homotopy equivalence. This in turn implies that the inclusion map of the normal sphere $S^{2k-1} \to M \setminus F$ is a rational homotopy equivalence. But then $M$ itself is a rational sphere.

In view of Step 4, it is clear that we can finish the proof by establishing

**Step 5.** If $F = \emptyset$, then $M^n$ is a rational sphere.

The circle chosen initially acts almost freely, and the orbifold $P = M / S^1$ has vanishing odd Betti numbers by the proof of Lemma 5.11. If we endow $P$ with the induced action by $T^{d-1} = T^d / S^1$, then all fixed-point components of codimension two tori in $T^{d-1}$ have the rational cohomology of complex projective spaces since they are images of rational spheres contained in $M$ under the natural projection.

It is easy to see that Lemma 5.5 and Corollary 5.6 remain valid for closed orbifolds with the same proof. Thus $P$ has the rational cohomology of a complex projective space, and hence $M$ must be a rational homology sphere. □

**Corollary 5.13.** Suppose $M^n$ is a rationally elliptic, positively curved, simply connected, closed Riemannian manifold. If $T^8$ acts effectively by isometries on $M^n$ without fixed points, then $M^n$ is a rational sphere.

**Proof.** If we choose an almost free subaction of $S^1 \subset T^8$, then the orbifold $P = M / S^1$ is rationally elliptic. As in the proof of Step 5, all fixed-point components of codimension two tori in $T^{7} = T^{8} / S^1$ have the rational cohomology of complex projective spaces. In particular, $\chi(P) > 0$ and thus all odd Betti number of $P$ vanish. Therefore, we can argue as in proof of Step 5 to get the result. □

A major obstacle in the proof of the above theorem is that there is no a priori assumption on the equivariant formality of the action. If we change this, then we can relax the remaining assumptions considerably.

**Theorem 5.14.** Let $M^n$ be an connected, odd-dimensional, oriented, closed manifold with a smooth, effective $T^d$-action with $d \geq 2$. Suppose that the action is equivariantly formal, that is, the map $H^*_T(M) \to H^*(M)$ is surjective. If every fixed-point component of every subtorus with codimension one is a rational homology sphere, then $M^n$ is a rational homology sphere.
Proof. By the Chang-Skjelbred Lemma, the one-skeleton is connected. If the fixed set
would not be connected, there would be a fixed-point component \( N \) of a codimension
one torus such that the remaining circle action has two odd-dimensional fixed-point
components. This is clearly impossible since \( N \) is a rational cohomology sphere. Thus
the fixed-point set is connected and, by assumption, given by a rational sphere. Since
the action is equivariantly formal, the total rational Betti number of \( M^n \) coincides
with the total rational Betti number of the fixed-point set and equals two as well. \( \square \)

6. Analyzing the one-skeleton

The main aim of this section is to prove the following theorem

**Theorem 6.1.** Suppose a torus \( T^d \) with \( d \geq 4 \) acts almost effectively on an even-
dimensional, connected, orientable, closed manifold \( M^n \) with a non-trivial fixed-point
set \( F \) and the two following properties

- If \( N \) is a fixed-point component of a codimension two torus, then \( N \) is con-
tained in a fixed-point component \( \tilde{N} \) of some subgroup such that the kernel
of induced action of \( T^d \) on \( \tilde{N} \) has codimension three and \( \tilde{N} \) has the rational
cohomology of \( \mathbb{CP}^k, \mathbb{HP}^k \), or \( S^{2k} \) for some \( k \).
- If \( M' \) is the fixed-point component of a finite 2-group \( E \subset T^d \) whose induced
action of \( T^d \) remains almost effective, then \( M' \) is orientable and the above
property remains valid for the action of \( T^d \) on \( M' \).

If \( C \) is the connected component of the one-skeleton at any fixed point \( p \), then \( \chi(F \cap C) \)
is equal to the Euler characteristic of an orientable rank one symmetric space of
dimension \( n \). Moreover, any involution \( \iota \in T^d \) has at most two fixed-point components
intersecting \( C \). If equality holds, their dimensions sum to \( n - w \), where \( w \in \{2, 4, 8, n\} \)
denotes the degree of the generator of the cohomology of the model.

**Proof of Corollary D using Theorem 6.1.** Suppose \( T^7 \) acts effectively by isome-
tries on a positively curved, orientable manifold, which has vanishing odd Betti num-
bers. We know from the Addendum to Theorem A stated at the end of Section A that
the first property of Theorem 6.1 holds for every subtorus of codimension two. The
fixed-point component \( M' \) of any finite isotropy group \( F \) is orientable by Theorem 1.8
and thus the induced action on \( M' \) is subject to the same conclusion. In addition, the
Chang-Skjelbred Lemma (Theorem 5.7) implies that the one-skeleton is connected,
so we recover the Euler characteristic of \( M^n \) from the above theorem. By combining
it with Theorem C under the assumptions of b), Corollary D follows. \( \square \)

The assumptions of Theorem 6.1 imply that every fixed-point component \( L \) of
a codimension two subgroup \( H \subset T^d \) has the rational cohomology of a rank one
symmetric space other than the Cayley plane, as long as \( H/H_0 \) is a 2-group. In fact,
one can look at a maximal finite 2-subgroup \( F \subset H \) contained in a finite isotropy
group of the isotropy representation of \( H \) at \( L \) and pass to the fixed-point component
\( M' \) of \( F \) first. It is then easy to see that \( F \) intersects every connected component of \( H \)
hence that the induced action of \( H/F \) on \( M' \) is that of a torus.
We then assign a second label to each edge of the graph, namely a homomorphism that the fixed point components has the rational cohomology of $\mathbb{C}P^k$, $\mathbb{H}P^k$, or $S^{2k}$. We then assign a second label to each edge of the graph, namely a homomorphism $\mathbb{Z}_2 \rightarrow \mathbb{Z}_2$ where $\mathbb{Z}_2^d \subseteq T^d$. We look at the rational weight $r$ of an edge between $i$ and $j$ and let $\mathcal{R} \subseteq T^d$ denote the subtorus whose Lie subalgebra is given by the kernel of $r$. We either assign as $\mathbb{Z}_2$-weight 0 or the homomorphism with kernel equal to $\mathbb{Z}_2^d \cap \mathcal{R}$ depending on whether or not $F_i$ and $F_j$ are in the same fixed-point component $N' \subseteq N$ of $\mathbb{R} \cdot \mathbb{Z}_2^d$. If $N$ has $\mathbb{H}P$ type, then there are two edges with label $r$ between $i$ and $j$. If $N'$ is of $\mathbb{C}P$ type and still contains $F_i$ and $F_j$, one of those two edges gets the $\mathbb{Z}_2$-label 0 while the other gets as label the homomorphism with kernel equal to $\mathbb{R} \cap \mathbb{Z}_2^d$.

For the edges from $i$ to itself, we proceed similarly. The ones with rational weight 0 get the $\mathbb{Z}_2$-label 0 as well. An edge from $i$ to itself corresponding to a codimension one torus $\mathcal{R}$ gets the $\mathbb{Z}_2$-label 0 if the fixed-point component of $\mathcal{R} \cdot \mathbb{Z}_2^d$ remains of $\mathbb{H}P$ type. Otherwise, we assign the homomorphism with kernel equal to $\mathcal{R} \cap \mathbb{Z}_2^d$.

We indirectly used the fact that, in the above situation, a fixed-point component of a codimension one torus cannot have the cohomology of $S^{2k}$ with $k \geq 3$, because otherwise we could use $\chi(F \cap C) \geq 3$ to get a contradiction for the fixed-point component of a suitably chosen codimension two torus.

**Lemma 6.3.** Suppose we are in the situation of Theorem 6.1 and that $\chi(F \cap C) \geq 3$. Then the graph has the following properties.

a) There exist a subspace $U \subseteq (\mathbb{Z}_2^d)^*$ and elements $a_{ij} \in (\mathbb{Z}_2^d)^*$ such that $a_{ij} + U$ equals the subset of elements in $(\mathbb{Z}_2^d)^*$ that occur as labels of edges between vertices $i$ and $j$. All labels occur with the same multiplicity $\nu$, which is a power of 2. Moreover, $a_{ij} + a_{ik} + a_{kj} = 0 \mod U$ for pairwise distinct $i$, $j$, $k$.

b) If the $i$-th fixed-point component has positive dimension, then the $\mathbb{Z}_2$-labels for edges from $i$ to itself are given by the elements in $U$.

Since $m = \nu \cdot 2^{\dim_{\mathbb{Z}_2}(U)}$, it follows that the number $m$ of edges between different vertices equals a power of 2. If $\iota$ is an involution which is not contained in the kernel of all elements in $U$, then $\iota$ is contained in the kernel of precisely one half of the elements in $a_{ij} + U$ for all $i$ and $j$. Therefore, $C \cap M^\iota$ is connected, and the corresponding connected component of $M^\iota$ has dimension $n/2$ by Lemma 6.3. In contrast, $C \cap M^\iota$ has precisely two connected components provided that $\iota$ is the kernel of all elements in $U$ but not in the kernel of the action. Moreover, if then $M^\iota_1$ is the component of $M^\iota$ containing the $i$-th component of $C \cap M^\iota$ for $i = 1, 2$, we have $\dim(M^\iota_1) + \dim(M^\iota_2) = \dim(M) - 2m$ – here we do not rule out $M^\iota_1 = M^\iota_2$ as a possibility.

**Proof.** We will often pass to fixed-point components $N$ of subgroups $H$ whose component group $H/H_0$ is a 2-group. Typically, it is clear that we mean by $N$ the fixed-point component of $H$ at some fixed-point component $F_j$ of $T^d$. We then consider the connected component $C'$ of the one-skeleton $C \cap N$ at $F_j$. We refer to the graph of $C'$ as the **reduced graph** of $C$ with respect to $H$. If $H$ has codimension two and $N$ comes with
a remaining almost effective $\mathbb{T}^2$-action, then the reduced graph has either exactly one edge (resp. two edges) between any of the vertices if $N$ is of $\mathbb{C}\mathbb{P}$ (resp. $\mathbb{H}\mathbb{P}$ type). The possibility that $N$ is of $S$ type is usually ruled out by the fact that $\chi(C' \cap F) \geq 3$.

**Claim 1.** Suppose the fixed-point component $N$ of a codimension two group $H$ has the rational cohomology of $\mathbb{H}P^k$ and that the induced $\mathbb{T}^2$-action remains almost effective. Then the rational labeling of the reduced graph has a linear model. That is, if $F_1, \ldots, F_k$ are the fixed-point components inside $N$, then we can find homomorphisms $u_1, \ldots, u_k : \mathbb{R} \to \mathbb{R}$ such that the labels of the two edges between $i_a$ and $i_b$ are, up to rescaling, given by $u_a \pm u_b$.

The claim is trivial if $N$ is four-dimensional, and it immediately follows from the work of Hsiang and Su [HS75] if one of the components $F_i$ has positive dimension. If they are all points, we make use of the fact that $N$ is the fixed-point component of an $S^1$-action inside $\hat{N}$ as described in Theorem 6.1. Now $\hat{N}$ has the rational cohomology of a quaternionic projective space as well. But for $\mathbb{T}^3$-actions on such spaces, the existence of a linear model is known, again by the same work of Hsiang and Su.

**Claim 2.** Suppose $a \in (\mathbb{Z}_2^d)^*$ occurs as a label between $i$ and $j$ and $b \in (\mathbb{Z}_2^d)^*$ as a label between $i$ and $k$ for pairwise distinct $i$, $j$, and $k$. Then there is an edge between $i$ and $k$ with the label $a + b$.

To prove this, we first consider the case that the rational labels $r_1, r_2 : \mathbb{R} \to \mathbb{R}$ of the two edges are linearly independent. Our first step in the proof is to reduce the situation to the case that $a$ and $b$ are linearly independent over $\mathbb{Z}_2$. We consider a maximal codimension two group $H$ such that the Lie algebra of $H$ is given $\text{Ker}(r_1) \cap \text{Ker}(r_2)$ and the component group of $H$ consists of two-torsion such that both edges can still be found in the reduced graph of $H$.

We pass to the fixed-point component $N$ at $F_j$ of $H$. The group $\mathbb{T}^d/H$ still acts on $N$ almost effectively, and by construction, the three involutions in $\mathbb{T}^d/H$ are not in the kernel of the action. The reduced graph $C'$ with its rational labels is part of the old graph. If $a$ and $b$ are linearly dependent over $\mathbb{Z}_2$, we get a refined $\mathbb{Z}_2$-labeling: Namely, we can attach an element of $(\mathbb{Z}_2^d)^*$ to each of the edges where $(\mathbb{Z}_2^d)^*$ is the dual space of $\mathbb{Z}_2^d \subseteq \mathbb{T}^d/H$. If we can show that the refined labeling behaves additively in the way we claim, then the same holds for the original labeling. By our choice of the group $H$, it is clear that the refined labels of the two edges are linearly independent elements of $(\mathbb{Z}_2^d)^*$. By a slight abuse of notation, we still call them $a$ and $b$.

If $N$ is of $\mathbb{C}\mathbb{P}$ type, there is only one edge between $j$ and $k$ in the reduced graph, and it is labeled by some element in $\{a, b, a+b, 0\}$. The label cannot be $b$ or $0$, because then we could pass to the fixed-point component of the kernel of $b$ in $N$ at $F_j$. It would have edges from $j$ to $k$ and from $j$ to $i$ but none from $k$ to $i$. Similarly, if the labeling on the opposite edge were $a$, we could pass to the fixed-point component of the kernel of $a$ to see that the combinatorial structure of the reduced graph is inconsistent with the simplex structure it must have by Lemma 5.2.

It remains to consider the possibility that $N$ is of $\mathbb{H}\mathbb{P}$ type. We have two edges between each of the three vertices for the reduced graph. We need to rule out that
the label on the opposite edges are contained in \{a, b, 0\}. The labels on the opposite edges cannot be a subset of \{0, b\}. In fact, otherwise we could pass to the fixed-point component of the kernel of \(b\), and we would see that both edges from \(i\) to \(k\) are still in the component. At least one edge from \(j\) to \(k\) as well, but there is at most one edge from \(j\) to \(i\), a contradiction to Lemma 5.2. This only leaves the possibility that the opposite edges are labeled with \(a\) and \(b\). If we now pass to the fixed-point component of an involution contained in \(\text{Ker}(a)\) or \(\text{Ker}(b)\), we see that the component of the one-skeleton in the fixed-point component still contains all three components \(F_i, F_j,\) and \(F_k\). Since the reduced one-skeleton must be of \(\mathbb{CP}^1\) type, we deduce that for all \(u, v \in \{i, j, k\}\), the two edges between \(u\) and \(v\) of the reduced graph of \(N\) are labeled \(a\) and \(b\).

If not all edges with \(\mathbb{Z}_2\)-label \(a\) have the same rational label, we get a contradiction to a previous case by passing through the fixed-point set of the kernel of \(a\). Similarly, all edges with label \(b\) must have the same rational label. But then the rational labeling of the graph does not correspond to a linear action, contradicting Claim 1.

We have proved Claim 2 in the special case that the rational labels \(r_1\) and \(r_2\) are linearly independent. If they are not, then \(a\) and \(b\) are linearly dependent over \(\mathbb{Z}_2\) as well. So we may assume \(b = a\) or \(b = 0\). If \(a = b = 0\), then the graph for the fixed-point component of \(H \cdot \mathbb{Z}_2^d\) contains \(F_i, F_j,\) and \(F_k\) which implies there is an edge with a zero label between vertices \(j\) and \(k\). If \(a \neq 0 = b\), then the remaining edge can only have a label 0 or \(a\), and the former case is ruled out after a permutation of \((i, j, k)\) as before. Thus we only have to rule out the case where all three edges are labeled \(a \neq 0\). We choose an edge emanating from \(i\) whose rational label \(r_3\) is not a multiple of \(r_1\). If possible, we choose the edge in such a way that it is an edge between vertices \(i\) and \(j\), after a possible permutation of \(i, j, k\). Similar to before, we consider a maximal codimension two subgroup \(H\) whose Lie algebra is given by \(\text{Ker}(r_1) \cap \text{Ker}(r_3)\) and whose the component group consists of two-torsion such that all three edges can still be found in the reduced graph of \(H\). We then assign again a refined labeling to the reduced graph. We continue to use \(a\) to denote the refined \(\mathbb{Z}_2\)-label of the two edges with rational labels in \(r_1\) and \(r_2\), and we denote by \(c\) the refined \(\mathbb{Z}_2\)-label of the third edge. As before, \(a\) and \(c\) are linearly independent over \(\mathbb{Z}_2\).

We first consider the subcase that the third edge connects \(i\) and \(j\). In the reduced graph of the fixed-point component, we have exactly two edges between any two of the vertices \(i, j,\) and \(k\). One of them is labeled \(a\). Since one edge is labeled \(c\), we can use the previous case to see that the remaining two edges are labeled \(a + c\). By repeating the argument with \(a + c\) in place of \(c\), we see that there are also two edges labeled \(c\) – a contradiction.

Thus we may assume that the rational labels of all edges connecting \(i, j,\) and \(k\) are multiples of \(r_1\). This implies \(m \leq 2\). Moreover, in the reduced graph of \(H, c\) is the label between \(i\) and fourth vertex \(l\). We find edges between \(j\) and \(l\) and between \(k\) and \(l\) labeled \(a + c\) from the previous case. If we are in the \(\mathbb{CP}^1\) case, we see a triangle with labels \(a, a + c\) and \(a + c\), in contradiction to a previous case. Thus the component is of \(\mathbb{HP}\) type. It follows that there is a second edge from \(j\) to \(l\) with label \(c = a + (a + c)\). Repeating this, we see that for all \(h \in \{i, j, k\}\) the two edges from \(l\) to \(h\) are labeled
c and \( a + c \). If we pass pass through the fixed-point component of the kernel of \( c \), we see in its reduced graph an edge between any two of the four vertices \( i, j, k, \) and \( l \). By the previous case, the label of any edge connecting vertices \( \{i, j, k\} \) cannot be \( c \) and hence must be 0. But this proves our claim.

We have proved Claim 2. Notice that this implies that the \( \mathbb{Z}_2 \)-labels of edges between \( i \) and \( j \) form an affine vector subspace of \( (\mathbb{Z}_2^d)^* \). To see this consider a third vertex \( k \). Let \( S_1 \subseteq (\mathbb{Z}_2^d)^* \) denote the set of labels that is assigned to edges between \( j \) and \( k \). Similarly, denote by \( S_2 \) and \( S_3 \) the corresponding sets for labels of edges between \( i \) and \( k \) and between \( i \) and \( j \), respectively. We know that \( S_1 + S_2 = S_3 \). Clearly all three sets must have the same number of elements. Moreover, \( S_3 = b + S_2 = a + S_2 \) for all \( a, b \in S_1 \). This in turn implies \( a + b + S_2 = S_2 \) for all \( a, b \in S_1 \), and hence \( U = S_1 + S_1 \) has the same number of elements as \( S_1 \). Therefore, \( U \) is a vector space.

**Claim 3.** Suppose \( a \in (\mathbb{Z}_2^d)^* \) occurs \( \nu(i, j, a) \) times as a label of edges between \( i \) and \( j \). Then \( \nu(i, j, a) \) only attains one non-zero value \( \nu \), and \( \nu \) is a power of 2.

After reordering we may assume that \( \nu_0 := \nu(1, 2, a) \) is the maximum of the function \( \nu(\cdot, \cdot, \cdot) \). We let \( b \) be a label of an edge from 1 to 3. It suffices to show that the label \( a + b \) is assigned \( \nu_0 \) times to edges between 2 and 3.

For each codimension two torus whose reduced graph contains a label \( a \) between 1 and 2 and a label \( b \) between 1 and 3, we see a label \( a + b \) between 2 and 3, by Claim 2 (and its proof). We need to make sure that if we see two edges labeled \( a \) in the reduced graph, then we see two edges \( a + b \) between 2 and 3. But if, for one choice of distinct \( i, j \in \{1, 2, 3\} \), the edges between \( i \) and \( j \) in the reduced graph are labeled differently, then it immediately follows from Claim 2 that they are labeled differently for any choice of \( i \neq j \in \{1, 2, 3\} \). This proves that indeed \( \nu(\cdot, \cdot, \cdot) \) only attains one non-zero value.

To show that \( \nu \) is a power of 2, we argue as follows. We choose again a label \( b \) between 1 and 3 and consider the group \( F \subseteq \mathbb{Z}_2^d \) of index at most four given by the intersections of the kernels of \( a \) and \( b \). Let \( N \) denote the fixed-point component of \( F \) at \( F_1 \). If the kernel of the action of \( T^d \) has codimension \( \leq 2 \), then \( N \) is of \( \mathbb{CP} \) or \( \mathbb{HP} \) type, and we see that \( \nu \leq 2 \). Otherwise, it follows that there is an involution \( \iota \in F \) which is contained in a finite isotropy group with respect to the isotropy representation of \( T^d \) at \( F_1 \). We consider the fixed-point component \( L \) of \( \iota \) at \( F_1 \). The torus action only has a finite kernel \( E \) and we can replace \( M \) by \( L \) and \( C \) by the connected component \( C' \) of \( C \cap L \) at \( F_1 \). We can use the group \( \mathbb{Z}_2^d \subseteq T^d / E \) to refine our \( \mathbb{Z}_2 \)-labeling.

The number of edges between different vertices for the graph of \( C' \) is still a multiple of \( \nu \). On the other hand, by induction on the dimension, the number is given by a power of 2. Thus \( \nu \) must be a power of 2 as well. \( \square \)

**Proof of Theorem 6.1.** We argue by induction on the dimension \( n \) and we may assume that the action of \( T^d \) is effective rather than almost effective. The induction base \( n = 2 \) is clear since no such action exists. In the induction step, we will make use of Lemma 2.6 and its proof to identify situations where we can find finite isotropy groups with non-trivial 2-torsion. If the \( \mathbb{Z}_2 \)-weights of an isotropy representation at a fixed
point contain all non-zero elements of a three-dimensional subspace $V \subseteq (\mathbb{Z}_2^d)^*$, then we can be sure there is an involution $\iota$ in a finite isotropy group which is not contained in the kernel of all elements in $V$. This is due to the fact that then the weights of the representation reduced modulo 2 no longer have the codimension three property, which would be satisfied according to Lemma 2.6) if no non-trivial finite isotropy groups are present. In the proof, it was shown that a failure of the codimension three property actually leads to isotropy groups of even order.

We continue to denote by $m$ the number of different edges between two components. If $\chi(F \cap C) = 2$, then everything is clear. Thus we may assume $\chi(F \cap C) \geq 3$. Then it is easy to see that there must be at least three connected components in $F \cap C$, since we can then find a fixed-point component with an almost effective 3-torus action which is acting on some rational $\mathbb{C}P^k$ or $\mathbb{H}P^k$. There will be no induction on dimension $d$ of the torus, so the application of Theorem 7.1 below is only required for the case $d = 4$. Recall that, in the main application of Theorem 6.1, we have $d = 7$.

Everything follows from Lemma 6.3 if we can establish $m \leq 4$ with equality only if $(\chi(F \cap C), d) = (3, 4)$.

Claim 1. $m \leq 4$.

First, we want to rule out the possibility $(\chi(F \cap C), d, m) = (3, 4, 8)$. Otherwise, since $F \cap C$ has at least three connected components, it consists of three isolated points. Moreover, any fixed-point component of a codimension two torus is either a sphere or a rational $\mathbb{C}P^2$. In fact, otherwise we would find a codimension two torus which fixes a submanifold that is a rational $\mathbb{C}P^k$ or $\mathbb{H}P^k$, and it could not be contained in a strictly larger fixed-point component of $\mathbb{C}P$, $\mathbb{H}P$, or $S$ type. Thus we can apply Theorem 7.1 from below to rule out this case.

Second, we consider the possibility that the group $U \subseteq (\mathbb{Z}_2^d)^*$ is at least three-dimensional. Then $m \geq 8$, and we can find involutions not contained in the kernel of $U$ which belong to a finite isotropy group. Since there is only one fixed-point component intersecting $C$, we get a contradiction to our induction assumption unless $m = 8$ and $(\chi(F \cap C), d) = (3, 4)$, but that case was ruled out earlier.

Third, we plan to get a contradiction in the subcase that the group $U \subseteq (\mathbb{Z}_2^d)^*$ is at most one-dimensional but we still have $m \geq 8$. Recall that, in the graph, the $\mathbb{Z}_2$-labels on the edges between $i$ and $j$ are the elements of $a + U$ for some $a \in (\mathbb{Z}_2^d)^*$. Thus there is a subgroup $H' \cong \mathbb{Z}_2^{d-2}$ of $T^d$ fixing all edges. Let $N$ be the fixed-point component of $H'$ at $F_i$ and $H$ the kernel of the action of $T^d$ on $N$. If $H$ has dimension $d - 2$, a contradiction easily arises since the fixed-point component $N$ must be contained in a bigger one of $\mathbb{C}P$, $\mathbb{H}P$, or $S$ type. If $H$ does not have dimension $d - 2$, then there is 2-torsion in its component group, and thus there is an involution $\iota \in H$ contained in a finite isotropy group. The fixed-point component $N_2$ of $\iota$ is strictly bigger than $N$ and comes with an almost effective action of $T^d$. Since the reduced graph for $N$ still has $m \geq 8$ edges between different vertices, this contradicts our induction assumption.

Finally, to prove Claim 1, we may assume that $U \subseteq (\mathbb{Z}_2^d)^*$ is two-dimensional and need to get a contradiction if $m \geq 8$. If $d = 4$, we choose a group $\mathbb{Z}_2^2$ such that $a(\mathbb{Z}_2^2) = \mathbb{Z}_2$ for all $a \in U \setminus \{0\}$. The fixed-point component $N$ of $\mathbb{Z}_2^2$ contains
$C \cap F$, and the reduced graph has $m/4 \geq 2$ edges between any two vertices. If the isotropy group is two-dimensional, we get a contradiction from the fact that $N$ needs to be contained in a bigger component which still has cohomology of $\mathbb{CP}$ or $\mathbb{HP}$ type. Indeed, any bigger component must have at least $m/2 \geq 4$ edges between vertices of its corresponding graph. Thus the kernel of the action is not two-dimensional. Now there is an involution in a finite isotropy group where the fixed point component $N$ contains $F \cap C$ and still has $m/2 \geq 4$ edges between components. By induction, we have $m = 8$ and $\chi(C \cap F) = 3$, but that case was already treated.

Thus we may assume $d \geq 5$. If we look at the isotropy representation of $\mathbb{Z}_2^d$ at some fixed-point component, we can find $d - 2$ elements $a_1, \ldots, a_{d-2} \in (\mathbb{Z}_2^d)^*$ projecting to linearly independent elements of $\mathbb{Z}_2^d/U$ such that all elements in $a_i + U$ occur as subrepresentations of the isotropy representation of $\mathbb{Z}_2^d$. We pass to a three torus whose Lie algebra is given by the kernel of the homomorphisms of the edges whose $\mathbb{Z}_2$-labels are given by $a_2, \ldots, a_{d-2}$. This three torus still has all 7- non-trivial subrepresentation of $\mathbb{Z}_2^2 \subseteq T^3$ occurring in the isotropy representation. Thus there is a finite isotropy group $\mathbb{Z}_2^2$. The fixed-point component of $\mathbb{Z}_2^2$ still has an almost effective $T^2$-action, the one-skeleton has at least three fixed-point components, and the graph has $m/2 \geq 4$ edges between vertices. By the induction assumption, this is not possible with $d \geq 5$.

Claim 2. Assume $m = 4$, and let $F_R$, $F_S$, and $F_T$ be three fixed-point components. There exist linearly independent elements $u_0, u_1, u_2, u_3 \in \mathfrak{t}^*$ such that, up to scaling, the four weights $r_{1}^{\pm}, r_{2}^{\pm}$ between $S$ and $T$ are given by $u_2 \pm u_3$ and $u_1 \pm u_0$, the weights $s_{1}^{\pm}, s_{2}^{\pm}$ between $T$ and $R$ by $u_1 \pm u_3$ and $u_2 \pm u_0$, and the weights $t_{1}^{\pm}, t_{2}^{\pm}$ between $R$ and $S$ by $u_1 \pm u_2$ and $u_3 \pm u_0$.

We can arrange for $Z := \langle r_{1}^{\pm}, r_{2}^{\pm}, s_{1}^{\pm}, s_{2}^{\pm} \rangle$ to be at least four-dimensional. In fact, for that it suffices to show that $\langle r_{1}^{\pm}, r_{2}^{\pm} \rangle$ is at least three-dimensional. But otherwise the weights are contained in a fixed-point component of a codimension two torus, which in turn cannot be contained in any larger component of a codimension three group whose topology is still of $\mathbb{CP}$, $\mathbb{HP}$, or $\mathbb{S}$ type. Once we prove the statement under the additional assumption $\dim(Z) \geq 4$, it follows that $\langle r_{1}^{\pm}, r_{2}^{\pm} \rangle$ is four-dimensional, and then the statement follows for all possible triangles.

We choose a maximal subgroup $H$ whose fixed-point component $L$ still has a one-skeleton with four edges between $S$ and $T$ and between $R$ and $S$. As before, we equip the edges with the refined $\mathbb{Z}_2$-labels contained in the dual space of $\mathbb{Z}_2^h = T^d/H$ where $h = \dim(T^d/H) \geq 4$. By Lemma 6.3 there is subgroup $U' \subseteq (\mathbb{Z}_2^h)^*$ and elements $a, b \in (\mathbb{Z}_2^h)^*$ such that the $\mathbb{Z}_2$ labels are given by $a + U'$ and $b + U'$. By construction, the intersection of the kernels of all elements in $a + U'$ and $b + U'$ is the trivial subgroup of $\mathbb{Z}_2^h$. Since $\dim(\mathbb{Z}_2(U')) \leq 2$, we find $h = 4$, $U'$ is indeed two-dimensional, and $a$ and $b$ project to a basis of $(\mathbb{Z}_2^4)/U'$. In particular, any three of the eight weights $r_{1}^{\pm}, r_{2}^{\pm}, t_{1}^{\pm}, t_{2}^{\pm}$ are linearly independent since this is true for the $\mathbb{Z}_2$-weights.

We let $F \cong \mathbb{Z}_2^2$ denote the intersection of the kernels of $a$ and $b$, and choose an involution $\iota \in F$. Reduction to the fixed-point component $L'$ eliminates exactly two of the edges between any two of the vertices $R$, $S$, and $T$. After renumbering, we can assume that the $\mathbb{Z}_2$-representations assigned to the edges with rational weights $r_{i}^{\pm}$,
$s_i^+, t_i^+$ become equivalent when we restrict them to $F$ for $i = 1, 2$. We can also ensure that $s_1^-, r_1^-$, and $t_1^+$ are the weights that can be found in the fixed-point set of $F$ and that $s_1^+, r_1^+$ and $t_1^+$ are still tangential to $L^i$.

The vector $t_1^-$ is then a both non-trivial linear combination of $s_1^-$ and $r_1^-$ and of $s_1^+$ and $r_1^+$. This implies that we can find a non-zero vector $u_3 \in (r_1^+) \cap (s_1^+)$. After an adjustment of the scaling of these four weights, we find $r_1^+ - r_1^- = s_1^+ - s_1^- = 2u_3$. We can then choose $u_1, u_2 \in\mathbb{R}^+$ with $r_1^\pm = u_1 \pm u_3$, and $s_1^\pm = u_1 \pm u_3$. The elements $u_1, u_2, u_3$ are linearly independent. As in the proof of Lemma 5.4 it now follows after rescaling that $t_1^\pm = u_1 \pm u_2$. In summary,

$$r_1^\pm = u_2 \pm u_3, \quad s_1^\pm = u_1 \pm u_3, \quad t_1^\pm = u_1 \pm u_2.$$  

This of course implies $s_1^\pm = r_1^\pm + t_1^-$ for $i = 1, 2$. Since $s_2^\sigma$, $r_2^\sigma$ and $t_1^-$ are labels of the reduced graph of a fixed-point component of $\mathbb{C}P$-type for $\sigma \in \{\pm\}$, we may also assume $s_2^\sigma = r_2^\sigma + t_1^-$ after rescaling of $s_2^\sigma$ and $r_2^\sigma$. Next adjust the scaling of $t_2^\pm$ such that we can find $\lambda^\pm$ with $t_2^\pm = r_2 + \lambda^\pm s_1^\pm = r_2^\pm + \lambda^\pm(u_1 - u_3)$. We can also choose $\mu^\pm$ and $\nu^\pm$ with $t_2^\pm = \mu^\pm s_2^\pm + \nu^\pm(u_2 - u_3)$.

This gives

$$0 = (1 - \mu^\pm)r_2^\pm - \mu^\pm(u_1 - u_2) - \nu^\pm(u_2 - u_3) + \lambda^\pm(u_1 - u_3)$$

$$= (1 - \mu^\pm)r_2^\pm - (\mu^\pm - \lambda^\pm)(u_1 - u_2) - (\nu^\pm - \lambda^\pm)(u_2 - u_3)$$

Since the three weights are linearly independent, $\mu^\pm = 1 = \lambda^\pm = \nu^\pm$. In summary,

$$s_2^\pm = r_2^\pm + t_1^-, \quad t_2^\pm = r_2^\pm + s_1^-.$$  

Everything follows if we can show $r_2^\pm + r_2^- = -2u_1$. Indeed, we can then define $u_0$ such that $r_2^\pm = -u_1 \pm u_0$, and the above formulas give the remaining weights as claimed.

We know that there must be $\lambda^\pm$ and $\eta^\pm$ with

$$\lambda^\pm r_2^\pm + \eta^\pm s_2^- = t_2^\pm = \lambda^- r_2^- + \eta^+ s_2^+$$

and hence

$$(\lambda^+ - \eta^+)r_2^+ + (\eta^- - \lambda^-)r_2^- = (\eta^+ - \eta^-)t_1^-$$

Since the three weights in this expression are linearly independent, it follows that $\eta^\pm = \lambda^\pm =: \lambda$. Similarly, we find $\mu^\pm$ and $\nu^\pm$ with

$$\mu^\pm r_2^\pm + \nu^- s_2^- = s_1^\pm = \mu^- r_2^- + \nu^+ t_2^+$$

which gives $\mu := \mu^\pm = \nu^\pm$. We thus get

$$\lambda r_2^\pm + \lambda r_2^+ = u_1 + u_2 - \lambda(u_1 - u_2)$$

$$\mu r_2^\pm + \mu r_2^- = u_1 + u_3 - \mu(u_1 - u_3)$$

As $u_1, u_2$, and $u_3$ are linearly independent, we deduce $\lambda = \mu = -1$. Therefore, $r_2^\pm + r_2^- = -2u_1$ as claimed. We finish the proof of the theorem by establishing

Claim 3. If $m = 4$, then $d = 4$ and $n = 16$.

From Claim 2, we see easily that the span of the weights of the four edges between any two fixed-point components is four-dimensional and independent of the choice of the two components. It follows that $d = 4$.

We can also deduce that the fixed-point set is discrete. If there would be a fixed-point component $F_1$ of positive dimension, we could look at all edges between 1 and
and the group that fixes all them is finite. Thus we find a fixed-point component \( N \) of an involution which still has an almost effective \( T^4 \)-action with a fixed-point component \( F_1 \) of positive dimension. Then the assumptions of the theorem imply that there is a third fixed-point component inside \( N \cap C \), and thus we get a contradiction to our induction assumption.

Suppose on the contrary there are at least four isolated fixed points in \( C \). We call them \( Q, R, S, \) and \( T \). By Claim 2, the weights from \( S \) to \( T \) are given by \( t^+_1 = (u_2 \pm u_3) \) and \( t^+_2 = (u_1 \pm u_0) \). The weights from \( S \) to \( R \) are given by \( t^+_1 = (u_1 \pm u_2) \) and \( t^+_2 = (u_3 \pm u_0) \). Suppose now the weights from \( S \) to \( Q \) are given by \( w^+_1 \) and \( w^+_2 \).

We can assume that there is no involution in the kernel of the corresponding twelve \( \mathbb{Z}_2 \)-weights. Therefore, \( \dim \mathbb{Z}_2(U) \geq 1 \), and we can assume that the weights \( (u_1 \pm u_2), (u_2 \pm u_3), \) and \( w^+_\pm \) are tangential to the fixed-point component of an involution.

We plan to show \( \{\langle w^+_1 \rangle, \langle w^+_2 \rangle \} = \{\langle u_0, u_2 \rangle, \langle u_1, u_3 \rangle \} \). From Claim 2, it follows for \( i \in \{1, 2\} \) that \( \langle w^+_i \rangle \) has non trivial intersection with each of the four vector spaces \( \langle r^+_j \rangle \) and \( \langle t^+_j \rangle \) for \( j = 1, 2 \). If we choose \( i \in \{1, 2\} \) with \( \langle w^+_i \rangle \subseteq \langle u_1, u_2, u_3 \rangle \), then we use that \( \langle w^+_i \rangle \) must have non-trivial intersection with both \( \langle t^+_1 \rangle = \langle u_3 \pm u_0 \rangle \) and \( \langle t^+_2 \rangle = \langle u_1 \pm u_0 \rangle \). This implies that \( \langle w^+_i \rangle \) is given by \( \langle u_0, u_3 \rangle \). If we choose \( i \in \{1, 2\} \) with \( \langle w^+_i \rangle \not\subseteq \langle u_1, u_2, u_3 \rangle \), then we use that \( \langle w^+_i \rangle \) must have non-trivial intersection with \( \langle u_2 \pm u_3 \rangle \) as well as with \( \langle u_1 \pm u_2 \rangle \). That clearly implies \( u_2 \in \langle w^+_i \rangle \).

Now \( \langle w^+_1 \rangle = \langle u_0, u_1 \rangle \) follows since \( \langle w^+_1 \rangle \) has nontrivial intersection with both \( \langle u_3 \pm u_0 \rangle \) and \( \langle u_1 \pm u_0 \rangle \).

A contradiction would arise easily if there would be a fifth fixed point \( P \). We could prove the same for the weights between \( S \) and \( P \), but then the weights between \( S \) and \( P \) and between \( S \) and \( Q \) violate Claim 2.

Hence, there are only four fixed points in \( C \). By Claim 2, the fixed-point component of any codimension two torus is either a rational sphere or of \( \mathbb{C}P \) type. We can use Theorem 7.1 from below, to see that one of these fixed-point components must be a rational \( \mathbb{C}P^3 \) containing the entire fixed-point set of \( T^4 \) in \( C \). By assumption, there must be a larger fixed-point component \( N \) with the cohomology of \( \mathbb{H}P^3 \). Since \( N \) comes with a \( T^3 \)-action, the corresponding weights have a linear model. We can assume that the weights \( t^+_1, r^+_1, \) and \( w^+_\pm \) are tangential to \( N \). The existence of a linear model implies that the three two-dimensional spaces \( \langle u^+_1 \rangle, \langle r^+_1 \rangle, \) and \( \langle w^+_1 \rangle \) contain a common one-dimensional subspace. Now our previous calculation implies \( \langle w^+_1 \rangle = \langle u_0 \pm u_2 \rangle \). But then the induced action of \( T^4 \) has a finite kernel, so we have a contradiction. □

7. Two results on GKM actions

This section is concerned with two generalizations of a result of Goertsches and Wiemeler. The first was already used to prove Theorem 6.1 with \( d = 4 \). The second statement implies that, in even dimensions, the assumptions of a) in Theorem C imply those of b). Neither statement is needed for the other main results of the paper. We will state and prove them in two separate subsections.

7.1. Combinatorial usage of integral weights. We plan to show

2. There is a group of order 2 that fixes all of them, and using \( d = 4 \) and Claim 2, we see that the group that fixes all them is finite. Thus we find a fixed-point component \( N \) of an involution which still has an almost effective \( T^4 \)-action with a fixed-point component \( F_1 \) of positive dimension. Then the assumptions of the theorem imply that there is a third fixed-point component inside \( N \cap C \), and thus we get a contradiction to our induction assumption.

Suppose on the contrary there are at least four isolated fixed points in \( C \). We call them \( Q, R, S, \) and \( T \). By Claim 2, the weights from \( S \) to \( T \) are given by \( t^+_1 = (u_2 \pm u_3) \) and \( t^+_2 = (u_1 \pm u_0) \). The weights from \( S \) to \( R \) are given by \( t^+_1 = (u_1 \pm u_2) \) and \( t^+_2 = (u_3 \pm u_0) \). Suppose now the weights from \( S \) to \( Q \) are given by \( w^+_1 \) and \( w^+_2 \).

We can assume that there is no involution in the kernel of the corresponding twelve \( \mathbb{Z}_2 \)-weights. Therefore, \( \dim \mathbb{Z}_2(U) \geq 1 \), and we can assume that the weights \( (u_1 \pm u_2), (u_2 \pm u_3), \) and \( w^+_\pm \) are tangential to the fixed-point component of an involution.

We plan to show \( \{\langle w^+_1 \rangle, \langle w^+_2 \rangle \} = \{\langle u_0, u_2 \rangle, \langle u_1, u_3 \rangle \} \). From Claim 2, it follows for \( i \in \{1, 2\} \) that \( \langle w^+_i \rangle \) has non trivial intersection with each of the four vector spaces \( \langle r^+_j \rangle \) and \( \langle t^+_j \rangle \) for \( j = 1, 2 \). If we choose \( i \in \{1, 2\} \) with \( \langle w^+_i \rangle \subseteq \langle u_1, u_2, u_3 \rangle \), then we use that \( \langle w^+_i \rangle \) must have non-trivial intersection with both \( \langle t^+_1 \rangle = \langle u_3 \pm u_0 \rangle \) and \( \langle t^+_2 \rangle = \langle u_1 \pm u_0 \rangle \). This implies that \( \langle w^+_i \rangle \) is given by \( \langle u_0, u_3 \rangle \). If we choose \( i \in \{1, 2\} \) with \( \langle w^+_i \rangle \not\subseteq \langle u_1, u_2, u_3 \rangle \), then we use that \( \langle w^+_i \rangle \) must have non-trivial intersection with \( \langle u_2 \pm u_3 \rangle \) as well as with \( \langle u_1 \pm u_2 \rangle \). That clearly implies \( u_2 \in \langle w^+_i \rangle \).

Now \( \langle w^+_1 \rangle = \langle u_0, u_1 \rangle \) follows since \( \langle w^+_1 \rangle \) has nontrivial intersection with both \( \langle u_3 \pm u_0 \rangle \) and \( \langle u_1 \pm u_0 \rangle \).

A contradiction would arise easily if there would be a fifth fixed point \( P \). We could prove the same for the weights between \( S \) and \( P \), but then the weights between \( S \) and \( P \) and between \( S \) and \( Q \) violate Claim 2.

Hence, there are only four fixed points in \( C \). By Claim 2, the fixed-point component of any codimension two torus is either a rational sphere or of \( \mathbb{C}P \) type. We can use Theorem 7.1 from below, to see that one of these fixed-point components must be a rational \( \mathbb{C}P^3 \) containing the entire fixed-point set of \( T^4 \) in \( C \). By assumption, there must be a larger fixed-point component \( N \) with the cohomology of \( \mathbb{H}P^3 \). Since \( N \) comes with a \( T^3 \)-action, the corresponding weights have a linear model. We can assume that the weights \( t^+_1, r^+_1, \) and \( w^+_\pm \) are tangential to \( N \). The existence of a linear model implies that the three two-dimensional spaces \( \langle u^+_1 \rangle, \langle r^+_1 \rangle, \) and \( \langle w^+_1 \rangle \) contain a common one-dimensional subspace. Now our previous calculation implies \( \langle w^+_1 \rangle = \langle u_0 \pm u_2 \rangle \). But then the induced action of \( T^4 \) has a finite kernel, so we have a contradiction. □

7. Two results on GKM actions

This section is concerned with two generalizations of a result of Goertsches and Wiemeler. The first was already used to prove Theorem 6.1 with \( d = 4 \). The second statement implies that, in even dimensions, the assumptions of a) in Theorem C imply those of b). Neither statement is needed for the other main results of the paper. We will state and prove them in two separate subsections.

7.1. Combinatorial usage of integral weights. We plan to show
Theorem 7.1. Suppose $T^d$ acts on a connected, even-dimensional, oriented, closed manifold $M^n$. If every subtorus of codimension two only has fixed-point components with the rational cohomology of $S^k$ or $\mathbb{CP}^2$, then $\chi(F \cap C)$ equals the Euler characteristic of an oriented, rank one symmetric space of dimension $n$. Here, as in Theorem 6.7, $C$ is a connected component of the one-skeleton and $F$ the fixed-point set.

This partly generalizes the main result of [GW15] and follows along the same lines with a small twist. Some explanations are in order. Although Goertsches and Wiemeler assume an invariant positively curved metric and vanishing odd Betti numbers, the curvature assumption is only used to recover the topology of four-dimensional fixed-point components, and the assumption on the odd Betti number is not used to determine the combinatorial structure of (each connected component of) the GKM-graph. However, there is something that does need further explanation: the above theorem does allow for fixed-point components of codimension two tori to be rational spheres of dimension larger than four, while in [GW15], the action was required to be of type $GKM_3$, which means that every three weights of the isotropy representation at any fixed point are linearly independent. We explain how one can save the argument.

If $\chi(F \cap C) \geq 3$, then it is easy to see that the action must be of $GKM$ type and there are at least three fixed points $p_0$, $p_1$, and $p_2$ in $C \cap F$. If a fixed-point component of a codimension two torus has the rational cohomology of $\mathbb{CP}^2$, then it is equivariantly diffeomorphic to $\mathbb{CP}^2$ endowed with a linear action by the classification of four-manifolds with two torus actions. We endow the GKM graph with the actual weights of the isotropy representation which are determined up to a sign. It follows that the actual weights of the isotropy representation in a triangle of the graph corresponding to a $\mathbb{CP}^2$ add up to zero after a possible adjustment of the signs.

As in [GW15], we get, for an edge $i$ between $p_1$ and $p_2$, a bijection $\sigma_i$ from the edges between $p_0$ and $p_1$ to the edges between $p_0$ and $p_2$. In fact, if $A$ is an edge between $p_0$ and $p_1$, we consider the codimension two torus determined by the linearly independent weights of the edge $i$ and the edge $A$. The fixed-point component must be a $\mathbb{CP}^2$ by our assumptions, and we find exactly one edge $\sigma_i(A)$ between $p_0$ and $p_2$. Accordingly, for any two edges $i$ and $j$ between $p_1$ and $p_2$, the map $\sigma_i^{-1} \circ \sigma_j$ is a permutation of the edges between $p_0$ and $p_1$. We plan to show that it has order at most two. This is equivalent to proving that, for edges $A$ and $B$ between $p_0$ and $p_1$,

\begin{equation}
\sigma_i(A) = \sigma_j(B) \Rightarrow \sigma_i(B) = \sigma_j(A). \tag{7.1}
\end{equation}

Here now comes a small addition to the proof: we choose a scalar product in the dual space $t^*$ and first assume $\sigma_i(A)$ is the edge between $p_0$ and $p_2$ whose weight has the largest norm with respect to this scalar product. We choose $B$ with $\sigma_i(A) = \sigma_j(B)$, and for this particular choice of $(A, B)$, we can prove the implication (7.1) as follows. We argue by contradiction and assume $\sigma_j(A) \neq \sigma_i(B)$. We follow the proof of [GW15] Sublemma 5.9 word for word up to the second-to-last sentence, which establishes a relation among the weights $w_0$, $w_1$, and $w_2$ of the edges $\sigma_i(A) = \sigma_j(B)$, $\sigma_j(A)$, and $\sigma_i(B)$, respectively. It implies $2w_0 = \varepsilon_1 w_1 + \varepsilon_2 w_2$ with $|\varepsilon_i| = 1$. We cannot use linear independence of the three weights to get a contradiction, but our choice of $w_0$ implies
2 \|w_0\| \geq \|w_1\| + \|w_2\| and a contradiction arises since the linear independence of \{w_1, w_2\} implies that the Cauchy inequality is strict. Thus we proved the implication (7.1) in the special case that \(\sigma_i(A)\) is the edge whose weight has the largest norm.

It follows that \(\sigma_j(\{A, B\}) = \sigma_i(\{A, B\})\), so we may move on to the complement of \{A, B\}. Choose \(A'\) and \(B'\) with \(\sigma_i(A') = \sigma_j(B')\) and the weight of the edge \(\sigma_i(A')\) has maximal norm among all \(A' \not\in \{A, B\}\). One can then proceed as before. In the rest of the proof in [GW15], the linear independence of three weights which all belong to edges with the same end points never enters and thus the theorem follows.

**7.2. Proof of Theorem C under the assumptions of a).** We have already proved Theorem C under the assumptions of b) (see Section 5.5) and have covered the odd-dimensional case in Section 5.6. It remains to show that, in the even dimensions, the assumptions of a) imply those of b). By the Chang-Skjelbred Lemma, the one-skeleton is connected and, in view of Theorem 5.10, it suffices to show

**Proposition 7.2.** Let \(M^n\) be an connected, orientable, closed manifold with vanishing odd Betti numbers. Suppose \(T^d\) acts effectively on \(M^n\) such that every fixed-point component of every codimension three subtorus has the rational cohomology of \(\mathbb{C}\mathbb{P}\), \(\mathbb{H}\mathbb{P}\), or \(S\) type. Then the number \(m\) of edges between different vertices of the graph assigned to the one-skeleton satisfies \(m \in \{1, 2\}\) unless \((m, n) = (4, 16)\) or \(\chi(M^n) = 2\).

If we can find a codimension one torus \(H\) with a fixed-point component of dimension \(\geq 4\), then the result follows from Lemma 5.3. Thus we may assume that the action of \(T^d\) on \(M^n\) is of GKM type. That is, for the isotropy representation of \(T^d\) at any fixed point, any two weights are linearly independent. As mentioned before, the action is called GKM\(_d\) if the same holds for any three weights. For GKM\(_3\) actions, everything follows from work of Goertsches and Wiemeler [GW15], and the basic idea of the proof is to use the assumption on fixed-point components of codimension three tori to carry over their proof. We can assume a weak form of GKM\(_d\), namely, that the fixed-point set of any codimension two torus is either of \(\mathbb{C}\mathbb{P}\), \(\mathbb{H}\mathbb{P}\), or \(S\) type. In fact, if it was of \(\mathbb{H}\mathbb{P}^k\) type with \(k \geq 1\) we could easily rule out \(m \geq 3\) by passing to the fixed-point set of a suitable codimension three torus. If it was \(S^{2\ell}\) type with \(\ell \geq 3\), we could similarly show \(\chi(M^n) = 2\), since otherwise there is a codimension three torus with a fixed-point component not of \(\mathbb{C}\mathbb{P}\), \(\mathbb{H}\mathbb{P}\), or \(S\) type.

In the following we assume \(\chi(M) \geq 3\). Let \(p_0, p_1, p_2\) be vertices of the GKM graph of \(M\). We already know that between any two of these vertices there are precisely \(m\) edges. Denote by \(e_{ij}^{0k}\) for \(1 \leq k \leq m\) the edges between \(p_i\) and \(p_j\).

**Claim 1.** \(e_{ij}^{0k}\) induces a natural bijection \(\sigma_k : \{1, \ldots, m\} \rightarrow \{1, \ldots, m\}\) such that \(e_{ij}^{01}, e_{ij}^{12}, e_{ij}^{02}\) are edges in the GKM-graph of the fixed set of some codimension two torus. After reordering the \(e_{ij}^{02}\), we can assume that \(\sigma_1\) is the identity.

Assume the weight of \(e_{ij}^{01}\) is \(r_k\). If the weight of \(e_{ij}^{12}\) is \(t_i\), we can look at the codimension two torus determined by \(r_k\) and \(t_i\). Its fixed-point component contains \(p_0, p_1,\) and \(p_2\), and as explained above, it is of \(\mathbb{C}\mathbb{P}\) type. Thus, its GKM graph contains a unique edge \(e_{ij}^{02}\) from \(p_0\) to \(p_2\).
Claim 2. For distinct \( i, j \in \{1, \ldots, m\} \), the permutation \( \sigma_i^{-1} \circ \sigma_j : \{1, \ldots, m\} \to \{1, \ldots, m\} \) is fixed-point free and has order two.

Given the weight \( t_k \) of \( e_k^{12} \), the codimension three torus determined by \( r_i, r_j, \) and \( t_k \) must have a fixed-point component \( N \) of \( \mathbb{H}^3 \) type. Here \( r_i \) and \( t_j \) are the weights of \( e_i^{01} \) and \( e_j^{01} \), respectively. The reduced graph has exactly two edges from \( p_1 \) to \( p_2 \), and it is clear that \( \sigma_i^{-1} \circ \sigma_j \) switches these two edges.

In particular, the \( \sigma_i = \sigma_i^{-1} \circ \sigma_i \) have order at most two and \([\sigma_i, \sigma_j] = (\sigma_i \circ \sigma_j)^2 = 1\).

So we see that \( \{\sigma_i \mid i = 1, \ldots, m\} \) generates a commutative group of permutations of order \( \leq 2 \) that acts transitively on the edges between \( p_1 \) and \( p_2 \). Indeed, for all edges \( j, j' \) between \( p_1 \) and \( p_2 \) there is an edge \( i \) with \( \sigma_i(j) = j' \). This can be seen by looking at the fixed-point components determined by the codimension three torus determined by the weights of \( j, j' \) and the weight of the edge 1 from \( p_2 \) to \( p_3 \). This already implies that \( m \) must be a power of 2.

Lemma 7.3. If \( \chi(M) \geq 3 \), then the number of edges \( m \) connecting any two vertices in the graph satisfies \( m \in \{1, 2, 4\} \).

This is the analogue of [GW15, Lemma 5.8], and the following proof is very similar.

Proof. By the remarks before Claim 1, we can assume that the weights of the edges \( e_i^{01}, e_i^{12}, e_j^{12} \) for \( i \neq j \) are linearly independent. The proof of [GW15, Lemma 5.8] now goes through with only minor changes, which we summarize here.

We first set up the notation. Let \( p_0, p_1, \) and \( p_2 \) be vertices in the graph. Denote by \( r_i, s_i, \) and \( t_i \) for \( 1 \leq i \leq m \) the weights of the edges \( e_i^{01}, e_i^{02}, \) and \( e_i^{12} \), respectively.

After rescaling the weights, we can assume that

\[
t_i = r_1 - s_i
\]

for \( i = 1, \ldots, k \). Moreover, for each \( j \in \{2, \ldots, k\} \), there are \( \epsilon_{ij}, \eta_{ij} \in \mathbb{Q} - \{0\} \) with

\[
t_i = \epsilon_{ij} r_j + \eta_{ij} s_{\sigma_j(i)}
\]

where the \( \sigma_j : \{1, \ldots, m\} \to \{1, \ldots, m\} \) are the injections from before. This equation holds for \( j = 1 \) as well if we define \( \epsilon_{i1} = 1 \) and \( \eta_{11} = -1 \). As shown before, the \( \sigma_i \) generate an abelian group such that all elements have order at most two. We are done when we can show that this group is generated by at most two elements. To do so we have to analyze the coefficients in equation (7.2).

Claim 3. For \( j > 1 \) we have \( \eta_{ij} = 1 \) and \( \epsilon_{\sigma_j(i)j} = \epsilon_{ij} \), i.e.,

\[
t_i = \epsilon_{ij} r_j + s_{\sigma_j(i)} \quad \text{and} \quad t_{\sigma_j(i)} = \epsilon_{ij} r_j + s_i.
\]

From the above relation (7.2), it follows that

\[
r_1 = t_i + s_i = \epsilon_{ij} r_j + \eta_{ij} s_{\sigma_j(i)} + s_i
\]

\[
r_1 = t_{\sigma_j(i)} + s_{\sigma_j(i)} = \epsilon_{\sigma_j(i)j} r_j + \eta_{\sigma_j(i)j} s_i + s_{\sigma_j(i)}.
\]

By the weak GKM_3-condition, the weights \( r_j, s_i \), and \( s_{\sigma_j(i)} \) are linearly independent and the claim follows.

Claim 4. For \( j > 2 \), we have \( \epsilon_{\sigma_j(i)2} = -\epsilon_{i2} \).
From Claim 3, it follows that
\[ \epsilon_{i2} r_2 = t_{\sigma_2(i)} - s_i = \epsilon_{\sigma_2(i)} r_j + s_{\sigma_2(i)} - s_i \]
\[ \epsilon_{\sigma_j(i)} r_2 = t_{\sigma_j(i)} - s_{\sigma_2 \sigma_j(i)} = \epsilon_{ij} r_j + s_i - s_{\sigma_j \sigma_2(i)}. \]

Now the weak GKM$_t$-condition implies that $\epsilon_{i2} = -\epsilon_{\sigma_j(i)2}$. This shows the claim.

Because we know that $m$ is a power of two, if $m > 2$, then $m \geq 4$, so we may choose $j > j' > 2$. Then, by applying Claim 4, we have
\[ \epsilon_{\sigma_j(i)}(\sigma_{j'}(i)2) = -\epsilon_{\sigma_j(i)}(i2) = \epsilon_{i2}. \]

From the proof of the transitivity of the action of the $\sigma_i$, it follows that there is a $j''$ such that $\sigma_{j''}(i) = \sigma_j \circ \sigma_{j'}(i)$. Since $\sigma_j \circ \sigma_{j'}$ does not have fixed points, it follows, again by Claim 4, that $j'' = 2$. Because this holds for each $i$, it follows that $\sigma_2 = \sigma_j \circ \sigma_{j'}$. This shows that the group of $\sigma_i$’s is generated by $\sigma_2$ and $\sigma_3$. Hence, we have $m \leq 4$. \qed

To complete the computation of the unlabeled graph, it remains to show that $m = 4$ occurs only if $\chi(M) \leq 3$. This is proved in the two following lemmas.

**Lemma 7.4.** Assume $\chi(M) \geq 3$ and $m = 4$. Let $p_0$, $p_1$, and $p_2$ be distinct vertices in $\Gamma$, and let $r_1, \ldots, r_4$ denote the weights of the edges between $p_1$ and $p_2$. For $h \in \{1, 2\}$, let $s_{hi}$ for $1 \leq i \leq 4$ denote the weights of the edges between $p_h$ and $p_i$. After possibly reordering and rescaling, we have
\[ s_{1i} = \frac{1}{2} \sum (-1)^{\delta_{ij}} r_j \quad \text{and} \quad s_{2i} = \frac{1}{2} \sum (-1)^{\delta_{ij} + \delta_{ij}} r_j, \]
where $\delta_{ij} = 1$ if $i = j$ and $\delta_{ij} = 0$ otherwise. In particular, the $r_i$ are linearly independent.

**Proof.** The formulas for the $s_{hi}$ are shown in the proof of [GW15, Lemma 5.14] relying on the Sublemmas 5.9–5.11 therein. As pointed out before, the proofs go through in our situation with only minor changes: By Claims 1, 3, and 4 from above, we may assume that the following relations hold:

\[ s_{11} = s_{21} - r_1 = s_{22} + r_2 \]
\[ s_{12} = s_{21} - r_2 = s_{22} + r_1 \]
\[ s_{13} = s_{21} - r_3 = -s_{22} + r_4 \]
\[ s_{14} = s_{21} - r_4 = -s_{22} + r_3 \]

(The translation from the notation there to the notation here is $t_i \mapsto s_{1i}, r_i \mapsto s_{2i}, s_i \mapsto r_i$.) By adding equations (7.4) and (7.5), we get that
\[ s_{21} = \frac{1}{2}(r_1 + r_2 + r_3 + r_4). \]

Hence, the $s_{1i}$ are of the form $\frac{1}{2}(-r_i + \sum_{j \neq i} r_j)$. By Claim 3 in the proof of Lemma 7.3 we may assume that
\[ s_{11} = s_{21} - r_1 = s_{22} + r_2 = s_{23} + r_3 = s_{24} + r_4. \]
Thus, for \( i > 1 \),
\[
s_{2i} = \frac{1}{2}(-r_1 - r_i + \sum_{j \neq i, 1} r_j).
\]
This proves the formulas for the \( s_{ij} \).

For the last claim, first note that \( r_1, r_2, r_3, \) and \( s_{11} \) are linearly independent. By the formula for \( s_{11} \), it follows that the \( r_i \) are linearly independent. \( \square \)

The proposition now follows from Lemma 7.5.

**Lemma 7.5.** If \( \chi(M) \geq 3 \) and \( m = 4 \), then \( d = 4 \) and \( \chi(M) = 3 \).

If we put
\[
\begin{align*}
  u_1 &= \frac{1}{2}(r_1 - r_2) \\
  u_2 &= \frac{1}{2}(r_1 + r_2) \\
  u_3 &= \frac{1}{2}(r_3 - r_4) \\
  u_0 &= \frac{1}{2}(r_3 + r_4)
\end{align*}
\]
in the situation of the previous lemma, then we see that we have achieved the same situation as in Claim 2 of the proof of Theorem 6.1. Now \( d = 4 \) follows as in Claim 3 of that proof. Moreover, Lemma 7.5 follows from Theorem 7.1 unless a fixed-point component of a codimension two torus is given by a rational \( \mathbb{C}P^k \) with \( k \geq 3 \). But then a fixed-point component of a codimension three torus has the rational cohomology of \( \mathbb{H}P^l \) with \( l \geq 3 \). The contradiction now arises as in Claim 3 of the proof of Theorem 6.1.
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