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Abstract—Misalignment between the camera frame and the operator frame is commonly seen in a teleoperated system and usually degrades the operation performance. The effects of such misalignment have not been fully investigated for eye-in-hand systems - systems that have the camera (eye) mounted to the end-effector (hand) to gain compactness in confined spaces such as in endoscopic surgery. This paper provides a systematic study on the effects of the camera frame misalignment in a teleoperated eye-in-hand robot and proposes a simple correction method in the view display. A simulation is designed to compare the effects of the misalignment under different conditions. Users are asked to move a rigid body from its initial position to the specified target position via teleoperation, with different levels of misalignment simulated. It is found that misalignment between the input motion and the output view is much more difficult to compensate by the operators when it is in the orthogonal direction (∼40s) compared with the opposite direction (∼20s). An experiment on a real concentric tube robot with an eye-in-hand configuration is also conducted. Users are asked to telemulate the robot to complete a pick-and-place task. Results show that with the correction enabled, there is a significant improvement in the operation performance in terms of completion time (mean 40.6%, median 38.6%), trajectory length (mean 34.3%, median 28.1%), difficulty (50.5%), unsteadiness (49.4%), and mental stress (60.9%). A video demonstrating the experiments can be found at https://youtu.be/EQILlwoS_Cw.

Index Terms—Human-Robot Interaction, Eye-in-Hand, Camera Frame Misalignment, Teleoperation

I. INTRODUCTION

Teleoperation is an effective way to control robots in complex environments as it integrates the superiority of human intelligence with the advantages of the mechatronic body of robots [1]. Since the first development in the 1950s, teleoperated robotic systems have been widely used for space operations [2], search and rescue [3], rehabilitation and surgical applications [4]–[8], and others.

In a typical telerobot system, visual display is used as the main, and sometimes the only, feedback for the human operator. One or more cameras are usually attached to the slave system (the remote part that is teleoperated by the master device and directly interacts with the environment) to provide visual feedback. Depending on the spatial relationship between the camera and the slave manipulator, the systems can be classified into two categories: eye-to-hand, meaning that the camera is mounted independently of the end-effector of the manipulator and will not move with its motions [4], [6], [9]–[12], and eye-in-hand, meaning that the camera is rigidly attached to the end-effector of the manipulator [13]–[16]. In general, the eye-to-hand configuration is more widely used for teleoperated manipulators, because it provides view of the major part of the manipulator interacting with the environment and is more intuitive for the human operator who is also “configured” as eye-to-hand. The advantages of the eye-in-hand system, however, lie in its ability to provide more dynamic observation of the site where the interactions of the end-effector occur, and its being more compact for deployment in confined spaces such as in endoscopic surgery.

This work was motivated by a problem of camera frame misalignment encountered in a teleoperated eye-in-hand tubular robot developed for transnasal procedures [14], as illustrated in Fig. 1 where a camera is rigidly attached to the...
end-effector of a tubular robot. An operator uses an input device to telemanipulate the robot while observing the visual display captured by the camera. The motion of the end-effector is linearly mapped by the motion of the input device via a differential kinematic model [17].

The robot consists of three concentric tubes, with the outermost and the innermost tubes being straight and the middle tube pre-curved. A gripper and a camera are rigidly mounted to the innermost tube. Each tube can be rotated and translated independently through transmission mechanisms controlled by motors. As the rotation of the outermost tube does not contribute to the end-effector’s motion, the total number of degrees of freedom is five, i.e., $t_1$, $t_2$, $r_2$, $t_3$, and $r_3$ in Fig. 1.

There are three main characteristics in the kinematics of the robot [18], [19] that are relevant to the misalignment studied in this paper:

- As the camera is rigidly attached to the innermost tube, the orientation of the camera may change dynamically when the robot is teleoperated by an input device.
- The change of orientation of the camera could cause a significant rotation about its axis, because the innermost tube can be rotated about its axis independently. Moreover, as the innermost tube is made of spring, there is torsional compliance when the rotation is transmitted from one end (motor) to another (camera), adding uncertainty to the rotation angle.
- The change of orientation of the camera could also involve variation in the tangential direction of the axis, as determined by the rotation of the middle tube that is pre-curved. Note that, however, the variation is bounded to a certain range ($\pm 45^\circ$) as the length of the curve in the middle tube is fixed.

Due to the misalignment between the camera frame and the teleoperation frame, the motion observed in the actual camera view can be in a significantly different direction from the input motion of the operator. Taking the case shown in Fig. 1 for instance, when the input device is moved in the positive direction of $X_T$, the image in the actual camera view shows a motion downwards due to the misalignment between the actual camera frame $\{A\}$ and the teleoperation frame $\{T\}$. An initial calibration may align the camera frame with the teleoperation frame at the start state. However, as the camera’s orientation may change dynamically with the motion of the robot and the uncertainty brought by the compliance of the innermost tube, misalignment may still appear along the process of teleoperation. Therefore, a one-off calibration may not be sufficient.

Studies have shown that misalignment in teleoperation may significantly affect the performance of the operator [3], [20]–[22]. A correction can be applied to mitigate the effect. One way to correct the misalignment is to transform the motion of the master to the camera frame first and then map the movement of the end-effector in the motion mapping step. While this method seems feasible, it has two drawbacks: 1) it does not apply to systems that use kinematically similar mechanisms and do not allow such transformation in motion mapping [1], e.g., in a mechanically linked teleoperated system; 2) the a priori knowledge about the interaction site established in the operator’s teleoperation frame may be violated by the rotation of the camera view, requiring the operator to do mental rotation for the task, which may increase the burden of the operator and the time to complete the task [23].

Therefore, this paper proposes an alternative approach that corrects the misalignment in the camera view display (Fig. 1.b), leaving the motion mapping unchanged and keeping the a priori knowledge about the teleoperated environment for the first time. Moreover, the effects of camera frame misalignment in this configuration are systematically studied, and the effectiveness of the proposed method is validated by carefully designed user studies.

### A. Related Work

1) Effects of the misalignment: Ames et al. [20] evaluated the performance of surgeons with altering laparoscope positions with respect to the working instruments. Although the operation was not teleoperated, the setup shared the same characteristics with a teleoperated eye-to-hand system. Configurations with the angle between the laparoscope and the baseline position being $0^\circ$, $45^\circ$, $90^\circ$, $135^\circ$, and $180^\circ$ were tested. Results showed that the performance of the participants deteriorated with the increase of deviation of the laparoscope angle from baseline for both novice and experienced surgeons.

Ellis et al. [24] studied the effects of misalignment between display and control axes for pitch, roll, and yaw rotations in a virtual reality system. By inviting 20 subjects to complete a three-phase task, they found a peak drop of performance around $120^\circ$ for all the three axes. They also found that the effects of the control-display misalignment was anisotropic with roll being more significantly susceptible.

Kim et al. [10] used the Raven system and the da Vinci Research Kit (dVRK), two typical teleoperated eye-to-hand robots, to evaluate the effects of the misalignment between the master input and the slave tool motion. They found that operators were able to compensate for up to approximately $20^\circ$ in tool orientation and camera viewpoint misalignment.

All the above works studied the misalignment problem in the eye-to-hand configuration, while few of them have investigated the eye-in-hand system. An exception is the research by Macedo et al. [25] which evaluated the effects of misalignment between a 2D display and a 2D joystick with respect to different rotation angles. Through experiments on 18 participants, they found that a simple compensation worked for all the rotation angles, whereas when there was no compensation, two peak values appeared at $90^\circ$ and $270^\circ$ without visual/display compatibility. Although the work in [25] is relevant to the present study, it is limited to a 2D system and a more comprehensive investigation of the effects is needed.

2) Correction methods for the misalignment: In general, two types of correction have been proposed for the misalignment, one in the motion mapping step and one in the view display. Draelos et al. [12] proposed a framework called Arbitrary Viewpoint Robotic Manipulation (AVRM) with which the misalignment in the tool motions can be corrected in an arbitrary viewpoint. More correction methods
are in improving the view display. For example, Dejone et al. [26], [27] proposed to reduce the teleoperation mental workload by optimizing component arrangement in an interface. Augmented reality cues have also been suggested to assist the operator’s telemanipulation [11], [28]. Other methods include deforming the 2D image of an endoscope to generate a pseudo-viewpoint [29] and having a second camera-in-hand robot arm that provides dynamic moving viewpoint [15]. However, all of these methods mentioned have only dealt with the misalignment problem in a teleoperated eye-to-hand system.

B. Contribution

Based on the introduction above, it can be seen that the effects of the camera frame misalignment have mainly been studied for eye-to-hand systems. For eye-in-hand configurations, study has been limited to 2D cases only. Moreover, no correction methods that apply to the eye-in-hand configurations have been proposed. Therefore, the main contribution of this paper is twofold:

- A simple correction method in the view display is proposed and validated through comprehensive user studies;
- The effects of the camera frame misalignment in a teleoperated eye-in-hand robot are investigated systematically for the first time.

II. A SIMPLE CORRECTION METHOD FOR THE CAMERA FRAME MISALIGNMENT

Suppose the frames associated with the teleoperation input device and the actual camera are \{X_T, Y_T, Z_T\} and \{X_A, Y_A, Z_A\}, respectively, as shown in Fig. 2. The corrected camera frame is denoted as \{X_C, Y_C, Z_C\}. We propose to correct the camera view by rotating it about its Z axis; therefore \(Z_A\) and \(Z_C\) are identical. Note that this rotation will not resolve the misalignment between the Z axes of the operation frame and the camera frame, which can exist when the camera’s tangential direction deviates from the operator’s Z axis. However, rotating the camera image only, due to its resemblance to the original view, will require the least learning effort for the users to adapt from the usual display to the new display. Moreover, in the robot motivating this study, the misalignment in the Z direction is bounded to a certain range \((\pm45^\circ)\). We hypothesize that this simple rotation should be effective for the studied configurations. The angles between \(X_A(Y_A)\) and \(X_C(Y_C)\) is denoted as \(\theta\).

The aim of the correction is to ensure the image displayed in the corrected camera frame is as close as the one observed from the teleoperator’s view. Therefore, we define the correction of the misaligned camera frame as a problem of minimizing the “distances” between \(X_C\) and \(X_T\) as well as between \(Y_C\) and \(Y_T\). Different metrics can be used to evaluate the “distance” between two vectors; in this problem, as the angle between the two coordinate axes is the focus, we use the cosine distance \(d(\cdot, \cdot)\), which is defined as

\[
d(a, b) = 1 - s(a, b) = 1 - \cos(\phi) = 1 - \frac{a \cdot b}{||a|| ||b||} \quad (1)
\]

where \(a\) and \(b\) are two vectors, \(s(\cdot, \cdot)\) is the cosine similarity, and \(\phi\) is the angle between \(a\) and \(b\).

Given the directions of \(\{X_T, Y_T\}\) and \(\{X_A, Y_A\}\), the correction for the camera frame misalignment can be defined as finding an angle \(\theta\) that satisfies

\[
\arg \min_\theta \; d(x_T, x_C) + d(y_T, y_C). \quad (2)
\]

According to (1), this is equal to finding \(\theta\) that satisfies

\[
\arg \max_\theta \; s(x_T, x_C) + s(y_T, y_C). \quad (3)
\]

Since the axis vectors are all unit vectors, (3) can be simplified as

\[
\arg \max_\theta \; x_T^T x_C + y_T^T y_C. \quad (4)
\]

As \(X_C\) and \(Y_C\) are rotated from \(X_A\) and \(Y_A\) about \(Z_A\) for \(\theta\), respectively, we have

\[
\begin{align*}
x_C &= x_A \cos(\theta) + y_A \sin(\theta) \quad (5) \\
y_C &= y_A \cos(\theta) - x_A \sin(\theta). \quad (6)
\end{align*}
\]

Substituting (6) into (4), we have

\[
\arg \max_\theta \; (x_T^T y_A - y_T^T x_A) \sin(\theta) + (x_T^T x_A + y_T^T y_A) \cos(\theta). \quad (8)
\]

It can be verified that the solution to (8) is given by

\[
\theta = \atan2(x_T^T Y_A - y_T^T X_A, x_T^T X_A + y_T^T Y_A) \quad (9)
\]

where the order \(\phi = \atan2(\sin(\phi), \cos(\phi))\) is used. This means that given \(\{X_T, Y_T\}\) and \(\{X_A, Y_A\}\), we can use (9) to calculate the rotation angle needed for the correction.

Remark 1: If the actual camera frame is in minimal misalignment with the teleoperation input device frame, then the angle between \(X_T\) and \(Y_A\) should be the same as the one between \(Y_T\) and \(X_A\).

This can be proved by considering the correction angle derived above. If the actual camera frame is in minimal misalignment with the teleoperation input device frame, then the correction angle needed should be zero. According to (9), this requires \(x_T^T Y_A = y_T^T X_A\), i.e., the angle between \(X_T\) and \(Y_A\) is the same as the one between \(Y_T\) and \(X_A\).

Remark 2: The angle between \(X_T\) and \(Y_A\) equaling the one between \(Y_T\) and \(X_A\) does not guarantee that the camera frame is in minimal misalignment.
This is because there is a possibility that \(X_T^T X_T + Y_T^T Y_A < 0\), which results in \(\theta\) calculated by (9) to be \(\pi\) instead of zero. One such case is when \(X_A = -X_T\) and \(Y_A = -Y_T\). We then have

\[
\theta = \tan^{-12}(-X_T^T Y_A + Y_T^T X_T, -X_T^T X_T - Y_T^T Y_T) = \pi. \tag{10}
\]

Remark 3: The camera frame is in minimal misalignment if \(X_A\) aligns with \(X_T\) or \(Y_A\) aligns with \(Y_T\). This can be verified by evaluating (9). When \(X_A = X_T\), (9) becomes

\[
\theta = \tan^{-12}(X_T^T Y_A - Y_T^T X_T, X_T^T X_T + Y_T^T Y_T) = 0. \tag{11}
\]

When \(Y_A = Y_T\), (9) becomes

\[
\theta = \tan^{-12}(X_T^T Y_A - Y_T^T X_T, X_T^T X_A + Y_T^T Y_T) = 0. \tag{12}
\]

Therefore, the camera frame is in minimal misalignment in these two cases. This indicates that the camera frame does not need to be corrected if one of the camera view axis aligns with the corresponding axis of the operator’s frame.

Note that (9) assumes the \(X\) and \(Y\) axes of the camera are known during the operation. This can be achieved by using measurement devices such as a tracking system or algorithms such as camera pose estimation. Eq. (9) should be applied constantly when the camera’s orientation changes dynamically during the operation. If the camera’s orientation is fixed, the method can also be used as calibration at the beginning of the process.

III. EVALUATION OF THE EFFECTS OF CAMERA FRAME MISALIGNMENT IN A SIMULATED ENVIRONMENT

In this section, we investigate the effects of camera frame misalignment in a teleoperated eye-in-hand robot by inviting participants to conduct a series of experiments, both with and without camera correction as introduced in Sec. II, under different conditions in a simulated environment. A three-way mixed experiment was designed for this evaluation and the details are described as follows.

A. Participants

A total of 32 participants (20 males and 12 females) volunteered for this experiment. The ages of the participants range between 22 and 36 (\(M = 29.78, \text{SD} = 3.80\)). The occupations include 30 engineering researchers/students and two business students. All of the participants are right-handed, and have normal visual acuity and no dyschromatopsia (color blindness). None but one participant had experience with the 3D joystick used in this experiment (the exception only had limited experience in using the 3D joystick to remote-control helicopters). All the participants provided informed consent. This protocol was approved by the Australian National Health and Medical Research Council (NHMRC) Registered Committee Number EC00171 under Approval Number 1800000891.

B. Methods

The participant was asked to telemanipulate a quadruplet in a simulated environment by maneuvering a 3D joystick (Extreme 3D Pro, Logitech), as illustrated in Fig. 3 (a). A blue square background was presented to the participant simulating the view of a camera that was sitting on the end-effector of a robot. A sphere and three cubes, forming a quadruplet with fixed position in the 3D space, were observed by the camera. The cubes were arranged in a way helping identify the orientation of the quadruplet. Examples of the initial position of the quadruplet in the camera view are illustrated in Fig. 3 (b) - (e). The task was to move the camera from the initial position to a position where the 2D projection of the sphere lies between the two concentric circles at the center of the camera view, as seen in Fig. 3 (f) - (i).

The environment was built based on MATLAB 2017b and Simulink (9.0) 3D Animation provided by MathWorks, Inc. The source code of the simulation can be found at https://github.com/drliawuw/CameraMisalignmentCorrection.

The block diagram of the simulation is shown in Fig. 4. The orientation of the camera was determined by four parameters: roll (ROLL), pitch (PITCH), yaw (YAW), and with correction (WC) / without correction (WOC). Under WOC condition, a rotation \(r\) was generated by \(\text{Rot}(y, \text{YAW})\text{Rot}(z, \text{PITCH})\text{Rot}(x, \text{ROLL})\) and converted to the Axis-Angle representation [30] before sent to the 3D Animation as the orientation of the camera. Here Rot(\(a, B\)) means a rotation about axis \(a\) for angle \(B\). If the switch was set to WC condition, a correction angle \(\theta\) was calculated using the algorithm proposed in Sec. II and added to the roll angle before generating the rotation. Specifically in the Proposed Correction block in Fig. 4, we first converted the RPY angles to a rotation matrix to extract the \(X\) and \(Y\) axes, and then implemented (9) to obtain the correction angle.

The RPY representation used in this paper is illustrated in Fig. 5. Under the specified order, the direction of the camera (\(Z\) axis) is only determined by the \(YAW\) and \(PITCH\) angles, while the \(ROLL\) angle describes the rotation of the camera about its own axis. This decoupling brings convenience to the analysis of the effects of the misalignment, as it allows us to compare misalignment in the axial rotation with misalignment in the tangential direction of the axis.

The three output signals of the joystick were sampled and integrated as the control commands for the \(X\), \(Y\), and \(Z\) motions of the camera. Added to these signals was an initial position of the quadruplet relative to the camera. The initial position was calculated based on the orientation of the camera so that the quadruplet was always seen in the camera view and the distance from the initial position to the final position was the same under different RPY angles. Letting \(R\) be the rotation matrix of a given set of RPY angles, we calculated the initial position by

\[
p_i = Rv_o + p_q \tag{13}
\]

where \(v_o = [30, 30, 140]^T\) is a fixed offset vector chosen empirically to maintain the quadruplet in the camera view and \(p_q = [0, 0, -40]^T\) is the default position of the quadruplet with
Fig. 3. Teleoperation experiments in a simulated environment. a) Experimental setup. The operator uses a 3D joystick to manipulate a quadruplet constituted by a sphere and three cubes in a MATLAB simulation. The task is to move the camera from the initial position to a position where the 2D projection of the sphere lies between the two concentric circles at the center of the camera view. b) - i) Example images presented to the operator under different conditions. Note that the states between WOC and WC when $ROLL = 0^\circ, PITCH = 0^\circ, YAW = 0^\circ$ are the same as there is no misalignment under this condition.

Fig. 4. Block diagram of the simulation algorithm. The orientation of the camera is determined by $ROLL$, $PITCH$, and $YAW$ angles. Two conditions, WOC and WC, can be selected through a switch by the experimenter. The simulation runs in Simulink (9.0) 3D Animation on a Windows 10 platform with Intel Core i5-7300U CPU @ 2.60GHz 2.71GHz and 8.00GB RAM.

Fig. 5. The RPY representation used in this paper. The three rotations transform the original frame $X_0Y_0Z_0$ to frame $X_3Y_3Z_3$ following the shown order. As the $Z$ axis is located along the camera, it can be seen that the $YAW$ and $PITCH$ angles determine the direction of the axis of the camera, while the $ROLL$ angle describes the rotation of the camera about its own axis.

respect to the camera. This was implemented in the Initial Position block in Fig. 4.

Note that the choice between WOC and WC does not affect the signal fed to the translation of the camera, but only impacts the rotation. As a consequence, the same sequence of operations would result in exactly the same trajectories of the camera under the two conditions, although the observed trajectories would seem significantly different. This feature is important for the fair comparison of the performance under the two conditions. If there is little effect of the misalignment of the camera, similar completion times under the two conditions can be expected.

The 32 participants were randomly and equally divided into four groups, under the conditions $(PITCH = 0^\circ, YAW = 0^\circ)$, $(PITCH = 0^\circ, YAW = 45^\circ)$, $(PITCH = 45^\circ, YAW = 0^\circ)$, and $(PITCH = 45^\circ, YAW = 45^\circ)$, respectively. In each group, the participant completed 48 trials with $ROLL$ being $0^\circ$, $45^\circ$, $90^\circ$, $135^\circ$, $180^\circ$, $225^\circ$, $270^\circ$, and $315^\circ$, and the switch connecting to WOC and WC (three repetitions under each combination of conditions, thus the total number of trials was $3 \times 8 \times 2 = 48$). To balance the carryover effects like learning and fatigue that are possible in within-subject experiments [31], Latin square was used to design the experiment. The detailed sequence of conditions can be found in the raw data attached to this paper. The simulation was run on a Windows 10 platform with Intel Core i5-7300U CPU @ 2.60GHz 2.71GHz and 8.00GB RAM.
Time of completion was recorded for each trial of task.

C. Results

A three-way repeated measures ANOVA was performed, with the three factors being PITCH-YAW (4 levels), ROLL (8 levels), and CORRECTION (2 levels). Among them, ROLL and CORRECTION are two within-subject factors and PITCH-YAW is a between-subject factor. As the main interest of this study was on the effects of the correction method, the main effect of CORRECTION and the interaction effect between CORRECTION and the other factors were examined.

1) Main effect of CORRECTION: The result of the main effect of CORRECTION is plotted in Fig. 6. The analysis compared the two levels of CORRECTION while not distinguishing the other factors. There was a significant effect of CORRECTION on the completion time of the tasks, \(F(1,28) = 52.435, \ p < 0.001\). A post hoc paired-samples \(t\)-test revealed that with the correction algorithm enabled, the operators were able to complete the tasks much faster than without the correction algorithm (15.16 ± 1.05 s vs 29.67 ± 2.72 s, \(t(255) = 10.418, \ p < 0.001\)).

2) Two-way interaction effect between CORRECTION and ROLL: The result of the interaction effect between CORRECTION and ROLL is plotted in Fig. 7. The analysis did not differentiate the levels of PITCH-YAW. There was a significant interaction effect (with a Greenhouse-Geisser correction as the Mauchly’s Test of Sphericity was significant) between CORRECTION and ROLL on the completion time of the tasks, \(F(3.854,107.925) = 11.681, \ p < 0.001\).

Eight paired-samples \(t\)-tests were used to make post hoc comparisons. As indicated in Fig. 7, there was a significant difference between WC and WOC in the conditions of nonzero ROLL angles, while the completion time was not significantly different when the ROLL angle was 0°.

The pattern of the interaction effect between CORRECTION and ROLL can be seen more clearly in Fig. 8. The red line depicts the average completion time with respect to different ROLL angles under WOC, while the blue line shows the results under WC. The error bars indicate 95% confidence intervals. A few observations can be made:

- When the ROLL angle was 0°, the completion time was the shortest (14.01 s) and similar as the one under WC (13.74 s).
- When the ROLL angle was 180°, the completion time increased slightly (19.94 s) and deviated from the one under WC (14.98 s).
- The completion time increased further with the ROLL angle being 45° (22.70 s), 135° (34.36 s), 225° (19.94 s), and 315° (27.34 s).
- The completion time reached the maximum when the ROLL angle was 90° (42.31 s) and 270° (45.48 s).

3) Two-way interaction effect between CORRECTION and PITCH-YAW: There was no significant interaction effect between CORRECTION and PITCH-YAW, \(F(3,28) = 0.082, \ p = 0.969\).

4) Three-way interaction effect of CORRECTION, ROLL, and PITCH-YAW: The result of the interaction effect of CORRECTION, ROLL, and PITCH-YAW is plotted in Fig. 9. There was a significant interaction effect (with a Greenhouse-Geisser correction as the Mauchly’s Test of Sphericity was significant) between the three factors on the completion time of the tasks, \(F(11.563,107.925) = 2.272, \ p = 0.014\). The results of post hoc paired-samples \(t\)-tests are also shown in Fig. 9. The following observations are obtained:

- When the ROLL angle was 0°, the average completion time under WC and WOC showed no significant difference in all the four conditions of PITCH-YAW angles.
that: While the dashed lines correspond to WC. It can be observed respectively. The solid lines represent the results under WOC, YAW angles being 0° while the ROLL angles, while being similar to the others at other conditions.

When the ROLL angle was 45°, 135°, 180°, 225°, and 315°, the average completion time under WC and WOC was significantly different in some conditions of PITCH-YAW angles, while not significantly different in other conditions.

When the ROLL angle was 90° and 270°, the average completion time under WC and WOC was significantly different in all the four conditions of PITCH-YAW angles.

To examine the pattern of the three-way interaction effect more clearly, we draw the results in polar graphs in Fig. 10. The red, green, blue, and magenta lines depict the average points. *p < 0.05 and **p < 0.01.

- When the CORRECTION was enabled, the average completion time was less than or approximately equal to 20 s in all the conditions of ROLL and PITCH-YAW angles, except the one with ROLL being 135° and PITCH-YAW being 0° - 45° (27.40 s).
- The curves of conditions under WOC and the differences of them from conditions under WC are consistent when the ROLL angle was 0°, 90°, 180°, and 270°.
- The curves of conditions under WOC are inconsistent when the ROLL angle was 45°, 135°, 225°, and 315°. Some conditions of PITCH-YAW angles presented much higher average completion time than the others at some ROLL angles, while being similar to the others at other ROLL angles.

D. Discussion

There was a statistically significant difference between the completion time under WC and WOC (Fig. 7). By enabling CORRECTION for the misalignment of the ROLL angle, the overall average completion time of the teleoperation task was reduced by 48.9%.

Moreover, the CORRECTION method seemed to work for all the conditions of ROLL angles. In Fig. 8, the average completion time under different ROLL angles was between 13.74 s and 17.50 s. The CORRECTION was seldom affected by the PITCH-YAW angles, too. In Fig. 10, the average completion time under different PITCH-YAW angles was less than or approximately equal to 20 s except one case with ROLL being 135° and PITCH-YAW being 0° - 45° in which the average completion time was 27.40 s. For all the other conditions, the average completion time was between 10.18 s and 20.35 s.

When the CORRECTION was not enabled, however, the completion of the teleoperation task was significantly affected by the misalignment between the camera frame and the teleoperation frame with respect to varying ROLL angle, which can be reflected by Fig. 7 and Fig. 8. Particularly, it is inferred from the results that for human operators, the misalignment in the orthogonal directions (ROLL = 90° and ROLL = 270°) is more difficult to correct than that in the opposite direction (ROLL = 180°). When the ROLL angle was 180°, which means the operator needs to move in the opposite direction as presented in the camera view to compensate the misalignment, the average completion time increased by 42.3% compared to the time with ROLL angle being 0°. When the ROLL angle was 90° and 270°, which means the operator needs to move in the orthogonal direction to correct the misalignment, the increase of completion time was 201.9% and 224.6%, respectively. When the ROLL angle was 45°, 135°, 225°, and 315°, which means there was a combination of misalignment in both the opposite direction and the orthogonal direction, the increase of average completion time was between the extreme conditions of pure opposite misalignment (180°) and pure orthogonal misalignment (90° and 270°).

As the proposed CORRECTION method is only in the 2D plane of the camera view, it was also affected by the
PITCH-YAW angles which resulted in 3D misalignment. From Fig. 9 and Fig. 10, it can be seen that the average completion time differed significantly with respect to different PITCH-YAW angles when the ROLL angle was 45°, 135°, 225°, and 315°. We infer that this is because, due to the coupling effect between the PITCH-YAW and ROLL angles, the proportion of the orthogonal component in the misalignment changed more significantly in some conditions comparing with others. However, as there are currently only eight data points in each condition, further experiments are needed to analyze the effects of the PITCH-YAW angles.

Overall, the proposed correction method can improve the teleportation by reducing the completion time in the simulated tasks under different conditions.

IV. VALIDATION OF THE CORRECTION METHOD ON A TELEOPERATED EYE-IN-HAND ROBOT

In this section, we further validate the proposed correction method by inviting participants to carry out a set of experiments using a real teleoperated eye-in-hand robot. An overall evaluation approach is taken because the real robot cannot be configured to have constant misalignment during the teleoperation like in the simulated environment discussed in Sec. III.

A. Participants

A total of 12 participants, who were a random subset of the 32 participants in the experiments described in the last section, volunteered for the test. The participants consisted of 10 males and 2 females, with ages ranging between 22 and 36 (M = 30.17, SD = 3.46). All the participants had no experience with teleoperation of a robot. All the participants provided informed consent. This protocol was approved by the Australian National Health and Medical Research Council (NHMRC) Registered Committee Number EC00171 under Approval Number 1800000891.

B. Methods

The participants were invited to perform on a real robotic system, as shown in Fig. 11. The experimental setup included a tubular robot [14] that was teleoperated by an input device (The Touch, 3D Systems, Inc., USA). The robot had 5 degrees of freedom (DOFs) but only the 3 positional DOFs and the rotational DOF of the distal tube around its axis were telecontrolled. The distal tube was equipped with a pair of forceps for gripping objects. A micro camera was rigidly attached to the distal tube and the images captured by the camera were displayed to the operator. An electromagnetic (EM) sensor was also rigidly mounted to the distal tube and its position was tracked by an EM tracking system (Aurora, Northern Digital Inc., Canada) at a frequency of 20 Hz.

The tasks of the experiment are illustrated in Fig. 12. The robot was required to start from its initial position, grip the pink tube out of Peg A and move and place it on to Peg B. Each operator was asked to teleoperate the robot to complete this task as fast as possible. The camera view was manually rotated around the axis of the lens for 90° at the initial position to simulate the misalignment between the camera frame and the teleoperation frame. This angle was chosen because it was one of the worst scenarios (most difficult to compensate by operators) based on simulation results in Section III. Note, however, that the misalignment may continuously change during each experiment trial as the innermost tube may be rotated through users’ teleoperation. Two conditions were tested: one with the proposed correction method and one without. Each condition consisted of two pre-trials (not counted) and five formal trials (counted). The order was designed with a Latin Square method to balance the carryover effects like learning and fatigue [31].

After completing all the tasks, each operator was immediately asked to fill in a survey in which the difficulty of the task, the unsteadiness of the motion, and the mental stress experienced during the teleoperation, were rated for both conditions. The original survey form can be found in the attachment of this article.

C. Results

Three indices, namely the completion time, the trajectory length, and the Hausdorff distance of the trajectories [32], were used to evaluate the performance of the tasks under different conditions. The completion time was counted from the moment the robot started moving until the tube was successfully placed onto Peg B. The trajectory length was calculated by accumulating the distances between adjacent points sampled at 20 Hz. The Hausdorff distance, defined by

$$d_H(X,Y) = \max \left\{ \sup_{x \in X} \inf_{y \in Y} d(x,y), \sup_{y \in Y} \inf_{x \in X} d(x,y) \right\}, \tag{14}$$

was used to describe the consistency of the five trajectories of the trails in each condition. As each trajectory was compared with the other four for the Hausdorff distance calculation, there were ten Hausdorff distances in total for each condition. An example of the trajectories and the Hausdorff distance can be found in Fig. 13.

Paired-samples t-tests were performed to the mean and median values of the completion time, trajectory length, and Hausdorff distance of the five trials in each condition conducted by the 12 participants. The results are plotted in Fig. 14. There was a statistically significant difference between WC and WOC in five comparisons:

- Mean Completion Time, 58.16 ± 22.18 s vs. 97.93 ± 39.54 s, t(11) = -4.742, p = 0.001;
- Median Completion Time, 56.10 ± 21.63 s vs. 91.41 ± 37.67 s, t(11) = -4.780, p = 0.001;
- Mean Trajectory Length, 242.05 ± 45.74 mm vs. 368.14 ± 102.99 mm, t(11) = -4.627, p = 0.001;
- Median Trajectory Length, 238.57 ± 50.63 mm vs. 331.71 ± 77.95 mm, t(11) = -4.473, p = 0.001;
- Median Hausdorff Distance, 8.00 ± 2.11 mm vs. 9.92 ± 2.34 mm, t(11) = -2.449, p = 0.032.

For the Mean Hausdorff Distance, the difference was not statistically significant, 8.35 ± 2.18 mm vs. 10.13 ± 2.93 mm, t(11) = -1.831, p = 0.094.
The results of the survey after the completion of the tasks were displayed in Fig. 15. Paired-sample t-tests were performed to compare the difficulty of the task, the unsteadiness of the motion, and the mental stress experienced during the teleoperation for both conditions. There were significant differences in all the three aspects compared between WC and WOC:

- **Difficulty**, $3.83 \pm 1.47$ vs. $7.75 \pm 1.42$, $t(11) = -7.035$, $p < 0.001$;
- **Unsteadiness**, $3.67 \pm 1.37$ vs. $7.25 \pm 1.60$, $t(11) = -5.77$, $p < 0.001$;
- **Stress**, $3.00 \pm 1.28$ vs. $7.67 \pm 1.56$, $t(11) = -9.38$, $p < 0.001$.

**D. Discussion**

From the results in Fig. 14, it is clear that the proposed correction method improved the teleportation in terms of completion time and trajectory length when there was an initial misalignment of $90^\circ$ in the roll angle. With the correction enabled, the mean completion time was reduced by 40.6% (38.6% for median values) and the mean trajectory length was shortened by 34.3% (28.1% for median values). This indicates that the correction of the misalignment helped the operators find a more straightforward path to complete the transfer task with a shorter time.

As for the consistency of the trajectories, it is interesting to see there was a statistically significant difference between...
the median Hausdorff Distances of the trajectories under WC and WOC, while no significant difference in the mean values. The disparity between the mean and median values could be caused by extreme values since the median is more robust against extremely high or low values. The result shows that the improvement of trajectory consistency under WC in the experiments was slight and around the threshold of statistical significance.

However, the operators experienced significantly differently with the two conditions. The subjective evaluation results plotted in Fig. 15 show clear distinction in terms of difficulty of the task, unsteadiness of the motion, and mental stress experienced during the teleoperation. The operation with CORRECTION enabled saw an improvement in the three aspects by 50.5%, 49.4%, and 60.9%, respectively. These results further validate the effectiveness of the proposed correction for the misalignment of the camera frame.

V. CONCLUSION

In this paper we investigated the effects of the camera frame misalignment in a teleoperated eye-in-hand system. Through a user study on a simulated system in which there was misalignment in both the ROLL angle and the PITCH-YAW angles, we found that the operator performance evinced a significant drop with the ROLL angle being 90° and 270°. The results suggested that misalignment between the input motion and the output view is much more difficult to compensate by the operators when it is in the orthogonal direction than when it is in the opposite direction. It was also observed that there was a coupling between the misalignment in the ROLL angles and the PITCH-YAW angles.

A simple correction method in the view display was proposed and tested. Through the same simulation study, it was validated that the correction method worked for all the conditions tested.

A comparison between with and without the proposed correction was further conducted on a real tubular robot. The results showed that with the correction enabled, there was a significant improvement in the operation performance in terms of completion time (mean 40.6%, median 38.6%), trajectory length (mean 34.3%, median 28.1%), difficulty (50.5%), unsteadiness (49.4%), and mental stress (60.9%). This suggests that the proposed correction method could improve the use of the compact eye-in-hand tubular robot in a confined environment such as in endoscopic surgery.

The main limitations of this work include two aspects. First, the coupling between the ROLL angle and the PITCH-YAW angles was not fully investigated due to limited samples and trials. Second, the PITCH-YAW angles have been restricted to be selected from the binary set \( \{0°, 45°\} \), which conformed with the capability and working conditions of the tubular robot system that motivated this study. However, more configurations are needed to reveal the effects of the full spectrum of the PITCH-YAW angles. Therefore, our future work will be to investigate the effect resulted from the PITCH-YAW angles with more user studies. A combination of correction in both view display and motion mapping can also be considered with this more complex problem. Moreover, the correction has been limited to the one DOF of rotation around the camera axis. Although the results have shown the effectiveness of this simple method, a correction involving more DOFs can be investigated.
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