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Abstract

Background

With data becoming a centerpiece of modern scientific discovery, data sharing by scientists is now a crucial element of scientific progress. This article aims to provide an in-depth examination of the practices and perceptions of data management, including data storage, data sharing, and data use and reuse by scientists around the world.

Methods

The Usability and Assessment Working Group of DataONE, an NSF-funded environmental cyberinfrastructure project, distributed a survey to a multinational and multidisciplinary sample of scientific researchers in a two-waves approach in 2017–2018. We focused our analysis on examining the differences across age groups, sub-disciplines of science, and sectors of employment.

Findings

Most respondents displayed what we describe as high and mediocre risk data practices by storing their data on their personal computer, departmental servers or USB drives. Respondents appeared to be satisfied with short-term storage solutions; however, only half of them are satisfied with available mechanisms for storing data beyond the life of the process. Data sharing and data reuse were viewed positively: over 85% of respondents admitted they would be willing to share their data with others and said they would use data collected by others if it could be easily accessed. A vast majority of respondents felt that the lack of access to data generated by other researchers or institutions was a major impediment to progress in science at large, yet only about a half thought that it restricted their own ability to...
answer scientific questions. Although attitudes towards data sharing and data use and reuse are mostly positive, practice does not always support data storage, sharing, and future reuse. Assistance through data managers or data librarians, readily available data repositories for both long-term and short-term storage, and educational programs for both awareness and to help engender good data practices are clearly needed.

Introduction

Science is increasingly data intensive and recent technological developments, computational abilities, and new digital environments are placing data into the center of scientific discovery [1]. This “Fourth Paradigm” of data-intensive scientific discovery is built on three pillars of “capture, curation, and analysis” [2]. With data becoming a centerpiece of modern scientific discovery, data sharing by scientists is now a crucial element of scientific progress.

Data sharing is also a foundation for Open Science, the initiative “to make scientific research and data accessible to all. It includes practices such as publishing open scientific research, campaigning for open access and generally making it easier to publish and communicate scientific knowledge. . . [including] ways to make science more transparent and accessible during the research process” [3]. On January 15, 2019, U.S. President D. Trump signed into law H.R. 4174, the Foundations for Evidence-Based Policymaking Act of 2018, which supported implementation of the principles of Open Science in the United States: “[the law] improves evidence-based policy through strengthening Federal agency evaluation capacity; furthering interagency data sharing and open data efforts; and improving access to data for statistical purposes while protecting confidential information [4].”

The goals of Open Science include greater interdisciplinary scientific collaboration, accessibility of data, and greater reproducibility and transparency of scientific work. These are dependent on increased sharing of scientific data and open access data. Data sharing is increasingly seen as an essential driver of the direction in which science is moving worldwide and across disciplines [5, 6, 7].

Sound data management practices are required to achieve the goals of Open Science. Best practices in data management require scientists to share their data by depositing datasets in trusted subject, governmental, or institutional repositories, by providing metadata that makes their data findable, and by citing or acknowledging their reuse of data. Understanding the actual behaviors of scientists is key to understanding what can be done to support the scientific community using the best practices.

Data management best practices are required throughout the full data lifecycle (Fig 1) and are well described in the “FAIR Guiding Principles for scientific data management and stewardship [8, 9]” which outlines a set of guiding principles to make data Findable, Accessible, Interoperable and Reusable. FAIR provide “guidance for scientific data management and stewardship and are relevant to all stakeholders in the current digital ecosystem. They directly address data producers and data publishers to promote maximum use of research data [10].” FAIR has been supported by many communities including the G20 Summit in 2016 and the Association of European Research Libraries (LIBER) in 2017 [10, 11, 12, 13]. A coalition of groups representing the Earth and space sciences headed by the American Geophysical Union (AGU) in 2017 set out to develop standards that will connect researchers, publishers, and data repositories in the Earth and space sciences to enable FAIR principles [14].

In 2018, LIBER published an Open Science Roadmap that outlined the specific actions that libraries could take to promote the concept and implementation of open science [11].
Other U.S. and international organizations, societies, and projects have also endorsed and are actively moving toward supporting these concepts and principles.

DataONE is an environmental cyberinfrastructure project focused on meeting “the needs of science and society for open, persistent, robust, and secure access to well-described and easily discovered Earth observational data... [created to] ensure the preservation, access, use and reuse of multi-scale, multi-discipline, and multi-national science data via three primary cyber-infrastructure elements and a broad education and outreach program.” DataONE has been supported by the U.S. National Science Foundation since 2009. DataONE Usability & Assessment Working Group (UAWG) has been studying scientists’ attitudes towards and practices with data sharing and reuse for a decade [5, 6]. Our paper reports on the results of our third survey conducted with scientists from a variety of subject disciplines and in many different countries.

Our study explores scientists’ data sharing attitudes and practices by focusing on specific stages of the data lifecycle including describe, preserve, and discover. It also examines where scientists store data both in the short and long-term, what metadata standards scientists use (if any) to describe data, and what barriers and incentives scientists face when data sharing, finding data and reusing data.

An analysis of the subset of this data, focused particularly on practices and attitudes of geophysicists and distributed to the members of the American Geophysical Union (1,372 responses from 116 countries) was published last year [15].
National and institutional factors impacting data sharing

In the past decade, governments, funding agencies, and publishers have begun implementing more rigorous open access data policies and mandates [16, 17]. In the United States, the White House Office of Science and Technology published a memorandum in 2013 directing all federal agencies to increase public access to research and specifically allow open access to data and scholarly publications supported by federal funding [18]. A number of major U.S. federal funders have increased access to the results of funded research [8]) through a variety of policies including requiring funded projects to share data underlying the research when the results of the research are published. Some U.S. funding agencies, including the Centers for Disease Control (CDC), the Department of Defense (DOD), the Food and Drug Administration (FDA), the National Aeronautics and Space Administration (NASA), and the United States Agency for International Development (USAID), require grant recipients to submit a yearly data sharing plan as part of the application process.

The National Science Foundation [19] requires applicants to submit a data management plan as a part of the funding application, and encourages data sharing. “Investigators are expected to share with other researchers, at no more than incremental cost and within a reasonable time, the primary data, samples, physical collections and other supporting materials created or gathered in the course of work under NSF grants. Grantees are expected to encourage and facilitate such sharing [19].” The U.S. Geological Survey (USGS) Public Access Plan “outlines a framework for activities to increase public access to scholarly publications and digital scientific data resulting from research funded by the USGS [20]” and requires providing free public access to scientific data and information products that are developed or funded by USGS.

Over the past decade, the European Union and its member states have been implementing comprehensive open data policies. The European Strategy Forum on Research Infrastructures in 2010 stated that “data in their various forms (from raw data to scientific publications) will need to be stored, maintained, and made available and openly accessible to all scientific communities [1].” In 2012, the European Commission published a recommendation and a roadmap encouraging all member-states to make the publicly-funded research data and results accessible to the public [21]. Most public sector data in Europe is open, meaning it is widely accessible and available for reuse, sometimes with no restrictive conditions [22]. In addition, the EU has invested in digital public data infrastructure, launching two major online portals: the Open Data Europe Portal (ODP open-data.europa.eu/fr/data) “that harvests metadata from public sector portals throughout Europe… [and] focuses on data made available by European countries” and the European Data Portal (EDP europeandataportal.eu) which contains datasets collected and published by the European Institutions [23]. The European Commission in 2018 published a report and an action plan focused on implementing FAIR and providing recommendations and actions for stakeholders in Europe and beyond [23].

While requirements and regulations for open access to data vary regionally, data sharing practices of researchers worldwide are also affected by policies and regulations implemented by major stakeholders, such as publishers, journals and repositories. In addition to data sharing mandates by governments and funding agencies, changing professional codes of ethics and requirements by journals and publishers toward open data are resulting in broader support from research communities towards the practice [24]. Private foundations and other major funding organizations that require data sharing by researchers include, among others, the Bill and Melinda Gates Foundation, American Heart Association, and Howard Hughes Institute [25].

Many journals and societies (e.g., American Geophysical Union) require the deposit in appropriate public repositories of all data used in the studies reported in their publications [25,
The National Academy of Sciences and its affiliates recommend that publishers implement open data access policies, and require researchers who want to be published to share their data [27].

Individual factors impacting data sharing

Individual attitudes and practices related to data sharing may be at odds with journal or government mandates. The attitudes and practices of scientists have been investigated in a number of international and regional studies, which focus on current practices, willingness to share data, possible incentives to share, and perceived barriers [5, 6, 7, 28, 29, 30, 31].

In the past decade, these studies have shown that scientists increasingly recognize the real benefits of open data [32]. Our 2011 study found that a majority of the scientists were willing to share their data “if certain conditions are met (such as formal citation and sharing reprints) [5].” An expanded follow-up survey conducted several years later demonstrated “increased acceptance of and willingness to engage in data sharing, as well as an increase in actual data sharing behaviors [6].”

A 2016 international survey of scientists involved in environmental research found that 82% of respondents agreed that in their scientific community, open data was “very important,” and 17% thought it was of “intermediate important(ce)” [7]. According to the same survey, support for data sharing “arose from research-intrinsic motives ranging from general considerations, i.e., the acceleration of scientific research and applications, to personal motivations, i.e., dissemination and recognition of research results, personal commitment to open data and requests from data users [7].” A study by Kim and Stanton [30] confirmed that individual factors that influence data-sharing behavior among scientists include perceived career benefit and career risk, scholarly altruism and the perceived amount of effort. Another study found that scientists seem to be more willing to share their data as a direct response to a request made by their peers, as they perceive this helps to ensure that their data will be cited and used properly [32].

Even though many funding agencies require data sharing, studies have shown that many scientists do not share their data, even those who receive funding from agencies that require data sharing [31, 6]. We found major barriers to sharing data are related to insufficient funding and time constraints to prepare the data for access and reuse [5] and these barriers are persistent and include concerns about the need to publishing their analysis first [6]. The Belmont Forum open data survey of environmental scientists produced similar results; the top barriers to publish data included the need to publish first, legal constraints and concerns about loss of credit of recognition [7]. According to the same survey, the age of the respondents had an impact on perceived barriers; “desire to publish results before releasing data was somewhat more prevalent at early stages of a research career [7].”

Scientists often explain their reluctance to share data as a concern that their data will be misused or misinterpreted [28, 7]. In disciplines that deal with human subjects, patients’ or respondents’ privacy concerns, as well as legal regulations, could be additional barriers to data sharing [28].

Another significant barrier, according to Gorgolewski, Margulies, and Milham [33] is researchers’ fears that reuse of their data and the resulting scrutiny by other researchers may reveal errors or discrepancies in the datasets, or in their interpretation.

Factors that impact researchers’ willingness to share data include 1) the extent to which they are trained in data management best practices, 2) the availability of organizational support to assist them, and 3) the extent to which they feel assured that the original datasets will be acknowledged and cited when reused [29]. Although there may be mandates to share data, the lack of perceived incentives for researchers to spend additional time and effort to prepare
datasets for sharing is another reason why more data is not available publicly [28]. An opportunity to be a co-author on a study that uses their data could be a significant incentive for data sharing because of the need to publish scholarly articles for career advancement in academia [34]. Results of the Tenopir et al. [5, 6] surveys indicated significant disciplinary differences in perceived incentives and barriers, as well as the age of the respondents, as factors in data sharing attitudes and practices. While younger respondents generally expressed more positive attitudes towards data sharing, their responses demonstrated that in reality, they are sharing less of their data than older researchers.

In addition, the type of data used by scientists and the ease with which this data can be reused is affecting data sharing and reuse practices: "reported use of models and remotesensed data had a large positive effect on reuse behavior [35]". Kim et al. confirmed that types of "data sources used by academic researchers were found to have a significant relationship with data sharing and reuse behaviors [36]".

While most researchers seem to be satisfied with the initial steps of the data lifecycle (searching for, collecting and short-term storage of data), long-term data preservation is much more challenging and problematic, and most organizations do not provide sufficient training and support for data management [5, 6]. Institutional involvement in training and data management assistance is crucial since the lack of skills and knowledge needed to prepare datasets for sharing is one primary reason why scientists choose not to share their data [31, 36].

In this study, we used surveys to examine attitudes and practices at three stages of the data lifecycle: description, preservation and discovery. In particular, our questions focused on where data are stored both in the short and long-term, what metadata standards are used (if any) to describe their data, and barriers and incentives to data sharing and discovery.

We sought to answer the following research questions:

- Where are the scientists storing their research data?
- Are the scientists satisfied with the process of storing their data during and beyond the life of research projects?
- How many scientists share data and how much of their data do scientists share?
- What are the attitudes toward sharing and reusing research data?
- Do scientists use sound data management practices, such as creating data management plans, providing metadata, and preserving data for the long term?
- What are the barriers and incentives for sharing research data?
- How much support and training in data management do organizations offer?
- How do attitudes and practices of data sharing differ by sub-discipline of science and primary work sector?

For the purposes of analysis in this paper we defined good data practices as those that support the FAIR data principles and are likely to guard against data loss, helps facilitate sharing with other researchers, and helps facilitate long-term curation. Good data practices were assigned when respondents indicate they store data in a repository. In contrast, mediocre data practices are operationally defined as practices that have the potential of making data findable with some additional effort, but do not obviously support FAIR principles, such as storing data in a personal cloud or on an institutional/departmental/PI’s server. Finally, bad data practices are defined as those that put data at risk and make it difficult to find or preserve, such as storing data on a flash drive, personal computer, or on paper.
Material and methods

We conducted a survey distributed in a two-waves approach with the assistance of the American Geophysical Union (AGU) and several partners and colleagues. The first wave of the survey was conducted in 2017–2018, when AGU distributed an email with a link to the instrument to all 62,000 of its members. An email reminder was sent out in August 2017, and the survey was closed on March 2018 with 1372 responses for a response rate of approximately 2.2%.

The second wave was distributed between late 2017 to Spring 2018 by a variety of organizations, including the Ecological Society of America, United States Geological Survey, Elsevier, Wiley, Baltic Association of Media Research, and LabArchives. The survey was also distributed by a number of colleagues in the Middle East, Eastern / Central Europe, and Eastern and Northern Europe. The survey link was disseminated both through email and by posting a link to the survey on Twitter. The second wave of the survey ended on May 11, 2018, with 812 responses. Combined, the two waves of the survey include 2184 responses. Survey data were collected in Qualtrics and housed on a secure server at the University of Tennessee. Researchers used IBM SPSS 25 statistical analysis software package for data analysis.

The study was approved by the University of Tennessee Institutional Review Board (IRB) as an online survey that did not gather personally identifiable information. Findings are reported in aggregate and do not contain any personally identifiable information. The informed consent agreement asked respondents to indicate that they understood the terms and were over 18 years of age. In compliance with the IRB approval for work with human subjects, respondents could skip any question or withdraw from the study at any time.

Research instrument

This survey was developed based on two previous surveys of scientists conducted by members of the DataONE Usability and Assessment working group [5, 6] For consistency, questions from previous surveys were reviewed and most previous questions were kept in the new survey. Some new questions and potential responses were added to reflect recent changes and developments in data management. Some questions that were less relevant were removed. The survey consisted of two parts, including the demographics section and a section exploring data use and reuse, data storage, and data sharing.

In the section focused on demographics, respondents were asked about their primary sector of employment, primary subject discipline, type of research activity, primary place of employment, as well as the year of birth, highest degree attained, and their gender. We decided to use chronological age instead of career stage to be consistent with our previous studies to see whether age has an influence on data attitudes or practices.

In order to explore a respondent’s practices and attitudes towards data sharing, use, and reuse, the survey included multiple questions focused on each of those topics. The survey consisted of questions asking participants to express the degree to which they agree or disagree with various statements, as well as several yes/no questions.

To discover the attitudes and practices of scientists regarding data, respondents were asked questions focused on various aspects of data management, including their current data practices, available support, practices of organizations and institutions that fund or employ them, data reuse, sharing and barriers, metadata, and institutional frameworks. In the event that the selection of possible responses did not accurately represent the respondents’ opinion, an option to select “Other” and write-in response was included in several questions.
Results

Almost two-thirds of the respondents who answered the question regarding their primary work sector (see Fig 2) were employed in the academic sector (72.8%), followed by government (16.6%), commercial (3.6%), non-profit (4.3%) and other (2.7%).

Our analysis combines the described disciplines into four categories. The largest group of respondents are in the physical sciences (43.3%), a quarter are in life sciences (26.3%), and 10.7% say their discipline was computer science and engineering (see Table 1). The rest of the respondents (19.8%) represent various other disciplines. For the full list of disciplines, see S1 Table.

Over a third of respondents said they primarily conduct field research (34.6%); another third primarily engage in modeling (27.9%); and a quarter conduct lab research (24.4%) (see Fig 3).

Respondents identified 87 different countries when asked about the location of their primary place of employment with 44.6% of respondents indicating their primary employment was in the United States. Only eight countries had over 50 respondents. Our analysis groups countries of employment into six regions. Almost half of the respondents were employed in U.S./Canada (47.1%), followed by Europe/Russia (24.7%); Asia/Southeast Asia (11.0%); Africa/Middle East (6.6%), South and Central America (5.9%), and Australia/New Zealand (4.8%) (see Fig 4). Analysis of the regional differences of this survey will be published in a forthcoming manuscript.

The original year of birth variable was transformed into age and our analysis groups these into five different clusters. Of the respondents who answered this question (n = 1984), 15.2%

![Pie chart showing primary work sectors](https://doi.org/10.1371/journal.pone.0229003.g002)
are 29 years old and under, 28% are 30–39 years old; 21.8% are 40–49 years old; 18.6% are 50–59 years old; and 16.3% are over 60.

Among those respondents who answered the gender question (n = 2003), 65.5% specified male, 32.2% specified female, and 2.3% preferred not to answer.

Of those respondents who answered the question “Does your primary funding agency require you to provide a data management plan?” (n = 1966), almost half (48.6%) said yes, just over a third said no (38.2%), and 13.2% did not know if their primary funding agency required a data management plan.

Current data practices

Data use. Using best practices when storing data is important both during the life of the project and beyond the life of the project. Short-term storage was defined as “storing my data during the life of the project” while long-term was “storing my data beyond the life of the project.” Typically, data storage practices vary and may reflect convenience rather than consideration of sound storage practices.
Responses to the question “How much of your data do you currently store or deposit in the following locations?” indicated that a personal computer was the primary location for data storage (61.3% of respondents store all or most of their data on a personal computer), followed by the respondent’s institution’s server (42.9%) and USB/external drive (29.8%). This question was not specifically focused on short-term or long-term data storage practices, but was referring to general data storage practices. Safer storage options such as cloud storage or repositories of various kinds are used far less often for data storage (Table 2).

To better differentiate between what are considered better data storage practices than others, we recombined various data storage and deposit practices into three groups. We defined good data practices as storing data in a repository of some kind; mediocre data practices as storing data in the personal cloud, or on an institutional/departmental/PI’s server; and bad data practices as storing data on a flash drive, personal computer, or on paper. Fig 5 represents the number of responses for each data storage group and clearly shows that mediocre or bad data storage practices are much more common. Good data practices were the least popular option,

Table 2. “How much of your data do you currently store or deposit in the following locations?”. (This is a combined number of the respondents who store most or all of the data in the specified location. Each response option was coded as a separate question, since the respondents may store data in various locations simultaneously, and answer “Not sure” is omitted from the table).

| Storage location                                      | None     | Some     | Most     | All      | n’     |
|-------------------------------------------------------|----------|----------|----------|----------|--------|
| On my institution’s server                            | 469 (27.2%) | 468 (27.1%) | 333 (19.3%) | 407 (23.6%) | 1727 |
| On the principal investigator’s server                 | 655 (41.0%) | 342 (21.4%) | 240 (15.0%) | 282 (17.6%) | 1598 |
| On a departmental server                              | 809 (52.0%) | 342 (22.0%) | 192 (12.3%) | 146 (9.4%) | 1556 |
| On my personal computer                               | 161 (9.2%) | 503 (28.7%) | 356 (20.3%) | 718 (41.0%) | 1753 |
| On paper in my office                                 | 698 (44.4%) | 654 (41.6%) | 116 (7.4%) | 81 (5.1%) | 1573 |
| USB/external drive                                     | 557 (35.6%) | 496 (31.7%) | 184 (11.8%) | 281 (18.0%) | 1565 |
| In a discipline-based repository, (e.g. NEON or LTER)  | 1074 (49.2%) | 218 (10.0%) | 92 (4.2%) | 31 (1.4%) | 1536 |
| In a publisher or publisher-related repository (e.g., specific publisher or Dryad) | 1030 (66.8%) | 334 (21.7%) | 53 (3.4%) | 19 (1.2%) | 1541 |
| Other data repository or archive (e.g., national data center) | 850 (53.7%) | 383 (24.2%) | 192 (12.1%) | 72 (4.5%) | 1584 |
| In my institution’s repository                        | 858 (55.2%) | 357 (23.0%) | 133 (8.6%) | 122 (7.9%) | 1553 |
| Cloud storage                                         | 686 (43.1%) | 479 (30.1%) | 184 (11.6%) | 191 (12.0%) | 1593 |
| Other                                                 | 713 (72.8%) | 56 (5.7%) | 18 (1.8%) | 33 (3.4%) | 979   |

https://doi.org/10.1371/journal.pone.0229003.t002
with over half of the respondents indicating that they did not store any of their data in any kind of repository.

Data storage practices vary greatly across age groups (Chi-Square = 21,063; p = .000): the younger the age of the respondents, the less likely they were to adhere to good data practices. While over a third of respondents who were fifty years or older demonstrated good data practices, this number was lower in each of the younger age groups; in the age group of 40–49 year old it was under a quarter of respondents, and among those who were 30–39 years old, it was 21.6%. In the youngest age group (under 29 years old) only 19.2% of respondents demonstrated good data storage practices.

There are also disciplinary differences (Pearson Chi-Square = 52,949; p = .000) in stated data storage practices. In Marine Sciences nearly half (46.5%) of respondents report good data storage practices, followed by Space and Planetary Science (36.4%), Atmospheric Science (31%) and Environmental Science (28.3%). In the rest of the disciplines, the number of scientists who report good data storage practices is between a quarter and a fifth of the respondents. Biology was the last discipline on the list, with only 11.4% of biologists adhering to good data storage practices. Analysis by the sector of employment suggest that governmental (33.5%) and non-profit employees (28.1%) are leaders in good data storage practices, followed by the commercial sector (23.7%), academia (21.9%), and other sectors (14.3%).

Even if researchers are not using good data storage practices, researchers seem satisfied with their own practices (Fig 6). This mismatch between good practices and satisfaction may show that data storage is less important to them than data collection and analysis. Approximately three-quarters of respondents (74.5%) report they are satisfied with the process of storing their data during their project (short-term). However only half (52.4%) are satisfied with the process of storing data beyond the life of the project (long term).

Chi-square tests showed that satisfaction with short-term data storage had some disciplinary variation (Pearson Chi-Square = 72,280; p = 0.01). Disciplines where almost three-quarters of respondents expressed satisfaction with short-term storage included Marine/Ocean (79.1%), Psychology (77.3%), and Biology (76.3%). The lowest level of satisfaction was from respondents...
representing Other Sciences (58.7%), Information Science/Computer Science (59.6%) and Physical Science (59.8%).

Satisfaction with data storage beyond the life of a project also has disciplinary variation. Respondents with the highest level of satisfaction with long-term data storage were Marine/Ocean (55.8%), Biology (50.9%) and Agriculture and Natural Resources (52.1%). The least satisfied were respondents from Space and Planetary Science: less than a third of them (27.3%) said they were satisfied with the process of storing data beyond the life of a project.

Attitudes towards both short-term (Pearson Chi-Square = 68.926; p = .002) and long-term (Pearson Chi-Square = 52.175; p = .000) data storage show variation across the age groups. The older the age of participants, the more satisfaction they expressed both with short-term data storage and long-term (Table 3).

When researchers are seeking data to answer their research questions, over three-quarters rely on themselves or their colleagues and about two-thirds of respondents state that they search for existing data. However, most researchers are making this search without consulting a data manager or librarian.

The fact that the respondents consult with a data manager or librarian may reflect the availability of those resources. While the age of the respondents did not have a significant impact on their reaching out to librarian or data manager for help acquiring the data, a Chi-square test (Pearson Chi-Square = 12.283; p = .015) showed a statistically significant relationship between the sector of employment and the respondent’s habit of asking data managers for help. The highest prevalence of those who ask data managers for assistance is in the commercial sector (33.4%), followed by non-profit (21.5%) and the government (20.0%). The lowest percentage of respondents who reach out to data managers (only 17.3%) are employed in the academic sector.

Table 3. "The following statements relate to how you store and manage your data. Tell us how much you agree with the following ways to complete the sentence: I am satisfied with . . .".

| Answer                                                                 | 60+ | 50–59 | 40–49 | 30–39 | Under 29 |
|------------------------------------------------------------------------|-----|-------|-------|-------|----------|
| . . . process of storing my data during the life of the project (short-term) | 244 (75.3%) | 274 (74.1%) | 284 (65.7%) | 354 (63.7%) | 185 (61.3%) |
| . . . process of storing my data beyond the life of the project (long-term) | 183 (56.5%) | 201 (54.3%) | 203 (47.0%) | 236 (42.4%) | 120 (39.7%) |

https://doi.org/10.1371/journal.pone.0229003.t003
There are statistically significant variations by discipline in regards to working with both librarians (Pearson Chi-Square = 92.647; p = .000) and data managers in seeking new data (Pearson Chi-Square = 30.667; p = .004). Respondents from the following disciplines were more accustomed to consulting with librarians: Information/computer science (35.8%) Engineering (33.6%); other (34.0%) and Agriculture/Natural Resources (27.6%). In all other disciplines, less than a fifth of respondents asked librarians for assistance with data.

A similar disciplinary variation is evident in the willingness of the scientists to ask data managers for help: respondents representing Agriculture and Natural Recourses (29.7%), Information Science (28.1%) and Engineering (25.9%) are most likely to consult with data managers. In all other disciplines, just 10 to 20 percent of respondents indicated they consult with data managers.

Data management support and practices. The results of the survey highlighted the need for organizations to offer more formal training and assistance in data management to scientists, or to better publicize the support they do offer. Overall, only about a third of the respondents stated that their organizations provide any training or assistance.

When asked what kind of assistance or training is provided by the respondent’s organization or project, about a quarter to a third of respondents said they are provided with assistance in creating data management plans (33.3%); training on best practices in data management (31.3%); assistance on creating metadata to describe data or datasets (27.6%); and training on data citation (27.6%). There were differences amongst work sectors in both the types and extent of training and assistance in data management provided by organizations (Table 4). Government sector respondents indicated the highest rates of provided training and assistance, while the employees of the academic sector reported the lowest rates. With respect to training on best practices, assistance creating data management plans, and help developing metadata, the correlation to work sector was statistically significant. While there was some variation among different sectors on training for data citation, it was not statistically significant.

There were noteworthy disciplinary differences regarding training and assistance in data management provided by the organization (see Table 5).

Researchers’ levels of satisfaction with tools and practices associated with data management were low: only about a third of the respondents expressed satisfaction with the data tools and practices listed in Fig 6.

There was some work sector variation in respondents’ satisfaction with tools and practices (Table 6). Government employees were most satisfied with tools for preparing metadata (29.8%), while respondents from the commercial sector were the least satisfied with those tools (17.1%). In all other sectors, approximately a quarter of respondents expressed satisfaction with the metadata tools.

Levels of satisfaction with the ability to track and verify provenance information (Chi-Square = 24.456; p = .002), as well as the ease of locating a suitable repository for the deposit of data, also varied among work sectors. Here, again, governmental employees showed the

| Assistance/training | Academic | Government | Commercial | Non-profit |
|---------------------|----------|------------|------------|------------|
| training on best practices for data management (Chi-Square = 31.923; p = .000) | 374 (28.4%) | 127 (42.2%) | 23 (39.0%) | 24 (34.8%) |
| assistance on creating data management plans (Chi-Square = 49.543; p = .000) | 384 (29.2%) | 140 (46.8%) | 25 (43.1%) | 31 (45.6%) |
| assistance on creating metadata to describe data or datasets. (Chi-Square = 102.006; p = .000) | 288 (22.1%) | 147 (49.0%) | 20 (33.9%) | 26 (38.2%) |
| training on how to cite datasets. (Chi-Square = 10.421; p = .200) | 329 (25.1%) | 93 (31.1%) | 14 (23.7%) | 19 (27.9%) |

https://doi.org/10.1371/journal.pone.0229003.t004
highest level of satisfaction of all work sectors, while respondents from the non-profit sector expressed the least satisfaction.

Satisfaction with available metadata tools also varied significantly by the primary subject discipline of the respondents. Respondents who indicated that their primary discipline was Space and Planetary Science (36.4%), Atmospheric Science (32.3%), and Hydrology (27.3%) expressed a higher degree of satisfaction with the tools for preparing metadata, while those in Geology (21.8%), and Biology (15.8%) expressed the least satisfaction with the metadata tools (Chi-Square = 59.157; p = 000).

Respondents’ abilities to easily locate a suitable repository also differed across disciplines (Chi-Square = 62.686; p = 000). Respondents representing Space and Planetary Science (45.5%), Information/Computer Science (40.4%), and Geology/Earth Science (38.9%) stated that it was easy for them to locate a data repository, while for the scientists in Agriculture and Natural Resources (28.7%), Biology (27.2%) and Other Sciences (25.5%) it seemed to be a more laborious task.

**Data sharing and reuse.** The idea of using data produced by other researchers was viewed positively by the vast majority of respondents: 87% said they would use such data if it would be easily available. Respondents were also enthusiastic about sharing their own data—86.7% said they are willing to share data across a broad group of researchers. There was only a slight variation between sectors of employment: respondents from the commercial sector were slightly less willing to share their data (72.1%), while in all other sectors the number of those willing to

| Table 5. Crosstab between “Primary Subject Discipline” and “My organization or project provides...” |
| --- |
| | ...training on best practices for data management (Chi-Square = 68.580; p = .000) | ...assistance on creating data management plans (Chi-Square = 62.312; p = .000) | ...assistance on creating metadata to describe my data or datasets (Chi-Square = 74.476; p = .000) | ...training on how to cite datasets. (Chi-Square = 44.938; p = .012) |
| Agriculture and Natural Resources | 35 (42.7%) | 30 (37.0%) | 24 (29.3%) | 23 (28.4%) |
| Atmospheric science | 51 (26.6%) | 66 (33.2%) | 68 (34.2%) | 47 (23.5%) |
| Biology | 37 (34.6%) | 38 (35.5%) | 24 (22.4%) | 21 (19.6%) |
| Information/Computer science | 32 (47.8%) | 34 (50.0%) | 28 (41.2%) | 25 (37.3%) |
| Environmental Science/Ecology | 93 (33.0%) | 106 (37.7%) | 92 (32.7%) | 72 (25.6%) |
| Engineering | 33 (26.8%) | 33 (27.0%) | 32 (26.2%) | 35 (28.2%) |
| Geology/Earth Science | 76 (24.1%) | 82 (26.4%) | 64 (20.6%) | 68 (21.9%) |
| Hydrology | 31 (34.8%) | 32 (36.0%) | 31 (34.8%) | 28 (31.5%) |
| Physical sciences | 57 (29.4%) | 61 (31.3%) | 53 (27.3%) | 51 (26.2%) |
| Psychology | 7 (31.8%) | 6 (28.7%) | 2 (9.1%) | 3 (13.6%) |
| Other | 87 (34.9%) | 84 (34.1%) | 52 (21.6%) | 74 (30.6%) |
| Marine/Ocean | 18 (46.2%) | 18 (46.2%) | 17 (43.6%) | 14 (35.9%) |
| Space and Planetary Science | 2 (11.1%) | 4 (22.2%) | 4 (22.2%) | 4 (22.2%) |

https://doi.org/10.1371/journal.pone.0229003.t005

| Table 6. Crosstab between "Primary sector of employment" and “Satisfaction with tools for metadata, provenance information and repositories”. |
| --- |
| | Academic | Government | Commercial | Non-Profit |
| ...ability to track & verify provenance information (Chi-Square = 34.813; p = .001). | 388 (25.5%) | 101 (29.2%) | 22 (28.9%) | 18 (20.2%) |
| ...ease of locating a suitable repository for the deposit of data (Chi-Square = 29.455; p = .003). | 480 (31.6%) | 135 (39.0%) | 25 (32.9%) | 22 (24.7%) |

https://doi.org/10.1371/journal.pone.0229003.t006
Data sharing, management, use, and reuse: Practices and perceptions of scientists worldwide

I would be willing to share data across a broad group of researchers (%).

| Discipline                          | Percentage |
|-------------------------------------|------------|
| Environmental Science/Ecology       | 96.1%      |
| Space and Planetary Science         | 94.4%      |
| Information/Computer Science        | 92.5%      |
| Hydrology                           | 90.9%      |
| Atmospheric Science                 | 89.8%      |
| Marine/Ocean                        | 89.7%      |
| Geology/Earth Science               | 86.9%      |
| Biology                             | 84.9%      |
| Physical Sciences                   | 82.0%      |
| Other                               | 80.2%      |
| Agriculture and Natural Resources   | 80.2%      |
| Psychology                          | 80.2%      |
| Engineering                         | 78.5%      |

Fig 7. Cross between "primary subject discipline" and "I would be willing to share data across a broad group of researchers (n = 1776)."

https://doi.org/10.1371/journal.pone.0229003.g007
Barriers to data sharing. A multiple-response question asked researchers to select from a list of possible reasons why all or part of their data might not be available to others. For those who acknowledged that at least some of their data were not available, the reasons most commonly selected included the need to publish first; insufficient time to make the data available; lack of rights to make the data public; and the lack of funding (Fig 9). These barriers to data sharing are similar to those observed in earlier studies [5, 6, 7].

Metadata. More than a third of respondents (36.4%) said they use some metadata standard to describe their data. The survey instrument presented a list of many commonly known metadata standards—with an addition of an “Other” option, and asked them to identify any that they used; responses are listed in Fig 10. Significantly, almost an equal number indicated others more frequently; 59.1% and 50.1%, respectively, were regular users of such data. In the non-profit and academic sectors only about a third of respondents (36.2% and 34.8%) were regularly using data that they did not collect.

Responses to this question also varied by the primary subject discipline (Chi-Square = 87.461; p = .000). Respondents who indicated the highest rates (Always or Frequently) of regular use of data generated by others appear to be clustered in three disciplines: Atmospheric Science (50.4% of heavy users); Space and Planetary Science (45.5%), Marine/Ocean (46.5%); and Hydrology (44.0%). In the next category of disciplines, about a third of respondents used data collected by someone outside of their research team on a regular basis: Physical Sciences (37.1%), Geology/Earth Science (33.1%), Information/Computer Science (32.6%), Environmental Science/Ecology (32.2%), and Agriculture and Natural Resources (27.7%). In the last category, less than a quarter of respondents were regular users of others’ data, including Engineering (23.6%), Other (22.0%), Biology (16.7%) and Psychology (13.6%).

Table 7. “The following statements relate to sharing scientific data. Tell us how much you agree with each statement”. (Answers "Agree Somewhat" and "Agree Strongly" combined).

| Answer                                                                 | n (%)     |
|-----------------------------------------------------------------------|-----------|
| I would use other researchers’ datasets if their datasets were easily accessible. | 1794 (87.0%) |
| I would be willing to place at least some of my data into a central data repository with no restrictions. | 1785 (77.3%) |
| I would be willing to place all of my data into a central data repository with no restrictions. | 1778 (44.5%) |
| I would be more likely to make my data available if I could place conditions on access. | 1775 (56.4%) |
| I am satisfied with my ability to integrate data from disparate sources to address research questions. | 1774 (49.8%) |
| I would be willing to share data across a broad group of researchers. | 1776 (86.7%) |
| It is important that my data are cited when used by other researchers | 1777 (92.1%) |
| It is appropriate to create new datasets from shared data. | 1776 (70.3%) |

https://doi.org/10.1371/journal.pone.0229003.t007

Table 8. “The following statements relate to your views on the use of scientific research data. Tell us how much you agree with each statement”.

| Answer                                                                 | n (%)     |
|-----------------------------------------------------------------------|-----------|
| Lack of access to data generated by other researchers or institutions is a major impediment to progress in science. | 1777 (74.6%) |
| Lack of access to data generated by other researchers or institutions has restricted my ability to answer scientific questions. | 1770 (50.5%) |
| Data may be misinterpreted due to complexity of the data. | 1769 (78.7%) |
| Data may be misinterpreted due to poor quality of the data. | 1764 (78.6%) |
| Data may be used in other ways than intended. | 1765 (75.4%) |

https://doi.org/10.1371/journal.pone.0229003.t008
they use no metadata standard ("None") (35.9%), and nearly a quarter said they use "Metadata standardized within my institution/lab" (24%).

The use of a metadata standard differed significantly by sector of employment (Chi-Square = 53.532; p = .000). Government employees are most likely to use some metadata standard (54.9%), followed by respondents working in the commercial sector (43.4%). In the academic, non-profit and other sectors, only about a third of respondents were using a specified metadata standard.

Table 9. “The following statements relate to your views on the reuse of scientific research data. Tell us how much you agree with the following ways to complete this sentence: I would have increased confidence in re-using data collected by others if...”.

| Answer                                                                 | n (%)         |
|------------------------------------------------------------------------|---------------|
| The metadata standard(s) utilized were explicitly stated with the data | 1737 (69.1%)  |
| The data were accompanied by written details about collection and quality assurance methods | 1741 (82.1%)  |
| A recorded workflow from a standard workflow system (Kepler, VisTrails, Taverna, etc.) was also available with the data | 1738 (36.0%)  |
| Detailed information about the provenance (data lineage, chain of custody) were available with data | 1724 (60.9%)  |
| Other                                                                  | 627 (21.9%)   |

https://doi.org/10.1371/journal.pone.0229003.t009

Fig 8. “How often do you conduct research in which some or all of the data analyzed was collected by someone besides yourself or members of your immediate research team?” (N = 1795).

https://doi.org/10.1371/journal.pone.0229003.g008
Institutional framework. Ensuring good practices in data management is an increasingly important priority for many funding agencies [37, 38, 39]. Almost half of the respondents (48.6%) reported that their primary funding agency requires a data management plan, while 13.2% are not sure if a data management plan were required or not.

Significantly, some disciplines appear to be much more likely to require data management plans from their scientists (Chi-Square value = 63.41; p = 0.000). Respondents representing Space and Planetary Science ranked number one in being required by their primary agency to provide a data management plan (71.4%), followed closely by Marine/Ocean Sciences (64.1%). For all results based on subject discipline, see Table 10.

Fig 9. “If all or part of your data are not available to others, why not (Choose all that apply)” (n = 2184).
https://doi.org/10.1371/journal.pone.0229003.g009

Fig 10. “What metadata standards do you currently use to describe your data, if any? (Choose all that apply)”
https://doi.org/10.1371/journal.pone.0229003.g010
Over a third of respondents (36.9%) said that their organization had a formal process for managing data in the short term, while almost half of the respondents (45.0%) said their organization did not have one. The situation is very similar with long-term data storage: 38.2% report that their organization had a formal process for storing data beyond the life of the project, while 39.9% did not have such a process.

Responses indicate significant differences among work sectors in the organization’s involvement in management and data storage. Non-profit (62.3%) and commercial (60.7%) sectors are leaders in short-term data management (Pearson Chi-Square = 93.106, p = .000), followed by the government sector (52.5%). According to respondents, academia is the least involved at an organizational level in short-term data management: only about a third of respondents who work in an academic setting say that their organizations have a formal process for data management. With respect to establishing processes for long-term data storage, the government sector is leading (61.8%), followed by commercial (54.1%) and non-profit (51.4%). Again, the academic sector seemed to be the least involved in processes addressing long-term data storage, with only 31.3% of respondents stating that their employers have a formal process for storing data beyond the life of the project. Those respondents whose organizations have a formal process for short-term data management or long-term data storage report that the following actors/units were involved in data management (Table 11).

Responses indicated a fairly even distribution of responsibility for data management and storage activities across IT units, colleagues, and data managers. There are some differences in what units/actors are involved in managing or storing data during or beyond the life of the project by the respondent’s primary sector of employment (Table 12). For example, in the academic sector, most respondents named “Research support unit(s)” (15.8%), followed by “Colleagues in my own unit/department (14.8%)”, and “IT units” (14.5%). In the Government sector, data management and storage appear to be more structured and organized; the most popular option among respondents employed by governments indicates allocation of responsibilities to “Designated data managers” (40.2%), followed by “IT departments” (32.9%) and “Colleagues in my own unit/department” (30.9%) and “Research support unit(s)” (24.6%).

Table 10. Crosstab between "primary funding agency requiring data management plan" and subject discipline. (n = 1966).

| Discipline               | Primary funding agency requiring data management plan: yes n (%) | Primary funding agency requiring data management plan: no n (%) | Primary funding agency requiring data management plan: don’t know n (%) |
|-------------------------|---------------------------------------------------------------|---------------------------------------------------------------|---------------------------------------------------------------------|
| Agriculture and Natural Resources | 35 (39.3%)                                                   | 47 (52.5%)                                                   | 7 (7.9%)                                                           |
| Atmospheric Science     | 107 (48.4%)                                                  | 94 (42.5%)                                                  | 20 (9.0%)                                                         |
| Biology                 | 46 (41.1%)                                                   | 39 (34.8%)                                                  | 27 (24.1%)                                                        |
| Information/Computer science | 42 (54.5%)                                                  | 26 (33.8%)                                                  | 9 (11.7%)                                                         |
| Environmental Science/ Ecology | 158 (52.0%)                                                 | 107 (35.2%)                                                 | 39 (12.8%)                                                        |
| Engineering             | 50 (36.2%)                                                   | 71 (51.4%)                                                  | 17 (12.3%)                                                        |
| Geology/Earth Science   | 178 (52.4%)                                                  | 121 (35.6%)                                                 | 41 (12.1%)                                                        |
| Hydrology               | 55 (52.9%)                                                   | 38 (36.5%)                                                  | 11 (10.6%)                                                        |
| Physical Sciences       | 109 (51.2%)                                                  | 71 (33.3%)                                                  | 33 (15.5%)                                                        |
| Psychology              | 10 (45.5%)                                                   | 11 (50.0%)                                                  | 1 (4.5%)                                                          |
| Other                   | 122 (44.9%)                                                  | 105 (38.6%)                                                 | 45 (16.5%)                                                        |
| Marine/Ocean            | 25 (64.1%)                                                   | 9 (23.1%)                                                   | 5 (12.8%)                                                         |
| Space and Planetary Science | 15 (71.4%)                                                   | 4 (19.0%)                                                   | 2 (9.5%)                                                          |

https://doi.org/10.1371/journal.pone.0229003.t010
Table 11. “You have expressed agreement that your organization or project has a formal process for managing or storing data during or beyond the life of the project (short-term or long-term). Which of the following are involved with this process? (Choose all that apply).”

| Answer                                                                 | n (%)   |
|------------------------------------------------------------------------|---------|
| Information technology support unit(s) (e.g., Office of Information Technology, IT Support Center) | 392 (18.4%) |
| Colleagues in my own unit/departmen t                                  | 383 (18%) |
| Designated data manager(s)                                              | 364 (17%) |
| Research support unit(s) (e.g., Office of Research, Office of Sponsored Programs and Contracts) | 359 (16.9%) |
| The library                                                            | 253 (12%) |
| Administrative office(s) (e.g., Department Heads, Deans, Provosts, Program Offices, Research Offices, Divisions, Directorates / Directors, Managers) | 181 (8.5%) |
| Other                                                                  | 55 (2.6%) |

https://doi.org/10.1371/journal.pone.0229003.t011

Commercial section, the most popular answers are “IT units” (31.6%), “Colleagues in my own unit/department” (30.3%), and “Designated data manager(s)” (25.0%).

**Limitations.** The two-wave distribution method led to data being gathered over nine months, which is not optimal but which still provides value since it fell within one academic year. We cannot calculate a total response rate for the second wave of the survey because it was distributed to professional organizations and individual researchers and we do not know how many people received or saw the invitation for the survey.

Due to the IRB requirements, the respondents could skip any question or stop the survey at any time, so the number of responses to each question may differ. The length of the survey, estimated to take about twenty minutes to complete, could have potentially contributed to survey fatigue. In addition, since we rely on a volunteer sample, self-selection bias may have occurred, stemming from the fact that people who were knowledgeable and had an opinion about data sharing could have been more likely to take the survey or conversely, they may have felt that there was no need to answer this survey since these practices are ingrained in their work habits. Since the results of the survey were self-reported, we assume that participants responded truthfully and to the best of their ability.

**Discussion and conclusions**

**Data use/data storage: Researchers store their data in a variety of places, representing good, mediocre and bad data practices**

Most researchers report they store their data on their personal computer (60.3%), departmental servers (42.9%) or USB drives (29.8%), but storage options associated with good data practices are also being used to a lesser extent. Among these, the most popular option is other data

**Table 12. Crosstab between a primary sector and "which of the following are involved in data management/storage in your organization?".**

| Actors/Units                        | Academic | Government | Commercial | Non-profit |
|-------------------------------------|----------|------------|------------|------------|
| Research support unit(s)            | 241 (15.8%) | 85 (24.6%) | 11 (14.5%) | 16 (18.0%) |
| The library                         | 193 (12.7%) | 43 (12.4%) | 9 (11.8%)  | 8 (9.0%)   |
| Information technology support unit(s) | 221 (14.5%) | 114 (32.9%) | 24 (31.6%) | 25 (28.1%) |
| Administrative office(s)            | 102 (6.7%)  | 55 (15.9%) | 9 (11.8%)  | 10 (11.2%) |
| Designated data manager(s)          | 175 (11.5%) | 139 (40.2%) | 19 (25.0%) | 21 (23.6%) |
| Colleagues in my own unit/department | 225 (14.8%) | 107 (30.9%) | 23 (30.3%) | 19 (21.3%) |
| Other                               | 31 (2.0%)   | 16 (4.6%)  | 3 (3.9%)   | 4 (4.5%)   |

https://doi.org/10.1371/journal.pone.0229003.t012
repository or archive (16.6%), institution’s repository (16.5%), discipline-based repository (5.6%), and publisher or publisher related-depositories (4.6%). Governmental and non-profit employees seem to be the leaders in good data practices, while academics and employees of the commercial sector are lagging behind. Age seems to have an inverse pattern; adhering to good data storage practices increased in each age group, starting from 19.2% in the youngest age group, to 31.1% in the oldest category.

Respondents appear to be satisfied with short-term storage solutions that provide them with more physical proximity to their data during the collection and analysis phases of their project; however, only half of them are satisfied with available mechanisms for storing data beyond the life of the project. If data resources are to be stored and preserved for the long-term, organizations need to provide easier access to long-term data storage solutions, and training and assistance to researchers on long-term data management.

Survey responses indicate that the available data management assistance to researchers is often inadequate or not known to them. Respondents in Information Science, Engineering, and Agriculture/Natural Resources disciplines appear to be more cognizant of available resources and engage them most frequently to support their data management needs. Approximately a third of respondents from these three disciplines say they consult with data managers or librarians; significantly, responses from researchers in all other disciplines indicate low rates of engagement—between ten and twenty percent—of professionals to assist with their data management needs. Further research would be necessary to determine if these distinctions are the result of broader availability of data management services in specific disciplines, or if the researchers in certain disciplines are simply more aware of the existence of such services.

Researchers employed in the government sector are most likely to work with data managers, perhaps because of open data mandates and requirements for adherence to established data management practices in government agencies. Somewhat confoundingly, data from this survey indicates that researchers in the academic sector are least likely to ask data managers or librarians for assistance in finding data for their research, even as they are the sector most likely to have these institutionalized services available to them. Although librarians and data managers may be available, most researchers in academia are unaware of assistance or do not take advantage of such assistance.

Data reuse, sharing and barriers

The vast majority of respondents have a positive attitude towards sharing data and data reuse. Over a third of respondents use data collected by others in their research on a regular basis (most of those respondents representing governmental and commercial sections), while 87% would use data collected by someone else if it could be easily accessed. According to respondents, written details on collection and quality assurance methods, explicitly stated metadata standards and detailed provenance information are the most important criteria influencing their confidence in using data collected by others.

The idea of data sharing is seen in a positive light, with 86.7% saying they would be willing to share their data across a broad group of researchers. Respondents would be more willing to share if they could place some conditions on use (56.4%) on those reusing their data. A citation is an almost universal requirement: 92.1% of respondents said it was important for them to receive citation credit by those who would use their data. The need to publish first was reported as the main barrier to sharing data, followed by the lack of rights to data, time to properly prepare data for sharing, and funding restrictions limiting their ability to prepare and deposit the data.
A vast majority of respondents feel that the lack of access to data generated by other researchers or institutions was a major impediment to progress in science at large, yet only about a half of them thought that it restricted their own ability to answer scientific questions. This discrepancy between the perceived effects on others and the respondents themselves could be viewed as a variation of the third person effect theory and could be further explored in future research.

**Institutional framework/data management support**

Data management plans are now required by funding agencies in many countries [37, 38]. Around half of the respondents say their funders require a data management plan, most of them in the US and Europe; within research communities, the Space and Planetary Science and the Marine Science fields appear to be strong proponents of data management plans. Regarding a formal process for data management, non-profit and commercial sectors are leading (with over 60% of respondents indicating that their organizations have a formal process), while the academic sector seemed to be least likely to have institutionalized processes. Designated data managers and data librarians can promulgate awareness of requirements and assist researchers in preparing good data management plans.

Across all sectors, respondents perceive libraries as less involved than other units in their organizations in providing data management support services. Either many libraries are not providing these services, or their existing services are not appropriately communicated to researchers. Employees of government institutions indicate stronger support for organizing data management and storage by designated professional employees, including data managers, research support units, and IT units. Responses from the government sector indicated the highest levels of available data management assistance and training to employees, while respondents from the academic sector observed the lowest rates of available training and assistance. Clearly there is a need to do more training and assistance in the academic sector, or to more fully communicate the availability of existing services.

Satisfaction with the tools and practices associated with data management seems to be low: only about a third of respondents’ express satisfaction with tools for preparing metadata and their ability to track and verify provenance information. Access to appropriate repositories also seems to be an issue: only 37.4% of respondents say it is easy for them to locate a suitable repository for deposit of data.

Slightly more than a third of respondents use some kind of commonly recognized metadata standard, while another third say they use any standard, and about a quarter say they use a “metadata standardized within my institution/lab.” The government and commercial sectors are leaders in using a metadata standard, with over half of government respondents reporting use of such standards. Low rates of uptake of widely used metadata standards is a concern, both for data discovery and for the necessary levels of description that are vital to understanding [39]. Data managers, data librarians, and affordable metadata tools should help researchers with metadata creation. It is unrealistic to expect every researcher to be a metadata expert, but search and retrieval of data sets rely on complete and accurate metadata, and understanding of data for responsible reuse requires comprehensive details about methodologies, data structure and processing, and provenance. There is more work to be done in making this happen.

**Conclusions**

The results of this study align with other research projects that examine the attitudes and behavior of scientists in regards to the use, storage, and reuse of data. For example, our results show similar trends that were discovered by researchers from Leiden University’s Centre for
Science and Technology Studies and Elsevier, who used a combination of qualitative and quantitative methods to examine motivations and barriers of data sharing by researchers [40]. The results of our survey have similar results, highlighting the existing gap between positive attitudes towards open data and open science with researchers actually implementing good data practices. Both surveys also demonstrated higher levels of good data practices by researchers working in scientific fields that do not deal with human subjects and where a significant amount of data is gathered by large-scale instrumentation shared by a number of researchers and research teams.

Since most questions of this survey closely emulated those from two previous studies conducted in 2011 and 2015 by DataONE Usability and Assessment group [5, 6], we are able to discuss the general direction of the changes in attitudes and behaviors of the global scientific community. The progress in moving towards open science is reflected in the growing acceptance of the concepts crucial for open science, specifically the concepts of data sharing and reuse. Over the past decade, the number of respondents who said that they are willing to share their data with other researchers has increased. At the same time, the results of the survey demonstrate a growing acceptance of data reuse.

In addition to the increase in the number of scientists who hold positive attitudes towards data sharing and reuse, there is also a change in behavior: more respondents display good data practices, reuse data, and share their data. The use and understanding of metadata is another indicator of the progress that a scientific community is making in accepting and following good data practices. Similarly, the number of respondents who acknowledge various barriers that prevent them from sharing their data has been steadily decreasing over the examined time frame.

Over three waves of the survey, there is a noticeable positive dynamic in terms of organizational involvement in data sharing, use, and reuse. The number of respondents who stated that their organizations require data management plans is on the rise, and more say their organizations offer training and assistance in issues related to data management. Although the reasons behind this dynamic are outside of the framework of this study, we can hypothesize that general acceptance of the importance of open data and open science by various stakeholders in the research process, including publishers, governments, and funding agencies have a positive effect on organizations being more involved and more helpful with data management.

Finally, it is important to acknowledge the differences in data sharing, use, and reuse between respondents employed by four work sectors. The governmental sector emerged as a leader in positive attitudes, good data practices, as well as organizational involvement in data training and management. Examination of several important indicators, such as willingness to share and reuse data, displaying good data practices, and growing organizational involvement in data management show the governmental sector to be the frontrunner in accepting and implementing data management practices.

The results of this study can provide additional insights into what aspects of the implementation of FAIR principles to promote open data require extra attention and effort from stakeholders. For example, ensuring best data practices through Data Management Plans is listed among fifteen priority recommendations by the European Commission [23], but only about half of the respondents currently indicate that their primary funding agency requires a data management plan.

Our international study of the data management practices and attitudes of scientists shows there is variation in data practices based on the work sector, subject discipline, and, sometimes by age of researchers. Although attitudes towards data sharing and data use and reuse are mostly positive, practice does not always support data storage, sharing, and use in the future. While there is noticeable progress in moving toward open data and open science, there still is
a discrepancy between positive attitudes and actual implementation of those principles by the scientific community. Goodwill and positive attitudes, however, suggest that with stronger organizational involvement in providing training and support of good data practices, there is potential for major positive changes. Assistance from data managers or data librarians, readily available data repositories for both long-term and short-term storage and educational programs to engender good data practices are clearly needed.

**Supporting information**

S1 Table. Primary subject discipline.

(DOCX)

S2 Table.

(DOCX)

**Acknowledgments**

We would like to thank Bill Michener, Principal Investigator for DataONE, the University of New Mexico; Brooks Hanson, Executive Vice President for Science for the American Geophysical Union; Mike Frame and Lisa Zolly at U.S. Geological Survey, and colleagues at the ESA (Ecological Society of America), USGS (United States Geological Survey), Elsevier, and Wiley.

Also, we would like to thank Matt Dunie of LabArchives, Jim Malone of ORAU, Dr. Alison Specht of the Centre for the Synthesis and Analysis of Biodiversity, Dr. Epp Lauk of the University of Jyväskylä, Dr. Aukse Balcytiene of the Vytautas Magnus University for distributing the survey to their colleagues.

**Author Contributions**

**Conceptualization:** Carol Tenopir, Suzie Allard, Lynn Baird, Bruce Grant, Robert Olendorf, Robert J. Sandusky.

**Data curation:** Natalie M. Rice.

**Formal analysis:** Carol Tenopir, Natalie M. Rice, Suzie Allard, Lynn Baird, Josh Borycz, Lisa Christian, Bruce Grant, Robert Olendorf, Robert J. Sandusky.

**Funding acquisition:** Carol Tenopir, Suzie Allard.

**Methodology:** Carol Tenopir.

**Project administration:** Carol Tenopir, Natalie M. Rice, Suzie Allard.

**Supervision:** Carol Tenopir.

**Writing – original draft:** Carol Tenopir, Natalie M. Rice, Suzie Allard.

**Writing – review & editing:** Carol Tenopir, Natalie M. Rice, Suzie Allard, Lynn Baird, Robert Olendorf, Robert J. Sandusky.

**References**

1. Critchlow T, Van Dam KK. Data-Intensive Science. Chapman and Hall/CRC; 2016 Apr 19.

2. Tansley S, Tolle KM. The fourth paradigm: data-intensive scientific discovery. Hey AJ, editor. Redmond, WA: Microsoft research; 2009 Oct.

3. UNESCO. Open Science Movement. 2018.
4. White House. Bill Announcement. January 14, 2019.
5. Tenopir C, Allard S, Douglass K, Aydinoglu AU, Wu L, Read E, et al. Data sharing by scientists: practices and perceptions. PloS one. 2011 Jun 29; 6(6):e21101. https://doi.org/10.1371/journal.pone.0021101 PMID: 21738610
6. Tenopir C, Dalton ED, Allard S, Frame M, Pjesivac I, Birch B, et al. Changes in data sharing and data reuse practices and perceptions among scientists worldwide. PloS one. 2015 Aug 26; 10(8):e0134826. https://doi.org/10.1371/journal.pone.0134826 PMID: 26308551
7. Schmidt B, Gemeinholzer B, Treloar A. Open data in global environmental research: The Belmont Forum’s open data survey. PloS one. 2016 Jan 15; 11(1):e0146695. https://doi.org/10.1371/journal.pone.0146695 PMID: 26771577
8. Wilkinson MD, Dumontier M, Aalbersberg IJ, Appleton G, Axton M, Baak A, et al. The FAIR Guiding Principles for scientific data management and stewardship. Scientific data. 2016; 3.
9. Mons B, Neylon C, Velterop J, Dumontier M, da Silva Santos LO, Wilkinson MD. Cloudy, increasingly FAIR; revisiting the FAIR Data guiding principles for the European Open Science Cloud. Information Services & Use. 2017 Jan 1; 37(1):49--56.
10. Association of European Research Libraries. Implementing FAIR Data Principles: The Role of Libraries. 2017.
11. Ayris P, Bernal I, Cavalli V, Dorch B, Frey J, Hallik M, et al. LIBER Open Science Roadmap.
12. Murphy F. Open access, open data, FAIR Data and their implications for life sciences researchers. Emerging Topics in Life Sciences. 2018 Dec 21; 2(6):759--62.
13. Key E, Davis R, Lee T, Samors RJ. International Cooperation Toward FAIR Principles and Open Data in Transdisciplinary Research. InAGU Fall Meeting Abstracts 2018 Dec.
14. AGU coalition receives a grant to advance open and FAIR data standards in the Earth and Space Sciences. AGU; 2017 August 28.
15. Tenopir C, Christian L, Allard S, Borycz J. Research Data Sharing: Practices and Attitudes of Geophysicists. Earth and Space Science. 2018 Dec; 5(12):891--902.
16. Corti L, Van den Eynden V, Bishop L, Woollard M. Managing and sharing research data: a guide to good practice. Sage; 2014 Mar 1.
17. Nugroho RP, Zuiderwijk A, Janssen M, de Jong M. A comparison of national open data policies: lessons learned. Transforming Government: People, Process and Policy. 2015 Aug 17; 9(3):286--308.
18. Sheenan J. Increasing Access to the Results of Federally Funded Science. 2016.
19. National Foundation of Science. Proposal & Award Policies & Procedures Guide (PAPPG). 2018.
20. U.S.G.S. Public Access to Results of Federally Funded Research at the U.S. Geological Survey. 2019.
21. European Commission. European Commission Open Data Policy. 2019.
22. European Commission. European Data Portal FAQ. 2018.
23. European Commission. Turning FAIR into reality. 2018.
24. Levesque RJ. Data sharing mandates, developmental science, and responsibly supporting authors.
25. UCSF Libraries. Data Sharing & Data Management. 2018.
26. PLOS. (2019). Data availability. Retrieved from https://journals.plos.org/plosone/s/data-availability
27. Barbui C, Gureje O, Puschner B, Patten S, Thornicroft G. Implementing a data sharing culture. Epidemiology and psychiatric sciences. 2016 Aug; 25(4):289--90. https://doi.org/10.1017/S2045796016000330 PMID: 27150624
28. Downey AS, Olson S, editors. Sharing clinical research data: workshop summary. National Academies Press; 2013 Jun 7.
29. Sayoego DS, Pardo TA. Exploring the determinants of scientific data sharing: Understanding the motivation to publish research data. Government Information Quarterly. 2013 Jan 1; 30:S19--3
30. Kim Y, Stanton JM. Institutional and individual factors affecting scientists' data-sharing behaviors: A multilevel analysis. Journal of the Association for Information Science and Technology. 2016 Apr; 67 (4):776--99.
31. Volk CJ, Lucero Y, Barnas K. Why is data sharing in collaborative natural resource efforts so hard and what can we do to improve it? Environmental management. 2014 May 1; 53(5):883--93. https://doi.org/10.1007/s00267-014-0258-2 PMID: 24604667
32. Lowndes JS, Best BD, Scarborough C, Afferbach JC, Frazier MR, O’Hara CC, et al. Our path to better science in less time using open data science tools. Nature ecology & evolution. 2017 Jun 1; 1(6):0160.
33. Gorgolewski K, Margulies DS, Milham MP. Making data sharing count: a publication-based solution. Frontiers in neuroscience. 2013 Feb 6; 7:3. https://doi.org/10.3389/fnins.2013.00009 PMID: 23390412
34. Kim Y, Stanton JM. Institutional and individual influences on scientists’ data sharing practices. Journal of Computational Science Education. 2012 Jun; 3(1):47–56.

35. Curty RG, Crowston K, Specht A, Grant BW, Dalton ED. Attitudes and norms affecting scientists’ data reuse. PloS one. 2017 Dec 27; 12(12):e0189288. https://doi.org/10.1371/journal.pone.0189288 PMID: 29281658

36. Kim J, Schuler ER, Pechenina A. Predictors of Data Sharing and Reuse Behavior in Academic Communities. InKnowledge Discovery and Data Design Innovation: Proceedings of the International Conference on Knowledge Management (ICKM 2017) 2017 Oct 19 (Vol. 14, p. 1). World Scientific.

37. Schiermeier Q. Data management made simple. Nature 555:403–405. https://doi.org/10.1038/d41586-018-03071-1 PMID: 29542709

38. Smale N, Unsworth KJ, Denyer G, Barr DP. The History, Advocacy and Efficacy of Data Management Plans. bioRxiv. 2018 Jan 1:443499.

39. Jahnke L, Asher A, Keralis SD. The problem of data. 2012.

40. Berghmans S, Cousijn H, Deakin G, Meijer I, Mulligan A, Plume A, et al. Open data: The researcher perspective. 2017