Thermodynamics at zero temperature: inequalities for the ground state of a quantum many-body system
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Abstract. We prove that for a single-component many-body system at zero temperature the inequality $E_{\text{int}} \leq PV$ holds, where $E_{\text{int}}$ is the interaction energy, $P$ is pressure and $V$ is volume. This inequality is proven under rather general assumptions with the use of Anderson-type bound relating ground state energies of systems with different numbers of particles. We also consider adding impurity particles to the system and derive inequalities on the chemical potential of the impurity and binding energy of the bound state of two impurities.

1. Introduction

Inequalities relating thermodynamic quantities play a profound role in thermodynamics and statistical physics of quantum many-body systems. Examples include rigorous proofs of the second law of thermodynamics [¹ ²], conditions on superfluidity [³ ⁴], inequalities involving correlation functions in the vicinity of a critical point [⁵], inequalities on the derivative of the free energy with respect to the scattering length in quantum gases [⁶ ⁷], proofs of the existence of the long range order in spin systems [⁸ ⁹] etc. Here we address a quantum system of particles with a pairwise interaction in its ground state (i.e. “at zero temperature”). For a single-component system, we derive inequalities relating its energy per particle, $\varepsilon(p,m,g)$ and its derivatives. We also consider a system with added particles of a different sort (impurities) and derive inequalities on the chemical potentials and binding energies of the impurities. The derivation of the inequalities is based on Anderson’s general idea relating the ground state energy of a larger system to the ground state energies of several smaller systems [¹⁰]. We illustrate our results by applying them to various cases where the ground state energy is known approximately or exactly.
2. Single species

2.1. Preliminaries

Consider a system of \( N \) particles in a volume \( V \). Its Hamiltonian in the first-quantized form reads

\[
H = \sum_{1 \leq i \leq N} \frac{p_i^2}{2m} + g \sum_{1 \leq i < j \leq N} U(r_i - r_j).
\]

Here \( m > 0 \) is the mass of a particle, \( p_i \) and \( r_i \) are, respectively, the operators of the momentum and the coordinate of the \( i \)’th particle and \( g U(r_i - r_j) \) is the interparticle interaction potential.

We single out a multiplicative constant \( g \) to be able to take partial derivatives with respect to it, and assume \( g > 0 \) (the sign of \( U(r_i - r_j) \) can be arbitrary and can depend on the argument \( (r_i - r_j) \)). We do not specify the statistics of the particles. Also the dimensionality \( D = 1, 2, 3 \) of the system is not fixed.

The ground state energy of the system reads

\[
E_N(V, m, g) = \inf_{\Psi: \|\Psi\|=1} \langle \Psi | H | \Psi \rangle,
\]

where infimum is over all normalized states \( \Psi \) in the appropriate Hilbert space. We have equipped \( E_N(V, m, g) \) with the arguments indicating the number of particles, the volume and the parameters of the Hamiltonian for further use.

We assume that the ground state energy can be written as

\[
E_N(V, m, g) = N \left( \varepsilon(\rho, m, g) + \delta_N(\rho, m, g) \right)
\]

in the thermodynamic limit of \( N, V \to \infty \) with the particle density \( N/V = \rho \) kept constant, where \( \varepsilon(\rho, m, g) \) is the energy per particle, and \( \delta_N(\rho, m, g) \) is the boundary contribution to the energy with the property

\[
\partial_\rho \delta_N(\rho, m, g) = o(1), \quad \partial_g \delta_N(\rho, m, g) = o(1)
\]

in the thermodynamic limit. Here and it what follows we use the Bachmann-Landau “small-\( o \)” notation: \( o(1/N^\alpha) \) is a function that (uniformly) vanishes in the thermodynamic limit faster than \( 1/N^\alpha \). We further assume that \( \delta_N(\rho, m, g) \) is a “smooth” function of the discrete variable \( N \) in the following sense:

\[
|\delta_N(\rho, m, g) - \delta_{N-1}(\rho, m, g)| = o(1/N).
\]

The fact that \( E_N(V, m, g) \) scales as \( N \) in the thermodynamic limit is a prerequisite for the thermodynamic description of the system. It can be rigorously proven, in particular, for fermions and fermion-boson mixtures in a broad range of physical conditions \([11, 12, 13, 14]\). It is also expected to hold for interacting bosons with short-range repulsion, although we are not aware of explicit proofs in this case (except for \( D = 1 \), where bosons can be mapped to fermions \([15]\)). The thermodynamic scaling of \( E_N(V, m, g) \) implies certain conditions on the short- and large-distance behavior of the potential \( U(r) \) \([16, 17]\). In particular, \( |U(r)| \) should vanish faster than \( |r|^{-D} \) at large distances, otherwise the energy \( E_N(V, m, g)/N \) can diverge to \( +\infty \) in the thermodynamic limit \([16, 17, 18]\). One should also avoid the opposite peril – the divergence of \( E_N(V, m, g)/N \) to \( -\infty \) in the thermodynamic limit, that shows up, in particular, for bosons with everywhere attractive potentials. Finally, for attractive potentials singular at \( r = 0 \) one should ensure that \( U(r) \) diverges slower than \( 1/|r|^2 \), otherwise the spectrum of the Hamiltonian can be unbounded from below already for \( N = 2 \) \([18]\).
While the exact scaling of the subleading boundary term with \(N\) is not important for our argument, we mention that on physical grounds we expect \(\delta_N(\rho, m, g) \sim N^{-1/D}\), \(\partial_\rho \delta_N(\rho, m, g) \sim N^{-1/D}\), and \(|\delta_N(\rho, m, g) - \delta_{N-1}(\rho, m, g)| \sim N^{-1-1/D}\), consistent with our assumptions [1], [5].

As is evident from eqs. [1]–[3], a trivial rescaling property holds for the energy per particle:

\[
\varepsilon(\rho, m/c, c g) = c \varepsilon(\rho, m, g)
\]

for an arbitrary \(c > 0\). Taking the derivative of both sides of this identity with respect to \(c\) at \(c = 1\), one obtains

**Lemma 1.**

\[
\varepsilon = g \partial_g \varepsilon - m \partial_m \varepsilon
\]

Here and in what follows we omit the arguments of \(\varepsilon(\rho, m, g)\) when this does not lead to a confusion.

The main technical tool we are going to use is the lower bound on the ground state energy of an \(N\)-particle system in terms of ground state energies of a different \((N-1)\)-particle system. A method for obtaining such bounds by partitioning an \(N\)-body Hamiltonian into sum of \((N-1)\)-body Hamiltonians follows the idea by Anderson [10]. This idea was later developed in various directions, see e.g. [11], [12], [19], [20], [21], [22], [23], [24], [25], [26]. We will use the following bound [24]:

**Lemma 2.**

\[
E_N(V, m, g) \geq \frac{N}{N-1} E_{N-1}(V, m, \frac{N-1}{N-2} g).
\]

**Proof.** To make the paper self-contained, we reproduce the proof. The Hamiltonian [1] is partitioned as \(H = \sum_{n=1}^{N} H_n\), where

\[
H_n = \frac{1}{N-1} \sum_{\substack{i \leq j \leq N \atop i \neq n}} \frac{P_i^2}{2m} + g \frac{1}{N-2} \sum_{\substack{1 \leq i < j \leq N \atop i, j \neq n}} U(r_i - r_j).
\]

Note that the terms with \(i = n\) or \(j = n\) are excluded from \(H_n\). This means that while \(H_n\) is a Hamiltonian of a system of \(N\) particles (with the corresponding \(n\)-particle Hilbert space), the \(n\)'th particle is a “spectator” that is decoupled from the rest of the particles and does not contribute to energy. Since the infimum of a sum is not less than the sum of the infima, we get

\[
E_N(V, m, g) \geq \sum_{n=1}^{N} \inf_{\Psi: \|\Psi\|_1 = 1} \langle \Psi | H_n | \Psi \rangle = N E_{N-1} \left( V, (N-1)m, \frac{g}{N-2} \right).
\]

Taking into account the rescaling property [6], one then obtains eq. [8].

2.2. Inequalities

The main technical result of the present section is contained in the following Lemma.

**Lemma 3.**

\[
g \partial_g \varepsilon \leq \rho \partial_\rho \varepsilon
\]
Proof. Eqs. (5) and (8) entail
\[ \varepsilon(\rho, m, g) \geq \varepsilon \left( \frac{N-1}{N} \rho, m, \frac{N-1}{N-2} g \right) + \left[ \delta_{N-1} \left( \frac{N-1}{N} \rho, m, \frac{N-1}{N-2} g \right) - \delta_N(\rho, m, g) \right]. \] (12)

Eqs. (4) and (5) imply that the term in square brackets is \( o(N^{-1}) \). Expanding the first term in the right hand side of eq. (12) in powers of \( N^{-1} \), we get
\[ 0 \geq N^{-1} \left( -\rho \partial_\rho \varepsilon(\rho, m, g) + g \partial_g \varepsilon(\rho, m, g) \right) + o(N^{-1}). \] (13)

In the thermodynamic limit this entails the inequality (11).

A remark regarding the inequality (8) is in order. This inequality can be improved by accounting for the translation invariance of the system, with the result known as the Hall-Post inequality [20, 24, 26]. This improvement considerably strengthens the bound for few-body systems [26]. However, it does not lead to better bounds in the thermodynamic limit, therefore we do not employ it.

Combining the identity (7) with the inequality (11), one immediately arrives at

**Lemma 4.**
\[-\rho \partial_\rho \varepsilon - m \partial_m \varepsilon + 2g \partial_g \varepsilon \leq \varepsilon \leq \rho \partial_\rho \varepsilon - m \partial_m \varepsilon \] (14)

Note that the derivative \( \partial_m \varepsilon \) is always non-positive. This follows from the Hellmann-Feynman theorem: \( \partial_m \varepsilon = \langle gs| \partial_m H |gs \rangle = -\langle gs| \sum_{i=1}^N p_i^2/(2m^2) |gs \rangle \leq 0 \), where \( |gs \rangle \) is the ground state.

We would like to reformulate Lemma 3 in more straightforward thermodynamic terms. To this end we introduce the pressure
\[ P = -\frac{\partial}{\partial V} E_N(V, m, g) \] (15)
and the interaction energy in the ground state
\[ E_{\text{int}} = \langle gs| g \sum_{1 \leq i < j \leq N} U(r_i - r_j) |gs \rangle. \] (16)

By the Hellmann-Feynman theorem one gets \( E_{\text{int}} = N g \partial_g \varepsilon \). Taking this into account, we obtain from eq. (11) the following

**Theorem 1.**
\[ E_{\text{int}} \leq PV. \] (17)

This is the main result of the present section.
2.3. Illustrations

2.3.1. Bosons. First consider bosons in the weak-coupling limit. The leading order of the mean-field approximation gives \( \varepsilon = (1/2) \rho g \int dr U(r) \) (we assume that this quantity is positive). One can immediately verify that in this limit inequalities (11), (14), (17) saturate.

To illustrate the performance of the inequalities beyond the weak-coupling limit, we resort to the exactly solvable Lieb-Liniger model of repulsive one-dimensional bosons with the contact interaction \( U(x) = \delta(x) \) and \( g > 0 \) [27]. The ground state energy as a function of the dimensionless coupling \( \gamma_{LL} = mg/\rho \) can be found by solving a system of coupled integral equations [27]. An approximation to this solution, which is extremely accurate up to \( \gamma = 15 \), has been obtained recently in [28]. Using this approximation, we plot the ratio \( E_{\text{int}}/(PV) \) in Fig. 1 (a). The inequality (17) bounds this ratio from above by one. One can see that at larger couplings the inequality becomes less strong, but retains 50% accuracy up to moderate \( \gamma \approx 2 \).

2.3.2. Fermions. For fermions the inequalities are, in general, quite loose. This is particularly manifest for the free-fermion case, where \( E_{\text{int}} = 0 \) while \( PV \) is finite.

To illustrate the interacting case, we resort to the exactly solvable Calogero-Sutherland model [29][30]. This is a one-dimensional model with the potential \( U(x) = 1/x^2 \), and we assume \( g > 0 \). The ground state energy per particle as a function of the dimensionless coupling \( \gamma_{CS} = gm \) is given by

\[
\varepsilon = (\pi^2/12) (\rho^2/m) (1 + 2\gamma_{CS} + \sqrt{1 + 4\gamma_{CS}^2})
\]

[30]. We plot the ratio \( E_{\text{int}}/(PV) \) in Fig. 1 (a). This ratio grows from zero at the vanishing coupling to 1/2 in the limit of the infinitely strong coupling.

3. System with mobile impurities

3.1. Inequalities

Now we turn to the case when a few impurity particles, i.e. particles of a different type, are added to the system. Let us start from the case of a single impurity particle. The corresponding Hamiltonian reads

\[
H_1 = H + \frac{P^2}{2M} + G \sum_{i=1}^{N} \tilde{U}(R - r_i),
\]

(18)

where \( H \) is the Hamiltonian [1] of the majority species, \( P \) and \( R \) are, respectively, the operators of the momentum and the coordinate of the impurity, \( M > 0 \) is its mass, and \( G \tilde{U}(R - r_j) \) is

**Figure 1.** (a) Performance of the inequality (17) as a function of coupling strength for the Lieb-Liniger and Calogero-Sutherland models. (b) Performance of the inequality (26) as a function of the relative coupling strength \( \eta \) for impurities in a one-dimensional weakly-interacting Bose gas with contact interactions. The plots for three different mass ratios \( M/m \) are shown. The healing length of the Bose gas is equal to \( 10/\rho \).
an interaction potential between the impurity and the majority species. Here, again, we single out a multiplicative coupling constant $G > 0$.

The ground state energy of the Hamiltonian \[^{18}\] is denoted by $E_{N,1}(V,m,g,M,G)$. We assume that it can be represented as

$$E_{N,1}(V,m,g,M,G) = E_N(V,m,g) + \mu(\rho, m, g, M, G) + o(1)$$

in the thermodynamic limit $N, V \to \infty$, $N/V = \rho$. Here $\mu$ is the chemical potential of the impurity particle.

Next we consider a system with two identical impurities. Its Hamiltonian reads

$$H_2 = H + \frac{P_1^2}{2M} + \frac{P_2^2}{2M} + G \sum_{i=1}^N \left( \hat{U}(R_1 - r_i) + \hat{U}(R_2 - r_i) \right),$$

where $P_1, P_2$ are momenta and $R_1, R_2$ are coordinates of the two impurities. Note that we assume that there is no direct interaction between the impurities.

We assume that the ground state energy $E_{N,2}(V,m,g,M,G)$ of the Hamiltonian (20) can be expanded as

$$E_{N,2}(V,m,g,M,G) = E_N(V,m,g) + 2\mu(\rho, m, g, M, G) - \epsilon_b(\rho, m, g, M, G) + o(1),$$

where $\epsilon_b(\rho, m, g, M, G) \geq 0$ is the binding energy. The rationale behind this assumption is as follows. If two impurities do not form a bound state, they reside far apart from each other (an average distance between the two being on the order of the system size). Then adding a second impurity to the system simply increases the energy (19) by the chemical potential, thus $\epsilon_b(\rho, m, g, M, G) = 0$ in this case. Alternatively, the two impurities can form a bound state when immersed in the bulk of the background species, despite the absence of the direct interaction between them. This effect is a precursor of the phase separation which can take place e.g. in repulsive mixtures of Fermi gases \[^{31}\]. In this case the energy is lowered with respect to the energy of distant impurities, which implies $\epsilon_b(\rho, m, g, M, G) > 0$.

In order to derive inequalities on the chemical potential and binding energy, we need an analog of Lemma 2 adapted for two species:

**Lemma 3.**

$$E_{N,2}(V,m,g,M,G) \geq E_{N,1}(V,m,g,M/2,2G).$$

**Proof.** Analogously to the proof of Lemma 2, we use the method by Anderson \[^{10}\]. This time, however, we partition the Hamiltonian $H_2$ in two parts:

$$H_2 = \left( \frac{1}{2} H + \frac{P_1^2}{2M} + G \sum_{i=1}^N \hat{U}(R_1 - r_i) \right) + \left( \frac{1}{2} H + \frac{P_2^2}{2M} + G \sum_{i=1}^N \hat{U}(R_2 - r_i) \right).$$

This implies

$$E_{N,2}(V,m,g,M,G) \geq 2E_{N,1}(V,2m,g/2,M,G) = E_{N,1}(V,m,g,M/2,2G),$$

where the latter identity follows from the generalization of the rescaling property \[^{6}\] to a two-component system. \(\square\)

Lemma 3 along with eqs. (19), (21) imply

**Theorem 2.**
\[ \epsilon_b(\rho, m, g, M, G) \leq 2\mu(\rho, m, g, M, G) - \mu(\rho, m, g, M/2, 2G). \]  

(25)  

This theorem bounds from above the binding energy of two impurities immersed in medium. This bound parallels the results of [21, 22, 23, 24, 25, 26] obtained for binding energies of few-body systems in vacuum.

Assuming further that \( \epsilon_b \geq 0 \), as explained above, we arrive at

**Corollary.**

\[ \mu(\rho, m, g, M/2, 2G) \leq 2\mu(\rho, m, g, M, G). \]  

(26)  

This corollary relates the chemical potentials of impurities with different masses and couplings.

### 3.2. Illustrations

The inequality (25) saturates in the limit of large \( M/m \) (whatever other parameters of the system are) where the impurities can be considered as static potentials [32].

In the limit of weak coupling between the impurities and the majority species one straightforwardly obtains \( \mu(\rho, m, g, M, G) = \rho G \int dr \tilde{U}(r) + o(G) \). This expression saturates the inequality (26). It also implies that, according to the bound (25), \( \epsilon_b(\rho, m, g, M, G) = o(G) \). This is indeed the case: in two and three dimensions bound states do not exist for \( G \) below a critical one (i.e. \( \epsilon_b(\rho, m, g, M, G) = 0 \)) [33], in one dimension \( \epsilon_b(\rho, m, g, M, G) = O(G^2) \) [34].

The performance of the inequality (26) can be illustrated beyond these limits for an impurity immersed in a weakly interacting one-dimensional Bose gas with contact interactions \( U(x) = \bar{U}(x) = \delta(x) \). There an approximate expression is available that is very accurate in the whole range of couplings \( G > 0 \) [35], as independently confirmed by diffusion Monte Carlo simulations [36]. We plot the ratio of the left hand side to the right hand side of eq. (26) as a function of the relative coupling strength \( \eta = G/g \) in Fig. 1 (b). One can see that the inequality remains reasonably tight for a wide range of parameters, particularly for light impurities.

### 4. Summary and outlook

For a single-component system, we have derived the bound (17) (that can be rewritten in different forms (11), (14)). For bosons, this bound is saturated in the weak-coupling limit. We have tested its performance for arbitrary couplings in the exactly solvable Lieb-Liniger model, see Fig. 1 (a). For fermions, the performance of the bound is, in general, much worse, as can be illustrated by the exactly-solvable Calogero-Sutherland model, see Fig. 1 (a).

We have also considered a system with one or two impurity particles added. We assume that in vacuum the impurities do not interact one with another; nevertheless, in the medium an effective interaction between the impurities can be induced. We have derived the inequality (25) that relates chemical potentials of impurities with the binding energy of the in-medium bound state they may form. This inequality is saturated in the limit of the weak impurity-medium interactions, as well as for infinitely-heavy impurities. Under an additional, physically natural assumption of non-negativity of the binding energy, the inequality (25) entails the inequality...
that bounds chemical potentials alone. We have verified that for a particular medium — the one-dimensional weakly-interacting Bose gas — this latter bound is reasonably strong for a wide range of impurity-medium couplings, see Fig. 1 (b).

We anticipate that our method can be generalized to more sophisticated situations, e.g. mixtures containing multiple species.

Acknowledgements.
The work was supported by the Russian Foundation for Basic Research under the grant No. 18-32-20218.

References
[1] Allahverdyan A and Nieuwenhuizen T 2002 Physica A: Statistical Mechanics and its Applications 305 542 – 552 ISSN 0378-4371 URL http://www.sciencedirect.com/science/article/pii/0378437101006057
[2] Skrzypczyk P, Short A J and Popescu S 2014 Nature communications 5 1–8
[3] Andreev A F and Melnikovsky L A 2003 Journal of Experimental and Theoretical Physics Letters 78 574–577
[4] Lychkovskiy O 2015 Phys. Rev. A 91(4) 040101 URL https://link.aps.org/doi/10.1103/PhysRevA.91.040101
[5] Griffiths R B 1965 Phys. Rev. Lett. 14(16) 623–624 URL https://link.aps.org/doi/10.1103/PhysRevLett.14.623
[6] Werner F and Castin Y 2012 Phys. Rev. A 86(1) 013626 URL https://link.aps.org/doi/10.1103/PhysRevA.86.013626
[7] Werner F and Castin Y 2012 Phys. Rev. A 86(5) 053633 URL https://link.aps.org/doi/10.1103/PhysRevA.86.053633
[8] Nishimori H and Ozeki Y 1989 Journal of the Physical Society of Japan 58 1027–1030
[9] Ozeki Y, Nishimori H and Tomita Y 1989 Journal of the Physical Society of Japan 58 82–90
[10] Anderson P W 1951 Phys. Rev. 83(6) 1260–1260 URL https://link.aps.org/doi/10.1103/PhysRev.83.1260
[11] Fisher M E and Ruelle D 1966 Journal of Mathematical Physics 7 260–270 (Preprint https://doi.org/10.1063/1.1704928
[12] Dyson F J and Lenard A 1967 Journal of Mathematical Physics 8 423–434 (Preprint https://doi.org/10.1063/1.1705209
[13] Lenard A and Dyson F J 1968 Journal of Mathematical Physics 9 698–711 (Preprint https://doi.org/10.1063/1.1664631
[14] Lieb E H 1976 Rev. Mod. Phys. 48(4) 553–569 URL https://link.aps.org/doi/10.1103/RevModPhys.48.553
[15] Girardeau M 1960 Journal of Mathematical Physics 1 516–523
[16] Ruelle D 1999 Statistical mechanics: Rigorous results (World Scientific)
[17] Gallavotti G 2013 Statistical mechanics: A short treatise (Springer Science & Business Media)
[18] Landau L D and Lifshitz E M 2013 Quantum mechanics: non-relativistic theory vol 3 (Elsevier)
[19] Lévy-Leblond J 1969 Journal of Mathematical Physics 10 806–812 (Preprint https://doi.org/10.1063/1.1664909
[20] Hall R L and Post H R 1967 Proceedings of the Physical Society 90 381–396
[21] Ader J P, Richard J M and Taxil P 1982 Phys. Rev. D 25(9) 2370–2382 URL https://link.aps.org/doi/10.1103/PhysRevD.25.2370
[22] Nussinov S 1983 Phys. Rev. Lett. 51(23) 2081–2084 URL https://link.aps.org/doi/10.1103/PhysRevLett.51.2081
[23] Richard J M 1984 Physics Letters B 139 408 – 410 ISSN 0370-2693 URL http://www.sciencedirect.com/science/article/pii/0370269384918410
[24] Khare A and Richard J M 2001 Journal of Physics A: Mathematical and General 34 L447–L452
[25] Uskov F and Lychkovskiy O 2019 A variational lower bound on the ground state of a many-body system and the squaring parametrization of density matrices Journal of Physics: Conference Series vol 1163 (IOP Publishing) p 012057
[26] Richard J M, Valcarce A and Vijande J 2020 Annals of Physics 412 168009 ISSN 0003-4916 URL http://www.sciencedirect.com/science/article/pii/S0003491619302647
[27] Lieb E H and Liniger W 1963 Phys. Rev. 130(4) 1605–1616 URL https://link.aps.org/doi/10.1103/PhysRev.130.1605
[28] Lang G, Hekking F and Minguzzi A 2017 SciPost Phys. 3(1) 003 URL https://scipost.org/10.21468/SciPostPhys.3.1.003
[29] Calogero F 1969 Journal of Mathematical Physics 10 2197–2200
[30] Sutherland B 1971 Journal of Mathematical Physics 12 246–250
[31] Cui X and Ho T L 2013 Phys. Rev. Lett. 110(16) 165302 URL https://link.aps.org/doi/10.1103/PhysRevLett.110.165302
[32] Petkovic A and Ristivojevic Z 2021 arXiv preprint arXiv:2103.08772
[33] Camacho-Guardian A, Peña Ardila L A, Pohl T and Bruun G M 2018 Phys. Rev. Lett. 121(1) 013401 URL https://link.aps.org/doi/10.1103/PhysRevLett.121.013401
[34] Naidon P 2018 Journal of the Physical Society of Japan 87 043002 URL https://doi.org/10.7566/JPSJ.87.043002
[35] Jager J, Barnett R, Will M and Fleischhauer M 2020 Phys. Rev. Research 2(3) 033142 URL https://link.aps.org/doi/10.1103/PhysRevResearch.2.033142
[36] Grusdt F, Astrakharchik G E and Demler E 2017 New Journal of Physics 19 103035 URL https://doi.org/10.1088/1367-2630/aa8a2e