Abstract: A considerable number of applications are running over IP networks. This increased the contention on the network resource, which ultimately results in congestion. Active queue management (AQM) aims to reduce the serious consequences of network congestion in the router buffer and its negative effects on network performance. AQM methods implement different techniques in accordance with congestion indicators, such as queue length and average queue length. The performance of the network is evaluated using delay, loss, and throughput. The gap between congestion indicators and network performance measurements leads to the decline in network performance. In this study, delay and loss predictions are used as congestion indicators in a novel stochastic approach for AQM. The proposed method estimates the congestion in the router buffer and then uses the indicators to calculate the dropping probability, which is responsible for managing the router buffer. The experimental results, based on two sets of experiments, have shown that the proposed method outperformed the existing benchmark algorithms including RED, ERED and BLUE algorithms. For instance, in the first experiment, the proposed method resides in the third-place in terms of delay when compared to the benchmark algorithms. In addition, the proposed method outperformed the benchmark algorithms in terms of packet loss, packet dropping, and packet retransmission. Overall, the proposed method outperformed the benchmark algorithms because it preserves packet loss while maintaining reasonable queuing delay.
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1 Introduction

The wide utilization of computer networks in application evolution that is associated with communications, resource controlling, monitoring, and information management leads to the extensive usage of network resources [1]. Congestion occurs in a computer network when the traffic load exceeds the capabilities of the resources (Fig. 1). The memory that is allocated by the network router or router buffer is one of the most critical network resources that are susceptible to the serious consequences of congestion that eventually lead to delay, packet loss (PL), and low network performance [2]. These consequences also degrade the quality of services provided to connected applications and users. Numerous active queue management (AQM) methods have been proposed to predict congestion before it
occurs and affects the network performance [3]. AQM methods reduce the serious consequences of network congestion in the router buffer and improve the network performance [4–7].

AQM methods are operated in the router. The router accommodates the arriving packets and transfers them into the intended destination. AQM is used to monitor the status of the buffer, calculate the dropping probability (Dp) of each arriving packet, and implement stochastic packet dropping based on the calculated value. This approach allows either the accommodation or dropping of the arriving packets to avoid congestion. Unlike the default queue management method (i.e., drop-tail), AQM drops the packets at an early stage when buffer overflow and network performance degradation are expected. As shown in Fig. 2, AQM is implemented in three stages: (1) calculation of the indicators used to monitor the buffer/network status, (2) calculation of Dp, and (3) control stage, wherein the calculations are performed [8,9].

AQM methods are developed to overcome the limitations caused by the widespread utilization of network resources, including heavy network traffic, increased connected terminals, and overloaded resources. The limitations of AQM include 1) low performance during sudden congestion, 2) packet delay during heavy traffic because AQM does not monitor the delay in the router buffer, and 3) high packet dropping in some network statuses [3,10–12]. Several techniques and congestion indicators are being developed, modified, and replaced to address the abovementioned issues.

The bursty nature of traffic in real networks, which causes sudden high traffic and unalarmed congestions, reveals the limitations of the utilized congestion indicators. Various AQM methods perform differently in accordance with the congestion indicator used, such as queue length and average queue

**Figure 1:** Congestion in the router buffer

**Figure 2:** AQM mechanism
length (aql). The performance of the network is evaluated using common measures, including delay, loss, and throughput. The gap between the indicators and the measurements leads to a drop in network performance. Therefore, an enhanced AQM method is necessary to overcome the previously enumerated limitations.

The proposed method uses the estimated loss and delay with a novel technique for congestion control and queue management that focuses on resolving the problem of the slow reaction to the increasing number of queued packets in the buffer and bridging the gap between the target performance and congestion indicators. This approach utilizes two thresholds to differentiate among the three different dropping decisions, which is similar to the approach of random early detection (RED). However, the decision of the proposed method is made based on the value of Dp, not on aql. Dp-based decisions are used to replace the slowly reacting aql with more responsive indicators.

The remainder of this paper is organized as follows. Section 2 summarizes the similarities, dissimilarities, advantages, and disadvantages of the existing AQM methods. Sections 3–7 describes the components, processes, and algorithms of the proposed AQM method. Section 8 discusses the simulation environment, implementation results, and comparison of the proposed and existing AQM techniques. Lastly, Section 9 provides the conclusion.

2 Related Works

RED is the first and most common method for queue management. This approach is a stable AQM technique that was adopted by the IETF in RFC 2309 [3]. RED calculates and uses the aql to monitor the status of the queue and compare it with two predefined thresholds, namely, the minimum and maximum thresholds. Moreover, aql is used to calculate Dp and is associated with the dropping decision. The first decision is the no-dropping decision, which is made if the calculated aql is less than the minimum threshold. In this case, Dp is set to 0 without calculation. The second decision is the stochastic dropping decision, which is made if the calculated aql is more than the minimum threshold but less than the maximum threshold. In this case, Dp is calculated based on the aql value, threshold values, and maximum dropping probability (Dmax). All values are predefined except for the aql. The third decision is the full dropping decision, which is made if the calculated aql is more than the maximum threshold. Dp is set to 1 without calculation in this decision.

Gentle RED (GRED) [13] uses a third threshold parameter called double maximum threshold in addition to the two thresholds set in RED. The comparison between RED and GRED is illustrated in Fig. 3. The utilized indicator (i.e., the aql) can fall in one of the four cases created by the three thresholds. However, the parameterization problem in RED aggravates due to the use of more parameters in GRED. As heavy congestion occurs in a bursty network, GRED shows a limited instant response with low adjustment of the dropping rate, which leads to PL. Adaptive RED (ARED) [14] represents the optimal target of the queue length in RED aggravates due to the use of more parameters in GRED. As heavy congestion occurs in a bursty network, GRED shows a limited instant response with low adjustment of the dropping rate, which leads to PL. Adaptive RED (ARED) [14] represents the optimal target of the queue length by using a parameter called target aql along with aql and the minimum and maximum thresholds. Similar to GRED, the aql of every arriving packet is computed in ARED and compared with three values. Then, Dp is calculated using the same approach in RED. ARED adaptively modifies the value of Dmax, which can increase or decrease. Dynamic RED [15] adopts a single threshold value. When the aql is below this threshold, no dropping is implemented. Otherwise, Dp is adaptively increased or decreased. Fuzzy RED [16] uses aql with fuzzy inference problem to solve the problem regarding parameter settings. Double-slope RED [17] utilizes aql with multiple Dp calculations to reduce PL.

PI [18] uses the traffic load value with the aql in calculating Dp. Dropping increases when the traffic load increases, whereas aql is maintained low to reduce the delay. Random exponential marking [19] utilizes the instance queue length (q) instead of the aql and estimated load rate. The BLUE method [20] uses an adaptive value of Dp that increases and decreases based on the estimated congestion status. Stabilized RED [21] uses q to fairly allocate the available resources, whereas efficient RED (ERED) [22] combines the aql with q and
multiple mechanisms to calculate Dp and reduce the PL rates and overcome the limitation of RED. BLUE [20] uses PL with adaptive Dp calculation to reduce this loss. Similarly, multilevel RED [23] uses PL with a novel Dp calculation to achieve PL reduction. Several methods, such as the adaptive virtual queue (AVQ) [24], stabilized AVQ [25], and enhanced AVQ [26], adopt the arrival rate as an indicator to reduce the delay. Other approaches, including link utilization-based approach [27], stabilized virtual buffer [28], rate-based AQM [29], robust active queue [30], and Yellow [31], utilize the load rate or the combination of the arrival rate and q to reduce delay.

The value of aql is calculated as the weighted average of q and the previously calculated aql, and thus allows the averaging of the queue length in a time frame. This mechanism overcomes the false indication of q that might lead to unnecessary packet dropping when short heavy traffic occurs. However, using aql as a congestion indicator is associated with two problems: (1) the requirement of setting the value of the weight parameter and (2) the slow adaptation that leads to a delay in reaction when sudden congestion occurs. On the contrary, q is a counter and therefore does not need any calculation or parameter initialization. By using q in solving the delay-related problem, the reaction when sudden congestion occurs can be resolved. However, as previously mentioned, the false indication of q might lead to unnecessary packet dropping when short heavy traffic occurs. Arrival and load rates are directly related to q and aql. These rates are calculated using different equations and require different parameters. Therefore, both indicators are similar to aql to some extent.

PL can be reduced by using it as an indicator along with other important performance measures. This indicator is calculated by maintaining a virtual queue with lower capacity compared with the queue in the router buffer. As the virtual queue starts to fill, PL starts accordingly to avoid losses in the original queue. However, such a mechanism does not react immediately to congestion and is less sensitive compared with other mechanisms used with aql in RED or in similar methods. PL can be estimated from the traffic load. Delay is a straightforward indicator because it depends on q and load rate. This indicator has been used in multiple methods to reduce the delay and round-trip time. However, delay must be in balance with the throughput because using the former as a sole indicator leads to unnecessary packet dropping.

In summary, AQM maintains a manageable buffer queue length and avoids the congestion caused by the increase in traffic load by using a stochastic technique for packet dropping that depends on an indicator that reflects the status of the buffer. Different congestion indicators and parameters are utilized in different AQM
methods. These parameters include aql, q, load, delay, and loss. Similarly, different decision-making scenarios exist in various AQM methods, and different equations and methods are used to calculate Dp. These differences are motivated by different objectives that lead to the primary goal of improving the network performance. Therefore, the indicators and underlying mechanisms used in AQM must be linked to the network performance measures.

Consequently, this paper proposed a new method that utilizes both packet loss and delay to overcome the aforementioned limitations in congestion control and queue management. The proposed method resolves the problem of the slow reaction to the increasing number of the queued packet in the buffer and bridging the gap between the target performance and congestion indicators.

3 Proposed Work

The proposed method is developed using two congestion indicators, namely, estimated loss and estimated delay. This approach aims to improve the performance of computer networks in terms of the common performance measurements. The values of the instance queue, remaining capacity, and packet arrival and departure proportions are used to calculate the indicators with minimum utilization of fixed parameters that lead to the parameterization issue. The proposed method selects among the three dropping decisions (i.e., no-dropping, fully dropping, and stochastic dropping) in accordance with these indicators. The calculated Dp controls the scenarios and the dropping decision; a decision is made with every arriving packet by implementing an algorithm with the following steps. First, the counter values are updated. Second, the values of the indicators are calculated based on the counter values. Lastly, the value of Dp is determined based on the indicators, and the dropping/accommodating decision is implemented stochastically.

4 Counters

Considering that the queue is the main concern of the proposed method, the queue in the router buffer is monitored using counters that are updated with each event that occurs on the router. Tab. 1 defines the four counters used, namely, q, remaining capacity percentage (v), arrival proportion (λ), and load proportion (θ). The values of these counters are updated with each network event. q indicates the number of packets that are currently queued in the router buffer, whereas v denotes the percentage of the packets that can enter the queue. At time i, qi refers to the number of packets in the buffer, and vi is calculated using Eq. (1). The values of λ and θ, which represent the current flow on the router, are measured regardless of the value of q. At time i, ̂λi is calculated as the weighted average of the current and previous arrivals (Eq. (2)), whereas ̂θi is obtained as the weighted average of the current and previous loads (Eq. (3)).

\[ v_i = \frac{c - q_i}{c} \]  
\[ \hat{\lambda}_i = (1 - w_\lambda)\lambda_i + w_\lambda\hat{\lambda}_{i-1} \]  
\[ \hat{\theta}_i = (1 - w_\theta)(\theta_i) + w_\theta\hat{\theta}_{i-1} \]

where c is the buffer capacity, λi is the number of arriving packets \{0,1\} at time i, θi is the difference between packet arrival and departure \{0,1\} at time i, and w is the weight factor. c, wλ, and wθ are fixed values that are utilized in the proposed method with the counters.

To eliminate the parameters and ease the parameter initialization, w is set to 0.5. Therefore, Eqs. (2) and (3) are converted into normal average formulas.

5 Indicators

The two indicators (i.e., estimated loss and estimated delay) used in the proposed method are calculated based on the counters. These indicators are related to the desired network performance, as shown in Tab. 2.
Table 1: Description of the utilized counters

| Counter               | Symbol | Description                                                                 | Updating mechanism                                                                 |
|-----------------------|--------|-----------------------------------------------------------------------------|-----------------------------------------------------------------------------------|
| Instance queue length | q      | Counter of the number of packets queued in the buffer at a specific time.    | Increases with each packet arrival and decreases with each packet departure. The value is updated by (±1). |
| Remaining capacity    | v      | Counter of the number of packets that can enter the queue in the buffer at a specific time. |                                                                                   |
| Arrival rate          | \( \hat{\lambda} \) | Average number of arriving packets within a time frame. | Weighted average of the instance arrival rate/ load rate and previous arrival rate/ load rate. |
| Load rate             | \( \hat{\theta} \) | Average differences between packet arrival and packet departure within a time frame. |                                                                                   |

Table 2: Description of the indicators

| Indicators            | Shortcut | Description                                                                 | Calculation parameters |
|-----------------------|----------|-----------------------------------------------------------------------------|------------------------|
| Estimated loss        | EL       | Probability of PL at a specific time.                                      | Influenced by \( \hat{\lambda}, \hat{\theta}, \) and v. |
| Estimated delay       | ED       | Average estimated delay for all packets queued in the buffer.              | Influenced by q and \( \hat{\theta} \). |

EL (or the probability of loss) is the probability of upcoming loss as the arriving packet is accommodated in the buffer. The value estimated with every packet arrival reflects the future PL. The generated loss value ranges within 0–1. On the basis of the counter descriptions, EL increases as v decreases and \( \hat{\lambda} \) and \( \hat{\theta} \) increase. To avoid false congestion and facilitate the rapid changes in EL value when sudden congestion occurs, EL is calculated on the basis of average-based counters (Eq. (4)).

\[
EL_i = \hat{\lambda}_i \times \hat{\theta}_i \times (1 - v_i)
\]  

(4)

From Eq. (4), EL is the average of \( \hat{\lambda} \) and \( \hat{\theta} \) divided by the remaining capacity of the buffer.

ED predicts the delay for all packets that are currently queued at the buffer. The value estimated with every packet arrival reflects the total delay in the queue. The generated value is calculated as the ratio of the current delay to the maximum delay when the packet overflows. This value ranges within 0–1. ED increases as q increases. Similarly, an increase in \( \hat{\theta} \) leads to an increase in ED because packet departure influences the delay. ED is calculated as

\[
ED_i = \begin{cases} 
0 & \text{if } \hat{\theta}_i = 0 \\
q_i \times \theta_i / (c \times \hat{\theta}_i) & \text{if } 0 < \hat{\theta}_i < 1 \\
1 & \text{if } \hat{\theta}_i = 1 
\end{cases}
\]  

(5)

The above equation indicates that ED is the integration of q and \( \theta \) divided by the capacity of the buffer, and thus reflects the maximum delay.

In general, the indicators of loss and delay are utilized and calculated based on the current and average load and queue status. As the arrival rate and load increase, the loss probability increases. If the load and...
queue increase, the delay increases and vice versa. The remaining counters help accurately estimate the indicators because the remaining capacity plays an important role in estimating the probability. By contrast, the capacity is an important factor in delay estimation.

According to literature, BLUE [20] also utilizes the loss indicator. However, this method does not initialize the loss as a probability value. Instead, the loss is treated as a counter based on a virtual queue with lower capacity compared with the original queue. Delay was used in other related studies [9, 32] but was only calculated as the estimated delay of arriving packet. Both indicators have not been used in a single method to enhance network performance.

6 Dp

Dp is calculated based on the previously identified indicators. The value of this probability increases as EL and ED increases. Dp, which is calculated as the weighted average of the indicators, allows the manual setting up the preferences to consider the trade-off between delay and throughput. Accordingly, calculating Dp based on flexible mechanisms allows the selection of the significant of the delay in the underlying network. Dp is determined using a single equation to reduce the complexity of the proposed method (Eq. (6)). The value of $w_D$ sets the influence of ED on the output value of Dp. If $w_D$ is set to 0, Dp is equal to EL. If $w_D$ is set to 1, Dp is calculated as the average of EL and ED. The other values of $w_D$ range within 0–1. In such a case, ED assigns different weights in the calculation of Dp.

\[
Dp_i = \frac{(EL_i + w_D(ED_i))}{1 + w_D}
\] (6)

The proposed method uses a sequential counter to avoid global synchronization. The objective of this counter is to avoid as much dropping of sequential packets as possible. When a packet is dropped, the value of the counter is modified to decrease the probability of dropping the next packet and vice versa. Therefore, a sequential counter is used to modify the value of Dp.

7 Algorithm

The mechanism of the proposed method depends on three steps: updating the counters, calculating the indicators, and determining the value of Dp and comparing it with two thresholds (similar to the steps in RED). However, the proposed method compares Dp with the thresholds, whereas RED uses aql in the same comparison. The flow of the proposed method is given in Algorithm 1.

Algorithm 1: Multi-indicator AQM

1. INITIALIZE-PARAMETERS: $w_D$, $w_\lambda$, $w_\theta$, $Th_1$, $Th_2$
2. INITIALIZE-COUNTERS: $q := 0$, $v := c$, $\lambda := 0$, $\theta := 0$, seq := −1
3. FOR-EACH Arrival-Packet(a)
4. Calculate $v$, $\lambda_i$, $\theta_i$, $EL_i$, $ED_i$
5. Calculate $Dp_i = (EL_i + w_D(ED_i))\div(1 + w_D)$
6. IF ($Th_1 \leq Dp < Th_2$)
   7. seq ++
8. \[ Dp = Dp/ (1 - seq * Dp) \]
9. IF (Drop(Dp) is TRUE)
   10. Drop a, seq := 0
11. ELSE IF (Dp > Th_2)
   12. Drop a, seq := 0
13. ELSE
   14. seq := −1
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Lines 1 and 2 initialize the parameters and counters. The following processes are implemented with each packet arrival event (line 3). Then, the values of the indicators and related counters are calculated (line 4). The \( D_p \) calculation is shown in line 5, and the comparison of the obtained value with the two thresholds is described in line 6. In lines 6–7, if the value of \( D_p \) is between the two thresholds, the sequential counter is updated, and the value of \( D_p \) is modified based on this counter. The arriving packet is dropped stochastically in lines 9 and 10 based on the modified \( D_p \) value. If the value of \( D_p \) is greater than the second threshold, the packet is dropped (lines 11 and 12); no dropping occurs if the value of \( D_p \) is less than the first threshold. In this case, the sequential counter is set to 1 to increase the modified \( D_p \) value in the next cycle.

8 Simulation and Results

The proposed method is simulated in a network of a router with a small-capacity buffer (i.e., 20 packets). The buffer is modeled using the first-in, first-out approach. The discrete-time queue model, which consists of numerous slots (i.e., 2 million in the simulated environment, with a warm-up of 800,000 slots), is used to simulate the network events. An event of packet arrival or packet arrival and departure occurs in each slot. Packet arrival and departure are simulated as a stochastic process based on the arrival rate \( \alpha \) and departure rate \( \beta \) [33]. To create different flow loads in the simulated network, departure rates of 0.3 and 0.5 are used. The arrival rate is assigned with many variants \((0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, \text{and} 0.95)\) to simulate congested and non-congested environments. The assigned values were used in recent AQM evaluations [9,32]. The parameters of the compared methods are as follows: queue weights of RED and ERED = 0.002, \( D_{max} = 0.1 \), minimum threshold = 3, and maximum threshold = 9 [5,8,34]. For the proposed method, the minimum and maximum thresholds are set to 0.1 and 0.45, respectively, and the delay is set to 1. Consequently, the delay and loss have equal contributions to the final value of \( D_p \). The algorithm is operated within the simulated environment, and the results are collected based on two sets of experiments, as well as on the delay, PL, and dropping measurements. The throughput can be obtained from the dropping and loss values.

Fig. 4 illustrates the results of the proposed and compared methods in term of the actual delay at all values of \( \alpha \) when \( \beta = 0.5 \). The proposed method ranks third among the compared approaches and outperforms ERED in terms of the delay. The larger delay of the proposed method compared with RED and BLUE is not a drawback because the former drops and loses fewer packets compared with the other two techniques. Cutting unnecessary dropping and PL leads to reduced delay but deteriorates the performance of the network and consumes resources in the retransmission process.

![Packet Delay](image)

**Figure 4:** Comparison of the results of the proposed and existing methods in terms of delay

Fig. 5 depicts the results of the proposed and existing methods in terms of the actual PL. The PLs of the proposed method and BLUE are almost zero because both methods utilize PL to monitor the queue in the
router buffer. ERED starts losing packets as the traffic load exceeds 0.6. Similarly, RED loses packets, but in a steady manner compared with the burst loss exhibited by ERED.

![PL graph]

**Figure 5:** Comparison of the results of the proposed and existing methods in terms of PL

Fig. 6 shows the results of the proposed and existing methods in terms of the packet dropping rate. The proposed method and RED drop fewer packets compared with BLUE. This finding implies that the proposed method uses PL as an indicator more efficiently than BLUE. ERED drops few packets but loses more packets compared with the other three methods.

![Packet dropping graph]

**Figure 6:** Comparison of the results of the proposed and existing methods in terms of packet dropping

PL and packet dropping rates are aggregated in each compared method to show the total amount of packets that must be transmitted through the simulated network (Fig. 7). The proposed method, RED, and ERED have almost identical retransmitted amounts. As shown in Figs. 5 and 6, the transmission in the proposed method is mainly for packet dropping, which is less computationally expensive compared with the loss incurred by RED and ERED. The retransmission rate of BLUE is high, and thus leads to small queuing delay but considerable end-to-end delay. In summary, the proposed method outperforms RED, ERED, and BLUE because of its ability to preserve PL while maintaining a reasonable queuing delay.

The second set of experiments is conducted with a relatively extreme situation, where $\beta$ is set to 0.3 and all values of $\alpha$ are equal or above 0.6. Fig. 8 illustrates the results of the proposed and existing methods in terms of the actual delay in heavy traffic conditions. The results reveal that the proposed method demonstrates smaller delay compared with ERED. However, RED and BLUE outperform the former because of their high loss rates.
Fig. 7: Comparison of the proposed and existing methods in terms of packet retransmission

Fig. 9 shows the results of the proposed and existing methods in terms of the actual PL in heavy traffic conditions. The results are consistent with the outcome of first set of experiments. Figs. 10 and 11 illustrate the results of the proposed and existing methods in terms of the packet dropping rate in heavy traffic conditions. The findings are also in good agreement with the results of the first set of experiments.

Figure 8: Comparison of the results of the proposed and existing methods in terms of packet delay in heavy traffic condition

Figure 9: Comparison of the results of the proposed and existing methods in terms of PL in heavy traffic condition
9 Conclusion

A novel AQM method that combines two indicators related to performance measures is proposed in this study. The indicators refer to the variables that reflect the status of congestion and the loading at the buffer at any time. These indicators, which are calculated by monitoring counters, are utilized to control congestion, achieve the desired performance in accordance with the performance measures, and calculate Dp to make appropriate decisions regarding packet dropping. In addition, these indicators play an important role in queue management. The results reveal that the proposed method demonstrates better loss and retransmission rates compared with RED, ERED, and BLUE. However, the proposed method outperformed the benchmark algorithms in terms of packet loss, packet dropping, and packet retransmission, thus, maintaining a reasonable queuing delay. As future works, other congestion indicators will be also considered. Despite the fact that a discrete-time queue model was utilized in this study to deploy the proposed method, a real deployment environment in the presence of a TCP protocol is needed to be considered. Moreover, the implement the proposed method under multi-hop wireless networks would also be interesting to investigate.
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