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Abstract. The Euclidean dimension of a graph $G$ is defined to be the smallest integer $d$ such that the vertices of $G$ can be located in $\mathbb{R}^d$ in such a way that two vertices are unit distance apart if and only if they are adjacent in $G$. In this paper we determine the Euclidean dimension for twelve well known graphs. Five of these graphs, Dürer, Franklin, Desargues, Heawood and Tietze can be embedded in the plane, while the remaining graphs, Chvátal, Goldner-Harrary, Herschel, Fritsch, Grötzsch, Hoffman and Soifer have Euclidean dimension 3. We also present explicit embeddings for all these graphs.
1. History and previous work

The *Euclidean dimension* of a graph $G = (V, E)$, denoted $\text{dim}(G)$ is the least integer $n$ such that there exists a 1 : 1 embedding $f : V \to \mathbb{R}^n$ for which $|f(u) - f(v)| = 1$ if and only if $uv \in E$.

The concept was introduced by Erdős, Harary and Tutte in their seminal paper [7], where the authors determine the Euclidean dimension for several classes of graphs.

For instance, they show that $\text{dim}(K_n) = n - 1$, where $K_n$ is the complete graph on $n$ vertices. Using a construction due to Lenz, they also compute the Euclidean dimension of $K_{m,n}$, the complete bipartite graph with $m$ vertices in one class and $n$ vertices in the other.

**Theorem 1.1.** [7]

- $\text{dim}(K_{1,1}) = 1$, $\text{dim}(K_{1,n}) = 2$ for $n \geq 2$
- $\text{dim}(K_{2,2}) = 2$, $\text{dim}(K_{2,n}) = 3$ for $n \geq 3$
- $\text{dim}(K_{m,n}) = 4$, for all $n \geq m \geq 3$.

Given two graphs $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$ with disjoint vertex sets $V_1 \cap V_2 = \emptyset$, define the *join* of these two graphs, denoted $G = G_1 + G_2$, to be a graph $G = (V, E)$ such that $V = V_1 \cup V_2$ and $E = E_1 \cup E_2 \cup E'$ where $E' = \{v_1v_2 \mid v_1 \in V_1 \text{ and } v_2 \in V_2\}$. In other words, the join of two graphs is their graph union plus all possible edges joining each vertex of the first graph with the vertices of the second graph.

For $n \geq 3$, let $W_{1,n}$ be the *wheel with $n$ spokes*, defined as $W_{1,n} = K_1 + C_n$, the join of the one-vertex graph and the $n$-cycle $C_n$. Erdős, Harary and Tutte proved that $\text{dim}(W_{1,n}) = 3$ for all $n \neq 6$ and $\text{dim}(W_{1,6}) = 2$.

This is an interesting situation as it provides an instance where the Euclidean dimension of a graph is strictly smaller than the Euclidean dimension of one of its subgraphs. Indeed, let $G = W_{1,6}$ which obviously has dimension 2 as it can be seen from figure [1]. On the other hand, if one considers the subgraph $H = W_{1,6} - \{v_1v_2\}$, the wheel with a missing spoke, then $\text{dim} H \geq 3$ as one cannot embed $H$ in the plane and have $\|v_1 - v_2\| \neq 1$. Buckley and Harary [4] computed the Euclidean dimension for complete tripartite graphs $K_{m,n,p}$. Their result states that if $3 \leq m \leq n \leq p$ then $\text{dim}(K_{m,n,p}) = 6$; the cases when $\min(m, n, p) \leq 2$ were settled as well.
They also extended the results from [7] and determined the Euclidean dimension of the generalized wheel, $W_{m,n} = K_m + C_n$, the join of the empty graph on $m$ vertices and the $n$-cycle $C_n$.

Quite recently, Gervacio and Jos [11] determined the Euclidean dimension of the join of two cycles: their result states that for all $m \geq 3$, $n \geq 3$ we have that $\dim(C_m + C_n) = 5$, except for $\dim(C_4 + C_4) = \dim(C_5 + C_5) = 4$ and $\dim(C_6 + C_6) = 6$.

In 2012, Žitnik, Horvat and Pisanski [19] proved that all generalized Petersen graphs can be embedded as unit distance graphs in the plane. These graphs were introduced by Coxeter [6] and studied again by Frucht, Graver and Watkins [8].

In a series of recent preprints, Gerbracht [9,10] studied the Euclidean dimension of symmetric trivalent graphs with up to 32 vertices and found $\mathbb{R}^2$ unit distance embeddings for many of them, several of which we mention here: Möbius-Kantor graph, the dodecahedral graph, Desargues’ graph, the Nauru graph, the Levi (or Coxeter-Tutte) graph, the Dyck graph, Heawood graph. We are going to revisit some of these graphs in the later sections.

It may appear that a lot is known about the Euclidean dimension of graphs. However, that is not the case. Schaefer [18] proved that it is NP-hard to test whether the Euclidean dimension of a given graph is at most a given value. The problem remains hard even for testing whether the Euclidean dimension is two.

The best general upper bound currently known is due to Maehara and Rödl:

Figure 1. An embedding of $W_{1,6}$ in the plane; $W_{1,6} \setminus \{v_1v_2\}$ cannot be embedded in $\mathbb{R}^2$. 
Theorem 1.2. Let $G$ be a graph with maximum degree $\Delta$. Then $\dim(G) \leq 2\Delta$.

This bound is in most cases very weak as it does not take into account the structure of the graph. For instance, a complete bipartite graph can have arbitrarily large vertex degree but the Euclidean dimension cannot be greater than 4.

To further illustrate how difficult the problem of finding the exact Euclidean dimension of a given graph could be let us mention a famous example: the Heawood graph. This is the point-line incidence graph of the finite projective plane of order two and it has 14 vertices and 21 edges. Chvátal \cite{5} suspected that Heawood’s graph cannot be embedded as a unit distance graph in the plane. Gerbracht \cite{9} proved Chvátal wrong by finding eleven different planar unit distance embeddings of Heawood’s graph. However, none of these constructions is “nice” as the coordinates of the vertices depend on the roots of a polynomial of degree 79. We are going to study Heawood’s graph in one of the following sections.

In conclusion, there is no systematic method to determine the dimension of an arbitrary graph. This is on one hand unfortunate but on the other hand it provides an intriguing list of open problems appropriate for a research project.

2. Our results

In the sequel we determine the Euclidean dimension for twelve well-known graphs - see figure 2. Five of these graphs have Euclidean dimension 2: Dürer, Franklin, Desargues, Heawood and Tietze. The remaining seven graphs have Euclidean dimension 3: Chvátal, Goldner-Harary, Herschel, Fritsch, Grötzsch, Hoffman and Soifer. For each of these graphs we provide explicit embeddings as well as a brief account on how these embedding were obtained.

Our initial interest in the problem was prompted by Gerbracht’s paper \cite{10} on Heawood’s graph. We thought that such a simple graph must have some more aesthetically pleasing embeddings than the ones Gerbracht found. We succeeded to find an infinite family of axially symmetric embeddings of the Heawood graph. At that point we were not yet familiar with reference \cite{9} since it was not publicly available. After we acquired a copy from Mr. Gerbracht himself, we noticed that he was interested exclusively in graphs of Euclidean dimension 2. We thought it would be interesting to look in dimension 3 as well.
Obviously, finding an embedding for a given graph basically requires solving a system of equations. The number of variables equals the number of vertices of the graph times the dimension of the space where the embedding is attempted. The number of equations matches the number of edges of the particular graph. Solving this system by brute force is in most cases impossible. We therefore use a few tricks to keep both the number of equations and the number of unknowns as small as possible.

Suppose we have two points in the plane $A_1(x_1, y_1)$ and $A_2(x_2, y_2)$ at unit distance from each other. Thus, we have one equation $(x_1 - x_2)^2 + (y_1 - y_2)^2 = 1$ and four unknowns, $x_1, y_1, x_2, y_2$. But we can very easily set $x_2 = x_1 + \cos t$ and $y_2 = y_1 + \sin t$ to get rid of the equation and decrease the number of variables from 4 to 3. It may be argued that introducing trigonometric function makes the computation more difficult.
While this is true, we can circumvent this problem by using the substitutions $\cos t = (u^2 - 1)/(u^2 + 1)$ and $\sin t = 2u/(u^2 + 1)$ where $u = \cot(t/2)$. It is true that in doing so we miss the value $t = 0$, but in most cases that is not essential. We thus work with rational functions rather than trigonometric ones. We use the same idea in $\mathbb{R}^3$ as well.

Another useful approach is to exploit the rotational and/or axial symmetries of the graph. We use rotational symmetry to produce embeddings for Dürer, Franklin, Desargues, Tietze and Grötzsch; we use the axial symmetry technique for Heawood.

Finally, we have to argue why each of the last seven graphs cannot be embedded in the plane, and have therefore Euclidean dimension 3. The reason is what we call the *parallelogram impossibility condition* and we will describe it below.

Let us consider a very simple graph, the Möbius ladder on 6 vertices - see figure 3.

![Möbius Ladder Graph](image)

**Figure 3. Möbius Ladder Graph**

We claim that this graph cannot be embedded in the plane as a unit distance graph. Suppose that there exists such an embedding. Then quadrilateral 1254 is a rhombus and therefore $\overrightarrow{14} = \overrightarrow{25}$, as vectors. The same argument holds for the rhombus 2365; it follows that $\overrightarrow{25} = \overrightarrow{36}$. But 1634 must be a rhombus as well, since all sides have unit length. This gives that $\overrightarrow{14} = \overrightarrow{63}$. Combining the three equalities above, it follows that $\overrightarrow{63} = \overrightarrow{36}$, which means that vertices 3 and 6 coincide, contradiction.

Hence, the Möbius ladder has Euclidean dimension greater than 2. We use exactly the same argument for each of the seven graphs embedded in $\mathbb{R}^3$: we assume they can be embedded in the plane, list all the rhombi and then prove that two vertices must coincide.
In this case we use the 6-fold symmetry of the graph. In other words $A_4$ is obtained from $A_1$ after a $60^\circ$ rotation, $A_2$ is obtained from $A_4$ after a $60^\circ$ rotation, and so on. For short,

$$A_1 \rightarrow A_4 \rightarrow A_2 \rightarrow A_5 \rightarrow A_3 \rightarrow A_6, \text{ and}$$

$$A_7 \rightarrow A_8 \rightarrow A_9 \rightarrow A_{10} \rightarrow A_{11} \rightarrow A_{12}.$$

Since $|A_1 - A_5| = 1$ then we set $A_1(\sqrt{3}/3, 0)$. The only thing left to do is to impose the conditions $|A_1 - A_7| = 1$ and $|A_7 - A_{12}| = 1$. These two equations give the coordinates of $A_7(\sqrt{3}/6, \sqrt{33}/6)$.

|    | X     | Y     |
|----|-------|-------|
| 1  | $\sqrt{3}/3$ | 0     |
| 2  | $-\sqrt{3}/6$ | 1/2   |
| 3  | $-\sqrt{3}/6$ | $-1/2$ |
| 4  | $\sqrt{3}/6$    | 1/2   |
| 5  | $-\sqrt{3}/3$   | 0     |
| 6  | $\sqrt{3}/6$    | $-1/2$ |
| 7  | $\sqrt{3}/6$    | $\sqrt{33}/6$ |
| 8  | $\sqrt{3}/12 - \sqrt{11}/4$ | $1/4 + \sqrt{33}/12$ |
| 9  | $-\sqrt{3}/12 - \sqrt{11}/4$ | $1/4 - \sqrt{33}/12$ |
| 10 | $-\sqrt{3}/6$  | $-\sqrt{33}/6$ |
| 11 | $-\sqrt{3}/12 + \sqrt{11}/4$ | $-1/4 - \sqrt{33}/12$ |
| 12 | $\sqrt{3}/12 + \sqrt{11}/4$ | $-1/4 + \sqrt{33}/12$ |
In this case we use the 3-fold symmetry of the graph. It is enough to define the first four vertices. Set $A_1(a, 0), A_2 = A_1 + [\cos \alpha, \sin \alpha], A_3 = A_2 + [\cos \beta, \sin \beta], A_4 = A_3 + [\cos \gamma, \sin \gamma]$, then impose the conditions $|A_1 - A_6| = 1$ and $|A_3 - A_{12}| = 1$. We have two equations and four variables, hence there is plenty of freedom. We chose this solution since it looks quite nice.
We use the 10-fold rotational symmetry. It is sufficient to locate two vertices, since the rest can be obtained via successive 36° rotations. The same embedding appears in [9] but be rediscovered it independently.

\begin{figure}[h]
  \centering
  \begin{tabular}{|c|c|c|}
    \hline
    X & Y & \hline
    1 & $\sqrt{5}/2 - 1/2$ & 0 \\
    2 & $1/2 + \sqrt{5}/2$ & 0 \\
    3 & $(\sqrt{5}/2 - 1/2)\cos(\pi/5)$ & $(\sqrt{5}/2 - 1/2)\sin(\pi/5)$ \\
    4 & $(\sqrt{5}/2 + 1/2)\cos(\pi/5)$ & $(\sqrt{5}/2 + 1/2)\sin(\pi/5)$ \\
    5 & $(\sqrt{5}/2 - 1/2)\cos(2\pi/5)$ & $(\sqrt{5}/2 - 1/2)\sin(2\pi/5)$ \\
    6 & $(\sqrt{5}/2 + 1/2)\cos(2\pi/5)$ & $(\sqrt{5}/2 + 1/2)\sin(2\pi/5)$ \\
    7 & $(-\sqrt{5}/2 + 1/2)\cos(2\pi/5)$ & $(\sqrt{5}/2 - 1/2)\sin(2\pi/5)$ \\
    8 & $-(-\sqrt{5}/2 + 1/2)\cos(2\pi/5)$ & $(\sqrt{5}/2 + 1/2)\sin(2\pi/5)$ \\
    9 & $-(-\sqrt{5}/2 - 1/2)\cos(\pi/5)$ & $(\sqrt{5}/2 - 1/2)\sin(\pi/5)$ \\
    10 & $-(1/2 + \sqrt{5}/2)\cos(\pi/5)$ & $(1/2 + \sqrt{5}/2)\sin(\pi/5)$ \\
    11 & $-\sqrt{5}/2 + 1/2$ & 0 \\
    12 & $-1/2 - \sqrt{5}/2$ & 0 \\
    13 & $-(\sqrt{5}/2 - 1/2)\cos(\pi/5)$ & $-(\sqrt{5}/2 - 1/2)\sin(\pi/5)$ \\
    14 & $-(1/2 + \sqrt{5}/2)\cos(\pi/5)$ & $-(1/2 + \sqrt{5}/2)\sin(\pi/5)$ \\
    15 & $-(\sqrt{5}/2 - 1/2)\cos(2\pi/5)$ & $-(\sqrt{5}/2 - 1/2)\sin(2\pi/5)$ \\
    16 & $-(1/2 + \sqrt{5}/2)\cos(2\pi/5)$ & $-(1/2 + \sqrt{5}/2)\sin(2\pi/5)$ \\
    17 & $(\sqrt{5}/2 - 1/2)\cos(2\pi/5)$ & $-(\sqrt{5}/2 - 1/2)\sin(2\pi/5)$ \\
    18 & $(1/2 + \sqrt{5}/2)\cos(2\pi/5)$ & $-(1/2 + \sqrt{5}/2)\sin(2\pi/5)$ \\
    19 & $(\sqrt{5}/2 - 1/2)\cos(\pi/5)$ & $-(\sqrt{5}/2 - 1/2)\sin(\pi/5)$ \\
    20 & $(1/2 + \sqrt{5}/2)\cos(\pi/5)$ & $-(1/2 + \sqrt{5}/2)\sin(\pi/5)$ \\
    \hline
  \end{tabular}
  \caption{Desargues Graph}
\end{figure}
The embedding is axially symmetric. This was a tough one but we got a much better looking embedding than Gerbracht. Some coordinates are given in numerical form since they depend of the roots of a polynomial of degree 14 with coefficients in \( \mathbb{Z}(\sqrt{6}) \)

\[
216000x^{14} + (-847728\sqrt{6} - 1052352)x^{13} + (4792176\sqrt{6} + 9023184)x^{12} + (-13587312\sqrt{6} - 51517008)x^{11} + (49227504\sqrt{6} + 112815936)x^{10} + \\
+ (-117320465\sqrt{6} - 171064560)x^9 + (67247905\sqrt{6} + 500137520)x^8 + (-231804550\sqrt{6} - 165859200)x^7 + (96507350\sqrt{6} + 411138400)x^6 + \\
(-941610060\sqrt{6} - 273683040)x^5 + (63781020\sqrt{6} + 228901680)x^4 + (-118255138\sqrt{6} + 13784208)x^3 + (-25457854\sqrt{6} + 215805664)x^2 + \\
+ (-31967747\sqrt{6} + 25007952)x - 1194101\sqrt{6} + 11113616.
\]
Figure 8. Tietze Graph

For constructing this graph we exploit its natural 3-fold rotational symmetry. It is sufficient to locate the first four vertices since the rest can be then obtained via 120° rotations. Since $|A_1 - A_5| = 1$, we chose $A_1(\sqrt{3}/3, 0)$. Since $|A_1 - A_2| = 1$, we select $A_2 = A_1 + [(t_2^2 - 1)/(t_2^2 + 1), 2t_2/(t_2^2 + 1)]$. Since $|A_2 - A_3| = 1$ and $|A_2 - A_4| = 1$ we let $A_3 = A_2 + [(t_3^2 - 1)/(t_3^2 + 1), 2t_3/(t_3^2 + 1)]$ and $A_4 = A_2 + [(t_4^2 - 1)/(t_4^2 + 1), 2t_4/(t_4^2 + 1)]$. We impose the conditions $|A_3 - A_8| = 1$ and $|A_3 - A_{12}| = 1$ to account of the remaining edges. We have a system of two equations and three unknowns that happens to have nice solutions. The one we chose is $t_2 = 0$, $t_3 = 1 + 3^{1/4} \sqrt{2}$, $t_4 = 1 - 3^{1/4} \sqrt{2}$. This choice generates the graph presented in the figure.
\[
\begin{array}{|c|c|c|}
\hline
X & Y & Z \\
\hline
1 & \frac{(b^2 - 1)}{\sqrt{2}(b^2 + 1)} & \sqrt{2b}/(b^2 + 1) \\
2 & \frac{1}{2} & 0 & 0 \\
3 & -\frac{\sqrt{2}}{4} & \sqrt{2}/4 & a/2 + a/2\sqrt{2} \\
4 & -b\sqrt{2}/(b^2 + 1) & b^2 - 1/\sqrt{2}(b^2 + 1) & c \\
5 & 0 & \frac{1}{2} & 0 \\
6 & -\frac{\sqrt{2}}{4} & -\sqrt{2}/4 & a/2 + a/2\sqrt{2} \\
7 & -(b^2 - 1)/\sqrt{2}(b^2 + 1) & -\sqrt{2}b/(b^2 + 1) & c \\
8 & -\frac{1}{2} & 0 & 0 \\
9 & \sqrt{2}/4 & \sqrt{2}/4 & a/2 + a/2\sqrt{2} \\
10 & b\sqrt{2}/(b^2 + 1) & -(b^2 - 1)/\sqrt{2}(b^2 + 1) & c \\
11 & 0 & -\frac{1}{2} & 0 \\
12 & \sqrt{2}/4 & \sqrt{2}/4 & a/2 + a/2\sqrt{2} \\
\hline
\end{array}
\]

Figure 9. Chvátal Graph: \( a = \sqrt{4 - 2\sqrt{2}} \), \( b = \sqrt{(2\sqrt{2} - 1 + 4c^2)/(\sqrt{2} + 1 - 4c^2)} \), \( c = \sqrt{2}/2 - \sqrt{2}/4 + \sqrt{2} - \sqrt{2}/4 + \sqrt{2}/2 + 4\sqrt{2}\sqrt{2} - \sqrt{2}/2 - 2/4 \)

The idea is to use the 4-fold rotational symmetry of the graph. We want \( A_1A_4A_7A_{10} \) to be a unit square, and \( A_2A_5A_8A_{11} \) and \( A_3A_6A_9A_{12} \) are squares with diagonal equal to 1. These three squares lie in planes parallel to the \( xy \) plane. The conditions \( |A_1 - A_2| = 1 \) and \( |A_1 - A_3| = 1 \) give the above solution.
This was probably the easiest graph of all since it had some many regular tetrahedra there was basically no degree of freedom. We suspect the vertices of this graph represent the vertices of some polyhedron; unfortunately, we could not get a hold of Goldner and Harary’s article since it appeared in some obscure Malaysian journal.

\[
\begin{array}{|c|c|c|c|}
\hline
X & Y & Z \\
\hline
1 & 0 & 0 & 0 \\
\hline
2 & 1 & 0 & 0 \\
\hline
3 & 1/2 & -7\sqrt{3}/18 & -2\sqrt{6}/9 \\
\hline
4 & 1/2 & \sqrt{3}/6 & \sqrt{6}/3 \\
\hline
5 & 1/2 & \sqrt{3}/6 & -\sqrt{6}/3 \\
\hline
6 & 1/2 & \sqrt{3}/2 & 0 \\
\hline
7 & 4/3 & 4\sqrt{3}/9 & -2\sqrt{6}/9 \\
\hline
8 & -7/18 & -5\sqrt{3}/54 & -10\sqrt{6}/27 \\
\hline
9 & -7/18 & 25\sqrt{3}/54 & 5\sqrt{6}/27 \\
\hline
10 & -1/3 & 4\sqrt{3}/9 & -2\sqrt{6}/9 \\
\hline
11 & 4/9 & 20\sqrt{3}/27 & -10\sqrt{6}/27 \\
\hline
\end{array}
\]

Figure 10. Goldner-Harary Graph
This is probably one of the prettiest embeddings if one judges by the coordinates. Place \( A_1 \) at the origin and then use the central symmetry of the graph to define \( A_{5+k} = -A_k \) for all \( 2 \leq k \leq 6 \). Further, assume that the points \( A_3, A_5, \) and \( A_6 \) (and therefore \( A_8, A_{10}, \) and \( A_{11} \)) lie in the plane \( z = 0 \). Finally, add the restriction that the points \( A_1, A_2, A_3, A_4 \) are actually coplanar, and therefore form a rhombus. This leads to a system of 8 equations and 8 unknowns whose solution leads to the embedding presented above.

**Figure 11. Herschel Graph**

|   | X     | Y     | Z     |
|---|-------|-------|-------|
| 1 | 0     | 0     | 0     |
| 2 | -9/25 | 12/25 | 4/5   |
| 3 | 0     | 24/25 | 0     |
| 4 | 9/25  | 12/25 | -4/5  |
| 5 | 18/25 | 0     | 0     |
| 6 | -7/25 | 0     | 0     |
| 7 | 9/25  | -12/25| -4/5  |
| 8 | 0     | -24/25| 0     |
| 9 | -9/25 | -12/25| 4/5   |
| 10| -18/25| 0     | 0     |
|11 | 7/25  | 0     | 0     |
For this graph we employed the rigidity of the graph and a clever observation to obtain the embedding. We postulated that because of the rigidity of the graph, the Euclidean embedding would result in a triangular prism attached with 3 regular pyramids. We took $A_5$, $A_6$, $A_7$ as the base of our prism. Since this would form an equilateral triangle, we locate $A_5 = [-\sqrt{3}/6, -1/2, -1/2], A_6 = [-\sqrt{3}/6, 1/2, -1/2], A_7 = [\sqrt{3}/3, 0, -1/2]$. We then selected $A_1, A_2, A_3$ as the opposite vertices of the prism. Since $|A_1 - A_7| = 1, |A_2 - A_6| = 1, |A_3 - A_5| = 1$, we selected $A_1 = [-\sqrt{3}/6, -1/2, 1/2], A_2 = [-\sqrt{3}/6, 1/2, 1/2], A_3 = [\sqrt{3}/3, 0, 1/2]$. Since $A_4$ is part of the regular pyramid consisting of $A_2, A_3, A_5, A_6$, we are able to easily compute as $A_4 = [-\sqrt{3}/6 - \sqrt{2}/2, 0]$. Vertices $A_8$ and $A_9$ are 60° rotations of $A_4$. 

|   | X          | Y          | Z            |
|---|------------|------------|--------------|
| 1 | $\sqrt{3}/3$ | 0          | 1/2          |
| 2 | $-\sqrt{3}/6$ | 1/2        | 1/2          |
| 3 | $-\sqrt{3}/6$ | -1/2        | 1/2          |
| 4 | $-\sqrt{3}/6 - \sqrt{2}/2$ | 0          | 0            |
| 5 | $-\sqrt{3}/6$ | -1/2        | -1/2         |
| 6 | $-\sqrt{3}/6$ | 1/2        | -1/2         |
| 7 | $\sqrt{3}/3$ | 0          | -1/2         |
| 8 | $\sqrt{3}/12 + \sqrt{2}/4$ | 1/4 + $\sqrt{6}/4$ | 0          |
| 9 | $\sqrt{3}/12 + \sqrt{2}/4$ | $-1/4 - \sqrt{6}/6$ | 0          |
Very easy embedding using the 5-fold symmetry. Set vertex 1 at the origin; the remaining vertices form 2 coplanar concentric regular pentagons. Let $A_5$ be in the $xz$ plane. The coordinates of the points $A_3$, $A_6$, $A_4$, and $A_2$, are then obtained by $72^\circ$ rotations. Let $A_7$ have the same $z$ coordinate as $A_5$. So far we have four variables, two from $A_5$ and two from $A_7$. The points $A_{10}$, $A_8$, $A_{11}$, and $A_9$, are then obtained by rotating $A_7$ in $72^\circ$ increments. The number of equations is also four as we have four types of edges: $\|A_1 - A_5\| = 1$, $\|A_5 - A_9\| = 1$, $\|A_5 - A_{10}\| = 1$ and $\|A_7 - A_{10}\| = 1$. Solving this system produces the embedding shown above.

Figure 13. Grötzsch Graph: $b = \frac{1}{2} \sqrt{5} + \frac{2}{\sqrt{5}}$, $c = \sqrt{5} + 3\sqrt{5}(5 - \sqrt{5})/10$

|   | X               | Y               | Z               |
|---|-----------------|-----------------|-----------------|
| 1 | 0               | 0               | 0               |
| 2 | $-2b \cos(2\pi/5)$ | $2b \sin(2\pi/5)$ | $c$           |
| 3 | $-2b \cos(2\pi/5)$ | $-2b \sin(2\pi/5)$ | $c$           |
| 4 | $2b \cos(2\pi/5)$ | $2b \sin(2\pi/5)$ | $c$           |
| 5 | $-2b$           | 0               | $c$           |
| 6 | $2b \cos(\pi/5)$ | $2b \sin(\pi/5)$ | $c$           |
| 7 | $1/2 \sin(\pi/5)$ | 0               | $c$           |
| 8 | $-\cot(\pi/5)/2$ | 1/2             | $c$           |
| 9 | $\cot(2\pi/5)\cos(\pi/5)$ | $-\cos(\pi/5)$ | $c$           |
| 10| $\cot(2\pi/5)\cos(\pi/5)$ | $\cos(\pi/5)$ | $c$           |
| 11| $-\cot(\pi/5)/2$ | $-1/2$          | $c$           |
Use the symmetry of the graph. Start by selecting vertices 1, 5, 13, and 14 on the y-axis and the remaining points symmetric in pairs with respect to the $yz$-plane: $3 \leftrightarrow 7$, $4 \leftrightarrow 6$, $2 \leftrightarrow 8$, $9 \leftrightarrow 12$, $10 \leftrightarrow 11$, $15 \leftrightarrow 16$. 

$$s = \sqrt{6986 + 14\sqrt{273697}/14}$$
Select the vertices $A_1$, $A_2$ and $A_3$ as the vertices of an unit equilateral triangle as shown. Then pick $A_4$ such that $\|A_4 - A_1\| = \|A_4 - A_2\| = 1$, one degree of freedom left. Similarly, let $A_5$ such that $\|A_5 - A_1\| = \|A_5 - A_3\| = 1$, pick $A_6$ such that $\|A_6 - A_2\| = \|A_6 - A_3\| = 1$, let $A_7$ such that $\|A_7 - A_2\| = \|A_7 - A_6\| = 1$, let $A_8$ such that $\|A_8 - A_3\| = \|A_8 - A_6\| = 1$, and finally $A_9$ such that $\|A_9 - A_6\| = \|A_9 - A_7\| = 1$. At this point we have six parameters and there are five unit edges unaccounted for: $\|A_4 - A_5\|, \|A_4 - A_7\|, \|A_4 - A_9\|, \|A_5 - A_8\|$. 

Figure 15. Soifer Graph: $\alpha = 0.05209\ldots$ is the smallest root of the equation $27z^4 + 18z^3 - 18z + 1$
and $\|A_8 - A_9\|$. The system is underdetermined; the solution presented above is the simplest we could find.

3. Conclusions and directions of future research

The problem of computing the Euclidean dimension of a given graph is an interesting and difficult one. In this paper, we determined this quantity for twelve well known graphs. Admittedly, we focused on rather small graphs, but even so, some of the embeddings were rather challenging to find.

While a solution to the general problem seems hopeless at the present time, it is reasonable to expect that one can still uncover interesting results. One may try to find a better upper bound than the estimate of Maehara and Rödl mentioned in Theorem 1.2. One such idea is sketched below.

The chromatic number of a graph $G$, denoted $\chi(G)$, is the minimum number of colors that can be assigned to the vertices of $G$ such that no two adjacent vertices receive the same color. Recall that $\Delta(G)$ denotes the maximum degree over all vertices of $G$.

Brooks [2] proved that $\chi(G) \leq \Delta(G)$ unless $G$ is a complete graph or an odd cycle, case in which $\chi(G) = \Delta + 1$. We propose the following

Conjecture 3.1. For every graph $G$ we have that $\dim(G) \leq 2\chi(G)$.

As per Brooks’ theorem, this would represent an improvement of Maehara and Rödl’s bound. The connection between the chromatic number and the Euclidean dimension is also interesting for another reason: the Hadwiger-Nelson problem.

In the early 1950s Hadwiger and Nelson asked what is the minimum number of colors needed to color the plane such that no two points unit distance apart are colored identically. It is known that this number is 4, 5, 6 or 7.

By a result of de Bruijn and Erdős [3], this is equivalent to asking what is the maximum chromatic number of a graph whose Euclidean dimension is 2. There has been no progress on this problem for more than 65 years.
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