Isospin-projected nuclear level densities by the shell model Monte Carlo method
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We have developed an efficient isospin projection method in the shell model Monte Carlo approach for isospin-conserving Hamiltonians. For isoscalar observables this projection method has the advantage of being exact sample by sample. The isospin projection method allows us to take into account the proper isospin dependence of the nuclear interaction, thus avoiding a sign problem that such an interaction introduces in unprojected calculations. We apply our method in the calculation of the isospin dependence of level densities in the complete $pf + g_{9/2}$ shell. We find that isospin-dependent corrections to the total level density are particularly important for $N \sim Z$ nuclei.

The level density is among the most important statistical properties of nuclei. It is required for the calculation of transition rates through Fermi's golden rule and of nuclear reaction rates through the Hauser-Feshbach theory. Applications in astrophysics include estimates of neutron and proton radiative capture rates in the $s$, $r$, and $rp$ processes [1, 2].

Most theoretical approaches to the level density are based on the Fermi gas model, i.e., Bethe’s formula \[ \rho(E_x) = \frac{\pi^{1/2}}{12} a^{-1/4} (E_x - \Delta + t)^{-5/4} \exp\left[2 \sqrt{a(E_x - \Delta)}\right], \] where $t$ represents the Lang-LeCouteur modification defined by $at^2 - t = E_x - \Delta$. The BBF describes well the experimental level densities of many nuclei if the parameters $a$ and $\Delta$ are fitted individually for each nucleus [3]. Although their global systematics have been studied extensively, these fitted parameters exhibit a significant dependence on the nucleus under consideration. Since nuclear level densities increase very rapidly with $E_x$, an accurate determination of $a$ and $\Delta$ is crucial for reliable calculations of level densities and reaction rates.

As the basic microscopic model of nuclear structure, the interacting shell model takes into account both shell effects and correlations. This model has been successful in describing the low-lying states of many nuclei and is also an attractive framework to study microscopically thermal and statistical properties of nuclei. However, the large dimensionality of the many-particle model space has limited the applicability of direct diagonalization methods of the shell model Hamiltonian in medium- and heavy-mass nuclei. This limitation has been overcome using the shell model Monte Carlo (SMMC) approach [4, 5]. While the SMMC method cannot provide a detailed spectrum of the many-particle Hamiltonian, it enables calculation of thermal and statistical properties in model spaces that are many orders of magnitude larger than those that can be treated by conventional methods.

We have developed a method [6] to calculate level densities in the SMMC approach, and applied it to nuclei in the mass range $A \sim 50 - 70$. We found good agreement with experimental data without any adjustable parameters [8, 10]. Fermionic Monte Carlo methods often suffer from the so-called sign problem, which leads to large statistical errors and a breakdown of the method at low temperatures. However, the dominating collective components of the nuclear interaction [11] usually have a good sign, and general effective interactions containing small terms that have a bad sign can be treated with the method introduced in Ref. [7]. In the calculation of level densities the sign problem was circumvented by constructing a good-sign interaction in the $pf + g_{9/2}$ shell [3] that correctly includes the dominating collective components of realistic effective interactions.

In the SMMC approach, thermal observables are averaged over all possible values of the good quantum numbers. However, many of the applications require the dependence of thermal observables on the good quantum numbers. This dependence is determined in the SMMC approach by projection methods. Parity projection was implemented in the study of the parity dependence of level densities [6, 12, 13], and a spin projection method was introduced to determine the spin distribution of nuclear levels [4]. The particle-number reprojection technique has been developed [10] to facilitate the systematic studies of level densities for a large number of nuclei.

The isospin $T$ is approximately a conserved quantum number in nuclei. Reliable treatment of the isospin dependence of the level densities could be important in $N \sim Z$ nuclei because levels with different $T$ values lie close in energy. In our SMMC studies of level densities we have used a good-sign Hamiltonian to keep the statistical errors small. While this Hamiltonian contains the dominating collective components of nuclear effective interactions, it might not describe properly the energy differences of states with different isospin values. Such...
discrepancies can be corrected by including an isospin-dependent interaction \[15, 16\]. However such an interaction has a bad Monte Carlo sign and was treated perturbatively in Refs. \[15, 16\]. Here we overcome this problem by introducing an exact isospin projection method in the SMMC approach. This \(T\)-projection enables us to determine the isospin dependence of nuclear levels and to include accurately an isospin-dependent interaction term.

We apply the method to the calculation of level densities and to determine the isospin dependence of nuclear levels and to include accurately an isospin-dependent interaction term. In the following we describe a more efficient method. We assume the nuclear Hamiltonian \(H\) at inverse temperature \(\beta\). In the HS decomposition \(e^{-\beta H} = \int D[\sigma]G_\sigma U_\sigma\), where \(G_\sigma\) is a Gaussian weight and \(U_\sigma = Te^{-\int_0^\beta d\tau h_\sigma(\tau)}\) is the propagator of the one-body Hamiltonian \(h_\sigma\) describing non-interacting nucleons moving in time-dependent auxiliary fields \(\sigma(\tau)\) (\(T\) denotes time ordering). The canonical expectation value of an observable \(O\) is then given by

\[
\langle O \rangle_{A,T} = \frac{\langle \text{Tr}_{A,T} O U_\sigma \rangle}{\text{Tr}_{A,T} U_\sigma},
\]

where \(\text{Tr}_{A,T}\) denotes a trace in the subspace of the fixed mass number \(A\) and isospin component \(T\). Since \(A = N + Z\) and \(T = (N - Z)/2\), this trace is equivalent to a trace at fixed neutron number \(N\) and proton number \(Z\). We have also used the notation \(\langle X_\sigma \rangle_W \equiv \int D[\sigma]W(\sigma)X_\sigma/\int D[\sigma]W(\sigma)\) with \(W(\sigma) = G_\sigma \text{Tr}_{A,T} U_\sigma\). Here and in the following we assume \(\text{Tr}_{A,T} U_\sigma \geq 0\) (i.e., we assume a good sign interaction and an even-even or \(N = Z\) nucleus). Otherwise the sign function \(\text{Tr}_{A,T} U_\sigma/|\text{Tr}_{A,T} U_\sigma|\) has to be included. In the Monte Carlo method we choose \(M\) samples of the field \(\sigma\) according to the weight function \(W(\sigma)\) (each sample denoted by \(\sigma_k\)), and estimate \(\langle X_\sigma \rangle_W \approx \sum_k X_{\sigma_k}/M\).

Let us consider a model space for a set of isobars (i.e., nuclei with fixed \(A\) but different values of \(T\)). Since the isospin forms a \(su(2)\) algebra, isospin projection generally requires a three-dimensional integration over the Euler angles in isospin space (in analogy with angular momentum projection). However, this integration is time consuming and in the following we describe a more efficient method. We assume the nuclear Hamiltonian \(H\) to be isospin invariant (i.e., \([H, T] = 0\)), in which case both \(T\) and \(T_z\) are good quantum numbers and the isospin multiplets (at fixed \(T\)) are degenerate with respect to \(T_z\). The subspace with fixed \(T_z\) (i.e., fixed nucleus) contains all energy eigenstates with \(T \geq |T_z|\). In the following we assume \(N \geq Z\) without loss of generality, and denote by \(T_0 = (N - Z)/2 \geq 0\) the value of \(T_z\) for a specific nucleus. If the operator \(X\) is an isoscalar, we can decompose its trace for the specific nucleus as

\[
\text{Tr}_{A,T_z=T_0} X = \sum_{T \geq T_0} \text{Tr}_{A,T} X,
\]

where \(\text{Tr}_{A,T}\) represents the trace for fixed \(A\) and isospin \(T\) (not including degeneracy with respect to \(T_z\)). The trace of \(X\) for a specific isospin \(T = T_0\) is then obtained by

\[
\text{Tr}_{A,T=T_0} X = \text{Tr}_{A,T_z=T_0} X - \text{Tr}_{A,T_z=T_0+1} X.
\]

We note that \(T_z = T_0 + 1\) corresponds to a nucleus with \((N + 1)\) neutrons and \((Z - 1)\) protons. In the level density calculations we use \(X = He^{-\beta H}\) \[8\], which is an isoscalar. If \(X\) is not an isoscalar, a \(T_z\)-dependent factor is required in Eq. \(6\) and hence in Eq. \(1\).

An isospin-invariant two-body interaction can always be decomposed into a sum of squares of isoscalar one-body operators \[8\]. Therefore, the one-body Hamiltonian \(h_\sigma\) and the propagator \(U_\sigma\) in the corresponding HS representation remains isospin invariant for any configuration of the \(\sigma\) fields. Equation \(1\) then holds with \(X = OU_\sigma\) as long as \(O\) is an isoscalar observable

\[
\text{Tr}_{A,T=T_0} (OU_\sigma) = \text{Tr}_{A,T_z=T_0} (OU_\sigma) - \text{Tr}_{A,T_z=T_0+1} (OU_\sigma).
\]

Thus, \(T\) projection can be carried out for each sample by using the simpler \(T_z\) projection. Equation \(5\) guarantees that \(T\) projection is implemented exactly sample by sample. An equation analogous to Eq. \(4\) was used for angular momentum projection with the scalar operator \(X = Oe^{-\beta H}\) \[14\]. However, in contrast to the isospin projection, \(h_\sigma\) in the HS transformation is not a scalar under spatial rotations so the equation analogous to \(5\) does not hold sample by sample. We therefore expect that the present \(T\) projection method leads to statistical errors that are typically smaller than the statistical errors in the angular momentum projection of Ref. \[14\].

Based on Eq. \(5\), isospin projection can be implemented using the particle-number reprojecton technique \[10\], in which the Monte Carlo sampling is done for a reference nucleus \((N, Z)\) and thermal observables are evaluated by reprojection on a nucleus \((N', Z')\). In particular, the ratio between the \(T_z\)- and \(T_z\)-projected partition functions is given by

\[
\frac{Z_{A,T_z=T_0}(\beta)}{Z_{A,T_z=T_0}(\beta)} = 1 - \frac{\langle \text{Tr}_{A,T_z=T_0+1} U_\sigma \rangle}{\langle \text{Tr}_{A,T_z=T_0} U_\sigma \rangle}.
\]

Similarly, the expectation value of an observable \(O\) for isospin \(T = T_0\) can be calculated from
The projection on higher values of isospin is carried out according to the weight function $W(\sigma)$ for the nucleus $A, T_0$. Equation (7) (that includes reprojection on the number reprojection method of Ref. [10].

The good-sign Hamiltonian of Ref. [3], while reproducing the proper collective features at fixed isospin $T$, does not necessarily reproduce the correct isospin dependence of energy levels. This isospin dependence can be particularly important for $N \sim Z$ (i.e., $T_2 \sim 0$) nuclei, in which number of levels with $T = T_0 = (N-Z)/2$ and $T = T_0 + 1$ are comparable even close to the ground state. A simple way to account for the proper isospin dependence of the nuclear interaction is to add an appropriate function of $T^2$, $f(T^2)$, to the effective Hamiltonian. The simplest such function is $f(T^2) = \alpha T^2$ ($\alpha$ is a constant), and in the modified surface delta interaction [17]. This $T^2$ term is repulsive ($\alpha > 0$) and leads to a sign problem in the SMMC method. In Refs. [15, 16] such a $T$-dependent interaction term was treated perturbatively. However, the criterion for applicability of perturbation theory does not always hold. As we explain below, the $T$ projection method enables us to account exactly for an arbitrary function $f(T^2)$ in the Hamiltonian.

To determine the proper isospin dependence in the Hamiltonian, we extract from experimental data the excitation energy $E_x(T)$ of the lowest level for each isospin value $T$. When not directly measured, the experimental values of $E_x(T)$ can be obtained from the measured masses of the corresponding isobars, together with estimates of the Coulomb energy differences among them. For the latter we use $E_C(A, Z) - E_C(A, Z - 1) = \frac{3}{8}(2Z - 1)e^2/R_C$ with $R_C = 1.24A^{1/3}$ fm. We then shift the calculated value of $E(T)$ (the lowest energy of isospin $T$), by $\delta E(T) = E(T_0) + E_x(T) - E(T)$ (for $T > T_0$), so as to reproduce the experimental value of $E_x(T)$. This shift defines the function $f(T^2)$ in the effective Hamiltonian. The modified $T$-projected level densities are then determined by shifting the excitation energy at each $T$ by $\delta E(T)$.

We first apply the isospin projection method to the nucleus $^{58}\text{Cu}$. The effective interaction consists of $T = 1$ pairing interaction and surface-peaked multipole-multipole interaction terms (quadrupole, octupole and hexadecupole) as in Ref. [3]. Since $^{58}\text{Cu}$ is an $N = Z$ (i.e., $T_0 = 0$) odd-odd nucleus, its $T = 1$ levels have analog levels in its neighboring even-even nuclei with $T_2 = \pm 1$. The lowest $T = 0$ and $T = 1$ levels can be quite close because of the pairing energy. The experimentally observed ground state of $^{58}\text{Cu}$ has $T = 0$, while the lowest $T = 1$ state is close to it with an excitation energy of $E_x(T = 1) = 0.203$ MeV. However, for the good-sign Hamiltonian of Ref. [3], we find $E(T = 1)$ to be well below $E(T = 0)$. The energy $E(T = 1)$, describing the ground state of the even-even nucleus with $T_2 = 1$, is determined directly from $(H)_{A,T_2 = 1} = \langle \text{Tr}_{A,T_2 = 1}(H U_\sigma)/\text{Tr}_{A,T_2 = 1}(U_\sigma) \rangle_W$ at low temperatures (as in Ref. [9]), while $E(T = 0)$ is determined from Eq. (7) with $T_0 = 0$ and $O = H$. All other energies $E(T)$ (for $T > 1$) are determined from $\langle H \rangle_{A,T_2 = T}$, similarly to $E(T = 1)$. Once we determine the energies $E(T)$, we adjust their differences to match the experimental values of $E_x(T)$.

In Fig. [1] we present the $T$- and $\pi$-projected level densities of $^{58}\text{Cu}$ with the corrected values of $E_x(T)$. An empirical BBF for the $T$-projected level densities (including the Lang-LeConteure modification [4]) is given by

$$\rho_T(E_x) = g(2T + 1)^{5/2} \alpha^{-3/4}(E_x - \Delta + t)^{-7/4} \times \exp\left[2\sqrt{\alpha(E_x - \Delta)}\right], \quad (9)$$
where \( g = 1 \) for a \( T\pi \)-projected density and \( g = 2 \) when parity is not projected. The projected SMMC level densities can be well fitted to Eq. (9) if we use \( T\pi \)-dependent values for \( a \) and \( \Delta \). The correction to \( E(T) \) is described by a shift of the corresponding \( \Delta \), but does not affect \( a \).

The total level density is obtained by summing over the \( T\pi \)-projected level densities (after taking into account the shifts \( \delta E(T) \)). The corresponding total level density for \( ^{58}\text{Cu} \) is shown in Fig. 2 (solid squares). For comparison we also show the total level density obtained by a direct SMMC calculation (i.e., without \( T \) projection) for the in- 
...
of the total level density for the higher energy regime. For this nucleus the perturbative method gives almost the same level density as the unperturbed density.

While the isospin-dependent corrections are important in $T_z = 0$ nuclei (and possibly in some $|T_z| = 1$ odd-odd nuclei), we have confirmed that these corrections are insignificant for $|T_z| > 0$ nuclei (at least up to $E_x \sim 20$ MeV). Since levels with $T > T_0$ ($T_0 \geq 1$) are well separated in energy from the $T = T_0$ levels already with the good-sign Hamiltonian, the density of all $T > T_0$ levels is less than half the density of the $T = T_0$ levels.

In summary, we have developed an efficient isospin projection method for an isospin-conserving Hamiltonian in the SMMC approach and applied it to nuclei in the complete $pf + g_{9/2}$ shell. This isospin projection is exact sample by sample and thus leads to statistical errors that are typically smaller than the statistical errors in a corresponding spin projection method. We have used this projection method to take into account the proper isospin dependence of the nuclear interaction, avoiding a sign problem that occurs when such an isospin-dependent interaction is included in unprojected calculations. For $N = Z$ nuclei, we find that this isospin dependence can lead to significant corrections to the total level density.
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