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Abstract. The complex interactions of localized vortices with waves is investigated using a model of point vortices in the presence of a transverse or longitudinal wave. This simple model shows a rich dynamical behavior including oscillations of a dipole, splitting and merging of two like-circulation vortices, and chaos. The analytical and numerical results of this model have been found to predict under certain conditions, the behavior of more complex systems, such as the vortices of the Charney-Hasegawa-Mima equation, where the presence of waves strongly affects the evolution of large coherent structures.
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1 Introduction

Physical systems like large scale motion in oceans and atmospheres \cite{1–3}, space and laboratory plasmas \cite{4,5}, or in statistical physics, the XY planar spin model \cite{6,7}, are all able to generate both vortices and waves, which interaction is one of the keys to their behavior. The phenomenology of these systems is very rich, ranging from turbulence to self-organization, formation of coherent structures \cite{8–11} and anomalous transport \cite{12–14}. Understanding the elementary mechanisms dominating the dynamics is crucial to model the statistical properties of these flows. One important fundamental process is the vortex interaction in presence of waves. Besides complex dynamical patterns, particular behaviors have been identified, indeed, it has been observed that collisions of vortices may induce their merging, and on the other hand, the inverse process of splitting is also possible, large vortices may break under the action of waves. Both mechanisms are accompanied by the emission of waves, as for instance in the interaction of plasma vortices and drift waves \cite{15–17}.

The role played by waves in the interaction and evolution of vortices is not well understood. A comparison of the long-time evolution of Euler decaying two-dimensional turbulence \cite{10} and the Charney-Hasegawa-Mima one (which supports wave modes) \cite{18}, shows that the relaxation towards a kind of thermodynamic equilibrium state \cite{19} is much longer or unreachable in presence of a wave field \cite{16,20,21}. This illustrates that vortex interactions are largely influenced by the presence of waves.

A common feature of these vortex-wave systems is that they are two-dimensional and may be described by a conservation equation which is a slight generalization of the vorticity Euler equation. In general the existence of vortex solutions is related to the so-called Poisson nonlinearity, which is the two-dimensional version of the convective nonlinearity in a normal fluid, or the electrostatic drift in magnetized plasmas. Besides, waves may be related to some source of divergence of the velocity field, as compressibility or as in the two-dimensional reduction of a stratified flow. The equation for the generalized vorticity $\Omega$, containing these basic mechanisms (a linear dispersion relation, and a Poisson nonlinearity) is given by

$$\frac{\partial \Omega}{\partial t} + [\psi, \Omega] = 0,$$

where $[f,g] = f_x g_y - f_y g_x$ ($f$ and $g$ are arbitrary functions of $(x,y)$, and the subscripts denote derivatives) is the usual Poisson bracket, and $\psi$ is the stream function. The actual relation $\Omega = F(\psi)$ depends on the considered physical system, for the Euler equation it is simply given by $\Omega = -\nabla^2 \psi$. This equation expresses the conservation of the generalized vorticity following the current lines. The Hasegawa-Mima equation for plasma drift waves \cite{4,22}, also known in fluid mechanics as the Charney geostrophic equation for Rossby waves \cite{23–25}, reduces to (1) with the generalized vorticity,

$$\Omega = -\nabla^2 \psi + \psi/\rho_s^2 - (v_d/\rho_s^2)x,$$

where $\psi$ is, in the plasma case, related to the electric potential (in suitable units), $\rho_s$ is the hybrid Larmor radius (Rossby length in the atmosphere) and $v_d$ is the drift wave velocity. The similarity of the equations governing Rossby waves in the atmosphere and drift waves in a plasma,
may be traced back to the analogy between Coriolis and Lorentz forces, which determine the form of the dispersion relation, and the common convective nonlinearity, which reduces to a Poisson bracket in two dimensions. These two parameters, a length scale and a characteristic velocity, are related to important physical effects that modify the system’s dynamics with respect to the one of the simpler Euler fluid. Indeed, the Charney-Hasegawa-Mima equation admits both waves and localized vortices solutions [17,26–28,11], allowing a rich nonlinear dynamics as shown in numerical simulations. For instance, a dipole vortex has an oscillatory trajectory when its symmetry axis is inclined with respect to the wave direction of propagation [29], or like-sign vortices (monopoles) may merge, under suitable conditions [15].

The drift velocity is related to the phase velocity of drift waves, the dispersion relation being

$$\omega_k = v_0 k_y / (1 + \rho_s^2 k^2),$$

with $\omega$ the frequency and $k$ the two-dimensional wavenumber. In the limit of vanishing drift velocity, localized vortices can become point vortices,

$$\Omega \rightarrow \frac{\Gamma}{2\pi} \delta(x)$$

of circulation $\Gamma$, with an interaction range of the order of the characteristic length $\rho_s$.

The vortex-wave interaction is in general extremely complicated, involving the emission and scattering of waves by vortices and simultaneously the deformation of the vortex shape by the wave field [30]. In this paper we investigate the interaction of localized vortices with waves, using the approximation that the wave is fixed, not affected by the vortices. We distinguish two situations according to the longitudinal or transverse character of the imposed wave. Transverse waves are naturally generated by the dynamics of Eq. (1), while longitudinal ones appear as a source term associated with the longitudinal component of the pressure driven velocity [31,32]. We show that in both cases the interaction of vortices (with same topological charge) with the wave can trigger their merging, or depending on the initial positions and wave strength, their separation. Moreover complex, chaotic or quasiperiodic, behavior can be found. We note as well that eventhoug in a different context, similar features can be observed when “perturbing” the integrable motion of two equal-sign vortices with noise [33,34].

In the following section, Sec. 2, we state the basic equations of the point vortex model for the transverse and longitudinal external wave, and discuss its relation with Charney-Hasegawa-Mima equation. In Secs. 3 and 4 we investigate the different dynamical regimes that the presence of the wave, transverse and longitudinal respectively, can induce in the motion of the point vortices. We describe the dipole (opposite circulation vortices) and the monopole (like-circulation vortices) trajectories. We find the range of parameters where the strong interaction of the monopole and the wave leads to their merging or splitting.

In Sec. 5 we compare the results of Secs. 3 and 4, with numerical simulations of the Charney-Hasegawa-Mima equation, and finally (Sec. 6) we conclude with a summary and brief discussion of the results.

2 Transverse and longitudinal waves: point vortex model

In principle, the wave term in the generalized vorticity (2), being proportional to the $x$-coordinate and obviously non localized, forbids a solution in the form of an assembly of point vortices [35]. However, as a first approximation, we may consider a system where the vorticity is highly concentrated but subject to the action of a wave field in such a way that the effect of the vortices on the wave may be neglected. If one neglects the internal structure of the localized vortices and concomitantly, the feedback effects on the wave, the velocity field can be considered as resulting from the superposition of two terms, one related to the point vortices and one related to the wave. Therefore, our basic model will be two point vortices driven by the action of an external wave. It mimics the phenomenology of the Charney-Hasegawa-Mima system, dominated by the dynamics of coherent structures evolving in the field of transverse and driven longitudinal waves. We show that, in spite of its extreme simplicity, this system contains a rich dynamics that can model processes such as splitting and fusion, and deterministic or chaotic propagation of vortices.

Point vortices are defined by a potential vorticity distribution given by a superposition of Dirac functions,

$$\Omega_l(x, t) = \frac{1}{2\pi} \sum_{\alpha=1}^{N} \Gamma_\alpha \delta \left( x - x_\alpha(t) \right),$$

where $\mathbf{x}$ is a vector in the plane of the flow, $\Gamma_\alpha$ is the circulation of vortex $\alpha$, $N$ is the total number of vortices, and $x_\alpha(t)$ is the vortex position at time $t$. Point vortices are known to be exact solutions of Euler equation [36], that is when the vorticity is given by

$$\Omega = -\nabla^2 \psi_l,$$

in terms of the local stream function $\psi_l$, but they are also exact solutions of the more general equation (1), for

$$\Omega = \Omega_l = -\nabla^2 \psi_l + \psi_l/\rho_s^2.$$

The usual $\psi_l$ (solution of the Poisson equation), which gives a logarithmic interaction, is replaced in the second case (7), by a modified Bessel function $K_0$ interaction (solution of the Helmholtz equation).

The presence of the wave should add to (5) a regular source of potential vorticity. Considering that the corresponding stream function is the superposition of a localized (vortex) and a wave term, $\psi = \psi_v + \psi_w$, the motion of vortices will be governed by,

$$\dot{\mathbf{x}}_\alpha = \mathbf{v}(\mathbf{x}, t)\big|_{\mathbf{x}=x_\alpha}, \quad \mathbf{v} = \hat{\mathbf{z}} \times \nabla (\psi_v + \psi_w) + \nabla \phi \quad (8)$$
where the velocity field is calculated at the position of the vortex \( \alpha \), excluding the singular contribution of the \( \alpha \) vortex and \( \hat{z} \) denotes the unit vector parallel to the \( z \)-axis. In addition to the transverse wave, the last term \( \phi \), takes into account the possibility of a longitudinal wave driven by an external source.

In order to explicitly display the approximation underlying the point vortex model of Eq. (8), we return to the Charney-Hasegawa-Mima equation (1), that can be written as

\[
\frac{\partial}{\partial t} \Omega_l + \frac{v_d}{\rho_x^2} \frac{\partial}{\partial y} \psi + [\psi, \Omega_l] = 0, \tag{9}
\]

where \( \Omega_l \) given by Eq. (7), is the localized potential vorticity. Introducing the decomposition \( \psi = \psi_v + \psi_w \), one obtains,

\[
\begin{align*}
\frac{\partial}{\partial t}(-\nabla^2 \psi_v + \psi_v/\rho_x^2) + [\psi_v + \psi_w, -\nabla^2 \psi_v + \psi_v/\rho_x^2] \\
+ \frac{\partial}{\partial t}(-\nabla^2 \psi_w + \psi_w/\rho_x^2) + \frac{v_d}{\rho_x^2} \frac{\partial}{\partial y} \psi_w + [\psi_w, -\nabla^2 \psi_w] \\
+ \frac{v_d}{\rho_x^2} \frac{\partial}{\partial y} \psi_v + [\psi_v, -\nabla^2 \psi_w] = 0.
\end{align*}
\tag{10}
\]

We consider now that the localized component of the potential vorticity, \( \Omega_l = \Omega_l(\psi_v) \), is given by the superposition of point vortices (5). Then, the first line of (10) only contains \( \delta \)-localized terms, and vanishes if the point vortices trajectories are precisely given by (8) (without the source term, in \( \nabla \phi \)). Therefore, the point vortex-wave model requires the fulfillment of the following two conditions. First, it assumes that the terms on the last line of (10), that is the dispersion effect on the vortices and the influence of the vortex on the wave, are negligible. Second, we remark that for a single drift wave (a wave satisfying the linear dispersion relation) the second line vanishes identically.

In general (9) is complemented with a source and dissipation terms, that we write as,

\[
\frac{\partial}{\partial t} \Omega_l + \frac{v_d}{\rho_x^2} \frac{\partial}{\partial y} \psi + [\psi, \Omega_l] = \nu \nabla^4 \psi + S(\mathbf{x}, t), \tag{11}
\]

where \( \nu \) is the kinematic viscosity, and \( S(\mathbf{x}, t) \) an external vorticity source. In the Appendix 7, we show that the source term can be naturally associated with longitudinal wave perturbations.

In summary, we apply the velocity field derived from the stream function whose dynamics is governed by (9) or (11), to the point vortex model (8). In the source free case (9), the velocity field is purely transverse, and we may write it as,

\[
\mathbf{v}(\mathbf{x}, t) = \hat{z} \times \nabla \psi_l(\mathbf{x}, t), \quad \psi = \psi_l + \psi_w \tag{12}
\]

where the stream function is assumed to result from the superposition of the point vortex term \( \psi_l \) and the nonlocal (wave) term \( \psi_w \). In contrast, in the forced case the velocity field may not be transverse, and contain a longitudinal (potential) contribution. For the driven case (11), the velocity field can then be chosen as,

\[
\mathbf{v}(\mathbf{x}, t) = \hat{z} \times \nabla \psi_l(\mathbf{x}, t) + \nabla \phi(\mathbf{x}, t), \tag{13}
\]

in accordance with (48) but with \( \hat{z} \)-independent quantities, where, in addition to the rotational component derived from the stream function \( \psi_l \), there is a gradient component, whose physical origin is related to the non-stationary pressure perturbations in the vertical direction [24,31,32]. The first case (12) corresponds to a system of point vortices in the field of a transverse wave, and the second case (13), to the presence of a longitudinal wave.

The motion of the vortices, as a consequence of the Helmholtz theorem [37], is determined by the value of the velocity \( \mathbf{v} = \hat{z} \times \nabla \psi + \nabla \phi \) [which contains both cases (12) and (13)], at the position of the vortices, as already
shown in (8). If the driven potential $\phi$ vanishes, this motion is Hamiltonian. In the general case the point vortex equations can be written as,

$$\Gamma_\alpha \dot{x}_\alpha = \dot{z} \times \frac{\partial H}{\partial \dot{x}_\alpha} + \Gamma_\alpha \nabla \phi(x_\alpha, t),$$

where the Hamiltonian $H$ is given by

$$H = \frac{1}{2\pi} \sum_{\alpha > \beta} \Gamma_\alpha \Gamma_\beta U(|x_\alpha - x_\beta|) + \sum_\alpha \Gamma_\alpha \psi_w(x_\alpha, t),$$

with $U(x) = -\log(x)$ in the Euler case, and $U(x) = K_0(|x|/\rho_s)$, the modified Bessel function of zero order, in the more general case (when $\rho_s \to \infty$ it tends to the logarithm). When the distance between the vortices is smaller than the typical interaction length $\rho_s$, the behavior of the two systems is similar, in the opposite case, the $K_0$ interaction decreases exponentially and the vortices become "almost free".

The Hamiltonian (15) explicitly depends on time, and in the case of two vortices, reduces to the class of one and a half degrees of freedom, which generically display Hamiltonian chaos [38]. We can therefore expect that two initially well separated trajectories may approach each other closely or, at variance, two initially close vortices may follow diverging trajectories. Translating these behaviors to the extended system described by the Charney-Hasegawa-Mima equation, we anticipate merging and splitting of localized structures.

### 3 Dynamics of two point vortices in the field of a transverse wave

We assume that a particular solution of (9), as discussed in the previous section, can be approximated by $\psi = \psi_1 + \psi_w$, where the first term represents two point vortices of circulations $\Gamma_1$ and $\Gamma_2$, and the second term, a wave $\psi_w = \Gamma_0 \cos(ky - \omega t)$ of amplitude $\Gamma_0$, wavenumber $k = (0,k)$, and frequency $\omega$. The motion equation (14) of the vortex pair writes,

$$\dot{x}_1 = \frac{\Gamma_2}{2\pi \rho_s} \left(\frac{y_1 - y_2}{x_2 - x_1}\right) \frac{K_1(r/\rho_s)}{r} - \dot{x}_1 \Gamma_0 \sin(ky_1 - \omega t),$$

$$\dot{x}_2 = \frac{\Gamma_1}{2\pi \rho_s} \left(\frac{y_2 - y_1}{x_2 - x_1}\right) \frac{K_1(r/\rho_s)}{r} - \dot{x}_2 \Gamma_0 \sin(ky_2 - \omega t),$$

where $(x_i, y_i)$, $i = 1, 2$, are the vortex positions, $r$ their distance of separation, $K_1$ the modified Bessel function of first order, and $\dot{x}$ the unit vector parallel to the $x$-axis. In the absence of wave, the system behaves as a nonlinear oscillator whose frequency is $(\Gamma_1 + \Gamma_2) K_1(r_0/\rho_s)/4\pi \rho_s$, (where $r_0$ is the initial distance between the two vortices). However, driven by the wave, the dynamics of this oscillator will generically exhibit chaotic trajectories.

In the case of two identical point vortices of circulation $\Gamma = \Gamma_1 = \Gamma_2$, the center of mass motion separates from the relative motion [39]. Using the coordinates $(x, y) = (x_1 - x_2, y_1 - y_2)/2$ and $(X, Y) = (x_1 + x_2, y_1 + y_2)/2$, the relative motion is described by the set,

$$\dot{x} = \frac{\Gamma y}{2\pi \rho_x} \frac{K_1(r/\rho_s)}{r} - \Gamma_0 k \cos(kY - \omega t) \sin ky,$$

$$\dot{y} = -\frac{\Gamma_x}{2\pi \rho_y} \frac{K_1(r/\rho_s)}{r},$$

where $r = (x^2 + y^2)^{1/2}$, and $Y = \text{const}$. The important point about these equations is that they can be derived from an effective Hamiltonian:

$$H_T = \frac{\Gamma}{2\pi} K_0 \left(\frac{r}{\rho_s}\right) + \Gamma_0 \cos(kY - \omega t) \cos ky$$

which describes the one and a half degrees of freedom dynamics in the $(x, y)$ phase space, and constitute then a convenient representation to introduce a Poincaré map, using the natural period $2\pi/\omega$ of the driven wave.

To identify the diverse dynamical patterns of (16), corresponding to a set of initial conditions, we represent in Fig. 1 the Poincaré map of the phase space $r = (x, y)$ using the parameters $\Gamma = 8\pi$, $\Gamma_0 = 5.6$, $k = 3\pi/10$ and $\omega = k/(1 + k^2)$ (in units of $\rho_s$ and $v_d$). We may distinguish periodic and quasiperiodic, chaotic and runaway trajectories, depending on the initial positions of the vortices. Chaotic trajectories may include a set of initial conditions that rapidly (in a few periods) approaches the origin, as shown in Fig. 1(b). This particular kind of trajectories, in an extended dissipative system, should correspond to merging of vortices. Moreover, runaway trajectories should correspond to splitting of initially bounded monopoles. We show in Sec. 5, that these processes, including complex monopole interactions, are effectively observed in the dynamics of the Charney-Hasegawa-Mima equation.

If the two vortices have opposite circulations $\Gamma_1 = -\Gamma_2$, the system (16) becomes integrable,

$$\dot{x} = -\Gamma_0 k \sin ky \cos(kY - \omega t),$$

$$\dot{y} = 0,$$

$$\dot{X} = \frac{\Gamma y}{2\pi \rho_x} \frac{K_1(r/\rho_s)}{r} - \Gamma_0 k \cos ky \sin(kY - \omega t),$$

$$\dot{Y} = -\frac{\Gamma_x}{2\pi \rho_y} \frac{K_1(r/\rho_s)}{r},$$

from which one finds that $y = \text{const}$, and $r = r(t)$ separates from the center of mass equations. Hence, the solutions of these equations are typically dipole trajectories that follow a straight line to which is superposed an oscillation (Fig. 2a). One particular solution is obtained in the case $y = n\pi/k$ with $n$ integer, the vortex separation in the $y$ direction is a multiple of the wavelength. In this case the vortices drift with a constant velocity in the $y$ direction and execute horizontal excursions in the form,

$$X(t) = V_0 t - \Gamma_0 k \cos(t/t_0),$$

where the constants $V_0$ and $t_0$ depend on the initial conditions. These horizontal excursions are present in the trajectory shown in Fig. 2b.
4 Dynamics of two point vortices in the field of a longitudinal wave

We consider now the motion of two vortices in the presence of a longitudinal wave. The basic equations of the model are directly derived from (14), where we put \( \psi = 0 \) and choose a wave potential simply defined by \( \phi = \Gamma_0 \cos(k \cdot x - \omega t) \), with \( \Gamma_0 \) the wave amplitude, \( k \) the wave vector, and \( \omega \) the wave frequency,

\[
\dot{r} = \Gamma r \times \frac{r}{r^2} - 2\Gamma_0 k \cos(k \cdot R - \omega t) \sin\left(\frac{k \cdot r}{2}\right),
\]

\[
\dot{R} = \Gamma R \times \frac{r}{r^2} - \Gamma_0 k \sin(k \cdot R - \omega t) \cos\left(\frac{k \cdot r}{2}\right),
\]

(in the \( \rho_\alpha \to \infty \) limit), where \( r = r_1 - r_2 \) is the relative position of the vortices, \( R = (r_1 + r_2)/2 \) is their “center of mass”, and \( \Gamma = (\Gamma_1 + \Gamma_2)/2\pi, \Gamma_c = (\Gamma_1 - \Gamma_2)/2\pi \), are their reduced circulations. For the analytical computations we take the simpler logarithmic interaction, although generalization to the modified Bessel interaction, should be straightforward.

For further calculations, it is useful to measure lengths in \( 1/k \) and time in \( 1/\omega \) units, and to perform a Galilean transformation to the frame moving at the wave phase velocity, leading to the following non-dimensional variables and parameters: \( x' = k \cdot r/2, y' = k \cdot (\hat{z} \cdot r)/2, t' = \omega t, X' = k \cdot R - t, Y' = k \cdot (\hat{z} \cdot R), \) the distance \( r' = (x', y') \), and center of mass \( R' = (X', Y') \) vectors, and parameters \( \alpha_0 = \Gamma_0 k^2/\omega \), for the wave amplitude \( \alpha_+ = \Gamma_1 k^2/4\omega \), \( \alpha_0 = \Gamma_0 k^2/4\omega \), for the vortices circulation (in the following we drop the primes). The coordinate system is chosen, without loss of generality, so that the \( x \)-axis is parallel to the vector \( k \).

In addition to the analytical calculations, we compute the point vortices trajectories in the presence of a longitudinal wave, by direct integration of the motion equations in the form,

\[
\dot{x}_1 = g \left( \frac{y_1 - y_2}{x_2 - x_1} \right) K_1(\nu r) - \hat{x} a \sin(x_1 - t),
\]

\[
\dot{x}_2 = -g \left( \frac{y_2 - y_1}{x_2 - x_1} \right) K_1(\nu r) - \hat{x} a \sin(x_2 - t),
\]

for arbitrary \( \nu = 1/k \rho_a \). We used \( g = k\Gamma/\omega \rho_a \), where \( \Gamma = \Gamma_1 - \Gamma_2 \) for the dipole (minus sign), and \( \Gamma = \Gamma_1 = \Gamma_2 \) for the monopole (plus sign), and \( a = k\Gamma_0/\omega \rho_a \) (in units of \( k = 1 \) and \( \omega = 1 \)). The vortex motions are qualitatively...
similar for finite range and logarithmic interactions; we show in the following results for \( \rho = 1 \), and different choices of the initial positions and strengths \( g \) and \( a \).

Two cases are of special interest, the so-called “dipole”, when the vortices have opposite circulations \( \alpha_x = 0 \), and the “monopole”, when the vortices have the same circulation \( \alpha_x = 0 \). Without wave the dipole moves in a straight line, and the monopole follows a circular trajectory.

In the dipole case, the equations of motion reduce to the completely integrable system

\[
\begin{align*}
\dot{x} &= -\alpha_0 \cos X \sin x, \\
\dot{y} &= 0, \\
\dot{X} &= -1 - \alpha_0 \sin X \cos x + \alpha \frac{y}{r^2}, \\
\dot{Y} &= -\alpha \frac{x}{r^2},
\end{align*}
\]

(24a–d)

where \( r^2 = x^2 + y^2 \). Examples of dipole trajectories are presented in Fig. 3.

Although the motion of a dipole interacting with a wave is integrable, to find a quadrature is difficult, so some insight can be gained by studying particular exact solutions of (24). In analogy with the transverse wave case, solutions with \( r = r_0 \) constant exist if \( x = n \pi \) (the vortex distance in the \( x \) direction is a multiple of the wavelength). In such a case, we can define \( \omega_0 = \alpha_0/(r_0^2) \), the characteristic frequency of the dipole, and \( V = -1 + \omega_0 y_0 \), the \( x \)-component of the speed of the unperturbed dipole in the frame of the wave. We obtain for \( R \)

\[
\dot{X} = V + (-1)^{n+1} \alpha_0 \sin X \quad \dot{Y} = -\omega_0 x_0 t.
\]

This equation naturally leads to two different cases, depending on the value of \( |V/\alpha_0| \), which determines the existence of a fixed point for \( X \). In one case \( (|V| > \alpha_0) \) the \( x \)-component of the dipole speed \( \dot{X} \) has a constant sign, otherwise it changes sign \((|V| < \alpha_0)\) and thus can eventually approach a fixed point.

We first notice, that in the very simple case where \( V = 0 \) (the \( x \)-component of speed of the unperturbed dipole is equal to the phase velocity), which we call the resonant case, the equation (25) becomes \( \dot{X} = (-1)^{n+1} \alpha_0 \sin X \).

This equation predicts the existence of selected directions \( X = n \pi \) for the dipole propagation, a feature reminiscent to the mode locking phenomenon as for instance the one observed by in [40, 41]. These directions correspond to the case where the dipole is located at an extremum of the wave, and therefore where the profile of the wave is flat. Therefore, if the condition \( V = 0 \) is satisfied the dipole will only see this flat profile and the influence of the wave on the dipole motion vanishes. Indeed, the general solution of (25) for \( V = 0 \) is

\[
X = 2 \arctan \left( e^{(-1)^n \alpha_0 t} \tan \left( \frac{X_0}{2} \right) \right),
\]

and the dipole sets in one of the selected directions where it does not see the wave.

A similar qualitative behavior to the special case \( V = 0 \), is found when \( |V/\alpha_0| < 1 \). The solutions of (25) show that \( X(t) \) converge towards a fixed value

\[
X_f = (-1)^n \arcsin \left( \frac{V}{\alpha_0} \right) + m \pi.
\]

The difference here is that the dipole is trapped, and the wave forces the \( x \)-component of the dipole speed to the phase velocity \( \omega/k \), by adjusting the slope of the wave that the dipole will “see”, Fig. 3(a). On the other hand, if \( |V/\alpha_0| > 1 \), the dipole has enough strength to “surpass” the wave with \( V \) as the averaged \( x \)-component of its speed, Fig. 3(b). The wave has only a small influence on the dipole.

In the monopole case it is convenient to introduce polar coordinates: \( x = r \cos \theta \), \( y = r \sin \theta \), to obtain the system,

\[
\begin{align*}
\dot{r} &= -\alpha_0 \cos X \sin \theta, \\
\dot{\theta} &= \alpha_0 \cos X \cos \theta, \\
\dot{X} &= -1 - \alpha_0 \sin X \cos \theta, \\
\dot{Y} &= 0.
\end{align*}
\]

(27a–d)

These three autonomous nonlinear equations allow chaotic behavior of the vortex trajectories, the external wave destroying the vortex integrals of motion. The variety of possible trajectories is illustrated in the series of Figs. 4, 5,
and 6. We introduce various simplifying assumptions in order to qualitatively describe the behavior of the monopole in these different physical regimes. We first investigate the long wavelength limit in both weak and finite wave amplitude approximations, and then we discuss the small wave length behavior. We particularly focus on the merging or splitting trajectories, in the presence of a finite amplitude wave.

In the weak long-wave regime, we can assume that $|\alpha_0| \sim r \ll 1$, and $|\alpha_i| \sim 1$; the consistency of these assumption will be valid as long as $r$ remain within the neighborhood of $r_0$. A series perturbation development gives then,

$$r = r_0, \quad \theta = \omega_0 t,$$

$$X = t - \alpha_0 \cos \theta, \quad Y = Y_0,$$  \hspace{1cm} (28)

where $\omega_0 = \alpha_i / r_0^2$ is the natural frequency of the unperturbed monopole. The vortex trajectories are therefore confined in a small region of maximum thickness $2\alpha_0$ around the circle.

In the case where $r \ll 1$ and $|\alpha_0| \sim |\alpha_i| \approx 1$ (the wave amplitude is finite, comparable to the vortex intensity), the motion equations become,

$$\dot{\theta} = \frac{\alpha_i}{r^2},$$  \hspace{1cm} (30a)

$$\dot{r} = -\alpha_0 r \cos^2 \theta \cos X \approx -\frac{\alpha_0}{2} r \cos X, \quad \dot{X} = -1 - \alpha_0 \sin X,$$  \hspace{1cm} (30b, 30c)

where in the distance equation (30b), we approximated the cosine term by its mean value, using the fact that in the limit $r \to 0$, $\theta$ given by (30a) varies rapidly. We then obtain for $X$ an equation similar to (25) with $V = 1$; it can be readily integrated to give

$$X(t) = -2 \arctan \left[ \alpha_0 + s \tan \left( \frac{s}{2} (t - t_0) \right) \right]$$ \hspace{1cm} (31)

for $\alpha_0 < 1$, and for $\alpha_0 > 1$,

$$X(t) = -2 \arctan \left[ \alpha_0 - s \tanh \left( \frac{s}{2} (t - t_0) \right) \right],$$ \hspace{1cm} (32)

where $s = |\alpha_0^2 - 1|^{1/2}$.

In the case, $\alpha_0 < 1$ and $r \ll 1$, quasi-periodic motion is possible. Indeed, for weak enough wave amplitude, one
retrieves the perturbation result, with $X(t) \approx X_0(t) = t(1 - \alpha_0^2)/(1 + \alpha_0^2) - 2 \arctan(\alpha_0)$ linear and

$$r \approx r_0 \exp \left[ -\frac{\alpha_0(1 + \alpha_0^2)}{2(1 - \alpha_0^2)} \sin X_0(t) \right],$$

(33)

corresponding to a periodic separation superposed to a constant drift $(X(t), 0)$ in the $x$-direction, as illustrated in Fig. 4a. Increasing the initial distance between the vortices, one can enter a region where the trajectories become chaotic (see Fig. 4b).

The other case, $\alpha_0 > 1$, corresponds to the merging of the two vortices, as can be seen in Fig. 5. The motion of the center of mass $X$ converges to a fixed value $X_f = -2 \arctan(\alpha_0 - \sqrt{\alpha_0^2 - 1})$; as a result, the distance $r$ satisfies the long-time solution,

$$r \to r_0 \exp \left[ -\frac{\alpha_0}{2} \cos(X_f) \right],$$

(34)

where $\cos X_f$ is positive for $\alpha_0 > 1$. Therefore, we obtain in this case an exponential approach of the two vortices, accompanied with a diverging angular velocity $\dot{\theta} \to \infty$ (Fig. 5b). The merging characteristic time is $1/\alpha_0 \cos X_f(\alpha_0)$, and within the present approximation, it diverges when $\alpha_0 \to 1$. This is consistent with the vortex merging observed in the numerical solutions, as seen in Fig. 5.

Let us now consider the situation where, $r \gg 1$ (the wave length is small compared to the size of the monopole), $1 \lesssim \alpha_0 \sim \alpha_r \ll r$, such that the first term in (27b) may be neglected. This case corresponds to the vortex splitting process, shown in Fig. 6. Equations (27) become now, $\theta \approx \exp(X_f)$ and

$$\begin{align*}
\dot{x} &= -\alpha_0 \cos X \sin x \\
\dot{X} &= -1 - \alpha_0 \sin X \cos x \\
\dot{y} &= \frac{\alpha + x}{x^2 + y^2} \quad (35c) \\
\dot{\theta} &\approx \frac{\text{const}}{y^2}, \quad y(t) \sim t^{1/3} \quad (36)
\end{align*}$$

(35d)

similar to Eqs. (24) for the dipole, but with a difference in the equation for $y(t)$. Asymptotically (35a,35b) give $x(t) + X(t) = \text{const.}$, which justifies the approximation

$$\dot{y} \approx \frac{\text{const}}{y^2}, \quad y(t) \sim t^{1/3}$$

(36)

Indeed, if $r$ is initially large, Eq. (36) shows that it remains large at long times. We confirmed the validity and verified by direct numerical integration of the vortex equations (23), that the asymptotic behavior of the vortex distance follows a power-law with the exponent 1/3 (see Fig. 6b).

5 Wave-vortex interaction in the Charney-Hasegawa-Mima dynamics

We consider now the Charney-Hasegawa-Mima equation in its two forms, (9) and (11), to study the evolution of two vortices in the presence of a transverse and a longitudinal wave, respectively. We demonstrated, in the context of the point vortices model, that the presence of a wave can induce a variety of behaviors, including merging, splitting and chaos. However, in real flows or plasma systems, a vortex has a spatial extension and waves have to obey a specific dispersion relation (3). Moreover, as mentioned before, the separation of waves and vortices is somewhat arbitrary, their interaction modifies both in such a way that the distinction can be made only within some length scale and time interval. It would then be interesting to analyze how the presence of a wave might influence processes such as vortex merging, in the more general framework of the Charney-Hasegawa-Mima equation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7}
\caption{(Color online) Potential vorticity of two gaussian monopoles at times 0 (left), 7.5 (center) and 15 (right), in units of $\rho_s$ and $v_s$. Without the interaction with a wave, the vortices rotate and drift; the small diffusion of the vorticity is due to the presence of a viscosity term in (9).}
\end{figure}
Fig. 8. (Color online) Potential vorticity of two vortices in the initial field of a transverse wave. The sequence shows the monopole complex trajectory, in the chaotic regime of the corresponding point vortex model. From left to right, $t = 0, 0.8, 1.6, 2.4, 3.2, 4.0, 4.8, 5.6, 6.4$, square of size $20^2$, and vortex size parameter $b = 16$.

For this purpose we integrate numerically equations (9) and (11), and we kept the dissipation term to ensure numerical stability. We consider two identical vortices; for each vortex we assign at the initial time, a local vorticity $\Omega_l$ in the form of a Gaussian blob,

$$\Omega_l = -\nabla^2 \psi(r, 0) + \psi(r, 0)/\rho_s^2 = \frac{b\Gamma}{\pi} \exp(-br^2),$$

$(\psi(r, 0)$ is the initial stream function), where $b$ controls the extension of the vortex and $\Gamma$ its circulation. In the case of a system governed by (9), since transverse waves are naturally generated, we shall not impose an external one, but instead add a wave form to the initial vorticity distribution and track its influence on the monopole trajectories. In the case of longitudinal waves, we solve (11) with a source term of the form,

$$S(x, t) = S_0 \cos(ky - \omega t),$$

where $S_0$ measures the source strength (it has dimensions of a square frequency).

Simulations are made using periodic boundary conditions on a square domain of length $L = 20$, and the number of spectral modes is typically $1024^2$. The numerical code is based on a pseudo-spectral scheme with time stepping a fourth order Runge-Kutta algorithm; the time step is $\delta t = 10^{-3}$, and we used a the numerical viscosity of $\mu = 0.005$. We measure lengths and velocities in units of $\rho_s$ and $v_d$, respectively. The initial state consists on two equal circulation vortices with vorticity distribution (37), where $b = 8$ and $\Gamma = 8\pi$. The set of parameters and initial vortex positions, used in the various simulations, correspond to the different cases studied with the point vortex model.

The reference case is displayed in Fig. 7, where we represent the potential vorticity $\Omega_l$ of Eq. (7) for three different times, of two monopoles in the absence of initial wave or external source. Without extra perturbations, the
two monopoles simply rotate around each other and slowly drift in the $y$-direction; the distance between the vortices remains sensibly constant, their shape evolving in the viscous time scale. We note that the observed drift motion is in fact influenced by the emission of a wake, showing that, although Gaussian monopoles are long lived structures, they are not exact solutions of the Charney-Hasegawa-Mima equation.

5.1 Transverse wave

Let us first investigate the transverse wave case, where in addition to the two monopoles we superpose an initial wave $k^2 \Gamma_0 \cos(ky)$. As it could be inferred from the large chaotic regions observed in the point vortex model (Fig. 1), for a range of initial conditions the behavior of the two monopoles is unpredictable. In the sequence of Fig. 8, the vortices rotate, approach each other, interchange vorticity, and separate in the background of the wave vorticity. In this case, the initial wave is in phase with the vortices, and as a result, they drift with the wave and rotate at a high frequency compared to the free case of Fig. 7. The horizontal drift is easily explained by the model (16) that implies,

\[
\frac{d}{dt}X = \Gamma_0 k \sin \omega t \cos ky, \\
\frac{d}{dt}Y = 0
\]  

for the center of mass motion (we use the notation of (17)).

The presence of a transverse wave can also trigger processes such as splitting and merging of vortices, as in the point vortex model. In Fig. 9 we present numerical simulations differing in the phase of the initial wave, showing the sensitivity on the initial condition typical of a chaotic system, and leading to split or fusion. We observe that the vortex evolution is much faster than the wave one, as can be asserted by comparing the fusion time of $t_f \approx 3$ in Fig. 9f, to the slow rotation of the two free vortices in Fig. 7.

It is interesting to compare more quantitatively the motion of the point vortices with the actual evolution governed by the full equations. One obvious difference between the two approaches is that point vortices lack extension, in contrast to the Gaussian vortices of the full simulation. However, one may introduce a patch of point vortices over a region whose size is of the order of the Gaussian monopole, and follow their Hamiltonian dynamics. Such a comparison is presented in Fig. 10, where we chose the same initial positions and wave phase, and adjusted the point vortices strength to obtain similar time scales as in the extended vortex system. We observe that the approach of the two coherent structures follows the same pattern, including the enhancement of the asymmetry between the bottom and top vortices; both patches are strongly stretched during they approach, at $t \approx 1.5$. Indeed, in the Charney-Hasegawa-Mima simulation we also observe that the top monopole is slightly reinforced as it approaches the bottom vortex, which moves faster than the top one. However a difference arises in the $y$-direction displacement; while in the vortex model its mean value is zero, for extended vortices there is a supplementary drift coming from the background vorticity gradient [42–44]. Although this effect is responsible of a quantitative difference between the point and extended vortex cases, the determination of the appropriated range of parameters for vortex merging as determined by the point vortex model, appears to be rather robust against this effect.

5.2 Longitudinal wave

We turn out now to the study of the longitudinal wave driven system. The direction of the longitudinal wave can be in principle arbitrary. However, it is convenient to well separate the longitudinal and transverse situations in order to identify the physical mechanisms. Therefore, we
take a source that generates longitudinal waves perpendicular to the propagating intrinsic transverse waves. This is the best suited situation to apply the results of the point vortex model. Although the source term added to the vorticity equation is restricted to a wave of the form \( x \sin(kx - \omega t) \), the evolution of the two equal circulation vortices can display a large variety of behaviors. We focus here, on the strong interaction of vortices induced by the wave, and leading to their separation or fusion as predicted by the point vortex model. Therefore, we take parameters similar to the ones of Figs. 5 and 6, for the vortices and wave intensities, positions and phase. Remarkably, we obtained the same kind of trajectories in the extended case, shown in Fig. 11, where the vortex pair split or merge according to the phase of the longitudinal wave.

We remark that the relative position of the monopoles with respect to the wave influences the behavior of their vorticity: the wave possesses its own vorticity which superposes to the monopoles one, reinforcing the monopole in the positive vorticity background and weakening the one in the negative vorticity background and causing additional drift [45, 42–44]. This effect, in the observed regime of parameters, slightly affects the motion of the vortices during the time of their evolution, without changing qualitatively the fusion or splitting process. In addition, the vortex interaction mechanisms resulted to be much faster than the evolution of the wave vorticity, showing that neglecting as a first approximation the influence of the vortex motion on the wave vorticity appears to be justified.

Although we chose to present results on the monopole dynamics in the general case, we note that the point vortex model predicts, in the presence of a longitudinal or transverse wave, that a dipole will follow an almost straight trajectory with a superposed oscillation, along certain directions with respect to the wave propagation. This behavior was also observed in dipole systems obeying the Hasegawa-Mima equation [29].

6 Conclusions

In this paper we introduced a simple model based on the dynamics of point vortices, in order to get an idea on how extended vortices and waves interact in more realistic flows. As a matter of fact, it turned out that this simple model was much richer in the variety of behaviors it could reflect, than what would be expected. Namely, it demonstrated how stable a dipole was, and in opposition how like-circulation vortices could be destroyed or merged by a wave. Comparison of the point vortex plus wave analytical results and the Charney-Hasegawa-Mima simulations, shown that the distinction between localized and extended vorticity is justified by the existence of well separated length and time scales, and is also relevant to determine, for instance, the conditions for vortex merging or splitting.
We considered in particular, the interaction of equal circulation vortices in the presence of an intrinsic drift (transverse) and of an external (longitudinal) wave. We found that, depending on the relative phase of the wave with respect to the positions of the monopoles, merging, splitting or even chaotic trajectories are possible. Using the same set of parameters, we confirmed that the point vortex model reasonably predicts the behavior of the extended vortices obeying the Charney-Hasegawa-Mima equation.

In summary, the results obtained in the case of the point vortex model and confirmed by numerical simulations, could partially explain how coherent structures can appear by the merging of small structures and then organize themselves into dipoles and monopoles, especially in systems where waves can be present or generated by the dynamics of the structures. We may hope that this simple model, that permits to identify the range of parameters relevant for the vortex-wave interactions, could be a help in understanding the dynamics of large coherent structures in decaying turbulent flows.
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7 Appendix: Charney equation with source term

In this appendix we briefly discuss the derivation of the Charney-Hasegawa-Mima equation in the geostrophic framework [24], in order to establish its relation with (8) and the origin of the source term.

The velocity field $v$ satisfies the motion equation,

$$\frac{d}{dt} v = - \nabla P + g \hat{z} + f v \times \hat{z},$$

(40)

where $\rho_0 = \text{const}$. The equation of state, for instance the adiabatic relation between pressure and density $P \sim \rho^\gamma$, complete the basic equations. Applying the rotational to (40), one obtains the vorticity evolution equation,

$$\frac{d}{dt} (\omega + f \hat{z}) + (\omega + f \hat{z}) \nabla \cdot v = (\omega + f \hat{z}) \cdot \nabla v = - \nabla \frac{1}{\rho} \times \nabla P,$$

(42)

where $\omega = \nabla \times v$.

We consider a fluid layer at height $H_0$ of width $h = h(x,t)$, with $x = (x,y)$. To describe the dynamics of this layer it is convenient to separate in the equation of motion (40), the horizontal ($\perp$) and vertical ($z$) components:

$$\frac{d}{dt} v_\perp = - \frac{1}{\rho} \nabla_\perp P + f v \times \hat{z},$$

(43)

and

$$\frac{d}{dt} v_z = - \frac{1}{\rho_0} \frac{\partial P}{\partial z} - g,$$

(44)

respectively. We also consider that in addition to the hydrostatic pressure $\rho_0 gh$, there can be a forcing pressure $p = p(x,z,t)$ such that the total pressure writes,

$$P = \rho_0 + \rho_0 gh + p.$$  

(45)

The extra pressure term induces a vertical flow,

$$\frac{\partial v_z}{\partial t} = - \frac{1}{\rho_0} \frac{\partial P}{\partial z},$$

(46)

where we neglected the nonlinear convective term and replaced everywhere the density by its mean value $\rho_0$. Moreover, from the horizontal motion equation (43), the balance of the hydrostatic pressure gradient and the Coriolis force leads to a drift velocity,

$$v_\perp = \frac{g}{f_0} \hat{z} \times \nabla h,$$

(47)

where, to this order, the Coriolis frequency is replaced by its averaged value $f_0$, and the inertia and unsteady pressure $p$ terms, are neglected [23]. The total velocity field can thus be written as,

$$v = v_\perp + \nabla \phi,$$

(48)

where the second term, that takes into account the fluctuations around the equilibrium drift velocity (47), is of the same order as the fluctuating pressure term in (45). Equation (48) can be compared with (8), to note that the point vortex model reduces to the advection of the localized part of the height $h$ field, in the field of the drift velocity $v_\perp$, possibly driven in addition, by a external velocity field $\nabla \phi$. Using this expression in (46), one obtains,

$$\frac{\partial}{\partial t} \phi = - \frac{p}{\rho_0},$$

(49)

which relates the pressure fluctuation with a vertical (potential) motion.
Introducing (47) into (42), and neglecting the baroclinic term (which vanishes for adiabatic motions), the vorticity equation becomes,

\[
\frac{d}{dt}(\omega + f) + (\omega + f) \nabla \cdot \mathbf{v} = 0, \tag{50}
\]

where \(\omega \equiv \nabla \times \mathbf{v} \). Using now (41), with

\[
\ln \frac{\rho}{\rho_0} \approx \frac{1}{\gamma} \ln \left(1 + \frac{h}{H_0} + \frac{p}{p_0}\right),
\]

neglecting \(\omega\) in the second term of (50), and averaging over the vertical layer, one obtains,

\[
\frac{d}{dt} \left(\omega + f - \frac{f_0}{\gamma H_0} h\right) = f_0 \left(\frac{\partial}{\partial t} \frac{p}{\rho_0} + \frac{\partial v_z}{\partial z}\right), \tag{51}
\]

where all the quantities depend on the horizontal coordinates. The right-hand side term can be explicitly calculated using (49),

\[
\left\langle \frac{\partial}{\partial t} \frac{p}{\rho_0} + \frac{\partial v_z}{\partial z}\right\rangle = \frac{1}{c_s^2} \frac{\partial^2 \phi}{\partial z^2} - \frac{1}{c_s^2} \frac{\partial^2 \phi}{\partial y^2} = \frac{S(x,t)}{f_0},
\]

(52)

where \(c_s = (\rho_0/p_0)^{1/2}\) is the sound velocity, and where we defined \(S = S(x,t)\), the effective source of vorticity that contains the contribution of vertical unsteady motions. The appearance of the sound speed is a consequence of the assumption on the equation of state. An equivalent equation, with a different source term, can be obtained if instead of an external force, one introduces in the energy equation a heat source, and relates the pressure fluctuations with the temperature fluctuations [31,24]. It is worth noting that if \(\phi\) satisfies the wave equation, the source term reduces to the form \(S \approx k^2 \phi\), where \(k = (k_x,k_y)\) only contains the perpendicular component of the vector wave. The specific form of the source term will depend on the physical mechanism from which it originates, being proportional to \(\partial v_z/\partial z\), it naturally generate longitudinal perturbations.

Replacing \(\omega = (g/f_0) \nabla^2 h\) and (52) into (51), and putting \(f = f_0 + \beta y\), we finally get

\[
\frac{d}{dt} \left(\frac{g}{f_0} \nabla^2 h + \beta y - \frac{f_0}{\gamma H_0} h\right) = S(x,t). \tag{53}
\]

In the usual quasi-geostrophic approximation, the \(S\) term is neglected, and one recovers the Charney-Hasegawa-Mima equation (9), where we used the following identifications between plasma and fluid parameters: \(\psi = gh/f_0\), \(v_d = \beta \gamma H_0/f_0\), and \(\rho_d^2 = \gamma H_0/f_0\), and changed axes according to the plasma convention, \((x,y) \rightarrow (y,-x)\).
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