Non-local interactions and supersolidity of moiré excitons
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Heterobilayer transition metal dichalcogenide (TMDC) moiré systems provide an ideal framework to investigate strongly correlated physics. Here we theoretically study bosonic many-body phases of excitons in moiré TMDCs. By using two moiré models and cluster mean-field theory, we reveal that, due to non-local Coulomb interactions, moiré excitons can feature exotic supersolid phases, i.e. superfluids of broken translational invariance, and correlated insulating states. The correlated phases exist at experimentally accessible temperatures and are tunable via the twist angle and exciton density.

Introduction— Rapid advances in nanofabrication techniques have allowed for experimental realizations of multilayer van der Waals moiré heterostructures, where lattice mismatch or a twist angle between monolayers, results in a tunable long-wavelength potential for electrons [1–3]. Moiré potential leads to localized electrons, reducing their kinetic energy and thus enhancing the role of interactions. Moiré systems, therefore, serve as versatile platforms to study strongly correlated electronic systems. Prominent interaction-driven phases observed in moiré systems include superconductivity in twisted bi- and multilayer graphene [4–6] and correlated electronic states, such as Wigner crystals, stripes and Mott insulators in bilayer transition metal dichalcogenides (TMDC) [7–15].

Moiré TMDCs are also an ideal platform for revealing many-body effects of bosons. Namely, in TMDC monolayers, excitons – bound electron-hole pairs – can be optically created. Correspondingly, the moiré potential of electrons leads to formation of moiré excitons [9, 16–25]. While most of the research has focused on probing moiré electrons with excitons [9, 11, 12, 14, 15, 26], less attention has been given to possible bosonic many-body phases of moiré excitons. As the moiré potential allows the confinement of bosons to triangular or honeycomb lattice geometries [19], and as repulsive Coulomb interactions between moiré excitons can be very strong compared to their kinetic energy, it is tempting to expect that moiré excitons form Mott insulating phases. This was indeed predicted in a recent theoretical study [27] for a large range of tunable parameters. Moreover, the possibility to reach superfluidity of moiré excitons has been also speculated [27, 28].

Due to the strong on-site interaction, weaker non-local interactions between excitons is often ignored. However, at sufficiently low densities the on-site interaction can, by the virtue of hard-core boson constraint, be discarded so the non-local interactions become the dominant interaction channel. In this work, we theoretically study possible many-body phases of moiré excitons by taking into account non-local interactions. We employ two different continuum models [18, 29], from which we derive the effective tight-binding models for moiré excitons and compute non-local exciton-exciton interactions. By using cluster mean field (CMF) theory [30–34], we show that, in addition to possible conventional Mott and superfluid states, moiré excitons can also exhibit more exotic many-body states, namely correlated insulating and superfluid phases of broken translational invariance. The latter is widely known as the supersolid phase. We show that these states are accessible using reasonable twist angles and exciton densities, and experimentally accessible temperatures.

Hamiltonian— We consider moiré excitons of a TMDC heterobilayer system of layers 1 and 2. TMDC monolayers have a hexagonal lattice structure and direct band gaps at the corners of their hexagonal Brillouin zone (BZ), namely in the $K$- and $K’$-valleys [35–37]. Small lattice constant mismatch or twist angle $\theta$ between layers causes the interlayer electron tunneling to hybridize the low-energy states of two layers in the $K$- and $K’$-valleys, resulting in a tunable long-wavelength potential for electrons. As the moiré potential allows the confinement of bosons to triangular or honeycomb lattice geometries [19], and as repulsive Coulomb interactions between moiré excitons can be very strong compared to their kinetic energy, it is tempting to expect that moiré excitons form Mott insulating phases. This was indeed predicted in a recent theoretical study [27] for a large range of tunable parameters. Moreover, the possibility to reach superfluidity of moiré excitons has been also speculated [27, 28].

Due to the strong on-site interaction, weaker non-local interactions between excitons is often ignored. However, at sufficiently low densities the on-site interaction can, by the virtue of hard-core boson constraint, be discarded so the non-local interactions become the dominant interaction channel. In this work, we theoretically study possible many-body phases of moiré excitons by taking into account non-local interactions. We employ two different continuum models [18, 29], from which we derive the effective tight-binding models for moiré excitons and compute non-local exciton-exciton interactions. By using cluster mean field (CMF) theory [30–34], we show that, in addition to possible conventional Mott and superfluid states, moiré excitons can also exhibit more exotic many-body states, namely correlated insulating and superfluid phases of broken translational invariance. The latter is widely known as the supersolid phase. We show that these states are accessible using reasonable twist angles and exciton densities, and experimentally accessible temperatures.

Hamiltonian— We consider moiré excitons of a TMDC heterobilayer system of layers 1 and 2. TMDC monolayers have a hexagonal lattice structure and direct band gaps at the corners of their hexagonal Brillouin zone (BZ), namely in the $K$- and $K’$-valleys [35–37]. Small lattice constant mismatch or twist angle $\theta$ between layers causes the interlayer electron tunneling to hybridize the low-energy states of two layers in the $K$- and $K’$-valleys, resulting in a tunable long-wavelength potential for electrons. As the moiré potential allows the confinement of bosons to triangular or honeycomb lattice geometries [19], and as repulsive Coulomb interactions between moiré excitons can be very strong compared to their kinetic energy, it is tempting to expect that moiré excitons form Mott insulating phases. This was indeed predicted in a recent theoretical study [27] for a large range of tunable parameters. Moreover, the possibility to reach superfluidity of moiré excitons has been also speculated [27, 28].

Due to the strong on-site interaction, weaker non-local interactions between excitons is often ignored. However, at sufficiently low densities the on-site interaction can, by the virtue of hard-core boson constraint, be discarded so the non-local interactions become the dominant interaction channel. In this work, we theoretically study possible many-body phases of moiré excitons by taking into account non-local interactions. We employ two different continuum models [18, 29], from which we derive the effective tight-binding models for moiré excitons and compute non-local exciton-exciton interactions. By using cluster mean field (CMF) theory [30–34], we show that, in addition to possible conventional Mott and superfluid states, moiré excitons can also exhibit more exotic many-body states, namely correlated insulating and superfluid phases of broken translational invariance. The latter is widely known as the supersolid phase. We show that these states are accessible using reasonable twist angles and exciton densities, and experimentally accessible temperatures.
This gives a rise to moiré flat bands of excitons, long moiré periodicity $a_m$ and reduced moiré BZ (mBZ), see Figs. 1(a)-(c). As excitons can be created valley-selectively [35, 39–44], we from now on consider only the K-valley excitons and small twist angles $\theta \sim 0 - 4^\circ$.

We study the many-body properties of moiré excitons by employing two different one-particle continuum Hamiltonians. The first one, which we call hybridized moiré exciton model and denote $H_H$, has been used successfully in Refs. [17, 18] to study the hybridization of intra- and interlayer excitons in moiré structures. The model treats the interlayer electron tunneling $t(k, k')$ from momentum $k'$ to $k$ in the microscopic level as $t(k, k') \propto \delta_{k, k'} + \delta_{k, k'} - b_m$ (where $b_m$ are the moiré reciprocal vectors, see Fig. 1(b)), which leads to the emergence of moiré excitons (see Supplementary Material (SM) [45] for further details).

The second model, which we denote $H_E$, treats the moiré effects with a slowly-varying effective potential $\Delta(r)$ (r being the spatial coordinate) i.e. the single-particle Hamiltonian for excitons is simply $H = -\nabla^2/2m + \Delta(r)$, where $m$ is the exciton mass. We call this as an effective potential model, and it has been widely used to study moiré excitons [46–49] and excitons [16, 19, 27, 29, 50]. Recent first-principles studies [51] have argued that continuum models are sufficient to capture the nature of the lowest energy moiré excitons, the primary focus of this work. Following the experimental works of [16, 17], we apply $H_H$ ($H_E$) to study a hybrid moiré excitons (moire interlayer excitons) in a MoSe$_2$/WS$_2$ (MoSe$_2$/WSe$_2$) heterobilayer system.

Both $H_H$ and $H_E$ yield one-particle Hamiltonians in the form $H_0 = \sum_{k \in mBZ} \epsilon_k n_k \gamma_k$ (where $n$ is the band index and $\gamma_k$ annihilates a moiré exciton at momentum $k$) and energy $\epsilon_k$ [45]. For both the models, the lowest energy band $\epsilon_k$ at small $\theta$ is extremely flat and well isolated from higher bands by a large band gap (see Fig. 1(c) and SM [45]). Subsequently, the Wannier functions of the lowest moiré exciton band form a triangular lattice characterized by the nearest-neighbour hopping $t_{NN}$ [45], see Fig. 1(d). We thus write the effective tight-binding Hamiltonian of the excitons in the lowest moiré band as

$$H = \sum_{\langle i,j \rangle} t_{ij} x_i^\dagger x_j + \sum_i U_0 x_i^\dagger x_i x_i + \sum_{i,j} U_{ij} x_i^\dagger x_j x_j x_i \tag{1}$$

where $x_i$ annihilates a moiré exciton in lattice site $i$, $t_{ij}$ describes hopping from site $i$ to $j$, $U_0$ is the repulsive on-site interaction, $U_{ij}$ denotes the non-local interactions between sites $i$ and $j$, and the sum over the hopping terms is limited to nearest-neighbouring sites. Interaction terms arise due to Coulomb interactions between excitons and the values of $t_{ij}$, $U_0$ and $U_{ij}$ depend on the chosen continuum model. The hopping values are obtained as the Fourier transform of the energies of the lowest moiré band, i.e. $t_{ij} = \frac{1}{N} \sum_{k \in mBZ} \epsilon_k \delta_{k, k'} e^{-ik(R_i - R_j)}$. Here, $N$ is the number of moiré unit cells, and $R_i$ denote the locations of moiré lattice sites.

Deriving interaction terms $U_0$ and $U_{ij}$ is more involved and depends on the chosen model. We detail how to do this for $H_H$ in the next section. In Fig. 2 we present $U_0$, nearest-neighbour (NN) and next-nearest-neighbour (NNN) interactions, $U_{NN}$ and $U_{NNN}$, with respect to $|t_{NN}|$ as a function of $\theta$ for the two continuum models. In both the cases, $U_0$ is the dominant energy scale, being roughly one to two orders of magnitude larger than $U_{NN}$. Furthermore, $U_{NN}$ is comparable to $t_{NN}$ in case of $H_H$ and much larger than $t_{NN}$ when using $H_E$. We also see that in case of $H_E$, NNN interaction is comparable to $t_{NN}$ and cannot be ignored. We thus keep the interactions up to the NN (NNN) terms when using $H_H$ ($H_E$). In case of moiré electrons, non-local interactions have been predicted to lead to rich landscape of many-body phases [47–49, 52–54].

**Exciton-exciton interactions**—We derive now the interaction terms of Eq. (1) in case of $H_H$ (derivation for $H_E$ is given in SM [45]). In this model, the moiré excitons consist of superpositions of intra- and interlayer excitons labelled as $|X\rangle$, $|X'\rangle$, $|IX\rangle$ and $|IX'\rangle$. Intralayer excitons $|X\rangle$ ($|X'\rangle$) and holes of interlayer excitons $|IX\rangle$ ($|IX'\rangle$) reside in layer 1 (2). However, due to the permanent dipole moment of interlayer excitons, IX-IX', IX'-IX' interactions are much larger than other interaction terms. Hence, we write the interaction Hamiltonian for the direct Coulomb interactions as

$$H_{int} = \frac{1}{2A} \sum_{kk'q} g_{ii}^d(q) x_{t,k+q}^\dagger x_{t,k'}^\dagger x_{t,k'} x_{t,k} \tag{2}$$

where $A$ is the system area, $t, i \in \{IX, IX'\}$, $x_{t,k}$ annihilates an interlayer exciton of momentum $k$ and type $t$, $g_{ii}^d(q)$ is the interaction vertex and the momenta sums are not limited to mBZ. We transfer to the moiré exciton basis:

$$H_{int} = \sum_{kk'q} g_{ijkl}^d(k,k',q) \frac{1}{2A} \gamma_k \gamma_q \gamma_{k+q} \gamma_{k'+q} \gamma_{k'} \gamma_{k'} \tag{3}$$
with
\[
g_{ijkl}^{\text{dir}}(k,k',q) = \sum_{t,\tilde{t}} \sum_{\alpha\beta\gamma} g_{tt}^{\text{dir}}(q + G_{\gamma})(u_{i,k+q}|t,\alpha + \gamma) \times
\langle u_{j,k'-q}|\tilde{t},\beta - \gamma \rangle \langle \tilde{t},\beta | u_{k,k} \rangle.
\]  
(4)

Here \(|u_{i,k}\rangle\) is the periodic part of the moiré Bloch function for the \(i\)th band of momentum \(k\), and matrix elements \((t,\alpha|u_{i,k})\) represent its components related to the exciton of type \(t\) at momentum \(k + G_{\alpha}\) with \(G_{\alpha} \equiv q_{a} b_{\alpha}^{n} + p_{a} b_{\alpha}^{m}\) (\(q_{a}\) and \(p_{a}\) are integers).

The Coulomb interaction vertex \(g_{tt}^{\text{dir}}(q)\) can be straightforwardly computed by deploying the excitonic wavefunctions \(\phi(k)\) [45]. For example, the interaction vertex between two IX-excitons is
\[
g_{\text{IX,IX}}^{\text{dir}}(q) \approx \frac{e^{2}}{2q} \left\{ \begin{array}{c}
f(x_{h}^{\text{IX}}q)^{2} + f(x_{e}^{\text{IX}}q)^{2} \\
\epsilon_{\text{intra}}(2q) - \frac{2f(x_{e}^{\text{IX}}q)f(x_{h}^{\text{IX}}q)}{\epsilon_{\text{inter}}(q)}
\end{array} \right\}.
\]  
(5)

Here \(e\) is the elementary charge, \(f(k) = \sum_{a} \phi_{a}(q)\phi_{a}^{\ast}(q + k)\) and \(x_{h}^{\text{IX}}(x_{e}^{\text{IX}})\) is the relative electron (hole) mass of the IX-exciton such that \(x_{e}^{\text{IX}} + x_{h}^{\text{IX}} = 1\) [45]. The terms inside the wave brackets arise due to electron-electron, hole-hole and electron-hole Coulomb interactions, respectively. We have approximated the excitons to be tightly localized in the momentum space around the \(K\)-point [45]. Furthermore, we take into account the two-layer geometry via the momentum-dependent intra- and interlayer Keldysh-like dielectric functions, \(\epsilon_{\text{intra}}(q)\) and \(\epsilon_{\text{inter}}(q)\) [55], derived in SM [45].

We rewrite Eq. (3) for the tight-binding model (1) by discarding all but the lowest moiré band and using the Wannier function expansion, i.e. \(\gamma_{k1} = \frac{1}{\sqrt{N}} \sum_{c} e^{ikR_{c}} x_{i} \) [45], to obtain
\[
H_{\text{int}} \approx \frac{1}{2A} \sum_{kk'q \in \text{MBZ}} g_{1111}^{\text{dir}}(k,k',q) \gamma_{k+q}^{\dagger} \gamma_{k'}^{\dagger} \gamma_{k'-q} \gamma_{k1}
= \sum_{a,b,c,d} g_{abcd} x_{a}^{\dagger} x_{b} x_{c}^{\dagger} x_{d}
\]  
(6)

with
\[
g_{abcd} = \sum_{kk'q} \frac{g_{1111}^{\text{dir}}(k,k',q)}{2A} \frac{e^{\text{i}kR_{c} + ikR_{d}}}{e^{i(k+q)R_{c} + i(k'-q)R_{d}}}
\]  
(7)

Equation (7) gives rise to different scattering processes such as direct and exchange interactions (\(g_{abb}, g_{abab}\), interaction-assisted hopping \(g_{aabb}\) and pair hopping \(g_{abab}\)). The importance of such terms was highlighted in Ref. [49] for the case of moiré electrons. Here, however, the direct interaction is the dominant one and we discard non-direct terms to obtain Eq. (1).

**Supersolidity of moiré excitons**—As \(U_{0}\) in (1) is much larger than other energy scales, it is plausible that the ground state is a Mott insulator when the exciton density \(n\), i.e. the number of excitons per lattice site, is \(n = 1\). However, for smaller densities, the ground state can be very different. Namely, \(U_{0}\) is so large that for \(n < 1\), one can employ the hard-core constraint (HCC), i.e. to limit the occupation number of each lattice site to be less than 2. HCC is accurate when \(n < 1/A_{\text{uc}}\), where \(A_{\text{uc}}\) is the area of the moiré unit cell. For example, with twist angle \(\theta = 2^\circ\), \(1/A_{\text{uc}} = 3.1 \times 10^{-12} \text{ cm}^{-2}\) for a MoSe₂/WS₂ structure. This density is to be contrasted with experimentally measured critical density \(n_{c}\) above which interlayer moiré excitons dissociate to free electron-hole plasma [56, 57]. In case of MoSe₂/WS₂, \(n_{c}\) was measured and theoretically computed to be roughly \(n_{c} \approx 1.6 - 3 \times 10^{-12} \text{ cm}^{-2}\) [56]. We therefore restrict our analysis to \(n < \frac{1}{2}\) and employ HCC, as justified by the experiments.

To study competition between the hopping and non-local interaction terms, we treat moiré excitons as ideal bosons and employ cluster mean-field (CMF) theory [30–34]. As we are using sufficiently small exciton densities, excitons follow to a good approximation bosonic commutation relations and therefore our bosonic model is well justified [45]. CMF theory has been used in earlier works to investigate non-locally interacting hard-core bosons in square and triangular lattices, revealing that such systems can feature Mott states, superfluid states and supersolid phases [31–33]. Moreover, CMF theory has been shown to agree well with Monte Carlo calculations [31, 58]. Previous studies have considered only real-valued hopping parameters, whereas here the moiré potential can render \(t_{NN}\) complex-valued in case of \(H_{\text{FI}}\). One therefore cannot apply directly the results of previous studies [31] here.

In CMF method, a cluster of sufficiently many lattice sites is solved exactly, and the coupling between the cluster and sites outside the cluster is treated in the mean-field level. Specifically, the cluster Hamiltonian reads
\[
H_{\text{C}} = \sum_{i,j} \left( t_{ij} x_{i}^{\dagger} x_{j} + U_{i,j} x_{i}^{\dagger} x_{j}^{\dagger} x_{j} x_{i} + \frac{\mu}{2} \delta_{i,j} x_{i}^{\dagger} x_{i} \right) + \sum_{i,j} \left( t_{ij} \psi_{i}^{\dagger} x_{j} + h.c. \right) + \sum_{i,j} 2U_{i,j} n_{i} x_{j}^{\dagger} x_{i}.
\]  
(8)

Here \(i_{c}\) (i) refers to the sites within (outside) the cluster and we have introduced the chemical potential \(\mu\). The mean fields, namely the superfluid order parameter \(\psi_{i}\) and exciton density \(n_{i}\), are solved self-consistently. This is done by solving sufficiently many cluster problems, centered at different lattice sites. If site \(i\) belongs to \(M_{i}\) different clusters (as clusters can overlap), an average over these clusters is taken, i.e. \(\psi_{i} = \frac{1}{M_{i}} \sum_{C} \langle x_{i} \rangle_{C}\), where \(C\) is the cluster index (details are provided in SM [45]). The expectation values \(\langle x_{i} \rangle_{C}\) in cluster \(C\) are computed by ex-
FIG. 3. (a)-(b) CMF results for $\bar{\psi}$ and $\Delta n$, respectively, as a function of $\theta$ and $\mu$ at $T = 0$ by using $H_H$. Inset of panel (b) shows the spatial profile of $n_i$ of the solid phase (yellow color denotes $n_i = 1$ and blue $n_i = 0$) with $\bar{n} = 1/3$. (c)-(d) $\bar{\psi}, \Delta n$ and $\bar{n}$ as a function of $\theta$ for $\mu/U_{NN} = 0.4$ and $\mu/U_{NN} = 5.8$, respectively, at $T = 0$.

actly diagonalizing the cluster Hamiltonian $H_C$ and taking the thermal average, i.e. $\langle x_{i_k} \rangle = \frac{1}{Z} \text{Tr} \{ e^{-\beta H_C} x_{i_k} \}$, where $\beta = k_B T$ with $k_B$ and $T$ being the Boltzmann constant and temperature, and $Z_C = \text{Tr} \{ e^{-\beta H_C} \}$ is the partition function for cluster $C$. Obtained mean fields $\psi_i$ and $n_i$ are inserted back to the cluster Hamiltonian (8) and the iterative procedure is continued till $\psi_i$ and $n_i$ converge for all $i$. We use several different initial ansatzes for $\psi_i$ and $n_i$ and select the result with the lowest free energy $\Omega = -k_B T \log Z$, where $Z$ is the total partition function of the system.

To exactly diagonalize Eq. (8), we consider the Hilbert subspace spanned by the Fock states which have, at maximum, one particle per each site. Moreover, we do not fix the particle number as the average density is controlled by $\mu$ in Eq. (8). This ensures that we can access the superfluid order parameter that breaks the $U(1)$-gauge symmetry.

We present in Figs. 3(a)-(b) our CMF results for MoSe$_2$/WS$_2$ as a function of $\mu$ and $\theta$, obtained with 10-site clusters (see SM [45]) by using $t_{NN}, U_0$ and $U_{ij}$ of $H_H$. To study possible broken spatial symmetries, we define the staggered density as $\Delta n = \max n_i - \min n_i / \max n_i$. We show both the average superfluid order parameter $\bar{\psi}$ [Fig. 3(a)] and $\Delta n$ [Fig. 3(b)]. For clarity, $\bar{\psi}, \Delta n$ and average density $\bar{n}$ are also depicted in Figs. 3(c)-(d) as a function of $\theta$ for $\mu/U_{NN} = 0.4$ and $\mu/U_{NN} = 5.8$, respectively.

From Fig. 3 we see that by tuning $\theta$ and $\mu$ (i.e. $n$), one can reach different many-body phases: spatially homogeneous superfluid (SF) phase (characterized by $\bar{\psi} \neq 0$, $\Delta n = 0$), solid phase with broken translational symmetry ($\bar{\psi} = 0$, $\Delta n \neq 0$) and, importantly, supersolid ($\bar{\psi} \neq 0$, $\Delta n \neq 0$). The solid phase has the average density of $\bar{n} = 1/3$ and its spatial density profile, depicted in the inset of Fig. 3(b), is characterized by vanishing density within two thirds of the sites. The supersolid phase has a similar staggered density pattern, with the exception of having finite density in all the sites so that $\bar{n} > 1/3$.

To study how finite temperature affects the supersolid phase, we plot in Fig. 4(a) $\bar{\psi}$ and $\Delta n$ as a function of $T$ for $\mu/U_{NN} = 5.88$ at $\theta = 1.4^\circ$ (symbols) and at $\mu/U_{NN} = 5.8$ with $\theta = 0.7^\circ$ (dashed lines). At $\theta = 1.4^\circ$, the superfluid component of the supersolid vanishes around $T \sim 2.4$ K, whereas the staggered density pattern survives to slightly higher temperatures. Similar trend can be seen more clearly in case of $\theta = 0.7^\circ$ for which the staggered solid phase vanishes at considerably higher temperatures compared to the superfluid order. This is understandable as the superfluidity emerges due to $U(1)$ symmetry breaking and is thus more susceptible to thermal phase fluctuations. Notably, the superfluid critical temperatures $T_c$ obtained here are experimentally accessible [20, 25]. One should note, though, that CMF accounts for exactly local and short-ranged quantum fluctuations but treats long-range fluctuations in the mean-field level. Thus, CMF most likely overestimates $T_c$. Our prediction, however, should be better than that given by a simple Gutzwiller mean-field theory. To improve the prediction for $T_c$, one should perform a fluctuation analysis for the complex phase of $\psi_i$ to access the BKT-transition temperature. With CMF, this could be done as in Ref. [33], where fluctuations of the density matrix were studied, or computing the superfluid density by extending the quantum Gutzwiller theory [50] for our cluster approach. We leave this aspect to future studies.

For completeness, we performed CMF computations for MoSe$_2$/WSe$_2$ by using $t_{NN}, U_0$ and $U_{ij}$, obtained from $H_E$. With experimentally feasible parameters [16], twist angles of $\theta \sim 3^\circ$ yield supersolidity (see SM [45]). In Fig. 4(b) we show $\Delta n, \bar{\psi}$ and $\bar{n}$ as a function of $T$ at $\mu/U_{NN} = 5.7$ and $\theta = 3^\circ$. We see that $T_c \sim 1$ K. Our prediction for excitonic supersolidity is thus not model-dependent but an intrinsic property of moiré excitons that feature a finite interlayer exciton component.

Discussion— We have demonstrated that moiré excitons, in addition to previously predicted Mott and con-
ventional superfluid states \cite{27, 28}, can also host superfluid and insulating states that break the periodicity of the original triangular moiré lattice. By tuning the density of excitons and the twist angle, one can reach these many-body phases within a reasonable parameter regime and at experimentally accessible temperatures. We employed two different continuum models to build the tight-binding models and interactions for moiré excitons. The common feature of these models is the presence of interlayer excitons. Non-trivial states of broken translational invariance emerge then from strong non-local Coulomb interactions, which cannot be ignored in experimentally feasible density regime.

We used here equilibrium CMF theory, whereas experimental systems are inherently in non-equilibrium due to optical pumping and decay processes of excitons. However, interlayer excitons can exhibit relatively long lifetimes in moiré systems; in Ref. \cite{60} the lifetime of interlayer excitons was measured to be around 1-10 nm for small twist angles, giving the decay rate of $\gamma \sim 10^{-4}-10^{-3}$ meV. This is still much smaller than other energy scales. For example, $|t_{NN}| \sim 0.1$ meV at $\theta \sim 0.7^\circ$ used in Fig. 4(a). Thus, we expect that including a decay term in Eq. (1) does not change our conclusions qualitatively. Moreover, recently realized dual-moiré systems \cite{61, 62}, where the system geometry suppresses the recombination of electron-hole pairs, can further enhance the lifetime of interlayer excitons and can thus be a strong candidate for realizing supersolid phases similar to the ones predicted here. Non-equilibrium dynamics of excitons provides a rich playground to reveal new properties of moiré systems \cite{60, 63} and remains an important topic for future studies.

Our work considers excitons in the $K$-valley only. On the other hand, the hybridized exciton model $H_H$ allows us to simultaneously consider the $K'$-valley excitons. However, the intralayer excitons of different valleys are coupled via the intervalley exchange interaction \cite{64–66}. Consequently, the lowest moiré exciton bands of two valleys hybridize and a two-band tight-binding model is required \cite{67} to faithfully study such intervalley moiré excitons. Intervalley moiré physics can be very rich, e.g. possibly leading to topological band structures \cite{50} and excitonic phases of broken crystal symmetries \cite{68}.

Moiré excitons can also easily couple with light, forming moiré exciton polaritons \cite{69} and therefore allowing the creation of strong non-linearities and many-body phases of light \cite{63, 70}. Furthermore, electron-exciton interactions \cite{9, 11, 12, 14, 15, 25, 26, 71–73} provide a promising platform for studying strongly correlated Bose-Fermi mixtures. Our work, describing the possibility to access supersolid phases, manifests vast opportunities of moiré excitons and highlights their significant role on studying strongly correlated bosonic many-body phases.
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I. HYBRIDIZED MOIRÉ EXCITON MODEL

In this section we provide the details of the calculations related the hybridized moiré exciton continuum model of Refs. [1, 2]. We first briefly go through the derivation of the model and show how to obtain the one-particle continuum moiré exciton Hamiltonian. Based on this, we derive the tight-binding model and discuss some additional details related to computing the exciton-exciton interaction terms.

We consider a TMDC heterobilayer system and label two layers as L1 and L2, with respective lattice constants being $a_1$ and $a_2$. We take L1 to be a MoSe$_2$ and L2 a WS$_2$ monolayer. TMDC monolayers have a hexagonal lattice structure and direct band gaps at the corners of their hexagonal Brillouin zone (BZ), namely in the $K$- and $K'$-valleys [3, 4]. For two layers, the $K$-valleys are at $k = [4\pi/(3a_1), 0] \equiv K_1$ and $k = [4\pi/(3a_2), 0] \equiv K_2$. The $K$-points of two layers differ from each other by $\Delta K = K_2 - K_1$. Due to finite lattice mismatch ($a_1 \neq a_2$) or possible relative twist angle $\theta$ between the layers, one has $\Delta K \neq 0$. When the lattice mismatch and the twist angle is small, we have $|\Delta K| << |K_1|$. In this case, the inter-layer electron tunneling hybridizes the low-energy electron states near the $K$- and $K'$-valleys. Correspondingly, the system acquires long-wavelength moire pattern with moiré periodicity $a_m$. Furthermore, due to large momentum mismatch between $K$ and $K'$-valleys, $K$ ($K'$)-valley electrons of L1 mix up only with $K$ ($K'$)-valley electrons of L2. Moreover, as the intrinsic spin-orbit coupling of TMDC monolayers leads to the spin-valley locking [3, 4], one can, with a photon of a given helicity, optically create excitons in monolayer TMDCs only in a single valley [5]. Furthermore, it turns out [1] that spin-down excitons have lower energy than the spin-up excitons. We therefore consider only the spin-down electron states in the $K$-valley, i.e. the ones near the $K_1$ and $K_2$ states.

The schematic of the valence and conduction band dispersions at the $K$-valley for decoupled MoSe$_2$ and WS$_2$ monolayers are given in Fig. 1(a). To a good approximation, these band structures can be taken as parabolic bands. Furthermore, the valence and the conduction bands are separated by a large band gap. Then the Hamiltonian for two decoupled layers read

$$H_0^c = \sum_k \left[ \frac{k^2}{2m_{c,1}} c_{c,1}^\dagger(k)c_{c,1}(k) - \frac{k^2}{2m_{v,1}} c_{v,1}^\dagger(k)c_{v,1}(k) \right] + \sum_{k'} \left[ \frac{k'^2}{2m_{c,2}} c_{c,2}^\dagger(k')c_{c,2}(k') - \frac{k'^2}{2m_{v,2}} c_{v,2}^\dagger(k')c_{v,2}(k') \right] + E_{gap,1} + E_{gap,2},$$

(1)

Here the first sum (second) describes the band dispersions of L1 (L2), $k$ ($k'$) is momentum measured from $K_1$ ($K_2$), and $c_{c,1}(k)$ [$c_{c,2}(k)$] are the annihilation operators for the conduction band electrons in L1 (L2). Similarly, $c_{v,1}(k)$ and $c_{v,2}(k)$ are the operators for the valence band electrons. Moreover, $E_{gap,1}$ ($E_{gap,2}$) is the energy gap between the valence and conduction bands of L1 (L2). Finally, $m_{c,1}$, ($m_{c,2}$) and $m_{v,1}$ ($m_{v,2}$) are, respectively, the effective masses of conduction and valence band electrons in L1 (L2).

Kinetic interlayer tunneling of electrons leads to the coupling between the electronic states of two layers and consequently to the long-wavelength moiré potential. To a good approximation, one can consider the coupling between two conduction electrons and between two valence electrons separately so that the moiré coupling Hamiltonian is

$$H_t = \sum_{k,k'} \left[ T^c(k,k')c_{c,1}^\dagger(k)c_{c,2}(k') + T^v(k,k')c_{v,1}^\dagger(k)c_{v,2}(k') + h.c. \right]$$

(2)

where the first (second) term describes the tunneling of conduction (valence) electrons and $T^c(k,k')$ ($T^v$) gives the corresponding tunneling amplitude. For convenience, in $H_t$ both $k$ and $k'$ are measured from $K_1$.

It turns out [1, 6] that for large moiré periods ($|\Delta K| << |K_1|$) the tunneling terms can be written as (for details, see Ref. [1])

$$T^c(k,k') = t_c \left( \delta_{k,k'} + \delta_{k-k',b_1^m} + \delta_{k-k',b_2^m} \right),$$

(3)
FIG. 1. (a) Schematic of the valence and conduction band dispersions in the K-valley for both MoSe$_2$ and WS$_2$ monolayers. Red dashed (black solid) lines depicts spin-down (up) electron bands. We consider only the spin down electrons. (b) Interlayer coupling Eq. (3) couples a momentum $k$ (black dot) in the first mBZ (grey-shaded area) to other momenta $k \pm b^m_i$ and $k \pm b^m_b$ (red dots) that reside in adjacent mBZs. The coupling makes it possible to present the system Hamiltonian only with the momenta that reside in the first moiré Brillouin zone (mBZ). (c) Spatial profile of the excitonic Wannier function amplitude $|W_{x, R_{i=0}}|$ in case of $\theta = 0^\circ$. The red dots correspond to different lattice sites $R_i$ of the moiré lattice and red lines are the corresponding basis vectors of the moiré lattice. Black lines depict the boundaries of moiré unit cells. The lattice constant is the moiré periodicity $a_m$.

where numerical value for $t_e$ is obtained from experiments [1, 2] and $b^m_i$ $(i = 1, 2)$ are the basis vectors of the momentum space of the moiré lattice. Similarly, hopping terms of valence band electrons are characterized by the hopping strength $t_v$. Following Ref. [1], we use $t_e = 26$ meV and $t_v = 2t_e$ meV. From Eq. (3) we see that the interlayer tunneling processes couple electrons of momenta $k$ in one layer with momenta $k \pm b^m_i$ and $k \pm b^m_b$ in the other layer. This is illustrated in Fig. 1(b).

From the electronic interlayer hopping terms of Eq. (3), it is straightforward to obtain the moiré Hamiltonian for excitons. We take into account both intra- and interlayer excitons, labelled as $|X\rangle$, $|X'\rangle$, $|IX\rangle$ and $|IX'\rangle$. Excitons $|X\rangle$ ($|X'\rangle$) and holes of $|IX\rangle$ ($|IX'\rangle$) reside in layer L1 (L2). The expressions for all four types of excitons read

\[
|IX(Q)\rangle = \sum_q \phi_{IX}(q)c^\dagger_{\epsilon,2}(x^IX\epsilon + q)c_{\epsilon,1}(-x^IXh + q)|0\rangle \\
|IX'(Q)\rangle = \sum_q \phi_{IX'}(q)c^\dagger_{\epsilon,1}(x^IX'\epsilon + q)c_{\epsilon,2}(-x^IX'h + q)|0\rangle \\
|X(Q)\rangle = \sum_q \phi_{X}(q)c^\dagger_{\epsilon,2}(x^X\epsilon + q)c_{\epsilon,1}(-x^Xh + q)|0\rangle \\
|X'(Q)\rangle = \sum_q \phi_{X'}(q)c^\dagger_{\epsilon,1}(x^X'\epsilon + q)c_{\epsilon,2}(-x^X'h + q)|0\rangle
\] (4)

These expressions can be also found in Refs. [1, 7, 8]. Here $Q = k_e + k_h$ is the center of mass momentum with $k_e$ and $k_h$ being the electron and hole momenta, measured relative to their respective $K$-points. Furthermore, the coefficients $x^\epsilon_e$ and $x^\epsilon_h$ are the mass ratios of the electron and hole with respect to the total exciton mass, i.e. $x^\epsilon_e + x^\epsilon_h = 1$. Finally, the momentum sums run over the relative momenta, i.e. $q = x^\epsilon_h k_e - x^\epsilon_e k_h$ and $\phi_e(q) = \int dr \exp(-i q \cdot r) \phi_e(r)$ are the relative wavefunctions of excitons in the momentum space with $\phi_e(r)$ being the corresponding wavefunctions in the real space. With these expressions, one can then write down the interlayer hopping terms for excitons [1]. For
example, the coupling between |X⟩ and |IX⟩ can be written as
\[ \langle IX'(Q)|H_t|X'(Q')\rangle = \sum_q \phi_{IX}^* (q)|c_{e,2}(-x_h^{IX} Q + q)\rangle c_{c,1}(x_e^{IX} Q + q)|H_t \]
\[ \times \sum_{q'} \phi_{IX'} (q') c_{c,1}(x_e^{IX'} Q' + q')\rangle\]
\[ = \sum_{q,q'} \phi_{IX'} (q') \phi_{IX} (q') |c_{e,1}(m_e^{IX} Q + q)|H_t|c_{c,1}(x_e^{IX'} Q' + q')\rangle \delta_{m_e^{IX'} Q + q, -x_h^{IX'} Q' + q'} \]
\[ = t_v \sum_{q'} \phi_{IX'}^* (q' + x_h^{IX'} Q - x_h^{IX'} Q') \phi_{IX} (q') \sum_{i=0}^2 \delta_{Q - q', C_i \Delta K} \] (5)

where the last term follows from Eq. (3) and the operator \( C_3 \) rotates a vector by 120 degrees. In the same way one can derive the expressions for the remaining exciton-exciton scattering terms:
\[ \langle IX(Q)|H_t|X'(Q')\rangle = t_v \sum_{q'} \phi_{IX}^* (q' - x_h^{IX} Q + x_e^{IX} Q') \phi_{IX'} (q') \sum_{i=0}^2 \delta_{Q - q', C_i \Delta K} \]
\[ \langle IX'(Q)|H_t|X(Q)\rangle = t_v \sum_{q'} \phi_{IX}^* (q' - x_h^{IX} Q + x_e^{IX} Q') \phi_{IX} (q') \sum_{i=0}^2 \delta_{Q - q', C_i \Delta K} \]
\[ \langle IX(Q)|H_t|X(Q)\rangle = t_v \sum_{q'} \phi_{IX}^* (q' + x_h^{IX} Q - x_h^{IX} Q') \phi_{IX} (q') \sum_{i=0}^2 \delta_{Q - q', C_i \Delta K} \] (6)

To calculate the exciton-exciton scattering elements, one needs to solve the relative wavefunctions of excitons, i.e. \( \phi_{\ell}(q) \). For \( t \in \{ X, X' \} \) (\( t \in \{ IX, IX' \} \)) this can be obtained from the two-body Hamiltonian of an electron and hole residing in the same (separate) layer(s). To a good approximation, the lowest bound state can be taken s-symmetric which is identified by the Bohr radius \( a_{e,B} \) of the exciton. For our MoSe2/WS2 system, we use the Bohr radii values given in Ref. [1]. Consequently, one then has \( \phi_{\ell}(q) = \sqrt{\frac{\hbar^2}{\pi m_e}} (q^2 + \frac{1}{a_{e,B}^2})^{-3/2} \) and it is possible to obtain analytic expressions for the scattering terms (5) and (6) [1].

The single-particle dispersions of the excitons can be taken as
\[ E_\ell(Q) = E_\ell^0 + \frac{\hbar^2 Q^2}{2m_e}, \] (7)
where \( t \in \{ X, X', IX, IX' \} \), \( m_e \) is the total exciton mass obtained from the electron and hole masses and the zero-momentum energies \( E_\ell^0 \) are determined by the experimental values [1]. With Eqs. (5), (6) and (7), one can write down the \( K \)-valley hybrid moiré exciton continuum Hamiltonian \( H_H \) as
\[ H_H = \sum_{k \in mBZ} \Psi^\dagger_k (k) \Psi_H(k) \Psi_x(k), \]
\[ \Psi_x(k) = [\tilde{x}_{IX}(k - \Delta K) \tilde{x}_{IX}(k + \Delta K) \tilde{x}_X(k) \tilde{x}_{IX}(k)]^T \]
\[ \tilde{x}_t (k) = x_{t,k} x_{t,k + b_1^m} x_{t,k - b_1^m} x_{t,k + b_2^m} \ldots \]
\[ \Psi_H(k) = \begin{bmatrix} H_{IX}(k - \Delta K) & 0 & H_{IX,X}(k) & H_{IX,X'}(k) \\ H_{IX,X}(k) & H_{IX,X}(k) & H_{IX,X}(k) & 0 \\ H_{IX,X'}(k) & H_{IX,X'}(k) & H_{IX,X'}(k) & 0 \\ \end{bmatrix}, \] (8)

where the momentum sum is limited to the first moiré Brillouin zone \( (mBZ) \) and \( x_{t,k} \) are the annihilation operators for excitons of the center of mass momentum \( k \). Furthermore, the matrices \( H_{\ell}(k) \) are diagonal and contain the parabolic band dispersions of the excitons (7). Moreover, the matrices in the off-diagonal sector, i.e. \( H_{\ell}',(k) \), contain the moiré hopping terms. For example, the elements of \( H_{IX,X}(k) \) are determined by Eq. (5). Due to the moiré coupling, the intra- and interlayer excitons hybridize, giving a rise to hybridized moiré excitons that contain features of both the intra- and interlayer excitons [1, 2], i.e. strong light-matter coupling of the intra-layer part and long lifetimes and strong interactions of the interlayer component.
By diagonalizing $H_H(k)$ of Eq. (8), one obtains:

$$H_H = \sum_n \sum_{k \in mBZ} \epsilon_{kn} \gamma_k^\dagger \gamma_{kn},$$  

(9)

where $n$ is the moiré band index and $\gamma_{kn}$ annihilates a moiré exciton at momentum $k$ and energy $\epsilon_{kn}$. In Fig. 1(c) of the main text the moiré band structure $\epsilon_{kn}$ for $\theta = 0.5^\circ$ of spin-down hybrid excitons is presented. The lowest exciton band $\epsilon_{k1}$ becomes extremely flat and separated from other bands by a notable band gap once the twist angle is small enough.

### A. Tight-binding Hamiltonian for moiré excitons

We show here that the lowest moiré exciton band can be described by a triangular tight-binding model. The Wannier functions for the states of the lowest band can be formed as

$$|W_{R_i}\rangle = \frac{1}{\sqrt{N}} \sum_{k \in mBZ} e^{-ikR_i} |\psi_{k1}\rangle$$  

(10)

where $N$ is the number of moiré unit cells, $|\psi_{k1}\rangle$ are the Bloch functions for the lowest moiré band and $|W_{R_i}\rangle$ are the respective Wannier functions labelled by the moiré unit cells coordinates $R_i$ [see Fig. 1(d) of the main text]. As usual, the definition of the Wannier functions is not unique but instead depends on the gauge choice of the Bloch functions, i.e. the Wannier states are not gauge-invariant under the transformation $|\psi_{k1}\rangle \rightarrow e^{i\phi}|\psi_{k1}\rangle$. The usual procedure to build a tight-binding model is to maximally localize the resulting spread of the Wannier functions [9]. As we expand our Wannier functions by using only a single band and the Berry curvature of our moiré bands is zero (as our starting point was trivial parabolic bands of the continuum model), the choice of the gauge fields reduces to choosing a gauge in which the Bloch functions are smooth functions in the momentum space [9]. The resulting Wannier state for excitons at the unit cell $R_i = 0$ is shown in Fig. 1(c) for the twist angle $\theta = 0^\circ$. We see that the Wannier functions are well localized and form a simple triangular lattice structure whose lattice site coordinates are characterized by the unit cell coordinates $R_i$.

As the Wannier states are well localized and form a triangular lattice, one can use a tight-binding approximation to describe the bands of interest. We can write the Bloch functions of excitons as $|\psi_{k1}\rangle = \frac{1}{\sqrt{N}} \sum_{R_i} e^{ikR_i} |W_{R_i}\rangle$ and the corresponding annihilation operators are $\gamma_{k1} = \frac{1}{\sqrt{N}} \sum_{i} e^{ikR_i} |\psi_{k1}\rangle$. One can then cast the tight-binding moiré Hamiltonian for the lowest moiré band excitons as

$$H_{TB} = \sum_k \epsilon_{k1} \gamma_k^\dagger \gamma_k = \sum_{a,b} t_{ab} x_a^\dagger x_b,$$

where

$$t_{ab} = \frac{1}{N} \sum_{k \in mBZ} \epsilon_{k1} e^{-ik(R_a-R_b)}.$$  

(11)

Here $t_{ab}$ is the hopping term between the lattice sites $R_a$ and $R_b$ of the tight-binding model and $\epsilon_{k1}$ is the energy of the lowest moiré exciton band obtained by diagonalizing the original continuum moiré Hamiltonian (8). Similar procedure applies for the moiré electrons.

For small twist angles, it is sufficient to take into account only the nearest-neighbour (NN) hopping terms, $t_{NN}$, to faithfully reproduce the original moiré band structure quantitatively. For $\theta \sim 1.8^\circ$, $|t_{NN}| \sim 0.36$ meV. One should note that $H_H$ yields in general complex-valued hopping terms (see Fig. 1(d) of the main text) and the complex phase cannot be gauged away. Thus, in the present work we built our own cluster mean-field (CMF) model to probe the many-body physics of moiré excitons as earlier CMF studies have used only real-valued hopping parameters.

We use here a single band tight-binding model to describe the quasi-flat band of moiré excitons. This is because the flatness of the band and corresponding localization of the excitons arise from the quenched kinetic energy. Flat bands can, however, also arise from the destructive interference of the Bloch states [10]. To treat such flat band systems, a single-band tight-binding description is not enough but one needs to build a many-band model by including sufficiently many bands to capture correctly the geometric properties of the Bloch states. Examples of such non-trivial flat bands are the ones of twisted bilayer graphene [11], twisted homobilayer TMDC systems [12] and various standard lattice models such as Lieb or kagome lattice [10].
B. Exciton-exciton interactions

In this subsection we show how to obtain the direct interaction vertex between two excitons, i.e. $g_{\text{dir}}^{\text{q}}(q)$. To this end, we need to first write down the momentum-space Coulomb interaction $V_C(q)$ between two particles (either electrons or holes) of charge $q_1$ and $q_2$. For convenience, we write $V_C(q) = \frac{q_1 q_2}{2 \epsilon_{\text{inter}}(q)}$ when two particles reside in the same layer $l$ and $V_C(q) = \frac{q_1 q_2}{2 \epsilon_{\text{inter},l}(q)}$ when they reside in different layers. The momentum-dependent dielectric functions $\epsilon_{\text{inter}}(q)$ and $\epsilon_{\text{inter},l}(q)$ for our two-layer geometry is derived in Sec. III. Once $V_C(q)$ is known, one can calculate for example the IX-IX exciton interaction vertex as

$$g_{\text{dir}}^{\text{IX}, \text{IX}}(q, k, k') = \int dr e^{i k_r \cdot r} \int dr' e^{i k'_r \cdot r'} \int dr'' \langle \text{IX}(k + q) | \text{IX}(k') \rangle V(r_e, r_h, r'_e, r'_h) \langle \text{IX}(k') | \text{IX}(k) \rangle$$

(12)

with

$$V(r_e, r_h, r'_e, r'_h) = V_C(r_e, r'_e) + V_C(r_h, r'_h) + 2V_C(r_e, r'_h).$$

Here $V_C(r_1, r_2)$ is the Coulomb interaction in the real space and $\langle \text{IX}(k) | \text{IX}(k) \rangle$ is the total exciton wavefunction which can be cast as $[1, 7, 8]

$$\langle r_e, r_h | \text{IX}(k) \rangle = \frac{e^{i k \cdot r_{\text{CM}}}}{A} \sum \phi_{\text{IX}}(q') e^{i q' \cdot r_{\text{rel}}} \langle r_e | u_1^x(x_e \text{IX}k + q') \rangle \langle u_2^x(-x_h \text{IX}k + q') | r_h \rangle.$$ \hspace{1cm} (14)

Here $r_e$ ($r_h$) is the spatial coordinate of the electron (hole), $r_{\text{CM}} = x_e \text{IX}r_e + x_h \text{IX}r_h$ is the center-of-mass coordinate, and $r_{\text{rel}} = r_e - r_h$ is the relative coordinate. Moreover, $\langle u_1^x(k) | \rangle \langle u_2^x(k) | \rangle$ is the periodic part of the electronic Bloch function of the lowest conduction (highest valence) band in monolayer $L$.

From Eq. (12) one can with a straightforward but lengthy algebra obtain

$$g_{\text{dir}}^{\text{IX}, \text{IX}}(q, k, k') = \frac{e^2}{2qA} \left[ \frac{F(k, q) F(k', -q)}{\epsilon_{\text{intra},1}(q)} + \frac{G(k, q) G(k', -q)}{\epsilon_{\text{intra},2}(q)} - \frac{2F(k, q) G(k', -q)}{\epsilon_{\text{inter}}(q)} \right]$$ \hspace{1cm} (15)

where

$$F(k, q) = \sum_{q'} \phi_{\text{IX}}(q') \phi_{\text{IX}}(q' - x_h \text{IX}q) \langle u_v(x_e \text{IX}k + q') | u_v(x_e \text{IX}k - x_h \text{IX}q + q') \rangle$$

(16)

$$G(k, q) = \sum_{q'} \phi_{\text{IX}}(q') \phi_{\text{IX}}(q' + x_e \text{IX}q) \langle u_v(-x_h \text{IX}k + x_e \text{IX}q + q') | u_v(-x_h \text{IX}k + q') \rangle.$$ \hspace{1cm} (17)

To continue, we assume that the overlaps between the Bloch functions inside $F$ and $G$ are close to unity. Physically, this assumption means that only the scattering terms near the $K$-valley matter which is a plausible approximation. A similar approximation was also used in Ref. [7]. One thus obtains

$$g_{\text{dir}}^{\text{IX}, \text{IX}}(q, k, k') \approx g_{\text{dir}}^{\text{IX}, \text{IX}}(q) = \frac{e^2}{2qA} \left\{ \frac{f_{\text{IX}}(x_h \text{IX}q)^2}{\epsilon_{\text{intra},1}(q)} + \frac{f_{\text{IX}}(x_e \text{IX}q)^2}{\epsilon_{\text{intra},2}(q)} - \frac{2f_{\text{IX}}(x_e \text{IX}q)f_{\text{IX}}(x_h \text{IX}q)}{\epsilon_{\text{inter}}(q)} \right\}$$ \hspace{1cm} (18)

with

$$f_{\text{IX}}(k) = \sum_q \phi_{\text{IX}}^*(q) \phi_{\text{IX}}(q + k).$$

One can in the same way also derive the IX-IX' and IX'-IX' interaction terms:

$$g_{\text{dir}}^{\text{IX}, \text{IX}'}(q, k, q', k') = \frac{e^2}{2qA} \left\{ \frac{f_{\text{IX}}(x_h \text{IX}q)f_{\text{IX}}(x_h \text{IX}q')}{\epsilon_{\text{intra},1}(q)} + \frac{f_{\text{IX}}(x_e \text{IX}q)f_{\text{IX}}(x_e \text{IX}q')}{\epsilon_{\text{intra},2}(q)} - \frac{2f_{\text{IX}}(x_e \text{IX}q)f_{\text{IX}}(x_h \text{IX}q)}{\epsilon_{\text{inter}}(q)} - \frac{2f_{\text{IX}}(x_e \text{IX}q')f_{\text{IX}}(x_h \text{IX}q)}{\epsilon_{\text{inter}}(q)} - \frac{2f_{\text{IX}}(x_h \text{IX}q)f_{\text{IX}}(x_e \text{IX}q')}{\epsilon_{\text{inter}}(q)} - \frac{2f_{\text{IX}}(x_h \text{IX}q')f_{\text{IX}}(x_e \text{IX}q)}{\epsilon_{\text{inter}}(q)} \right\}$$ \hspace{1cm} (19)

$$g_{\text{dir}}^{\text{IX}', \text{IX}'}(q, k, q', k') = \frac{e^2}{2qA} \left\{ \frac{f_{\text{IX}}(x_e \text{IX}q)f_{\text{IX}}(x_e \text{IX}q')}{\epsilon_{\text{inter}}(q)} + \frac{f_{\text{IX}}(x_h \text{IX}q)f_{\text{IX}}(x_h \text{IX}q')}{\epsilon_{\text{inter}}(q)} - \frac{2f_{\text{IX}}(x_h \text{IX}q)f_{\text{IX}}(x_e \text{IX}q')}{\epsilon_{\text{inter}}(q)} - \frac{2f_{\text{IX}}(x_e \text{IX}q)f_{\text{IX}}(x_h \text{IX}q')}{\epsilon_{\text{inter}}(q)} \right\}$$ \hspace{1cm} (20)

II. EFFECTIVE MOIRÉ POTENTIAL MODEL

In Refs. [13–16] the properties of moiré interlayer excitons were studied by using a simplified moiré Hamiltonian that treats the effects of the moiré interlayer coupling as an effective single-particle moiré potential $\Delta(r)$ for excitons.
In this section we go through our analysis by using this alternative model which we call the effective moiré potential model $H_E$. To this end, we write the one-particle Hamiltonian for the moiré interlayer excitons as

$$H_E = -\hbar^2 \nabla^2 \frac{2}{2\mu} + \Delta(r),$$  \hspace{1cm} (21)

where $\mu = m_e m_h / (m_e + m_h)$ is the reduced mass of the exciton and the potential reads

$$\Delta(r) = V \sum_{j=1,2,3} \cos(b_j \cdot r + \psi),$$  \hspace{1cm} (22)

where the vectors $b_j$ are depicted in Fig. 2(a). As $b_j$ connect adjacent moiré Brillouin zones, it is clear that their magnitude and thus the periodicity of $\Delta(r)$ depends on the twist angle $\theta$. The values for $V$ are usually obtained from experiments or by numerically fitting the band structure to the DFT calculations.

In an experimental study of Ref. [16] the offset angle was set to $\phi = \pi$ which yields

$$\Delta(r) = -V \sum_{j=1}^{6} \exp(i b_j \cdot r).$$  \hspace{1cm} (23)

Moreover, in Ref. [16] the strength of the moiré potential was set to $V = 18$ meV to match the experiments in case of a MoSe$_2$/WSe$_2$. We take this value and keep it constant for different twist angles.

One can easily diagonalize Eq. (21) in the basis of plane wave functions $\langle r | k \rangle = \frac{1}{\sqrt{A}} e^{i k \cdot r}$. This yields the eigenvalue problem

$$\hbar^2 k^2 \psi_k - V \sum_{j} \psi_{k + b_j} = E \psi_k,$$  \hspace{1cm} (24)

with $|\psi\rangle = \sum_k \psi_k |k\rangle$ being the eigenstates of $H$. We see that the moiré potential couples the state of momentum $k$ with states of momenta $k + b_j$. One can thus express the Hamiltonian only with the momenta within the first mBZ such that $H_E \equiv \sum_{k \in mBZ} H_E(k)$. By diagonalizing $H_E(k)$ for each $k$ in the mBZ, one obtains the band structure and eigenstates of moiré excitons. As an example, in Fig. 2(b) the moiré exciton band structure is shown for $\theta = 3^\circ$. The lowest moiré exciton band is well isolated from the higher bands and becomes extremely flat as a function of decreasing $\theta$, in the same way as in case of $H_H$ [see Fig. 1(c) of the main text].

A difference between continuum models $H_H$ of Sec. I and $H_E$ is that the starting point of $H_H$ is the microscopic interlayer tunneling term (2) and the emergence of hybridized moiré excitons naturally arises from the tunneling
Hamiltonian, allowing systematical studies of hybridized moiré excitons. Therefore, $H_H$ is more suitable than $H_E$ when moiré excitons consist of both intra- and interlayer excitons. In contrast, $H_E$ includes only the contribution of interlayer excitons and introduces moiré effects somewhat more heuristically via the effective potential $\Delta(r)$. The advantage of $H_E$ is its simplicity which has made it a popular tool to study moiré effects of both electrons and excitons [13–21].

As the lowest moiré exciton band is well isolated from the higher bands, we can once again construct the localized Wannier functions for the lowest band, in the same way as was done in Sec. I A for $H_E$. As before, the zero Berry curvature means that the problem reduces to finding a smooth gauge for the Bloch functions of the lowest band. The resulting spatial profile of the Wannier state at $R$ curvature means that the problem reduces to finding a smooth gauge for the Bloch functions of the lowest band. The Wannier functions for the lowest band, in the same way as was done in Sec. I A for excitons [13–21].

The exciton-exciton interaction can be computed in the same way as done in the main text for $H_H$. We start with the direct Coulomb interaction

$$H_{int} = \frac{1}{2A} \sum_{k,k',q} g^{\text{dir}}(q)x(k)\bar{x}((k+q)\bar{x}(k'-q)x(k'),$$

where $g^{\text{dir}}(q)$ is the bare Coulomb interaction between two interlayer excitons and $x(k)$ is the annihilation operator for a interlayer exciton of momentum $k$. Note that $H_E$ includes only one kind of interlayer excitons and thus Eq. (25) does not include index $t$ accounting for different types of excitons, in contrast to the interaction term of $H_H$ (see Eq. 2 in the main text). One then follows exactly the same procedure as for $H_H$, i.e. one expands the bare exciton operators in the basis of moiré excitons and keeps only the lowest moiré band degrees of freedom, to eventually obtain the interaction term for the tight binding model as

$$H_{int} \sum_{abcd} \approx g_{abcd}x_a^\dag x_b^\dag x_c x_d,$$

where $x_i$ annihilates an exciton of the lowest moiré exciton band at lattice site $i$. As in case of $H_H$, non-direct interaction terms are negligible and we are left only with the direct terms to obtain the interacting tight-binding Hamiltonian in the form of Eq. (1) of the main text. The bare interaction term $g^{\text{dir}}$ requires the knowledge of the exciton wavefunction, or if assuming the s-wave symmetry, the Bohr radius $a_B$ of the exciton. By numerically solving the two-body Hamiltonian for an electron and hole located in separate layers, and using the dielectric functions derived in Sec. III, one finds that $a_B \approx 3$ nm in case of a MoSe$_2$/WSe$_2$ stack. We use here the relative permittivity of $\varepsilon_r \approx 4$ as in experiments of Ref. [16] the MoSe$_2$/WSe$_2$ system was encapsulated in boron nitride.

In Fig. 2(b) of the main text, we show the calculated local interaction $U_0 = g_{aaaa}$, direct nearest-neighbour and next-nearest-neighbour interaction terms $U_N$ and $U_{NN}$, as a function of the twist angle $\theta$ for $H_E$. As mentioned already in the main text, the nearest-neighbour interaction $U_N$ is much larger compared to the hopping $t_N$ than in case of $H_H$. For example, in case of $\theta \approx 3^\circ$, $U_N/t_N \approx 10$. As a result, one has to use relatively large twist angle $\theta$ in order to observe supersolidity, as otherwise strong $U_N$ drives the system to the insulating state.

In the main text we performed finite temperature calculations for the twist angle of $\theta \approx 3^\circ$ and we found $T_c \approx 1$ K. As can be seen from Fig. 3, larger twist angles yield larger $\psi$ and thus should also give higher $T_c$. However, the
issue with larger twist angles is that the area of the moiré unit cell, \( A_{\text{uc}} \), becomes smaller and thus the exciton density becomes larger. As was shown in experimental study of Ref. [22], above the critical density of \( n_c \approx 1.6 - 3 \times 10^{-12} \text{ cm}^{-2} \), moiré excitons dissociate to free electron-hole plasma and the picture of well-defined excitons breaks down. For \( \theta = 3^\circ \) and \( \mu U_{\text{NN}} = 5.8 \), the calculated exciton density is roughly \( n \sim 1.05 \times 10^{12} \text{ cm}^{-2} \) which is on the verge of critical density \( n_c \). Therefore, one can anticipate that our results for larger twist angles are not necessarily experimentally applicable.

The reason why one needs such high twist angles in case of \( H_F \) is the large value of the ratio \( U_{\text{NN}}/t_{\text{NN}} \). This, on the other hand, follows from a high moiré potential amplitude \( V \) in Eq. (24). In this work we used \( V = 18 \text{ meV} \) which is the same value as the one used in the experimental work of Ref. [16]. However, one can also tune \( V \) with an external electric field or pressure [13, 20], using different embedding material [14] or different stacking order [15]. Therefore, it is expected that \( V \) can be reduced which would in turn lead to supersolidity to emerge at smaller angles and exciton densities. One can thus circumvent the problem of high exciton densities by tuning the system parameters, highlighting the flexibility of moiré systems.

### III. DIELECTRIC FUNCTION

In this section we derive the momentum-dependent dielectric functions \( \epsilon_{\text{intra}}(\mathbf{q}) \) and \( \epsilon_{\text{inter}}(\mathbf{q}) \) for our bilayer system, following the general multilayer derivation of Ref. [29]. The geometry we consider has layer 1 and 2 embedded in a dielectric medium of relative permittivity \( \epsilon_0 \) and separated with distance \( d_1 \). Layers are taken to be parallel to the \((x, y)\)-plane. We start with the relation for the electric displacement field \( D(\mathbf{r}, z) = \epsilon_0 \epsilon_r \mathbf{E}(\mathbf{r}, z) + \mathbf{P}(\mathbf{r}, z) \), where \( \mathbf{E} \) is the electric field, \( \mathbf{P} \) is the polarization, \( \epsilon_0 \) is the vacuum permittivity, and \( \mathbf{r} \) denotes the spatial coordinates in the \((x, y)\)-plane. In our case the polarization is finite only in the monolayers so we write \( \mathbf{P}(\mathbf{r}, z) = \mathbf{P}_{2D}(\mathbf{r}, d_j) \delta(z - d_j) \), with \( d_1 = 0 \) and \( d_2 = d_1 \) being the z-coordinates for layer 1 and 2 and \( \mathbf{P}_{2D}(\mathbf{r}, d_j) \) is the two-dimensional polarization. As usual, the polarization can be taken to be proportional to the electric field, i.e. we write \( \mathbf{P}_{2D}(\mathbf{r}, d_j) = \epsilon_0 \kappa_j \mathbf{E}(\mathbf{r}, d_j) \), where \( \kappa_j \) is the in-plane susceptibility for layer \( j \) and has the units of length.

To obtain the dielectric function, one needs to compute the electric potential \( \phi(\mathbf{r}, z) \) caused by a free charge distribution \( \rho_F(\mathbf{r}, z) = \rho_F(\mathbf{r}) \delta(z - d_1) \) placed in layer 1. By using the relations \( \nabla \cdot D(\mathbf{r}, z) = \rho_F(\mathbf{r}, z) \) and \( \mathbf{E}(\mathbf{r}, z) = -\nabla \phi(\mathbf{r}, z) \), where \( \phi(\mathbf{r}, z) \) is the scalar potential, we can cast \( D(\mathbf{r}, z) = \epsilon_0 \epsilon_r \mathbf{E}(\mathbf{r}, z) + \mathbf{P}(\mathbf{r}, z) \) as

\[
\rho_F(\mathbf{r}) \delta(z - d_1) = -\epsilon_0 \epsilon_r \nabla^2 \phi(\mathbf{r}, z) - \epsilon_0 \sum_{i=1}^{2} \kappa_j \nabla^2_j \phi(\mathbf{r}, d_i) \delta(z - d_i).
\]

Here \( \nabla_j \) is the gradient with respect to the in-plane coordinate \( \mathbf{r} \). By Fourier transforming to the momentum space [with \( \mathbf{q} \equiv (q_x, q_y) \) and \( k \equiv q_z \)], we have

\[
\rho_F(\mathbf{q}) e^{-ikd_1} = \epsilon_0 \epsilon_r (q_x^2 + k^2) \phi(\mathbf{q}, k) + q^2 \epsilon_0 \sum_{i=1}^{2} \kappa_i \phi(\mathbf{q}, d_i) e^{-ikd_i}.
\]

By further inverse Fourier transforming back to the \( z \)-coordinate space and using the identity

\[
\int_{-\infty}^{\infty} \frac{dk e^{ikz}}{q^2 + k^2} = \frac{\pi e^{-k|z|}}{q}
\]

we get

\[
\rho_F(\mathbf{q}) e^{-q|z-d_1|} = 2\epsilon_0 \epsilon_r q \phi(\mathbf{q}, z) + q^2 \epsilon_0 \sum_{i=1}^{2} e^{-q|z-d_i|} \kappa_i \phi(\mathbf{q}, d_i).
\]

We are interested in the potential function caused by the point-like particles of charge \( q_F \), i.e. we write \( \rho_F(\mathbf{r}) = q_F \delta(\mathbf{r}) \) which yields \( \rho_F(\mathbf{q}) = q_F \). Equation (30) can then be easily solved for the potentials \( \phi(\mathbf{q}, d_1) \) and \( \phi(\mathbf{q}, d_2) \), giving

\[
\begin{bmatrix}
\phi(\mathbf{q}, d_1) \\
\phi(\mathbf{q}, d_2)
\end{bmatrix} =
\frac{q_F}{2\epsilon_0 \epsilon_r q ((1 + r^*_1 q)(1 + r^*_2 q) - q^2 r^*_1 r^*_2 e^{-2qd_1})}
\begin{bmatrix}
1 + r^*_2 q - r^*_1 q e^{-2qd_1} \\
1 + r^*_1 q - r^*_2 q e^{-2qd_1}
\end{bmatrix}
\]

where we have defined the screening lengths \( r^*_j = \kappa_j/(2\epsilon_r) = r^*_j,0/\epsilon_r \), where \( r^*_j,0 \) is the screening length of monolayer embedded in vacuum. For \( r^*_j,0 \) we use the values reported in Ref. [1]. We can now identify the dielectric functions
from Eq. (31) as

\[
\frac{1}{\epsilon_{\text{intra},1}(q)} = \frac{1}{\epsilon_0 \epsilon_r[(1 + r_1^* q)(1 + r_2^* q) - r_1^* r_2^* q^2 e^{-2qdl}]} - \frac{1}{\epsilon_0 \epsilon_r[(1 + r_1^* q)(1 + r_2^* q) - r_1^* r_2^* q^2 e^{-2qdl}]} \tag{32}
\]

The intralayer dielectric function for layer 2, \( \epsilon_{\text{intra},2} \), is obtained from \( \epsilon_{\text{intra},1} \) by interchanging \( r_1^* \) and \( r_2^* \). In our MoSe\(_2\)/WS\(_2\) calculations we used \( \epsilon_r = 2.45 \) [1] and in case of MoSe\(_2\)/WSe\(_2\) \( \epsilon_r = 4 \) [16].

IV. TREATING MOIRÉ EXCITONS AS BOSONS

In the main text, the many-body phases of moiré excitons are studied by assuming the bosonic commutation relations between moiré excitons \( x_i \). One should, however, note that excitons are not pure bosons but bound electron-hole pairs and therefore they do not strictly follow the bosonic commutation relations. Namely, if the exciton density is high enough compared to the Bohr radius of the exciton, the non-bosonic nature arising from the fermionic statistics of electrons and holes should play a role [24].

Basically, the exciton operators \( x_i \) fulfill the following commutation relations:

\[
[x_i, x_j] = 0 \tag{33}
\]

\[
[x_i, x_j^\dagger] = \delta_{i,j} + O(\bar{n}(a_B/a_m)^2) \tag{34}
\]

where \( a_B \) is the Bohr radius of excitons, \( a_m \) is the moiré periodicity and \( \bar{n} \) is the filling fraction of the moiré lattice, i.e. exciton occupation number per moiré unit cell. The first set of commutation relations, Eq. (33), are the same as for ideal bosons. The next set, Eq. (34), are otherwise the same as for the ideal bosons but the correction term \( O(\bar{n}a_B/a_m)^2 \) is needed to account the finite spread of the exciton wavefunction and resulting fermionic statistics stemming from the electron and hole parts of the exciton. As we see, this correction term is negligible when the Bohr radius of the exciton is small compared to the density \( \bar{n}/a_m^2 \). In the calculations of the main text, this is the case in relevant parameter regime. For example, Fig 4(a) of the main text, for \( \theta = 1.4^\circ \) we have \( \bar{n} \sim 0.5, a_m \sim 6.8 \text{ nm and } a_B \sim 2 \text{ nm} \), yielding \( \bar{n}(a_B/a_m)^2 \sim 0.042 \). Correspondingly, in Fig 4(b) we have \( \bar{n} \sim 0.35, a_m \sim 6 \text{ nm and } a_B \sim 3 \text{ nm} \), yielding \( \bar{n}(a_B/a_m)^2 \sim 0.085 \). In other words, our density regime is such that the moiré excitons do not overlap considerably and therefore it is a good approximation to treat them as bosons.

One should furthermore note that we are assuming the hard-core boson constraint which is a feasible assumption as explained in the main text, and thus two excitons cannot reside within a same lattice site. This furthermore makes it physically feasible to treat moiré excitons as ideal bosons. If the exciton density was very high, as is for example assumed in Ref. [25], one should properly take into account the non-bosonic nature of excitons. For example in Ref.[25], this is done by including the so-called saturation effects in the light-matter coupling Hamiltonian.

The commutation relations Eqs. (33)-(34) has been derived for example in Ref. [24]. Here the derivation in case of moiré excitons is shown by using, for simplicity, the effective moiré potential model model \( H_E \). The derivation for hybridized moiré exciton model, \( H_H \), is similar. We start by writing down the explicit form for moiré excitons \( x_i \):

\[
x_i = \frac{1}{\sqrt{N}} \sum_{\mathbf{k} \in mBZ} e^{-i\mathbf{k} \cdot \mathbf{R}_i} \gamma_{\mathbf{k}1}, \tag{35}
\]

where \( \gamma_{\mathbf{k}1} \) annihilates a moiré exciton at momentum \( \mathbf{k} \) in the lowest moiré band and \( \mathbf{R}_i \) is the spatial coordinate of the \( i \)th moiré lattice site. By writing \( \gamma_{\mathbf{k}1} \) operators in the original interlayer exciton basis, i.e. \( \gamma_{\mathbf{k}1} = \sum_{\alpha} u_{\alpha 1}(\mathbf{k}) x(\mathbf{k} + \mathbf{G}_\alpha) \), where \( u_{\alpha 1}(\mathbf{k}) \) are the periodic Bloch functions for moiré excitons, one can write the commutation relations of lattice moiré excitons \( x_i \) as

\[
[x_i, x_j] = \frac{1}{N} \sum_{\mathbf{k},\mathbf{k}' \in mBZ} e^{-i\mathbf{k} \cdot \mathbf{R}_i} e^{-i\mathbf{k}' \cdot \mathbf{R}_j} \sum_{\alpha \beta} u_{\alpha 1}(\mathbf{k}) u_{\beta 1}(\mathbf{k}') [x(\mathbf{k} + \mathbf{G}_\alpha), x(\mathbf{k}' + \mathbf{G}_\beta)] \tag{36}
\]

\[
[x_i, x_j^\dagger] = \frac{1}{N} \sum_{\mathbf{k},\mathbf{k}' \in mBZ} e^{-i\mathbf{k} \cdot \mathbf{R}_i} e^{-i\mathbf{k}' \cdot \mathbf{R}_j} \sum_{\alpha \beta} u_{\alpha 1}(\mathbf{k}) u_{\beta 1}^*(\mathbf{k}') [x(\mathbf{k} + \mathbf{G}_\alpha), x^\dagger(\mathbf{k}' + \mathbf{G}_\beta)]. \tag{37}
\]

To proceed, we note that \( x(\mathbf{Q}) = \sum_{\mathbf{q}} \phi(\mathbf{q}) c^\dagger_c(x_c \mathbf{Q} + \mathbf{q}) c_v(-x_h \mathbf{Q} + \mathbf{q}) \), where \( \phi(\mathbf{q}) \) is the relative wavefunction of the exciton. Importantly, due to fermionic commutation relations of conduction band electrons \( c_c(\mathbf{k}) \) and valence band electrons \( c_v(\mathbf{k}) \), the commutation relations in the exciton basis change accordingly.
electrons $c_{\alpha}(k)$, we have $[x(Q), x(Q')] = 0$ for any $Q$ and $Q'$. This means that, due to Eq. (36), we automatically have $[x_i, x_j] = 0$. To obtain Eq. (34), one can show [24] that $[x(Q), x(Q')] = \delta_{Q, Q'} + O(n_x a_B^2)$, where $n_x$ is the exciton density. By plugging this into Eq. (37), one obtains

$$[x_i, x_j^\dagger] = \delta_{i,j} + \frac{O(n_x a_B^2)}{N} \sum_{k, k' \in mBZ} e^{-i k \cdot R_i} e^{i k' \cdot R_j} \langle u_1(k) | u_1(k') \rangle = \delta_{i,j} + O(n_x a_B^2)$$

(38)

as $|\langle u_1(k) | u_1(k') \rangle| \leq 1$ and the vectors $|u_1(k)\rangle$ contain the coefficients $u_{\alpha}(k)$. By noting that $n_x \sim \bar{n}/a_m^2$, we arrive to Eq. (34).

V. DETAILS ON CLUSTER MEAN-FIELD THEORY

In this section we provide some additional details on our cluster mean-field calculations. We consider $\sqrt{M} \times \sqrt{M}$ inequivalent lattice sites, labelled as $i \in \{1, 2, \ldots, M \}$, and assume periodic boundary conditions. In Fig. 4(a) we show the examples of $M = 9$, $M = 16$, $M = 25$ and $M = 36$. We then define $M$ clusters, labelled by index $C \in \{1, 2, \ldots, M \}$, such that the center of cluster $C = i$ is lattice site $i$. In all our calculations, we use a 10-site cluster depicted in Fig. 4(b). The calculations are then performed by first choosing an initial ansatz for the mean-fields $C \in \{C_1, C_2, \ldots, C_M \}$, where $C_1$ is the first cluster, $C_2$ is the second cluster, and $C_M$ is the $M$th cluster. Based on these values, $M$ cluster problems are solved independently by using $\psi_i$ and $n_i$. Once the cluster problems are exactly diagonalized, one can calculate new values for the mean fields of each site $i$ as

$$\psi_i = \frac{1}{M_i} \sum_C \langle x_i \rangle$$

(39)

$$n_i = \frac{1}{M_i} \sum_C \langle x_i^\dagger x_i \rangle$$

(40)

where the sums include only the clusters that contain site $i$. Correspondingly, $M_i$ denotes the number of clusters that include site $i$. Thermal average $\langle \ldots \rangle$ for cluster $C$ is computed as explained in the main text. Iterative process is continued till $\psi_i$ and $n_i$ converge to a stable solution for all $i$.

In Figs. 4(c)-(j) we provide the obtained density $n_i$ [panels (c)-(f)] and superfluid order parameter $\psi_i$ [panels (g)-(j)] profiles for each $M$ computed at $\theta = 0.7^\circ$ in case of the hybrid exciton model $H_H$. To see which configuration is the most feasible, we moreover provide the corresponding ground state energy per lattice site. One can see that the energy is minimized for $M = 9$ and $M = 36$ and that these two cases yield the same two-sublattice structure. Two other cases of higher ground state energy, i.e. $M = 16$ and $M = 25$, are incommensurate with this two-sublattice pattern and thus yield a homogeneous superfluid phase. We can therefore conclude that it is sufficient to perform the CMF computations with $M = 9$ which can equally well describe uniform solutions and the phase of broken translational symmetry. In fact, to capture the two-sublattice pattern, one is required to consider only three inequivalent cluster problems, as shown in Fig. 4(k). This trick was used in the calculations of the main text and also in Ref. [26] where CMF method was applied to a study hard-core bosons in a triangular lattice.

VI. GROSS-PITAEVSKII MEAN-FIELD AND BOGOLIUBOV THEORY

In the parameter regime studied in Figs. 3(a)-(b) of the main text, the superfluid gap for the supersolid state is maximized for twist angle of $\theta = 1.5^\circ$ which corresponds to the ratio of $U_{NN}/|t_{NN}| \sim 1.2$. Such moderate interaction strength implies that one could gain at least some qualitative insight by using a simple mean-field weak-coupling Gross-Pitaevskii equation (GPE) accompanied with the Bogoliubov theory to study the effect of fluctuations. In this section we show that GPE and Bogoliubov theories indeed yield qualitatively similar supersolid solutions as more advanced cluster mean field theory used in the main text.

We start by writing down the Heisenberg equation of motion for moiré exciton operators $x_i(t)$ in presence of the hard-core boson constraint as

$$i \hbar \frac{\partial x_i(t)}{\partial t} = \sum_j t_{ij} x_j(t) + 2 \sum_j U_{ij} x_i(t) x_j^\dagger(t) x_j(t)$$

(41)
By writing \( x_i(t) = x_i^0(t) + \delta x_i(t) \) with \( x_i^0 \equiv \langle x_i \rangle \) describing the superfluid component, we obtain

\[
\frac{i \hbar}{\partial t} x_i^0(t) = \sum_j \langle \delta x_j(t) \rangle x_i^0(t) + \sum_{ij} U_{ij} \langle [x_j^0(t)]^2 \rangle x_i^0(t) + \sum_j \langle [\delta x_j(t)]^2 \rangle x_i^0(t) + \sum_{ij} \langle [\delta x_i(t)] [\delta x_j(t)] \rangle x_i^0(t). \tag{42}\]

By ignoring the fluctuation terms and writing for the condensate part \( x_i^0(t) = e^{-\mu t / \hbar} x_i^0 \) with \( \mu \) being the chemical potential, one gets the GPE:

\[
\frac{\mu}{\hbar} x_i^0 = \sum_j t_{ij} x_j^0 + 2 \sum_j U_{ij} |x_j^0|^2 x_i^0. \tag{43}\]

By solving the GPE self-consistently, one obtains the density profile \( x_i^0 \) for the superfluid. In Fig. 5(a) we show a density distribution obtained from the GPE for the twist angle \( \theta = 0.7^\circ \). We see that the GPE yields a supersolid solution with the same two-sublattice pattern and periodicity as more advanced CMF.

To confirm that the obtained supersolid phase is a stable solution, one can compute the Bogoliubov spectrum. To this end, we define a unit cell for the system as the red parallelogram shown in Fig. 5(a), i.e. the unit cell contains nine lattice sites. We therefore reformulate our Hamiltonian as

\[
H = \sum_{\alpha \beta} t_{\alpha \beta} x_{\alpha}^\dagger x_{\beta} + \sum_{\alpha \beta} U_{\alpha \beta} x_{\alpha}^\dagger x_{\beta} x_{\alpha}, \tag{44}\]

where \( x_{\alpha} \) denotes now the bosonic annihilation operator for a lattice site residing in the \( i \)th unit cell in the sublattice \( \alpha \). For our choice of the unit cell, we have 9 sublattices, i.e. \( \alpha \in [1,9] \). To formulate the Bogoliubov theory, one then writes \( x_{i\alpha} = x_{i\alpha}^0 + \delta x_{i\alpha} \), where the superfluid part \( x_{i\alpha}^0 \) does not depend on the unit cell index \( i \) due to our choice for the unit cell. One can proceed by performing the Fourier transformation as \( x_{i\alpha} = \frac{1}{\sqrt{N}} \sum_k e^{ik \cdot r_i} x_{k\alpha} \), where \( N \) is the number of unit cells and \( r_i \) the spatial location of the \( i \)th unit cell. By keeping the fluctuation terms up to the quadratic order in the Hamiltonian \( H \), one then obtains

\[
H \approx H_C + H_B, \tag{45}\]
FIG. 5. (a) Density profile of the superfluid obtained from the GPE in case of $\theta = 0.7^\circ$ which corresponds to $U_{NN}/|t_{NN}| = 1.4$ in case of $H_B$. Bright (dark) color corresponds to the occupation number 1.08 (0.06) and the red parallelogram indicates the unit cell used in the Bogoliubov analysis. (b) Corresponding lowest quasi-particle and quasi-hole Bogoliubov excitation energy spectrum in the momentum space.

where $H_C$ is constant describing the ground state energy and the Bogoliubov Hamiltonian $H_B$ reads

$$H_B = \frac{1}{2} \sum_{k \neq 0} \Psi_k^\dagger \mathcal{H}_B(k) \Psi_k \quad \text{with}$$

$$\Psi_k = \begin{bmatrix} \delta \tilde{x}_k \\ \delta \tilde{x}_k^\dagger \end{bmatrix}$$

$$\delta \tilde{x}_k = [\delta x_{k,1} \quad \delta x_{k,2} \quad \cdots \quad \delta x_{k,9}]$$

$$\mathcal{H}_B(k) = \begin{bmatrix} \mathcal{H}(k) - \mu + A(k) & B(k) \\ B^*(k) & \mathcal{H}^*(-k) - \mu + A^*(-k) \end{bmatrix}$$

$$A_{\alpha\beta}(k) = 2n_0 U_{\alpha\beta}(k) x_\alpha^0 |x_\beta^0|^* + 2n_0 \sum_{j} |x_\gamma^0|^2 U_{\gamma\beta}(0) \delta_{\alpha\beta}$$

$$B_{\alpha\beta}(k) = 2n_0 U_{\alpha\beta}(k) x_\alpha^0 x_\beta^0$$

Here $n_0$ is the condensate density, $\delta x_{k\alpha} = \frac{1}{\sqrt{\mathcal{N}}} \sum_i e^{ikr_i} \delta x_{i\alpha}$, matrix $\mathcal{H}(k)$ [or $U(k)$] includes the Fourier-transformed hopping (interaction) terms and the momentum sum runs over all the momenta in the first Brillouin zone but excludes the superfluid state $k = 0$. By diagonalizing $L_k = \sigma_x \mathcal{H}_B(k)$, with $\sigma_x$ being the Pauli matrix in the particle-hole space, one obtains the Bogoliubov energy bands $E_{\alpha}(k) \geq ... \geq E_{1}(k) \geq 0 \geq -E_{1}(-k) \geq ... \geq -E_{0}(-k)$ for each $k$ [27].

Here positive (negative) energies describe quasi-particle (hole) excitations. In Fig. 5(b) we show the lowest quasi-particle and highest quasi-hole Bogoliubov dispersions, $E_{1}(k)$ and $-E_{1}(-k)$, respectively, in case of $\theta = 0.7^\circ$. We see that the there exist a gapless Goldstone mode at $k \to 0$ and that the dispersion of the excitations never becomes zero outside $k = 0$. This implies that our solution for the GPE is thermodynamically stable.

One should keep in mind the limitations of the GPE and the Bogoliubov theory. As they are weak-coupling approaches, they cannot capture the phase transition from the superfluid and supersolid states to the insulating states as a function of decreasing twist angle. They can be only used to gain some qualitative intuition in the weak-coupling regime, i.e. at large twist angles. Moreover, the superfluid order parameter $\psi_i$ obtained from the GPE follows the density profile of the condensate as $\psi_i = x_i^0$. This is in contrast to supersolid phases found in the CMF, where the variation of the superfluid order parameter is much smaller than that of the density profile and it is furthermore maximized in the sites where the density is minimized, as shown for example in Fig. 4(g). To improve the GPE description, one could compute the fluctuation terms ($\delta x_i^\dagger \delta x_i$) and ($\delta x_i \delta x_j$) from the Bogoliubov theory and use Eq. (42) to obtain the extended GPE. We have checked numerically that this does not qualitatively change the density profiles obtained from the original GPE of Eq. (43).
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