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Abstract

Discriminating between distributions is an important problem in a number of scientific fields. This motivated the introduction of Linear Optimal Transportation (LOT), which embeds the space of distributions into an $L^2$-space. The transform is defined by computing the optimal transport of each distribution to a fixed reference distribution, and has a number of benefits when it comes to speed of computation and to determining classification boundaries. In this paper, we characterize a number of settings in which LOT embeds families of distributions into a space in which they are linearly separable. This is true in arbitrary dimension, and for families of distributions generated through perturbations of shifts and scalings of a fixed distribution. We also prove conditions under which the $L^2$ distance of the LOT embedding between two distributions in arbitrary dimension is nearly isometric to Wasserstein-2 distance between those distributions. This is of significant computational benefit, as one must only compute $N$ optimal transport maps to define the $N^2$ pairwise distances between $N$ distributions. We demonstrate the benefits of LOT on a number of distribution classification problems.
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1 Introduction

The problem of supervised learning is most commonly formulated as follows. Given data of the form $\{(x_i, y_i)\}_{i=1}^N$ where $x_i \in \mathbb{R}^n$, learn a function $f: \mathbb{R}^n \rightarrow \mathbb{R}$ such that $f(x_i) \approx y_i$. However, in many applications the data points are not simply points in $\mathbb{R}^n$, but are instead probability measures $\mu_i$ on $\mathbb{R}^n$, or even finite samples $X_i = \{x_j^{(i)}\}_{j=1}^{N_i}$ for $x_j^{(i)} \sim \mu_i$. Applications where this problem arises are surveys broken into demographic or location groups [12], topic modeling
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from a bag of words model \[33\], and flow cytometry and other measurements of cell or gene populations per person \[7, 11, 34\].

The most natural way to solve the supervised learning problem on data \{\((\mu_i, y_i)\)\}_{i=1}^N is to embed \(\mu_i\) into a (possibility infinite dimensional) Euclidean space and then apply traditional machine learning techniques on this embedding. Simple versions of this embedding would be through moments \(\mu_i \mapsto \mathbb{E}_{X \sim \mu_i}[X]\) [25], or through a mean embedding \(\mu_i \mapsto \mathbb{E}_{X \sim \mu_i} K(\cdot, X)\) for some kernel \(K\) [23]. However, these embeddings either throw away pertinent information about \(\mu_i\) (e.g., higher order moments), or induce a complex nonlinear geometric relationship between distributions (e.g., \(\|\mathbb{E}_{X \sim \mu(x)} K(\cdot, X) - \mathbb{E}_{X \sim \mu(x-\tau)} K(\cdot, X)\| \approx \|\mathbb{E}_{X \sim \mu(x)} K(\cdot, X) - \mathbb{E}_{X \sim \mu(x-2\tau)} K(\cdot, X)\|\) for \(\tau\) significantly larger than the bandwidth of the kernel). These issues motivate the need for a transformation that is both injective and induces a simple geometric structure in the embedding space, so that one can learn an easy classifier.

The natural distance between distributions is Wasserstein-2 distance [31], where the distance between distributions \(\mu\) and \(\nu\) is

\[
W_2(\mu, \nu)^2 = \min_{T \in \Pi^\nu_\mu} \int \|T(x) - x\|^2 d\mu(x),
\]

where \(\Pi^\nu_\mu\) is the collection of all measure preserving maps from \(\mu\) to \(\nu\). The arg min of (1) is referred to as the “optimal transport map” and we denote it by \(T^\nu_\mu\) (see Section 2 for a full description). Wasserstein distance is a more natural distance between distributions as it is a metric on distributions (unlike distances between a finite number of moments as above) and the distance does not saturate as the distributions move further apart (unlike mean embeddings as described above). Optimal transport has been of significant importance in machine learning, including as a cost for generative models [3], natural distances between images [25], pattern discovery for data cubes of neuronal data [22], and general semi-supervised learning [30]. There are two main drawbacks to optimal transport in machine learning. The first is that the computation of each transport map is slow, though this has motivated a number of approximations for computational speed up [13, 29, 18]. The second drawback is that it is difficult to incorporate supervised learning into optimal transport, as the distance is defined for a pre-defined cost function and eq. (1), as stated, does not generate a feature embedding of \(\mu\) and \(\nu\) that can be fed into traditional machine learning techniques.

This motivated the introduction of Linear Optimal Transportation (LOT) [32], also called Monge embedding in [21]. LOT is a set of transformations based on optimal transport maps, which map a distributions \(\mu\) to the optimal transport map that takes a fixed reference distribution \(\sigma\) to \(\mu\):

\[
\mu \mapsto T^\mu_\sigma.
\]

The power of this transform lies in the fact that the nonlinear space of distributions is mapped into the linear space of \(L^2\) functions. In addition, eq. (2) is an embedding with convex image.
In 1D, the optimal transport map is simply the generalized cdf of the distribution (if $\sigma = \text{Unif}([0, 1])$) this is exactly the traditional cdf). In [26], the authors define the LOT as the Cumulative Distribution Transform (CDT), and the main theory and applications presented in [26] concern linear separability of data consisting of 1-dimensional densities.

However, LOT is more complicated on $\mathbb{R}^n$ for $n > 1$. For $n = 1$, the cdf is the only measure preserving map from $\mu_i$ to $\sigma$, and it can be computed explicitly. This is not the case for $n > 1$: There are a large number of measure preserving maps, with the optimal transport map being the map that requires minimal work, see [1]. Similarly, there are a much larger family of potential simple continuous perturbations that can be done to $\mu_i$ when $n > 1$ (e.g., shearings, rotations) than exist for $n = 1$.

In [16], the CDT is combined with the Radon transform to apply results from [26] in general dimensions $n > 1$. While this construction can be considered a variant of LOT, a linear separability result for LOT in $n > 1$ is still missing. A proof of linear separability in LOT space for $n > 1$ is one of the main contributions of this paper (see Section 1.1).

The LOT embedding eq. (2) comes with yet another advantage. One can define a distance between two distributions $\mu_i$ and $\mu_j$ as the $L^2$-norm of their images under LOT:

$$W^2_{\text{LOT}}(\mu_i, \mu_j)^2 := \|T_{\sigma}^{\mu_i} - T_{\sigma}^{\mu_j}\|^2 = \int \|T_{\sigma}^{\mu_i}(x) - T_{\sigma}^{\mu_j}(x)\|^2 d\sigma(x).$$

In this paper, we prove that $W_2$ equals $W^2_{\text{LOT}}$ if the family of distributions $\mu_i$ is generated by shifts and scalings of a fixed distribution $\mu$. We further show that $W_2$ is well approximated by $W^2_{\text{LOT}}$ for perturbations of shift and scalings (see Section 1.1).

We wish to highlight the computational importance of establishing approximate equivalence between LOT distance and Wasserstein-2 distance. Given $N$ distributions, computing the exact Wasserstein-2 distance between all distributions naively requires computing $\binom{N}{2}$ expensive OT optimization problems. However, if the distributions come from a family of distributions generated by perturbations of shifts and scalings, one can instead compute $N$ expensive OT optimization problems mapping each distribution to $\sigma$ and compute $\binom{N}{2}$ cheap Euclidean distances between the transport maps, and this provably well approximates the ground truth distance matrix.

### 1.1 Main contributions

The main contributions of this paper are as follows:

- We establish the following with regards to building simple classifiers:

  **Theorem 1.1 (Informal Statement of Theorem 4.4).** If $P = \{\mu_i : y_i = 1\}$ are $\varepsilon$-perturbations of shifts and scalings of $\mu$, and $Q = \{\nu_i : y_i = -1\}$ are $\varepsilon$-perturbations of shifts and scalings of $\nu$, and $P$ and $Q$ have a small
minimal distance depending on $\varepsilon$ (and satisfy a few technical assumptions), then $P$ and $Q$ are linearly separable in the LOT embedding space.

- We establish the following with regards to LOT distance:

**Theorem 1.2** (Informal Statement of Theorem 4.1). If $\mu$ and $\nu$ are $\varepsilon$-perturbations by shifts and scalings of one another, then

$$W_2(\mu, \nu) \leq W^{\text{LOT}}_2(\mu, \nu) \leq W_2(\mu, \nu) + C_\sigma \varepsilon + C_\sigma \varepsilon^{1/2}.$$ 

In particular, this implies that the LOT embedding is an isometry on the subset of measures related via shifts and scalings, i.e. when $\varepsilon = 0$.

- We demonstrate that in applications to MNIST images, the LOT embedding space is near perfectly linearly separable between classes of images.

## 2 Preliminaries: Optimal Mass Transport

Let $\mathcal{P}(\mathbb{R}^n)$ be the set of probability measures on $\mathbb{R}^n$. By $\mathcal{P}_2(\mathbb{R}^n)$ we denote those measures in $\mathcal{P}(\mathbb{R}^n)$ with bounded second moment, i.e. $\sigma \in \mathcal{P}(\mathbb{R}^n)$ that satisfy

$$\int \|x\|^2_2 \, d\sigma(x) < \infty.$$ 

For $\sigma \in \mathcal{P}_2(\mathbb{R}^n)$ we also consider the space $L^2(\mathbb{R}^n, \sigma)$ with norm

$$\|f\|_\sigma^2 = \int \|f(x)\|^2_2 \, d\sigma(x).$$ 

In case of the $L^2$-norm with respect to the Lebesgue measure $\lambda$, we simply write $\|f\|$.

For a map $T : \mathbb{R}^n \to \mathbb{R}^n$ and a measure $\sigma$ we define the **pushforward measure** $T\#\sigma$ by

$$T\#\sigma(A) = \sigma(T^{-1}(A)),$$

where $A \subset \mathbb{R}^n$ is measurable and $T^{-1}(A)$ denotes the preimage of $A$ under $T$.

If $\sigma \in \mathcal{P}_2(\mathbb{R}^n)$ is absolutely continuous with respect to the Lebesgue measure $\lambda$, which we denote by $\sigma \ll \lambda$, then there exists a density $f_\sigma : \mathbb{R}^n \to \mathbb{R}$ such that

$$\sigma(A) = \int_A f_\sigma(x) \, d\lambda(x), \quad A \subseteq \mathbb{R}^n \text{ measurable.} \quad (3)$$

In terms of densities, the pushforward relation $\nu(A) = \sigma(T^{-1}(A))$ is given by

$$\int_{T^{-1}(A)} f_\sigma(x) \, d\lambda(x) = \int_A f_\nu(y) \, d\lambda(y), \quad A \subseteq \mathbb{R}^n \text{ measurable.} \quad (4)$$

In case the map $T$ is invertible and differentiable, we can rewrite (4) as

$$f_\nu(y) = f_\sigma(T^{-1}(y)) |\det D_y T^{-1}|. \quad (5)$$
Given two measures $\sigma, \nu$, there can exist many maps $T$ that push $\sigma$ to $\nu$. Therefore one seeks to impose yet another condition to make this map unique. In the theory of optimal transport [31], uniqueness is obtained via solving an optimization problem. The map $T$ is required to minimize a cost function of the form

$$\int c(T(x), x) \, d\sigma(x),$$

under the constraint $T_\# \sigma = \nu$. In this paper we consider the cost $c(x, y) = |x - y|^2/2$. Other cost functions are possible as well, most notably, $p$-norms can be studied instead of 2-norms [31]. If the optimization has a solution, then

$$W_2(\sigma, \nu)^2 = \min_{T: T_\# \sigma = \nu} \int \|T(x) - x\|^2 \, d\sigma(x)$$

is the 2-Wasserstein distance between the measures $\sigma$ and $\nu$. In this paper we will refer to $W_2$ as the Wasserstein distance, as we only consider this case. The map $T$ that minimizes (6) is called optimal transport map.

We introduce the notation $T_\nu^\sigma$ to denote the optimal transport map from $\sigma$ to $\nu$. With this notation we have the identity

$$W_2(\sigma, \nu) = \|T_\nu^\sigma - \text{Id}\|_{\sigma}.$$

We now cite a result concerning existence and uniqueness of the optimal transport map which is used throughout this paper.

**Theorem 2.1** ([6], formulation taken from [27]). Let $\sigma, \nu \in \mathcal{P}_2(\mathbb{R}^n)$ and consider the cost function $c(x, y) = |x - y|^2/2$. If $\sigma$ is absolutely continuous with respect to the Lebesgue measure, then there exists a unique map $T \in L^2(\mathbb{R}^n, \sigma)$ pushing $\sigma$ to $\nu$, which minimizes (6). Furthermore, the map $T$ is uniquely defined as the gradient of a convex function $\varphi$, $T(x) = \nabla \varphi(x)$, where $\varphi$ is the unique (up to an additive constant) convex function such that $(\nabla \varphi)_\# \sigma = \nu$.

There exist many generalizations of this result, for example to more general cost functions, or to Riemannian manifolds [6, 20, 31, 3].

### 3 Linear Optimal Transportation and its properties

In this section we introduce the Linear Optimal Transportation (LOT) as defined in [32] (also called Monge embedding in [21]) and present its basic properties.

LOT is an embedding of $\mathcal{P}_2(\mathbb{R}^n)$ into the linear space $L^2(\mathbb{R}^n, \sigma)$ based on a fixed measure $\sigma$. It is defined as

$$\nu \mapsto T_\nu^\sigma.$$

The power of this embedding lies in the fact that the target space is linear. This allows to apply linear methods to inherently nonlinear problems in $\mathcal{P}_2(\mathbb{R}^n)$ (see, for example, the application to classification problems in Section 5).
The map \( \text{eq. (7)} \) has been studied by others authors as well, mainly with respect to its regularity. \[14\] shows \( 1/2 \)-Hölder regularity of a time-dependent version of eq. (7) under regularity assumptions on the measures \( \sigma, \nu \) (we discuss this result in Appendix 6.1). \[21\] prove a weaker Hölder bound, but without any regularity assumptions on the measures. It is also shown in both \[14\] and \[21\] that in general, the regularity of (7) is not better than \( 1/2 \).

Bounds for a variant of (7) in which the source measure, rather than the target measure is varied, can be found in \[5\].

We now define LOT and summarize its basic properties.

**Definition 3.1 (Linear Optimal Transportation [32]).** Fix a measure \( \sigma \in \mathcal{P}_2(\mathbb{R}^n), \sigma \ll \lambda \). We define the Linear Optimal Transportation (LOT), \( F_\sigma \), which assigns a function in \( L^2(\mathbb{R}^n, \sigma) \) to a measure in \( \mathcal{P}_2(\mathbb{R}^n) \):

\[
F_\sigma(\nu) = T^\nu_\sigma, \quad \nu \in \mathcal{P}_2(\mathbb{R}^n).
\]

We now show that LOT is an embedding with convex image:

**Lemma 3.2.** For fixed \( \sigma \in \mathcal{P}_2(\mathbb{R}^n), \sigma \ll \lambda \), we have the following

1. \( F_\sigma \) embeds \( \mathcal{P}_2(\mathbb{R}^n) \) into \( L^2(\mathbb{R}^n, \sigma) \);
2. the image \( F_\sigma(\mathcal{P}_2(\mathbb{R}^n)) \) is convex in \( L^2(\mathbb{R}^n, \sigma) \).

**Proof.** The proof is an application of Theorem 2.1. The first part is also shown in \[21\]. For the convenience of the reader, we summarize the proof in Section 6.3.

We introduce a compatibility condition between LOT and the pushforward operator, which is one of the key ingredients for the results in Section 4.

Fix two measures \( \sigma, \mu \in \mathcal{P}_2(\mathbb{R}^n), \sigma \ll \lambda \). \( F_\sigma \) is called compatible with \( \mu \)-pushforwards of a set of functions \( \mathcal{H} \subseteq L^2(\mathbb{R}^n, \mu) \) if for every \( h \in \mathcal{H} \) we have

\[
F_\sigma(h \mu) = h \circ F_\sigma(\mu).
\]

This condition has also been introduced by \[1\] on the level of densities.

**Remark 3.3.** For \( \sigma = \mu \), the compatibility condition reads as \( T^h_\sigma = h \). This means that a function \( h \) is required to be the optimal transport from \( \sigma \) to \( h \mu \sigma \).

This is a rather strong condition, and not satisfied for a general function \( h \).

The compatibility condition can also be understood in terms of operators. The pushforward operator \( h \mapsto h \sigma \), which in Riemannian geometry is an exponential map, is left-inverse to \( F_\sigma \). The compatibility condition requires that it is also right-inverse.

We mention below that the compatibility condition is satisfied for shifts and scalings, a fact also shown in \[1\] on the level of densities. \[1\] also prove that shifts and scalings are the only transformation that satisfy \( \text{(8)} \).
For \( a \in \mathbb{R}^n \) denote by \( S_a(x) = a + x \) the shift by \( a \). Similarly, for \( c > 0 \) denote by \( R_c(x) = cx \) the scaling by \( c \). We denote by \( \mathcal{E} := \{ S_a : a \in \mathbb{R}^n \} \cup \{ R_c : c > 0 \} \) the set of all shifts and scalings.

**Lemma 3.4** (Compatibility on \( \mathbb{R} \) and with shifts and scalings). Let \( \sigma, \mu \in \mathcal{P}_2(\mathbb{R}^n) \), \( \sigma \ll \lambda \).

1. If \( n = 1 \), i.e. on \( \mathbb{R} \), \( F_\sigma \) is compatible with \( \mu \)-pushforwards of monotonically increasing functions.

2. For general \( n \geq 1 \), \( F_\sigma \) is compatible with \( \mu \)-pushforwards of shifts and scalings, i.e. functions in \( \mathcal{E} \).

**Proof.** The proof is an application of Theorem 2.1 and can be found in [1] (the first part can also be found in [26]); for the convenience of the reader, we show details in Section 6.3. \( \square \)

4 Geometry of LOT embedding space

In this section, we characterize the geometry of the LOT embedding space under families of compatible transformations in \( \mathcal{E} \) (i.e., shifts and scalings), as well as for approximately compatible transformations in \( \mathcal{G}_{\lambda, R, \epsilon} \) (eq. (11)), where \( \lambda \) denotes the Lebesgue measure.

Recall from Corollary 4.2 that for a measure \( \mu \) and a set of functions \( \mathcal{H} \) we denote by \( \mathcal{H} \star \mu \) the set of all pushforwards of \( \mu \) under \( \mathcal{H} \), i.e.

\[
\mathcal{H} \star \mu = \{ h_\# \mu : h \in \mathcal{H} \}.
\]

In this section, we are mainly interested in conditions under which two families of distributions defined by pushforwards of \( \mathcal{G} \subset \mathcal{G}_{\lambda, R, \epsilon} \), \( \mathcal{G} \star \mu \) and \( \mathcal{G} \star \nu \), are linearly separable in the LOT embedding space.

Before stating the main results of this section, we briefly describe linear separability and its importance in machine learning. Linear separability of two disjoint sets in a Hilbert space implies the existence of a hyperplane \( w(x) = b \) such that

\[
\langle w, \mu_i \rangle < b, \quad \forall \mu_i \in \mathcal{H} \star \mu
\]

\[
\langle w, \nu_i \rangle > b, \quad \forall \nu_i \in \mathcal{H} \star \nu.
\]

The existence of such a hyperplane can be established through the Hahn-Banach separation theorem. The theorem simply assumes that the two sets \( (\mathcal{H} \star \mu, \mathcal{H} \star \nu) \) are convex, and that one is closed and the other is compact [23].

Linear separability is a strong and important condition for many machine learning applications and supervised learning generally. This is because learning a linear classifier is very straightforward, and does not require many training points to accurately estimate \( w(x) \). This implies that once the distributions are mapped to the LOT embedding space, it is possible to learn a classifier.
that perfectly separates the two families with only a small amount of labeled examples.

We note that the result on $G_{\lambda, \varepsilon, R}$ (Theorem 4.4) is the main result of this section, but we list several other results for completeness. We also note that, for ease of understanding, we frame all theorems in this section for subsets of shifts/scalings or perturbations of such. However, Theorems 4.6 and 4.4 actually have versions in Appendix 6.2 (Theorems 6.12 and 6.15, respectively) for the family of all approximately compatible transformations. Furthermore, in the case of $G_{\lambda, \varepsilon, R}$ (Theorem 4.4), through Corollary 6.7, we can give an explicit characterization of the minimal distance $\delta$ required between the two families of distributions, $G \star \mu$ and $G \star \nu$, to guarantee linear separability.

4.1 Approximation of the Wasserstein distance

From Lemma 3.2 we know that LOT embeds $\mathcal{P}_2(\mathbb{R}^n)$ into $L^2(\mathbb{R}^n, \sigma)$. In general, this embedding is not an isometry.

In this section we derive the error that occurs when approximating the Wasserstein distance by the $L^2$ distance obtained in the LOT embedding. We are thus interested in the accuracy of the following approximation:

$$W_2(\mu, \nu) \approx \|F_\sigma(\mu) - F_\sigma(\nu)\|_\sigma. \quad (9)$$

Note that if $W_2(\mu, \nu)$ is approximated well by $\|F_\sigma(\mu) - F_\sigma(\nu)\|_\sigma$, LOT is very powerful, as the Wasserstein distance between $k$ different measures can be computed from only $k$ transports instead of $\binom{k}{2}$. Indeed, in this section we show that eq. (9) is exact, i.e. the LOT embedding is an isometry, for two important cases: On $\mathbb{R}$, and on $\mathbb{R}^n$ if both $\mu$ and $\nu$ are pushforwards of a fixed measure under shifts and scalings. We further show that it is almost exact for pushforwards of functions close to shifts and scalings.

It is important to note that in most applications, distributions are not exact shifts or scalings of one another. There always exist perturbations of distributions, whether it is rotation, stretching, or sheering. Thus, it is important to consider the behavior of LOT under such perturbations, and demonstrate that the LOT distance continues to be a quasi-isometry with respect to Wasserstein-2 distance and that the deformation constants depend smoothly on the size of the perturbation.

Let $\mu \in \mathcal{P}_2(\mathbb{R}^n)$, $R > 0$, and $\varepsilon > 0$. Recall that we denote by $\mathcal{E} = \{S_a : a \in \mathbb{R}^n\} \cup \{R_c : c > 0\}$ the set of all shifts and scalings. We define the sets

$$\mathcal{E}_{\mu, R} = \{h \in \mathcal{E} : \|h\|_\mu \leq R\} \quad (10)$$

and

$$G_{\mu, R, \varepsilon} = \{g \in L^2(\mathbb{R}^n, \mu) : \exists h \in \mathcal{E}_{\mu, R} : \|g - h\|_\mu \leq \varepsilon\}. \quad (11)$$

This can be thought of as the $\varepsilon$ tube around set of shifts and scalings, or as the set of almost compatible transformations.

**Theorem 4.1.** Let $\sigma, \mu \in \mathcal{P}_2(\mathbb{R}^n), \sigma, \mu \ll \lambda$. Let $R > 0, \varepsilon > 0$. 
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1. For \( g_1, g_2 \in \mathcal{G}_{\mu, R, \varepsilon} \) and \( \sigma \) the Lebesgue measure on a convex, compact subset of \( \mathbb{R}^n \), we have

\[
0 \leq \| F_\sigma(g_1 \# \mu) - F_\sigma(g_2 \# \mu) \|_\sigma - W_2(g_1 \# \mu, g_2 \# \mu) \leq C_\varepsilon^{2/15} + 2\varepsilon.
\]

2. If \( \sigma, \mu \) satisfy the assumptions of Caffarelli’s regularity theorem (Theorem 6.1), then for \( g_1, g_2 \in \mathcal{G}_{\mu, R, \varepsilon} \) we have

\[
0 \leq \| F_\sigma(g_1 \# \mu) - F_\sigma(g_2 \# \mu) \|_\sigma - W_2(g_1 \# \mu, g_2 \# \mu) \leq C \varepsilon^{1/2} + C \varepsilon.
\]

The constants depend on \( \sigma, \mu \) and \( R \).

**Proof.** The main ingredient for these results are Hölder bounds as derived in [21, 14]. We show a detailed proof in Section 6.4.

We mention that through the application of results derived from [14] (Corollary 6.7), the constants appearing in the second part of this theorem can be characterized explicitly, see Section 6.4.

The theorem states that for functions close to “ideal” functions (shifts and scalings), the LOT embedding is an almost isometry. Also note the trade-off between Hölder regularity and regularity assumptions on \( \sigma, \mu \): Through [21], we can achieve a \( 2/15 \) bound without strong regularity assumptions on \( \sigma, \mu \); the bound improves through [14], when \( \sigma, \mu \) are regular in the sense of Theorem 6.1.

Without perturbation, i.e. when \( \varepsilon = 0 \), Theorem 4.1 implies Corollary 4.2.

**Corollary 4.2.** Let \( \sigma, \mu, \nu \in \mathcal{P}_2(\mathbb{R}^n), \sigma \ll \lambda \). Let \( \tilde{\varepsilon} > 0, \varepsilon > 0 \). Consider \( G \subseteq \mathcal{G}_{\lambda, R, \varepsilon} \), and let \( G \) be convex. Let \( \mathcal{G} \ast \mu \) and \( \mathcal{G} \ast \nu \) be compact. If either

\[
W_2(h_1 \# \mu, h_2 \# \mu) = \| F_\sigma(h_1 \# \mu) - F_\sigma(h_2 \# \mu) \|_\sigma = \| h_1 - h_2 \|_\mu.
\]

This means that \( F_\sigma \) restricted to \( \mathcal{E} \ast \mu \) is an isometry.

We also have the following result, which as also been shown in [26]:

**Corollary 4.3.** On \( \mathbb{R} \), \( F_\sigma \) is an isometry.

**Proof.** We prove in Lemma 2.17 that compatibility of \( F_\sigma \) with \( \mu \)-pushforwards implies eq. (20). Thus the result follows from Lemma 3.4.

### 4.2 Linear separability results

We establish the main result of this paper, which covers approximately compatible transforms in \( G_{\lambda, R, \varepsilon} \), the \( \varepsilon \) tube around the bounded shifts and scalings \( \mathcal{E}_{\lambda, R} \). Theorem 4.4 establishes the case for the tube around \( \mathcal{E}_{\lambda, R} \), and Theorem 6.15 establishes the condition for almost compatible transformations. In both cases to show linear separability in the LOT embedding space, one must now assume that the two families of distributions are not just disjoint, but actually have a nontrivial minimal distance.

**Theorem 4.4.** Let \( \sigma, \mu, \nu \in \mathcal{P}_2(\mathbb{R}^n), \sigma, \mu, \nu \ll \lambda \). Let \( R > 0, \varepsilon > 0 \). Consider \( \mathcal{G} \subseteq \mathcal{G}_{\lambda, R, \varepsilon} \) and let \( \mathcal{G} \) be convex. Let \( \mathcal{G} \ast \mu \) and \( \mathcal{G} \ast \nu \) be compact. If either
1. \( \sigma \) is the Lebesgue measure on a convex, compact subset of \( \mathbb{R}^n \) or

2. \( \sigma, \mu, \nu \) satisfy the assumptions of Caffarelli’s regularity theorem (Theorem 6.1),

then there exists a \( \delta > 0 \) such that whenever \( W_2(g_1 \ast \mu, g_2 \ast \nu) > \delta \) for all \( g_1, g_2 \in \mathcal{G} \), we have that \( F_\sigma(\mathcal{G} \ast \mu) \) and \( F_\sigma(\mathcal{G} \ast \nu) \) are linearly separable. Moreover, \( \delta \) is computable in both cases (see Remark 4.5) and \( \delta \to 0 \) as \( \varepsilon \to 0 \).

**Proof.** We show a detailed proof in Section 6.4.

**Remark 4.5.** We note here that for both cases of Theorem 4.4, the sufficient minimal distance \( \delta \) can be made explicit:

1. In this case, the Hölder bound by [21] can be used, see (24). With \( \psi(\mu) = C \|f_\mu\|_{L^1}^{1/15} \varepsilon^{2/15} \|f_\mu\|_{L^\infty}^{1/2} \varepsilon \), the choice \( \delta = 6 \max\{\psi(\mu), \psi(\nu)\} \) is sufficient. The constant \( C \) is the constant as appearing in the derivations by [21].

2. In this case, a Hölder bound following from [14] can be used, see Corollary 6.6. With

\[
\bar{\psi}(\mu) := \left( \sqrt{\frac{4R}{K_\mu}} + 2 \right) \|f_\mu\|_{L^1}^{1/2} \varepsilon
\]

\[
+ \left( 4R \|f_\mu\|_{L^\infty}^{1/2} W_2(\sigma, \mu) + R + \|\text{Id}\|_{L^1} \right) \frac{1}{K_\mu} \varepsilon^{1/2},
\]

the choice \( \delta = 6 \max\{\bar{\psi}(\mu), \bar{\psi}(\nu)\} \) is sufficient. The constant \( K_\mu \) is defined in Definition 6.2.

Note that a minimal distance \( \delta > 0 \) is needed since we consider perturbations of “ideal” functions (shifts and scalings). A version of \( \psi \) (respectively \( \bar{\psi} \)) also appears in characterizing the amount that LOT distance deviates from Wasserstein-2 distance (Theorem 4.1). A parallel of \( \psi \) (respectively \( \bar{\psi} \)) could be established for any approximately compatible transformations by proving a result similar to Lemma 6.3 for some compatible transformation other than shifts and scalings.

The \( \varepsilon \) appears in both \( \psi \) and \( \bar{\psi} \) since functions in \( \mathcal{G} \) are \( \varepsilon \)-close to compatible functions, while the \( \varepsilon^{2/15} \) respectively \( \varepsilon^{1/2} \) come from the general Hölder bounds for LOT as proved in [21] respectively [14].

As a corollary to Theorem 4.4 with \( \varepsilon = 0 \) and \( \delta = 0 \), we establish simple conditions under which LOT creates linearly separable sets for distributions in \( \mathcal{P}_2(\mathbb{R}^n) \). This effectively creates a parallel of Theorem 4.1 and Theorem 5.6 of [26] for the higher dimensional cases of LOT, and under the particular compatibility conditions required for higher dimensions. Theorem 4.6 states this for \( \mathcal{E} \) (shifts and scalings), and Theorem 6.12 in the Appendix provides an equivalent form for arbitrary compatible transforms.
Corollary 4.6. Let $\sigma, \mu, \nu \in P_2(\mathbb{R}^n)$, $\sigma \ll \lambda$, and let $\mathcal{H} \subseteq \mathcal{E}$ and let $\mathcal{H}$ be convex. If $\mathcal{H} \star \mu$ is closed and $\mathcal{H} \star \nu$ is compact, and these two sets are disjoint, then $F_\sigma(\mathcal{H} \star \mu)$ and $F_\sigma(\mathcal{H} \star \nu)$ are linearly separable.

We also note the separability result on $\mathbb{R}$, which follows directly from the results established above. It is also proved in [26].

Corollary 4.7. Let $\sigma, \mu, \nu \in P_2(\mathbb{R})$, $\sigma \ll \lambda$, and let $\mathcal{H}$ be a convex set of monotonically increasing functions $\mathbb{R} \to \mathbb{R}$. If $\mathcal{H} \star \mu$ is closed and $\mathcal{H} \star \nu$ is compact, and these two sets are disjoint, then $F_\sigma(\mathcal{H} \star \mu)$ and $F_\sigma(\mathcal{H} \star \nu)$ are linearly separable.

Remark 4.8. Note that Corollary 4.7 is also proved in [26]. In [26], $\mathcal{H}$ (equivalent to our $\mathcal{H}$) is defined as a convex subgroup of the monotonic functions (Definition 5.5 and Definition 5.6 (i)-(iii) of [26]). We are able to relax the assumption from subgroup to subset, however. Definition 5.5 of [26] also assumes differentiability of functions in $\mathcal{H}$, which is needed because constructions are considered from the viewpoint of densities, which means that (5) should hold. Since our approach uses the more general framework of measures rather than densities, we can drop this assumption.

Remark 4.9. We note that each Theorem in this section can be trivially extended to an arbitrary set $\mathcal{H}$ (or $\mathcal{G}$) that is not required to be convex, so long as their convex hulls $\text{conv}(\mathcal{H})$ (or $\text{conv}(\mathcal{G})$) satisfy the needed assumptions of closedness, compactness, and disjointness.

5 Example: Linear separability of MNIST data set

We linearly separate two classes of digits from the MNIST data set [17] with LOT to verify the linear separability result (Theorem 4.4) numerically.

We consider the classes of 1s and 2s from the MNIST data set. Since the MNIST digits are centered in the middle of the image, and the images have a similar size, we applied an additional (random) scale and shift to every image. Scalings were applied between 0.4 and 1.2 using MATLAB’s “imresize” function. These values have been chosen based on the heuristics that smaller scales make some digits unrecognizable and with larger scales some digits are larger than the image.

Within each class, the digits can be considered as shifts, scalings and perturbations of each other. Therefore, via Theorem 4.4, the LOT embedding can be used to separate 1s from 2s.

The data consisting of images of 1s and 2s is embedded in $L^2$ via the LOT embedding, where we choose as reference density $\sigma$ an isotropic Gaussian. This means that every image $\mu$ (interpreted as a density on a grid $R \subset \mathbb{R}^2$) is assigned to the function $T_\mu^\sigma : \text{supp}(\sigma) \to R$. Since $\text{supp}(\sigma) \subset R$ is discrete, $T_\mu^\sigma(\text{supp}(\sigma))$ is a vector in $\mathbb{R}^2n$, where $n$ is the number of grid points in $\text{supp}(\sigma)$. For each $\mu$
of the data set, we use this vector as input for the linear classification scheme (we use MATLAB’s “fitcdiscr” function).

The experiment is conducted in the following way: We fix the number of testing data to 100 images from each class (i.e. in total, the testing data set consists of 200 images). Note that we only fix the number of testing data; the actual testing images are chosen randomly from the MNIST data set for each experiment. For the training data set we randomly choose \( N \) images from each class, where \( N = 40, 60, 80, 100 \). For each choice \( N \), we run 20 experiments. In each experiment, the classification error of the test data is computed. Then the mean and standard deviation for every \( N \) is computed. The mean classification error is shown in Figure 1 (blue graph labeled “LOT”) as a function of \( N \).

We compare the classification performance of LOT with regular \( L^2 \) distance between the images. Since we only use a small number of training data (\( N = 40, 60, 80, 100 \) for each digit), and the size of an image is \( 28 \times 28 = 784 \), the dimension of the feature space is much larger than the data point dimension. Such a set-up leads to zero within-class variance in LDA. To prevent this, and in order to allow for a fair comparison, we first apply PCA to reduce the dimension of the images to the same dimension as is used in LOT. The feature space dimension used in LOT is the size of the support of \( \sigma \), which consists of \( \approx 70 \) grid points in these experiments. Thus the dimension is 140. LDA is then applied to the PCA embeddings of the images. The resulting mean classification error is shown in Figure 1 (red graph labeled “PCA”) as a function of \( N \).

To demonstrate the strength of embedding into a linearly separable space, we also compare these classification results to training a convolutional neural network (CNN) \[15\] on small amounts of data. This is not necessarily a perfect comparison, as LOT and PCA are building unsupervised embeddings followed by a supervised classifier in that space, whereas a CNN is building an end-to-end supervised feature extraction and classification. In theory, this should benefit the CNN if the only method of validation is the overall classification error. However, as we will demonstrate, in the small data regime the CNN’s performance still does not compete with the LOT embedding and linear classification.

To show this, we construct two CNNs to be shown in Figure 1. The first (labeled “Small CNN”) is a network constructed with three convolutional layers, each with 2 3x3 filters, followed by two fully connected layers, all with ReLU activation units. In total, this CNN has 182 trainable parameters, which is of a similar size to the 140 parameters used in the LOT embedding. The second (labeled “Large CNN”) is a similar architecture, but with 8 3x3 filters, and 3650 trainable parameters. The CNNs are given the same training data sets as the LOT embeddings, and the testing error is also averaged over 20 experiments.

It is clear from the figure that the mean error decreases as the number of training data increases for the LOT embedding, while the mean error stagnates for the PCA embedding. Note that we start with a very small amount of training data (40 images from each class), and test on 100 images from each class. The resulting LOT mean error is only \( \approx 0.2 \). When we train on the same amount as we test (100 images per class), the LOT mean error is already down to \( \approx 0.03 \). Similarly, the LOT mean error significantly outperforms both the small and
Figure 1: Classification of MNIST digits 1s and 2s with small CNN (black), PCA (red), large CNN (green) and LOT embedding (blue). We fix the number of testing data (100 images per digit), and vary the number of training data, \( N = 40, 60, 80, 100 \) (the actual training and testing sets are chosen randomly for each experiment). We train a linear classifier on the LOT embedding (blue), the PCA embedding (red) and the two CNNs (black and green) of the training data. The figure shows the mean and standard deviation of the classification error of the testing data over 20 experiments for each \( N \).

large CNNs. This is perhaps unsurprising as neural networks are known to require large corpuses of training data \[19\], but still serves to demonstrate the strength of embedding into a linearly separable space.

The LOT classification result is also visualized via LDA embedding plots in Figure 2 for two experiments. These plots again underline the fact that separation improves as the training data is increased. While training on 100 images per class (right plot of Figure 2) leads to almost perfect separation, training on 40 images per class (left plot of Figure 2) still performs very well considering the small size of the training set.

In addition to the fact that the LOT embedding is capable of producing good separation results on small training data, there is yet another benefit connected to the dimensionality of the problem. To run LDA (or any linear classifier), a matrix of data points versus features needs to be constructed. If we were to compare the original images, the feature space would have dimension equal to the number of grid points. In the LOT embedding only the grid points in \( \text{supp}(\sigma) \) need to be considered, rather than the whole grid, which drastically reduces the dimension of the feature space. In the experiments we ran with MNIST, the grid is of size \( 28 \times 28 \), which leads to dimension \( 28^2 = 784 \), while
LDA embedding of test data

Train with 40 images per digit

Train with 100 images per digit

Figure 2: LDA embedding plots for the MNIST classification of digits 1 and 2 using LOT. As Figure 1, these plots underline that the classification improves with the amount of training data. **Left:** We choose one of the experiments carried out for $N = 40$ training data for each digit. The testing data (100 images per digit) is embedded in $\mathbb{R}^2$ through the LDA coordinates. The mean error (Figure 1) is $\approx 0.2$, which corresponds to $\approx 40$ digits being misclassified. **Right:** We choose one of the experiments carried out for $N = 100$ training data for each digit. The testing data (100 images per digit) is embedded in $\mathbb{R}^2$ through the LDA coordinates. The mean error (Figure 1) is $\approx 0.03$, which corresponds to $\approx 6$ digits being misclassified.

the support of $\sigma$ is $\approx 70$ grid points, hence the dimension is 140.

This dimension reduction allows us to run LDA on small training data as we did in these experiments. If the feature dimension is very high, one also needs a lot of training data to prevent zero within-class variance, or one has to first apply PCA as we did for Figure 1.
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6 Appendix

6.1 Regularity of the LOT embedding

The main results of this paper are based on Hölder regularity-type properties of the LOT embedding, which we discuss in more detail in this section.

One of the main ingredients is a version of a theorem on the regularity of the optimal transport map proved by L. A. Caffarelli [8, 9, 10]. The formulation of the theorem is taken from [14]:

**Theorem 6.1 (Caffarelli’s regularity theorem).** Let \( \sigma, \mu \in P^2(\mathbb{R}^n) \) with \( \sigma, \mu \ll \lambda \). Assume that \( \text{supp}(\sigma), \text{supp}(\mu) \) are \( C^2 \) and uniformly convex. Further assume that for some \( \alpha \in (0, 1) \), the densities \( f_\sigma, f_\mu \) are \( C^{0, \alpha} \) continuous on their supports and assume that they are bounded from above and below, i.e. there exist constants \( c, C, \bar{c}, \bar{C} > 0 \) such that

\[
0 < c \leq \|f_\sigma\|_\infty \leq C, \\
0 < \bar{c} \leq \|f_\mu\|_\infty \leq \bar{C}.
\]

Then \( T_\mu^\sigma \) is the gradient of a \( C^{2, \alpha} \) function on \( \text{supp}(\mu) \).

**Definition 6.2.** We introduce the concept of \( k \)-strong convexity:

1. Let \( f : X \to \mathbb{R} \) with \( X \subseteq \mathbb{R}^n \) convex. \( f \) is called \( k \)-strongly convex if \( g_k(x) = f(x) - \frac{1}{2}k\|x\|^2 \) is convex.

2. For two measures \( \sigma, \mu \in P^2(\mathbb{R}^n) \) with \( \text{supp}(\sigma) \) convex, denoted by \( K^\mu_\sigma \) the supremum over all \( k \) such that \( \varphi \) with \( \nabla \varphi = T_\mu^\sigma \), is \( k \)-strongly convex on \( \text{supp}(\sigma) \).

In [14, Corollary 3.2] it is proved that if \( \sigma, \mu \) satisfy the assumptions of Caffarelli’s regularity theorem (Theorem 6.1), then \( K^\mu_\sigma > 0 \). We further cite the following result from [14]:

**Theorem 6.3 ([14, Proposition 3.3]).** Let \( \sigma, \mu \in P^2(\mathbb{R}^n) \) and assume they satisfy the same assumptions as in Caffarelli’s regularity theorem (Theorem 6.1). Then for every \( S \) that pushes \( \sigma \) to \( \mu \) we have

\[
\|S - T_\mu^\sigma\|_\sigma^2 \leq \frac{1}{K^\mu_\sigma} (\|S - \text{Id}\|_\sigma^2 - W_2(\sigma, \mu)^2).
\]

Note that in the formulation of this theorem in [14], \( 2/K^\mu_\sigma \) appears instead of \( 1/K^\mu_\sigma \) in the bound. From the proof presented in [14] it can be seen, however, that 2 can be replaced by 1.

We now prove a bound on the LOT embedding. The proof is based on Theorem 6.3 and [14] Corollary 3.4.

**Theorem 6.4.** Let \( \sigma, \nu_1, \nu_2 \in P^2(\mathbb{R}^n) \), \( \sigma, \nu_1, \nu_2 \ll \lambda \). Suppose that \( \sigma \) and \( \nu_2 \) satisfy the assumptions of Caffarelli’s regularity theorem (Theorem 6.1). Then

\[
\|F_\sigma(\nu_1) - F_\sigma(\nu_2)\|_\sigma \leq \left( \frac{2}{K^{1/2}_{\nu_2}} + 1 \right) W_2(\nu_1, \nu_2) + 2 \left( \frac{W_2(\sigma, \nu_2)}{K^{1/2}_{\nu_2}} \right)^{1/2} W_2(\nu_1, \nu_2)^{1/2}.
\]
Proof. Let \( S = T_{\nu_2} \). We aim at finding a bound on \( \| T_{\nu_1}^{\sigma} - T_{\nu_2}^{\sigma} \|_\sigma \).

The triangle inequality and change-of-variables formula imply

\[
\| S \circ T_{\nu_1}^{\sigma} - T_{\nu_2}^{\sigma} \|_\sigma \geq \| T_{\nu_1}^{\sigma} - T_{\nu_2}^{\sigma} \|_\sigma - \| S \circ T_{\nu_1}^{\sigma} - T_{\nu_1}^{\sigma} \|_\sigma
\]

\[
= \| T_{\nu_1}^{\sigma} - T_{\nu_2}^{\sigma} \|_\sigma - \| S - \text{Id} \|_{\nu_1}
\]

\[
= \| T_{\nu_1}^{\sigma} - T_{\nu_2}^{\sigma} \|_\sigma - W_2(\nu_1, \nu_2).
\]

Thus we get

\[
\| T_{\nu_1}^{\sigma} - T_{\nu_2}^{\sigma} \|_\sigma \leq \| S \circ T_{\nu_1}^{\sigma} - T_{\nu_2}^{\sigma} \|_\sigma + W_2(\nu_1, \nu_2)
\]

(12)

Theorem 6.3 implies

\[
\| S \circ T_{\nu_1}^{\sigma} - T_{\nu_2}^{\sigma} \|_\sigma^2 \leq \frac{1}{K_{\nu_2}^{\sigma}} \left( \| S \circ T_{\nu_1}^{\sigma} - \text{Id} \|_\sigma^2 - W_2(\sigma, \nu_2)^2 \right).
\]

(13)

Again by the triangle inequality and the change-of-variables formula we have

\[
\| S \circ T_{\nu_1}^{\sigma} - \text{Id} \|_\sigma \leq \| S \circ T_{\nu_1}^{\sigma} - T_{\nu_2}^{\sigma} \|_\sigma + \| T_{\nu_1}^{\sigma} - \text{Id} \|_\sigma = W_2(\nu_1, \nu_2) + W_2(\sigma, \nu_1)
\]

\[
\leq 2W_2(\nu_1, \nu_2) + W_2(\sigma, \nu_2)
\]

Combining this with (13) we obtain

\[
\| S \circ T_{\nu_1}^{\sigma} - T_{\nu_2}^{\sigma} \|_\sigma^2 \leq \frac{4}{K_{\nu_2}^{\sigma}} \left( W_2(\nu_1, \nu_2)^2 + W_2(\nu_1, \nu_2)W_2(\sigma, \nu_2) \right).
\]

Taking the square root and using the fact that \((a+b)^{1/2} \leq a^{1/2} + b^{1/2}\) we obtain

\[
\| S \circ T_{\nu_1}^{\sigma} - T_{\nu_2}^{\sigma} \|_\sigma \leq \frac{2}{K_{\nu_2}^{\sigma} 1/2} \left( W_2(\nu_1, \nu_2) + (W_2(\nu_1, \nu_2)W_2(\sigma, \nu_2))^{1/2} \right).
\]

Now (12) implies the result. \(\square\)

Note that the “constants” in Theorem 6.4 depend on \( \nu_2 \) (namely \( K_{\nu_2}^{\sigma} \) and \( W_2(\sigma, \nu_2) \)). This can be avoided by considering \( \nu_2 \in \mathcal{E}^*\mu \) for a fixed \( \mu \in \mathcal{P}_2(\mathbb{R}^n) \), where \( \mathcal{E} \) denotes the set of shifts and scalings. As a preparation for this result, we need the following lemma:

**Lemma 6.5.** Let \( f : X \to \mathbb{R} \) be differentiable with \( X \subseteq \mathbb{R}^n \) convex. Then we have the following:

1. \( f \) is \( k \)-strongly convex on \( X \) if and only if \( f \circ S_{\alpha} \) is \( k \)-strongly convex on \( S_{\alpha}^{-1}(X) \).
2. \( f \) is \( k \)-strongly convex on \( X \) if and only if \( R_{\alpha}^{-1} \circ f \circ R_{\alpha} \) is \( (k\alpha) \)-strongly convex on \( R_{\alpha}^{-1}(X) \).
Proof. We first note that $X$ is convex if and only if $h^{-1}(X)$ is convex for $h = S_a$ or $h = R_c$. Furthermore, $f$ is $k$-strongly convex if and only if

$$(\nabla f(x) - \nabla f(y))^T (x - y) \geq k\|x - y\|^2, \quad x, y \in X. \quad (14)$$

For $\overline{x}, \overline{y} \in S_a^{-1}(X)$, eq. (14) implies that $f \circ S_a$ is $k$-strongly convex if and only if

$$(\nabla f \circ S_a(\overline{x}) - \nabla f \circ S_a(\overline{y}))^T (\overline{x} - \overline{y}) \geq k\|\overline{x} - \overline{y}\|^2$$

which is the same as

$$(\nabla f(S_a(\overline{x})) - \nabla f(S_a(\overline{y})))^T (S_a(\overline{x}) - S_a(\overline{y})) \geq k\|S_a(\overline{x}) - S_a(\overline{y})\|^2.$$  

As this is only a transformation $x = S_a(\overline{x})$ and $y = S_a(\overline{y})$ compared to eq. (14), $k$-strong convexity of $f$ and $f \circ S_a$ are equivalent.

For $\overline{x}, \overline{y} \in R_c^{-1}(X)$, eq. (14) implies that $R_c^{-1} \circ f \circ R_c$ is $(kc)$-strongly convex if and only if

$$(\nabla (R_c^{-1} \circ f \circ R_c)(\overline{x}) - \nabla (R_c^{-1} \circ f \circ R_c)(\overline{y}))^T (\overline{x} - \overline{y}) \geq kc\|\overline{x} - \overline{y}\|^2$$

which is the same as

$$c^{-1}(\nabla f(R_c(\overline{x})) - \nabla f(R_c(\overline{y})))^T (R_c(\overline{x}) - R_c(\overline{y})) \geq kc^{-2}\|R_c(\overline{x}) - R_c(\overline{y})\|^2$$

resulting in

$$(\nabla f(R_c(\overline{x})) - \nabla f(R_c(\overline{y})))^T (R_c(\overline{x}) - R_c(\overline{y})) \geq k\|R_c(\overline{x}) - R_c(\overline{y})\|^2.$$  

As this is only a transformation $x = R_c(\overline{x})$ and $y = R_c(\overline{y})$ compared to eq. (14), $k$-strong convexity of $f$ and $(kc)$-strong convexity of $R_c^{-1} \circ f \circ R_c$ are equivalent. 

\[\square\]

Corollary 6.6. Let $\sigma, \mu \in \mathcal{P}_2(\mathbb{R}^n)$, $\sigma, \mu \ll \lambda$. Further assume that $\sigma$ and $\mu$ satisfy the assumptions of Caffarelli’s regularity theorem (Theorem 6.1). Let $R > 0$ and consider $h \in E_{\mu,R}$ (bounded shifts/scalings, see eq. (10)) as well as $g \in L^2(\mathbb{R}^n, \mu)$. Then we have

$$\|F_\sigma(g \mu) - F_\sigma(h \mu)\|_\sigma \leq \left( \frac{4R}{K^2_\sigma} + 1 \right) W_2(g \mu, h \mu) + \left( 4R \frac{W_2(\sigma, \mu) + R + \|\text{Id}\|_\mu}{K^2_\sigma} \right)^{1/2} W_2(g \mu, h \mu)^{1/2}.$$

Note that we now have a bound with constants that do not depend on $h$ or $g$. They only depend on the fixed measures $\sigma, \mu$ and on the radius $R$.

Proof. Let $\nu_1 = g \mu$ and $\nu_2 = h \mu$. First note that since $\mu$ and $\sigma$ satisfy the assumptions of Caffarelli’s regularity theorem, also $\nu_2$ and $\sigma$ satisfy them. Therefore we can apply Theorem 6.4.
We now bound $W_2(\sigma, \nu_2)$ and $K^\sigma_{\nu_2}$ from Theorem 6.4 by constants that only depend on $\sigma, \mu$ and $R$. Such bounds then imply the result.

The triangle inequality, Lemma 3.4 and the assumption $\|h\|_\mu < R$ imply

$$W_2(\sigma, \nu_2) \leq W_2(\sigma, \mu) + W_2(\mu, h_2\mu) = W_2(\sigma, \mu) + \|T^{h_2\mu}_\mu - \text{Id}\|_\mu$$

$$< W_2(\sigma, \mu) + \|h - \text{Id}\|_\mu$$

We now show that $K^\sigma_{\nu_2}$ only depends on $\sigma, \mu$ and $R$, but does not depend on $h$. First consider $h = \hat{S}_a$. Note that $T^\sigma_{\nu_2} = T^\sigma_\mu \circ \hat{S}_a^{-1}$ and $T^\sigma_\mu = \nabla \psi$ implies $T^\sigma_\mu \circ \hat{S}_a^{-1} = \nabla \psi \circ \hat{S}_a^{-1}$. Also, $\psi \circ \hat{S}_a^{-1}$ is convex on $\hat{S}_a(\text{supp}(\mu))$. This implies that $\varphi = \psi \circ \hat{S}_a^{-1}$.

Lemma 6.5 implies that $\psi$ is $k$-strongly convex if and only if $\varphi = \psi \circ \hat{S}_a^{-1}$ is $k$-strongly convex. Therefore the modulus of uniform convexity of $\psi \circ \hat{S}_a^{-1}$ equals the modulus of uniform convexity of $\psi$. Thus $K^\sigma_{\nu_2} = K^\sigma_\mu$, which is independent of $\hat{S}_a$.

Now consider $h = R_c$. Again we have $T^\sigma_{\nu_2} = T^\sigma_\mu \circ R_c^{-1}$ and $T^\sigma_\mu = \nabla \psi$ implies $T^\sigma_\mu \circ R_c^{-1} = \nabla R_c \circ \psi \circ R_c^{-1}$. Also, $R_c \circ \psi \circ R_c^{-1}$ is convex on $R_c(\text{supp}(\mu))$. This implies that $\varphi = R_c \circ \psi \circ R_c^{-1}$.

Lemma 6.5 implies that $\psi$ is $k$-strongly convex if and only if $\varphi = R_c \circ \psi \circ R_c^{-1}$ is $kc^{-1}$-strongly convex. Therefore $K^\sigma_{\nu_2} = K^\sigma_\mu c^{-1}$. Since by assumption $|c| = \|R_c\|_\mu < R$ we have

$$\frac{1}{K^\sigma_{\nu_2}} = \frac{1}{K^\sigma_\mu} |c| < \frac{R}{K^\sigma_\mu},$$

which gives a bound independent of $R_c$.

We now combine Corollary 6.6 with the Lipschitz continuity of the pushforward map $g \mapsto g\sigma$ to obtain a Hölder regularity-type result for LOT. We first cite the result on the Lipschitz continuity of the pushforward map, which can be found in e.g. [3] Equation (2.1):

$$W_2(g_2\mu, h_2\mu) \leq \|g - h\|_\mu.$$  \hfill (15)

**Corollary 6.7.** Let $\sigma, \mu \in \mathcal{P}_2(\mathbb{R}^n)$, $\sigma, \mu \ll \lambda$. Further assume that $\sigma$ and $\mu$ satisfy the assumptions of Caffarelli’s regularity theorem (Theorem 6.4). Let $R > 0$, $h \in \mathcal{E}_{\mu, R}$ (see eq. (10)) and $g \in L^2(\mathbb{R}^n, \mu)$. Then we have

$$\|F_\sigma(g_2\mu) - F_\sigma(h_2\mu)\|_\sigma \leq \left(\sqrt{\frac{4R}{K^\sigma_\mu} + 1}\right) \|g - h\|_\mu$$

$$+ \sqrt{4R \left( \frac{W_2(\sigma, \mu) + \|h - \text{Id}\|_\mu}{K^\sigma_\mu} \right)} \|g - h\|_\mu^{1/2}.$$  

**Remark 6.8.** In [14] Corollary 3.4] it is proved that for fixed $\sigma$ and a Lipschitz continuous curve $\mu_t$ of absolutely continuous measures, $t \in [0, 1]$, $1/2$-Hölder regularity of $t \mapsto F_\sigma(\mu_t)$ can be achieved. Indeed, it is proved that

$$\|F_\sigma(\mu_t) - F_\sigma(\mu_0)\|_\sigma \leq C\sqrt{t}.$$
Corollary 6.7 can be considered a generalization of this result. We prove that the map \( h \mapsto F_\sigma(h \ast \mu) \) can achieve Hölder-type regularity between an element of \( E \) (comparable to \( \mu_0 \)) and an element of \( L^2(\mathbb{R}^n, \mu) \) (comparable to \( \mu_t \)). Note that like \( \mu_t \), the “curve” \( h \mapsto h \ast \mu \) is Lipschitz continuous (eq. (15)). The restriction to bounded shifts and scalings (via \( R > 0 \)) relates to the fact that \([0, 1]\) is bounded.

### 6.2 Set-up for linear separability results

In this section we build up the theory needed for the results on linear separability presented in Section 4. The proofs for these results can then be derived easily from results of this section, see Section 6.4.

Throughout this section, let \( H \subseteq L^2(\mathbb{R}^n, \sigma) \). Then \( H \) acts on \( P_2(\mathbb{R}^n) \) by push-forward

\[
F_\sigma(h \ast \mu) = h \ast F_\sigma(\mu), \quad h \in H, \mu \in P_2(\mathbb{R}^n).
\]

This is a group action if \( H \) is a subgroup of \( L^2(\mathbb{R}^n, \sigma) \).

Fix \( \mu \in P_2(\mathbb{R}^n) \). Using the notation from Corollary 4.2, we denote by

\[
H \ast \mu = \{ h \ast \mu : h \in H \}
\]

the orbit of \( \mu \) with respect to the action of \( H \).

Note that \( H \) also acts on \( L^2(\mathbb{R}^n, \sigma) \) by composition, i.e. \( h \ast f = h \circ f \) for \( f \in L^2(\mathbb{R}^n, \sigma) \) and \( h \in H \). We also denote this action by \( \ast \).

We now derive some properties of this action in connection with the LOT embedding \( F_\sigma \).

**Definition 6.9.** Let \( \sigma, \mu \in P_2(\mathbb{R}^n), \sigma \ll \lambda \), and let \( H \subseteq L^2(\mathbb{R}^n, \sigma) \) be convex. If \( F_\sigma \) is compatible with \( \mu \)-orbits with respect to the action of \( H \) (Definition 6.9) then \( F_\sigma(H \ast \mu) \) is convex.

**Remark 6.10.** Note that Equation (16) is exactly eq. (8). We just introduced a new notation via \( \ast \).

As is shown in Lemma 3.4, Condition (16) is satisfied by shifts and scalings in arbitrary dimension, and by all monotonically increasing functions in dimension \( n = 1 \).

A version of the following lemma is also proved in [1].

**Lemma 6.11.** Let \( \sigma, \mu \in P_2(\mathbb{R}^n), \sigma \ll \lambda \), and let \( H \subseteq L^2(\mathbb{R}^n, \sigma) \) be convex. If \( F_\sigma \) is compatible with \( \mu \)-orbits with respect to the action of \( H \) (Definition 6.9) then \( F_\sigma(H \ast \mu) \) is convex.

**Proof.** We prove that for \( f \in L^2(\mathbb{R}^n, \sigma) \), convexity of \( H \) implies convexity of \( H \ast f \). This together with condition (16) then implies convexity of \( F_\sigma(H \ast \mu) \).

Let \( c \in [0, 1] \) and let \( h_1, h_2 \in H \). Then

\[
(1 - c)(h_1 \circ f) + c(h_2 \circ f) = ((1 - c)h_1 + ch_2) \circ f \in H \ast f.
\]
Theorem 6.12. Let $\sigma, \mu, \nu \in \mathcal{P}_2(\mathbb{R}^n)$, $\sigma \ll \lambda$ and let $\mathcal{H} \subseteq L^2(\mathbb{R}^n, \sigma)$ be convex. Further assume that $F_\sigma$ is compatible with both $\mu$- and $\nu$-orbits with respect to the action of $\mathcal{H}$ (Definition 6.9). If $\mathcal{H} \ast \mu$ is closed and $\mathcal{H} \ast \nu$ is compact, and these two sets are disjoint, then $F_\sigma(\mathcal{H} \ast \mu)$ and $F_\sigma(\mathcal{H} \ast \nu)$ are linearly separable.

Proof. Since $F_\sigma$ is continuous, $F_\sigma(\mathcal{H} \ast \mu)$ is compact and $F_\sigma(\mathcal{H} \ast \nu)$ is closed. Since $F_\sigma$ is injective (Lemma 3.2), they are also disjoint. Lemma 6.11 implies that both images are convex. Therefore, the Hahn-Banach Theorem implies separability. $\square$

Definition 6.9 is a strong condition which is satisfied for shifts and scalings. In the following we show a linear separability result which relaxes this condition. Indeed, we show that Theorem 6.12 is also true if we extend $\mathcal{H}$ by functions which are $\varepsilon$-close to shifts and scalings in $L^2(\mathbb{R}^n, \sigma)$. In analogy to Definition 6.9 we define compatibility of $F_\sigma$ with respect to $\mu$-orbits up to an error $\varepsilon$.

Definition 6.13. Let $\sigma, \mu \in \mathcal{P}_2(\mathbb{R}^n)$, $\sigma \ll \lambda$, let $\mathcal{H} \subseteq L^2(\mathbb{R}^n, \sigma)$, and let $\varepsilon > 0$. We say that $F_\sigma$ is $\varepsilon$-compatible with $\mu$-orbits with respect to the action of $\mathcal{H}$ if

$$
\|F_\sigma(h \ast \mu) - h \ast F_\sigma(\mu)\|_\sigma < \varepsilon \quad h \in \mathcal{H}.
$$

There is also an analog to Lemma 6.11.

Lemma 6.14. Let $\sigma, \mu \in \mathcal{P}_2(\mathbb{R}^n)$, $\sigma \ll \lambda$, let $\mathcal{H} \subseteq L^2(\mathbb{R}^n, \sigma)$ be convex, and let $\varepsilon > 0$. If $F_\sigma$ is $\varepsilon$-compatible with $\mu$-orbits with respect to the action of $\mathcal{H}$ (Definition 6.13) then $F_\sigma(\mathcal{H} \ast \mu)$ is $2\varepsilon$-convex (Definition 6.18).

Proof. Let $h_1, h_2 \in \mathcal{H}$ and $c \in [0, 1]$. Define $h = (1-c)h_1 + ch_2 \in \mathcal{H}$. We aim at proving that

$$
\|(1-c)F_\sigma(h_1 \ast \mu) + cF_\sigma(h_2 \ast \mu) - F_\sigma(h \ast \mu)\|_\sigma < 2\varepsilon.
$$

To this end, we apply Definition 6.13

$$
\|(1-c)F_\sigma(h_1 \ast \mu) + cF_\sigma(h_2 \ast \mu) - F_\sigma(h \ast \mu)\|_\sigma \leq
\quad (1-c)\|F_\sigma(h_1 \ast \mu) - h_1 \ast F_\sigma(\mu)\|_\sigma + c\|F_\sigma(h_2 \ast \mu) - h_2 \ast F_\sigma(\mu)\|_\sigma
+ \|h \ast F_\sigma(\mu) - F_\sigma(h \ast \mu)\|_\sigma
< (1-c)\varepsilon + c\varepsilon + \varepsilon = 2\varepsilon.
$$

This lemma allows us to establish the most general form of the linear separability theorem, which simply requires the additional assumption that the two families generated by action $\mathcal{H}$, $\mathcal{H} \ast \mu$ and $\mathcal{H} \ast \nu$, have a minimal distance greater than $6\varepsilon$.

Theorem 6.15. Let $\sigma, \mu, \nu \in \mathcal{P}_2(\mathbb{R}^n)$, $\sigma \ll \lambda$, let $\mathcal{H} \subseteq L^2(\mathbb{R}^n, \sigma)$ be convex, and let $\varepsilon > 0$. Further assume that $F_\sigma$ is $\varepsilon$-compatible with both $\mu$- and $\nu$-orbits with respect to the action of $\mathcal{H}$ (Definition 6.13). If $\mathcal{H} \ast \mu$ and $\mathcal{H} \ast \nu$ are compact, and $W_2(h_1 \ast \mu, h_2 \ast \nu) > 6\varepsilon$ for all $h_1, h_2 \in \mathcal{H}$, then $F_\sigma(\mathcal{H} \ast \mu)$ and $F_\sigma(\mathcal{H} \ast \nu)$ are linearly separable.
Proof. Since \( F_\sigma \) is continuous, both \( A = F_\sigma(\mathcal{H} \ast \mu) \) and \( B = F_\sigma(\mathcal{H} \ast \nu) \) are compact. Now consider the closed convex hull of these sets, i.e. consider \( \text{conv}(A) \) and \( \text{conv}(B) \). The closed convex hull of compact sets is compact again in a completely metrizable locally convex space [2, Theorem 5.35]. Thus, in order to apply the Hahn-Banach theorem to \( \text{conv}(A) \) and \( \text{conv}(B) \), we only need to show that these sets are disjoint.

Lemma 6.16 implies
\[ 6\varepsilon < W_2(h_1 \ast \mu, h_2 \ast \nu) \leq \| F_\sigma(h_1 \ast \mu) - F_\sigma(h_2 \ast \nu) \|_\sigma, \]
for \( h_1, h_2 \in \mathcal{H} \). Therefore \( d(A, B) > 6\varepsilon \), where \( d \) denotes the distance between sets.

Since \( F_\sigma \) is \( \varepsilon \)-compatible with respect to both \( \mu \)- and \( \nu \)-orbits, Lemma 6.14 implies that both \( A \) and \( B \) are \( 2\varepsilon \)-convex (Definition 6.18). This means that \( d(\text{conv}(A), A) < 2\varepsilon \) and \( d(\text{conv}(B), B) < 2\varepsilon \).

Lemma 6.19 now implies that \( d(\text{conv}(A), \text{conv}(B)) > \varepsilon \). Therefore the closure of these sets has positive distance, \( d(\text{conv}(A) \cap \text{conv}(B)) > 0 \), which implies that \( \text{conv}(A) \cap \text{conv}(B) = \emptyset \). \( \square \)

6.3 Proofs of Section 3
Proof of Lemma 3.2. To prove part 1 of the lemma, we show continuity and injectivity of \( F_\sigma \).

The stability of transport maps as described in [31, Corollary 5.23] implies that \( F_\sigma \) is continuous.

If \( F_\sigma(\nu_1) = F_\sigma(\nu_2) \), then \( T_{\nu_1}^{\nu_2} = T_{\nu_2}^{\nu_1} \). In particular this implies
\[ \nu_1 = T_{\nu_1}^{\nu_2} \sigma = T_{\nu_2}^{\nu_1} \sigma = \nu_2. \]
This implies injectivity of \( F_\sigma \).

To prove part 2 of the lemma, let \( c \in [0, 1] \) and let \( \nu_1, \nu_2 \in \mathcal{P}_2(\mathbb{R}^n) \). We define
\[ T(x) := (1 - c) F_\sigma(\nu_1)(x) + c F_\sigma(\nu_2)(x), \quad x \in \mathbb{R}^n. \]
We need to show that there exists \( \nu_3 \in \mathcal{P}_2(\mathbb{R}^n) \) such that \( T = F_\sigma(\nu_3) \). To this end, we define \( \nu_3 := T_{\nu_3} \sigma \). By definition, \( T \) pushes \( \sigma \) to \( \nu_3 \). We now show that \( T \) can be written as the gradient of a convex function.

By Theorem 2.1 there exist convex functions \( \varphi_1, \varphi_2 \) such that \( T_{\nu_1}^{\nu_2} \) and \( T_{\nu_2}^{\nu_1} \) can be written uniquely as \( T_{\nu_j}^{\nu_i}(x) = \nabla \varphi_{ij}(x), \quad j = 1, 2, x \in \mathbb{R}^n \). This implies that \( T(x) = \nabla \varphi_3(x) \), with the convex function
\[ \varphi_3(x) = (1 - c) \varphi_1(x) + c \varphi_2(x), \quad x \in \mathbb{R}^n. \]

Theorem 2.1 thus implies that \( T = T_{\nu_3}^{\nu_3} \), which proves \( T = F_\sigma(\nu_3) \). \( \square \)

Proof of Lemma 3.4. On \( \mathbb{R} \) recall that
\[ T_\sigma^{\nu} = G_\nu^{-1} \circ G_\sigma, \quad (17) \]
where $G_\sigma$ denotes the cdf of $\sigma$ defined by $G_\sigma(x) = \sigma(\langle -\infty, x \rangle)$. Now if $h$ is monotonically increasing, we have $G_{h\mu} = G_\mu \circ h^{-1}$, which implies compatibility.

Let $n \geq 1$ and $h \in \mathcal{E}$. We first consider the case $h = S_a$ for some $a \in \mathbb{R}^n$. By Theorem 2.1 both $T_\sigma^\nu$ and $T_\sigma^{S_a\nu}$ exist. We now prove $T_\sigma^{S_a\nu} = S_a \circ T_\sigma^\nu$, which shows the result for $h = S_a$.

Again, by Theorem 2.1 there exists a unique convex function $\varphi$ such that $T_\sigma^\nu = \nabla \varphi$. Then

$$(S_a \circ T_\sigma^\nu)(x) = \nabla \varphi(x) + a = \nabla (\varphi(x) + \langle a, x \rangle) = \nabla \psi(x),$$

where $\psi$ is also convex.

Due to the general property

$$(\bar{T} \circ T)_\mu \sigma = \bar{T}_\sigma (T_\sigma \sigma)$$

(18)

for maps $T, \bar{T}$, we have that $S_a \circ T_\sigma^\nu$ pushes $\sigma$ to $S_{a\nu}$. Therefore Theorem 2.1 implies that $S_a \circ T_\sigma^\nu = T_\sigma^{S_a\nu}$.

We now consider the case $h = R_c$ for some $c \in \mathbb{R}$. By Theorem 2.1 both $T_\sigma^\nu$ and $T_\sigma^{R_c\nu}$ exist. We now prove that $T_\sigma^{R_c\nu} = R_c \circ T_\sigma^\nu$, which implies the result for $h = R_c$.

Again, by Theorem 2.1 there exists a unique convex function $\varphi$ such that $T_\sigma^\nu = \nabla \varphi$. Then

$$(R_c \circ T_\sigma^\nu)(x) = c \nabla \varphi(x) = \nabla c \varphi(x) = \nabla \psi(x),$$

where $\psi$ is also convex. Furthermore, by eq. (18), $R_c \circ T_\sigma^\nu$ pushes $\sigma$ to $R_{c\nu}$. Therefore Theorem 2.1 implies $T_\sigma^{R_c\nu} = R_c \circ T_\sigma^\nu$.

\section{6.4 Proofs of Section 4}

We first establish an approximation result:

\textbf{Lemma 6.16.} Let $\sigma, \mu, \nu \in \mathcal{P}_2(\mathbb{R}^n)$, $\sigma, \mu \ll \lambda$, then we have

$$W_2(\mu, \nu) \leq \|F_\sigma(\mu) - F_\sigma(\nu)\|_\sigma \leq W_2(\mu, \nu) + \|T_\mu^\nu - T_\mu^\sigma \circ T_\mu^\nu\|_\mu.$$  

We also have an upper bound by the triangle inequality

$$\|F_\sigma(\mu) - F_\sigma(\nu)\|_\sigma \leq W_2(\mu, \sigma) + W_2(\sigma, \nu).$$

\textbf{Proof.} By the change-of-variables formula we have

$$\|F_\sigma(\mu) - F_\sigma(\nu)\|_\sigma = \|T_\mu^\nu - T_\mu^\sigma\|_\sigma = \|\text{Id} - T_\mu^\nu \circ T_\mu^\nu\|_\mu$$

(19)

Since $T_\mu^\nu \circ T_\mu^\nu$ pushes $\mu$ to $\nu$, $W_2(\mu, \nu) \leq \|F_\sigma(\mu) - F_\sigma(\nu)\|_\sigma$ follows.

For the first upper bound on $\|F_\sigma(\mu) - F_\sigma(\nu)\|_\sigma$ note the following

$$\|\text{Id} - T_\mu^\nu \circ T_\mu^\nu\|_\mu \leq \|\text{Id} - T_\mu^\nu\|_\mu + \|T_\mu^\nu - T_\mu^\sigma \circ T_\mu^\nu\|_\mu \leq W_2(\mu, \nu) + \|T_\mu^\nu - T_\sigma^\nu \circ T_\mu^\nu\|_\mu.$$ The second upper bound by $W_2(\mu, \sigma) + W_2(\sigma, \nu)$ follows from the triangle inequality.
Lemma 6.16 shows that the error occurring in the LOT approximation of the Wasserstein distance is determined by the $L^2$-error between the map $T^\nu \circ T^\sigma_\mu$ and the correct transport map $T^\sigma_\mu$. This means that the LOT embedding replaces the transport $T^\nu_\mu$ by $T^\sigma_\mu \circ T^\sigma_\mu$ and computes the Wasserstein distance from this map.

Lemma 6.16 shows that in case the relation

$$ T^\nu_\mu = T^\sigma_\mu \circ T^\sigma_\mu $$

is satisfied, the LOT embedding is an isometry. Also, if eq. (20) is satisfied up to an error $\varepsilon > 0$, then $\varepsilon$ is also the maximal error between the LOT embedding and the correct transport map.

Lemma 6.17. Fix $\sigma, \mu \in \mathcal{P}_2(\mathbb{R}^n)$, $\sigma \ll \lambda$. If $F_\sigma$ is compatible with $\mu$-pushforwards of a set of functions $\mathcal{H} \subseteq L^2(\mathbb{R}^n, \mu)$ (see eq. (8)) then for $h_1, h_2 \in \mathcal{H}$ we have

$$ T^{h_{21}_\mu} = T^{h_{21}_\mu} \circ T^{h_{21}_\mu}. $$

Proof. Denote by $\nu_1 = h_{12}_\mu$, $\nu_2 = h_{22}_\mu$. Compatibility (eq. (8)) implies

$$ T^{\nu_1} = h_1 \circ T^{\mu}, \quad j = 1, 2. $$

This implies

$$ T^{\nu_1} \circ T^{\nu_1} = h_2 \circ (h_1 \circ T^{\nu_1})^{-1} = h_2 \circ (h_1 \circ T^{\nu_1})^{-1} = h_2 \circ h_1^{-1}. $$

Again by eq. (8), we obtain

$$ T^{\nu_1} = h_2 \circ T^{\nu_1} = h_2 \circ (T^{\nu_1})^{-1} = h_2 \circ (h_1 \circ T^{\nu_1})^{-1} = h_2 \circ h_1^{-1}. $$

Proof of Theorem 4.1. Since $g_1, g_2 \in \mathcal{G}_{\mu, R, \varepsilon}$ there exist $h_1, h_2 \in \mathcal{E}_{\mu, R}$ such that $\|g_1 - h_1\|_\mu < \varepsilon$ and $\|g_2 - h_2\|_\mu < \varepsilon$. The triangle inequality implies

$$ \|F_\sigma(g_1) - F_\sigma(g_2)\|_\sigma \leq \|F_\sigma(g_1) - F_\sigma(h_1)\|_\sigma + \|F_\sigma(h_1) - F_\sigma(h_2)\|_\sigma + \|F_\sigma(h_2) - F_\sigma(g_2)\|_\sigma $$

Corollary 4.2, eq. (15) and the triangle inequality imply

$$ \|F_\sigma(h_1) - F_\sigma(h_2)\|_\sigma = W_2(h_1, h_2) \leq W_2(h_1, g_1) + W_2(g_1, g_2) + W_2(g_2, h_2) \leq \|g_1 - h_1\|_\mu + W_2(g_1, g_2) + \|g_2 - h_2\|_\mu \leq 2\varepsilon + W_2(g_1, g_2). $$

Now we distinguish the two cases of the theorem

1. For this part, we use the following Hölder-$\frac{2}{15}$ regularity result by [21]:

$$ \|F_\sigma(\nu_1) - F_\sigma(\nu_2)\|_\sigma \leq C W_2(\nu_1, \nu_2)^{2/15}, $$
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We show that (16) is satisfied. Thus we can apply Theorem 6.12.

By Remark 6.10, the compatibility condition

Proof of Corollaries 4.6 and 4.7. We note that the δ

orbits with respect to the action of

We further note that

To bound

This, together with (22) and (23) gives the overall bound

for \( i = 1, 2 \) we get

This, together with (22) and (23) gives the overall bound

2. With regularity assumptions on \( \sigma, \mu \), Corollary 6.7 implies that there exist constants \( C_{\sigma,\mu,R}, \overline{C}_{\sigma,\mu,R} \) such that

for \( i = 1, 2 \). Note that the same constants can be used for \( i = 1 \) and \( i = 2 \) since \( R \) bounds both \( h_1 \) and \( h_2 \). This, together with (22) and (23) gives the overall bound

which concludes the proof. \( \square \)

Proof of Corollaries 4.6 and 4.7. By Remark 6.10, the compatibility condition (10) is satisfied. Thus we can apply Theorem 6.12. \( \square \)

Proof of Theorem 4.4. We show that \( F_\sigma \) is \( \delta \)-compatible with both \( \mu \)- and \( \nu \)-orbits with respect to the action of \( \mathcal{G} \). Then the result follows from Theorem 6.15. We note that the \( \delta \) will be as in Remark 4.5.

Let \( g \in \mathcal{G} \) and \( h \in \mathcal{E}_{\lambda,R} \) such that \( ||g - h|| \leq \varepsilon \). Since \( h \in \mathcal{E}_{\lambda,R} \) it is compatible with \( \mu \)-orbits. First note that

We further note that

To bound \( ||F_\sigma(g*\mu) - F_\sigma(h*\mu)||_\sigma \), we distinguish the two cases as in the theorem:

1. We use the Hölder bound (24) and (15):

Therefore, overall, \( F_\sigma \) is \( \delta \)-compatible with \( \delta = ||f_\mu||_\infty^{1/2} \varepsilon + C \left(||f_\mu||_\infty^{1/2} \varepsilon \right)^{2/15} \).
2. Corollary 6.7 implies
\[ \|F_\sigma (g \# \mu) - F_\sigma (h \# \mu)\|_\sigma \leq \left( \frac{4R}{K_\mu^\sigma} + 1 \right) \|g - h\|_{\mu} + \sqrt{4R \frac{W_2(\sigma, \mu) + R + \|I\|_\mu}{K_\mu^\sigma}} \|g - h\|_{\mu}^{1/2} \]
\[ \leq \left( \frac{4R}{K_\mu^\sigma} + 1 \right) \left( \|f_\mu\|_\infty^{1/2} \varepsilon \right) + \sqrt{4R \frac{W_2(\sigma, \mu) + R + \|I\|_\mu}{K_\mu^\sigma}} \left( \|f_\mu\|_\infty^{1/2} \varepsilon \right)^{1/2} \]

Therefore, overall, \( F_\sigma \) is \( \delta \)-compatible with
\[ \delta = \left( \frac{4R}{K_\mu^\sigma} + 2 \right) \left( \|f_\mu\|_\infty^{1/2} \varepsilon \right) + \sqrt{4R \frac{W_2(\sigma, \mu) + R + \|I\|_\mu}{K_\mu^\sigma}} \left( \|f_\mu\|_\infty^{1/2} \varepsilon \right)^{1/2}. \]

Similarly, it can be shown that \( F_\sigma \) is \( \delta \)-compatible with \( \nu \)-orbits (now \( \delta \) depending on \( \nu \)). Thus by taking the maximum between those \( \delta \) values and multiplying by 6 (distance conditions in Theorem 6.15), all the assumptions of Theorem 6.15 are satisfied and linear separability follows.

6.5 A useful result in normed spaces

In this section we derive a result on almost convex sets for general normed spaces. It states that if two almost convex sets are separated by a positive value, then their convex hull can also be separated.

This result is needed for the almost linear separability proof for perturbed shifts and scalings (Theorems 4.4 and 6.15).

**Definition 6.18.** Let \((X, \| \cdot \|)\) be a normed space and let \( \varepsilon > 0 \). \( X \) is called \( \varepsilon \)-convex if for every \( x_1, x_2 \in X \) and \( c \in [0, 1] \) there exists \( x \in X \) such that
\[ \|(1 - c) x_1 + c x_2 - x\| < \varepsilon. \]

This definition states that for an \( \varepsilon \)-convex set \( X \), \( d(\text{conv}(X), X) < \varepsilon \), where \( \text{conv}(X) \) denotes the convex hull of \( X \) and \( d \) is the distance between sets.

**Lemma 6.19.** Let \((X, \| \cdot \|)\) be a normed space and let \( \varepsilon > 0 \). Consider two \( \varepsilon \)-convex sets \( A, B \subset X \). If \( d(A, B) > 3\varepsilon \), then \( d(\text{conv}(A), \text{conv}(B)) > \varepsilon. \)

**Proof.** Let \( a \in A \) and \( c_b \in \text{conv}(B) \). Let \( b \in B \) such that \( \|c_b - b\| < \varepsilon \) Then
\[ \|a - c_b\| \geq \|a - b\| - \|b - c_b\| > 3\varepsilon - \varepsilon = 2\varepsilon. \]

Therefore \( d(A, \text{conv}(B)) > 2\varepsilon \). Similarly one can prove that \( d(B, \text{conv}(A)) > 2\varepsilon \).

Now let \( c_a \in \text{conv}(A) \) and \( c_b \in \text{conv}(B) \) and choose \( b \in B \) such that \( \|c_b - b\| < \varepsilon \). Then we have
\[ \|c_a - c_b\| \geq \|c_a - b\| - \|b - c_b\| > 2\varepsilon - \varepsilon = \varepsilon, \]
which implies that \( d(\text{conv}(A), \text{conv}(B)) > \varepsilon. \)
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