EXTREMALITY OF TRANSLATION-INVARIANT PHASES FOR A FINITE-STATE SOS-MODEL ON THE BINARY TREE
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Abstract. We consider the SOS (solid-on-solid) model, with spin values 0, 1, 2, on the Cayley tree of order two (binary tree). We treat both ferromagnetic and antiferromagnetic coupling, with interactions which are proportional to the absolute value of the spin differences.

We present a classification of all translation-invariant phases (splitting Gibbs measures) of the model: We show uniqueness in the case of antiferromagnetic interactions, and existence of up to seven phases in the case of ferromagnetic interactions, where the number of phases depends on the interaction strength.

Next we investigate whether these states are extremal or non-extremal in the set of all Gibbs measures, when the coupling strength is varied, whenever they exist. We show that two states are always extremal, two states are always non-extremal, while three of the seven states make transitions between extremality and non-extremality. We provide explicit bounds on these transition values, making use of algebraic properties of the models, and an adaptation of the method of Martinelli, Sinclair, Weitz.
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1. Introduction

A solid-on-solid (SOS) model is a spin system with spins taking values in (a subset of) the integers, and formal Hamiltonian

$$H(\sigma) = -J \sum_{\langle x, y \rangle} |\sigma(x) - \sigma(y)|,$$

where $J \in \mathbb{R}$ is a coupling constant. An (infinite-volume) spin-configuration $\sigma$ is a function from the vertices of the underlying graph to the local configuration space $\Phi \subset \mathbb{Z}$. The vertex will be the Cayley tree in our case, and for most of our analysis we will restrict to the binary tree. As usual, $\langle x, y \rangle$ denotes a pair of nearest neighbor vertices. For the local configuration space $\Phi$ we consider in the present paper the finite set $\Phi := \{0, 1, \ldots, m\}$, where $m \geq 1$. Most of the times we will further specify to $m = 2$ for which we will present an (almost) complete analysis of the translation-invariant.
The model can be considered as a generalization of the Ising model, which corresponds to \( m = 1 \), or a less symmetric variant of the Potts model. SOS-models on the cubic lattice were analyzed in [9] where an analogue of the so-called Dinaburg–Mazel–Sinai theory was developed. Besides interesting phase transitions in these models, the attention to them is motivated by applications, in particular in the theory of communication networks; see, e.g., [4], [12].

SOS models with \( \Phi = \mathbb{Z} \) have been used as simplified discrete interface models which should approximate the behavior of a Dobrushin-state in an Ising model when the underlying graph is \( \mathbb{Z}^d \), and \( d \geq 2 \). While there is the issue of possible non-existence of Gibbs-states in the case of such unbounded spins, in particular in the additional presence of disorder (see [1] and [2]), this issue is not present here, and we are looking for a classification of the phases.

Indeed, compared to the Potts model, the SOS model has less symmetry: The full symmetry of the Hamiltonian under joint permutation of the spin values is reduced to the mirror symmetry, which is the invariance of the model under the map \( \sigma_i \mapsto m - \sigma_i \) on the local spin space. Therefore one expects a more diverse structure of phases. Note that, in the ferromagnetic case it is intuitively plausible that the ground states corresponding to ‘middle-level surfaces’ will be ‘dominant’ as they carry more entropy. This observation was made formal in [9] for the model on a cubic lattice.

To the best of our knowledge, the first paper devoted to the SOS model on the Cayley tree is [13]. In [13] the case of arbitrary \( m \geq 1 \) is treated and a vector-valued functional equation for possible boundary laws of the model is obtained. Recall that each solution to this functional equation determines a splitting Gibbs measure (SGM), in other words a tree-indexed Markov chain. Such measures can be obtained by propagating spin values along the edges of the tree, from root to the outside, with a transition matrix depending on initial Hamiltonian and the boundary law solution. In particular the constant (site-independent) boundary laws then define translation-invariant (TI) SGMs.

Also the symmetry (or absence of symmetry) of the Gibbs measures under spin reflection is seen in terms of the corresponding boundary law. TISGM’s which are symmetric have already been studied in SOS models in the particular cases of \( m = 2 \) in [13], and \( m = 3 \) in [12]. See also [14] for more details about SOS models on trees.

However, the study of TISGMs which are not mirror symmetric is new. In this paper we describe all TISGMs (including (non-)symmetric ones) of the three-state \( (m = 2) \) SOS model on the Cayley tree of order two.

The paper is organized as follows. Section 2 contains preliminaries (necessary definitions and facts) and the main result of this paper. In Section 3 we shall give the description of all TISGMs, and show that their number can be up to seven, at any given value of the coupling. We then turn to the question of their extremality. Analogous questions has been studied by the authors for all TISGMs of the Potts model in [6], [7] and we will draw from our experience to treat the present situation, incorporating the non-symmetric states. As we will see, our classification for the
SOS-model leaves fewer gaps than for the Potts model. More precisely, Subsection 4.1 is devoted to conditions implying the non-extremality for each such TISGM. We shall investigate whether and for which phases and temperatures the Kesten-Stigum condition \[5\] for the second largest eigenvalue of the transition matrix holds. Subsection 4.2 is then devoted to the converse problem of giving conditions for extremality of TISGMs in our model. Here we use the approach of Martinelli, Sinclair, Weitz \[8\] to derive our bounds on the parameter regimes for the absence of reconstruction solvability (extremality).

2. Preliminaries and the main result

\textit{Cayley tree.} The Cayley tree \(\Gamma^k\) of order \(k \geq 1\) is an infinite tree, i.e., a graph without cycles, such that exactly \(k + 1\) edges originate from each vertex. Let \(\Gamma^k = (V, L)\) where \(V\) is the set of vertices and \(L\) the set of edges. Two vertices \(x\) and \(y\) are called \textit{nearest neighbors} if there exists an edge \(l \in L\) connecting them. We will use the notation \(l = (x, y)\). A collection of nearest neighbor pairs \((x, x_1), (x_1, x_2), \ldots, (x_{d-1}, y)\) is called a \textit{path} from \(x\) to \(y\). The distance \(d(x, y)\) on the Cayley tree is the number of edges of the shortest path from \(x\) to \(y\) (which is the unique path if no edges are crossed twice).

For a fixed \(x^0 \in V\), called the root, we set
\[
W_n = \{x \in V \mid d(x, x^0) = n\}, \quad V_n = \bigcup_{m=0}^{n} W_m
\]
and denote by
\[
S(x) = \{y \in W_{n+1} : d(x, y) = 1\}, \quad x \in W_n,
\]
the set of \textit{direct successors} of \(x\).

\textit{SOS model.} We consider models where the spin takes values in the set \(\Phi := \{0, 1, \ldots, m\}, m \geq 2\), and is assigned to the vertices of the tree. A configuration \(\sigma\) on \(V\) is then defined as a function \(x \in V \mapsto \sigma(x) \in \Phi\); the set of all configurations is \(\Phi^V\). The (formal) Hamiltonian is of an SOS form:
\[
H(\sigma) = -J \sum_{(x,y) \in L} |\sigma(x) - \sigma(y)|, \quad (2.1)
\]
where \(J \in \mathbb{R}\) is a coupling constant.

Here, \(J < 0\) gives a ferromagnetic and \(J > 0\) an anti-ferromagnetic model.

We use a standard definition of a Gibbs measure (which is an infinite-volume measure which satisfies the DLR equation), and of a translation-invariant (TI) measure (which is a measure which is invariant under translations which map the tree onto itself). Also, we call measure \(\mu\) \textit{symmetric} if it is preserved under the simultaneous change \(j \mapsto m - j\) at each vertex \(x \in V\).

\textit{Functional equations and splitting Gibbs measures.} Now we shall give a system of functional equations for boundary laws \(z\) (or equivalently boundary fields \(h\)) whose solutions correspond to Gibbs measures of SOS model on the Cayley tree.
Every extremal Gibbs measure arises in this way (even without the requirement of translation-invariance), but not necessarily every measure which arises in this way is extremal, see \[3\]. We recall the derivation of the equations via the compatibility requirement for the convenience of the reader.

Let \( h : x \mapsto h_x = (h_{0,x}, h_{1,x}, \ldots, h_{m,x}) \in \mathbb{R}^{m+1} \) be a real vector-valued function of \( x \in V \setminus \{x^0\} \), assigning to the vertex \( x \) a boundary field (depending on the \( m + 1 \) different spin-values in the local spin space \( \Phi \)).

Given \( n = 1, 2, \ldots \), consider the probability distribution \( \mu_n \) on \( \Phi^{V_n} \) defined by

\[
\mu^{(n)}(\sigma_n) = Z_n^{-1} \exp \left( -\beta H(\sigma_n) + \sum_{x \in W_n} h_{\sigma(x),x} \right). \tag{2.2}
\]

Here, \( \sigma_n : x \in V_n \mapsto \sigma(x) \) and \( Z_n \) is the corresponding partition function:

\[
Z_n = \sum_{\tilde{\sigma}_n \in \Phi^{V_n}} \exp \left( -\beta H(\tilde{\sigma}_n) + \sum_{x \in W_n} h_{\tilde{\sigma}(x),x} \right). \tag{2.3}
\]

We say that the probability distributions \( \mu^{(n)} \) are compatible if \( \forall \ n \geq 1 \) and \( \sigma_{n-1} \in \Phi^{V_{n-1}} \):

\[
\sum_{\omega_n \in \Phi^{V_n}} \mu^{(n)}(\sigma_{n-1} \lor \omega_n) = \mu^{(n-1)}(\sigma_{n-1}). \tag{2.4}
\]

Here \( \sigma_{n-1} \lor \omega_n \in \Phi^{V_n} \) is the concatenation of \( \sigma_{n-1} \) and \( \omega_n \). In this case there exists a unique measure \( \mu \) on \( \Phi^V \) such that, \( \forall \ n \) and \( \sigma_n \in \Phi^{V_n} \), \( \mu \left( \left\{ \sigma_{|V_n} = \sigma_n \right\} \right) = \mu^{(n)}(\sigma_n) \). Such a measure is called a splitting Gibbs measure (SGM) corresponding to Hamiltonian \( H \) and function \( x \mapsto h_x \), \( x \neq x^0 \).

The following statement describes the conditions on the boundary fields \( h_x \) guaranteeing compatibility of distributions \( \mu^{(n)}(\sigma_n) \). When we do this we can reduce the dimension by one since boundary fields (which act as energies in the exponent) are defined only up to additive constants.

**Proposition 1.** [17] Probability distributions \( \mu^{(n)}(\sigma_n) \), \( n = 1, 2, \ldots \), in (2.2) are compatible iff for any \( x \in V \setminus \{x^0\} \) the following equation holds:

\[
h^*_x = \sum_{y \in S(x)} F(h^*_y, m, \theta). \tag{2.5}
\]

Here,

\[
\theta = \exp(J\beta), \tag{2.6}
\]

\( h^*_x \) stands for the vector \((h_{0,x} - h_{m,x}, h_{1,x} - h_{m,x}, \ldots, h_{m-1,x} - h_{m,x}) \) and the vector function \( F(\cdot, m, \theta) : \mathbb{R}^m \to \mathbb{R}^m \) is \( F(h, m, \theta) = (F_0(h, m, \theta), \ldots, F_{m-1}(h, m, \theta)) \), with

\[
F_i(h, m, \theta) = \ln \frac{\sum_{j=0}^{m-1} \theta^{j-i} \exp(h_j) + \theta^{m-i}}{\sum_{j=0}^{m-1} \theta^{m-j} \exp(h_j) + 1}, \tag{2.7}
\]
From Proposition 1 it follows that for any \( h = \{h_x, \ x \in V\} \) satisfying (2.5) there exists a unique SGM \( \mu \) for SOS model. However, the analysis of solutions to (2.5) for an arbitrary \( m \) is not easy.

**Translation-invariant SGMs.** It is natural to begin with TI solutions where \( h_x = h \in \mathbb{R}^m \) is constant vector. In this case the equation (2.5) becomes

\[
z_i = \left( \frac{\sum_{j=0}^{m-1} \theta |i-j| z_j + \theta^{m-i}}{\sum_{j=0}^{m-1} \theta^{m-j} z_j + 1} \right)^k, \quad i = 0, \ldots, m - 1,
\]

where \( z_i = \exp(h_i) \). The vector \((z_0, \ldots, z_{m-1})\) is called a (translation-invariant) law.

More generally it is common, also in the non-translation invariant case, to call the exponentials of boundary fields the boundary laws.

**Remark 1.** The system of equations (2.8) has parameters \( k \geq 2, m \geq 2 \) and \( \theta > 0 \), and it seems very difficult to find all solutions in the general case.

In cases \( m = 2 \) and \( m = 3 \) the existence of mirror symmetric solutions (i.e. with \( z_{m-j} = z_j, j = 0, 1, \ldots, m \)) to the system (2.8) were studied in [13] and [14]. In this paper our goal is to give full analysis of solutions of the system (2.8) for \( k = 2 \) and \( m = 2 \). We shall prove that in this case the system has up to seven solutions. Moreover we will find explicit formulas of the solutions, which we then use to check the (non-)extremality of the corresponding Gibbs measures.

**The main result.** The following theorem is the main result of this paper

**Theorem 1.** For the SOS model with \( m = 2 \) on the Cayley tree of order two the following assertions hold: there exist \( \theta_c (\approx 0.1414) \) and \( \theta'_c (\approx 0.295) \) such that

1. (Existence)
   1) If \( \theta > \theta_c \) then there exists a unique TISGM \( \mu_1 \);
   2) If \( \theta = \theta'_c \) then there are exactly three TISGMs \( \mu_i, i = 1, 4, 6 \);
   3) If \( \theta_c < \theta < \theta'_c \) then there are exactly five TISGMs \( \mu_i, i = 1, 4, 5, 6, 7 \);
   4) If \( \theta = \theta_c \) then there are exactly six such measures \( \mu_i, i = 1, 3, 4, 5, 6, 7 \);
   5) If \( \theta < \theta_c \) then there are exactly seven such measures \( \mu_i, i = 1, 2, 3, 4, 5, 6, 7 \).

II. (Extremality)
   a) There are values \( \bar{\theta} (\approx 2.655) \) and \( \bar{\theta} (\approx 2.876) \) such that the measure \( \mu_1 \) is extreme if \( \theta < \bar{\theta} \) and is non-extreme if \( \theta > \bar{\theta} \).
   b) The measures \( \mu_2 \) and \( \mu_3 \) are non-extreme (where they exist).
   c) There are values \( \theta^* (\approx 0.17172) \) and \( \theta^{**} (\approx 0.26586) \) such that the measures \( \mu_5 \) and \( \mu_6 \) are non-extreme if \( \theta < \theta^* \) and are extreme if \( \theta > \theta^{**} \).
   d) The measures \( \mu_4 \) and \( \mu_7 \) are extreme (where they exist).

\[1\text{see (3.8) for an exact value}\]
We shall find all solutions for the translation-invariant boundary laws in our model and prove part I of Theorem 1 in Section 3. Here we are helped by the nature of the binary tree which helps to keep the order of polynomials which need to be solved bounded by 4. In Subsection 4.1 we shall give results concerning to non-extremality and in Subsection 4.2 we give conditions of extremality.

3. Case $k = m = 2$: Full analysis of solutions

Assuming $k = m = 2$ the two-dimensional fixed point equation (2.8) for the two components of the boundary law can be written in terms of the convenient variables $x = \sqrt{z_0}$ and $y = \sqrt{z_1}$ in the form

$$x = \frac{x^2 + \theta y^2 + \theta^2}{\theta^2 x^2 + \theta y^2 + 1},$$
$$y = \frac{\theta x^2 + y^2 + \theta}{\theta^2 x^2 + \theta y^2 + 1} \quad (3.1)$$

From the equation (3.1) we get $x = 1$ or

$$\theta y^2 = (1 - \theta^2)x - \theta^2(x^2 + 1). \quad (3.3)$$

**Remark 2.** Since $x > 0$ we have that the equality (3.3) can hold iff $\theta < 1$.

3.1. Case: $x = 1$. In this case from the equation (3.2) we get

$$\theta y^3 - y^2 + (\theta^2 + 1)y - 2\theta = 0. \quad (3.4)$$

Using Cardano’s formula one can prove the following

**Lemma 1.** There exists a unique $\theta_c(\approx 0.1414)$ such that

- If $\theta < \theta_c$ then the equation (3.4) has three solutions $y_3 < y_2 < y_1$ which are positive.
- If $\theta = \theta_c$ then the equation has two positive solutions $y_2 < y_1$.
- If $\theta > \theta_c$ then the equation has one solution $y_1 > 0$.

3.2. Case: $x \neq 1$ and (3.3) is satisfied. By Remark 2 we should only consider the case $\theta < 1$. The equation (3.2) can be written as

$$y^2 = \left( \frac{\theta x^2 + y^2 + \theta}{\theta^2 x^2 + \theta y^2 + 1} \right)^2 \quad (3.5)$$

In the case when the equality (3.3) is satisfied from the equation (3.5) we get

$$((1 - \theta^2)x - \theta^2(x^2 + 1))\theta = \left( \frac{x}{x + 1} \right)^2,$$

which is equivalent to

$$\theta^3 x^4 + \theta(3\theta^2 - 1)x^3 + (4\theta^3 - 2\theta + 1)x^2 + \theta(3\theta^2 - 1)x + \theta^3 = 0. \quad (3.6)$$
Denoting $\xi = x + 1/x$ from (3.6) we get
\[ \theta^3 \xi^2 + \theta(3\theta^2 - 1)\xi + 2\theta^3 - 2\theta + 1 = 0. \] (3.7)
This equation has no solution if $D = \theta^2(\theta - 1)(\theta^3 + \theta^2 + 3\theta - 1) < 0$; it has a unique solution if $D = 0$ and two solutions if $D > 0$.

For $\theta < 1$ we note that $D = 0$ has a unique solution:
\[ \theta_c' = \frac{1}{3} \left( \sqrt[3]{26 + 6\sqrt{33}} - \frac{8}{\sqrt[3]{26 + 6\sqrt{33}}} - 1 \right) \approx 0.2956. \] (3.8)
Thus we have the following
- If $\theta \in (0, \theta_c')$ then the equation (3.7) has two solutions $\xi_1 < \xi_2$ with
  \[ \xi_1 = \frac{1 - 3\theta^2 - \sqrt{(\theta - 1)(\theta^3 + \theta^2 + 3\theta - 1)}}{2\theta^2}, \quad \xi_2 = \frac{1 - 3\theta^2 + \sqrt{(\theta - 1)(\theta^3 + \theta^2 + 3\theta - 1)}}{2\theta^2}; \]
- If $\theta = \theta_c'$ then the equation (3.7) has a unique solution $\xi_1 = \frac{1 - 3\theta^2}{2\theta^2}$;
- If $\theta \in (\theta_c', 1)$ then the equation (3.7) has no solution.

It is easy to see that $2 < \xi_1 < \xi_2$ for all $\theta < \theta_c'$. This allows to find all 4 positive solutions to the equation (3.6) explicitly, i.e. we have
\[ x_4 = \frac{1}{2}(\xi_2 - \sqrt{\xi_2^2 - 4}), \quad x_5 = \frac{1}{2}(\xi_1 - \sqrt{\xi_1^2 - 4}), \quad x_6 = \frac{1}{2}(\xi_1 + \sqrt{\xi_1^2 - 4}), \quad x_7 = \frac{1}{2}(\xi_2 + \sqrt{\xi_2^2 - 4}). \] (3.9)
In Fig. 1 the graphs of $x_i$, $i = 4, 5, 6, 7$ are shown.

Now to find corresponding $y$ we need the following

**Lemma 2.** For each $x \in \{x_4, x_5, x_6, x_7\}$ and $\theta \leq \theta_c'$ the RHS of (3.3) is positive, i.e.
\[ (1 - \theta^2)x - \theta^2(x^2 + 1) > 0. \]

**Proof.** We shall use that $x \in \{x_4, x_5, x_6, x_7\}$:
\[ (1 - \theta^2)x - \theta^2(x^2 + 1) = x - \theta^2(x^2 + x + 1) \]
\[ = x \left( 1 - \theta^2 \left( x + \frac{1}{x} + 1 \right) \right) = x(1 - \theta^2(x_i + 1)), \quad i = 1, 2. \]
In case $i = 1$ we have
\[ 1 - \theta^2(x_1 + 1) = \frac{1}{2}(1 + \theta^2 + \sqrt{(\theta - 1)(\theta^3 + \theta^2 + 3\theta - 1)}) \]
which is positive for any $\theta < \theta_c'$.

For $i = 2$ we have
\[ 1 - \theta^2(x_2 + 1) = \frac{1}{2}(1 + \theta^2 - \sqrt{(\theta - 1)(\theta^3 + \theta^2 + 3\theta - 1)}) \]
this number is positive, which can be easily checked for any $0 < \theta < \theta_c'$. \qed
Using this lemma we can define
\[ y_i = \frac{1}{\sqrt{\theta}} \sqrt{(1 - \theta^2)x_i - \theta^2(x_i^2 + 1)}, \quad i = 4, 5, 6, 7. \] (3.10)

In Fig. 2 the graphs of all \( y_i, i = 1, 2, ..., 7 \) are shown.

Summarizing we get the full characterization of solutions:

**Proposition 2.** The set of solutions to the system (3.1), (3.2) changes under variations of the parameter \( \theta \) is the following way. There exist \( \theta_c (\approx 0.1414) \) and \( \theta'_c \) (given by (3.8)) such that

- If \( \theta > \theta'_c \) then the system has a unique solution \( v_1 = (1, y_1) \);
- If \( \theta = \theta'_c \) then the system has three solutions \( v_1 = (1, y_1), v_4 = (x_4, y_4), v_6 = (x_6, y_6) \);
- If \( \theta_c < \theta < \theta'_c \) then the system has five solutions \( v_1 = (1, y_1), v_i = (x_i, y_i), i = 4, 5, 6, 7 \);
- If \( \theta = \theta_c \) then the system has six solutions \( v_1 = (1, y_1), v_i = (x_i, y_i), i = 3, 4, 5, 6, 7 \);
- If \( \theta < \theta_c \) then the system has seven solutions \( v_i = (x_i, y_i), i = 1, 2, 3, 4, 5, 6, 7 \),

where \( y_i, i = 1, 2, 3 \) are solutions of the equation (3.4) which can be given explicitly by Cardano’s formula, \( x_1 = x_2 = x_3 = 1, x_i \) and \( y_i \) for \( i = 4, 5, 6, 7 \) are given by formulas (3.9) and (3.10). (See Fig. 1 and 2 for graphs of these functions.)

As an immediate corollary to Propositions 1 and 2 we get part I of the Theorem where we denote by \( \mu_i \) the TISGM corresponding to \( v_i, i = 1, ..., 7 \).

4. Tree-indexed Markov chains of TISGMs.

A tree-indexed Markov chain is defined as follows. Suppose we are given a tree with vertices set \( V \), and a probability measure \( \nu \) and a transition matrix \( P = (P_{ij})_{i,j \in \Phi} \) on the single-site space which is here the finite set \( \Phi = \{0, 1, \ldots, m\} \). We can obtain a tree-indexed Markov chain \( X : V \to \Phi \) by choosing \( X(x^0) \) according to \( \nu \) and choosing \( X(v) \), for each vertex \( v \neq x^0 \), using the transition probabilities given the value of its parent, independently of everything else. See Definition 12.2 in [8] for a detailed definition.

We note that a TISGM corresponding to a vector \( v = (x, y) \in \mathbb{R}^2 \) (which is solution to the system (3.1), (3.2)) is a tree-indexed Markov chain with states \( \{0, 1, 2\} \) and transition probabilities matrix:

\[
P = \begin{pmatrix}
x^2 & \frac{\theta y^2}{x^2 + \theta y^2 + \theta} & \frac{\theta^2}{x^2 + \theta y^2 + \theta^2} \\
\frac{\theta x^2}{\theta x^2 + y^2 + \theta} & \frac{y^2}{\theta x^2 + y^2 + \theta} & \frac{\theta}{\theta x^2 + y^2 + \theta} \\
\frac{\theta^2 y^2}{\theta^2 x^2 + \theta y^2 + 1} & \frac{\theta y^2}{\theta^2 x^2 + \theta y^2 + 1} & \frac{1}{\theta^2 x^2 + \theta y^2 + 1}
\end{pmatrix}.
\] (4.1)
Since \((x, y)\) is a solution to the system \((3.1), (3.2)\) this matrix can be written in the following form
\[
P = \frac{1}{Z} \begin{pmatrix}
  x & \frac{\theta y^2}{x} & \frac{\theta^2}{x} \\
  \frac{\theta x^2}{y} & y & \frac{\theta}{y} \\
  \theta^2 x^2 & \theta y^2 & 1
\end{pmatrix},
\]
where \(Z = \theta^2 x^2 + \theta y^2 + 1\).

Simple calculations show that the matrix \((4.2)\) has three eigenvalues: 1 and
\[
\lambda_1(x, y, \theta) = \frac{x + y + 1 - Z - \sqrt{(1 + x + y - 3Z)^2 - 4\theta^2 Z x^{-1}(1 + x^3 + y^3)}}{2Z};
\]
\[
\lambda_2(x, y, \theta) = \frac{x + y + 1 - Z + \sqrt{(1 + x + y - 3Z)^2 - 4\theta^2 Z x^{-1}(1 + x^3 + y^3)}}{2Z},
\]
where \(\lambda_1\) and \(\lambda_2\) are solutions to
\[
Z x(1 - \lambda)^2 + x(1 + x + y - 3Z)(1 - \lambda) + \theta^2(1 + x^3 + y^3) = 0.
\]

4.1. **Conditions of non-extremality.** It is known (see, e.g., [3]) that for all \(\beta > 0\), the Gibbs measures form a non-empty convex compact set in the space of probability measures. Extreme measures, i.e., extreme points of this set are associated with pure phases. Furthermore, any Gibbs measure is an integral of extreme ones (the extreme decomposition). Thus extreme points are important to describe the convex set of all Gibbs measures. In this subsection we are going to find the regions of the parameter \(\theta\) where the TISGMs \(\mu_i\), \(i = 1, \ldots, 7\) are not extreme in the set of all Gibbs measures (including the non-translation invariant ones).

It is known that a sufficient (Kesten-Stigum) condition for non-extremality of a Gibbs measure \(\mu\) corresponding to the matrix \(P\) on a Cayley tree of order \(k \geq 1\) is that \(k\lambda_2^2 > 1\), where \(\lambda_2\) is the second largest (in absolute value) eigenvalue of \(P\) [5]. We are going to use this condition for TISGMs \(\mu_i\), \(i = 1, \ldots, 7\). We have all solutions of the system \((3.1), (3.2)\) and the eigenvalues of the matrix \(P\) in the explicit form. But these quantities have very complicated long form which are functions of the one real variable \(\theta\) only, and will use a computer for a numerical investigation of the relevant properties of the function.

Let us denote
\[
\lambda_{\text{max}, i}(\theta) = \max\{|\lambda_1(x_i, y_i, \theta)|, |\lambda_2(x_i, y_i, \theta)|\}, \quad i = 1, \ldots, 7.
\]

Using a computer one can obtain the graphs of the discriminant of the equation \((4.4)\) and note that \(\lambda_1(x_i, y_i, \theta)\) and \(\lambda_2(x_i, y_i, \theta)\) are real for any \(i = 1, \ldots, 7\). Moreover, we have
\[
\lambda_{\text{max}, i}(\theta) = \begin{cases}
  |\lambda_2(x_1, y_1, \theta)|, & \text{if } i = 1, \quad \theta < 1 \\
  |\lambda_1(x_1, y_1, \theta)|, & \text{if } i = 1, \quad \theta > 1 \\
  |\lambda_2(x_i, y_i, \theta)|, & \text{if } i = 2, 3, 4, 5, 6, 7.
\end{cases}
\]
Denote
\[ \eta_i(\theta) = 2\lambda_{\max,i}(\theta) - 1, \quad i = 1, \ldots, 7. \]

In Fig. 3 - Fig. 6 the graphs of the functions \( \eta_i \) are shown. Note that these are only functions of \( \theta \) and do not have any additional parameter. From the graphs one can see the regions of \( \theta \) for which the corresponding function is positive.

Thus we obtained the following proposition (which gives the results of the part II of Theorem I concerning to the non-extremality). Note that the parameter values we present might not be optimal, as it is not clear whether the Kesten-Stigum condition is optimal in our model, but there are the optimal values which are provided by the Kesten-Stigum condition.

**Proposition 3.**
1) There exists a value \( \tilde{\theta} \) (\( \approx 2.8765 \)) such that the measure \( \mu_1 \) is non-extreme for any \( \theta > \tilde{\theta} \).
2) For TISGMs \( \mu_i, i = 2, 3 \) the Kesten-Stigum condition is always satisfied, i.e. these measures are non-extreme for all values of \( \theta \) for which they exist.
3) There exists a value \( \theta^* \) (\( \approx 0.171719 \)) such that the measures \( \mu_5 \) and \( \mu_6 \) are non-extreme for any \( \theta < \theta^* \).
4) For TISGMs \( \mu_4 \) and \( \mu_7 \) the Kesten-Stigum condition is never hold.

4.2. Conditions for extremality. In this subsection we are going to find sufficient conditions for extremality (or non-reconstructability in information-theoretic language \cite{8}, \cite{10}, \cite{11}, \cite{16}) of TISGMs for the 3-state SOS model, depending on coupling strength parameterized by \( \theta \) and the boundary law. By the above-mentioned non-extremality conditions we know that \( \mu_i, i = 2, 3 \) are not-extreme, so in this subsection we shall consider the remaining TISGMs: \( \mu_i, i = 1, 4, 5, 6, 7 \).

We will prove the following proposition (which gives the results of part II of Theorem I concerning sufficient conditions for extremality.)

**Proposition 4.** The following assertions hold.
(a) The exists \( \tilde{\theta} \) (\( \approx 2.656 \)) such that the measure \( \mu_1 \) is extreme for any \( \theta < \tilde{\theta} \) (see Fig. 7).
(b) There exists \( \theta^{**} < \theta' \) such that the measures \( \mu_5 \) and \( \mu_6 \) are extreme for any \( \theta > \theta^{**} \).
(c) The measures \( \mu_4 \) and \( \mu_7 \) are extreme as soon as they exist (see Fig. 8).

The proof of this proposition follows after the following subsection.

4.3. Reconstruction insolvability on trees: extremality of TISGM. To prove Proposition 4 we will use a result of \cite{8} to establish a bound for reconstruction impossibility corresponding to the matrix (channel) of a solution \( v_i, i = 1, 4, 5, 6, 7 \).

Let us first give some necessary definitions from \cite{8}. Considering finite complete subtrees \( T \) that are initial points of Cayley tree \( \Gamma^k \), i.e. share the same root; if \( T \) has depth \( d \) (i.e. the vertices of \( T \) are within distance \( \leq d \) from the root) then it has \( (k^{d+1} - 1)/(k - 1) \) vertices, and its boundary \( \partial T \) consists of the neighbors (in \( \Gamma^k \setminus T \)) of its vertices, i.e., \( |\partial T| = k^{d+1} \). We identify subgraphs of \( T \) with their vertex sets
and write $E(A)$ for the edges within a subset $A$ and $\partial A$ for the boundary of $A$, i.e., the neighbors of $A$ in $(\mathcal{T} \cup \partial \mathcal{T}) \setminus A$.

In [8] the key ingredients are two quantities, $\kappa$ and $\gamma$, which bound the rates of percolation of disagreement down and up the tree, respectively. Both are properties of the collection of Gibbs measures $\{\mu^\tau_T\}$, where the boundary condition $\tau$ is fixed and $\mathcal{T}$ ranges over all initial finite complete subtrees of $\Gamma^k$. For a given subtree $\mathcal{T}$ of $\Gamma^k$ and a vertex $x \in \mathcal{T}$, we write $\mathcal{T}_x$ for the (maximal) subtree of $\mathcal{T}$ rooted at $x$. When $x$ is not the root of $\mathcal{T}$, let $\mu^s_{T,x}$ denote the (finite-volume) Gibbs measure in which the parent of $x$ has its spin fixed to $s$ and the configuration on the bottom boundary of $\mathcal{T}_x$ (i.e., on $\partial \mathcal{T}_x \setminus \{\text{parent of } x\}$) is specified by $\tau$.

When $x$ is not the root of $\mathcal{T}$, let $\mu^s_{T,x}$ denote the (finite-volume) Gibbs measure in which the parent of $x$ has its spin fixed to $s$ and the configuration on the bottom boundary of $\mathcal{T}_x$ (i.e., on $\partial \mathcal{T}_x \setminus \{\text{parent of } x\}$) is specified by $\tau$.

Following [8] define

$$
\kappa \equiv \kappa(\mu) = \sup_{x \in \Gamma^k} \max_{s, s'} \| \mu^s_{T,x} - \mu^{s'}_{T,x} \|_x;
$$

$$
\gamma \equiv \gamma(\mu) = \sup_{A \subset \Gamma^k} \max_{\eta, y \in \partial A, \eta \neq \tau} \| \mu^\eta_{A,y} - \mu^{\eta_{y,s'}}_{A,y} \|_x,
$$

where the maximum is taken over all boundary conditions $\eta$, all sites $y \in \partial A$, all neighbors $x \in A$ of $y$, and all spins $s, s' \in \{0, 1, 2\}$.

As the main ingredient we apply [8, Theorem 9.3], which is

**Theorem 2.** For an arbitrary (ergodic\textsuperscript{2} and permissive\textsuperscript{3}) channel $\mathbb{P} = (P_{ij})_{i,j=1}^q$ on a tree, the reconstruction of the corresponding tree-indexed Markov chain is impossible if $k \kappa \gamma < 1$.

It is easy to see that the channel $\mathbb{P}$ corresponding to a TISGM of the SOS model is ergodic and permissive. Thus the criterion of extremality of a TISGM is $k \kappa \gamma < 1$.

Note that $\kappa$ has the particularly simple form (see [8])

$$
\kappa = \frac{1}{2} \max_{i,j} \sum_l |P_{il} - P_{jl}|
$$

(4.5)

and $\gamma$ is a constant which does not have a clean general formula, but can be estimated in specific models (as Ising, Hard-Core etc.). For example, if $\mathbb{P}$ is the symmetric channel of the Potts model then $\gamma \leq \frac{\theta - 1}{\theta + 1}$ [8, Theorem 8.1].

\textsuperscript{2}Ergodic means irreducible and aperiodic Markov chain. Therefore has a unique stationary distribution $\pi = (\pi_1, \ldots, \pi_q)$ with $\pi_i > 0$ for all $i$.

\textsuperscript{3}Permissive means that for arbitrary finite $A$ and boundary condition outside $A$ being $\eta$ the conditioned Gibbs measure on $A$, corresponding to the channel is positive for at least one configuration.
Remark 3. Since each TISGM $\mu$ corresponds to a solution $(x, y)$ of the system of equations (3.1), (3.2) we can write $\gamma(\mu) = \gamma(x, y)$ and $\kappa(\mu) = \kappa(x, y)$.

4.3.1. The estimation of $\gamma$ for the SOS model. After generalities of the approach of Martinelli, Sinclair, Weitz we are now ready to start technical work to estimate the constant $\gamma(x_i, y_i)$ depending on the boundary law labeled by $i$ from above.

Consider the case $v_i$, $i = 1, 4, 5, 6, 7$.

**Proposition 5.** Recall the matrix $P$, given by (4.7), and denote by $\mu = \mu(\theta)$ the corresponding Gibbs measure. Then, for any subset $A \subset T$, (where $T$ is initial complete subtree of $1^k$) any boundary configuration $\eta$, any pair of spins $(s_1, s_2)$, any site $y \in \partial A$, and any neighbor $x \in A$ of $y$, we have

$$
\|\mu_A^{\gamma s_1} - \mu_A^{\gamma s_2}\|_{x} = \max\{|p_0(0) - p_2(0)|, |p_2(2) - p_0(2)|\},
$$

where $p'(s) = \mu_A^{\gamma s'}(\sigma(x) = s)$.

**Proof.** Denote $p_s = \mu_A^{\gamma s_{free}}(\sigma(x) = s)$, $s = 0, 1, 2$. By definition of the matrix $P$ we have

$$
p^0(0) = \frac{x^2 p_0}{x^2 p_0 + \theta y^2 p_1 + \theta^2 p_2}, \quad p^0(1) = \frac{\theta y^2 p_1}{x^2 p_0 + \theta y^2 p_1 + \theta^2 p_2}, \quad p^0(2) = \frac{\theta^2 p_2}{x^2 p_0 + \theta y^2 p_1 + \theta^2 p_2};
$$

$$
p^1(0) = \frac{\theta^2 x^2 p_0}{\theta x^2 p_0 + y^2 p_1 + \theta p_2}, \quad p^1(1) = \frac{y^2 p_1}{\theta x^2 p_0 + y^2 p_1 + \theta p_2}, \quad p^1(2) = \frac{\theta p_2}{\theta x^2 p_0 + y^2 p_1 + \theta p_2};
$$

$$
p^2(0) = \frac{\theta^2 x^2 p_0}{\theta^2 x^2 p_0 + \theta y^2 p_1 + p_2}, \quad p^2(1) = \frac{\theta^2 y^2 p_1}{\theta^2 x^2 p_0 + \theta y^2 p_1 + p_2}, \quad p^2(2) = \frac{p_2}{\theta^2 x^2 p_0 + \theta y^2 p_1 + p_2}.
$$

The proposition follows from the following Lemma 3 and Lemma 4.

**Lemma 3.**

(i) If $\theta < 1$ then

a) $p^0(0) \geq p^1(0) \geq p^2(0)$;

b) $p^1(1) \geq p^0(1) \geq p^2(1)$ if $p_2 \geq x^2 p_0$ and $p^1(1) \geq p^2(1) \geq p^0(1)$ if $p_2 \leq x^2 p_0$;

c) $p^2(2) \geq p^1(2) \geq p^0(2)$.

(ii) If $\theta > 1$ then

a) $p^0(0) \leq p^1(0) \leq p^2(0)$;

b) $p^1(1) \leq p^0(1) \leq p^2(1)$ if $p_2 \geq x^2 p_0$ and $p^1(1) \leq p^2(1) \leq p^0(1)$ if $p_2 \leq x^2 p_0$;

c) $p^2(2) \leq p^1(2) \leq p^0(2)$.

**Proof.** We shall prove two inequalities (all others are very similar): by the formula (4.6) we get

$$
p^0(0) - p^1(0) = \frac{x^2 p_0(1 - \theta^2)(\theta y^2 p_1 + \theta p_2)}{(x^2 p_0 + \theta y^2 p_1 + \theta^2 p_2)(\theta x^2 p_0 + y^2 p_1 + \theta p_2)}.
$$
which is positive iff $\theta < 1$.

\[
p^0(1) - p^2(1) = \frac{\theta y^2 p_1 (1 - \theta^2) (p_2 - x^2 p_0)}{(x^2 p_0 + \theta y^2 p_1 + \theta^2 p_2) (\theta^2 x^2 p_0 + \theta y^2 p_1 + p_2)}.
\]

which is non-negative if $\theta < 1$ and $p_2 \geq x^2 p_0$ or $\theta > 1$ and $p_2 \leq x^2 p_0$. \qed

From Lemma 3 we obtain the following lemma.

**Lemma 4.** We have

\[
\max_{i,j,k} \{|p'(k) - p'(k)|\} = \max\{|p^0(0) - p^2(0)|, |p^2(2) - p^0(2)|\}.
\]

**Proof.** Consider the case $\theta < 1$ the other case is similar. We have

\[
p^0(0) - p^1(0) = p^1(1) - p^0(1) + p^1(2) - p^0(2).
\]

By Lemma 3 we have $p^1(1) - p^0(1) \geq 0$ and $p^1(2) - p^0(2) \geq 0$. Thus

\[
p^0(0) - p^1(0) \geq p^1(1) - p^0(1),
\]

\[
p^0(0) - p^1(0) \geq p^1(2) - p^0(2).
\]

Again using Lemma 3 we get

\[
p^0(0) - p^2(0) \geq p^0(0) - p^1(0) \geq p^1(1) - p^0(1),
\]

\[
p^2(2) - p^0(2) \geq p^2(2) - p^1(2) \geq p^1(1) - p^2(1),
\]

and

\[
p^0(0) - p^2(0) \geq p^1(0) - p^2(0).
\]

Now, from the equality

\[
p^0(1) - p^2(1) = p^2(2) - p^0(2) - (p^0(0) - p^1(0))
\]

it follows that

\[
|p^0(1) - p^2(1)| \leq \max\{|p^2(2) - p^0(2)|, |p^0(0) - p^1(0)|\}.
\]

\qed

Let $p = (p_0, p_1, p_2)$ be a probability distribution on $\{0, 1, 2\}$. For $t = p_0$ and $u = p_2$, $0 \leq t + u \leq 1$ we define the following functions

\[
f(t, u, \theta) = p^0(0) - p^2(0) = \frac{x^2 t}{(x^2 - \theta y^2) t + \theta(\theta - y^2) u + \theta y^2},
\]

\[
g(t, u, \theta) = p^2(2) - p^0(2) = \frac{\theta y^2 u}{\theta(\theta x^2 - y^2) t + (1 - \theta y^2) u + \theta y^2}.
\]

**Lemma 5.** We have

\[
|f(t, u, \theta)| \leq \frac{|1 - \theta^2|}{1 + \theta^2} \quad \text{and} \quad |g(t, u, \theta)| \leq \frac{|1 - \theta^2|}{1 + \theta^2}.
\]
Proof. We shall consider the case $\theta < 1$, because the case $\theta > 1$ is similar, moreover the upper bound which we want to prove is invariant under replacement of $\theta$ by $1/\theta$. To find the maximal value of the function we have to solve the following system

$$f_u'(t, u, \theta) = \frac{\theta x^2 t (y^2 - \theta)}{(x^2 - \theta y^2) t + \theta (\theta - y^2) u + \theta y^2)^2} + \frac{\theta^2 x^2 t (1 - \theta y^2)}{(\theta (\theta x^2 - y^2) t + (1 - \theta y^2) u + \theta y^2)^2} = 0$$

(4.7)

$$f_t'(t, u, \theta) = \frac{\theta x^2 (y^2 + (\theta - y^2) u)}{(x^2 - \theta y^2) t + \theta (\theta - y^2) u + \theta y^2)^2} - \frac{\theta^2 x^2 (1 - \theta y^2) u + \theta y^2)}{(\theta (\theta x^2 - y^2) t + (1 - \theta y^2) u + \theta y^2)^2} = 0.$$  

(4.8)

From (4.7) one has either $t = 0$, or if $t \neq 0$ we note that if $y^2 = 1/\theta$ then $y^2 = \theta$, i.e. $\theta = 1$. So we can assume $y^2 \neq 1/\theta$. Then from (4.7) we get (for $t \neq 0$) that

$$\left(\frac{(x^2 - \theta y^2) t + \theta (\theta - y^2) u + \theta y^2}{\theta (\theta x^2 - y^2) t + (1 - \theta y^2) u + \theta y^2}\right)^2 = \frac{\theta - y^2}{\theta (1 - \theta y^2)}$$

and from (4.8) we get

$$\left(\frac{(x^2 - \theta y^2) t + \theta (\theta - y^2) u + \theta y^2}{\theta (\theta x^2 - y^2) t + (1 - \theta y^2) u + \theta y^2}\right)^2 = \frac{(\theta - y^2) u + y^2}{\theta ((1 - \theta y^2) u + \theta y^2)}.$$  

Thus we should have

$$\frac{\theta - y^2}{1 - \theta y^2} = \frac{(\theta - y^2) u + y^2}{(1 - \theta y^2) u + \theta y^2},$$

which is possible only iff $\theta = 1$. So it remains only the case $t = 0$ which gives a minimum ($= 0$) of the function $f$. Hence the maximal value of $f$ is reached on the boundary of the set $\{(t, u) \in [0, 1]^2 : t + u \leq 1\}$. We discuss the three line segments of the boundary separately:

Case: $t = 0$. In this case it was already mentioned above that the function has a minimum which is equal to zero.

Case: $u = 0$. In this case simple calculations show that

$$\max f(t, 0, \theta) = f\left(\frac{y^2}{x^2 + y^2}, 0, \theta\right) = \frac{1 - \theta}{1 + \theta}.$$  

Case: $t + u = 1$. In this case simple calculations show that

$$\max f(t, 1 - t, \theta) = f\left(\frac{1}{1 + x^2}, \frac{x}{1 + x^2}, \theta\right) = \frac{1 - \theta^2}{1 + \theta^2}.$$  

Note that $\frac{1 - \theta}{1 + \theta} \leq \frac{1 - \theta^2}{1 + \theta^2}$, this completes the proof for $f$. For $g$ the proof is very similar. □

The following proposition gives a bound for $\gamma$.

**Proposition 6.** Independently on the possible values of $(x, y)$ (i.e. the solutions to the system (3.1), (3.2)) we have

$$\gamma(x, y) \leq \frac{|1 - \theta^2|}{1 + \theta^2}.$$  

(4.9)
Proof. This is a corollary of above-mentioned lemmas. □

4.3.2. Computation of $\kappa$. Now we shall compute the constant $\kappa$.

Using (4.5) and (4.2) we get

$$\kappa(x, y) = \frac{1}{2} \max_{i,j} \sum_{l=0}^{2} |P_{il} - P_{jl}| = \frac{1}{2Z} \max \left\{ \left| \frac{x^2|y - \theta x| + (y^2 + \theta)|x - \theta y|}{xy} \right|, \right.$$ 

$$\frac{x^2|1 - \theta^2 x| + \theta y^2|1 - x| + |\theta^2 - x|}{x}, \left( \frac{x^2 + y^2}{y} \right)|1 - \theta y| + |\theta - y| \right\}, \tag{4.10}$$

where $Z = \theta^2 x^2 + \theta y^2 + 1$.

We shall compute $\kappa(x, y)$ for $(x, y) \in \{(1, y_1), (x_4, y_4), (x_5, y_5), (x_6, y_6), (x_7, y_7)\}$. For the solution $(1, y_1)$ we have

$$y_1 = y_1(\theta) = \begin{cases} 
\in (1, \frac{1}{\theta}) & \text{if } \theta < 1; \\
1 & \text{if } \theta = 1; \\
\in (\frac{1}{\theta}, 1) & \text{if } \theta > 1.
\end{cases}$$

Using these relations and the fact that $y_1$ is a solution of (3.4) from (4.10) we get

$$\kappa(1, y_1) = \frac{|1 - \theta^2|}{1 + \theta^2 + \theta y_1^2}. \tag{4.11}$$

Now we shall compute $\kappa$ for $(x_i, y_i)$, $i = 4, 5, 6, 7$. Recall that all of them exist only when $\theta \leq \theta'_c$. Moreover, $x_i < 1$ if $i = 4, 5$ and $x_i > 1$ if $i = 6, 7$. So for $\theta < 1$ from the system (3.1), (3.2) we get the following inequalities

$$y - \theta x = \frac{(1 - \theta^2)(y^2 + \theta)}{Z} > 0, \quad x - \theta y = \frac{x^2(1 - \theta^2)}{Z} > 0,$$

$$1 - \theta^2 x = \frac{(1 - \theta^2)(\theta y^2 + \theta^2 + 1)}{Z} > 0, \quad x - \theta^2 = \frac{(1 - \theta^2)((\theta^2 + 1)x^2 + \theta y^2)}{Z} > 0,$$

$$1 - \theta y = \frac{1 - \theta^2}{Z} > 0, \quad y - \theta = \frac{(1 - \theta^2)(\theta x^2 + y^2)}{Z} > 0.$$

Using these inequalities, we obtain from the equality (4.10) that

$$\kappa(x, y) = \frac{1 - \theta^2}{Z^2xy} \max\{x^2(y^2 + \theta), \ y(\theta y^2 + (\theta^2 + 1)x^2), \ x(\theta x^2 + y^2)\}.$$ 

It is easy to see that

$$\max\{x_i^2(y_i^2 + \theta), \ y_i(\theta y_i^2 + (\theta^2 + 1)x_i^2), \ x_i(\theta x_i^2 + y_i^2)\} = \begin{cases} 
y_i(\theta y_i^2 + (\theta^2 + 1)x_i^2), & \text{if } i = 4; \\
x_i(\theta x_i^2 + y_i^2), & \text{if } i = 5; \\
x_i^2(y_i^2 + \theta), & \text{if } i = 6, 7.
\end{cases}$$
Hence we get

\[
\kappa(x_i, y_i) = \begin{cases} 
(1-\theta^2)(\theta y_i^2 + (\theta^2 + 1)x_i^2) \\
\frac{1-\theta^2}{x_i(1+\theta^2 x_i^2 + \theta y_i^2)} \\
\frac{1-\theta^2}{y_i(1+\theta^2 y_i^2 + \theta x_i^2)} \\
\frac{1-\theta^2}{y_i(1+\theta^2 y_i^2 + \theta x_i^2)} \\
\frac{1-\theta^2}{x_i(1+\theta^2 x_i^2 + \theta y_i^2)} \\
\frac{1-\theta^2}{y_i(1+\theta^2 y_i^2 + \theta x_i^2)} \\
\end{cases} 
\]

(4.12)

4.4. Proof of Proposition 4.

Proof of (a): To check extremality of TISGM \(\mu_2\) we should check \(2\kappa \gamma < 1\). Using the above mentioned bound of \(\gamma\) and formula (4.11) we will check

\[
2\kappa(x_1, y_1)\gamma(x_1, y_1) \leq \frac{2(1-\theta^2)^2}{(1+\theta^2)(1+\theta^2 + \theta y_1^2)} < 1.
\]

Denote

\[
U_1(\theta) = \frac{2(1-\theta^2)^2}{(1+\theta^2)(1+\theta^2 + \theta y_1^2)} - 1.
\]

The function \(U_1(\theta)\) only depends on \(\theta\) and has no additional parameters. From its graph one can see the region of \(\theta\) where the function is negative. Thus looking on the graph of \(U_1(\theta)\) (see Fig. 9) completes the arguments for part a).

Proof of (b) and (c): Consider the following functions

\[
U_4(\theta) = \frac{2(1-\theta^2)^2(\theta y_4^2 + (\theta^2 + 1)x_4^2)}{x_4(1+\theta^2)(1+\theta^2 x_4^2 + \theta y_4^2)} - 1,
\]

\[
U_5(\theta) = \frac{2(1-\theta^2)^2(\theta x_5^2 + y_5^2)}{y_5(1+\theta^2)(1+\theta^2 x_5^2 + \theta y_5^2)} - 1,
\]

\[
U_i(\theta) = \frac{2x_i(1-\theta^2)^2(y_i^2 + \theta)}{y_i(1+\theta^2)(1+\theta^2 x_i^2 + \theta y_i^2)} - 1, \quad i = 6, 7.
\]

By above mentioned formula (4.12) and the bound of \(\gamma\) we get

\[
2\kappa(x_i, y_i)\gamma(x_i, y_i) - 1 \leq U_i(\theta).
\]

Now the proof of part (b) follows from the behavior of the graph of \(U_i(\theta)\), \(i = 5, 6\).

The proof of part (c) follows from the behavior of the graph of \(U_i(\theta)\) for \(i = 4, 7\) (see Fig. 10 and Fig. 11).

This finishes our proof of Theorem 1 which summarized the results of Propositions 2, 3, and 4.
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Figure 1. The graphs of functions $x_i = x_i(\theta)$, $i = 4, 5, 6, 7$. Upper thin curve is $x_6$ and lower thin curve is $x_4$. Upper bold curve is $x_7$ and lower bold curve is $x_5$. 
Figure 2. The graphs of functions $y_i = y_i(\theta)$, $i = 1, 2, ..., 7$.

Figure 3. The graphs of functions $\eta_1(\theta)$ (left). The graph of $\eta_1(1/\theta)$ (right) for $\theta \in (0, 1)$ which shows that $\eta_1(\theta)$ is an increasing function in $(1, +\infty)$.
Figure 4. The graphs of functions $\eta_2(\theta)$ (left) and $\eta_3(\theta)$ (right).

Figure 5. The graphs of functions $\eta_4(\theta)$ (left) and $\eta_5(\theta)$ (right).
Figure 6. The graph of functions $\eta_6(\theta)$ (left) and $\eta_7(\theta)$ (right).

Figure 7. The graph of $y_1(\theta)$. The bold curve corresponds to region of the function where corresponding TISGM is extreme. The dashed bold curve corresponds to region of the function where corresponding TISGM is non-extreme. The gap between the two types of curves are given by the thin curve. The length of gap is $\approx 0.22$. 
Figure 8. The graphs of the functions $y_i(\theta)$, $i = 2, 3, 4, 5, 6, 7$. The bold curves correspond to regions of the functions where the corresponding TISGM is extreme. The dashed curves correspond to regions of the functions where corresponding TISGMs are non-extreme. The gap between the two types of curves are given by the thin curves in the graphs of $y_5$ and $y_6$. The length of each gap is $\approx 0.09$.

Figure 9. The graph of the function $U_1(\theta)$ (left) and $U_1(1/\theta)$ (right).
Figure 10. The graph of the function $U_4(\theta)$ (left) and $U_7(\theta)$ (right).

Figure 11. The graph of the function $U_5(\theta)$ (left) and $U_6(\theta)$ (right).