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Abstract—Faced with the threat of identity leakage during voice data publishing, users are engaged in a privacy-utility dilemma when enjoying convenient voice services. Existing studies employ direct modification or text-based re-synthesis to de-identify users’ voices, but resulting in inconsistent audibility in the presence of human participants. In this paper, we propose a voice de-identification system, which uses adversarial examples to balance the privacy and utility of voice services. Instead of typical additive examples inducing perceivable distortions, we design a novel convolutional adversarial example that modulates perturbations into real-world room impulse responses. Benefit from this, our system could preserve user identity from exposure by Automatic Speaker Identification (ASI) while remaining the voice perceptual quality for non-intrusive de-identification. Moreover, our system learns a compact speaker distribution through a conditional variational auto-encoder to sample diverse target embeddings on demand. Combining diverse target generation and input-specific perturbation construction, our system enables any-to-any identify transformation for adaptive de-identification. Experimental results show that our system could achieve 98% and 79% successful de-identification on mainstream ASIs and commercial systems with an objective Mel cepstral distortion of 4.31dB and a subjective mean opinion score of 4.48.

Index Terms—Voice De-identification, Adversarial Examples, Privacy Preservation, Speaker Anonymization.

1. Introduction

Recent decades have witnessed voice input becoming one of the most prevalent methods widely deployed in various services. Richer functional utility, including automatic speech transcription, efficient voice searching, and live language translation, thus gradually enables humans to enjoy a natural but much more intelligent experience. However, behind the powerful utility of voice-based services, the privacy risks of voice data publishing raise extensive public concerns, especially with the wide deployment of voice-based authentication [1]–[3]. Many leading tech giants are collecting and storing users’ voices in practice [4], [5] or even eavesdrop on users’ conversations without any consent [6], [7]. This exposes users to the risk of identity leakage by specialized Automatic Speaker Identification (ASI) tools [8], [9], or even unexpected advertisement [10] by user profiling, malicious impersonation through voice cloning [11], etc. Caught in such a dilemma between the high utility of voice services and personal identity privacy, voice de-identification is proposed to eliminate individual traits while maintaining the linguistic content in voices for privacy-preserving voice services. Related studies focus on the voice conversion [12]–[23] or text-to-speech re-synthesis [18], [24], [25] to transform or exclude individual features in the voice. However, their voice utility for human participants is significantly downgraded due to the inconsistent voiceprint and intrusive distortions, and they also exhibit insufficient adaptiveness to resist informed attacks [26].

Toward this end, we take a different viewpoint to balance the service utility and identity privacy for voice services, i.e., introducing adversarial examples [27]–[29] as a defense tool to conceal speaker identity while remaining speech integrity and perceptual consistency. Existing adversarial example methods [30]–[37] generate additive adversarial perturbations to compromise learning-based audio systems. Although they apply amplitude normalization or psychoacoustic masking to constrain the perturbation audibility, such perturbations are intrinsically additive noises, which either induce perceivable distortions [35] or are easily filtered out [38], [39], making them inapplicable for voice de-identification. Theoretically, apart from the additive noise, the channel interference of airborne sound also includes Room Impulse Response (RIR), which can be formulated as a convolution process on the voice. RIR quantifies the over-the-air multi-path propagation of sound waves and behaves as a reverberation. Hence, it is difficult for humans to distinguish the RIR as an abnormal signal compared to the additive noises. Inspired by this observation, we wonder whether the RIR can be carefully crafted as a convolutional adversarial perturbation to conceal user identity while being transparent for human audibility.

Along this direction, our work aims to propose RIR-like convolutional adversarial perturbations to realize a non-intrusive and adaptive voice de-identification. To achieve this, we face several key challenges. Privacy-utility trade-off: to balance the privacy and utility of voice services, the system needs to mislead the target ASIs but remain the linguistic content, requiring the adversarial perturbations to distort the voiceprint features without hurting the speech semantics. Perceivable artifact: the perturbation injection causes perceivable artifacts and affects the perceptual quality of de-identified voices, so the convolutional adversarial perturbations need to be well crafted for non-intrusive de-identification. Advanced attack: to avoid the de-identified voices being re-identified and linked back to the original user, we need sufficient resistance and adaptiveness to
advanced attacks, even if they are informed of our de-identification strategy already [26].

In this paper, to validate the aforementioned analysis, we first conduct a preliminary study to use adversarial examples to de-identify voices. Through the experiments, we find that there is a trade-off between voice de-identification and speech utility, i.e., the adversarial example is able to de-identify voices but results in perceivable artifacts and poor adaptiveness. To solve these problems, we propose a non-intrusive and adaptive voice de-identification system. First, our system adopts a triplet loss architecture for iterative perturbation construction, whose input-specific manner enables any-to-any identity transformation so that any source user can conceal his/her identity among a large group of different target speakers for evading the detection of informed attacks. Then, different from the additive adversarial perturbations, our system proposes a novel convolutional adversarial perturbation method to avoid perceivable artifacts. By reshaping the convolutional adversarial perturbations into real-world RIRs, our system approximates the perturbation injection to a natural reverberation effect, remaining the perceptual consistency for human participants. Finally, to provide diverse targets for de-identification with limited resources, our system pre-trains a lightweight conditional variational auto-encoder at the embedding level. With this generative model, users can synthesize any target embeddings on demand, which improves the diversity of de-identified voices for adaptive de-identification. Experimental results show that our system could achieve effective voice de-identification on mainstream ASIs and commercial systems with satisfactory speech recognition and perceptual quality.

Our contributions are highlighted as follows:

- To the best of our knowledge, our system is the first work to employ convolutional adversarial examples to realize voice de-identification, which achieves a good balance between the privacy and utility of voice services.
- We propose a novel convolutional adversarial example method to modulate adversarial perturbations into real-world RIRs, which improves the perceptual consistency in terms of the voiceprint, speech content, and audio quality, realizing a non-intrusive voice de-identification.
- We design a triplet loss architecture for input-specific perturbation construction, and develop an embedding-level conditional variational auto-encoder to sample diverse target embeddings on demand, enabling any-to-any identity transformation for adaptive voice de-identification.
- Objective and subjective experiments show that our system achieves 98% and 79% successful de-identification on mainstream and commercial ASIs, reaching a Mel cepstral distortion of 4.31dB and a mean opinion score of 4.48.

2. Preliminary

In this section, we analyze the adversarial example-based voice de-identification, and validate its feasibility to balance the privacy and utility of voice services by the preliminary experimental study.

2.1. Background

**Voice de-identification.** Driven by massive publicly-available voice data, the learning-based speech processing technology has made great strides, endowing Automatic Speaker Identification (ASI) with powerful capabilities. State-Of-The-Art (SOTA) ASIs can extract voiceprints after listening to 8~10 words, and quickly identify a single person among thousands of speakers with a low error rate [40]. Although ASI is widely deployed to support service or device access security, it is also a double-edged sword that can be exploited to expose Personal Identifiable Information (PII) for identity linking or voice cloning [11], raising extensive public concerns about voice data publishing. Faced with such an identity leakage threat of ASI, voice de-identification is proposed to preserve speaker privacy. Specifically, voice de-identification aims to conceal the identifiable information in the voice while remaining the linguistic texts for other downstream tasks (e.g., Automatic Speech Recognition, ASR). Most of existing studies follow the Voice Conversion (VC) paradigm that manipulates voiceprint through modifying acoustic features [12]–[18] or transforming speaker embeddings [19]–[23] to conceal the original user identity. Other studies [18], [24], [25] propose to re-synthesize voices from text to completely remove individual features. However, these researches mainly make efforts to balance the speaker identity privacy and speech content utility for machine-centric tasks, i.e., deceiving ASI and preserving ASR, rather than for human-centric experiences, i.e., the perceptual quality of de-identified voices significantly declines due to the inconsistent voiceprint and severe distortion during voice conversion and speech resynthesis.

**Adversarial example.** Adversarial examples are originally a concept in the field of computer vision, introducing that a well-crafted noise injected into normal images can interfere with the recognition result of automatic systems, thus being a new kind of attack on automatic systems. As its development, the attack has spread to other learning-related fields, such as neural language processing, speech recognition, and speaker identification. Most existing research optimizes and imposes Additive Adversarial Perturbations on the original input to mislead the target systems while ensuring the imperceptibility of their perturbation injection to human beings. Following the ideas in computer vision [27]–[29], some studies [30]–[33] employ amplitude normalization to constrain perturbations in the audio domain, i.e., $L_p$ normalization, but still induce perceivable distortions [35]. Following studies [34]–[37] turn to apply the Psychoacoustic Masking (PM) method to construct inaudible perturbations below the hearing threshold of the human auditory system, thus realizing highly imperceptible perturbation injection.

2.2. System and Threat Model

Traditional voice de-identification aims to manipulate the voiceprint for protecting user identity while remaining speech texts, but without constraints on the perceptual
voiceprint consistency and audio quality. Such an approach significantly distorts the audible voices, downgrading the user experience of human listeners during the interactions. Representative interference includes the misunderstanding of human listeners during instant messaging and voice publishing on social platforms, downgrading their utility. Toward this end, this work aims to realize a specific kind of voice de-identification, which balances the privacy (i.e., speaker identity) and utility (i.e., speech texts and user experience) for the voice services.

Figure 1 shows the system and threat models. In a voice service, a user’s raw voice is captured by electronic devices, such as interacting with personal voice assistants, sending voice messages on instant message APPs, or sharing videos with voices on social media platforms. The captured voices are transmitted not only to human participants (e.g., social friends) but also to a cloud server for specific services (e.g., ASR). We assume the adversary can access the user’s voice data on the cloud server, such as a hacker, a data analyst of a collaborated third-party company, or even the provider itself. With the collected voice data, the adversary can exploit ASI tools to extract voiceprint and explore speaker identities. Once the user’s voiceprint is exposed, it may be exploited to make user profiles for precise advertising, be shared with third parties for commercial purposes, or even be cloned to craft DeepFake voices.

To protect the user identity privacy while maintaining voice service utility, this work aims to design a guard APP at the user side for voice de-identification. Considering the great threat to neural networks and excellent imperceptibility of adversarial examples, we intend to turn the powerful well-crafted examples into a new privacy-preserving tool to protect speaker identity from leakage to ASIs when using convenient voice services. We assume the guard APP is installed in advance and runs in the background on the user’s device. Before the raw voice is uploaded to the cloud, the guard APP is invoked and imposes a subtle perturbation on the raw voice for de-identification. For convenience, the APP can be set to automation activated by microphone use events (e.g., iOS Shortcuts [41], Android Anywhere [42]). Such de-identified voices could conceal the user identity from the adversary’s ASI while remaining perceptually consistent in both speech text and user identity for human participants.

2.3. Feasibility Study

To verify our idea of leveraging adversarial examples to protect speaker privacy while maintaining user utility, we perform an experimental study to evaluate its feasibility.

Experimental setup. In this experiment, we adopt an X-Vector model [43] pre-trained by Speechbrain [44] as the target ASI, enrolled with 10 speakers (6 males and 4 females) from LibriSpeech corpus [45]. Other 526 utterances from these speakers are used to generate adversarial examples with four typical additive adversarial example methods respectively, i.e., FGSM [27], PGD [28], CW-$l_2$ [29], and PM [34]-[37]. With the goal of de-identification, we generate adversarial perturbations $\delta$ in a non-targeted manner, where the primary optimization objective is to mislead the ASI system $f(\cdot)$ to recognize the voice $x$ as any other speakers, but not the real source user $y_s$, i.e., $f(x + \delta) \neq y_s$. Specifically, FGSM and PGD employ $L_\infty$ normalization to scale perturbations within a given budget size, CW-$l_2$ introduces $L_2$ normalization in the objective to minimize the perturbation scale, and PM penalizes perturbations over the calculated hearing threshold. Finally, the generated perturbations are imposed on the original voices to derive adversarial examples.

Effectiveness of voice de-identification and speech preservation. The generated adversarial examples are fed to the ASI and an end-to-end ASR pre-trained by SpeechBrain for evaluating voice de-identification and speech preservation. We adopt the metrics including De-identification Success Rate (DSR) and Word Accuracy (WA) as defined in Section 4.1. Figure 2 shows the DSR and WA of the four additive perturbation generation methods. As the perturbation scale grows (larger perturbation budget size for FGSM and PGD, or smaller perturbation penalty weight for CW-$l_2$ and PM), we can observe a common trend of DSR increasing and WA decreasing, which demonstrates the aforementioned privacy-utility trade-off in voice de-identification. More importantly, we find that some adversarial example methods could achieve an excellent DSR with a slight WA drop, e.g., PGD and PM approaches over 90% DSR while sacrificing only 2% WA. These results show the de-identification effectiveness of adversarial perturbations and their slight impact on the speech content integrity, validating the feasibility of leveraging adversarial examples for speaker identification.

Intrusiveness to audio quality. To further evaluate the intrusiveness of adversarial perturbations to audio quality, we measure the signal distortions of de-identified voices. Specifically, we first select the best perturbation scale for these four methods according to Figure 2, where DSR is as high as possible while WA is at least 95% (the parity of professional human transcriptionists). Then we calculate the Mel Cepstral Distortion (MCD) as defined in Section 4.1 between the original voices and de-identified voices for each method. As shown in Table 1, compared with the DSR and WA of the baseline using original voices, PGD achieves the highest DSR of 97.54% with a minute WA drop of 2% but yields a high MCD of 16.68dB. With a similar WA, FGSM and CW-$l_2$ perform poorly in terms of both DSR and MCD. Thanks to the psychoacoustic masking-based design, PM reaches an excellent MCD of 3.8dB with satisfactory
DSR and WA. But unfortunately, a recent work Dompteur [39] has demonstrated that PM-based perturbations can be filtered out according to the same psychoacoustic principle while not hurting the normal use of audio systems. These results suggest that such additive perturbation generation schemes are either easily noticed by humans or corrupted by well-designed filters, making them insufficient for audio perturbation constraint and privacy-utility balance.

Analysis of generated adversarial examples. To further investigate the signal distortion induced by additive perturbations, we study the original voice and adversarial example generated by PGD in both time and frequency domains. As the spectrum shown in Figure 3(a), we can observe obvious irregular artifacts introduced by additive adversarial perturbations with high frequency and energy, which can be easily perceived by human ears. Additionally, we apply t-SNE to visualize the speaker embeddings extracted from original voices and adversarial examples. As shown in Figure 3(b), for each speaker, the embeddings of adversarial examples shift away from those of original voices, thus successfully misleading the ASI to identify them as different individuals. However, all the embeddings of adversarial examples from each speaker still cluster together with low diversity, which exposes speakers to the risk of re-identification, leading to poor adaptiveness to informed service providers. We find this problem is attributed to the non-targeted perturbation optimization that always searches for similar gradient directions to update perturbations for each utterance. These observations inspire us to generate more diverse and audibility-friendly adversarial examples for protecting user identity against adaptive adversaries while maintaining user experience in voice services.

3. System Design

In this section, we illustrate the design details of our system for preserving the speaker identity privacy and maintaining the voice service utility.

3.1. Overview

To balance the privacy and utility of voice services, we propose a non-intrusive and adaptive speaker de-identification system using adversarial examples. Instead of directly manipulating the voiceprint, the basic idea is to modulate Convolutional Adversarial Perturbations into the real-world room impulse responses to produce adversarial examples, which approximates the perturbation inject as a natural reverberation effect to minimize perceivable artifacts and ensure the perceptual consistency. Moreover, our system pre-trains a lightweight Conditional Variational Auto-Encoder to generate diverse targets on demand and then constructs adversarial examples in an input-specific manner. This enables any source user to disguise a large group of target speakers in different utterances, thus improving the diversity and adaptiveness of de-identified voices.

Figure 4 shows the system overview. In Any-to-any identity conversion, we first adopt a triplet loss architecture to construct input-specific adversarial examples, which converts the identity of any source user to any desired target speaker. To minimize the perceivable distortions and artifacts resulting from typical additive perturbation injection, we propose a novel convolutional adversarial perturbation method in Imperceptible perturbation optimization. Such convolutional adversarial perturbations are reshaped into real-world room impulse responses and then modulated into
the natural reverberation effect of airborne sound propagation, thus remaining perceptually consistent voiceprints and high speech quality for human participants. In Diverse target generation, we design a lightweight conditional variational auto-encoder at the embedding level, instead of storing pre-collected data as a pool, to synthesize samples of target speakers on demand for reducing the resource demand on users’ devices. By explicitly modulating prior identity knowledge to the generative model, our system could learn a compact speaker identity distribution and sample the embeddings of any target, even a pseudo speaker as instances for perturbation optimization, which improves the diversity and adaptiveness of de-identified voices. Consequently, these adversarial examples would be identified as different target speakers instead of the source user by ASI, while preserving the correct transcription from ASR.

### 3.2. Any-to-any Identity Conversion

To protect the user identity from disclosure, we first construct adversarial perturbations to impose on the user’s raw voice for de-identification.

Typically, there are two different manners of adversarial perturbation construction, i.e., the non-targeted and targeted manners. As demonstrated in Section 2.3, the non-targeted manner yields highly-similar adversarial examples that may be re-identified by the voice service provider. Hence, we turn to consider the targeted manner, which shifts the source identity feature towards a given target, thereby enabling the user to have different identities with different targets. Since we have no prior knowledge about the enroll set of adversary’s ASI, we can not guarantee full de-identification using only targeted adversarial examples, which may still be identified as the source user rather than other enrolled speakers. Therefore, we introduce a triplet loss architecture [46] to combine the non-targeted and targeted manners for effective voice de-identification.

The core idea of triplet loss is to quantify the distance among samples in the latent space, and project the anchor and positive samples in the nearby region, whereas the anchor and negative samples are far away from each other. Specifically, we define the speaker embeddings of the source voice and target voice (i.e., \( f(x_s) \) and \( f(x_t) \)) as the negative and positive samples respectively, and regard the speaker embedding of adversarial example (i.e., \( f(x'_s) \)) as the anchor sample, where \( f(\cdot) \) denotes the ASI model for embedding extraction. Then, we build a triplet and derive the triplet loss:

\[
\mathcal{L}(x'_s) = D(f(x'_s), f(x_s)) - D(f(x'_s), f(x_t)),
\]

where \( D(\cdot) \) refers to the distance metric of speaker embeddings (e.g., PLDA [47], cosine distance). With the objective in Equation (1), we iteratively optimize the adversarial example in a gradient descent way under the explicit guidance of the triplet, enabling the user’s identity to be close to another target speaker while far away from the source user to the greatest extent.

Since the adversarial example is constructed from specific source and target voices as needed, such an input-specific manner empowers our system any-to-any voice de-identification. On the one hand, by selecting different targets from a pool of pre-collected voices to build triplets, this manner allows a source user to disguise a group of different speakers among different voices, further increasing the difficulty of identity detection by ASIs. On the other hand, any source users could directly deploy and apply our system without any additional enrollment, enabling a user-friendly experience.

### 3.3. Imperceptible Perturbation Optimization

Compared with voice conversion and speech re-synthesis that directly modify voiceprint or generate audio with significant distortions, we impose subtle adversarial perturbations on raw voices, which remains a perceptually consistent voiceprint for human participants while effectively deceiving ASIs. However, as mentioned in the preliminary study in Section 2.3, typical additive adversarial perturbations either still produce perceivable artifacts or are easily filtered out. Instead, we propose a novel imperceptible perturbation optimization approach to minimize the intrusiveness to human participants.

Theoretically, the over-the-air propagation of sound waves involves two kinds of channel interference, i.e., additive noise and Room Impulse Response (RIR). Different from the typical adversarial example methods that impose perceivable additive noises on original voices, we turn to explore the RIR. Theoretically, RIR quantifies the multi-path effect during the sound propagation in physical space.

![Figure 4. System overview.](image)

![Figure 5. Illustration and example of real-world RIR.](image)
As shown in Figure 5, the sound waves coming from the transmitter propagate omnidirectionally in the room, so the received signal at the receiver mainly includes: (1) the waves travel through the direct path; (2) the echoes reflected from surrounding walls with different delays; (3) the ambient noise. Such a roughly linear time-invariant process can be formulated as a convolution operation on the original voice, which behaves as a reverberation effect and is difficult to be distinguished as an anomalous signal by humans. Inspired by this observation, we propose to conduct RIR-like convolutional adversarial perturbations for realizing imperceptibility.

Specifically, unlike the additive perturbation scheme, i.e., \( x'_a = x_a + \delta \), we convolve the perturbation and original voice to produce adversarial examples, i.e., \( x'_a = x_a * \delta \). According to the property of the convolution operation, we have:

\[
\text{FFT}(x_a * \delta) = \text{FFT}(x_a) \times \text{FFT}(\delta).
\]

Hence, the convolution in the time domain is equivalent to multiplication in the frequency domain. In other words, our convolutional perturbation is essentially a filter, which determines the significance of different frequency components in the original voice. This filter can serve as a promising approach to manipulating acoustic features in voices for de-identification, such as pitch and harmonics. Then, we introduce the real-world RIR as a reference to guide the optimization of convolutional adversarial perturbations. Specifically, after expanding Equation (1), we penalize the convolutional perturbation change in the following optimization objective:

\[
\mathcal{L}(\delta') = D(f(x_a * \delta'), f(x_t)) - D(f(x_a * \delta'), f(x_a)) + \alpha\|\delta' - \delta\|_p,
\]

where \( \delta \) is the real-world RIR, \( \delta' \) is the convolutional adversarial perturbation to be optimized, and \( \alpha \) is the penalty weight. In our implementation, \( L_2 \) normalization is adopted according to empirical studies. By optimizing this objective, we reshape the convolutional adversarial perturbations as real-world RIRs to approximate a natural reverberation effect.

Benefit from such RIR-like convolutional perturbations, each sampling point of our adversarial example is derived from the weighted combination of the past sampling points of the original voice, leading to less artifact and distortion. Based on this, we can achieve effective and imperceptible voice de-identification, providing perceptually consistent voiceprint and audio quality for human participants.

3.4. Diverse Target Generation

Using the constructed convolutional perturbations, our system can mislead ASIs to regard the source user as a variety of different target speakers, preserving the user identity privacy. To realize a sufficiently diverse de-identification, previous work collects and stores a large number of target speaker voices, whose speaker embeddings are also extracted and updated frequently. Considering the unacceptable memory occupancy and computing overload of voice collection and update, we propose to pre-train a lightweight generative network for expressive and diverse target sample generation.

In order to generate samples with desired speaker identity as targets, we employ a Conditional Variational Auto-Encoder (CVAE), for its strong ability to model continuous distribution and learn semantic representation. Since the adversarial perturbation construction only involves the triplet distance of speaker embeddings in the latent space, it introduces redundant voice-embedding transformations to directly build CVAE at the voice sample level. To this end, we design a lightweight embedding-level \( \beta \)-CVAE, serving as a target speaker embedding generator. As shown in Figure 6, we first extract speaker embeddings from a multi-speaker corpus with an extractor. Following the framework of mainstream ASIs [43], [48], the extractor converts the voice in the corpus to the frequency domain by short-time Fourier transform and then extracts Mel Frequency Cepstral Coefficients (MFCC) [49] as acoustic features. The acoustic features are fed to a Time Delay Neural Network (TDNN) to build the frame-level temporal context, and then input to residual blocks to model global channel interdependences. Finally, statistics pooling is performed to aggregate utterance-level features as the output speaker embedding. This embedding extraction process serves as a data preparation, where we directly employ mainstream open-source ASIs as the extractor to generate a large number of speaker embeddings to construct an embedding dataset for the following \( \beta \)-CVAE training.

Taking the extracted speaker embedding \( x \) as input, the \( \beta \)-CVAE generates a new embedding \( x' \) through an encoder-decoder architecture, where the encoder \( q_\phi \) squeezes the embedding \( x \) into a latent variable \( z \), and the decoder \( p_\theta \) reconstructs a new embedding \( x' \) through deep neural networks. To learn the underlying identity semantics, the speaker embedding \( x \) is concatenated with the one-hot embedding
of the corresponding identity label \( y_t \) and then fed to the encoder. The encoder stacks multiple down-sample blocks consisting of convolution layers and batch normalization with LeakyReLU activation. According to the variational interference, the encoder output \( z \) is assumed to follow a Gaussian distribution: \( q_\theta(z|x,y) \sim \mathcal{N}(\mu, \sigma^2 I) \), where the mean vector \( \mu \) and the diagonal covariance \( \sigma^2 I \) are derived from the following two parallel linear layers. After that, the latent variable \( z \) can be sampled from the distribution, which is reparameterized using the reparameterization tricks [50] in practice: \( z = \mu + \sigma \odot \epsilon \), where \( \epsilon \sim \mathcal{N}(0, I) \). Similar to the encoder input, we also explicitly modulate the prior \( y_t \) into the latent variable \( z \) as the input of the decoder. The decoder reforms the latent vector by a linear layer, and then reconstructs a new embedding \( x' \) with multiple up-sample blocks, each of which consists of deconvolution layers and batch normalization with LeakyReLU activation. Finally, the entire generative model can be trained with:

\[
\mathcal{L}_{\beta-CVAE} = \mathbb{E}[\|x - x'\|_2^2] + \beta KL(\mathcal{N}(z|\mu, \sigma^2 I)||\mathcal{N}(z|0, I)),
\]

where the first term is the reconstruction error, restricting the reconstruction bias of the output embedding, and the second term is the KL divergence regularization, forcing the latent space to approximate a continuous zero-mean unit-variance Gaussian. And the weight \( \beta \) is used to balance the reconstruction quality and the latent space continuity.

With the well-trained \( \beta \)-CVAE, our system could generate diverse target speaker embeddings for adversarial perturbation construction. Specifically, given the desired identity label, the target embedding can be derived from: (1) reconstruction: the generator encodes the speaker embedding and then decodes the latent variable to a new embedding with the corresponding identity. (2) sampling: the generator directly samples a stochastic variable in the latent space and synthesizes a new embedding only with the decoder. (3) interpolation: the generator performs semantic interpolation between latent variables of different speakers to synthesize new embeddings of unreal speakers, achieving an effect of “walking in the latent space” [51]. As a result, our system could sample diverse speaker embeddings with the desired identity from a learned Gaussian distribution without any voice input, or even create unreal embeddings as “pseudospeaker” for improving the identity diversity. Moreover, only the pre-trained decoder module is needed for actual deployment, thus significantly reducing the demand for computing and storage resources.

Finally, we summarize our complete adversarial perturbation construction process for voice de-identification in Algorithm 1.

### Algorithm 1 Adversarial Perturbation Construction

**Input:** ASI model \( f(\cdot) \) with distance metric \( D(\cdot) \)  
- Voice of source speaker \( x_s \)  
- Label of target speaker \( y_t \)  
- Real-world RIR \( \delta \)  
- Pre-trained \( \beta \)-CVAE decoder \( d(\cdot) \)  
- Perturbation penalty weight \( \alpha \)  
- Learning rate \( \eta \)

**Output:** Well-crafted convolutional perturbation \( \delta' \)

1. \( \delta' \leftarrow \delta \) \triangleright Perturbation initialization
2. \( p \leftarrow d(y_t) \) \triangleright Target generation
3. \( n \leftarrow f(x_s) \)
4. for each iteration do
   5. \( a \leftarrow f(x_s * \delta') \) \triangleright Convolution Operation
   6. \( L(a, p, n) \leftarrow D(a, p) - D(a, n) + \alpha \| \delta' - \delta \|_2 \)
   7. \( \delta' \leftarrow \delta' - \eta \nabla_{\delta'} L(a, p, n) \)
5. end for

### 4.1. Experimental Setup

**Voice dataset.** We evaluate our system with a large-scale multi-speaker corpus LibriSpeech [45], which contains over 100 hours of English voices from 281 speakers, covering a wide range of different accents, professions, and ages. In this corpus, the voices vary from several seconds to tens of seconds, under a sampling rate of 16kHz. In our experiments, we enroll the 40 speakers (20 males and 20 females) from the test-clean subset in the ASI systems as users. And the remaining 2,189 utterances are used to test the ASI systems and construct adversarial examples. In addition, the voices from the remaining 241 speakers are used to pre-train the embedding-level \( \beta \)-CVAE for target speaker generation. Note that the 40 source users and 241 target speakers are disjoint, i.e., the actual users are unseen for our \( \beta \)-CVAE training.

**ASI systems.** We implement multiple State-Of-The-Art (SOTA) speaker identification models as target ASI systems, including D-Vector [52], DeepSpeaker [53], X-Vector [43], and Ecapa-TDNN [48]. These ASIs have different feature extractors, network architectures and parameter settings. We train D-Vector and DeepSpeaker by ourselves for the lack of available open-source pre-trained models, while X-Vector and Ecapa-TDNN are pre-trained by SpeechBrain [44], available on Hugging Face [54].

**Implementation details.** For the \( \beta \)-CVAE training, we first extract speaker embeddings from the dataset of 241 speakers. Then we concatenate the extracted embeddings with the one-hot embedding of identity labels as the encoder input and derive the synthesized embeddings. We set \( \beta \) to 2 in Equation (4), and pre-train the \( \beta \)-CVAE with an Adam optimizer (momentum=(0.9, 0.999), learning rate=0.001) for 30 epochs to derive a compact distribution. After the training, we only remain the pre-trained decoder to sample target embeddings and build triplets, as mentioned in Section 3.4. Then, we construct convolutional adversarial perturbations by optimizing the triplet loss with perturbation penalty in Equation (3), where \( \alpha=5000 \) by default. We optimize the
perturbations until 200 iterations or early stopping with a patient of 10. The well-crafted perturbations are normalized to the identical power and then convolved with the user's voices to produce adversarial examples for voice de-identification.

**Evaluation metrics.** (1) De-identification Success Rate (DSR): DSR = \frac{Y}{X}, where Y is the total number of user voices and X is the number of successful de-identification. A higher DSR means more effective de-identification. (2) Word Accuracy (WA): WA = \frac{C - I}{N}, where N is the sentence length, C and I refer to the number of correct words and extra inserted words in the transcript respectively. A higher WA from the same ASR system indicates more complete linguistic content. (3) Mel Spectral Distortion (MCD): MCD = 10 \ln 10 \sqrt{\frac{1}{2} \sum_{i=1}^{24} \| mc_r(i) - mc_t(i) \|^2}, an objective audio distortion measurement that quantifies the distance between the MFCCs of the reference and target voices (mc_r, mc_t). Typically, an MCD below 8dB is acceptable for an ASR system while between 4.5dB~6.0dB is needed for voice conversion systems [55]. (4) Mean Opinion Score (MOS): a numerical measure of the human-judged quality of a voice, where the ratings are mapped to 5 levels: excellent(5), good(4), fair(3), poor(2) and bad(1). (5) Real-Time Ratio (RTR): RTR = \frac{T_c}{T_d}, where T_c and T_d are the time cost and voice duration respectively. An RTR below 1 is considered real-time.

### 4.2. Overall Performance

We first evaluate the overall effectiveness of our system in terms of voice de-identification and speech preservation, as well as audio distortion. In the experiment, we randomly sample speaker embeddings conditioned on different targets through the pre-trained \(\beta\)-CVAE decoder and construct 2,189 adversarial examples for the 40 users for each ASI. These adversarial examples are fed to the four ASIs and an end-to-end ASR pre-trained by SpeechBrain for speaker identification and speech recognition respectively. Considering the convolution operation significantly changes the waveform, we calculate the MCD between the original voices with raw RIRs and de-identified voices with adversarial RIRs. Table 2 shows DSRs, WAs, and MCDs of the adversarial examples on the four ASIs. We can observe that the ASIs achieve excellent identification performance on the original voices, but are deceived by our system with high DSRs among 98%~100%, which demonstrates the effectiveness of our de-identification with high confidence. Meanwhile, compared with the original WA of 97.23% on raw voices, only a 1%~4% drop is introduced into the speech recognition after de-identification, indicating the subtle impact of our adversarial perturbations on the linguistic content utility. Moreover, compared to the typical additive adversarial example methods, our system realizes a lower MCD of 3.7dB~5.5dB, validating the superior perceptual quality of our RIR-like convolutional adversarial perturbations.

In addition, we further compare our system to SOTA work in voice de-identification, including the frequency warping-based VoiceMask [16], disentangled representation-based VC [56] as well as a typical additive adversarial example method PGD [28]. We apply these methods to generate de-identified voices for the 40 users, where the warping factor \(|\alpha|\) is sampled from [0.08,0.10] as recommended in VoiceMask, random targets are selected for VC, and the perturbation budget size is 0.002 for PGD. As a result, we find all these methods achieve high DSR over 95% on X-Vector. Moreover, we also compare their performance in terms of speech preservation and audio distortion. As shown in Figure 7, VoiceMask and disentangle-VC lead to 8.7% and 14.3% WA drop as well as 7.2dB and 11.9dB MCD due to the intrusive voice synthesis, mitigating the utility of voice services. PGD has the least impact on WA but yields an unacceptable MCD over 15dB, indicating the severe distortion of additive perturbations. Instead, our system achieves a slight WA drop of 4.13% and a low MCD of 5.45dB with RIR-like convolutional perturbations, thus realizing better speech integrity and less audio distortion.

### 4.3. Performance on Non-Intrusiveness

Since the subjective metrics (e.g., WA, MCD) can not fully reflect the real perception of human beings, we fur-
ther conduct subjective experiments to evaluate the non-intrusiveness of our system to human perception. We recruit 50 volunteers (28 males and 22 females) aged 18–53, who have no hearing disease and are unaware of the specific de-identification techniques. Note that all the subjective experiments on volunteers are validated by the Institutional Review Board (IRB) in our university. We have these volunteers participate in our MOS test, which includes a comparing trial and a distinguishing trial.

In the comparing trial, the volunteers are asked to listen to 10 pairs of original voices and the corresponding de-identified voices from VoiceMask, Disentangle-VC, PGD, and our system respectively, and then report their intuitive sense of the voice similarity in terms of text, voiceprint, and quality respectively. The volunteers’ opinions are recorded as 5-level MOS according to the corresponding descriptions, as shown in Table 8 (Appendix A). As shown in Figure 8, we can see that all these four methods exhibit satisfactory MOS in terms of speech text, but VoiceMask and Disentangle-VC result in poor MOS of 2.12 and 1.50 in terms of voiceprint, due to the significant voiceprint change of voice conversion schemes. Instead, PGD and our system yield high MOS of 4.53 and 4.39 in terms of voiceprint, validating the superiority of adversarial example for remaining voiceprint consistency. Additionally, our system outperforms PGD 0.64 MOS in terms of audio quality, further demonstrating the excellent perceptual quality of our convolutional adversarial perturbations.

In the distinguishing trial, we first play an original voice for volunteers to refresh their impression and then play 10 original voices and 10 de-identified voices from VoiceMask, Disentangle-VC, PGD, and our system in random order. For each voice, the volunteers need to determine whether it is original or not. If they regard the voice as not original, they are further asked to choose a reason for this from several options: unnatural voiceprint, illegible text, distorted quality, obvious reverb, or provide any other reason supporting their judgement, as illustrated in Table 9 (Appendix A). Table 3 summarizes the results. Over 45% de-identified voices from our system are regarded as original. Considering that even 13% of the original voices are recognized incorrectly, this result is satisfactory and much better than the other three methods. Among the voices that are not recognized as original, 85.36% of the voices from VoiceMask and 79.27% from Disentangle-VC are considered unnatural voiceprint, degrading the voiceprint consistency for user experience. PGD performs well in voiceprint and text preservation but over 50% of voices are considered distorted in quality, and volunteers also reported that they could hear a distinct electrical noise in 32.73% of voices from PGD in the other reason option. Instead, our system well balances the voiceprint, text, and quality with only a natural reverberation effect that does not hurt the user experience.

To explicitly illustrate the non-intrusive de-identification of our system, we present a visual comparison between original voices and adversarial examples in Figure 9. Compared with the original voice in Figure 9(a), Figure 9(b) exhibits a distinct waveform and visible drifts in the spectrum, due to the multi-math effect after convolving with the raw RIR. This presents the natural distortion of voice during over-the-air propagation, which is perceived as sound reverberation and does not affect the perceptual quality very much. Meanwhile, we can observe similar results in the de-identified voice in Figure 9(c) without high-frequency or high-energy irregular artifacts. Hence, the RIR-like convolutional perturbations could maintain natural audibility and provide a better experience for human participants.

### 4.4. Performance on Adaptiveness

As a privacy protection solution for voice service users, our system is required to be adaptive for resisting not only powerful ASIs but also skilled service providers. These providers could introduce specialized resistance methods based on the prior knowledge of our de-identification stra-
Figure 10. Score distribution of genuine and imposter trials on original and de-identified voices under the ignorant, semi-informed and informed settings.

Table 4 summarizes the results. In the ignorant setting, all the four ASIs with excellent identification performance are deceived by more than 98%. In the semi-informed setting, all these signal processing approaches have limited impact on the de-identification performance of our system, especially on the de-identified voices generated against powerful ASIs (e.g., X-Vector and Ecapa-TDNN), indicating the robustness of our convolutional adversarial perturbations. In the informed setting, both the DSR on original and de-identified voices reaches over 90% after speaker re-identification and perturbation detection.

Since the ignorant adversary applies no countermeasure to resist our system, we focus on implementing the semi-informed and informed attacks in this experiment. Specifically, we implement four common signal processing approaches for perturbation disruption as the semi-informed attacks, i.e., (1) Bandpass Filtering discards the frequency bands higher than 7kHz and lower than 200Hz; (2) Re-quantization quantizes the voice from 16 bits to 8 bits and then de-quantizes it back to 16 bits; (3) Mel Re-transform converts the voice from waveform to 80-bin MFCCs and then transforms it back to waveform inversely; (4) Psychoacoustic Filter eliminates the frequency components 0dB higher than the hearing threshold. All the parameters are configured to produce maximum distortion while remaining the normal speaker identification performance according to WaveGuard [38] and Dompteur [39]. As for informed attacks, we implement three advanced attacks: (1) Speaker Re-identification: the service provider performs the same de-identification on each user’s enrollment voices for re-identification as introduced in [57]; (2) Temporal Dependency-based (TD-based) Perturbation Detection: the service provider discriminates adversarial perturbations through exploring the speech text or speaker identity change between the partial and full utterances [58], which is specifically designed to detect audio adversarial examples.

Table 4. Effectiveness under ignorant, semi-informed and informed attacks.

| Setting          | Method                  | Parameter | D-Vector | DeepSpeaker | X-Vector | Ecapa-TDNN |
|------------------|-------------------------|-----------|----------|-------------|----------|------------|
| Ignorant         | None                    | None      | 8.05     | 99.68       | 7.11     | 100.00     |
|                  | Bandpass Filter         | 200Hz~7kHz| 8.98     | 70.24       | 8.26     | 78.47      |
|                  | Re-quantization         | 8 bits    | 8.20     | 74.59       | 8.67     | 89.34      |
|                  | Mel Reversion           | 80 bins   | 11.68    | 60.42       | 8.93     | 74.86      |
|                  | Psychoacoustic Filter   | Φ = 0dB   | 16.26    | 97.83       | 14.07    | 99.19      |
| Semi-informed    | Speaker Re-identification| Same as our system | 90.35 | 93.38 | 95.40 | 97.88 | 96.78 | 98.07 | 89.52 | 93.57 |
|                  | TD-based detection (Speech) | Same as our system | AUC=0.5811 | AUC=0.5739 | AUC=0.6158 | AUC=0.6888 |
|                  | TD-based detection (Speaker) | Same as our system | AUC=0.6064 | AUC=0.6331 | AUC=0.5923 | AUC=0.5313 |

1 DSRs on the original voices and de-identified voices are marked with white and gray backgrounds respectively.  
2 AUC refers to the perturbation detection performance on the de-identified voices under the best split ratio.
the random classifier, and the AUCs with the best split ratio on these four ASIs are 0.53~0.69, showing their poor perturbation detection performance and the robustness of our perturbations with respect to speech and speaker change.

To better understand the adaptiveness of our system, we present the score distribution of Genuine and Imposter trials on the original and de-identified voices, i.e., the log-likelihood ratios between same-speaker and different-speaker hypotheses [57]. As shown in Figure 10, the genuine and imposter score distribution of the original voices are separated from each other, so that the ASI can distinguish them. But after our de-identification, the score distribution of genuine and imposter trials overlap under all the three settings, thus hard to be distinguished and linked by advanced service providers. In addition, we also apply t-SNE to visualize the speaker embeddings of the original and de-identified voices from the 40 users to investigate the diversity. As shown in Figure 12, the de-identified voices are far away from the original voices and mapped to diverse targets instead of clustering together. Moreover, compared to conditional sampling, the de-identified voices exhibit more diversity in semantic interpolation. Hence, our system can realize diverse identity transformation and successful de-identification even under the informed setting.

### 4.5. Performance on Transferability

In practice, the adversary usually has no prior knowledge of the implementation details of target ASIs. Fortunately, the adversarial example has been demonstrated to be able to generalize on other models with similar tasks. Hence, we also evaluate the transferability of our system on unseen models. In each experiment, we select one of the four ASI models as the substitute system to construct adversarial examples, which are then fed to the other three ASI models as targets respectively, for performance evaluation. By analogy, the experiment is repeated on the four ASI models in turn.

Figure 13 shows the DSR confusion matrix of our system across different ASIs. We can observe that our system exhibits variable transferability between different substitute and target ASIs, with DSRs varying from 15.99% to 89.94%. This is because the single model for training can only provide limited knowledge for transfer de-identification. We further perform the ensemble learning to enhance the generalization ability of adversarial examples, which integrates several ASIs as substitutes for training but fetches a single one out as the target system for evaluation. As shown in Table 5, with the ensemble learning, its DSRs increase to 88.77%, 95.80%, 92.81% and 69.18% on four unseen ASIs respectively, indicating the satisfactory transferability of our system.

We also evaluate the transferability of ensembled model on commercial ASI systems, including iFLYTEK [8] and Microsoft Azure [9]. We query these commercial systems for enrollment and evaluation via the given HTTP REST API and receive the identification feedback. In each experiment, the same 40 users are enrolled to create speaker profiles, and then the rest 1,289 utterances are used to evaluate their normal identification performance and calculate the thresholds. After that, they are further used to generate adversarial examples on the substitute system ensembling the four aforementioned ASIs. As shown in Table 6, our system could deceive iFLYTEK and Microsoft Azure with average DSRs of 83.22% and 76.74%, respectively. Compared with the DSR of 3.55% and 1.88% on the original voices, such a result indicates a strong identity protection capability of our system. But it can be also observed that the standard deviations of their DSRs are 6%~11%. This is because the model details of commercial systems are completely agnostic to us, resulting in the difficulty to generalize on them with several dissimilar substitute ASIs. Compared to the SOTA work VoiceMask [16], our system

![Figure 11. ROC curves of TD-based perturbation detection over split ratios.](image)

![Figure 12. T-SNE visualization of speaker embeddings of original and de-identified voices through target sampling and interpolation.](image)

**TABLE 5. DSR of Ensembled Model Across Different ASIs.**

| Substitute ASIs | Target ASI | DSR(%) |
|----------------|------------|--------|
| DeepSpeaker X-Vector Ecapa-TDNN | D-Vector | 88.77±3.38 |
| D-Vector X-Vector Ecapa-TDNN | DeepSpeaker | 95.80±2.42 |
| D-Vector DeepSpeaker Ecapa-TDNN | X-Vector | 92.81±4.00 |
| D-Vector DeepSpeaker X-Vector | Ecapa-TDNN | 69.18±9.86 |

**TABLE 6. DSR on Commercial Systems.**

| System | Threshold | Original DSR(%) | De-identified DSR(%) |
|--------|-----------|----------------|---------------------|
| iFLYTEK | 0.65 | 3.55±1.79 | 83.22±6.06 |
| Microsoft Azure | 0.45 | 1.88±0.82 | 76.74±11.25 |
deep Ecapa-Substitute ASI model, which achieves up to 15.99% of RTR. This demonstrates the effectiveness of our approach in achieving real-time performance on limited devices.

### 4.6. Computation and Storage Overhead

Considering the real-world application of voice services and the practical deployment for our system, we further evaluate the computation and storage overhead on different devices.

Specifically, we record the CPU time and derive average RTRs by iterating 1,000 times. As shown in Table 7, our system achieves an average RTR of 0.63 on Dell OptiPlex 7080, indicating the real-time performance without extra latency in human sense. But for Lenovo YOGA C940 and ThinkPad X1 Carbon with much lower computing power, RTR rapidly increases to 1.34 and 1.65. By further investigating the time cost of different stages in our system as shown in Figure 14, we find that the target embedding sampling operation takes up little CPU time, while the perturbation optimization is the most expensive one (over 95%). This observation verifies the efficiency of our target generation design, and encourages us to optimize a more efficient perturbation construction. Moreover, our current implementation is built on Python, which exhibits low computing efficiency. Once the implementation turns to more low-level language (e.g., C or C++), our system could achieve better real-time performance. As for the storage cost, our system only occupies 29.1M (including the pre-trained β-CVAE decoder and substitute ASI model), thanks to the lightweight decoder for target embeddings generation. Compared with most typical target voice pool-based solutions occupying 300M storage for 250 target speakers [20], VoiceClock significantly reduces the storage requirement, thus more suitable for deployment on resource-limited devices.

### 5. Discussion

This section discusses the practical issues of our system. **Deployment mode in practice.** Our system acts as a voice input filter at the user side and can be deployed in two modes. The first mode is to integrate our system into the Operating System (OS) as a basic facility for the full control of all voice input, which allows trusted APPs to access raw voices while feeding untrusted ones the de-identified voices only. This ensures a system-level security guarantee of users’ voiceprints but requires additional OS modifications. In the second mode, our system is installed as a voice input plugin on the users’ input editor, which performs de-identification every time the voice input interface is invoked. This requires users to install our system in advance and authorize corresponding permissions, for which an open-source version is helpful to release users’ privacy concerns.

**Compatibility with voiceprint authentication.** Despite voiceprint-irrelevant voice services (e.g., speech recognition), users may also rely on voiceprint-based systems, such as WeChat voiceprint lock [1] and Siri personalized activation [59]. In these cases, these users have to offer their clean voiceprints for accurate authentication, but our system may hinder such normal usages. Hence, a compatibility mechanism between de-identification and authentication is needed. Considering the fixed wake texts for authentication services usually, a straightforward solution is to shut down our system temporarily when detecting these specific texts, and automatically restore the protection as soon as the authentication is finished. Another solution may ensure more comprehensive voiceprint protection, where we can transform users’ voiceprints to the same target speaker for enrollment and later activation or unlocking. This could enable de-identification and authentication simultaneously.

### 6. Related Work

In this section, we review several key related researches of voice de-identification. **Signal processing-based voice de-identification.** Early studies [12]–[15] on voice de-identification mainly exploit signal processing techniques (e.g., frequency warping, amplitude scaling, duration warping) to modify the spectral and prosodic features for manipulating the in-depth voiceprint. However, these methods require parallel source and target voices to train the voice transformation, i.e., two voices with the same texts and timestamps, limiting its utility in practice. To address this issue, the following works [60], [61] propose to pre-calculate a set of voice transformations between multiple pairs of source and target speakers for online de-identification. But the voices produced by this method are filled with obvious artifacts due to the synthetic speakers. Hence, a new paradigm based on Vocal Tract Length Normalization (VTLN) [62] is proposed to realize voice transformation without parallel corpus. Specifically, VTLN-based works [16]–[18] stretch or compress the voice spectrum frame by frame according to a warp function, and
synthesize de-identified voices through a waveform vocoder. However, the invertible warping function used in these approaches is probably employed to recover the original voice by informed adversaries [26]. This design indicates the intrinsic vulnerability for voice de-identification.

**Deep learning-based voice de-identification.** With the advances of artificial intelligence, numerous studies turn to explore voice de-identification based on learning methods. One branch of them [18], [24], [25] integrates speech-to-text and text-to-speech techniques to transform voices to texts and then re-synthesize de-identified voices, which eliminates identify information but introduces unacceptable overhead. Another branch [19]–[23] proposes X-Vector-based voice conversion schemes, which replaces the source embedding with the target one in the latent space of X-Vector. By means of a vocoder or a neural source filter, these works could synthesize anonymized voices with satisfactory quality. However, a pool of speaker voices needs to be pre-collected, and complex target selection strategies are mandatory to ensure the de-identification performance. These lead to difficulties of practical deployment on users’ resource-limited devices. More recent studies [63], [64] propose to learn de-identified speech representation using adversarial training at the user side, but require a redesign of existing service architecture, also hindering their deployments.

Although the aforementioned works make great efforts to preserve speaker identity from disclosure, the direct voiceprint modification or speech re-synthesizing would produce a perceptually inconsistent voiceprint with low diversity. This degrades not only the user experience of human participants but also the resistance to informed attacks. Different from these studies, our work aims to design a non-intrusive and adaptive voice de-identification system, which enables any source user to disguise any target speaker with inaudible convolutional adversarial perturbations.

### 7. Conclusion

This paper presents a voice de-identification system, which turns adversarial examples as a defense tool against Automatic Speaker Identification (ASI) to balance the privacy and utility of voice services. We first conduct preliminary studies to investigate the feasibility of adversarial example-based voice de-identification and find the perceivable distortion and low diversity problems of additive adversarial perturbations. To address these issues, we propose room impulse responses to embed convolutional adversarial perturbations into the natural reverberation, improving the perceptual consistency for human participants. In addition, we design a lightweight conditional variational auto-encoder to generate diverse targets on demand, and then construct input-specific perturbations through a triplet loss architecture, enabling any-to-any identity conversion for adaptive de-identification. Experimental results show that our system could effectively de-identify users on mainstream open-source ASIs and commercial systems, and achieve excellent utility in both voice quality and speech integrity.
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Appendix A.

MOS Test Descriptions

In the comparing trial, each volunteer needs to listen to the original and de-identified voices and compare their similarity in terms of voiceprint, speech text and audio quality. Their opinions are recorded as 5-level MOS ratings, whose detailed description is shown in Table 8.

| Level | Description |
|-------|-------------|
| 5     | The voiceprint/text/quality of the test audio is the same as that of the reference audio and there is no difference. |
| 4     | The voiceprint/text/quality of the test audio is relatively close to that of the reference audio and there is no obvious difference. |
| 3     | The voiceprint/text/quality of the test audio is roughly similar to that of the reference audio but there is slight difference. |
| 2     | The voiceprint/text/quality of the test audio differs to that of the reference audio and there is perceivable difference. |
| 1     | The voiceprint/text/quality of the test audio is totally different from that of the reference audio and there is quite obvious difference. |

In the distinguishing trial, each volunteer need to listen to the original and de-identified voices in a random order and determines whether they are original or not. If the volunteers regard it as not original, we further require them to select the reason for their judgement from several options or provide their own evidence, whose detailed description is shown in Table 9.

| Option | Description |
|--------|-------------|
| Yes    | The test audio is the original voice. |
| No     | The test audio is not the original voice. |

| Reason                  | Description |
|-------------------------|-------------|
| Unnatural Voiceprint    | The voiceprint of the test audio sounds synthetic but not real human voice. |
| Illegible Text          | The text of the test audio is corrupted and hard to recognize. |
| Distorted Quality       | The quality of the test audio is distorted. |
| Obvious Reverb          | There are reverb echos in the test audio. |
| Other Reason            | Other reasons from volunteers. |