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Abstract

This paper studies variational collision avoidance problems for multi-agents systems on complete Riemannian manifolds. That is, we minimize an energy functional, among a set of admissible curves, which depends on an artificial potential function used to avoid collision between the agents. We show the global existence of minimizers to the variational problem and we provide conditions under which it is possible to ensure that agents will avoid collision within some desired tolerance. We also study the problem where trajectories are constrained to have uniform bounds on the derivatives, and derive alternate safety conditions for collision avoidance in terms of these bounds - even in the case where the artificial potential is not sufficiently regular to ensure existence of global minimizers.

1 Introduction

Energy-optimal path planning on nonlinear spaces such as Riemannian manifolds has been an active field of interest in the last decades due to its numerous applications in manufacturing, aerospace technologies, and robotics [7, 8, 30, 47, 23, 52, 54]. It is often the case that the desired paths must connect some set of knot points—interpolating positions with given velocities and potentially higher order derivatives [18, 19, 37]. For such problems, the use of variationally defined curves has a rich history due to the regularity and optimal nature of the solutions. In particular, the so-called Riemannian splines [40] are a particularly ubiquitous choice in interpolant, which themselves are composed of Riemannian polynomials—satisfying boundary conditions in positions, velocities, and potentially higher-order derivatives—that are glued together. In Euclidean spaces, Riemannian splines are just cubic splines, that is, the minimizers of the total squared acceleration [9].

Riemannian polynomials are smooth and optimal in the sense that they minimize the average square magnitude of some higher-order derivative (a quantity which is often related to energy consumption in applications). Moreover, Riemannian polynomials carry a rich geometry with them, which has been studied extensively in the literature (see [24, 13, 40, 49] for a detailed account of Riemannian cubics and [25], [44] for some results with higher-order Riemannian polynomials).

It is often the case that—in addition to interpolating points—there are obstacles or regions in space which need to be avoided. In this case, a typical strategy is to augment the action functional with an artificial potential term that grows large near the obstacles and small away from them (in that sense, the minimizers are expected to avoid the obstacles) [32], [46], [16]. This was done for instance in [4] and [5], where necessary conditions for extrema in obstacle avoidance problems on Riemannian manifolds were derived, in addition to applications to interpolation problems on manifolds and to energy-minimum problems on Lie groups and symmetric spaces endowed with a bi-invariant metric. Energy-minimum obstacle avoidance problems on Riemannian manifolds for nonholonomic systems were studied in [3]. More recent approaches based on the use of artificial potentials include hybrid feedback controllers [45, 48, 14, 2] and source seeking control based-approaches [22], [39], among others.

In the case of path planning for multi-agent systems, another practical consideration is often necessary. Namely, that the agents do not collide along their trajectories in addition to the individual tasks (such as interpolation, obstacle avoidance, and minimizing some cost functional). This can be handled with a similar strategy to that of obstacle avoidance. That is, by augmenting the action to be minimized with an artificial potential that grows large when two agents, which can sense each other, are sufficiently close—as was done in [15], [17] for Riemannian manifolds and [21] for Euclidean spaces (see also [45] and [53] for other recent approaches based on hybrid feedback stabilization on Euclidean spaces). An important point to consider when applying such a methodology to applications—which thus far has been lacking in the literature—is that of safety guarantees. That is, can an artificial potential be designed to ensure that agents will avoid collision within some desired tolerance, and if so, then how. Answering these questions is the main focus of this paper.

In particular, our aim is to rigorously investigate the role of the artificial potential in the variational collision avoidance task on complete and connected Riemannian manifolds, and in doing so obtain some
conditions under which safety is guaranteed. The three main contributions of this paper are as follows.

(i) We prove the existence of global minimizers to the variational problem in the case that the potential is $C^1$ and non-negative, which is a necessary prerequisite in providing safety guarantees (indeed, proving that minimizing trajectories avoid collision is useful only if such minimizing trajectories exist). This is accomplished by showing that the functional in which we are minimizing satisfies the Palais-Smale condition on its domain, as was done in [24], [25] for Riemannian polynomials in the single-agent setting.

(ii) We derive general conditions for the artificial potential—in terms of some reference trajectory which avoids collision—under which the corresponding minimizers avoid collision within some tolerance. We then remove the dependence on the reference trajectory for a particular family of potentials, and show that collision can be avoided within any desired tolerance for some potential in the family (constrained by the boundary conditions and the geometry of the manifold). (iii) We study the problem where trajectories are constrained to have uniform bounds on the derivatives, and derive alternate safety conditions for collision avoidance in terms of these bounds (even in the case where the artificial potential is not sufficiently regular to ensure existence of global minimizers).

The remainder of the paper is structured as follows. Section 2 provides some background in Riemannian geometry and Sobolev spaces of curves on Riemannian manifolds — which serve as the natural domain of our action functional. In Section 3, we define the variational problem that we wish to solve, and provide necessary conditions for optimality in Proposition 1. Section 4 regards the existence of global minimizers, and it is proven in Theorem 4.3 that our functional satisfies the Palais-Smale condition on its domain. Section 5 contains the main results regarding safety guarantees for collision avoidance. In particular, we define the collision avoidance task and derive conditions under which collision avoidance is guaranteed in Proposition 2 and Proposition 3. We end up the paper by providing some simulation results to show how the main results of this paper can be applied in concrete situations.

## 2 Sobolev Spaces of Curves on a Riemannian Manifold

Let $Q$ be an $n$-dimensional Riemannian manifold endowed with a symmetric covariant 2-tensor field $g$ called the Riemannian metric. That is, to each point $q \in Q$ we assign an inner product $g_q : T_q Q \times T_q Q \rightarrow \mathbb{R}$, where $T_q Q$ is the tangent space of $Q$ at $q$. The length of a tangent vector is determined by its norm, $\| v_q \| = g(v_q, v_q)^{1/2}$ with $v_q \in T_q Q$. A Riemannian connection $\nabla$ on $Q$ is a map that assigns to any two smooth vector fields $X$ and $Y$ on $Q$ a new vector field, $\nabla_X Y$. For the properties of $\nabla$, we refer the reader to [10, 38]. The operator $\nabla_X$, which assigns to every vector field $Y$ the vector field $\nabla_X Y$, is called the covariant derivative of $Y$ with respect to $X$. Given $V : Q \rightarrow \mathbb{R}$, we define the gradient vector field, $\nabla V$, as the vector field on $Q$ characterized by $g(\nabla V, X) = V(X)$, for every vector field $X$ on $Q$.

Consider a vector field $W$ along a curve $q$ on $Q$. The $k$th-order covariant derivative of $W$ along $q$ is denoted by $\frac{D^k W}{dt^k}$, $k \geq 1$. We also denote by $\frac{D^{k+1} q}{dt^{k+1}}$ the $k$th-order covariant derivative of the velocity vector field of $q$ along $q$, $k \geq 1$.

A vector field $X$ along a piecewise smooth curve $q$ in $Q$ is said to be parallel along $q$ if $\frac{DX}{dt} \equiv 0$.

Given vector fields $X$, $Y$, and $Z$ on $Q$, the vector field $R(X,Y)Z$ given by

$$ R(X,Y)Z = \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X,Y]}Z $$

is called the curvature tensor on $Q$. $R$ is trilinear in $X$, $Y$, and $Z$. We further define the curvature endomorphism on $Q$. $R$ is a map that assigns to any two vector fields $X$, $Y$ on $Q$, the endomorphism $R(X,Y)$ defined by

$$ Rm(X,Y,Z,W) = g (R(X,Y)Z,W) . $$

Let $\Omega$ be the set of all $C^1$ piecewise smooth curves $q : [0,T] \rightarrow Q$ such that $q(0), q(T), \frac{dq}{dt}(0), \frac{dq}{dt}(T)$ are fixed. The set $\Omega$ is called the admissible set. A $C^1$-piecewise smooth one-parameter admissible variation of a curve $q \in \Omega$ is a family of curves $\alpha : (-\varepsilon, \varepsilon) \times [0,T] \rightarrow Q$; $(r,t) \rightarrow \alpha(r,t) = \alpha_t(t)$ such that $\alpha_0 = q$ and $\alpha_r \in \Omega$ for each $r \in (-\varepsilon, \varepsilon)$.

If we assume that $Q$ is complete, then any two points $x$ and $y$ in $Q$ can be connected by a geodesic, and the Riemannian distance between two points in $Q$, $d : Q \times Q \rightarrow \mathbb{R}$ can be defined by $d^2(q,y) = \int_0^1 \left( \frac{ds}{dr} \right)^2 ds$, where $\gamma_{q,y}$ is the geodesic connecting the points $q$ and $y$ on $Q$. The idea of a geodesic is useful because it provides a map $T_q Q \rightarrow Q$ in the following way

$$ v \mapsto \gamma(1), \quad \gamma(0) = q, \quad \gamma'(0) = v $$
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where $q$ is a geodesic. This map is called the Riemannian exponential map and is denoted by $\exp_q : T_qQ \to Q$. In particular, $\exp_q$ is a diffeomorphism from some star-shaped neighborhood of $0 \in T_qQ$ to a convex open neighborhood $B$ of $q \in Q$, and if $y \in B$, we can write the Riemannian distance by means of the Riemannian exponential as $d(q, y) = |\exp_q^{-1}(y)|$.

The Lebesgue space $L^p([0,1]; \mathbb{R}^n)$, $p \in (1, +\infty)$ is the space of $\mathbb{R}^n$-valued functions on $[0,1]$ such that each of their components is $p$-integrable, that is, whose integral of the absolute value raised to the power of $p$ is finite.

A sequence $(f_n)$ of functions in $L^p([0,1]; \mathbb{R}^n)$ is said to be weakly convergent to $f$ if for every $g \in L^q([0,1]; \mathbb{R}^n)$, with $\frac{1}{p} + \frac{1}{q} = 1$, and every component $i$, $\lim_{n \to \infty} \int_{[0,1]} f_n^i g^i = \int_{[0,1]} f^i g^i$.

A function $g : [0, 1] \to \mathbb{R}^n$ is said to be the weak derivative of $f : [0, 1] \to \mathbb{R}^n$ if for every component $i$ of $f$ and $g$, and for every compactly supported $C^\infty$ real-valued function $\varphi$ on $[0,1]$, $\int_{[0,1]} f^i \varphi' = -\int_{[0,1]} g^i \varphi$.

The Sobolev space $W^{k, p}([0,1]; \mathbb{R}^n)$ is the space of functions $u \in L^p([0,1]; \mathbb{R}^n)$ such that for every $\alpha \leq k$, the $\alpha^{th}$ weak derivative $\frac{\partial^\alpha u}{\partial x^\alpha}$ of $u$ exists and $\frac{\partial^\alpha u}{\partial x^\alpha} \in L^p([0,1]; \mathbb{R}^n)$. In particular, $H^k([0,1]; \mathbb{R}^n)$ denotes the Sobolev space $W^{k, 2}([0,1]; \mathbb{R}^n)$. A sequence $(f_n) \subset W^{k, p}([0,1]; \mathbb{R}^n)$ is said to be weakly convergent to $f$ in $W^{k, p}([0,1]; \mathbb{R}^n)$ if for every $\alpha \leq k$, $\frac{\partial^\alpha f_n}{\partial x^\alpha} \rightharpoonup \frac{\partial^\alpha f}{\partial x^\alpha}$ weakly in $L^p([0,1]; \mathbb{R}^n)$.

Let $Q$ be an $m$-dimensional Riemannian manifold. By $H^2([0,1]; Q)$ we will denote the set of all curves $q : [0,1] \to Q$ such that for every chart $(\mathcal{U}, \varphi)$ of $Q$ and every closed subinterval $I \subset [0,1]$ such that $q(I) \subset \mathcal{U}$, the restriction of the composition $\varphi \circ q|_I$ is in $H^2([0,1]; \mathbb{R}^m)$. Note that $H^2([0,1]; Q)$ is an infinite-dimensional Hilbert manifold modeled on $H^2([0,1]; \mathbb{R}^m)$, and given $\xi = (p, v) \in T_pQ$ and $\eta = (q, w) \in T_qQ$, the space

$$\Omega_{\xi, \eta} := \{ \gamma \in H^2([0,1]; Q) : \gamma(0) = p, \ \dot{\gamma}(0) = v, \ \gamma(T) = q, \ \dot{\gamma}(T) = w \}$$

is a closed submanifold of $H^2([0,1]; Q)$ (see [41], [42], [43] for instance). The tangent space $T_{\xi,\eta}(\Omega_{\xi, \eta})$ consists of vector fields along $x$ of class $H^2$ which vanish at the endpoints together with their first covariant derivatives. We consider the Hilbert structure on $T_{\xi,\eta}(\Omega_{\xi, \eta})$ induced by the inner product:

$$\langle V, W \rangle := \int_0^T g\left(\frac{D^2 V}{dt^2}, \frac{D^2 W}{dt^2}\right) dt.$$ 

Similarly, we may consider the product space $\Omega_{\xi_1, \eta_1} \times \ldots \times \Omega_{\xi_s, \eta_s}$ as a closed submanifold of the Hilbert manifold consisting of $s$ copies of $H^2([0,1]; Q)$, endowed with the inner product on $T_{(x_1, \ldots, x_s)}(\Omega_{\xi_1, \eta_1} \times \ldots \times \Omega_{\xi_s, \eta_s})$:

$$\langle (V_1, \ldots, V_s), (W_1, \ldots, W_s) \rangle := \sum_{i=1}^s \langle V_i, W_i \rangle.$$ 

## 3 Variational Collision Avoidance for Multi-agent Systems

Consider a set $\mathcal{V}$ consisting of $s \geq 2$ agents on the Riemannian manifold $Q$. The configuration of each agent at any given time is determined by the element $q_i \in Q$, $i = 1, \ldots, s$. The neighboring relationships are described by an undirected time-invariant graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ with edge set $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$. The set of neighbors $\mathcal{N}_i$ for the agent $i \in \mathcal{V}$ is given by $\mathcal{N}_i = \{ j \in \mathcal{V} : (i, j) \in \mathcal{E} \}$. An agent $i \in \mathcal{V}$ can measure its Riemannian distance from other agents in the subset $\mathcal{N}_i \subseteq \mathcal{V}$.

For $i = 1, \ldots, s$, consider the set $\Omega_i$ of all $C^1$-piecewise smooth curves on $Q$, $q_i : [0, T] \to Q$ satisfying the boundary conditions

$$q_i(0) = q_i^0, \quad \frac{dq_i}{dt}(0) = v_i^0, \quad q_i(T) = q_i^T, \quad \frac{dq_i}{dt}(T) = v_i^T,$$

and the functional $J$ on $\Omega = \Omega_1 \times \ldots \times \Omega_s$,

$$J(q_1, q_2, \ldots, q_s) = \frac{1}{2} \sum_{i=1}^s \int_0^T \left( \left\| \frac{d^2 q_i}{dt^2}(t) \right\|^2 + \frac{1}{2} \sum_{j \in \mathcal{N}_i} V_{ij}(q_i(t), q_j(t)) \right) dt.$$
Problem: Find a collection of curves \((q_1, \ldots, q_n) \in \Omega\) minimizing the functional \(J\) where \(V_{ij} : \Omega \times \Omega \to \mathbb{R}\) is a \(C^1\) non-negative artificial potential function satisfying the symmetry relations \(V_{ij} = V_{ji}\) and \(V_{ij}(p, q) = V_{ij}(q, p)\) for all \((i, j) \in E\) and \(p, q \in \Omega \times \Omega\).

In order to minimize the functional \(J\) among the set \(\Omega\), we want to find curves \(q \in \Omega\) such that \(J(q) \leq J(\tilde{q})\) for all admissible curves \(\tilde{q}\) in a \(C^1\)-neighborhood of \(q\). The next result from [17] (see also [1] for centralized communication between agents) characterizes necessary conditions for optimality in the variational collision avoidance problem.

**Proposition 1** [17] For each \(i \in V\), \(q_i\) must be a \(C^\infty\)-curve on \([0, T]\) satisfying

\[
\frac{d^4 q_i}{dt^4} + R\left(\frac{d^2 q_i}{dt^2}, \frac{dq_i}{dt}\right) \frac{dq_i}{dt} = -\sum_{j \in \mathcal{N}_i} \text{grad}_i V_{ij}(q_i(t), q_j(t)).
\]  

**Remark 1** Note that the above formalism can be easily adapted to energy-minimum problems with different kinds of collective behavior performances other than collision avoidance including obstacle avoidance [4], consensus/synchronization on complete Riemannian manifolds [33], [35], interpolation among cells in a cell decomposition problem with path planning on complete manifolds [51], and the synchronization of quantum kramtomo models on the complete manifold \(SU(2)\), by employing the consensus performance given in [26].

Indeed, it is the shape of the potential—which we will study extensively in Section 5 specifically for the collision avoidance task—and the topology of the graph that decides the collective behavior. To that end, the existence of global minimizers for the functional \(J\) given in equation (4) that we study in the next section will not be specific to the collision avoidance task.

## 4 Existence of global minimizers

Next, we show the existence of global minimizers for \(J\) in \(\Omega\). In particular, we will do so by showing that \(J\) satisfies the Palais-Smale condition on \(\Omega\).

We begin by defining what it means for a functional to satisfy the Palais-Smale condition, and introduce a result from [41] that motivates our consideration of the condition.

**Definition 4.1** A sequence \(\{q^n\} \subset \Omega\) is called a Palais-Smale sequence for \(J\) if

1. \(\sup_{n \in \mathbb{N}} J(q^n) < +\infty\),
2. \(\|dJ(q^n)\|_{\mathcal{T}_{q^n}\Omega} \to 0\) as \(n \to \infty\).

Where \(dJ\) denotes the differential of \(J\). We say that \(J\) satisfies the Palais-Smale condition if every Palais-Smale sequence admits a convergent subsequence in \(\Omega\).

In [41] (see Theorem 9.1.9), it has been shown that if \(f : \mathcal{M} \to \mathbb{R}\) is a smooth function which is bounded below and satisfies the Palais-Smale condition on \(\mathcal{M}\)—a Hilbert manifold which is complete as a Riemannian manifold—then \(f\) attains its infimum in \(\mathcal{M}\). That is, there exists a critical point \(x \in \mathcal{M}\) of \(f\) such that \(f(x) = \inf_{m \in \mathcal{M}} f(m)\). Given that \(\Omega\) is a Hilbert Manifold, complete as a Riemannian Manifold, and \(J\) is smooth and bounded below by \(0\) on \(\Omega\), the existence of global minimizers follows if \(J\) satisfies the Palais-Smale condition. Before proving this result, we will introduce a lemma that will simplify the analysis considerably.

**Lemma 4.2** Let \(\Omega\) be an \(m\)-dimensional complete Riemannian manifold, and suppose that \(\{q^n\} = \{q^n_1, \ldots, q^n_s\} \subset \Omega\) is a sequence such that \(\sup_{n \in \mathbb{N}} J(q^n) < +\infty\). Then there exists a subsequence of \(\{q^n\}\) such that each \(\{q^n_i\}\) converges weakly to some \(q_i \in \Omega\) with respect to the \(H^2\) norm.

**Proof:** Suppose that \(\{q^n\}\) is such a sequence. Setting \(G_0 := g(v_0^1, v_0^2)\) and using the Fundamental Theorem of Calculus and the Cauchy-Shwarz inequality, we have
\[
g(q^n_1(t), q^n_2(t)) = g(q^n_1(0), q^n_2(0)) + \int_0^T \frac{d}{dt} g(q^n_1(u), q^n_2(u)) \, du
\]
\[
\leq G_0 + 2 \int_0^T \left| g \left( \frac{D^2}{du^2} q^n_1(u), \frac{D^2}{du^2} q^n_2(u) \right) \right| \, du
\]
\[
\leq G_0 + 2 \left[ \int_0^T \left( \frac{D^2}{du^2} q^n_1(u), \frac{D^2}{du^2} q^n_2(u) \right) \, dt \right]^{1/2}\left[ \int_0^T g(q^n_1(u), q^n_2(u)) \, du \right]^{1/2}
\]
\[
\leq G_0 + 2T \left( \sup_{u \in [0, T]} J(q^n) \right)^{1/2} \left( \sup_{t \in [0, T]} g(q^n_1(t), q^n_2(t)) \right)^{1/2}
\]

where we have used the fact that \(V_{ij}\) is non-negative in the last inequality. Let \(c := \sup_{n \in \mathbb{N}} J(q^n)\) and \(G^n := \sup_{r \in [0, T]} g(q^n_1(t), q^n_2(t))\). Taking the supremum of the inequality over \(t \in [0, T]\), we have
\[
G^n \leq G_0 + 2T \sqrt{G^n} \implies G^n \leq \left( T \sqrt{c} + \sqrt{T^2c + G_0} \right)^2 := r^2.
\]

Now observe that the sequence of lengths of the curves similarly satisfies
\[
L(q^n_1) = \int_0^T \sqrt{g(q^n_1(t), q^n_2(t))} \, dt \leq T \sqrt{G^n} \leq Tr.
\]

Hence, the image of \(q^n_1\) is contained in the closed geodesic ball \(\tilde{B}_T(q^n_1)\), which is well-defined by completeness of \(Q\), compact, and it is independent of \(n\). Therefore, the sequence \(\{q^n_1\}\) is uniformly bounded on \([0, 1]\). Now observe that, for the Riemannian distance \(d(\cdot, \cdot)\) and for all \(0 \leq t < \tau \leq T\),
\[
d(q^n_1(t), q^n_1(\tau)) \leq L(q^n_1|_{(t, \tau)}) = \int_t^\tau \sqrt{g(q^n_1(u), q^n_2(u))} \, du \leq r(\tau - t).
\]

where \(q^n_1|_{(t, \tau)}\) denotes the restriction of \(q^n_1\) to the interval \((t, \tau) \subset [0, T]\). Therefore \(\{q^n_1\}\) is equicontinuous on \([0, T]\), and by the Arzela-Ascoli Theorem, there then exists a subsequence \(\{q^{n_k}\} \subset \{q^n_1\}\) which converges uniformly to a curve \(q_1\) satisfying the boundary conditions in position. We may now replace \(\{q^n\}\) with \(\{q^{n_k}\}\) and repeat the analysis with \(q^{n_k}_2\) to find some subsequence which converges uniformly to some \(q_2\) satisfying the boundary conditions in position. Repeating this argument inductively over the agents, we hence obtain some subsequence of \(\{q^n\}\)—again denoted by \(\{q^n\}\)—converges uniformly to \(q = (q^1, q^2, \ldots, q^q)\) satisfying the boundary conditions in position.

Let \((U^\mu_j, \varphi^\mu_j)\) be a finite collection of charts on \(Q\) and \(I_j^\mu\) an accompanying finite partition of \([0, 1]\) such that, for sufficiently large \(n\) and for all \(1 \leq j \leq m\) and \(\mu \in I\), there exists a compact subset \(K_j^\mu \subset \bigcup_{\mu} U^\mu_j\) containing \(q^n_j(I_j^\mu)\). In local coordinates, we may consider \(q^n_j\) to be a chart on \(\mathbb{R}^m\) (however, we will abuse this notation by continuing to call it \(q^n_1\) both on the chart \(U^\mu_j\) and its image in \(\mathbb{R}^m\)). Note that
\[
\frac{d}{dt} q^n_j = \frac{D}{dt} q^n_j + \Gamma(q^n_j; q^n_j, q^n_j).
\]

where \(\Gamma: \mathbb{R}^{3m} \to \mathbb{R}^m\) is continuous in the first argument and bilinear in the last two—and is determined by the ordinary Christoffel Symbols induced by the connection and chart. Hence, in \(K_j^\mu\), we have
\[
\left\| q^n_j \right\|_{H^2}^2 = \left\| q^n_j \right\|_{L^2}^2 + \left\| \frac{d}{dt} q^n_j \right\|_{L^2}^2 = \int_{I_j^\mu} \left\| q^n_j(t) \right\|_{E^m}^2 \, dt + \int_{I_j^\mu} \left\| \frac{d}{dt} q^n_j(t) \right\|_{E^m}^2 \, dt + \int_{I_j^\mu} \left\| \frac{d}{dt} q^n_j(t) \right\|_{E^m}^2 \, dt.
\]

The first integral is bounded, as \(\varphi^\mu_j\) is a homeomorphism and \(K_j^\mu\) is compact—hence \(\varphi^\mu_j(K_j^\mu) \cap (\varphi^\mu_j \circ q^n_j)(I_j^\mu)\) is bounded in \(\mathbb{R}^m\). For the second integral, note that for some scalars \(\alpha\), \(\beta\) we have \(\alpha \|X\|_{\mathbb{R}^m} \leq g(X, X) \leq \beta \|X\|_{\mathbb{R}^m}^2\) for all \(X \in T_xQ_j\) with \(x \in K_j^\mu\). Hence, the boundedness of the second integral is equivalent to the boundedness of
\[
\int_{I_j^\mu} g(q^n_j(t), q^n_j(t)) \, dt,
\]
which follows by the uniform boundedness of \( g(\dot{q}_n^i, \ddot{q}_n^i) \) on \([0, 1]\) (and hence on the subset \( I_n^\mu \)).

Similarly, the boundedness of the final integral is equivalent to the boundedness of

\[
\int_{I_n^\mu} g \left( \frac{d}{dt} \dot{q}_n^i(t), \frac{d}{dt} q_n^i(t) \right) dt.
\]

Note that \( \Gamma \) and \( V_{ij} \) are uniformly bounded on \( I_n^\mu \) by continuity and the fact that each \( q_j \) and \( \dot{q}_j \) are uniformly bounded. It then follows by (6) and by the fact that \( \sup_{n \in \mathbb{N}} \|J(q_n^n)\| < +\infty \) that the above integral is bounded. Hence, \( q_n^n \) is bounded in \( H^2 \). Since \( H^2 \) is a Hilbert space, we then get weak convergence of some subsequence of \( (q_n^n) \) to \( q \in \Omega \) in \( H^2 \).

\[ \square \]

**Theorem 4.3** \( J \) satisfies the Palais-Smale condition on \( \Omega \).

**Proof:** Suppose that \( (q_n^n) \subset \Omega \) is a Palais-Smale sequence for \( J \), and let \( B^n_i(t) \) and \( C^n_i(t) \) be vector fields along \( q_n^n \) satisfying

\[
\frac{D^2}{\partial t^2} B^n_i(t) = R \left( \frac{d}{dt} \dot{q}_n^i(t), \frac{d}{dt} q_n^i(t) \right) \quad \text{and} \quad \frac{D^2}{\partial t^2} C^n_i(t) = \sum_{j \in \mathcal{N}} \text{grad}_i V_{ij}(q_n^i(t), q_n^i(t)).
\]

By Lemma 4.2, we have that some subsequence of \( q^n \) (again denoted by \( q^n \)) converges weakly to some curve \( q \in \Omega \) with respect to the \( H^2 \) norm. Hence for all \( i = 1, \ldots, s \), we have that \( q^n_i \) and \( \dot{q}_n^i \) are uniformly bounded, and \( \frac{d}{dt} \dot{q}_n^i \) is bounded in the \( L^2 \) sense, so that \( R \left( \frac{d}{dt} \dot{q}_n^i(t), \frac{d}{dt} q_n^i(t) \right) \) and \( \text{grad}_i V_{ij}(q_n^i(t), q_n^i(t)) \) are bounded in \( L^2 \). This implies, by using Gronwall's inequality, that \( B^n_i \) and \( C^n_i \) are bounded in \( H^2 \), so that there exists subsequences converging strongly in \( L^2 \).

Observe that

\[
||dJ(q^n)||_{T_{q^n} \Omega} \to 0 \implies ||dJ(q^n)||_{T_{q^n} \Omega} = ||\text{grad}_i J(q^n)||_{T_{q^n} \Omega_i} \to 0,
\]

for all \( i = 1, \ldots, s \), where \( dJ \) represents the differential of the functional \( J : \Omega \to \mathbb{R} \) defined by \( J_i(p) = J(q_1, \ldots, q_{i-1}, p, q_{i+1}, \ldots, q_s) \). Defining \( A^n_i := \text{grad}_i J(q^n) \), we have that \( \frac{D^2}{\partial t^2} A^n_i \to 0 \) in \( L^2 \), and for all \( X \in T_{q^n} \Omega_i \),

\[
d_i J(q^n) X = \int_0^T g \left( \frac{D}{\partial t} \dot{q}_n^i(t) + B^n_i(t) + C^n_i(t), \frac{D^2}{\partial t^2} X \right) dt,
\]

\[
\text{grad}_i J(q^n) X = \int_0^T g \left( \frac{D^2}{\partial t^2} A^n_i, \frac{D^2}{\partial t^2} X \right) dt.
\]

So that, with \( Z^n_i(t) := \frac{D}{\partial t} \dot{q}_n^i(t) + B^n_i(t) + C^n_i(t) - \frac{D^2}{\partial t^2} A^n_i \), we have that for each \( i = 1, \ldots, s \) and \( X \in T_{q^n} \Omega_i \),

\[
\int_0^T g \left( Z^n_i, \frac{D^2}{\partial t^2} X \right) dt = 0.
\]

Integrating by parts twice and applying the Fundamental Lemma of the Calculus of Variations, we see that \( \frac{D^2}{\partial t^2} Z_i^n \equiv 0 \). To complete the result, it suffices to show that each \( Z_i^n \) is bounded in \( H^1 \). This follows by defining the sequence of functions \( \beta_i^n : \mathbb{R} \to \mathbb{R} \) given by \( \beta_i^n(t) := g(Z_i^n(t), Z_i^n(t)) \) and by noting that for all \( t \in [0, T] \), \( \beta_i^n(t) \geq 0, \frac{d}{dt} \beta_i^n \geq 0 \) and \( \frac{d^2}{dt^2} \beta_i^n \equiv 0 \), from which it follows that \( \beta_i^n \) is just a sequence of quadratic polynomials on the real line. Moreover, since \( \frac{d^2}{dt^2} \beta_i^n(t) = 2g \left( \frac{D}{\partial t} Z_i^n(t), \frac{D}{\partial t} Z_i^n(t) \right) \), the boundedness of \( Z_i^n \) in the \( H^1 \) sense is equivalent to the boundedness of the sequence of coefficients to the quadratic term in \( \beta_i^n(t) \). This follows from the fact that \( \beta_i^n(t) \geq 0 \) and \( \frac{d}{dt} \beta_i^n \geq 0 \) together with the boundedness of \( \frac{D}{\partial t} Z_i^n \) on \( L^2 \).

\[ \square \]

**Corollary 1** There exists a curve \( q = (q_1, \ldots, q_s) \in \Omega \) such that each \( q_i \in \Omega_i \) is smooth and satisfies (5), and such that \( J(q) = \inf_{\omega \in \Omega} J(\omega) \).
Remark 2: In the case that the artificial potential function $V_j$ is identically zero, the minimizers of $J$ are precisely the curves $q = (q_1, \ldots, q_s) \in \Omega$ such that each $q_i$ is a Riemannian cubic polynomial satisfying the boundary conditions on $\Omega_i$ (see for instance [13], [18], [19], [24], [40]).

One may wish to understand the influence of the potential in shaping the minimizers. To this end, observe that if $q_i(t)$ is a Riemannian cubic and $X_i = -\sum_{j \in N_i} \text{grad}_{d} V_{ij}(q_i, q_j)$, for $i = 1, \ldots, s$, we have

$$dJ(q)X_i = -\int_0^T g(X_i, X_i) dt \leq 0.$$  

Hence, $J$ decreases when one deforms the Riemannian cubic $q$, in the direction that the artificial potential is decreasing fastest.

For the application of collision avoidance, we desire that the minimizers are given by deforming the cubics in a way that the average distance between agents is increased. In other words, we would like $J$ to be decreasing along the sum of the gradient flows of the Riemannian distances between the agents:

$$dJ(q) \sum_{(i,j) \in E} \text{grad}_{d} d(q_i, q_j) = -\int_0^T \sum_{(i,j) \in E} \text{grad}_{d} V_{ij}(q_i, q_j) dt \leq 0.$$  

Note that any potential whose gradient is of the form $\sum_{(i,j) \in E} \text{grad}_{d} V_{ij}(p, q) = -f(p, q) \sum_{(i,j) \in E} \text{grad}_{d} d(p, q)$ will work, where $f : Q \times Q \rightarrow \mathbb{R}$ is non-negative. A particularly simple, smooth, positive-definite family of such potentials is given by $V_{ij} = \frac{1}{\epsilon + (d(p, q)/D)^k}$ for $\epsilon, D > 0$, and $k \in \mathbb{N}$ and for all $(i, j) \in E$.

5 The Collision Avoidance Task

In this section, we focus on the task of collision avoidance between nearest neighbors. First we define precisely what it means for collision to be avoided, and prove that the minimizers of $J$ avoid collision for a general class of artificial collision avoidance potentials. The strategy proposed is to use a reference trajectory $q \in \Omega$ that avoids collision, from which we obtain an upper bound on $J(q)$—which must also be an upper bound for the value of $J$ at a minimizing trajectory.

5.1 Collision avoidance

For $(i, j) \in E$ and real numbers $0 < r_{ij} < r_{ij}^{*} < R_{ij}$, we define the sets:

$$C_{ij} := \{(p, q) \in Q \times Q : d(p, q) < r_{ij}\} \quad \text{Collision Region for the edge} \ (i, j) \in E,$$

$$C_{ij}^{*} := \{(p, q) \in Q \times Q : d(p, q) < r_{ij}^{*}\} \quad \text{Risk Region for the edge} \ (i, j) \in E,$$

$$S_{ij} := \{(p, q) \in Q \times Q : d(p, q) > R_{ij}\} \quad \text{Safety Region for the edge} \ (i, j) \in E,$$

where $r_{ij}$, $r_{ij}^{*}$, $R_{ij}$ are called the tolerances for the collision region, risk region, and safety region, respectively. We assume that each of these regions is symmetric in $(i,j)$. That is, $C_{ij} = C_{ji}$ and equivalent statements for $C_{ij}^{*}$ and $S_{ij}$. We say that $q \in \Omega$ avoids collision with tolerances $r_{ij}$ if $(q_i(t), q_j(t)) \notin C_{ij}$ for all $(i,j) \in E$ and $t \in [0, T]$. In Figure 5.1 below, we depict these regions with respect to agent $i$.

We will construct our potential functions for collision avoidance so that its components are bounded above in the corresponding Safety Regions and bounded below in the corresponding Risk Region. More precisely, for all $(i, j) \in E$ and for some real numbers $0 < V_{ij}^{*} < V_{ij}$, we construct the artificial potential $V_{ij}$ such that $V_{ij} > V_{ij}^{*}$ on $C_{ij}^{*}$ and $V_{ij} < V_{ij}^{*}$ on $S_{ij}$. From equation (5), minimizers of $J$ will move in a way that the fourth covariant derivatives of the agents follow the gradient descent of the potential (perturbed by some quantity that depends on the geometry of the manifold). One would thus expect the minimizers to avoid collision if $V_{ij}^{*} - V_{ij}$ is sufficiently large. Indeed this is the case (with some caveats dependent on the geometry of $\Omega$ and the chosen tolerances), but in order to more precisely define "sufficiently large," one must note the influence of the boundary conditions and the tolerances of the Collision regions, Risk regions, and Safety regions. In particular, the rate at which the agents must accelerate away from the Collision region once they have entered the Risk region will depend on the quantity $r_{ij}^{*} - r_{ij}$ together with the speeds at which the agents enter the Risk region. In turn, these speeds will be determined.
Figure 1: The regions $C_{ij}, C_i^j,$ and $S_{ij}$ taken with respect to the position of agent $i$. For example, collision between agents $(i,j) \in E$ is equivalent to saying that the position of agent $j$ enters the red ball somewhere along the trajectories.

indirectly by equation (5) together with the boundary conditions, which depend upon the magnitude of the potential’s gradient along the trajectories (which itself may be influenced by $V_{ij} - V_{ij}^*$). This circular dependence poses a problem in the analysis that we resolve by introduce some “extra data” that can be indirectly used to bound the troublesome quantities.

Consider a reference trajectory $q = (q_1, \ldots, q_s) \in \Omega$ such that $(q_i(t), q_j(t)) \in S_{ij}$ for each $(i,j) \in E$ and $t \in T$ (note that this requires $R_{ij} < \min \{d(q_i^0, q_j^0), d(q_i^T, q_j^T)\}$). We define for all $i \in V$ the non-negative real numbers:

$$a_i := \sup_{t \in [0, T]} \left\{ \left| \frac{D}{dt} \dot{q}_i(t) \right| \right\}, \quad c := T \sum_{i=1}^s \left[ a_i^2 + \sum_{j \in N_i} V_{ij} \right], \quad v_i := \sqrt{c T + \|v_i^0\|^2}.$$

**Proposition 2** If $V_{ij} > \frac{c(v_i + v_j)}{2|q_i^0 - q_j^0|}$ for all $(i,j) \in E$, then every minimizer $q^* = (q_1^*, \ldots, q_s^*) \in \Omega$ of $J$ avoids collision.

**Proof:** Observe that, since each pair of agents in our reference trajectory remains in the Safety Region for all $t \in [0, T]$,

$$J(q) = \sum_{i=1}^s \int_0^T \left[ \left| \frac{D}{dt} \dot{q}_i(t) \right|^2 + \sum_{j \in N_i} V_{ij}(q_i(t), q_j(t)) \right] dt$$

$$\leq T \sum_{i=1}^s \sup_{t \in [0, T]} \left[ \left| \frac{D}{dt} \dot{q}_i(t) \right|^2 + \sum_{j \in N_i} V_{ij}(q_i(t), q_j(t)) \right]$$

$$\leq T \sum_{i=1}^s \left[ a_i^2 + \sum_{j \in N_i} V_{ij} \right] =: c$$

For all $i \in V$, let $v_i^* = \sup_{t \in [0, T]} \{||\dot{q}_i^*(t)||\}$, so that

$$||\dot{q}_i^*(t)||^2 = ||v_i^0||^2 + \int_0^T \frac{d}{dt} ||\dot{q}_i^*(t)||^2 dt$$

$$= ||v_i^0||^2 + 2 \int_0^T g \left( \frac{D}{dt} \dot{q}_i^*(t), \dot{q}_i^*(t) \right) dt$$

$$\leq ||v_i^0||^2 + 2 \left( \int_0^T \left| \frac{D}{dt} \dot{q}_i^*(t) \right|^2 dt \right)^{1/2} \left( \int_0^T ||\dot{q}_i^*(t)||^2 dt \right)^{1/2}$$

$$\leq ||v_i^0||^2 + 2 v_i^* \sqrt{J(q^*) T}$$

$$\leq ||v_i^0||^2 + 2 v_i^* \sqrt{c T},$$
since \( J(q^*) \leq J(q) \leq c \). Taking the supremum over \( t \in [0, T] \) on both sides of the inequality, we have
\[
(v^*)^2 \leq ||v_i^0||^2 + 2v_i^0 \sqrt{cT},
\]
so that \( v_i^* \leq \sqrt{cT} + ||v_i^0||^2 =: v_i \).

Now assume towards contradiction that \( q^* \) does not avoid collision. Then for some \((i, j) \in \mathcal{E} \) and \( \tau \in [0, T] \), \((q_i(\tau), q_j(\tau)) \in C_{ij} \), and so for \( t > \tau \) we have by repeated applications of the triangular inequality that
\[
d(q^*_{ij}(t), q^*_{ij}(t)) \leq d(q^*_{ij}(t), q^*_{ij}(\tau)) + d(q^*_{ij}(\tau), q^*_{ij}(t))
\leq L(q_{ij}(\tau, t)) + L(q_{ij}(t, \tau)) + r_{ij}
= \int_{\tau}^{t} ||q_i(t)||dt + \int_{\tau}^{t} ||q_j(t)||dt + r_{ij}
\leq (v_i^* + v_j^*)(t - \tau) + r_{ij}
\leq (v_i + v_j)(t - \tau) + r_{ij},
\]
and so for all \( t \in \left[ \tau, \tau + \frac{r_{ij} - r_{ij}}{v_i + v_j} \right] \) then \((q_i(t), q_j(t)) \in C_{ij}^* \). It can be seen by a similar argument that \((q_i(t), q_j(t)) \in C_{ij}^* \) for all \( t \in \left( \tau - \frac{r_{ij} - r_{ij}}{v_i + v_j}, \tau \right) \). Therefore,
\[
2V_{ij}^* \left( \frac{r_{ij} - r_{ij}}{v_i + v_j} \right) \leq \int_{\tau}^{\tau + \frac{r_{ij} - r_{ij}}{v_i + v_j}} \sum_{j \in \mathcal{N}_i} V_{ij}(q_i(t), q_j(t))dt
\leq \int_{0}^{T} \sum_{j \in \mathcal{N}_i} V_{ij}(q_i(t), q_j(t))dt
\leq J(q^*) \leq J(q) \leq c.
\]

So that \( V_{ij}^* \leq \frac{c(1 + 4T)}{2(r_{ij} - r_{ij})} \). Therefore, by contradiction, \( q^* \) avoids collision. \( \square \)

In the context of Proposition 2, one may think of the reference trajectory \( q \) as avoiding collision with tolerances \( R_{ij} \). To that end, we call collision avoidance with tolerances \( r_{ij} \) feasible if there exists a curve \( q \in \Omega \) which avoids collision with tolerances \( r_{ij} \).

We now consider the smooth family of repulsive potentials parameterized by \( D, \epsilon \in \mathbb{R}^+ \), \( k \in \mathbb{N} \) defined by
\[
V^k_{D, \epsilon}(p, q) = \frac{1}{\epsilon + (d(p, q)/D)^k}.
\]

**Corollary 2** For all \((i, j) \in \mathcal{E} \), if collision avoidance is feasible for the tolerances \( R_{ij} > 0 \), then for all \( r_{ij} < R_{ij} \), there exists \( \epsilon_{ij} \in \mathbb{R}^+ \), \( k_{ij} \in \mathbb{N} \) such that every minimizer of \( J \) with the potential \( V_{R_{ij}, \epsilon_{ij}} = V^k_{D, \epsilon}(p, q) \) avoids collision with tolerances \( r_{ij} \).

**Proof:** Let \( r_{ij} \leq R_{ij} \), and choose \( r_{ij}^* \) such that \( r_{ij} < r_{ij}^* \leq R_{ij} \). Since collision avoidance is feasible with the tolerances \( R_{ij} \), there exists a reference trajectory \( q \in \Omega \) such that each pair of agents in \( \mathcal{E} \) remains in the safety region with tolerances \( R_{ij} \).

We have \( V_{ij}(p, q) < 1 \) whenever \( d(p, q) \geq R_{ij} \), independent of \( \epsilon \) and \( k \), so that we may suppose \( V_{ij} = 1 \). Moreover, \( d(p, q)/R_{ij} < r_{ij}/R_{ij} < 1 \) whenever \( d(p, q) < r_{ij} \), so that \( d(p, q)/R_{ij} \) can be made arbitrarily large in a small region by taking \( k_{ij} \) sufficiently large—so that \( V_{ij} \) becomes arbitrarily close to \( \frac{1}{\epsilon_{ij}} \). In particular, we must suppose that \( \epsilon_{ij} < \frac{1}{2\epsilon_{ij}} < \frac{1}{2\epsilon_{ij}} \). Finally, observe that \( \frac{c(1 + 4T)}{2(r_{ij} - r_{ij})} \) is finite and independent of the parameters \( \epsilon_{ij}, k_{ij}, D_{ij} \). Hence, by choosing \( \epsilon_{ij} < \frac{r_{ij} - r_{ij}}{c(1 + 4T)} \), we have by Proposition 2 that any minimizer of \( J \) avoids collision with tolerances \( r_{ij} \). \( \square \)

**Remark 3** Notice that the family of potentials defined above is strictly positive, so that we are assuming that the neighboring agents can always measure their distances with respect to one another. In practice, this is often not the case due to technological limitations. Instead, we have some sensing radius which dictates how close two agents must be to sense one another (i.e., to measure their distance). When two
agents are outside of the sensing radius, the component of the artificial potential relating these agents must not include their distance, and in the simplest case is constant.

In order to preserve the regularity of the potential (recall that $C^1$ was required in the proof of Theorem 4.3 for the existence of minimizers), we can define a bump function. For example, consider

$$V(p, q) = \begin{cases} \frac{1}{\varepsilon} \exp \left( -\frac{1}{1-(d(p,q)/D)^2} \right) & d(p,q) < D \\ 0 & \text{else.} \end{cases}$$

$V$ is smooth and can easily replace the family of potentials used in Corollary 2 to achieve the same result, except with collision avoidance being guaranteed for all $r_{ij} < \min\{R_{ij}, h\}$.

5.2 Collision avoidance with uniformly bounded derivatives

In the path planning design of some robotic applications sometimes it is needed to require uniform bounds on the magnitudes of the derivatives of the trajectories (see [31] and [34] for instance). While the existence of minimizers is not guaranteed in such a case, we still find it instructive to provide analysis in such a case. In particular, we provide alternate conditions for $V^*_i$—expressed in terms of the uniform bounds and initial conditions—which ensures the collision avoidance of minimizers. We do so by taking advantage of an invariant for the flow of equations (5), and hence the analysis will show collision avoidance for all critical points of $J$ rather than just the minimizing trajectories (as was the case in Section 5.1)—provided that the derivatives of these solutions satisfy the given bounds. Moreover, as will be seen below, the conditions on the potential no longer have any dependence on the Risk and Safety regions, so that we may suppose that $r_{ij} = r_{ij}$ and set $V_{ij} = V_{ij}(q^i, q^j)$.

For each $i \in \mathcal{V}$, we define the domain

$$\Omega_{i, \max} = \left\{ q \in \Omega_i \mid ||\dot{q}(t)|| \leq v_{i, \max}^t, \left| \frac{D}{dt} \dot{q}(t) \right| \leq a_i^t, \left| \frac{D^2}{dt^2} \ddot{q}(t) \right| \leq \eta_{i, \max}, \forall t \in [0, T] \right\},$$

where $v_{i, \max}^t, a_i^t, \eta_{i, \max}$ are non-negative real numbers with $v_{i, \max}^t > \max \left\{ \|v_i^t\|, \|v_i^T\| \right\}$ and further define $\Omega_{\max} = \Omega_{1, \max} \times \cdots \times \Omega_{N, \max}$.

We further set $\eta_i^0 = \frac{D^2}{dt^2} \dot{q}(0)$.

**Proposition 3** Suppose that $q = (q_1, \ldots, q_s) \in \Omega_{\max}$ and that each $q_i$ satisfies equation (5). If

$$V_{ij} > \sum_{i=1}^s \left[ (a_i^t)_{\max}^2 + v_{i, \max}^t \eta_{i, \max}^t + v_i^0 \eta_i^0 + \frac{1}{2} \sum_{j \in N_i} V_{ij} \right]$$

for all $(i, j) \in \mathcal{E}$, then $q$ avoids collision with tolerances $r_{ij}$.

**Proof:** We define the function $H$ by:

$$H(q, \dot{q}, \frac{D}{dt} \dot{q}, \frac{D^2}{dt^2} \ddot{q}) = \sum_{i=1}^s \left[ g\left( \dot{q}_i, \frac{D}{dt} \dot{q}_i \right) - \frac{1}{2} \left\| \frac{D}{dt} \dot{q}_i \right\|^2 + \frac{1}{2} \sum_{j \in N_i} V_{ij}(q_i, q_j) \right].$$

Using the symmetry of the potential and since $G$ is undirected, we have that the time evolution of $H$ satisfies

$$\dot{H} = \sum_{i=1}^s \left[ -g\left( \dot{q}_i, R \left( \dot{q}_i, \frac{D}{dt} \dot{q}_i \right) \right) + \sum_{j \in N_i} \left( g(\dot{q}_i, \text{grad}_i V_{ij}(q_i, q_j)) + g(\text{grad}_i V_{ij}(q_i, q_j), \dot{q}_i) \right) \right]

= \sum_{i=1}^s \left[ -g\left( \dot{q}_i, R \left( \dot{q}_i, \frac{D}{dt} \dot{q}_i \right) \right) \right] = -\sum_{i=1}^s Rm \left( \dot{q}_i, \frac{D}{dt} \dot{q}_i, \dot{q}_i \right).$$
which vanishes identically due to the symmetries of the curvature tensor (see Theorem 3.1 in [10] for more details). Suppose that \( q \) does not avoid collision. Then, there exists \((i, j) \in \mathcal{E}\) and some \( \tau \in [0, T] \) such that \( d(q_i(\tau), q_j(\tau)) \leq r_{ij} \), so that \( V_{ij}(q_i(\tau), q_j(\tau)) > V_{ij}^* \). But, since \( H \equiv 0 \), we have:

\[
V_{ij} - \sum_{i=1}^{N} \left( \frac{1}{2} a_{i}^{\text{max}} V_{ij} + v_{i}^{\text{max}} V_{ij} \right) \leq H(\tau) = H(0) \leq \sum_{i=1}^{N} \left( v_{i}^{0} V_{ij} + \frac{1}{2} \sum_{j \in \mathcal{N}_i} V_{ij} \right)
\]

\[
\Rightarrow V_{ij} \leq \sum_{i=1}^{N} \left( (a_{i}^{\text{max}})^2 + v_{i}^{\text{max}} V_{ij} + v_{i}^{0} V_{ij} + \frac{1}{2} \sum_{j \in \mathcal{N}_i} V_{ij} \right)
\]

Which contradicts the assumption on \( V_{ij}^* \). \( \square \)

### 5.3 Simulation results

In this section, we conduct numerical simulations of the collision avoidance problem in the cases of \( Q = \mathbb{R}^3 \) and \( Q = S^2 \). In both cases, numerical integration was done via the Euler method with a time step of \( h = 0.005 \). Initial conditions were decided so that the unique geodesics satisfying those conditions collide along the trajectories. The final points of the geodesics were then used as the end points in the boundary value problems satisfying (5) along the trajectories. A shooting method based on the downhill simplex algorithm was used to find the initial accelerations and jerks that lead to solutions to the boundary value problem.

#### 5.3.1 Collision Avoidance on \( \mathbb{R}^3 \)

Consider 4 agents on \( \mathbb{R}^3 \) with the Euclidean metric, and the following neighboring relations between agents \( \mathcal{N}_1 = \{2, 3, 4\}, \mathcal{N}_2 = \{1, 3\}, \mathcal{N}_3 = \{1, 2, 4\}, \mathcal{N}_4 = \{1, 3\} \). We choose \( T = 4 \) and the boundary conditions as:

- \( q_1(0) = (-1, -1, 0), \quad q_3(0) = (1, 1, 0), \quad q_4(0) = (1, -1, 0) \)
- \( q_2(0) = (-1, 1, 0), \quad q_2(T) = (1, -1, 0), \quad q_3(T) = (-1, 1, 0), \quad q_4(T) = (-1, -1, 0) \)

- \( \dot{q}_1(0) = \dot{q}_3(0) = \dot{q}_4(0) = (0, 0, 0) \)
- \( \dot{q}_2(T) = (0, 0, 0) \)

For our reference trajectories, we choose piecewise defined curves consisting of cubic polynomials, with constant speed arcs along the circle of radius 2 centered at the origin. For example, the reference trajectory \( \gamma_1 \) for \( q_1 \) consists of the cubic polynomial verifying the relevant initial conditions and \( \gamma(1.5) = (2, 0, 0), \gamma(1.5) = (0, -\pi, 0) \), followed by the circular arc \( \gamma(t) = (2 \cos(\frac{\pi}{2}(t - 1.5)), -2 \sin(\frac{\pi}{2}(t - 1.5)), 0) \) for \( 1.5 < t < 2.5 \), followed by the cubic polynomial starting from the circular arc end points in position and velocity to the final points in the boundary value problem. Note that, in this manner \( \gamma_1 \in \Omega_1 \).

The other reference trajectories were chosen similarly, so that \( \gamma = (\gamma_1, ..., \gamma_4) \in \Omega \). It can be seen that \( ||\gamma_i(t) - \gamma_j(t)|| > 2 \) for all \((i, j) \in \mathcal{E} \) and \( t \in [0, 4] \). Consistent with Section 5.1, we choose the repulsive potential with \( V_{ij}(p, q) = \frac{1}{c^2 ||p - q||^2} \) so that \( V_{ij} = 1 \).

Moreover, it can be shown numerically that \( a_i < 3.22 \), so that \( c < 185.9 \) and \( v_i < 54.57 \) for \( i = 1, ..., 4 \). We choose our tolerances for the Collision regions and Risk regions as \( r_{ij} = \frac{1}{2} \) and \( r_{ij}^* = 1 \) for all \((i, j) \in \mathcal{E} \), so that by Proposition 2, collision is avoided if we choose \( k \) and \( \epsilon \) such that \( \frac{1}{c + 2 \epsilon} > 20,290 \). One such solution is \( \epsilon = 0.00001 \) and \( k = 16 \), with which the necessary conditions for extrema (5) take the form

\[
\frac{d^2 q_i}{dt^2} = \sum_{j \in \mathcal{N}_i} \frac{64 ||q_i - q_j||^14}{(0.00001 + ||q_i - q_j||^10)^2} (q_i - q_j), \quad i = 1, ..., 4. \quad (8)
\]

In Figure 2 below, we show the numerical solution to equations (8) with the above initial conditions. For the purposes of comparison, we also include the numerical solutions to the cubic polynomials satisfying the boundary conditions (that is, the solutions to the necessary conditions for extrema in the case that \( V \equiv 0 \)).
Now, similar to [6] and [17], if we consider the horizontal curve vector fields and curves (see for instance [55]).

It is shown in [6] that

\[
\text{grad}_d V^k_e(p,q) = \frac{kd(p,q)^k - 2}{2D^2 (\epsilon + (d(p,q)/D)^k)^2} e^p q.
\]

Proof: It is shown in [6] that

\[
d(p,q)^k = d^2(p,q)^k/2
\]

and applying the chain rule.

In particular, when \( Q = G \) is a Lie group, the Riemannian exponential at the point \( g \in G \) can be represented by the Riemannian exponential at the identity element \( e \in G \) as

\[
\exp_G^{-1}(h) = \exp_e^{-1}(g^{-1} h).
\]

Now, similar to [6] and [17], if we consider the horizontal curve \( \tilde{g}_i \in \pi^{-1}_G (g_j) \) on \( G \), \( i \in V \), verifying

\[
\xi_i = T_{\tilde{g}_i(t)} L_{\tilde{g}_i} \left( \frac{d\tilde{g}_i}{dt} \right)
\]

and

\[
\xi_i'' = -[\xi_i, [\xi_i', \xi_i]] - \frac{1}{2} \sum_{j \in N_i} \frac{k_{ij} ||\exp_e^{-1}(\tilde{g}_i^{-1} \tilde{g}_j)||^{k_{ij} - 2}}{D_{ij}^2 (\epsilon + (||\exp_e^{-1}(\tilde{g}_i^{-1} \tilde{g}_j)||)/(D)^{k_{ij}})^2} e(p_q q), \quad i \in V,
\]

where the latter equation evolving on the subspace \( m \), then the solutions project down to the solutions to the necessary conditions (5) on \( H \) with the potential defined by

\[
V_{ij} = V^k_{e_i, D_{ij}}.
\]
For simulation purposes we now restrict to the case of three identical agents on the symmetric space $H = S^2$, the two-dimensional unit sphere, with $G = SO(3)$ and $K = SO(2)$, for $i = 1, 2, 3$. Denoting the canonical basis of $\mathbb{R}^3$ by $\{e_1, e_2, e_3\}$, the Lie group $SO(2)$ can be seen as the subgroup of $SO(3)$ leaving $e_1 \in S^2$ fixed. In such a case, the Riemannian exponential map $\exp : \mathfrak{so}(3) \to SO(3)$ is just the usual matrix exponential map on $SO(3)$, where $\mathfrak{so}(3)$ is the Lie algebra of $SO(3)$, i.e., the set of all $3 \times 3$ skew-symmetric matrices.

The matrix exponential map is a diffeomorphism between $\mathcal{U} = \{\dot{a} \in \mathfrak{so}(3) : a \in \mathbb{R}^3, ||a|| < \pi\}$ and $\mathcal{K} = \{R \in SO(3) : \text{Tr}(R) \neq -1\}$, and its inverse map is the matrix logarithm map. Each agent $q_i$ on $S^2$ can be represented by $R_i$ on SO(3) via the relation $q_i = R_i e_1$ and the projection $\pi : SO(3) \to S^2$ given by $\pi(R_i) = R_i e_1$. Denote by $\phi = \arccos(\frac{1}{2}(\text{Tr}(R_i^T R_j) - 1))$, and using Proposition 5.7 in [12], for $R_i \neq R_j$ then $\log(R_i^T R_j) = \frac{\phi}{\sin(\phi)}(R_i^T R_j - R_i R_j^T)$ and $\|\log(R_i^T R_j)\| = \phi$. For all $(i, j) \in \mathcal{E}$, we choose the parameters $k_{ij} = 8$, $D_{ij} = \frac{1}{2}$, $\epsilon_{ij} = 0.00001$ for our potential. If we denote by $\times : \mathfrak{so}(3) \to \mathbb{R}^3$ the inverse of the hat isomorphism $\hat{\cdot} : \mathbb{R}^3 \to \mathfrak{so}(3)$, it follows that the necessary conditions for extrema (9) are given by:

$$
\xi_i'' = -\xi_i \times (\xi_i' \times \xi_i) - \sum_{j \in \mathcal{E}_i} \frac{512 \phi(R_i^T R_j) R_i^T (R_i, R_j^T - R_j R_i^T) \times}{\sin(\phi(R_i^T R_j))(0.00001 + 256 \phi(R_i^T R_j)^2)}
$$

(10)

together with the equation $R_i = R_i \tilde{\xi}_i$, the condition $\pi(R_j) = q_j$, and the boundary conditions $R_i(0) = R_0^i$, $R_i(T) = R_T^i$, $\xi_i(0) = \xi_0^i$, $\nu_i(T) = \nu_T^i$. We then obtain the solution $q_i$ to the corresponding necessary conditions on $H$ by projecting $R_i$ to $S^2$.

We set $T = 4$, and chose initial conditions as:

$$
R_1(0) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad R_2(0) = \begin{bmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad R_3(0) = \begin{bmatrix} \frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} & 0 \\ \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 \\ 0 & 0 & 1 \end{bmatrix}
$$

$\xi_1(0) = [0, 0.24, 0.25]^T$, \quad $\xi_2(0) = [0, 0.2, -0.25]^T$, \quad $\xi_3(0) = [0, 0.2, 0.02]^T$

Figure 3 below shows the geodesics with these initial conditions and the solutions to the necessary conditions (10) satisfying the same boundary conditions as the geodesics.
As in section 5.2, we numerically calculate the constant
\[
\sum_{i=1}^{s} \left( a_{i}^{(\text{max})} + v_{i}^{\max} \eta_{i}^{\max} + v_{i}^{0} \eta_{i}^{0} + \frac{1}{2} \sum_{j \in N_{i}} V_{ij} \right) < 10.32,
\]
from which it follows by 3 that collision avoidance is guaranteed with tolerance \( r \) if
\[
r > \frac{0.0001 + 256}{0.0001 + 32} > 10.32.
\]
This holds true for \( r < 0.373 \), and it can again be numerically confirmed that the solutions shown in Figure 3 above avoid each other within a tolerance of \( r = 0.401 \).
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