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Abstract

Data parallelism does a good job in speeding up the training. However, when it comes to the case when the memory of a single device cannot host a whole model, data parallelism would not have the chance to do anything. Another option is to split the model by operator, or horizontally. Megatron-LM introduced a 1-Dimensional distributed method to use GPUs to speed up the training process. Optimus is a 2D solution for distributed tensor parallelism. However, these methods have a high communication overhead and a low scaling efficiency on large-scale computing clusters. To solve this problem, we investigate the 2.5-Dimensional distributed tensor parallelism. Introduced by Solomonik et al., 2.5-Dimensional Matrix Multiplication developed an effective method to perform multiple Cannon’s algorithm at the same time to increase the efficiency. With many restrictions of Cannon’s Algorithm and a huge amount of shift operation, we need to invent a new method of 2.5-dimensional matrix multiplication to enhance the performance. Absorbing the essence from both SUMMA and 2.5-Dimensional Matrix Multiplication, we introduced SUMMA2.5-LM for language models to overcome the abundance of unnecessary transmission loss resulted from the increasing size of language model parallelism. Compared to previous 1D and 2D model parallelization of language models, our SUMMA2.5-LM managed to reduce the transmission cost on each layer, which could get a 1.45X efficiency according to our weak scaling result between 2.5-D [4,4,4] arrangement and 2-D [8,8,1] arrangement.

1 Introduction

Deep Neural Network models [8, 9, 11, 14] are developing at a high speed, and the development of chip is not capable to keep up with it. A natural remedy is to scale the training to multiple chips or servers. A straightforward way is to use data parallelism, which could not only solve the issue of insufficient memory on each GPU, but also speed up the training process. It is to have multiple devices each holding an identical model process distinct mini-batches of input. Gradients are accumulated among all devices after back propagation and parameters are updated synchronously. By applying data parallelism, each processor would be able to store parameters within their limited storage, and thus offset the issue of limited memory. It is equivalent to training a model with a large batch size. To alleviate the poor generalization performance resulting from large batch, researchers proposed optimizers LAMB [17] and LARS [16].
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Data parallelism \[18\] does a good job in speeding up the training. However, when it comes to the case when the memory of a single device can not host a whole model, data parallelism would not have the chance to do anything. Activation checkpointing \[3\] alleviated the memory constraints by using more computation. Mixed precision training \[7\] reduced both the memory and computation requirement. ZeRO-infinity \[10\] proposes to use CPU memory and NVMe to extend the GPU memory while preserving decent throughput by largely overlapping computation and communication. Another branch is model parallelism. GPipe \[6\] and PipeDream \[5\] split the model vertically. Each GPU hosts a partition of the whole model, takes input from the previous GPU and send the output to the next GPU during forward propagation, and does the reverse during backward propagation. However, they suffer from either gradient staleness or GPU idleness. Another option is to split the model by operator, or horizontally. In 2019, Megatron-LM \[11\] introduced a 1-Dimensional distributed method to use GPUs to speed up the training process. Optimus \[15\] leveraged SUMMA \[13\] and took a step further to improve both the memory and communication efficiency. From their works, language model with growing amount of parameters could be trained on separated processors whose memory could not afford the training procedure independently. While at the same time, due to the disadvantages of SUMMA, the communication within a \([p, p]\) shape processor array takes up to \(2p^3\) times of transmissions among its column and row, together with the increment of \(p\), the increment of transmission loss will also be insufferable and thus reduce the efficiency of SUMMA. Due to this consideration, we looked for the 2.5-dimensional matrix multiplication algorithm which could reduce this effect and save the unnecessary transmissions, from our experiment, we find out that with same number of processors and input matrix, our 2.5-dimensional would have less transmission loss on each layer and thus reach a increment of efficiency.

Introduced by Solomonik et al., 2.5-Dimensional Matrix Multiplication \[12\] developed an effective method to perform multiple Cannon’s algorithm \[2\] at the same time to increase the efficiency. With many restriction of Cannon’s Algorithm and huge amount of shift operation, we need to invent a new method of 2.5-dimensional matrix multiplication to enhance the performance. Absorbing the essence from both SUMMA and 2.5-Dimensional Matrix Multiplication, we introduced SUMMA2.5-LM for language model to overcome the abundance of unnecessary transmission loss result from increasing size of language model parallelism.

In order to suit Transformer with our SUMMA2.5-LM, we developed the parallelization for feed forward section, attention section and non-matrix-multiplication sections separately. For feed forward layer we applied two SUMMA2.5 algorithm to get the output, the algorithm will store the parameter matrices inside each processor for next computation to avoid waste of transmission. To realize the distributed multi-head attention layer, we compute corresponding \(Q, K, V\) matrices and then attention output respectively, in this section, the attention would be computed separately on each processors and to obtain \(Q, K, V\) matrices the algorithm will perform matrix multiplication among the whole layer. For non-matrix-multiplication sections like layer normalization, the algorithm will broadcast the matrix along column, let the distributed processors to work at the same time. Compared to previous 1D and 2D model parallelization of language models, our SUMMA2.5-LM managed to reduce the transmission cost on each layer.

## 2 Preliminary and related work

### 2.1 Cannon’s Algorithm

Cannon’s Algorithm described by Cannon in 1969 is widely used for matrix multiplication on distributed systems. Cannon’s algorithm applied master/slave mode and divide and concur mode. It’s zeroth processor will arrange the I/O for all other processors, it controls the broadcast and the reduce procedures. In another prospective, it divides the multiplication of two input matrices into small pieces, after the calculation on each processor, the final result will be the combination of results from all processors. Cannon’s algorithm does not only parallelizes the matrix multiplication, but also reduces the storage needed for each processors. With number of arithmetic operations per process equals to \(\frac{n^3}{p}\), memory size per process scales with \(\Omega\left(\frac{n^2}{p}\right)\). The lower bound on communication time and estimated lower bound of latency are:

\[
W = \Omega\left(\frac{\text{number of arithmetic operations}}{\sqrt{\text{memory size}}}\right) = \Omega\left(\frac{n^2}{\sqrt{p}}\right).
\] (1)
\[ S = \Omega\left(\frac{\text{number of arithmetic operations}}{(\text{memory size})^{3/2}}\right) = \Omega(\sqrt{p}). \] (2)

The idea of Cannon’s algorithm is described in Algorithm 1. Assume there are \( p = q^2 \) processors in \([q, q]\) shape: Firstly, shift matrix \( A \)'s \([q, q]\) partitioned matrices left by their corresponding row number. Secondly shift matrix \( B \)'s \([q, q]\) partitioned matrices up by their corresponding column number. After these two steps, the algorithm will start to compute the matrices and get corresponding \( C_{ij} \). Then all partitioned matrices \( A_{ij} \) will be shifted left by one, all partitioned matrices \( A_{ij} \) will be shifted up by one, and add the calculated \( C_{ij} \) to previous result, repeat this procedure by \( n \) times. Output \( C \) by combining all \( C_{ij} \) accordingly.

**Algorithm 1: 2D matrix multiplication Cannon’s Algorithm**

Input : Matrix \( A \) with size \( a \times b \); Matrix \( B \) with size \( b \times c \)

Output : Matrix \( C = A \times B \) with size \( a \times c \)

split \( A, B \) in to \( p \) parts to match the processor shape;

store \( A_{ij}, B_{ij} \) into \( p_{ij} \) accordingly;

store \( C_{ij} = 0 \) into \( p_{ij} \) accordingly

\[ \text{for } i, j \in \{0, \ldots, q - 1\} \text{ do} \]

\[ \quad \text{shift } A_{ij} \text{ to } p_{i(j-i)}; \]

\[ \quad \text{shift } B_{ij} \text{ to } p_{i(j-j)}; \]

\[ \quad \text{for } t = 0 \rightarrow q - 1 \text{ do} \]

\[ \quad \quad C_{ij} = C_{ij} + A_{ij} \ast B_{ij}; \]

\[ \quad \quad \text{shift the submatrix } A \text{ owned by } p_{ij} \text{ to } p_{i(j-1)}; \]

\[ \quad \quad \text{shift the submatrix } B \text{ owned by } p_{ij} \text{ to } p_{(i-1)j}; \]

end

end

combine all \( C_{ij} \) accordingly to \( C \);

return \( C \)

**2.2 SUMMA**

The Scalable Universal Matrix Multiplication Algorithm (SUMMA) provides a more effective and efficient algorithm for the 2D matrix multiplication. For SUMMA, Algorithm 2 is the pseudo code for \( C = A \ast B \). The corresponding differentiation for \( A', B' \) can be calculated as:

\[ A' = C' \ast B'^T, B' = A'^T \ast C' \] (3)

By arranging the \( p \) processors into a \( \sqrt{p} \ast \sqrt{p} \) mesh, the matrices \( A \) and \( B \) are also partitioned to \( p \) parts accordingly. After the the partitions of \( A \) and \( B \) are sent to the corresponding processors, the SUMMA algorithm allows each processors to calculate in parallel. At the end of the computation, the algorithm returns the resulting matrix \( C \), distributed among the processors, in the same manner as \( A \) and \( B \) are partitioned.

**Algorithm 2: 2D matrix multiplication SUMMA**

Input : Matrix \( A \) with size \( a \ast b \); Matrix \( B \) with size \( b \ast c \)

Output : Matrix \( C = A \ast B \) with size \( a \ast c \)

split \( A, B \) in to \( p \) parts to match the processor shape;

store \( A_{ij}, B_{ij} \) into \( p_{ij} \) accordingly;

\[ \text{for } i, j \in \{0, \ldots, p^{1/2} - 1\} \text{ (concurrently) do} \]

\[ \quad C_{ij} = 0; \]

\[ \quad \text{for } t = 0 \rightarrow \sqrt{p} - 1 \text{ do} \]

\[ \quad \quad \text{broadcast } A_{it} \text{ in } p_{it} \text{ to } p_{ij}; \]

\[ \quad \quad \text{broadcast } B_{tj} \text{ in } p_{ij} \text{ to } p_{ij}; \]

\[ \quad \quad C_{ij} = C_{ij} + A_{it} \ast B_{tj}; \]

end

end

combine all \( C_{ij} \) accordingly to \( C \);

return \( C \)


2.3 2.5-Dimensional Matrix Multiplication

In 2011, E Solomonik et al. introduced a 2.5D matrix multiplication method to reduce communication time used in Cannon’s Algorithm. This method is named as 2.5D because it has special cases of both 2D and 3D matrix Multiplication. It uses multiple processors with a shape of $\sqrt{p/d} \times \sqrt{p/d} \times d$ where $p$ represents the number of processors and $d$ represents the depth of the processor group. Compared with 2D Cannon’s Algorithm and PDGEMM by ScaLAPACK, 2.5D algorithm could speed up the calculation with less communication cost. The lower bound on communication time is

$$W = \Omega\left(\frac{\text{number of arithmetic operations}}{\sqrt{\text{memory size}}}\right) = \Omega\left(\frac{n^2}{\sqrt{dp}}\right)$$ (4)

The estimated lower bound of latency is

$$S = \Omega\left(\frac{\text{number of arithmetic operations}}{(\text{memory size})^{3/2}}\right) = \Omega\left(\frac{p^{1/2}}{d^{3/2}}\right)$$ (5)

Where number of arithmetic operations per process equals to $\frac{n^2}{p}$, memory size per process scales with $\Omega\left(\frac{dn^2}{p}\right)$. In special cases like $d = 1$, the 2.5D algorithm degenerates to Cannon’s algorithm; when $d = p^{1/3}$, it becomes 3D algorithm.

2.4 Transformer

Transformer was published by Google in 2017. Before that, natural language processing (NLP) was dominant by recurrent neural networks like LSTM. Due to the sequential nature of these models, it was difficult to train with large batch size. Transformer broke the serial dependency, and allowed each hidden vector to attend to any preceding ones. In this manner, the training of Transformer models could be elegantly formulated into basic matrix-matrix multiplications, thus became scalable.

The original Transformer consists of an encoder and decoder. And encoder and decoder are again composed of multi-head attention and feed forward layers. In Megatron-LM, the architecture is adapted in a manner that the whole model consists of multiple identical Transformer layers. Each Transformer layer consists of a self-attention module and a multi-layer perceptron (MLP). MLP is simply two linear layers with an activation function in the middle, the first projecting the hidden vector to a higher dimension while the second projecting it back to the original hidden size. Self-attention module first uses a linear layer to project the original hidden vector into $n$ queries ($Q$), keys ($K$) and values ($V$). Multi-head self attention is calculated as:

$$A = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)$$ (6)

The $n$ $A$’s are then rearranged back to the hidden size, and undergoes another linear layer to produce the output of self-attention module. This design makes self-attention module and MLP each have 2 linear layers, facilitating the row-column partitioning.

3 SUMMA2.5 - LM

3.1 SUMMA2.5

We designed a SUMMA-like matrix multiplication method in 2.5 dimensional arrangement of matrix and processors. In this section, notations of parameters are:

- SUMMA2.5 dimension: $q$
- SUMMA2.5 depth: $d$
- number of processors: $p$
- batch size: $b$
- hidden size: $h$
- sequence length: $s$
• number of Transformer layers: $N$

Where $p = dq^2$ and $1 \leq d \leq q$ where $d = 1$ makes SUMMA2.5 a 2D algorithm like original SUMMA, and $d = q$ makes SUMMA2.5 a 3D algorithm. The $p$ processors will be arranged in a shape of $[q,q,d]$ as shown in Figure 1. Similar to SUMMA algorithm, SUMMA2.5 splits input matrix $A$ with a shape of $[a,b]$ and matrix $B$ with a shape of $[b,c]$ into partitions to match the arrangement of $p$ processors, after the calculation, and outputs the matrix $C$ with a shape of $[a,c]$ combined from all $C_{ijk}$ on different processors. The procedure of our matrix multiplication is described in Algorithm 3. The method to split and combine the matrices is shown in Fig.2. After calculation of the partitioned matrix multiplication between size $[a/dq,b/q]$ and $[b/q,c/q]$, the respective result matrix will in shape $[a/dq,c/q]$ which is stored in respective processors just like input matrix $A$, thus the algorithm could use broadcast and reduce in the same way for matrices $A$ and $C$.

For calculation of $C = A \ast B^T$, we uses a algorithm which broadcasts $B_{ijk}$ within its column and computes $C_{ijk} = A_{ij} \ast B_{ijk}^T$, then the algorithm reduces the $C_{ijk}$ within its column to $C_{itk}$. Similar for function $C = A^T \ast B$, the algorithm broadcasts $B_{itk}$ within its row, computes $C_{ijk} = A_{it}^T \ast B_{itk}$, then reduces the $C_{ijk}$ within its column to $C_{tjk}$.

In this arrangement, the processors could work on $d$ SUMMA-like matrix multiplication separately, thus reach the target to reduce the computation time used. Compared to the 2.5D matrix multiplication mentioned in section 2.3, our algorithm uses less memory on each processors and less transmissions between processors. Compared to 2-D SUMMA algorithm, our work could make the matrices with different depth conduct matrix multiplication concurrently and relatively independent (except necessary communication for parameter matrices), which could reduce the required time for matrix multiplication with huge amount data. As the lower bound of communication time and latency mentioned in 2.5-D algorithm, $W = \Omega(\frac{n^2}{\sqrt{dp}}), S = \Omega(\frac{p^{1/2}}{d^{3/2}})$, when $d > 1$, we have lower communication time and latency compared to 2-D algorithm. We could get the conclusion that with same amount of processors, greater $d$ could lead to less communication time and lower latency. In special case $d = p^{1/3}$, we have $W = \Omega(\frac{n^2}{p^{1/3}}), S = \Omega(1)$, where the SUMMA2.5 could yield best efficiency.

For computation of matrices’ gradients, the function (3) is applied in SUMMA2.5. For matrix $A, C$, the $dq^2$ partitioned matrices will return $dq^2$ partitioned gradient matrices, but for matrix $B$, the $q^2$ partitioned matrices will return $dq^2$ partitioned gradient matrices, in order to get a correct shape of gradients, our algorithm applied all – reduce function after the computation of $B'$ on processors with same row and column but different depth.

Figure 1: $p$ processors in a 2.5D arrangement of shape $[p,p,d]$
Figure 2: Method to split input matrices $A, B$, and method to combine output matrix $C$ assuming processors’ shape $[q = 2, q = 2, d = 2]$. The blue region representing a layer among the processors with a shape of $[q = 2, q = 2]$. (a) Matrix $A$ with shape $[a, b]$ will be split into $dq^2$ partitioned matrices with shape of $[a/qd, b/q]$, $[q, q]$ partitioned matrices will be stored in each layer. (b) Matrix $B$ with shape $[b, c]$ will be split into $q^2$ partitioned matrices with shape of $[b/q, c/q]$, $[q, q]$ partitioned matrices will be stored in each layer. (c) $dq^2$ partitioned matrices with shape of $[a/qd, b/q]$ will be combined into matrix $C$ with shape $[a, b]$.

Algorithm 3: 2.5D matrix multiplication SUMMA2.5 ($p$ processors in $[q, q, d]$ shape)

**Input**: Matrix $A$ with size $[a, b]$; Matrix $B$ with size $[b, c]$

**Output**: Matrix $C = A \times B$ with size $[a, c]$

split $A, B$ into partitioned matrices with shape of $[a/qd, b/q]$ and $[b/q, c/q]$ accordingly:

For $i \in \{0, ..., qd - 1\}, j \in \{0, ..., q - 1\}$ do

- $h = i\% p$;
- $k = i/p$;
- store $A_{ij}$ into $p_{kjh}$;
- $C_{ij} = 0$;
- store $C_{ij}$ into $p_{kjh}$;

end

For $i \in \{0, ..., p - 1\}, j \in \{0, ..., p - 1\}, k \in \{0, ..., d - 1\}$ do

- store $B_{ij}$ into $p_{ijk}$;

end

For $i, j \in \{0, ..., p - 1\}, k \in \{0, ..., d - 1\}$ (concurrently) do

- for $t \in \{0, ..., p - 1\}$ do

  - broadcast $A_{itk}$ in $p_{itk}$ to $p_{ijk}$;
  - broadcast $B_{tjk}$ in $p_{tjk}$ to $p_{ijk}$;
  - $C_{ijk} = C_{ijk} + A_{itk} * B_{tjk}$;

end

end

combine all $C_{ijk}$ accordingly to $C$;

return $C$

3.2 SUMMA2.5 on language model

In our work, we applied our SUMMA2.5 on Transformer. There are encoders and decoders in Transformer, where encoder consists of a multi-head attention layer and a feed forward layer (fully
To compute the corresponding $E_X$, the procedure of our parallelized multi-head attention layer is shown in the Fig. 3 (b). In our work, we applied SUMMA2.5 to parallelize the matrix multiplication. As shown in the Figure [3], we present both the multi-head attention layer and feed forward layer. In our work, there are two different types of operations, defined as matrix multiplication related and non-related.

### 3.2.1 Matrix multiplication procedure

**Feed forward layer** For feed forward layer which could be understood as a simple multi-layer perceptron layer, will take input matrix with a shape of $[b, s, h]$ by default, multiply two parts of parameters in shape of $[h, 4h]$ and $[4h, h]$ accordingly, and the output of feed forward layer would also be in the shape of $[b, s, h]$. In the Transformer, the purpose of using feed forward layer is to process the output matrix from one multi-head attention section to fit the next attention section as an input matrix. With the property of no communication with other input tokens nor inference issue, feed forward layer could be parallelized and thus improve the performance.

In our work, we split the input matrix into partitioned matrices with shape of $[b/dq, s, h/q]$, and split the matrices into shape of $[h/q, 4h/q]$ and shape of $[4h/q, h/q]$ respectively. As shown in the Figure [3], our work applied SUMMA2.5 to parallelize the matrix multiplication. As the output, the parallelized feed forward will return partitioned matrices with shape of $[b/dq, s, h/q]$ just as the input partitioned matrices.

**Multi-head attention layer** In this attention section, the input matrix with shape of $[b, s, h]$ multiplies with a $[h, 3h]$ weight matrix and get a $QKV$ matrix consisting of queries ($Q$), keys ($K$) and values ($V$) in the shape of $3 * [b, s, h]$. Then the $Q, K, V$ matrices will be partitioned into $n$ attention heads, the result matrices of $Q, K, V$ will be in shape $[s, h/n]$ for each sequence. Attention section gets an attention score $A$ in shape $[s, s]$ by performing $Q * K^T$, then gets the output of a single attention head by performing $A * V$. By gathering all the output of attention heads, the output will be in the shape of $[s, h]$. For all the sequences, the shape of corresponding matrix is $[b, s, h]$, after the matrix multiplication with parameter matrix in shape $[h, h]$, the output shape will be $[b, s, h]$, just like the input shape. Similar to the feed forward section, with no communication with other position’s tokens, the attention part is also parallelizable.

The procedure of our parallelized multi-head attention layer is shown in the Fig. 3 (b). In our implementation of the parallelized attention layer, we partitioned the input matrix into $[b/dq, s, h/q]$ matrices, with the partitioned $[h/q, 3h/q]$ parameter matrices, the resulted $Q, K, V$ matrices will be in shape of $3 * [b/dq, s, h/q]$. There will be $n/q$ attention heads on each processors, and the received $Q, K, V$ matrix for each attention head has a shape of $[s, h/n]$. After the same procedure between $Q, K, V$ matrices, the output matrices will be combined together in the shape of $[b/dq, s, h/q]$. After the matrix multiplication with $[h/q, h/q]$, the distributed processors will combine all the $[b/dq, s, h/q]$ matrices into the output $[b, s, h]$ matrix.

### 3.2.2 Other procedure

Besides feed forward and attention section, there are sections in Transformer that are not suitable to apply parallelized operation, for example, residual connection includes add and normalization operations. These kinds of sections will conduct operations locally on individual GPUs. For the bias-add operation, the matrices will be broadcast all each column for forward process, and the backward process drives the gradients to be reduced back to the processor on row 0. As mentioned above, layer normalization is used in each residual connection, for better presentation, the result of layernorm function could be described as:

$$
\hat{X} = \frac{X - E[X]}{\sqrt{Var[X]} + \epsilon}.
$$

To compute the corresponding $E[X] = \frac{\sum X_i}{n}, Var[X] = E[X^2] - (E[X])^2$, the processors will compute $X, X^2$ respectively and then run $all_{-reduce}$ function on each row. For the computation of
Figure 3: SUMMA2.5-LM’s procedure on both feed forward layer and multi-head attention layer, in this example, we used $q = 2, d = 2$ for presentation.

The gradient of $X$, the function could be described as:

$$X' = \frac{\delta J}{\delta X} - \frac{\left(\sum_i \frac{\delta J}{\delta \hat{X}_i}\right) \hat{X} + \sum_j \frac{\delta J}{\delta \hat{X}_j}}{n \sqrt{\text{Var}[X] + \epsilon}},$$

(8)

for calculation, the processor will use stored $X, X^2$ and $\frac{1}{\sqrt{\text{Var}[X] + \epsilon}}$, the calculation of will $\frac{\delta J}{\delta \hat{X}_i}, \frac{\delta J}{\delta \hat{X}_j}$ take place similar to $X, X^2$. Due to the size of parameters, the communication loss in this process is negligible compare to the matrix multiplication part.

4 Experiment

Our experiments are conducted on rtx section of TACC’s frontera server. In this section, there are 90 GPU nodes with 4 NVIDIA Quadro RTX 5000 per node. Our experiments are conducted with 1, 2, 4, 8, 16 nodes accordingly, with setting: changing SUMMA2.5 depth, fixed SUMMA2.5 dimension; changing SUMMA2.5 dimension and depth, fixed model parallel size respectively, and apply strong scaling and weak scaling respectively. Due to the restriction of the GPU usage by TACC, our experiments planned with more than 20 GPU nodes have not conducted, we are trying to find other possible solutions to continue our planned experiment to further evaluate our work. Due to the time limitation of our experiments, we chose random generated input matrix to check the algorithm and Xavier initialized parameter matrices, after the generation of matrices, we compute the matrix multiplication result directly and the result using our SUMMA2.5 method respectively, to guarantee the output is the same, in this case we could compare our SUMMA2.5-LM’s time usage with that of other parallelized language model.

4.1 Strong scaling

In this part of experiment, we used a fixed total parameter size described as strong scaling. As shown in Table[1] we chose the batch size = 16, hidden size = 1024, and number of attention heads = 32 for our strong scaling experiment due to the limitation of memory on each processor. From the results of the experiments, we could conclude that: With same SUMMA2.5 dimension, bigger SUMMA2.5 depth will reduce the forward/backward time per batch size, but not in inverse proportion.
Table 1: Strong scaling setting experiments

| No. of nodes | No. of GPUs | SUMMA2.5 shape | batch size | hidden size | No. of attention heads | forward time (s) | backward time (s) |
|--------------|-------------|----------------|------------|-------------|-----------------------|-----------------|-------------------|
| 1            | 1           | [1, 1, 1]      | 16         | 1024        | 32                    | 1.2583          | 3.2063            |
| 1            | 4           | [2, 2, 1]      | 16         | 1024        | 32                    | 0.8320          | 2.3102            |
| 2            | 8           | [2, 2, 2]      | 16         | 1024        | 32                    | 0.5859          | 1.4507            |
| 4            | 16          | [4, 4, 1]      | 16         | 1024        | 32                    | 0.6584          | 1.8494            |
| 8            | 32          | [4, 4, 2]      | 16         | 1024        | 32                    | 0.6217          | 1.8687            |
| 16           | 64          | [4, 4, 4]      | 16         | 1024        | 32                    | 0.5857          | 1.7133            |
| 16           | 64          | [8, 8, 1]      | 16         | 1024        | 32                    | 0.6536          | 1.8788            |

Table 2: Weak scaling setting experiments

| No. of nodes | No. of GPUs | SUMMA2.5 shape | batch size | hidden size | No. of attention heads | forward time (s) | backward time (s) |
|--------------|-------------|----------------|------------|-------------|-----------------------|-----------------|-------------------|
| 1            | 1           | [1, 1, 1]      | 24         | 1024        | 16                    | 1.4322          | 4.0159            |
| 1            | 4           | [2, 2, 1]      | 48         | 2048        | 32                    | 4.1692          | 12.2519           |
| 2            | 8           | [2, 2, 2]      | 96         | 2048        | 32                    | 4.1776          | 12.3237           |
| 4            | 16          | [4, 4, 1]      | 96         | 4096        | 64                    | 11.2124         | 33.8762           |
| 8            | 32          | [4, 4, 2]      | 192        | 4096        | 64                    | 11.2316         | 33.7722           |
| 16           | 64          | [4, 4, 4]      | 384        | 4096        | 64                    | 11.1911         | 33.7059           |
| 16           | 64          | [8, 8, 1]      | 192        | 8192        | 128                   | 34.9476         | 100.4571          |

since the communication loss will also increase. Besides, from the example between [4,4,4] and [8,8,1] arrangements, with same number of processors, bigger SUMMA2.5 depth could lead to less forward/backward time.

In the first situation, due to the increase of communication cost, double the depth could not result in a half forward/backward time as expected. While the outcome of experiment in strong scaling between [4,4,4] arrangement and [8,8,1] arrangement could because of the high communication loss, as the later arrangement supposed to have smaller matrices to compute.

4.2 Weak scaling

In this part of experiment, we used a fixed parameter size per processor described as weak scaling. As shown in the Table 2, we set the corresponding batch size, hidden size and number of attention heads to get a fixed size of input parameters, and the setting conforms $[b/dq, n/q, h/n] = [24, 16, 64]$ (change of $n$ does not affect the result) due to the memory of each GPU used.

5 Conclusion

In our work, we designed a SUMMA-like 2.5-Dimensional matrix multiplication method named as SUMMA2.5, and we applied this work on deep language model Transformer. By using the SUMMA2.5, we split the input matrices and parameter matrices according to the shape of the arrangement of processors in the group, thus reduced the time used on calculation. Besides, compared to 2.5-Dimensional Cannon’s Algorithm matrix multiplication, our SUMMA2.5 requires less memory on each GPU and it requires less transmission of data among GPUs, which in return could leads to a higher efficiency and less communication loss. For future enhancement, we will experiment with more processors to evaluate the overall performance of our SUMMA2.5-LM. Besides, we will try to find better parallelization method to further reduce communication loss.
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