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Abstract
Cognitive radio (CR) enriches wireless technology systems by harnessing spectrum white spaces. Such systems require continuous and reliable sensing to provide high-quality service to their users and to minimize the interference they may cause to legacy networks. As the simplicity of implementation of energy detectors and their incoherent requirements make them an ideal candidate for this type of application, this work provides a further mathematical analysis to the probability of detection over different fading channels. We derive a tight closed-form expression for the probability of detection over Nakagami channels. In addition, we introduce an accurate recursive algorithm to compute the probability of detection for an odd degree of freedom over additive white Gaussian noise channels, which has been overlooked in the literature so far. Finally, we present the simulation results which concur with the numerical results and which are also a perfect match with the mathematical expressions derived.

Keywords: Cognitive radio, Nakagami-m fading, Odd degrees of freedom, Probability of detection, Probability of false alarm

1 Introduction
The rapid increase of wireless systems and applications raises spectrum demand. However, not all bands of the spectrum are fully utilized at specific times or at specific geographic locations. The Federal Communication Commission (FCC) reported that some of these bands (e.g., unlicensed bands at 2.4 and 5 Ghz) are overcrowded, while others (e.g., licensed bands such as the ultra-high frequency (UHF) band) are inefficiently used. Therefore, technology is emerging to reduce the spectrum scarcity issue by fully utilizing the unused portion of the spectrum. For example, IEEE 802.22 [1] proposes reusing the television (TV) UHF band without causing any interference to TV receivers. Another considers a cellular communication system that utilizes the wireless local area network system (cf. [2]). Researchers often refer to this technology as cognitive radio (CR) systems.

As the main objective of CR systems is the spectrum efficient utilization, an accurate design for a cognitive radio network (CRN) working under a licensed primary network (PN) needs to be considered. While the CRN may have its own frequency band of operation, it can also utilize the white spaces or spectrum holes in frequency bands of the PN to increase its performance and to provide a higher quality of service to its users. As a result, it is considered to be a secondary network relative to the primary network. One of the major challenge of CRN is spectrum sensing, i.e., a highly reliable sensing function must be implemented in the CRN’s terminals. This arises from the fact that the CR receiver sensitivity must be as high as possible to detect the presence or absence of a primary user (PU) signal and to invoke other functions in the CR device which also depend mainly on sensing functionality. For example, in order to detect a primary signal, the CR system must have a sensitivity as much as 20 to 30 dB higher than that of the primary system [3]. Therefore, the core of CR systems is the spectrum sensing algorithm which determines the validity of a transmission opportunity.

In this paper, our study is limited to the energy sensing method [4-7]. In particular, for a local spectrum sensing scenario, i.e., the sensing is accomplished by a single cognitive radio. This detection method can be applied
to any signal type with fewer computational requirements and a simpler implementation. Although several research papers have investigated the detection process using energy detector over a variety of fading channels (cf. [8-13]), the expressions derived for the probability of detection and the probability of false alarms were mainly evaluated for even degrees of freedom (e.g., [14, Eq. 10]). Therefore, we provide an algorithm to compute the detection probability in the case of odd degrees of freedom based on the suboptimal energy detector. Moreover, as spectrum sensing must detect a very low signal-to-noise ratio (SNR), which in turn requires a high degree of precision, the previously derived expressions mainly depend on the number of terms in the summation to get highly accurate results. In addition, they are numerically difficult and depend on other functions while their implementation is also susceptible to truncation errors. Therefore, closed-form expressions for the detection probability are derived. We summarize our contributions as follows:

- We provide a highly accurate recursive algorithm to compute the probability of detection for odd degrees of freedom. It should be noted that the mathematical derivation shows the steps of the algorithm when evaluating the detection probability in case of odd degrees of freedom, i.e., without an algorithm rather than a mathematical derivation. An example of the algorithm importance is the Marcum function in Matlab which accepts only integer values in its third argument. Therefore, when the number of degrees of freedom is odd, the third argument is no longer accepted and the Marcum function cannot be used to evaluate the detection probability in this case. However, our algorithm solves this problem.

- We derive a closed-form expression over a Nakagami-m fading channel. Here, we use closed form in the sense that no summation and no integration are required. The accuracy of the closed form is very close to the previously reported expressions in which summation and integration are used to get highly accurate results. Our new expressions show how the ratio of the Nakagami parameter m and the average signal-to-noise ratio which affects the receiver operation characteristics (ROC) curves.

- We compare the derived expressions to the reported expressions in [14,15] in which summation and integration are used. We also compare our derived expressions to other recently reported expressions, e.g., [16,17], and we show that our new derived expressions can be used with no limitations. Moreover, the derived expressions are more accurate than the recently reported ones with less or almost the same computational complexity.

We also compare our simulation results with the analytical evaluation of the derived expressions.

The rest of the paper is organized as follows. In Section 2, the energy detector, system model, and the derivation of the recursive algorithm are introduced. We derive closed-form expressions for Nakagami channels in Section 3. Simulation and numerical results are introduced in Section 4, and we conclude our paper in Section 5.

2 Energy sensing model

The sensing process consists of two stages and is controlled by signals from the upper layers to sense a specific bandwidth B, as shown in Figure 1. In the first stage, the received signal x(t) is filtered to the bandwidth of interest B to reject band noise and adjacent signals. It is then amplified using a low noise amplifier and is downconverted to an intermediate frequency. In the second stage, the received signal is sampled and quantized using an A/D converter. Next, a square-law device and an integrator with sensing interval T measures the received signal energy. Finally, the output of the integrator, represented by the test statistic Y, is compared to a predetermined threshold \( \lambda \) to determine the existence (\( H_1 \)) or absence (\( H_0 \)) of a PU.

The existence or absence of a PU signal can be modeled as a binary hypotheses problem as originally proposed by [18,19] and later followed by most researchers [20,21]. This model differentiates between two hypotheses defined as:

\[
x[n] = \begin{cases} 
  w[n], & H_0 \\
  \frac{s[n]}{h} + w[n], & H_1 
\end{cases}, \quad n = 1, 2, \ldots, N, \tag{1}
\]

where \( s[n] \) is the primary user signal component which is assumed to be an unknown deterministic signal, and \( w[n] \) is the noise component which is assumed to be an additive white Gaussian noise (AWGN) with zero mean and variance \( \sigma^2 \). \( h \) is the channel coefficient which is assumed to be constant during the period of observation, i.e., for \( N \) samples, \( H_0 \) is the hypothesis test when noise only is present and \( H_1 \) is the hypothesis test when both noise and signal are present. We also assume that the noise samples are independent and identically distributed, and they are independent of the signal samples. The suboptimal energy detector is defined as:

\[
Y = \sum_{N} |x[n]|^2 \tag{2}
\]

Then, the distribution of the decision variable \( Y \) will be central chi-square \( \chi^2_N \) under \( H_0 \) and noncentral chi-square \( \tilde{\chi}^2_N \) with \( N \) degrees of freedom under \( H_1 \). Notice
that to reduce the overuse of notations, we distinguish between central and noncentral chi-square by the symbol (∼). Thus, using this notation, the distribution can be expressed as [22]:

\[ Y \sim \begin{cases} \chi^2_{N, H_0} & \text{if } \text{null hypothesis true} \\ \tilde{\chi}^2_{N, H_1} & \text{if } \text{alternative hypothesis true} \end{cases} \]

and its probability density function can be written as:

\[
f_Y(y) = \begin{cases} \frac{1}{\sigma^N 2^{N/2} \Gamma(N/2)} y^{(N/2)-1} \exp \left( -\frac{y}{2\sigma^2} \right), & H_0 \\ \frac{1}{\sigma^N 2^{N/2} \Gamma(N/2)} y^{(N/2)-1} \exp \left( -\frac{y}{2\sigma^2} (y + \zeta) \right) \times I_{N/2-1} \left( \sqrt{\zeta y / \sigma^2} \right), & H_1 \end{cases}
\]

where the noncentrality parameter \( \zeta = \sum_{i=1}^{N} \mu^2_i \), and \( \mu_i \) is the mean of the \( i \)th Gaussian random variable of test \( Y \). \( I_r(\cdot) \) is the \( r \)th-modified Bessel function of the first kind, which has a series representation [23]:

\[
I_r(u) = \sum_{k=0}^{\infty} \frac{(\frac{1}{2}u)^{2k+r}}{k! \Gamma (r + k + 1)}
\]

Evaluating test \( Y \) by the decision device, which is shown in Figure 1, may result in two types of errors. We define the notation \( P(H_i; H_j) \) to distinguish between these errors. When the decision device decides \( H_1 \) but \( H_0 \) is true, denoted as \( P(H_1; H_0) \), this is called the probability of a false alarm (\( P_{fa} \)). When the device decides \( P(H_0; H_1) \), this represents the probability of misdetection (\( P_{md} \)). The complementary to \( P_{md} \) is the probability of detection (\( P_d = 1 - P_{md} = P(H_1; H_1) \)). The performance of the energy detector can be characterized by the probability of detection in a low SNR regime. An alternative performance metric is the ROC curves which are generated by plotting \( P_{md} \) vs \( P_{fa} \). Following the shorthand notation mentioned previously, the probability of detection and probability of a false alarm can be computed as:

\[
P_d = P(H_1; H_1) = P(y > \lambda; H_1) = \int_{\lambda}^{\infty} f_{y}(y) dy, \quad H_1
\]

\[
P_{fa} = P(H_1; H_0) = P(y > \lambda; H_0) = \int_{\lambda}^{\infty} f_{y}(y) dy, \quad H_0
\]

2.1 Probability of detection and false alarm under AWGN channels

To derive the probability of false alarm using the right-tail probability of the central chi-squared density function \( Q_{\chi^2_N} \), we define \( \gamma = \frac{\beta^2 \lambda}{\sigma^2} \). Substituting \( t = y/\sigma^2 \) and further integrating the probability density function in (3) under \( H_0 \) results in:

\[
P_{fa} = \int_{\lambda/\sigma^2}^{\infty} \frac{1}{2 \pi \Gamma (N/2)} t^{(N/2)-1} \exp \left( -\frac{t}{2} \right) dt \quad \lambda/\sigma^2 \geq 0.
\]

\[
= Q_{\chi^2_N} \left( \lambda/\sigma^2 \right)
\]

where \( Q_{\chi^2_N} \) can be written as ([24], Eq 26.4.4, Eq 26.4.5):
where \( Q(\cdot) \) is the complementary cumulative distribution function defined as \( Q(x) = \frac{1}{\sqrt{\pi}} \exp\left(-\frac{1}{2} x^2\right) \).

The same approach can be used to derive the probability of detection using the right tail of the noncentral chi-squared probability density function under \( H_1 \). By letting \( t = y/\sigma^2 \), the probability of detection is given by:

\[
P_d = Q_{\tilde{N}^2}/(\lambda/\sigma^2) = \int_{\lambda/\sigma^2}^{\infty} \left[ \frac{1}{2} \left( \frac{t}{\lambda} \right)^{1/2} \exp\left( \frac{1}{2} (t + \gamma) \right) \right] I_{2N-1} \left( \sqrt{\lambda t} \right) dt
\]

We can rewrite (9) using \([25], \text{Eq. 2.45}\) for an even number of degrees of freedom as:

\[
P_d = Q_{N/2} (\sqrt{\chi}, \sqrt{\chi}) = 2Q_\lambda \left( \frac{\lambda}{\sigma^2} \right)
\]

where \( \lambda' = \lambda/\sigma^2 \), and \( Q_m(\cdot, \cdot) \) is the \( m \)th generalized Marcum Q function which is given by:

\[
Q_m(\alpha, \beta) = \frac{1}{\alpha^{m-1}} \int_{\beta}^{\infty} x^m e^{-\left( \frac{x^2 + \alpha^2}{2} \right)} I_{m-1} (\alpha x) \, dx
\]

which is the same result as in \([5]\).

For an odd number of degrees of freedom (10) cannot be directly evaluated. Therefore, we introduce an algorithm to solve this problem. To do so, we use the series expansion of the modified Bessel function defined in (4) and rewrite (9) as:

\[
Q_{\tilde{N}^2}(\lambda/\sigma^2) = \sum_{k=0}^{\infty} \frac{\exp\left( -\gamma/2 \right) (\gamma/2)^k}{k!} \times \int_{\lambda'}^{\infty} \left( \frac{\frac{t}{2^k} + 1}{2^{2k+1} \Gamma \left( \frac{k}{2} + 1 \right)} \right) dt
\]

\[
= \sum_{k=0}^{\infty} \frac{\exp\left( -\gamma/2 \right) (\gamma/2)^k}{k!} Q_{\tilde{N}^2+2k}(\lambda')
\]

The second term of (12) represents the right-tail probability of a central chi-square with \( l = N + 2k \) degrees of freedom. As a result, for \( N \) odd, \( l = N + 2k \) is also odd. Thus, (12) can be rewritten using (8) for the odd case which results in (13), where \( G_{l/2}(\lambda') \) is given by:

\[
Q_{\tilde{N}^2/(\lambda/\sigma^2)} = \sum_{k=0}^{\infty} \frac{\exp\left( -\gamma/2 \right) (\gamma/2)^k}{k!} \times \left[ G_{l/2}(\lambda') + g(\lambda', l) \right]
\]

\[
G_{l/2}(\lambda') = \frac{\exp\left( -\frac{1}{2} \lambda' \right)}{\sqrt{\pi}} \sum_{j=1}^{l/2} \frac{\left( \frac{l}{2} - 1 \right)! (2\lambda')^{-1/2}}{(2j - 1)!} \]

\[
g(\lambda', l) \text{ can be rewritten as:}
\]
instantaneous value of averaged over the probability density function of \( \sqrt{\gamma} \) where the initialization starts with \( G_{\lambda^{'}, 4} = g(\lambda^{'}, 3) = \sqrt{\frac{2\lambda^{'}}{\pi}} \exp(-\lambda^{'}/2) \).

3 Probability of detection and false alarms under Nakagami fading channels

To capture all different types of fading, the parameters of the Nakagami distribution can be adjusted to fit a variety of fading processes. If we define \( \tilde{\gamma} = E[ h^2] \zeta/\sigma^2 \) as the average signal-to-noise ratio, where \( E(.) \) denotes the expectation operator, then the probability distribution of \( \gamma \) will be given as:

\[
P_{\text{Nak}}(\gamma) = \left( \frac{m}{\tilde{\gamma}} \right)^{m\gamma_m - 1} \frac{\Gamma(\gamma)}{\Gamma(m)} \exp \left[ - \frac{m\gamma}{\tilde{\gamma}} \right]
\]  

(17)

To compute the probability of detection, this must be averaged over the probability density function of the instantaneous value of \( \gamma \), i.e., it can be written as:

\[
P_{\text{dNak}} = \int_0^{\infty} Q_{N/2}(\sqrt{\gamma}, \sqrt{\lambda^{'}}) f(\gamma) \, d\gamma
\]  

(18)

Then, substituting (17) into (18) results in:

\[
P_{\text{dNak}} = \int_0^{\infty} \frac{(m/\tilde{\gamma})^m \gamma^m - 1}{\Gamma(m)} \exp \left( - \frac{m\gamma}{\tilde{\gamma}} \right) Q_{N/2}(\sqrt{\gamma}, \sqrt{\lambda^{'}}) \, d\gamma
\]

\[
= \frac{2}{\Gamma(m)} \left( \frac{m}{\tilde{\gamma}} \right)^m \int_0^{\infty} x^{m-1} \exp \left( - \frac{n^2 x^2}{2} \right) Q_{N/2}(x, \sqrt{\lambda^{'}}) \, dx
\]

\[
= \alpha \int_0^{\infty} x^{2m-1} \exp \left( - \frac{n^2 x^2}{2} \right) Q_{N/2}(x, \sqrt{\lambda^{'}}) \, dx
\]  

(19)

where in the second step, we substitute \( x = \sqrt{\gamma} \) and \( \eta^2 = \frac{2m}{\tilde{\gamma}} \), and in the last step, we substitute \( \frac{2m}{\tilde{\gamma}} \) with \( \alpha \). Different combinations of \( m \) and \( N/2 \) lead to different results for the integration defined in the last step. In the following, the probability of detection is evaluated over both Rayleigh and Nakagami fading channels.

3.1 Special case: Rayleigh fading

In the case of Rayleigh fading, we set \( m = 1 \) and use ([25], Eq B.53). Then the probability of detection can be written as:

\[
P_{\text{dRay}} = \exp \left( - \frac{\lambda^{'}}{2} \right) \left[ 1 + \eta^2 \right]^{u-1}
\]

\[
\times \left\{ \exp \left( \frac{\lambda^{'}}{2 + 2\eta^2} \right) - \sum_{k=0}^{u-1} \frac{1}{k!} \left( \frac{\lambda^{'}}{2 + 2\eta^2} \right)^k \right\}
\]

\[
+ \sum_{k=0}^{u-2} \frac{1}{k!} \left( \frac{\lambda^{'}}{2} \right)^k
\]  

(20)

where \( u = N/2 \).

3.2 Nakagami fading

In the case of Nakagami fading, we further simplify the expression in (19) using the series representation of the Marcum Q function [26], which is given by:

\[
Q_u \left( \sqrt{\gamma}, \sqrt{\lambda^{'}} \right) = 1 - \sum_{n=0}^{\infty} \left( -1 \right)^n \exp \left( \frac{\gamma}{2} \right)
\]

\[
\times \frac{L_n^{u-1} \left( \frac{\gamma}{2} \right)}{\Gamma(u + n + 1) \left( \frac{\lambda^{'}}{2} \right)^{n+u}}
\]  

(21)

where \( L_j^k \) is the generalized Laguerre polynomial of degree \( j \) and order \( k \). The absolute convergence of the series in (21) has been shown to be absolutely bounded by:

\[
\sum_{n=0}^{\infty} \left( -1 \right)^n \exp \left( \frac{\gamma}{2} \right) \frac{L_n^{u-1} \left( \frac{\gamma}{2} \right)}{\Gamma(u + n + 1) \left( \frac{\lambda^{'}}{2} \right)^{n+u}} \leq \exp \left( -\gamma/4 \right) \frac{1}{\Gamma(u/2)} \left( \frac{\lambda^{'}}{2} \right)^{u-1} \left( \exp \left( \frac{\lambda^{'}}{2} \right) - 1 \right)
\]  

(22)
The new derived expression can be written as:

\[
P_{d_{\text{Nak}}} = \alpha \int_0^\infty x^{2m-1} \exp \left( -\eta^2 x^2 / 2 \right) \left[ 1 - \exp \left( -x^2 / 4 \right) \frac{1}{\Gamma(u)} \left( \lambda / 2 \right)^{u-1} \left( \exp \left( \lambda / 2 \right) - 1 \right) \right] \, dx
\]

Then, substituting (22) into (19) results in (23). Next, by changing the variable \( M = 2m - 1 \), and further integrating, the first term of (23) can be reduced to:

\[
\alpha \int_0^\infty x^{2m-1} \exp \left( -\eta^2 x^2 / 2 \right) \, dx = \alpha \frac{\Gamma((M+1)/2)}{2(M+1)/2} = 1
\]  

(24)

The second term of (23) can be further reduced to:

\[
\frac{\alpha}{\Gamma(u)} \left( \lambda / 2 \right)^{u-1} \exp \left( \lambda / 2 \right) \int_0^\infty x^M \exp \left( -((\eta^2/2) + 1/4)x^2 \right) \, dx
\]

\[= \frac{\exp (\lambda/2) \left( \lambda / 2 \right)^{u-1} \left( \frac{m}{\gamma} \right)^m}{\Gamma(u)} \left( \frac{m}{\gamma} + 1/4 \right)^m, \]  

(25)

while the third term can be reduced as:

\[
\frac{\alpha}{\Gamma(u)} \left( \lambda / 2 \right)^{u-1} \int_0^\infty x^M \exp \left( -((\eta^2/2) + 1/4)x^2 \right) \, dx
\]

\[= \frac{1}{\Gamma(u)} \left( \lambda / 2 \right)^{u-1} \left( \frac{m}{\gamma} \right)^m \left( \frac{m}{\gamma} + 1/4 \right)^m, \]  

(26)

Then, the probability of detection under a Nakagami fading channel is the result of (24), (25), and (26) which can be written as:

\[
P_{d_{\text{Nak}}} = 1 - \beta \left( \frac{\gamma^*(\lambda / 2, u)}{\Gamma(u)} \right)
\]  

(29)

where \( \beta = [2m / (2m + \tilde{\gamma})] \).

4 Simulation and numerical results
A binary phase shift keying signal with sampling frequency \( f_s = 10f_c \), where \( f_c \) is the carrier frequency, is used to investigate the detection probability for even/odd degrees of freedom. For the even degree of freedom with \( N \) arbitrarily chosen to be (10, 20), the simulation results are compared to (10). As shown in Figure 2, it can be seen that increasing \( N \) or the SNR enhances the probability of
detection. Therefore, this result is consistent with most of the reported results in the literature. We also notice that the simulation results coincide with the theoretical ones.

Figure 3 shows the detection probability using the recursive algorithm for odd/even degrees of freedom with \( N = 31, 32 \) for comparison. As shown, the recursive algorithm perfectly matches the simulation results. Moreover, the accuracy of the recursive algorithm goes up to 15 decimal places, which is the maximum number of digits that Matlab can support. Although there is a small effect on the detection probability when we compare the even/odd cases, in practice and since most current functions deals only with even degree of freedom, this algorithm becomes more beneficial. For example, when evaluating the detection probability using the Marcum function in Matlab with \( N = 31 \) (odd), the third argument of the Marcum function will be 15.5; hence, the implemented Marcum function in Matlab cannot be used to evaluate the detection probability in this case as it accepts only integer numbers. However, our algorithm does.

To evaluate the closed-form expressions derived for Nakagami channels, an extensive simulation has been performed using the ROC. The derived expressions are evaluated and compared with the numerical integration of (18) and with the expressions reported by [14-17].

---

**Figure 2** Probability of detection vs SNR for BPSK signal. With \( f_s = 10 f_c \), \( P_{fa} = 0.01 \), and different even numbers of degrees of freedom; the simulation is compared to (10) in an AWGN channel.

**Figure 3** Probability of detection vs SNR for BPSK signal. With \( f_s = 10 f_c \), \( P_{fa} = 0.01 \), and different odd with \( N = 31 \), even with \( N = 32 \) number of degrees of freedom. In the odd case, the simulation is compared to the recursive formula (13,16) in AWGC, and in the even case, the simulation is compared to (10) in AWGC and to [14, Eq. 14].
4.1 Comparison of the derived expressions with Equation 18

In Figure 4, we compare the derived expressions in (27) and (29) with the numerical integration of (18) for different values of \( \bar{\gamma} \) and \( m \). Figure 4 also shows the effect of varying the Nakagami parameter \( m \) on the misdetection probability at low and high values of \( \bar{\gamma} \) which will be discussed in the following subsections.

4.1.1 Low value of \( \bar{\gamma} \)

At a low value of \( \bar{\gamma} \), i.e., \( \bar{\gamma} = -10 \) dB, it can be seen that increasing the value of \( m \), \( (m = 1, 2, 3) \), does not improve the misdetection probability for both derived expressions which concurs with the numerical integration of (18). We also note that (29) exactly matches (18); on the other hand, there is a minor discrepancy between (27) and (18).

4.1.2 High value of \( \bar{\gamma} \)

At a high value of \( \bar{\gamma} \), i.e., \( \bar{\gamma} = 10 \) dB, increasing \( m \) will greatly improve the misdetection probability for both derived expressions (27 and 29), which also concurs with the numerical integration of (18) as can be seen in Figure 4. Further, we notice that at a very low false alarm probability, (29) is less accurate compared to (27). However, as the false alarm probability increases, the results for both expressions match that of the numerical integration of (18).

4.2 Comparison of the derived expressions with related works

In this subsection, we compare the new derived expressions with the previously reported expressions for high and low values of \( \bar{\gamma} \) and \( m = 1, 2, 3 \).

4.2.1 Low value of \( \bar{\gamma} \)

In Figure 5, the new derived expressions are compared with the expressions of ([14], Eq. 20), ([15], Eq. 12), ([16], Eq. 13), and ([17], Eq. 13). It can be seen that at a very low false alarm probability, the results of the new derived expressions in (27) and (29) and all expressions in the previously mentioned references are a good match. As the probability of false alarm increases, however, a discrepancy arises between ([16], Eq. 13) and ([17], Eq. 13) when compared to the new expressions and/or the work of [14,15]. Moreover, as previously shown in Figure 4, at low \( \bar{\gamma} \), increasing \( m \) did not enhance the probability of misdetection. This behavior can be seen from (27) and (29) which also concurs with the work of ([14], Eq. 20) and ([15], Eq. 12). However, the result of ([16], Eq. 13) has some discrepancies when the false alarm probability or the value of \( m \) increases. Moreover, the result of ([17], Eq. 13) is not consistent with increasing \( m \). For example, the result at the value of \( m = 3 \) is worse than the result at the value of \( m = 1, 2 \) as can be seen in Figure 5. We note also that the probability of misdetection approaches zero at the point of \( (1 - P_{fa}) \) for the expressions reported by [16,17].

4.2.2 High value of \( \bar{\gamma} \)

Figure 6 shows the simulation results for all expressions when evaluated at a high value of \( \bar{\gamma} \). The result of (27) is very close to that of ([14], Eq. 20) and of ([15] for the values of \( m = 2, 3 \). Moreover, although there are some discrepancies when evaluating (29) as compared to ([14], Eq. 20) and ([15], Eq. 12), at a high value of a false alarm probability, the expression (29) is a perfect match. To this end, we conclude that (29) works well at high values of \( \bar{\gamma} \) and when \( P_{fa} > 0.2 \). Moreover, (29) is accurate at low \( \bar{\gamma} \) for all values of false alarm probability. On the other hand, the expressions ([16], Eq. 13) and ([17], Eq. 13) are less accurate for all evaluated points of false alarm probability and the unpredictable behavior of these expressions still exists as discussed in the low value of \( \bar{\gamma} \) case. Moreover, results from the expression ([17], Eq. 13) are also inconsistent as the value of \( m \) is increased.

![Figure 4](http://jwcn.eurasipjournals.com/content/2013/1/159)  
*Figure 4 Comparison between the derived expressions, (27) and (29), and numerical integration of (18) for different values of \( \bar{\gamma} \) and \( m \).*
4.3 Computational complexity

In the previous subsections, we discussed the accuracy of the derived expressions and compared them to the expressions in ([14], Eq. 20) and ([15], Eq. 12) that require summation and integration terms to get the needed accuracy. The derived expressions were also compared to the expressions of ([16], Eq. 13) and ([17], Eq. 13) that depend on evaluating the gamma function as does the derived expression in (29). To complete the picture, we need another performance metric that distinguishes between these expressions. To do so, a simple Matlab code was written to measure the computation time required of a central processing unit (CPU) to evaluate a point in the ROC domain. We ran the code on a computer equipped with a CPU with a speed of 3.07 GHz on which we cleared all background application processes that might run on the system. We used 21 points of false alarm probability, i.e., \( P_{fa} = 0 : 0.05 : 1 \) with a step of 0.05. At each point, the code iterated 1,000 times and averaged afterward. The measured computation time of the CPU for all points used and for each expression is plotted in Figure 7. It can be seen that more computation time is required to get highly accurate results. This is evident from the evaluated points of the expressions ([14], Eq. 20) and ([15], Eq. 12) as they have the highest computation time. On the other hand, the derived expression in (27) and the reported expression in ([17], Eq. 13) have almost the same computation time. Moreover, the expression of ([16], Eq. 13) has the lowest computation time while the expression of ([14], Eq. 20) has the highest.

The derived expressions can also be compared in terms of the number of multiplications. For example,
the derived expression in ([14], Eq. 20) is based on
the summation of confluent hypergeometric functions,
and such functions have a computational complexity
of order $O\left[\log^2(n)\tilde{M}(n)\right]$ for $n$-digit precision
[27], where $n$ means computing $n$ digits, and $\tilde{M}(n)$
is the bit complexity of multiplication. However, the
reported expression of ([15],12) is based on an infinite
series of gamma functions, and such functions
have a computational complexity of
$O\left[\sqrt{n}\tilde{M}(n)\right]$. Using
this notation, the derived expressions of (27) and (29)
have a computational complexity of $O(\tilde{M}(n))$. Since
$O\left[\log^2(n)\tilde{M}(n)\right] > O\left[\sqrt{n}\tilde{M}(n)\right] > O(\tilde{M}(n))$, which
is also consistent with the simulation results of Figure 7,
therefore, the derived expressions have a lower com-
plexity than ([14], Eq. 20) and ([15], Eq. 12) and have
the same computational complexity as ([16], Eq. 13) and
([17], Eq. 13).

5 Conclusions
Spectrum sensing using energy detectors under differ-
ent fading channels was investigated. We derived tight
closed-form expressions for the probability of detection
in Nakagami channels. The closed-form expressions can
easily be used for Rayleigh fading channels by setting $m = 1$.
The results of the closed-form formula as compared with
other expressions based on summation and integration
terms are very close. Furthermore, the derived expression
of (27) can be used for all $\bar{\gamma}$; however, there is a minor
limitation of using (29) specifically at high values of $\bar{\gamma}$.
Moreover, the derived expressions have a lower com-
putational complexity compared to other expressions with
only a very small loss of accuracy. In addition, we intro-
duced an accurate recursive algorithm to compute the
probability of detection for an odd number of degrees of
freedom under AWGN channels. Our simulation shows
that the detection process for a binary phase shift keying
signal using the recursive formula perfectly coincides with
the recursive algorithm.

Endnotes
a In AWGN channels, there is no fading, i.e., $h^2 = 1$.
b Different modulation schemes could be used in the
simulation since the derived expression is independent of
the modulation used.
c For comparison purposes, we have used a value of
$n = 1$ in the expression of [17], Eq. 13), where $n$
represents the number of nodes cooperating in the
sensing process according to [17] notations.
d ‘Equation (29) comes from another way of calculating
the probability of detection over Nakagami fading
channels in order to compare with results from the state
of the art, which seemed rather optimistic for low false
alarm probability, and that for high SNR cases; one of the
anonymous reviewer’s comment.
e The conducted simulations show that the computed
time will only be scaled by a constant factor and that the
calculated computation time will not be affected if we do
or do not clear the processor cache of any background
application processes.
f The number of terms used to calculate the
summation of [15], Eq. 12) was 20.

Competing interests
The authors declare that they have no competing interests.

Author details
1Simon Fraser University, Burnaby, BC V5A 1S6, Canada. 2Khalifa University,
Abu Dhabi 127788, UAE. 3Centre for Communication Systems Research
(CCSR), University of Surrey, Surrey, GU2 7XH, Guildford, UK.
21. E Gismalla, E Alsusa, On the performance of energy detection using
19. H Urkowitz, Energy detection of unknown deterministic signals. Proc.
20. E Axell, E Larsson, Optimal and sub-optimal spectrum sensing of OFDM,
18. R Pridham, H Urkowitz, Comment on energy detection of unknown
17. D Horgan, C Murphy, Fast and accurate approximations for the analysis of
16. N Reisi, M Ahmadian, S Salari, in
12. E Peh, YC Liang, YL Guan, Y Zeng, in
14. F Digham, MS Alouini, MK Simon, On the energy detection of unknown
15. A Annamalai, O Olabiyi, S Alam, O Odejide, D Vanm, in International
10. VI Kostylev, Characteristics of energy detection of quasideterministic
9. S Herath, N Rajatheva, C Tellambura, Energy detection of unknown
8. S Alam, O Odejide, O Olabiyi, A Annamalai, in
7. Y Yuan, P Bahl, R Chandra, P Chou, J Ferrell, T Moscibroda, S Narlanka, Y
6. P Pawelczak, G Janssen, R Prasad, in
5. F Digham, MS Alouini, M Simon, On the energy detection of unknown
4. D Cabric, S Mishra, R Brodersen, in
3. 802.22-2011, IEEE Standard for information
2. D Allwright, C Heyes, P Hulbert, S Hurley, M Kennett, R Leese, S Mitchell, R
1. IEEE 802.22. Working group on wireless regional area networks. http://

References

1. IEEE 802.22. Working group on wireless regional area networks. http://www.ieee802.org/22/. Accessed 1 May 2012.
2. D Allwright, C Heyes, P Hulbert, S Hurley, M Kennett, R Leese, S Mitchell, R Whitaker, G Wyman, Improving the sharing of the radio spectrum: Final report (2006). http://standhakers.com.org.uk/binaries/research/technology-research/final.pdf. Accessed 10 June 2012.
3. IEEE Standard for information technology-telecommunications and information exchange between systems-wireless regional area networks WRAN-specific requirements: part 22 cognitive wireless RAN medium access control MAC and physical layer PHY specifications: policies and procedures for operation in the TV bands. IEEE P802.22/D20, 1–698 (2011).
4. D Cabric, S Mishra, R Brodersen, in Conference Record of the Thirty-Eighth Asilomar Conference on Signals, Systems and Computers, vol. 1. Implementation issues in spectrum sensing for cognitive radios (Pacific Grove, pp. 772–776. 7–10 Nov 2004.
5. F Digham, MS Alouini, M Simon, On the energy detection of unknown signals over fading channels. IEEE Trans. Commun. 55(1), 21–24 (2007).
6. P Pawelczak, G Janssen, R Prasad, in Global Telecommunications Conference, Performance measures of dynamic spectrum access networks San Francisco, 2006, pp. 1–6. 27 Nov–1 Dec 2006.
7. Y Yuan, P Bahl, R Chandra, P Chou, J Ferrell, T Moscibroda, S Narlanka, Y Wu, in 2nd IEEE International Symposium on New Frontiers in Dynamic Spectrum Access Networks: Knows: Cognitive radio networks over white spaces (Dublin, pp. 416–427. 17–20 Apr 2007.
8. S Alam, O Odejide, O Olabiyi, A Annamalai, in 34th IEEE Samoff Symposium. Further results on area under the ROC curve of energy detectors over generalized fading channels Princeton, pp. 1–6. 3–4 May 2011.
9. S Herath, N Rajatheva, C Tellambura, Energy detection of unknown signals in fading and diversity reception. IEEE Trans. Commun. 59(9), 2443–2453 (2011).
10. VI Kostylev, Characteristics of energy detection of quasideterministic radio signals. Radiophys. Quantum Electron. 43(10), 833–839 (2000).
11. E Peh, YC Liang, YL Guan, Y Pei, in Global Telecommunications Conference (GLOBECOM 2011). Energy-efficient cooperative spectrum sensing in cognitive radio networks Houston, pp. 1–5. 5–9 Dec 2011.
12. E Peh, YC Liang, YL Guan, Y Zeng, in 2010 IEEE 71st Vehicular Technology Conference (VTC 2010-Spring). Cooperative spectrum sensing in cognitive radio networks with weighted decision fusion scheme Taipei, pp. 1–5. 16–19 May 2010.
13. P Sofotasios, E Rebez, L Zhang, T Tsiftsis, D Cabric, S Freier, Energy detection based spectrum sensing over κ-μ and κ-μ* extreme fading channels. IEEE Trans. Vehicular Tech. 62(3), 1031–1040 (2012).
14. F Digham, MS Alouini, MR Simon, On the energy detection of unknown signals over fading channels. IEEE Trans. Commun. 5, 3575–3579 (2003).
15. A Annamalai, O Olabiyi, S Alam, O Odejide, D Vanm, in International Wireless Communications and Mobile Computing Conference (IWCMC). Unified analysis of energy detection of unknown signals over generalized fading channels, pp. 636–641. 4–8 July 2011
16. N Reisi, M Ahmadian, S Salari, in 2010 6th International Conference on Wireless Communications Networking and Mobile Computing (IWCMC). Performance analysis of energy detection-based spectrum sensing over fading channels Chengdu, pp. 1–4. 23–25 Sept 2010.
17. D Horgan, C Murphy, Fast and accurate approximations for the analysis of energy detection in nakagami-m channels. IEEE Commun. Lett. 17(1), 83–86 (2012).
18. R Pridham, H Urkowitz, Comment on energy detection of unknown deterministic signals. Proc. IEEE. 56(8), 1379–1380 (1968).
19. H Urkowitz, Energy detection of unknown deterministic signals. Proc. IEEE. 55(4), 523–531 (1967).
20. E Axell, E Larsson, Optimal and sub-optimal spectrum sensing of OFDM, signals in known and unknown noise variance. IEEE J. Selec. Areas Commun 29(2), 290–304 (2011).
21. E Gismalla, E Alsusa, On the performance of energy detection using Bartlett’s estimate for spectrum sensing in cognitive radio systems. IEEE Trans. Signal Proces. 60(7), 3394–3404 (2012).
22. D Shnidman, The calculation of probability of detection and the generalized Marcum Q-function. IEEE Trans. Inf. Theory. 35(2), 389–400 (1989).
23. J Proakis, M Salehi, Digital Communications. McGraw Hill, New York, 2008, pp. 46–47.
24. M Abramowitz, I Stegun, A Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables. (Dover, New York, 1972).
25. K Simon, Probability Distribution Involving Gaussian Random Variables: A Handbook for Engineers and Scientists. (Springer, New York, 2002).
26. András S, A Baricz, Sun Y, The generalized Marcum Q-function: an orthogonal polynomial approach. Acta Universitatis Sapientiae Mathematica. 3(1), 60–76 (2011).
27. JM Bonwein, PB Bonwein, On the complexity of familiar functions and numbers. SIAM Rev. 30(4), 589–601 (1988).

Cite this article as: Altrad and Muhaidat: A new mathematical analysis of the probability of detection in cognitive radio over fading channels. EURASIP Journal on Wireless Communications and Networking 2013 2013:159.

doi:10.1186/1687-1499-2013-159

Submit your manuscript to a SpringerOpen journal and benefit from:

► Convenient online submission
► Rigorous peer review
► Immediate publication on acceptance
► Open access: articles freely available online
► High visibility within the field
► Retaining the copyright to your article

Submit your next manuscript at ➤ springeropen.com