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Abstract—The zero-error capacity of a discrete classical channel was first defined by Shannon as the least upper bound of rates for which one transmits information with zero probability of error. The problem of finding the zero-error capacity \( C_0 \), which assigns a capacity to each channel as a function \( \Theta \), which assigns a value to each simple graph. This paper studies the computability of the zero-error capacity. For the computability, the concept of a Turing machine and a Kolmogorov oracle is used. It is unknown if the zero-error capacity is computable in general. We show that in general the zero-error capacity is semi-computable with the help of a Kolmogorov Oracle. Furthermore, we show that \( C_0 \) and \( \Theta \) are computable functions if and only if there is a computable sequence of computable functions of upper bounds, i.e. the converse exist in the sense of information theory, which point-wise converges to \( C_0 \) or \( \Theta \). Finally, we examine Zuiddam’s characterization of \( C_0 \) and \( \Theta \) in terms of algorithmic computability.

Index Terms—zero-error capacity, Kolmogorov Oracle, Turing computability

I. INTRODUCTION

The zero-error capacity of a discrete classical channel is defined as the least upper bound of rates for which one transmits information with zero probability of error. Investigation of the zero-error capacity of discrete memoryless channels (DMCs) has a long tradition in information theory. Shannon already reduced the problem of determining the zero-error capacity of DMCs to a graph theoretical problem. However, it is generally unclear how Shannon’s characterization can be used to compute the zero-error capacity. The zero-error capacity is not defined except for special cases even for simple graphs. In this work we investigate the algorithmic predictability of the zero-error capacity. In general, it is not even known if \( \Theta(G) \) is a computable number for every graph \( G \), which is a strictly weaker assertion than the existence of an algorithm that computes \( \Theta(G) \) in recursive dependence of \( G \). We want to consider the Turing computability of the zero-error capacity. The concept of a Turing machine provides fundamental performance limits for today’s digital computers. Turing machines have no limitations on computational complexity, have unlimited computing capacity and storage, and execute programs completely error-free. They provide fundamental performance limits for digital computers and they are the ideal concept to decide whether or not a function (here the zero-error capacity) is effectively computable. Surprisingly, in information theory the question of Turing computability has attracted little attention in the past. For the concept of the Turing machine see [Tur36], [Tur37], [Wei00]. As described above, Shannon reduced the problem of determining the zero-error capacity of DMCs to a graph theoretical problem. It turns out, that one has to find the maximum independent set of a family of graphs to compute the zero-error capacity. Most important results concerning zero-error information theory can be found in the survey paper [KO98]. Since finding the maximum independent set is a difficult problem, it is unlikely that we will find an efficient algorithm for finding the independence number. We will show that the zero-error capacity is semi-computable if we allow the Kolmogorov oracle. In Section II we introduce an enumeration of simple graphs and give further basic definitions and notations of graph theory and computability theory. In Section III we introduce a Kolmogorov oracle and show that with this oracle we can compute the zero-error capacity up to any given accuracy. We characterize the Shannon Zero-Error Capacity in Section IV and state some results of [Zui19], discuss the Strassen preorder following [Str88] and introduce the asymptotic spectrum of graphs. Finally, we show the semi-decidability with an oracle of a binary relation on graphs.

II. BASIC DEFINITIONS AND CONCEPTS

We will define an enumeration of the simple graphs. We will use the adjacency matrix. First consider all simple graphs with \( n \) vertices. The graph can be described by the values of the adjacency matrix \( A \) by knowing \( a_{ij} \) with \( i < j \in [n] \), because \( A \) is symmetric and the diagonal only has the entries 0. Therefore, we can represent all elements of \( G(n) \) by the binary vector

\[
a_{\frac{n^2 - n}{2}} = (a_{12}, a_{13}, \ldots, a_{1n}, a_{23}, a_{24}, \ldots, a_{2n}, \ldots, a_{n-1n}) \in \{0, 1\}^{\frac{n^2 - n}{2}}
\]
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The zero-error capacity of $C_0(W)$ and $\Theta(G)$ are computable real numbers at all. There are, of course, computable, monotonically increasing sequences of rational numbers, each which converge to a finite limit value, but for which the limit values are not computable numbers. Therefore, the convergence is not effective (see [Spe49]).

We denote with $C_k \in G$ the graph with the vertex set $V_k = \{0, 1, \ldots, k-1\}$ and the edge set $E_k = \{\left\{u, u \oplus k_1\right\}\}$, where $\oplus_k$ denotes the addition modulo $k$. $C_k$ denotes the set of all isomorphic graphs to $C_k$. We now list some properties that are important for our later considerations.

1. For the maximum independent set in a graph, it holds (by definition of $\otimes$) that $\alpha(G^{2n}) \geq \alpha(G)^n$.
2. It is obvious that $\Theta(G_1 \otimes G_2) \geq \Theta(G_1)\Theta(G_2)$. However (see [Alo98], [Hae79]), there exist simple graphs $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$, such that $\Theta(G_1 \otimes G_2) > \Theta(G_1)\Theta(G_2)$ (1)
3. For all $G \in \bigcup_{n=0}^\infty G(n)$, it holds by [Sha56], that $\Theta(G) = \alpha(G)$ (single letter).
4. For $G \in C_5$, it holds by [Lov79] that:
   $\Theta(G) = \sqrt[2]{\alpha(G^{2n})} = \sqrt{5}$ (multi letter).
5. Let $S = \{\{1\}\} \subseteq G$ and $G = S \sqcup C_5$. We know by Zuidam’s characterization in [Zui99] that $\Theta(G) = 1 + \sqrt{5}$ (see Theorem 27 and Remark 29), but there does not exists a $n \in \mathbb{N}_0$ such that $\Theta(G) = \sqrt[n]{\alpha(G^{2n})} = 1 + \sqrt{5}$.

Therefore, the limit is necessary in Theorem 5.

Remark 7. In his paper [Ahls70], Rudolf Ahlswede wrote “One would like to have a ‘reasonable’ formula for $C_0$, which does not “depend on an infinite product space.” Such a formula is unknown. An answer as: for given $d$ there exists a $k = k(d)$ such that $N(nk, 0) = N(k, 0)^d$ could be considered “reasonable.”

$N(n, 0)$ denotes the maximal $N$ for which a zero-error code for $n$ exists. Ahlswede made this comment in 1970, where the result of Lovász was not known. But by that result and point 5) in the remark it is clear, that such a result is not possible. Ahlswede’s question about a reasonable formula can be interpreted in the weakest form as a question about Turing computability.

A partial function from $\mathbb{N}_0$ to $\mathbb{N}_0$ is called partial recursive if it can be computed by a Turing machine; that is, if there exists a Turing machine that accepts input $x$ exactly when $f(x)$ is defined, in which case it leaves the string $f(x)$ on its tape upon acceptance.

We would like to make statements about the computability of the zero-error capacity. This capacity is generally a real number. Therefore, we first define when a real number is
computable. For this we need the following two definitions. We follow [Go30], [Go34], [Kle52], ...

**Definition 8.** A sequence of rational numbers \( \{r_n\}_{n \in \mathbb{N}} \) is called a computable sequence if there exist recursive functions \( a, b, s : \mathbb{N}_0 \rightarrow \mathbb{N}_0 \) with \( b(n) \neq 0 \) for all \( n \in \mathbb{N}_0 \) and

\[
r_n = (-1)^s(n) \frac{a(n)}{b(n)}, \quad n \in \mathbb{N}_0.
\]

**Definition 9.** A real number \( x \) is said to be computable if there exists a computable sequence of rational numbers \( \{r_n\}_{n \in \mathbb{N}} \) such that \( |x - r_n| < 2^{-n} \) for all \( n \in \mathbb{N}_0 \). We denote the set of computable real numbers by \( \mathbb{R}_c \).

We want to examine the zero-error capacity of general discrete memoryless channels for computability. As described above, each channel can be represented by a simple graph. We therefore examine the function \( i \), which was defined in the first chapter, for computability. We first define computable functions.

**Definition 10.** A function \( f : G \rightarrow \mathbb{R}_c \) is called computable if there exists a computable sequence of rational numbers \( \{r_n\}_{n \in \mathbb{N}} \) such that \( f \circ i : \mathbb{N}_0 \rightarrow \mathbb{R}_c \) is a computable function, that means there are recursive functions \( a, b, s, \phi : \mathbb{N}_0^2 \rightarrow \mathbb{N}_0 \) with \( b(n, m) \neq 0 \) such that for all \( n \in \mathbb{N}_0 \) holds:

For all \( m \in \mathbb{N}_0 \) we have

\[
|f \circ i(n) - (-1)^{s(n,m)} \frac{a(n,m)}{b(n,m)}| < \frac{1}{2^m}.
\]

**Remark 11.** The above Definition 10 is equivalent to the following. There are four recursive functions \( a, b, s, \phi : \mathbb{N}_0^2 \rightarrow \mathbb{N}_0 \) with \( b(n,m) \neq 0 \) such that for all \( n, M \in \mathbb{N}_0 \), the following holds for all \( m \geq \phi(n, M) \):

\[
|f \circ i(n) - (-1)^{s(n,m)} \frac{a(n,m)}{b(n,m)}| < \frac{1}{2^M}.
\]

This definition is equivalent to Definition 10 in the sense that both approaches characterize the same class of functions.

**Observation 12.** The property \( f \) being computable does not depend on the choice of \( i : \mathbb{N}_0 \rightarrow G \), if \( i \) is bijective and recursive.

The problem is that although we have a representation for \( C_0(W) \) and \( \Theta(G) \) as the limit of a convergent sequence, we do not have an effective estimate of the rate of convergence as defined by Definition 9. So if we want to calculate the first bits of the binary representation of the number \( \Theta(G) \) even for a fixed graph \( G \), this is not possible with the result of Shannon alone. (Naturally, the same also applies to the first numbers of the decimal representation of the number \( \Theta(G) \).) An approach would now be, e.g. for the decimal representation, to derive the best possible lower bound for \( \Theta(G) \) from the achievability part and derive a good upper bound for \( \Theta(G) \) from an approach for the inverse part. If the two bounds match for the first \( L \) decimal places, then we have determined \( \Theta(G) \) for the first \( L \) decimal places. Today, even for a fixed graph \( G \), there is generally no algorithm that produces a computable sequence of computable numbers as a monotonically increasing sequence of lower bounds and a computable sequence of computable numbers as a monotonically decreasing sequence of upper bounds, both converging to \( \Theta(G) \). Indeed, it is unclear whether \( \Theta : G \rightarrow \mathbb{R}_c \) always applies. If this does not apply, then of course such an algorithm cannot exist. It should be noted here that in this discussion we do not require that the algorithm depends recursively on the graph \( G \), i.e. an individual algorithm can be developed for each graph \( G \). This is possible precisely if \( \Theta : G \rightarrow \mathbb{R} \) applies. This discussion is reflected in the level of knowledge about the behavior of the function \( \Theta \). It was a huge step forward that Lovász [Lov79] calculated \( \Theta(C_5) \) using the Lovász Theta function. Since then, \( \Theta(C_7) \) has not been determined [PS18]. In general, it is known that the Lovász Theta function is not tight [Hae79]. The requirement for the computability of a function \( f \) according to Definition 10 is of course much stronger than just the requirement for the property \( f \) : \( G \rightarrow \mathbb{R}_c \), because in Definition 10, the algorithm, i.e. the functions \( a \) and \( b \), depend of course, recursively on the graph.

### III. A TURING MACHINE WITH A KOLMOGOROV ORACLE

In the following we want to find an algorithm or Turing machine which can compute the zero-error capacity with the help of a Kolmogorov oracle. More specifically, we want to compute sharp lower and upper bounds for \( C_0 \) and \( \Theta \), whereby we can specify the approximation quality as desired. In this section we will introduce a Kolmogorov oracle. For the definition of a Turing machine we refer to [Soa87], [Wei00]. A Turing machine is a mathematical model of an abstract machine that manipulates symbols on a tape according to certain given rules. It can simulate any given algorithm and therewith provides a simple but very powerful model of computation. Turing machines have no limitations on computational complexity, have unlimited computing capacity and storage, and execute programs completely error-free. First we need the following definition.

**Definition 13.** A subset \( G_1 \subset G \) is called semi-decidable if there is a Turing machine \( TM_1 \) with the two states “stop” and “don’t stop”, such that \( TM_1(G) \) stops if and only if \( G \in G_1 \). Therefore \( TM_1 \) has only one stop state.

**Definition 14.** A subset \( G_1 \subset G \) is called decidable, if \( G_1 \) and \( G_1^c \) are semi-decidable.

\( G_1 \subset G \) is decidable if and only if there is a Turing machine \( TM_2 \) with the two states \{0, 1\} which gives \( TM_2(G) = 1 \) if and only if \( G \in G_1 \). The Turing machine stops for every input \( G \in G_1 \). Therefore the characteristic function of the set \( G_1 \) is described by the definition above. We have the following lemma.

**Lemma 15.** Let \( \lambda \in \mathbb{R}_c, \lambda \geq 0 \). Then the set \( \mathcal{G}(\lambda) := \{ G \in G : \Theta(G) > \lambda \} \) is semi-decidable.

The following lemma will show that \( G(\lambda) \) is recursively enumerable.

**Lemma 16.** Let \( \lambda \in \mathbb{R}_c, \lambda \geq 0 \). There exists a partial recursive function \( \phi_\lambda : \mathbb{N}_0 \rightarrow G \) with \( \phi_\lambda(\mathbb{N}_0) = G(\lambda) \) and
Let $f_m(G) = \frac{1}{2^m} \log_2 \Theta(G^{2^m})$ and $G(\lambda) = \{G \in \mathcal{G} : \Theta(G) > \lambda\}$. Let $i$ be the enumeration function of the graphs in $\mathcal{G}$ defined above. $G_i$ with $i \in \mathbb{N}_0$ is the $(i-1)$th graph in $\mathcal{G}$ concerning this enumeration. Let $\Delta$ be an empty set. Now we define the following algorithm on the Turing machine $T_M$:

1) Compute $f_1(G_1)$, if $f_1(G_1) > \lambda$, then $\phi_1(1) = G_1$, otherwise add 1 to $\Delta$.

2) Compute $f_1(G_2)$ and if $1 \in \Delta$ compute $f_2(G_1)$.

If $f_2(G_1) > \lambda$ then $\phi_1(1) = G_1$ and remove 1 from $\Delta$. If $f_1(G_2) > \lambda$ then $\phi_1(2) = G_2$, otherwise add 2 to $\Delta$.

3) Add $k$ to $\Delta$ and for all $j \in \Delta$:
   a) Compute $f_{k-j+1}(G_j)$.
   b) If $f_{k-j+1}(G_j) > \lambda$ then $\phi_1(j) = G_j$ and remove $j$ from $\Delta$.

The algorithm produces a recursive enumeration of the set $G(\lambda)$. Therefore, we need a specific enumeration for

- the set $\mathbb{N}_0$ and
- the set of the partial recursive functions.

The problem is that the natural listing of the set of natural numbers is inappropriate because many numbers in $\mathbb{N}_0$ are too large for the natural enumerations. We start with the set of partially recursive functions from $\mathbb{N}_0$ to $\mathbb{N}_0$. A listing $\Phi = \{\Phi_i : i \in \mathbb{N}_0\}$ of the partial recursive functions $f : \mathbb{N}_0 \to \mathbb{N}_0$ is called optimal listing if for any other recursive listing $\{g_i : i \in \mathbb{N}_0\}$ of the set of recursive functions there is a constant $C_1$ such that for all $i \in \mathbb{N}_0$ holds: There exists a $t(i) \in \mathbb{N}_0$ with $t(i) \leq C_1 i$ and $\Phi_{t(i)} = g_i$. This means that all partial recursive functions $f$ have a small Gödel number with respect to the system. Schnorr [Sch74] has shown that such an optimal recursive listing of the set of partial recursive functions exists. The same holds true for the sets of natural numbers $\mathbb{N}_0$.

For $\mathbb{N}_0$ let $u_{\mathbb{N}_0}$ be an optimal listing. For the set $\mathcal{F}$ of partially recursive functions, let $u_{\mathcal{F}}$ be an optimal listing. Then we define $C_{u_{\mathcal{F}}} : \mathcal{F} \to \mathbb{N}_0$ with $C_{u_{\mathcal{F}}}(f) := \min\{k : u_{\mathcal{F}}(k) = f\}$ and $C_{u_{\mathbb{N}_0}} : \mathbb{N}_0 \to \mathbb{N}_0$ with $C_{u_{\mathbb{N}_0}}(n) := \min\{k : u_{\mathbb{N}_0}(n) = n\}$ as the Kolmogorov complexity of $f$ and $n$ in terms of the optimal listings $u_{\mathcal{F}}$ and $u_{\mathbb{N}_0}$.

Furthermore, for the set $\mathcal{G}$ we define $C_{u_{\mathcal{G}}}(G) := \min\{k : i(u_{\mathbb{N}_0}(k)) = G\}$. This is the Kolmogorov complexity generated by $u_{\mathbb{N}_0}$ and $i$. On $\mathcal{F}$, $\mathbb{N}_0$ and $\mathcal{G}$ we introduce a new order criterion. We want to sort the elements of these sets in terms of Kolmogorov complexity:

$G_1 \leq_K G_2 \iff C_{u_{\mathcal{G}}}(G_1) \leq C_{u_{\mathcal{G}}}(G_2)$

For $\mathcal{F}$ and $\mathbb{N}_0$ we define this analogously.

**Definition 17.** The Kolmogorov oracle $O_{K,\mathcal{G}}(\cdot)$ is a function from $\mathbb{N}_0$ to the power set of the set of graphs that produces a list

$O_{K,\mathcal{G}}(n) := \{G : C_{u_{\mathcal{G}}}(G) \leq n\}$

for each $n \in \mathbb{N}_0$.

**Remark 18.** According to our definition of graphs and the set $\mathcal{G}$ with the listing $i$, this is the same as the listing $O_{K,\mathbb{N}_0}$ of the natural numbers $k$ with $k \leq n$.

Let $T_M$ be a Turing machine. We say that $T_M$ can use the oracle $O_{K,\mathcal{G}}$ if, for every $n \in \mathbb{N}_0$, on input $n$ the Turing machine gets the list $O_{K,\mathcal{G}}(n)$. With $T_M(O_{K,\mathcal{G}})$ we denote a Turing Machine that has access to the Oracle $O_{K,\mathcal{G}}$.

We have the following Theorem.

**Theorem 19.** Let $\lambda \in \mathbb{R}_-, \lambda > 0$. Then the set $G(\lambda)$ is decidable with a Turing machine $T_M^*(O_{K,\mathcal{G}})$. This means there exists a Turing machine $T_M^*(O_{K,\mathcal{G}})$, such that the set $G(\lambda)$ is computable with this Turing machine with the oracle.

**Corollary 20.** Let $\lambda \in \mathbb{R}_-, \lambda \geq 0$. Then, the set $\{G : \Theta(G) \leq \lambda\}$ is semi-decidable for Turing machines with oracle $O_{K,\mathbb{N}_0}(O_{K,\mathcal{G}})$.

**Remark 21.**

1) Noga Alon has asked if the set $\{G : \Theta(G) \leq \lambda\}$ is semi-decidable (see [AL06]). We give a positive answer to this question if we can include the oracle.

2) We do not know if $C_0$ is computable concerning $T_M(O_{K,\mathcal{G}})$.

Let $M \in \mathbb{N}_0$ be a number with $2^M \geq |\mathcal{V}(G)|$. We set $I_{0, M} = [0, \frac{1}{2^M}]$ and $I_{k, M} = \left[\frac{k}{2^M}, \frac{k+1}{2^M}\right]$ for $k = 1, 2, \ldots, 2^M - 1$. We have the following theorem.

**Theorem 22.** There exists a Turing machine $T_M^{(1)}(\cdot, O_{K,\mathbb{N}_0})$ with $T_M^{(1)}(\cdot, O_{K,\mathbb{N}_0}) : \mathcal{G} \to \{0, 1, \ldots, 2^M - 1\}$ such that for all $G \in \mathcal{G}$ with $|\mathcal{V}(G)| \leq 2^M$ holds

$T_M^{(1)}(G, O_{K,\mathbb{N}_0}) = r \iff \Theta(G) \in I_{r, M}$

Thus, this approach does not directly provide the computability of $C_0$ through $T_M^{(1)}$ with the oracle $O_{K,\mathbb{N}_0}$. However, we can compute $C_0$ with any given accuracy.

**Remark 23.** We have seen that in order to prove the computability of $C_0$ or $\Theta$ we need computable converses in the sense of Theorem 26. In this sense, the recent characterization of Zuiddam [Zui19] using the functions from the asymptotic spectrum of graphs is interesting. We will examine this approach with regard to predictability in the next section.

IV. CHARACTERIZATION OF THE SHANNON ZERO-ERROR CAPACITY

Shannon’s characterization of the zero-error capacity according to Theorem 5 can be interpreted as characterization over the achievable part of information theory. Of course this can not be interpreted as an effective, i.e. computable, characterization, since no effective estimate of the speed of convergence is known. Zuiddam has recently achieved, based on Strassen’s work, a very interesting characterization of Shannon’s zero-error capacity, which can be interpreted as a characterization by converse, i.e. a sharp upper bound. We will now examine Zuiddam’s representation in terms of its
The complement $u,v$:

Let further standard notions like graph homomorphism and graph preorder and introduce the asymptotic spectrum of graphs.

Theorem 27 (Zui19).

Theorem 26. The zero-error capacity $C_0$ and thus the function $\Theta$ is Turing computable if and only if there is a computable sequence $\{F_N\}_{N \in \mathbb{N}_0}$, so that the following conditions apply:

1. For all $N \in \mathbb{N}_0$, $F_N(\emptyset) = \Theta(\emptyset)$ and $F_N = \Theta(G)$ for all $G \in \mathcal{G}$.
2. $\lim_{N \to \infty} F_N(\emptyset) = \Theta(\emptyset)$ for all $G \in \mathcal{G}$.

Now we state the result of [Zui19], discuss the Strassen preorder and introduce the asymptotic spectrum of graphs. Finally, we show the decidability of the preorder with a Turing machine using an oracle. To state the result of [Zui19] we need further standard notions like graph homomorphism and graph complement. Let $G$ and $H$ be graphs. A graph homomorphism $f : G \to H$ is a map $f : V(G) \to V(H)$ such that for all $u,v \in V(G)$, if $(u,v) \in E(G)$, then $(f(u), f(v)) \in E(H)$. In other words, a graph homomorphism maps edges to edges. The complement $\overline{G}$ of $G$ is defined by $V(\overline{G}) = V(G)$ and $E(\overline{G}) = \{(u,v) : (u,v) \notin E(G), u \neq v\}$. For $G_1, G_2 \in \mathcal{G}$, let $G_1 \leq G_2$ if there exists a homomorphism from $G_1$ to $G_2$. Let furthermore $G_1 \leq G_2$ if there is a sequence $(x_N)_{N \in \mathbb{N}_0}$ such that $x_N/N \to 1$ when $N \to \infty$ such that for all $N \in \mathbb{N}_0$ we have $G_1 \leq (G_2^{\oplus N})^{1 \cup F_N}$. We call $\leq$ the asymptotic preorder induced by $\leq$.

Theorem 27 (Zui19). $\mathcal{G}$ is a collection of graphs which is closed under the disjoint union $\sqcup$ and the strong graph product $\otimes$, and which contains a graph with a single vertex, $K_1$. Define the asymptotic spectrum $X(\mathcal{G})$ as the set of all maps $\phi : \mathcal{G} \to \mathbb{R}_{\geq 0}$ such that, for all $G, H \in \mathcal{G}$:

1. If $G \leq H$, then $\phi(G) \leq \phi(H)$
2. $\phi(G \sqcup H) = \phi(G) + \phi(H)$
3. $\phi(G \otimes H) = \phi(G)\phi(H)$
4. $\phi(K_1) = 1$.

Then we have:

1. $G \leq H$ if and only if $\forall \phi \in X(H)$ $\phi(G) \leq \phi(H)$
2. $\Theta(G) = \min_{\phi \in X(G)} \phi(G)$.

Remark 28. The Theorem 27, especially point 2, is interesting with regard to the discussion in Remark 23. For example, if all $\phi \in X(G)$ have the property that they can be computed as functions $\phi : \mathcal{G} \to \mathbb{R}_{\geq 0}$ and if the set $X(\mathcal{G})$ is recursively enumerable, then we could immediately prove that for $G \in \mathcal{G}$, $\Theta(G) \in \mathbb{R}_{\geq 0}$ always applies, which has been still open up to now, as already mentioned. So far, however, it is both unclear whether $\phi \in X(\mathcal{G})$ always applies to $\phi : \mathcal{G} \to \mathbb{R}_{\geq 0}$ or whether all $\phi \in X(\mathcal{G})$ can be computed. The proof in [Zui19] from Theorem 27 is not constructive. The Zorn lemma is needed. Only a few functions from the asymptotic graph spectrum are known to date, e.g. Lovász Theta number, Fractional Haemers bound, and Fractional orthogonal rank. For these functions (see [Zui19]) it is not clear whether they always fulfill $\phi : \mathcal{G} \to \mathbb{R}_{\geq 0}$, because these are defined by the sequence of suitable functions. It is not clear whether effective convergence occurs here even for fixed $G$.

Remark 29. The characterization 2. from Theorem 27 leads directly to the following property of the $\Theta$ function. For any two graphs $G_1, G_2$ we have $\Theta(G_1 \otimes G_2) = \Theta(G_1) \Theta(G_2)$ and if and only if $\Theta(G_1 \sqcup G_2) = \Theta(G_1) + \Theta(G_2)$ applies. Consequently, we have $\Theta(S \sqcup C_5) = 1 + \sqrt{5}$. So the answer to Ahlswede’s question in Remark 7 for $d \leq 5$ is positive, but negative for $d > 5$. It is interesting that $k(5) = 2$.

Now we are prepared to prove the decidability of the preorder with an oracle. We have $G \leq H \iff \forall \phi \in X(G)$ holds $\phi(G) \leq \phi(H)$.

$X(\mathcal{G})$ is a term for an infinite number of functions $\phi$ and it is not clear which $\phi \in X(G)$ are computable. Furthermore, $\leq$ is a binary relation on $\mathcal{G} \times \mathcal{G}$, the set of pairs of graphs. Is this binary relation Turing computable? That means there exists a Turing machine $TM$ with $TM : G \times G \to \{0, 1\}$ with $TM((G, H)) = 1 \iff G \leq H$.

Our goal is to use a powerful oracle, such that with the help of the oracle there exists a Turing machine which computes the binary relation $\leq$.

Definition 30. Let $\phi_k, k \in \mathbb{N}_0$, be the list of partial recursive functions. $\phi_k$ is called total if the domain of $\phi_k$ equals $\mathbb{N}_0$.

Definition 31. Let $T_{\text{tot}} = \{k \in \mathbb{N}_0 : \phi_k$ is a total function$\}$. Then $O_{T_{\text{tot}}}$ is defined as the following oracle. In the calculation step $l$, $TM$ asks the oracle if $k \in T_{\text{tot}}$ is satisfied. $TM$ receives in a calculation step the answer yes or no. The Turing machine uses this answer for the next computation, etc. New queries can always be made to the oracle.

Theorem 32. $\leq$ is a binary operation decidable by a Turing machine $TM(\cdot, O_{T_{\text{tot}}})$.

The $O_{T_{\text{tot}}}$ Oracle is a very strong one. It would be desirable to show the theorem using a weaker oracle.

A detailed version of the paper with all proofs and definitions can be found in [BoDe20].
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