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Abstract
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1 Introduction

We study the single object auction model when agents have interdependent values. In our model, each agent $i$ has a private signal $s_i$ about her value and her (ex-post) value for the object depends on the private signals of all the $n$ agents: $v_i(s_1, \ldots, s_n)$. The only assumptions we make on the value function $v_i$ is that it is convex and non-decreasing in the signal $s_i$. Thus, $v_i$ allows for a rich class of interdependence: the additive model of Bulow and Klemperer (2002); the max model of Bergemann, Brooks, and Morris (2020); and the private values model in Myerson (1981). We define a new property for allocation rules that we call eventual monotonicity (EM). We show that an allocation rule is ex-post implementable (i.e., there exists a transfer rule such that the allocation rule and the transfer rule form an ex-post incentive compatible mechanism) if and only if it satisfies eventual monotonicity.

This novel property is a weakening of the monotonicity property that characterizes dominant strategy implementation (Myerson 1981). Towards understanding this property, let $\ell_{v_i}(s_{-i})$ denote the supremum of all signals of agent $i$ for which $v_i$ takes the same value as it does when $i$ has the lowest possible signal.\footnote{We assume that the signal space for each agent is an interval, so this supremum is also over an interval.} Eventual monotonicity is then the following requirement: for any $s_{-i}$ and any pair of signals $s_i > s'_i$ for agent $i$ with $s_i > \ell_{v_i}(s_{-i})$, the allocation probability of agent $i$ at $s'_i$ is no less than the allocation probability at $s_i$. This requirement captures two conditions. First, the allocation probability of agent $i$ must be increasing beyond $\ell_{v_i}(s_{-i})$. Two, while it does not need to be increasing below $\ell_{v_i}(s_{-i})$, it must be the case that the allocation probability for any type above $\ell_{v_i}(s_{-i})$ is more than the allocation probability for any type below $\ell_{v_i}(s_{-i})$. See Figure 1 below for an illustration.

Extending Myerson’s monotonicity characterization to interdependent values models may be useful in solving optimal auction problems in these models with ex-post incentive compatibility as the solution concept. The interdependent values model is considered to be a model that reflects many realistic problems where agents have imperfect information about values: Milgrom and Weber (1982), Bulow and Klemperer (2002), and Bergemann, Brooks, and Morris (2020) contain several motivating examples.\footnote{Bergemann, Brooks, and Morris (2020) describes a setting where an agent’s signal denotes her private use. If an agent comes to know of various uses of the object, she makes the best use of it. This is captured in their max model, a common value model, given by $v_i(s_1, \ldots, s_n) = \max s_j$. Our results cover their model.}

Our characterization and a payment equivalence formula provide a handy method of deriving an expression for the revenue of the revenue-maximizing mechanism in terms of
maximizing an objective function within the class of eventually monotone allocation rules. The tractability of deriving the exact optimal EPIC mechanism in general will depend on the form of the value functions. We show that for strictly increasing value functions, the usual Myersonian approach works. We are also able to show that the BIC and IIR inclusive posted price mechanism studied in Bulow and Klemperer (2002), and shown to be optimal in Bergemann, Brooks, and Morris (2020), can in fact be achieved in expectation by an EPIC and EPIR mechanism using the characterization that we develop, under the condition that the object must be sold.

Relation to the literature. Much of the literature on interdependent values model focuses on Bayesian incentive compatibility (BIC) and interim individual rationality (IIR). However, BIC has been criticized for its reliance on the specific priors of the agents, and hence raises questions of robustness. We use the stronger and more robust concepts of ex-post incentive compatibility (EPIC) and ex-post individual rationality (EPIR) instead. While many interesting but specific models of interdependent values have been studied, a general characterization of ex-post implementability paralleling that for private values has proved elusive, partly because of the difficulty in identifying the set of binding constraints. Maskin (1992) shows that the Vickrey auction may not be ex-post implementable without the single-crossing property for the value functions. Jehiel et al. (2006) demonstrates that with multidimensional types and interdependent values, there are no non-trivial (non-constant) ex-post implementable deterministic social choice functions, while Bikhchandani (2006) shows that this is not the case for private values. We fill this gap in the literature by providing a characterization of ex-post implementability in models of interdependent values.

The paper closest to ours is Ülkü (2014), which provides sufficient conditions under which allocation rules are ex-post implementable. Building on a result from Crémer and McLean (1985), they show that under increasing differences across signals, monotonicity of the allocation rule in own signal is sufficient for ex-post implementation. However they do not provide a characterization.

The rest of the paper proceeds as follows. Section 2 specifies the setting of the problem. Section 3 builds the characterization. Section 4 explores the problem of revenue maximization, both in general and in specific models.

3. The single-crossing property ensures that the agent with the highest signal is also the agent with the highest value, which ensures that efficient auctions produce monotonic, and hence implementable, allocation rules. Our result is orthogonal - we show that under convexity there is an exact characterization of implementable rules.
2 Model

Let \( N = \{1, 2, ..., n\} \) be the set of agents. There is one good to be allocated. The agents have quasi-linear interdependent preferences for the good. Each agent receives signals from \( S_i = [s_i, \overline{s}_i] \). Let \( v_i : S^n \to \mathbb{R} \) be the valuation function of each agent \( i \). \( v_i(s_i, s_{-i}) \equiv v_i(s_1, s_2, ..., s_n) \) denotes the valuation of agent \( i \) at signal profile \( (s_1, s_2, ..., s_n) \). We assume that \( v_i(s_i, s_{-i}) \) is convex, continuous and non-decreasing in \( s_i \) on \([s_i, \overline{s}_i]\), for all \( i \). For every \( i \in N \) and for every \( s_{-i} \), define

\[
\ell_{v_i}(s_{-i}) := \sup\{s_i \in S_i : v_i(s_i, s_{-i}) = v_i(s_i, s_{-i})\}
\]

Since \( v_i \) is convex, continuous, and non-decreasing, \( \ell_{v_i}(s_{-i}) \) is the supremum of the interval where \( v_i \) is constant. For instance, in the max value function studied in Bergemann, Brooks, and Morris (2020), \( v_i(s_i, s_{-i}) = \max_j s_j \) and \( \ell_{v_i}(s_{-i}) = \max_{j \neq i} s_j \).

We invoke the revelation principle to focus only on direct mechanisms. Thus a mechanism in this setting is the tuple \((q, p)\) where \( q_i : S^n \to [0, 1] \) is the allocation rule for agent \( i \) and \( p_i : S^n \to \mathbb{R} \) is the payment rule for agent \( i \).

**Definition 1.** An allocation rule \( q \) is **ex-post implementable** if there exists a payment rule \( p \) such that the following holds \( \forall i \forall s_{-i} \):

\[
 u_i(s_i, s_{-i}) \geq u_i(s'_i, s_{-i}) + [v_i(s_i, s_{-i}) - v_i(s'_i, s_{-i})]q_i(s'_i, s_{-i}), \quad \forall s_i, s'_i
\]

where \( u_i(s_i, s_{-i}) = q_i(s_i, s_{-i})v_i(s_i, s_{-i}) - p_i(s_i, s_{-i}) \) is the net payoff function for agent \( i \). In this case, we say that the mechanism \((q, p)\) is **ex-post incentive compatible (EPIC)**.

3 Eventual monotonicity and ex-post implementation

Our main result characterizes ex-post implementable allocation rules. The approach we take to derive this result is fairly standard - we derive a necessary condition and then show that it also turns out to be sufficient. Here the appropriate necessary condition is a suitable modification of monotonicity.

**Definition 2.** The allocation rule \( q \) is **eventually monotone** if \( \forall i, \forall s_{-i} \) and for every \( s_i > s'_i \)
with $s_i > \ell_v(s_{-i})$, we have

$$q_i(s_i, s_{-i}) \geq q_i(s'_i, s_{-i})$$

Figure 1 illustrates what an EM rule might look like.

Figure 1: An eventually monotone rule

Now we are ready to state and prove our main result.

**Theorem 1.** An allocation rule $q$ is ex-post implementable if and only if it is eventually monotone.

It is direct to note that EPIC is equivalent to dominant strategy incentive compatibility (DSIC) under private values, and that eventual monotonicity is just monotonocity. Hence, we obtain the standard characterization of dominant-strategy implementable rules as a corollary of the above theorem.

## 4 Optimal mechanisms

In this section, we assume that the signals of the agents are independent and identically distributed, each drawn from some distribution $F$ with full support on $S$. We will first derive a condition for revenue maximization, and then explore its implications for some value functions.

Building on Theorem 1, we get the following characterization of EPIC mechanisms.
Proposition 1. A mechanism \((q, p)\) is ex-post incentive compatible if and only if \(q\) is eventually monotone and \(p\) is given by 4:

\[
p_i(s_i, s_{-i}) = p_i(s, s_{-i}) - q_i(s, s_{-i})v_i(s, s_{-i}) + q_i(s_i, s_{-i})v_i(s_i, s_{-i}) - \int_s^{s_i} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(x, s_{-i}) \, dx
\]

The following generalization of the private values version of virtual value is well-known in the literature.

Definition 3. The **virtual value** of an agent at a signal profile is given by

\[
J_i(s_i, s_{-i}) = v_i(s_i, s_{-i}) - \frac{1 - F(s_i)}{f(s_i)} \frac{\partial v_i(s_i, s_{-i})}{\partial s_i}
\]

Also, we consider rules that ensure that the agents continue to want to participate ex-post.

Definition 4. A mechanism is **ex-post individually rational (EPIR)** if the following holds \(\forall i \forall s_i \forall s_{-i} \) :

\[
u_i(s_i, s_{-i}) \geq 0
\]

We say that a mechanism \((q, p)\) is **optimal** if it is EPIC and EPIR and generates more expected revenue than any other EPIC and EPIR mechanism. We then have the following formula for the revenue in an optimal mechanism.

Lemma 1. The optimal mechanism maximizes

\[
\int_{s \in S} \left[ \sum_{i \in N} J_i(s)q_i(s) \right] f(s) \, ds
\]

within the class of eventually monotone allocation rules.

4.1 Strictly increasing value functions

When the value functions are strictly increasing in each agent’s own signal, then it is direct to observe that EM reduces to monotonicity. In this case the optimization problem identified

4. Note that \(v_i\) need not be differentiable with respect to \(s_i\) everywhere, but convexity ensures that it always has a sub-gradient, which is equal to its derivative whenever the latter exists (which is almost everywhere). We write \(\frac{\partial v_i(x, s_{-i})}{\partial x}\) to denote the derivative of \(v_i(\cdot, s_{-i})\) with respect to the first argument at \(x\) whenever it is differentiable. Else, it is some selection from the subgradient of \(v_i(\cdot, s_{-i})\) at \(x\).
in Lemma 1 can be solved by the standard ironing technique of Myerson (1981). We state this observation in the following proposition:

**Proposition 2.** Suppose each agent’s value function is strictly increasing in her own signal. Then, the optimal mechanism allocates the object to the agent with the highest ironed virtual value, and charges the payments that ex-post implements this allocation rule.

Note also that the case of private values is covered by this result.

### 4.2 Additive signals

Using the framework developed above, we derive a result for the additive signals model, which is closely related to the one studied in Bulow and Klemperer (2002). In this model, the value functions are given by $v_i(s_1, s_2, ..., s_n) = c_1s_1 + c_2s_2 + ... + c_ns_n$ with $c_i \geq 0$ for all $i$. An example of such a model is the simple additive value case - where each agent’s value for the object is the simple sum of the signals of each agent. Denote by $c_i \frac{1-F(s_i)}{f(s_i)}$ the adjusted hazard rate of agent $i$.

**Proposition 3.** Suppose the distribution $F$ of the signals satisfies the monotone hazard rate property. Then a mechanism is optimal if and only if at every signal profile it allocates the object with probability 1 to the agent with the lowest adjusted hazard rate if that agent’s virtual value is non-negative and does not allocate the object otherwise.

An interesting corollary of this theorem is the following: when the weights $c_i$ are the same for every agent (i.e. the simple additive values case) and the distribution of signals has a monotone hazard rate, the mechanism allocates the object to the agent with the highest signal. This is because the agent with the lowest adjusted hazard rate at any profile must also have the highest signal, by the monotone hazard rate assumption.

### 4.3 Max function

Bergemann, Brooks, and Morris (2020) derive the optimal Bayesian incentive compatible (BIC) and interim individually rational (IIR) mechanism for the maximum value function, $v_i(s_1, s_2, ..., s_n) = \max(s_1, s_2, ..., s_n)$. We use our framework to identify the optimal mechanism for this form of interdependence, under the assumption that the object must be sold.

**Proposition 4.** When it is mandatory to sell the object, mechanisms that allocate the object with probability $c_i$ to agent $i$ at all signal profiles, for some $c_i$ such that $\sum_i c_i = 1$, are optimal.
Each of these optimal mechanisms guarantees the same revenue in expectation as the BIC and IIR equal allocation rule of Bergemann, Brooks, and Morris (2020), which allocates with probability $\frac{1}{n}$ to each agent at every profile. Since their optimal mechanism is not ex-post IR, our result identifies an ex-post IR implementation of their mechanism.
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Appendices

A Proofs

**Proof of Theorem 1.** Suppose \( q \) is ex-post implementable. Then, there exists a payment rule \( p \) such that \( (q, p) \) is EPIC. Let \( s''_i \geq s'_i \). EPIC implies

\[
q_i(s''_i, s_{-i})v_i(s''_i) - p_i(s''_i, s_{-i}) \geq q_i(s'_i, s_{-i})v_i(s''_i, s_{-i}) - p_i(s'_i, s_{-i})
\]

and

\[
q_i(s'_i, s_{-i})v_i(s'_i) - p_i(s'_i, s_{-i}) \geq q_i(s''_i, s_{-i})v_i(s'_i, s_{-i}) - p_i(s''_i, s_{-i})
\]

Adding these two together,

\[
(q_i(s''_i, s_{-i}) - q_i(s'_i, s_{-i}))(v_i(s''_i) - v_i(s'_i, s_{-i})) \geq 0
\]

(1)

Let \( s''_i > s'_i > \ell_v(s_{-i}) \geq s_i \). Then \( v_i(s''_i, s_{-i}) > v_i(s'_i, s_{-i}) > v_i(s_i, s_{-i}) \). Hence by 1, we must have

\[
q_i(s''_i, s_{-i}) \geq q_i(s'_i, s_{-i}) \geq q_i(s_i, s_{-i})
\]

Thus, \( q \) must be eventually monotone.

For the converse, suppose \( q \) is eventually monotone. Let \( p \) be given by

\[
p_i(s_i, s_{-i}) = p_i(s_i, s_{-i}) + q_i(s_i, s_{-i})v_i(s_i, s_{-i}) - q_i(s_i, s_{-i})v_i(s_i, s_{-i}) - \int_{s_i}^{s_i} \frac{\partial v_i(x, s_{-i})}{\partial x}q_i(x, s_{-i}) \, dx
\]

Fix \( i \in N, s_{-i} \), and consider \( s_i, s'_i \in S \). We need to prove that the following quantity is non-negative.

\[
\rho := u_i(s_i, s_{-i}) - u_i(s'_i, s_{-i}) - [v_i(s_i, s_{-i}) - v_i(s'_i, s_{-i})]q_i(s'_i, s_{-i})
\]

\[
= (q_i(s_i, s_{-i})v_i(s_i, s_{-i}) - p_i(s_i, s_{-i})) - (q_i(s'_i, s_{-i})v_i(s'_i, s_{-i}) - p_i(s'_i, s_{-i}))
\]

\[
= \int_{s_i}^{s_i} \frac{\partial v_i(x, s_{-i})}{\partial x}q_i(x, s_{-i}) \, dx - \int_{s'_i}^{s'_i} \frac{\partial v_i(x, s_{-i})}{\partial x}q_i(x, s_{-i}) \, dx - q_i(s'_i, s_{-i})[v_i(s_i, s_{-i}) - v_i(s'_i, s_{-i})]
\]

Let us proceed by taking cases.
Case: $s_i \geq s_i' > \ell_{v_i}(s_{-i})$

$$\rho = \int_{s_i'}^{s_i} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(x, s_{-i}) \, dx - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})]$$

$$\geq \int_{s_i'}^{s_i} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(s_i', s_{-i}) \, dx - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})]$$

$$= q_i(s_i', s_{-i}) \int_{s_i'}^{s_i} dv_i(x, s_{-i}) - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})] = 0$$

Case: $s_i > \ell_{v_i}(s_{-i}) \geq s_i'$

$$\rho = \int_{\ell_{v_i}(s_{-i})}^{s_i} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(x, s_{-i}) \, dx - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})]$$

$$\geq \int_{\ell_{v_i}(s_{-i})}^{s_i} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(s_i', s_{-i}) \, dx - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})]$$

$$= q_i(s_i', s_{-i}) \int_{\ell_{v_i}(s_{-i})}^{s_i} dv_i(x, s_{-i}) - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})]$$

$$= q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(\ell_{v_i}(s_{-i}), s_{-i})] - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})]$$

$$= q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})] - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})] = 0$$

Case: $\ell_{v_i}(s_{-i}) > s_i \geq s_i'$

$$\rho = -q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})] = 0$$

Case: $s_i < s_i' < \ell_{v_i}(s_{-i})$

$$\rho = 0$$

Case: $s_i < \ell_{v_i}(s_{-i}) < s_i'$

$$\rho = -\int_{\ell_{v_i}(s_{-i})}^{s_i'} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(x, s_{-i}) \, dx - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})]$$

$$\geq -q_i(s_i', s_{-i}) \int_{\ell_{v_i}(s_{-i})}^{s_i'} \frac{\partial v_i(x, s_{-i})}{\partial x} \, dx - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})]$$

$$= -q_i(s_i', s_{-i})[v_i(s_i', s_{-i}) - v_i(\ell_{v_i}(s_{-i}), s_{-i})] - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})]$$

$$= -q_i(s_i', s_{-i})[v_i(s_i', s_{-i}) - v_i(s_i, s_{-i})] - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})] = 0$$
Case: \( \ell_{v_i}(s_{-i}) < s_i < s_i' \)

\[
\rho = - \int_{s_i}^{s_i'} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(x, s_{-i}) \, dx - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})]
\]

\[
\geq -q_i(s_i', s_{-i}) \int_{s_i}^{s_i'} \frac{\partial v_i(x, s_{-i})}{\partial x} \, dx - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})]
\]

\[
= -q_i(s_i', s_{-i})[v_i(s_i', s_{-i}) - v_i(s_i, s_{-i})] - q_i(s_i', s_{-i})[v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})] = 0
\]

Thus we have ex post incentive compatibility of \((q, p)\), and hence \(q\) is ex-post implementable.

**Proof of Proposition 1.** Let \((q, p)\) be an EPIC mechanism. We already know from Theorem 1 that \(q\) must be eventually monotone. So all we need to show is that the payments take the form specified in the hypothesis.

Let \(u_i\) denote the utility of agent \(i\) from \((q, p)\). Since the value functions are convex, it is reasonable to expect that the net payoff functions \(u_i\) are convex. This is indeed the case.

**Claim 1.** For each \(i\), \(u_i\) is convex in \(s_i\).

**Proof of Claim 1.** Consider any \(s_1, s_3 \in S\). Let \(s_2 = \lambda s_1 + (1 - \lambda)s_3\), where \(\lambda \in (0, 1)\). By convexity of \(S\), \(s_2 \in S\). By incentive compatibility,

\[
u_i(s_1, s_{-i}) \geq u_i(s_2, s_{-i}) + [v_i(s_1, s_{-i}) - v_i(s_2, s_{-i})]q_i(s_2, s_{-i}) \tag{2}
\]

\[
u_i(s_3, s_{-i}) \geq u_i(s_2, s_{-i}) + [v_i(s_3, s_{-i}) - v_i(s_2, s_{-i})]q_i(s_2, s_{-i}) \tag{3}
\]

Multiplying 2 with \(\lambda\) and 3 with \(1 - \lambda\) and summing

\[
\lambda u_i(s_1, s_{-i}) + (1 - \lambda)u_i(s_3, s_{-i})
\]

\[
\geq u_i(s_2, s_{-i}) + q_i(s_2, s_{-i})[\lambda v_i(s_1, s_{-i}) + (1 - \lambda)v_i(s_3, s_{-i}) - v_i(s_2, s_{-i})]
\]

\[
\geq u_i(s_2, s_{-i})
\]

where the last inequality follows from convexity of \(v_i\). 

The next step of the proof uses the convexity of \(u_i\) to establish the relationship between \(u_i\) and \(v_i\).

**Claim 2.** Given ex-post incentive compatibility, \(\frac{\partial u_i}{\partial s_i} = \frac{\partial v_i}{\partial s_i} q_i(s_i, s_{-i})\) almost everywhere.
Proof of Claim 2. By convexity of \( u_i \) and \( v_i \), they are not differentiable at most in a pair of measure 0 subsets. Since their union will continue to be measure 0, we must have that \( u_i \) and \( v_i \) are together differentiable almost everywhere.

Let \( s_i \) be an interior point where \( u_i \) and \( v_i \) are both differentiable and let \( \epsilon > 0 \). By incentive compatibility,

\[
\frac{u_i(s_i + \epsilon, s_{-i}) - u_i(s_i, s_{-i})}{\epsilon} \geq \frac{v_i(s_i + \epsilon, s_{-i}) - v_i(s_i, s_{-i})}{\epsilon} q_i(s_i, s_{-i})
\]

(4)

\[
\frac{u_i(s_i, s_{-i}) - u_i(s_i + \epsilon, s_{-i})}{\epsilon} \geq \frac{v_i(s_i, s_{-i}) - v_i(s_i + \epsilon, s_{-i})}{\epsilon} q_i(s_i + \epsilon, s_{-i})
\]

(5)

Rewriting 5, we get,

\[
\frac{v_i(s_i + \epsilon, s_{-i}) - v_i(s_i, s_{-i})}{\epsilon} q_i(s_i + \epsilon, s_{-i}) \geq \frac{u_i(s_i + \epsilon, s_{-i}) - u_i(s_i, s_{-i})}{\epsilon}
\]

(6)

Let \( \epsilon \to 0 \) and use the sandwich theorem on 4 and 6 to get,

\[
\frac{\partial u_i}{\partial s_i} = \frac{\partial v_i}{\partial s_i} q_i(s_i, s_{-i})
\]

We use the fundamental theorem of calculus to derive what \( p \) must look like.

Claim 3. The payment rule \( p \) must be of the form

\[
p_i(s_i, s_{-i}) = p_i(s, s_{-i}) + q_i(s_i, s_{-i}) v_i(s_i, s_{-i}) - q_i(s, s_{-i}) v_i(s, s_{-i}) - \int_{s}^{s_i} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(x, s_{-i}) \, dx
\]

Proof of Claim 3. From Claim 2 and using the fundamental theorem of calculus\(^5\),

\[
u_i(s_i, s_{-i}) = u_i(s, s_{-i}) + \int_{s}^{s_i} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(x, s_{-i}) \, dx
\]

which gives us the required equality.

For the converse, suppose \( q \) is eventually monotone and the payments formula take the form specified. The proof of the converse of Theorem 1 shows that \((q, p)\) is EPIC, and hence we are done.

\(5\) Specifically, the fundamental theorem of Lebesgue integral calculus for absolutely continuous functions.
Proof of Lemma 1. As is standard in the case of private values, in this setting as well IR reduces to ensuring IR of the lowest type.

Claim 4. Given ex-post incentive compatibility, a mechanism is individually rational if and only if \( p_i(\bar{s}, s_{-i}) \leq q_i(\bar{s}, s_{-i})v_i(\bar{s}, s_{-i}) \)

Proof of Claim 4. This is a consequence of the following:

\[
    u_i(s_i, s_{-i}) = -p_i(\bar{s}, s_{-i}) + q_i(\bar{s}, s_{-i})v_i(\bar{s}, s_{-i}) + \int_{s_i}^{s_{-i}} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(x, s_{-i}) \, dx \geq 0 \quad \forall \ s_i
\]

\[
    \Leftrightarrow \quad p_i(\bar{s}, s_{-i}) \leq q_i(\bar{s}, s_{-i})v_i(\bar{s}, s_{-i})
\]

Using Proposition 1, the expression for expected revenue in any EPIC mechanism is

\[
    \sum_{i \in N} \int_{s \in S} p_i(s)f(s) \, ds
\]

\[
    = \sum_{i \in N} \int_{s \in S} \left\{ p_i(\bar{s}, s_{-i}) + q_i(s_i, s_{-i})v_i(s_i, s_{-i}) - q_i(\bar{s}, s_{-i})v_i(\bar{s}, s_{-i}) - \int_{s_i}^{s_{-i}} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(x, s_{-i}) \, dx \right\} f(s) \, ds
\]

\[
    = \sum_{i \in N} \int_{s_{-i} \in S_{-i}} \int_{s_i \in S_i} \left\{ p_i(\bar{s}, s_{-i}) + q_i(s_i, s_{-i})v_i(s_i, s_{-i}) - q_i(\bar{s}, s_{-i})v_i(\bar{s}, s_{-i}) - \int_{s_i}^{s_{-i}} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(x, s_{-i}) \, dx \right\} f(s_i) \, ds_i \, f(s_{-i}) \, ds_{-i}
\]

\[
    = \sum_{i \in N} \int_{s_{-i} \in S_{-i}} \left\{ \int_{s_i}^{s_{-i}} q_i(s_i, s_{-i})v_i(s_i, s_{-i})f(s_i) \, ds_i - \int_{s_i}^{s_{-i}} \left[ \int_{s_i}^{s_{-i}} \frac{\partial v_i(x, s_{-i})}{\partial x} q_i(x, s_{-i}) \, dx \right] f(s_i) \, ds_i \right\} f(s_{-i}) \, ds_{-i} + \sum_{i \in N} \int_{s_{-i} \in S_{-i}} \left[ p_i(\bar{s}, s_{-i}) - q_i(\bar{s}, s_{-i})v_i(\bar{s}, s_{-i}) \right] f(s_{-i}) \, ds_{-i}
\]
Changing the order of integration, we can write,

\[ \int_{\frac{s}{2}}^{\frac{s}{2}} q_i(s, s-i) v_i(s, s-i) f(s_i) \, ds_i \, f(s_i) \, ds_i - \int_{\frac{s}{2}}^{\frac{s}{2}} \left\{ \int_{\frac{s}{2}}^{s_i} \frac{\partial v_i(x, s-i)}{\partial x} q_i(x, s-i) \, dx \right\} f(s_i) \, ds_i \]

\[ = \int_{\frac{s}{2}}^{\frac{s}{2}} \left\{ v_i(s, s-i) - \frac{1 - F(s_i)}{f(s_i)} \frac{\partial v_i(s, s-i)}{\partial s_i} \right\} f(s_i) q_i(s, s-i) \, ds_i \]

Thus, expected revenue is

\[ \sum_{i \in N} \int_{s_i \in S-i} \left\{ \int_{s_i \in S_i} \left[ J_i(s_i, s-i) f(s_i) q_i(s_i, s-i) \right] \, ds_i \right\} f(s-i) \, ds-i \]

\[ + \sum_{i \in N} \int_{s-i \in S-i} \left[ p_i(s, s-i) - q_i(s, s-i) v_i(s, s-i) \right] f(s-i) \, ds-i \]

The second term in the above expression is non-positive under EPIR. Thus, in order to maximize revenue we must set \( p_i(s, s-i) = q_i(s, s-i) v_i(s, s-i) \). As a result, the optimal mechanism maximizes the first term, which reduces to:

\[ \int_{s \in S^n} \left[ \sum_{i \in N} J_i(s) q_i(s) \right] \, f(s) \, ds \]

**Proof of Proposition 3.** If we were to pointwise maximize the revenue, we would not allocate the object at signal profiles where the virtual value of each agent is negative. At other profiles, note that the virtual value of agent \( i \) is \( J_i(s) = \left[ \sum_{j \in N} c_j s_j - c_i \frac{1 - F(s_i)}{f(s_i)} \right] q_i(s) \). Thus,

\[ \sum_{i \in N} J_i(s) q_i(s) \]

\[ = \sum_{i \in N} \left[ \sum_{j \in N} c_j s_j - c_i \frac{1 - F(s_i)}{f(s_i)} \right] q_i(s) \]

\[ = \sum_{j \in N} s_j c_j \sum_{i \in N} q_i(s) - \sum_{i \in N} c_i \left[ \frac{1 - F(s_i)}{f(s_i)} q_i(s) \right] \]

The first term above is unchanged given a fixed total probability of allocation. Again pointwise maximizing, we can allocate with probability 1 to the agent with the lowest adjusted hazard rate and maximize the entire term at a given signal profile.
Since the hazard rate is monotone non-increasing, once an agent starts winning by having the lowest adjusted hazard rate, she continues to win at higher signals. Thus this pointwise-maximizing allocation rule also turns out to be non-decreasing, and hence the maximizer within the class of non-decreasing allocation rules.

\begin{proof}[Proof of Proposition 4] We invoke the optimality of the inclusive posted price under must-sell shown by Bergemann Brooks Morris (2019). For this we first show that ex post incentive compatibility is sufficient for interim incentive compatibility.

EPIC means \( \forall i, \forall s_{-i}, \forall s_i, s_i', \)

\[ u_i(s_i, s_{-i}) \geq u_i(s_i', s_{-i}) + [v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})] q_i(s_i', s_{-i}) \]

\[ \Rightarrow \int_{s_{-i}} u_i(s_i, s_{-i}) dG(s_{-i}) \geq \int_{s_{-i}} u_i(s_i', s_{-i}) + [v_i(s_i, s_{-i}) - v_i(s_i', s_{-i})] q_i(s_i', s_{-i}) dG(s_{-i}) \quad \forall s_i, s_i', \forall i \]

Now, we show that ex post individual rationality is sufficient for interim individual rationality.

EPIR means \( \forall i, \forall s_{-i}, \forall s_i, \)

\[ u_i(s_i, s_{-i}) \geq 0 \]

\[ \Rightarrow \int_{s_{-i}} u_i(s_i, s_{-i}) dG(s_{-i}) \geq 0 \quad \forall s_i, \forall i \]

Since the allocation rule \( q_i(s) = \frac{1}{N}, \forall i, \) is monotone and hence eventually monotone, it is ex-post implementable. The corresponding payments are, for agent \( j \) such that \( s_j \geq s_i, \forall i \)

\[ p_j(s) = \frac{1}{N} s_j - \int_{\max s_{-j}}^{s_j} \frac{1}{N} dx = \frac{\max s_{-j}}{N} \]

and for all \( i \neq j \)

\[ p_i(s) = \frac{s_j}{N} \]

Thus the tuple \((q, p)\) is both EPIC and EPIR, and hence IIR and IIC.

We now show that in expectation, this payment scheme gives the same revenue as the inclusive posted price mechanism in Bergemann Brooks Morris (2019).

\end{proof}
The expression for expected revenue is

\[
\sum_{i \in N} \int_{s \in S} p_i(s) f(s) \, ds
\]

Changing the order of summation,

\[
= \int_{s \in S} \left\{ \sum_{i \in N} p_i(s) \right\} f(s) \, ds
\]

\[
= \int_{s \in S} \left\{ \frac{N - 1}{N} s_{(N)} + \frac{1}{N} s_{(N-1)} \right\} f(s) \, ds^6
\]

\[
= \frac{N - 1}{N} E(s_{(N)}) + \frac{1}{N} E(s_{(N-1)})
\]

\[
= \frac{(N - 1)}{N} \int_{x \in S} x N(F(x))^{N-1} f(x) \, dx + \frac{1}{N} \int_{x \in S} x N\left(\frac{N - 1}{N - 2}\right)(1 - F(x))(F(x))^{N-2} f(x) \, dx
\]

\[
= (N - 1) \int_{x \in S} x (F(x))^{N-1} f(x) \, dx + (N - 1) \int_{x \in S} x (1 - F(x))(F(x))^{N-2} f(x) \, dx
\]

\[
= (N - 1) \int_{x \in S} x (F(x))^{N-2} f(x) \, dx
\]

\[
= \int_{\frac{1}{2}}^{\pi} x \, d(F^{N-1}(x))
\]

It is direct to show that any mechanism in the class of mechanisms identified in this theorem has the same revenue as the equal sharing mechanism, and hence we are done.

6. \( s_{(j)} \) is the j-th order statistic