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Abstract
This article displays a proof of concept of the mixed analytical/numerical method, presented in previous publications, to compute two-loop functions with up to five massive propagators in a scalar theory having three- and four-leg vertices as the Higgs sector of the Standard Model. Several amplitudes are considered with two, three and four external legs. Some of them diverge in the UV region and we demonstrate that the method works in that case. It is shown that all these classes of amplitudes can be generated by four master topologies. Results of a numerical evaluation for some kinematics are presented, they are compared to a public code and agree well within the error bars quoted by the different programs.
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1 Introduction

The control of quantum corrections in quantum field theory requires high performance tools and techniques to calculate the physical observables as precisely as possible. This is necessary to reduce the unphysical scale dependency from the theoretical predictions and make comparison with the precise data collected at TeV colliders. These data are decisive in inspecting the Standard Model and exploring the physics beyond the Standard Model. To achieve precise predictions, it is required to evaluate scattering amplitudes, which are the quantities connecting theory to experiments, beyond leading and next-to-leading orders. However, the increasing number of produced particles in the final state (processes with many jets), and the number of required loops at the wished order (order beyond NLO) lead to a dramatic increase in the number of contributing Feynman diagrams. These diagrams can have very complicated structure due to multi-loop topologies with massive internal propagators. Therefore, the only way out of this serious challenge is the automatic computation of the scattering amplitudes. So, it is of great importance to be able to compute scattering amplitudes beyond leading and next-to-leading order accuracy in an efficient, fast and highly automatic way.

The automation of the next-to-next-to leading order calculation (NNLO) has received a growing attention in the last few years. The major challenge of automated computation of two-loop multi-leg processes, which is one of the fundamental ingredients of NNLO calculation, is the stable and fast numerical calculation of the scalar Feynman integrals, since the full analytic evaluation is not available, so far, in the general multi-leg massive case. There has been an enormous progress in this task but it still extremely challenging, and the available results are derived for very specific processes, see for example refs. [1, 2]. There are many approaches to evaluate two-loop Feynman diagrams, each one has its own advantages and disadvantages. It seems that the numerical approach for multi-loop amplitudes calculation is more practical and useful, since the analytical way, especially the differential equation method, which is most promising in this domain [3, 4, 5], becomes very complicated and remains always an issue with the growing number of external legs and scales in the general massive case because of the emergence of elliptical integrals. In alternative methods, based on Mellin–Barnes techniques [6, 7, 8, 9, 10] part of the integration is performed analytically and the remaining part is integrated numerically. As far as we know, the number of integrals left depends on the topologies under consideration which might be rather costly. The sector decomposition [11, 12, 13, 14, 15], which is a fully numerical multidimensional integration based method, gives a reliable results but it has a computing cost which can be high. This method is implemented in the public codes SecDec [16, 17, 18] and Fiesta [19]. There are other methods, developed in the last few years, to deal with the numerical multi-loop Feynman amplitudes, we cite for example: the numerical extrapolation approaches [20, 21], the numerical solution of the differential equation [22, 23], the numerical unitarity inspired methods [24], etc. It would therefore be useful to perform part of the Feynman parameter integrations analytically in a systematic way to reduce the number of numerical quadratures as proposed in ref. [25] which is the main subject of this paper.

This paper is a proof of concept of the applicability of the semi-numerical method of the two-loop multi-leg calculation, in the general massive case, presented in [25]. In this approach, every two-loop scalar Feynman diagram, with N external legs in n dimensions, is expressed as a sum of some
two dimensional integrals as follows

\[ (2) I_N^n \sim \sum \int_0^1 d\rho \int_0^1 d\xi W(\rho, \xi) \ (1) \tilde{I}_{N'}^{(1)}(\rho, \xi) \]

where \( W(\rho, \xi) \) are some weighting functions and the \((1)\tilde{I}_{N'}^{(1)}(\rho, \xi)\) are “generalised one-loop type” \( N' \)-point Feynman-type integrals. The “effective number of external legs” \( N' \) and the “effective dimension” \( n' \) depend on the two-loop topology in particular the number of internal lines \( I \), and on the dimension \( n \). The generalised one-loop function \((1)\tilde{I}_{N'}^{(1)}(\rho, \xi)\) is calculated analytically by the help of the "Stokes-type" identity introduced in ref. [26], see also [27, 28]. Once this function is calculated analytically, the two-loop function is obtained by numerical integration only over the sole two remaining variables \( \rho \) and \( \xi \), which, compared to the direct numerical methods, may represent a significant gain on numerical and computational efficiency. In this article, we present several two-loop functions with a number of internal lines less or equal to five \((I \leq 5)\) in a scalar theory having three- and four-leg vertices. Such a scalar theory could be, for example, the Higgs sector in the Standard Model. The goal of this paper is not to cover all the possible topologies and all possible kinematic configurations but rather to discuss specific ones as a proof of concept for the method presented in ref. [25]. We construct two codes, one written in Fortran and the other written in Mathematica, to perform the numerical integration over the two remaining variables. We cross checked our results, obtained by these codes, with SecDec. We showed that the results obtained by the three different codes are in a excellent agreement within the error bars.

The outline of this article is the following. The section 2 concerns preliminaries. We discuss the superficial degree of UV divergences of the two-, three- and four-point two-loop scalar Feynman integrals, in theories involving three- and four-leg vertices. Then, we remind the reader of how the re-parameterisation of the Feynman parameters works. This is discussed in more details in [25] leading to an integrand which is a second order polynomial in some new parameters. The coefficients of this polynomial may factorise under certain conditions which are presented here. The different topologies are classified in four main categories to which corresponds a formula in terms of weight functions and “generalised one-loop functions”. In section 3, the first master topology is presented, this is a two-loop two-point function with three internal lines which is globally UV divergent. It is the only one of its category. Section 4 is dedicated to topologies with four internal lines. There is essentially one master topology, a two-loop two-point function also globally UV divergent. Another topology, a two-loop three-point function, is a child of the first. Some other topologies are just mentioned because they are trivial extensions of the one presented. In section 5, we discussed the topologies involving five internal lines. There are two master topologies both two-loop two-point functions, one contains a UV divergent sub-graph, the other is UV finite. Four child topologies, two-loop three- and four-point functions, are also evaluated because the kinematics related cannot be guessed from the mother topologies. Here also, other child topologies, corresponding to trivial extensions of the mother topologies, are just quoted. In section 6, we give the numerical results for the nine topologies, presented in the previous sections, for five different kinematic configurations. To facilitate the reading of this paper, we have postponed details of the calculations to many appendices. The appendix A contains the details of the computation of the master topology of section 3. In appendices B and C, we give the results, and how to derive them, for many integrals appearing in globally UV divergent topologies. The appendix D shows how to calculate the one-loop two-point functions at order \( \mathcal{O}(\varepsilon^0) \) and \( \mathcal{O}(\varepsilon^1) \) which appear in the \( \varepsilon \) expansion of the UV
Let us discuss the different topologies presented in this article. The scalar topologies are labelled as $\mathcal{T}_{2n,i,j,k}$ where $n$ is the number of external legs, $i$ is the number of vertices with three-legs, $j$ is the number of vertices with four-legs. The knowledge of these numbers does not fix uniquely the diagram, thus another integer $k$ is introduced labelling the different two-loop diagrams having the same number of external legs, three-leg vertices and four-leg vertices. We also provide in the table the correspondence between the labelling used in this article and the Nickel index following ref. [29].

| $\mathcal{T}_{2n,i,j,k}$ Notation | Nickel Index          | $\mathcal{T}_{2n,i,j,k}$ Notation | Nickel Index          |
|-----------------------------------|----------------------|-----------------------------------|----------------------|
| Class of topologies 1 ($I = 3$)   | $\mathcal{T}_{22,0,2,1}$ | $e111|e|$                          | $\mathcal{T}_{24,2,2,5}$ | $e112|3|ee3|e|$ |
|                                   | $\mathcal{T}_{22,2,1,1}$ | $e112|2|e|$                          | $\mathcal{T}_{25,1,3,1}$ | $e112|3|ee3|ee$ |
|                                   | $\mathcal{T}_{23,1,2,1}$ | $e112|2|e|$                          | $\mathcal{T}_{25,1,3,2}$ | $e12|ee3|e33|e|$ |
| Class of topologies 2 ($I = 4$)   | $\mathcal{T}_{23,1,2,2}$ | $ee12|e22|e|$                        | $\mathcal{T}_{26,0,4,1}$ | $ee12|ee3|e33|e|$ |
|                                   | $\mathcal{T}_{24,0,3,1}$ | $ee12|e22|e|$                        |                      |                      |
| Class of topologies 3 ($I = 5$)   | $\mathcal{T}_{22,4,0,1}$ | $e12|e3|33|e|$                      |                      |                      |
|                                   | $\mathcal{T}_{23,3,1,1}$ | $e12|3|e3|e|$                        |                      |                      |
|                                   | $\mathcal{T}_{24,2,2,1}$ | $e112|e3|e3|e|$                     |                      |                      |
|                                   | $\mathcal{T}_{23,3,1,3}$ | $ee12|e33|3|e|$                     |                      |                      |
|                                   | $\mathcal{T}_{24,2,2,2}$ | $ee12|e3|33|e|$                     |                      |                      |
|                                   | $\mathcal{T}_{24,2,2,4}$ | $e112|3|e33|e|$                     |                      |                      |

Table 1: The correspondence between the labelling of topologies in this article and the Nickel index. The topologies are gathered by classes.

2.1 Superficial degree of UV divergence

Let us discuss in a general way the superficial degree of divergence. For that, let us note $g_3$, resp. $g_4$ the coupling constant for the three-leg (resp. four-leg) vertices, the dimension (in terms of energy) of these two coupling constants is: $[g_3] = 1$ and $[g_4] = 0$. The superficial degree of divergence of a Feynman diagram $G$ in this scalar theory, in a four dimensional space-time, is

$$w(G) = 4 - N - \sum_{i=3,4} n_i [g_i] = 4 - N - n_3$$

(2.1)
where $N$ is the number of external bosons of the diagram $G$, $n_i$ is the number of vertices having the coupling constant $g_i$.

### 2.1.1 Two-point functions

For a two-point function, the superficial degree of divergence becomes

$$w(G) = 2 - n_3$$  \hfill (2.2)

If $n_3 > 2$ then $w(G) < 0$ and the Feynman integral associated to the diagram $G$ is convergent in the UV region. So a UV divergent two-loop two-point function, in this theory, has 2, 1 or zero three-leg vertex. But once the number of three-leg vertices is determined, since the number of loop and the number of external legs are fixed, the number of four-leg vertices is also known. Indeed, let us note $I$ the number of internal lines of the diagram $G$ and $L$ the number of internal loops, there are two equations which give some constraints on the different number of vertices

\[
\begin{aligned}
N + 2I &= 3n_3 + 4n_4 \\
L &= I - (n_3 + n_4 - 1)
\end{aligned}
\]  \hfill (2.3)

In our case, taking $n_3 = 0$, eqs. (2.3) reduces to:

\[
\begin{aligned}
I &= 2n_4 - 1 \\
1 &= I - n_4
\end{aligned}
\]  \hfill (2.4)

which implies that $n_4 = 2$ and $I = 3$. For $n_3 = 1$, the system of equations (2.3) has no solution in $N$. For $n_3 = 2$, the system of equations (2.3) becomes

\[
\begin{aligned}
I &= 2 + 2n_4 \\
3 &= I - n_4
\end{aligned}
\]  \hfill (2.5)

leading to the following solution: $n_4 = 1$ and $I = 4$. Therefore, the two-loop two-point functions which diverge globally in the UV domain have either zero three-leg vertex and two four-leg vertices with three internal lines or two three-leg vertices and one four-leg vertex with four internal lines.

### 2.1.2 Three-point functions

For a three-point function, the superficial degree of divergence becomes:

$$w(G) = 1 - n_3$$  \hfill (2.6)

If $n_3 > 1$ then $w(G) < 0$ and the Feynman integral associated to the diagram $G$ is globally convergent in the UV region. Taking $n_3 = 1$, eqs. (2.3) reduce to

\[
\begin{aligned}
I &= 2n_4 \\
2 &= I - n_4
\end{aligned}
\]  \hfill (2.7)

which implies that $n_4 = 2$ and $I = 4$. Note that for $n_3 = 0$, the system of equations (2.3) has no solution in $N$. Therefore, the two-loop three-point functions which globally diverge in the UV domain have one three-leg vertex and two four-leg vertices with four internal propagators.

\footnote{It may contain some divergent subgraphs.}
2.1.3 Four-point functions

The same study can be followed for a two-loop four-point function. In this case, the superficial degree of divergence of a two-loop four-point Feynman diagram $G$ is given by

$$w(G) = -n_3$$  \hspace{1cm} (2.8)

The only possibility to have a global UV divergence is to set $n_3 = 0$. Let us determine $I$ and $n_4$ with the help of eqs. (2.3), we have to solve

$$\begin{cases} 2 + I = 2n_4 \\ 1 = I - n_4 \end{cases}$$  \hspace{1cm} (2.9)

which implies that $I = 4$ and $n_4 = 3$.

2.2 Skeleton for the re-parametrisation of the Feynman parameters

The goal of this section is to give details on the way the Feynman parameters are re-parameterised for a two-loop scalar function. All the common formulae will be collected here, the specific ones will be discussed for each topology.

We mainly follow the discussion of ref. [25]. Namely, the $n$-momentum $q_i$ carried by each propagator $i$ of a two-loop scalar function is parameterised in the following way $q_i = k_i + \hat{r}_i$, where the $n$-momenta $\hat{r}_i$ depend on the external $n$-momenta $p_i$ whereas the $k_i$ are some linear combinations of the loop $n$-momenta $k_1$ and $k_2$ which are specific for each topology.\footnote{For the sake of simplicity, we use the dimensional regularisation scheme.} Once this linear combination is fixed, the energy-momentum conservation at each vertex determines the $\hat{r}_i$ except two, let us note them $\hat{r}_1$ and $\hat{r}_2$. Each $n$-vector $\hat{r}_i$ can be decomposed as

$$\hat{r}_i = \alpha_i \hat{r}_1 + \beta_i \hat{r}_2 + Q_i({p_k})$$  \hspace{1cm} (2.10)

where $\alpha_i$, $\beta_i = 0, 1$ and $Q_i({p_k})$ is a linear combination of the external $n$-momenta $p_k$. We further introduce a $2 \times 2$ matrix $A$, two other $n$-momenta $r_1$ and $r_2$ and a quantity $C$ such that the combination $\sum_{j=1}^I \tau_j (q_j^2 - m_j^2)$ reads

$$\sum_{j=1}^I \tau_j (q_j^2 - m_j^2) = [k_1 \ k_2] \cdot A \cdot \begin{bmatrix} k_1 \\ k_2 \end{bmatrix} + 2 [r_1 \ r_2] \cdot \begin{bmatrix} k_1 \\ k_2 \end{bmatrix} + C$$  \hspace{1cm} (2.11)

The symbol $\tau_j$, resp. $m_j$, is the Feynman parameter, resp. the mass, associated to the internal line having a $n$-momentum $q_j$. According to its definition, cf. eq. (2.11), the matrix $A$ is equal to

$$A = \begin{bmatrix} \sum_{i \in S_1} \tau_i + \sum_{i \in S_3} \tau_i \\ \sum_{i \in S_3} \tau_i \end{bmatrix} \frac{\sum_{i \in S_3} \tau_i}{\sum_{i \in S_1} \tau_i + \sum_{i \in S_3} \tau_i}$$  \hspace{1cm} (2.12)

where the three sets $S_1$, $S_2$ and $S_3$ are defined as: $S_1$ is the set of propagator labels whose momentum involves only $k_1$ not $k_2$, $S_2$ is the set of propagator labels whose momentum involves only $k_2$ not $k_1$.
and $S_3$ is the set of propagator labels whose momentum involves both $k_1$ and $k_2$. Let us choose $N - 1$ independent linear combinations of the external $n$-momenta\footnote{We choose the orientation of the $n$-momentum flow of the internal lines such that the linear combination of the loop momenta is always $k_1 + k_2$.} $t_i \ i = 1 \cdots N - 1$. This choice is of course specific of the topology too. The $n$-momenta $r_1$ and $r_2$ can be expressed in terms of $\bar{r}_1$, $\bar{r}_2$ and the $n$-momenta $t_i$ as

$$\begin{bmatrix} r_1 \\ r_2 \end{bmatrix} = A \cdot \begin{bmatrix} \bar{r}_1 \\ \bar{r}_2 \end{bmatrix} + \bar{B} \cdot T \quad (2.13)$$

where

$$T = \begin{bmatrix} t_1 \\ \vdots \\ t_{N-1} \end{bmatrix} \quad (2.14)$$

and $\bar{B}$ is a $2 \times N - 1$ matrix depending on the Feynman parameters $\tau_i$. Furthermore, the term $C$ which is equal to

$$C = \sum_{j=1}^{I} \tau_j (\bar{r}_j^2 - m_j^2) \quad (2.15)$$

can be written as

$$C = [\bar{r}_1 \ \bar{r}_2] \cdot A \cdot \begin{bmatrix} \bar{r}_1 \\ \bar{r}_2 \end{bmatrix} + 2 [\bar{r}_1 \ \bar{r}_2] \cdot \bar{B} \cdot T + T^T \cdot \Gamma \cdot T - \sum_{j=1}^{I} \tau_j m_j^2 \quad (2.16)$$

where $\Gamma$ is a $N - 1 \times N - 1$ matrix depending only on the Feynman parameters $\tau_i$. Once the integration over the loop $n$-momenta $k_1$ and $k_2$ is performed, the two-loop amplitude is a $I$-dimensional integral over the Feynman parameters $\tau_k$, constrained by $\sum_{k=1}^{I} \tau_k = 1$, of an integrand proportional to $\text{det}(A)^{I-3/2n} [\mathcal{F} \{\{\tau_k\}\} - i \lambda]^{n-I}$ cf. [20]. This function $\mathcal{F} \{\{\tau_k\}\}$ is given by

$$\mathcal{F} \{\{\tau_k\}\} = [r_1 \ r_2] \cdot \text{Cof}[A] \cdot \begin{bmatrix} r_1 \\ r_2 \end{bmatrix} - \text{det}(A) \ C \quad (2.17)$$

where $\text{Cof}[A]$ is the matrix of the cofactors of $A$. One can trade the $n$-momenta $r_1$ and $r_2$ in eq. (2.17) against $\bar{r}_1$ and $\bar{r}_2$ using eq. (2.13). But this new dependence in the $n$-momenta $\bar{r}_1$ and $\bar{r}_2$ cancels against the one coming from the term $C$ (cf. eq. (2.16)) in the polynomial $\mathcal{F} \{\{\tau_k\}\}$ and the latter becomes

$$\mathcal{F} \{\{\tau_k\}\} = (\bar{B} \cdot T)^T \cdot \text{Cof}[A] \cdot (\bar{B} \cdot T) - \text{det}(A) \left[ T^T \cdot \Gamma \cdot T - \sum_{j=1}^{I} \tau_j m_j^2 \right] \quad (2.18)$$

Thus the knowledge of the matrices $\bar{B}$ and $\Gamma$ which are specific to each topology enables to determine $\mathcal{F} \{\{\tau_k\}\}$. Note that although the polynomial $\mathcal{F} \{\{\tau_k\}\}$ is unique for a given Feynman diagram, the matrices $\bar{B}$ and $\Gamma$ are not because parts of $\bar{B}$ can be reabsorbed into $\Gamma$, cf. the discussion in the

\footnote{We ignore the fact that for $N \geq n + 2$ there are further constraints which apply to the external $n$-momenta in addition to the global energy-momentum conservation, cf. for example ref. [30].}
Appendix A of ref. [25]. An example will be given in the next section. Finally, the amplitude related to a scalar two-loop diagram with $N$ external legs is given by

$$(2)I_N^n(\kappa; \mathcal{T}) = (-1)^{I+1}(4\pi)^{-n} \Gamma(I - n) \int_{(R^+)^I} \prod_{j=1}^I d\tau_j \delta(1 - \sum_{j=1}^I \tau_j) (\det(A))^{I-\frac{3}{2} n}$$

$$\times (\mathcal{F}(\{\tau_k\}) - i\lambda)^{n-I} \tag{2.19}$$

The symbol $\kappa$ stands for the kinematics, it is a set containing the independent invariants and internal masses squared while the symbol $\mathcal{T}$ indicates the topology under consideration.

The next step is to introduce three auxiliary parameters $\rho_i$ for $i = 1, 2, 3$ defined by

$$\rho_i = \sum_{k \in S_i} \tau_k \tag{2.20}$$

Because of its definition in eq. (2.12), the matrix $A$ is given in terms of the parameters $\rho_i$ by

$$A = \begin{pmatrix} \rho_1 + \rho_3 & \rho_1 & \rho_1 \\ \rho_1 & \rho_2 + \rho_3 & \rho_2 + \rho_3 \end{pmatrix} \tag{2.21}$$

and thus

$$\det(A) = \rho_1 \rho_2 + \rho_2 \rho_3 + \rho_3 \rho_1 \tag{2.22}$$

Note that, due to their definitions, the $\rho_i$ parameters sum to 1. Then the Feynman parameters $\tau_k$ whose label belong to the set $S_j$ are re-parameterised such that $\tau_k = \rho_j u_k$. Since the $\sum_{k \in S_j} \tau_k = \rho_j$ the parameters $u_k$ sum to 1. Eq. (2.19) becomes then

$$(2)I_N^n(\kappa; \mathcal{T}) = (-1)^{I+1}(4\pi)^{-n} \Gamma(I - n) \int_{(R^+)^3} \prod_{k=1}^3 d\rho_k \rho_k^{S_k-1} \delta \left( 1 - \sum_{l=1}^3 \rho_l \right) \det(A)^{I-\frac{3}{2} n}$$

$$\times \int_{(R^+)^3} \prod_{k=1}^3 \prod_{j \in S_k} du_j \delta \left( 1 - \sum_{l \in S_k} u_j \right) \left[ \mathcal{F}(\{u_k\}, \{\rho_l\}) - i\lambda \right]^{n-I} \tag{2.23}$$

with $\mathcal{F}(\{u_k\}, \{\rho_l\}) = \mathcal{F}(\{\tau_i(\{u_k\}, \{\rho_l\})\})$. In eq. (2.23), $|S_k|$ denotes the cardinal of the set $S_k$. Lastly, to get rid of the constraint on the sum of the parameter $\rho_j$, the following change of variable is performed $\rho_{j1} = \rho \xi, \rho_{j2} = \rho (1 - \xi)$ where $j_1$ and $j_2$ are two distinct elements of the set $\{1, 2, 3\}$, this yields

$$(2)I_N^n(\kappa; \mathcal{T}) = \int_0^1 d\rho \int_0^1 d\xi W(\rho, \xi) (1)\tilde{I}_{N'}^{n'} (E; \tilde{G}, \tilde{V}, \tilde{C}, \rho, \xi) \tag{2.24}$$

where $(1)\tilde{I}_{N'}^{n'}$ is the “generalised” one-loop $N'$-point function given by

$$(1)\tilde{I}_{N'}^{n'} (E; \tilde{G}, \tilde{V}, \tilde{C}, \rho, \xi) = \int_{(R^+)^I} \prod_{k=1}^3 \prod_{j \in S_k} du_j \delta \left( 1 - \sum_{l \in S_k} u_j \right) \left[ \mathcal{F}(\{u_k\}, \rho, \xi) - i\lambda \right]^{n'-N'} \tag{2.25}$$
with \( N' = I - 2 \) and \( n' = 2(n - 2) \). The weight function \( W(\rho, \xi) \), in eq. (2.24), has the following expression

\[
W(\rho, \xi) = \rho^{1 - \frac{n}{2}} (\rho \xi)^{|S_{j_1}| - 1} (\rho(1 - \xi))^{|S_{j_2}| - 1} (1 - \rho)^{|S_{j_3}| - 1} (1 - \rho + \rho \xi (1 - \xi))^{I - \frac{3n}{2}}
\]  

(2.26)

with \( j_3 = \{1, 2, 3\} \setminus \{j_1, j_2\} \). In eq. (2.25), the quantity \( \tilde{F}(\{u_k\}, \rho, \xi) \) which is a second order polynomial in the \( u_i \), is given by

\[
\tilde{F}(\{u_k\}, \rho, \xi) = \frac{\mathcal{F}(\{u_k\}, \{\rho_i(\rho, \xi)\})}{\rho} = U^T \cdot \tilde{G} \cdot U - 2 \tilde{V}^T \cdot U - \tilde{C} \]  

(2.27)

where \( U \) is a \( I - 3 \) vector gathering the leftover parameters \( u_i \) after one got rid of the constraints \( \sum_{k \in S_j} u_k = 1 \). In eqs. (2.24) and (2.25), the argument \( E \) denotes the integration domain over the \( u_i \) once these latter constraints have been taken into account, this domain is not always a simplex as in the case of the genuine one-loop functions. In the cases treated in this article it can be the 1-simplex \( \Sigma(1) = \{0 \leq u \leq 1\} \), the 2-simplex \( \Sigma(2) = \{0 \leq u_1, u_2 \leq 1, u_1 + u_2 \leq 1\} \) or the square \( K(2) = \{0 \leq u_1, u_2 \leq 1\} \). In eq. (2.27), \( \hat{G} \) is a \((I - 3) \times (I - 3)\) matrix, \( \hat{V} \) is a \( I - 3 \) vector and \( \hat{C} \) is a scalar. They all depend on the parameters \( \rho \) and \( \xi \) and on the kinematics. Note that, since the dependence on the variables \( \rho \) and \( \xi \) is only implicit, in the cases where these variables are fixed, we drop them from the list of the arguments of the generalised one-loop functions for the sake of simplicity. Note also that some quantities introduced in this section depend implicitly on the topology. Strictly speaking, they have to be labelled differently for each topology. To make the notations lighter, we will ignore this except for the matrix \( \hat{G} \), the vector \( \hat{V} \) and the scalar \( \hat{C} \) to which we will associate a different letter for each topology.

The “generalised one-loop functions” in space-time of dimension \( n' = 4 - 4 \varepsilon \) will be expanded around \( \varepsilon = 0 \) as

\[
(1)^{(1)} \tilde{I}_{N'}^{(k)}(E; G, V, C, \rho, \xi) = \sum_{k=0}^{\infty} \frac{(-2 \varepsilon)^k}{k!} \tilde{I}_{N'}^{(k)}(E; G, V, C, \rho, \xi)
\]  

(2.28)

where the quantities \( \tilde{I}_{N'}^{(k)}(E; G, V, C, \rho, \xi) \) have the general expression

\[
\tilde{I}_{N'}^{(k)}(E; G, V, C, \rho, \xi) = \int_{(R^+)^3} \prod_{j \in S_k} du_j \delta \left( 1 - \sum_{l \in S_k} u_j \right) \ln^k \left( \tilde{F}(\{u_k\}, \rho, \xi) - i \lambda \right)^{2 - N'}
\]  

(2.29)

Since we limit ourselves to topologies with a number of internal lines \( I \leq 5 \), \( N' \leq 3 \). For \( N' = 2 \), the coefficients of the expansion of the right-hand side of eq. (2.28) is given by

\[
\tilde{I}_2^{(k)}(E; G, V, C, \rho, \xi) = \int_E dw \ln^k (G w^2 - 2 V w - C - i \lambda)
\]  

(2.30)

\(^6\)Whatever the choice of \( j_1 \) and \( j_2 \), it is always possible to factorise \( \rho \) from \( \mathcal{F}(\{u_k\}, \{\rho_i(\rho, \xi)\}) \).
while for \( N' = 3 \), they are given by

\[
\tilde{I}^{(k)}_3(E; G, V, C, \rho, \xi) = \int_E dw_1 dw_2 \ln^k \left( \frac{W^T \cdot G \cdot W - 2 V^T \cdot W - C - i \lambda}{W^T \cdot G \cdot W - 2 V^T \cdot W - C - i \lambda} \right)
\]

(2.31)

with

\[
W = \begin{bmatrix} w_1 \\ w_2 \end{bmatrix}
\]

In eq. (2.25), the way to choose the parameters \( u_i \) is guided by the fact that in some case \( \det(A) \) can be factorised from the vector \( \tilde{V} \) and the scalar \( \tilde{C} \). In ref. [25], we gave a sufficient condition for this property to hold. If we achieved to build a \( \tilde{B} \) matrix homogeneous of degree 1 in the parameter \( u_i \), then, the first term of eq. (2.18) which is not proportional to \( \det(A) \) will contribute only to \( U^T \cdot \tilde{G} \cdot U \), and thus the factorisation of \( \det(A) \) will hold for the vector \( \tilde{V} \) and the scalar \( \tilde{C} \).

Let us try to draw the condition to build a \( \tilde{B} \) matrix homogeneous in the \( u_i \) parameters. For that, let us discuss two-loop planar diagrams in a scalar theory having three- and four-leg vertices. These vertices are either external vertices where one or two external legs can be branched, they are \( N \) of them and are represented by blobs; or internal vertices which connect only internal lines. The topologies of these diagrams fall into three categories depicted on figs. 1 and 2.

Class of topologies \( \mathcal{T}_1 \)

Class of topologies \( \mathcal{T}_2 \)

Figure 1: Diagrams picturing two classes of planar topologies with \( N \) external vertices and one or two internal vertices.

In figs. 1 and 2 the dots represent trees whatever they are which contain the propagator whose labels are missing on the picture. For the class of topologies \( \mathcal{T}_1 \), the different sets \( S_k \) are equal to \( S_1 = \{1, \ldots, i\} \), \( S_2 = \{i+1, \ldots, N+2\} \) and \( S_3 = \{N+3\} \), for \( \mathcal{T}_2 \), they are given by \( S_1 = \{1, \ldots, i\} \), \( S_2 = \{i+1, \ldots, N+1\} \) and \( S_3 = \{N+2\} \) while for \( \mathcal{T}_3 \), they are equal to \( S_1 = \{1, \ldots, i\} \), \( S_2 = \{i+1, \ldots, N\} \) and \( S_3 = \{N+1\} \). The key idea is that, in order to be able to build a \( \tilde{B} \) matrix homogeneous of degree 1 in the \( u_i \) parameters.

\[7\text{To be more precise, it is all the non zero entries of the matrix } \tilde{B} \text{ which have to be homogeneous of degree 1 in the } u_i \text{ parameters.}\]
which is homogeneous in the parameters \(u_i\), the sets \(S_i\) \(i = 1, 2, 3\) must contain at least one label of a \(n\)-vector \(\hat{r}_i\) whose linear combination of the external momenta \(p_k\), as defined in eq. \([2.10]\), is zero. If we choose \(\hat{r}_1 = \hat{r}_k\) with \(k \in S_1\), \(\hat{r}_2 = \hat{r}_l\) with \(l \in S_2\), then the discussion comes down to know if a \(n\)-vector \(\hat{r}_j\) with \(j \in S_3\) which is a linear combination of only \(\hat{r}_1\) and \(\hat{r}_2\) can be built. It is clear that taking \(\hat{r}_1 = \hat{r}_i\) and \(\hat{r}_2 = \hat{r}_{i+1}\), \(\hat{r}_{N+3}\) (resp. \(\hat{r}_{N+2}\)) in the class of topologies \(T_1\) (resp. \(T_2\)) is equal to \(\hat{r}_1 + \hat{r}_2\) and thus, for these classes of topologies, it exists a \(n\)-vector \(\hat{r}\) whose label belongs to the set \(S_3\) which has this property. On the contrary, for topology \(T_3\), there is no way to build the \(n\)-vector \(\hat{r}_{N+1}\) as a linear combination of \(\hat{r}_1\) and \(\hat{r}_2\) only because on the two vertices connecting three internal lines, there is an external \(n\)-momentum connection. In this case, all the Feynman parameters \(\tau_k\) with \(k \in S_3\) will appear in the entries of the \(\tilde{B}\) matrix. And thus, after the re-parameterisation in terms of the parameters \(u_i\) and \(\rho_j\), some entries of this matrix will not be homogeneous of degree 1 in the parameter \(u_i\). The same conclusion can be reached by studying the class of non planar topologies. To end up the discussion, the condition for which the factorisation of \(\text{det}(A)\) does not hold for the vector \(V\) and the scalar \(C\) for a given diagram is that it has two four-leg vertices connecting three internal lines.

In the next sections, we present a set of scalar topologies having a number of internal lines \(I\) less than or equal to five\(^8\). For a fixed value of \(I\), a detailed calculation is given only for the primary topologies, they are parent topologies from where child topologies can be generated. This is due to the fact that in eq. \([2.23]\), the complexity of the integrand depends only on \(I\) and not on the number of external legs. Thus the way to generate other topologies having the same structure as an initial \(N\)-point topology is to change the three-leg vertices into four-leg one. But it appears two kinds of three-leg vertices: the one connecting three internal legs and the one connecting two internal lines and one external line. Changing the first kind of three-leg vertex into a four-leg vertex amounts to add an extra external leg to the initial topology leading to a \(N + 1\) topology whose kinematics cannot be guessed from the one of the initial topology without performing the explicit

\(^8\)For the purpose of this article, we do not consider two-loop one-point functions, because the generalised one-loop function associated is trivial, in the sense that it does not contain extra integration.
calculation. On the contrary, changing the second kind of three-leg vertex into a four-leg vertex leads also to a new \( N + 1 \) topology but with a kinematics which is a trivial extension of the one of the initial topology. These latter topologies will just be mentioned in the article.

In the rest of the article, we will come across typical integrals as

\[
\int_0^1 dp \rho^{-1+\varepsilon} f(\rho)
\]

where \( f \) is a regular function as \( \rho \to 0 \). Up to terms of order of \( O(\varepsilon^2) \), the distribution \( \rho^{-1+\varepsilon} \) can be replaced by

\[
\rho^{-1+\varepsilon} \equiv \frac{1}{\varepsilon} \delta(\rho) + \frac{1}{(\rho)_+} + \varepsilon \left( \frac{\ln(\rho)}{\rho} \right)_+
\]

The (\( + \)) distributions are defined as usual

\[
\int_0^1 dp \frac{f(\rho)}{(\rho)_+} \equiv \int_0^1 dp \frac{f(\rho) - f(0)}{\rho}
\]

and

\[
\int_0^1 dp f(\rho) \left( \frac{\ln(\rho)}{\rho} \right)_+ \equiv \int_0^1 dp \frac{(f(\rho) - f(0))}{\rho} \ln(\rho)
\]

### 3 Topologies with \( I = 3 \)

There is in fact only one topology depicted in fig. \([3]\) having three internal propagators. From the discussion of sect. \([2.1]\) this topology has zero three-leg vertex and two four-leg vertices and the superficial degree of divergence is 2.

![Topology](image)

Figure 3: Topology \( T_{22.0,2.1} (e111|e) \).

For this topology, we parameterise the internal momenta in the following way

\[
q_1 = k_1 + \hat{r}_1
\]

\[
q_2 = k_2 + \hat{r}_2
\]

\[
q_3 = k_1 + k_2 + \hat{r}_3
\]
Thus the sets $S_k$, $k = 1 \ldots 3$ are given by
\[
S_1 = \{1\}, \quad S_2 = \{2\} \quad \text{and} \quad S_3 = \{3\}
\] (3.4)
which fills the matrix $A$, cf. eq. (2.12). Furthermore we choose $\bar{r}_1 = \hat{r}_1$ and $\bar{r}_2 = \hat{r}_2$. $T$ is a one dimensional vector $T = [p]$ and the matrices $\bar{B}$ and $\Gamma$ are given by
\[
\bar{B} = \tau_3 \begin{bmatrix}
1 \\
1
\end{bmatrix}
\] (3.5)
and
\[
\Gamma = \begin{bmatrix}
\tau_3
\end{bmatrix}
\] (3.6)
Expanding the right-hand side of eq. (2.18) gives
\[
\mathcal{F}(\{\tau_k\}) = -p^2 \tau_1 \tau_2 \tau_3 + (\tau_1 \tau_2 + \tau_1 \tau_3 + \tau_2 \tau_3) (\tau_1 m_1^2 + \tau_2 m_2^2 + \tau_3 m_3^2)
\] (3.7)
There is no need to introduce the $\rho_i$ parameters in this case, obviously $\rho_i = \tau_i$ for $i = 1, 2, 3$. Then we set $\tau_1 = \rho \xi$ and $\tau_2 = \rho (1 - \xi)$, the two-loop two-point function then becomes
\[
^{(2)}I_2^n (\kappa_a; \mathcal{T}_{22,0,2,1}) = (4 \pi)^{-4+2 \varepsilon} \Gamma (-1 + 2 \varepsilon) \int_0^1 d\rho \int_0^1 d\xi \rho^{-1+\varepsilon} (1 - \rho + \rho \xi (1 - \xi))^{-3+3 \varepsilon} \times \left(\tilde{\mathcal{F}}(\rho, \xi) - i \lambda\right)^{1-2 \varepsilon}
\] (3.8)
with
\[
\tilde{\mathcal{F}}(\rho, \xi) = -p^2 \rho (1 - \rho) \xi (1 - \xi) + (1 - \rho + \rho \xi (1 - \xi)) (\rho \xi m_1^2 + \rho (1 - \xi) m_2^2 + (1 - \rho) m_3^2)
\] (3.9)
and $\kappa_a = \{p^2, m_1^2, m_2^2, m_3^2\}$. Eq. (3.8) represents a two dimensional integration of a “generalised one-loop” tadpole function in a space-time of dimension $4 - 4 \varepsilon$, the function $\tilde{\mathcal{F}}(\rho, \xi)$ plays the role of the mass of the effective particle which propagates through the tadpole.

The details of the computation have been put in appendix A to facilitate the reading. Summing the different parts and gathering terms proportional to $\ln(\tilde{\mathcal{F}}(\rho, \xi) - i \lambda)$, where $\tilde{\mathcal{F}}(\rho, \xi) = \tilde{\mathcal{F}}(\rho, \xi)/(1 -$
\( \rho + \rho \xi (1 - \xi) \), yields

\[
^{(2)}I_2^2 (\kappa; \mathcal{T}_{220,2,1}) = \frac{(4 \pi)^{-4+2 \varepsilon}}{(-1 + 2 \varepsilon) 2 \varepsilon} \left\{ \frac{1}{\varepsilon} \sum_{i=1}^{3} m_i^2 + \frac{2}{3} \left( \sum_{i=1}^{3} m_i^2 \right) (1 - p^2) - 2 \sum_{i=1}^{3} m_i^2 \ln(m_i^2 - i \lambda) \right. \\
+ \varepsilon \left[ 2 \sum_{i=1}^{3} m_i^2 \ln^2(m_i^2 - i \lambda) + m_3^2 (1 + 3 I_1 + I_3 + I_4) + (1 - p^2) (I_6 + I_7) \right] \\
+ \sum_{i=1}^{2} m_i^2 \left( 1 + \frac{2}{\xi^+ - \xi^-} \left( \text{Li}_2(\xi^-) - \text{Li}_2(\xi^+) \right) - \frac{\pi^2}{6} \right) \\
- 2 \sum_{i=1}^{2} m_i^2 \ln(m_i^2 - i \lambda) + 2 m_1^2 \text{Li}_2 \left( \frac{m_1^2 - m_2^2}{m_1^2 - i \lambda} \right) + 2 m_2^2 \text{Li}_2 \left( \frac{m_2^2 - m_1^2}{m_2^2 - i \lambda} \right) \\
- 2 m_3^2 \int_0^{1} d\xi \int_0^{1} d\rho \frac{1}{\rho} \left[ (1 - \rho) \ln(\tilde{F}(\rho, \xi) - i \lambda) - \ln(m_3^2 - i \lambda) \right] \\
- 2 \int_0^{1} d\xi \int_0^{1} d\rho \left( \frac{\tilde{F}'(\rho, \xi) \ln(\tilde{F}'(\rho, \xi) - i \lambda)}{\rho (1 - \rho + \rho \xi (1 - \xi))^2} - \frac{(1 - \rho) m_3^2 \ln(\tilde{F}'(\rho, \xi) - i \lambda)}{\rho} \\
- \frac{(\xi m_3^2 + (1 - \xi) m_3^2) \ln(\xi m_3^2 + (1 - \xi) m_3^2 - i \lambda)}{(1 - \rho + \rho \xi (1 - \xi))^2} \right) \right\} \tag{3.10}
\]

where \( \xi^\pm \) are the roots of the polynomial \( \xi^2 - \xi + 1 \) and the integrals \( I_j \) \( j = 1,7 \) are given in the appendix B. From eq. (3.10), the divergent parts are obviously symmetric under the exchange of two masses. This is also the case for the finite part even if it is difficult to read it from the last equation. This symmetry can be seen from eq. (3.7), it is the way the Feynman parameters \( \tau_i \) are re-parameterised which breaks this symmetry. The fact that the coefficient of the \( \varepsilon^{-2} \) term is proportional to masses can be understood as follows. The diagram depicted in fig. 3 has divergent subdiagrams which are one-loop bubbles. Shrinking one of them to a point leads to a tadpole which is proportional to a mass.

On a practical point of view, the two double integrals on the variables \( \rho \) and \( \xi \) appearing in the eq. (3.10) are computed numerically. Nevertheless, an improvement can be made here by noticing that \( \tilde{F}(\rho, \xi) \) is only quadratic in \( \rho \), thus the \( \rho \) integration could be performed analytically leaving only one dimensional integral to be computed numerically.

4 Topologies with \( I = 4 \)

These topologies have a superficial degree of divergence \( w(G) = 0 \). There is only one primary topology: topology \( \mathcal{T}_{22,2,1,1} \) depicted in fig. 4, the others can be built out of it as will be shown later on.
4.1 Topology $T_{22,2,1,1}$

The internal momenta are parameterised in the following way

\begin{align*}
q_1 &= k_1 + \hat{r}_1 \\
q_2 &= k_2 + \hat{r}_2 \\
q_3 &= k_2 + \hat{r}_3 \\
q_4 &= k_1 + k_2 + \hat{r}_4
\end{align*}

(4.1)

bringing about the sets $S_i$

\begin{align*}
S_1 &= \{1\} \\
S_2 &= \{2, 3\} \\
S_3 &= \{4\}
\end{align*}

(4.2)

and about the matrix $A$, cf. eq. (2.12). We choose $\bar{r}_1 = \hat{r}_1$ and $\bar{r}_2 = \hat{r}_3$. This choice leads to

\begin{align*}
\bar{B} &= \begin{bmatrix} 0 \\ -\tau_2 \end{bmatrix}
\end{align*}

(4.3)

and

\begin{align*}
\Gamma &= [\tau_2]
\end{align*}

(4.4)

As in sec. [3] $T$ is a one dimensional vector whose element is $p$. Using eq. (2.18), we get

\begin{align*}
\mathcal{F}(\{\tau_k\}) &= -p^2 \tau_2 (\tau_1 \tau_3 + \tau_1 \tau_4 + \tau_3 \tau_4) + (\tau_1 (\tau_2 + \tau_3) + \tau_1 \tau_4 + \tau_4 (\tau_2 + \tau_3)) \\
&\quad \times (\tau_1 m_1^2 + \tau_2 m_2^2 + \tau_3 m_3^2 + \tau_4 m_4^2)
\end{align*}

(4.5)

Parameterising the Feynman parameters $\tau_i$ in the following way

\begin{align*}
\tau_1 &= \rho_1 \\
\tau_2 &= \rho_2 u \\
\tau_3 &= \rho_2 (1 - u) \\
\tau_4 &= \rho_3
\end{align*}

(4.6)

and performing the change of variable $\rho_1 = \rho \xi$ and $\rho_3 = \rho (1-\xi)$, then the two-loop scalar amplitude becomes

\begin{align*}
^{(2)}I_2^\nu (k_b; T_{22,2,1,1}) &= -\frac{1}{(4\pi)^{4+2\varepsilon}} \Gamma(2\varepsilon) \int_0^1 d\rho \int_0^1 d\xi (1 - \rho + \rho \xi(1 - \xi))^{-2+3\varepsilon} \rho^{-1+\varepsilon} (1 - \rho) \\
&\times \int_0^1 du \left( \tilde{\mathcal{F}}(u, \rho, \xi) - i \lambda \right)^{-2\varepsilon}
\end{align*}

(4.7)
where $\kappa_b = \{p^2, m_1^2, m_2^2, m_3^2, m_4^2\}$ and
\[
\tilde{F}(u, \rho, \xi) = u^2 \tilde{G}_b - 2 \tilde{V}_b u - \tilde{C}_b
\] (4.8)
with
\[
\tilde{G}_b = p^2 (1 - \rho)^2
\] (4.9)
\[
\tilde{V}_b = \frac{1}{2} (1 - \rho)(1 - \rho + \rho \xi (1 - \xi))(p^2 + m_3^2 - m_2^2)
\] (4.10)
\[
\tilde{C}_b = -(1 - \rho + \rho \xi (1 - \xi))(\rho \xi m_1^2 + (1 - \rho) m_3^2 + \rho (1 - \xi) m_4^2)
\] (4.11)

With the parameterisation (4.6), all the non zero entries of the matrix $\bar{B}$ are homogeneous in $u$, thus the factorisation of $1 - \rho + \rho \xi (1 - \xi)$ for the coefficients of $\tilde{V}_b$ and $\tilde{C}_b$ in the polynomial of eq. (4.8).

After a partial fraction decomposition, eq. (4.7) can be re-written as
\[
(2) I_2^n (\kappa_b; T_{22,2,1,1}) = - (4 \pi)^{-4 + 2\varepsilon} \Gamma(2\varepsilon) \int_0^1 d\rho \int_0^1 d\xi \left[ \rho^{-1 + \varepsilon} G_1(\rho, \xi) + (1 - \rho + \rho \xi (1 - \xi))^{-2 + 3\varepsilon} G_2(\rho, \xi) \right]
\] (4.12)
with
\[
G_1(\rho, \xi) = (1 - \rho + \rho \xi (1 - \xi))^{3\varepsilon} (1 - \rho) \int_0^1 du \left( \tilde{F}(u, \rho, \xi) - i \lambda \right)^{-2\varepsilon}
\] (4.13)
\[
G_2(\rho, \xi) = (1 - \xi (1 - \xi))^{\rho\varepsilon} (1 - \rho)(2 - \rho(1 - \xi (1 - \xi))) \int_0^1 du \left( \tilde{F}(u, \rho, \xi) - i \lambda \right)^{-2\varepsilon}
\] (4.14)

Notice that only the first term of eq. (4.12) diverges. Indeed, there is a global factor $1 - \rho$ in $G_1$ and $G_2$ and thus $G_2(1, \xi) = 0$ which implies that the second term is finite.

Let us start with the first term of eq. (4.12) and for that let us introduce
\[
M_1 = \int_0^1 d\xi \int_0^1 d\rho \rho^{-1 + \varepsilon} G_1(\rho, \xi)
\] (4.15)
The function $G_1(\rho, \xi)$ can be expanded around $\varepsilon = 0$
\[
G_1(\rho, \xi) = G_1^{(0)}(\rho, \xi) + \varepsilon G_1^{(1)}(\rho, \xi) + \varepsilon^2 G_1^{(2)}(\rho, \xi)
\]
with
\[
G_1^{(0)}(\rho, \xi) = 1 - \rho
\] (4.16)
\[
G_1^{(1)}(\rho, \xi) = (1 - \rho) \left[ 3 \ln (1 - \rho + \rho \xi (1 - \xi)) - 2 \int_0^1 du \ln \left( \tilde{F}(u, \rho, \xi) - i \lambda \right) \right]
\] (4.17)
\[
G_1^{(2)}(\rho, \xi) = (1 - \rho) \left[ \frac{9}{2} \ln^2 (1 - \rho + \rho \xi (1 - \xi)) + 2 \int_0^1 du \ln^2 \left( \tilde{F}(u, \rho, \xi) - i \lambda \right) 
- 3 \ln (1 - \rho + \rho \xi (1 - \xi)) \int_0^1 du \ln \left( \tilde{F}(u, \rho, \xi) - i \lambda \right) \right]
\] (4.18)
Using eq. (2.32) and the definition of the + distributions (eqs. (2.33) and (2.34)), this leads to

\[ M_1 = \int_0^1 d\xi \left[ \frac{1}{\varepsilon} \int_0^1 du \left( \tilde{\mathcal{F}}(u,0,\xi) - i\lambda \right)^{-2\varepsilon} - 1 + \varepsilon + \varepsilon \int_0^1 \frac{d\rho}{\rho} \left( G_1^{(1)}(\rho,\xi) - G_1^{(1)}(0,\xi) \right) \right] \]  

(4.19)

From eq. (4.18), one can see that \( \tilde{\mathcal{F}}(u,0,\xi) \) is a function of \( u \) only

\[ \tilde{\mathcal{F}}(u,0,\xi) = u^2 p^2 - u \left( p^2 + m_3^2 - m_2^2 \right) + m_3^2 \equiv \mathcal{H}(u) \]  

(4.20)

so eq. (4.19) becomes

\[ M_1 = \frac{1}{\varepsilon} \int_0^1 du \left( \mathcal{H}(u) - i\lambda \right)^{-2\varepsilon} - 1 + \varepsilon + 3\varepsilon I_1 \]

\[ - 2\varepsilon \int_0^1 d\xi \int_0^1 \frac{d\rho}{\rho} \int_0^1 du \left[ (1 - \rho) \ln \left( \tilde{\mathcal{F}}(u,\rho,\xi) - i\lambda \right) - \ln(\mathcal{H}(u) - i\lambda) \right] \]  

(4.21)

with \( I_1 \) is given in appendix (B).

For the second term in eq. (4.12), we have to study

\[ M_2 = \int_0^1 d\xi \int_0^1 d\rho \left( 1 - \rho + \rho \xi (1 - \xi) \right)^{-2 + 3\varepsilon} G_2(\rho,\xi) \]  

(4.22)

This term does not diverge and so expanding around \( \varepsilon = 0 \) and keeping the relevant terms yields

\[ M_2 = I_2 + \varepsilon \left[ 3I_3 + I_4 - 2 \int_0^1 d\xi \int_0^1 \frac{d\rho}{\rho} \frac{(1 - \xi(1 - \xi)) (1 - \rho) (2 - \rho(1 - \xi(1 - \xi)))}{(1 - \rho + \rho \xi(1 - \xi))^2} \right] \]

\[ \times \int_0^1 du \ln \left( \tilde{\mathcal{F}}(u,\rho,\xi) - i\lambda \right) \]  

(4.23)

where the integrals \( I_2, I_3 \) and \( I_4 \) are given in appendix [B]. Then summing up the results for \( M_1 \) and \( M_2 \) and gathering terms proportional to \( \ln \left( \tilde{\mathcal{F}}(u,\rho,\xi) - i\lambda \right) \) leads to the scalar two-loop amplitude

\[ (2) I_2^\mu (\kappa_b; \mathcal{T}_{22,2,1,1}) \]

\[ = - (4\pi)^{-4 + 2\varepsilon} \Gamma(1 + 2\varepsilon) \left\{ \frac{1}{2\varepsilon^2} + \frac{1}{\varepsilon} \left[ \frac{1}{2} - \tilde{I}_2^{(1)}(\Sigma_1); \tilde{G}_b, \tilde{V}_b, \tilde{C}_b, 0, \xi \right] \right\} \]

\[ + \tilde{I}_2^{(2)}(\Sigma_1); \tilde{G}_b, \tilde{V}_b, \tilde{C}_b, 0, \xi + \frac{1}{2} \left[ 1 + 3I_1 + 3I_3 + I_4 \right] \]

\[ - \int_0^1 d\xi \int_0^1 \frac{d\rho}{\rho} \left[ \frac{(1 - \rho)}{(1 - \rho + \rho \xi(1 - \xi))^2} \right] \tilde{I}_2^{(1)}(\Sigma_1); \tilde{G}_b, \tilde{V}_b, \tilde{C}_b, \rho, \xi \]

\[ - \tilde{I}_2^{(1)}(\Sigma_1); \tilde{G}_b, \tilde{V}_b, \tilde{C}_b, 0, \xi \]  

(4.24)

Note that \( \tilde{I}_2^{(1)}(\Sigma_1); \tilde{G}_b, \tilde{V}_b, \tilde{C}_b, 0, \xi \) does not depend on \( \xi \) (cf. eq. (4.20)). In eq. (4.24), the "generalised one-loop functions" \( \tilde{I}_2^{(k)} \) are computed analytically leaving two integrations to be performed numerically. The functions \( \tilde{I}_2^{(1)} \) and \( \tilde{I}_2^{(2)} \) can be expressed in terms of dilogarithms and logarithms as shown in appendix [D].
4.2 Topology $T_{23,1,2,1}$

This is the topology, depicted in fig. 5, obtained by inserting an external leg to the internal three-leg vertex of fig. 4.

Figure 5: Topology $T_{23,1,2,1}$ ($e 112|e 2|e$).

As already explained, the determination of the new matrix $\tilde{G}$, the new vector $\tilde{V}$ and the new scalar $\tilde{C}$ for this topology will be done explicitly, they cannot be extracted from those of the primary topology $T_{22,2,1,1}$. The internal momenta are parameterised as follows

\begin{align*}
q_1 &= k_1 + \hat{r}_1 \\
q_2 &= k_2 + \hat{r}_2 \\
q_3 &= k_2 + \hat{r}_3 \\
q_4 &= k_1 + k_2 + \hat{r}_4
\end{align*}

(4.25)

leading to the sets $S_i$

\begin{align*}
S_1 &= \{1\} \\
S_2 &= \{2, 3\} \\
S_3 &= \{4\}
\end{align*}

(4.26)

and thus to the matrix $A$ through eq. (2.12). We choose $\hat{r}_1 = \hat{r}_1$ and $\hat{r}_2 = \hat{r}_2$. This choice leads to

\begin{align*}
\tilde{B} &= \begin{bmatrix} 0 & \tau_4 \\ \tau_3 & \tau_4 \end{bmatrix} \\
\Gamma &= \begin{bmatrix} \tau_3 & 0 \\ 0 & \tau_4 \end{bmatrix}
\end{align*}

(4.27)

(4.28)

The vector $T$ is taken to be

\begin{align*}
T &= \begin{bmatrix} p_2 \\ p_1 + p_2 \end{bmatrix}
\end{align*}

(4.29)

Using eq. (2.18), we get

\begin{align*}
\mathcal{F}(\{\tau_k\}) &= -p_2^2 \tau_2 (\tau_1 \tau_4 + \tau_3 \tau_4 + \tau_1 \tau_3) - p_1^2 \tau_1 \tau_4 (\tau_2 + \tau_3) - 2 p_1 \cdot p_2 \tau_1 \tau_2 \tau_4 \\
&\quad + (\tau_1 (\tau_2 + \tau_3) + \tau_1 \tau_4 + \tau_4 (\tau_2 + \tau_3)) (\tau_1 m_1^2 + \tau_2 m_2^2 + \tau_3 m_3^2 + \tau_4 m_4^2)
\end{align*}

(4.30)
The Feynman parameters \( \tau_i \) are parameterised in the following way

\[
\begin{align*}
\tau_1 &= \rho_1 \\
\tau_3 &= \rho_2 (1 - u) \\
\tau_2 &= \rho_2 u \\
\tau_4 &= \rho_3
\end{align*}
\] (4.31)

Then, the following change of variables is performed \( \rho_1 = \rho \xi, \rho_3 = \rho (1 - \xi) \) leading to \( \rho_2 = 1 - \rho \) because the \( \rho_i \)’s sum to 1. This yields

\[
(2) I_3^0 (\kappa_c; \mathcal{T}_{23.1.2.1}) = - (4 \pi)^{-4+2\varepsilon} \Gamma(2\varepsilon) \int_0^1 d\rho \int_0^1 d\xi \ (1 - \rho + \rho \xi (1 - \xi))^{-2+3\varepsilon} \rho^{-1+\varepsilon} (1 - \rho) \times \int_0^1 du \left( \tilde{F}(u, \rho, \xi) - i \lambda \right)^{-2\varepsilon} \quad (4.32)
\]

where \( \kappa_c = \{ p_1^2, p_2^2, p_3^2, m_1^2, m_2^2, m_3^2 \} \) and

\[
\tilde{F}(u, \rho, \xi) = u^2 \tilde{G}_c - 2 \tilde{V}_c u - \tilde{C}_c
\] (4.33)

with

\[
\tilde{G}_c = p_2^2 (1 - \rho)^2 \quad (4.34)
\]

\[
\tilde{V}_c = \frac{1}{2} (1 - \rho) \left[ (1 - \rho + \rho \xi (1 - \xi)) \left( p_2^2 + m_2^2 - m_3^2 \right) + 2 p_1 \cdot p_2 \rho \xi (1 - \xi) \right] \quad (4.35)
\]

\[
\tilde{C}_c = \rho (1 - \rho) \xi (1 - \xi) \left( m_1^2 + (1 - \rho) m_3^2 + \rho (1 - \xi) m_3^2 \right) \quad (4.36)
\]

As discussed previously, the new kinematics carried by \( \tilde{G}_c, \tilde{V}_c \) and \( \tilde{C}_c \) cannot be guessed from the kinematics of the primary topology \( \mathcal{T}_{22.2.1.1} \). Indeed, since the topology \( \mathcal{T}_{23.1.2.1} \) has two four-leg vertices connecting three internal lines, the factorisation of \( (1 - \rho + \rho \xi (1 - \xi)) \) for the coefficients of \( \tilde{V}_c \) and \( \tilde{C}_c \) in the polynomial of eq. (4.33) does not hold (cf. sec. 2.2). Note that the kinematics of the primary topology (e.g. (4.9), (4.10) and (4.11)) can be recovered by letting \( p_1 = 0 \) because of the choice of the labelling of the internal legs in fig. 5. Making the change of variable \( u = 1 - w \) in eq. (4.32) leads to a new polynomial in \( w \) whose coefficients are

\[
\tilde{G}'_c = p_2^2 (1 - \rho)^2 \quad (4.37)
\]

\[
\tilde{V}'_c = \frac{1}{2} (1 - \rho) \left[ (1 - \rho + \rho \xi (1 - \xi)) \left( p_2^2 + m_2^2 - m_3^2 \right) + 2 p_1 \cdot p_2 \rho \xi (1 - \xi) \right] \quad (4.38)
\]

\[
\tilde{C}'_c = \rho (1 - \rho) \xi (1 - \xi) \left( m_1^2 + (1 - \rho) m_3^2 + \rho (1 - \xi) m_3^2 \right) \quad (4.39)
\]

Thus letting \( p_3 = 0 \) leads to the kinematics of the primary topology also but with \( m_2 \leftrightarrow m_3 \) which is not straightforward by looking at egs. (4.34), (4.35) and (4.36). This is a consequence of the mirror symmetry of the diagram depicted in fig. 5 namely \( p_1 \leftrightarrow p_3 \) and \( m_2 \leftrightarrow m_3 \). The two-loop three-point function is given by the right-hand side of eq. (4.24) as it is with a kinematics described.
by eqs. (4.34), (4.35) and (4.36).

$$(2) I^a_3 (\kappa_c; T_{23,1,2,1})$$

$$= - (4 \pi)^{-4+2\varepsilon} \Gamma(1+2\varepsilon) \left\{ \frac{1}{2^{\varepsilon^2}} + \frac{1}{\varepsilon} \left[ \frac{1}{2} - \tilde{I}^{(2)}_2 (\Sigma_{(1)}; \tilde{G}_c, \tilde{V}_c, \tilde{C}_c, 0, \xi) \right] \right.$$ 

$$+ \frac{1}{2} [1 + 3 I_1 + 3 I_3 + I_4]$$ 

$$- \int_0^1 d\xi \int_0^1 d\rho \left[ \frac{(1-\rho)}{(1-\rho+\rho \xi (1-\xi))^2} \tilde{I}^{(1)}_2 (\Sigma_{(1)}; \tilde{G}_c, \tilde{V}_c, \tilde{C}_c, \rho, \xi) \right.$$

$$\left. - \tilde{I}^{(1)}_2 (\Sigma_{(1)}; \tilde{G}_c, \tilde{V}_c, \tilde{C}_c, 0, \xi) \right] \right\}$$

(4.40)

### 4.2.1 Other topologies with $I = 4$

For the sake of completeness, let us mention two other topologies generated by changing the three-leg vertex having an external leg in topologies $T_{22,2,1,1}$ and $T_{23,1,2,1}$ into a four-leg vertex, they are depicted in fig. 6.

![Figure 6: New topologies generated from $T_{22,2,1,1}$](image)

The amplitudes for these two topologies are still given by the right-hand side of eq. (4.24). In these cases, no need to redo the explicit computation for the kinematics. The kinematics of $T_{23,1,2,2}$ is the one of topology $T_{22,2,1,1}$ with $p = k_1 = -(k_2 + k_3)$ and the kinematics of the topology $T_{24,0,3,1}$ is the one of the topology $T_{23,1,2,1}$ with $p_1 = k_1$, $p_3 = k_3$ and $p_2 = k_2 + k_4$.

### 5 Topologies with $I = 5$

For amplitudes having $I = 5$, the superficial degree of divergence $w(G) = -2$ but some topologies can have UV divergent subdiagrams. There are two primary topologies, one having a UV divergent subdiagram $T_{23,1,2,2}$ depicted in fig. 7 and another one with a UV free topology $T_{22,4,0,1}$ depicted in fig. 13.
5.1 Topology $T_{224,0,1}$

The internal momenta are parameterised in the following way

\[
q_1 = k_1 + \hat{r}_1 \\
q_2 = k_2 + \hat{r}_2 \\
q_3 = k_2 + \hat{r}_3 \\
q_4 = k_2 + \hat{r}_4 \\
q_5 = k_1 + k_2 + \hat{r}_5
\] (5.1)

bringing about the sets $S_i$

\[
S_1 = \{1\} \quad S_2 = \{2, 3, 4\} \quad S_3 = \{5\}
\] (5.2)

and about the matrix $A$ through eq. (2.12). We choose $\bar{r}_1 = \hat{r}_1$ and $\bar{r}_2 = \hat{r}_2$. This choice leads to

\[
\bar{B} = \begin{bmatrix}
0 \\
-\tau_3
\end{bmatrix}
\] (5.3)

and

\[
\Gamma = [\tau_3]
\] (5.4)

The vector $T$ is taken to be

\[
T = [p]
\] (5.5)

Using eq. (2.18), we get for the polynomial $F(\{\tau_k\})$

\[
F(\{\tau_k\}) = -p^2 \tau_3 ((\tau_1 + \tau_5) (\tau_2 + \tau_4) + \tau_1 \tau_5) + ((\tau_1 + \tau_5) (\tau_2 + \tau_3 + \tau_4) + \tau_1 \tau_5) \sum_{j=1}^{5} \tau_j m_j^2
\] (5.6)

Then, we parameterise the Feynman parameters $\tau_i$ in the following way

\[
\tau_1 = \rho_1 \\
\tau_2 = \rho_2 u_1 \\
\tau_3 = \rho_2 u_2 \\
\tau_4 = \rho_2 (1 - u_1 - u_2) \\
\tau_5 = \rho_3
\] (5.7)
and performing the following change of variable $\rho_1 = \rho \xi$, $\rho_3 = \rho \left(1 - \xi\right)$ the two-loop scalar amplitude becomes

\[
(2) I_n^{(2)} (\kappa_d; T_{22,4,0,1}) = (4 \pi)^{-4+2\varepsilon} \Gamma(1 + 2 \varepsilon) \int_0^1 d\rho \int_0^1 d\xi \left(1 - \rho + \rho \xi (1 - \xi)\right)^{-1+3\varepsilon} \rho^{-1+\varepsilon} (1 - \rho)^2 \\
\times \int_{\Sigma_{(2)}} du_1 du_2 \left(\tilde{F}(u_1, u_2, \rho, \xi) - i \lambda \right)^{-1-2\varepsilon}
\]

(5.8)

where $\kappa_d = \{p^2, m_1^2, m_2^2, m_3^2, m_4^2, m_5^2\}$ and

\[
\tilde{F}(u_1, u_2, \rho, \xi) = U^T \cdot \tilde{G}_d \cdot U - 2 \tilde{V}_d^T \cdot U - \tilde{C}_d
\]

(5.9)

with

\[
\tilde{G}_d = (1 - \rho)^2 \left[ \begin{array}{cc} 0 & 0 \\ 0 & p^2 \end{array} \right]
\]

(5.10)

\[
\tilde{V}_d = \frac{1}{2} (1 - \rho) (1 - \rho + \rho \xi (1 - \xi)) \left[ \begin{array}{cc} -m_2^2 + m_4^2 \\ p^2 - m_3^2 + m_4^2 \end{array} \right]
\]

(5.11)

\[
\tilde{C}_d = -(1 - \rho + \rho \xi (1 - \xi)) (\rho \xi m_1^2 + (1 - \rho) m_4^2 + \rho (1 - \xi) m_5^2)
\]

(5.12)

We, then, proceed following the strategy developed for the other UV divergent diagrams. After partial fraction decomposition, eq. (5.8) can be re-written as

\[
(2) I_n^{(2)} (\kappa_d; T_{22,4,0,1})
\]

\[
= (4 \pi)^{-4+2\varepsilon} \Gamma(1 + 2 \varepsilon) \int_0^1 d\rho \int_0^1 d\xi \left[\rho^{-1+\varepsilon} K_1(\rho, \xi) + (1 - \rho + \rho \xi (1 - \xi))^{-1+3\varepsilon} K_2(\rho, \xi)\right]
\]

(5.13)

with

\[
K_1(\rho, \xi) = (1 - \rho + \rho \xi (1 - \xi))^{3\varepsilon} (1 - \rho)^2 \int_{\Sigma_{(2)}} du_1 du_2 \left(\tilde{F}(u_1, u_2, \rho, \xi) - i \lambda \right)^{-1-2\varepsilon}
\]

(5.14)

\[
K_2(\rho, \xi) = \rho^\varepsilon (1 - \rho)^2 (1 - \xi (1 - \xi)) \int_{\Sigma_{(2)}} du_1 du_2 \left(\tilde{F}(u_1, u_2, \rho, \xi) - i \lambda \right)^{-1-2\varepsilon}
\]

(5.15)

Notice that only the first term of the eq. (5.13) diverges. Indeed, there is a global factor $(1 - \rho)^2$ in $K_1$ and $K_2$ and thus $K_2(1, \xi) = 0$ makes the second term finite.

Let us focus on the first term of eq. (5.13) and for that let us introduce

\[
N_1 = \int_0^1 d\xi \int_0^1 d\rho \rho^{-1+\varepsilon} K_1(\rho, \xi)
\]

(5.16)

Using eq. (2.32) and keeping terms up to order $\varepsilon^0$, $N_1$ becomes

\[
N_1 = \frac{1}{\varepsilon} \int_0^1 d\xi \int_0^1 d\rho \left( K_1(\rho, \xi) - K_1(0, \xi) \right) + O(\varepsilon)
\]

(5.17)
with
\[ K_1(0, \xi) = \int_{\Sigma(2)} du_1 \, du_2 \left( \tilde{F}(u_1, u_2, 0, \xi) - i \lambda \right)^{-1 - 2 \varepsilon} \]  
(5.18)

Note that \( \tilde{F}(u_1, u_2, 0, \xi) \) does not depend on \( \xi \), it is given by
\[ \tilde{F}(u_1, u_2, 0, \xi) = U^T \cdot \begin{bmatrix} 0 & 0 \\ 0 & p^2 \end{bmatrix} \cdot U - \begin{bmatrix} -m_2^2 + m_4^2 \\ p^2 - m_3^2 + m_4^2 \end{bmatrix}^T \cdot U + m_4^2 \]  
(5.19)

For the second term of eq. (5.13), we just have to take \( \varepsilon = 0 \). Putting the two contributions together and gathering terms proportional to \( 1/\tilde{F}(u_1, u_2, \rho, \xi) \), the two-loop amplitude reads
\[ (2) I^n_{23}(\kappa_d; T_{22,4,0,1}) \]
\[ = (4 \pi)^{-4 + 2 \varepsilon} \Gamma(1 + 2 \varepsilon) \] \( \left\{ \frac{1}{\varepsilon} \tilde{I}^{(0)}_3(\Sigma(2); \tilde{G}_d, \tilde{V}_d, \tilde{C}_d, 0, \xi) - 2 \tilde{I}^{(1)}_3(\Sigma(2); \tilde{G}_d, \tilde{V}_d, \tilde{C}_d, 0, \xi) \right\} \]
\[ + \int_0^1 d\xi \int_0^1 d\rho \frac{(1 - \rho)^2}{1 - \rho + \rho \xi (1 - \xi)} \tilde{I}^{(0)}_3(\Sigma(2); \tilde{G}_d, \tilde{V}_d, \tilde{C}_d, \rho, \xi) \]
\[- \tilde{I}^{(0)}_3(\Sigma(2); \tilde{G}_d, \tilde{V}_d, \tilde{C}_d, 0, \xi) \} \]  
(5.20)

The “generalised one-loop three-point functions” appearing in eq. (5.20) are a bit special because the matrix \( \tilde{G}_d \) is not invertible. The general case for the computation of “generalised one-loop three- and four-point functions” where \( \det(G) = 0 \) has been treated in the Appendix C of ref. [26]. In this case, the one-loop three-point function boils down to a difference of one-loop two-point functions as can be seen from eq. (2.25) of ref. [26] where the coefficients \( b_i \) and \( B \) are given by eqs. (C.45) and (C.46) of the same reference, namely
\[ \tilde{I}^{(k)}_3(\Sigma(2); \tilde{G}_d, \tilde{V}_d, \tilde{C}_d, \rho, \xi) = \frac{1}{2(k + 1)} \tilde{V}_{1,d} \left[ \tilde{I}^{k+1}_2(\Sigma(1); \tilde{G}_{22,d}, \tilde{V}_d, \tilde{C}_d, \rho, \xi) \right. \]
\[ - \tilde{I}^{k+1}_2(\Sigma(1); \tilde{G}_{22,d}, \tilde{V}_2,d - \tilde{V}_1,d, \tilde{C}_d + 2 \tilde{V}_1,d, \rho, \xi) \]  
(5.21)

where \( \tilde{G}_{i,j,d} \) (resp. \( \tilde{V}_{i,d} \)) denotes the component \( i, j \) of the matrix \( \tilde{G}_d \) (resp. the component \( i \) of the vector \( \tilde{V}_d \)).

5.2 Topology \( T_{23,3,1,1} \)

This topology is built by inserting an external leg to one three-leg vertex connecting three internal lines in the topology \( T_{22,4,0,1} \). The kinematics will be computed explicitly.
The internal momenta are parameterised in the following way

\begin{align*}
q_1 &= k_1 + \hat{r}_1 \\
q_2 &= k_2 + \hat{r}_2 \\
q_3 &= k_2 + \hat{r}_3 \\
q_4 &= k_2 + \hat{r}_4 \\
q_5 &= k_1 + k_2 + \hat{r}_5
\end{align*}

leading to the sets \( S_i \)

\begin{align*}
S_1 &= \{1\} \\
S_2 &= \{2, 3, 4\} \\
S_3 &= \{5\}
\end{align*}

and to the matrix \( A \) through eq. (2.12). We choose \( \tilde{r}_1 = \hat{r}_1 \) and \( \tilde{r}_2 = \hat{r}_2 \). This choice leads to

\begin{align*}
\tilde{B} &= \begin{bmatrix}
\tau_5 & 0 \\
\tau_4 + \tau_5 & \tau_3
\end{bmatrix}
\end{align*}

and

\begin{align*}
\Gamma &= \begin{bmatrix}
\tau_4 + \tau_5 & 0 \\
0 & \tau_3
\end{bmatrix}
\end{align*}

The vector \( T \) is taken to be

\begin{align*}
T &= \begin{bmatrix}
p_1 \\
-p_2
\end{bmatrix}
\end{align*}

Using eq. (2.18), parameterising the Feynman parameters \( \tau_i \) in the following way

\begin{align*}
\tau_1 &= \rho_1 \\
\tau_3 &= \rho_2 u_2 \\
\tau_5 &= \rho_3
\end{align*}

\begin{align*}
\tau_2 &= \rho_2 u_1 \\
\tau_4 &= \rho_2 (1 - u_1 - u_2)
\end{align*}

and performing the following change of variable \( \rho_1 = \rho \xi, \rho_3 = \rho (1 - \xi) \) the two-loop scalar amplitude becomes

\begin{align*}
(2) I_3^{(2)}(\kappa e; T_{23,3,1,1}) &= (4 \pi)^{-4+2\varepsilon} \Gamma(1 + 2 \varepsilon) \int_0^1 d\rho \int_0^1 d\xi \ (1 - \rho + \rho \xi (1 - \xi))^{-1+3\varepsilon} \rho^{-1+\varepsilon} (1 - \rho)^2 \\
&\times \int_{\Sigma_{(2)}} du_1 du_2 \left( \tilde{F}(u_1, u_2, \rho, \xi) - i \lambda \right)^{-1-2\varepsilon}
\end{align*}
where \( \kappa_e = \{ p_1^2, p_2^2, p_3^2, m_1^2, m_2^2, m_3^2, m_4^2, m_5^2 \} \) and

\[
\mathcal{F}(u_1, u_2, \rho, \xi) = U^T \cdot \hat{G}_e \cdot U - 2 \hat{V}_e^T \cdot U - \hat{C}_e \quad (5.29)
\]

with

\[
\hat{G}_e = (1 - \rho)^2 \begin{bmatrix}
\frac{1}{2} (p_3^2 + p_2^2 - p_1^2) & \frac{1}{2} (p_3^2 + p_1^2 - p_2^2) \\
\frac{1}{2} (p_3^2 + p_1^2 - p_2^2) & \frac{1}{2} (p_3^2 + p_1^2 - p_2^2)
\end{bmatrix} \quad (5.30)
\]

\[
\hat{V}_e = \frac{1}{2} (1 - \rho) (1 - \rho + \rho \xi (1 - \xi)) \begin{bmatrix}
p_1^2 - m_2^2 + m_4^2 \\
p_3^2 - m_3^2 + m_4^2
\end{bmatrix} \quad (5.31)
\]

\[
\hat{C}_e = -(1 - \rho + \rho \xi (1 - \xi)) (\rho \xi m_1^2 + (1 - \rho) m_4^2 + \rho (1 - \xi) m_5^2) \quad (5.32)
\]

The coefficients \( \hat{G}_d, \hat{V}_d \) and \( \hat{C}_d \) of the preceding subsection can be recover by setting \( p_1 = 0 \) and \( p_2 = p_3 = p \).

Note that due to the choice of the \( n \)-momenta \( \vec{r}_1 \) and \( \vec{r}_2 \) the matrix \( \hat{B} \) is not explicitly homogeneous of degree 1 in the variables \( u_1 \) and \( u_2 \). Nevertheless the factorisation of \( 1 - \rho + \rho \xi (1 - \xi) \) for the coefficients \( \hat{V}_e \) and \( \hat{C}_e \) holds. Using the transformation given by eq. (A.12) of Appendix A of ref. [25], we can introduce a matrix \( \hat{B}^{(0)} \) given by

\[
\hat{B}^{(0)} \equiv A \cdot \Delta 
\]

\[
= \begin{bmatrix}
\tau_1 + \tau_5 & \tau_5 \\
\tau_5 & \tau_2 + \tau_3 + \tau_4 + \tau_5
\end{bmatrix} \cdot \begin{bmatrix}
\alpha_1 & \alpha_2 \\
\beta_1 & \beta_2
\end{bmatrix} \quad (5.33)
\]

Setting \( \alpha_1 = \alpha_2 = \beta_2 = 0 \) and \( \beta_1 = 1 \), we end with

\[
\hat{B}' \equiv \hat{B} - \hat{B}^{(0)} 
\]

\[
= \begin{bmatrix}
0 & 0 \\
-(\tau_2 + \tau_3) & \tau_3
\end{bmatrix} \quad (5.34)
\]

The new matrix \( \hat{B}' \) is explicitly homogeneous of degree 1 in the variables \( u_1 \) and \( u_2 \). With the help of eq. (A.16) of ref. [25], the new matrix \( \Gamma' \) reads

\[
\Gamma' = \Delta^T \cdot A \cdot \Delta - \Delta^T \cdot \hat{B} - \hat{B}'^T \cdot \Delta + \Gamma 
\]

\[
= \begin{bmatrix}
\tau_2 + \tau_3 & -\tau_3 \\
-\tau_3 & \tau_3
\end{bmatrix} \quad (5.35)
\]

This is an example on how the transformation given by eq. (A.12) of ref. [25] works.

Since this topology is a “child” of the topology \( T_{22,4,0,1} \), the two-loop amplitude is given by the right-hand side of eq. (5.20) but with different coefficients for the polynomial in \( u_1 \) and \( u_2 \)

\[
(2)I_3^n (\kappa_e; T_{23,3,1,1}) 
\]

\[
= (4 \pi)^{-4 + 2 \varepsilon} \Gamma (1 + 2 \varepsilon) \left\{ \frac{1}{\varepsilon} \tilde{I}_3^{(0)} (\Sigma; \hat{G}_e, \hat{V}_e, \hat{C}_e, 0, \xi) - 2 \tilde{I}_3^{(1)} (\Sigma; \hat{G}_e, \hat{V}_e, \hat{C}_e, 0, \xi) \right\} 
\]

\[
+ \int_0^1 d \xi \int_0^1 \frac{d \rho}{\rho} \left[ \frac{(1 - \rho)^2}{1 - \rho + \rho \xi (1 - \xi)} \tilde{I}_3^{(0)} (\Sigma; \hat{G}_e, \hat{V}_e, \hat{C}_e, \rho, \xi) \right. 
\]

\[
- \tilde{I}_3^{(0)} (\Sigma; \hat{G}_e, \hat{V}_e, \hat{C}_e, 0, \xi) \right\} \quad (5.36)
\]
Some comments are in order. Firstly, the coefficient of the divergent term is proportional to the one-loop three-point function obtained by shrinking the bubble in fig. 8 as it should be. Secondly, the generalised one-loop three-point function $\tilde{I}_3^{(0)}(\Sigma(2); \tilde{G}_d, \tilde{V}_d, \tilde{C}_d, \rho, \xi)$ coincide with the genuine one-loop three-point function with no restriction on the kinematics, it is given in ref. [26]. But the generalised one-loop three-point function of order $\varepsilon$, $\tilde{I}_3^{(1)}(\Sigma(2); \tilde{G}_d, \tilde{V}_d, \tilde{C}_d, 0, \xi)$ with $\det(\tilde{G}_d) \neq 0$ is new. Its analytical formula as well as the derivation to get it are given in appendix F.

5.3 Topology $\mathcal{T}_{24,2,2,1}$

This topology is built by inserting an external leg to the three-leg vertex connecting three internal lines in the topology $\mathcal{T}_{23,3,1,1}$. The kinematics will be computed explicitly.

The internal momenta are parameterised in the following way

\begin{align*}
q_1 &= k_1 + \hat{r}_1 \\
q_2 &= k_2 + \hat{r}_2 \\
q_3 &= k_2 + \hat{r}_3 \\
q_4 &= k_2 + \hat{r}_4 \\
q_5 &= k_1 + k_2 + \hat{r}_5
\end{align*}

leading to the sets $S_i$

\begin{align*}
S_1 &= \{1\} & S_2 &= \{2, 3, 4\} & S_3 &= \{5\}
\end{align*}

and to the matrix $A$ through eq. (2.12). We choose $\bar{r}_1 = \hat{r}_1$ and $\bar{r}_2 = \hat{r}_2$. This choice leads to

\begin{align*}
\bar{B} &= \begin{bmatrix}
\tau_5 & 0 & 0 \\
\tau_5 & \tau_4 & \tau_3
\end{bmatrix}
\end{align*}

and

\begin{align*}
\Gamma &= \begin{bmatrix}
\tau_5 & 0 & 0 \\
0 & \tau_4 & 0 \\
0 & 0 & \tau_3
\end{bmatrix}
\end{align*}
For this topology, the vector $T$ is chosen to be
\[
T = \begin{bmatrix}
p_1 \\
p_1 + p_4 \\
p_1 + p_3 + p_4
\end{bmatrix}
\]  
(5.41)

Using eq. (2.18), and parameterising the Feynman parameters $\tau_i$ in the following way
\[
\begin{align*}
\tau_1 &= \rho_1 \\
\tau_2 &= \rho_2 u_1 \\
\tau_3 &= \rho_2 u_2 \\
\tau_4 &= \rho_2 (1 - u_1 - u_2) \\
\tau_5 &= \rho_3
\end{align*}
\]  
(5.42)

and performing the change of variable $\rho_1 = \rho \xi$ and $\rho_3 = \rho (1 - \xi)$ as for the topology $T_{23,3,1,1}$, this leads to
\[
(2) I_4 (\kappa_f ; T_{24,2,2,1}) = (4 \pi)^{-4+2 \varepsilon} \Gamma(1 + 2 \varepsilon) \int_0^1 d\rho \int_0^1 d\xi \left(1 - \rho + \rho \xi(1 - \xi)\right)^{-1+3 \varepsilon} \rho^{-1+\varepsilon} (1 - \rho)^2 \times \int_{\Sigma(2)} du_1 du_2 \left(\tilde{F}(u_1, u_2, \rho, \xi) - i \lambda\right)^{1-2 \varepsilon}
\]  
(5.43)

where $\kappa_f = \{p_1^2, p_2^2, p_3^2, s, t, m_1^2, m_2^2, m_3^2, m_4^2\}$ with $s = (p_1 + p_2)^2$ and $t = (p_1 + p_4)^2$. For this topology, the function $\tilde{F}(u_1, u_2, \rho, \xi)$ is given by
\[
\tilde{F}(u_1, u_2, \rho, \xi) = U^T \cdot \tilde{G}_f - 2 \tilde{V}_f \cdot U - \tilde{C}_f
\]  
(5.44)

with
\[
\begin{align*}
\tilde{G}_f &= \frac{1}{2} (1 - \rho)^2 \left[\frac{t}{t + p_3^2 - p_2^2} + \frac{p_3^2}{2 p_2^2}\right] \\
\tilde{V}_f &= \frac{1}{2} (1 - \rho) \left[\frac{\rho \xi (1 - \xi) (p_1^2 - p_2^2 - t) + (1 - \rho + \rho \xi (1 - \xi)) (t - m_2^2 + m_3^2)}{\rho \xi (1 - \xi) (s - p_2^2 - p_3^2) + (1 - \rho + \rho \xi (1 - \xi)) (p_3^2 - m_3^2 + m_4^2)}\right] \\
\tilde{C}_f &= \rho (1 - \rho) \xi (1 - \xi) p_4^2 - (1 - \rho + \rho \xi (1 - \xi)) (\rho \xi m_1^2 + (1 - \rho) m_2^2 + \rho (1 - \xi) m_3^2)
\end{align*}
\]  
(5.45)

Note that this case has two four-leg vertices connecting three internal lines thus there is no factorisation of $(1 - \rho + \rho \xi (1 - \xi))$ in the components of the vector $\tilde{V}_f$ or in the scalar $\tilde{C}_f$. This topology is similar to the topology $T_{23,3,1,1}$, the only differences are the coefficients of the polynomial $\tilde{F}(u_1, u_2, \rho, \xi)$ in $u_1$ and $u_2$. The two-loop four-point function is thus given by the right-hand side of eq. (5.20) using the kinematics given by eqs. (5.45), (5.46) and (5.47)

\[
(2) I_4 (\kappa_f ; T_{24,2,2,1}) = (4 \pi)^{-4+2 \varepsilon} \Gamma(1 + 2 \varepsilon) \left\{\int_{\Sigma(2)} \tilde{F}(u_1, u_2, \rho, \xi) - 2 \tilde{I}_3^{(1)} (\Sigma(2); \tilde{G}_f, \tilde{V}_f, \tilde{C}_f, 0, \xi) \right. \\
+ \int_0^1 d\xi \int_0^1 d\rho \rho \left[\frac{(1 - \rho)^2}{1 - \rho + \rho \xi (1 - \xi)} \tilde{I}_3^{(0)} (\Sigma(2); \tilde{G}_f, \tilde{V}_f, \tilde{C}_f, \rho, \xi) \\
- \tilde{I}_3^{(0)} (\Sigma(2); \tilde{G}_f, \tilde{V}_f, \tilde{C}_f, 0, \xi)\right\}
\]  
(5.48)
Note that the result of sec. 5.2 can be retrieved by setting $p_4 = 0$ ($t = p_1^2$ and $s = p_2^3$) in the latter equations. In principle, setting $p_1 = 0$ would also lead to a kinematics of the same type as the one of sec. 5.2 but it is not easy to see that on eqs. (5.45), (5.46) and (5.47). Nevertheless, the transformation

$$
\begin{align*}
  u_1 &= 1 - w_1 - w_2 \\
  u_2 &= w_2
\end{align*}
$$

(5.49)

lets invariant the integration volume. At the end of this transformation, the new polynomial in the integration variables $w_1$ and $w_2$ has the following structure

$$
\tilde{F}(w_1, w_2, \rho, \xi) = W^T \cdot \tilde{G}_f'' \cdot W - 2 \tilde{V}_f'' \cdot W - \tilde{C}_f''
$$

(5.50)

with

$$
W = \begin{bmatrix} w_1 \\ w_2 \end{bmatrix}
$$

and

$$
\begin{align*}
  \tilde{G}_f'' &= (1 - \rho)^2 \frac{1}{2} \left[ \begin{array}{c} 2 t \\ t + p_2^2 - p_3^2 \\ 2 p_2^2 \end{array} \right] \\
  \tilde{V}_f'' &= \frac{1}{2} (1 - \rho) \left[ \begin{array}{c} \rho \xi (1 - \xi) (p_3^2 - p_1^2 - t) + (1 - \rho + \rho \xi (1 - \xi)) (t - m_4^2 + m_2^2) \\ \rho \xi (1 - \xi) (s - p_1^2 - p_2^2) + (1 - \rho + \rho \xi (1 - \xi)) (p_2^2 - m_3^2 + m_2^2) \end{array} \right] \\
  \tilde{C}_f'' &= \rho (1 - \rho) \xi (1 - \xi) (p_1^2 - (1 - \rho + \rho \xi (1 - \xi)) (\rho \xi m_1^2 + (1 - \rho) m_2^2 + \rho (1 - \xi) m_3^2)
\end{align*}
$$

(5.51, 5.52, 5.53)

The last equations (5.51), (5.52) and (5.53) are more handy for the limit $p_1 = 0$. This is due to the mirror symmetry of the diagram depicted in fig. 9, namely

$$
\begin{align*}
  p_1 &\leftrightarrow p_4 \\
  p_2 &\leftrightarrow p_3 \\
  m_2 &\leftrightarrow m_4
\end{align*}
$$

(5.54, 5.55, 5.56)

5.3.1 Other UV divergent topologies with $I = 5$

As in sect. 4, other UV divergent topologies can be generated by replacing the three-leg vertices connecting two internal legs with one external leg in the topologies $T_{23,3,1,1}$ and $T_{24,2,2,1}$ by four-leg vertices leading to the following topologies. They are presented in figs. 10, 11 and 12. They correspond to a trivial extension of the kinematics from the one related to topologies $T_{23,3,1,1}$ and $T_{24,2,2,1}$. 
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Figure 10: Trivial extensions from the primary topology $T_{22,4,0,1}$.

Figure 11: Trivial extensions from the primary topology $T_{23,3,1,1}$.

Figure 12: Trivial extensions from the topology $T_{24,2,2,1}$. 
5.4 Topology $\mathcal{T}_{22,4,0,2}$

This is the second primary topology with $I = 5$ mentioned at the beginning of sec. 5, the corresponding amplitude is free of UV divergences.

![Figure 13: Topology $\mathcal{T}_{22,4,0,2}$ (e12|23|3|e).](image)

The internal momenta are parameterised in the following way

\begin{align*}
q_1 &= k_1 + \hat{r}_1 \\
q_2 &= k_1 + \hat{r}_2 \\
q_3 &= k_2 + \hat{r}_3 \\
q_4 &= k_2 + \hat{r}_4 \\
q_5 &= k_1 + k_2 + \hat{r}_5
\end{align*}

leading to the sets $S_i$

\[ S_1 = \{1, 2\} \quad S_2 = \{3, 4\} \quad S_3 = \{5\} \]

and, through eq. (2.12), to the matrix $A$. We choose $\hat{r}_1 = \hat{r}_2$ and $\hat{r}_2 = \hat{r}_3$. This choice leads to

\[ \hat{B} = \begin{bmatrix} -\tau_1 \\ \tau_4 \end{bmatrix} \]

and

\[ \Gamma = [\tau_1 + \tau_4] \]

The vector $T$ is $T = [p]$. Using eq. (2.18), we get

\[ \mathcal{F}(\{\tau_k\}) = -p^2 \left[ (\tau_1 + \tau_4) \tau_2 \tau_3 + (\tau_2 + \tau_3) \tau_1 \tau_4 + \tau_5 (\tau_1 + \tau_4) (\tau_2 + \tau_3) \right] \\
+ \left( (\tau_1 + \tau_2) (\tau_3 + \tau_4 + \tau_5) + \tau_5 (\tau_3 + \tau_4) \right) (\tau_1 m_1^2 + \tau_2 m_2^2 + \tau_3 m_3^2 + \tau_4 m_4^2 + \tau_5 m_5^2) \]

Parameterising the Feynman parameters $\tau_i$ in the following way

\begin{align*}
\tau_1 &= \rho_1 u_1 \\
\tau_2 &= \rho_1 (1 - u_1) \\
\tau_3 &= \rho_2 (1 - u_2) \\
\tau_4 &= \rho_2 u_2 \\
\tau_5 &= \rho_3
\end{align*}

\[ (5.62) \]
and performing the following change of variable \( \rho_1 = \rho \xi, \rho_2 = \rho (1 - \xi) \) the two-loop scalar amplitude becomes

\[
(2) I_2^{\mu} (\kappa_g; T_{22,4.0,2}) = (4 \pi)^{-4 + 2 \varepsilon} \Gamma(1 + 2 \varepsilon) \int_0^1 d\rho \int_0^1 d\xi \ (1 - \rho + \rho \xi(1 - \xi))^{-1 + 3 \varepsilon} \rho^{1 + \varepsilon} \xi(1 - \xi) \\
\times \int_{K(2)} du_1 du_2 \left( \tilde{F}(u_1, u_2, \rho, \xi) - i \lambda \right)^{-1 - 2 \varepsilon} (5.63)
\]

where \( \kappa_g = \{ p^2, m_1^2, m_2^2, m_3^2, m_4^2, m_5^2 \} \) and

\[
\tilde{F}(u_1, u_2, \rho, \xi) = U^T \cdot \tilde{G}_g \cdot U - 2 \tilde{V}_g \cdot U - \tilde{C}_g \quad (5.64)
\]

with

\[
\tilde{G}_g = \rho p^2 \left[ \begin{array}{c}
\xi^2 (1 - \rho \xi) \\
\xi (1 - \xi) (1 - \rho) \\
(1 - \xi)^2 (1 - \rho + \rho \xi)
\end{array} \right] \quad (5.65)
\]

\[
\tilde{V}_g = \frac{1}{2} \rho (1 - \rho + \rho \xi (1 - \xi)) \left[ \begin{array}{c}
\xi (p^2 - m_1^2 + m_2^2) \\
(1 - \xi) (p^2 - m_3^2 + m_4^2)
\end{array} \right] \quad (5.66)
\]

\[
\tilde{C}_g = -(1 - \rho + \rho \xi (1 - \xi)) \left( \frac{\rho \xi m_2^2 + \rho (1 - \xi) m_3^2 + (1 - \rho) m_4^2}{(1 - \xi)^2 (1 - \rho + \rho \xi)} \right) \quad (5.67)
\]

It is clear from eq. (5.63) that there is no UV divergence in this case, thus we can safely take \( \varepsilon = 0 \) in this equation. Note that the choice of the parameterisation defined in eq. (5.62) makes \( \tilde{B} \) homogeneous of degree 1 with respect to the variables \( u_i \), thus the factorisation of \( 1 - \rho + \rho \xi (1 - \xi) \) for the coefficients of \( \tilde{V}_g \) and \( \tilde{C}_g \) in the polynomial of eq. (5.64).

Thus the two-loop amplitude reads

\[
(2) I_2^4 (\kappa_g; T_{22,4.0,2}) = (4 \pi)^{-4} \int_0^1 d\xi \int_0^1 d\rho \frac{\rho \xi (1 - \xi)}{1 - \rho + \rho \xi (1 - \xi)} \tilde{I}_3^{(0)} (K(2); \tilde{G}_g, \tilde{V}_g, \tilde{C}_g, \rho, \xi) \quad (5.68)
\]

The “generalised one-loop function” \( \tilde{I}_3^{(0)} (K(2); \tilde{G}_g, \tilde{V}_g, \tilde{C}_g, \rho, \xi) \) looks like a one-loop three-point function but the Feynman parameters runs through the unit square instead of the usual simplex. Its computation is presented in appendix E.

5.5 Topology \( T_{23,3,1,2} \)

This topology is generated from the primary topology \( T_{22,4,0,2} \) by replacing one of the three-leg vertex connecting three internal legs by a four-leg vertex. Let us compute the related kinematics.

The internal momenta are parameterised in the following way

\[
q_1 = k_1 + \hat{r}_1 \quad q_2 = k_1 + \hat{r}_2 \\
q_3 = k_2 + \hat{r}_3 \\
q_4 = k_2 + \hat{r}_4 \quad q_5 = k_1 + k_2 + \hat{r}_5
\]  \quad (5.69)
leading to the sets $S_i$

$$S_1 = \{1, 2\} \quad S_2 = \{3, 4\} \quad S_3 = \{5\}$$

(5.70)

and to the matrix $A$ through eq. (2.12). We choose $\tilde{r}_1 = \tilde{r}_2$ and $\tilde{r}_2 = \tilde{r}_3$. This choice leads to

$$\tilde{B} = \begin{bmatrix} \tau_1 & 0 \\ 0 & \tau_4 \end{bmatrix}$$

(5.71)

and

$$\Gamma = \begin{bmatrix} \tau_1 & 0 \\ 0 & \tau_4 \end{bmatrix}$$

(5.72)

For this topology, the vector $T$ is chosen to be

$$T = \begin{bmatrix} p_3 \\ p_2 \end{bmatrix}$$

(5.73)

With the help of eq. (2.18), parameterising the Feynman parameters $\tau_i$ in the following way

$$\tau_1 = \rho_1 u_1 \quad \tau_2 = \rho_1 (1 - u_1)$$

$$\tau_3 = \rho_2 (1 - u_2) \quad \tau_4 = \rho_2 u_2$$

$$\tau_5 = \rho_3$$

(5.74)

and performing the change of variable $\rho_1 = \rho \xi$, $\rho_2 = \rho (1 - \xi)$ which implies due to the constraint $\sum_{i=1}^{3} \rho_i = 1$, $\rho_3 = 1 - \rho$, the two-loop amplitude becomes at $\varepsilon = 0$

$$(2) \mathcal{I}_3^{(n)} (\kappa_h; \mathcal{T}_{23,3,1,2}) = (4 \pi)^{-4} \int_0^1 d\rho \int_0^1 d\xi \frac{\rho \xi (1 - \xi)}{1 - \rho + \rho \xi (1 - \xi)} \int_{K(2)} du_1 du_2 \left( \tilde{F}(u_1, u_2, \rho, \xi) - i \lambda \right)^{-1}$$

(5.75)

where $\kappa_g = \{p_1^2, p_2^2, p_3^2, m_1^2, m_2^2, m_3^2, m_4^2, m_5^2\}$ and

$$\tilde{F}(u_1, u_2, \rho, \xi) = U^T \cdot \tilde{G}_h \cdot U - 2 \tilde{V}_h^T \cdot U - \tilde{C}_h$$

(5.76)
with
\[
\tilde{G}_h = \frac{1}{2} \rho \left[ 2 \xi^2 (1 - \rho \xi) p_3^2 \xi (1 - \xi) (1 - \rho) (p_3^2 + p_2^2 - p_1^2) \right] \quad (5.77)
\]
\[
\tilde{V}_h = \frac{1}{2} \rho (1 - \rho + \rho \xi (1 - \xi)) \left[ \xi (p_3^2 - m_2^2 + m_\rho^2) \right] \quad (5.78)
\]
\[
\tilde{C}_h = -(1 - \rho + \rho \xi (1 - \xi)) (\rho \xi m_2^2 + \rho (1 - \xi) m_3^2 + (1 - \rho) m_5^2) \quad (5.79)
\]
The two-loop amplitude is given by the right-hand side of eq. (5.68) but with a different kinematics
\[
I_3^4 (\kappa_h ; T_{23,3,1,2}) = (4 \pi)^{-4} \int_0^1 d\xi \int_0^1 d\rho \frac{\rho \xi (1 - \xi)}{1 - \rho + \rho \xi (1 - \xi)} \tilde{I}_3^{(0)} (K_{(2)} ; \tilde{G}_h, \tilde{V}_h, \tilde{C}_h, \rho, \xi) \quad (5.80)
\]
The results of the primary topology \( T_{22,4,0,2} \) can be recovered by setting \( p_1 = 0 \) which implies that \( p_2 = -p_3 \) in eqs. (5.77), (5.78) and (5.79).

5.6 Topology \( T_{24,2,2,2} \)

This topology is generated from the primary topology \( T_{22,4,0,2} \) by replacing the two three-leg vertices connecting three internal legs by four-leg vertices. In this case also let us compute the related kinematics.

The internal momenta are parameterised in the following way
\[
q_1 = k_1 + \hat{r}_1 \\
q_2 = k_1 + \hat{r}_2 \\
q_3 = k_2 + \hat{r}_3 \\
q_4 = k_2 + \hat{r}_4 \\
q_5 = k_1 + k_2 + \hat{r}_5
\]
leading to the sets \( S_i \)
\[
S_1 = \{1, 2\} \quad S_2 = \{3, 4\} \quad S_3 = \{5\} \quad (5.82)
\]
and, through eq. (2.12), to the matrix \( A \). We choose \( \hat{r}_1 = \hat{r}_2 \) and \( \hat{r}_2 = \hat{r}_3 \). This choice leads to
\[
\tilde{B} = \begin{bmatrix} \tau_1 & 0 & \tau_5 \\ 0 & \tau_4 & \tau_5 \end{bmatrix}
\]

Figure 15: Topology \( T_{24,2,2,2} (e12|e23|e3|e|) \).
and

\[ \Gamma = \begin{bmatrix} \tau_1 & 0 & 0 \\ 0 & \tau_4 & 0 \\ 0 & 0 & \tau_5 \end{bmatrix} \]  

(5.84)

For this topology, we choose

\[ T = \begin{bmatrix} p_4 \\ p_2 \\ -p_3 \end{bmatrix} \]  

(5.85)

The use of eq. (2.18) and the following parameterisation of the Feynman parameters \( \tau_i \)

\[
\begin{align*}
\tau_1 &= \rho_1 u_1 \\
\tau_2 &= \rho_1 (1 - u_1) \\
\tau_3 &= \rho_2 (1 - u_2) \\
\tau_4 &= \rho_2 u_2 \\
\tau_5 &= \rho_3
\end{align*}
\]

(5.86)

define the polynomial in \( u_1, u_2 \) in the integrand. Furthermore, the following change of variable is performed \( \rho_1 = \rho \xi, \rho_2 = \rho (1 - \xi) \). Thus letting \( \varepsilon \to 0 \), the two-loop amplitude reads

\[
(2) I_4^4 (\kappa_i; \mathcal{T}_{24222}) = (4 \pi)^{-4} \int_0^1 d\rho \int_0^1 d\xi \frac{\rho \xi (1 - \xi)}{1 - \rho + \rho \xi (1 - \xi)} \int_{K(2)} du_1 du_2 \left( \tilde{F}(u_1, u_2, \rho, \xi) - i \lambda \right)^{-1}
\]

(5.87)

where \( \kappa_i = \{p_1^2, p_2^2, p_3^2, p_4^2, s, t, m_2^2, m_3^2, m_4^2, m_5^2\} \) and \( s = (p_1 + p_2)^2 \) and \( t = (p_1 + p_4)^2 \). The polynomial in the variables \( u_1, u_2 \) is given by

\[
\tilde{F}(u_1, u_2, \rho, \xi) = U^T \cdot \tilde{G}_i \cdot U - 2 \frac{1}{2} \tilde{V}_i \cdot U - \tilde{C}_i
\]

(5.88)

with

\[
\begin{align*}
\tilde{G}_i &= \frac{1}{2} \rho \left[ \begin{array}{c}
2 \xi^2 (1 - \rho \xi) p_4^2 \\
\xi (1 - \xi) (1 - \rho) (p_2^2 + p_3^2 - u) \\
(1 - \xi) (1 - \rho) (1 - \xi) (1 - \rho) (p_2^2 + p_4^2 - u)
\end{array} \right] \\
\tilde{V}_i &= \frac{1}{2} \rho \left[ \begin{array}{c}
\xi ((1 - \xi) (1 - \rho) (s - p_3^2 - p_5^2) + (1 - \rho + \rho \xi (1 - \xi)) (p_1^2 - m_2^2 + m_3^2)) \\
(1 - \xi) (1 - \rho) (t - p_2^2 - p_3^2) + (1 - \rho + \rho \xi (1 - \xi)) (p_2^2 - m_4^2 + m_5^2))
\end{array} \right] \\
\tilde{C}_i &= \rho (1 - \rho) \xi (1 - \rho) p_3^2 - (1 - \rho + \rho \xi (1 - \xi)) (\rho \xi m_2^2 + \rho (1 - \xi) m_4^2 + (1 - \rho) m_5^2)
\end{align*}
\]

(5.89)-(5.91)

The Mandelstam variable \( u \) is taken to be \( u = (p_1 + p_3)^2 \). This topology, also, has two four-leg vertices connecting three internal lines, thus there is no factorisation of \( 1 - \rho + \rho \xi (1 - \xi) \) in \( \tilde{V}_i \) and \( \tilde{C}_i \).

The two-loop amplitude is still given by the right-hand side of eq. (5.68) but again with a different kinematics

\[
(2) I_4^4 (\kappa_i; \mathcal{T}_{24222}) = (4 \pi)^{-4} \int_0^1 d\xi \int_0^1 d\rho \frac{\rho \xi (1 - \xi)}{1 - \rho + \rho \xi (1 - \xi)} \tilde{I}_3^{(0)} (K(2); \tilde{G}_i, \tilde{V}_i, \tilde{C}_i, \rho, \xi)
\]

(5.92)

The results of sec. 5.5 can be obtained by setting \( p_3 = 0 \), i.e. \( s = p_3^2, t = p_2^2 \) and \( u = p_1^2 \) (\( p_4 \) for this kinematics plays the role of \( p_3 \) for the kinematics related to topology \( \mathcal{T}_{23312} \)). One could recover
the results of sec. 5.5 by letting \( p_1 = 0 \), it is not straightforward to see that from eqs. (5.89), (5.90) and (5.91). It is better to use the transformation on the integration variables \( U = L - W \) where

\[
L = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad W = \begin{bmatrix} w_1 \\ w_2 \end{bmatrix}
\]

This transformation lets the integration volume invariant. The polynomial in \( u_1 \) and \( u_2 \) becomes in terms of the new variables \( w_1 \) and \( w_2 \)

\[
\tilde{F}(w_1, w_2, \rho, \xi) = W^T \cdot \tilde{G}_i \cdot W - 2 \left( \left( L^T \cdot \tilde{G}_i - \tilde{V}_i^T \right) \cdot W - \left( \tilde{C}_i - L^T \cdot \tilde{G}_i \cdot L + 2 \tilde{V}_i^T \cdot L \right) \right)
\]

\[
= W^T \cdot \tilde{G}_i''' \cdot W - 2 \tilde{V}_i''' \cdot W - \tilde{C}_i'''
\]

(5.93)

with

\[
\tilde{G}_i''' = \tilde{G}_i \quad \text{(5.94)}
\]

\[
\tilde{V}_i''' = \frac{1}{2} \rho \left[ \frac{\xi \left( (1 - \xi) (1 - \rho) (t - p_1^2 - p_2^2) + (1 - \rho + \rho \xi (1 - \xi)) (p_2^2 - m_2^2 + m_1^2) \right)}{(1 - \xi) (1 - \rho) (s - p_1^2 - p_2^2) + (1 - \rho + \rho \xi (1 - \xi)) (p_2^2 - m_2^2 + m_1^2)} \right] \quad \text{(5.95)}
\]

\[
\tilde{C}_i''' = \rho (1 - \rho) \xi (1 - \xi) p_1^2 - (1 - \rho + \rho \xi (1 - \xi)) \left( \rho \xi m_1^2 + \rho (1 - \xi) m_4^2 + (1 - \rho) m_3^2 \right) \quad \text{(5.96)}
\]

This is more handy to use eqs (5.94), (5.95) and (5.96) to take the limit \( p_1 = 0 \). This is related to the mirror symmetry of the diagram depicted in fig. 15, namely

\[
p_1 \leftrightarrow p_3 \\
m_1 \leftrightarrow m_2 \\
m_3 \leftrightarrow m_4
\]

(5.97)

The kinematics of the sec. 5.4 can be recovered by letting \( p_1 = p_3 = 0, p_4 = -p_2, s = p_2^2, t = p_2^2 \) and \( u = 0 \).

5.6.1 Other topologies with \( I = 5 \) free of UV divergences

As in the preceding cases, some new topologies can be generated from the topologies \( T_{22,4,0,2}, T_{23,3,1,2} \) and \( T_{24,2,2,2} \) by changing one or two three-leg vertices connecting one external leg and two internal lines into four-leg vertices. The kinematics related to these topologies are trivial extensions of those related to the starting topologies, the former will not be discussed further. For the sake of completeness, they are presented in figs. 16, 17 and 18.
Figure 16: Topologies coming from $T_{22,4,0,2}$.

$T_{23,3,1,4} (ee12|23|3|e|)$  

$T_{24,2,2,6} (ee12|23|3|ee|)$

Figure 17: Topologies coming from $T_{23,3,1,2}$.

$T_{24,2,2,7} (e123|e2|3|ee|)$  

$T_{25,1,3,3} (e123|ee2|3|ee|)$

Figure 18: Topologies coming from $T_{24,2,2,2}$.

$T_{25,1,3,4} (e12|e23|3|ee|)$  

$T_{26,0,4,2} (ee12|e23|e3|ee|)$
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6 Numerical results

The results are presented under the following way

\[
(2) I_N^{(2)} = (4 \pi)^{-4+2\varepsilon} \Gamma(1 + 2\varepsilon) \left[ \frac{a_{-2}}{\varepsilon^2} + \frac{a_{-1}}{\varepsilon} + a_0 \right] 
\]

(6.1)

We keep unexpanded around \( \varepsilon = 0 \) the overall factor \((4 \pi)^{-4+2\varepsilon} \Gamma(1 + 2\varepsilon)\). For each topology, two tables are presented. The first one gives five points of the phase space, they are chosen more or less randomly avoiding exceptional kinematics since the purpose of this publication is a “proof of concept” of the method. The second one gives, for each phase space point, the real and imaginary parts for the coefficients \(a_{-2}, a_{-1}\) and \(a_0\) with the errors related. These errors are the errors reported by the numerical integration package\(^9\) used to performed the \(\rho\) and \(\xi\) integration. Note that the numerical values for the coefficients \(a_{-2}\) and \(a_{-1}\) come from the evaluation of analytical formulae, there is no numerical integration here. This explains that the errors for these coefficients are set to zero.

To compute the numbers in the second table we built a Fortran program to perform the numerical evaluation of the different formulae presented in this article. The results of this program are cross checked by another program built in Mathematica \(^3\). In addition, for each phase space point, the coefficients \(a_{-2}, a_{-1}\) and \(a_0\) are also compared with the results of the SecDec program \(^1\). Our results are in perfect agreement with those of SecDec within the error bars quoted by the three programs. Note that we differ by a global \(-1\) factor with SecDec because of the use of a different measure for the loop integration.

As it is, our Fortran program is, in average, not faster than SecDec for the same accuracy: there are less integrations and the number of dimensions per integration is also lower but the integrand is more complicated. It is difficult to give quantitative results because there are lot of options in SecDec and we did not play with them and also our computations have been done without any optimisation and there is room for that. Indeed, our program is very fast for Euclidian phase space points and slower for phase points in the Minkowski region. In these last regions, the numerical integration is performed by brute force over the square, it could be improved by contour deformations or using Richardson extrapolation. We can also test with other integration packages. All these problems as well as quantitative comparisons with other programs will be postponed to a dedicated article when our program will become public.

\(^9\)The integration package is a homemade code using a two-dimensional adaptive Gauss-Kronrod method to integrate a complex function over the square.
**Topology $\mathcal{T}_{22,0,2,1} (e111|c|)$**

| Kinem | $p^*$ | $m_1^*$ | $m_2^*$ | $m_3^*$ |
|-------|-------|---------|---------|---------|
| 1     | 3.    | 3.5     | 1.      | 6.      |
| 2     | 13.   | 0.5     | 3.      | 6.      |
| 3     | 43.   | 0.5     | 3.      | 2.      |
| 4     | -13.  | 0.5     | 3.      | 6.      |
| 5     | -3.5  | 4.5     | 3.      | 16.     |

1. $a_{-2} = -0.52500000000E+01 - 0.00000000000E+00 I \pm 0.00E+00 + 0.00E+00 I$
2. $a_{-1} = 0.13522720510E+00 + 0.00000000000E+00 I \pm 0.00E+00 + 0.00E+00 I$
3. $a_0 = -0.29537026732E+01 + 0.00000000000E+00 I \pm 0.10E-04 + 0.00E+00 I$

**Topology $\mathcal{T}_{22,2,1,1} (e112|2|c|)$**

| Kinem | $p^*$ | $m_1^*$ | $m_2^*$ | $m_3^*$ |
|-------|-------|---------|---------|---------|
| 1     | 3.    | 3.5     | 1.      | 4.      |
| 2     | -3.   | 3.5     | 1.      | 4.      |
| 3     | 30.   | 3.5     | 1.      | 4.      |
| 4     | 20.   | 3.5     | 1.      | 4.      |
| 5     | -30.  | 3.5     | 1.      | 4.      |

1. $a_{-2} = -0.50000000000E+00 + 0.00000000000E+00 I \pm 0.00E+00 + 0.00E+00 I$
2. $a_{-1} = 0.95493937276E-01 - 0.00000000000E+00 I \pm 0.00E+00 + 0.00E+00 I$
3. $a_0 = 0.20043038078E+01 - 0.26620059104E-14 I \pm 0.00E+00 + 0.00E+00 I$

---
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### Topology $T_{23,1,2,1}$ ($e112|e2|e|)$

| Kinem | $p_1^*$ | $p_2^*$ | $p_3^*$ | $m_1^*$ | $m_2^*$ | $m_3^*$ | $m_4^*$ |
|-------|---------|---------|---------|--------|--------|--------|--------|
| 1     | 3.0    | 3.5     | 1.0     | 4.0    | 1.5    | 1.5    |         |
| 2     | -3.0   | -1.0    | -2.0    | 3.5    | 1.0    | 1.5    |         |
| 3     | 30.0   | 10.0    | 2.0     | 3.5    | 1.0    | 1.5    |         |
| 4     | 30.0   | 50.0    | 70.0    | 3.5    | 1.0    | 1.5    |         |
| 5     | -30.0  | 50.0    | -70.0   | 3.5    | 1.0    | 1.5    |         |

|        | $a_{-2}$       | $a_{-1}$       | $a_0$   |
|-------|----------------|----------------|--------|
| 1     | $-0.50000000000E+00 + 0.00000000000E+00 I \pm 0.00E+00 + 0.00E+00 I$ | $0.15863678305E+00 - 0.25059202695E-17 I \pm 0.11E-04 + 0.70E-17 I$ |         |
| 2     | $-0.50000000000E+00 + 0.00000000000E+00 I \pm 0.00E+00 + 0.00E+00 I$ | $0.41779504852E+00 - 0.44408920985E-15 I \pm 0.00E+00 + 0.00E+00 I$ |         |
| 3     | $-0.50000000000E+00 + 0.00000000000E+00 I \pm 0.00E+00 + 0.00E+00 I$ | $0.139964111E+00 - 0.94247779608E+00 I \pm 0.00E+00 + 0.00E+00 I$ |         |
| 4     | $-0.50000000000E+00 + 0.00000000000E+00 I \pm 0.00E+00 + 0.00E+00 I$ | $0.10240315487E+00 - 0.28162411290E+00 I \pm 0.00E+00 + 0.00E+00 I$ |         |
| 5     | $-0.50000000000E+00 + 0.00000000000E+00 I \pm 0.00E+00 + 0.00E+00 I$ | $0.10240315487E+00 - 0.28162411290E+00 I \pm 0.00E+00 + 0.00E+00 I$ |         |

### Topology $T_{22,4,0,1}$ ($e12|e3|33|)$

| Kinem | $p_1^*$ | $p_2^*$ | $m_1^*$ | $m_2^*$ | $m_3^*$ | $m_4^*$ |
|-------|---------|---------|--------|--------|--------|--------|
| 1     | 3.0    | 3.5     | 1.0    | 4.0    | 1.5    | 2.5    |
| 2     | -3.0   | 3.5     | 1.0    | 4.0    | 1.5    | 2.5    |
| 3     | 30.0   | 3.5     | 1.0    | 4.0    | 1.5    | 2.5    |
| 4     | 20.0   | 3.5     | 1.0    | 4.0    | 1.5    | 2.5    |
| 5     | -30.0  | 3.5     | 1.0    | 4.0    | 1.5    | 2.5    |

|        | $a_{-2}$       | $a_{-1}$       | $a_0$   |
|-------|----------------|----------------|--------|
| 1     | $-0.32585507695E+00 - 0.1110230246E-15 I \pm 0.00E+00 + 0.00E+00 I$ | $0.60075212574E+00 + 0.65005240953E-14 I \pm 0.00E+00 + 0.00E+00 I$ |         |
| 2     | $-0.20937204709E+00 + 0.17763568394E-14 I \pm 0.00E+00 + 0.00E+00 I$ | $0.7158645777E+01 - 0.7033099378E+01 I \pm 0.11E-04 + 0.50E-07 I$ |         |
| 3     | $0.12708618658E+00 - 0.14089364262E+00 I \pm 0.00E+00 + 0.00E+00 I$ | $0.75653203129E+00 + 0.71967244786E+00 I \pm 0.30E-04 + 0.30E-04 I$ |         |
| 4     | $0.18023485520E+00 - 0.25430822792E+00 I \pm 0.00E+00 + 0.00E+00 I$ | $0.31076522901E+00 + 0.28162073710E-13 I \pm 0.41E-08 + 0.45E-15 I$ |         |
| 5     | $-0.91118403196E-01 + 0.00000000000E+00 I \pm 0.00E+00 + 0.00E+00 I$ | $0.62611140151E+01 + 0.11876292035E+02 I \pm 0.11E-04 + 0.37E-07 I$ |         |
### Topology $\mathcal{T}_{23,3,1,1} (e112|3|e3|e|)$

| Kinem | $p_1^*$ | $p_2^*$ | $p_3^*$ | $m_1^*$ | $m_2^*$ | $m_3^*$ | $m_4^*$ |
|-------|---------|---------|---------|---------|---------|---------|---------|
| 1     | 3.      | 1.      | 2.      | 3.      | 1.      | 4.      | 1.      | 3.      |
| 2     | -3.     | -1.     | -2.     | 3.      | 1.      | 4.      | 1.      | 3.      |
| 3     | 30.     | 10.     | 2.      | 3.      | 1.      | 4.      | 1.      | 3.      |
| 4     | 30.     | 50.     | 70.     | 3.      | 1.      | 4.      | 1.      | 3.      |
| 5     | -30.    | 50.     | -70.    | 3.      | 1.      | 4.      | 1.      | 3.      |

### Topology $\mathcal{T}_{24,2,2,1} (e112|3|e3|e|)$

| Kinem | $p_1^*$ | $p_2^*$ | $p_3^*$ | $s$ | $t$ | $m_1^*$ | $m_2^*$ | $m_3^*$ | $m_4^*$ |
|-------|---------|---------|---------|-----|-----|---------|---------|---------|---------|
| 1     | 3.      | 1.      | 2.      | 3.  | -4.7| 3.5     | 1.      | 4.      | 3.      |
| 2     | -3.     | -1.     | -2.     | 4.  | -7.4| 3.5     | 1.      | 4.      | 3.      |
| 3     | 30.     | 10.     | 2.      | 4.  | 7.4 | -3.7    | 3.5     | 1.      | 4.      | 3.      |
| 4     | 30.     | 50.     | 70.     | 4.  | 37. | -3.7    | 3.5     | 1.      | 4.      | 3.      |
| 5     | -3.     | -5.     | 7.      | 4.  | 37. | -3.7    | 3.5     | 1.      | 4.      | 3.      |

$\pm 148$
### Topology $\mathcal{T}_{22,4,0,2}$ ($e12|e23|3|e|$)

| Kinem | $\rho^*$ | $m_1^*$ | $m_2^*$ | $m_3^*$ | $m_4^*$ | $m_5^*$ |
|-------|---------|---------|---------|---------|---------|---------|
| 1     | 3       | 3.5     | 1.      | 4.      | 1.      | 2.5     |
| 2     | -3.5    | 3.5     | 1.      | 4.      | 1.      | 2.5     |
| 3     | 30.     | 3.5     | 1.      | 4.      | 1.      | 2.5     |
| 4     | 20.     | 3.5     | 1.      | 4.      | 1.      | 2.5     |
| 5     | -30.    | 3.5     | 1.      | 4.      | 1.      | 2.5     |

| 1     | $a_{-2} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_{-1} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_0 = -0.1219971457E+00 - 0.3993634599E-18 I$ | $0.14E-04 + 0.22E-17 I$ |
| 2     | $a_{-2} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_{-1} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_0 = 0.2768317689E+00 + 0.1464997575E-16 I$ | $0.88E-05 + 0.13E-15 I$ |
| 3     | $a_{-2} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_{-1} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_0 = -0.2662192715E+00 + 0.2733287222E+00 I$ | $0.18E-04 + 0.22E-04 I$ |
| 4     | $a_{-2} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_{-1} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_0 = 0.2553571870E+00 + 0.5728960264E+00 I$ | $0.35E-04 + 0.41E-04 I$ |
| 5     | $a_{-2} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_{-1} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_0 = 0.1218650114E+00 - 0.2004396705E-17 I$ | $0.39E-05 + 0.23E-16 I$ |

### Topology $\mathcal{T}_{23,3,1,2}$ ($e12|e23|3|e|$)

| Kinem | $p_1^*$ | $p_2^*$ | $p_3^*$ | $m_1^*$ | $m_2^*$ | $m_3^*$ |
|-------|---------|---------|---------|---------|---------|---------|
| 1     | 3.      | 1.      | 2.      | 3.5     | 1.      | 4.      |
| 2     | -3.     | -1.     | -2.     | 3.5     | 1.      | 4.      |
| 3     | 30.     | 10.     | 2.      | 3.5     | 1.      | 4.      |
| 4     | 30.     | 50.     | 70.     | 3.5     | 1.      | 4.      |
| 5     | -30.    | 50.     | -70.    | 3.5     | 1.      | 4.      |

| 1     | $a_{-2} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_{-1} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_0 = 0.3605429876E+00 + 0.4370313538E-18 I$ | $0.12E-04 + 0.46E-18 I$ |
| 2     | $a_{-2} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_{-1} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_0 = 0.2884714387E+00 - 0.2085243825E-16 I$ | $0.86E-05 + 0.28E-15 I$ |
| 3     | $a_{-2} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_{-1} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_0 = 0.1041446753E+00 + 0.3127571261E+00 I$ | $0.13E-04 + 0.67E-04 I$ |
| 4     | $a_{-2} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_{-1} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_0 = -0.1431514450E+00 + 0.6124714825E-01 I$ | $0.13E-04 + 0.14E-04 I$ |
| 5     | $a_{-2} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_{-1} = 0.000000000000E+00 + 0.000000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|       | $a_0 = 0.6186027485E-01 + 0.1202727574E+00 I$ | $0.27E-04 + 0.22E-04 I$ |
### Topology $T_{24,2,2,2}$ ($e12|e23|e3|e1$)

| Kinem $a_i$ | $p_i^1$ | $p_i^2$ | $p_i^3$ | $s$ | $t$ | $m_i^1$ | $m_i^2$ | $m_i^3$ | $m_i^4$ |
|-------------|---------|---------|---------|-----|-----|---------|---------|---------|---------|
| 1           | 3.      | 1.      | 0.      | 2.  | 2.  | 1.      | 3.5     | 1.      | 4.      | 1.5     | 3.   |
| 2           | -3.     | -1.     | -2.     | 4.  | -7.4| -4.7    | 3.5     | 1.      | 4.      | 1.5     | 3.   |
| 3           | 30.     | 10.     | 2.      | 4.  | 7.4 | -3.7    | 3.5     | 1.      | 4.      | 1.5     | 3.   |
| 4           | 30.     | 50.     | 70.     | 40. | -37.| -3.7    | 3.5     | 1.      | 4.      | 1.5     | 3.   |
| 5           | -3.     | -5.     | 7.      | 4.  | 37. | -3.7    | 3.5     | 1.      | 4.      | 1.5     | 3.   |

| $a_{-2}$    | $0.00000000000E+00 + 0.00000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
|-------------|------------------------------------------|-------------------------|
| $a_{-1}$    | $0.00000000000E+00 + 0.00000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
| $a_0$       | $0.36054528065E+00 + 0.15531097836E-18 I$| $0.12E-04 + 0.62E-18 I$|
| $a_{-2}$    | $0.00000000000E+00 + 0.00000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
| $a_{-1}$    | $0.00000000000E+00 + 0.00000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
| $a_0$       | $0.33207668117E+00 + 0.00000000000E+00 I$| $0.14E-04 + 0.00E+00 I$|
| $a_{-2}$    | $0.00000000000E+00 + 0.00000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
| $a_{-1}$    | $0.00000000000E+00 + 0.00000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
| $a_0$       | $0.94941617014E+00 + 0.21434949328E+00 I$| $0.51E-04 + 0.87E-05 I$|
| $a_{-2}$    | $0.00000000000E+00 + 0.00000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
| $a_{-1}$    | $0.00000000000E+00 + 0.00000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
| $a_0$       | $-0.17095069704E+00 + 0.1039141582E+00 I$| $0.56E-05 + 0.61E-05 I$|
| $a_{-2}$    | $0.00000000000E+00 + 0.00000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
| $a_{-1}$    | $0.00000000000E+00 + 0.00000000000E+00 I$ | $0.00E+00 + 0.00E+00 I$ |
| $a_0$       | $0.42930745092E+00 + 0.15170110537E-01 I$| $0.13E-04 + 0.11E-06 I$|
7 Summary

This article can be seen as a proof of concept of the validity of the novel framework of mixed analytical/numerical approach, introduced in ref. [25], for the computation of scalar two-loop multi-leg Feynman diagrams appearing in scalar theories with three- and four-leg vertices. This method allows us to express any scalar two-loop $N$-point function in $n$ dimensions as a sum of double integrals of some generalised scalar one-loop type functions multiplied by some weight functions. In the current work, we limited ourselves to topologies with five internal propagators at most, where all the internal masses are taken to be real. To show the generality of our method, we considered several $N$-point two-loop functions, where some have global and/or sub-leading UV divergences. More complicated topologies will be considered in future publications. The studied topologies are classified in four categories. The topologies of each category are generated by inserting some extra external legs to the master topology. The first class (with $I = 3$) contain only one topology, denoted $T_{22,0,2,1}$, it corresponds to the two-loop two-point function with three internal lines and two external legs, which is globally UV divergent. The second class (with $I = 4$) contains four globally UV divergent topologies generated by the master topology $T_{22,2,1,1}$, the later one corresponds to the two-loop two-point function with four internal lines and two external legs. The third and the fourth category (with $I = 5$) have two master topologies, one of them, denoted $T_{22,4,0,1}$, contains a sub-leading UV divergence and the other one, denoted $T_{22,4,0,2}$, is finite. Both master topologies correspond to two-loop functions with five internal lines and two external legs. One can generate from the divergent topology nine other topologies, and from the finite one eight other topologies belonging to the same class. The topologies generated by the same master topology have the same formula with different coefficients for the polynomial $\tilde{F}$. We implemented the two-dimensional integral representation of nine of these topologies belonging to the four classes in two different codes, one is written in Fortran and the other one is written in Mathematica, to perform the numerical integration over the two remaining variables ($\rho$ and $\xi$). We showed that our results are in good agreement with the public code SecDec, which is based on sector decomposition method. This paper is accompanied with many appendices which are dedicated to the fully analytical calculation of the divergent parts and some related finite contributions of these topologies. Furthermore, we presented the full analytical calculation of the one-loop two-point function at $O(\varepsilon)$ (Appendix D), the one-loop three-point function integrated over a square (Appendix E) and the one-loop three point function at $O(\varepsilon)$ (Appendix F).

This method opens a new window towards the automation of two-loop computation, since traditional reduction methods can be applied to reduce tensor integrals to scalar integrals and scalar integrals to scalar integrals with less propagators. In principle, it is competitive with the fully numerical approaches since it keeps only two numerical integrations for every two-loop amplitude in a systematic way. It worthwhile to mention that, in the case where a sum of two-loop diagrams have to be computed, the numerical integration can be easily factorised out and performed once on the sum of the integrands which could lead to an extra gain in cpu time and precision. It is hard to do in other numerical methods. Further developments can be carried out in different directions. An immediate extension of this work would be to consider complex masses. Almost all the results are there. Indeed, all the new integrals presented in the appendix D and E trivially extend to complex masses and the results for the “generalised one-loop functions” are given in ref. [27]. These formulae for complex mass cases as well as numerical applications are not shown here mainly because this
article contains already a lot of information. They will be postpone to other publications. One could, inside this scalar theory, tackle amplitudes whose number of internal lines is greater than five. For \( I = 6 \), the “generalised one-loop function” associated is a “generalised one-loop four-point function”, the formulae for an extended kinematics being given in ref. [26, 27, 28] (see also [32]). While for \( I = 7 \), we have to deal with a “generalised one-loop five-point functions” which are a sum of “generalised one-loop four-point functions” as can be seen with standard one-loop reduction methods. Another direction would be to extend the method for theories including particles with spin 1/2 or 1, gauge theories for example. In this case, at the end of the re-parameterisation the numerator will be a polynomial in the parameters \( u_i \) as well as in the parameters \( \rho \) and \( \xi \). To each monomial, will correspond a “generalised one-loop functions” with a numerator which can be reduced to “generalised scalar integrals” – we think that any reduction method works, certainly the one proposed in [30] will do. The extra dependance on \( \rho \) and \( \xi \) will be taken into account in the numerical integration. One has to care about the proliferation of terms in the integrand which may slow down the numerical integration. Lastly, a third direction would be to consider two-loop amplitudes with IR divergences, some internal scalar particles are massless, where some extra work may have to be done on the “generalised one-loop functions” in order to push further the expansion around \( \varepsilon = 0 \). Our method works in principle but it would be good to have a proof of concept in this case too. Along these lines, the IR cases with photons or gluons could be also investigated.
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A Details of the computation for topology \( \mathcal{T}_{22,0,2,1} \)

This appendix presents the gory details for the intermediate computation leading to eq. (3.10). By splitting the factor \( \tilde{F}(\rho, \xi) \) and using partial fraction decomposition, eq. (3.8) can be written as

\[
^{(2)}I_2^n = (4 \pi)^{-4+2 \varepsilon} \frac{\Gamma(1+2 \varepsilon)}{(-1+2 \varepsilon)2 \varepsilon} \int_0^1 d\rho \int_0^1 d\xi \\
\times \left[ H_1(\rho, \xi) \rho^{-1+\varepsilon} + H_2(\rho, \xi) (1-\rho + \rho \xi (1-\xi))^{-3+3 \varepsilon} \\
+ (H_3(\rho, \xi) + H_4(\rho, \xi)) (1-\rho + \rho \xi (1-\xi))^{-2+3 \varepsilon} \right] \quad (A.1)
\]
where

\[\begin{align*}
H_1(\rho, \xi) &= (1 - \rho + \rho \xi) (1 - \xi) \frac{3}{2} (1 - \rho) m_3^2 \left( \bar{F}(\rho, \xi) - i \lambda \right)^{-2\varepsilon} \quad (A.2) \\
H_2(\rho, \xi) &= \rho^\varepsilon \left( -p^2 \right) (1 - \rho) \xi (1 - \xi) \left( \bar{F}(\rho, \xi) - i \lambda \right)^{-2\varepsilon} \quad (A.3) \\
H_3(\rho, \xi) &= \rho^\varepsilon (\xi m_1^2 + (1 - \xi) m_3^2) \left( \bar{F}(\rho, \xi) - i \lambda \right)^{-2\varepsilon} \quad (A.4) \\
H_4(\rho, \xi) &= \rho^\varepsilon (1 - \xi) (1 - \xi) (2 - \rho (1 - \xi (1 - \xi))) \\
&\quad \times (1 - \rho) m_3^2 \left( \bar{F}(\rho, \xi) - i \lambda \right)^{-2\varepsilon} \quad (A.5)
\end{align*}\]

The first term in eq. (A.1) diverges at \(\rho = 0\). Using eq. (2.32) and expanding the coefficient \(H_1\) around \(\varepsilon = 0\):

\[H_1(\rho, \xi) = H_1(0) + \varepsilon H_1(1) + \varepsilon^2 H_1(2),\]

the \(\rho\) integration is now of the type

\[T_1 = \int_0^1 d\rho H_1(\rho, \xi) \rho^{-1+\varepsilon} \]

\[= \frac{1}{\varepsilon} H_1(0, \xi) + \int_0^1 \frac{d\rho}{\rho} \left( H_1^{(0)}(\rho, \xi) - H_1^{(0)}(0, \xi) \right) \]

\[+ \varepsilon \int_0^1 \frac{d\rho}{\rho} \left( H_1^{(1)}(\rho, \xi) - H_1^{(1)}(0, \xi) \right) \]

\[+ \varepsilon \int_0^1 d\rho \frac{\ln(\rho)}{\rho} \left( H_1^{(0)}(\rho, \xi) - H_1^{(0)}(0, \xi) \right) \quad (A.6)\]

with

\[\bar{F}(0, \xi) = m_3^2\]

\[H_1(0, \xi) = (m_3^2 - i \lambda)^{1-2\varepsilon}\]

\[H_1^{(0)}(\rho, \xi) = (1 - \rho) m_3^2\]

\[H_1^{(1)}(\rho, \xi) = H_1^{(0)}(\rho, \xi) \left[ 3 \ln(1 - \rho + \rho \xi (1 - \xi)) - 2 \ln \left( \bar{F}(\rho, \xi) - i \lambda \right) \right]\]

Injecting the results of eqs. (A.7) in eq. (A.6), we end with

\[T_1 = m_3^2 \left\{ \frac{1}{\varepsilon} (m_3^2 - i \lambda)^{-2\varepsilon} - 1 + \varepsilon + 3 \varepsilon I_1 \right. \]

\[- 2 \varepsilon \int_0^1 d\xi \int_0^1 \frac{d\rho}{\rho} \left[ (1 - \rho) \ln \left( \bar{F}(\rho, \xi) - i \lambda \right) - \ln(m_3^2 - i \lambda) \right] \] \quad (A.8)

where \(I_1\) is given in appendix B.

The second term is finite despite the factor \((1 - \rho + \rho \xi (1 - \xi))^{-3+3\varepsilon}\), indeed the coefficient \(H_2\) contains a factor \((1 - \rho) \xi (1 - \xi)\) which regularises the divergence. Care has to be taken because the denominator vanishes at \(\rho = 1\) and \(\xi = 0\) or \(\xi = 1\). For those points, \(\bar{F}(\rho, \xi)\) also vanishes but
in $H_2$, it is raised to a negative power $-2\varepsilon$. Thus it is better to write

$$T_2 \equiv \int_0^1 d\xi \int_0^1 d\rho H_2(\rho, \xi) (1 - \rho + \rho \xi (1 - \xi))^{-3+3\varepsilon}$$

$$= \int_0^1 d\xi \int_0^1 d\rho H'_2(\rho, \xi) (1 - \rho + \rho \xi (1 - \xi))^{-3+\varepsilon}$$  \hspace{1cm} (A.9)

with

$$H'_2(\rho, \xi) = (-p^2)^\varepsilon (1 - \rho) \xi (1 - \xi) \left(\tilde{F}'(\rho, \xi) - i \lambda\right)^{-2\varepsilon}$$  \hspace{1cm} (A.10)

where

$$\tilde{F}'(\rho, \xi) = \frac{\tilde{F}(\rho, \xi)}{1 - \rho + \rho \xi (1 - \xi)}$$  \hspace{1cm} (A.11)

Note that $1 - \rho + \rho \xi (1 - \xi)$ is positive when the variables $\rho$ and $\xi$ run in the unit square and vanishes at the points $(\rho = 1, \xi = 0)$ and $(\rho = 1, \xi = 1)$. For these points, $\tilde{F}'(1, 0)$ and $\tilde{F}'(1, 1)$ do not vanish because $\tilde{F}(1, \xi) = \xi (1 - \xi) (\xi m_1^2 + (1 - \xi) m_2^2)$. It is enough to expand eq. (A.9) around $\varepsilon = 0$ and we get

$$T_2 = (-p^2) \left\{ I_5 + \varepsilon \left[ I_6 + I_7 - 2 \int_0^1 d\xi \int_0^1 d\rho \frac{(1 - \rho) \xi (1 - \xi) \ln \left(\tilde{F}'(\rho, \xi) - i \lambda\right)}{(1 - \rho + \rho \xi (1 - \xi))^3}\right]\right\}$$  \hspace{1cm} (A.12)

with the integrals $I_5$, $I_6$ and $I_7$ given in the appendix E.

The third term diverges at $\rho = 1$ and $\xi = 0$ or $\xi = 1$. The same care as for the second term has to be taken here. Indeed, $H_3(\rho, \xi)$ is not a regular function, thus we re-write the third term as

$$T_3 \equiv \int_0^1 d\xi \int_0^1 d\rho H_3(\rho, \xi) (1 - \rho + \rho \xi (1 - \xi))^{-2+3\varepsilon}$$

$$= \int_0^1 d\xi \int_0^1 d\rho H'_3(\rho, \xi) (1 - \rho + \rho \xi (1 - \xi))^{-2+\varepsilon}$$  \hspace{1cm} (A.13)

where

$$H'_3(\rho, \xi) = \rho^\varepsilon (\xi m_1^2 + (1 - \xi) m_2^2) \left(\tilde{F}'(\rho, \xi) - i \lambda\right)^{-2\varepsilon}$$  \hspace{1cm} (A.14)

Now, $H'_3(\rho, \xi)$ is a regular function except may be for exceptional kinematics. So the third term $T_3$ can be written as

$$T_3 = \int_0^1 d\xi \int_0^1 d\rho \left( H'_3(\rho, \xi) - H'_3(1, \xi) \right) (1 - \rho + \rho \xi (1 - \xi))^{-2+\varepsilon}$$

$$+ \int_0^1 d\xi H'_3(1, \xi) \int_0^1 d\rho (1 - \rho + \rho \xi (1 - \xi))^{-2+\varepsilon}$$  \hspace{1cm} (A.15)
The first term of eq. (A.15) is finite whereas the second one diverges. Let us focus on this second
term. Integrating easily over \( \rho \), we end for this term with

\[
T_3' = \int_0^1 d\xi H_3'(1, \xi) \int_0^1 d\rho (1 - \rho + \rho \xi (1 - \xi))^{-2+\varepsilon}
= \frac{1}{1 - \varepsilon} \int_0^1 d\xi \frac{1}{1 - \xi (1 - \xi)} (\xi m_1^2 + (1 - \xi) m_2^2)^{1-2\varepsilon} [\xi^{-1+\varepsilon} (1 - \xi)^\varepsilon + (1 - \xi)^{-1+\varepsilon} \xi^\varepsilon - 1]
\]

(A.16)

The integral over \( \xi \) of the second term in the square bracket can be obtained from the integral of
first term by changing \( m_1 \leftrightarrow m_2 \). The third term in the square bracket integrated over \( \xi \) leads to
finite terms. Thus, let us focus on the integral of the first term in the square bracket which is of
the type

\[
V_1 = \int_0^1 d\xi F(\xi) \left( \frac{1}{\varepsilon} \delta(\xi) + \frac{1}{(\xi)_+} + \varepsilon \left( \frac{\ln(\xi)}{\xi} \right)_+ \right)
\]

(A.17)

with

\[
F(\xi) = \frac{1}{1 - \xi (1 - \xi)} (\xi m_1^2 + (1 - \xi) m_2^2)^{1-2\varepsilon} (1 - \xi)^\varepsilon
= F^{(0)}(\xi) + \varepsilon F^{(1)}(\xi)
\]

(A.18)

Using the definition of the Dirac and the “plus” distributions, eq. (A.17) becomes

\[
V_1 = \frac{1}{\varepsilon} F(0) + \int_0^1 \frac{d\xi}{\xi} \left( F^{(0)}(\xi) - F^{(0)}(0) \right) + \varepsilon \int_0^1 \frac{d\xi}{\xi} \left( F^{(1)}(\xi) - F^{(1)}(0) \right)
+ \varepsilon \int_0^1 d\xi \frac{\ln(\xi)}{\xi} \left( F^{(0)}(\xi) - F^{(0)}(0) \right)
\]

(A.19)

Playing with the fact that \( \int_0^1 d\xi F(\xi) G(\xi (1 - \xi)) = 1/2 \int_0^1 d\xi (F(\xi) + F(1 - \xi)) G(\xi (1 - \xi)) \), we get for \( V_1 \)

\[
V_1 = \frac{1}{\varepsilon} (m_2^2 - i\lambda)^{1-2\varepsilon} + \left( m_1^2 - \frac{1}{2} m_2^2 \right) \int_0^1 \frac{d\xi}{1 - \xi (1 - \xi)} + \varepsilon \int_0^1 \frac{d\xi}{\xi} \ln(1 - \xi) (\xi m_1^2 + (1 - \xi) m_2^2)
+ \varepsilon \int_0^1 d\xi \ln(1 - \xi) \frac{(1 - \xi)}{1 - \xi (1 - \xi)} (\xi m_1^2 + (1 - \xi) m_2^2)
- 2 \varepsilon \int_0^1 \frac{d\xi}{\xi} \left( \xi m_1^2 + (1 - \xi) m_2^2 \right) \ln \left( 1 + \xi \frac{m_1^2 - m_2^2}{m_2^2 - i\lambda} \right)
- 2 \varepsilon \int_0^1 d\xi \left( \xi m_1^2 + (1 - \xi) m_2^2 \right) \frac{1 - \xi}{1 - \xi (1 - \xi)} \ln \left( 1 + \xi \frac{m_1^2 - m_2^2}{m_2^2 - i\lambda} \right)
- 2 \varepsilon \ln(m_2^2 - i\lambda) \left( m_1^2 - \frac{1}{2} m_2^2 \right) \int_0^1 \frac{d\xi}{1 - \xi (1 - \xi)} + \varepsilon \int_0^1 d\xi \ln(\xi) \frac{m_1^2 - m_2^2}{1 - \xi (1 - \xi)}
\]

(A.20)

As already said, the integration of the second term of eq. (A.16) can be extracted from the result of
eq. (A.20) by changing \( m_1 \) into \( m_2 \) and vice versa. The integration of the third term is just given
Putting everything together and after some algebra, we get for $T'_3$

$$
T'_3 = \frac{1}{1-\varepsilon} \left\{ \frac{1}{\varepsilon} \left( (m^2_1 - i\lambda)^{1-2\varepsilon} + (m^2_2 - i\lambda)^{1-2\varepsilon} \right) 
+ \varepsilon \left[ (m^2_1 + m^2_2) \int_0^1 \frac{d\xi}{\xi} \ln(1-\xi) + (m^2_1 + m^2_2) \int_0^1 \frac{d\xi}{\xi} \ln(1-\xi) \right]
\right. 
\left. - 2m^2_1 \int_0^1 \frac{d\xi}{\xi} \ln \left( \frac{1 + \xi}{m^2_1 - i\lambda} \right) - 2m^2_2 \int_0^1 \frac{d\xi}{\xi} \ln \left( \frac{1 + \xi}{m^2_2 - i\lambda} \right) \right\}.
$$

(A.22)

The remaining integration over $\xi$ can be easily performed. Adding the finite part and using the result given by eq. (B.27), the third term $T_3$ reads

$$
T_3 = \frac{1}{\varepsilon} (m^2_1 + m^2_2) + (m^2_1 + m^2_2) - 2m^2_1 \ln(m^2_1 - i\lambda) - 2m^2_2 \ln(m^2_2 - i\lambda)
+ \varepsilon \left[ (m^2_1 + m^2_2) \left( 1 + \frac{2}{\xi^+ - \xi^-} (\text{Li}_2(\xi^-) - \text{Li}_2(\xi^+)) - \pi^2/6 \right)
- 2m^2_1 \ln(m^2_1 - i\lambda) - 2m^2_2 \ln(m^2_2 - i\lambda) + 2m^2_1 \ln^2(m^2_1 - i\lambda) + 2m^2_2 \ln^2(m^2_2 - i\lambda)
+ 2m^2_1 \text{Li}_2 \left( \frac{m^2_2 - m^2_1}{m^2_1 - i\lambda} \right) + 2m^2_2 \text{Li}_2 \left( \frac{m^2_1 - m^2_2}{m^2_2 - i\lambda} \right)
\right.
\left. - 2 \int_0^1 d\xi \int_0^1 d\rho \left( (m^2_1 + (1-\xi) m^2_2) \ln(\tilde{F}'(\rho,\xi) - i\lambda) - \ln(\xi m^2_1 + (1-\xi) m^2_2) \right) \right\}
$$

(A.23)

The definition of the quantities $\xi^\pm$ is given in the appendix \[B\]

The fourth term does not diverge either, it is enough to make an expansion around $\varepsilon = 0$. Nevertheless, it is safer to re-write this term as

$$
T_4 \equiv \int_0^1 d\xi \int_0^1 d\rho \, H_4(\rho, \xi) \left( 1 - \rho + \rho \xi (1-\xi) \right)^{-2+3\varepsilon}
= \int_0^1 d\xi \int_0^1 d\rho \, H'_4(\rho, \xi) \left( 1 - \rho + \rho \xi (1-\xi) \right)^{-2+\varepsilon}
$$

(A.24)

where

$$
H'_4(\rho, \xi) = m^2_3 \rho^\varepsilon \left( (1-\xi) (1-\xi) (1-\rho) (2-\rho (1-\xi (1-\xi))) \left( \tilde{F}'(\rho, \xi) - i\lambda \right) \right)^{-2\varepsilon}
$$

(A.25)

The expansion around $\varepsilon = 0$ yields

$$
T_4 = m^2_3 \left\{ I_2 - 2\varepsilon \int_0^1 d\xi \int_0^1 d\rho \, \left( \frac{(1-\xi (1-\xi)) (1-\rho) (2-\rho (1-\xi (1-\xi))) \ln(\tilde{F}'(\rho, \xi) - i\lambda)}{(1-\rho (1-\xi (1-\xi)))^2} \right)
\right.
\left. + \varepsilon \left( I_3 + I_4 \right) \right\}
$$

(A.26)

where $I_2$, $I_3$ and $I_4$ are given in appendix \[B\]
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In this appendix, different integrals appearing in the UV globally divergent topologies are computed. Let us introduce the two roots of the polynomial $\xi^2 - \xi + 1$:

$$\xi^\pm = \frac{1}{2} \pm i \frac{\sqrt{3}}{2}$$ (B.1)

which obey to the following relations

$$\xi^\pm = e^{\pm i \pi/3}$$

$$\xi^+ = 1 - \xi^-$$ (B.2)

Let us also define $B = 1 - \xi (1 - \xi)$ throughout this appendix.

### B.1 $I_1$

$$I_1 = \int_0^1 d\xi \int_0^1 d\rho \frac{(1 - \rho)}{\rho} \ln(1 - \rho B)$$ (B.3)

The $\rho$ integration can be performed easily:

$$I_1 = \int_0^1 d\xi \left\{ -\text{Li}_2(1 - \xi (1 - \xi)) + \frac{1}{1 - \xi (1 - \xi)} \left[ \xi (1 - \xi) \ln(\xi (1 - \xi)) + 1 - \xi (1 - \xi) \right] \right\}$$ (B.4)

The first integral is done in appendix [C], the other ones are not difficult to perform and finally we get

$$I_1 = 3 + \frac{2}{\xi^+ - \xi^-} \left( \text{Li}_2(\xi^-) - \text{Li}_2(\xi^+) \right) - \int_0^1 d\xi \text{Li}_2(1 - \xi (1 - \xi))$$ (B.5)

### B.2 $I_2$

This integral can be re-written as:

$$I_2 \equiv \int_0^1 d\xi B \int_0^1 d\rho \frac{(1 - \rho)(2 - \rho B)}{(1 - \rho B)^2}$$

$$= \int_0^1 d\xi B \int_0^1 d\rho \left[ \frac{1}{1 - \rho B} + \frac{\rho (B - 1)}{(1 - \rho B)^2} + 1 + \frac{\rho (B - 1)}{1 - \rho B} \right]$$ (B.6)

Integrating by part the second and the fourth terms in the squared brackets leads after the $\rho$ integration to

$$I_2 = -\int_0^1 d\xi \ln(\xi (1 - \xi)) = 2$$ (B.7)
\textbf{B.3} \textit{I}_3

\begin{equation}
I_3 = \int_0^1 d\xi B \int_0^1 d\rho \frac{(1 - \rho)(2 - \rho B) \ln(1 - \rho B)}{(1 - \rho B)^2} \tag{B.8}
\end{equation}
\begin{equation}
= \int_0^1 d\xi B \int_0^1 d\rho \left[ \frac{\ln(1 - \rho B)}{1 - \rho B} + (B - 1) \frac{\rho \ln(1 - \rho B)}{(1 - \rho B)^2} + \ln(1 - \rho B) \right. \\
\left. + (B - 1) \frac{\rho \ln(1 - \rho B)}{1 - \rho B} \right] \tag{B.9}
\end{equation}

Integrating by part the second and the fourth terms in the squared brackets leads after the $\rho$ integration to

\begin{equation}
I_3 = - \int_0^1 d\xi \left\{ 2 + \frac{1}{2} \ln^2(\xi (1 - \xi)) + \frac{1 + \xi (1 - \xi)}{1 - \xi (1 - \xi)} \ln(\xi (1 - \xi)) \right\} \tag{B.10}
\end{equation}
\begin{equation}
= \frac{\pi^2}{6} - \frac{4}{\xi^+ - \xi^-} \left( \text{Li}_2(\xi^-) - \text{Li}_2(\xi^+) \right) - 8 \tag{B.11}
\end{equation}

\textbf{B.4} \textit{I}_4

\begin{equation}
I_4 = \int_0^1 d\xi B \int_0^1 d\rho \frac{(1 - \rho)(2 - \rho B) \ln(\rho)}{(1 - \rho B)^2} \tag{B.12}
\end{equation}
\begin{equation}
= \int_0^1 d\xi B \int_0^1 d\rho \left[ \frac{\ln(\rho)}{1 - \rho B} + (B - 1) \frac{\rho \ln(\rho)}{(1 - \rho B)^2} + \ln(\rho) + (B - 1) \frac{\rho \ln(\rho)}{1 - \rho B} \right] \tag{B.13}
\end{equation}

Integrating by part the second and the fourth terms in the squared brackets leads after the $\rho$ integration to

\begin{equation}
I_4 = - \int_0^1 d\xi \left\{ \text{Li}_2(1 - \xi (1 - \xi)) + 1 + \frac{\xi (1 - \xi)}{1 - \xi (1 - \xi)} \ln(\xi (1 - \xi)) \right\} \tag{B.14}
\end{equation}
\begin{equation}
= - \int_0^1 d\xi \frac{2}{\xi^+ - \xi^-} \left( \text{Li}_2(\xi^-) - \text{Li}_2(\xi^+) \right) \tag{B.15}
\end{equation}

\textbf{B.5} \textit{I}_5

\begin{equation}
I_5 = \int_0^1 d\xi \int_0^1 d\rho \frac{(1 - \rho)\xi (1 - \xi)}{(1 - \rho B)^3} \tag{B.16}
\end{equation}
\begin{equation}
= \int_0^1 d\xi \left[ \frac{1 - B}{2 B^2} \left[ 2 ((1 - B)^{-1} - 1) - (1 - B) ((1 - B)^{-2} - 1) \right] \right. \\
\left. - \frac{1}{2} \right]
\end{equation}
B.6 $I_6$

\[
I_6 = \int_0^1 d\xi \int_0^1 d\rho \frac{(1-\rho) \xi (1-\xi) \ln(\rho)}{(1-\rho B)^3} \\
= \int_0^1 d\xi \frac{1-B}{B} \int_0^1 d\rho \left[ \frac{\ln(\rho)}{(1-\rho B)^2} - (1-B) \frac{\ln(\rho)}{(1-\rho B)^3} \right] 
\]

Let us introduce $n$ a strictly positive integer ($n = 2, 3$) and integrating by part over the $\rho$ variable leads to

\[
\int_0^1 d\rho \ln(\rho) (1-\rho B)^{-n} = -\frac{1}{(n-1)B} \int_0^1 d\rho \frac{(1-(1-\rho B)^{n-1})}{\rho} (1-\rho B)^{-n+1} \\
= \left\{ \begin{array}{ll}
\frac{1}{B} \ln(1-B) & \text{for } n = 2 \\
\frac{1}{2B} (1 + \ln(1-B) - (1-B)^{-1}) & \text{for } n = 3 
\end{array} \right. 
\]

(B.18)

With this last result, the integral $I_6$ can be put under the following form

\[
I_6 = \frac{1}{2} \left\{ 2 \int_0^1 d\xi \ln(\xi) - 2 \int_0^1 d\xi \ln(\xi) + \int_0^1 d\xi \frac{1}{1-\xi} - \frac{1}{2} \right\} 
\]

(B.19)

Then, using $\int_0^1 dx \ln(x)/(x-A)^2 = 1/A \ln((A-1)/A)$ where $A$ is a complex number with a non-zero imaginary part, and the properties of the roots $\xi^+$ and $\xi^-$ yields

\[
I_6 = -\frac{2}{(\xi^+ - \xi^-)^3} [\text{Li}_2(\xi^-) - \text{Li}_2(\xi^+)] + \frac{1}{2} 
\]

(B.20)

B.7 $I_7$

\[
I_7 = \int_0^1 d\xi \int_0^1 d\rho \frac{(1-\rho) \xi (1-\xi) \ln(1-\rho B)}{(1-\rho B)^3} \\
= \int_0^1 d\xi \frac{1-B}{B} \int_0^1 d\rho \left[ \ln(1-\rho B) \right] \frac{(1-\rho B)^2}{(1-\rho B)^2} - (1-B) \frac{\ln(1-\rho B)}{(1-\rho B)^3} 
\]

(B.21)

For any integer $n > 1$, one can show that

\[
\int_0^1 d\rho \frac{\ln(1-\rho B)}{(1-\rho B)^n} = \frac{1}{B(n-1)} \left[ \frac{\ln(1-B)}{(1-B)^{n-1}} + \frac{1}{(n-1)(1-B)^{n-1}} - \frac{1}{n-1} \right] 
\]

(B.22)

With this result, the $\rho$ integration can be easily performed leading to

\[
I_7 = \frac{1}{2} \left\{ 2 \int_0^1 d\xi \ln(\xi) - 2 \int_0^1 d\xi \ln(\xi) + \int_0^1 d\xi \frac{1}{1-\xi} - \frac{1}{2} \right\} 
\]

(B.23)

The integrals over $\xi$ are of the same type as those for $I_6$, thus using the same techniques we readily get

\[
I_7 = -\frac{2}{(\xi^+ - \xi^-)^3} [\text{Li}_2(\xi^-) - \text{Li}_2(\xi^+)] + \frac{1}{4} 
\]

(B.24)

50
B.8 $I_8$

\begin{equation}
I_8 = \int_0^1 d\xi \int_0^1 d\rho \frac{(\xi m_1^2 + (1 - \xi) m_2^2) \ln(\rho)}{(1 - \rho B)^2} \tag{B.25}
\end{equation}

The $\rho$ integration is performed using eq. (B.18), yielding

\begin{equation}
I_8 = \int_0^1 d\xi \frac{\xi m_1^2 + (1 - \xi) m_2^2}{1 - \xi (1 - \xi)} \ln(\xi (1 - \xi)) \tag{B.26}
\end{equation}

The $\xi$ integration can be readily performed leading to

\begin{equation}
I_8 = (m_1^2 + m_2^2) \frac{1}{\xi^+ - \xi^-} \left( \text{Li}_2(\xi^-) - \text{Li}_2(\xi^+) \right) \tag{B.27}
\end{equation}

C Integral over $\text{Li}_2(1 - \xi (1 - \xi))$

In several places, the following integral appears

\begin{equation}
L = \int_0^1 d\xi \text{Li}_2(1 - \xi (1 - \xi)) \tag{C.1}
\end{equation}

This integral is difficult to perform directly, nevertheless one can study the integral

\begin{equation}
L_t = \int_0^1 d\xi \int_0^1 d\rho \ln \left( 1 - \rho (1 - \xi (1 - \xi)) \right) \tag{C.2}
\end{equation}

Performing the $\rho$ integration first leads to

\begin{equation}
L_t = -L \tag{C.3}
\end{equation}

But now, the integral $L_t$ can be computed by integrating firstly on $\xi$. Let us note the two roots of the polynomial $-\rho \xi^2 + \rho \xi + 1 - \rho$ by

\begin{equation}
\tilde{\xi}^\pm = \frac{1}{2} \pm \frac{1}{2} \sqrt{\frac{\rho (4 - 3 \rho)}{\rho}} \tag{C.4}
\end{equation}

these roots obey $1 - \tilde{\xi}^+ = \tilde{\xi}^-$, thus $L_t$ becomes

\begin{equation}
L_t = \int_0^1 \frac{d\rho}{\rho} \int_0^1 d\xi \ln \left( \rho (\tilde{\xi}^- - \xi) (\xi - \tilde{\xi}^+) \right) \tag{C.5}
\end{equation}

Since the argument of the logarithm is a product of positive factors, it can be split and the $\xi$ integration is then performed easily, yielding

\begin{equation}
L_t = \int_0^1 \frac{d\rho}{\rho} \left\{ \ln(\rho) + \left( 1 - \frac{\sqrt{\rho (4 - 3 \rho)}}{\rho} \right) \ln \left[ \frac{1}{2} \left( \frac{\sqrt{\rho (4 - 3 \rho)}}{\rho} - 1 \right) \right] \\
+ \left( 1 + \frac{\sqrt{\rho (4 - 3 \rho)}}{\rho} \right) \ln \left[ \frac{1}{2} \left( \frac{\sqrt{\rho (4 - 3 \rho)}}{\rho} + 1 \right) \right] - 2 \right\} \tag{C.6}
\end{equation}
To integrate over $\rho$, we use the Euler third change of variable: $\rho = 4/(t^2 + 3)$ which rationalises the square root and with some algebra, eq. (C.6) becomes

$$L_t = \int_1^\infty \frac{2 \, t \, dt}{t^2 + 3} \left[ \ln \left( \frac{t^2 - 1}{t^2 + 3} \right) + t \ln \left( \frac{t + 1}{t - 1} \right) - 2 \right]$$

(C.7)

Then, the integral over $t$ is split into three parts

$$L_t^{(1)} = \int_1^\infty \frac{2 \, t \, dt}{t^2 + 3} \ln \left( \frac{t^2 - 1}{t^2 + 3} \right)$$

(C.8)

$$L_t^{(2)} = 2 \int_1^\infty dt \left[ \ln \left( \frac{t + 1}{t - 1} \right) - \frac{2 \, t}{t^2 + 3} \right]$$

(C.9)

$$L_t^{(3)} = -6 \int_1^\infty \frac{dt}{t^2 + 3} \ln \left( \frac{t + 1}{t - 1} \right)$$

(C.10)

Let us then compute the different parts.

For the first integral $L_t^{(1)}$ we make the following change of variable $t = 1/\sqrt{v}$, this leads to

$$L_t^{(1)} = \int_0^1 \frac{dv}{v \left( 1 + 3 \, v \right)} \ln \left( \frac{1 - v}{1 + 3 \, v} \right)$$

(C.11)

A partial fraction decomposition and a splitting of the logarithm because the numerator and the denominator of its argument are positive yields

$$L_t^{(1)} = \int_0^1 dv \, \frac{\ln(1 - v)}{v} - \int_0^1 dv \, \frac{\ln(1 + 3 \, v)}{v} - 3 \int_0^1 dv \, \frac{\ln(1 - v)}{1 + 3 \, v} + 3 \int_0^1 dv \, \frac{\ln(1 + 3 \, v)}{1 + 3 \, v}$$

(C.12)

All the integrals can be easily performed and we end with

$$L_t^{(1)} = \text{Li}_2(-3) + \text{Li}_2(\frac{3}{4}) - \frac{\pi^2}{6} + 2 \ln^2(2)$$

(C.13)

For the second one $L_t^{(2)}$, the integrals over the two terms, taken separately, in the squared brackets of eq. (C.12) diverge at $t = \infty$ but the integral of their sum is convergent. Thus, let us introduce a large $t$ cut-off $\Lambda$ such that

$$L_t^{(2)} = \lim_{\Lambda \to \infty} M(\Lambda)$$

(C.14)

with

$$M(\Lambda) = 2 \int_1^\Lambda dt \ln \left( \frac{t + 1}{t - 1} \right) - 4 \int_1^\Lambda \frac{dt}{t^2 + 3}$$

(C.15)

The logarithm can be split into two others and for the last integral of eq. (C.15), we set $t = \sqrt{u}$, this leads to

$$M(\Lambda) = 2 \left[ \int_1^\Lambda dt \ln(t + 1) - \int_1^\Lambda dt \ln(t - 1) - \int_1^{\Lambda^2} \frac{du}{u + 3} \right]$$

(C.16)
The integrals can be easily performed, the ln(Λ) terms vanish and we end with

\[ M(Λ) = 2 \left[ (Λ + 1) \ln \left( 1 + \frac{1}{Λ} \right) - (Λ - 1) \ln \left( 1 - \frac{1}{Λ} \right) - \ln \left( 1 + \frac{3}{Λ^2} \right) \right] \quad \text{(C.17)} \]

Thus, taking the limit Λ → ∞, we get

\[ L_t^{(2)} = 4 \quad \text{(C.18)} \]

Lastly, for the third integral, we set \( t = 1/u \), and we have to compute

\[ L_t^{(3)} = -2 \int_0^1 \frac{du}{u^2 + 1/3} \ln \left( \frac{1 + u}{1 - u} \right) \quad \text{(C.19)} \]

A partial fraction decomposition and a splitting of the logarithm leads to

\[ L_t^{(3)} = i \sqrt{3} \left[ \int_0^1 \frac{du}{u - i/\sqrt{3}} \ln(u + 1) - \int_0^1 \frac{du}{u - i/\sqrt{3}} \ln(1-u) - \int_0^1 \frac{du}{u + i/\sqrt{3}} \ln(u + 1) + \int_0^1 \frac{du}{u + i/\sqrt{3}} \ln(1-u) \right] \quad \text{(C.20)} \]

Then, a change of variable is performed in each integral in such way that after this change of variable the argument of the logarithm is just the new integration variable \( v \)

\[ L_t^{(3)} = i \sqrt{3} \left\{ \int_1^2 \frac{dv}{v - (1 + i/\sqrt{3})} \ln(v) + \int_0^1 \frac{dv}{v - (1 - i/\sqrt{3})} \ln(v) - \int_1^2 \frac{dv}{v - (1 - i/\sqrt{3})} \ln(v) \right\} \quad \text{(C.21)} \]

The integration between 1 and 2 can be safely split because the pole is far away from the real axis:

\[ \int_1^2 dv = \int_0^1 dv - \int_0^1 dv \] and then for the integrals between 0 and 2 we set \( v = 2t \). After having performed the integrals, we end with

\[ L_t^{(3)} = i \sqrt{3} \left\{ \ln(2) \left[ \ln \left( \frac{1 + i/\sqrt{3}}{-1 - i/\sqrt{3}} \right) - \ln \left( \frac{1 - i/\sqrt{3}}{-1 + i/\sqrt{3}} \right) \right] + \text{Li}_2 \left( \frac{2}{1 + i/\sqrt{3}} \right) - \text{Li}_2 \left( \frac{2}{1 - i/\sqrt{3}} \right) - 2 \text{Li}_2 \left( \frac{1}{1 + i/\sqrt{3}} \right) + 2 \text{Li}_2 \left( \frac{1}{1 - i/\sqrt{3}} \right) \right\} \quad \text{(C.22)} \]

So putting things together, and expressing all the arguments of the dilogarithms in terms of \( \xi^+ \) and \( \xi^- \), the following result is obtained

\[ L = \frac{\pi^2}{6} - \text{Li}_2((\xi^+ - \xi^-)^2) - \text{Li}_2 \left( \left[ \frac{1}{2} - \xi^+ \right] \left[ \frac{1}{2} - \xi^- \right] \right) - 2 \ln^2(2) - 4 \]

\[ - i \sqrt{3} \left[ \ln(2) \left( \ln(-\xi^-) - \ln(-\xi^+) \right) + \text{Li}_2(1 + \xi^-) - \text{Li}_2(1 + \xi^+) \right] - 2 \text{Li}_2 \left( \frac{1 + \xi^-}{2} \right) + 2 \text{Li}_2 \left( \frac{1 + \xi^+}{2} \right) \quad \text{(C.23)} \]
D One-loop two-point function at $O(\varepsilon)$

In this appendix, the computation of the one-loop two-point function at order $O(\varepsilon^0)$ and $O(\varepsilon^1)$ is presented. These functions appear in the $\varepsilon$ expansion of the UV divergent topologies $T_{22,2,1,1}$ and $T_{23,1,2,1}$. Let us remind their expression\(^{10}\)

\[
\tilde{I}_2^{(1)}(\Sigma(1); G, V, C) = \int_0^1 du \ln \left( G u^2 - 2 V u - C - i \lambda \right) \tag{D.1}
\]

\[
\tilde{I}_2^{(2)}(\Sigma(1); G, V, C) = \int_0^1 du \ln^2 \left( G u^2 - 2 V u - C - i \lambda \right) \tag{D.2}
\]

where $G$ is real and $V$ and $C$ are either real or complex. In the latter case, the vanishing quantity $\lambda$, inherited from the Feynman prescription for the propagators, can be neglected with respect to the non zero imaginary parts of $V$ and $C$. Eqs. (D.1) and (D.2) become

\[
\tilde{I}_2^{(1)}(\Sigma(1); G, V, C) = \int_0^1 du \left[ \ln (G - i \lambda) + \ln \left( (u - u^+) (u - u^-) \right) \right] \tag{D.3}
\]

\[
\tilde{I}_2^{(2)}(\Sigma(1); G, V, C) = \int_0^1 du \left[ \ln (G - i \lambda) + \ln \left( (u - u^+) (u - u^-) \right) \right]^2 \tag{D.4}
\]

where $u^+$ and $u^-$ are the two roots of the polynomial in argument of the logarithm in eqs. (D.1) and (D.2)

\[
u^\pm = \frac{V \pm \sqrt{V^2 + G (C + i \lambda)}}{G} \tag{D.5}
\]

Expanding the terms in square bracket yields

\[
\tilde{I}_2^{(1)}(\Sigma(1); G, V, C) = \int_0^1 du \ln(u - u^+) + \int_0^1 du \ln(u - u^-) + \ln(G - i \lambda) + \eta(-u^+, -u^-) \tag{D.6}
\]

\[
\tilde{I}_2^{(2)}(\Sigma(1); G, V, C) = \int_0^1 du \ln^2(u - u^+) + \int_0^1 du \ln^2(u - u^-) + 2 \int_0^1 du \ln(u - u^+) \ln(u - u^-)
\]

\[
+ 2 \left[ \ln(G - i \lambda) + \eta(-u^+, -u^-) \right] \left[ \int_0^1 du \ln(u - u^+) + \int_0^1 du \ln(u - u^-) \right] + \ln(G - i \lambda) + \eta(-u^+, -u^-) \right]^2 \tag{D.7}
\]

The integrals in the left-hand side of eq. (D.6) can be readily computed leading to

\[
\tilde{I}_2^{(1)}(\Sigma(1); G, V, C) = (1 - u^+) \ln(1 - u^+) + u^+ \ln(-u^+) + (1 - u^-) \ln(1 - u^-) + u^- \ln(-u^-)
\]

\[
+ \ln(G - i \lambda) + \eta(-u^+, -u^-) - 2 \tag{D.8}
\]

Given eq. (D.7), the new integrals, with respect to the one-loop two-point function, to be calculated are

\[
\mathcal{I}_1 = \int_0^1 dx \ln^2(x - A) \tag{D.9}
\]

\(^{10}\)As the $\rho$ and $\xi$ dependence is implicit through the argument $G$, $V$ and $C$, contrarily to the main text we drop them from the arguments of the functions $\tilde{I}_2^{(0)}$ and $\tilde{I}_2^{(1)}$ to lighten the notations.
and

\[ I_2 = \int_0^1 dx \ln(x - A) \ln(x - B) \tag{D.10} \]

where \( A \) and \( B \) are complex numbers with non vanishing imaginary parts. A primitive of \( \ln^2(x - A) \)
is

\[(x - A) \ln^2(x - A) - 2 (x - A) \ln(x - A) + 2 x \]

and thus the integral \( I_1 \) can be readily computed. For the integral \( I_2 \), after an integration by part, eq. \( \text{(D.10)} \) can be put under the following form

\[ I_2 = 1 + A \left[ \ln(1 - A) - \ln(-A) \right] + (1 - B) \ln(1 - A) \ln(1 - B) - \ln(1 - A) + B \ln(-A) \ln(-B) - [(1 - B) \ln(1 - B) - 1 + B \ln(-B)] - (A - B) \left[ \ln(x - B) - \ln(A - B) \right] + A \ln(-A) - B \ln(-B) + B \ln(-A) \ln(-B) - (A - B) \ln(A - B) - [\ln(1 - A) - \ln(-A)] \]

The first integral in the square bracket appears in the computation of the one-loop three-point function for example and can be expressed in terms of dilogarithms. Using this known result leads to

\[ I_2 = 2 - (1 - A) \ln(1 - A) - (1 - B) \ln(1 - B) - A \ln(-A) - B \ln(-B) + B \ln(-A) \ln(-B) - (A - B) \ln(A - B) \ln(1 - A) - \ln(-A)] \]

Putting everything together, we end with

\[ \bar{I}_2^{(2)}(\Sigma; G, V, C) = (1 - u^+) \ln^2(1 - u^+) - 4 (1 - u^+) \ln(1 - u^+) + u^+ \ln^2(-u^+) - 4 u^+ \ln(-u^+) + (1 - u^-) \ln^2(1 - u^-) - 4 (1 - u^-) \ln(1 - u^-) + u^- \ln^2(-u^-) - 4 u^- \ln(-u^-) + 8 + 2 (1 - u^-) \ln(1 - u^-) \ln(1 - u^-) + 2 u^- \ln(-u^-) \ln(-u^-) - 2 (u^+ - u^-) \left[ \ln(\frac{u^+}{u^+ - u^-}) - \ln(\frac{u^+ - 1}{u^+ - u^-}) + \frac{1}{u^+ - u^-} \ln\left(\frac{u^+}{u^+ - u^-}\right) \right] - \eta \left(1 - u^- \right) \ln\left(\frac{u^+}{u^+ - u^-}\right) - 2 (u^+ - u^-) \ln(u^+ - u^-) \ln\left(\frac{u^+ - 1}{u^+}\right) + \ln\left(G - i \lambda \right) + \eta(u^+, u^-) \right)^2 + 2 \left[ \ln\left(G - i \lambda \right) + \eta(u^+, u^-) \right] \left[ (1 - u^+) \ln(1 - u^+) + u^+ \ln(-u^+) + (1 - u^-) \ln(1 - u^-) + u^- \ln(-u^-) - 2 \right] \tag{D.13} \]

The formulae given by eqs. \( \text{(D.8)} \) and \( \text{(D.13)} \) may not be suited for numerical applications in the case of special kinematics: \( G \rightarrow 0 \) or \( u^+ \rightarrow u^- \), etc. They have to be replaced by dedicated formula which will not be presented here for the sake of simplicity.
E One-loop three-point function integrated over a square

Despite the fact that the Feynman parameter integration domain is not the usual 2-simplex, the method developed in refs. [26], [27] and [28] can be applied to compute this function analytically. This will be the purpose of this appendix.

To start with, we slightly change the notation to match the one of these articles\[1\]

\[
\tilde{I}_3^{(0)}(K(2); G, V, C) = 2 \int_0^1 dx_1 \int_0^1 dx_2 \frac{1}{D(x_1, x_2) - i\lambda} \tag{E.1}
\]

where the short-hand notation \(D(x_1, x_2)\) means

\[
D(x_1, x_2) = X^T \cdot \tilde{G} \cdot X - 2 \tilde{V}^T \cdot X - \tilde{C} \tag{E.2}
\]

with

\[
X = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}
\]

and \(\tilde{G} = 2G, \tilde{V} = 2V\) and \(\tilde{C} = 2C\). Changing the power of the denominator in the integrand of eq. (E.1) and applying once the “Stokes-like” identity, we get

\[
\tilde{I}_3^{(0)}(K(2); G, V, C) = - \int_1^\infty \frac{d\chi}{\Delta_2 - \chi + i\lambda} \int_0^1 dx \left[ (1 - (\tilde{G}^{-1} \cdot \tilde{V}))_1 \frac{1}{D(1, x) + \chi - i\lambda} + (\tilde{G}^{-1} \cdot \tilde{V})_1 \frac{1}{D(0, x) + \chi - i\lambda} + (1 - (\tilde{G}^{-1} \cdot \tilde{V})_2 \frac{1}{D(x, 1) + \chi - i\lambda} + (\tilde{G}^{-1} \cdot \tilde{V})_2 \frac{1}{D(x, 0) + \chi - i\lambda} \right] \tag{E.3}
\]

with

\[
D(1, x) = x^2 \tilde{G}_{22} - 2(\tilde{V}_2 - \tilde{G}_{12})x - (\tilde{C} + 2\tilde{V}_1 - \tilde{G}_{11})
\]

\[
D(0, x) = x^2 \tilde{G}_{22} - 2\tilde{V}_2 x - \tilde{C}
\]

\[
D(x, 1) = x^2 \tilde{G}_{11} - 2(\tilde{V}_1 - \tilde{G}_{12})x - (\tilde{C} + 2\tilde{V}_2 - \tilde{G}_{22})
\]

\[
D(x, 0) = x^2 \tilde{G}_{11} - 2\tilde{V}_1 x - \tilde{C} \tag{E.4}
\]

At this stage, one can integrate over the variable \(\chi\) using appendix D of ref. [26]. Then introducing the following quantities to get a more compact formula

\[
\bar{b}_1 = \det(\tilde{G}) (1 - (\tilde{G}^{-1} \cdot \tilde{V}))_1 = \tilde{G}_{12} \tilde{V}_2 - \tilde{G}_{22} \tilde{V}_1 - \tilde{G}_{11} \tilde{G}_{22} - \tilde{G}_{12}^2
\]

\[
\bar{b}_2 = \det(\tilde{G}) (\tilde{G}^{-1} \cdot \tilde{V})_1 = \tilde{G}_{22} \tilde{V}_1 - \tilde{G}_{12} \tilde{V}_2
\]

\[
\bar{b}_3 = \det(\tilde{G}) (1 - (\tilde{G}^{-1} \cdot \tilde{V}))_2 = \tilde{G}_{12} \tilde{V}_1 - \tilde{G}_{11} \tilde{V}_2 + \tilde{G}_{11} \tilde{G}_{22} - \tilde{G}_{12}^2 \tag{E.5}
\]

\[
\bar{b}_4 = \det(\tilde{G}) (\tilde{G}^{-1} \cdot \tilde{V})_2 = \tilde{G}_{11} \tilde{V}_2 - \tilde{G}_{12} \tilde{V}_1
\]

\[\text{[1]}\text{We also drop the dependence on } \rho \text{ and } \xi \text{ which plays no role here.}\]
\[
\begin{align*}
D^{[1]}(x) &= D(1, x) & D^{[2]} &= D(0, x) \\
D^{[3]}(x) &= D(x, 1) & D^{[4]} &= D(x, 0)
\end{align*}
\]

Eq. (E.3) becomes
\[
\tilde{I}_3^{(0)}(K; G, V, C) \equiv \sum_{i=1}^{4} \frac{b_i}{\det(G)} \int_{0}^{1} \frac{dx}{D^{[i]}(x) + \Delta_2} \left[ \ln \left( \frac{D^{[i]}(x) - i \lambda}{-\Delta_2 - i \lambda} \right) - \ln \left( \frac{D^{[i]}(x) + i \lambda}{-\Delta_2 + i \lambda} \right) \right]
\]

with
\[
\Delta_2 \equiv \tilde{V}^{T} \cdot \tilde{G}^{-1} \cdot \tilde{V} - \tilde{C}
\]

Another way to evaluate eq. (E.3) is to apply once more the “Stokes-like” identity on the integration over \( x \). To do that, let us note that the four terms in the square brackets of this last equation have the form
\[
K = \int_{0}^{\infty} \frac{d\chi}{\chi - \Delta_2 - i \lambda} \int_{0}^{1} \frac{dx}{\chi + E(x) - i \lambda}
\]

where the polynomial \( E(x) \) has the following structure
\[
E(x) = x^2 \tilde{G} - 2 \tilde{V} x - \tilde{C}
\]

Then by changing the power of the denominator in eq. (E.8) and applying the identity [A.5] of ref. [26], we end with
\[
K = \left( 1 - \frac{\tilde{V}}{\tilde{G}} \right) L^4_3(\Delta_2, \Delta_1, E(1)) + \frac{\tilde{V}}{\tilde{G}} L^4_3(\Delta_2, \Delta_1, E(0))
\]

where the function \( L^4_3(\Delta_2, \Delta_1, D) \) is the same as the one which appears in the computation of the genuine one-loop three-point function (cf. eq. (2.35) of ref. [26]). Let us give it here for the sake of completeness
\[
L^4_3(\Delta_2, \Delta_1, D) = \int_{0}^{1} \frac{dz}{D + \Delta_1} \left( \frac{D + \Delta_1}{z^2 + \Delta_2 - \Delta_1} \right) \left[ \ln \left( \frac{(D + \Delta_1) z^2 - \Delta_1 - i \lambda}{-(D + \Delta_1) z^2 - \Delta_1 + i \lambda} \right) \right]
\]

and
\[
\Delta_1 = \frac{\tilde{V}^2 + \tilde{G} \tilde{C}}{\tilde{G}}
\]

The function \( \tilde{I}_3^{(0)}(K; G, V, C) \) can then be put under the following form, introducing an upper index \( [i] \) to label the sector
\[
\tilde{I}_3^{(0)}(K; G, V, C) = \sum_{i=1}^{4} \frac{b_i}{\det(G)} \sum_{j=1}^{2} \frac{\tilde{b}_j^{[i]}}{\det(\tilde{G}^{[j]})} L^4_3(\Delta_2, \Delta_1^{[i]}, \tilde{D}_j^{[i]})
\]
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The different quantities depending on the sector $i$ are given as a function of the elements of the matrix $\tilde{G}$, the elements of the vector $\tilde{V}$ and the scalar $\tilde{C}$.

**For sector 1**

\[
\begin{align*}
\det (\tilde{G}^{[1]}) &= \tilde{G}_{22} \\
\tilde{b}_{1}^{[1]} &= \tilde{G}_{22} - \tilde{V}_{2} + \tilde{G}_{12} \\
\tilde{b}_{2}^{[1]} &= \tilde{V}_{2} - \tilde{G}_{12} \\
\tilde{D}_{1}^{[1]} &= \tilde{G}_{22} + 2 \tilde{G}_{12} + \tilde{G}_{11} - 2 (\tilde{V}_{1} + \tilde{V}_{2}) - \tilde{C} \\
\tilde{D}_{2}^{[1]} &= \tilde{G}_{11} - 2 \tilde{V}_{1} - \tilde{C} \\
\Delta_{1}^{[1]} &= \frac{\tilde{V}_{2}^{2} - 2 \tilde{G}_{12} \tilde{V}_{2} + 2 \tilde{G}_{22} \tilde{V}_{1} + \tilde{C} \tilde{G}_{22} - \tilde{G}_{11} \tilde{G}_{22} + \tilde{G}_{12}^{2}}{\tilde{G}_{22}}
\end{align*}
\]

**For sector 2**

\[
\begin{align*}
\det (\tilde{G}^{[2]}) &= \tilde{G}_{22} \\
\tilde{b}_{1}^{[2]} &= \tilde{G}_{22} - \tilde{V}_{2} \\
\tilde{b}_{2}^{[2]} &= \tilde{V}_{2} \\
\tilde{D}_{1}^{[2]} &= \tilde{G}_{22} - 2 \tilde{V}_{2} - \tilde{C} \\
\tilde{D}_{2}^{[2]} &= -\tilde{C} \\
\Delta_{1}^{[2]} &= \frac{\tilde{V}_{2}^{2} + \tilde{C} \tilde{G}_{22}}{\tilde{G}_{22}}
\end{align*}
\]

**For sector 3**

\[
\begin{align*}
\det (\tilde{G}^{[3]}) &= \tilde{G}_{11} \\
\tilde{b}_{1}^{[3]} &= \tilde{G}_{11} - \tilde{V}_{1} + \tilde{G}_{12} \\
\tilde{b}_{2}^{[3]} &= \tilde{V}_{1} - \tilde{G}_{12} \\
\tilde{D}_{1}^{[3]} &= \tilde{G}_{11} + 2 \tilde{G}_{12} + \tilde{G}_{22} - 2 (\tilde{V}_{1} + \tilde{V}_{2}) - \tilde{C} \\
\tilde{D}_{2}^{[3]} &= \tilde{G}_{22} - 2 \tilde{V}_{2} - \tilde{C} \\
\Delta_{1}^{[3]} &= \frac{\tilde{V}_{1}^{2} - 2 \tilde{G}_{12} \tilde{V}_{1} + 2 \tilde{G}_{11} \tilde{V}_{2} + \tilde{C} \tilde{G}_{11} - \tilde{G}_{11} \tilde{G}_{22} + \tilde{G}_{12}^{2}}{\tilde{G}_{11}}
\end{align*}
\]

**For sector 4**

\[
\begin{align*}
\det (\tilde{G}^{[4]}) &= \tilde{G}_{11} \\
\tilde{b}_{1}^{[4]} &= \tilde{G}_{11} - \tilde{V}_{1} \\
\tilde{b}_{2}^{[4]} &= \tilde{V}_{1} \\
\tilde{D}_{1}^{[4]} &= \tilde{G}_{11} - 2 \tilde{V}_{1} - \tilde{C} \\
\tilde{D}_{2}^{[4]} &= -\tilde{C} \\
\Delta_{1}^{[4]} &= \frac{\tilde{V}_{1}^{2} + \tilde{C} \tilde{G}_{11}}{\tilde{G}_{11}}
\end{align*}
\]

Note that despite the fact that it is difficult to express the coefficients $\tilde{b}_{i}$ in terms of elements of the inverse of the kinematical matrix $\mathcal{S}$ as in the genuine one-loop case, the magic identities given in [26] (cf. eqs. (2.36), (2.37)) related to the property of determinants still holds, namely

\[
\begin{align*}
\Delta_{2} - \Delta_{1}^{[i]} &= \frac{\tilde{b}_{i}^{2}}{\det(\tilde{G}) \det (\tilde{G}^{[i]})} \\
\tilde{D}_{j}^{[i]} + \Delta_{1}^{[i]} &= \frac{\tilde{b}_{j}^{[i]2}}{\det (\tilde{G}^{[i]})}
\end{align*}
\]  
(E.14)
Thus the different roots are given again by

\[ u_0^{[ij]} = -\frac{\Delta_2 - \Delta_1^{[i]}}{\bar{D}_i^{[j]} + \bar{\Delta}_1^{[j]}} = -\frac{\bar{r}_i^{[j]} 2}{\bar{b}_j^{[j]} 2 \det (G)} \]  

(E.15)

\[ \bar{u}^{[ij]} = \frac{(\Delta_1^{[i]} + i \lambda) \det (G^{[i]})}{\bar{b}_j^{[j]} 2} \]  

(E.16)

Note that the results presented in this appendix are valid in the real mass case. In the case with complex masses, similar formulae can be derived along the same lines but using results of ref. [27] instead of ref. [26].

F One-loop three-point function at \( O(\varepsilon) \)

This appendix is dedicated to the computation of the one-loop three-point function at \( O(\varepsilon) \) which appears for the topologies \( T_{23,3,1,1} \) and \( T_{24,2,2,1} \)

\[ \bar{I}_3^{(1)} (\Sigma (2), G, V, C) = \int_{\Sigma (2)} du_1 du_2 \ln (D(u_1, u_2) - i \lambda) \]  

(F.1)

where

\[ D(u_1, u_2) = U^T \cdot G \cdot U - 2 V^T \cdot U - C \]  

(F.2)

with

\[ U = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} \]

To compute \( \bar{I}_3^{(1)} \), a new integral, related to the former and on which it will be more handy to apply the method developed in ref. [26], is defined

\[ J_\beta = \int_{\Sigma (2)} du_1 du_2 (D(u_1, u_2) - i \lambda)^{-1+\beta} \]  

(F.3)

The quantity \( J_\beta \) is linked to \( \bar{I}_3^{(1)} \) by the relation

\[ \bar{I}_3^{(1)} (\Sigma (2), G, V, C) = \frac{\partial}{\partial \beta} J_\beta \bigg|_{\beta=0} \]  

(F.4)

The computation of \( J_\beta \) is similar to the infrared case treated in ref. [28]. Using eq. (2.45) of this reference, multiplying by \(-2^{-1-\varepsilon}/\Gamma(1+\varepsilon)\) to take into account the different normalisation and setting \( \varepsilon = -\beta \), we get

\[ J_\beta = -\frac{1}{2} \frac{1}{1+\beta} \frac{1}{B(1-\beta,1+\beta)} \sum_{i \in S_3} \bar{b}_i \sum_{j \in S_3 \setminus \{i\}} \frac{\bar{b}_j^{[j]} \det (G) L_\beta^{[j]} (\Delta_2, \Delta_1^{[i]}, \bar{D}_{ij})}{\det (G^{[i]})} \]  

(F.5)
where
\[ L_3^\beta(\Delta_2, \Delta_1^{(i)}, \tilde{D}_{ij}) = \int_0^\infty \frac{d\chi}{\chi^\nu - \Delta_2 - i \lambda} \int_0^\infty \frac{d\rho}{(\chi^\nu + \rho^2 - \Delta_1^{(i)} - i \lambda)(\tilde{D}_{ij} + \chi^\nu + \rho^2 - i \lambda)^\frac{1}{2}} \quad (F.6) \]

and \( \nu = 1/(1 + \beta) \).

Using appendix D of ref. [26] to trade the \( \rho \) integration for an integration between 0 and 1 and appendix A of ref. [28] to integrate over \( \chi \), we get
\[
J_\beta = \frac{1}{2} \frac{1}{\beta} \sum_{i \in S_3} \frac{\tilde{b}_i}{\text{det}(G)} \sum_{j \in S_3 \setminus \{i\}} \frac{\tilde{b}_{ij}^{[i]}}{\text{det}(G^{(i)})} \int_0^1 \frac{dz}{z^2 (\tilde{D}_{ij} + \Delta_1^{(i)}) + \Delta_2 - \Delta_1^{(i)}}
\times \left[ (\Delta_2 - i \lambda)^\beta - \left( z^2 (\tilde{D}_{ij} + \Delta_1^{(i)}) - \Delta_2^{(i)} - i \lambda \right)^\beta \right] \quad (F.7)
\]

But what is needed is the derivative of \( J_\beta \) with respect to \( \beta \) taken at \( \beta = 0 \) which leads to
\[
\tilde{I}_3^{(1)}(\Sigma(2), G, V, C) = \frac{1}{4} \sum_{i \in S_3} \frac{\tilde{b}_i}{\text{det}(G)} \sum_{j \in S_3 \setminus \{i\}} \frac{\tilde{b}_{ij}^{[i]}}{\text{det}(G^{(i)})} \int_0^1 \frac{dz}{z^2 (\tilde{D}_{ij} + \Delta_1^{(i)}) + \Delta_2 - \Delta_1^{(i)}}
\times \left[ \ln^2 (\Delta_2 - i \lambda) - \ln^2 \left( z^2 (\tilde{D}_{ij} + \Delta_1^{(i)}) - \Delta_2^{(i)} - i \lambda \right) \right] \quad (F.8)
\]

Thus we have to compute the integral between 0 and 1 of the ratio of the logarithm squared of a second order polynomial in the integration variable over another second order polynomial in the same variable.

Let us describe the method used to compute analytically the kind of integrals appearing in eq. (F.8) in terms of Nielsen polylogarithms. For that, let us study the following integral along the same line as the quantity \( K_{0,1}^R(A, B, u_0^2) \) appearing in the appendix E of ref. [26]
\[
(2) K_{0,1}^R(A, B, u_0^2) = \int_0^1 du \frac{\ln^2 (A u^2 + B) - \ln^2 (A u_0^2 R + B)}{u^2 - u_0^2} \quad (F.9)
\]

where \( A \) is real, \( B \) and \( u_0^2 \) are complex with a vanishing imaginary part. \( u_0^2 R \) denotes the real part of \( u_0^2 \). Let us name \( \tilde{u} \) a root of the polynomial \( A u^2 + B \), \( \tilde{u} = \sqrt{-B/A} \), eq. (F.9) can be re-written as
\[
(2) K_{0,1}^R(A, B, u_0^2)
= \frac{1}{2 u_0} \int_0^1 du \left\{ \frac{1}{u - u_0} \left[ (\ln(A - i \lambda S_A) + \ln(u - \tilde{u}) + \ln(u + \tilde{u}))^2
- (\ln(A - i \lambda S_A) + \ln(\tilde{u}_0 - \tilde{u}) + \ln(\tilde{u}_0 + \tilde{u}) + \eta(\tilde{u}_0 - \tilde{u}, \tilde{u}_0 + \tilde{u}))^2 \right]
- \frac{1}{u + u_0} \left[ (\ln(A - i \lambda S_A) + \ln(u - \tilde{u}) + \ln(u + \tilde{u}))^2
- (\ln(A - i \lambda S_A) + \ln(-\tilde{u}_0 - \tilde{u}) + \ln(-\tilde{u}_0 + \tilde{u}) + \eta(-\tilde{u}_0 - \tilde{u}, -\tilde{u}_0 + \tilde{u}))^2 \right]\right\} \quad (F.10)
\]
where
\[ S_u = \text{sign}(\text{Im}(-u^2)) \]
and \( \bar{u}_0 \) is defined by
\[
\bar{u}_0 \equiv \left\{ \begin{array}{ll}
 i s \sqrt{-u_0^2 R} & \text{if } u_0^2 R < 0 \\
 \sqrt{u_0^2 R} & \text{if } u_0^2 R > 0
\end{array} \right.
\]
with \( s = \pm 1 \) is the sign of imaginary part of \( u_0^2 \), namely \( \text{Im}(u_0^2) = i s \lambda \). Expanding the terms into the curly brackets of eq. (F.10) leads to
\[
(2) K_{0,1}^R(A, B, u_0^2) = \frac{1}{2 u_0} \left\{ \bar{R}^{(2)}(u_0, \bar{u}, \bar{u}_0) + \bar{R}^{(2)}(u_0, -\bar{u}, \bar{u}_0) - \bar{R}^{(2)}(-u_0, \bar{u}, -\bar{u}_0) - \bar{R}^{(2)}(-u_0, -\bar{u}, -\bar{u}_0) \\
+ 2 \ln(A - i \lambda S_u) \left[ \bar{R}(u_0, \bar{u}, \bar{u}_0) + \bar{R}(u_0, -\bar{u}, \bar{u}_0) - \bar{R}(-u_0, \bar{u}, -\bar{u}_0) - \bar{R}(-u_0, -\bar{u}, -\bar{u}_0) \right] \\
+ 2 \left( Q(u_0, \bar{u}, \bar{u}_0) - Q(-u_0, \bar{u}, -\bar{u}_0) \right) \\
- \ln \left( \frac{u_0 - \bar{u}_0}{u_0} \right) [2 \eta(\bar{u}_0 - \bar{u}, \bar{u}_0 + \bar{u}) (\ln(A - i \lambda S_u) + \ln(\bar{u}_0 - \bar{u}) + \ln(\bar{u}_0 + \bar{u})) \\
+ \eta^2(\bar{u}_0 - \bar{u}, \bar{u}_0 + \bar{u})] \\
+ \ln \left( \frac{u_0 + \bar{u}_0}{u_0} \right) [2 \eta(-\bar{u}_0 - \bar{u}, -\bar{u}_0 + \bar{u}) (\ln(A - i \lambda S_u) + \ln(-\bar{u}_0 - \bar{u}) + \ln(-\bar{u}_0 + \bar{u})) \\
+ \eta^2(-\bar{u}_0 - \bar{u}, -\bar{u}_0 + \bar{u})] \right\} \tag{F.11}
\]
where two new integrals have been defined
\[
\bar{R}^{(2)}(u_0, \bar{u}, \bar{u}_0) = \int_0^1 du \frac{\ln^2(u - \bar{u}) - \ln^2(\bar{u}_0 - \bar{u})}{u - u_0} \tag{F.12}
\]
\[
\bar{Q}(u_0, \bar{u}, \bar{u}_0) = \int_0^1 du \frac{\ln(u - \bar{u}) \ln(u + \bar{u}) - \ln(\bar{u}_0 - \bar{u}) \ln(\bar{u}_0 + \bar{u})}{u - u_0} \tag{F.13}
\]
Using parity arguments, cf. appendix E of ref. [26], some integrals, for example \( \bar{R}^{(2)}(u_0, \bar{u}, \bar{u}_0) \) and \( -\bar{R}^{(2)}(-u_0, -\bar{u}, -\bar{u}_0) \) can be glued together to give an integral between \(-1\) and \(1\). In addition, the \( u_0 \) appearing at the denominator can be traded safely for \( \bar{u}_0 \) (cf. appendix E of [26]). Let us introduce new notations, namely
\[
\bar{R}'^{(2)}(\bar{u}, \bar{u}_0) = \int_{-1}^1 du \frac{\ln^2(u - \bar{u}) - \ln^2(\bar{u}_0 - \bar{u})}{u - \bar{u}_0} \tag{F.14}
\]
\[
\bar{Q}'(\bar{u}, \bar{u}_0) = \int_{-1}^1 du \frac{\ln(u - \bar{u}) \ln(u + \bar{u}) - \ln(\bar{u}_0 - \bar{u}) \ln(\bar{u}_0 + \bar{u})}{u - \bar{u}_0} \tag{F.15}
\]
where the path of integration for the two integrals is along the real axis. After some algebra,
eq. (F.11) becomes

\[
\begin{align*}
\nonumber (2)K_{0,1}^{R}(A, B, \overline{u_0}^2) &= \frac{1}{2\overline{u_0}} \left\{ \tilde{R}'(2)(\overline{u}, \overline{u_0}) + \tilde{R}'(2)(-\overline{u}, \overline{u_0}) + 2 \ln(A - i \lambda S_u) F(\overline{u_0}, \overline{u}) + 2 \tilde{Q}'(\overline{u}, \overline{u_0}) \\
&+ \ln \left( \frac{u_0 + 1}{u_0 - 1} \right) \eta(\overline{u_0} - \overline{u}, \overline{u_0} + \overline{u}) \right\} \\
&+ \eta(\overline{u_0} - \overline{u}, \overline{u_0} + \overline{u}) \right\} \\
&+ \ln \left( \frac{u_0 + 1}{u_0 - 1} \right) \eta(\overline{u_0} - \overline{u}, \overline{u_0} + \overline{u}) \right]\right) + \eta(\overline{u_0} - \overline{u}, \overline{u_0} + \overline{u}) \right) \right) \right)
\end{align*}
\]

where the function $F(\overline{u_0}, \overline{u})$ is given by eq. (E.17) of ref. [26]. At this point, it remains to compute $\tilde{R}'(2)(\overline{u}, \overline{u_0})$ and $\tilde{Q}'(\overline{u}, \overline{u_0})$.

### F.1 Computation of $\tilde{Q}'(\overline{u}, \overline{u_0})$

For this calculation, $\overline{u}$ and $\overline{u_0}$ are complex numbers, the imaginary part of $\overline{u}$ never vanishes while the one of $\overline{u_0}$ may be zero. The product $\ln(u - \overline{u}) \ln(u + \overline{u})$ can be written in the following way

\[
\ln(u - \overline{u}) \ln(u + \overline{u}) = \ln(-\overline{u}) \ln(\overline{u}) + \ln(\overline{u}) \ln \left( 1 - \frac{u}{\overline{u}} \right) + \ln(-\overline{u}) \ln \left( 1 + \frac{u}{\overline{u}} \right)
\]

Furthermore, the last term of eq. (F.17) can be rewritten as

\[
\ln \left( 1 - \frac{u}{\overline{u}} \right) \ln \left( 1 + \frac{u}{\overline{u}} \right) = \frac{1}{2} \left[ \ln^2 \left( 1 - \frac{u}{\overline{u}} \right) + \ln^2 \left( 1 + \frac{u}{\overline{u}} \right) - \left( \ln \left( \frac{\overline{u} - u}{\overline{u} + u} \right) - \eta \left( 1 - \frac{u}{\overline{u}}, \frac{1}{1 + \frac{u}{\overline{u}}} \right) \right)^2 \right]
\]

It is easy to show that the $\eta(1 - u/\overline{u}, 1/(1 + u/\overline{u})) = 0$ because $u$ is real, thus the function $\tilde{Q}'(\overline{u}, \overline{u_0})$ can be expressed in the following way

\[
\begin{align*}
\tilde{Q}'(\overline{u}, \overline{u_0}) &= \int_{-1}^{1} \frac{du}{u - \overline{u_0}} \left\{ \frac{1}{2} \left( \ln^2 \left( 1 - \frac{u}{\overline{u}} \right) + \ln^2 \left( 1 + \frac{u}{\overline{u}} \right) - \ln \left( \frac{\overline{u} - u}{\overline{u} + u} \right) \right) + \eta(\overline{u}) \ln(\overline{u}) \right\} \\
&+ \ln(\overline{u}) \ln \left( 1 - \frac{u}{\overline{u}} \right) + \ln(-\overline{u}) \ln \left( 1 + \frac{u}{\overline{u}} \right) - \ln(\overline{u_0} - \overline{u}) \ln(\overline{u_0} + \overline{u})
\end{align*}
\]

Let us define and compute the following integral

\[
\mathcal{L}_2(\overline{u}, \overline{u_0}) = \int_{-1}^{1} \frac{du}{u - \overline{u_0}} \left\{ \ln^2 \left( \frac{\overline{u} - u}{\overline{u} + u} \right) - \ln^2 \left( \frac{\overline{u} - \overline{u_0}}{\overline{u} + \overline{u_0}} \right) \right\}
\]

where the integration variable $u$ runs along the real axis. Setting $z = u - \overline{u_0}$, the integral $\mathcal{L}_2(\overline{u}, \overline{u_0})$ becomes

\[
\mathcal{L}_2(\overline{u}, \overline{u_0}) = \int_{-1}^{1-\overline{u_0}} \frac{dz}{z} \left[ \ln^2 \left( \frac{\overline{u} - z - \overline{u_0}}{\overline{u} + z + \overline{u_0}} \right) - \ln^2 \left( \frac{\overline{u} - \overline{u_0}}{\overline{u} + \overline{u_0}} \right) \right]
\]
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Then, the idea is to split the integral from $-1 - \tilde{u}_0$ to $1 - \tilde{u}_0$ in two parts

$$\int_{-1 - \tilde{u}_0}^{1 - \tilde{u}_0} \, dz = \int_0^{1 - \tilde{u}_0} \, dz - \int_0^{-1 - \tilde{u}_0} \, dz \quad \text{(F.22)}$$

But because of the structure of the argument of the logarithm squared in eq. (F.21), the $z$ variable cannot run along the straight line $[0, 1 - \tilde{u}_0]$ (resp. $[0, -1 - \tilde{u}_0]$) for the first (resp. the second) integral of the right member of eq. (F.22). Indeed, one of the cuts of the logarithm may cross these segments as shown in appendix G and thus the contour must be deformed. In order to avoid this crossing, the strategy to deform the contour is to go through one of the branch points. Instead of integrating on a segment between 0 and $1 - \tilde{u}_0$ (resp. $-1 - \tilde{u}_0$), the integration contour is chosen to be a segment between 0 and one of the branch points, then a segment from this branch point and $1 - \tilde{u}_0$ (resp. $-1 - \tilde{u}_0$), cf. fig. 19.

![Figure 19: Example of a contour deformation running through the branch point $z_B$. The blue (resp. red) segments are the contour deformation for the integration between 0 and $1 - \tilde{u}_0$ (resp. $-1 - \tilde{u}_0$)](image)

In this way, the integration contour never crosses the branch cuts of the logarithm. Of course, any of the two branch points can be chosen equivalently and even the branch point used for the contour deformation needs not to be the same for the two paths $0, 1 - \tilde{u}_0$ and $0, -1 - \tilde{u}_0$.

To fix the idea, we will choose for the two contour deformations the branch point $z_B = \bar{u} - \tilde{u}_0$ (cf. appendix G). Let us introduce the integral $J_1$ given by

$$J_1 = \int_0^{\beta - \tilde{u}_0} \frac{dz}{z} \left[ \ln^2 \left( \frac{\bar{u} - z - \tilde{u}_0}{\bar{u} + z + \tilde{u}_0} \right) - \ln^2 \left( \frac{\bar{u} - \tilde{u}_0}{\bar{u} + \tilde{u}_0} \right) \right] \quad \text{(F.23)}$$

which depends on a real parameter $\beta$. As discussed previously, the integration path is chosen to
avoid any crossing with the branch cuts of the logarithm, namely
\[
\mathcal{J}_1 = \int_0^{z_B} \frac{dz}{z} \left[ \ln^2 \left( \frac{\bar{u} - z - \bar{u}_0}{\bar{u} + z + \bar{u}_0} \right) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0} \right) \right] \\
+ \int_{z_B}^{\beta - \bar{u}_0} \frac{dz}{z} \left[ \ln^2 \left( \frac{\bar{u} - z - \bar{u}_0}{\bar{u} + z + \bar{u}_0} \right) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0} \right) \right] 
\] (F.24)
the integration paths for the two integrals are the segments \([0, z_B]\) and \([z_B, \beta - \bar{u}_0]\). The following change of variable
\[
v = \frac{\bar{u} - z - \bar{u}_0}{\bar{u} + z + \bar{u}_0} \tag{F.25}
\]
leading to
\[
\frac{dz}{z} = - \left[ \frac{1}{v + 1} - \frac{1}{v - \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0}} \right] dv 
\]
is performed in both integrals of eq. (F.24). Thus this equation becomes
\[
\mathcal{J}_1 = \int_0^{\bar{u} + \bar{u}_0} dv \left[ \frac{1}{v + 1} - \frac{1}{v - \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0}} \right] \left( \ln^2(v) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0} \right) \right) \\
- \int_0^{\bar{u} + \bar{u}_0} dv \left[ \frac{1}{v + 1} - \frac{1}{v - \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0}} \right] \left( \ln^2(v) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0} \right) \right) 
\] (F.26)
If the other branch point \(z_B' = -\bar{u} - \bar{u}_0\) (cf. appendix G) has been chosen instead of \(z_B\) for the contour deformation, the correct change of variable would have been
\[
v = \frac{\bar{u} + z + \bar{u}_0}{\bar{u} - z - \bar{u}_0} \tag{F.27}
\]
yielding
\[
\mathcal{J}_1 = \int_0^{\bar{u} + \bar{u}_0} dv \left[ \frac{1}{v + 1} - \frac{1}{v - \frac{\bar{u} + \bar{u}_0}{\bar{u} - \bar{u}_0}} \right] \left( \ln^2(v) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0} \right) \right) \\
- \int_0^{\bar{u} + \bar{u}_0} dv \left[ \frac{1}{v + 1} - \frac{1}{v - \frac{\bar{u} + \bar{u}_0}{\bar{u} - \bar{u}_0}} \right] \left( \ln^2(v) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0} \right) \right) 
\] (F.28)
Changing \(v = (\bar{u} - \bar{u}_0)/(\bar{u} + \bar{u}_0)\) \(t\) in the first integral of eq. (F.26) and \(v = (\bar{u} - \beta)/(\bar{u} + \beta)\) \(t\) in the second one leads to the following result
\[
\mathcal{J}_1 = \int_0^1 dt \left[ \frac{1}{t + \frac{\bar{u} + \bar{u}_0}{\bar{u} - \bar{u}_0}} - \frac{1}{t - 1} \right] \left( \ln^2(t) + 2 \ln \left( \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0} \right) \ln(t) \right) \\
- \int_0^1 dt \left[ \frac{1}{t + \frac{\bar{u} + \beta}{\bar{u} - \beta}} - \frac{1}{t - \frac{\bar{u} + \beta}{\bar{u} - \beta}} \right] \left( \ln^2(t) + 2 \ln \left( \frac{\bar{u} - \beta}{\bar{u} + \beta} \right) \ln(t) \right) \\
+ \ln^2 \left( \frac{\bar{u} - \beta}{\bar{u} + \beta} \right) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0} \right) 
\] (F.29)
The logarithms having $t$ in their argument have been split because $t$ runs on the segment $[0, 1]$.

Coming back to function $L_2(\bar{u}, \bar{u}_0)$ and using eq. (F.29), we get

$$L_2(\bar{u}, \bar{u}_0) = J_{1|\beta=1} - J_{1|\beta=-1}$$

$$= \int_0^1 dt \left[ \frac{1}{t + \frac{\bar{u}^{-1}}{\bar{u}+1}} - \frac{1}{t - \frac{\bar{u}^{-1}}{\bar{u}+1} \frac{\bar{u}-\bar{u}_0}{\bar{u}+\bar{u}_0}} \right] \left( \ln^2(t) + 2 \ln \left( \frac{\bar{u} + 1}{\bar{u} - 1} \right) \ln(t) \right.$$  

$$+ \ln^2 \left( \frac{\bar{u} + 1}{\bar{u} - 1} \right) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0} \right) \right)$$

$$- \int_0^1 dt \left[ \frac{1}{t + \frac{u}{u+1}} - \frac{1}{t - \frac{u}{u+1} \frac{u-0}{u+0}} \right] \left( \ln^2(t) + 2 \ln \left( \frac{u - 1}{u + 1} \right) \ln(t) \right.$$  

$$+ \ln^2 \left( \frac{u - 1}{u + 1} \right) - \ln^2 \left( \frac{u - 0}{u + 0} \right) \right) \quad (F.30)$$

Using the fact that, for a complex number $z \in \mathbb{C} \setminus [1, \infty]$, we have the following results\(^{12}\)

$$\int_0^1 dt \frac{\ln^2(t)}{t - \frac{1}{z}} = -2 S_{2,1}(z) \quad (F.31)$$

$$\int_0^1 dt \frac{\ln(t)}{t - \frac{1}{z}} = \text{Li}_2(z) \quad (F.32)$$

where the $S_{n,p}(z)$ are the Nielsen polylogarithms, cf. \[^{33}\], defined as

$$S_{n,p}(z) = \frac{(-1)^{n+p-1}}{(n-1)!p!} \int_0^1 dt \frac{\ln^{n-1}(t) \ln^p(1 - z t)}{t} \quad (F.33)$$

Thus, the $t$ integration can be easily performed, yielding

$$L_2(\bar{u}, \bar{u}_0) = 2 \left[ S_{2,1} \left( \frac{1 - \bar{u}}{1 + \bar{u}} \right) - S_{2,1} \left( \frac{1 + \bar{u}}{1 - \bar{u}} \right) - S_{2,1} \left( \frac{\bar{u}_0 + \bar{u} + 1 - \bar{u}}{\bar{u}_0 - \bar{u} + 1 + \bar{u}} \right) + S_{2,1} \left( \frac{\bar{u}_0 + \bar{u} + 1 - \bar{u}}{\bar{u}_0 - \bar{u} + 1 - \bar{u}} \right) \right]$$

$$+ 2 \ln \left( \frac{\bar{u} + 1}{\bar{u} - 1} \right) \left[ \text{Li}_2 \left( \frac{1 + \bar{u}}{1 - \bar{u}} \right) - \text{Li}_2 \left( \frac{\bar{u}_0 + \bar{u} + 1 - \bar{u}}{\bar{u}_0 - \bar{u} + 1 + \bar{u}} \right) \right.$$

$$\left. + \text{Li}_2 \left( \frac{1 - \bar{u}}{1 + \bar{u}} \right) - \text{Li}_2 \left( \frac{\bar{u}_0 + \bar{u} + 1 - \bar{u}}{\bar{u}_0 - \bar{u} + 1 - \bar{u}} \right) \right]$$

$$+ \left[ \ln^2 \left( \frac{\bar{u} - 1}{\bar{u} + 1} \right) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0} \right) \right] \left\{ \ln \left( \frac{2 \bar{u}}{\bar{u} - 1} \right) - \ln \left( \frac{2 \bar{u}}{\bar{u} - 1} \frac{\bar{u}_0 + 1}{\bar{u}_0 - \bar{u}} \right) \right.$$  

$$\left. - \ln \left( \frac{2 \bar{u}}{\bar{u} + 1} \right) + \ln \left( \frac{2 \bar{u}}{\bar{u} + 1} \frac{\bar{u}_0 - 1}{\bar{u}_0 - \bar{u}} \right) \right\} \quad (F.34)$$

In addition, from ref. \[^{33}\], we get that $S_{2,1}(z) \equiv \text{Li}_3(z)$ and that

$$\text{Li}_3(z) = \text{Li}_3 \left( \frac{1}{z} \right) - \frac{\pi^2}{6} \ln(-z) - \frac{1}{6} \ln^3(-z) \quad (F.35)$$

\(^{12}\)These results can be shown easily by an integration by part from the integral representations of the functions $\text{Li}_2(z)$ and $S_{2,1}(z)$.  
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therefore eq. (F.34) becomes

\[ L_2(\bar{u}, \bar{u}_0) = 2 \left[ \text{Li}_3 \left( \frac{\bar{u} + 1}{\bar{u} - \bar{u}_0} \right) - \text{Li}_3 \left( \frac{\bar{u} - 1}{\bar{u} + \bar{u}_0} \right) \right] + 2 \ln \left( \frac{\bar{u} - 1}{\bar{u} + 1} \right) \left[ \text{Li}_2 \left( \frac{\bar{u} + 1}{\bar{u} - \bar{u}_0} \right) + \text{Li}_2 \left( \frac{\bar{u} - 1}{\bar{u} + \bar{u}_0} \right) \right] + \frac{2}{3} \ln^3 \left( \frac{\bar{u} - 1}{\bar{u} + 1} \right) + \left[ \ln^2 \left( \frac{\bar{u} - 1}{\bar{u} + 1} \right) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u} + \bar{u}_0} \right) \right] \times \left\{ \ln \left( \frac{\bar{u}_0 - 1}{\bar{u}_0 - \bar{u}} \right) - \ln \left( \frac{\bar{u}_0 + 1}{\bar{u}_0 - \bar{u}} \right) + \eta \left( \frac{2 \bar{u}}{\bar{u} + 1}, \frac{\bar{u}_0 - 1}{\bar{u}_0 - \bar{u}} \right) - \eta \left( \frac{2 \bar{u}}{\bar{u} + 1}, \frac{\bar{u}_0 + 1}{\bar{u}_0 - \bar{u}} \right) \right\} \right] \] 

(F.36)

If the branch point \( z_B' \) had been chosen instead of \( z_B \) for the two contour deformations, we would have got the right-hand side of eq. (F.36) with \( \bar{u} \) changed in \( -\bar{u} \), but since \( L_2(\bar{u}, \bar{u}_0) = L_2(-\bar{u}, \bar{u}_0) \) as it is obvious from its definition, cf. eq. (F.15), the results are the same as it should be.

To finish the computation of \( \bar{Q}'(\bar{u}, \bar{u}_0) \), let us introduce the quantity

\[ L_1^{(n)}(\bar{u}, \bar{u}_0) = \int_{-1}^{1} \frac{du}{u - \bar{u}_0} \left[ \ln^n \left( 1 - \frac{u}{\bar{u}} \right) - \ln^n \left( 1 - \frac{\bar{u}_0}{\bar{u}} \right) \right] \] 

(F.37)

Setting \( z = u - \bar{u}_0 \) and taking \( n = 2 \) leads to

\[ L_1^{(2)}(\bar{u}, \bar{u}_0) = \int_{-1 - \bar{u}_0}^{1 - \bar{u}_0} \frac{dz}{z} \left[ \ln^2 \left( 1 - \frac{z + \bar{u}_0}{\bar{u}} \right) - \ln^2 \left( 1 - \frac{\bar{u}_0}{\bar{u}} \right) \right] \] 

(F.38)

As for the computation of the integral \( L_2(\bar{u}, \bar{u}_0) \), the idea will be to split the integral on the left-hand side of eq. (F.38) as follows

\[ \int_{-1 - \bar{u}_0}^{1 - \bar{u}_0} \frac{dz}{z} F'(z) = \int_{0}^{1 - \bar{u}_0} \frac{dz}{z} F'(z) - \int_{0}^{1 - \bar{u}_0} \frac{dz}{z} F'(z) \] 

(F.39)

with \( F'(z) = \ln^2(1 - (z + \bar{u}_0)/\bar{u}) - \ln^2(1 - \bar{u}_0/\bar{u}) \). But the integration path for the two integrals on the left-hand side of eq. (F.39) cannot be a straight line between the end points of the integral because, in some kinematical configurations, there could be a crossing between the cut of the function \( F'(z) \) and the segments \([0, 1 - \bar{u}_0]\) or \([0, -1 - \bar{u}_0]\). The choice for the contour deformation will be the same as for the computation of \( L_2 \), namely a segment from the lower end point to the branch point and another segment from the branch point to the higher end point of the integral.

Let us consider now the integral \( J_2 \) such that

\[ J_2 = \int_{0}^{\beta - \bar{u}_0} \frac{dz}{z} \left[ \ln^2 \left( 1 - \frac{z + \bar{u}_0}{\bar{u}} \right) - \ln^2 \left( 1 - \frac{\bar{u}_0}{\bar{u}} \right) \right] \] 

(F.40)

with \( \beta = \pm 1 \). The change of variable \( v = 1 - (z + \bar{u}_0)/\bar{u} \) is performed which leads to

\[ J_2 = \int_{0}^{\bar{u} - \bar{u}_0} \frac{dv}{v - \bar{u}_0} \left[ \ln^2(v) - \ln^2 \left( \frac{\bar{u}_0}{\bar{u}} \right) \right] - \int_{0}^{\bar{u} - \bar{u}_0} \frac{dv}{v - \bar{u}_0} \left[ \ln^2(v) - \ln^2 \left( \frac{\bar{u}}{\bar{u}_0} \right) \right] \] 

(F.41)
Setting \( v = (\bar{u} - \beta)/\bar{t} \) in the first integral and \( v = (\bar{u} - \bar{u}_0)/\bar{t} \) in the second one to make the new integration variable running on the segment \([0, 1]\) leads to

\[
\mathcal{J}_2 = \int_0^1 \frac{dt}{t - \frac{\bar{u} - \bar{u}_0}{\bar{u} - \beta}} \left[ \ln^2(t) + 2 \ln(t) \ln \left( \frac{\bar{u} - \beta}{\bar{u}} \right) + \ln^2 \left( \frac{\bar{u} - \beta}{\bar{u}} \right) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u}} \right) \right]
- \int_0^1 \frac{dt}{t - 1} \left[ \ln^2(t) + 2 \ln(t) \ln \left( \frac{\bar{u} - \bar{u}_0}{\bar{u}} \right) \right]
\]

Thus, the integral \( \mathcal{L}_1^{(2)}(\bar{u}, \bar{u}_0) \) becomes

\[
\mathcal{L}_1^{(2)}(\bar{u}, \bar{u}_0) = \mathcal{J}_2|_{\beta=1} - \mathcal{J}_2|_{\beta=-1}
= 2 \left[ \text{Li}_3 \left( \frac{\bar{u} + 1}{\bar{u} - \bar{u}_0} \right) - \text{Li}_3 \left( \frac{\bar{u} - 1}{\bar{u} - \bar{u}_0} \right) \right]
+ 2 \left[ \ln \left( \frac{\bar{u} - 1}{\bar{u}} \right) \text{Li}_2 \left( \frac{\bar{u} - 1}{\bar{u} - \bar{u}_0} \right) - \ln \left( \frac{\bar{u} + 1}{\bar{u}} \right) \text{Li}_2 \left( \frac{\bar{u} + 1}{\bar{u} - \bar{u}_0} \right) \right]
+ \left[ \ln^2 \left( \frac{\bar{u} - 1}{\bar{u}} \right) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u}} \right) \right] \ln \left( \frac{\bar{u}_0 - 1}{\bar{u}_0 - \bar{u}} \right)
- \left[ \ln^2 \left( \frac{\bar{u} + 1}{\bar{u}} \right) - \ln^2 \left( \frac{\bar{u} - \bar{u}_0}{\bar{u}} \right) \right] \ln \left( \frac{\bar{u}_0 + 1}{\bar{u}_0 - \bar{u}} \right)
\]

On the same lines, the quantity \( \mathcal{L}_1^{(1)}(\bar{u}, \bar{u}_0) \) can be readily computed and the result is

\[
\mathcal{L}_1^{(1)} = \text{Li}_2 \left( \frac{\bar{u}_0 + 1}{\bar{u}_0 - \bar{u}} \right) - \text{Li}_2 \left( \frac{\bar{u}_0 - 1}{\bar{u}_0 - \bar{u}} \right) + \ln \left( \frac{\bar{u}_0 + 1}{\bar{u}_0 - \bar{u}} \right) \left[ \eta \left( \frac{1}{1 - \bar{u}}, \frac{1}{\bar{u}_0 - \bar{u}} \right) - \eta \left( \frac{1}{\bar{u}_0 - \bar{u}} \right) \right]
- \ln \left( \frac{\bar{u}_0 - 1}{\bar{u}_0 - \bar{u}} \right) \left[ \eta \left( \frac{1}{1 - \bar{u}}, \frac{1}{\bar{u}_0 - \bar{u}} \right) - \eta \left( \frac{1}{\bar{u}_0 - \bar{u}} \right) \right]
\]

All the ingredients for the computation of the function \( Q'(\bar{u}, \bar{u}_0) \) are gathered and the final result is given by

\[
Q'(\bar{u}, \bar{u}_0) = \frac{1}{2} \left[ \mathcal{L}_1^{(2)}(\bar{u}, \bar{u}_0) + \mathcal{L}_1^{(2)}(-\bar{u}, \bar{u}_0) - \mathcal{L}_2(\bar{u}, \bar{u}_0) \right]
+ \ln (\bar{u}) \mathcal{L}_1^{(1)}(\bar{u}, \bar{u}_0) + \ln (-\bar{u}) \mathcal{L}_1^{(1)}(-\bar{u}, \bar{u}_0)
+ \left\{ \frac{1}{2} \eta^2 \left( \bar{u} - \bar{u}_0, \frac{1}{\bar{u}} \right) \right\} \left[ \eta \left( \bar{u} + \bar{u}_0, \frac{1}{\bar{u}} \right) - \frac{1}{2} \eta^2 \left( \bar{u} - \bar{u}_0, \frac{1}{\bar{u}} \right) \right]
+ \ln (\bar{u} - \bar{u}_0) \left[ \eta \left( \bar{u} - \bar{u}_0, \frac{1}{\bar{u}} \right) - \eta \left( \bar{u} + \bar{u}_0, \frac{1}{\bar{u}} \right) \right]
+ \ln (\bar{u} + \bar{u}_0) \left[ \eta \left( \bar{u} + \bar{u}_0, \frac{1}{\bar{u}} \right) + \eta \left( \bar{u} - \bar{u}_0, \frac{1}{\bar{u}} \right) \right]
- i \pi \left[ (S(\bar{u}) + S(\bar{u}_0 - \bar{u})) \ln (\bar{u} + \bar{u}_0) + S(\bar{u}) \eta \left( \bar{u} + \bar{u}_0, \frac{1}{\bar{u}} \right) \right] \ln \left( \frac{\bar{u}_0 - 1}{\bar{u}_0 + 1} \right)
\]

Note that if the imaginary part of \( \bar{u}_0 \) is zero, all the \( \eta \) functions vanish.
F.2 Computation of $\tilde{R}'^{(2)}(\bar{u}, \bar{u}_0)$

In this case, there is nothing new to compute, we just have to rearrange the integrand of eq. \[F.14\] which can get the following form

$$\tilde{R}'^{(2)}(\bar{u}, \bar{u}_0) = \int_{-1}^{1} \frac{du}{u - \bar{u}_0} \left\{ \left[ \ln(-\bar{u}) + \ln\left(1 - \frac{u}{\bar{u}}\right) \right]^2 
- \left[ \ln(-\bar{u}) + \ln\left(1 - \frac{\bar{u}_0}{\bar{u}}\right) + \eta \left(-\bar{u}, 1 - \frac{\bar{u}_0}{\bar{u}}\right) \right]^2 \right\} \tag{F.46}$$

then expanding the squared terms and expressing in terms of the function $L^{(n)}_1(\bar{u}, \bar{u}_0)$, we get

$$\tilde{R}'^{(2)}(\bar{u}, \bar{u}_0) = L^{(2)}_1(\bar{u}, \bar{u}_0) + 2 \ln(-\bar{u}) L^{(1)}_1(\bar{u}, \bar{u}_0)$$

$$+ \eta \left(\bar{u}_0 - \bar{u}, -\frac{1}{\bar{u}}\right) \left[ \eta \left(\bar{u}_0 - \bar{u}, -\frac{1}{\bar{u}}\right) + 2 \ln(\bar{u}_0 - \bar{u}) \right] \ln\left(\frac{\bar{u}_0 - 1}{\bar{u}_0 + 1}\right) \tag{F.47}$$

Putting eqs. \[F.45\] and \[F.47\] into eq. \[F.16\] leads to the following result

$$(2)K_{0,1}^R(A, B, u_0^2)$$

$$= \frac{1}{2 \bar{u}_0} \left\{ 2 L^{(2)}_1(\bar{u}, \bar{u}_0) + 2 L^{(2)}_1(-\bar{u}, \bar{u}_0) - L^{(1)}_2(\bar{u}, \bar{u}_0) + 2 \ln(-\bar{u}^2) \left[ L^{(1)}_1(\bar{u}, \bar{u}_0) + L^{(1)}_1(-\bar{u}, \bar{u}_0) \right] 
+ \left\{ 2 \eta^2 \left(\bar{u} - \bar{u}_0, \frac{1}{\bar{u}}\right) + 2 \eta^2 \left(\bar{u} + \bar{u}_0, \frac{1}{\bar{u}}\right) - \eta^2 \left(\bar{u} - \bar{u}_0, \frac{1}{\bar{u} + \bar{u}_0}\right) + 2 \ln(\bar{u} + \bar{u}_0) \left[ 2 \eta \left(\bar{u} - \bar{u}_0, \frac{1}{\bar{u}}\right) - \eta \left(\bar{u} - \bar{u}_0, \frac{1}{\bar{u} + \bar{u}_0}\right) + i \pi (S(\bar{u} - \bar{u}_0) - S(\bar{u})) \right] + 2 \ln(\bar{u} + \bar{u}_0) \left[ 2 \eta \left(\bar{u} + \bar{u}_0, \frac{1}{\bar{u}}\right) + \eta \left(\bar{u} - \bar{u}_0, \frac{1}{\bar{u} + \bar{u}_0}\right) + i \pi (S(\bar{u} - \bar{u}_0) - S(\bar{u})) \right] 
- 2 i \pi S(\bar{u}) \left( \eta \left(\bar{u} - \bar{u}_0, \frac{1}{\bar{u}}\right) + \eta \left(\bar{u} + \bar{u}_0, \frac{1}{\bar{u}}\right) \right) \ln\left(\frac{\bar{u}_0 - 1}{\bar{u}_0 + 1}\right) + 2 \ln(A - i \lambda S_u) + \ln(\bar{u}_0 - \bar{u}) + \ln(\bar{u}_0 + \bar{u}) + \eta(\bar{u}_0 - \bar{u}, \bar{u}_0 + \bar{u}) \right\} \times \ln\left(\frac{u_0 + 1}{u_0 - 1}\right) \eta(\bar{u}_0 - \bar{u}, \bar{u}_0 + \bar{u}) + 2 \ln(A - i \lambda S_u) \mathcal{F}(\bar{u}_0, \bar{u}) \right\} \tag{F.48}$$

This last result enables the computation of the integral $\bar{I}^{(1)}_3$ given by eq. \[F.8\] which will be a sum of functions $(2)K_{0,1}^R(A, B, u_0^2)$ which was the goal of this appendix. Note that eq. \[F.48\] is valid for the real mass case. An extension to the complex mass case does not present new difficulties and can be carried out following the lines of section 2 in ref. [27].
Study of the cut of the logarithm squared

G.1 Case of $L_2(\tilde{u}, \tilde{u}_0)$

In this appendix, we will study the following integral

$$L = \int_{-1-\tilde{u}}^{1-\tilde{u}_0} \frac{dz}{z} \ln^2 \left( \frac{1-w}{1+w} \right)$$

with $w = (z + \tilde{u}_0)/\tilde{u}$ where $\tilde{u}_0$ and $\tilde{u}$ are genuine complex numbers. For a generic complex number $w$, let us note $w_R = \text{Re}(w)$ and $w_I = \text{Im}(w)$. The real and imaginary parts of $w$ are given by

$$w_R = \frac{(z_R + \tilde{u}_0 R) \bar{u}_R + (z_I + \tilde{u}_0 I) \bar{u}_I}{|\bar{u}|^2}$$

$$w_I = \frac{(z_I + \tilde{u}_0 I) \bar{u}_R - (z_R + \tilde{u}_0 R) \bar{u}_I}{|\bar{u}|^2}$$

and the argument of the logarithm in eq. (G.1) is given in terms of $w_R$ and $w_I$ by

$$\frac{1-w}{1+w} = \frac{1-|w|^2 - 2i w_I}{|1+w|^2}$$

The cut of the logarithm is given by the two conditions

$$\text{Im} \left( \frac{1-w}{1+w} \right) = 0 \quad \rightarrow \quad w_I = 0$$

$$\text{Re} \left( \frac{1-w}{1+w} \right) \leq 0 \quad \rightarrow \quad 1-|w|^2 \leq 0$$

In terms of the variable $z$ these two conditions translate into

$$\text{Im} \left( \frac{1-w}{1+w} \right) = 0 \quad \rightarrow \quad z_I = \frac{\bar{u}_I}{\bar{u}_R} (z_R + \tilde{u}_0 R) - \tilde{u}_0 I$$

$$\text{Re} \left( \frac{1-w}{1+w} \right) \leq 0 \quad \rightarrow \quad \begin{cases} z_R > -\bar{u}_R - \tilde{u}_0 R & \text{if } \bar{u}_R > 0 \quad \text{and } \quad w_R \geq 1 \\ z_R < \bar{u}_R - \tilde{u}_0 R & \text{if } \bar{u}_R > 0 \quad \text{and } \quad w_R \leq -1 \\ z_R < \bar{u}_R - \tilde{u}_0 R & \text{if } \bar{u}_R < 0 \quad \text{and } \quad w_R \geq 1 \\ z_R > -\bar{u}_R - \tilde{u}_0 R & \text{if } \bar{u}_R < 0 \quad \text{and } \quad w_R \leq -1 \\ \end{cases}$$

with $w_R^0 = (z_R + \tilde{u}_0 R)/\bar{u}_R$. Thus the cuts are some parts of a straight line $z_I = A_2 z_R + B_2$ with $A_2 = \bar{u}_I/\bar{u}_R$ and $B_2 = (\bar{u}_I \bar{u}_0 R - \bar{u}_R \tilde{u}_0 I)/\bar{u}_R$ in the $z$ plane and the two branch points which correspond to $w_R^0 = \pm 1$, are given by

$$z_B = \bar{u}_R - \tilde{u}_0 R + i (\bar{u}_I - \tilde{u}_0 I) = \bar{u} - \tilde{u}_0$$

$$z_B' = -\bar{u}_R - \tilde{u}_0 R - i (\bar{u}_I + \tilde{u}_0 I) = -\bar{u} - \tilde{u}_0$$
G.2 Case of $\mathcal{L}_1^{(2)}(\bar{u}, \tilde{u}_0)$

In this case, let us study the cuts of the following function

$$\mathcal{L}'(z) = \ln^2(1 - w)$$

with $w = (z + \bar{u}_0)/\bar{u}$. The real and imaginary parts of $w$ is given by eqs. (G.2) and (G.3) and the branch cut of the function $\mathcal{L}'(z)$ is given by the conditions

$$\text{Im} \left(1 - \frac{u}{\bar{u}} \right) = 0 \rightarrow \ z_I = \frac{\bar{u}_R}{u_R} (z_R + \tilde{u}_0 R) - \tilde{u}_0 I$$

and

$$\text{Re} \left(1 - \frac{u}{\bar{u}} \right) \leq 0 \rightarrow \begin{cases} z_R > \bar{u}_R - \tilde{u}_0 R & \text{if } \bar{u}_R > 0 \text{ and } w_0^R \geq 1 \\ z_R < \bar{u}_R - \tilde{u}_0 R & \text{if } \bar{u}_R < 0 \text{ and } w_0^R \geq 1 \end{cases}$$

In this case, there is only one branch cut and so only one branch point which correspond to $z_B$.

H Further checks of the two-loop scalar amplitudes

In this appendix, we provide further checks of formulae found for the different scalar two-loop amplitudes. The idea behind these checks is the following. A two-loop $N$-point scalar amplitude in momentum space is of the type

$$(2) I_{n}^{N} = \int \frac{d^n k_1}{(2 \pi)^n} \int \frac{d^n k_2}{(2 \pi)^n} \prod_{i=1}^{l} \frac{1}{q_i^2 - m_i^2 + i \lambda}$$

Taking the derivative of eq. (H.1) with respect to the mass squared $m_k^2$, we get

$$\frac{\partial (2) I_{n}^{N}}{\partial m_k^2} = \int \frac{d^n k_1}{(2 \pi)^n} \int \frac{d^n k_2}{(2 \pi)^n} \left( \prod_{i=1 \neq k}^{l} \frac{1}{q_i^2 - m_i^2 + i \lambda} \right) \frac{1}{(q_k^2 - m_k^2 + i \lambda)^2}$$

The last term in eq. (H.2) can be viewed as two propagators of a scalar particle having a mass $m_k$ connected through a three-leg vertex whose external leg has a zero momentum, in other words, it represents a zero momentum insertion in the internal line propagating the scalar particle of mass $m_k$. We will use this idea to relate a $N$-point two-loop scalar amplitude to a $N + 1$-point two-loop scalar amplitude whose one of the external momenta is taken to be zero. This idea is far from being new, cf. [34, 35] for example. Several examples of such relations are given. Notice that, in this appendix, the different functions $\tilde{F}$ will be labelled for each topology with the same letter used to label the kinematics.

H.1 Relations between topology $\mathcal{T}_{22,0,2,1}$ and $\mathcal{T}_{23,1,2,1}$

A quick proof of such a relation can be provided by taking the derivative with respect to $m_3^2$ of eq. (3.8). Using eq. (3.9), we readily get

$$\frac{\partial (2) I_{n}^{3}}{\partial m_3^2} (\kappa_a; \mathcal{T}_{22,0,2,1}) = -(4 \pi)^{-4+2\varepsilon} \frac{\Gamma(1 + 2 \varepsilon)}{2 \varepsilon} \int_0^1 d\xi \int_0^1 d\rho \rho^{-1+\varepsilon} (1 - \rho + \rho \xi (1 - \xi))^{-2+3\varepsilon}$$

$$\times (1 - \rho) \left( \tilde{F}_a(\rho, \xi) - i \lambda \right)^{-2\varepsilon}$$

(H.3)
whose right-hand side has the same structure as the right-hand side of eq. (4.32). Now, concerning
the kinematics of the topology $T_{23,1,2,1}$, setting $m_2 = m_3$ and $p_2 = 0$ in eqs. (4.34), (4.35) and
(4.36), they become
\[ \tilde{G}_c = 0 \] (H.4)
\[ \tilde{V}_c = 0 \] (H.5)
\[ \tilde{C}_c = \rho (1 - \rho) \xi (1 - \xi) p_1^2 - (1 - \rho + \rho \xi (1 - \xi)) (\rho \xi m_1^2 + (1 - \rho) m_3^2 + \rho (1 - \xi) m_4^2) \] (H.6)
which implies that the polynomial $\tilde{F}_c(u, \rho, \xi)$ (cf. eq. (4.33)) does not depend on $u$ and thus
\[ \tilde{F}_c(u, \rho, \xi) = -\rho (1 - \rho) \xi (1 - \xi) p_1^2 + (1 - \rho + \rho \xi (1 - \xi)) \times (\rho \xi m_1^2 + (1 - \rho) m_3^2 + \rho (1 - \xi) m_4^2) \] (H.7)
The right-hand side of eq. (H.7) is the same as the right-hand side of eq. (3.9) provided the
substitution $p_1 \rightarrow p$ and $m_4 \rightarrow m_2$. Thus we get the following relation
\[ \frac{\partial (2) I_2^a \{p^2, m_1^2, m_2^2, m_3^2\}; T_{22,0,2,1}}{\partial m_3^2} = \frac{(2) I_3^a \{p^2, 0, p_1^2, m_1^2, m_3^2, m_4^2\}; T_{23,1,2,1}}{\partial m_3^2} \] (H.8)
We can go one step further and verify that the eq. (H.8) is also verified using the final formulae
for these two topologies. This will provide a test of eqs. (3.10) and (4.40). To do that, we take the
derivative with respect to $m_3^2$ of eq. (3.10), this yields
\[ \frac{\partial (2) I_2^a (\kappa_a; T_{22,0,2,1})}{\partial m_3^2} = -(4 \pi)^{-4+2 \varepsilon} \Gamma(1 + 2 \varepsilon) \frac{\Gamma(1 + 2 \varepsilon + 4 \varepsilon^2)}{2 \varepsilon} \left(1 - \frac{1}{\varepsilon} - 2 \ln(m_3^2 - i \lambda) + \varepsilon \left[2 \ln^2(m_3^2 - i \lambda) + 4 \ln(m_3^2 - i \lambda) + 1 + 3 I_1 + I_3 + I_4\right]
- 2 \int_0^1 d\xi \int_0^1 \frac{d\rho}{\rho} [(1 - \rho) \ln(\tilde{F}_a(\rho, \xi) - i \lambda) - \ln(m_3^2 - i \lambda)]
- 2 \int_0^1 d\xi \int_0^1 \frac{d\rho}{\rho} \left(\frac{1 - \rho}{\rho (1 - \rho + \rho \xi (1 - \xi))^2} \ln(\tilde{F}_a(\rho, \xi) - i \lambda) - \frac{1 - \rho}{\rho} \ln(\tilde{F}_a(\rho, \xi) - i \lambda)
+ \frac{1 - \rho}{\rho} \ln(1 - \rho + \rho \xi (1 - \xi)) \left(1 - \frac{1}{(1 - \rho + \rho \xi (1 - \xi))^2}\right)
+ \frac{1}{\rho} \left(1 - \frac{1}{(1 - \rho + \rho \xi (1 - \xi))^2} - 1\right)\right]\right) \right) \] (H.9)
Furthermore, using the definition of $I_3$ (cf. eq. (B.9)), the derivative of eq. (3.10) can be written as

$$\frac{\partial^2 I_2^n (\kappa_a; T_{22.0.2,1})}{\partial m_3^2} = -(4\pi)^{-4+2\varepsilon} \frac{\Gamma(1+2\varepsilon)}{2\varepsilon} \times \left\{ \frac{1}{\varepsilon} + 1 - 2 \ln(m_3^2 - i\lambda) + \varepsilon \left[ 2 \ln(m_3^2 - i\lambda) + 3 + 3I_1 + 3I_3 + I_4 \right] - 2 \int_0^1 d\xi \int_0^1 \frac{d\rho}{\rho} \left[ \frac{1-\rho}{(1-\rho+\rho\xi(1-\xi))^2} \ln(\hat{F}_a(\rho,\xi) - i\lambda) - \ln(m_3^2 - i\lambda) \right] \right\}$$

(H.10)

Computing the last integral using the method of appendix [B] we end with

$$\frac{\partial^2 I_2^n (\kappa_a; T_{22.0.2,1})}{\partial m_3^2} = -(4\pi)^{-4+2\varepsilon} \frac{\Gamma(1+2\varepsilon)}{2\varepsilon} \times \left\{ \frac{1}{\varepsilon} + 1 - 2 \ln(m_3^2 - i\lambda) + \varepsilon \left[ 2 \ln(m_3^2 - i\lambda) + 3 + 3I_1 + 3I_3 + I_4 \right] - 2 \int_0^1 d\xi \int_0^1 \frac{d\rho}{\rho} \left[ \frac{1-\rho}{(1-\rho+\rho\xi(1-\xi))^2} \ln(\hat{F}_a(\rho,\xi) - i\lambda) - \ln(m_3^2 - i\lambda) \right] \right\}$$

(H.11)

The right-hand side of eq. (H.11) has the same structure as the right-hand side of eq. (4.40). But it easy to see that

$$\tilde{I}_2^{(1)}(\Sigma(1); \tilde{G}_c, \tilde{V}_c, \tilde{C}_c, \rho, \xi) \bigg|_{p_2 \rightarrow 0 \atop p_1 \rightarrow p \atop p_3 \rightarrow -p \atop m_2 \rightarrow m_3 \atop m_4 \rightarrow m_2} = \ln \left( \hat{F}_a(\rho,\xi) - i\lambda \right)$$

(H.12)

and

$$\tilde{I}_2^{(i)}(\Sigma(1); \tilde{G}_c, \tilde{V}_c, \tilde{C}_c, 0, \xi) \bigg|_{p_2 \rightarrow 0 \atop p_1 \rightarrow p \atop p_3 \rightarrow -p \atop m_2 \rightarrow m_3 \atop m_4 \rightarrow m_2} = \ln' \left( m_3^2 - i\lambda \right)$$

(H.13)

Using eqs (H.12) and (H.13) in eq. (H.11), we are back to eq. (H.8) thus providing a cross-check of eqs (3.10) and (4.40).
H.2 Relations between topology $\mathcal{T}_{22,0,2,1}$ and $\mathcal{T}_{24,2,2,2}$

Let us differentiate two times eq. (3.10) with respect to $m_1^2$ and to $m_2^2$. A straightforward computation shows that

$$
\frac{\partial^2 I_2^n (\kappa_a ; \mathcal{T}_{22,0,2,1})}{\partial m_1^2 \partial m_2^2} = -(4 \pi)^{-4+2\varepsilon} \Gamma(1+2\varepsilon) \left\{ \frac{1}{\varepsilon} + 1 - 2 \ln(m_1^2 - i\lambda) + \varepsilon \left[ 2 \ln^2(m_1^2 - i\lambda) 
+ 1 - 2 \ln(m_1^2 - i\lambda) + \frac{2}{\xi^+ - \xi^-} \left( \text{Li}_2(\xi^-) - \text{Li}_2(\xi^+) \right) - \frac{\pi^2}{6} + 2 \text{Li}_2 \left( \frac{m_2^2 - m_3^2}{m_1^2 - i\lambda} \right) 
- 2 \int_0^1 d\xi \int_0^1 d\rho \frac{\xi}{(1 - \rho + \rho \xi(1 - \xi))^2} \left[ \ln(\tilde{F}'_a(\rho, \xi) - i\lambda) - \ln(\xi m_1^2 + (1 - \xi) m_2^2 - i\lambda) \right] \right\} \right.
\nonumber
\left. (H.14) \right)
$$

Then taking the derivative of eq. (H.14) with respect to $m_2^2$ leads to

$$
\frac{\partial^2 I_2^n (\kappa_a ; \mathcal{T}_{22,0,2,1})}{\partial m_2^2 \partial m_2^2} = (4 \pi)^{-4+2\varepsilon} \Gamma(1+2\varepsilon) \int_0^1 d\xi \int_0^1 d\rho \frac{\rho \xi(1 - \xi)}{1 - \rho + \rho \xi(1 - \xi)} \left( \tilde{F}_a(\rho, \xi) - i\lambda \right)^{-1} \quad (H.15)
$$

The right-hand side of eq. (H.15) has the same structure as the right-hand side of eq. (5.92) for $\varepsilon = 0$. To go further, let us take the limit $p_2, p_4 \to 0$ with $m_1 = m_2$ and $m_3 = m_4$ for the kinematics $\kappa_i$, this leads for the matrix $\tilde{G}_i$, the vector $\tilde{V}_i$ and the scalar $\tilde{C}_i$ to the following result

$$
\tilde{G}_i = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \quad (H.16)
$$

$$
\tilde{V}_i = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \quad (H.17)
$$

$$
\tilde{C}_i = \rho (1 - \rho) \xi (1 - \xi) p_3^2 - (1 - \rho + \rho \xi (1 - \xi)) (\rho \xi m_1^2 + \rho (1 - \xi) m_3^2 + (1 - \rho) m_5^2) \quad (H.18)
$$

The polynomial given by eq. (5.88) does not depend on $u_1$ and $u_2$ in this limit, thus the integration over the square $K(2)$ can be readily done bringing

$$
\tilde{I}_3^{(0)} (K(2); \tilde{G}_i, \tilde{V}_i, \tilde{C}_i, \rho, \xi) \bigg|_{p_2, p_4 \to 0} = \left( \tilde{F}_a(\rho, \xi) - i\lambda \right)^{-1} \quad (H.19)
$$

Putting this last result in eq. (5.92), we get that

$$
\frac{\partial^2 I_2^n (\{p_2^2, m_1^2, m_2^2, m_3^2\} ; \mathcal{T}_{22,0,2,1})}{\partial m_1^2 \partial m_2^2} = (2) I_4^4 (\{p_2^2, 0, p_2^2, m_1^2, m_2^2, m_3^2\} ; \mathcal{T}_{24,2,2,2}) \quad (H.20)
$$
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H.3 Relations between topology $\mathcal{T}_{23,1.2,1}$ and $\mathcal{T}_{24,2,2,1}$

Let us start by taking the derivative of eq. (4.40) with respect to $m_3^2$. To do that, we have to compute the derivative with respect to $m_3^2$ of $\tilde{I}_2^{(k)}(\Sigma_{(1)}; \tilde{G}_c, \tilde{V}_c, \tilde{C}_c, \rho, \xi)$

$$
\frac{\partial \tilde{I}_2^{(k)}(\Sigma_{(1)}; \tilde{G}_c, \tilde{V}_c, \tilde{C}_c, \rho, \xi)}{\partial m_3^2} = \frac{\partial}{\partial m_3^2} \int_0^1 du \ln^k(\tilde{G}_c u^2 - 2 \tilde{V}_c u - \tilde{C}_c - i \lambda) = (1 - \rho)(1 - \rho + \rho \xi (1 - \xi)) \\
\times k \int_0^1 du (1 - u) \frac{\ln^{k-1}(\tilde{G}_c u^2 - 2 \tilde{V}_c u - \tilde{C}_c - i \lambda)}{G_c u^2 - 2 \tilde{V}_c u - \tilde{C}_c - i \lambda}
$$

(H.21)

But taking the limit $p_3 \to 0$, with $m_3 = m_4$ in the kinematics $\kappa_f$, eqs. (5.45), (5.46) and (5.47) become

$$
\tilde{G}_f = (1 - \rho)^2 \begin{bmatrix} p_2^2 & 0 \\ 0 & 0 \end{bmatrix}
$$

(H.22)

$$
\tilde{V}_f = \frac{1}{2} (1 - \rho) \begin{bmatrix} \rho \xi (1 - \xi) 2 p_2 \cdot p_4 + (1 - \rho + \rho \xi (1 - \xi)) (p_2^2 - m_2^2 + m_4^2) & 0 \\ 0 & 0 \end{bmatrix}
$$

(H.23)

$$
\tilde{C}_f = \rho (1 - \rho) \xi (1 - \xi) p_4^2 - (1 - \rho + \rho \xi (1 - \xi)) (\rho \xi m_1^2 + (1 - \rho) m_4^2 + \rho (1 - \xi) m_5^2)
$$

(H.24)

From the definition of $\tilde{I}_3^{(0)}(\Sigma_{(2)}; \tilde{G}_f, \tilde{V}_f, \tilde{C}_f, \rho, \xi)$ (cf. eq. (2.31)) and the structure of eqs. (H.22), (H.23) and (H.24), the following relation holds

$$
\frac{\partial \tilde{I}_2^{(k)}(\Sigma_{(1)}; \tilde{G}_c, \tilde{V}_c, \tilde{C}_c, \rho, \xi)}{\partial m_3^2} = k (1 - \rho)(1 - \rho + \rho \xi (1 - \xi)) \tilde{I}_3^{(k-1)}(\Sigma_{(2)}; \tilde{G}_f, \tilde{V}_f, \tilde{C}_f, \rho, \xi) \bigg|_{p_3 \to 0, p_4 \to m_4, m_4 \to m_3}
$$

(H.25)

Having established eq. (H.25), it is easy to show that

$$
\frac{\partial (2) I_3^o \left( \{p_1^2, p_2^2, p_3^2, m_1^2, m_2^2, m_3^2, m_4^2\}; \mathcal{T}_{23,1.2,1} \right) }{\partial m_3^2} = (2) I_4^4 \left( \{p_3^2, p_2^2, 0, p_1^2, p_2^2, m_1^2, m_2^2, m_3^2, m_4^2\}; \mathcal{T}_{24,2,2,1} \right)
$$

(H.26)

This gives a cross-check of eqs. (4.40) and (5.48).
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