A WIREBASKET PRECONDITIONER FOR THE MORTAR BOUNDARY ELEMENT METHOD

THOMAS FÜHRER AND NORBERT HEUER

Abstract. We present and analyze a preconditioner of the additive Schwarz type for the mortar boundary element method. As a basic splitting, on each subdomain we separate the degrees of freedom related to its boundary from the inner degrees of freedom. The corresponding wirebasket-type space decomposition is stable up to logarithmic terms. For the blocks that correspond to the inner degrees of freedom standard preconditioners for the hypersingular integral operator on open boundaries can be used. For the boundary and interface parts as well as the Lagrangian multiplier space, simple diagonal preconditioners are optimal. Our technique applies to quasi-uniform and non-uniform meshes of shape-regular elements. Numerical experiments on triangular and quadrilateral meshes confirm theoretical bounds for condition and MINRES iteration numbers.

1. Introduction

In recent years, different variants of the non-conforming boundary element method (BEM) have been developed. The underlying boundary integral equation is of the first kind with hypersingular operator. Non-conformity refers to the presence of discontinuous basis functions. (Note that, in the case of integral equations of the second kind or first kind equations with weakly-singular operator, conforming basis functions can be discontinuous.) The first paper on non-conforming BEM considers a Lagrangian multiplier to deal with the homogeneous boundary condition on open surfaces [8]. This technique was extended in [9] to domain decomposition approximations, and is usually referred to as mortar method. In this paper we study preconditioners for the mortar BEM presented in [9]. These are the first results on preconditioning techniques for linear systems stemming from non-conforming boundary elements.

Our preconditioner is based on a decomposition of the approximation space and choosing locally equivalent bilinear forms. It therefore fits the additive Schwarz framework. There is a large amount of literature on the additive Schwarz method, mainly aiming at finite element systems, see, e.g., [18, 20, 24] for overviews. For additive Schwarz techniques applied to boundary elements dealing with hypersingular operators see, e.g., [11, 23, 26], cf. also [22] for an overview. In particular, [11] considers a wirebasket-oriented splitting. Graded meshes
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on curves, locally refined and anisotropic meshes (on surfaces) have been analyzed, respectively, in [7, 13, 16]. Other variants, also for hypersingular operators, consider overlapping decompositions and multiplicative applications, see, e.g., [25, 17].

In this paper we extend the additive Schwarz technique to mortar boundary elements. In this case, due to the presence of a Lagrangian multiplier, system matrices have a saddle point structure. This structure can be handled by using standard arguments aiming at the minimum residual method (MINRES). More precisely, the spectrum of the system matrix (with or without preconditioner) is being controlled by the spectrum of the main block and the singular values of the off-diagonal block (arising due to the presence of the Lagrangian multiplier), see [27]. A second complication due to the non-conformity of the method is that the bilinear form $a(\cdot, \cdot)$ representing the hypersingular operator is replaced by the weakly singular operator acting on surface differential operators (surface curl). There are no standard preconditioners for this bilinear form. Our strategy is to split the subspace of discontinuous basis functions $X^1_h$ from the rest of the approximation space $X_h$. The remainder $X^0_h$ forms a subspace of the energy space of the hypersingular operator. It turns out that the bilinear form $a(\cdot, \cdot)$ reduces to the standard one of the hypersingular operator when restricted to $X^0_h$. In this way, standard preconditioners like the ones mentioned previously can be applied to this block (actually, there are individual blocks associated with each subdomain). Now, the other subspace $X^1_h$ contains all the basis functions associated to interface or boundary nodes. In domain decomposition terms, it is a wirebasket space and is related with the skeleton (or wirebasket) of a coarse mesh which is formed by the subdomains of the underlying decomposition. In our case, basis functions associated to the boundary of a subdomain $\Gamma_i$ can be decoupled from the other elements of $X^1_h$, they form a subspace $X_{i,1}$. It turns out that the bilinear form $a(\cdot, \cdot)$ restricted to $X_{i,1}$ is spectrally equivalent to a diagonal matrix (a mass matrix related to the boundary of $\Gamma_i$). In this way, simple diagonal matrices can be used (for the preconditioner) to reduce the problem of preconditioning the bilinear form $a(\cdot, \cdot): X_h \times X_h \to \mathbb{R}$ to the standard one of hypersingular operators on each subdomain. In our numerical examples we will use multilevel diagonal scaling from [7] for these parts.

A priori error analysis for domain-oriented non-conforming boundary elements yields quasi-optimal error estimates which are perturbed by (poly-)logarithmic terms depending on the mesh size, see [3, 8, 9]. These perturbations appear due to the non-existence of a well-defined trace operator in the energy space of hypersingular operators. It is unknown whether estimates of these perturbations are sharp. Naturally, such logarithmic perturbations also appear in the analysis of additive Schwarz preconditioners, at least when considering non-overlapping decompositions. Note that, in our method, we subtract a wirebasket space and this amounts to trace operations at the boundaries of subdomains. Also in the case of finite elements, such splitting operations cause logarithmic perturbations, see, e.g., [5]. Eventually, our main result considers combinations of simple diagonal and multilevel diagonal preconditioners and proves that they are optimal up to poly-logarithmic terms. In some cases, logarithmic perturbations of condition number bounds can be optimized by multiplying terms of the preconditioner by different logarithmic weights, see again, e.g., [4]. In this paper we consider three different weightings (Cases 1, 2, 3) where Cases 2, 3 are optimized to show a bound $O(|\log(h)|^4)$ for the condition number of the preconditioned system. Here, $h$ denotes the minimum of the diameters of all elements. In contrast, for Case 1 (which does not use logarithmic weights for the parts dealing with the bilinear form $a(\cdot, \cdot)$) the theoretical
bound is $O(\sqrt{\log(h)})$, worse than the bounds for Cases 2,3. Our numerical experiments, on the other hand, indicate that Case 1 is superior to Cases 2,3. This suggests that some of the theoretical bounds used for the analysis are not sharp, at least in the particular situation of our numerical examples.

An outline of the remainder of this paper is as follows. In the next section we present the model problem, recall the definition of some Sobolev norms, and present a mortar discretization for the model problem. In Section 3 we recall some results on the MINRES method, present our subspace decompositions and corresponding preconditioners, and state the main result (Theorem 9). Proofs are given in Section 3.3. Some numerical experiments are reported in Section 4. They all confirm our theoretical estimates from Theorem 9, though exhibit smaller logarithmic perturbations than predicted. In particular, we also study the case of locally refined meshes driven by adaptivity, where preconditioners behave as expected. Let us note that we do not know of any a posteriori error analysis for mortar boundary elements. The only known results concerning non-conforming BEM consider two-level (or $h - h/2$) estimators applied to the Nitsche coupling [4], not the mortar coupling.

Notation. We abbreviate estimates of the form $A \leq C \cdot B$ with some constant $C > 0$ by $A \lesssim B$. In particular, we use this notation if $C$ is independent of the mesh size and the number of elements. Analogously, we use $A \gtrsim B$ for $A \geq C \cdot B$. If both $A \lesssim B$ and $A \gtrsim B$ hold true, we use the notation $A \simeq B$. Moreover, $|x|$ denotes the Euclidean norm for a point $x \in \mathbb{R}^3$.

2. Mortar boundary elements

In this section we briefly recall some results on the mortar boundary element method.

2.1. Model problem and functional analytic setting. Let $\Gamma \subset \mathbb{R}^2 \times \{0\}$ denote a plane open surface with polygonal boundary $\partial \Gamma$. For simplicity we refer to $\Gamma$ as a domain in $\mathbb{R}^2$.

We recall some definitions of Sobolev spaces. Let $S \subset \mathbb{R}^2$ be a bounded subset and define for $0 < s < 1$ the seminorm

$$|u|^2_{H^s(S)} := \int_S \int_S \frac{|u(x) - u(y)|^2}{|x - y|^{2(s+1)}} \, dx \, dy.$$ 

Then, $H^s(S)$ is equipped with the norm

$$\|u\|^2_{H^s(S)} := \|u\|^2_{L^2(S)} + |u|^2_{H^s(S)},$$

and $\tilde{H}^s(S)$ is defined as the completion of $C_0^\infty(S)$ with respect to the norm

$$\|u\|^2_{\tilde{H}^s(S)} := |u|^2_{H^s(S)} + \int_S \frac{|u(x)|^2}{\text{dist}(x, \partial S)^{2s}} \, dx,$$

where $\text{dist}(x, \partial S) := \inf_{y \in \partial S} |x - y|$. The dual spaces of $H^s(S)$, resp. $\tilde{H}^s(S)$, are denoted by $\tilde{H}^{-s}(S)$, resp. $H^{-s}(S)$. Additionally, $\langle \cdot , \cdot \rangle_S$ denotes the $L^2(S)$ scalar product, which is continuously extended to the duality pairing on $\tilde{H}^{-s}(S) \times H^s(S)$, resp. $H^{-s}(S) \times \tilde{H}^s(S)$.
Let $n \in \mathbb{R}^3$ denote a normal vector on $\Gamma$, e.g., $n = (0, 0, 1)^T$. Define the hypersingular integral operator (formally) by

$$Wu(x) := -\frac{\partial}{\partial n_x} \int_{\Gamma} u(y) \frac{\partial}{\partial n_y} \frac{1}{|y - x|} \, dy.$$ 

It is well known that this operator extends to a continuous mapping between $\tilde{H}^{1/2}(\Gamma)$ and $H^{-1/2}(\Gamma)$.

Our model problem reads as follows: Given $f \in L^2(\Gamma)$ we seek for a solution $u \in \tilde{H}^{1/2}(\Gamma)$ such that

$$\langle Wu, v \rangle_{\Gamma} = \langle f, v \rangle_{\Gamma} \quad \forall v \in \tilde{H}^{1/2}(\Gamma).$$  \hspace{1cm} (1)

The usual conforming boundary element method consists in replacing $\tilde{H}^{1/2}(\Gamma)$ by a finite-dimensional subspace $\tilde{X}_h \subset \tilde{H}^{1/2}(\Gamma)$ and seeking for a solution $\tilde{u}_h \in \tilde{X}_h$ such that

$$\langle W\tilde{u}_h, \tilde{v}_h \rangle_{\Gamma} = \langle f, \tilde{v}_h \rangle_{\Gamma} \quad \forall \tilde{v}_h \in \tilde{X}_h.$$ 

In this paper, we study preconditioners for a non-conforming scheme that is based on a decomposition of the surface $\Gamma$. In the next section we introduce the corresponding space decomposition. The non-conforming method based on this decomposition is called mortar method and is presented in Section 2.3.

2.2. Subspace decomposition and meshes. Let $\Gamma_1, \ldots, \Gamma_N$ denote a decomposition into non-intersecting (open) polygonal subdomains giving rise to the coarse mesh

$$\mathcal{T} := \{\Gamma_1, \ldots, \Gamma_N\} \quad \text{with} \quad \Gamma = \bigcup_{j=1}^{N} \Gamma_j.$$ 

Each subdomain $\Gamma_i$ is equipped with (a sequence of) regular and quasi-uniform meshes $\mathcal{T}_i$. The minimum and maximum diameters of elements of the meshes $\mathcal{T}_i$ are denoted by $h_i$ and $h$, respectively. As in [9] we assume without loss of generality that $h_i < 1$ and set

$$\bar{h} := \min_{i=1, \ldots, N} h_i \quad \text{and} \quad h := \max_{i=1, \ldots, N} h_i.$$ 

Let $\mathcal{K}_i$ denote the set of nodes of $\mathcal{T}_i$. We will also need the set of interior nodes $\mathcal{K}_i^0$ and the set of nodes on the boundary of $\Gamma_i$, $\mathcal{K}_i^1 := \mathcal{K}_i \setminus \mathcal{K}_i^0$. For a node $z_j \in \mathcal{K}_i$ we denote by $\eta^{(i)}_j(z_k) = \delta_{jk}$ for all $z_k \in \mathcal{K}_i$. Introducing the space of piecewise (bi)linear functions

$$X_{h,i} := \{ v \in C^0(\Gamma_i) : v = \sum_{z_j \in \mathcal{K}_i} \alpha_j \eta^{(i)}_j \text{ with } \alpha_j \in \mathbb{R} \}$$

we define the product spaces

$$X_h := \prod_{i=1}^{N} X_{h,i} \subset H^{1/2}(\mathcal{T}) := \prod_{i=1}^{N} H^{1/2}(\Gamma_i).$$

We denote the respective degrees of freedom by $K_i := \# \mathcal{K}_i = \dim(X_{h,i})$ and $K := \sum_{i=1}^{N} K_i = \dim(X_h)$. Note that by definition of $\mathcal{K}_i$, elements of $X_h$ do not necessarily satisfy the homogeneous boundary condition on $\partial \Gamma$ nor continuity across interfaces $\partial \Gamma_i \cap \partial \Gamma_j$. 

Figure 1. Subspace decompositions with non-conforming meshes.

For the mortar BEM, we denote the interface of two neighboring subdomains $\Gamma_i \neq \Gamma_j$ by $\gamma_{ij} := \text{int}(\Gamma_i \cap \Gamma_j)$ where “int” refers to the (relative) interior. Also, let $\text{diam}(S)$ denote the diameter of a set $S \subseteq \mathbb{R}^3$. We will need the following assumption.

Assumption 1. Each non-empty interface $\gamma_{ij}$ $(i,j = 1, \ldots, N, i \neq j)$ consists of an entire edge of $\Gamma_i$ or $\Gamma_j$. If $\text{diam}(\partial \Gamma_i \cap \partial \Gamma_j) > 0$, then $\partial \Gamma \cap \partial \Gamma_i$ is a union of edges of $\Gamma_i$.

Figure 1 shows examples of two different subspace decompositions with non-conforming meshes. Given the skeleton

$$\gamma := \bigcup_{i=1}^{N} \partial \Gamma_i,$$

we infer from Assumption 1 that $\gamma$ is covered by a set of non-intersecting interface edges and boundary edges

$$\tau := \{\gamma_1, \ldots, \gamma_L\} \quad \text{with} \quad \tau = \bigcup_{\ell=1}^{L} \tau_{\ell}.$$

For each interface edge $\gamma_{\ell}$, let $\ell_{\text{lag}} \in \{1, \ldots, N\}$ resp. $\ell_{\text{mor}} \in \{1, \ldots, N\}$ denote the indices of the subdomains $\Gamma_{\ell_{\text{lag}}}$ resp. $\Gamma_{\ell_{\text{mor}}}$ such that

$$\gamma_{\ell} = \gamma_{\ell_{\text{lag}}},\ell_{\text{mor}} \quad \text{and} \quad \gamma_{\ell} \text{ is an edge of } \Gamma_{\ell_{\text{lag}}}.\n$$

In particular, we set $\ell_{\text{lag}} := i$ if $\gamma_{\ell}$ is a boundary edge, i.e., $\gamma_{\ell} \subseteq \partial \Gamma_i \cap \partial \Gamma$ so that we can handle the homogeneous boundary conditions and the interface conditions simultaneously.

On each $\gamma_{\ell}$ we introduce a mesh $\tau_{\ell}$ such that the following assumption is satisfied.

Assumption 2. The mesh $\tau_{\ell}$ of $\gamma_{\ell}$ is a strict coarsening of $\mathcal{T}_{\ell_{\text{lag}}}|_{\gamma_{\ell}}$. In particular, any element of $\tau_{\ell}$ covers at least two elements of $\mathcal{T}_{\ell_{\text{lag}}}|_{\gamma_{\ell}}$.

Moreover, the diameters of the elements in $\tau_{\ell}$ and $\mathcal{T}_{\ell_{\text{lag}}}|_{\gamma_{\ell}}$ are comparable, i.e., there exists a constant $C > 0$ such that

$$C^{-1} \text{diam}(t) \leq \text{diam}(T) \leq \text{diam}(t) \quad \text{for all } t \in \tau_{\ell} \text{ and } T \in \mathcal{T}_{\ell_{\text{lag}}}|_{\gamma_{\ell}} \text{ with } T \subset t.$$

The constant $C > 0$ is independent of $\ell$. 5
We also define the discrete spaces on edges,

\[ Y_{h,\ell} := \{ \psi \in L^2(\gamma) : \psi|_t \text{ is constant for all } t \in \tau_\ell \}, \quad \ell = 1, \ldots, L, \]

and the (global) space for the Lagrangian multiplier

\[ Y_h := \prod_{\ell=1}^L Y_{h,\ell}. \]

Based on the previous definitions of decompositions, meshes, and subspaces, we next introduce the mortar boundary element method.

### 2.3. Mortar BEM.

Let \( v = (v_1, \ldots, v_N) \) with sufficiently smooth component functions \( v_j \) defined on \( \Gamma_j \). We define the piecewise differential operator \( \text{curl}_H \) by

\[ \text{curl}_H v := \sum_{i=1}^N (\text{curl}_\Gamma v_i)^0 \quad \text{with} \quad \text{curl}_\Gamma v_i = (\partial_y v_i(x, y), -\partial_x v_i(x, y), 0) \]

and \((\cdot)^0\) being the extension by 0 onto \( \Gamma \).

We need the single layer integral operator

\[ V\Phi(x) := \int_\Gamma \frac{\Phi(y)}{|x-y|} \, dy, \]

which extends to a continuous operator, mapping \( \widetilde{H}^{-1/2}_t(\Gamma) \) to \( H^{1/2}_t(\Gamma) \). Here

\[ H^{1/2}_t(\Gamma) := \{ (v_1, v_2, v_3) \in (H^{1/2}(\Gamma))^3 : v_3 = 0 \} \]

and \( \widetilde{H}^{-1/2}_t(\Gamma) \) is its dual space. Furthermore, we define the jumps \([v]\) across interface edges \( \gamma_\ell \) by

\[ [v]|_{\gamma_\ell} := \begin{cases} v|_{\text{tag}|_{\gamma_\ell}} & \text{if } \gamma_\ell \subset \partial\Gamma, \\ v|_{\text{tag}|_{\gamma_\ell}} - v|_{\text{mor}|_{\gamma_\ell}} & \text{else}. \end{cases} \]

With the definitions of the bilinear forms

\[ \tilde{a}(u, v) := \langle V\text{curl}_H u, \text{curl}_H v \rangle_T := \sum_{i=1}^N \langle V\text{curl}_H u, \text{curl}_{\Gamma_i} v \rangle_{\Gamma_i}, \]

\[ b(u, \psi) := \langle [v], \psi \rangle_T := \sum_{\ell=1}^L \langle [v], \psi \rangle_{\gamma_\ell} \]

for all \( u, v \in H^{1/2+\varepsilon}(T) \) and \( \psi \in L^2(\gamma) \) for some \( \varepsilon > 0 \) and the right-hand-side functional

\[ F(v) := \sum_{i=1}^N \langle f, v_i \rangle_{\Gamma_i}, \]

we can state the mortar BEM: Find \((u_h, \phi_h) \in X_h \times Y_h\) such that

\[ \tilde{a}(u_h, v_h) + b(v_h, \phi_h) = F(v_h), \]

\[ b(u_h, \psi_h) = 0 \]

for all \((v_h, \psi_h) \in X_h \times Y_h\). This formulation admits a unique solution.
Theorem 1 ([9, Theorem 2.1]). Let Assumptions [7, 8] hold true. There exists a unique solution \( (u_h, \phi_h) \in X_h \times Y_h \) of [2]. Assume that the exact solution \( u \) of [1] satisfies \( u \in \tilde{H}^{1/2+r}(\Gamma) \) for some \( r \in (0, 1/2) \). Then, there holds
\[
\|u - u_h\|_{H^{1/2}(\Gamma)} \lesssim |\log(h)|^2 h^r \|u\|_{\tilde{H}^{1/2+r}(\Gamma)}.
\]

Remark 2. The work [9] deals with homogeneous boundary conditions on \( \partial \Gamma \). However, the analysis can be generalized to the present situation, see [8] for the case of BEM with Lagrangian multipliers. In particular, [9, Theorem 2.1] holds true if we do not impose homogeneous boundary conditions in \( X_h \).

We note that the bilinear form \( \tilde{a}(\cdot, \cdot) \) is not elliptic due to the fact that piecewise constant functions \( c = (c_1, \ldots, c_N) \in X_h \) with \( c_i \in \mathbb{R} \) are in the kernel of \( \text{curl}_H(\cdot) \). Therefore, for our analysis we will use a simple stabilization of \( \tilde{a}(\cdot, \cdot) \) which is similar to the one that is often used for hypersingular integral equations on closed surfaces.

Lemma 3. Let \( 0 \neq \alpha \in \mathbb{R} \) denote an arbitrary but fixed constant and let \( \xi_\ell \in Y_h \) denote the characteristic function on \( \gamma_\ell \), i.e., \( \xi_\ell|_{\gamma_h} = \delta_{h \ell} \) and define
\[
a(u, v) := \tilde{a}(u, v) + \alpha^2 \sum_{\ell=1}^L b(u, \xi_\ell)b(v, \xi_\ell) \quad \text{for all } u, v \in X_h.
\]
Then, the variational equation (2) is equivalent to: Find \( (u_h, \phi_h) \in X_h \times Y_h \) such that
\[
a(u_h, v_h) + b(v_h, \phi_h) = F(v_h)
\]
\[
b(u_h, \psi_h) = 0
\]
for all \( (v_h, \psi_h) \in X_h \times Y_h \).
Moreover, for \( u, v \in X_h \), there holds
\[
\|v\|_{H^{1/2}(\Gamma)} \lesssim |\log(h)| a(v, v) \quad \text{and} \quad a(u, v) \lesssim |\log(h)|^2 \|u\|_{H^{1/2}(\Gamma)} \|v\|_{H^{1/2}(\Gamma)}.
\]
The involved constants do not depend on \( h \).

Proof. To see the equivalence, we note that \( b(u_h, \xi_\ell) = 0 \) from the second equation of (2) resp. (1), since \( \xi_\ell \in Y_h \). Hence, the additional stabilization terms in the definition of \( a(\cdot, \cdot) \) always vanish. Note that the solutions \( (u_h, \psi_h) \) of (2) and (1) are in fact identical.

The upper bound in (5) follows from the continuity
\[
\tilde{a}(u, v) \lesssim |\log(h)|^2 \|u\|_{H^{1/2}(\Gamma)} \|v\|_{H^{1/2}(\Gamma)}
\]
of \( \tilde{a}(\cdot, \cdot) \) (see [9, Lemma 3.9]) and the continuity
\[
b(u, \psi) \lesssim |\log(h)|^{1/2} \|u\|_{H^{1/2}(\Gamma)} \|\psi\|_{L^2(\gamma)}
\]
of \( b(\cdot, \cdot) \) (see [9, Lemma 3.14]), since
\[
\sum_{\ell=1}^L b(u, \xi_\ell)b(v, \xi_\ell) \lesssim |\log(h)| \|u\|_{H^{1/2}(\Gamma)} \|v\|_{H^{1/2}(\Gamma)} \sum_{\ell=1}^L \|1\|_{L^2(\gamma_\ell)}^2.
\]
To derive the lower bound in (5) we note that the analysis from [8] and [9] yields
\[
|v|_{H^{1/2}(\Gamma)}^2 := \sum_{i=1}^N |v_i|_{H^{1/2}(\Gamma_i)}^2 \lesssim \tilde{a}(v, v) \quad \text{for all } v \in X_h.
\]
Moreover, we apply the following result from [9, Proposition 3.5], which comes from a discrete Poincaré-Friedrichs inequality for fractional-order Sobolev spaces proved in [10]: There exists a constant $C > 0$ such that for all $\varepsilon \in (0, 1/2]$ and any $v \in H^{1/2+\varepsilon}(\mathcal{T})$ with $v|_{\partial\mathcal{T}} = 0$ there holds

\begin{equation}
C^{-1}\|v\|_{L^2(\Gamma)}^2 \leq \varepsilon^{-1}\|v\|_{H^{1/2+\varepsilon}(\mathcal{T})}^2 + \sum_{\ell \in \{1, \ldots, L\} : \gamma_\ell \text{ is interior edge}} \frac{\text{diam}(\gamma_\ell)^{-1-2\varepsilon}}{\gamma_\ell} \left(\int_{\gamma_\ell} |v| \, ds\right)^2.
\end{equation}

Let $\hat{\Gamma} \supset \Gamma$ denote an extension of $\Gamma$ with $\partial\Gamma \subset \hat{\Gamma}$. Moreover, let $\hat{\mathcal{T}}$ denote a subdomain decomposition of $\hat{\Gamma}$ with $\mathcal{T} \subset \hat{\mathcal{T}}$ such that the shape regularities of $\mathcal{T}$ and $\hat{\mathcal{T}}$ are equivalent. In particular, $\hat{\mathcal{T}}$ can be chosen such that each boundary edge $\gamma_\ell \subset \partial\Gamma \cap \partial\Gamma_i$ is an interior edge in $\hat{\mathcal{T}}$. Thus, (7) holds true if we replace $\Gamma$, resp. $\mathcal{T}$, with $\hat{\Gamma}$, resp. $\hat{\mathcal{T}}$. For each $v \in H^{1/2}(\mathcal{T})$ we set $\hat{v}|_{\mathcal{T}} = v$ and $\hat{v}|_{\hat{T}\setminus\mathcal{T}} = 0$. Then, $\hat{v} \in H^{1/2}(\hat{\mathcal{T}})$ and $\|\hat{v}\|_{H^{1/2+\varepsilon}(\hat{\mathcal{T}})} = \|v\|_{H^{1/2+\varepsilon}(\mathcal{T})}$. We infer that

\begin{equation}
\|v\|_{L^2(\Gamma)}^2 = \|\hat{v}\|_{L^2(\hat{\Gamma})}^2 \lesssim \varepsilon^{-1}\|\hat{v}\|_{H^{1/2+\varepsilon}(\hat{\mathcal{T}})}^2 + \sum_{\ell = 1}^L \frac{\text{diam}(\gamma_\ell)^{-1-2\varepsilon}}{\gamma_\ell} \left(\int_{\gamma_\ell} |\hat{v}| \, ds\right)^2
\end{equation}

with some constant $C' > 0$ depending on $\alpha$ and the diameters of $\gamma_\ell$ but not on $\varepsilon$. Finally, choosing $\varepsilon = |\log(h)|^{-1}$, the inverse estimate

$$h^\varepsilon \|v\|_{H^{1/2+\varepsilon}(\mathcal{T})} \lesssim \|v\|_{H^{1/2}(\mathcal{T})}$$

together with (8) and (7) shows ellipticity of $a(\cdot, \cdot)$.

\begin{flushright}
\textcircled{2.4. Discretizations.} For real-valued vectors we use bold symbols, e.g., $\mathbf{x}$. Each vector $\mathbf{x} \in \mathbb{R}^K$ is uniquely associated to a function $v \in X_h$ in the following way. Let

$$\{\eta_1^{(1)}, \ldots, \eta_1^{(K_1)}, \eta_2^{(1)}, \ldots, \eta_2^{(K_2)}, \ldots, \eta_N^{(1)}, \ldots, \eta_N^{(K_N)}\}$$

denote the basis of $X_h$. For simplicity we use the notation $\eta_1, \ldots, \eta_K$ for the basis. Then, $\mathbf{x} \in \mathbb{R}^K$ (with $K = \sum_{i=1}^N K_i$) corresponds to

$$v = \sum_{i=1}^N \sum_{j=1}^{K_i} \mathbf{x}_j + \sum_{k=1}^{N-1} \mathbf{x}_j \eta_j^{(i)} = \sum_{j=1}^K \mathbf{x}_j \eta_j.$$

We define the Galerkin matrix $A \in \mathbb{R}^{K \times K}$ of $a(\cdot, \cdot)$ as

$$A_{jk} := a(\eta_k, \eta_j) \quad \text{for } j, k = 1, \ldots, K.$$

Let $\{\chi_j^{(\ell)}\}$ denote the basis of $Y_{h,\ell}$ with $\chi_j^{(\ell)}|_{\tau_k} = \delta_{jk}$ for $t_k \in \tau_\ell$. Analogously as before, we write $\chi_1, \ldots, \chi_M$ with $M := \sum_{\ell=1}^L M_\ell := \sum_{\ell=1}^L \# Y_{h,\ell}$ for the corresponding basis of $Y_h$.\end{flushright}
Then, each $\psi \in Y_h$ can be written as
\[
\psi = \sum_{j=1}^{M} y_j \chi_j \quad \text{for some } y \in \mathbb{R}^M.
\]

We define the matrix $B \in \mathbb{R}^{M \times K}$ by
\[
B_{jk} := b(\eta_k, \chi_j) \quad j = 1, \ldots, M, \ k = 1, \ldots, K.
\]

Denoting the right-hand side vector by $f \in \mathbb{R}^K$ with $f_k := F(\eta_k)$, the formulation (4) is equivalent to the matrix-vector equation: Find $(x, y)^T \in \mathbb{R}^{K+M}$ such that
\[
C \begin{pmatrix} x \\ y \end{pmatrix} := \begin{pmatrix} A & B^T \\ B & 0 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} f \\ 0 \end{pmatrix}.
\]

3. Preconditioning

In this section we analyze different wirebasket preconditioners for the mortar BEM considered in Section 2. First, we recall results on the MINRES method.

3.1. Minimal residual method. Throughout we consider the preconditioned minimal residual method (MINRES) with inner products $\langle x, y \rangle_P := y^T P x$ induced by block-diagonal preconditioners of the form
\[
P = \begin{pmatrix} P_A & P_B \\ P_A^T & P_B \end{pmatrix},
\]

where the blocks $P_A \in \mathbb{R}^{K \times K}, \ P_B \in \mathbb{R}^{M \times M}$ are symmetric and positive definite. (Here and in the following, empty spaces represent null matrices of appropriate dimensions.) The preconditioned system then reads
\[
P^{-1} C = \begin{pmatrix} P_A^{-1} & P_A^{-1} B^T \\ P_B^{-1} A P_A & P_B^{-1} B P_B \end{pmatrix} = P^{-1/2} C P^{-1/2}.
\]

Furthermore, define the matrix
\[
\tilde{C} := \begin{pmatrix} \tilde{A} & \tilde{B}^T \\ \tilde{B} & \tilde{B} \end{pmatrix} := \begin{pmatrix} P_A^{-1/2} A P_A^{-1/2} & P_A^{-1/2} B^T P_B^{-1/2} P_B \end{pmatrix} = P^{-1/2} C P^{-1/2}.
\]

We note that there holds $\text{spec}(\tilde{C}) = \text{spec}(P^{-1} C)$ for the respective spectra. Let
\[
\lambda_{\text{min}} \leq \lambda_{\text{max}} \quad \text{and} \quad \Sigma_1 \leq \cdots \leq \Sigma_m
\]

denote, respectively, the extremal eigenvalues of $\tilde{A}$ and the nonzero singular values of $\tilde{B}$. Of course, they are all positive. We also define the condition number
\[
\kappa(\tilde{C}) := \max\{|\lambda|; \ \lambda \in \text{spec}(\tilde{C})\} / \min\{|\lambda|; \ \lambda \in \text{spec}(\tilde{C})\}.
\]

The following is a well-established result, see, e.g., [27].
Proposition 4. Denote by \( r^{(k)} := P^{-1}(f - Cx^{(k)}) \) the residual of the \( k \)-th preconditioned MINRES iteration \( x^{(k)} \) with inner product \( (\cdot, \cdot)_P \). Then there holds

\[
\frac{\|r^{(k)}\|_P^2}{\|r^{(0)}\|_P^2} \leq 2 \left( \frac{\kappa(\tilde{C}) - 1}{\kappa(\tilde{C}) + 1} \right)^k.
\]

so that the number of preconditioned MINRES iterations, required to reduce the initial residual to a certain percentage, is bounded by \( O(\kappa(\tilde{C})) \).

Bounds for the spectrum of \( \tilde{C} \) can be specified in terms of the eigenvalues of \( \tilde{A} \) and singular values of \( \tilde{B} \).

Proposition 5 ([19] Lemma 2.1). There holds

\[
\text{spec}(P^{-1}C) \subseteq \left[ \frac{1}{4}(\Lambda_{\text{min}} - \sqrt{\Lambda_{\text{min}}^2 + 4\Sigma_m^2}), \frac{1}{2}(\Lambda_{\text{max}} - \sqrt{\Lambda_{\text{max}}^2 + 4\Sigma_m^2}) \right] \\
\cup \left[ \Lambda_{\text{min}}, \frac{1}{2}(\Lambda_{\text{max}} + \sqrt{\Lambda_{\text{max}}^2 + 4\Sigma_m^2}) \right]
\]

with \( \Lambda_{\text{min}}, \Lambda_{\text{max}}, \Sigma_1, \Sigma_m \) being the numbers from [10].

3.2. Preconditioner and main results. Our preconditioning technique is based on an initial decomposition of \( X_h \) into wirebasket components related with the coarse mesh \( \mathcal{T} \) and the remainder. Then, individual preconditioners are applied to the three spaces of wirebasket and interior components and the Lagrangian multiplier.

3.2.1. Wirebasket splitting. For the initial decomposition of \( X_h \), we define for each \( v_i \in X_{h,i} \) the unique representation

\[
(11) \quad v_i = v_{i,1} + v_{i,0} \quad \text{with} \quad v_{i,0} \in X_{i,0} := \{ w \in X_{h,i} : w|_{\partial \Gamma_i} = 0 \} \quad \text{and} \quad v_{i,1} := v_i - v_{i,0},
\]

and the preconditioning forms \( d_j : X_h \times X_h \to \mathbb{R} \) \( (j = 1, 2, 3) \) defined by

\[
(12a) \quad d_1(u, v) := \sum_{i=1}^N \langle u_{i,1}|_{\partial \Gamma_i}, v_{i,1}|_{\partial \Gamma_i} \rangle_{L^2(\partial \Gamma_i)} + \sum_{i=1}^N \langle W_i u_{i,0}, v_{i,0} \rangle_{\Gamma_i},
\]

\[
(12b) \quad d_2(u, v) := \sum_{i=1}^N \langle u_{i,1}|_{\partial \Gamma_i}, v_{i,1}|_{\partial \Gamma_i} \rangle_{L^2(\partial \Gamma_i)} + \frac{1}{\log(h)^2} \sum_{i=1}^N \langle W_i u_{i,0}, v_{i,0} \rangle_{\Gamma_i},
\]

\[
(12c) \quad d_3(u, v) := \sum_{i=1}^N \log(h) \langle u_{i,1}|_{\partial \Gamma_i}, v_{i,1}|_{\partial \Gamma_i} \rangle_{L^2(\partial \Gamma_i)} + \sum_{i=1}^N \langle W_i u_{i,0}, v_{i,0} \rangle_{\Gamma_i}.
\]

Here, \( W_i \) is the hypersingular integral operator associated with the subdomain \( \Gamma_i \). Note that, with \( V_i \) being the simple-layer integral operator associated with \( \Gamma_i \), we have

\[
\langle V_i \text{curl}_{\Gamma_i} v_{i,0}, \text{curl}_{\Gamma_i} v_{i,0} \rangle_{\Gamma_i} = \langle W_i v_{i,0}, v_{i,0} \rangle_{\Gamma_i} \simeq \| v_{i,0} \|_{H^{1/2}(\Gamma_i)}^2.
\]

Definition [12] provides, up to logarithmic terms, stable splittings.
Lemma 6. For all \( v \in X_h \) there holds
\[
|\log(h)|^{-3}d_1(v, v) \lesssim a(v, v) \lesssim |\log(h)|^2d_1(v, v),
\]
\[
|\log(h)|^{-2}d_2(v, v) \lesssim a(v, v) \lesssim |\log(h)|^2d_2(v, v),
\]
\[
|\log(h)|^{-3}d_3(v, v) \lesssim a(v, v) \lesssim |\log(h)|d_3(v, v).
\]

A proof of Lemma 6 is given in Section 3.3.

3.2.2. Preconditioner for \( A \). We now consider a preconditioner for the matrix \( A \) that corresponds to the bilinear form \( a(\cdot, \cdot) \) on \( X_h \times X_h \). Having performed the initial decomposition of \( X_h \) into wirebasket and interior components, Lemma 3 and the structure of the bilinear forms \( d_j \) defined by (12) show that it suffices to provide preconditioners for the \( L^2(\partial \Gamma_i) \) terms and the terms involving the hypersingular integral operator. We use, respectively, a simple diagonal preconditioner and an arbitrary preconditioner for the hypersingular integral operator in the conforming case, see, e.g., [1, 2, 21, 26].

In the following, let \( P_{W_i} \) denote such a preconditioner for the hypersingular integral operator \( W_i \) with constants \( \lambda^{(i)}_{\min}, \lambda^{(i)}_{\max} \) such that
\[
\lambda^{(i)}_{\min}x^T P_{W_i} x \leq \langle W_i v_{i,0}, v_{i,0}\rangle_{\Gamma_i} \leq \lambda^{(i)}_{\max}x^T P_{W_i} x
\]
for all \( v_{i,0} \in X_{i,0} \) with \( v_{i,0} = \sum_{j \in K_i} x_j \eta^{(i)}_j \). Furthermore, let \( P_{\partial \Gamma_i} \) denote a preconditioner with
\[
\mu^{(i)}_{\min} y^T P_{\partial \Gamma_i} y \leq \|v_{i,1}|_{\partial \Gamma_i}\|_{L^2(\partial \Gamma_i)}^2 \leq \mu^{(i)}_{\max} y^T P_{\partial \Gamma_i} y
\]
for all \( v_{i,1} \in X_{i,1} \) with \( v_{i,1} = \sum_{j \in K_i} y_j \eta^{(i)}_j \). Define the preconditioner \( P^{(i)} \in \mathbb{R}^{K_i \times K_i} \) for the \( i \)-th subdomain by
\[
P^{(i)} := \begin{cases} 
(P_{\partial \Gamma_i}, P_{W_i}) & \text{if } d_1(\cdot, \cdot) \text{ is used,} \\
(P_{\partial \Gamma_i}, |\log(h)|^{-2}P_{W_i}) & \text{if } d_2(\cdot, \cdot) \text{ is used,} \\
(P_{\partial \Gamma_i}, |\log(h)|P_{\partial \Gamma_i}) & \text{if } d_3(\cdot, \cdot) \text{ is used,}
\end{cases}
\]
and the overall preconditioner \( P_A \) for the matrix \( A \), corresponding to the bilinear form \( a(\cdot, \cdot) \) on \( X_h \), by
\[
P_A := \begin{pmatrix} 
P^{(1)} & \cdots & P^{(N)} 
\end{pmatrix}.
\]

For the last two definitions we have assumed an appropriate order of the degrees of freedom in \( X_{h,i} \). The logarithmic terms in the definition of \( P^{(i)} \) stem from the logarithmic perturbations in the definition (12) of \( d_j(\cdot, \cdot) \). In the remainder of this work we will refer to “Case j” if \( d_j(\cdot, \cdot) \) is used in the definition of \( P_A \) (\( j = 1, 2, 3 \)).

Our main result concerning the preconditioning of \( A \) is as follows.
Theorem 7. Set
\[ \lambda_{\min} := \min\{\lambda_{\min}^{(1)}, \mu_{\min}^{(1)}, \ldots, \lambda_{\min}^{(N)}, \mu_{\min}^{(N)}\} \quad \text{and} \quad \lambda_{\max} := \max\{\lambda_{\max}^{(1)}, \mu_{\max}^{(1)}, \ldots, \lambda_{\max}^{(N)}, \mu_{\max}^{(N)}\}. \]

Then, there holds for all \( x \in \mathbb{R}^{K} \)

\[
\begin{cases}
|\log(h)|^{-3}\lambda_{\min}x^{T}P_{A}x \leq x^{T}Ax \leq |\log(h)|^{2}\lambda_{\max}x^{T}P_{A}x & \text{for Case 1}, \\
|\log(h)|^{-2}\lambda_{\min}x^{T}P_{A}x \leq x^{T}Ax \leq |\log(h)|^{2}\lambda_{\max}x^{T}P_{A}x & \text{for Case 2}, \\
|\log(h)|^{-3}\lambda_{\min}x^{T}P_{A}x \leq x^{T}Ax \leq |\log(h)|\lambda_{\max}x^{T}P_{A}x & \text{for Case 3}.
\end{cases}
\]

Therefore, the condition number of \( \tilde{A} \) is bounded by
\[ \kappa(\tilde{A}) \lesssim |\log(h)|^{\beta}\frac{\lambda_{\max}}{\lambda_{\min}} \]
with \( \beta = 5 \) in Case 1 and \( \beta = 4 \) in Cases 2, 3.

Proof. The proof follows directly from Lemma 8 and Assumptions (13), (14) on the preconditioners. \( \square \)

3.2.3. Final preconditioner for the full matrix \( C \). In order to define the preconditioner \( P \) for the full matrix \( C \) we assume that we have a matrix \( P_{B} \in \mathbb{R}^{M \times M} \) such that there exist numbers \( \sigma_{\min}, \sigma_{\max} > 0 \) with
\[
\sigma_{\min}y^{T}P_{B}y \leq \|\psi\|_{L^{2}(\gamma)}^{2} \leq \sigma_{\max}y^{T}P_{B}y
\]
for all \( \psi = \sum_{m=1}^{M}y_{m}\chi_{m} \in Y_{h} \). Below, we will select \( P_{B} \) to be diagonal with or without logarithmic scaling.

To provide bounds for the spectrum of \( \tilde{C} \) by means of Proposition 5, it remains to bound the singular values \( \Sigma_{1}, \ldots, \Sigma_{m} \) of the matrix \( \tilde{B} \).

Lemma 8. Let \( 0 < \Sigma_{1} \leq \cdots \leq \Sigma_{m} \) denote the nonzero singular values of the matrix \( \tilde{B} \) and let \( \lambda_{\min}, \lambda_{\max} \) be defined as in Theorem 7. Then,
\[
\begin{cases}
\lambda_{\min}\sigma_{\min}|\log(h)|^{-2} \lesssim \Sigma_{1}^{2} \leq \Sigma_{m}^{2} \lesssim \lambda_{\max}\sigma_{\max} & \text{for Case 1}, \\
\lambda_{\min}\sigma_{\min}|\log(h)|^{-1} \lesssim \Sigma_{1}^{2} \leq \Sigma_{m}^{2} \lesssim \lambda_{\max}\sigma_{\max} & \text{for Case 2}, \\
\lambda_{\min}\sigma_{\min}|\log(h)|^{-2} \lesssim \Sigma_{1}^{2} \leq \Sigma_{m}^{2} \lesssim \lambda_{\max}\sigma_{\max}|\log(h)|^{-1} & \text{for Case 3}.
\end{cases}
\]

A proof of Lemma 8 will be given in Section 3.3.

Now, let \( M \in \mathbb{R}^{M \times M} \) denote the \( L^{2}(\gamma) \) mass matrix, i.e.,
\[ M_{jk} := \langle \chi_{j}, \chi_{k} \rangle_{\gamma} \quad \text{for} \ j, k = 1, \ldots, M. \]

Obviously, \( M \) is diagonal and
\[ \|\psi\|_{L^{2}(\gamma)}^{2} = y^{T}My \quad \text{for all} \ \psi = \sum_{m=1}^{M}y_{m}\chi_{m} \in Y_{h}. \]

The main result of our paper is the next theorem. Its proof is immediate by combining the previously established estimates, namely Theorem 7 and Lemma 8 together with the general results provided by Propositions 4 and 5.

Theorem 9. Let \( \lambda_{\min}, \lambda_{\max} \) be defined as in Theorem 7 and let \( \sigma_{\min}, \sigma_{\max} > 0 \) be the numbers from (15). Then the spectrum of the preconditioned matrix has a superset like \( \text{spec}(\tilde{C}) \subseteq [-a, -b] \cup [c, d] \) with numbers \( a, b, c, d > 0 \) that satisfy the following estimates.
Lemma 11 (\cite{12, Lemma 4}). \[ \| \cdot \|_{\mathbb{C}} \]

the bilinear form

\[ \lambda_{\min}/\max\{\lambda_{\max}, \lambda_{\max}^{1/2}\}|\log(h)|^{-3} \lesssim b \leq a \lesssim \lambda_{\max}^{1/2}|\log(h)|^{1/2}, \]
\[ \lambda_{\min}|\log(h)|^{-3} \lesssim c \leq d \lesssim \max\{\lambda_{\max}, \lambda_{\max}^{1/2}\}|\log(h)|^{2}. \]

Lemma 10 (\cite{8, Lemma 4.3}). and an inverse estimate, which are given in the following two lemmas.

\[ \beta \]

\[ v \]

Proof of Lemma 6. Therefore, the condition number of \( \tilde{\mathbf{C}} \) is bounded by
\[ \kappa(\tilde{\mathbf{C}}) \lesssim |\log(h)|^{\beta} \max\{\lambda_{\max}^{1/2}, \lambda_{\max}^{2}\}/\lambda_{\min} \]
with \( \beta = 5 \) in Case 1 and \( \beta = 4 \) in Cases 2,3. Furthermore, the number of preconditioned MINRES iterations, required to reduce the relative residual to a certain threshold, is bounded like the condition number in the respective case.

3.3. Proofs and technical details. For the proof of Lemma 4 we need a trace inequality and an inverse estimate, which are given in the following two lemmas.

Lemma 10 (\cite{8} Lemma 4.3). Let \( R \subset \mathbb{R}^2 \) be a bounded Lipschitz domain. There exists a constant \( C > 0 \) such that for all \( \varepsilon \in (0, 1/2) \) holds
\[ \|v\|_{L^2(\partial R)} \leq C \varepsilon^{-1/2} \|v\|_{H^{1/2+\varepsilon}(R)} \quad \text{for all } v \in H^{1/2+\varepsilon}(R). \]

Lemma 11 (\cite{12} Lemma 4). For a function \( v_i \in X_{i,h} \) with splitting (11), \( v_i = v_{i,0} + v_{i,1} \), there holds
\[ \|v_{i,0}\|_{H^{1/2}(\Gamma_i)} \lesssim |\log(h)|\|v_{i}\|_{H^{1/2}(\Gamma_i)}, \quad i = 1, \ldots, N. \]

The proof of \cite{12} Lemma 4 uses \cite{5} Lemma 4.5]. An alternative proof of Lemma 11 which utilizes multilevel norms is given in \cite{14} Theorem 3.6].

Proof of Lemma 4. We start with a proof of the upper bound. Let \( v = v^{(0)} + v^{(1)} \in X_h \) with \( v^{(0)}_i := v_{i,0} \) and \( v^{(1)}_i := v_{i,1} \). Application of the triangle inequality, boundedness (3) of the bilinear form \( a(\cdot, \cdot) \), and equivalence \( \langle V, \cdot \rangle_\Gamma \simeq \| \cdot \|^2_{H^{-1/2}(\Gamma)} \) together with the estimate
\[ \| \cdot \|_{H^{-1/2}(\Gamma)} \lesssim \| \cdot \|_{H^{-1/2}(\mathcal{T})} \]
for fractional-order Sobolev spaces, leads to
\[ a(v, v) \lesssim a(v^{(0)}, v^{(0)}) + a(v^{(1)}, v^{(1)}) \lesssim a(v^{(0)}, v^{(0)}) + |\log(h)|^2 \|v^{(1)}\|_{H^{1/2}(\mathcal{T})}^2 \]
\[ \lesssim \sum_{i=1}^{N} \| \text{curl}_{\Gamma_i} v_{i,0} \|^2_{H^{-1/2}(\Gamma_i)} + |\log(h)|^2 \sum_{i=1}^{N} \|v_{i,1}\|_{H^{1/2}(\Gamma_i)}^2 \]
Then, $\langle V_i, \cdot \rangle_{\Gamma_i} \simeq \| \cdot \|_{H^{1/2}(\Gamma_i)}^2$ and $\langle V_i \text{curl}_{\Gamma_i} u_{i,0}, \text{curl}_{\Gamma_i} v_{i,0} \rangle_{\Gamma_i} = \langle W_i u_{i,0}, v_{i,0} \rangle_{\Gamma_i}$ for all $u, v \in X_h$ show

$$a(v, v) \lesssim \sum_{i=1}^{N} \langle W_i v_{i,0}, v_{i,0} \rangle_{\Gamma_i} + |\log(h)|^2 \sum_{i=1}^{N} \| v_{i,1} \|_{H^{1/2}(\Gamma_i)}^2.$$ 

Let $\tilde{\Gamma}_i$ denote a closed extension of the subdomain $\Gamma_i$ and let $\tilde{T}_i$ denote an extension of the mesh $T_i$ such that the shape-regularities of the meshes $\tilde{T}_i$ and $T_i$ are equivalent. For $z_j \in K_0$ we set $\tilde{\eta}_j^{(i)} := \eta_j^{(i)}$ and for $z_j \in K_1$ we define $\tilde{\eta}_j^{(i)}$ as the (bi-)linear function with $\tilde{\eta}_j^{(i)}(zk) = \delta_{jk}$ for all nodes $zk$ of the mesh $\tilde{T}_i$. Hence, $\tilde{\eta}_j^{(i)}|_{\Gamma_i} = \eta_j^{(i)}$. For an arbitrary function $v_i = \sum_{z_j \in K_i} x_j \eta_j^{(i)} \in X_{h,i}$ we define its extension $\tilde{v}_i$ as

$$\tilde{v}_i := \sum_{z_j \in K_i} x_j \tilde{\eta}_j^{(i)} \in \tilde{X}_{h,i}.$$ 

By the properties of the $H^{1/2}$- and $\tilde{H}^{1/2}$-norms, we have

$$\| v_{i,1} \|_{H^{1/2}(\Gamma_i)}^2 \lesssim \| \tilde{v}_{i,1} \|_{\tilde{H}^{1/2}(\tilde{\Gamma}_i)}^2.$$ 

Set $\omega_k := \text{supp}(\tilde{\eta}_k^{(i)})$. We note that there exists a constant $C_{\text{col}} > 0$ that depends only on the shape-regularity of the mesh $T_i$ such that

$$\| \tilde{v}_{i,1} \|_{\tilde{H}^{1/2}(\tilde{\Gamma}_i)}^2 \leq C_{\text{col}} \sum_{z_k \in K_1} \| x_k \tilde{\eta}_k^{(i)} \|_{\tilde{H}^{1/2}(\omega_k)}^2.$$ 

With

$$\| \tilde{\eta}_k^{(i)} \|_{\tilde{H}^{1/2}(\omega_k)}^2 \simeq \text{diam}(\omega_k) \approx \| \tilde{\eta}_k^{(i)}|_{\partial \Gamma_i} \|_{L^2(\omega_k \cap \partial \Gamma_i)}^2 = \| \eta_k^{(i)}|_{\partial \Gamma_i} \|_{L^2(\omega_k \cap \partial \Gamma_i)}^2$$

and the locality of the $L^2$-norms we further deduce

$$\| \tilde{v}_{i,1} \|_{\tilde{H}^{1/2}(\tilde{\Gamma}_i)}^2 \lesssim \sum_{z_k \in K_1} \| x_k \tilde{\eta}_k^{(i)} \|_{\tilde{H}^{1/2}(\omega_k)}^2 \lesssim \sum_{z_k \in K_1} \| x_k \eta_k^{(i)} \|_{L^2(\omega_k \cap \partial \Gamma_i)}^2 \lesssim \| v_{i,1} \|_{\partial \Gamma_i}^2.$$ 

Thus, altogether we have

$$a(v, v) \lesssim \sum_{i=1}^{N} \langle W_i v_{i,0}, v_{i,0} \rangle_{\Gamma_i} + |\log(h)|^2 \sum_{i=1}^{N} \| v_{i,1} \|_{\partial \Gamma_i}^2,$$ 

which proves the upper bounds.

For the lower bounds, we use Lemma [10] with $R = \Gamma_i$ and $\varepsilon = |\log(h)|^{-1}$ (for $h$ small enough). Together with an inverse inequality this gives

$$\| v_{i,1} \|_{L^2(\partial \Gamma_i)}^2 \lesssim |\log(h)|^2 \| v_{i,0} \|_{H^{1/2}(\Gamma_i)}^2.$$ 

Using the norm equivalence $\| \cdot \|_{H^{1/2}(\Gamma_i)}^2 \simeq \langle W_i, \cdot \rangle_{\Gamma_i}$ and Lemma [10] shows that

$$\langle W_i v_{i,0}, v_{i,0} \rangle_{\Gamma_i} \simeq \| v_{i,0} \|_{H^{1/2}(\Gamma_i)}^2 \lesssim |\log(h)|^2 \| v_{i,0} \|_{H^{1/2}(\Gamma_i)}^2.$$
Combining the previous relations and summing over \(i = 1, \ldots, N\) proves
\[
d_1(v, v) = \sum_{i=1}^{N} (W_i v_{i,0}, v_{i,0})_{\Gamma_i} + \sum_{i=1}^{N} \|v_{i,1}\|\|r_i\|_{L^2(\partial \Gamma_i)}^2 \leq \|\log(h)\|^2 \|v\|^2_{H^{1/2}(\Omega)}
\]
\[
d_2(v, v) = \sum_{i=1}^{N} \|\log(h)\|^{-2} (W_i v_{i,0}, v_{i,0})_{\Gamma_i} + \sum_{i=1}^{N} \|v_{i,1}\|\|r_i\|_{L^2(\partial \Gamma_i)}^2 \leq \|\log(h)\| \|v\|^2_{H^{1/2}(\Omega)}
\]
\[
d_3(v, v) = \sum_{i=1}^{N} (W_i v_{i,0}, v_{i,0})_{\Gamma_i} + \|\log(h)\| \sum_{i=1}^{N} \|v_{i,1}\|\|r_i\|_{L^2(\partial \Gamma_i)}^2 \leq \|\log(h)\|^2 \|v\|^2_{H^{1/2}(\Omega)}
\]

Hence, by applying the ellipticity of \(a(\cdot, \cdot)\) from Theorem \(\square\), this shows the lower bounds. \(\square\)

**Proof of Lemma 8** Note that the nonzero singular values of \(\tilde{B}\) are given by the square roots of the eigenvalues of the matrix \(\tilde{B} \tilde{B}^T\), since \(\tilde{B}\) has full (row) rank. Furthermore, we note that the smallest and largest singular values are given, respectively, by the minimum and maximum of the term
\[
\max_{y \in \mathbb{R}^K} \frac{b(v, \psi)}{\|y\|_{P_A} \|x\|_{P_B}} \quad \text{with} \quad v = \sum_{k=1}^{K} y_k \eta_k \quad \text{and} \quad \psi = \sum_{m=1}^{M} x_m \chi_m.
\]

We start with the upper bound. By the Cauchy-Schwarz and triangle inequalities we have
\[
b(v, \psi)^2 \leq 2 \|\psi\|^2_{L^2(\gamma)} \sum_{i=1}^{N} \|v_i\|^2_{L^2(\partial \Gamma_i)} \leq \|\psi\|^2_{L^2(\gamma)} \|\log(h)\|^{M_1} d_j(v, v)
\]
with \(M_1 = M_2 = 0\) and \(M_3 = -1\). This together with \(d_j(v, v) \lesssim \lambda_{\max} y^T P_A y\) and \(\|\psi\|^2_{L^2(\gamma)} \leq \sigma_{\max} x^T P_B x\) from (15) proves the upper bound.

For the lower bound, we use the proof of Lemma 6 to see that
\[
\lambda_{\min} y^T P_A y \lesssim d_j(v, v) \lesssim \|\log(h)\|^{m_3} \|v\|^2_{H^{1/2}(\Omega)}
\]
with \(m_1 = m_3 = -2\) and \(m_2 = -1\). This leads to the estimate
\[
\max_{y \in \mathbb{R}^K \setminus \{0\}} \frac{b(v, \psi)}{\|y\|_{P_A} \|x\|_{P_B}} \geq (\lambda_{\min})^{1/2} \|\log(h)\|^{-m_3/2} \max_{v \in X_h \setminus \{0\}} \frac{b(v, \psi)}{\|v\|_{H^{1/2}(\Omega)} \|x\|_{P_B}}.
\]

By using \(\|\psi\|^2_{L^2(\gamma)} \geq \sigma_{\min} x^T P_B x\) from (15) and the discrete inf-sup condition
\[
\sup_{0 \neq v \in X_h} \frac{b(v, \psi)}{\|v\|_{H^{1/2}(\Omega)}} \geq \beta \|\psi\|_{L^2(\gamma)} \quad \text{for all} \quad \psi \in Y_h
\]
from [3] Lemma 3.12] (with constant \(\beta > 0\) independent of \(h\)) we conclude the lower bound. \(\square\)

4. Numerical Examples

In this section we present numerical examples in which we compare the different behaviors of the preconditioned systems induced by the preconditioning forms \(d_1(\cdot, \cdot), d_2(\cdot, \cdot), d_3(\cdot, \cdot)\). Note that block \(P_A\) of the preconditioner \(P\) is determined by the preconditioning forms \(d_j(\cdot, \cdot)\). For the second block \(P_B\) we choose, up to a possible logarithmic term, the (diagonal)
mass matrix $\mathbf{M}$ for the Lagrangian multiplier space. We distinguish the following cases (with corresponding numbers $\sigma_{\text{min}}, \sigma_{\text{max}}$ according to Theorem 9, cf. (15)).

- **Case 1a)** $\mathbf{P}_B = |\log(h)|^{-1}\mathbf{M}$, $\sigma_{\text{min}} = \sigma_{\text{max}} = |\log(h)|$,
- **Case 1b)** $\mathbf{P}_B = \mathbf{M}$, $\sigma_{\text{min}} = \sigma_{\text{max}} = 1$,
- **Case 2)** $\mathbf{P}_B = |\log(h)|^{-1}\mathbf{M}$, $\sigma_{\text{min}} = \sigma_{\text{max}} = |\log(h)|$,
- **Case 3)** $\mathbf{P}_B = \mathbf{M}$, $\sigma_{\text{min}} = \sigma_{\text{max}} = 1$.

Note that **Case 1a**, **Case 2**, **Case 3** correspond to the bounds obtained in Theorem 9, whereas, at least theoretically, we would expect worse bounds for **Case 1b**. Moreover, we compare the results to a simple diagonal preconditioner with

$$(\mathbf{P}_A)_{jk} = A_{jj} \delta_{jk} \quad \text{and} \quad (\mathbf{P}_B)_{jk} = B_{jj} \delta_{jk},$$

where $\delta_{jk}$ denotes the Kronecker delta symbol. In the figures and tables below, we refer to this preconditioner as $\text{diag}$.

Throughout, we use the MINRES algorithm, see Section 3.1, to solve the discrete system. We stop the algorithm if the relative residual in the $k$-th step satisfies

$$\frac{\|r^{(k)}\|_P}{\|r^{(0)}\|_P} \leq 10^{-6}.$$  

**4.1. Diagonal preconditioner and multilevel diagonal preconditioner.** For the wirebasket component we use a simple diagonal preconditioner. Indeed, it is straightforward to prove that

$$\|v_{i,1}\|_{L^2(\partial \Gamma_i)}^2 \simeq \sum_{z_j \in K_i^1} y_j^2 \|\eta^{(i)}_j\|_{L^2(\partial \Gamma_i)}^2 \simeq \sum_{z_j \in K_i^1} y_j^2 \text{diam}(\omega_j),$$  

where $v_{i,1} = \sum_{z_j \in K_i^1} y_j^2 \eta^{(i)}_j \in X_{i,1}$ and $\text{diam}(\omega_j)$ is the diameter of the node patch $\omega_j = \text{supp}(\eta^{(i)}_j)$ of $z_j$. For the example from Section 4.2, we define the diagonal preconditioner

$$(\mathbf{P}_{\partial \Gamma_i})_{jk} := \frac{|\omega_j|^{1/2}}{12} \delta_{jk}.$$  

According to (16) it is optimal, that is, the numbers from (14) behave like

$$\mu^{(i)}_{\text{min}} \simeq \mu^{(i)}_{\text{max}} \simeq 1, \quad i = 1, \ldots, N.$$  

For the example from Section 4.3 we test as preconditioner (for the wirebasket components) the diagonal of the matrix, i.e., we set

$$(\mathbf{P}_{\partial \Gamma_i})_{jk} := \langle V_i \mathbf{curl}_H \eta^{(i)}_j, \mathbf{curl}_H \eta^{(i)}_j \rangle_{\Gamma_i} \delta_{jk}.$$  

Since $\langle V_i \mathbf{curl}_H \eta^{(i)}_j, \mathbf{curl}_H \eta^{(i)}_j \rangle_{\Gamma_i} \simeq \text{diam}(\omega_j) \simeq |\omega_j|^{1/2}$ the constants from (14) satisfy (17) in this case as well.

It remains to select preconditioners for the matrix blocks that belong to the interior unknowns, i.e., the ones corresponding to the nodes $K_i^0$, $i = 1, \ldots, N$. As indicated by (13), it is enough to take for each subdomain a standard preconditioner that works for the
hypersingular operator. In the following we use as $P_{W_i}$ a multilevel diagonal preconditioner, i.e.,

$$P_{W_i}^{-1} := \sum_{\ell_i = 0}^{L_i} T_{i,\ell_i} D_{i,\ell_i}^{-1} T_{i,\ell_i}^T.$$ 

More precisely, we consider $T_i = T_{i,\ell_i}$ as the finest level of a sequence of meshes $T_{i,\ell} (\ell = 0, \ldots, L_i)$. Then, $D_{i,\ell}$ is the diagonal part of the Galerkin matrix of $\langle V \text{curl}_H(\cdot), \text{curl}_H(\cdot) \rangle_{\Gamma_i}$ with respect to the nodal basis of $X_{i,0}$ on level $\ell_i$ and $T_{i,\ell}$ is the matrix representation of the embedding operator which embeds elements of the space $X_{i,0}$ on a coarse level $\ell_i$ to functions on the fine level $L_i$. For the examples from Section 4.2, we replace the entries of $(D_{i,\ell})_{jj}$ by $|\omega_{i,\ell,j}|^{1/2}/12$. Here, $\omega_{i,\ell,j}$ is the support of the basis functions of level $\ell_i$ associated with node $j$.

It is known, see, e.g., [1], that these preconditioners are optimal on triangular meshes, i.e., the constants from (13) satisfy

$$\lambda_{\min} \simeq \lambda_{\max} \simeq 1$$

with mesh size independent constants. Such multilevel preconditioners can be extended to locally refined meshes with assumptions on refinement zones, see, e.g., [1], or by use of special refinement strategies like Newest Vertex Bisection, cf. [7]. The basic idea is that smoothing with the diagonal elements is done with respect to the degrees of freedom, where the associated basis functions have changed.

We remark that the cited results for the multilevel diagonal preconditioners are stated for triangular meshes only. However, for uniform refinements, the same techniques can be used to prove optimality on quadrilateral meshes. Finally, note that (17) and (18) imply that the numbers $\lambda_{\min}, \lambda_{\max}$ from Theorem 7 satisfy

$$\lambda_{\min} \simeq \lambda_{\max} \simeq 1.$$ 

According to Theorem 9 we then expect bounds $\kappa(\tilde{C}) = O(|\log h|^\beta)$ with $\beta \leq 5$ in Case 1a and $\beta \leq 4$ in Cases 2,3. A theoretical bound for the condition number in Case 1b would results in an exponent $\beta > 5$ (and is not given here). But our numerical results show that this preconditioner is as competitive as in Case 1a, and better than in Cases 2 and 3. Our explanation is that some of the technical bounds used in proofs are not sharp, see the discussion in the introduction.

4.2. Problem on Z-shaped domain with triangular meshes. We consider the variational formulation (4) with $f = 1$ and stabilization parameter $\alpha = 0.1$ on the Z-shaped domain $\Gamma$ from Figure 2. In this case we consider only one subdomain, i.e., $T = \{\Gamma\}$, $N = 1$. The stabilization parameter is chosen such that the lower order stabilization terms in the definition [13] are not the dominating parts in the condition numbers (for large $h$).

For the definition of the Lagrangian multiplier space $Y_h$, we combine two adjacent boundary edges to one element of the mesh $\tau_{i,\ell}$. Mesh refinement is driven by Newest Vertex Bisection, see, e.g., [15]. In particular, we note that each triangle $T$ is divided into 4 son elements $T_1, \ldots, T_4$, with $|T_j| = |T|/4$. Moreover, this refinement rule preserves shape-regularity, i.e.

$$\sup_{T \in T_{i,\ell}} \frac{\text{diam}(T)^2}{|T|} \lesssim \sup_{T \in T_{i,0}} \frac{\text{diam}(T)^2}{|T|},$$
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which also holds for adaptive mesh refinements. For details we refer the interested reader to [15] and references therein. We remark that the initial triangulation does not satisfy Assumption 2 since, for instance, the boundary edge $(-1, 0) \times \{0\} \times \{0\}$ of $\mathcal{T}_0$ contains only one boundary element. We use a uniform refinement in the first step, which ensures that Assumption 2 holds true.

Figure 3 shows the condition numbers (left) as well as the numbers of iterations (right) needed to reduce the relative residual in the MINRES method by $10^{-6}$ in the case of uniform refinements. Additionally, the condition numbers are listed in Table 1.
In the following let us refer to $P_j$ as the preconditioner of “Case $j$” ($j \in \{1a, 1b, 2, 3\}$). The numerical results indicate that the preconditioners $P_{1a}$ and $P_{1b}$ are better than the others, and that $P_3$ is better than $P_2$. In contrast, Theorem 9 predicts better bounds for $P_2$ and $P_3$. Nevertheless, all the results confirm the theoretical estimates. Indeed, Figure 4 indicates that $\kappa(\widetilde{C})$ is bounded by $O(|\log(h)|^3)$ even in Case 2.

In the next example we consider adaptive mesh refinements, where we use a simple ZZ-type estimator, see, e.g., [6], to mark elements for refinement and additionally refine all elements that share a boundary edge. We note that this estimator is not analyzed in [6] for the present (non-conforming) situation, but is heuristically used to obtain adaptively refined meshes. Condition numbers of the preconditioned systems and numbers of iterations needed in the MINRES algorithm are plotted in Figure 5. Moreover, the condition numbers are listed in Table 2. We observe similar results as in the case of uniform refinements. In
particular, our theoretical results are confirmed also for adaptively refined meshes. Again, the results for the weakest of the domain decomposition preconditioners, \( P_2 \), indicate that \( \kappa(\tilde{C}) \lesssim O(\|\log(h)\|^3) \) also in this case, cf. Figure 6.

4.3. Problem with four subdomains and quadrilateral meshes. We consider the variational formulation (4) with \( f = 1 \) and stabilization parameter \( \alpha = 0.1 \) on the quadratic domain \( \Gamma := (0,2)^2 \times \{0\} \) with a decomposition into four subdomains \( \Gamma_1 = (0,1)^2 \times \{0\}, \Gamma_2 = (1,2) \times (0,1) \times \{0\}, \Gamma_3 = (0,1) \times (1,2) \times \{0\}, \) and \( \Gamma_4 = (1,2)^2 \times \{0\} \) sketched in Figure 7. For the intersections \( \Gamma_1 \cap \Gamma_2 \) and \( \Gamma_1 \cap \Gamma_3 \), we define \( \Gamma_1 \) to be the Lagrangian side and for the intersections \( \Gamma_4 \cap \Gamma_2 \) and \( \Gamma_4 \cap \Gamma_3 \), we define \( \Gamma_4 \) to be the Lagrangian side. We
Figure 6. Logarithmic behavior of condition numbers for example of Section 4.2 and adaptive refinements.

define the Lagrangian elements that come from $\Gamma_1$ and $\Gamma_4$ as the union of two adjacent edges that lie in $\partial \Gamma_i$. For the Lagrangian elements that come from $\Gamma_2$ and $\Gamma_3$ we take the union of three adjacent boundary edges.

Figure 7. Subspace decomposition of $\Gamma = (0, 2)^2 \times \{0\}$ and their initial meshes for the example from Section 4.3.
We consider uniform refinements where each element of $\mathcal{T}_j$ is divided into four elements. For the experiment we refine each of the subdomain meshes separately, which leads to different mesh sizes $h_1, h_2, h_3, h_4$. Note that for our problem configuration there holds $h_j = h_j$. The results are given in Figure 8 and Table 3. As in Section 4.2 we observe that the preconditioners $P_{1a}, P_{1b}$ corresponding to the preconditioning form $d_1(\cdot, \cdot)$ behave best in terms of condition numbers and numbers of iterations. The preconditioners $P_2$ and $P_3$ stemming, respectively, from $d_2(\cdot, \cdot)$ and $d_3(\cdot, \cdot)$ show a stronger dependence on the mesh size. Nevertheless, theoretical bounds are confirmed also for this example. In particular, Figure 9 suggests that $\kappa(\tilde{C}) \lesssim O(|\log(h)|^3)$ for all domain decomposition preconditioners.

Let us also remark that the condition number of the un-preconditioned system gets smaller from Step 6 to Step 7, see Table 3. The condition number $\kappa(C)$ is bounded (up to logarithmic terms) by $\lambda_{\text{max}}^{1/2}/\lambda_{\text{min}}$ and this term depends on the ratio $h^{1/2}/h$. Since $h$ gets smaller and $h$ stays constant from Step 6 to Step 7 (as we refine all subdomains except $\Gamma_2$), this explains the observation.

---

**Figure 8.** Condition numbers of the preconditioned systems and number of iterations in the MINRES algorithm for the example of Section 4.3 with different refinement levels of subdomain meshes.

**Table 3.** Condition numbers of the preconditioned systems for the example of Section 4.3 with different refinement levels of subdomain meshes.
Figure 9. Logarithmic behavior of condition numbers for example of Section 4.3 with different refinement levels of subdomain meshes.
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