Dependence of the electronic structure of the EuS/InAs interface on the bonding configuration
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Recently, the EuS/InAs interface has attracted attention for the possibility of inducing magnetic exchange correlations in a strong spin-orbit semiconductor, which could be useful for topological quantum devices. We use density functional theory (DFT) with a machine-learned Hubbard U correction [npj Comput. Mater. 6, 180 (2020)] to elucidate the effect of the bonding configuration at the interface on the electronic structure. For all interface configurations considered here, we find that the EuS valence band maximum (VBM) lies below the InAs VBM. In addition, dispersed states emerge at the top of the InAs VBM at the interface, which do not exist in either material separately. These states are contributed mainly by the InAs layer adjacent to the interface. They are localized at the interface and may be attributed to charge transfer from the EuS to the InAs. The interface configuration affects the position of the EuS VBM with respect to the InAs VBM, as well as the dispersion of the interface state. For all interface configurations studied here, the induced magnetic moment in the InAs is small. This suggests that this interface, in its coherent form studied here, is not promising for inducing equilibrium magnetic properties in InAs.

I. INTRODUCTION

Majorana zero modes may provide a pathway to the realization of fault tolerant quantum computing [1–6]. Several types of hybrid materials systems have been proposed to produce Majorana zero modes. These include the surface of a 3D topological insulator interfaced with an s-wave superconductor; a 2D semiconductor with strong orbit-coupling in proximity to an s-wave superconductor; and a 1D semiconductor with the Majorana quasi-particles appearing at the two ends of the 1D superconductor wire [4, 7–11]. To induce superconductivity at the interface, the semiconductor is in contact with a superconductor, such as Al, Pb, and Nb [12–16]. One challenge that may be encountered in such platforms is that a large magnetic field is required to drive the system into the topological regime, which may be detrimental to the superconductivity [10–17, 19]. A possible solution is to add a ferromagnet (FM) in contact with the semiconductor to induce magnetism in the semiconductor internally via non-equilibrium spin injection [20, 21] or the magnetic proximity effect, thus obviating the need for an external magnetic field [22].

FM/semiconductor heterostructures have been widely used for spintronics [23–25]. Typically, the FM is a metal, such as Fe, Ni, and Co [26–28]. However, a metallic FM may induce undesirable states in the gap of a semiconductor and can have detrimental effects by shunting away the current in a hybrid device. A ferromagnetic insulator (FMI) may be advantageous for Majorana devices if it provides proximity induced magnetism in the semiconductor without introducing such deleterious effects [29]. Europium containing FMIs have a particularly high magnetic moment per Eu atom and a large exchange coupling [30]. Several studies have reported proximity induced magnetism in various materials in contact with europium oxide and europium chalcogenides, including the EuS/Bio2Se3 interface [31], phosphorene on EuO [32], MoSe2–EuS heterojunctions [33], and EuS/Al heterostructures [34–37]. A strong interfacial exchange field has been detected at the EuS/Pt interface [38]. Moreover, proximity to EuS may break the time-reversal symmetry and open a gap in the interface state of topological insulators [39–41].

EuS has a rock salt structure with less than 1% lattice mismatch to InAs, which makes it favorable for epitaxial growth. Therefore, the EuS/InAs interface could be an ideal option for a hybrid FMI-semiconductor superconductor structure if the proximity-induced magnetism in the InAs is sufficiently strong. Recently, an epitaxial EuS/InAs interface with a (001) orientation has been grown and characterized [42]. Angle-resolved photoemission spectroscopy (ARPES) has shown that the Eu 4f states, which form the top of the valence manifold of EuS, lie below the valence band maximum of InAs and that an interfacial quantum well state forms in the InAs. However, proximity-induced magnetism in the InAs could not be detected in neutron and X-ray...
reflectivity measurements. Based on this, it was concluded in Ref. [12] that the magnetic proximity effect at the EuS/InAs interface is weak and has a small influence on the overall magnetism in InAs. Subsequent work on a hybrid structure of InAs nanowires, Al, and EuS, in which the EuS was in contact with both the InAs and the Al has argued for the presence of magnetic exchange effects [13]. Very recently zero-bias peaks, which are a signature of topological superconductivity, have been reported in such a hybrid structure [14]. However, these observations could be attributed to distinct mechanisms, such as the EuS inducing magnetism in the Al [34, 36], rather than the InAs or changing stray magnetic fields during the complex magnetic reversal [20].

To elucidate the electronic structure of the EuS/InAs interface and help resolve the question of whether and to what extent proximity induced magnetism is achieved in the InAs, we conduct first principles simulations within density functional theory (DFT). A challenge for DFT simulations of the EuS/InAs interface is that commonly used semi-local exchange-correlation functionals, such as the generalized gradient approximation of Perdew, Burke, and Erzerhof (PBE) [15] provide a poor description of EuS and InAs, producing no band gap for both materials [46–49]. This may be corrected by using more accurate hybrid functionals, which contain a fraction of exact exchange [50, 51]. However, hybrid functionals are impractical for simulations of large interface models, owing to their high computational cost. Alternatively, within the DFT+U approach [52, 53], a Hubbard U correction may be added to a semi-local DFT functional, such as the PBE functional. Recently, we have developed a method of machine learning the optimal value of the effective Hubbard U parameter by Bayesian optimization (BO) [16]. The PBE+U(BO) method has been demonstrated to provide a reliable description of bulk EuS and InAs [17], as well as InAs surfaces [54] and interfaces [55]. Here, we use PBE+U(BO) to study the electronic structure of the EuS/InAs (001) interface. The bonding configuration at the interface may significantly affect the electronic and magnetic properties [56], therefore we consider different interface configurations.

We find that the interface configurations studied here share qualitatively similar electronic and magnetic properties. However, the quantitative details differ between configurations. In all interface configurations the valance band maximum (VBM) of the EuS lies below the VBM of the InAs and a dispersed interface state emerges in agreement with the ARPES experiments reported in Ref. [12]. The interface configuration affects the extent of charge transfer from EuS to InAs, and as a result, the band alignment between the EuS and InAs, as well as the interface state dispersion. Greater charge transfer pushes the EuS VBM lower with respect to the InAs VBM and leads to more dispersed interface states. In all configurations studied here, the induced magnetic moment in the InAs is found to be small and short-ranged, which is also in agreement with Ref. [12]. This indicates that the EuS/InAs interface, in its coherent form, is not particularly well suited for inducing magnetic exchange correlations in InAs.

DFT calculations were performed using the Vienna ab initio simulation package (VASP) with the projector augmented wave method (PAW) [57, 58], PBE+U was used to describe the exchange-correlation interactions among electrons. The Hubbard U correction was applied within the Dudarev approach [53] to the p orbitals of In and As and the f orbitals of Eu. The effective U parameters, $U_{\text{eff}} = U - J$, which correspond to the difference between the on-site Coulomb interaction, U, and the exchange interaction, J, were machine learned by Bayesian optimization (BO), as described in Ref. [16]. The $U_{\text{eff}}$ values obtained therein were $U_{\text{eff}}^{\text{In,p}} = -0.5 \text{ eV}$, $U_{\text{eff}}^{\text{As,p}} = -7.5 \text{ eV}$, and $U_{\text{eff}}^{\text{Eu,f}} = 8.4 \text{ eV}$. The PBE+U(BO) method with these parameters has been used successfully for InAs surfaces [54] and the InAs/GaSb interface [55]. A plane-wave basis set was used with a kinetic energy cutoff of 450 eV. The Brillouin zone was sampled using the Monkhorst-Pack scheme with an $8 \times 8 \times 1$ k-point mesh. Spin-orbit coupling (SOC) [60] was included in all calculations with the $z$ spin quantization axis, as well as the dipole correction [61]. To avoid spurious interactions between periodic replicas in slab models, a sufficiently large vacuum region of $\sim 40 \text{ Å}$ was added in the $z$ direction. To eliminate surface states due to dangling bonds, the InAs slab was passivated by pseudo-hydrogen atoms with 1.25 electrons. In the structural relaxation and the interfacial distance optimization, the Tkatchenko-Scheffler (TS) pairwise dispersion method [62] was used to describe the van der

**Figure 1.** The band gap of (a) InAs and (b) EuS slabs as a function of the number of atomic layers. Dashed lines denote the bulk limit of 0.41 eV for InAs and 1.58 eV for EuS.
Waals interactions between the EuS film and the InAs substrate. The convergence criterion used in the structural relaxation was for the Hellman-Feynman forces acting on ions to be below 0.01 eV/Å. Bulk band unfolding was applied to all band structures to project the slab band structure onto the primitive cell and facilitate comparison with ARPES experiments. The spin-polarized density of states (DOS) of calculations with SOC was plotted by extracting the DOS of the majority spin channels and minority spin channels along the easy axis.

III. RESULTS AND DISCUSSION

We begin by studying the band structures of InAs(001) and EuS(001) slabs separately. Owing to the effect of quantum confinement, the band gap of a slab model decreases as the number of layers increases, eventually approaching the bulk band gap, as shown in Fig. 1. The band gap of InAs converges with 75 atomic layers and the band gap of EuS converges with 21 atomic layers. The bulk-unfolded band structures of these slab models of InAs and EuS are compared to bulk band structures with a (001) orientation in Fig. 2. With this number of layers the band gap of InAs is 0.02 eV larger than the bulk limit and the band gap of EuS is 0.22 eV larger than the bulk limit. The main features of the bulk band structure are reproduced well by the slab models.

To model the EuS/InAs interface, we assumed that an epitaxially matched EuS film would grow on top of In-terminated InAs(001), based on the experiments reported in Ref. [42]. Therefore, the lattice constant of the InAs substrate was fixed at 6.06 Å and the EuS film was strained to match it. Four unique interface configurations are possible with the EuS atoms positioned directly above the InAs lattice sites, as shown in Fig. 3. In Ref. [42] configuration C1 (shown in Fig. 3a) was proposed based on high-angle annular dark-field (HAADF) imaging using an aberration-corrected scanning transmission electron microscope (AC-STEM). It was also noted therein that single layer intermixing caused a displacement from ideal atomic rows and that atomic steps were likely present at the interface. Here, we only consider ideal interfaces. Intermixing, atomic steps, and the possible co-existence of different interface configurations are not taken into account.

To determine the interfacial distance to use as a starting point for relaxation for each configuration, the EuS film was moved along z direction with respect to the InAs substrates.

FIG. 2. (a) Bulk unfolded band structure of an InAs slab with 75 layers compared to (b) the band structure of bulk InAs oriented in the (001) direction. (c) Bulk unfolded band structure of a EuS slab with 21 layers compared to (d) the band structure of bulk EuS oriented in the (001) direction.

FIG. 3. Side view and top view of four configurations of an ideal EuS/InAs interface. From top to bottom, the configurations are labeled as (a) configuration 1 (C1), (b) configuration 2 (C2), (c) configuration 3 (C3), and (d) configuration 4 (C4).
substrate with a step size of 0.1 Å. The resulting energy curves are shown in Fig. 4. We find that the interface configuration significantly affects the interfacial distance. The largest interfacial distance of 3.2 Å is found for configuration C2 and the smallest interfacial distance of 2.4 Å is found for configuration C3.

A potential energy surface (PES) scan was performed by shifting the EuS film in the \( xy \) plane at a fixed distance of 2.4 Å from the InAs substrate along \( z \). The PES scan was performed with 11 layers of InAs and 3 layers of EuS. We performed a convergence test with a varying number of layers of InAs and EuS to verify that the energy ranking exhibited in the PES is not affected by the number of layers. The resulting PES is shown in Fig. 5. Configuration C3 is the global minimum. Configuration C4 is a local minimum. Configuration C2 is the global maximum. Based on our calculations, configuration C1, reported in Ref. [42] is, in fact, a local maximum.

Starting from the optimal interfacial distance obtained for each configuration, geometry relaxation was performed for the first 6 InAs layers and 2 EuS layers around the interface. The atomic positions were constrained in the \( xy \) plane and allowed to vary in the \( z \) direction. Fig. 6 shows the relative energy ranking of the four configurations before and after relaxation. Relaxation resulted in reduction of the energies of all structures, however it did not affect the stability ranking. After relaxation, configuration C3 is still the most stable, followed by configurations C4, C1, and C2. Configuration C2 is the least stable owing to unfavorable cation-cation bonding at the interface. The higher stability of configurations C3 and C4 may be attributed to the tetrahedral site being favored over the edge-center site because it matches better with the zincblende packing of InAs. The HAADF-STEM micrograph of the EuS/InAs interface shown in Ref. [42] could also be compatible with the C3 model in terms of atomic positions. However, a more complex 3D structure including, for example, surface atomic steps, would be needed to explain the HAADF intensity reduction and atomic column elongation in the positions nearby the interface for a full matching of the experimental image with the C3 epitaxial arrangement.

We now proceed to examine the effect of the atomistic configuration of the interface on its electronic structure. Because configuration C2 is unstable we do not consider it further. Configuration C1 is considered despite being a local maximum because it was proposed in Ref. [42]. Fig. 7 shows bulk-unfolded band structures of configurations C1, C3, and C4. For all three configurations the top of the EuS valence band (green) is found below the top
of the InAs valence band (red) at the Γ point in agreement with the ARPES results from Ref. [42]. However, the interface configuration significantly affects the band alignment: for configuration C1, the EuS VBM is found 0.72 eV below the InAs VBM; for configuration C3, the EuS VBM is found 0.36 eV below the InAs VBM; and for configuration C4 it is found 0.09 eV below the InAs VBM. The band alignment produced by configuration C3 appears to be in better agreement with the ARPES results from Ref. [42] than configuration C1.

Interestingly, dispersed states, colored in purple in Fig. 7, appear at the top of the valence band at the EuS/InAs interface, which are not present in either InAs or EuS alone (see Fig. 2). By resolving the atomic contributions to the band structure, we find that these interface states are contributed predominantly by the first InAs layer at the interface. The interface states found here are in agreement with the quantum well state observed in ARPES in Ref. [42]. The dispersion of the interface states depends on the interface configuration with configuration C1 producing the greatest band dispersion and configuration C4 yielding the smallest band dispersion. The local density of states (LDOS), shown in Fig. 8, shows that the interface states (purple) are present around the Fermi level only at the interface. Away from the interface, the bulk DOS of InAs (red) and EuS (green) is recovered. Fig. 9 shows the partial charges associated with the interface states at the Γ point. The interface configuration also affects the wave-function of the interface state: For configuration C1 the interface state wave-function is predominantly localized in the EuS side of the interface; for configuration C3 the interface state wave-function is predominantly localized in the InAs side of the interface; and for configuration C4 the interface state wave-function is evenly distributed across the InAs and EuS.

The effect of the interface configuration on the band alignment and the dispersion of the interface state may be explained by the extent of charge transfer at the interface. The net charge transfer was calculated by:

$$C_{\text{net}}(z) = C[\text{interface}] - C[\text{substrate}] - C[\text{film}]$$  \hspace{1cm} (1)

where $C[\cdot]$ is the charge averaged over the $xy$ plane along the $z$-axis. The center of the interface is defined as $z = 0$. To evaluate the charge transfer, DFT calculations were performed for the interface slab and for separate slabs containing only the substrate and only the film with the same geometry as the interface slab. Fig. 10 shows the resulting charge transfer for different interface configurations. $C_{\text{net}}$ is positive at the interfacial layer of InAs and negative at the first layer of EuS, meaning that charge is transferred from the EuS to the InAs. Configuration C1 exhibits the greatest charge transfer, followed by configuration C3 and configuration C4. The larger the charge transfer, the lower the EuS VBM lies below the InAs VBM and the greater the band dispersion of the interface state.

The computed magnetic moment of the Eu atoms in bulk EuS is found to be 7.0 $\mu$B, as expected. However, the proximity-induced magnetic moment in the InAs is small for all three interface configurations. The magnetic moment in the first layer of InAs (the In atom) adjacent to the EuS is 0.013 $\mu$B for configuration C1, 0.087 $\mu$B for configuration C3, and 0.166 $\mu$B for configuration C4. The magnetic moment decays rapidly with the distance from the interface and vanishes completely by the 8th atomic layer of InAs from the interface. The induced magnetic moment is inversely correlated with the extent of charge transfer.
transfer at the interface. In Ref. [42], a DFT calculation was conducted for a small interface model with two unit cells of each material in configuration C1 and 10 Å of vacuum without surface passivation. PBE+U was used with a U value of 6 eV for the f orbital of Eu. They found a magnetic moment of 0.07 µB on the In atom adjacent to the EuS. Despite the small induced magnetic moment, the DOS at the interface is spin-polarized, as shown in Fig. [11]. About 0.25 eV below the Fermi level the DOS is dominated by the majority spin channel, whereas the minority spin channel dominates about 0.2 eV above the Fermi level. This spin-polarization is highly localized to the first few InAs layers near the interface - the same
FIG. 11. Spin polarization (the difference between the majority DOS and the minority DOS) as a function of the layer index for configuration C3. Up and down refer to the spin-majority DOS and spin-minority DOS. The position of the interface is indicated by the black dashed line.

region where the dispersed interface states exist. Based on our results, it is unlikely that the proximity-induced magnetic moment in InAs is sufficiently strong to account for large effects such as the recent observations of magnetic hysteresis and of zero-bias conductance peaks at zero magnetic field in EuS/InAs/Al hybrid quantum devices [43, 44]. However, weakly spin-polarized in-plane transport may be possible via the interface state.

IV. CONCLUSION

In summary, we have conducted a first-principles investigation of the effect of the bonding configuration on the electronic properties of the EuS/InAs (001) interface, using DFT with a machine-learned Hubbard U correction. The DFT+U(BO) method enables unprecedented simulations of large, well-converged interface models. For all interface configurations studied here, the valence band of the EuS lies below the valence band of the InAs. In addition, a dispersed interface state appears at the top of the InAs valence band, which is contributed primarily by the InAs layer closest to the interface. These findings are in agreement with ARPES experiments reported in Ref. [42]. The different interface configurations differ in the band alignment between the EuS and InAs and in the dispersion of the interface state. Both are correlated with the extent of charge transfer from EuS to InAs at the interface. The greater the charge transfer the lower the EuS VBM lies below the InAs VBM and the more dispersed the interface state becomes. For all interface configurations studied here, the induced magnetic moment in the InAs is found to be modest and short-ranged, which is also in agreement with Ref. [42]. This suggests that EuS/InAs coherent interfaces are not ideally suited for applications which seek to leverage equilibrium magnetic moments induced in a III-V semiconductor by proximity. This work demonstrates that first principles simulations may help interpret experimental findings and elucidate the electronic properties as they relate to the interface structure.
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