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Abstract
The pentagram map on polygons in the projective plane was introduced by R. Schwartz in 1992 and is by now one of the most popular and classical discrete integrable systems. In the present paper we introduce and prove integrability of long-diagonal pentagram maps on polygons in $\mathbb{R}P^d$, by now the most universal pentagram-type map encompassing all known integrable cases. We also establish an equivalence of long-diagonal and bi-diagonal maps and present a simple self-contained construction of the Lax form for both. Finally, we prove that the continuous limit of all these maps is equivalent to the $(2, d + 1)$-KdV equation, generalizing the Boussinesq equation for $d = 2$.
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1 | INTRODUCTION

The pentagram map is a discrete dynamical system on the space of planar polygons introduced in [14]. The definition of the pentagram map is illustrated in Figure 1: the image of the polygon $P$ under the pentagram map is the polygon $P'$ whose vertices are the intersection points of consecutive shortest diagonals of $P$, that is, diagonals connecting second-nearest vertices. In [13, 15] it was shown that the pentagram map is a completely integrable system. As of now, it is one of the most famous discrete integrable systems, which features numerous connections to various areas of mathematics. In particular, the pentagram map has an interpretation in terms of cluster algebras [5], networks on surfaces [4], the dimer model [2], T-systems [7], and Poisson–Lie groups [3]. Apparently the most surprising connection is to hydrodynamics: the pentagram map can be viewed as a space-time discretization of the Boussinesq equation [13], a shallow water approximation.
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The pentagram map admits several different integrable generalizations to multidimensional spaces, which so far were somewhat sporadic findings. In the present paper we describe a general construction of integrable pentagram maps in $\mathbb{R}P^d$ which includes all known examples as particular cases. We define the corresponding maps in two different ways: as bi-diagonal maps based on intersection of two planes of complementary dimensions, and as long-diagonal maps, based on intersection of several hyperplanes. The equivalence of those definitions will be proved later on in the paper.

**Definition 1.1.** Let $A_+, A_- \subset \mathbb{Z}$ be two disjoint finite non-empty arithmetic progressions with the same common difference, each containing at least two elements.† Let also $d_\pm := |A_\pm| - 1$, and let $d := d_+ + d_-$. Then the bi-diagonal map associated with progressions $A_\pm$ is a self-map of the space of polygons in $\mathbb{R}P^d$, defined as follows. The image of the polygon $(v_k \in \mathbb{R}P^d)$ is a new polygon $(\tilde{v}_k \in \mathbb{R}P^d)$ whose vertices are defined by

$$\tilde{v}_k = \Pi_{k,+} \cap \Pi_{k,-},$$

where the planes $\Pi_{k,\pm}$ of complementary dimensions $d_\pm$ are given by $\Pi_{k,\pm} = \text{span} \langle v_j + k \mid j \in A_\pm \rangle$.

**Example 1.2.** The standard pentagram map in $\mathbb{R}P^2$ is a bi-diagonal map corresponding to $A_+ = \{0, 2\}, A_- = \{1, 3\}$.

**Example 1.3.** Let $A_+ := \{1, 4, 7\}$ and $A_- := \{3, 6\}$. Then the corresponding bi-diagonal pentagram map in $\mathbb{R}P^3$ is

$$\tilde{v}_k = \text{span} \langle v_{k+1}, v_{k+4}, v_{k+7} \rangle \cap \text{span} \langle v_{k+3}, v_{k+6} \rangle,$$

see Figure 2.

A similar definition of pentagram maps based on two progressions appears in [6]. However, the maps of [6] are defined for polygons satisfying certain additional coplanarity assumptions (see the proof of Theorem 1.7 below), while the above definition is valid for any sufficiently generic polygon in $\mathbb{R}P^d$.

† Otherwise the constructed maps are trivial. Similarly, we exclude consecutive progressions in Definition 1.4 for the same reason.
FIGURE 2 Integrable bi-diagonal/long-diagonal pentagram map in $\mathbb{RP}^3$. It is a bi-diagonal map corresponding to progressions $A_+ := \{1, 4, 7\}$ and $A_- := \{3, 6\}$ and long-diagonal map corresponding to progressions $B_- := \{0, 3\}$ and $B_+ := \{1\}$.

We will also need an alternative definition of bi-diagonal maps in terms of intersection of hyperplanes. For a polygon $(v_k)_{k \in \mathbb{Z}}$ in $\mathbb{RP}^d$ we define its $m$-diagonal hyperplanes to be

$$\Pi_k := \text{span}(v_k, v_{k+m}, \ldots, v_{k+m(d-1)})$$

We say that two arithmetic progressions with common difference $m$ are non-consecutive if their union is not an arithmetic progression with common difference $m$ (in particular, the two progressions are non-empty and disjoint).

**Definition 1.4.** Given a $d$-element set $B := B_+ \cup B_-$ that is the union of two non-consecutive arithmetic progressions $B_{\pm} \subset \mathbb{Z}$ with a common difference $m$, we define the long-diagonal pentagram map on polygons in $\mathbb{RP}^d$ by intersecting $m$-diagonal hyperplanes spaced out by $B$, that is,

$$\tilde{v}_k := \bigcap_{j \in B = B_+ \cup B_-} \Pi_{j+k}.$$ 

**Example 1.5** (cf. Example 1.2). In this setting the standard pentagram map in $\mathbb{RP}^2$ corresponds to $m = 2$ and $B = \{0\} \cup \{1\}$.

**Example 1.6** (cf. Example 1.3). The pentagram map in Figure 2 is an example of a long-diagonal map on polygons in $\mathbb{RP}^3$ with $m = 3, B_- = \{0, 3\}, B_+ = \{1\}$, and $B = B_- \cup B_+ = \{0, 1, 3\}$, the union of two arithmetic progressions with common difference 3.

We prove equivalence of Definitions 1.1 and 1.4 in Section 3: every bi-diagonal map coincides with a certain long-diagonal map, and vice versa.

A much larger class of multidimensional pentagram maps in $\mathbb{RP}^d$ was defined in [8, 10] using the language of jump $J$ and intersection $I$ tuples integers. These ordered tuples specify which vertices of the polygon form a diagonal hyperplane and which diagonals to intersect to define the map. Although general $(J, I)$ maps are apparently not integrable, certain particular cases are. Two integrable series of $(J, I)$ maps, the so-called short-diagonal and dented maps are described in
Table 1: Examples of bi-diagonal/long-diagonal pentagram maps

| m  | A⁺ | A⁻ | B⁺ | B⁻ | The corresponding map                          |
|----|----|----|----|----|-----------------------------------------------|
| 2  | {0, 2} | {1, 3} | {0} | {1} | Classical pentagram map                       |
| 1  | {0, 1} | {2, 3} | {0} | {2} | Inverse pentagram map                         |
| 1  | {0, ..., k} | {k+1, ..., d+1} | {k-d+1, ..., 0} | {2, ..., k+1} | Inverse dented map in $\mathbb{RP}^d$         |
| 2  | {0, 2, ..., 2k} | {1, 3, ..., 2k+1} | {2−2k, 4−2k, ..., 0} | {3−2k, 5−2k, ..., 1} | Short-diagonal map in $\mathbb{RP}^{2k}$       |
| 2  | {0, 2, ..., 2k} | {1, 3, ..., 2k−1} | {4−2k, 6−2k, ..., 0} | {3−2k, 5−2k, ..., 1} | Short-diagonal map in $\mathbb{RP}^{2k−1}$     |

[8, 10]. As can be seen from Table 1, those maps are particular examples of our general construction (see also Example 3.3 below). As a matter of fact, all previously known integrable pentagram maps are either bi-diagonal (equivalently, long-diagonal), maps or their restrictions to suitable submanifolds. For example, the corrugated maps of [4] can be viewed as restrictions of dented maps of [10].

Our main result is integrability of all long-diagonal pentagram maps, as well as a description of their continuous limit. In particular, we present a self-contained construction of the Lax form for bi-diagonal and long-diagonal maps. This can be regarded as a unification under one roof of all the known so far integrable cases of pentagram maps, which used to be sufficiently rare discoveries.

We prove integrability of long-diagonal maps on the space of twisted polygons. Recall that a twisted $n$-gon in $\mathbb{RP}^d$ is a sequence of points $(v_i \in \mathbb{RP}^d)_{i \in \mathbb{Z}}$ such that for every $i \in \mathbb{Z}$ we have $v_{i+n} = \phi(v_i)$ where $\phi$ is a projective transformation, known as the monodromy. Clearly, long-diagonal pentagram maps take the space of twisted $n$-gons to itself and preserve the monodromy.

**Theorem 1.7.** All long-diagonal pentagram maps are completely integrable discrete dynamical systems on the space of projective equivalence classes of twisted $n$-gons in $\mathbb{RP}^d$. Namely, each of those maps admits a Lax representation with spectral parameter and an invariant Poisson structure such that the spectral invariants of the Lax operator Poisson commute.

We prove this theorem in Section 2 based on Definition 1.1.

Our second result is the description of the continuous limit for long-diagonal maps.

**Theorem 1.8.** The continuous limit of any long-diagonal pentagram map in dimension $d$ is the $(2, d + 1)$-KdV flow of the Adler–Gelfand–Dickey hierarchy on the circle.

This theorem is proved in Section 4.

## 2 INTEGRABILITY OF BI-DIAGONAL PENTAGRAM MAPS

As above, let $A_+, A_-$ be two disjoint finite arithmetic progressions with the same common difference. Let also $d_+ := |A_+| − 1$, $d := d_+ + d_-$, and $A := A_+ \cup A_-$. Consider a twisted $n$-gon $(v_i \in \mathbb{RP}^d)_{i \in \mathbb{Z}}$ in $\mathbb{RP}^d$, and let $(V_i \in \mathbb{R}^{d+1})$ be its arbitrary quasi-periodic lift to $\mathbb{R}^{d+1}$ (quasi-periodicity of $V_i$ means that $V_{i+n} = MV_i$ for any $i \in \mathbb{Z}$ and a certain non-degenerate matrix $M$). Then, since $|A| = d + 2$, the vectors $V_{j+k}, j \in A$, are linearly dependent for any $k \in \mathbb{Z}$:

$$
\sum_{j \in A} a_j^k V_{j+k} = 0.
$$

(1)
Note that since the sequence $V_i$ is quasi-periodic, the coefficients $a^j_k$ are $n$-periodic in the index $k$. Therefore, relations (1) can be equivalently written as $DV = 0$, where $V$ is a bi-infinite sequence with entries $V_k$, and $D$ is an $n$-periodic difference operator

$$D := \sum_{j \in A} a^j T^j. \quad (2)$$

Here $T$ is the left shift operator on bi-infinite sequences, $(TV)_k := V_{k+1}$, while the sequences $a^j$ of real numbers act on sequences of vectors by term-wise multiplication: $(a^j V)_k := a^j_k V_k$. Thus, one can encode polygons by difference operators. There is, however, more than one operator corresponding to a given polygon.

**Proposition 2.1.** The $n$-periodic difference operator $D$ associated to a polygon is unique up to a transformation

$$D \mapsto \alpha D \beta^{-1}, \quad (3)$$

where $\alpha, \beta$ are sequences of non-zero real numbers which are quasi-periodic with the same monodromy: $\alpha_{i+n}/\alpha_i = \beta_{i+n}/\beta_i = z$ for all $i \in \mathbb{Z}$ and some $z \in \mathbb{R}^*$ independent of $i$.

**Proof.** Suppose that $D, D'$ are two operators corresponding to the same polygon $(v_i \in \mathbb{R}^{Pd})$. Then, by construction, there exist quasi-periodic lifts $(V_i \in \mathbb{R}^{d+1})$, $(V'_i \in \mathbb{R}^{d+1})$ of $(v_i)$ such that $DV = D'V' = 0$. Note that since $(V_i), (V'_i)$ are lifts of the same polygon, we have $V'_i = \beta_i V_i$ for some sequence $\beta_i$ of non-zero real numbers. Furthermore, since both lifts are quasi-periodic, the sequence $\beta_i$ is quasi-periodic as well: $\beta_{i+n} = z\beta_i$ for all $i \in \mathbb{Z}$ and some $z \in \mathbb{R}^*$ independent of $i$. Now we have $DV = D' \beta V = 0$. This forces the relation $D' \beta = \alpha D$ for some sequence $\alpha_i$ of non-zero real numbers. So we indeed have $D' = \alpha D \beta^{-1}$. Furthermore, since $D, D'$ are both periodic, we must have that $\alpha$ is quasi-periodic, with the same monodromy as $\beta$. \qed

Since there are several (infinitely many) difference operators corresponding to a given polygon, any mapping of the space of polygons to itself lifts to difference operators as a correspondence (a multivalued map) rather than a map. To explicitly describe this correspondence for the case of the bi-diagonal pentagram map, we split the difference operator $D$ into two parts:

$$D_+ := \sum_{j \in A_+} a^j T^j, \quad D_- := \sum_{j \in A_-} a^j T^j.$$

**Theorem 2.2.** The bi-diagonal pentagram map, written in terms of difference operators, is a multivalued map

$$D = D_+ + D_- \quad \mapsto \quad \tilde{D} = \tilde{D}_+ + \tilde{D}_-$$

determined by the relation

$$\tilde{D}_+ D_- = \tilde{D}_- D_+. \quad (4)$$

In other words, if a polygon $(v_k)$ is the image of a polygon $(v_k)$ under a bi-diagonal pentagram map, then the associated difference operators $D$ and $\tilde{D}$ can be chosen to satisfy (4).
Proof. Let $V$ be an arbitrary lift of a polygon $(v_k)$ and let $D$ be a difference operator of the form (2) such that $DV = 0$. Then, by definition of the operator $D_\pm$, projections of the entries of the sequence $D_+ V$ to $\mathbb{R}P^d$ belong to $\Pi_{k,+} = \text{span}\{v_{j+k} \mid j \in A_+\}$. Likewise, projections of the entries of $D_- V$ to $\mathbb{R}P^d$ are in $\Pi_{k,-} = \text{span}\{v_{j+k} \mid j \in A_-\}$. But $DV = 0$ implies $D_- V = -D_+ V$, so the points in $\mathbb{R}P^d$ defined by $D_\pm V$ are precisely the vertices of the image $(\tilde{v}_k)$ of the polygon $(v_k)$ under the bi-diagonal pentagram map. So, as an operator $\tilde{D}$ corresponding to the polygon $(\tilde{v}_k)$ one can take an operator of the form (2) satisfying

$$\tilde{D}D_+ V = 0. \quad (5)$$

We will now show that relation (5) implies (4). Indeed, in view of $DV = 0$, relation (5) can be rewritten as

$$(\tilde{D}D_+ - \tilde{D}_+ D)V = 0.$$  

But

$$\tilde{D}D_+ - \tilde{D}_+ D = \tilde{D}_- D_+ - \tilde{D}_+ D_-,$$

so

$$(\tilde{D}_- D_+ - \tilde{D}_+ D_-) V = 0.$$  

Furthermore, one has

$$\tilde{D}_- D_+ - \tilde{D}_+ D_- = \sum_{j \in A_+ + A_-} b_j T^j,$$

where $b_j$ are certain $n$-periodic sequences, and $A_+ + A_-$ is the Minkowski sum. But for arithmetic progressions with the same common difference, one has

$$|A_+ + A_-| = |A_+| + |A_-| - 1 = d + 1.$$  

So, since $V$ is a generic sequence of vectors in $\mathbb{R}^{d+1}$, and the operator $\tilde{D}_- D_+ - \tilde{D}_+ D_-$ annihilates $V$, that operator must be zero. The result follows. \qed

Proof of Theorem 1.7. We first recall a result of [6] on integrability of pentagram maps on $A$-corrugated polygons. Let $A \subset \mathbb{Z}, |A| \geq 2$ be a finite set of integers containing at least two elements, and let $D := \max(A) - \min(A) - 1$. Then a polygon $\{v_i\}$ in $\mathbb{R}P^D$ is called $A$-corrugated if, for any $i \in \mathbb{Z}$, the $|A|$ points $\{v_{i+j} \mid j \in A\}$ belong to an $|A| - 2$ dimensional plane. Pentagram maps on such polygons can be defined when $A \subset \mathbb{Z}$ can be partitioned as $A = A_+ \cup A_-$, where $A_\pm \subset \mathbb{Z}$ are finite arithmetic progressions with the same common difference. The pentagram map associated to such a partition is defined by

$$\tilde{v}_i := \text{span}\{v_{i+j} \mid j \in A_+\} \cap \text{span}\{v_{i+j} \mid j \in A_-\}.$$
Using the above construction, one can represent twisted $A$-corrugated polygons by periodic difference operators of the form (2). Moreover, in this case the correspondence between polygons and difference operators up to transformations (3) is a bijection [6, Proposition 3.3]. Rewritten in terms of difference operators, the pentagram map on $A$-corrugated polygons takes the same form (4). It turns out that (4) is an integrable relation: it can be written in the Lax form and has an invariant Poisson structure such that the spectral invariants of the Lax operator Poisson commute. So, since bi-diagonal maps are described by the same relation (4) (even though in this case the relation between polygons and operators is not bijective, see Remark 2.4 below), they are also integrable. Namely, following [6], consider the operators $D_\pm$ associated to a polygon as described above. Let $\mathcal{L} := D_-^{-1}D_+$. Here $D_-^{-1}$ (and hence $\mathcal{L}$) is understood as a pseudo-difference operator, that is, a formal series of the form $\sum_{j=k}^{\infty} a^j T^j$ where $k \in \mathbb{Z}$ is arbitrary, and the coefficients $a^j$ are periodic sequences. Note that by Proposition 2.1, the operator $\mathcal{L}$ is defined up to conjugation by a quasi-periodic sequence. Now, rewriting (4) as

$$\tilde{D}_-^{-1}D_+ = D_+D_-^{-1}, \quad (6)$$

we see that $\mathcal{L} := D_-^{-1}D_+$ transforms as

$$\mathcal{L} = D_-^{-1}D_+ \mapsto \tilde{\mathcal{L}} = D_+\mathcal{L}D_-^{-1}, \quad (7)$$

thus providing a Lax form for relation (4). A Poisson structure preserved by this map comes from a Poisson–Lie structure on the group of pseudo-difference operators, while Poisson-commutativity of spectral invariants of $\mathcal{L}$ with respect to that structure is a direct consequence of the Poisson–Lie property, see [6] for details.

**Remark 2.3.** The group of invertible pseudo-difference operators is isomorphic to the loop group of invertible $n \times n$ matrices over the field $\mathbb{R}((z))$ of formal Laurent series [6, Remark 3.8]. Therefore, (7) can be seen as a Lax representation with spectral parameter.

**Remark 2.4.** Note that the map taking a polygon to the associated Lax operator $\mathcal{L} := D_-^{-1}D_+$ (defined up to conjugation by scalar sequences) is not a bijection but (generically) a finite-to-one map. Thus, while operator dynamics (6) and equivalent Lax dynamics (7) are genuine integrable systems, the bi-diagonal pentagram dynamics should instead be viewed as a ramified covering of an integrable system (in particular, the Poisson structure on Lax operators may become singular when lifted to polygons). This covering is best understood geometrically, via a description of (6) as a pentagram map on $A$-corrugated polygons (see the proof of Theorem 1.7 above). It is shown in [6] that this map is equivalent to dynamics (4). At the same time, bi-diagonal pentagram maps can be viewed as lifts of (4) to a certain covering space. This covering can be described using a projection. Namely, any projection $\mathbb{R}P^D \rightarrow \mathbb{R}P^d$, where $D := \max(A) - \min(A) - 1$ and $d := |A| - 2$, intertwines the pentagram dynamics on $A$-corrugated polygons in $\mathbb{R}P^D$ with the bi-diagonal pentagram map on generic polygons in $\mathbb{R}P^d$. Note though that a projection of a twisted polygon is, generally speaking, not a twisted polygon, unless we project from a subspace fixed by the monodromy. Since generic monodromies have finitely many invariant subspaces, there are generically finitely many polygons in $\mathbb{R}P^d$ corresponding to a given $A$-corrugated polygon in $\mathbb{R}P^D$. In other words, we have proved the following statement.
Proposition 2.5. There is a finite ramified covering

\[
\left\{ \text{projective equivalence classes of} \right. \\
\text{generic polygons in } \mathbb{RP}^d \left. \right\} \to \left\{ \text{projective equivalence classes of} \right. \\
A\text{-corrugated polygons in } \mathbb{RP}^D \left. \right\}.
\]

This covering intertwines the pentagram map on \(A\)-corrugated polygons with the corresponding bi-diagonal pentagram map on generic polygons.

Note that in terms of difference operators, this covering is just the map sending a polygon to the associated Lax operator \(\mathcal{L} := D_-^{-1} D_+\) (defined up to conjugation by scalar sequences).

3 \quad EQUVALENCE OF BI-DIAGONAL AND LONG-DIAGONAL PENTAGRAM MAPS

We start by recalling the definitions from the introduction in slightly more detail.

Definition 3.1. Given a positive integer \(m\) and a (twisted) \(n\)-gon \((v_k)_{k \in \mathbb{Z}}\) in \(\mathbb{RP}^d\), its long-diagonal (or \(m\)-diagonal) hyperplanes are

\[
\Pi_k := \text{span}(v_k, v_{k+m}, \ldots, v_{k+m(d-1)}).
\]

Next, fix a \(d\)-tuple \(B := B_+ \cup B_-\) that is the union of two non-consecutive arithmetic progressions \(B_{\pm}\) of integers with a common difference \(m\), \(|B| = |B_+| + |B_-| = d\). Then the long-diagonal pentagram map is defined as follows: the vertex \(\tilde{v}_k\) of the image of the polygon \((v_k)_{k \in \mathbb{Z}}\) under that map is given by intersecting \(m\)-diagonal hyperplanes spaced out by \(B\), that is,

\[
\tilde{v}_k := \bigcap_{j \in B = B_+ \cup B_-} \Pi_{j+k}.
\]

Remark 3.2. As we mentioned above, the usual pentagram map in \(\mathbb{RP}^2\) corresponds to \(m = 2\) and \(B = \{0\} \cup \{1\}\).

For \(m = 2\) and \(B = \{0\} \cup \{1, 3\}\) we recover the pentagram map in \(\mathbb{RP}^3\), which is known to be numerically integrable, see map \#4 from the table in [9, Section 6]. Now its integrability is established since it is a long-diagonal pentagram map.

The pentagram map in Figure 2 is an example of a long-diagonal map on polygons in \(\mathbb{RP}^3\) with \(m = 3\) and \(B = \{0, 3\} \cup \{1\}\).

Example 3.3. The short-diagonal pentagram map in \(\mathbb{RP}^d\) corresponds to \(m = 2\) and \(B = B_+ \cup B_-\) with \(B_{\pm}\) being arithmetic 2-progressions starting, respectively, at 0 and 1, and of length ‘half-\(d\’.

More precisely, for even dimension \(d = 2\ell\) one sets \(B_- = \{0, 2, \ldots, 2\ell - 2\}\) and \(B_+ = \{1, 3, \ldots, 2\ell - 1\}\) (so that \(|B_-| = |B_+| = \ell\’), while for odd \(d = 2\ell + 1\) one sets \(B_- = \{0, 2, \ldots, 2\ell\}\) and \(B_+ = \{1, \ldots, 2\ell - 1\}\) (so that \(|B_-| = \ell + 1\) and \(|B_+| = \ell\’). Since in both cases \(B = \{0, \ldots, d - 1\}\), the above definition is equivalent to the more customary definition of the short-diagonal map

\[
\tilde{v}_k := \bigcap_{j=0}^{d-1} \Pi_{j+k},
\]
see [8]. Note that the sets $B_{\pm}$ used to describe the short-diagonal maps in Table 1 are different from these by a shift, which leads to a shift of indices in the definition of the map.

We now show that every bi-diagonal map is a long-diagonal map and vice versa. Fix a positive integer $m$ and let

$$A_m = \left\{ \text{pairs of disjoint arithmetic progressions } A_{\pm} \text{ with common difference } m, \text{ each containing at least two elements} \right\},$$

$$B_m = \left\{ \text{pairs of non-consecutive arithmetic progressions } B_{\pm} \text{ with common difference } m \right\}.$$

**Proposition 3.4.** There is a bijection $\phi : A_m \to B_m$ such that the bi-diagonal map associated with $A_{\pm}$ coincides with the long-diagonal map associated with $\phi(A_{\pm})$.

In the proof below we realize each of the two diagonals given by $A_{\pm}$ by a unique appropriate intersection of long-diagonal hyperplanes.

**Proof.** Let $\phi(A_{\pm}) := B_{\pm}$, where $B_{\pm}$ are progressions

$$B_+ := \{\min(A_+) + \min(A_-) - \max(A_-) + m, \ldots, \min(A_+)\},$$

$$B_- := \{\min(A_-) + \min(A_+) - \max(A_+) + m, \ldots, \min(A_-)\}. \quad (8)$$

We first prove that the progressions $B_{\pm}$ are non-consecutive, so $\phi$ is well defined. Note that $|B_{\pm}| = |A_{\mp}| - 1$, so $|A_{\pm}| \geq 2$ implies $B_{\pm} \neq \emptyset$. Also observe that for a bijection $f : \mathbb{Z} \to \mathbb{Z}$ given by

$$f(i) = \min(A_+) + \min(A_-) - i, \quad (9)$$

we have $f(B_+) \subset A_-$ and $f(B_-) \subset A_+$. So, since $A_+ \cap A_- = \emptyset$, it follows that $B_+ \cap B_- = \emptyset$. So, since $B_{\pm}$ are non-empty and disjoint, it suffices to show that $\max B_+ + m \neq \min B_-$ and $\max B_- + m \neq \min B_+$. Observe that

$$\max B_+ + m = \min B_- \iff \min(A_+) + \min(A_-) = \min(A_+) - \max(A_-) + m \iff \max A_+ = \min A_-.$$

So, $A_+ \cap A_- = \emptyset$ implies $\max B_+ + m \neq \min B_-$. Likewise, we get $\max B_- + m \neq \min B_+$. Thus, $B_{\pm}$ are indeed non-consecutive, as needed.

We now show that $\phi$ is a bijection. From (8) we find that $A_{\pm}$ must be of the form

$$A_+ = \{\max(B_+), \ldots, \max(B_+) + \max(B_-) - \min B_- + m\},$$

$$A_- = \{\max(B_-), \ldots, \max(B_+) + \max(B_-) - \min B_+ + m\}, \quad (10)$$

so $\phi$ is injective. To prove surjectivity we need to show that progressions (10) are disjoint and satisfy $|A_{\pm}| \geq 2$. The latter is straightforward since $|A_{\pm}| = |B_{\mp}| + 1 \geq 2$. To prove the former consider the progressions $f(B_{\pm})$ where $f$ is defined by (9). Since $B_{\pm}$ are disjoint, so are $f(B_{\pm})$. Therefore,
to show that $A_\pm = f(B_\mp) \cup \{\max(B_+) + \max(B_-) - \min B_\mp + m\}$ are disjoint it suffices to show that

$$\max(B_+) + \max(B_-) - \min B_- + m \notin f(B_+),$$  \hspace{1cm} (11)

$$\max(B_+) + \max(B_-) - \min B_+ + m \notin f(B_-).$$  \hspace{1cm} (12)

Note that $\max(B_+) + \max(B_-) - \min B_- \in f(B_-)$, so if $\max(B_+) + \max(B_-) - \min B_- + m$ is in $f(B_+)$, then it must be the minimal element of that set. In that case we have

$$\max(B_+) + \max(B_-) - \min B_- + m = \min f(B_+) = f(\max B_+) = \max B_-,$$

so $\max B_+ + m = \min B_-$, which contradicts $B_\pm$ being non-consecutive. So, (11) is proved. The proof of (12) is analogous. Therefore, $\phi$ is indeed a bijection.

Finally, we show that for $A_\pm$ and $B_\pm$ related by (10), the bi-diagonal map defined by $A_\pm$ coincides with the long-diagonal map defined by $B_\pm$. By definition, the long-diagonal pentagram map associated with $B_\pm$ is given by

$$\tilde{v}_k := \bigcap_{j \in B_+ \cup B_-} \Pi_{j+k},$$

where $\Pi_k = \text{span} \langle v_k, v_{k+m}, \ldots, v_{k+m(d-1)} \rangle$. Furthermore, we have

$$\bigcap_{j \in B_+} \Pi_{j+k} = \bigcap_{j \in B_+} \text{span} \langle v_{i+j+k} \mid i = 0, m, \ldots, m(d-1) \rangle$$

$$= \text{span} \langle v_{j+k} \mid j = \max(B_+), \max(B_+) + m, \ldots, \min(B_+) + m(d-1) \rangle$$

$$= \text{span} \langle v_{j+k} \mid j \in A_+ \rangle.$$

Likewise,

$$\bigcap_{j \in B_-} \Pi_{j+k} = \text{span} \langle v_{j+k} \mid j \in A_- \rangle.$$

So indeed the long-diagonal pentagram map determined by $B_\pm$ coincides with the bi-diagonal pentagram map associated with $A_\pm$. \hfill \Box

**Corollary 3.5.** All long-diagonal pentagram maps are completely integrable discrete dynamical systems on the space of projective equivalence classes of twisted $n$-gons in $\mathbb{RP}^d$.

The above definition of long-diagonal maps (along with their duals, defined below), as well as their restrictions to subclasses of polygons, generalizes all previously known examples of integrable pentagram maps [4, 8, 10, 13]: short-diagonal, dented, deep dented, corrugated, and partially corrugated ones.

We recall the above-mentioned duality in a somewhat more general setting, which we will also need for the continuous limit discussed below.

**Definition 3.6** (cf. [10]). Let $P = (p_1, \ldots, p_d)$ be a strictly monotonic (increasing or decreasing) $d$-tuple of integers (a jump sequence). Given a (twisted) $n$-gon $(v_k)_{k \in \mathbb{Z}}$ in $\mathbb{RP}^d$, its diagonal
hyperplanes associated with $P$ are defined by

$$\Pi_k := \text{span}(v_{k+p_1}, \ldots, v_{k+p_d}).$$

Let also $Q = (q_1, \ldots, q_d)$ be another monotonic $d$-tuple of integers (an intersection sequence). Then the pentagram map $T_{P,Q}$ is defined as follows: the vertex $\bar{v}_k$ of the image of the polygon $(v_k)_{k \in \mathbb{Z}}$ under $T_{P,Q}$ is given by

$$\bar{v}_k := \Pi_{k+q_1} \cap \cdots \cap \Pi_{k+q_d}.$$ 

Modulo a shift of indices, the map $T_{P,Q}$ is defined by the mutual differences between elements of $P$ and of $Q$, and this is how such maps have been usually defined. Namely, let $P$ and $Q$ be strictly increasing $d$-tuples.

Now we set $J = (j_1, \ldots, j_{d-1})$ to be a $(d - 1)$-tuple of positive integers (a jump tuple) defined as $j_l := p_{l+1} - p_l$ for $l = 1, \ldots, d - 1$. In other words, the corresponding $P$-diagonal hyperplane is

$$\Pi_k := \text{span}(v_k, v_{k+j_1}, \ldots, v_{k+j_1+\cdots+j_{d-1}}).$$

Similarly, the $(d - 1)$-tuple $I = (i_1, \ldots, i_{d-1})$ of positive integers (an intersection tuple) corresponds to the $d$-tuple $Q$ as follows: $i_l := q_{l+1} - q_l$ for $l = 1, \ldots, d - 1$. Then the pentagram map $T_{I,J} = T_{P,Q}$ (modulo index shifts) is

$$\bar{v}_k := \Pi_k \cap \Pi_{k+i_1} \cap \cdots \cap \Pi_{k+i_1+\cdots+i_{d-1}}.$$ 

In the following example we relate these two different systems of notations.

**Example 3.7.**

(a) The standard pentagram map in $\mathbb{R}P^2$ corresponds to $P = (0, 2), Q = (0, 1)$, while $J = (2)$ and $I = (1)$.

(b) The long-diagonal pentagram maps in $\mathbb{R}P^d$ correspond to the jump sequence $P = (0, m, \ldots, m(d-1))$ and the intersection sequence $Q = B_+ \cup B_-$, the union of two arithmetic $m$-sequences. Here $J = (m, \ldots, m)$, while the $(d - 1)$-intersection tuple $I$, standing for differences between consecutive elements of $B_+ \cup B_-$, can assume various forms, for example, $I = (m, \ldots, m, p, m, \ldots, m)$ for any $p \in \mathbb{Z}_{>0}$, or $I = (m, \ldots, m, q, m - q, q, m - q, m, \ldots, m)$, or $I = (m, \ldots, m, q, m - q, q, m, \ldots, m)$ for any positive integer $q < m$, or parts thereof.

(c) The case of $m = 1$ with $P = (0, 1, \ldots, d - 1), Q = (0, 1, \ldots, q, q + p, q + p + 1, \ldots, d + p - 2)$, that is, $J = (1, \ldots, 1)$ and $I = (1, \ldots, 1, p, 1, \ldots, 1)$, corresponds to dual (deep) dented maps on generic polygons and can be restricted to produce pentagram maps on corrugated polygons.

(d) The short-diagonal pentagram maps in $\mathbb{R}P^d$ correspond to $m = 2, P = (0, 2, \ldots, 2(d-1)), Q = (0, 1, \ldots, d - 1)$, while $J = (2, \ldots, 2)$ and $I = (1, \ldots, 1)$, see [8].

(e) For $m = 3$ the long-diagonal pentagram map in $\mathbb{R}P^3$ discussed in Examples 1.3 and 1.6 (see Figure 2) has $P = (0, 3, 6)$ and $Q = (0, 1, 3)$. The corresponding jump and intersection 2-tuples are, respectively, $J = (3, 3)$ and $I = (1, 2)$, the differences between the entries of $P$ and $Q$. The integrability of this map is now established by Corollary 3.5. Note that in [9] the numerical non-integrability was observed for a pentagram map $T_{J,I}$ in $\mathbb{R}P^3$ with $J = (3, 3)$ and $I = (1, 1)$. It turns out, however, that for $J = (3, 3)$ and $I = (1, 2)$ the map becomes integrable!
**Definition 3.8.** Given $d$-tuples $P$ and $Q$, we say that the pentagram map $T_{Q,P}$ is dual to $T_{P,Q}$. Similarly, $T_{I,J}$ is dual to $T_{J,I}$.

**Remark 3.9.** There is an important relation between dual pentagram maps that allows one to interchange $d$-tuples $P$ and $Q$ (and, respectively, $J$ and $I$). Namely, for $P = (p_1, \ldots, p_d)$ we denote by $P^*$ the $d$-tuple of integers read backward: $P^* := (p_d, \ldots, p_1)$. Similarly, for $J = (j_1, \ldots, j_{d-1})$ we set $J^* := (j_{d-1}, \ldots, j_1)$, etc. Then modulo a shift of indices

$$T_{P,Q} = T_{Q^*,P^*}^{-1} \quad \text{and} \quad T_{I,J} = T_{J^*,I^*}^{-1},$$

where $T^{-1}$ stands for the inverse pentagram map on twisted polygons in $\mathbb{R}P^d$, see [10, Theorem 1.4]. In particular, this implies that the maps $T_{P,Q}$ and $T_{Q^*,P^*}$ are integrable or non-integrable simultaneously.

Finally, note that the definition of $d$-tuples $P$ and $Q$ in long-diagonal maps allows their inversion: the tuples $P^*$ and $Q^*$ have the same form, since arithmetic $m$-progressions and their unions remain such when read backward. It follows that, whenever convenient, to study properties of such maps one may consider the dual long-diagonal maps $T_{Q,P}$, where the $d$-tuple $Q$, defining the diagonal hyperplane, is the union of two $m$-progressions, while the intersection $d$-tuple is a single $m$-progression. We will need this duality to study their continuous limits.

### 4 CONTINUOUS LIMIT OF LONG-DIAGONAL PENTAGRAM MAPS

**Theorem 4.1.** The continuous limit of all long-diagonal/bi-diagonal maps in $\mathbb{R}P^d$ is equivalent to the $(2, d+1)$-KdV equation, generalizing the Boussinesq equation for $d = 2$.

In the limit as $n \to \infty$ a generic twisted $n$-gon becomes a smooth non-degenerate quasi-periodic curve $\gamma(x)$. The limit of pentagram maps is an evolution on such curves constructed as follows. Consider the lift of $\gamma(x)$ in $\mathbb{R}P^d$ to a curve $G(x)$ in $\mathbb{R}^{d+1}$ defined by the conditions that the components of the vector function $G(x) = (G_1, \ldots, G_{d+1})(x)$ provide the homogeneous coordinates for $\gamma(x) = (G_1 : \ldots : G_{d+1})(x)$ in $\mathbb{R}P^d$ and

$$\det(G(x), G^{(1)}(x), \ldots, G^{(d)}(x)) = 1$$

for all $x \in \mathbb{R}$, where $G^{(i)}$ are consecutive derivatives of the vector function $G(x)$ with respect to $x$. Furthermore, $G(x + 2\pi) = MG(x)$ for a given $M \in SL_{d+1}(\mathbb{R})$. Then $G(x)$ satisfies the linear differential equation of order $d + 1$:

$$G^{(d+1)} + u_{d-1}(x)G^{(d-1)} + \cdots + u_1(x)G^{(1)} + u_0(x)G = 0$$

with periodic coefficients $u_i(x)$, which is a continuous limit of difference equation defining a space $n$-gon.

Fix a small $\varepsilon > 0$ and let $P$ be any $d$-tuple $P = (p_1, \ldots, p_d)$ of increasing integers. For the $P$-diagonal hyperplane

$$\Pi_k := \text{span}\langle v_{k+p_1}, \ldots, v_{k+p_d} \rangle$$

its continuous analog is the hyperplane $\Pi_k(x)$ passing through $d$ points $\gamma(x + p_1\varepsilon), \ldots, \gamma(x + p_d\varepsilon)$ of the curve $\gamma$. In what follows we are going to make a parameter shift in $x$ (equivalent to shift of
indices) and define \( \Pi_\varepsilon(x) := \text{span} \left\langle \gamma(x + k_1 \varepsilon), \gamma(x + k_1 \varepsilon), \ldots, \gamma(x + k_d \varepsilon) \right\rangle \), for any real \( k_1 < k_2 < \ldots < k_d \) such that \( \sum_l k_l = 0 \).

Let \( \zeta_\varepsilon(x) \) be the envelope curve for the family of hyperplanes \( \Pi_\varepsilon(x) \) in \( \mathbb{RP}^d \) for a fixed \( \varepsilon \). (Geometrically the envelope can be thought of as the intersection of infinitely close ‘consecutive’ hyperplanes of this family along the curve.) The envelope condition means that \( \Pi_\varepsilon(x) \) are the osculating hyperplanes of the curve \( \zeta_\varepsilon(x) \), that is, the point \( \zeta_\varepsilon(x) \) belongs to the hyperplane \( \Pi_\varepsilon(x) \), while the vector derivatives \( \rho_\varepsilon^{(1)}(x), \ldots, \rho_\varepsilon^{(d-1)}(x) \) span this hyperplane for each \( x \). It means that the lift of \( \zeta_\varepsilon(x) \) in \( \mathbb{RP}^d \) to \( Z_\varepsilon(x) \) in \( \mathbb{R}^{d+1} \) satisfies the system of \( d \) equations:

\[
\det(G(x + k_1 \varepsilon), \ldots, G(x + k_d \varepsilon), Z_\varepsilon^{(j)}(x)) = 0, \quad j = 0, \ldots, d - 1.
\]

Here the lift \( Z_\varepsilon(x) \) is again defined by the constraint \( \det(Z_\varepsilon(x), Z'_\varepsilon(x), \ldots, Z^{(d)}_\varepsilon(x)) = 1 \) for all \( x \in \mathbb{R} \). One can show that the expansion of the lift \( Z_\varepsilon(x) \) has the form

\[
Z_\varepsilon(x) = G(x) + \varepsilon^2 F(x) + \mathcal{O}(\varepsilon^3),
\]

where there is no term linear in \( \varepsilon \) due to the condition \( \sum_l k_l = 0 \).

**Definition 4.2.** A continuous limit of the pentagram map is the evolution of the curve \( \gamma \) in the direction of the envelope \( \zeta_\varepsilon \), as \( \varepsilon \) changes: \( dG/dt = F \). More explicitly, the lift \( Z_\varepsilon(x) \) satisfies the family of differential equations:

\[
Z_\varepsilon^{(d+1)} + u_{d-1,\varepsilon}(x)Z_\varepsilon^{(d-1)} + \cdots + u_{1,\varepsilon}(x)Z_\varepsilon^{(1)} + u_{0,\varepsilon}(x)Z_\varepsilon = 0,
\]

where \( Z_0(x) = G(x) \), that is, \( u_{j,0}(x) = u_j(x) \). Then the corresponding expansion of the coefficients \( u_{j,\varepsilon}(x) \) as \( u_{j,\varepsilon}(x) = u_j(x) + \varepsilon^2 w_j(x) + \mathcal{O}(\varepsilon^3) \) defines the continuous limit of the pentagram map as the system of evolution differential equations \( du_j(x)/dt = w_j(x) \) for \( j = 0, \ldots, d - 1 \).

This definition of limit via an envelope assumes that we are dealing with consecutive hyperplanes in the pentagram map, that is, the intersection sequence \( Q = (0, 1, \ldots, d - 1) \) is composed of consecutive integers. The corresponding intersection tuple is \( I = 1 := (1, \ldots, 1) \) or can be taken as its multiple. One also obtains the envelope by intersecting hyperplanes with step \( \delta \) and taking limit \( \delta \to 0 \) by formally passing from difference operators to the differential ones, see [12].

We start with reminding the following theorem, a variation of a result from [10] or [12], which is the main ingredient of the proof of Theorem 4.1.

**Remark 4.3.** Note that while long-diagonal maps are related with equally spaced jump tuple \( J = (m, \ldots, m) \) (and an appropriate intersection tuple \( I \)), the envelope is related to an equally spaced intersection tuple \( I = (m, \ldots, m) \) (and any \( J \)). These two cases are dual (and hence inverses) of each other, thanks to a key property of the pentagram maps: \( T_{I,J}^{-1} \) coincides with the map \( T^{J*,I*} \) (modulo shift of indices), see Remark 3.9 above and [10].

**Theorem 4.4** (cf. [10]). The continuous limit of any generalized pentagram map \( T_{I,J} \) for any \( J = (i_1, \ldots, i_{d-1}) \) and \( I = m1 \) (and in particular, of the inverse of any long-diagonal/bi-diagonal pentagram map) in dimension \( d \) defined by the system \( du_j(x)/dt = w_j(x) \), \( j = 0, \ldots, d - 1 \) for \( x \in S^1 \) is the \((2, d + 1)\)-KdV flow of the Adler–Gelfand–Dickey hierarchy on the circle.
Remark 4.5. Recall that the \((k, d + 1)\)-KdV flow is defined on linear differential operators \(L = \partial^{d+1} + u_{d-1}(x)\partial^{d-1} + u_{d-2}(x)\partial^{d-2} + \cdots + u_1(x)\partial + u_0(x)\) of order \(d + 1\) with periodic coefficients \(u_j(x)\), where \(\partial^l\) stands for \(d^l/dx^l\). One can define the fractional power \(L^{k/(d+1)}\) as a pseudo-differential operator for any positive integer \(n\) and take its pure differential part \(Q_k := (L^{k/(d+1)})^+\). In particular, for \(k = 2\) one has

\[Q_2 = \partial^2 + \frac{2}{d+1}u_{d-1}(x)\]

Then the \((k, d + 1)\)-KdV equation is the evolution equation on (the coefficients of) \(L\) given by \(dL/dt = [Q_k, L]\), see [1]. For \(k = 2\) this gives the \((2, d + 1)\)-KdV system

\[
\frac{dL}{dt} = [Q_2, L] := \left[\partial^2 + \frac{2}{d+1}u_{d-1}(x), L\right]. \tag{13}
\]

For \(d = 2\) and \(k = 2\) the \((2,3)\)-KdV system gives evolution equations on the coefficients \(u\) and \(v\) of the operator \(L = \partial^3 + u(x)\partial + v(x)\). Upon elimination of \(v\) this reduces to the classical Boussinesq equation on the circle:

\[u_{tt} + 2(u^2)_{xx} + u_{xxxx} = 0,
\]

which appears as the continuous limit of the 2D pentagram map [13].

**Proof of Theorem 4.4.** The proof is based on the expansion of the envelope \(Z_\varepsilon(x)\) in the parameter \(\varepsilon\): one can show that

\[Z_\varepsilon(x) = G(x) + \varepsilon^2C_{d,m,l} \left(\partial^2 + \frac{2}{d+1}u_{d-1}(x)\right)G(x) + \mathcal{O}(\varepsilon^3)\]

as \(\varepsilon \to 0\), for a certain non-zero constant \(C_{d,m,l}\). This gives the following evolution of the curve \(G(x)\) given by the \(\varepsilon^2\)-term of this expansion:

\[
\frac{dG}{dt} = \left(\partial^2 + \frac{2}{d+1}u_{d-1}\right)G,
\]

or which is the same, \(dG/dt = Q_2G\).

To find the evolution of the differential operator \(L\) tracing it recall that for any \(t\), the curve \(G\) and the operator \(L\) are related by the differential equation \(LG = 0\). In particular, \(d(LG)/dt = (dL/dt)G + L(dG/dt) = 0\), which, in view of \(dG/dt = Q_2G\), implies

\[
\left(\frac{dL}{dt} + LQ_2\right)G = 0,
\]

and hence

\[
\left(\frac{dL}{dt} - [Q_2, L]\right)G = 0,
\]

where \([Q_2, L] := Q_2L - LQ_2\). But \(dL/dt - [Q_2, L]\) is an operator of order \(\leq d\), so it can only annihilate the vector function \(G(x) \in \mathbb{R}^{d+1}\) if \(L\) satisfies the \((2, d + 1)\)-KdV equation

\[
\frac{dL}{dt} = [Q_2, L],
\]

which proves Theorem 4.4. □
Proof of Theorem 4.1. By definition, any long-diagonal map has jump tuple $J = (m, \ldots, m)$ and a certain intersection tuple $I$. Now pass to the inverse map. For such a map the new jump tuple is $\tilde{J} = I^*$, and the new intersection tuple is $\tilde{I} = J^* = (m, \ldots, m)$. According to Theorem 4.4 the continuous limit for pentagram maps $T_{\tilde{J}, \tilde{I}}$ in $\mathbb{RP}^d$ with such $\tilde{I}$ and $\tilde{J}$ (including the inverses of long-diagonal maps) is equivalent to the $(2, d + 1)$-KdV equation.

Finally, note that the inverse of Equation (13) is the same differential equation with the reversed time variable. Thus the continuous limit of the long-diagonal pentagram maps is given by the same $(2, d + 1)$-KdV equations upon the changing time $t \rightarrow -t$, which we treat on equal footing with the original KdV flows.

Remark 4.6. For intersections of non-consecutive hyperplanes or hyperplanes depending on their indices the continuous limit might not be an envelope and can be arranged more arbitrarily. For instance, for some special choices, one can obtain higher equations of the KdV hierarchy, see [11, 12]. In our case the continuous limit turned out to be a familiar system thanks to the regular structure of the diagonal hyperplane $J = (m, \ldots, m)$.

Remark 4.7. It would be interesting to obtain the $(2, d + 1)$-KdV equation as the continuous limit directly from the Lax form (7) for the pentagram maps, by formally passing to the limit from the linear difference equations defining polygons to the linear differential equations defining curves in $\mathbb{R}^{d+1}$, cf. [12].
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