License Plate Recognition in Urban Road Based on Vehicle Tracking and Result Integration

Abstract: Multiple surveillance cameras provide huge video resources that need further mining to collect traffic stream data such as license plate recognition (LPR). However, these surveillance cameras have limited spatial resolution, which may not always suffice to precisely recognize license plates by existing LPR systems. This work is focused on the LPR method in low-quality images from surveillance video screenshots on urban road. The methodology we proposed is based on vehicle tracking and result integration, and we recognize the plate with an end-to-end method without character segmentation. First, we track each vehicle to get vehicle tracking sequence. Moreover, a plate detector based on an object detection framework is trained to detect license plates of each vehicle from the sequence and a license plate sequence is formed. In addition, an end-to-end convolutional neural network architecture is applied to recognize license plates from the sequence. Finally, we integrate the recognition result of continuous frames to get the final result. Evaluation results on multiple datasets show that our method significantly outperforms others without segmentation or integration in real traffic scene.
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1 Introduction

License plate recognition (LPR) is a common and key function of intelligent traffic system. Based on the LPR system, there are some common application instances such as traffic flow analysis, parking violation enforcement, and automatic vehicle speed measurement.

However, the real traffic environment in urban road is complicated. Usually, license plate images are too vague to be recognized, which means that the pixels are lower than $32 \times 100$ and the rotation angle is beyond $-10^\circ$ to $10^\circ$. Other problems such as partly blocking and uneven illumination also affect the recognition results. Under the above conditions, extracting features from images only may not perform well. To alleviate this situation, some papers came up with new methods that connect license plate images from video stream.

In Figure 1, we propose an LPR framework based on vehicle tracking and result integration. At first, we track one vehicle from video stream and get its trajectory sequence. Then, license plate images and recognition results are collected through the convolutional neural network (CNN) model. At last, the results are integrated based on some features, such as the frequency of each character shown or the total confidence of each label. Our framework can complement advantages of each recognition result and
eliminate the bad cases. The experiment results show that the LPR framework is robust to most kinds of situations.

2 Related Work

The LPR system mainly consists of two function parts: license plate detection and character recognition. Several approaches of license plate detection were mentioned in Refs. [4, 11, 12, 20, 22, 27], but we do this with object detection algorithms [6, 7, 14, 16–19] based on deep learning. Single-shot multibox detector (SSD) [14] is selected as the method to locate license plates in the manuscript.

2.1 Segmentation-Based LPR

Traditional methods of LPR are typically based on optical character recognition (OCR) techniques and they take segmentation as a previous step of recognition. Qiao et al. [15] used histograms of pixels projected horizontally and vertically to locate positions of characters and separated them along the projected axis. In contrast, Anagnostopoulos et al. [1], Giannoukos et al. [5], and Chang et al. [2] used connected component techniques, which separated the characters in binarized license plate images depending on four or eight neighborhood connectivity. As the development of machine learning, Wen et al. [26] and Thome et al. [24] proposed that OCR can be replaced with classifiers based on machine learning, which improved recognition rate obviously. The disadvantage of segmentation-based LPR methods was their sensitivity to rotation and
distortion because of the significant influence of segmentation. A robust way of recognition is imperative to seek.

### 2.2 Deep Learning-Based LPR

With the development of deep learning and its successful application, some novel methods have been adopted in the LPR system. Cheang et al. [3], Jain et al. [9], and Španhel et al. [23] applied deep neural network to LPR without character segmentation. The features of license plate images were extracted directly by CNN and used to train an LPR model. Compared to the segmentation-based method, this method was more robust. However, it usually did not have good performance because license plate images are not clear enough in real traffic scenes.

### 2.3 Time Sequence-Based LPR

The methods we mentioned above could not recognize license plates accurately in real traffic scenes; thus, some new research intended to study the recognition based on time sequence. Li and Shen [13] combined recurrent neural network and long short-term memory to train a model of feature sequence of license plate images leading to a better recognition performance of CNN. According to vehicle trajectory, Seibel et al. [21] got several license plate images at different moments. These images with poor resolution were integrated to a single super-resolution image. Then, they used normal LPR algorithm to recognize the license plate. Wang et al. [25] tried to generate synthetic training data with generative adversarial networks to improve the recognition rate based on a moving camera. Although the time-sequence information was mentioned in these papers, it was just used to train models or fix up the images.

Time-sequence information is used to integrate all recognition results, and we can get an affirmatory result. Excluding the bad cases, the final result is much closer to the true label. Our method outperforms surveillance videos in real traffic scenes.

### 3 Methodology

#### 3.1 Process

The process of the proposed method consists of three steps: vehicle detection and tracking, plate detection based on trajectory, and plate recognition. The first step is to detect and track vehicles based on SSD algorithm. In addition, we apply a trained plate detector model also based on SSD to locate the license plates. Then, we recognize the plates using a well-trained CNN model. In the last step, several recognition plate results are integrated to one final plate result referring to the frequency or confidence of each character.

#### 3.2 Vehicle Detection and Tracking

We locate the vehicle in each frame of the surveillance video. Tracking process is to line up the vehicle images to establish the trajectory of each vehicle. We use a similarity model to judge if the vehicles of two neighboring frames are matched. The similarity of two objects is estimated with the help of color histogram, Jaccard overlap, and cell matching similarity between two object patches.

In the vehicle similarity computing process, the widely used features are color histogram [10] and cell matching similarity. In addition, we added the Jaccard similarity to the final similarity result, which ruminates the little change in the spatial space for a vehicle in the adjacent frames. Figure 2 gives the procedure of vehicle similarity computing.
In the similarity computing process, the color histogram with 24 bins with each RGB channel is spat into 8 bins. The color histogram is normalized by

$$hist(i)' = \frac{hist(i)}{\sum(hist(i))^2}$$  \hspace{1cm} (1)

The correlation of the two histograms is calculated by the Pearson product-moment correlation coefficient equation, which is

$$\gamma_{xy} = \frac{n \sum hist_x(i)hist_y(i) - \sum hist_x(i)\sum hist_y(i)}{\sqrt{n \sum hist_x^2(i) - (\sum hist_x(i))^2} \sqrt{n \sum hist_y^2(i) - (\sum hist_y(i))^2}}$$  \hspace{1cm} (2)

The Jaccard coefficient measures the similarity between finite sample sets and is defined as “the size of the intersection divided by the size of the union of the sample sets”. The computing process is intuitively given by

$$J(A, B) = \frac{|A \cap B|}{|A \cup B|}$$  \hspace{1cm} (3)

To estimate the image matching score, we divide the image into $6 \times 8$ cells. For each cell, the mean and variance of pixels are computed. The distance of two cells is

$$cell_{xy}(i, j) = \begin{cases} 1, & \text{if } |mean_x(i, j) - mean_y(i, j)| < \theta_m \\
\text{and } |var_x(i, j) - var_y(i, j)| < \theta_v \\
0, & x = 0 \end{cases}$$  \hspace{1cm} (4)

The final cell matching similarity of two images is

$$cell\_match\_similarity_{xy} = \frac{\sum_{i,j} cell_{xy}(i, j)}{\text{Total number of cells}}$$  \hspace{1cm} (5)
The similarity of the two detected objects consists of three parts: histogram similarity, cell matching similarity, and Jaccard similarity, which can be expressed as

\[ \text{Similarity}_{xy} = \left( \gamma_{xy} + \text{Jaccard Similarity}_{xy} + \text{cell_match_similarity}_{xy} \right) / 3 \]  

(6)

### 3.3 License Plate Detection

As the primary step of the LPR system, license plate detection has great influence on both recognition speed and rate. In our work, we use SSD to locate the license plates. The precision and recall of license plate detection are 82.5% and 89%, respectively, under the real environment of urban road.

### 3.4 End-to-End LPR System

DenseNet169 is chosen as the CNN architecture to extract features, and three fully connected (fc) layers are added behind that. The second and third fc layers are both sliced to seven layers. Each layer of fc8 outputs different numbers of feature maps based on each character’s class. For example, fc8_1 outputs 31 feature maps because fc8_1 represents Chinese characters and it has 31 classes. Figure 3 shows the schematic diagram of our model.

Based on multilabel learning, we can build an end-to-end model of Chinese LPR. There are seven characters on a Chinese license plate.

Because of the poor recognition on Chinese characters, it is ignored in this paper. We mainly focus on the recognition of numbers and English letters.

### 3.5 Integration of LPR Results

However, license plate images are too blurred to be recognized just by the LPR system under the environment of real urban road. The integration of recognition results becomes a trend. Based on vehicle trajectory, we
get vehicle tracking sequence of one vehicle. After license plate detection and recognition, the integration of all the results will be done. We propose two methods for result integration and they are frequency and confidence based correspondingly.

### 3.5.1 Integration Based on Frequency

Counting results based on frequency of each character’s recognition result is the simplest method as far as we are concerned. According to the literal meaning, we count the number of each result’s occurrence of each character and figure out the most frequent one. Then, we line them up to get the final result.

Figure 4 shows us an example of a plate numbered “JAM301”. During vehicle tracking, we catch this plate five times. However, the LPR result of each frame is not correct. What we need to do is to integrate the recognition result on each character. The most frequent label of the first character’s recognition result is “J”, which appears five times. The most frequent result of the second character is “A”, whose frequency is 3. The rest concluded in this way are “M”, “3”, “0”, and “1” separately. Therefore, the integration result is “JAM301”, which is the correct number of this plate.

This method is better than LPR without result integration, but it is not convincing enough as shown by the experiments.

### 3.5.2 Integration Based on Confidence

Because the method of counting frequencies is not convincing, another way, which is counting confidences, is proposed. One character has only one recognition result, whereas, thanks to Softmax, each label associated is given a confidence to represent the probability to be the true value. What we should do is to count these confidences and find the label with the maximum confidence. This label is the result of the character that we are looking for.

Figure 5 demonstrates an example LPR of a plate numbered “JT0354”. For convenience, some of recognition results are omitted. At each recognition result, we give four label ordered by confidence at each character. The confidence of each label is shown behind the label in each table. Taking the first character, which is “J”, as an example, during the trajectory sequence, we compute the sum of each label’s confidence and select

*Figure 4: Integration Based on Frequency.*
the maximum one as the eventual result and we can get the eventual recognition result of the first character, which is “J”. This method is used on the rest of the characters, and we can get “JT0354” in order, which is the final recognition result of this plate.

This method is efficient and it can be verified by the experiment.

4 Experiment

4.1 Datasets

XJ_ReId. In Figure 6A, this is our own dataset captured from surveillance video of real urban road in China. Based on vehicle trajectory tracking algorithm [28] and SSD, we collected 19,020 images from 1033 vehicles. For convenience, we only marked the last six characters, ignoring the Chinese character.
ReId. Špaňhel et al. [23] collected 182,336 license plate images of different lengths, image blur, and slight occlusion on Europe real urban road. This dataset belongs to 8762 vehicles and they selected 105,924 images for training and 76,412 images for testing. Some instances are given in Figure 6B.

HDR. This dataset was also collected by Špaňhel et al. [23]. Pictures were captured by a digital single lens reflex camera with three different exposures. There are 652 images in it, which belong to 299 vehicles, and this dataset is just used for testing. These images contain rotated license plates that are of different types than the ones used for training. Figure 6C shows some samples of this dataset.

4.2 Comparative Experiment

Different LPR methods were taken as control group in the experiment.

EasyPR. EasyPR is an open source system for LPR written in C++ based on OpenCV computer vision library. It can detect and recognize Chinese license plate with high quality. In the experiment, detection phase was skipped and LPR was evaluated on cropped images.

OpenALPR. OpenALPR is an open source library for Automatic LPR written in C++. It is based on OpenCV computer vision library and Tesseract OCR and mainly used in EU license plates. Like EasyPR, the detection phase is skipped too.

SOTA. As a comparison, we reproduce a state-of-the art paper [8]. The SOTA method consists of four modules: image acquisition, license plate extraction, segmentation and recognition. In the experiment, the segmentation and recognition part of this method is evaluated by all of the datasets above.

Holistic. Holistic is a segmentation-free method and based on the end-to-end theory to recognize license plate images with low quality [23]. This method is robust and allows an angle between the camera and the license plate.

Because there are six characters in EU and Chinese license plate (ignoring Chinese character), we use Acc\textsubscript{6}, Acc\textsubscript{5}, and Acc\textsubscript{4} to evaluate the recognition rate. Acc\textsubscript{6} represents that the recognition result matches the label perfectly. Acc\textsubscript{5} indicates that not less than five characters are recognized correctly. In the same way, Acc\textsubscript{4} means at least four correctly recognized characters.

4.3 Experimental Results and Analysis

Holistic LPR methods with distinct kinds of CNN architectures have different recognition rates and several kinds of CNN models are applied for LPR. Table 1 shows the impacts of different CNN architecture on Holistic LPR methods. Processing speed was measured on a PC with Xeon@2.6 GHz and GTX 1080.

Considering the accuracy and speed, DenseNet169 is selected as the basic CNN architecture for the Holistic LPR method. Table 2 gives the evaluation of different LPR methods on each dataset.

The number of continuous frames may have an effect on recognition rate. We separate the license plate sequences according to the number of continuous frames and calculate the Acc\textsubscript{6} on each number. We found

| System            | XJ_ReId\ Acc\textsubscript{6}/Acc\textsubscript{5}/Acc\textsubscript{4}(%) | HDR\ Speed (ms) |
|-------------------|---------------------------------|-----------------|
| ResNet50          | 41.53/57.98/69.38               | 87.91/95.98/97.53 | 59.53/82.61/91.97 | 0.48 |
| ResNet101         | 42.76/59.78/70.09               | 88.31/96.23/98.77 | 60.07/83.93/92.30 | 0.84 |
| DenseNet169       | 41.60/58.11/70.52               | 88.64/96.51/97.64 | 59.56/83.45/92.98 | 0.26 |
| DenseNet201       | 41.61/58.54/70.02               | 89.19/96.98/97.93 | 60.09/83.81/93.01 | 0.38 |
| Inception-v3      | 42.85/59.25/70.30               | 88.71/96.20/98.80 | 60.08/83.77/93.84 | 0.46 |
| CliqueNet-S3      | 39.09/55.93/66.93               | 83.76/92.83/94.87 | 60.01/81.93/92.19 | 0.27 |

Bold values represent the highest ACC values among these methods.
Table 2: Result of a Comparative Experiment.

| System       | XJ_ReId         | Reid   | HDR   |
|--------------|-----------------|--------|-------|
| EasyPR       | 41.96/50.59/66.07 | –      | –     |
| OpenALPR     | –               | 34.00/50.59/66.07 | 40.00/50.59/66.07 |
| SOTA         | 41.13/49.17/65.72 | 85.33/92.24/96.52 | 58.14/80.26/90.87 |
| Holistic     | 41.60/58.11/70.52 | 88.64/96.51/97.64 | 59.56/83.45/92.98 |
| Ours (frequency) | 42.21/59.44/73.67 | 89.60/96.83/97.87 | 60.20/84.28/93.64 |
| Ours (confidence) | 47.44/63.03/76.94 | 89.80/96.91/97.95 | 62.21/84.95/93.65 |

Bold values represent the highest ACC values among these methods.

Figure 7: Comparison between Holistic and our methods on some possible situations in the real scene.
(A) The license plate is clear, (B and C) the license plate is slightly obscured or has low ambiguity, (D) the license plate has high ambiguity.
that there is little change of accuracy when enough information about the plate is given. Table 1 reveals that
different kinds of CNN architecture have a negligible effect on LPR accuracy. Owing to the advantage on speed,
DenseNet169 is selected as the basic CNN architecture on the Holistic method.

In Table 2, EasyPR, Holistic, and SOTA are about the same performance on XJ_ReId, which is our own
dataset. Moreover, our method has a significant improvement on the same dataset. As for the two methods
of result integration, the one based on confidence performs better than the one based on frequency; even the
latter has a huge increase on the Holistic way. For further experiment, we take the public datasets, ReId and
HDR, as comparison. The result shows that our method has better accuracy than other methods.

Through the evaluation, we can be sure that the number of continuous frames could affect the recognition
rate. We acknowledge that the recognition rate will get better as the number of continuous frames increases,
and the minimum number to collect the frames is 40, 30, and 30 for each dataset.

Figure 7 shows some possible situations in the real scene. All the LPR methods recognize the license plate
accurately in Figure 7A. In Figure 7B and C, our method corrects the results of Holistic. Sometimes, the results
of our method are not satisfactory such as the instance shown in Figure 7D. Fortunately, we do not need to
worry about this situation because it appears rarely and does not make the result worse.

It can be seen from the experimental result that our method can filter out the bad case in the license
plate sequence and integrate all the optimal recognition results. Under the environment of real urban road,
we believe that our method could have a remarkable performance.

5 Conclusions

This paper presents an end-to-end LPR method based on result integration, which takes good use of timing-
sequence information. Evaluation proves that the segmentation-free LPR method is robust to various illu-
mination, rotation, occlusion, and image blur. Furthermore, the integration of the recognition results can
exclude some wrong cases and form a more accurate result. It also shows that our method significantly outper-
forms existing open-source and state-of-the-art solutions on several datasets, whereas the processing speed
is comparable when used on GPUs, and our solution is easy to use on GPUs.

In a word, our method is feasible and accurate on real traffic scenes, which will be well applied in
surveillance videos of crossroads or urban road without electronic police.
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