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Abstract. In this paper, the \textit{L}_p\text{-dual Minkowski problem}

\[ \det(\nabla^2 h + h I) = (h^2 + |\nabla h|^2)^{\frac{p}{p-1}} h^{q-1} f, \quad \forall x \in \mathbb{S}^{n-1} \]

of Monge-Ampère type were studied for different \( p \) and \( q \). Some new nonuniqueness results were obtained for the range \( p \leq -n + 1, \ p < q - \lambda_1(n, k) \) and \( f \equiv 1 \), where \( \lambda_1(n, k) \) is the best constant of the Poincaré inequality on \( \mathbb{S}^{n-1} \) with \( k \)-symmetricity. The second part of this paper is devoted to prove some new nonexistence results for the supercritical range \( p \leq -q, q \geq n \) on all dimensional spaces. The key ingredient of our proof was based on a generalization of Chou-Wang type identity obtained in [18] for \( q = n, p = -q \) to a full range of \( (p, q) \).
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1. Introduction

The Minkowski problem is to determine a convex body with prescribed curvature or other similar geometric data. It plays a central role in the theory of convex bodies. Various
Minkowski problems [1, 15, 17, 19, 21, 27, 40] have been studied extensively after Lutwak [36, 37], who proposes two variants of the Brunn-Minkowski theory including the dual Brunn-Minkowski theory and the $L_p$ Brunn-Minkowski theory. Besides, there are singular cases such as the logarithmic Minkowski problem and the centro-affine Minkowski problem [7, 18].

Given a convex body $\Omega \in \mathbb{R}^n$ containing the origin, we denote by $\Omega \in \mathcal{K}_0$. The support function $h : \mathbb{S}^{n-1} \to \mathbb{R}$ of $\Omega$ is defined by $h(x) \equiv \max \{ z \cdot x \mid z \in \Omega \}$ for each $x \in \mathbb{S}^n$. For regular convex body $\Omega$, $[A_{ij}] \equiv [h_{ij} + h\delta_{ij}]$ is a positive definite matrix, where $h_{ij} = \nabla^2 h$ stands for the Hessian matrix of $h$ acting on an orthonormal frame $\{e_i\}_{i=1}^n$ of $\mathbb{S}^{n-1}$ and $\delta_{ij}$ denotes the Kronecker delta symbol. As usually, we also use the notation $[A_{ij}]$ to denote the inverse matrix of $[A_{ij}]$, and the notation $[U^{ij}]$ to denote the cofactor matrix of $[A_{ij}]$. Letting

$$r(y) \equiv \sup \{ \lambda > 0 \mid \lambda y \in \Omega \}, \forall y \in \mathbb{R}^n$$

be the radial boundary distance function of $\Omega$, if one sets $Z(y) \equiv r(y)y \in \partial \Omega, y \in \mathbb{S}^{n-1}$, there holds

$$Z = h(x)x + \nabla h(x), \forall x \in \mathbb{S}^{n-1}.$$  

Let us introduce the spherical image mapping of boundary $\partial \Omega$ by $\nu(Z) \equiv \{ x \in \mathbb{S}^{n-1} \mid z \cdot x = h(x) \}$. Then, one can define the radial Gauss mapping by

$$G(\omega) \equiv \{ \nu(Z(y)) \mid y \in \omega \subset \mathbb{S}^{n-1} \}$$

and the reverse radial Gauss mapping by

$$G^{-1}(\omega) \equiv \{ y \in \mathbb{S}^{n-1} \mid \nu(Z(y)) \in \omega \}.$$  

For convex body $\Omega \in \mathcal{K}_0$ and two parameters $p, q \in \mathbb{R}$, the $L_p$ dual curvature measure introduced by Lutwak-Yang-Zhang [38] is defined by

$$C_{p,q}(\Omega, \omega) \equiv \int_{G^{-1}(\omega)} \frac{r^q(y)}{w^p(G(y))} dy.$$  

As proposed in [38], given a finite Borel measure $\mu$ on $\mathbb{S}^{n-1}$, the $L_p$ dual Minkowski problem is to find a convex body $\Omega \in \mathcal{K}_0$ such that

$$dC_{p,q}(\Omega, \cdot) = d\mu.$$  

On the smooth category, solving the $L_p$ dual Minkowski problem (1.1) is boiled down to solve the fully nonlinear equation

$$\det(\nabla^2 h + hI) = f h^{p-1}(h^2 + |\nabla h|^2)^{\frac{n-2}{2}}, \forall x \in \mathbb{S}^{n-1}$$  

of Monge-Ampère type. The dual Minkowski problem (1.2) contains the $L_p$ Aleksandrov problem proposed by Huang-Lutwak-Yang-Zhang in [28], the logarithmic Minkowski problem [3, 45], the centro-affine Minkowski problem [18, 46] and other unsolved problems. When $f \equiv 1$, (1.2) was reduced to

$$\det(\nabla^2 h + hI) = (h^2 + |\nabla h|^2)^\frac{n-2}{2} h^{p-1}, \forall x \in \mathbb{S}^{n-1}.$$  

The issue of uniqueness of solution of (1.2) or (1.3) has attracted much attentions. As one knows, the uniqueness of (1.2) was shown in [28] for $q < p$ and was shown in [13] for $q = p$ up
to a constant. In the case $-2 \leq p < q \leq \min\{2, p+2\}$, Chen-Huang-Zhao [11] obtained the uniqueness of even solution of (1.3). When $1 < p < q \leq 2$, Chen-Li [13] showed uniqueness without evenness. On another direction, the nonuniqueness of (1.3) on the planar case has been obtained by Huang-Jiang [26] for $p = 0$ and even $q \geq 6$, and by Chen-Chen-Li [12] for $pq \geq 0, q - p > 4$ or $p < 0 < q, 1 + \frac{1}{p} < \frac{1}{q}$ and $q - p > 4$. On the higher dimensional case, Li-Liu-Lu [32] have shown nonuniqueness for $p < 0 < q$ and additional restriction. In [42], Jiang-Wang-Wu showed a result of multiple solutions for $p < 0$ and even $q \geq 2$ such that $q - p > 16$. More recently, the counting number of the solutions of (1.3) on the planar case has been classified by Liu-Lu [33] for $p = 0, q \in (0, 4]$, and been classified by Li-Wan [31] for a more wider range of indices $(p, q)$. Concerning the uniqueness problem for $f$ closing to one, Chen-Feng-Liu [14] obtain uniqueness of (1.2) on $\mathbb{R}^3$ and $p = 0, q = n$. A similar result was extended to all dimensions by Böröczky-Saroglou [8] recently. For the general $f$, Hu-Ivaki [25] proved a uniqueness result of (1.2) for $p \in (-n - 1, -1), q \in [n, n + 1)$, using the spectral inequality for convex bodies.

For its importance and difficulty, this is the main purpose for us to discuss the problem. We will show the following multiple solutions result to (1.3).

**Theorem 1.1.** Considering (1.3) on dimension $n \geq 2$ and assuming $p \leq -n + 1$, we have the following result of multiple solutions which are different from each other up to rotations:

1. On the planar case $n = 2$, if $q - p > \tau^2$ hold for some integer $\tau \geq 3$, then (1.3) admits at least $\tau - 1$ solutions.
2. When $n = 3$, if $q - p > 12$, there exist at least two solutions. If $q - p > 20$, there exist at least four solutions. If $q - p > 42$, there exist at least five solutions.
3. When $n \geq 4$, if $q - p > 3(n + 1)$, there exists at least two solutions. If $q - p > 4(n + 2)$, there exist four solutions.

**Remark 1.1.** When $n = 3, k = 20$ or $n = 4, k = 24, 120, 600$, there exists at least one more $k$–symmetric solution which is not constant $\mathbb{S}^{n-1}$, as long as $q - p$ is large enough. Actually, this solution exists for $q - p > \lambda_1(n, k)$, where $\lambda_1(n, k)$ denotes the best constant of Poincaré inequality on the family of $k$–symmetric functions with zero mean.

Our multiple solutions result Theorem 1.1 improves largely a similar result obtained recently by Chen-Chen-Li (12, Theorem 1.1). The main ingredient of our proof was based on the study of a variational scheme on the family of functions with large symmetricity. Actually, we have shown the following existence result for symmetric solutions of (1.3).

**Theorem 1.2.** Consider (1.3) on dimension $n \geq 2$ and assuming $p \leq -n + 1$. Supposing that there exists a proper subgroup $\Gamma$ of $SO(n)$ such that $\cup_{\phi \in \Gamma} \phi(e_1), e_1 \equiv (1, 0, \cdots, 0) \in \mathbb{R}^n$ spans the whole space $\mathbb{R}^n$, then there exists a $\Gamma$–symmetric solution $h$ to (1.3) on $\mathbb{S}^{n-1}$.

The second part of this paper is devoted to the discussion of the solvability problem of (1.2). Existence result of weak solution for rather weak assumption on $f$ has been obtained by Zhao [43] for $p = 0$ and $q < 0$, have been obtained by Huang-Zhao [28] for complementary range with respect to $p < 0 < q$, and have been obtained by Chen-Li [13] for negative $p$. The existence result of classical solution for positive Hölder $f$ can also be found in
for $p > q$, using the method of continuity. The readers may also refer to the papers [17, 16, 22, 27, 28, 30, 37, 41, 43, 44, 46] for the related topic. In this paper, we will prove the following nonexistence result.

**Theorem 1.3.** Supposing that $n \geq 2$ and $p \leq -q, q \geq n$, then there exists a smooth function $f$ which is positive outside equator or outside two polar, such that (1.2) has no solution.

It is also remarkable that in a recent paper by Guang-Li-Wang [21], solvability of (1.2) for positive $f$ and $q = n, p < -n$ has been shown using the method of curvature flow. Therefore, our construction assumption for $f$ vanishing somewhere may not be improved in generally.

The proof of Theorem 1.3 was based on the following Chou-Wang type identity which was derived in [18] for $q = n$ and $p = -n$.

**Theorem 1.4.** For any $C^2$ solution $h$ of (1.2) with $pq \neq 0$ and any tangent projective vector field $\xi$ of the form $\xi(x) \equiv Bx - (x^T Bx)x, \ x \in S^{n-1}$ for any given $n \times n$ matrix $B$, there holds

\[
\int_{S^{n-1}} (\nabla_{\xi} f + \frac{p+q}{q} f \text{div} \xi) h^p = -\frac{p(q - n)}{q} \int_{S^{n-1}} f h^p |Z|^{-2} (h \nabla_{\xi} h + \nabla \xi (\nabla h, \nabla h)).
\]

This paper was initiated by the first author in the year 2021, who considered the special case when $q = n$ [arXiv:2104.07426,v1] for $L_p$ Minkowski case $q = n$. The general case when $q \neq n$ was recently completed by all the three authors. The content of the paper was organized as follows. We define the $k-$symmetricity on Section 2. By introducing a new variational scheme on $k-$symmetricity, we prove the existence of positive smooth solution of (1.3) which maximizes the variational functional on Section 3. Next, we calculate the second variation for the constant function on Section 4, and then calculate the best constant of Poincaré inequality upon the family of $k-$symmetric functions on Section 5. As an application, the proof of Theorem 1.1 was completed as a consequence of Theorems 4.1 and 5.1. After proving a new Chou-Wang type identity (1.4) on Section 7, we present our Main Nonexistence Theorem 1.3 on the final section.

2. $k-$SYMMETRICITY ON A DISCRETE SUB-GROUP OF $SO(n)$

In order discussing the uniqueness problem of (1.3), we need to introduce a variational scheme on the range $p \leq -n+1$ and $q > p + \lambda_1(n,k)$. Since the lacking of Blaschke-Santalo’s inequality, one needs to restrict the family of functions into a $k-$symmetricity class defined as following.

**Definition 2.1.** Taking a $k-$regular polytope $\vartheta(k)$ with vertices $\vartheta = (\vartheta_1, \ldots , \vartheta_k) \in S^{n-1}$ spreading evenly on $S^{n-1}$, we define a subgroup $\mathcal{S}_k(\vartheta)$ of $SO(n)$ by mappings $\phi \in SO(n)$ which map $\{\vartheta_j\}_{j=1}^k$ onto $\{\vartheta_j\}_{j=1}^k$. A function $h \in C^\infty(S^{n-1})$ (or a function $\xi \in C^\infty(\mathbb{R}^n)$) is called to be $k-$symmetric and denoted by $h \in \tilde{\mathcal{S}}_k(\vartheta)$ (or $\xi \in \tilde{\mathcal{S}}_k(\vartheta)$) if and only if it is invariant under all mappings $\phi \in \mathcal{S}_k(\vartheta)$. 


The concept of symmetry group has been studied extensively in different topics of differential geometry and differential equations. The readers may refer to [2,35,39] for some related issues. Concerning the numbers of \(k\)-regular polytopes with different shapes on \(\mathbb{R}^n\), we have the following elementary proposition.

**Proposition 2.1.** We have the following alternatives concerning the number of \(k\)-regular polytopes with different shapes on Euclidean space \(\mathbb{R}^n\):

1. When \(n = 2\), there exist \(k\)-regular polytopes for each \(k \in \mathbb{N}, k \geq 3\).
2. When \(n = 3\), there exist only \(k\)-regular polytopes for \(k = 4, 6, 8, 12, 20\).
3. When \(n = 4\), there exist only \(k\)-regular polytopes for \(k = 5, 8, 16, 24, 120, 600\).
4. When \(n \geq 5\), there exist only \(k\)-regular polytopes for \(k = n + 1, 2n, 2^n\).

This proposition is well known. The explicit construction of \(2^n\)-regular polytope follows from

\[
\begin{align*}
\vartheta^{(2n)} &= (\vartheta_1, \ldots, \vartheta_{2n}), \\
\vartheta_{\pm j} &= \pm e_j \in S^{n-1}, \quad j = 1, 2, \ldots, n
\end{align*}
\]

and the explicit construction of \(2^n\)-regular polytope follows from

\[
\begin{align*}
\vartheta^{(2^n)} &= (\vartheta_1, \ldots, \vartheta_{2n}), \\
\vartheta_j &= \left(\frac{\pm 1, \pm 1, \ldots, \pm 1}{\sqrt{n}}\right) \in S^{n-1}, \quad j = 1, 2, \ldots, 2^n,
\end{align*}
\]

where \(e_j\) stands for the \(j\)-th axial unit vector whose \(j\)-th entry is one and the others are zero. We present here only a simple proof for the existence of \((n + 1)\)-regular polytopes for each dimension \(n \geq 2\). When \(n = 2\), the conclusion is clearly true. Actually, trisection points \(\vartheta_1, \vartheta_2, \vartheta_3\) of \(S^1\) are desired. Assume the conclusion is true for \(n = k\), we show that it is also true for \(n = k + 1\). Actually, noting that

\[
S^k \cap \left\{y \in \mathbb{R}^{k+1} \mid y_{k+1} = 0\right\} = S^{k-1},
\]

one can choose \(k + 1\) points

\[
\overline{\vartheta_1}, \overline{\vartheta_2}, \ldots, \overline{\vartheta_{k+1}} \in S^k \cap \left\{y \in \mathbb{R}^{k+1} \mid y_{k+1} = 0\right\}, \quad \overline{\vartheta_i} = (\overline{\vartheta_i}, 0)
\]

which are spreading evenly on \(S^{k-1}\) by induction hypothesis. We denote \(l_{k+1}\) the length of the regular polytope determined by \(\vartheta_1, \vartheta_2, \ldots, \vartheta_{k+1}\). Then, \(k + 2\) points \(\vartheta_1, \vartheta_2, \ldots, \vartheta_{k+2}\) spreading evenly on \(S^k\) can be constructed by setting

\[
\vartheta_{k+2} = (0, 1), \quad \vartheta_i = \left(\sqrt{1 - z^2}, \frac{z^2}{\sqrt{1 - z^2}}\right), \quad \forall i = 1, 2, \ldots, k + 1,
\]

where \(z \equiv \frac{l_{k+1}^2 - 1}{l_{k+1}}\). Actually, direct calculation shows that \(\vartheta_1, \ldots, \vartheta_{k+2}\) determine a regular polytope with length

\[
l_{k+2} = \frac{2}{l_{k+1}^2} - 1.
\]

So, the conclusion follows from mathematical induction. \(\square\)
In order clarifying the concept of \( k \)-symmetricity which will be used to introduce our new variational scheme, we give a proof to the following fundamental proposition.

**Proposition 2.2.** For any \( k \)-regular polytope \( \vartheta^{(k)} \) with vertices \( \vartheta = (\vartheta_1, \ldots, \vartheta_k) \in \mathbb{S}^{n-1} \) presented in Proposition 2.1 for \( n = 2, k \geq 3 \) or \( n \geq 3 \) and \( k = n + 1, 2n, 2^n \), the subgroup \( S_k(\vartheta) \) defined in Definition 2.1 is a nonempty finite discrete proper subgroup of \( SO(n) \).

**Proof.** On the planar case \( n = 2 \), the conclusion of this proposition is clearly true. Since \( S_k(\vartheta) \) is composed exactly of rotations \( \vartheta_j, j = 0, 1, \ldots, k-1 \) with respect to rotation angles \( 2j\pi/k, j = 0, 1, \ldots, k-1 \). When \( n \geq 3 \) and \( k = n + 1 \), nonempty of \( S_k(\vartheta) \) follows from the following construction. At firstly, since each three vertices \( \vartheta_{i_1}, \vartheta_{i_2}, \vartheta_{i_3} \) of \( n + 1 \)-regular polytope forms a regular triangle. So, it is clearly that there exists a rotation \( \phi \in SO(n) \) such

\[
\phi(\vartheta_{i_1}) = \phi(\vartheta_{i_2}), \quad \phi(\vartheta_j) = \phi(\vartheta_j), \quad \forall j \neq i_1, i_2.
\]

That is to say, \( S_k(\vartheta) \) is not empty for \( k = n + 1 \). When \( n \geq 3 \) and \( k = 2n \), without loss of generality, one may assume that the vertices of \( \vartheta^{(2n)} \) are given by

\[
\vartheta_{\pm j} = \pm e_j \in \mathbb{S}^{n-1}, \quad \forall j = 1, 2, \ldots, n.
\]

Hence, for each \( a \neq b \), one can use the rotation \( \phi \in SO(n) \) on the axis plane of \((e_a, e_b)\) which maps one of \( \pm e_a \) to another one of \( \pm e_b \), and reserves the other vertices \( \vartheta_{\pm j}, j \neq a, b \). A similar existence result of \( \phi \in SO(n) \) maps \( e_i \) to \(-e_i \) is also clearly true. In the final case \( n \geq 3 \) and \( k = 2^n \), one may assume that the vertices of \( \vartheta^{(2^n)} \) was formed by

\[
\vartheta_j = \frac{(\pm1, \pm1, \ldots, \pm1)}{\sqrt{n}} \in \mathbb{S}^{n-1}, \quad \forall j = 1, 2, \ldots, 2^n.
\]

Note that any two vertices \( \vartheta_a, \vartheta_b \) can be connected by

\[
\vartheta_a = \vartheta_{j_1} - \vartheta_{j_2} - \cdots - \vartheta_{j_r} = \vartheta_b, \quad r \geq 3
\]

such that \( \vartheta_{j_i} \) and \( \vartheta_{j_{i+1}} \) lie on a same face of \( \vartheta^{(2^n)} \) for each \( i \). Since for each \( i \), there exists \( \phi \in SO(n) \) maps \( \vartheta_{j_i} \) to \( \vartheta_{j_{i+1}} \), a composition of these maps gives the desired mapping \( \phi \in SO(n) \) maps \( \vartheta_a \) to \( \vartheta_b \). The nonempty of \( S_k(\vartheta^{(k)}) \) was shown.

Now, we remain to show that \( S_k(\vartheta) \) is a finite subgroup of \( SO(n) \). Actually, note first that \( \phi(\vartheta^{(k)}) = \phi'(\vartheta^{(k)}) \), \( \phi, \phi' \in SO(n) \) implies that \( \phi = \phi' \), since \( \vartheta^{(k)} \) spans a whole space \( \mathbb{R}^n \). Therefore, \( S_k(\vartheta^{(k)}) \) is isomorphism to a permutation group of \( \vartheta^{(k)} \), and thus is finite. The proof of the proposition was done. \( \square \)

**Remark 2.1.** For the other cases

\[
n = 3, k = 12, 20, \quad \text{or} \quad n = 4, k = 24, 120, 600,
\]

the conclusion of Proposition 2.2 is also true. Actually, one can prove by Mathematical Induction. Assuming the nonempty of \( S_k(\vartheta^{(k)}) \) holds for any \( k' \)-regular polytope with \( k' < k \) on any dimensions \( n' < n \). Then, given any two vertices \( \vartheta_a, \vartheta_b, a \neq b \), if they lie on a same face \( \vartheta^{k'} \) of \( \vartheta^{(k)} \), the conclusion is clearly true by induction hypothesis, since for \( k \)-regular
polytope, rotation on a face makes \( \vartheta^{(k)} \) invariant as long as it makes this face invariant. If these two vertices does not lie on a same face of \( \vartheta^{(k)} \), one can connect them by

\[
\vartheta_a = \vartheta_{j_1} - \vartheta_{j_2} - \cdots - \vartheta_{j_r} = \vartheta_b, \quad r \geq 3
\]

such that \( \vartheta_{j_i} \) and \( \vartheta_{j_{i+1}} \) lie on a same face of \( \vartheta^{(k)} \) for each \( i \). Then the existence of \( \phi \in S_k(\vartheta^{(k)}) \) follows from composition.

3. NEW VARIATIONAL SCHEME ON THE K–SYMMETRICITY

From now on, we assume that there exists \( k \)–regular polytope with vertices \( \vartheta = (\vartheta_1, \cdots, \vartheta_k) \in S^{n-1} \). Letting \( C_k \) be the family of support function \( u \) of convex body \( \Omega \in K_0 \), we set

\[
C_k \equiv \left\{ h \in \tilde{S}_k(\vartheta) \cap C \left| \int_{S^{n-1}} h^p dx = \alpha_n \equiv |S^{n-1}| \right. \right\}
\]

to be the symmetric class and consider a variational scheme

\[
(3.1) \quad \sup_{h \in C_k} F(h), \quad F(h) \equiv \frac{1}{q} \ln \int_{S^{n-1}} r^q(y) dy
\]

on \( C_k \). We have the following a-priori upper bound for functions \( h \in C_k \).

**Lemma 3.1.** Letting \( n \geq 2 \) and \( p < 0 \), there exists a positive constant \( C_{n,p} \) depending only on \( n, p \), such that

\[
(3.2) \quad h(x) \leq C_{n,p}, \quad \forall x \in S^{n-1}
\]

holds for each \( h \in C_k \).

**Proof.** Noting that if the maximum of a \( k \)–symmetric function \( h \) becomes large, the minimum of \( h \) must tend to infinity as well by convexity. Then, it is contradicting with the fact that \( \alpha_n = \int_{S^{n-1}} h^p \). The proof of the lemma was done. \( \square \)

The next lemma estimates the functions in \( C_k \) from below.

**Lemma 3.2.** Letting \( n \geq 2 \) and \( p \leq -n+1 \), there exists a positive constant \( C_{n,p} \) depending only on \( n, p \), such that

\[
(3.3) \quad h(x) \geq C_{n,p}^{-1}, \quad \forall x \in S^{n-1}
\]

holds for any function \( h \in C_k \).

**Proof.** Without loss of generality, one may assume that the minimum of \( h \) is attained at south polar of \( S^{n-1} \). Projecting the south hemisphere \( S^{n-1}_{-} \equiv \{ x = (x', x_n) \in S^{n-1} | x_n < 0 \} \) onto the hyperplane \( x_n = -1 \) by the mapping

\[
T(x) = z, \quad x \equiv \left( \frac{z}{\sqrt{1+|z|^2}}, \frac{-1}{\sqrt{1+|z|^2}} \right), \quad z \in \mathbb{R}^{n-1}
\]

and setting \( v(y) = \sqrt{1+|y|^2}h(x) \), one gets that \( D^2_{yj}v(y) = \sqrt{1+|y|^2}(\nabla^2 y_jh + h\delta_{ij}) \) is positive definite. Thanks to the boundedness and convexity of \( v \) on \( B_2 \), the Lipschitz bound of
v on $B_1$ can not be greater than $\text{osc}_{B_2}(v)$. So, letting $m \equiv h(e) = \min_{x \in S^{n-1}} h(x)$ for $e = (0, -1) \in S^{n-1}$, it is inferred that

$$
|v(y) - m| \leq |y|\text{osc}_{B_2}(v) \leq C_1|y|, \quad \forall y \in B_1
$$

holds for some positive constant $C_1$ depending only on $n$ and $p$. Combining with

$$
\int_{B_1} v^p dy \leq C \int_{S^{n-1}} h^p \leq C_2
$$

for some positive constant $C_2$ depending only on $n, p$, we conclude that

$$
C_2 \geq \int_{B_1} v^p dy \geq \int_{B_1} (m + C_1|y|)^p
$$

$$
\geq \begin{cases} C_3^{-1}m^{p+n-1} - C_4, & p < -n + 1, \\ -C_3^{-1}\log m - C_4, & p = -n + 1 \end{cases}
$$

for some positive constants $C_3, C_4$ depending only on $n$ and $p$. So, the inequality (3.3) follows and the proof of the lemma was done. □

By Lemmas 3.1, 3.2, the functional $F$ is bounded from both below and above. Taking a maximizing sequence of convex bodies $\Omega_j$ with respect to $u_j \in C_k, j \in \mathbb{N}$ of $F$, it follows from Blaschke’s selection theorem that for a subsequence, $\{\Omega_j\}$ converges to a limiting convex body $\Omega_\infty$ with positive Lipschitz support function $h_\infty \in C_k$. After a slightly modifying, by an argument by Chen-Chen-Li in [12], the limiting function $h_\infty$ satisfies the Euler-Lagrange equation (1.3) up to a constant. Then, $C^0$-regularity implies $C^1$-regularity by

$$
|Z_\infty|^2 = h_\infty^2 + |\nabla h_\infty|^2 \leq \max_{x \in S^{n-1}} h_\infty^2, \quad \forall y \in S^{n-1}.
$$

Henceforth, an application of the $C^{1,\alpha}$ estimation in [10] and then $C^{2,\alpha}$ estimation in [9] by Caffarelli yields the following existence result.

**Theorem 3.1.** For $n \geq 2, q \neq 0$ and $p \leq -n + 1$, there exists a smooth positive maximizer $h_\infty$ of variational problem (3.1) satisfying the Euler-Lagrange equation (1.3) up to a constant. Moreover, the solution $h_\infty$ can not be a constant unless it is identical to one.

4. **Instability of constant solution for $q > p + \lambda_1(n, k)$**

In this section, we discuss the stability of constant function $h \equiv 1$. A critical point $h$ of $F(\cdot)$ is called to be stable, if the second variation of the functional at $h$ is non-positive. Otherwise, we will call it to be unstable. We have the following theorem.

**Theorem 4.1.** Supposing that $n \geq 2$ and there exists a $k-$regular polytope $\vartheta^{(k)}$, if

$$
q > p + \lambda_1(n, k)
$$

holds for the first eigenvalue of $-\Delta_{S^{n-1}}$ on the family of $k-$symmetricity functions with zero mean, the constant solution $h \equiv 1$ is a critical point of the functional $F$ which is unstable. As a result, $h \equiv 1$ is not a maximizer of $F$ on the family $C_k$. 
Remark 4.1. The best constant $\lambda_1(n,k)$ of $-\Delta_{\mathbb{S}^{n-1}}$ depends only on $k$ but not on the position of the vertices. Actually, for each pair of $k-$regular polytopes $\vartheta^{(k)}$ and $\tilde{\vartheta}^{(k)}$, there exists $\phi \in SO(n)$ such that

$$\tilde{\vartheta}^{(k)} = \phi(\vartheta^{(k)}).$$

Since the Rayleigh quotient of Poincaré inequality in invariant under rotation of $\mathbb{R}^n$, it is inferred that the best constants $\lambda_1(n,k)$ of $\vartheta^{(k)}$ and $\tilde{\vartheta}^{(k)}$ are the same.

To show the conclusion of Theorem 4.1 let us calculate the second variation of $F$ in the following lemma. The second variational formula (4.3) under below was firstly calculated by Chen-Chen-Li ([12], Proposition 2.1). We present here a simplified proof for the convenience of the readers.

Lemma 4.1. Under the normalized variation

$$\varphi_\varepsilon \equiv \varphi(\varepsilon, \theta) \equiv \frac{1 + \varepsilon \xi}{(\int_{\mathbb{S}^{n-1}} (1 + \varepsilon \xi)^p)^{1/p}}, \quad \xi \in \tilde{\mathcal{S}}_k(\vartheta)$$

near $h = 1$, we have the second variational formula

$$\alpha_n \frac{d^2}{d\varepsilon^2} \bigg|_{\varepsilon = 0} F(\varphi_\varepsilon) = (q - p) \int_{\mathbb{S}^{n-1}} |\xi - \overline{\xi}|^2 - \int_{\mathbb{S}^{n-1}} |\nabla \xi|^2,$$

where $\overline{\xi} \equiv \alpha_n^{-1} \int_{\mathbb{S}^{n-1}} \xi$ and

$$F(\varphi_\varepsilon) = \frac{1}{q} \ln \int_{\mathbb{S}^{n-1}} r_\varepsilon^{q-n-1} \varphi_\varepsilon \det(\nabla^2 \varphi_\varepsilon + \varphi_\varepsilon I), \quad r_\varepsilon^2 = \varphi_\varepsilon^2 + |\nabla \varphi_\varepsilon|^2.$$  

Proof. Direct computation shows that

$$\varphi'_\varepsilon \equiv \frac{d}{d\varepsilon} \bigg|_{\varepsilon = 0} \varphi(\varepsilon, \theta) = \xi - \alpha_n^{-1} \int_{\mathbb{S}^{n-1}} \xi$$

$$\varphi''_\varepsilon \equiv \frac{d^2}{d\varepsilon^2} \bigg|_{\varepsilon = 0} \varphi(\varepsilon, \theta) = -2\alpha_n^{-1} \xi \int_{\mathbb{S}^{n-1}} \xi$$

$$- (p - 1) \alpha_n^{-1} \int_{\mathbb{S}^{n-1}} \xi^2 + (p + 1) \alpha_n^{-2} \left( \int_{\mathbb{S}^{n-1}} \xi \right)^2.$$  

Thus, we derive

$$q\alpha_n \frac{d^2}{d\varepsilon^2} \bigg|_{\varepsilon = 0} F(\varphi_\varepsilon) = \frac{d^2}{d\varepsilon^2} \bigg|_{\varepsilon = 0} G_\varepsilon - \alpha_n^{-1} \left( \frac{d}{d\varepsilon} \bigg|_{\varepsilon = 0} G_\varepsilon \right)^2$$

for

$$G_\varepsilon \equiv \int_{\mathbb{S}^{n-1}} r_\varepsilon^{q-n-1} \varphi_\varepsilon \det(\nabla^2 \varphi_\varepsilon + \varphi_\varepsilon I).$$

Note that

$$\frac{d}{d\varepsilon} \bigg|_{\varepsilon = 0} G_\varepsilon = \int_{\mathbb{S}^{n-1}} \varphi'_\varepsilon + (q - n) \int_{\mathbb{S}^{n-1}} r'_\varepsilon + \int_{\mathbb{S}^{n-1}} U^{ij} (\nabla^2 \varphi'_\varepsilon + \varphi'_\varepsilon \delta_{ij}).$$
and

\[
\frac{d^2}{d\varepsilon^2}\bigg|_{\varepsilon=0} G_{\varepsilon} = \int_{S^{n-1}} \varphi''_{\varepsilon} + (q-n) \int_{S^{n-1}} \left[ r''_{\varepsilon} + (q-n-1)r^2_{\varepsilon} \right] + \int_{S^{n-1}} U^{ij}(\nabla^2_{ij}\varphi''_{\varepsilon} + \varphi''_{\varepsilon}\delta_{ij})
\]

(4.7)

\[
+ \int_{S^{n-1}} U^{ij,rs}(\nabla^2_{ij}\varphi'_{\varepsilon} + \varphi'_{\varepsilon}\delta_{ij})(\nabla^2_{rs}\varphi'_{\varepsilon} + \varphi'_{\varepsilon}\delta_{rs}) + 2 \int_{S^{n-1}} \varphi'_{\varepsilon} U^{ij}(\nabla^2_{ij}\varphi'_{\varepsilon} + \varphi'_{\varepsilon}\delta_{ij})
\]

\[
+ 2(q-n) \int_{S^{n-1}} r'_{\varepsilon}\varphi'_{\varepsilon} + 2(q-n) \int_{S^{n-1}} r'_{\varepsilon} U^{ij}(\nabla^2_{ij}\varphi'_{\varepsilon} + \varphi'_{\varepsilon}\delta_{ij})
\]

hold for

\[
U^{ij} = \delta_{ij}, \quad U^{ij,rs} = \delta_{ij}\delta_{rs} - \delta_{ir}\delta_{js}
\]

and

\[
r'_{\varepsilon} \equiv \frac{d}{d\varepsilon}\bigg|_{\varepsilon=0} r_{\varepsilon} = \varphi'_{\varepsilon}
\]

(4.8)

\[
r''_{\varepsilon} \equiv \frac{d^2}{d\varepsilon^2}\bigg|_{\varepsilon=0} r_{\varepsilon} = \varphi''_{\varepsilon} + |\nabla \varphi'_{\varepsilon}|^2.
\]

Substituting (4.8)-(4.9) into (4.6)-(4.7), it yields that

\[
\frac{d}{d\varepsilon}\bigg|_{\varepsilon=0} G_{\varepsilon} = \int_{S^{n-1}} \Delta \xi = 0
\]

(4.10)

and

\[
\frac{d^2}{d\varepsilon^2}\bigg|_{\varepsilon=0} G_{\varepsilon} = q \int_{S^{n-1}} \varphi''_{\varepsilon} - (q-n-2) \int_{S^{n-1}} |\nabla \varphi'_{\varepsilon}|^2 + q(q-1) \int_{S^{n-1}} \varphi^2_{\varepsilon}
\]

\[
- \int_{S^{n-1}} |\nabla^2 \varphi'_{\varepsilon}|^2 + \int_{S^{n-1}} |\nabla \varphi'_{\varepsilon}|^2
\]

(4.11)

\[
= q(q-p) \int_{S^{n-1}} |\xi - \overline{\xi}|^2 - (q+n-2) \int_{S^{n-1}} |\nabla \xi|^2 - \int_{S^{n-1}} |\nabla^2 \xi|^2 + \int_{S^{n-1}} |\Delta \xi|^2
\]

\[
= q(q-p) \int_{S^{n-1}} |\xi - \overline{\xi}|^2 - q \int_{S^{n-1}} |\nabla \xi|^2,
\]

where \(\overline{\xi} \equiv \alpha_{n-1} \int_{S^{n-1}} \xi\). The proof of Lemma 4.1 was done. \(\square\)

Then, Theorem 4.1 was a direct consequence of the following proposition.

**Proposition 4.1.** Supposing that the Poincaré inequality

\[
\int_{S^{n-1}} |\nabla \xi|^2 \geq \lambda_1(n,k) \int_{S^{n-1}} \xi^2
\]

holds on the family

\[
\xi \in \mathcal{G}_{n,k} \equiv \left\{ \xi \in H^1(S^{n-1}) \mid \int_{S^{n-1}} \xi = 0, \xi \text{ is } k-\text{symmetric} \right\}
\]

with the best constant \(\lambda_1(n,k) > 0\), we have the instability of the constant solution \(h \equiv 1\) for

\[
q > p + \lambda_1(n,k).
\]
Remark 4.2. The best constant of Poincaré inequality \((4.12)\) on the family \((4.13)\) is attained by utilizing a usual variational method for lower semi-continuity of weakly convergence.

Proof of Proposition 4.1. Letting \(\xi\) be the eigenfunction of \(-\Delta_{S^{n-1}}\) corresponding to the least eigenvalue \(\lambda_1(n, k)\), one has

\[
(4.15) \quad \int_{S^{n-1}} |\nabla \xi|^2 = \lambda_1(n, k) \int_{S^{n-1}} \xi^2.
\]

Substituting into \((4.3)\) yields that

\[
\alpha_n \frac{d^2}{d\varepsilon^2} \bigg|_{\varepsilon=0} F(\varphi_\varepsilon) = (q - p - \lambda_1(n, k)) \int_{S^{n-1}} \xi^2 > 0
\]

in case \(q > p + \lambda_1(n, k)\). The instability of constant solution \(u \equiv 1\) has been shown. \(\square\)

5. Best constant of Poincaré inequality on \(G_{n,k}\)

Theorem 5.1. Suppose that there exists \(k\)-regular polytope \(\vartheta^{(k)}\) on the Euclidean space \(\mathbb{R}^n\) for some \(n \geq 2, k \geq 3\), the best constant of Poincaré’s inequality \((4.12)\) on the family \(G_{n,k}\) is given by

\[
\lambda_1(n, k) = \begin{cases} 
  k^2, & n = 2, \forall k \geq 3, \\
  3(n + 1), & n \geq 3, k = n + 1, \\
  4(n + 2), & n \geq 3, k = 2n \text{ or } 2^n, \\
  \in [12, 42], & n = 3, k = 12, \\
  \in [12, \infty), & n = 3, k = 20 \\
  \in [15, \infty), & n = 4, k = 24, 120, 600.
\end{cases}
\]

Remark 5.1. The upper bound of \(\lambda_1(n, k)\) for \(n = 3, k = 12\) or \(n \geq 3, k = n + 1, 2^n\) can be found in [2]. Here, we give a proof to the precise formula \((5.1)\) for \(\lambda_1(n, k)\) as follows.

Proof of Theorem 5.1. In the planar case \(n = 2\), \((4.12)\)-\((4.13)\) change to

\[
(5.2) \quad \int_0^{2\pi} \xi_\theta^2 \geq \lambda_1(2, k) \int_0^{2\pi} \xi^2
\]

and

\[
(5.3) \quad \xi \in G_{2,k} \equiv \left\{ \xi \in H^1(S^1) \mid \int_{S^1} \xi = 0, \xi \text{ is a } 2\pi/k \text{- periodic function} \right\}.
\]

Therefore, \(\xi \in G_{2,k}\) is equivalent to

\[
\xi(\theta) = \sum_{j=1}^{\infty} \left(a_k \cos(jk\theta) + b_k \sin(jk\theta)\right),
\]

which implies that \(\lambda_1(n, k) = k^2\) for \(n = 2\).

When \(n \geq 3\), the determining of the best constant \(\lambda_1(n, k)\) of Poincaré inequality \((4.12)\)-\((4.13)\) is related to the eigenvalues problem of Laplace-Beltrami operator \(-\Delta_{S^{n-1}}\) on \(S^{n-1}\). As well known that all eigenfunctions \(u\) of \(-\Delta_{S^{n-1}}\) are given by homogeneous harmonic
polynomials $v(y) = |y|^\mu u \left( \frac{y}{|y|} \right)$ of degree $\mu$ on $\mathbb{R}^n$, whose eigenvalues are given exactly by $\lambda \equiv \mu(n+\mu-2)$ for positive integer $\mu$. In a paper of Kazdan (\cite{29}, page 12), the multiplicities of the eigenvalues were also calculated explicitly. Note that the mean value of $u$ equals to zero if and only if

\begin{equation}
\int_{B_1} v(y) dy = 0,
\end{equation}

and $u$ is $k$-symmetric if and only if $v$ is $k$-symmetric. Setting

\[ v(y) = \sum_{|\alpha| = \mu} a^{\alpha} y^{\alpha}, \quad \alpha \equiv (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n \]

for $y^\alpha \equiv \Pi_{i=1}^n y_i^{\alpha_i}$ as usual, and summing the above relations between $u$ and $v$, we obtain that

\begin{equation}
\sum_{j=1}^{\mu} a_{\beta_j} = 0,
\end{equation}

and

\begin{equation}
\sum_{|\alpha| = \mu} a^{\alpha} \int_{B_1} y^{\alpha} dy = 0
\end{equation}

and

\begin{equation}
\sum_{|\alpha| = \mu} a^{\alpha} (\phi(y))^{\alpha} = \sum_{|\alpha| = \mu} a^{\alpha} y^{\alpha}, \quad \forall y \in \mathbb{R}^n, \phi \in S_k(y),
\end{equation}

where $e_j$ is a vector whose $j$-th coordinate is one and the others are zero.

**Proposition 5.1.** Under the assumptions of Theorem 5.1, the set

\begin{equation}
\mathcal{H}_{n,k} \equiv \left\{ v \in \tilde{S}_k(y) \setminus \{0\} | \int_{B_1} v(y) dy = 0, \ v \text{ is a homogeneous harmonic polynomial on } \mathbb{R}^n \right\}
\end{equation}

is nonempty. Moreover, the least degree of $v \in \mathcal{H}_{n,k}$ is given by

\begin{equation}
\mu_1(n,k) : \begin{cases} 
= k, & \text{if } n = 2, k \geq 3 \\
= 3, & \text{if } n \geq 3, k = n + 1, \\
\in [3, \infty), & \text{if } n \geq 3, k > n + 1.
\end{cases}
\end{equation}

As a corollary, $\lambda_1(n, n + 1) = 3(n + 1), \forall n \geq 2.$

**Proof.** At first, one knows that the best constant $\lambda_1(n,k)$ of Poincaré inequality \[(4.12)-(4.13)\] is attained at some function $u \in \mathcal{G}_n$. After expanding $u$ to be a homogeneous harmonic function $v$ of degree $\mu_1(n,k)$ determined by

\begin{equation}
\mu_1(n,k)(n + \mu_1(n,k) - 2) - \lambda_1(n,k) = 0,
\end{equation}

Liouville property shows that $v$ must be a polynomial, also be $k$-symmetric as well. So, the set $\mathcal{H}_{n,k}$ is nonempty, and it remains to calculate $\mu_1(n,k)$.

In the case $n = 2$, it is not hard to see that $\mu_1(2,k) = k, \forall k \geq 3$ and all homogenous harmonic polynomials $v \in \mathcal{H}_{2,k}$ of degree $k$ are given by

\[ v(x,y) = A(y^k - C_2^2 x^2 y^{k-2} + C_4^2 x^4 y^{k-4} + \cdots) + B(C_2^1 x y^{k-1} - C_2^3 x^3 y^{k-3} + C_2^5 x^5 y^{k-5} + \cdots) \]
for each given constants $A$ and $B$. We claim that $v$ is $k$–symmetric for each $A, B$. Actually, noting that

$$v_a(x, y) \equiv y^k - C^2_k x^2 y^{k-2} + C^4_k x^4 y^{k-4} + \cdots$$

$$= (y + xi)^k + (y - xi)^k \equiv z^k + \overline{z}^k,$$

$$v_b(x, y) \equiv i \left[ C^1_k x y^{k-1} - C^3_k x^3 y^{k-3} + C^5_k x^5 y^{k-5} + \cdots \right]$$

$$= (xi + y)^k - (xi - y)^k \equiv z^k - \overline{z}^k$$

for complex number $z \equiv y + xi$, one can conclude the $k$–symmetricity of $v_a, v_b$.

For dimension $n \geq 3$, the proof of Proposition 5.1 was decomposed into the following two lemmas.

**Lemma 5.1.** For $n \geq 3$ and some $(n + 1)$–regular polytope $\vartheta^{(n+1)}$ with vertices $\vartheta = (\vartheta_1, \ldots, \vartheta_{n+1}) \in S^{n-1}$, there exists at least one homogeneous harmonic polynomial $v$ of degree 3 which is $(n + 1)$–symmetric and satisfies the property

$$\int_{B_1} v(y) dy = 0$$

of zero mean.

**Proof.** Taking $k$ linear functions

$$l_j(y) \equiv \langle \vartheta_j, y \rangle, \quad \forall j = 1, \ldots, n + 1, \ y \in \mathbb{R}^n,$$

and setting

$$v_3(y) \equiv \sum_{i<j<m} l_i(y) l_j(y) l_m(y), \quad \forall y \in \mathbb{R}^n,$$

it is clear that $v_3$ is a $(n + 1)$–symmetric polynomial of homogeneous degree 3. We claim that $v_3$ is harmonic and has zero mean in sense of (5.10) over the ball $B_1$. Actually, the harmonicity of $v_3$ follows from

$$\Delta v_3 = \frac{n(n-1)}{4} \sum_{j=1}^{n+1} l_j(y) = \frac{n(n-1)}{4} \langle \sum_{j=1}^{n+1} \vartheta_j, y \rangle = 0$$

To show the zero mean property, after restricting to $S^{n-1}$, the function

$$u(x) \equiv v_3(x), \quad \forall x \in S^{n-1}$$

satisfies the eigen-equation

$$-\Delta_{S^{n-1}} u = 3(n + 1) u, \quad \forall x \in S^{n-1}.$$ 

Integrating over the sphere, it yields that

$$\int_{B_1} v_3(y) = \frac{1}{n + 3} \int_{S^{n-1}} u = 0.$$ 

So, the claim holds true and the proof of the lemma was done. \hfill \Box

**Lemma 5.2.** For $n \geq 3$ and some $k$–regular polytope $\vartheta^{(k)}$ with vertices $\vartheta = (\vartheta_1, \ldots, \vartheta_k) \in S^{n-1}$, the degree of polynomial $v \in H_{n,k}$ can not be less than 3.
Proof. Supposing for some \( a = \sum_{j=1}^{k} \varsigma_j \vartheta_j \in \mathbb{R}^n \),

\[
v(y) \equiv \langle a, y \rangle = \sum_{j=1}^{k} \varsigma_j \langle \vartheta_j, y \rangle
\]
is a homogeneous harmonic polynomial of degree one. By \( k \)-symmetricity of \( v \), one has

\[
v(y) = C_{n,k} \sum_{j=1}^{k} \langle \sum_{i=1}^{n} \vartheta_i, y \rangle = 0
\]

for some constant \( C_{n,k} \) depending only on \( n \) and \( k \). This contradicts with the non-triviality of \( v \). Hence, the degree of polynomial \( v \in H_{n,k} \) can not be one. It remains to show that it can also not be two. Otherwise, let

\[
v(y) = \sum_{i,j=1}^{n} a_{ij} y_i y_j \in H_{n,k}.
\]

After rotating the coordinates, one may assume that

\[
a_{ij} = \lambda_i \delta_{ij}, \quad \forall i, j = 1, 2, \ldots, n.
\]

Fixing \( i, j = 1, \ldots, k, i \neq j \) and assuming \( \vartheta_a \equiv (\vartheta_{a_1}, \ldots, \vartheta_{a_n}) \) for \( a = 1, 2, \ldots, k \), we have by \( k \)-symmetricity of \( v \)

\[
\sum_{a=1}^{n} \lambda_a \vartheta_{ia}^2 = \sum_{a=1}^{n} \lambda_a \vartheta_{ja}^2.
\]

Introducing an auxiliary variable \( d \), we can transform (5.14) into the following system

\[
\sum_{a=1}^{n} \lambda_a \vartheta_{ja}^2 + d = 0, \quad \forall j = 1, 2, \ldots, k.
\]

Since \( \{\vartheta_j\}_{j=1}^{k} \) spread evenly on \( \mathbb{S}^{n-1} \), the rank of the \( k \times (n+1) \) coefficient matrix

\[
A = \begin{pmatrix}
\vartheta_{11}^2 & \vartheta_{12}^2 & \cdots & \vartheta_{1(n+1)}^2 & 1 \\
\vartheta_{21}^2 & \vartheta_{22}^2 & \cdots & \vartheta_{2n}^2 & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\vartheta_{k1}^2 & \vartheta_{k2}^2 & \cdots & \vartheta_{kn}^2 & 1
\end{pmatrix}
\]
is no less than \( n \). As a result, the dimension of the set of the solutions equals to one. Combining with the fact that

\[
(\lambda_1, \lambda_2, \ldots, \lambda_n, d) = (1, 1, \ldots, 1, -1)
\]
is a non-trivial solution of (5.15), one gets that

\[
\lambda_i = \kappa = -d, \quad \forall i = 1, 2, \ldots, n
\]
give all solutions for constant \( \kappa \). However, it is inferred from harmonicity of \( h \) that

\[
\triangle_{\mathbb{R}^n} v(y) = 2nk = 0.
\]

So, we derived the desired conclusion \( h \equiv 0 \) and completed the proof of this lemma. \( \square \)

Now, Proposition 5.1 is exactly a corollary of Lemma 5.1 and 5.2. To continue the proof of Theorem 6.1, we need the following proposition.

**Proposition 5.2.** Supposing that there exists a \( k \)-polytope \( \vartheta^{(k)} \) for dimension \( n \geq 3 \) and some \( k = 2n \) or \( k = 2^n \), we have \( \lambda_1(n, k) = 4(n+2) \).

The proof of Proposition 5.2 was divided by the three following lemmas.
Lemma 5.3. Letting $\vartheta^{(2n)} = (\vartheta_1, \cdots, \vartheta_{2n}) \in \mathbb{S}^{n-1}$ be the regular cross polytope on $\mathbb{R}^n$ for $n \geq 3$, we have the best constant of Poincaré inequality satisfies

$$\lambda_1(n, 2n) \in \{3(n + 1), 4(n + 2)\}.$$  

Proof. After rotating, one may assume that

$$\vartheta_1 = (1, 0, \cdots, 0), \quad \vartheta_2 = (-1, 0, \cdots, 0) \cdots, \quad \vartheta_{2n-1} = (0, 0, \cdots, 0, 1), \quad \vartheta_{2n} = (0, 0, \cdots, 0, -1).$$

Noting that

$$\varphi_3(x, y, z) \equiv x^2 y^2 + y^2 z^2 + z^2 x^2 - \frac{x^4 + y^4 + z^4}{3}$$

is a harmonic function which is symmetric with respect to

$$(\pm 1, 0, 0), \quad (0, \pm 1, 0), \quad (0, 0, \pm 1),$$

if one sets

$$u(x) = \Sigma_{1 \leq i < j < k \leq n} \varphi_3(x_i, x_j, x_k),$$

we have $u$ is a harmonic function on $G_{n, 2n}$ of order four. So, we conclude that $\lambda_1(n, 2n) \leq 4(n + 2)$ as above. $\square$

Lemma 5.4. Letting $\vartheta^{(2^n)} = (\vartheta_1, \cdots, \vartheta_{2^n}) \in \mathbb{S}^{n-1}$ be a regular hypercube on $\mathbb{R}^n$ for $n \geq 2$, we have the best constant of Poincaré inequality satisfies

$$\lambda_1(n, 2^n) \in \{3(n + 1), 4(n + 2)\}.$$  

Proof. After rotating, one may assume that the $j$th entry of the vertex $\vartheta_i$ equals to $\pm 1$ for each $i = 1, 2, \cdots, 2^n$ and $j = 1, 2, \cdots, n$. Noting that $\varphi_2(x, y) \equiv x^3 y - xy^2$ is a 4–symmetric harmonic function on $\mathbb{R}^2$, if one sets

$$u(x) = \Sigma_{1 \leq i < j \leq n} \varphi_2(x_i, x_j), \quad x = (x_1, \cdots, x_n) \in \mathbb{R}^n,$$

we have $u$ is a harmonic function on $G_{n, 2^n}$ of order four. So, we conclude that $\lambda_1(n, 2^n) \leq 4(n + 2)$ as above. $\square$

Lemma 5.5. Letting $\vartheta^{(k)} = (\vartheta_1, \cdots, \vartheta_k) \in \mathbb{S}^{n-1}$ be a regular $k$–polytope on $\mathbb{R}^n$ for $n \geq 3$ and $k = 2n$ or $k = 2^n$, we have the best constant of Poincaré inequality satisfies

$$\lambda_1(n, k) \neq 3(n + 1), \quad k = 2n, 2^n.$$  

Proof. Consider first the case $k = 2n$. Note that after rotating, $\vartheta^{(k)}$ can be generated from

$$e \equiv (e_1, e_2, \cdots, e_6), \quad e_1 \equiv (1, 0, 0), e_2 \equiv (-1, 0, 0),$$

$$e_3 \equiv (0, 1, 0), e_4 \equiv (0, -1, 0), e_5 \equiv (0, 0, 1), e_6 \equiv (0, 0, -1)$$

and the replacing mapping $\phi_{p, q, r}$ which maps $(x_1, x_2, x_3)$ to $(x_p, x_q, x_r)$ for $p < q < r$. Thus, for each $2n$–symmetric polynomial $u$, there holds

$$u(x) = \frac{1}{6} \Sigma_{1 \leq p < q < r \leq n} \Sigma_{0 \leq \alpha \leq S_0(e)} \phi_{p, q, r} \circ \phi_{\alpha} \circ u_3((x_1, x_2, x_3)$$
for \(u_3(x_1, x_2, x_3)\) being the sum of terms of \(u\) containing only the variables \((x_1, x_2, x_3)\). We claim that for \(u\) being polynomial of degree three,
\[
\sum_{\phi_\alpha \in \mathcal{S}_6(e)} \phi(\alpha(x_1, x_2, x_3)) = 0.
\]
Actually, this is owed to
\[
\sum_{\phi_\alpha \in \mathcal{S}_6(e)} \phi_\alpha \circ (x_1 x_2 x_3) = \sum_{\phi_\alpha \in \mathcal{S}_6(e)} \phi_\alpha \circ (x_1^2 x_2) = \sum_{\phi_\alpha \in \mathcal{S}_6(e)} \phi_\alpha \circ (x_1^3) = 0.
\]
That’s to say, there is no nontrivial \(2n\)–symmetric polynomial of degree three. For the case \(k = 2^n\). Note that after rotating, \(\vartheta^{(k)}\) can be generated from
\[
e \equiv (e_1, e_2, e_3, e_4), \quad e_1 \equiv \frac{(1, 1)}{\sqrt{2}}, e_2 \equiv \frac{(-1, 1)}{\sqrt{2}}, e_3 \equiv \frac{(-1, 1)}{\sqrt{2}}, e_4 \equiv \frac{(1, 1)}{\sqrt{2}}
\]
and replacing mapping \(\vartheta_{p,q}\) which maps \((x_1, x_2)\) to \((x_p, x_q)\) for \(p < q\). Using a similar formula
\[
u(x) = \frac{1}{2} \sum_{1 \leq p < q \leq n} \sum_{\phi_\alpha \in \mathcal{S}_4(e)} \phi_{p,q} \circ \phi_\alpha \circ u_2(x_1, x_2)
\]
for \(u_2(x_1, x_2)\) stands for the component of terms of \(u\) containing only variables \((x_1, x_2)\), and the fact
\[
\sum_{\phi_\alpha \in \mathcal{S}_4(e)} \phi(\alpha(x_1, x_2)) = 0,
\]
one can infer from (5.22)–(5.23) that there is no \(2^n\)–symmetric polynomial of degree three. The proof of the lemma was done. \(\square\)

Now, Theorem 6.1 is a consequence of Propositions 5.1–5.2 and Lemmas 5.1–5.5. \(\square\)

### 6. Multiple Solutions of (1.3)

As an application of Theorem 1.1, we reach the following result of multiple solutions of \(L_p\) dual Minkowski problem (1.3).

**Theorem 6.1.** Supposing that there is a \(k\)–regular polytope \(\vartheta^{(k)}\) with vertices \(\vartheta = (\vartheta_1, \vartheta_2, \cdots, \vartheta_k) \in S^{n-1}\) for some \(k \geq n+1\) on \(n\) dimensional Euclidean space, there exists a \(k\)–symmetric maximal solution \(h_k\) of the functional \(F\) which is not a constant. As a result,

1. on the planar case \(n = 2\), \(u_k\) is of minimal period \(\chi_k \equiv \frac{2\pi}{\tau_k}, \forall k \geq 3\). So, if \(p \leq -1\) and \(q > p + (\tau + 2)^2\) hold for some integer \(\tau \geq 1\), then (1.3) admits at least \(\tau\) solutions \(\{h_k\}_{k=3}^{\tau+2}\) which are different from each other.

2. On the higher dimensions \(n \geq 3\), for each \(k_1 \neq k_2\), \(h_{k_1}\) and \(h_{k_2}\) are different with each other. As a result, if \(p \leq -n + 1\) and

\[
q > p + \max_{k_1, \cdots, k_r} \lambda_1(n, k)
\]

hold for different \(k_i, i = 1, 2, \cdots, \tau\) and some integer \(\tau \geq 1\), (1.3) admits at least \(\tau\) different solutions \(\{h_{k_1}\}_{i=1}^{\tau}\) up to rotations.
Proof. On the planar case \( n = 2 \), we note first that if the \( k \)-symmetric maximizer \( h_k \) derived on Section 3-4 is also \( l \)-symmetric solution for some \( l > k \), then it must be a \( m_0 \equiv \frac{kl}{m} \)-symmetric solution for the greatest common factor of \( k \) and \( l \). Actually, since \( k_1 = \frac{k}{m}, l_1 = \frac{l}{m} \) are relatively prime, for each integer \( j \geq 1 \), there must be integers \( a, b \in \mathbb{Z} \) such that

\[
j = ak_1 + bl_1 \iff \frac{2a\pi}{l} + \frac{2b\pi}{k} = \frac{2j\pi}{m_0}.
\]

So, \( h_k \) is also \( m_0 = \frac{kl}{m} \)-symmetric. Using the fact that the Rayleigh quotient

\[
Q(h_k) \equiv \frac{\int_0^{2\pi} |\partial_\theta h_k|^2}{\int_0^{2\pi} h_k^2} = \frac{m^2}{l^2}Q(h_k) < \frac{\int_0^{2\pi} |\partial_\theta h|^2}{\int_0^{2\pi} h^2}
\]

for

\[
\overline{h}_k(\theta) \equiv h_k\left(\frac{l\theta}{m}\right) \in \tilde{S}_k(\vartheta),
\]

we arrive at the contradiction with \( h_k \) is a maximizer of the functional \( F \) on the family \( \tilde{S}_k(\vartheta) \). So, \( h_k \) must be different with \( h_l \) for each \( l > k \). Part (1) follows.

To consider the higher dimensional case, we suppose that there exist a \( k \)-regular polytope with vertices \( \vartheta = (\vartheta_1, \ldots, \vartheta_k) \in S^{n-1} \) satisfying

\[
\vartheta_1 = e_1, \quad \vartheta = \bigcup_{\phi \in S_k(\vartheta)} \phi(e_1)
\]

and a \( \bar{k} \)-regular polytope with vertices \( \bar{\vartheta} = (\bar{\vartheta}_1, \ldots, \bar{\vartheta}_k) \in S^{n-1} \) satisfying

\[
\bar{\vartheta}_1 = e_1, \quad \bar{\vartheta} = \bigcup_{\bar{\phi} \in S_{\bar{k}}(\bar{\vartheta})} \bar{\phi}(e_1).
\]

Then, we define the combined frame

\[
\vartheta^* = \bigcup_{i \in \mathbb{N}} \tilde{\vartheta}_1 \circ \tilde{\vartheta}_2 \circ \cdots \circ \tilde{\vartheta}_i(e_1), \quad \tilde{\vartheta}_i \in S_k(\vartheta) \cup S_{\bar{k}}(\bar{\vartheta}).
\]

One can decompose the proof of Part (2) using the following two lemmas.

**Lemma 6.1.** For \( n \geq 3 \) and \( k, \bar{k} \geq n + 1 \) defined above, the combined frame \( \vartheta^* = \bigcup_{i \in \mathbb{N}} \{ \vartheta^*_i \} \) spreads evenly on \( S^{n-1} \) in sense of for each \( \vartheta^*_a \in \vartheta^* \), \( \vartheta \) spreads evenly on the geodesic sphere \( \partial B_r(\vartheta^*_a) \) for each \( r > 0 \). Moreover, the spreading way is depending only on \( r \) but not on \( \vartheta^*_a \). Henceforth,

(1) if the counting number of \( \vartheta^* \) equals a finite integer \( m \in \mathbb{N} \), then \( m > \max\{k, \bar{k}\} \) and there exists a \( m \)-regular polytope on \( S^{n-1} \).

(2) If the counting number of \( \vartheta^* \) is infinite, then \( \vartheta^* \) is dense on \( S^{n-1} \).

**Proof.** The evenness of \( \vartheta^* \) follows from the evenness of \( \vartheta \) and \( \bar{\vartheta} \). Part (1) is clearly true. To show Part (2), we assume that there exists some \( x \in S^{n-1} \) such that

\[
\text{dist}(x, \vartheta^*) = r_0 > 0.
\]
Since the counting number of $\vartheta^*$ is infinite, there exist a sequence of distances $r_j, j \in \mathbb{N}$ and a sequence of $\vartheta^*_j \in \vartheta^*$, such that

$$\text{dist}(\vartheta^*_a, \vartheta^*_j) = r_j > 0, \quad \lim_{j \to \infty} r_j = 0$$

(6.2)

holds for arbitrarily chosen $\vartheta^*_a \in \vartheta^*$. Then, for $\varepsilon > 0$ small, there exists some $\vartheta^*_\varepsilon \in \vartheta^*$ such that

$$\text{dist}(x, \vartheta^*_\varepsilon) \leq r_0 + \varepsilon, \quad \text{dist}(x, \vartheta^*) = r_0.$$  

(6.3)

However, it is inferred from (6.2) that the set

$$C_{\varepsilon,j} \equiv \vartheta^* \cap \partial B_{r_j}(\vartheta^*_\varepsilon)$$

is nonempty and spreads evenly on the geodesic sphere $\partial B_{r_j}(\vartheta^*_\varepsilon)$. This contradicts with (6.3) for $j$ large and then $\varepsilon$ small, since the empty part of $C_{\varepsilon,j}$ contains almost half geodesic sphere $\partial B_{r_j}(\vartheta^*_\varepsilon)$. The proof was done. □

**Lemma 6.2.** For dimension $n \geq 3$, we assume that $h_k$ is a $k$-symmetric maximizer of $F$ on the family $C_k$. Then $h_k$ cannot be a $\overline{k}$-symmetric function for another $\overline{k} \neq k$.

**Proof.** As in the Lemma 6.1, if case (1) occurs, then $\vartheta^*$ forms a $m$-regular polytope containing $\vartheta$ as a $k$-regular sub-polytope for $m$ being divisible by $k$. However, this is impossible on dimensions $n \geq 3$ by Proposition 2.1. Supposing that $h_{\vartheta(k)}$ is also a $\overline{k}$-symmetric function for another polytope $\vartheta(\overline{k})$, if case (2) occurs, $h_{\vartheta(k)}$ must be a constant function on $\mathbb{S}^{n-1}$. This contradicts with Theorem 1.1 and thus gives the proof of Part (2) of Theorem 6.1 □

Now, Part (2) of Theorem 6.1 was a direct consequence of Lemma 6.2. The proof of Theorem 6.1 was done. □

7. **CHOU-WANG TYPE IDENTITY FOR (1.2)**

From now on, we turn to consider solvability problem of (1.2). Given an arbitrarily $n \times n$ matrix $B$, it generates a projective vector field

$$\xi(x) \equiv Bx - (x^T Bx)x, \quad x \in \mathbb{S}^{n-1}.$$  

(7.1)

Writing $\xi = \xi^k e_k$ for $\xi^k = \langle \xi, e_k \rangle = e^T_k Bx$, we note first that

$$\xi^k = x^T_k Bx_i - x^T Bx \delta_{ki},$$  

(7.2)

$$\xi_{ij} = -\xi^k \delta_{ij} - \xi^i \delta_{k i} - x^T Bx_i \delta_{jk} - x^T Bx_j \delta_{ki}.$$  

Now, let us now prove a key lemma would be useful later.

**Lemma 7.1.** For any $C^3-$function $h$ on $\mathbb{S}^{n-1}$, $\beta \in \mathbb{R}$ and any tangent vector field $\xi$ of the form (7.1), there holds

$$n \int_{\mathbb{S}^{n-1}} |Z|^\beta \det(A) \nabla \xi h = \int_{\mathbb{S}^{n-1}} |Z|^\beta h \det(A) \text{div} \xi - \beta \int_{\mathbb{S}^{n-1}} |Z|^\beta \det(A) |\nabla h|^2 \xi^k h_k$$  

$$+ \beta \int_{\mathbb{S}^{n-1}} |Z|^\beta \det(A) h h_j h_k \xi^j_k + \beta \int_{\mathbb{S}^{n-1}} |Z|^\beta \det(A) h_k (x^T Bx)_k.$$  

(7.3)
A special case of Lemma 7.1 for $\beta = 0$ has been shown in [34].

**Proof.** Taking any function $\eta$,

\[(n - 1) \int_{S^{n-1}} \eta \det(A) \nabla \xi h = \int_{S^{n-1}} \eta U_{ij} (h_{ij} + h \delta_{ij}) \xi^k h_k = \int_{S^{n-1}} U_{ij} h(\eta \xi^k h_k)_{,ij} + \eta U_{ij} h \delta_{ij} \xi^k h_k\]

\[= \int_{S^{n-1}} \eta h U_{ij} h_k (\xi^i \delta_{kj} + \xi^k \delta_{ij}) + 2 \eta h U_{ij} \xi^k h_{,ij} h_{kj} + \eta h U_{ij} \xi^k (A_{ki,j} - h_j \delta_{ki}) + R^{(1)}_\eta\]

holds for

\[(7.4) \quad R^{(1)}_\eta \equiv 2 \int_{S^{n-1}} U_{ij} h \eta_k (\xi^k h_k + \xi^k h_{kj}) + \int_{S^{n-1}} U_{ij} h \eta k \xi^k h_k.\]

Using the symmetry of $A_{ki,j} = A_{ij,k}$, one can proceed further that

\[(n - 1) \int_{S^{n-1}} \eta \det(A) \nabla \xi h = - \int_{S^{n-1}} \eta h U_{ij} h_k (\xi^i \delta_{ki} + x^T B x, i \delta_{kj} + x^T B x, j \delta_{ki})\]

\[+ \int_{S^{n-1}} 2 \eta h U_{ij} \xi^k h_{kj} + \eta h U_{ij} \xi^k A_{ij,k} - \eta h U_{ij} h_j \xi^1 + R^{(1)}_\eta\]

\[= J_1 - \int_{S^{n-1}} \det(A) (\eta h \xi^k)_{,k} + R^{(1)}_\eta,\]

where

\[J_1 \equiv \int_{S^{n-1}} -2 \eta h U_{ij} h_j \xi^i - 2 \eta h U_{ij} h_j x^T B x, i + 2 \eta h U_{ij} \xi^k h_{kj}\]

\[= \int_{S^{n-1}} h^2 U_{ij} (\eta \xi^i + \eta x^T B x, i)_{,j} + 2 \eta h U_{ij} \xi^k h_{kj}\]

\[= 2 \int_{S^{n-1}} \eta h \det(A) \text{div} \xi + \int_{S^{n-1}} h^2 U_{ij} \eta_j (\xi^i + x^T B x, i).\]

Henceforth,

\[n \int_{S^{n-1}} \eta \det(A) \nabla \xi h = \int_{S^{n-1}} \eta h \det(A) \text{div} \xi + R^{(2)}_\eta\]

holds for

\[R^{(2)}_\eta \equiv R^{(1)}_\eta - \int_{S^{n-1}} \eta h \det(A) \eta k \xi^k + \int_{S^{n-1}} h^2 U_{ij} \eta_j (\xi^i + x^T B x, i)\]

\[= 2 \int_{S^{n-1}} U_{ij} h \eta_k (\xi^k h_k + \xi^k h_{kj}) + \int_{S^{n-1}} U_{ij} h \eta k \xi^k h_k\]

\[= 2 \int_{S^{n-1}} U_{ij} h \eta_k \xi^k + \int_{S^{n-1}} h \det(A) \xi^k \eta_k - \int_{S^{n-1}} h^2 U_{ij} \eta_j (\xi^i + x^T B x, i)\]

\[= 2 \int_{S^{n-1}} U_{ij} h \eta_k \xi^k + \int_{S^{n-1}} h \det(A) \xi^k \eta_k - \int_{S^{n-1}} h^2 U_{ij} \eta_j (\xi^i + x^T B x, i)\]

\[+ \int_{S^{n-1}} h U_{ij} \eta k \xi^k h_k + \int_{S^{n-1}} h^2 U_{ij} \eta_j (\xi^i + x^T B x, i).\]
Now, we take \( \eta = |Z|^\beta \) for \( Z = h(x)x + \nabla h \) and use the relation
\[
\eta_i = \beta |Z|^{\beta-2} \langle Z, i \rangle = \beta |Z|^{\beta-2} A_{ik} h_k
\]
(7.6)
\[
\eta_{ij} = \beta(\beta - 2) |Z|^{\beta-4} A_{ik} h_k A_{jl} h_l + \beta |Z|^{\beta-2} A_{ik,j} h_k + \beta |Z|^{\beta-2} A_{ik} h_{kj}.
\]
Substituting into (7.5), we rewrite
\[
R^{(2)}_{\eta} = 2\beta \int_{S^{n-1}} |Z|^{\beta-2} \det(A) h_j h_k \xi_j^k + \beta \int_{S^{n-1}} |Z|^{\beta-2} h \det(A) A_{kj} h_k \xi_j^k
\]
\[
- \beta \int_{S^{n-1}} |Z|^{\beta-2} h^2 \det(A) \xi_j^k h_k + \beta(\beta - 2) \int_{S^{n-1}} |Z|^{\beta-4} \xi_j^k h_k \det(A) A_{ij} h_i h_j
\]
\[
+ \beta \int_{S^{n-1}} |Z|^{\beta-2} h \det(A) \Delta \xi_j^k h_k + \beta \int_{S^{n-1}} |Z|^{\beta-2} h^2 \det(A) \xi_j^k h_k(x^T B x_k).
\]
By divergence theorem and \( |Z|_{,i} = |Z|^{-1} A_{ik} h_k \), one can simplify further that
\[
R^{(2)}_{\eta} = \beta \int_{S^{n-1}} |Z|^{\beta-2} \det(A) h_j h_k \xi_j^k + \beta \int_{S^{n-1}} |Z|^{\beta-2} h^2 \det(A) h_k(x^T B x_k)
\]
\[
- \beta \int_{S^{n-1}} |Z|^{\beta-2} \det(A) |\nabla h|^2 \xi_j^k h_k.
\]
The proof was done. □

As an application of Lemma 7.1, one can deduce the following Chou-Wang type identity ensuring the solvability of (1.2). The identity of this form was firstly obtained by Chou and Wang in [18] for \( q = n \) and \( p = -n \). The version we presented here includes all exponents \( pq \neq 0 \).

**Theorem 7.1.** For any \( C^2 \)-solution \( h \) of (1.2) for some Lipschitz nonnegative function \( f \) on \( S^{n-1} \), and any tangent vector field \( \xi \) of the form (7.1), there holds
\[
(7.7) \quad \int_{S^{n-1}} (\nabla \xi f + \frac{p+q}{q} f \text{div} \xi) h^p = -\frac{p(q-n)}{q} \int_{S^{n-1}} f h^p |Z|^{-2}(h \nabla \xi h + \xi_j^k h_k h_j).
\]
**Proof.** Taking \( \beta = q-n \) in Lemma 7.1 and noting that \( \xi^k = x^T B x_k \), by the equation (1.2), there holds
\[
q \int_{S^{n-1}} f h^{p-1} \nabla \xi h = \int_{S^{n-1}} f h^p \text{div} \xi + 2(q-n) \int_{S^{n-1}} f h^{p+1} |Z|^{-2} \nabla \xi h
\]
\[
+ (q-n) \int_{S^{n-1}} f h^p |Z|^{-2} \xi_j^k h_j h_k.
\]
(7.7) follows from integration by parts. □

As a corollary of Theorem 7.1, we obtain the following solvability condition.
Corollary 7.1. Letting $h$ be a $C^2(S^{n-1})$-solution of (1.2) for Lipschitz nonnegative function $f$ on $S^{n-1}$, we have

\[
(7.8) \quad \int_{S^{n-1}} \left( \nabla_\xi f + \frac{p+q}{q} \text{div} f \xi + \frac{p(q-n)}{q} f \chi(\xi) \right) h^p = 0
\]

holds for

\[
\chi(\xi) = \frac{h \nabla_\xi h + B(\nabla h, \nabla h) - (\text{tr} B - \text{div} \xi)/n \times |\nabla h|^2}{|Z|^2},
\]

where $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$ are eigenvalues of $B$ and

\[
(7.9) \quad \begin{cases}
\chi(\xi) \leq |\xi| + \sup_i B(e_i, e_i) - \frac{\text{tr} B - \text{div} \xi}{n} \leq 2\lambda_1(B) - \lambda_n(B), \\
\chi(\xi) \geq -|\xi| + \inf_i B(e_i, e_i) - \frac{\text{tr} B - \text{div} \xi}{n} \geq -2\lambda_1(B) + \lambda_n(B).
\end{cases}
\]

Proof. Noting that

\[
\xi^j_k h_j h_k = e_j^T B e_k h_j h_k = (x^T B x) |\nabla h|^2
\]

and

\[
\text{div} f \xi = e_i^T B e_i - (n-1)x^T B x = \text{tr} B - nx^T B x,
\]

(7.9) follows from definitions of $B, \xi$ and the observation

\[
\lambda_n(B) \leq \frac{\text{tr} B - \text{div} \xi}{n} \leq \lambda_1(B).
\]

\]

8. NONEXISTENCE RESULT FOR $p \leq -q, q \geq n$

A first application of Theorem 7.1 is the following nonexistence result for $p = -q$.

Theorem 8.1. Supposing that $n \geq 2$ and $p = -q, q \geq n$, then there exists a smooth function $f$ which is positive outside equator or outside two polar, such that (1.2) has no solution.

Proof. Taking $B = \text{diag}(0, \cdots, 0, 1)$, it generates a projective vector field

\[
\xi = B x = (x^T B x, x) = \begin{pmatrix} -x_n^2 x' \\ x_n (1 - x_n^2) \end{pmatrix}
\]

for $x = (x', x_n) \in S^{n-1}$ satisfying

\[
(8.1) \quad \begin{cases}
\text{div} \xi = 1 - nx_n^2, \quad |\xi| = x_n^2 (1 - x_n^2), \\
\chi(\xi) \leq x_n^2 (1 - x_n^2) + 1 - x_n^2 = 1 - x_n^4 \\
\chi(\xi) \geq -x_n^2 (1 - x_n^2) - x_n^2 = -x_n^2 (2 - x_n^2).
\end{cases}
\]

When $q \geq n$, one can construct a smooth function

\[
f(x) = x_n^{2k}, \quad \forall x_n \in [-1, 1]
\]
for some $\kappa = [q - n]_*$ and $[z]_*$ stands for the least integer greater than $z$, which is positive outside equator. Noting that

$$\nabla_{\xi} f = x_n(1 - x_n^2)\frac{df}{dx_n},$$

we have

$$\nabla_{\xi} f - (q - n)f\chi(\xi) \geq x_n(1 - x_n^2)\frac{df}{dx_n} - (q - n)(1 - x_n^4)f$$

$$\geq (1 - x_n^2)\left\{2\kappa - (q - n)(1 + x_n^2)\right\}f \geq 0$$

holds everywhere on $S^{n-1}$. So, we conclude a contradiction from (7.8) as long as a $C^2$-solution $h$ exists. To construct a smooth function $f$ which is positive outside two polar, we construct

$$f(x) = (1 - x_n^2)^\kappa, \quad \kappa \equiv [q - n]_*, \quad \forall x_n \in [-1, 1].$$

Using the lower bound of $\chi(\xi)$, we have

$$\nabla_{\xi} f - (q - n)f\chi(\xi) \leq x_n(1 - x_n^2)\frac{df}{dx_n} + (q - n)x_n^2(2 - x_n^2)f$$

$$\leq [-2\kappa x_n^2 + 2(q - n)x_n^2]f \leq 0, \quad \forall x \in S^{n-1}.$$

A contradiction occurs again from (7.8). $\square$

When $p < -q$, there is one more term $\frac{p+q}{q}f\text{div}\xi$ appears on the identity (7.8). After handling this term carefully, we have also the following nonexistence result.

**Theorem 8.2.** Supposing that $n \geq 2$ and $p < -q, q \geq n$, then there exists a smooth function $f$ which is positive outside two polar, such that (1.2) has no solution.

**Proof.** Choosing $B = \text{diag}(0, \ldots, 0, 1)$ as in proof of Theorem 8.1 and using the relations (8.1), there exists a large integer $\gamma_{p,q} \geq 1$ such that

$$K_f \equiv \nabla_{\xi} f + \frac{p+q}{q}f\text{div}\xi + \frac{p(q - n)}{q}f\chi(\xi)$$

$$\leq x_n(1 - x_n^2)\frac{df}{dx_n} + \gamma_{p,q}\left[\left(x_n^2 - \frac{1}{n}\right)_+ + x_n^2\right]f. \quad (8.2)$$

Taking another large integer $\beta \gg \gamma_{p,q}$, we construct

$$f(x) = e^{-\beta x_n^2(1 - x_n^2)}^\beta, \quad \forall x \in S^{n-1}$$

to be a smooth nonnegative function which is positive outside two polar. Then, the inequality

$$K_f \leq f\left\{-2\beta x_n^2(1 - x_n^2) - 2\beta x_n^2 + \gamma_{p,q}\left[\left(x_n^2 - \frac{1}{n}\right)_+ + x_n^2\right]\right\} \leq 0 \quad (8.3)$$

holds for all $x \in S^{n-1}$, as long as $\beta$ is sufficiently large. We thus reach a contradiction. If one wants to construct nonnegative function $f$ which is positive outside equator, we replace
by
\[ K_f \equiv \nabla_\xi f + \frac{p+q}{q} f \text{div} \xi + \frac{p(q-n)}{q} f \chi(\xi) \geq x_n(1-x_n^2) \frac{df}{dx_n} - \gamma_{p,q} \left[ \left( \frac{1}{n} - x_n^2 \right)_+ + (1-x_n^2) \right] f. \]
Taking a large integer \( \beta \gg \gamma_{p,q} \), we construct
\[ f(x) = x_n^{2\beta}, \quad \forall x \in \mathbb{S}^{n-1} \]
to be a smooth nonnegative function which is positive outside equator. Then, the inequality
\[ K_f \geq f \left\{ 2\beta - \gamma_{p,q} \left[ \left( \frac{1}{n} - x_n^2 \right)_+ + (1-x_n^2) \right] \right\} \geq 0 \]
holds for all \( x \in \mathbb{S}^{n-1} \), as long as \( \beta \) is sufficiently large. We still have a contradiction. \( \square \)
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