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Abstract

In recent years, the expander decomposition method was used to develop many graph algorithms, resulting in major improvements to longstanding complexity barriers. This powerful hammer has led the community to (1) believe that most problems are as easy on worst-case graphs as they are on expanders, and (2) suspect that expander decompositions are the key to breaking the remaining longstanding barriers in fine-grained complexity.

We set out to investigate the extent to which these two things are true (and for which problems). Towards this end, we put forth the concept of worst-case to expander-case self-reductions. We design a collection of such reductions for fundamental graph problems, verifying belief (1) for them. The list includes $k$-Clique, 4-Cycle, Maximum Cardinality Matching, Vertex-Cover, and Minimum Dominating Set. Interestingly, for most (but not all) of these problems the proof is via a simple gadget reduction, not via expander decompositions, showing that this hammer is effectively useless against the problem and contradicting (2).
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1 Introduction

One of the most effective techniques in modern graph algorithms has been the expander decomposition method. To solve a difficult problem on a worst-case instance $G$ on $m$ edges, it roughly proceeds as follows.

1. Decompose $G$ into the disjoint union of expanders $H_1, \ldots, H_k$ (also called clusters) plus $o(m)$ outer edges; such an expander decomposition can be computed in $m^{1+o(1)}$ time [12, 26, 36, 39, 46, 47, 49, 50].

2. Run some computation on each expander $H_i$, utilizing the special properties of expanders to gain a speed-up, e.g., because the search space is restricted on expanders or because some processes can be accelerated.

3. Run some computation on the $o(m)$ outer edges (e.g., recurse), utilizing the fact that there are not too many such edges.

The last two steps are problem-specific and often involve ingenious techniques. To keep this work focused, we choose to restrict ourselves to the following definition of expanders (that is most popular in our context).
\textbf{Definition 1 (Expander).} A graph $G = (V, E)$ is called an $\phi$-expander if its conductance is:

$$\phi(G) := \min_{S \subseteq V} \frac{|E(S, V \setminus S)|}{\min(\text{vol}(S), \text{vol}(V \setminus S))} \geq \phi$$

where $\text{vol}(S)$ is the sum of degrees of all nodes in $S$.\footnote{If $G$ is a singleton then $\phi(G) := 1$.}

The expander decomposition method itself is common to several celebrated results breaking longstanding bounds for classical problems, e.g., \cite{7, 27, 37, 41, 45, 51}, leading the community to believe the intuition that "all graph problems are as easy on worst-case graphs as they are on expanders (up to sub-polynomial factors)". In other words, if we can solve the problem fast on expanders then we can also solve it fast on worst-case graphs. Moreover, the expander-decomposition method is viewed as the hammer proving this intuition. Of course, it’s unlikely that this intuition is true for all problems; since there are problems for which the state of the art on expanders is better than it is on worst-case graphs.\footnote{One interesting example is the problem of computing a Gomory-Hu tree of a graph. In weighted graphs, the expander case can be solved in $m^{1 + o(1)}$ time (follows from Theorem 1.4 in \cite{8}) but the worst-case bound is $\tilde{O}(n^2)$ \cite{6}.}

In this work, we set out to investigate the extent to which this intuition is true. Namely, we are looking to answer the following motivating question:

\textbf{Question 1.} Which problems are as easy on worst-case graphs as they are on expanders?

To this end, we formalize a new notion of \textit{worst-case to expander-case self-reductions}. If a problem admits such a reduction then the answer to this question is positive, meaning that the worst-case graphs of these problems are expanders. Essentially, the expander decomposition method can be viewed as a special case of such reductions, assuming that its three steps can be computed in significantly faster time than the best upper bound for the problem.

Since the question is irrelevant for easy problems that are already known to be solvable in near-linear time (that is, in $\tilde{O}(m)$ time where $\tilde{O}(\cdot)$ hides poly-logarithmic factors) in the worst-case, we are looking for difficult problems, for which the best known algorithms still run significantly slower than near-linear (say, in $\Omega(n^2)$ time). To find such problems we look at the state of the art in fine-grained complexity.

Fine-grained complexity, with its reductions-based approach, has been effective at mapping out the landscape of fundamental problems that are difficult. In the context of graph problems, there is a large number of tight conditional lower bounds that are based on the conjectured hardness of detecting a triangle in a graph (Triangle Detection) and the related Minimum-Weight Triangle, $k$-Clique, Shortest Cycle, etc. (see e.g., \cite{1, 5, 9, 11, 40, 54} and the survey \cite{53}). It is known that in order to make progress on any of a large number of problems, one must first come up with a groundbreaking algorithm for Triangle Detection (and its variants).

Notably, most reductions from Triangle Detection to other problems, e.g. Dynamic Maximum Matching, are \textit{expansion preserving} in the sense that if the Triangle Detection instance is an expander, then so is the Dynamic Maximum Matching instance. The reason is that many of these reductions employ only a small number of local changes to the graph that do not reduce the expansion by much. Consequently, if the answer to the question for Triangle Detection is positive, meaning that the hardest instances are expanders, then it is also positive for many other Triangle-hard problems. Thus, it is most interesting to investigate Question 1 for Triangle Detection and other problems without conditional lower bounds.
But if the prevalent intuition is indeed true (due to expander decompositions), and the answer is positive for Triangle Detection, then all we have to do in order to refute the “Triangle conjecture” is to come up with a faster algorithm on expanders. This may appear much easier. After all, expanders are similar in many ways to random graphs and we can solve Triangle Detection on random $G(n, p)$ graphs in expected subquadratic time.\footnote{Basic probability shows that with high probability, the graph contains at least $0.1n^3p^3$ triangles and that the maximum degree is bounded from above by $10np\log n$. Thus, we can sample triplets of vertices and check if they induce a triangle, while alternately running the $\Delta^2n$ algorithm for graphs with bounded degree $\Delta$ (that checks for an edge between every pair of neighbors for every vertex). This algorithm terminates in expected $\tilde{O}(\min\{1/p^3, n^3p^3\})$ time and it balances to $\tilde{O}(n^{9/5})$ when $p = n^{-3/5}$.}

Moreover, three previous results on Triangle Detection exploit its easiness on pseudorandom graphs: a combinatorial mildly subcubic algorithm using the Szemerédi Regularity Lemma\cite{szemeredi1992regularity}, fine-grained reductions that make the graph random-like by removing dense pieces to prove hardness for approximate distance oracles\cite{allender2015fine}, and an almost-optimal distributed algorithm using expander decompositions\cite{bun2017distributed}. Indeed, many researchers have been wondering whether the “hammer” of expander decompositions is the right tool to refute these conjectures.

\textbf{Question 2.} Are expander decompositions the key towards resolving the open questions of fine-grained complexity?

Despite the major advancements in fine-grained complexity over the last decade, there are still many remaining gaps in the complexity of classical problems, for which achieving tight lower bounds has been notoriously difficult. For example, we have the problems of Maximum Cardinality Matching, 4-Cycle Detection, and All-Pairs Max-Flow. For the latter problem, a cubic upper bound by Gomory and Hu from 1961 stood for almost 60 years until it was broken (for simple graphs) using the \textit{expander decomposition method}\cite{bun2017distributed}. This makes us even more motivated to study Question 2.

Finally, we note that both motivating questions are relevant even for NP-hard problems, where it is desirable to optimize the \textit{exact} exponential time complexity. So far, the reductions-based approach of fine-grained complexity has only found limited success in this regime (see\cite{drucker2017best} and an interesting recent barrier\cite{chew2022general}), leaving a state of the art that is full of gaps (see\cite{williams2018strict}). It is natural to wonder if expander decompositions can play a role in this regime too.

\subsection{Our Contribution: Worst-Case to Expander-Case Self-Reductions}

A \textit{worst-case to expander-case} self-reduction (WTER) is a fine-grained self-reduction that translates some graph problem $A$ to the same problem on $\phi$-expanders, for some value $\phi$. Such reductions effectively answer Question 1, and can indeed be achieved for many problems via the expander decomposition method. However, if we take a step back, forget all the technology of expander decompositions, and simply ask if a problem admits a WTER: it is natural to try a more naïve gadget reduction that turns any graph into an expander.

\textbf{Direct-WTERs}

The straightforward approach to design a WTER for some problem $A$ is by showing an efficient transformation that takes an instance graph $G$ and transforms it into a $\phi$-expander $G'$, such that the solution $A(G)$ can be efficiently computed from $A(G')$. We will call such reductions \textit{Direct-WTERs}. Direct-WTERs are easy to construct and analyze, they do not
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rely on heavy algorithmic machinery, and they create only one expander instance. Moreover, if a problem admits a Direct-WTER then we can assume that the worst-case graphs to this problem are already expanders. It is therefore futile to invest time trying to solve the problem using the expander decomposition method, since applying expander decompositions on worst-case graphs (which are expanders), may as well simply return the graph itself. Effectively, if the problem admits a Direct-WTER then the answer to Question 2 is negative.

In Direct-WTERs, one should try to optimize the following parameters: 1) the conductance $\phi$ of the output graph $G'$, 2) the running time of transformation, and 3) the blowup in the size of $G'$, denoted by $(N, M) = (|V(G')|, |E(G')|)$. We remark that computing $A(G)$ from $A(G')$ will always be trivial in our examples (e.g., when $A(G)$ is a linear function of $A(G')$), so we do not consider it another parameter. The “gold standard” for Direct-WTERs is to obtain $\phi = \Omega(1)$, near-linear running time and near-linear blowup (meaning that $N = \tilde{O}(n)$ and $M = \tilde{O}(m)$). If a problem admits such gold standard reduction and it can be solved on $\Omega(1)$-expanders in $O(a(n, m))$ time, for some polynomially bounded function $a(n, m)$ (but not linear), then we can also solve on worst-case graphs in $\tilde{O}(a(n, m))$ time.

However, for problems whose best algorithms run in exponential time, we have to be more stringent in the efficiency requirements: even a blowup of $N = 2^n$ weakens the result significantly because it means that to get any major speed-up over $2^n$ time on worst-case graphs (for some $\alpha > 0$), one needs to gain a major speed-up over $2^{\alpha n}$ in expanders. Namely, gold standard reductions do not necessarily answer Question 1 for exponential-time problems. We can thus speak about a “platinum standard”, where in addition to the requirements of the gold standard, we also have $N = n + o(n)$. If a problem admits such platinum standard reduction and it can be solved in time $2^{n(1-\epsilon)}N \cdot NO(1)$ on $\Omega(1)$-expanders (for any $\epsilon > 0$), then we can solve this problem in time $2^{n(1-\epsilon)(n+o(n))} \cdot (n + o(n))^{O(1)} = 2^{O((1-\epsilon)n + o(1))} \cdot n^{O(1)}$ on worst-case graphs.

Notably, all the Direct-WTERs in our results achieve $\phi = \Omega(1)$ and near-linear running time (but not necessarily near-linear blowup), so we keep the definition clean by not considering them as parameters.

**Definition 2 (Direct-WTER).** A Direct-WTER to problem $A$ with blowup $(N, M)$ is a randomized, near-linear time transformation that takes as input graph $G$ and outputs an $\Omega(1)$-expander graph $G'$ w.h.p., such that $|V(G')| = N$, $|E(G')| = M$, and $A(G)$ can be computed in constant time from $A(G')$.

In Section 1.2 we present our results which include very efficient Direct-WTERs for Triangle Detection, Maximum Cardinality Matching, and Vertex Cover, proving that the answer for each of them to Question 1 is positive and to Question 2 is (unfortunately) negative. For other problems, however, such as 4-Cycle, the only Direct-WTERs we could come up with have a super-linear blowup. In such cases, we ask whether a (not direct) WTER that does exploit expander decompositions can be obtained.

**ED-WTERs**

Before continuing with this discussion, we need to state formally what is an expander decomposition:

**Theorem 3 (Theorems 5.1 and 5.3 in [12]).** Given a graph $G = (V, E)$ of $m$ edges and a parameter $\phi$, there is a randomized algorithm that with high probability finds a partitioning of $V$ into $V_1, V_2, \ldots, V_k$ such that for all $i \in [k]$, the induced subgraph $G[V_i]$ has conductance $\phi(G[V_i]) \geq \phi$, and $\sum_{i=1}^{k} \delta(V_i) = O(\phi m \log^2 m)$. The running time of the algorithm is $O(m \log^7 m + \frac{m \log^4 m}{\phi})$. 
Now, the way that an expander decomposition based reduction works can be defined (loosely) in the following way:

**Definition 4 (ED-WTER).** Problem \( \mathcal{A} \) admits an expander decomposition-WTER with conductance \( \phi(n) \) and running time \( t(n,m) \) (abbreviated as ED-WTER), if there exists an algorithm with oracle access to \( \mathcal{A}(A) \) that runs in time \( t(n,m) \), that:

1. Applies the algorithm from Theorem 3 to decompose the graph into \( \phi(n) \)-expanders \( G[V_1], \ldots, G[V_k] \).
2. Computes a list of \( \Omega(\phi(n)) \)-expanders \( G_1, G_2, \ldots, G_\ell \) for some \( \ell \). Typically, \( \ell = k \) and each \( G_i \) is obtained from \( G[V_i] \) by a simple procedure (possibly \( G_i = G[V_i] \)).
3. Makes oracle calls to \( \mathcal{A} \) on \( G_1, \ldots, G_\ell \), and receives the solutions \( \mathcal{A}(G_1), \ldots, \mathcal{A}(G_\ell) \).
4. Does some computation on the decomposed graph, and together with \( \mathcal{A}(G_1), \ldots, \mathcal{A}(G_\ell) \), it computes the solution \( \mathcal{A}(G) \).

ED-WTERs are not captured by Definition 2 mainly because they do not produce only one expander instance \( G' \), but many: \( G_1, G_2, \ldots, G_\ell \). In fact, many fine-grained reductions work like this. In Section 5, we provide a formal definition of fine-grained WTERs that captures both definitions, but for the sake of clarity we will use only Definitions 2 and 4 throughout the paper.

There are three disadvantages to ED-WTERs compared to Direct-WTERs. First, they tend to be more complicated and use heavier machinery. Second, unlike Direct-WTERs, they do not give a negative answer to Question 2; if someone discovers a breakthrough algorithm on expanders then (without a Direct-WTER) the way to solve the worst-case problem is to use expander decompositions. Third, and perhaps most importantly, ED-WTERs cannot produce true expanders in the sense that \( \phi = \Omega(1) \) but are only limited to proving hardness for graphs with \( \phi = (\log n)^{-O(1)} \). This is because of the log factors in the expander decompositions (that provably cannot be avoided [13,49]) which means that given a graph with expansion \( \phi = 1/\log n \) we cannot expect a decomposition algorithm to decompose it further into true expanders with \( \phi = \Omega(1) \).

From the viewpoint of Question 1, a WTER that achieves \( \phi = (\log n)^{-O(1)} \) (or even \( \phi = \Omega(n^{-\epsilon}) \) for \( \epsilon \to 0 \), as we do in this work) is partially satisfying. On the one hand, it does not show that the problem remains hard on true expanders; it is conceivable that a problem can be solved in \( O(2^{1/\phi} \cdot n) \) time which would be linear when \( \phi = \Omega(1) \) but inefficient on the class of graphs produced by an ED-WTER. On the other hand, worst-case graphs have \( \phi = O(1/n) \) and graphs with larger \( \phi \) are already expander-like. Indeed, essentially all breakthroughs using the expander-decompositions method were obtained by exploiting the structures of “expanders” with \( \phi = \Omega(n^{-\epsilon}) \).

Our results are presented in Section 1.2, and they include WTERs of both types. Let us conclude this section with two remarks.

- Our framework is general with respect to the definition of an expander (e.g. vertex vs. edge expansion, with or without demands, etc.), and it could even be applied more broadly to any graph with strong structural properties (e.g. a Szemerédi regular graph). The specific reductions, however, are sensitive to the exact definition and require modifications to satisfy each definition.

- The reductions we design in this work are randomized. This does not affect the message from our results because the problems we consider appear to be just as hard for randomized algorithms as well.
1:6 Worst-Case to Expander-Case Reductions

Table 1 In this table we present our results with respect to the current best upper bounds for the problems. The third column contains the hardness results on φ-expander. In particular, any major improvement to the running times in the third column on φ-expanders will result in a major improvement to the running times of the first column on worst-case graphs. For clarity, we hide any poly-logarithmic factors.

| Problem                               | Best Upper Bound | φ-Expander Lower Bound | φ   |
|---------------------------------------|------------------|------------------------|-----|
| Triangle Detection (dense graphs)     | $n^2$            | $n^\omega$             | $\Omega(1)$ |
| Triangle Detection (sparse graphs)    | $m^{O(1)}$       | $m^{O(1)}$             | $\Omega(1)$ |
| k-Clique                             | $n^{1+\epsilon}$| $n^{1+\epsilon}$      | $\Omega(1)$ |
| 4-Cycle ($m = \Theta(n^{\omega})$)   | $n^2$            | $n^2$                  | $\Omega(1)$ |
| 4-Cycle ($m = \Theta(n^{1+\epsilon})$) | $n^2$            | $n^2$                  | $\Omega(1)$ |
| Subgraph Isomorphism (without pendant vertices) | $n^{O(1)}$      | $n^{O(1)}$             | $\Omega(1)$ |
| Subgraph Isomorphism (without pendant vertices) | $m^{O(1)}$      | $m^{O(1)}$             | $\Omega(1)$ |
| Maximum Cardinality Matching (dense graphs) | $n^2$            | $n^2$                  | $\Omega(1)$ |
| Maximum Cardinality Matching (sparse graphs) | $m \cdot \sqrt{n}$ | $m \cdot \sqrt{n}$ | $\Omega(1)$ |
| Vertex Cover (bounded degree)         | $1.2125^{n^{1/3}}$ | $1.2125^{n^{1/3}}$ | $\Omega(1)$ |
| Vertex Cover (bounded degree, parameterized) | $1.2738^{n^{1/3}}$ | $1.2738^{n^{1/3}}$ | $\Omega(1)$ |
| Minimum Dominating Set                | $1.4969^{n^{1/3}}$ | $1.4969^{n^{1/3}}$ | $\Omega(1)$ |

1.2 Applications

Let us now present the collections of WTERs designed in this paper.

Triangle Detection

The longstanding upper bound for detecting a triangle in an $n$-node, $m$-edge graph is $O(n^{4/3} + m^{1/3})$ [16] where $\omega < 2.38$ is the fast matrix multiplication exponent [14]. Even if $\omega = 2$, the upper bound would only be $m^{4/3}$ on sparse graphs. There are different hardness assumptions of different strengths, stating that Triangle cannot be solved much faster, e.g., in $m^{1+o(1)}$ or $m^{4/3-\epsilon}$ time (see [9]). The next theorem shows that any polynomial speed-up in the expander-case will break these assumptions in worst-case graphs.

Theorem 5 (Direct-WTER for Triangle Detection). Triangle Detection admits a Direct-WTER with blowup $(N, M) = (O(n), O(m))$.

In fact, our result for Triangle Detection is merely a special case of a result for the more general problem of detecting $k$-clique in a graph, known simply as the $k$-Clique problem. The best known upper bound for $k$-Clique is $O(n^{k/3})$ when $k$ is divisible by 3. Otherwise the upper-bound is slightly larger. One of the strongest conjectures in fine-grained complexity (meaning least likely to be true) is that we cannot do better (see [1]). For clarity, let us assume that $k \geq 3$ is constant. Then we can state our result in the following way:

Theorem 6 (Direct-WTER for $k$-Clique). For all constants $k \geq 3$, there is a Direct-WTER with blowup $(N, M) = (O(n), O(m))$.

For completeness, we remark that if $k = \omega(1)$, then the blowup would be $(N, M) = (O(nk), O(mk^2))$ and the conductance $\phi = O(1/k^2)$.

Another problem that is closely related to Triangle Detection is 4-Cycle, for which achieving tight bounds has been notoriously difficult. The longstanding upper bound is $O(n^{4/3} + m^{1/3})$ [16]. Back in 1999, it had been conjectured that a subquadratic algorithm is not possible [56], but only very recently a super-linear lower bound of $\Omega(m^{1.11})$ (assuming the hardness of Triangle Detection) was obtained [2]. We remark that the hard cases of 4-Cycle are in the regime of $m = O(n^{1.5})$, as a simple counting argument shows that any graph with at least $n^{1.5}$ edges contains a 4-Cycle.
For 4-Cycle we design both a Direct-WTER and also an ED-WTER. Nonetheless, both WTERs are relevant because each has a different drawback.

▶ Theorem 7 (Direct-WTER for 4-Cycle). There is a Direct-WTER to 4-Cycle with blowup $(N, M) = (\tilde{O}(m), \tilde{O}(m))$.

The drawback of the Direct-WTER is a blowup in the number of vertices ($\tilde{O}(m)$ instead of $O(n)$), significantly weakening the result. In particular, worst-case graphs with $m = \Theta(n^{1.5})$ edges are transformed to expanders with $N = \Omega(n^{1.5})$ vertices. Therefore, in order to gain a speed-up of $\tilde{O}(n^{2-\varepsilon})$ on worst-case graphs, one needs a major speed-up of $\tilde{O}(N^{4(1-\varepsilon/2)}) = \tilde{O}(n^{2-\varepsilon})$ on $\Omega(1)$-expanders. In search of WTERs that avoid this major drawback, we manage to obtain the next ED-WTER:

▶ Theorem 8 (ED-WTER for 4-Cycle). For any $\varepsilon > 0$, there is a ED-WTER for 4-Cycle that runs in time $\tilde{O}(n^{2-\varepsilon}m + n^{2-\varepsilon/2})$, with conductance $\phi = n^{-\varepsilon}$.

This WTER suffers from the disadvantages of ED-WTERs discussed in Section 1.1. However, it provides much better hardness results, in the sense that any $\tilde{O}(N^{2-\delta})$ speed-up on $\Omega(n^{-\varepsilon})$-expanders will imply a $\tilde{O}(n^{2-\delta})$ speed-up on worst-case graphs. An interesting open question to ask now is whether 4-Cycle does become easy on $\Omega(1)$-expanders while it remains hard on $\Omega(n^{-\varepsilon})$-expanders.

We now conclude this line of problems with a general result for the Subgraph Isomorphism problem.

Subgraph Isomorphism

The foregoing problems were special cases of the Subgraph Isomorphism problem that asks to detect a $k$-node pattern graph $H$ inside a host graph $G$ (not necessarily as an induced subgraph). The complexity of solving Subgraph Isomorphism can vary wildly depending on $H$. For example, while the best algorithms for $k$-Clique run in time $O(n^{3k/3})$, there are much more efficient algorithms for problems such as $k$-Cycle and $k$-Path, that run in $O(n^{2\varepsilon})$ [15]. Thus, for every pattern $H$ we define a constant $f(H)$ (respectively, $g(H)$) that is the minimum number such that Subgraph Isomorphism (with respect to $H$) can be solved in $O(n^{f(H)+o(1)})$ time (respectively, $O(n^{g(H)+o(1)})$ time in sparse graphs). We will focus on a variant of Subgraph Isomorphism in which $H$ does not contain pendant vertices (vertices whose degree is one). We note that this variant is still general enough to capture the hard and interesting cases such as $k$-Clique and $k$-Cycle. Our result for this problem is stated by the next theorem:

▶ Theorem 9 (Direct-WTER for Subgraph Isomorphism without pendant vertices). There is a Direct-WTER for Subgraph Isomorphism for patterns that do not contain pendant vertices. Assuming that $k$ is constant, the blowup is $(N, M) = (\tilde{O}(m), \tilde{O}(m))$.

We should note here that the Direct-WTER for 4-Cycle is, in fact, simply an application of the Direct-WTER for Subgraph Isomorphism. For completeness, we remark that for non-constant $k$ the blowup is $(N, M) = (\tilde{O}(mk), \tilde{O}(mk))$ and the conductance is $\Omega(1/k)$. As we’ve noted in the case of 4-Cycle, there is a significant drawback that comes from the blowup to the number of vertices, and that weakens the result significantly.
Maximum Cardinality Matching

Next, we turn our attention to the fundamental problem that asks to find a set $M \subseteq E(G)$ of maximum cardinality, such that no two edges in $M$ intersect. In a recent breakthrough, an almost-linear time algorithm for Max-flow [25] resulted in a $\tilde{O}(m)$ time algorithm for Maximum Matching in bipartite graphs. However, the best-known upper bounds for general graphs are still far from linear. For sparse graphs, there is a longstanding $O(m \sqrt{n})$ upper bound by Micali and Vazirani [42]. For dense graphs, we can do slightly better using an $\tilde{O}(n^2)$ algorithm by Mucha and Sankowski [44]. The Micali and Vazirani algorithm is part of a long list of algorithms that work by finding augmenting paths that improve a non-maximum matching iteratively. A well-known fact says that a matching is non-maximum if and only if there exists an augmenting path in the graph.

An interesting line of work focused on the case where $G$ is a random graph drawn from the distribution $G(n,p)$. Motwani [43] showed that if $p$ is at least $\ln n / (n-1)$, then with high probability, every non-maximum matching admits a short augmenting path of length $O(\log n)$, and therefore the Micali and Vazirani algorithm terminates in $\tilde{O}(m)$ time. Using similar arguments, Bast et al. [20] provided a simpler proof that the above holds for any $p \geq 33/n$. At the heart of their proofs, both papers rely on various properties of random graphs, most notably on vertex-expansion of sufficiently large sets of vertices.

A question that comes to mind is whether expansion (either vertex-expansion or other forms of expansion) alone is sufficient to make the problem easy, or if other properties of random graphs are necessary. If expansion alone is enough, perhaps we can use the expander decomposition method to improve the state-of-the-art on worst-case graphs. We note that the distinction between vertex-expansion and conductance (which is the notion used in the expander decomposition) does not seem to be very important for their analysis, as they rely on the fact that after expanding two subgraphs of $G$ for $O(\log n)$ steps, the two must meet. This holds even in large-conductance graphs.

Alas, the next Direct-WTER shows that the expander decomposition method is useless against this problem.

▶ Theorem 10 (Direct-WTER for Maximum Cardinality Matching). There is a Direct-WTER for Maximum Cardinality Matching with blowup $(N, M) = (O(n), \tilde{O}(m))$.  

To answer the question about the properties that make random graphs easy for matching algorithms, we look closely at the analysis of Motwani [43] and of Bast et al. [20]. We find that they rely on the fact that with high probability, every pair of large, disjoint sets of vertices are connected by at least one edge. In our reduction, we unavoidably introduce linear-sized sets of vertices that don’t have an edge between them. Indeed, the graphs that are output by the reduction may not admit short augmenting paths if the original graph did not admit such. In particular, one cannot use the reduction as a way to speed-up algorithms on worst-case graphs. It is an interesting open question whether such approach, augmenting the graph to be random-like and “shortcut” augmenting paths, can be used to improve the running times on worst-case graphs.

We now move on to NP-hard problems, where we are interested in the exact (fine-grained) exponential time complexity.

---

4 To further emphasize that the distinction between vertex-expansion and conductance is not very important, we note that it is possible to show that the graph output by this WTER is also a vertex-expander.

5 See [43, Lemma 6.1] and [20, Lemma 3].
Minimum Vertex Cover

In the Minimum Vertex Cover problem, we wish to find a minimum-sized set of vertices such that every edge is incident to this set. This NP-Hard problem has received a lot of attention over the years, resulting in relatively fast algorithms (compared to other NP-hard problems). After a long line of works (e.g. [21, 31, 48]), the upper bound for Minimum Vertex Cover stands at $1.2125^n \cdot n^{O(1)}$ [22] and it is unclear if it can be improved further, e.g. to $1.001^n \cdot n^{O(1)}$. The problem has also received a lot of attention from the parameterized complexity community, and the current best bound for deciding if there is a vertex cover of size $k$ is $1.2738^k \cdot n^{O(1)}$ [24]. In the next theorem we present WTERs that address both the exact complexity and the parameterized complexity of this problem on expanders.

▶ Theorem 11 (Direct-WTER for Minimum Vertex Cover). There is a Direct-WTER for Minimum Vertex Cover with blowup $(N, M) = (n + O(\log n + \Delta(G)), \tilde{O}(m))$, where $\Delta(G)$ is the maximum degree in $G$. Moreover, the size of minimum vertex cover in the output $G'$ is $K = k + 5 \max\{\Delta(G), C \log n\}$ for some fixed constant $C$, where $k$ is the size of the minimum vertex cover in $G$.

At first sight, this WTER may appear unattractive because of the $\Delta(G)$ blowup in the number of vertices, which could be as large as $\Omega(n)$. However, by observing that the Vertex Cover problem becomes easier (in the sense that the 1.2125$^n$ bound can be broken) in graphs with large degrees [22], we conclude that the hard cases have $\Delta(G) = O(1)$. Therefore, assuming that $\Delta(G) = O(1)$, the blowup is actually $(N, M) = (n + O(\log n), \tilde{O}(m))$ which achieves the so-called platinum standard. Furthermore, since the size of the minimum vertex cover in $G'$ is $K = k + 5 \max\{\Delta(G), C \log n\} = k + O(\log n)$, then any speed-up of $(1.2738 - \epsilon)^k \cdot N^{O(1)}$ on $\Omega(1)$-expanders will result in a speed-up of $(1.2738 - \epsilon)^k + O(\log n) \cdot n^{O(1)} = (1.2738 - \epsilon)^k \cdot n^{O(1)}$ on worst-case graphs. We see this as a proof of concept that our framework can extend even beyond the traditional notions of complexity and have implications also in parameterized complexity.

Finally, let us present another fundamental NP-Hard problem.

Minimum Dominating Set

In the Minimum Dominating Set problem, the goal is to find a minimum-sized set of vertices, such that every vertex in the graph is either a neighbor of some vertex in the set or is in the set itself. The Minimum Dominating Set problem can be solved trivially in $2^n \cdot n^{O(1)}$ time. In 2004, a first $e^c \cdot n^{O(1)}$ algorithm with $c < 2$ was discovered by Fomin [32], and since then, the complexity was further improved to $1.4969^n \cdot n^{O(1)}$ [52]. Unlike Minimum Vertex Cover, the Minimum Dominating Set problem is not fixed-parameter tractable, meaning that it is unlikely to be solved in $f(k) \cdot n^{O(1)}$ time, and in that sense it is considered harder.

For Minimum Dominating Set we show a Direct-WTER with blowup $(N, M) = ((1 + \varepsilon)n, \tilde{O}(m))$ for any constant $\varepsilon > 0$, and constant conductance that depends on $\varepsilon$. Observe that for any significant improvement to the exponent in the running time on $o(1)$-expanders, we can choose $\varepsilon$ to be small enough to get an improvement on worst-case graphs. Interestingly, this WTER requires a slightly different approach that is a combination of the techniques we used for $k$-Clique and Maximum Cardinality Matching, together with a subsampling trick. We find it interesting and see it as an indicator that our techniques can be applied to more open questions.

▶ Theorem 12 (Direct-WTER for Minimum Dominating Set). There is a Direct-WTER for Minimum Dominating Set with blowup $(N, M) = (n + \varepsilon n, \tilde{O}(m))$ and conductance $\phi(G') \geq \Omega(1)$, for any constant $\varepsilon > 0$. 
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Our results only reveal the tip of the iceberg. There is a plethora of problems for which Questions 1 and 2 may be relevant, from open questions in fine-grained complexity to NP-hard problems. We are hopeful that our framework will help in understanding the role that expanders have in algorithms and beyond.

### 1.3 Related Work

An interesting line of research in fine-grained complexity it to show conditional lower bounds for “realistic” input classes such as planar graphs, bounded treewidth graphs, and so on. There has been some progress on designing reductions that apply to such restricted families as well (see e.g. [3, 4, 10, 30]). Perhaps the next extension to this line of work should be random-like graphs, e.g. expanders? Indeed, a recent independent paper is concerned with the complexity of various problems on families of dynamic graphs, that also include expanders [35]. Our work is not motivated by these kinds of questions, but our techniques may have implications for that line of work as well.

Another area of research, that somewhat resembles ours, is the research on worst-case to average-case reductions. These reductions show that a problem is as easy on worst-case inputs as it is on random instances (e.g., taken from the uniform distribution). In recent years, much effort has gone into proving worst-case to average-case reductions for problems in P (see [17, 18, 29, 34]). However, it has only been accomplished for counting or algebraic problems but not decision problems, while we are interested in graph decision problems on pseudo-random instances. In fact, trying to show any worst-case to average-case reductions on these problems might as well fail, since they (e.g., Triangle Detection) typically do become easier on random graphs.

### 2 Preliminaries

Let $G = (V, E)$. For every $v \in V(G)$ define the neighborhood of $v$ to be $N(v) := \{u \in V \mid \{u, v\} \in E(G)\}$. The degree of a vertex $v \in V(G)$ is denoted by $\deg_G(v) := |N(v)|$, and for $u \notin V(G)$ define $\deg_G(u) := 0$. We denote the maximum degree among the vertices of $G$ by $\Delta(G)$. For every $S \subseteq V$, denote the volume of $S$ by $\text{vol}_G(S) = \sum_{v \in S} \deg_G(v)$. We say that an edge $\{u, v\}$ is an internal edge if both $u$ and $v$ are in $S$. Denote by $E_G(S, S')$ the set of edges between disjoint sets of vertices $S, S' \subseteq V(G)$ and by $\text{e}_G(S, S') := |E_G(S, S')|$. Denote by $\delta_G(S) := e_G(S, \bar{S})$ and note that $\delta(S) = \delta(\bar{S})$. The conductance of $S$ is defined as $\phi_G(S) := \frac{\delta_G(S)}{\min(\text{vol}_G(S), \text{vol}_G(\bar{S}))}$ and for $S = \emptyset$ we define $\phi_G(S) := 1$. The conductance of $G$ is defined as $\phi(G) = \min_{S \subseteq V} \phi_G(S)$. The expansion of a cut or a graph is simply its conductance. We omit the subscripts when they are clear from the context. We denote by $G[S]$ the induced subgraph of $G$ on set of vertices $S$. Throughout that paper, we use the Chernoff bound, stated as:

- **Fact 13 (Chernoff Bound).** Let $X$ be the sum of $n$ independent indicators, each taking the value 1 with probability $0 < p < 1$, and $\mu$ be the expectation of $X$. Then for any $0 \leq \delta \leq 1$, $P[|X - \mu| \geq \delta \mu] \leq \exp(-\delta^2 \mu/3)$.

### 3 Technical Overview

Recall that our goal when designing a Direct-WTER is to take a worst-case graph $G$ and turn it into an expander $G'$ without changing the answer to the problem uncontrollably. Consider the Triangle Detection problem as an example for now. The goal is to add edges to a graph in order to make it an expander while not introducing a triangle to the graph if the original graph was triangle-free.
Let us start by recalling the intuition that an expander graph should be mixing \[33\] in the sense that a short random walk from any vertex is equally likely to reach any other vertex. Keeping this in mind will help the reader follow the informal arguments in this section, but it is not necessary for understanding our actual proofs that only work with the definition of expander in Definition 1.

The first idea that comes to mind is to take an expander graph \(X\) on \(n := |V(G)|\) nodes (e.g. a random sparse graph) and add it to \(G\), so that \(G' = G \cup X\). There are several issues with this idea. First, the resulting graph will not be an expander if \(X\) is just an arbitrary expander. For example, if \(G\) is dense and \(X\) is sparse, then the new edges of \(X\) will not have much effect on random walks in the combined graph \(G'\). This issue can be resolved by using an expander \(X\) in which each vertex \(v\) has the same degree that it has in \(G\); a random graph with specified degrees does the job. The second issue is that the answer to the problem can change arbitrarily when taking the union with another graph \(X\); e.g. an edge \(\{u, v\} \in E(G)\) may become a triangle because \(u, v\) have a common neighbor in the newly introduced \(X\). For some problems, e.g., the Subgraph Isomorphism problem for pattern \(H\) without degree-1 vertices, this issue can be overcome by subdividing the edges of \(X\) into paths of length \(|H| + 1\) before adding them to \(G\). This makes the new edges useless for forming any copy of \(H\) (or a triangle in particular) because any subgraph of size \(|H|\) (or 3) that uses a new edge must have a leaf node of degree 1. This does result in a Direct-WTER, but it is not as fine-grained as we would like: the number of nodes in \(G'\) becomes \(O(m)\) where \(m := |E(G)|\) because of the subdivided edges. Our actual reductions use additional ideas and are actually quite different, but the intuition behind them is similar.

Instead, the basic idea in our reductions is to add a small expansion layer \(U\) with \(O(n)\) nodes and connect each node in \(V(G)\) with random edges to \(U\). That is, we add a random bipartite graph whose one side is \(V(G)\), and the other side is \(U\). If a node \(v \in V(G)\) has degree \(d\) in \(G\) then we add \(d\) random edges to \(U\). Then, a random walk starting at \(v\) will go with probability \(1/2\) to the expansion layer \(U\), and the next step would send it back to an essentially random vertex \(w \in V(G)\); thus simulating a “random edge” from \(v\) to \(w\). We prove that adding such an expansion layer to any graph that has a sufficiently large (logarithmic) minimum degree makes it an expander. We introduce some gadgets to artificially increase the degrees in our problems.

The advantage of adding an expansion layer over simply taking the union with a random graph is that it makes it easier to control the change in the solution of the problem. This is accomplished with different gadgetry for each problem and with a different argument for why the gadgets do not harm the conductance of the graph by too much. For example, in the WTER for maximum matching, we add a unique “twin” vertex to each node in the expansion layer \(U\) and connect them by an edge. The maximum matching is forced to match every node in \(U\) to its twin, thus making the newly added edges between \(V(G)\) and \(U\) unusable in a maximum matching. The WTER for Vertex Cover uses a similar idea. A different idea is used for Triangle (and \(k\)-Clique), where we connect the expansion layer \(U\) only to a (sufficiently large) independent set \(V'_1\) in \(G\). Consequently, the newly added edges cannot form any triangle. The WTER for Minimum Dominating Set combines ideas from both WTERs for Triangle Detection and Vertex Cover, together with a sampling trick. Notably, for the 4-Cycle problem, we could not avoid the subdivision trick so we complement our result with an ED-WTER that avoids the blowup.

Designing ED-WTERs is fundamentally different. To reduce 4-Cycle into expanders, we use the expander decomposition to partition \(G\) into induced subgraphs with conductance \(\phi = n^{-\varepsilon}\) and a small set of outer edges. Then, assuming that we can check (in subquadratic
Worst-Case to Expander-Case Reductions

time) whether there is a 4-cycle inside each subgraph, the problem boils down to finding a 4-cycle that uses one of the outer edges. Hence, we provide an algorithm that finds a 4-cycle that uses one of the outer edges or outputs that there is no such cycle. Using the fact that the number of outer edges is small (namely, \(O(n^{1.5-\epsilon})\)), this algorithm runs in subquadratic time.

4 The Reductions

Our main building block is a randomized algorithm that takes as an input an \(n\)-vertex graph \(G\) where for every \(v \in V(G)\), \(\deg_G(v) \geq C \log n\) for some large enough constant \(C\), and outputs a graph \(G'\) such that: (1) \(|E(G')| = O(|E(G)|)\) and \(|V(G')| = O(n)\), and (2) \(\phi(G') = \Omega(1)\). We note that this algorithm applies even to graphs with self-loops. We later modify and use this algorithm in different ways to show all the above results.

4.1 The Expansion Layer Construction

Construct an expander graph \(G'\) from \(G\) as follows.

1. Add to \(G\) an expansion layer \(U\) that consists of \(5n\) vertices.
2. For every vertex \(v \in V(G)\), sample without replacement \(\deg_G(v)\) vertices from the expansion layer \(U\) and add all edges between them and \(v\). Thus, the total number of vertices and edges added in this step is \(O(n)\) and \(O(|E(G)|)\), respectively.
3. Increase the degrees of the vertices of \(U\) deterministically in the following way. Partition each of \(V(G)\) and \(U\) into \(\frac{10n}{C \log n}\) parts of equal size (i.e., partition \(V(G)\) into parts of size \(\frac{C}{10} \log n\) and partition \(U\) into parts of size \(\frac{C}{2} \log n\)). Then, take an arbitrary perfect matching between the parts in the partitions of \(V(G)\) and \(U\), and add a bi-clique between every matched pair of parts (i.e., add all possible edges between every matched pair). Thus, the total number of edges added in this step is \(O(\frac{n}{\log n} \cdot \log^2 n) = O(n \log n)\). Note that after this step, the degrees of all vertices in \(U\) are at least \(\frac{C}{10} \log n\) and the degrees of all vertices in \(V(G)\) are at least \(\frac{3}{4} \cdot C \log n\) (as we assume that \(\deg_G(v) \geq C \log n\) and then add an additional \(\frac{C}{2} \log n\) edges).

See Figure 1. Observe that \(|E(G')| = O(|E(G)|), |V(G')| = O(n)\) and that the reduction is randomized and runs in linear time.

\[\text{Figure 1} \quad \text{The basic construction of the algorithm. The blue edges represent the deterministically added bi-cliques. The black edges represent the edges of } G \text{ and the new random edges. For each vertex } v \text{ we sample } \deg_G(v) \text{ neighbors in } U \text{ and add edges between them.}\]

\[\textbf{Theorem 14.} \quad \text{The conductance of } G' \text{ is } \phi(G') \geq 0.01 \text{ with probability at least } 1 - O(\frac{1}{n}).\]

Before proving this result, let us introduce some notation and give an overview. Throughout the section, we omit the subscripts from \(\deg_G(\cdot), \vol_G(\cdot), E_G(\cdot,\cdot), e_G(\cdot,\cdot), \delta_G(\cdot)\) and \(\phi_G(\cdot)\). For any cut \(S \subseteq V(G')\), we denote by \(S_V\) and \(S_U\) the parts \(S \cap V(G)\) and \(S \cap U\), respectively.
To prove the theorem, we will focus on the complement probability. That is, we show that $P[\phi(G') < 0.01] = O(\frac{1}{n})$. We will apply the union bound over all possible cuts. More precisely, we show that for any cut $S \subseteq V(G')$, the failure probability $P[\phi(S) < 0.01]$ is sufficiently small so that by summing the failure probabilities of all possible cuts we still get a value much smaller than 1.

For any cut $(S, \bar{S})$, assume w.l.o.g. that $S$ is the part for which the inequality $|S_U| \leq |U|/2$ holds (as it must hold either for $S$ or $\bar{S}$). Observe that in order to show that $P[\phi(S) < 0.01]$ is small it suffices to show that $P[\frac{\delta(S)}{\text{vol}(S)} < 0.01]$ is small, since:

$$
\phi(S) = \frac{\delta(S)}{\min\{\text{vol}(S), \text{vol}(\bar{S})\}} = \max\left\{ \frac{\delta(S)}{\text{vol}(S)}, \frac{\delta(S)}{\text{vol}(\bar{S})} \right\}
$$

and therefore $P[\phi(S) < 0.01] \leq P[\frac{\delta(S)}{\text{vol}(S)} < 0.01]$.

The main lemma is the following one:

**Lemma 15.** For any cut $S \subseteq V(G')$ such that $|S_U| \leq |U|/2$, we have:

$$
P\left[ \frac{\delta(S)}{\text{vol}(S)} < 0.01 \right] \leq n^{-\frac{C}{\sqrt{\text{vol}(S)}}}.
$$

**Figure 2** A depiction of a graph $G$ with expansion layer $U$. The gray area denotes a set $S$. To prove Lemma 15, we lower bound the number of pink edges and the number of green edges, and show that at least one of them is proportional to $\text{vol}(S)$.

We prove the lemma in the full version of the paper. See Figure 2 for a short explanation about the proof.

**Proof of Theorem 14.** Fix $C$ to be large enough so that the failure probability in Lemma 15 is less than $n^{-2|S|}$, for any $S \subseteq V(G')$ with $|S_U| \leq |U|/2$ ($C = 1600$ will do). Since the number of different cuts that consist of $k$ vertices is $O(n^k)$, we can apply the union-bound over all cuts such that $|S_U| \leq |U|/2$. In more detail, we sum over $k = 1, 2, \ldots, 3.5n$ (any cut larger than that must have $|S_U| > |U|/2$) the number of cuts of size $k$ times the failure probability of such cuts, and it is easy to see that the sum is bounded by $O(1/n)$.

Let us now explain why we can assume that the degrees in $G$ are at least $C \log n$. If for some $v \in V(G)$ we have $\deg_G(v) < C \log n$, then we can add $C \log n - \deg_G(v)$ self-loops to $v$ in a preprocessing step. After constructing the expander $G'$ we can remove all those self-loops from $G'$. Notice that by removing self-loops from an expander we only increase the expansion of the graph.

### 4.2 Direct-WTERs for Maximum Cardinality Matching and Minimum Vertex Cover

We are now ready to show our first WTERs for the problems of computing the Maximum Cardinality Matching (abbreviated as MCM) and Minimum Vertex Cover (abbreviated as MVC) of a graph $G$. We use $MCM(G)$ and $MVC(G)$ to denote their values, respectively.
Worst-Case to Expander-Case Reductions

Naively, we could try to simply apply Algorithm 4.1 on \( G \), resulting in an expander graph \( G' \). However, this approach will fail because there is no obvious way to compute \( MCM(G) \) (\( MVC(G) \)) from \( MCM(G') \) (\( MVC(G') \)). Therefore, we employ a simple trick that helps us control the values of the MCM and MVC. The trick is to add twin vertices to a selected subset of the vertices of the graph. Formally, we define a twin of a vertex \( u \) to be a degree-1 vertex \( u' \) that is adjacent to \( u \) (that is, \( u' \) is a pendant vertex). By the next fact, we can add twins to the graph to force a selected subset of edges or vertices to be inside the MCM or MVC, respectively.

**Fact 16.** If a graph contains a twin vertex \( u' \) of \( u \), then there exists an MCM that contains the edge \( \{u, u'\} \), and there exists an MVC that contains the vertex \( u \).

We note that we need to be careful that by adding twins to an expander graph, we do not reduce the expansion by much. Formally, we prove this in the next lemma:

**Lemma 17.** Let \( H \) be a connected graph and let \( A \subseteq V(H) \) be arbitrary. Let \( H' \) be a graph constructed from \( H \) by adding a twin vertex \( u' \in V(H') \) and an edge \( \{u, u'\} \in E(H') \) for every \( u \in A \). Then, \( \phi(H') \geq \phi(H)/2 \).

**Proof.** Let \( S \subseteq V(H') \). Observe that \( \delta_{H'}(S) \geq \delta_H(S) \). Additionally, since every vertex in \( S \) has at most one twin then \( \deg_{H'}(v) \leq \deg_H(v) + 1 \) for every \( v \in S \), and therefore \( \vol_{H'}(S) \leq |S| + \vol_H(S) \). Since \( H \) is connected, then \( |S| \leq \vol_H(S) \) and therefore \( \vol_{H'}(S) \leq 2\vol_H(S) \). Thus, since the above holds for \( \bar{S} \) as well, we get:

\[
\phi_{H'}(S) = \delta_{H'}(S) \leq \frac{\delta_H(S)}{\min\{\vol_{H'}(S), \vol_{H'}(\bar{S})\}} \geq \frac{\delta_H(S)}{2\min\{\vol_{H'}(S), \vol_H(S)\}} = \frac{\phi_H(S)}{2},
\]

and therefore \( \phi(H') \geq \frac{\phi(H)}{2} \).

We are now ready to show a Direct-WTER for MCM.

**Proof of Theorem 10 (Direct-WTER for MCM).** Apply Algorithm 4.1 on \( G \) to get an \( \Omega(1) \)-expander \( \hat{G} \). Then add a twin vertex \( u' \) for every \( u \in U \), where \( U \) is the expansion layer in \( \hat{G} \). Denote the resulting graph by \( G' \). See Figure 3. Note that the number of twins added is \( |U| = 5n \) and that the number of added edges is \( O(m + n \log n) \). Hence, the blowup is \( (N, M) = (O(n), \hat{O}(m)) \). Moreover, by Lemma 17 we have \( \phi(G') = \Omega(1) \).

**Figure 3** The graph \( G' \) obtained from our construction for MCM and MVC.

Next, we prove that computing \( MCM(G) \) from \( MCM(G') \) is trivial.

**Claim 18.** The size of the maximum cardinality matching in \( G' \) is \( MCM(G') = MCM(G) + 5n \).
Proof. Denote by $X \subseteq E(G')$ the set of all edges incident to twins. By Fact 16, there exists in $G'$ a maximum matching $M$ that contains $X$. Notice that $M$ does not contain any $U$-to-$V(G)$ edges and therefore $|M| = |M \cap E(G)| + |X| \geq |M \cap E(G)| + 5n$. Moreover, $M \cap E(G)$ must be a maximum matching of $G$ because if there was a larger matching we could take it with $X$ to obtain a larger matching for $G'$. Thus, $|M| = |M \cap E(G)| + 5n = \text{MCM}(G) + 5n$. □

We’ve shown a transformation from $G$ to a $\Omega(1)$-expander $G'$ with blowup $(N, M) = (O(n), \tilde{O}(m))$, such that $\text{MCM}(G)$ can be computed efficiently from $\text{MCM}(G')$. ▷

Next, we show a Direct-WTER for MVC. Since the best upper bounds for MVC are exponential then we aim to keep the blowup in the number of vertices small. To this end, we slightly modify Algorithm 4.1 to avoid adding an expansion layer of size $5n$.

Modifications to Algorithm 4.1

Instead of adding an expansion layer of size $5n$, we add an expansion layer of size $5 \max\{\Delta(G), C \log n\}$. Notice that $U$ is sufficiently large to allow every vertex in $V(G)$ to sample $\max\{\deg_G(v), C \log n\}$ vertices from $U$ without replacement. We claim that Theorem 14 holds under this modification. To see why, observe that throughout the construction and analysis we only needed $U$ to be large enough so that: (1) every vertex $v \in V(G)$ can sample without replacement $\max\{\deg(v), C \log n\}$ vertices from $U$, and (2) $|U| - |SU| - \max\{\deg(v), C \log n\} \geq 1.5|U|$ which indeed holds as long as $|SU| \leq 2.5|U|$.

Proof of Theorem 11 (Direct-WTER for MVC). Apply the modified Algorithm 4.1 on $G$ and add a twin vertex $u'$ for every $u \in U$. Denote the resulting graph by $G'$. The main difference between the previous construction and this one is that we now have $|U| = 5 \max\{\Delta(G), C \log n\}$ and therefore, the blowup in $G'$ is $(N, M) = (n + O(\log n + \Delta(G)), \tilde{O}(m))$. Moreover,

▷ Claim 19. The size of the minimum vertex cover in $G'$ is:

$$\text{MVC}(G') = \text{MVC}(G) + 5 \max\{\Delta(G), C \log n\}$$

The proof is similar to the proof for MCM and thus omitted. Hence, we’ve shown a transformation from $G$ to a $\Omega(1)$-expander $G'$ with blowup $(N, M) = (n + O(\log n + \Delta(G)), \tilde{O}(m))$, such that $\text{MVC}(G)$ can be computed efficiently from $\text{MVC}(G')$. ▷

4.3 Direct-WTER for k-Clique

The construction for $k$-Clique can be described roughly in the following way. We apply a simple transformation that makes the graph $k$-partite, and such that every vertex has the same number of neighbors in every part (except the one it belongs to). This property is crucial as it implies that any sparse cut in the graph must contain vertices from all parts. We apply Algorithm 4.1 to only one of the parts and obtain a graph $G'$ (we later describe this step in more detail). Since any sparse cut in the $k$-partite graph must contain vertices from the part that has an expansion layer, there are no sparse cuts in $G'$. Specifically, the graph $G'$ has conductance $\Omega(1/k^2)$ and the number of $k$-Cliques in $G'$ is $k!$ times the number of $k$-Cliques in $G$.

Proof of Theorem 6 (Direct-WTER for k-Clique). We would like to assume that $G$ is $k$-partite with parts $V_1, V_2, \ldots, V_k$, such for every vertex $v \in V_i$, $v$ has the same number of neighbors in every part $V_j$ for $j \neq i$. We can take $k$ copies $V_1, \ldots, V_k$ of $V(G)$ such
that $V_i = \{v_i \mid v \in V(G)\}$. Now, for every edge $\{u, v\} \in E(G)$ we create $\binom{k}{2}$ copies: $\{u_i, v_j\} \mid i \neq j$. Observe that the resulting graph is $k$-partite, the number of vertices in this graph is $kn$, and the number of edges is $k \cdot m^2$. Most importantly, the number of $k$-cliques in this graph is $k!$ times the number of $k$-cliques in the original graph. For clarity, we henceforth assume that $G$ has this $k$-partite form from the beginning, but we state our results as if it had not (e.g., we state that the blowup is $(O(nk), \tilde{O}(mk^2))$).

We wish to add an expansion layer to $G$ without introducing any $k$-clique. Hence, we cannot naïvely apply Algorithm 4.1 on $G$ because, with some probability, some vertices from the expansion layer will participate in a $k$-clique. Instead, we add an expansion layer that is adjacent only to $V_1$, but with respect to the degrees of the vertices of $V_1$ in $G$.

That is, we apply Algorithm 4.1 in the following way: for every $v \in V_1$, $v$ will sample $\max\{\deg_G(v), C\log n\}$ edges to the expansion layer $U$. Denote the resulting graph by $G'$. See Figure 4.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure.png}
\caption{The construction of $k$-Clique for $k = 3$. In this example, we can see that $v_3$ participates in the triangles $u_1, w_2, v_3$ and $w_1, u_2, v_3$.}
\end{figure}

\begin{lemma}
With probability $1 - O\left(\frac{1}{n}\right)$, the conductance of $G'$ is $\phi(G') = \Omega(1/k^2)$.
\end{lemma}

The proof is present in the full version of the paper.

4.4 Direct-WTER for Subgraph Isomorphism

Fix $H$ to be a $k$-node pattern graph without pendant vertices.

\begin{proof}[Proof of Theorem 9] Apply Algorithm 4.1 on $G$ and then subdivide every $U$-to-$V(G)$ edge $k$ times. Denote by $G'$ be the resulting graph.

\begin{claim}
$H$ is a subgraph of $G$ if and only if it is a subgraph of $G'$.
\end{claim}

Proof. Since $H$ does not contain pendant vertices and $|V(H)| < k + 1$, then any copy of $H$ in $G'$ does not use an edge that was added in the subdivision step. Therefore it is also a copy of $H$ in $G$.

\begin{claim}
The expansion of $G'$ is $\phi(G') = \Omega\left(\frac{1}{k}\right) = \Omega(1)$.
\end{claim}

Proof. For any cut \( S \subseteq V(G') \) denote by \( \hat{S} \) the corresponding cut in \( \hat{G} \), where \( \hat{G} \) is the graph obtained from \( G \) before the subdivision. More precisely, \( \hat{S} \) consists of \( S \cap V(G) \) and \( S \cap U \). By Theorem 14, we have \( \phi_G(S) = \Omega(1) \). Now, observe that \( \delta(S) \geq \delta_G(\hat{S}) \) and that \( \text{vol}(S) \leq 2k \cdot \text{vol}_G(\hat{S}) \). Therefore:

\[
\phi(S) \geq \frac{\delta_G(\hat{S})}{2k \cdot \min \{ \text{vol}_G(\hat{S}), \text{vol}_G(\hat{S}) \}} = \Omega \left( \frac{1}{k} \right)
\]

4.5 ED-WTER for 4-Cycle

In this WTER we use the expander decomposition from Theorem 3 to obtain a WTER for 4-Cycle with conductance \( n^{-\varepsilon} \), for any constant \( 0 < \varepsilon < 0.5 \), and running time \( \tilde{O}(n^{2-0.5\varepsilon} + n^{1.5+\varepsilon}) \). Observe that the number of outer edges in such decomposition is \( \tilde{O}(n^{-\varepsilon} m) = \tilde{O}(n^{1.5-\varepsilon}) \). We will call the vertices that are adjacent to outer edges portals. We also assume that we have access to an oracle for 4-Cycle, such that when given any \( n^{-\varepsilon} \)-expander \( X \) it answers “YES” if and only if \( X \) contains a 4-Cycle. Note that if a single call to the oracle takes \( O(n_{i-\delta}^2) \) time for some \( \delta > 0 \), where \( n_i \) is the number of nodes in the \( i \)th expander and \( \sum_i n_i = n \), then the total time for all calls will also be \( \sum_i n_i^{2-\delta} = O(n^{2-\delta}) \); therefore, this WTER proves that any polynomial speedup on expanders implies a polynomial speedup in worst-case graphs.

**Proof of Theorem 8 (ED-WTER for 4-Cycle).** Decompose \( G \) into expanders by using the expander decomposition of Theorem 3 with parameter \( \phi = n^{-\varepsilon} \). Next, query the oracle on every expander in the decomposition, and if at some point the oracle answers “YES” we are done. Otherwise, we need to check if there is a 4-Cycle that uses one of the \( \tilde{O}(n^{1.5-\varepsilon}) \) outer edges.

To this end, we use a “high degree - low degree” trick. First, we check whether there are 4-cycles that contain any high-degree vertex in the graph (not necessarily a portal). We define a high-degree vertex to be a vertex of degree at least \( n^{0.5(1+\varepsilon)} \). Denote by \( A \subseteq V(G) \) the set of all high-degree vertices in the graph. A simple counting argument shows that \( |A| = O(n^{1.5} n^{0.5(1+\varepsilon)}) = O(n^{1-0.5\varepsilon}) \). Now, for every \( v \in A \) we can check in \( O(n) \) time whether \( v \) participates in any 4-Cycle in the following way: we mark every neighbor-of-a-neighbor of \( v \), until we either find a collision between two marked nodes (that is, a 4-Cycle) or until we marked all neighbors-of-a-neighbor. Note that in any case, we spend at most \( O(n) \) time because after marking \( n \) nodes, we must find a collision. Hence, we can check in \( O(|A| \cdot n) = O(n^{2-0.5\varepsilon}) \) time whether there is a vertex in \( A \) that participates in a 4-Cycle.

Next, we need to check if there is a 4-Cycle that consists only of low-degree vertices and at least one outer edge. We denote by \( P \) the set of all portals whose degree is less than \( n^{0.5(1+\varepsilon)} \). For every vertex \( v \in P \), we mark the endpoints of every 2-path whose center is \( v \), and that consists of at least one outer edge. If we denote by \( b(v) \) the number of outer edges incident to \( v \), then the number of such paths (and the time it takes to mark their endpoints) is at most:

\[
\sum_{v \in B} \deg(v) \cdot b(v) \leq n^{0.5(1+\varepsilon)} \sum_{v \in B} b(v) = O(n^{0.5(1+\varepsilon)} n^{1.5-\varepsilon}) = O(n^{2-0.5\varepsilon}).
\]

If we’ve encountered a collision between the two endpoints of different 2-paths, we’ve found a 4-Cycle, and we are done. Otherwise, we claim the graph is 4-Cycle free. To see why, observe that any 4-Cycle that contains an outer edge must contain at least two outer edges.
Therefore, there is a pair of distinct portals $u, v$ that cover those two edges. Any such 4-Cycle can be broken into two 2-paths that pass through $u$ and $v$, each consisting of at least one outer edge. Therefore, this 4-Cycle must be detected by the algorithm.

The running time of this reduction is therefore $\tilde{O}(n^{1.5+\varepsilon} + n^{2-0.5\varepsilon})$.

### 4.6 Direct-WTER for Minimum Dominating Set

Our Direct-WTER for Minimum Dominating Set (abbreviated as MDS) uses twins trick. That is, by adding a unique neighbor $u'$ to some vertex $u$, we can more easily control the size of the dominating set in the graph. Formally, we have:

> **Fact 23.** If $u'$ is a twin of $u$, there exists a minimum dominating set that contains $u$.

However, if we apply the same construction that worked for MCM (and MVC); adding an expansion layer $U$ and a twin to every $u \in U$, the vertices of $U$ will have to be in a minimum dominating set and therefore will also dominate $V(G)$. Essentially, the size of the minimum dominating set in $G'$ will become $MDS(G') := |U|$, losing all information about $MDS(G)$.

To deal with this problem, we add an intermediate layer $R$ that consists of independent vertices that are “copies” of vertices in $G$. That is, for each $v_r \in R$ we have some $v \in V(G)$ and $v_r$ is adjacent in $G$ only to the neighborhood of $v$. Hence, $v_r$ doesn’t dominate any vertices in $G$ that cannot be dominated by $v$.

The vertices of $G$ that will have copies in $R$ are chosen by a randomized algorithm, such that every sparse cut in $G$ will have some copies in $R$, while keeping the size of $R$ less than $\varepsilon n$. Then, we add an expansion layer $U$ to $R$, and to control the size of the dominating set we add twins to $U$. Note that $R$ becomes useless to any minimum dominating set because we can always replace copies with their originals. Let us now present the construction in full detail.

**Proof of Theorem 12 (Direct-WTER for Minimum Dominating Set).** Let $0 < \varepsilon$ be a constant and assume w.l.o.g. that $\varepsilon$ is sufficiently small (say, $\varepsilon \leq 0.01$). We construct the graph $G'$ using the following algorithm. The first four steps deal with sampling vertices from $G$ that hit all sparse cuts, and the last steps take copies of the sampled vertices and make the graph expander by adding an expansion layer.

1. Let $Q = \emptyset$. For every $v \in V(G)$, add $v$ to $Q$ with probability $10\varepsilon$, independently from other vertices.
2. For every vertex $v \in V(G) \setminus Q$, we say that $v$ is bad if $|N(v) \cap Q| < \varepsilon \deg(v)$. Add to $Q$ all the bad vertices that have degree at least $\log(1/\varepsilon)/\varepsilon$.
3. Add vertices to $Q$ according to the next deterministic procedure. Decompose $G$ into connected, edge-disjoint subgraphs of size (where size is the number of vertices) in range $[1/\varepsilon, 3/\varepsilon]$. From every subgraph in the decomposition pick one arbitrary vertex to $Q$. See the full version of the paper for more details about the decomposition.
4. Add to the graph a set of new vertices $R = \{v_r \mid v \in Q\}$, and for every $v_r \in R$ add all edges between $N_G(v)$ and $v_r$.
5. Add an expansion layer $U$ adjacent to $R$, with the following modifications to Algorithm 4.1. Denote by $\Delta_R := \max\{\deg_G(v) \mid v_r \in R\}$.

**Modifications to Algorithm 4.1.** The modifications are similar to the ones we did in the constructions for MVC and $k$-Clique. For every $v_r \in R$, we wish to sample $\deg_G(v) + C \log n$ edges from $v_r$ to $U$. Since we can not afford to add an expansion layer of size $|U| = 5(|U| + C \log n)$ (because $\Delta_R$ can be as large as $n$), we add an expansion layer of size $|U| = 5(\varepsilon \Delta_R + C \log n)$. Then, every vertex $v_r \in R$ will sample
\( \varepsilon \deg_G(v) + C \log n \) neighbors from \( U \) (instead of \( \deg_G(v) + C \log n \)). Notice that we replaced the degree-increasing step by sampling \( C \log n \) more neighbors from \( U \). Thus, by Lemma 15, the induced subgraph on \( R \cup U \) is an \( \Omega(1) \)-expander with high probability.

6. To control the size of the dominating set, for every \( u \in U \) add a twin vertex \( u' \).

\[ \text{Figure 5} \] The proposed WTER for dominating set. The vertices of \( R \) are copies of vertices of \( G \), thus sharing the same neighborhood in \( G \).

Denote the resulting graph by \( G' \). See Figure 5. It is not difficult to see that with high probability, the blowup in the number of vertices in \( O(\varepsilon n) \) and that \( MDS(G') = MDS(G) + |U| \).

To prove that \( \phi(G') = \Omega(1) \), we show that for any cut \( S \subseteq V(G) \), if \( S \) is not expanding inside \( G \) (that is, \( \delta_G(S) < \varepsilon \vol_G(S) \)) then there are many edges between \( S \) and \( R \). Since \( R \) is adjacent to \( U \) then we obtain expansion between \( S \) and \( R \) or between \( R \) and \( U \). The first part of this claim is formalized by the next lemma:

\[ \text{Lemma 24.} \quad \text{There exists a constant } c_\varepsilon \text{ such that for every cut } S \subseteq V(G), \text{ either } \delta_G(S) \geq c_\varepsilon \vol_G(S) \text{ or } \varepsilon(S,R) \geq c_\varepsilon \vol_G(S). \]

The proof of this claim appears in the full version of the paper. Assuming this claim, it is not hard to see that any cut must have many cross-edges either in the induced subgraph on \( V(G) \cup R \), or in the induced subgraph on \( R \cup U \). In particular, we obtain the next lemma whose proof also appears in the full version of the paper:

\[ \text{Lemma 25.} \quad \text{With high probability, for any cut } S \subseteq V(G') \text{ we have } \phi(S) = \Omega(1). \]

5 Definition

Let us conclude by formalizing the notion of a (fine-grained) WTER that captures Definitions 2 and 4.

\[ \text{Definition 26} ((\phi(n), a(n,m), b(n,m))-WTER). \quad \text{Problem } A \text{ has a worst-case to expander-case self-reduction with conductance } \phi(n) \text{ and times } a(n,m), b(n,m) \text{, if there exists a randomized algorithm with oracle access to } A, \text{ that solves } A \text{ on any } n\text{-nodes, } m\text{-edges graph by making at most } k = k(n) \text{ calls to the oracle on instances } G_1, \ldots, G_k, \text{ such that:} \]

- Each \( G_i \) is a \( \phi(n) \)-expander.
- For every \( \varepsilon > 0 \) there is a \( \delta > 0 \) such that the reduction runs in time \( O(a(n,m)^{1-\delta}) \) and \( \sum_{i=1}^{k} b(n_i, m_i)^{1-\varepsilon} = O(a(n,m))^{1-\delta} \), where \( n_i, m_i \) are the number of nodes and edges in \( G_i \), respectively.

We will abbreviate by saying that \( A \) admits a \((\phi(n), a(n,m), b(n,m))-\text{WTER}\). The intuition behind this definition can be described as follows. If a problem admits a \((\phi(n), a(n,m), b(n,m))-\text{WTER}\), then any “fast” (i.e. \( b(n,m)^{1-\varepsilon} \) time) algorithm on \( \phi(n) \)-expanders can be used to obtain a “faster” \( a(n,m)^{1-\delta} \) time algorithm on worst-case graphs. For example, if a problem admits a \(((\log n)^{-1}, n^3, n^2))-\text{WTER}\. Then the existence of any
O(n^{2(1-\varepsilon)})-time algorithm that solves the problem on n-vertex \((\log n)^{-1}\)-expanders implies that the problem can be solved on worst-case graphs in time \(O(n^{3(1-\delta)})\). In this work we mainly focused on \((\Omega(1), a(n, m), a(n, m))\)-WTERs, where \(a(n, m)\) is the best known upper bound to solve the problem, essentially showing the problem is as easy on worst-case graphs as on expanders.

For completeness, we formalize the intuition in the next theorem:

\textbf{Theorem 27.} If problem \(A\) has a \((\phi(n), a(n, m), b(n, m))\)-WTER, then for all \(\varepsilon > 0\) there is a \(\delta > 0\) such that if there is an algorithm that solves \(A\) on \(\phi(n)\)-expanders in time \(O(b(n, m)^{1-\varepsilon})\), then \(A\) can be solved on worst-case graphs in time \(O(a(n, m)^{1-\delta})\).

\textbf{Proof.} Suppose that problem \(A\) has a \((\phi(n), a(n, m), b(n, m))\)-WTER and that there is an algorithm that runs in time \(O(b(n, m)^{1-\varepsilon})\) that solves the problem on \(\phi(n)\)-expanders. Then we can simulate the algorithm in the WTER on worst-case graphs by replacing the oracle with the fast algorithm on expanders. The total running time is \(O(a(n, m)^{1-\delta})\), for some \(\delta > 0\). ▶
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