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Abstract
The connectionist temporal classification (CTC) enables end-to-end sequence learning by maximizing the probability of correctly recognizing sequences during training. With an extra blank class, the CTC implicitly converts recognizing a sequence into classifying each timestep within the sequence. But the CTC loss is not intuitive for such classification task, so the class imbalance within each sequence, caused by the overwhelming blank timesteps, is a knotty problem. In this paper, we define a piece-wise function as the pseudo ground-truth to reinterpret the CTC loss based on sequences as the cross entropy loss based on timesteps. The cross entropy form makes it easy to re-weight the CTC loss. Experiments on text recognition show that the weighted CTC loss solves the class imbalance problem as well as facilitates the convergence, generally leading to better results than the CTC loss. Beside this, the reinterpretation of CTC, as a brand new perspective, may be potentially useful in some other situations.

1. Introduction
The connectionist temporal classification (CTC) (Graves & Gomez, 2006) is a commonly used method in sequence recognition tasks, including speech recognition (Graves & Jaitly, 2014; Miao et al., 2016; Kim et al., 2017), text recognition (Alex et al., 2009; He et al., 2016b; Shi et al., 2017; Borisuk et al., 2018) and so on. With an extra blank class, the output at each timestep in the sequence indicates either a specific label or no label. The outputs over all timesteps consist a sequence of labels and blanks, named as a path. A path is transformed into a label sequence by removing the repeated labels then the blanks in it, and different paths can correspond to the same label sequence. The CTC-based training is to maximize the probability of the correct labelling, which is calculated by summing up probabilities of all the corresponding paths.

Some previous works try to improve the CTC with regularization or re-weighting/re-sampling heuristics. (Hu et al., 2018) propose a maximum entropy based regularization for CTC (EnCTC) to enhance exploration during training to get models with better generalization. They also propose an entropy-based pruning algorithm (EsCTC) to rule out unreasonable paths. For weakly-supervised action labelling in video, (Huang et al., 2016) introduces the Extended Connectionist Temporal Classification (ECTC) framework to enforce the consistency of all possible paths with frame-to-frame visual similarities. To solve the imbalance problem for sequence recognition, (Feng et al., 2019) modify the traditional CTC by fusing focal loss with it and thus make the model attend to the low-frequent samples at training stage. All these works treat a sequence or a path as an example, and calculate the loss or perform the re-sampling on the basis of sequences or paths.

Different from them, we propose to treat each timestep in a sequence as an individual example, and regard the sequence recognition task as a classification task for each timestep. The classification of each timestep is similar to the classification branch in objection detection (Liu et al., 2016), where the blank class corresponds to the background
category and the labels correspond to the objects. In this case, the CTC may suffer from a classic problem in object detection, the imbalance between background and object samples. As shown in Figure 1, the outputs of a trained CTC network tend to form a series of spikes separated by strongly predicted blanks. It means only a few timesteps are label samples, and the rest are all blank samples, which are much more than the former. According to the error signals, the label samples are the hard examples during training, but become less harder as the network converges. By then, the network updating may be overwhelmed by the blanks.

In our experiments, we observe a phenomenon of accuracy degradation that supports this speculation. When a network is trained with the CTC loss and tested on the training data, the recognition accuracy starts to decrease after certain iterations and becomes very unstable. But if the batch normalization is performed within each mini-batch without using global statistics, the accuracy becomes reasonable, as illustrated in Figure 2. It shows that the network updating is unstable so the averaged means/var over the past iterations does not suit the current network weights, which is probably caused by the overwhelming blanks. Therefore, common heuristics for object detection to solve the class imbalance, such as online hard example mining (OHEM) (Shrivastava et al., 2016), focal loss (Lin et al., 2017) and GHM (Li et al., 2019), can be introduced to improve the CTC.

In this paper, we propose a novel method to re-weight the CTC, offering the theory basis and successful experimental experience. The main contributions are summarized as follows: (1) We reinterpret the CTC loss for sequence labelling as the cross entropy loss for classification problem, providing a new perspective to modify the CTC. (2) To deal with the class imbalance, we propose some weighted CTC losses, and demonstrate their effectiveness by comparison experiments on scene text recognition. The proposed weighted CTC has several advantages over the original CTC, including (1) preventing the accuracy degradation phenomenon, (2) alleviating the negative effects caused by imbalanced training data, and (3) facilitating the convergence for models, which means better performance and shorter training time.

2. Method

2.1. Connectionist Temporal Classification

The CTC (Graves & Gomez, 2006) is proposed for labeling sequence data within a single network architecture that doesn’t need pre-segmentation and post-processing. The basic idea is to interpret the network outputs as a conditional probability distribution over all possible output label sequences. Given this distribution, an objective function can be derived that directly maximises the probabilities of the correct label sequences.

At each timestep, the network outputs a probability distribution over the label set $L' = L \cup \{\text{blank}\}$, where $L$ contains all the labels in the task and the extra blank represents ‘no label’. The activation $y_{kt}$ is interpreted as the probability of observing label $k$ of $L'$ at time $t$. Given the length $T$ input sequence $x$, we get the conditional probability $p(\pi | x)$ of observing a particular path $\pi$ through the lattice of label observations:

$$p(\pi | x) = \prod_{t=1}^{T} y_{\pi t}, \forall \pi \in L'^T,$$

where $\pi_t$ is the label observed at time $t$ along path $\pi$, and $L'^T$ is the set of length $T$ paths over $L'$.

Paths are mapped onto label sequences by an operation $B$ that simply removes the repeated labels then the blanks in a sequence. For a given label sequence $l \in L'^T$, more than one $\pi$ corresponds to it, e.g. $B(aa - ab-) = B(-a - ab) = aab$, where ‘−’ denotes the blank. We can evaluate the conditional probability of $l$ as the sum of probabilities of all the corresponding paths:

$$p(l | x) = \sum_{\pi \in \mathcal{B}^{-1}(l)} p(\pi | x).$$

The CTC loss function is defined as the negative log probability of correctly labelling the sequence:

$$\text{CTC}(l, x) = -\ln p(l | x).$$

During training, to backpropagate the gradient through the output layer, we need the derivatives of the loss function versus the outputs $\{a_k^t | t \in [1, T], k \in L'\}$ before the activation
function is applied. For the softmax activation function
\[
y_k^t = \frac{e^{a_k^t}}{\sum_{k'} e^{a_{k'}^t}},
\]
where \(k'\) ranges over \(L'\), the derivative with respect to \(a_k^t\) is
\[
\frac{\partial \text{CTC}(1, x)}{\partial a_k^t} = y_k^t - \frac{1}{p(1|\mathbf{x})} \sum_{\pi \in B^{-1}(1)} p(\pi|\mathbf{x}),
\]
where \(\sum_{\pi \in B^{-1}(1): \pi_t = k} p(\pi|\mathbf{x})\) is the sum of probabilities of all the paths corresponding to \(1\) that go through the label \(k\) at time \(t\).

When the network is used for prediction, the predictions over all timesteps are converted into a label sequence. Since the computational complexity grows exponentially with the length of the path, it is not practical to find the most probable label sequence \(\hat{1}\). There are many approximate alternatives, and the best path decoding is one of the most commonly used methods. It assumes that the most probable output will correspond to \(\hat{1}\):
\[
\hat{1} \approx B(\pi^*),
\]
where \(\pi^* = \arg \max_{\pi} p(\pi|\mathbf{x}).\)

It is not guaranteed to find the most probable label sequence, but the solution is good enough in most cases and the computation procedure is trivial.

### 2.2. Cross Entropy

The cross entropy (CE) is used to estimate the distance between two probability distributions. Given ground-truth \(y'\) and network outputs \(y\), the cross entropy loss is defined as
\[
\text{CE}(y', y) = -\sum_{k} y_k' \ln(y_k),
\]
where \(k\) ranges over all the classes, \(y_k\) and \(y_k'\) are the model’s estimated and ground-truth probabilities for class \(k\) respectively. Let \(\{a_k\}\) be the model’s outputs before the softmax activation function is applied, the loss function derivative with respect to \(a_k\) can be found by
\[
\frac{\partial \text{CE}(y', y)}{\partial a_k} = y_k - y_k'.
\]

### 2.3. Focal Loss

The focal loss (Lin et al., 2017) is designed to address the one-stage object detection scenario in which there is an extreme imbalance between foreground and background classes during training. Let \(y \in \{\pm 1\}\) specify the ground-truth class for binary classification, and \(p \in [0, 1]\) denote the model’s estimated probability for the class with label \(y = 1\). For notational convenience, define \(p_t\) as
\[
p_t = \begin{cases} p & \text{if } y = 1 \\ 1 - p & \text{otherwise.} \end{cases}
\]

The main idea of focal loss is to reshape the loss function to down-weight easy examples and thus focus training on hard negatives. On the basis of cross entropy loss
\[
\text{CE}(p_t) = -\ln(p_t),
\]
a modulating factor \((1 - p_t)^\gamma\) is added, with tunable focusing parameter \(\gamma \geq 0\). The focal loss is defined as
\[
\text{FL}(p_t) = -(1 - p_t)^\gamma \ln(p_t).
\]

To address class imbalance, a common method is to introduce a weighting factor \(\alpha \in [0, 1]\) for class 1 and \(1 - \alpha\) for class -1. For notational convenience, \(\alpha_t\) is defined analogously as \(p_t\). The \(\alpha\)-balanced variant of the focal loss is defined as
\[
\text{FL}(p_t) = -\alpha_t(1 - p_t)^\gamma \ln(p_t).
\]

### 2.4. Cross Entropy Form of CTC

Treating the sequence recognition as the classification for each timestep, we rewrite the CTC loss into the form of cross entropy loss. Given an input sequence \(x\) and its ground-truth label sequence \(1\), the network outputs probability distributions \(Y = \{y_k^t | t \in [1, T], k \in L'\}\) over the \(T\) timesteps of the sequence. We define \(\gamma_t = \{y_k^t | k \in L'\}\) as the predicted probability distribution for the sample of timestep \(t\), and assume there is a corresponding ground-truth probability distribution \(y'_t = \{y_k'^t | k \in L'\}\). The cross entropy loss of correctly labelling the sequence should be
\[
\text{CTC}(1, x) = \sum_t \text{CE}(y'_t, y_t) = -\sum_t \sum_k y_k'^t \ln(y_k^t).
\]

A feasible solution for \(y'_t\) can be found by following the conditions below:
\[
\begin{align*}
    y_k'^t &= \frac{1}{p(1|\mathbf{x})} \sum_{\pi \in B^{-1}(1): \pi_t = k} p(\pi|\mathbf{x}), \\
    \frac{\partial y_k'^t}{\partial y_k'^{t'}} &= 0, \forall t, t' \in [1, T], k, k' \in L'.
\end{align*}
\]

We can get the derivative of \(\sum_t \text{CE}(y'_t, y_t)\) versus \(a_k\)
\[
\frac{\partial \sum_t \text{CE}(y'_t, y_t)}{\partial a_k} = y_k'^t - y_k^t,
\]
which equals to the CTC loss function derivative as in Equation (5).

According to Equation (1) and (2), \(p(\pi|\mathbf{x})\) and \(p(1|\mathbf{x})\) are calculated on the basis of \(Y\) and \(1\). It seems unreasonable
that the derivative of \( y_k^n \) versus \( y_k' \) equals to zero, when \( y_k^n \) depends on \( Y \). We argue that the definition of \( y_k' \) is valid, and elaborate on it as follows.

At first, we define an intermediate variable \( M = \{ m_k^i \mid t \in [1, T], k \in L' \} \), where

\[
m_k^i = \frac{1}{p(l|x)} \sum_{\pi \in \mathbb{B}^{\gamma}(l); \pi_i = k} p(\pi|x),
\]

also denoted by \( M = f(Y, l) \) for the expression convenience. In this function, the \( (Y, l) \) is a \((T|L'| + |l|)\)-dimensional independent variable, whose value is different for each sequence in each mini-batch. Over the entire training phase, \( (Y, l) \) has finite discrete values. Indexing the values of \( (Y, l) \) by \( i \), we define the ground-truth \( Y' \) as a piecewise function

\[
Y' = g(Y, l) = \begin{cases} f(Y_i, l_i) & \text{if } \exists i, (Y_i, l_i) \in U(Y_i, l_i) \\ \text{otherwise} & \end{cases}
\]

where \( U(\cdot) \) stands for neighborhood. It’s easy to know

\[
\begin{align*}
\partial Y'/\partial Y_i &= f'(Y_i, l_i), \\
\partial Y'/\partial l_i &= g'(Y_i, l_i) = 0.
\end{align*}
\]

Omitting \( i \) and substituting \( Y = \{ y_k^n \} \) and \( Y' = \{ y_k' \} \) into the above equation, we can get Equation (25).

Some examples of \( Y \) and the corresponding \( Y' \) are illustrated in Figure 3 for an intuitive perception.

2.5. Weighted CTC Loss

Given the cross entropy loss function in Equation (26), we can apply weighting methods for classification tasks to improve CTC. We should notice that, compared with the ground-truth in a general classification task, \( y_k' \) does not follow the probability distribution where one of the classes has a probability of 1 and the other classes have a probability of 0, so there is no ground-truth \( \text{class} \). We adopt the weighting method in two different ways to accommodate this situation. One way is to assign weights for different classes, and it is called \text{class weighting}. The other way is \text{sample weighting}, where each sample weight is calculated based on \( y_k' \).

At first, we introduce weighting factors to balance the label and \text{blank} samples. The \text{class-weighted CTC} loss function is defined as

\[
\text{CTC}^{\text{cn}}(l, x) = -\sum_t \sum_k \alpha_k y_k'^n \ln(y_k^l),
\]

where

\[
\alpha_k = \begin{cases} 1 - \alpha & \text{if } k = \text{blank} \\ \alpha & \text{otherwise} \end{cases}
\]

is the weighting factor for class \( k \), and \( \alpha \in [0, 1] \) is a tunable parameter. The \text{sample-weighted CTC} loss function is

\[
\text{CTC}^{\text{sp}}(l, x) = -\sum_t \alpha_t \sum_k y_k'^n\ln(y_k^l),
\]

where \( \alpha_t \) is the weighting factor for sample \( t \) defined as

\[
\alpha_t = \alpha(1 - y_{t\text{blank}}) + (1 - \alpha)y_{t\text{blank}}.
\]

It is easy to know that when \( \alpha \) is taken as 0.5, the above two weighted CTC losses are equivalent to the CTC loss.

We introduce focal loss to CTC, naming it as \text{connectionist temporal focal loss (CTFL)}, to focus the training process on hard samples. Extending focal loss from binary classification to multi-class case is straightforward. Defining \( p_t \) as the estimated probability for the ground-truth class, \((1 - p_t)^\gamma \) is used to down-weight easy samples, where \( \gamma \geq 0 \) is a tunable focusing parameter. But as analyzed before, there is no ground-truth class for \( y_k' \). In this case, we extend the sample weights of focal loss to class weights form \( |y_k^- - y_k^0|\gamma \), where \( |y_k^- - y_k^0| \) denotes the distance between the estimated and ground-truth probabilities for class \( k \). For class weighting, we use the distances as the class weights of each sample, and define the \text{classes-weighted CTFL} as

\[
\text{CTFL}^{\text{cn}}(l, x) = -\sum_t \sum_k |y_k^- - y_k^0|\gamma y_k'^n\ln(y_k^l),
\]

As with sample weighting, each sample weight is calculated by summing the distances over all classes. The \text{sample-weighted CTFL} is given as

\[
\text{CTFL}^{\text{sp}}(l, x) = -\sum_t \left( \sum_k |y_k^- - y_k^0|\gamma \right) (\sum_k y_k'^n\ln(y_k^l)).
\]
It is easy to notice that when the value of $\gamma$ is 0, CTFL degenerates into the CTC loss.

See the appendix for the loss derivatives and formula derivation processes.

3. Experiments

To evaluate the effects of the weighted CTC losses, we compare them with the CTC loss according to the convergence process and recognition performance of the models. For all the experiments, the accuracy refers to sequence accuracy, i.e. the percentage of testing images correctly recognized. Although different losses are adopted for training, the output is always the CTC loss, for it is an indicator of the probability of correctly recognizing a sequence according to Equation (3).

3.1. Datasets

For all the following experiments, we use the synthetic dataset released by (Jaderberg et al., 2014) as the training data. The dataset consists of 8 million word images and their corresponding ground-truth words. All the images are generated by a synthetic data engine using a 90k word dictionary, and are of different sizes. For training efficiency, we construct a training set Synth consisting of $32 \times 256$ images: At first, all word images are scaled to have height 32 without changing their aspect-ratios. If the scaled width is larger than 256, we continue to scale the image to $32 \times 256$. If there’s enough room for the next scaled image, we append it to this image after 20 columns of zeros. Otherwise, we pad the scaled image to width 256 with zeros. Besides, we construct the other training set Synth100, which is more balanced between different classes. It is the same as Synth but containing 100 times extra copies of the images containing digits. The character number of each class in Synth and Synth100 is displayed in Figure 4.

There are four popular benchmarks for scene text recognition used for model performance evaluation, namely IIIT5k, Street View Text (SVT), ICDAR 2003 (IC03) and ICDAR 2013 (IC13). IIIT5k (Mishra et al., 2012) contains 3,000 cropped word images collected from the Internet. SVT (Kai et al., 2012) contains 647 word images cropped from 249 street-view images that are collected from Google Street View. IC03 (Lucas et al., 2003) contains 251 scene images, we discard words that either contain non-alphanumeric characters or have less than three characters, and get 860 cropped word images. IC13 (Karatzas et al., 2013) contains 1,095 word images in total, we discard words that contain non-alphanumeric characters, and get 1,015 word images with ground-truths. In addition, we construct a subset Train with the first 64,000 images taken from the training set to evaluate the model performance on the training data.

3.2. Implementation Details

There are two networks used in our experiments, one is CRNN (Shi et al., 2017), the other is a CNN replacing the BLSTM layers in CRNN with residual blocks (He et al., 2016a). The network configurations are summarized in Table 1.

Unless otherwise stated, we use the CNN as the default network and Synth100 as the default training set in our experiments. We implement the network architecture within the Caffe (Jia et al., 2014) framework, with custom implementation for the loss layer. Networks are trained with stochastic gradient descent (SGD). The decay rate of weights is 0.0005, and the momentum is 0.9. The initial learning rate is 0.01, and it is decreased by a factor of 0.1 after every fix number of iterations denoted as learning rate step. Three different training strategies are used in our experiments: \textbf{bs32-400k}: batch size = 32, learning rate step = 100,000, max iterations = 400,000; \textbf{bs32-800k}: batch size = 32, learning rate step = 200,000, max iterations = 800,000; \textbf{bs256-40k}: batch size = 256, learning rate step = 20,000, max iterations = 40,000.

For all the experiments, we get the recognition results by the lexicon-free best path decoding (Graves & Gomez, 2006).

3.3. Complexity Analysis

We propose four weighted forms of the CTC loss, and compare the algorithm complexities of them to CTC. According to their loss function derivatives, the gradient updating procedures are performed based on $y^t_k$ and $y^t_{\alpha_k}$, which
We obtain the time complexity of CTC by summing up the same time and space complexity as the CTC loss. The additional time complexity and training time for each weighted loss, compared with the CTC loss. Trn. Time denotes training time spent for 100,000 iterations.

### Table 1. Network configurations. ‘Conv’ is short for convolutional layer, and ‘MP’ is short for max pooling layer. ‘c’ stands for channels, which denotes the number of feature maps for convolutional layer, the number of hidden units for BLSTM layer, and the bottleneck channels for residual unit. ‘k’, ‘s’, ‘p’ stand for kernel, stride and padding sizes respectively. ‘bn’ stands for batch normalization, ‘softmax’ stands for softmax activation function. The residual unit used here is the full pre-activation version proposed in (He et al., 2016a).

(a) CRNN

| Type  | Configuration |
|-------|---------------|
| INPUT | $1 \times W \times 32$ |
| CONV  | c64,k3x3,p1x1 |
| MP    | K2x2,s2x2   |
| CONV  | c128,k3x3,p1x1 |
| MP    | K2x2,s2x2   |
| CONV  | c256,k3x3,p1x1,bn |
| CONV  | c256,k3x3,p1x1 |
| MP    | K2x2,s1x2,p1x0 |
| MP    | K2x2,s1x2,p1x0 |
| CONV  | c512,k3x3,p1x1,bn |
| CONV  | c512,k3x3,p1x1 |
| MP    | K2x2,s1x2,p1x0 |
| MP    | K2x2,s1x2,p1x0 |
| BLSTM | c256 |
| BLSTM | c256 |
| OUTPUT| c37,softmax  |

(b) CNN

| Type  | Configuration |
|-------|---------------|
| INPUT | $1 \times W \times 32$ |
| CONV  | c64,k3x3,p1x1 |
| MP    | K2x2,s2x2   |
| CONV  | c128,k3x3,p1x1 |
| MP    | K2x2,s2x2   |
| CONV  | c256,k3x3,p1x1,bn |
| CONV  | c256,k3x3,p1x1 |
| MP    | K2x2,s1x2,p1x0 |
| MP    | K2x2,s1x2,p1x0 |
| CONV  | c512,k3x3,p1x1,bn |
| CONV  | c512,k3x3,p1x1 |
| MP    | K2x2,s1x2,p1x0 |
| MP    | K2x2,s1x2,p1x0 |
| ResUNIT | c128,k5x1,p2x0 |
| ResUNIT | c128,k5x1,p2x0,bn |
| OUTPUT| c37,softmax  |

### Table 2. The additional time complexity and training time for each weighted loss, compared with the CTC loss. Trn. Time denotes training time spent for 100,000 iterations.

| Method   | Complexity-CPU | Complexity-GPU | Trn. Time |
|----------|----------------|----------------|-----------|
| CTC      | $O(|I| + O(|L'|))$ | $O(|I| + O(|L'|))$ | 197MIN |
| CTC$^\alpha$ | $O(|I|)$ | $O(|I|)$ | 199MIN |
| CTC$^\gamma$ | $O(|L'|)$ | $O(|L'|)$ | 195MIN |
| CTFL$^\alpha$ | $O(|I|)$ | $O(|I|)$ | 200MIN |
| CTFL$^\gamma$ | $O(|L'|)$ | $O(|L'|)$ | 194MIN |

### 3.4. Overall Comparison

We train a group of models with each weighted CTC loss under variable hyper-parameters. The training strategy is bs32-400k. The convergence processes of models are shown in Figure 5, and the recognition performances are illustrated in Figure 6. Note that when $\alpha$ is taken as 0.5 and $\gamma$ is taken as 0, a weighted CTC loss becomes the CTC loss.

The parameter $\alpha$ in CTC$^\alpha$ and CTC$^\gamma$ is used to adjust the ratio of influences coming from label and blank samples. Figure 5(a) shows the effect of CTC$^\alpha$ is not ideal. Figure 5(b) suggests that the accuracy degradation is caused by excess blank samples, which is consistent with our class imbalance speculation, for the degradation is more obvious under a lower $\alpha$. CTC$^\gamma$ can prevent the accuracy degradation by focusing more attention on label samples, but it brings no obvious improvement for the recognition performance, as shown in Figure 6(b). Based on our experience, CTC$^\gamma$ benefits the model performance in some situations, but the improvements are minor compared with CTFL.
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Figure 6. Recognition accuracies on four test sets the training set. Each subfigure corresponds the performances of models trained with a weighted CTC losses under variable hyper-parameters.

we ignore the \( \alpha \)-weighting for the rest of this paper, and focus on discussing the effects of CTFL.

According to Figure 5(c) and 5(d), CTFL can prevent the accuracy degradation, as well as improve the recognition performance on the training set. CTFL\(_{sp}\) performs slightly better than CTFL\(_{cs}\) on recognition accuracy. Moreover, compared with CTFL\(_{cs}\), CTFL\(_{sp}\) has no negative impact on the CTC loss, i.e. the probability of correctly recognizing a sequence. It means that CTFL\(_{sp}\) will not damage the recognition performance when the decoding method is based on the probability. Figure 6(c) and 6(d) suggest \( \gamma = 2 \) for CTFL\(_{cs}\) and \( \gamma = 1 \) for CTFL\(_{sp}\). These values are adopted for the rest of our experiments. However it is possible that the optimal values of the parameters are different for different tasks.

3.5. Deal with Class Imbalance

To investigate the effectiveness of CTFL for imbalanced classes, we train a set of models with the CTC loss and CTFL on Synth and Synth100 respectively. The training strategy is bs32-400k. The recognition performances on four test sets are presented in Table 3. The results are also illustrated in Figure 7 to provide a direct perception.

Comparing between the models trained with the CTC loss over different

| TRN. SET | METHOD   | IIIT5K | SVT  | IC03 | IC13 |
|----------|----------|--------|------|------|------|
| Synth    | CTC      | 72.9   | 75.6 | 85.6 | 78.7 |
|          | CTFL\(_{cs}\) | 78.6   | 74.5 | 89.1 | 84.7 |
|          | CTFL\(_{sp}\) | 80.4   | 75.6 | 90.3 | 84.7 |
| Synth100 | CTC      | 80.0   | 75.6 | 88.7 | 86.3 |
|          | CTFL\(_{cs}\) | 80.0   | 76.2 | 89.7 | 85.4 |
|          | CTFL\(_{sp}\) | 81.0   | 76.8 | 90.7 | 85.6 |

Figure 7. The illustration of recognition performances in Table 3.

The CTFL focus the network on hard samples during training, thus improves the network’s recognition ability for disadvantaged classes, i.e. digits in this case. Comparing between the models trained on Synth, the models trained with CTFL achieve much better performances than CTC, and their performances are nearly as good as models trained on the balanced training set Synth100.

3.6. Facilitate Convergence

The convergence process of a model is influenced by the training settings, including batch size, learning rate, network architecture, etc. To evaluate the effect of CTFL on convergence for different training settings, in addition to the experiments above, we conduct another two groups of comparison experiments. The training settings and model performances for the three groups of experiments are shown in Table 4.

Comparing models trained with the CTC loss over different
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Table 4. The performances of models trained with different loss functions under three groups of training settings. Trn. St. is short for training settings, which include the network configuration and the training strategy. Note that CTC(800k) denotes the model is trained with the CTC loss under strategy bs32-800k.

| Trn. St.       | METHOD  | IIT5k | SVT  | IC03 | IC13 | TRAIN |
|---------------|---------|-------|------|------|------|-------|
| CNN bs32-400k| CTC     | 80.0  | 75.6 | 88.7 | 86.3 | 88.3  |
|               | CTFL\(^{cs}\) | 80.0  | 76.2 | 89.7 | 85.4 | 88.7  |
|               | CTFL\(^{sp}\) | 81.0  | 76.8 | 90.7 | 85.6 | 89.8  |
| CNN bs256-40k| CTC     | 77.2  | 71.4 | 86.9 | 84.1 | 85.5  |
|               | CTFL\(^{cs}\) | 78.7  | 72.6 | 87.7 | 84.5 | 86.6  |
|               | CTFL\(^{sp}\) | 78.8  | 75.1 | 88.6 | 85.2 | 87.9  |
| CRNN bs32-400k| CTC     | 76.4  | 69.1 | 87.2 | 82.8 | 84.0  |
|               | CTFL\(^{cs}\) | 75.1  | 72.3 | 87.3 | 82.8 | 86.3  |
|               | CTFL\(^{sp}\) | 78.3  | 73.7 | 90.9 | 84.8 | 89.5  |

Training settings, the CNN and strategy bs32-400k lead to the best model performance. The convergence process is illustrated in Figure 5 with \(\gamma = 0\). Accuracy degradation appears early during training, but as the learning rate decreases, the degradation gradually disappears and does not affect the final model performance. In this situation, the CTFL prevents the accuracy degradation and stabilizes the convergence process. But its effect of facilitating the convergence and improving the performance is not so obvious.

Compared with training strategy bs32-400k, the strategy bs256-40k leads to under-fitting models. According to Table 4, the accuracies of models trained by the CTC loss drop by about 2-4% due to the different training strategy. The convergence processes of this strategy are illustrated in Figure 8. Compared with the CTC-based training, the CTFL greatly facilitates the convergence and leads to a much better model performance. We think that the advantages of CTFL over CTC are more obvious when the CTC-based training suffers from under-fitting. This opinion is also supported by the third group of experiments, where the under-fitting is caused by the network structure, for recurrent structures are usually difficult to train. As shown in Figure 9, the models trained with CTFL easily outperform the model trained with CTC in convergence, even for the model trained for double the time.

On one hand, it usually takes a lot of effort to find the proper training settings. The CTFL facilitates the convergence, thus ensures a relatively reasonable model performance for various training settings. On the other hand, under the same training settings, models trained with CTFL always achieve better or similar performances within less training iterations.

3.7. Comparison With CRNN

Convolutional recurrent neural network (CRNN) (Shi et al., 2017) is one of the state-of-the-art approaches in CTC-based text recognition, and it is adopted in our experiments. The results of CRNN in Table 4 fall behind the reported results in (Shi et al., 2017), because the training sets and test sets are different. Although the training and test sets are built from the same datasets, the details of the building process can be different, which affects the experimental results. As shown in Table 5, we test the trained model released by (Shi et al., 2017) (downloaded from their code webpage, and supposed to have similar performance as the reported results) on our test sets, and get somehow inferior results.

![Figure 8. The convergence processes of models of CNN trained under strategy bs256-40k.](image)

![Figure 9. The convergence processes of models of CRNN trained under strategy bs32-400k or bs32-800k.](image)

To ensure a fair comparison, we compare results obtained on our test sets. Besides, we adopt the same training set and rescaling strategy, despite slightly different training settings, that are described in (Shi et al., 2017). According to Table 5, the CTC model gets similar results as the released CRNN model, and the model trained with CTFL achieves better results.
Table 5. The results of models with CRNN architecture. Our models are trained with SGD, batch-size 64, for 600k iterations on rescaled 100 × 32 images then 200k iterations on variable-size images.

| Method         | HIT5K | SVT   | IC03 | IC13 |
|----------------|-------|-------|------|------|
| Reported       | (Shi et al., 2017) | 81.2  | 82.7 | 91.9 | 89.6 |
| Results on     | (Shi et al., 2017) | 80.2  | 79.9 | 90.0 | 86.2 |
| Our Test Sets  | CTC   | 82.0  | 81.8 | 91.5 | 88.6 |

4. Conclusion

In this paper, we provide a new perspective to modify the CTC method. The basic idea is to treat, instead of a sequence, each timestep in the sequence as a sample. Accordingly, we reinterpret the CTC loss for sequences into the cross entropy loss for timesteps through a pseudo ground-truth. The cross entropy form makes it possible for the CTC loss to cooperate with re-weighting strategy.

We introduce label/blank weighting and focal loss to CTC and get four weighted CTC losses. The experiments show that the sample-weighted CTFL generally performs best among them. The proposed losses are proven to have the same complexity as CTC and the following benefits: eliminating the accuracy degradation, better performance when trained on imbalanced data, and contributing to faster and better convergence in some cases.

Apart from the re-weighting method in this paper, the reinterpretation of CTC may be potentially useful in other contexts that is worthy of exploration in the future.
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A. Cross Entropy Form of CTC

In the paper, we define a pseudo ground-truth $y'_t = \{y'_k | k \in L'\}$, where

$$
\begin{cases}
y'_t = \frac{1}{p(\pi|x)} \sum_{\pi \in B^{-1}(1)} p(\pi|x), \\
\frac{\partial y'_t}{\partial y'_t} = 0, \forall t, t' \in [1, T], k, k' \in L',
\end{cases}
$$

(25)

to reinterpret the CTC loss as the sum of cross entropy losses. To this end, we need to prove that $y'_t$ is a feasible solution of

$$
\text{CTC}(l, x) = \sum_t \text{CE}(y'_t, y_t) = - \sum_t \sum_k y'_t \ln(y'_t).
$$

(26)

It means given the definition of $y'_t$, Equ. (26) holds.

For an ideal situation, the CTC and the cross-entropy loss are both 0, equality holds. Therefore, we only need to prove that the derivatives of the them are equivalent.

Having $\{a'_k | t \in [1, T], k \in L\}$ denote the unnormalized network outputs, we normalize them with the softmax activation,

$$
y'_k = \text{softmax}(a'_k) = \frac{e^{a'_k}}{\sum_{k'} e^{a'_{k'}}}.
$$

(27)

It’s easy to know

$$
\frac{\partial y'_t}{\partial a'_k} = \begin{cases} 0 & \text{if } t' \neq t \\
y'_t(1 - y'_t) & \text{if } t' = t, k' = k \\
-y'_ky'_{k'} & \text{if } t' = t, k' \neq k.
\end{cases}
$$

(28)

The derivation of cross entropy formatted CTC versus $y'_t$ can be calculated as

$$
\frac{\partial}{\partial a'_k} \sum_t \text{CE}(y'_t, y_t) = - \sum_t \sum_{k'} y'_t \ln(y'_{k'}),
$$

(29)

and its derivation with respect to $a'_k$ can be calculated as

$$
\frac{\partial}{\partial a'_k} \text{CTC}(l, x) = - \sum_k \sum_t \alpha_k y'_t \ln(y'_k),
$$

(31)

where

$$
\alpha_k = \begin{cases} 1 - \alpha & \text{if } k = \text{blank} \\
\alpha & \text{otherwise}.
\end{cases}
$$

(32)

B. Derivation Process of $\text{CTC}^{\text{cs}}$

The class-weighted CTC loss function is

$$
\text{CTC}^{\text{cs}}(l, x) = - \sum_k \sum_t \alpha_k y'_t \ln(y'_k),
$$

(33)

The derivation of $\text{CTC}^{\text{cs}}$ versus $y'_k$ can be calculated as

$$
\frac{\partial}{\partial y'_k} \text{CTC}^{\text{cs}}(l, x) = - \frac{\partial}{\partial y'_k} \sum_t \alpha_k y'_t \ln(y'_k),
$$

(33)
and its derivation with respect to \(a_k\) can be calculated as

\[
\frac{\partial \text{CTC}^{sp}(l, x)}{\partial a_k} = \frac{\partial}{\partial y_k} \sum_t \text{CTC}^{sp}(l, x) + \sum_{k' \neq k} \frac{\partial}{\partial y_{k'}} \sum_t \text{CTC}^{sp}(l, x) \frac{\partial y_{k'}}{\partial a_k}
\]

\[
= (\alpha_k y_k \| y_k - y_k \| y_k \ln(y_k) - \alpha_k y_k \| y_k \gamma \ln(y_k)) + \alpha_k y_k \| y_k \gamma |(\text{sign}(y_k - y_k) \ln(y_k) + |y_k - y_k|)
\]

(D. Derivation Process of CTC

C. Derivation Process of CTC

The sample-weighted CTC loss function is

\[
\text{CTC}^{sp}(l, x) = -\sum_t \alpha_t \sum_k y_k \ln(y_k),
\]

where

\[
\alpha_t = \alpha(1 - y_{\text{blank}}^t) + (1 - \alpha) y_{\text{blank}}^t.
\]

Since the derivation of \(\alpha_t\) versus \(y_k\) can be calculated as

\[
\frac{\partial \alpha_t}{\partial y_k} = \frac{\partial \alpha(1 - y_{\text{blank}}^t) + (1 - \alpha)}{\partial y_k} = 0,
\]

and its derivative versus \(a_k\) is

\[
\frac{\partial \alpha_t}{\partial a_k} = 0.
\]

The derivation of \(\text{CTC}^{sp}\) with respect to \(a_k\) is

\[
\frac{\partial \text{CTC}^{sp}(l, x)}{\partial a_k} = -\frac{\partial}{\partial y_k} \sum_t \alpha_t \sum_k y_k \ln(y_k)\frac{\partial y_k}{\partial a_k}
\]

\[
= -(y_k - y_k) \ln(y_k) + (1 - \gamma y_k \ln(y_k)) \frac{\partial y_k}{\partial a_k} \alpha_t
\]

\[
= -(y_k - y_k) \alpha_t.
\]

E. Derivation Process of CTFL

The sample-weighted CTFL is given as

\[
\text{CTFL}^{sp}(l, x) = -\sum_t (\sum_k |y_k - y_k|) \sum_k y_k \ln(y_k),
\]

and we find its derivative with respect to \(a_k\) as

\[
\frac{\partial \text{CTFL}^{sp}(l, x)}{\partial a_k} = (y_k - y_k) \sum_{k'} y_k \ln(y_k) + y_k \ln(y_k) \sum_{k'} y_k \ln(y_k),
\]

\[
= z_k = \text{sign}(y_k - y_k) \gamma y_k \ln(y_k) + y_k \ln(y_k) |y_k - y_k|^{-1}.
\]

To simplify the calculation process, we assume that the partial derivative of the sample weight \(\sum_k |y_k - y_k|^\gamma\) versus \(y_k\) is negligible. In this case, there is

\[
\frac{\partial \sum_k |y_k - y_k|^\gamma}{\partial a_k} \approx 0,
\]

and the simplified derivative of CTFL can be calculated
as

\[
\frac{\partial \text{CTFL}^{sp}(1, x)}{\partial a^t_k} = - \frac{\partial}{\partial a^t_k} \left( \sum_k |y^t_k - y'^t_k| \gamma \sum_k y'^t_k \ln(y^t_k) \right)
\]

\[
\approx - \frac{\partial y'^t_k \ln(y^t_k)}{\partial a^t_k} \sum_k |y^t_k - y'^t_k| \gamma
\]

\[
= (y^t_k - y'^t_k) \sum_{k'} |y^t_{k'} - y'^t_{k'}| \gamma.
\]