Holographic scattering requires a connected entanglement wedge
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1 Introduction

Asymptotically anti-de Sitter spacetimes in \((d+1)\) dimensions have the property that 2-to-\(d\) asymptotic scattering configurations may admit local scattering in the bulk but not on the boundary. In [1–4], this feature was shown to be related to perturbative singularities in boundary correlation functions in holographic theories of quantum gravity. In this work, we relate this causal phenomenon to ideas from quantum information theory: whenever a 2-to-2 asymptotic scattering configuration admits a bulk scattering region in an asymptotically AdS\(_{2+1}\) spacetime, we show that boundary regions associated with the scattering process must have \(O(1/G_N)\) mutual information in the holographic limit.

The existence or nonexistence of \(O(1/G_N)\) mutual information between non-overlapping boundary regions is controlled by the bulk geometry. The HRRT formula [5–9]
states that the entanglement entropy of a boundary domain of dependence \( V \) may be computed, at leading order in \( G_N \), by the area of the smallest-area extremal surface homologous to the spatial boundary of \( V \):

\[
S(A) = \min_{\mathcal{E}_V \sim V} \left[ \frac{\text{Area}(\mathcal{E}_V)}{4G_N} \right] + O(1). \tag{1.1}
\]

The spacelike regions between cross-sections of \( V \) and its HRRT surface \( \mathcal{E}_V^{\text{min}} \) are called homology regions \( \mathcal{R}_V \). Their domain of dependence is called the entanglement wedge \( E_W(V) \). It has been argued \cite{10-15} that boundary operators in \( V \) are dual to bulk operators in \( E_W(V) \); this is known as entanglement wedge reconstruction. When the mutual information

\[
I(V_1 : V_2) = S(V_1) + S(V_2) - S(V_1 \cup V_2) \tag{1.2}
\]

between two spacelike-separated domains of dependence \( V_1 \) and \( V_2 \) is nonzero at order \( 1/G_N \), equation (1.1) implies that \( E_W(V_1 \cup V_2) \) is connected.\(^1\)

\(^1\)Here we implicitly assume that \( V_1 \) and \( V_2 \) are themselves connected; when they have multiple connected components, the entanglement wedge need only contain a connected component that “stretches between” components of \( V_1 \) and \( V_2 \).

---

More formally, we define the bulk scattering region

\[
J_{12 \rightarrow 12} \equiv J^+(c_1) \cap J^+(c_2) \cap J^-(r_1) \cap J^-(r_2), \tag{1.3}
\]

as the set of all bulk points that are in the future of both input points and the past of both output points. The corresponding region on the boundary is denoted

\[
\hat{J}_{12 \rightarrow 12} \equiv \hat{J}^+(c_1) \cap \hat{J}^+(c_2) \cap \hat{J}^-(r_1) \cap \hat{J}^-(r_2). \tag{1.4}
\]

In general, we use \( J^\pm(S) \) to denote the future/past of a set \( S \) in the bulk, and \( \hat{J}^\pm(S) \) to denote the future/past of \( S \) restricted to the boundary. We also use the restricted notation, e.g., \( J_{1 \rightarrow 12} \) and \( \hat{J}_{1 \rightarrow 12} \) to denote the bulk/boundary points in the future of \( c_1 \) and the past of both \( r_1 \) and \( r_2 \), as above. A bulk-only scattering configuration is one in which \( J_{12 \rightarrow 12} \) has nonempty interior, while \( \hat{J}_{12 \rightarrow 12} \) is empty. Our main theorem is then as follows:

**Theorem 1 (Connected wedge theorem)** Let \( \{c_1, c_2, r_1, r_2\} \) be a bulk-only scattering configuration on the boundary of an asymptotically AdS spacetime with a holographic dual. Let \( V_1 \) and \( V_2 \) be boundary regions defined by

\[
V_1 = \hat{J}_{1 \rightarrow 12} \quad \text{and} \quad V_2 = \hat{J}_{2 \rightarrow 12}. \tag{1.5}
\]

Then \( V_1 \) and \( V_2 \) are spacelike-separated domains of dependence, and the entanglement wedge of \( V_1 \cup V_2 \) is connected.
When \( \{c_1, c_2, r_1, r_2\} \) admits a boundary scattering region, \( V_1 \) and \( V_2 \) overlap on the boundary and their union \( V_1 \cup V_2 \) automatically has a connected entanglement wedge. The converse of Theorem 1, that a connected entanglement wedge implies a nonempty scattering region, is not true.\(^2\)

Theorem 1 was recently suggested by one of us based on a boundary argument using tools from operational quantum information theory [16]. The purpose of the present work is (i) to refine that argument by accounting for errors in the quantum information protocol, (ii) to provide a proof of Theorem 1 in the bulk using semiclassical general relativity together with the HRRT formula, and (iii) to interpret Theorem 1 in terms of recent developments in quantum information theory applied to quantum gravity.

The arguments of [16] suggested that general relativity needs to have a sophisticated understanding of quantum information theory for the AdS/CFT correspondence to be self-consistent. In the present work, we show that this is indeed the case: general relativity does know quantum information.

\(^2\)For discussion of this point and an explicit counterexample, see section 3.2.
This is similar in spirit to earlier work on deriving Einstein’s equations from the first law of entanglement [17–22]. However, in our case, information-theoretic boundary arguments imply bulk constraints that are highly nonlocal in both space and time. The existence of a bulk scattering region in the far future leads to an inequality relating the areas of two surfaces, themselves separated by a large spacelike distance. Nevertheless, general relativity is clever enough to enforce this relationship.

We now give a brief summary of this paper.

In section 2, we give a refined version of the arguments toward Theorem 1 from [16]. By thinking of the scattering process as a quantum computation that needs to be possible in both the bulk and the boundary, we are able to use operational tools from quantum information theory to argue that \(V_1\) and \(V_2\) must have \(O(1/G_N)\) mutual information. Specifically, we argue that the scattering process can be used to perform a simple quantum computation; conjectured restrictions on the resources necessary to complete the same computation on the boundary give the desired result.

In section 3, we prove Theorem 1 from a bulk perspective using classical general relativity. This proof proceeds by contradiction. We assume that the entanglement wedge of \(V_1 \cup V_2\) is disconnected, and then, by applying focusing theorems both to lightsheets of extremal surfaces and to causal horizons, construct a surface with area smaller than \(C_{V_1 \cup V_2}^{\min}\) on any complete achronal slice containing \(C_{V_1 \cup V_2}^{\min}\). This contradicts the maximin procedure for finding HRRT surfaces [12]. This proof has the additional feature of providing a lower bound on \(I(V_1 : V_2)\) in terms of the geometry of bulk null surfaces.

In section 4, we prove that whenever the conditions of Theorem 1 are satisfied, the scattering region \(J_{12} \rightarrow 12\) must lie inside the entanglement wedge \(E_W(V_1 \cup V_2)\).\(^3\) Intuitively, this means that the bulk scattering point is always encoded in the boundary region \(\hat{J}_1 \rightarrow 12 \cup \hat{J}_2 \rightarrow 12\), which is the region that can be causally influenced by at least one of the two inputs points \(c_i\), and can itself causally influence both output points \(r_i\).

In section 5, we discuss various related issues and open questions. In particular, we point out that there exist quantum computations where the most efficient known protocols require an exponential amount of entanglement, when no scattering region exists. Nonetheless, holography appears to be able to perform the computation with only linear entanglement in the boundary theory. This is consistent with all known lower bounds on the entanglement required, but provides strong evidence that vastly more efficient protocols exist than are currently known, with consequences for quantum cryptography. We also discuss potential generalizations of these ideas to higher-dimensional settings, alternative proofs of Theorem 1, and a potential connection to metric reconstruction.

Throughout this paper, we work in units with \(\hbar = c = 1\), leaving Newton’s constant \(G_N\) explicit. We also often work in units where the AdS radius satisfies \(\ell_{\text{AdS}} = 1\). Section 3 uses the notational conventions of [23] for general relativity, working in a mostly-pluses metric signature and using Latin letters \(a, b, \ldots\) to denote “abstract” tensor indices.

\(^3\)We thank Veronika Hubeny and Mukund Rangamani for first suggesting to us that this might be true.
Figure 2. a) The send-receive task. A quantum state $|\psi\rangle$ is received at a spacetime location $c$, and must be returned to $r$. b) The $B_{84}$ task, which we employ to prove the connected wedge theorem. At $c_1$ the quantum system $A$ is received which holds a state $H^q|b\rangle$. At $c_2$ a classical bit $q \in \{0, 1\}$ is received. For the task to be completed successfully, $b$ should be produced at both $r_1$ and $r_2$.

2 Boundary proof from quantum tasks

2.1 The $B_{84}$ task

In the introduction we discussed scattering experiments, and insights gained by noting that some arrangements of input and output points give bulk-only scattering configurations. In this section we view such scattering experiments in the context of quantum information — the in- and out- scattering states become the inputs and outputs of a quantum computation. As we will see, bulk-only scattering configurations place requirements on the boundary state. In particular, arguments from operational quantum information theory suggest that large correlations must be present between the regions $V_1$ and $V_2$ that are associated with the scattering configuration. These large correlations imply a connected entanglement wedge.

To motivate the particular scattering set-up we will use to argue for Theorem 1, it is helpful to revisit quantum teleportation. Consider figure 2a, which shows what we call the send-receive task. We consider an input point $c$, where a quantum state $|\psi\rangle$ is received, and an output point $r$, where $|\psi\rangle$ should be sent. Importantly, there are two approaches to completing this send-receive task — a local approach and a nonlocal approach. The local approach is to record $|\psi\rangle$ in some localized excitation and send it from $c$ to $r$. The nonlocal approach is to use entanglement to teleport $|\psi\rangle$ from $c$ to $r$. In the context of holographic traversable wormholes $[24-26]$, from a bulk perspective a localized excitation travels through a wormhole — i.e. the local approach — while in the boundary picture the excitation is transmitted via a version of quantum teleportation — the nonlocal approach.

Now consider the set-up shown in figure 2b. For historical reasons $[27]$, we refer to this as the $B_{84}$ task. The task has two inputs and two outputs. The input locations are labeled
Figure 3. Circuit diagram that completes the $B_{84}$ task. Blue lines indicate classical inputs and outputs. The protocol uses one EPR pair, $|\Psi^+\rangle_{AB} = \frac{1}{\sqrt{2}}((|00\rangle + |11\rangle)$ as a resource. $b$ is a function of the classical measurement outcomes according to $(-1)^b = s_1^s_2^{-1}q_{3}$. Importantly, the operations performed in the circuit can be placed in the nonlocal form shown in b).

by $c_1$, $c_2$, the output locations by $r_1$, $r_2$. At $c_2$, a classical bit $q \in \{0, 1\}$ is received. At $c_1$, a qubit in the state $H^q|b\rangle$ is received, where $b \in \{0, 1\}$ and $H$ is the Hadamard operator. We consider the input parameters $b$ and $q$ to be drawn independently and at random. To complete the task, $b$ should be made available at $r_1$ and at $r_2$.

As with the send-receive task, there are local and nonlocal procedures for completing the $B_{84}$ task. We will argue that, as for traversable wormholes, the task can be completed locally in the bulk, but must be completed nonlocally on the boundary. The local approach to completing $B_{84}$ is straightforward. Send $q$ from $c_2$ to $J_{12\rightarrow12}$, and $H^q|b\rangle$ from $c_1$ to $J_{12\rightarrow12}$. Inside $J_{12\rightarrow12}$, apply $H^q$ and then measure in the computational basis to determine $b$. Finally, send $b$ from $J_{12\rightarrow12}$ to both $r_1$ and $r_2$. We can use this simple protocol to complete the $B_{84}$ task whenever the spacetime region $J_{12\rightarrow12}$ is nonempty.

To complete the $B_{84}$ task using a nonlocal approach, consider the quantum circuit shown in figure 3a. It is straightforward to check that this circuit completes the task. There are two important features of this circuit. First, it can be run without ever performing a gate within the region $J_{12\rightarrow12}$. This is why we say that it completes the task nonlocally. Second, the circuit makes use of an EPR pair shared between $c_1$ and $c_2$. This shared entanglement is necessary to complete the task using a nonlocal approach.

Before studying the $B_{84}$ task in more detail we should make explicit its connection to holography. Consider figure 4. There, we have embedded the $B_{84}$ task into a scattering scenario in an asymptotically $AdS_{2+1}$ spacetime. Specifically, the points $c_1, c_2, r_1, r_2$ of the $B_{84}$ task become points on the boundary of AdS. The inputs $q, H^q|b\rangle$ are recorded into localized excitations falling in towards the center of AdS, and the outputs are localized

---

4The Hadamard operator satisfies $H|0\rangle = |+\rangle$ and $H|1\rangle = |-\rangle$, with $|\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}$.
Figure 4. The $B_{84}$ task considered in an asymptotically AdS spacetime. The bulk view is shown at left, while the boundary perspective is at right. The task should be possible in the boundary whenever it is possible in the bulk.

... excitations coming out towards the boundary. We can consider this task within either the bulk or boundary descriptions. Since the AdS/CFT duality relates the two viewpoints, any process that successfully completes the task in the bulk must be dual to a corresponding boundary process that also successfully completes the task.

Consider first the bulk picture. If the spacetime region $J_{12 \to 12}$ is nonempty, then it should be possible to successfully complete the $B_{84}$ task in the bulk, by using the local procedure described above. Of course, the details of how one would do this are somewhat complicated. Essentially, one would need to construct a machine within the bulk theory that can (i) carry the qubit $H^q|b\rangle$, (ii) receive and process the classical bit $q$, (iii) measure the qubit, and finally (iv) send the classical signal $b$ to both output points. This machine can be constructed at the asymptotic boundary, at point $c_1$, and then thrown into the scattering region $J_{12 \to 12}$, where it can receive the classical signal $q$ from the input point $c_2$ and then send the output signal $b$ to both $r_1$ and $r_2$.

Can such a machine, or some equivalent method of completing the $B_{84}$ task, actually exist in any given bulk theory? This question is hard to answer definitively: without using our knowledge of the real world, it even seems prohibitively difficult to argue from first principles that such a machine could be constructed out of the standard model. However, since it is believed that string theory is rich enough to describe the real world, we are hopeful that there should exist holographic theories where such objects can be constructed in the bulk.

Let us assume that we are able to find a bulk process that successfully completes the $B_{84}$ task. We now want to understand the same process in the dual boundary perspective. At this point the geometrical observation discussed in the introduction becomes important. Even while the bulk region $J_{12 \to 12}$ is nonempty, the boundary region $\tilde{J}_{12 \to 12}$ may be empty.
This means that in the CFT picture the task cannot be completed locally. Instead, the local bulk process must be completed nonlocally in the boundary. The necessity of entanglement for any successful nonlocal strategy leads to Theorem 1.

Before making this claim more precise, it is useful to consider a generalization of the $B_{84}$ task. In particular we will consider the one-parameter family of tasks denoted $B_{84}^n$, which consist of the $B_{84}$ task repeated $n$ times in parallel. The parameters $b_i$ and $q_i$ for each repetition of the task are independent. From quantum cryptography we know that the success probability of the $B_{84}^n$ task is bounded by the following lemma [28]:

**Lemma 2** Consider the $B_{84}^n$ task with the bipartite resource state $\rho_{AB}$, with $A$ available at $c_1$ and $B$ available at $c_2$. Suppose the task must be completed without use of the region $J_{12}$. If $I(A : B) = 0$ then $p_{\text{suc}}(B_{84}^n) \leq \beta^n$, with $\beta = \cos^2(\pi/8)$.

We refer to the relevant literature for the proof [28]. Note that the success probability of $B_{84}^n$ is defined by the rate at which all the outputs $b_i$ are produced correctly. In the above lemma we have considered a general resource state $\rho_{AB}$, which plays the role of the EPR pair in the particular nonlocal protocol we introduced in figure 3a.

**Lemma 2** gives the strongest possible bound on success probability for the $B_{84}^n$ task, as the bound is actually achievable. To see this, suppose Alice adopts the following protocol. Upon receiving $H^q[b]$, she measures in the basis intermediate between $\{|0\rangle, |1\rangle\}$ and $\{|+,\rangle, |\rangle\}$, namely she measures in the basis $\{|0\rangle, |\rangle\}$ with

$$|\psi_0\rangle = \cos\left(\frac{\pi}{8}\right) |0\rangle + \sin\left(\frac{\pi}{8}\right) |1\rangle,$$

$$|\psi_1\rangle = \cos\left(\frac{5\pi}{8}\right) |0\rangle + \sin\left(\frac{5\pi}{8}\right) |1\rangle.\quad (2.1)$$

Her guessing strategy is to guess outcome $b = 0$ when she measures $|\psi_0\rangle$ and outcome $b = 1$ when she measures $|\psi_1\rangle$. Since Alice receives one of the four states $\{|0\rangle, |1\rangle, |+,\rangle, |\rangle\}$ with equal probability, her success probability is

$$p_{\text{suc}} = \frac{1}{4}(|0|\psi_0|^2 + 4|1|\psi_1|^2 + 1 |+|\psi_0|^2 + 1 |-|\psi_1|^2$$

$$= \cos^2\left(\frac{\pi}{8}\right)$$

$$= \beta,\quad (2.3)$$

with $\beta$ defined as in Lemma 2. Alice repeats this protocol for each parallel repetition of the task, giving her an overall success probability of $\beta^n$.

Later, we will argue that the $B_{84}$ task can be completed in the boundary with high probability. Since zero mutual information implies low success probability, we may think high success probability implies large mutual information. We prove this in the next lemma.

**Lemma 3** Consider the $B_{84}^n$ task when no central region is available. Suppose that the task is completed with probability $p_{\text{suc}} \geq 1 - \epsilon$, using a resource state $\rho_{AB}$. Then $\rho_{AB}$ must satisfy

$$\frac{1}{2} I(A : B)_{\rho} \geq - \log[2(\epsilon + \beta^n)]$$

with $\beta = \cos^2(\pi/8)$. 
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Proof. We begin by recalling that the mutual information can be written as the relative entropy between $\rho_{AB}$ and the product state $\rho_A \otimes \rho_B$,

$$I(A : B)_{\rho_{AB}} = S(\rho_{AB} \| \rho_A \otimes \rho_B). \quad (2.5)$$

The relative entropy measures distinguishability of states, so the mutual information is a measure of how distinct $\rho_{AB}$ is from the product state $\rho_A \otimes \rho_B$. In appendix A, we prove a lower bound on the distinguishability of resource states in terms of their corresponding success probabilities using the trace distance:

$$|p_{\text{suc}}(\rho_{AB}) - p_{\text{suc}}(\rho_A \otimes \rho_B)| \leq \frac{1}{2} \| \rho_{AB} - \rho_A \otimes \rho_B \|_1. \quad (2.6)$$

The trace distance is related to the fidelity by

$$\frac{1}{2} \| \rho - \sigma \|_1 \leq \sqrt{1 - F(\rho, \sigma)}, \quad (2.7)$$

and the fidelity to the relative entropy by

$$S(\rho \| \sigma) \geq -2 \log F(\rho, \sigma). \quad (2.8)$$

Combining these inequalities gives

$$I(A : B) \geq -2 \log \left[ 1 - |p_{\text{suc}}(\rho_{AB}) - p_{\text{suc}}(\rho_A \otimes \rho_B)|^2 \right] \quad (2.9)$$

Now using $p_{\text{suc}}(\rho_{AB}) \geq 1 - \epsilon$ and the upper bound $p_{\text{suc}}(\rho_A \otimes \rho_B) \leq \beta^n$ from Lemma 2, we have

$$I(A : B) \geq -2 \log \left[ 2(\epsilon + \beta^n) \right], \quad (2.10)$$

where we have dropped terms at order $O(\epsilon^2, \epsilon \beta^n, \beta^{2n}).$ \hfill

2.2 The connected wedge theorem

We will argue for Theorem 1, the connected wedge theorem, by arranging a $B^{\times n}_{84}$ task on an asymptotically AdS$_{d+1}$ spacetime. We will then apply Lemma 3 to argue that boundary regions $V_1$ and $V_2$ must have mutual information at order $1/G_N$. To apply Lemma 3 to AdS/CFT, we first need to identify the systems $A$ and $B$ appearing in the lemma with subsystems of the CFT. In the context of the nonlocal procedures discussed in the last subsection, the important feature of the $A$ subsystem was that it was available for quantum computations occurring in the future of $c_1$ and the past of $r_1$ and $r_2$. Similarly, the system $B$ was available in the future of $c_2$ and past of $r_1$ and $r_2$. This indicates we should identify $A$ with $V_1$ and $B$ with $V_2$.

There is a complication however in applying Lemma 3 to the CFT. This is because in addition to the input region systems $V_1V_2$, there is also a system $X$ that sits between the input regions. Potentially, this can act as an additional resource with which to complete the task. To be precise, we define the complementary domain of dependence $X$ by

$$X = \overline{\mathcal{J}^+(V_1 \cup V_2) \cup \mathcal{J}^-(V_1 \cup V_2)}^c. \quad (2.11)$$

\footnote{Here the overline denotes set closure.}
Figure 5. Boundary view of the $B_{84}$ task. Input regions $V_1$ and $V_2$ are shown in dark gray. The regions $X_i$, shown in light gray, sit between the input regions and add some complications to the boundary proof of Theorem 1.

In $(2+1)$ bulk dimensions, this region splits into two disconnected components $X_1$ and $X_2$ as seen in figure 5. This issue was addressed incorrectly in the argument for the connected wedge theorem appearing in [16], and the existence of the region $X$ remains the main obstruction to providing a complete proof of Theorem 1 using quantum information constraints on the boundary.

In fact, in appendix B, we provide an example of a protocol that exploits the region $X$ to complete the $B_{84}$ task nonlocally with zero mutual information between the input regions. Effectively, entanglement between the input regions is ‘hidden’ by applying a random choice of unitary matrix to the qubit in region $V_2$, with the classical information describing which unitary was chosen stored in both $X_1$ and $X_2$. The application of a random unitary destroys the entanglement between $V_1$ and $V_2$, but the ‘hidden’ entanglement in $X_1$ and $X_2$ is still accessible by the output points.

We do not believe that this loophole is relevant in the context of holography. The large amount of classical correlation between $X_1$ and $X_2$ needed to replace quantum correlations between $V_1$ and $V_2$ requires, in turn, a large amount of GHZ-type entanglement between the three regions $X_1$, $X_2$ and $V_1 \cup V_2$. Such patterns of correlation are known not to exist in stabilizer tensor networks [29], and we do not expect them to exist in holography. Instead, when the entanglement wedge is disconnected, the leading-order four-party entanglement structure is expected to be a combination of: (a) (divergent) bipartite entanglement between neighboring regions, (b) bipartite entanglement between $X_1$ and $X_2$, and (c) four-party perfect-tensor entanglement [30]. The first two possibilities cannot help,
since any system in \( X_i \) may be moved forward in time into the future light cones of the \( V_i \) without lowering the maximum success probability of the protocol. This means entanglement between the \( X_i \) can be replaced with entanglement created locally within one of the \( V_i \) and then distributed, and similarly for entanglement between \( V_i \) and \( X_i \). We believe that the third also cannot help, because there is no information accessible to both \( X_1 \) and \( X_2 \) that can be used to extract entanglement between \( V_1 \) and \( V_2 \). As far as we know, however, this statement has not been proved; as such, four-party perfect tensor entanglement therefore cannot be completely ruled out as a resource for the boundary theory to complete the \( B_{84} \) task without large mutual information between \( V_1 \) and \( V_2 \).

Finally we are ready to give the quantum information argument for the connected wedge theorem from the perspective of quantum tasks. We restate the theorem here.

**Theorem 1** Let \( \{ c_1, c_2, r_1, r_2 \} \) be a bulk-only scattering configuration on the boundary of an asymptotically AdS spacetime with a holographic dual. Let \( V_1 \) and \( V_2 \) be boundary regions defined by

\[
V_1 = \hat{J}_{1\rightarrow 12} \quad \text{and} \quad V_2 = \hat{J}_{2\rightarrow 12}.
\]  

(2.12)

Then \( V_1 \) and \( V_2 \) are spacelike-separated domains of dependence, and the entanglement wedge of \( V_1 \cup V_2 \) is connected.

**Argument.** Since \( J_{12\rightarrow 12} \) is nonempty, the \( B_{84}^{\geq n} \) task can be completed in the bulk with high success probability, say \( p_{\text{suc}} \geq 1 - \epsilon \). We should be careful though to specify exactly how large \( n \) can be taken, and how small \( \epsilon \) is. In particular we will be interested in how \( \epsilon \) and \( n \) behave with \( G_N \). We claim that in the limit \( G_N \rightarrow 0 \), we may take

\[
\epsilon \rightarrow 0,
\]

\[
n \rightarrow \infty.
\]

(2.13)

To see \( \epsilon \rightarrow 0 \), consider that on a completely classical and fixed background we expect that the bulk computation, applying a Hadamard \( H \) and measuring in the computational basis, can be completed perfectly. Since we obtain a classical, fixed, background when \( G_N \rightarrow 0 \), we expect \( \epsilon \rightarrow 0 \) in this limit. To argue \( n \rightarrow \infty \), note that the constraint on \( n \) is that we must avoid sending so many qubits into the bulk that we backreact and close off the region \( J_{12\rightarrow 12} \). This requires

\[
n(\Delta E) < O(1/G_N),
\]

(2.14)

where \( \Delta E \) is the energy carried by each qubit, since in Einstein’s equations the energy \( n(\Delta E) \) couples to the geometry with a factor of \( G_N \). This shows we can take \( n \rightarrow \infty \) so long as \( n \) grows more slowly than \( 1/G_N \).

From the bulk perspective we have that the \( B_{84}^{\geq n} \) task can be completed with \( p_{\text{suc}} \geq 1 - \epsilon \), where \( \epsilon \rightarrow 0 \) and \( n \rightarrow \infty \) as \( G_N \rightarrow 0 \). The AdS/CFT correspondence then tells us

---

6We stress that this problem only affects the quantum information argument of this section; the bulk proof of Theorem 1 that we give in section 3 is unaffected.
that the same must be true of the boundary task. Under the assumptions explained above, we may apply Lemma 3 to obtain
\[ \frac{1}{2} I(V_1 : V_2) \geq -\log[2(\epsilon + \beta^n)]. \] (2.15)

Since \( \epsilon \to 0 \) and \( n \to \infty \) as \( G_N \to 0 \), the right-hand side grows as \( G_N \to 0 \). Consequently the mutual information \( I(V_1 : V_2) \) is strictly larger than \( O(1) \). Since the HRRT formula (1.1) implies that the mutual information can only have an \( O(1/G_N) \) piece and an \( O(1) \) piece, the mutual information must be \( O(1/G_N) \) and so the entanglement wedge must be connected. 

In this argument, we appeal to the HRRT formula to show that \( I(V_1 : V_2) \) growing faster than \( O(1) \) in the \( G_N \to 0 \) limit implies it must be \( O(1/G_N) \). It is interesting to understand what would be required of the tasks argument to show that \( I(V_1 : V_2) = O(1/G_N) \) without using the HRRT formula. It would suffice to take \( \epsilon = O(e^{-1/G_N}) \), since also we can take \( n = O(1/G_N^\alpha) \) for \( \alpha \in [0,1) \) without backreacting. Then the lower bound (2.15) becomes
\[ I(V_1 : V_2) \geq O(1/G_N^\alpha), \] (2.16)

for any \( \alpha \in [0,1) \), from which we can conclude \( I(V_1 : V_2) = O(1/G_N) \).\footnote{In \[16\], where the connected wedge theorem was proved initially, \( \epsilon = 0 \) was implicitly assumed. As we see here, that proof is not robust to allowing errors larger than \( O(e^{-1/G_N}) \), so the argument there actually requires a strong assumption on the error.} We see that \( \epsilon = O(e^{-1/G_N}) \) is strong enough to reproduce the conclusion from the HRRT formula that the mutual information is order \( 1/G_N \). While \( \epsilon = O(e^{-1/G_N}) \) is small, it is exactly the size of correction that one would expect from nonperturbative instanton effects associated to subleading bulk saddles. For example, the leading errors in entanglement wedge reconstruction come from subleading bulk saddle points and scale in exactly this way.\footnote{For information-theoretic arguments that suggest that this should generally be true, see \[31, 32\]. For explicit calculations of these errors in a very simple toy model, see \[33\].}

Note that the proof techniques of this section are all time-reversal invariant. One could equally well formulate a “past-directed” \( B_{84} \) task, where one is given the inputs at \( r_1 \) and \( r_2 \), allowed to propagate signals backwards through time, and tasked with returning the outputs at \( c_1 \) and \( c_2 \). This implies that the output regions \( J_1 \cap 12 \) and \( J_2 \cap 12 \) have a connected entanglement wedge as well.

3 Classical proof from the holographic dictionary

In this section, we provide a proof of Theorem 1 in the bulk using classical general relativity. Our main tools will be (i) the HRRT formula (1.1), (ii) the focusing theorem, and (iii) the maximin prescription for HRRT surfaces [12]. While the focusing theorem holds only for spacetimes satisfying the null energy condition, all proofs in this section can be generalized to semiclassical spacetimes with quantum matter by using generalized entropy instead of area and quantum extremal surfaces [34] instead of extremal surfaces in the HRRT formula, and assuming both the quantum focusing conjecture [35] and quantum maximin [36].
The usual pedagogy of the focusing theorem first defines the expansion of a null sheet as the fractional rate of change in the area of its cross-sections, then shows that this expansion is non-positive on particular null sheets of interest. In subsection 3.1, we present a different framing of the focusing theorem, which places Stokes’ theorem and the geometry of the null sheet at the center of the discussion. This perspective is useful for understanding Theorem 1, as it allows us to see explicitly how the extremal surfaces \( \mathcal{E}_{V_1}^{\min} \) and \( \mathcal{E}_{V_2}^{\min} \) interface with the bulk scattering region \( J_{12} \); the extremal surfaces bound a null membrane that extends deep into the bulk, allowing the extremal surfaces to probe the scattering region through Stokes’ theorem. The details of this null membrane construction and the geometric proof of Theorem 1 are provided in subsection 3.2.

We assume throughout this section that (i) the bulk spacetime satisfies the null energy condition, and (ii) the HRRT surface \( \mathcal{E}_{V_1}^{\min} \) can be found by a maximin procedure.\(^9\) We will also assume (iii) that the spacetime is AdS-hyperbolic, i.e., that the “unphysical spacetime” consisting of the spacetime together with its conformal boundary admits a Cauchy slice.\(^10\) As in [12], we will also assume that spacelike slices of any conformal compactification are themselves compact. We work in an arbitrary number of bulk dimensions in subsection 3.1, and specialize to (2 + 1) dimensions in subsection 3.2 for ease of visualization; however, the proof techniques of subsection 3.2 are not dimension-dependent.

### 3.1 Area theorems for null surfaces

Let \( \mathcal{N} \) be a codimension-1 null surface in a \((d + 1)\)-dimensional spacetime. Further assume that \( \partial \mathcal{N} \) consists of two spacelike surfaces, \( \Sigma_0 \) and \( \Sigma_1 \), such that \( \Sigma_1 \) is in the future of \( \Sigma_0 \). Each of these surfaces is codimension-2, and has a \((d - 1)\)-index volume form \( \tilde{\epsilon}_{a_1 \ldots a_{d - 1}} \). The difference in area between the two surfaces is given by

\[
\text{area}(\Sigma_2) - \text{area}(\Sigma_1) = \int_{\Sigma_2} \tilde{\epsilon}_{a_1 \ldots a_{d - 1}} - \int_{\Sigma_1} \tilde{\epsilon}_{a_1 \ldots a_{d - 1}},
\]

which by Stokes’ theorem may be computed as

\[
\text{area}(\Sigma_2) - \text{area}(\Sigma_1) = \int_{\mathcal{N}} (d\tilde{\epsilon})_{a_1 \ldots a_d}
\]

for any smooth extension of the boundary volume form \( \tilde{\epsilon}_{a_1 \ldots a_{d - 1}} \) to the interior of \( \mathcal{N} \). Suppose further that \( \mathcal{N} \) is generated by null geodesics, i.e., that each point \( p \in \mathcal{N} \) lies on some future-directed null geodesic \( \gamma \) that lies entirely within \( \mathcal{N} \) between \( \Sigma_0 \) and \( p \). Choosing an affine parameter \( \lambda \) for these null geodesics gives (i) an affinely parametrized tangent vector \( k^a \) satisfying \( k^b \nabla_b k^a = 0 \), and (ii) a preferred spacelike foliation of \( \mathcal{N} \) given

\(^9\)In [12], it was proven that the maximin surface is equivalent to the HRRT surface whenever the maximin surface exists. It was argued there and in [37] that maximin surfaces exist for generic boundary domains of dependence in a large class of spacetimes.

\(^{10}\)A spacetime having a Cauchy slice is equivalent to the property that for any two spacetime points \( p \) and \( q \), the causal region \( J^+(p) \cap J^-(q) \) is compact [38]. This essentially requires that there are no “holes” or secret asymptotic regions in the bulk; in the case of a spacetime with multiple asymptotically AdS regions, such as a multiboundary wormhole, the spacetime together with all conformal boundaries is still globally hyperbolic.
by the surfaces of constant $\lambda$. If this affine parameter is chosen such that the future boundary $\Sigma_1$ is the surface $\lambda = 1$, then the corresponding spacelike foliation of $\mathcal{N}$ gives a preferred smooth extension of $\tilde{\epsilon}_{a_1 \cdots a_{d-1}}$ to the null surface $\mathcal{N}$ by taking $\tilde{\epsilon}_{a_1 \cdots a_{d-1}}$ on each surface of constant $\lambda$ to be the volume form on that surface. We will take this to be the definition of the $(d - 1)$-form $\tilde{\epsilon}_{a_1 \cdots a_{d-1}}$ that appears in equation (3.2). Our goal is now to show that $(d\tilde{\epsilon})_{a_1 \cdots a_d}$ is proportional to the expansion of $\mathcal{N}$ with respect to $\lambda$, thus bringing equation (3.2) in contact with the familiar formulation of the focusing theorem.

Let $\epsilon_{a_1 \cdots a_d}$ be a volume form for the null surface $\mathcal{N}$. There is no uniquely preferred volume form on $\mathcal{N}$, since the metric on null surfaces is degenerate, but we may specify $\epsilon_{a_1 \cdots a_d}$ by noting that $\epsilon_{a_1 \cdots a_d}$ is a top-level form\footnote{By “top-level form”, we mean a $k$-form on a surface with a $k$-dimensional tangent space. On any surface, the space of top-level forms is one-dimensional.} on $\mathcal{N}$ and hence unique up to multiplication by a smooth function. We fix that smooth function by requiring $\epsilon_{a_1 \cdots a_d}$ to satisfy

$$k^{a_1} \tilde{\epsilon}^{a_2 \cdots a_d} \epsilon_{a_1 \cdots a_d} = \tilde{\epsilon}^{a_2 \cdots a_d} \tilde{\epsilon}_{a_2 \cdots a_d} = (d - 1)!.$$ \hspace{1cm} (3.3)

Note that $\epsilon_{a_1 \cdots a_d}$ and $(d\tilde{\epsilon})_{a_1 \cdots a_d}$ are both top-level forms on $\mathcal{N}$, so they must satisfy an equation of the form

$$(d\tilde{\epsilon})_{a_1 \cdots a_d} = \theta \epsilon_{a_1 \cdots a_d}.$$ \hspace{1cm} (3.4)

The function $\theta$ can be computed using equation (3.3) as

$$\theta(d - 1)! = k^{a_1} \tilde{\epsilon}^{a_2 \cdots a_d} (d\tilde{\epsilon})_{a_1 \cdots a_d}.$$ \hspace{1cm} (3.5)

The right-hand side of this expression can be computed by noting that $\tilde{\epsilon}$ is given by $\iota_k \epsilon$, i.e., by contracting $k^a$ into the first index of $\epsilon_{a_1 \cdots a_d}$. This follows from the relationship between $\tilde{\epsilon}_{a_1 \cdots a_{d-1}}$ and $\epsilon_{a_1 \cdots a_d}$ given in equation (3.3), together with the fact that $\tilde{\epsilon}_{a_1 \cdots a_{d-1}}$ is a top-level form on the spacelike cross-sections of $\mathcal{N}$. This observation, together with the Lie derivative formula

$$\mathcal{L}_k(\epsilon) = \iota_k d(\epsilon) + d(\iota_k \epsilon),$$ \hspace{1cm} (3.6)

allows us to rewrite equation (3.5) as

$$\theta(d - 1)! = k^{a_1} \tilde{\epsilon}^{a_2 \cdots a_d} \left[ \mathcal{L}_k(\epsilon_{a_1 \cdots a_d}) - k^b d(\epsilon)_{ba_1 \cdots a_d} \right] = k^{a_1} \tilde{\epsilon}^{a_2 \cdots a_d} \mathcal{L}_k(\epsilon_{a_1 \cdots a_d}).$$ \hspace{1cm} (3.7)

The second equality follows from the fact that $\epsilon$ is a top-level form and hence closed on $\mathcal{N}$. The Lie derivative appearing in equation (3.7) can be expanded explicitly as

$$\mathcal{L}_k(\epsilon_{a_1 \cdots a_d}) = k^b \nabla_b \epsilon_{a_1 \cdots a_d} + \epsilon_{b \cdots a_d} \nabla_a k^b + \epsilon_{a_1 b \cdots a_d} \nabla_2 k^b + \cdots + \epsilon_{a_1 \cdots b} \nabla_d k^b.$$ \hspace{1cm} (3.8)

Plugging this back into equation (3.7), one finds that (i) the first term vanishes due to the relations $k^b \nabla_b k^a = 0$ and $\tilde{\epsilon}^{a_2 \cdots a_d} \tilde{\epsilon}_{a_2 \cdots a_d} = (d - 1)!$, and (ii) the second term vanishes due to the relation $k^b \nabla_b k^a = 0$. We are left with the equation

$$\theta(d - 1)! = k^{a_1} \tilde{\epsilon}^{a_2 \cdots a_d} \left( \epsilon_{a_1 b \cdots a_d} \nabla_2 k^b + \cdots + \epsilon_{a_1 \cdots b} \nabla_d k^b \right).$$ \hspace{1cm} (3.9)
Each term in this equation can be computed using the relations
\[ k^{a_1} \epsilon_{a_1 \ldots a_d} = \tilde{\epsilon}_{a_2 \ldots a_d} \quad \text{and} \quad \tilde{\epsilon}^{b a_3 \ldots a_d} \epsilon_{c a_3 \ldots a_d} = h^b_c (d-2)! , \]
where \( h_{bc} \) is the projection onto the leaves of the foliation, i.e., the pullback of the metric to the spacelike cross-sections of \( \mathcal{N} \). The resulting expression is
\[ \theta = h^{ab} \nabla_a k_b , \]
which is the usual definition of the expansion of \( \mathcal{N} \) with respect to the generator \( k^a \). The final result of this calculation is that the difference in area between two spacelike slices of a null surface is given by the integral of the expansion over the interior, i.e., by
\[ \text{area}(\Sigma_2) - \text{area}(\Sigma_1) = \int_{\mathcal{N}} \theta \epsilon_{a_1 \ldots a_d} = \int_{\mathcal{N}} (h^{ab} \nabla_a k_b) \epsilon_{a_1 \ldots a_d} . \]

The expansion \( \theta \) of a congruence of affinely parametrized geodesics is governed by the Raychaudhuri equation \[39\],
\[ \frac{d \theta}{d \lambda} = - \frac{\theta^2}{d-1} - \sigma_{ab} \sigma^{ab} + \omega_{ab} \omega^{ab} - R_{ab} k^a k^b . \]
Here the shear \( \sigma_{ab} \) and the twist \( \omega_{ab} \) are defined as the symmetric traceless and antisymmetric parts of the tensor
\[ B_{ab} = h_a^d h_b^e \nabla_c k_d , \]
respectively. In conjunction with equation (3.12), the Raychaudhuri equation constrains the difference in area between two cross-sections of a null surface generated by geodesics.

There are two kinds of null surfaces whose expansions are particularly constrained by the Raychaudhuri equation: lightsheets of extremal surfaces, and causal horizons. The first of these is defined as the boundary of the future (or past) of an extremal surface \( \Sigma : \mathcal{N}^\pm = \partial J^\pm(\Sigma) \).12 Such a surface is generated by null geodesics that leave \( \Sigma \) orthogonally; with respect to any affine parametrization of these geodesics, \( \mathcal{N}^\pm \) has everywhere non-positive expansion. This follows from the following facts: (i) the twist \( \omega_{ab} \) vanishes on \( \mathcal{N}^\pm \) since the geodesics are hypersurface-orthogonal,14 (ii) the term \( - R_{ab} k^a k^b \) is non-positive by the null energy condition, (iii) the expansion vanishes on \( \Sigma \) by its extremality, and (iv) any geodesic whose expansion passes through \( - \infty \) leaves \( \partial J^+(\Sigma) \).15 Conditions (i) and (ii) together imply the equation \( d \theta / d \lambda \leq 0 \); this does not assume the extremality of \( \Sigma \), and is what is often called the focusing theorem. Conditions (iii) and (iv) then imply that the expansion of \( \mathcal{N}^\pm \) is non-positive, since the expansion can only become positive by passing through \( \theta = - \infty \), at which point the relevant geodesic leaves \( \mathcal{N}^\pm \).

The other kind of null surface relevant to the proof of Theorem 1 is the causal horizon, i.e., the boundary of the past of a point at infinity. For concreteness, let \( S \) be a set of points

\[^{12}\text{Surfaces of this type have been studied by many authors, and were given the name “lightsheets” in [40].}\]
\[^{13}\text{This is guaranteed by the AdS-hyperbolicity of the spacetime.}\]
\[^{14}\text{See section 9 of [23] for a review of this statement.}\]
\[^{15}\text{A nice discussion of this property of the boundary of the future of a set appears in section 5 of [41].}\]
at the spacetime boundary. Then \( \partial J^- (S) \) is generated by past-directed null geodesics that go to the spacetime boundary in the affine parameter limit \( \lambda \to -\infty \). The expansion of these geodesics with respect to any affine parameter must be non-positive, for if the expansion is positive at some point \( p \) with affine parameter \( \lambda_p \), then the Raychaudhuri equation (3.13) implies that the expansion must have been \(+\infty\) at some point between \( \lambda_p \) and the “earlier” affine parameter

\[
\lambda = \lambda_p - \frac{d - 1}{\theta_p}.
\]

This contradicts the assumption that \( p \) is in the boundary of the past of \( S \) by point (iv) of the preceding paragraph. We conclude that the expansion of any causal horizon must be non-positive with respect to past-directed generators. The equivalent statement that the expansion of a causal horizon must be non-negative with respect to future-directed generators is Hawking’s area theorem.

That the expansion is non-positive for future-directed extremal lightsheets and past-directed causal horizons, and that the area difference between cross-sections of a null surface equals the surface integral of the expansion, are the critical ingredients in proving Theorem 1. We provide the proof in the following subsection.

### 3.2 Proof via the null membrane

Suppose now that \((\mathcal{M}, g_{ab})\) is an asymptotically \(\text{AdS}_{2+1}\) spacetime with a bulk-only scattering configuration \(\{c_1, c_2, r_1, r_2\}\). Let \(V_1 = J_{1\to 12}^+\) and \(V_2 = J_{2\to 12}^+\) be the boundary domains of dependence defined in Theorem 1. Let \(E_{V_1}^{\text{min}}\) and \(E_{V_2}^{\text{min}}\) be the HRRT surfaces of \(V_1\) and \(V_2\), respectively. Our goal is to show that the joint HRRT surface \(E_{V_1}^{\text{min}} \cup E_{V_2}^{\text{min}}\) cannot equal \(E_{V_1}^{\text{min}} \cup E_{V_2}^{\text{min}}\). This implies that the entanglement wedge is connected, and hence proves Theorem 1. We proceed by constructing, on any complete achronal slice containing \(E_{V_1}^{\text{min}} \cup E_{V_2}^{\text{min}}\), a topologically distinct surface whose area is smaller than that of \(E_{V_1}^{\text{min}} \cup E_{V_2}^{\text{min}}\).

This contradicts the maximin procedure [12], which implies that the true HRRT surface of \(V_1 \cup V_2\) must be globally minimal on some complete achronal slice.

We begin by defining, for any complete achronal slice \(\Sigma\) containing \(E_{V_1}^{\text{min}} \cup E_{V_2}^{\text{min}}\), the null membrane \(\mathcal{N}_\Sigma\). \(\mathcal{N}_\Sigma\) is a codimension-1 null surface in the bulk constructed from two distinct pieces. The first piece, which we call the lift, is given by

\[
\mathcal{L} = \partial J^+_\text{in} (E_{V_1}^{\text{min}} \cup E_{V_2}^{\text{min}}) \cap J^- (r_1) \cap J^- (r_2).
\]

This surface consists of null geodesics on the boundary of the future of \(E_{V_1}^{\text{min}} \cup E_{V_2}^{\text{min}}\) that lie in the past of both \(r_1\) and \(r_2\). Note that we restrict to those null geodesics in the “inward-pointing” direction, i.e., those that move initially away from the boundary domains of dependence. The lift \(\mathcal{L}\) consists of portions of the lightsheets of \(E_{V_1}^{\text{min}}\) and \(E_{V_2}^{\text{min}}\) up until the points where those lightsheets meet, at which point \(\mathcal{L}\) caps off with a spacelike ridge, \(R\). A surface of this kind is sketched in figure \ref{fig:6a}.

\[ \text{The terms lift, ridge, and slope used to define the null membrane are borrowed from skiing terminology for reasons that we hope will become obvious.} \]

\[ \{ 16 \} \]
Figure 6. (a) The lift $\mathcal{L}$ generated by two HRRT surfaces $\mathcal{E}_{V_1}^{\text{min}}$ and $\mathcal{E}_{V_2}^{\text{min}}$ (cf. eq. (3.16)). The HRRT surfaces and the ridge $\mathcal{R}$ are marked with heavy curves. The boundary circle represents a complete achronal slice $\Sigma$ containing the HRRT surfaces, though the definition of the lift is $\Sigma$-independent. (b) The slope $\mathcal{S}_\Sigma$ terminating on a complete achronal slice $\Sigma$ containing the HRRT surfaces. The contradiction surface $\mathcal{C}_\Sigma$ is marked with heavy curves. (Cf. eq. (3.17)).

Figure 7. (a) An example of a null membrane $\mathcal{N}_\Sigma$ for a bulk-only scattering configuration. The null membrane generically has a spacelike ridge as its future boundary and four spacelike seams where the lift and slope meet; more on this in figure 8. (b) The past boundary of $\mathcal{N}_\Sigma$ is topologically $S^1$ on any complete achronal slice containing the HRRT surfaces of $V_1$ and $V_2$.

The second piece of the null membrane, which we call the slope, is defined by

$$\mathcal{S}_\Sigma = \partial (J^- (r_1) \cap J^- (r_2)) \cap J^- (\partial J_\text{in}^+ (\mathcal{E}_{V_1}^{\text{min}} \cup \mathcal{E}_{V_2}^{\text{min}})) \cap J^+ (\Sigma).$$

(3.17)

This surface consists of all those points on the past lighetsheets of $r_1$ and $r_2$ that (i) lie in the past of the points where the lighetsheets meet, (ii) lie in the past of the lighetsheets of the minimal surfaces of $V_1$ and $V_2$, and (iii) lie in the future of $\Sigma$. A surface of this type is sketched in figure 6b. The null membrane is defined to be the union of these two surfaces, $\mathcal{N}_\Sigma = \mathcal{L} \cup \mathcal{S}_\Sigma$. For a bulk-only scattering configuration, the null membrane generically has a topological structure like that shown in figure 7a.

The null membrane has several important properties. First, and most importantly, its boundary on $\Sigma$ is nonempty and topologically $S^1$ — see figure 7b for an example. That the intersections of $\partial J^- (r_1)$ and $\partial J^- (r_2)$ with $\Sigma$ must be made up of curves terminating on the spacelike boundaries of $V_1$ and $V_2$ follows from the fact that the spacelike boundaries of
Figure 8. The cusp structure of a generic null membrane. The two lightsheets that form the lift meet at a spacelike ridge $\mathcal{R}$. The lift and slope meet at four spacelike seams $\mathcal{A}$. The ridge and the seams are marked with heavy curves. The lift and slope may each have cusps formed from collisions of null generators, marked $\mathcal{B}_L$ and $\mathcal{B}_S$, respectively. These cusps extend down from the ridge along the lift, and up from the contradiction surface along the slope. They are marked here with dashed curves.

$V_1$ and $V_2$ are defined to be points on the past lightsheets of $r_1$ and $r_2$. That these curves must be connected follows from AdS-hyperbolicity. That these curves must exist follows from the fact that the past lightsheets of $r_1$ and $r_2$ on the boundary are null surfaces; the only way these curves can fail to exist is if the lightsheets have already hit the spacetime boundary and disappeared, but this cannot happen on any achronal slice containing the spacelike boundary points of $V_1$ and $V_2$. We label the past boundary of $\mathcal{S}_2$ the contradiction surface $\mathcal{C}_2$.

The other important property of the null membrane is that its cusps have a simple structure. This structure is sketched in figure 8. As mentioned previously, the lift $\mathcal{L}$ has a simple spacelike ridge $\mathcal{R}$ where the lightsheets of $E_{V_1}^{\text{min}}$ and $E_{V_2}^{\text{min}}$ meet. That this ridge is nonempty follows from the assumption that the bulk scattering region $J_{12 \to 12}$ is nonempty. That assumption implies that the lightsheets of $V_1$ and $V_2$ meet in the past of $r_1$ and $r_2$. This in turn implies that the lightsheets of $E_{V_1}^{\text{min}}$ and $E_{V_2}^{\text{min}}$ meet in the past of $r_1$ and $r_2$ by the property that the HRRT surface of $V_i$ must always lie spacelike outside the spacelike boundary of its causal wedge [12]. Furthermore, the lift $\mathcal{L}$ and slope $\mathcal{S}_2$ meet at a set of four spacelike cusps, which we label $\mathcal{A}$. That these cusps exist follows from the assumption that the scattering configuration is bulk-only — the past lightsheets of $r_1$ and $r_2$ cannot hit the boundary after intersecting and before passing through $\mathcal{R}$, otherwise that point would be in the boundary scattering region $\hat{J}$. Finally, there may be cusps within $\mathcal{L}$ and $\mathcal{R}$ that arise from null generators colliding and leaving the lightsheet. These cusps extend down from the ridge along $\mathcal{L}$ and up from the contradiction surface $\mathcal{C}_2$ along $\mathcal{S}_2$. We label these cusps $\mathcal{B}_L$ and $\mathcal{B}_S$ in figure 8.

We may now use Stokes’ theorem on the null membrane to demonstrate that the contradiction surface $\mathcal{C}_2$ has area less than or equal to the area of those surfaces. Heuristically, this follows from a focusing procedure in which one focuses the HRRT surfaces of $V_1$ and

\[\text{Recall, as explained in the introduction, that Theorem 1 is trivially true when the scattering configuration admits a boundary scattering point.}\]
V₂ up the lift, along the ridge, and down the slope. More formally, the area difference may be computed as an integral of a codimension-2 volume form over the boundary of the null membrane:\footnote{While both areas on the left-hand side of this expression are infinite, their \textit{difference} can be treated consistently in a regulator-independent way using the methods of \cite{42}.}

\[
\text{area}(C_\Sigma) - \text{area}(\mathcal{E}^\text{min}_{V_1} \cup \mathcal{E}^\text{min}_{V_2}) = \int_{C_\Sigma} \tilde{e} - \int_{\mathcal{E}^\text{min}_{V_1} \cup \mathcal{E}^\text{min}_{V_2}} \tilde{e}. \tag{3.18}
\]

On the other hand, we may choose an affine parameter \( \lambda \) for the slope such that the cusps \( \mathcal{B}_{S_\Sigma} \) and the contradiction surface \( C_\Sigma \) together form a surface of constant \( \lambda \), and the seams \( \mathcal{A} \) between the slope and the lift form another surface of constant \( \lambda \). Then Stokes' theorem as implemented in equation (3.12) yields the expression:\footnote{The factor of two multiplying the area from the cusps comes from the fact that each point in a cusp is formed by the collision of two null generators.}

\[
\text{area}(C_\Sigma) + 2 \text{area}(\mathcal{B}_{S_\Sigma}) - \text{area}(\mathcal{A}) = \int_{S_\Sigma} \theta e, \tag{3.19}
\]

where \( \theta \) is the past-directed expansion of \( S_\Sigma \) with respect to \( \lambda \). Similarly, applying Stokes’ theorem to \( L \) we obtain

\[
\text{area}(\mathcal{A}) + 2 \text{area}(\mathcal{B}_L) + 2 \text{area}(\mathcal{R}) - \text{area}(\mathcal{E}^\text{min}_{V_1} \cup \mathcal{E}^\text{min}_{V_2}) = \int_{L} \theta e. \tag{3.20}
\]

Adding these two expressions yields the inequality

\[
\text{area}(C_\Sigma) + 2 [\text{area}(\mathcal{B}_L) + \text{area}(\mathcal{B}_{S_\Sigma}) + \text{area}(\mathcal{R})] - \text{area}(\mathcal{E}^\text{min}_{V_1} \cup \mathcal{E}^\text{min}_{V_2}) = \int_{\mathcal{N}} \theta e \leq 0, \tag{3.21}
\]

where we have used the fact that \( L \) is part of the future lightsheet of an extremal surface and \( S_\Sigma \) is part of the causal horizon of a point at infinity, meaning both have non-positive expansion.

We are led, finally, to the following inequality relating the disconnected-wedge HRRT surface \( \mathcal{E}^\text{min}_{V_1} \cup \mathcal{E}^\text{min}_{V_2} \) and the contradiction surface \( C_\Sigma \):

\[
\text{area}(\mathcal{E}^\text{min}_{V_1} \cup \mathcal{E}^\text{min}_{V_2}) - \text{area}(C_\Sigma) \geq 2 [\text{area}(\mathcal{B}_L) + \text{area}(\mathcal{B}_{S_\Sigma}) + \text{area}(\mathcal{R})]. \tag{3.22}
\]

To summarize, any complete achronal slice containing the disconnected-wedge HRRT surface also contains a contradiction surface \( C_\Sigma \) whose area is smaller by at least the sum of (i) the area of all null generators lost to cusps on \( L \), (ii) the area of all null generators lost to cusps on \( S_\Sigma \), and (iii) the area of all null generators lost to the ridge. This contradicts the assumption that the disconnected-wedge HRRT surface could have been found by a maximin procedure, thus proving Theorem 1.

This proof has the additional property that it gives a lower bound on the mutual information between \( V_1 \) and \( V_2 \) in terms of the geometry of the ridge. While the cusp terms \( \text{area}(\mathcal{B}_L) \) and \( \text{area}(\mathcal{B}_{S_\Sigma}) \) in inequality (3.22) are highly dependent on the expansion of the null membrane, and \( \text{area}(\mathcal{B}_{S_\Sigma}) \) depends on the choice of achronal slice, the ridge
term area(\(\mathcal{R}\)) depends only on the geometry of a codimension-2 surface. Inequality (3.22), together with the HRRT formula (1.1), implies the following lower bound on \(I(V_1 : V_2)\):

\[
I(V_1 : V_2) \geq \frac{\text{area}(\mathcal{R})}{2G_N} + O(1).
\]  

(3.23)

The size of the ridge \(\mathcal{R}\) is controlled by the size of the scattering region \(J_{12 \to 12}\); heuristically, equation (3.23) means that a larger scattering region implies larger mutual information between \(V_1\) and \(V_2\).

Note that the proof techniques of this section are agnostic to time reversal; they imply also that the entanglement wedge of \(\hat{J}_{12 \to 12} \cup \hat{J}_{2 \to 12}\) is connected.

Finally, we note that the inequality (3.23) is generically strict. This means that we shouldn’t expect the converse of Theorem 1 to hold; the entanglement wedge can be connected even when no bulk scattering region exists. This is indeed the case — an explicit counterexample is shown in figure 9.

4 The scattering region is inside the entanglement wedge

As mentioned in the introduction, a consequence of Theorem 1 is that the scattering region \(J_{12 \to 12}\) lies inside the connected entanglement wedge of \(\hat{J}_{1 \to 12} \cup \hat{J}_{2 \to 12}\). In this section, we present two short proofs of this fact based on the observation that entanglement wedge reconstruction places restrictions on bulk causal structure. The first proof directly uses
the fact that the entanglement wedge lies outside the causal wedge in the bulk; the second proof frames the same observation in terms of boundary causality. Despite their different framing, the proofs are equivalent.

Note that the proofs in this section first assume that the entanglement wedge is connected, then use that assumption to show that the scattering region must be inside the entanglement wedge. We suspect it may be possible to prove Theorem 1 directly from entanglement wedge reconstruction by proving that the scattering region must always be inside the entanglement wedge, which would in turn imply that the entanglement wedge is connected. We have as yet been unable to furnish a proof of Theorem 1 from this perspective, and it remains an interesting avenue for future work; we comment further on this point in the Discussion (section 5).

4.1 Proof from the entanglement wedge containing the causal wedge

Given two spacelike-separated domains of dependence \( V_1 \) and \( V_2 \) as in the statement of Theorem 1, we may define the complementary domain of dependence whose interior consists of all points spacelike-separated from \( V_1 \) and \( V_2 \). Just as in equation (2.11), this region is defined by

\[
X = [\overline{\mathcal{J}^+(V_1 \cup V_2) \cup \mathcal{J}^-(V_1 \cup V_2)}]^{c}, \tag{4.1}
\]

where the overline denotes set closure. In \((2+1)\) bulk dimensions, where \( V_1 \) and \( V_2 \) have spacelike intervals as their Cauchy slices, \( X \) has two connected components, which we call \( X_1 \) and \( X_2 \) as in section 2. This is sketched in figure 5.

In three bulk dimensions, the connected-wedge HRRT surface of \( V_1 \cup V_2 \) must consist of two disconnected geodesics. By the homology constraint, one of these must be the HRRT surface of \( D(V_1 \cup X_1) \), while the other is the HRRT surface of \( D(V_1 \cup V_2 \cup X_2) \); by \( D(S) \) we mean the domain of dependence of the set \( S \).

Since the entanglement wedge always contains the causal wedge [12], and since \( D(V_1 \cup V_2 \cup X_i) \) has as its future boundary the point \( r_i \), the HRRT surface of \( D(V_1 \cup V_2 \cup X_i) \) must be outside the past of \( r_i \). We conclude that the HRRT surface of \( V_1 \cup V_2 \) must be outside the region \( J^-(r_1) \cap J^-(r_2) \). It follows that the entanglement wedge of \( V_1 \cup V_2 \) must contain all points in \( J^-(r_1) \cap J^-(r_2) \) that are in the future of \( V_1 \) and \( V_2 \), and hence must contain the scattering region \( J_{12 \rightarrow 12} \).

4.2 Proof from entanglement wedge reconstruction

Define \( X \) as in equation (4.1) as the complementary domain of dependence to \( V_1 \cup V_2 \) on the boundary. Assuming that the global state is pure, the HRRT surfaces of \( X \) and \( V_1 \cup V_2 \) are the same. The union of any two homology regions \( \mathcal{R}_X \) and \( \mathcal{R}_{V_1 \cup V_2} \) thus forms a complete achronal slice for the bulk.

Denote by \( E_W(V_1 \cup V_2) \) and \( E_W(X) \) the bulk entanglement wedges of \( V_1 \cup V_2 \) and \( X \), respectively; i.e., we have

\[
E_W(V_1 \cup V_2) = D(\mathcal{R}_{V_1 \cup V_2}) \quad \text{and} \quad E_W(X) = D(\mathcal{R}_X), \tag{4.2}
\]

where \( D(S) \) is the domain of dependence of a set \( S \). Assuming entanglement wedge reconstruction, the scattering region \( J_{12 \rightarrow 12} \) cannot be in the timelike past of \( E_W(X) \). If it
were, then an operator in $J_{12\rightarrow 12}$ could signal the interior of $E_W(X)$ and hence $X$; since $J_{12\rightarrow 12}$ can be signalled by $c_1$ and $c_2$, this contradicts the assumption that the interior of $X$ is spacelike-separated from $V_1$ and $V_2$ on the boundary.

Similarly, $J_{12\rightarrow 12}$ cannot be in the timelike future of $E_W(X)$. This part of the proof uses the fact the bulk is $(2+1)$-dimensional; as in the previous subsection, this implies that $X$ splits up into two disconnected components $X_1$ and $X_2$. Since $E_W(V_1 \cup V_2)$ is assumed to be connected, the entanglement wedge of $X$ must also split up into two disconnected components $E_W(X_1)$ and $E_W(X_2)$. This is sketched in figure 10. If $J_{12\rightarrow 12}$ is in the future of $E_W(X)$, then it must be in the future of at least one of the entanglement wedges $E_W(X_i)$. This would imply that $J_{12\rightarrow 12}$ and hence both $r_1$ and $r_2$ could be signalled by an operator in $E_W(X_i)$, which by entanglement wedge reconstruction is equivalent to an operator on $X_i$. On the boundary, however, each $X_i$ is restricted to signalling only one of the output points $r_i$; this is a feature of the $(2+1)$-dimensional causal structure. Hence $J_{12\rightarrow 12}$ cannot be in the timelike future of $E_W(X)$.

By exhausting all possibilities, the bulk scattering region $J_{12\rightarrow 12}$ must be spacelike- or null-separated from $E_W(X)$; i.e., it must be inside $E_W(V_1 \cup V_2)$.

5 Discussion

In this paper, we have extended the work of [16] concerning the connected wedge theorem (Theorem 1). We have refined the boundary arguments presented in [16] (section 2), and have provided a proof of the connected wedge theorem using classical general relativity (section 3). We have also provided a lower bound on the mutual information $I(V_1 : V_2)$ in terms of the geometry of the bulk scattering region $J_{12\rightarrow 12}$ (eq. (3.23)), and proved that the bulk scattering region must always lie inside the entanglement wedge of $V_1 \cup V_2$ (section 4). Here we discuss various potential directions for future work.
5.1 General relativity as a quantum information theorist

In section 2 we studied a particular quantum computation occurring locally in the bulk, and reasoned about the resources necessary in the boundary to reproduce the same computation there nonlocally. We chose a simple task, called the \( B_n^8 \) task, and argued that for the computation to occur in the bulk with probability of success \( p_{\text{suc}} = 1 - \epsilon \), the resource state \( \rho_{V_1 V_2} \) must satisfy

\[
\frac{1}{2} I(V_1 : V_2)_\rho \geq -\log[2(\epsilon + \beta^n)].
\] (5.1)

Further, we pointed out that this bound is essentially tight — via a simple teleportation protocol we can complete the task with \( p_{\text{suc}} = 1 \) and \( I(V_1 : V_2) = 2^d = n^2 \).

Suppose however that we asked for a different computation to occur in the bulk picture. For instance, suppose we specify some simple, non-Clifford unitary \( U \). In that case, no simple procedure for completing that computation nonlocally is known. The only known procedures consume exponential entanglement [43–45] — for example, using port-teleportation [46]. More precisely, completing the task with \( p_{\text{suc}} = 1 - \epsilon \) on \( n \) qubits requires a mutual information of order \( n^2 \). However, the strongest lower bounds on the required mutual information are linear in \( n \) [16]. A longstanding question in quantum cryptography is whether the exponentially costly procedures can be improved to meet the linear lower bound.

General relativity answers this quantum information theoretic question. The AdS/CFT dictionary gives a nonlocal implementation of these more general computations using only linear entanglement, which is an exponential improvement over all known constructions. To see this, we need only consider building a quantum computer that implements \( U \) in the bulk scattering region \( J_{12} \). Arranging for the scattering process to complete the computation in the bulk implies the same computation occurs in the boundary. As in the discussion around the tasks argument for Theorem 1, the number of qubits \( n \) involved in the computation can be taken to be \( O(1/G_N^\alpha) \) for \( \alpha \in [0, 1] \). Meanwhile, the mutual information between the input regions is \( O(1/G_N) \), and so linear in the number of qubits. In future work we hope to construct explicit circuit-based implementations of nonlocal computations based on the AdS/CFT dictionary.

5.2 Higher-dimensional connected wedge theorems

We have largely discussed Theorem 1 in the context of asymptotically AdS\(_{2+1} \) spacetimes. The situation in higher dimensional theories of gravity is more subtle. A key feature of the connected wedge theorem in AdS\(_{2+1} \) is that a given set of boundary points \( \{c_1, c_2, r_1, r_2\} \) may have a nontrivial bulk scattering region \( \hat{J}_{12} \) even when the boundary scattering region \( \hat{J}_{12} \) is empty. In higher dimensions this feature is generally absent: in fact, in any asymptotically global AdS spacetime satisfying the null energy condition, the non-emptiness of \( J_{12} \) implies the non-emptiness of \( \hat{J}_{12} \). This was observed earlier in the context of scattering in higher dimensions [1–4]. This observation makes Theorem 1 trivial in dimensions \( d > 2 \): when both bulk and boundary scattering regions are nontrivial, the
input regions $V_1$ and $V_2$ overlap, and so the connectedness of their joint entanglement wedge is unsurprising.

However, there exist asymptotically locally AdS spacetimes\(^{20}\) in which the existence of a bulk scattering region does not imply the existence of a boundary scattering region. One such spacetime is the AdS soliton\(^{47}\), whose boundary is topologically distinct from that of AdS. In $(3 + 1)$ dimensions, there exist 2-to-2 bulk-only scattering configurations on the AdS soliton. Theorem 1 thus applies nontrivially.

We may also ask if there is some modification of the connected wedge theorem which applies nontrivially to asymptotically global AdS\(_{d+1}\). Following the higher dimensional scattering story, it is natural to introduce additional output points $r_1, \ldots, r_d$. Doing so it is possible to arrange the $c_i$ and $r_i$ such that $J_{12\to 1\ldots d}$ is nonempty, but $\tilde{J}_{12\to 1\ldots d}$ is empty. In this case we return to a setting where the bulk geometry has causal features not present in the boundary, and it is plausible that this imposes requirements on boundary correlations. We have not been able to resolve this question, but offer some comments and partial progress below.

Consider the case of global AdS\(_{3+1}\). Suppose one has chosen a configuration of points $c_1, c_2, r_1, r_2, r_3$ on the boundary of vacuum AdS\(_{3+1}\) where the boundary region $\tilde{J}_{12\to 123}$ is empty, but the bulk region $J_{12\to 123}$ is nonempty. The bulk causal structure of this setup is shown heuristically in figure 11a: both input points $c_1$ and $c_2$ can signal a bulk region $J_{12\to 123}$, which can in turn signal each of the output points $r_1, r_2$, and $r_3$. The boundary structure has $\tilde{J}_{12\to 123}$ empty, but $\tilde{J}_{12\to jk}$ nonempty for any two output points $r_{j,k}$.

There are now two distinct classes of boundary causal regions associated with the

---

\(^{20}\)A spacetime is said to be “asymptotically global AdS\(_{d+1}\)” if it has a conformal boundary such that (i) the boundary has the same structure as that of global AdS, i.e., it has topology $S_{d-1} \times \mathbb{R}$ with the standard conformal metric, and (ii) the AdS equation $R_{ab} = -dg_{ab}$ is satisfied at leading order near the boundary. It is said to be “asymptotically locally AdS\(_{d+1}\)” if condition (ii) but not (i) is satisfied.
scattering configuration: the two “input regions” $J_{1,1}^{123}$ and $J_{2,1}^{123}$, which are analogous to the input regions in the 2-to-2 scattering configuration, and also the three “intermediate regions” $J_{12,1}^{123}$, $J_{12,1}^{123}$, and $J_{12,1}^{123}$. We can imagine setting up generalizations of the quantum tasks discussed in section 2 on these configurations of input and output points. Again in the bulk the required quantum computations may occur locally, in the region $J_{12,1}^{123}$, while in the boundary they must occur nonlocally. It is natural to suspect that some combination of the input and intermediate regions must share large correlations in order to perform these computations nonlocally.

One way to resolve this question is at the level of quantum information theory — we can attempt to prove that entanglement is necessary, or attempt to construct procedures that perform the computation nonlocally without entanglement. We go some way towards this in appendix C by showing that in cases where we can hope to build simple procedures, entanglement is unnecessary. A second approach is to address this question at the level of general relativity — by studying the extremal surfaces attached to the input and intermediate regions, we can understand when these regions share large correlations. Because the input and intermediate regions are not symmetric about any time slice, this is a nontrivial task that we leave to future work. It is intriguing that solving a problem in general relativity — finding disconnected entanglement wedges — would have a strong implication in quantum information theory. In particular finding disconnected wedges would imply all quantum tasks on the 2-to-3 geometry can be performed without entanglement.

5.3 Alternative proofs of the connected wedge theorem

As mentioned in the introduction and in section 4, we suspect it may be possible to prove Theorem 1 directly from entanglement wedge reconstruction. If one could argue from holographic considerations that the scattering region $J_{12,1}^{12}$ lies within the entanglement wedge $E_W(V_1 \cup V_2)$, this would imply that the entanglement wedge is connected. This remains an open question.

Another approach toward Theorem 1 would be to make direct contact with the correlation function singularities referenced in the introduction. While the existence of bulk-only scattering configurations that motivate the connected wedge theorem was first identified in the study of boundary $n$-point functions, we have not used any of the technical results from that work in our proofs. It would be interesting to find a way to show that $V_1$ and $V_2$ must have $O(1/G_N)$ mutual information directly from the existence of a perturbative singularity in four-point functions on $\{c_1, c_2, r_1, r_2\}$.

5.4 Metric reconstruction

It is of considerable interest to determine how the bulk metric of general relativity is encoded in the boundary under the AdS/CFT dictionary. An early proposal for reconstructing the bulk metric from boundary data involved light-cone cuts: the restriction to the spacetime boundary of the light cone of a bulk point. It was shown in [48, 49] that knowledge of light-cone cuts, which can be determined from singularities in boundary correlators, can be used to reconstruct the metric. Another approach to metric reconstruction is to use the geometry of bulk extremal surfaces, whose areas are known on the boundary.
by the HRRT formula (1.1). It has been argued that in many cases the extremal surface areas determine the bulk metric [50].

The connected wedge theorem gives a nontrivial geometric relation between the causal structure of a spacetime and the areas of its extremal surfaces. It would be interesting to understand how, if at all, the intuition gleaned from Theorem 1 might assist in relating the two extant approaches to metric reconstruction.
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A Summary of some information measures and their properties

In this appendix we recall various standard inequalities and distinguishability measures, and prove a few lemmas we need in the main article.

We begin by recalling the definition of the trace distance,

**Definition 4** Trace distance: \( \|\rho - \sigma\|_1 := \text{tr}|\rho - \sigma| \)

The trace distance is zero if and only if \( \rho = \sigma \), and has a maximal value of 2.

The trace distance has an operational interpretation. Suppose we are handed a quantum system whose reduced density matrix is \( \rho \) with probability 1/2, or \( \sigma \) with probability 1/2. Then our probability of successfully distinguishing \( \rho \) from \( \sigma \), optimized over all possible measurements, is

\[
p_{\text{dist}}^\text{max}(\rho, \sigma) = \frac{1}{2} + \frac{1}{4}\|\rho - \sigma\|_1
\]

We can use this operational interpretation to prove a continuity bound on success probabilities of any task.

**Lemma 5** Consider a task which takes as input a quantum system \( A \). Then the success probability of the task, call it \( p_{\text{suc}} \), satisfies the continuity bound

\[
|p_{\text{suc}}(\rho_A) - p_{\text{suc}}(\sigma_A)| \leq \frac{1}{2}\|\rho_A - \sigma_A\|_1.
\]

(A.2)
**Proof.** The bound follows by considering the task as a means of distinguishing $\rho$ and $\sigma$. The task is given the input system $\rho$ with probability $1/2$ or $\sigma$ with probability $1/2$. If the task succeeds, we declare the state to be $\rho$. If the task fails, we declare the state to be $\sigma$. Then

$$p_{\text{dist}}(\rho, \sigma) = \frac{1}{2} p(\text{task succeeds} \mid \text{state is } \rho) + \frac{1}{2} p(\text{task fails} \mid \text{state is } \sigma)$$

$$= \frac{1}{2} p_{\text{suc}}(\rho) + \frac{1}{2} (1 - p_{\text{suc}}(\sigma)) \quad (A.3)$$

Now we use that the probability of success of this particular method of distinguishing between $\rho$ and $\sigma$ is bounded above by the maximal probability, as expressed in terms of the trace distance in equation (A.1). This leads to

$$p_{\text{suc}}(\rho) - p_{\text{suc}}(\sigma) \leq \frac{1}{2} ||\rho - \sigma||_1 \quad (A.4)$$

reversing the roles of $\rho$ and $\sigma$ (declaring the state to be $\rho$ when the task fails, and to be $\sigma$ when it succeeds) we obtain the second inequality

$$p_{\text{suc}}(\sigma) - p_{\text{suc}}(\rho) \leq \frac{1}{2} ||\rho - \sigma||_1 \quad (A.5)$$

which establishes (A.2). 

Next we recall the fidelity and its relation to the trace distance.

**Definition 6 Fidelity:** $F(\rho, \sigma) = [\text{tr} \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}]^2$

The trace distance and fidelity are related in the following lemma [51, 52]

**Lemma 7** Two states $\rho$, $\sigma$, that are close in trace distance have large fidelity. Similarly, two states that have large fidelity are close in trace distance. In particular,

$$1 - \sqrt{F(\rho, \sigma)} \leq \frac{1}{2} ||\rho - \sigma||_1 \leq \sqrt{1 - F(\rho, \sigma)}.$$

(A.6)

**B Entanglement-hiding nonlocal computations for 2-to-2 scattering**

In section 2, we commented that if Alice can make use of the complementary regions $X_1$ and $X_2$ in her protocol then it becomes possible to complete the $B_{84}$ task nonlocally without large correlations between the input regions. In this appendix we briefly explain how this is possible.

The protocol is based on the quantum one-time pad [53], which is a tool from quantum cryptography used to hide quantum information using classical information. A one-time pad is a set of unitaries $\{U_k\}$ such that averaging over $k$ returns the maximally mixed state,

$$\frac{1}{|k|} \sum_k U_k \rho_A U_k^\dagger = \frac{I}{d_A},$$

(B.1)
for any $\rho_A$. For instance, when $A$ is a single qubit, the Pauli set $\{P_k\} = \{I, X, Y, Z\}$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

on $\mathbb{C}^4 \otimes \mathbb{C}^4 \otimes (\mathbb{C}^2)^{\otimes 2}$, where $|\Psi^+\rangle$ is the maximally entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. Treating the two single-qubit subsystems as a composite four-dimensional subsystem, $|\psi\rangle$ works as a one-time pad. We may then define the state

$$|\psi\rangle = \frac{1}{|k|} \sum_k |k\rangle_{x_1} \otimes |k\rangle_{x_2} \otimes (I \otimes P_k)|\Psi^+\rangle_{v_1 v_2}$$

C  Entanglement-hiding nonlocal computations for 2-to-3 scattering

In section 5.2 we discussed 2-to-3 scattering arrangements of points. Setting up quantum information theoretic tasks of the type discussed in section 2 on such arrangements of points seems a natural approach to extending the connected wedge theorem to asymptotically global AdS$_{d+1}$ spacetimes for $d > 2$. We point out here however that, at least for those tasks we can most easily understand, entanglement is not necessary between any of the causal regions associated with the scattering. We take this as suggesting the connected wedge theorem does not extend in this obvious way to higher dimensions, though other modifications may be possible.

For concreteness consider the following task. At $c_1$, a quantum system $R$ is input; at $c_2$ a classical trit $q \in \{1, 2, 3\}$ is input. The requirement is that $R$ be output at $r_q$. In the bulk picture, where $J_{12 \rightarrow 123}$ is nonempty, there is an obvious procedure to complete this — bring $R$ and $q$ into $J_{12 \rightarrow 123}$ and route $R$ towards the appropriate output point based on $q$. In the boundary, where $J_{12 \rightarrow 123}$ is empty, there is a procedure which does not require entanglement between the input regions $J_{i \rightarrow 123}$ nor between the intermediate regions $J_{12 \rightarrow jk}$.

A naive procedure is as follows. At $c_1$, record $R$ into an error correcting code that has three shares and corrects one erasure error. Call the three shares $ABC$, and label the
Figure 12. Schematic diagram of the boundary causal structure in 2-to-3 holographic scattering. The regions $\hat{J}_{12\rightarrow jk}$ are all nonempty, meaning it is possible for signals to travel from $c_1$ and $c_2$ meet, and then get to either of $r_j$ or $r_k$. There are also causal curves that travel directly from $c_i$ to $r_j$ without passing through any of the regions $\hat{J}_{12\rightarrow jk}$. This fact is crucial for the entanglement-free procedures.

system purifying the state on $R$ by $\overline{R}$, so that

$$|\psi\rangle_{\overline{R}} \rightarrow |\Psi\rangle_{RABC}.$$  \hfill (C.1)

Now send $A$ to $\hat{J}_{12\rightarrow 12}$, $B$ to $\hat{J}_{12\rightarrow 13}$, and $C$ to $\hat{J}_{12\rightarrow 23}$. At $c_2$, create copies of $q$ and send one copy to each of the $\hat{J}_{12\rightarrow jk}$. At each of the $\hat{J}_{12\rightarrow jk}$, forward the share of the error correcting code to $r_q$ if $q \in \{j, k\}$. This will be possible at two of the three regions, so that two of the three shares will arrive at the correct output point $r_q$. The quantum system $R$ can then be recovered from these two shares.

The procedure above avoids using entanglement between the input regions $\hat{J}_{1\rightarrow 123}$. However, quantum error correcting codes record information into highly entangled states. In particular the above procedure would create entanglement among the boundary regions $\hat{J}_{12\rightarrow jk}$. This entanglement too can be avoided however. To do this we exploit an additional feature of the boundary causal structure shown in figure 12: In the boundary, there are causal curves from the input points to the output points that avoid the intermediate regions.

These intermediate region avoiding curves can be used to hide the entanglement between the intermediate regions. Begin by again recording $R$ into an error correcting code as in equation (C.1), but now additionally exploit the quantum one-time pad [53] (see appendix B) to encrypt each of the shares $A$, $B$ and $C$. Thus at $c_2$ we encode $R$ according to

$$|\psi\rangle_{\overline{R}} \rightarrow \sum_{k_a,k_b,k_c \in \{0,1\}^n} |k_a k_b\rangle_{X_1} \otimes |k_a k_c\rangle_{X_2} \otimes |k_b k_c\rangle_{X_3} \otimes [U_A^{r_{k_a}} U_B^{r_{k_b}} U_C^{r_{k_c}}]|\Psi\rangle_{RABC}$$  \hfill (C.2)

The one-time pad provides a way to choose the sets of unitaries $\{U^k\}$ such that averaging over $k$ produces the maximally mixed state. The procedure now is to send the $A$, $B$ and $C$ shares through the intermediate regions as before, but now additionally send the systems
$X_i$ to the corresponding $r_i$ directly along the intermediate region avoiding curves. Now the intermediate regions remain unentangled, since the state on $ABC$ is maximally mixed. Following the same routing procedure as before, two shares from the error correcting code will again arrive at the appropriate output points. The systems $X_i$ can be used to undo the action of the one-time pad before recovering $R$ from the shares of the error correcting code.

We have also studied generalizations of the $B_{84}$ task to the 2-to-3 setting and found entanglement-free protocols in that case. As with the “routing” task described above, these protocols involve use of a one-time pad. Those protocols however rely on the only quantum operation performed being a Hadamard, which happens to be in the Clifford group. Clifford operations have simple conjugation properties with Pauli operations, and we can chose the one-time pad to involve only Paulis. These coincidences allow an entanglement-free procedure to be designed simply. For more general tasks we do not know how to construct entanglement-free protocols, or if they exist. It is interesting that an extremal surface calculation may resolve this question.

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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