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ABSTRACT

Traditional frequency based projection filters, or projection operators (PO), separate signal and noise through a series of transformations which remove frequencies where noise is present. However, this technique relies on a priori knowledge of what frequencies contain signal and noise and that these frequencies do not overlap, which is difficult to achieve in practice. To address these issues, we introduce a PO-neural network hybrid model, the Pseudo Projection Operator (PPO), which leverages a neural network to perform frequency selection. We compare the filtering capabilities of a PPO, PO, and denoising autoencoder (DAE) on the University of Rochester Multi-Fourier Transform, Signal Processing projection operators (PO) [1, 2, 3], in the context where the frequencies corresponding to noise are unknown and/or there is non-trivial overlap, which is difficult to achieve in complex noise environments. Based upon these results, we suggest future applications of the PPO to filtering problems in the physical and biological sciences.
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1. INTRODUCTION

In this paper, we focus on frequency based projection filters, or projection operators (PO) [1, 2, 3], in the context where the frequencies corresponding to noise are unknown and/or there is non-trivial overlap between the signal and noise frequencies. Frequency based filters are contrasted with statistically based filters, such as the Kolmogorov-Wiener filter and family of Kalman Filters [4, 5, 6, 7], which assume some statistical relation between the signal and noise.

Projection filters are based upon the idea of mapping from an abstract Hilbert Space $\mathcal{H}$ (e.g. the time domain) to the Hilbert Space $\ell^2(\mathbb{K})$ (e.g. the frequency domain), where $\mathbb{K}$ is a finite or countably infinite set, via an analysis operator. In $\ell^2(\mathbb{K})$, the subspaces, or frequencies, where noise is present are weighted by 0 and the signal subspaces are weighted by 1. The subspaces weighted by 1 are then combined via a synthesis operator, while those weighted by zero are ignored. This results in a filtered version of the original signal. These types of filters include the well known family of Fourier Transform based filters [3].

One common property among projection based filters is that the selection of frequencies is rule based and, to function well, some a priori knowledge of where signal and noise live in $\ell^2(\mathbb{K})$ is required. Furthermore, the signal and noise frequencies must have little, if any, overlap, which is difficult to achieve in complex noise environments. To address this difficulty, we present a novel filtering algorithm, the Pseudo Projection Operator (PPO), which leverages the theoretical foundation of traditional filtering techniques in Hilbert Spaces and neural networks to perform frequency selection. However, in the case of the PPO, the task of frequency selection is no longer simply selecting which frequencies to keep and which to discard, but reformulated as one of weighting frequencies, where the weighting is determined by a neural network.

Prior work combining neural networks and Fourier Transforms include the composition of Fourier Transforms in hidden layers of a neural network [8], using neural networks to learn operator solutions to partial differential equations [9], substituting a neural network in place of the Fourier Transform for autonomous driving applications [10], and the replacement of a self-attention layer in a Transformer with a Fourier Transform [11]. Furthermore, there exists work merging neural networks and statistically based filtering techniques [12, 13, 14]. While all the above works leverage both neural networks and some form of filtering, to our knowledge, neural networks have not been merged with traditional projection based filtering techniques to specifically address the problem of filtering in non-trivial signal and noise frequency regimes.

2. THEORY

As a note to the reader, herein Hilbert Space refers to separable Hilbert Spaces and projection operator refers to orthogonal projection operators. The basis of signal processing in Hilbert Spaces is the fact that all general Hilbert Spaces $\mathcal{H}$, are isomorphic to the Hilbert Space $\ell^2(\mathbb{N})$, where $\mathbb{N}$ is the natural numbers [1]. In this context, filtering in Hilbert Spaces can be understood as selecting a subset of the sequence $\alpha = \{\alpha_k\}_{k \in \mathbb{N}} \in \ell^2(\mathbb{N})$.

The isomorphism mentioned above is facilitated by two linear operators, $\mathcal{L}^*$ and $\mathcal{L}$, which are referred to as the analysis and synthesis operators respectively [3]. More formally,

$$\mathcal{L}^* : \mathcal{H} \mapsto \ell^2(\mathbb{N}) \quad (1)$$

$$\mathcal{L} : \ell^2(\mathbb{N}) \mapsto \mathcal{H} \quad (2)$$

If the basis associated with (1) and (2) is a complete orthonormal basis $\{\varphi_k\}_{k \in \mathbb{N}}$, the analysis operator acting on $f \in \mathcal{H}$ results in $\alpha$.
and its corresponding coefficients

\[ \alpha = \mathcal{L}^* f \]
\[ \alpha_k = \langle f, \varphi_k \rangle \]  

(3)  

(4)

where \( \langle \cdot, \cdot \rangle \) is the inner product [1]. Similarly, the synthesis operator acting on \( \alpha \) is given by

\[ f = \mathcal{L} \alpha \]
\[ = \sum_{k \in \mathbb{N}} (f, \varphi_k) \varphi_k \]  

(5)  

(6)

Substituting (3) into (5) we see the composition of (1) and (2) forms the identity operator

\[ \mathcal{I} = \mathcal{L} \mathcal{L}^* \]  

(7)

In the context of filtering, we want something other than the identity operator in order to remove unwanted noise. This is accomplished by introducing an operator \( \mathcal{M} : \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N}) \) and composing it with (1) and (2) which results in a PO

\[ \mathcal{P} = \mathcal{M} \mathcal{L} \mathcal{L}^* \]  

(8)

where \( \mathcal{M} \) weights each coefficient in \( \{ \alpha_k \}_{k \in \mathbb{N}} \) by either 0 or 1. For a signal \( f \in \mathcal{H} \)

\[ \mathcal{P}f = \sum_{k \in \mathbb{N}} m_k (f, \varphi_k) \varphi_k \]  

(9)

with \( m_k \in \{0, 1\} \).

However, we can see from (9) that \( \mathcal{P} \) either removes or keeps coefficients as it weights each by either 0 or 1. Since the coefficients (4) weight each frequency \( k \), in order for efficient filtering to occur with a PO the frequencies corresponding to noise must be known or well estimated and signal and noise need to correspond to distinct coefficients. Here we are interested in the more general case where these criteria are not met. To this end we introduce a new operator \( \tilde{\mathcal{M}} : \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N}) \), analogous to \( \mathcal{M} \). However, there is an important difference. Applying \( \tilde{\mathcal{M}} \) to \( \alpha \) weights each coefficient between 0 and 1. This is the essence of the PPO. If a coefficient corresponds to only noise it can be weighted by 0, if it corresponds only to signal it can be weighted by 1, and if signal and noise are mixed that coefficient can be weighted between 0 and 1.

The PPO and its action on \( f \in \mathcal{H} \) are

\[ \tilde{\mathcal{P}} = \tilde{\mathcal{M}} \mathcal{L} \mathcal{L}^* \]  

(10)

\[ \tilde{\mathcal{P}}f = \sum_{k \in \mathbb{N}} \tilde{m}_k (f, \varphi_k) \varphi_k \]  

(11)

where \( \tilde{m}_k \in [0, 1] \). For an operator on \( \mathcal{H} \) to be a projection operator it must be both idempotent and self-adjoint [1]. While (10) is self-adjoint, it is not necessarily idempotent. This is the reasoning behind the term “pseudo”.

In practice the operators introduced above are implemented as matrices. In the case of the analysis and synthesis operators, their implementations are orthogonal matrices constructed from families of complete orthogonal functions. Some of the more common of these families are the Legendre Polynomials, Laguerre Polynomials, Hermite Polynomials, and trigonometric polynomials [15, 16]. Our implementation uses trigonometric polynomials.

Given \( x \in \mathbb{R}^M \) and an index set \( I_N = \{0, 1, \ldots, N\} \), for some integer \( N \), the trigonometric polynomials which form the basis \( \{ \varphi_{2k}, \varphi_{2k+1} \}_{k \in I_N} \) are defined as

\[ \varphi_{2k} = \cos(kx) / \sqrt{\pi} \]  

\[ \varphi_{2k+1} = \sin(kx) / \sqrt{\pi} \]  

(12)  

(13)

where each basis function is in \( \mathbb{R}^M \) and \( \sqrt{\pi} \) ensures the basis functions of orthonormal. Stacking (12) and (13) as the columns of a matrix \( \Phi \in \mathbb{R}^{M \times 2N+2} \), \( \Phi \) then correspond to the synthesis operator in (5) and its transpose, \( \Phi^\top \), corresponds to the analysis operator in (3). The matrix equivalents of (8) and (10) are diagonal matrices \( \mathcal{P} \) with diagonal elements in \( \{0, 1\} \) and \( \tilde{\mathcal{P}} \) with diagonal elements in \( [0, 1] \) respectively. The corresponding summations in both (9) and (11) are over \( k \in \{0, 1, \ldots, 2N+1\} \).

3. ALGORITHM

As mentioned above, the goal of the PPO is to find an optimal weighting of coefficients. To this end, we train a feed forward neural network \( \mathcal{N} \) to learn this weighting. More precisely, we leverage \( \mathcal{N} \) to learn a diagonal matrix \( \tilde{\mathcal{M}} \), corresponding to \( \tilde{\mathcal{M}} \) in (10), where each element along the diagonal is in \( [0, 1] \). To achieve this, the activation function in the last layer of \( \mathcal{N} \) is a sigmoid function. The entire process of the PPO is depicted in Fig. 1.

4. EXPERIMENTS

We test the PPO against a PO and a denoising autoencoder (DAE) [17]. Experiments were conducted using the MIT SuperCloud [18]. Recall that the motivation for developing the PPO is to transfer the selection of coefficients in \( \ell^2(\mathbb{N}) \) from a rule-based approach to one where a neural network weights the coefficients. This is the reasoning for comparing the PPO to a PO. Both the PPO and PO can also be thought of as learning the representation of an input \( f \in \mathcal{H} \) in \( \ell^2(\mathbb{N}) \). From this perspective, the analysis and synthesis operators act as an encoder and decoder respectively. Thus, the comparison with a DAE is included as well.

4.1. URMP Dataset

Experiments were conducted using the University of Rochester Multi-Modal Music Performance (URMP) Dataset [19]. This dataset consists of multi-instrument recordings of musical pieces where each instrument is recorded on an individual track. Our process for breaking up a single recording into sub-sections is described in the context of a specific musical piece, “The Art of the Fugue” (piece number 32 in the dataset), focusing on a single instrument. This piece consists of two violins, a single viola, and single cello.
and runs for 2:54. Using the cello track as our example, this track is broken into one second intervals consisting of 48,000 samples each. This is then down sampled by selecting every $10^{16}$ sample. The final form of this track has dimensions $\mathbb{R}^{174 \times 4800}$, 174 seconds and 4800 samples. This process is applied to all individual instrument tracks, for all 44 musical pieces in the dataset, resulting in a final dataset size of $\mathbb{R}^{16,478 \times 4800}$. Note, for each musical piece there is a track which mixes all individual instrument tracks which we do not include in the dataset.

The data preprocessing pipeline was as follows. First, an 80/20 train/evaluation split was performed using Scikit Learn’s Shuffle-Split class. This is followed by scaling the dataset using either the MinMaxScaler or StandardScaler classes from Scikit Learn. For the MinMaxScaler the feature range parameter was (-1,1) and for the StandardScaler the default parameters were used [20]. The last step consisted of adding noise to the dataset (if applicable) and is described below.

To facilitate a variety of experimental environments we generate three types of datasets: clean, shuffle, and outliers. Apart from the clean data, all datasets involve passing a noised version of the original data as input to a model and then optimizing (in the case of the PPO and DAE) on the clean, or denoised, data. For all models, evaluation was performed by passing a noised input and comparing the model’s output to the true, denoised data, where the evaluation metric in both training and evaluation was MSE.

The clean dataset consists of the original URMP recordings, without any added noise, discussed above. The shuffle dataset is generated by adding a shuffled version of the clean dataset to itself. This was included to create a situation where signal and noise frequencies overlapped. Since many of the frequencies present in the musical pieces share frequencies, there were very likely cases where this overlap occurred. The outliers dataset is generated by randomly scaling each of the 4800 samples in each of the 16,478 trials of the clean dataset by a real number uniformly sampled from [1, 2], and was included to ensure the models were trained and evaluated on noise which was a function of, or correlated with, the signal.

Here it is important to point out that, for the PPO and DAE, the shuffle and outliers datasets were resampled each epoch during training. Thus, during training the same noised data was, effectively, never seen more than once. In the case of the noised and denoised data used for model evaluation, these datasets were fixed, never seen during training, and written to disk to ensure all models were evaluated on the same dataset.

### 4.2. Models

Both the PPO and DAE had three variants corresponding to the number of mappings. For the PPO the model notation is PPO$_x$, where $x$ corresponds to the number of mappings in $N$. The DAE followed similar notation where $x$ represents the number of mappings in both the encoder and decoder portions. Given the input dimensions of 4800, each PPO model mapped from $\mathbb{R}^{4800} \rightarrow \mathbb{R}^{2048}$. Here 2048 is the number of coefficients in $\ell^2(N)$ (1024 coefficients for both sin and cos) resulting in $N = 1023$ from Section 2. PPO3 had the mappings $4800 \rightarrow 3200 \rightarrow 2432 \rightarrow 2048$, PPO2 dropped the 3200 dimension, and PPO1 mapped directly from 4800 to 2048. The three DAE models, DAE1, DAE2, and DAE3, followed a similar pattern with the caveat the decoder reversed the mapping as well. The output layer of all DAE models was an affine transformation to ensure negative values were possible. Lastly, the PO models selected which coefficients to keep based upon a threshold. For example, the notation PO 0.5 indicates only coefficients with an absolute value greater than to 0.5 were kept. PO without a trailing number indicates an all pass PO, i.e. no coefficients were discarded. In the case of the PPO and DAE, the largest model size was three as in both cases models with more than three layers did not show any improvement. Similarly, PO models with a cutoff above 0.5 showed no improved performance.

### 4.3. Results

All PPO and DAE models were trained for 2000 epochs, with ReLU as the hidden layer activation function, L2 regularization, a batch size of 256, and over a variety of learning rates. To prevent data snooping, for each PPO and DAE model, the optimal learning rate was selected based upon the validation set MSE and not the evaluation set MSE, where the validation set was generated using the validation_split parameter in the tf.keras.Model.fit method [21]. All results in Figs. 2a and 2b are normalized to [0, 1] by dividing each dataset-scaling group by the largest value in that group.

For the standardized clean and shuffle datasets in Fig. 2a the best performing PPO and DAE differed by only a few percentage points. However, in the case of the standardized outliers dataset, we see the best PPO model outperformed the best DAE model by over 10%. In the case of min-max scaling in Fig. 2b, the best performing PPO outperforms the best DAE by 7% on the clean dataset and both the PPO and DAE show insignificant differences on the shuffle dataset. In the case of the outliers dataset, the PPO outperforms the DAE by over 10%. The above PPO results on the clean dataset are significant as they indicate the neural network portion of the PPO ‘got out of the way’ when there was no added noise and the PPO is able to do as well or better than a standard autoencoder [17]. We note the DAE results in Fig. 2 indicate that the DAE did no better, or got worse, as the number of layers increased. We suspect this is the result of overfitting, which may be particular to the current dataset and/or noise types. Based on these results, we draw the following conclusions:

- The PPO’s neural network portion is able to preserve the entire signal as well as an all pass PO when given noiseless data.
- In the presence of random outliers, generated by scaling the dataset itself, the PPO model is optimal.
- In the case of adding noise by shuffling the dataset the PPO and DAE models perform similarly.
- Rule based PO filters do not do well in regimes where the added noise is random as above.
- These results indicate a potential application of the PPO to filtering problems with partially known noise signatures which are correlated with the underlying signal as discussed below.

The problem of de-noising time series data is ubiquitous across the sciences and we envision that PPO may be applied to a variety of scientific signal processing problems. In materials science, time series data is generated during monitoring of crystal growth. The signal corresponds to the desired product, while noise is introduced by the presence of defects in the material, contaminants, and competing phases. The complexity of the growth process and the high-dimensional space of noise sources makes it difficult to establish general, rule-based filters for processing data collected during crystal growth [22]. Similarly, time series data of chemical concentrations during reactions are used to determine reaction mechanisms and improve yields [23]. In bioinformatics, time series are applied for metabolomics to identify the small molecules present in biological systems [24]. These are only a few representative examples.
where human-expert systems and heuristic rules are used to analyze time series data to study physical and living systems, and may be augmented by the PPO.

5. SUMMARY AND FUTURE WORK

In this paper we demonstrated the Pseudo Projection Operator performs as expected in the presence of denoised data, while outperforming traditional rule based POs and DAEs when the added noise was a function of the noiseless signal. In the case where the added noise was a shuffled version of the noiseless data, the PPO and DAE performed similarly with both outperforming the PO. Based upon this we conclude the PPO family of models would be best suited for problems where filtering is necessary in the presence of random outliers which have some correlation with the noiseless signal. More generally, these results indicate, in the majority of cases, the PPO outperforms a DAE and PO when the noise frequencies present are unknown and/or overlap with signal frequencies.

We plan to build upon the results herein by performing time complexity and energy consumption comparisons between the PPO and DAE models, determining whether the PPO is correctly scaling coefficients in experiments where the frequencies present in the clean data are known, and in applications to filtering problems in the physical and biological sciences discussed in Section 4.3.
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