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Abstract. The $n$th partial flag incidence algebra of a poset $P$ is the set of functions from $P^n$ to some ring which are zero on non-partial flag vectors. These partial flag incidence algebras for $n > 2$ are not commutative, not unitary, and not associative. However, partial flag incidence algebras contain generalized zeta, delta, and Möbius functions which are finer and more delicate invariants than their classical analogues. We also study some generalized characteristic polynomials of posets which are not evaluations of Tutte polynomials and compute them for Boolean lattices. Motivation for this work came from studying the matroid Kazhdan-Lusztig polynomials where partial flag Whitney numbers play a central role.
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1. Introduction

The classical incidence algebras are functions from the set of intervals in a poset to some ring. These algebras contain some of the most studied invariants for posets, matroids, and graphs like the chromatic polynomial and the Möbius function. They are an important source of associative, unital, but non-commutative algebras. In this note we define and study a generalization of the classic incidence algebras. The algebras we study are functions from the set of ordered sequences (aka flags) in a poset to some ring. These algebras contain many interesting invariants including generalizations of the classical Möbius functions and characteristic polynomials.

The product we use for these algebras is non-trivial. We modeled it after both the product in the classical incidence algebras and the higher dimensional integral convolution product in functional analysis. This product is complicated and results in these algebras being non-associative and non-unital. At a first glance this seems to be bad news. On the other hand as long as the coefficient ring is commutative they do satisfy a product/tensor or Künneth formula. Without this formula computations on infinite families of posets would be very difficult.

There are quite a few generalizations of incidence algebras, see [17, 26, 23, 11]. Also, there are studies of certain subalgebras of the classical incidence algebras, for example the finitary incidence algebras studied in [13]. The algebras considered here seem to be new. Koszulness of incidence algebras was studied in [21]. The classical incidence algebras have
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a nice Hopf algebra structure (see [9]). Another important result for incidence algebras is the classification of reduced incidence algebras in [16]. Recently Khrypchenko studied the algebras defined here and has shown that they essentially contain all the information of the underlying poset (see [15]). These results warrant future investigations into these properties for these generalized incidence algebras.

A central reason for this study is to lay the foundation for studying various generalized invariants for posets, lattices, and matroids. All of Section 3 is devoted to studying generalized Möbius functions. There we show that these generalized Möbius functions satisfy generalizations of some of the results for classical Möbius functions. In particular, in Theorem 3.11 we show that one of our flag Möbius functions satisfies a generalized version of Rota’s Cross-cut Theorem (see [22]). One aim is to develop these invariants for future studies on generalized Tutte polynomials.

To conclude this note we study a partial flag version of the characteristic polynomial. If the poset is the graph partitions poset of a graph then this gives a generalized chromatic polynomial. So, far this polynomial seems to be very mysterious. First we compute these polynomials for the Boolean lattice. Then we use this to demonstrate that in general these polynomials will not satisfy any kind of deletion-contraction formula. Hence these polynomials are new invariants and not evaluations of Tutte polynomials. Various generalizations of characteristic polynomials have been considered in the past. For example those studied in [7], but these are evaluations of Tutte polynomials.

Another motivation for this work comes from computing the matroid Kazhdan-Lusztig polynomials defined in [19]. In computing these polynomials one is naturally led to counting partial flags in posets. This was further refined in [20, 27]. It turns out that these polynomials give the Betti numbers for the intersection cohomology of the reciprocal plane if the matroid was realizable. For non-realizable matroids it was proved by Braden, Huh, Matherne, Proudfoot, and Wang in [3] and [4] building off of work by Huh and Wang [12] that the coefficients of these polynomials is always non-negative. The flag Whitney number formula in [27] together with the non-negativity result of Braden, Huh, Matherne, Proudfoot, and Wang shows some very interesting properties of a matroid. One aim of this work is to find more interesting inequalities concerning number of certain types of flats of matroids.

This article is organized as follows. In Section 2 we present the main definition of a partial flag incidence algebra and certain canonical special elements. Then we use these elements to show that these algebras are not necessarily associative or unital. In Section 3 we define some generalized Möbius functions and flag Whitney numbers of the first and second kind and compute them for the family of Boolean posets. There we also examine these generalized Möbius functions in the light of the classical results on the classical Möbius functions, in particular Rota’s cross cut theorem. In Section 4 we define a flag version of the classic characteristic polynomial, compute it for the Boolean posets, and then show that it is not a Tutte invariant (i.e. does not satisfy a deletion contraction formula).
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2. Flag incidence algebras

For the definition of incidence algebras we need to restrict to the class of locally finite posets \( P \). This means that any interval \([a, b] = \{x \in P | a \leq x \leq b\}\) is a finite set. Here is the main definition of this note.

Definition 2.1. Let \( P \) be a locally finite poset. The \( n\text{th} \) flag incidence algebra on \( P \), for \( n \geq 2 \), with coefficients in a ring \( R \) is \( I^n(P, R) \) (we will suppress the \( R \) when it is clear from context) the set of all functions \( f : \mathcal{F}l^n(P) \rightarrow R \) where

\[
\mathcal{F}l^n(P) = \{(X_1, \ldots, X_n) \in P^n | X_1 \leq X_2 \leq \cdots \leq X_n\}.
\]

Addition in \( I^n(P) \) is given by

\[
(f + g)(X_1, \ldots, X_n) = f(X_1, \ldots, X_n) + g(X_1, \ldots, X_n)
\]

and multiplication is given by a convolution

\[
(f \ast g)(X_1, \ldots, X_n) = \sum_{X_i \leq Y_i \leq X_{i+1}} f(X_1, Y_1, Y_2, \ldots, Y_{n-1}) g(Y_1, Y_2, \ldots, Y_{n-1}, X_n)
\]

where the juxtaposition above is just multiplication in the ring \( R \).

The usual incidence algebra is the case of \( n = 2 \). The multiplication in this definition is in some sense the most important part of the paper. The idea is to generalize the usual incidence algebra to flags with length longer than 2 and in some way mimic the classical convolution in functional analysis as an integral. Using this multiplication leads to two major problems:

1. The algebras in general are not associative (see Proposition 2.4 below).
2. The algebras in general are not unital (see Proposition 2.5 below).

However, the aim of this note is to show that these algebras still have some worth when studying posets. In particular, we can easily generalize some classical invariants which contain richer and finer information. First we define some particularly important elements of \( I^n(P) \) in order to study the basic algebraic structure of the algebras \( I^n(P) \).

Definition 2.2. (1) For an ordered subset \( I = \{i_1, \ldots, i_s\} \subseteq [n] \) the piece-wise delta function is \( \delta_I \in I^n(P) \) defined by

\[
\delta_I(X_1, \ldots, X_n) = \begin{cases} 
1 & X_{i_1} = X_{i_2} = \cdots = X_{i_s} \\
0 & \text{else}
\end{cases}
\]

(We will usually suppress the set distinguishing brackets on \( I \).)
(2) For subset of flags \( S \subseteq \mathcal{F}^n(\mathcal{P}) \) the characteristic function \( C_S \in \mathcal{I}^n(\mathcal{P}) \) with respect to \( S \) is defined by
\[
C_S(X_1, \ldots, X_n) = \begin{cases} 
1 & (X_1, \ldots, X_n) \in S \\
0 & \text{else}
\end{cases}
\]

(3) The \( k^{th} \) zeta function \( \zeta_k \) on \( \mathcal{P} \) is the constant function 1 on \( \mathcal{F}^n(\mathcal{P}) \), so for all \( (X_1, \ldots, X_k) \in \mathcal{F}^n(\mathcal{P}) \)
\[
\zeta_k(X_1, \ldots, X_k) = 1.
\]

Remark 2.3. Note that we can think of \( \zeta_k = \delta_1 \). And if \( n = 2 \) then the usual delta function is \( \delta = \delta_{[2]} \) in our notation.

In the next section we will define the partial flag version of the classical Möbius function. For now we can use the delta, zeta and characteristic functions to examine basic algebraic properties of the \( n^{th} \) incidence algebras.

Proposition 2.4. The incidence algebra \( \mathcal{I}^n(\mathcal{P}) \) is not associative for \( n > 2 \) and non-trivial \( \mathcal{P} \).

Proof. To do this we use the functions \( \delta_{1,2}, \delta_{2,3}, \) and \( \zeta := \zeta_n \). First we compute

(1) \( (\delta_{1,2} \ast \delta_{2,3} \ast \zeta)(X_1, \ldots, X_n) = \sum_{X_i \leq Y_i \leq X_{i+1}} \delta_{1,2} \ast \delta_{2,3}(X_1, Y_1, \ldots, Y_{n-1}) \)
\[
= \sum_{X_i \leq Y_i \leq X_{i+1}} \left[ \sum_{Y_{i-1} \leq Z_i \leq Y_i} \delta_{1,2}(X_1, Z_1, Z_2, \ldots, Z_{n-1}) \delta_{2,3}(Z_1, Z_2, Z_3, \ldots, Z_{n-1}, Y_{n-1}) \right]
\]
\[
= \sum_{X_i \leq Y_i \leq X_{i+1}} |[Y_3, Y_4, \ldots, Y_{n-1}]|
\]
where \([Y_3, \ldots, Y_{n-1}] = \{[s_1, \ldots, s_{n-3}] \in \mathcal{F}^{n-3}[Y_{i+2} \leq s_i \leq Y_{i+3}]\} \). Now we compute

(2) \( (\delta_{1,2} \ast (\delta_{2,3} \ast \zeta))(X_1, \ldots, X_n) = \sum_{X_i \leq Y_i \leq X_{i+1}} (\delta_{2,3} \ast \zeta)(X_1, Y_2, \ldots, Y_{n-1}, X_n) \)
\[
= \sum_{X_i \leq Y_i \leq X_{i+1}} \left[ \sum_{Y_{i-1} \leq Z_i \leq Y_i} \delta_{2,3}(X_1, Z_1, \ldots, Z_{n-1}) \right]
\]
\[
= \sum_{X_i \leq Y_i \leq X_{i+1}} |[Y_3, \ldots, Y_{n-1}, X_n]|.
\]

Note that the element \( \delta_{2,3} \) is not even defined unless \( n > 2 \). As long as \( X_{n-1} < X_n \) we have that \( (1) \) is strictly less than \( (2) \) for \( n > 2 \) and this finishes the proof. \( \square \)

Next we will prove that \( \mathcal{I}^n \) is not unital for \( n > 2 \).
Proposition 2.5. The incidence algebra $I^n(P)$ does not have a one sided unit for $n > 2$ and non-trivial $P$.

Proof. Suppose there was a right unit $u \in I^n(P)$. Compute

\[ (\delta_{1,n} * u)(X_1, \ldots, X_n) = u(X_1, X_1, X_1, \ldots, X_1, X_n) = \begin{cases} 1 & X_1 = X_n \\ 0 & \text{else} \end{cases} \]

and

\[ (\delta_{n-2,n-1} * u)(X_1, \ldots, X_1, X_n, X_n) = u(X_1, X_1, \ldots, X_1, X_n, X_n) = \begin{cases} 1 & X_1 = X_n \\ 0 & \text{else} \end{cases}. \]

Note that the last expression is only defined when $n > 2$. Also, suppose that $X_n$ covers $X_1$, so that $X_1 < X_n$ and there does not exist $Y$ such that $X_1 < Y < X_n$. Then both expressions are zero. But

\[ \zeta \ast u(X_1, \ldots, X_1, X_1, X_n) = \sum_{X_1 \leq Y \leq X_n} u(X_1, \ldots, X_1, Y, X_n) \]

\[ = u(X_1, \ldots, X_1, X_n) + u(X_1, \ldots, X_1, X_n, X_n) = 1 \]

which is a contradiction. The left side is similar it just uses the computations $u \ast \delta_{1,n}(X_1, \ldots, X_n)$, $u \ast \delta_{2,3}(X_1, X_1, X_n, \ldots, X_n)$, and $u \ast \zeta(X_1, X_n, \ldots, X_n)$. \qed

So far this all seems to be bad news for these higher dimensional incidence algebras. But we do have a very natural product formula generalizing the usual formula (see Proposition 2.1.12 in [24]).

Theorem 2.6. If $P$ and $Q$ are finite posets and the coefficient ring $R$ is commutative then

\[ I^n(P \times Q, R) \cong I^n(P, R) \otimes_R I^n(Q, R). \]

Proof. We define a map $\varphi : I^n(P, R) \otimes_R I^n(Q, R) \to I^n(P \times Q, R)$ on simple tensors by

\[ \varphi(g \otimes h)((X_1, Y_1), \ldots, (X_n, Y_n)) = g(X_1, \ldots, X_n)h(Y_1, \ldots, Y_n) \]

where the product on the right hand side is just multiplication in the ring $R$. First we show that $\varphi$ is a ring homomorphism. To shorten the notation let $(\vec{X}, \vec{Y}) := ((X_1, Y_1), \ldots, (X_n, Y_n))$. 

On simple tensors
\[
\varphi((e \otimes f) \cdot (g \otimes h))(\bar{X}, \bar{Y}) = \varphi(e \ast_P g \otimes f \ast_Q h)(\bar{X}, \bar{Y})
\]
\[
= (e \ast_P g)(\bar{X}, \bar{Y})(f \ast_Q h)(\bar{X}, \bar{Y})
\]
\[
= \left( \sum_{\bar{X} \leq \bar{W}} e(\bar{W}) g(\bar{W}) \right) \left( \sum_{\bar{Y} \leq \bar{Z}} f(\bar{Z}) h(\bar{Z}) \right)
\]
\[
= \sum_{\bar{X} \leq \bar{W}} \sum_{\bar{Y} \leq \bar{Z}} e(\bar{W}) f(\bar{Z}) g(\bar{W}) h(\bar{Z})
\]
\[
= \sum_{\bar{X} \leq \bar{W}} \sum_{\bar{Y} \leq \bar{Z}} \varphi(e \otimes f)(\bar{W}, \bar{Z}) \varphi(g \otimes h)(\bar{W}, \bar{Z})
\]
\[
= (\varphi(e \otimes f) \ast_P \varphi(g \otimes h))(\bar{X}, \bar{Y})
\]

where in the third, fourth, and fifth lines above the inequality \( \bar{X} \leq \bar{W} \) means the usual \( X_1 \leq W_1 \leq X_2 \leq W_2 \leq \cdots \leq W_{n-1} \leq X_n \) and \( e(\bar{W}) g(\bar{W}) \) means the usual \( e(X_1, W_1, \ldots, W_{n-1}) g(W_1, \ldots, W_{n-1}, X_n) \).

Then a routine check on non-simple tensors shows \( \varphi \) is a ring homomorphism.

The fact that \( \varphi \) is injective is nearly a tautology. Surjectivity is more interesting and there we use the finiteness hypothesis of \( P \) and \( Q \). Let \( f \in \mathcal{I}^n(P \times Q, R) \). Then define
\[
F = \sum_{\bar{X} \in \mathcal{F}^n(P)} \sum_{\bar{Y} \in \mathcal{F}^n(Q)} f((X_1, Y_1), \ldots, (X_n, Y_n)) C_{(X_1, \ldots, X_n)} \otimes C_{(Y_1, \ldots, Y_n)}
\]
which is well defined since the posets are finite and \( F \in \mathcal{I}^n(P, R) \otimes_R \mathcal{I}^n(Q, R) \). Since \( \varphi(C_{(X_1, \ldots, X_n)} \otimes C_{(Y_1, \ldots, Y_n)}) = C_{((X_1, Y_1), \ldots, (X_n, Y_n))} \) we have that \( \varphi(F) = f \).

3. **Partial flag Möbius functions**

Again we assume that \( \mathcal{P} \) is a locally finite poset. In order to save some notational space we will denote elements in \( \mathcal{F}^k(\mathcal{P}) \) by \( \bar{X} = (X_1, \ldots, X_k) \). There is a natural partial order on \( \mathcal{F}^k(\mathcal{P}) \) given by \( \bar{X} \preceq \bar{Y} \) if for all \( 1 \leq i \leq k \) we have \( X_i \leq Y_i \) where \( \leq \) is the order in \( \mathcal{P} \). Then the pair \( (\mathcal{F}^k(\mathcal{P}), \preceq) \) is a partially ordered set. We define another kind of relation between \( \mathcal{F}^{k-1}(\mathcal{P}) \) and \( \mathcal{F}^k(\mathcal{P}) \) in order to make our definition of various partial flag Möbius functions concise. For \( \bar{Y} \in \mathcal{F}^{k-1}(\mathcal{P}) \) and \( \bar{X} \in \mathcal{F}^k(\mathcal{P}) \) we say \( \bar{Y} \preceq \bar{X} \) if and only if
\[
X_1 \leq Y_1 \leq X_2 \leq Y_2 \leq X_3 \leq \cdots \leq X_{k-1} \leq Y_{k-1} \leq X_k.
\]

Using this we define a few different possible generalizations of the classical Möbius function.

**Definition 3.1.** The \( k^{th} \) left partial flag Möbius function on \( \mathcal{P} \) is \( \mu_k^l : \mathcal{F}^k(\mathcal{P}) \rightarrow \mathbb{Z} \) recursively defined for all \( \bar{X} \in \mathcal{F}^k(\mathcal{P}) \) by
\[
\sum_{\bar{Y} \leq \bar{X}} \mu_k^l(X_1, Y_1, \ldots, Y_{k-1}) = \delta_{[k]}(\bar{X}).
\]
The $k^{th}$ right partial flag Möbius function on $P$ is $\mu^r_k : FL_k(P) \to \mathbb{Z}$ recursively defined for all $X \in FL_k(P)$ by
$$\sum_{Y \leq X} \mu^r_k(Y_1, \ldots, Y_{k-1}, X_k) = \delta_{[k]}(X).$$

The $k^{th}$ product partial flag Möbius function on $P$ is $\mu^p_k : FL_k(P) \to \mathbb{Z}$ defined by
$$\mu^p_k(X) = \prod_{i=1}^{k-1} \mu^l_2(X_i, X_{i+1}).$$

Multiple remarks are in order. The delta function above can be thought of the standard delta function $\delta_{X_1, \ldots, X_k}$ it just checks to see if all the $X_i$ are equal. The definitions for the left and right partial flag Möbius functions make sense because of the fact that $(FL_k(P), \preceq)$ is a partially ordered set. The left partial flag Möbius function can be equivalently defined as the element $a$ such that $a \ast \zeta_k = \delta_{[k]}$ (this is why we use the terminology of left and right). Similarly right partial flag Möbius function can be equivalently defined as the element $b$ such that $\zeta_k \ast b = \delta_{[k]}$. Since $\delta_{[k]}$ is not a unit and $I^k(P, R)$ is not commutative there is no reason why we should expect the functions of Definition 3.1 to be the same. In the next example we show that for $k > 2$ all the functions of Definition 3.1 are different even for a very “symmetric” and small poset. This is in strict contrast to the classical case $k = 2$ where $\mu^l_2 = \mu^r_2 = \mu^p_2$. Also, note that for the product definitions case we could have used $\mu^p_2$ instead of $\mu^l_2$ since they are the same. We also remark that in the case of a poset $P$ with a minimal element $\hat{0}$, all of these functions are different than the “one variable” classical Möbius function (by this we mean $\mu^l_2(\hat{0}, X)$) on the partial flag poset $(FL_k(P), \preceq)$.

Example 3.2. Let $P$ be the poset in Figure 1 (it can be thought of in many ways: the partition poset on three elements, the dim 2 braid matroid lattice of flats, the graph partition poset of the complete graph with 3 vertices, etc). Then $\mu^l_3(0, a, 1) = -2$ and hence $\mu^l_3(0, 1, 1) = 4$. But $\mu^r_3(0, 1, 1) = 2$. Then we note that $\mu^l_3(0, a, a) = 1$, $\mu^r_3(0, 0, a) = 1$, but $\mu^p_3(0, a, a) = -1 = \mu^p_3(0, 0, a)$. Also, we compute the classical Möbius function on the partial flag poset. In this case we have $\mu^l_3((0, 0, 0), (0, a, a)) = 0$ but none of the function values $\mu^l_3(0, a, a)$, $\mu^r_3(0, a, a)$, or $\mu^p_3(0, a, a)$ are zero. This example comes up also as the counter-example to a generalized deletion-restriction formula for the higher characteristic polynomials.
The fact that \( \mu^l, \mu^r, \mu^p \) are different seems to indicate the complexity of the invariants studied here. We choose to study \( \mu^l \) in order to examine its possible utility and use it in a generalization of characteristic polynomials presented in Section 4. From now on we refer to \( \mu^l \) as just \( \mu_k \). Next we study \( \mu^p \) in Subsection 3.2 and show that it satisfies a generalized Cross-cut theorem. For this paper use \( \mu_k \) to define some fundamental invariants given by these generalized functions.

Using the functions \( \mu_k \) and \( \zeta_k \) we can define multi-indexed Whitney numbers. A good reference for classical Whitney numbers is [1] and these were generalized to 2 subscripts in [10].

**Definition 3.3.** Let \( \mathcal{P} \) be a ranked locally finite poset. Let \( I = \{i_1, \ldots, i_k\} \) be an ordered \( k \)-tuple such that for all \( j, i_j \in \{0, 1, 2, \ldots, \text{rk} \mathcal{P}\} \).

1. The multi-indexed Whitney numbers of the first kind are
   \[
   w_I(\mathcal{P}) = \sum \mu_k(X_1, X_2, \ldots, X_k)
   \]
   where the sum is over all \( k \)-tuples \( (X_1, \ldots, X_k) \) where \( X_1 \leq X_2 \leq \cdots \leq X_k \) and for all \( j \in [k], \text{rk} X_j = i_j \).

2. The multi-indexed Whitney numbers of the second kind are
   \[
   W_I(\mathcal{P}) = \sum \zeta_k(X_1, X_2, \ldots, X_k)
   \]
   where the sum is over all \( k \)-tuples \( (X_1, \ldots, X_k) \) where \( X_1 \leq X_2 \leq \cdots \leq X_k \) and for all \( j \in [k], \text{rk} X_j = i_j \).

When the context of the poset is clear we will just write \( W_I \) instead of \( W_I(\mathcal{P}) \).

**Remark 3.4.** Note that the original Whitney numbers, \( w_i \), of the first kind in our notation are \( w_{0,i} \). The Whitney numbers of the second kind have the property that some indices are trivial in the sense that with or without these indices we have the same value. For example, if \( \mathcal{P} \) is a lattice then \( w_{0,i} = W_i \).

**Remark 3.5.** Let \( \mathcal{P} \) be a rank \( n \) poset with \( \hat{0} \) and \( \hat{1} \). Let \( [n] = \{0, 1, \ldots, n\} \). We can make a function \( \alpha : [n] \to \mathbb{Z} \) defined by \( \alpha(I) = W_I \). The function \( \alpha \) is called the flag f-vector in the literature (see [14] and [25]). This function is used in the original definition of the so called cd-index of the poset \( \mathcal{P} \). It would be interesting to know if there were any connection between some of the facts presented in this study and various results on the cd-index.

3.1. Boolean Lattices. Let \( B_n \) be the rank \( n \) Boolean lattice. In the following lemma we compute the \( k^{th} \) M"obius function on elements in \( B_1 = \{0, 1\} \).

**Proposition 3.6.** If \( X_1 \leq \cdots \leq X_k \in B_1 \) then
\[
\mu_k(X_1, \ldots, X_k) = \begin{cases} 
(-1)^{\text{rk}(X_1)+\cdots+\text{rk}(X_k)} & \text{if } (X_1, \ldots, X_k) \neq (1, 1, \ldots, 1) \\
1 & \text{else}
\end{cases}
\]

**Proof.** Since as a set we can write \( B_1 = \{0, 1\} \) we have that the only possible M"obius values are
\[
b_i := \mu_k(0, \ldots, 0, 1, \ldots, 1)
\]
where there are \( i \) 1’s. Starting at the bottom of the flags we have that \( b_0 = 1 \) by definition. Then the indices to sum over in the recursive definition of \( \mu \) give that \( 0 = b_i + b_{i-1} = b_i + (-1)^{i-1} \) as long as \( i < k \). Hence for \( i < k \) we have \( b_i = (-1)^i \). The case \( i = k \) is by definition.

**Remark 3.7.** Note that for even \( k \) the formula \( \mu_k(B_i)(X_1, \ldots, X_k) = (-1)^{rk(X_1)+\cdots+rk(X_k)} \) holds for all possible \((X_1, \ldots, X_k)\) by Proposition 3.6. However, it does not if \( k \) is odd. This is more evidence that \( \mu_k \) holds some subtle information and for higher rank Boolean lattices the odd Möbius functions \( \mu_{2k+1} \) are more complicated.

Combining Theorem 2.6 and Proposition 3.6 we get the following.

**Proposition 3.8.** If \( B_n \) is the rank \( n \) Boolean lattice, \( k \) is even and \((X_1, \ldots, X_k) \in \mathcal{F}^k(B_n)\) then \( \mu_k(X_1, \ldots, X_k) = (-1)^{rk(X_1)+\cdots+rk(X_k)} \).

Summing all these values over certain ranks can yield a result about the partial flag Whitney numbers of a Boolean lattice.

**Corollary 3.9.** If \( k \) is even and \( I = (i_1, \ldots, i_k) \) then \( w_I(B_n) = (-1)^{i_1+\cdots+i_k}W_I(B_n) \).

Next we compute these numbers for the Boolean lattice. For any ranked poset \( \mathcal{P} \) we let \( \mathcal{P}(j) = \{ X \in \mathcal{P} | \text{rk}(X) = j \} \).

**Proposition 3.10.** If \( I = (i_1, \ldots, i_k) \) then

\[
W_I(B_n) = \binom{n}{i_1, i_2 - i_1, i_3 - i_2, \ldots, i_k - i_{k-1}, n - i_k}.
\]

**Proof.** We start at the bottom of the chain \( i_1 \leq \cdots \leq i_k \). There are exactly \( \binom{n}{i_1} \) elements of rank \( i_1 \) in \( B_n \) (i.e. \( |B_n(j)| = \binom{n}{i_1} \)). Then for any \( X \in B_n(i_1) \) the restriction to \( X \) is \( B_n^{X} \cong B_{n-i_1} \) and the elements above \( X \) of rank \( i_2 \) in \( B_n \) are now of rank \( i_2 - i_1 \) in \( B_n^{X} \). So, for every \( X \in B_n(i_1) \) the number of elements above it is \( \binom{n-i_1}{i_2-i_1} \). In general for every \( Y \in B_N(i_j) \) there are \( \binom{n-i_j}{i_{j+1}-i_j} \) above it in \( B_n(i_{j+1}) \). Hence

\[
W_I(B_n) = \binom{n}{i_1} \binom{n-i_2}{i_2-i_1} \cdots \binom{n-i_{k-1}}{i_k-i_{k-1}} = \binom{n}{i_1, i_2 - i_1, i_3 - i_2, \ldots, i_k - i_{k-1}, n - i_k}.
\]

\( \square \)

### 3.2. A counting formula for matroids.

One reason that the classical Möbius function is so useful is that it can be computed many different ways. In this subsection we generalize one of these classical formulas to the setting of these partial flag Möbius functions. There are multiple motivations for the formula we present below and we plan to use this formula to examine a relationship to a generalized Tutte polynomial in a subsequent study. Suppose that \( M \) is a matroid and \( L_M = L(A) \) is its associated lattice of flats with set of atoms \( A \). For \((X_1, \ldots, X_k) \in \mathcal{F}^k(L(A))\) set

\[
S(X_1, \ldots, X_k) = \left\{ (B_1, \ldots, B_{k-1}) \in [2^A]^{k-1} | \forall i, X_i \subseteq B_i \text{ and } \bigvee B_i = X_{i+1} \right\}
\]
Theorem 3.11. For any geometric lattice $L(A)$ with set of atoms $A$ and all $\mathcal{X} = (X_1, \ldots, X_k) \in \mathcal{F}^{k}(L(A))$

$$
\mu_k^p(X_1, \ldots, X_k) = \sum_{S \in S(\mathcal{X})} \prod_{i=1}^{k-1} (-1)^{|B_i \setminus X_i|} = \sum_{S \in S(\mathcal{X})} (\prod_{i=1}^{k-1} |B_i \setminus X_i|)
$$

where $\overline{B} = (B_1, \ldots, B_{k-1})$.

Proof. We do this by induction on $k$. The base case, $k = 2$, is classical (see [22]) where the cross-cut set is the set of atoms in the interval lattice $[X_1, X_2]$. Then for $k > 2$ and all $\mathcal{X} \in \mathcal{F}^{k}(L(A))$ we compute

$$
\sum_{S \in S(\mathcal{X})} \prod_{i=1}^{k-1} (-1)^{|B_i \setminus X_i|} = \sum_{B_1 \geq X_1} \sum_{B_2 \geq X_2} \sum_{B_3 \geq X_3} \cdots \sum_{B_{k-1} \geq X_{k-1}} \prod_{i=1}^{k-1} (-1)^{|B_i \setminus X_i|}.
$$

Since the last summation in (5) only has summation variable $B_{k-1}$ we can factor out all the other $B_i$ terms for $i < k - 1$ to get (5) as

$$
\sum_{B_1 \geq X_1} \sum_{B_2 \geq X_2} \cdots \sum_{B_{k-2} \geq X_{k-2}} \sum_{B_{k-1} \geq X_{k-1}} \prod_{i=1}^{k-2} (-1)^{|B_i \setminus X_i|} \mu_2(X_{k-1}, X_k)
$$

Then again by Theorem ..., in (6) becomes

$$
\sum_{B_1 \geq X_1} \sum_{B_2 \geq X_2} \cdots \sum_{B_{k-2} \geq X_{k-2}} \sum_{B_{k-1} \geq X_{k-1}} \prod_{i=1}^{k-2} (-1)^{|B_i \setminus X_i|} \mu_2(X_{k-1}, X_k)
$$

Condensing (7) and factoring out the last term becomes

$$
\mu_2(X_{k-1}, X_k) \sum_{(B_1, \ldots, B_{k-2}) \in S(X_1, \ldots, X_{k-1})} \prod_{i=1}^{k-2} (-1)^{|B_i \setminus X_i|}.
$$

Using the induction hypothesis (8) is now

$$
= \mu_2(X_{k-1}, X_k) \mu_{k-1}^p(X_1, \ldots, X_{k-1})
$$

and by definition of $\mu_{k-1}^p$ (9) is $= \mu_2(X_{k-1}, X_k) \mu_{2}^p(X_1, X_2) \cdots \mu_2(X_{k-2}, X_{k-1})$. □
4. Generalized Characteristic polynomials

Using the Whitney numbers from Definition 3.3 we can define generalized characteristic polynomials.

**Definition 4.1.** The $k^{th}$ partial flag characteristic polynomial of a finite ranked poset $P$ with rank $r$ and smallest element $\hat{0}$ is

$$
\chi_k(P, t) = \sum_{|I|=k} w_{(\hat{0})\cup I} t^{r-I}
$$

where $t^{r-I} = t_1^{r-i_1}t_2^{r-i_2} \cdots t_k^{r-i_k}$ when $I = \{i_1, \ldots, i_k\}$. For an arrangement $A$ we define the $k^{th}$ characteristic polynomial

$$
\chi_k(A, t) = \sum_{(X_1, \ldots, X_k) \in \mathcal{F}^k(L(A))} \mu_{k+1}(\hat{0}, X_1, \ldots, X_k) t_1^{\dim X_1} \cdots t_k^{\dim X_k}.
$$

**Remark 4.2.** The usual characteristic polynomial of a poset $P$ is exactly $\chi_1(P, t) = \chi(P, t)$.

We get the following result from viewing $\chi_k$ as an element of the incidence algebra $\mathcal{I}^k(P, \mathbb{Z}[t_1, \ldots, t_k])$ and Theorem 2.6.

**Proposition 4.3.** If $P$ and $Q$ are finite posets then

$$
\chi_k(P \times Q; t_1, \ldots, t_k) = \chi_k(P; t_1, \ldots, t_k) \chi_k(Q; t_1, \ldots, t_k).
$$

Using this we can compute the characteristic polynomial of the Boolean lattices. Let $\mathcal{B}_n$ be the Boolean lattice of rank $n$. Again we use the product formula on $\mathcal{B}_n \cong (\mathcal{B}_1)^n$.

For $1 \leq ik$ let $\tilde{w}_i = w_{0,0, \ldots, 0,1, \ldots, 1}(\mathcal{B}_1)$ where there are $i$ 1’s. Then by Proposition 3.6 we have that $\tilde{w}_i = (-1)^i$. Thus

(10) \quad \chi_k(\mathcal{B}_1; t_1, \ldots, t_k) = \sum_{i=0}^k (-1)^i \prod_{j=1}^{k-i} t_j

(11) \quad = t_1(t_2(t_3(t_4(t_5(t_6(t_7(t_8(t_9(t_{10}(t_{11}(t_{12}(t_{13}(t_{14}(t_{15}(t_{16}

Applying Proposition 4.3 to Equations (10) and (11) we get the following proposition.

**Proposition 4.4.** The characteristic polynomials of the Boolean matroids are

$$
\chi_k(\mathcal{B}_n; t_1, \ldots, t_k) = \left(\sum_{i=0}^k (-1)^i \prod_{j=1}^{k-i} t_j\right)^n
$$

$$
= \left(t_1(t_2(t_3(t_4(t_5(t_6(t_7(t_8(t_9(t_{10}(t_{11}(t_{12}(t_{13}(t_{14}(t_{15}(t_{16}

where the last product term in the summation $(i = k)$ is 1.
Using Proposition 3.6, Proposition 3.10 and the Proposition 4.4 we get a formula for multinomial coefficients.

**Corollary 4.5.** If \( k \) is even

\[
\chi_k(B_n; t_1, \ldots, t_k) = \left( t_1(t_2\cdots(t_{k-1}(t_k-1) + 1) \cdots + (-1)^{k-1}) + (-1)^k \right)^n
\]

\[
= \sum_{\{i_1, \ldots, i_k\} \subseteq [n]} (-1)^{i_1+\cdots+i_k} \left( \begin{array}{c} n \\ i_1, i_2 - i_1, i_3 - i_2, \ldots, i_k - i_{k-1}, n - i_k \end{array} \right) t_1^{i_1} \cdots t_k^{i_k}.
\]

Next, using Proposition 4.3 we note that \( k \)th generalized characteristic polynomial for the Boolean poset satisfies a nice identity relating to the classical characteristic polynomial.

**Corollary 4.6.** The characteristic polynomials of the Boolean matroids satisfy

\[
\chi_k(B_n; t_1, \ldots, t_k) = (-1)^n \chi_1(B_n; -\chi_k(B_1; t_1, \ldots, t_k) + (-1)^{k-1})).
\]

Now we show that these higher characteristic polynomials do not satisfy a deletion-restriction formula for hyperplane arrangements. First we examine the Boolean formula to deduce what a deletion restriction formula would look like. Let \( B_n \) be the Boolean arrangement in a vector space of rank \( n \) and \( B_n' \) and \( B_n'' \) be the deletion and restriction respectively by one of the hyperplanes. Note that the deletion of the Boolean arrangement, \( B_n' \), is a Boolean arrangement of rank \( n-1 \) but it is just embedded in one higher dimension than needed. The restricted Boolean arrangement, \( B_n'' \), is also Boolean of rank \( n-1 \). So,

\[
\chi_k(B_n'; t_1, \ldots, t_k) = t_1 \cdots t_k \left( t_1(t_2\cdots(t_{k-1}(t_k-1) + 1) \cdots + (-1)^{k-1}) + (-1)^k \right)^{n-1}
\]

and

\[
\chi_k(B_n''; t_1, \ldots, t_k) = \left( t_1(t_2\cdots(t_{k-1}(t_k-1) + 1) \cdots + (-1)^{k-1}) + (-1)^k \right)^{n-1}
\]

Hence if we were to have a deletion restriction formula then it would have to be of the form

\[
\chi_k(A; t_1, \ldots, t_k) = \chi_k(A'; t_1, \ldots, t_k) - \left( \sum_{i=0}^{k-1} (-1)^i \prod_{j=1}^{k-1-i} t_j \right) \chi_k(A''; t_1, \ldots, t_k)
\]

where \( A' \) and \( A'' \) are the deletion and restriction respectively. Note that if (14) were true it would generalize the usual deletion-restriction formula with \( k = 1 \) (see [18]).

However, the next example shows that this formula is not satisfied even for \( k = 2 \) on a rank 2 matroid.

**Example 4.7.** Let \( A \) be the arrangement of 3 hyperplanes in rank 2. So, \( A \) has intersection lattice of that in Example 3.2. Then the 2nd characteristic polynomial is

\[
\chi_2(A; t_1, t_2) = t_1^2t_2^2 - 3t_1^2t_2 + 2t_1^2 + 3t_1t_2 - 6t_1 + 4.
\]
Since the deletion $\mathcal{A}'$ is Boolean of rank 2 we have that $\chi_2(\mathcal{A}'; t_1, t_2) = (t_1(t_2 - 1) - 1)^2$. The restriction $\mathcal{A}''$ is $\mathcal{B}_1$ hence $\chi_2(\mathcal{A}''; t_1, t_2) = t_1(t_2 - 1) + 1$. Now if we insert these into the formula (14) we get

$$\chi_2(\mathcal{A}'; t_1, t_2) - (t_1 - 1)\chi_2(\mathcal{A}''; t_1, t_2) = (t_1(t_2 - 1) + 1)^2 - (t_1 - 1)(t_1(t_2 - 1) + 1)$$

$$= t_1^2t_2^2 - 3t_1^2t_2 + 2t_1^2 + 3t_1t_2 - 4t_1 + 2$$

which has the last two terms different than $\chi_2(\mathcal{A}; t_1, t_2)$.

**Remark 4.8.** It seems interesting that this fails for such a simple example. Since the characteristic polynomial satisfies the product formula of Proposition 4.3 it would be an evaluation of the Tutte polynomial (see for example [6]). In this sense these characteristic polynomials are new invariants. However, given the complexity of the formulas even for Boolean matroids (Proposition 4.4) the utility of these polynomials is probably low.

**Remark 4.9.** After considering these new invariants the next step would be to understand them in the frame work of Dupont, Fink, and Moci in [8]. Also, one should decide whether or not they are valuations and the set up of Ardila and Sanchez in [2] seems particularly fitting.

**References**

1. Martin Aigner, *Whitney numbers*, Combinatorial geometries, Encyclopedia Math. Appl., vol. 29, Cambridge Univ. Press, Cambridge, 1987, pp. 139–160. MR 921072
2. Federico Ardila and Mario Sanchez, *Valuations and the hopf monoid of generalized permutahedra*, arXiv:2010.11178, 2020.
3. Tom Braden, June Huh, Jacob P. Matherne, Nicholas Proudfoot, and Botong Wang, *A semi-small decomposition of the chow ring of a matroid*, 2020.
4. Clément Dupont, Alex Fink, and Luca Moci, *Universal tutte characters via combinatorial coalgebras*, 2019.
5. Arne Dür, *Möbius functions, incidence algebras and power series representations*, Lecture Notes in Mathematics, vol. 1202, Springer-Verlag, Berlin, 1986. MR 857100
6. Curtis Greene and Thomas Zaslavsky, *On the interpretation of Whitney numbers through arrangements of hyperplanes, zonotopes, non-Radon partitions, and orientations of graphs*, Trans. Amer. Math. Soc. 280 (1983), no. 1, 97–126. MR 712251
10. Curtis Greene and Thomas Zaslavsky, *On the interpretation of Whitney numbers through arrangements of hyperplanes, zonotopes, non-Radon partitions, and orientations of graphs*, Trans. Amer. Math. Soc. 280 (1983), no. 1, 97–126. MR 712251
11. Mark Haiman and William Schmitt, *Incidence algebra antipodes and Lagrange inversion in one and several variables*, J. Combin. Theory Ser. A 50 (1989), no. 2, 172–185. MR 989192 (90f:05005)
12. June Huh and Botong Wang, *Enumeration of points, lines, planes, etc*, Acta Math. 218 (2017), no. 2, 297–317. MR 3733101
13. Ivan Kaygorodov, Mykola Khrypchenko, and Feng Wei, *Higher derivations of finitary incidence algebras*, Algebr. Represent. Theory 22 (2019), no. 6, 1331–1341. MR 4034785
16. Andreas Kriegl, *A characterization of reduced incidence algebras*, Discrete Math. **34** (1981), no. 2, 141–144. MR 611426

17. Florence Magnifo and Ivo G. Rosenberg, *Generalization of convolution and incidence algebras*, European J. Combin. **37** (2014), 100–114. MR 3138594

18. Peter Orlik and Hiroaki Terao, *Arrangements of hyperplanes*, Grundlehren der Mathematischen Wissenschaften [ Fundamental Principles of Mathematical Sciences], vol. 300, Springer-Verlag, Berlin, 1992. MR 1217488

19. Nicholas Proudfoot, Max Wakefield, and Ben Young, *Intersection cohomology of the symmetric reciprocal plane*, J. Algebraic Combin. **43** (2016), no. 1, 129–138. MR 3439303

20. Nicholas Proudfoot, Yuan Xu, and Ben Young, *The Z-polynomial of a matroid*, Electron. J. Combin. **25** (2018), no. 1, Paper No. 1.26, 21. MR 3785005

21. Victor Reiner and Dumitru Ioan Stamate, *Koszul incidence algebras, affine semigroups, and Stanley-Reisner ideals*, Adv. Math. **224** (2010), no. 6, 2312–2345. MR 2652208 (2011f:06003)

22. Gian-Carlo Rota, *On the foundations of combinatorial theory. I. Theory of Möbius functions*, Z. Wahrscheinlichkeitstheorie und Verw. Gebiete **2** (1964), 340–368 (1964). MR 0174487

23. I. G. Rosenberg, *Algebraic properties of a general convolution*, Algebraic, extremal and metric combinatorics, 1986 (Montreal, PQ, 1986), London Math. Soc. Lecture Note Ser., vol. 131, Cambridge Univ. Press, Cambridge, 1988, pp. 175–204. MR 1052667 (91e:05007)

24. Eugene Spiegel and Christopher J. O’Donnell, *Incidence algebras*, Monographs and Textbooks in Pure and Applied Mathematics, vol. 206, Marcel Dekker, Inc., New York, 1997. MR 1445562 (98g:06001)

25. Richard P. Stanley, *Flag f-vectors and the cd-index*, Math. Z. **216** (1994), no. 3, 483–499. MR 1283084

26. Stefan Veldsman, *Chain conditions on convolution rings*, Comm. Algebra **35** (2007), no. 1, 371–388. MR 2287577 (2007j:16036)

27. Max Wakefield, *A flag Whitney number formula for matroid Kazhdan-Lusztig polynomials*, Electron. J. Combin. **25** (2018), no. 1, Paper No. 1.22, 14. MR 3785001

US Naval Academy, 572-C Holloway Rd, Annapolis MD, 21402 USA

Email address: wakefiel@usna.edu