Accuracy of artificial intelligence-assisted detection of esophageal cancer and neoplasms on endoscopic images: A systematic review and meta-analysis
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Objective: To investigate systematically previous studies on the accuracy of artificial intelligence (AI)-assisted diagnostic models in detecting esophageal neoplasms on endoscopic images so as to provide scientific evidence for the effectiveness of these models.

Methods: A literature search was conducted on the PubMed, EMBASE and Cochrane Library databases for studies on the AI-assisted detection of esophageal neoplasms on endoscopic images published up to December 2020. A bivariate mixed-effects regression model was used to calculate the pooled diagnostic efficacy of AI-assisted system. Subgroup analyses and meta-regression analyses were performed to explore the sources of heterogeneity. The effectiveness of AI-assisted models was also compared with that of the endoscopists.

Results: Sixteen studies were included in the systematic review and meta-analysis. The pooled sensitivity, specificity, positive and negative likelihood ratios, diagnostic odds ratio and area under the summary receiver operating characteristic curve regarding AI-assisted detection of esophageal neoplasms were 94% (95% confidence interval [CI] 92%-96%), 85% (95% CI 73%-92%), 6.40 (95% CI 3.38-12.11), 0.06 (95% CI 0.04-0.10), 98.88 (95% CI 39.45-247.87) and 0.97 (95% CI 0.95-0.98), respectively. AI-based models performed better than endoscopists in terms of the pooled sensitivity (94% [95% CI 84%-98%] vs 82% [95% CI 77%-86%, P < 0.01).

Conclusions: The use of AI results in increased accuracy in detecting early esophageal cancer. However, most of the included studies have a retrospective study design, thus further validation with prospective trials is required.
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INTRODUCTION

In 2020, esophageal cancer ranks the seventh most common cancer and the sixth most common cause of cancer death worldwide.1 Histologically, esophageal cancer can mainly be classified into esophageal squamous cell carcinoma (ESCC) and esophageal adenocarcinoma (EAC), which accounts for 90% of all cases with esophageal cancer.2 ESCC is the main histological type of esophageal...
cancer in China. The rate of EAC has been increasing, probably due to a high prevalence of gastroesophageal reflux disease, Barrett's esophagus (BE) and obesity in recent years. The 5-year survival rate of patients with early esophageal cancer may reach 85% or higher; however, most patients are diagnosed at an advanced stage, with a 5-year survival rate decreasing to less than 20%. Therefore, early diagnosis of esophageal cancer is vital to improve patient prognosis.

Thanks to the rapid development of artificial intelligence (AI) technology, AI-assisted diagnostic models established through deep learning have been widely applied for the analysis of gastrointestinal endoscopic images. A large number of images are collected for the construction of AI-assisted diagnostic model; the images are divided into the training dataset, which is used to construct the model, and the testing dataset to validate its effectiveness. The AI-based models have been reported to perform well in the detection of colon polyps, differentiation of gastric and colonic polyps, as well as the identification of early gastrointestinal tumors and Helicobacter pylori (H. pylori) infection within gastric mucosal layer. Recently, the application of AI-assisted models has been gradually extended to the endoscopic assessment of esophageal diseases. AI models have been found to be accurate in detecting early esophageal cancer via endoscopic images, some of them are even more effective than experienced endoscopists. In this systematic review and meta-analysis, we aimed to investigate systematically the accuracy of AI-assisted diagnostic models in the detection of esophageal neoplasms on endoscopic images so as to provide scientific evidence for their effectiveness.

2 MATERIALS AND METHODS

2.1 Search strategy and study selection

This systematic review and meta-analysis were conducted based on the Preferred Reporting Items for Systematic reviews and Meta-Analyses (PRISMA) statement. To identify all studies on the AI-assisted detection of esophageal neoplasms via endoscopic images, a comprehensive literature search was conducted on the PubMed, EMBASE and Cochrane Library databases covering all articles published up to December 2020. The following terms were used for the search: (“artificial intelligence” OR “AI” OR “deep learning” OR “convolutional network” OR “computer aided”) AND (“esophageal squamous cell carcinoma” OR “esophageal cancer” OR “Barrett’s esophagus” OR “esophageal adenocarcinoma”). Only English-language articles were included.

2.2 Eligibility criteria

The studies for the systematic review and meta-analysis were English-language prospective or retrospective studies which employed AI-aided diagnostic models in the detection of benign esophageal lesions, early esophageal neoplasms and esophageal cancer with different invasive depths on endoscopy. Only the studies in which the rates of integral true positivity, false positivity, false negativity and true negativity were available were included in the study. Reviews, comments, letters, editorials, meta-analyses and animal studies were excluded. For duplications, only the one with a larger sample size was included.

2.3 Data extraction

The following information was extracted from each study: first author, publication year, country or region, manuscript type, number of patients and/or endoscopic images, the rates of true positivity, false positivity, false negativity, and true negativity of the AI-assisted diagnostic models and endoscopists in diagnosing the same dataset, histological type of the lesions, type of endoscopy and algorithm used, and whether the study used videos as a part of the dataset, using an external validation dataset or low-quality images, or achieved a real-time diagnosis. Data extraction was conducted by two authors (SMZ and YJW) independently, and any disagreement was resolved through in-depth discussion and consensus.

2.4 Methodological quality assessment and the evaluation of potential bias

Two authors (SMZ and YJW) assessed the quality and potential bias of the eligible studies in accordance with the revised quality assessment of diagnostic accuracy studies (QUADAS-2). Any disagreement was resolved through discussion. The tool comprises four domains: patient selection, index test, reference standard, and flow and timing. The first three domains were also assessed for concerns regarding applicability. Each section was classified as having a high, low or unclear risk of bias.

2.5 Study outcomes

The primary outcomes were the diagnostic accuracy, pooled sensitivity, specificity, positive likelihood ratio (PLR), negative likelihood ratio (NLR) and diagnostic odds ratio (DOR) of the AI-assisted models in the detection of esophageal neoplasms in endoscopic images. The secondary outcomes were the comparison of AI-assisted diagnostic models and endoscopists in terms of the pooled sensitivity and specificity in analyzing the same test datasets, as well as the accuracy of these models in different subgroups.

2.6 Statistical analyses

Statistical analyses were mainly performed by using the Stata 14.0 (STATA, College Station, TX) including the MIDAS packages, and the subgroup analysis of the studies including less than four references.
was performed by using the Meta-DiSc software version 1.4 (Ramón y Cajal Hospital, Madrid, Spain). The RevMan 5.3 (The Nordic Cochrane Centre, Copenhagen, Denmark) was used to plot the figure of the methodological quality assessment. A bivariate mixed-effects regression model following a random effects model was used for the following metrics: pooled sensitivity and specificity, PLR, NLR, DOR, and the area under the summary receiver operating characteristic (SROC) curve (AUROC) of AI-assisted models and endoscopists in detecting esophageal neoplasms. Heterogeneity across the included studies was first assessed by the visual inspection of the pooled SROC curve, with an asymmetric shape suggesting a significant heterogeneity. In addition, the Spearman’s correlation coefficient between the logit-transformed sensitivity and specificity was also used to evaluate heterogeneity. The asymmetry parameter $\beta$ with a significant probability ($P < 0.05$) combined with a positive correlation coefficient indicated a significant heterogeneity. The sources of heterogeneity were explored through subgroup analysis and regression. Among each subgroup, 95% confidence interval (CI) of the AUROC was calculated and compared. A non-overlapping, 95% CI of the AUROC between the two subgroups indicated a statistically significant difference. Publication bias was assessed using the Deeks’ funnel plot and a $P$ value of $<0.1$ indicated the asymmetry of the funnel plot. $P < 0.05$ was considered statistically significant.

3 | RESULTS

3.1 | Characteristics of the published studies and assessment of the risk of bias

A total of 1537 articles were identified by the primary literature search. After screening the titles and abstracts, 1485 studies were excluded due to duplications ($n = 1027$) or irrelevant to the current analysis ($n = 458$). Fifty-two potentially relevant articles were then retrieved for further review, of which 36 were excluded due to insufficient data ($n = 18$), not analyzed based on endoscopic image ($n = 4$), or animal studies ($n = 14$). Finally, a total of 16 full-text manuscripts were enrolled for the meta-analysis. The flowchart of study enrollment is shown in Figure 1.

The results of QUADAS-2 showed that the risk for patient selection was unclear in six studies, as shown in Figure 2, and the methodological quality was generally high.

3.2 | Study features

Among the 16 studies endoscopic images or video clips were collected retrospectively as the test dataset in 13 studies and prospectively in three studies. Only two studies used AI on real patients with non-dysplastic BE and confirmed Barrett’s neoplasia. Most studies were conducted in Asian populations, while in the other six studies endoscopic images were obtained from Western populations.

FIGURE 1 Flowchart of study selection for the systematic review and meta-analysis

FIGURE 2 Methodological quality assessment
| First author (publication year) | Study type (publication year) | Country/region | Histological type | Images (n) | Patients (n) | Endoscopists (n) | Endoscopy type | Algorithm type | Real-time | Videoclips | External validation | Low-quality images | Performance of AI-assisted system |
|---------------------------------|-------------------------------|----------------|-------------------|------------|-------------|------------------|----------------|----------------|-----------|-----------|---------------------|------------------|----------------------------------|
| Ohmori12 (2020)                 | Retrospective Japan           | ESCC           | 135               | 102        | 15          | WLI/NBI/BLI      | CNN            | No             | No        | No        | No                  | No               | 201 89 8 177                  |
| Guo13 (2020)                    | Retrospective China           | ESCC           | 6671              | NM         | NM          | NBI              | CNN            | Yes            | Yes       | Yes       | No                  | 1451 258 29 4933               |
| Fukuda14 (2020)                 | Retrospective Japan           | ESCC           | 238               | NM         | 13          | NBI/BLI          | CNN            | Yes            | Yes       | Yes       | No                  | 80 53 10 95                  |
| Tokai15 (2020)                  | Retrospective Japan           | ESCC           | 279               | NM         | 13          | NBI/WLI          | CNN            | No             | No        | No        | No                  | 159 24 30 66                  |
| Kumagai16,17 (2019)            | Retrospective Japan           | ESCC           | 1520              | 55         | NM          | ECS              | CNN            | No             | No        | No        | NM (possible)       | 25 3 2 25                  |
| Liu18 (2020)                    | Retrospective China/EAC       | ESCC/EAC       | 127               | NM         | NM          | WLI              | CNN            | No             | No        | No        | No                  | 71 3 4 99                  |
| Horie19 (2019)                  | Retrospective Japan           | ESCC/EAC       | 1118              | 97         | NM          | NBI/WLI          | CNN            | Yes            | No        | No        | No                  | 46 42 1 8                   |
| Hashimoto19,20 (2020)          | Retrospective USA             | BE             | 458               | 39         | NM          | WLI/NBI          | CNN            | Yes            | No        | No        | No                  | 217 13 8 220                |
| de Groof21 (2020)               | Prospective Europe            | BE             | 144               | 20         | NM          | WLI              | CNN            | Yes            | Yes       | No        | NM (possible)       | 9 3 1 7                    |
| de Groof22 (2019)               | Prospective Europe            | BE             | 457               | 255        | N           | WLI              | SVM            | Yes            | No        | No        | No                  | 186 31 23 217               |
| Ca23 (2019)                     | Retrospective China           | ESCC           | 187               | 52         | 16          | WLI              | CNN            | No             | No        | No        | NM (possible)       | 89 14 2 82                  |
| Yang24 (2020)                   | Retrospective China           | ESCC           | 1203              | NM         | 6           | WLI              | CNN            | Yes            | Yes       | Yes       | Yes                  | 409 13 7 774               |
| Iwagami25,26 (2021)            | Retrospective Japan           | E/J AC         | 232               | 79         | 15          | NBI/WLI          | CNN            | Yes            | Yes       | No        | No                  | 34 25 2 18                  |
| Fonollà27 (2019)               | Prospective Europe            | BE             | 141               | NM         | NM          | VLE              | CNN            | No             | No        | No        | No                  | 37 12 5 87                  |
| Ebijo28 (2020)                  | Retrospective Europe          | BE             | 62                | 14         | NM          | WLI              | CNN            | Yes            | No        | No        | No                  | 30 0 6 26                  |

Note: *Precancerous lesions included in the EC lesions. **Per-case analysis. Abbreviations: AI, artificial intelligence; BE, Barrett’s esophagus; BLI, blue-laser imaging; CNN, convolutional neural network; EAC, esophageal adenocarcinoma; ECS, endocytoscopic system images; E/J AC, esophageal and esophagogastric junctional adenocarcinoma; ESCC, esophageal squamous cell cancer; FN, false negative; FP, false positive; FN, false negative; NM, not mentioned; SVM, support vector machine; TN, true negative; TP, true positive; VLE, volumetric laser endomicroscopy; WLI, white light imaging.*
Convolutional neural networks (CNN) served as the backbone of the AI-assisted model in 14 studies, while the other two studies employed a support vector machine (SVM). The training datasets of seven studies included only white-light imaging (WLI), whereas those of seven studies included narrow-band imaging (NBI). One study constructed an AI-assisted model based on endocytoscopic system images of ESCC and the other used volumetric laser endomicroscopy (VLE) images of BE neoplasia to train the AI model. Two studies focused mainly on evaluating invasive depth of the esophageal lesions with the assistance of AI. The training datasets could also be histologically classified into ESCC in seven studies, EAC and BE in seven studies, or ESCC and EAC in two studies. A comparison between the diagnostic accuracy of AI-assisted models and that of endoscopists was performed in seven studies. Low-quality images were excluded from the datasets in 10 studies; one study used both low-quality and high-quality images, and the other five studies did not mention whether low-quality images were used or not; these five studies and the one with definite low-quality image use were included as the possible or definite use of low-quality images group for analysis. Among these 16 studies, four included video clips to train the AI-assisted models and 10 studies used real-time diagnosis. In all the studies the diagnosis was confirmed by pathology. The identified studies and their characteristics are listed in Table 1.

3.3 Main analysis

The pooled sensitivity, specificity, PLR, NLR, DOR and AUROC of the AI-assisted model for the diagnosis of esophageal neoplasms were 94% (95% CI 92%-96%), 85% (95% CI 73%-92%), 6.40 (95% CI 3.38-12.11), 0.06 (95% CI 0.04-0.10), 98.88 (95% CI 39.45-247.87) and 0.97 (95% CI 0.95-0.98), respectively (Figures 3-8).

As mentioned above, seven studies compared the diagnostic accuracy of AI-assisted model to that of the endoscopists. And the diagnostic efficacy of endoscopists in detecting esophageal neoplasms was reported in four studies. The pooled sensitivity, specificity and AUROC were 82% (95% CI 77%-86%) (Figure 9), 79% (95% CI 66%-88%) (Figure S1) and 0.86 (95% CI 0.82-0.88) (Figure S2), respectively. The sensitivity of the AI-assisted system was higher than that of the endoscopists in detecting esophageal neoplasms using the same datasets (94% [95% CI 84%-98%] vs 82% [95% CI 77%-86%], P < 0.01). However, the specificity did not differ between the AI-assisted model and the endoscopists (P = 0.49).

The AUROC was calculated and comparisons were performed in the subgroups with at least four studies. Studies reported video clips used for the datasets had a slightly higher AUROC than those using still images only as datasets (0.98 [95% CI 0.97-0.99] vs 0.96 [95% CI 0.94-0.97]). Additionally, the AUROC of AI-assisted system with a possible or definite use of low-quality images was higher than those using high-quality images only (0.98 [95% CI 0.97-0.99] vs 0.96 [95% CI: 0.93-0.97]) (Table 2).

3.4 Assessment of heterogeneity

The SROC curve was symmetric (Figure 8). The correlation coefficient between the logit-transformed sensitivity and specificity was negative (r = −0.05) and the asymmetric β parameter presented insignificance (P = 0.85), which implied that there was no heterogeneity among the included studies.

![Figure 3](wileyonlinelibrary.com)
The results of the meta-regression analysis conducted to explore the possible sources of heterogeneity showed no potential risk factors for heterogeneity (P value: 0.84 for study type, 0.14 for region, 0.59 for histological type, 0.77 for algorithm type, 0.39 for the type of endoscopy, 0.39 for video clips, 0.23 for external validation dataset, 0.80 for real-time diagnosis, 0.23 for possible use of low-quality images, and 0.66 for study quality). These results are summarized in Table 2.
3.5 | Publication bias

The Deeks’ funnel plot asymmetry test indicated the existence of a publication bias in the included studies ($P < 0.05$; Figure 10).

4 | DISCUSSION

With the rapid development of computer algorithms AI has been increasingly used to improve diagnostic accuracy and identify invasive
A number of studies on AI-assisted diagnostic models have recently been published, which may provide novices with additional assistance in the identification and diagnosis of esophageal cancer. One study demonstrated that the diagnostic performance of novices was considerably improved with the assistance of AI, suggesting that AI may be a practical approach to enhance the diagnostic rate of esophageal cancer and help endoscopists identify precisely invasive depth of the lesions. As for epithelial-submucosal 1 (EP-SM1) lesions, endoscopic resection is recommended due to their relatively low risk of lymph node metastasis (<10%). However, SM2-SM3 lesions, which are at a high risk of lymph node metastasis (>25%), should be treated with esophagectomy or chemoradiotherapy. Therefore, it is important to identify the invasive depth of cancerous lesions accurately. One study reported that the AI-based diagnostic system achieved a better diagnostic accuracy for invasive depth in ESCC than endoscopists, especially for EP-SM1 lesions. Furthermore, AI has also been used in the indirect classification of invasive depth of the lesions by identifying intrapapillary capillary loops, which is a special morphological feature of early esophageal carcinoma, and has shown promising performance. In terms of advanced imaging techniques, AI-assisted models have shown considerably good performance in detecting esophageal neoplasms on endocytoscopic system and volumetric laser endomicroscopy images.

The current meta-analysis demonstrated that AI had excellent accuracy in the detection of esophageal neoplasms on endoscopic images, which was generally comparable to that of the endoscopists. A subgroup analysis further demonstrated that use of video clips as a part of the training and validation datasets might contribute to a higher AUROC of the AI-assisted model compared with those using still images alone (0.98 [95% CI 0.97-0.99] vs 0.96 [95% CI 0.94-0.97]). And the AUROC of AI-assisted diagnostic models with a possible use of low-quality images was higher than those using high-quality images only (0.98 [95% CI 0.97-0.99] vs 0.96 [95% CI 0.93-0.97]). Therefore, incorporating more low-quality images into the datasets may be a way to improve the diagnostic accuracy of AI models.

To the best of our knowledge, our study is the first systematic review and meta-analysis to evaluate the comprehensive effectiveness of AI and to compare its accuracy with that of endoscopists in diagnosing esophageal neoplasms on endoscopy. Some meta-analyses have assessed the effectiveness of AI-assisted system in diagnosing esophageal lesions. Lui et al calculated the pooled sensitivity, specificity and AUROC of AI in diagnosing ESCC, BE or EAC, and compared the performance of AI with that of endoscopists. However, with many studies adopting both ESCC and EAC as datasets, a comprehensive result regardless of the histological type of the esophageal lesions should also be generated. Bang et al performed a meta-analysis to evaluate the accuracy of computer-aided diagnosis of esophageal cancer and neoplasms on endoscopy. However, due to insufficient data they could not compare the effectiveness of computer-aided algorithms with that of endoscopic physicians. In another meta-analysis the metrics of pooled sensitivity, specificity, PLR, NLR, DOR and AUROC for AI could not be obtained due to significant heterogeneity of the included studies and those based on SVM were excluded. One study concluded that the use of NBI resulted in a higher AUROC of the AI models than the use of WLI in the diagnosis of ESCC, while in our study we found no statistical difference in AUROC between the use of WLI and NBI. The reason may lie in the heterogeneity of different study inclusions and use of varying statistical methods, etc. Thus, further overall meta-analyses should be conducted to assess the accuracy of AI models based on WLI and NBI. We also confirmed that including video clips in the training and test datasets may improve the
### TABLE 2  Subgroup analysis and meta-regression

| Subgroups | Studies (n) | SEN (95% CI) | SPE (95% CI) | PLR (95% CI) | NLR (95% CI) | DOR (95% CI) | AUROC (95% CI) | P value for heterogeneity |
|-----------|------------|--------------|--------------|--------------|--------------|--------------|-----------------|--------------------------|
| Region    |            |              |              |              |              |              |                 |                          |
| West      | 6          | 0.92 (0.87-0.95) | 0.90 (0.86-0.93) | 9.09 (6.19-13.36) | 0.09 (0.06-0.16) | 96.37 (42.71-217.43) | 0.96 (0.94-0.97) | 0.14                      |
| Asia      | 10         | 0.96 (0.92-0.98) | 0.81 (0.61-0.92) | 5.06 (2.18-11.73) | 0.06 (0.03-0.11) | 92.25 (24.26-350.83) | 0.97 (0.95-0.98) |                          |
| Study type |            |              |              |              |              |              |                 |                          |
| Retrospective | 13       | 0.95 (0.92-0.97) | 0.86 (0.71-0.94) | 6.68 (3.05-14.65) | 0.06 (0.04-0.10) | 111.64 (37.63-331.24) | 0.97 (0.95-0.98) |                          |
| Prospective | 3         | 0.91 (0.84-0.96) | 0.86 (0.79-0.92) | 5.75 (3.46-9.54) | 0.11 (0.06-0.22) | 55.55 (22.76-135.56) | 0.94 (0.93-0.95) |                          |
| Algorithm type |          |              |              |              |              |              |                 |                          |
| CNN       | 14         | 0.95 (0.92-0.97) | 0.852 (0.71-0.93) | 6.35 (3.06-13.20) | 0.06 (0.04-0.10) | 104.32 (36.85-295.28) | 0.97 (0.95-0.98) | 0.77                      |
| SVM       | 2          | -            | -            | -            | -            | -            | -               |                          |
| Endoscopy type |          |              |              |              |              |              |                 |                          |
| WLI       | 7          | 0.95 (0.90-0.97) | 0.92 (0.84-0.96) | 12.24 (5.75-26.09) | 0.06 (0.03-0.12) | 203.72 (59.96-692.14) | 0.98 (0.96-0.99) | 0.57                      |
| Including NBI | 7         | 0.95 (0.91-0.98) | 0.71 (0.44-0.89) | 3.30 (1.47-7.40) | 0.07 (0.03-0.15) | 48.22 (11.28-206.15) | 0.95 (0.93-0.97) |                          |
| Histological type |          |              |              |              |              |              |                 |                          |
| ESCC      | 7          | 0.95 (0.91-0.98) | 0.87 (0.74-0.94) | 7.54 (3.37-16.89) | 0.075 (0.03-0.12) | 138.33 (30.53-626.78) | 0.97 (0.950-0.98) | 0.59                      |
| EAC/BE    | 7          | 0.92 (0.88-0.95) | 0.87 (0.71-0.95) | 6.91 (2.97-16.09) | 0.09 (0.06-0.14) | 77.76 (27.68-218.43) | 0.95 (0.93-0.97) |                          |
| ESCC/EAC  | 2          | -            | -            | -            | -            | -            | -               |                          |
| Real-time |            |              |              |              |              |              |                 |                          |
| Yes       | 10         | 0.95 (0.92-0.97) | 0.85 (0.64-0.95) | 6.38 (2.37-17.18) | 0.06 (0.03-0.11) | 109.75 (28.35-424.91) | 0.97 (0.95-0.98) | 0.80                      |
| No        | 6          | 0.93 (0.87-0.97) | 0.85 (0.76-0.91) | 6.09 (3.74-9.91) | 0.08 (0.04-0.16) | 76.78 (30.13-195.63) | 0.95 (0.93-0.97) |                          |
| Video clips |           |              |              |              |              |              |                 |                          |
| Yes       | 4          | 0.96 (0.91-0.99) | 0.90 (0.68-0.97) | 9.25 (2.51-34.13) | 0.04 (0.01-0.13) | 223.12 (20.51-2427.32) | 0.98 (0.97-0.99) | 0.39                      |
| No        | 12         | 0.94 (0.90-0.96) | 0.80 (0.68-0.92) | 5.64 (2.77-11.48) | 0.08 (0.05-0.12) | 73.75 (31.42-173.14) | 0.96 (0.94-0.97) |                          |
| External validation |       |              |              |              |              |              |                 |                          |
| Yes       | 6          | 0.95 (0.89-0.97) | 0.85 (0.63-0.95) | 6.28 (2.18-18.04) | 0.06 (0.03-0.15) | 98.00 (15.41-623.34) | 0.97 (0.95-0.98) | 0.23                      |
| No        | 10         | 0.94 (0.90-0.97) | 0.86 (0.70-0.94) | 6.61 (2.89-15.12) | 0.07 (0.04-0.12) | 95.76 (36.50-51.27) | 0.96 (0.94-0.98) |                          |
| Using low-quality images |        |              |              |              |              |              |                 |                          |
| Possible or definite | 6       | 0.95 (0.89-0.98) | 0.93 (0.83-0.98) | 13.93 (5.15-37.68) | 0.05 (0.02-0.12) | 261.81 (62.36-1099.11) | 0.98 (0.97-0.99) | 0.23                      |
| No        | 10         | 0.94 (0.90-0.97) | 0.79 (0.60-0.90) | 4.41 (2.18-8.91) | 0.07 (0.04-0.13) | 50.39 (19.99-176.48) | 0.96 (0.93-0.97) |                          |
| Quality   |            |              |              |              |              |              |                 |                          |
| High      | 10         | 0.96 (0.93-0.98) | 0.87 (0.73-0.95) | 7.53 (3.26-17.40) | 0.05 (0.03-0.09) | 154.10 (45.67-519.98) | 0.98 (0.96-0.99) | 0.66                      |
| Low       | 6          | 0.90 (0.85-0.93) | 0.80 (0.57-0.92) | 4.49 (1.90-10.64) | 0.13 (0.09-0.19) | 35.08 (12.76-96.43) | 0.92 (0.89-0.94) |                          |

Abbreviations: AUROC, area under the summary receiver operating characteristic curve; BE, Barrett’s esophagus; CI, confidence interval; CNN, convolutional neural network; DOR, diagnostic odds ratio; EAC, esophageal adenocarcinoma; ESCC, esophageal squamous cell cancer; NBI, narrow-band imaging; NLR, negative likelihood ratio; PLR, positive likelihood ratio; SEN, sensitivity; SPE, specificity; SVM, support vector machine; WLI, white-light imaging.
accuracy of AI, as studies containing video clips had a higher AUROC than those only using still images (0.98 [95% CI 0.97-0.99] vs 0.96 [95% CI 0.94-0.97]), which is in line with the previously reported higher accuracy of AI in colonoscopy using video clips. This may be explained by the larger amount of information provided by a series of video frames, showing the appearance of esophageal lesions from various angles, positions and sizes.

There were some limitations to this study. First, a significant publication bias was identified in the included studies. The increasing proportion of positive results in the medical literatures has entailed a decline in the scale of negative results. Therefore, there is a need to accumulate data involving both positive and negative results to confirm the validity of this meta-analysis. Second, due to insufficient data, we were not able to perform subgroup analysis on the AUROC between using CNN and SVM. However, it has been shown that CNN, which represents a domain part in the field of deep learning, is more suitable than any other algorithm in terms of diagnosis. As a result, we can reasonably speculate that the AUROC of studies with CNN may be higher than that with SVM. Third, due to the lack of data, we could not evaluate the pooled sensitivity, specificity, PLR, NLR, DOR and AUROC of the classification of EP-SM1 and SM2-SM3 lesions. Additional studies aiming at distinguishing the invasive depth of esophageal lesions are therefore needed. Fourth, one study each included in our study used ECS and volumetric laser endomicroscopy images as datasets, which were excluded from the subgroup analysis. Fifth, among the 16 studies, one found apparent group-based diagnostic discrepancies among senior, mid-level and junior endoscopists, and the accuracy of AI models was similar to that of the endoscopists in the senior endoscopist group. Furthermore, another study demonstrated that the diagnostic accuracy of AI models was similar to that of experienced endoscopists and higher than that of novices. However, due to the limited number of included studies, we could not compare the pooled diagnostic accuracy of AI models with that of expert, medium experienced and novice endoscopists. Finally, there are so far few prospective studies that validate the diagnostic accuracy of AI in real-time clinical setting. Therefore, our results may not genuinely reflect the performance of AI in actual patients. Further randomized prospective clinical trials for improvement and validation are expected to address the accuracy gap between experimental scenarios and clinical practice.

5 | CONCLUSIONS

In conclusion, AI-assisted systems showed high accuracy in detecting esophageal cancer, which was comparable to that of endoscopists. However, because most studies included in the current systematic review and meta-analysis were retrospectively designed, large prospective studies are needed to further validate our results.
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