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Abstract

We show theoretically that networks of membrane memcapacitive systems—capacitors with memory made out of membrane materials—can be used to perform a complete set of logic gates in a massively parallel way by simply changing the external input amplitudes, but not the topology of the network. This polymorphism is an important characteristic of memcomputing (computing with memories) that closely reproduces one of the main features of the brain. A practical realization of these membrane memcapacitive systems, using, e.g., graphene or other 2D materials, would be a step forward towards a solid-state realization of memcomputing with passive devices.
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1. Introduction

Memcomputing, namely computing \textit{with and in} memory, is a novel non-Turing paradigm of computation that employs memory elements to process and store information at the same physical location [1, 2]. Even though this paradigm could be realized with standard complementary metal-oxide-semiconductor (CMOS) technology [3], its main premises rest on the use of passive circuit elements with memory (memelements), namely, memristive [4], memcapacitive and meminductive systems [5]. These memelements can indeed find numerous applications in electronics, including bio-inspired circuits [6, 7], neuromorphic circuits [8–10] and various unconventional computing architectures [1, 3, 11, 12]—just to name a few.

Memcomputing can be employed in both analog and digital mode [1, 2] also combined with standard CMOS technology [9, 13]. The first mode of operation is ideal for the solution of optimization problems, otherwise difficult to solve using standard digital machines [2, 12, 14], as well as for analog computing [15]. Moreover, memristive [3, 16] and memcapacitive [17] neural networks can also be considered as an analog realization of memcomputing. The second—digital—mode combines the strengths of memcomputing (most notably its intrinsic massive parallelism) with standard digital logic functionality.

The possibility of performing logic operations directly in memory with memelements [1, 2, 11, 18, 19] could also solve the long-standing von Neumann bottleneck problem [20] of modern computer architectures. Since usual capacitors have practically very low dissipations, memcapacitive systems are ideal components to perform computation with little energy [21], thus offering a solution to another pressing problem in modern computers: the ever-increasing energy consumption of our digital machines [22].

In previous work we have suggested the use of solid-state memcapacitive systems with diverging and negative capacitance [23] to perform logic operations within an architecture inspired by the dynamic random access memory one. We called this architecture a dynamic computing random access memory (DCRAM) [21]. It is worth noting, however, that although previously used solid-state memcapacitive systems can be used in digital mode, they are intrinsically analog elements. Memcapacitive systems that are fundamentally digital would thus be a better fit for this type of application although it is difficult to achieve 3D integration with membrane memcapacitors.

In this paper we employ the class of membrane memcapacitive systems [24] in the area of binary computing.
Membrane memcapacitive systems (see a schematic in figure 1) fit ideally in this context since stressed membranes have only two stable states unlike analog realizations of memcapacitive systems [23, 25–27]. The energy barrier between these two states plays the role of an intrinsic threshold that automatically assigns a binary value to any intermediate final state of the system. The combination of many of these membrane memcapacitive elements in an architecture like the DCRAM we have previously analyzed [21] would then represent an alternative way of implementing memcomputing in the solid state with passive devices. It is important to notice that such systems can be realized using graphene membranes [28–31] or any other molecular system as the flexible plate, and therefore our predictions are within reach of experimental verification.

There are several potential advantages of logic circuits based on membrane memcapacitive systems compared to traditional logic architectures. As mentioned above, the information processing and storage occur on the same physical platform. This feature reduces the amount of information transfer inside the computing system, bypassing altogether the data transfer between the memory and the central processing unit where information is traditionally processed. In addition, it allows performing logic operations in memory in a massively parallel and polyomorphic way [21]. This latter feature means that the implementation of different logic functions is not based on any specific prewired structure. Rather, the type of logic operation is selected only by the control signal amplitudes. As such, memcapacitive logic circuits require much smaller number of individual components as well as offer a versatility inexistent in traditional logic circuits, even those employing memristive components [11].

2. Membrane memcapacitive system

By definition [5], a voltage-controlled memcapacitive system is given by the equations

\[ q(t) = C(x, V_C) V_C(t), \]
\[ \dot{x} = f(x, V_C, t), \]

where \( q(t) \) is the charge on the capacitor at time \( t \), \( V_C(t) \) is the applied voltage, \( C \) is the memcapacitance, \( x \) is a set of \( n \) state variables describing the internal state of the system, and \( f \) is a continuous \( n \)-dimensional vector function. It is important that the memcapacitance \( C \) depends on the state of the system and can vary in time. Some theoretical and experimental studies of memcapacitive effects can be found in the literature [23–27, 32, 33] (for a recent review, see [34]).

2.1. Membrane memcapacitor model

In the membrane memcapacitive system [24], the mechanism of memory capacitance is geometrical [34]. The capacitor is formed by a strained membrane (upper plate) and a flat fixed lower plate as shown in figure 1. Two equilibrium states of flexible membrane (up-bent and down-bent) are suitable for non-volatile storage of bits of information. When the membrane is in a position closer to the bottom plate, the capacitance of the device is higher—we call this configuration ‘1’. When the membrane is bent up, the system has lower capacitance denoted by ‘0’.

A mathematical model of the membrane memcapacitive system formulated in [24] is based on a double-well potential (figure 1). This model describes the bistable membrane device as a second-order voltage-controlled memcapacitive system [5] in terms of the following equations:

\[ q(t) = C(y) V_C(t), \]
\[ \frac{dy}{d\tau} = y', \]
\[ \frac{dy'}{d\tau} = -4\pi^2 y \left( \frac{y}{y_0} \right)^2 - 1 - G'y - \beta(\tau) \left( \frac{y}{1 + y} \right)^2, \]

where

\[ C(y) = \frac{C_0}{1 + y}, \]

\( y = z/d, z \) is the position of the top membrane with respect to its middle position, \( d \) is the separation between the bottom plate and middle position of the flexible membrane, \( y_0 = z_0/d, G = 2\pi \gamma/\omega_0, \beta(t) = 2\pi/(\omega_0 d), \sqrt{C y/(2 m)} V_C(t) \) and time derivatives are taken with respect to the dimensionless time \( \tau = t \omega_0/(2\pi) \). Here, \( \pm \omega_0 \) are the equilibrium positions of the membrane, \( \gamma \) is the damping constant, \( \omega_0 \) is the natural angular frequency of the system, \( m \) is the mass of the membrane and \( C_0 = \varepsilon_0 S/d \). The membrane displacement \( yd \) and membrane’s velocity \( y' d \) play the role of the internal state variables \( x_1 \) and \( x_2 \) (in equations (1) and (2) \( x = [x_1, x_2] \)).

2.2. Membrane memcapacitor model including membrane resistance

An experimental realization of the bistable membrane memcapacitive system based on graphene was reported in [28]. It has been shown that the membrane dynamics can be described with a high precision by equations similar to
Single device operations were considered in previous work \[ \propto \text{proportional to} \] capacitor. Equation (3) must then be replaced by well as computing should support single device READ/ WRITE operations as they are very small, so we can safely neglect the terms in \[ \text{memcapacitive systems} \]. Charged to the same voltage, the smaller capacitance will result in a weaker current (below the threshold of the differential voltage amplifier) that could be distinguished from the stronger one (above the threshold).

Here, we just briefly review the more involved WRITE process. We note that in the presence of an applied voltage, the capacitive plates experience an attractive force toward each other. Correspondingly, the double well potential from figure 1 becomes asymmetric—its top minimum moves to the right and the bottom one moves to the left. At a certain voltage magnitude, the top minimum disappears and the system, regardless of its initial state, ends up in the bottom minimum. This is the basis to set the system to ‘1’. In order to set the system to ‘0’, a higher voltage is needed. When such voltage is applied and then removed, an accumulated elastic energy becomes sufficiently strong to overcome the potential barrier and set the system to ‘0’ (see [24] for more details).

### 3. Logic gate

We consider first logic operations with the circuit shown in figure 2. This circuit involves three memcapacitive systems and two voltage sources and can be considered as a sub-part of a larger circuit, effectively decoupled from this larger circuit with appropriate switches. Such a larger circuit could be, for example, similar to the DCRAM architecture we have previously introduced [21]. In fact, like in our previous work [21] with solid-state memcapacitive systems [23], we expect more cells will provide a larger set of logic gates at different voltages.

For the sake of simplicity, we do not show any initialization and measurement setup in figure 2 since only the computing stage is of interest. All results reported in this paper were obtained utilizing completely overlapping single square pulses \( V_1(t) \) and \( V_2(t) \), as shown in the top panel of figure 3.
The circuit dynamics is found using Kirchhoff’s circuit laws together with equations (3)–(5) defining the response and dynamics of memcapacitive devices. In particular, one can find that at each moment of time the voltages across the three memcapacitive systems are given by

\[ V_{C_1} = \frac{C_2 V(t) - (C_2 + C_3) V_{t}(t)}{C_1 + C_2 + C_3}, \]  
\[ V_{C_2} = \frac{C_1 V(t) - (C_1 + C_3) V_{t}(t)}{C_1 + C_2 + C_3}, \]  
\[ V_{C_3} = \frac{C_1 V_{t}(t) + C_2 V_{t}(t)}{C_1 + C_2 + C_3}, \]

where the voltages are defined with respect to the terminal denoted by the thick line in the memcapacitive system symbol in figure 2. These instantaneous values of voltages influence the dynamics of the internal state variables through equation (5). In what follows, it is assumed that the input values are stored in \( C_1 \) and \( C_2 \), while \( C_3 \) is reserved for the output value. However, for certain regions of pulse parameters, the final states of \( C_1 \) and \( C_2 \) are different from the input ones. Therefore, these two memcapacitive systems could also be used to store the computing result in some cases and thus few different logic operations could be realized in a single shot (see also section ‘reduced circuit’).

### Table 1. Codes of certain logic operations calculated according to equation (10). These codes are defined with respect to different pairs of input values (\( C_1, C_2 \)). For example, NOT \( C_1 \) is the logical negation on \( C_1 \), copy \( C_2 \) is the copy of the input state of \( C_2 \) into the final state of a given system, IMP1 is the material implication \( C_1 \rightarrow C_2 \), etc. More details are given in the text.

| Operation      | \( C_1 \) | \( C_2 \) |
|----------------|----------|---------|
| Set to 0       | 0        | AND 8   |
| NOR            | 1        | NOT(XOR) 9 |
| NOT(IMP2)      | 2        | Copy \( C_2 \) 10 |
| NOT(C1)        | 3        | IMP1 11 |
| NOT(IMP1)      | 4        | Copy \( C_1 \) 12 |
| NOT(C2)        | 5        | IMP2 13 |
| XOR            | 6        | OR 14   |
| NAND           | 7        | Set to 1 15 |

### 3.1. Material implication

We are now ready to show that these membrane memcapacitive systems are able to perform logic operations. To do this we focus on the logic material implication previously demonstrated with memory resistive devices [11]. Material implication is a very important logic function because it can be used to synthesize the negation (with the help of a false operation), which, together with implication, allows for a functionally complete set of logic gates.
In order to demonstrate the material implication, let us consider the circuit dynamics at specific amplitudes of voltage pulses $\beta_1(\tau)$ and $\beta_2(\tau)$, namely, $\beta_1 = 11$ and $\beta_2 = 42$. Figure 3 shows the dynamics of the internal states of memcapacitive systems (the position of the flexible plate) for four possible initial states of $C_1$ and $C_2$. It is assumed that $C_3$ is in '0' state at $\tau = 0$. Clearly, $C_3$ remains in '0' only at the (1, 0) input combination and its final state is '1' for all other input combinations. This is the material implication. We also note that the final state of $C_2$ is always '1'. The state of $C_1$ remains unchanged during the circuit dynamics operation.

3.2. Maps of logic operations

In order to better understand which logic operations can be implemented with the memcapacitive logic circuit from figure 2, we prescribe a numerical value to operation results as follows. Taking $w_i = 1, 2, 4, 8$ as weights for the input combinations (0, 0), (0, 1), (1, 0) and (1, 1), a numerical code is calculated as a weighted sum of the final state of a particular memcapacitive system, namely

$$
\text{code} = \sum_{i=1}^{4} w_i b_{ij},
$$

where $b_{ij}$ is the final state (0 or 1) of the device of interest $j$ ($C_1$, $C_2$ or $C_3$) for $i$th input combination (0, 0), (0, 1), (1, 0) or (1, 1) that correspond to $i = 1, 2, 3, 4$. For example, for the material implication function shown in figure 3, the code for the final state of $C_3$ is $1 \cdot 1 + 2 \cdot 1 + 4 \cdot 0 + 8 \cdot 1 = 11$. Therefore, 11 is the code for material implication $C_1 \rightarrow C_2$. Similarly, one can find that the material implication $C_2 \rightarrow C_1$ corresponds to the code value 13. Table 1 summarizes the codes for all operations implemented with membrane memcapacitive logic.

Figure 4 is the main result of this work. It identifies the regions of voltage pulse amplitudes $\beta_1$ and $\beta_2$ realizing specific logic functions as the final state of $C_3$. Each point of this plot is calculated similarly to section 'material implication’ calculation assuming that $C_3$ is in 0 at $\tau = 0$. As expected, at smaller values of $\beta_1$ or $\beta_2$ and any input combination, the final state of $C_3$ is 0. Material implication, OR, NAND and some other functions are found at higher values of the applied pulses as shown in figure 4. This calculation demonstrates that the same memcapacitive circuit is capable of realizing different logic functions on demand without any changes in the circuit configuration. The circuit thus performs polymorphic computing in the sense discussed in [21].

The final states of $C_1$ and $C_2$ are shown in figure 5. Although there are large regions where $C_1$ and $C_2$ stay unchanged, one can identify regions of amplitudes implementing the material implication (codes 11 and 13), ‘set to 1’ (code 15) and some other functions. Therefore, a logic function and initialization or two different logic functions can be performed in a single step (intrinsic parallelism [1, 2]) thus further increasing the efficiency of calculations.

Figure 5. Logic operation type as a function of pulse amplitudes $\beta_1$ and $\beta_2$ for the input memcapacitive systems $C_1$, (a), and $C_2$, (b). The data for these plots and figure 4 were obtained within the same calculations.

Figure 6. Magnified region of figure 4 showing non-trivial fine structures.
We also note that there are regions in the input-voltage parameter phase space that show non-trivial features such as those two irregularities observed at approximately \((\beta_1 = 1.5, \beta_2 = 3.5)\) and \((\beta_1 = 3.5, \beta_2 = 1.5)\) in figure 4. Figure 6 shows the feature magnification revealing additional fine structures (straight lines) in those regions. These features originate from the complex dynamics of memcapacitive systems already spotted in a previous work of one of us [24]. We emphasize that such irregularities are observed only in limited intervals of voltage amplitudes, and therefore can be easily avoided in practical realizations of membrane memcapacitive systems. Moreover, by varying geometrical \(y_0\) and physical \(T\) parameters as shown in the Supporting Information, the chaotic behavior of the circuit can be minimized.

3.3. Reduced circuit

The results presented in figure 5 demonstrate that the same memcapacitive device could store both input and output logic values. In order to better understand this capability we consider a reduced circuit consisting of two memcapacitive systems as sketched in figure 7(a). We have performed simulations of the circuit dynamics subjected to the same couple of pulses and simulation parameters as we have discussed above.

The results of these simulations presented in figure 7(b) demonstrate that even such a simple circuit is capable of implementing the OR gate in a significant interval of parameters. However, a single OR is not enough for universal computing. One possibility to attain this goal would be a combination of the OR gate and NOT gates. Considering dynamics of a single membrane memcapacitive system subjected to a voltage pulse, we have indeed found pulse parameters realizing the NOT. Figure 7(c) shows an example of such realization.

In order to better understand the NOT implementation, we plot the difference of final positions of plates for different initial conditions \(y_1(0) = 0.2\) and \(y_2(0) = -0.2\), namely, \(y_1 - y_2\) at \(\tau = 40\). The NOT is realized when \(y_1(40) = -0.2\) and
y_2(40) = 0.2. In other words, when the final y_1 − y_2 = -0.4. Figure 7(d) shows multiple regions of the NOT gate, which could be achieved, for the set of system parameters selected, using a fine pulse width tuning. We emphasize that a further improvement of membrane memcapacitive logic is possible. For example, a larger set of logic operations with two memcapacitive devices could possibly be obtained adding a capacitor to the circuit in figure 7(a). A pulse engineering is an additional opportunity that could lead to improved functionality.

4. Impact of device parameters

In order to better understand the implementation of logic operations with membrane memcapacitive systems, we have performed several additional calculations varying parameters y_0 and \( \Gamma \) of the model. Figure 8 shows results of these calculations for a circuit of three memcapacitive systems (depicted in figure 2) at a fixed value of y_0 = 0.2 and several representative values of \( \Gamma \). This figure demonstrates that at smaller values of \( \Gamma \) (figures 8(a) and (b)) there is a significant region of chaotic-like behavior at larger values of \( \beta_1 \) and \( \beta_2 \) (see the top right parts of these plots). Increasing \( \Gamma \) stabilizes this region (figures 8(c) and (d)). Clearly, already at \( \Gamma = 0.7 \) there are no hints of uncertainty in that large \( \beta_1 \) and \( \beta_2 \) region. Therefore, while the chaotic-like behavior is already not possible at \( \Gamma = 0.7 \), a larger value of \( \Gamma \) could be used in experimental realizations of the circuit to guarantee its operation stability.

Figure 9 shows the results of simulations for the same three-device circuit (figure 2) at a fixed value of \( \Gamma = 0.7 \) and several values of y_0. It follows from figure 9 that the regions of useful logic functions are significantly increased with increasing y_0. There are three potentially interesting regions in figure 9(d) (codes 7, 11, 13) corresponding to NAND and material implications. Each of these regions provides a universal logic capability.

5. Conclusions

We have shown that memcomputing—computing with and in memory—[1] can be implemented with membrane...
memcapacitive systems. This demonstrates that this quite different type of memcapacitive system (compared to the solid-state memcapacitive systems previously studied [21]) is also suitable for massively parallel and polymorphic computing operations directly in memory, thus offering a different realization of the memcomputing concept. Experimentally, our predictions could be verified with membrane memcapacitive systems employing, e.g., a stressed graphene membrane\(^5\), a synthetic (artificial) membrane, or a molecular system as the flexible plate. Graphene membranes, for instance, have been recently demonstrated experimentally as systems for quantum information [31]. Here, instead we suggest their use as semi-classical two-level systems. We thus hope our predictions will motivate further experimental and theoretical work in this direction.

From the fabrication point of view, the membrane memcapacitive memory could be realized in a CMOL-like architecture [39], which is a hybrid architecture combining a semiconductor-transistor (CMOS) layer with a layer of molecular-scale nanodevices formed between two levels of parallel nanowires [39]. In our case, the top layer will be a layer of membrane memcapacitive systems coupled with the bottom CMOS layer using a set of vertical connections. It is anticipated that a single graphene-based memcapacitive system could be scaled down to few 100 s nm\(^2\) area. The amount of memcapacitive systems scales almost linearly with the chip area and the most natural architecture to include circuitry to control computing, reading and writing processes is the well scalable DRAM-like architecture [21]. Furthermore, membrane memcapacitive systems are passive systems (excluding control circuitry) thus the energy per operation can be as small as the energy required for the voltage pulses used to read/write and compute, that is typically of the order of few fJ for standard technologies [21]. Finally, the maximum operation frequency (being passive) is directly related to the membrane damping constant \(\gamma\), thus strongly depending on the materials and technologies used to build the memcapacitors, for example, how the membrane is attached to the substrate strongly affects \(\gamma\). In particular, from [28] and from

---

\(^5\) Graphene is currently used in experimental capacitors [28–30] albeit in a different role.
some rough estimation, a working frequency could be of the order of a 100 MHz. However, in this case very large sheets of graphene have been used and the temperature is very low. We think that at higher temperatures (where the sheet resistance is higher, see section 2.2 for the impact of the resistance on the effective damping parameter) and much smaller membrane sizes, a working frequency of at least few GHz can be reached.
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