Pinning control of networks: dimensionality reduction through simultaneous block-diagonalization of matrices
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In this paper, we study the network pinning control problem in the presence of two different types of coupling: (i) node-to-node coupling among the network nodes and (ii) input-to-node coupling from the source node to the ‘pinned nodes’. Previous work has mainly focused on the case that (i) and (ii) are of the same type. We decouple the stability analysis of the target synchronous solution into subproblems of the lowest dimension by using the techniques of simultaneous block diagonalization (SBD) of matrices. Interestingly, we obtain two different types of blocks, driven and undriven. The overall dimension of the driven blocks is equal to the dimension of an appropriately defined controllable subspace, while all the remaining undriven blocks are scalar.

Our main result is a decomposition of the stability problem into four independent sets of equations, which we call quotient controllable, quotient uncontrollable, redundant controllable, and redundant uncontrollable. Our analysis shows that the number and location of the pinned nodes affect the number and the dimension of each set of equations. We also observe that in a large variety of complex networks, stability of the target synchronous solution is de facto only determined by a single quotient controllable block.

In this paper we consider dynamical networks formed of coupled identical oscillators and use pinning control to synchronize all of the network nodes on a given target time evolution. The problem of stability of the entire network about the target solution is then studied by linearizing the network dynamics about the target solution. Different from previous work, we focus on the general case that the node-to-node coupling among the network nodes is different from the input-to-node coupling from the source node to the ‘pinned nodes’. The stability problem is then decoupled into the stability of independent subsystems of the lowest dimension. Our analysis is relevant to the analysis of several complex networks for which we see that stability of the target synchronous solution is often determined by the maximum Lyapunov exponent associated with only one subsystem that we call ‘quotient controllable’.

I. INTRODUCTION

Gaining control over collective network dynamics is a hot topic in both graph and control theory. In particular, pinning control is a feedback control strategy largely used for imposing synchronization or consensus in complex dynamical networks. Specifically, one or more virtual leaders (the so-called sources) are added to the network and define its desired trajectory. Each source directly controls only a small fraction of the network nodes (the pinned nodes), by exerting a control action that is a function of the pinning error vector, whose i-th component is given by the difference between the output of the considered source and the output of the i-th node. Pinning control of time varying networks has been studied. Our ability to impose a desired synchronous solution to a dynamical network can have important applications in different fields of science, such as in physics, social, multi-agent, and biological networks and pinning control is a widely adopted solution.

Here we consider the problem of pinning control of undirected networks of dynamical systems, for the case in which the node-to-node connectivity is different from the connectivity exerted on the pinned nodes, which is relevant to a variety of realistic scenarios and engineering applications. As an example, imagine a biological network that one wants to synchronize on a specific time evolution, by pinning some of the network nodes. However, the type of forcing one may be able to exert on the network is likely going to be different from the biological node-to-node interactions between the network nodes. This motivates the study of a problem in which the node-to-node coupling among the network nodes is different from the coupling exerted on the pinned nodes. Similar versions of this problem have been previously investigated using a Lyapunov function (V-stability) which provides a sufficient stability condition. In this paper, we investigate stability using linearization, which provides both necessary and sufficient conditions.

We study the stability of the target synchronous solution in an undirected network of coupled dynamical systems, subject to the control action of one source node. Our goal is to reduce (through proper transformations) the stability analysis into simpler problems, which can be analyzed independently of one another. This problem presents mathematical challenges that require the introduction of a specific formalism; in particular, we use the techniques for simultaneous block diagonalization of matrices (SBD) which allow the reduction
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of the stability problem in problems of lower dimension. Previous work has successfully applied this approach to both the stability of complete synchronization\cite{32} and cluster synchronization\cite{33}. However, no characterization was provided about the dimensions of the independent sets of equations in which the stability problem is reduced. The dimension of these sets of equations (which are related to the diagonal blocks of some matrices) is the lowest and we show that it may vary based on the structure of the network and the choice of the pinned nodes. Once these sets/blocks are found, a maximum Lyapunov exponent (MLE) can be associated to each of them in terms of a Master Stability Function. The target synchronous solution is stable only when the MLEs corresponding to each of them in terms of the pinned nodes. In particular, we show that the sizes of the independent blocks are the same as those provided by a finest SBD. This is another important contribution of this paper.

In summary, by combining MSF and SBD we study the stability of the target solution in the considered networks subject to pinning control; this leads to a decomposition of the stability problem into four different types of independent equations, which we call quotient controllable, quotient uncontrollable, redundant controllable, and redundant uncontrollable. The insight we provide on both the sizes and ‘roles’ of the blocks is the main contribution of this paper. As stated before, though there is previous work on the SBD reduction, to the best of our knowledge, no paper has explained the ‘reason’ for the blocks resulting from application of the SBD decomposition.

To carry out the stability analysis, we resort to two alternative transformations: one (\(T\)) based on the SBD decomposition and one (\(\bar{T}\)) based on the concepts of controllable subspace and equitable clusters. We are the first ones to apply the SBD approach to the pinning control problem and in so doing we establish a connection between the blocks in which the stability problem is reduced and the particular choice of the network connectivity and of the pinned nodes. In particular, we show that the sizes of the blocks provided by a finest SBD are the same as for the blocks generated by the transformation \(T\), which has a clear interpretation in terms of controllability and quotient graphs. We prove that the transformation \(T\) also provides a finest SBD. This is another important contribution of this paper.

The rest of the paper is organized as follows. In Sec. \textsection II we introduce the problem of pinning control of networks. In Sec. \textsection III a stability analysis is derived for a network with pinned nodes. The solution to the stability problem consists of two steps presented in Secs. \textsection IV and \textsection V. First, we use the SBD method to reduce the dimension of the stability problem. Then, by using two appropriately defined transformation matrices, we obtain the transformation \(T\) which decouples the stability problem into four independent blocks. We then compare the application of the SBD transformation (\(T\)) with the transformation \(\bar{T}\).

The effects of the selection of different pinned nodes on multiple driven blocks is studied in Sec. VI. Application of the theory to larger complex networks is considered in Sec. VII. Finally, the conclusions are drawn in Sec. VIII.

\section{Problem Definition: Pinning Control of Networks}

We consider an undirected network of \(N\) coupled dynamical systems, which evolve in time according to the following equation:

\[
\dot{x}_i(t) = F(x_i(t)) + \sum_{j=1}^{N} A_{ij}[G(x_j(t)) - G(x_i(t))] \quad i = 1, \ldots, N
\]

where \(x_i\) is the \(m\)-dimensional state of node \(i\), \(F: \mathbb{R}^m \to \mathbb{R}^m\) is the function that governs the dynamics of each node when isolated, and \(G: \mathbb{R}^m \to \mathbb{R}^m\) is the node-to-node coupling function. The network topology is described by the adjacency matrix \(A\). If there is a connection between the nodes \(i\) and \(j\) then \(A_{ij} = A_{ji} = 1\) otherwise \(A_{ij} = A_{ji} = 0\). Eq. (1) can be rewritten as:

\[
\dot{x}_i(t) = F(x_i(t)) + \sum_{j=1}^{N} L_{ij} G(x_j(t)) \quad i = 1, \ldots, N, \quad (2)
\]

where the Laplacian matrix \(L = A - D\) and \(D\) is a diagonal matrix, such that \(D_{ii} = \sum_j A_{ij}\). This network allows for a completely synchronized solution \(x_1(t) = x_2(t) = \cdots = x_n(t) = x_s(t)\), which obeys,

\[
x_s(t) = F(x_s(t)). \quad (3)
\]

A relevant question that links control theory to graph theory is: how can control inputs be introduced to force the network state to the target synchronous state?

Equation (3) allows for a number of different synchronous solutions determined by its initial condition. The problem studied in pinning control is how control inputs generated by source nodes can be designed to enforce stability of a particular ‘target’ synchronous solution, \(x_s(t)\) produced by the initial condition \(x_s^0\),

\[
\dot{x}_i(t) = F(x_i(t)), \quad x_i(0) = x^0_i. \quad (4)
\]

In order to address this problem, we introduce control inputs \(u_i(t)\) as pinning control signals,

\[
\dot{x}_i(t) = F(x_i(t)) + \sum_{j=1}^{N} L_{ij} G(x_j(t)) + u_i(t), \quad (5a)
\]

\[
u_i(t) = \gamma r_i [H(x_i(t)) - H(x_i(t))], \quad (5b)
\]

\[i = 1, \ldots, N\]

where the binary scalar \(r_i = 1\) (\(r_i = 0\)) if node \(i\) is pinned (not pinned), and the scalar \(\gamma > 0\) measures the strength of the control coupling. Here, \(H: \mathbb{R}^m \to \mathbb{R}^m\) is the source-to-pinned-node coupling function. Note that the control action is only directly active on the pinned nodes. For instance, consider the network shown in Fig.

In Sec. III a stability analysis is derived for a network with pinned nodes. The solution to the stability problem is reduced to four independent blocks. We then compare the application of the SBD transformation (\(T\)) with the transformation \(\bar{T}\).
The network consists of \( N = 11 \) nodes coupled via blue edges. A source node that provides the target trajectory is shown in red. The control input is directly applied (red directed edges) from the source node to the pinned nodes 1, 2, and 3, which are shown in black.

**Definition 1. Network with inputs.** A network with inputs is represented by a pair of \( N \times N \) matrices \( L \) and \( R \), where the Laplacian matrix \( L \) describes the network connectivity and the diagonal matrix \( R \) is such that \( R_{ii} = r_i, i = 1, \ldots, N \). We call \( V \) the set of the \( N \) network nodes, \( V_P \) the set of the \( s \) pinned nodes, and \( V_{NP} \) the set of \( \tau = N - s \) non pinned nodes, \( V_P \cap V_{NP} = V \) and \( V_P \cap V_{NP} = \emptyset \).

**Definition 2. Extended network.** Given a network with inputs, its extended network is represented by the \( (N + 1) \times (N + 1) \) directed Laplacian matrix \( \tilde{L} \) defined below,

\[
\tilde{L} = \begin{pmatrix}
(L - R)_{N \times N} & r \\
0_{1 \times N} & 0
\end{pmatrix}
\]

where the column vector \( r = [r_1, r_2, \ldots, r_N]^T \) and \( 0_{1 \times N} \) is the zero row-vector of dimension \( N \).

![Figure 1. A network of \( N = 11 \) nodes subject to pinning control. The source node is shown in red. The pinned nodes (i.e., the nodes that receive the source signal) are shown in black. The remaining network nodes are in blue. The node-to-node network connections are in red. Red connections carry the target solution \( x_i(t) \) (Eq. [1]) from the source node to the pinned nodes.](image)

Previous work (see e.g., \[35,36\]) has analyzed stability of the target synchronous solution by considering pinned nodes with the same coupling function as the node-to-node coupling function, i.e., with \( H = G \). Here instead we consider a generalization where the effect of the source node’s time evolution on the pinned nodes is given by a different coupling function.

**III. STABILITY ANALYSIS**

When all the \( x_i(t) \) converge on the target solution \( x_i(t) \), the control inputs \( u_i(t) \) converge to zero. To study the stability of the synchronous solution, a small perturbation \( \delta x_i = (x_i - x_i) \) is considered. Linearization of Eq. (3) about the target synchronous solution \( x_1(t) = x_2(t) = \cdots = x_n(t) = x(t) \) yields, see also \[35]\,

\[
\delta \dot{x}_i(t) = Df(x_i(t))\delta x_i(t) + \sum_{j=1}^{N} L_{ij} DF(x_i(t))\delta x_j(t) - \gamma \tau_i D\dot{H}(x_i(t))\delta x_i(t),
\]

(7)

\( i = 1, \ldots, N \), where \( D \) is the Jacobian operator.

By stacking all perturbation vectors together in one vector \( \delta X = [\delta x^T_1, \delta x^T_2, \ldots, \delta x^T_N]^T \), Eq. (7) can be rewritten as

\[
\dot{\delta X}(t) = [I_N \otimes Df(x_i(t)) + L \otimes DG(x_i(t)) - \gamma R \otimes D\dot{H}(x_i(t))]\delta X(t),
\]

(8)

where \( \otimes \) is the Kronecker product or direct product. Our goal is to break the \( (N \times m) \)-dimensional Eq. (8) into a set of independent lower-dimensional equations, thus performing a dimensional reduction. An inherent difficulty is due to the fact that, with the exception of a few specific cases \[35\], it is not possible to simultaneously diagonalize both matrices \( R \) and \( L \). Instead, in what follows we seek a transformation that decouples the set of Eqs. (8), by simultaneously block diagonalizing \( R \) and \( L \).

**IV. DIMENSIONALITY REDUCTION OF THE STABILITY PROBLEM THROUGH SBD**

**Definition 3. Simultaneous Block Diagonalization of Matrices (SBD) \[35,36\].** Given a set of \( q \) square \( N \)-dimensional matrices \( M_1, M_2, \ldots, M_q \), an SBD transformation is an orthogonal square matrix \( T \) (transformation matrix) with dimension \( N \) such that

\[
T^{-1}M_kT = \bigoplus_{j=1}^{l} B_j^k, \quad k = 1, 2, \ldots, q,
\]

(9)

where the symbol \( \oplus \) is the direct sum of matrices, \( l \) denotes the number of blocks, each block \( B_j^k \) is a square matrix with dimension \( b_j \) and \( \sum_{j=1}^{l} b_j = N \).

**Definition 4. Finest SBD.** A finest SBD is an SBD for which the resulting blocks can not be further refined. In particular this means that the size of the blocks can not be made smaller and that the number of blocks, \( l \), is largest among all SBDs.

**Remark 1.** A finest SBD is unique only in the number and sizes of the irreducible blocks.

**Remark 2.** The blocks resulting from a finest SBD are also matrices that belong to irreducible matrix \( \ast \)-algebras according to the structure theorem for matrix \( \ast \)-algebras \[31,32\].
Application of the SBD technique to complete synchronization of networks was first proposed in Ref. [33] and only recently applied to cluster synchronization in Ref. [31].

Once we obtain $T = SBD(R, L)$, the matrices $R$ and $L$ are transformed as follows,

\begin{align}
T^{-1}LT &= \hat{L}_j, \\
T^{-1}RT &= \hat{R}_j,
\end{align}

where $L_T$ is the transformed matrix $L$, $R_T$ is the transformed matrix $R$, and the irreducible block pairs $(\hat{L}_j, \hat{R}_j)$ have the same dimensions $b_j, j = 1, \ldots, l$. One of the main contributions of this paper is to investigate the diagonalization of networks was first proposed in Ref. [33]. Any matrix $P$ that commutes with both $L_T$ and $R_T$ can be rewritten, $\begin{align}
R &= \begin{pmatrix} I_s & 0 \\ 0 & 0_{N-s} \end{pmatrix},
\end{align}$

where $I_s$ is the identity matrix of size $s$, $0_{N-s}$ is the square zero matrix of dimension $N - s$, and $s$ is the number of pinned nodes.

**Lemma 1.** Any matrix $P$ that commutes with the matrix $R$ in Eq. (11) has the following block-diagonal structure,

\begin{align}
P &= \begin{pmatrix} P_1 & 0 \\ 0 & P_2 \end{pmatrix}
\end{align}

where the block $P_1$ has dimension $N - s$ and the block $P_2$ has dimension $N - s$.

**Proof.** First, we consider the matrix $R$ of Eq. (11) and a generic matrix $P = \begin{pmatrix} P_1 & P_{12} \\ P_{21} & P_2 \end{pmatrix}$ with sub-blocks having the same dimensions as those of the matrix $R$. Then, from the commutation equation $PR = RP$ we obtain

\begin{align}
\begin{pmatrix} P_1 & P_{12} \\ P_{21} & P_2 \end{pmatrix} \begin{pmatrix} I_s & 0 \\ 0 & 0_{(N-s)} \end{pmatrix} &= \begin{pmatrix} I_s & 0 \\ 0 & 0_{(N-s)} \end{pmatrix} \begin{pmatrix} P_1 & P_{12} \\ P_{21} & P_2 \end{pmatrix}
\end{align}

\begin{align}
\begin{pmatrix} P_1 & 0 \\ P_{21} & 0_{(N-s)} \end{pmatrix} &= \begin{pmatrix} P_1 & P_{12} \\ P_{21} & 0_{(N-s)} \end{pmatrix}.
\end{align}

Therefore, to fulfill the commutation equation $PR = RP$, the sub-blocks $P_{12}$ and $P_{21}$ must be zeros and the matrix $P$ is block diagonal with diagonal-blocks $P_1$ and $P_2$ in which each block has the same dimension as the diagonal-blocks of matrix $R$.

**Corollary 1.** The transformation matrix $T$ also has the same block-diagonal structure,

\begin{align}
T &= \begin{pmatrix} T_1 & 0 \\ 0 & T_2 \end{pmatrix},
\end{align}

where $T_1$ is the matrix of eigenvectors of $P_1$ and $T_2$ is the matrix of eigenvectors of $P_2$.

**Lemma 2.** Application of the block diagonal transformation $T$ to the matrix $R$, transforms $R$ back to itself, i.e., $T^{-1}RT = R_T = R$.

**Proof.** By considering the matrix $R$ of Eq. (11) and the matrix $T$ of Eq. (14) and by using the fact that a block-diagonal matrix can be inverted block by block, we have

\begin{align}
T^{-1}RT &= \begin{pmatrix} T_1^{-1} & 0 \\ 0 & T_2^{-1} \end{pmatrix} \begin{pmatrix} I_s & 0 \\ 0 & 0_{(N-s)} \end{pmatrix} \begin{pmatrix} T_1 & 0 \\ 0 & T_2 \end{pmatrix} = \begin{pmatrix} I_s & 0 \\ 0 & 0_{(N-s)} \end{pmatrix}.
\end{align}

The above lemma has important consequences. In fact, as we will see in Sec. [1.6B] this will lead to a decomposition of the stability problem into equations that can be of either one of two types: driven or undriven.

**Remark 3.** Lemma (1) shows that $R_T = R$. This is true independent of any permutation of the rows and columns of the matrix $R$. In the examples that follow we will sometimes show the matrix $R_T$ in a form that corresponds to permutations of rows and columns of the matrix $R$ in Eq. (11).

**B. Driven and Undriven blocks**

As stated before, the purpose of using the SBD transformation is to break the stability problem of Eq. (5) into a set of independent equations of lowest dimension.

Due to the block-diagonal structure of both matrices $L_T$ and $R_T$ and to Eq. (11), they can be decoupled into the pairs $(L_d, R_d)$ and $(L_{ud}, 0_{N-c})$,

\begin{align}
L_T &= \begin{pmatrix} L_d & 0 \\ 0 & L_{ud} \end{pmatrix}, \\
R_T &= \begin{pmatrix} R_d & 0 \\ 0 & 0_{(N-c)} \end{pmatrix},
\end{align}

where the square matrices $L_d, R_d$ have size $c \geq s$ and the square matrix $L_{ud}$ has dimension $N - c$. We remark that in general the blocks $L_d$ and $R_d$ are composed of smaller diagonal blocks. In particular, if $c = s$, then $R_d = I_s$, otherwise $R_d$ is equal to a diagonal matrix with $s$ entries...
on the main diagonal equal to 1 and \(c - s\) entries on the diagonal equal to 0. In what follows we refer to \((L_d, R_d)\) as the driven pair and \((L_{ud}, 0_{N-c})\) as the undriven pair. With an abuse of language, we also refer to \(c\) as the dimension of the driven pair.

Equation (17) can be split into the following sets of equations, one driven and one undriven,

\[
\begin{align*}
\dot{\eta}_d(t) &= [I_c \otimes DF(x_s(t)) + L_d \otimes DG(x_s(t)) - \gamma R_d \otimes DH(x_s(t))]\eta_d(t), \quad (17a)\\
\dot{\eta}_{ud}(t) &= [I_{N-c} \otimes DF(x_s(t)) + L_{ud} \otimes DG(x_s(t))]\eta_{ud}(t). \quad (17b)
\end{align*}
\]

We then see that the original \(mN\)-dimensional problem of Eq. (8) has been reduced to two independent lower-dimensional equations: the driven Eq. (17a) with dimension \(mc\) and the undriven Eq. (17b) with dimension \(m(N - c)\).

Next, we attempt to gain further insights into the physical meaning of the quantity \(c\).

**Definition 5. Dimension of the controllable subspace.** Given an \(N\)-dimensional pair \((A, B)\), the Kalman controllability matrix is \(K = [B, AB, A^2B, \ldots, A^{N-1}B]\). The dimension of the controllable subspace is equal to the rank of the matrix \(K\). The pair \((A, B)\) is completely controllable if its rank is equal to \(N\).

**Definition 6. Transformation \(T_c\).** Given a \(N\)-dimensional canonical linear, time-invariant system given by the pair \((A, B)\), \(A = A^T, B = B^T\), with dimension of the controllable subspace equal to \(h\), the transformation \(T_c(A, B)\) splits the system into a controllable subsystem and an uncontrollable subsystem.

\[
T_c^{-1}AT_c = \begin{pmatrix} A_C & 0 \\ 0 & A_U \end{pmatrix}, \quad T_c^{-1}B = \begin{pmatrix} B_C & 0 \\ 0 & 0 \end{pmatrix}, \quad (18)
\]

where the controllable subsystem is given by the \(h\)-dimensional pair \((A_C, B_C)\) and the uncontrollable subsystem is given by the \((N - h)\)-dimensional pair \((A_U, 0)\).

Note that the transformation applied to the matrix \(A\) is a similarity transformation while the transformation applied to the matrix \(B\) is not.

**Theorem 1.** The \(c\) dimension of the driven pair \((L_d, R_d)\) is equal to \(h\) the dimension of the controllable subspace of the pair \((L, R)\).

**Proof.** We prove this by contradiction. First we assume \(c < h\), i.e., the dimension \(c\) of the driven pair \((L_d, R_d)\) is less than the dimension \(h\) of the controllable subspace of the pair \((L, R)\). Since the dimension of the controllable subspace is invariant under any similarity transformation, then the controllable subspace of the pair \((L_T, R_T)\) cannot be less than the dimension of the controllable subspace of the pair \((L, R)\), which contradicts the assumption. Then we assume \(c > h\), which indicates that the pair \((L_d, R_d)\) is not controllable, since the dimension of the controllable subspace of the pair \((L_d, R_d)\) is less than \(c\). Then, a transformation \(T_c\) could be applied to the pair \((L_d, R_d)\) that reduces it into a (lower-dimensional) controllable pair and an uncontrollable pair. Since the pair \((L_d, R_d)\) cannot be decomposed into smaller blocks as it is part of a finest SBD, the original assumption is not satisfied. We thus conclude \(c = h\).

Henceforth \(c\) denotes the dimension of the controllability subspace.

**Theorem 2.** The undriven system (17b) is composed of \(N - c\) scalar equations.

**Proof.** Since (i) the Laplacian matrix \(L\) is symmetric \(L = L^T\) and (ii) the transformation matrix \(T = SBD(L, R)\) is orthogonal \(T^{-1} = (T)^T\), we have that

\[
(T^{-1}LT)^T = TT^LT^T, \quad (19)
\]

which shows that the matrix \(L_T = T^{-1}LT\) is symmetric. It also follows that the blocks \(L_d\) and \(L_{ud}\) are symmetric and diagonalizable. By diagonalizing the matrix \(L_{ud}\) (and taking into account the fact that the matrix \(R_{ud} = 0\)), the undriven equation (17b) can be decoupled into a number of scalar equations.

According to Theorems 1 and 2, the pinning control stability problem can be decoupled into two sets of equations: \(c\) driven equations and \((N - c)\) undriven equations. Also, \(c\) is equal to the rank of the controllability matrix of the pair \((L, R)\).

Next we seek to find \(P_1\) and \(P_2\) such that the matrix \(P\) commutes with the matrix \(L\).

**Lemma 3.** The matrices \(P_1\) and \(P_2\) can be found by choosing a vector in the nullspace of the \(s^2 + \tau^2\)-dimensional matrix \(K_1^T K_1 + K_2^T K_2\) defined below.

**Proof.** By rewriting \(L = \begin{pmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{pmatrix}\), the commutation equation \(PL = LP\) becomes

\[
\begin{pmatrix} P_1 & 0 \\ 0 & P_2 \end{pmatrix} \begin{pmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{pmatrix} = \begin{pmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{pmatrix} \begin{pmatrix} P_1 & 0 \\ 0 & P_2 \end{pmatrix}, \quad (20a)
\]

\[
\begin{pmatrix} P_1 L_{11} & P_1 L_{12} \\ P_2 L_{21} & P_2 L_{22} \end{pmatrix} = \begin{pmatrix} L_{11} P_1 & L_{12} P_2 \\ L_{21} P_1 & L_{22} P_2 \end{pmatrix}. \quad (20b)
\]

Eq. (20b) corresponds to the following four equations,

\[
P_1 L_{11} = L_{11} P_1 \quad (21a)
\]

\[
P_2 L_{22} = L_{22} P_2 \quad (21b)
\]
Define the operator vec : \( \mathbb{R}^{n \times m} \mapsto \mathbb{R}^{nm} \) which takes as input a matrix and returns a vector consisting of the columns of the matrix stacked on top of each other. Note that \( P_1 \) has dimension \( s \) and \( P_2 \) has dimension \( \tau = N - s \).

The four equations in Eq. (21) can be expressed as the following two linear systems of equations.

\[
\begin{bmatrix}
I_s \otimes L_{11} - L_{11} \otimes I_s & O_{s^2, \tau^2} \\
O_{\tau^2, \tau^2} & I_\tau \otimes L_{22} - L_{22} \otimes I_\tau
\end{bmatrix}
\begin{bmatrix}
\text{vec}(P_1) \\
\text{vec}(P_2)
\end{bmatrix}
= \begin{bmatrix}
0_{s^2} \\
0_{\tau^2}
\end{bmatrix}
\]

(22a)

By inspecting Eq. (22), the vector \( p = [\text{vec}(P_1)^T \text{vec}(P_2)^T]^T \) must lie in the intersection of the nullspaces of the two matrices that appear in Eq. (22). Let \( K_1 \in \mathbb{R}^{s^2 + \tau^2 \times s^2 + \tau^2} \) and \( K_2 \in \mathbb{R}^{2\tau^2 \times s^2 + \tau^2} \) be the matrices that appear in the first and second lines of Eq. (22), respectively. In the Supplementary Material Note 3, we show that \( N(K_1) \cap N(K_2) = N(K_1^T K_1) \cap N(K_1^T K_2) = N(K_1^T K_1 + K_1^T K_2) \), where the symbol \( N(M) \) indicates the null subspace of the matrix \( M \). Then, we create the vector \( p = \sum_{i=1}^{n_z} \alpha_i v_i \) where \( n_z \) is dimension of the nullspace of the matrix \( S = K_1^T K_1 + K_1^T K_2 \) and \( v_i \) are a basis for the nullspace of \( S \), that is, eigenvectors corresponding to its zero eigenvalues. With \( p \), form the two matrices \( P_1 \) and \( P_2 \) and construct the full matrix \( P \) that appears in Eq. (20a). Additional details of the derivation of Eq. (22) can be found in Appendix IX A.

Remark 4. The procedure outlined to find the block diagonal matrix \( P \) is a specialization of the method presented in [12] to simultaneously block diagonalize two matrices when one of the matrices has the form of \( R \) in Eq. (11). Using the method of [12] directly on \( L \) and \( R \) requires finding a vector in the nullspace of a square matrix of dimensions \( (s + \tau)^2 \) while the method outlined in Lemma 3 requires finding a vector in the nullspace of a square matrix of dimension \( s^2 + \tau^2 \). As \( s^2 + \tau^2 < (s + \tau)^2 \) for \( s, \tau \geq 1 \), the method presented here is more efficient than the method of [12] by exploiting the structure of \( R \).

To illustrate the procedure described in this section, consider the network with inputs with \( N = 5 \) nodes shown in Fig. 2 (a).
governed by the function
\[
  F(x_i) = \begin{bmatrix}
    -y_i - z_i \\
    x_i + ay_i \\
    b + (x_i - c)z_i
  \end{bmatrix}
\]  
(24)

where \(a = 0.1, b = 0.1\) and \(c = 15\). With these parameters the oscillator evolves within a stable chaotic attractor. The network node-to-node coupling function is \(G(x_i) = [x_i, 0, 0]^T\), whereas the chosen input-to-node coupling function is \(H(x_i) = [0, y_i, 0]^T\). Fig. 3 shows the MLEs associated to Eqs. (17a) and (17b) plotted vs \(\gamma\) for the network of Fig. 2.

Fig. 3(a) shows that the nodes of the network synchronize on the target trajectory for \(\gamma \in [0.9, 2.3]\). In particular, it is apparent that the driven equations (17a) depend on \(\gamma\), whereas the undriven equations (17b) are independent. As a harder benchmark, we assign an unstable periodic orbit (UPO) embedded in the attractor as the target trajectory which can be selected by fine-tuning the initial condition of Eq. (8). According to the theory, we expect node trajectories to converge to a target trajectory corresponding to a UPO only for a relatively high period: while Figs. 3(b,c) show that it is not possible to have convergence to an unstable 1-cycle or 4-cycle due to the presence of a positive MLE for any \(\gamma\) value, Fig. 3(d) shows that the nodes of the network synchronize on the target trajectory (unstable 8-cycle) for \(\gamma \in [1, 2.2]\). This is confirmed by Fig. 4(a), which shows the time evolution of the state variables \(x_i\) (solid line) and of the corresponding component (dashed line) of the target trajectory \(x_t\) (unstable 8-cycle) for \(\gamma = 1.5\) and for random initial conditions. Fig. 4(b) shows the time evolution of the Euclidean norm \(E_i(t) = ||x_i - x_t||_2\); color code as in panel (a).
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Figure 3. MLEs related to \((\hat{L}_1, \hat{R}_1)\) (blue line), \((\hat{L}_2, \hat{R}_2)\) (red), \((\hat{L}_3, \hat{R}_3)\) (yellow), \((\hat{L}_4, \hat{R}_4)\) (violet), for the example in Fig. 2 when the target trajectory is either the stable chaotic attractor exhibited by a single oscillator (a) or a 1-cycle UPO (b), or a 4-cycle UPO (c), or a 8-cycle UPO (d).
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Figure 4. Time plots for \(\gamma = 1.5\). (a) Evolution of the state variables \(x_i\) (solid lines, \(i = 1\) blue, \(i = 2\) red, \(i = 3\) yellow, \(i = 4\) purple, \(i = 5\) green) and of the first component of the target trajectory (dashed line). (b) Evolution of \(E_i(t) = ||x_i - x_t||_2\); color code as in panel (a).

V. DIMENSIONALITY REDUCTION THROUGH AN ALTERNATIVE TRANSFORMATION \(T\)

In what follows we discuss two transformations, each one of which results in a simultaneous block diagonalization (although not necessarily finest) of the pair \((L, R)\): one is the transformation \(T_c\) which decouples the problem \((8)\) into a controllable equation and an uncontrollable equation; the other one is the transformation associated with the quotient network, which in turn decouples the problem \((8)\) into two sets of equations, which will be referred to as quotient and redundant. By applying both transformations to the pair \((L, R)\), we obtain four independent equations: quotient controllable, quotient uncontrollable, redundant controllable, redundant uncontrollable. Interestingly, this decomposition into 4 independent sets of equations has the same structure as the decomposition produced by a finest SBD.

A. Matrix \(T_c\)

From definition it follows that there is a transformation \(T_c(L, R)\), which divides the system given by the pair \((L, R)\) in a controllable subsystem and an uncontrollable
subsystem, see also\[23\]

\[
T_e^{-1}LT_e = \begin{pmatrix} L_C & 0 \\ 0 & L_U \end{pmatrix}, \quad T_e^{-1}R = \begin{pmatrix} R_C & 0 \\ 0 & 0 \end{pmatrix},
\]

(25)

where the controllable subsystem is given by the \(c\)-dimensional pair \((L_C, R_C)\) and the uncontrollable subsystem is given by the \((N - c)\)-dimensional pair \((L_U, 0)\).

**Remark 5.** The first \(c\) linearly-independent column vectors of the matrix \(T_e\) can be chosen as an orthonormal basis for the range of the Kalman controllability matrix \(K\). The remaining \(N - c\) columns of \(T_e\) are chosen such that \(T_e\) is a basis for \(\mathbb{R}^N\).

**Lemma 4.** The matrix \(T_e^{-1}RT_e\) has the same block structure as the matrix \(T_e^{-1}R\) in Eq. (25).

**Proof.** Due to the fact that matrix \(L\) is symmetric, the transformation \(T_e\) can be constructed to be an orthogonal matrix \(T_e^{-1} = T_e^T\) which can be split into four sub-matrices as:

\[
T_e = \begin{pmatrix} T_{C1} & T_{C2} \\ T_{C3} & T_{C4} \end{pmatrix}
\]

(26)

where the two square sub-matrices \(T_{C1} \in \mathbb{R}^{s \times s}\) and \(T_{C4} \in \mathbb{R}^{N-s \times N-s}\) and the two rectangular sub-matrices \(T_{C2} \in \mathbb{R}^{s \times N-s}\) and \(T_{C3} \in \mathbb{R}^{N-s \times s}\). Now according to Remark 5 and by considering that (i) the matrix \(R\) is symmetric and (ii) \(T_e^{-1}R\) has the special block-diagonal form of Eq. (25), we have:

\[
T_e^T R = \begin{pmatrix} T_{C1}^T & T_{C2}^T \\ T_{C3}^T & T_{C4}^T \end{pmatrix} \begin{pmatrix} R_1 & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} T_{C1}^TR_1 & T_{C2}^TR_1 \\ 0 & 0 \end{pmatrix}.
\]

(27)

We also note that based on definition \[5\], \(T_{C2}^TR_1 = 0\).

From Eq. (11), we know that \(R_1\) is equal to the identity matrix \(I_s\), which implies that \(T_{C2} = 0\). Then for the matrix \(T_e^T R T_e\) we have:

\[
T_e^T R T_e = \begin{pmatrix} R_C & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} T_{C1} & 0 \\ T_{C3} & T_{C4} \end{pmatrix} = \begin{pmatrix} R_CT_{C1} & 0 \\ 0 & 0 \end{pmatrix},
\]

(28)

which implies that the matrix \(T_e^T R T_e\) has the same block structure as the matrix \(T_e^{-1}R\) in Eq. (25).

It should be noted that the transformation \(T_e\) is not unique. In this paper we build \(T_e = [U_c \quad X_{N-c}]\) as follows. We define the singular value decomposition (SVD) of \(K\) as \(K = U \Sigma V^T\). \(U_c\) contains the first \(c\) columns of \(U\) and \(X_{N-c}\) contains the \(N - c\) eigenvectors of \(L\) that do not belong to the controllability subspace.

**B. Matrix \(T_q\)**

We now introduce another transformation, which we refer to as the quotient transformation, which we show also leads to simultaneously block-diagonalizing the pair \((L, R)\).

**Definition 7. Equitable cluster partition.** Given the network with inputs (defined in \[9\]) described by the pair \((L, R)\), one can partition the set of the network nodes \(V\) into subsets, i.e., equitable clusters \(C_1, C_2, \ldots, C_M\), where the two square 'redundant' matrices \(T_{k}\) are chosen such that \(T_{k}\) is a basis for \(\mathbb{R}^N\).

\[
\sum_{k \in C_i} L_{ik} - \sum_{k \in C_j} L_{jk}, \quad \forall i, j \in C_k, \quad \forall C_k, C \subset V.
\]

(29)

**Remark 6.** Each of the equitable clusters can either contain only nodes with external inputs (pinned nodes) or only nodes without external inputs (non-pinned nodes). No cluster contains both pinned and non-pinned nodes. It follows that either \(C_k \subset V_P\) or \(C_k \subset V_{NP}, k = 1, \ldots, M\).

In order to find the equitable clusters, we apply the algorithm developed by Belykh and Hasler\[19\] to the extended network with Laplacian matrix \(\tilde{L}\). The extended network can always be partitioned into \(M + 1\) equitable clusters in which one of the clusters necessarily corresponds to the only source node. In what follows we are going to neglect this one cluster and focus on the remaining \(M\) equitable clusters \(C_1, C_2, \ldots, C_M\). Now we can define the \(N \times M\) equitable cluster indicator matrix \(E\), where \(N\) is the number of nodes and \(M\) is the number of clusters: \(e_{ij} = 1\) if node \(i\) is in cluster \(C_j\) and 0 otherwise for \(i = 1, \ldots, N\) and \(j = 1, \ldots, M\).

**Definition 8. Quotient Graph.** Given a network with inputs, represented by the matrix pair \((L, R)\), the equitable clusters, the quotient network \((L_Q, R_Q)\) can be defined as a network where all the nodes in each equitable cluster are mapped to a single quotient node.

\[
L_Q = (E^T E)^{-1/2} E^T LE (E^T E)^{-1/2}, \quad R_Q = (E^T E)^{-1/2} E^T RE (E^T E)^{-1/2}
\]

(30a)

(30b)

We introduce the orthogonal transformation matrix \(T_q\) whose first \(M\) rows are \(T_q^E = (E^T E)^{-1/2} E^T\) and whose remaining \(N - M\) rows are orthogonal to the first ones. We call \(T_q^E\) the matrix composed of the last \(N - M\) rows of the matrix \(T_q\). We take the matrix \(T_q\) to have a particular structure, where each one of its rows is associated with one cluster, in the sense that all of the entries in that row not corresponding to the nodes in that cluster are equal to zero. Several such matrices have been proposed in the literature\[50,52\].

**Theorem 3. Application of the ‘quotient’ transformation \(T_q\) to the pair \(L, R\) yields,**

\[
T_q L T_q^{-1} = L_Q \oplus L_O, \quad T_q R T_q^{-1} = R_Q \oplus R_O
\]

(31a)

(31b)

where the square quotient matrices \(L_Q, R_Q\) have size \(M \times M\) and the square ‘redundant’ matrices \(L_O, R_O\) have size \((N - M) \times (N - M)\).
Proof. For succinctness we omit the proof of (31a). We just note that this proof follows directly from Refs.\textsuperscript{50,52}

To prove Eq. (31b), we know from Eq. (\textit{1}) that the matrix $R$ is diagonal with the first $s$ entries being one and the remaining $N - s$ entries being zero. Therefore, the matrix $R$ has $s$ eigenvalues equal one and $N - s$ eigenvalues equal zero. Then, we can write the matrix $R = V_r D_r V_r^T$, where the matrix $D_r = D_1 \oplus D_0$ such that $D_1$ is the $s$-dimensional identity matrix and $D_0 = 0_{N-s}$. The matrix $V_r$ can be written in the form,

$$V_r = \begin{pmatrix} (V_1)_{s \times s} & 0_{s \times (N-s)} \\ 0_{(N-s) \times s} & (V_0)_{(N-s) \times (N-s)} \end{pmatrix}$$

due to the property that the eigenvectors associated with the 1 eigenvalue (0 eigenvalue) have all of their last $N - s$ (first $s$) entries equal to zero. Now we can write,

$$T_q R T_q^{-1} = T_q V_r D_r V_r^T T_q = (T_q V_r) D_r (T_q V_r)^T.$$  \hfill (33)

It follows that

$$T_q R T_q^{-1} = \begin{pmatrix} T_q^{E_r} & (T_q^{E_r})^T \\ (T_q^{E_r})^T & T_q^{E_r} \end{pmatrix},$$

where $T_q^{E_r}$ is the $M \times s$ sub-matrix that shows the restriction of the first $m$ rows of $T_q$ corresponding to the clusters that contain pinned nodes. $T_q^{E_p}$ is the $(N-M) \times s$ sub-matrix that shows the restriction of the remaining $N - M$ rows of $T_q$ corresponding to the clusters that contain non-pinned nodes. Now considering the particular structure of $T_q$ and the characteristic of the equitable clusters of a network with inputs (Remark 5), we have $T_q^{E_p} (T_q^{E_p})^T = 0$. Therefore, it can be concluded that $T_q R T_q^{-1} = R_Q \oplus R_O$ where $R_Q = T_q^{E_p} (T_q^{E_p})^T$ and $R_O = T_q^{E_p} (T_q^{E_p})^T$.

We conclude that application of the transformation $T_q$ to the pair $(L, R)$, $T_q^{-1} L T_q$ and $T_q^{-1} R T_q$, simultaneously block diagonalizes $(L, R)$ into an $M$-dimensional pair $(L_Q, R_Q)$ and an $(N-M)$-dimensional pair $L_O, R_O$.

Remark 7. The results of Theorem 3 apply to any equitable cluster partition associated with the pair $(L, R)$, not just the equitable cluster partition with the smallest number of clusters returned by the algorithm developed by Belykh and Hasler.\textsuperscript{49}

C. Transformation $\hat{T}$

Next we discuss the application of both transformations $T_q$ and $T_r$ to the pair $(L, R)$. While there are different ways in which this can be found, we can look for the most straightforward approach is to first apply $T_q$ and decouple the pair $(L, R)$ into the pairs $(L_Q, R_Q)$ and $(L_O, R_O)$ and then apply equivalent transformations to the pairs $(L_Q, R_Q)$ and $(L_O, R_O)$ into their controllable and uncontrollable parts. We call $\hat{T}$ the resulting transformation.

Lemma 5. The pair $(L, R)$ is decoupled by application of the resulting transformation $\hat{T}$ into four blocks,

$$\hat{T} L \hat{T}^{-1} = \begin{pmatrix} L_{qc} & 0 & 0 & 0 \\ 0 & L_{rc} & 0 & 0 \\ 0 & 0 & L_{qu} & 0 \\ 0 & 0 & 0 & L_{ru} \end{pmatrix},$$

where $(L_{qc}, R_{qc})$ is the controllable quotient pair, $(L_{rc}, R_{rc})$ is the controllable redundant pair, $(L_{qu}, 0)$ is the uncontrollable quotient pair, and $(L_{ru}, 0)$ is the uncontrollable redundant pair. The size of the pair $(L_{qc}, R_{qc})$ is equal to the dimension $u$ of the controllable subspace of the quotient pair $(L_Q, R_Q)$, the sum of the sizes of the two pairs $(L_{qu}, 0)$ and $(L_{ru}, 0)$ is equal to the dimension $N-c$ of the uncontrollable subspace of the pair $(L, R)$. The size of the pair $(L_{rc}, R_{rc})$ is equal to $c-u$.

Proof. From Theorem 3 we see that application of the transformation $T_q$ to the pair $(L, R)$ decouples the pair into a quotient pair $(L_Q, R_Q)$ and a redundant pair $(L_O, R_O)$. Application of the equivalent transformation to the pair $(L_Q, R_Q)$ will necessarily decouple the pair $(L_Q, R_Q)$ in its controllable and uncontrollable pairs and application of the equivalent transformation to the pair $(L_O, R_O)$ will necessarily decouple the pair $(L_O, R_O)$ in its controllable and uncontrollable pairs.

Table I summarizes the application of transformation $\hat{T}$ that decouples the pair $(L, R)$ into four block pairs, which in what follows we will refer to as the qc pair (quotient controllable), the qu pair (quotient uncontrollable), the rc pair (redundant controllable), and the ru pair (redundant uncontrollable).

Table I. The four decoupled blocks and their dimensions after applying transformation $\hat{T}$ to the pair $(L, R)$. The first two rows show the controllable pairs, qc and rc, with dimensions $u$ and $c-u$, respectively. The second two rows indicate the uncontrollable pairs, qu and ru. The sum of the size of the uncontrollable pairs is equal to $N-c$.

| Pair | Type | Size |
|------|------|------|
| $(L_{qc}, R_{qc})$ | Quotient controllable block (qc) | $u$ |
| $(L_{rc}, R_{rc})$ | Redundant controllable block (rc) | $c-u$ |
| $(L_{qu}, 0)$ | Quotient uncontrollable block (qu) | $N-c$ |
| $(L_{ru}, 0)$ | Redundant uncontrollable block (ru) | $N-c$ |

Theorem 4. The transformation $\hat{T}$ leads to a finest SBD of the pair $(L, R)$.
The proof is based on the concept of common invariant subspaces.\footnote{Proof. The proof is based on the concept of common invariant subspaces.} As stated above, we first apply $T_q$ and decouple the pair $(L, R)$ into the pairs $(L_Q, R_Q)$ and $(L_{qu}, R_{qu})$. We initially focus on the pair $L_Q = T_q^E L(T_q^E)^T R_Q = T_q^E R(T_q^E)^T$ and on the corresponding column subspaces $L_Q$ and $R_Q$. We compute the matrix $T_c$ as described at the end of Sec. \ref{appendix} and we obtain:
\begin{equation}
T_c^{-1}T_q^E L(T_q^E)^T T_c = T_c^{-1}L_Q T_c = \begin{bmatrix} L_{qc} & 0 \\ 0 & L_{qu} \end{bmatrix}
\end{equation}
\begin{equation}
T_c^{-1}T_q^E R(T_q^E)^T T_c = T_c^{-1}R_Q T_c = \begin{bmatrix} R_{qc} & 0 \\ 0 & R_{qu} \end{bmatrix}
\end{equation}

The column subspaces of the matrices $L_{qc}$, $R_{qc}$ and $L_{qu}$ are $L_{qc}$, $R_{qc}$ and $L_{qu}$, respectively. The linearly independent columns of $B_L = L(T_q^E)^T$ form a basis for the span of $L_Q$. Analogously, the linear independent columns of $B_R = R(T_q^E)^T$ form a basis for the span of $R_Q$. Therefore, $\hat{B} = B_L^q B_L$ contains the $p$ linearly independent columns of the product $L_Q R_Q$.

We compute the SVD $\hat{B} = \hat{U} \hat{\Sigma} \hat{V}^T$. The matrix $\hat{U}_p$ contains the first $p$ columns of $\hat{U}$, which form a basis of $R_Q \cap L_Q$.\footnote{By using the basis $U_p$, the intersection space $R_Q \cap L_Q$ can be expressed as the direct sum of minimal-dimension subspaces.}

By applying the transformation $\hat{T}$ to the network shown in Fig. \ref{fig:network}(a), the network has $M = 2$ equitable clusters, one comprising only the pinned node (in yellow in the figure) and the other one comprising all the remaining nodes (in blue in the figure). The $M = 2$ dimensional quotient network is controllable, therefore it cannot be reduced further. By computing the transformation matrix $\hat{T}$ and following Lemma 5 and Eq. (35), we have:

\begin{equation}
\hat{T} \hat{L} \hat{T}^{-1} = \begin{pmatrix} -1.8937 & 2.4254 & 0 & 0 & 0 \\ 2.4254 & -3.1063 & 0 & 0 & 0 \\ 0 & 0 & -1.5858 & 0 & 0 \\ 0 & 0 & 0 & -3 & 0 \\ 0 & 0 & 0 & 0 & -4.4142 \end{pmatrix}
\end{equation}
\begin{equation}
\hat{T} \hat{R} \hat{T}^{-1} = \begin{pmatrix} -4.9981 & 0.0970 & 0 & 0 & 0 \\ 0.0970 & -0.0019 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}
\end{equation}

By applying the transformation $\hat{T}$ to the network shown in Fig. \ref{fig:network}(a), the pair $(L, R)$ is decoupled into a 2-dimensional $qc$ block and three scalar $ru$ blocks. By further diagonalizing the $qc$ block of the matrix $\hat{T} \hat{R} \hat{T}^{-1}$ and the $ru$ block of the matrix $\hat{T} \hat{L} \hat{T}^{-1}$, we obtain the same transformation of the matrices $L$ and $R$ shown in Fig. \ref{fig:network}(d,e).

We also considered application of the theory to randomly generated networks. First, we constructed matrices $L$ corresponding to 500 Erdős-Rényi random networks with $N = 50$ nodes and connection probability $p = 0.05$. Second, to construct the matrix $R$, we randomly selected the pinned nodes for the case that the number $s$ was varied from 1 to 49. Finally, we applied both the transformations $T$ and $\hat{T}$ to the constructed pair $(L, R)$, and we compared the number and dimensions of the blocks produced by the SBD transformation $T$ matched the number and dimensions of the blocks produces by $\hat{T}$ transformation, which is in accordance with the result of Theorem 3 that $\hat{T}$ provides a finest SBD.

We finally comment on the complexity of computing the two transformations $T$ and $\hat{T}$. The computational complexity of calculating the SBD transformation $T$ is $O(N^3)$ following\footnote{The computational complexity of calculating the transformation $\hat{T} = T_q T_c$ is $O(N^3)$. We thus conclude that the computational complexity of the two calculations is of the same order.}.
VI. PINNED NODE SELECTION AND MULTIPLE DRIVEN BLOCKS

As stated in Sec. IV B, the dimension of the driven pair \((L_d, R_d)\) coincides with the rank of the controllability matrix of the pair \((L, R)\). This indicates that both the topology of the network and the network and the number and choice of the pinned nodes affect the dimension of the driven pair. In general, it is possible that the driven pair may be formed of 1 \(\leq w \leq s\) independent driven pairs \((L_i^w, R_i^w)\), \((L_i^w, R_i^w)^2, \ldots, (L_i^w, R_i^w)^s\), where \(L_d \oplus \bigoplus_{i=1}^s L_i^w\) and \(R_d \oplus \bigoplus_{i=1}^s R_i^w\). If \(s = 1\) then there is only one driven pair. However, the case \(s > 1\) in which there is more than one pinned node needs further consideration. In what follows we show that the choice of the pinned nodes in relation to the network topology determines \(w\).

Definition 9. Pinned nodes symmetry. A pinned node symmetry (PNS) is a symmetry of the pair \((L, R)\) i.e. a permutation matrix \(\Pi\) with the following two properties: (1) it commutes with both matrices \(L\) and \(R\), i.e., \(L\Pi = \Pi L\), \(R\Pi = \Pi R\) and (2) it swaps two or more pinned nodes.

Because the permutation matrix \(\Pi\) commutes with both \(L\) and \(R\), it provides a particular solution to the problem of finding the matrix \(P\) described in Sec. IV A. Hence, the matrix \(T\Pi\) formed of the eigenvectors of the matrix \(\Pi\) provides an SBD transformation (though not necessarily finest.)

Definition 10. Eigenvectors of a permutation matrix. Each permutation matrix \(\Pi\) partitions the set of the network nodes into \(f\) disjoint cycles, \(K_1, K_2, \ldots, K_f\) of length \(l_1, l_2, \ldots, l_f\), respectively. \(\sum_{i=1}^f l_i = N\). For instance, a cycle of length 1 corresponds to a node that gets mapped back to itself, a cycle of length 2 corresponds to two nodes that get swapped with one another and so on. Each eigenvector of the permutation matrix is associated with just one cycle, meaning that the entries of that eigenvector are nonzero only for entries that correspond to nodes in the cycle. The number of eigenvectors associated with each cycle is equal to the length of the cycle. As a result, the matrix \(T\Pi\) can be written in block diagonal form, \(T\Pi = \bigoplus_{i=1}^f T_{\Pi_i}\), where each square block \(T_{\Pi_i}\) has size \(l_i\). For each cycle, there is one eigenvector whose entries associated with the nodes of the cycle are all ones and the remaining entries are all zeros. The remaining eigenvectors associated with each cycle have the same structure and are all orthogonal to one another.

Lemma 6. Choosing two or more pinned nodes that are swapped by a PNS results into independent driven pairs for each one of these pinned nodes.

Proof. The proof we provide is for the case that the PNS involves two pinned nodes. The generalization to the case of more than two pinned nodes is straightforward and is omitted here for conciseness. We recall that the matrix \(T\Pi\) has a special structure, where each one of its rows has nonzero entries only corresponding to the pinned nodes that are swapped by the PNS. We can then associate a ‘quotient network’ to the PNS where all the pinned nodes swapped by the PNS are mapped to only one node. By using Theorem 3 and Remark 7, we see that the transformation \(T\Pi\) decouples the pair \((L, R)\) into a quotient block with one pinned node and an orthogonal (redundant) block with the other pinned node.

As an example, consider the \(N = 10\) node weighted network represented in Fig. 5(a), with nodes color coded according to the \(M = 8\) equitable clusters to which they belong. Thin (thick) edges indicate a weight of the connection equal to one (two.) The three pinned nodes \((s = 3)\), number 1, 2, and 6 are indicated with a red arrow pointing at them. This is an example of a network for which the quotient network is not fully controllable. Application of the transformation matrix \(\hat{T}\) to the pair \((L, R)\) decouples the pair \((L, R)\) into four block pairs: a 7-dimensional qc pair (shown in black), a 1-dimensional rc pair (in red), a 1-dimensional qu pair (in green) and a 1-dimensional ru pair (in blue).

![Figure 5](image_url)

Figure 5. (a) \(N = 10\)-node weighted network. Nodes are colored according to the \(M = 8\) equitable clusters to which they belong. Thin (thick) edges indicate a weight of the connection equal to one (two.) Application of transformation matrix \(\hat{T}\) to (b) \(L\) and (c) \(R\) decouples the pair \((L, R)\) into the qc block pair shown in black, the rc block pair shown in red, the qu block pair shown in green, and the ru block pair shown in dark blue.

It can be seen that this network has one PNS, which corresponds to a disjoint cycle that swaps node 1 with 2,
\(l = 2, \) 
\[
\Pi = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]  \hspace{1cm} (40)

The block-diagonal transformation matrix \(T_{H}\) whose columns are the eigenvectors of matrix \(\Pi\) is, 
\[
T_{H} = \begin{pmatrix}
-1/\sqrt{2} & 1/\sqrt{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
1/\sqrt{2} & 1/\sqrt{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]  \hspace{1cm} (41)

Now by applying the transformation matrix \(T_{H}\) to the pair \((L, R)\), we have:
\[
L_{H} = \begin{pmatrix}
-3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -3 & 0 & 0 & \sqrt{2} & \sqrt{2} & 0 & 0 & \sqrt{2} \\
0 & 0 & -3 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & -3 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & -6 & 2 & 0 & 0 & 2 \\
0 & \sqrt{2} & 0 & 0 & 2 & -6 & 0 & 0 & 2 \\
0 & \sqrt{2} & 0 & 0 & 0 & -6 & 2 & 0 & 2 \\
0 & 0 & 1 & 1 & 0 & 0 & 2 & -6 & 2 \\
\end{pmatrix}
\]
\[
R_{H} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]  \hspace{1cm} (42)

We see that the application of \(T_{H}\) to the network shown in Fig. 5 decouples the pair \((L, R)\) into a 9-dimensional driven quotient block and a 1-dimensional driven redundant block.

To conclude, Lemma[6] states that choosing two pinned nodes which are swapped by a PNS leads to two independent driven blocks and confirms that both the topology of the network and the number and choice of the pinned nodes affect the number and dimensions of the driven pairs.

VII. APPLICATION TO COMPLEX NETWORKS

In the previous sections we have applied our approach to a variety of simple networks with a small number of nodes. Here, we extend our analysis to larger synthetic networks and complex networks with topologies taken from the literature. The main goal of this section is to provide evidence of what appears to be a generic property of these networks in terms of the structure of the blocks that arise from the decomposition. Table[II] provides for each network information on the number of nodes \(N\), the number of edges \(E\), the number of pinned nodes \(s\), and \(u\) the dimension of the largest block which corresponds to the only quotient controllable block. All these networks are undirected and unweighted. For each network in the table, \(s = 7\) (number chosen without loss of generality) pinned nodes are randomly selected.

The first and second networks (\(SF_1\) and \(SF_2\)) are synthetic scale-free networks generated with the static model\(^{[22]}\), with exponents of the power-law degree distribution equal to \(\alpha = 2.11\) and \(\alpha = 2.56\), respectively. In both cases, we first generated the network connectivity using the static model, then removed all nodes that were not part of the network giant component. The third dataset, DD-g147, is a biological protein interaction network\(^{[63]}\). The fourth dataset, ca-sandi-auths, represents a collaboration network between scientists at Sandia National Labs\(^{[63]}\). The last dataset, Case60nordic is a power grid network\(^{[24]}\).

To demonstrate the use of the method to determine the stability of the synchronous solution, we consider the Rössler oscillator (Eq. \(^{[24]}\)) at each network node and set \(G(x_i) = [x_i, y_i, 0]^T\) and \(H(x_i) = [0, y_i, 0]^T\). For this choice of the functions \(F, G, H\), the target synchronous solution is stable for \(\gamma\) larger than a critical value \(\gamma_1^*\). We emphasize that the choice of the specific oscillator is not relevant for the goal specified above, and we have obtained similar results for other choices of the functions \(F, G, H\). Table [II] compares the numerically estimated values of \(\gamma_1^*\) and \(\gamma_2^*\), where the latter is the critical value of \(\gamma\) above which the MLE of the largest block of the pair \((L_T, R_T)\) becomes negative. As can be seen, for all these examples the MLE corresponding to the largest block determines the stability of the target solution.

Figure 6 compares – by plotting them against the pinning control coupling coefficient \(\gamma\) – the synchronization error of the whole network (panels a,c,e,g,i) and the MLE of the largest block of the pair \((L_T, R_T)\), whereas the MLEs of the remaining blocks are all negative (panels b,d,f,h,j).

Figure 7 shows the values of \(\gamma_1^*\) and \(\gamma_2^*\) versus the number of pinned nodes \(s\) for the last network listed in Table \(\text{II}^\ast\) (Case60nordic). For each value of \(s\), the pinned nodes are randomly chosen. As can be seen from Fig. 7 \(\gamma_1^*\) and \(\gamma_2^*\) are found to be in close agreement for all values of \(s\). Figure 8 provides evidence that, independent of the number of pinned nodes, the stability of the target synchronous solution is solely a function of the MLE of the
The largest block of the pair \((L_T, R_T)\). This has two main implications: on the one hand this is advantageous because stability of the target synchronous solution is only determined by this one block, on the other hand it is disadvantageous because this one block is typically quite large, indicating that our ability to reduce the dimension of the problem is intrinsically limited for these networks.

We would like to emphasize that the purpose of this section was not to show application of the pinning control problem to examples of practical interest, but rather to show general properties of the blocks obtained when randomly selecting the pin nodes of a large complex network. In this respect, we found the remarkable property that for all the networks considered (synthetic and ‘real’) and for all the random selections of the pin nodes, there is typically one larger quotient and controllable block, and the ability to drive the network to the target solution is de facto determined by the stability of this one block.

Table II. For each network we report \(N\), \(E\), \(s\), and \(u\), the total number of nodes, the number of edges, the number of pinned nodes, and the dimension of the \(qc\) block, respectively. \(\gamma_1^*\) is the value of \(\gamma\) above which the network converges to the synchronous solution, and \(\gamma_2^*\) is the critical value of \(\gamma\) above which the MLE of the largest block of the pair \((L_T, R_T)\) becomes negative. All these networks are undirected and unweighted.

| Label | Name               | \(N\) | \(E\) | \(s\) | \(u\) | \(\gamma_1^*\) | \(\gamma_2^*\) |
|-------|--------------------|-------|-------|-------|-------|----------------|----------------|
| Net_1 | SF_1               | 72    | 100   | 7     | 46    | 1.43           | 1.425          |
| Net_2 | SF_2               | 63    | 80    | 7     | 55    | 1.43           | 1.415          |
| Net_3 | DD-g14             | 99    | 317   | 7     | 94    | 2.385          | 2.368          |
| Net_4 | ca-sandi-auths     | 56    | 70    | 7     | 13    | 1.27           | 1.268          |
| Net_5 | Case60nordict      | 60    | 72    | 7     | 56    | 1.302          | 1.291          |

Figure 6. (a,c,e,g,i) Synchronization error for the pair \((L, R)\) as a function of \(\gamma\). (b,d,f,h,j) MLE of the largest block of the pair \((L_T, R_T)\) as a function of \(\gamma\). The network labels \(Net_1\), \(Net_2\), etc are consistent with Table II.
of the Figure 7. γ₁ and γ₂ versus the number of pinned nodes for the 60nordic network listed in Table II, where γ₁ is the value of the γ above which the error goes to zero, and γ₂ is the zero-crossing point of the MLE of the largest block of the pair (LT, RT).

VIII. CONCLUSION

While techniques for the simultaneous block diagonalization (SBD) of matrices have been previously applied to the network synchronization problem [33,34], here, our focus is on decoupling the synchronization stability equations of a network with pinning control, consisting of two different types of coupling: (i) node-to-node coupling among the network nodes and (ii) input-to-node coupling from source node to the ‘pinned nodes’. Our main result is that we prove that the blocks resulting from the SBD can be categorized into four types, which we call quotient controllable, quotient uncontrollable, redundant controllable, redundant uncontrollable. This has important consequences as it indicates that, for this class of networks, the SBD transformation can be replaced by application of an alternative transformation that decouples the stability problem into a quotient and a redundant part and each one of these two into a controllable and an uncontrollable part. Different from previous applications of the SBD technique [33,34], we provide a characterization about the dimensions of the independent sets of equations in which the stability problem is reduced. Our analysis applied to several complex networks from the literature shows that the stability problem is reduced. Our analysis applied to the network nodes and (ii) input-to-node coupling from source node to the ‘pinned nodes’. Our main result is that we prove that the blocks resulting from the SBD can be equivalently expressed as matrix-vector product. It is also possible to extend our work to the case that delays affect either the node-to-node coupling function G or the source-to-node coupling function H. The techniques for simultaneous block diagonalization of matrices can also be applied to the case of time-varying networks [17,20], but with the caveat that the blocks resulting from the decomposition may vary in time with the network time evolution.

SUPPLEMENTARY MATERIAL

The supplementary material includes further clarifications on the calculation and then application of the transformation matrices T and T̄. Note 1 provides further information on the network with N = 10 nodes shown in Figure 5. Note 2 focuses on another example of a star network with N = 4 nodes, for which we considered all possible choices of unique combinations of pinned nodes. Note 3 includes the proof that if T(1), ..., T(M) is a set of N × N real matrices, then the intersection of their null spaces is equal to the null space of the sum of their inner products.
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IX. APPENDIX

A. Derivation of Blocks P₁ and P₂

Matrix-matrix products and be expressed as matrix-vector products using the Kronecker product. Let A ∈ ℝⁿˣᵖ, X ∈ ℝᵐˣⁿ and B ∈ ℝⁿˣᵐ. The matrix-matrix product AX = B can be equivalently expressed as,

(Iₘ ⊗ A)vec(X) = vec(B)  \hspace{1cm} (A.1)

Similarly, for A ∈ ℝⁿˣᵐ and X ∈ ℝᵖˣⁿ then the matrix-matrix productXA = B can be equivalently expressed as,

(AY ⊗ Iₚ)vec(X) = vec(B)  \hspace{1cm} (A.2)

With these two identities, the four equations in Eq. (21) can be equivalently expressed as matrix-vector product.

(((Iₙ ⊗ L₁₁) − (Lt ⊗ Iₙ))vec(P₁) = 0_s²  \hspace{1cm} (A.3a)
\((I_s \otimes L_{21}) - (L_{21} \otimes I_s)\)vec(P_2) = 0_{s\tau}\) \hspace{1cm} (A.3b)
\((L_{12} \otimes I_s)vec(P_1) - (I_s \otimes L_{12})vec(P_2) = 0_{s\tau}\) \hspace{1cm} (A.3c)
\((I_s \otimes L_{21})vec(P_1) + (L_{21} \otimes I_s)vec(P_2) = 0_{s\tau}\) \hspace{1cm} (A.3d)

Combine the first two lines of Eq. (A.3) into a composite linear system of equations and the second two lines of Eq. (A.3) into another composite linear system of equations to create Eq. (22).
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