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Abstract

We analyze the global dynamics of Bianchi type I solutions of the Einstein equations with anisotropic matter. The matter model is not specified explicitly but only through a set of mild and physically motivated assumptions; thereby our analysis covers matter models as different from each other as, e.g., collisionless matter, elastic matter and magnetic fields. The main result we prove is the existence of an ‘anisotropy classification’ for the asymptotic behaviour of Bianchi type I cosmologies. The type of asymptotic behaviour of generic solutions is determined by one single parameter that describes certain properties of the anisotropic matter model under extreme conditions. The anisotropy classification comprises the following types. The convergent type \( A_+ \): Each solution converges to a Kasner solution as the singularity is approached and each Kasner solution is a possible past asymptotic state. The convergent types \( B_+ \) and \( C_+ \): Each solution converges to a Kasner solution as the singularity is approached; however, the set of Kasner solutions that are possible past asymptotic states is restricted. The oscillatory type \( D_+ \): Each solution oscillates between different Kasner solutions as the singularity is approached. Furthermore, we investigate non-generic asymptotic behaviour and the future asymptotic behaviour of solutions.

1 Introduction

A pivotal feature in the study of spatially homogeneous cosmologies is the fact that the (asymptotic) dynamics of cosmological solutions of the Einstein equations is largely determined by the spatial geometry of the initial spacelike hypersurface. This is reflected in the systematics of the Bianchi classification of spatially homogeneous cosmologies. In contrast, a systematic analysis of the influence of the matter model on the (asymptotic) dynamics of solutions is not available at present. It is known that the dynamics of solutions (and the asymptotics towards the initial singularity, in particular) strongly depends on the matter source that is considered; the relatively simple
behaviour of the vacuum and the perfect fluid case, see, e.g., [22], is replaced by a considerably more intricate behaviour in the case of anisotropic matter models [3, 6, 11, 15, 19]. The purpose of this paper is to analyze systematically and in detail in which way anisotropies of the matter source determine the dynamics of cosmological solutions.

In our analysis we consider spatially homogeneous solutions of Bianchi type I. The reason for this choice is that Bianchi type I is the ‘foundation’ of the Bianchi classification. Generally, the dynamics of the ‘higher’ types in the Bianchi classification is based on the dynamics of the ‘lower’ types; for instance, the asymptotics of solutions of Bianchi types VIII and IX can only be understood in terms of solutions of Bianchi type I and II, see [7] for an up-to-date discussion. Likewise, our understanding of cosmological models in general is conjectured to be built on the dynamics of spatially homogeneous models and thus on the dynamics of Bianchi type I models in particular, see [8] and references therein.

The dynamics of Bianchi type I cosmological models where the matter is a perfect fluid is well-known [22]. In this context, it is customary to assume that the the perfect fluid is represented by an energy density $\rho$ known [22]. In this context, it is customary to assume that the perfect fluid is represented by an energy density $\rho$ known [22]. In this context, it is customary to assume that the perfect fluid is represented by an energy density $\rho$ known [22].

In our analysis we consider spatially homogeneous solutions of Bianchi type I. The reason for this choice is that Bianchi type I is the ‘foundation’ of the Bianchi classification. Generally, the dynamics of the ‘higher’ types in the Bianchi classification is based on the dynamics of the ‘lower’ types; for instance, the asymptotics of solutions of Bianchi types VIII and IX can only be understood in terms of solutions of Bianchi type I and II, see [7] for an up-to-date discussion. Likewise, our understanding of cosmological models in general is conjectured to be built on the dynamics of spatially homogeneous models and thus on the dynamics of Bianchi type I models in particular, see [8] and references therein.

The dynamics of Bianchi type I cosmological models where the matter is a perfect fluid is well-known [22]. In this context, it is customary to assume that the perfect fluid is represented by an energy density $\rho$ and pressure $p$ that obey a linear equation of state $p = \omega \rho$ with $\omega = \text{const} \in (-1, 1)$. Each Bianchi type I perfect fluid solution isotropizes for late times; this means that each solution approaches a (flat) Friedmann-Robertson-Walker (FRW) solution for late times. Towards the initial singularity, each solution approaches a Kasner solution (Bianchi type I vacuum solution), i.e., to leading order in the limit $t \to 0$ the metric is described by

$$ds^2 = -dt^2 + a_1 t^{2p_1} dx_1 \otimes dx_1 + a_2 t^{2p_2} dx_2 \otimes dx_2 + a_3 t^{2p_3} dx_3 \otimes dx_3,$$

where $a_1, a_2, a_3$ are positive constants, and $p_1, p_2, p_3$ are the Kasner exponents, which are constants that satisfy $p_1 + p_2 + p_3 = p_1^2 + p_2^2 + p_3^2 = 1$. Conversely (and importantly), for each Kasner solution (including the Taub solution, for which $(p_1, p_2, p_3) = (1, 0, 0)$ and permutations) there exists a Bianchi type I perfect fluid model that converges to this solution as $t \to 0$; in other words, each Kasner solution is a possible past asymptotic state.

In this paper we are concerned with Bianchi type I cosmological models with anisotropic matter. We do not specify the matter model explicitly; on the contrary, the assumptions that we impose on the matter source are so mild that we can treat several matter models at the same time, examples being matter models as different from each other as collisionless matter, elastic matter (for a wide variety of constitutive equations) and magnetic fields (aligned along one of the axes). The main results we derive are presented as Theorems 1–3 in Section 6 and summarized in Figure 7, but let us give a rough non-technical overview:

First consider the asymptotic behaviour of models towards the future. For ‘conventional’ matter sources—where ‘conventional’ means that the isotropic state of these anisotropic matter models is energetically favorable—we find that each associated Bianchi type I solution isotropizes towards the future, i.e., each solution approaches a FRW solution for late times. However, there also exist matter models whose isotropic state is unstable. In this case, the future asymptotic behaviour is completely different; isotropization occurs but it is non-generic; generically, solutions approach different self-similar solutions, e.g., there exist solutions that approach Kasner solutions as $t \to \infty$. It should be emphasized that these models are often compatible with the energy conditions.

Second consider the asymptotic behaviour towards the singularity. We observe a rather diverse asymptotic behaviour, but the past dynamics of generic Bianchi type I solutions is again intimately connected with the Kasner states. Interestingly enough, the details of the past asymptotic dynamics of solutions are governed by one particular parameter, $\beta$, that describes certain ‘asymptotic properties’ of the matter (the properties of the matter under extreme conditions—extreme stress, etc.—that are found close to the spacetime singularity); this parameter can also be regarded as a measure for the degree of (dominant) energy condition violation under extreme conditions. (Clearly, we always assume that the dominant energy condition is satisfied under ‘normal conditions’ of the matter.) If the matter satisfies the dominant energy condition also under extreme
conditions, then each Bianchi type I solution approaches a Kasner solution, and conversely, each Kasner solution is a possible past asymptotic state; the Kasner solutions are on an equal footing in this respect. (The case where the energy condition is satisfied only marginally is slightly different; the Taub solutions play a special role in that case.) If the dominant energy condition is violated under extreme conditions, this result breaks down; however, we must distinguish between ‘under-critical’ violations of the energy condition (corresponding to a small value of $\beta$) and ‘over-critical’ violations (corresponding to a large value of $\beta$). For an under-critical violation of the energy condition, each Bianchi type I solution approaches a Kasner state, but the converse is false, i.e., there exist Kasner solutions that are excluded as possible past asymptotic states. Only Kasner solutions that are ‘sufficiently different’ from the Taub solution, i.e., only Kasner solutions with $(p_1, p_2, p_3)$ sufficiently different from $(1, 0, 0)$ and permutations, are attractors for Bianchi type I solutions.

The set of potential asymptotic states is smaller if the degree of the energy condition violation is larger. Finally, for an over-critical violation of the energy condition, Bianchi type I solutions with anisotropic matter do not converge to a Kasner state as $t \to 0$, but they follow a sequence of Kasner states (‘epochs’), in each of which their behaviour is approximately described by a Kasner solution. This is a type of behaviour that resembles the Mixmaster oscillatory behaviour that is expected for Bianchi type VIII and IX (vacuum) cosmologies (and generic cosmological models); note, however, that both the details and the origin of these oscillations are very different—in the present case, the oscillatory behaviour is not related to the Mixmaster map; it is a consequence of (over-critical) energy condition violation; in the Mixmaster case, the reason is the geometry of the problem. Independently of the energy conditions, there also exist a variety of Bianchi type I solutions with anisotropic matter that exhibit a past asymptotic behaviour that is not connected with Kasner asymptotics; however, these are non-generic solutions; we prove that there exist essentially three different types of non-generic asymptotics.

The outline of the paper is as follows. In Section 2 we discuss the Einstein equations in Bianchi type I symmetry and introduce our main assumption on the anisotropic matter model: The stress-energy tensor is assumed to be represented by a function of the metric and the initial data of the matter source. We shall restrict ourselves to the study of diagonal models, i.e., solutions for which the metric is diagonal in the standard coordinates of Bianchi type I symmetric spacetimes. In Section 3 we rewrite the Einstein equations in terms of new variables and show that the essential dynamics is described by a system of autonomous differential equations on a four dimensional compact state space—the reduced dynamical system. Section 4 is by far the longest and most technical part of the paper. It contains a detailed analysis of the flow induced by the reduced dynamical system on the boundary of the state space. In Section 5 we study the local stability properties of the fixed points of the reduced dynamical system. Finally, in Section 6 we present the main results: Theorems 1–3 and Figure 7. The proofs are based on the results of Sections 4 and 5 and make use of techniques from the theory of dynamical systems. The purpose of Section 7 is to bring to life the general assumptions on the matter source that are made in Sections 2–5. We give three important examples of matter models to which our analysis applies straightforwardly: collisionless (Vlasov) matter, elastic matter and magnetic fields. Finally, Section 8 contains some concluding remarks together with an outlook of possible developments of the present work.

## 2 The Einstein equations in Bianchi type I

We consider a spatially homogeneous spacetime of Bianchi type I. The spacetime metric can be written as

$$ds^2 = -dt^2 + g_{ij}(t)dx^idx^j \quad (i, j = 1, 2, 3),$$

where $g_{ij}$ is the induced Riemannian metric on the spatially homogeneous surfaces $t = \text{const.}$ By $k_{ij}$ we denote the second fundamental form of the surfaces $t = \text{const.}$ The energy-momentum tensor $T_{\mu \nu} \; (\mu, \nu = 0, 1, 2, 3)$ contains the energy density $\rho = T_{00}$ and the momentum density $j_k = T_{0k}$.  

3
Einstein’s equations, in units $c = 1 = 8\pi G$, decompose into evolution equations and constraints. The evolution equations are

\[
\partial_t g_{ij} = -2g_{ij}k^l_j, \quad \partial_t k^l_j = \text{tr}_k k^l_j - T^i_j + \frac{1}{2}\delta^i_j(\text{tr} T - \rho),
\]

(2a)

the Hamiltonian constraint reads

\[
(tr k)^2 - k^l_j k^l_j - 2\rho = 0,
\]

(2b)

and the momentum constraint is $j_k = 0$ (which is due to the fact that Bianchi I spacetimes are spatially flat). The latter does not impose any restriction on the gravitational degrees of freedom, which are represented by $g_{ij}$ and $k^i_j$, but only on the matter fields. In general, the system (2) must be complemented by equations describing the evolution of the matter fields.

For certain matter models, the energy-momentum tensor takes the form of an explicit functional of the metric $g_{ij}$. Let us give some examples. For a (non-tilted) perfect fluid, the energy-momentum tensor reads $T_{\mu\nu}dx^\mu dx^\nu = \rho dt^2 + p g_{ij}dx^i dx^j$, where the energy density $\rho$ and the pressure $p$ are connected via a barotropic equation of state $p(\rho)$. When we define $n$ as $n = (\det g)^{-1/2}$, the Einstein equations (2) imply $p(\rho) + \rho = n(dp/dn)$ (which is a special case of equation (3) below). Hence $\rho$ is obtained as a function $\rho = \rho(n)$. Clearly, prescribing $\rho$ as a function of $n$ is equivalent to prescribing an equation of state for the fluid (modulo a scaling constant). Likewise, for collisionless matter the components of the energy-momentum tensor are given as functions of the metric $g_{ij}$, which depend on the initial data for the matter (which is described by the distribution function of particles in phase space; see Section 7 for details). We thereby obtain the energy density $\rho$ and the principal pressures $p_i$ (which are defined as the eigenvalues of $T^i_j$) as $\rho = \rho(g_{ij})$ and $p_i = p_i(g_{jk})$. Finally, for elastic matter the constitutive equation of state of the material determines $\rho$ and $p_i$ as functions of $g_{ij}$; for details we refer again to Section 7. Motivated by these examples we make our fundamental assumption on the matter model.

**Assumption 1.** The components of the energy-momentum tensor are represented by smooth (at least $C^1$) functions of the metric $g_{ij}$. We assume that $\rho = \rho(g_{ij})$ is positive (as long as $g_{ij}$ is non-degenerate).

**Remark.** We note that the particular form of the functions that represent the components of the energy-momentum tensor may depend on a number of external parameters or external functions that describe the properties of the matter, and/or the initial data of the matter field(s); see Section 7 and [21] for examples.

By Assumption 1, the evolution equations of the matter fields in Bianchi type I are contained in the Einstein evolution equations (2a) via the contracted Bianchi identity.

**Remark.** The regularity of $T^i_j$ as a function of the spatial metric ensures that the Cauchy problem for the evolution equations with initial data at $t = t_0$ is locally well-posed on a time interval $(t_-, t_+)$, $t_- < t_0 < t_+$. The requirement $\rho > 0$ and the constraint equation (2b) imply that the mean curvature $\text{tr} k$ never vanishes in the interval of existence. Without loss of generality we assume that $\text{tr} k < 0$ on $(t_-, t_+)$, i.e., we consider an expanding spacetime; the case $\text{tr} k > 0$ is obtained from $\text{tr} k < 0$ by replacing $t$ with $-t$. If the energy momentum tensor satisfies the inequality $\text{tr} T + 3p > 0$ (which corresponds to Assumption 3 in Section 3), then the mean curvature is non-decreasing, the solutions of (2) exist in an interval $(t_-, +\infty)$ with $t_- > -\infty$, and the spacetime is future geodesically complete. By a time translation we can assume $t_- = 0$. Under additional conditions on $T^i_j$ the limit $t \to 0$ corresponds to a curvature singularity. We refer to [16, 18] for a proof of these statements in the context of general spatially homogeneous cosmologies; for the special case we consider these results follow straightforwardly from our formulation of the equations, cf. (11).
Lemma 1. Assumption 1 implies

\[ T_{ij} = -2 \frac{\partial \rho}{\partial g_{il}} g_{jl} - \delta_{ij} \rho. \]  

In particular, the functional dependence of the energy-momentum tensor on the metric \( g_{ij} \) is completely determined by the function \( \rho(g_{ij}) \).

Proof. Differentiating (2b) w.r.t. \( t \) and using the evolution equation for \( k_{ij} \) we obtain

\[ \partial_t \rho = k_{ij} \left( T_{ij} + \delta_{ij} \rho \right). \]  

On the other hand, using \( \rho = \rho(g_{ij}) \) and the evolution equation for the metric we obtain

\[ \partial_t \rho = -2k_{ij} g_{jl} \frac{\partial \rho}{\partial g_{il}}. \]  

Equating the r.h. sides of (4a) and (4b) gives an identity between two polynomials in \( k_{ij} \) with coefficients that depend only on the metric \( g_{ij} \); therefore the corresponding coefficients must be equal, which gives (3).

Equation (3) will play a fundamental role in the following. We emphasize that the energy-momentum tensor must be independent of the second fundamental form for the proof of Lemma 1 to hold. We refer to Section 7 for a derivation of (3) within the Lagrangian formalism.

Initial data for the Einstein-matter system are given by \( g_{ij}(t_0), k_{ij}(t_0) \) and the initial values of the matter fields. Without loss of generality we can assume that \( g_{ij}(t_0) \) and \( k_{ij}(t_0) \) are diagonal (by choosing coordinates adapted to an orthogonal basis of eigenvectors of \( k_{ij}(t_0) \)).

Assumption 2. We assume that there exists initial data for the matter such that \( T_{ij} \) is diagonal in any orthogonal frame.

Uniqueness of solutions of the evolution equations then implies that \( (g_{ij}, k_{ij}, T_{ij}) \) remain diagonal for all times. We refer to solutions of this type as diagonal models; henceforth we restrict ourselves to these models.

3 Dynamical systems formulation

We introduce a set of variables for which the Einstein evolution equations (2a) decouple. The reduced system we thereby obtain is a dynamical system on a bounded state space. Let

\begin{align*}
H &= -\frac{\text{tr} k}{3}, \\
x &= g^{11} + g^{22} + g^{33} \quad \text{(dimensional variables),} \\
\Sigma_i &= -\frac{k_{ii}}{H} - 1, \\
s_i &= \frac{g^{ii}}{x} \quad \text{(dimensionless variables).}
\end{align*}

There is no summation over the index \( i \) in these definitions. The division by \( H \) is not a restriction, since \( H > 0 \) for all solutions, cf. the remark in Section 2. The dimensionless variables satisfy the constraints

\[ \Sigma_1 + \Sigma_2 + \Sigma_3 = 0, \quad s_1 + s_2 + s_3 = 1. \]

The transformation from the six variables \( (g^{ij}, k_{ij}) \) to the variables \( (H, x, s_i, \Sigma_i) \) that satisfy the constraints is one-to-one. The variable \( x \) can be replaced by \( n = (\det g)^{-1/2} \), since \( x = n^{2/3}(s_1 s_2 s_3)^{-1/3} \).
We define dimensionless matter quantities by
\[ \Omega = \frac{\rho}{3H^2}, \quad w_i = \frac{p_i}{\rho} = \frac{T^i}{\rho}, \quad w = \frac{1}{3}(w_1 + w_2 + w_3) = \frac{p}{\rho}; \]
there is no summation over \( i \). The quantity \( p \) is the isotropic pressure; it is simply given as the average of the principal pressures \( p_i \) \((i = 1, 2, 3)\). The quantities \( w_i \) \((i = 1, 2, 3)\), which are the rescaled principal pressures, encode the degree of anisotropy of the matter. If \( w_i = w \forall i \), the matter is isotropic. The density is a function of the metric and can thus be expressed as \( \rho = \rho(n,s_1,s_2,s_3) \). Equation (3) then entails
\[ w = \frac{\partial \log \rho}{\partial \log n} - 1, \quad (5a) \]
\[ w_i = w + 2 \left( \frac{\partial \log n}{\partial \log s_i} - s_i \sum_j \frac{\partial \log \rho}{\partial \log s_j} \right). \quad (5b) \]

We make the following simplifying assumption:

**Assumption 3.** We suppose that the isotropic pressure and the density are proportional, i.e., we assume \( w = \text{const}, \) where
\[ w \in (-1, 1). \quad (6) \]

According to Assumption 3, the density and the isotropic pressure behave like those of a perfect fluid with a linear equation of state satisfying the dominant energy condition. It seems natural to focus attention on anisotropic matter sources satisfying Assumption 3, since they generalize the behaviour of perfect fluid models widely used in cosmology. In the concluding remarks, see Section 8, we will indicate how to treat the more general case where \( w \neq \text{const} \).

**Remark.** In Assumption 3 the cases \( w = \pm 1 \) are excluded. The case \( w = 1 \) leads to different dynamics, which we refrain from discussing here. The case \( w = -1 \) is excluded since it comprises as a subcase the de Sitter spacetime which does not exhibit a singularity.

Taking account of (5), Assumption 3 implies that
\[ \rho(n,s_1,s_2,s_3) = n^{1+w} \psi(s_1,s_2,s_3), \quad (7) \]
for some function \( \psi(s_1,s_2,s_3) \). Moreover, for all \( i \), the matter anisotropies \( w_i \) are functions of \((s_1,s_2,s_3)\) alone and
\[ w_i = w_i(s_1,s_2,s_3) = w + 2 \left( \frac{\partial \log \psi}{\partial \log s_i} - s_i \sum_j \frac{\partial \log \psi}{\partial \log s_j} \right). \quad (8) \]

Finally we introduce a dimensionless time variable \( \tau \) by
\[ \frac{d}{d\tau} = H^{-1} \frac{d}{dt}; \quad (9) \]
in the following a prime will denote differentiation w.r.t. \( \tau \).

Expressed in the new variables, the Einstein evolution equations decouple into the dimensional equations
\[ H' = -3H \left[ 1 - \frac{\Omega}{2}(1 - w) \right], \quad x' = -2x \left( 1 + \sum_k s_k \Sigma_k \right), \quad (10) \]
and an autonomous system of equations
\[ \Sigma'_i = -3\Omega \left[ \frac{1}{2}(1 - w)\Sigma_i - (w_i - w) \right] \quad (i = 1, 2, 3), \quad (11a) \]
\[ s'_i = -2s_i \left[ \Sigma_i - \sum_k s_k \Sigma_k \right] \quad (i = 1, 2, 3). \quad (11b) \]
The Hamiltonian constraint results in
\[ \Omega = 1 - \Sigma^2, \quad \text{where} \quad \Sigma^2 := \frac{1}{6}(\Sigma_1^2 + \Sigma_2^2 + \Sigma_3^2), \tag{12} \]
which implies \( \Sigma^2 < 1 \). This constraint is used to substitute for \( \Omega \) in (11).

The reduced dimensionless dynamical system (11) encodes the essential dynamics of Bianchi type I anisotropic spacetimes where the matter is described by the quantities \( w_i = w_i(s_1, s_2, s_3) \) and \( w = \text{const} \); once this system is solved, the decoupled equations (10) can be integrated and the solution \((g^i, k^i)\) can be constructed.

There exist useful auxiliary equations in connection with the system (11). In particular, the evolution equation for \( \Omega \) is given by
\[ \Omega' = \Omega \left[ 3(1 - w)\Sigma^2 - \sum_k w_k \Sigma_k \right]. \tag{13} \]

Likewise, for \( \rho \) we get \( \rho' = -\rho \left[ 3(1 + w) + \sum_k w_k \Sigma_k \right] \).

The state space of the dimensionless dynamical system (11) is the four-dimensional bounded open connected set \( \mathcal{X} \) given by
\[ \mathcal{X} = \left\{ (\Sigma_1, \Sigma_2, \Sigma_3, s_1, s_2, s_3) \mid (\Sigma^2 < 1) \land \left( \sum_k \Sigma_k = 0 \right) \land \left( 0 < s_i < 1 \quad \forall i \right) \land \left( \sum_k s_k = 1 \right) \right\}. \]

This set can be written as the Cartesian product \( \mathcal{X} = \mathcal{K} \times \mathcal{T} \) of two two-dimensional bounded open connected sets,
\[ \mathcal{K} = \left\{ (\Sigma_1, \Sigma_2, \Sigma_3) \mid (\Sigma^2 < 1) \land \left( \sum_k \Sigma_k = 0 \right) \right\}, \tag{14a} \]
\[ \mathcal{T} = \left\{ (s_1, s_2, s_3) \mid \left( 0 < s_i < 1 \quad \forall i \right) \land \left( \sum_k s_k = 1 \right) \right\}. \tag{14b} \]

The set \( \mathcal{K} \) is the Kasner disc; it is typically depicted in a projection onto the plane with conormal \((1, 1, 1)\), see Figure 1. The boundary of \( \mathcal{K} \) is the Kasner circle \( \partial \mathcal{K} = \{(\Sigma^2 = 1) \land (\Sigma_1 + \Sigma_2 + \Sigma_3 = 0)\}\).

The Kasner circle contains six special points, which are referred to as LRS points: The three Taub points \( T_1, T_2, T_3 \) given by \((\Sigma_1, \Sigma_2, \Sigma_3) = (2, -1, -1)\) and permutations, and the three non-flat LRS points \( Q_1, Q_2, Q_3 \) given by \((\Sigma_1, \Sigma_2, \Sigma_3) = (-2, 1, 1)\) and permutations. The six sectors of \( \mathcal{K} \) are denoted by permutations of the triple \((123)\); by definition, \( \Sigma_i < \Sigma_j < \Sigma_k \) holds in sector \((ijk)\).

The set \( \mathcal{T} \) is the interior of a triangle contained in the affine plane \( s_1 + s_2 + s_3 = 1 \), see Figure 1. The boundaries form a triangle with the three sides \( s_1 = 0, s_2 = 0 \) and \( s_3 = 0 \); the corners are given by \((1, 0, 0)\), \((0, 1, 0)\) and \((0, 0, 1)\). The functions \( \psi(s_1, s_2, s_3) \) and \( w_i(s_1, s_2, s_3) \) in (7) and (8) are understood as functions on the domain \( \mathcal{T} \).

We conclude this section with a discussion of the energy conditions. Our basic assumption is \( \rho > 0 \). Then the dominant energy condition is expressed in the new matter variables as \( |w_i(s_1, s_2, s_3)| \leq 1, \forall(s_1, s_2, s_3) \in \mathcal{T} \) and \( \forall i = 1, 2, 3 \); the weak energy condition is \( -1 \leq w_i \forall i = 1, 2, 3 \); the strong energy condition is satisfied if the weak energy condition holds and \( w \geq -1/3 \). We are mainly interested in matter models that satisfy the dominant energy condition; however we shall also discuss the more general case when the functions \( w_i \) are merely bounded:

**Assumption 4.** We assume that the rescaled principal pressures are bounded functions,
\[ \sup_{\mathcal{T}} |w_i(s_1, s_2, s_3)| < \infty, \quad \forall i = 1, 2, 3. \tag{15} \]

4 The flow on the boundaries of the state space

The present section is devoted to a detailed analysis of the flow induced by (11) on the boundary of the state space. This analysis is rather technical but essential to understand the asymptotic
Figure 1: The four-dimensional state space $X$ is the Cartesian product of the Kasner disc $K$ and the set $T$. The latter is represented by (the interior of) a triangle; the center of the triangle is the point $(s_1, s_2, s_3) = (1/3, 1/3, 1/3)$; for the sides, the values of $(s_1, s_2, s_3)$ are given in the figure, where the arrows denote the directions of increasing values (from 0 to 1).

behaviour (in particular toward the past) of solutions of (11).

The state space $X = K \times T$, see (14) and Figure 1, is relatively compact. Its boundary is the union of two three-dimensional compact sets, i.e.,

$$\partial X = (\partial K \times T) \cup (K \times \partial T).$$

(16)

The intersection of these boundary components is the two-dimensional compact set $\partial K \times \partial T$.

4.1 The vacuum boundary: $\partial K \times T$

Consider the boundary component $\partial K \times T$, which is characterized by $\Sigma^2 = 1$ (i.e., $\Omega = 0$); we call this component the vacuum boundary—the reason for this terminology will become clear through the remarks in this subsection. The dynamical system (11) admits a regular extension from $X$ to the vacuum boundary; we simply let $\Omega \to 0$, so that equation (11a) becomes $\Sigma_i' = 0$ in this limit. This is independent of $(s_1, s_2, s_3) \in T$, since $w_i$ is bounded on $T$ by Assumption 4. The dynamical system (11) thus induces the system

$$\Sigma_i' = 0, \quad s_i' = -2s_i \left[\Sigma_i - \sum_{k} s_k \Sigma_k\right] \quad (i = 1, 2, 3),$$

(17)

on the vacuum boundary.

The vacuum boundary $\partial K \times T$ is a solid torus whose cross section is $T$; each cross section corresponds to $(\Sigma_1, \Sigma_2, \Sigma_3) = \text{const}$ and is an invariant subspace of (17). The fixed points of the system (17) are transversally hyperbolic and form a connected network of lines on $\partial K \times \partial T$:

- Kasner circles: There exist three circles of fixed points that can be interpreted as Kasner circles. The Kasner circles are located at the vertices of $T$, i.e., let $(ijk)$ be a cyclic permutation of (123), then $KC_i$ is given by

$$KC_i : \quad \Sigma^2 = 1, \quad (s_i, s_j, s_k) = (1, 0, 0).$$
• Taub lines: These are three lines of fixed points given by
  $\text{TL}_i : \ (\Sigma_i, \Sigma_j, \Sigma_k) = (2, -1, -1), \ (s_i, s_j, s_k) = (0, s, 1 - s), \ s \in [0, 1].$

• Non-flat LRS lines: These are three lines of fixed points given by
  $\text{QL}_i : \ (\Sigma_i, \Sigma_j, \Sigma_k) = (-2, 1, 1), \ (s_i, s_j, s_k) = (0, s, 1 - s), \ s \in [0, 1].$

Let $(ijk)$ be a cyclic permutation of $(123)$. On the Kasner circle $\text{KC}_i$ there exist three ‘Taub points’: $T_{ii}$, $T_{ij}$, and $T_{ik}$, which are given by $(\Sigma_i, \Sigma_j, \Sigma_k) = (2, -1, -1), (-1, 2, -1), \text{and} (-1, -1, 2)$, respectively. The point $T_{ij}$ $(T_{ik})$ is the point of intersection of $\text{KC}_i$ with $\text{TL}_j$ $(\text{TL}_k)$; $T_{ii}$ is an isolated Taub point since it does not lie on any of the Taub lines. Analogously, there exist three ‘non-flat LRS points’ on $\text{KC}_i$: $Q_{ii}$, $Q_{ij}$, and $Q_{ik}$, which are given by $(\Sigma_i, \Sigma_j, \Sigma_k) = (-2, 1, 1), (1, -2, 1), \text{and} (1, 1, -2)$, respectively; the analogous comments apply. In Figure 2(a) we give a schematic depiction of the network of fixed points.

**Remark.** Each of the fixed points on the Kasner circles is associated with a Kasner solution (Bianchi type I vacuum solution) of the Einstein equations,

$$ds^2 = -dt^2 + a_1 t^{2p_1} dx^1 \otimes dx^1 + a_2 t^{2p_2} dx^2 \otimes dx^2 + a_3 t^{2p_3} dx^3 \otimes dx^3,$$

where $a_1, a_2, a_3$ are positive constants, and $p_1, p_2, p_3$ are the so-called Kasner exponents, which are constants that satisfy $p_1 + p_2 + p_3 = p_1^2 + p_2^2 + p_3^2 = 1$. The relation between $(\Sigma_1, \Sigma_2, \Sigma_3)$ and $(p_1, p_2, p_3)$ for a Kasner fixed point is $3p_i = \Sigma_i + 1, \ i = 1, 2, 3$. The fixed points on $\text{TL}_i$ and $\text{QL}_i$ represent the flat LRS Kasner solution (Taub solution) and the non-flat LRS Kasner solution, respectively; in these cases the Kasner exponents are $(1, 0, 0)$ and permutations and $(2/3, -1/3, -1/3)$ and permutations, respectively.

**Lemma 2.** The solutions of the dynamical system (17) on the vacuum boundary are heteroclinic orbits, i.e., the $\alpha$- and the $\omega$-limit sets consist of one fixed point each; see Figure 2(b).

**Proof.** Since $\Sigma_i = \text{const} \ \forall i$, the result follows by studying the sign of $s'_i$ for each sector $\langle ijk \rangle$ (and at the special points) of the Kasner circle separately. □

**Remark.** Not only the Kasner fixed points themselves, but each solution of the dynamical system (17) on the vacuum boundary can be interpreted as a Kasner solution. This is simply because $(\Sigma_1, \Sigma_2, \Sigma_3) \equiv \text{const}$ and $\Sigma^2 = 1$.

### 4.2 The cylindrical boundary: $\overline{\mathcal{K}} \times \partial \mathcal{J}$

The second component of $\partial X$ is the set $\overline{\mathcal{K}} \times \partial \mathcal{J}$; the set $\partial \mathcal{J}$ is a triangle and consists of the three sides $\{s_i = 0\} (i = 1, 2, 3)$, hence

$$\overline{\mathcal{K}} \times \partial \mathcal{J} = \overline{\mathcal{C}_1} \cup \overline{\mathcal{C}_2} \cup \overline{\mathcal{C}_3}, \quad \text{where} \quad \overline{\mathcal{C}_i} := \overline{\mathcal{K}} \times \{s_i = 0\}.$$  \hspace{1cm} (19)

Each set $\overline{\mathcal{C}_i}$ is compact; since it has the form of a cylinder, we call $\overline{\mathcal{K}} \times \partial \mathcal{J}$ the cylindrical boundary. By $\overline{\mathcal{C}_i}$ we denote the interior of $\overline{\mathcal{C}_i}$.

**Asymptotic properties of matter models**

The dynamical system (11) admits a regular extension from $\mathcal{X}$ to the lateral surfaces of the cylinders $\overline{\mathcal{C}_i}$, cf. the discussion of the vacuum boundary; however, in general, the system is not extendible to the interior $\mathcal{C}_i$, nor to the top/base surfaces. The simple reason for this is that, although
Figure 2: A schematic depiction of (a) the network of fixed points and (b) the flow of the dynamical system on the vacuum boundary $\partial K \times \Omega$. Orbits in the interior of $\partial K \times \Omega$ connect a transversally hyperbolic source with a transversally hyperbolic sink; for instance, the $\alpha$-limit ($\omega$-limit) of the orbit through the point $P \in \partial K \times \Omega$ in Figure 2(b) is a point in sector $\langle 312 \rangle$ of $K C_2$ ($K C_3$).

$w_i(s_1, s_2, s_3) = 1$, $i = 1, 2, 3$, are bounded on $\Omega$, cf. (15), in general these functions need not possess limits as $(s_1, s_2, s_3)$ converges to a point on $\partial \Omega$. However, for reasonable matter models (such as collisionless matter and elastic matter), the matter anisotropies $w_i(s_1, s_2, s_3)$ are functions on $\Omega$ that admit a unique extension to $\Omega$. We make this a general assumption.

Assumption 5. The matter anisotropies $w_i(s_1, s_2, s_3)$ ($i = 1, 2, 3$) admit unique extensions from $\Omega$ to $\Omega^*$. The extended functions are assumed to be sufficiently smooth on $\partial \Omega$. (For the majority of our future purposes, continuity is a sufficient requirement; however, we will assume the functions to be $C^1$ to facilitate our analysis.)

Assumption 6. We assume that $w_i(s_1, s_2, s_3) \equiv v_\omega = \text{constant on } \Omega_i$ (i.e., when $s_i = 0$) for all $i = 1, 2, 3$.

Remark. Assumption 6 stems from basic physical considerations; in particular, it is satisfied for collisionless matter and for elastic matter, see Section 7. Loosely speaking, Assumption 6 means that the (rescaled) principal pressure in a direction $i$ becomes independent of the values of $g_{jj'}$ and $g_{kk'}$ ($i \neq j \neq k \neq i$) in the limit $g_{ii} \to \infty$ ($\Rightarrow g^{ii} \to 0$), provided that $g_{jj}, g_{kk}$ remain bounded. (The complementary statement is implicit in our previous assumptions: The fact that $w_i$ is well-defined for $s_i = 1$ means that the rescaled principal pressure in a direction $i$ converges to a limit as $g_{ii} \to 0$, when $g_{jj}$ and $g_{kk}$ remain bounded from below.)

For some matter models like elastic matter, there exists a function $v(z_1, z_2, z_3)$, which is defined on $\Omega \ni (z_1, z_2, z_3)$, sufficiently smooth on $\partial \Omega$, and symmetric in the arguments $z_2$ and $z_3$, such that

$$w_1(s_1, s_2, s_3) = v(s_1, s_2, s_3), \quad w_2(s_1, s_2, s_3) = v(s_2, s_3, s_1), \quad w_3(s_1, s_2, s_3) = v(s_3, s_1, s_2)$$

for all $(s_1, s_2, s_3) \in \Omega$. Equation (20a) follows from basic physical considerations; it is a consequence of the fact that there is no distinguished direction and reflects the freedom of permuting the axes. Assumption 6 is equivalent to the requirement that $v(0, \zeta_1, \zeta_2) = v_\omega$ for all $\zeta_1, \zeta_2$. 
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Definition 1. For matter models satisfying the symmetry property (20a), in slight abuse of notation we define a function \( v(s) \) on the interval \([0, 1]\) by

\[
[0, 1] \ni s \mapsto v(s) := v(s, 1-s, 0).
\]

(20b)

The value of \( v \) at the endpoint \( s = 0 \) is \( v(0) = v_- \), cf. Assumption 6; the value at \( s = 1 \) we denote by \( v_+ \), i.e., \( v(1) = v_+ \).

For more general matter models, the initial data for the matter fields might break the symmetry (20a), an example being collisionless matter. Let us denote by \( v \) the initial data of the matter fields and by \( I \) the space of possible initial data. Let \( \sigma \) be a permutation of the triple \((123)\), which induces the permutation \((s_1, s_2, s_3) \mapsto (s_{\sigma(1)}, s_{\sigma(2)}, s_{\sigma(3)})\) on any ordered triple \((s_1, s_2, s_3)\) in \(\mathbb{R}^3\); in slight abuse of notation we use the symbol \( \sigma \) for the induced permutation as well. Finally, let \( I_{(\sigma)} \) denote the initial data arising from \( I \) by the (induced) permutation. (For instance, in the case of collisionless matter, \( I \) represents the distribution function \( f_0 \), and \( I_{(\sigma)} = f_0 \circ \sigma \), cf. Section 7.) Then there exists \( u : I \times \overline{\mathcal{C}} \to \mathbb{R} \)

\[
I \times (z_1, z_2, z_3) \mapsto u[I](z_1, z_2, z_3),
\]
sufficiently smooth, such that

\[
u_i = u[I_{(\sigma^{-1})}] \circ \sigma_i,
\]

(20a')

where \( \sigma_i \) is a permutation with \( \sigma_i(1) = i \). Equation (20a') reduces to (20a) if there is no dependence on \( I \in I \); then \( u[I] \) is simply replaced by \( u \). (The symmetry of \( v \) in the second and third argument corresponds to the freedom of choosing even or odd permutations in (20a').) Assumption 6 is equivalent to the requirement that \( u[I](0, \zeta_1, \zeta_2) = v_- \) for all \( I \in I \), for all \( \zeta_1, \zeta_2 \). For matter models of this type Definition 1 is replaced by

Definition 1'. For \( i = 1, 2, 3 \), let \( j, k \) be such that \( \text{sgn}(ijk) = +1 \). We define a function \( u_i(s) \) on the interval \([0, 1]\) by

\[
[0, 1] \ni s \mapsto u_i(s) := u[I_{(\sigma^{-1})}](s, 1-s, 0).
\]

(20b')

The value of \( u_i \) at the endpoint \( s = 0 \) is \( u_i(0) = v_- \), cf. Assumption 6; the value at \( s = 1 \) we denote by \( v_+ \), i.e., \( u_i(1) = v_+ \). Equation (20b') reduces to (20b) if there is no dependence on \( I \) and \( u_i \) is replaced by \( v \).

Remark. The important fact that \( u_i(1) \) is independent of \( i \) is a direct consequence of (20a') and the identity \( w_1 + w_2 + w_3 = 3w \); see (21) and the discussion below.

The dynamical system on \( \overline{\mathcal{C}}_i \)

In the following let \((ijk)\) be a cyclic permutation of \((123)\). We begin our analysis of the flow of the dynamical system on the cylindrical boundary (19) by fixing the notation. Consider the cylinder \( \overline{\mathcal{C}}_i \). Since \( s_i = 0 \) on \( \overline{\mathcal{C}}_i \), we may set \( s_j = s, s_k = 1-s, s \in [0,1] \); the cylinder \( \overline{\mathcal{C}}_i \) is then given as the Cartesian product \( \mathbb{K} \times \{0 \leq s \leq 1\} \). We call the set \( \mathbb{K} \times \{s = 0\} \) the base, and \( \mathbb{K} \times \{s = 1\} \) the top of the cylinder. The boundary of the top is the Kasner circle \( KC_j \), the boundary of the base is \( KC_k \), see Figure 3.

The matter anisotropies on the cylinder \( \overline{\mathcal{C}}_i \) are represented by \( w_i, w_j, \) and \( w_k \). Assumption 6 implies that \( w_i \equiv v_- \) on \( \overline{\mathcal{C}}_i \). When regarded as a function of \( s \in [0,1] \), \( w_j \) coincides with the function \( u_i(s) \) of Definition 1', i.e., \( w_j(s_1, s_2, s_3) = u[I_{(\sigma^{-1})}](s_j, s_k, s_i) = u[I_{(\sigma^{-1})}](s, 1-s, 0) = u_i(s) \) on \( \overline{\mathcal{C}}_i \). Finally, \( w_k = 3w - w_i - w_j \), since \( w_i + w_j + w_k = 3w \). Evaluation of this identity at \( s = 1 \) (i.e., for \((s_i, s_j, s_k) = (0, 1, 0)\)) yields \( v_- + u_i(1) + v_+ = 3w \), because \( w_k = v_- \) for \((s_i, s_j, s_k) = (0, 1, 0)\) by Assumption 6. Since, by definition, \( u_i(1) = v_+ \), we obtain

\[2v_- + v_+ = 3w.\]  

(21)
Using this equation in the form \(3w - v_- = v_- + v_+\), the anisotropies on the cylinder \(\Sigma_i\) take the form

\[
\begin{align*}
w_i &= v_- , \\
w_j &= u_i(s) , \\
w_k &= v_+ + v_- - u_i(s) ,
\end{align*}
\]

(22')

where \(u_i(s)\) satisfies \(u_i(0) = v_-\) and \(u_i(1) = v_+\) (independently of \(i\)).

In the simpler case (20a) we have

\[
\begin{align*}
w_i &= v_- , \\
w_j &= v(s) , \\
w_k &= v_+ + v_- - v(s) ,
\end{align*}
\]

(22)

where \(v(s)\) satisfies \(v(0) = v_-\) and \(v(1) = v_+\), and again (21). However, by (20a), on \(\Sigma_i\), \(w_k\) can also be written as \(w_k = v(1 - s, 0, s) = v(1 - s)\). Therefore, \(v(s) + v(1 - s) = v_+ + v_-\); this identity can be written in an alternative form,

\[
\left( v(s) - \frac{v_- + v_+}{2} \right) = - \left( v(1 - s) - \frac{v_- + v_+}{2} \right) ,
\]

(23)

which states that \(v(s) - (v_- + v_+)/2\) is antisymmetric around \(s = 1/2\).

Using (22) we can write the dynamical system that is induced on \(\Sigma_i\) by (11) as

\[
\begin{align*}
s' &= -2s(1 - s)(\Sigma_j - \Sigma_k) , \\
\Sigma'_i &= -3\Omega \left( \frac{1}{2}(1 - w)\Sigma_i - [v_- - w] \right) , \\
\Sigma'_j &= -3\Omega \left( \frac{1}{2}(1 - w)\Sigma_j - [v(s) - w] \right) , \\
\Sigma'_k &= -3\Omega \left( \frac{1}{2}(1 - w)\Sigma_k - [v_+ + v_- - v(s) - w] \right) ,
\end{align*}
\]

(24a)

where we recall that \(\Omega = 1 - \Sigma^2\). The remainder of this section is devoted to a detailed analysis of the flow of the dynamical system (24).

In the case (22') the function \(v(s)\) in (24) is simply replaced by \(u_i(s)\). The qualitative dynamics of the resulting system remains unchanged because the key quantities in our analysis will turn out to be \(v_-\) and \(v_+\), which are the same for (22) and (22').

In the following we analyze in detail the dynamical system (24) which is connected with the matter models satisfying (20a), (20b) and (22). The more general case, represented by (20a'), (20b') and (22'), leads to the same conclusions and will only be commented on sporadically.

**Flow on the lateral boundary of \(\Sigma_i\)**

The flow on the lateral surface of \(\Sigma_i\) (which is given by \(\Sigma^2 = 1\)) is independent of the matter quantities, since \(\Omega = 0\). Orbits on the lateral surface satisfy

\[
s' \leq 0 \iff \Sigma_j - \Sigma_k \geq 0 ,
\]

while \(s' = 0\) on the lines of fixed points TL\(_i\) and QL\(_i\), see Figure 3.

**Flow on the base/top of \(\Sigma_i\) and definition of the various cases**

On the base of the cylinder \(\Sigma_i\), where \(s = 0\), we have \(w_i = w_j = v_-\) and \(w_k = v_+\), see (22) or (22').

The dynamical system induced on the base of \(\Sigma_i\) is thus

\[
\left\{ \begin{array}{l}
\Sigma'_i = -3\Omega \left[ \frac{1}{2}(1 - w)\Sigma_i - (v_- - w) \right] , \\
\Sigma'_j = -3\Omega \left[ \frac{1}{2}(1 - w)\Sigma_j - (v_- - w) \right] , \\
\Sigma'_k = -3\Omega \left[ \frac{1}{2}(1 - w)\Sigma_k - (v_+ - w) \right] ;
\end{array} \right.
\]

(25)

since \(2v_- + v_+ = 3w\) we have \(v_+ - w = 2(w - v_-)\).
Definition 2. We define the quantity $\beta$ as

$$\beta := 2 \frac{w - v_-}{1 - w} = \frac{v_+ - w}{1 - w}. \quad (26)$$

This quantity will play an essential role in our analysis.

It is not difficult to show that the solutions of the system (25) form a family of straight lines that are attracted by a common focal point, the fixed point

$$R_k : \quad (\Sigma_i, \Sigma_j, \Sigma_k) = \beta (-1, -1, 2), \quad (27)$$

see Figure 4. Analogously, on the top of the cylinder $\overline{C}_i$ (which is given by $s_i = 0$, $s_j = 1$, $s_k = 0$) there is a fixed point $R_j$, where $(\Sigma_i, \Sigma_j, \Sigma_k) = \beta (-1, 2, -1)$. The flow of the dynamical system that is induced on the top of $\overline{C}_i$ is represented by a family of straight lines focusing at $R_j$.

Depending on the value of $\beta$, see (26), we distinguish several scenarios whose main characteristic is the position of the fixed point $R_k$ in relation to the Kasner circle $KC_k$ (on the base of $\overline{C}_i$). In the following we discuss these scenarios in detail, in particular in view of their compatibility with the energy conditions.

**C** $\beta > 1$ (and $\beta < 2$, see below). The point $R_k$ lies beyond the Taub point on the Kasner circle (which is the point $T_{kk}$ on $KC_k$), i.e., $\Sigma_k | R_k > 2$; see Figure 4(a). This is the case if and only if $v_+ > 1$, which is not compatible with the dominant energy condition.

**B** $\beta = 1$. The point $R_k$ coincides with the Taub point $T_{kk}$, i.e., $\Sigma_k | R_k = 2$; see Figure 4(b). This is the case if and only if $v_+ = 1$; accordingly, $v_- = (3w - 1)/2$ by (21), i.e., we have the chain $(3w - 1)/2 = v_- < w < v_+ = 1$. Imposing the dominant energy condition on $v_-$ leads to the restriction

$$w \geq -\frac{2}{3}.$$ 

At the same time the strong energy condition is satisfied.
\textbf{A}_+ \beta \in (0, 1). The point \( R_k \) lies between the center of the Kasner disk and the Taub point with a value \( \Sigma_k|_{R_k} \in (0, 2) \); see Figure 4(c). This is the case if and only if \((3w - 1)/2 < v_+ < v_\pm < 1\). If \( w \geq -1/3 \), the dominant (and strong) energy condition are automatically satisfied for \( v_\pm \) and \( \beta \) can take any value in \((0, 1)\). If \( w < -1/3 \), the condition \( v_\pm \geq -1 \) is stronger than the condition \( v_- > (3w - 1)/2 \); the range of \( \beta \) is then restricted to \( \beta \in (0, 2(1 + w)/(1 - w)] \).

\textbf{A}_0 \beta = 0. The point \( R_k \) lies at the center of the Kasner disc. This is the case iff \( v_- = v_+ = w \).

\textbf{A}_- \beta \in (-1, 0). The point \( R_k \) lies between the center of the Kasner disk and the non-flat LRS point (the point \( Q_{kk} \)) with a value \( \Sigma_k|_{R_k} \in (-2, 0) \); see Figure 4(d). This is the case iff \(-1 + 2w < v_+ < w < v_- < (1 + w)/2 \). If \( w \geq 0 \), the dominant (and strong) energy condition are automatically satisfied for \( v_\pm \) and \( \beta \) can take any value in \((-1, 0)\). If \( w < 0 \), the condition \( v_+ \geq -1 \) is stronger than the condition \( v_+ > -1 + 2w \); the range of \( \beta \) is then restricted to \( \beta \in [-(1 + w)/(1 - w), 0) \).

\textbf{B}_- \beta = -1. The point \( R_k \) coincides with the non-flat LRS point \( Q_{kk} \), i.e., \( \Sigma_k|_{R_k} = -2 \); see Figure 4(e). This is the case iff \(-1 + 2w = v_+ < w < v_- = (1 + w)/2 \). The dominant energy condition requires
\[
w \geq 0
\]
and at the same time the strong energy condition is satisfied.

\textbf{C}_- \beta < -1 \text{ (and } \beta > -2 \text{, see below). The point } R_k \text{ lies beyond the non-flat LRS point } Q_{kk}, \text{ i.e., } \Sigma_k|_{R_k} < -2; \text{ see Figure 4(f). This is the case if and only if } v_+ < -1 + 2w < w < (1 + w)/2 < v_- \text{. To ensure compatibility with the dominant energy condition we must presuppose}
\[
w > 0.
\]
The quantity \( \beta \) cannot assume arbitrary values less than \(-1\) without a violation of the energy conditions. Imposing the energy conditions on \( v_\pm \) restricts the possible range; we obtain that \( \beta \) must be greater than or equal to the maximum \( \max\{-(1 + w)/(1 - w), -2\} \). The extremal case would be \( \beta = -2 \), which corresponds to \( v_- = 1 \) \((\iff v_+ = 3w - 2)\). In this extremal case, the dominant energy condition requires \( w \geq 1/3 \).

\textit{Remark.} In a nutshell: If \( \beta \in [-2, 1] \), then compatibility with the energy conditions is possible; in general it is required that \( w \) be sufficiently large \((w \geq 1/3 \text{ is always sufficient})\).

\textit{Remark.} For the function \( v(s) \) (where we recall \( v(0) = v_- \) and \( v(1) = v_+ \)) we have the fundamental inequalities
\[
\begin{align*}
v_- &< w < v_+ \quad \text{in the + cases } (\beta > 0) \\
v_- & = w = v_+ \quad \text{in the case } \textbf{A}_0 (\beta = 0) \\
v_- & > w > v_+ \quad \text{in the - cases } (\beta < 0)
\end{align*}
\]
which will be used several times in the following.

\textit{Remark.} As we will see below, several characteristic properties of the flow of the dynamical system on the cylinder \( C_t \) change when \(|\beta| \geq 2\). Therefore, in the following, \( \textbf{C}_+ \) will denote the case \( \beta \in (1, 2) \) only, and \( \textbf{C}_- \) will denote the case \( \beta \in (-2, -1) \). The cases \(|\beta| \geq 2\) will be denoted by extra symbols:

\textbf{D}_+ \beta \geq 2. The point \( R_k \) lies far beyond the Taub point on the Kasner circle, i.e., \( \Sigma_k|_{R_k} \geq 4 \). Like case \( \textbf{C}_+ \) this case is not compatible with the dominant energy condition.

\textbf{D}_- \beta \leq -2. The point \( R_k \) lies far beyond the non-flat LRS point \( Q_{kk} \), i.e., \( \Sigma_k|_{R_k} \leq -4 \). The only subcase that is compatible with the dominant energy condition is \( \beta = -2 \), which corresponds to \( v_- = 1 \) \((\iff v_+ = 3w - 2)\). In this case, the dominant energy condition requires \( w \geq 1/3 \).
Figure 4: Flow on the base of the cylinder $C_i$; the orbits are straight lines focusing at $R_k$. The Kasner circle $KC_k$ consists of fixed points that can act as sources, saddles, or sinks for orbits in the interior of the cylinder $C_i$; in the figures, bold continuous [dashed] lines denote transversally hyperbolic sources [sinks]. In the cases $B_+$ and $B_-$, $R_k$ is not transversally hyperbolic. In the cases $C_+$ and $C_-$ the point $R_k$ is close to the Kasner circle since $|\beta| < 2$; increasing the value of $|\beta|$ amounts to increasing the distance between $R_k$ and the Kasner circle; in the case $|\beta| > 2$ the distance is greater than the Kasner radius. Accordingly, if $\beta > 2$ there appear transversally hyperbolic sinks in the lower half of the Kasner circle; if $\beta < -2$, some of the transversally hyperbolic sources in the upper half vanish. The flow on the top of the cylinder and the stability properties of the Kasner fixed points on $KC_j$ are obtained by a reflection w.r.t. the $\Sigma_i$-axis. 

**Stability of the fixed points on the boundary of $C_i$**

Combining the analysis of the flow on the lateral surface and on the base/top surface we obtain the stability properties of the fixed points on the Kasner circles $KC_j$ and $KC_k$. (We simply put Figures 3 and 4 on top of each other.) Depending on the case there exist (transversally hyperbolic) sources and sinks on $KC_j/KC_k$; the location of these sources and sinks on $KC_k$ is depicted in Figure 4 (the location of sources/sinks on $KC_j$ is obtained by a reflection w.r.t. the $\Sigma_i$-axis). In cases $B_+$ and $B_-$, $R_k$ (which coincides with $T_{kk}$ and $Q_{kk}$, respectively) is not transversally hyperbolic; the center manifold reduction theorem implies that, in case $B_+$, the fixed point is a center saddle; in case $B_-$, it acts as a sink, i.e., it is the $\omega$-limit for a two-parameter set of orbits in $C_i$; the analog holds for $R_j$. The point $R_j$ [$R_k$] lies in the interior of the top [base] of the cylinder, iff we are in one of the A scenarios. By (24) we obtain

$$ (1-s)^{-1}(1-s)'_{|_{R_j}} = 6\beta, \quad s^{-1}s'_{|_{R_k}} = 6\beta. \quad (29) $$

In combination with the results on the flow on the base/top, see Figure 4, we obtain that $R_j$ [$R_k$] is a saddle in case $A_+$, while it is a sink in case $A_-$. 

15
Remark. For completeness we briefly discuss the case $A_0$ as well. In this case, $\beta = 0$ and the fixed points $R_j/R_k$ are not hyperbolic. Center manifold analysis reveals that the character of these points depends on the derivative of $v(s)$ at $s = 0$ and $s = 1$, i.e., on $v'(0)$ and $v'(1)$. As the antisymmetry property (23) of the function $v(s)$ guarantees that $v'(0) = v'(1)$, there exist two subcases:

- $A_{0+}$: $v'(0) = v'(1) < 0$. $R_j/R_k$ are center saddles. This case resembles the case $A_+$.  
- $A_{0-}$: $v'(0) = v'(1) > 0$. $R_j/R_k$ act as sinks. This case resembles the case $A_-$.  

Apart from a special subcase ($v(s) \equiv w$), the degenerate case $v'(0) = v'(1) = 0$ is excluded by Assumption 7 below. (If we analyze the system (24) with the function $u_i(s)$ instead of $v(s)$, cf. (22'), there might exist more subcases of $A_0$, because the signs of $u_i'(0)$ and $u_i'(1)$ might be different; however, since the focus of our analysis lies on the $+$ and $-$ cases and not on $A_0$, we refrain from discussing these additional subcases further.)

The remaining fixed points on the boundary of $\bar{C}_i$ are located on the lateral boundary: $TL_i$ and $QL_i$. Using (13), (21), and (26) we find

\[
\begin{align*}
\Omega^{-1} \Omega' \big|_{TL_i} &= 3(1 - v_-) = \frac{3}{2}(1 - w)(2 + \beta), \\
\Omega^{-1} \Omega' \big|_{QL_i} &= 2(1 - v_+) + (1 - v_-) = \frac{3}{2}(1 - w) + \frac{3}{2}(1 - v_+) = \frac{3}{2}(1 - w)(2 - \beta).
\end{align*}
\]

Therefore, if $\beta < 2$ each fixed point on $QL_i$ acts as the source for exactly one orbit in the interior of $\bar{C}_i$; if $\beta > 2$, each point on $QL_i$ is the $\omega$-limit set for one interior orbit. The analog is true for $TL_i$: If $\beta > -2$, then each fixed point on $TL_i$ acts as the source for one interior orbit; if $\beta < -2$, each fixed point on $TL_i$ attracts one interior orbit as $\tau \to \infty$. (The proof of these statements is based on the center manifold reduction theorem, where we use that the lateral boundary is the center manifold of $QL_i$.) The borderline cases $\beta = \pm 2$ cannot be dealt with by using local methods; these cases are discussed in Lemma 3 and Lemma 4 below.

### Dynamics in the interior of $C_i$

The dynamical system (24) on the cylinder $\bar{C}_i$ admits a non-negative function,

\[
M_i = (\Sigma_i + \beta)^2, \quad M'_i = -3\Omega(1 - w)M_i,
\]

which is strictly monotonically decreasing on $\bar{C}_i$ whenever $\Sigma_i \neq -\beta$. The plane $\Sigma_i = -\beta$ itself, i.e.,

\[
\mathcal{D}_i = \left\{ (s, \Sigma_i, \Sigma_j, \Sigma_k) \in \bar{C}_i \left| \Sigma_i = -\beta \right. \right\}
\]

is an invariant subset. It can be characterized as the unique plane, orthogonal to the base/top of the cylinder, whose boundary contains the points $R_j$ and $R_k$. The plane $\mathcal{D}_i$ intersects the cylinder $\bar{C}_i$ whenever $-2 < \beta < 2$. (When $\beta = \pm 2$, $\mathcal{D}_i$ is tangent to $\bar{C}_i$; the intersection of the two is $TL_i$ or $QL_i$. When $|\beta| > 2$, $\mathcal{D}_i$ does not intersect $\bar{C}_i$.)

**Lemma 3.** Let $\gamma$ be an orbit in the (interior of the) cylinder $\bar{C}_i$ such that $\gamma \notin \mathcal{D}_i$. The $\alpha$-limit set of $\gamma$ is

- one of the transversally hyperbolic sources on the Kasner circles $KC_j/KC_k$ (where the points on $\partial \mathcal{D}_i$ are excluded), or
- a fixed point on $QL_i$ (when $\beta < 2$), or
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Remark. In analogy to the statement of Lemma 3, each transversally hyperbolic sink on KC\(_i\)/KC\(_k\) attains its maximum on TL\(_i\).\(\omega\) is the exactly one interior orbit, so that the set QL\(_i\) is the \(i\) parameter set. See (30); in contrast, for each fixed point on QL\(_i\) and TL\(_i\) is the \(i\) limit set for one orbit in C\(_i\) (under the given assumption on \(\beta\)).

Proof. Assume first that \(|\beta| < 2\). The orbit \(\gamma\) is either contained in the invariant subset \(S_i^+ = \{\Sigma_i > -\beta\}\) or in the invariant subset \(S_i^- = \{\Sigma_i < -\beta\}\) of C\(_i\). Since the function \(M_{(i)}\) is monotonically decreasing on the invariant sets \(S_i^\pm\), the monotonicity principle implies that the \(i\) limit set of \(\gamma\) is contained on the boundary of \(S_i^\pm\); however, \(\Omega_i\) is excluded, since \(M_{(i)}\) attains its minimum there. This leaves the lateral boundary of C\(_i\) as the only possible superset of the \(i\) limit set of \(\gamma\). From the structure of the flow on the boundary of C\(_i\), which is depicted in Figure 3, we conclude that it is only the fixed points that come into question as possible \(i\) limit sets. Combining these observations with the local analysis of the fixed points, which we performed in the previous subsection, leads to the statement of the lemma. In the case \(\beta > 2\), the set \(S_i^-\) is empty and \(S_i^+\) corresponds to the interior of the cylinder. The monotonicity principle, when applied to the function \(M_{(i)}\), implies that \(\alpha(\gamma)\) is located on the lateral boundary of C\(_i\), where QL\(_i\) is excluded. The case \(\beta \leq -2\) is analogous and thus the claim of the lemma is proved.

Lemma 4. Let \(\gamma \subset C_i\), \(\gamma \notin D_i\). Then the \(i\) limit set \(\omega(\gamma)\) of \(\gamma\) depends on the actual case under consideration (as characterized by the quantity \(\beta\)):

- \(\beta > 2\) (\(\Rightarrow D_+\)). \(\omega(\gamma)\) is one of the transversally hyperbolic sinks on KC\(_j\)/KC\(_k\) or a point on QL\(_i\).
- \(\beta = 2\) (\(\Rightarrow D_+\)). \(\omega(\gamma)\) \(\subseteq QL_i\).
- \(\beta \in [-1, 2)\) (\(\Rightarrow A, B, C_+\)). \(\omega(\gamma)\) \(\subseteq \Omega_i\).
- \(\beta \in (-2, -1)\) (\(\Rightarrow C_-\)). \(\omega(\gamma)\) is one of the transversally hyperbolic sinks on KC\(_j\)/KC\(_k\) or it lies on \(\Omega_i\).
- \(\beta \leq -2\) (\(\leftrightarrow D_-\)). \(\omega(\gamma)\) is one of the transversally hyperbolic sinks on KC\(_j\)/KC\(_k\) or it lies on TL\(_i\).

Remark. In analogy to the statement of Lemma 3, each transversally hyperbolic sink on KC\(_j\)/KC\(_k\) is the \(i\) limit set for a one-parameter set of orbits; for \(\beta > 2\), each fixed point on QL\(_i\) attracts exactly one interior orbit, so that the set QL\(_i\), when regarded as a whole, attracts a one-parameter set of interior orbits; see (30); in contrast, for \(\beta = 2\), QL\(_i\) attracts every orbit in C\(_i\), i.e., a two-parameter set.

Proof. The proof is analogous to the proof of Lemma 3. Consider first the case \(|\beta| < 2\). On \(S_i^+\), which is the closure of the invariant subset defined in the proof of Lemma 3, the function \(M_{(i)}\) attains its maximum on TL\(_i\); on \(S_i^-\), the maximum is attained on QL\(_i\); therefore, these sets are excluded as possible \(i\) limit sets. Using the analysis of the flow on the boundary of the cylinder, the statement of the lemma ensues. The cases \(|\beta| \geq 2\) are analogous.

Dynamics on the invariant plane \(\Omega_i\)

Lemma 4 states that the future dynamics of orbits in C\(_i\) is connected with the properties of the flow on \(\Omega_i\). (This is for \(|\beta| < 2\), i.e., for all cases A, B, C.) We thus proceed by investigating the flow of the dynamical system on this invariant plane.
Let \( D_i \) denote the set of fixed points on (the interior of) \( D_i \) for the dynamical system (24). The coordinates \((\bar{s}, \bar{\Sigma}_j, \bar{\Sigma}_k)\) of any fixed point \( P \in D_i \) must satisfy \( \bar{\Sigma}_j = \bar{\Sigma}_k = \beta/2 \) and

\[
v(\bar{s}) = \frac{1}{2}(v_- + v_+),
\]

where \( \bar{s} \in (0, 1) \). In the + and - cases (i.e., \( \beta \leq 0 \)) we have \( v_- \geq v_+ \); therefore there exists at least one solution of equation (33). (Analogously, in the cases \( A_{0+} \) and \( A_{0-} \), existence of a solution is guaranteed by the fact that the derivatives of \( v(s) \), or \( u_i(s) \), at \( s = 0 \) and \( s = 1 \) have the same sign.)

**Remark.** Because \( v(s) - (v_- + v_+)/2 \) is antisymmetric around \( s = 1/2 \), cf. (23), one solution of equation (33) is \( \bar{s} = 1/2 \). Consequently, the point \( P_i^{(0)} \) with coordinates \((\bar{s}, \bar{\Sigma}_j, \bar{\Sigma}_k) = (1/2)(1, \beta, \beta)\) is always a fixed point on \( D_i \). (If we analyze the system (24) with the function \( u_i(s) \) instead of \( v(s) \), cf. (22'), \( \bar{s} = 1/2 \) will in general not be a solution.)

We make the simplifying assumption that the zeros of the function \( v(s) - (v_- + v_+)/2 \) are simple zeros:

**Assumption 7.** We assume that the function \( v(s) \) either satisfies

\[
v'(\bar{s}) \neq 0,
\]

or \( v(s) \equiv w \) for all \( s \).

Assumption 7 is automatically satisfied for collisionless matter and elastic matter and helps to avoid unnecessary clutter in the analysis of the flow on \( D_i \); requiring (34) is equivalent to assuming that the set of fixed points \( D_i \) on \( D_i \) is a discrete set of hyperbolic fixed points. In addition, it follows that the number of fixed points is always odd, i.e., \#\( D_i = 2d + 1, \) \( d \in \mathbb{N} \). Accordingly, we can write \( D_i = \{P_i^{(-d)}, \ldots, P_i^{(-1)}, P_i^{(0)}, P_i^{(1)}, \ldots, P_i^{(d)}\} \), where the coordinates of these fixed points satisfy \( 0 < \bar{s}_{(-d)} < \ldots < \bar{s}_{(-1)} < \bar{s}_0 < \bar{s}_{(1)} < \ldots < \bar{s}_{(d)} < 1 \). The only exception we admit is the case \( v(s) \equiv w \), which is a subcase of \( A_0 \); in this special case, the set \( D_i \) of fixed points is not a discrete set but coincides with the line \( \Sigma_j = \Sigma_k = 0 \) in \( D_i \); this special case will be briefly commented on at the end of this section.

**Remark.** The antisymmetry property (23) of \( v(s) \) guarantees that \( \bar{s}_n + \bar{s}_{-n} = 1, n = 0, 1, \ldots, d \). This is not true in general, if we analyze the system (24) with the function \( u_i(s) \) instead of \( v(s) \), cf. (22').

Let \( P \in D_i \) be a fixed point in \( D_i \) with coordinates \((\bar{s}, \beta/2, \beta/2)\). The eigenvalues of the linearization of the dynamical system (24) at \( P \) are given by

\[
-\frac{9}{16}(1 - w)(2 + \beta)(2 - \beta) \left[ 1 \pm \sqrt{1 - \frac{64\bar{s}(1 - \bar{s})}{3(1 - w)^2(2 - \beta)} v'(\bar{s})} \right]
\]

and

\[
-\frac{3}{2}(1 - w) \Omega|_P.
\]

The former are associated with eigenvectors tangential to the plane \( D_i \), the latter is associated with an eigenvector transversal to \( D_i \). It follows that \( P \) is a sink if \( v'(\bar{s}) > 0 \), while \( P \) is a saddle if \( v'(\bar{s}) < 0 \). Therefore, by Assumption 7, the set \( D_i = \{P_i^{(-d)}, \ldots, P_i^{(d)}\} \) of fixed points can be regarded as an alternating sequence of saddles and sinks. In the + cases, inequality (28) implies the structure \( D_i = \{\text{sink, saddle, sink, } \ldots, \text{sink, saddle, sink}\} \); in particular, \( d + 1 \) fixed points are sinks and \( d \) points are saddles. In the - cases, inequality (28) implies the structure \( D_i = \{\text{saddle, sink, saddle, } \ldots, \text{saddle, sink, saddle}\} \); in particular, \( d + 1 \) fixed points are saddles and \( d \) points are sinks.
Remark. In the cases $A_\pm$ the fixed points $R_j$ and $R_k$ can be added to the alternating sequence \( \{ P_i^{(d)}, \ldots, P_i^{(d)} \} \) of saddles and sinks; this follows from the local analysis of the fixed points $R_j/R_k$. Accordingly, in the case $A_+$, the sequence \( \{ R_k, P_i^{(d)}, \ldots, P_i^{(d)}, R_j \} \) is of the type \{ saddle, sink, saddle, \ldots, saddle, sink, saddle \}, while in the case $A_-$, it is of the type \{ sink, saddle, sink, \ldots, sink, saddle, sink \}. The cases $A_{0+}$ and $A_{0-}$ can be subsumed under the cases $A_+$ and $A_-$, respectively, the only difference being that $R_j,R_k$ are non-hyperbolic.

The next step in our study of the flow of the dynamical system on the plane $D_i$ is to investigate the global dynamics. To this end we consider the function

$$N = (1 - \Sigma^2)^{-1} \kappa(s),$$

where \( \kappa(s) \) is positive and satisfies the differential equation

$$s(1-s) \frac{d\kappa(s)}{ds} = \frac{1}{2} \left( v(s) - \frac{v_+ + v_-}{2} \right) \kappa(s).$$

By (28), in the + cases the function \( \kappa(s) \) goes to \( \infty \) as \( s \to 0 \) and \( s \to 1 \); in the - cases, \( \kappa(s) \to 0 \) in the limit \( s \to 0 \) and \( s \to 1 \). A straightforward computation shows that \( N \) is strictly monotonically decreasing on $D_i$ except on the fixed point set $D_i$, i.e.,

$$N'\big|_{D_i} = -\frac{1-w}{2} \left[ \left( \Sigma_j - \frac{\beta}{2} \right)^2 + \left( \Sigma_k - \frac{\beta}{2} \right)^2 \right] N,$$

and

$$N'''\big|_{\Sigma_j=\Sigma_k=\beta/2} = -\frac{9}{16} (2+\beta)^2 (2-\beta)^2 (1-w) \left[ \left( v(s) - \frac{v_+ + v_-}{2} \right)^2 + \left( v(1-s) - \frac{v_+ + v_-}{2} \right)^2 \right] N.$$

The monotone function $N$ on $D_i$ excludes the existence of periodic orbits, homoclinic orbits and heteroclinic cycles in (the interior of) $D_i$. Using the monotone function in combination with the local analysis of the fixed points, it is possible to solve the global dynamics of the flow on $D_i$. Since the relevant arguments are rather standard (because the theory of planar flows is well-developed) we omit the derivation here and merely summarize the results in Figure 5. Note that in the cases $B_+, C_+$, the flow on $\partial D_i$ is given by a heteroclinic cycle; in the case $B_+$ it is represented as follows:

$$T_{ij} \quad \leftrightarrow \quad T_{jk}$$

$$\downarrow \quad \uparrow$$

$$T_{kj} \quad \longrightarrow \quad T_{kk}$$

Having solved the dynamics on $D_i$ we are now in a position to complete the analysis of the future dynamics of orbits in $C_i$.

Dynamics in the interior of $C_i$ (cont.)

While Lemma 3 describes the past asymptotics of orbits in $C_i \setminus D_i$ completely, the description of the future asymptotics by Lemma 4 is incomplete in the cases where $|\beta| < 2$. Exploiting the results of the previous subsection we are able to complete the discussion.

Lemma 5. Consider either of the + cases (with $\beta < 2$), i.e., either of the cases $A_+, B_+, C_+$ (or $A_{0+}$). Let $\gamma$ be an orbit such that $\gamma \not\subset D_i$. Then $\omega(\gamma)$ is one of the fixed points of $D_i$. More specifically, of the $\#D_i = 2d + 1$ fixed points, there are $d + 1$ sinks that attract a two-parameter set of orbits each, while each of the $d$ saddles attracts a one-parameter family.
Figure 5: The figures display the flow of the dynamical system on the plane $\mathcal{D}_1$. We assume $|\beta| < 2$ (cases $A, B, C$) so that $\mathcal{D}_1$ is an invariant subset lying in $\mathcal{C}_i$. The number of fixed points in the interior of $\mathcal{D}_1$ is necessarily odd, i.e., $\#D_i = 2d + 1$, $d \in \mathbb{N}$; we depict the case $d = 1$, i.e., $\#D_i = 3$. [The case $\#D_i = 1$, which is not depicted, is commented on in square brackets.] Non-generic orbits are represented by dashed lines. (a) The boundary $\partial \mathcal{D}_i$ forms a heteroclinic cycle in cases $B_+$ and $C_+$. Generic orbits converge to this heteroclinic cycle as $\tau \to -\infty$. The central fixed point $P_i^{(0)}$ is a saddle; the two other points $P_i^{(\pm 1)}$ are sinks. [In the case $\#D_i = 1$, $\partial \mathcal{D}_i$ is the $\alpha$-limit set, and the (unique) fixed point $P_i^{(0)}$ is the $\omega$-limit set for all (non-trivial) solutions.] (b) In case $A_+$, the properties of the three fixed points $D_i$ are analogous. The points $R_j/R_k$ are saddles; one interior orbit converges to $R_j$, one to $R_k$ as $\tau \to -\infty$. (Whether these two orbits converge to the sinks as $\tau \to \infty$, as depicted, or to the central fixed point, depends on the function $v(s)$.) The past attractor for generic orbits consists of the Kasner points in the upper left/lower right corner. [In the case $\#D_i = 1$, the fixed point $P_i^{(0)}$ is the $\omega$-limit set for all (non-trivial) solutions.] The flow in the case $A_{0+}$ resembles the flow in the case $A_+$; however, $R_j/R_k$ are center saddles. (c) In case $A_-$, the central fixed point $P_i^{(0)}$ is a sink, the two other interior fixed points $P_i^{(\pm 1)}$ are saddles; the points $R_j/R_k$ are sinks. The Kasner points in the upper left/lower right corner are the $\alpha$-limit points for generic orbits. (In the case $\#D_i = 1$, the fixed point $P_i^{(0)}$ is a saddle, which leaves $R_j/R_k$ as the exclusive future attractor for generic orbits.) The flow in the case $A_{0-}$ resembles the flow in the case $A_-$; however, $R_j/R_k$ are not hyperbolic. (d) The cases $B_-$ and $C_-$ are similar to $A_-$; however, the Kasner points in the lower left/upper right corner are sinks. [In the case $\#D_i = 1$, the fixed point $P_i^{(0)}$ is a saddle, which leaves these Kasner points as the generic future attractor.]

Proof. The flow on $\mathcal{D}_i$ is known in detail from the analysis of the preceding subsection. We see that the only cases that require a careful analysis are $B_+$ and $C_+$, since in these cases, the boundary $\partial \mathcal{D}_i$ of the plane $\mathcal{D}_i$ is a heteroclinic cycle, which has to be excluded as a possible $\omega$-limit of $\gamma$. To this end we use the function $N$ given by (36). Suppose that $\gamma$ converges to the heteroclinic cycle $\partial \mathcal{D}_i$. A straightforward computation shows that

$$
N^{-1}N' = -\frac{1}{2} + \frac{w}{2} \left( \frac{\Sigma_j + \Sigma_i}{2} + \frac{\Sigma_k + \Sigma_i}{2} \right)^2 - \frac{3}{4} \left( 1 - \frac{w}{2} \right) \left( \Sigma_i^2 - \beta^2 \right) \quad (39)
$$

along $\gamma$. The term in square brackets on the r.h.s. of (39) is a positive function, which does not converge to zero along $\gamma$; on the contrary, for sufficiently large times $\tau$ this function is approximately equal to $(3/2)(4-\beta^2)$ for most of the time (which is because the orbit $\gamma$ spends most of its time in a neighborhood of the fixed points on $\partial \mathcal{D}_i$). In contrast, the second term on the r.h.s. of (39) converges to zero as $\tau \to \infty$. It follows that $N \to 0$ along $\gamma$. However, this is a contradiction, because $N$ is infinite on $\partial \mathcal{D}_i$; therefore, the heteroclinic cycle $\partial \mathcal{D}_i$ is excluded as a $\omega$-limit of $\gamma$.  \[ \square \]
Figure 6: A schematic depiction of the flow on the cylinder $\overline{C}_i$. In contrast to Figure 5, to simplify the illustration we assume in this figure that the function $v(s)$ is such that there is only one fixed point $D_i$ in the plane $D_i$.

**Lemma 6.** Consider either of the cases $A_-$, $B_-$ (or $A_{0-}$). Let $\gamma$ be an orbit such that $\gamma \not\subset D_i$. Then $\omega(\gamma)$ is one of the fixed points on $D_i$, i.e., one of the points $R_j$, $R_k$, or one of the points of the set $D_i$. More specifically, of the $\#D_i = 2d + 1$ fixed points, there are $d$ sinks that attract a two-parameter set of orbits each, while each of the $d + 1$ saddles attracts a one-parameter family. The fixed points $R_j$, $R_k$ (which coincide with $Q_{jj}$, $Q_{kk}$ in $B_-$) attract a two-parameter family of orbits each.

**Lemma 7.** Consider the case $C_-$. Let $\gamma$ be an orbit such that $\gamma \not\subset D_i$. Then $\omega(\gamma)$ is one of the fixed points of the set $D_i$ or one of the transversally hyperbolic sinks on the Kasner circles $K\Sigma_j/K\Sigma_k$. More specifically, of the $\#D_i = 2d + 1$ fixed points, there are $d$ sinks that attract a two-parameter set of orbits each, while each of the $d + 1$ saddles attracts a one-parameter family. Each sink on the Kasner circles attracts a one-parameter family of orbits.

**Proof.** The statements of the two previous lemmas follow from Lemma 4, the analysis of the flow on $D_i$, and the local analysis of the fixed points.

Lemma 3 describes the past dynamics, Lemma 4 (in the cases $D$) and Lemmas 5–7 (in the cases $A$, $B$, $C$) describe the future dynamics of orbits in $\overline{C}_i$. The qualitative behaviour of orbits is depicted in Figure 6.

**Remark.** In Assumption 7 we allow for a special case, defined by the requirement $v(s) \equiv w$ for all $s$. In this special case, $D_i$ is not a discrete set of fixed points but a line of fixed points, the line $\Sigma_j = \Sigma_k$. It follows from (35) that the fixed points of $D_i$ are transversally hyperbolic sinks. Using the monotone function (36) and the simple structure of the flow on $D_i$ it is not difficult to show that $\omega(\gamma) \in D_i$ for all orbits $\gamma \subset C_i \setminus D_i$. 
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5 Local dynamics

In this section we perform a stability analysis of the fixed points in the (closure of the) state space \( \mathcal{X} \). This local dynamical systems analysis is an essential ingredient in order to understand the global dynamics of solutions in \( \mathcal{X} \).

Fixed points on the boundary \( \partial \mathcal{X} \)

In the previous section we have analyzed in detail the dynamical system (11) on \( \partial \mathcal{X} \). The fixed points of this system reside on the cylindrical boundary \( C_1 \cup C_2 \cup C_3 \subset \partial \mathcal{X} \). Since \( C_i \) is given as \( s_i = 0 \), the direction orthogonal to \( C_i \) is given by the variable \( s_i \). From (11) we obtain

\[
s^{-1}_i s_i^t \big|_{s_i=0} = -2 (\Sigma_i - s \Sigma_j - (1 - s) \Sigma_k) ,
\]

where we again use the convention \((s_i, s_k) = (s, 1 - s)\). Evaluated at the fixed points we get

\[\begin{aligned}
\text{TL}_i : & & s^{-1}_i s_i^t \big|_{s_i=0} = -6 , \\
\text{QL}_i : & & s^{-1}_i s_i^t \big|_{s_i=0} = 6 , \\
\text{D}_i : & & s^{-1}_i s_i^t \big|_{s_i=0} = 3 \beta , \\
\text{R}_j/\text{R}_k : & & s^{-1}_i s_i^t \big|_{s_i=0} = 6 \beta , \\
\text{KC}_j/\text{KC}_k : & & s^{-1}_i s_i^t \big|_{s_i=0} = -2(\Sigma_i - \Sigma_j/\Sigma_k) ,
\end{aligned}\]

where \( \beta \) is given by (26); \( \beta \) encodes the dependence on the rescaled matter anisotropies, which are represented by \( v^\pm \), cf. (22). The results of (41) can be combined with the results of Section 4 to complete the stability analysis of the fixed points on the boundary of the state space. The results are summarized in Table 1, Table 2, and Table 3.

Example. Take, for instance, the fixed point \( \text{R}_k \) in the case \( A_+ \): From Figure 4(c) we see that \( \text{R}_k \) is a sink on the base of the cylinder \( C_i \); see also Figure 6(c). Figure 5(b) shows that there exists exactly one orbit in \( \text{D}_i \) (and thus in \( C_i \)) that emerges from \( \text{R}_k \). Together with (41c) it thus follows that \( \text{R}_k \) possesses a two-dimensional unstable manifold (which lies in the interior of the state space \( \mathcal{X} \)), so that there exists a one-parameter family of orbits (in \( \mathcal{X} \)) that converge to \( \text{R}_k \) as \( \tau \to -\infty \); cf. Table 1.

Fixed points in the interior of \( \mathcal{X} \)

The dynamical system (11) possesses a set of fixed points in the interior of \( \mathcal{X} \) (= \( \mathcal{K} \times \mathcal{T} \)), which is given as the set of solutions of the equations

\[
\Sigma_1 = \Sigma_2 = \Sigma_3 = 0 , \quad w_1 = w_2 = w_3 = w ;
\]

the first condition defines a point in \( \mathcal{K} \); in general, the second condition defines a subset of \( \mathcal{T} \). Since the principal pressures coincide, each of these fixed points represents the flat isotropic Friedmann-Robertson-Walker (FRW) perfect fluid solution associated with the equation of state \( p = w \rho \).

Assumption 8. For simplicity, we assume that the matter model is such that \( w_1 = w_2 = w_3 = w \) defines a point in \( \mathcal{T} \); hence (42) defines an isolated fixed point in \( \mathcal{X} \), which we denote by \( \text{F} \).

Remark. This is an assumption out of convenience. (It is automatically satisfied for the matter models we consider in detail in Section 7—collisionless matter and elastic matter.) The analysis of this section is equally valid when (42) has more than one solution. In that case, \( \text{F} \) denotes any of the multiple fixed points in \( \mathcal{X} \).
Table 1: In the + cases, the fixed points on $\partial \mathcal{X}$ are $\alpha$-limits for orbits of the interior of the state space $\mathcal{X}$; in this table we list how many interior orbits converge to a particular fixed point as $\tau \to -\infty$. The fixed points on the Kasner circles that satisfy the condition in the table are transversally hyperbolic sources and thus act as the $\alpha$-limit for a two-parameter set of orbits each. (The points that do not fulfill the condition do not attract any orbits.) The fixed points on $\mathcal{Q}L_i$ (where the end points $Q_{ij}$ and $Q_{ik}$ are excluded) act as the $\alpha$-limit for a one-parameter set of interior orbits; hence, in total, a two-parameter set of orbits has an $\alpha$-limit on $\mathcal{Q}L_i$. In case $B_+$, the fixed points $R_j/R_k$ (which coincide with $T_{jj}/T_{kk}$) lie on $\partial D_i$, which is a heteroclinic cycle. The collection of these cycles, $\partial D_1 \cup \partial D_2 \cup \partial D_3$, forms a so-called heteroclinic network.

| point $\in \mathcal{C}_i \subset \partial \mathcal{X}$ | $A_+$ | $B_+$ | $C_+$ |
|-----------------------------------------------------|--------|--------|--------|
| point $\in \mathcal{Q}L_i$                          | 1-parameter family | 1-parameter family | 1-parameter family |
| $d + 1$ points $\in D_i$                            | one orbit | one orbit | one orbit |
| $d$ points $\in D_i$                                | 1-parameter family | 1-parameter family | 1-parameter family |
| $R_j/R_k$                                           | 2-parameter family | 2-parameter family | 2-parameter family |
| point $P \in KC_j/KC_k$                             | $[1 < \Sigma_{j/k}|P]$ | $[1 < \Sigma_{j/k}|P < 2]$ | $[1 < \Sigma_{j/k}|P < 2/\beta]$ |
| $\alpha$                                            | 1-parameter family | 1-parameter family | 1-parameter family |
| $\alpha$                                            | 2-parameter family | 2-parameter family | 2-parameter family |
| $\alpha$                                            | $[1 < \Sigma_{j/k}|P]$ | $[1 < \Sigma_{j/k}|P]$ | $[1 < \Sigma_{j/k}|P]$ |
| $\alpha$                                            | does not attract any interior orbit as $\tau \to -\infty$ or $\tau \to \infty$ |
| $\varepsilon$                                       | 2-parameter family | 2-parameter family | 2-parameter family |
| $\varepsilon$                                       | $[1 < \Sigma_{j/k}|P]$ | $[1 < \Sigma_{j/k}|P]$ | $[1 < \Sigma_{j/k}|P]$ |
| $\varepsilon$                                       | does not act as $\omega$-limit | 2-parameter family |
| $\varepsilon$                                       | $[\Sigma_{j/k}|P < 2/\beta]$ |

Table 2: In the − cases, some fixed points on $\partial \mathcal{X}$ are $\alpha$-limits, some are $\omega$-limits for orbits of the interior of the state space $\mathcal{X}$; in this table we list how many interior orbits converge to a particular fixed point as $\tau \to -\infty$ (denoted by $\alpha$) or $\tau \to \infty$ (denoted by $\omega$). In case $B_-$, the fixed points $R_j/R_k$ coincide with $Q_{jj}/Q_{kk}$. The proof that these points attract a three-parameter set of orbits requires center manifold analysis.

| point $\in \mathcal{C}_i \subset \partial \mathcal{X}$ | $A_-$ | $B_-$ | $C_-$ |
|-----------------------------------------------------|--------|--------|--------|
| point $\in \mathcal{Q}L_i$                          | $\alpha$ | $\alpha$ | $\alpha$ |
| point $P \in KC_j/KC_k$                             | 2-parameter family | 2-parameter family | 2-parameter family |
| $\alpha$                                            | $[1 < \Sigma_{j/k}|P]$ | $[1 < \Sigma_{j/k}|P]$ | $[1 < \Sigma_{j/k}|P]$ |
| $\varepsilon$                                       | $[1 < \Sigma_{j/k}|P]$ | $[1 < \Sigma_{j/k}|P < 2]$ | $[1 < \Sigma_{j/k}|P < 2/\beta]$ |
| $\varepsilon$                                       | does not attract any interior orbit as $\tau \to -\infty$ or $\tau \to \infty$ |
| $\zeta$                                             | 2-parameter family | 2-parameter family | 2-parameter family |
| $\zeta$                                             | $[1 < \Sigma_{j/k}|P]$ | $[1 < \Sigma_{j/k}|P]$ | $[1 < \Sigma_{j/k}|P]$ |
| $\zeta$                                             | does not act as $\omega$-limit | 2-parameter family |
| $\zeta$                                             | $[\Sigma_{j/k}|P < 2/\beta]$ |
Table 3: If $|\beta| \geq 2$, the properties of the fixed points change considerably. If $\beta \geq 2$ ($D_+$), neither of the fixed points can be the $\alpha/\omega$-limit set of an interior orbit. (However, a fixed point can be contained in the $\alpha$-limit set of some orbit $\gamma \subseteq \mathcal{X}$.) If $\beta \leq -2$ ($D_-$), then each fixed point $P$ on $KC_j/KC_k$ with $1 < \Sigma_{j/k}|P$ is a transversally hyperbolic source, while $\Sigma_{j/k}|P < -1$ yields a transversally hyperbolic sink.

To study the stability properties of $F$, it is useful to define a different set of coordinates on $\mathcal{T}$. Let $(ijk)$ be a cyclic permutation of the triple $(123)$ and set

$$s_i = \frac{e^{t_i}}{1 + e^{t_i} e^{t_j}}, \quad s_j = \frac{e^{t_j}}{1 + e^{t_i} e^{t_j}}, \quad s_k = \frac{1}{1 + e^{t_i} e^{t_j}}. \quad (43)$$

This defines a coordinate system $\mathbb{R}^2 \ni (t_i, t_j) \mapsto \mathcal{T}$, such that the point $(t_i, t_j) = (0, 0)$ corresponds to the center $(s_1, s_2, s_3) = (1/3, 1/3, 1/3)$ of $\mathcal{T}$; the limit $s_i \to 0$ corresponds to $t_i \to -\infty$, $s_j \to 0$ to $t_j \to -\infty$; the limit $s_i \to 1$ corresponds to $t_i \to \infty$, $s_j \to 1$ to $t_j \to \infty$; finally, $s_k \to 0$ corresponds to a combined limit $t_i \to \infty$, $t_j \to \infty$. In these coordinates the fixed point $F$ is given by

$$F : (\Sigma_1, \Sigma_2, \Sigma_3)|P = (0, 0, 0), \quad (t_i, t_j)|P := (\bar{t}_i, \bar{t}_j). \quad (44)$$

Using $(t_i, t_j)$ on $\mathcal{T}$, the rescaled pressures (8) can be expressed as

$$w_i = w + 2 \frac{\partial}{\partial t_i} \log \psi, \quad w_j = w + 2 \frac{\partial}{\partial t_j} \log \psi, \quad w_k = w - 2 \left( \frac{\partial}{\partial t_i} + \frac{\partial}{\partial t_j} \right) \log \psi, \quad (45)$$

where $\psi$ is regarded as a function of the two variables $(t_i, t_j)$. Since $w_1 = w_2 = w_3$ at $F$, it follows that $(\bar{t}_i, \bar{t}_j) \in \mathcal{T}$ is a critical point of $\psi$; we set $\bar{\psi} = \psi(\bar{t}_i, \bar{t}_j)$.

The dynamical system (11) can be represented in the four variables $(\Sigma_i, \Sigma_j, t_i, t_j)$ as

$$\Sigma'_n = -3 \Omega \left[ \frac{1}{2}(1-w)\Sigma_n - (w_n - w) \right], \quad t'_n = -2(2\Sigma_n + \Sigma_m), \quad (n, m) \in \{(i, j), (j, i)\},$$

where $\Omega = 1 - \frac{1}{2}(\Sigma_i^2 + \Sigma_j^2 + \Sigma_i \Sigma_j)$. The matrix representing the linearization of (11) at the point $F$ contains the Hessian $\mathfrak{h}$ of $\psi$ evaluated at $(\bar{t}_i, \bar{t}_j)$. The four eigenvalues of this matrix are given by

$$\lambda_{\pm \pm} = \frac{3}{4} \left[ (1-w) \pm \sqrt{(1-w)^2 - 4 \det \mathfrak{h}} \right],$$

where $\Lambda_{\pm}$ are given by $\Lambda_{\pm} = 64 \bar{\psi} \left[ \text{tr } \mathfrak{h} + \mathfrak{h}_{ij} \pm \sqrt{(\text{tr } \mathfrak{h} + \mathfrak{h}_{ij})^2 - 3 \det \mathfrak{h}} \right] / [3(1-w)^2]$.

**Lemma 8.** If (i) $\mathfrak{h}$ is positive definite, i.e., $\det \mathfrak{h} > 0$ and $\text{tr } \mathfrak{h} > 0$, then all eigenvalues $\lambda_{\pm \pm}$ have negative real part and $F$ is a hyperbolic sink. If (ii) $\mathfrak{h}$ is negative definite, i.e., $\det \mathfrak{h} > 0$ and $\text{tr } \mathfrak{h} < 0$, then the eigenvalues $\lambda_{+ \pm}$ are positive and $\lambda_{- \pm}$ negative so that $F$ is a hyperbolic saddle with a two-dimensional stable and a two-dimensional unstable manifold. If (iii) $\det \mathfrak{h} < 0$, then $\lambda_{+ \pm}$ and $\lambda_{- \pm}$ have negative real part, whereas $\lambda_{\pm \pm}$ has positive real part, so that $F$ is a hyperbolic saddle with a three-dimensional stable and one-dimensional unstable manifold. In the exceptional case (iv) $\det \mathfrak{h} = 0$, there exists at least one zero eigenvalue.
Proof. From the inequality
\[ \det h \leq \frac{1}{4} \text{tr} h^2 - h^2_{ij}, \] (46)
we obtain \((\text{tr} h + h_{ij})^2 - 3 \det h \geq 0\), hence \(\Lambda_{\pm}\) are real numbers. Studying the sign of \(\Lambda_{\pm}\) in the different cases, the claim of the lemma follows immediately. \qed

6 Global dynamics

On the state space \(X\) we define the positive function
\[ M = (1 - \Sigma^2)^{-1} \psi(s_1, s_2, s_3), \] (47)
where \(\psi(s_1, s_2, s_3), (s_1, s_2, s_3) \in \mathcal{T}\), is defined by (7). By a straightforward computation, where we use that \(M\) can be written as \(M = 3H^2/n^{1+w}\) (which makes it possible to apply (10) and the equation \(n' = -3n\), which follows from \(d\sqrt{\det g}/dt = 3H\sqrt{\det g}\)), we obtain
\[ M' = -3(1 - w)\Sigma^2 M. \] (48a)

The computation of higher derivatives reveals that
\[ M'''|_{\Sigma^2=0} = -9(1 - w)M \sum_k (w_k - w)^2 \] (48b)
on the subset \(\Sigma^2 = 0\) of the state space. Therefore, since \(w < 1\) by Assumption 3, we obtain \(M' < 0\) when \(\Sigma^2 \neq 0\) and \(M'''|_{\Sigma^2=0} < 0\) except at the point \(F\), cf. Assumption 8. Hence we have proved that \(M\) is a strictly monotonically decreasing function along the flow of the dynamical system (11) on \(X\setminus F\).

Lemma 9. Let \(\gamma\) be an orbit in \(X\setminus F\). Then the \(\alpha\)-limit set \(\alpha(\gamma)\) and the \(\omega\)-limit set \(\omega(\gamma)\) satisfy

- either \(\alpha(\gamma) = F\) or \(\alpha(\gamma) \subseteq \partial X\), and
- either \(\omega(\gamma) = F\) or \(\omega(\gamma) \subseteq \overline{C}_1 \cup \overline{C}_2 \cup \overline{C}_3 \subseteq \partial X\), cf. (19).

Proof. The lemma is a direct consequence of the monotonicity principle. Since \(M\) is strictly monotone along the flow of the dynamical system (11) on \(X\setminus F\), the \(\alpha/\omega\)-limit set of \(\gamma\) must be contained in \(F \cup \partial X\). Because these limit sets are necessarily connected, we find that either \(\alpha(\gamma) = F\) or \(\alpha(\gamma) \subseteq \partial X\), and likewise for \(\omega(\gamma)\). Moreover, \(M|_{\partial X \times T} = \infty\) (i.e., \(M \to \infty\) along every sequence converging to a point on \(\partial X \times T\)), hence this subset of \(\partial X\) is excluded for \(\omega(\gamma)\), which leaves \(\omega(\gamma) \subseteq \overline{K} \times \partial T = \overline{C}_1 \cup \overline{C}_2 \cup \overline{C}_3\). \qed

It is the quantity \(\beta\), see (26), that determines the details of the asymptotics. Therefore we discuss the cases \(\beta > 0\) and \(\beta < 0\) separately; the former includes the \(+\) cases \(A_+, B_+, C_+\), and the extreme case \(D_+\), the latter includes the \(-\) cases \(A_-, B_-, C_-\), and the extreme case \(D_-\).

The \(+\) cases

Theorem 1 (Future asymptotics). In the \(+\) cases \(A_+, B_+, C_+\), and \(D_+\), the fixed point \(F\) is the future attractor of the dynamical system (11); every orbit in the state space \(X\) converges to the fixed point \(F\) as \(\tau \to +\infty\).
Interpretation of Theorem 1. Since the fixed point $F$ corresponds to a FRW perfect fluid solution associated with the equation of state $p = w \rho$, the theorem states that each Bianchi type I model with anisotropic matter that satisfies $v_- < w < v_+$, cf. (28), isotropizes toward the future and behaves, to first order, like an (infinitely diluted) isotropic perfect fluid solution.

Remark. Theorem 1 can be proved under assumptions that are considerably weaker than the ones we made. (Assumptions 5–7 are rather irrelevant for the future asymptotics—they are tailored to the past asymptotics.) This fact will become obvious from the proof and is thus not further commented on.

Proof. To prove Theorem 1 we must show that $\omega(\gamma) \subseteq \overline{C}_1 \cup \overline{C}_2 \cup \overline{C}_3$ is impossible, see Lemma 9. To this end we use that $\psi(s_1, s_2, s_3) \to \infty$ as $(s_1, s_2, s_3) \to \partial \mathcal{J}$ (which we prove below). It then follows that $M = \sup_{\mathcal{J}} M = \infty$ on the cylindrical boundary and consequently on the entire boundary $\partial \mathcal{X}$ of the state space, cf. (47). To finish the proof we apply the monotonicity principle [22] for the function $M$ on $\mathcal{J}\{F\}$: The monotonicity principle precludes the possibility that $\omega(\gamma)$ might be contained on $\partial \mathcal{X}$ for any orbit $\gamma \subseteq \mathcal{X}$ and the theorem is established. To show that $\psi \to \infty$ as $\partial \mathcal{J}$ is approached, we use that $v_- < w < v_+$, which holds by assumption, cf. (28). Employing the coordinates (43) on $\mathcal{J}$ and the representation (45) of the rescaled matter quantities, we find that there exists some $\epsilon > 0$ such that for all $t_j$ there exists $T > 0$ and

$$\frac{\partial}{\partial t_i} \log \psi = \frac{w_i - w}{2} \leq -\epsilon, \quad \frac{\partial}{\partial t_i} \log \psi = \frac{w_i - w}{2} \geq \epsilon$$

for all $t_i < -|T|$ and $t_i > T$ respectively. Consequently, $\log \psi \to \infty$ and thus $\psi \to \infty$ as $t_i \to \pm \infty$. (Likewise, $\psi \to \infty$ as $t_j \to \pm \infty$.) We thus conclude that $\psi = \infty$ on $\partial \mathcal{J}$ and the theorem is proved.

Theorem 2 (Past asymptotics). Let $\gamma \in \mathcal{X} \setminus F$ be an orbit of the dynamical system (11).

- In the $+$ cases $\mathbf{A}_+, \mathbf{B}_+, \mathbf{C}_+$, the $\alpha$-limit set of $\gamma$ is

  $\mathbf{A}_+$ one of the fixed points on $\partial \mathcal{X}$;

  $\mathbf{B}_+$ one of the fixed points on $\partial \mathcal{X}$ or, possibly, the heteroclinic network $\partial D_1 \cup \partial D_2 \cup \partial D_3$;

  $\mathbf{C}_+$ one of the fixed points on $\partial \mathcal{X}$ or one of the heteroclinic cycles $\partial D_1, \partial D_2, \partial D_3$.

Convergence to a fixed point is the generic scenario, i.e., the set of orbits that converge to the heteroclinic structures is a set of measure zero in $\mathcal{X}$. Table 1 gives a complete list of the fixed points on $\partial \mathcal{X}$ together with the number of orbits that converge to the particular points.

- In the case $\mathbf{D}_+$, the $\alpha$-limit set of $\gamma$ is represented either by a heteroclinic cycle or by a heteroclinic sequence on $\partial \mathcal{X}$ and thus contains a sequence of Kasner points; in particular, $\alpha(\gamma)$ cannot be a fixed point.

Interpretation of Theorem 2 and conclusions. Theorem 2 (in conjunction with the results of Table 1) entails that in each of the $+$ cases, generic solutions approach the fixed points on the Kasner circle(s), which implies that the past attractor of the dynamical system (11) is located on the Kasner circle(s). Therefore, each generic Bianchi type I model with anisotropic matter, where the matter is supposed to satisfy the requirements of the $+$ cases, approaches a Kasner solution toward the singularity. However, there are interesting differences among the cases. In case $\mathbf{A}_+$ each Kasner solution is a possible past asymptotic state, i.e., given an arbitrary Kasner solution (18), represented by the Kasner exponents $(p_1, p_2, p_3) = (1/3)(\Sigma_1 + 1, \Sigma_2 + 1, \Sigma_3 + 1)$, $p_1 + p_2 + p_3 = p_1^2 + p_2^2 + p_3^2 = 1$, there exist anisotropic Bianchi type I solutions that converge to this Kasner solution as $t \to 0$. In particular, each of the three Taub solutions, which are characterized by $(p_i, p_j, p_k) = (1, 0, 0)$, represents a possible past asymptotic state. In case $\mathbf{B}_+$ this is no longer correct. Since the Taub
If the energy conditions are satisfied marginally (case Kasner solution represents a possible past asymptotic state for anisotropic Bianchi type I models. If the energy conditions hold (case zero to one leads to an ever increasing exclusion of Kasner states from the past attractor; if can be regarded as a measure for the magnitude of the violation. Increasing the value of of any Kasner solution. There exist solutions whose asymptotic behaviour is characterized by oscillations between different representations of the Taub solution. In case C+ (which is characterized by $1 < \beta < 2$) there is an entire one-parameter set of Kasner solutions (including the Taub states) that are excluded as $\alpha$-limit sets. The condition of Table 1 yields that a Kasner solution is excluded as a past asymptotic state for Bianchi type I models with anisotropic matter iff $\max_\ell \Sigma_\ell \geq 2/\beta$, or, equivalently, $\max_\ell p_\ell \geq (2 + \beta)/(3\beta)$. In other words, generic Bianchi type I models behave asymptotically like Kasner solutions as the singularity is approached; however, the set of possible Kasner limits is restricted to those that are “sufficiently different” from the Taub solutions. If $\beta \geq 2$, i.e., in case D+, this set is the empty set. Each point on the Kasner circles takes the role of a saddle point. This induces generic oscillatory asymptotic behaviour of Bianchi type I models. The $\alpha$-limit of a generic solution contains a sequence of Kasner states, hence the solution undergoes a sequence of phases (“Kasner epochs”), in each of which the behaviour of the solution is approximately described by a Kasner solution, and “transitions” between these epochs.

**Remark.** Theorem 2 (in conjunction with the results of Table 1) also implies that there exist (non-generic) Bianchi type I models whose asymptotic behaviour is not connected to the dynamics of any Kasner solution. There exist solutions whose asymptotic behaviour is characterized by $(\Sigma_i, \Sigma_j, \Sigma_k) \rightarrow \beta(-1, 1/2, 1/2)$ as the singularity is approached, and solutions with $(\Sigma_i, \Sigma_j, \Sigma_k) \rightarrow \beta(2, -1, -1)$, the latter concerns the case $A_+$ since $\beta < 1$ is required. Furthermore, in the cases $B_+$ and $C_+$, there exist solutions whose asymptotic behaviour is oscillatory: An orbit approaching the heteroclinic cycles/network $(\partial \mathcal{D}_1, \partial \mathcal{D}_2, \partial \mathcal{D}_3)$ corresponds to a solution that is represented by a periodic sequence of “Kasner epochs” associated with the Kasner fixed points that lie on the cycles; in the Kasner epochs the solution is characterized by $(\Sigma_i, \Sigma_j, \Sigma_k) = (-\beta, \beta/2 \pm \sqrt{3/4\sqrt{4 - \beta^2}}, \beta/2 \pm \sqrt{3/4\sqrt{4 - \beta^2}}).

**Remark.** The distinction into the different + scenarios is intimately connected with the energy conditions; see the list of cases in Section 4. If the energy conditions hold (case $A_+, \beta < 1$), each Kasner solution represents a possible past asymptotic state for anisotropic Bianchi type I models. If the energy conditions are satisfied only marginally (case $B_+, \beta = 1$), i.e., at the onset of energy condition violation, the Taub solutions are excluded as past asymptotic states. Finally, in the case $\beta > 1$ (case $C_+$ and case $D_+$) the energy conditions are violated; in this context, the quantity $\beta - 1$ can be regarded as a measure for the magnitude of the violation. Increasing the value of $\beta - 1$ from zero to one leads to an ever increasing exclusion of Kasner states from the past attractor; if $\beta - 1$ reaches one ($\beta = 2$), the set of Kasner states that represent past asymptotic states has shrunk to the empty set. This is the onset of oscillatory behaviour of generic solutions.

**Proof.** In the proof we choose to restrict ourselves to the cases $A_+, B_+, C_+$, since these are the difficult cases; the proof in the case $D_+$ is similar (but simpler). The first step to prove Theorem 2 is to show that $\alpha(\gamma) = F$ is impossible. Therefore, assume that there exists $\gamma \subset \mathcal{X}\setminus F$ such that $\alpha(\gamma) = F$. By Theorem 1 we know that $\omega(\gamma) = F$, hence $\gamma$ must be a homoclinic orbit. However, this a contradiction to the fact that the function $M$, which is well-defined in $\mathcal{X}$ and in particular at $F$, cf. (47), is strictly monotonically decreasing along $\gamma$. Consequently, $\alpha(\gamma) = F$ is impossible, and we conclude $\alpha(\gamma) \subset \partial \mathcal{X}$.

In the next step of the proof we show that $\alpha(\gamma)$ is contained in a subset of the boundary $\partial \mathcal{X}$: $\alpha(\gamma) \subset (\partial \mathcal{E}_1 \cup \partial \mathcal{E}_2 \cup \partial \mathcal{E}_3) \cup (\partial \mathcal{D}_1 \cup \partial \mathcal{D}_2 \cup \partial \mathcal{D}_3)$. By definition, $\partial \mathcal{X}$ is represented by the disjoint union

$$\partial \mathcal{X} = (\partial \mathcal{E}_1 \cup \partial \mathcal{E}_2 \cup \partial \mathcal{E}_3) \cup (\partial \mathcal{D}_1 \cup \partial \mathcal{D}_2 \cup \partial \mathcal{D}_3) \cup (\partial \mathcal{K} \times \mathcal{T}),$$

where $\partial \mathcal{K}$ and $\partial \mathcal{T}$ are the boundaries of $\mathcal{K}$ and $\mathcal{T}$, respectively.
Consider the heteroclinic cycle. The unstable manifold is empty. The first alternative contradicts the assumption $P \in \alpha(\gamma)$. In the second case we appeal to the Hartman-Grobman theorem to infer that $\alpha(\gamma)$ contains not only $P_{D_i}$ but also points of the unstable manifold of $P_{D_i}$. (Consider a sequence $\tau_n$ such that $\tau_n \to -\infty$ and $\gamma(\tau_n) \to P_{D_i}$ as $n \to \infty$. By the Hartman-Grobman theorem there exists a sequence $\bar{\tau}_n = \tau_n + \delta\tau_n$, with $\delta\tau_n > 0$, $\bar{\tau}_n < \tau_{n-1}$, such that the sequence $\gamma(\bar{\tau}_n)$ possesses an accumulation point on the unstable manifold of $P_{D_i}$.) The local dynamical systems analysis, cf. Table 1, thus implies that $\alpha(\gamma)$ contains points that do not lie on $C_i$ but in the interior of $\mathcal{X}$. This, however, is a contradiction to Lemma 9. The assumption has led to a contradiction; therefore, the intersection of $\alpha(\gamma)$ and $[\partial \mathcal{X}]_3$ must be empty. The procedure to show that $\alpha(\gamma) \cap [\partial \mathcal{X}]_4 = \emptyset$ is identical, where we use the flow on $\partial \mathcal{X} \times \mathcal{T}$, see Figure 2(b), and the stability analysis of the fixed points as summarized in Table 1. We have therefore shown that $\alpha(\gamma) \subseteq (\partial C_1 \cup \partial C_2 \cup \partial C_3) \cup (D_1 \cup D_2 \cup D_3)$.

In the last step of the proof we investigate which structures on the set $\partial C_1 \cup \partial C_2 \cup \partial C_3$ are potential $\alpha$-limit sets. Since this set is two-dimensional, possible $\alpha$-limit sets are fixed points, periodic orbits, homoclinic orbits, or heteroclinic cycles/networks. The analysis of Section 4, see Figures 3, 4, and Figure 6, shows that, in case $A_+$, there do not exist any other potential $\alpha$-limit sets on $\partial C_1 \cup \partial C_2 \cup \partial C_3$ than fixed points. (This concludes the proof of the theorem for case $A_+$.) In case $B_+$, there exists an entangled network of heteroclinic cycles, a ‘heteroclinic network’; in case $C_+$, there are three independent heteroclinic cycles: $\partial D_1$, $\partial D_2$, $\partial D_3$. To complete the proof of the theorem we have to investigate whether $\alpha(\gamma)$ can coincide with $\partial D_i$ for some $i$ in case $C_+$ (where $1 < \beta < 2$).

Consider the heteroclinic cycle $\partial D_i$ for some $i$. At the point $P$ on $\partial D_i$ given by $(s_1, s_2, s_3) = (0, 0, 1)$, $\Sigma_i + \beta = 0$, $\Sigma_j = \Sigma_k$, we consider the three-dimensional hyperplane $\mathcal{H}_P : \Sigma_j = \Sigma_k$ orthogonal to $\partial D_i$; the natural axes on $\mathcal{H}_P$ are $s_1$, $s_2$, and $\Sigma_i + \beta$. We study the Poincaré map induced on $\mathcal{H}_P$ by the dynamical system. The subspace $s_i = 0$ is an invariant subspace of $\mathcal{H}_P$ (since $C_i$ is an invariant subspace of $\mathcal{T}$). Equation (31) and Figure 5(a) reveal that $P$ is a saddle point for the dynamical system on $\mathcal{H}_P$, the unstable manifold being the $s_j$-axis, the stable manifold being the $(\Sigma_i + \beta)$-axis.

A straightforward calculation shows that

$$s_i^{-1}s_i' = 3\beta - \sqrt{3}\sqrt{4 - \beta^2} \lambda, \quad (\lambda \in [-1, 1])$$

along $\partial D_i$. Under the assumptions of case $C_+$ the r. h. side is strictly positive for all $\lambda$, hence, for some $\epsilon > 0$, $s_i^{-1}s_i' \geq 2\epsilon$ along $\partial D_i$ and $s_i^{-1}s_i' \geq \epsilon$ in a sufficiently small neighborhood $U_i$ of $\partial D_i$ in $\mathcal{X}$. Therefore, as long as a solution is contained in this neighborhood $U_i$ of $\partial D_i$, we find that $s_i(\tau)$ is bounded by some constant times $\epsilon^{-\epsilon}$ (for decreasing $\tau$). We infer that a solution either remains within $U_i$ for all sufficiently small $\tau$ ($\tau \to -\infty$) or $|\Sigma_i + \beta|$ becomes large (and the solution leaves $U_i$ in this way). Letting $d\tau = (\frac{3}{2})(1 - w)d\tau$ (so that decreasing $\tau$-time corresponds to increasing $\varsigma$-time) we find that

$$\frac{d}{d\varsigma}(\Sigma_i + \beta) = (\Sigma_i + \beta) - \frac{2}{1 - w}(w_i - v_-), \quad (49)$$

where $w_i = w_i(s_1, s_2, s_3)$ satisfies $w_i \to v_-$ as $s_i \to 0$.

Let us consider a simplified problem. A differential equation of the type $f' (\varsigma) = f (\varsigma) + g (\varsigma)$ with a function $g (\varsigma)$ that converges to zero as $\varsigma \to \infty$ possesses a unique solution such that $f (\varsigma) \to 0$ as $\varsigma \to \infty$; if, initially, $f$ is larger than this special solution, then $f (\varsigma) \to \infty$ as $\varsigma \to \infty$; if, initially, $f$ is smaller, then $f (\varsigma) \to -\infty$ as $\varsigma \to \infty$. 

see Section 4. Suppose that there exists an orbit $\gamma$ such that $\alpha (\gamma) \supseteq P \in [\partial \mathcal{X}]_3$; w.l.o.g. $P \in C_i$ ($P \not\in D_i$) for some $i$. Since the $\alpha$-limit set $\alpha (\gamma)$ is invariant under the flow of the dynamical system, the entire orbit through $P$, $\gamma_P$, and its $\omega$-limit must be contained in $\alpha (\gamma)$ as well. By Lemma 5, $\omega (\gamma_P)$ is a point $P_{D_i}$ of the set $D_i$. However, $P_{D_i}$ is a saddle in $\mathcal{X}$, see Table 1; therefore, since $P_{D_i} \in \alpha (\gamma)$, either $\gamma$ is contained in the unstable manifold of $P_{D_i}$, or the intersection of $\gamma$ with the unstable manifold is empty. The first alternative contradicts the assumption $P \in \alpha(\gamma)$. In the second case we appeal to the Hartman-Grobman theorem to infer that $\alpha(\gamma)$ contains not only $P_{D_i}$, but also points of the unstable manifold of $P_{D_i}$. (Consider a sequence $\tau_n$ such that $\tau_n \to -\infty$ and $\gamma(\tau_n) \to P_{D_i}$ as $n \to \infty$. By the Hartman-Grobman theorem there exists a sequence $\bar{\tau}_n = \tau_n + \delta\tau_n$, with $\delta\tau_n > 0$, $\bar{\tau}_n < \tau_{n-1}$, such that the sequence $\gamma(\bar{\tau}_n)$ possesses an accumulation point on the unstable manifold of $P_{D_i}$.) The local dynamical systems analysis, cf. Table 1, thus implies that $\alpha(\gamma)$ contains points that do not lie on $C_i$ but in the interior of $\mathcal{X}$. This, however, is a contradiction to Lemma 9. The assumption has led to a contradiction; therefore, the intersection of $\alpha(\gamma)$ and $[\partial \mathcal{X}]_3$ must be empty. The procedure to show that $\alpha(\gamma) \cap [\partial \mathcal{X}]_4 = \emptyset$ is identical, where we use the flow on $\partial \mathcal{X} \times \mathcal{T}$, see Figure 2(b), and the stability analysis of the fixed points as summarized in Table 1. We have therefore shown that $\alpha(\gamma) \subseteq (\partial C_1 \cup \partial C_2 \cup \partial C_3) \cup (D_1 \cup D_2 \cup D_3)$.
Likewise, we obtain from (49) that the quantity \( \Sigma_i + \beta \) is increasing if it is positive and sufficiently large initially, while it is decreasing if it is negative and sufficiently small initially. In the former cases, the solution eventually leaves \( U_i \), since \( \Sigma_i + \beta \) has become too large; in the latter case, the solution leaves \( U_i \), because \( \Sigma_i + \beta \) has become too small. Consider a one-parameter set of initial data, e.g., \( s_i = \text{const}, s_j = \text{const}' \) in \( \mathcal{H}_P \). Let \( (\Sigma_i + \beta)_0 \) be an initial value of \( \Sigma_i + \beta \) such that the associated solution satisfies \( (\Sigma_i + \beta)(\varsigma) > \delta \) for sufficiently large \( \varsigma \) (for some appropriately chosen \( \delta \)). By continuous dependence on initial data, there exists an open interval of initial data containing \( (\Sigma_i + \beta)_0 \) such that the analog holds for each initial datum of this interval. Let \( (\Sigma_i + \beta)_{\text{pos}} \) denote the infimum of \( (\Sigma_i + \beta) \) of the maximally extended open interval. (This infimum exists because there exists an analogous maximally extended open interval comprising the small initial values of \( \Sigma_i + \beta \) which lead to \( (\Sigma_i + \beta)(\varsigma) < -\delta \).) By construction, the solution with initial datum \( (\Sigma_i + \beta)_{\text{pos}} \) must remain in \( U_i \) for all times, which implies that the \( \alpha \)-limit of this solution is \( \partial \mathcal{D}_i \). Accordingly, \( \partial \mathcal{D}_i \) is a possible \( \alpha \)-limit set of orbits in \( \mathcal{X} \).

To see that convergence to \( \partial \mathcal{D}_i \) is non-generic (in the sense stated in the theorem) we can invoke the Hartman-Grobman theorem for discrete flows (for the flow on \( \mathcal{H}_P \)); we obtain that \( \partial \mathcal{D}_i \) has the character of a saddle: There exists solutions that converge to \( \partial \mathcal{D}_i \), but generically, solutions are driven away from this cycle. Alternatively, we note that in order to converge to \( \partial \mathcal{D}_i \) a solution must satisfy

\[
(\Sigma_i + \beta)(0) = (\Sigma_i + \beta)_0 = \frac{2}{1 - w} \int_0^\infty e^{-\varsigma} \left[ w_i(s_i(\varsigma), s_j(\varsigma), s_k(\varsigma)) - v_- \right] d\varsigma,
\]

which is a direct consequence of (49). Since \( (\Sigma_i + \beta)_0 = o(1) \) as \( s_i \to 0 \) (and uniformly in \( s_j \)), there cannot exist an open neighborhood of \( P \) in \( \mathcal{H}_P \) such that solutions of the Poincaré map with initial data of that neighborhood possess \( P \) (i.e., \( \partial \mathcal{D}_i \)) as an \( \alpha \)-limit set. This completes the proof of the theorem. \( \square \)

The \( - \) cases

To simplify the analysis of the \( - \) cases, we require the matter model to satisfy a typical ‘genericity’ assumption which concerns the neighborhood of the isotropic state of the matter: We assume definiteness of the Hessian \( h \) of \( \psi \) at the Friedmann point (i.e., we exclude the cases (iii)-(iv) of Lemma 8). The matter models we discuss in Section 7 satisfy the required assumption automatically.

**Lemma 10.** In the \( - \) cases \( \mathbf{A}_- \), \( \mathbf{B}_- \), \( \mathbf{C}_- \), and \( \mathbf{D}_- \) the fixed point \( F \) is a hyperbolic saddle with a two-dimensional stable and a two-dimensional unstable manifold.

**Proof.** In terms of the coordinates (43) on \( \mathcal{T} \), the fixed point \( F \) is given by \( (\Sigma_1, \Sigma_2, \Sigma_3) = (0, 0, 0) \) and \( (t_i, t_j) = (\bar{t}_i, \bar{t}_j) \), where \( (\bar{t}_i, \bar{t}_j) \) is the (single) critical point of the (positive) function \( \psi \) on \( \mathcal{T} \), see (44). Using that \( \psi = 0 \) on \( \partial \mathcal{T} \) (which we prove below) it follows that \( (\bar{t}_i, \bar{t}_j) \) is a global maximum of \( \psi \). Therefore, at least for a matter model with a generic characteristic function \( \psi \), the Hessian \( h \) of \( \psi \) at \( (\bar{t}_i, \bar{t}_j) \) is negative definite. Part (ii) of Lemma 8 then implies the statement we have wished to prove. It remains to show that \( \psi \to 0 \) as \( \partial \mathcal{T} \) is approached. To this end we use the representation (45) of the rescaled matter quantities and the fact that \( v_- > w > v_+ \), which holds by assumption, cf. (28). Then there exists some \( \epsilon > 0 \) such that for all \( t_j \) there exists \( T > 0 \) and

\[
\frac{\partial}{\partial t_i} \log \psi = \frac{w_i - w}{2} \geq \epsilon, \quad \frac{\partial}{\partial t_i} \log \psi = \frac{w_i - w}{2} \leq -\epsilon
\]

for all \( t_i < -|T| \) and \( t_i > T \) respectively. Consequently, \( \log \psi \to -\infty \) and thus \( \psi \to 0 \) as \( t_i \to \pm\infty \). Hence \( \psi = 0 \) on \( \partial \mathcal{T} \). \( \square \)
Theorem 3 (Future and past asymptotics). Let $\gamma \in \mathcal{X}\setminus F$ be an orbit of the dynamical system (11). In the $-\$ cases $A_-, B_-, C_-$, and $D_-$, one of the following possibilities occurs:

- $\alpha(\gamma)$ is a fixed point on $\partial X$ and $\omega(\gamma)$ is a fixed point on $\partial X$; this is the generic case;
- $\alpha(\gamma)$ is a fixed point on $\partial X$ and $\omega(\gamma) = F$;
- $\alpha(\gamma) = F$ and $\omega(\gamma)$ is a fixed point on $\partial X$.

Table 2 gives a complete list of the fixed points on $\partial X$ together with the number of orbits that converge to the particular points.

Proof. The theorem is essentially proved by repeating the first two steps of the proof of Theorem 2. The main difference is the character of the fixed point $F$, which is described in Lemma 10. Note that on $\partial C_1 \cup \partial C_2 \cup \partial C_3$ (which is the relevant part of $\partial X$ where $\alpha(\gamma)/\omega(\gamma)$ must reside) there do not exist any structures (like periodic orbits or heteroclinic cycles) that qualify as possible $\alpha$/-$\omega$-limits except the fixed points of Table 2.

Interpretation of Theorem 3 and conclusions. Theorem 3 (in conjunction with the results of Table 2) entails that in each of the $-$ cases, generic solutions converge to fixed points on the Kasner circle(s) as $\tau \to -\infty$, which implies that the past attractor of the dynamical system (11) is located on the Kasner circle(s). Therefore, each generic Bianchi type I model with anisotropic matter, where the matter is supposed to satisfy the requirements of the Kasner circle(s). Therefore, each generic Bianchi type I model with anisotropic matter, where the matter models discussed in Section 7, we obtain the following results: In the cases $A_-$ and $B_-$ the behaviour of generic solutions towards the future is $(\Sigma_i, \Sigma_j, \Sigma_k) \to \beta(2, -1, -1)$. In case $C_-$, generic solutions converge to a Kasner solution towards the future. However, there is only a subset of Kasner solutions that qualify as possible future asymptotic states; it is only those Kasner solutions with $\max \Sigma_i > 2/\beta$ (which corresponds to $\max p_i > (2 + \beta)/(3\beta)$ when written in terms of the Kasner exponents) that come into question. This set of Kasner solutions that qualify as future asymptotic states becomes larger with decreasing $\beta$. Finally, in the case $D_-(\beta \leq -2)$, generic solutions converge to Kasner solutions toward the future, and conversely, each Kasner solution occurs as a future asymptotic state.

Remark. Theorem 2 (in conjunction with the results of Table 2) also implies that there exist (non-generic) Bianchi type I models whose asymptotic behaviour is quite different. In particular, in cases $A_-, B_-, C_-$, the orbits converging to $D_i$ as $\tau \to \infty$ give rise to solutions whose asymptotic behaviour toward the future is characterized by $(\Sigma_i, \Sigma_j, \Sigma_k) \to \beta(-1, 1/2, 1/2)$. If $\#D_i = 1$, this behaviour is non-generic; however, for matter models whose properties are such that $\#D_i > 1$, this asymptotic behaviour is shared by a generic set of solutions. The most interesting non-generic behaviour concerns isotropization: There exist non-generic solutions (a one-parameter set) that isotropize toward the past, and non-generic solutions (a one-parameter set) that isotropize toward the future.

Remark. In Section 4 we have seen that the $-$ cases $A_-, B_-, C_-$ (and the special case $\beta = -2$ of case $D_-$) are compatible with the energy conditions. However, despite this fact the assumptions of the $-$ cases are representative of a matter model that is rather unconventional. This is due to the fact that the isotropic state of the matter is not energetically favorable and thus unstable (cf. the proof of Lemma 10, where we showed that the Hessian $\mathcal{H}$ of $\psi$ is negative definite at the coordinates of $F$).
Figure 7: A schematic depiction of the projection onto the Kasner disc of interior orbits. By abuse of notation, we use the same letter to denote a fixed point and its projection onto the Kasner disc. The center of the disc is the projection of the fixed point F (which represents the isotropic solution). Generic orbits are in bold. In the cases \( B_\pm/C_\pm \), the dashed lines represent the heteroclinic cycles/network. In the case \( B_\pm \), the heteroclinic network could also attract orbits as \( \tau \to -\infty \) (not depicted). In the case \( A_- \), there are Kasner states which act both as \( \alpha \)- and \( \omega \)-limit of interior orbits.

**The case \( A_0 \)**

The case \( A_0 \) represents a bifurcation between the + cases and the − cases. The analysis of this case is difficult for several reasons, the most obvious being the fact that center manifold analysis becomes ubiquitous, since several fixed points possess large center subspaces. Another problem is the fact that the asymptotic behaviour of the function \( \psi(s_1, s_2, s_3) \) as \( (s_1, s_2, s_3) \to \partial T \) is undetermined by the assumptions of case \( A_0 \); there are several alternatives: \( \psi \to 0, \psi \to \infty, \psi \) might converge to some positive number, or \( \psi \) might not be convergent at all as \( (s_1, s_2, s_3) \to \partial T \).

Our expectation is that—under consistent assumptions on the behaviour of the function \( \psi \) on \( \overline{T} \)—the subcase \( A_{0+} \) resembles the case \( A_+ \), and the subcase \( A_{0-} \) resembles the case \( A_- \). However, a careful analysis is required to establish these vague expectations as facts; this goes beyond the scope of the present paper.
7 Anisotropic matter models

In this section we present in detail three important examples of matter models to which one can apply the main results of this paper: Collisionless matter, described by the Vlasov equation, elastic matter, and magnetic fields. For a general introduction to collisionless matter and the Vlasov-Einstein system we refer to [1, 17]; the Bianchi type I case is discussed in detail in [6]. For a thorough discussion on the general relativistic theory of elasticity we refer to [2, 4, 9, 10, 20]; we will confine ourselves to deriving the energy-momentum tensor of elastic bodies.

7.1 Collisionless matter

Consider an ensemble of particles with mass $m$ that move along the geodesics of a spacetime $(M, \bar{g})$. (The geodesic motion of the particles reflects the condition of absence of any interactions other than gravity; in particular, collisions are excluded.) The ensemble of particles is represented by a distribution function (‘phase space density’) $f \geq 0$, which is defined on the mass shell, i.e., on the subset of the tangent bundle given by $\bar{g}(v, v) = -m^2$, where $v$ denotes the (future directed) four momentum. If $(t, x^i)$ is a system of coordinates on $M$ such that $\partial_t$ is timelike and $\partial_{x^i}$ is spacelike, then the spatial coordinates $v^i$ of the four momentum are coordinates on the mass shell, and we can regard $f$ as a function $f = f(t, x^i, v^j)$, $i, j = 1, 2, 3$. The distribution function $f$ satisfies the Vlasov equation

$$\partial_t f + \frac{v^j}{\sqrt{\bar{g}}} \partial_{x^j} f - \frac{1}{\sqrt{\bar{g}}} \Gamma^\mu_{\rho\sigma} v^\rho v^\sigma \partial_v f = 0 ,$$

(50)

where $v^0 > 0$ is determined in terms of the metric $\bar{g}_{\mu\nu}$ and the spatial coordinates $v^i$ of the momentum via the mass shell relation $\bar{g}_{\mu\nu} v^\mu v^\nu = -m^2$. The energy-momentum tensor is defined as

$$T^\mu\nu = \int f v^\mu v^\nu \sqrt{|\det \bar{g}|} |v_0|^{-1} \, dv^1 \, dv^2 \, dv^3 .$$

(51)

In the definition of a Bianchi type I solution of the Einstein-Vlasov system, where we use the notation and conventions of Section 2, $f$ is assumed to be independent of $x^i$ and so (50) takes the form

$$\partial_t f + 2k^2 x^j \partial_{v^j} f = 0 .$$

(52)

It is well known, see, e.g., [12, 13, 16, 14], that the general solution of (52) is given by

$$f = f(t, v^j) = f_0(v_j) ,$$

(53)

where $f_0$ is an arbitrary function which corresponds to the initial data; usually, $f_0$ is assumed to be compactly supported, so that the integral (51) is well defined. Using the spatial metric $g_{ij}$, cf. (1), we may replace $\det \bar{g}$ by $\det g$ in (51) and we can write $|v_0| = \sqrt{m^2 + g_{ij} v^i v^j}$.

Accordingly, equation (51) means that the energy-momentum tensor is given as a function of the spatial metric $g_{ij}$ (which depends on the initial data $f_0$); we have thus verified Assumption 1 for collisionless matter (in Bianchi type I). If $f_0$ satisfies the symmetry requirement

$$f_0(v_1, v_2, v_3) = f_0(-v_1, -v_2, v_3) = f_0(-v_1, v_2, -v_3) = f_0(v_1, -v_2, -v_3) ,$$

and the metric is diagonal, then the energy-momentum tensor $T^\nu_\nu$ is diagonal as well, which proves that Assumption 2 is satisfied. Therefore, the Bianchi type I Einstein-Vlasov system admits the class of diagonal models as solutions, cf. the remarks at the end of Section 2.

The rescaled principal pressures are given by

$$w_i = \frac{s_i \int f_0 v_i^2 \left[ \frac{m^2}{x} + \sum_k s_k v_k^2 \right]^{1/2} \, dv_1 \, dv_2 \, dv_3}{\int f_0 \left[ \frac{m^2}{x} + \sum_k s_k v_k^2 \right]^{1/2} \, dv_1 \, dv_2 \, dv_3} = \frac{s_i \int f_0 v_i^2 \left[ \sum_k s_k v_k^2 \right]^{-1/2} \, dv_1 \, dv_2 \, dv_3}{\int f_0 \left[ \sum_k s_k v_k^2 \right]^{1/2} \, dv_1 \, dv_2 \, dv_3} .$$

(54)
when we assume that the particles have zero mass (see, however, the remark at the end of this section). As a consequence, Assumption 3 holds with

\[ w = \frac{1}{3}, \tag{55} \]

and (7) takes the form

\[ \rho = \rho(n, s_1, s_2, s_3) = n^{4/3}(s_1s_2s_3)^{-1/6} \int f_0 \left[ \sum_k s_k v_k^2 \right]^{1/2} dv_1 dv_2 dv_3. \tag{56} \]

Taking the limit \( s_i \to 0 \) in (54) we find that

\[ w_i = v_- = 0, \quad w_j = \frac{s_j \int f_0 v_j^2 [s_j v_j^2 + s_k v_k^2]^{-1/2} dv_1 dv_2 dv_3}{\int f_0 [s_j v_j^2 + s_k v_k^2]^{1/2} dv_1 dv_2 dv_3}, \quad w_k = 1 - w_j \tag{57} \]

on \( \Omega \), i.e., Assumptions 4–6 are satisfied (with \( v_- = 0 \)). In order to make contact with (20a') we identify \( I \) with \( f_0 \) and define

\[ u[I](z_1, z_2, z_3) := \frac{z_1 \int f_0 (v_1, v_2, v_3) v_1^2 \left[ \sum_k z_k v_k^2 \right]^{-1/2} dv_1 dv_2 dv_3}{\int f_0 (v_1, v_2, v_3) \left[ \sum_k z_k v_k^2 \right]^{1/2} dv_1 dv_2 dv_3} \tag{58} \]

for all \( f_0 \) and \((z_1, z_2, z_3) \in \Omega\). Using that \( I(\sigma) = f_0 \circ \sigma \) it is straightforward to show that (20a') holds, i.e., \( w_i = u[I(\sigma^{-1})] \circ \sigma_i \) leads to (54). The function \( u_i(s) \) of Definition 1 can be read off easily; equation (57) thus corresponds to (22') with \( v_- = 0, v_+ = 1 \); cf. also (21). We conclude that \( \beta = 1 \), i.e., an ensemble of massless collisionless particles constitutes an anisotropic matter model that is of class \( B_+ \).

Finally we note that Assumption 7 is satisfied as well. One can show that \( u_i(s) \) (which replaces \( v(s) \) in (34)) is strictly monotonically increasing, hence there exists only one solution of (33) and thus only one fixed point on \( D_1 \), i.e., \( \#D_1 = 1 \). Analogously, one can convince oneself that Assumption 8 holds.

**Remark.** If we consider ensembles of collisionless particles with positive mass, \( m > 0 \), \( w_i \) and \( w \) are functions of \((s_1, s_2, s_3)\) and an additional scale, which can be taken to be \( x \) or \( n = (\det g)^{-1/2} \) (where we recall that \( x = n^{2/3}(s_1s_2s_3)^{-1/3} \)). In [6], \( x \) is replaced by \( z = m^2/(m^2 + x) \). In Section 8 we will show that the analysis of this paper carries over straightforwardly to this more general situation (the main reason being that the length scale is a monotone function).

### 7.2 Magnetic fields

For an electromagnetic field represented by the antisymmetric electromagnetic field tensor \( F_{\mu\nu} \) the energy-momentum tensor is given by

\[ T^{\mu}_{\nu} = -\frac{1}{4\pi} \left( F^\alpha_{\mu} F^\alpha_{\nu} - \frac{1}{4} \delta^\alpha_{\nu} F^\beta_{\alpha} F^\alpha_{\beta} \right). \]

The equations for the field are the Maxwell equations

\[ \nabla_{\mu} F^{\mu\nu} = 0, \quad \nabla_{[\nu} F_{\mu\nu]} = 0. \]
Consider specifically a purely magnetic field in a Bianchi type I spacetime with metric (1) that is aligned along, say, the third axis. In this case the electromagnetic field tensor takes the form

\[ F_{\mu\nu} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & K & 0 \\ 0 & -K & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \]

where \( K \) determines the magnetic field: \( B^1 = 0, B^2 = 0, B^3 = K(g^{11}g^{22}g^{33})^{1/2}. \) For a diagonal metric, the Maxwell equations imply that \( K \) is a constant; hence the energy density \( \rho \),

\[ \rho = \frac{1}{8\pi} g^{11}g^{22}K^2, \]

is a function of the metric (which depends on the initial data for the magnetic field). Furthermore, \( T_{\nu}^{\mu} \) is diagonal and

\[ T_1^1 = T_2^2 = \rho, \ T_3^3 = -\rho. \] (59)

Accordingly, Assumptions 1 and 2 are satisfied and diagonal models exist. It follows from (59) that \( w_1 = 1, w_2 = 1, w_3 = -1, \) and \( w = 1/3. \) For these normalized anisotropic pressures all the remaining assumptions are satisfied straightforwardly and we have \( v_− = 1, v_+ = 1 \) and thus

\[ \beta = -2. \]

Therefore, in our classification, the asymptotic behaviour is of type \( \text{D}_-. \)

The conclusions are identical if we add an electric field parallel to the magnetic field. The Maxwell equations show that \( E^1 = E^2 = 0 \) and \( E^3 = L(g^{11}g^{22}g^{33})^{1/2}, \) where \( L = \text{const}. \) The energy density becomes \( 8\pi \rho = g^{11}g^{22}(K^2 + L^2), \) the energy-momentum tensor remains a functional of the metric, and (59) and its consequences remain valid.

Remark. The magnetic field considered in [11] is not aligned with one axis and thus not included in our analysis. In fact, when not aligned, the magnetic field has to rotate and its dynamics becomes non-trivial and has to be added to the system of equations; in addition, the energy-momentum tensor is no longer diagonal.

### 7.3 Elastic matter

In elasticity theory, an elastic material in a completely relaxed state is represented by a three-dimensional Riemannian manifold \((N, \gamma), \) the material space, where the points of \( N \) identify the particles of the material (in the continuum limit) and \( \gamma \) measures the distance between the particles in the completely relaxed state; let us denote by \( X^A, \ A = 1, 2, 3, \) a system of local coordinates on \( N. \) The coordinates on the spacetime \((M, \bar{g}), \) on the other hand, are denoted by \( x^\mu, \ \mu = 0, \ldots, 3. \) The state of the elastic material is described by the configuration function \( \psi, \) which is a (smooth) map

\[ \psi : M \rightarrow N, \quad x^\mu \mapsto X^A = \psi^A(x^\mu), \]

such that the kernel of the deformation gradient \( T\psi : TM \rightarrow TN \) is generated by a (future-directed unit) timelike vector field \( u, \) i.e., \( \ker T\psi = \langle u \rangle \) or \( u^\mu \partial_\mu \psi^A = 0. \) The vector field \( u \) is the matter four-velocity; by construction, \( \psi^{-1}(p) \) (i.e., the world-line of the particle \( p \in N \)) is an integral curve.

The pull-back of the material metric by the map \( \psi \) is the relativistic strain tensor

\[ h_{\mu\nu} = \partial_\mu \psi^A \partial_\nu \psi^B \gamma_{AB}; \]
since \( h_{\mu\nu} u^\nu = 0 \), \( h \) represents a tensor in the orthogonal complement \( \langle u \rangle^\perp \) of \( u \) in \( TM \). \( h_{\mu\nu} \) is a Riemannian metric on \( \langle u \rangle^\perp \), hence \( h_{\mu\nu} \) has three positive eigenvalues \( h_1, h_2, h_3 \). Note also that \( \mathcal{L}_u h_{\mu\nu} = 0 \), i.e., \( h \) is constant along the matter flow.

The material is unstrained at the point \( x \) iff \( h_{\mu\nu} = g_{\mu\nu} \) holds \( x \), where

\[
g_{\mu\nu} = \bar{g}_{\mu\nu} + u_\mu u_\nu
\]
is the Riemannian metric induced by the spacetime metric \( \bar{g} \) on \( \langle u \rangle^\perp \). The scalar quantity

\[
n = \sqrt{\det g h} = \sqrt{h_1 h_2 h_3}
\]
is the \textit{particle density} of the material. This interpretation is justified by virtue of the continuity equation

\[
\nabla_\mu (nu_\mu) = 0.
\]

\textbf{Definition 3.} An elastic material in a Bianchi type I spacetime is said to be Bianchi type I symmetric iff \( \mathcal{L}_{\xi_i} h_{\mu\nu} = 0 \), where \( \xi_i, i = 1, 2, 3 \), are the Killing vectors of the spacetime. Furthermore, if the matter four velocity \( u \) is orthogonal to the surfaces of homogeneity, the elastic material is said to be non-tilted.

According to Definition 3 (and \( \mathcal{L}_u h_{\mu\nu} = 0 \)), the strain tensor of a Bianchi type I symmetric and non-tilted elastic material satisfies

\[
h_{00} = h_{0k} = 0, \quad h_{ij} = \text{const}.
\]
in the coordinates of (1). Consequently, \( h_{ij} = g^{ik} h_{jk} \) and thus \( h_1, h_2, h_3 \) depend only on \( t \).

A specific choice of elastic material is made by postulating a constitutive equation, i.e., the functional dependence of the (rest frame) energy density \( \rho \) of the material on the configuration map, the deformation gradient and the spacetime metric. An important class of materials is the one for which this functional dependence enters only through the principal invariants of the strain tensor. In this case we have

\[
\rho = \rho(q_1, q_2, q_3),
\]
where

\[
q_1 = \text{tr} h, \quad q_2 = \text{tr} h^2, \quad q_3 = \text{tr} h^3;
\]
since \( n^2 = (q_1^2 - 3q_1 q_2 + 2q_3)/6 \), one of the principal invariants can be replaced by the particle density \( n \). The materials described by (62) generalize the class of isotropic, homogeneous, hyperelastic materials from the classical theory of elasticity. In the following we shall refer to these material simply as elastic materials. The stress-energy tensor associated with these materials is obtained as the variation with respect to the spacetime metric of the matter action \( S_M = -\int \sqrt{|g|} \rho \). The general expression which results for the stress-energy tensor is

\[
T_{\mu\nu} = 2 \frac{\partial \rho}{\partial \bar{g}^{\mu\nu}} - \rho \bar{g}_{\mu\nu},
\]
which results in (3) for the metric (1).

In Bianchi type I symmetry, and assuming that the elastic material is non-tilted, it follows from (61) that the principal invariants of the strain are functions of the spatial metric \( g \) only, hence non-tilted elastic materials satisfy \textit{Assumption 1}. In the following we introduce a natural class of constitutive equations that are compatible with Assumptions 3–8 as well.

\textit{Remark.} There exist elastic materials which do not satisfy these assumptions. For instance, for the constitutive equation considered in [3], which was taken from [10], the rescaled matter quantities
(written in terms of the variables \(s_1, s_2, s_3\)) do not have a continuous extension to the boundary \(\partial \mathcal{T}\) of the space \(\mathcal{T}\). Therefore, strictly speaking, the analysis of this paper does not apply to this class of materials. However, the reason for this problem is that the variables \((s_1, s_2, s_3)\) are ill-adapted to this particular constitutive equation; replacing the ‘triangle variables’ \((s_1, s_2, s_3)\) by ‘hexagon variables’, cf. [3], remedies this deficiency and Assumptions 3–8 hold w.r.t. this alternative formulation of the problem. The dynamics of the elastic matter models investigated in [3] seems considerably more complicated than the dynamics of the matter models considered in this paper; however, modulo the necessary reformulation of the problem, it appears that the models of [3] are of type \(\beta = 2\).

We consider elastic materials whose constitutive equation depends only on the number density \(n\) and the dimensionless shear scalar \(s\) defined by

\[
s = \frac{q_1}{n^{2/3}} - \frac{3}{2} \left( \frac{\mathcal{A}(h_1, h_2, h_3)}{\mathcal{G}(h_1, h_2, h_3)} - 1 \right),
\]

where \(\mathcal{A}\) and \(\mathcal{G}\) denote the arithmetic and geometric mean functions, respectively. The fundamental inequality \(\mathcal{A}(a_1, a_2, a_3) \geq \mathcal{G}(a_1, a_2, a_3)\), which holds for all real non-negative numbers \(a_1, a_2, a_3\), with equality iff \(a_1 = a_2 = a_3\), see [5], implies that \(s \geq 0\) and \(s = 0\) iff \(h_1 = h_2 = h_3\). Thus the shear scalar \(s\) measures deviations from isotropy. Using the requirement \(\rho = \rho(n, s)\) in (63) leads to

\[
T_{\mu \nu} = \rho u_\mu u_\nu + \left( \frac{\partial \rho}{\partial n} - \rho \right) g_{\mu \nu} + \frac{2}{n^{2/3}} \frac{\partial \rho}{\partial s} \left( h_{\mu \nu} - \frac{1}{3} q_3 g_{\mu \nu} \right).
\]

We restrict ourselves to constitutive equations of the *quasi Hookean* form

\[
\rho = \tilde{\rho}(n) + \mu(n) f(s),
\]

where \(\tilde{\rho}(n)\) is the *unsheared energy density* and \(\mu(n)\) the *modulus of rigidity*. For such a constitutive equation we obtain

\[
T_{\mu \nu} = \rho u_\mu u_\nu + p g_{\mu \nu} + \frac{2 \tilde{\rho}(n)}{n^{2/3}} f'(s) \left( h_{\mu \nu} - \frac{1}{3} q_3 g_{\mu \nu} \right).
\]

Here, \(p\) denotes the isotropic pressure \(\rho\), which is given by

\[
p = \tilde{\rho}(n) + \nu(n) f(s), \quad \tilde{\rho} = n^2 \frac{d}{dn} \left( \frac{\tilde{\rho}}{n} \right), \quad \nu = n^2 \frac{d}{dn} \left( \frac{\tilde{\mu}}{n} \right).
\]

The quantity \(\tilde{\rho}(n)\) is the *unsheared pressure*. Note that if the constitutive equation (65) depends only on \(n\), i.e., if \(f(s) \equiv 0\), then the elastic material reduces to a perfect fluid with energy density \(\tilde{\rho}\) and pressure \(\tilde{p}\).

To specify the functions \(\tilde{\rho}\) and \(\mu\) in the constitutive equation (65) we postulate a linear equation of state between the unsheared pressure and the unsheared energy density, i.e., \(\tilde{\rho} = a \tilde{p}\), and a linear equation of state between the modulus of rigidity and the unsheared pressure, i.e., \(\mu = b \tilde{p}\). By (67) this is equivalent to setting

\[
\tilde{\rho} = \rho_0 n^{a+1}, \quad \tilde{\mu} = \rho_0 ab n^{a+1}
\]

for some constant \(\rho_0 > 0\). Accordingly, the density \(\rho\) and the pressure \(p\) take the form

\[
\rho = \rho_0 n^{a+1} \left( 1 + ab f(s) \right), \quad \text{and} \quad p = \rho p
\]

and the stress-energy tensor (66) becomes

\[
T_{\mu \nu} = \rho \left[ u_\mu u_\nu + ag_{\mu \nu} + 2(3 + s) \frac{ab f'(s)}{1 + ab f(s)} \left( h_{\mu \nu} - \frac{1}{3} q_3 g_{\mu \nu} \right) \right].
\]
\((A1)\) \(a \in [-1, 1]\), \(ab \geq 0\).

\((A2)\) \(f(s) \geq 0\) and \(f(s) = 0\) if and only if \(s = 0\).

\((A3)\) \(f'(s) > 0\).

Conditions \((A1)\) and \((A2)\) imply that the energy density is non-negative and has a global minimum at zero shear. Condition \((A3)\) then corresponds to the (physically reasonable) assumption that the rest energy of the body is an increasing function of the shear.

**Remark.** If \(b = 0\), the modulus of rigidity \(\mu\) vanishes and the elastic matter reduces to a perfect fluid with linear equation of state \(p = ap\). If \(a = 0\) (so that \(p = 0\)), the choice of \(b\) is irrelevant, since \(ab = 0\); this is clear because shear cannot occur for dust.

Denoting by \(w_i\) the rescaled principal pressures, equation (69) leads to

\[
 w_i = \frac{p_i}{\rho} = a + 2 (3 + s) \frac{ab f'(s)}{1 + ab f(s)} \left( \frac{h_i}{q_1} - \frac{1}{3} \right),
\]

\((70)\)

\((A4)\) We assume that \(\sup_{z>0} Q(z) < \infty\) and that the limit \(Q_{\infty} := \lim_{z \to \infty} Q(z)\) exists.

For elastic matter that is Bianchi type I symmetric and non-tilted the relativistic strain is given by (61). We assume that \(h_{ij}\) (which plays the role of the initial data for the matter) is diagonal; by scaling the spatial coordinates we can achieve \(h_{ij} = \delta_{ij}\). Substituting into (69) it follows immediately that \(T^i_j(t_0)\) is diagonal (since \(g_{ij}(t_0)\) is diagonal), hence \(T^i_j\) remains diagonal for all times by the evolution equations \((2a)\). Therefore, the class of diagonal Bianchi type I models with elastic matter is well-defined, cf. the remarks at the end of Section 2.

Using \(h_{ij} = \delta_{ij}\) we further obtain

\[
 h_1 = g^{11}, \quad h_2 = g^{22}, \quad h_3 = g^{33}, \quad q_1 = x, \quad n = (\det g)^{-1/2},
\]

\((71a)\)

and therefore

\[
 s = \frac{x}{n^{2/3}} - 3 = (s_1 s_2 s_3)^{-1/3} - 3.
\]

\((71b)\)

Inserting \((71)\) into \((70)\) we find

\[
 w_i(s_1, s_2, s_3) = a + 2 \left( s_i - \frac{1}{3} \right) Q(s),
\]

\((72)\)

and \(w = a\). This shows that the elastic materials under consideration satisfy Assumption 3. Furthermore, by \((A4)\), the functions \(w_i\) can be extended to \(\partial \mathcal{C}\); on \(\mathcal{C}\) we obtain

\[
 w_i = a - \frac{2}{3} Q_{\infty}, \quad w_j = a + 2 \left( s_j - \frac{1}{3} \right) Q_{\infty}, \quad w_k = a + 2 \left( s_k - \frac{1}{3} \right) Q_{\infty};
\]

hence Assumptions 4–6 hold as well, where \(v_\pm = a - 2Q_{\infty}/3\). Evidently, the rescaled pressures are of the form \((20a)\) with

\[
 v(z_1, z_2, z_3) = a + 2 \left( z_1 - \frac{1}{3} \right) Q_{\infty};
\]

the function \(v(s)\) is given by \(v(s) = a + 2(s - 1/3)Q_{\infty}\), see \((20b)\); cf. also \((22)\). We find that

\[
 v_- = a - \frac{2}{3} Q_{\infty}, \quad v_+ = a + \frac{4}{3} Q_{\infty}, \quad \text{and} \quad \beta = \frac{4Q_{\infty}}{3(1 - a)}.
\]

\((73)\)
(A1)–(A4) imply that \( \beta > 0 \), i.e., elastic models are anisotropic models of the + type (\( \mathbf{A}_+ \), \( \mathbf{B}_+ \), \( \mathbf{C}_+ \), or \( \mathbf{D}_+ \)) or of the \( \mathbf{A}_0 \) type. However, the latter case occurs only if \( Q_\infty = 0 \), which implies that \( v(s) \equiv w = a \), which is the special subcase of \( \mathbf{A}_0 \) introduced in Assumption 7. It is easy to see from the linearity of the function \( v(s) \) that Assumption 7 is satisfied for all values of \( Q_\infty \). In particular, there exists only one solution of (33) and thus only one fixed point on \( \mathcal{D}_1 \), i.e., \( \# \mathcal{D}_1 = 1 \).

Remark. Assumption (A3) excludes the possibility \( Q_\infty < 0 \), hence neither of the \(-\) cases can occur for the elastic materials. A formal way to obtain an elastic material that is of type \(-\) would be to allow \( f' < 0 \); this is unphysical, however, since it implies that the rest energy of the elastic body has a maximum at zero shear (instead of a minimum).

It remains to check the validity of Assumption 8. By (72), the equations \( w_i = a \ \forall i \) are satisfied only if \( s_1 = s_2 = s_3 = 1/3 \) (i.e., at the center of \( \mathcal{T} \)) or at points \( (s_1, s_2, s_3) \) where \( Q(s) = 0 \). By (A3), the latter equation has no solutions for finite values of \( s \) (i.e., in \( \mathcal{T} \)), hence Assumption 8 holds.

Remark. It is immediate from (72) that the dominant energy condition is satisfied if

\[
\text{(A5) } \sup_{z > 0} Q(z) \leq A(a) := \min \left\{ \frac{4}{3}(1 - a), \frac{4}{3}(1 + a) \right\}.
\]

Clearly, \( 0 \leq A(a) \leq 1 \); \( A(a) = 0 \) if and only if \( a = \pm 1 \), while \( A(a) = 1 \) if and only if \( a = -1/3 \). If in addition \( a \geq -1/3 \) holds, then the strong energy condition is also satisfied; note in particular that the validity of the strong energy condition does not impose any condition on the constant \( b \).

Example (John materials). \( f(s) = \delta \). This class of elastic materials was introduced in [20]. In this case \( Q_\infty = 1 \), hence \( \beta = 4/[3(1 - a)] \) by (73). Consequently, this class of materials is of type \( \mathbf{A}_+ \) if \( a \in [-1, -1/3] \), of type \( \mathbf{B}_+ \) if \( a = -1/3 \), of type \( \mathbf{C}_+ \) if \( a \in (-1/3, 1/3) \), and of type \( \mathbf{D}_+ \) if \( a \geq 1/3 \). Condition (A5) is satisfied if and only if

\[
a = -\frac{1}{3}, \quad -1 \leq b < 0,
\]

i.e., in case \( \mathbf{B}_+ \).

Example (Logarithmic materials). \( f(s) = \log(\varepsilon + s) - \log \varepsilon \) with \( \varepsilon > 0 \); for simplicity, \( \varepsilon = 3 \). Since \( Q_\infty = 0 \), these materials are of type \( \mathbf{A}_0 \) where \( v(s) \equiv w = a \). Condition (A5) reads

\[
ab \leq A(a),
\]

hence these materials satisfy the dominant energy condition if \( b \) is sufficiently small (\( a \neq \pm 1 \)).

Example (Power-Law materials). \( f(s) = (\varepsilon + s)^{-\lambda} - \varepsilon^{-\lambda} \) with \( \varepsilon > 0 \) and \( \lambda > 0 \); for simplicity, \( \varepsilon = 3 \). In this case \( Q_\infty = \lambda \), hence \( \beta = 4\lambda/[3(1 - a)] \) by (73). Consequently, this class of materials is of one of the types \( \mathbf{A}_+, \mathbf{B}_+, \mathbf{C}_+, \) or \( \mathbf{D}_+ \), depending on the values of \( a \) and \( \lambda \). Since \( \sup_{z > 0} Q(z) = \lambda \min\{1, ab 3^{\lambda}\} \), condition (A5) is satisfied if

\[
3^{-\lambda} \leq ab \leq \frac{3^{-\lambda}}{\lambda} A(a) \quad \text{or if } \quad (ab \leq 3^{-\lambda}) \wedge (\lambda \leq A(a)).
\]

This condition reduces to (74) if \( \lambda = 1 \); while (76) is never satisfied if \( \lambda > 1 \), it holds for a certain range of \( a \) and \( b \), if \( \lambda < 1 \). For instance, with \( a = 1/3 \) we have \( A(a) = 1/2 \) and (76) reads \( b \leq \sqrt{3}, \lambda \leq 1/2 \).

8 Concluding remarks

In this paper we have discussed the dynamics of Bianchi type I solutions of the Einstein equations with anisotropic matter. The focus of our analysis has been the asymptotic behaviour of solutions
in the limit of late times and toward the initial singularity. The matter model was not specified explicitly, but only through a set of mild assumptions that are motivated by basic physical considerations. In this way, our analysis applies to a wide variety of anisotropic matter models including matter models as different from each other as collisionless matter, elastic materials and magnetic fields.

A basic assumption on the matter model was to require that the isotropic pressure $p$ and the density $\rho$ obey a linear equation of state $p = w\rho$, where $w = \text{const} \in (-1, 1)$, see Assumption 3. It is important to note, however, that this assumption is not necessary. On the contrary, based on the results derived in this paper it is relatively simple to treat nonlinear equations of state. Let us elaborate. Assume that $\rho$ is given by a more general function instead of (7), i.e., $\rho = \rho(n, s_1, s_2, s_3)$. In this case we obtain from (5) that $w = w(n, s_1, s_2, s_3)$ and $w_i = w_i(n, s_1, s_2, s_3)$, $i = 1, 2, 3$; an interesting subcase is $\rho(n, s_1, s_2, s_3) = \varphi(n)\psi(s_1, s_2, s_3)$; here, $w = w(n) = (\partial \log \varphi/\partial n) - 1$ and $w_i = w_i(n, s_1, s_2, s_3)$ is given by (8), where $w$ is replaced by $w(n)$. The Einstein evolution equations, written in terms of the dynamical systems variables of Section 3, decouple into an equation for $H$ and a reduced system of equations for the remaining variables, where we can replace $x$ by $n$, since $x = n^{2/3}(s_1 s_2 s_3)^{-1/3}$. Accordingly, the dynamical system that encodes the dynamics is given by (11), which is supplemented by the equation $n' = -3n$. When we choose to compactify the variable $n$, i.e., when we replace $n$ by $N = n/(1 + n)$, the state space of this dynamical system is $\mathcal{X} \times \mathcal{T} \times (0, 1)$. If we assume an equation of state such that $w(N, s_1, s_2, s_3)$ and $w_i(N, s_1, s_2, s_3)$ possess well-defined limits as $N \to 0$ and $N \to 1$, we can extend the dynamical system to the boundaries $\mathcal{X}_0 = \mathcal{X} \times \mathcal{T} \times \{0\}$ and $\mathcal{X}_1 = \mathcal{X} \times \mathcal{T} \times \{1\}$ of the state space. The dynamical system on each of these boundary subsets coincides with the system (11) that we have discussed so extensively in this paper. Since the variable $N$ is strictly monotone, the asymptotic dynamics of solutions of the dynamical system is associated with the limits $N \to 0$ and $N \to 1$. Accordingly, asymptotically, the flow of the boundary subsets $\mathcal{X}_0$ and $\mathcal{X}_1$ (and thus the results of the present paper) constitute the key to an understanding of the dynamics of the more general problem with nonlinear equations of state.

It is conceivable that several of our assumptions can be relaxed (however, physics might disapprove), which could lead to interesting extensions of the results of this paper. For instance, if Assumption 8 is removed, then there exist several isotropic states of the matter and thus there might exist Bianchi type I solutions that isotropize both toward the past and toward the future. Assumption 1, on the other hand, could be replaced by the condition that the energy-momentum tensor depends not only on the spatial metric but also on the second fundamental form. In this way it is possible to extend the analysis to even larger classes of matter fields. This might lead to valuable generalizations of the results presented in this paper.

Acknowledgement

We gratefully acknowledge the hospitality of the Institut Mittag-Leffler. Also, we would like to thank an anonymous referee for useful suggestions. S. C. is supported by Ministerio Ciencia e Innovación, Spain (Project MTM2008-05271).

References

[1] H. Andrésen: The Einstein-Vlasov system/Kinetic theory. Living Rev. Relativity 8, lrr-2005-2 (2005). Online journal article, http://www.livingreviews.org/lrr-2005-2.

[2] R. Beig, B. G. Schmidt: Relativistic elasticity. Class. Quantum Grav. 20, 889–904 (2003)

[3] S. Calogero, J. M. Heinzle: Dynamics of Bianchi I elastic spacetimes. Class. Quantum Grav. 24, 5173–5201 (2007)
[4] B. Carter, H. Quintana: Foundations of general relativistic high-pressure elasticity theory. Proc. R. Soc. Lond. A. 331, 57–83 (1972)
[5] G. Hardy, J. E. Littlewood, G. Pólya: Inequalities. Cambridge University Press, Cambridge (1934)
[6] J. M. Heinzle, C. Uggla: Dynamics of the spatially homogeneous Bianchi type I Einstein-Vlasov equations. Class. Quantum Grav. 23 No. 10, 3463–3489 (2006)
[7] J. M. Heinzle, C. Uggla: Mixmaster: Fact and belief. Preprint (2009)
[8] J. M. Heinzle, C. Uggla, N. Röhr: The cosmological billiard attractor. Electronic archive: arXiv.org/gr-qc/0702141. To appear in Adv. Theor. Math. Phys. (2009)
[9] J. Kijowski, G. Magli: Relativistic elastomechanics as a Lagrangian field theory. Journal Geom. Phys. 9, 207–223 (1992)
[10] M. Karlovini, L. Samuelsson: Elastic stars in general relativity: I. Foundations and equilibrium models. Class. Quantum Grav. 20 No. 16, 3613–3648 (2003)
[11] V. G. LeBlanc: Asymptotic states of magnetic Bianchi I cosmologies. Class. Quantum Grav. 14 No. 8, 2281–2301 (1997)
[12] R. Maartens, S. D. Maharaj: Collision-free Gases in Bianchi Space-times. Gen. Rel. Grav. 22, 595–607 (1990)
[13] A. D. Rendall: Cosmic censorship for some spatially homogeneous cosmological models. Ann. Phys. 233, 82–96 (1994)
[14] A. D. Rendall: The initial singularity in solutions of the Einstein-Vlasov system of Bianchi type I. J. Math Phys. 37, 438–451 (1996)
[15] A. D. Rendall, C. Uggla: Dynamics of spatially homogeneous locally rotationally symmetric solutions of the Einstein-Vlasov equations. Class. Quantum Grav. 17 No. 22, 4697–4713 (2000)
[16] A. D. Rendall: Global properties of locally spatially homogeneous cosmological models with matter. Math. Proc. Camb. Phil. Soc. 118, 511–526 (1995)
[17] A. D. Rendall: An introduction to the Einstein-Vlasov system. Banach Center Publications 41, 35–68 (1997)
[18] A. D. Rendall: Partial Differential Equations in General Relativity. Oxford University Press, Oxford (2008)
[19] B. Saha: Bianchi type I universe with viscous fluid. Mod. Phys. Lett. A 20, 2127–2144 (2005)
[20] A. S. Tahvildar-Zadeh: Relativistic and non-relativistic elastodynamics with small shear strains. Ann. Inst. H. Poincaré, Phys. theor. 69, No. 3, 275–307 (1998)
[21] C. Uggla, R. T. Jantzen, K. Rosquist: Exact Hypersurface-Homogeneous Solutions in Cosmology and Astrophysics. Phys. Rev. D 51, 5522 (1995)
[22] J. Wainwright, G. F. R. Ellis: Dynamical systems in cosmology. Cambridge University Press, Cambridge (1997)