While the ability to measure low temperatures accurately in quantum systems is important in a wide range of experiments, the possibilities and the fundamental limits of quantum thermometry are not yet fully understood theoretically. Here we develop a general approach to low-temperature quantum thermometry, taking into account restrictions arising not only from the sample but also from the measurement process. We derive a fundamental bound on the minimal uncertainty for any temperature measurement that has a finite resolution. A similar bound can be obtained from the third law of thermodynamics. Moreover, we identify a mechanism enabling sub-exponential scaling, even in the regime of finite resolution. We illustrate this effect in the case of thermometry on a fermionic tight-binding chain with access to only two lattice sites, where we find a quadratic divergence of the uncertainty. We also give illustrative examples of ideal quantum gases and a square-lattice Ising model, highlighting the role of phase transitions.

1 Context and main results

Before we consider bounds that are imposed by limited experimental access, it is illustrative to consider the limitations imposed by the system itself. The resulting bounds are mostly based on the quantum Fisher information and provide a minimal variance for temperature estimation (under certain conditions exponentially at low temperatures [6–17]). In fact, this exponential scaling can be derived from very general arguments [18–21], based on the energy spectra of the sample and the probe, and could therefore appear to represent a fundamental limit on thermometry. However, it was recently shown that (using a measurement with infinite resolution) a sub-exponential scaling is possible in a system of strongly coupled harmonic oscillators [22]. This raises the question of what the fundamental limits to low-temperature quantum thermometry really are. In particular, when and how exponential scaling can be overcome. In addition to fundamental insight, addressing this question is also highly desirable given the importance of thermometry for quantum experiments [23].

With this goal in mind, we present a general approach to low-temperature quantum thermometry. In addition to the limitations imposed by the system itself, we consider a constraint on the measurement, namely that measurements can only have finitely many outcomes (implying finite resolution). Under this constraint alone, we derive a fundamental bound on quantum thermometry. Alternatively the same bound can in fact be recovered from the third law of thermodynamics, without making any assumptions on the measurements. More generally, our approach clearly identifies regimes featuring an exponentially diverging error, and those where sub-exponential scaling is possible even with finite measurement resolution. We show that the latter is possible in a physical system, namely a fermionic tight-binding chain with access to only two lattice sites. In this case, the uncertainty diverges only quadratically. Hence the same scaling as in the model of Ref. [22] is achieved, but here requiring only finite resolution. Furthermore, we apply our formalism to illustrative examples of ideal quantum gases and a square-lattice Ising model, highlighting the role of phase transitions.
that are specified below) \[18\]. For thermal states in the canonical ensemble, such a bound is derived by Paris in Ref. [24] (see also Ref. [25]) and reads

\[
\delta T^2 \geq \frac{1}{\nu} \left( \frac{k_B T^4}{\Delta^2} - \frac{\Delta}{T} \right) \equiv \frac{1}{\nu} \left( \frac{k_B T^2}{\Delta^2} - \frac{\Delta}{T} \right), \tag{1}
\]

where \(\nu\) denotes the number of independent measurements involved in the estimation, \(\hat{H}\) is the Hamiltonian, and \(C\) the heat capacity of the system. This bound holds for all systems and it is interesting to note that a classical calculation by Landau and Lifshitz yields the exact same result \[26\] (see also App. B). Even though Eq. (1) depends on the system of interest, we can use the third law of thermodynamics to obtain a bound that is system independent. To this end, we note that the heat capacity vanishes as \(T \to 0\) (the relations between vanishing heat capacities and the Nernst postulate are discussed below and in Ref. [27]). This directly implies that the relative error \(\delta T^2/T^2\) necessarily diverges as \(T \to 0\). We note that Eq. (1) implies that temperature can be measured precisely whenever the heat capacity diverges. This can happen at phase transitions and is illustrated below.

For any system with a finite energy gap \(\Delta\) between the ground and the first excited state, Eq. (1) implies that the absolute error in any temperature measurement diverges exponentially as absolute zero is approached (i.e., \(k_B T \ll \Delta\)) \[24\]

\[
\delta T^2 \geq \frac{1}{\nu} \frac{g_0 k_B T^4}{\Delta^2} e^{\beta \Delta}, \tag{2}
\]

where \(\beta = 1/(k_B T)\) denotes the inverse temperature and \(g_0\) \((g_1)\) the degeneracy of the ground \((\text{first excited})\) state. The exponentially diverging error is a consequence of the fact that for temperatures far below the lowest gap, the system is essentially in the ground state, irrespective of the exact value of \(T\). Such an exponentially diverging error was found in various studies on low-temperature thermometry (see, e.g., \[6–17, 19–22\]). In particular, Eq. (2) is the relevant bound if a weakly coupled, small probe is used to determine the temperature of the system (assuming that the energy of the probe can be measured projectively). In that case, the probe thermalizes with the system and, due to the weak coupling, is described by a thermal state determined by the probe Hamiltonian. Note that the degeneracy factors in Eq. (2) imply that it is beneficial to use a probe with a highly degenerate excited state as discussed in Ref. [21].

The bound in Eq. (2) seems to imply that measuring cold temperatures is exponentially difficult in general. However, this is not necessarily the case. To see this, we discuss the limitations of Eq. (2). The first limitation is the assumption of a finite gap between ground and excited state. While such a gap is strictly speaking always present as long as the system is of finite size, it can be far below any relevant energy scale (including the resolution of any energy measurement). For systems which can effectively be described by a continuous energy spectrum, the relevant bound thus cannot be given by Eq. (2), as the limit \(k_B T \ll \Delta\) cannot be achieved. This will be illustrated by several examples. In this case, one might be tempted to take a step back and resort to Eq. (1). For electronic systems for instance, the heat capacity usually vanishes linearly in \(T\) \[28\]. Equation (1) then implies that the error \(\delta T^2\) also vanishes linearly in \(T\). This brings us to the second limitation of Eqs. (1) and (2): the assumption of complete accessibility. The bound in Eq. (1) can be saturated when performing projective measurements of the system energy (in the large \(\nu\) limit) \[24, 29\]. This requires the possibility to experimentally distinguish between all (non-degenerate) eigenstates of the system Hamiltonian. For systems

Figure 1: Illustration of different low-temperature scalings of the smallest possible error in thermometry. Given a measurement, an energy can be associated to each outcome, corresponding to the most likely system energy given that outcome. These energies define a temperature-dependent spectrum \(E_m\) which in general differs from the spectrum of the system Hamiltonian. Left panel: as long as the ground-state energy does not exhibit a degeneracy lifting, the best achievable measurement error scales exponentially. Right panel: a degeneracy lifting of the ground-state as a function of temperature leads to polynomial scaling of the measurement error at low temperatures. Note that for the explicit scaling shown, we assumed that there is no term linear in \(T\) in the lowest gap for both panels.
that are effectively described by a continuous spectrum, this is a hopeless task as it requires an infinite resolution in energy.

While Eqs. (1) and (2) give lower bounds on any obtained error, they might thus be of little practical use when the temperature estimation is bounded by the experimental access (see also Ref. [30] for the influence of a limited detector resolution on the obtainable Fisher information). It is therefore highly desirable to have bounds on low-temperature thermometry that take into account limited access to the system. This includes the interesting scenario of determining temperature using a small probe that is coupled strongly to a large sample. In this case, the reduced state of the probe differs from a thermal state described by the probe Hamiltonian. As shown in Ref. [22], the bound in Eq. (2) (with $\Delta$ being the gap of the probe), can then be surpassed. This is possible because the total system (sample and probe) is gapless. For any total system that is not gapless, an exponential divergence according to Eq. (2) cannot be avoided [31].

The main goal of this work is to provide a detailed investigation of low-temperature thermometry under limited access, resulting in a number of novel bounds on the associated measurement error. To this end, we consider measurements with finitely many outcomes. One can then assign an energy as well as a probability to each measurement outcome. These quantities replace the energies and occupation probabilities of the Hamiltonian in Eq. (1) and define a spectrum which determines the error in the temperature estimation. The assumption of finite resolution implies that this spectrum cannot be treated as gapless. If the spectrum can be approximated as temperature-independent at low $T$, we immediately recover an exponentially diverging error analogous to Eq. (2), see Fig. 1 (a). However, the spectrum that is associated to the measurement is in principle temperature-dependent. This allows to overcome the exponential scaling of $\delta T^2$ by the following mechanism: Whenever the ground state exhibits a degeneracy at $T = 0$ which is lifted at finite temperatures, the error $\delta T^2$ scales polynomially as $T \to 0$, see Fig. 1 (b). In this work, we show that such a sub-exponential scaling can be observed using measurements with finite resolution. This occurs in a tight-binding chain with measurement access restricted to only two lattice sites, leading to the scaling $\delta T^2 \propto 1/T^2$. We note that the same scaling is also obtained in a system of strongly coupled harmonic oscillators using a measurement with infinite resolution [22].

The tight-binding chain provides an upper bound on the best possible scaling that can be physically achieved. Furthermore, we show that the restriction of finite resolution alone results in a fundamental lower bound on the precision of quantum thermometry. Interestingly, this bound turns out to be equivalent to the one implied by the third law of thermodynamics, and is less restrictive than the scaling we obtain for the tight-binding chain. While the relative error of any temperature measurement necessarily diverges, our bound in principle allows for the absolute error to vanish in the limit $T \to 0$. It is thus an open question whether there exists a physical system where temperature can be determined perfectly using measurements with finite resolution. We note that while in principle any measurement has a finite resolution, there may be scenarios where an infinite resolution can safely be assumed, i.e., where its associated spectrum is approximately gapless.

The rest of this paper is structured as follows: in Sec. 2, we introduce the relevant quantities and the applied formalism. The low-temperature bounds are then derived in Sec. 3, identifying the condition under which sub-exponential scaling can be achieved. In Sec. 4, we illustrate our results considering ideal quantum gases. In Sec. 4.1, we consider finite systems and show how they behave as infinite systems at elevated temperatures, illustrating the inadequacy of Eq. (2) for systems with small gaps. In Sec. 4.2, we discuss a tight-binding chain with restricted access, where polynomial scaling is achieved. We illustrate the effect of phase transitions on low-temperature thermometry in finite systems in Sec. 5. We conclude in Sec. 6 discussing a number of open questions.

2 Framework for temperature measurements

Here we consider the scenario where temperature is determined through a general quantum measurement described by a positive-operator valued measure (POVM) with $M$ elements $\tilde{\Pi}_m$. We note that POVMs provide the most general measurements in quantum theory [32]. They include scenarios where auxiliary systems interact in an arbitrary way with the system of interest as well as measurements that exploit quantum coherence [6, 9, 10, 33–39]. Each of the POVM elements corresponds to an outcome $m$ which will be observed with probability

$$p_m = \text{Tr} \{ \tilde{\Pi}_m \tilde{\rho}_T \} = \sum_n \frac{e^{-\beta E_n}}{Z} \langle n | \tilde{\Pi}_m | n \rangle, \quad (3)$$

where $\tilde{\rho}_T$ denotes the thermal state $\tilde{\rho}_T = e^{-\beta \hat{H}}/Z$ with $Z = \text{Tr} \{ e^{-\beta \hat{H}} \}$ and $\tilde{\Pi}|n\rangle = \hat{E}_m |n\rangle$. For simplicity, we consider the canonical ensemble. Extensions to the grand-canonical ensemble, including a temperature-dependent chemical potential, are discussed in App. A. Throughout, we consider the POVM elements to be temperature-independent.

The amount of information on temperature that is encoded in the probability distribution $p_m$ is given by
the Fisher information [18]
\[ F_T = \sum_{m=0}^{M-1} \frac{(\partial_T p_m)^2}{p_m}. \]  
(4)

We note that the Fisher information explicitly depends on the POVM. Through the Cramér-Rao bound, the Fisher information gives a lower bound on the variance of any unbiased estimator for \( T \) [40]
\[ \delta T^2 \geq \frac{1}{\nu F_T}, \]  
(5)

where \( \nu \) denotes the number of independent measurement rounds. This variance will serve as our quantifier for the uncertainty of the temperature measurement.

We now define an energy for each measurement outcome
\[ E_m = \frac{1}{\rho_m} \text{Tr}\{\hat{\Pi}_m \hat{H} \hat{\rho}_T\} = \frac{\sum_n \mathcal{E}_n e^{-\beta \mathcal{E}_n} \langle n | \hat{\Pi}_m | n \rangle}{\sum_n e^{-\beta \mathcal{E}_n} \langle n | \hat{\Pi}_m | n \rangle}, \]  
(6)

which can be interpreted as the optimal guess of the system energy (before the measurement) given the outcome \( m \). Note that if the POVM elements are projectors onto the eigenstates of the Hamiltonian, then the energies defined in Eq. (6) coincide with the eigenenergies of the system, i.e. \( E_m = \mathcal{E}_m \). The Fisher information can be written as the variance of the spectrum defined by Eqs. (3) and (6)
\[ F_T = \frac{1}{k_B T^2} \left[ \sum_{m=0}^{M-1} p_m E_m^2 - \left( \sum_{m=0}^{M-1} p_m E_m \right)^2 \right], \]  
(7)

where we used Eq. (4) with
\[ \partial_T p_m = \left( E_m - \sum_{n=0}^{M-1} \rho_n E_n \right) \frac{p_m}{k_B T^2}. \]  
(8)

As we discuss in detail below, defining the spectrum associated to a given POVM allows us to group the POVMs into different classes. These classes are defined through the thermal behavior of the low-energy spectrum and they lead to different bounds on the Fisher information. We stress that the energies \( E_m \) are only a convenient tool. Their definition does in no way influence the generality of the results.

A measurement independent quantity, the quantum Fisher information (QFI), can be obtained by maximizing the Fisher information over all possible POVMs. In the case of determining temperature (in the canonical ensemble), the optimal POVM corresponds to a projective measurement of the energy of the system and the QFI is determined by the variance of the system energy [24]
\[ F_T = \left( \frac{\hat{H}^2}{k_B T^4} - \langle \hat{H} \rangle^2 \right) \frac{k_B^2}{k_B T^4} = \frac{\partial_T^2 \ln Z}{k_B T^4} = \frac{\partial_T^2 \langle \hat{H} \rangle}{k_B T^4} = \frac{\partial_T S}{k_B T} \frac{\partial_T \langle \hat{H} \rangle}{k_B T^2}, \]  
(9)

where we have given the QFI in terms of different thermodynamic quantities for future reference and we introduced the von Neumann entropy \( S = -k_B \text{Tr}\{\hat{\rho}_T \ln \hat{\rho}_T\} \). We note that for thermal states, the von Neumann entropy unambiguously corresponds to the thermodynamic entropy [2, 41].

Using the definition of the heat capacity
\[ C = \frac{\delta Q}{dT} = T \partial_T S, \]  
(10)

where \( \delta Q \) is the infinitesimal amount of heat required for a temperature change of \( dT \), we can write the QFI as
\[ F_T = \frac{C}{k_B T^2}. \]  
(11)

We note that the heat capacity is usually defined at constant volume or pressure. The above relations hold no matter which quantity is being held constant as temperature is varied (i.e., if volume is held constant, \( C \) denotes the heat capacity at constant volume and similarly for any other choice). The last expression implies that temperature can be measured precisely when the heat capacity diverges. This can happen at phase transitions, where the heat capacity exhibits a singular behavior. Using phase transitions for thermometry has a long history [4, 23, 42] (think of the historical definition of the Celsius scale using the freezing and boiling points of water) and is illustrated below with the examples of Bose-Einstein condensation (where \( C \) exhibits a cusp) and the two-dimensional Ising model (where \( C \) diverges at the critical temperature).

From Eq. (10), one infers that the heat capacity vanishes as \( T \to 0 \) as long as the derivative \( \partial_T S \) remains finite. While the Nernst postulate only enforces the entropy to be constant at \( T = 0 \) (implying \( \partial_X S |_{T=0} = 0 \)) the assumption of a finite derivative \( \partial_T S \) is often included in the third law of thermodynamics [27]. This implies the following bound on the QFI
\[ \lim_{T \to 0} T^2 F_T \to 0. \]  
(12)

It follows that the relative error \( \delta T^2/T^2 \) in any temperature measurement has to diverge as absolute zero is approached [cf. Eq. (5)]. In addition to the unattainability principle of reaching absolute zero [43, 44], the third law thus implies an unattainability principle for precisely measuring temperatures close to absolute zero. We note that idealized scenarios (e.g., a free particle not constrained by any container) may result in finite heat capacities at \( T = 0 \). Equation (12) constitutes our first and weakest bound on low temperature thermometry. In the next section, we will give stronger bounds which are based on restrictions on accessibility.

We note that all considerations that are measurement independent, i.e. all above considerations based
on the QFI, can be reproduced by a classical calculation following Landau and Lifshitz [26]. For completeness, this derivation is reproduced in App. B.

3 Bounds on low temperature thermometry

To investigate bounds on low-temperature thermometry, we consider an arbitrary POVM with finitely many outcomes. This restriction is discussed in more detail at the end of this section and it implies that the spectrum $E_m$ is discrete. To find bounds on the Fisher information, we write the formal solution to Eq. (8) as

$$p_m = \frac{\sum_{n=0}^{M-1} e^{\int d\Delta_m(T) / (k_B T^2)}}{\sum_{n} e^{\int d\Delta_n(T) / (k_B T^2)}},$$

where $\Delta_m = E_m - E_0 \geq 0$. We now show how the low-temperature behavior of the spectrum $E_m$ leads to different bounds on the error in temperature estimation.

3.1 No degeneracy splittings

Let us first consider the case where the spectrum $E_m$ can be approximated as temperature independent at low $T$. In this case, the probabilities reduce to the Boltzmann form

$$p_m = \frac{g_m e^{-\beta \Delta_m}}{\sum_n g_n e^{-\beta \Delta_n}},$$

where the factors $g_m$ are the temperature-independent integration constants in Eq. (13). They are determined by Eq. (3). Without loss of generality, we can absorb all degeneracies in the factors $g_m$. Relabeling the energies then results in a non-degenerate spectrum where $\Delta_j > \Delta_i$ for $j > i$. Inserting Eq. (14) in Eq. (7) results in the low temperature behavior

$$F_T = \frac{g_1}{g_0} \frac{\Delta_1^2}{k_B^2 T^4} e^{-\beta \Delta_1} + O(e^{-\beta \min(2\Delta_1, \Delta_2) / T^4}).$$

The temperature measurement is then necessarily accompanied by an exponentially divergent error as $T \to 0$ in complete analogy to Eq. (2) with the only difference that the gap $\Delta_1$ might be unrelated to and much bigger than the lowest gap in the spectrum of the system Hamiltonian. In case the implementable POVMs are far from the optimal one, the temperature measurement might perform considerably worse than predicted by Eqs. (1) and (2). This is of particular relevance when the optimal POVM requires an infinite resolution.

Next, we relax the assumption of temperature independent energies and we assume that the $E_m$ can be Taylor expanded around $T = 0$

$$\Delta_m = \Delta_m(0) + k_B \sum_{i=1}^\infty \Delta_{m,i} T^i.$$  (16)

In this case, the probabilities read

$$p_m = \frac{g_m e^{-\beta \Delta_m} \sum_{i=1}^\infty \Delta_{m,i} T^i / \Gamma}{\sum_n g_n e^{-\beta \Delta_n} \sum_{i=1}^\infty \Delta_{n,i} T^i / \Gamma},$$

where $g_m e^{-\beta \Delta_m} / \Gamma$ is a dimensionless quantity. We note that by virtue of Weierstrass’ approximation theorem [45], any continuous $\Delta_m(T)$ can be approximated to arbitrary precision by Eq. (16). To investigate the scaling of the Fisher information, we implicitly assumed that the Fisher information is a continuous function of $T$, implying that also $\Delta_m$ are continuous functions, justifying the use of Eq. (16).

We now consider the case where no degeneracies are lifted as a function of temperature [i.e., $\Delta_i(0) = \Delta_j(0) \Rightarrow \Delta_i(T) = \Delta_j(T)$]. In this case, we can again absorb all degeneracies in the factors $g_m$ and consider a gapped, non-degenerate spectrum where $\Delta_j > \Delta_i$ for $j > i$. We note that we only consider temperatures that are low enough such that no level crossings have to be taken into account. Inserting Eqs. (16) and (17) in Eq. (4) and only keeping the largest term in the limit $T \to 0$ then results in

$$F_T = \frac{g_1}{g_0} \frac{\Delta_1^2}{k_B^2 T^{4-3}} e^{-\beta \Delta_1,0} + O(e^{-\beta \Delta_1,0 / T^{3-3}}).$$

We thus see that the temperature dependence of $\Delta_i$ can slightly modify the low-temperature scaling of the Fisher information. However, we still find an exponentially diverging error.

3.2 Degeneracy splittings

We now turn to the case where a sub-exponential scaling can be observed. To this end, we consider the case of a ground-state which exhibits a degeneracy splitting as a function of temperature. At low temperatures, it is then sufficient to consider the ground-state manifold. All additional terms of the Fisher information vanish exponentially as $T \to 0$. We thus have $\Delta_{m,0} = 0$ for all considered energies. As temperature increases, the ground-state will split into different levels. Let the largest gap that opens up grow with $T^d$. All gaps are then approximated as

$$\Delta_j = k_B \Delta_{j,l} T^d + O(T^{d+1}),$$

i.e., gaps with $\Delta_{j,l} = 0$ are neglected and the corresponding energies are absorbed into $g_0$. Let us consider the case $l > 1$. From Eqs. (17), (19), and (7), we find a polynomial low temperature behavior
In contrast to the above discussed gapless systems, where the QFI corresponds to a POVM with an infinite resolution, the sub-exponential nature of Eq. (20) is accessible under the restriction of finite resolution. From the last equation, we find that for \( l = 2 \), the Fisher information remains constant at \( T = 0 \) implying that the absolute error of a low temperature measurement does not necessarily diverge. For all higher \( l \), we find a polynomial divergence of the measurement error. Finally, let us consider the case \( l = 1 \) for which we find

\[
F_T = T^{2(l-2)} \left[ \sum_m \Delta_{m,1}^2 \frac{g_m}{\sum_m g_m} - \left( \sum_m \Delta_{m,1} \frac{g_m}{\sum_m g_m} \right)^2 \right] + \mathcal{O}(T^{3l-5}). \tag{20}
\]

3.3 Relevant low temperature limit

Finite sized systems always exhibit a finite gap between the ground and the first excited states. Therefore, Eq. (2) always becomes relevant at sufficiently low temperatures. However, in many systems of experimental interest, the gaps between the low-lying states are by far the smallest energy scales of the problem and we can predict all experimental observables by formally letting the gaps go to zero. In this case, any scaling allowed by Eq. (12) can in principle be achieved.

Just as a large but finite system may be assumed to have no gap in the spectrum of the Hamiltonian, there may be POVMs which have corresponding spectra that, for all practical purposes, can be treated as gapless. This corresponds to scenarios where temperature is always sufficiently big such that the terms that are dropped in the bounds discussed in this section remain relevant. The relevant low-temperature limit for the provided scalings is thus

\[
\Delta \ll k_B T \ll \omega, \Delta_1. \tag{22}
\]

Here \( \Delta \) denotes the lowest gap in the spectrum of the Hamiltonian, \( \omega \) stands for any energy scale in the system that does not vanish as \( \Delta \to 0 \), and \( \Delta_1 \) corresponds to the lowest gap in the spectrum of the considered POVM.

4 Examples

In this section, we illustrate our results in a number of systems. Before turning to a system which exhibits a sub-exponential scaling of the Fisher information due to ground-state splitting, we investigate the quantum Fisher information in finite size systems. In all examples, we consider a system described by a thermal state (in the canonical or grand-canonical ensemble) and we aim to determine the corresponding temperature.

4.1 Finite vs. infinite systems

Here we illustrate the bounds given in Eqs. (1) and (2) for finite systems. At sufficiently low temperatures, we find the universality expressed by Eq. (2), which holds for any gapped system. However, for sufficiently small gaps (large systems), the discrete nature of the spectrum can be neglected and the bound in Eq. (2) becomes irrelevant for all attainable temperatures.

We focus on non-interacting particles described by a spectrum of single-particle energies \( \varepsilon_k \) and a chemical potential \( \mu \) (for a detailed discussion on the quan-
tum Fisher matrix with respect to $\beta$ and $\mu$, see Ref. [29]). In this case, the partition function in the grand-canonical ensemble reads for fermions

$$\ln Z^F_\mu = \sum_k \ln \left[ 1 + e^{-\beta (\varepsilon_k - \mu)} \right],$$  \hspace{1cm} (23)

and for bosons

$$\ln Z^B_\mu = - \sum_k \ln \left[ 1 - e^{-\beta (\varepsilon_k - \mu)} \right].$$  \hspace{1cm} (24)

From Eq. (57), we find for fermions

$$F^F_T = \frac{1}{4k_B^2 T^2} \sum_k \frac{(\varepsilon_k - \mu + T \partial_\mu) \varepsilon_k^2}{\cosh^2 [\varepsilon_k/2k_BT]},$$  \hspace{1cm} (25)

and bosons

$$F^B_T = \frac{1}{4k_B^2 T^2} \sum_k \frac{(\varepsilon_k - \mu + T \partial_\mu) \varepsilon_k^2}{\sinh^2 [\varepsilon_k/2k_BT]},$$  \hspace{1cm} (26)

In the low temperature limit, the last expressions both reduce to (assuming that $\partial_\mu$ remains finite as $T \to 0$)

$$F_{T \to 0} = \frac{n\Delta^2}{k_B^2 T^4} e^{-\beta \Delta},$$  \hspace{1cm} (27)

in agreement with Eq. (2). Here $\Delta = \min_k |\varepsilon_k - \mu|$ denotes the smallest gap and $g$ its degeneracy. Note that for bosons $\varepsilon_k - \mu > 0$, which implies that the ground-state is always given by zero bosons (i.e. non-degenerate) while the first excited state contains one boson. For fermions, the first excited state can either contain one extra fermion or one extra hole (missing fermion with $\varepsilon_k - \mu < 0$). Note that the presence of single-particle energies equal to the chemical potential imply a degenerate ground-state. However, the same degeneracy is present in all excited states (we can always remove or add particles with $\varepsilon_k - \mu = 0$ without changing the energy). This degeneracy therefore cancels in the QFI which is the reason that there is no ground-state degeneracy in Eq. (27).

4.1.1 Photons

As a first example, we consider (polarized) photons in a container with hard walls and a cubic volume $L^d$, where $d$ denotes the spatial dimension. The single-particle energies are then given by $\varepsilon_k = ck$ (we set $h = 1$ throughout the paper), where $c$ denotes the speed of light and the wave number $k$ can take on the values

$$k = \frac{\pi}{L} \sqrt{\sum_{i=1}^d n_i^2},$$  \hspace{1cm} (28)

with $n_i$ being positive integers. From Eq. (26) (with $\mu = 0$), we find that the low temperature behavior of the QFI is given by Eq. (27) with $g = 1$ and $\Delta = c\sqrt{d}\pi/L$.

For a macroscopic system, i.e., in the thermodynamic limit where $L \to \infty$, the gap $\Delta$ becomes vanishingly small and we can replace the sum in Eq. (26) with an integral. Doing so results in the QFI

$$F_T = \frac{L^d}{4k_B^2 T^2} \int \frac{d^dk}{(2\pi)^d} c^2 k^2 \sinh^2 [ck/(2k_BT)]$$

$$= \eta_2 (k_B L/c)^d T^{d-2},$$

with $\eta_2 = 3\zeta(3)/\pi$, and $\eta_3 = 2\pi^2/15$ with $\zeta(x)$ denoting the Riemann-zeta function. As expected, the QFI scales with the system size $L^d$ [29]. The QFI for photons in one dimension is plotted in Fig. 2 (a), together with its low-temperature behavior and the thermodynamic limit. We find that for temperatures as low as $k_B T \gtrsim 2\Delta$, the QFI is well captured by the expression for the thermodynamic limit given in Eq. (29). This expression diverges for small temperatures, allowing for precise thermometry in principle. However, this implies having access to an infinite system and being able to measure its energy with infinite precision (i.e., a POVM with infinite
outcomes). In practice, the precision of any temperature measurement will in this case be limited by the classical Fisher information of the best experimentally implementable POVM.

4.1.2 Massive particles

As a next example, we consider a gas of massive, non-interacting particles in a hard wall container. The single-particle energies then read \( \varepsilon_k = k^2/(2m) \), where the quantum number \( k \) can take on the values given in Eq. (28). The QFI is then given by Eqs. (26) and (25) for bosons and fermions respectively. The low temperature limit is again of the form given in Eq. (27), where we show the QFI for non-interacting fermions vanishes linearly in \( T \) at low temperatures, implying a heat capacity which depends on the chemical potential and on the statistics of the particles (bosonic or fermionic).

The thermodynamic limit of massive particles is discussed in detail in App. C. For fermions with a positive and fixed chemical potential, we find that the QFI in the thermodynamic limit scales as \( 1/T \) for photons in one dimension, we find a diverging QFI in two-dimensions with a fixed chemical potential. As \( \Delta \) and the degeneracy \( g \) depend on the chemical potential and on the statistics of the particles, one finds the QFI in the limit \( \Delta \to 0 \) which provides a good description of the system for temperatures \( k_B T \gtrsim 2 \Delta \).

![Figure 3: Spectrum of fermionic tight-binding chain with linear approximation for \( \mu = \varepsilon \). Blue (solid): Correct spectrum as a function of \( k \). Red (dashed): Linear approximation. For physical observables, only the partially filled state around the chemical potential are relevant. This is illustrated by the grey shading for \( k_B T = 0.2 \varepsilon \). Here, \( N = 500 \).](image)

4.1.3 Tight-binding chain

As a next example, we consider a fermionic, one-dimensional tight binding chain described by the Hamiltonian

\[
\hat{H} = \sum_{j=1}^{N} \varepsilon_j \hat{c}_j^\dagger \hat{c}_j - t \sum_{j=1}^{N-1} \left( \hat{c}_{j+1}^\dagger \hat{c}_j + \hat{c}_j^\dagger \hat{c}_{j+1} \right),
\]

where \( \hat{c}_j \) annihilates a fermion on site \( j \), \( \varepsilon \) denotes the on-site energy (which is the same for all sites), \( t \) the hopping strength, and \( N \) the number of sites. We consider periodic boundary conditions \( (\hat{c}_j + \hat{c}_{j+N} = \hat{c}_j) \), i.e., we consider a tight-binding chain that is arranged into a ring. Below, we will be interested in the thermodynamic limit \( N \to \infty \), where the boundary conditions have a negligible effect. Diagonalizing Eq. (30) results in

\[
\hat{H} = \sum_{k=1}^{N} \varepsilon_k \hat{c}_k^\dagger \hat{c}_k,\]

with the eigenenergies \( \varepsilon_k = \varepsilon - 2t \cos(k2\pi/N) \) and the eigenmodes

\[
\hat{c}_k = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \varepsilon^{jk} \frac{\pi t}{k} \hat{c}_j.
\]

The QFI can then be evaluated using Eq. (25). For a fixed chemical potential, the QFI is plotted in Fig. 2 (c).

In the following, we consider a particularly simple scenario which allows us to make some analytical progress. We fix the chemical potential at \( \mu = \varepsilon \) (half-filling) and we focus on the regime \( k_B T \ll t \). In this case, all (low-frequency) observables are determined by the partially filled states which are within \( k_B T \) around the chemical potential. This allows us to linearize the single-particle energies \( \varepsilon_k - \mu = \pm 2t \kappa \) with

\[
\kappa = \begin{cases} 
\kappa_{\text{B}} & \text{for } 1 \leq k \leq \frac{N}{2} \\
\kappa_{\text{F}} & \text{for } \frac{N}{2} < k \leq N.
\end{cases}
\]

The last approximation is illustrated in Fig. 3.

With the help of this approximation, we can write the QFI in the thermodynamic limit \( (N \to \infty) \) as

\[
\mathcal{F}_T = \frac{\kappa^2}{\pi k_B T^4} \int_{-\infty}^{\infty} \frac{dk}{\cosh^2(\kappa t/k_B T)} = \frac{\pi k_B N}{6t},
\]

where we extended the integral from the interval \([-\pi/2, \pi/2]\) to \([-\infty, \infty]\). Again, we find that the QFI is linear in the system size \( N \) and diverges as \( 1/T \) (just like a gas of massive fermions with a chemical potential within the spectrum). The QFI in the thermodynamic limit is plotted in Fig. 2 (c). As for the above examples, the QFI in the thermodynamic limit is only relevant if energy measurements with arbitrary precision are available.

4.2 Sub-exponential scaling

We consider again the tight-binding chain discussed in the last section. However, we now focus the case where one only has access to two sites of the (infinitely long) chain. In this case, all accessible observables are encoded in the reduced state that describes the two accessible sites. For simplicity, we consider the case where all POVMs that only act on the two accessible states can be implemented. As discussed in Ref. [46],
the reduced state can be obtained from the covariance matrix. With the help of the linear spectrum approximation and in the thermodynamic limit, we find \( \langle \hat{c}_j^{\dagger} \hat{c}_j \rangle = 1/2 \) (half filling) and

\[
\langle \hat{c}_j^{\dagger} \hat{c}_{j'} \rangle = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} \frac{dk}{2t} \frac{\cos \left( \frac{\pi}{2} (j-j') \right)}{\cosh \left( \frac{\pi k}{2T} \right)},
\]

where the last equality holds for \( k_B T \ll t \). Following Ref. [46], we find the reduced state for two sites (with \( j = 1 \) and \( j = 2 \))

\[
\hat{\rho}_2 = \frac{e^{-\beta \sum_{\sigma=\pm} \epsilon_\sigma \hat{c}_\sigma^{\dagger} \hat{c}_\sigma}}{Z_2},
\]

with the energies

\[
\epsilon_\pm = \pm k_B T \ln \left( \frac{t \sinh[\pi k_B T/(2t)] - k_B T}{t \sinh[\pi k_B T/(2t)] + k_B T} \right),
\]

and modes

\[
\hat{c}_\pm = \frac{1}{\sqrt{2}} (\hat{c}_1 \pm \hat{c}_2).
\]

Since we consider the scenario where all POVMs that only act on the reduced state can be implemented, the relevant bound on the error in a temperature measurement is determined by the QFI of the reduced state

\[
\mathcal{F}_T = \frac{k_B^2}{2t \sinh^2[\pi k_B T/(2t)]} \frac{[\pi k_B T \cosh[\pi k_B T/(2t)] - 2t \sinh[\pi k_B T/(2t)]]^2}{t^2 \sinh^4[\pi k_B T/(2t)] - (k_B T)^2}. \tag{39}
\]

At low temperatures, this reduces to

\[
\mathcal{F}_T = \frac{\pi^4 k_B^2}{18(\pi^2 - 4)} \frac{(k_B T)^2}{t^4} + O(k_B T^4/t^6). \tag{40}
\]

We thus find that the QFI of the reduced state of an infinite tight-binding chain vanishes quadratically at low temperatures.

The optimal POVM for determining temperature from the state given in Eq. (36) is a measurement of the occupation numbers of the modes given in Eq. (38). As discussed in Sec. 2, we can associate an energy to each measurement outcome. This is done explicitly in App. D and the resulting energies are plotted in Fig. 4 (b). At low temperatures, we find that these energies show a ground state splitting that scales as \( T^3 \) which implies a Fisher information that is proportional to \( T^2 \) [cf. Eq. (20)] in agreement with Eq. (40). In the present example, the QFI for the full system diverges implying that temperature can in principle be measured precisely in the low \( T \) limit. However, the restriction imposed on the measurements (only two sites can be addressed) necessarily implies a diverging error in low-temperature thermometry.

We can interpret the last scenario as having access to a probe that consists of two fermionic sites which are coupled to each other with a hopping term of strength \( t \). This probe is then attached to a bath
that consists of \( N - 2 \) fermionic sites. The connection is made at both ends of the probe with hopping strength \( t' \) [cf. inset in Fig. 4 (a)]. The above analysis then corresponds to the case where \( t' = t \) which corresponds to strong coupling between probe and bath (note that we made the assumption \( t \gg k_B T \)). It is illustrative to compare this case to the weak coupling case \( t' \ll t \). Then the reduced state is given by a thermal state determined by the local Hamiltonian of the two sites

\[
\hat{\rho}_2 = e^{-\beta \hat{H}_{2}} / Z_2,
\]

(41)

with the energies \( \tilde{\epsilon}_\pm = \mp t \), and the states given in Eq. (38). The QFI of this state reads

\[
\mathcal{F}_T = \frac{t^2}{2k_B^2 T^4} \frac{1}{\sinh^2[t/(2k_B T)]} \to 0 \frac{2t^2}{k_B^2 T^4} e^{-\frac{t}{k_B T}}.
\]

(42)

At low temperatures, it assumes the usual exponential form [cf. Eq. (27)] with a degeneracy factor of \( g = 2 \). We thus find that strong coupling can outperform weak coupling at low temperatures. This is illustrated in Fig. 4. Interestingly, both for weak and for strong coupling, we find that it is the same POVM that is optimal for thermometry. As discussed in detail in App. D and shown in Fig. 4 (b), at weak coupling the energies associated to the measurement outcomes are temperature independent while at strong coupling they are temperature dependent. Furthermore, at strong coupling the energies exhibit a splitting of the ground state, allowing for the polynomial scaling of the Fisher information. Since the optimal POVM only has four outcomes, it can be ruled out that the observed sub-exponential scaling originates from an infinite resolution as it does for the QFI of gapless systems.

We note that a similar quadratic scaling in the strong coupling case is found in Ref. [22] for a probe consisting of a harmonic oscillator coupled to a bath of harmonic oscillators. In this case, the optimal POVM depends on the coupling strength and has infinitely many outcomes.

5 Phase transitions

Given the connection between the QFI and the heat capacity of a system [cf. Eq. (11)], one could hope to make use of phase transitions, where the heat capacity can show a singular behavior, in order to enhance the precision of thermometry. Indeed the connection between critical behavior and metrology was investigated before [42]. Here we investigate two phase transitions. Bose-Einstein condensation (BEC), where the heat capacity exhibits a maximum at the critical temperature, and the Ising model, where the heat capacity diverges at the phase transition to a magnetically ordered state. We note that while phase transitions can enhance thermometry at the critical temperature, there seems to be no direct influence on the scaling of the Fisher information as \( T \to 0 \).

5.1 Bose-Einstein condensation

To investigate BEC, we consider a non-interacting Bose gas in three dimensions with a fixed density. The chemical potential then becomes temperature-dependent and is determined by

\[
N = \sum_k \frac{1}{e^{\beta(k-\mu(T))} \pm 1}.
\]

(43)

where \( N \) denotes the number of particles. In the thermodynamic limit, where \( N, L \to \infty \) with the density \( N/L^3 \) fixed, the Bose gas condenses into the ground state at the critical temperature

\[
k_B T_c = \frac{2\pi}{m} \left( \frac{N}{L^3 \zeta(3/2)} \right)^{2/3}.
\]

(44)

The heat capacity exhibits a cusp at the critical temperature and reads

\[
C \frac{k_B N}{N} = \frac{15}{4} \left( \frac{T}{T_c} \right)^{3/2}, \quad \text{for } T \leq T_c,
\]

(45)

and

\[
C \frac{k_B N}{N} \approx \frac{3}{2} \left[ 1 + 3/2 \left( \frac{T}{T_c} \right)^{3/2} \right], \quad \text{for } T > T_c.
\]

(46)

Note that the last expression is only approximative (see Ref. [47] for a detailed discussion).

Figure 5 (a) shows the QFI of a finite system together with the thermodynamic limit obtained from Eqs. (45) and (46). While the maximum in the heat capacity leads to a shoulder in the QFI, the system is much more sensitive to temperatures which are of the order of the smallest gap. For the finite system, we numerically evaluated Eq. (26) with the chemical potential determined by Eq. (43) with \( N = 100 \).

5.2 Ising model

Here we consider a square-lattice Ising model in two dimensions described by the Hamiltonian

\[
\hat{H} = -J \sum_{\langle i,j \rangle} \hat{\sigma}_i^z \hat{\sigma}_j^z,
\]

(47)

where the sum goes over nearest neighbors. This model exhibits a phase transition (in the thermodynamic limit) to a magnetically ordered state [antiferro-magnetic for \( J > 0 \) \((J < 0)\)] at the critical temperature

\[
k_B T_c = \frac{2J}{\ln(1 + \sqrt{2})}.
\]

(48)

In the thermodynamic limit, the heat capacity reads [48]...
Figure 5: Quantum Fisher information for systems exhibiting phase transitions. For both panels, blue (solid) shows the exact expressions for a finite system, green (dash-dotted) the corresponding low temperature limit [cf. Eq. (27)], and red (dashed) the thermodynamic limit $N \to \infty$. (a) Non-interacting Bose-gas with $N = 100$ bosons in three dimensions. At low temperatures, the QFI follows the exponential behavior while at high temperatures it is well described by the thermodynamic limit (where $\Delta \propto 1/L \to 0$). The phase transition (Bose-Einstein condensation) gives rise to a shoulder in the QFI. The inset shows the heat capacity which has a cusp at the critical temperature $T_c$ in the thermodynamic limit [the small discontinuity is due to the approximation in Eq. (46)]. (b) Square-lattice Ising model with $N = 16$ spins. In this model, the QFI at low temperatures is well captured by the expression for the thermodynamic limit. This is due to the fact that the smallest gap does not vanish in the thermodynamic limit (as $J$ remains constant). In the thermodynamic limit, both the QFI as well as the heat capacity diverge at the critical temperature, allowing for precise thermometry at least in principle.

\[
\frac{C}{k_B N} = \frac{4}{\pi} \left( \frac{J}{k_B T} \coth(2J/k_B T) \right)^2 \left\{ K_1(z) - E_1(z) - \left[ 1 - \tanh^2(2J/k_B T) \right] \left[ \frac{\pi}{2} + 2 \tanh^2(2J/k_B T) - 1 \right] K_1(z) \right\},
\]

where $N$ denotes the number of spins and we introduced

\[
z = \frac{2 \sinh(2J/k_B T)}{\cosh^2(2J/k_B T)},
\]

and the complete elliptic integrals of the first and second kind

\[
K_1(z) = \int_0^{\pi/2} d\phi \frac{1}{\sqrt{1 - z^2 \sin^2(\phi)}},
\]

\[
E_1(z) = \int_0^{\pi/2} d\phi \sqrt{1 - z^2 \sin^2(\phi)}.
\]

In Fig. 5 (b) we plot the QFI for a finite Ising lattice together with the thermodynamic limit obtained from Eq. 49. For the finite system, we considered a square lattice of $N = 16$ spins with periodic boundary conditions in both directions (i.e., a lattice arranged on a torus). We numerically evaluated the variance of the Hamiltonian in a thermal state to determine the QFI [cf. Eq. (9)]. We note that already for such a small system, the QFI is substantially enhanced at $T_c$ as compared to the low-temperature approximation. In this system, the effect of the gapped structure (the gap is equal to $8J$, corresponding to flipping a single spin) and the phase transition add up to a large peak in the QFI.

6 Conclusions

We investigated fundamental limitations on low-temperature quantum thermometry with finite resolution. We developed an approach where restrictions from both the sample and the measurement are taken into account. Formally, we associate an energy as well as a probability to each measurement outcome, which fully determine the Fisher information of the corresponding POVM. This leads to a classification of POVMs, corresponding to different low-temperature scalings of the measurement error. While most POVMs lead to an exponentially diverging error, this is not the case in general. The temperature dependence of the associated energies can result in a sub-exponential scaling of the error, whenever the ground state exhibits a degeneracy at zero temperature which is lifted at finite temperatures. Extending our results to POVMs with associated spectra that are approximatively gapless, such that the finite-resolution assumption breaks down, provides an interesting avenue of future research. We note that our bounds are no longer valid if the POVM elements are allowed to become temperature-dependent as in Refs. [24, 49].

As illustrated in Fig. 1, the introduced spectra provide a visual tool to distinguish between scenarios where the measurement error scales exponentially and
scenarios where a polynomial scaling can be obtained. Our approach allowed us to show that infinite resolution is not required for observing a sub-exponential scaling in the measurement error, and provides an intuitive understanding of the origin of this advantage. In particular, for the specific system of a fermionic tight-binding chain with access to only two sites, we find an error that scales as $\delta T^2 \propto 1/T^2$. An identical scaling was found in Ref. [22], considering a bosonic probe strongly coupled to an infinite bath of harmonic oscillators, and a measurement with infinite resolution. It would be interesting to investigate the results of Ref. [22] in the light of our approach, and see whether the requirement of infinite resolution can be relaxed.

Furthermore, we derived a fundamental bound on the precision of quantum thermometry assuming only that measurements have finite resolution. The same bound can be obtained from a different assumption based on the third law of thermodynamics. Interestingly, this bound is not saturated by any of the known examples of realistic quantum thermometry, and in principle allows for better schemes. A central question is now to determine the best possible scaling which is physically achievable. This scaling must lie somewhere in between the lower bound and the quadratic scaling provided by our explicit example. In the case a scaling better than quadratic is possible, we believe that our formalism represents a promising approach to identify explicit schemes. Intriguingly, our lower bound in principle allows the absolute error to vanish as $T \to 0$, and it would be interesting to see if this is actually possible in a physical system. We finally note that throughout this paper we quantified thermometry through the obtained information. A complementary measure is provided by the disturbance of the procedure [50]. The generalization of our approach to include disturbance is left open for future work.

**Note added.** After completion of this manuscript, we became aware of related work [31], which considers thermometry on gapless systems by studying coupled harmonic oscillators.
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A Chemical potential

In this section, we consider systems described by the grand canonical ensemble, i.e., we consider states of the form

\[ \hat{\rho}_\mu = \frac{e^{-\beta (\hat{H} - \mu \hat{N})}}{Z_\mu}, \]

where \([\hat{H}, \hat{N}] = 0\) and the partition sum reads \(Z_\mu = \text{Tr} \{ \exp [ -\beta (\hat{H} - \mu \hat{N})] \} \). Here we only consider a single chemical potential. Extensions to multiple particle species, each with their own chemical potential, are straightforward. For a temperature-independent chemical potential, we can simply replace \(\hat{H} \rightarrow \hat{H} - \mu \hat{N}\) in Sec. 2. The bounds derived in Sec. 3 are then still valid but the energies \(E_m\) are defined as

\[ E_m = \frac{1}{p_m} \text{Tr} \left\{ \hat{\Pi}_m (\hat{H} - \mu \hat{N}) \hat{\rho}_T \right\}. \]

For the QFI, we find in this case

\[ \mathcal{F}_T = \frac{\langle (\hat{H} - \mu \hat{N})^2 \rangle - \langle (\hat{H} - \mu \hat{N}) \rangle^2}{k_B T^4} = \frac{\partial \langle (\hat{H} - \mu \hat{N}) \rangle}{\partial \beta} \frac{\partial \langle (\hat{H} - \mu \hat{N}) \rangle}{\partial \mu} = \frac{\partial^2 \ln Z_\mu}{\partial \beta^2} = \frac{\partial_T S}{k_B T} = \frac{C}{k_B T^2}. \]

Therefore, the bound in Eq. (12) still holds. We note that in this case, the optimal POVM is given by a projective measurement of energy and particle number which leads to temperature-independent \(E_m\) \[29\].

For a temperature-dependent chemical potential, using the definitions in Eq. (3) and (4), the Fisher information can still be written as the variance of the energies associated to the POVM elements [cf. Eq. (7)]. However, these energies now read

\[ E_m = \frac{1}{p_m} \text{Tr} \left\{ \hat{\Pi}_m [\hat{H} - (\mu - T \partial_T \mu) \hat{N}] \hat{\rho}_T \right\}. \]

Note that they can be temperature dependent even for the optimal POVM which is still given by a projective measurement of both energy and particle number. This implies that even the QFI for a gapped system can exhibit a sub-exponential scaling at low temperatures. For this to happen, the lowest energy \(E_0\) needs to be degenerate at \(T = 0\) and this degeneracy must be lifted at finite temperatures. For the optimal POVM, the energies are of the form

\[ E_m = \mathcal{E}_m - (\mu - T \partial_T \mu) \mathcal{N}_m, \]

where \(\mathcal{E}_m\) and \(\mathcal{N}_m\) are the eigenvalues of \(\hat{H}\) and \(\hat{N}\). This implies that a sub-exponential scaling can only be achieved if the states involved in the ground-state degeneracy at \(T = 0\) correspond to different particle numbers. We therefore find that a temperature-dependent chemical potential together with a particle-number uncertainty in the ground-state manifold are necessary ingredients for a QFI that scales sub-exponentially. We note that if the chemical potential can be Taylor-expanded around \(T = 0\), then the ground-state degeneracy is lifted at least proportionally to \(T^2\). Thus Eq. (20) applies and the QFI scales at least with \(T^0\).

A temperature-dependent chemical potential also alters Eq. (54) and we find

\[ \mathcal{F}_T = \frac{\partial^2 \ln Z_\mu}{k_B T^4} - \frac{(\partial_T \mu)^2}{k_B T} \langle \hat{N} \rangle = \frac{C}{k_B T^2} + (\partial_T \mu)(\partial_T \langle \hat{N} \rangle). \]

The QFI is thus directly proportional to the heat capacity if either the chemical potential or the mean particle number is fixed as a function of temperature.

We close this section with a brief discussion on the scenario where both temperature as well as chemical potential are fixed but unknown parameters that are to be determined by a measurement. This corresponds to the problem of multi-parameter estimation where the variances of any measurement are bounded by

\[ \left( \begin{array}{cc} \frac{\delta T^2}{\delta T \delta \mu} & \frac{\delta T \delta \mu}{\delta T \delta \mu} \\ \frac{\delta T \delta \mu}{\delta T \delta \mu} & \frac{\delta \mu^2}{\delta T \delta \mu} \end{array} \right) \geq \frac{1}{\nu} \mathcal{F}^{-1}, \]

with the QFI matrix given by \[29\]

\[ \mathcal{F} = \begin{pmatrix} \mathcal{F}_T & \mathcal{F}_T \mu \\ \mathcal{F}_T \mu & \mathcal{F}_\mu \end{pmatrix}, \]

where

\[ \mathcal{F}_T = \frac{\partial^2 \ln Z_\mu}{k_B T^4} = \frac{\partial_T S}{k_B T} = \frac{\partial_T \langle H - \mu N \rangle}{k_B T^2}, \]

\[ \mathcal{F}_\mu = \frac{\partial^2 \ln Z_\mu}{k_B T} = \frac{\partial_\mu \langle N \rangle}{k_B T}, \]

\[ \mathcal{F}_{T \mu} = \frac{1}{k_B T} \frac{1}{\beta} \frac{\partial_\mu \ln Z_\mu}{k_B T} = \frac{\partial_T \langle N \rangle}{k_B T}. \]
We note that if we have perfect knowledge of $\mu$, then we can set $\delta \mu = 0$ and we recover the results for a temperature-independent chemical potential given in Eq. (54). In the next section, we reproduce the above relations by a classical calculation.

B Classical bound on thermometry

Here we reproduce the calculation on fluctuations of thermodynamic quantities given in Ref. [26]. Interestingly, the variances found for these fluctuations are exactly the minimal variances given in Eqs. (58)-(60). Intuitively, the variance of any temperature measurement is bounded from below by the variance in the intrinsic temperature fluctuations.

As in Ref. [26], we consider a large, closed system with a well defined energy $E_t$. The probability of finding the total system in a given configuration is then determined by the entropy as

$$w \propto \delta(E - E_t)e^{S_t/k_B} = \delta(E - E_t)e^{(S_0 + \Delta S_t)/k_B},$$  

where $S_t$ denotes the total entropy and $S_0$ its maximal value (i.e. $\Delta S_t \leq 0$). We now consider a small part of the total system which is still macroscopic in size. We denote this part as the system whereas all the rest of the total system is denoted as the bath. We make the assumption that the system locally equilibrates on time-scales much faster than all other time-scales of the problem. In this case, we can restrict the analysis to local equilibrium states which are described by a temperature that is still macroscopic in size. We denote this part as the system whereas all the rest of the total system is denoted as the bath. We make the assumption that the system locally equilibrates on time-scales that are much faster than all other time-scales of the problem. In this case, we can restrict the analysis to local equilibrium states which are described by a temperature $T$, a chemical potential $\mu$, and an entropy $S$. All these quantities depend on the energy $E$ and the particle number $N$ in the system. Due to energy and particle exchange with the bath, the thermodynamic quantities that describe the system will fluctuate. In particular, the energy deviation from its equilibrium value reads

$$\Delta E = -T_B \Delta S_B - \mu_B \Delta N_B = -T_B \Delta S_t + T_B \Delta S + \mu_B \Delta N,$$  

where $\Delta S_B$ and $\Delta N_B$ are the entropy and particle number deviation in the bath. For the last equality, we used $S_t = S_B + S$ and $\Delta N_B = -\Delta N$ and all quantities without subscript denote the system. From Eq. (62), we find

$$\Delta S_t = -\frac{1}{T_B} (\Delta E - T_B \Delta S - \mu_B \Delta N) \approx \frac{1}{2T} (\Delta S \Delta T + \Delta N \Delta \mu).$$  

To obtain the second equality, we used $T_B = T + \Delta T$ and $\mu_B = \mu + \Delta \mu$ with

$$T = \left( \frac{\partial E}{\partial S} \right)_N, \quad \mu = \left( \frac{\partial E}{\partial N} \right)_S,$$  

and neglected all higher order terms in $\Delta X$ by expanding $\Delta E \ (\Delta T, \Delta \mu)$ up to second (first) order in $\Delta S$ and $\Delta N$ [26].

Taking $T$ and $\mu$ as independent variables and using the Maxwell relation

$$\partial_{\mu} S = \partial_T N,$$  

where we keep $\mu$ constant when taking the derivative with respect to $T$ and vice versa, we find

$$\Delta S_t = -\frac{1}{2T} (\Delta T \ \Delta \mu) \left( \frac{\partial_T S}{\partial_T N} \frac{\partial_T N}{\partial_T \mu} \right) \left( \frac{\Delta T}{\Delta \mu} \right).$$  

Identifying $N$ with $\langle \hat{N} \rangle$, we find that the fluctuations of the total entropy is governed by the QFI given in Eq. (60). The probability of observing a temperature deviation $\Delta T$ and a chemical potential deviation $\Delta \mu$ from their equilibrium values is thus given by [cf. Eq. (61)]

$$w(\Delta T, \Delta \mu) \propto \exp \left[ -\frac{1}{2} (\Delta T \ \Delta \mu) \mathcal{F} \left( \frac{\Delta T}{\Delta \mu} \right) \right].$$  

Thus temperature and chemical potential fluctuate with variances given by the inverse of the QFI matrix. Any measurement with the aim of determining $T$ and $\mu$ must thus result in variances that are strictly bigger as expressed by the Cramér-Rao bound in Eq. (58).
C Thermodynamic limit for massive, non-interacting particles

In this section, we consider massive, non-interacting particles enclosed in a cubic container with volume $L^d$, where $d$ denotes the spatial dimension. The single-particle energies are given by $\varepsilon_k = k^2/(2m)$, where the quantum number $k$ can take on the values

$$k = \frac{\pi}{L} \sqrt{\sum_{i=1}^{d} n_i^2},$$

(68)

with $n_i$ being positive integers. Here we are interested in the thermodynamic limit, i.e., the limit $L \to \infty$ (keeping the density finite), where $k$ becomes a continuous variable. The QFI for such a system is given in Eqs. (26) and (25) for bosons and fermions respectively. In the thermodynamic limit, we can replace the sum over $k$ with an integral resulting in

$$F_T^B = \frac{\nu_d}{T^{2-d/2}} \frac{(\sqrt{mk_B L}/\pi)^d}{\pi} \int_{-\mu/(2k_B T)}^{\infty} dx [x + \partial_T \mu(T)/(2k_B)]^2 \frac{(x + \mu/(2k_B T))^{d/2-1}}{\sinh^2(x)},$$

(69)

and

$$F_T^F = \frac{\nu_d}{T^{2-d/2}} \frac{(\sqrt{mk_B L}/\pi)^d}{\pi} \int_{-\mu/(2k_B T)}^{\infty} dx [x + \partial_T \mu(T)/(2k_B)]^2 \frac{(x + \mu/(2k_B T))^{d/2-1}}{\cosh^2(x)},$$

(70)

where $\nu_1 = 1$, $\nu_2 = \pi$, and $\nu_3 = 2\pi$. As expected, the QFI scales with the volume $L^d$ [29]. In two dimensions, the above integrals can be solved analytically yielding

$$F_T^B = \frac{mk_B}{\pi T^2} \left[ \text{Li}_2(e^{\mu}) + \frac{\mu}{k_B T} \ln (1 - e^{\mu}) - \frac{(\mu - T \partial_T \mu)^2}{4k_B^2 T^2} [1 + \coth (\mu/(2k_B T))] \right]$$

$$- \frac{\mu \partial_T \mu}{2k_B T} - \frac{\partial_T \mu}{k_B} \ln [2 \sinh(-\mu/(2k_B T))],$$

(71)

and

$$F_T^F = \frac{mk_B}{\pi T^2} \left[ -\text{Li}_2(-e^{\mu}) - \frac{\mu}{k_B T} \ln (1 + e^{\mu}) + \frac{(\mu - T \partial_T \mu)^2}{4k_B^2 T^2} [1 + \tanh (\mu/(2k_B T))] \right]$$

$$+ \frac{\mu \partial_T \mu}{2k_B T} + \frac{\partial_T \mu}{k_B} [\ln [\cosh(\mu/(2k_B T))] + \ln(2)],$$

(72)

where $\text{Li}_2(x)$ denotes the polylogarithm of order two. Equation (72) is plotted in Fig. 2 (b).

For a temperature-independent chemical potential $\mu$, we can find the low temperature behavior of Eqs. (71) and (72) in all dimensions. To this end, we distinguish three regimes.

C.1 $\mu = 0$

In this case, we use

$$\int_0^{\infty} dx \frac{x^{d/2+1}}{\sinh^2(x)} = \frac{1}{2^d} \Gamma \left( \frac{d}{2} + 2 \right) \zeta \left( \frac{d}{2} + 1 \right),$$

(73)

and

$$\int_0^{\infty} dx \frac{x^{d/2+1}}{\cosh^2(x)} = \frac{2^{d-1}}{2^d} \Gamma \left( \frac{d}{2} + 2 \right) \zeta \left( \frac{d}{2} + 1 \right),$$

(74)

where $\Gamma(x)$ denotes the gamma function and $\zeta(x)$ the Riemann zeta function. With the help of the above identities, we find

$$F_T^B = \frac{\nu_d}{2^d T^{2-d/2}} \frac{\sqrt{mk_B L}/\pi)^d}{\pi} \Gamma \left( \frac{d}{2} + 2 \right) \zeta \left( \frac{d}{2} + 1 \right),$$

(75)

and

$$F_T^F = \frac{(2^{d-1})\nu_d}{2^d T^{2-d/2}} \frac{\sqrt{mk_B L}/\pi)^d}{\pi} \Gamma \left( \frac{d}{2} + 2 \right) \zeta \left( \frac{d}{2} + 1 \right).$$

(76)

We find that the QFI is proportional to $T^{d/2}$ in contrast to photons [cf. Eq. (29)], where we find the scaling $T^{d-2}$. We note that these expressions for the QFI are valid at all temperatures (but they are restricted to $\mu = 0$). We further note that for a Bose gas with fixed density, the chemical potential is pinned to $\mu = 0$ below the critical temperature. Indeed, multiplying Eq. (75) with $T^2/N$ and setting $d = 3$, we recover Eq. (45).
C.2 \( \mu < 0 \)

For negative chemical potentials, we perform a shift \( x \rightarrow x - \mu/(2k_BT) \) in the integrals of Eqs. (69) and (70). We then make the approximation

\[
\sinh[x + |\mu|/(2k_BT)] \simeq \cosh[x + |\mu|/(2k_BT)] \simeq \frac{1}{2} e^{|\mu|/(2k_BT)},
\]

which is valid in the limit \( k_BT \ll |\mu| \). We further use the identity

\[
\Gamma\left(\frac{d}{2}\right) = 2^{\frac{d}{2}} \int_{0}^{\infty} dx x^{\frac{d}{2} - 1} e^{-2x},
\]

resulting in the QFI

\[
\mathcal{F}^{\mu} = \frac{\nu d}{2\pi} \left( \frac{\sqrt{m B L}}{\pi} \right)^{d} \frac{\mu^2 e^{-|\mu|/(k_BT)}}{k_B^2 T^{d-\frac{d}{2}}},
\]

which holds both for bosons and for fermions in the limit \( k_BT \ll |\mu| \). Due to the negative chemical potential, there is a gap of magnitude \(|\mu|\) between the ground-state (no particles), and the first excited state (presence of a single particle). This results in an exponential scaling of the QFI similar to what we found for a discrete spectrum [cf. Eq. (27)]. The fact that there is a continuum of states above the gap, modifies the scaling in the denominator \( [T^4 in Eq. (27) vs. \ T^{d-\frac{d}{2}} in Eq. (79)] \) similar to what we found if the excited states exhibit a temperature dependence [cf. Eq. (18)].

C.3 \( \mu > 0 \)

This regime is exclusively of relevance for fermions since \( \mu \leq 0 \) for bosons (in order to have finite occupation numbers). In the limit \( k_BT \ll \mu \), we assume that the integrand in Eq. (70) is only non-zero for \( x \ll \mu/k_BT \). We can then extend the integral to go from minus infinity to infinity and approximate \( x + \mu/(2k_BT) \simeq \mu/(2k_BT) \).

With the identity

\[
\int_{-\infty}^{\infty} dx \frac{x^2}{\cosh^2(x)} = \frac{\pi^2}{6},
\]

we then find

\[
\mathcal{F}^{\mu} = \frac{\nu d \pi^2}{2 \pi^2} \left( \frac{m B L}{\pi} \right)^{d} \frac{k_B}{\mu T}.
\]

We thus find a QFI that diverges as \( 1/T \) for all dimensions as long as the chemical potential is within the energy spectrum. This scaling implies a heat capacity that vanishes linearly in temperature as expected for free fermions [28].

D Thermometry with two fermionic sites: optimal POVM

In this section, we consider the optimal POVM for thermometry given the states in Eqs. (36) and (41). The first state is obtained by tracing out all but two sites of a tight-binding chain described by the Hamiltonian in Eq. (30). The second state is obtained by weakly coupling two fermionic sites (coupled to each other with tunnel coupling \( t \)) to a thermal bath. In both cases we focus on half-filling, i.e. \( \mu = \varepsilon \). Both states are diagonal in the basis given in Eq. (38). The optimal POVM is thus the same for both states and is given by measuring the occupation numbers in the diagonal basis. The corresponding POVM elements read

\[
\hat{\Pi}_0 = \left(1 - \hat{c}_+^\dagger \hat{c}_-\right) \left(1 - \hat{c}_-^\dagger \hat{c}_-\right),
\]

\[
\hat{\Pi}_\pm = \hat{c}_+^\dagger \hat{c}_\pm \left(1 - \hat{c}_-^\dagger \hat{c}_-\right),
\]

\[
\hat{\Pi}_2 = \hat{c}_+^\dagger \hat{c}_- \hat{c}_+^\dagger \hat{c}_-.
\]

As discussed in Sec. 2, we can associate probabilities [cf. Eq. (3)] and energies [cf. Eq. (6)] to the POVM elements. For the reduced state of the tight-binding chain, we find

\[
p_0 = p_2 = \frac{1}{4} - \frac{(k_BT)^2}{4t^2} \frac{1}{\sinh^2[\pi k_BT/(2t)]},
\]

\[
p_\pm = \left[1 + \frac{k_BT}{2t} \frac{1}{\sinh[\pi k_BT/(2t)]}\right]^2,
\]
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\[ E_0 = E_2 = \frac{(k_B T)^3}{t \sinh[\pi k_B T/(2t)]} \frac{\pi k_B T \cosh[\pi k_B T/(2t)] - 2t \sinh[\pi k_B T/(2t)]}{t^2 \sinh^2[\pi k_B T/(2t)] - (k_B T)^2}, \]
\[ E_\pm = \mp \frac{2 \pi^2}{3(\pi^2 - 4)} \frac{(k_B T)^3}{t^2} + O[(k_B T)^5/t^4]. \]

With the help of Eq. (7), we recover the QFI in Eq. (39) which confirms that the POVM in Eq. (82) is indeed optimal for determining temperature if one only has access to the reduced state. At low temperatures, the probabilities and energies reduce to

\[ p_0 = p_2 = \frac{1}{4} - \frac{1}{\pi^2} + O[(k_B T/t)^2], \]
\[ p_\pm = \left(\frac{1}{2} \pm \frac{1}{\pi}\right)^2 + O[(k_B T/t)^2], \]

and

\[ E_0 = E_2 = 2 \pi^2 \frac{(k_B T)^3}{3(\pi^2 - 4)} \frac{t^2}{t^2} + O[(k_B T)^5/t^4], \]
\[ E_\pm = \mp \pi^2 \frac{(k_B T)^3}{3(\pi^2 - 4)} + O[(k_B T)^5/t^4]. \]

We thus find that the energies are degenerate at \( T = 0 \). At finite temperatures, gaps open up that scale as \( T^3 \), giving rise to the polynomial low temperature behavior of the quantum Fisher information discussed in the main text and illustrated in Fig. 4.

For the weakly coupled system, we find the probabilities

\[ p_0 = p_2 = (2 + 2 \cosh[t/(k_B T)])^{-1}, \]
\[ p_\pm = \left[ e^{\mp t/(k_B T)} + 1 \right]^{-2}, \]

and the energies

\[ E_0 = E_2 = 0, \quad E_\pm = \varepsilon_\pm = \mp t. \]

With the help of Eq. (7), we recover the QFI in Eq. (42). Since the above energies are temperature independent, we find an exponential scaling of the Fisher information at low temperatures in accordance with Eq. (15).