MEASURING SOFTWARE RELIABILITY UNDER THE INFLUENCE OF AN INFECTED PATCH
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Abstract: Patching service provides software firms an option to deal with the leftover bugs and is thereby helping them to keep a track of their product. More and more software firms are making use of this concept of prolonged testing. But this framework of releasing unprepared software in market involves a huge risk. The hastiness of vendors in releasing software patch at times can be dangerous as there are chances that firms release an infected patch. The infected patch(es) might lead to a hike in bug occurrence and error count and might make the software more vulnerable. The current work presents an understanding of such situation through mathematical modeling framework; wherein, the distinct behavior of testers (during in-house testing and field testing) and users is described. The proposed model has been validated on two software failure data sets of Tandem Computers and Brazilian Electronic Switching System, TROPICO R-1500.
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1. INTRODUCTION

An increase in the complexity of a program increases the probability of occurrence of a fault or an error. A simple internet search will give us numerous examples of a small or big bug causing great distress. For instance, BAE Automated Systems’ software was supposed to handle baggage at the Denver International Airport. On its October 1993 launch date, it lost or misdirected so much amount of luggage, or delivered so much of it into the conveyor that the opening of the airport had to be delayed by 16 months. The cost overrun for the city was $1.1 million per day [10]. On 12 May, 2017 a massive ransomware attack left enumerable individuals and organizations across 150 countries locked out of their data. Their data was encrypted, and unless ransom was paid in form of crypto currency Bitcoin, the data was lost. On the first day out of 4 day attack phase, WannaCry affected 20,000 computers. It was caused due to vulnerability named Eternal Blue in Microsoft’s operating system. Microsoft had discovered the vulnerability in March, 2017 and released a patch for it. The reason for the widespread havoc caused by the ransomware was that the systems had not been promptly patched [32].

Such examples make us realize the importance of precision. As the stakes get higher, one realizes the absolute necessity of having bug free software. Bug free software is a developer’s prototypical creation. But with the amount of complexity that a software has these days and the number of code lines running into thousands; it is quite understandable to have faults at any point of time. This ideology makes the developers work even harder to remove the dormant bugs in the software as a lot of things like life, money and privacy comes at stake. For software to be considered a success, it must be capable to handle the job it was created for. Researchers have come up with many useful parameters to evaluate the worth of a software such as its functionality, usability, reliability, efficiency, maintainability, and portability [22]; among them, software reliability stands a class apart [2] [33].

Software Reliability is defined as the probability that the software system will perform its function without failure for a given period of time under specified operational environment [22] [23]. Software Reliability allows the user to know beforehand how the product is likely to perform. Numerous Software Reliability Growth Models (SRGMs) have been proposed to actually capture and portray the reliability growth of any software [22]. Software testers measure the reliability of software by quantifying the number of faults with the time spent on testing. Thus, it is important to know how long the testing process needs to be performed and when should the software be released for usage. The initial SRGMs such as the Jelinski-Morando Model [17], Musa Model [28], G-O Model [16], Yamada Model [36], Bittanti Model [13], Ohba Model [29], K-G Model [31] etc. captured the basic behavior of faults. Many concepts such as fault categorization, fault complexity, testing effort function, testing efficiency, testing environment, testing coverage,
change point, warranty, testing resource allocation, optimal control theoretic approach of optimal allocation of resources, etc. have been explored in detail in the software reliability literature [7] [8] [22] [25] [26] [27].

In the competitive world of software and technology, firms are forced to either keep up with the pace of the market or run out of business. This pressure results in firms releasing their product before it is fully prepared. In such cases, there is always a possibility that some bugs are still lying dormant in the software at its release time. To handle this precarious situation, a relatively new concept of patching has emerged, which is quite helpful in estimating software reliability and in providing after-sales support. Nowadays, all major software firms frequently release patches to handle issues arising in the operational phase. For instance, since October 2003 Microsoft has designated the second Tuesday of each month to release security patches for its products and coined it as “Patch Tuesday”. Patches for any zero-day vulnerabilities like in the case of ransomware WannaCry may be also released in between and are termed as out-of-band patch [30].

In today’s neck-to-neck competitive environment, every firm wants to bring out its offering as early as possible. In these circumstances, patching can help the software firms in releasing a pre-mature product which can undergo continual testing once the product is in operational phase. Patch is generally a small set of corrective code released during the operational phase of software to fix the bugs or to update them [1]. The earliest version of a patch was in the form of paper tape/punched cards. Later on, one could download such files from the vendor’s site but now, automated software updates are available. Administrators also use patch management systems that handle the patch application process. Like, in the work by Arora et al. [9]; which has used utility theory to analyze the trade-off time to release a faulty product or to invest in post-release support. Their proposal gave a comparative study of the behavior of a social vendor, a software monopolist, and a tangible goods monopolist towards patching. In another work by Beattie et al. [12]; authors have suggested that when patches are available, the crucial question that arises is “When to patch?”. It is a rational choice made by the administrator by finding a trade-off between the associated risk and time; for which they formulated a mathematical cost model.

The faults in software are discovered mainly by two groups of people: testers and users. Before the software release, the testers are the sole fault finders and this testing is known as in-house testing. When the testing team continues testing, the product even after its release, it is referred to as field testing. Field testing involves the role of both the testers as well as the product users. Once the software has reached the users, the users report a fault as and when they find it. In this way, both the testers and the user work simultaneously to identify faults and eventually the software is debugged by testers. To debug these newly discovered faults, the developers release a corrective code in the form of a patch. Das et al. [14] and Deepika et al. [15] have explored the joint role of tester and user in a patching based environment. Several practitioners have worked on this line of research viz, Jiang et al. [18] gave a release time scheduling policy where software is released a bit early and testing continues after the release; after the product is released, the
users also contribute in the testing process by reporting back faults to the vendor, which eventually leads to cost reduction. Anand et al. [3] have also studied the vulnerability patch modeling when the software vulnerabilities are reported by the vendors or reporters. Anand et al. [6] have also studied the role of tester and user in finding both faults and vulnerabilities, and hence proposed a patch release policy for the same. Anand et al. [1] proposed an economic cost analysis of software based on patching. They proposed a scheduling policy for a software product and showed the importance of patching in lowering the system outages and making the system more cost effective. Kumar et al. [24] discussed the reliability, which is a major attribute of the quality of a software, to address the issues of testing cost, release time of software, and a desirable reliability level. Kumar et al. [24] developed a reliability growth model implementing software patching to make the software system reliable and cost effective. Tickoo et al. [34] have proposed a testing effort based cost model to determine the optimal release time and patch time of a software. Kansal et al. [20] have proposed a generalized framework for finding the optimal release and patch time of a software under warranty. Anand et al. [5] have also worked on modeling the software patch/update release and software upgrade release phenomena simultaneously. Further, a novel concept of patching with consideration of error generation has been explored by Anand et al. [4].

When a users apply the patch on their systems, the problem is supposed to go away. But what if this hastily released patch has not been effectively tested? What if the patch is not able to fix the problem? What if the patch instead of removing problems can create some bugs? What if the problems that were lying dormant since the testing phase started causing unexpected behaviour in the system? There have been many real life situations that have exemplified such scenarios; like in order to keep themselves safe from the ransomware WannaCry, 5 hospitals in Queensland installed security patches. But the security patch was infected and instead, it incremented the problem at hand by denying access to the patient’s medical records. It also caused system slowness in the affected hospitals, i.e., Brisbane’s Princess Alexandra, Lady Cilento Children’s hospital, the Cairns, Mackay, and Townsville hospitals [11]. According to the finding of a survey conducted by GFI software in 2011, 50% of the surveyed IT firms have faced, at least, one critical IT failure due to application of badly created security patches. Further, 43% of the legal sector and 40% of the healthcare sector suffer due to recurring problems caused by installation of bad security patches [37].

The idea of this paper is to consider the above questions and create a relevant modeling framework. Working on the lines of Anand et al. [4], it has been assumed that sometimes a patch can be destructive, i.e., rather than providing benefits it results into some failure. To keep up with the pace of the market, the developers release patches. Sometimes infectious or broken patches are released, which not only affects the process but also increases the number of faults due to error generation. Providing early patches might lead to the application of a faulty patch that eventually can lead to reduction in systems performance. In this paper, three different models have been proposed, which consider the different functional
forms of joint efforts of testers and users based on the fact that fixing bugs by issuing patches may sometimes result into increased fault count or it may happen that some bugs may not be perfectly debugged. Table 1 shows how our analysis is significant over the research done earlier in the field of software patch modeling.

Table 1: Comparison between Present and Prior Research

| Concept                                | Present Research | Anand et al. [1] | Jiang and Sarkar [18] | Kansal et al. [20] | Research on Concept of Patch* |
|----------------------------------------|------------------|------------------|-----------------------|--------------------|------------------------------|
| Joint role of tester and user in fault debugging | Yes              | Yes              | Yes                   | Yes                | No                           |
| Release time and testing Stop Time As two Separate Scenario | Yes              | Yes              | Yes                   | Yes                | No                           |
| Impact of an infected patch            | Yes              | No               | No                    | No                 | No                           |
| Importance of patch testing before releasing for any fixation | Yes              | No               | No                    | No                 | No                           |
| Different Detection/Removal rates of testers before and after software release | Yes              | Yes              | Yes                   | Yes                | No                           |

*Research like: Arora et al. [9] and Beattie et al. [12].

The structure of the paper is as follows: Section 2 comprises of modeling framework with different set of notations; Section 3 covers the Model Validation and Data Analysis, followed by the Conclusion in section 4.

2. MODEL BUILDING

Consider the situation where the software is released in the market and the users are using it. When users face an issue with their products, they report the same to the producer. The software firms consider the issue and take an appropriate action. To handle the presence of bugs, software patches are then released by the vendors. The possibility that some of these patches being infected and eventually impacting the software reliability has been modeled here. We assume that the fault removal process is modeled as Non-Homogeneous Poisson Process (NHPP). Further, it is assumed that before the release of the software, the testing team is the sole fault finder. But once the software is in operational phase, both the tester and the user are detecting faults in the software with differing efficiencies. The model also considers the varying testing environment before and after the release of the software. Generally, before the software release, the testing team works very hard to make their product the best possible. But once the product has been released, the efficiency of the team tends to go down. The changing behavior of the tester, i.e., their seriousness to deal with the software, ultimately affects the software reliability. Thus, when we consider the impact of the field testing on software reliability growth, it is essential that we keep this changing testing environment into consideration.

Notations

The following notations have been used throughout this paper:
\( m(t) \): Cumulative number of faults detected/corrected in the software.

\( a \): Total number of faults in the software.

\( b_1 \): Rate of fault removal per remaining fault before software release.

\( b_2 \): Rate of fault removal per remaining fault after software release.

\( \beta_1 \): Learning parameter before the software release.

\( \beta_2 \): Learning parameter after the software release.

\( \alpha \): Bug generation due to infected patch.

\( p \): Probability of perfect debugging of the software.

\( \tau \): Software release time.

\( \otimes \): Steiltjes Convolution.

\( F(t) \): Cumulative Distribution function (CDF) for fault debugging by the tester.

\( G(t) \): Cumulative Distribution Function (CDF) for fault reporting by the user.

\( g(t) \): Probability Distribution Function (PDF) for fault reporting by the user.

For the mathematical formulation, Software testing lifecycle \([0, T]\) has been divided into following two phases: \(0 \leq t < \tau\), when the software is with the developer and in \(\tau < t \leq T\), when the software is in operational phase and is being utilized by users. The timeline can be understood with the help of Figure 1.

![Figure 1: Software Testing Life Cycle](image)

**Phase 1:**

For time period \(0 \leq t < \tau\), in-house testing of the software takes place. Test cases are developed, executed and the testers try their best to debug the software based on these test cases. Extensive effort is being made to have the least number of faults possible at the release time of the software. Here, it has been assumed that fault removal process has an S-shaped distribution growth pattern as given by Kapur & Garg [21] which can be modeled as follows:

\[
m(t) = a.F(t) = a \left( \frac{1 - e^{-b_1 t}}{1 + \beta_1 e^{-b_1 t}} \right) \quad (1)
\]
**Phase 2:**

Phase 2 is the operational phase of the software. At time $t = \tau$, the software is released to the public. Thus, for time $\tau < t \leq T$, the users will also be contributing in finding faults in the software. It can be done in the form of feedback of the users taken by the vendors. The users also voluntarily report back issues and product aspirations to vendors. Thereby, both the testers and users shall contribute in the debugging process. To incorporate the combined effort of testers and users in bug finding, the following functional form of 2 distributions is being used from Steiltjes Convolution in Convolution theory:

$$(F \otimes G)t = \int_0^t F(t-x).g(x)dx$$  \hspace{1cm} (2)

where $F(x)$ is the fault debugging rate of the tester throughout the software lifecycle, and $G(x)$ is the fault reporting rate of the user after the software release. As a part of maintenance activities, updates and patches are released in this phase to keep the software in pristine condition. While the updates deal with multiple issues simultaneously, patches are meant to handle singular issues as soon as possible. Multiple patches are released throughout the maintenance phase to quick-fix the issues. There is a possibility that among these numerous patches, a patch might be infected, i.e., it has not been effectively tested and might further increment the bug content of the software. With the help of unified modelling approach, this phenomenon can be mathematically expressed as follows [22]:

$$m(T - \tau) = \frac{a'}{(1 - \alpha)}[1 - (1 - F \otimes G(T - \tau))^{p(1-\alpha)}]$$  \hspace{1cm} (3)

where $a' = a.\{1 - F(\tau)\}$

Using equation (1) and (3) the total number of faults debugged throughout the testing process can be modeled as follows:

$$m(T) = m(\tau) + m(T - \tau)$$

$$= a.F(\tau) + \frac{a}{(1 - \alpha)}[1 - F(\tau)][1 - (1 - F \otimes G(T - \tau))^{p(1-\alpha)}]$$  \hspace{1cm} (4)

where $F(\tau) = \frac{1-e^{-\frac{\beta_1}{\beta_1}}}{}$, i.e., the logistic distribution function for the fault debugging by the tester.

One important aspect to understand is that the users are not trained to find bugs. They report back the issue that they are facing. So their efficiency level cannot be the same as the testers. Similarly, all users cannot be equally efficient in detecting or reporting the issues. The users’ bugs finding efficiency will depend on many factors like the amount of time they spend on operating the software, how well versed they are with the software’s working, comfort while using the software, etc. So keeping these characteristics in mind, we have proposed three
different scenarios with different fault reporting rate for the user. Hence, user’s fault reporting process can be taken to follow a constant, exponential, or logistic distribution whereas the tester’s debugging rate is assumed to follow logistic distribution.

**Model 1:** Here it has been assumed that tester’s debugging rate follows logistic distribution and user’s fault reporting process is constant over the planning horizon, thus, the tester follows a learning pattern and his fault debugging abilities improve with time while the user’s reports faults at the same rate. It can be represented as,

\[ F(T - \tau) \sim \text{LogisticDistribution} \quad \text{and} \quad G(t - \tau) \sim \text{Constant}. \]

Thus, using equation (2) the joint rate of user and tester can be given as:

\[
(F \otimes G)(T - \tau) = \frac{1 - e^{-b_2(t-\tau)}}{1 + \beta_2 e^{-b_2(t-\tau)}} \tag{5}
\]

Using equation (5) in equation (4), the overall fault removal phenomenon can be modeled as follows:

\[
m(T) = a \left( 1 - e^{-b_1 \tau} \right) + \frac{a'}{1 - \alpha} \left[ 1 - \left( 1 - \frac{1 - e^{-b_2(t-\tau)}}{1 + \beta_2 e^{-b_2(t-\tau)}} \right)^{p(1-\alpha)} \right] \tag{6}
\]

where \( a' = a \cdot [1 - F(\tau)] \)

**Model 2:** The second model considers the tester’s debugging rate to be following a logistic distribution and user’s fault reporting rate to be following exponential distribution, i.e., the user’s reporting rate increases exponentially with time. Thus, \( F(T - \tau) \sim \text{LogisticDistribution} \) and \( G(T - \tau) \sim \text{ExponentialDistribution} \). Thus, \( F(T - \tau) = \frac{1 - e^{-b_2(T-\tau)}}{1 + \beta_2 e^{-b_2(T-\tau)}} \) and \( G(T - \tau) = 1 - e^{-b_2(T-\tau)} \)

Thus, using equation (2) we have

\[
(F \otimes G)(T - \tau) = \left( 1 - e^{-b_2(T-\tau)} \right) + (1 + \beta_2) e^{-b_2(T-\tau)} \log \left( \frac{1 + \beta_2 e^{-b_2(T-\tau)}}{1 + \beta_2 e^{-b_2(T-\tau)}} \right) \tag{7}
\]

Using equation (7) in equation (4) we have the fault removal process for testing process inculcating patching as an attribute, which may sometimes lead to incorporation of infected patches.

\[
m(T) = a \left( 1 - e^{-b_1 \tau} \right) + \frac{a'}{1 - \alpha} \left[ 1 - \left( 1 - \frac{1 - e^{-b_2(T-\tau)}}{1 + \beta_2 e^{-b_2(T-\tau)}} \right)^{p(1-\alpha)} \right] + (1 + \beta_2) e^{-b_2(T-\tau)} \log \left( \frac{1 + \beta_2 e^{-b_2(T-\tau)}}{1 + \beta_2 e^{-b_2(T-\tau)}} \right) \tag{8}
\]
where \( a' = a [1 - F(\tau)] \)

**Model 3:** The third model assumes that tester’s fault detection rate is following logistic distribution i.e. \( F(T - \tau) \sim \text{LogisticDistribution} \) and keeping the same distribution for users fault reporting phenomenon i.e. \( G(T - \tau) \sim \text{LogisticDistribution} \). We have taken a learning pattern for the user’s reporting rate to demonstrate the role of those users who use the product very frequently and take active interest in the fault report process.

\[
\Rightarrow F(T - \tau) = \frac{1 - e^{-b_2(T-\tau)}}{1 + \beta_2 e^{-b_2(T-\tau)}} \quad \text{and} \quad G(T - \tau) = \frac{1 - e^{-b_2(T-\tau)}}{1 + \beta_2 e^{-b_2(T-\tau)}}
\]

Using equation (2) we have:

\[
(F \otimes G)(T - \tau) = \left( \frac{1 - e^{-b_2(T-\tau)}}{1 - \beta_2^2 e^{-b_2(T-\tau)}} \right) + \frac{e^{-b_2(T-\tau)}(1 + \beta_2)^2}{(1 - \beta_2^2 e^{-b_2(T-\tau)^2})} \cdot \left[ b_2(T - \tau) + 2\log \left( \frac{1 + \beta_2}{1 + \beta_2 e^{-b_2(T-\tau)}} \right) \right] \quad (9)
\]

Further, using equation (9) in equation (4), the mean value function for overall fault removal process can be given as follows:

\[
m(T) = a \left( \frac{1 - e^{-b_1 T}}{1 + \beta_1 e^{-b_1 T}} \right) + a' \left[ 1 - \left( \frac{1 - e^{-b_2(T-\tau)}}{1 - \beta_2^2 e^{-b_2(T-\tau)}} \right) \right] \cdot \left[b_2(T - \tau) + 2\log \left( \frac{1 + \beta_2}{1 + \beta_2 e^{-b_2(T-\tau)}} \right) \right] \quad (10)
\]

where \( a' = a [1 - F(\tau)] \).

**3. DATA ANALYSIS AND MODEL VALIDATION**

The above models have been analyzed and validated on two fault count dataset. The first dataset \((DS-I)\) consists of the fault count data of Tandem computers and contains 100 faults discovered over a period of 20 weeks [35]. The second dataset \((DS-II)\) is the fault count data of a Brazilian Electronic Switching System, TROPICO R-1500, and contains 461 faults discovered over 81 time points (1 time point corresponds to 10 days) [19]. Parameter estimation has been done using the Statistical Analysis Software (SAS) [31]. The estimated parameter values for the two datasets are shown in Table 2. Table 3 shows the performance of the 3 models on different validation criteria like Sum of Squared Errors (SSE), Mean Square Error (MSE), Root Mean Square Error (R-MSE), R-Square \((R^2)\) and Adjusted R-Square (\(AdjR^2\)).

The deviation between original fault data and the observed fault data for the three proposed models on \(DS-I\) has been shown in Figures 2, 3, and 4 respectively. Figures 5, 6, and 7 show the graphical representation of the deviation between original fault count and the observed fault data for three models on \(DS-II\).

Figures 2-7 depict that the models are able to predict the data to a very good extent.
Table 2: Parameter Estimation for proposed models on DS-I and DS-II

| Dataset | Model | Parameters | $a$    | $b$    | $\beta_1$ | $\beta_2$ | $\alpha$ | $p$ |
|---------|-------|------------|-------|-------|-----------|-----------|---------|-----|
| DS-I    | Model 1 | $103.421$ | 0.173 | 0.54  | 1.023     | 2.12      | 0.122   | 0.52|
| DS-I    | Model 2 | $192.908$ | 0.234 | 0.55  | 2.16      | 2.31      | 0.139   | 0.52|
| DS-II   | Model 1 | $551.338$ | 0.055 | 0.65  | 1.894     | 9.115     | 0.012   | 0.655|
| DS-II   | Model 2 | $519.426$ | 0.056 | 0.67  | 2.121     | 5.035     | 0.018   | 0.645|
| DS-II   | Model 3 | $513.506$ | 0.066 | 0.94  | 4.031     | 2.49      | 0.001   | 0.731|

Table 3: Comparison Criteria for proposed models on DS-I and DS-II

| Dataset | Model | Parameters | SSE   | MSE   | R-MAE | $R^2$ | AdjR$^2$ |
|---------|-------|------------|-------|-------|-------|-------|----------|
| DS-I    | Model 1 | 162.1      | 9.006 | 3.001 | 0.990 | 0.989 |          |
| DS-I    | Model 2 | 296.8      | 16.487| 4.060 | 0.982 | 0.981 |          |
| DS-I    | Model 3 | 358.7      | 19.929| 4.464 | 0.978 | 0.977 |          |
| DS-II   | Model 1 | 5664.1     | 73.560| 8.577 | 0.996 | 0.995 |          |
| DS-II   | Model 2 | 6277.9     | 81.531| 9.030 | 0.996 | 0.995 |          |
| DS-II   | Model 3 | 7161.4     | 93.005| 9.644 | 0.995 | 0.994 |          |

Figure 2: Goodness of fit curve for Model 1 on DS-I
Figure 3: Goodness of fit curve for Model 2 on DS-I

Figure 4: Goodness of fit curve for Model 3 on DS-I
Figure 5: Goodness of fit curve for Model 1 on DS-II

Figure 6: Goodness of fit curve for Model 2 on DS-II
Figure 7: Goodness of fit curve for Model 3 on DS-II
4. CONCLUSIONS

This paper considers the effect of an infected patch on the software reliability growth. If the patches are not effectively tested, i.e., the faults are not completely removed at patch release time, then such infected patches can increase the fault content in the software. Before a software is released, testers are to detect bugs and remove them, but after their release, both testers and users are to find faults which are then corrected by the patches, issued by the developers. The users can have different levels of fault reporting rate depending upon their software use intensity and fault finding efficiency. To model the above concept, we proposed a generic model based on the concept of firms providing patching service wherein it is assumed that sometimes these corrective measures result in implementation of infected patch. Further, based on differing user efficiency, three models have been formulated and analyzed on two sets of software failure data. The results show that the predicted values obtained using the proposed models were very close to the actual values. Thus, the phenomenon of infected patching and the differing behaviour of testers and users in such a situation can be explained effectively through our models.
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