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Abstract

In this paper, we introduce convolutional proximal neural networks (cPNNs), which are by construction averaged operators. For filters of full length, we propose a stochastic gradient descent algorithm on a submanifold of the Stiefel manifold to train cPNNs. In case of filters with limited length, we design algorithms for minimizing functionals that approximate the orthogonality constraints imposed on the operators by penalizing the least squares distance to the identity operator. Then, we investigate how scaled cPNNs with a prescribed Lipschitz constant can be used for denoising signals and images, where the achieved quality depends on the Lipschitz constant. Finally, we apply cPNN based denoisers within a Plug-and-Play (PnP) framework and provide convergence results for the corresponding PnP forward-backward splitting algorithm based on an oracle construction.

1. Introduction

Building neural networks (NNs) with special properties and stability guarantees has attracted growing interest over the last few years. In particular, it turned out that controlling the Lipschitz constant of neural networks \[21, 36, 46\] is an important step towards increasing robustness, e.g., against adversarial attacks \[55\]. In this paper, we are interested in NNs that are averaged with parameter \(t \in (0, 1)\), see \[31, 33\] for the first attempt at averaged operators. Of special interest are operators with parameter \(t = \frac{1}{2}\). These include so-called proximal operators, which were extensively used in variational image processing lately \[6\]. Indeed, averagedness of an operator requires more than just having Lipschitz constant 1, and the convergence of certain iteration schemes relies on this property. A well-known example is the iterative soft thresholding algorithm (ISTA) \[17\], which is itself a special case
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of forward-backward splitting (FBS) algorithms [12]. Convergence of the Douglas–Rachford algorithm and the alternating direction method of multipliers (ADMM) can be shown using properties of averaged operators. The relation between the later algorithms is investigated in [14, 19, 47].

Recently, a certain proximal step in these algorithms was replaced by powerful denoisers such as BM3D [15, 16] or NNs [51] without any convergence guarantees. This technique is meanwhile known as Plug-and-Play (PnP) algorithms [19, 56] and led to improved results in certain applications, e.g., [10, 22, 35, 40, 53]. The idea was also applied for various other optimization methods such as half-quadratic minimization [59] or the primal dual hybrid gradient algorithm [35]. Using slightly different ideas, PnP iterations based on the D-AMP algorithm are constructed in [18]. Here, a separate denoiser is trained for each layer, an approach also known as algorithmic unrolling [37]. To remain close to proximal operators as denoiser choice for FBS-PnP, the authors of [42] proposed a NN trained to be the orthogonal projection onto the set of natural images. Closely related to PnP is an approach called regularization by denoising (RED) [43]. In this setting, an objective function of the form \( \|Ax - y\|^2 + \rho(x) \) is minimized, where the regularizer \( \rho \) is built from a NN denoiser. Unfortunately, convergence of FBS-PnP can be only guaranteed if the denoiser is averaged, and, even worse, convergence of ADMM-PnP if the denoiser is \( \frac{1}{2} \)-averaged. These requirements are clearly not fulfilled by BM3D and general NNs. Indeed, it was shown in [48] that we do not have numerical convergence within FBS-PnP for DnCCN [58]. Additionally, we construct for any \( t \in (\frac{1}{2}, 1] \) a \( t \)-averaged operator such that ADMM-PnP diverges. In [24], so-called PNNs were considered, which are by construction averaged and hence a natural choice for PnP algorithms. Note that averaged NNs can be also built using the definition of averagedness directly, see [54].

In this paper, we generalize the framework of PNNs from [24] to convolutional ones. We want to emphasize that this generalization is vital for working with real-world image data. To this end, we first cover the theoretical background on the structure of the minimization domain, before we discuss the actual training procedure. It turns out that the case of full filter length can be handled by considering submanifolds of the Stiefel manifold. For filters with limited length, the situation is completely different and we propose a penalized version of the problem instead. In order to improve the expressibility of the constructed NNs, we scale the cPNNs with a factor \( \gamma \), which is an upper bound for their Lipschitz constant. Our numerical experiments confirm that this scaling indeed leads to better denoisers. To ensure that the networks remain averaged, we have to modify them using an additional oracle image. Based on this modification, we can show that the proposed FBS-PnP schemes are convergent. For smaller noise levels, we observe that our scaled cPNNs are numerically \( \frac{1}{2} \)-averaged, which justifies their usage in ADMM-PnP algorithms.

The outline of this paper is as follows: In Section 2 we recall tools from convex analysis and facts about Stiefel manifolds that are necessary to derive the stochastic gradient descent algorithm on these manifolds. The construction of PNNs as proposed in [24] is briefly reviewed in Section 3. Next, this framework is extended to the convolutional setting, called
cPNNs, in Section 4. Here, we first investigate filters with full length, before we resort to filters with limited length in the second part. In Section 5, we show how scaled cPNNs with an a priori upper-bounded Lipschitz constant can be used to construct image denoisers. As we do not want to retrain a network for every noise level, we propose to use cPNN based denoisers within PnP algorithms in Section 6. Here, it is important that the denoisers have not only Lipschitz constant 1, but are actually averaged. For an oracle version of the denoiser, we prove convergence of the PnP-FBS algorithm. Numerical results of PnP methods with cPNNs for image denoising and deblurring are provided in Section 7. Finally, conclusions are drawn in Section 8.

2. Preliminaries

Throughout this paper, we denote by $I_d$ the $d \times d$ identity matrix, by $1_d$ the $d$-dimensional vector containing only 1s, and by $\| \cdot \|$ the Euclidean norm.

Convex analysis In the following, $\Gamma_0(\mathbb{R}^d)$ denotes the set of proper, convex, lower semi-continuous functions on $\mathbb{R}^d$ mapping into $(-\infty, \infty]$. For $f \in \Gamma_0(\mathbb{R}^d)$, the proximity operator $\text{prox}_f : \mathbb{R}^d \to \mathbb{R}^d$ is defined by

$$\text{prox}_f(x) := \arg \min_{y \in \mathbb{R}^d} \left\{ \frac{1}{2} \| x - y \|^2 + f(y) \right\}.$$ 

It was shown by Moreau [38, Cor. 10c] that $A : \mathbb{R}^d \to \mathbb{R}^d$ is a proximity operator of some function $f \in \Gamma_0(\mathbb{R}^d)$ if and only if it is non-expansive and has a potential $\varphi \in \Gamma_0(\mathbb{R}^d)$, i.e., $A(x) = \nabla \varphi(x)$ for all $x \in \mathbb{R}^d$.

In this work, we focus on NNs that are so-called averaged operators. Recall that an operator $A : \mathbb{R}^d \to \mathbb{R}^d$ is $t$-averaged if there exists a non-expansive operator $R : \mathbb{R}^d \to \mathbb{R}^d$ such that

$$A = tR + (1 - t)I_d \quad \text{for some} \quad t \in (0, 1).$$

Clearly, averaged operators are non-expansive. The averaged operators $A : \mathbb{R}^d \to \mathbb{R}^d$ with $t = \frac{1}{2}$ are exactly the firmly non-expansive operators fulfilling

$$\|Ax - Ay\|^2 \leq \langle Ax - Ay, x - y \rangle$$

for all $x, y \in \mathbb{R}^d$. In particular, every proximity operator is firmly non-expansive. Using Moreau’s characterization, it can be seen that the opposite is in general not true. However, for functions on $\mathbb{R}$ we have the following proposition, which follows immediately from Moreau’s result [11].

**Proposition 1.** For a function $\sigma : \mathbb{R} \to \mathbb{R}$ the following properties are equivalent:

i) $\sigma = \text{prox}_f$ for some $f \in \Gamma_0(\mathbb{R})$, ...
ii) $\sigma$ is $\frac{1}{2}$-averaged,

iii) $\sigma$ is monotone increasing and non-expansive.

Some useful properties of averaged operators are given in the following theorem. The first three parts follow directly by definition and the last two can be found in [13].

**Theorem 2** (Properties of averaged operators).

i) If $A: \mathbb{R}^d \to \mathbb{R}^d$ is Lipschitz continuous with Lipschitz constant $L < 1$, then $A$ is averaged for every parameter $t \in \left((L + 1)/2, 1\right)$.

ii) If $A: \mathbb{R}^d \to \mathbb{R}^d$ is averaged with parameter $t$, then it is averaged for every parameter in $[t, 1)$.

iii) A linear operator $A \in \mathbb{R}^{d,d}$ is averaged with parameter $t$ if and only if the matrix $(2t - 1)I_d - AT + (1 - t)(A + A^T)$ is positive semidefinite. In particular, any symmetric $A$ is averaged if and only if all its eigenvalues are in $(-1, 1]$, and it is $\frac{1}{2}$-averaged if all its eigenvalues are in $[0, 1]$.

iv) The concatenation of $K$ averaged operators $A_k: \mathbb{R}^d \to \mathbb{R}^d$ with parameters $t_k \in (0, 1)$, $k = 1, \ldots, K$, is an averaged operator with parameter

$$t = \left(1 + \frac{1}{\sum_{k=1}^{K} \frac{t_k}{1 - t_k}}\right)^{-1} \leq \frac{K}{(K - 1) + \frac{1}{\max_k t_k}}.$$

v) If $A: \mathbb{R}^d \to \mathbb{R}^d$ is an averaged operator having a nonempty fixed point set, then the sequences of iterates $\{x^{(r)}\}_r$ generated by $x^{(r+1)} = Ax^{(r)}$ converges for every starting point $x^{(0)}$ to a fixed point of $A$.

**Stiefel manifold** For $n \geq d$, the (compact) Stiefel manifold is defined as

$$\text{St}(d, n) := \{T \in \mathbb{R}^{n,d} : TT^T = I_d\}.$$ 

This manifold has dimension $nd - \frac{1}{2}d(d + 1)$ and its tangent space at $T \in \text{St}(d, n)$ is given by

$$\mathcal{T}_T\text{St}(d, n) = \{TV + B : V^T = -V, T^TB = 0\},$$

see [Π]. For fixed $T \in \text{St}(d, n)$, the orthogonal projection of $X \in \mathbb{R}^{n,d}$ onto the tangent space $\mathcal{T}_T\text{St}(d, n)$ is given by

$$\Pi_{\mathcal{T}_T\text{St}(d, n)}X = (I_n - TT^T)X + \frac{1}{2}(T^TX - X^TT)$$

$$= W(T, X)T,$$ (1)
where
\[ W(T, X) := \tilde{W}(T, X) - \tilde{W}^T(T, X), \quad \tilde{W}(T, X) := XT - \frac{1}{2}T(T^TX)^T. \]

Several retractions on \( \text{St}(d, n) \) based on the QR factorization of matrices were proposed in the literature. As the computation of the QR decomposition appears to be time consuming on a GPU, we prefer to apply the following retraction \[39, 57\] based on the Cayley transform of skew-symmetric matrices
\[ \mathcal{R}_{T\text{St}(d,n)}(X) = (I_n - \frac{1}{2}W(T, X))^{-1}(I_n + \frac{1}{2}W(T, X))T, \quad X \in T\text{St}(d, n). \] (2)

Note that the required matrix inversion can be efficiently evaluated by a fixed point iteration, see \[24, 32\]. Since
\[ W(T, X) = W(T, \Pi_{T\text{St}(d,n)}X), \]
this retraction enlarged to the whole \( \mathbb{R}^{n,d} \) fulfills
\[ \mathcal{R}_{T\text{St}(d,n)}(X) = \mathcal{R}_{T\text{St}(d,n)}(\Pi_{T\text{St}(d,n)}X), \quad X \in \mathbb{R}^{n,d}. \] (3)

Finally, we need the orthogonal projection with respect to the Frobenius norm onto the Stiefel manifold itself, see \[28\] Sect. 7.3, 7.4. An orthogonal projection of \( X \in \mathbb{R}^{n,d}, d \leq n \), onto \( \text{St}(d, n) \) is given by the matrix \( U \) in the polar decomposition
\[ X = US, \quad U \in \text{St}(d, n), \quad S \in \mathbb{R}^{d,d} \text{ symmetric positive definite}. \] (4)

The projection is unique if and only if \( X \) has full column rank.

### 3. Proximal Neural Networks

In this section, we consider proximal neural networks introduced by some of the authors in \[24\]. Note that the original network structure is slightly more general than the one used in this paper. Such networks are concatenations of building blocks of the form
\[ \Phi(\cdot; T, b, \alpha) := T^T\sigma_\alpha(T \cdot + b), \] (5)
where \( b \in \mathbb{R}^n \), the matrix \( T \) or \( T^T \) is in \( \text{St}(d, n) \) and \( \sigma_\alpha \) is a stable activation function, i.e., a function which satisfies \( \sigma_\alpha(0) = 0 \) and one of the equivalent properties in Proposition 1. The activation function may depend on a parameter \( \alpha > 0 \) or is parameter-free in which case we ignore the index \( \alpha \). Nearly all practically applied activation functions are stable, see Table 5 in the appendix. For \( T \in \mathbb{R}^{n,d} \), we use the abbreviation
\[ T' := \begin{cases} T & \text{if } n \geq d, \\ T^T & \text{if } n < d. \end{cases} \]
Under the above assumptions, it can be shown using Moreau’s characterization that the function \( \Phi \) in [5] is indeed a proximity operator of some function from \( \Gamma_0(\mathbb{R}^d) \), see [3, 24]. In particular, \( \Phi \) is \( 1/2 \)-averaged. A \textit{proximal neural network} (PNN) is defined as

\[
\Phi(x; u) = T_K^T \sigma_{\alpha_K}(T_K \cdots T_2^T \sigma_{\alpha_2}(T_2T_1^T \sigma_{\alpha_1}(T_1x + b_1) + b_2) \cdots ),
\]

with parameters \( u = ((T'_k)_{k=1}^K, (b'_k)_{k=1}^K, (\alpha_k)_{k=1}^K) \), where \( T'_k \in \text{St}(d, n_k) \), \( b_k \in \mathbb{R}^{n_k} \) and \( \alpha_k > 0 \), see [24]. PNNs are the concatenation of \( K \) firmly non-expansive operators. Hence, Theorem [2](ii) implies that they are averaged with \( \alpha = K/(K + 1) \).

**Remark 3.** The authors of [29] considered NNs of the form

\[
L_{K+1}\sigma_{\alpha_K}(L_K \cdots L_3\sigma_{\alpha_2}(L_2\sigma_{\alpha_1}(L_1x + b_1) + b_2) \cdots ),
\]

where the matrices \( L_k \in \mathbb{R}^{n_k \times n_{k-1}} \) or their transposed are in a Stiefel manifold and trained them by the so-called optimization over multiple dependent Stiefel manifolds (OMDSM). It can be shown that for a given \( T'_{k-1} \in \text{St}(d, n_{k-1}) \) there exists \( T_k' \in \text{St}(d, n_k) \) such that \( L_k = T_kT_{k-1}^T \), see [24]. The converse is not true, i.e., \( T_kT_{k-1}^T \) (or its transpose) is in general not in a Stiefel manifold. Thus, PNNs are more general than the NNs in [29].

In the following, we want to learn the parameters \( u = (T, b, \alpha) \) of PNNs, where

- \( T = (T'_k)_{k=1}^K \in \mathcal{U}_2 := \text{St}(d, n_1) \times \ldots \times \text{St}(d, n_K) \),
- \( b = (b'_k)_{k=1}^K \in \mathcal{U}_1 := \mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_K} \),
- \( \alpha = (\alpha_k)_{k=1}^K \in \mathcal{U}_0 := \mathbb{R}^{K}_> 0 \).

For learning the parameters, we have to solve for given \( (x_i, y_i)_{i=1}^N \) the following minimization problem

\[
\arg \min_{(T, b, \alpha) \in \mathcal{U}_2 \times \mathcal{U}_1 \times \mathcal{U}_0} \frac{1}{N} \sum_{i=1}^N \ell(\Phi(x_i; u), y_i) = \arg \min_u \left\{ H(u) + \iota_{\mathcal{U}_2}(T) + \iota_{\mathcal{U}_0}(\alpha) \right\},
\]

with a differentiable loss function \( \ell \) and \( H(u) := \frac{1}{N} \sum_{i=1}^N \ell(\Phi(x_i; u), y_i) \). Here, \( \iota_C \) denotes the \textit{indicator function} of a set \( C \) defined by \( \iota_C(x) := 0 \) if \( x \in C \) and \( \iota_C(x) := +\infty \) otherwise.

In [24], this functional was minimized by a stochastic gradient decent algorithm on the manifold \( \mathcal{U}_2 \times \mathcal{U}_1 \times \mathcal{U}_0 \). One gradient descent step for minimizing a function \( f: \mathcal{M} \rightarrow \mathbb{R} \) on a matrix manifold \( \mathcal{M} \) embedded in \( \mathbb{R}^D \) can be basically performed as follows: Given the previous iteration \( \bar{x} \in \mathcal{M} \),

i) compute the Euclidean gradient \( \nabla f(\bar{x}) \) of \( f \) at \( \bar{x} \),
ii) perform the orthogonal projection \( \Pi_{T_xM} : \mathbb{R}^D \to T_xM \) of \( \nabla f(\bar{x}) \) onto the tangent space \( T_xM \) of \( M \) at \( \bar{x} \),
\[
\Pi_{T_xM}(\nabla f(\bar{x})) = \nabla_M f(\bar{x})
\]
to obtain the Riemannian gradient \( \nabla_M f(\bar{x}) \),

iii) perform a descent step in direction \( \nabla_M f(\bar{x}) \) using a retraction \( R_{T_xM} : T_xM \to M \) to obtain a new iterate
\[
x_{\text{new}} = R_{T_xM}(\tau \nabla_M f(\bar{x})), \quad \tau > 0.
\]

Since \( U_1 \) is an Euclidean space, we only have to consider orthogonal projections and retractions on \( \text{St}(d,n) \) and on the positive numbers. On \( \text{St}(d,n) \) we use the retraction \( (2) \), which has the additional advantage that step ii) in Algorithm 1 is not necessary, i.e., we can apply the enlarged retraction \( (3) \) to the Euclidean gradient directly.

For learning the positive parameters of the activation function, we have to deal with the Riemannian manifold \( \mathbb{R}^>0 \) with tangent space \( T_\alpha \mathbb{R}^>0 = \mathbb{R} \) at \( \alpha > 0 \) and Riemannian metric \( \langle r, s \rangle_\alpha = \frac{rs}{\alpha^2} \) with associated distance \( \text{dist}(\alpha, \beta) = |\ln(\alpha/\beta)| \). As retraction, we use the exponential map given by \( \text{EXP}_\alpha(r) = \alpha \exp(r/\alpha) \). Now, the Riemannian gradient \( \nabla_{\mathbb{R}^>0} f(\alpha) \) on the manifold \( \mathbb{R}^>0 \) fulfills for all \( r \in \mathbb{R} \) that
\[
\frac{1}{\alpha^2} \nabla_{\mathbb{R}^>0} f(\alpha)r = \langle \nabla_{\mathbb{R}^>0} f(\alpha), r \rangle_\alpha = rf'(\alpha),
\]
where \( f' \) is the Euclidean derivative of \( f \). Thus, \( \nabla_{\mathbb{R}^>0} f(\alpha) = \alpha^2 f'(\alpha) \) and a gradient descent step reads as
\[
\alpha^{(r+1)} = \text{EXP}_{\alpha^{(r)}}(-\nabla_{\mathbb{R}^>0} f(\alpha^{(r)})) = \alpha^{(r)} \exp(-\alpha^{(r)} f'(\alpha^{(r)})).
\]

In summary, the stochastic gradient descent reprojection algorithm on \( U_2 \times U_1 \times U_0 \) is given in Algorithm 4. So far, we have learned fully populated matrices \( T_k \in S(d,n_k), \ k = 1, \ldots, K \). To cope with real-world applications, we have to generalize our concept to convolutional networks.

4. Convolutional Proximal Neural Networks

In many real world applications, in particular in image processing, it is not possible to learn full matrices \( T_k, \ k = 1, \ldots, K \). Therefore, we address the construction of PNNs with convolutional layers, called cPNNs, in this section. In Subsection 4.1 we investigate convolutions having full filter lengths. It turns out that in this case we are just dealing with a submanifold of the Stiefel manifold so that similarly as before a stochastic gradient descent algorithm on this submanifold can be used for training. However, for high-dimensional data it is preferable to learn sparse filters. Therefore, we resort to cPNNs with filters of prescribed lengths in Subsection 4.2. Unfortunately, we leave the submanifold setting here and have to apply a completely different approach for training.
Algorithm 1. Stochastic gradient descent algorithm for minimizing (6)

Input: Training data \((x_i, y_i)_{i=1}^N\), batch size \(B \in \mathbb{N}\), learning rate \((\tau^{(r)})_{r \in \mathbb{N}}\)

Initialization: \(\mathcal{M} := \text{St}(n_K, d) \times \ldots \times \text{St}(n_1, d)\), \((T^{(0)}, b^{(0)}, \alpha^{(0)})\), where \(T^{(0)}\) has components \((T^{(0)}_k)_{k=1}^K\).

for \(r = 0, 1, \ldots\) do

1. Choose a mini batch \(I \subset \{1, \ldots, N\}\) of size \(|I| = B\)
2. Compute the Euclidean gradients of \(H_I(u) := \sum_{i \in I} \ell(\Phi(x_i; u); y_i)\) using backpropagation
   \[
   \nabla_T H_I(u^{(r)}), \quad \nabla_b H_I(u^{(r)}), \quad \nabla_\alpha H_I(u^{(r)})
   \]
3. Update \(u\) by a gradient descent step using the retraction \(\mathcal{R}_{\tau^{(r)}}\mathcal{M}\)
   \[
   (r+1) = \mathcal{R}_{\tau^{(r)}}\mathcal{M} \left( -\frac{\tau^{(r)}}{B} \nabla_T H_I(T^{(r)}, b^{(r)}) \right),
   \]
   \[
   b^{(r+1)} = b^{(r)} - \frac{\tau^{(r)}}{B} \nabla_b H_I(T^{(r)}, b^{(r)}),
   \]
   \[
   \alpha^{(r+1)} = \alpha^{(r)} \exp \left( -\alpha^{(r)} \nabla_\alpha H_I(\alpha^{(r)}) \right)
   \]
end for

4.1. Convolutional PNNs with Full Filter Lengths and Matrix Algebras

There exist several approaches to deal with boundaries when applying a filter \(a \in \mathbb{R}^m\) to some finite signal \(f \in \mathbb{R}^n\), i.e., when computing the vector \(f \ast a = ((f \ast a)_j)_{j=0}^{m-1}\) given by

\[
(f \ast a)_j = \sum_{k=0}^{m-1} a_k f_{j-k}, \quad j = 0, \ldots, n-1,
\]

with a suitable extension of \(f\) for indices not between 0 and \(m-1\). Common extension choices are

- periodic: \(f_{j+lm} = f_j\),
- mirrored: \(f_{2m-j-1} = f_j\) and \(f_{j+2lm} = f_j\),
- zero-padding: \(f_{j+lm} = 0\),

where \(j \in \{0, \ldots, m-1\}\) and \(l \in \mathbb{Z} \setminus \{0\}\). The first two cases are related to the matrix algebras of circulant and special Toeplitz-plus-Hankel matrices, while the last one relies on Toeplitz matrices. More generally, for a unitary matrix \(U_m \in \mathbb{C}^{m,m}\), we consider the commutative matrix algebra

\[
\mathcal{A}(U_m) = \{ C = U_m \Lambda U_m^* \in \mathbb{R}^{m,m} : \Lambda \text{ complex diagonal matrix} \}.
\]
The mentioned boundary cases are treated in the next example, for more information see, e.g., [41, 50].

**Example 4.**

1. **Filtering of periodic signals:**
   
   For the \( m \)-th Fourier matrix \( U_m = F_m = \frac{1}{\sqrt{m}}(e^{-2\pi i jk/m})_{j,k=0}^{m-1} \), we obtain the algebra of circulant matrices with first column \( a \in \mathbb{R}^m \),
   
   \[
   A(F_m) = \{ \text{Circ}_m(a) := F_m^* \text{diag}(\sqrt{m}F_m a)F_m : a \in \mathbb{R}^m \}.
   \]
   
   Filtering with periodic boundary conditions can be written as \( f * a = \text{Circ}_m(a) f \).

2. **Filtering of signals with mirrored boundaries:**
   
   For the cosine-II matrix \( U_m = C_{II}^m = \sqrt{2/m} (\varepsilon_k \cos ((2k+1)j\pi/2m))_{j,k=0}^{m-1} \) with \( \varepsilon_0 = 1/\sqrt{2} \) and \( \varepsilon_k = 1 \) for \( k = 1, \ldots, m-1 \), we get the algebra of symmetric Toeplitz matrices with first column \( a \) plus persymmetric Hankel matrices with first column \( (a_1, \ldots, a_{m-1}, 0)^T \),
   
   \[
   A(C_{II}^m) = \{ \text{TH}_m(a) := (C_{II}^m)^T \text{diag}(C_m a)C_{II}^m : a \in \mathbb{R}^m \},
   \]
   
   where \( C_m := 2(\varepsilon_k^2 \cos(jk\pi/m))_{j,k=0}^{m-1} \). Filtering with mirror boundary condition is given by \( f * a = \text{TH}_m(a) f \).

3. Another common algebra in the context of convolutions is the so-called \( \tau \)-algebra based on the sin-I transform, see [5].

The matrices appearing in NNs usually consist of several blocks of filter matrices. Therefore, we consider the linear subspace of \( \mathbb{R}^{n,d} \) given by block matrices of structured blocks

\[
V(U_m)^{m_1,m_2} = \{ C = (C_{ij})_{i,j=1}^{m_1,m_2} : C_{ij} \in A(U_m) \},
\]

with

\[ n = m_1m, \quad d = m_2m. \]

Special block circulant matrices are addressed in Proposition [10]. Now, we investigate the subset

\[
M(U_m)^{m_1,m_2} := V(U_m)^{m_1,m_2} \cap \text{St}(d,n).
\]

More precisely, we show that \( M(U_m)^{m_1,m_2} \) is a submanifold of \( \text{St}(d,n) \) and that the orthogonal projections onto its tangent spaces as well as the retractions coincide with those of the Stiefel manifold when restricted to \( V(U_m)^{m_1,m_2} \). Here, the algebra property of \( A(U_m) \) plays a crucial role. As a consequence, the stochastic gradient descent Algorithm [1] can be applied on \( M(U_m)^{m_1,m_2} \times U_1 \times U_0 \) as well. We need the following well-known lemma, see [1].
Lemma 5. Let $\mathcal{V}_1, \mathcal{V}_2$ be linear spaces of dimensions $d_1 > d_2$. For a smooth function $F : \mathcal{V}_1 \to \mathcal{V}_2$ with full rank Jacobian $DF(x)$ for all $x \in \mathcal{V}_1$, the set

$$F^{-1}(0) = \{ x \in \mathcal{V}_1 : F(x) = 0 \},$$

is a smooth submanifold of $\mathcal{V}_1$ of dimension $d_1 - d_2$ and for any $x \in F^{-1}(0)$ it holds

$$\mathcal{T}_xF^{-1}(0) = \ker(DF(x)), \quad x \in F^{-1}(0).$$

Based on this lemma, we can prove the following proposition.

Proposition 6. The set $\mathcal{M} = \mathcal{M}(U_m)^{m_1,m_2}$ defined in (8) is a manifold and the tangential space at $C \in \mathcal{M}$ is given by

$$\mathcal{T}_C\mathcal{M} = \{ CV + B : V \in \mathcal{V}(U_m)^{m_2,m_2}, B \in \mathcal{V}(U_m)^{m_1,m_2} \text{ with } V^T = -V, \ C^T B = 0 \}$$

$$= \mathcal{V}(U_m)^{m_1,m_2} \cap \mathcal{T}_C\text{St}(d,n).$$

The orthogonal projection of $X \in \mathcal{V}(U_m)^{m_1,m_2}$ onto the tangent space $\mathcal{T}_C\mathcal{M}$ is given by

$$\Pi_{\mathcal{T}_C\mathcal{M}}(X) = P_{\mathcal{T}_C\text{St}(d,n)}(X),$$

and a retraction by

$$\mathcal{R}_{\mathcal{T}_C\mathcal{M}}(X) = \mathcal{R}_{\mathcal{T}_C\text{St}(d,n)}(\Pi_{\mathcal{T}_C\mathcal{M}}X),$$

where $\mathcal{R}_{\mathcal{T}_C\text{St}(d,n)}$ denotes the retraction in (2). Further, we have for the retraction enlarged to $\mathcal{V}(U_m)^{m_1,m_2}$ that

$$\mathcal{R}_{\mathcal{T}_C\mathcal{M}}(X) = \mathcal{R}_{\mathcal{T}_C\text{St}(d,n)}(\Pi_{\mathcal{T}_C\mathcal{M}}X), \quad X \in \mathcal{V}(U_m)^{m_1,m_2}.$$

Proof. 1. In order to apply Lemma 5 we consider $\mathcal{V}_1 = \mathcal{V}(U_m)^{m_1,m_2}$ and the space of symmetric matrices $\mathcal{V}_2 = \text{Sym}(\mathcal{V}(U_m)^{m_2,m_2}) \subset \mathcal{V}(U_m)^{m_2,m_2}$. As mapping we choose $F(C) = C^T C - I_d$. Note that due to the algebra property of $\mathcal{A}(U_m)$ the matrix $C^T C$ is indeed in $\mathcal{V}(U_m)^{m_2,m_2}$.

Then, it holds $\mathcal{M} = F^{-1}(0)$. The differential $DF(C) : \mathcal{T}_C \mathcal{V}_1 \to \mathcal{T}_{F(C)} \mathcal{V}_2$ of this mapping at $C \in \mathcal{V}(U_m)^{m_1,m_2}$ applied to $X \in \mathcal{T}_C \mathcal{V}_1 = \mathcal{V}(U_m)^{m_1,m_2}$ is given by

$$DF(C)[X] = C^T X + X^T C.$$

For every $C \in \mathcal{M}$ and $V \in \mathcal{V}_2$, we obtain

$$DF(C)[\frac{1}{2}CV] = \frac{1}{2}C^T CV + \frac{1}{2}V^T C^T C = V,$$

resulting in range$(DF(C)) = \mathcal{V}_2$, i.e., that $DF(C)$ has full rank. Hence, Lemma 5 implies that $\mathcal{M}$ is a manifold and $\mathcal{T}_C\mathcal{M} = \ker(DF(C))$. We show that $\ker(DF(C)) = \mathcal{S}$, where

$$\mathcal{S} := \{ CV + B : V \in \mathcal{V}(U_m)^{m_2,m_2}, B \in \mathcal{V}(U_m)^{m_1,m_2} \text{ with } V^T = -V, \ C^T B = 0 \}.$$
It follows directly from
\[ C^T(CV + B) + (V^TC^T + B^T)C = V + V^T = 0 \]
that \( S \subseteq \ker(DF(C)) \). To prove the opposite inclusion, assume that \( \Xi \in \ker(DF(C)) \). Let \( V := C^T\Xi \) and \( B := \Xi - CC^T\Xi \). Then, we have \( \Xi = CV + B \), where
\[ V + V^T = C^T\Xi + \Xi^TC = 0 \quad \text{and} \quad C^TB = C^T\Xi - C^TCC^T\Xi = 0, \]
i.e., \( \Xi \in S \).

Clearly, \( S \subseteq \mathcal{V}(U_m)^{m_1,m_2} \cap T_{C\text{St}}(d,n) \). In order to verify the other inclusion, consider \( X \in \mathcal{V}(U_m)^{m_1,m_2} \cap T_{C\text{St}}(d,n) \), where \( C \in \mathcal{M} \). Then, there exist \( V \) and \( B \) such that \( V^T = -V \), \( C^TB = 0 \) and \( X = CV + B \). Multiplying the last equation by \( C^T \) yields \( C^TX = V \). Due to the algebra property of \( \mathcal{A}(U_m) \), we obtain that \( V \in \mathcal{V}(U_m)^{m_2,m_2} \) and further \( B \in \mathcal{V}(U_m)^{m_1,m_2} \).

2. To show that the projection and retraction are determined by those of the Stiefel manifold, it remains to show that the later ones map \( S \subseteq \mathcal{V}(U_m)^{m_1,m_2} \) into itself. Fortunately, this follows immediately from the definitions of the projection in [1] and the retraction in [2] and the algebra property of \( \mathcal{A}(U_m) \).

By Proposition 6, cPNNs with full filters can be trained using the same stochastic gradient descent Algorithm 1 as for usual PNNs – we solely need to stay within \( \mathcal{V}(U_m)^{m_1,m_2} \), i.e., minimize over the filters. Finally, we have the following proposition concerning orthogonal projections with respect to the Frobenius norm onto our submanifold.

**Proposition 7.** Let \( X \in \mathcal{V}(U_m)^{m_1,m_2} \) have full column rank. The orthogonal projection of a matrix \( X \in \mathcal{V}(U_m)^{m_1,m_2} \) with full column rank onto \( \mathcal{V}(U_m)^{m_1,m_2} \cap \text{St}(d,n) \) is uniquely determined by the matrix \( U \) in the polar decomposition \( X = US \).

**Proof.** As \( X \) has full rank, a unique polar decomposition of \( X \) exists. In view of [3], it suffices to show that \( X \in \mathcal{V}(U_m)^{m_1,m_2} \) implies \( U \in \mathcal{V}(U_m)^{m_1,m_2} \). To this end, we first decompose the matrix \( S \). Due to the algebra structure, we get \( S^2 = X^*X \in \mathcal{V}(U_m)^{m_2,m_2} \). The special structure of \( \mathcal{V}(U_m)^{m_2,m_2} \) allows us to find a permutation matrix \( P \) such that
\[
S^2 = \underbrace{\text{diag}(U_{m_1}, \ldots, U_{m_1})}_{m_2 \text{ blocks}}P\underbrace{\text{diag}(A_1, \ldots, A_m)}_{m_2 \text{ blocks}}P^T\underbrace{\text{diag}(U_{m_1}^*, \ldots, U_{m_1}^*)}_{m_2 \text{ blocks}},
\]
where all \( A_i \in \mathbb{R}^{m_2,m_2} \) are symmetric positive definite and \( \text{diag}(A_1, \ldots, A_m) \) denotes the block diagonal matrix with blocks \( A_1, \ldots, A_m \). Clearly, the invertibility of \( S^2 \) implies that all \( A_i \) are invertible. Therefore, \( S^{-1} \) can be written as
\[
S^{-1} = \underbrace{\text{diag}(U_{m_1}, \ldots, U_{m_1})P\text{diag}(A_1^{-1/2}, \ldots, A_m^{-1/2})P^T\text{diag}(U_{m_1}^*, \ldots, U_{m_1}^*)}_{m_2 \text{ blocks}} \in \mathcal{V}(U_m)^{m_2,m_2}.
\]
Hence, we obtain \( U = XS^{-1} \in \mathcal{V}(U_m)^{m_2,m_2} \), which concludes the proof. \( \square \)
Example 8. From the previous lemma, we can directly conclude that the (not necessarily unique) orthogonal projection of any matrix \( \text{Circ}_m(a), a \in \mathbb{R}^m \), onto \( \mathcal{A}(F_m) \cap \text{St}(m,m) \) is explicitly given by \( \text{Circ}_m(a^{\ast}) \), where
\[
a^{\ast} = F^{\ast}_m \tilde{a}, \quad \tilde{a}_j = \frac{\hat{a}_j}{|\hat{a}_j|}, \quad \text{if } |\hat{a}_j| \neq 0, \quad \hat{a} := \sqrt{m} F_m a
\]
and \( \tilde{a}_j = \overline{a}_{m-j} e^{2\pi i \phi_j} \) for any \( \phi \in [0,1) \) if \( |\hat{a}_j| = |\hat{a}_{m-j}| = 0 \).

Remark 9. In case that \( m_1 = m_2 \), we can use the iteration
\[
W_0 = X \quad \text{and} \quad W_{k+1} = \frac{1}{2}(W_k + (W_k^*)^{-1})
\]
for computing \( W \), see [9, 26]. Note that this iteration preserves the algebra structure. Quadratic convergence of the iterates was proven for non-singular matrices \( X \). This could be used for an alternative proof of Proposition 7 for quadratic matrices.

A more detailed review on polar decompositions can be found in [27, Chap. 8]. In particular, for rectangular matrices the Newton–Schulz iteration
\[
W_0 = X \quad \text{and} \quad W_{k+1} = \frac{1}{2} W_k (3I + W_k^* W_k)
\]
was proposed, which converges if the singular values of \( X \) fulfill \( 0 < \sigma_i < \sqrt{3} \).

4.2. Convolutional PNNs with Limited Filter Lengths

Unfortunately, the approach from the previous section is not applicable to matrices arising from filters of small length \( l < m \), since these matrices do not form an algebra. In this section, we propose another approach for learning cPNNs with filters of limited lengths. First, we provide a justification for restricting our attention to circulant matrices. More precisely, we show that for every matrix with \( m \times m \) Toeplitz blocks of filter lengths \( l \leq (m - 4)/5 \) lying in a Stiefel manifold, the corresponding circulant matrix is in the Stiefel manifold as well.

Proposition 10. For \( j = 1, \ldots, m_1, k = 1, \ldots, m_2, m_1 \geq m_2 \) and filter length \( l \in \mathbb{N} \) with \( l \leq (m - 4)/5 \), let \( a^{(j,k)} = (a^{(0,j,k)}, a^{(-1,j,k)}, \ldots, a^{(-l,j,k)}, 0, \ldots, 0, a^{(1,j,k)}, \ldots, a^{(j,k)})^T \). We consider block matrices with circulant blocks
\[
C = \begin{pmatrix}
\text{Circ}_m(a^{(1,1)}) & \cdots & \text{Circ}_m(a^{(1,m_2)}) \\
\vdots & & \vdots \\
\text{Circ}_m(a^{(m_1,1)}) & \cdots & \text{Circ}_m(a^{(m_1,m_2)})
\end{pmatrix}
\]
and block matrices with Toeplitz blocks
\[
T = \begin{pmatrix}
\text{Toep}_m(a^{(1,1)}) & \cdots & \text{Toep}_m(a^{(1,m_2)}) \\
\vdots & & \vdots \\
\text{Toep}_m(a^{(m_1,1)}) & \cdots & \text{Toep}_m(a^{(m_1,m_2)})
\end{pmatrix},
\]
where \( \text{Toep}_m(a^{(j,k)}) \) denotes the \( m \times m \) Toeplitz matrix with first row and column
\[
(a_0^{(j,k)}, a_1^{(j,k)}, \ldots, a_l^{(j,k)}, 0, \ldots, 0) \quad \text{and} \quad (a_0^{(j,k)}, a_{-1}^{(j,k)}, \ldots, a_{-l}^{(j,k)}, 0, \ldots, 0)^T,
\]
respectively. Then \( T \in \text{St}(d,n) \) with \( d = m_2m \), \( n = m_1m \) implies that \( C \in \text{St}(d,n) \).

\textbf{Proof.} Let \( T_1 \) and \( C_i, i = 1, \ldots, d \), denote the columns of \( T \) and \( C \), respectively. Since \( T \in \text{St}(d,n) \), we have
\[
\langle T_{i_1}, T_{i_2} \rangle = \begin{cases} 
1, & \text{if } i_1 = i_2, \\
0, & \text{otherwise}.
\end{cases}
\]
Further, the special structure of circulant and Toeplitz matrices implies \( T_i = C_i \) for \( i \in I := \{ jm + k : j = 0, \ldots, m_2 - 1, k = l + 1, \ldots, m - l \} \). Consequently, we obtain for all \( i_1, i_2 \in I \) that
\[
\langle C_{i_1}, C_{i_2} \rangle = \begin{cases} 
1, & \text{if } i_1 = i_2, \\
0, & \text{otherwise}.
\end{cases}
\] (10)
As \( C \) has circulant blocks, we conclude for \( k_1, k_2, k_2' \in \{1, \ldots, m\} \) that
\[
\langle C_{j_1m+k_1}, C_{j_2m+k_2} \rangle = \langle C_{j_1m+k_1'}, C_{j_2m+k_2'} \rangle \quad \text{if} \quad k_1 - k_1' = k_2 - k_2' \mod m. \quad \text{(11)}
\]
Now, let \( i_1 = j_1m + k_1 \) and \( i_2 = j_2m + k_2 \). We want to show that the inner product of \( C_{i_1} \) and \( C_{i_2} \) is equal to 1 if \( i_1 = i_2 \) and 0 otherwise.

If \( k_1, k_2 \in \{l + 1, \ldots, m - l\} \), then the claim follows by (10). Hence, it remains to consider the other cases. Assume that \( k_1 \in \{1, \ldots, l\} \). If \( k_2 \in \{1, \ldots, m - 2l - 2\} \), then we get by (10), (11), \( k_1 + l + 1 \leq 2l + 1 < m - l \) and \( k_2 + l + 1 < m - l \) that
\[
\langle C_{i_1}, C_{i_2} \rangle = \langle C_{i_1+l+1}, C_{i_2+l+1} \rangle = \begin{cases} 
1, & \text{if } i_1 = i_2, \\
0, & \text{otherwise}.
\end{cases}
\]
For \( k_2 \in \{m - 2l - 1, \ldots, m\} \), we see that \( k_2 - 2l - 1 > l + 1 \) and \( l + 1 < k_1 + m - 2l - 1 < m - l \). Consequently, we obtain by (10) and (11) that
\[
\langle C_{i_1}, C_{i_2} \rangle = \langle C_{i_1+m-2l-1}, C_{i_2-2l-1} \rangle = \begin{cases} 
1, & \text{if } i_1 = i_2, \\
0, & \text{otherwise}.
\end{cases}
\]
Note that the other cases work out analogously, which completes the proof.

The following example shows that the reverse direction of Proposition 10 is not true.

\textbf{Example 11.} Let \( C = \text{Circ}_m(a) \) with \( a = (0, 1, 0 \ldots, 0)^T \), i.e., \( C \) is a permutation matrix and therefore orthogonal. The corresponding Toeplitz matrix \( T = \text{Toep}_m(a) \) has first row zero and is consequently not orthogonal.
Thus, the set of convolution filters (with length $l$) corresponding to a matrix in the Stiefel manifold arising from zero-padding is strictly included in the set of convolution filters corresponding to a matrix in the Stiefel manifold arising from periodic boundary conditions. Analogous arguments can be applied to show similar results for circular matrices and other boundary conditions, e.g., mirror boundary. Therefore, we restrict our attention to block matrices with circulant blocks obtained from filters of length $2l + 1$, i.e., matrices of the form (9). We denote such matrices by $b\text{Circ}(l, m, m_1, m_2)$. To learn the corresponding cPNN, we have to minimize over $U^2 := b\text{Circ}(l, m, n_1, m_2) \times \ldots \times b\text{Circ}(l, m, n_K, m_2) \cap U_2$. Unfortunately, $U^2$ is no longer a submanifold of $\text{St}(d, n)$. Concerning the structure of block circulant matrices belonging to Stiefel manifolds, we have the following proposition.

**Proposition 12.** A block circulant matrix $b\text{Circ}(l, m, m_1, m_2)$ as in (9) with $m_1 \geq m_2$ and filter length fulfilling $m \geq 4l + 1$ belongs to $\text{St}(d, n)$ with $d = m_2m, n = m_1m$ if and only if the filters satisfy

$$
\sum_{t=1}^{m_1} \sum_{k=-l}^{l} a_k^{(t,s_1)} a_{k-u}^{(t,s_2)} = \delta_{s_1, s_2} \delta_{u, 0}, \quad u = 0, \ldots, 2l, \quad s_1, s_2 = 1, \ldots, m_2.
$$

In particular, for $m_1 = m_2 = 1$, the filter $a^{(1,1)}$ is, up to the sign, a unit vector and the orthogonal projection of $\text{Circ}_m(a)$ onto $b\text{Circ}(l, m, 1, 1) \cap \text{St}(m, m)$ is given by $\text{Circ}_m(a^*)$, where

$$
a^* = \text{sgn}(a_j)e_j \quad \text{with} \quad j \in \arg\max_{i=-l,\ldots,l} a_i.
$$

**Proof.** Using (7), we obtain by straightforward computation that

$$
b\text{Circ}(l, m, m_1, m_2)^T b\text{Circ}(l, m, m_1, m_2) = I_{mm_2, mm_2}
$$
is equivalent to

$$
\sum_{t=1}^{m_1} \sum_{k=-l}^{l} \sum_{r=-l}^{l} a_k^{(t,s_1)} a_r^{(t,s_2)} e^{2\pi i (k-r)j/m} = \delta_{s_1, s_2}
$$
for all $s_1, s_2 = 1, \ldots, m_2$ and all $j = 0, \ldots, m - 1$. Using

$$
\alpha_u^{(s_1, s_2)} := \sum_{t=1}^{m_1} \sum_{k=\max(u-l, -l)}^{\min(l, u+l)} a_k^{(t,s_1)} a_{k-u}^{(t,s_2)}, \quad u = -2l, \ldots, 2l,
$$
these equations can be rewritten as $\sum_{uj=-2l}^{2l} \alpha_u^{(s_1, s_2)} e^{2\pi iuj/m} = \delta_{s_1, s_2}$. Since $m \geq 4l + 1$, we can apply for fixed $s_1, s_2$ the inverse Fourier transform and obtain that the filters must
satisfy

\[ \alpha^{(s_1,s_2)}_u = \sum_{t=1}^{m_1} \sum_{k=u-l}^{l} a_k^{(t,s_1)} a_{k-u}^{(t,s_2)} = \delta_{s_1,s_2} \delta_{u,0}, \quad u = 0, \ldots, 2l, \ s_1, s_2 = 1, \ldots, m_2. \]

For \( m_1 = m_2 = 1 \) this simplifies to

\[ \alpha^{(1,1)}_u = \sum_{k=u-l}^{l} a_k^{(1,1)} a_{k-u}^{(1,1)} = \delta_{u,0}, \quad u = 0, \ldots, 2l. \]

Let \( l_+ = \min\{j \in \{-2l, \ldots, 2l\} : a_j^{(1,1)} \neq 0\} \) and \( l_- = \max\{j \in \{-2l, \ldots, 2l\} : a_j^{(1,1)} \neq 0\} \). Then, it holds \( l_+ = l_- \) as \( l_+ > l_- \) implies

\[ 0 = \alpha^{(1,1)}_{l_+} = a_{l_+}^{(1,1)} a_{l_-}^{(1,1)} \neq 0. \]

Hence, we can conclude by \( \alpha_0^{(1,1)} = 1 \) that the filter \( a^{(1,1)} \) is up to the sign a unit vector.

Finally, the orthogonal projection follows immediately.

For limited filter length, we have to solve instead of (6) the minimization problem

\[
\arg \min_{(T,b,\alpha) \in \mathcal{U}_2 \times \mathcal{U}_1 \times \mathcal{U}_0} \frac{1}{N} \sum_{i=1}^{N} \ell(\Phi(x_i; u), y_i) = \arg \min_{u} \{ H(u) + \mu \sum_{k=1}^{K} ||T_k^T T_k - I_d||^2_F + \nu \mathcal{U}_b(\alpha) \}. \tag{12}
\]

Unfortunately, it seems difficult to fulfill the constraint that the matrices of the cPNN are in \( \mathcal{U}_2 \), i.e., to project onto

\[ \mathcal{B}_\text{Circ}(l, m, m_1, m_2) \cap \text{St}(d, n), \quad n = m_1 m, d = m_2 m. \tag{13} \]

The key problem is that projecting onto Stiefel manifolds, which can be done via the polar decomposition of matrices \cite{28, Sect. 7.3, 7.4}, increases the filter length. Further, we have seen in Proposition \ref{prop:opt_domain} that the optimization domain is not necessarily connected any more, making gradient based approaches likely to fail. Hence, we propose to minimize the functional

\[
\arg \min_{(T,b,\alpha) \in \mathcal{B}_\text{Circ}(l, m, m_1, m_2)^K \times \mathcal{U}_1 \times \mathcal{U}_0} \left\{ H(u) + \mu \sum_{k=1}^{K} ||T_k^T T_k - I_d||^2_F + \nu \mathcal{U}_b(\alpha) \right\}, \quad \mu > 0 \tag{14}
\]

instead of \ref{eq:optimal}. Numerical approximations can be efficiently computed using stochastic gradient descent with additional momentum variables to cope with local minima, such as the Adam optimizer \cite{30}. Having a solution \((\hat{T}, \hat{b}, \hat{\alpha})\) of \ref{eq:optimal}, we finally modify the matrices
\[ \tilde{T}_k \in \text{bCirc}(l, m, \frac{n_k}{m}, \frac{d}{m}) \] to be in \([13]\) by solving for each \( k \in \{1, \ldots, K\} \) the minimization problem

\[
\arg\min_{T \in \text{bCirc}(l, m, \frac{n_k}{m}, \frac{d}{m})} F_\lambda(T), \quad F_\lambda(T) := \|T - \tilde{T}_k\|_F^2 + \lambda\|T^T T - I_n\|_F^2, \quad \lambda \gg 1. \tag{15}
\]

Note that the nonconvex functional \( F_\lambda \) is continuous and coercive, so that there exists a global minimizer. The following proposition establishes a relation between \([13]\) and the orthogonal projection of \( \tilde{T}_k \) onto \([13]\), justifying our last step. To this end, recall that a sequence \( \{F_j\}_{j \in \mathbb{N}} \) of functionals \( F_j : \mathbb{R}^d \to (-\infty, +\infty) \) is said to \( \Gamma \)-converge to \( F : \mathbb{R}^d \to (-\infty, +\infty) \) if the following two conditions are fulfilled for every \( x \in \mathbb{R}^d \), see \([7]\):

1. \( F(x) \leq \lim\inf_{j \to \infty} F_j(x_j) \) whenever \( x_j \to x \),
2. there is a sequence \( \{y_j\}_{n \in \mathbb{N}} \) with \( y_j \to x \) and \( \lim\sup_{j \to \infty} F_j(y_j) \leq F(x) \).

The importance of \( \Gamma \)-convergence relies in the fact that every cluster point of minimizers of \( \{F_j\}_{j \in \mathbb{N}} \) is a minimizer of \( F \).

**Proposition 13.** Let \( C \in \text{bCirc}(l, m, m_1, m_2) \) be given and let \( (\lambda_j)_{j \in \mathbb{N}} \) be a sequence of positive numbers with \( \lambda_j \to \infty \) as \( j \to \infty \). Then, the sequence of functionals

\[
F_{\lambda_j}(T) = \|T - C\|_F^2 + \lambda_j\|T^T T - I_n\|_F^2
\]

\( \Gamma \)-converges to \( F(T) := \|T - C\|_F^2 + \iota_{\text{St}(d,n)}(T) \) on \( \text{bCirc}(l, m, m_1, m_2) \) as \( j \to \infty \).

**Proof.** 1. \( \lim\inf \)-inequality: We show that for every sequence \( \{T_j\}_{j \in \mathbb{N}} \) in \( \text{bCirc}(l, m, m_1, m_2) \) converging to \( T \in \text{bCirc}(l, m, m_1, m_2) \) it holds

\[
F(T) \leq \lim\inf_{j \to \infty} F_{\lambda_j}(T_j).
\]

To this end, we distinguish two cases. If \( T \in \text{St}(d, n) \), then

\[
F(T) = \|T - C\|_F^2 = \lim_{j \to \infty} \|T_j - C\|_F^2 \leq \lim\inf_{j \to \infty} F_{\lambda_j}(T_j).
\]

For \( T \not\in \text{St}(d, n) \), we get using \( T_j \to T \) that \( \|T_j^T T_j - I_n\|_F^2 \) is bounded from below by some constant \( c > 0 \) for \( j \) sufficiently large. Thus, we obtain

\[
\lim\inf_{j \to \infty} F_{\lambda_j}(T_j) \geq \lim\inf_{j \to \infty} \lambda_j c = \infty = F(T).
\]

2. \( \lim\sup \)-inequality: We have that \( F_{\lambda_j} \) converges pointwise to \( F \). Consequently, we get for the sequence \( \{T_j\}_{j} \) with \( T_j = T \) that \( \lim_{j \to \infty} F_{\lambda_j}(T) = F(T) \). \( \square \)
The continuous, coercive function $\| \cdot - C \|^2$ is a lower bound for all functions $F_j$. Thus, the functions $F_j$, $j \in \mathbb{N}$, are equi-coercive. Together with this property, Proposition 13 yields that every cluster point of the minimizers of $F_{\lambda_j}$ is a minimizer of $F$, see [7].

A gradient descent scheme for solving (15) is outlined in Algorithm 2. Here, $\rho^{(r)}$ is an estimate of the local Lipschitz constant. Note that the involved derivatives can be computed easily using two times the reverse mode of algorithmic differentiation, see [25].

Remark 14 (2D Convolutions). So far we were concerned with convolution matrices $C$ for signals. When switching to 2-dimensional structures, say images $X$, we convolve row and columnwise as $C_1 X C_2^T$. Reshaping the matrices columnwise $X \rightarrow \text{vec}(X)$, we can reformulate the above convolution as

$$\text{vec}(C_1 X C_2^T) = (C_2 \otimes C_1) \text{vec}(X),$$

where the Kronecker product $C_2 \otimes C_1$ is now a block circulant matrix with circulant blocks. Replacing usual circulant matrices with these matrices does not affect the conclusions drawn in this section.

5. Scaled cPNNs as Denoisers

Although cPNNs may be useful in different contexts, we focus on their application for denoising of signals and images. For this purpose, let $y_i \in \mathbb{R}^m$, $i = 1, \ldots, N$, be ground truth signals with noisy versions $x_i = y_i + \epsilon_i$ corrupted by additive Gaussian noise with realizations $\epsilon_i \sim \mathcal{N}(0, \sigma^2)$. In Subsection 5.1 we show how to train cPNNs for denoising. In particular, there are two important observations:

i) Learning the noise leads to better results than learning to denoise directly. This approach is known as residual learning in the literature [58].

ii) Learning scaled cPNNs with one additional fixed scaling parameter $\gamma > 1$ is superior to standard cPNNs. Note that $\gamma$ is an upper bound on the Lipschitz constant of the whole network.
Subsection 5.2 demonstrates the performance of scaled cPNNs for denoising of signals and images corrupted by Gaussian noise based on numerical results. In the subsequent Section 6, we apply cPNN based denoisers within a PnP framework.

5.1. Learning scaled cPNNs

For inputs $x \in \mathbb{R}^m$, we train a cPNN $\Phi(\cdot; u)$ with parameters $u = (T, b, \alpha) \in \mathcal{U}_2 \times \mathcal{U}_1 \times \mathcal{U}_0$ and identical layer sizes $T_k \in \mathbb{R}^{m_{1k}, m_{2k}}$, $k = 1, \ldots, K$, where $1 \leq m_1 \leq m_2$, i.e., $n_k = m_1 m_k$ for all $k = 1, \ldots, K$. Moreover, the parameters in $\mathcal{U}_1$ are chosen in a simplified way, namely starting from a vector $b = (b_1, \ldots, b_{m_1})^T \in \mathbb{R}^{m_1}$, we use

$$\mathcal{U}_1 := \{ (b \otimes 1_m)^K : b \in \mathbb{R}^{m_1} \}. \quad (16)$$

As usual, the whole network is trained with $m_2$ copies of (patches of) the signals/images. In other words, we introduce $A \in \text{St}(m, m_2)$ given by

$$A = \frac{1}{\sqrt{m_2}} \begin{pmatrix} I_m \vline & \cdots & \vline & I_m \end{pmatrix} \in \mathbb{R}^{m_2 \times m, m}$$

and define $\Psi: \mathbb{R}^m \to \mathbb{R}^m$ by

$$\Psi(x; u) = A^T \Phi(Ax; u).$$

Clearly, $\Psi: \mathbb{R}^m \to \mathbb{R}^m$ is again an averaged operator. For a fixed scaling parameter $\gamma \geq 1$, we aim to optimize the network parameters $u$ such that $\gamma \Psi(x_i; u) \approx \epsilon_i = x_i - y_i$, $i = 1, \ldots, N$. For this purpose, we intend to solve

$$\arg \min_{(T, b, \alpha) \in \mathcal{U}_2 \times \mathcal{U}_1 \times \mathcal{U}_0} \frac{1}{N} \sum_{i=1}^N \ell(\gamma \Psi(x_i; u), \epsilon_i) = \arg \min_u \{ H(u) + \iota_{\mathcal{U}_2}(T) + \iota_{\mathcal{U}_0}(\alpha) \}$$

with $H(u) := \frac{1}{N} \sum_{i=1}^N \ell(\gamma \Psi(x_i; u), \epsilon_i)$ and the quadratic loss function $\ell(x, y) = \|x - y\|^2$.

For cPNNs with filters of full length, we apply the stochastic gradient descent Algorithm 1 on the corresponding submanifold of the Stiefel manifold as shown in Subsection 4.1. However, this is only possible with reasonable effort for signals of moderate size, such as the examples in the next subsection. For cPNNs with limited filter length, we use the procedure from Subsection 4.2 consisting of the two steps outlined in Algorithm 3.

Usually the network is trained only with patches of the original signals/images and the signal/image that we want to denoise is of larger size $\tilde{m} > m$. To construct a denoiser from the trained network, we just fill in the convolution filters in $\hat{T}_k$, $k = 1, \ldots, K$, by zeros to get matrices in $\text{bCirc}(l, \tilde{m}, m_1, m_2)$, and the vectors of $\mathcal{U}_1$ in (16) by ones, i.e., we use $\hat{b} \otimes 1_m$. Clearly, the resulting network $\Psi: \mathbb{R}^{\tilde{m}} \to \mathbb{R}^{\tilde{m}}$ is again averaged and we use the same notation $\Psi$ as the size is obvious from the context. Finally, we compute the denoised version $y \in \mathbb{R}^{\tilde{m}}$ of $x \in \mathbb{R}^{\tilde{m}}$ by applying the denoiser

$$y = x - \gamma \Psi(x; \hat{u}) = \mathcal{D}(x), \quad \mathcal{D} := I_{\tilde{m}} - \gamma \Psi. \quad (17)$$
Algorithm 3. Training scaled cPNNs with limited filter length

**Input:** Training data \( x_i, \varepsilon_i, i = 1, \ldots, N \); parameters \( \gamma \geq 1, \mu > 0, \lambda \gg 1 \)

**Computation:**
1. Solve the relaxed problem
   \[
   (\tilde{T}, \hat{b}, \hat{\alpha}) \in \arg \min_{(T, b, \alpha) \in \mathcal{bCirc}(l, m_1, m_2) \times \mathcal{U}_1 \times \mathcal{U}_0} \{ H(u) + \mu \sum_{k=1}^{K} \|T^T k - I\|_F^2 + \varepsilon_0(\alpha) \},
   \]
   with the Adam optimizer \([30]\).
2. Compute the solution \( \hat{T} \) of (14) via Algorithm 2 to approximate the projection of \( \tilde{T} \) onto \( \mathcal{U}_2 \).

5.2. Numerical Results for Denoising

In this subsection, we present denoising results for signals and images, where we use the ReLU activation function \( \sigma(x) = \max(x, 0) \). The quality of the results is compared in terms of the peak signal-to-noise ratio (PSNR), which is defined for a predicted signal \( x \in \mathbb{R}^d \) and a ground truth \( y \in \mathbb{R}^d \) as

\[
\text{PSNR}(x, y) := 10 \log_{10} \left( \frac{\max_y - \min_y}{\frac{1}{d} \sum_{i=1}^{d} (x_i - y_i)^2} \right).
\]

If we deal with gray-valued images living on \([0, 1]^{d_1 \times d_2}\) instead, the PSNR is defined as

\[
\text{PSNR}(x, y) := 10 \log_{10} \left( \frac{1}{d_1 \cdot d_2} \sum_{i=1}^{d_1} \sum_{j=1}^{d_2} (x_{ij} - y_{ij})^2 \right).
\]

**Denoising of piecewise constant signals**  
First, we apply scaled cPNNs for denoising the same signals as in \([24]\). Note that in \([24]\) the PNNs were neither convolutional nor using residual learning. By \((x_i, y_i) \in \mathbb{R}^m \times \mathbb{R}^m, i = 1, \ldots, N\), we denote pairs of piecewise constant signals \( y_i \) of length \( m = 128 \) and their noisy versions by \( x_i = y_i + \varepsilon_i \), where \( \varepsilon_i \) is Gaussian noise with standard deviation \( \sigma = 0.1 \). For the **signal generation**, we choose

- the number of constant parts of \( y_i \) as \( \max\{2, t_i\} \), where \( t_i \) is the realization of a random variable following the Poisson distribution with mean 5;
- the discontinuities of \( y_i \) as realization of a uniform distribution;
- the signal intensity of \( y_i \) for every constant part as realization of the standard normal distribution, where we subtract the mean of the signal finally.
Method | full filters | $l = 2$ | $l = 5$ | $l = 10$
---|---|---|---|---
cPNN, $\gamma = 1$ | 35.73 | 34.24 | 35.03 | 35.52
cPNN, $\gamma = 1.99$ | 37.93 | 36.12 | 36.88 | 37.68
cPNN, $\gamma = 5$ | 38.88 | 37.24 | 37.99 | 39.02
unconst. CNN | 39.26 | 37.80 | 38.52 | 39.26

Table 1.: Average PSNR for denoising piecewise constant signals corrupted by Gaussian noise with $\sigma = 0.1$ using different cPNNs.

Using this procedure, we generate training data $(x_i, y_i)_{i=1}^N$ and test data $(x_i, y_i)_{i=N+1}^{N+N_{\text{test}}}$ with $N = 500000$ and $N_{\text{test}} = 1000$. Note that $\tilde{m} = m$ here. Further, the average PSNR of the noisy signals in the test set is 25.22.

For denoising, we apply scaled cPNNs with $K = 5$ layers, $m_1 = 64$, $m_2 = 128$ and different scaling factors $\gamma \in \{1, 1.99, 5\}$ both for filters of full and limited length $2l + 1$ with $l \in \{2, 5, 10\}$. We train the networks using the approximative Algorithm 3. As loss function we use the squared $\ell^2$-norm $\ell(x, y) = \|x - y\|_2^2$. Moreover, we include results obtained by a CNN with the same architecture as our cPNNs, but without orthogonality constraint on the rows of the matrices $T_k$, $k = 1, \ldots, K$. Table 1 contains the resulting average PSNRs on the test set. As expected, the PSNRs increase for larger filter lengths. Further, we observe that the results with limited filters become better than the ones with full filters if $l$ is large enough. This is most likely caused by overfitting effects, e.g., for $\gamma = 5$ the loss function on the training set is given by 0.0734 for full filters and by 0.0747 for limited length $l = 10$. That is, although the average PSNR on the test set is better for limited filter lengths, the loss on the training set is worse than for full filters. As we do not observe overfitting for limited filter lengths, further discussion of this issue is out of scope of this paper.

**Denoising of gray-valued images** Next, we want to denoise natural images with gray values in $[0, 1]$ corrupted by Gaussian noise with standard deviation $\sigma = 25/255 \approx 0.098$ using scaled cPNNs. We train cPNNs with the parameters $m_1 = 64$, $m_2 = 128$, $K = 8$, $l = 5$ and $\gamma \in \{1, 1.99, 5, 10\}$. As training data, we use 60000 patches of size $40 \times 40$, which are cropped from the 400 training and validation images in the BSDS500 dataset [34]. Using the loss function $\ell(x, y) = \|x - y\|_F^2$, we train the network with the Adam optimizer for 3000 epochs.

For assessing the quality of our scaled cPNNs, we apply them onto images from the BSD68 test set. As comparison we use DnCNN [58], BM3D [15] and an unconstrained CNN with the same architecture as our cPNN. The noisy images have an average PSNR of 20.17 and the resulting average PSNRs for the different methods are given in Table 2. Additionally, two example images are provided in Figure 3. We observe that for $\gamma = 1.99$ our proposed cPNN outperforms BM3D. This particular choice of $\gamma$ turns out to be important in the next section. If we further increase $\gamma$, the average PSNR becomes even better. For $\gamma = 10$
| Method | BM3D | $\gamma = 1$ | $\gamma = 1.99$ | $\gamma = 5$ | $\gamma = 10$ | unconstr. CNN | DnCNN |
|--------|------|---------------|----------------|--------------|--------------|---------------|--------|
| PSNR   | 28.59| 28.48         | 28.81          | 29.02        | 29.08        | 29.11         | 29.23  |

Table 2.: Average PSNR for denoising images from the BSD68 test set corrupted by Gaussian noise with $\sigma = 25/255$ using the DnCNN, BM3D, cPNNs for different choices of $\gamma$ and an unconstrained CNN with the same structure as the cPNNs.

Figure 1.: Denoising results for images corrupted by Gaussian noise with $\sigma = 25/255$ using different methods.
the average PSNR of our cPNN is approximately 0.2 below DnCNN. Overall, we observe that the increase in PSNR saturates quite quickly, i.e., using a network with relatively low Lipschitz constant turns out to be sufficient.

6. Plug-and-Play Algorithms with scaled cPNNS

PnP algorithms were first introduced in [49, 56] and have led to improved results in various image restoration problems, see [10, 35, 40, 53]. Such algorithms are based on the observation that the proximal operator with respect to the regularizer in the ADMM is basically a denoising step. Hence, it seems natural to replace this step by a more powerful denoiser such as BM3D [15, 16] or NNs [51]. Moreover, the approach can be also used within the ISTA algorithm [17], where the proximal operator of the regularizer corresponds to a soft thresholding step. However, soft thresholding is just the proximal function of the (grouped) \( \ell_1 \) norm and ISTA itself is a special case of forward-backward splitting algorithms (FBS) [12]. Consequently, the same argumentation holds for the FBS algorithm and its accelerations as well. FBS and ADMM are designed for minimizing the sum

\[
f(x) + g(x), \quad f, g \in \Gamma_0(\mathbb{R}^m) \tag{18}
\]

and outlined in Algorithms 4 and 5 respectively. For the FBS algorithm, the function \( f \) has to be additionally differentiable with Lipschitz continuous gradient. The modified PnP steps are included in the indented rows of the algorithms. In general, the PnP variants do not minimize a sum of functions as in (18). To guarantee convergence of the algorithm, \( \mathcal{D} \) has to fulfill certain properties. Indeed, it was shown in [48] that we do not have convergence within a FBS-PnP for \( \mathcal{D} = \text{DnCNN} \), see [58] for details on DnCNN.

The following proposition summarizes convergence results for FBS-PnP and ADMM-PnP. To make the paper self-contained and as we have not found an explicit reference, we provide the proof in the appendix.

Proposition 15.

i) Let \( f : \mathbb{R}^m \to \mathbb{R} \) be convex and differentiable with \( L \)-Lipschitz continuous gradient and let \( \mathcal{D} : \mathbb{R}^m \to \mathbb{R}^m \) be averaged. Then, for any \( 0 < \eta < \frac{2}{L} \), the sequence \( \{x^{(r)}\}_r \) generated by the FBS-PnP algorithm converges.

ii) Let \( f \in \Gamma_0(\mathbb{R}^m) \) and \( \mathcal{D} : \mathbb{R}^m \to \mathbb{R}^m \) be \( \frac{1}{2} \)-averaged. Then, the sequence \( \{x^{(r)}\}_r \) generated by the ADMM-PnP converges.

Regarding the setting of part ii), we cannot hope for convergence if \( \mathcal{D} \) is just averaged as the following example shows.

Example 16. In the following, we consider the case \( m = 1 \) and provide for any \( 1 > t > \frac{1}{2} \) an \( t \)-averaged operator \( \Psi \) and a function \( f \) such that ADMM-PnP diverges. For simplicity
and use this to rewrite the iterations as

Thus, we get that

sequence
leading to the following recursion formula for \( \text{prox} \)
be constructed. Let
of notation, we assume \( \gamma = 1 \) and remark that for any other \( \gamma > 0 \) a similar example can be constructed. Let

\[
\Psi(x) := -a_1 x = \frac{1-a_1}{2} x + \frac{1+a_1}{2} (-x), \quad a_1 := 2t - 1 \in (0,1)
\]

and \( \text{prox}_f = \frac{1}{2}(I + R) \), where \( R(x) = -a_2 x \) with \( 1 > a_2 > 0 \). By Proposition 1, we get that \( \text{prox}_f \) is indeed a proximity operator. Now, assume that for \( y^{(0)} \in \mathbb{R} \setminus \{0\} \) and \( p^{(0)} = 0 \) the sequence \( (x^{(r)}, y^{(r)}, p^{(r)}) \), is generated by ADMM-PnP. Then, we define \( t^{(r)} := x^{(r+1)} + p^{(r)} \) and use this to rewrite the iterations as

\[
y^{(r+1)} = \Psi(t^{(r)}) = -a_1 t^{(r)},
\]

\[
p^{(r+1)} = t^{(r)} - y^{(r+1)} = (1 + a_1)t^{(r)}. \tag{19}
\]

Thus, we get that

\[
x^{(r+2)} = \text{prox}_f(y^{(r+1)} - p^{(r+1)}) = \text{prox}_f(- (1 + 2a_1)t^{(r)}) = - \frac{(1-a_2)(1+2a_1)}{2} t^{(r)}, \tag{20}
\]

leading to the following recursion formula for \( t \):

\[
t^{(r+1)} = x^{(r+2)} + p^{(r+1)} = (1 + a_1 - \frac{(1-a_2)(1+2a_1)}{2})t^{(r)}.
\]

Now, choose \( 0 < a_2 < 1 \) large enough such that \( a_1 > \frac{(1-a_2)(1+2a_1)}{2} \). Then, we get that

\[
t^{(r+1)} = ct^{(r)}, \quad c = (1 + a_1) - \frac{(1-a_2)(1+2a_1)}{2} > 1.
\]

Since \( t^{(0)} = x^{(1)} + p^{(0)} = -2a_2 y^{(0)} \neq 0 \), this implies that the sequence \( (t^{(r)})_r \) diverges. By \( \text{[19]} \) and \( \text{[20]} \), we obtain that the sequences \( (x^{(r)})_r \) and \( (y^{(r)})_r \) diverge.
Remark 17. Note that FBS-PnP (Algorithm 4) with data fidelity term $f$ and parameter $\eta$ is equivalent to the FBS-PnP iteration with data fidelity term $\eta f$ and parameter 1. Consequently, the parameter $\eta$ in FBS-PnP controls the weighting between denoising step and data fit, where a larger value of $\eta$ corresponds to a better fit. Thus, the convergence condition $\eta \in (0, \frac{2}{L})$ limits the noise levels that can be tackled with FBS-PnP.

Similarly, in ADMM-PnP we replace the proximal operator $\text{prox}_{\eta^{-1}g}$ with respect to the regularizer $g$ by our denoiser. Again, $\eta$ controls the weighting between denoising and data fit and a larger value of $\eta$ corresponds to a better fit. Since ADMM-PnP converges independent of $\eta$, any noise level can be tackled.

Choice of the denoiser $D$ using scaled cPNNs Here, we want to apply our denoiser $D = I - \gamma \Psi$ from (17) within the PnP framework. Unfortunately, although $\Psi$ is averaged, this is no longer true for $D$. As a remedy, we propose to use an oracle $x^*$ to obtain again an averaged operator as denoiser.

Lemma 18. Let $x^* \in \mathbb{R}^m$ be fixed. Further, let $\Psi: \mathbb{R}^m \to \mathbb{R}^m$ be an $t$-averaged operator with $t \in [\frac{1}{2}, 1]$. For a scaling factor $0 < \gamma < 2$, the mapping

$$D(x) = (1 - \frac{1}{1 - \gamma + 2t\gamma})x^* + \frac{1}{1 - \gamma + 2t\gamma}(I_m - \gamma \Psi(x))$$

is $\tilde{t}$-averaged with $\tilde{t} = \frac{t\gamma}{1 - \gamma + 2t\gamma}$.

Proof. Since $\Psi$ is $t$-averaged, we have that $\Psi = (1 - t)I_m + tR$ for some non-expansive operator $R$. Thus, we get

$$I_m - \gamma \Psi = (1 - \gamma + t\gamma)I_m - t\gamma R.$$

As $0 < \gamma < 2$ and $t \geq \frac{1}{2}$, we have that $1 - \gamma + t\gamma \geq 1 - \frac{\gamma}{2} > 0$. This implies

$$\frac{1}{1 - \gamma + 2t\gamma}(I_m - \gamma \Psi) = \frac{1 - \gamma + t\gamma}{1 - \gamma + 2t\gamma}I_m - \frac{t\gamma}{1 - \gamma + 2t\gamma}R = (1 - \frac{t\gamma}{1 - \gamma + 2t\gamma})I_m - \frac{t\gamma}{1 - \gamma + 2t\gamma}R.$$

Since $(1 - \frac{1}{1 - \gamma + 2t\gamma})x^*$ is a constant, this proves the claim.

In our numerical examples, we observe that $\Psi$ is often $t$-averaged with $t$ close to $\frac{1}{2}$. By Lemma 18 we see that in particular for $t = \frac{1}{2}$ the oracle denoiser in (21) coincides with our original denoiser $D = I - \gamma \Psi$ from (17), so that it is averaged for this setting.

7. Numerical Examples of PnP Algorithms with scaled cPNNs

Finally, we demonstrate the performance of denoisers built from scaled cPNNs trained as in the previous section within the PnP framework. As scaling parameter we choose $\gamma = 1.99 < 2$ to ensure convergence of the oracle denoiser within FBS-PnP. We start
with pure denoising, but with varying noise levels. One advantage of PnP methods is that they achieve good results for a whole range of noise levels, even though the denoiser is only trained for one particular value. Then, we present deblurring results. As already mentioned, we observe numerically that our learned networks $\Psi$ are $t$-averaged with $t$ close to 0.5. The actual estimation of $t$ for $\Psi$ is described in the following remark.

**Remark 19.** (Numerical averaging parameter) An operator $T: \mathbb{R}^m \rightarrow \mathbb{R}^m$ is $t$-averaged if and only if $T = (1-t)I_m + tR$ for some non-expansive operator $R$. Thus, it suffices to check if $R := \frac{1}{t}T - \frac{1-t}{t}I_m$ is non-expansive. To verify this numerically, we sample points $x_1, \ldots, x_N, N = 10^5$, uniformly from $[0, 1]^m$. Then, we check whether it holds

$$\|JR(x_i)\|_2 \leq 1, \quad i = 1, \ldots, N,$$  

where $JR$ denotes the Jacobian of $R$ and $\| \cdot \|_2$ is the spectral norm. Note that we can use a matrix-free implementation of the power method to approximate this norm. If (22) does not hold true, this implies that $R$ is actually expansive. Otherwise, we consider $R$ as numerically non-expansive. Now, for finding $t^* = \min\{t \in [\frac{1}{2}, 1] : T \text{ is } t\text{-averaged}\}$ we start with $t = \frac{1}{2}$ and check if (22) is fulfilled. If this is the case, we set $t^* = t$. Otherwise, we increase $t$ by 0.05 and repeat this procedure. For denoising applications, we observed that the estimated $t^*$ is closer to $\frac{1}{2}$ for smaller noise levels. This is not surprising as a mapping predicting the noise should be more contractive for small noise levels.

**PnP-Denoising** Here, we apply our cPNNs from the previous section trained for the noise level $\sigma = 25/255 \approx 0.098$ and $\gamma = 1.99$. Using the procedure in Remark 19, we obtain that the numerical averaging parameter of $\Psi$ is $t = 0.6$. We apply the oracle denoiser (21) with $t = 0.6$, which is averaged by Lemma 18, and a parameter $\eta \in (0, 2)$ optimized via grid search. As oracle we use the output of BM3D [15] applied to our original noisy image. For this purpose, the noise level parameter of BM3D is adapted to the corresponding level. If the noise level is unknown, we can estimate it as described in [52]. Note that the data fidelity term $f: \mathbb{R}^m \rightarrow \mathbb{R}$ in (18) is chosen as $f(y) = \frac{1}{2}\|x - y\|^2$ such that $\nabla f$ has Lipschitz constant 1 and by Proposition 15 FBS-PnP converges for $\eta \in (0, 2)$.

Now, we denoise images from the BSD68 test set corrupted by Gaussian noise with different noise levels $\sigma \in \{0.075, 0.1, 0.125, 0.15\}$. As starting iterate within FBS-PnP we use the noisy image. The resulting PSNR values for the optimal $\eta$ are given in Table 3. As comparison, we include the average PSNRs obtained with BM3D and the variational network proposed in [20]. Further, we repeat the experiment with $\gamma = 5$ and the denoiser $D = I - \gamma \Psi$ without an oracle. Even though we cannot apply Lemma 18 to show convergence of FBS-PnP in this case, we observe it numerically. In Figure 2 we included an example image. Note that the result obtained with BM3D appears to be more blurred than the FBS-PnP result.
Method | $\sigma = 0.075$, $\sigma = 0.1$, $\sigma = 0.125$, $\sigma = 0.15$ | $\eta = 1.35$, $\eta = 0.93$, $\eta = 0.72$, $\eta = 0.58$
--- | --- | ---
Noisy images | 22.50, 20.00, 18.06, 16.48 | 
FBS-PnP with cPNN, $\gamma = 1.99$ | 30.12, 28.80, 27.82, 27.06 | 
FBS-PnP with cPNN, $\gamma = 5$ | 30.25, 28.91, 27.92, 27.12 | 
Variational network $^{[20]}$ | 30.05, 28.72, 27.72, 26.95 | 
BM3D $^{[15]}$ | 29.88, 28.50, 27.50, 26.73 |

Table 3.: Average PSNR values for denoising images from the BSD68 test set with Gaussian noise for different noise levels $\sigma$ using cPNNs within the FBS-PnP, a variational network and BM3D.

**PnP-Deblurring** Finally, we want to apply cPNNs within PnP for image deblurring. To ensure comparability of the results, we use the same setting as in $^{[20]}$. That is, we generate the blurred images by applying a blur operator $B: \mathbb{R}^{d_1,d_2} \to \mathbb{R}^{d_1-8,d_2-8}$ defined as convolution with the normalized version of the kernel $k \in \mathbb{R}^{9,9}$ given by

$$k_{ij} = \exp \left( -\frac{i^2 + j^2}{2\tau^2} \right), \quad i, j \in \{-4, \ldots, 4\}$$

and adding Gaussian noise with standard deviation $\sigma = 0.01$. As denoiser for PnP we choose $D = I - 1.99\Psi$ with a cPNN $\Psi$, which is trained for the noise level $\sigma = 0.005$. For the cPNN $\Psi$, the estimated averaging constant is $t = 0.5$. Consequently, also the resulting denoiser $D$ is firmly non-expansive by Lemma $^{[18]}$. According to Proposition $^{[15]}$, FBS-PnP (Algorithm $^{[4]}$) converges for $f: \mathbb{R}^d \to \mathbb{R}$ with L-Lipschitz gradient and any $\eta \in (0, \frac{2}{L})$. Further, ADMM-PnP (Algorithm $^{[5]}$) converges for any $f \in \Gamma_0(\mathbb{R}^m)$. Note that this enables us to apply ADMM-PnP also for tasks where the data fidelity term is non-smooth, see $^{[8]}$. For our concrete problem, we choose the data fidelity term $f(y) = \frac{1}{2}||By - x||^2$, where $x$ is the blurred and noisy observation. Since this function has a 1-Lipschitz gradient, FBS-PnP converges for any $\eta \in (0, 2)$.

Now, we apply both FBS-PnP and ADMM-PnP for reconstructing the original images from the blurred ones in the BSD68 test set with blur factor $\tau \in \{1.25, 1.5, 1.75, 2.0\}$. Here, we optimize $\eta \in (0, 2)$ via grid search and observe that the optimal $\eta$ is given by $\eta = 1.9$ for FBS-PnP and by $\eta = 0.52$ for ADMM-PnP independent of $\tau$. For comparison, we also include results obtained by the $L_2$-TV model $^{[44]}$, where the parameters are also optimized via grid search. The resulting PSNR values are given in Table $^{[4]}$ and an example image is provided in Figure $^{[3]}$. As expected, FBS-PnP and ADMM-PnP yield similar results. If we have a closer look at the reconstruction obtained with the $L_2$-TV model, we observe the typical stair casing effect. Such problems do not occur for the PnP based approach.

26
Figure 2.: Denoising results with Gaussian noise with standard deviation $\sigma = 0.15$ using FBS-PnP with a cPNN as denoiser and BM3D.

| Method                        | $\tau = 1.25$, $\tau = 1.5$, $\tau = 1.75$, $\tau = 2.0$ |
|-------------------------------|-----------------------------------------------------------|
| Blurred images                | 26.46  25.60  24.98  24.53                              |
| FBS-PnP with cPNN             | 29.78  28.62  27.70  26.98                              |
| ADMM-PnP with cPNN            | 29.78  28.61  27.70  26.96                              |
| Variational network [20]      | 29.95  28.76  27.87  27.13                              |
| $L_2$-TV, $\lambda = 0.001$   | 29.14  28.08  27.22  26.53                              |

Table 4.: Average PSNRs for deblurring images from the BSD68 test set with different blur factors $\tau$ using various methods.

Figure 3.: Deblurring results with blur factor $\tau = 1.5$ and Gaussian noise with $\sigma = 0.01$ using FBS-PnP with a cPNN based denoiser and $L_2$-TV.
8. Conclusions

In this paper, we extended the PNNs proposed in [24] to convolutional ones. For filters with full length, this results in a similar manifold structure as for PNNs and hence a stochastic gradient descent algorithm on some submanifold of the Stiefel manifold can be used to learn these networks. Unfortunately, this is not true anymore for filters with limited length and a different approach is necessary. More precisely, we minimized functionals that incorporate an approximation of the orthonormality constraint on $T$ via the Frobenius norm $\|I - TT^T\|_F^2$. At the end of the minimization procedure, a feasible candidate satisfying the constraint is obtained via projection. We demonstrated how cPNNs can be trained for denoising and observed that the scaling parameter, which is an upper bound for the Lipschitz constant of the network, crucially influences the denoising results. These observations are exploited within a PnP framework, where we established various convergence guarantees. Possibly, the provided convergence results can be extended using the theory of almost non-expansive mappings, see [45]. In the future, we want to exploit the property that we have access to the Lipschitz constant of our scaled cPNNs in other settings, e.g., towards stable invertible NNs, see [4, 23].

Acknowledgment

Funding by the German Research Foundation (DFG) within project STE 571/16-1 and by the DFG under Germany’s Excellence Strategy – The Berlin Mathematics Research Center MATH+ (EXC-2046/1, Projektnummer: 390685689) is acknowledged.

A. Activation Functions

Table 5 contains various common activation functions, which are proximal operators.

B. Proof of Proposition 15

Proof. i) As the concatenation of averaged operators is averaged, see Theorem 2, and the iteration sequence generated by an averaged operator converges globally, it suffices to show that $I - \eta \nabla f$ is averaged. By the Baillon–Haddad theorem [2, Cor. 16.1], we get that $\frac{1}{L} \nabla f$ is firmly non-expansive, i.e., there exists some non-expansive mapping $R$ such that $\frac{1}{L} \nabla f = \frac{1}{2} (I + R)$. Thus, it holds

$$I - \eta \nabla f = I - \frac{\eta L}{2} (I + R) = (1 - \frac{\eta L}{2}) I + \frac{\eta L}{2} (-R).$$

Consequently, the operator $I - \eta \nabla f$ is averaged for $\eta \in (0, \frac{2}{L})$.

ii) Defining

$$i^{(r+1)} := \frac{1}{4} p^{(r)} + x^{(r+1)},$$

(23)
Plugging (25) and (26) into (23), we conclude we can rewrite using the Moreau decomposition and (23) as

we can rewrite the second step of the ADMM-PnP algorithm as

Then, the third step can be written as

Further, the first step

can be rewritten using the Moreau decomposition and (23) as

Plugging (25) and (26) into (23), we conclude

\[
\begin{align*}
\ell^{(r+1)} &= \ell^{(r)} - \Psi(\ell^{(r)}) + 2\Psi(\ell^{(r)}) - \frac{1}{\gamma} \text{prox}_{\gamma\ell} \left( 2\gamma \Psi(\ell^{(r)}) - \gamma \ell^{(r)} \right) \\
&= \Psi(\ell^{(r)}) - \frac{1}{\gamma} \text{prox}_{\gamma\ell} \left( 2\gamma \Psi(\ell^{(r)}) - \gamma \ell^{(r)} \right)
\end{align*}
\]
With
\[ R_1 := \gamma (2\Psi - I), \quad R_2 := I - 2\text{prox}_{\gamma f^*} \]
this results in
\[ t^{(r+1)} = \frac{1}{2} (I + \frac{1}{\gamma} R_2 \circ R_1) (t^{(r)}). \]

Since \( \Psi \) and the proximity operator are \( \frac{1}{2} \)-averaged, we know that the reflections \( R_1/\gamma \) and \( R_2 \) are non-expansive. Thus, \( T \) is also firmly non-expansive and the sequence \( \{t^{(r)}\}_r \) converges globally. As both \( \Psi \) and \( \text{prox}_{\gamma f^*} \) are continuous, the same holds true by (24), (25) and (26) for \( \{y^{(r)}\}_r \), \( \{p^{(r)}\}_r \) and \( \{x^{(r)}\}_r \).
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