Predicting star formation properties of galaxies using deep learning
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ABSTRACT

Understanding the star-formation properties of galaxies as a function of cosmic epoch is a critical exercise in studies of galaxy evolution. Traditionally, stellar population synthesis models have been used to obtain best fit parameters that characterise star formation in galaxies. As multiband flux measurements become available for thousands of galaxies, an alternative approach to characterising star formation using machine learning becomes feasible. In this work, we present the use of deep learning techniques to predict three important star formation properties – stellar mass, star formation rate and dust luminosity. We characterise the performance of our deep learning models through comparisons with outputs from a standard stellar population synthesis code.
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1 INTRODUCTION

Machine learning algorithms automatically learn from a given dataset without being explicitly programmed. Machine learning refers to any computer program that improves its performance at some task through increased experience (i.e. more example data) (Mitchell 1997). Instead of writing programs to carry out specific tasks, in the supervised machine learning approach, a number of examples of inputs and corresponding outputs are collected and given to the algorithm to learn from. On the other hand, unsupervised machine learning algorithms learn patterns, groupings/ clusters, similarities and/or differences in unlabelled data.

As astronomical datasets grow exponentially in size, machine learning techniques are becoming increasingly useful for creating predictive or classification models which will enable astronomers to expedite the process of astronomical discovery. In recent years, machine learning approaches have been used to tackle a variety of “big data” driven problems in astronomy - e.g. photometric redshift estimation (Wadadekar 2005; Ball et al. 2008), evolution of disk galaxies (Forbes et al. 2019), identification of galaxy morphology (e.g., Huertas-Company et al. 2008; Banerji et al. 2010; Huertas-Company et al. 2011), star-galaxy classification (Philip et al. 2002; Ball et al. 2006), and photometric supernova classification (Lochner et al. 2016), amongst many others.

Applications of the machine learning approach to prediction of star-formation properties of galaxies have also begun to emerge. Delli Veneri et al. (2019) estimated the star formation rate for a large subset of Sloan Digital Sky Survey (SDSS) galaxies by training a MLPQNA (Multi Layer Perceptron trained by the Quasi Newton Algorithm) machine learning model. Hemmati et al. (2019) use a very different approach by using unsupervised machine learning techniques (Self Organising Maps) to better optimize the model libraries for a given set of observational data. Stensbo-Smidt et al. (2017) estimated specific star formation rates (sSFRs) and redshifts (photo-z’s) using only the broad-band photometry from the SDSS. Baron (2019) provides a comprehensive and current overview of the application of machine learning methodologies to astronomical problems.

Supervised learning is one form of machine learning where the correct answer (or a truth value) for each data point is known. For each input, its corresponding output is given to the model to train on. The model learns the relationship between the inputs and outputs. The goal is to make the model generic enough that it will be able to accurately predict data points it has not encountered before. In this paper, we have applied deep neural networks which are one of the most widely used supervised machine learning techniques at the present time.

Deep learning is inspired by the synaptic connections of
the brain. Deep learning allows computational models that are composed of multiple processing layers to learn representations of data with multiple levels of abstraction (LeCun et al. 2015). These algorithms learn the non-linearity in the data for classification or prediction. In this work, we have used deep neural networks to predict three important parameters used to characterise star formation in galaxies viz. stellar mass, star formation rate and dust luminosity.

Deep learning networks generally perform very well in capturing the non-linearity in data. Convolutional neural network (CNN), a special type of deep learning network, is now witnessing an explosion of applications in various fields of research, including astronomy. Within the last two years, CNNs have been successfully applied for the classification of galaxy and radio galaxy images in Barchi et al. (2019) and Lukic et al. (2018) respectively. CNNs have also been used in categorization of signals observed in a radio SETI experiment (Harp et al. 2019). Lovell et al. (2019) have also trained CNNs to learn the relationship between synthetic galaxy spectra and high resolution SFGs from the EAGLE (Schaye et al. 2015) and Illustris (Vogelsberger et al. 2014) simulations.

Deep learning has been successfully applied in astronomy to classification problems. Zhang & Zhao (2006) used Bayesian Belief Networks (BBN), Multilayer Perceptron (MLP) networks and Alternating Decision trees (ADtree) for separating quasars from stars. Abraham et al. (2012) have used a machine learning classifier trained on a subset of spectroscopically confirmed objects, classifying them into stars, galaxies and quasars. D'Isanto et al. (2016) provide a comparison of various machine learning methods for tasks such as identification of cataclysmic variables, separation between galactic and extragalactic objects and identification of supernovae. Brescia et al. (2015) used MLP with Quasi Newton Algorithm to characterise the physical nature of the large number of objects observed by modern multiband digital surveys. Similarly, deep learning has also been successfully used to build regression models. For example, Guillén et al. (2019) have used deep neural networks for the estimation of the muon content of extensive air showers when measured on the ground. Pearson et al. (2019) have implemented deep learning CNNs for estimating strong gravitational lens mass model parameters.

From the diversity of applications mentioned above, it is clear that deep learning approaches have proven useful in tackling a number of astronomical problems. In this work, we attempt to reproduce the capabilities of stellar population synthesis (SPS) models (see Conroy (2013) for a comprehensive review) via a deep learning approach. SPS models combine our understanding of the properties of stars as traced by stellar evolution and star formation histories. The spectral energy distribution of a stellar population in a galaxy is modulated by the presence of dust which tends to absorb or scatter stellar photons at short wavelengths. SPS models are physically well motivated and encapsulate a vast and ever growing literature that provides us with ever more sophisticated models. The complexity and sophistication of such modeling comes at a price - finding the best model within the vast parameter space (consisting of millions of possible models) is a compute intensive process. A machine learning approach holds the promise of leaving the building of this complex non-linear model to a machine suitably trained with a large dataset of examples.

In this work, we train a deep learning model to predict what are perhaps the three most basic parameters that are used to characterise the star formation process in galaxies - the current star formation rate (SFR), dust luminosity (DL) and stellar mass (SM). SM is a rough proxy for the integrated star formation in a galaxy throughout its history while the dust luminosity is a measure of the amount of dust in the galaxy.

The data we use are from the GAMA (Galaxy And Mass Assembly; Driver et al. (2011)) survey. At its core, GAMA is a spectroscopic survey of 300,000 galaxies down to r < 19.8 mag over ∼ 286 deg², which was carried out using the AAOmega multi-object spectrograph on the Anglo-Australian Telescope (AAT). The core spectroscopic survey has been greatly augmented by multiwavelength observations of the GAMA fields with a wide variety of telescopes. We use the GAMA survey Panchromatic Data Release (PDR) catalog (Driver et al. 2016) which includes fluxes in up to 21 broadband filters for 120,114 galaxies. For each galaxy the catalog includes position information (RA/Dec), 21 band flux values along with individual errors, a spectroscopic redshift and stellar mass, star formation rate and dust luminosity.

The last three parameters are determined using a stellar population synthesis code viz. magphys. This is one of the most widely used SED fitting codes which has been successfully applied on galaxy samples spanning a wide range of galaxy stellar masses, star formation rates and morphological types (e.g., da Cunha et al. 2010; Berta et al. 2013; Viaene et al. 2014; Chang et al. 2015; Driver et al. 2016; Bait et al. 2017; Driver et al. 2018). Our deep learning models are thus limited by the weaknesses of magphys (for instance, the active galactic nuclei’s contribution to the SED is not modeled in this code). In regions of parameter space where magphys is a poor model of the underlying physical reality, our deep learning model will also be a poor representation of the physical reality. Keeping this caveat in mind, we will proceed with our modeling. For constructing our deep learning model, we used the 21 band data consisting of far ultra-violet (UV) and near UV (from GALEX), the five Sloan Digital Sky Survey bands: ugriz, near infrared bands: X, Y, J, H, K, WISE mid-infrared bands: W1, W2, W3, W4, and the five Herschel bands: P100, P160, S250, S350, S500. The spectroscopic redshift listed in the PDR catalog is used as an additional input parameter for our model. In Section 2, we introduce the deep learning algorithm and the data preprocessing we have carried out. In Section 3, we describe and discuss our results and we conclude in Section 4.

2 METHODOLOGY

The structure of a typical deep learning architecture is shown in Fig. 5. The model consists of input nodes - one per input attribute (broadband fluxes and redshift, for our specific problem). For our problem, we predict each free parameter separately and hence there is one output node for each of the three models. There are several hidden layers between these input and output layers. The number of nodes in each hidden layer are typically greater than the number
of input nodes. As the model encounters more and more data, it learns patterns in the dataset that distinguishes one outcome from another, thereby enriching it over time.

In this section we first describe our sample selection which aims to achieve a good trade off between coverage and homogeneity of the data to be given to the ML model. This is followed by a brief discussion of the current MAGPHYS SED fitting technique, and how the various hyper parameters of the deep learning algorithms were derived.

2.1 Sample Selection

We selected all galaxies with $0 < z \leq 0.5$ and stellar mass $\geq 10^9 M_\odot$ from the GAMA catalog. The distribution of both these parameters - redshift and stellar mass are shown in Fig. 1 and Fig. 2 respectively. Only 2,173 galaxies had redshift greater than 0.5 and 4,867 galaxies had stellar mass less than $10^9 M_\odot$. By imposing these arbitrary redshift and stellar mass cuts, we avoid sparsely populated regions of the parameter space where the small number of training examples makes it difficult to effectively train a deep learning network. We also removed galaxies with missing flux values in any of the 21 filters. There were 36,768 such galaxies that had at least one missing value. We observed a small number (110) of galaxies with negative flux values in at least one filter. We removed galaxies with such unphysical flux measurements, from our modeling.

Inspite of these cuts, there remained a few galaxies with very low signal-to-noise(SNR=$\frac{\text{flux}}{\text{fluxerror}}$) values in several bands. Fig. 3 shows the number of galaxies that have SNR less than 3 in each of the input flux bands. Retaining such unreliable measurements poses problems in the training. After some experimentation, we found that galaxies with at least 6 flux measurements having a SNR of 3 or more gave a good trade off, between obtaining good predictions while only reducing the sample size by a small fraction.

Post all the filtering described above, we are left with 76,455 galaxies which form our final sample. Note that a galaxy is excluded from our sample only because 1. it occupies a sparsely populated region of the parameter space or 2. it has flux measurements that are missing or unreliable. With future, deeper multiband imaging surveys both of these defects will be adequately addressed.

2.2 MAGPHYS SED Fitting

The three output parameters used in this work, stellar mass, star formation rates and dust luminosity are from Driver et al. (2016) which are derived using a stellar population synthesis code MAGPHYS (da Cunha et al. 2008). MAGPHYS estimates various physical properties of a galaxy by fitting its observed SED in ultra-violet (UV), optical, and infrared (IR) bands with a large library of template SEDs. We briefly describe how MAGPHYS creates the library of template SEDs here. For the stellar population synthesis modelling MAG-
The amount of energy attenuated due to dust is then redistributed in the mid to far-IR in various components (in the form of polyaromatic hydrocarbons, hot, warm and cold dust) assuming energy balance. The dust emission is simply modelled as due to a grey body (i.e. modified blackbody) with varying temperatures and emissivities. MAGPHYS then performs a $\chi^2$ fit on the observed data with the entire library of template SEDs. The code then builds a probability distribution function for each of the free parameters in the model by weighting the parameter value with the probability given by $\exp(-\chi^2/2)$ for the $i$th model. In our work, we have used the median values (i.e. the 50th percentile of the probability density function) for the several derived physical properties viz. stellar mass, star formation rate and dust luminosity. Fig. 4 shows the distribution of these physical properties which are the output parameters we model in this paper.

2.3 Deep learning

We implemented various machine learning models on our dataset including random forest, support vector machine and deep neural networks. After considerable effort in optimising the results with each machine learning model, we found that deep neural networks gave the best results. The remainder of this paper will therefore focus on the results of our models trained using deep neural networks. We explored 2 approaches for predicting the 3 free parameters of star formation history. The three output parameters having some correlation amongst them, we trained a deep learning model that would predict all the three free parameters together. We also trained a separate model for each of the free parameters. The predictions were more accurate when separate models were created. This may be because, although the free parameters may have some correlation amongst them, they may also have significant differences that one model is not able to capture. There may not be a single minima in the loss function space for all the three free parameters. Training a separate model for each free parameter allows the optimizer to search for the global minima pertaining to each. Hence, we are able to generate optimised models catering to each individual free parameter.

In this section, we describe the deep neural network model that we have used which is shown in Fig. 5. The model was implemented using keras 1 which gives high level APIs for neural network. It is open source and is written in Python. Implementing a deep learning algorithm however, involves tuning of many hyperparameters. These are:

(i) Number of hidden layers - This is where the deep of deep learning is. While one or two layers may suffice for simple datasets, complex datasets require more hidden layers. (Hinton et al. 2006). The relation of the input attributes in the dataset with the free parameters we are trying to predict is not linear. Hence, in all the three models (to predict SM, SFR and DL), three or more hidden layers have worked well.

(ii) Number of nodes in each hidden layer - Using too few nodes in the hidden layers may lead to underfitting because there are too few nodes to detect the patterns or features in a complicated dataset. On the other hand, using too many

---

1 Chollet F., et al., 2015, Keras, https://keras.io
nodes may lead to overfitting as the model will learn details and noise pertaining to the training data very well, but will not be able to generalise well to unseen data. Hence, the number of nodes in each hidden layer needs to be derived with some trial and error to make sure the model does not overfit nor underfit the dataset. The number of nodes in each hidden layer for the three parameters are listed in Table 1.

(iii) Kernel Initializer - This defines the way to set the initial random weights between the layers and can affect the speed of convergence on the optimization algorithm. We have used the ‘RandomNormal’ initializer which generates random weights with a normal distribution. Training algorithms for deep learning models are iterative in nature and require some initial point from which to begin the iterations. Moreover, training deep models is a sufficiently difficult task and algorithms are strongly affected by the choice of initialization (Goodfellow et al. 2016). These initial weights serve as the starting point to search for the optimal solution and are initialised randomly as the nature of the algorithm itself is stochastic.

(iv) Activation function - Activation function is a property of a node. It does a (in most cases non-linear) transformation on an input or a set of inputs coming in from the previous layer. The transformed output is given to the nodes in the next layer which again go through the specified activation function for that layer. It acts as a switch for the node to capture the non linear information in the input data that enables it to predict the output. The activation function at the hidden nodes used is ReLU (LeCun et al. 2015; Nair & Hinton 2010). Zeiler et al. (2013) and Glorot et al. (2011) state the advantages of ReLU such as easier optimization, fast convergence, better generalization and faster compute time. Sutskever et al. (2012) show an increase in speed of up to 6 times using ReLU in a four-layer CNN. For our regression problem, we have used the linear activation function at the output node.

(v) Loss function - This is also known as cost function or error function. It is the error between the actual and predicted values. The model is trained to minimize this error value. We have minimised the mean absolute error for all the three models as it is more robust to outliers. It is the average of the absolute difference of the actual and predicted values.

(vi) Optimizer - In order to minimize the loss function, an optimization algorithm is used. The optimizer attempts to find the global minima for a convex loss function. We have used the Adam optimizer which is a first order gradient based optimization of stochastic objective functions, based on adaptive estimates of lower-order moments (Kingma & Ba 2014). Other optimizers were also tried viz. SGD (Stochastic Gradient Descent), RMSprop, Adagrad, Adadelta and others that are built-in in keras. We used the Adam optimizer in our work as it gave best results.

(vii) Epochs - This is the number of iterations to train the model. A smaller value will mean not training the model enough and may lead to an underfitted model. On the other hand, training the model for many epochs may lead to an overfitted model. The number of epochs each model is trained on is different and is mentioned in Table 1.

(viii) Batch size - The batch size can be anything between 1 and the size of the training sample. Taking a batch size of 1 leads to some wandering around as the gradient of the sample may be in the wrong direction. But on average it will head towards the minima as with a full batch gradient descent, only with greater number of iterations/epocs. The cost of computing in this case is very trivial. A full batch gradient descent, takes into account all the samples at once and computes the best direction towards the minima. It requires more computational power, but gets to the minima in the fewest steps. However, when the data size is large, it cannot be given to the algorithm at once as the computer RAM will not have the capacity to hold all the data. In such cases, the training sample is divided into batches and given to the algorithms, post which the internal parameters of the model are updated. We ran our algorithm with various batch sizes and found 256 to be a good tradeoff between the time taken, accuracy and computational power required.

A separate model was trained for predicting each of the 3 free parameters of star formation history. The deep learning network architecture is different for each of these free parameters. Table 1 shows the optimal architecture used to predict each of the free parameters separately. Table 2 shows the values of the common hyperparameters used in the models.

2.4 Input Data Transformation

It is a common requirement for many machine learning algorithms to transform the input attributes in order to standardise them (Witten et al. 2016). Machine learning algorithms work well on a normally distributed dataset. The attributes in the dataset are standardised by removing the mean and scaling to unit variance. The distribution of some input parameters in the dataset before and after transformation is as shown in Figs. 6 and 7.

For our experiments we split the data 64% - 16% - 20% into training, validation and test sets. The model is trained on the training set. This model is then validated on the validation set i.e. its error is calculated on the validation set.
and this error information is used to improve the model. We want the model to generalise well and not overfit the training data. Once the model is finalised, it is given the test data to see how well the model performs on data it has never seen before. This gives a good idea of how well the model will perform in a real life scenario. The performance on this test set is presented in Table 3.

Scikit-learn (Pedregosa et al. 2011) which consists of efficient tools for machine learning, statistics and data processing; numpy and pandas (McKinney 2010) are used for the data transformations and manipulations. The Python version used is 3.7.3.

3 RESULTS AND DISCUSSION

Here we present our model performance and its loss i.e. error as the algorithm iterates. We compare the time taken by the deep learning algorithm to that taken by the MAGPHYS modelling. In order to compare the model performance, the error metric used is the standard deviation of the difference between the actual (MAGPHYS best fit value) and predicted by our deep learning model:

$$error = \sigma(y_{\text{actual}} - y_{\text{predicted}})$$

Note that all output parameters are computed in logarithmic space. The error and time taken are given in Table 3.

For completeness we have also reported the values in rmse - root mean square error and mean absolute deviation - mad as well. The $r^2$adjusted value is the amount of variance explained by the model.

Figs. 8, 9 and 10 show the scatter plot (top) and the difference plot (bottom) between the predicted and actual value for stellar mass, SFR and dust luminosity respectively.

The scatter plot shows the best-fit line (the dashed line) between the predicted and actual values. The plot also shows the 45 degree line - the line when predicted values are exactly equal to the actual values. As can be seen, the fit for stellar mass is very close to the 45 degree line with very low scatter. Similar is the case for dust luminosity. Star formation rate has a little more scatter compared to the former two free parameters. The difference plot highlights this. It is
Table 1. Hyperparameter values for the deep neural network architecture for each model

| Parameter                  | Stellar Mass | Star Formation Rate | Dust Luminosity |
|----------------------------|--------------|---------------------|-----------------|
| Number of hidden layers    | 3            | 3                   | 5               |
| Number of nodes in each layer | 22-44-66-66-1 | 22-110-220-110-1 | 22-66-110-220-110-66-1 |
| Epoch                      | 5000         | 1500                | 1700            |
| Early Stopping Patience    | 300          | 500                 | 300             |

Table 2. Common hyperparameters used in all the three deep learning models

| Hyperparameter | Value          |
|----------------|----------------|
| Learning Rate  | 0.001          |
| Batch size     | 256            |
| Optimizer      | Adam           |
| Loss function  | Mean absolute error |

Figure 10. The top scatter plot shows the actual values calculated by MAGPHYS compared to the values predicted by the deep learning model for dust luminosity. The plot shows the best fit line through the scatter plot and the 45 degree line which would have been obtained if the deep learning model predicted exactly the same values as the MAGPHYS model. The bottom plot highlights the error across the values of dust luminosity. It can be observed that there is a higher scatter for lower values of dust luminosity. The errors are also skewed towards the higher side indicating that the model is predicting higher values for lower values of dust luminosity.

Figure 11. The above figure shows training and validation loss as number of epoch increases for the model predicting stellar mass. The gap between the training and validation loss is very small.

Figure 12. The above figure shows training and validation loss as number of epoch increases for the model predicting SFR. The gap between the training and validation loss was reduced using the early stopping method. It may be further reduced with increase in the number of data points available.

It is important to note that the values of these free parameters span three orders of magnitude. The same model is able to predict over this entire range of values as deep learning models are able to capture the non linear relationships between the input flux values and the output free parameters. The scatter in the difference plot of SFR is more for lower values of SFR. This systematic trend needs further investigation.

Figs. 11, 12 and 13 show the loss of each of the models with increase in iteration. Note that for dust luminosity and stellar mass, the validation error closely follows the training error. Whereas, for SFR, the validation error is still slightly higher than the training error. This is after we used the early stopping technique to prevent the model from overfitting the training data (This gap was much larger without using early stopping). While this method helped, training on more data would help reduce this error further.

The deep learning technique outlined in this paper takes 3 to 30 minutes to train depending on the free parameter
Table 3. Error and time taken to train for the three models created. The models were trained on a 2.2 GHz Intel Core i7 machine with 32 GB 2400 MHz DDR4 RAM

| Parameter                      | SM      | SFR     | DL      |
|--------------------------------|---------|---------|---------|
| error $= \sigma(y_{\text{actual}} - y_{\text{predicted}})$ | 0.0577  | 0.1643  | 0.1143  |
| root mean square error         | 0.0582  | 0.1658  | 0.1159  |
| mean absolute deviation       | 0.0399  | 0.0987  | 0.0750  |
| $r^2$ adjusted                | 0.9885  | 0.9550  | 0.9644  |
| Time taken to train (seconds) | 1110    | 183     | 477     |

Figure 13. The above figure shows training and validation loss as number of epoch increases for the model predicting dust luminosity. The gap between the training and validation loss is very small.

being modelled. Once we have a model, the time taken to predict the free parameters for the test data is negligible. To estimate the three star-formation parameters using the MAGPHYS code for 10,000 galaxies would take \( \sim 100,000 \) minutes (about 10 minutes per galaxy) and to predict the same number of galaxies using a deep learning model is \( \sim 30 \) minutes with essentially all the time being taken up by training. This represents a huge savings in time, with potentially larger savings for samples from future large area imaging surveys. Further, this model can be modified to also give the confidence level of each prediction. Those galaxies whose free parameters the model predicts with low confidence can be investigated and then rerun with the standard stellar population technique. The outcome of this can then be further investigated and changes incorporated in the deep learning model. Thus the model can get enriched as it encounters more and more data which enables it to capture more information and patterns contained in the data.

4 CONCLUSIONS

We have used deep neural networks to predict the free parameters - stellar mass, star formation rate and dust luminosity based on the multiband flux measurements from the GAMA survey. In our galaxy sample, each of these parameters spans three orders of magnitude. Over this large span, almost all the scatter is random in nature with little systematic. We caution, however, that our deep learning is only learning to emulate the MAGPHYS model and not the galaxies in the real Universe. If MAGPHYS models are incorrect or incomplete representations of galaxies in some region of the parameter space, our deep learning models will also learn these deficiencies. A positive aspect of this limitation, is that as stellar populations synthesis models improve in the future, deep learning can learn from these new models and improve its performance.

Our approach reduces the time taken to derive the star-formation parameters drastically. These models can further be enhanced to give a confidence value with each prediction and to incorporate the error associated with each input measurement. In this work, we used the spectroscopic redshift as an input parameter. In upcoming large area galaxy surveys with telescopes like the Large Synoptic Survey Telescope (LSST) it should become possible to determine both the photometric redshift and the star-formation properties jointly using a deep learning approach. We look forward to the exciting times that lie ahead.
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