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Abstract. We consider the space $X = \bigwedge^3 \mathbb{C}^6$ of alternating senary 3-tensors, equipped with the natural action of the group $\text{GL}_6$ of invertible linear transformations of $\mathbb{C}^6$. We describe explicitly the category of $\text{GL}_6$-equivariant coherent $\mathcal{D}_X$-modules as the category of representations of a quiver with relations, which has finite representation type. We give a construction of the six simple equivariant $\mathcal{D}_X$-modules and give formulas for the characters of their underlying $\text{GL}_6$-structures. We describe the (iterated) local cohomology groups with supports given by orbit closures, determining, in particular, the Lyubeznik numbers associated to the orbit closures.

1. Introduction

Let $V$ be a six-dimensional vector space, and let $X = \bigwedge^3 V$ be the space of alternating 3-tensors of $V$. This space has a natural action of $G = \text{GL}(V)$ with five orbits. We describe these orbits below, choosing a basis $V = \langle e_1, e_2, e_3, e_4, e_5, e_6 \rangle$.

- The zero orbit $O_0 = \{0\}$.
- The orbit $O_1$ of dimension 10, with representative $e_1 \wedge e_2 \wedge e_3$, whose closure $O_1$ is the affine cone over the Grassmannian $\text{Gr}(3, V) \subset \mathbb{P}(\bigwedge^3 V)$ under the Plücker embedding.
- The orbit $O_2$ of dimension 15, with representative $e_1 \wedge (e_2 \wedge e_3 + e_4 \wedge e_5)$, whose closure $O_2$ is the subspace variety

$$\text{Sub}_5(X) = \{ T \in X \mid \exists Z \in \text{Gr}(5, V), T \in \bigwedge^3 Z \}.$$

- The orbit $O_3$ of dimension 19, with representative $e_1 \wedge (e_2 \wedge e_3 + e_4 \wedge e_5) + e_2 \wedge e_4 \wedge e_6$, whose closure $O_3$ is the affine cone over the tangential variety to the Grassmannian $\text{Gr}(3, V)$.
- The dense orbit $O_4$ of dimension 20, with representative $e_1 \wedge e_2 \wedge e_3 + e_4 \wedge e_5 \wedge e_6$.

Further, for each $k = 0, 1, 2, 3, 4$, the Zariski closure of $O_k$ is the union of all $O_j$ with $j \leq k$.

The space $\bigwedge^3 \mathbb{C}^6$ is an example in the subexceptional series of representations with finitely many orbits [LM04, Section 6]. Other representations from this series include the space of binary cubic forms and the space of $2 \times 2 \times 2$ hypermatrices. The equivariant $\mathcal{D}$-modules for these representations are described in [LRW19] and [Per18], respectively. For the irreducible representations that are spherical varieties, the categories of equivariant $\mathcal{D}$-modules have been described in [LW19]. The representations in the subexceptional series are some of the simplest representations that are not spherical. For the space of alternating senary 3-tensors, although the coordinate ring $\mathbb{C}[X]$ is not multiplicity-free as a $G$-module, the algebra of covariants $\mathbb{C}[X]^U$ is a polynomial ring [Bri83], where $U$ denotes a maximal unipotent subgroup of $G$.

By the Riemann–Hilbert correspondence, equivariant $\mathcal{D}$-modules correspond to equivariant perverse sheaves. The simple equivariant $\mathcal{D}$-modules are indexed by irreducible equivariant local systems on the orbits of the group action, but their explicit realization is in general difficult (see Open Problem 3 in [MV86a, Section 6]).
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Put \( W = V^* \), let \( S = \text{Sym}(\bigwedge^3 W) \cong \mathbb{C}[x_{i,j,k} | 1 \leq i < j < k \leq 6] \) be the ring of polynomial functions on \( X \), and \( D = D_X = S \cdot \langle \partial_{i,j,k} | 1 \leq i < j < k \leq 6 \rangle \) be the Weyl algebra of differential operators on \( X \) with polynomial coefficients. We write \( \text{mod}_G(D_X) \) for the category of \( G \)-equivariant coherent \( D \)-modules on \( X \).

**Classification of Simple Modules.** There are six simple \( \text{GL}_6(\mathbb{C}) \)-equivariant \( D \)-modules on \( X = \bigwedge^3 \mathbb{C}^6 \). For all orbits \( O \neq O_4 \), there is a unique simple with support \( \overline{O} \). These modules correspond to the trivial local systems on their respective orbits, and we denote them by \( D_0 = E, D_1, D_2, \) and \( D_3 \). There are two simple equivariant \( D \)-modules with full support: \( S \) and \( B_4 \).

The holonomic duality functor fixes all of the simple modules. The Fourier transform swaps the modules in the two pairs \((S, E), (B_4, D_1)\), and the other simples are fixed.

We give explicit constructions for all the simple equivariant \( D \)-modules in Theorem 3.5. Using this, for each simple equivariant \( D \)-module we determine the character of its underlying \( G \)-module structure in Section 4.

Similar formulas for characters were obtained in various other equivariant situations \([LRW19, Rai16, Rai17]\). The key object in the quiver structure of the category \( \text{mod}_G(D_X) \) in question is the semi-invariant \( f \) of weight \( (2^6) \) (see \([SK77, Proposition~5.7] \) and subsequent discussion). Note that \( X \setminus O_4 = \overline{O_3} \) and \( \overline{O_3} = V(f) \). We will gain a lot of information about the category in question by studying the modules \( S_f \) and \( S_f \cdot \sqrt{f} \), where \( S_f \) denotes localization of \( S \) at the semi-invariant. The \( D \)-module filtrations of these modules will tell us about which nontrivial extensions are possible. By \(([LW19, Proposition~4.9])\), these filtrations are dictated by the Bernstein-Sato polynomial (or \( b \)-function) of \( f \). The \( b \)-function is \((see\ [Kim82, Section~8])\)

\[
b_f(s) = (s+1)(s+5/2)(s+7/2)(s+5) \tag{1.1}
\]

It is known that in the case of a group acting on a space with finitely many orbits, the category of equivariant \( D \)-modules (or perverse sheaves) is equivalent to the category of finite-dimensional representations of a quiver with relations (see \([Vi94] \) and \([LW19]\)). We now state the theorem on the quiver structure of the category of \( G \)-equivariant coherent \( D \)-modules on \( X \).

**Theorem on Quiver Structure.** There is an equivalence of categories

\[ \text{mod}_G(D_X) \cong \text{rep}(Q, I), \]

where \( \text{rep}(Q, I) \) is the category of finite-dimensional representations of a quiver \( Q \) with relations \( I \). The quiver \( Q \) is

\[
\begin{align*}
\text{s} & \xleftarrow{\alpha_0} \beta_0 & \text{d}_3 & \xleftarrow{\alpha_1} \beta_1 & \text{e} & \text{b}_4 & \xleftarrow{\gamma_0} \delta_0 & \text{d}_2 & \xleftarrow{\gamma_1} \delta_1 & \text{d}_1 \\
\text{f} & \xleftarrow{\delta_0} \beta_1 & \text{d}_3 & \xleftarrow{\delta_1} \beta_0
\end{align*}
\]

The set of relations \( I \) is given by all 2-cycles:

\[
\alpha_0\beta_0 = \beta_0\alpha_0 = \alpha_1\beta_1 = \beta_1\alpha_1 = \gamma_0\delta_0 = \delta_0\gamma_0 = \gamma_1\delta_1 = \delta_1\gamma_1 = 0.
\]

Note that (each connected component of) this quiver appears also in \([LW19]\), and has finitely many (isomorphism classes of) indecomposable representations that can be described explicitly \([LW19, Theorem~2.13]\).

For any \( G \)-stable closed subset \( Z \) in \( X \), the local cohomology modules \( H^i_Z(S) \) are \( G \)-equivariant coherent \( D \)-modules, for all \( i \geq 0 \). Explicit computations of local cohomology modules are in general notoriously difficult. Several results have been obtained for several representations with finitely many orbits (see \([LRW19, LR18, Per18, RW14, RW16, RWW14]\)). We state the theorem on their explicit \( D \)-module structures in our case (in the following all short exact sequences are nonsplit).

**Theorem on Local Cohomology.** The following are all the nonzero local cohomology modules of \( S \) with support in an orbit closure:
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(0) \( H^{20}_{O_3}(S) = E \).

(1) \( H^{10}_{O_3}(S) = D_1, \quad H^{13}_{O_3}(S) = E, \quad H^{15}_{O_3}(S) = E \).

(2) \( 0 \to D_2 \to H^5_{O_2}(S) \to D_1 \to 0, \quad H^7_{O_2}(S) = D_1, \quad H^{10}_{O_2}(S) = E. \)

(3) \( 0 \to D_3 \to H^1_{O_3}(S) \to E \to 0. \)

The most difficult part of the theorem above is proving part (2). For the proof, we use a desingularization of \( O_3 \) and reduce the problem to the computation of the cohomology of some vector bundles on the Grassmannian. Computing these cohomology spaces is not an easy task, as these bundles are not semi-simple. Nevertheless, we are able to determine the relevant cohomological pieces that identify the respective simple equivariant \( \mathcal{D} \)-modules. For this identification, the explicit description of the equivariant simple \( \mathcal{D} \)-modules plays a crucial role. This technique could be a model for computing local cohomology in other representations with discriminants (see [KMS87] and [Wey94]).

The article is organized as follows. In Section 2 we introduce some basic terminology regarding representations of the general linear group, equivariant \( \mathcal{D} \)-modules, representation theory of quivers and the Borel-Weil-Bott theorem on the Grassmannian. In Section 3 we give an explicit construction for all the simple equivariant \( \mathcal{D} \)-modules, and we determine the quiver corresponding to the category \( \text{mod}_G(\mathcal{D}_X) \). In Section 4 we determine for each simple equivariant \( \mathcal{D} \)-module its character as a \( G \)-module. In Section 5 we determine all the (iterated) local cohomology modules with supports given by orbit closures for all simple equivariant \( \mathcal{D} \)-modules, and describe the Lyubeznik numbers of the orbit closures.

2. Preliminaries

2.1. Representations and Characters. Let \( V \) be a six dimensional complex vector space and write \( W = V^* \). Let \( \Lambda \) be the set of isomorphism classes of finite dimensional irreducible representations of the general linear group \( \text{GL} = \text{GL}(W) \cong \text{GL}_6(\mathbb{C}) \). Then \( \Lambda \) can be identified with the set of dominant integral weights \( (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_6) \in \mathbb{Z}^6 \). We often write \((a^6)\) for the weight \((a, a, a, a, a, a)\). We write \( S_\lambda V \) for the irreducible representation (or Schur functor) corresponding to \( \lambda \in \Lambda \) (for details, see [Wey03]).

For \( \lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_6) \in \Lambda \), we denote its dual by \( \lambda^* = (-\lambda_6, -\lambda_5, -\lambda_4, -\lambda_3, -\lambda_2, -\lambda_1) \), so that \( S_\lambda W = S_{\lambda^*} V \).

A \( G \)-representation \( M \) is admissible if it decomposes as a direct sum

\[ M = \bigoplus_{\lambda \in \Lambda} (S_\lambda W)^{\oplus a_\lambda} \]

for \( a_\lambda \in \mathbb{Z}_{\geq 0} \). Consider the set \( \Gamma(\text{GL}) = \mathbb{Z}^\Lambda \) of maps \( \Lambda \to \mathbb{Z} \). Then \( \Gamma(\text{GL}) \) is the Grothendieck group of virtual admissible representations. Given an admissible representation \( M \) as above, we write the formal sum

\[ [M] = \sum_{\lambda \in \Lambda} a_\lambda \cdot e^\lambda \]

for the corresponding element in \( \Gamma(\text{GL}) \), where \( e^\lambda \) corresponds to \( S_\lambda W \) and \( a_\lambda \) is the multiplicity. Using this notation, we write

\[ \langle [M], e^\lambda \rangle = a_\lambda \]

for the multiplicity of \( e^\lambda \) in \([M]\) in \( \Gamma(\text{GL}) \). We also have a natural (partially defined) multiplication on \( \Gamma(\text{GL}) \) induced by

\[ e^\lambda \cdot e^\mu = e^{\lambda+\mu}, \quad \text{for } \lambda, \mu \in \Lambda. \]
With this, we can make sense of inverting some virtual representations such as \((1 - e^\lambda)\):

\[
\frac{1}{1 - e^\lambda} = 1 + e^\lambda + e^{2\lambda} + \cdots.
\]

**2.2. Equivariant \(\mathcal{D}\)-modules.** Let \(\mathfrak{g}\) denote the Lie algebra of \(G\). Then differentiating the \(G\)-action on \(X\) we obtain a map from \(\mathfrak{g}\) to space of algebraic vector fields on \(X\), which in turn yields a map \(\mathfrak{g} \to \mathcal{D}_X\). A \(\mathcal{D}_X\)-module \(M\) is **equivariant** if we have a \(\mathcal{D}_{G \times X}\)-isomorphism \(\tau: p^* M \to m^* M\), where \(p : G \times X \to X\) denotes the projection and \(m : G \times X \to X\) the map defining the action, with \(\tau\) satisfying the usual compatibility conditions (see [HTT08, Definition 11.5.2]). This amounts to \(M\) admitting an algebraic \(G\)-action whose differential coincides with the \(\mathfrak{g}\)-action induced by the natural map \(\mathfrak{g} \to \mathcal{D}_X\). The category \(\operatorname{mod}_G(\mathcal{D}_X)\) of equivariant \(\mathcal{D}\)-modules is a full subcategory of the category \(\operatorname{mod}(\mathcal{D}_X)\) of all coherent \(\mathcal{D}\)-modules, which is closed under taking submodules and quotients. For a \(G\)-stable closed subset \(Z\) of \(X\), we denote by \(\operatorname{mod}_G^Z(\mathcal{D}_X)\) the full subcategory of \(\operatorname{mod}_G(\mathcal{D}_X)\) consisting of equivariant \(\mathcal{D}\)-modules with support contained in \(Z\).

Since \(G\) acts on \(X\) with finitely many orbits, every module in \(\operatorname{mod}_G(\mathcal{D}_X)\) is regular and holonomic [HTT08 Theorem 11.6.1], and via the Riemann–Hilbert correspondence \(\operatorname{mod}_G(\mathcal{D}_X)\) is equivalent to the category of \(G\)-equivariant perverse sheaves on \(X\). This category is equivalent to the category of finitely generated modules over a finite dimensional \(\mathbb{C}\)-algebra (see [Vil94, Theorem 4.3] or [LW19, Theorem 3.4]), or to the category of representations of a quiver with relations (see [ASS06]). For more details on categories of equivariant \(\mathcal{D}\)-modules, cf. [LW19].

One important construction of objects in \(\operatorname{mod}_G(\mathcal{D}_X)\) comes from considering local cohomology functors \(H^c_Z(\bullet)\), for \(Z = \overline{D_k}\) an orbit closure in \(X\). Namely, for each \(i \geq 0\) and each \(M \in \operatorname{mod}_G(\mathcal{D}_X)\) we consider \(i\)-th local cohomology module \(H^c_Z(M)\) of \(M\) with support in \(Z\), which is an element of \(\operatorname{mod}_G^{\overline{D_k}}(\mathcal{D}_X)\). If we write \(c = \dim(X) - \dim(Z)\) for the codimension of \(Z\) in \(X\) and take \(M = S\), then \(H^c_Z(S) = 0\) for all \(i < c\), and \(H^c_Z(S)\) contains the simple \(D_k\) as a \(\mathcal{D}\)-submodule (with the convention \(S = D_1\), \(E = D_0\)), and the quotient \(H^c_Z(S)/D_k\) is an element in \(\operatorname{mod}_G^{\overline{D_k}\setminus D_k}(\mathcal{D}_X)\).

Another important construction of objects in \(\operatorname{mod}_G(\mathcal{D}_X)\) comes from considering the (twisted) Fourier transform [LW19, Section 4.3]. This functor gives a self-equivalence

\[
\mathcal{F} : \operatorname{mod}_G(\mathcal{D}_X) \xrightarrow{\sim} \operatorname{mod}_G(\mathcal{D}_X).
\]

Moreover, since \(\det(\Lambda^3 W^\ast) = S_{(-10^0)} W\), for an object \(M \in \operatorname{mod}_G(\mathcal{D}_X)\), we have in \(\Gamma(\text{GL})\)

\[
[\mathcal{F}(M)] = [M^\ast] \cdot e^{(-10^0)}.
\]

Let \(S = \text{Sym}(\Lambda^3 V) \in \operatorname{mod}_G(\mathcal{D}_X)\) be the ring of polynomial functions on \(\Lambda^3 V\). The action of \(\text{GL}\) on \(\Lambda^3 V\) extends to an action on \(S\) and the character of \(S\) is (see [Bri83] or [LM04, Section 6]):

\[
[S] = \frac{1}{(1 - e^{(1,1,1,0,0,0)})(1 - e^{(2,1,1,1,1,1)})(1 - e^{(2,2,2,1,1,1)})(1 - e^{(3,3,2,2,1,1)})}
\]

(2.2)

Write \(E = \mathcal{F}(S)\) for the simple \(G\)-equivariant \(\mathcal{D}\)-module whose support is equal to the origin \(O_0\). By (2.1) we have:

\[
[\mathcal{F}^{-1}(S)] = \frac{e^{(-10^0)}}{(1 - e^{(0^3,-1^4)})(1 - e^{(0^5,-1^4,-2^1)})(1 - e^{(-1^3,-2^3)})(1 - e^{(-2^4)})(1 - e^{(-1^2,-2^2,-3^2)})}
\]

(2.3)

**2.3. Quivers.** We briefly review some basic material on the representation theory of quivers, following [ASS06]. A quiver \(Q\) is an oriented graph, i.e., a pair \(Q = (Q_0, Q_1)\) formed by a finite set of vertices \(Q_0\) and a finite set of arrows \(Q_1\). An arrow \(\alpha \in Q_1\) has source \(s(\alpha) \in Q_0\) and a target \(t(\alpha) \in Q_0\). A directed path \(p\) in \(Q\) from \(x \in Q_0\) to \(y \in Q_0\) is a sequence of arrows \(\alpha_1, \ldots, \alpha_k\) such that \(s(\alpha_1) = x, t(\alpha_k) = y,\) and \(s(\alpha_i) = t(\alpha_{i-1})\). In which case, we say \(p\) has source \(x\) and target \(y\). A **relation** in \(Q\) is a linear combination of
paths of length at least two having the same source and target. We define a quiver (with relations) \((Q, I)\) to be a quiver \(Q\) together with a finite set of relations \(I\).

A \textit{(finite-dimensional) representation} \(M\) of a quiver \((Q, I)\) is a family of (finite-dimensional) vector spaces \(\{M_x \mid x \in Q_0\}\) together with linear maps \(\{M(\alpha) : M_{s(\alpha)} \to M_{t(\alpha)} \mid \alpha \in Q_1\}\) satisfying the relations induced by the elements of \(I\). A morphism \(\phi : M \to N\) of two representations \(M, N\) of \((Q, I)\) is a collection of linear maps \(\phi = \{\phi(x) : M_x \to N_x \mid x \in Q_0\}\), such that for each \(\alpha \in Q_1\) we have \(\phi(t(\alpha)) \circ M(\alpha) = N(\alpha) \circ \phi(s(\alpha))\).
The category \text{rep}(Q, I) of finite-dimensional representations of \((Q, I)\) is Abelian, Artinian, Noetherian, has enough projectives and injectives, and contains only finitely many simple objects, seen as follows.

The (isomorphism classes of) simple objects in \((Q, I)\) are in bijection with the vertices of \(Q\). For each \(x \in Q_0\), the corresponding simple \(S^x\) is the representation with \((S^x)_y = \mathbb{C}\), \((S^x)_y = 0\) for all \(y \in Q_0 \setminus \{x\}\).

For each \(x \in Q_0\), we let \(P^x\) (resp. \(I^x\)) denote the \textit{projective cover} (resp. \textit{injective envelope}) of \(S^x\), as constructed in [ASS06 Section III.2]. In particular, for \(y \in Q_0\), the dimension of \((P^x)_y\) (resp. \((I^x)_y\)) is given by the number of paths from \(x\) to \(y\) (resp. from \(y\) to \(x\)), considered up to the relations in \(I\).

2.4. \textbf{Borel–Weil–Bott theorem.} In this section, we present a special case of the Borel-Weil-Bott theorem that we use in Section 5.1. For more details, see [Wey03].

Throughout we denote by \(\text{Gr}\) the Grassmannian \(\text{Gr}(3,6)\). We start with the tautological sequence of locally free sheaves on \(\text{Gr}\):

\[ 0 \to R \to W \otimes O_{\text{Gr}} \to Q \to 0. \quad (2.4) \]

Let \(\alpha = (\alpha_1 \geq \alpha_2 \geq \alpha_3)\) and \(\beta = (\beta_1 \geq \beta_2 \geq \beta_3)\) be (dominant) weights in \(\mathbb{Z}^3\). We describe the cohomology of the bundle

\[ S_\alpha Q \otimes S_\beta R. \]

Put \(\lambda = (\alpha_1, \alpha_2, \alpha_3, \beta_1, \beta_2, \beta_3) \in \mathbb{Z}^6\), and let \(\rho = (5, 4, 3, 2, 1, 0)\). Write \(\text{sort}(\lambda + \rho)\) for the sequence of integers obtained by arranging the entries of \(\lambda + \rho\) in nonincreasing order. Let \(\bar{\lambda} = \text{sort}(\lambda + \rho) - \rho\). By the Borel-Weil-Bott theorem [Wey03 Chapter 4], we have the following.

\textbf{Theorem 2.1.} If \(\lambda + \rho\) has repeated entries, then \(H^i(\text{Gr}, S_\alpha Q \otimes S_\beta R) = 0\), for all \(i \geq 0\). Otherwise, if \(l\) denotes the length of the (unique) permutation that sorts \(\lambda + \rho\), then we have

\[ H^i(\text{Gr}, S_\alpha Q \otimes S_\beta R) = \begin{cases} S_{\bar{\lambda}}W & i = l; \\ 0 & i \neq l. \end{cases} \]

3. \textbf{The category of equivariant coherent \(\mathcal{D}\)-modules}

As usual, \(G = \text{GL}(V)\) acts on \(X = \bigwedge^3 V\) with \(V \cong \mathbb{C}^6\).

3.1. \textbf{Fundamental groups of orbits.} Given a \(G\)-orbit \(O \cong G/H\) of \(V\), we call the finite group \(H/H^0\) the component group of \(O\) (here \(H^0\) denotes the connected component of \(H\) containing the identity). If the orbit \(O\) is simply-connected, then its component group is trivial.

We proceed by determining the fundamental groups of all orbits.

\textbf{Lemma 3.1.} The orbits \(O_1, O_2, O_3\) are simply-connected.

\textbf{Proof.} It is easy to see that the \(\text{GL}_6\)-orbits \(O_1, O_2, O_3\) are also \(\text{SL}_6\)-orbits. The generic \(\text{GL}_6\)-stabilizers for these orbits have been computed in [Fru00 Section 10.4]. From these descriptions we see that the \(\text{SL}_6\)-stabilizers are connected. Since \(\text{SL}_6\) is connected and simply-connected, the claim now follows from the long exact sequence of homotopy groups obtained from the fibration \(\text{SL}_6 \to O_i \ (i = 1, 2, 3)\).
Remark 3.2. The result above for $O_1$ follows also by [LW19 Lemma 4.13] since $O_1$ is the orbit of the highest weight vector. The result for $O_2$ follows also using the desingularization $Z \to O_2$ considered in [Wey03 Proposition 7.3.8], and noticing that $Z \setminus O_2$ has codimension $\geq 2$.

Lemma 3.3. The variety $O_3$ is normal with rational singularities.

Proof. Let $f \in S$ be the semi-invariant introduced in Section 1. By [L1] the polynomial $b_f(s)/(s+1)$ has no roots $\geq -1$. Thus, by [Sai93 Theorem 0.4] the variety $G = V(f)$ has rational singularities. $\Box$

Lemma 3.4. The fundamental group of $O_4$ is $\mathbb{Z}$ and its component group is $\mathbb{Z}/2\mathbb{Z}$.

Proof. The first assertion follows from [LW19 Lemma 4.11] and Lemma 3.3. Note that the generic stabilizer is computed explicitly in [Igu00 Section 10.4] as well as in [SK77 Section 5]. $\Box$

3.2. Classification of the simple equivariant $D$-modules and the quiver structure of $\operatorname{mod}_G(D_X)$. Recall the semi-invariant $f \in S$ introduced in Section 1. We determine the filtrations of $S_f$ and $S_f \cdot \sqrt{f}$ using the $b$-function of $f$. From this we obtain the explicit construction of each simple equivariant $D$-module. We conclude the section by proving the Theorem on Quiver Structure.

We have the following filtrations of $D$-modules in $S_f$ and $S_f \cdot \sqrt{f}$:

$$0 \subset S \subset Df^{-1} \subset Df^{-5/2} \subset Df^{-5/2} \subset Df^{-7/2}.$$ (3.1)

We show now that the $6$ successive quotients above give all the (isomorphism classes of) simple equivariant $D$-modules. The $6$ successive quotients are nonzero according to [LW19 Proposition 4.9], as from [L1] the roots of the $b$-function of $f$ are $-1, -5/2, -7/2$, and $-5$. Moreover, these $6$ $D$-modules have unique simple quotients (again by [LW19 Proposition 4.9]), which are nonisomorphic since they have different semi-invariant weights. But from Section 3.1 we deduce that there are in total $6$ nonisomorphic simple equivariant $D$-modules (see [HTT08 Remark 11.6.2]). Since each semi-invariant weight occurs in $S_f$ or $S_f \cdot \sqrt{f}$ with multiplicity one, this shows that the $6$ successive quotients are in fact all the simple $D$-modules, and we have determined the composition series of $S_f$ and $S_f \cdot \sqrt{f}$, both of which have holonomic length $3$.

Given a $D$-module $M$, we write $\operatorname{char}(M)$ for its characteristic cycle (see [Kas03]), which is a formal linear combination of the irreducible components of its characteristic variety counted with multiplicities.

Theorem 3.5. The (isomorphism classes of) simple equivariant $D$-modules are given as follows:

0. The simple supported on $O_0$ is $E \cong Df^{-5} / Df$, and $\operatorname{char}(E) = \left[ T_{O_0}V \right]$. (0)

1. The simple supported on $O_1$ is $D_1 \cong Df^{-7/2} / Df^{-5/2}$, and $\operatorname{char}(D_1) = \left[ T_{O_1}V \right] + \left[ T_{O_0}V \right]$. (1)

2. The simple supported on $O_2$ is $D_2 \cong Df^{-5/2} / Df^{-3/2}$, and $\operatorname{char}(D_2) = \left[ T_{O_2}V \right]$. (2)

3. The simple supported on $O_3$ is $D_3 \cong Df^{-1} / S$, and $\operatorname{char}(D_3) = \left[ T_{O_3}V \right] + \left[ T_{O_2}V \right] + \left[ T_{O_1}V \right]$. (3)

4. The simples supported on $O_4$ are $S = \mathbb{C}[V]$ and $B_4 \cong Df^{-3/2}$ with $\operatorname{char}(B_4) = \left[ T_{O_4}V \right] + \left[ T_{O_3}V \right]$. (4)

Proof. The claim for $E$ follows from (2.3). To show that $D_3 \cong Df^{-1} / S$, we note that $D_3$ is the unique simple $D$-submodule of the local cohomology $H^1_f(S) \cong S_f / S$. Since $Df^{-1} / S$ is such a simple, it must be isomorphic to $D_3$.

By (2.1), the Fourier transform $F(D_3)$ has a weight $(-8)^6$. Since $D_3$ is the only simple having such a weight (corresponding to $f^{-4}$), we must have $F(D_3) \cong D_3$.

Clearly, the simple $Df^{-3/2}$ has full support $V$, hence we must have $B_4 \cong Df^{-3/2}$.

We recall some facts on the interplay between projective duality and Fourier transform (for more details, see [LW19 Section 4.3]). Since $G$ is reductive, acting on $X$ with finitely many orbits, projective duality induces an involution on the set of orbits (by identifying $X$ with $X^*$). Moreover, the irreducible components of the
characteristic variety of an equivariant $\mathcal{D}$-module are closures of conormal bundles to orbits, and the Fourier transform interchanges these components by way of projective duality.

It is known that the hypersurface $\overline{O}_3$ is the projective dual to $\overline{O}_1$ (see [KMS87]), and so $\overline{O}_2$ is self-dual. Assume by contradiction that $\overline{T_{O_3}V}$ is not an irreducible component of the characteristic variety of $D_1$. Then $\mathcal{F}(D_1)$ is a simple equivariant $\mathcal{D}$-module supported on $\overline{O}_3$ (see [LW19], Section 4.3), hence it must be $D_3$, contradicting $\mathcal{F}(D_3) \cong D_3$. Hence, $\overline{T_{O_3}V}$ is a component of the characteristic variety of $D_1$. Then $\mathcal{F}(D_1)$ has full support $X$ (again by [LW19], Section 4.3), so $\mathcal{F}(D_1) \cong B_1$, and also $\mathcal{F}(D_2) \cong D_2$.

Since $D_1 \cong \mathcal{F}(B_4)$ has a weight $(-7^0)$, we have $D_1 \cong Df^{-7/2}/Df^{-5/2}$, and then $D_2 \cong Df^{-5/2}/Df^{-3/2}$.

All simples come from local systems of rank one. Hence, to finish the description of the characteristic cycles, we are left to show that $\overline{T_{O_2}V}$ appears in $\text{char}(D_3)$ with multiplicity one. For the remainder of the proof, put $Z = T_{O_2}V$.

We know that $\overline{T_{O_3}V}$ and $\overline{T_{O_2}V}$ are components of the characteristic variety of $D_3$ (since $\mathcal{F}(D_3) \cong D_3$), and their intersection has codimension $\geq 2$, since there is no edge between them in the holonomy diagram [Kim82, Figure 8-1]. It follows by [MV86b, Theorem 6.7] that $Z$ must be a component of characteristic variety of $D_3$.

Now we show that the multiplicity of $Z$ in $\text{char}(D_3)$ is at most one. Consider the projective cover $P = P(\lambda)$ of $D_3$ in the category $\text{mod}_G(D_X)$, with $\lambda = -2^5$, where we use the notation as in [LW19] Lemma 2.1. Let $\mu : T^*X \to \mathfrak{g}^*$ be the moment map and denote by $\text{mult}_Z O_{\mu^{-1}(0)}$ the multiplicity of $Z$ along the scheme-theoretic zero-fiber (see [LW19], Section 3.1) for more details. It is enough to show that the multiplicity of $Z$ in $\text{char}(P)$ is at most one. By the proof of [LW19], Proposition 3.14, the latter multiplicity is bounded above by $\text{mult}_Z O_{\mu^{-1}(0)}$. By [Kim82, Section 8], the variety $Z$ has a dense $G$-orbit. Hence, by [LW19] Lemma 3.12 we get $\text{mult}_Z O_{\mu^{-1}(0)} = 1$, finishing the proof.

**Remark 3.6.** One can also obtain the supports of the simples by computing the local $b$-functions of $f$ at each orbit. These can be computed for example as outlined in [Lor19, Example 2.12] and it also follows from the description of the holonomy diagram in [Kim82, Section 8].

We note that for each $G$-orbit $O$, the irreducible representations of the component group of $O$ are self-dual. This implies that the holonomic duality functor fixes all the simple equivariant $\mathcal{D}$-modules. Thus, the Classification Theorem stated in Section 4 follows. We proceed with proving the next claim from Section 4.

**Proof of Theorem on Quiver Structure.** By [LRW19, Lemma 2.4] we have that $S_f$ is the injective hull of $S$ and $S_f' \cdot \sqrt{\mathcal{J}}$ is the injective hull of $B_1$ in the category $\text{mod}_G(D_X)$. From the filtrations $[4.1]$ of $S_f$ and $S_f' \cdot \sqrt{\mathcal{J}}$, we obtain extensions between the simples in $\text{mod}_G(D_X)$. Moreover, these extensions are nonsplit, as it follows by [LW19], Lemma 2.8 (applied to the respective semi-invariant weights). This yields all the nontrivial paths in $(Q, I)$ going into $s$ and $b_4$, obtaining the arrows $\beta_0, \beta_1, \delta_0, \delta_1$, and that the paths $\beta_1 \beta_0$ and $\delta_1 \delta_0$ are nonzero (i.e., not in $I$). Applying the holonomic duality functor $\mathcal{D}$, we obtain the arrows $a_0, a_1, a_2, a_3, a_4$, and $a_5$. Applying the Fourier transform, we see that there are no other arrows adjacent to the vertices $s, e, b_4, d_1$. Moreover, by [LRW19, Corollary 3.9] together with Fourier transform, we see that all 2-cycles must be zero.

We are left to show that there are no arrows between $d_2$ and $d_3$. Since $H^1_f(S) = S_f/S$ is the injective hull of $D_3$ in the category $\text{mod}_G(D_X)$ (see [LW19, Lemma 3.11]), it does not have $D_2$ as a composition factor, we see that there are no arrows from $d_2$ to $d_3$. By holonomic duality $\mathcal{D}$, there are no arrows from $d_3$ to $d_2$ either, finishing the proof.
4. Characters of equivariant $D$-modules

Since $G$ acts on $X$ with finitely many orbits, for an equivariant coherent $D$-module $M$ the $G$-representation $[M]$ is admissible by [LW19 Proposition 3.14]. In this section, we describe explicitly the $G$-module structure of all the simple equivariant $D$-modules.

The characters of $S$ and $E$ are given by the rational expressions (2.2) and (2.3), respectively. The character of $S_f$ is given by

$$[S_f] = \lim_{n \to \infty} [f^{-n} \cdot S] = \frac{1}{(1 - e^{(1,1,1,0,0,0)})(1 - e^{(2,1,1,1,1,0)})(1 - e^{(2,2,2,1,1,1)})(1 - e^{(3,3,2,1,1,1)})} \cdot e^{(2,2,2,2,2,2)Z}, \quad (4.1)$$

where $e^{(2,2,2,2,2,2)Z} = \sum_{i \in \mathbb{Z}} e^{(2i)\sigma}$. Hence, we obtain the character of $D_3$ from $[D_3] = [S_f] - [S] - [E]$. Similarly, from $F(D_1) \cong B_k$ we have by (2.1) the relation $[D_1] = [B_4] \cdot e^{(-10\sigma)}$. Clearly, $[S_f \cdot \sqrt{T}] = [S_f] \cdot e^{(1\sigma)}$ and $[D_2] = [S_f \cdot \sqrt{T}] - [B_4] - [D_1]$. Hence, to complete the description of the characters of the simple equivariant $D$-modules, it suffices to find the character of $B_4$.

**Theorem 4.1.** The $\text{GL}_6$-character of $B_4$ is given by

$$[B_4] = \frac{e^{-3\sigma}}{(1 - e^{(0,0,0,-1,-1,-1)})(1 - e^{(1,1,1,0,0,0)})(1 - e^{(1,1,1,0,0,0)})(1 - e^{(2,1,1,1,1,0)})(1 - e^{(2\sigma)})).$$

In order to prove the theorem above, we begin with some preliminary results. In the following lemma, $G$ can be any reductive group acting on a vector space $X$, and $h \in S = \mathbb{C}[X]$ is a semi-invariant of weight $\sigma$.

**Lemma 4.2.** Let $q \in \mathbb{Q}$ such that $\sigma^q$ is an algebraic character, and consider the $G$-equivariant $D$-module $M = D_X \cdot h^q$. For $k \geq 0$, denote by $I_k$ (resp. $\tilde{I}_k$) the following $G$-equivariant ideal of $S$ (resp. of $S/(h)$):

$$I_k = (M : h^{q-k}) = \left\{ s \in S \mid s \cdot h^{q-k} \in M \right\} \quad \text{and} \quad \tilde{I}_k = (I_k + (h))/h.$$  

Then the $G$-character of $M$ is given by

$$[M] \cdot \sigma^{-q} = \lim_{k \to \infty} [I_k] \cdot \sigma^{-k} = [S] + \sum_{k \geq 1} [\tilde{I}_k] \cdot \sigma^{-k}.$$

**Proof.** Clearly, $I_0 = S$. Moreover, we have $I_k \subset I_{k-1}$ and $I_k \cap (h) = h \cdot I_{k-1}$, for all $k \geq 1$. We obtain an exhaustive filtration of $M$

$$S \cdot h^q \subset I_1 \cdot h^{q-1} \subset \cdots \subset I_{k-1} \cdot h^{q-(k-1)} \subset I_k \cdot h^{q-k} \subset \cdots$$

We have $\tilde{I}_k \cong I_k/(I_k \cap (h)) = I_k/hI_{k-1}$. Hence, we obtain

$$[M] \cdot \sigma^{-q} = \lim_{k \to \infty} [I_k \cdot h^{-k}] = [S] + \sum_{k \geq 1} [I_k/hI_{k-1}] \cdot \sigma^{-k} = [S] + \sum_{k \geq 1} [\tilde{I}_k] \cdot \sigma^{-k}.$$

We return to our situation $G = \text{GL}_6$ and $X = \Lambda^3 V$. We keep the notation from Lemma 4.2.

**Lemma 4.3.** Take $M = B_4 = D_X \cdot f^{-3/2}$ and the $S/(f)$-ideals $\tilde{I}_k$ as in Lemma 4.2. For $k \geq 1$, we have

$$[\tilde{I}_k] = \frac{1}{(1 - e^{(1,1,1,0,0,0)})(1 - e^{(2,1,1,1,1,0)})} \cdot \sum_{m,n \geq 0, m+n \geq k} e^{m(2,2,2,1,1,1)} \cdot e^{n(3,3,2,1,1,1)}.$$
Proof. We start with describing \( I_k \) (and \( \tilde{I}_k \)) in Lemma 4.2 in more detail. Let \( S^* = \mathbb{C}[\partial_{i,j,k} \mid 1 \leq i < j < k \leq 6] \) denote the polynomial ring in the dual variables. Let \( V_{(0,-1,-1,-1,-1,-2)} \) denote the (unique) representation of \( S^* \) of highest weight \((0, -1, -1, -1, -1, -2)\). By Remark 3.6 the ideal \((V_{(0,-1,-1,-1,-1,-2)})\) generated by the elements in \( V_{(0,-1,-1,-1,-1,-2)} \) annihilates \( f^{-3/2} \). Moreover, this ideal defines the closure of the orbit of the highest weight vector in \( X^* \) of weight \((0,0,0,-1,-1,-1)\). We have a \( G \)-decomposition of the coordinate ring (see [Wey03, Chapter 5, Exercise 8])

\[
[S^*/(V_{(0,-1,-1,-1,-1,-2)})] = \frac{1}{1 - e^{(0,0,0,-1,-1,-1)}}.
\]

Let \( \partial_1 \) denote the constant coefficient differential operator of degree 1 of highest weight \((0,0,0,-1,-1,-1)\). The above discussion shows that the ideal \( I_k \) is generated by the elements in the irreducible representation with highest weight vector \((\partial_1^{k} \cdot f^{-3/2}) \cdot f^{3/2+k}\) of weight \((2k,2k,k,k,k,k)\). Clearly, this vector is not in \((f)\).

We note that by (2.2), the character of \( S/(f) \) is multiplicity-free, i.e., any representation of \( G \) occurs in \([S/(f)]\) with multiplicity at most one. Indeed, this follows from the fact that the tuples \((1,1,1,0,0,0)\), \((2,1,1,1,1,0)\), \((2,2,2,1,1,1)\), and \((3,3,2,2,1,1)\) are linearly independent over \( \mathbb{Z} \).

Hence, \( \tilde{I}_k \) is the ideal of \( S/(f) \) generated by the elements in the (unique) representation of highest weight \((2k,2k,k,k,k,k)\).

The multiplication map in \( S \) gives a surjection \( S_{(1,1,1,0,0,0)} \otimes S_{(2,2,2,1,1,1)} \rightarrow S_{(3,3,2,2,1,1)} \) (one can see this for example noticing that \( e^{(3,3,2,2,1,1)} \) does not appear in \( \mathbb{C}[O_2] \) by using the desingularization in [Wey03, Proposition 7.3.8]). We deduce that \( \tilde{I}_k \) contains all the highest weight vectors of weight

\[
e^{a(1,1,1,0,0,0)} \cdot e^{b(2,1,1,1,1,0)} \cdot e^{m(2,2,2,1,1,1)} \cdot e^{n(3,3,2,2,1,1)}, \quad \text{where } a, b \geq 0, \quad m + n \geq k.
\]

On the other hand, if \( m + n < k \) in the weight above, then the last entry of the weight is smaller than \( k \), hence the weight cannot appear in \( \tilde{I}_k \). This yields the result. \( \square \)

Proof of Theorem 4.7. Using (2.2) and Lemma 4.3 we have according to Lemma 4.2

\[
[B_4] \cdot e^{(3^6)} = [S] + \sum_{k \geq 1} [\tilde{I}_k] \cdot e^{(-2k^6)} = \frac{1}{(1 - e^{(1,1,1,0,0,0)})(1 - e^{(2,1,1,1,1,1)})} \times \\
\times \left(\sum_{a,b,c \geq 0} e^{a(0,0,0,-1,-1,-1)} \cdot e^{b(1,1,0,0,-1,-1)} \cdot e^{(a+b+c)(2^6)} + \sum_{m,n,k \geq 0, m+n \geq k} e^{m(0,0,0,-1,-1,-1)} \cdot e^{n(1,1,0,0,-1,-1)} \cdot e^{(m+n-k)(2^6)}\right) = \\
= \frac{1}{(1 - e^{(0,0,0,-1,-1,-1)})(1 - e^{(1,1,1,0,0,0)})(1 - e^{(2,1,1,1,1,1)})(1 - e^{(2^6)})}.
\]

\( \square \)

5. Local cohomology

In this section, we determine the all the (iterated) local cohomology modules of the simple equivariant \( \mathcal{D} \)-modules supported in the orbit closures.
5.1. **Local cohomology of** \( S \). The goal in this section is to prove the Theorem on Local Cohomology as stated in the Introduction. Part (3) follows by Theorem 3.5 since \( H^1_{O_3}(S) = S_f/S \). The non trivial parts are (1) and (2).

Since \( H^5_{O_2}(S) \) (resp. \( H^10_{O_1}(S) \)) is the injective envelope of \( D_2 \) in \( \text{mod} \mathcal{O}_G^*(D_X) \) (resp. \( D_1 \) in \( \text{mod} \mathcal{O}_G^!(D_X) \)) by [LW19, Lemma 3.11], the claim about their structures follows by description of the quiver of \( \text{mod}_G(D_X) \). In fact, we have an isomorphism

\[
H^5_{O_2}(S) \cong \text{S}f/\text{D}f^{-3/2} \cong H^1_{O_3}(B_3),
\]

where the last isomorphism follows immediately from the Čech cohomology description of local cohomology.

We now proceed with part (1). Since \( \overline{O_1} \) is the cone over a smooth projective variety, there are several results in this direction relating local cohomology to singular cohomology [Ogu73], [GLS98], [Swi15], [LSW16].

**Proposition 5.1.** The following are all the nonzero local cohomology modules of \( S \) with support in \( \overline{O_1} \):

\[
H^10_{O_1}(S) = D_1, \ H^{13}_{O_1}(S) = E, \ H^{15}_{O_1}(S) = E.
\]

**Proof.** By the discussion above, we just need to determine how many copies of \( E \) appear in \( H^j_{O_1}(S) \) for \( j > 10 \). Write \( \beta_i \) for the Betti numbers of the algebraic de Rham cohomology of the Grassmannian. By [Swi15, Main Theorem 1.2] (see also [GLS98, Theorem] and [LSW16, Theorem 3.1]), we have \( H^j_{O_1}(S) = E^{\oplus (\beta_{20} - j - 1 - \beta_{20} - j - 3)} \) for \( 11 \leq j \leq 17 \), \( H^{18}_{O_1}(S) = E^{\oplus \beta_1} \), \( H^{19}_{O_1}(S) = E^{\oplus \beta_0 - 1} \), and \( H^{20}_{O_1}(S) = 0 \). These Betti numbers are determined by the following Gaussian binomial coefficient [Man01, Corollary 3.2.5]:

\[
\sum_{i=0}^{18} \beta_i \cdot q^i = \binom{6}{3} q^2 = 1 + q^2 + 2q^4 + 3q^6 + 3q^8 + 3q^{10} + 3q^{12} + 2q^{14} + q^{16} + q^{18}.
\]

We conclude immediately that \( H^{18}_{O_1}(S) = H^{19}_{O_1}(S) = 0 \). Computing the differences \( \beta_{20} - j - 1 - \beta_{20} - j - 3 \) for \( 11 \leq j \leq 17 \) yields the desired result. \( \square \)

We are left with proving part (2) of the Theorem on Local Cohomology, which we devote the rest of the section to.

We outline the strategy that we use to compute all the local cohomology modules of \( S \) supported on \( \overline{O_2} \). First, it is enough to find the multiplicities of the relevant semi-invariant “witness” weights in each local cohomology module. For this, we first consider a desingularization of the hypersurface \( O_3 \) which we then use to locate the witness weights in the local cohomology modules of \( S/(f) \) supported on \( \overline{O_2} \). From the knowledge obtained for \( H^j_{O_2}(S/(f)) \) we then proceed to recover \( H^j_{O_2}(S) \) using the associated long exact sequence.

Throughout we denote by \( \text{Gr} \) the Grassmannian \( \text{Gr}(3, 6) \) and use the notation in Section 2.3.

As mentioned in the proof of Theorem 3.5, \( \overline{O_3} \) is the projective dual of the highest weight orbit, hence a discriminant in the sense of [Wey94]. Thus, it has a desingularization as the total space \( Z = \text{Tot}(\eta^*) \) of a bundle \( \eta \) of 1-jets on \( \text{Gr} \), as described in [Wey94, Section 1]. The space \( Z \) is a subbundle of the trivial bundle \( \text{Gr} \times \wedge^3 V \), and we denote the first and the second projection (which yields the desingularization of \( \overline{O_3} \)) by

\[
p : Z \longrightarrow \text{Gr}, \quad q : Z \longrightarrow \overline{O_3}.
\]

We denote by \( \xi \) the locally free sheaf on \( \text{Gr}(3, 6) \) corresponding to the quotient bundle obtained from the inclusion \( Z \subset \text{Gr} \times \wedge^3 V \). Hence, we have the following exact sequence of locally free sheaves on \( \text{Gr} \):

\[
0 \to \xi \to \wedge^3 W \otimes O_{\text{Gr}} \to \eta \to 0.
\]
Moreover, the sheaf $\xi$ fits into the following exact sequence (see [Wey94 Section 1], or [Wey03 Section 9.3]):

$$0 \to \bigwedge^3 \mathcal{R} \to \xi \to \mathcal{Q} \otimes \bigwedge^2 \mathcal{R} \to 0.$$  

It follows that $\eta$ fits into the exact sequence

$$0 \to \bigwedge^2 \mathcal{Q} \otimes \mathcal{R} \to \eta \to \bigwedge^3 \mathcal{Q} \to 0. \tag{5.2}$$

The difficulty in the following calculations stems from the fact that the sequence (5.2) does not split. Nevertheless, for each $k \geq 1$ we have the exact sequence:

$$0 \to \text{Sym}_k(\bigwedge^2 \mathcal{Q} \otimes \mathcal{R}) \to \text{Sym}_k \eta \to \text{Sym}_{k-1} \eta \otimes \bigwedge^3 \mathcal{Q} \to 0. \tag{5.3}$$

The left-hand side can be decomposed according to Cauchy’s formula ([Wey03 Corollary 2.3.3]) (keeping in mind $\bigwedge^2 \mathcal{Q} \cong \mathcal{Q}^* \otimes \bigwedge^3 \mathcal{Q}$):

$$\text{Sym}_k(\bigwedge^2 \mathcal{Q} \otimes \mathcal{R}) = \bigoplus_{|\lambda|=k} S_\lambda \mathcal{Q}^* \otimes S_\lambda \mathcal{R} \otimes (\bigwedge^3 \mathcal{Q})^{|\kappa|} = \bigoplus_{|\lambda|=k} S_{(\lambda_1+\lambda_2,\lambda_1+\lambda_3,\lambda_2+\lambda_3)} \mathcal{Q} \otimes S_{(\lambda_1,\lambda_2,\lambda_3)} \mathcal{R}, \tag{5.4}$$

where the sum is over all partitions $\lambda = (\lambda_1, \lambda_2, \lambda_3)$ of $k$.

Lemma 5.2. We have $H^0(\text{Gr}, \text{Sym} \eta) = S/(f)$, and $H^i(\text{Gr}, \text{Sym} \eta) = 0$ for $i \geq 0$. Moreover, $\eta$ is characterized as the unique (up to scalar) nonsplit extension in the sequence (5.2).

Proof. For all $i \geq 0$ we have (since the variety $\overline{O}_3$ and the map $p$ are affine)

$$\mathbb{R}^i q_* \mathcal{O}_Z \cong H^i(\text{Gr}, \mathcal{O}_Z) \cong H^i(\text{Gr}, p_* \mathcal{O}_Z) = H^i(\text{Gr}, \text{Sym} \eta).$$

By Lemma 3.3 $\overline{O}_3$ has rational singularities, hence the first claim. Using Theorem 2.1 we see that whenever $\lambda_1 \geq 2 + \lambda_2 + \lambda_3$, the cohomology of the summand in (5.4) corresponding to the partition $(\lambda_1, \lambda_2, \lambda_3)$ contributes to $H^1(\text{Gr}, \text{Sym}_k(\bigwedge^2 \mathcal{Q} \otimes \mathcal{R}))$. Since the connecting homomorphism $H^0(\text{Gr}, \text{Sym}_{k-1} \eta \otimes \bigwedge^3 \mathcal{Q}) \to H^1(\text{Sym}_k(\bigwedge^2 \mathcal{Q} \otimes \mathcal{R}))$ from (5.3) is surjective, this shows that it is nonzero when $k \geq 2$. In particular, the sequences (5.3) do not split for $k \geq 2$. Hence (5.2) does not split, and this characterizes $\eta$ since by Theorem 2.1

$$\text{Ext}(\bigwedge^3 \mathcal{Q}, \bigwedge^2 \mathcal{Q} \otimes \mathcal{R}) \cong \text{Ext}(\text{Gr}, \mathcal{Q}^* \otimes \mathcal{R}) \cong H^1(\text{Gr}, \mathcal{Q}^* \otimes \mathcal{R}) = \mathbb{C}. \qed$$

Let $U = q^{-1}(O_3)$, which is an open subset in $Z$. Since $q$ is a $G$-equivariant birational isomorphism, we have $U \cong O_3$ as $G$-varieties.

Proposition 5.3. We have $Z \setminus U = D$, where $D$ is a $G$-stable divisor on $Z$. Moreover, the ideal sheaf of $D$ is $p^*(\mathcal{L})$, where $\mathcal{L}$ is the line bundle on $\text{Gr}$:

$$\mathcal{L} = (\bigwedge^3 \mathcal{Q}) \otimes (\bigwedge^2 \mathcal{Q} \otimes \bigwedge \mathcal{R}).$$

Proof. The sequence (5.2) gives an inclusion $\text{Sym}_3(\bigwedge^2 \mathcal{Q} \otimes \mathcal{R}) \hookrightarrow \text{Sym}_3 \eta$. In the decomposition (5.4) (for $k = 3$) the summand corresponding to the partition $\lambda = (1, 1, 1)$ is $\mathcal{L}$, thus proving that we have an equivariant inclusion $\mathcal{L} \hookrightarrow \text{Sym} \eta$. By adjunction of $p_*$ and $p^*$, this in turn yields an inclusion

$p^*(\mathcal{L}) \hookrightarrow \mathcal{O}_Z$, 

yielding the $G$-stable divisor $D$. To finish the proof, we need to show that all closed $G$-stable proper subsets in $Z$ are contained in $D$.

Let $P$ be the parabolic subgroup of $GL_6(\mathbb{C})$ such that $GL_6(\mathbb{C})/P \cong \text{Gr}(3, 6)$, which has the Levi decomposition $P \cong L \times U$ with $L \cong GL_3(\mathbb{C}) \times GL_3(\mathbb{C})$ and $U \cong \text{Hom}(\mathbb{C}^3, \mathbb{C}^3)$.

From Proposition 5.3 we can write $Z \cong G \times_P N$, where $N$ fits into the exact sequence of $P$-modules

$$0 \to \bigwedge^3 \mathbb{C}^3 \to N \to \bigwedge^3 \mathbb{C}^3 \otimes \text{Hom}(\mathbb{C}^3, \mathbb{C}^3) \to 0. \quad (5.5)$$

There is a one-to-one correspondence between the $G$-stable closed subsets in $Z$ and the $P$-stable closed subsets in $N$. Clearly, $D$ corresponds to the $P$-stable divisor $D'$ on $N$ obtained by taking determinant $N \to \bigwedge^3 \mathbb{C}^3 \otimes \text{Hom}(\mathbb{C}^3, \mathbb{C}^3) \xrightarrow{\det} \mathbb{C}$. We are left to show that all $P$-stable closed proper subsets in $N$ are contained in $D'$.

We first identify the $L$-stable closed subsets in $N$. From (5.5) we see that as an $L$-module,

$$N \cong \bigwedge^3 \mathbb{C}^3 \bigoplus \bigwedge^3 \mathbb{C}^3 \otimes \text{Hom}(\mathbb{C}^3, \mathbb{C}^3)$$

By inspection, $L$ acts on $N$ with 8 orbits, and the orbits are of the form $O^L_{i,j} = (\mathbb{C}^*, M_j)$, $O^L_{0,j} = (0, M_j)$, for $j = 0, 1, 2, 3$, where $M_j$ denotes the set of matrices in $\text{Hom}(\mathbb{C}^3, \mathbb{C}^3)$ of rank $j$. Since $L$ acts on $N$ with finitely many orbits, each irreducible $P$-stable closed subset of $N$ must be of the form $\overline{O^L_{i,j}}$, for some $i \in \{0,1\}$ and $j \in \{0,1,2,3\}$. Note that each $\overline{O^L_{i,j}}$ is contained in $D' = \overline{O^L_{1,2}}$ except when $j = 3$. But $\overline{O^L_{1,3}} = N$, and $\overline{O^L_{0,3}}$ cannot be $P$-stable, otherwise the sequence (5.5) would split, contradicting Lemma 5.2.

The following allows us to compute local cohomology in terms of cohomology on the Grassmannian. We keep the notation as in Proposition 5.3.

**Proposition 5.4.** For each $i \geq 2$, we have an isomorphism of $G$-modules

$$H^i_{\mathcal{O}_\Sigma}(S/(f)) \cong \lim_{\longrightarrow k} H^{i-1}(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym} \eta).$$

**Proof.** Denote by $j : U \to Z$ the open embedding, which is affine according to Proposition 5.3. We have

$$H^i_{\mathcal{O}_\Sigma}(S/(f)) \cong H^{i-1}(O_3, \mathcal{O}_{O_3}) \cong H^{i-1}(U, \mathcal{O}_U) \cong H^{i-1}(Z, j_* \mathcal{O}_U).$$

In view of Proposition 5.3 we have

$$j_* \mathcal{O}_U = \lim_{\longrightarrow k} (p^* \mathcal{L})^{-k}.$$ 

Note that cohomology commutes with direct limits [Har77, Proposition III.2.9]. The result follows (since $p$ is affine) by

$$H^{i-1}(Z, p^* \mathcal{L}^{-k}) \cong H^{i-1}(\text{Gr}, p_* p^* \mathcal{L}^{-k}) \cong H^{i-1}(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym} \eta).$$

We have the following exact sequence of $G$-equivariant $S$-modules:

$$0 \to \mathcal{O}_Z \otimes (2^6) \xrightarrow{f} \mathcal{O}_Z \to S/(f) \to 0. \quad (5.6)$$

The associated long exact sequence in local cohomology gives

$$\cdots \to H^i_{\mathcal{O}_\Sigma}(S/(f)) \to H^i_{\mathcal{O}_\Sigma}(S) \otimes (2^6) \xrightarrow{f} H^i_{\mathcal{O}_\Sigma}(S) \to H^i_{\mathcal{O}_\Sigma}(S/(f)) \to H^{i+1}_{\mathcal{O}_\Sigma}(S) \otimes (2^6) \to \cdots \quad (5.7)$$
We summarize some of the preliminary knowledge about the modules $H^i_{O_2}(S)$. Since $O_2$ has codimension 5 in $X$, we have $H^i_{O_2}(S) = 0$ for $i \leq 4$, and so also $H^j_{O_2}(S/(f)) = 0$ for $j \leq 3$.

As mentioned at the beginning of the section, we have $H^5_{O_2}(S) \cong S_f \sqrt{j}/Df^{-3/2}$, which has the semi-invariant weight $(-5^6)$ that is annihilated under multiplication by $f$. In particular, we see from (5.7) that the only semi-invariant weight in $H^4_{O_2}(S/(f))$ is $(-3^6)$ (with multiplicity 1).

Since in the quiver $(Q, I)$ there are no arrows between $d_1$ and $e$, for all $i \geq 6$ the $D$-module $H^i_{O_2}(S)$ must be a direct sum
\begin{equation}
H^i_{O_2}(S) \cong D_1^{\oplus a_i} \oplus E^{\oplus b_i}, \quad \text{for some } a_i, b_i \geq 0.
\end{equation}

Since $D_1 \cong Df^{-7/2}/Df^{-5/2}$ (resp. $E \cong Df^{-5}/Df^{-4}$), the only semi-invariant weight of $D_1$ (resp. $E$) that is annihilated under multiplication by $f$ is $(-7^6)$ (resp. $(-10^6)$). Hence, using the long exact sequence (5.7) we see that in order to determine $a_i, b_i$ in (5.8), it is enough to track the semi-invariant weights $\chi_1 = (-5^6)$ (resp. $\chi_2 = (-8^6)$) in $H^i_{O_2}(S/(f))$. Summarizing, we obtained (using the notation in (5.8)):

**Proposition 5.5.** For $i \geq 5$, we have
$$\langle H^i_{O_2}(S/(f)), (-5^6) \rangle = a_{i+1}, \quad \langle H^i_{O_2}(S/(f)), (-8^6) \rangle = b_{i+1}.$$ Also, for $i \leq 4$ we have
$$\langle H^i_{O_2}(S/(f)), (-5^6) \rangle = 0, \quad \langle H^i_{O_2}(S/(f)), (-8^6) \rangle = 0.$$

**Notation.** From now on, $\chi$ will denote either of the characters $\chi_1 = (-5^6)$ or $\chi_2 = (-8^6)$. For a representation $M$ of $G$, we denote by $M^\chi$ its isotypical component corresponding to $\chi$.

Hence, by Propositions 5.4 and 5.5 we are left to compute $\lim_{\to k} H^i(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym} \eta)^\chi$. We first estimate cohomology by working with the associated graded of $\eta$:
$$\text{gr } \eta = \bigwedge^2 \mathcal{Q} \otimes \mathcal{R} \bigoplus \bigwedge^3 \mathcal{Q}.$$

**Proposition 5.6.** For $d, i, k \geq 0$, the space
$$H^i(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym}_d(\text{gr } \eta))^\chi$$
is nonzero only in the following situations (when it is 1-dimensional):

1. For $\chi = \chi_1$ with $d = 3k - 10$: $i = 0, 1, 3, 4$ for $k \geq 5$; and $i = 5$ for $k \geq 4$.
2. For $\chi = \chi_2$ with $d = 3k - 16$: $i = 0, 1, 3, 4$ for $k \geq 8$; $i = 5, 6$ for $k \geq 7$; and $i = 8$ for $k \geq 6$.

**Proof.** Let us denote $\chi = (x^6)$ (so $x$ is either $5$ or $8$). We have by (5.4) the decomposition
\begin{equation}
\mathcal{L}^{-k} \otimes \text{Sym}_d(\text{gr } \eta) = \bigoplus_{|\lambda| \leq d} \mathcal{S}_{d-2k-\lambda_3,d-2k-\lambda_2,d-2k-\lambda_1} \mathcal{Q} \otimes \mathcal{S}_{\lambda_1-k,\lambda_2-k,\lambda_3-k} \mathcal{R}.
\end{equation}

Now we analyze using Theorem (2.1) which partitions $\lambda$ above yield $e^\lambda$ in cohomology. Clearly, for the degrees to match we must have $3d - 9k = 6x$, which gives $d = 3k + 2x$.

For a partition $\lambda$ from (5.10), put $a = \lambda_1 - k - x, b = \lambda_2 - k - x, c = \lambda_3 - k - x$. Then the numbers satisfy $a \geq b \geq c \geq -x - k, a + b + c \leq -x$, and the corresponding sequence from (5.10) is $(-c + x, -b + x, -a + x, a + x, b + x, c + x)$. Clearly, this sequence yields $(x^6)$ by the exchange rule if and only if the following sequence yields $(0^6)$:
$$(-c, -b, -a, a, b, c).$$
By inspection, the following triplets \((a, b, c)\) with \(a \geq b \geq c\) give \((0^6)\) above via \(a + b + c\) exchanges:

\[
(0, 0, 0); (1, 0, 0); (2, 1, 0); (2, 2, 0); (3, 1, 1); (3, 2, 1); (3, 3, 2); (3, 3, 3).
\]

Analyzing the conditions \(k \geq -x - c\), \(a + b + c \leq -x\) for \(x = -5\) and \(x = -8\) finishes the proof.

The sequences that give cohomology above come from the following bundles in the decomposition \((5.10)\):

\[
\begin{align*}
S_{x,x,x}Q \otimes S_{x,x,x}R; & \quad S_{x,x,x-1}Q \otimes S_{x+1,x,x}R; \quad S_{x,x-1,x-2}Q \otimes S_{x+2,x+1,x}R; \quad S_{x,x-2,x-2}Q \otimes S_{x+2,x+2,x}R; \\
S_{x-1,x-1,x-3}Q \otimes S_{x+3,x+1,x+1}R; & \quad S_{x-1,x-2,x-3}Q \otimes S_{x+3,x+2,x+1}R; \quad S_{x-2,x-2,x-3}Q \otimes S_{x+3,x+3,x+2}R;
\end{align*}
\]

where \(x = -5\) (bundles in \((5.11)\) from first row) or \(x = -8\) (all bundles from \((5.11)\)).

The space \(H^i(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym} \eta)^\chi\) is generally smaller than \(H^i(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym}_d(\text{gr} \eta))^\chi\), as cancellations might occur in the latter between two terms for consecutive \(i\). In order to describe the connecting homomorphisms leading to these potential cancellations, we use the sequence \((5.3)\) recursively. We note that by Propositions \(5.6\) and \(5.7\), we are only interested in cohomology for \(i \geq 3\), since it cancels the term in \(i = 4\):

**Proposition 5.7.** We have \(H^i(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym} \eta)^\chi = 0\) for \(i = 3, 4\) and all \(k \geq 0\).

**Proof.** Using the sequences \((5.3)\) tensored by \(\mathcal{L}^{-k}\) (and its variants by tensoring with a suitable power of \(\bigwedge^3 Q\)) together with Proposition \(5.6\), we arrive at the connecting morphism \(d_k^{3,4}\)

\[
0 \to H^3(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym}_{a+1} \eta \otimes (\bigwedge^3 Q)^{b-1})^\chi \to H^3(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym}_a(\bigwedge^2 Q \otimes R) \otimes (\bigwedge^3 Q)^b)^\chi \xrightarrow{d_k^{3,4}}
\]

\[
H^4(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym}_{a+1}(\bigwedge^2 Q \otimes R) \otimes (\bigwedge^3 Q)^{b-1})^\chi \to H^4(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym}_{a+1} \eta \otimes (\bigwedge^3 Q)^{b-1})^\chi \to 0,
\]

where \(b = -x - 3\) (for \(x = -5\) or \(x = -8\)) and \(a = d - b\), with \(d, k\) as in Proposition \(5.6\). With such \(k\), we show that \(d_k^{3,4}\) is an isomorphism if and only if \(d_{k+1}^{3,4}\) is an isomorphism, and the limit morphisms in \(\lim_k H^i(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym} \eta)^\chi\) are isomorphisms. Note that \(d_k^{3,4}\) is a map between 1-dimensional spaces that come from the third and fourth bundle from \((5.11)\). Hence, the inclusion \(\mathcal{L}^{-k} \otimes \text{Sym} \eta \hookrightarrow \mathcal{L}^{-k-1} \otimes \text{Sym} \eta\) induces the vertical maps in the commutative diagram

\[
\begin{align*}
\xymatrix{ H^3(\text{Gr}, S_{x,x-1,x-2}Q \otimes S_{x+2,x+1,x}R) \ar[r]^{d_k^{3,4}} & H^4(\text{Gr}, S_{x,x-2,x-2}Q \otimes S_{x+2,x+2,x}R) \\
H^3(\text{Gr}, S_{x,x-1,x-2}Q \otimes S_{x+2,x+1,x}R) \ar[u] & H^4(\text{Gr}, S_{x,x-2,x-2}Q \otimes S_{x+2,x+2,x}R) \ar[u]
}.
\end{align*}
\]

Clearly, the vertical maps are isomorphisms since \(\mathcal{L}^{-k} \otimes \text{Sym} \eta \hookrightarrow \mathcal{L}^{-k-1} \otimes \text{Sym} \eta\) induces the identity on the level of the respective bundles. Hence, \(d_k^{3,4}\) is an isomorphism if and only if \(d_{k+1}^{3,4}\) is an isomorphism (of 1-dimensional spaces).

Assume by contradiction that \(d_k^{3,4}\) is not an isomorphism for some (hence all) \(k\) as in Proposition \(5.6\). Then \(\dim H^3(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym} \eta)^\chi = 1\) by Proposition \(5.6\) and as seen above, the limit maps in \(\lim_k H^i(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym} \eta)^\chi\) are isomorphisms. By Proposition \(5.4\) we get \(\langle H^i_Q(S(f)), \chi \rangle = 1\), contradicting Proposition \(5.5\). Hence, the maps \(d_k^{3,4}\) are isomorphisms for all \(k\), which by \(5.12\) implies that \(H^i(\text{Gr}, \mathcal{L}^{-k} \otimes \text{Sym} \eta)^\chi = 0\) for \(i = 3, 4\). 

We keep the notation as in \((5.8)\) and Proposition \(5.5\).
Corollary 5.8. For \( k \geq 4 \) we have \( \dim H^5(G, L^{-k} \otimes \text{Sym} \eta)^{\chi_1} = 1 \), and for \( k \geq 6 \) we have \( \dim H^8(G, L^{-k} \otimes \text{Sym} \eta)^{\chi_2} = 1 \). Furthermore, \( a_7 = 1 \) and \( a_i = 0 \) for \( i \neq 7 \), and \( b_{10} = 1 \) and \( b_j = 0 \) for \( j \neq 7, 8, 10 \).

Proof. Clearly, by Proposition 5.6 it follows that \( \dim H^8(G, L^{-k} \otimes \text{Sym} \eta)^{\chi_2} = 1 \) for \( k \geq 6 \). The 3rd and 4th cohomology in Proposition 5.6 (1) cancel out in the spectral sequence by Proposition 5.7. Hence, we have \( \dim H^5(G, L^{-k} \otimes \text{Sym} \eta)^{\chi_1} = 1 \). Analogous to the proof in Proposition 5.7, the limit maps will be isomorphisms (for \( k \) as in Proposition 5.6). By Propositions 5.4 and 5.5 we obtain \( b_{10} = 1 \) and \( a_7 = 1 \), and the rest follows by combining Propositions 5.4, 5.5, 5.6, 5.7.

We are left to find \( b_7 \) and \( b_8 \). By Propositions 5.6 and 5.7 either \( b_7 = b_8 = 0 \) or \( b_7 = b_8 = 1 \). This depends on a connecting homomorphism analogous to \( (5.12) \). Since the limit maps will be isomorphisms (as in the proof of Proposition 5.7), we can reduce to the case \( k = 7 \) in Proposition 5.6. The connecting homomorphism of interest is

\[
0 \to H^5(G, L^{-7} \otimes \text{Sym}_3 \eta \otimes (\bigwedge^2 Q)^{\chi_2} \to H^5(G, L^{-7} \otimes \text{Sym}_2(\bigwedge^2 Q \otimes R) \otimes (\bigwedge^3 Q)^{\chi_2} \xrightarrow{d_5^6} H^6(G, L^{-7} \otimes \text{Sym}_3 \eta \otimes (\bigwedge^3 Q)^{\chi_2} \to 0. \tag{5.13}
\]

Among the bundles from (5.11), the map \( d_5^6 \) is between

\[
H^5(G, S_{-9, -11} Q \otimes S_{-5, -7, -7} R) \xrightarrow{d_5^6} H^6(G, S_{-9, -10, -11} Q \otimes S_{-5, -6, -7} R).
\]

We will obtain the cancellation by comparing the connecting homomorphism \( (5.13) \) to another one which we know is nonzero. The following finishes the proof of part (2) of Theorem 5.9.

Proposition 5.9. We have \( H^i(G, L^{-k} \otimes \text{Sym} \eta)^{\chi_2} = 0 \) for \( i = 5, 6 \) and all \( k \geq 0 \). Hence, \( b_7 = b_8 = 0 \).

Proof. We will track another weight \( \sigma = (-6)^6 \) in \( H^i(G, L^{-k} \otimes \text{Sym} \eta) \) for \( i = 5, 6 \). As in the proof of Proposition 5.6 (putting \( x = -6 \)), we obtain that \( \dim H^5(G, L^{-k} \otimes \text{Sym}(\text{gr} \eta))^{\sigma} = \dim H^6(G, L^{-k} \otimes \text{Sym}(\text{gr} \eta))^{\sigma} = 1 \), for all \( k \geq 5 \). We note that by Theorem 5.5 \( D_\sigma^6 = E^\sigma = 0 \). However, as the limit maps are isomorphisms (as in the proof of Proposition 5.7), we get by Proposition 5.4 and (5.8) that we must have \( H^5(G, L^{-k} \otimes \text{Sym} \eta)^{\sigma} = H^6(G, L^{-k} \otimes \text{Sym} \eta)^{\sigma} = 0 \). This shows that the following connecting homomorphism \( d_\sigma^5 \) (for \( k = 5 \)) for the weight \( \sigma \) that is analogous to \( (5.13) \) is nonzero:

\[
0 \to H^5(G, L^{-5} \otimes \text{Sym}_3 \eta)^{\sigma} \to H^6(G, L^{-5} \otimes \text{Sym}_2(\bigwedge^2 Q \otimes R) \otimes (\bigwedge^3 Q)^{\sigma} \xrightarrow{d_5^6} H^6(G, L^{-5} \otimes \text{Sym}_3 \eta)^{\sigma} \to 0. \tag{5.14}
\]

But this implies that the connecting homomorphism \( (5.13) \) itself is nonzero, since bundles inducing the two connecting homomorphisms \( (5.13) \) and \( (5.14) \) have the same \( O_{\text{Gr}} \)-structures – the difference comes only in the GL-equivariant structure by twisting with the trivial bundle \((\bigwedge^3 Q \otimes \bigwedge^3 R)^{\otimes 2} \). Hence \( H^i(G, L^{-k} \otimes \text{Sym} \eta)^{\chi_2} = 0 \) for \( i = 5, 6 \). \( \square \)

5.2. Local cohomology of the other simple objects.

Theorem 5.10. For all orbits \( O \neq O_0 \) we have \( H^D_0(D_1) = H^D_0(D_1) = D_1 \). The following are all the nonzero local cohomology modules of \( D_1 \) with support in \( O_0 \):

\[
H^4_{O_0}(D_1) = E, \quad H^6_{O_0}(D_1) = E, \quad H^{10}_{O_0}(D_1) = E.
\]
Proof. The first assertion follows immediately from the fact that the support of $D_1$ is $\overline{O_1}$. Now we prove the second assertion. Using parts (0) and (1) of the Theorem on Local Cohomology, the spectral sequence $H^i_{O_0}(H^j_{\overline{O_2}}(S)) \Rightarrow H^{i+j}_{O_0}(S)$ does not converge properly unless $H^4_{O_0}(D_1) = E$, $H^6_{O_0}(D_1) = E$, and all other local cohomology modules vanish.

Lemma 5.11. We have $H^7_{O_0}(B_4) = 0$, and for $i \geq 0$ $H^{i+1}_{O_0}(B_4) = H^i_{O_0}(H^5_{\overline{O_2}}(S))$.

Proof. By (5.1), we have $H^1_{O_3}(B_4) \cong H^5_{\overline{O_2}}(S)$, and the spectral sequence $H^i_{O_0}(H^j_{\overline{O_2}}(B_4)) \Rightarrow H^{i+j}_{O_0}(B_4)$ degenerates.

We are left to show that $H^7_{O_0}(B_4) = 0$. Since $E$ is the injective hull of the $S$-module $C \cong S/m$ (where $m$ denotes the homogeneous maximal ideal in $S$), it enough to show $\text{Hom}_S(C, H^7_{O_0}(B_4)) = 0$, or equivalently $\text{Hom}_S(C \otimes (-10^6), H^7_{O_0}(B_4))^G = 0$ by taking into account equivariance. Since $H^i_{O_0}(B_4)$ is an injective $S$-module for all $i \geq 0$, the spectral sequence $\text{Ext}^i_S(C, H^j_{O_0}(B_4)) \Rightarrow \text{Ext}^{i+j}_S(C, B_4)$ yields $\text{Hom}_S(C \otimes (-10^6), H^7_{O_0}(B_4))^G \cong \text{Ext}^7_S(C \otimes (-10^6), B_4)^G$. Using the Koszul resolution for $C$, it is enough to show that $B_4 \otimes \wedge^7(\Lambda^3 W^*) \otimes (10^6)$ has no $G$-invariant sections, or equivalently none of the irreducible $G$-modules in $\wedge^7(\Lambda^3 W) \otimes (10^6)$ appear in $B_4$. Using the computer algebra system Magma [BCP97], we obtain the plethysm

$$\wedge^7(\wedge^3 W) = e(4, 4, 4, 3, 3, 3) + e(5, 5, 4, 4, 2, 2) + e(5, 5, 5, 3, 3, 3) + e(5, 5, 5, 3, 3, 3, 3) + e(6, 4, 4, 3, 3, 3) +$$

$$+ e(6, 6, 4, 4, 3, 3) + e(6, 5, 5, 3, 3, 2, 2) + e(6, 5, 5, 3, 3, 2, 2, 2) + e(7, 4, 3, 3, 3, 3) + e(7, 4, 4, 2, 2, 2).$$

By inspection, we see using Theorem 4.1 that none of the irreducibles in $\wedge^7(\Lambda^3 W) \otimes (10^6)$ appear in $[B_4]$.

Theorem 5.12. For all orbits $O \neq O_0, O_1$ we have $H^6_{O}(D_2) = H^0_{O}(D_2) = D_2$. All of the nonzero local cohomology of $D_2$ with support in $O_0$ and $O_1$ is described as follows:

(0) $H^5_{O_0}(D_2) = E$, $H^7_{O_0}(D_2) = E$, $H^{11}_{O_0}(D_2) = E$, $H^{13}_{O_0}(D_2) = E$, $H^{15}_{O_0}(D_2) = E$;

(1) $H^1_{O_1}(D_2) = D_1$, $H^3_{O_1}(D_2) = D_1$, $H^5_{O_1}(D_2) = D_1$, $H^7_{O_1}(D_2) = E$, $H^{11}_{O_1}(D_2) = E$, $H^{13}_{O_1}(D_2) = E$.

Proof. To prove (1), we consider the spectral sequence $H^i_{O_1}(H^j_{\overline{O_2}}(S)) \Rightarrow H^{i+j}_{O_1}(S)$. Using (1) and (2) in the Theorem on Local Cohomology and Theorem 5.10, the spectral sequence does not converge properly unless the local cohomology modules are as claimed.

To prove (0), we consider the spectral sequence $H^i_{O_0}(H^j_{\overline{O_2}}(S)) \Rightarrow H^{i+j}_{O_0}(S)$. Note that by Lemma 5.11 we have $H^6_{O_0}(H^5_{\overline{O_2}}(S)) = 0$. Using this, together with parts (0) and (2) in the Theorem on Local Cohomology and Theorem 5.10, the spectral sequence does not converge properly unless the local cohomology modules are as claimed.

Lemma 5.13. For all $O \neq O_4$, we have $H^8_{O}(S_f) = 0$, $H^8_{O}(S_f \cdot \sqrt{f}) = 0$, and $H^8_{O}(D f^{-1}) = H^8_{O}(D f^{-1}) = E$.

Proof. The proofs of the assertions about $S_f$ and $S_f \cdot \sqrt{f}$ are analogous to the proof of [LR18 Lemma 6.9], replacing det with $f$. To prove the final assertion, consider the short exact sequence

$$0 \longrightarrow D f^{-1} \longrightarrow S_f \longrightarrow E \longrightarrow 0.$$

Since $H^*_{O}(E) = H^0_{O}(E) = E$ for all orbits $O$, the long exact sequence of local cohomology and the first assertion yield the desired result.

Theorem 5.14. The following are all the nonzero local cohomology modules of $D_3$ with support in an orbit closure:
(0) \( H^1_{O_0}(D_3) = E, \ H^9_{O_0}(D_3) = E \).
(1) \( H^1_{O_1}(D_3) = E, \ H^9_{O_1}(D_3) = D_1, \ H^{12}_{O_1}(D_3) = E, \ H^{14}_{O_1}(D_3) = E \).
(2) \( H^1_{O_2}(D_3) = E, \ 0 \to D_2 \to H^4_{O_2}(D_3) \to D_1 \to 0, \ H^6_{O_2}(D_3) = D_1, \ H^9_{O_2}(D_3) = E \).
(3) \( H^9_{O_3}(D_3) = D_3 \).

Proof. Consider the following short exact sequence
\[ 0 \to S \to Df^{-1} \to D_3 \to 0. \]

Using the Theorem on Local Cohomology and Lemma 5.13, the result follows by the long exact sequence of local cohomology. \( \square \)

Lemma 5.15. For all orbits \( O \neq O_0, O_4 \), we have \( H^5_{O_0}(Df^{-5/2}) = H^1(Df^{-5/2}) = D_1 \). All of the nonzero local cohomology of \( Df^{-5/2} \) with support in \( O_0 \) is described as follows:
\[ H^5_{O_0}(Df^{-5/2}) = E, \ H^7_{O_0}(Df^{-5/2}) = E, \ H^{11}_{O_0}(Df^{-5/2}) = E. \]

Proof. All assertions follow from Theorem 5.10 and Lemma 5.13 using the long exact sequence of local cohomology coming from the inclusion \( Df^{-5/2} \subset S_f \cdot \sqrt{f} \). \( \square \)

Theorem 5.16. The following are all the nonzero local cohomology modules of \( B_4 \) with support in an orbit closure:

(0) \( H^{10}_{O_0}(B_4) = E, \ H^{14}_{O_0}(B_4) = E, \ H^{16}_{O_0}(B_4) = E \),
(1) \( H^4_{O_1}(B_4) = D_1, \ H^8_{O_1}(B_4) = D_1, \ H^7_{O_1}(B_4) = E, \ H^9_{O_1}(B_4) = E, \ H^{11}_{O_1}(B_4) = E \).
(2) \( 0 \to D_2 \to H^4_{O_2}(B_4) \to D_1 \to 0 \).
(3) \( 0 \to D_2 \to H^1_{O_3}(B_4) \to D_1 \to 0 \).

Proof. Part (0) follows by Lemma 5.11 since the modules \( H^i_{O_0}(H^5_{O_2}(S)) \) were computed in the \( E_2 \)-page of the spectral sequence used in the proof of Theorem 5.12 part (0).

To prove (1), consider the short exact sequence
\[ 0 \to B_4 \to Df^{-5/2} \to D_2 \to 0. \tag{5.15} \]

By Theorem 5.12 and Lemma 5.15, we obtain an exact sequence
\[ 0 \to H^1_{O_1}(B_4) \to D_1 \to D_1 \to H^2_{O_1}(B_4) \to 0, \tag{5.16} \]
and \( H^i_{O_1}(B_4) \cong H^{i+1}_{O_1}(D_2) \) for \( i \geq 3 \). Therefore, it suffices to show that \( H^2_{O_1}(B_4) = 0 \). Let \( U = X \setminus O_1 \) and let \( j : U \to X \) be the corresponding open immersion. We have the exact sequence
\[ 0 \to B_4 \to j_*j^*B_4 \to H^2_{O_1}(B_4) \to 0. \tag{5.17} \]

By adjointness, we see that \( \text{End}_{\mathcal{D}}(j_*j^*B_4) \cong \mathbb{C} \), so \( j_*j^*B_4 \) is indecomposable. Since \( H^1_{O_1}(B_4) \) must be some direct sum of the \( \mathcal{D} \)-modules \( E \) and \( D_1 \), the Theorem on the Quiver Structure implies that the sequence (5.17) must split. Since \( j_*j^*B_4 \) is indecomposable, we must have \( H^2_{O_1}(B_4) = 0 \).

Part (3) follows from as explained in (5.1), and part (2) follows immediately from (3), using the spectral sequence \( H^i_{O_2}(H^j_{O_3}(B_4)) \Rightarrow H^{i+j}_{O_2}(B_4) \). \( \square \)
We obtained all the local cohomology modules of each simple equivariant $\mathcal{D}$-module. Note that the indecomposable $\mathcal{D}$-modules $H^1_{\mathcal{O}_3}(S)$ and $H^1_{\mathcal{O}_3}(B_4)$ are the only local cohomology modules that are not simple among these. Moreover, the local cohomology of these indecomposables can also be obtained from $H^i_{\mathcal{O}_3}(H^1_{\mathcal{O}_3}(S)) = H^{i+1}_{\mathcal{O}_3}(S)$ and $H^1_{\mathcal{O}_3}(H^1_{\mathcal{O}_3}(B_4)) = H^2_{\mathcal{O}_3}(B_4)$ (where $\mathcal{O} \neq \mathcal{O}_3$), since the respective spectral sequences degenerate. This shows that we can compute all iterated local cohomology modules of each simple equivariant $\mathcal{D}$-module. In particular, computing $H^i_{\mathcal{O}_3}(H^1_{\mathcal{O}_3}(S))$ we obtain the Lyubeznik numbers $\lambda_{i,j}(\mathcal{O}|m)$ (see [Lyu93], or the survey [NBWZ16]) for each orbit closure $\mathcal{O}$, where $\mathcal{O}|m$ is the localization of the coordinate ring of $\mathcal{O}$ at the maximal homogeneous ideal $m$. Since $\mathcal{O}_3$ is a hypersurface, its only nonzero Lyubeznik number is $\lambda_{19,19}(\mathcal{O}|m) = 1$ (see also [NBWZ16, Section 4]). The nontrivial cases are $\mathcal{O}_1$ and $\mathcal{O}_2$:

**Corollary 5.17.** For the rings $R_1 = \mathbb{C}[\mathcal{O}_1|m]$ and $R_2 = \mathbb{C}[\mathcal{O}_2|m]$, the following are the only nonzero Lyubeznik numbers (in which case they are equal to 1):

1. $\lambda_{0,5}(R_1)$, $\lambda_{0,7}(R_1)$, $\lambda_{4,10}(R_1)$, $\lambda_{6,10}(R_1)$, $\lambda_{10,10}(R_1)$;
2. $\lambda_{0,10}(R_2)$, $\lambda_{4,13}(R_2)$, $\lambda_{6,13}(R_2)$, $\lambda_{10,13}(R_2)$, $\lambda_{9,15}(R_2)$, $\lambda_{13,15}(R_2)$, $\lambda_{15,15}(R_2)$.
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