Study on the influence of dynamic/static interface processing methods on CFD simulation results of the axial-flow blood pump
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Abstract
Computational fluid dynamics is an essential tool for the flow field analysis of the blood pump. The interface processing method between the dynamic/static regions will affect the accuracy of simulation results, but its influence on the simulation results is still unclear. In this study, the axial-flow blood pump was taken as the research object, and the effects of the mixing plane, frozen rotor, and sliding mesh methods on the following results were compared: flux conservation at the interface, hydraulic characteristics, and velocity field distribution. In parallel, the particle image velocimetry experiment was carried out to measure the velocity field of the impeller, the inlet, and the outlet area of the blood pump. The results show that the above methods have significant differences in flux conservation between the impeller and the back vane. The average surface energy flux's error of frozen rotor and sliding mesh are 0.7% and 0.72%, respectively, while the mixing plane method reaches 3.6%. This nonconservative transfer affects the distribution of the downstream velocity field, and the velocity field predicted by the mixing plane at the outlet is quite different. It is suggested to use the frozen rotor method and the sliding mesh method in the simulation of the blood pump.
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Introduction
There are currently more than 20 million heart failure patients worldwide,¹ and the incidence is rising rapidly due to the aging population.² Supporting the natural heart by implanting a blood pump has become the optimal treatment option in the absence of a cardiac donor, rotary blood pumps are widely used in clinical assistance, and the axial-flow blood pump is one of the main forms.³–⁶ However, an unreasonable design of the blood pump structure will cause instability in the internal flow field, which will lead to hemolysis and thrombosis. This problem is considered to be one of the factors restricting the long-term application of a blood pump in the body.⁷–¹⁰ Since computational fluid dynamics (CFD) can simulate the complex flow state of fluid and realize the visualization of the flow field, CFD has been widely used in flow field analysis and structural optimization of blood pumps to solve these problems.¹¹–¹⁴

Blood is mixed with a large number of red blood cells and white blood cells. At present, there are some models¹⁵ and methods¹⁶–¹⁸ that can analyze the interaction between particles and fluid from a
microperspective. However, the number of red blood cells (millions) in the blood pump is a challenge to the computer hardware. Therefore, the single-phase flow method is often used in CFD simulation research of blood pumps.\textsuperscript{19} While relevant settings in CFD will directly affect the accuracy of simulation results, different researchers have different settings in blood pump simulation research. In the case of a specific grid and right boundary conditions, the selection of the turbulence model and the processing method of the dynamic/static interface are the main factors affecting the results. Researchers compared the effects of turbulence models on blood pump simulation results, which show that the shear stress transport (SST) \( k-\omega \) model is suitable for the simulation of the blood pump.\textsuperscript{20–22}

However, in the research of the dynamic/static interface processing method, the existing research mainly focuses on other types of fluid machinery. J Karnahl et al.\textsuperscript{23} studied the effects of different dynamic/static interface treatments on flow and heat transfer in a preswirl system, and the result shows high variability in pressure and velocity distributions at the preswirl inlet nozzle radius. M Beaudoin et al.\textsuperscript{24} proposed an improved mixing plane model based on the OpenFOAM and compared it with the traditional mixing plane method. The results show that the interface processing method will directly affect the data transmission between the static and dynamic regions, and thus affect the simulation results. Shim and Kim\textsuperscript{25} took centrifugal pump as the research object and analyzed the influence of the interface treatment method on the simulation results of hydraulic performance, but did not verify the results of the velocity field. Although the interface methods were discussed in the above studies, the structure of the research object is different from that of the blood pump. Furthermore, the flow field was not verified by experiments, so the results may not be suitable for the blood pump. Currently, there are different dynamic/static interface processing methods in blood pump simulation research, such as the mixing plane method,\textsuperscript{26} the frozen rotor method,\textsuperscript{27} and the sliding mesh method;\textsuperscript{14} however, there is a lack of comparative study between the above methods, and its impact on the simulation results is not clear. The particle image velocimetry (PIV) experiment is an important method to verify the simulation results of flow field.\textsuperscript{28,29} However, due to the occlusion of the internal structure by the blood pump driving system, there are few PIV experiments for the internal velocity field of the blood pump.\textsuperscript{30,31}

In summary, the influence of which interface processing method on the CFD simulation results of the blood pump is still unclear. In the existing research works, the researchers used different interface processing methods in simulation, and the simulation results may mislead the investigation. Furthermore, due to the limitation of the axial-flow blood pump’s driving system, the internal velocity field is difficult to be photographed, which aggravates the difficulty of experimental verification. In this article, the axial-flow blood pump is taken as the research object. Different from the previous research, a novel driving system for the axial-flow blood pump was designed to overcome the limitations imposed by the traditional drive structure, and the PIV experiment of the internal flow field of the blood pump was carried out. The conventional dynamic/static interface processing methods (the mixing plane, frozen rotor, and sliding mesh methods) in blood pump simulation were compared. Through the PIV and hydraulic performance tests, simulation results of the pressure–flow characteristic and the velocity filed were verified. Through this study, it can provide a reference for the interface setting of the simulation of the axial-flow blood pump, and reduce the result interference caused by improper interface setting.

Interface processing method theory

\textbf{Mixing plane method}

The mixing plane method divides the computational domain into a rotating domain and a static domain, the plane where the domains intersect is called a hybrid plane. The mixing plane method treats each solution region as a steady-state problem. In the rotating domain, the flow control equation is solved in a rotating coordinate system. In the static domain, the flow control equation is solved in a stationary coordinate system. In order to realize the data transfer between regions, the mixing plane method constructs the inlet and outlet boundary conditions at the interface, and the data are transmitted to the downstream region in a circumferential or radial average. At present, there are three main average methods used, namely, the area average method, the mass average method, and the mixed average method. When using the boundary conditions of the pressure inlet and the mass flow outlet, Fluent adopts the mass average method, and the average formula is shown as in equation (1)

\[ m = \int_{A} \rho V n dA \]  \hspace{1cm} (1)

where \( A \) is the area of the interface, \( m \) is the mass flow rate of the flow area, \( n \) is the unit normal vector, \( V \) is the volume, and \( \rho \) is the density.

\textbf{Frozen rotor method}

Similar to the mixing plane method, the frozen rotor method also divides the computational domain into a rotating domain and a static domain. The relative
position between the rotating domain and the static domain is constant, and the fluid equations are solved in the rotating coordinate system and the stable coordinate system, respectively. It is an approximate steady-state processing method. The main difference between it and the interpolation method is that the frozen rotor method passes the data at the interface by interpolation. The freezing factor uses the interpolation method when transferring data at the interface. The processing method of the velocity vector is shown in equation (2)

\[ \mathbf{v} = \mathbf{v}_r + \mathbf{v}_i + \mathbf{\omega} \times \mathbf{r} \]  

where \( \mathbf{v} \) is the absolute velocity (the velocity observed from the stationary frame), \( \mathbf{v}_r \) is the velocity of the moving frame relative to the inertial reference frame, \( \mathbf{v}_i \) is the translational frame velocity, \( \mathbf{\omega} \) is the angular velocity, and \( \mathbf{r} \) is the vector pointing to the center of rotation. The velocity and the velocity gradient are converted from the driven coordinate system to the absolute inertial coordinate system, and then the absolute velocity vector can be obtained. Scalar information such as temperature, pressure, and density can be obtained from the adjacent grid cells and interpolated.

**Sliding mesh method**

The sliding mesh processing method has many similarities with the freeze factor method. Both of them divide the domain into a rotating domain and a static domain, and the data transmission at the interface is also processed by interpolation. The characteristic of the sliding mesh is that the relative position between the stator and the rotor in the sliding mesh changes with time, and the dynamic update of the grid adopts the processing method of the moving grid, but the deformation amount of the grid is zero. It has the characteristics of describing the time-varying features of the interface. The movement of its boundary is defined by equation (3)

\[ \frac{d}{dt} \int_V \rho \phi dV = \frac{(\rho \phi V)^n + 1 - (\rho \phi V)^n}{\Delta t} \]  

where \( V \) is the control volume; \( \rho \) is the fluid density; \( n \) and \( n + 1 \) denote the respective quantity at the current and the next time levels, respectively; and \( \phi \) is the general scalar on an arbitrary control volume.

**Model and simulation setup**

**Blood pump model**

As shown in Figure 1, the axial-flow blood pump used in the experiment and simulation was developed by the Central South University. The length and the diameter of the blood pump are 73 and 16.5 mm, respectively. According to the demand of normal blood flow of the human body, its rated flow rate is 5 L/min, the pressure difference is 13.3 kPa, and the rated speed is 8000 r/min. The blood pump is composed of a front vane, an impeller, and a back vane. The impeller has a permanent magnet inside, and the impeller rotates by the external magnetic field to transport blood from the inlet to the outlet. The interface between the impeller region and the front vane region is the dynamic/static interface 1, and the interface between the impeller region and the rear vane region is the dynamic/static interface 2.

**Selection of turbulence model**

This simulation is based on the Fluent 17.0 software (ANSYS, Inc., Canonsburg, PA, USA), which uses the finite volume method to solve the Navier–Stokes (N-S) equations. In this simulation, the fluid is assumed to be incompressible. In the choice of turbulence model, since the SST k-\( \omega \) model contains the modified turbulent viscosity formulas and considers the effect of turbulent shear stress, it can simulate the near-wall flow field more accurately and proved to be suitable for blood pump simulation.20–22

The expression of SST k-\( \omega \) model is shown in equations (4) and (5)

\[
\begin{align*}
\frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial x_i} (\rho k u_i) &= \frac{\partial}{\partial x_j} \left( \mu + \frac{\mu_t}{\sigma_k} \frac{\partial k}{\partial x_j} \right) \\
&- \rho \beta_1 \omega^2 - \rho \beta_2 k \omega \\
\frac{\partial}{\partial t} (\rho \omega) + \frac{\partial}{\partial x_i} (\rho \omega u_i) &= \frac{\partial}{\partial x_j} \left( \mu + \frac{\mu_t}{\sigma_\omega} \frac{\partial \omega}{\partial x_j} \right) \\
&- \alpha \rho u_i u_j \omega \frac{\partial k}{k} - \rho \beta_3 \omega^3 \\
&+ 2(1 - F_i) \rho \frac{\sigma_{k\omega}}{\sigma_{k\omega}} \frac{\partial k}{\partial x_j} \frac{\partial \omega}{\partial x_j}
\end{align*}
\]  

where \( \rho \) is the fluid density, which is set as 1.07 kg/m³; \( k \) is the turbulent kinetic energy; \( \omega \) is the specific dissipation rate; \( \mu \) is the dynamic viscosity; \( \mu_t \) is the
turbulent eddy viscosity; \( F_1 \) is the blending function, which is used to blend the \( k-\omega \) model \((F_1 = 0)\) and \( k-\varepsilon \) model \((F_1 = 1)\); and the model coefficients are as follows: \( \beta = 0.075, \beta^* = 0.09, \sigma_k = 2, \sigma_{\omega} = 2, \) and \( \sigma_{\omega^2} = 1/0.856. \)

**Meshing**

In the meshing, to reduce the influence of the inlet and outlet boundary on the result, a certain length of the pipe segment is added to the front and rear guide vanes. The blood pump model grid was created based on ICEM CFD. It was divided by the unstructured tetrahedral mesh, which has good adaptability to complex geometric shapes. After verifying the number of grids, the total number of grids was determined to be 4.5 million. For the SST \( k-\omega \) model, the requirement for \( Y^+ \) is less than 1, and the number of boundary layers should be greater than 15. Therefore, the model boundary layer mesh was divided based on the above requirements. The growth factor was set to 1.05, the total boundary layer was set to 20, and the \( Y^+ \) value was approximately 1. The mesh is shown in Figure 2.

**Interface processing method settings and solver settings**

The dynamic/static interface involved in the model is shown in Figure 1. It includes interface 1 between the leading vane area and the impeller area, and interface 2 between the impeller area and the rear guide vane area. In the simulation, mixing plane, frozen rotor, and sliding mesh methods were used for comparison.

The inlet boundary condition was set to the total pressure inlet, the outlet boundary condition was set to the flow outlet (5 L/min), and the blood pump rotation speed was set to 8000 r/min. A second-order upwind advection scheme was set in all cases, with double precision. For time discretization, a second-order backward Euler transient scheme was used. The residual target was set to \( 10^{-5} \).

**PIV experimental system**

**Design of blood pump external magnetic drive for PIV experiment**

At present, most axial-flow blood pumps are driven similarly to brushless motors (Figure 3(a)), that is, the drive coil is wrapped around the outside of the impeller to drive the permanent magnet inside the impeller to rotate.\(^3\) This type of drive occludes the shooting of the flow field in the impeller region. Therefore, there are few PIV experiments on the impeller region of the axial-flow blood pump. To solve the problems, we developed a new blood pump drive system that can effectively drive the blood pump and avoid the occlusion of the internal flow field. The newly designed drive system is shown in Figure 3(b). The motor drives the permanent magnet to rotate on one side of the blood pump. Due to the coupling of the magnetic field, the blood pump rotates synchronously according to the magnetic pole order. The rotary encoder installed on the motor monitors the rotation angle of the blood pump and outputs the PIV synchronized shooting signal.

**Composition of PIV experimental system**

The composition of the test system is shown in Figure 4. The blood pump was installed in a transparent pipe, while a square sink was installed on the outside to minimize the effects of refraction. The laser head was mounted above the blood pump, and the irradiated laser coincided with the central axis of the blood pump. The camera shotted the blood pump’s flow field from the direction perpendicular to the laser illumination. Pressure sensors were installed at the inlet and the outlet of the blood pump to measure the differential pressure. The ultrasonic flowmeter was installed in the circulation loop to measure the flow rate. The damping valve was used to adjust the damping of the circuit. The constant temperature water tank was used to ensure that the temperature of the circulation loop is approximately constant.

**PIV system hardware components**

The PIV experimental device adopts the LaVision PIV system. The main components are as follows: the laser adopts the Litron LDY300, and the maximum working frequency is 90 Hz; the PIV camera model is the LaVision ImagerProSX 5M dual shutter camera with a resolution of 2448 pixels × 2050 pixels and a single pixel size of 3.45 μm × 3.45 μm, the minimum cross-frame time is 44 μs, and the maximum frame rate is 14.2 fps. The synchronous shooting system includes LaVision 1108090 synchronizer, rotary encoder, signal transmission cable, and the DaVis processing software.
Solution and PIV tracer particle

In order to simulate the fluid properties of blood, the experimental solution was selected from a 27.3% aqueous glycerol solution with a density of 1.07 kg/m³, and its viscosity index was similar to that of blood. In order to ensure that the seeding particles have good followability and light scattering when moving in the flow field, hollow glass beads with a diameter of 10 µm were selected.

PIV shooting position and calibration

The PIV photographing section is shown in Figure 5. The processed positions are domain 1, domain 2, and domain 3, which correspond to the blood pump inlet, the impeller outlet, and the blood pump outlet, respectively. The reason for selecting domain 2 is because it is the outlet of the impeller, where the fluid is entirely subjected to the rotation of the impeller, and its turbulence develops more fully. The calibration process of PIV is as follows: first, insert a calibration plate (had the same diameter as the pipeline) in the direction of the pipeline axis, then select the marker points on the calibration plate in the DaVis processing software, and calibrate the image size and tilt, and finally, move the calibration plate out of the pipeline after calibration.

Flux calculation at the interface

Flux represents the information of mass, momentum, and energy flowing through a normal unit area in a unit time. Flux conservation is one of the important conditions in the finite element volume calculation method. Conservation of flux transfer between dynamic and static interfaces will have an impact on the results. The flux error \( E \) (equation (9)) in the upstream and the downstream of the interface is selected to analyze the conservation situation. The flux chosen is as follows: \( Q_m \) is the mass flux, \( Q_{vx} \) is the axial momentum flux, \( Q_r \) is the radial momentum flux, \( Q_{e} \) is the circumferential momentum flux, and \( Q_E \) is the energy flux (equations (6)–(8)), in which \( \mathbf{v} \) represents the absolute velocity vector, \( \mathbf{s} \) represents the mesh vector, \( \rho \) represents the fluid density, \( v_x \) represents the axial velocity, \( v_r \) represents the radial velocity, \( v_\theta \) represents the circumferential velocity, \( e \) represents the internal energy of the fluid, \( Q_{up} \) represents the flux through the upstream, and \( Q_{down} \) represents the flux through the downstream.
As shown in Figure 6, the perpendicular planes 1 and 2 are established, and their intersections with interface 1 and interface 2 are line 1, line 2, line 3, and line 4, respectively. The flux conservation of interface 1, interface 2, and line 1 to line 4 is analyzed

\[ Q_m = \rho (v \cdot s) \]  
\[ Q_x = \rho v_x (v \cdot s) \]  
\[ Q_E = \rho (e + \frac{v^2}{2}) (v \cdot s) \]  
\[ E = \frac{Q_{down} - Q_{up}}{Q_{up}} \]

Results

Flux conservation results

Mean surface conservation results of flux at interface 1 and interface 2. The results of the flux conservation error rate are shown in Figure 7. The maximum mass flux error rate obtained by different interface processing methods is 0.86%. At the interface 1, the axial, circumferential, and radial’s error rates of flux momentum conservation of frozen rotor and sliding mesh are less than 0.5%. The axial, radial, and circumferential momentum flux conservation errors of the mixing plane method are 1.75%, 1.58%, and 2.34%, respectively. At the interface 2, the maximum momentum conservation error rates of the frozen rotor and the sliding mesh are 0.78%, while the axial, radial, and circumferential momentum conservation error rates of mixing plane are 5.9%, 3.25%, and 4.21%, respectively. For the error rate of energy flux conservation, the maximum error rate of the various processing methods at interface 1 is less than 0.8%, and the error of frozen rotor and sliding mesh at interface 2 (maximum 0.72%) is smaller than the mixing plane treatment method (3.72%).

Conservation of energy flux at the interface in the circumferential direction. The conservation of the line 1/2/3/4 is analyzed to obtain the conservation variation of the interface in the circumferential direction, and the energy flux—including the sum of hydrostatic pressure and dynamic pressure—is selected for analysis. The result is shown in Figure 8. The abscissa indicates the ratio between the distance \( r \) of the point on the straight line from the center of the circle and the radius \( R \) of the section circle, and positive and negative indicate the two directions from the center of the circle. As shown in Figure 8(a), the energy flux conservation errors’ variation trend of line 1 and line

Figure 6. Position for flux conservation analysis.

Figure 7. Surface mean conservation results of flux at interface 1 and interface 2.
2 at interface 1 is similar. The mixing plane has a 40% error at $r/R = \pm 0.375$, and a conservation error of 123% occurs at the near-wall surface. The maximum error of frozen rotor and sliding mesh appears near the wall with the maximum error rate of 18.4% and 13.6%, and the error rate for the rest of the region is close to zero. In the result of interface 2, the energy conservation rate of various treatment methods is close to 0 in the range of $r/R$ from 0.5 to 0.5. The mixing plane method shows large fluctuations in the range of 0.75 to 1, and the maximum error is about 200%. The maximum error of the frozen rotor and the sliding mesh is about 55% and 58%, and the range of error fluctuation is small.

The total pressure distribution at the interface is shown in Figure 9, respectively.

As can be seen from Figure 9, the total pressure distribution at the interface 1 is uniform because the fluid flow here is a smooth pipe flow. There is almost no difference in various treatment methods. At the interface 2, a larger gradient appears in the total pressure distribution, which is caused by the turbulence generated by the impeller acceleration, and the results have obvious differences. The total pressure distribution of the mixing plane method shows a state of uniform distribution in the circumferential direction, while the frozen rotor and the sliding mesh retain the circumferential nonuniform state of the total pressure of the flow field, which can reflect the influence of static and dynamic interference.

**Total pressure distribution at the interface**

The total pressure of the system represents the sum of dynamic pressure and static pressure, which can reflect the energy transfer and the distribution in the flow field. The total pressure distribution at the interface is shown in Figure 9, respectively.

**Effect on the result of differential pressure**

The rated working condition of 8000 r/min is selected as the simulation and the experiment condition, the pipe...
resistance is changed, and the change of flow rate and the pressure difference between inlet and outlet is analyzed. The result is shown in Figure 10.

In Figure 10, it can be seen that the simulation results of pressure difference under various interface treatment methods are smaller than the experimental values, the pressure difference decreases with the increase in the flow, and the changing trend is consistent with the experiment. Their prediction errors are about 5% at the operating design point (5 L/min and 13.3 kPa). There is little difference between the prediction results of various interface treatment methods for hydraulic characteristics. In the range deviating from the operating design point, the predicted pressure difference between the frozen rotor and the sliding mesh is smaller than the mixing plane method.

Effect on the velocity field

The same position as the PIV shooting area is extracted from the velocity field simulation result. The velocity vector graphs and contour of the inlet, the impeller, and the outlet area are shown in Figures 11–13. The color in the figures indicates the velocity value, and the vector indicates the velocity direction.

As can be seen in Figure 11, the velocity in the import section is about 0.5 m/s, and the experimental results are in good agreement with the simulation results. The velocity distribution in the inlet domain is
relatively average; the velocity near the wall is small due to the viscous boundary layer. The streamline results show that the flow direction of the fluid in this area is parallel to the pipeline axis, which is a stable pipeline flow. The effects of various interface treatment methods are not significant. The velocity and the streamlines obtained by simulation results are basically in agreement with the simulation results.

In Figure 12, it can be seen that the maximum speed in this area is approximately 2.4 m/s, and there are two high-speed zones and one vortex in the flow field of the impeller exit region. The reason for the vortex is as follows: when the fluid flows through the impeller to the rear guide vane, the twisted blade on the rear guide structure has a certain blocking effect on the part of the fluid, so there is a phenomenon of flow separation and vortex, and these areas are potential for blood damage. The above phenomena can be observed through the simulation results of various interface processing methods, and the simulation results can be well matched with the PIV experimental results.

The results of Figure 13 show that the flow velocity at the outlet decreases after flowing through the impeller, and its flow direction is approximately parallel to the pipeline under the correction of the rear guide vane. The results also show that there is a big difference between the simulation results of the mixing plane and PIV experiment results. The PIV experiment results show that the streamline in the exit area is parallel to the axis under the correction of the rear guide vane, and there are two high-speed zones with a maximum velocity of about 0.8 m/s in the near-wall area on the left side. The distribution results of the streamline and high-speed region obtained by the frozen rotor and the sliding mesh are consistent with the experiment, but the velocity distribution in the latter part region is smaller than the experimental result. The simulation results of the mixing plane method show that the velocity field is approximately uniformly distributed in the circumference. The velocity increases with the distance from the axis, and there are large vortices in the center flow field, which is not consistent with the PIV experimental results.

**Discussion**

During the process of passing through the interface 1, the fluid has not been rotated by the impeller, and its flow state is relatively stable, so the flux of various interface treatment methods can basically ensure conservation. According to the simulation results, after the fluid passes through interface 1, the total pressure rises sharply due to the rotation of the impeller. In Figure 9, it can be seen that there is a significant pressure
gradient at the interface 2. At this time, the treatment mode of the interface will have a considerable influence on the results. From the contour of total pressure, we can see the difference in data processing of several methods. Since the frozen rotor and the sliding mesh adopt the interpolation transfer method, the unsteady effect is fully considered in the data transfer, so the flux conservation in the upstream and the downstream of the interface is better, and the total pressure is unevenly distributed in the circumferential direction. However, the mixing plane method uses the averaging process to treat the unsteady flow as uniform flow, which ignores the interference between the static and the dynamic regions. The circumferential total pressure distribution changes uniformly, resulting in significant conservation errors at the interface 2. This is consistent with J Karnahl et al.’s conclusions about the effects of different interface methods on the preswirl system.

Besides, it should be noted that the changing trend of total pressure at interface 1 and interface 2 is different: the total pressure at the interface 1 is the smallest near the wall, because it is a stable pipeline flow, and the velocity near the wall is lower under the action of the viscous boundary layer, so the total pressure is smaller here. However, the total pressure at the interface 2 is higher near the wall, which is due to the thrust and the centrifugal force of the impeller when the fluid flows through the area. This further exacerbates the imbalance of the total pressure distribution in the circumferential direction. Figure 8 shows the conservation of the total pressure in the circumferential direction. Figure 8(a) shows that, in the case where the interface 1 has a small total pressure gradient, the various methods can substantially guarantee the conservation of the total pressure in the circumferential direction. However, the error rate obtained by the mixing plane method is 123%. The main reason for the considerable error may be that the fluid velocity at the viscous boundary layer is minimal, and then a large velocity and a total pressure gradient are generated. However, the thickness of the viscous layer is minimal, so it can be considered that the effect of nonconservation here is small. When the interface 2 is processed by the mixing plane method, Figure 8(b) shows that the regions with high error rates are located at $-0.75$ to $-1$ and $0.75$ to $1$ of $r/R$, and the maximum error rate of total pressure conservation is over 200%. Figure 9 shows that the pressure gradient in the region as mentioned above is large, and the total pressure distribution in the region becomes uniform after the mixing plane method, which results in significant conservation errors. Therefore, it can be seen that the mixing plane method produces flux nonconservation when averaging the interface region with a large gradient of flux variation. The frozen rotor and the sliding mesh can better preserve the uneven state caused by the interference of the static and the dynamic regions, and the flux conservation is better than the mixing plane method.

The differential pressure simulation results of various treatment methods are smaller than the experimental values. The same conclusions were obtained in the study of G Lopes et al., which were caused by the SST $k$-$\omega$ turbulence model. Moreover, it can be observed in Figure 10 that the errors of the frozen rotor and the sliding mesh are slightly larger than those of the mixing plane method in the non-design operating conditions. The reason is that the frozen rotor and the sliding mesh reflect the uneven distribution of the total pressure in the flow field, and the energy loss caused by the fluid during the flow is higher. By comparing the PIV experiment with the simulation results, the velocity and the streamline distribution obtained by various interface treatment methods at the position of the inlet pipe section are consistent with the PIV experiment results. This is because the fluid has not yet reached the transfer point of the interface, and the processing of the interface has not yet affected the data. Furthermore, when the average conservation rate of each method at interface 1 is high and the data transmitted to the impeller are less affected by the interface processing, the flow field obtained by the simulation results of each group in the impeller region is approximate, which is in good agreement with the PIV experimental results. However, after the fluid passes through the interface 2, mixing plane’s circumferential average processing method is used to process the data. As can be seen from Figure 13, the velocity is inconsistent with the PIV experimental results. While frozen rotor and sliding mesh adopt data interpolation to transfer data, the interference and unsteady effects between the static and the dynamic regions are fully considered. The simulation results are basically in agreement with PIV experimental results. Therefore, it can be concluded that the interface processing method has less influence on the downstream flow field distribution in the region where the upstream interface flux distribution is uniform. However, if the flux gradient at the upstream interface is large, the mixing plane processing method will cause a large error in the downstream flow field.

**Conclusion**

In this article, we analyzed the influence of dynamic/static interface processing methods on the simulation results. The purpose is to compare the influence of different methods on the simulation results and analyze which method is suitable for blood pump simulation, reducing the error of research results caused by relevant settings. Different from the previous work, we measured and verified the velocity field simulation result of the blood pump through the PIV experiment.
The results show that the pressure-flow curves predicted by these methods are in good agreement with the experimental data. However, there are differences in the expected velocity field results. Among the results obtained, frozen rotor and sliding mesh can obtain more consistent results with the experiment. But the results at the outlet obtained by the mixing plane have a significant deviation from the experiment. The reason is that there is a considerable pressure gradient near the outlet interface, and it uses the circumferential average processing, which makes the data have a significant error in the process of transmission. This method is not suitable for the interface with a large total pressure gradient. Therefore, for the axial-flow blood pump, it is recommended to use the frozen rotor and sliding mesh methods for simulation.

Due to the limitation of model development, this paper only analyzes the axial-flow blood pump. For other forms of rotary blood pumps (such as centrifugal pumps), the principle of interface processing is consistent, so the conclusions obtained are also applicable.
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