Interior Hölder continuity for singular-degenerate porous medium type equations with an application to a biofilm model
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Abstract
We show interior Hölder continuity for a class of quasi-linear degenerate reaction-diffusion equations. The diffusion coefficient in the equation has a porous medium type degeneracy and its primitive has a singularity. The reaction term is locally bounded except in zero. The class of equations we analyse is motivated by a model that describes the growth of biofilms. Our method is based on the original proof of interior Hölder continuity for the porous medium equation. We do not restrict ourselves to solutions that are limits in the weak topology of a sequence of approximate continuous solutions of regularized problems, which is a common assumption.
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Introduction
We study the regularity of local solutions of equations of the form

\[ u_t = \Delta \phi(u) + f(\cdot, u) \quad \text{in} \quad \Omega \times (0, T), \tag{1} \]

where \( \Omega \subseteq \mathbb{R}^N \) is open, \( 0 < T \leq \infty \) and \( u \) takes values in \([0, 1)\). The key assumptions on \( \phi \) are that it possesses a singularity \( \phi(1) = \infty \) and a degeneracy \( \phi'(0) = 0 \). The degeneracy in \( 0 \) is of the same type as observed in the porous medium equation \( u_t = \Delta u^m \). Therefore, we call (1) a singular-degenerate equation of porous medium type. Our main result is that solutions of (1) that are bounded away from 1 are Hölder continuous in the interior of \( \Omega \times (0, T) \).

Our motivation for the study of (1) is the biofilm growth model introduced and numerically studied in [11] and rigorously analysed in [12]. Biofilms are communities of microorganisms in a moist environment in which cells stick to each other and often to a surface as well. These cells are embedded in a slimy matrix of extracellular polymeric substances produced by the cells within the biofilm. On the mesoscale, fully grown biofilms form complex heterogeneous shaped structures that the model in [11] is capable of predicting. The model consists of two reaction-diffusion equations that are coupled via the reaction terms. The first equation describes the biomass density \( M \). It is a quasilinear equation with a diffusion coefficient that vanishes whenever the biomass density is zero and blows up as the biomass
density approaches its maximal value. The second equation is a classical semilinear equation describing the growth limiting nutrient concentration $C$. The variables are normalized; $C$ is scaled with respect to the bulk concentration and $M$ with respect to the maximum biomass density. The biofilm growth model is given by the system
\begin{equation}
\begin{cases}
\partial_t M = d_2 \nabla \cdot (D(M) \nabla M) - K_2 M + K_3 \frac{CM}{K_4 + C} \\
\partial_t C = d_1 \Delta C - K_1 \frac{CM}{K_4 + C}
\end{cases}
\end{equation}
in $\Omega \times (0, T]$, (2)

where the biomass-dependent diffusion coefficient $D$ is given by

$$D(M) = \frac{M^b}{(1 - M)^a}, \quad a \geq 1, \quad b > 0.$$ 

The constants $d_1, d_2$ and $K_4$ are strictly positive and $K_1, K_2$ and $K_3$ are non-negative.

The biomass diffusion coefficient $D$ has a degeneracy in 0 known from the porous medium equation. Moreover, $D$ becomes singular as $M$ approaches 1 so that spatial spreading becomes very large whenever $M$ is close to 1. This ensures, heuristically, that the biomass density remains bounded by its maximum value. As a consequence, we do not need any boundedness assumption for the reaction terms. Finally, observe that the equation for the biofilm density is included in the class of equations we study. Indeed, by setting

$$\phi(u) = \int_0^u \frac{z^b}{(1 - z)^a} \, dz$$

we recognize that the first equation of (2) is a particular case of (1).

In (2) the actual biofilm is the subregion of $\Omega$ where $M$ is positive, that is,

$$\Omega_M(t) = \{ x \in \Omega \mid M(x, t) > 0 \}.$$ 

This region and its boundary are well-defined provided that the function $M$ is continuous. Therefore, the study of continuity of solutions is of fundamental importance for the viability of the biofilm model. Moreover, Hölder regularity of solutions ensures the convergence of certain more efficient numerical schemes as well.

The main result of this paper is that any weak solution $u$ of (1) is Hölder continuous in the interior of $\Omega \times (0, T]$, provided that $u$ is bounded away from 1. This builds upon our earlier work [13], where we showed the well-posedness of (1) and (2) on bounded Lipschitz domains for initial and boundary value problems with mixed boundary conditions. Indeed, we infer from our main result that the solutions of (1) obtained in [13] are Hölder continuous in the interior of the domain. The same holds for the first equation of (2) implying interior Hölder continuity for $M$. Moreover, the second equation of (2) is non-degenerate so classical results on interior Hölder continuity can be applied to obtain interior Hölder continuity for $C$, see for example [14].

Equation (1) falls within a larger class of equations for which a weaker regularity result is available. By setting $\beta = \phi^{-1}$ we see that (1) is an example of a Stefan problem, which is an equation of the form

$$\partial_t \beta(v) = \Delta v + f(\cdot, \beta(v))$$

for some non-decreasing $\beta : \mathbb{R} \to \mathbb{R}$. Bounded classical solutions of (4) have a modulus of continuity in the interior of $\Omega_\beta$ depending only on $\|v\|_\infty$ and the structure of the equation, see [10]. This modulus of continuity carries over to bounded weak solutions provided that they can be approximated by classical solutions.
The techniques we use to study (1) can also be applied to the corresponding Stefan problem (4) to conclude interior Hölder continuity for \( v = \phi(u) \). Then, Hölder continuity of \( u \) can be inferred provided that \( \beta := \phi^{-1} \) is Hölder continuous. This was the original method applied to the porous medium equation, see [7]. In fact, this is the natural approach, since a typical property of Stefan problems is that their solutions \( v \) enjoy better continuity properties than \( u = \beta(v) \), see [10]. Therefore, if Hölder continuity for \( \phi(u) \) cannot be deduced, then it is unlikely that Hölder continuity for \( u \) can be obtained. This can be made rigorous if \( \beta \) and \( \beta := \phi^{-1} \) are both Hölder continuous. However, in our case \( \phi \) is not Hölder continuous due to the singularity \( \phi(1) = \infty \). We remark that we chose to study the original equation (1), since it describes the quantity of interest in applications.

We show interior Hölder continuity for solutions \( u \) of (1) that are bounded away from 1 and this requirement is to be expected in view of the interpretation of (1) as a Stefan problem of the form (4). Indeed, observe that this requirement for \( u \) is equivalent to stating that the solution \( v = \phi(u) \) is bounded. The latter condition is needed to obtain a modulus of continuity for \( v \), see [10], which is a weaker property than Hölder continuity. Moreover, the boundedness of \( v \) assumed in [10] is a necessary condition; it can be deduced from assuming a modulus of continuity on \( v \). Returning to the original equation (1), we note that the condition on \( u \) is not restrictive either; in [13] we have shown that solutions are bounded away from 1 provided that the initial data and Dirichlet boundary conditions satisfy this assumption, which is a standard assumption in the typical problems considered in applications.

Interior Hölder continuity of solutions of non-degenerate parabolic equations is well-understood. Moser adapted the techniques of DeGiorgi for uniformly elliptic linear equations for uniformly parabolic linear equations by studying the oscillation of solutions in a family of shrinking space-time cylinders reflecting the scaling invariance of the equation, see [19, 20]. These methods where subsequently generalized by Ladyženskaja, Solonnikov and Ural’ceva for quasi-linear non-degenerate parabolic equations, see [14].

Our study of regularity of solutions of (1) uses so-called intrinsic scaling techniques. It was originally developed by DiBenedetto and Friedman in order to prove interior Hölder continuity for the \( p \)-Laplace equation and the porous medium equation, see [7]. These techniques are widely used, see for example [6, 8, 21] and the references therein. The key idea of intrinsic scaling is to change the scaling of the aforementioned space-time cylinders in a manner that depends on the solution itself. Although some technical details are needed, the method allows us to carry over the techniques for non-degenerate parabolic equations to degenerate equations.

In the study of the regularity of solutions of porous medium type equations it is often assumed that solutions can be constructed as weak limits of sufficiently smooth solutions to a regularized problem, see for example [5, 9], or it is assumed that the solution is a classical solution, see [10]. This is done to justify some of the computations and it is always stressed that the obtained modulus of continuity solely relies on the data and is independent of the approximation. This assumption is not considered to be restrictive in view of typical existence proofs and is therefore often omitted, for instance, see [7, 21].

On the other hand, an important class of solutions is constructed by a finite-time discretization and Galerkin approximation scheme, see [1], which is needed when dealing with mixed Neumann-Dirichlet boundary conditions on Lipschitz domains. The well-posedness proof in [13] is based on these methods. For this class of solutions it is not immediately clear that the approximation assumption holds, since it does not follow from the existence proof presented in [1] in a natural manner. It can be shown that there exists a sequence of approximate continuous solutions, which would be sufficient for our purposes. Nevertheless, this approach relies on the availability of the well-posedness of an appropriate initial- / boundary value problem rather than invoking only the definition of local solutions.
In this paper, we opt for a self-contained approach and ask for slightly more time regularity in our solution concept than usual in the literature on regularity theory, see [6, 8, 14, 16, 21].

We assume that locally the time derivative of a solution is given as a bounded linear functional on the space of test functions. It allows us to prove a chain rule for the term involving the time derivative used to obtain the necessary estimates. In particular, we do not assume that solutions are the limit of sufficiently regular solutions of appropriate approximate problems. Our assumption is not restrictive and is in line with the solution concept used in [1] and [13].

Interestingly, the assumption that solutions are weak limits of more regular solutions is not needed when studying the $p$-Laplace equation $u_t = \text{div}(|\nabla u|^{p-2}\nabla u)$. Indeed, the natural functional space used in the solution concept is $L^p(0,T;W^{1,p}(\Omega))$. For this space smoothing techniques such as Steklov averaging apply in a straightforward manner, because the gradient of the solution exists. This does not hold for porous medium type equations, since only the techniques such as Steklov averaging apply in a straightforward manner, because the gradient for all $z \in \Phi$ functional space used in the solution concept is $L^p$.

The next two sections are dedicated to proving the De Giorgi-type Lemma, H"older continuity of solutions via an iterative scheme of intrinsically scaled shrinking space-time cylinders. The main result is given, the so-called De Giorgi-type Lemma. Based on this lemma, we prove Hölder continuity of solutions via an iterative scheme of intrinsically scaled shrinking space-time cylinders. The next two sections are dedicated to proving the De Giorgi-type Lemma.
which is where the main technicalities lie. In particular, Section 3 covers interior integral estimates and some auxiliary technical statements and Section 4 contains the actual proof.

1 Assumptions and main result

Let $\Omega \subseteq \mathbb{R}^N$ be open, $0 < T \leq \infty$ and write $\Omega_T := \Omega \times (0, T]$. The function $\phi : [0, 1) \to [0, \infty)$ satisfies the structural assumptions:

(H1) $\phi$ is continuous and strictly increasing;

(H2) $\phi$ is surjective;

(H3) $\phi \in C^1([0, 1))$, $\phi' > 0$ in $(0, 1)$ and a porous-medium type degeneracy holds, that is, $\phi'$ satisfies

$$c_1 z^{m-1} \leq \phi'(z) \leq c_2 z^{m-1}$$

for all $z \in [0, \varepsilon]$ for certain constants $c_1, c_2 > 0$, $\varepsilon \in (0, 1)$ and $m > 1$.

Heuristically, (H2) encodes the singularity $\phi(1) = \infty$ and (H3) the degeneracy $\phi'(0) = 0$. The conditions (H1) and (H2) are used to prove well-posedness in [13]. The newly added assumption (H3) provides a connection to the porous medium equation and it is instrumental to prove Hölder continuity. Of course, (H1) is implied by (H3), but we mention both assumptions, because they play different roles in the study of (1).

It is important to point out that $\phi' \geq \lambda > 0$ on $[\varepsilon, 1)$ for some $\lambda > 0$. Indeed, (H2) implies that $\lim_{z \to 1} \phi(z) = \infty$, and therefore $\lim_{z \to 1} \phi'(z) = \infty$ as well so that $\phi'$ attains a minimum in $[\varepsilon, 1)$. This minimum cannot be 0 due to the assumption $\phi' > 0$ in $(0, 1)$.

On the reaction term $f : \Omega_T \times [0, 1) \to \mathbb{R}$ we impose:

(R1) $f$ is measurable and there exists a $L \geq 0$ such that

$$\|f(\cdot, z)\|_{L^\infty(\Omega_T)} \leq L z^{-m_0}$$

for all $z \in [0, 1)$,

where $m_0 \in [0, m)$ with $m$ as in (H3).

In is important to remark that (R1) is not restrictive. Indeed, solutions take values in the interval $[0, 1)$, hence reaction terms such as

$$f(x, t, u) = g(x, t)u \quad \text{and} \quad f(u) = u^p(1 - u)^q + c$$

are included for any bounded function $g$ and constants $p > -m$, $q \geq 0$ and $c \in \mathbb{R}$. The first example appears in the equation for $M$ of the biofilm growth model (2) (provided that the function $C$ is known). The latter example is used in the Porous-Fisher equation $u_t = \Delta u^m + u(1 - u)$, studied e.g. in [18].

We employ the following notation. Given a measurable set $K \subseteq \Omega$, let $(\cdot, \cdot)$ denote the pairing of $\mathcal{H}^{-1}(K)$ with $\mathcal{H}^1(K)$ and let $\langle \cdot, \cdot \rangle$ denote the $L^2(K)$-inner product. We use the following solution concept.

**Definition 1.1.** A measurable function $u : \Omega_T \to [0, 1)$ is called a local solution of (1) if for any compact subset $K \subset \Omega$ we have that

(i) $u \in W^{1,2}_{\text{loc}}(0, T; \mathcal{H}^{-1}(K))$, $\phi(u) \in L^2_{\text{loc}}(0, T; \mathcal{H}^1(K))$ and $f(\cdot, u) \in L^2_{\text{loc}}(0, T; L^2(K))$,
Remark 1.3. Let us provide some remarks on the assumption (R1) for the reaction term.

- The condition (R1) has not been considered in the literature to the author’s knowledge. The condition requires some changes in the classical proof for the prototype porous medium equation $u_t = \Delta u^m$ in [7]. It is more general than what we would need in view of the application to the biofilm model (2) we have in mind.

- Conditions on the reaction terms for the porous medium equation that have been covered include the assumption

$$|f(\cdot, z)| \leq \varphi_1$$

for some non-negative function $\varphi_1 \in L^q(0, T; L^p(\Omega))$, see page 48 in [21], and the assumption

$$|f(\cdot, z)| \leq |u|^q \varphi_2,$$

for some non-negative function $\varphi_2$ such that $\varphi_2^q \in L^q(0, T; L^p(\Omega))$, see page 261 in [8]. In both cases $p$ and $q$ satisfy $\frac{1}{q} + \sum_{i=1}^N \frac{1}{q_i} = (0, 1)$.

- The condition (R1) is not covered by our previous work on the well-posedness of (1), see [13]. However, the condition that $f$ is bounded on $\Omega_T \times [0, 1]$ is included. In particular, the biofilm growth model (2) is covered by in both the well-posedness result and our current result on H"older continuity.

Remark 1.4. Let us discuss some additional observations regarding the hypothesis (H3).

- Without loss of generality, we may assume that $\varepsilon \leq 1 - \mu$ in (H3) so that the solution $u$ in Theorem 1.2 satisfies

$$c_1 u^{m-1} \leq \phi'(u) \leq c_2 u^{m-1}.$$  

Indeed, suppose $\varepsilon > 1 - \mu$ and observe that the function $\phi'$ satisfies $\phi' \leq M$ on $[\varepsilon, 1 - \mu]$ and $\phi' \geq \lambda$ on $[\varepsilon, 1]$. There certainly exist constants $d_1, d_2 > 0$ such that $d_1 z^{m-1} \leq \phi'(z) \leq d_2 z^{m-1}$ for all $z \in [\varepsilon, 1 - \mu]$. For instance, set $d_1 = M$ and $d_2 = \lambda/\varepsilon$. We pick new constants $\tilde{c}_1 = \min\{c_1, d_1\}$ and $\tilde{c}_2 = \min\{c_2, d_2\}$, which depend on $c_1, c_2, \varepsilon, M$ and $\lambda$. Now (H3) holds with $c_1, c_2$ and $\varepsilon$ replaced by $\tilde{c}_1, \tilde{c}_2$ and $1 - \mu$, respectively.
• We point out that the previous argument is the only place where \(\varepsilon, M\) and \(\lambda\) play a role in the proof of Theorem 1.2. We will always assume that \(\varepsilon \leq 1 - \mu\) in (H3) holds and we do not mention the dependency of the constants on \(\varepsilon, M\) and \(\lambda\) from now on. The symbols \(\varepsilon\) and \(\lambda\) are used again below in different contexts, which is justified by this remark.

• Observe that (H3) implies that
\[
c_1 z^m \leq m \phi(z) \leq c_2 z^m.
\]
This can be seen by integrating the estimate over \(z\), multiplying by \(m\) and observing that (H1) and (H2) imply \(\phi(0) = 0\).

Remark 1.5. It is important to point out that \(u(t) \in L^1(K)\) is well-defined for all \(t \in (0,T)\). Indeed, for any \(t_1, t_2 \in (0,T), t_1 < t_2\), we have that \(u \in W^{1,2}(t_1, t_2; H^{-1}(K)) \subset C([t_1, t_2]; H^{-1}(K))\). Therefore, \(u(t) \in L^1(K) \cap L^\infty(K) \subset L^2(K) \subset H^{-1}(K)\) is uniquely determined. Moreover, \(u \in L^\infty(t_1, t_2; L^1(K))\) with \(\|u(t)\|_{L^1(K)} \leq |K|\) for all \(t \in (0,T)\) due to \(0 \leq u < 1\).

Remark 1.6. Let us also comment on the use of the parabolic distance.

• In the literature, see [8] or [21], the intrinsic parabolic \(m\)-distance is introduced to quantify the dependency of the constants of Theorem 1.2 on the compact subset \(K \subset \Omega_T\) and \(\|u\|_{L^\infty(\Omega_T)}\). In our case, we know that \(0 \leq u \leq 1\), so the standard parabolic distance suffices.

• In the denominator of (6) we use \(d(K; \Gamma)\) instead of \(\text{dist}(K; \Gamma)\). This is due to the lower order term in the equation. To justify the estimates in the computations, we need to bound the size of the appropriate space-time cylinders. Without the reaction term, the full parabolic distance \(\text{dist}(K; \Gamma)\) can be used and a Liouville-type result can be deduced. However, this is not possible in our case.

Remark 1.7. We mention a few additional points concerning the condition that the solution has to be bounded away from 1.

• We can replace it by the requirement that the solution is locally bounded away from 1, that is, for every compact subset \(K \subset \Omega_T\) there exists a \(\mu\) such that \(u \leq 1 - \mu\) in \(K\). In this case, \(C\) and \(\alpha\) in Theorem 1.2 do depend on \(K\).

• The assumption is not restrictive and builds upon our earlier work [13]. There we showed that \(u \leq 1 - \mu\) provided that the initial data \(u_0\) satisfies \(u_0 \leq 1 - \theta\), where \(\mu\) depends on \(\theta\). This argument relies on the blow-up behaviour of \(\phi\) encoded in (H2) and on the domain being bounded and having a Lipschitz boundary. Now, the interior Hölder continuity of \(u\) only depends on the initial data \(u_0\) through \(\mu\).

• The assumption implies that the singularity of \(\phi\) in (H2) is not attained. Indeed, we assume that \(u \leq 1 - \mu\) so the behaviour of \(\phi\) in \((1 - \mu, 1]\) does not matter, and therefore we could remove (H2) provided that we impose that \(\phi' \geq \lambda > 0\) on \([\varepsilon, 1 - \mu]\) for some \(\lambda > 0\) and \(\phi(0) = 0\). Consequently, our result also holds for degenerate equations without a singularity such as the Porous-Fisher equation, see [18]. However, we aim to prove Hölder continuity for the solutions obtained in our earlier work on well-posedness, see [13], where (H2) is a key ingredient to obtain the bound \(u \leq 1 - \mu\). Moreover, (H2) plays a fundamental role to obtain the uniform bound \(u < 1\) and it is necessary to be able to formulate (1) as a Stefan problem of the form (4), since otherwise \(\phi\) might not be invertible. Therefore, we keep the hypothesis (H2).
We use the following notation throughout. Given $k \in \mathbb{R}$, we write
\[
[u < k] = \{(x, t) \in \Omega_T : u(x, t) < k\} \quad \text{and} \quad [u(t) < k] = \{x \in \Omega : u(x, t) < k\}
\]
for fixed $t \in (0, T)$ and we extend the notation for $\leq, >$ and $\geq$ in an obvious manner. Both sets are defined up to a subset of measure zero, the latter for all $t \in (0, T)$ by Remark 1.5, hence their measures are well-defined and their characteristic functions exist almost everywhere.

2 Geometry for the equation and proof of the main result

In this section we prove Theorem 1.2 based on an intermediary result called the De Giorgi-type Lemma, which we prove in Section 4. The outline of this section is as follows. First, we discuss the method of intrinsic scaling heuristically. Then, we rigorously define the intrinsic geometrical scaling tailored for our equation, where we introduce the necessary notation and assumptions concerning intrinsically scaled space-time cylinders. After this we state the De Giorgi-type Lemma. Next, we provide an iterative scheme where we consider a shrinking sequence of the cylinders and we show that the oscillation of the solution $u$ sequence of the cylinders and we show that the oscillation of $u$ in each cylinder decreases proportionally to its size using the De Giorgi-lemma iteratively. In the next step of the proof of Theorem 1.2 we consider the case where the De Giorgi-lemma cannot be applied. In this situation we can use classical estimates for non-degenerate equations. Finally, we combine both cases in one final Corollary, which we then use to prove Theorem 1.2.

Let us begin with a short informal discussion on intrinsic scaling. The proof of interior Hölder continuity for non-degenerate parabolic equations relies on estimates of the oscillation of the solution $u$ in a family of shrinking space-time cylinders $\{Q_n\}_{n=0}^\infty$, see [14]. These cylinders are roughly of the form $Q_n = B_{R_n}(x_0) \times (-R_n^2 + t_0, t_0)$ and their space-time scaling reflects the structure of the equation. For instance, the heat equation $u_t = \Delta u$ is scale invariant under coordinate transformations of the type $(x, t) \mapsto (\lambda x, \lambda^2 t)$, $\lambda \in \mathbb{R}$, that is, if $u$ is a solution of the equation then $u_\lambda$ given by $u_\lambda(x, t) = u(\lambda x, \lambda^2 t)$ is a solution as well. The method of shrinking cylinders with this parabolic scaling fails to hold for degenerate equations such as the porous medium equation $u_t = \Delta u^m$. However, we can rewrite this equation as
\[
\frac{1}{m} \frac{1}{u^{m-1}} (u^m)_t = \Delta u^m,
\]
which is a non-degenerate equation except for the factor $u^{1-m}$. Therefore, we should consider space-time cylinders of the form $Q_n = B_{R_n}(x_0) \times (-u^{1-m} R_n^2 + t_0, t_0)$ instead. These cylinders are defined in terms of the solution itself so we say that they are intrinsically scaled. The techniques for non-degenerate equations can be applied along this set of shrinking cylinders, since we now consider the equation in its own geometry. This method is only relevant if $u$ is small, because then the equation becomes degenerate. Consequently, the intrinsically scaled cylinders are stretched along the temporal axis to accommodate the degeneracy. Figure 1 highlights the difference in the types of scaling. Here, $u$ is a solution of (1) and we consider points $(x_0, t_0)$ and $(\tilde{x}_0, \tilde{t}_0)$. We pick $(x_0, t_0)$ near the degeneracy and $(\tilde{x}_0, \tilde{t}_0)$ away from the degeneracy. In the first case we use intrinsically scaled cylinders and in the latter case we use classically scaled cylinders.

Let us now provide the intrinsic scaling in a rigorous manner. First, assume that $u$ is a local solution of (1) that is bounded away from 1. Let $(x_0, t_0) \in \Omega_T$ and assume that $(x_0, t_0) = (0, 0)$ by translating the axes, where we note that only the reaction term $f$ is not
invariant under such a translation, but we only rely on global estimates of this term, hence the assumption is justified. Given $R_1, R_2 > 0$ we define the space-time cylinder

$$Q(R_1, R_2) = B_{R_1}(0) \times (-R_2, 0),$$

and given $\omega, R > 0$ we define the \textit{intrinsically scaled cylinder}

$$Q_\omega(R) := Q(R, \omega^{1-m} R^2).$$

For now we assume that

$$Q_\omega(R) \subseteq Q_\omega(2R) \subseteq \Omega_T. \quad (9)$$

We define $\mu_-, \mu_+ \in [0, 1 - \mu]$ and the essential oscillation of $u$ by

$$\mu_- := \text{ess inf}_{Q_\omega(R)} u, \quad \mu_+ := \text{ess sup}_{Q_\omega(R)} u, \quad \text{ess osc}_{Q_\omega(R)} u := \mu_+ - \mu_-.$$

We assume that

$$\text{ess osc}_{Q_\omega(R)} u \leq \omega, \quad (10)$$

so that $\omega$ can be viewed as (an upper bound of) the essential oscillation of $u$ in $Q_\omega(R)$. Further, we assume that

$$\mu_- \leq \frac{\omega}{4} \quad (11)$$

holds as well. Note that (11) implies that $\mu_+ \leq \omega + \mu_- \leq \frac{3}{2} \omega$.

Remark 2.1. Heuristically, (11) means that $u$ takes values close to 0 and this specific estimate gives us a means to quantify this in terms of the oscillation. We use it primarily to estimate
\( \mu_+ \) in terms of \( \omega \). If (11) does not hold, then \( u \) is bounded away from 0 in \( Q_\omega(R) \). In this case we are effectively dealing with a non-degenerate equation and we can invoke standard estimates, see the text below Proposition 2.5.

We use the notation

\[
Q_\nu^0(R) = Q \left( R, \frac{\nu_0}{2} \omega^{1-m} R^2 \right),
\]

for a given \( \nu_0 \in (0,1) \).

**Proposition 2.2** (De Giorgi-type Lemma). Assume that (H1), (H2), (H3) and (R1) are satisfied and let \( u \) be a local solution of (1) that is bounded away from 1. Then, there exist constants \( R_{\text{max}}, \nu_0 \in (0,1) \) and \( n_0 \in \mathbb{N} \) depending only on \( N, c_1, c_2, m, L \) and \( m_0 \) such that the following holds. If \( R \in (0, R_{\text{max}}) \) and \( \omega > 0 \) are such that (9), (10), (11) and

\[
\omega \geq R^\frac{m}{2},
\]

are satisfied, then we have the dichotomy:

(i) If

\[
\left| Q_\omega(R) \cap \left[ u < \mu_- + \frac{\omega}{2} \right] \right| < \nu_0 |Q_\omega(R)|,
\]

then \( u > \mu_- + \frac{\omega}{4} \) a.e. in \( Q_\omega(\frac{R}{2}) \).

(ii) If

\[
\left| Q_\omega(R) \cap \left[ u \geq \mu_- + \frac{\omega}{2} \right] \right| \leq (1 - \nu_0) |Q_\omega(R)|,
\]

then \( u < \mu_- + (1 - \frac{1}{\sqrt{m}}) \omega \) a.e. in \( Q_\omega(\frac{R}{2}) \).

Section 4 is dedicated to proving Proposition 2.2. The constants \( R_{\text{max}} \) and \( \nu_0 \) are defined explicitly by (35) and (34), respectively, in terms of \( N, c_1, c_2, m, L \) and \( m_0 \).

**Remark 2.3.** Comparing to previous results, see [21], we add condition (12) in Proposition 2.2. We also introduce \( R_{\text{max}} \) to ensure that \( R \) is small enough in a certain sense. Both are needed to derive suitable estimates for the reaction term in the proof of Proposition 2.2. This is necessary due to the assumption (R1), which differs from the standard assumptions.

**Remark 2.4.** Proposition 2.2 provides a way to quantitatively improve the oscillation of the solution in a smaller cylinder, a role which is played by the Harnack inequality in the analysis of the heat equation. Informally speaking, Proposition 2.2 states that if \( u \) mostly takes values in the upper half / lower half of \([\mu_-, \mu_+]\), then \( u \) is bounded away from \( \mu_- / \) from \( \mu_+ \), respectively, in a smaller cylinder.

Assume Proposition 2.2 is proven. We set

\[
\eta_0 = \max \left\{ \frac{3}{4}, 1 - 2^{n_0} \right\}.
\]

By noting that \( Q_\nu^0(\frac{R}{2}) \subset Q_\omega(R) \) we conclude

\[
\text{ess osc}_{Q_\nu^0(\frac{R}{2})} u \leq \begin{cases} 
\mu_+ - \mu_- - \frac{\omega}{4} & \text{if (13) holds,} \\
\mu_- - (1 - \frac{1}{\sqrt{m}}) \omega - \mu_- & \text{if (14) holds}
\end{cases}
\leq \eta_0 \omega
\]

for any \( R \in (0, R_{\text{max}}] \) and \( \omega > 0 \) satisfying (9), (10), (11) and (12). Estimate (16) is the key implication of Proposition 2.2; it shows that the oscillation of \( u \) is improved in a smaller cylinder.
We proceed with the proof of Theorem 1.2 by considering a decreasing sequence of numbers \( \{\omega_n\}_{n=0}^{\infty} \) and of shrinking intrinsically scaled space-time cylinders \( \{Q_n\}_{n=0}^{\infty} \) along which we can iteratively apply Proposition 2.2. It allows us to describe the oscillation of \( u \) in \( Q_n \), which is an essential ingredient to prove Hölder continuity. For the starting cylinder we assume that (9), (10) and (12) hold. Then, we show that (9), (10) and (12) are satisfied in each subsequent step of the iteration. Only (11) might fail to hold at some step, in which case we have to stop the iterative procedure. This leads to the split into two cases in the following proposition.

**Proposition 2.5** (The iterative scheme). Suppose \( R_0 \in (0, R_{\text{max}}] \) and \( \omega_0 > 0 \) such that (9), (10) and (12) hold (substituting \( R = R_0 \) and \( \omega = \omega_0 \)). Define sequences \( \{R_n\}_{n=1}^{\infty} \) and \( \{\omega_n\}_{n=1}^{\infty} \) recursively by

\[
R_{n+1} = a R_n, \quad \omega_{n+1} = \eta_0 \omega_n,
\]

where \( \eta_0 \) is given by (15) and

\[
a := \frac{1}{2} \sqrt{\frac{\nu_0}{\eta_0^{m}}} \tag{17}
\]

and define the cylinders \( Q_n = Q_{\omega_n}(R_n) \). Then at least one of the following statements holds.

(i) The estimate

\[
\text{ess osc}_{Q_{\omega_n}(R_n)} u \leq \omega_0 \left( \frac{R_n}{R_0} \right)^\alpha \tag{18}
\]

holds for all \( n \in \mathbb{N} \), where \( \alpha \in (0,1) \) is given by

\[
\alpha = \frac{\log(\eta_0)}{\log(a)}. \tag{19}
\]

(ii) There exists an integer \( n_* \in \mathbb{N} \) such that (18) holds for all \( n \leq n_* \) and the estimate

\[
\text{ess inf}_{Q_{\omega_{n_*}}} u \geq \frac{1}{4} \omega_{n_*} \tag{20}
\]

holds.

**Proof.** By assumption, \( \omega_0 \) and \( R_0 \) satisfy (9), (10) and (12). Suppose that \( \omega_0 \) and \( R_0 \) satisfy (11) as well, because otherwise case (ii) holds and there is nothing left to prove.

First, we show that (9), (10) and (12) hold for \( \omega_1 \) and \( R_1 \). Certainly \( R_1 \leq R_2 \) and we observe that

\[
\omega_1^{1-m} R_1^2 \leq (\eta_0 \omega_0)^{1-m} a^2 R_0^2 = \frac{\nu_0}{2} \eta_0^{m+1} \omega_0^{1-m} \left( \frac{R_0}{2} \right)^2 \leq \frac{\nu_0}{2} \eta_0^{m} \omega_0^{1-m} \left( \frac{R_0}{2} \right)^2,
\]

hence \( Q_1 \subseteq Q_{\omega_0}^{\omega_0} \left( \frac{R_0}{2} \right) \subseteq Q_0 \). Replacing \( R_0 \) and \( R_1 \) by \( 2R_0 \) and \( 2R_1 \) shows that \( Q_{\omega_1}(2R_1) \subseteq Q_{\omega_0}(2R_0) \) and therefore (9) holds. Additionally, by Proposition 2.2 we know that

\[
\text{ess osc}_{Q_{\omega_1}^{\omega_0} \left( \frac{R_0}{2} \right)} u \leq h \omega_0 \leq \omega_1, \tag{16}
\]

so \( \text{ess osc}_{Q_1} u \leq \omega_1 \), i.e. (10) holds. Finally, we compute that

\[
R_1 = \frac{1}{2} \sqrt{\frac{\nu_0}{2} \eta_0^{m} R_0} \leq \eta_0^{m} \omega_0 \leq \eta_0^{m} \omega_0^{m} = \omega_1^{m}.
\]
so (12) is valid for $\omega_1$ and $R_1$ as well.

We can continue the arguments recursively as long as (11) holds at each step, where we redefine

$$
\mu_\pm = \text{ess inf}_{Q_n} u
$$

at each step $n$. If this is the case, then we obtain the inclusions $Q_n \subset Q_{n-1} \subset \cdots \subset Q_0 \subset \Omega_T$ and the estimates $\text{ess osc}_{Q_n} u \leq \omega_n$ for each $n$ and it follows that

$$
\text{ess osc}_{Q_n} u \leq \omega_n = \eta_0^m \omega_0 = \omega_0 \left( \frac{R_n}{R_0} \right)^\alpha.
$$

Here, we used that $(R_n/R_0)^\alpha = a^{n \alpha} = \eta_0^m$. Indeed, $\alpha$ is given by (19), hence $a^{n \alpha} = \eta_0^m$. Moreover, $\alpha \in (0, 1)$ due to $\frac{3}{4} \leq \eta_0 \leq 1$ and $\frac{1}{2} \leq \frac{1}{2} \sqrt{m_0} \leq \frac{3}{4}$. This concludes case (i) and the first statement of case (ii).

Suppose that (11) fails to hold at step $n_* + 1$, then

$$
\text{ess inf}_{Q_{n_*}} u \geq \frac{1}{4} \omega_{n_*},
$$

i.e. case (ii) holds.

**Remark 2.6.** The factor $a$ given in (17) is proportional to $\eta_0^m$, which differs from the factor used for the porous medium equation, where it is proportional to $\eta_0^{m-1}$. This difference is due to the assumption (R1) on the reaction term. Indeed, we define $a$ by (17) to make sure (12) is satisfied in each step of the iterative scheme and condition (12) is introduced due to this growth assumption. We could have picked $a$ proportional to $\eta_0^{m-1}$ and checked whether (12) holds at each step, but (17) simplifies the arguments.

To obtain the appropriate estimates for the oscillation of $u$ in $Q_{n_*}$ in case (ii) of Proposition 2.5 we use known results for uniformly parabolic quasi-linear equations to replace the role of Proposition 2.2. This is possible, because (20) implies that $u$ is bounded away from 0 in $Q_{n_*}$, so (1) is a non-degenerate quasilinear parabolic equation in $Q_{n_*}$. First, we introduce a change of variables (stretching the space variable) to rewrite (1) as a uniformly parabolic equation whose ellipticity condition does not depend on $u$ (through $\mu_\pm$ or $\omega_{n_*}$). We set

$$
\tilde{x} = \frac{x}{\sigma^{1/2} \rho}, \quad \tilde{t} = \frac{t}{\sigma},
$$

where $\rho^2 := \mu_\pm^{-1}, \sigma := \mu_\pm^{m_0}$ and $\mu_\pm := \text{ess inf}_{Q_{n_*}} u \geq \frac{1}{4} \omega_{n_*}$ due to (20). We also write $u(\tilde{x}, \tilde{t}) = u(x, t) = u(\sigma^{1/2} \rho \tilde{x}, \sigma \tilde{t})$, $f(\tilde{x}, \tilde{t}, z) = f(x, t, z) = f(\sigma^{1/2} \rho \tilde{x}, \sigma \tilde{t}, z)$ and $R = \sigma^{-1/2} \rho^{-1} R$, so that the cylinder $Q(R_1, R_2)$ transforms into $Q(R_1, R_2) := B_{R_1} \times (-\sigma^{-1} R_{2}^{3/2}, 0)$

$$
B_{R_1} \times (-\rho^2 R_{2}^{3/2}, 0).
$$

Moreover, (1) transforms into $\sigma^{-1} \tilde{u}_\tilde{t} = \sigma^{-1} \rho^{-2} \Delta_x \phi(\tilde{u}) + \tilde{f}(\tilde{\cdot}, \tilde{u})$, which we multiply by $\sigma$ to obtain the equation

$$
\tilde{u}_\tilde{t} = \frac{1}{\rho^2} \Delta_x \phi(\tilde{u}) + \sigma \tilde{f}(\tilde{\cdot}, \tilde{u}).
$$

The uniformly parabolic equation (21) has an ellipticity condition that only depends on $c_1$, $c_2$ and $m$, because

$$
\frac{\phi'(\tilde{u})}{\rho^2} \geq c_1 \rho^{m_0-1} \rho^2 = c_1,
$$
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\[ \frac{d\theta}{dR} \leq 2e^{-1}\mu^{m-1}_{+}\leq 2e^{5m-1}\mu^{m-1}_{-}\rho^{2} = 5^{m-1}c_{2}, \]

where we used that \( \mu_{+} := \text{ess sup}_{Q_{R}} u \leq \omega_{n_{+}} + \mu_{-} \leq 5\mu_{-} \) due to (20). Moreover, the reaction term in (21) is uniformly bounded, because

\[ |\sigma f(\cdot, u)| \leq L\sigma \mu_{-}^{m_{0}} = L, \]

due to (R1). We can now apply known results on uniformly parabolic quasi-linear equations to (21). In particular, from [14], Lemma 7.4 of Chapter II, page 119, we obtain the following.

**Lemma 2.7.** Suppose statement (ii) of Proposition 2.5 holds. Then there exist constants \( \theta, \eta \in (0, 1) \) depending only on \( N, c_{1}, c_{2} \) and \( L \) such that for any \( R > 0 \) with

\[ Q^{\theta}(\bar{R}) := \bar{Q}(\bar{R}, \theta\bar{R}^{2}) \subseteq \bar{Q}_{n_{+}}, \]

at least one of the following estimates is valid: either

\[ \text{ess osc } \bar{u} \leq 2(1 - \eta)^{-1}\bar{R} \]  \hspace{1cm} (22)

or

\[ \text{ess osc } \bar{u} \leq \eta \text{ ess osc } \bar{u}. \]  \hspace{1cm} (23)

Moreover, \( \theta \) may be chosen arbitrarily small (in particular, \( \theta \leq 4^{1-m} \)).

**Remark 2.8.** Historically, the intrinsic scaling introduced in [7] was inspired by Lemma 2.7 and it leads to such a result for degenerate parabolic equations. Indeed, the De Giorgi-type Lemma and the subsequent estimate (16) provide the analogous result, where (16) and the negation of (12) correspond to (23) and (22), respectively.

We consider an iterative scheme for case (ii) of Proposition 2.5, where Lemma 2.7 replaces the role of Proposition 2.2. We take \( R_{0} \) and \( \omega_{0} \) as in Proposition 2.2 and we define decreasing sequences \( \{R_{k}\}_{k=1}^{\infty} \) and \( \{\omega_{k}\}_{k=1}^{\infty} \) recursively by

\[ R_{k+1} = \begin{cases} a R_{k} & \text{if } k < n_{+}, \\ \frac{1}{2} R_{k} & \text{if } k \geq n_{+}, \end{cases} \quad \omega_{k+1} = \begin{cases} \eta_{0} \omega_{k} & \text{if } k < n_{+}, \\ \eta \omega_{k} & \text{if } k \geq n_{+}, \end{cases} \]  \hspace{1cm} (24)

where \( a \) and \( \eta_{0} \) are given by (17) and (15), respectively. Recall that \( \rho^{2} = \mu^{m-1}_{-} \geq 4^{1-m}\omega^{m_{-}}_{n_{+}} \) due to (20), so

\[ Q_{n_{+}} = B_{\bar{R}_{n_{+}}} \times (-\omega_{n_{+}}^{1-m}\rho^{2}\bar{R}_{n_{+}}^{2}, 0) \supset B_{\bar{R}_{n_{+}}} \times (-4^{1-m}\bar{R}_{n_{+}}^{2}, 0) \supset \bar{Q}^{\theta}(\bar{R}_{n_{+}}), \]

where we assume that \( \theta \leq 4^{1-m} \). Therefore, if (23) holds for \( \bar{R}_{n_{+}} \), then

\[ \text{ess osc } \bar{u} \leq \eta_{0} \text{ ess osc } \bar{u} \leq \eta \omega_{n_{+}} = \omega_{n_{+}+1}. \]

If (22) holds for \( \bar{R}_{k}, k \geq n_{+} \), then

\[ \text{ess osc } \bar{u} \leq 2(1 + \eta^{-1})\bar{R}_{k} \leq \frac{8}{\sigma_{1/2}^{2}}(1 + \eta^{-1})\bar{R}_{k+1} \leq CR_{n_{+}}^{\frac{m-1+m_{a}}{2m}}\bar{R}_{k+1} \leq CR_{k+1}^{\frac{m-1+m_{a}}{2m}}, \]
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where we used that $\sigma^{1/2} \rho > 2^{-(m-1+m\alpha)} \omega_{\alpha}^{(m-1+m\alpha)/2} > 2^{-(m-1+m\alpha)} R^{m-1+m\alpha}/2m$ due to (20) and (12) and where we absorbed some factors into the constant $C$. Let us define $\bar{\alpha} = \min \{ -\log_4(\eta), 1 - \frac{m-1+m\alpha}{2m}, \alpha \}$ and update $\alpha = \bar{\alpha}$. Combining (22) and (23), for $k > n_*$ we now have

$$\text{ess osc } u \leq \max \{ CR_k^\alpha, \omega_k \} = \max \left\{ CR_k^\alpha, 4^{-(k-n_*)} a^{n_*} \omega_0 \right\} \leq \max \left\{ CR_k^\alpha, \omega_0 \left( \frac{R_k}{R_{n_*}} \right)^\alpha \left( \frac{R_{n_*}}{R_0} \right)^\alpha \right\} = C \left( \frac{R_k}{R_0} \right)^\alpha.$$  

Transforming $Q^\theta(\bar{R}_k)$ back to the original coordinates gives $Q(R_k, \tau\rho^{-2} R_k^2)$, which certainly contains $Q^\theta(\bar{R}_k)$. Therefore,

$$\text{ess osc } u \leq C(N, c_1, c_2, m, L, m_0) \left( \frac{R_k}{R_0} \right)^\alpha \quad (25)$$

for all $k > n_*$. Moreover, observe that $Q^\theta(R_k) \subset Q_{\omega_k}(R_k)$ for any $k \in \mathbb{N}$, so (18) implies that (25) is valid for all $k \in \mathbb{N}$.

We collect both cases of Proposition 2.5 and our conclusion (25) in the following result.

**Corollary 2.9.** Suppose $R \in (0, R_{\text{max}}]$ and $\omega > 0$ such that (9), (10) and (12) hold. Then at least one of the following estimates holds:

$$\text{ess osc } u \leq C(N, c_1, c_2, m, L, m_0) \omega \left( \frac{r}{R} \right)^\alpha \quad \text{for all } r \in [0, R], \quad (26)$$

$$\text{ess osc } u \leq C(N, c_1, c_2, m, L, m_0) \left( \frac{r}{R} \right)^\alpha \quad \text{for all } r \in [0, R], \quad (27)$$

where $\theta$ is given in Lemma 2.7 and $\alpha > 0$ depends on $N, c_1, c_2, m, L$ and $m_0$.

**Proof.** The statements hold trivially for $r = 0$, so assume $r > 0$. Set $R_0 = R, \omega_0 = \omega$, recall that $a$ and $\eta_0$ are defined in (17) and (15), respectively, and define $R_\alpha$ and $Q_\alpha$ as in Proposition 2.5. Next, let $r \in (0, R]$ and pick $n \in \mathbb{N}$ such that $R_{n+1} \leq r \leq R_n$. Note that $Q_\omega(r) \subset Q_n$, because $\omega \gtrless \omega_n$ and $r \leq R_n$, so $\omega^{1/m} r \leq \omega_1^{1/m} R_n$.

Suppose case (i) of Proposition 2.5 holds, then it follows that

$$\text{ess osc } u \leq \text{ess osc } u \leq \omega \left( \frac{R_n}{R} \right)^\alpha = a^{-\alpha} \omega \left( \frac{R_{n+1}}{R} \right)^\alpha \leq C \omega \left( \frac{r}{R} \right)^\alpha,$$

where $C = a^{-\alpha}$. Suppose case (ii) of Proposition 2.5 holds. Define $R_k$ and $\omega_k$ by (24). Pick $k \in \mathbb{N}$ such that $R_{k+1} \leq r < R_k$ and note that $Q^\theta(r) \subset Q^\theta(R_k)$. Then (25) implies

$$\text{ess osc } u \leq \text{ess osc } u \leq C \left( \frac{R_k}{R} \right)^\alpha \leq C \left( \frac{R_{k+1}}{R} \right)^\alpha \leq C \left( \frac{r}{R} \right)^\alpha,$$

where we absorbed the factor $\max \{ a^{-\alpha}, 4^\alpha \}$ into the constant $C$. \hfill \Box

Now we are in a position to prove the main result.

**Proof of Theorem 1.2.** Let $K \subset \Omega_T$ be compact and let $(x_0, t_0), (x_1, t_1) \in K$. Assume $t_0 \neq t_1$ and suppose, without loss of generality, that $t_0 > t_1$. Let $R > 0$ and consider the cylinder

$$Q = (x_0, t_0) + Q(R, R^2).$$
Let us pick 

$$2R = R_{\text{max}} \cdot d(K; \Gamma)$$

so that \( Q \subset (x_0, t_0) + Q(2R, (2R)^2) \subseteq \Omega_T \) and \( R \in (0, R_{\text{max}}] \). We consider the following two cases.

- Suppose \((x_1, t_1) \notin Q\), then

$$|x_0 - x_1| + |t_0 - t_1|^\frac{1}{2} \geq R,$$

hence

$$|u(x_0, t_0) - u(x_1, t_1)| \leq 2 \leq 2 \left( \frac{|x_0 - x_1| + |t_0 - t_1|^\frac{1}{2}}{R} \right) \leq 2 \left( \frac{|x_0 - x_1| + |t_0 - t_1|^\frac{1}{2}}{R} \right)^\alpha,$$

$$\leq C \left( \frac{|x_0 - x_1| + |t_0 - t_1|^\frac{1}{2}}{d(K; \Gamma)} \right)^\alpha,$$

where \( C = 2/R_{\text{max}} \).

- Suppose \((x_1, t_1) \in Q\). Set \( \omega = 1 \), then, by the choice of \( R \), (9) is satisfied for the cylinder \((x_0, t_0) + Q_\omega(R) = Q\). Moreover, (10) and (12) hold trivially, so the hypotheses of Corollary 2.9 are satisfied. Suppose (26) holds. Define \( r \in (0, R] \) by

$$r = \max \left\{ |x_0 - x_1|, |t_0 - t_1|^\frac{1}{2} \right\},$$

then \((x_1, t_1) \in (x_0, t_0) + Q_\omega(r) \subseteq Q \) and (26) implies that

$$\left| u(x_0, t_0) - u(x_1, t_1) \right| \leq \text{ess osc} \ u \leq C \left( \frac{r}{R} \right)^\alpha \leq C \left( \frac{|x_0 - x_1| + |t_0 - t_1|^\frac{1}{2}}{d(K; \Gamma)} \right)^\alpha.$$

Suppose (27) holds. If \((x_1, t_1) \notin Q^\theta(R)\), then

$$|x_0 - x_1| + \theta^{-\frac{1}{2}}|t_0 - t_1|^\frac{1}{2} \geq R,$$

hence, as before,

$$|u(x_0, t_0) - u(x_1, t_1)| \leq 2 \leq 2 \left( \frac{|x_0 - x_1| + \theta^{-\frac{1}{2}}|t_0 - t_1|^\frac{1}{2}}{R} \right) \leq 2 \theta^{-\frac{1}{2}} \left( \frac{|x_0 - x_1| + |t_0 - t_1|^\frac{1}{2}}{d(K; \Gamma)} \right)^\alpha.$$

Suppose \((x_1, t_1) \in Q^\theta(R)\) and define \( r \in (0, R] \) by

$$r = \max \left\{ |x_0 - x_1|, \theta^{-\frac{1}{2}}|t_0 - t_1|^\frac{1}{2} \right\},$$

then \((x_1, t_1) \in (x_0, t_0) + Q^\theta(r) \subseteq Q \) and (27) implies

$$\left| u(x_0, t_0) - u(x_1, t_1) \right| \leq \text{ess osc} \ u \leq C \left( \frac{r}{R} \right)^\alpha \leq C \left( \frac{|x_0 - x_1| + |t_0 - t_1|^\frac{1}{2}}{d(K; \Gamma)} \right)^\alpha,$$

where we absorbed \( \theta^{-\frac{1}{2}} \) into \( C \).

Finally, suppose \( t_0 = t_1 \). Pick any compact set \( K' \supset K \) such that \( d(K'; \Gamma) \geq \frac{1}{2}d(K; \Gamma) \) and such that \( \{x_0, x_1\} \times [t_0, t_0 + \tau] \subseteq K' \) for some \( \tau > 0 \). Pick a sequence \( \{\tau_n\}_{n=1}^\infty \) in \((t_0, t_0 + \tau] \) with \( \tau_n \to t_0 \). Theorem 1.2 holds for each pair \((x, t)\) and \((y, s)\), \( t \neq s \), in the compact set \( K' \), hence \( \lim_{n \to \infty} u(x_i, \tau_n) = u(x_i, t_0) \), \( i = 0, 1 \). In the limit \( n \to \infty \) we obtain (6) for \((x_0, t_0), (x_1, t_0) \in K \), where we absorbed the factor \( 2^\alpha \) into \( C \).

3 Interior integral estimates and technical lemma’s

In this section we show auxiliary lemma’s and discuss known technical results we use in the proof of Proposition 2.2 in Section 4. First, we prove a chain rule for the time derivative satisfied by any solution of (1) in the sense of Definition 1.1. Next, we show two interior energy estimates and an interior logarithmic estimate involving truncations of the solution, where we use the aforementioned chain rule. Finally, we discuss an additional functional space with a related estimate, a Poincaré type inequality incorporating truncated functions and a technical lemma on the convergence of certain sequences.

3.1 Chain rule

We prove a chain rule for the term involving the time derivative in (1). The method we use is similar to the one used to prove Proposition 3.10 in [13]. In the cited reference the initial data provides a key bound to pass to the limit, but here we can use the bound $u < 1$ instead.

In this subsection we work with the original equation (1), i.e. we have not performed the translation of the axes mentioned in the third paragraph of Section 2.

Lemma 3.1 (Chain rule). Let $u : \Omega_T \to [0,1)$ be a measurable function such that $u \in W_{\text{loc}}^{1,2}(0,T;H^{-1}(K))$ and $\phi(u) \in L^2_{\text{loc}}(0,T;H^1(K))$ for any compact subset $K \subset \Omega$. Suppose $\psi : [0,\infty) \to \mathbb{R}$ is a continuous piece-wise continuously differentiable function with bounded derivative and let $\zeta \in C_0^\infty(\Omega \times \mathbb{R})$ be non-negative. Then the mapping $t \mapsto \langle \Psi(u(t)), \zeta^2(t) \rangle$ is absolutely continuous on any compact subinterval of $(0,T)$ with

$$ \frac{d}{dt} \langle \Psi(u), \zeta^2 \rangle = \langle u_t, \psi(\phi(u))\zeta^2 \rangle + 2 \langle \psi(u), \zeta \zeta_t \rangle $$

a.e. in $(0,T)$, where $\Psi(z) := \int_z^1 \psi(\phi(z))dz$, for some $l \in [0,1]$.

Proof. Without loss of generality we may assume that $\psi(0) = 0$, since the statement in linear with respect to $\psi$. Indeed, first suppose $\psi = c$ for some constant $c$, then $\Psi(u) = c(u - l)$ and Lemma 3.1 is clearly valid. In general, if $\psi(0) = c$, then define $\psi_0 := \psi - c$, which satisfies $\psi_0(0) = 0$. If we prove the proposition for $\psi_0$, then adding the constant function $c$ to $\psi_0$ shows that the result holds for $\psi$ as well.

First, suppose $\Psi$ is convex, i.e. $\psi$ is non-decreasing, then one readily checks that

$$ \psi(\phi(z_2))(z_1 - z_2) \leq \Psi(z_1) - \Psi(z_2) \leq \psi(\phi(z_1))(z_1 - z_2) \quad (28) $$

for all $z_1, z_2 \in [0,1)$. In particular, for $z_2 = 0$ we have that $0 \leq \Psi(z) \leq \psi(\phi(z))z$ for any $z \in [0,1)$. Moreover, $\psi'$ is bounded, so $\psi(\phi(u)) \in L^2_{\text{loc}}(0,T;H^1_{\text{loc}}(\Omega))$ and therefore $\Psi(u) \in L^2_{\text{loc}}(\Omega_T)$.

Let $[t_1, t_2] \subset (0,T)$ be a compact subinterval. Given $0 < h < t$, let $u^h$ denote the backward Steklov average, that is, using the Bochner integral we define

$$ u^h(t) := \frac{1}{h} \int_{t-h}^t u(s)ds \quad \text{for } t \in [t_1, t_2]. $$

From known results on Steklov averaging, see the Appendix in [13], we have $u^h \to u$ in $H^1(t_1, t_2;H^{-1}(K))$ as $h \to 0$ and $u^h \in H^1(t_1, t_2; L^2(K))$ with $\partial_t u^h(t) = \frac{1}{h}(u(t) - u(t-h))$, for any compact subset $K \subset \Omega$. Using the first estimate of (28) and then the second estimate
we obtain
\[
\langle \partial_t u^h(t), \psi(\phi(u(t))) \zeta^2(t) \rangle = \frac{1}{h} \langle u(t) - u(t - h), \psi(\phi(u(t))) \zeta^2(t) \rangle \\
\geq \frac{1}{h} \langle \Psi^* (u(t)) - \Psi^* (u(t - h)), \zeta^2(t) \rangle \\
= \langle \partial_t [\Psi^* (u(t))]^h, \zeta^2(t) \rangle \\
\geq \langle \partial_t u^h(t), \psi(\phi(u(t) - h))) \zeta^2(t) \rangle.
\]

We also note that \( \langle \partial_t [\Psi^* (u)]^h(t), \zeta^2(t) \rangle = \frac{d^2}{dt^2}(\langle [\Psi^* (u)]^h(t), \zeta^2(t) \rangle - 2\langle [\Psi^* (u)]^h(t), [\zeta \zeta] (t) \rangle) \) by the product rule for the weak derivative in Bochner spaces. Integrate the estimates above over \( t \in [t_1, t_2] \) and observe that the left- and right-hand side converge to \( \int_{t_1}^{t_2} (u_t, \psi(\phi(u))) \zeta^2 \) as \( h \to 0 \), since \( \psi(\phi(u)) \zeta^2 \in L^2(t_1, t_2; H^1(\Omega)) \) and
\[
\int_{t_1}^{t_2} \| \psi(\phi(u(t - h))) \zeta^2(t) - \psi(\phi(u(t))) \zeta^2(t) \|_{H^1(\Omega)} dt \to 0
\]
as \( h \to 0 \). It follows that
\[
\left[ [\Psi^* (u(t)), \zeta^2(t)] \right]_{t_1}^{t_2} = \int_{t_1}^{t_2} \left( \langle \partial_t u, \psi(\phi(u)) \rangle \zeta^2 \right) - 2 \langle [\Psi^* (u)], [\zeta \zeta] \rangle,
\]
where we used that \([\Psi^* (u)]^h \to \Psi^* (u)\) in \( L^2_{\text{loc}}(\Omega_T) \) as \( h \to 0 \). This proves Lemma 3.1 provided that \( \Psi \) is convex.

Finally, suppose \( \Psi \) is not convex. Then, define \( \theta(\zeta) = \int_0^\zeta (\Psi')_+ \) and \( \Psi_0(\zeta) = \int_0^\zeta \theta \) for \( \zeta \in \mathbb{R} \), then \( \Psi''_0 = (\Psi'')_+ \geq 0 \) and \( [\Psi + \Psi_0]' = (\Psi'')_+ \geq 0 \), so both functions are convex. Clearly \( \Psi_0 \) has the same regularity as \( \Psi \) and \( \Psi_0(0) = 0 \), so \( \Psi_0 \) satisfies the hypotheses. It follows that we can apply the previous arguments to \( \Psi_0 \) and \( \Psi + \Psi_0 \). Observe that the statements of Lemma 3.1 are linear with respect to \( \Psi \) to complete the proof.

\[
3.2 \text{ Interior integral estimates}
\]

In this subsection we show that local solutions of (1) satisfy three interior integral estimates. Our arguments rely on the chain rule proved in Lemma 3.1.

Let \( u \) be a local solution of (1), let \((x_0, t_0) \in \Omega_T \) and perform the translation of the axes mentioned in the third paragraph of Section 2 to set \( (x_0, t_0) = 0 \). We assume that \( \omega > 0 \) and \( R \in (0, 1] \) such that (9) holds. Further, we use the following notation:
\[
l_0 := -\omega^{m-1} R^2, \quad u(+) := \max \{ u, l \} \quad \text{and} \quad u(+) := \min \{ u, l \},
\]
given \( l \in \mathbb{R} \). We also write \( u_+ := \max \{ u, 0 \} \) and \( u_+ := (-u)_+ \). From now on \( \zeta \) will always denote a cut-off function, so in particular
\[
0 \leq \zeta \leq 1.
\]

Observe that for \( l > 0 \) we have that \( u(l) \in L^2_{\text{loc}}(0, T; H^1_{\text{loc}}(\Omega)) \). Indeed, \( u(l) = \beta(\phi(u(l))) \), where \( \beta := \phi^{-1} \), and \( \beta \) restricted to \([\phi(l), \infty) \) is a continuously differentiable function with a bounded derivative. By the same argument, \((u - l)_+ \in L^2_{\text{loc}}(0, T; H^1_{\text{loc}}(\Omega)) \).
Proposition 3.2 (Interior energy estimate - lower truncation). Let $k \geq l > 0$ and $\zeta \in C_c^\infty(B_R \times (\bar{t}_0, \infty))$. Then we have estimate

$$
\| (u(t) - k)_- \zeta \|_{L^\infty(\bar{t}_0, 0; L^2(B_R)))} + c_1 l^{m-1} \| \nabla (u(t) - k)_- \zeta \|_{L^2(\mathcal{Q}_l(R))}
\leq C \left( (k - l)(k + l) \int_{\mathcal{Q}_l(R)} |\zeta_t| \chi_{[u < k]} + c_2 (k - l)^2 l^{m-1} \int_{\mathcal{Q}_l(R)} |\nabla \zeta|^2 \chi_{[u < k]} \right)
\leq (k - l)(k + l) \int_{\mathcal{Q}_l(R)} |\zeta_t| \chi_{[u < k]} + c_2 (k - l)^2 l^{m-1} \int_{\mathcal{Q}_l(R)} |\nabla \zeta|^2 \chi_{[u < k]}.
$$

for some constant $C \geq 0$.

Remark 3.3. The second term in the estimate is written ambiguously in view of the placement of $\zeta$; it could either mean the norm of $(\nabla (u(t) - k)_- \zeta$ or $\nabla ((u(t) - k)_- \zeta$. This is on purpose, since the estimate holds for both interpretations. Indeed, the second case yields the extra term $c_1 l^{m-1} \| (u(t) - k)_- \zeta \|_{L^2(\mathcal{Q}_l(R))}$, which is estimated by $c_2 (k - l)^2 l^{m-1} \int_{\mathcal{Q}_l(R)} |\nabla \zeta|^2 \chi_{[u < k]}$. Therefore it can be absorbed by the second term on the right-hand side.

Proof. We may assume without loss of generality that $l \leq \mu_+$, because otherwise $(u(t) - k)_-$ vanishes and the estimate certainly holds. We may also assume that $k \leq \mu_+$, because the left-hand side of the estimate does not change if $k > \mu_+$ compared to $k = \mu_+$ while the right-hand side increases.

Observe that

$$
\eta = -(u(t) - k)_- \zeta
$$

is an admissible test function in (5). Indeed, define $\psi : [0, \infty) \to \mathbb{R}$ by

$$
\psi(v) = - (\max \{ \beta(v), l \} - k)_-
$$

and observe that $\beta := \phi^{-1}$ is continuous on $[0, \infty)$ and $C^1$-regular on $(0, \infty)$. We conclude that $\psi$ is continuous and piece-wise $C^1$-regular on $(0, \infty)$ and $\psi'$ is bounded, which implies that $-(u(t) - k)_- = \psi(\phi(u))$ is in $L^2_{\text{loc}}(0, T; H^1_{\text{loc}}(\Omega))$. Applying (5) to this test function and integrating over $t \in [\bar{t}_0, \tau]$ for some fixed $\tau \in [\bar{t}_0, 0]$ gives

$$
\int_{\bar{t}_0}^\tau \left[ - (u(t), (u(t) - k)_- \zeta^2) - \langle \nabla \phi(u), \nabla ((u(t) - k)_- \zeta^2) \rangle \right] = - \int_{\bar{t}_0}^\tau \langle f(\cdot, u), (u(t) - k)_- \zeta^2 \rangle.
$$

(29)

We study each of the three terms in (29) separately.

For the first term we apply Lemma 3.1, where we observe that

$$
\Psi^*(z) = - \int_{l}^{z} (\max \{ \zeta, l \} - k)_- d\zeta =\begin{cases} 
(k - l)(l - z) & \text{if } 0 \leq z < l, \\
\frac{1}{2}(z - k)^2 - \frac{1}{2}(k - l)^2 & \text{if } z \geq l.
\end{cases}
$$
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and we note that $\zeta(t_0) = 0$, to obtain

$$- \int_{t_0}^{\tau} \langle u_t, (u_t - k) - \zeta \rangle = \langle \Psi'(u(\tau)), \zeta^2(\tau) \rangle - 2 \int_{t_0}^{\tau} \langle \Psi'(u), \zeta \zeta \rangle$$

$$= \frac{1}{2} \langle (u_t - k)^2(\tau), \zeta^2(\tau) \rangle - \int_{t_0}^{\tau} \langle (u_t - k)^2, \zeta \zeta \rangle$$

$$+ (k - l) \langle (u(\tau) - l)^2, \zeta^2(\tau) \rangle - 2(k - l) \int_{t_0}^{\tau} \langle (u - l), \zeta \zeta \rangle$$

$$- \frac{1}{2} (k - l)^2 \langle \zeta^2(\tau) \rangle + \int_{t_0}^{\tau} \langle (k - l)^2, \zeta \zeta \rangle.$$

The third term is non-negative and the last two terms cancel. Furthermore, we estimate the second and fourth term using $(u_t - k)^2 \zeta \geq -(k - l)^2 \zeta l |_{u < k}$ and $-2(k - l)(u - l) \zeta \zeta \geq -2l(k - l)\zeta l |_{u < k}$ to obtain the lower bound

$$- \int_{t_0}^{\tau} \langle u_t, (u_t - k) - \zeta \rangle \geq \frac{1}{2} \langle (u_t - k)^2(\tau), \zeta^2(\tau) \rangle - (k - l)(k + l) \int_{t_0}^{\tau} \langle \zeta, l |_{u < k} \rangle. \quad (30)$$

For the second term in (29) we compute

$$- \langle \nabla \phi(u), \nabla (u_t - k) - \zeta^2 \rangle \left\{ \chi |_{u \geq l} + \chi |_{u < l} \right\}$$

$$= \langle \phi'(u) \nabla (u_t - k), \zeta^2 \rangle + \langle \phi'(u)(u_t - k), \nabla (u_t - k) - \nabla \zeta^2 \rangle$$

$$- (k - l) \langle \nabla \phi(u), \nabla \zeta^2 \rangle$$

$$\geq \frac{1}{2} \langle \phi'(u) \nabla (u_t - k), \zeta^2 \rangle - 2 \langle \phi'(u)(u_t - k)^2 - \zeta, |\nabla \zeta|^2 \chi |_{u < k} \rangle$$

$$+ (k - l) \langle \phi(u), \Delta \zeta \rangle$$

$$\text{a.e. in } (t_0, \tau),$$

where we used Young’s inequality to estimate the second term from below and absorbed one of the resulting terms in the first term. Further, we applied integration by parts in space / the definition of the weak derivative to the last term. Next, we compute

$$\Delta \zeta^2 = 2 |\nabla \zeta|^2 + 2 \zeta \Delta \zeta,$$

of which the first term is non-negative, so we find the lower bound

$$- \langle \nabla \phi(u), \nabla (u_t - k) - \zeta^2 \rangle$$

$$\geq \frac{1}{2} \langle \phi'(u) \nabla (u_t - k), \zeta^2 \rangle - 2 \langle \phi'(u)(u_t - k)^2, |\nabla \zeta|^2 \chi |_{u < k} \rangle$$

$$- 2(k - l) \langle \phi(u), \Delta \zeta \rangle$$

$$\geq \frac{1}{2} \langle \phi'(u) \nabla (u_t - k), \zeta^2 \rangle - 2 \langle \phi'(u)(u_t - k)^2, |\nabla \zeta|^2 \chi |_{u < k} \rangle$$

$$- 2 \langle \phi(u), \Delta \zeta \rangle$$

$$\text{a.e. in } (t_0, \tau).$$

For the last term we simply recall that $f$ satisfies (R1), so we obtain

$$- \int_{t_0}^{\tau} \langle f(\cdot, u), (u_t - k) - \zeta \rangle \leq L l^{-m} \int_{t_0}^{\tau} \langle (u_t - k), \zeta \rangle \leq L l^{-m} (k - l) \int_{Q_T} \chi_{|u < k|}$$
where \( Q_\tau := B_R \times (t_0, \tau) \). Combining the three estimates and taking the support of \( \zeta \) into account yields

\[
\int_{B_R \times \{t\}} (u(t) - k)^2 \zeta^2 + c_1l^{m-1}\|\nabla (u(t) - k)\|^2_{L^2(Q_\tau)} \\
\leq C(k - l)(k + l) \int_{Q_\tau} |\zeta_t| \chi_{[u < k]} + Cc_2(k - l)^2k^{m-1} \int_{Q_\tau} |\nabla \zeta|^2 \chi_{[l < u < k]} \\
+ C\frac{c_2}{m}(k-l)l^m \int_{Q_\tau} |\Delta \zeta| \chi_{[u < l]} + C L t^{-m_0}(k - l) \int_{Q_\tau} \chi_{[u < k]}.
\]

Taking the supremum over \( \tau \in [-t_0, 0] \) yields an estimate for the first term on the left-hand side, where we estimate the right-hand side uniformly with respect to \( \tau \) by taking integrals over the larger domain \( Q_\tau(R) \) instead, i.e., we put \( \tau = 0 \). Moreover, putting \( \tau = 0 \) we obtain the same bound for the second term on the left-hand side. Adding the two inequalities and absorbing a factor 2 into \( C \) yields the desired estimate. \( \square \)

Recall that \( \mu_+ := \text{ess sup}_{Q_\tau(R)} u \).

**Proposition 3.4** (Interior energy estimate - upper truncation). Suppose \( k > 0 \) and \( \zeta \in C^\infty_c (B_R \times (t_0, \infty)) \). Then we have estimate

\[
\| (u - k)_+ \zeta \|^2_{L^\infty((t_0, \tau), L^2(B_R))} + c_1k^{m-1}\|\nabla (u - k)_+ \zeta \|^2_{L^2(Q_\tau(R))} \\
\leq C((\mu_+ - k)^2 \int_{Q_\tau(R)} |\zeta_t| \chi_{[u > k]} + c_2(\mu_+ - k)^2\mu_+^{m-1} \int_{Q_\tau(R)} |\nabla \zeta|^2 \chi_{[u > k]} \\
+ Lk^{-m_0}(\mu_+ - k) \int_{Q_\tau(R)} \chi_{[u > k]})
\]

for some constant \( C \geq 0 \).

**Remark 3.5.** An analogous statement as in Remark 3.3 holds, that is, the estimate holds for both interpretations of \( \nabla (u - k)_+ \zeta \).

**Proof.** Without loss of generality we may assume that \( k < \mu_+ \), because \( (u - k)_+ \zeta \) vanishes otherwise and the estimate then certainly holds.

Observe that

\[
\eta = (u - k)_+ \zeta^2
\]

is an admissible test function in (5) by similar arguments as for the test function in the proof of Proposition 3.2, where we now put

\[
\psi(v) = (\beta(v) - k)_+, \quad \text{for} \ v \geq 0.
\]

Again, \( \psi \) is continuous and piece-wise \( C^1 \)-regular on \([0, \infty)\) and \( \psi' \) is bounded. We apply (5) to this test function, which we integrate over \( t \in [t_0, \tau] \) for some fixed \( \tau \in [t_0, 0] \). We study each of the three terms in the resulting identity separately.

For the first term we apply Lemma 3.1, where we first observe that

\[
\Psi^* (z) = \int_k^z (\bar{z} - k)_+ d\bar{z} = \frac{1}{2}(z - k)_+^2
\]

and recall that \( \zeta'(t_0) = 0 \), to obtain

\[
\int_{t_0}^\tau (u, (u - k)_+ \zeta^2) = \frac{1}{2} \left\langle (u(\tau) - k)_+^2, \zeta^2 \right\rangle - \int_{t_0}^\tau \left\langle (u - k)_+^2, \zeta \right\rangle.
\]
For the second term we use Young’s inequality to obtain
\[
\int_{t_0}^T \langle \nabla \phi(u), (u - k)_+ \rangle \geq \int_{t_0}^T \langle \nabla \phi(u), (\nabla (u - k)_+) \zeta^2 \rangle + (u - k)_+ \nabla \zeta^2 \rceil_{Q_r}
\]
\[
\geq \frac{1}{2} \phi'(k) \int_{Q_r} \nabla (u - k)_+ \zeta^2 - 2 \phi'(\mu) \int_{Q_r} (u - k)_+ \nabla \zeta^2,
\]
where \(Q_r := B_R \times (t_0, \tau)\). We use (7) to estimate \(\phi'(k) \geq c_1 k^{m-1}\) and \(\phi'(\mu) \leq c_2 \mu^{m-1}\).

For the last term we note that \(f\) satisfies (R1), hence as in the proof of Proposition 3.2 we have the upper bound
\[
\int_{t_0}^T \langle f(\cdot, u), (u - k)_+ \rangle \leq L k^{-m_0} \int_{Q_r} (u - k)_+ \leq L k^{-m_0} (\mu_+ - k) \int_{Q_r} \chi_{[u > k]}.
\]
Combining the three estimates and taking the supremum over \(\tau \in [t_0, 0]\) as in the final step in the proof of Proposition 3.2 shows that the desired estimate holds.

Recall that \(\mu_+ := \text{ess sup}_{Q_R} u, \mu_- := \text{ess inf}_{Q_R} u\) and assume \(\omega \geq \mu_+ - \mu_+\).

**Proposition 3.6** (Interior logarithmic estimate). Let \(k, l \in \mathbb{N}, l > k, \) let \(\tau, t \in [t_0, \tau], \tau \leq t\) and let \(\zeta \in C^\infty_0(B_R)\). Then
\[
(l - k - 1)^2 \int_{B_R \times (\tau)} \frac{\zeta^2 \chi_{[u > \mu_+ + \omega - \frac{\zeta R}{\omega^m}]} + C \omega^{m-1} \frac{R^2}{\omega^m} \int_{B_R} |\nabla \zeta|^2}{\omega^m} + C \frac{1}{2} \int_{B_R} \nabla \zeta^2}
\]
for some constant \(C \geq 0\).

**Proof.** Consider the function \(\varphi : [0, \mu_+] \to [0, \infty)\) given by
\[
\varphi(z) = \log^+ \left( \frac{\omega + \omega_+}{\omega_+ - (\mu_+ + \omega - \frac{2}{\omega^m})} \right)
\]
\[
= \begin{cases} 
\log \left( \frac{\omega + \omega_+}{\mu_+ + \omega - z + \omega} \right) & \text{if } z \geq \mu_+ + \omega - \frac{\omega}{\omega^m} + \frac{\omega_+}{\omega^m}.
\end{cases}
\]

Note that \(\varphi\) is a continuous, piece-wise smooth function with bounded derivative. We compute
\[
\varphi'(z) = \frac{1}{\mu_+ + \omega - z + \frac{\omega_+}{\omega^m}}, \quad \varphi''(z) = \frac{1}{(\mu_+ + \omega - z + \frac{\omega_+}{\omega^m})^2} = (\varphi'(z))^2
\]
for all \(z \geq \mu_+ + \omega - \frac{\omega}{\omega^m} + \frac{\omega_+}{\omega^m}\), so
\[
(\varphi')'' = 2(\varphi')^2 + \varphi'' = 2(1 + \varphi)(\varphi')^2.
\]

We use the function \(\varphi\) to define the test function
\[
\eta = (\varphi')^2(u) \zeta^2,
\]
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where we used Young's inequality to obtain the second estimate.

\[ \psi(u) := (\varphi^2)' \left( \min \{ \beta(u), \mu_+ \} \right), \]

is a continuous, piece-wise \( C^1 \)-regular function with bounded derivative. In particular,

\[ \nabla \psi(\phi(u)) = (\varphi^2)''(u)\nabla(u - \frac{u}{2}) = 2(1 + \varphi(u))\varphi'(u)^2\nabla(u - \frac{u}{2}). \quad (32) \]

We apply (5) to this test function and integrate over \([\tau, t]\) which is admissible in (5), because \(u\) is a continuous, piece-wise \( C \)-regular function with bounded derivative. In particular,

\[ \Phi = 0, \quad \Phi = 0, \quad \Phi = 0, \quad \Phi = 0. \]

We study each of the three terms separately. To simplify the notation, we write

\[ \hat{B}_R \]

For the last term we simply recall (R1) to obtain estimate

\[ -2 \int_t^T \langle \phi'(u) \varphi, |\nabla \zeta|^2 \rangle \geq -2c_2 \mu_+^{m-1} \int_t^T \langle \phi, |\nabla \zeta|^2 \rangle, \]

where we used Young's inequality to obtain the second estimate.

For the last term we simply recall (R1) to obtain estimate

\[ \int_t^T \langle f(\cdot, u), (\varphi^2)' \zeta^2 \rangle \leq 2L \left( \frac{\omega}{2} \right)^{-m_0} \int_t^T \langle \varphi \varphi', \zeta^2 \rangle, \]

where we used that \( u \geq \frac{u}{2} \) in the support of \( \varphi \).

Combining the three estimates, we have that

\[ \int_{B_R} \varphi^2(u(\tau)) \zeta^2 \leq \int_{B_R} \varphi^2(u(t)) \zeta^2 + 2c_2 \mu_+^{m-1} \int_{Q_t} \varphi(u) |\nabla \zeta|^2 + 2L \mu_-^{m-1} \int_{Q_t} \varphi(u) \varphi'(u) \zeta^2, \]
where \( Q^T := B_R \times (t, \tau) \). Note that \( \varphi \) and \( \varphi' \) are a non-decreasing functions, so evaluating at \( \mu_+ \) we find the upper bounds

\[
\varphi(u) \leq \log \left( \frac{\omega - (\mu_+ - \mu_-)}{\omega + \frac{\mu_+ - \mu_-}{2}} \right) \leq \log \left( \frac{\mu_+ - \mu_-}{2\omega} \right) = (l - k) \log 2,
\]

\[
\varphi'(u) \leq \frac{1}{\omega - (\mu_+ - \mu_-) + \frac{\mu_+ - \mu_-}{2}} \leq \frac{2}{\omega}.
\]

Similarly, on the set \( B_R \cap [u > \mu_+ + \omega] \) the function \( \varphi(u) \) has the lower bound

\[
\varphi(\mu_+ + \omega - \frac{\mu_+ - \mu_-}{2}) = \log \left( \frac{\mu_+ - \mu_-}{2\omega} + \frac{\mu_+ - \mu_-}{2} \right) = \log \left( \frac{1}{2} \right) = (l - k - 1) \log 2.
\]

Substituting these estimates into the inequality and dividing both sides by \((\log(2))^2\), we obtain

\[
(l - k - 1)^2 \int_{B_R \times (\tau)} \zeta^2 \chi_{[u > \mu_+ + \omega - \frac{\mu_+ - \mu_-}{2}]} \leq L \left( \frac{\omega}{2} \right)^{(-m_0 - (l - k) \frac{2}{\omega})} \left| Q^T \right|.
\]

Finally, note that \(|Q^T| \leq \frac{R^2}{\omega - \omega} |B_R| \) and substitute this in the last two terms.

\[ \square \]

### 3.3 Embeddings of parabolic spaces and technical lemma’s

We recall the definition of the functional spaces that we will use in the sequel.

**Definition 3.7** (Parabolic spaces). The Banach spaces \( V_2^2(\Omega_T) \) and \( V_0^2(\Omega_T) \) are given by

\[
V_2^2(\Omega_T) = L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; H^1(\Omega)),
\]

\[
V_0^2(\Omega_T) = L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; H^1_0(\Omega)).
\]

Both spaces are equipped with the norm

\[
\|w\|_{V_2^2(\Omega_T)} = \text{ess sup}_{0 \leq t \leq T} \|w(t)\|_{L^2(\Omega)} + \|\nabla w\|_{L^2(\Omega_T)}
\]

where \( w \in V^2(\Omega_T) \).

The following result shows that the space \( V_0^2(\Omega_T) \) is embedded into \( L^2(\Omega_T) \).

**Lemma 3.8.** Let \( \Omega \subset \mathbb{R}^N \) be any bounded domain and \( 0 < T < \infty \). Then there exists a constant \( C \geq 0 \) depending only on \( N \) such that

\[
\|w\|_{L^2(\Omega_T)} \leq C|\Omega_T \cap [w \neq 0]| \frac{1}{\|w\|_{V_2^2(\Omega_T)}}
\]

for all \( w \in V_0^2(\Omega_T) \).

**Proof.** This inequality is given in [14], Equation (3.7) on page 76.

Let us mention the following Poincaré type inequality that is concerned with truncated functions. Actually, this is a lemma due to De Giorgi, see Lemma 2.3 in [4].
Lemma 3.9. Let \( w \in W^{1,1}(B_R) \) and let \( l, k \) be any reals such that \( l > k \). Then there exists a constant \( C \geq 0 \) depending only on dimension \( N \) such that
\[
(l - k)|B_R \cap \{ w > l \}|^{1 - \frac{1}{N}} \leq C \frac{R^N}{|B_R \cap \{ w \leq k \}|} \int_{B_R \cap \{ l > w \geq k \}} |\nabla w| dx.
\]

Proof. This statement is proven in [15], Lemma 3.5 on p. 55.

Finally, we have the following lemma on fast geometric convergence.

Lemma 3.10. Assume that \( \{ y_n \}_{n=1}^{\infty} \) is a non-negative sequence such that
\[
y_{n+1} \leq C b^n y_n^{1+a}
\]
for all \( n \in \mathbb{N} \) for some constants \( C > 0, b > 1 \) and \( a \in (0, 1) \). If \( y_0 \leq \theta \), then
\[
y_n \leq \theta b^{-n a^{-1}},
\]
where \( \theta := C^{-a^{-1}} b^{-a^{-2}} \).

Proof. A simple proof by induction can by found in [15], Lemma 4.7 on page 66.

4 Proof of the De Giorgi-type Lemma

We prove each of the two alternatives in Proposition 2.2 separately.

4.1 The first alternative

We assume the hypotheses of Proposition 2.2 are satisfied, i.e. \( \omega > 0 \) and \( R \in (0, R_{\text{max}}] \) such that (9), (10), (11) and (12) hold. Note that (10) and (11) imply \( \mu_+ \leq \frac{5}{4} \omega \).

Proposition 4.1. There exists a \( \nu_0 \in (0, 1) \) depending on \( N, c_1, c_2, m \) and \( L \) such that, if (13) holds, then \( u > \mu_+ - \frac{\omega}{2} \) a.e. in \( Q_\omega(\frac{R}{2}) \).

Proof. We define sequences
\[
R_n = \frac{R}{2} + \frac{R}{2^{n+1}}, \quad k_n = \mu_- + \frac{\omega}{4} + \frac{\omega}{2^{n+2}}
\]
and construct the family of nested and shrinking cylinders \( Q_n = Q_\omega(R_n) \). Let \( \zeta_n \) be a smooth cut-off function corresponding to the inclusion \( Q_{n+1} \subset Q_n \), i.e. \( 0 \leq \zeta_n \leq 1 \), \( \zeta_n \equiv 1 \) in \( Q_{n+1} \), and \( |\nabla \zeta_n| \leq \frac{2^{n+2}}{R}, \quad |\Delta \zeta_n| \leq \frac{2^{2(n+2)}}{R^2}, \quad 0 \leq \zeta_{n,t} \leq \frac{2^{2(n+2)} \omega^{m-1}}{R^2} \).

We use Proposition 3.2, substituting \( R = R_n, k = k_n \) and \( l = \mu_- + \frac{\omega}{4} \), and we write \( u_\omega = u_{(j)} = \max \{ u, \mu_- + \frac{\omega}{4} \} \). Moreover, we have the following inequalities:
\[
\frac{\omega}{4} \leq l; \quad (k - l)(k + l) = \frac{\omega^2}{2^{n+2}} (2\mu_- + \frac{\omega}{2} + \frac{\omega}{2^{n+2}}) \leq \frac{\omega^2}{2^{n+2}}; \quad (k - l)^2 k^m \leq \frac{\omega^2}{2^{2(n+2)}} \omega^m \leq \frac{\omega^m}{2^n} \leq \frac{\omega^{m+1}}{2^n}; \quad Ll^{m_0} (k - l) \leq L 4^{m_0} \omega^{-m_0} \omega \frac{\omega}{2^n}.
\]
After absorbing $4^{m-1}$, $c_1^{-1}$, $c_2$, $m^{-1}$, $L$ and $4^{m_0}$ into $C$, the interior energy inequality in Proposition 3.2 reads

$$
\|((u_\omega - k_n - \zeta_n) - \tilde{\zeta}_n)^2_{L^\infty(t, \tau; L^2(B(R_n)))} + \omega^{m-1} \|\nabla((u_\omega - k_n - \zeta_n))_{L^2(Q_n)}^2 \leq C(c_1, c_2, m, L, m_0) \left( 2^n \omega^{m+1}_{m+1} \int_{Q_n} \chi[u < k_n] + \frac{\omega^{m+1}}{R^2} \int_{Q_n} \chi[u < k_n] \right)
$$

$$
+ 2^n \omega^{m+1}_{m+1} \int_{Q_n} \chi[u < k_n] + \frac{\omega^{1-m_0}}{2^n} \int_{Q_n} \chi[u < k_n] \right)
\leq C(c_1, c_2, m, L, m_0) \left( 2^n \omega^{m+1}_{m+1} \int_{Q_n} \chi[u < k_n] + 2^n \omega^{m+1}_{m+1} \int_{Q_n} \chi[u < k_n] \right)
\leq C(c_1, c_2, m, L, m_0) 2^n \omega^{m+1}_{m+1} \int_{Q_n} \chi[u < k_n].
$$

where the second inequality is obtained by combining the first three terms and the fact that $2^{-n} \leq 1 \leq 2^n$. The third inequality is derived by noting that (12) implies that

$$
\frac{R^2}{\omega^{m+m_0}} \leq R^{1-\frac{m_0}{2}} \leq 1
$$

due to $0 < m_0 < m$ by assumption.

We introduce the change of variables

$$
\tau = \omega^{m-1} t,
$$
denote by $\tilde{Q}_n$ the transformed cylinder $B_{R_n} \times (-R^2_n, 0)$ and define the transformed function

$$
\tilde{u}_\omega(x, \tau) := u_\omega(x, \omega^{1-m}\tau), \quad \tilde{\zeta}(x, \tau) := \zeta(x, \omega^{1-m}\tau).
$$

The above estimate transforms into

$$
\|((\tilde{u}_\omega - k_n) - \tilde{\zeta}_n)^2_{L^\infty(-R^2_n, 0; L^2(B(R_n)))} + \|\nabla((\tilde{u}_\omega - k_n) - \tilde{\zeta}_n))_{L^2(Q_n)}^2 \leq C(c_1, c_2, m, L, m_0) \left( 2^n \omega^{2}_{R^2} \int_{\tilde{Q}_n} \chi[\tilde{u} < k_n] \right)
$$

in other words

$$
\|((\tilde{u}_\omega - k_n) - \tilde{\zeta}_n)_{V^2(\tilde{Q}_n)}^2 \leq C(c_1, c_2, m, L) 2^n \omega^{2}_{R^2} |\tilde{Q}_n \cap [\tilde{u} < k_n]|.
$$

We apply Lemma 3.8 to the function $w = (\tilde{u}_\omega - k_n) - \tilde{\zeta}_n \in V^2(\tilde{Q}_n)$ to estimate its $L^2$-norm in terms of its $V^2$-norm to obtain

$$
\frac{\omega^2}{2^{2(n+3)}} |\tilde{Q}_{n+1} \cap [\tilde{u} < k_{n+1}]| = (k_n - k_{n+1})^2 |\tilde{Q}_{n+1} \cap [\tilde{u} < k_{n+1}]|
$$

$$
\leq \|((\tilde{u}_\omega - k_n) - \tilde{\zeta}_n)_{L^2(Q_n)}^2 \leq C(N) |\tilde{Q}_n \cap [\tilde{u} < k_n]| \|((\tilde{u}_\omega - k_n) - \tilde{\zeta}_n)_{V^2(Q_n)}^2
$$

$$
\leq C(N, c_1, c_2, m, L, m_0) 2^n \omega^2_{R^2} |\tilde{Q}_n \cap [\tilde{u} < k_n]|^{1+\frac{4}{n+3}}.
$$
Next, let us set $y_n = \frac{|\tilde{Q}_n|}{|Q_{n+1}|}$ and note that $|\tilde{Q}_n| = |B_1|R_n^{N+2}$, where $B_1$ is the $N$-dimensional unit sphere, so

$$\frac{|\tilde{Q}_n|^{\frac{1}{N+2}}}{|Q_{n+1}|} = |B_1|^{\frac{1}{N+2}} \frac{(R_n^{N+2})^{1+\frac{2}{N+2}}}{R_n^{N+2}} = C(N) R_n^{\frac{2}{N+2}} \left( \frac{R_n}{R_{n+1}} \right)^{N+2}$$

$$= C(N) R_n^{\frac{2}{N+2}} \left( \frac{\nu}{1+\frac{1}{2} + \frac{1}{2n+2}} \right)^{N+2} \leq C(N) 2^{N+2} R^2.$$ 

We conclude that

$$y_{n+1} \leq C(N, c_1, c_2, m, L, m_0) 2^{3n} y_n^{1+\frac{2}{N+2}}.$$ 

By Lemma 3.10, if

$$y_0 \leq C(N, c_1, c_2, m, L, m_0) \frac{\nu}{1+\frac{1}{2} + \frac{1}{2n+2}} 2^{-(N+2)^2},$$

then $y_n \to 0$ as $n \to \infty$. Let us pick

$$\nu_0 := C(N, c_1, c_2, m, L, m_0) \frac{\nu}{1+\frac{1}{2} + \frac{1}{2n+2}} 2^{-(N+2)^2},$$

then the statement is proven, since $y_n \to 0$ implies that

$$|Q_n \cap \left[ u < \mu_+ + \frac{\omega}{4} + \frac{\omega}{2n+2} \right] \to 0$$

as $n \to \infty$, and therefore $|Q \left( \frac{\chi}{2} \right) \cap \left[ u \leq \mu_+ + \frac{\omega}{2} \right]| = 0$. \hfill \square

### 4.2 The second alternative

As in the previous subsection we assume that the hypotheses of Proposition 2.2 are satisfied. Observe that (13) is violated if and only if (14) is satisfied, because

$$|Q_\omega(R) \cap \left[ u < \mu_+ + \frac{\omega}{2} \right]| \geq \nu_0 |Q_\omega(R)|$$

if and only if

$$|Q_\omega(R) \cap \left[ u \geq \mu_+ + \frac{\omega}{2} \right]| = |Q_\omega(R)| - |Q_\omega(R) \cap \left[ u < \mu_+ + \frac{\omega}{2} \right]| \leq (1 - \nu_0) |Q_\omega(R)|.$$ 

This justifies calling the two alternatives in Proposition 2.2 a dichotomy.

We prove the second alternative of Proposition 2.2 in two steps. In the first step we generalize the condition (14). In particular, we show that we may replace the factor $1 - \nu_0$ by any $\nu \in (0, 1)$ on the right-hand side of (14) at the cost of shrinking the set involved in the left-hand side appropriately. This is necessary due to the fact that $\nu_0$ has been fixed by Proposition 4.1. Indeed, $\nu_0$ was chosen such that Lemma 3.10 could be applied. In the second alternative we do not have this freedom of choice and therefore this additional step is required. Here, we use the interior logarithmic estimate, that is, Proposition 3.6. In the second step we prove the second alternative in the same manner as in Proposition 4.1.

We start with the first step by proving an auxiliary estimate. Recall that $l_0 = -\omega^{1-m} R^2$.

**Lemma 4.2.** Let $\nu_0$ be given by Proposition 4.1 and suppose (14) holds. Then there exists $\tau \in [l_0, \frac{\rho}{2} l_0]$ such that

$$|B_\tau \cap \left[ u(\tau) > \mu_+ + \frac{\omega}{2} \right]| \leq \frac{1 - \nu_0}{1 - \frac{\rho}{2}} |B_\tau|.$$
This inequality implies (13), since

\[ |Q_\omega(R) \cap \left[ u > \mu_- + \frac{\omega}{2} \right] | \geq \int_{t_0}^{\frac{\tau}{2}} |B_R \cap \left[ u(\tau) > \mu_- + \frac{\omega}{2} \right] | d\tau \]

\[ > (1 - \frac{\omega}{2}) \omega^{-(m-1)} R^2 \frac{1 - \frac{\nu_0}{2}}{1 - \frac{\mu_+}{2}} |B_R| = (1 - \nu_0) |Q_\omega(R)|. \]

This inequality implies (13), since

\[ |Q_\omega(R) \cap \left[ u < \mu_- + \frac{\omega}{2} \right] | \leq |Q_\omega(R) \cap \left[ u \leq \mu_- + \frac{\omega}{2} \right] | \]

\[ = |Q_\omega(R)| - |Q_\omega(R) \cap \left[ u > \mu_- + \frac{\omega}{2} \right] | < \nu_0 |Q_\omega(R)|, \]

so we have a contradiction, which proves the lemma. \qed

Next, we aim to extend Lemma 4.2 to the interval \([\frac{\tau}{2}, t_0]\) instead of only a specific \(\tau\) by reducing the size of the set on the left-hand side.

**Corollary 4.3.** Let \(\nu_0\) be given by Proposition 4.1 and suppose (14) holds. There exists an integer \(n_\ast\) depending on \(N\), \(c_1\), \(c_2\), \(m\) and \(L\) such that

\[ |B_R \cap \left[ u(t) \geq \mu_- + \omega - \frac{\omega}{2n_\ast} \right] | \leq \left(1 - \left(\frac{\nu_0}{2}\right)^2\right) |B_R| \]

for all \(t \in [\frac{\tau}{2}, t_0]\).

**Proof.** We use the interior logarithmic estimate, i.e. Proposition 3.6. Let \(\lambda \in (0, 1)\), to be determined later, consider the ball \(B_{(1-\lambda)R}\) and let \(\zeta\) be the corresponding cut-off function, i.e. \(\zeta \in C^\infty_c(B_R)\) such that

\[ 0 \leq \zeta \leq 1, \quad \zeta \equiv 1 \text{ in } B_{(1-\lambda)R}, \quad |\nabla \zeta| \leq \frac{C}{\lambda R}. \]

Now, let \(k, l \in \mathbb{N}, l > k\). Then Proposition 3.6 gives

\[ (l - k - 1)^2 |B_{(1-\lambda)R} \cap \left[ u(t) > \mu_- + \omega - \frac{\omega}{2} \right] | \]

\[ \leq (l - k)^2 |B_R \cap \left[ u(\tau) > \mu_- + \omega - \frac{\omega}{2} \right] | + C \left( \frac{(l - k)}{\lambda^2} |B_R| + L \left(\frac{\omega}{2}\right)^{-m_0} 2^l \frac{R^2}{\omega^m} |B_R| \right), \]

where we used that \(\mu_-^{m_0 - 1} \frac{1}{\omega^{m_0}} \leq C\) by the assumption \(\mu_+ \leq \frac{\omega}{2}\). Moreover, \(\mu_- + \omega - \frac{\omega}{2} \geq \mu_- + \frac{\omega}{2}\), so Lemma 4.2 implies that

\[ (l - k - 1)^2 |B_{(1-\lambda)R} \cap \left[ u(t) > \mu_- + \omega - \frac{\omega}{2} \right] | \]

\[ \leq (l - k)^2 \frac{1 - \nu_0}{1 - \frac{\nu_0}{2}} |B_R| + C \left( \frac{(l - k)}{\lambda^2} |B_R| + C(L, m_0) 2^{l+1} \frac{R^2}{\omega^m} |B_R| \right). \]

Next, note that \(|B_R \setminus B_{(1-\lambda)R}| = |B_R| - |B_{(1-\lambda)R}| \leq \lambda N |B_R|\), because the volume of an \(N\)-dimensional spherical shell of width \(\lambda\) is proportional to

\[ R^N - (1 - \lambda)^N R^N = (1 - b^N) R^N = (1 - b)(1 + b + b^2 + \ldots + b^{N - 1}) R^N \]

\[ \leq (1 - b) N R^N = \lambda N R^N, \quad b := 1 - \lambda. \]
We apply this to obtain the estimate
\[
|B_R \cap [u(t) > \mu_- + \omega - \frac{\omega}{2}]| \leq \left( \frac{l-k}{l-k-1} \right)^2 \frac{1-\nu_0}{1-\nu_0} + C \frac{1}{\nu_0 (l-k-1)^2} \frac{R^2}{\lambda^2} \omega^{m+m_0} + C N \lambda \right) |B_R|.
\]

Let us set \( k = 1 \) and pick \( \lambda \) and \( l \) in an appropriate manner to obtain the desired estimate. First, we chose \( \lambda \in (0,1) \) small enough such that
\[
CN\lambda < \frac{1}{4} \nu_0^2.
\]

Then, we pick \( l \) large enough such that
\[
\left( \frac{l-1}{l-2} \right)^2 \leq \left( 1 - \frac{\nu_0}{2} \right)^2 (1 + \nu_0),
\]
which is possible, because \( (1 - \frac{\nu_0}{2}) (1 + \nu_0) > 1 \) and \( \left( \frac{1}{l-1} \right)^2 \rightarrow 1 \) as \( l \rightarrow \infty \). So we can bound the first term by
\[
(1 - \nu_0^2 |B_R| = \left( 1 - \left( \frac{\nu_0}{2} \right)^2 \right) |B_R| - \frac{3}{4} \nu_0^2 |B_R|.
\]

If needed, we pick \( l \) larger such that
\[
C \frac{(l-1)}{(l-2)^2} \frac{1}{\lambda^2} \leq \frac{1}{4} \nu_0^2.
\]

Finally, we have
\[
C(L,m_0) \frac{2^{l+1}}{(l-2)^2} \frac{R^2}{\omega^{m+m_0}} \leq \frac{1}{4} \nu_0^2,
\]

because we assume that \( R \leq R_{\text{max}} \). Indeed, recall that (12) is satisfied by assumption, that is, \( \omega^{-m-m_0} R^2 \leq R^{(m-m_0)/m} \), so we set
\[
R_{\text{max}} = \left( \frac{\nu_0^2 (l-2)^2}{4C} \frac{l^m}{2^l} \right)^{\frac{m}{m-m_0}} \tag{35}
\]

to ensure that this bound holds. Set \( n_* = l \) to finish the proof.

The conclusion of the first step in the proof of the second alternative of Proposition 2.2, i.e. the desired generalization of the condition (14), is given by the following lemma. Recall that
\[
Q_\omega^n(R) := Q \left( \frac{\nu_0^2 \omega^{1-m} R^2}{2}, R \right).
\]

**Lemma 4.4.** Let \( \nu_0 \) be given by Proposition 4.1 and suppose (14) holds. For any \( \nu \in (0,1) \) there exists a \( n_0 > n_* \) such that
\[
|Q_\omega^n(R) \cap [u > \mu_- + \omega - \frac{1}{2\pi} \omega]| < \nu |Q_\omega^n(R)|.
\]

Before we prove Lemma 4.4, we need the following auxiliary lemma that allows us to estimate the gradient of the truncated solution. It is an immediate consequence of the interior energy inequality given in Proposition 3.4. Here, the second inclusion of (9), that is, \( Q_\omega(2R) \subseteq \Omega_T \), is a key ingredient.
Lemma 4.5. Let $\nu_0 \in (0, 1)$, then we have the estimate

$$
\|\nabla (u - (\mu_+ + (1 - \frac{1}{2^n})\omega))_+\|_{L^2(Q_0^\nu(R))}^2 \leq C(N, c_1, c_2, m, L, m_0) \frac{\omega^2}{2^n R^2} |Q_0^\nu(R)|.
$$

Proof. Fix $n \in \mathbb{N}$. Without loss of generality we may assume that $\omega$ is small enough such that

$$
k := \mu_- + \left( 1 - \frac{1}{2^n} \right) \omega < \mu_+.
$$

Otherwise, the left-hand side of the estimate vanishes and the lemma holds trivially. It follows that

$$(\mu_+ - k)^2 = (\mu_+ - \mu_- - (1 - \frac{1}{2^n})\omega)^2 \leq \frac{\omega^2}{2^n}.$$  

We also have that $\frac{1}{2} \omega \leq k$ and $\mu_+ \leq \frac{5}{4} \omega \leq 2 \omega$.

Let $\zeta$ be a smooth cut-off function corresponding to the inclusion $Q_0^\nu(R) \subset Q_{2R}^\nu(2R)$, then

$$|\nabla \zeta| \leq \frac{4}{R}, \quad 0 \leq \zeta \leq \frac{8\omega^{m-1}}{\nu_0 R^2}$$

and $\zeta$ vanishes on the parabolic boundary of $Q_0^\nu(R)$. We use Proposition 3.4, substituting $\omega^{1-m}$ by $\frac{\nu_0}{2} \omega^{1-m}$ and $R$ by $2R$ to obtain an estimate of the $L^2$-norm of the gradient, namely

$$c_1 \left( \frac{\omega}{2} \right)^{m-1} \|\nabla (u - k)_+\|_{L^2(Q_0^\nu(R))}^2 \leq C \left( \frac{\omega^{m+1}}{\nu_0^{2n+1} R^2} + c_2 \frac{(2\omega)^m}{2^n R^2} + L \left( \frac{\omega}{2} \right)^{-m_0} \frac{\omega}{2^n} \right) \int_{Q_0^\nu(R)} \zeta |u - k|.$$  

Multiplying the left- and right-hand side by $\omega^{1-m}$ and absorbing the constants into $C$ we obtain

$$\|\nabla (u - k)_+\|_{L^2(Q_0^\nu(R))}^2 \leq C(N, c_1, c_2, m, L, m_0) \left( 1 + \frac{R^2}{\omega^{m+m_0}} \right) \frac{\omega^2}{2^n R^2} |Q_0^\nu(R)|.$$  

By (12) we know that $\omega^{-m-m_0} R^2 \leq R^{2-n} \leq 1$, hence the estimate is proved.  

Proof of Lemma 4.4. We apply Lemma 3.9 with $w = u(t)$, $t \in (-\frac{\nu_0}{2} \omega^{1-m} R^2, 0)$,

$$l = \mu_- + (1 - \frac{1}{2^n})\omega \quad \text{and} \quad k = \mu_- + (1 - \frac{1}{2^n})\omega,$$

where $n > n_*$ is fixed and $n_*$ is given by Corollary 4.3. We multiply the left- and right-hand side of the estimate by $|B_R \cap [w > l]|^{\frac{1}{2}} \leq C(N) R$ and we bound the integral on the right-hand side of the resulting estimate by

$$\int_{B_R} |\nabla (u(t) - k)_+| \chi_{[k \leq w < l]} \leq \left( \int_{B_R} |\nabla (u(t) - k)_+|^2 \chi_{[k \leq w < l]} \right)^{\frac{1}{2}} |B_R \cap [k \leq u(t) \leq l]|^{\frac{1}{2}},$$

which holds by Hölder’s inequality. By Corollary 4.3 we know that

$$|B_R \cap [u(t) \leq k]| \geq C(N) \left( \frac{\nu_0}{2} \right)^2 R^N,$$
hence $R^{N+1}|B_R \cap |u(t)| \leq k|^{-1} \leq C(N) R\nu_0^{-2}$. Integrating the resulting inequality over $t \in (-\frac{\nu_0}{2} \omega^{1-m} R^2, 0)$ yields

$$\frac{\omega}{2n} |Q_\omega^{\nu_0}(R) \cap [u > \mu_+ + (1 - \frac{1}{2\pi\tau}) \omega]|$$

$$\leq C(N) \frac{R}{\nu_0^{1/2} \nu_0 \omega \nu_0^{-2} |Q_\omega^{\nu_0}(R)|} \cdot |Q_\omega^{\nu_0}(R) \cap [\mu_- + (1 - \frac{1}{2\pi\tau}) \omega < u < \mu_- + (1 - \frac{1}{2\pi\tau}) \omega]|$$

We multiply the estimate by $(\frac{\omega}{2n})^{-1}$, use the inequality in Lemma 4.5 and square the resulting estimate to obtain

$$|Q_\omega^{\nu_0}(R) \cap [u > \mu_+ + (1 - \frac{1}{2\pi\tau}) \omega]|^2$$

$$\leq C(N, c_1, c_2, m, L, m_0) \nu_0^{-4} |Q_\omega^{\nu_0}(R)|$$

Sum this estimate over $n = n_*, n_*, 1, \ldots, n_0 - 1$ for some $n_0 \in \mathbb{N}$ and observe that

$$\sum_{n=n_*}^{n_0-1} |Q_\omega^{\nu_0}(R) \cap [\mu_- + (1 - \frac{1}{2\pi\tau}) \omega < u < \mu_- + (1 - \frac{1}{2\pi\tau}) \omega]| \leq |Q_\omega^{\nu_0}(R)|,$$

so that

$$(n_0 - n_*) |Q_\omega^{\nu_0}(R) \cap [u > \mu_+ + (1 - \frac{1}{2\pi\tau}) \omega]|^2 \leq C(N, c_1, c_2, m, L, m_0) \nu_0^{-4} |Q_\omega^{\nu_0}(R)|^2.$$

Pick $n_0$ large enough such that

$$\frac{C(N, c_1, c_2, m, L, m_0)}{(n_0 - n_*) \nu_0^4} \leq \nu^2$$

to finish the proof.

Now we can prove the second alternative of Proposition 2.2 in the same manner as the first alternative, i.e. Proposition 4.1.

**Proposition 4.6.** Let $\nu_0$ be given by Proposition 4.1 and suppose (14) holds. Then there exists $n_0 \in \mathbb{N}$ depending on $N$, $c_1$, $c_2$, $m$ and $L$ such that

$$u < \mu_- + (1 - \frac{1}{2\pi\tau}) \omega$$

a.e. in $Q_\omega^{\nu_0}(\frac{R}{2})$.

**Proof.** Define the sequences

$$R_n = \frac{R}{2} + \frac{R}{2n+1}, \quad k_n = \mu_- + (1 - \frac{1}{2n\tau}) \omega - \frac{\omega}{2n+1},$$

where $n_0$ is fixed and will be chosen later depending solely on $N$, $c_1$, $c_2$, $m$ and $L$. Construct the family of nested and shrinking cylinders $Q_n = Q_\omega^{\nu_0}(R_n)$. Let $\zeta_n$ be the smooth parabolic cut-off function corresponding to the inclusion $Q_{n+1} \subseteq Q_n$ and note that

$$|\nabla \zeta_n| \leq \frac{2^{n+2}}{R}, \quad 0 \leq \zeta_n \leq C (\omega^{m-1}) \frac{2^{2n+2}}{\nu_0 R^2}.$$
Without loss of generality we may assume that
\[ \mu_- + \left(1 - \frac{1}{2\nu_0}\right)\omega \leq \mu_+. \]

Otherwise Proposition 4.6 holds trivially, since \( u \leq \mu_+ \) holds by definition.

First, we observe that the following inequalities hold:
\begin{align*}
\frac{\omega}{4} &\leq k_0; \quad (\mu_+ - k_n)^2 = (\mu_+ - \mu_- - (1 - \frac{1}{2\nu_0} - \frac{1}{2n+\tau})\omega)^2 \leq (\mu_+ - \mu_-)^2 \leq \omega^2; \\
\mu_+ &\leq \frac{5}{4} \omega; \quad k_n^{-m_0}(\mu_+ - k_n) \leq \left(\omega\right)^{m_0}. 
\end{align*}

We use Proposition 3.4 substituting \( R \) by \( R_n \), \( k \) by \( k_n \) and \( \omega^{m-1} \) by \( \frac{\omega}{2} \omega^{m-1} \) (recall that we set \( t_0 = -\frac{\omega}{2} \omega^{m-1} \)) and we absorb all constants depending on \( c_1, c_2 \) and \( m \) into \( C \) to obtain
\begin{align*}
&\|(u - k_n)_+ + \zeta_n\|_{L^\infty((0, T); L^2(B_{R_n+1}))} + \omega^{m-1} \|
abla(u - k_n)_+ + \zeta_n\|_{L^2(Q_n+1)} \\
&\quad \leq C \frac{2^{n+1} \omega^{m_0+1}}{\nu_0 R^2} \int_{Q_n} \chi_{[u > k_n]} + C \frac{2^{n+1} \omega^{m_1+1}}{R^2} \int_{Q_n} \chi_{[u > k_n]} \\
&\quad + C \frac{L^2 \omega^{m_0+1}}{R^2} \frac{\omega^{m+1}}{\omega^{m+m_0}} \int_{Q_n} \chi_{[u > k_n]} \\
&\quad \leq (c_1, c_2, m, L, m_0) 2^{n+1} \omega^{m_1+1} \frac{\omega^2}{R^2} \int_{Q_n} \chi_{[u > k_n]},
\end{align*}

where we used that \( \omega^{-m_0} R^2 \leq R^{(m-m_0)/m} \leq 1 \) by (12).

Introduce the change of variables
\[ \tau = \omega^{m-1} t, \]

denote by \( \tilde{Q}_n \) the transformed cylinder \( B_{R_n} \times (-\frac{\omega}{2} R_n^2, 0) \) and define the functions
\[ \tilde{u}(x, \tau) = u(x, \omega^{1-m} \tau), \quad \tilde{\zeta}_n(x, \tau) = \zeta_n(x, \omega^{1-m} \tau). \]

The transformed estimate reads
\[ \|(\tilde{u} - k_n)_+ + \tilde{\zeta}_n\|_{V^2(\tilde{Q}_n+1)}^2 \leq C(c_1, c_2, m, L, m_0) 2^{n+1} \frac{\omega^2}{R^2} \int_{\tilde{Q}_n} \chi_{[\tilde{u} > k_n]}. \]

We apply Lemma 3.8 to \((\tilde{u} - k_n)_+ + \tilde{\zeta}_n \in V^2_0\)
and use the resulting estimate to conclude that
\begin{align*}
&\frac{\omega^2}{2^{2(n+1)}} |\tilde{Q}_{n+1} \cap [\tilde{u} > k_{n+1}]| = (k_{n+1} - k_n)^2 |\tilde{Q}_{n+1} \cap [\tilde{u} > k_{n+1}]| \\
&\leq \|(\tilde{u} - k_n)_+ + \tilde{\zeta}_n\|_{V^2(\tilde{Q}_n)} \leq C(N) |\tilde{Q}_{n+1} \cap [\tilde{u} > k_n]|^{\frac{2}{n+2}} \|(\tilde{u} - k_n)_+ + \tilde{\zeta}_n\|_{V^2(\tilde{Q}_n)}^2 \\
&\leq C(N, c_1, c_2, m, L, m_0) 2^{n+1} \frac{\omega^2}{R^2} \int_{\tilde{Q}_n} \chi_{[\tilde{u} > k_n]}.
\end{align*}

Note that \( |\tilde{Q}_n| = |B_1| \frac{\nu_0}{2} R_n^{N+2} \), so
\[ \frac{|\tilde{Q}_n|^{1 + \frac{4}{n+2}}}{|\tilde{Q}_{n+1}|} \leq C(N) \frac{\nu_0^2}{R^2} 2^{N+2} R^2. \]
Next, we set \( y_n = \frac{|Q_n \cap [\tilde{u} > k_n]|}{|Q_n|} \) and we conclude that
\[
y_{n+1} \leq C(N, c_1, c_2, m, L, m_0) 2^{4n} y_n^{1 + \frac{2}{N+2}}.
\]

By Lemma 3.10, if
\[
y_0 \leq C(N, c_1, c_2, m, L, m_0) - \frac{N+2}{2} \left(\frac{N+2}{2}\right)^2 - \frac{N+2}{2} n,
\]
then
\[
y_n \leq C(N, c_1, c_2, m, L, m_0) - \frac{N+2}{2} \left(\frac{N+2}{2}\right)^2 - \frac{N+2}{2} n,
\]
so in this case \( y_n \to 0 \) as \( n \to \infty \).

Let us set
\[
\nu = C(N, c_1, c_2, m, L, m_0) - \frac{N+2}{2} \left(\frac{N+2}{2}\right)^2 - \frac{N+2}{2} n
\]
and use Lemma 4.4 to pick an \( n_0 \) corresponding to this \( \nu \). Then we have that
\[
y_0 = \frac{|\tilde{Q}_0 \cap [\tilde{u} > k_n]|}{|Q_0|} = \frac{|Q_0 \cap [u > \mu_+ + (1 - \frac{1}{2n})]|}{|Q_0|} \leq \nu
\]
by Lemma 4.4, so \( y_n \to 0 \) as \( n \to \infty \). In particular,
\[
|Q_n \cap [u > \mu_+ + (1 - \frac{1}{2n})]| \to 0
\]
as \( n \to \infty \), so \( |Q_0 \cap [u \geq \mu_+ + (1 - \frac{1}{2n})]| = 0 \).

The De Giorgi-type Lemma, that is, Proposition 2.2, follows by combining Propositions 4.1 and 4.6.
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