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Abstract
We present a critical analysis of physics-informed neural operators (PINOs) to solve partial differential equations (PDEs) that are ubiquitous in the study and modeling of physics phenomena using carefully curated datasets. Further, we provide a benchmarking suite which can be used to evaluate PINOs in solving such problems. We first demonstrate that our methods reproduce the accuracy and performance of other neural operators published elsewhere in the literature to learn the 1D wave equation and the 1D Burgers equation. Thereafter, we apply our PINOs to learn new types of equations, including the 2D Burgers equation in the scalar, inviscid and vector types. Finally, we show that our approach is also applicable to learn the physics of the 2D linear and nonlinear shallow water equations, which involve three coupled PDEs. We release our artificial intelligence surrogates and scientific software to produce initial data and boundary conditions to study a broad range of physically motivated scenarios. We provide the source code, an interactive website to visualize the predictions of our PINOs, and a tutorial for their use at the Data and Learning Hub for Science.

1. Introduction
The description of physical systems has a common set of elements, namely: the use of fields (electromagnetic, gravitational, etc) on a given spacetime manifold, a geometrical interpretation of these fields in terms of the spacetime manifold, partial differential equations (PDEs) on these fields that describe the change of a system over spacetime, and an initial value formulation of these equations with suitable boundary conditions (BCs) \cite{1}. Given that the evolution of physical fields over spacetime may be naturally expressed in terms of PDEs, a plethora of numerical methods have been developed to accurately and rapidly solve these class of equations \cite{2}.

In time, and even with the advent of extreme scale computing, some physical systems have become increasingly difficult to model, e.g. multi-scale and multi-physics systems that combine disparate time and spatial scales, and which demand the use of subgrid-scale precision to accurately resolve the evolution of physical fields. This is a well known problem in multiple disciplines, including general relativistic simulations \cite{3–5}, weather forecasting \cite{6}, \textit{ab initio} density functional theory simulations \cite{7}, among many other computational grand challenges.

The realization that large scale computing resources are finite and will continue to be oversubscribed \cite{8,9}, has compelled scientists to explore novel approaches to address computational bottlenecks in scientific software \cite{10}. Some approaches include rewriting modules of software stacks to leverage GPUs, leading to significant speedups \cite{11–13}. Other contemporary approaches have harnessed advances in machine learning to accelerate specific computations in software modules \cite{14}, while others have developed entirely new
solutions by combining GPU-accelerated computing and novel signal processing tools that have at their core machine learning or artificial intelligence applications [15–21].

The confluence of AI and advanced computing aims to enable breakthroughs in science and engineering that would otherwise remain unfeasible with traditional approaches. Furthermore, AI surrogates aim to capture known knowledge, and first principles to steer AI learning in the right direction, and then refine AI surrogates performance and predictions by using experimental scientific data. In time, it is expected that by exposing AI to detailed simulations, first principles and experimental data, AI surrogates will capture the nonlinear behavior of experimental phenomena and guide the planning, automation and execution of new experiments, leading to breakthroughs in science and engineering. These approaches exhibit great promise when coupled with robotics labs [22].

In this article we contribute to the construction of AI surrogates by demonstrating their application to solve a number of PDEs that are ubiquitous in physics, and which have not been presented before in the literature. Specifically, we have three levels of applicability of these new problems. First, we performed sanity checks with simple PDEs to verify that our model behaves as expected. Second, we tested new numerically challenging cases to assess the applicability of physics informed neural operators (PINOs) under such conditions, which include non-constant coefficients, coupled PDEs, and shocks. Third, we applied PINOs to coastal and tsunami modeling with the 2D linear and nonlinear shallow water equations. Beyond these original contributions, we also provide an end-to-end framework that unifies initial data production, construction of BCs and their use to train, validate and test the performance and reliability of AI surrogates. These activities aim to create FAIR findable, accessible, interoperable and reusable and AI-ready datasets and AI models [23–26].

In the following sections we introduce key concepts and ideas that will facilitate the understanding and use of physics-inspired neural operators (PINOs) to solve PDEs [27]. This article is organized as follows. In section 2 we introduce the AI tools we use to learn the physics of PDEs. We describe our methods and approaches to create PINOs in section 3. We summarize the PDEs we consider in this study in section 4, and present a direct comparison between numerical solutions of these PDEs and predictions from our PINOs in section 5. We describe future directions of work in section 6.

2. Modeling physics with artificial neural networks

2.1. Physics informed neural networks (PINNs)

PINNs provide a method of using known physical laws to predict the results of various physical systems at high accuracy [28–32]. These methods estimate the results for a given physical system consisting of a PDE, initial conditions (ICs), and BCs by minimizing constraints in the loss function. PINNs utilize the automatic differentiation of deep learning frameworks to compute the derivatives of the PDE to compute the residual error. Despite the success of PINNs, their inability to produce results for different ICs prevents them from being useful surrogate models.

2.2. Neural operators

Neural operators use neural networks to learn operators rather than single physical systems. In our case, PDEs are the operator these networks try to learn. Specifically, we provide neural operators with input fields $\mathcal{A}$ that are composed of coordinates and relevant data such as coefficient fields, ICs, and BCs. Neural operators then output the solutions of that operator at those coordinates which we will denote as $\mathcal{U}$. We can mathematically represent the neural operator $G_\theta$ as a mapping between the input fields $\mathcal{A}$ and the output fields $\mathcal{U}$ as

$$G_\theta : \mathcal{A} \rightarrow \mathcal{U}$$

where $\theta$ are the weights of the neural operator [33].

There are various types of neural operators that have been studied in recent works such as DeepONets, physics informed DeepONets, low-rank neural operators, graph neural operators, multipole graph neural operators, Fourier neural operators (FNO), and PINOs [27, 33–38]. These networks have all illustrated their ability to reproduce the results of operators much faster than computing with the operator directly. For a more detailed look at neural operators, we refer the reader to [33], which provides rigorous definitions of neural operators and examines a large number of different neural operators.

2.3. PINOs

PINOs are a variation of neural operators that incorporate knowledge of physical laws into their loss functions [27]. PINOs have been shown to reproduce the results of operators with remarkable accuracy.
Figure 1. Neural network architecture. The top panel shows the architecture of our neural operators, whereas the inset in the bottom panel shows the structure of one of the five Fourier layers, \( \{F_1, \ldots, F_5\} \), we use in our PINOs. The top left panel shows the data we feed into our models, labelled as ‘Initial Condition \( u(x, y) \)’. This input data are initially lifted into a higher dimension representation by the neural network, \( P_1 \). Thereafter, we apply a series of updates that consist of non-local integral operators and nonlinear activation functions, \( \sigma \), shown in the inset labelled as ‘Fourier Layer \( F \)’. Eventually, the neural network \( P_2 \) projects back the updates, producing the output shown on the right panels, which describe the time evolution of the system. In the inset, \( T_1 \) represents a linear transform, \( T_2 \) a local linear transform, \( \sigma \) a nonlinear activation function. \( F \) and \( F^{-1} \) stand for Fourier transform and inverse Fourier transform, respectively.

They employ the FNO architecture which applies a fast Fourier transform (FFT) to the data and applies its fully connected layers in Fourier space before performing an inverse FFT back to real space \[38\]. Moreover, this architecture has demonstrated the ability to perform zero-shot super-resolution, predicting on higher resolution data having only seen low resolution data \[33, 38\]. Figure 1 illustrates the FNO architecture that we use in this study.

PINOs improve upon the FNO architecture by adding physics information such as PDEs, ICs, BCs, and other conservation laws. By including the violation of such laws into the loss function, the network can learn these laws in addition to the data. Rather than using automatic differentiation, these networks use Fourier derivatives to compute the derivatives for the PDE constraints as automatic differentiation is very memory intensive for this type of architecture. This physics knowledge enables the network to learn operators faster and with less training data \[39\].

3. Methods

Here we describe the approach we followed to design, train, validate and test our PINOs, and then how we quantified their accuracy by comparing our predictions with actual numerical solutions of PDEs we consider in this study.

3.1. Initial data

The first step in this process was to generate initial data that matches the BCs of the problem. This was done using the Gaussian random fields method in a similar fashion to \[27\] where the kernel was transformed into Fourier space to match our periodic BCs. We employed a general Matern kernel, but discovered that the PINOs performed better when the smoothness parameter was set to infinity. In this limit, this Matern kernel becomes the radial basis function kernel as used in \[34\] defined as \( k_l(x_1, x_2) = \exp \left( -\|x_1 - x_2\|^2 / 2l^2 \right) \), where \( l \) is the length scale of typical spatial deviations in the data. For this work, we set \( l = 0.1 \) for all cases to provide features at our desired spatial scale except when explicitly stated otherwise. A number of these random fields were produced for each of the test problems described section 4.

During this work, we found that the magnitude of the training data affected the results of the training even in linear problems. In particular, the models seem to have difficulty with higher magnitude initial data, especially when the data had a magnitude greater than 1. We found that by reducing the magnitude of the initial data, we could improve our results. We believe this is attributed to the highly nonlinear nature of the neural network model. Other neural network models also experience similar effects and therefore normalize
their data to improve performance. Thus, we were careful in selecting the magnitude of our input fields during this study.

3.2. BCs
For our BCs, we used periodic BCs in all cases. This BC is good for problems with significant symmetry over long length scales or for cases where the boundary is sufficiently far from the region of interest. We are particularly focused on the latter case where the BC does not significantly impact the problem. Moreover, the neural network architecture implements periodic BCs by default via FFTs. This periodicity of a certain dimension can be removed by zero padding for said dimension before feeding it to the neural network. We employed this padding in the time dimension with a length of \( l_{\text{pad}} = 5 \) for all cases except the 1D wave equation, which is periodic in time for a time interval of \( t = 1 \).

Although we do not do so in this work, one could also use this technique for PDEs with non-periodic BCs by zero padding the spatial dimensions of the data. We could then add an additional loss term for the BC to the loss in equation (2) to describe our desired BC. We describe how to model similar terms in more detail in section 3.4.

3.3. Training data generation
To generate training data, we took the random IC fields that we had previously generated and evolved them in space and time. Specifically, we evolve each of these equations in time with RK4 time stepping starting at \( t = 0 \) until \( t = 1 \) with the timestep \( \delta t \) varying depending on the problem. To compute spatial derivatives, we employed a finite difference method with fourth order central difference for most cases. The lone exception was the inviscid Burgers equation in 2D which required a shock capturing method. Therefore, we employed a finite volume method (FVM) with local Lax–Friedrichs fluxes and MP5 reconstruction.

3.4. Training approach
We set up the problem as follows. We are given some space and time coordinates as well as the ICs at those coordinates. Our objective is to compute the solution at each given space and time coordinate from the initial data. To train the network to reproduce the simulated results, we employ multiple losses to ensure the network properly reproduces the correct loss. These losses are the data loss \( L_{\text{data}} \), the physics loss \( L_{\text{phys}} \), and the IC loss \( L_{\text{IC}} \). We do not include a loss term for the BC here because the FNO architecture of the PINO assures the desired periodic BCs as long as those dimensions are not padded.

\[ L_{\text{data}} \] attempts to fit the model predictions directly to the training data. This loss is computed via the relative mean squared error (MSE) between the training data and the network outputs. This relative MSE is computed by dividing the MSE of the predictions by the norm of the true values. For cases with multiple equations where the outputs vary in magnitude such as the linear and nonlinear shallow water equations, care must be taken to ensure that each of those outputs contributes equally to \( L_{\text{data}} \). Therefore, we compute the relative MSE for each of the output fields separately before combining them together.

\[ L_{\text{phys}} \] ensures that the PINO predictions obey known physical laws such as PDEs or more general conservation laws such as conservation of mass, energy, or momentum. We define the loss as the MSE between the violation of the physical law and the value of said law if it was perfectly satisfied which is 0 in most cases. Again, one must be careful in cases like the linear and nonlinear shallow water equations with multiple physical laws whose violations differ significantly in their magnitude. In such cases, compute the physical violations separately and multiply each term by some weight before combining them and computing the MSE of the combined term to obtain \( L_{\text{phys}} \).

\[ L_{\text{IC}} \] allows the PINO to learn how the input IC given to the network is the value of the output at that point at \( t = 0 \). Moreover, by minimizing \( L_{\text{IC}} \), \( L_{\text{phys}} \) more easily converges to the correct solution for cases where the physical law is a PDE. We defined \( L_{\text{IC}} \) as the relative MSE between the PINO prediction at \( t = 0 \) and the IC fed into the network. There were no cases where the ICs differed significantly in magnitude for the PDEs since for the linear and nonlinear shallow water equations, the velocity fields were taken to be zero at \( t = 0 \) and were not fed into the initial data.

To combine these terms into the total loss \( L_{\text{total}} \), we perform a weighted sum defined as

\[ L_{\text{total}} = w_{\text{data}} L_{\text{data}} + w_{\text{phys}} L_{\text{phys}} + w_{\text{IC}} L_{\text{IC}}, \tag{2} \]

where \( w_{\text{data}} \) is the data weight, \( w_{\text{phys}} \) is the physics weight, and \( w_{\text{IC}} \) is the IC weight. We varied these values between different cases and even during the training. Typically, we would set \( w_{\text{data}} \) to be 5 or 10, \( w_{\text{phys}} \) to be 1 or 2, and \( w_{\text{IC}} \) to be 5 or 10.

We emphasize that we select the weights in the loss function through a process of trial and error rather than a sophisticated hyperparameter optimization process. This is typically the case with PINNs as well. If we
take some limits, we can understand why this is the case. If $w_{\text{phys}}$ is very high, the PINO will try to minimize $L_{\text{phys}}$ at the cost of the other parameters. One solution that satisfies the most PDEs is if the output field is zero for all space and time coordinates. Therefore, we add the IC loss $L_{\text{IC}}$ to ensure that $L_{\text{phys}}$ evolves the correct initial data. However, if $L_{\text{IC}}$ is too large, the output field is correct at $t = 0$, but it does not evolve with time. Thus, we used a process of trial and error to determine the correct weights.

For the training itself, we used the PyTorch framework [40]. We employed an Adam optimizer with $\beta_1 = 0.9, \beta_2 = 0.999$ with an initial learning rate of 0.001. To fine tune the latter training steps, we employed a multistep scheduler to reduce the learning rate at several intervals throughout the training with a gamma value of 0.5. The specific number of epochs and the epoch decay milestones vary between the different test cases. A common setup that was used from several of the 2D cases was to train for 150 epochs and put the scheduler milestones at [25, 50, 75, 100, 125, 150] epochs. To further improve the performance, we would use the checkpoints after 150 epochs of training and retrain again after for this same duration. In between restarting from these checkpoints, we would sometimes modify the weights of the various training losses if we observed some losses were lagging behind the others.

### 3.5. Model architecture

As noted in 2.3, the model uses the FNO architecture that is shown in figure 1. We used a Gaussian error linear units for our nonlinearity for all cases [41]. We note that for physics informed deep learning, we require the nonlinear activation function to have a non-zero second derivative, ruling some commonly used activation functions such as the rectified linear unit [30].

The FNO architecture can be described by the widths, modes, and number of layers. The widths and modes are given as arrays representing the width and modes for each entry. The size of the array gives the number of layers and each entry corresponds to a different layer. We used four layers in all cases. For the 1D cases, we used the width $= [16, 24, 24, 32]$ and modes $= [15, 12, 9, 9]$. For the 2D cases, we used width $= [64, 64, 64, 64]$ and modes $= [8, 8, 8, 8]$. In addition, the network ends with a fully connected layer. We selected a width of 128 for the fully connected layer for all cases.

### 3.6. Performance quantification

To quantify the performance, we ran PINO on the test dataset, then calculated the MSE of their predictions with the test data and the MSE of the physics loss that accompanied violations of physical laws. The test dataset is composed of approximately 10% of the simulations produced from the random initial data that was separated from the rest of the data to ensure that the PINO did not train on it.

### 4. Test problems

We use PINOs to learn nine different PDEs. We consider the wave equation in 1D and 2D to demonstrate that our methods produce accurate and reliable results. We also present results for the 1D Burgers equation, which was used in [27] to quantify the performance of PINOs to learn PDEs. We then put our methods at work to solve a variety of PDEs with different levels of complexity.

Specifically, many past works including [27, 33, 36–38] investigating using nonlinear neural operators study only three cases, the 1D Burgers equation, 2D Darcy Flow, and the 2D Navier Stokes equations. While these cases provide a good way to compare neural operators to each other, they limited the applicability of neural operators to other problems. Moreover, the aforementioned cases fail to include various physical and numerical phenomena such as shocks, coupled PDEs, and non-constant coefficients. Therefore, we chose a wide array of linear and nonlinear PDEs to evaluate the PINO models and isolate the places where they may have difficulty.

#### 4.1. Wave equation 1D

Our first test was the wave equation in 1D with periodic BCs. This is a computationally simple PDE that is second order in time and models a variety of different physics phenomena. The equation for the evolved field $u(x, t)$ takes the form

\[
\begin{align*}
  u_t + c^2 u_{xx} &= 0, \\
  u(x, 0) &= u_0(x), \\
  x &\in [0, 1], \quad t \in [0, 1],
\end{align*}
\]

where $c = 1$ is the speed of the wave.
4.2. Wave equation 2D
We extend the wave equation in 2D with periodic BCs to explore the requirements for adding the additional spatial dimension. The equation for the evolved field $u(x, y, t)$ is given by

\[ \begin{align*}
\partial_t u + c^2 \left( u_{xx} + u_{yy} \right) &= 0, \\
u (x, y, 0) &= u_0 (x, y), \\
\Omega, \quad t \in [0, 1],
\end{align*} \tag{4}\]

where as before the speed of the wave is set to $c = 1$.

4.3. Wave equation 2D non-constant coefficients
By adding a spatially variable wave speed, we study the performance of PINOs in problems with non-constant coefficients. This variable wave speed $c(x, y)$ was incorporated into the PINO by treating it as another randomly generated input field. To produce smoother training data, we set the spatial scale $l = 0.5$ parameter for the wave speed input field $c(x, y)$, though we still used $l = 0.1$ for the initial data. The equation for the evolved field $u(x, y, t)$ is now given by

\[ \begin{align*}
\partial_t u + c(x, y)^2 \left( u_{xx} + u_{yy} \right) &= 0, \\
u (x, y, 0) &= u_0 (x, y), \\
\Omega, \quad t \in [0, 1],
\end{align*} \tag{5}\]

4.4. Burgers equation 1D
The 1D Burgers equation with periodic BCs serves as a nonlinear test case with a variety of numerical methods. This allowed us to verify that our PINOs can learn and reconstruct nonlinear phenomena. The equation for the field $u(x, y, t)$ is given in conservative form by

\[ \begin{align*}
\partial_t u + \partial_x \left( \frac{u^2}{2} \right) &= \nu u_{xx}, \\
u (x, 0) &= u_0(x), \\
\Omega, \quad t \in [0, 1],
\end{align*} \tag{6}\]

where the viscosity $\nu = 0.01$.

4.5. Burgers equation 2D scalar
To verify our model can handle nonlinear phenomena in 2D, we extend the Burgers equation into 2D by assuming the field $u(x, y, t)$ is a scalar. The equations take the form

\[ \begin{align*}
\partial_t u + \partial_x \left( \frac{u^2}{2} \right) + \partial_y \left( \frac{u^2}{2} \right) &= \nu \left( u_{xx} + u_{yy} \right), \\
u (x, y, 0) &= u_0(x, y), \\
\Omega, \quad t \in [0, 1],
\end{align*} \tag{7}\]

where the viscosity $\nu = 0.01$.

4.6. Burgers equation 2D inviscid
We also looked at cases involving the inviscid Burgers equation in 2D in which we set the viscosity $\nu = 0$. This setup is known to produce shocks that can result in numerical instabilities if not handled correctly. We used a FVM to generate this data to ensure stability in the presence of shocks. In turn, this allowed us to investigate the network’s performance when processing shocks. The equations are given by

\[ \begin{align*}
\partial_t u + \partial_x \left( \frac{u^2}{2} \right) + \partial_y \left( \frac{u^2}{2} \right) &= 0, \\
u (x, y, 0) &= u_0(x, y), \\
\Omega, \quad t \in [0, 1],
\end{align*} \tag{8}\]

We observed that the presence of the shock prevented our Fourier derivative method from producing accurate residuals when we included the full equation in our physics loss term. Instead, for our physics loss, we used the conserved quantity,

\[ \int_{\Omega} u(x, y, t) \, dx \, dy = \int_{\Omega} u(x, y, 0) \, dx \, dy = C, \tag{9}\]

where $C$ is a constant and $\Omega$ is the domain. In other words, we ensured that the total $u$ at every time instance is equal to the total $u$ at $t = 0$. 
4.7. Burgers equation 2D vector
We then looked at a vectorized form of the 2D Burgers equation with periodic BCs. This allowed us to test how well the model handles the coupled fields \( u(x, y, t) \) and \( v(x, y, t) \) that parameterize the system. The equations take the form

\[
\begin{align*}
    u_t + uu_x + vu_y &= \nu \left( u_{xx} + u_{yy} \right), \\
    v_t + uv_x + vv_y &= \nu \left( v_{xx} + v_{yy} \right), \\
    u(x, y, 0) &= u_0(x, y), \quad v(x, y, 0) = v_0(x, y), \\
    x, y &\in [0, 1], \quad t \in [0, 1]
\end{align*}
\]

(10)

where the viscosity \( \nu = 0.01 \). We note that this system of equations does not have a conservative form as there is not a continuity equation in this system.

Although coupled equations might seem like a trivial case, there are actually a number of complexities that arise when changing the number of fields. First, having multiple inputs and outputs results in an expanded parameter space for the PINO. Thus, one would expect the network to require a larger volume of training data to produce accurate results. Moreover, PINOs must solve multiple equations simultaneously in the coupled case. In turn, the models must not only solve for single fields, but also compute the contribution of those fields on the other fields. Therefore, it is important to understand how PINOs can resolve coupled fields in this relatively simple 2D vectorized Burgers equation.

4.8. Linear shallow water equations 2D
To examine the properties of PINOs with three coupled equations, we examined the ability of the networks to reproduce the linear shallow water equations with periodic BCs. We assumed that the height of the perturbed surface \( h(x, y, t) \) is initially perturbed, but the initial velocity fields \( u(x, y, t) \) and \( v(x, y, t) \) are initially zero. These equations can be expressed as

\[
\begin{align*}
    \frac{\partial h}{\partial t} + H \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) &= 0, \quad (11) \\
    \frac{\partial u}{\partial t} - fu &= -g \frac{\partial h}{\partial x}, \quad (12) \\
    \frac{\partial v}{\partial t} + fu &= -g \frac{\partial h}{\partial y}, \quad (13)
\end{align*}
\]

with \( h(x, y, 0) = h_0(x, y), \quad u(x, y, 0) = 0, \quad v(x, y, 0) = 0, \quad x, y \in [0, 1], \quad t \in [0, 1] \), where the gravitational constant \( g = 1 \), the mean fluid height \( H = 100 \), and we considered two cases for the Coriolis coefficient \( f = \{0, 1\} \).

The challenge in this case is that we have three coupled fields with one of them, the perturbed surface height \( h \) having a very different physical meaning than the others. Moreover, \( h \) is typically of much larger magnitude than either of the velocity fields. By simplifying to a linear problem, we assess the ability of PINOs to reproduce the results of magnitude varying fields without complicated nonlinear terms. We note that coupled equations with terms of varying magnitude are known to be difficult for traditional PINNs as one needs to carefully weight and normalize the equations.

4.9. Nonlinear shallow water equations 2D
Finally, we examined the network performance on the nonlinear shallow water equations. We assumed a similar setup as in the linear case where we assumed the total fluid column height \( \eta(x, y, t) \), was given by a mean value of 1 plus some initial perturbation. We again assumed the initial velocity fields \( u(x, y, t) \) and \( v(x, y, t) \) were zero. These equations are given by

\[
\begin{align*}
    \frac{\partial \eta}{\partial t} + \frac{\partial (\eta u)}{\partial x} + \frac{\partial (\eta v)}{\partial y} &= 0, \quad (14) \\
    \frac{\partial (\eta u)}{\partial t} + \frac{\partial}{\partial x} \left( \eta u^2 + \frac{1}{2} \eta g \eta^2 \right) + \frac{\partial (\eta uv)}{\partial y} &= \nu \left( u_{xx} + u_{yy} \right), \quad (15) \\
    \frac{\partial (\eta v)}{\partial t} + \frac{\partial (\eta uv)}{\partial x} + \frac{\partial}{\partial y} \left( \eta v^2 + \frac{1}{2} \eta g \eta^2 \right) &= \nu \left( v_{xx} + v_{yy} \right), \quad (16)
\end{align*}
\]

with \( \eta(x, y, 0) = \eta_0(x, y), \quad u(x, y, 0) = 0, \quad v(x, y, 0) = 0, \quad x, y \in [0, 1], \quad t \in [0, 1] \), where the gravitational coefficient \( g = 1 \) and the viscosity coefficient \( \nu = 0.002 \) to prevent the formation of shocks.
Figure 2. The training loss curves for the first 150 epochs of training for the nonlinear shallow water equations. Here we compare the different losses from the data, PDE, and ICs as well as their weighted total training loss.

Table 1. Summary of PINO results. The first column describes the modeled equation. The second and third columns describe the spatial and temporal resolution, respectively. The fifth and sixth columns display the number of training and testing samples used. The final column provides the relative mean squared error (MSE) of our physics informed neural operators on the test set. To showcase the enhanced performance of PINOs to solve these equations, we also present FNO results for five different equations.

| Model                                      | Spatial resolution | Time steps | Training samples | Testing samples | Relative MSE |
|--------------------------------------------|--------------------|------------|------------------|-----------------|--------------|
| Wave equation 1D                           | 128                | 101        | 900              | 100             | $1.22 \times 10^{-03}$ |
| Wave equation 2D                           | $128 \times 128$   | 101        | 45               | 25              | $6.60 \times 10^{-03}$ |
| Wave equation 2D non-constant coefficients | $128 \times 128$   | 101        | 175              | 25              | $4.86 \times 10^{-02}$ |
| Burgers equation 1D                        | 128                | 101        | 90               | 10              | $1.25 \times 10^{-03}$ |
| Burgers equation 1D FNO                    | 128                | 101        | 90               | 10              | $3.86 \times 10^{-03}$ |
| Burgers equation 2D scalar                 | $128 \times 128$   | 101        | 45               | 25              | $3.56 \times 10^{-03}$ |
| Burgers equation 2D scalar FNO             | $128 \times 128$   | 101        | 45               | 25              | $6.29 \times 10^{-03}$ |
| Burgers equation 2D inviscid               | $128 \times 128$   | 101        | 90               | 10              | $3.56 \times 10^{-02}$ |
| Burgers equation 2D vector                 | $128 \times 128$   | 101        | 475              | 25              | $8.49 \times 10^{-03}$ |
| Linear shallow water equations 2D $f = 0$  | $128 \times 128$   | 101        | 45               | 25              | $6.86 \times 10^{-03}$ |
| Linear shallow water equations 2D $f = 0$ FNO | $128 \times 128$   | 101        | 45               | 25              | $8.13 \times 10^{-03}$ |
| Linear shallow water equations 2D $f = 1$  | $128 \times 128$   | 101        | 45               | 25              | $6.28 \times 10^{-03}$ |
| Linear shallow water equations 2D $f = 1$ FNO | $128 \times 128$   | 101        | 45               | 25              | $6.52 \times 10^{-03}$ |
| Nonlinear shallow water equations 2D       | $128 \times 128$   | 101        | 45               | 25              | $1.50 \times 10^{-02}$ |
| Nonlinear shallow water equations 2D FNO   | $128 \times 128$   | 101        | 45               | 25              | $4.40 \times 10^{-02}$ |

This case combines the difficulty of having three coupled fields with complicated nonlinear governing equations. This case provides a very useful and physically interesting benchmark for PINOs as these equations model tsunamis. Moreover, these equations take a similar form to the equations of compressible flow, but without an additional equation for energy that is dependent on the equation of state.

All these different PDEs serve the purpose of establishing the accuracy and reliability of our PINOs, and then explore their application for more interesting scenarios for the 2D Burgers equation, and 2D linear and nonlinear shallow waters equations, which involve several coupled equations.

5. Results

We now quantify the ability of our PINOs to learn the physics described by the PDEs described above. In figures 3–12 we present qualitative and quantitative results that illustrate the performance of our PINOs. We use two types of quantitative metrics, namely, absolute error (shown in each figure) and MSE (summarized in table 1) between PINO predictions and ground truth simulations. While the figures below provide snapshots of the performance of our PINOs at a given time, $t$, we also provide interactive visualizations of these results at this website. We also provide a tutorial to use our PINOs and reproduce our results in the Data and Learning Hub for Science [42, 43].

Before discussing specific results, we also present the training curves of the nonlinear shallow water equations over its first 150 epochs in figure 2.

In terms of benchmarks, and assuming a single NVIDIA A100 GPU in the ThetaGPU supercomputer at the Argonne Leadership Supercomputing Facility (ThetaGPU is an NVIDIA DGX A100-based system. The DGX A100 comprises eight NVIDIA A100 GPUs that provide a total of 320 GB of memory for training AI datasets, as well as high-speed NVIDIA Mellanox ConnectX-6 network interfaces), we found that:
Figure 3. PINO for 1D wave equation test set initial conditions (left column) fed into our neural networks. The center left column displays the ground truth value of $u_{\text{true}}(x, t)$ as produced by our simulations. The center right column shows the value of $u_{\text{pred}}(x, t)$ predicted by our PINO. The right column illustrates the error between the PINO predictions and the ground truth, $u_{\text{pred}} - u_{\text{true}}$.

Figure 4. PINO for 2D wave equation. As figure 3, but now in 2D. The left column represents the test set initial conditions that we feed into our PINOs. We evolved the systems until $t = 1$ and present ground truth solutions (center left) and PINO predictions (center right). Even after evolving these simulations until the end of the time domain under consideration, our PINOs predict with excellent accuracy the evolution of the system, as shown in the right column which shown at $t = 1$, $u_{\text{pred}} - u_{\text{true}}$.

- training the 1D Burgers takes 55 s (500 epochs) and a single run takes 0.1 s
- training the 2D linear shallow water equations takes 26 min (150 epochs) and a single run takes 1.79 s
- training the 2D nonlinear shallow water equations takes 26 min (150 epochs) and a single run takes 2.45 s.

5.1. Wave equation 1D results
Figure 3 shows that our PINO for the 1D wave equation learns and describes the physics of this PDE with remarkable accuracy. These results serve the purpose of validating our methods with a simple PDE. We found that the MSE in this case was $1.22 \times 10^{-3}$ on the test dataset. We note that for this case, we experimented with using a very high resolution of 4096 grid points to generate the training data, but downsampled by a factor of 32 to a final resolution of 128 grid points that were fed into the network. This simulates having available less data to reproduce a result than was required to compute it.

5.2. Wave equation 2D results
Next we consider the 2D wave equation. Figure 4 summarizes our results. As in the 1D scenario, our PINOs have learned the physics of the 2D wave equations with excellent accuracy. Specifically, we found the MSE on the test dataset for this case to be $6.70 \times 10^{-3}$.
5.3. Wave equation 2D non-constant coefficients results
Next we consider the variation of the 2D wave equation with non-constant coefficients. Figure 5 illustrates the results for this problem. As this scenario is considerably more difficult than the uniform coefficient wave equation, the PINO performance is slightly worse, with an MSE of on the test dataset of 0.0486.

5.4. Burgers equation 1D results
We now turn our attention to the Burgers equation, and begin this analysis with a simple and illustrative case, namely the 1D Burgers equation, shown in figure 6. These results show that our PINOs have accurately learned the physics described by this PDE with an excellent level of accuracy. Quantitatively, the MSE on the test dataset was $1.25 \times 10^{-3}$. These results furnish evidence that our methods can reproduce results published elsewhere in the literature [27].
Figure 7. PINO for 2D scalar Burgers equation. Displays the results of the PINO model for this equation. The left column shows a sample of test set initial conditions fed into our models. The center left column displays the ground truth value, $u_{\text{true}}(x, y)$, of our simulations once they have evolved up to $t = 1$. The center right column shows model predictions for this PDE at $t = 1$. We have selected this time to quantify the accuracy of our model once the system has evolved sufficient time to accumulate errors. The right column illustrates the discrepancy between model predictions and the ground truth, $u_{\text{pred}} - u_{\text{true}}$, at $t = 1$.

Figure 8. PINO for 2D inviscid Burgers equation. As figure 7 but now in the inviscid case given by equation (8).

5.5. Burgers equation 2D scalar results
This PDE is given by equation (7). As shown in figure 7 our PINOs can learn and describe the physics of this PDE accurately. Note that we present results for this PDE once the system has been evolved throughout the time domain under consideration, i.e. $t \in [0, 1]$. By presenting results at $t = 1$ we gain a good understanding of the actual performance of our PINOs once they have evolved in time and accumulated numerical errors that may depart from ground truth values. For this case, we compared the results to a FNO which was trained with the same architecture, but without a physics informed loss component. In figure 7 we present the results of the PINO and the FNO for the same IC. We found that the MSE for the full test dataset was $3.56 \times 10^{-3}$ for the PINO and was $6.29 \times 10^{-3}$ for the FNO.

5.6. Burgers equation 2D inviscid results
This PDE is given by equation (8). As we mentioned before, shocks are a common occurrence for this PDEs, and may lead to numerical instabilities if we do not use shock capturing schemes. We have quantified the ability of our PINOs to handle shocks. We found the PINO to have an MSE of 0.0356 on the test dataset. In figure 8 we notice that our PINOs are able to describe the physics of this PDE with excellent accuracy. However, we observe a significant discrepancy between ground truth and AI predictions right at the regions where shocks occur. These findings indicate that further work is needed to better handle PDEs that involve shocks. This is a specific area of work that we will pursue in the future.

Specifically, such work would look at improvements to the way the model and loss function handle discontinuities in the data. For example, Fourier transforms, which are employed in the neural network and to represent derivatives in the loss function, are known to be highly sensitive to discontinuities. Thus, potential improvements may encompass the use of Galerkin neural networks [44] to better handle discontinuities, and loss functions that incorporate particle number conservation. These improvements should be considered in future work.
5.7. Burgers equation 2D vector results

This is the most complex PDE of the Burgers family we consider in this study, see equation (10). The novel feature of this PDE is that we now need to treat two different fields \((u, v)\). In figure 9 we present a sample result from the test dataset, which demonstrate that our PINOs have learned the physics of this PDE and describe it with remarkable precision even after we have evolved this system until the end of the time domain under consideration. Quantitatively, we achieved an MSE of \(8.49 \times 10^{-3}\) on the test dataset.

These results complete our analysis for a variety of PDEs that involve the Burgers equation, and indicate that for various levels of complexity and ICs our PINOs are capable of learning and describing the physics of these PDEs with excellent accuracy. We have also realized that we need to further develop these methods for PDEs that involve shocks. We are keenly interested in this particular case, and will explore in future work.

5.8. Linear shallow water equations 2D results

Another original result in this study is the use of PINOs to learn the physics of three coupled PDE equations. The first case under consideration is the 2D linear shallow water equation given by equations (11)–(13). In this case we now consider the height of the perturbed surface, \(h\), and the fields \((u, v)\). Figures 10 and 11 present results assuming two Coriolis coefficient \(f = \{0, 1\}\), respectively. The discrepancy between PINO predictions and ground truth values in the figures is very small, which furnishes strong evidence for the adequacy of PINOs to learn the physics of this PDE. Highlights of these results include:

- **\(f = 0\) case**: Using 45 training samples and 25 testing samples, the MSE on the test dataset was \(1.25 \times 10^{-3}\).
- **\(f = 1\) case**: With the same number of samples as the previous case, the MSE on the test dataset was calculated to be \(6.28 \times 10^{-3}\).

These results provide a glimpse of the capabilities of PINOs to learn the physics of these linear, coupled PDEs. We have extensively tested these equations and found that they are robust to a broad range of initial data. These results provided enough motivation to explore the use of PINOs for a more challenging set of coupled PDEs, namely, the 2D nonlinear shallow water equations that we discuss next.

5.9. Nonlinear shallow water equations 2D results

The final original contribution of this study is the use of PINOs to learn the physics of the 2D nonlinear shallow water equation, given by equations (14)–(16). Even though this PDE is significantly more complex than its linear counterpart, we notice in figure 12 that our PINOs learn the physics described by the fields \((
\eta, u, v)\) with remarkable accuracy. We found the MSE for the test dataset of this case to be 0.0150.

Finally, we provide an additional metric to quantify the overall performance of all the PDEs we have used in this study in table 1. These results indicate that our PINOs provide state-of-the-art results to model simple PDEs (1D wave equation and 1D Burgers equations), and excellent performance for a variety of PDEs that are solved for the first time in the literature with PINOs.
Figure 10. PINO for 2D linear shallow water equation. Assuming a system with a Coriolis coefficient $f = 0$, we show the $h$, $u$, and $v$ fields in the top, middle, and bottom rows, respectively. The left column shows the initial condition provided to the network. The center left column displays the ground truth value at $t = 1$ as produced by the simulation. The center right column shows the value of prediction at $t = 1$ predicted by our PINO. The right column indicates the discrepancy between PINO predictions and the ground truth at $t = 1$.

Figure 11. PINO for 2D linear shallow water equation. As figure 10 but now with a Coriolis coefficient $f = 1$. 
6. Conclusions

We have introduced an end-to-end framework to learn PDEs that range from simple equations that serve the purpose of testing our methods (1D wave equation and 1D Burgers equation) to increasingly more complex equations (2D scalar, 2D inviscid and 2D vector Burgers equation), and coupled PDEs that are solved with PINOs for the first time in the literature (2D linear and nonlinear shallow waters equations). The methods we introduce in this study provide the flexibility to produce initial data to test the robustness and applicability of AI surrogates for a broad range of physically motivated scenarios. We provide scientific visualizations of our results through an interactive website. We also release our PINOs and scientific software through the Data and Learning Hub for Science so that AI practitioners may download, use and further develop our neural networks. In addition to this Data and Learning Hub for Science implementation, we release the source code used in this paper.

Future work may focus on the extension of these PINOs to high-dimensional PDEs that are relevant for the modeling of complex phenomena that demand subgrid scale precision, and which typically lead to computationally expensive simulations. We will also focus on developing methods that handle shocks effectively, since these phenomena are common in fluid dynamics and relativistic astrophysics, to mention a few. We will also continue our research program combining scientific visualization and accelerated computing to gain insights about what PINOs learn from data, and how this information may be used to enhance their performance when applied to experimental datasets [45-47].

It is our expectation that our AI surrogates may be used to replace computationally demanding numerical methods to learn PDEs in scientific software used to model multi-scale and multi-physics phenomena—e.g. numerical relativity simulations of gravitational wave sources, weather forecasting, etc—and eventually provide data-driven and physics informed solutions that more accurately describe and identify novel features and patterns in experimental data.

Data availability statement

The data that support the findings of this study are openly available at the following URL/DOI: https://github.com/shawnrosofsky/PINO_Applications.
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Figure 13. FNO for 1D Burgers equation. The left column shows the test set initial conditions fed into our FNO. The center left column shows the ground truth value, $u_{\text{true}}(x, t)$, produced by our simulations. The center right column presents the predicted values $u_{\text{pred}}(x, t)$ by our FNO. The right column shows the discrepancy between FNO and ground truth predictions, $u_{\text{pred}} - u_{\text{true}}$.

Figure 14. FNO for 2D scalar Burgers equation. The left column shows a sample of test set initial conditions fed into our FNO model. The center left column displays the ground truth value, $u_{\text{true}}(x, y)$, of our simulations once they have evolved up to $t = 1$. The center right column shows model predictions for this PDE at $t = 1$. We have selected this time to quantify the accuracy of our model once the system has evolved sufficient time to accumulate errors. The right column illustrates the discrepancy between model predictions and the ground truth, $u_{\text{pred}} - u_{\text{true}}$, at $t = 1$.

Appendix. Fourier neural operators

Here we present results for the solution of three different types of PDEs using Fourier neural operators (FNOs). Specifically, we present results for the 1D Burgers equation in figure 13; the 2D scalar Burgers equation in figure 14; and the 2D nonlinear shallow water equation in figure 15. These results indicate that including physics principles in the optimization of AI surrogates leads to enhanced performance. We also refer the reader to table 1, where we show additional comparisons between PINOs and FNOs for other PDEs in terms of relative MSE.
Figure 15. FNO for 2D nonlinear shallow water equation. The $(\eta, u, v)$ fields are shown in the top, middle, and bottom rows, respectively. The left column presents the test set initial condition that is fed into our network. The center left column displays the ground truth value at $t = 1$ as produced by our simulations. The center right column shows the value of prediction at $t = 1$ predicted by the FNO. The right column illustrates the discrepancy between the FNO predictions and the ground truth at $t = 1$.
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