We design a prediction market to recover a complete and fully general probability distribution over a random variable. Traders buy and sell interval securities that pay $1 if the outcome falls into an interval and $0 otherwise. Our market takes the form of a central automated market maker and allows traders to express interval endpoints of arbitrary precision. We present two designs in both of which market operations take time logarithmic in the number of intervals (that traders distinguish), providing the first computationally efficient market for a continuous variable. Our first design replicates the popular logarithmic market scoring rule (LMSR), but operates exponentially faster than a standard LMSR by exploiting its modularity properties to construct a balanced binary tree and decompose computations along the tree nodes. The second design consists of two or more parallel LMSR market makers that mediate submarkets of increasingly fine-grained outcome partitions. This design remains computationally efficient for all operations, including arbitrage removal across submarkets. It adds two additional benefits for the market designer: (1) the ability to express utility for information at various resolutions by assigning different liquidity values, and (2) the ability to guarantee a true constant bounded loss by appropriately decreasing the liquidity in each submarket.
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or linear in the number of bits describing the outcome space. Our first market maker calculates LMSR exactly, but employs a balanced binary tree to implement interval queries and trades. We show that the normalization constant of LMSR—a key quantity in its price and cost function—can be calculated recursively via local computations on the balanced tree. Our work here contributes to the rich literature that aims to overcome the worst-case $\#P$-hardness of LMSR pricing [5] by exploiting the outcome space structure and limiting expressivity [6, 7, 13, 18, 24].

Our second market maker works by maintaining parallel LMSR submarkets that adopt different liquidity parameters and offer interval securities at various resolutions. We show that liquidity parameters can be chosen to guarantee a constant bounded loss independent of market precision and prices can be kept coherent efficiently by removing arbitrages across submarkets. We demonstrate through agent-based simulation that our second design enjoys more flexible expressivity and computational efficiency. As both market makers facilitate trading intervals at arbitrary precisions, they can elicit any probability distribution over a continuous decision, they can elicit any probability distribution over a continuous

\[ \phi \cdot 1 \]  

"Each variable \( \phi_i \) is associated with a security that pays out \( \phi_i(\omega) \) when the outcome \( \omega \in \Omega \) occurs, and thus \( \phi_i \) is also called the payoff function. Binary securities pay out $1 if the specified event occurs and $0 otherwise. The vector \( (\phi_i)_{i \in I} \) is denoted \( \phi \).

Traders trade bundles \( \delta \in \mathbb{R}^|I| \) of security with a central market maker, where positive entries in \( \delta \) correspond to purchases and negative entries to short sales. A trader holding a bundle \( \delta \) receives a payoff of \( \delta \cdot \phi(\omega) \), when \( \omega \) occurs.

Following [1] and [8], we assume that the market maker determines security prices using a convex and differentiable potential function \( C: \mathbb{R}^|I| \rightarrow \mathbb{R} \), called a cost function. The state of the market is specified by a vector \( \theta \in \mathbb{R}^|I| \), listing the number of shares of each security sold by the market maker so far. A trader who wants to buy a bundle \( \delta \) in the market state \( \theta \) must pay \( C(\theta + \delta) - C(\theta) \) to the market maker, after which the new state becomes \( \theta + \delta \).

The vector of instantaneous prices in the corresponding state \( \theta \) is \( p(\theta) = \nabla C(\theta) \). Its entries can be interpreted as the market’s collective estimates of \( \mathbb{E}[\phi_i] \): a trader can make an expected profit by buying (at least a small amount of) the security \( i \) if she believes that \( \mathbb{E}[\phi_i] \) is larger than the instantaneous price \( p_i(\theta) = \partial C(\theta)/\partial \theta_i \), and by selling if she believes the opposite. Therefore, risk neutral traders with sufficient budgets maximize their expected profits by moving the price vector to match their expectation of \( \phi \). Any expected payoff must lie in the convex hull of the set \( \{ \phi(\omega) \}_{\omega \in \Omega} \), which we denote \( \mathcal{M} \) and call a coherent price space with its elements referred to as coherent price vectors.

We assume that the cost function satisfies two standard properties: no arbitrage and bounded loss. The no-arbitrage property requires that as long as all outcomes \( \omega \) are possible, there be no market transaction with a guaranteed profit for a trader. In this paper, we use the fact that \( C \) is arbitrage-free if and only if it yields price vectors \( p(\theta) \) that are always coherent [1]. The bounded-loss property is defined in terms of the worst-case loss of a market maker, \( \sup_{\theta \in \Theta} \sup_{\omega \in \Omega} \{ \theta \cdot \phi(\omega) - C(\theta) + C(0) \} \), meaning the largest difference, across all possible trading sequences and outcomes, between the amount that the market maker has to pay the traders (once the outcome is realized) and the amount that the market maker has collected (when securities were traded). The property requires that this worst-case loss be a priori bounded by a constant.

### 2.2 Complete Markets and LMSR

In a complete market, we have \( I = \Omega \). Securities are indicators of individual outcomes, \( \phi_i(\omega) = 1_{\{ \omega = i \}} \), where \( 1\{} \) denotes the binary indicator. We denote each market security as \( \phi_i \). A risk-neutral trader is incentivized to move the price of each security \( \phi_i \) to her estimate of \( \mathbb{E}[\phi_i] = \mathbb{P}[\omega_i] \), which is her subjective probability of \( \omega \) occurring. Thus, traders can express arbitrary probability distributions over \( \Omega \). We consider variants of LMSR market maker [15] for a complete market, described by cost function and prices

\[
\begin{align*}
C(\theta) &= b \log \left( \sum_{\omega \in \Omega} e^{\theta_\omega/|b|} \right), \\
\rho_\omega(\theta) &= \frac{\partial C(\theta)}{\partial \theta_\omega} = \frac{e^{\theta_\omega/|b|}}{\sum_{\nu \in \Omega} e^{\theta_\nu/|b|}}.
\end{align*}
\]

where \( b \) is the liquidity parameter, controlling how fast the price moves in response to trading and limiting the worst-case loss of the market maker to \( b \log |\Omega| \) [15].

The securities in a complete market can be used to express bets on any event \( E \). Specifically, one share of a security for the event \( E \) can be represented by the indicator bundle \( 1_E \in \mathbb{R}^\Omega \) with entries \( 1_E(\omega) = 1(\omega \in E) \). We refer to this bundle as the bundle security for event \( E \). The immediate price of the bundle \( 1_E \) in the state \( \theta \) is

\[
p_E(\theta) := 1_E \cdot p(\theta) = \sum_{\omega \in \Omega} \rho_\omega(\theta) \left( \sum_{\omega \in \Omega} e^{\theta_\omega/|b|} \right) / \sum_{\omega \in \Omega} e^{\theta_\omega/|b|}.
\]

The cost of buying the bundle \( s1_E \), or sometimes referred to as “the cost of \( s \) shares of \( 1_E \), can be written as a function of \( p_E(\theta) \) and \( s \):

\[
C(\theta + s1_E) - C(\theta) = b \log \left( \sum_{\omega \in \Omega} e^{\theta_\omega/|b| + s} + \sum_{\omega \in \Omega} e^{(\theta_\omega+s)/|b|} \right) - b \log \left( \sum_{\omega \in \Omega} e^{\theta_\omega/|b|} \right) = b \log \left( p_E(\theta) + e^{s/|b|} p_E(\theta) \right) = b \log \left( 1 - p_E(\theta) + e^{s/|b|} p_E(\theta) \right).
\]
Above, we write $E^c$ for the complementary event $E = \Omega \setminus E$, and use the fact $p_E(\theta) + p_{E^c}(\theta) = 1$, which follows from Eq. (2).

2.3 Interval Securities over $[0, 1)$

We consider betting on outcomes within an interval $[0, 1)$. Our approach generalizes to outcomes that are in any $[\alpha, \beta) \subseteq [-\infty, \infty)$ by applying any increasing transformation $F : [\alpha, \beta) \rightarrow [0, 1)$. We assume that the outcome $\omega$ is specified with $K$ bits, meaning that there are $N = 2^K$ outcomes with $\Omega = \{j/N : j \in \{0, 1, \ldots, N-1\}\}$. At the end of Sections 3 and 4, we discuss how the assumption of pre-specified bit precision can be removed.

Example 1 (Complete market for S&P 500). We construct a complete market for the S&P 500 opening price on December 17, 2021, by setting $N = 2^{19} = 524,288$. The resulting complete market is $I = \{0, 0.01, \ldots, 524.286, 524.87\}$, where we cap prices at $524.87$ (i.e., larger prices are treated as $5242.87$). The transformed outcome is then $\omega = \omega'/N$, where $\omega'$ is the S&P 500 price in cents.

In the outcome space $\Omega$, we would like to enable price and cost queries as well as buying and selling of bundle securities for the interval events $I = [\alpha, \beta)$ for any $\alpha, \beta \in \Omega \cup \{1\}$. For cost-based markets, sell transactions are equivalent to buying a negative amount of shares, so we design algorithms for three operations: price($I$), cost($I, s$), and buy($I, s$), where $I$ is the interval event and $s$ the number of shares. A naive implementation of price and cost following Eqs. (2) and (3) would be linear in $N$. In this paper, we propose to implement these operations in time that is logarithmic in $N$.

3 A LOG-TIME LMSR MARKET MAKER

We design a data structure, referred to as an LMSR tree, which resembles an interval tree [9, Section 15.3], but includes additional annotations to support LMSR calculations. We first define the LMSR tree, and show that it can facilitate market operations in time logarithmic in the number of distinct intervals that traders define.

3.1 An LMSR Tree for $[0, 1)$

We represent an LMSR tree $T$ with a full binary tree, where each node $z$ has either no children (when $z$ is a leaf) or exactly two children, denoted left$(z)$ and right$(z)$ (when $z$ is an inner node). The root is denoted root and the parent of any non-root node part$(z)$.

Definition 1 (LMSR Tree). An LMSR tree is a full binary tree, where each node $z$ is annotated with an interval $I_z = [\alpha_z, \beta_z)$ with $\alpha_z, \beta_z \in \Omega \cup \{1\}$, a height $h_z \geq 0$, a quantity $s_z \in \mathbb{R}$ that records the number of sold bundle securities associated with $I_z$, and a partial normalization constant $S_z \geq 0$ (defined below in Eq. 6).

An LMSR tree is required to satisfy:

- Binary-search property: $I_{\text{root}} = [0, 1)$, and for inner node $z$,
  
  $\alpha_z = \alpha_{\text{left}(z)} < \beta_{\text{left}(z)} = \alpha_{\text{right}(z)} < \beta_{\text{right}(z)} = \beta_z$.

- Height balance: $h_z = 0$ for leaves, and for inner node $z$,
  
  $h_z = 1 + \max\{h_{\text{left}(z)}, h_{\text{right}(z)}\}$, $|h_{\text{left}(z)} - h_{\text{right}(z)}| \leq 1$.

- Partial-normalization correctness: $S_z = e^{\alpha_z/b} \cdot (\beta_z - \alpha_z)$ for leaves, and for inner node $z$,
  
  $S_z = e^{\alpha_z/b} \cdot (S_{\text{left}(z)} + S_{\text{right}(z)})$.

The binary-search property helps to find the unique leaf that contains any $\omega \in \Omega$ by descending from root and choosing left or right in each node based on whether $\omega < \beta_{\text{left}(z)}$ or $\omega \geq \beta_{\text{left}(z)}$. The height-balance property ensures that the path length from root to any leaf is at most $O(\log n)$, where $n$ is the number of leaves of the tree [17]. We adopt an AVL tree [3] at the basis of our LMSR tree, but other balanced binary-search trees (e.g., red-black trees or splay trees) could also be used.

To facilitate LMSR computations, we maintain a scalar quantity $s_z \in \mathbb{R}$ for each node $z$, which records the number of bundle securities associated with $I_z$ sold by the market maker. Therefore, the market state and its components for each individual outcome $\omega$ represented by the LMSR tree $T$ are

$$\theta(T) = \sum_{z \in T} s_z \cdot 1_{I_z}; \quad \theta_{\omega}(T) = \sum_{z \in T} s_z \cdot 1_{I_z, \omega} = \sum_{\omega \in \Omega} s_z.$$  

The normalization constant in the LMSR price (Eq. 2) is then

$$\sum_{\omega \in \Omega} e^{\alpha_z/b} = \sum_{\omega \in \Omega} e^{\alpha_z/b} \cdot \sum_{z \in \Omega} e^{s_z/b}.$$  

We decompose the computation of the above normalization constant along the nodes of an LMSR tree, by defining a partial normalization constant $S_z$ in each node:

$$S_z := \frac{1}{N} \sum_{z \in \Omega} e^{s_z/b} \cdot (\beta_z - \alpha_z) \quad \text{if } z \text{ is a leaf}, \quad e^{s_z/b} \cdot (S_{\text{left}(z)} + S_{\text{right}(z)}) \quad \text{otherwise}.$$  

Based on the LMSR tree construction, we implement the following operations for any interval $I = [\alpha, \beta)$:

- **price($I, T$)** returns the price of bundle security for $I$;
- **cost($I, s, T$)** returns the cost of $s$ shares of bundle security for $I$;
- **buy($I, s, T$)** updates $T$ to reflect the purchase of $s$ shares of bundle security for $I$.

For cost, it suffices to implement price and use Eq. (3). Since the price of $[\alpha, \beta)$ satisfies $p_{[\alpha, \beta)}(\theta) = p_{[\alpha, 1)}(\theta) - p_{[\beta, 1)}(\theta)$, it suffices to implement price for intervals of the form $[\alpha, 1)$. Similarly, buying $s$ shares of $[\alpha, \beta)$ is equivalent to first buying $s$ shares of $[\alpha, 1)$ and then buying $(-s)$ shares of $[\beta, 1)$, as the market ends up in the same state $\theta + s1_{[\alpha, \beta)}$. We implement price and buy for one-sided intervals $I = [\alpha, 1)$, and the remaining operations will follow.

3.2 Price Queries

We consider price queries for $I = [\alpha, 1)$. Let $\text{vals}(T) = \{z \in T\}$ denote the set of distinct left endpoints in the tree nodes. We start by assuming that $\alpha \in \text{vals}(T)$, and later relax this assumption. We proceed to calculate $p_{[\alpha, 1)}(\theta)$ in two steps. First, we construct a set of nodes $Z$ whose associated intervals $I_z$ are disjoint and cover $I$. To achieve this, we conduct a binary search for $\alpha$, putting in $Z$ all of the right children of the visited nodes that have $\alpha_z > \alpha$, as well

\[\text{vals}(T) = \{z \in T\}\]  

We write $\omega \in z$ to mean $\omega \in I_z$ and $z' \subseteq z$ to mean $I_{z'} \subseteq I_z$. Thus, $z' \subseteq z$ means that $z'$ is a descendant of $z$ in $T$, and $z' \subseteq z$ means that $z'$ is a strict descendant of $z$.
Algorithm 1 Query price of bundle security for an interval $I = [\alpha, 1)$.

**Input:** Interval $I = [\alpha, 1)$, $\alpha \in \Omega$, LMSR tree $T$.

**Output:** Price of bundle security for $I$.

1. Initialize $z \leftarrow$ root, $P \leftarrow 1$, price $\leftarrow 0$
2. while $\alpha_z \neq \alpha$ and $z$ is not a leaf do
3. $P \leftarrow Pe^{\chi_z/b}$
4. if $\alpha < \alpha_{right}(z)$ then
5. price $\leftarrow$ price + $PS_{right}(z)/S_{root}$
6. $z \leftarrow$ left($z$)
7. else
8. $z \leftarrow$ right($z$)
9. return $price + \frac{b_s-a_s}{b-a_z} \cdot PS_z/S_{root}$

as the final node with $\alpha_z = \alpha$. Thanks to the height balance, the cardinality of $\mathcal{Z}$ is $O(\log n)$, where $n$ is the number of leaves of $T$.

The resulting set $\mathcal{Z}$ satisfies $p_I(\theta) = \sum_{z \in \mathcal{Z}} p_{I_z}(\theta)$.

Second, we determine $p_{I_z}(\theta)$ for each node $z \in \mathcal{Z}$. Starting from the LMSR price in Eq. (2), we take advantage of the defined partial normalization constants $S_z$ to calculate $p_{I_z}(\theta)$:

$$p_{I_z}(\theta) = \frac{1}{NS_{root}} \sum_{z' \in \mathcal{Z}} e^{\theta_{z'}/b} = \frac{1}{NS_{root}} \sum_{\omega \in \Omega} e^{\theta_{\omega}/b} \left( \sum_{z' \in Z_{\omega}} e^{\chi_{z'}/b} \right)$$

$$= \frac{1}{NS_{root}} \sum_{\omega \in \Omega} \left( \sum_{z' \in Z_{\omega}} e^{\chi_{z'}/b} \right)$$

In Eq. (8), we use that $NS_{root} = \sum_{\omega \in \Omega} e^{\theta_{\omega}/b}$ and then expand $\theta_{\omega}$ using Eq. (4). In Eq. (9), we use the fact that any node $z'$ with a non-empty intersection with $z$ (i.e., $I_z \cap I_{z'} \neq \emptyset$) must be either a descendant or an ancestor of $z$ as a direct consequence of the binary-search property.

Algorithm 1 implements price in time $O(\log n_{vals})$.

3.3 Buy Transactions

We next implement buy$(\{\alpha, 1\}, s, T)$ while maintaining the LMSR tree properties. The main challenge here is to simultaneously maintain partial-normalization correctness and height balance. We address this by adapting AVL-tree rebalancing.

Algorithm 2 Buy $s$ shares of bundle security for an interval $I = [\alpha, 1)$.

**Input:** Quantity $s \in \mathbb{R}$, interval $I = [\alpha, 1)$, $\alpha \in \Omega$, LMSR tree $T$.

**Output:** Tree $T$ updated to reflect the purchase of $s$ shares of 1$_I$.

1. Define subroutines:
   - NewLeaf($\alpha_z, \beta_z$): return a new leaf node $z$ with $I_z = [\alpha_z, \beta_z)$
   - $h_{left}(z), h_{right}(z), \tilde{S}$ based on the children of $z$
   - $h_{left}(z), h_{right}(z)$, $\tilde{S}$ based on the children of $z$
   - AddInnerNode($\alpha_z, \beta_z$): increase the number of shares held in $z$ by $s$
   - $h_{left}(z), h_{right}(z)$, $\tilde{S}$ based on the children of $z$

2. Initialize $z \leftarrow$ root
3. while $\alpha_z \neq \alpha$ and $z$ is not a leaf do
4. if $\alpha < \alpha_{right}(z)$ then
5. AddShares($\alpha_z, \beta_z$, $s$) // add $s$ shares to $z \in \mathcal{Z}$
6. else
7. $z \leftarrow$ right($z$)
8. if $\alpha_z < \alpha$ then // split the leaf $z$
9. left($z$) $\leftarrow$ NewLeaf($\alpha_z, \beta_z$), right($z$) $\leftarrow$ NewLeaf($\alpha_z, \beta_z$
10. $z \leftarrow$ right($z$)
11. AddShares($\alpha_z, \beta_z$, $s$)
12. while $z$ is not a root do // trace the binary-search path back
13. $z \leftarrow$ parent($z$)
14. $h_{left}(z), h_{right}(z)$, $\tilde{S}$ based on the children of $z$
15. if $h_{left}(z) + h_{right}(z) \geq 2$ then // restore height balance
16. Rotate $z$ and possibly one of its children
17. ResetInnerNode($z$) // update $h_z$ and $S_z$

We begin by considering the case $\alpha \in vals(T)$. Similar to price queries, we conduct binary search for $\alpha$ to obtain the set of nodes $\mathcal{Z}$ that covers $I = [\alpha, 1)$. We update the values of $s_z$ across $z \in \mathcal{Z}$ by adding $s$, and obtain $T'$ that has the same structure as $T$ with the updated share quantities

$$s_z' = \begin{cases} s_z + s & \text{if } z \in \mathcal{Z} \\ s_z & \text{otherwise} \end{cases}$$

Thus, the resulting market state is

$$\theta(T') = \sum_{z \in T'} s_z' 1_{I_z} = \sum_{z \in \mathcal{Z}} s_z 1_{I_z} + \sum_{z \notin \mathcal{Z}} s_{I_z} = \theta(T) + s1_I$$

We then rely on the recursive relationship defined in Eq. (7) to update the partial normalization constants $S_z$. It suffices to update the ancestors of the nodes $z \in \mathcal{Z}$, all of which lie along the search path to $\alpha$, and each update requires constant time.

When $\alpha \notin vals(T)$, we split the leaf $z$ that contains $\alpha \in [\alpha_z, \beta_z)$ before adding shares to right($z$). This may violate the height-balance property. Similar to the AVL insertion algorithm [17, Section 6.2.3], we fix any imbalance by means of rotations, as we go back along the search path. Rotations are operations that modify small portions of the tree, and at most two rotations are needed to rebalance the tree [3]. We show in Appendix A.2, Lemma 1, that in each rotation, only a constant number of nodes needs to be updated to preserve the partial-normalization correctness. Thus, the overall running time of the buy operation, presented in Algorithm 2, is $O(\log n_{vals})$.

Theorem 2. Algorithm 2 implements buy in time $O(\log n_{vals})$. 

We defer complete proofs from this paper to the appendix, which is available in the full version of this paper on arXiv.
Remarks. We show that price, cost and buy can be implemented in time $O(\log n_{\text{buy}})$, which is bounded above by the log of the number of buy transactions $O(\log n_{\text{buy}})$ and the bit precision of the outcome $O(\log N) = O(K)$.\footnote{Clearly, $n_{\text{sell}} \leq n_{\text{buy}}$ with each buy transaction introducing at most two new endpoint values. The value of $n_{\text{sell}}$ is also bounded above by $N + 1$ since the interval endpoints are always in $\Omega \cup \{ \}$.
} We note that none of the operations require the knowledge of $K$, so the market in fact supports queries with arbitrary precision. However, the market precision affects the worst-case loss bound for the market maker, which is $O(\log N) = O(K)$. Next section presents a different construction that achieves a constant worst-case loss independent of the market precision.

\section{A Multi-resolution Linearly Constrained Market Maker}

We introduce our second design, referred to as the multi-resolution linearly constrained market maker (multi-resolution LCMM). The design is based on the LMSRs, but it enables more flexibility by assigning two or more parallel LMSRs with different liquidity parameters to orchestrate submarkets that offer interval securities at different resolutions. However, running submarkets independently can create arbitrage opportunities, as any interval expressible in a coarser market can also be expressed in a finer one. To maintain coherent prices, we design a matrix that imposes linear constraints to tie market prices among different submarkets to support the efficient removal of any arbitrage opportunity, following Dudík et al.\cite{10}. We first define the multi-resolution LCMM and its properties, and show that price, cost and buy can be implemented in time $O(\log N)$.

\subsection{A Multi-resolution LCMM for $[0, 1]$}

\subsubsection{A Multi-resolution Market.}

A binary search tree remains at the core of our multi-resolution market construction. Unlike a log-time LMSR that uses a self-balancing tree, it builds upon a static one, where each level of the tree represents a submarket of intervals, forming a finer and finer partition of $[0, 1]$. We start with an example of a market that offers interval securities at two resolutions.

\begin{align*}
\text{Example 2 (Two-level market for $[0, 1]$). We consider a market composed of two submarkets, indexed by } I_1 = \{11, 12\} \text{ and } I_2 = \{21, 22, 23, 24\}, \text{ which partition } [0, 1] \text{ into interval events at two levels of coarseness:}
\begin{align*}
I_{11} &= \{0, 1/2\}, I_{12} = \{1/2, 1\}; \\
I_{21} &= \{0, 1/4\}, I_{22} = \{1/4, 1/2\}, I_{23} = \{1/2, 3/4\}, I_{24} = \{3/4, 1\}.
\end{align*}
\end{align*}

The market provides six interval securities $\phi_{11}, \ldots, \phi_{24}$ associated with the corresponding interval events, i.e., $I = I_1 \cup I_2$ and $|I| = 6$.

We extend Example 2 to multiple resolutions. We represent the initial independent submarkets with a complete binary tree $T^*$ of depth $K$, which corresponds to the bit precision of the outcome $\omega$. Let $\Omega^*$ denote the set of nodes of $T^*$ and $\Omega_K$ for $k \in \{0, 1, \ldots, K\}$ the set of nodes at each level. $\Omega_0$ contains the root node associated with $I_{\text{root}} = \{0, 1\}$, and each consecutive level contains the children of nodes from the previous level, which split their corresponding parent intervals in half. Thus, level $k$ partitions $[0, 1)$ into $2^k$ intervals of size $2^{-k}$ and the final level $\Omega_K$ contains $N = 2^K$ leaves.

We index interval securities by nodes, with their payoffs defined by $\phi_z(\omega) = 1 \{ \omega \in I_z \}$. We partition securities into submarkets corresponding to levels, i.e., $I_k = \Omega_k$ for $k \leq K$, where $|I_k| = 2^k$ and $I = \bigcup_{k \leq K} I_k$. For each submarket, we define the LMSR cost function $C_k$ with a separate liquidity parameter $b_k > 0$:

\begin{equation}
C_k(\theta_k) = b_k \log \left( \sum_{z \in \Omega_k} e^{\theta_z/b_k} \right). \tag{11}
\end{equation}

\subsection{A Linearly Constrained Market Maker.}

Following the above multi-resolution construction, the overall market has a direct-sum cost $\hat{C}(\theta) = \sum_{k \leq K} C_k(\theta_k)$, which corresponds to pricing securities in each block $I_k$ independently using $C_k$. However, as there are logical dependencies between securities in different levels, independent pricing may lead to incoherent prices among submarkets and create arbitrage opportunities.

\begin{example}[Arbitrage in a Two-level Market.]

Continuing Example 2, we define separate LMSR costs, where $b_1 = 1$ and $b_2 = 1$:

$C_1(\theta_1) = \log \left( e^{\theta_1} + e^{\theta_2} \right); \quad C_2(\theta_2) = \log \left( e^{\theta_1} + e^{\theta_2} + e^{\theta_3} + e^{\theta_4} \right)$.

The direct-sum market $\hat{C}(\theta) = C_1(\theta_1) + C_2(\theta_2)$ allows incoherent prices. For example, after buying some shares of security $\phi_{21}$ associated with $I_{21} = \{1/4, 1/2\}$ in submarket $I_2$, the market can have $\hat{p}_{21}(\theta) = 0.5, \quad \hat{p}_{21}(\theta) + \hat{p}_{22}(\theta) = 0.6$.

These prices are incoherent, i.e., do not correspond to probabilities of $I_{11}, I_{21}, I_{22}$, because under any probability distribution over $\Omega$, we must have $\Pr[I_{11}] = \Pr[I_{21}] + \Pr[I_{22}]$ and $\Pr[I_{12}] = \Pr[I_{23}] + \Pr[I_{24}]$. Thus, a coherent price vector $\mu \in \mathbb{R}^{|I|}$ must satisfy linear constraints $\mu_{I_{11}} - \mu_{I_{12}} = 0$ and $\mu_{I_{12}} - \mu_{I_{23}} = 0$, which can be also written as $a_1^\top \mu = 0$ and $a_2^\top \mu = 0$ where

\begin{align*}
a_1 &= (1, 0, -1, -1, 0, 0)^\top \quad \text{and} \quad a_2 = (0, 1, 0, 0, -1, -1)^\top.
\end{align*}

We refer to $A = (a_1, a_2) \in \mathbb{R}^{|I| \times 2}$ as the constraint matrix.

We extend Example 3 to specify price constraints in a multi-resolution market. Later we will show how the constraint matrix can be used to remove arbitrage arising from the constraint violations.

Recall that $M$ denotes a coherent price space, where any expected payoff lies in the convex hull of $\{ \phi(\omega) \}_{\omega \in \Omega}$. For the multi-resolution market, we specify a set of homogeneous linear equalities describing a superset of $M$:

\begin{equation}
M \subseteq \{ \mu \in \mathbb{R}^{|I|} : A^\top \mu = 0 \}. \tag{12}
\end{equation}

We design the constraint matrix $A$ to ensure that any pair of submarkets is price coherent, meaning that any interval event $I \subseteq \Omega$ gets the same price on all levels that can express it. Therefore, for each inner node $y \in \Omega_k$, where $l < K$, we have

\begin{equation}
\mu_y = \sum_{z \in \Omega_k : z < y} \mu_z \quad \text{for any } l < k \leq K.
\end{equation}

For algorithmic reasons (as we will see in Section 4.3), we further tie the price of $y$ to the prices of all of $y$’s descendants and weight each level by its liquidity parameter $b_k$:

\begin{equation}
\left( \sum_{k > \ell} b_k \right) \mu_y = \sum_{k > \ell} \left( \sum_{z \in \Omega_k : z < y} b_k \sum_{z \in \Omega_k : z < y} \mu_z \right). \tag{13}
\end{equation}

Now we can formally define the constraint matrix $A$. Let $\mathcal{Y}^* = \Omega^* \setminus \Omega_K$ be the set of inner nodes of $T^*$ and let level($z$) denote
the level of a node $z$. The matrix $A \in \mathbb{R}^{[\mathcal{Z}^*] \times [\mathcal{Y}^*]}$ contains the constraints from Eq. (13) across all $y \in \mathcal{Y}^*$:

$$A_{zy} = \begin{cases} B_{\text{level}(z)} & \text{if } z = y, \\ -b_{\text{level}(z)} & \text{if } z < y, \\ 0 & \text{otherwise}. \end{cases} \quad (14)$$

 Arbitrage opportunities arise if the price of bundle $a_j$ differs from zero, where $a_j$ denotes the $j$th column of $A$. Traders profit by buying a positive quantity of $\phi$ if its price is negative, and selling otherwise. Thus, the constraint matrix $A$ gives a recipe for arbitrage removal. We provide the intuition for this in the two-level market, and then give the definition of the multi-resolution LCMM.

Example 4 (Arbitrage removal in a two-level market). Continuing Example 3, the prices $\mathbf{p}(\theta)$ violate the constraint $A^\top \mu = 0$, because $a_j^\top \mathbf{p}(\theta) = \mathbf{p}_j(\theta) - \mathbf{p}_{j+1}(\theta) = 0.5 - 0.6 \neq 0$. The vector $a_1$ reveals an arbitrage opportunity: buy the security $\phi_{11}$ (at the initial price 0.5) and simultaneously sell securities $\phi_{21}$ and $\phi_{22}$ (at the initial price 0.6), i.e., buy bundle $a_1$. Since under any outcome $\omega$, the payout for the bundle $a_1$ is 0, this is initially profitable. However, buying $a_1$ will increase the price of $\phi_{11}$ and decrease the prices of $\phi_{21}$ and $\phi_{22}$. Once a sufficiently large quantity $s$ of shares of $a_1$ is bought, this form of arbitrage is removed and we have $a_1^\top \mathbf{p}(\theta) = 0$ in a new state $\theta = \theta + sa_1 = \theta + \lambda \eta$, where $\eta := (s, 0)^\top$.

A linearly constrained market maker (LCMM) \cite{10} leverages the direct-sum cost $\eta$ and automatic purchases made by the LCMM are accumulated as $A \lambda \eta$ on the trader’s behalf to remove arbitrage. Trader purchases are accumulated as the state $\theta$, and automatic purchases made by the LCMM are accumulated as $A \lambda \eta$.

We note that the purchase of bundle $A \lambda \eta$ has no effect on the trader’s payoff, since $(A \lambda \eta)^\top \phi(\omega) = 0$ for all $\omega \in \Omega$ thanks to Eq. (12) and the fact that $\phi(\omega) \in \mathcal{M}$. However, the purchase of $A \lambda \eta$ can lower the cost, so optimizing over $\delta_{\text{arb}}$ benefits the traders, while maintaining the same worst-case loss guarantee for the market maker as $\tilde{C}$ \cite{10}. Consider a fixed $\theta$ and the corresponding $\eta^*$ minimizing Eq. (15). We calculate prices as $\mathbf{p}(\theta) = \nabla \tilde{C}(\theta) = \nabla \tilde{C}(\theta + \lambda \eta^*)$. By the first order optimality, $\eta^*$ minimizes Eq. (15) if and only if $A^\top (\nabla \tilde{C}(\theta + \lambda \eta^*)) = 0$. This means that $A^\top \mathbf{p}(\theta) = 0$, and thus arbitrage opportunities expressed by $A$ are completely removed by the LCMM cost function $C$.

To implement an LCMM, we maintain the state $\theta = \theta + \lambda \eta$ in the direct-sum market $\tilde{C}$. After updating $\theta$ to a new value $\theta' = \theta + \delta$, we seek to find $\eta' = \eta + \delta_{\text{arb}}$ that removes all the arbitrage opportunities expressed by $A$. The resulting cost for the trader is

$$\tilde{C}(\theta' + \lambda \eta') - \tilde{C}(\theta + \lambda \eta) = \tilde{C}(\theta + \delta + \lambda \delta_{\text{arb}}) - \tilde{C}(\theta).$$

We finish this section by pointing out two favorable properties of the multi-resolution LCMM. Above, we have established that LCMM removes all arbitrage opportunities expressed by $A$. The next theorem shows that this actually removes all arbitrage. The proof shows that consecutive levels are coherent, which by transitivity implies that the overall price vector is coherent (see Appendix A.3).

**Theorem 3.** A multi-resolution LCMM is arbitrage-free.

The multi-resolution LCMM also enjoys the bounded-loss property. For a suitable choice of liquidities, such as $b_k = O(1/k^{2.01})$, it can achieve a constant worst-case loss bound. The proof uses the fact that the overall loss is bounded by the sum of losses of level markets, which are at most $b_k \log |Z_k| = kb_k \log 2$.

**Theorem 4.** Let $(b_k)_{k=1}^{\infty}$ be a sequence of positive numbers such that $\Sigma_{k=1}^{\infty} kb_k = B^*$ for some finite $B^*$. Then the multi-resolution LCMM with liquidity parameters $b_k$ for $k \leq K$ guarantees the worst-case loss of the market maker of at most $B^* \log 2$, regardless of the outcome precision $K$.

4.1.3 A Multi-resolution LCMM Tree. We can now formally define the multi-resolution LCMM tree. The market state of a multi-resolution LCMM is represented by vectors $\theta \in \mathbb{R}^{\mathcal{Z}^*}$ and $\eta \in \mathbb{R}^{[\mathcal{Y}^*]}$, whose dimensions can be intrinsically large (e.g., on the order of $2^N = N$). However, since each LCMM operation involves only a small set of coordinates of $\theta$ and $\eta$, we only keep track of the coordinates accessed so far and represent them as an annotated subtree $T^*$, referred to as an LCMM tree.

**Definition 2 (LCMM Tree).** An LCMM tree $T$ is a full binary tree, where each node $z$ is annotated with $l_z = (\sigma_z, \beta_z), \theta_z \in \mathbb{R}$, $\eta_z \in \mathbb{R}$, such that $l_{\text{root}} = (0, 1)$, and for every inner node $z$:

$$\alpha_z = \alpha_{\text{left}(z)}, \quad \beta_{\text{left}(z)} = \alpha_{\text{right}(z)} = \frac{\alpha_z + \beta_z}{2}, \quad \beta_{\text{right}(z)} = \beta_z.$$  

The tree $T$ contains the coordinates of $\theta$ and $\eta$ accessed so far. Since $\theta$ and $\eta$ are initialized to zero, their remaining entries are zero. We write $\theta(T) \in \mathbb{R}^{[\mathcal{Z}^*]}$ and $\eta(T) \in \mathbb{R}^{[\mathcal{Y}^*]}$ for the vectors represented by $T$. To calculate prices, we maintain $\eta(T)$ that minimizes Eq. (15), or equivalently $\eta(T)$ that satisfies $A^\top \mathbf{p}(\theta(T) + \lambda \eta(T)) = 0$. If this property holds, we say that an LCMM tree $T$ is coherent.

4.2 Price Queries

There are many ways to decompose an interval $I$ in a multi-resolution market, but they all yield the same price thanks to coherence. The no-arbitrage property also guarantees that the price of $[\alpha, \beta]$ can be obtained by subtracting the price of $[\beta, 1)$ from $[\alpha, 1)$. Therefore, we focus on pricing one-sided intervals of the form $I = [\alpha, 1)$.

Let $T$ be a coherent LCMM tree and $\theta := \theta(T)$ and $\eta := \eta(T)$ be the vectors represented by $T$. Let $\theta := \theta + \lambda \eta$ be the corresponding state in $\tilde{C}$, so the current security prices are $\mu := \mathbf{p}(\theta)$. As before, we identify a set of nodes $Z$ that covers $I$, and then rely on price coherence to calculate each $\mu_z$ along the search path.

Assume that $z$ is not a root node and we know the price of its parent. Let $\text{sib}(z)$ denote the sibling of $z$ and $k = \text{level}(z)$. We can then relate the price of $z$ to the price of $\text{par}(z)$:

$$\mu_z = \frac{\mu_z}{\mu_{\text{par}(z)}} \cdot \mu_{\text{par}(z)} = \frac{\mu_z}{\mu_z + \mu_{\text{sib}(z)}} \cdot \mu_{\text{par}(z)} \quad (16)$$

\begin{align*}
\mu_z &= \frac{\mu_z}{\mu_{\text{par}(z)} + \mu_{\text{sib}(z)}} \cdot \mu_{\text{par}(z)} \\
&= \frac{\mu_z}{\mu_{\text{par}(z)}} \cdot \frac{\mu_{\text{par}(z)}}{1/\mu_{\text{par}(z)} + \mu_{\text{sib}(z)}} \cdot \mu_{\text{par}(z)}.
\end{align*}  

(17)
Algorithm 3 Query price of bundle security for an interval $I = [\alpha, 1)$.

Input: Interval $I = [\alpha, 1)$, $\alpha \in \Omega$, coherent LCMM tree $T$.
Output: Price of bundle security for $I$.

1: Initialize $z \leftarrow \text{root}$, $\mu_z \leftarrow 1$, price $\leftarrow 0$
2: while $\alpha_z \neq \alpha$ and $z$ is not a leaf do
3: $z_1 \leftarrow \text{left}(z)$, $z_2 \leftarrow \text{right}(z)$, $k \leftarrow \text{level}(z_1)$
4: $e_k \leftarrow \exp((\theta_k + B_k^*\eta_k)/b_k)$, $e_z \leftarrow \exp((\theta_k + B_k^*\eta_k)/b_k)$
5: $\mu_{z_1} \leftarrow \frac{e_k}{e_z}$, $\mu_z \leftarrow \frac{\mu_{z_1}}{\mu_z}$ \quad \text{	extcopyright calculate prices by Eq. (19)}
6: if $\alpha < \alpha_{\text{right}(z)}$ then
7: $z \leftarrow z_2$, price $\leftarrow$ price $+$ $\mu_z$
8: else
9: $z \leftarrow z_1$
end while
10: return price $+$ $\frac{B_z - \alpha}{B_z - \alpha_z}$, $\mu_z$

Eq. (16) follows by price coherence and Eq. (17) follows by the price calculation in Eq. (1). Thus, we descend the search path to calculate each price $\mu_z$, beginning with $\beta_{\text{root}} = 1$. It remains to obtain $\beta_z$, for which we follow the construction of $A$ in Eq. (14):

$$\beta_z = \beta + \sum_{y \in Y^z} A_{zy}\eta_y = \beta + B_k\beta_z - b_k \sum_{y \in z} \eta_y. \quad (18)$$

Plugging the above equation back in Eq. (17), we obtain:

$$\mu_z = \frac{\exp(\beta + B_k\eta_z / b_k)}{\exp(\beta + B_k\eta_z / b_k) + \exp(\theta_{\text{left}} + B_k\eta_{\text{left}} / b_k)} \cdot \mu_{\text{par}(z)}. \quad (19)$$

These steps yield Algorithm 3. The final line of the algorithm addresses the case when the search ends in the leaf $z$ with $\alpha_z \neq \alpha < \beta_z$. Rather than expanding the tree to its lowest level $K$, we use price coherence again: since any strict descendant $z' \subset z$ on the path from $z$ to a leaf node $u \in \mathbb{Z}_K$ has $\theta_{z'} = \eta_{z'} = 0$ by market initialization, all leaf nodes have the same price. Therefore, the price of $[\alpha, \beta_z]$ equals $\frac{\beta_z - \alpha}{\beta_z - \alpha_z}$, $\mu_z$.

The length of search path for $\alpha$ is $\text{prec}(\alpha)$, which denotes the bit precision of $\alpha$, defined as the smallest integer $k$ such that $\alpha$ is an integer multiple of $2^{-k}$. As the computation at each node only requires constant time, the time to price $I = [\alpha, 1)$ is $O(\text{prec}(\alpha))$, which is bounded above by $O(K)$.

Theorem 5. Let $I = [\alpha, 1)$, $\alpha \in \Omega$. Algorithm 3 implements $\text{price}(I, T)$ in time $O(\text{prec}(\alpha))$.

4.3 Buy and Cost Operations

Different from LMSR, the cost query for a multi-resolution LCMM cannot be directly derived from prices. We instead augment $\text{buy}$ to implement cost by executing $\text{buy}$ and then reverting all the changes. We focus on $\text{buy}(I, s, T)$ for $I = [\alpha, 1)$. By buying $s$ shares of $[\alpha, 1)$ and then $(-s)$ shares of $[\beta, 1)$, we obtain buying $[\alpha, \beta]$.

We summarize the procedure in Algorithm 4, which performs $\text{buy}(I, s, T)$ and keeps track of $\text{cost}(I, s, T)$. Similar to price queries, we start with a set of nodes $\mathcal{Z}$ that partition $I$, for searching for $\alpha$ and simultaneously calculating prices $\mu_z$ along the way (lines 3–6).

Algorithm 4 Buy $s$ shares of bundle security for an interval $I = [\alpha, 1)$.

Input: Quantity $s \in \mathbb{R}$, interval $I = [\alpha, 1)$, $\alpha \in \Omega$, coherent LCMM tree $T$.
Output: Cost of $s$ shares of bundle security for $I$, the updated tree $T$.

1: Define subroutines:
2: NewLeaf($\alpha_z, \beta_z$): return a new leaf node $z$ with $I_z = [\alpha_z, \beta_z)$, $\beta_z = 0$, $\eta_z = 0$
3: RemoveArbitrage($y, \mu_{\text{other}}$): restore price coherence among submarkets $k \geq \text{level}(y)$ following Eq. (20) and update cost
4: Let $t = \text{level}(y)$, $y' = \text{si}(y, t)$, $t = \frac{b_t}{\mu_y} \log \left(\frac{1 - \mu_y}{\mu_y} \cdot \frac{\mu_{\text{other}}}{1 - \mu_{\text{other}}}ight)$
5: $S = \mu_y e^{tb_t} / \mu_y + 1 - \mu_y$, $\eta_{\text{other}} = \mu_{\text{other}} e^{-t} + 1 - \mu_{\text{other}}$
6: $\eta_y = \eta_y + t$, $\mu_y = \mu_y e^{tb_t} / \mu_y + 1 - \mu_y$
7: $\mu_{\text{other}} = \mu_{\text{other}} e^{-t}$
8: AddShares($z, s$): increase shares held in $z$ by $s$, update cost, and restore price coherence among submarkets $k \geq \text{level}(z)$
9: Let $t = \text{level}(z)$, $z' = \text{si}(z, t)$, $\mu_{\text{other}} = \mu_z$, $S = \mu_z e^{tb_t} / \mu_z + 1 - \mu_z$
10: $\theta_z = \theta_z + s$
11: $\text{cost} \leftarrow \text{cost} \cdot \mu_{\text{si}(z, t)}$
12: $\mu_z = \mu_z e^{tb_t} / S$, $\mu_{z'} = \mu_{z'} / S$
13: RemoveArbitrage($z, \mu_{\text{other}}$)

We then proceed back up the search path, adding $s$ shares to nodes within the cover $\mathcal{Z}$ (lines 7–13). Consider one of such node $y \in \mathcal{Z}$ at level $\ell = \text{level}(y)$. Increasing $\theta_y$ by $s$ creates price incoherence between the submarket at level $\ell$ and submarkets at all other levels. We design $\text{RemoveArbitrage}$ to remove any arbitrage opportunity between level $\ell$ and all finer levels with $k > \ell$. We show in Appendix A.6, Lemma 3, that in order to restore coherence, it suffices to update $\eta_y$ by a closed-form amount:

$$t = \frac{b_\ell}{\mu_y} \log \left(\frac{1 - \mu_y}{\mu_y} \cdot \frac{\mu_{\text{other}}}{1 - \mu_{\text{other}}}ight),$$

where $\mu_{\text{other}} = \mu_{\text{left}(y)} + \mu_{\text{right}(y)}$ records the price of $y$ in all the finer levels. This key algorithmic step is enabled by the arbitrage bundle $a_y$, which corresponds to buying $\phi_y$ on the level $\ell$ while selling securities associated with all descendants of $y$, with their shares appropriately weighted by the respective liquidity values as specified in the constraint matrix $A$.

The market remains incoherent between $\ell$ and all coarser levels $k < \ell$. Since the updates have been localized to the subtree rooted at $y$, we use Lemma 3 again to update $\eta_{\text{par}(y)}$ and restore coherence
among all levels $k \geq t - 1$ (line 12). We continue in this manner back along the path to root to restore a coherent market.

The algorithm also tracks the total cost of the buy transaction by evaluating Eq. (3) in the component sub-markets. Note that costs in all sub-markets with $k > t$ can be evaluated simultaneously thanks to the restored coherence. Since the computations in each accessed node are constant time, Algorithm 4 runs in time $O(\text{prec}(a))$.

**Theorem 6.** Let $I = \{a, 1\}, a \in \Omega$. Algorithm 4 implements a simultaneous buy$(I, s, T)$ and cost$(I, s, T)$ in time $O(\text{prec}(a))$.

**Remarks.** In Algorithms 3 and 4, we assume that each node $z$ can store a scalar $\mu_z$, which can be modified during the run to support price calculations but is disposed afterwards. The only part of our algorithms that depends on $K$ are the cumulative liquidities $B_t = \sum_{k=1}^{K} b_k$. To remove such dependence, we can use $B'_t = \sum_{k=1}^{\infty} b_k = B' - \sum_{k=1}^{t} b_k$, where $B' = \sum_{k=1}^{\infty} b_k$. This has no impact on the correctness of our algorithms: if at a given time the largest level in the tree is $T$, we can simply view $T$ as a multi-resolution LCMM with $K = L + 1$ and liquidities $b_1, b_2, \ldots, b_L, B'_L$. The last level $K = L + 1$ then corresponds to infinitely many mutually coherent markets $\{C_k\}_{k=L+1}^{\infty}$. Thus, a multi-resolution LCMM can achieve a constant loss bound regardless of $K$ and support market operations for $I = \{a, \beta\}$ in time $O(\text{prec}(a) + \text{ prec}(\beta))$.

## 5 DISCUSSION AND ILLUSTRATION

We have proposed two cost-function-based market makers that support trading interval securities of arbitrary precision and execute market operations exponentially faster than previous designs. In what situations is one preferable over the other?

The log-time LMSR enjoys better storage and runtime efficiency, because search paths in LMSR tree are shorter thanks to its height-property. The log-time LMSR would therefore be computationally preferable, for example, when the designer expects betting interest to be concentrated on a smaller set of intervals. However, the log-time LMSR implements a standard LMSR, which faces well-known design challenges, such as the requirement to set a suitable liquidity value and the precision of bets in advance. Correctly setting these parameters often requires a good estimate of trader interest even before trading in the market starts.

On the other hand, the multi-resolution LCMM does not require a hard specification of the betting precision. Flexible pricing allows the designer to attenuate liquidity across different precisions in a way that best reflects the designer’s information-gathering priorities. For example, an LMSR that operates at precision $k = 4$ with liquidity $b$ can be represented by an LCMM with the level liquidity values $b = (0, 0, 0, k, 0, 0, \ldots)$. Moreover, if the market designer expects most of the information at precision 4 but also wants to support bets up to precision 8, they could run an LCMM with the liquidity placed at two levels as $b = (0, 0, b_4, 0, 0, 0, b_8)$. By choosing different values $b_4$ and $b_8$, the market designer can express utility for information at different precision levels.

We empirically highlight such flexibility by showing how LCMM can interpolate between LMSRs at different resolutions, allowing the market to match the coarseness of traders’ information. We conduct agent-based simulation using the trader model with exponential utility and exponential-family beliefs [2, 11]. We defer the detailed trader model to Appendix B.1. Agents trade with either an LMSR or a multi-resolution LCMM, and we are interested in evaluating market makers’ performance in terms of price convergence error, calculated as the relative entropy between the market-clearing price (that is the price reached when agents only trade among themselves) and the price maintained by the market maker.

We operate in a market over $[0, 1]$ and the outcome is specified with $K = 10$ bits. We consider budget-limited market makers, whose worst-case loss may not exceed a budget constraint $B$. For LMSR at precision $k$, this means setting the liquidity parameter to $b = B/\log(2^k)$. Following our motivating example, we compare two LMSR markets at precision levels 4 and 8, denoted as LMSR$_{k=4}$ and LMSR$_{k=8}$, to an LCMM that evenly splits budget to precision levels 4 and 8, denoted as LCMM$_{50/50}$.

Fig. 1 shows the price convergence as a function of the number of trades. As one may expect, LMSR$_{k=4}$ achieves a faster price convergence at the coarser precision level $k = 4$ compared to LMSR$_{k=8}$ (Fig. 1a), but fails to elicit information at any finer granularity by design. The proposed LCMM$_{50/50}$, by equally splitting the budget between $k = 4$ and $k = 8$, is able to interpolate between the performance of LMSR$_{k=4}$ and LMSR$_{k=8}$ and achieves the “best of both worlds”: it can elicit forecasts at the finer level $k = 8$ similarly to LMSR$_{k=8}$, but also obtain a fast convergence at the coarser level $k = 4$, almost matching the convergence speed of LMSR$_{k=4}$.

Two immediate questions arise from our work. First, do our constructions generalize to two- or higher-dimensional outcomes? One promising avenue is to combine the ideas from our log-time LMSR market maker with multi-dimensional segment trees [19] to obtain an efficient multi-dimensional LMSR based on a static tree. However, it is not clear how to generalize our balanced LMSR tree construction or the multi-resolution LCMM. Second, does our approach extend to non-interval securities, such as call options? We leave these questions open for future research.

---

6 We note that while our market makers support agents with any beliefs and utilities, the exponential trader model is convenient, as it allows a closed-form derivation of market-clearing price [2, 11], which can be viewed as a “ground truth” for the information elicitation.

7 The LCMM has an infinite number of choices for its liquidity at each level. We choose LCMM$_{50/50}$ as an instance here to showcase its interpolation ability.

8 In Fig. 1b, to facilitate comparisons, we assume that LMSR$_{k=4}$ splits the price of a coarse interval evenly into prices of finer intervals.
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A DEFERRED PROOFS

A.1 Proof of Theorem 1

The binary-search property implies that the nodes \( z \) included in the price calculation (lines 5 and 9) form the cover of \( I \), so the algorithm correctly returns the price of \( I \). The running time follows thanks to height balance, which implies the depth of the tree is \( O(\log n_{vals}) \).

A.2 Proof of Theorem 2

We start by showing that a rotation at node \( z \) preserves its partial normalization correctness. There are two kinds of rotations, depicted in Fig. 2. The left rotation takes as input a node \( z \), with children denoted \( z_1 \) and \( z_{23} \), and children of \( z_{23} \) denoted \( z_2 \) and \( z_3 \), and rearranges these relationships by removing the node \( z_{23} \) and creating a node \( z_{12} \), such that \( z \) now has children \( z_{12} \) and \( z_3 \), and \( z_{12} \) has children \( z_1 \) and \( z_2 \). The right rotation is the symmetric operation.

![Figure 2: Left and right rotations with node \( z \) as an input. Depicted update corresponds to the left rotation.](image)

The full procedure of RotateLeft is described in Algorithm 5. When performing rotations, we need to ensure that the node removal (i.e., removal of \( z_{23} \) in left rotation and of \( z_{12} \) in right rotation) does not impact the market state. We achieve this by moving the shares from the removed node into its children, so at the time of removal it holds zero shares (see the right-hand side of Fig. 2, and line 4 of Algorithm 5).

Algorithm 5 Left rotation at node \( z \) (right rotation is symmetric).

1. Define subroutines:
   - ResetInnerNode(z): reset \( h_z \) and \( S_z \) based on the children of \( z \) and the value \( s_z \):
     \[ h_z \leftarrow 1 + \max(h_{left(z)}, h_{right(z)}) \], \( S_z \leftarrow e^{s_z/b}(S_{left(z)} + S_{right(z)}) \)
   - AddShares(z, s): increase the number of shares held in \( z \) by \( s \):
     \[ s_z \leftarrow s_z + s, S_z \leftarrow e^{s_z/b}S_z \]
2. procedure RotateLeft(z):
3. Let \( z_1 = left(z) \), \( z_{23} = right(z) \), \( z_2 = left(z_{23}) \), \( z_3 = right(z_{23}) \)
4. AddShares(\( z_2, s_{23} \), AddShares(\( z_3, s_{23} \)), delete node \( z_{23} \)
5. Let \( z_{12} \) be a new node with:
   - \( left(z_{12}) = z_1 \), \( right(z_{12}) = z_2 \), \( I_{z_{12}} = I_{z_1} \cup I_{z_2} \), \( s_{z_{12}} = 0 \)
6. ResetInnerNode(z_{12})
7. Update node \( z \):
   - \( left(z) \leftarrow z_{12}, right(z) \leftarrow z_3 \), ResetInnerNode(z)

Lemma 1. A rotation operation preserves partial-normalization correctness.

Proof. We prove that the original partial normalization value of node \( z, S_z \), is the same as the updated value, \( S'_z \), after a left rotation. A right rotation follows symmetrically:

\[
S_z = e^{s_z/b} \cdot (S_{z_1} + S_{z_{23}})
= e^{s_z/b} \cdot (S_{z_1} + e^{s_{21}/b} \cdot (S_{z_2} + S_{z_{23}}))
= e^{s_z/b} \cdot (S'_{z_1} + S'_{z_{23}})
= e^{s_z/b} \cdot (e^{s_{12}/b} \cdot (S'_{z_{12}} + S_{z_{23}}) + S'_{z_{23}})
= e^{s_z/b} \cdot (S'_{z_{12}} + S'_{z_{23}}) = S'_z
\]

(since \( s'_{z_{12}} = 0 \))

Proof of Theorem 2. The correctness of the \textbf{buy} operation follows because the shares are added to the nodes that form the cover of \( I \) (lines 5 and 12 in Algorithms 2), and the updates up the search path restore the properties of the LMSR tree (lines 13-17 in Algorithms 2). The running time follows from height balance, which implies that the length of the search path is \( O(\log n) = O(\log n_{vals}) \).
A.3 Proof of Theorem 3

We first show that the constraints $A^\top \mu = 0$ imply that all levels $\ell = 0, 1, \ldots, K$ in $\mu$ are mutually coherent. To do this, it suffices to show that all pairs of consecutive levels $\ell$ and $\ell + 1$ are coherent, i.e., $\mu_y = \mu_{y'} + \mu_{y''}$ for all $y \in \mathbb{Z}_\ell$ where we let $y_l = \text{left}(y)$ and $y_r = \text{right}(y)$.

We proceed by induction, beginning with $\ell = K - 1$. In this base case, the constraint $a^\mu_y = 0$, expressed in Eq. (13), states that $b \mu_y = b \mu_{y'} + b \mu_{y''}$, implying levels $K - 1$ and $K$ are coherent.

Now assume that all the levels $k > \ell$ are mutually coherent. We aim to show that levels $\ell$ and $\ell + 1$ are coherent. Pick any $y \in \mathbb{Z}_\ell$. Then the constraint $a^\mu_y = 0$, expressed in Eq. (13), implies that

$$\left( \sum_{k>\ell} b_k \right) \mu_y = \sum_{k>\ell} b_k \sum_{z \in \mathbb{Z}_k : z \leq y} \mu_z$$

$$= \sum_{k>\ell} b_k \left( \sum_{z \in \mathbb{Z}_k : z \leq y_l} \mu_z + \sum_{z \in \mathbb{Z}_k : z \leq y_r} \mu_z \right)$$

$$= \sum_{k>\ell} b_k \left( \mu_{y_l} + \mu_{y_r} \right).$$

Eq. (21) follows because $y_l$ and $y_r$ are in level $\ell + 1$, which is coherent with all levels $k \geq \ell + 1$ by the inductive assumption. Thus, we obtain that $\mu_y = \mu_{y'} + \mu_{y''}$ for all $y \in \mathbb{Z}_\ell$, establishing the coherence between levels $\ell$ and $\ell + 1$ and completing the induction.

To finish the proof, we note that the LCMM prices at level $K$ are determined by $C_k$, so they describe a probability distribution over $\Omega$. Since $A^\top p(\theta) = 0$, all the levels in $p(\theta)$ are coherent with level $K$, which means that they correspond to the expectation of $\phi$ under the probability distribution described by the prices at level $K$. Thus, $p(\theta)$ is a coherent price vector and the multi-resolution LCMM is therefore arbitrage-free.

A.4 Proof of Theorem 4

The worst-case loss of an LCMM is bounded by the sum of the worst-case losses of the component markets $C_k$ [10]. In our case, these are LMSR submarkets with losses bounded by $b_k \log |\mathbb{Z}_k|$, so the worst-case loss of the resulting LCMM is at most

$$\sum_{k=1}^{K} b_k \log(2^k) \approx \sum_{k=1}^{K} b_k (k \log 2) \leq B' \log 2,$$

proving the theorem.

A.5 Proof of Theorem 5

Algorithm 3 returns the correct price of $I$, because prices are coherent among submarkets and the nodes included in price calculations form a cover of $I$. The running time is proportional to the length of the search path, which terminates, at the latest, once the first node $z$ with $\alpha_z = \alpha$ is reached. The level of this node coincides with the precision of $\alpha$.

A.6 Proof of Theorem 6 and Additional Deferred Material from Section 4.3

We begin by deriving an identity that will be useful in the following analysis. For this derivation, let $C$ be an LMSR with the liquidity parameter $b$, defined over an outcome space $\Omega$. We will derive a relationship between the price vector in a state $\theta$ and the price vector in a new state $\theta' = \theta + \delta$, where $\delta$ is any bundle restricted to securities in $E$, i.e., $\delta_\omega = 0$ for $\omega \notin E$. Denoting $\mu = p(\theta)$, $\mu_E = p_E(\theta)$, and $\mu' = p(\theta')$, we have

$$\mu'_\omega = \frac{e^{\delta_\omega/b} \mu_\omega e^{\delta_E/b}}{\sum_{\omega \in E} e^{\delta_\omega/b} + \sum_{\omega \in E} e^{\delta_\omega/b} e^{\delta_E/b} + \mu_\omega e^{\delta_E/b}}$$

$$= \frac{\mu_\omega e^{\delta_E/b}}{1 - \mu_E + \sum_{\omega \in E} \mu_\omega e^{\delta_E/b}}$$

where Eq. (22) follows by dividing the numerator as well as denominator by $\sum_{\omega \in E} e^{\delta_\omega/b}$.

We next establish correctness of the arbitrage removal procedure from Algorithm 4. The following lemma provides a critical step:

Lemma 2. Fix a level $\ell < K$. Let $\tilde{\theta}$ be a market state in $\tilde{C}$ such that the associated prices, $\tilde{\mu} = \tilde{p}(\tilde{\theta})$, are coherent among all levels $k > \ell$. Then, for any $t \in \mathbb{R}$ and any node $y$ with level($y$) $\leq \ell$, the prices after buying $t$ shares of $a_y$, i.e., $\mu' = \tilde{p}(\theta + ta_y)$, remain coherent among all levels $k > \ell$.

To use Lemma 2 for arbitrage removal, we start with a market state $\theta$ where all levels are coherent. When a trader buys some shares of a security $\theta_y$, the level $\ell = \text{level}(y)$ loses coherence with other levels. By buying a certain number of shares of $a_y$, it is possible to restore coherence between $\ell$ and $\ell + 1$, and Lemma 2 then implies that coherence with all further levels $k > \ell + 1$ is also restored. The process of restoring coherence now continues with the parent of $y$ and the bundle $a_{\text{par}(y)}$ as implemented in Algorithm 4.
Proof. Consider two arbitrary levels $k$ and $m$ with $\ell < k < m$. Since prices are coherent between levels $k$ and $m$ before buying $t$ shares of $a_y$, we have, for any $z \in \mathbb{Z}_k$,
\[
\mu_z = \sum_{u \in \mathbb{Z}_m: u \subset z} \mu_u.
\] (23)
Let $\pi_y$ denote the price of $\delta_z$ according to the securities in $\mathbb{Z}_k$ and $\mathbb{Z}_m$, that is, $\pi_y = \sum_{z \in \mathbb{Z}_k: z \subset y} \mu_z = \sum_{u \in \mathbb{Z}_m: u \subset y} \mu_u$. Note that $\pi_y$ might differ from $\mu_y$, because level $\ell$ is not necessarily coherent with levels $k$ and $m$. Let $\theta = \theta + t a_y$. From the definition of matrix $A$, the updated $\tilde{\theta}_z'$ and $\tilde{\theta}_u'$ for any $z \in \mathbb{Z}_k$ and $u \in \mathbb{Z}_m$ are
\[
\tilde{\theta}_z' = \begin{cases} \tilde{\theta}_z - t b_k & \text{if } z \subset y, \\
\tilde{\theta}_z & \text{otherwise,} \end{cases} \quad \tilde{\theta}_u' = \begin{cases} \tilde{\theta}_u - t b_m & \text{if } u \subset y, \\
\tilde{\theta}_u & \text{otherwise.} \end{cases}
\]
We calculate the new price $\mu_z'$ of any node $z \in \mathbb{Z}_k$ and show it equals to the price derived from its descendants $u \in \mathbb{Z}_m$. First, if $z \subset y$, then by Eq. (22) and Eq. (23),
\[
\mu_z' = \frac{\mu_z e^{-t} - t \pi_y e^{-t} + 1 - \pi_y}{\pi_y e^{-t} + 1 - \pi_y} = \sum_{u \in \mathbb{Z}_m: u \subset z} \mu_u = \sum_{u \in \mathbb{Z}_m: u \subset z} \mu_u'.
\]
If $z \not\subset y$, then we similarly have
\[
\mu_z' = \frac{\mu_z e^{-t}}{\pi_y e^{-t} + 1 - \pi_y} = \sum_{u \in \mathbb{Z}_m: u \subset z} \mu_u = \sum_{u \in \mathbb{Z}_m: u \subset z} \mu_u'.
\]
Thus, prices remain coherent among all levels $m > k > \ell$.

Building upon Lemma 2, the following lemma provides the precise trade required to restore coherence after an update.

Lemma 3. Fix a level $\ell < K$ and a node $y \in \mathbb{Z}_\ell$ and let $y_l = \left\lfloor y \right\rfloor$ and $y_r = \right\lfloor y \right\rfloor$. Let $\tilde{\theta}^0$ and $\tilde{\theta} = \tilde{\theta}^0 + \delta$ be market states in $\tilde{\mathcal{C}}$, with associated prices $\mu^0 = \tilde{p}(\tilde{\theta}^0)$ and $\mu = \tilde{p}(\tilde{\theta})$ such that:
- $\mu^0$ are coherent among all levels $k \geq \ell$;
- $\delta$ is a vector that is zero outside descendants of $y$, i.e., $\delta_z = 0$ whenever $z \not\subset y$;
- $\mu$ are coherent among all levels $k > \ell$.

Let $\tilde{\theta}^\prime = \tilde{\theta} + t a_y$ where
\[
t = \frac{b_1}{b_{\ell-1}} \log \left( \frac{1 - \mu_y}{\mu_y} \right).
\]
Then the associated prices $\mu' = \tilde{p}(\tilde{\theta}^\prime)$ are coherent among all levels $k \geq \ell$.

Proof. By Lemma 2, adding $t a_y$ to $\tilde{\theta}$ maintains coherence among levels $k > \ell$, so it suffices to show that levels $\ell$ and $\ell + 1$ are mutually coherent in $\mu'$. Thus, we have to show that $\mu_z' = \mu_z'_{\ell \left( y \right)} + \mu_z'_{\ell+1 \left( y \right)}$ for all $z \in \mathbb{Z}_\ell$.

First note that by the assumption on $\delta$ and the definition of $a_y$, we have
\[
\tilde{\theta}_z' = \tilde{\theta}_z' \quad \text{for all } z \in \mathbb{Z}_\ell \setminus \{y\},
\]
\[
\tilde{\theta}_u' = \tilde{\theta}_u' \quad \text{for all } u \in \mathbb{Z}_{\ell+1} \setminus \{y, y_r\}.
\]
Therefore, by Eq. (22), we have for all $z \in \mathbb{Z}_\ell \setminus \{y\}$
\[
\frac{\mu_z'}{1 - \mu_y} = \frac{\mu_z'}{1 - \mu_y} \quad \text{and} \quad \frac{\mu_z'_{\ell \left( y \right)} + \mu_z'_{\ell+1 \left( y \right)}}{1 - \mu_y} = \frac{\mu_z'_{\ell \left( y \right)} + \mu_z'_{\ell+1 \left( y \right)}}{1 - \mu_y}.
\]
Since the vector $\mu^0$ satisfies $\mu_z^0 = \mu_{\ell \left( y \right)}^0 + \mu_{\ell+1 \left( y \right)}^0$ for all $z \in \mathbb{Z}_\ell \setminus \{y\}$, Eq. (24) implies that we also have $\mu_z' = \mu_z'_{\ell \left( y \right)} + \mu_z'_{\ell+1 \left( y \right)}$ for all $z \in \mathbb{Z}_\ell \setminus \{y\}$ as long as $\mu_y' = \mu_y' + \mu_y'$. Thus, in order to show that levels $\ell$ and $\ell + 1$ are coherent in $\mu'$, it suffices to show that $\mu_y' = \mu_y' + \mu_y'$.

We begin by explicitly calculating $\tilde{\theta}_z'$ and $\tilde{\theta}_u'$ for any $z \in \mathbb{Z}_\ell$ and any $u \in \mathbb{Z}_{\ell+1}$:
\[
\tilde{\theta}_z' = \begin{cases} \tilde{\theta}_z + t B_t & \text{if } z = y, \\
\tilde{\theta}_z & \text{otherwise,} \end{cases} \quad \tilde{\theta}_u' = \begin{cases} \tilde{\theta}_u - t b_{\ell+1} & \text{if } u \in \{y, y_r\}, \\
\tilde{\theta}_u & \text{otherwise.} \end{cases}
\]
Therefore,
\[
\mu_y' = \frac{\mu_y e^{t B_t} / b_t}{1 - \mu_y} = \frac{1}{1 + \frac{1 - \mu_y}{\mu_y} e^{-t B_t / b_t}}.
\]
We simulate a market consisting of ten traders. The outcome space is \( \mathcal{I} = \{1, \ldots, 10\} \). While also achieving accurate belief elicitation at the finer resolution (after sufficiently many trades). Here we provide numerical results over \( LMSR \).

Thus, it remains to show that
\[
\frac{1-m_i}{m_i} e^{-tR_i/b_t} = \frac{1}{1 + \frac{m_i - m_{i+1}}{m_i} e^{t}}.
\]

or equivalently:
\[
\frac{1-m_i}{m_i} \cdot \frac{m_i+y}{1-m_i-y} = e^{t(1+B_i/b_t)}.
\]

But this follows from our choice of \( t \) and the fact that \( B_{t-1} = B_t + b_t \), completing the proof.

We finish the section with the proof of Theorem 6.

Proof of Theorem 6. Algorithm 4 correctly updates the tree (and returns the cost), because the shares are added to the nodes that form a cover of \( I \), and coherence is then restored by applying Lemma 3 up the search path. Running times of both algorithms are proportional to the length of the search path to the first node \( z \) with \( a_z = a \), whose level coincides with the precision of \( a \).

\[\square\]

B TRADING DYNAMICS AND ADDITIONAL RESULTS

B.1 Trading Dynamics

We simulate a market consisting of ten traders. The outcome space is \( \{0, 1\} \), discretized at the precision \( K = 10 \). Traders, indexed as \( i \in \{1, \ldots, 10\} \), have noisy access to the underlying true signal \( p = 0.4 \). Trader \( i \)'s belief takes form of a beta distribution Beta(\( a_i, b_i \)) with \( a_i \sim \text{Binomial}(p, n_i), b_i = n_i - a_i, \) and \( n_i = 16i \) representing the quality of the agent’s observation of the signal \( p \). Each trader \( i \) has an exponential utility \( u_i(W) = -e^{-W} \), where \( W \) is the trader’s wealth. We consider budget-limited cost-based market makers, whose worst-case loss may not exceed a budget constraint \( B \). For LMSR at precision \( k \), this means setting the liquidity parameter to \( b = B/\log(2^k) \).

In our experiments, we consider two LMSR markets at precision levels 4 and 8, denoted as \( LMSR_{k=4} \) and \( LMSR_{k=8} \). On the other hand, a multi-resolution LCMM has an infinite number of choices for its liquidity at each precision level. To showcase its interpolation ability, we consider LCMM that evenly splits its budget to precision levels 4 and 8, and denote it as \( LCMM_{50/50} \).

Each market starts with the uniform prior, i.e., the initial market prices for all outcomes are equal. In each time step, a uniformly random agent is picked to trade. The selected agent considers a set of 50 interval securities, with endpoints randomly sampled according to the agent’s belief. The candidate intervals are rounded to the precision of the corresponding market. The agent considers trading the expected-utility-optimizing number of shares for each interval, and ultimately picks the best interval and executes the trade. The market maker updates prices accordingly, until the market equilibrium is reached (no trader in the market has the incentive to trade).

Following the described protocol, we run markets mediated by the three respective market makers, \( LMSR_{k=4}, LMSR_{k=8}, \) and \( LCMM_{50/50} \), over a range of budget constraints. To decrease variance, we generate 40 controlled simulation traces (described by a sequence of agent arrivals and their draws of the candidate intervals) and run the market makers on those same traces. Therefore, any change in agent behavior and price convergence is caused by the different cost functions that market makers adopt to aggregate trades.

B.2 Additional Experiments

In Section 5, we demonstrated that by splitting the budget between submarkets that offer interval securities at different precisions, the multi-resolution LCMM is able to interpolate the performance of LMSR market makers. It can aggregate information at the coarser level efficiently, while also achieving accurate belief elicitation at the finer resolution (after sufficiently many trades). Here we provide numerical results over a wider range of market maker’s budget constraints, validating how the multi-resolution LCMM can balance the price convergence behavior of LMSR markets.

Fig. 3 shows the price convergence error as a function of budget constraint (thus, the liquidity parameter) and the number of trades for the three respective market makers. Results are averaged over forty random but controlled trading sequences. The solid lines depict the price convergence error at precision level \( k = 9 \), and the dashed ones for precision level \( k = 4 \). The minimum point on each curve indicates the optimal budget, or the optimal value of the liquidity parameter to adopt, for the particular cost function and a specific number of trades.

Intuitively, when the budget for running a market is sufficient, a market operator can support interval securities at any fine-grained precision level, or use only a portion of the budget to achieve optimal performance. However, when the budget for running a market is limited, say \( B \) less than 8, the market designer can preferably aggregate information faster at a coarser resolution by limiting the precision of interval endpoints (e.g., adopting \( LMSR_{k=4} \)). However, by design, it cannot accurately elicit beliefs at finer resolutions, even when the market is run for a sufficiently long period of time. The \( LMSR_{k=8} \), on the other hand, benefits from a larger number of trades to aggregate more fine-grained information. Running the two LMSR markets independently may balance this convergence trade-off, but inevitably results as the number of available interval securities grows exponentially as the supported precision increases, we assume agents have a computational limit and can only consider a (sub)set of available securities.
Figure 3: The price convergence error as a function of liquidity and the number of trades (indicated by the color of the line) for the three respective market makers. Solid lines record price convergence error at the finer precision level $k = 8$, and dashed ones at the coarser level $k = 4$. in consistent prices between the markets. Given the different convergence properties of separate LMSRs, a multi-resolution LCMM can allocate its budget accordingly to achieve a desired convergence performance, while maintaining coherent prices. For example, a market designer, who considers information at precision levels $k = 4$ and $k = 8$ equally important, may divide the budget between the two levels to enjoy faster price convergence at the coarser resolution, while accurately aggregating a full probability distribution of the continuous variable as trading proceeds.