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Abstract

Despite significant progress has been achieved in text summarization, factual inconsistency in generated summaries still severely limits its practical applications. Among the key factors to ensure factual consistency, a reliable automatic evaluation metric is the first and the most crucial one. However, existing metrics either neglect the intrinsic cause of the factual inconsistency or rely on auxiliary tasks, leading to an unsatisfied correlation with human judgments or increasing the inconvenience of usage in practice. In light of these challenges, we propose a novel metric to evaluate the factual consistency in text summarization via counterfactual estimation, which formulates the causal relationship among the source document, the generated summary, and the language prior. We remove the effect of language prior, which can cause factual inconsistency, from the total causal effect on the generated summary, and provides a simple yet effective way to evaluate consistency without relying on other auxiliary tasks. We conduct a series of experiments on three public abstractive text summarization datasets, and demonstrate the advantages of the proposed metric in both improving the correlation with human judgments and the convenience of usage. The source code is available at https://github.com/xieyxclack/factual_coco.

1 Introduction

In recent years, significant progress has been achieved in text summarization, and with the help of deep neural networks, we can generate informative, relevant, and fluent texts (See et al., 2017; Narayan et al., 2018; Liu and Lapata, 2019). However, it still remains a major challenge to ensure the factual consistency of the generated summary with respect to the source document (Zhang et al., 2020c; Kryscinski et al., 2020). For instance, in the

annotated data released by Maynez et al. (2020), more than 50% of the generated summaries are not completely consistent with the source document. Such factual inconsistency between source document and generated summary, also known as hallucination, undoubtedly limits practical applications of text summarization techniques.

To ensure the factual consistency in text summarization, a reliable automatic evaluation metric is the first and the most crucial factor (Goodrich et al., 2019). The predominant automatic metrics, e.g., ROUGE (Lin, 2004) and METEOR (Lavie and Agarwal, 2007), are mainly based on n-gram lexical-overlap and have been proven to be poorly correlated with human judgments on factual consistency (Bhandari et al., 2020; Maynez et al., 2020; Wang et al., 2020). To better evaluate the factual consistency of summarization systems, various types of metrics have been introduced, including computing semantic similarity with pretrained model instead of n-gram based similarity (Zhang et al., 2020b; Koto et al., 2020), and using auxiliary tasks such as textual entailment (Falke et al., 2019; Maynez et al., 2020) and question answering (Chen et al., 2018; Eyal et al., 2019; Wang et al., 2020; Scialom et al., 2021). However, none of them tackle this issue from the view of intrinsic cause of the factual inconsistency. Besides, some metrics rely on auxiliary tasks (e.g., question answering), which makes these metrics costly and inconvenient. In short, automatic evaluation for factual consistency in text summarization still remains an open research problem.

Revisiting the sequence-to-sequence (Seq2Seq) summarization models, a summary is generated according to the encoded source document and the learned decoder. The information in the source document is encoded and used to ensure the factual consistency of generated summary. The decoder, as a language model, learns the language prior from the training corpus to transform the en-
coded source document to an informative and fluent summary. However, the side effects also come along with the language prior, hallucinating the inconsistency tokens due to spurious linguistic correlations learned from training corpus. For instance, when the term green leaves occurs frequently in the training corpus and the summarization model has learned such language prior knowledge, it could be with high probability to generate such inconsistency term green leaves, even though the source document is about red maple leaves. Similar hallucination phenomena have also been observed in other conditional text generation tasks, including image caption (Hendricks et al., 2018) and data-to-text (Filippova, 2020).

Shed light by the above challenges and insights, in this paper, we seek to design a simple yet effective evaluation metric, named Counterfactual Consistency (denoted as CoCo), for text summarization. Different from the existing metrics, CoCo is proposed to evaluate the factual consistency of summarized texts via counterfactual estimation, and it does not rely on auxiliary tasks, which brings the convenience of usage in practice. To be specific, with the help of causal inference (Pearl and Mackenzie, 2018; Yao et al., 2021), we formulate the causal relationship among the source document, the generated summary, and the language prior to build up the causal graph for text summarization. According to the built causal graph and the analysis of causal effect, we point out that the effect of language prior can be blamed to cause factual inconsistency. Thus, we propose counterfactual abstractive summarization to estimate the causal effect of language prior on the generated summary, and remove it from the total causal effect. The estimated effect, which is the causal effect of the source document on the generated summary, serves as a factual consistency score of the generated summary. The intuition is that when texts are generated more relying on the source document rather than the language prior, they should be more likely to be factually consistent w.r.t. the source documents.

To demonstrate the effectiveness of the proposed metric CoCo, we conduct a series of experiments on three public datasets, which are derived from widely-used benchmarks CNN/Daily Mail (Hermann et al., 2015; Nallapati et al., 2016) or XSUM (Narayan et al., 2018), and have human annotations on factual consistency. Without relying on auxiliary tasks, the proposed metric CoCo achieves a significant improvement against the existing automatic metrics for text summarization in terms of the correlation with human annotations.

2 Related Work

The most popular n-gram based evaluation metrics, e.g., ROUGE (Lin, 2004), BLEU (Papineni et al., 2002) and METEOR (Lavie and Agarwal, 2007), have been proven to perform poorly on measuring factual consistency (Wang et al., 2020). Inspired by the success of pretrained contextual word embeddings, BERTScore (Zhang et al., 2020b) leverages the pretrained BERT (Devlin et al., 2019) model to compute the similarity between the generated summary and reference. However, these metrics cannot lead to a satisfying correlation to human judgments on factual consistency since they only capture the token-level overlapping or similarity. Hence, instead of defining metrics on token level, Goodrich et al. (2019) proposes to measure the factual consistency by counting the overlap of facts (i.e., relation tuple) extracted from the generated summary and the source document.

Several works have also explored Natural Language Inference (NLI) to evaluate the factual consistency via calculating entailment probability between the document and its abstractive summaries (Falke et al., 2019; Maynez et al., 2020). They assume that a factually consistent summary is usually entailed by the source document. To address the issue of domain shift in out-of-the-box NLI models, synthetic training datasets, e.g., augmented by summarization datasets (Kryscinski et al., 2020) and QA datasets (Mishra et al., 2021), are created to finetune the BERT-based NLI models.

Question answering has also been used as an evaluation method for summarization (Mani et al., 1999; Clarke and Lapata, 2010). For factual consistency evaluation, the basic intuition is to test whether a summary and its corresponding source have similar answers for the synthetic questions. The differences between various works are mainly in question generation and metric computation. For example, Eyal et al. (2019) generates questions from the reference summary; Wang et al. (2020) and Durmus et al. (2020) generate questions from the evaluated summary; while Scialom et al. (2021) generates questions from both the evaluated summary and its corresponding source document. For metric computation, Eyal et al. (2019) averages the percentage of questions answered correctly accord-
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In summary, the existing metrics are proposed to measure the factual consistency via calculating the semantic similarity between the generated summary and the source document or the references, with the help of extrinsic tasks like pretrained language models or other auxiliary tasks. However, few of them explore the intrinsic cause of the factual inconsistency. In this paper, we study this task from the perspective of causal inference (Pearl, 2001; Pearl and Mackenzie, 2018).

## 3 Methodology

In this section, we introduce the proposed metric for measuring factual consistency in text summarization, named Counterfactual Consistency (denoted as CoCo).

### 3.1 Causal Graph of Text Summarization

We first introduce two key concepts of causal inference, i.e., causal graph and causal effect. The causal graph represents the causal relationships between variables using a directed acyclic graph $G = \{V, E\}$, where $V$ denotes the set of variables and $E$ represents the cause-effect relationships among these variables. Fig. 1(a) shows an example of causal graph with four variables. In a causal graph, capital letters (e.g., $K$ and $X$) denote random variables and lowercase letters (e.g., $k, x$) denote their observed values, respectively. An edge means a causal-effect relationship between the parent (cause) and the child (effect), e.g., it can be denoted as $K \rightarrow Y$.

Here, we build the causal graph of abstractive text summarization as illustrated in Fig. 1(a). It reflects the causal relationships among the fact $C$, the source document $X$, the language prior $K$, and the generated summary $Y$. The paths $C \rightarrow X$ and $K \rightarrow X$ represent the source document $X$ (e.g., an informative and fluent news report) is composed by the fact $C$ (e.g., the happened event) and the language prior knowledge $K$. The paths $K \rightarrow Y$ and $X \rightarrow Y$ reflect the causal relationships in the generation process of a summary $Y$, which can be interpreted as: The encoder of a Seq2Seq model comprehends the input document $X$ and then the decoder transforms the hidden representation outputted from the encoder into a summary with the help of the language prior knowledge $K$ (e.g., the usage of demonstratives and prepositions, the logistic relationships intra- and inter-sentences, etc.).

The causal graph in Fig. 1(a) provides an insight for measuring factual consistency for text summarization. For an abstractive text summarization model, it demands both the information of source document (i.e., the causal effect shown by $X \rightarrow Y$), as well as the language prior (i.e., the causal effect shown by $K \rightarrow Y$) to generate the summary. The information provided by the source document $X$ ensures the summarization model to generate an informative and relevant summary. The language prior brings benefits such as grammar rules; however, on the other hand, it can also lead to hallucinate the inconsistency tokens via introducing spurious linguistic correlations or even biased knowledge learned from the training corpus (Hermann et al., 2015; Niu et al., 2020).

### 3.2 Causal Effect

Inspired by the intrinsic cause of factual consistency in text summarization discussed above, we propose a novel automatic evaluation metric, named Counterfactual Consistency (denoted as CoCo), to measure the factual consistency via counterfactual estimation. To be specific, we aim to estimate the causal effect of $X \rightarrow Y$ to measure the factual consistency of the generated summary, since when the summaries are generated relied on the source document, they should be more likely to be factually consistent w.r.t. the source document than those generated relied on language prior.

To achieve this, we first need to use counterfactual notations to translate causal assumptions from graphs to formulas. For causal graph in Fig. 1(a), given that if $C$ is set to $c$ and $K$ is set to $k$, the value that summary $Y$ could be is denoted as:

\[ Y_{c,k} = Y(\text{do}(C = c), \text{do}(K = k)). \]  

Since there is no confounder of $C$ and $K$, we have
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that do(C = c) equals to C = c and do(K = k) equals to K = k. Without loss of generality, we omit the do operator for simplicity. Thus, Eq. (1) can be simplified as:

\[ Y_{c,k} = Y(C = c, K = k). \] (2)

Similarly, the counterfactual notation of source document X can be \( X_{c,k} = X(C = c, K = k) \).

As shown in Fig. 1(a), there exist two paths directly connected to Y, i.e., \( K \rightarrow Y \) and \( X \rightarrow Y \). Thus, \( Y_{c,k} \) can be rewritten as the function of \( K \) and \( X \):

\[ Y_{c,k} = Y_{x,k} = Y(X = x, K = k). \] (3)

In the factual scenario, we have \( x = X_{c,k} = X(C = c, K = k) \). While, in the counterfactual scenario, \( k \) can be set as different values. For example, \( Y_{x,k^*} \) describes the situation \( K \) is set to \( k^* \). The term “c” denotes the no-treatment condition, which can be interpreted as eliminating the causal effect via setting the variable to an empty value. Note that such case can only happen in the counterfactual scenario.

To measure causal effects, we need to compare two potential outcomes of the same individual given two different treatments. For example, comparing the outcomes of taking the drug (i.e., treatment) and not taking the drug (i.e., no-treatment) to estimate the effect of a drug on a disease. Here, to estimate the causal effect of input source document \( X \) on summary \( Y \), we aim to compare the summaries of feeding document \( x \) to the summarization model (i.e., \( X = x = X(c, k) \)), and the document \( x \) is not given (i.e., the no-treatment condition \( X = x^* = X(c^*, k^*) \)). As shown in Fig. 1(a), the outcome of \( Y \) is also affected by the language prior knowledge \( K \). Thus we should take both \( X \) and \( K \) into consideration when estimating the effect of \( X \) on \( Y \). However, estimating the effect of \( X \) on \( Y \) via \( Y_{x,k^*} - Y_{x^*,k^*} \) is impractical, since it is hard to block the effect of \( K \) (i.e., \( K = k^* \)) for an abstractive summarization system.

To address this issue, we propose to estimate the causal effect of \( X \) on \( Y \) by subtracting the causal effect of \( K \) on \( Y \) from the total effect. The total effect of treatment \( X = x \) and \( K = k \) on \( Y = y \) compares hypothetical situations \((X = x, K = k)\) and \((X = x^*, K = k^*)\), which is denoted as

\[ E_{total} = Y_{x,k} - Y_{x^*,k^*}, \] (4)

which represents the difference between the output of taking the treatment (i.e., \( Y_{x,k} \)) and that of no-treatment condition (i.e., \( Y_{x^*,k^*} \)).

For the causal effect of \( K \) on \( Y \), we propose counterfactual abstractive summarization to estimate it by blocking the effect of \( X \). Counterfactual abstractive summarization describes the scenario where \( K = k \) and \( X \) had been \( x^* \). Since the response of \( X \) is blocked, the model can only rely on the given language prior \( k \) to generate summaries. Thus, the causal effect of \( K \) on \( Y \) can be obtained by comparing counterfactual abstractive summarization to the no-treatment conditions:

\[ E_K = Y_{x^*,k} - Y_{x^*,k^*}, \] (5)

where \( E_K \) denotes the changes in the outcome \( Y \) with \( K \) changing from \( k^* \) to \( k \) and \( X \) is set to the value it would have obtained at \( X = x^* \).

Thus, the causal effect of \( X \) on \( Y \), denoted as \( E_X \), can be obtained by subtracting \( E_K \) from \( E_{total} \):

\[ E_X = E_{total} - E_K = Y_{x,k} - Y_{x^*,k^*}. \] (6)

It can be observed that Eq. (6) is equivalent to the comparison between the generated summaries of conventional abstractive summarization and counterfactual abstractive summarization, as illustrated in Fig. 1(b), which implies the approach to measure the factual consistency in text summarization. The term \( Y_{x,k} \) happens to be a standard abstractive summarization model that takes \( x \) as input and outputs \( y \), with the help of language prior \( k \) learned from training corpus; while the term \( Y_{x^*,k} \) describes a model that generates \( y \) only depend on the language prior \( k \), in normal case it works like a language model.

### 3.3 CoCo Metric

There exist several ways to implement Eq. (6) by applying different functions to approximate \( Y_{x,k} - Y_{x^*,k} \), such as lexical overlapping and semantic similarity between the generated summaries. For text summarization, given source document \( X \), the outputs of the model are the probability distributions \( \text{Pr}(\cdot|X) \) over the vocabulary, from which a series of tokens are sampled to compose a summary. Thus, from another point of view, functions that can be applied to the probability distribution are also suitable to approximate \( Y_{x,k} - Y_{x^*,k} \), such as the perplexity and uncertainty (Xu et al., 2020; Xiao and Wang, 2021). In this study, taking both the effectiveness and convenience into consideration, we adopt the probabilities of the tokens of evaluated summaries, i.e., \( \text{Pr}(y_j) \forall y_j \in Y \), to implement Eq. (6) as our automatic evaluation metric.
CoCo for factual consistency. Besides, we adopt an independent summarization model as the scoring model in the instantiation of CoCo, rather than using the model that generates the evaluated summary, considering that the factual consistency can be biased by the model that produced this evaluated summary. By adopting an independent summarization model as the scoring model, CoCo can be applied to score any given summary based on its corresponding source document, disregarding how the evaluated summary is generated.

In practice, key tokens, e.g., nouns and verbs, usually play a more important role in measuring the factual consistency than conjunctions and symbols. However, the final score can be easily dominated by the probability of those negligible tokens (e.g., conjunctions) and becomes meaningless since they often have a much higher generation probability than the key tokens. To address this issue, we only count the probability of key tokens (denoted as $Y'$) in the evaluated summary. The criteria of selecting key tokens can be task-oriented designed, e.g., one can select disease names as key tokens for measuring the factual consistency of radiology reports (Zhang et al., 2020c). It is worth noting that here we do not remove other tokens in the evaluated summary, we just ignore their scores.

Assume that a scoring model takes the source document $x = \{w_1, w_2, \ldots, w_n\}$ as input, and tries to generate the evaluated summary in an autoregressive manner. At $t$-th step during decoding, the scoring model outputs a probability distribution among the vocabulary $\Pr(\cdot|X, y_{<t})$. For the term $Y'_{x^t,k}$ in Eq. (6), a natural choice is to obtain the probability of $Y'$ with the empty source document $x^t$. However, in practical use, empty input could make the summarization model into an ill-posed state that produces almost zero probability for all tokens in the evaluated summary due to the mismatch between training and inference. To tackle this issue, we perform mask operation on the relevant content in $x$ that is considered as what the model relies on during the generation process of $Y'$. For each token in $Y'$, the masked content could be token-level, span-level, sentence-level, and even the whole document (different mask strategies are evaluated in the experiment section). We show two examples of how we mask the source document $X$ according to $Y$ in Table 1.

Finally, we aggregate the mask content according to all the tokens in $Y'$ and result in a mask source document $X'$. The masked source document $X'$ is fed into the scoring model and the decoder produces another probability distribution $\Pr(\cdot|X', y_{<t})$ accordingly. The definition of CoCo can be formally given as:

$$
\text{CoCo} = \frac{1}{|Y'|} \sum_{y_{<t} \in Y'} \Pr(y_{t}|X, y_{<t}) - \Pr(y_{t}|X', y_{<t}), \quad (7)
$$

where $y_{<t}$ denotes the all prefix tokens in $Y'$ before $t$-th step\(^1\), and $\Pr(y_{t}|X, y_{<t})$ and $\Pr(y_{t}|X', y_{<t})$ represents the predicted probability of token $y_t$ at $t$-th when given the prefix tokens and the source document $X$ or its masked version $X'$. The algorithm of CoCo is illustrated in Algorithm 1.

---

1 when $y_1$ is the first token in $Y$, $y_{<1} = \emptyset$.

### Algorithm 1: CoCo metric

**Input:** Source document $X$, model-generated summary $Y$, scoring model $F$

**Output:** Factual consistency score of $Y$ w.r.t. $X$ (i.e., the CoCo value)

1. Select key tokens $Y'$ from $Y$;
2. Mask the source document $X$ according $Y'$ to produce $X'$;
3. Feed $X$ and $X'$ into the scoring model $F$ respectively to generate the probability of each tokens in $Y'$, i.e., $\Pr(y_{t}|X, y_{<t})$ and $\Pr(y_{t}|X', y_{<t})$, $\forall y_{t} \in Y'$;
4. Calculate the CoCo value according to Eq. (7).

---

### Table 1: Two examples to show the mask operation on the source document $X$ according to summary $Y$. We mark the contents (green background) that are relevant to coffee and gene with different strategies for demonstration.

| Operator               | Source document $X$                                                                 | Summary $Y$                                                                 |
|------------------------|------------------------------------------------------------------------------------|------------------------------------------------------------------------------|
| Sentence-level mask    | People with a DNA variation in a gene called PDSS2 tend to drink fewer cups of coffee, a study carried out at the University of Edinburgh has found. It suggests the gene reduces cell ability to break down caffeine. . . | Researchers have identified a gene that appears to curb coffee consumption. |
| Span-level mask        | People with a DNA variation in a gene called PDSS2 tend to drink fewer cups of coffee, a study carried out at the University of Edinburgh has found. It suggests the gene reduces cell ability to break down caffeine. . . | Researchers have identified a gene that appears to curb coffee consumption. |
Experiments

4.1 Datasets

To evaluate the effectiveness of the proposed metric, we conduct experiments on three public abstractive text summarization datasets.

**QAGS-CNN/DM.** It is a subset of CNN/Daily Mail dataset (Hermann et al., 2015; Nallapati et al., 2016) and released by Wang et al. (2020). This dataset contains 235 instances collected from the test set of CNN/Daily Mail, and each instance consists of a source document, a reference summary, and a model-generated summary produced by a bottom-up abstractive summarization model (Gehrmann et al., 2018). The generated summaries are assigned with human annotations to indicate their factual consistency scores.

**QAGS-XSUM.** This dataset is derived from XSUM (Narayan et al., 2018) and contains 239 source documents, the corresponding reference summaries, and the synthetic summaries generated by BART (Lewis et al., 2020). Wang et al. (2020) collects human evaluation scores on factual consistency for each generated summary via ParlAI (Miller et al., 2017).

**SUMMEVAL.** It is released by Fabbri et al. (2021) and contains the generated summaries from 16 abstractive and extractive models of 100 test data from DNN/Daily Mail. We adopt 1200 abstractive text summaries and extract 3600 public expert annotations on factual consistency for them.

4.2 Baselines

We adopt widely-used automatic evaluation metrics for comparison, such as ROUGE (Lin, 2004), BLEU (Papineni et al., 2002) and METEOR (Lavie and Agarwal, 2007). For ROUGE, we adopt ROUGE-1, ROUGE-2 and ROUGE-L, which denotes that the overlapping units in calculation are set to be unigrams, bi-grams and longest-common subsequence respectively.

Besides, BERTScore (Zhang et al., 2020b), FFCI (Koto et al., 2020), QAGS (Wang et al., 2020), and QuestEval (Scialom et al., 2021) are also adopted as baselines in the experiment. We use the outputs from the 17-th layer in roberta-large to implement BERTScore as suggested by Zhang et al. (2020b). For FFCI, a framework that can be implemented by different basic metrics, we use FFCI_{ROUGE-1}, FFCI_{ROUGE-2}, FFCI_{ROUGE-L}, FFCI\text{BERTScore} to distinguish the different basic metrics as the original paper suggested.

For QA-based metrics QAGS and QuestEval, following the settings in the original papers, the QG model and QA model in QAGS are implemented based on BART and BERT respectively, and for QuestEval, they are both implemented based on T5 (Raffel et al., 2020). And we adopt QuestEval\text{precision}, QuestEval\text{recall}, QuestEval\text{F1}, for calculating the precision, recall, and F1 score of the answers given the source documents and generated summaries.

For the proposed metric CoCo, we investigate different mask strategies in our study. We use CoCo\text{token}, CoCo\text{span}, CoCo\text{sent}, and CoCo\text{doc} to denote token-level, span-level (i.e., to mask five successive tokens that contain the key token as the center), sentence-level and document-level (i.e., to mask the whole document) mask strategies when calculating the causal effect of the source document on the generated summary.

4.3 Implementation

We adopt BART (Lewis et al., 2020) as the scoring model for the proposed metric CoCo. To be specific, we feed the whole source document or masked source document into the encoder of BART and apply the teacher forcing (Bengio et al., 2015) during the decoding process. At $t$-th step of decoding, we take the output probability of the $t$-th token in the evaluated summary $Y$, i.e., $\Pr(y_t)$, as one of the factual consistency scores for the evaluated summary if $y_t$ is a key token recognized by part-of-speech tagging toolkit spaCy\textsuperscript{2}, otherwise, we discard it.

In our study, the BART model is finetuned on the training set of CNN/Daily Mail datasets for the experiments conducted on QAGS-CNN/DM and SUMMEVAL, and finetuned on the training set of XSUM for QAGS-XSUM. For baseline models, the implementation is based on the huggingface (Wolf et al., 2020). More details of the implementation can be found in the Appendix. All models are implemented using PyTorch (Paszke et al., 2019) and performed on GeForce RTX 2080 Ti GPUs.

4.4 Comparison Results

We report the Pearson correlation coefficient ($r$) and Spearman correlation coefficient ($\rho$) between various automatic evaluation metrics and human judgments on factual consistency in Table 2 (results are shown as percentages). The larger value represents...
Table 2: Pearson correlation (denoted as $r$) and Spearman correlation (denoted as $\rho$) between automatic metrics and human judgments of factual consistency on text summarization datasets. The bold scores are the best among all the metrics, while the underlined scores are the best among the baseline metrics.

| Metric                | QAGS-CNN/DM | QAGS-XSUM | SUMMEVAL |
|-----------------------|-------------|-----------|----------|
|                       | $r$   | $\rho$   | $r$   | $\rho$   | $r$   | $\rho$   |
| ROUGE-1               | 29.01 | 23.87    | 13.12  | 12.82    | 20.23 | 17.72    |
| ROUGE-2               | 17.91 | 18.78    | 8.66   | 9.96     | 16.72 | 16.72    |
| ROUGE-L               | 23.43 | 24.09    | 8.36   | 10.66    | 19.20 | 18.16    |
| METEOR                | 25.65 | 24.56    | 10.78  | 11.59    | 16.91 | 14.38    |
| BLEU                  | 17.63 | 22.85    | 2.55   | 2.55     | 10.83 | 10.73    |
| BERTScore             | 37.41 | 36.36    | 11.25  | 13.23    | 18.58 | 17.53    |
| FFCI$_{ROUGE-1}$      | 43.55 | 42.00    | 13.70  | 19.26    | 36.46 | 33.86    |
| FFCI$_{ROUGE-2}$      | 45.01 | 43.62    | 18.96  | 18.63    | 37.95 | 35.40    |
| FFCI$_{ROUGE-L}$      | 43.11 | 41.32    | 16.67  | 17.54    | 38.02 | 34.45    |
| FFCI$_{BERTScore}$    | 48.47 | 48.62    | 20.04  | 19.04    | 28.54 | 30.76    |
| QAGS                  | 31.39 | 35.96    | 15.18  | 17.48    | 17.71 | 12.65    |
| QuesEval$_{precision}$| 38.02 | 35.96    | 5.66   | 7.43     | 33.53 | 29.52    |
| QuesEval$_{recall}$   | 41.10 | 36.40    | 6.57   | 7.33     | 26.95 | 25.69    |
| QuesEval$_{F_1}$      | 49.18 | 44.53    | 7.03   | 9.63     | 36.96 | 33.93    |
| CoCo$_{token}$ (ours) | 55.79 | 49.33    | 19.02  | 19.83    | 42.67 | 40.09    |
| CoCo$_{span}$ (ours)  | 57.28 | 50.14    | 18.71  | 18.65    | **43.57** | **40.96** |
| CoCo$_{sent}$ (ours)  | **58.84** | **52.25** | **24.08** | **22.70** | 42.04 | 39.03    |
| CoCo$_{doc}$ (ours)   | 55.27 | 49.54    | 19.57  | 18.21    | 41.18 | 39.61    |

Table 2 presents the better positive correlation with human judgments, which demonstrates the effectiveness of the automatic evaluation metric on factual consistency for text summarization.

From the table, we can observe that the $n$-gram based metrics, including ROUGE, METEOR, and BLEU, achieve the worse results on three datasets compared with most of other the baselines. These results are consistent with the observation in previous studies (Bhandari et al., 2020; Maynez et al., 2020). Although convenient for adopting, $n$-gram based metrics are poorly correlated with human judgments on factual consistency, since they only care about the lexical overlap between the generated summary and reference, but fail to capture the semantic similarity.

Compared to $n$-gram based metrics, BERTScore could not achieve consistent improvements on three datasets (better on QAGS-CNN/DM but slightly worse on QAGS-XSUM and SUMMEVAL). And the comparisons between FFCI and its corresponding basic metric (e.g., FFCI$_{BERTScore}$ v.s. BERTScore) show the advantages brought by calculating the lexical-overlap or semantic similarity between the generated summaries and the source document rather than the reference when measuring factual consistency. However, since FFCI adopts a sentence-level evaluation manner, the cost can be nearly $m \times n$ times of other metrics when a document and a generated summary containing $m$ and $n$ sentences respectively.

On the other hand, QA-based metrics QAGS and QuestEval introduce auxiliary tasks, including question generation (QG) and question answering (QA), to evaluate factual consistency. Both of them achieve competitive results compared with other baselines. However, QA-based metrics highly rely on well-trained QA and QG models, which makes them inconvenient, or unavailable in languages without enough corpus for pretraining. Meanwhile, it is worth pointing out that these metrics are computationally expensive (Koto et al., 2020), and easily lead to error propagation and accumulation because of their pipeline manner.

The proposed metric CoCo outperforms other baselines by a noticeable margin on three adopted datasets. For instance, the Pearson correlation coefficient between CoCo$_{sent}$ and human judgments on QAGS-CNN/DM is 58.84, which is significantly larger than those of the best result among baselines (49.18 for QuesEval$_{F_1}$), and is twice times of the best result among $n$-gram based metrics (29.01 for ROUGE-1). These results demonstrate the effectiveness of CoCo in improving the correlation with human judgments. In the bottom subgroup of Table 2, we report the comparison results among dif-
different mask strategies applied in CoCo. From these results, we can see the span-level and sentence-level mask strategies are better than token-level and document-level, which implies that a suitable mask range for relevant content is important for measuring factual consistency. The too-small mask range could cause that the decoder is still able to infer the masked tokens from the context, while the too-large mask range might weaken the effect of language prior and lead to near-zero scores for all the tokens in the evaluated summary.

4.5 Further Discussions

In this section, we provide some discussions about the proposed CoCo metric to better understand how it works to measure the factual consistency of the model-generated summary.

CoCo values w.r.t. various human judgments. For each adopted dataset, we split the instances into two halves according to the human judgments assigned to the model-generated summaries. Then we calculate the statistics of CoCo values for each half respectively and illustrate the results in Fig. 2. It can be observed that summaries with high human judgments (i.e., in the top 50%) are also assigned with high CoCo values, which demonstrates CoCo values are consistent with human judgments on factual consistency. Thus the proposed metric CoCo is a reliable automatic evaluation metric for factual consistency in text summarization.

Different scoring models. We adopt four different scoring models to implement CoCo, including BART, BERT (Liu and Lapata, 2019), T5 (Raffel et al., 2020), and PEGASUS (Zhang et al., 2020a) (denoted as PEGA). The experiment results are shown in Table 3, which demonstrate that among the four adopted scoring models, CoCo achieves consistent and competitive results against the performance of baselines reported in Table 2.

Case study. To better understand how CoCo works, a case study is illustrated in Table 4. We take three tokens American, Augusta, and Monday as examples and show the CoCo values. The tokens American is factually inconsistent w.r.t. the source document since there does not exist any context to infer Tiger Woods is an American in the source document. Augusta and Monday are factually consistent as they can be directly explained by the source document.

We can observe that both Augusta and Monday are assigned with a high CoCo value (0.4115 and 0.6346 respectively), while that of American is significant lower (0.0251). Such differences are caused by that both Augusta and Monday are generated more relied on the source document, but American is more likely to be hallucinated by the decoder, with the help of the language prior knowledge from the training corpus. The proposed metric CoCo can assign these hallucinations with low scores via counterfactual estimation to measure the factual consistency of the generated summary.

5 Conclusions

In this paper, we introduce CoCo, an effective and convenient metric for measuring the factual consistency of abstractive summarization models. Inspired by the intrinsic cause of factual inconsistency in text summarization, CoCo can evaluate...
factual consistency via counterfactual estimation without relying on other extrinsic tasks. Experiments on human-annotated datasets verify the advantages of our proposed metric in terms of the correlation with human judgments. In the future, several directions can be explored. First, although this paper focuses on evaluation metric, the proposed idea can be incorporated into abstractive summarization models to enhance factual consistency. Another interesting direction is to apply this metric in other conditional text generation tasks such as image caption and data-to-text generation.
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A Implementation Details

We introduce the implementation details of baselines for reproduction, including:

**N-gram based metrics.** We adopt the widely-used open source packages to implement the n-gram based metrics, including ROUGE\(^3\), BLEU\(^4\), and METEOR\(^5\). And we use the CoreNLP\(^6\) as the tokenizer.

**BERTScore.** It is implemented based on the source code released by Zhang et al. (2020b)\(^7\). Following the original paper, we use the outputs from the 17-th layer in roberta-large. We also try to use bert-large-nli suggested by Koto et al. (2020), but it fails to perform better in the experiments.

**FFCI.** FFCI (Koto et al., 2020) is a framework that can be implemented by different basic metrics. The adopted basic metrics in our study including ROUGE-1, ROUGE-2, ROUGE-L, and BERTScore, whose implementation details have been introduced above. The hyperparameters are set as the paper suggested.

**QAGS.** Following the settings in Wang et al. (2020), the question generation (QG) model and question answering (QA) model in QAGS are implemented based on BART and BERT respectively using the source code provided by fairseq (Ott et al., 2019). For each summary, we extract 10 named entities via spaCy\(^8\), and generate totally 100 questions based on these named entities using QG model, from which 20 questions with high generated probabilities are selected. These questions are fed into a QA model, together with the corresponding source documents or the summaries, to generate answers for comparisons.

**QuestEval.** For QuestEval (Scialom et al., 2019), both QG model and QA model are implemented based on T5 (Raffel et al., 2020) with the help of huggingface (Wolf et al., 2020), following the original paper. We adopt the suggested settings for hyperparameters of QuestEval.

**CoCo.** We adopt four different scoring models to implement CoCo, including BART (Lewis et al., 2020), BERT (Liu and Lapata, 2019), T5 (Raffel et al., 2020), and PEGASUS (Zhang et al., 2020a).

Our implementation is based on fairseq and huggingface.

B Dataset Availability

**QAGS-CNN/DM & QAGS-XSUM.** They are released by Wang et al. (2020)\(^9\), and annotated on Amazon Mechanical Turk\(^3\)\(^10\) via ParlAI (Miller et al., 2017). Please refer to the original paper for more details about the annotation protocol.

**SUMMEVAL.** It is released by Fabbri et al. (2021)\(^11\). The expert annotations are adopted in our study as the paper suggested. For each source document in this dataset, there exists one original reference from CNN/DailyMail dataset and 10 additional crowdsources reference summaries. We only use the original reference in our study.

---

\(^3\)https://github.com/andersjo/pyrouge
\(^4\)https://pypi.org/project/bleu/
\(^5\)https://github.com/salaniz/pycocoevalcap
\(^6\)https://github.com/stanfordnlp/CoreNLP
\(^7\)https://github.com/Tiiiger/bert_score
\(^8\)https://spacy.io/

\(^9\)https://github.com/W4ngatang/qags/tree/master/data
\(^10\)https://www.mturk.com/
\(^11\)https://github.com/Yale-LILY/SummEval