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A B S T R A C T

Packed-bed thermal stores are integral components in numerous bulk electricity storage systems and may also be integrated into renewable generation and process heat systems. In such applications, the store may undergo charging and discharging periods of irregular durations. Previous work has typically concentrated on the initial charging cycles, or on steady-state cyclic operation. Understanding the impact of unpredictable charging periods on the storage behavior is necessary to improve design and operation. In this article, the influence of the cycle duration (or ‘partial-charge’ cycles) on the performance of such thermal stores is investigated. The response to perturbations is explained and provides a framework for understanding the response to realistic load cycles.

The packed beds considered here have a rock filler material and air as the heat transfer fluid. The thermodynamic model is based on a modified form of the Schumann equations. Major sources of exergy loss are described, and the various irreversibility generating mechanisms are quantified.

It is known that repeated charge-discharge cycles lead to steady-state behavior, which exhibits a trade-off between round-trip efficiency and stored exergy, and the underlying reasons for this are described. The steady state is then perturbed by cycles with a different duration. Short duration perturbations lead to a transient decrease in exergy losses, while longer perturbations increase it. The magnitude of the change in losses is related to the perturbation size and initial cycle period, but changes of 1–10 % are typical. The perturbations also affect the time to return to a steady-state, which may take up to 50 cycles. Segmenting the packed bed into layers reduces the effect of the perturbations, particularly short durations.

Operational guidelines are developed, and it is found that packed beds are more resilient to changes in available energy if the store is not suddenly over-charged (i.e. longer perturbations), and if the steady-state cycle duration is relatively long. Furthermore, using the gas exit temperature to control cycle duration reduces the impact of perturbations on the performance, and reduces the time to return to steady-state operation.

1. Introduction

Packed beds have been proposed for a variety of thermal energy storage applications, including bulk electricity storage systems such as advanced-adiabatic compressed-air energy storage (AA-CAES) [1,2], liquid-air energy storage (LAES) [3], and pumped-thermal (or, pumped-heat elsewhere in the literature) electricity storage (PTES/PHES) [4–6]. They have also been suggested for use in other systems that involve thermal processes, such as concentrating solar power, geothermal energy, and process heat. Packed beds are potentially more compact and cost-effective than conventional storage systems, such as two-tank liquid stores. Depending on the heat transfer fluid and storage media, they also tend to use more abundant and locally sourced, lower cost, environmentally-benign, and non-reactive materials than other storage technologies.

Typically, a packed bed is a storage vessel filled with a solid packing medium (the “filler”) such as pebbles or gravel, as illustrated in Fig. 1. Energy is transferred to the solid by means of the heat transfer fluid (HTF), which may also be the working fluid in whatever system the packed bed is part of. Many packed bed designs exist in the literature, with variations in the geometry, storage medium, and HTF. Stores are typically cylindrical with the HTF travelling axially. Hot fluid usually enters at the top and leaves at the bottom in order to avoid buoyancy-driven flows. The filler material is generally a solid such as alumina, ceramic, or crushed rock. Such packed beds are classified as ‘sensible heat’ storage since energy is stored by virtue of the temperature change.
of the filler. Encapsulated phase change materials may also be used, however, thereby creating a latent heat storage system [7], but this increases the cost and complexity. HTFs may be gases, such as air [8,9] or argon [10], or liquids, such as thermal oils [11] or molten salts [12]. This article considers a cylindrical store, filled with particles of magnetite (Fe₃O₄) and uses air as the heat transfer fluid. The rationale and methodology follows earlier publications of the present authors [10,13–15], and is summarized below.

1.1. Packed bed design considerations

Several technical challenges must be resolved before packed-bed thermal stores are likely to become commercially widespread. Careful design is required to mitigate the trade-off between heat transfer losses and frictional pressure losses—these being the exergy loss components that dominate thermal store behavior [13]. Understanding these loss mechanisms, and the influence of design and operational parameters upon them is necessary to improve system performance. Detailed analysis of packed beds has led to several novel designs that optimize storage efficiencies. For instance, the stores may be segmented into layers [15,16] in order to mitigate the inherent conflict between pressure loss and high heat transfer surface. These layers may consist of different materials [17]. Other geometries that have been proposed include conical stores [18,19], and radial-flow stores [10,20] both of which reduce pressure losses by increasing the flow area. Conical stores can also reduce the negative impacts of ‘thermal ratcheting’ which is caused by thermal expansion of particles and which may damage the containment vessel and packing. Radial-flow stores were found to have similar performance to axial-flow stores, but the additional volume required for bypass flows leads to increased capital costs [10].

Nomenclature

Abbreviations

AA-CAES Advanced-adiabatic compressed-air energy storage
CSP Concentrating solar power
HTF Heat transfer fluid
LAES Liquid-air energy storage
PTES/PHES Pumped-thermal electricity storage/pumped-heat electricity storage

Roman symbols

A Cross-sectional area (m²)
A_w Wall surface area (m²)

Roman symbols

B Exergy (J)
C_f Coefficient of friction
c_p Specific heat capacity of gas or solid (J/kg K)
% Unsteady gas term (K/m)
d_p Particle diameter (m)
D Diameter (m)
E Energy capacity of packed bed (Wh₁b)
G Mass flow rate per unit area (kg/s m²)
k_eff Effective conductivity (W/m K)
L Length (m)
/ Packed bed length scale (m)
m Mass flow rate (kg/s)
p Pressure bar
P Power output of packed bed (W₁b)
Re Reynolds number
S_w Entropy (J/K)

Greek symbols

α Packed bed diffusivity (m²/s)
β Reduced availability (K)
γ Ratio of gas specific heat capacities
ε Packed bed void fraction
ρ Density (kg/m³)
ζ Exergy loss coefficient
φ Packed bed heat leakage time constant (s⁻¹)
Π Dimensionless cycle duration, tchg/t_N
θ Normalized exit temperature
η Packed bed time scale (s)

Superscripts and subscripts

c, h Cold, hot
g, s Gas, solid
o Steady-state value
chg, dis Charging, discharging
in, out Inlet, exit
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Fig. 1. Schematic of a packed-bed thermal store. Hot gas enters at the top at temperature T_h and exits from the bottom at temperature T_c.
Efficient operation of packed beds requires effective control of the thermal front. The thermal front (or thermocline) is the region of the bed where heat transfer between the fluid and solid occurs, and is characterized by significant temperature gradients. The thermal front length depends on the design and operation parameters, and it also changes throughout charge and discharge. The length and shape of the thermal front influences the efficiency and energy density of the packed bed, as will be discussed further below.

The progression of the thermal front along the packed bed eventually leads to variations in the exit temperature of the fluid. Any system that the packed bed is part of may need to limit the maximum change in this temperature. For instance, in a concentrating solar power (CSP) plant, if the fluid returns to the solar field at an increased temperature then it may be heated to even higher temperatures in the solar receivers. The maximum operating temperature of the HTF therefore imposes constraints on the packed bed exit temperature [21]. This effectively means that the packed bed cannot be fully charged and thus needs to be oversized to provide the required energy storage.

Researchers have sought to stabilize exit temperatures by various means, including incorporating phase change materials into the store [7,22,23], and rejecting heat from the exit flow to the environment. Similarly, some inlet flow can be bypassed around the store during discharge with this cooler flow used to ‘atemptorize’ the hot exit flow down to some defined value. As the thermal front progresses out of the store, the exit temperature drops during discharge, so the fraction of bypassed flow is decreased to maintain a constant exit temperature. The mixing processes means, however, that the full exergetic potential of the store is not exploited.

1.2. Influence of variable charge-discharge durations on packed bed behavior

Much of the literature on packed beds concentrates on either ‘single-blow’ (i.e. a single charge-discharge process) or ‘cyclic operation’. A number of studies have been presented on the effects of inlet temperature variation on single-blow operation, including those presented in [24,25] and the experimentally-validated transient response analysis of Beasley and Clark [26]. Other authors have previously studied variations in inlet temperatures [24,25]. Esence et al. [27] investigated thermocline development during the first charge cycle and described the effect of pre-existing thermal profiles in the packed bed.

Under cyclic operation the store is repeatedly charged and discharged until steady-state periodic operation is reached. Abdulla and Reddy [12] discuss the importance of thermocline shape on the packed bed performance, noting that more abrupt thermoclines increase the magnitude of the response to perturbations. Other authors have discussed alternatives to cyclic operation for improved performance, some involving partial cycles [28]. Generally speaking, partial cycles may be used to extend the number of cycles in the packed bed life and to improve the performance in subsequent days.

1.3. Scope of the present work

The aim of the present article is to investigate the influence of perturbations of cycle duration on the performance of packed-bed thermal stores. An understanding of the underlying response of packed beds to perturbations is developed and provides a framework for understanding the response of packed beds to realistic load cycles.

The storage dimensions and operating temperatures have been chosen such that the packed bed would be suitable for use in a CSP plant, a PTES system, or AA-CAES. It is assumed that the mass flow rate and temperature of the inlet flow are kept constant, while only the quantity of energy available during each cycle varies. The packed bed governing equations are first described in Section 2, as well as the main exergy loss mechanisms that influence the storage performance. An overview of cyclic operation is then presented, and a theoretical explanation for the observed behavior is provided in Section 3, following which, exergetic metrics are used to offer a detailed physical explanation of the effects of perturbations to the exergy losses in Section 4. The magnitude of the response to perturbations depends on the design of the packed bed and the method of cycle control, and several options are explored. The impact of perturbations to subsequent cycles is also investigated, and of primary interest is the number of cycles required for the system to return to steady-state operation. In Sections 5 and 6, we consider the role of store segmentation and methods to reduce the performance sensitivity to charging duration perturbations. Finally, the main conclusions are given in Section 7.
2. Packed bed modelling

Thermal storage in packed beds involves several heat transfer mechanisms, including convective heat transfer between the fluid and solid, conduction along the length and radius of the store, and heat leakage from the container walls. Heat transfer between the fluid and solid results in a temperature change along the bed that is referred to as the ‘thermal front’, ‘thermal gradient’, or ‘thermoline’. In an ideal reservoir with no thermal resistance between the fluid and solid, the thermal front is a step-function shape. However, dissipative processes (irreversible gas-solid heat exchange and axial conduction) lead to the thermal front spreading out during the charge-discharge process, thus affecting the storage performance.

2.1. Governing equations

The packed beds are modelled here with a modified form of the frequently-used one-dimensional Schumann equations [32,33]. The reader is referred to Refs. [15,34,35] for a derivation of the present model and numerical integration scheme. Several simplifying assumptions are made. Thermal gradients within the particles are neglected since the Biot number is small (typically \( \sim 0.07 \)). Radial variations in temperature and flow velocity are not considered. Radial effects are predominantly due to heat leakage from the walls (which may be minimized with insulation) and variations in packing density. For instance, the void fraction increases to unity at the wall surface, leading to lower flow resistance and increased velocities but this effect is only significant within five particle diameters of the wall [36]. The stores in this investigation are sufficiently large (\( D > > d_p \)) that such wall effects are negligible.

The governing equations for gas temperature \( T_g \) and solid temperature \( T_s \) may be written as [15]:

\[
\frac{\partial T_g}{\partial x} = \frac{T_g - T_p}{\tau} + \xi \frac{\partial T_g}{\partial t}
\]

(1)

\[
\frac{\partial T_s}{\partial t} = \frac{T_s - T_p}{\tau} + \alpha \frac{\partial^2 T_s}{\partial x^2} + \phi (T_s - T_g)
\]

(2)

where \( T_g \) is the gas/solid temperature, \( T_p \) is ambient temperature, \( \tau \) and \( t \) are length and time scales, \( \alpha \) is the thermal diffusivity, \( \phi \) is a heat leakage factor, and \( \xi \) accounts for unsteady gas accumulation. These terms are given by [15]:

\[
\xi = \frac{1}{(1-\epsilon)S_I S_t}
\]

(3)

\[
\tau = \frac{\rho c_s c_s}{c_p G S_t S_t}
\]

(4)

\[
\alpha = \frac{k_{eff}}{\rho c_s c_s (1-\epsilon)}
\]

(5)

\[
\phi = \frac{U_w A_w}{\rho c_s c_s (1-\epsilon) A}
\]

(6)

\[
\xi = \frac{c_g \frac{\partial}{\partial x} \left[ \frac{p}{\rho c_p} T_g \right]}{G \frac{\partial}{\partial t} T_g}
\]

(7)

where \( \epsilon \) is the void fraction, \( S_i = 6/d_p \) is the particle surface-area-to-volume ratio (\( d_p \) being the diameter of an equivalent spherical particle), \( S_t \) is the Stanton number, \( \rho_c \) is the solid density, \( c_s \) is the solid specific heat capacity, \( c_p \) is the gas specific heat capacity, \( G \) is the mass flow rate per unit area, \( k_{eff} \) is the effective conductivity, \( U_w \) is the overall heat transfer coefficient, \( A_w \) is the wall surface area, and \( A \) is the cross-sectional area of the bed.

At typical velocities, changes in momentum flux along the store are very small, so that the pressure drop may be calculated from a simple friction-factor approach:

\[
\frac{dp}{dx} = \frac{S_i (1-\epsilon) G^2 C_f}{2 \epsilon^2 \rho_g}
\]

(8)

where \( C_f \) is the friction coefficient.

Several modifications are made to this basic model, the most important of which are temperature-dependent gas and solid properties [14,15,35]. The differential equations are solved with a semi-implicit numerical scheme as described in Ref. [35] and the appendix of Ref. [15]. The derivatives are coded implicitly, with the exception of the axial conduction term in Eq. (2). Other temperature terms take the average value along the path of integration. This method allows larger time and space steps to be taken, and is shown to be significantly faster than the equivalent predictor-corrector method [35].

2.2. Exergy loss mechanisms

In order to quantify the performance of packed beds, a second-law round-trip efficiency \( \eta_{RT} \) of the packed bed can be defined here as the quantity of exergy that is extracted during discharge \( B_{dis} \) as a fraction of the exergy entering the store during charge, \( B_{chg} \):

\[
\eta_{RT} = \frac{B_{dis}}{B_{chg}} = 1 - \sum \zeta \]

(9)

where \( \zeta \) is an exergy loss coefficient. Irreversible processes, such as heat transfer across a finite temperature difference and frictional effects, lead to a reduction in the round-trip efficiency. These exergetic loss coefficients \( \zeta \) are defined as

\[
\zeta = \frac{T_k \Delta S_{chg}}{B_{chg}}
\]

(10)

where \( T_k \) is the ambient temperature, \( \Delta S_{chg} \) is the irreversible entropy generation, and the inlet exergy \( B_{chg} \) is given by:

\[
B_{chg} = m c_p T_k \int_0^{\chi_{chg}} \left( \frac{T_k - T_i}{T_k} \right) \ln \left( \frac{T_k}{T_i} \right) dt = m c_p t_{chg} \beta
\]

(11)

which depends on the mass flow rate of the heat transfer fluid (gas) \( m \), the charging duration \( t_{chg} \), the hot inlet and cold outlet temperatures of the gas, \( T_k \) and \( T_i \), respectively, and \( \beta \) represents the specific exergy.

In this study, the exergetic loss coefficients of greatest importance are the thermal losses, the pressure losses, and the exit losses, and other losses are described in more detail in Refs. [13,15,35].

The cumulative thermal loss coefficient \( \zeta_T \) stems from gas-solid heat transfer \( Q \) across a finite temperature difference \( T_g - T_s \), and is defined by [13]:

\[
\zeta_T = \frac{T_k}{B_{chg}} \int_0^{\chi_{chg}} \left( \frac{T_k}{T_g} \right) dQ = T_k \frac{B_{chg}}{\beta} \int_0^{\chi_{chg}} \int_0^{\chi_{chg}} \left( \frac{T_k - T_g}{T_k} \right) \frac{dx}{T_k} dt
\]

(12)

Packed beds with longer thermal fronts tend to have lower thermal losses as the gas-solid temperature difference is lower. Increasing the area for heat transfer (by reducing the particle size, for example) also reduces thermal losses, usually at the expense of exacerbated pressure loss.

Fluid friction leads to a pressure loss coefficient \( \zeta_p \) given by:

\[
\zeta_p = \frac{T_k}{\beta} \frac{1 - \gamma}{\gamma} \int_0^{\chi_{chg}} \ln \left( \frac{B_{chg}}{B_{dis}} \right) dt
\]

(13)

where \( \gamma \) is the gas ratio of specific heats and \( p \) is the pressure. It can be seen from Eqs. (12) and (13) that there is an inherent trade-off between thermal and pressure losses – for instance, as noted, increasing the heat transfer area typically leads to larger frictional losses.

The thermal front propagates along the reservoir and eventually reaches the end of the store. Since the front has a finite gradient the exit temperature increases during charge. The exit loss coefficient \( \zeta_{\text{dis}} \) due to the unrecovered exergy carried in the flow is given by:
\[
\xi_c = \frac{1}{B_{\text{deg}}} \int_{b}^{\text{deg}} \left( B(T_c, p_{\text{in}}) - B(T_c, p_{\text{in}}) \right) dt
\]

(14)

where \( B(T_c, p_{\text{in}}) \) is the exergy out of the store which occurs with an exit temperature \( T_c \) and pressure equivalent to the inlet pressure (since pressure losses are already accounted for), and \( B(T_c, p_{\text{in}}) \) is the exergy that would have occurred if the exit flow had the design exit temperature of \( T_c \). Exit losses are only truly losses if the heat is rejected to the environment – it is conceivable that the heat could be used in some other process heat (or even power generation) application.

Other losses may also be modelled including the conductive loss and heat leakage from the store. The latter can be effectively controlled by the quantity of insulation and is neglected in this model. The conductive loss arises from conduction along the bed which is a dissipative process that contributes to spreading of the thermal front. This loss scales approximately with the thermal loss \([15,35]\), but its magnitude depends on the effective conductivity \( k_{\text{eff}} \) (including radiative effects) which is a function of particle size, temperature, packing structure, flow rates, and turbulence levels. Heat leakage and conductive losses continue to occur during storage periods (i.e. between charge and discharge) but are usually small except for very long storage durations. Note that heat leakage reduces the stored (internal) energy, whilst conduction reduces only the stored exergy \([37]\). These losses are not considered further in this paper.

### 2.3. Control of packed bed charging cycles

The duration of the charge-discharge cycles has a significant effect on the efficiency and energy density of the packed bed. The simplest control system is to end charge or discharge after a given time period has elapsed. The thermal front travels with average velocity (see Ref. \([13]\)):

\[
V_f = \frac{c_p G}{(1-\xi) \rho C_s} = \frac{\xi}{\tau}
\]

(15)

where \( C_s \) is the average solid heat capacity. (Note that variations in \( C_s \) mean different parts of the thermal front move at different speeds \([14]\)). The store thus has a nominal charging time \( t_\text{N} \) of:

\[
t_N = \frac{L}{V_f}
\]

(16)

If the charging period ends after an elapsed time \( t_{\text{chg}} \) then the dimensionless charge period \( \Pi \) is defined by:

\[
\Pi = \frac{t_{\text{chg}}}{t_N} = \frac{t_{\text{chg}}}{\xi L}
\]

(17)

In the present work, charge and discharge durations are assumed equal. Repeatedly cycling the stores leads to steady-state periodic operation, whereby variations are identical from cycle to cycle. The steady-state charging period for a given charging duration \( t_{\text{chg}} \) is denoted here by \( \Pi^* \).

The cycle durations may also be controlled by monitoring the exit temperatures and allowing them only to deviate from their design values by a prescribed amount. For example, charge of a hot store may be terminated once the quantity

\[
\theta_c = \frac{T_{x=\text{deg}} - T_c}{L_c - L}
\]

(18)

exceeds some specified threshold (where \( T_{x=\text{deg}} \) is the exit temperature). Similarly, the discharging period ends once the exit temperature \( T_{x=\text{deg}} \) drops by a given fraction \( \theta_d \) defined by:

\[
\theta_d = \frac{T_{x=\text{deg}} - T_c}{L_c - L}
\]

(19)

Thermal fronts during charge and discharge are illustrated in Fig. 2 with the temperature fractions \( \theta_{c,d} \) indicated. Note that controlling the thermal front in this way generally leads to much faster convergence towards a steady periodic state than fixing the charge and discharge durations.

### 2.4. Nominal store design

The packed bed modelled here is a hot store that is charged to 500 °C and discharged to 50 °C with air as the heat transfer fluid and magnetite as the packing material. (This is as opposed to a cold store such as that found in LAES and PTES systems, which stores exergy at sub-ambient temperatures). The store has a ‘square’ aspect ratio where the length and diameter are equal and a particle diameter of 20 mm, although other aspect ratios and diameters may be more optimal \([5]\). This storage design is therefore consistent with previous work \([10,14,15]\). The storage is designed to deliver 20 MWh\(\text{th} \) for eight hours and thus has a capacity of 160 MWh\(\text{th} \). Such a store might be considered for CSP, AA-CAES, process heat and other applications, and also operates at temperatures considered for PTES. However, results are presented in terms of non-dimensional temperatures to increase the range of applicability. Both ‘simple’ (i.e., unlayered) and 8-segment configurations are considered, see section 5. The nominal storage design is summarized in Table 1, and values of the major exergy loss coefficients are presented for several charging durations at cyclic operation in Table 2.

### 3. Cyclic operation

#### 3.1. Transition from transient phase to steady-state cycles

When the stores are repeatedly charged and discharged with identical durations, the stores pass through a transient phase to reach steady-state operation where every cycle is identical to the one that preceded it. This is also referred to as cyclic operation. The transition takes several cycles during which the shape of the thermocline changes \([8]\) as do the magnitude of the exergetic losses. These differences are illustrated in Fig. 3 for a packed bed where the cycle periods are controlled by fixing the durations of charge and discharge to \( \Pi = 0.5 \). The store is initially fully discharged, and in this case 14 cycles are required to reach steady-state operation. After the first charge cycle, the thermal front does not reach the end of the store and the exit temperature does not change. However, during discharge the exit temperature drops by 50%. This differs significantly from the steady state, where the exit temperatures at the end of charge and discharge both change by \( \sim 14\% \) (\( \theta_{c,d} = 0.14 \)).

![Fig. 2. Thermal fronts in a packed bed with one layer at the end of charge and discharge. Longer cycle durations lead to steeper fronts. The exit temperature controls \( \theta_{c,d} \) are also illustrated.](image-url)
Cyclic operation implies that the store is in the same thermodynamic state at the start of each cycle. Thus the entropy generated internally by irreversible heat exchange must be ‘flushed out’ of the store in order to return it to the initial conditions. This occurs via the hot exit gas which enables internal entropy generation to be balanced by the net entropy of the fluid. Consequently, the cyclic thermocline shapes are quite different to those in the first cycles, as shown in Fig. 5b. In the first charging cycle, the thermal front is initially close to a step-function. Dissipative thermal processes lead to the thermal front spreading out, although the thermal front is too steep for the exit temperature to change. Over successive cycles, the thermal gradient becomes less steep, thereby allowing exergy to be rejected through the change in exit temperature.

Thermal losses during steady-state operation are lower than those in the initial cycles for two reasons. Firstly, the steep thermal fronts in the initial cycles have larger gas-solid temperature differences and reduced heat transfer area thereby leading to higher thermal losses as indicated by Eq. (12). This may be observed by considering the (Δθ_c − Δθ_d)² curves in Fig. 3c which effectively show the length of the profile, the integrand of which is closely related to the thermal loss. Secondly, large thermal losses occur at the transition from charge to discharge and vice versa. At the end of a charge or discharge cycle the exit temperature has changed. In the next phase, the gas flow reverses and does not equal the previous exit temperature. This temperature difference is typically larger than gas-solid temperature differences during operation, and leads to large spikes in the thermal loss that can be clearly observed in Fig. 5a. During the transient phase the temperature differences are larger than during steady-state operation.

Steady-state operation can be reached in fewer cycles by ending each cycle when a certain temperature threshold is reached, rather than after a given time period has elapsed. The thermal profiles for the first cycle and steady-state cycle are shown in Fig. 4 when the exit temperature thresholds are fixed at θ_c = 0.14 (corresponding to Π = 0.5). Cyclic operation is reached after five cycles since the initial thermal fronts are very similar to the cyclic fronts. In this type of operation the duration of each cycle is different during the transient phase. For instance, to reach the required exit temperature in the first cycle requires a charging duration of Π = 0.76. System level constraints and availability of energy will determine whether this mode of operation is practicable.

3.2. Cycle period governs performance

The cycle period governs the energy density and round-trip efficiency. As expected, more exergy is stored when the charging duration is increased (see Table 2). However, Fig. 5a indicates that, at least for unlayered stores, longer charging times lead to lower round-trip efficiencies. This is partly because long charging times result in greater exit losses as the thermal front propagates further out of the store, but thermal losses also increase because the thermal front gets steeper as Π increases, as shown in Fig. 2 and Table 2.

In steady-state operation, the magnitudes of thermal and exit losses are inherently linked to one another through the requirement that internal irreversibilities are flushed out of the system through an increase in exit temperatures. The thermal front propagates further out of the store in longer charging cycles, this being directly linked to the steeper thermal fronts and hence greater internal losses. More exergy is thus stored at the expense of lower energetic efficiency.

As noted, cyclic operation may also be controlled by fixing the exit temperature thresholds via θ_c and θ_d. Larger values of Π necessarily require larger θ_c,θ_d. These parameters may be varied independently, but once cyclic operation is reached the charge and discharge durations must be roughly equal. (This is the case if the mass flow rates and temperatures are fixed, as they are here because the returned energy must balance that absorbed during charge). Fig. 5b shows contours of round-trip efficiency obtained by varying θ_c and θ_d independently. These indicate that increasing both θ_c and θ_d generally leads to lower efficiency, but θ_c has a more significant effect on the efficiency than θ_d. (This is only true for hot stores: θ_d has the dominant effect for stores below ambient temperature [35]).

4. Perturbations to the cycle duration

Realistic load-cycles for packed-bed thermal energy storage are unlikely to follow regular charge-discharge durations due to variations in demand and the available energy supply. In this section, the impact of an erratic load-cycle is investigated. Cyclic operation with period Π is first established and operation is then perturbed with a single charge-discharge cycle with different period Π. Subsequent cycles are then returned to the original Π until the steady-state is re-established. In this section, the cycle lengths are fixed by the elapsed time, and the

| Table 1 |
| Design parameters of the nominal packed-bed thermal storage system. |
| System design | E, MWhth | B_up, MWhth | B_down, MWhth | t_ch, h | t_dis, h |
| Packed bed | 160.0 | 70.0 | 20.0 | 8.0 |
| Working fluid | c_p, J/kg K | γ | m, kg/g/s | R |
| Air | 1005 | 1.40 | 85.5 | 287.0 |
| Packing material | d_p, mm | ε | c_p, J/kg K | k_up, W/m°C | ρ_p, kg/m³ |
| Magnetite | 20 | 0.40 | 874.2 | 1.0 | 5175 |
| Design parameters | L, m | D, m | V, m³ | Tc, °C | Td, °C | p, bar |
| | 8.4 | 8.4 | 465.5 | 50.0 | 50.0 | 1.5 |
| Thermodynamic properties | θ, °C | T, °C | V, m³ | St | C_f | Re |
| | 54.7 | 187.1 | 0.368 | 0.293 | 0.10 | 0.475 | 825.1 |

| Table 2 |
| Charging durations, round-trip efficiencies and exergy loss coefficients in packed beds with several steady-state charging durations. Results are presented for stores with either one (simple) or eight segments. |
| Π = 0.25 | Π = 0.50 | Π = 0.75 |
| Charging time | h | 2.0 | 0.075 | 0.20 | 0.055 | 0.075 | 0.055 |
| θ_c,θ_d | 0.075 | 0.055 | 0.14 | 0.13 | 0.25 | 0.25 |
| Round-trip efficiency | % | 88.4 | 88.4 | 87.6 | 89.5 | 85.8 | 89.2 |
| Thermal loss coefficient | % | 1.89 | 1.93 | 2.46 | 2.50 | 3.47 | 3.56 |
| Pressure loss coefficient | % | 9.35 | 8.36 | 9.29 | 7.15 | 9.30 | 5.84 |
| Exit loss coefficient | % | 0.39 | 1.12 | 0.67 | 0.81 | 1.42 | 1.43 |
| Discharged exergy | MWhth | 15.5 | 15.4 | 30.2 | 30.7 | 43.3 | 45.2 |
| Utilization | % | 22.1 | 22.0 | 43.1 | 43.9 | 61.9 | 64.6 |
The effect of using exit temperature thresholds instead is considered in later sections.

Figs. 6 and 7 illustrate how a perturbation changes the behavior of a packed bed. Steady-state behavior is shown, as is the perturbed response, and the response of the next cycle. When the perturbation is shorter than the steady-state cycle period ($\Pi < \Pi^o$) the thermal front may not reach the end of the store during charge, so that the exit temperature does not change, see Fig. 6a. On the other hand, when $\Pi > \Pi^o$ the exit temperature increases substantially compared to the steady-state case. The perturbation not only affects the thermal front shape in that cycle, but also subsequent cycles, as shown in Fig. 7. There is consequently a ‘relaxation time’ as the system gradually returns to cyclic operation. By changing the thermal gradients and exit temperatures, perturbations affect the exergy losses as illustrated in Fig. 6.

The variation in total exergy loss coefficient is shown in Fig. 8a for a cycle with $\Pi^o = 0.50$ and perturbations of $\Pi = 0.25$ and 0.75. The perturbation leads to a sudden change in the total exergy loss coefficient ($\zeta_{\text{total}} = \zeta_t + \zeta_p + \zeta_x$), which eventually relaxes to the original value. Increasing the magnitude of the perturbation relative to the steady-state cycle period $[\Pi^o - \Pi]$ leads to larger changes in $\zeta_{\text{total}}$ and longer relaxation times (defined here as the number of charge-discharge cycles before $\zeta_t$ returns to within 1% of its original value).

Fig. 8b shows the relaxation times for cycles with $\Pi^o = 0.25$, 0.50 and 0.75 which are then perturbed by a single cycle with a range of $\Pi$. It is clear that relaxation times are large when $\Pi$ is greater than $\Pi^o$ and also when the initial $\Pi^o$ is short. This is because steady-state cycles with shorter durations have lower changes in the exit temperature and reject less entropy per cycle. As a result, after a perturbation more cycles are needed for the balance between internal entropy generation and external entropy rejection to be restored. Cycles with lower $\Pi^o$ also take a larger number of cycles to reach steady-state operation from a fully discharged state.

Fig. 3. Transition from transient operation to steady-state operation. Results are shown for the first two cycles and cycle 14 (steady-state) (a) Variation in exit temperature and instantaneous thermal losses with time. (b) Thermal fronts at the end of charge (right, solid) and discharge (left, dashed). (c) Gas-solid temperature difference at the end of charge (right, solid) and discharge (left, dashed).
The percentage change in total exergy loss for steady-state cycles of \( \Pi^o = 0.25, 0.50 \) and 0.75 which are perturbed is shown in Fig. 9a. Perturbations with \( \Pi < \Pi^o \) cause a decrease in exergy loss as the thermal front does not then reach the end of store, thereby reducing the exit loss. The converse is true for \( \Pi > \Pi^o \) for which the total exergy loss increases significantly.

Thermal and pressure loss coefficients are illustrated in Fig. 9b for \( \Pi^o = 0.50 \). Interestingly, thermal losses are larger than the steady-state value at both small and large perturbations. A key to understanding this and some of the above observations lies in the relatively large temperature differences that exist between the gas and solid at the beginning of each charge and discharge cycle as a result of the change in exit temperature from the previous cycle. For instance, during discharge of the cycle with \( \Pi^o = 0.50 \), the exit temperature decreases from 500 °C to 437 °C. At the start of the next charging cycle, the inlet gas is again at 500 °C and the large temperature difference leads to relatively high thermal losses (see Eq. (12)), as shown in Fig. 6. For short perturbations, the thermal loss is lower than the steady-state value, but the exergy input is also reduced leading to increased thermal loss coefficients. For longer perturbations, the influence of the large, initial thermal losses decreases. When \( \Pi > \Pi^o \) the thermal front propagates further out of the store. The large change in exit temperature leads to greater gas-solid temperature differences at the start of discharge, and thereby larger thermal losses as demonstrated in Fig. 6b.

5. Segmented packed-bed thermal stores

Segmented packed beds are stores which have been partitioned into separate layers, which may be controlled independently, as illustrated in Fig. 10. In this implementation, each segment has individual valves (with B, C, and D shut, as shown) so that the gas flow only passes through layers where significant gas-solid heat transfer occurs – i.e. within the thermal front. The flow is diverted around the remaining segments thereby reducing pressure losses. Flow is diverted into or around a segment once the gas temperature reaches a certain threshold [15]. As discussed by White et al. [15] the lower pressure loss allows smaller particles to be used, leading to a lower heat transfer loss. Segmentation was also found to reduce the dissipative conductive losses that occur during long storage periods between charge and discharge [37].

The effect of partial-charge perturbations on segmented packed beds are investigated in this section. The stores have the same geometry as in Table 1 and contain eight layers. Results are presented in Fig. 11 and are compared to beds with a single layer. Perturbations generally lead to smaller changes in total exergy loss than the unsegmented bed. This suggests that segmented stores are somewhat more robust to variable load-cycles than an unsegmented store.

Fig. 11b shows the variations in thermal, pressure and exit losses for a segmented store with perturbations for \( \Pi^o = 0.50 \). Notably, exit losses are larger than those of the equivalent unsegmented store for small perturbations. During charge the working fluid is input into only the first segment. The cool gas exits the segment and is diverted around the remaining segments to reduce pressure losses. As the thermal front reaches the end of the segment the exit temperature increases, and once it reaches a specified threshold (such as 1% or 5%) the gas is diverted into the next segment. Consequently, there are small exit losses from each individual segment as the front travels along the store, even for small perturbations. The exit loss magnitude at low \( \Pi \) could potentially be reduced by decreasing the temperature threshold at which the flow is diverted into the new segment.

In a similar way, once the thermal front has completely travelled through a segment, flow is diverted around that segment – again reducing pressure losses. As discussed in Ref. [15] this leads to additional

---

**Fig. 4.** Thermal fronts (solid) and gas-solid temperature difference (dashed) at the end of charge and discharge when temperature thresholds control the end of the cycle.

**Fig. 5.** Trade-off between round-trip efficiency and energy density in cyclic operation of a packed bed. (a) The trade-off illustrated for cycles controlled with cycle duration. (b) Contours of round-trip efficiency for various non-dimensional exit temperatures.
thermal losses each time a segment is switched on or off. Again, the thermal front is judged to have completely passed through a segment when the exit temperature reaches a threshold, such as 99% or 95% of \((T_h - T_c)\) at which point the flow is diverted around that segment and into the next one. There is consequently an initial temperature difference of 1% or 5% between the inlet gas and the solid temperature at the new segment inlet. This effect can be seen as the ‘saw-tooth’ wake in the thermal losses in Fig. 12. These additional thermal losses are reasonably

Fig. 6. Exit temperature (left-hand axis) and instantaneous thermal losses (right-hand axis) during the charge-discharge cycle preceding the perturbation, the perturbation cycle, and the following cycle. The steady-state charge period is \(\Pi^* = 0.50\). (a) Perturbation duration \(\Pi = 0.25\). (b) Perturbation duration \(\Pi = 0.75\).

Fig. 7. Thermal fronts at the end of charge (right, solid) and end of discharge (left, dashed) for an unlayered packed bed during a steady-state cycle (cycle 0) with \(\Pi^* = 0.50\), a perturbed cycle (cycle 1) with \(\Pi = 0.75\), and the subsequent cycle (cycle 2) which returns to \(\Pi^* = 0.50\).
small, and the total thermal loss is similar to the unsegmented case.
Pressure losses for segmented stores are lower than the equivalent case in unsegmented packed beds, as a result of reduced flow through the full length of the packed bed.

6. Reducing sensitivity to perturbations

6.1. Cycle length controlled with exit temperatures

In the previous sections, cycle lengths were controlled by the duration of the charge and discharge cycle. The end of a charge or discharge phase can also be specified when the exit temperature changes by a certain fraction $\theta_{c,d}$, as defined in Eqs. (18) and (19). The acceptable change in temperature may be constrained by the system that the packed bed is integrated into.

In this section, the non-dimensional exit temperatures $\theta_c$ and $\theta_d$ are used to control the steady-state cycle duration and the perturbation magnitude. Fig. 13a indicates how perturbations affect the total exergy loss coefficients for a cycle with $\Pi^o = 0.50$ (which corresponds to

---

**Fig. 8.** Perturbing a packed bed in steady-state cyclic operation with various cycle durations. (a) The total exergy loss coefficient of each charge-discharge cycle for a packed bed with a cycle period of $\Pi^o = 0.50$ which is perturbed at cycle number 0 with periods of $\Pi = 0.25$ and 0.75. (b) The relaxation time for various perturbations for beds with cyclic periods of $\Pi^o = 0.25, 0.50, 0.75$.

**Fig. 9.** (a) The effect of the perturbation magnitude on the exergy losses for packed beds with various steady-state cycle periods. (b) Effect of perturbation magnitude on exergetic loss coefficients for a packed bed with steady-state cycle period of $\Pi^o = 0.50$.

**Fig. 10.** Schematic of a segmented packed bed. Valves open and close to direct the gas flow through only the active layers. Valves A and E are open, and B, C and D are closed.
Fig. 11. Perturbation on segmented packed beds. (a) The effect of the perturbation magnitude on the exergy losses for packed beds with various steady-state cycle periods. (b) Effect of perturbation magnitude on exergetic loss coefficients for a packed bed with steady-state cycle period of $\Pi^o = 0.50$.

Fig. 12. Exit temperature (left-hand axis) and instantaneous thermal losses (right-hand axis) during the charge-discharge cycle preceding the perturbation, the perturbation cycle, and the following cycle. The steady-state charge period is $\Pi^o = 0.50$ and the perturbation duration $\Pi = 0.75$ in a packed bed with eight segments.

Fig. 13. Effect of perturbations on cycles that are controlled by exit temperatures $\theta_{c,d}$. (a) Total exergy loss coefficient of each cycle for a packed bed with steady-state cycle duration of $\Pi^o = 0.50$ and perturbations equivalent to $\Pi = 0.25, 0.75$. (b) Effect of perturbation magnitude on the total exergy losses for packed beds with steady-state cycle durations of $\Pi^o = 0.25, 0.50, 0.75$. 
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In realistic operation of packed beds, the maximum change in exit temperature is likely to be constrained by system requirements. As a result, cycles longer than the steady-state cycle duration will be unlikely. However, shorter durations may occur, as a result of fluctuations in available renewable energy, for example. When discharging the store, the exit temperature will probably always be allowed to decrease to its maximum limit, rather than setting \( \theta_d = \theta_s \) so that the results are comparable with the analysis of Sections 4 and 5. The perturbations durations are equivalent to \( \Pi = 0.25 \) and 0.75. Notably, the relaxation time for the cycle to return to the steady-state is considerably reduced (typically one or two cycles) compared to when the cycles were controlled by cycle duration. By controlling \( \theta_d, \theta_s \) the cycle is forced to reject a quantity of entropy that is close to the steady-state value, and the cycle therefore rapidly returns to cyclic operation. Using the exit temperatures to determine the beginning and end of a cycle is therefore an effective way to minimize the long-term effects of perturbations on cycle behavior.

The effect of the perturbation magnitude on the percentage change in total exergy losses is shown in Fig. 13b for \( \Pi = 0.50 \). As would be expected, the results show similar trends and magnitude as when the cycle duration is controlled. Small differences arise because when \( \theta_d, \theta_s \) are controlled, the length of the charging and discharging cycles are only equal during steady-state operation. However, during perturbations, the charging cycle may have a different duration to the discharging cycle which affects the total exergy loss.

### 6.2. 'Realistic' control of exit temperatures

In realistic operation of packed beds, the maximum change in exit temperature is likely to be constrained by system requirements. As a result, cycles longer than the steady-state cycle duration will be unlikely. However, shorter durations may occur, as a result of fluctuations in available renewable energy, for example. When discharging the store, the exit temperature will probably always be allowed to decrease to its maximum limit, rather than setting \( \theta_d = \theta_s \) as is the case in the above analysis. This will allow as much energy as possible to be discharged from the store while not exceeding system constraints.

Operating in this way leads to smaller changes in the total exergy loss coefficients than when \( \theta_d = \theta_s \), particularly when \( \Pi = \Pi_s \) as shown in Fig. 14. By holding \( \theta_d \) at its extreme value, the discharging cycles have a duration that is similar to the steady-state value and are not as short as when \( \theta_d = \theta_s \). This means that pressure and thermal losses are larger for short perturbations, and the decrease in \( \zeta_{\text{total}} \) is not as significant as before.

When \( \theta_d \) is fixed, the quantity of discharged exergy also differs compared to when \( \theta_d = \theta_s \) as shown in Fig. 15. As would be expected when \( \Pi < \Pi_s \) the discharged exergy is greater for fixed \( \theta_d \) than when the exit temperature fractions are equal. The opposite result is observed when \( \Pi > \Pi_s \). These results indicate that on days when less energy is available, it is preferable to discharge the store to the maximum \( \theta_d \) as this provides a quantity of exergy more similar to the steady-state value.

Controlling cycle durations by setting limits on the exit temperatures is an effective way to minimize the long-term effect of perturbations and enable more consistent and robust operation of the stores.

### 7. Conclusions

Packed beds can provide thermal storage services in a range of applications, and in particular may address the intermittent generation of renewable power systems. Previous studies of packed beds typically concentrate on the first charging cycles, or on steady-state cyclic operation. However, when integrated into a renewable energy system packed beds may be charged or discharged with different quantities of energy each day. In this article, packed beds are operated until cyclic operation is reached, and the charging duration is then perturbed with either shorter or longer cycles. An understanding of the underlying response of packed beds to perturbations is therefore developed. Future work will investigate the response to realistic load-cycles, and this initial study provides the framework for understanding the packed bed response.

A rock-filled air-flow packed bed operating between 500 °C and 50 °C is considered. Stores of this type are suitable for several applications, and the results of this work may be generalized to systems such as CSP, PTES, and AA-CAES.

Steady-state operation whereby each cycle is identical to the previous cycle is first considered. To reach cyclic operation, a transient phase is passed through during which a balance is established between the entropy rejected at the exit of the store and the internal entropy generated by irreversibilities within the store. This balance leads to a trade-off between efficiency and energy density: longer duration cycles store greater quantities of exergy at the expense of round-trip efficiency. For instance, for the store considered here increasing the cycle period from \( \Pi = 0.25 \) to 0.75 led to a reduction in efficiency from 88.4% to 85.8% and an increase in discharged exergy from 15.5 MWhth to 43.3 MWhth.

The impact of perturbations to the cycle length is then investigated, and the results are found to be predominantly influenced by exergy losses as the thermal front exits the store. If the perturbation duration is shorter than the steady-state cycle period, then total exergy losses decrease since exit losses are lower. On the other hand, longer perturbations lead to an increase in exergy losses. The change in exergy loss is influenced by the magnitude of the perturbation, the direction of the perturbation, and the steady-state cycle duration. Perturbations longer and of a greater difference to the steady-state cycle duration lead to larger changes in the total exergy loss. For instance, in one case considered here, the exergy losses in a cycle with period \( \Pi = 0.5 \) which is perturbed by a \( \Pi = 0.75 \) cycle increased by 8%, while a perturbation of period \( \Pi = 0.25 \) reduced the total losses by 2%.

Perturbations also affect subsequent cycles, and several cycles may be required before steady-state operation is once again achieved. This relaxation time is typically fewer than five cycles if the perturbation was shorter than the steady-state cycle period. However, longer perturbations could lead to relaxation times of 10–50 cycles. Furthermore, the shorter the steady-state cycle period the longer the cycle takes to return to steady-state behavior after the perturbation.

Packed beds which have been segmented into layers are considered, and it is found that perturbations typically have a less significant effect on exergy losses than in unsegmented stores. Furthermore, segmentation reduces pressure losses by 1–4% for the stores considered here, although exit losses may increase due to the mechanism of turning individual layers on and off.

The end of the charging and discharging cycles may be controlled by either the duration of the cycles, or by the change in exit temperatures. Fixing exit temperatures is likely to be a more realistic operating scenario due to constraints imposed by the wider system. In this case, it is found that perturbations have a reduced effect on changes in total exergy losses.
exergy loss. Furthermore, the time taken to re-establish steady-state operation is reduced to only one or two charge-discharge cycles. It is also found that always discharging the store to its maximum extent increases the exergy that is extracted, and reduces changes in storage behavior.

It is debatable whether exit losses count as exergy losses, as the exergy does not necessarily need to be rejected but could be used in other applications. Since thermal losses follow the same trends as exit losses, the behavior described in this article is valid whether or not exit losses are included. However, the magnitude of changes in the total exergy loss would be reduced if exit losses were neglected.

These results inform operation of packed beds in real operating scenarios. Packed beds are more resilient to changes in available energy if the store is not suddenly over-charged (i.e., longer perturbations), and if the steady-state cycle duration is relatively long. Furthermore, ending charge or discharge cycles when a certain exit temperature is reached reduces the impact of perturbations in the store performance, and the performance of subsequent cycles.
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Fig. 15. Normalized discharged exergy in the perturbed cycle. $\theta_0 = 0.14$ which corresponds to $\theta_{max} = 0.14$. In one case the exit temperatures in charge and discharge of the perturbed cycle are equal, $\theta_t = \theta_0$, and in the other case, the perturbed $\theta_t$ is fixed to the steady-state value ($\theta_0 = 0.14$).
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