Gaps and Opportunities in Situational Awareness for Cybersecurity
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Demand is present among security practitioners for improving cyber situational awareness (SA), but capability and assessment have not risen to match. SA is an integral component of cybersecurity for everyone from individuals to business to response teams and threat exchanges. In this Field Note, we highlight existing research and our field observations, a recent review of cyber SA research literature, and call upon the research community to help address three research problems in situational awareness for cybersecurity. The gaps suggest the need to (1) understand what cyber SA is from the human operators’ perspectives, then (2) measure it so that (3) the community can learn whether SA makes a difference in meaningful ways to cybersecurity, and whether methods, technology, or other solutions would improve SA and thus, improve those outcomes.
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1 THE PRACTITIONERS’ NEED FOR SA IN CYBERSECURITY

Practitioners in cybersecurity operate in a highly dynamic and tactical environment. The human factor affects these operations. For example, fatigue and cognitive workload resulting from cyber operations have been documented [Paul and Dykstra 2017]. One way for defenders to manage the fatigue and cognitive workload associated with security is through supporting their situation awareness [SA; Endsley 1995a], a concept most are familiar with by name or by experience.

Situation awareness refers to gathering information, perceiving and understanding the state of the world, and predicting states of the world forward in time. These are cognitive processes and activities undertaken by individuals performing dynamic tasks [Durso et al. 2007; Gutzwiller and Clegg 2013]. A demand for such awareness is generally created by having a task-related goal in mind. The driver of a car, for example, has a...
destination they want to reach safely, which necessitates the search for potential hazards or impediments. The first process, *perception*, relates to searching for information—looking out the windows and checking mirrors for important objects. The result of that search (there may be an obstacle or vehicle in between you and your goal) is critical for achieving the goal safely but is not all there is to achieving it. Accident avoidance requires the additional processes of *comprehension* and understanding of a complex, dynamically evolving situation, as well using such understanding—especially once a driver has built up extensive experience—to *generate predictions* about what could happen in the near future. These three general processes; perception, comprehension, and prediction comprise a common model of human situation awareness [Endsley 1995a].

SA is relevant to individuals performing in dynamic environments, as in the case of good SA informing safe driver actions, but it also applies to teams [Salmon et al. 2009]. As related to cybersecurity, formal security groups such as computer emergency response teams (CERTs) and other communities like information sharing and analysis centers (ISACs) rely significantly on shared information, understanding, and prediction. These processes go well beyond the normal perceptual activities of an individual, and heavily rely on transmission of information via interaction between agents and systems. Therefore, teams perform a more complicated process than simply “looking” or “perceiving” information; their ability to understand and predict is similarly complicated.

Between the identification of relevant SA elements, the need to communicate and cohere as a team in support of data interpretation and understanding, and the overall workload created by this process, even within individuals and expert performers [Gutzwiller and Clegg 2013; Sohn and Doane 2004], we argue that any improved support of the operators or teams SA processes would be impactful. Investigating SA within a domain often results in improvements, somewhat obviously; in general, better awareness leads to better decisions [Endsley and Garland 2000]. In many cases, it is the predictive element—the projection of the environment in the near future—that most strongly correlates with good performance [O’Brien and O’Hare 2007; Sulistyawati et al. 2011], though some research also shows perceptual and attentional failures, such as data that are hard to detect, individual failures to monitor for new data, and misperception, make a serious impact [Jones and Endsley 1996]. In an environment with dynamic changes, understanding must also be continually generated and improved ahead of any decision opportunity [Endsley 2015; Klein 1997].

2 GAPS IN SA FOR CYBERSECURITY

Gutzwiller’s research and our additional professional field observations in government, industry, and academia suggest that the utility of SA analysis and measurement has yet to be realized in cyberspace [Gutzwiller et al. 2015], unlike in aviation, driving, process control and nuclear power plant control, healthcare, and interactions with autonomous systems [Endsley 2019]. With a few exceptions, we know of almost no experimental work on measuring or characterizing the process or product in developing cyber situational awareness from the human’s perspective. Much work in cyber SA is on data fusion models that often do not consider the humans SA directly [Barford et al. 2010]. In a majority of the existing experiments [Giacobe et al. 2013; Malviya et al. 2011; Stevens-Adams et al. 2011; Zhang et al. 2015], cyber SA is not the focus of the work, or there are ecological, methodological, or analytical concerns that preclude strong conclusions [Gutzwiller 2019]. Occasionally, good data is provided [Champion et al. 2012]. And recently, Rajivan and Cooke [2018] showed that operators with unique information often do not share it with the team, which suggests a team SA deficit.

The cyber community faces additional challenges that SA measurement may help address or reveal. Increasingly cyber environments rely on automation. There is established history of automated processes garnering less attention by supervisory human operators monitoring them, degrading SA for the task at hand [Endsley and Kiris 1995]. The loss here is especially important if the automated process could fail or error in some way; and grows worse if the automation is allowed to make decisions [Onnasch et al. 2014].

Cybersecurity is also heavily reliant on interfaces, whether terminal command lines or visual data graphics. These interfaces are crucial human interaction points for perceiving, understanding, and projecting information.
Their proper design requires study of the operators’ goals, roles, and information needs [Endsley and Jones 2012], which should lead toward better awareness. Specific methodologies exist to facilitate awareness, and initial application Goal Directed Task Analysis and other cognitive task analysis methods in cybersecurity [Trent et al. 2019] suggest the effectiveness of those methods at better understanding of what human operators need to be aware [Mckenna et al. 2015].

Despite the need, and potential value added to cybersecurity by the goal of studying and improving situation awareness for human operators, there is a major gap. We find almost no research measuring SA in the cybersecurity environment [Gutzwiller 2019]. Interestingly, this is despite a wealth of reports claiming that a new or unique tool or interface, often untested, could improve it ([Gutzwiller 2019]; and see the important review by Staheli et al. [2014] of cyber visualizations in research). The claims in research literature mirror claims by industrial software solutions, which many cyber professionals abhor and abandon. Even popular tools and practices, such as the MITRE ATT&CK Framework, have not been evaluated against usability, awareness, or cybersecurity outcomes, even though it includes SA-related aspects such as account manipulation. Together, this suggests that demand for SA improvement is present, but actual capability to measure SA or apply human factors methods to properly examine this technology has not risen to match. If it could be done, then human factors application, especially for cyber operation awareness, would improve even existing state-of-the-art technology, because humans are still critical. This represents a reasonable but serious challenge. On the one hand, SA as a human-centered concept has not been prominent in cybersecurity, so it will be difficult and require multi-disciplinary collaboration to address. On the other hand, even as strictly technical capabilities have improved security, the human remains a major factor, from user, to CISO, to CERTS and SOCs.

The above led us to generate several challenges to better examine cybersecurity situation awareness. Most of these challenges should be addressed as collaborations between psychologists, human factors engineers, computer scientists, and cybersecurity experts. We note that this multidisciplinary need is a challenge in itself.

3 OPPORTUNITIES FOR SA IN CYBERSECURITY

The gaps identified here suggest the need to (1) understand what cyber SA is from the human operators’ perspectives, then (2) measure it so that (3) we can learn whether SA makes a difference in meaningful ways to cybersecurity, and whether methods, technology, or other solutions would improve SA and thus, improve those outcomes. We call upon the research community to help collaboratively address these research problems.

1. Define Cyber SA. Today, a challenge is defining situation awareness for various types of operators, completing various types of security tasks. SOC operators, for example, may monitor firewall logs for alerts while a red team penetration test operator has very different goals such as scanning for vulnerable servers. One method could be to construct a taxonomy of security goals, tie these to the operators involved, and then determine the critical SA-related information the operators need to cognitively process to achieve the goal, beginning with the highest importance or criticality goals (e.g., the approach advocated by Endsley and Jones [2012]). This would result in a set of SA-relevant information, to be used in constructing better interfaces, processes, or reports. Many efforts like this have been undertaken [D’Amico and Whitley 2008; Erbacher et al. 2010; Gutzwiller et al. 2016; Mahoney et al. 2010] but not pursued to completion and validation through experimentation by the organizations.

2. Measure Cyber SA. Measurement is one enabling force toward reliable improvements in situation awareness. Measuring the veracity of human information processes (memory, attention) or awareness-based work products is the main way to measure SA. Many environments (as in the driving example) easily lend themselves to measurement, whether subjective or objective—“Did you see the bus in the right lane?” has a ground truth answer. The method of comparing the state of the world (the bus is present or not) objectively with a state of awareness (whether the operator believes a bus is present or not) across users has continued to aid system design [Endsley and Jones 2012]. Broadly, cybersecurity presents a far more
complicated domain for understanding situation awareness needs (measurement of what to perceive), how to make sense of it (measurement of whether operators and teams understand a given situation), and how to predict (measurement of expected near-future states of the environment). Defining what SA information is relevant to each is required (as stated in Challenge 1 above), but how to assess whether that information resides in the agents of the system that need it is a measurement challenge. The many theories of SA that exist each align with different types of measurement approaches that have yet to be tried in cybersecurity. For example, Endsley’s theory makes use of the SAGAT method, which uses questions derived from expert knowledge elicitation to probe and measure operator SA during “break” or “pause” moments of job performance [Endsley 1988, 1995a; Endsley 2019]. Operator answers are then compared to ground truth. Other methods use subjective reporting (e.g., Taylor [1990]), though these are problematic for various reasons [Jones 2000]. Others simply imply a good or bad state of awareness based on actions operators take during operations, with no need to directly query them (e.g., Gutzwiller and Clegg [2013]). An example is measuring whether participants avoided a hazard while landing a plane; a reasonable assumption is that if they do not take action to avoid the hazard but the information to do so was available (a visible plane outside the cockpit), then they must not have been aware.

3. Does Cyber SA Improve Security? Defining “performance” in cybersecurity is already a challenge. Further evaluation is needed to determine whether the relationship between SA and performance in these cases is strong enough to care about. This is a separate but hybrid issue, as the relationship depends both on how cyber SA is measured and how performance is measured. The current literature is absent of these effects for cyber [Gutzwiller 2019]. In other words: SA is probably important, but what aspects of cyber performance could either high or low SA be affecting? Once SA is defined and understood, it is still unclear how performance should be defined; other domains have used decision making, reaction time, or some combination of communications and informational reporting. More broadly, performance could be viewed as risk reduction, through the lens of an analytical model such as the Factor Analysis of Information Risk (FAIR) model [Freund and Jones 2014]. A similar argument can be made for other known cognitive factors, such as the influence of individual and team mental workload, stress, fatigue, training, and expertise on performance. Interestingly, those variables are likely to exert an impact on both SA and cyber defense performance, complicating the relationship. Improved methods of analysis may be required, such as factor analytics or moderating/mediated regression models to sort out the most important influences.

If these challenges are met in whole or part, then they will lead to valuable capability; that is, organizations and researchers will be better able to define their SA requirements, determine whether cyber SA is improved by various methods, and finally whether that improvement is valuable to defense.
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