\textbf{Introduction}

We consider problems of solving nonlinear equation of the form
\begin{equation}
F(x) = 0,
\end{equation}
and optimization problems of the form
\begin{equation}
\min \phi(x) \text{ subject to } F(x) = 0,
\end{equation}
where $\phi : X \to \mathbb{R}$ and $F : X \to Y$ is a sufficiently smooth mapping from a Banach space $X$ to a Banach space $Y$. Nonlinear problems \begin{equation} \text{(1)} \end{equation} and \begin{equation} \text{(2)} \end{equation} can be divided into two classes: regular (nonsingular) and singular depending on whether $F$ is regular or singular. Roughly speaking, regular mappings are those for which implicit function theorem arguments can be applied and singular problems are those for which they cannot, at least not directly.

In this work, we give an overview of methods and tools of the $p$-regularity theory in application to the investigation of singular (irregular, degenerate) mappings and singular equality constrained optimization problems. The purpose of this paper is to present selected works in this area in a coherent way, which have been scattered throughout various references.

1. Essential nonlinearity and singular maps

Fix a point $x^* \in X$ and suppose that $F : X \to Y$ is $C^1(W)$, where $W$ is a neighborhood of $x^*$. The mapping $F$ is regular at $x^*$, if
\begin{equation}
\text{Im } F'(x^*) = Y.
\end{equation}

The following lemma on the local representation of regular mapping holds.
We say the mapping

\[ \varphi(0) = I \]

\[ \text{to be regular}; \] that is, its derivative is not onto:

\[ F \]

On the other hand, \( \varphi \) nondegenerate transformation of coordinates) which cannot be trivialized, i.e. there does not exist any diffeomorphism (i.e. a perturbation of the form \( \tilde{\varphi}(0) = 0 \), in general.

There exist numerous mappings which do not admit local trivialization. The concept of essentially nonlinear mappings defined in [29] formalizes this situation.

**Definition 1.2.** Let \( V \) be a neighborhood of \( x^* \) in \( X \) and \( U \subset X \) be a neighborhood of 0. A mapping \( F : V \to Y, F \in C(V), \) is essentially nonlinear at \( x^* \) if there exists a perturbation of the form \( \tilde{F}(x^* + x) = F(x^* + x) + \omega(x), \) where \( \parallel \omega(x)\parallel = o(\parallel x\parallel) \), which cannot be trivialized, i.e. there does not exist any diffeomorphism (i.e. a nondegenerate transformation of coordinates) \( \varphi(x) : U \to V, \varphi \in C(U), \) such that \( \varphi(0) = x^*, \varphi'(0) = I_X \) and \( \tilde{F} \).

**Definition 1.3.** We say the mapping \( F \) is singular (or degenerate) at \( x^* \) if it fails to be regular; that is, its derivative is not onto:

\[ \text{Im } F'(x^*) \neq Y. \]

Let us note that, if \( F \) is singular at the point \( x^* \), \( F(x^*) = 0 \), i.e., there exists \( 0 \neq \xi \in Y, \parallel \xi\parallel = 1, \)

\[ \xi \notin \text{Im } F'(x^*) \]

then \( F \) must be essentially nonlinear at \( x^* \). Indeed, suppose that \( F \) is not essentially nonlinear at \( x^* \) and define the mapping \( \tilde{F} : V \to Y \) as

\[ \tilde{F}(x^* + x) := F(x^*) + F'(x^*)x + \xi\parallel x\parallel^2. \]

Note that \( \parallel \xi\parallel^2 \notin \text{Im } F'(x^*) \) for any \( x \in V \). By Definition 1.2, there exist a neighborhood \( U \) of 0 and a mapping \( \varphi(x) : U \to V, \varphi \in C(U), \) such that \( \varphi(0) = x^*, \varphi'(0) = I_X \) and

\[ \tilde{F}(\varphi(x)) = \tilde{F}(x^*) + \tilde{F}'(x^*)x = F(x^*) + F'(x^*)x \quad \text{for } x \in U. \]

Since \( F'(x^*)x \in \text{Im } F'(x^*), \) by [3] we have

\[ \tilde{F}(\varphi(x)) \in \text{Im } F'(x^*). \]

On the other hand, \( \varphi(0) = x^* \) and \( \varphi'(0) = I_X, \) and
\[ F(\varphi(x)) = F(x^* + (\varphi(x) - x^*)) \]
\[ = F(x^*) + F'(x^*)(\varphi(x) - x^*) + \xi \|\varphi(x) - x^*\|^2 \]
\[ = F'(x^*)(\varphi(x) - x^*) + \xi \|\varphi(0) + \varphi'(0)x + \omega_1(x) - x^*\|^2 \]
\[ = F'(x^*)(\varphi(x) - x^*) + \xi \|x + \omega_1(x)\|^2, \]
where \(\|\omega_1(x)\| = o(\|x\|).\) Thus, for small \(x,\)
\[ \xi \|x + \omega_1(x)\|^2 \neq 0. \]

Taking into account (6), (10) and the fact that \(F'(x^*)(\varphi(x) - x^*) \in \text{Im } F'(x^*),\) we conclude from this that
\[ \tilde{F}(\varphi(x)) \notin \text{Im } F'(x^*). \]
This contradicts (9) and therefore \(F\) is essentially nonlinear at \(x^*\).

The following theorem (see [29]) establishes the relationship between essential nonlinearity and irregularity.

**Theorem 1.4** ([29]). Suppose \(F : V \to Y\) is \(C^2(V),\) where \(V\) is a neighborhood of \(x^*\) in \(X\) and \(F(x^*) = 0.\) Then \(F\) is essentially nonlinear at the point \(x^*\) if and only if \(F\) is singular at the point \(x^*\).

## 2. Examples of singular problems

### 2.1. Description of the solution set. Lyusternik theorem.

Let \(X, Y\) be Banach spaces. Consider the nonlinear equation (1)
\[ F(x) = 0, \]
where \(F : X \to Y, F \in C^{p+1}(X), p \in \mathbb{N}.\) According to Lyusternik theorem (see [18]), if \(F\) is regular at \(x^*\), then \(T_1M(x^*) = \text{Ker } F'(x^*),\) where \(T_1M(x^*)\) is the tangent cone to the set \(M(x^*) = \{x \in X : F(x) = F(x^*) = 0\}\) at the point \(x^*\). The tangent cone to \(M\) at \(x^*\) is the collection of all tangent vectors to \(M\) at \(x^*\) i.e. \(h\) is a tangent vector to \(M\) at \(x^* \in M\) if there exist \(\varepsilon > 0\) and a function \(r : [0, \varepsilon) \to X\) with the property that for \(t \in [0, \varepsilon]\) we have \(x^* + th + r(t) \in M\) and
\[ \lim_{t \to 0} \frac{\|r(t)\|}{t} = 0. \]

If \(F\) is singular at the solution point \(x^*,\) then \(T_1M(x^*) \neq \text{Ker } F'(x^*).\)

For example, if \(F(x) = x_1^2 - x_2^2 + o(\|x\|^2)\) and \(x^* = 0\) then \(\text{Ker } F'(0) = \mathbb{R}^2\) and moreover \(T_1M(0) = \{(t) : t \in \mathbb{R}\} \cup \{(\frac{1}{2}t) : t \in \mathbb{R}\},\) hence \(\text{Ker } F'(0) \neq T_1M(0).\)

The problem of description of the solution sets in more general situations (e.g. general systems of inequalities) is qualitatively approached by means of metric regularity ([11][13][14]) and via geometrical derivability ([23]).

### 2.2. Optimality conditions. Lagrange multiplier theorem.

Consider the optimization problem (2).
\[ \min \phi(x) \quad \text{subject to } F(x) = 0, \]
where \(\phi : X \to \mathbb{R}, \phi \in C^2(X)\) and \(F : X \to Y, F \in C^{p+1}(X), p \in \mathbb{N}.\)

Let \(x^*\) be a solution to (2). In the regular case, that is if \(F'(x^*) \cdot X = Y,\) there exists \(\lambda^* \in Y^*\) such that \(\phi'(x^*) = F'(x^*)^* \cdot \lambda^*.\)
Let us consider (2), where $X = \mathbb{R}^3$, $Y = \mathbb{R}^2$, $\phi(x) = x_2^2 + x_3$ and $F(x) = \left( \begin{array}{c} x_1^2 - x_2^2 + x_3^2 \\ x_1^2 - x_2^2 + x_2^2 + x_2x_3 \end{array} \right)$. In this case $x^* = (0, 0, 0)^T$ and we can easily obtain that $\phi'(x^*) = (0, 0, 1)^T$, $F'(x^*) = \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right)$. However, it is obvious that $\phi'(x^*) \neq F'(x^*)^T \cdot \lambda^*$.

There is a vast literature concerning optimality conditions for general regular (satisfying some constraint qualification condition) constrained optimization problems (see e.g. Chapter 3 of [3]).

2.3. Newton method for singular equations. Consider the problem of solving nonlinear equation (1), i.e. $F(x) = 0$ and let $F$ be singular at $x^*$.

In the finite dimensional case, when $X = \mathbb{R}^n, Y = \mathbb{R}^n$ and $F(x) = (f_1(x), \ldots, f_n(x))^T$, singularity of $F$ at $x^*$ means that the Jacobian $F'(x^*)$ of $F$ at $x^*$ is singular as in the following example.

Example 1 ([24]). Let $F(x) = \left( \begin{array}{c} x_1 + x_2 \\ x_1x_2 \end{array} \right)$, $F: \mathbb{R}^2 \rightarrow \mathbb{R}^2$, where $x^* = (0, 0)^T$ is a solution to (1) and $F'(x^*) = \left( \begin{array}{cc} 1 & 1 \\ 0 & 0 \end{array} \right)$ is singular (degenerate) at $x^*$.

Let $x_0 = (x_{01}, x_{02})^T$ and $x_0 \in U_{\varepsilon}(0)$, $\varepsilon > 0$ be sufficiently small. Then, for classical Newton method, i.e. (11) $x_{k+1} = x_k - \{F'(x_k)\}^{-1}F(x_k), \ k = 0, 1, 2, 3, \ldots,$ we have $x_1 = \frac{1}{x_{01} - x_{02}} \cdot (-x_{01}x_{02}, x_{01}x_{02})^T$.

If $x_{01} = x_{02}$ then $\{F'(x_0)\}^{-1}$ does not exist, hence (11) is not applicable.

But even ever $\{F'(x_0)\}^{-1}$ exists, e.g. for $x_0 = (t + t^3, t)^T$, we have $x_1 = \left( -\frac{1}{t} - t, \frac{1}{t} + t \right)^T$ and $\|x_1 - 0\| \approx \frac{1}{t} \rightarrow \infty$, when $t \rightarrow 0$. For instance, if $t = 10^{-5}$ then $\|x_1 - 0\| \approx 10^5$ and we have rejecting effect.

Example 2. [22] Let $F: \mathbb{R}^2 \rightarrow \mathbb{R}^2$,

$$F(x) := \left( \begin{array}{c} x_1 + x_1x_2 + x_2^2 \\ x_1^2 - 2x_1 + x_2^2 \end{array} \right).$$

The singular root is $x^* = (0, 0)^T$, null space is $\text{Ker} F(x^*) = \text{span}\{(0, 1)\}$ and range space is $\text{Im} F(x^*) = \text{span}\{(1, -2)\}$. The Jacobian $F'(x)$ is singular on the hyperbole given by

$$2x_1 - 2x_1^2 + 6x_2 - 4x_1x_2 + 2x_2^2 = 0.$$

For the overview of the existing approaches to Newton-like methods for singular operators, see e.g. [10].

2.4. Newton method for unconstrained optimization problems. Consider the following problem,

$$\min_{x \in \mathbb{R}^2} \phi(x)$$

and the scheme

$$x_{k+1} = x_k - \{\phi''(x_k)\}^{-1}\phi'(x_k), \quad (12)$$
where \( \phi : \mathbb{R}^2 \to \mathbb{R}, \phi(x) = x_1^2 + x_1^3 x_2 + x_1^4 \) (see [24]).

The solution of the considered problem is \( x^* = (0, 0)^T \). At the initial point, \( x_0 = (x_{01}, x_{02})^T \) where \( x_{01} = x_{02} \sqrt{6(1 + x_{02})} \) we have

\[
\phi''(x_0) = \left( \begin{array}{ccc} 2 + 2x_{02} & 2x_{02} \sqrt{6(1 + x_{02})} & 12x_{02}^2 \end{array} \right)
\]

and \( \det \phi''(x_0) = 0 \), hence does not exist \( \{\phi''(x_0)\}^{-1} \) and it follows that (12) is not applicable.

2.5. Singular problems of calculus of variations. Consider the following Lagrange problem (see [19]):

\[
J_0(x) = \int_{t_1}^{t_2} f(t, x, x') dt \to \min
\]

subject to the subsidiary conditions

\[
G(x) = G(t, x, x') = 0, \quad q(x(t_1), x(t_2)) = 0
\]

where \( x \in C^1([t_1, t_2], \mathbb{R}^n) \), \( G : X \to Y, G \in C^{p+1}(X), X = C^1([t_1, t_2], \mathbb{R}^n), Y = C^1([t_1, t_2], \mathbb{R}^m) \), \( G(t, x, x') = (G_1(t, x, x'), \ldots, G_m(t, x, x')) \), \( q : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^k \). We assume that all mappings and their derivatives are continuous with respect to the corresponding variables \( t, x, x' \).

In the regular case, if \( \text{Im} G'(x^*) = Y \), where \( x^*(t) \) is a solution to (13–14), then necessary conditions of Euler-Lagrange

\[
f_x + \lambda(t)G_x - \frac{d}{dt}(f_{x'} + \lambda(t)G_{x'}) = 0
\]

are satisfied.

Let \( \lambda := (\lambda_1, \ldots, \lambda_m)^T \), \( \lambda(t)G := \lambda_1(t)G_1 + \cdots + \lambda_m(t)G_m \), \( \lambda(t)G_x := \lambda_1(t)G_{1x} + \cdots + \lambda_m(t)G_{mx} \). In the singular case, when \( \text{Im} G'(x^*) \neq Y \), we can only guarantee that the following equations

\[
\lambda_0 f_x + \lambda(t)G_x - \frac{d}{dt}(\lambda_0 f_{x'} + \lambda(t)G_{x'}) = 0
\]

are satisfied, where \( \lambda_0^2 + \|\lambda(t)\|^2 = 1 \), i.e. \( \lambda_0 \) might be equal to 0 and then we have not got any constructive information on \( f \).

Example 3 ([19]). Consider the following problem

\[
J_0(x) = \int_0^{2\pi} (x_1^2 + x_2^2 + x_3^2 + x_4^2 + x_5^2) dt \to \min
\]

subject to

\[
G(x) = \begin{pmatrix} x_1 - x_2 + x_3^2 x_1 + x_1^3 x_2 - x_1^2 (x_1 + x_2) \\ x_2 + x_1 + x_3^2 x_2 - x_1^2 x_3 - x_2^2 (x_2 - x_1) \end{pmatrix} = 0,
\]

\( x_i(0) = x_i(2\pi), \quad i = 1, \ldots, 5 \).

Here \( f(x) := x_1^2 + x_2^2 + x_3^2 + x_4^2 + x_5^2 \) and \( q_i(x(0), x(2\pi)) := x_i(0) - x_i(2\pi), \quad i = 1, \ldots, 5. \)

The solution of (17–18) is \( x^*(t) = 0 \) and \( G'(x^*(t)) \) is singular.

Indeed, \( G'(0) = \begin{pmatrix} (\cdot)_1' - (\cdot)_2' \\ (\cdot)_1' + (\cdot)_2' \end{pmatrix} \) and \( G'(0)x = \begin{pmatrix} x_1' - x_2 \\ x_3' + x_1 \end{pmatrix} \).

Let \( z(t) := x_1(t) \). Thus, we can consider the following equivalent problem: whether the mapping \( \tilde{G}(z) = z'' + z, \quad z(0) = z(2\pi) \) is surjection or not.
It is obvious that for \( y \in C[0, 2\pi] \), such that
\[
\int_{0}^{2\pi} \sin \tau \ y(\tau) d\tau \neq 0 \text{ or } \int_{0}^{2\pi} \cos \tau \ y(\tau) d\tau \neq 0,
\]
the equation \( z'' + z = y \) does not have a solution.

The corresponding Euler-Lagrange equations in this case are as follows:
\[
\begin{align*}
2\lambda_0 x_1 + \lambda_2 - \lambda_1' x_1^2 + \lambda_1 x_3^2 + \lambda_2 x_5^2 - \lambda_2 x_4^2 &= 0 \\
2\lambda_0 x_2 - \lambda_1 - \lambda_1' x_1^2 + \lambda_1 x_4^2 + \lambda_2 x_3^2 - \lambda_2 x_5^2 &= 0 \\
2\lambda_0 x_3 + 2\lambda_1 x_1 x_3 + 2\lambda_2 x_2 x_3 &= 0 \\
2\lambda_0 x_4 + 2\lambda_1 x_2 x_4 - \lambda_2 x_1 x_4 &= 0 \\
2\lambda_0 x_5 - 2\lambda_1 x_5 x_1 - 2\lambda_1 x_2 x_5 - 2\lambda_2 x_2 x_5 + 2\lambda_2 x_1 x_5 &= 0 \\
\lambda_i(0) &= \lambda_i(2\pi), \ i = 1, 2.
\end{align*}
\]
Unfortunately, we cannot guarantee that \( \lambda_0 \neq 0 \) and for \( \lambda_0 = 0 \) we obtain the series of spurious solutions to the system \((17)-(18)\):
\[
x_1 = a \sin t, \ x_2 = a \cos t, \ x_3 = x_4 = x_5 = 0, \ \lambda_1 = b \sin t, \ \lambda_2 = b \cos t, \ a, b \in \mathbb{R}.
\]

**2.6. Modified Lagrange function method.** Consider the following constrained optimization problem
\[
(19) \quad \min \phi(x) \quad \text{subject to} \quad g_i(x) \leq 0, \quad i = 1, \ldots, m,
\]
where \( \phi : \mathbb{R}^n \to \mathbb{R}, \ g_i : \mathbb{R}^n \to \mathbb{R} \) and the modified Lagrangian function \( L_E(x, \lambda), \ L_E : \mathbb{R}^{n+m} \to \mathbb{R} \) associated with \((19)\) (see e.g. \[7\] \[12\], cf. \[3\]),
\[
L_E(x, \lambda) := \phi(x) + \frac{1}{2} \sum_{i=1}^{m} \lambda_i^2 g_i(x).
\]
This modification allows to replace a nonlinear optimization problem with a system of nonlinear equations. Moreover, let us define the mapping \( G : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^{n+m} \),
\[
(20) \quad G(x, \lambda) := \begin{pmatrix}
\nabla \phi(x) + \frac{1}{2} \sum_{i=1}^{m} \lambda_i^2 \nabla g_i(x) \\
D(\lambda) g(x)
\end{pmatrix},
\]
where \( D(\lambda) := \text{diag}\{\lambda_i\}, \ i = 1, \ldots, m, \ \lambda \in \mathbb{R}^m. \)

Consider the equation,
\[
(21) \quad G(x, \lambda) = 0_{n+m}.
\]
For \( G(x, \lambda) \) the Jacobian matrix \( G'(x, \lambda) \) is given by
\[
G'(x, \lambda) = \begin{pmatrix}
\nabla^2 \phi(x) + \frac{1}{2} \sum_{i=1}^{m} \lambda_i^2 \nabla^2 g_i(x) & (g'(x))^T D(\lambda) \\
D(\lambda) g(x) & D(g(x))
\end{pmatrix}.
\]
If the solution point of \((21)\) is \((x^*, \lambda^*)\), such that \( g_i(x^*) = 0 \) and \( \lambda_i^* = 0 \) then strict complementarity condition (SCQ) defined as \( I_0(x^*) = \{ j = 1, 2, \ldots, m : \lambda_i^* = 0, g_j(x^*) = 0 \} \neq 0 \) fails. Consequently, \( G'(x^*, \lambda^*) \) is a degenerate matrix. The example below illustrates the situation.
Example 4. [7] Consider the following problem
\begin{equation}
\min_{x \in \mathbb{R}^n} (x_1^2 + x_2^2 + 4x_1x_2) \quad \text{subject to} \quad x_1 \geq 0, \ x_2 \geq 0.
\end{equation}

It is easy to see that \( x^* = (0, 0)^T \) is the solution to (22) with the corresponding Lagrange multiplier \( \lambda^* = (0, 0)^T \).

The modified Lagrange function in this case is
\[ L_E = x_1^2 + x_2^2 + 4x_1x_2 - \frac{1}{2} \lambda_1^2 x_1 - \frac{1}{2} \lambda_2^2 x_2 \]
and the Jacobian matrix \( G'(x^*, \lambda^*) \) of
\[ G(x, \lambda) = \begin{pmatrix} 2x_1 + 4x_2 - \frac{1}{2} \lambda_1^2 & 2x_2 + 4x_1 - \frac{1}{2} \lambda_2^2 \\ -\lambda_1 x_1 & -\lambda_2 x_2 \end{pmatrix} \]
is singular.

3. Elements of p-regularity theory

Let us recall the basic constructions of p-regularity theory, whose basic concepts and main results are described e.g. in [15, 28].

Suppose that the space \( Y \) is decomposed into a direct sum
\begin{equation}
Y = Y_1 \oplus \ldots \oplus Y_p,
\end{equation}
where \( Y_1 = \text{Im} \ F'(x^*) \), \( Z_1 = Y \). Let \( Z_2 \) be closed complementary subspace to \( Y_1 \) (we assume that such closed complement exists), and let \( P_{Z_2} : Y \to Z_2 \) be the projection operator onto \( Z_2 \) along \( Y_1 \). By \( Y_2 \) we mean the closed linear span of the image of the quadratic form \( P_{Z_2} F'(x^*) \) \( Y \). More generally, define inductively,
\[ Y_i = \text{span} \ \text{Im} \ P_{Z_i} F'(x^*) \] \( Y_i \subseteq Z_i \), \( i = 2, \ldots, p - 1 \),
where \( Z_i \) is a chosen closed complementary subspace for \( (Y_1 \oplus \ldots \oplus Y_i - 1) \) with respect to \( Y_i \), \( i = 2, \ldots, p \). Finally, \( Y_p = Z_p \).

The order \( p \) is chosen as the minimum number for which (23) holds. Let us define the following mappings
\[ F_i(x) = P_{Y_i} F(x), \quad F_i : X \to Y_i \quad i = 1, \ldots, p, \]
where \( P_{Y_i} : Y \to Y_i \) is the projection operator onto \( Y_i \) along \( (Y_1 \oplus \ldots \oplus Y_i - 1 \oplus Y_{i+1} \oplus \ldots \oplus Y_p) \) with respect to \( Y_i \), \( i = 1, \ldots, p \).

Definition 3.1. The linear operator \( \Psi_p(h) \in \mathcal{L}(X, Y_1 \oplus \ldots \oplus Y_p), \ h \in X, \ h \neq 0 \)
\begin{equation}
\Psi_p(h) = F_1'(x^*) + F_2''(x^*) h + \cdots + F_p''(x^*) h^{p-1},
\end{equation}
is called the \( p \)-factor operator.

Example 5. For \( p = 2 \) the formula (23) takes the form
\begin{equation}
\Psi_2(h) = F_1'(x^*) + F_2''(x^*) h,
\end{equation}
where \( 0 \neq h \in X \).

Consider the operator \( F : \mathbb{R}^2 \to \mathbb{R}^2 \), from the Example[1] where
\[ F(x) = \begin{pmatrix} x_1 + x_2 \\ x_1 x_2 \end{pmatrix}. \]
It was shown that the Jacobian of $F(x)$ is singular at $x^* = (0, 0)^T$, hence $\text{Im} F'(x^*) = \text{span}\{ (1, 0) \} \neq \mathbb{R}^2$ and hence $Y_1 = \text{span}\{ (1, 0) \}$ and $Y_2 = \text{span}\{ (0, 1) \}$.

To construct 2-factor operator we use the projections

$$P_{Y_1} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad P_{Y_2} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix},$$

and define the operators $F_1 : \mathbb{R}^2 \to Y_1$ and $F_2 : \mathbb{R}^2 \to Y_2$. They are as follows,

$$F_1(x) := \begin{pmatrix} x_1 + x_2 \\ 0 \end{pmatrix}, \quad F_2(x) := \begin{pmatrix} 0 \\ x_1 x_2 \end{pmatrix},$$

Hence, for $h \in \mathbb{R}^2$, the 2-factor operator has the form

$$\Psi_2(h)(x) := \begin{pmatrix} x_1 + x_2 \\ h_2 x_1 + h_1 x_2 \end{pmatrix}, \quad \text{where} \quad h = (h_1, h_2)^T.$$ 

It is easy to see that if $h_1 \neq h_2$ then 2-factor operator is surjective.

**Definition 3.2.** We say that the mapping $F$ is $p$-regular at $x^*$ along an element $h$, if

$$\text{Im} \, \Psi_p(h) = Y.$$ 

As we see from the Example 5, a given mapping $F$ may not be regular with respect to all $0 \neq h \in X$.

**Remark 1.** The condition of $p$-regularity of the mapping $F$ at the point $x^*$ along $h$ is equivalent to the following condition

$$\text{Im} \, F^{(p)}(x^*)[h][p-1] \circ \text{Ker} \, \Psi_{p-1}(h) = Y_p,$$

where $\Psi_{p-1}(h) := F'_1(x^*) + F''_2(x^*) + \cdots + F^{(p-1)}(x^*)[h][p-2].$

**Definition 3.3.** We say that the mapping $F$ is $p$-regular at $x^*$ if it is $p$-regular along any $h \in X$ from the set

$$H_p(x^*) := \left\{ \bigcap_{k=1}^p \text{Ker}^k F^{(k)}(x^*) \right\} \setminus \{0\} \neq \emptyset,$$

where $k$-kernel of the $k$-order mapping $F^{(k)}(x^*)$ is defined as

$$\text{Ker}^k F^{(k)}(x^*) := \{ \xi \in X : F^{(k)}(x^*)(\xi)^k = 0 \}.$$ 

In the Example 3, we have $\text{Ker}^1 F'_1(x^*) = \text{span}\{ (1, -1) \}$ and $\text{Ker}^2 F''_2(x^*) = \text{span}\{ (1, 0) \} \cup \text{span}\{ (0, 1) \}$. It means that $H_2 = \emptyset$. As we see, it may happen that $F$ is $p$-regular along some $h \in X$ but $H_p = \emptyset$. Hence, according to Definition 3.2 $F$ is 2-regular at $x^*$ along any $h \in X$, $h_1 \neq h_2$ and is not 2-regular at $x^*$.

For a linear surjective operator $\Psi_p(h) : X \to Y$ between Banach spaces we denote by $\{ \Psi_p(h) \}^{-1}$ its right inverse. Therefore $\{ \Psi_p(h) \}^{-1} : Y \to 2^X$ and we have

$$\{ \Psi_p(h) \}^{-1}(y) = \{ x \in X : \Psi_p(h)x = y \}.$$ 

We define the norm of $\{ \Psi_p(h) \}^{-1}$ via the formula

$$\| \{ \Psi_p(h) \}^{-1} \| = \sup_{\| y \| = 1} \inf \{ \| x \| : x \in \{ \Psi_p(h) \}^{-1}(y) \}.$$ 

We say that $\{ \Psi_p(h) \}^{-1}$ is bounded if $\| \{ \Psi_p(h) \}^{-1} \| < \infty$. 

4. Singular problems via p-regularity theory

4.1. Generalized Lyusternik theorem. The following theorem gives a description of the solution set in the singular case (for the proof see [26]).

**Theorem 4.1** ([26], Generalized Lyusternik Theorem). Let $X$ and $Y$ be Banach spaces and $U$ be a neighborhood of $x^* \in X$. Assume that $F : X \to Y$, $F \in C^p(U)$ is $p$-regular at $x^*$. Then

$$T_1 M(x^*) = H_p(x^*).$$

The problem of description of the tangent cone to solution set of the operator equation with the singular mappings has been also considered e.g. in [2, 8, 17, 27].

We now give another version of the Theorem 4.1. To state the result, we shall define the tangent cone at a point $x \in X$. Let $h \in X$ be a neighborhood of $x^*$. Then there exist a neighborhood $\delta > 0$ such that $\delta \in \{\Psi_p(h)\}^{-1} \leq \infty$, where

$$H_\delta = \{h \in X : \left\|F_i(x^*)|X|\right\| \leq \alpha \text{ for all } i = 1, \ldots, p, \|h\| = 1\}.$$

**Theorem 4.3** ([20]). Let $X$ and $Y$ be Banach spaces, and $U$ be a neighborhood of a point $x^* \in X$. Assume that $F : X \to Y$ is a $p$-times continuously Fréchet differentiable mapping in $U$ and satisfies the condition of strong $p$-regularity at $x^*$. Then there exist a neighborhood $U' \subseteq U$ of $x^*$, a mapping $\xi \mapsto x(\xi) : U' \to X$, and constants $\delta_1 > 0$ and $\delta_2 > 0$ such that $F(\xi + x(\xi)) = F(x^*)$, and

$$\|x(\xi)\| \leq \delta_1 \sum_{i=1}^p \left\|f_i(\xi) - f_i(x^*)\right\| \leq \alpha \|x^*\|^i$$

for all $\xi \in U'$.

For the proof, see [15] and [20].

Consider the mapping $F(x) = \left(\begin{array}{c} x_1^2 - x_2^2 + x_3^2 \\ x_1^2 - x_2^2 + x_3^2 + x_2 x_3 \end{array}\right)$ from the Section 2.2 and recall that $x^* = (0, 0, 0)^T$. It is easy to see that $F'(x^*) = 0$, $F''(x^*) = \left(\begin{array}{c} 2 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 1 \end{array}\right)$ and $\text{Ker}^2 F''(0) = \text{span} \left\{(1, -1, 0)\right\} \cup \text{span} \left\{(1, 1, 0)\right\}$. The tangent cone at $x^*$ in this case is as follows $T_1 M(0) = \text{span} \left\{(1, -1, 0)\right\} \cup \text{span} \left\{(1, 1, 0)\right\}$. Let $h = (1, 1, 0)^T$ (or $h = (1, -1, 0)^T$) then $\text{Im} F''(0) h = \mathbb{R}^2$. It means that the mapping $F(x)$ is 2-regular at $x^* = 0$ and in this case $\text{Ker}^2 F''(0) = H_2(0) = T_1 M(0)$. 

4.2. Optimality conditions for $p$-regular optimization problems. We define $p$-factor Lagrange function

$$\mathcal{L}_p(x, \lambda, h) := \phi(x) + \left( \sum_{k=1}^{p} F_k^{(k-1)}(x)[h]^{k-1}, \lambda \right),$$

where $\lambda \in Y^*$ and

$$\bar{\mathcal{L}}_p(x, \lambda, h) := \phi(x) + \left( \sum_{k=1}^{p} \frac{2}{k(k+1)} F_k^{(k-1)}(x)[h]^{k-1}, \lambda \right).$$

To derive optimality conditions for $p$-regular problems we use Definition 1.2

**Theorem 4.4** ([27]. Necessary and sufficient conditions for optimality). Let $X$ and $Y$ be Banach spaces, $\phi \in C^2(X)$, $F \in C^{p+1}(X)$, $F: X \to Y$, $\phi: X \to \mathbb{R}$. Suppose that $h \in H_p(x^*)$ and $F$ is $p$-regular along $h$ at the point $x^*$. If $x^*$ is a local solution to the problem (29) then there exist multipliers, $\lambda^*(h) \in Y^*$ such that

$$\mathcal{L}_p^*(x^*, \lambda^*(h), h) = 0.$$

Moreover, if $F$ is strongly $p$-regular at $x^*$, there exist $\alpha > 0$ and a multiplier $\lambda^*(h)$ such that (27) is fulfilled and

$$\bar{\mathcal{L}}_p(x^*, \lambda^*(h), h)[h]^2 \geq \alpha||h||^2.$$

for every $h \in H_p(x^*)$, then $x^*$ is a strict local minimizer to the problem (2).

**Example 6.** Consider the problem from the Section 2.2

$$x_2^2 + x_3 \to \text{min subject to } F(x) = \left( \begin{array}{c} x_1^2 - x_2^2 + x_3^2 \\ x_1^2 - x_2^2 + x_3^2 + x_2x_3 \end{array} \right) = 0.$$

It is easy to verify that the point $x^* = 0$ is a local minimum to (29).

We have shown in the Section 5.1 that $F$ is singular at $x^*$ and for $h = (1, 1, 0)^T$ the mapping $F(x)$ is 2-regular at $x^* = 0$ along $h$. Consider the 2-factor-Lagrange function with $\lambda_0 = 0$. In this case it has the form

$$\mathcal{L}_2(x, \lambda(h), h) = x_2^2 + x_3 + \alpha(x_1 - x_2) + \beta(x_1 - x_2 + x_3),$$

where $\lambda(h) = (\lambda_1(h), \lambda_2(h))$ and $\lambda_1(h) = (0, 0)^T$, $\lambda_2(h) = (\alpha, \beta)^T$. Using the equality $\mathcal{L}_{2,2}^*(x^*, \lambda(h), h) = 0$ we obtain $\alpha = 1$ and $\beta = -1$. Putting the coefficients into we have $\bar{\mathcal{L}}_2(x^*, \lambda(h), h) = \frac{2}{5}||h||^2$. Therefore, $\mathcal{L}_{2,2}^*(x^*, \lambda(h), h)[h]^2 = \frac{4}{5} > 0$. It means that $x^*$ is a strict local minimizer to (29).

4.3. $p$-factor Newton method. Based on the $p$-factor operator construction we describe a method for solving nonlinear equations of the form (1), where $F: \mathbb{R}^n \to \mathbb{R}^n$ and the matrix $F'(x^*)$ is singular at the solution point $x^*$ (see [7, 24]).

Let $Y_1 = \text{Im} F'(x^*)$, $P_1 = P_{Y_1}^\perp$, $Y_2 = \text{Im} (F''(x^*) + P_1 F'(x^*)h)$, $P_2 = P_{Y_2}^\perp$,

$$Y_{k+1} = \text{Im} \left( F'(x^*) + \sum_{i=1}^{k} \hat{P}_i F''(x^*)h + \sum_{i_2 > 1} \hat{P}_i \hat{P}_i F^{(3)}(x^*)[h]^2 + \cdots + \right.$$

$$\left. + \sum_{i_2 > 1} \hat{P}_i \cdots \hat{P}_i F^{(k)}(x^*)[h]^{(k-1)} \right)$$

and $\hat{P}_{k+1} = P_{Y_{k+1}}^\perp$, $k = 2, p - 1$. 

Then the principal scheme of the $p$-factor Newton method is as follows
\[
x_{k+1} = x_k - \left\{ F'(x_k) + P_1 F''(x_k)h + \ldots + P_{p-1} F^{(p-1)}(x_k)h^{p-1} \right\}^{-1} \cdot \left\{ F(x_k) + P_1 F'(x_k)h + \ldots + P_{p-1} F^{(p-1)}(x_k)h^{p-1} \right\},
\]
(30)
where $P_k = \sum_{i=1}^{p-1} \bar{P}_i$, $P_2 = \sum_{i_2 > i_1} \bar{P}_{i_2} \bar{P}_{i_1}$, $P_{k+1} = \sum_{i_k > \ldots > i_1} \bar{P}_{i_k} \ldots \bar{P}_{i_1}$,
\[
k = \frac{2}{p-1}
\]
and $h$ such that $\|h\| = 1$ is fixed. $P_1, i = 1, p-1$ are matrices of orthoprojection at the solution point $x^*$. Note that for
\[
F(x^*) + P_1 F'(x^*)h + \ldots + P_{p-1} F^{(p-1)}(x^*)h^{p-1} = 0
\]
the $p$-factor matrix
\[
F'(x^*) + P_1 F''(x^*)h + \ldots + P_{p-1} F^{(p)}(x^*)h^{p-1}
\]
is not singular (it follows from the $p$-regularity along $h$). It means that $\bar{P}_p = 0$, $Y_p = \mathbb{R}^n$.
Consider the case $p = 2$ for the Example 1
\[
x_{k+1} = x_k - \left\{ F'(x_k) + P_1 F''(x_k)h \right\}^{-1} \cdot \left\{ F(x_k) + P_1 F'(x_k)h \right\}
\]
where $P_1$ is orthoprojection onto $\text{Im}(F'(x^*))$ and we choose element $h$ ($\|h\| = 1$), such that 2-factor matrix
\[
F'(x^*) + P_1 F''(x^*)h
\]
is not singular (in fact, it means that $F$ is 2-regular along $h$). Then at the solution point the formula $F(x^*) + P_1 F'(x^*)h = 0$ is satisfied, hence we can solve the equation $F(x) + P_1 F'(x)h = 0$ and by virtue of (33), $x^*$ is a locally unique solution.

**Theorem 4.5 (24).** Let $F \in C^p(\mathbb{R}^n)$ and there exists $h$, $\|h\| = 1$ such that $p$-factor matrix (31) is not singular. Then for any $x_0 \in U_{\varepsilon}(x^*)$ ($\varepsilon > 0$ sufficiently small) and for the scheme (30) the inequality
\[
\|x_{k+1} - x^*\| \leq c \|x_k - x^*\|^2, k = 0, 1, 2, \ldots
\]
holds for some constant $c > 0$.

**Example 7 (24).** Let $F(x) = \begin{pmatrix} x_1 + x_2 \\ x_1 x_2 \end{pmatrix}$, $x^* = (0, 0)^T$. It was shown in the Example 1 that $F$ is singular at $x^* = (0, 0)^T$. The scheme of 2-factor Newton method is as follows (32), where $P_1 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$, $h = (1, -1)^T$. Then
\[
F'(x_k) + P_1 F''(x_k)h = \begin{pmatrix} 1 \\ x_k^2 - 1 \\ x_k^1 + 1 \end{pmatrix}
\]
and the formula (32) has the form
\[
x_{k+1} = x_k - \begin{pmatrix} 1 \\ x_k^2 - 1 \\ x_k^1 + 1 \end{pmatrix}^{-1} \begin{pmatrix} x_k^1 + x_k^2 \\ x_k^1 x_k^2 + x_k^2 - x_k^1 \end{pmatrix} = \begin{pmatrix} 1 \\ x_k^2 - 1 \\ x_k^1 + 1 \end{pmatrix}^{-1} \begin{pmatrix} 0 \\ x_k^1 x_k^2 \end{pmatrix}.
\]
It means, that $\|x_{k+1} - 0\| \leq c \|x_k - 0\|^2$. 
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Example 8 ([24]). Consider the following problem
\[
\min_{x \in \mathbb{R}^2} \phi(x),
\]
where \( \phi : \mathbb{R}^2 \to \mathbb{R} \) is defined by \( \phi(x) := x_1^2 + x_2^2 + x_4^4 \). Moreover, let \( F(x) := \phi'(x) \) where \( \phi'(x) = \left( \frac{2x_1 + 2x_4 x_2}{x_1^2 + 4x_2^2} \right) \), \( x^* = (0,0)^T \). It is easy to see that \( F \) is 3-regular at \( x^* \) along \( h = (1,1)^T \) and
\[
F'(0) + P_1 F''(0) h + P_2 F^{(3)}(0)[h]^2 = \phi''(0) + P_1 \phi^{(3)}(0) h + P_2 \phi^{(4)}(0)[h]^2 = \left( \begin{array}{c} 2 \\ 2 \\ 11 \end{array} \right)
\]
and this matrix is nonsingular. Here \( P_1 = \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right), \overline{P}_2 = \frac{1}{2} \left( \begin{array}{ccc} 1 & -1 & 0 \\ -1 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right) \), \( P_2 = \overline{P}_2 P_1 = \frac{1}{2} \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 1 & 1 \\ 1 & -1 & 1 \end{array} \right) \).

Consider the 3-factor scheme
\[
x_{k+1} = x_k - \left( \phi''(0) + P_1 \phi^{(3)}(0)[h] + P_2 \phi^{(4)}(0)[h]^2 \right)^{-1} \cdot \left( \phi'(x_k) + P_1 \phi''(x_k)[h] + P_2 \phi^{(3)}(x_k)[h]^2 \right).
\]

Let us denote \( x_k = (x_1, x_2)^T \). Then
\[
\|x_{k+1} - 0\| = \left\| \left( \begin{array}{c} 2 \\ 2 \\ 11 \end{array} \right)^{-1} \left( \begin{array}{c} 2x_1 - 11x_2 + 2x_1 x_2 - 6x_2^2 \\ 2x_1 + 11x_2 + x_1^2 + 18x_2^2 + 4x_2^2 \end{array} \right) \right\| = \frac{1}{11} \left\| \left( \begin{array}{c} 11x_1^2 + 132x_2^2 + 22x_1 x_2 + 44x_2^3 \\ 2x_1^2 + 148x_2^2 - 4x_1 x_2 + 8x_2^2 \end{array} \right) \right\| \leq 10 \|x_k - 0\|^2.
\]

### 4.4. Optimality conditions for \( p \)-regular problems of calculus of variations.

To formulate optimality conditions for singular problems of the form \([13] - [14]\) we define \( p \)-factor Euler-Lagrange function
\[
S(x) := f(x) + \lambda(t) G^{(p-1)}(x)[h]^{p-1},
\]
where \( G^{(p-1)}(x)[h]^{p-1} := g_1(x) + \ldots + g_p(x)[h]^{p-1}, \lambda(t) G^{(p-1)}(x)[h]^{p-1} = \left\langle \lambda(t), \left( g_1(x) + \ldots + g_p(x)[h]^{p-1} \right) \right\rangle, \lambda(t) = (\lambda_1(t), \ldots, \lambda_m(t))^T \) and \( g_i(x), i = 1, \ldots, p \) are determined for the map \( G(x) \) in similar way as \( F_i(x), i = 1, \ldots, p \) for the mapping \( F(x) \), in the Section 4, i.e. \( g_k(x) = \overline{P}_k G(x), k = 1, \ldots, p \).

Let
\[
g_k^{(k-1)}(x)[h]^{k-1} : = \sum_{i+j=k-1} C_{k-1}^k g_{x^i(x')^j}(x)[h[^i][h[^j]]^j, k = 1, \ldots, p,
\]
where \( g_{x^i(x')^j}(x) = g_{x^i(x')^j}(x) \).

**Definition 4.6.** We say that the problem \([13] - [14]\) is \( p \)-regular at \( x^* \) along \( h \in \bigcap_{k=1}^p \text{Ker} \overline{g}_k^{(k)}(x^*), \|h\| \neq 0 \) if
\[
\text{Im} \left( g_1^{(p)}(x^*) + \ldots + g_p^{(p)}(x^*)[h]^{p-1} \right) = \mathcal{C}_{m}[t_1, t_2].
\]
Theorem 4.7 ([19]). Let $x^*(t)$ be a solution of ([13]–[14]) and assume that this problem is $p$-regular at $x^*$ along $h \in \bigcap_{k=1}^{p} \ker g_k^{(k)}(x^*)$. Then there exist a multiplier $\lambda(t) = (\lambda_1(t), \ldots, \lambda_m(t))^T$ such that the following $p$-factor Euler-Lagrange equation

$$S_x(x^*) - \frac{d}{dt} S_{x'}(x^*) = f_x(x^*) + \left( \lambda \sum_{k=1}^{p} \sum_{i+j=k-1} C_{k-1}^{i} g_{x^*(x')}^{(i+j)} (x^*) h^{(i+j)} \right)_x$$

holds.

The proof of the above theorem is similar to the one for singular isoperimetric problem in [1] or [16].

Consider Example 3. The mapping $G$ is 2-regular (it means that in this case $p = 2$) at $\bar{x} = (a \sin t, a \cos t, 0, 0)^T$ along $h = (a \sin t, a \cos t, 1, 1)^T$.

Consider the following equation

$$f_x(x) + (G'(x) + P_k G''(x) h) \lambda = 0$$

which is equivalent to the system of equations

$$\begin{align*}
2x_1 - \lambda_1' + \lambda_2 &= 0 \\
2x_2 - \lambda_2' - \lambda_1 &= 0 \\
2x_3 + 2\lambda_1 \sin t + 2\lambda_2 \cos t &= 0 \\
2x_4 + 2\lambda_1 \cos t - 2\lambda_2 \sin t &= 0 \\
2x_5 + 2\lambda_1 (\cos t - \sin t) + 2\lambda_2 (\sin t - \cos t) &= 0.
\end{align*}$$

One can verify that the false solutions of ([17]–[18]), that is

$x_1 = a \sin t$, $x_2 = a \cos t$, $x_3 = x_4 = x_5 = 0$

do not satisfy the system ([38]) if $a \neq 0$. It means that $x_1 = a \sin t$, $x_2 = a \cos t$, $x_3 = x_4 = x_5$ do not satisfy 2-factor Euler-Lagrange equation ([35]) from Theorem 4.7.

The only solution to the Example 3 is $x^* = (0, 0, 0, 0)^T$. Indeed, 2-factor Euler-Lagrange equation in this case for $x^* = (0, 0, 0, 0)^T$ has the following form

$$\begin{align*}
-\lambda_1' + \lambda_2 &= 0 \\
-\lambda_2' - \lambda_1 &= 0 \\
2\lambda_1 \sin t + 2\lambda_2 \cos t &= 0 \\
2\lambda_1 \cos t - 2\lambda_2 \sin t &= 0 \\
2\lambda_1 (\cos t - \sin t) + 2\lambda_2 (\sin t - \cos t) &= 0.
\end{align*}$$

where the solution is $\lambda_i^*(t) = 0$, $i = 1, 2$.

4.5 Modified Lagrange function method for 2-regular problems. Consider the constrained optimization problem ([19]),

$$\min \phi(x) \quad \text{subject to} \quad g_i(x) \leq 0, \quad i = 1, \ldots, m$$
and the modified Lagrangian function $L_E(x, \lambda)$ defined in Sec. [2.6]

$$L_E(x, \lambda) := \phi(x) + \frac{1}{2} \sum_{i=1}^{m} \lambda_i^2 g_i(x).$$

According to Sec. [2.6] the matrix

$$G'(x, \lambda) = \begin{pmatrix} \nabla^2 \phi(x) + \frac{1}{2} \sum_{i=1}^{m} \lambda_i \nabla^2 g_i(x) & (g'(x))^T D(\lambda) \\ D(\lambda) g(x) & D(g(x)) \end{pmatrix}$$

is singular at the solution $(x^*, \lambda^*)$ of (21) such that $g_i(x^*) = 0$ and $\lambda_i^* = 0$.

We show that the mapping $G(x, \lambda)$ defined by (20) is 2-regular at $(x^*, \lambda^*)$.

Define the set $I(x^*, \lambda^*) := \{ j = 1, 2, \ldots, m : g_j(x^*) = 0 \}$ of active constraints, the set $I_0(x^*) := \{ j = 1, 2, \ldots, m : \lambda^*_j = 0, g_j(x^*) = 0 \}$ of weakly active constraints, and the set $I_+(x^*) := I(x^*) \setminus I_0(x^*)$ of strongly active constraints.

Since $\lambda^*_j = 0$ and $g_j(x^*) = 0$ for all $j \in I_0(x^*) := \{ 1, \ldots, s \}$ the rows $(n + 1)$ to $(n + s)$ of $G'(x^*, \lambda^*)$ contain only zeros. Define the vector $h \in \mathbb{R}^{n+s}$ as follows

$$h^T := (0^T_n, 1^T_s, 0^T_{m-s})$$

and the mapping $\Phi : \mathbb{R}^n \times \mathbb{R}^m$

$$\Phi(x, \lambda) := G(x, \lambda) + G'(x, \lambda) h,$$

with $h$ given by (37).

The following fact is well known

**Lemma 4.8** ([7]). Let an $n \times n$ matrix $V$ and an $n \times p$ matrix $Q$ be such that $Q$ has linearly independent columns and $\langle Vx, x \rangle > 0 \ \forall x \in \ker Q^T \setminus \{0\}$. Assume moreover that $D_N$ is a full rank diagonal $l \times l$ matrix. Then

$$\bar{A} := \begin{pmatrix} V & Q & 0 \\ Q^T & 0 & 0 \\ 0 & 0 & D_N \end{pmatrix}$$

is a nonsingular matrix.

Let $D(\lambda)$ be the diagonal matrix with $\lambda_j$ as the $j$-th diagonal entry. We say that the constraint qualification condition (CQC) is fulfilled if the gradients of active constraints are linearly independent. The second order sufficient optimality condition holds if there exist $\alpha > 0$ such that

$$z^T \cdot \nabla^2_{zz} L_E(x^*, \lambda^*) z \geq \alpha \|z\|^2$$

for all $z \in \mathbb{R}^n$ satisfying the conditions

$$\langle \nabla g_j(x^*), z \rangle \leq 0, \ j \in I(x^*).$$

**Lemma 4.9** ([7]). Let $\varphi, g_i \in C^3(\mathbb{R}^n)$ $(i = 1, \ldots, m)$. Assume that the CQC and the second order sufficient optimality conditions are fulfilled at the solution $(x^*, \lambda^*)$ and $\Phi$ is a mapping given by (38). Then the 2-factor operator $\Phi'(x, \lambda) = G'(x, \lambda) + G''(x, \lambda) h$ is nonsingular at the point $(x^*, \lambda^*)$.

This assertion is obtained if in Lemma 4.8 we set $V = \nabla^2_{xx} L_E(x^*, \lambda^*)$, $D_N = D(g_N(x^*))$, where $g_N(x) := (g_{p+1}(x), \ldots, g_m(x))^T$ and

$$Q = [\nabla g_1(x^*), \ldots, \nabla g_s(x^*), \lambda^*_{s+1} \nabla g_{s+1}(x^*), \ldots, \lambda^*_{p} \nabla g_p(x^*)].$$

Then $\Phi'(x^*, \lambda^*) = \bar{A}$. 
Lemma (4.9) implies that 2-factor Newton method
\begin{equation}
 w_{k+1} = w_k - \left[ G'(w_k) + G''(w_k)h \right]^{-1} \left( G(w_k) + G'(w_k)h \right), \quad k = 1, 2, \ldots
\end{equation}
can be applied to solve (21) and we have the following proposition

**Theorem 4.10** (\cite{7}). Let \( x^* \) be a solution to (19). Assume that \( \varphi, g_i(x) \in C^3(\mathbb{R}^n), \quad i = 1, \ldots, m \), and the constraint regularity condition CRC and the second order sufficient optimality conditions (39) are fulfilled at the point \( x^* \). Then there exists a sufficiently small neighborhood \( U_{\varepsilon}(w^*) \) of \( w^* = (x^*, \lambda^*) \) such that the estimation
\begin{equation}
 ||w_{k+1} - w^*|| \leq \beta||w_k - w^*||^2,
\end{equation}
holds for the method (40), where \( w_0 \in U_{\varepsilon}(w^*) \) and \( \beta > 0 \) is an independent constant.

**Acknowledgments**

The results of the research of the first and third author carried out under the research theme No. 165/00/S were financed from the science grant granted by the Ministry of Science and Higher Education.

The work of the third author was supported also by the Russian Foundation for Basic Research (project No. 17-07-00510, 17-07-00493) and the RAS Presidium Programm (program 27).

**References**

[1] K. N. Belash and A. A. Tret'yakov. Methods for solving degenerate problems, *USSR Comput. Math. and Math. Phys.*, 28 (1988), 90–94.

[2] E. Bednarczuk and A. A. Tret'yakov. \( p \)-regular nonlinearity: tangency at singularity in degenerate optimization problems, *Math Meth Oper Res*, 86 (2017), 485–500.

[3] D. P. Bertsekas. *Nonlinear Programming*, Athena Scientific, Belmont, Massachusetts, 2016.

[4] J. K. Bonnans and A. Shapiro. *Perturbation Analysis of Optimization Problems*, Springer-Verlag, New York, Berlin, Heidelberg, 2000.

[5] O. A. Brezhneva and A. A. Tret’yakov. Optimality conditions for degenerate extremum problems with equality constraints, *SIAM J. Control Optim.*, 42 (2003), 723–745.

[6] O. A. Brezhneva, Yu. G.Evtushenko and A. A. Tret’yakov. New numerical methods and some applied aspects of the \( p \)-regularity theory, *Computational Mathematics and Mathematical Physics*, 46 (2006), 1896–1909.

[7] O. A. Brezhneva, Yu. G. Evtushenko and A. A. Tret’yakov. The 2-factor-method with a modified Lagrange function for degenerate constrained optimization problems, *Doklady Mathematics*, 73 (2006), 384–387.

[8] O. A. Brezhneva and A. A. Tret’yakov. Implicit function theorems for nonregular mappings in Banach spaces. Exit from singularity, *Banach Spaces Appl. Anal.*, (2007), 1–18.

[9] O. A. Brezhneva and A. A. Tret’yakov. Come back to Lagrange. The \( p \)-factor analysis of optimality conditions, *Numerical Functional Analysis and Optimization*, 31(8) (2010), 871–891.

[10] S. Buhmiler, N. Krejić and Z. Lužanin. Practical quasi-Newton algorithms for singular nonlinear systems, *Numer Algor.*, 55 (2010), 481–502.

[11] A. L. Dontchev, A. S. Levis and R. T. Rockafellar. The radius of metric regularity, *Trans. Amer. Math. Soc.*, 355 (2002), 493–517.

[12] Yu. G. Evtushenko. Generalized Lagrange multiplier technique for nonlinear programming, *Journal of Optimization Theory and Applications*, 21 (1977), 121–135.

[13] A. D. Ioffe. Metric regularity and subdifferential calculus. Variational Analysis of Regular Mappings. Theory and Applications, *Russian Math. Surveys*, 55 (2000), 501–558.

[14] A. D. Ioffe. *Variational Analysis of Regular Mappings. Theory and Applications*, Springer, 2017.

[15] A. F. Izmailov, A. A. Tret’yakov. (Russian) [Factor-Analysis of Nonlinear Mappings], Nauka, Moscow, 1994.
[16] I. T. Korneva and A. A. Tret’yakov. (Russian) [Application of the factor-analysis to the calculus of variations], *Proceedings of Simulation and Analysis in Problems of Decision Making Theory, Computing Center of Russian Academy of Sciences, Moscow*, (2002), 144–162.

[17] U. Ledzewicz and H. Schättler. A higher order generalization of the Lusternik theorem, *Nonlinear Anal.*, **34** (1998), 793–815.

[18] L. A. Liusternik and V. J. Sobolev. *Elements of Functional Analysis*, Hindustan Publishing, Delhi, 1961.

[19] A. Prusińska, E. Szczepanik and A. A. Tret’yakov. p-regularity theory. Tangent cone description in the singular case. *System Modeling and Optimization, 25th IFIP TCT Conference, CSMO 2011, Berlin, Germany, IFIP AICT, 391* (2013), 528–537.

[20] A. Prusińska and A. A. Tret’yakov. p-th order optimality conditions for singular Lagrange problem in calculus of variations. Elements of p-regularity theory, *Ukrainian Mathematical Journal, 67*(8) (2016), 1236–1246.

[21] A. Prusińska and A. A. Tret’yakov. Iterative method for solving nonlinear singular problems, *Calcolo*, **53** (2016), 635–645.

[22] G. W. Reddien. On Newton’s method for singular problems, *SIAM J. Numer. Anal.*, **15**(5) (1978), 993–996.

[23] Y. Sekiguchi, W. Takahashi. Tangent and normal vectors to feasible regions with geometrically derivable sets, *Scientiae Mathematicae Online*, (e-2006), 517–527.

[24] E. Szczepanik, A. Prusińska and A. A. Tret’yakov. The p-factor method for nonlinear optimization, *Schedae Informaticae, 21* (2012), 143–159.

[25] E. Szczepanik and A. A. Tret’yakov. p-factor methods for nonregular inequality-constrained optimization problems, *Nonlinear Analysis: Theory, Methods and Applications, 69*(12) (2008), 4241–4251.

[26] A. A. Tret’yakov. (Russian) [Necessary conditions for optimality of p-th order], *Control and Optimization, Moscow, MSU*, (1983), 28–35.

[27] A. A. Tret’yakov. Necessary and sufficient conditions for optimality of p-th order, *USSR Comput. Math. Math. Phys.*, **24**(1) (1984), 123–127.

[28] A. A. Tret’yakov. The implicit function theorem in degenerate problems, *Russ. Math. Surv.*, **42** (1987), 179–180.

[29] A. A. Tret’yakov and J. E. Marsden. Factor-analysis of nonlinear mappings: p-regularity theory, *Communications on Pure and Applied Analysis, 2*(4) (2003), 425–445.

1. Department of Mathematics and Physics, Siedlce University, 3-go Maja 54, 08-110 Siedlce, Poland

E-mail address: aprus@uph.edu.pl

2. System Research Institute, Polish Academy of Sciences, Newelska 6, 01-447 Warsaw, Poland

3. Dorodnitsyn Computing Center, Russian Academy of Sciences, Vavilova 40, 119991 Moscow, Russia