Attenuating the fermion sign problem in path integral Monte Carlo simulations using the Bogoliubov inequality and thermodynamic integration
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Accurate thermodynamic simulations of correlated fermions using path integral Monte Carlo (PIMC) methods are of paramount importance for many applications such as the description of ultracold atoms, electrons in quantum dots, and warm-dense matter. The main obstacle is the fermion sign problem (FSP), which leads to an exponential increase in computation time both with increasing the system-size and with decreasing temperature. Very recently, Hirshberg et al. [J. Chem. Phys. 152, 171102 (2020)] have proposed to alleviate the FSP based on the Bogoliubov inequality. In the present work, we extend this approach by adding a parameter that controls the perturbation, allowing for an extrapolation to the exact result. In this way, we can also use thermodynamic integration to obtain an improved estimate of the fermionic energy. As a test system, we choose electrons in 2D and 3D quantum dots and find in some cases a speed-up exceeding 106, as compared to standard PIMC, while retaining a relative accuracy of ~ 0.1%. Our approach is quite general and can readily be adapted to other simulation methods.

I. INTRODUCTION

The accurate estimation of electronic properties is of paramount importance for many fields such as quantum chemistry, physics, and material science [1]. The most accurate results can be obtained using quantum Monte Carlo (QMC) methods which, in principle, allow for a quasi-exact description. Unfortunately, QMC simulations of fermions are severely hampered by the notorious fermion sign problem (FSP) [2–4], which leads to an exponential increase in computation time with increasing the system-size or decreasing temperature, and has been shown to be NP-hard for a specific class of Hamiltonians [3].

In the ground-state, the seminal QMC study of the uniform electron gas by Ceperley and Alder [5] has facilitated the success of density functional theory (DFT) regarding the description of real materials [6–8]. These results were obtained on the basis of the fixed-node approximation [9, 10], where the sign problem is avoided by an a priori decomposition of the wave-function into a positive and a negative region. Although formally exact, the true nodal structure of the wave function is not known, and one has to rely on approximations. This limitation, however, can be alleviated as the ground-state energy is variational with respect to the nodes, which can be exploited for optimization [11–13]. At the same time, there is a broad consensus among the QMC community that the fixed-node approximation has severe limitations in many cases, and alternative methods [14–17] are desirable [18].

In addition, a surge of activity has recently emerged in the field of fermionic QMC simulations at finite temperature [19–32]. This has been motivated mainly by interest in warm dense matter (WDM)—an exotic state at the interface of plasma and solid state physics [33–36]. For example, thermal DFT simulations [37–39] of WDM require the construction of exchange–correlation functionals that explicitly take into account the temperature [40, 41], which can be realized on the basis of QMC data for electrons at these conditions [42, 43]. See Ref. [35] for a review on recent developments.

Other fields for the application of fermionic QMC methods include dipolar systems such as ultracold atoms or Rydberg dressed states [4, 44], bilayer-systems [45, 46], electrons in quantum dots [47–51], and even semi-relativistic quark-gluon plasmas [52, 53]. These systems offer a plethora of interesting effects such as an abnormal superfluid fraction [44, 54], Wigner crystallization [51, 55], the BCS-BEC transition [56, 57], and collective excitations [32, 58–60].

Despite this progress, there are still many thermodynamic conditions that are not accessible to QMC methods [29, 61] and their development remains an active topic of research. In this work, we present an extension of the standard path-integral Monte Carlo (PIMC) method [62] which is motivated by the behavior of the sign for different interaction potentials and is justified by the well-known Bogoliubov inequality [63]. More specifically, Hirshberg et al. [64] have recently proposed to carry out a path-integral Molecular Dynamics (PIMD) simulation [65] of an auxiliary system where the FSP is less
severe and obtain an accurate estimate for the energy of a computationally more challenging system using the Bogoliubov inequality. Here, we adapt this idea to the PIMC method. We also extend this approach by adding to the original system a repulsive two-body term that phenomenologically mimics the effect of the Pauli repulsion between fermions and allows for a controlled extrapolation towards the exact result. Moreover, we show that it is possible to accurately estimate the energy difference between the original and the auxiliary system using thermodynamic integration [66], which further increases the reliability of the method. Our approach results in a speed-up of up to $10^6$ as compared to standard PIMC, while retaining a relative accuracy of $\sim 0.1\%$, which is fully sufficient for practical applications.

The paper is organized as follows: In Sec. II, we introduce the theoretical background including the PIMC method and the related FSP (Sec. II A), our approach and how it can be justified from the Bogoliubov inequality (II B), and the possibility of obtaining accurate estimates from thermodynamic integration (II C). In Sec. III, we present extensive results for electrons in two-dimensional (2D) quantum dots [50], starting with a brief introduction of the model Hamiltonian (III A). We investigate in detail the extrapolation of an auxiliary system, where the sign problem is substantially less severe, to the original system of interest in Sec. III B. The method is further improved by using thermodynamic integration in Sec. III C. Finally, we briefly extend our considerations to electrons in a 3D harmonic trap in Sec. III D. The paper is concluded by a concise summary and discussion (Sec. IV), where we also indicate possible future directions.

II. THEORY

A. Path-integral Monte Carlo

The basic idea of the PIMC method [62] is to stochastically sample the thermal density matrix of the canonical ensemble

$$\rho(R, R', \beta) = \langle R \mid e^{-\beta \hat{H}} \mid R' \rangle, \quad (1)$$

where $R = (r_1, \ldots, r_N)^T$ contains the coordinates of all $N$ particles, $\beta = (k_B T)^{-1}$ is the inverse temperature and $\hat{H}$ denotes the Hamiltonian. The path-integral expression is obtained by performing a Trotter decomposition [67], leading to each particle being expressed as an entire path at $P$ discrete positions in imaginary-time $\tau \in [0, \beta]$. The collection of the paths of all $N$ particles is known as a configuration $X = (R_0, \ldots, R_{P-1})^T$. Each configuration contributes to the full partition function according to its corresponding weight $W(X)$, which is a function that can be readily evaluated [64],

$$Z = \int dX \ W(X). \quad (2)$$

In practice, one uses the metropolis algorithm [68] to generate a Markov chain of configurations $X$ which are distributed as $P(X) = W(X)/Z$. For indistinguishable particles, one has to explicitly sum over all possible permutations of particle coordinates [69]. For bosons, the thermal density matrix is symmetric under the exchange of particle coordinates, and all terms remain positive. Thus, modern sampling algorithms [70, 71] allow for quasi-exact simulations of up to $10^9$ particles, which has facilitated profound insights into phenomena such as superfluidity [72–75] and collective excitations [32, 45, 76–79]. Recently, it became possible to simulate large bosonic systems also using PIMD [65].

For fermions, on the other hand, the density matrix is anti-symmetric under particle-exchange, which leads to sign changes in $W(X)$ for each pair exchange. Therefore, $P = W/Z$ cannot be interpreted as a probability distribution. At this point, one introduces a modified partition function

$$Z' = \int dX \ |W(X)|, \quad (3)$$

where the configurations are generated according to the absolute value of $W(X)$, i.e., $P'(X) = |W(X)|/Z'$. The exact fermionic expectation value of an observable $\hat{A}$ is then computed as

$$\langle \hat{A} \rangle = \frac{\langle \hat{A} S' \rangle}{\langle S' \rangle}, \quad (4)$$

where $S(X) = W(X)/|W(X)|$ denotes the sign associated with a particular configuration, and the denominator of Eq. (4) is the so-called average sign $S$.

$S$ is a measure for the amount of cancellation of positive and negative terms in $Z$, and exponentially decreases both with the system-size $N$ and the inverse temperature $\beta$,

$$S = \exp(-\beta N(f - f')) \quad (5)$$

where $f$ and $f'$ denote the free energy density of the original and modified system, respectively. Furthermore, the statistical error in estimating the ratio in Eq. (4) is inversely proportional to $S$,

$$\frac{\Delta A}{A} \sim \frac{1}{S \sqrt{N_{MC}}} \sim \frac{\exp(\beta N(f - f'))}{\sqrt{N_{MC}}}. \quad (6)$$

The resulting exponential increase in the Monte Carlo error bar with increasing $N$ or decreasing temperature can only be compensated for by increasing the number of samples $N_{MC}$. This inevitably becomes unfeasible and one runs into an exponential wall, which is known as the fermion sign problem [2–4]. Methods to overcome the FSP are therefore very desirable. In the following two sections, we describe two approaches for alleviating the FSP in PIMC simulations.
B. Extrapolation based on the Bogoliubov inequality

Let \( \hat{H} \) denote the original Hamiltonian that we want to simulate using fermionic PIMC,

\[
\hat{H} = \hat{K} + \hat{V}_{\text{ext}} + \hat{W} ,
\]

with \( \hat{K} \), \( \hat{V}_{\text{ext}} \), and \( \hat{W} \) being the kinetic, external potential, and interaction contribution to the total energy. We further assume that we are interested in the properties of this system at relatively low temperature, and that the manifestation of quantum degeneracy effects results in a low value of the average sign \( S \). In a recent paper, Hirshberg et al. [64] have shown that it is possible to accurately approximate the energy \( E_\eta \) by simulating an auxiliary system where \( \hat{W} \) is replaced by a different pair potential \( \hat{R} \) that more effectively separates the particles,

\[
\hat{H}_R = \hat{K} + \hat{V}_{\text{ext}} + \hat{R}.
\]

This resulted in a substantially less severe manifestation of the sign problem [4], and simulations became feasible at lower temperatures than for the original system. Then, they used the Bogoliubov inequality [63]

\[
F_{\hat{H}} - F_{\hat{H}_R} \leq (\hat{H} - \hat{H}_R)_{\hat{H}_R} ,
\]

and assumed that the free energy can be approximated by the energy at low temperatures, to obtain an upper bound on the energy of the original system

\[
E_\eta \lesssim (\hat{H})_{\hat{H}_R} .
\]

The subscript indicates that the expectation value of the original Hamiltonian is evaluated in the ensemble of \( \hat{H}_R \). Since the sign problem is most severe at low temperature [cf. Eq. (6)], this approximation is expected to hold, and the scheme is highly valuable as \( R \) could in principle be optimized variationally.

In the present work, we extend this approach in terms of a coupling parameter \( \eta \), by re-writing Eq. (8) as

\[
\hat{H}_\eta = \hat{H} + \eta \hat{\phi} ,
\]

where \( \hat{\phi} \) is a pair potential that should mimic the effective repulsion due to the fermionic degeneracy, as discussed at the end of this section. Clearly, the PIMC energies computed for the Hamiltonian in Eq. (11) are \( \eta \)-dependent, and for any observable \( \hat{A} \), it holds that

\[
\langle A \rangle = \lim_{\eta \to 0} \langle A \rangle_\eta = \lim_{\eta \to 0} \frac{\langle \hat{A} \hat{S} \rangle_\eta}{\langle \hat{S} \rangle_\eta} .
\]

This results in two key advantages: i) The difference between \( E_\eta \) and \( \langle \hat{H} \rangle_\eta \) vanishes as \( \eta \to 0 \) and the energy of the original system can be obtained by extrapolation. ii) The energy difference between the original and auxiliary systems can be readily estimated from the PIMC data using thermodynamic integration, as described in the next section.

In practice, we use the modified Hamiltonian with the additional repulsive term to carry out fermionic PIMC calculations for various values of \( \eta \). Due to the added repulsion, the simulations converge faster as \( \eta \) is increased. Then, we evaluate \( E(\eta) = \langle \hat{H} \rangle_\eta \) for each one and extrapolate it towards \( \eta \to 0 \) where the simulations are not feasible. This should converge to the exact result from above, at least at low temperatures when the neglect of entropic contributions is justified. It is important to note that extrapolation of QMC results is a notoriously difficult task, see e.g. Refs. [26, 80, 81] for three examples from alternative QMC methods for fermions. Thus, any additional information about the functional behavior of \( \langle A \rangle_\eta \) with respect to \( \eta \) is highly valuable. We show in Sec. III B that a simple empirical extrapolation scheme works well and the results are not very sensitive to the range of \( \eta \) used in the fitting.

Throughout this work, we restrict ourselves to two-body correlations and write \( \hat{\phi} \) as the sum over an effective pair potential,

\[
\hat{\phi} = \frac{1}{2} \sum_{k \neq l} \Psi(\hat{r}_l, \hat{r}_k) .
\]

Following an observation from Ref. [4] for electrons in a 2D harmonic confinement, we choose a dipolar short-range repulsion [44],

\[
\Psi(\hat{r}_1, \hat{r}_2) = \frac{1}{|\hat{r}_2 - \hat{r}_1|^3} ,
\]

which was shown to have a higher average sign in comparison to Coulomb repulsion between the fermions. This choice for electrons in quantum dots guarantees that the fermions feel the Coulomb repulsion at long range, but that the repulsion due to the dipolar interaction is dominant at short range. This additional short range term is what mimics an increased Pauli repulsion and results in a larger average sign. We speculate that any short-range potential that is more repulsive than Coulombic interaction at small separations would be appropriate.

C. Thermodynamic integration

As an alternative to direct extrapolation, the free energy difference between the original and auxiliary system can be evaluated using thermodynamic integration, a widely used free-energy method for atomistic simulations [66]. Contrary to the Bogoliubov inequality that leads to an upper bound [cf. Eq. (9)], using thermodynamic integration we obtain an equality. Given a Hamiltonian of the form of Eq. (11), the difference in the free energy can be estimated as

\[
F_{\hat{H}} - F_{\hat{H}_\eta} = - \int_0^\eta d\eta' \langle \hat{\phi} \rangle_{\eta'} .
\]
Assuming again that at low temperatures the free energy can be approximated by the energy, we obtain

\[ E_H \approx E_{\hat{H}_0} - \int_0^\eta d\eta' \langle \phi \rangle_{\eta'} . \]  

(16)

The integral in Eq. (16) can be estimated from our PIMC simulation data at different values of \( \eta \), whereas the entropic contribution, hereafter denoted as \( \Delta S(\eta) \), remains unknown. Still, it is reasonable to assume that the integral term constitutes the dominant contribution at low temperatures. This is precisely where the FSP is most severe and, consequently, our approach is needed the most. Finally, we notice that also when using thermodynamic integration we need to perform an extrapolation for \( \eta = 0 \), but this time only of the perturbing potential \( \phi \) and not of the whole energy as when using the Bogoliubov inequality. An extensive discussion of the practical aspects regarding the application of Eq. (16) is given in in Sec. III.C.

III. RESULTS

A. Model system and speed-up factor

We consider the Hamiltonian of \( N \) spin-polarized electrons in a harmonic confinement, a commonly employed model for quantum dots,

\[ \hat{H} = -\frac{1}{2} \sum_{k=1}^N \nabla_k^2 + \frac{1}{2} \sum_{k=1}^N \vec{r}_k^2 + \sum_{k>l}^N \frac{\lambda}{|\vec{r}_l - \vec{r}_k|} , \]  

(17)

where we assume oscillator units, corresponding to the characteristic length \( l_0 = \sqrt{\hbar/m\Omega} \) (with \( \Omega \) being the trap frequency) and energy scale \( E_0 = \hbar\Omega \). The first term corresponds to the kinetic contribution \( \hat{K} \) and the last two terms to the external potential and the Coulomb interaction, \( \hat{V}_{\text{ext}} \) and \( \hat{V}_{\text{C}} \), respectively. The constant \( \lambda \) is the ratio between the screened Coulomb repulsion in the quantum dot and \( E_0 \) [82]. All simulation results in this work have been obtained for strictly two- and three-dimensional systems.

All the PIMC results in this work have been obtained using a canonical adaption [83] of the worm algorithm presented in Refs. [70, 71]. We use a primitive factorization of the density matrix (see Refs. [84, 85] for a detailed discussion of different factorization schemes) with \( P \in [200, 500] \) imaginary-time propagators. This is sufficient for convergence within the respective error bars, see the appendix of Ref. [4] for a practical demonstration for a similar system.

In the following, we will refer to the results for \( \eta = 0 \), obtained using Eq. 17, as standard PIMC. They will be compared with results obtained with an added dipolar repulsion, given by Eq. 14, for different values of the coupling parameter \( \eta \). For each of the studied systems, we report the speed-up factor \( T(\eta) \) obtained with respect to a standard PIMC calculation. This speed-up factor follows directly from Eq. (6) and is defined as

\[ T(\eta) = \left( \frac{S(\eta)}{S(\eta = 0)} \right)^2 , \]  

(18)

where \( S(\eta) \) is the average sign obtained with the additional repulsive term in Eq. (11). For example, if \( S(\eta) \) is ten times larger than \( S(\eta = 0) \), then we need two orders of magnitude less Monte-Carlo samples \( N_{\text{MC}} \) to achieve the same level of statistical uncertainty, i.e., \( T(\eta) = 100 \).

B. Direct extrapolation scheme

In Fig. 1, we show PIMC results for \( N = 6 \) spin-polarized electrons in a 2D harmonic trap for an intermediate value of \( \lambda = 0.5 \), and three different temperatures, \( \beta = 1 \) (top panel), \( \beta = 1.5 \) (center panel), and \( \beta = 2 \) (bottom panel). The green crosses depict the
PIMC results for $\langle \hat{H} \rangle_{\eta}$ for different values of $\eta$. First, we note that the PIMC data do monotonically converge towards the exact $\eta = 0$ limit from above, as predicted by Eq. (10). For $\beta = 1$, the system is substantially out of the ground-state, and we find an average sign of $S \sim 10^{-2}$ for standard PIMC (i.e., $\eta = 0$), cf. Fig. 2. Hence, the PIMC simulations can be converged over the entire $\eta$-range. The dashed black line corresponds to a linear fit within the interval $\eta \in [0, 0.5]$ and has been included as a guide to the eye, although we find it to be surprisingly accurate in this case. The dash-dotted red line was obtained from a fit within the same interval, but using the modified functional form

$$
E(\eta) = a + b\eta^c,
$$

which has been found empirically, and with $a$, $b$, and $c$ being free parameters. Furthermore, the dotted blue and dash-double-dotted yellow lines have also been obtained from fits via Eq. (19), but within the intervals $\eta \in [0.1, 0.5]$ and $\eta \in [0.2, 0.5]$, respectively. Evidently, all three curves are in excellent agreement with the PIMC data over the full depicted $\eta$-range. This is an important intermediate result, as it indicates that Eq. (19) constitutes a suitable form to extrapolate results to $\eta = 0$ when PIMC simulations are limited to some finite value of $\eta$ due to the sign problem.

We next examine the center panel, which corresponds to $\beta = 1.5$, an intermediate temperature. In this case, we find $S \sim 10^{-3}$ for standard PIMC, which means that simulations are computationally demanding, but still feasible over the full $\eta$-range. Firstly, we note that the linear fit is not as good as for $\beta = 1$ above, so we have only used data points for $\eta \in [0, 0.2]$ in the linear fitting. Secondly, we find that the blue and red curves are in excellent agreement, whereas the yellow curve somewhat deviates in the limit $\eta \to 0$. Most probably, this is a consequence of the reduced fit interval of $\eta \in [0.2, 0.5]$. Still, the extrapolation to $\eta = 0$ agrees with the two other curves (with the red curve basically being exact) to a relative accuracy of 0.3%, which is sufficient for most applications. At the same time, the yellow curve requires simulations with an average sign of $S \sim 0.1$ at the lowest ($\eta = 0.2$), resulting in a speed-up by a factor $T \sim 10^5$, see Fig. 2.

Finally, the bottom panel corresponds to $\beta = 2$, where $S \sim 10^{-4}$ for standard PIMC. Thus, PIMC simulations are severely hampered by the sign problem and simulations are not feasible for $\eta \lesssim 0.1$. Still, the dotted blue ($\eta \in [0.1, 0.5]$) and dash-double-dotted yellow ($\eta \in [0.2, 0.5]$) curves are in very good agreement with each other, which strongly suggests that the extrapolation is reliable. Evidently, the extrapolation procedure can provide accurate results where standard PIMC simulations are prohibitive because of the sign problem.

A quantitative analysis of the corresponding speed-up of our simulations is presented in Fig. 2. The top panel depicts results for the average sign $S(\eta)$ while the bottom panel shows the corresponding speed-up factor $T(\eta)$, as defined in Eq. (18).

The green crosses, red circles, and blue diamonds in the top panel of Fig. 2 show the $\eta$-dependence of $S$ for $\beta = 1$, $\beta = 1.5$, and $\beta = 2$, respectively, for the same simulations reported in Fig. 1. All three data sets exhibit a qualitatively similar progression and monotonically increase with $\eta$. This growth is more pronounced for the lower temperature, $\beta = 2$, where the sign increases by more than two orders of magnitude at $\eta = 0.5$ as compared to $\eta = 0$. Consequently, the corresponding speed-up (Fig. 2, bottom panel) is the highest for $\beta = 2$ (dotted blue line), exceeding $10^5$ for $\eta = 0.5$. From the bottom panel of Fig. 1, it is evident that simulations for $\eta \geq 0.2$, which were sufficient to obtain the energy of the original system with an accuracy of $\sim 0.1\%$ at this temperature, also provide a speed-up exceeding $10^4$.

For $\beta = 1.5$ (dash-dotted red), the sign problem is less severe, and we find a speed-up of $T \sim 10^3$ for $\eta = 0.1$, where no bias in the extrapolation to $\eta = 0$ was resolved. Finally, the solid green line corresponds to $\beta = 1$, where we find a speed-up of $T \sim 10^2$ for $\eta \gtrsim 0.2$.

We conclude the examination of this system by investigating the behaviour of our new approach upon deca-
obtained for $\beta$ shown in Fig. 3, where the top and bottom panel show the temperature. The results of this analysis are regarding efficiency.

of Monte Carlo samples and, thus, can be directly compared to the average sign, with the yellow curve depicting an exponential fit according to Eq. (20). Note that the red, blue, and black crosses are standard PIMC from this work; red circles and green crosses in Fig. 3 represent new standard PIMC data from Ref. [4]; blue diamonds have been obtained from Eq. (10) for $\eta = 0$ and $\eta = 0.1$, respectively. The center panel shows a magnified zoom of the top panel around the lowest temperature points. The bottom panel shows the corresponding data for the average sign, with the yellow curve depicting an exponential form for large $\beta$.

The green crosses in Fig. 3 represent new standard PIMC results for $\eta = 0$, but obtained at a substantially increased computational cost. Therefore, results are available for $\beta \lesssim 1.5$, but at $\beta = 2$ the statistical uncertainty substantially increases due to the sign problem.

We next examine the performance of our new approach based on the Bogoliubov inequality and the modified Hamiltonian from Eq. (11). The red circles and blue diamonds represent $\langle H \rangle_\eta$ for $\eta = 0.2$ and $\eta = 0.1$, respectively, and the simulations can be converged down to $\beta = 3$. This can be seen particularly well in the center panel of Fig. 3, showing a magnified segment around the low-temperature points. The yellow diamonds show the results which have been extrapolated to $\eta = 0$ as described in the discussion of Fig. 1. These results show that our scheme allows to double the feasible $\beta$-range despite the exponential wall in compute time given by the FSP.

The speed-up $T(\eta)$ [cf. Eq. (18)] is shown in Fig. 4, with the red circles and blue diamonds depicting the $\beta$-dependence for $T(0.2)$ and $T(0.1)$, respectively. Firstly, we observe that the speed-up monotonically increases with decreasing temperature for both values of $\eta$. Moreover, this increase appears to be of an exponential form for large $\beta$, which helps to explain the remarkable extension of the parameter space that can be covered with this method. In particular, we find $T \sim 10^6$ ($T \sim 10^5$) for $\eta = 0.2$ ($\eta = 0.1$) for the lowest depicted temperature, $\beta = 3$.

At the same time, it is important to note that this exponentially growing speed-up is still not sufficient to fully counter the sign problem, since $S$ does still monotonically (and, indeed, exponentially) decrease with $\beta$ for every fixed value of $\eta$, cf. the bottom panel of Fig. 3. Therefore, a full solution of the fermion sign problem (which we would define as a simulation scheme without an exponential increase in compute time with decreasing temperature) would require that the minimum value of $\eta$ that is needed for the extrapolation to $\eta \to 0$ increases towards low temperature. This, however, is not supported by the results of our current study.

![Figure 3](image_url)

**FIG. 3.** Temperature dependence of the energy for $N = 6$ spin-polarized electrons in a 2D harmonic trap. The top panel shows the total energy $E$ versus $\beta$, with the following key: black squares are standard PIMC data from Ref. [4]; green crosses are standard PIMC from this work; red circles and blue diamonds have been obtained from Eq. (10) for $\eta = 0.2$ and $\eta = 0.1$, respectively. The center panel shows a magnified zoom of the top panel around the lowest temperature points. The bottom panel shows the corresponding data for the average sign, with the yellow curve depicting an exponential fit according to Eq. (20). Note that the red, blue, and green data points have been obtained for the same amount of Monte Carlo samples and, thus, can be directly compared regarding efficiency.

![Figure 4](image_url)

**FIG. 4.** Relative speed-up $T$ [cf. Eq. (18)] of our simulations at $\eta = 0.2$ (red circles) and $\eta = 0.1$ (blue diamonds) compared to standard PIMC (i.e., $\eta = 0$) for the temperature scan from Fig. 3. Note the logarithmic scale of the $y$-axis.

\[ S(\beta) = a_se^{-b_s \beta}, \tag{20} \]

obtained for $\beta \in [1, 3]$ and fully confirms this trend.
C. Thermodynamic integration scheme

We estimate the energy of the original system by thermodynamic integration using Eq. (16), as an alternative to extrapolation. The results are shown in the left column of Fig. 5 for $N = 4$ spin-polarized electrons in a 2D harmonic trap with $\lambda = 0.5$ and $\beta = 3$ (left), $\beta = 5$ (right). Top row: energy estimates $E$. Bottom row: fit of $\langle \phi \rangle_{\eta}$ to evaluate the integral in Eq. (16). The dashed black and dash-dotted yellow lines have been fitted according to Eq. (21), and the dash-dotted red line corresponds to a spline-fit to $\eta \langle \phi \rangle_{\eta}$ for $\eta \in [0:0.5]$ (without the data point at $\eta = 0.05$).

The top panel shows data for the total energy $E$, and the bottom panel the expectation value $\phi(\eta) \equiv \langle \phi \rangle_{\eta}$, the argument of the thermodynamic integration. The green crosses depict the PIMC data for $E_{\eta} = \langle \hat{H} \rangle_{\eta}$ (top) and $\phi(\eta)$ (bottom), that are available at discrete $\eta$ values. Since the evaluation of Eq. (16) requires the computation of the area under $\phi(\eta')$ for $\eta' \in [0, \eta]$, two practical obstacles have to be overcome: i) In order to avoid performing many simulations, the computation of the integral would benefit from a continuous representation of $\phi(\eta)$ by fitting a modest number of data points and ii) we need to know $\phi(\eta)$ in the limit of small $\eta$, where PIMC simulations might no longer be feasible due to the sign problem.

Overcoming the first problem by itself is relatively easy, and the dotted blue curve in the bottom panel of Fig. 5 corresponds to a cubic spline fit to the PIMC data in the interval $\eta \in [0.1, 0.5]$. The spline fit is capable to smoothly interpolate the PIMC data, but clearly fails outside the interval where input data are provided. Thus, a more controlled extrapolation to the $\eta \to 0$ limit of $\phi$ is needed for the solution to ii). We find empirically that a suitable choice is

$$\phi(\eta) = a_{\phi} + b_{\phi} \eta + c_{\phi} \eta^{1/2} ,$$

where $a_{\phi}$, $b_{\phi}$, and $c_{\phi}$ are the free parameters. The resulting fits are shown in Fig. 5 as the dash-dotted yellow and dashed black curves, which have been obtained taking into account PIMC data for $\eta \in [0.1, 0.5]$ and $\eta \in [0.2, 0.5]$, respectively.

We can see that both curves a) nicely reproduce the PIMC input data, b) are in excellent agreement with each other, and c) almost perfectly match the PIMC data that are outside of the fit interval. Therefore, the fit function Eq. (21) is capable to provide an accurate representation of $\phi(\eta)$ over the entire $\eta$-range given as input only four data points at $\eta \in [0.2, 0.5]$.

Next, we use these findings to estimate the energy-correction according to Eq. (16). The results are shown in the top panel of Fig. 5, where the green crosses correspond to the uncorrected PIMC simulation data for $E_{\eta} = \langle \hat{H} \rangle_{\eta}$. For completeness, we also include an extrapolation of these data to $\eta = 0$ according to Eq. (19), as described in Sec. III B (dash-dotted red line). The grey circle corresponds to a standard PIMC simulation ($\eta = 0$) that is exact within the given error bars.

Using the representation of $\phi(\eta)$ according to Eq. (21) to estimate the correction leads to the yellow stars. As expected, the entire $\eta$-dependence has been removed by the correction, and the data are in perfect agreement with the exact standard PIMC results for all depicted values of $\eta$. In addition, we also show the corrected PIMC data that have been obtained by using the spline as a representation of $\phi(\eta)$ instead, see the blue diamonds in the top panel. It is important to notice that even when using such a poor extrapolation scheme, the systematic error introduced in the energy estimate is only around...
This shows that any error in the extrapolation of \( \phi(\eta) \) will only account for a small contribution to the overall correction obtained via Eq. (16), while most of it comes from interpolation of PIMC data. This is not the case when using instead the direct extrapolation method, where any inaccuracy in the chosen functional form might more strongly impact the quality of the final result.

Finally, we mention that at the conditions considered in the left column of Fig. 5, the entropic contribution to Eq. (16) does indeed vanish within the given level of accuracy, as expected. This changes only for higher temperatures, see the discussion of Fig. 7 below.

We have also used this approach to tackle a harder example, shown in the right column of Fig. 5, where we have investigated a substantially lower temperature, \( \beta = 5 \), for which \( S \lesssim 10^{-5} \). Therefore, standard PIMC is not available in this case, and PIMC simulations are only feasible for \( \eta \gtrsim 0.1 \).

The bottom panel shows the estimation of \( \phi(\eta) \) and, also in this case, the fits from Eq. (21) are indistinguishable for the two different intervals of input data, which substantiates the high quality of this representation. The spline, on the contrary, significantly deviates at low \( \eta \) values.

The corresponding energies are shown in the top right panel of Fig. 5, and the dash-dotted red line depicts the direct extrapolation of the PIMC data to \( \eta \to 0 \) according to Eq. (19). In addition, the black squares and blue diamonds have been obtained from the estimation of the thermodynamic integration correction using the fit from Eq. (21) and the spline, respectively. Firstly, we find that both data sets can hardly be distinguished at these conditions, so that the extrapolation of \( \phi(\eta) \) only plays a minor role for the overall level of accuracy of the energy. Secondly, the corrected energies do not exhibit any residual dependence on \( \eta \) and fluctuate around the horizontal red line, with an uncertainty level of 0.1%.

The increase of the average sign and the corresponding speed-up for both \( \beta = 5 \) and \( \beta = 3 \) is shown in Fig. 6. For the higher temperature (green crosses), we observe an increase in \( S \) (top panel) by two order of magnitude between \( \eta = 0 \) and \( \eta = 0.5 \), which results in a speed-up of up to \( T \sim 10^4 \) (bottom panel). For \( \beta = 5 \) (red circles), the relative gain in the sign is even larger, leading to a speed-up (dash-dotted red) exceeding \( T \sim 10^6 \) at the largest value of \( \eta \).

A realistic application for our method performs simulations down to \( \eta \gtrsim 0.2 \), as this does suffice for a quasi-exact extrapolation to \( \eta \to 0 \). This boundary is marked as the vertical grey line in Fig. 6, and the two horizontal arrows point to the respective speed-up on the \( y \)-axis. For \( \beta = 3 \), standard PIMC simulations are, in principle, possible, but our scheme results in a speed-up by a factor of \( T \sim 10^3 \). For \( \beta = 5 \), standard PIMC is not feasible, and it is only our speed-up by a factor of \( T \sim 10^5 \) that makes it possible to obtain accurate data.

For completeness, we also examine the application of the correction from Eq. (16) for higher temperatures, which is shown in Fig. 7 for \( \beta = 2 \) (left column) and \( \beta = 1 \) (right column). The sign problem is not severe at these parameters and we find \( S \approx 0.02 \) (\( S \approx 0.25 \)) for \( \beta = 2 \) (\( \beta = 1 \)). Thus, PIMC simulations are computationally feasible over the entire \( \eta \)-range for both cases. Still, we find that the functional form from Eq. (21) allows for an accurate representation of \( \phi(\eta) \) (see the dashed black curve in the bottom row) taking only into account the four data points at \( \eta = 0.2, 0.3, 0.4, 0.5 \).

The corresponding energies are shown in the top row of Fig. 7, with the green crosses depicting the PIMC estimates for \( \langle H \rangle_\eta \), and the red curves have been obtained from a direct fit to these data according to Eq. (19). Finally, the black squares have been obtained from the thermodynamic integration correction Eq. (16). In contrast to the previous results in Fig. 7, we find a significant dependence of the corrected data points on \( \eta \), which is due to the entropic contribution \( \Delta S(\eta) \) to Eq. (16).

Interestingly, this function can be perfectly reproduced by a linear fit,

\[
\Delta S(\eta) = a_S + b_S \eta,
\]

and the results are depicted by the dotted blue lines in Fig. 7. For \( \beta = 2 \), the entropic contribution is quite small and
does not exceed 0.3% even for \( \eta = 0.5 \). In contrast, \( \Delta S \) attains a maximum value of \( \sim 0.7\% \) for \( \beta = 1 \). To put these findings into the proper context, we find it useful to briefly recall the following points: i) while we cannot directly estimate \( \Delta S(\eta) \) from our PIMC results, the influence on the correction from Eq. (16) decreases for low temperature, when the sign problem is most severe; ii) even when \( \Delta S(\eta) \) does have an impact on the corrected energies, the residual dependence on the parameter \( \eta \) is much smaller than the direct dependence of \( \langle \hat{H} \rangle_{\eta} \), which makes a potential extrapolation to \( \eta \to 0 \) much less uncontrollable; iii) empirically, we find a simple linear dependence of \( \Delta S \) on \( \eta \), which is an additional advantage over the direct extrapolation of the uncorrected energy, where the functional dependence is more complicated, cf. Sec. III B.

We thus conclude that the correction introduced in Sec. II C using thermodynamic integration constitutes a distinct improvement over the direct extrapolation explored in Sec. III B.

We conclude this section with an application of the correction approach at higher \( \lambda \) and lower temperature. In Fig. 8, we show PIMC results for the energy (top panel) and \( \phi \) (bottom panel) for \( N = 4 \) spin-polarized electrons at \( \lambda = 2 \) and \( \beta = 10 \). First, we mention that standard PIMC is not available at these conditions, and the sign vanishes within a statistical uncertainty of \( 10^{-5} \). We have chosen this particular set of parameters because it was previously studied by Egger et al. [49] using the approximate multi-level blocking (MLB) method [50, 86, 87]. While being potentially biased [88], such a data point still constitutes a valuable reference for the development of a new method.

As usual, the PIMC results for \( \langle \hat{H} \rangle_{\eta} \) are depicted as the green crosses, and the dash-dotted red curve corresponds to a direct extrapolation of these data according to Eq. (19). The solid grey horizontal line depicts the MLB value from Ref. [49], and the two light dotted grey lines depict the corresponding statistical uncertainty, which is given by \( \Delta E/E \approx 0.35\% \). Evidently, the direct extrapolation of our data falls into the bottom of the uncertainty interval from the MLB method.

We next consider the thermodynamic integration correction, for which we need a representation of \( \phi(\eta) \), shown in the bottom panel of Fig. 8. The dash-double-dotted yellow curve has been obtain using Eq. (21) as a fit function for the PIMC data, which was empirically shown to be accurate over the entire relevant \( \eta \)-range, see above. Using this representation to evaluate Eq. (16) results in the yellow stars in the top panel.

Firstly, we note that these data do not exhibit any residual dependence on \( \eta \), as the entropic contribution is negligible at such a low temperature. Moreover, we find that the yellow stars are in excellent agreement to the result from the direct extrapolation of the PIMC data, and, thus, also in agreement within the given uncertainty interval of the MLB results.

Therefore, both the MLB method and our new approach have been successfully validated against each other for this system.
The final example to be investigated in this work is the application of our method to a 3D system. This is shown in Fig. 9 for $N = 6$ electrons in a 3D harmonic confinement for $\lambda = 0.5$ and $\beta = 2$. As before, the green crosses depict the raw PIMC data for $E_\eta = \langle \hat{H} \rangle_\eta$ and the dash-dotted red line a direct extrapolation thereof according to Eq. (19). At these conditions, we find an average sign of $S \sim 10^{-4}$ [cf. Fig. 10], which means that standard PIMC simulations are only feasible for $\eta > 0$. Yet, the fit function from Eq. (19) evidently allows for a controlled extrapolation to $\eta \to 0$, which is further highlighted by the dotted light grey horizontal line, depicting an uncertainty interval of 0.3% around the extrapolated value.

We next explore the estimation of the thermodynamic integration correction introduced in Sec. II C. To this end, we show $\phi(\eta)$ in the bottom panel of Fig. 9 and the green crosses again show the PIMC data. The dashed black (dashed-double-dotted yellow) line corresponds to a fit using the functional form from Eq. (21) for $\eta \in [0.2,0.5]$ ($\eta \in [0.1,0.5]$). Naturally, these representations are in excellent agreement for large $\eta$, whereas some deviations appear for the extrapolation of $\eta \to 0$.

Using one of these representations as input to evaluate the thermodynamic integration correction from Eq. (16) gives the yellow stars (Eq. (21) for $\eta \in [0.1,0.5]$). For completeness, we mention that even using a spline-representation of $\phi(\eta)$ would result in almost indistinguishable energy values, which further validates the observation from the previous Sec. III C that the particular extrapolation of $\phi(\eta)$ to $\eta \to 0$ hardly influence the quality of the corrected energies. At the same time, we observe a distinct entropic contribution to Eq. (16) at these conditions, and the dashed-double-dotted yellow line corresponds to a linear fit to the corrected data points, cf. Eq. (22). Evidently, the linear representation is in perfect agreement to the yellow stars over the entire depicted $\eta$-range, and the $\eta \to 0$ limit nicely agrees with the direct extrapolation of the uncorrected PIMC data points.

We conclude this section with an analysis of the average sign $S$ and the corresponding speed-up $T$ [cf. Eq. (18)], shown in Fig. 10. The green crosses show the PIMC data for $S$ (left $y$-axis) and exhibit a monotonic increase similar to the 2D case. Further, the respective speed-up is depicted as the solid black curve (right $y$-axis) and attains values exceeding $T = 10^3$ for $\eta = 0.5$.

IV. SUMMARY AND DISCUSSION

We present a new approach for PIMC simulations of fermions at finite temperature, that extends and im-

---

**FIG. 8.** Results for the thermodynamic integration correction from Sec. II C for $N = 4$ spin-polarized electrons in a 2D harmonic trap with $\lambda = 2$ and $\beta = 10$. Top panel: energy estimates $E$. The solid grey line (dotted grey line) corresponds to the MLB result (error bar) from Ref. [49]. Bottom panel: fit of $\hat{\phi}(\eta)$ to evaluate the integral in Eq. (16). The dash-double-dotted yellow line has been fitted according to Eq. (21).

**FIG. 9.** Top: Convergence ($\eta$-dependence) of PIMC results for $N = 6$ spin-polarized electrons in a 3D harmonic confinement with $\lambda = 0.5$ and $\beta = 2$. The green crosses depict PIMC data for $E_\eta = \langle \hat{H} \rangle_\eta$ and the dash-dotted red line a fit according to Eq. (19). The yellow stars have been obtained using the thermodynamic integration correction from Eq. (16), and the dashed-double-dotted yellow line an extrapolation of the entropic contribution, cf. Eq. (22). Bottom: PIMC data for $\phi$ (green crosses) and fits via Eq. (21) (dashed black and dashed-double-dotted yellow) for two different $\eta$-ranges.
proves the idea by Hirshberg et al. [64], that was based on the Bogoliubov inequality. We add to the Hamiltonian a repulsive term that mimics Pauli repulsion at short range and is proportional to a coupling parameter \( \eta \). This significantly improves the efficiency of the simulations, by increasing the average sign \( S \). We then propose two simple post-processing schemes to recover the energy of the original system. The first one is based on the Bogoliubov inequality and consists of extrapolating \( \langle H \rangle_\eta \), obtained for various values of \( \eta \) to the limit \( \eta \to 0 \). The second one instead is based on thermodynamic integration and also relies on an extrapolation, but only of the perturbation term \( \phi \) and not of the whole energy. Combined with the fact that it is based on an exact relation and not an inequality, this makes the second scheme generally more reliable. We believe that having two distinct schemes for evaluating the energy, starting from the same simulations, is a great advantage, and makes the method more robust against possible poor extrapolation choices. For all the systems considered here, the two schemes provided compatible energy estimates. Most importantly, they allowed evaluating accurate estimates of energies for conditions in which standard PIMC simulations were not feasible.

As a practical application, we have investigated electrons both in 2D and 3D quantum dots, and our method works very well in both of these cases. In particular, we have found that a direct extrapolation by itself allows for a speed-up of up to \( 10^6 \) (cf. Fig. 4), while retaining a relative accuracy of 0.1\%, which is fully sufficient for practical purposes. This, in turn, allows to double the feasible \( \beta \)-range as compared to standard PIMC.

The investigation of the thermodynamic integration correction introduced in Sec. II C has revealed that this approach makes the estimation of the energy of the original system even more reliable. Here, the main challenge is given by the construction of a representation of \( \phi(\eta) \) with no data points being available below some minimum value. As a solution, we have introduced a suitable empirical fit function [cf. Eq. (21)] that, remarkably, allows for a highly reliable extrapolation using only a few data points at large \( \eta \) as input. At low temperature, this representation allows to accurately estimate the energy of the original system of interest. For higher temperatures, there emerges an additional entropic contribution, which remains \textit{a priori} unknown. Still, we stress that the latter only constitutes a fraction of the full difference between the modified and the original system, and, empirically, exhibits a linear dependence on \( \eta \) (cf. Fig. 7).

While the present results are certainly encouraging, much can be done to improve the method further. From a technical point of view, implementing the sampling procedure proposed in Ref. 89 would make the method more efficient, requiring only a single simulation for estimating \( E(\eta) \) and \( \phi(\eta) \) in the whole range of \( \eta \) values. Furthermore, we mention that, despite a speed-up of \( 10^6 \), the fermion sign problem has not been completely removed and, while our approach significantly extends the range of accessible parameters, it still suffers from exponential increase in computing time at low enough temperatures. We have also restricted ourselves to the investigation of energy values, and the adaption of the method to other observables such as pair distributions, structure factors, or the different contributions to \( E \) like the kinetic or external potential energies is of high interest. Similarly, we have solely used a dipolar repulsive potential \( \Psi(\mathbf{r}_1, \mathbf{r}_2) \) and the optimization of \( \Psi \) might substantially improve the approach.

A particularly interesting topic for future research is given by the application to other systems, with warm-dense matter [34] being a promising candidate. Finally, we stress that our approach is quite general and can readily be adapted to other simulation methods for fermions both in the ground state and at finite temperature.
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